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1 | INTRODUCTION

In graph searching, we consider simplified, combinatorial models for the detection or neutralization of an adversary's activity on a network. Such models often focus on vertex-pursuit games, where agents or cops are attempting to capture an adversary or robber loose on the vertices of a network. The players move at alternating ticks of the clock, and have restrictions on their movements or relative speed depending on the type of game played. The most studied such game is Cops and Robbers, where the cops and robber can only move to vertices with which they share an edge. The cop number is the minimum number of cops needed to guarantee the robber's capture. How the players move and the rules of capture depend on which variant is studied, and these variants are motivated by problems
in practice or inspired by foundational issues in computer science, discrete mathematics, and artificial intelligence, such as robotics and network security. For a survey of graph searching see [9,10,18], and see [8] for more background on Cops and Robbers.

The cop number of graphs derived from designs was studied in [4]. Incidence graphs of projective planes are Meyniel extremal in the sense that they have the largest conjectured cop number among connected graphs as a function of their order. Such a connection was made implicitly in the early work of [19] (where Meyniel’s conjecture first appeared) and made explicit in [23]. Several Meyniel extremal families arising from incidence graphs were discovered in [4], including those from oval designs, Denniston designs, and transversal and truncated transversal designs.

The localization game is a variant of Cops and Robbers that has received much recent attention, and we study the game on incidence graphs of designs. We note that our work is the first of its kind in this direction. Before we define the localization game in the next paragraph, we define a design \(D = (X, B)\) to be a set of points \(X\) and a set of blocks \(B\), where each block is a subset of \(X\). A design is \(t\)-balanced when we insist that each \(t\)-tuple of \(X\) occurs in exactly \(\lambda\) blocks of \(B\). The parameter \(\lambda\) is called the index of the \(t\)-balanced design. The incidence (or Levi) graph of a design \(D\) is the bipartite graph with vertex set \(X \cup B\), such that \(x \in X\) is adjacent to \(B \in B\) if and only if \(x\) lies in \(B\).

In the localization game, as in Cops and Robbers, there are two players moving on a connected graph, with one player controlling a set of \(k\) cops, where \(k\) is a positive integer, and the second controlling a single robber. Unlike in Cops and Robbers, the cops play with imperfect information: the robber is invisible to the cops during gameplay. The game is played over a sequence of discrete time-steps; a round of the game is a move by the cops together with the subsequent move by the robber. The robber occupies a vertex of the graph, and when the robber is ready to move during a round, he may move to a neighboring vertex or remain on his current vertex. A move for the cops is a placement of cops on a set of vertices (note that the cops are not limited to moving to neighboring vertices). At the beginning of the game, the robber chooses his starting vertex. After this, the cops move first, followed by the robber; thereafter, the players move on alternate time-steps. Observe that any subset of cops may move in a given round. In each round, the cops occupy a set of vertices \(u_1, u_2, \ldots, u_k\) and each cop sends out a cop probe, which gives their distance \(d_i\), where \(1 \leq i \leq k\), from \(u_i\) to the robber. Hence, in each round, the cops determine a distance vector \((d_1, d_2, \ldots, d_k)\) of cop probes, which is unique up to the ordering of the cops. Note that relative to the cops’ position, there may be more than one vertex \(x\) with the same distance vector. We refer to such a vertex \(x\) as a candidate. For example, in an \(n\)-vertex clique with a single cop, so long as the cop is not on the robber’s vertex, there are \(n - 1\) candidates. The cops win if they have a strategy to determine, after a finite number of rounds, a unique candidate, at which time we say that the cops capture the robber. If there is no unique candidate in a given round, then the robber may move again. The cops may move to other vertices in the next round resulting in an updated distance vector. The robber wins if he is never captured.

For a connected graph \(G\), define the localization number of \(G\), written \(\zeta(G)\), to be the least integer \(k\) for which \(k\) cops have a winning strategy over any possible strategy of the robber (that is, we consider the worst case that the robber a priori knows the entire strategy of the cops). As placing a cop on each vertex gives a distance vector with unique value of 0 on the location of the robber, the localization number is well-defined.
The study of the localization game is motivated by a real-world tracking problem with mobile receivers and a cell phone user. The receivers are placed in various locations, and the user is in motion and is only detectable by the strength of their signal to the receivers (measured by their distance to the receivers). The receivers, who do not know the user’s location, may appear anywhere and relocate over time. The goal is to uniquely determine the location of the user. See, for example, [2]. The localization game was first introduced for one cop by Seager [24,25] and was further studied in [6,13,14]. Interestingly, the localization number is related to the metric dimension of a graph, in a way that is analogous to how the cop number is bounded above by the domination number. The metric dimension of a graph $G$, written $\text{dim}(G)$, is the minimum number of cops needed in the localization game so that the cops can win in one round; see [20,26]. Hence, $\zeta(G) \leq \text{dim}(G)$, however there are cases where this inequality is far from tight. The bound of $\zeta(G) \leq \left\lceil \frac{(\Delta + 1)^2}{4} \right\rceil + 1$, where $\Delta$ is the maximum degree of $G$, was shown in [21]. In [11], Bosek et al showed that $\zeta(G)$ is bounded above by the pathwidth of $G$ and that the localization number is unbounded even on graphs obtained by adding a universal vertex to a tree. They also proved that computing $\zeta(G)$ is NP-hard for graphs with diameter 2, and they studied the localization game for geometric graphs. The centroidal localization game was considered in [12], where it was proved, among other things, that the centroidal localization number (and hence, the localization number) of outerplanar graphs is at most 3. In [17], the localization number was studied for binomial random graphs with diameter 2, with further work done in this direction was done in [16,17]. Bonato and Kinnersley [6] studied the localization number of graphs based on their degeneracy. In [6], they resolved a conjecture of [11] relating $\zeta(G)$ and the chromatic number; further, they proved that the localization number of outerplanar graphs is at most 2, and they proved an asymptotically tight upper bound on the localization number of the hypercube.

We note first that in keeping with the style used to discuss the metric dimension of incidence graphs, we abuse language and refer to the localization number of the incidence graph of a design as the localization number of the design. For example, we refer below to the localization number of a projective plane.

The paper is organized as follows. In Section 2, we provide upper and lower bounds on the localization number of balanced incomplete block designs for general $\lambda$ and in the special case of $\lambda = 1$. We present proof techniques that are used repeatedly throughout this paper. In Section 3, we determine the exact value of the localization number of projective and affine planes. In Section 4, we give bounds on the localization number of Steiner systems. We finish with a discussion of the localization number of transversal designs and state several open problems.

We summarize our results for the localization numbers of designs in the chart below. All the graphs in the chart are incidence graphs $G$. The columns list the design, bounds or exact values of $\zeta(G)$, and a reference to the appropriate theorem or corollary in the paper. Note that the function $f(G)$ in the first line of the chart is defined before Theorem 3, and the value $\ell$ in the third line is defined in the statement of Theorem 6.
Throughout, all graphs considered are simple, undirected, connected, and finite. For a general reference for graph theory see [28], and for a reference about designs see [27].

## 2 | LOCALIZATION NUMBER OF BIBDs

Our focus in this section is to provide bounds on the localization numbers of BIBDs, in both the case $\lambda = 1$ and otherwise. Throughout the paper, there are three recurring proof techniques, and we begin by discussing these.

When playing the localization game, a *resolving set* of a graph is a set $S$ of vertices such that if the cops play on all the vertices of $S$ in their first turn, there is only one candidate vertex. A *delayed-resolving set* of a graph is a set $S$ of vertices such that if the cops play on all the vertices of $S$, the set of candidates is an independent set. Hence, if the cops play on the same delayed-resolving set during each turn, then the robber’s only technique to avoid capture is to remain stationary on the independent set.

The first technique we describe is *scanning* a graph, as summarized in the following lemma.

**Lemma 1** (Scanning Lemma). If a graph $G$ has a delayed-resolving set $S$, then $\zeta(G) \leq |S| + 1$.

**Proof.** Place $|S|$ cops on the vertices of $S$ for all cop turns, and during each cop turn, place the remaining cop on a previously unvisited vertex of $G$. After a finite number of moves, this cop will visit the vertex occupied by the robber. To avoid capture by this cop, the robber must leave his vertex before this cop is placed on his vertex. When the robber moves, he will be located by the cops. \hfill \Box

In the game of Cops and Robbers, the notion of robber territory is a useful tool, especially when studying the cop number of planar graphs and graphs on surfaces; see [7]. Roughly put, the robber territory is an induced subgraph where the robber is safe from capture. For the localization game, we define the *robber territory* as follows. The robber territory is initialized to
be $T_0 = V(G)$. After the cops have moved on the cops $i$th turn, we define $T_i$ to contain those vertices that are in $T_{i-1}$ or the neighbors of a vertex in $T_{i-1}$. The vertices in $T_i$ can be partitioned into classes such that each class contains exactly those vertices of $T_i$ with identical distance vectors. That is, if the robber moves to a class $B \subseteq T_i$, then the cops can identify that the robber is on $B$, but cannot distinguish which of the vertices of $B$ he is on unless $B$ is a singleton. The class that the robber currently resides on is defined as $T_i$. As the robber has perfect information, he is able to choose which of the classes of $T_i$ is used for $T_{i+1}$.

The second technique we employ is decreasing the robber territory. We can show that over a certain number of turns, the cops are able to ensure that the robber territory strictly decreases in size. Thus, as turns progress, the number of vertices in the robber territory will reduce and so the robber will eventually be captured.

Finally, we consider maintaining the robber territory, where we show that if the robber territory contains a small number of vertices, then the robber can move in such a way that the robber territory will always be sufficiently large (at least size two) to avoid capture during every round. Hence, the robber wins the game.

We begin with a general result about the localization number of 2-balanced designs with index $\lambda = 1$.

**Theorem 2.** If a 2-balanced design has index $\lambda = 1$, then its incidence graph $G$ with vertex partition $X \cup B$ satisfies

$$\zeta(G) \leq |N(u)| + |N(u')| + |N(w)| - 3,$$

for each $u, u' \in X, u \neq u'$ and $w \in B$ such that $N(u) \cap N(u') = \{w\}$ and such that $|N(u)| \geq 2$ and $|N(u')| \geq 2$.

**Proof.** We use the scanning technique described above. We will show that $S = (N(u) \cup N(u') \cup N(w)) \setminus \{u, u', w\}$ is a delayed-resolving set of size $|N(u)| + |N(u')| + |N(w)| - 4$, and the result then follows by the Scanning Lemma. In particular, we will show that if the robber is ever on $X$, then he is identified by the cops on $S$. The remaining vertices that are not resolved by $S$ are a subset of $B$, and so form an independent set as required.

If the robber is on $X \setminus N(w)$, then there is a unique path of length 2 from $u$ to the robber $R$, which transverses some vertex $w_1$ in $N(u) \setminus \{w\}$. There is also a unique path of length 2 from $u'$ to $R$, which transverses some vertex $w_2$ in $N(u') \setminus \{w\}$. We then have that there are exactly two cops that will probe a distance of 1 from the robber, which are the cops on $w_1$ and $w_2$. Further, there is only one vertex in their common neighborhood (as $\lambda = 1$, two blocks cannot intersect in more than one point, so the common neighborhood of two block vertices contains zero or one point), so the robber’s location is discovered.

If the robber is on $N(w) \setminus \{u, u'\}$, then exactly one cop on $N(w) \setminus \{u, u'\}$ probes a distance of 0, and the robber’s location is found. Suppose that the robber is on one of $u$ or $u'$; without loss of generality, say the robber is on $u$. All cops on $N(u) \setminus \{w\}$ probe a distance of 1 and all cops on $N(u') \setminus \{w\}$ probe a distance of 3, which only occurs for $u$. □

An important family of 2-balanced designs are balanced incomplete block designs, written $\text{BIBD}(v, b, r, k, \lambda)$, which have a point set $X$ of size $v$ and a block set $B$ of size $b$ such that the size of each block is $k$, each point occurs in $r$ blocks, and each pair of points occurs in $\lambda$ blocks.
Note that \( b \geq v, r \geq k, vr = bk \), and \( \lambda(v - 1) = r(k - 1) \). A BIBD is symmetric if \( v = b \), in which case \( r = k \) and \( v = \lambda k(k - 1) + 1 \). A BIBD is simple if it has no repeated blocks. Although we will focus on the case when \( \lambda = 1 \), there are upper and lower bounds that we find in the general case.

Let \( G \) be the incidence graph of a BIBD(\( v, b, r, k, \lambda \)) with vertex partitions \( X \) and \( B \) corresponding to the points and blocks, respectively. Note that \( X \) has \( v \) vertices, \( B \) has \( b \) vertices, each vertex in \( X \) has degree \( r \), each vertex in \( B \) has degree \( k \), and for each \( u_i, u_j \in X \) we have \( |N(u_i) \cap N(u_j)| = \lambda \). The distance between any two vertices of \( X \) is always 2, and the distance between vertices of \( B \) is either 2 or 4.

We next introduce a function that will be useful in bounding the localization number of BIBDs. Fix some vertex \( u \in X \). Decompose the vertices of \( X \setminus \{u\} \) into sets \( X_1, \ldots, X_x \) such that \( \{u\} \cup X_i \) occurs in \( \lambda \) blocks of \( B \). If there is some \( x \in X_j \), such that \( \{u\} \cup X_i \cup \{x\} \) occurs in \( \lambda \) blocks of \( B \), then \( X_i \) and \( X_j \) can be combined. It follows that there is a unique partition with parts of maximum size, and we assume that \( X_1, \ldots, X_x \) is this maximum partition. Each part in this partition will require \( |X_i| - 1 \) extra cops to determine the location of the robber on \( X_i \). In total, we will require \( f(u) = \sum_{i=1}^x (|X_i| - 1) \) additional cops if we use \( u \) to create this partition. We take \( f(G) = \min_{u \in X} f(u) \), which will be the minimum number of additional cops that are required using the particular strategy we employ.

Two nonisomorphic BIBD(7, 21, 9, 3, 3) are given in Figure 1; see [15]. The incidence graph of the first has \( f(G) = 3 \) while the second has \( f(G) = 1 \). Note that in general, if no triple occurs \( \lambda \) times in the design, then the corresponding incidence graph \( G \) has \( f(G) = 0 \).

Using the function \( f \), we have the following upper bound for the localization number of BIBDs.

**Theorem 3.** If \( G \) is an incidence graph of a BIBD(\( v, b, r, k, \lambda \)) with \( 2 \leq \lambda \leq r - 1 \), and function \( f \) defined above, then we have that

\[
\zeta(G) \leq f(G) + r + 1.
\]

**Proof:** We use the scanning technique described above. We construct a delayed-resolving set \( S \). Let \( u \in X \) be a vertex such that \( f(u) = f(G) \) and \( X = \{X_i\} \) is the unique partition with parts of maximum size used to define \( f(u) \). For each \( i \), we place \( |X_i| - 1 \) vertices from \( X_i \) in \( S \). We also add the \( r \) vertices of \( N(u) \) to \( S \). Therefore, \( S \) has size \( f(u) + r \), and so once we show that \( S \) is a delayed-resolving set, the result then follows by the Scanning Lemma. In particular, we will show that if the robber is ever on \( X \), then he is identified by the cops on \( S \). The remaining vertices that are not resolved by \( S \) are a subset of \( B \), and so form an independent set as required.

Consider the results if we play \( f(u) + r \) cops on the vertices of \( S \). If the robber is on point \( u \), then all \( r \) cops on \( N(u) \) will probe a distance of 1 to the robber, and so he is captured (note that \( r > \lambda \)). If the robber \( R \) is on \( x \in X_i \), then by the properties of the design, there are \( \lambda \) paths of length 2 from \( x \) to \( u \), where the intermediary points of the paths are exactly the set of

\[
\begin{array}{cccc}
0000000000111111122222 & 0000000000111111122222 \\
111333555333444333444 & 111333555333444333444 \\
22444666555666666555 & 22444666555666665556
\end{array}
\]

**FIGURE 1** Two nonisomorphic BIBD(7, 21, 9, 3, 3), where blocks are represented as columns
λ blocks that contain \{u\} ∪ Xi. Note that these λ blocks are a subset of N(u). Thus, the λ cops in blocks containing \{u\} ∪ Xi indicate a distance of 1 to the robber and the cops in the other blocks of N(u) indicate a distance of 3 to the robber as all other blocks in N(u) do not contain any element of Xi by definition of λ. This implies that the cops know that the robber resides on one of the vertices of Xi. As we have also placed |Xi| − 1 cops on the vertices of Xi, either one cop will probe a distance of 0 and the robber is captured, or all the cops on Xi will probe a distance of 2 and the robber resides on the unique vertex of Xi without a cop. Hence, if the robber is on a vertex of X, then he is captured immediately. Thus, S is a delayed-resolving set, which completes the proof. □

The degeneracy of a graph G is the maximum, over all subgraphs H of G, of the minimum degree of H. There is an immediate lower bound for BIBD's with general λ, based on degeneracy results from [6].

**Theorem 4.** If G is the incidence graph of a BIBD(v, b, r, k, λ), then we have that

\[ \zeta(G) \geq \log_2(k). \]

**Proof.** The incidence graph of a BIBD(v, b, r, k, λ) is bipartite and has degeneracy k. The result follows by Theorem 2.3 of [6]. □

Observe that if G = (X ∪ B, E) is the incidence graph of a BIBD(v, b, r, k, 1), then the following properties hold.

1. The graph G is (r, k)-biregular: all vertices have degree r or k.
2. For all u1, u2 ∈ X, we have that |N(u1) ∩ N(u2)| = 1, and for all w1, w2 ∈ B, we have that |N(w1) ∩ N(w2)| ≤ 1.
3. The graph G has girth 6; that is, its smallest cycle is of order 6.
4. If the BIBD is symmetric, then for all w1, w2 ∈ B, we have that |N(w1) ∩ N(w2)| = 1.

We may also restrict our attention to BIBDs with λ = 1. In this case, Theorem 2 yields the following upper bound.

**Corollary 5.** If G is the incidence graph of a BIBD(v, b, r, k, 1), then we have that

\[ \zeta(G) \leq 2r + k - 3. \]

We also have an improved lower bound on the localization number of BIBDs with λ = 1.

**Theorem 6.** Let G be the incidence graph of a BIBD(v, b, r, k, 1) with k < r and let \( \alpha = \min\{k, r - k\} \) and let ℓ be some positive integer with \( \ell \leq \frac{r-2}{\alpha} \) such that

\[ \ell < \max \left\{ k, \frac{2r(k-1)-2}{k+1+2(k-1)\alpha} \right\}. \]

We then have that \( \zeta(G) > \ell. \)

**Proof.** Suppose for contradiction that \ell cops were sufficient to capture the robber. The technique we use is to maintain the robber territory. We will show that if there are at least
two vertices of \( X \) in the robber territory during some turn, then the robber can move such that the robber territory on the next round contains at least \( r - \ell \alpha \geq 2 \) vertices of \( B \). In the subsequent round, the robber can move such that the robber territory on the next round contains at least two vertices of \( X \). This will complete the proof by induction, noting that the initial case follows immediately, as the robber can play his first move by assuming he was already on a vertex of \( X \) and moving to a vertex of \( B \).

**From \( X \) to \( B \):** Suppose that the robber territory \( T_i \) contains \( u \in X \) (but the robber was not caught in the previous round). We analyze the distance from the placement of any cop to the vertices in \( T_{i+1} = N(u) \). If a cop is in \( X \setminus \{u\} \), then she has distance 1 to exactly one vertex in \( N(u) \) and distance 3 to all other vertices in \( N(u) \). If a cop is on \( u \), then she has distance 1 to all vertices in \( N(u) \). If a cop is in \( B \setminus N(u) \), then she has distance 2 to \( k \) vertices in \( N(u) \) and distance 4 to all other vertices in \( N(u) \). If a cop is in \( N(u) \), then she has distance 0 to the unique vertex in \( N(u) \) that she is on, and distance 2 to all other vertices in \( N(u) \).

For the vertices in \( (X \setminus \{u\}) \cup N(u) \), a cop at this location has distance \( d \in [0,1] \) to one vertex of \( N(u) \) and distance \( d + 2 \) to the other \( r - 1 \) vertices of \( N(u) \). Hence, a cop at this location can distinguish only one vertex of \( N(u) \) as being separated from the others. On \( u \), a cop has distance 1 to all vertices in \( N(u) \) and so cannot distinguish the vertices of \( N(u) \) at all. However by playing on \( B \setminus N(u) \), a cop can distinguish \( k \) vertices of \( N(u) \) (which have distance 2 to the robber) from \( r - k \) vertices of \( N(u) \) (which have distance 4 to the robber). If we played all \( \ell \) cops on vertices of \( B \setminus N(u) \), then there would be \( r - \ell \alpha \) vertices of \( N(u) \) that have the same distance to all cops (recall that \( \alpha = \min\{k, r - k\} \)). If the cops played on other vertices, there would be even more vertices of \( N(u) \) that have the same distance to all cops. As \( r - \ell \alpha \geq 2 \) by assumption, the robber can move such that there are at least two vertices in the new robber territory \( T_{i+1} \).

**From \( B \) to \( X \):** Suppose that the robber territory \( T_{i+1} \) contains at least \( r - \ell \alpha \) vertices in \( N(u) \) with \( u \in X \). We analyze the distance from the placement of any cop to the vertices in \( T_{i+2} = N(T_{i+1}) \setminus \{u\} \), assuming that the robber will move to one of these vertices. We assume that the robber does not move to \( u \), as this move makes it straightforward to identify his location, and so disallowing this robber move can only strengthen the cops’ strategy. We can make this assumption as it only weakens the robber’s strategy, and we will show that the robber can win regardless. We examine each case for the cops.

If a cop is in \( T_{i+1} \), then she has distance 3 to all vertices in \( T_{i+2} \). If a cop is in \( N(u) \setminus T_{i+1} \), then she has distance 1 to at most \( k - 1 \) vertices in \( T_{i+2} \) and in particular at most one in \( N(w) \setminus \{u\} \) for each \( w \in T_{i+1} \), and distance 3 to all other vertices in \( T_{i+2} \). If a cop is in \( B \setminus N(u) \), then she has distance 1 to at most \( k \) vertices in \( T_{i+2} \), but at most one in \( N(w) \setminus \{u\} \) for each \( w \in T_{i+1} \), and distance 3 to all other vertices in \( T_{i+2} \). If a cop is on \( u \), then she has distance 2 to all vertices in \( T_{i+2} \). If a cop is in \( T_{i+2} \), then she has distance 0 to the unique vertex in \( T_{i+2} \) that she is on, and distance 2 to all other vertices in \( T_{i+2} \). If a cop is in \( X \setminus T_{i+2} \), then she has distance 2 to all vertices in \( T_{i+2} \). From here, we provide two observations that show that the robber can escape when \( \ell \) is below some given function on the parameters of the BIBD, where each observation provides a different such function.

As a first observation, we now show that if \( \ell < k \), then the robber can escape. Suppose that the cops knew that the robber resides on \( N(w) \setminus \{u\} \) for some \( w \in T_{i+1} \). Each cop can only uniquely distinguish at most one vertex of the \( k \) vertices in \( N(w) \), and so at least \( k - 1 \) cops are needed to distinguish the exact location of the robber, and these cops must reside on \( T_{i+2} \cup (B \setminus N(u)) \). If instead the cops knew that the robber resides on
(N(w) ∪ N(w')) \{u\} for some w, w' ∈ T_{i+1} and w ≠ w', then it still holds by the same argument that at least k − 1 cops must reside on T_{i+2} ∪ (B\N(u)). However, then there are two vertices (one in N(w)\{u\} and one in N(w')\{u\}) that are indistinguishable by the cops. Hence, k − 1 cops are insufficient to capture the robber.

As a second observation, we now show that if ℓ < \frac{2r(k-1)-2}{k+1+2(k-1)\ell}, then the robber can escape. Note that \|T'_{i+2}\| = (k-1)(r - \ell\alpha). If there are two vertices in T'_{i+2} that have distance 2 or 3 to all cops, then the distance vectors for these two vertices would be the same, and the cops cannot distinguish them. Thus, as we are assuming the robber is captured with ℓ cops, at most one vertex in T'_{i+2} has distance 2 or 3 to all cops. If there are ℓ + 1 vertices in T'_{i+2} that have distance 2 or 3 to all cops except one, then by the pigeonhole principle there are two vertices in T'_{i+2} that have distance less than 2 to the same cop and distance 2 or 3 to all other cops. These distance vectors for these two vertices would be the same, and the cops cannot distinguish them. Thus, assuming the robber can be captured, at most ℓ vertices in T'_{i+2} have distance 2 or 3 to all cops except one. The cops cannot hope to be more efficient than this, so we assume that each cop is distance less than two to its own unique vertex of T'_{i+2}. We then have that there are a set of \((k-1)(r - \ell\alpha) - 1 - \ell\) vertices of T'_{i+2} that must have distance less than 2 to at least two cops. However, each cop can have distance less than 2 to at most k − 1 vertices in this set. Let B' be the blocks of B that contain a set of ℓ cops, and let X' be the points in X that have two neighbors in B'. We then have \|X'\| = (k-1)(r - \ell\alpha) - 1 - \ell and \|B'\| = \ell. The vertices of B' have degree at least 2. If there are X' vertices of X' that have degree at least 2. Thus, we have that 2[(k-1)(r - \ell\alpha) - 1 - \ell] ≤ ℓ(k-1). It then follows that \ell ≥ \frac{2r(k-1)-2}{k+1+2(k-1)\ell} is a requirement for the cops to be able to capture the robber in this case, contradicting our assumptions about ℓ. Hence, if \ell < \max\{k, \frac{2r(k-1)-2}{k+1+2(k-1)\ell}\}, then the robber can move from B to X and avoid capture during the next cop move.

3 | PROJECTIVE AND AFFINE PLANES

We now consider well-known finite geometries including projective and affine planes. Incidence graphs of projective planes of order q ≥ 23 were shown to have metric dimension 4q − 4 in [22], and so this provides upper bounds for their localization numbers. For recent work on the metric dimension of incidence graphs of symmetric designs, see [3]. In Theorem 8, we prove that projective planes of order q have localization number q + 1.

We first establish a lower bound on the localization number of symmetric BIBDs. This proof runs similar to Theorem 6, with two differences. First, by considering two vertices in the robber territory when moving from X to B, we can increase the lower bound by one. Second, due to the symmetric property, the direction going from X to B and going from B to X are identical.

**Theorem 7.** If G is an incidence graph of a symmetric BIBD(v, b, r, k, 1) (so v = b and r = k), then ζ(G) > k − 1.
Proof. To derive a contradiction, we assume using $k - 1$ cops is sufficient to capture the robber, and we play with $k - 1$ cops. Suppose at some round during the game play that the robber territory $T_i$ has at least two vertices $u_1, u_2$ in $X$. For the initial case, note that $T_0$ contains all vertices, and so contains at least two vertices in $X$. The robber may stay on $u_1, u_2$, and so some cop must be used to distinguish $u_1$ and $u_2$. However this is done, the cop that is used to distinguish these two vertices will have constant distance to all vertices in either $N(u_1)$ or $N(u_2)$. Without loss of generality, we assume this cop has constant distance to the vertices in $N(u_1)$. Each position that the cops can take can distinguish at most one vertex in $N(u_1)$, and so the remaining $k - 2$ cops can distinguish at most $k - 2$ vertices in $N(u_1)$, and so there are two remaining vertices in $N(u_1)$ that are not able to be distinguished, and so the robber territory $T_{i+1}$ contains at least two vertices of $B$. By induction, the proof is complete.

The lower bound just provided is in fact tight, as will be shown in the next theorem. The proof used in the next theorem uses a two-step induction. Let $u$ be a fixed vertex that could be in $X$ or $B$. To explain this proof technique, let $P(\alpha)$ be the condition that cops know that the robber is on a set of $k - 1 - \alpha$ vertices of $N(w) \setminus \{u\}$ for some $u \in X, w \in N(u)$, and $k - 1 - \alpha \geq 3$, and similarly let $Q(\alpha)$ be the condition that the cops identify that the robber is on a set of $r - 1 - \alpha$ vertices of $N(w) \setminus \{u\}$ for some $u \in B, w \in N(u)$, and $r - 1 - \alpha \geq 3$. We initialize by showing that $P(0)$ is true. We then show that if $P(\alpha)$ is true, then $Q(\alpha + 2)$ is true, which we call Step 1. After this, we show that if $Q(\alpha)$ is true, then $P(\alpha + 2)$ is true, which we call Step 2. We then proceed in an inductive-like fashion, applying Step 1 followed by Step 2, until we have that $P(k - 2)$ is true. If $P(k - 2)$ is true, then there is only one vertex that the robber could reside on, and so the cops have identified the location of the robber. A modification of this two-step induction technique will also be used in the proof of Theorem 9.

**Theorem 8.** If $G$ is the incidence graph of a symmetric BIBD($v, b, r, k, 1$) and $k \geq 3$, then we have that $\zeta(G) = k$.

Proof. By Theorem 7, it remains to be shown that $\zeta(G) \leq k$. We give a cop strategy that shows that $k$ cops are sufficient to capture the robber. We use the technique of decreasing the robber territory.

Let $u \in X$. For their first turn, the $r = k$ cops can be positioned such that the robber is known by the cops to be on a set of $k - 1$ vertices $N(w) \setminus \{u\} \subseteq X$ for some $w \in N(u)$ or on a single vertex. (Note that although $r = k$, it will be useful in later proofs to use $r$ when referencing the neighborhood of a vertex in $X$, and $k$ when referencing the neighborhood of a vertex in $B$). To do this, we place $r - 1$ cops on $r - 1$ of the $r$ vertices of $N(u)$ (that is, leaving exactly one vertex without a cop), and place the last cop on $B \setminus N(u)$. While the robber remains on $B$, the cops implement the scanning technique to either (a) force the robber onto $X$, or (b) after all vertices in $B$ have been visited and the robber is not forced onto $X$, capture the robber on the vertex without a cop of $N(u)$.

The robber then must at some point move to $X$. The cops then take their next turn, following the above strategy (they do not know the robber has moved to $X$ until after they have probed). If all cops (there must be at least two) on $N(u)$ probe a distance of 1 to the robber, then the cops identify the robber as residing on $u$. If only one cop $C_i$ on $N(u)$ probes a distance of 1 to the robber, then the cops identify the robber as residing on $N(w) \setminus \{u\}$, where $w = C_i$. If all cops on $N(u)$ probe a distance of 3 to the robber, then the
cops identify the robber is residing on $N(w) \setminus \{u\}$, where $w \in N(u)$ is the unique vertex in $N(u)$ without a cop. Therefore, we have that the robber is identified by the cops to be on a set of $k - 1$ vertices $N(w) \setminus \{u\} \subseteq X$ for some $w \in N(u)$ or on a single vertex. We now proceed by induction.

Step 1: From $X$ to $B$. Suppose that the cops identify that the robber is on a set of $k - 1 - \alpha$ vertices $A \subseteq N(w) \setminus \{u\}$ for some $u \in X, w \in N(u)$, and $k - 1 - \alpha \geq 3$. Here, $\alpha$ is an integer such that $\alpha \geq -1$. On the first application of Step 1, we have $\alpha = 0$. The robber takes his turn. The cops place $k - 2 - \alpha$ cops on the $k - 1 - \alpha$ vertices of $A$ without repetition, and $\alpha + 2$ cops on vertices of $N(w') \setminus \{u\}$, where $w' \in N(u) \setminus \{w\}$. If the robber remains on $A$, then he is caught, as if a cop on $A$ does not probe 0, then they all probe 2, and the robber is discovered to be on the unique vertex of $A$ without a cop. If the $k - 2 - \alpha \geq 2$ cops on $A$ all probe a distance of 1, then the robber is on $w$. Otherwise, suppose the robber moved from $u' \in X$ to $N(u')$. If only the cop $C_i$ on $A$ probes a distance of 1, then the cops discover $u' = C_i$. Otherwise, all cops on $A$ probe a distance of 3, and $u'$ is the unique vertex of $A$ without a cop. If we know the robber is in $N(u') \setminus \{w\}$ and a cop $C_j$ on $N(w') \setminus \{u\}$ probes a distance of 1, then the robber is uniquely identified. To have avoided capture (since the robber knows the cops move in advance), the robber must have moved to one of the $r - 1 - (\alpha + 2)$ vertices of $N(u') \setminus \{w\}$ that is not identifiable with the help of the cops in $N(w') \setminus \{u\}$. The cops, on their turn, identify that the robber is on a set of $r - 1 - (\alpha + 2)$ vertices $A' \subseteq N(u') \setminus \{w\}$ for some $w \in B, u' \in N(w)$.

Step 2: From $B$ to $X$. By an analogous argument, suppose that the cops identify that the robber is on a set of $r - 1 - \alpha$ vertices $A \subseteq N(w) \setminus \{u\}$ for some $u \in B, w \in N(u)$, and $r - 1 - \alpha \geq 3$. The cops, on their turn, identify that the robber is on a set of $k - 1 - (\alpha + 2)$ vertices $A' \subseteq N(u') \setminus \{w\}$ for some $w \in X, u' \in N(w)$.

We repeatedly apply Steps 1 and 2. The process terminates when one of two conditions apply: either $k - 1 - \alpha < 3$ at the start of Step 1, or when $r - 1 - \alpha < 3$ at the start of Step 2. In either case, the cops can add an extra vertex to the set of vertices that the cops cannot distinguish, thereby decreasing $\alpha$ by one. We note that $\alpha$ becomes negative when we add this vertex in the case that $k = 3$. This allows us to continue to apply the steps, and we do so until Step 2 is executed with $r - 1 - \alpha = 3$ (and so $\alpha = k - 4$). In this case, after Step 2 finishes, the cops identify that the robber is on a single vertex as $k - 1 - (\alpha + 2) = 1$. Thus the cops have located the robber.

An affine plane of order $q$ is a BIBD with $k = q$ and $r = q + 1$, in which case the set of blocks partitions into parallel classes.

Theorem 9. Let $G$ be the incidence graph of an affine plane of order $k$ with $k \geq 3$. We then have that $\xi(G) = k$.

Proof. It remains to be shown that $\xi(G) \leq k$; note that Theorem 6 performs the lower bound.

We use the technique of decreasing the robber territory. We provide a cop strategy with $k$ cops that secures the capture of the robber. Let $B \subseteq B$ be all the blocks from a parallel class, which therefore contains $k$ vertices. We note that every vertex of $X$ is
adjacent to exactly one vertex in $B$, as a parallel class partitions the points. We put $k - 1$ cops on the vertices of $B$, and the last cop on a vertex of $B \setminus B$, and apply the scanning technique until the robber is forced to move to $X$ (if the robber remains on $B$, then the robber’s location will eventually be known exactly). Once the robber moves, the cops are able to detect that the robber is on the $k$ points of $N(w)$, for some $w \in B$. This is because either one of the cops on $B$ will probe a distance of 1, in which case $w$ is the cop that probes 1, or all the cops on $B$ probe a distance of 3, in which case $w$ is the unique vertex of $B$ that does not contain a cop. The cops can also capture the robber on one of the points on $N(w)$ (the one adjacent to the last cop, placed on $B \setminus B$). Assuming the robber avoided this point, the cops now know that the robber is on a set of $k - 1$ points, all of which are adjacent to a single vertex of $B$.

**Step 1: From $X$ to $B$.** We can use the same cop strategy employed in Step 1 of Theorem 8, however, the results are different as we have fewer cops. We initialize $\alpha = 0$, and enforce that $\alpha \geq -1$. Although $\alpha$ will typically increase, during the last stage of the proof $\alpha$ may be reduced. In Step 1, we suppose that the cops identify that the robber is on a set of $k - 1 - \alpha$ vertices $A \subseteq N(w)$ for some $w \in B$, and $k - 1 - \alpha \geq 3$. Hence, the cops can identify that the robber is on a set of $k - (\alpha + 1)$ vertices $A' \subseteq N(u') \setminus \{w\}$ for some $w \in B$, $u' \in N(w)$. Step 2 however differs in a significant manner.

**Step 2: From $B$ to $X$.** Let $w \in B$ and $u \in N(w)$. Suppose that the cops identify that the robber is on a set of $k - 1 - \alpha$ vertices $A \subseteq N(u) \setminus \{w\}$, where $k - 1 - \alpha \geq 3$. The robber takes his turn. The cops place $k - 2 - \alpha$ cops on the $k - 1 - \alpha$ vertices of $A$ without repetition. Let $B$ be the parallel class that contains the block $w$. The cops place a further $\alpha + 2$ in vertices of $B \setminus \{w\}$. Note that the blocks in $A$ and $B$ are not parallel, and so each vertex in $A$ and each vertex in $B$ have exactly one element in their common neighborhood.

If the $k - 2 - \alpha \geq 2$ cops on $A$ all probe a distance of 1, then the robber is on $w$. If cop $C_i$ is the only cop on $A$ to probe a distance of 1, then the robber is on one of the $k - 1$ vertices in $N(C_i) \setminus u$. If all cops of $A$ probe a distance of 3, then the robber is in $N(w') \setminus u$, where $w' \in A$ is the unique vertex in $A$ without a cop.

Each vertex in $B$ intersects $N(w') \setminus u$ in exactly one vertex for each $w' \in A$. Hence, if we know the robber is in $N(w') \setminus \{u\}$ for $w' \in A$ and a cop $C_j$ on $B$ probes a distance of 1, then the robber is uniquely identified. To avoid capture, the robber must have moved to one of the $k - 1 - (\alpha + 2) = k - 3 - \alpha$ vertices in $N(w') \setminus \{u\}$ for some $w' \in A$ that are not adjacent to any vertex of $B$.

By applying an analogous argument to Theorem 8, we perform Steps 1 and 2 until the robber is identified on a single vertex, and so the robber is captured.

4 | **STEINER SYSTEMS**

In this section, we consider the incidence graph of certain Steiner systems. For $v \geq 7$, a Steiner triple system is a BIBD with $\lambda = 1$ and $k = 3$. For a Steiner triple system on $v$ points, denoted by $STS(v)$, we have that $v \equiv 1$ or $3 \pmod{6}$, $b = \frac{v(v - 1)}{6}$, and $r = \frac{v - 1}{2}$. Note that an $STS(7)$ is
isomorphic to a projective plane of order 2, and so has localization number 3 by Theorem 8. An STS(9) is the affine plane of order 3, and so has localization number 3 by Theorem 9. By Theorem 6, we have the following.

**Corollary 10.** For \( v > 9 \), the localization number of an STS\((v)\) is strictly larger than \( \left\lfloor \frac{v-2}{8} \right\rfloor \).

We can also provide an upper bound.

**Theorem 11.** The localization number of an STS\((v)\) is at most \( \frac{v+1}{2} \).

**Proof.** We play with \( \frac{v+1}{2} \) cops, and show that this is sufficient to capture the robber. We divide the set of points \( X \) into two disjoint sets \( A \) and \( B \) of size \( \frac{v+1}{2} \) and \( \frac{v-1}{2} \), respectively.

For the cops’ first move, we place a cop on each vertex of \( A \). If the robber is on a point in \( A \) or if the robber is on a block that contains two points of \( A \), the robber is captured.

In the case that the robber was on a block that contains three points of \( B \), all cops probe a distance of three and so know that this is the case. In response, for the next robber turn, the robber can only stay on his block, or move to a point of \( B \). In the cops’ next turn, the cops play on each vertex of \( B \). If the robber is not on the same point as a cop, the robber remained on his block. In this case, exactly three cops will probe a distance of 1 to the robber, which uniquely determines the block that the robber is on, and so the robber is captured.

In the case that the robber was on a block that contains two points of \( B \) and one point of \( A \), one single cop (say this cop is on point \( p \)) probed a distance of 1, and so it is known that the robber is on a block that contains \( p \). The robber takes his turn. During the cops’ next turn, the cops play on each point in \( B \) and on the point \( p \) (this is \( \frac{v+1}{2} \) points for \( \frac{v+1}{2} \) cops). If the robber moved to a point in \( B \) or the point \( p \), then he is captured (given that we are covering every neighbor of the candidate blocks). These were the only points adjacent to the robber, and so otherwise, the robber must be on a block. There are three cops that probe a distance of 1 to the robber, which uniquely determines the block that the robber is on, and the robber is captured.

In the case that the robber was on a point of \( B \), in their next turn, the cops play on the points of \( B \). The cops can capture the robber using the previous cases and a symmetric argument, except in the case that the robber moved from a point on \( B \) to a block that contains two points of \( A \) and one point of \( B \). In this case, one single cop on \( B \) (say this cop is on point \( p \)) probed a distance of 1, and so it is known that the robber is on a block that contains \( p \). The robber takes his turn. During the cops’ next turn, the cops choose a point \( a \in A \) and the cops play on each point in \( A - \{a\} \) and on the point \( p \) (this is \( \frac{v+1}{2} \) points for \( \frac{v+1}{2} \) cops). If the robber moved to a point in \( A - \{a\} \) or the point \( p \), then he is captured. Also, if he moved to point \( a \), then all the cops on \( A - \{a\} \) and \( p \) probe a distance of 2, which can only occur if the robber is on \( a \), so then he is captured. These were the only points adjacent to the robber, and so otherwise, the robber must be on a block. If there are three cops that probe a distance of 1 to the robber, which uniquely determines the block that the robber is on, then the robber is captured. Otherwise, there are two cops that probe a distance of 1 to the robber, which uniquely determines the block that the robber is on, and so the robber is captured. \( \square \)
We can also determine an asymptotic upper bound, that improves on Theorem 11 for large values of \( v \). We use the notation \( \ln v \) for the natural logarithm of \( v \).

**Theorem 12.** The localization number of an STS(\( v \)) is at most \( \frac{v}{3} + 2c\sqrt[3]{\ln v} \), where \( \frac{v}{3} + 2c\sqrt[3]{\ln v} + 1 \geq 9 \) for some absolute constant \( c \). In particular, the localization number of an STS(\( v \)) is at most \( (1 + o(1))\frac{v}{3} \).

**Proof.** Let \( T \) be a maximum size subset of disjoint triples in the STS(\( v \)), and let \( t = |T| \). Let \( Q \) be the (possibly empty) set of points in \( X \) that do not occur in a triple of \( T \). It is known that \( t \geq \frac{v}{3} - c\sqrt[3]{\ln v} \), and so also \( |Q| \leq 3c\sqrt[3]{\ln v} \); see [1]. The main idea of this technique is to place a cop on each block of \( T \) and place a cop on each point of \( Q \), which uses \( \frac{v}{3} + 2c\sqrt[3]{\ln v} \) cops. We will then use another cop to perform the scanning technique. Some parts of the proof will also require the number of cops to be at least 9.

In their first turn, the cops place a cop on each block of \( T \) and place a cop on each point of \( Q \). If the robber is on a point of \( Q \), then some cop probes a distance of 0, so the robber is located. If the robber is on a block that contains three points \( q_1, q_2, q_3 \) of \( Q \), then the three cops on \( q_1, q_2, q_3 \) are the only cops that probe a distance of 1, and robber is located to be on the block \( \{ q_1, q_2, q_3 \} \). If the robber is on a block that contains two points \( q_1, q_2 \) of \( Q \), then the two cops on \( q_1, q_2 \) are the only cops of \( Q \) that probe a distance of 1, then the robber is located to be on the unique block \( \{ q_1, q_2, p \} \), for some unique point \( p \).

If the robber is on a block that contains only one point \( q \) of \( Q \), then the cop on \( q \) is the only cop of \( Q \) that probes a distance of 1. The block that contains the robber is then of the form \( \{ q, t_1, t_2 \} \), where \( t_1, t_2 \) are points that each occur in triples of \( T \). Suppose that the triples containing \( t_1 \) and \( t_2 \) are \( \{ t_1, r, s \} \) and \( \{ t_2, t, u \} \). We can assume without loss of generality that \( B \) contains the blocks \( \{ q, t_1, t_2 \} \), \( \{ q, r, t \} \), or \( \{ q, s, u \} \). The cops know that the robber is on one of these blocks. In the robber’s next move, he will only be able to stay on the same block, or move to one of the points in \( \{ q, t_1, t_2, r, s, t, u \} \). In the cops’ next turn, they place seven cops on the points in \( \{ q, t_1, t_2, r, s, t, u \} \), which is able to capture the robber in either case.

If the robber is on a block that contains no points of \( Q \), then the block that contains the robber is then of the form \( \{ t_1, t_2, t_3 \} \), where \( t_1, t_2, t_3 \) are points that each occur in triples of \( T \). Suppose that the triples containing \( t_1, t_2, \) and \( t_3 \) are \( \{ t_1, r, s \}, \{ t_2, t, u \}, \) and \( \{ t_3, w, y \} \). In the robber’s next turn, he can either stay on the same triple, or move to a point in \( \{ t_1, t_2, t_3, r, s, t, u, w, y \} \). In the cops’ next turn, they place nine cops on the points in \( \{ t_1, t_2, t_3, r, s, t, u, w, y \} \), which is able to capture the robber in either case.

The only case left to consider is if the robber is on a point contained in a block \( \{ t_1, t_2, t_3 \} \) of \( T \). In this case, we assign an additional cop to probe the vertices \( t_1, t_2, \) and \( t_3 \) over the next three turns or until the robber moves to a block. If the robber does not move, then he will be captured. Otherwise, the robber moves to a block, and is captured using a previous case.

A Steiner system \( S(t, k, v) \) with \( 2 \leq t < k < v \) is a set \( X \) of size \( v \) along with a set of blocks \( B \) with each block of size \( k \) such that every \( t \)-subset of \( V \) occurs in exactly one block. A Steiner quadruple system is an \( S(3, 4, v) \). The repetition number of a point of an \( S(t, v, k) \), written \( D \), is the number of blocks that any one point occurs in. Note that \( D = \binom{v-1}{t-1}/\binom{k-1}{t-1} \).
Theorem 13. If $v \geq 6$, then the localization number of an $S(3, 4, v)$ is at most $v - 3$.

Proof. Consider any three points from $X$, say $\{x, y, z\}$. The cops place themselves on every vertex in $X \setminus \{x, y, z\}$. We will show that the cops have a winning strategy from this placement.

If the robber is on a vertex in $B$, then the three points $\{x, y, z\}$ are contained in a unique block of $B$, say $(x, y, z, w)$. If the robber is located on this block, then the probe will return a distance of 1 for the cop on $w \in X$ and a distance of 3 for all other cops. Next, if the robber is located on a block with a pair of points from $\{x, y, z\}$, suppose without loss of generality the block $(x, y, a, e)$ with $z \notin \{a, e\}$, then the cops on $a$ and $e$ both probe a distance of 1 and all other cops probe a distance of 3, which identifies the robber on residing on a block containing $\{a, e\}$ and two out of three points of $\{x, y, z\}$. There can only be one block that satisfies this constraint, and so the robber is located.

All other blocks have at least three cops at distance 1 and thus, the location of the robber would be identified. No matter which block the robber occupies, he will be identified by the cops with this placement.

We next consider the cases that the robber is on a vertex in $X$. If the robber is on a point occupied by a cop, then he is immediately identified. Otherwise, the cops send a second probe, this time replacing $\{x, y, z\}$ with three different vertices to omit, say $\{x', y', z'\}$, and occupy all vertices of $X \setminus \{x', y', z'\}$. This forces the robber off of his location, to a block in $B$ which will be immediately identified by the above argument. □

We finish the section with asymptotic bounds for Steiner systems.

Theorem 14. The localization number of an $S(2, k, v)$ is at most

$$v/k + O\left(v^{1 - \frac{1}{k-1}}\right) = (1 + o(1))v/k.$$  

The localization number of $S(t, k, v)$ is at most

$$v/k + O\left(v \cdot D^{-\frac{1}{k-1}}\right) = (1 + o(1))v/k.$$  

Proof. The proof is analogous to Theorem 12, using the result that any Steiner system $S(2, k, n)$ contains a matching that covers all vertices but at most $O\left(v^{1 - \frac{1}{k-1}}\right)$ and that any Steiner system $S(t, k, n)$ contains a matching that covers all vertices but at most $O\left(n \cdot D^{-\frac{1}{k-1}}\right)$; see [1]. □

5 | TRANSVERSAL DESIGNS

We finish with a discussion of the localization number of transversal designs. A transversal design $TD(k, n)$ of block size $k$ and group size $n$ is a pair $(X, B)$ such that the following hold.
(1) \( X \) is set of \( kn \) points partitioned into groups \( G_i \) for \( 1 \leq i \leq k \), with each group of size \( n \);
(2) \( B \) is a set of blocks of size \( k \); and
(3) Each block contains exactly one element in \( G_i \), for each \( 1 \leq i \leq k \).

Famously, the existence of a \( TD(n + 1, n) \) is equivalent to the existence of a projective plane of order \( n \): given a projective plane of order \( q \), if we pick a point and remove all blocks that contain that point, then we have a \( TD(q + 1, q) \). In a similar fashion, if we remove any parallel class in an affine plane of order \( q \), then we are left with a \( TD(q, q) \). We note that although we know the exact localization numbers of affine planes and projective planes, this does not imply anything directly about the localization number of a \( TD(k, n) \), as the removal or addition of blocks and points has an unknown effect. We do have the following upper bound.

**Theorem 15.** If \( G \) is the incidence graph of a \( TD(k, n) \) with \( k \geq 4 \), then \( \zeta(G) \leq n + k - 4 \).

**Proof.** We play the game with \( n + k - 4 \) cops, and show that the robber can be captured. Note that there are at least \( n \) cops. For their first move, the cops place \( n - 1 \) cops on the \( n \) vertices of \( X \) that correspond to a group \( G_1 \) of the transversal design. One further cop is placed on another vertex of \( X \). Until the robber is detected on \( B \) (by any cop probing an odd distance to the robber), this last cop moves along the vertices of \( X \), forcing the robber to move to \( B \) at some point, by the scanning technique.

When the robber moves to \( B \), there is exactly one vertex \( u \in G_1 \) that has distance 1 to the robber. If a cop is on \( u \), then this cop probes a distance of 1 and all others on \( G_1 \) probe a distance of 3. Otherwise, all cops on \( G_1 \) probe a distance of 3, and \( u \) is the unique vertex in \( G_1 \) without a cop. The robber is discovered to be on a vertex of \( N(u) \). The robber takes his turn.

The cop player places \( n \) cops on the \( n \) vertices in \( N(u) \). If all of these cops probe a distance of 1 to the robber, then the robber is captured on \( u \). Otherwise, exactly one of these cops will probe a distance of 1 to the robber, say at a vertex \( w \in N(u) \). Thus, the robber is known to reside on one of the \( k - 1 \) vertices in \( N(w) \). The robber takes his turn.

The cops place \( k - 2 \) cops on the \( k - 1 \) vertices in \( N(w) \) and \( n - 2 \) cops on the \( n - 1 \) vertices of \( G_1 \). If the robber did not move from \( N(w) \), then he is captured as either some cop on \( N(w) \) probes a distance of 0, or all cops on \( N(w) \) probe a distance of 2 implying the robber is on the unique vertex of \( N(w) \) without a cop. As before, the cops of \( N(w) \) can identify the unique \( u' \in N(w) \) such that the robber is on \( N(u') \). The cops on \( G_1 \) can also identify the unique \( u'' \in G_1 \) such that the robber is on \( N(u'') \). Note that \( N(w) \) and \( G_1 \) are disjoint subsets of \( X \). Hence, any vertex in \( N(w) \) has distance 2 from any vertex in \( G_1 \) and further there is exactly one vertex of \( B \) in their common neighborhood, as each pair of points in different groups of the transversal design are in exactly one block. Hence, the robber is located as being on the unique vertex in \( N(u') \cap N(u'') \).

\[ \square \]

6 | FURTHER DIRECTIONS

We studied the localization number of incidence graphs of designs, and gave bounds on the localization number of balanced incomplete block designs. Exact values of the localization
number are given for the incidence graphs of projective and affine planes. Bounds were given for Steiner systems.

There are a number of further directions when studying the localization number of graphs derived from designs. An interesting question is to find tight bounds on the localization number of families of Steiner systems. The localization number has yet to be considered for block intersection graphs, point graphs, or Latin square graphs. Polarity graphs, Moore graphs, and Kneser graphs are studied in a subsequent work [5]. We do not know if the bound in Theorem 15 is tight, and this could be further explored.
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