Dynamical crossovers in prethermal critical states
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We study the prethermal dynamics of an interacting quantum field theory with a N-component order parameter and O(N) symmetry, suddenly quenched in the vicinity of a dynamical critical point. Depending on the initial conditions, the evolution of the order parameter, and of the response and correlation functions, can exhibit a temporal crossover between universal dynamical scaling regimes governed, respectively, by a quantum and a classical prethermal fixed point, as well as a crossover from a Gaussian to a non-Gaussian prethermal dynamical scaling. Together with a recent experiment, this suggests that quenches may be used in order to explore the rich variety of dynamical critical points occurring in the non-equilibrium dynamics of a quantum many-body system. We illustrate this fact by using a combination of renormalization group techniques and a non-perturbative large-N limit.

Introduction — An isolated many-body system, suddenly brought out of equilibrium, can linger over a non-thermal quasi-steady state before thermalization occurs at later times triggered by inelastic scattering processes. This phenomenon, known as prethermalization, is ubiquitous in physics: first predicted in the context of heavy-ion collisions [1] and early-universe inflationary dynamics [2], it has been only recently recognized in condensed matter and cold-atoms physics [3].

Prethermal states can host a novel class of critical phenomena, since the gap associated with these non-equilibrium (NEQ) states can vanish upon choosing properly the initial conditions and parameters of the system. Quenching a quantum many-particle system above or below the corresponding critical points results in qualitatively different NEQ dynamics [4,5]. For instance, in the case of an interacting bosonic quantum field, quenching above or below its dynamical critical point induces respectively an exponential relaxation of local observables or a coarsening dynamics of correlation functions [6,8]. By quenching, instead, close to the dynamical critical point, correlation functions display non-equilibrium dynamical scaling [5,8,10] similar to critical aging in classical dissipative systems [11,12] with a consequent delay of thermalization and stabilization of the associated prethermal states. These NEQ dynamical critical points can both be of quantum and classical nature, depending on the strength of the quantum quench performed at initial times [5,10].

Interestingly, a recent experiment [13] has observed the emergence of dynamical scaling in a one-dimensional two-component Bose gas quenched close to criticality. The correlation length of the order parameter displayed there a dynamical crossover between a short-time critical and a long-time non-critical regime. This suggests the possibility to explore the variety of the dynamical critical points occurring in the prethermal dynamics of a quantum many-body system via quantum quenches, which expose the temporal crossover between different scaling behaviours.

In this work, we propose a minimal model in which it is possible to observe and control the real-time crossovers affecting the dynamical critical scaling of the order parameter and of the two-times correlation and response functions; these crossovers are determined by a broader class of NEQ critical points compared to those of the experiment mentioned above [13]. We provide numerical evidence of this fact in an interacting bosonic field theory with N components and O(N) symmetry in the exactly solvable limit N → ∞, and we interpret our findings via a renormalization-group (RG) analysis. The key results of our analysis are: (i) The existence of two temporal crossovers, one involving the quantum and classical prethermal fixed points (FPs) associated with shallow and deep quenches, respectively [9,10], and the other characterizing the transition from Gaussian to non-Gaussian prethermal dynamical scaling. While the first one occurs at the inverse of an analogue of the de Broglie thermal momentum scale, with the pre-quench value of the inverse of the correlation length replacing the temperature, the second scale sets in at the inverse of the quartic interaction strength. (ii) Crossover through RG: These two scales are identified deriving flow equations which encompass the scaling regimes controlled by the quantum and the classical prethermal FPs, respectively.

Dynamical transitions — Let us consider a N-component bosonic order parameter \( \Phi = (\phi_1, \phi_2, ..., \phi_N) \) in d spatial dimensions, with an O(N)-symmetric Hamiltonian

\[
H(c, r, u) = \int_x \left[ \frac{1}{2} \Pi^2 + \frac{1}{2} (c \nabla \Phi)^2 + \frac{r}{2} \Phi^2 + \frac{u}{4!N} (\Phi^2)^2 \right],
\]

with \( \int_x \equiv \int d^d x \), \( \Pi \) the N-component momentum canonically conjugate to \( \Phi \), \( c > 0 \) the speed of the quasiparticles, \( r \) parametrising the distance from the critical point and \( u > 0 \) the strength of the leading nonlinearity. The model requires the presence of an ultraviolet cutoff \( \Lambda \), which is physically the inverse of a microscopic length scale, e.g., the lattice spacing. The Hamiltonian [1] finds a wide range of applications in particle physics and cosmology [14], and at equilibrium it belongs...
to the same universality class as several condensed matter systems \cite{15}, such as the Ising (\(N = 1\)) and Heisenberg (\(N = 3\)) models, and the Bose-Hubbard model at the particle-hole symmetric point (\(N = 2\)). In the limit \(N \to \infty\), the model becomes exactly solvable, since diagrammatic corrections beyond one loop are parametrically small in \(1/N\), which allows a self-consistent closure of the hierarchy of correlation functions \cite{16}. Remarkably, the large-\(N\) limit captures several qualitative features of the equilibrium phase diagram of the \(O(N)\) model for finite \(N\) and \(d\) \cite{19}.

We assume that the system is prepared in the ground state of the non-interacting Hamiltonian \(H(c_0, r_0, 0)\) (with \(r_0 = \Omega_0^2\)), and then quenched at \(t = 0\) as \(H(c_0, r_0, 0) \to H(c, r, u)\), with \(c = 1\) for simplicity. Since thermalizing inelastic collisions are expected to be effective only after times \(\sim N/u^2\) \cite{14,17}, the prethermal state actually becomes the asymptotic steady state of the dynamics for \(N \to \infty\) \cite{9,8,5,18}.

In the prethermal stage of the dynamics, one finds from perturbation theory at the leading order \cite{9,10,17} a time-dependent dressed value \(r_{\text{eff}}(t)\) of \(r\), representing the contribution of fluctuations to its Gaussian value

\[
  r_{\text{eff}}(t) = r + u + \frac{N + 2}{6N} \int \frac{d^d p}{(2\pi)^d} \langle \phi_p(t) \phi_{-p}(t) \rangle,
\]

where \(\phi_p\) denotes the Fourier transform of one of the components of \(\Phi\). As a consequence of dephasing, \(r_{\text{eff}}(t)\) has a well-defined limit \(r_{\text{eff}}(\infty) \neq 0\) for large times. When \(r\) is tuned to a critical value \(r_c(c_0, \Omega_0, u)\), \(r_{\text{eff}}(\infty)\) vanishes and, consequently, the correlation length \(\xi = r_{\text{eff}}(\infty)^{-1/2}\) diverges, thus signalling the onset of a dynamical transition \cite{6,7,18}. Figure 1 briefly summarises the phase diagram of the dynamical transition associated with the quench dynamics of model \cite{1} \cite{9}. For \(r > r_c(c_0, \Omega_0, u)\), the system undergoes a non-critical relaxation characterized by a finite value of the correlation length and correlation time, and by a vanishing value of the order parameter. At \(r = r_c(c_0, \Omega_0, u)\), the slow modes are characterized by aging dynamics, in which the retarded \(G_R(p, t, t') = -i \langle \phi_p(t) , \phi_{-p}(t') \rangle\) and Keldysh \(G_K(p, t, t') = -i \langle \{ \phi_p(t) , \phi_{-p}(t') \} \rangle\) functions acquire the scaling forms \(G_R(p \to 0, t, t') \propto -t(t'/t)^\theta\) and \(G_K(p \to 0, t, t') \propto (tt')^{2-2\theta}\) for \(t \gg t'\), characterized by a non-equilibrium universal exponent \(\theta\) \cite{8,9}. Moreover, when the system is prepared with a finite initial value \(M_0 \equiv M(t=0)\) of the order parameter \(M(t) \equiv \langle \phi(t) \rangle\) and subsequently quenched to the critical point, \(M(t)\) exhibits a remarkable universal non-monotonic dependence on time \(M(t) = M_0 t^\theta M_0 t^{\beta-\theta}(1/t^2)\), with \(M(x) \approx x^{-1}\) for \(x \gg 1\) \cite{11,12} — a further hallmark of aging dynamics. For \(r < r_c(c_0, \Omega_0, u)\), instead, the system undergoes anomalous \cite{6,8} coarsening \cite{19,21}, and correlation functions are characterized by a dynamical scaling, caused by the formation of growing domains with different values of the order parameter.

**Equilibrium vs. prethermal criticality** — The very nature of the prethermal critical points at \(r = r_c(c_0, \Omega_0, u)\) strongly depends on the pre-quench parameter \(\Omega_0\): if \(\Omega_0 = 0\), the critical properties display quantum features, while for \(\Omega_0 > 0\) they are classical, in the sense specified further below (see also Fig. 1). These quantum/classical prethermal critical points are analogous to the zero/high temperature ones of equilibrium phase transitions \cite{13}. This correspondence can be rationalized by highlighting two key properties of the quench problem. First, one can inspect the small-momentum scaling of the Gaussian \((u = 0)\) \(G_K\) \cite{9} at equal times and at the critical point \(r = 0\): if \(\Omega_0 = 0\), then \(G_K(p, t, t) \sim 1/p\), i.e. the dependence on \(p\) is the same as in equilibrium at zero temperature; for \(\Omega_0 \neq 0\), instead, \(G_K(p, t, t) \sim \Omega_0/p^2\), as it happens in equilibrium at finite temperature \cite{22}. Second, the integral on the r.h.s. of Eq. (2) diverges as \(r \to 0\) in \(d < 3(4)\) for the quantum (classical) critical point, signalling the breakdown of the validity of perturbation theory around the Gaussian FP and thus determining an upper critical dimensionality \(d_u = 3(4)\) \cite{9,13}. Moreover, the same integral diverges for any value of \(r\) in \(d < 1(2)\) for the quantum (classical) critical point, possibly indicating a lower critical dimensionality \(d_l = 1(2)\) \cite{10}. As a result, the values of \(d_u\) and \(d_l\) are the same as in the corresponding equilibrium theory \cite{13}.

**Large-\(N\) limit** — In order to demonstrate the existence of crossovers in the dynamics of observable quantities, we first study the large-\(N\) limit of the Hamiltonian \cite{1}, which is exactly solvable. While previous works \cite{9,10,18} focussed on the classical scaling, we provide here evidence for the emergence of an unnoticed quantum scaling behaviour. We first consider the correlation length \(\xi \sim (\delta r)^{-\nu_u}\) in the stationary non-thermal state as a function of the distance \(\delta r \equiv |r - r_c|\) from the critical point \(X\) in Fig. 2, we show \(\xi\) for various values of \(\Omega_0\). One observes that \(\xi\) crosses over from the classical scaling \(\xi \sim (\delta r)^{-1/(d-2)}\) for \(\delta r \to 0\), to the quantum scaling \(\xi \sim |\delta r|^{-1/(d-1)}\) for larger values of \(\delta r\); the crossover occurs at \(\delta r \sim \Omega_0^2\), and the different curves collapse onto a master curve after rescaling (inset). A similar behaviour is exhibited as a function of time by the order parameter \(M(t)\), whose behaviour is expected to be \(M(t) \sim t^\theta\) for \(t \ll M_0^{\nu_u/(\beta+\nu_u\theta)}\) \cite{10}. Figure 3 shows \(M(t)\) for various values of \(\Omega_0\): each curve crosses over from the quantum
with Eq. (1), written in terms of the running parameter \( \tilde{\ell} \), that flows from the UV scale \( \tilde{r} = \Lambda \) towards \( \tilde{r} \approx \tilde{c} q \). The beta functions \( B \) are written in terms of the running parameter \( \tilde{\ell} \) that captures the so-called classical and quantum fields \( \Phi_c \) and \( \Phi_q \), respectively:

\[
S = \int_{\mathbb{R}^{d\times t}} \left[ \Phi_q \cdot \Phi_c - e^2 (\nabla \Phi_q) \cdot (\nabla \Phi_c) - r \Phi_q \cdot \Phi_c \right.
- \frac{u_c}{12N} \Phi_q \cdot \Phi_c^2 - \frac{u_q}{12N} \Phi_q \cdot \Phi_q^2 ] ,
\]

where \( u_c \) and \( u_q \) parametrize the so-called classical and the quantum vertices \( \Phi_{0,c} \) and \( \Phi_{0,q} \), respectively (their value coincides with \( u \) in Eq. (1) at the microscopic scale). We also emphasise that the RG approach is applicable for generic values of \( N \). In order to apply the FRG scheme \[24\] for studying the non-equilibrium universal dynamics generated by the Hamiltonian \( (1) \), it is necessary to encode the initial conditions into a Keldysh action defined on the time surface induced by the quench \[9\,10\]. Such action involves the fields \( \Phi_{0,c} \) and \( \Phi_{0,q} \), corresponding to the initial values of the classical and quantum fields, respectively [9] In particular, the aging exponent \( \theta \) is related to the anomalous dimension \( \eta_0 \) of the quantum boundary field \( \Phi_{0,q} \) as \( \theta = \eta_0 / \zeta [9, 12] \), where \( \zeta \) is a dynamical critical exponent is \( z = 1 \) up to one loop (or to leading order in \( 1/N \)) [8, 9].

As expected on the basis of the analogy with equilibrium criticality discussed above, the one-particle irreducible effective action associated with \( S \), and the related beta functions \[3\] admit scaling solutions corresponding to both the quantum \( (u_{c,q} \sim k^{3-d}) \) and the classical \( (u_c \sim k^{d-4}, u_q \sim k^{2-d}) \) canonical power counting, where \( k \) is a running momentum scale introduced to regularize the FRG equation \[3\]. The associated FPs are captured by expressing the beta functions \[3\] in terms of the dimensionless parameters \( \tilde{\tau} = r/k^2, \tilde{\Omega}_0 = \tilde{\Omega}_0/(c_0 k) \), \( \tilde{u}_c = u_c/a d c_0 k^{d-3}(1+\tilde{\Omega}_0^2)^{1/2}/d, \) and \( \tilde{u}_q = u_q/a d k^{d-3}/[d(1+\tilde{\Omega}_0^2)^{1/2}] \), where \( a_d = 2/[4\pi^d/2\Gamma(d/2)] \) is a numerical factor. The dimensionless FRG flow equations (at one loop) are written in terms of the running parameter \( \tilde{\ell} \) with \( \tilde{\ell} = \log (\Lambda/k) \), which flows from \( \tilde{\ell} = 0 \) at ultraviolet scales \( k = \Lambda \) towards \( \tilde{\ell} \to \infty \) at infrared scales \( k \ll \Lambda \); they read:

\[
\frac{d\tilde{\tau}}{d\tilde{\ell}} = 2\tilde{\tau} + \frac{N+2}{12N} \frac{\tilde{u}_c}{(1+\tilde{\tau})^2} , \quad \frac{d\tilde{u}_{c,q}}{d\tilde{\ell}} = -\tilde{u}_{c,q} \left[ D_{c,q}(\tilde{\Omega}_0) + \frac{N+8}{6N} \frac{\tilde{u}_c}{(1+\tilde{\tau})^2} \right] ,
\quad \frac{d\tilde{\Omega}_0}{d\tilde{\ell}} = \tilde{\Omega}_0 ,
\]

while the anomalous dimension \( \eta_{0} \) of the field \( \Phi_{0,q} \) is given by \( \eta_0 = -(N+2)\tilde{u}_c/[24N(1+\tilde{\tau})^3] \). In Eqs. \[4\] we defined the running canonical dimensions \( D_{c,q}(\tilde{\Omega}_0) \) of \( \tilde{u}_{c,q} \) as

\[
D_{c,q}(\tilde{\Omega}_0) = d - 3 + \frac{\tilde{\Omega}_0^2}{1+\tilde{\Omega}_0^2} ,
\]

which play a crucial role in describing the crossover between the quantum and the classical prethermal FPs.
We now show how the crossovers previously discussed on the basis of the exact solution of the model for $N \to \infty$ (see Figs. 2 and 3), emerge from the RG flow described by Eqs. (1).

**Crossover between quantum and classical Wilson-Fisher FPs** — Equation (4c) admits two distinct FPs for $\Omega_0$, i.e., $\Omega_0^* = 0$ and $\Omega_0^* = +\infty$, corresponding to the quantum and classical prethermal critical points respectively, as we further detail below. For each value of $\Omega_0^*$, Eqs. (4a) and (4b) possess a Gaussian and a Wilson-Fisher (WF) FP, which are stable for $D_c(q)(\Omega_0^*) > 0$ and $D_c(q)(\Omega_0^*) < 0$, respectively. Note that $D_c(0) = D_q(0) = d - 3$, while $D_c(+\infty) = d - 4$ and $D_q(+\infty) = d - 2$, thus recovering the correct upper critical dimensionality $d_u$ previously discussed (accordingly, $u_q$ becomes irrelevant in a RG sense for $d > 2$ at the classical FP). Compared to the classical one, the quantum prethermal FP (with $\Omega_0^* = 0$) has an infrared unstable direction in addition to the one related to $r$, since $\Omega_0$ (equivalently, $\Omega_0^*$) acts as a relevant perturbation unless it is fine-tuned to zero, in the same way as temperature destabilizes equilibrium quantum critical points [15]; accordingly, any finite value of $\Omega_0$ induces a crossover from the quantum to the classical FP, as illustrated in the left panel of Fig. 2. This crossover is accounted for in the RG Eqs. (4) by the running dimensions $D_{c,q}(\Omega)$, which flow as a result of the RG equation of $\Omega_0$ (4c). We emphasize that this crossover occurs only when both the FPs exist and are stable with respect to $r$, i.e., for $2 < d < 3$. For $d < 2$ (i.e., below the lower critical dimension of the classical FP) a finite value of $\Omega_0$ will induce a crossover from the quantum FP towards a non-critical regime. These crossover phenomena are analogous to what is observed in the experiment reported in Ref. [13]. The microscopic value $\Omega_0$ in fact determines a momentum scale $k_0 \sim \Omega_0$ (corresponding to an RG scale $\ell_0 \sim \log(\Lambda/\Omega_0)$) which is analogous to the inverse of the thermal de Broglie length for quantum phase transitions, with $\Omega_0$ replacing the temperature [15].

**Crossover between Gaussian and Wilson-Fisher FPs** — Another crossover occurring in the system is the one involving Gaussian and WF FPs. First of all, Eqs. (1) admit two different Gaussian FPs corresponding to $\Omega_0^* = 0$ and $\Omega_0^* = +\infty$ and given by $(\vec{r}^*, \vec{u}_{c,q}^*) = (0, 0)$. Focusing below on the specific case in which $\Omega_0$ takes one of its FP values $\Omega_0^*$, for $D_c(\Omega_0^*) < 0$ the Gaussian FP is unstable and any finite value of $\vec{r}$ and $\vec{u}_c$ will induce a crossover towards a WF critical point or to a non-critical point with $\vec{r}^* = +\infty$. This crossover occurs on a Ginzburg momentum scale $k_G$ [15, 26], which is proportional to the microscopic value of the interaction $u$. The scale $k_G$ signals also the breakdown of perturbation theory around the Gaussian FP; a simple calculation along the lines of Ref. [27] shows that $k_G \sim (u\Omega_0)^{1/(3-d)}$ for the quantum scaling limit, while $k_G \sim (u\Omega_0)^{1/(4-d)}$ for the classical case. When $\Omega_0$ is not at its FP value, an interplay between the quantum-classical and Gaussian-WF crossovers occurs, and the scenario enriches, depending on $d$ and on the relative values of the length scales $k_0$ and $k_G$.

**Dynamical crossovers** — The crossovers described above can be observed in the scaling behaviour of static and, especially, dynamic quantities. For instance, the correlation length $\xi \sim |\delta r|^{-\nu}$ may cross over between different algebraic behaviours characterized by different values of the exponent $\nu$: for the Gaussian FP $\nu = 1/2$, while $\nu = 1/2 + \epsilon(N+2)/[4(N+8)] + O(\epsilon^2)$ for the quantum ($\epsilon = 3 - d$) and classical ($\epsilon = 4 - d$) FPs [9, 10, 13]. These crossovers are controlled by the ratios $\delta r/k_0^2$ and $\delta r/k_G^2$, in agreement with the result obtained for $N \to \infty$. Similarly, the Keldysh and retarded functions $G_{K,R}$, as well as the order parameter $M(t)$ discussed after Eq. (2), may cross over between different algebraic time dependence, i.e., $M(t) \propto t^\theta$, with $\theta = 0$ for the Gaussian FP, and $\theta = \epsilon(N+2)/[4(N+8)]$ for the quantum ($\epsilon = 3 - d$), and classical ($\epsilon = 4 - d$) FPs [9, 10] as shown in Fig. 3 for $N \to \infty$. The dynamical crossovers involving the quantum and classical WF FPs, as well as the one involving the Gaussian and WF FPs, are controlled respectively by the dimensionless quantities $k_G t$ and $k_G t_0$, i.e., they occur respectively at the two characteristic times, $t_0 \sim 1/k_0$ and $t_G \sim 1/k_G$.

**Onset of thermalization** — The inelastic collisions between quasiparticles arising at two-loops and responsible for thermalization are signalled by the generation of dissipative terms in Eq. (2). We estimate the thermalization time $t_{th}$ from the RG scale at which these terms become sizeable, obtaining $[21]$ at large $N$, $t_{th} \sim N/(A\langle \vec{u}_c^2 \rangle) + \tilde{N}$, the pre-thermal FP value of $\vec{u}_c$. Accordingly, one can make the time scales $t_G$ and $t_0$, determining the prethermal scaling regimes, much smaller than $t_{th}$ by tuning the parameters $u$, $\Omega_0$ and $N$.

**Conclusions** — In this work we demonstrated the emergence of crossovers between different scaling regimes associated with dynamical transitions in a $d$ dimensional quantum many-body system with a $O(N)$-symmetric order parameter, using a FRG approach and an exact solution for $N \to \infty$. These crossovers are displayed by the evolution of observables and correlation functions which are within experimental reach [29, 31]. The model considered here is a generalization of the one describing the experiment reported in Ref. [13], where a dynamical crossover between different scaling behaviours was observed in a one-dimensional two-component Bose gas, and therefore our predictions can be tested by performing such experiment in two and three spatial dimensions. As an outlook, our ideas may be extended to study the dynamical phase diagram of open [32] and driven-dissipative [33] quantum systems.
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Appendix A: Large-N limit

The dynamical phase transition can be conveniently studied in the large-N limit of the Hamiltonian in Eq. (1) in the main text, since in this limit the dynamical problem becomes exactly solvable, as discussed in detail in Refs. 6–8 10 15. In fact, the limit $N \to \infty$ makes the self-consistent approximation in which the $(\Phi^2)^2$ interaction term is replaced by a quadratic “mean-field” term $\propto \Phi^2(\Phi^2)$ exact.

In order to study the dynamics of the order parameter, we will assume that the $O(N)$ symmetry is broken in the initial state, such that the expectation value $(\Phi(t = 0)) \neq 0$. The equations determining the time evolution of the system are given by 6 10:

$$
\begin{align*}
M(t) & = M_0, \\
\partial_t M(t) & = 0, \\
G^\parallel_K(q, t = 0, t') & = \left[q^2 + r^\parallel_\perp(0)\right]^{-1/2}, \\
\partial_t G^\parallel_K(q, t = 0, t') & = 0, \\
\partial_t^2 G^\parallel_K(q, t = 0, t') & = \left[q^2 + r^\parallel_\perp(0)\right]^{1/2},
\end{align*}
$$

where $M(t) = \langle \phi_\alpha \rangle$ and $\alpha$ is the component along which the symmetry is broken; $G^\parallel_K$ and $G^\perp_K$ are the Keldysh Green’s functions associated with the longitudinal and with a generic transverse component of the field, respectively, while the function $r(t)$ is a time-dependent effective parameter, self-consistently determined from Eq. (A1d).

To solve the system of equations (A1) one needs to specify the initial conditions for the average order parameter $M(t)$ and the Green’s functions $G^\parallel_K$. As discussed in Refs. 6 10, the suitable initial conditions are given by

$$
\begin{align*}
M(t = 0) & = M_0, \\
\partial_t M(t = 0) & = 0, \\
G^\parallel_K(q, t = 0, t') & = \left[q^2 + r^\parallel_\perp(0)\right]^{-1/2}, \\
\partial_t G^\parallel_K(q, t = 0, t') & = 0, \\
\partial_t^2 G^\parallel_K(q, t = 0, t') & = \left[q^2 + r^\parallel_\perp(0)\right]^{1/2},
\end{align*}
$$

where $M_0$ is the initial value of the order parameter and where we have introduced the quantities

$$
\begin{align*}
r^\parallel_\perp(0) & = r(0), \\
r_\perp(0) & = r(0) - \frac{u}{3} M_0^2.
\end{align*}
$$

Appendix B: Boundary functional renormalization group for a quantum quench

In order to apply the FRG scheme 23 to the case of a quantum quench discussed in the main text, it is necessary to supplement the action $S$ (Eq. (3) in the main text) with a cutoff function $R_k(q) = K(q^2 - k^2)\theta(k^2 - q^2)$, which depends on the momentum scale $k$. More precisely, the function $R_k(q)$ is introduced as a quadratic term in the modified action $S_k \equiv S + \Delta S_k$, where $\Delta S_k = -\int_e \Phi(q)\Phi(-q)\Phi_e(q)$. The effect of the cutoff function is to provide an effective finite correlation length to the otherwise critical modes, thus preventing the occurrence of infrared divergences in loop integrals 23 34.

As a second step, one considers the $k$-dependent one-particle irreducible effective action $\Gamma_k$ (derived as the Legendre transform of the generating function associated with $S_k$), which can be also regarded as an effective action which has been coarse-grained on a volume $k^{-d}$ 23. The effective action $\Gamma_k$ thus satisfies the FRG equation 23

$$
\partial_k \Gamma_k = \frac{i}{2} \text{Tr} \left[(\Gamma_k^{(2)} + R_k)^{-1} \partial_k R_k \right],
$$

where $\Gamma_k^{(2)}$ is the two-point function associated with the effective action $\Gamma_k$. This equation can be solved numerically by using a finite-element method to discretize the momentum space. The resulting effective action $\Gamma_k$ can then be used to study the dynamics of the order parameter and the Green’s functions $G^\parallel_K$ and $G^\perp_K$.
where Π_2 is the second functional derivative of the effective action with respect to classical and quantum fields. The label \( k \) indicates that \( \Pi_k \) is a function of the running scale \( k \) through the regulator \( R_k \). In the following we will drop this label in order to simplify the notation.

In order to solve Eq. (B1), it is necessary to provide an ansatz for the form of the effective action \( \Gamma \). Following Ref. [24], we consider the following expression:

\[
\Gamma = \Gamma_0 + \int_{r,t} \vartheta(t) \left[ \Phi_q \cdot \dot{\Phi}_c - (\nabla \Phi)_q \cdot (\nabla \Phi)_c - r \Phi_q \cdot \Phi_c - \frac{2u_c}{4!N} \Phi_q \cdot \Phi_c^2 - \frac{2u_q}{4!N} \Phi_q \cdot \Phi_q^2 \right],
\]

(B2)

where \( \vartheta(t) \) is the Heaviside step function while the boundary action \( \Gamma_0 \) contains information about the initial state and it is given by:

\[
\Gamma_0 = -\frac{1}{2} \int_p \left[ (\partial_0 p^2 + \Omega_0^2) \frac{1}{2} Z_0^2 \Phi_0^2 - \frac{1}{(\partial_0 p^2 + \Omega_0^2)^{1/2}} Z_0^2 \Phi_0^2 + Z_0 \Phi_0 q \Phi_0 c + Z_0 \Phi_0 q \Phi_0 c \right].
\]

(B3)

The quantum and classical pre-quench inverse correlation length [10] \( \Omega_0 q, 0c \) occur as boundary couplings of the two boundary operators \( \Phi_0 q \) and \( \Phi_0 c \), respectively: while they are identical at microscopic level, they may in principle flow differently under the RG transformation. In particular, the operator \( \Phi_0 q \) is irrelevant in the RG sense for the instances of criticality considered in the main text. In particular, quartic couplings \( u_{0c}, 0q \) on the boundary, which would correspond to the presence of interactions in the initial state, scale respectively as \( u_{0c}, 0q \sim k^{2-d} \) and \( u_{0c} \sim k^{3-d} \) (in terms of the momentum scale \( k \)).

Accordingly, below we will set \( \Omega_0 \equiv \Omega_0 q \) in order to simplify the notation. Further operators in the boundary action (B3) are marginal or irrelevant in a RG sense for the instances of criticality considered in the main text. These operators are therefore irrelevant in spatial dimensions close to the proper upper critical dimension of the quantum and classical FPs, and therefore they can be neglected in the following analysis, implying that our results hold for a broad class of initial NEQ conditions.

The derivation of \( \beta \)-functions from Eq. (B1) is obtained in the symmetric phase, i.e., by setting to zero the background expectation value of the classical field. More precisely, we recall that the FRG equation (B1) can be rewritten as

\[
\frac{d\Gamma}{dk} = \sum_{n=1}^{+\infty} \Delta \Gamma_n,
\]

(B4)

where

\[
\Delta \Gamma_n = -\frac{i}{2} \sum_{\alpha,\alpha_1,\ldots,\alpha_{2n}} \int_{x,y_1,\ldots,y_n} \text{tr} \left[ G_{\alpha_0}^0 (x, y_1) V_{\alpha_0,\alpha_1} (y_1) G_{\alpha_1,\alpha_2}^0 (y_1, y_2) \cdots V_{\alpha_{2n-1},\alpha_{2n}} (y_n) G_{\alpha_{2n-1},\alpha_{2n}}^0 (y_n, x) \frac{dR}{dk} \right],
\]

(B5)

where we used the shorthand \( x \equiv (r, t) \), while the matrix \( G_{\alpha,\beta}^0 (x, x') \) is defined as

\[
G_{\alpha,\beta}^0 (x, x') = \delta_{\alpha,\beta} G^0 (x, x') \equiv \delta_{\alpha,\beta} \begin{pmatrix} G_K (r - r', t, t') & G_R (r - r', t, t') \\ G_R (r - r', t, t') & 0 \end{pmatrix},
\]

(B6)

where \( G_{R,K} (r, t, t') = \int_q e^{iqr} G_{R,K} (q, t, t') \), and

\[
G_R (q, t, t') = -\vartheta(t - t') \frac{\sin[\omega_q (t - t')] \omega_q}{\omega_q^2}, \quad iG_K (q, t, t') = \frac{\omega_q}{\omega_q^2} \sin(\omega_q t') \sin(\omega_q t').
\]

(B7)

In the equations above we introduced the pre- and post-quench dispersion relations \( \omega_q^2 = q^2 + r + (k^2 - q^2) \vartheta(k^2 - q^2) \) and \( \omega_0^2 = \delta^2 q^2 + \Omega_0^2 + \delta^2 (k^2 - q^2) \vartheta(k^2 - q^2) \) modified by the regulator \( R_k \), and the matrix \( V_{\alpha,\beta} (x) \) as

\[
V_{\alpha,\beta} (x) = \vartheta(t) \frac{u_c}{6N} \begin{pmatrix} \phi^{(\alpha)} \phi^{(\beta)} + \phi^{(\beta)} \phi^{(\alpha)} + \delta_{\alpha,\beta} \Phi_q \cdot \Phi_c & \delta_{\alpha,\beta} \Phi_q^2 / 2 + \phi^{(\alpha)} \phi^{(\beta)} \\ \delta_{\alpha,\beta} \Phi_q^2 / 2 + \phi^{(\alpha)} \phi^{(\beta)} & 0 \end{pmatrix} \quad \text{and} \quad \vartheta(t) \frac{u_q}{6N} \begin{pmatrix} 0 & \delta_{\alpha,\beta} \Phi_q^2 / 2 + \phi^{(\alpha)} \phi^{(\beta)} \\ \delta_{\alpha,\beta} \Phi_q^2 / 2 + \phi^{(\alpha)} \phi^{(\beta)} & 0 \end{pmatrix}.
\]

(B8)
The term $\Delta \Gamma_1$ in Eq. (B4) contains the renormalization of $r$ and $Z_0$, and it can be evaluated as follows:

\[
\Delta \Gamma_1 = -\frac{i}{2} \sum_{\alpha \beta} \int_{r_0}^{t} \int_{0}^{+\infty} dt \, dt' \, tr \left[ G_{\alpha \beta}(r - r', t, t') V_{\beta \gamma}(r', t') G_{\gamma \alpha}(r' - r, t', t) \frac{dR}{dk} \right]
\]

\[
= -\frac{i}{2} \sum_{\alpha} \int_{r}^{+\infty} dt \, dt' \, tr \left[ G^0(r - r', t, t') V_{\alpha \alpha}(r', t') G^0(r' - r, t', t) \frac{dR}{dk} \right]
\]

\[
= -\frac{i}{2} \sum_{\alpha} \int_{r}^{+\infty} dt \, dt' \, tr \left[ G^0(q, t, t') V_{\alpha \alpha}(r, t') G^0(q, t', t) \frac{dR}{dk} \right]
\]

\[
= -ik^{d+1} \frac{a_d}{d} \sum_{\alpha} \int_{r}^{+\infty} dt \, dt' \, tr \left[ G^0(k, t, t') V_{\alpha \alpha}(r, t') G^0(k, t', t) \frac{dR}{dk} \right]
\]

\[
= -ik^{d+1} \frac{a_d}{d} u_c \frac{N + 2}{3N} \int_{r}^{+\infty} dt \, dt' \left[ G_K(k, t, t') G_R(k, t', t) \Phi_R(q, t', t) \cdot \Phi_e \right]
\]

\[
= k^{d+1} \frac{a_d}{d} u_c \frac{N + 2}{12N} \int_{r}^{+\infty} dt \Phi_q \cdot \Phi_e \left[ \frac{\omega_{qk}}{\omega_k^4} + f_r(t) \right], \quad \text{(B9)}
\]

where

\[
f_r(t) = -\frac{\omega_{qk}}{\omega_k^4} \left[ \cos(2\omega_k t) + \omega_k t \sin(2\omega_k t) \right]. \quad \text{(B10)}
\]

The function $f_r(t)$ averages to zero and therefore it is not expected to renormalize the post-quench parameter $r$, which is instead renormalized by the constant term in the integrand in the last line of Eq. (B9). On the other hand, $f_r(t)$ generates an infinite number of terms in the boundary action [24]; most of these terms are irrelevant in the RG sense, except for that one which renormalizes the wave-function renormalization coefficient $Z_0$ of the boundary field $\Phi_q$. The flow equations for $r$ and $Z_0$ read:

\[
\frac{dr}{dk} = -k^{d+1} \frac{a_d}{d} u_c \frac{N + 2}{12N} \frac{\omega_{qk}}{\omega_k^4}, \quad \text{(B11a)}
\]

\[
\frac{dZ_0}{dk} = Z_0 k^{d+1} \frac{a_d}{d} u_c \frac{N + 2}{24N} \frac{\omega_{qk}}{\omega_k^4}. \quad \text{(B11b)}
\]

with $a_d = 2/[(4\pi)^{d/2} \Gamma(d/2)]$ a numerical factor ($\Gamma(x)$ is the Gamma function of variable $x$).

The term $\Delta \Gamma_2$ can be evaluated in a similar way as for $\Delta \Gamma_1$ and it contains the renormalization of the vertices $u_c$.
The terms in Eq. (B12) proportional to $\Phi_c$ give rise to new operators which were not included in the ansatz (B2). However, these operators are irrelevant for what concerns the prethermal fixed point [10]. The renormalization of $u_c$ comes from the term proportional to the function $F_c(t')$, whose explicit expression is given by

$$F_c(t') = -\frac{1}{2} \sum_{\alpha\beta\delta} \int_{r,r',r'',t,t'} \text{tr} \left[ G^0_{\alpha\beta}(r-r',t,t')V_{\beta\gamma}(r',t')G^0_{\gamma\delta}(r'-r'',t',t'')V_{\delta\epsilon}(r'',t'')G^0_{\epsilon\alpha}(r''-r,t',t) \frac{dR}{dk} \sigma \right]$$

with

$$F_c(t') = \int_0^{+\infty} dt d\tau \left[ 2G_K(k,t',t'')G_R(k,t,t'')G_R(k,t',t) + G_K(k,t'',t)G_R(k,t',t)G_R(k,t',t') \right].$$

(B13)

$$F_{d1}(t') = \int_0^{+\infty} dt d\tau G_K(k,t',t'')G_K(k,t'',t)G_R(k,t',t),$$

(B14)

$$F_{d2}(t') = \int_0^{+\infty} dt d\tau G_R(k,t,t')G_R(k,t'',t)G_R(k,t'',t').$$

(B15)

The terms in Eq. (B12) proportional to $F_{d1,d2}(t')$ give rise to new operators which were not included in the ansatz (B2). However, these operators are irrelevant for what concerns the prethermal fixed point [10]. The renormalization of $u_c$ comes from the term proportional to the function $F_c(t')$, whose explicit expression is given by

$$F_c(t') = -\frac{\omega_n}{2\omega_k} + f_c(t'),$$

(B16)

where $f_c(t')$ is an oscillating function which averages to zero and therefore it is not expected to contribute to the renormalization of $u_c$ at long times. The $\beta$-functions for the quantum and classical quartic couplings finally read:

$$\frac{du_c}{dk} = \frac{a_d}{d} k^{d+1} N + 8 \frac{\omega_n}{\omega_k} u_c^2,$$

(B17a)

$$\frac{du_q}{dk} = \frac{a_d}{d} k^{d+1} N + 8 \frac{\omega_n}{\omega_k} u_q u_c.$$

(B17b)
1. Dimensionless β-functions

Defining the rescaled couplings \( r' \equiv r/k^2 \), \( u'_{c,q} \equiv u_{c,q}a_d k^{d-3}/d \), \( \bar{\Omega}_0 = \Omega_0/k \), the flow equations (20) acquire the dimensionless form

\[
\begin{align*}
\frac{d}{dk} k r' &= -2r' - \frac{N + 2 u'_c \sqrt{1 + \bar{\Omega}_0^2}}{12N} (1 + r')^2, \quad \text{(B18a)} \\
\frac{d}{dk} k u'_c &= u'_c \left[ d - 3 + \frac{N + 8 u'_c \sqrt{1 + \bar{\Omega}_0^2}}{6N} (1 + r')^3 \right], \quad \text{(B18b)} \\
\frac{d}{dk} k u'_q &= u'_q \left[ d - 3 + \frac{N + 8 u'_c \sqrt{1 + \bar{\Omega}_0^2}}{6N} (1 + r')^3 \right], \quad \text{(B18c)} \\
\frac{d}{dk} k Z_0 &= Z_0 \frac{N + 2 u'_c \sqrt{1 + \bar{\Omega}_0^2}}{24N} (1 + r')^3, \quad \text{(B18d)} \\
\frac{d}{dk} k \bar{\Omega}_0 &= -\bar{\Omega}_0. \quad \text{(B18e)}
\end{align*}
\]

Rewriting Eqs. (B18) in terms of the new couplings \( \tilde{u}_c = u'_c \sqrt{1 + \bar{\Omega}_0^2} \) and \( \tilde{u}_q = u'_q \sqrt{1 + \bar{\Omega}_0^2} \), we find the flow equations reported in Eq. (4) in the main text.

Appendix C: Estimate of the thermalization time

In order to provide an estimate of the thermalization time \( t_{\text{th}} \) (or, equivalently, of the duration of the prethermal regime), we consider the generation under RG of a viscosity-like term \[28, 35\] in the Keldysh action \[B2\], \( \gamma \Phi_q \cdot \Phi_c \), with \( \gamma \) a real parameter. This term can be regarded as the inverse of the lifetime of quasi-particles and therefore it signals the presence of inelastic processes, which are known to lead to thermalization \[14\]. While this term is in fact absent in the microscopic theory (i.e., \( \gamma = 0 \) in the initial action), it is generated during the RG flow: the RG-time needed for the running \( \gamma \) to become of the same order in magnitude as the other non-relevant terms in the Keldysh action heuristically provides an estimate for the thermalization time. In the following, we detail a way to calculate this quantity.

We recall that the leading diagrams (in a perturbative expansion in \( u \)) contributing to the renormalization of \( \gamma \) are given by \[14\]

\[
\begin{align*}
\text{ } & \quad \text{ and } \quad \text{ } \\
\end{align*}
\]

where the normal lines correspond to classical fields, while the wiggled lines correspond to the quantum ones \[25\]. Considering, for simplicity, only the first diagram (the second one would only affect the numerical factor in front of the expression determined by the first), and noticing that the canonical dimension of \( \gamma \) at the pre-thermal fixed-point (which can be read straightforwardly from Eq. (B2)) is \( \gamma \sim k \), one may write the following flow equation for the dimensionless parameter \( \tilde{\gamma} = \gamma/k \):

\[
\frac{d}{dk} \tilde{\gamma} = -\tilde{\gamma} - \alpha \tilde{u}_c^2 \frac{N + 2}{N^2},
\]

where \( \alpha \) is a numerical factor of order unity and \( \tilde{u}_c \) is defined as below Eqs. (B18). By introducing the RG flow parameter \( \ell = \log(\Lambda/k) \), with \( \Lambda \) the UV cutoff of the model, we thus define the thermalization scale \( \ell_{\text{th}} \) from the condition \( \tilde{\gamma}(\ell_{\text{th}}) \sim 1 \). In order to evaluate \( \ell_{\text{th}} \) one needs to solve Eq. (C2) using \( \tilde{\gamma}(\ell = 0) = 0 \) as initial condition, which corresponds to a non-dissipative microscopic model. The solution of Eq. (C2) requires, in principle, to take into account the full dependence of \( \tilde{u}_c \) on \( \ell \): however, in order to simplify the calculation, we will assume \( \tilde{u}_c \) to be set at its (quantum or classical) pre-thermal fixed-point value \( \tilde{u}_c^* \). One therefore finds

\[
\tilde{\gamma}(\ell) = \alpha (\tilde{u}_c^*)^2 \frac{N^2}{} (e^\ell - 1),
\]

where \( \alpha \) is a numerical factor of order unity and \( \tilde{u}_c \) is defined as below Eqs. (B18). By introducing the RG flow parameter \( \ell = \log(\Lambda/k) \), with \( \Lambda \) the UV cutoff of the model, we thus define the thermalization scale \( \ell_{\text{th}} \) from the condition \( \tilde{\gamma}(\ell_{\text{th}}) \sim 1 \). In order to evaluate \( \ell_{\text{th}} \) one needs to solve Eq. (C2) using \( \tilde{\gamma}(\ell = 0) = 0 \) as initial condition, which corresponds to a non-dissipative microscopic model. The solution of Eq. (C2) requires, in principle, to take into account the full dependence of \( \tilde{u}_c \) on \( \ell \): however, in order to simplify the calculation, we will assume \( \tilde{u}_c \) to be set at its (quantum or classical) pre-thermal fixed-point value \( \tilde{u}_c^* \). One therefore finds

\[
\tilde{\gamma}(\ell) = \alpha (\tilde{u}_c^*)^2 \frac{N^2}{} (e^\ell - 1),
\]
which yields, after setting $\ell = \log(\Lambda)$, the estimate

$$t_{th} = \frac{1}{A} \left[ 1 + \frac{\Lambda^2}{\alpha(\tilde{u}_{c}^*)^2(N + 2)} \right]. \tag{C4}$$

For large $N$, it reduces to $t_{th} \propto N/(\Lambda(\tilde{u}_{c}^*)^2)$ reported in the main text.
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