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Abstract

We present a pioneering estimate of the global yearly greenhouse gas emissions of a large-scale Astrophysics experiment over several decades: the Giant Array for Neutrino Detection (GRAND). The project aims at detecting ultra-high energy neutrinos with a 200,000 radio antenna array over 200,000 km² as of the 2030s. With a fully transparent methodology based on open source data, we calculate the emissions related to three unavoidable sources: travel, digital technologies and hardware equipment. We find that these emission sources have a different impact depending on the stages of the experiment. Digital technologies and travel prevail for the small-scale prototyping phase (GRANDProto300), whereas hardware equipment (material production and transportation) and data transfer/storage largely outweigh the other emission sources in the large-scale phase (GRAND200k). In the mid-scale phase (GRAND10k), the three sources contribute equally. This study highlights the considerable carbon footprint of a large-scale astrophysics experiment, but also shows that there is room for improvement. We discuss various lines of actions that could be implemented. The GRAND project being still in its prototyping stage, our results provide guidance to the future collaborative practices and instrumental design in order to reduce its carbon footprint.
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1. Introduction

Global warming poses critical risks to humanity and demands immediate actions in order to be mitigated. Anthropogenic greenhouse gas emissions, largely driven by economic and population growth, are the leading factors of the observed climate change. Reflections towards a drastic reduction of these emissions should be central to the conception of any scientific project.

In the near future, the climate crisis will certainly challenge the way astrophysicists carry out their research. Several working groups have been devising on solutions and their implementation at different levels in the international astrophysics community (e.g., [1, 2, 3, 4, 5]). This is however a new path, and efforts are to be carried out in terms of methodology, creativity, and experimentation.

Large-scale experimental projects are part of the building blocks of the astrophysics community. They gather a large fraction of the scientific staff and absorb a significant volume of the science budget. As such, it seems essential to assess their environmental impact. Besides, these experiments could turn out to be interesting for other laboratories to elaborate and test ideas, and to appreciate the best practices to be implemented in other contexts.

We present here a rough estimate of the carbon footprint of the Giant Radio Array for Neutrino Detection (GRAND) project. GRAND is a planned large-scale observatory for ultra-high-energy cosmic particles — cosmic rays, gamma rays, and neutrinos with energies exceeding $10^8$ GeV [6]. The design of GRAND will be modular, consisting of several independent sub-arrays, each of 10,000 radio antennas deployed over 10,000 km² in radio-quiet locations. The collaboration consists today of 67 international researchers and engineers.

Within the collaboration, questions about the environ-
The different stages of the project are presented, with information on the envisioned set-up, growth of the collaboration, and major greenhouse gas emission sources with their contribution in tCO$_2$/yr and their corresponding percentage, as estimated in this work.

This study is a pioneering attempt to assess the carbon footprint of a large-scale physics experiment. To our knowledge, no other global GHG assessment of a Physics experiment has been published so far, and the estimates given in this paper can serve as a basis for comparison and reflection. The specificity of this methodology is that it is fully transparent and uses open source data. Hence, the method is replicable to any other scientific consortium. The estimates given in this work are subject to large uncertainties related to emission factors and assumptions on future developments. The scope of this study is not to calculate precise carbon emissions, but to give estimates of the relative weight of each emitting category, in order to orient the action plans of the collaboration.

Greenhouse gas assessments may cover numerous sources of emissions [7]. In this study, three sources of emissions are examined: travel, digital technologies, and the hardware equipment. Those three categories were chosen because of their obvious importance in terms of emissions, but also because of the lever for action the collaboration has on them. Travel cannot be neglected, as one obvious source of emissions of the collaboration. The digital contribution is often underestimated, but is at the heart of the day-to-day scientific work performed by the bulk of the collaboration. The hardware equipment will be dominated by the numerous radio detection units, each composed of a radio antenna, its mechanical, electronics and power devices. The evaluation of their carbon footprint will be crucial to this study, as the antennas will be deployed in great numbers and over large areas.

Note that these main factors (travel, digital, hardware) are not inherent to this project, but common to many astrophysics and particle physics projects.

According to the Intergovernmental Panel on Climate Change, in order to limit warming to 1.5°C, global net anthropogenic CO$_2$ emissions have to decline by about 45% from 2010 levels by 2030, reaching net zero emissions by 2050 [8]. Interestingly, these timescales correspond to the GRAND roadmap, as the full-size experiment is expected to be deployed by the 2030s. By that time, it is possible that unforeseen technological progress will have happened in various domains that could be implemented in the experiment, such as travel, solar panels, the carbon footprint of electronic devices and data centers. Also by the 2030s, it is highly likely that taking into account the carbon emissions will be mandatory in all scientific projects. Today, the GRAND project is starting its prototyping phase, hence it is an ideal time to adapt the experiment to climate requirements. For all these reasons, this study appears timely and necessary.

We first present the GRAND project and the collab-
oration in Section 2. We then introduce the general methodology of this study (Section 3). We examine the three main sources of GHG emissions of the experiment, namely travel (Section 4), digital technologies (Section 5) and hardware equipment (Section 6). We work on projections for the three stages of the project (GRANDProto300, GRAND10k, GRAND200k) in a Business as usual scenario in Section 7. We propose and discuss action plans which could help to reduce the emissions compared to this scenario in Section 8, and give our conclusions and perspectives in Section 9.

2. The GRAND Project and Collaboration

In this section, we first present some elements of the GRAND project and collaboration that are relevant to estimate the present carbon emissions, to estimate projections and discuss action plans.

2.1. Project roadmap

The GRAND project was initiated in 2014 by a handful of researchers. In order to discuss its feasibility and to attract interest, two workshops were organized in 2015 in Paris and in Chicago, from which a core of active scientists emerged. Since then, the collaboration has steadily grown to reach its current size of 67 members (see Section 2.2).

The GRAND project will follow a staged construction plan, to ensure that key techniques are progressively validated. The collaboration is currently working on GRANDProto300, a 300-antenna prototype, which will be a test bench for the further steps of the experiment. The array is to be deployed in 2021 over 200 km², in a desertic area in Western China. The following stage corresponds to GRAND10k, with 10 000 antennas to be deployed around 2025. GRAND10k is designed to reach an ultra-high-energy neutrino sensitivity comparable to that of other potential contemporary detectors. The final stage, GRAND200k, will replicate GRAND10k arrays in different locations worldwide, in order to reach the ultimate target sensitivity of GRAND in the 2030s.

The various stages of the project are depicted in Fig. 1. The collaboration will likely grow to reach about 100 members for the GRAND10k stage. Beyond this stage, the collaboration is foreseen to reach 400 – 1000 members. This number is based on a sheer budget necessity (each member contributes to funding the running costs of the experiment), as it is the case in most astroparticle physics experiments (e.g., the Pierre Auger Observatory, the IceCube experiment). Besides a large number of contributors help achieving a diverse science case and obtaining quality physics results. GRAND collaboration meetings are organized every year to discuss the results and future plans. These annual meetings are held in a city harboring one of the GRAND-member institutes, or near potential experimental sites in China.

2.2. Collaboration members

The GHG emissions generated by the collaboration depend on the number of people involved in the project and the degree of their involvement. The level of involvement of a member can be evaluated as the percentage of the working time spent on GRAND-related work. Note that this level can also vary in time.

In our framework, the knowledge of these levels for all members is a prerequisite to estimate the fraction of basic daily emission factors that should be attributed to the GRAND collaboration. Specifically, in Sections 4 and 5 we calculate the share of emissions due to commuting and to the daily use of electronic devices (e.g., laptop, smartphone) associated to the project.

Three populations can be identified in a collaboration. The distribution of these populations and their evolution will be essential tools for projections. The populations are defined according to the level of involvement of the members, i.e., their percentage of working time spent on GRAND-related tasks:

I. Strong involvement: > 30% of working time,
II. Moderate involvement: 10% to 30% of working time,
III. Light involvement: < 10% of working time.

Members with a strong involvement are likely to massively travel for the GRAND project. The population consists of experimentalists traveling on-site for measurements and deployment, core-team members of the project who travel for administrative reasons and promote the project, active members, including fully involved students and postdoctoral scholars, who visit one another to discuss and obtain results that they present at conferences. These members are also likely to physically join most annual collaboration meetings.

Members with a moderate involvement will join some annual collaboration meetings, and occasionally participate in conferences to present GRAND-related results.

Finally, members with a light involvement will rarely join the annual collaboration meetings physically, and will rarely travel for the primary purpose of communicating for GRAND.

The left panel of figure 2 presents the evolution of the collaboration size over the years and the 3 populations listed above. These numbers were derived from the
Due to various types of uncertainties, emission factors are only orders-of-magnitude estimates. Therefore, the results presented in this report are given within orders of magnitude. All hypotheses and emission factors are mentioned, in order to allow for comparisons with other greenhouse gas assessments.

As in any greenhouse gas assessment, uncertainties can be high depending on the origins of the data. We adopt the uncertainties of the Methodological Guide of the French Association Bilan Carbone [11]. The uncertainties are as follows:

- 0% to 5% for an emission factor from a direct measurement,
- 15% for a reliable non-measured data,
- 30% for a calculated data (extrapolation),
- 50% for an approximate data (statistical data),
- 80% for an order-of-magnitude estimate.

The emissions will be computed in units of CO$_2$e.

### 4. Travel

The travel sector produced 8.2 Gt CO$_2$e of direct greenhouse gas emissions in the world in 2018 (including non-CO$_2$ gases) and hence was responsible for approximately 24% of total energy-related CO$_2$ emissions [12]. With daily commutes and regular academic travels, researchers contribute to this source of emission. The impact of the daily commutes of the GRAND members has been computed along with the impact of academic travel. Although it is likely that the GHG emissions related to travel will be dominated by academic travel, it is interesting to be aware of their distribution between the two sources. This can help us to choose the actions that will have the greatest impact on the greenhouse gas emissions.
GRAND scientists travel regularly for purposes that can be split into three main categories:

- Annual collaboration meetings,
- On-site missions,
- Other (conferences, visits, seminars, etc.).

Indeed, as an international collaboration, GRAND members gather at yearly meetings across the world, in order to assess the progress and discuss the next steps of the project. It is also necessary for experimentalists to travel to China in order to make field measurements and to deploy the antennas. Scientists also travel to visit each other and hold specific face-to-face discussions, to promote the project and its results at conferences or at seminars.

4.1. Survey and representativeness

A survey was sent to the whole collaboration with the primary purpose of assessing the carbon emissions of travel within GRAND. The results are fully studied in this section and also used in Section 4.2. The survey aims at evaluating the commuting and travel frequency and distances of the members. Each member was asked to provide a list of all the trips undertaken for the project, mentioning their purpose (annual meeting, on-site mission or else), and the means of travel. As for commuting, the number of kilometers travelled for commuting and the means of travel were asked to the collaborators. In what follows, we discuss the representativeness of the results. The survey was sent to all 67 members of the GRAND collaboration, and 33% responded. The members were asked to evaluate their level of involvement in the collaboration since 2015. This information enabled us to categorize the respondents within the three involvement populations described in Section 4.2. The right panel of Figure 2 presents the evolution of the collaboration size and the three populations over 2015 – 2020, as estimated from the survey respondents.

Given the small sample of answers received, it is difficult to use inferential statistics to extend the results to the whole studied population. As a first approximation, one can assume that the respondents have similar characteristics on average as the global population. An overall correction factor of ~3 can then be applied to global estimates obtained using the survey, in order to correct for the limited sample size, given that the proportions of the involvement populations are roughly well-represented.

In detail, we note that the growth of the collaboration size is underestimated in the survey by a factor of 3/4. In particular, the growth between the years 2015 and 2016 are not represented in the survey. However, this correction is sufficient for our purposes, as we are interested in orders-of-magnitude estimates.

4.2. Travel emission factors

The data used for the emission factors is divided into two categories: air travel and other travel modes. For the other travel modes (car, public transportation, etc.), we use the ADEME carbon database [13]. This database has several advantages: it covers a wide range of emission factors and it is easily accessible. However, this is a database centered on French specificities. For example, for public transportation such as the subway, the fuel mix for electricity generation is specific to France which, unlike other countries, has a low carbon intensity due to the use of nuclear power (see Appendix A). Still, the difference between the carbon intensity of electricity in commuting in different countries does not affect the final result for two main reasons: commuting represents only a small fraction of overall travel emissions, which are dominated by air travel; the main type of travel used for commuting by GRAND members is car (gasoline and diesel) which represent 45% of the kilometers traveled.

Concerning aviation, its effects on climate change are more than just emissions of CO₂ from burning fuels. It is the result of three types of processes: direct emissions of radiatively active substances, emissions of chemical products that produce or destroy radiatively active substances, and emissions of substances that trigger the generation of aerosol particles or lead to changes in natural clouds [14]. Those effects are not always taken into account in carbon databases that include emission factors for planes, as they are not yet very well understood.

Choosing one single database can lead to highly different results, up to a factor of 5 [4]. To compute our travel carbon footprint, four databases were chosen from different organizations: the database from ADEME [13], the
database from the French Ministry of Ecology [15], data from KLM airline [16] and a computation methodology from MyClimate.org [17]. Those four databases have diverse sources: one non-governmental organization, one airline company, and two state organizations.

In order to have more accurate results, the emission factors are split in categories depending on the number of kilometers travelled by increments of 1,000 km up to over 11,000 km. The data used is already divided in such categories for the French Ministry of Ecology and ADEME. MyClimate.org divides the emission factors between short-haul flight and long-haul flights. The KLM data is a list of all the flights they offer, their distance in kilometers and the greenhouse gas emission associated to the flight.

Figure 3 presents the range of flight emission factors spanned by the various datasets. The greenhouse gas emissions as a function of the distance flown in one continuous leg are presented for the 4 databases described above (ADEME, MyClimate.org, French Ministry of Ecology, KLM). The uncertainty of these emission factors is estimated at around 60 % in the ADEME database and mainly stems from the uncertainty pertaining to the emissions of contrails. The other databases do not provide such estimates. The black solid line corresponds to the average value calculated from the 4 databases, which is used in our emission estimates for one-legged trips. We have not provided uncertainty estimates for this average value as only the ADEME database provides some. It is worth mentioning that the average emission factors are respectively between 5 and 10 % greater when considering respectively two or three legs instead of one-legged long haul trip.

4.3. Commuting

In order to compute the emissions due to daily commutes, we first need to estimate the number of days worked by the GRAND collaboration members. For this purpose, questions were asked in the survey about the percentage of worked days dedicated to GRAND, the percentage of days worked remotely from home, the country of residence (which gives the number of working days per year in the country) and the number of years the collaborator has been working for GRAND.

The number of kilometers travelled for commuting for each type of travel was computed using the number of days worked per person annually and the number of kilometers travelled per person per day by mode of travel.

4.4. Results

In this section we present the results stemming from our survey. We recall that 33% of the collaborators answered the survey and the representativeness of the survey was discussed in Section 2.2. The results are summarized in Figs. 4 and 5.

All in all, from 2015 to 2020, a total of 170 tCO$_2$e were emitted for all categories in the survey sample. As discussed in section 4.1, an overall factor of 3 is applied to global estimates obtained using the survey, in order to account for the whole panel of collaborators. Using this multiplication factor, the total greenhouse gas emissions of GRAND for the 2015 – 2020 period amounts to 510 tCO$_2$e.

Most of the emissions stem from academic travel (99%) and only 1% are generated by commuting, as shown in Figure 4. Interestingly, among the travel categories, on-site missions constitute the dominant item. This seems to be consistent with a nascent experiment which requires to perform site surveys, as well as tests and hardware deployment in remote areas in China. As a benchmark figure, one Paris-Dunhuang flight emits approximately 1.7 tCO$_2$e (Dunhuang, Gansu Province, China, being the closest airport to the experimental site of GRANDProto300).

Figure 5 presents the trends of the travel emission sources over the years for the survey sample. One can clearly see the experiment taking off in 2018 – 2019, with maximal yearly levels of ~ 114 tCO$_2$e, due to the development of the prototype GRANDProto300, which was planned to be deployed in 2020. The emissions in 2020 pertain only to the months of January and February, after which the Covid-19 pandemic froze most academic travels, in particular to China. The proportion between...
the various categories of travel fluctuate as a function of the need for on-site missions (e.g., a large site survey campaign was conducted in 2017 – 2018), and of the location of the annual collaboration meeting (e.g., the meeting of 2019 took place in Dunhuang, China, hence the increased emissions).

As discussed in section 2.2, the level of involvement in the collaboration results in different traveling profiles. This is illustrated in figure 6, where the emission for three typical members stemming from the three involvement populations (light/moderate/strong) are presented. These results were estimated from the survey. Strongly involved members emit on average over 3 times more than moderately involved members. Theses figures, combined with a potential future distribution of the different populations, will enable us to derive emission projections for the next steps of the GRAND experiment.

5. Digital technologies

Digital technologies are often proposed as a solution for climate change mitigation: automation and connectivity (e.g., smart grids, connected mobility...) are presented as a way to reduce energy consumption. However, as reported for example by the Shift Project [18], digital technologies have a non-negligible environmental impact. Carbon footprint assessments often neglect the digital contribution, and the impact of the digital equipment is largely underestimated by its users.

Digital technologies are used in every aspect of the GRAND project: e.g., for simulations, data analysis, data storage and transfer, and communication. It is hence necessary to evaluate the digital impact on greenhouse gas emissions, in order to compare it to the other emission sources. For such a study, defining the scope is essential. A focus has been made on four categories, which we present in the following sections: electronic devices, communication & data exchanges, numerical simulations, and data transfer, processing and storage.

5.1. Electronic devices

Among the electronic devices owned by GRAND members, laptop, desktop computers and screens are most prominently used for the GRAND project. A limited number of collaborators work on a digital tablet and the percentage of smartphone usage dedicated to the project is on average negligible compared to the laptop and desktop computers.

To assess the carbon footprint of electronic devices, we use the online tool Ecodiag developed by the CNRS [19]. It allows us to compute the emissions related to various electronic devices such as laptop, desktop computers, etc., for given lifetimes, as presented in Table 1. Each device has a carbon footprint corresponding to its production phase and its utilization phase. As the carbon footprint of keyboards, mouses, headphones and other accessories are negligible compared to the contribution of computers, we do not take the former into account. The emission factor for the electricity consumption of the devices is the European one, retrieved from [13].

As the devices are not used only for GRAND-related projects, the percentage of each member’s total work days dedicated to GRAND is taken into account. For example, for a member working $x\%$ of the time for GRAND on two personal computers, the GHG emissions associated to those devices will be computed as $x\%$ of the total emissions associated to the devices.

The fraction of European collaboration members prevails at the current stage of the GRAND experiment ($\geq 50\%$), although the fraction of members from China (with a higher electricity emission factor) is steadily growing ($\sim 25\%$). The presence of several members from Brazil ($\sim 15\%$), a country with low electricity emission factor, also balances the overall factor.
We assess emissions related to electronic devices based on the responses from the survey detailed in Section 4.1 concerning the involvement level of each member. Our calculations assume that a collaboration member uses: one laptop (MacBook Pro 15” – a large fraction of GRAND members are Apple users), one mid-range desktop and one screen. For the lifetime, we chose the shorter lifetimes listed in Table 1. Figure 7 presents the emissions related to the use of devices since the beginning of the collaboration. These emissions correspond to the emissions of the whole collaboration, a factor of 3 was applied to the results of the survey. One can see that the emissions are consistently proportional to the growth of the collaboration.

These estimates are conservative, as we systematically choose the higher emission ranges for the devices used by each member of the collaboration.

5.2. Online exchanges

Online exchanges can take different forms: email, video call, team communication platforms, cloud. These media do not have the same impact on carbon emissions, and have to be compared to other solutions, as, for example, gathering everyone in the same room.

Assuming that each member of the collaboration sends 3 emails every working day during the time working for GRAND, it amounts up to 180,000 emails sent since 2015. To estimate the number of days worked for GRAND per person, we assumed an average number of days worked annually per country, and for each member of the collaboration, we weighted this number with the percentage of time worked for GRAND.

The Shift Project estimated that sending an email with a 1 MB attached file (a conservative hypothesis in our case) leads to an electricity consumption of 1 Wh [18]. Using the emission factor of the European electricity consumption [13], as explained in section 5.1, the total emissions amount to 74 kgCO$_2$e for the whole period 2015 – 2020. With a higher rate of 20 emails per working day sent by each collaboration member during the time working for GRAND, which is a conservative hypothesis, the emissions amount up to $\sim 0.5$ tCO$_2$e for 2015 – 2020. This is still negligible relative to the other sources of emissions.

Monthly collaboration meetings, regular core-team meetings and other discussions are held via video-conferencing. The environmental cost of video-conferencing is highly dependent on several factors, such as the meeting duration, the technologies used, etc. The emissions associated to video conferencing are estimated to be 7% of the ones from in-person meetings [20]. Refs. [21][22] estimated differences in emission of several orders of magnitude ($\sim 3000$) between large-scale conferences held online or in person, in astronomy and in geophysics respectively. Although the scales of these conferences gathering several hundreds of participants are different to the smaller-scale ($\sim 30$ participants) meetings mentioned here, these estimates confirm that, compared to the other emission sources, the impact of the use of video-conferencing in the collaboration can be neglected. Note that this technology is also often presented as a greener option than in-person meetings, and its use could be considered for the GRAND annual

| Device       | Lifetime [years] | Emissions [kgCO$_2$e/yr] |
|--------------|------------------|--------------------------|
| MacBook Pro 15” | 3, 4.5           | 130.2, 93.2              |
| Average desktop | 4, 6             | 154.4, 129.4             |
| Average screen      | 5, 7.5           | 115.4, 86.4              |

Table 1: Devices and their overall greenhouse gas emissions, including production and utilization phases. The emission factor used for the electricity consumption is the European one. Emissions are listed for two typical lifetimes. Source: Ecodiag-CNRS [19].

4This can be viewed as a conservative assumption, as many members with Apple laptops do not use a desktop. However, more and more members use two screens (one at the office and one at home), and this is a growing trend with the incentive to work remotely, due to the Covid-19 situation. The emissions of a screen correspond roughly to that of a desktop, hence our calculation remains valid. A more precise investigation of the average computing devices owned by physicists would require a dedicated study.
5.3. Numerical simulations and data analysis

Numerical simulations are essential at all stages of the project, and particularly for the preparatory phases. Over the last four years, about 2 million CPU hours were used on various superclusters (principally at CCIN2P3 in Lyon, ForHLR at the Karlsruhe Institute of Technology, and UFRJ in Rio de Janeiro). Using the emission factors from Ref. [23], we computed the emissions associated to simulations from 2015 to 2020, as presented in Fig. 8. The emission factors take into account all the stages related to performing simulations in a data center: server manufacturing, electricity consumption, and emissions generated by the staff running the data center. In our calculations, we used the electricity-specific emission factor of the countries hosting the superclusters where the simulations were run (France, Germany and Brazil, see Appendix A).

The scope chosen has a great impact on the results of the greenhouse gas assessment. In order to see the impact of every stage, we present the emissions related to electricity consumption only, and to the larger scope including staff interventions, server manufacturing and the like.

The storage of the results of the simulations also have a cost in terms of GHG emissions. The percentage of the energy use in data center for data storage is around 10% of the emissions of simulations [24]. We thus estimated the energy consumption related to the storage of the results of the simulations at around 10% of the one related to simulations.

Once experimental data has been collected (see next sections), it will be analyzed. For GRANDProto300, each year over 5 years, between 200k CPU hours and 400k hours will be needed to analyze the astroparticle data. This amounts to 0.9 tCO$_2$e to 1.7 tCO$_2$e per year for GRANDProto300, using the same emission factors as for simulations. Data analysis is comparatively one order of magnitude less emitting than the simulations run during the preparatory phases.

Here we did not take into account the analysis required to work on the Radio Astronomy science case, and focused on the primary science case of GRAND, which is the detection of ultra-high energy astroparticles.

5.4. Data transfer

In this study, we focus on the data transfer related to the first prototype of GRAND, GRANDProto300, which is being currently developed. The projections for the next phases are discussed in Section 7.2.

On the GRANDProto300 experimental site, data will be collected by the radio antennas deployed. The data collected will be sent to the nearest city via Ubiquiti AirFiber [25]. The raw data will amount roughly to 10 TB per day. Assuming that the data acquisition will take place over 300 days a year (due to weather conditions, maintenance, etc.) during 5 years, about 15 × 10$^7$ TB of data will be collected during the whole experiment. We calculate the GHG emissions that would be produced if this data were to be transferred via the Internet to a data center in Beijing and then transferred across the world to a few data centers harbored by GRAND institutes.

The computation of the emissions is based on the electricity intensity of Internet data transmission which represents the amount of electricity consumed per amount of data transmitted. This quantity can vary much according to the way it is computed: the system boundaries, the assumptions made, and the year to which the data apply, significantly affect the estimates. Reference [26] provides an estimate of 0.06 kWh/GB for 2015. Using this number along with the estimation of the quantity of data transferred as given above, we evaluate the total consumption of data transmission to about 900 MWh.

The emissions related to this energy consumption depend on the emission factor chosen for electricity consumption. For example, the European electricity emission factor is 0.42 kgCO$_2$/kWh while the Chinese one is 0.766 kgCO$_2$/kWh [13], due to different energy mixes to generate electricity. In order to choose an emission factor as close as possible to reality, we take into account the distribution of data center locations across the world, as the data will travel around the globe to reach the various GRAND institutes. We assume that the data centers are located in the same country as the data transmission network equipment. The countries hosting the largest number of data centers are the United States (38% of the centers), along with five other countries which host together 55% of the data centers in the world.
The emission factor is calculated as the weighted average of the emission factors of these countries, based on the proportion of data centers hosted. Note that this calculation does not account for the size of the data centers, which can vary from one country to another. The emission factor obtained yields an emission of 0.518 kgCO$_2$/kWh.

Finally, we calculate that the total electricity consumption needed for the raw data transmission for GRANDProto300 emits 470 tCO$_2$. This amount assumes that the data collected is only transferred once. If we assume that 10 institutes will transfer the data from the central data center in Beijing, emissions amount to 4700 tCO$_2$.

Interestingly, for the primary scientific scope of the experiment, i.e., radio-detection of astroparticles, the relevant data could be efficiently reduced on-site down to 100 GB per day, leading to 150 TB of data transmitted during the whole experiment. The transmission of this limited volume of data would imply 2 orders of magnitude less emissions, leading to a total of 4.7 tCO$_2$ emitted via data transfer at the GRANDProto300 stage. The choice of keeping only this limited data reduces however the science case of the GRAND experiment. For the prototyping stage, it also appears cautious to keep all the available data. In Section 7.2.3, we give strategies to reduce the overall data amount for the later phases of the experiment.

5.5. Data storage

The data collected will be stored in cloud servers. Cloud servers allow all the collaborators to easily have access to the data and to process them with virtual machines. The collaboration envisions that the data be stored at 3 different locations to provide back-up. The peak consumption of cloud storage is around 11.3 W/TB of data [27]. For one TB of data for a year, this leads to 99 kWh of electricity consumption. Assuming the same emission factor of 0.518 kgCO$_2$/kWh as above, it leads to an estimate of 51.2 kgCO$_2$ for one TB of data stored for a year. Each year, GRANDProto300 stores 3,000 TB of data, which leads to around 153.6 tCO$_2$/yr for GRANDProto300.

6. Hardware equipment

In the GRAND project, the hardware equipment will be dominated by the radio detection units. The units will be deployed in large numbers (200,000), hence their environmental impact cannot be neglected. A complete life cycle assessment of the hardware equipment is out of the scope of this work, and will be evaluated in a subsequent study. Still a rough assessment of the carbon footprint of the detection units can already initiate discussions about the impact of the hardware on the carbon footprint of the collaboration.

Each detection unit consists in a radio antenna with a mechanical support setup (made primarily of 75 kg of stainless steel), data acquisition electronics (the material of the Print Circuit Board is MEGTRON [28]), several cables of 6-meter length in total, a solar panel (polycrystalline module) and a battery (see Fig. 9).

Here we focus on three major parts of the detection units: the antenna with its mechanical setup, the solar panel and the battery. We also focus on the hardware already designed for the prototyping phase GRANDProto300. The projections for the further stages of the experiment are presented in Section 7.2.4.

Note that for each of these items, recycling has not been taken into account in the GHG emissions. A recycling plan has not been elaborated yet within the GRAND collaboration, although it will clearly be an important line of action (see Section 7.2.4).

6.1. Antennas

In order to evaluate the carbon footprint of the antennas, we focused on the 75 kg of stainless steel composing the arms, the frame, and the pole. The emission factor of stainless steel varies from $\sim 2.2$ kgCO$_2$/kg [13] to 6.8 kgCO$_2$/kg [29] in the literature, depending on the assumptions on the production methods and the country.
References before 2010 tend to indicate higher emission factors (see also Ref. [30]). Recent estimates of stainless steel production in China (where the first 10,000 units will likely be produced) give an emission factor as low as 1.76 kgCO₂e/kg. We choose to take a mid-range value of 2.9 kgCO₂e/kg for this emission factor, closer to recent estimates, that correspond for example to the estimates documented in Ref. [51].

One antenna has therefore a carbon footprint of 217 kgCO₂e. For the 300 units of GRANDProto300, this yields 65 tCO₂e, and for the last stage of the project 43,400 tCO₂e.

It seems important to remind here that even if this figure appears to be high, it should be compared to similar infrastructures. Indeed, compared to other metals, stainless steel has a low emission factor. For example, aluminum has an emission factor of 35.7 kgCO₂e/kg [29]. However, the environmental impact of stainless steel depends on many external factors, that can lead to changes in its environmental impact. For example, the ore grade, electricity energy source, fuel types, and material transport as well as process technology influence the environmental impact of the extraction of this metal [29]. These factors can vary in time, and by 2035 the emission factors used here to compute the emissions for GRANDProto300 could be completely different for GRAND200k.

6.2. Solar panels

Each antenna is fueled by a 1 m² poly-crystalline solar panel. GHG emissions from photovoltaics show high variations even for photovoltaic systems from the same year. The current GHG footprint is estimated at around ∼20 gCO₂e per kWh for 1 m² poly-Si photovoltaic systems [32]. The values used here refer to standardised conditions. The yield of a solar panel is usually 13%, which leads to an annual production of 221 kWh per 1 m². Using the emission factor presented above, one 1 m² solar panel emits 4.42 kgCO₂e per year. For GRANDProto300, this represents 1.3 tCO₂e per year. However, a clear decrease in the environmental footprint of photovoltaic systems over time has been observed: the GHG footprint of photovoltaic systems were divided by 7 over 24 years [32]. Following this trend, it is likely that the GHG footprint of solar panels will decrease over the next decades.

6.3. Batteries

The batteries chosen for GRANDProto300 are lead-acid batteries. Here we only focus on their GHG emissions, but it should be pointed out that the environmental cost of lead-acid batteries should also be taken into account in terms of metal depletion and fossil fuel depletion.

In terms of GHG emissions the impact of the production of lead-acid batteries per kilogram of battery is 0.9 kg CO₂e [33]. The batteries used for GRANDProto300 weigh 51 kg, which yields an emission of 13.7 tCO₂e for the whole array.

As already mentioned, no recycling plan has been elaborated yet by the collaboration, but this will be carefully discussed in the future. Indeed, the recycling of lead-acid batteries in China is a great concern for public health, as lead is classified as one of the top heaviest metal pollutants in China. However, sodium-ion batteries are a potential alternative to lead-acid batteries, and they are promising in terms of environmental aspects [34].

6.4. Hardware transportation

The production of hardware will not take place on-site, hence the emissions due to their transportation have to be taken into account. We assume that the detection units, which weigh approximately 126 kg, will travel approximately 1700 km from the factory (located in Xi’An, Shaanxi Province, China) to the final site (close to Dunhuang, Gansu Province, China). The exact type of vehicle to be used has not been decided yet; however, as there is no major infrastructure for freight transportation connecting these cities except road, the transportation will most likely happen by truck. We chose an emission factor of 0.07 kgCO₂e/km for truck transportation. This is an average value from the ADEME Carbon Data Base [13] and only serves as an order of magnitude estimate.

For GRANDProto300, the total weight is 37.8 t. The total transportation of GRANDProto300 will emit around 4.5 tCO₂e.

7. Emission projections of the whole GRAND project

In the previous sections we presented the emissions over the period 2015 – 2020 in order to define the main sources of GHG emissions of the GRAND project. In this section, we present the estimates for the upcoming years and the next stages of the project. The estimates are computed in a Business as usual scenario, assuming that no specific actions are taken by the collaboration.
to reduce its carbon footprint, and that the number of collaborators in GRAND increases as presented below, and in Fig. \[\text{1}\]. This scenario allows us to compare the impact of different actions that could be implemented to mitigate the GHG emissions.

The projections bear large uncertainties, and should be viewed as order-of-magnitude estimates. Besides, even though we try to reflect the reality of the evolution of the experiment, unforeseen changes may occur in the future.

In the projection calculations, two types of emission sources stand out: those depending on the number of GRAND collaboration members (e.g., collaboration meetings, electronic devices), and those depending solely on the project (e.g., hardware, data transfer).

The growth of the GRAND collaboration is foreseen to reach \(\geq 400 \sim 1000\) members (see Section 2.1). As we see in the following section, we find that these numbers only have a limited influence on the total GHG emissions of the GRAND project. We thus present the upper limits derived from the 400 member-scenario in the next sections.

The three main stages of the experiment, GRAND-Proto300, GRAND10k, GRAND200k, as pictured in Fig. [1], are assumed to last for 5, 10 and 10 years respectively. This last figure is conservative, as most large-scale ground experiments run for more than 10 years (e.g., the Pierre Auger Observatory [35]). In our calculation of the emissions for each stage, we only take into account the emissions due to the deployed hardware and the emissions occurring during the years of operation. The yearly emissions from the collaboration members prior to 2021 are not taken into account.

7.1. Travel

The emissions related to collaboration meetings and “other” purposes (e.g. participation to conferences, visits) identified in Section 2.1 will grow roughly proportionally to the size of the collaboration. We estimate the yearly emissions per person in the collaboration for collaboration meetings and “other” purposes, by calculating the average emissions per person and per year over the period 2015-2019. Emissions due to travelling to collaboration meetings and other purposes amount respectively to 0.6 tCO\(_2\)/person/yr and 0.5 tCO\(_2\)/person/yr. Those numbers are calculated on average and take into account every collaborator of GRAND. The emissions for the three main stages of the experiment can then be calculated by multiplying these rates by the corresponding number of members and the number of years.

The emissions related to on-site missions do not depend on the number of collaborators, as only a limited number of members are needed for on-site missions, whatever the stage of the project (GRANDProto300, GRAND10k or GRAND200k). For on-site missions, the emissions are more influenced by the different experimental stages: in particular by the number of units deployed, the number of sites, and their distance from one to the other. On-site missions are also expected to have a higher impact on the carbon footprint at later stages as the different sites for GRAND200k might be located on different continents. Due to the current high uncertainty related to the future location of the site, we chose not to take that effect into account.

We estimate yearly emissions of on-site missions by averaging the emissions calculated over the years 2015-2019. The yearly rate corresponds to 51.3 tCO\(_2\)/year for the collaboration. In order to derive projections for the three stages of GRAND, we assume that this benchmark rate will remain constant during the years of operation of GRANDProto300, will double during GRAND10k, and will be multiplied by 10 during GRAND200k. The GRAND10k phase will roughly be an extension of the existing GRANDProto300 site, hence no drastic increase in on-site missions is expected. At the final stage of the project, about half of the 10 – 20 sub-arrays will be deployed in China and the rest will be deployed worldwide. Adequate experimental sites will have to be searched, implying a large increase in on-site missions.

These assumptions lead to the proportions presented in the first row of Fig. [10]. One can notice that each of the three travel purposes take up about 1/3 of the travel emissions for the first two phases of the project, whereas on-site missions prevail in the last phase. These pie charts show the importance of taking actions on all three items in order to reduce the impact of travelling. The logistics should also be carefully planned in the global GRAND200k stage, in order to minimize the number of on-site missions.

7.2. Digital technologies

The emission projections presented in this section are highly dependent on technological change. We present the proportions of emissions related to the different digital sources for the three main stages of the GRAND project, in the middle row of Fig. [10]. Below, we mention the assumptions made in order to calculate these projections.

7.2.1. Electronic devices

Projections for electronic devices are proportional to the size of the collaboration. For projections, we use the emission factors presented in Part 5. In the Business
Figure 10: Projected distribution of GHG emissions related to transportation (top), digital (middle), hardware (bottom) for GRANDProto300, GRAND10k and the full GRAND array. The title of each graph indicates the total amount of emissions due to each source and each experimental stage. These emission rates should be viewed as orders-of-magnitude estimates due to the large uncertainties inherent to projections and to emission factor estimates.
as usual scenario, we suppose that the lifetime of the devices is still the shortest presented in Table 1. The middle row of Figure 10 shows that the contribution of electronic devices remains limited among the digital emission sources. This stands even when assuming a strong increase in the collaboration size.

7.2.2. Simulations and data analysis

Projections for numerical simulations and the related use of CPU time are difficult to make as they are dependent on the way scientists carry out research. Making projections for future years is highly hypothetical and uncertain. Moreover, the electricity intensity of Internet data transmission is dependent on the year, as digital technologies are changing fast. Therefore emissions computed in 2020 will have to be revised later in order to have a more accurate estimate, as the project will be fully deployed in the 2030s.

There are several factors that can influence the future use of CPU time for simulations: the number of local groups that run simulations for their own research, the first results from GRANDProto300 that will call for more simulations (or not), the level of accuracy needed for the simulations, the number of people that will work on those simulations, etc.

The current members involved in the GRAND simulations estimate that about 6 M hours CPU will be needed overall for GRANDProto300. For the next phases, it is likely that the same library can be used, resorting for instance to interpolation and semi-analytical tools that are being developed \[36, 37\]. How much CPU will be used (as well as how many new simulations will be needed) would then depend more on how many studies are being pursued (i.e., how many people work on the project) rather than on the number of antennas in the array. We will hence start from the hypothesis that the GHG emissions from simulations correspond to 26.9 tCO\(_2\)e (6 M hours CPU) for GRANDProto300 and scale with the size of the collaboration for the next stages. More discussions can be found in Section 8.2.2.

For data analysis on the other hand, one expects that the volume of data to be analyzed would scale along with the size of the experiment (i.e., the number of antennas). Indeed, the signal extraction requires the full data to be scanned and the corresponding CPU-time will scale with the data volume. The further layers of more "science-driven" data analysis would scale with the number of collaboration members, but this can be considered as a second-order effect. In order to make projections, we have scaled the GHG emissions from data analysis in GRANDProto300 (see Section 5.3) to the GRAND10k and GRAND200k phases.

7.2.3. Data transfer and storage

As shown in Section 5, data transfer and storage is an important source of GHG emission for the GRAND project, especially if raw data is transferred and stored. The data volume in the future will mainly scale with the number of detection units that will be deployed, which are already defined for each step of the project (300, 10k, 200k for GRANDProto300, GRAND10k, GRAND200k respectively). This yields a gigantic volume of 2 EB/yr (exabytes/yr) of raw data to store and transfer for the 200k antenna stage.

Starting from the 10k phase, a data center will be built on-site in order to directly process and reduce the data storage. For instance, for the radio-astronomy data, by adding the signals incoherently over the antennas (as opposed to performing heavy Fast-Fourier-Transform-type operations to phase the signals) and storing only the sum (as opposed to keeping the individual signal for each antenna), we can divide the volume of data by the number of antennas, and expect to gain 4 orders of magnitude in volume for GRAND10k. For GRAND200k, the gain would also be of 4 orders of magnitude, as it is limited by the size of each sub-arrays (of \(\sim 10^4\) antennas each), over which the information can be added.

As done in other radio experiments with large amounts of data processing, the data will be classified according to the treatment they have undergone. Raw data (D0) will be quickly processed and erased after a few months. A class of data with a first layer of reduction (D1) will be stored in a cloud until the end of a given observation program, and another class will be archived (D2). The reduction from D0 to D1 will thus happen on-site, D1 to D2 will be done in a nearby data center, in the country of each 10k sub-array, and only D2 will be transferred worldwide.

In practice, D2 will mostly correspond to the data "necessary for astroparticles" that were mentioned at the end of Section 5.4. The data to be transferred and stored will then be considerably reduced to 1 PB/yr for GRAND10k and 20 PB/yr for GRAND200k compared to a simple scaling from GRANDProto300 emissions.

We calculated our estimates for the GRAND10k and GRAND200k stages of the project assuming that the reduced data will be transferred and stored in 3 different places.

Figure 10 shows that even with data reduction at GRAND10k and GRAND200k stages, data transfer and storage are the major sources of GHG emissions among the digital emissions.
A great caution should be applied however to the emissions projections presented, as the electricity intensity of data transmission changes upon time along with technology changes. For example, Ref. [26] finds that the electricity intensity of data transmission has decreased by half approximately every 2 years since 2000. One should also keep in mind the emission goals set by the Paris agreement will have to cause a significant change in the GHG emission of our electricity almost anywhere in the world. For conservative purposes, we have not taken those changes into account.

From another perspective, the construction of an on-site data center will imply large emissions to bring that much electric power in such a remote place. The emissions related to the center have not been estimated as the type and size of the data center are currently unknown.

7.2.4. Hardware equipment

The projections for hardware equipment are proportional to the quantity of units deployed. Each unit will likely be lighter than the current ones, which will lead to the use of less raw material such as stainless steel (see Section 8). Still, this potential trend is not taken into account in our projections, as we always choose the more conservative option. Figure 10 shows that stainless steel is by far the most emitting item among hardware equipment and their transportation. The emission proportions are almost identical throughout the 3 stages of the project, which results from the scaling that we have performed on the detection unit numbers.

7.2.5. Hardware transportation

For the final stage of the project, where sub-arrays will be located throughout the world, the transportation of the antennas over different continents will also have to be taken into account, unless most of the production can be done in the country hosting the sub-array.

Realistic projections are difficult to make as the location of the sub-arrays will only be decided in the coming years. To give an indication, we have extrapolated the hardware transportation emissions of the GP300 phase to 200k antennas, assuming a local production and that the units would all be hauled by truck over distances similar to Xi’An-Dunhuang. For GRAND10k the emissions will amount to 149 tCO\textsubscript{2}e and for GRAND200k it will represent 3,000 tCO\textsubscript{2}e.

The extrapolation is proportional to the number of units, as transportation emissions are proportional to the quantity of units hauled. Even though the different sites of GRAND200k will be around the world, we assume that the distance traveled by the equipment will be the same on each continent and be covered by truck.

As a consequence this extrapolation incorporates high uncertainties in terms of distances and modes of transportation.

7.3. Overall emissions and their distribution

We merge the projections obtained for the three types of emissions (travel, digital, hardware) and present a global distribution of the emissions in Figure 11 for the three stages of the GRAND project.

These three stages have highly different emission scales, with two orders of magnitude more emissions at the final GRAND200k stage, compared to the prototyping stage. This results from the sheer size of the experiment (the number of detection units). As an illustration, the 13,400 tCO\textsubscript{2}e/year emission estimate of the GRAND200k phase represent about 7900 Paris-Dunhuang return flights. Another comparison can be made with car manufacturing, which emits roughly 15 tCO\textsubscript{2}e per car [38]: the emissions from GRAND200k per year corresponds to that of the production of less than 1000 cars.

One can notice the shift in the prevalence of the various emission sources (travel, digital and hardware) for the three stages of the project. For the small-scale prototype GRANDProto300, digital emissions prevail followed by travel, while for GRAND10k, the three types of sources become equally important. Finally, for the final GRAND200k stage, hardware equipment prevails, stainless steel being the major emitter.

8. Action plans

In view of the results presented above, several actions were discussed within the GRAND collaboration in order to limit the GHG emissions of the project. In the future, a strong focus will be put on the major emission sources, namely on the use of stainless steel and on data transfer and storage. However, as of today, a focus should also be put on travel, as it constitutes one of the main emission sources of the small- and mid-scale stages of the project. Besides, it is our belief that mitigation measures should be taken on all possible fronts. Therefore action plans are discussed on most items evaluated in this study, as detailed in the next sections. Following these ideas, the collaboration will aim at establishing in the near future a GRAND Green Policy, which each member will be encouraged to follow to reduce the collective carbon footprint.
8.1. Travel

8.1.1. On-site missions

On-site missions constitute the prevailing emission source among other travels related to GRAND. Although it might be the item on which one has the least leverage, as they are essential to the experimental operations, there is some room for actions.

While the experiment is being designed, deployed and tested, a handful of international specialists are required to go in the field and work on the equipment. However, once the experiment is operational, routine checks and the resolution of technical problems can be performed by a dedicated technical staff.

Hence, one way to reduce the distances traveled would be that most of these on-site missions be performed mainly by colleagues from Chinese institutes, who work closer to the site. On-site missions could also last longer, with possibly engineers living several months in the nearest city (Dunhuang, Gansu Province). If they cannot stay longer due to experimental/weather/personal reasons, these travels could be combined with other missions such as visits to Chinese institutes, small group workshops, collaboration meetings, conferences.

Our Business as usual scenario hypothesis is that the number of on-site missions would be scaled up by an order of magnitude for GRAND200k. It is highly unclear whether this number is realistic, as it will depend on the involvement of the members of each country where the sub-arrays will be installed. If the on-site missions can be mostly performed by local colleagues, this could drastically reduce the emissions of the final stage of the project.

8.1.2. Collaboration meetings and other travels

Setting an action plan for the other travel purposes (collaboration meetings, conferences, visits...) is also necessary. For students and postdoctoral scholars, networking may often be perceived as a sine qua non for a successful career. Reference [39] shows however that the amount of air traveling does not necessarily translate into academic performances. Indeed, more and more research members agree with the necessity to reduce flying. For example, the poll carried out among a representative sample of the research community in France in 2020 reveals that almost two thirds of the respondents are ready to reduce their flights to attend conferences, meetings or congresses [40]. The COVID-19 pandemic has led the research community to experiment virtual meetings and conferences and analyse their impacts in various respects including attendance and carbon emissions [3, 21, 22].

In order to reduce the emissions related to conferences where GRAND results are presented, the collaboration could prioritize sending members geographically close to the location of the conferences. One could also consider limiting the total number of conferences to be attended per year to present GRAND results.

As for reducing the carbon impact of collaboration meetings, several ideas could be implemented:

1. Choosing a location which is less carbon emitting by running an algorithm knowing the geographical location of each member [41].
2. Holding a virtual meeting one year out of two, using virtual tools such as Mozilla Hub [42] for coffee breaks.
3. Instead of a completely virtual meeting, hold a hybrid multi-hub meeting, setting up continental hubs (e.g., Europe, China, US, Brazil) where members gather, and communicate virtually between the hubs.
as it has already been done \cite{43,44}.

The last two actions should help to cut the emissions due to collaboration meetings by a factor $1.5 - 2$.

Moreover, on a different note, collaboration meetings could be made low-waste (in particular in terms of glasses, cutlery, plates) and could offer only vegetarian buffets.

### 8.2. Digital

#### 8.2.1. Data transfer and storage

Digital is one of the major sources of emissions in the project, with data transfer and storage being the most emitting ones. With the proposed scheme of data storage and transfer (Section 7.2.3), the collaboration is planning to drastically reduce the volume of data to be archived.

Data transfer worldwide to the final cloud storage data centers could be reduced by hard-copying them on hard-drives and by mailing/shipping them to the centers. It is interesting to notice that flying the data by plane 4 times a year would be many orders of magnitude less carbon-emitting than transferring the data online. However, while this comparison is true today, electricity in 2030 could be produced by more renewable resources in Europe and China at least, which will have an impact on the emission factor of electricity. While the emission factor of electricity is likely to decrease, the emission factor of plane will probably remain high, and transferring data by plane could not be the best option in the next years.

In the future, it is likely that the emission factor for the electricity intensity of data transmission decreases, because electricity will be less generated by fossil fuel power plants. The cloud storage systems may become more efficient and less consuming. The collaboration will also work on the best solutions for data reduction, in order to store the maximum of relevant information at different levels, while reducing the volume of data to be archived.

One idea to reduce the emissions related to data storage is to store in data centers of countries where the emission factor of energy is low. For example, in France, the emissions related to the storage of all GRANDProto300 data would be 16.8 tCO$_2$/e, to be compared with the value of 153.6 tCO$_2$/e presented in section 5.5 which uses the global energy emission factor estimated in 5.4.

#### 8.2.2. Numerical simulations

Numerical simulations represent a large share of the emissions in the GRANDProto300 phase. In the next phases, this source becomes less important because it scales as the size of the collaboration. In order to limit the number of simulations run by different members and the related CPU time, the collaboration is setting up a common simulation data library.

On top of the possible actions already mentioned in Section 5.3, migrating some parts of the codes to more efficient hardware is another possibility as well (e.g. GPUs). However, such solutions require development time. Since the allocation of CPU time can be generous in superclusters, scientists tend to use the brute force time-consuming (hence carbon-emitting) methods whenever feasible. Note however that human time is carbon-emitting as well, and one year development time in order to make codes more efficient might be not negligible in terms of GHG emissions. Encouraging the use of more efficient languages than Python, a commonly used language among astrophysicists, could also substantially reduce the emissions (by more than an order of magnitude), as discussed in Ref. [45].

One important action would be to educate the collaboration members about the carbon cost of simulations, and to give them incentives to weigh the cost/benefit of their simulation runs. This could be enforced by making members ask for clearance from the collaboration to run very CPU expensive tasks on collaboration managed resources, by giving scientific justification.

#### 8.2.3. Electronic devices

Finally, concerning electronic devices, the collaboration could add a recommendation to use devices longer in the GRAND Green Policy. As can be clearly seen in Table 1 using a laptop 1.5 year longer could depreciate the emissions of $\sim 30\%$.

### 8.3. Hardware

By definition, the hardware equipment relies strongly on technologies and on their changes. By the 2030s, it is clear that the energy production and storage technologies will have changed. Solar panels and batteries will be likely smaller, more efficient, and less carbon-emitting. Recycling processes will also be different. One important challenge for the collaboration will thus be to stay alert to innovations concerning solar panels and batteries, and to be flexible in the design of the next generation equipment, so as to be able to integrate any improved device.

Before entering any hardware production phase, the collaboration should carefully balance the environmental cost of the materials used, their recyclability and establish a recycling plan. For example, stainless steel remains the favorite material, as it is durable, sustainable and its recycling rate in China is around 70% [46]. Lead-acid batteries have an important environmental impact, and lead is classified as the one of the top heavy metal pollutants in China. However, around 30% of the primary
lead production can be avoided with proper management of the old lead-acid batteries [47]: the implementation of a recycling plan will be crucial for GRAND.

Recycling can be either included in the contract signed with the owner of the experimental site, or the collaboration could directly establish a contract with recycling companies. The administrative details will be discussed within the collaboration. Another key point that the collaboration wishes to carefully monitor is the working conditions under which the equipment is produced. This ethical point will also be considered prior to the production phase.

The electronic parts of the antennas will be optimized and the power consumption of the data acquisition system will be largely reduced in the next stages of the project. This, combined with more efficient solar panels to be developed in the coming years implies that the hardware size and weight will be reduced. The triangular box harboring the electronic system will become smaller and lighter. As of today, it is difficult to give a reliable estimate of the reduction rate. Figure 11 shows that stainless steel is the main source of emissions for GRAND10k and GRAND200k. The fact that a considerable reduction of stainless steel emissions can also be considered in the future stages is promising.

Finally it is important to mention that hardware transportation across the world has not been added to our projections. Although hardware transportation represents a minor share in the total emissions of the GRAND-Proto300 and GRAND200k phases, worldwide shipping could considerably boost the importance of this emission source. The weight of stainless steel could be reduced, as discussed above, which would also help to reduce the related transportation emissions. Hardware transportation will have to be carefully monitored, and the collaboration should discuss for example if production has to happen in China or could be done locally in the countries hosting the sub-arrays. When possible, low-carbon emitting transportation should be used for long distances across countries.

9. Conclusions and perspectives

Large-scale astrophysics experiments are a collection of carbon emitting sources and practices, in particular through extensive travels, massive digital usage and hardware production and deployment. Scientists have a duty to set an example for climate actions. It is hence important to evaluate and discuss the carbon footprint of the experiments that are being projected, and endeavor to reduce it.

In this paper we have carried out a pioneering estimate of the global GHG emissions of a large-scale Astrophysics experiment: GRAND. The Giant Array for Neutrino Detection (GRAND) project aims at detecting ultra-high energy neutrinos with a 200,000 radio antenna array over 200,000 km$^2$. The total array will be split into ~20 sub-arrays of 10,000 antennas each, located at different sites worldwide.

We calculated the emissions related to three unavoidable sources: travel, digital technologies and hardware equipment. We find that these emission sources have a different impact depending on the stages of the experiment. Digital technologies, and to a lesser extent travel, prevail for the small-scale prototyping phase (GRAND-Proto300), whereas hardware equipment (material production and transportation) and data transfer/storage largely outweigh the other emission sources in the large-scale phase (GRAND200k). In the mid-scale phase (GRAND10k), the three sources contribute equally.

We caution that the numbers brought in this study are order-of-magnitude estimates which serve to balance the choices and priorities of the GRAND collaboration to reduce its emissions. The estimates are subject to large uncertainties, and the projections presented are expected to vary widely, due to unforeseen experimental, technological and also human, societal changes. It is our hope that the scientific and technological progress that will take place in the next decade will reduce the emissions from the hardware equipment and the digital technologies of our project.

Still this study highlights the considerable carbon footprint of a a large-scale Astrophysics experiment. This should however be put in perspective, and compared with the emissions related to the production of everyday life items: the yearly emissions related to GRAND would amount to less than that of the manufacturing of 1000 cars.

The GRAND project being still in its prototyping stage, the study provides guidance to the future collaborative practices and instrumental design in order to reduce its carbon footprint. There is room for improvement of the overall carbon footprint. Various types of actions may be implemented to mitigate it at all stages of the project deployment.

Travel emissions may be reduced by encouraging local collaborators to perform the on-site missions or by having international collaborators stay longer on the site of the experiment; they may also be reduced by optimizing collaboration meetings, through optimizing the location of the meetings, limiting the number of attendees from the collaboration, opting for some virtual meetings, and combining virtual and physical meetings. This discus-
sion about collaboration meetings is similar to that being held by the Astrophysics community [1, 2, 3, 4, 5].

Options to reduce digital emissions include the reduction in the volume of data to be archived. The collaboration is already developing data reduction strategies to reduce the carbon footprint of data transfer and storage by 4 or 5 orders of magnitude. As for the emissions from simulations and data analysis, the challenge is to reduce the millions of CPU hours projected to be spent yearly. Incentives to weigh the cost/benefit of the simulations runs may contribute to lower the carbon footprint in the years to come.

Mitigating the emissions from manufacturing and hauling the hardware equipment will be a top priority for the design of the GRAND200k phase, as these emissions are projected to weigh most in the carbon footprint of GRAND200k phase. It is about balancing the environmental cost of the materials used for the antennas, the solar panels and the batteries, establishing a recycling plan, and monitoring the transportation from the production sites to the array-sites.

The GRAND collaboration is planning to take several actions in response to this study. The various action plans proposed for each emission source will be documented in a GRAND Green Policy, which each collaboration member will be encouraged to follow, in order to reduce the collective carbon footprint.
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Appendix A. Electricity emission factors of various countries

We present in Table A.2 the different energy mixes for the countries that host GRAND collaboration members [13]. Some of these numbers are used in this work for the calculation of the emissions from numerical simulations (Section 5.3). France has a low-carbon electricity mix owing to its nuclear fleet, and Brazil thanks to hydropower and other renewables. In the other countries presented in this table, energy is primarily sourced by fossil fuel.

Appendix B. Global internet electricity emission factor estimate

In Section 5.4, we calculate the GHG emissions produced by data transfer via the Internet. The emission factor for data transmission is dependent on the energy mix used. As there is no data for the energy mix of the electricity used for the Internet, which is a global phenomenon, we chose to compute our own electricity emission factor using the distribution of data centers across the world. This distribution is documented in Ref. [48]. We chose to focus on the 6 countries which host the majority of data centers in number (we did not take into account the size of these data centers). The number of data centers, their world share (number of data centers divided by the total number worldwide, in percentage), and the electricity emission factor corresponding to the country [13] are indicated.

| Country    | Electricity emission factor [kgCO₂e/kWh] | Data center number | World share |
|------------|-----------------------------------------|--------------------|-------------|
| USA        | 0.522                                   | 1778               | 38%         |
| UK         | 0.457                                   | 272                | 3%          |
| France     | 0.0571                                  | 154                | 3%          |
| India      | 0.912                                   | 149                | 3%          |
| Australia  | 0.841                                   | 117                | 2%          |
| Netherlands| 0.415                                   | 113                | 2%          |

Table B.3: List of the 6 countries hosting the majority of data centers in the world (in number, not taking into account their size) used to calculate a global electricity emission factor of the Internet. The number of data centers, their world share (number of data centers divided by the total number worldwide, in percentage), and the electricity emission factor corresponding to the country are indicated.
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