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An efficient algorithm and its corresponding VLSI architecture for the critical-band transform (CBT) are developed to approximate the critical-band filtering of the human ear. The CBT consists of a constant-bandwidth transform in the lower frequency range and a Brown constant-Q transform (CQT) in the higher frequency range. The corresponding VLSI architecture is proposed to achieve significant power efficiency by reducing the computational complexity, using pipeline and parallel processing, and applying the supply voltage scaling technique. A 21-band Bark scale CBT processor with a sampling rate of 16 kHz is designed and simulated. Simulation results verify its suitability for performing short-time spectral analysis on speech. It has a better fitting on the human ear critical-band analysis, significantly fewer computations, and therefore is more energy-efficient than other methods. With a 0.35 μm CMOS technology, it calculates a 160-point speech in 4.99 milliseconds at 234 kHz. The power dissipation is 15.6 μW at 1.1 V. It achieves 82.1% power reduction as compared to a benchmark 256-point FFT processor.
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1. INTRODUCTION

Spectral analysis is one of the most fundamental operations in the field of acoustic and speech signal processing. It transforms the time-domain acoustic signal into a frequency-domain spectrum. Some traditional methods, such as fast Fourier transform (FFT), short-time Fourier transform, and filterbank (a group of bandpass filters), have been widely used in academia and industry. These methods usually have a constant frequency resolution. However, psychoacoustical studies show that the human ear performs spectral analysis on the acoustic signal in the form of a filterbank with nonuniform critical bandwidths [1]. For wide-band speech with a bandwidth of 8kHz, there are 21 critical bands for the Bark scale described by Zwicker [2] and 24 bands for the Mel scale [3]. An interesting finding is that, the bandwidths of the critical bands with center frequencies below a certain frequency are approximately constant. The bandwidths are around 100 Hz below 500 Hz in the Bark scale and below 1 kHz in the Mel scale. Above 500 Hz in the Bark scale or 1 kHz in the Mel scale, the bandwidths increase as the center frequencies increase, while the Q factors of these bandpass filters are approximately constant. Motivated by the human auditory perception model, many methods have been developed to approximate the critical-band analysis. These methods provide advantages over other traditional ways in speech applications, especially in the fields of speech recognition, speech coding, and speech enhancement.

In the past two decades, various schemes to implement critical-band analysis [4–10] have been proposed for speech applications. These methods can be classified into four main approaches: (i) direct digital implementation of the critical-band filterbank, (ii) FFT method, (iii) constant-Q transform (CQT) method, and (iv) wavelet packet transform (WPT) method. The direct implementation of the critical-band filterbank provides good results in the application of speech recognition [4]. In the FFT method, the spectral magnitude of each critical band is obtained by calculating the weighted sum of the FFT magnitude coefficients within the critical band in questions. However, this method requires extra postprocessing in the FFT spectrum. Some typical applications of the FFT method include audio coding [5] and
speech recognition [6]. One of the CQT methods [7] uses constant-Q filters to approximate the critical-band filtering in the high frequency range. In the lower frequency range, the constant-bandwidth coefficients are obtained by summing the constant-Q filters coefficients within each constant-bandwidth band in question. The CQT method in [8] employs the chirp z-transform to approximate the critical-band filtering in the higher frequency range. It uses the FFT to compute the constant-bandwidth coefficients in the lower frequency range. The above methods give a close approximation to the critical-band scale but they are computationally expensive and involve complex hardware architectures. A new approach based on the fast orthogonal WPT (OWPT) was proposed for the applications of speech coding, speech enhancement, and speech recognition [9, 10]. This method uses a tree structure to decompose the input speech signal into the approximated critical bands. However, the disadvantages are the high hardware complexity, and inaccurate approximation to the critical-band scale.

Recently, low-power VLSI speech systems, such as speech recognizers and speech coders, have many promising applications in large volume battery powered portable products, such as personal digital assistants, communicators and smart toys. The front-end spectral analysis in speech applications, such as the FFT, filterbank and critical-band analysis methods, is both computation intensive and memory intensive, which may consume significant power [11]. The existing CBT methods are not suitable for low-power VLSI realization because of the high computation complexity and high hardware complexity. Therefore, there is a need to design an efficient spectral analyzer for low-power speech systems.

In this study, we develop an efficient critical-band transform algorithm and an architecture for approximating the critical-band filtering of the human ear [12]. The novel CBT scheme has a smaller on-chip memory requirement than the other methods. It also needs fewer computations and less memory access. The proposed VLSI architecture uses a parallel and pipeline structure to increase the throughput. Therefore, a lower supply voltage and a slower clock frequency can be used to achieve significant power reduction.

The remainder of the paper is divided into five sections. Section 2 describes the critical-band transform algorithm. Section 3 presents the short-time spectral analysis of two typical speech phonemes by a 21-band Bark scale CBT. The VLSI architecture and circuit design are presented in Section 4. We evaluate the efficiency of the architecture by designing and simulating the 21-band CBT processor [13], and comparing it against a benchmark 256-point FFT processor we designed. In Section 5, circuit simulation results are reported and discussed. Finally, conclusions are given in Section 6.

2. THE PROPOSED ALGORITHM OF THE CRITICAL-BAND TRANSFORM

Based on the observation of the critical-band scale depicted in Section 1, a novel critical-band transform algorithm is proposed to approximate the critical-band filtering of the human ear. It consists of two transforms: a constant-Q transform (CQT) in the higher frequency range and a constant-bandwidth transform (CBWT) in the lower frequency range. In this study, the Bark scale is approximated.

The Brown CQT algorithm [14] is employed in the proposed CBT. The results in this study show that the Brown CQT with low Q values is a suitable algorithm for speech signal processing. The Brown CQT is also more efficient than the other constant-Q analysis methods. From the discrete short-time Fourier transform, Brown derived an efficient constant-Q transform with a constant ratio of center frequency to frequency resolution (Q). It is known that the resolution Δf of the DFT is equal to the sampling rate divided by the window size (the number of samples analyzed in the time domain). In order to achieve a constant Q, the window size in the Brown CQT varies inversely with frequency. The frequency resolution decreases while the center frequency increases. By choosing a suitable Q value, Brown CQT can achieve a close fitting to the critical bandwidths in the higher frequency range.

The CBWT in the proposed CBT is implemented by using the Brown CQT with a constant window length. The CBWT is formally expressed as

\[ X[k_{cw}] = \frac{1}{N_c} \sum_{n=0}^{N_c-1} w[n]x[n] \times \exp \left\{ -j2\pi Q_{kcw} \frac{n}{N_c} \right\}, \quad k_{cw} = 1, 2, \ldots, n_{cw}. \]  

The window size \( N_c \) in the CBWT is constant, while the window size varies for different bands in the original Brown CQT. However, the \( Q \) value, \( Q_{kcw} \), in the Brown implementation of the CBWT is not constant. The \( Q_{kcw} \) is different for \( n_{cw} \) constant bandwidths of the CBWT.

In the CBWT, the window size is equal to the sampling rate SR divided by the frequency resolution of 100 Hz,

\[ N_c = \frac{SR}{\Delta f_c} = \frac{SR}{f_{kcw}} = \text{const}. \]  

In accordance with the Brown CQT, the CBWT is normalized by dividing it by \( N_c \). The center frequency \( f_{kcw} \) of the \( k_{cw} \)th spectral component varies linearly with \( k_{cw} \), and is given as

\[ f_{kcw} = f_{\text{min}} + \Delta f_c (k_{cw} - 1), \]  

where \( f_{\text{min}} \) is the minimum center frequency in the lower frequency range. The center frequency in the Brown CQT is exponential in \( k_{cq} \).

As both the CQT and CBWT in the CBT can be expressed in the Brown CQT form, the proposed CBT is expressed as follows:

\[ X[k_{cb}] = \begin{cases} X[k_{cw}], & k_{cb} = k_{cw} = 1, 2, 3, \ldots, n_{cw}; \\ X[k_{cq}], & k_{cb} = k_{cq} = n_{cw} + 1, \ldots, n_{cw} + n_{cq}, \end{cases} \]  

where \( n_{cw} \) and \( n_{cq} \) are the numbers of critical bands in the lower and higher ranges, respectively. The CBT covering the whole
The high frequency range of CBT can be rearranged into one equation as

\[
X[k_{cb}] = \frac{1}{N[k_{cb}]} \sum_{n=0}^{N[k_{cb}]-1} w[k_{cb}, n] x[n] \times \exp \left\{-j2\pi Q_{kcb} \frac{n}{N[k_{cb}]} \right\},
\]

where \(X[k_{cb}]\) is the \(k_{cb}\)th spectral component of the CBT. Here, \(x[n]\) is the discrete-time input speech signal and \(w[k_{cb}, n]\) is a window function for each critical band. The length of each window is \(N[k_{cb}]\).

The fixed bandwidth in the low frequency range and constant-Q bandwidths in the higher frequency range are defined as

\[
\Delta f_{kcb} = \begin{cases} 
\Delta f_c = 100, & k_{cb} = 1, 2, \ldots, n_{cw}; \\
(2^{1/3})^{[k_{cb}-(n_{cw}+1)]} \times \Delta f_{\text{minq}}, & k_{cb} = n_{cw} + 1, \ldots, n_{cw} + n_{cq}, 
\end{cases}
\]

where \(s\) is the number of constant-Q bands per octave. The \(k_{cb}\)th center frequency is given by

\[
f_{kcb} = \begin{cases} 
\sum_{j=0}^{n_{minq} - (n_{cw}+1)} (2^{1/3})^{j}, & k_{cb} = 1, 2, \ldots, n_{cw}; \\
\sum_{j=0}^{n_{minq} - n_{cw} - 1} (2^{1/3})^{j}, & k_{cb} = n_{cw} + 1, \ldots, n_{cw} + n_{cq}. 
\end{cases}
\]

Note that 50 Hz is chosen to be the center frequency of the lowest critical band. \(f_{\text{minq}}\) and \(\Delta f_{\text{minq}}\) are the minimum center frequency and bandwidth in the higher frequency range, respectively.

The Q factor of the CBT, \(Q_{kcb}\), is therefore described by

\[
Q_{kcb} = \frac{f_{kcb}}{\Delta f_{kcb}} = \begin{cases} 
f_{kcb} \frac{1}{100}, & k_{cb} = 1, 2, \ldots, n_{cw}; 
Q_{cq} = \frac{1}{(2^{1/3} - 1)}, & k_{cb} = n_{cw} + 1, \ldots, n_{cw} + n_{cq}. 
\end{cases}
\]

In order to reduce spectral leakage, a Hamming window is chosen as the window function \(w[k_{cb}, n]\). The length of each window for each critical band is determined by

\[
N[k_{cb}] = \frac{\text{SR}}{\Delta f_c} = \begin{cases} 
N_{c} = \frac{\text{SR}}{100}, & k_{cb} = 1, 2, \ldots, n_{cw}; 
\left(\frac{\text{SR}}{f_{kcb}}\right) Q_{kcb}, & k_{cb} = n_{cw} + 1, \ldots, n_{cw} + n_{cq}. 
\end{cases}
\]

A comparison between the various parameters used in the CBWT and CQT is given in Table 1. By combining the Hamming window \(w[k_{cb}, n]\) and the exponential part into \(\text{kern}[k_{cb}, n]\), we can compute the critical-band spectrum by only multiplications and accumulations directly from the input speech data and the precalculated coefficients in (10):

\[
X[k_{cb}] = \sum_{n=0}^{N[k_{cb}]-1} x[n] \left\{ w[k_{cb}, n] \frac{1}{N[k_{cb}]} \exp \left\{-j2\pi Q_{kcb} \frac{n}{N[k_{cb}]} \right\} \right\}.
\]

In this paper, a 21-band Bark scale CBT with 5 constant-bandwidth bands (100 Hz), and 16 constant-Q bands (Q = 5.6) is constructed at a sampling rate of 16 kHz. The parameter values are chosen so that the 21-band CBT closely approximates the Bark scale. For the Mel scale, there are 10 constant-bandwidth bands, and 14 constant-Q bands with \(Q = 6.9\).

### 3. Short-Time Critical-Band Analysis on Speech

In this section, the performance of the proposed 21-band Bark scale critical-band transform is evaluated and compared with the OWPT method. Figure 1 shows the degree of approximation to the Bark scale critical bands both for the CBT and for the OWPT methods [9]. It shows that the proposed CBT provides a closer approximation to the Bark scale, especially in terms of the bandwidths. This is because the OWPT method can only divide the bandwidths by a factor of 2.
The 21-band CBT algorithm has been programmed and simulated in Matlab 6.5. A typical utterance “ka” [8] is used in our testing. The syllable “ka” consists of two 600-ms waveforms for “k” and “a,” respectively. The 1200-ms speech spoken by a male talker was recorded in a small room and processed by CoolEdit Pro 2.0 at a sampling rate of 16 kHz. The 21-band CBT uses 1/2-overlap processing on the 160-point segments of the speech. The CBT spectra of the two speech waveforms are shown in Figures 2(a) and 2(b), respectively. The CBT spectra of the speech signal. A clear formant structure of the vowel “a” can be observed from Figure 2(b), with the first and second formant frequencies around 650 Hz and 1100 Hz, respectively. The third formant around 2500 Hz can also be seen. These formant frequencies are the typical features of the vowel “a” [15]. The short-time spectra as shown in Figure 2 for the CBT follow closely those obtained by a 256-point FFT as shown in Figure 3. The proposed CBT is not invertible as the Brown CQT is not invertible [14]. However, it is adequate to show the typical spectral features of the phonemes. In some speech applications, the pitch is ignorable and the higher frequency information is less significant [16]. But the critical-band analysis based on the Bark scale or Mel scale can still capture the phonetically important characteristics of speech. It may work effectively and well in speech recognition [3, 4].

Based on the above analysis and discussion, the proposed 21-band CBT performs spectral analysis of speech satisfactorily. It can be used as an auditory spectral analyzer in speech applications.

4. THE VLSI ARCHITECTURE OF THE CRITICAL-BAND TRANSFORM

In this section, an efficient VLSI architecture is proposed for the critical-band transform. By applying the symmetry property of the CBT coefficients, the number of multiplications is reduced by about 50%. The derived data path can easily be pipelined and parallelized. It is very suitable for an ASIC implementation.

4.1. The VLSI architecture of the critical-band transform

It is observed that there is a symmetry property of the CBT coefficient $k_{cb}$ in (10). The coefficient consists of a real part (the cosine function) and an imaginary part (the sine function). Applying the symmetry property of the cosine function and antisymmetry property of the sine function, the CBT can be rearranged as

$$X[k_{cb}] = \sum_{n=0}^{N[k_{cb}] - 1} x[n] (\cos[k_{cb}, n] + j \sin[k_{cb}, n])$$

$$+ \sum_{n=1}^{M[k_{cb}]} \left( (x[n] + x[N-n]) \cos[j * (x[n] - x[N-n])] \sin \right)$$

$$+ (x[0] + 0) \text{kern}[0], \quad N[k_{cb}] \text{ is odd},$$

$$= \sum_{n=1}^{M[k_{cb}]} \left( (x[n] + x[N-n]) \cos[j * (x[n] - x[N-n])] \sin \right)$$

$$+ (x[0] + 0) \text{kern}[0] + (x[M] + 0) \text{kern}[M], \quad N[k_{cb}] \text{ is even},$$

(11)

where

$$M[k_{cb}] = \begin{cases} \frac{(N[k_{cb}] - 1)}{2}, & N[k_{cb}] \text{ is odd}, \\ \frac{N[k_{cb}]}{2}, & N[k_{cb}] \text{ is even}. \end{cases}$$

(12)

There are two operation modes for calculating the CBT spectrum of each critical band, when the window length is odd and even, respectively. By inserting zeroes into the equation, we can derive the regular expressions as described by (11). Therefore, the number of multiplications and memory usage are reduced by about 50%. These savings contribute significantly not only to the reduction of the memory area but also to the saving of power consumption by frequent
memory access. The data flow of the CBT is derived from (11). As depicted in Figure 4, the CBT spectral magnitude for each critical band is obtained after all the accumulations over a window of input speech samples complete. We denote the addition (or subtraction) and multiplication-accumulation (MAC) process of a pair of data elements as one butterfly operation.

The proposed VLSI architecture of the critical-band transform processor consists of a pipelined data path, a controller, a coefficient ROM, a data input RAM, a data output RAM, and an address generator. In this study, the I/O data and coefficients are expressed in the 16-bit two’s complement fixed-point format. The operation of the processor is partitioned into data I/O process (I/O mode) and CBT computation process (CBT mode).

From the CBT data flow depicted in Figure 4, we propose a two-multiplier and four-adder pipelined data path as shown in Figure 5. The data are processed in two parallel paths. The efficient pipeline and parallel processing makes it possible to utilize the supply voltage scaling approach to achieve significant power reduction [17]. It has three pipeline stages to improve the processing throughput. In the first stage, the input speech samples are processed by the first multiplier and adder. In the second stage, the output of the first stage is processed by the second multiplier and adder. In the third stage, the output of the second stage is processed by the third multiplier and adder. The output of the third stage is the final result of the CBT algorithm.
Table 2: Pipeline table of CBT data path.

| RAM read | First 2 adds | Two multis. | Second 2 adds | — |
|----------|--------------|-------------|---------------|---|
| x[n]     | x[n] + 0     | x[n] × cos  | 2 accumulations| — |
|          | x[n] - 0     | x[n] × sin  |               |   |
|          | read kern    |             |               |   |
| —        | RAM read     | First 2 adds| Two multis.   | Second 2 adds |
| —        | x[n], x[m]   | (x[n]−x[m])×kern | 2 accumulations| cbr, cbi |
|          | read kern    | (x[n]+x[m])×kern |               |   |

Table 3: Last butterfly operation in the pipeline.

(a) When window size \( N[k_{cb}] \) is odd

| RAM read | First 2 adds | Two multis. | Second 2 adds | RAM write |
|----------|--------------|-------------|---------------|-----------|
| x[n], x[m] | x[n]+x[m] | (x[n]−x[m])×kern | 2 accumulations | cbr, cbi |
| x[n], x[m] | x[n]−x[m] | (x[n]+x[m])×kern |               |           |
|          | read kern   |             |               |           |

(b) When window size \( N[k_{cb}] \) is even

| RAM read | First 2 adds | Two multis. | Second 2 adds | RAM write |
|----------|--------------|-------------|---------------|-----------|
| x[n]     | x[n] + 0     | x[n] × cos  | 2 accumulations| cbr, cbi |
|          | x[n] - 0     | x[n] × sin  |               |           |
|          | read kern    |             |               |           |

Figure 5: Proposed pipelined CBT data path.

The proper pipeline processing with the two working modes is controlled by a controller. By multiplexing the data path, CBT spectra are computed one by one from band 1 to band \( n_{ib} \). This controller also supervises the other functional units in the processor for proper operation. The coefficient ROM stores the precomputed CBT coefficients kern, and the I/O RAMs are used to buffer the input speech data and output CBT spectra. Another important functional unit is the address generator, which provides the correct addresses for the I/O RAMs and the coefficient ROM. It consists of the critical-band generator and the address generation unit. The critical-band generator keeps track of which CBT spectrum is being computed. It also provides the controller and the address generation unit with the information of each critical
band, including the number of the butterfly operations, parity of the window size, and the offset values for calculating the correct addresses in the CBT mode. This information has been prestored in the critical-band generator when a particular CBT is determined. The address generation unit generates addresses for the coefficient ROM in CBT mode and for the I/O RAMs in both CBT and I/O modes.

For comparison, we also design a 256-point radix-2 DIT (decimation-in-time) in-place FFT processor based on a single-butterfly architecture, as a benchmark against the proposed CBT processor. The benchmark FFT processor consists of a controller, a coefficient ROM, a data RAM, an address generation unit, and a pipelined butterfly unit with only two multipliers and three adders. The I/O data and coefficients are also represented in the 16-bit two's complement fixed-point format.

The implementation of the butterfly unit is very crucial in the design of a single-butterfly FFT processor. In the literature, there are mainly three methods using different numbers of multipliers and adders to implement the radix-2 DIT butterfly unit. The radix-2 DIT butterfly is described by

\[
C = A + W \times B, \\
D = A - W \times B, 
\]

where \(W\) is the twiddle factor. In (13), \(A\) and \(B\) are the two inputs, while \(C\) and \(D\) are the two outputs. All the variables are complex numbers. By replacing the complex variables with real variables, a fully parallel butterfly structure with four multipliers and six adders in [18] was derived to achieve the highest throughput. The four-multiplier and six-adder butterfly unit computes one butterfly operation every cycle. To reduce the hardware cost, a one-multiplier and two-adder butterfly unit in [19] was proposed to compute one butterfly operation every four cycles by multiplexing just one multiplier and two adders. By considering both performance and cost, the two-multiplier and four-adder implementation provides the best trade off as claimed in [20]. The throughput is two cycles for one butterfly operation, while the control is much simpler.

In the benchmark 256-point FFT processor, we design a two-multiplier and three-adder radix-2 DIT butterfly unit derived from the rewritten butterfly equation (14)

\[
X = B_R \times W_R - B_I \times W_I, \\
C_R = A_R + X, \\
D_R = A_R - X, \\
Y = B_I \times W_R + B_R \times W_I, \\
C_I = A_I + Y, \\
D_I = A_I - Y.
\]

In (14), the subscripts “\(R\)” and “\(I\)” are used to denote the real part and imaginary part of the complex variables, respectively. For simplicity, the \(j\) prefix associated with the imaginary part is omitted. From (14), a rescheduled SFG for the radix-2 butterfly is derived as shown in Figure 6. Based on the SFG, we propose a two-multiplier and three-adder pipelined butterfly unit as depicted in Figure 7. Compared with the two-multiplier and four-adder scheme, it can still achieve a throughput of two cycles with a latency of four cycles, while it has less hardware cost by reducing the number of adders from four to three. It is a good solution with a good trade-off for low-cost speech applications. The proposed two-multiplier and three-adder butterfly unit is employed to compute the butterfly operations recursively in the benchmark FFT processor.

In high-performance applications, such as image, video, and radar signal processing, the pipeline architecture [21] and the parallel architecture [22] using multiple butterfly units are widely used to compute the high-speed long-sized FFT. All these architectures including the single-butterfly methods provide users flexibility to make a trade off between hardware cost and performance, by choosing different numbers of butterfly units to achieve a different throughput for a particular application. However, our study focuses low-cost speech applications. The multiple-butterfly pipeline and parallel architectures are not necessary and too expensive as the performance requirement of speech applications is not high. For example, the array FFT processor designed in [22] uses four butterfly units to compute the FFT. Each butterfly unit consists of two multipliers and four adders. So the hardware cost required by the butterfly units in the array processor is four times that of the single-butterfly architecture. Given the segments of 256-point speech samples at a sampling rate of 16 kHz, the single-butterfly FFT architecture can easily meet the real-time processing requirement. Because of low cost requirements, we chose the single-butterfly architecture to design the benchmark 256-point FFT processor.

4.2. Computation complexity and memory access

Since most of the operations in DSP algorithms involve multiplications and accumulation, the multiplication and addition operations are commonly used to measure the efficiency of DSP algorithms. In this section, the numbers of multiplications and additions are used to evaluate the power-efficiency of the proposed CBT algorithm and architecture.

In the proposed CBT, the number of the complex multiplications is half of the window lengths due to the coefficient symmetry property. The input speech data is always real
and the coefficients are complex. The 21-band CBT involves 1766 real multiplications and 3466 real additions. Both the numbers of real multiplications and real additions in the 256-point FFT are 4096. The OWPT method, using 10-order Daubechies filters, consumes 9216 real multiplications and 3800 real additions in a frame of 64 samples [9]. The number of multiplications in the CBT is 56.9% less than in the FFT, while the saving in the real additions is 15.4%. The reduction as compared to the OWPT is more significant. Recently, the lifting technique is widely used in wavelet transforms to reduce the computation complexity by up to 50% [23]. If the lifting technique is used in the WPT method, the computation is still larger than in the CBT.

In most typical DSP algorithms, frequent memory access is another important contribution to the total power dissipation. Therefore, the memory access of the proposed CBT processor is also compared with that of the 256-point FFT processor in this section. For the proposed 21-band CBT processor, the on-chip memory consists of a 1766-word × 16-bit ROM, a 160-word × 16-bit RAM, and a 42-word × 16-bit output RAM. The 256-point FFT processor requires a 256-word × 16-bit coefficient ROM and a 512-word × 16-bit RAM. The comparison on RAM access is given in Table 4. The CBT requires a total of 2010 read/write RAM accesses. This is in contrast to the 8960 accesses required for a 256-point in-place FFT. The 21-band CBT results in a reduction of 77.6% in memory accesses as compared to the FFT.

5. CIRCUITS SIMULATION RESULTS AND ANALYSIS

The proposed 21-band Bark scale CBT processor and the benchmark 256-point FFT processor are designed by using VHDL. The CBT processor takes 1167 cycles to compute a 21-band CBT. The FFT processor computes a 256-point FFT in 2572 cycles.

Both the CBT processor and the FFT processor are simulated at RTL by using Mentor Graphics Modelsim. They have been synthesized into gate level by the Synopsys design compiler with the AMS 0.35 μm CMOS standard cell library. The estimated areas of the two processors are 2.69 mm² and 9.02 mm², respectively. The estimated maximum clock frequencies are 83.3 MHz and 100 MHz, respectively. In order to estimate the power dissipation, the two processors are simulated at transistor level by Synopsys Nanosim. Simulation at transistor level shows that the CBT processor can still work at a maximum clock frequency of 13 MHz, when the supply voltage is scaled down to 1.1 V. It can achieve real-time processing at 234 kHz. Table 5 lists the percentage dissipation for the different functional units at 234 kHz and 1.1 V. Table 6 shows the estimated power dissipation at 1.1 V when the clock frequency is 234 kHz and 1 MHz, respectively. The CBT processor operates at 50% overlap on 160-point data segments at a sampling rate of 16 kHz.

Table 5 shows that the multiplications and RAM memory accesses consume the largest portion of the total power dissipation, which is 52.1% and 17.6%, respectively. It is shown in Table 6 that the CBT processor can achieve about 95.3% power saving at 234 kHz by scaling the supply voltage from 3.3 V to 1.1 V.

As a benchmark, the 256-point FFT processor can perform real-time processing within 7.7 milliseconds at 322 kHz and 1.1 V. It operates at 50% overlap on 256-point data segments. The FFT processor consumes 87.1 μW per FFT, while the CBT processor consumes only 15.6 μW per CBT.
### Table 5: Power dissipation percentage for different functional units in the CBT processor.

| Functional units            | Address generator | Controller | I/O RAM | ROM | Data path (multiplications) |
|-----------------------------|-------------------|------------|---------|-----|----------------------------|
| Percentage of the total     | 4.6%              | 2.8%       | 17.6%   | 2.9%| 71.3% (52.1%)              |
| power dissipation           |                   |            |         |     |                            |

### Table 6: CBT processor power dissipation simulation results under 1.1 V and 3.3 V.

| Supply voltage (V) | 3.3 | 1.1 |
|--------------------|-----|-----|
| Clock frequency (MHz) | 0.234 | 0.234 |
| Average power ($\mu$W/MHz) | 1413.6 | 66.7 |

## 6. CONCLUSIONS

An efficient algorithm and its VLSI architecture for the critical-band transform have been proposed for speech applications. Comparative studies were conducted to show that the proposed 21-band Bark scale CBT is better than the OWPT and FFT methods in terms of the closeness in approximation to human ear critical-band filtering, computational complexity, and memory access. Simulation results verified its suitability for performing short-time spectral analysis on speech. Circuits design and simulation of the CBT processor and a benchmark 256-point FFT processor verified the power efficiency of the proposed architecture. The proposed CBT algorithm and its architecture are very suited for low-power speech applications.
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Preliminary call for papers

The 2011 European Signal Processing Conference (EUSIPCO-2011) is the nineteenth in a series of conferences promoted by the European Association for Signal Processing (EURASIP, www.eurasip.org). This year edition will take place in Barcelona, capital city of Catalonia (Spain), and will be jointly organized by the Centre Tecnològic de Telecomunicacions de Catalunya (CTTC) and the Universitat Politècnica de Catalunya (UPC).

EUSIPCO-2011 will focus on key aspects of signal processing theory and applications as listed below. Acceptance of submissions will be based on quality, relevance and originality. Accepted papers will be published in the EUSIPCO proceedings and presented during the conference. Paper submissions, proposals for tutorials and proposals for special sessions are invited in, but not limited to, the following areas of interest.

Areas of Interest

- Audio and electro-acoustics.
- Design, implementation, and applications of signal processing systems.
- Multimedia signal processing and coding.
- Image and multidimensional signal processing.
- Signal detection and estimation.
- Sensor array and multi-channel signal processing.
- Sensor fusion in networked systems.
- Signal processing for communications.
- Medical imaging and image analysis.
- Non-stationary, non-linear and non-Gaussian signal processing.

Submissions

Procedures to submit a paper and proposals for special sessions and tutorials will be detailed at www.eusipco2011.org. Submitted papers must be camera-ready, no more than 5 pages long, and conforming to the standard specified on the EUSIPCO 2011 web site. First authors who are registered students can participate in the best student paper competition.

Important Deadlines:

| Requirement                        | Deadline    |
|------------------------------------|-------------|
| Proposals for special sessions     | 15 Dec 2010 |
| Proposals for tutorials            | 18 Feb 2011 |
| Electronic submission of full papers | 21 Feb 2011 |
| Notification of acceptance         | 23 May 2011 |
| Submission of camera-ready papers  | 6 Jun 2011  |

Webpage: www.eusipco2011.org