Atmospheric Light Estimation Based Remote Sensing Image Dehazing

Zhiqin Zhu 1, Yaqin Luo 1, Hongyan Wei 1, Yong Li 2, Guanqiu Qi 3,*, Neal Mazur 3, Yuanyuan Li 1 and Penglong Li 4,5

1 College of Automation, Chongqing University of Posts and Telecommunications, Chongqing 400065, China; zhuzq@cqupt.edu.cn (Z.Z.); S190301035@stu.cqupt.edu.cn (Y.L.); S180301024@stu.cqupt.edu.cn (H.W.); liyy@cqupt.edu.cn (Y.L.)
2 College of Computer Science, Chongqing University, Chongqing 400044, China; yongli@cqu.edu.cn
3 Computer Information Systems Department, State University of New York at Buffalo State, Buffalo, NY 14222, USA; mazurnm@buffalostate.edu
4 School of Geosciences and Info-Physics, Central South University, Changsha 410083, China; lpl@dl023.net
5 Chongqing Geomatics and Remote Sensing Center, Chongqing 401147, China
* Correspondence: qig@buffalostate.edu

Abstract: Remote sensing images are widely used in object detection and tracking, military security, and other computer vision tasks. However, remote sensing images are often degraded by suspended aerosol in the air, especially under poor weather conditions, such as fog, haze, and mist. The quality of remote sensing images directly affect the normal operations of computer vision systems. As such, haze removal is a crucial and indispensable pre-processing step in remote sensing image processing. Additionally, most of the existing image dehazing methods are not applicable to all scenes, so the corresponding dehazed images may have varying degrees of color distortion. This paper proposes a novel atmospheric light estimation based dehazing algorithm to obtain high visual-quality remote sensing images. First, a differentiable function is used to train the parameters of a linear scene depth model for the scene depth map generation of remote sensing images. Second, the atmospheric light of each hazy remote sensing image is estimated by the corresponding scene depth map. Then, the corresponding transmission map is estimated on the basis of the estimated atmospheric light by a haze-lines model. Finally, according to the estimated atmospheric light and transmission map, an atmospheric scattering model is applied to remove haze from remote sensing images. The colors of the images dehazed by the proposed method are in line with the perception of human eyes in different scenes. A dataset with 100 remote sensing images from hazy scenes was built for testing. The performance of the proposed image dehazing method is confirmed by theoretical analysis and comparative experiments.
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1. Introduction

Remote sensing image retrieval requires quick and accurate search of the targeted areas in a large-scale remote sensing image database. Accuracy, efficiency, and robustness are three important requirements that need to be achieved in the implementation of remote sensing image retrieval [1]. Remote sensing images with high quality and clarity are required. Unfortunately, the acquisition process of remote sensing images highly relies on atmospheric conditions [2]. So, it is difficult to ensure both quality and clarity of a remote sensing image during the acquisition process. The remote sensing images acquired in hazy and foggy scenes are usually subject to both significant contrast reduction and noticeable visibility degradation, which cannot satisfy the basic requirements of remote sensing image retrieval.

Fog, haze, and mist as inevitable natural phenomena not only reduce the effectiveness and practicability of remote sensing image retrieval but also seriously affect aerial
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photography [3]. Therefore, haze removal plays an irreplaceable role in remote sensing image and aerial photography related applications. However, haze removal (also called dehazing) is underconstrained, when there is only a single hazy image as input [4]. Haze in nature images and remote sensing images is caused by the same or similar physical principles, for example suspending aerosol in the air. Due to various distances of imaging sensors, remote sensing images often have different scene depth estimation. So, the haze removal of remote sensing images needs to train a set of parameters for accurate scene depth estimation.

According to the theoretical basis of image degradation from existing atmospheric scattering models [5], this paper proposes an atmospheric light estimation based scattering model for remote sensing image dehazing. The proposed solution mainly focuses on solving two existing issues, the estimation of atmospheric light and the calculation of a transmission map. First, based on the research of color attenuation prior [6], a linear model is created for scene depth. According to the probability of density distribution, the scene depth map of remote sensing images can be estimated by a distribution function. The optimal parameters of the linear model are first obtained by learning, and then the scene depth information of hazy images is recovered by the learned linear model. According to the obtained scene depth map of a hazy image, the atmospheric light can be estimated. Second, a haze-lines model [7] is built to model a hazy remote sensing image, in which a transmission map is calculated by haze-lines in RGB bands. Finally, according to the estimated atmospheric light and the calculated transmission map, the proposed atmospheric scattering model can effectively achieve remote sensing image dehazing.

The main contributions of this paper are summarized as follows:
1. A continuously differentiable function is created to learn the optimal parameters of a linear scene depth model for the scene depth map estimation of remote sensing images.
2. A color attenuation and haze-lines-based framework is proposed for the haze removal of remote sensing images, which can effectively achieve image dehazing with little color distortion.
3. A haze remote sensing image dataset is created as a benchmark that contains both high- and low-resolution hazy remote sensing images. Experimental results confirm that the proposed solution has good performance on a created image dataset.

The rest of this paper is organized as follows. Section 2 introduces related work; Section 3 presents the proposed image dehazing framework in detail; Section 4 discusses and compares the comparative experimental results; and Section 5 concludes this paper.

2. The Development of Remote Sensing Image Dehazing

As a practical and valuable research topic, existing image dehazing solutions are developed based on both physical and non-physical models [8]. Non-physical model-based dehazing algorithms directly improve image contrast and highlight image details by global or local processing. Mainstream methods of image enhancement include histogram equalization [9], homomorphic filtering [10], wavelet transform [11,12], image fusion [13–15], and deep learning [16], which are widely used to improve image contrast to further obtain haze-free images. The above image-enhancement-based dehazing methods only reduce image haze to a certain extent, but they are not applicable to dense haze [17]. As an important evaluation indicator, visibility is used to evaluate the quality of the extracted image features from geographic information systems (GIS), so the visibility enhancement of hazy remote sensing images has already become an important research topic. However, these types of methods in [18–20] cannot reliably present satisfactory dehazing results. Physical model-based dehazing algorithms have achieved significant progress in recent years. These algorithms establish mathematical models by understanding the causes of degradation, and recovering related images by means of auxiliary or prior information.
The atmospheric scattering model, usually used in dealing with hazy images, is described in RGB bands as follows:

\[ I(\chi) = J(\chi) \cdot t(\chi) + A(1 - t(\chi)) \]  

(1)

where \( \chi \) is the pixel coordinates, \( I \) is the observed hazy image, \( J \) is the scene radiance representing the haze-free image, \( t(\chi) \) is the transmission map, and \( A \) is the global atmospheric light that is ambient light scattered by particles in the atmosphere. In Equation (1), the direct attenuation \( J(\chi)t(\chi) \) in the first term indicates the scene radiance and its decay in the medium. The second term \( A(1 - t(\chi)) \) represents the airlight results from the previously scattered light and leads to a shift of scene colors. In recent years, abundant priors and assumptions [21–24] have been used to estimate \( A \) and \( t \) from \( I \). Due to different imaging modes, satellite sensors and conventional cameras have different scattering effects. The size of haze particles is relatively large in the hazy images captured by conventional cameras. However, particles are only visible at the molecular level in the hazy images captured by remote sensing sensors [25,26]. As a color drift phenomenon, pseudo-colors always occur, which cause the loss of natural color rendition. In recent years, many physical model-based dehazing algorithms have been proposed to remove the haze from remote sensing images. Pan [27] presented a deformed haze imaging model to remove haze from remote sensing images. The atmospheric light and transmission are estimated according to this model combined with dark channel prior. Singh [28] proposed an improved restoration model, this model redefined the transmission map and utilized the modified joint trilateral filter to improve estimated atmospheric veil. The algorithms used in these methods are only effective for operation on specific local regions but cannot process a whole image properly [29].

According to the assumption of constant transmission within a small patch, patch-based methods utilize image priors to avoid the artifacts generated in the dehazing process by overlapping patches [21], building connections between different pixels far from the camera for regularization [30], or using multiple patch sizes [31]. Although existing solutions have made a great improvement in image dehazing, various issues occur in the dehazing process of remote sensing images. There are many differences between hazy remote sensing images and regular hazy images from various natural environments. The haze-lines-based dehazing method proposed by Berman not only estimates atmospheric light, but also calculates transmission maps of hazy images. Haze-lines-based dehazing methods can spread across a whole image, so they can capture global phenomena that are not limited to local image patches [7]. However, due to the color distortion generated during the dehazing process, haze-lines-based methods are not directly applicable to the estimation of atmospheric light and transmission map [7] for remote sensing images. Figure 1 shows a remote sensing image dehazing example. Color distortion caused by a haze-lines-based dehazing method is shown in Figure 1c. Thus, this paper proposes a solution of atmospheric light estimation specialized for remote sensing images to solve the issues of color distortion. As shown in Figure 1d, the proposed method can effectively remove haze from a synthetic hazy image.

Figure 1. A remote sensing image dehazing example; (a) a haze-free image; (b) a synthetic hazy image; (c) a dehazed synthetic image obtained by a haze-lines-based method [7]; (d) a dehazed synthetic image obtained by the proposed method.
3. The Proposed Dehazing Framework for Remote Sensing Images

As shown in Figure 2, a dehazing framework for remote sensing images is proposed, including a linear scene depth estimation model [6]. A linear scene depth estimation model is used to estimate the scene depth map of a hazy remote sensing image. According to the obtained scene depth, the global atmospheric light is further estimated. Both saturation and brightness information of the original image \( I \) is implemented to obtain scene depth information by using the trained parameters. According to the scene depth map \( d \) of the original image \( I \), the position information of the top 0.1% of the brightest pixels is estimated [32]. In RGB bands, R, G, and B bands have the corresponding pixel gray values. All the remote sensing images collected by the same satellite (Pleiades A/B) have similar height. The altitude range of the aerosol layer is 2 km, and the irregularity of the aerosol decreases with the increase of altitude. The position of the satellite is higher than 2 km and the corresponding aerosol distribution is regular [33]. According to Berman’s discussion [7] and the relatively uniform spatial distribution of aerosols [33], this paper uses the grayscale pixel value of the R channel as image intensity. The pixel with the highest intensity among all the pixels of the original image \( I \) is selected as the global atmospheric light \( A \). The hazy pixels with the same color plotted in RGB bands that pass through \( A \) are distributed along lines. Since the transmission map can be estimated by the haze-lines model, the original image \( I \) and \( A \) are used to redefine the original image \( I \). The redefined image marked as \( I_A \) is transformed from RGB bands to spherical coordinates. According to the spherical coordinates, the initial transmission map is estimated. Then regularization is performed to optimize the transmission map. With the obtained global atmospheric light \( A \) and transmission map \( \hat{t} \), the dehazed image \( J \) can be obtained by the atmospheric scattering model shown in Equation (1).

![Figure 2. The proposed dehazing framework for remote sensing images.](image)

3.1. Scene Depth Map Restoration

Due to haze or fog appearing in local regions, partial sections of remote sensing images are hazy. Different regions in a remote sensing image often have different fog densities. Figure 3b,c show different hazy regions of Figure 3a. The differences between brightness and saturation vary [6]. The hazy effect is correlated with these differences. Figure 3d illustrates the difference between brightness and saturation at each pixel point. This section presents the scene depth map estimation process of remote sensing images. Figure 4 shows the training process of a linear scene depth model for remote sensing images. A differentiable function is proposed to generate the scene depth of remote sensing images. Haze-free remote sensing images and generated scene depth maps are used to generate synthetic hazy images. Haze-free images and synthetic hazy images are used as training samples to train a scene depth estimation model. Sample images are trained by a gradient descent algorithm to obtain the linear parameters of the scene depth estimation model.
After obtaining the trained parameters, an estimated scene depth map can be generated by the linear model of the original image.

Figure 3. The color attenuation of a hazy remote sensing image. (a) A hazy remote sensing image; (b,c) the partially enlarged images and the corresponding bar charts; (d) the difference between brightness and saturation.

Figure 4. The training process of a linear scene depth model for remote sensing images.

3.1.1. The Definition of the Linear Model

Considering solid and liquid particles suspended in the atmosphere, aerosol directly causes the decrease of visibility in hazy weather conditions. The degraded images are often brighter and the color of scenery objects fades to varying degrees. The aerosol concentration is measured by aerosol optical depth (AOD) [34,35]. It is necessary to measure haze concentration for the parameter estimation. The extinction coefficient and AOD are often used to estimate haze concentration. However, this paper uses scene depth to measure haze concentration. All the images used in this paper were captured from the same satellite so that the extinction coefficient at the same height is relatively consistent [33]. The brightness of pixels in a hazy image is much higher than the one in a haze-free scene, and the saturation of these pixels is low [6]. Since haze concentration increases along with the change of the scene depth in general, this paper assumes that scene depth is proportional to haze concentration as follows.

\[ d(\chi) \propto c(\chi) \propto v(\chi) - s(\chi) \]  

(2)

where \( \chi \) is the position within an image, \( d \) is the scene depth, \( c \) is the haze concentration, \( v \) is the scene brightness, and \( s \) is the saturation. The image is transformed to HSV-channel
first. Then both scene brightness and saturation are calculated for each pixel $\chi$. Finally, $v(\chi) - s(\chi)$ can be obtained. Therefore, a linear model can be defined as follows.

$$d(\chi) = \omega_0 + \omega_1 v(\chi) + \omega_2 s(\chi) + \varepsilon(\chi)$$

(3)

where $\omega_0$, $\omega_1$, $\omega_2$ are the unknown linear coefficients, $\varepsilon(\chi)$ is a random variable representing the random error of the model, and $\varepsilon$ can be regarded as a random image.

When $\omega_0$, $\omega_1$, and $\omega_2$ are obtained by maximum likelihood estimation, the optimal solutions can be obtained. According to the continuously differentiable property of the distribution function, Equation (4) is obtained.

$$d(\chi) \sim \rho(d(\chi)|\chi, \omega_0, \omega_1, \omega_2, \lambda)$$

(4)

As given in Equation (3), the gradient of $d$ can be calculated as follows:

$$\nabla d = \omega_1 \nabla v + \omega_2 \nabla s + \nabla \varepsilon$$

(5)

where the constant term $\omega_0$ disappears in Equation (5). Since $v$ and $s$ are actually two single-channel images (the value and saturation channels of HSV spaces) from the divided hazy image $I$, Equation (5) ensures that $d$ has an edge only if $I$ has an edge. According to the above discussion, the scene depth information can be recovered by a linear model. In short, the edge-preserving property is the most important advantage of a linear model.

3.1.2. Training Data Collection

It is necessary to learn the coefficients $\omega_0$, $\omega_1$, and $\omega_2$ using the training data accurately. In this paper, the training samples consist of hazy remote sensing images and their corresponding ground truth scene depth maps. Unfortunately, there is no reliable way to measure the scene depth in a remote sensing image [6]. To obtain enough training samples, both haze-free remote sensing images and generated scene depth maps are used to compose corresponding hazy images for model training. A new continuously differentiable function $F$ expressed as follows is proposed to generate random scene depth maps of remote sensing images.

$$F(X_k) = \frac{\arctan\left(0.25\lambda - (0.5 - X_k)^2 \lambda\right)}{\sum_{k=1}^{K} \arctan\left(0.25\lambda - (0.5 - X_k)^2 \lambda\right)}$$

(6)

where $k (k = 1 \ldots K)$ is the pixel position, $X_k$ is the intensity value of the $k$th pixel, and $\lambda$ is a fixed parameter. According to the comparison of the Gaussian [6], the hat shape of the curve, and the proposed functions shown in Figure 5, the proposed function curve has less penalty to small or big scene depth values and large distribution values in most cases, so it is suitable for scene depth map generation of remote sensing images.

![Figure 5. Comparison of three different distribution functions.](image-url)
For each haze-free remote sensing image, a random scene depth map $d$ with the same size is generated. For the random atmospheric light $A(\kappa, \kappa, \kappa)$, the value of $\kappa$ is between 0.85 and 1.0 [31], which ensures that relatively real atmospheric light can be obtained. According to Equation (1), a synthetic hazy image with a random scene depth map $d$ and random atmospheric $A$ can be obtained. In this paper, 500 haze-free remote sensing images were used to generate the training samples (500 random scene depth maps and 500 synthetic hazy images) by supervised learning. The corresponding pre-existing labels were marked on all haze-free remote sensing images before the training process.

### 3.1.3. Learning Strategy

As the random error can be considered as independent, Equation (7) can be rewritten as follows.

$$L = \rho(d(\chi_1), \ldots, d(\chi_n) | \chi_1, \ldots, \chi_n, \omega_0, \omega_1, \omega_2, \lambda)$$  \hspace{1cm} (7)

where $n$ is the total number of pixels within the training hazy images, $d(\chi_n)$ is the scene depth of the $n$th pixel point, $\rho$ is the probability of $d(\chi_i)$, and $L$ is the likelihood. If the random error at each pixel point is independent, Equation (7) can be rewritten as follows.

$$L = \prod_{i=1}^{n} \rho(d(\chi_i) | \chi_i, \omega_0, \omega_1, \omega_2, \lambda)$$  \hspace{1cm} (8)

On the basis of Equations (4) and (8), Equation (9) can be obtained as follows.

$$L(\chi_i) = \prod_{i=1}^{n} \left( \frac{\frac{\text{arctan}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda))}{\sum_{i=1}^{n} \text{arctan}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda))}}{\sum_{i=1}^{n} \text{arctan}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda))} \right)$$  \hspace{1cm} (9)

where $d_i$ denotes the ground truth scene depth of the $i$th pixel point, $v(\chi_i)$ and $s(\chi_i)$ represent the brightness and saturation of the $i$th scene point, respectively. So, the problem is converted from the optimal values of $\omega_0$, $\omega_1$, and $\omega_2$ to the maximum $L$. It is difficult to find the appropriate $\omega_i$ values by maximizing $L$. $L$ is the likelihood of the scene depth $d$. To obtain more scene depth information, $L$ must be maximized to find the optimal parameters; however, it is difficult to directly maximize $L$ to find the appropriate values, so $\ln L$ is maximized to obtain the optimal parameters.

$$\{\omega_0, \omega_1, \omega_2\} = \arg \max_{\omega_0, \omega_1, \omega_2} \sum_{i=1}^{n} \ln \left( \frac{\frac{\text{arctan}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda))}{\sum_{i=1}^{n} \text{arctan}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda))}}{\sum_{i=1}^{n} \text{arctan}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda))} \right)$$  \hspace{1cm} (10)

For the linear coefficients $\omega_0$, $\omega_1$, and $\omega_2$, the gradient descent algorithm can be used to estimate the values. According to Equation (10), Equations (11)–(13) are obtained by taking the partial derivatives of $L$ with respect to $\omega_0$, $\omega_1$, and $\omega_2$.

$$\frac{\partial \ln L}{\partial \omega_0} = \sum_{i=1}^{n} \frac{T}{\text{arccot}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda)) \cdot (1 + P^2)} - \frac{n}{M} \sum_{i=1}^{n} \frac{T}{1 + P^2}$$  \hspace{1cm} (11)

$$\frac{\partial \ln L}{\partial \omega_1} = \sum_{i=1}^{n} \frac{T \cdot v(\chi_i)}{\text{arccot}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda)) \cdot (1 + P^2)} - \frac{n}{M} \sum_{i=1}^{n} \frac{T \cdot v(\chi_i)}{1 + P^2}$$  \hspace{1cm} (12)

$$\frac{\partial \ln L}{\partial \omega_2} = \sum_{i=1}^{n} \frac{T \cdot s(\chi_i)}{\text{arccot}(0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda)) \cdot (1 + P^2)} - \frac{n}{M} \sum_{i=1}^{n} \frac{T \cdot s(\chi_i)}{1 + P^2}$$  \hspace{1cm} (13)
where \( P = 0.25\lambda - (0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i)))^2\lambda, T = -2\lambda(0.5 - (d_i - (\omega_0 + \omega_1v(\chi_i) + \omega_2s(\chi_i))), \) and \( M = \sum_{i=1}^{n} \text{acrc tan}(P). \) To update the linear coefficients, the above expressions can be concisely expressed as follows, and the corresponding results can be obtained by iterations.

\[
\omega_i \leftarrow \omega_i - \alpha \frac{\partial \ln L}{\partial \omega_i} \quad s.t. \quad i \in \{0, 1, 2\} 
\tag{14}
\]

where \( \alpha \) is the learning rate, and the notation \( \leftarrow \) represents the assignment of the value of the right side to \( \omega_i \) on the left side. Equation (14) is used for dynamic iteration.

This paper uses the above-mentioned learning strategy to train the linear model. Both random scene depth maps and synthetic hazy images generated from 500 haze-free remote sensing images were used as training samples. A parameter \( \lambda \) controls the shape of the function curve. When \( \lambda \) is small, the function curve is compressed. When \( \lambda \) is too large, the curve does not change much. To maintain the brightness of remote sensing images, the fixed parameter \( \lambda \) is set to a heuristic value 25. There are 1000 epochs in the proposed method, and the learning rate \( \alpha \) changes from \( 1 \times 10^{-4} \) to \( 1 \times 10^{-9} \) in different epochs.

The initial parameters \( \omega_0, \omega_1, \) and \( \omega_2 \) are set to 0, 1, and -1, respectively. The optimal parameters obtained by learning the linear model are \( \omega_0 = 0.172066, \omega_1 = 1.108955, \) and \( \omega_2 = -0.952585. \) The random image \( e(\chi) \) can be generated by the proposed function. According to these parameters, the scene depths of hazy remote sensing images can be restored by Equation (3).

### 3.1.4. Scene Depth Restoration

According to the established relationship among the scene depth \( d \), brightness \( v \), saturation \( s \), and estimated coefficients, a scene depth map of the given input image can be obtained by Equation (3). Unfortunately, the misclassification results in an inaccurate scene depth estimation in some cases. To overcome this issue, the neighboring pixels are considered. Under the assumption of local constancy in the scene depth, the raw scene depth map is processed as illustrated in Equation (15).

\[
d_\eta(\chi) = \min_{\gamma \in \Omega_\eta(\chi)} d_\eta(\gamma) 
\tag{15}
\]

where \( \Omega_\eta(\chi) \) is a \( \eta \times \eta \) neighborhood centered at \( \chi \), and \( d_\eta \) is the scene depth map with the scale \( \eta \). According to the discussion of \( \eta \) [6], the scale \( \eta \) is set to 15 for noise reduction in the proposed method.

In this way, the restored scene depth map \( d \) can be applied to the estimation of the atmospheric light \( A \).

### 3.2. Atmospheric Light Estimation

Atmospheric light estimation is achieved by position estimation. If \( d \) as the scene depth tends to infinity, \( t \) as the transmission map of the medium approaches zero [6]. Given a threshold \( d_t \), it is the smallest \( d \) in the top brightness pixels of the scene depth map. When \( d(\chi) \geq d_t, d(\chi) \) is treated as \( \infty \). In most cases, hazy remote sensing images have the most distant views from the observer. In other words, the pixels farther away from the observer should have a large scene depth \( d_t \). Assuming the existence of distant views in each hazy image, Equation (16) is obtained.

\[
d(\chi_m) \geq d_t, \quad \chi_m \in \{\chi_m|\forall y : d(y) \leq d(\chi_m)\} 
\tag{16}
\]

where \( \chi_m \) is the furthest pixel in a hazy image, \( d(\chi_m) \) is the maximum scene depth, \( y \) is a random pixel, and \( d(y) \) is the scene depth of pixel \( y \). For each random pixel \( y, d(y) \leq d(\chi_m) \).
Based on this assumption, the atmospheric light $A$ can be obtained by $I(\chi)$ as shown in Equation (17).

$$A = I(\chi_m), \quad \chi_m \in \{\chi_m | \forall y : d(y) \leq d(\chi_m)\}$$ (17)

According to Equation (17), the top 0.1% of the brightest pixels in the scene depth map are chosen, and the pixel with the highest intensity in the corresponding hazy image $I$ among these brightest pixels is selected as the atmospheric light $A$.

3.3. Transmission Map Estimation

In the previous section, the atmospheric light $A$ is estimated. $I_A(\chi) = I(\chi) - A$ is transformed from the 3D RGB coordinate system to the spherical coordinate system with atmospheric light $A$ as the spherical center. According to Equation (1), the $I_A(\chi) = [I(\chi) - A] \cdot t(\chi)$ is obtained. In spherical coordinates, $I_A(\chi)$ has three dimensions $r(\chi)$, $\psi(\chi)$, and $\phi(\chi)$. $r$, $\psi$, and $\phi$ are the distance to the origin (i.e., $||I - A||$), longitude, and latitude, respectively. For the given values of $I$ and $A$, the only difference among scene points at different distances from the camera is the value of $t$. Hence, the change of $t$ only affects $r(\chi)$, not $\psi(\chi)$ and $\phi(\chi)$ [7]. According to the closest sample point on the surface, the pixels are grouped based on their $[\psi, \phi]$ values.

For a given haze-line, $r(\chi)$ depends on the objective distance, which can be calculated as follows.

$$r(\chi) = t(\chi) ||I(\chi) - A||, \quad 0 \leq t(\chi) \leq 1$$ (18)

When $t = 1$, $r_{max}$ corresponds to the largest radial coordinate. For a haze-line $L$ that contains a haze-free pixel, the position of the haze-free pixel corresponds to the maximum radius $r_{max}$. Figure 6 shows the distance distribution for each haze-line. For a remote sensing image, Figure 6a shows the layout of two different haze-lines in an image plane, and Figure 6b,c show the estimated radius distribution of the haze-lines marked in yellow and light blue, respectively. The haze-free pixel is assumed to exist in each haze line. The transmission $t(\chi) = r(\chi) / r_{max}$ based on the radius in each haze-line can be obtained. For all pixels, the initial transmission $\hat{t}(\chi)$ is estimated. So, the transmission map $\hat{I}(\chi)$ can be obtained by the process of regularization [7].

![Image](image_url)

**Figure 6.** Distance distribution per haze-line of a sample image. (a) Pixels belonging to two different haze-lines are depicted in yellow and light blue, respectively. (b,c) A histogram of $r(\chi)$ within each cluster for yellow and light blue haze-lines, respectively. The horizontal axis is limited to the range $[0, ||A||]$, as no pixel can be out of the radius range in this sample image.
3.4. Haze Removal

Haze removal is achieved by the atmospheric scattering model. Equation (1) holds for the scene radiance, whereas most of the camera-processed images do not have a linear relationship with the radiance [36]; therefore, the dehazing process should be applied to a radiometrically corrected image to obtain the best result [37]. After obtaining the atmospheric light $A$ and transmission map $\hat{t}$, the scene radiance $\hat{l}(\chi)$ in the proposed method can be expressed by Equation (19).

$$J(\chi) = \frac{I(\chi) - A}{\hat{l}(\chi)} + A$$

where $J$ is the expected haze-free remote sensing image.

Algorithm 1 shows the main steps of the proposed dehazing algorithm of remote sensing images.

**Algorithm 1 The Proposed Dehazing Algorithm for Remote Sensing Images**

**Input:**
- haze-free remote sensing images, hazy remote sensing image $I(\chi)$

**Output:**
- dehazed image $J(\chi)$, scene depth map $d(\chi)$, atmospheric light $A$, transmission map $\hat{t}(\chi)$

1. According to color attenuation prior, a linear scene depth model is created: $d(\chi) = \omega_0 + \omega_1 v(\chi) + \omega_2 s(\chi) + \epsilon(\chi)$.
2. The linear parameters $\omega_0$, $\omega_1$, and $\omega_2$ are obtained by training the haze-free remote sensing images according to a differentiable function.
3. The variable $\epsilon(\chi)$ is generated by the differentiable function for a hazy remote sensing image $I(\chi)$.
4. The scene depth map $d(\chi)$ is estimated by a linear model for a hazy remote sensing image $I(\chi)$.
5. The atmospheric light $A$ is estimated according to scene depth map $d(\chi)$.
6. The transmission map $\hat{t}(\chi)$ is estimated based on a haze-lines model.
7. According to the estimated atmospheric light $A$ and transmission map $\hat{t}(\chi)$, the dehazed image $J(\chi)$ is obtained by the proposed atmospheric scattering model: $J(\chi) = \frac{I(\chi) - A}{\hat{l}(\chi)} + A$.

4. Comparative Experiments and Analysis

4.1. Experiment Preparation

The performance of the proposed image dehazing algorithm on remote sensing images was tested by the following comparative experiments. Hazy Geography, a dataset obtained from Google Earth, was used for evaluation. The comparative experiments process 100 remote sensing images randomly selected from various hazy geographic scenes. These sample images involve cities, geographic features (e.g., mountains, rivers), businesses, residences, and other types of geographic scenes. In addition, they have different sizes. The maximum size is $3277 \times 2422$, and the minimum size is $256 \times 256$.

As shown in Table 1, eleven methods, DCP, GPR, AMP, DEFADE, WCD, RRO, MOF, CAP, HLM, DN, and Proposed, were compared in the dehazing experiments of remote sensing images. DN is a deep learning based method, and the others are traditional dehazing methods. All the dehazed images obtained by the eleven methods were generated using the corresponding official open source codes. All the experiments were programmed...
using MATLAB 2016a in the Windows 10 environment on an Intel i7-7700k CPU@ 4.20-
GHz desktop with 16.00GB RAM. Since a single evaluation index lacks objectivity, four
evaluation indexes are introduced for a comprehensive analysis. The structural similarity
(SSIM) [38] index evaluates the structural similarity between two images by comparing
luminance, contrast, and structure. The tone mapped image quality (TMQI) [39] index
mainly evaluates both structure preservation and naturalness. The fog aware density
evaluator (FADE) [40] quantifies the haze concentration of a dehazed result. The peak
signal-to-noise ratio (PSNR) [41] represents the ratio between the maximum possible
power of a signal and the power of corrupting noise that affects the representation fidelity
of the signal—it is usually expressed in terms of the logarithmic decibel scale. Higher
values for the SSIM, TMQI, and PSNR indexes are better and lower values for the FADE
index are better.

Table 1. Eleven remote sensing image dehazing methods for comparison.

| Short Explanation | Strengths |
|-------------------|-----------|
| DCP Dark Channel Prior [21] | |
| GPR Gaussian Process Regression [22] | |
| AMP A Multi-Layer Perceptron [42] | |
| DEFADE DEnsity of Fog Assessment based DEfogger [40] | |
| WCD Wavelength Compensation and Dehazing [17] | |
| RRO Radiance-Reflectance Combined Optimization [43] | |
| MOF Multi-scale Optimal Fusion [14] | |
| CAP Color Attenuation Prior [6] | |
| HLM Haze-lines Model [7] | |
| DN DehazeNet [16] | |
| Proposed ———— | |

4.2. Comparative Experiment

4.2.1. Comparative Experiment in Real Hazy Scenes

Figure 7 shows a dehazing example of a hazy remote sensing image. As shown
in Figure 7b, the DCP method achieves a good dehazing effect, but the saturation of the
dehazed image is high. The dehazed result obtained by the GPR method shown in Figure 7c
is bright. According to Figure 7d,g,i, the dehazed images obtained by AMP, RRO, and HLM
have poor performance in saturation. Furthermore, the detailed texture information of
the original image is poorly preserved. The dehazed images of DEFADE method shown
in Figure 7e has a poor visual effect due to the haze. As shown in Figure 7f, the dehazed
image obtained by WCD method contains some white blocks. The dehazed image of MOF
shown in Figure 7h has an unacceptable dark color tone. Compared with dehazed images
shown in Figure 7i,k, the proposed image dehazing method has a better performance in
dehazing effects, and achieves better visual effects in human perception.
Figure 7. Dehazing example 1 of a remote sensing image from a real hazy scene: (a) Original; (b) DCP; (c) GPR; (d) AMP; (e) DEFADE; (f) WCD; (g) RRO; (h) MOF; (i) CAP; (j) HLM; (k) DN; (l) Proposed. Two partially enlarged images marked in red and green dotted frames correspond to the regions surrounded by red and green frames in the dehazed image.

The experimental results of a hazy remote sensing image are presented in Figure 8. As shown in Figure 8b,k, the dehazed images obtained by DCP and DN have low brightness. The dehazed image of GPR in Figure 8c is bright but has a poor visual effect due to the haze. The saturation at the top-right corner in Figure 8d,j obtained by AMP and HLM, respectively, is bad. As shown in Figure 8f, some areas are blurry, and the color is not consistent in the dehazed result obtained by WCD. Figure 8g obtained by RRO is over-exposed with high saturation and contrast. The colors in Figure 8h obtained by MOF have poor visual effect due to darkness. As shown in Figure 8i, the haze is not completely removed in the dehazed result obtained by CAP, but CAP cannot effectively achieve the dehazing goal. Overall, compared with all other solutions, the dehazed image of the proposed method in Figure 8l has a better performance in visual effects.

Figure 8. Dehazing example 2 of a remote sensing image from a real hazy scene: (a) Original; (b) DCP; (c) GPR; (d) AMP; (e) DEFADE; (f) WCD; (g) RRO; (h) MOF; (i) CAP; (j) HLM; (k) DN; (l) Proposed. Two partially enlarged images marked in red and green dotted frames correspond to the regions surrounded by red and green frames in the dehazed image.

Figure 9 shows the dehazing results of a remote sensing image. As shown in Figure 9b,e,h, the dehazed images obtained by DCP, DEFADE, and MOF are dark. Furthermore, the detailed texture information of the original image is poorly preserved. For the dehazed images obtained by GPR and AMP in Figure 9c,d, the image brightness is high, which retains less detailed texture information of image edges. The dehazed image obtained by MOF in Figure 9f has an unacceptable white color tone. According to the dehazed results obtained by RRO and HLM shown in Figure 9g,j, the overall saturation of the dehazed
images is poor, and the appearance is not similar to the original. Compared with dehazed images obtained by CAP and DN in Figure 9j,k, the dehazed result of the proposed method has better color quality and is clearer.

Figure 9. Dehazing example 3 of a remote sensing image from a real hazy scene: (a) Original; (b) DCP; (c) GPR; (d) AMP; (e) DEFADE; (f) WCD; (g) RRO; (h) MOF; (i) CAP; (j) HLM; (k) DN; (l) Proposed. Two partially enlarged images marked in red and green dotted frames correspond to the regions surrounded by red and green frames in the dehazed image.

Two objective evaluation indexes $TMQI$ and $FADE$ were used to evaluate the performance of eleven image dehazing methods in chrominance, dehazing effects, and so on. According to the objective evaluation results of image dehazing shown in Figure 10 and Table 2, the proposed method achieves a good overall performance among eleven image dehazing methods in real hazy scenes. DCP, AMP, HLM, and the proposed method achieve the top four ranks in $FADE$, which means all of them can effectively remove image haze; however, DCP has the lowest value in $TMQI$, which means it has a poor performance in statistical naturalness. The proposed method has the highest score in $TMQI$, which means it has good performance in structure preservation and statistical naturalness. Overall the proposed method achieves good performance in $TMQI$ and $FADE$.

Figure 10. Objective evaluation results of eleven image dehazing methods in real hazy scenes: (a) $TMQI$; (b) $FADE$. The higher value of the $TMQI$ index is better, the lower value of the $FADE$ index is better.
Table 2. Evaluation of three objective indexes in image dehazing experiments of real hazy scenes. The top four results are marked in bold, and the corresponding rank is shown in the parenthesis (1: the best result, 2–4: the 2nd, 3rd, and 4th best results). The higher values of the \textit{TMQI} index is better, the lower value of the \textit{FADE} index is better.

|       | \textit{TMQI} | \textit{FADE} |
|-------|--------------|--------------|
| DCP   | 0.8602       | 0.3646(3)    |
| GPR   | 0.8582       | 0.6290       |
| AMP   | 0.9050(2)    | 0.4110(4)    |
| DEFADE| 0.8917(4)    | 0.4560       |
| WCD   | 0.5698       | 0.5757       |
| RRO   | 0.8749       | 0.5774       |
| MOF   | 0.7734       | 0.6401       |
| CAP   | 0.8780       | 0.7366       |
| HLM   | 0.9044(3)    | 0.3042(1)    |
| DN    | 0.8654       | 0.5598       |
| Proposed | 0.9055(1)  | 0.3348(2)    |

4.2.2. Comparative Experiment in Synthetic Hazy Scenes

To verify the performance of the proposed method in similarity, noise, and color distortion, we designed a set of comparative experiments for haze removal of synthetic hazy remote sensing images. Figure 11 shows the dehazed results of a remote sensing image from a synthetic hazy scene. The results of AMP, RRO, MOF, and HLM in Figure 11e,h,i,k show both relatively low brightness and color distortion. The results of GPR, DEFADE, WCD, and CAP shown in Figure 11d,f,g,j cannot effectively remove the haze from the synthetic hazy image. Compared with dehazed image obtained by DN in Figure 11l, the dehazed results of DCP and the proposed method have better dehazing performance.

Figure 12 shows the dehazed results of a remote sensing urban image from a synthetic hazy scene. As shown in Figure 12g,i, the brightness of the dehazed images obtained by WCD and MOF is too low. The results of GPR and RRO in Figure 12d,h show both relatively high brightness and color distortion. Furthermore, GPR cannot effectively remove the haze from the synthetic hazy image. The overall saturation of the dehazed images obtained by DCP and DEFADE shown in Figure 12c,f is not similar to the original synthetic hazy image. As shown in Figure 12j,l, the detailed texture information of the edges of the dehazed images obtained by CAP and DN is not clear. Compared to the dehazed images obtained by AMP and HLM shown in Figure 12e,k, the dehazed result of the proposed method has...
higher color quality. So, the experimental results confirm that the proposed method can achieve good performance in remote sensing urban and non-urban scenes.

Table 3 and Figure 13 shows the results of four objective evaluation indexes for remote sensing images dehazing in synthetic hazy scenes. GPR, CAP, DN, and the proposed method have high PSNR scores, so the corresponding dehazed images obtained by them have high image quality. AMP, RRO, and MOF obtain high FADE scores, but have low PSNR, SSIM, and TMQI scores. DN has the highest SSIM and TMQI scores, but its PSNR and FADE scores are lower than the proposed method. In the comparative experiments, synthetic haze is added to haze-free remote sensing images. Significant differences in haze concentration exist between real hazy scenes and synthetic hazy scenes. The haze in remote sensing images from real hazy scenes is not completely uniform. The proposed method designs a depth training model for remote sensing images, which can remove the haze of remote sensing images from real scenes. For synthetic hazy images, the proposed method may not perform well; however, the experimental results in Table 3 show that the proposed method can still achieve the top four ranking in all four objective evaluation indexes, and effectively remove the haze from the synthetic image. DN, which is based on deep learning, directly trains an image as a model, which performs well in synthetic hazy scenes, but it does not have the same performance in real hazy scenes. The proposed method achieves good or comparable dehazing performance in all the metrics used to evaluate the dehazing performance of synthetic hazy images. Moreover, little color distortion is shown in the dehazed images obtained by the proposed method.

Figure 13. Objective evaluation results of eleven image dehazing methods in synthetic hazy scenes: (a) PSNR; (b) SSIM; (c) TMQI; (d) FADE. The higher values of the PSNR, SSIM, and TMQI indexes are better, the lower value of the FADE index is better.
Table 3. Evaluation of four objective indexes in image dehazing experiments of synthetic hazy scenes. The top four results are marked in bold, and the corresponding rank is shown in the parenthesis (1: the best result, 2–4: the 2nd, 3rd, and 4th best results). The higher values of the PSNR, SSIM and TMQI indexes are better, the lower value of the FADE index is better.

| Method | PSNR  | SSIM  | TMQI  | FADE  |
|--------|-------|-------|-------|-------|
| DCP    | 27.1712 | 0.8423 | 0.9659(2) | 0.2402 |
| GPR    | 33.2397(4) | 0.8564(4) | 0.8982 | 0.3089 |
| AMP    | 25.1680 | 0.6989 | 0.8646 | 0.1780(3) |
| DEFADE | 31.9961 | 0.7495 | 0.8180 | 0.7363 |
| WCD    | 22.7210 | 0.1972 | 0.3690 | 0.2272 |
| RRO    | 27.5368 | 0.5504 | 0.8009 | 0.1606(1) |
| MOF    | 24.4369 | 0.6563 | 0.8442 | 0.1648(2) |
| CAP    | 36.9671(1) | 0.8764(3) | 0.9469(4) | 0.4191 |
| HLM    | 31.2391 | 0.7674 | 0.8786 | 0.2466 |
| DN     | 34.2353(3) | 0.9786(1) | 0.9793(1) | 0.3032 |
| Proposed | 34.2522(2) | 0.8903(2) | 0.9519(3) | 0.2243(4) |

4.2.3. Comparison of Average Processing Time

As shown in Table 4, due to the high time complexity, the average processing time of the proposed solution is relatively long, about 14 times the fastest method (MOF). The proposed method first trains a linear scene depth model to obtain linear parameters, and then further estimates a scene depth map. Next, the obtained scene depth map is used to estimate the atmospheric light, and a haze-lines model is built to estimate the transmission map. Finally, the estimated atmospheric light and transmission map are input into the atmospheric scattering model to reconstruct the dehazed image. Note that the proposed method achieves good hazing performance on remote sensing images (shown in the previous two subsections).

Table 4. The average processing time of 100 hazy remote sensing images.

| Method | Time(s) |
|--------|---------|
| DCP    | 9.3398  |
| GPR    | 989.6070 |
| AMP    | 4.3291  |
| DEFADE | 217.9994 |
| WCD    | 16.9551 |
| RRO    | 5.8158  |
| MOF    | 1.4304  |
| CAP    | 5.9325  |
| HLM    | 25.7111 |
| DN     | 17.5564 |
| Proposed | 19.9206 |

5. Conclusions and Future Work

This paper proposed a novel atmospheric light estimation based dehazing framework for remote sensing images. According to color attenuation prior, a linear model was created to calculate the scene depth of the original image. A distribution function was proposed to generate a random scene depth map for a remote sensing image. The relationship between the original image and its corresponding scene depth map was built effectively by training the parameters of the linear model. The position of atmospheric light was estimated by means of the scene depth information. Then, a per-pixel transmission was estimated based on the haze-lines model. With the recovered transmission and atmospheric light, the dehazed remote sensing image can be easily removed by the atmospheric scattering model. The results of comparative experiments confirmed that the dehazing performance of the proposed method was good or comparable to both traditional and deep-learning based methods. Moreover, there was little color distortion in the dehazed images obtained by the proposed method. Due to the high time complexity, the average processing time of the proposed solution is relatively long. In future work, the proposed dehazing framework will be further optimized to reduce running time.
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