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Abstract

A comprehensive and detailed overview of the flow topology over a cambered NACA 65(1)-412 airfoil at \( \text{Re} = 2 \times 10^4 \) is presented for angles of attack ranging from 0° to 10° using high-order direct numerical simulations. It is shown that instabilities bifurcate the flow and cause it to change at a critical angle of attack from laminar separation without reattachment over a laminar separation bubble at the trailing edge to a bubble at the leading edge. The transition of the flow regimes is governed by the Karman vortex shedding of the pressure side boundary layer at the trailing edge, Kelvin-Helmholtz instabilities within the separated shear layer on the suction side, as well as three-dimensional instabilities of elliptic flow within the vortex cores and hyperbolic flow in the shear layer between subsequent Karman vortices. As the suction side shear layer transitions and reattaches, the interaction of the two and three-dimensional instabilities results in three-dimensional tubular structures and large-scale turbulent puffs. The formation and shifting of the laminar separation bubble defines the far-wake topology several chord-lengths behind the airfoil and is accompanied by a sudden increase of the lift force and decrease in the drag that underscores the sensitive nature of low-Reynolds number airfoil aerodynamics. Lift and drag polars are presented for direct numerical simulations, wind tunnel experiments, and simplified numerical procedures where incorrect prediction of the force coefficients is caused by the failure to correctly model the low-pressure region at the trailing edge that is caused by the time-dependent generation of the Karman vortices.

1 Introduction

Most practical aerodynamics occurs at chordwise Reynolds numbers (\( \text{Re} = Uc/\nu \), where \( U \) is a flight speed, \( c \) is a chord length and \( \nu \) is the kinematic viscosity) of \( 10^6 \) or more, and classical inviscid theories and numerical procedures yield satisfactory estimates of lift. Drag is more difficult to account for but there are a number of standard methods for making reasonable estimates, even on complex geometries (e.g. [1, 2]). However, there is a growing number of cases (turbine blade elements at altitude, wind turbines, small-scale autonomous aircraft) where \( \text{Re} \) is not necessarily large. In particular there is a range \( 10^4 \leq \text{Re} \leq 10^5 \) where \( \text{Re} \) is small enough so that the viscous boundary layer almost never remains attached, and large enough so the resulting shear layer can readily destabilise and generate complex flows, even leading to turbulence. In that case, as long ago noted by Lissaman [3], airfoil and wing performance is almost entirely dictated by the propensity for separation of the initially laminar boundary layer.

1.1 Separation, reattachment and instabilities

Because airfoils have a suction and a pressure side, the boundary layers on the upper and lower surfaces are governed by different forces and dynamics. In the \( \text{Re} \) regime described above (which we denote as moderate
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Reynolds number), the boundary layer on the pressure side of the airfoil commonly remains laminar and does not separate upstream of the trailing edge. On the suction side, the loss of momentum through viscous effects and an adverse pressure gradient downstream of the suction peak forces the laminar boundary layer to separate from the airfoil. Flow reattachment then occurs if the separated shear layer transitions to turbulence far enough upstream from the trailing edge so the momentum from the outer flow can be transported to the surface, re-energising the now-turbulent boundary layer which can more robustly follow the surface contour. The region of recirculating flow between the separation and the reattachment points is called a laminar separation bubble (LSB) and has been a subject of research for many years in experiment, theory and computation (e.g. Horton [4], Stewartson [5], Smith [6], Alam and Sandham [7], Scheichel et al. [8], Jones et al. [9], Burgmann et al. [10], Burgmann and Schröder [11]).

The term laminar separation bubble is somewhat misleading because the reattachment that makes the bubble possible can appear well-defined in a time-averaged sense, but the physical mechanisms are complex, three-dimensional and highly unsteady. The relevant instabilities are both two- and three-dimensional. Two-dimensional instabilities include the shedding of vortices behind the airfoil, similar to those seen in bluff body wakes [12, 13], together with Kelvin-Helmholtz (K-H) instabilities and the formation of vortices within the separated shear layer itself. The two-dimensional vortices themselves then are subject to three-dimensional modes related to elliptic instabilities that lead to deformation of the vortex core [14, 15], or Crow instabilities in counter-rotating vortex pairs, which result in the local, long-wave displacement of the vortex wake [16-17]. Three-dimensional flow is induced within the shear layer between successive vortices, where hyperbolic streamlines drive a hyperbolic instability that results in the formation of the braid loops [9, 18]. Once a three-dimensional instability is established, the process of loop generation is self-sustaining through induction from the previous vortex, as described by Williamson [14].

Jones et al. [9] investigated the extent to which a combination of elliptic and hyperbolic instabilities can drive self-sustained turbulence in the LSB on a NACA 0012 at $Re = 5 \times 10^4$. Inside an LSB, the mean flow at the surface is reversed, leading upstream, and the magnitude of the reverse flow can be used as an indicator of stability in the bubble. Although the study found reverse flow levels of 15.3%, thought to be at the lower limit of 15% – 20% required for an absolute instability in a LSB [7], linear stability analysis on the time-averaged flow profile did not yield an absolute instability, and three-dimensional modes cannot be overlooked. The possible significance of three-dimensional instability modes agrees with the observation by Theofilis [19], who reports that reverse flow levels of $O(10\%)$ are sufficient to sustain it. Marxen et al. [18] elaborate on the instabilities in LSBs and argue that the elliptic and hyperbolic instabilities may both occur at fundamental and subharmonic frequencies of the vortex shedding and that the simultaneous occurrence of several instabilities results in the rapid disintegration of the spanwise vortices. The interaction of Karman and LSB vortices in the wake of the SD 7003 airfoil was investigated by Ducoin et al. [20], who showed that the frequencies of the Karman vortices and the shedding from a suction-side LSB are locked in and the LSB shedding occurs at a subharmonic frequency.

The comparative fragility of the laminar boundary layer (which can also support two-dimensional Tollmien-Schlichting waves) and the numerous two- and three-dimensional instability modes, and their interactions, leads to significant challenges in flow measurement, prediction and control, with great sensitivity to both environmental and surface geometry details.

This highly sensitive nature of the transitional flows in and around the LSB is first associated with the receptivity of the separated shear layer in an adverse pressure gradient to instabilities, external disturbances, and feedback mechanisms [9, 21]. Though they present challenges, the exquisite sensitivities can also be an opportunity in flow control strategies that deliberately exploit them, for example through synthetic jets [22, 23, 24, 25] or through acoustic excitation [26, 27]. Because such devices can be coupled with the inherent instabilities of the base flow to achieve global modifications of the flow structure [22], even with low amplitude input energies, an understanding of the naturally occurring instabilities behind the flow transition is of practical importance. For a more comprehensive review on control of low-Reynolds number flows, we refer the reader to the review by Cattafesta and Sheplak [28].

1.2 Challenges in experiment and computation

The rich set of dynamics available within one chord length of airfoils and wings at moderate Re has resulted inter alia in a broad range of conflicting results for ostensibly similar conditions. In [29] the discrepancies
that emerged for $Re \leq 10^5$ between lift-drag polars of the Eppler 387 airfoil measured at different facilities was a clear sign that not all aspects of the flows were equivalent, and Tank et al. [30] showed that similar discrepancies could be found in the existing literature for the NACA 0012 airfoil. The sensitive dynamics of the LSB and its evolution was at the heart of some (but not all) of these differences, and it was clear that a repeatable result could come only from more precise conditions. The extreme sensitivity to LSB dynamics was not restricted to a small class of specialised airfoils and will be found over most airfoil geometries with greater than 10% thickness at these $Re$. In comparing experiment with available computational results, it was also clear that the extreme computational effort required to capture the flow dynamics was not widely available, and a parametric study, for example over a range of angles of attack, $\alpha$, was impractical.

The existing high-fidelity simulations of airfoil flows have been primarily carried out on the canonical, symmetric NACA 0012 or on the thin, cambered SD 7003, which is a popular profile for low-Reynolds number operations as it allows for a thin and stable LSB over a range of $\alpha$ [31]. Even when direct numerical simulations (DNS) with no modeling coefficients are feasible, there remain issues concerning the two- vs. three-dimensional domain, the time resolution and length of simulation, and then extrapolation from limited and specific $\alpha$.

Shan et al. [32] computed the flow about a NACA 0012 for $\alpha = 4^\circ$ and $Re = 10^5$ using a finite difference scheme that was second order accurate in time, and sixth order in space. The spanwise extent of the computational domain, $b$, was 0.1c, and Mach number, $M = 0.2$. Three-dimensional modes were found to grow rapidly, originating from the trailing edge but affecting the otherwise two-dimensional KH modes near separation. The upstream propagation of the downstream modes was conjectured to be possible through pressure waves. Jones et al. [33] performed a DNS (fourth order in space and time) on the NACA 0012 for $\alpha = 5^\circ$ and $Re = 5 \times 10^5$ (with $b = 0.2c$, $M = 0.4$), using a volume forcing to promote transition to turbulence, which was then found to be self-sustaining. The time-averaged flow field was not absolutely unstable but amplification of three-dimensional modes in the large-scale two-dimensional shed vortices could be convected upstream, depending on the magnitude of the upstream flow. Jones et al. [34] made similar computations at $\alpha = 0^\circ$ and $Re = 10^4$, $M = 0.2$ in addition to those at $Re = 5 \times 10^4$, $\alpha = 5^\circ$, $M = 0.4$, and found that global instability could be maintained through an acoustic feedback loop emanating from trailing edge tonal noise. The trailing edge characteristics could thus determine the frequency selection of upstream instabilities through an acoustic feedback loop. Jones and Sandberg [35] performed two-dimensional simulations for $Re = 10^5$ and $\alpha = [0, 0.5, 1, 2^\circ]$, $M = 0.4$ to investigate the possible effect of tonal noise originating at the trailing edge whose frequency selection is most sharp at low $\alpha$. Though the resulting acoustic forcing frequencies were significantly lower than the estimated most unstable boundary-layer modes, the tonal forcing could sustain and drive upstream instabilities.

Given the cost of true DNS, there have been a number of studies using some flow modeling strategy. Large-eddy simulations (LES) for the same airfoil were presented by Almutairi et al. [34], who determined the spanwise domain size required to resolve LSB bursting and by Lee et al. [35], who compared the results of simulations based on different numerical schemes and experiments. The effect of varying LES modelling approaches has also been investigated by Cadieux and Domaradzki [36], showing that a truncated Navier-Stokes solution with periodic filtering could succeed in greatly decreasing computational cost with reasonable solution accuracy for an LSB over a flat plate. Galbraith and Visbal [37], Visbal [24], Uranga et al. [38], Beck et al. [39] have all presented simulation results of the low-Reynolds number flow over a SD 7003 through implicit LES. Ducoin et al. [20] have investigated the flow transition of the same geometry at several $Re$ through DNS and reported a partial lock-in of the shedding from the LSB and the Karman vortices. The studies show how location and size of the LSB changes with $Re$ and $\alpha$ through various flow instabilities that result in considerable changes of the integrated forces over the airfoil.

Lower fidelity methods, such as Reynolds-Averaged Navier-Stokes (RANS) or integral boundary layer methods (e.g. XFOIL [40]), often fail to accurately predict the transition and the aerodynamic forces [38], because the solution is neither time nor space resolved and depends on the choice of turbulent closure models [41]. Large-eddy simulations [42, 43] or detached-eddy simulations (DES) [44] capture the larger structures of the unsteady flow, but similarly employ user-defined models to account for the sub-grid scale fluid motions.
1.3 Airfoil shapes and applications

Given the known sensitivities to airfoil geometry, an intensive study should select the target with care to make practical application more straightforward. The blades used in axial flow compressors are commonly selected from the NACA 65-series \([45, 46]\) or Eppler series. These airfoils and associated aerodynamics are distinct from the NACA 0012 and SD 7003 in that they are designed with the objective of extended laminar flow over the wing by having the suction peak located well downstream of the leading edge, at \(x/c = 0.5\), as the nomenclature states. The NACA 65(1)-412 has its maximum thickness at 40% chord, and so differs from the NACA 0012 and the SD 7003 where it is at 30% and 25% chord, respectively. The pressure distributions over the example airfoils are summarized in figure 1, where the inviscid pressure coefficients for the NACA 0012, SD 7003, and NACA 65(1)-412 are plotted for \(\alpha = 0^\circ\). The pressure distribution of the NACA 65(1)-412 differs significantly and features an extended favorable pressure gradient over half of the chord. At higher \(Re\), this design approach assures attached flow up until this point, but the same may not be found at lower \(Re\), and a substantial portion of the chord may be strongly influenced by the complex dynamics downstream of an LSB.

1.4 Objectives

This goal of this paper is to provide a comprehensive and detailed description of the flow topology over a cambered NACA 65(1)-412 airfoil at \(Re = 2 \times 10^4\) for \(\alpha\) from \(0^\circ\) to \(10^\circ\) through highly-resolved direct numerical simulations. The simulations are conducted with a high-order, compressible, discontinuous, Galerkin spectral element method using a large span (0.5c) and large domain length and height (30c) to accurately capture the instabilities without altering the separation and transition dynamics through domain blockage. We set out to identify three-dimensional instabilities and show how they are connected to the formation of three-dimensional tubular structures and very large regions of turbulent coherence (puffs). For selected \(\alpha\), we analyze the interaction of Karman vortices, which originate from the suction-side shear layer at the trailing edge of the airfoil, and the separated pressure-side shear layer with its associated Kelvin-Helmholtz instabilities. These flow structures are shown in high detail in the near wake field and are connected to the topology of the far wake several chord-lengths downstream of the airfoil, as well as to time-averaged surface profiles of the skin friction and the pressure coefficients. We further compare the lift and drag polars of DNS results with wind tunnel experiments, Xfoil data, and RANS simulations.

2 Computational formulation

2.1 Conservation Laws

We compute solutions to the compressible Navier-Stokes equations, which can be written in non-dimensional form as

\[
\partial_t U + \nabla \cdot F = 0,
\]

(1)
where \( \mathbf{U} \) represents the vector of the conserved variables,

\[
\mathbf{U} = [ \rho \quad \rho u \quad \rho v \quad \rho w \quad \rho e ]^T.
\]  

(2)

\( \rho \) is the density and \( u, v, \) and \( w \) are the velocity components. The specific total energy is \( \rho e = p/(\gamma - 1) + \frac{1}{2} \rho (u^2 + v^2 + w^2) \) and the system is closed by the equation of state,

\[
p = \frac{\rho T}{\gamma M_f^2},
\]  

(3)

where \( p, T, \) and \( \gamma \) are the pressure, temperature, and the ratio of specific heats, respectively, and \( M_f \) is the reference Mach number. The flux vector \( \mathbf{F} \) comprises an advective (superscript \( a \)) and a viscous part (superscript \( v \)),

\[
\nabla \cdot \mathbf{F} = \partial_x \mathbf{F}^a + \partial_y \mathbf{G}^a + \partial_z \mathbf{H}^a - \frac{1}{Re_f} (\partial_x \mathbf{F}^v + \partial_y \mathbf{G}^v + \partial_z \mathbf{H}^v),
\]  

(4)

where

\[
\mathbf{F}^a = [ \rho u \quad p + \rho u^2 \quad \rho uv \quad \rho uw \quad \frac{u (\rho e + p)}{\gamma - 1} ]^T, \]

\[
\mathbf{G}^a = [ \rho v \quad \rho vu \quad p + \rho v^2 \quad \rho vw \quad \frac{v (\rho e + p)}{\gamma - 1} ]^T, \]

\[
\mathbf{H}^a = [ \rho w \quad \rho wu \quad \rho vw \quad p + \rho w^2 \quad \frac{w (\rho e + p)}{\gamma - 1} ]^T,
\]  

(5)

\[
\mathbf{F}^v = \begin{bmatrix}
0 & \tau_{xy} & \tau_{zx} & u \tau_{xx} + v \tau_{yx} + w \tau_{zx} + \frac{\kappa}{\gamma - 1} Pr M_f^2 T_x
\end{bmatrix}^T,
\]

\[
\mathbf{G}^v = \begin{bmatrix}
0 & \tau_{xy} & \tau_{zy} & u \tau_{xy} + v \tau_{yy} + w \tau_{zy} + \frac{\kappa}{\gamma - 1} Pr M_f^2 T_y
\end{bmatrix}^T,
\]

\[
\mathbf{H}^v = \begin{bmatrix}
0 & \tau_{xz} & \tau_{zz} & u \tau_{xz} + v \tau_{yz} + w \tau_{zz} + \frac{\kappa}{\gamma - 1} Pr M_f^2 T_z
\end{bmatrix}^T.
\]  

(6)

\( Re_f \) is the reference Reynolds number, \( Pr \) the Prandtl number, and the stress tensor is \( \tau_{ij} = 2 \mu (S_{ij} - \delta_{ij}/3) \) with the strain rate tensor \( S_{ij} \). The viscosity \( \mu \) is calculated following Sutherland’s law,

\[
\mu = \frac{(1 + R_T) T^{3/2}}{T + R_T},
\]  

(7)

where \( R_T \) denotes the ratio of the Sutherland constant \( S \) to the reference temperature \( T_f \). All quantities are non-dimensionalized with respect to the airfoil chord length \( c \), the free-stream velocity \( U_\infty \), density \( \rho_\infty \), and temperature \( T_\infty \).

2.2 Boundary layer relations

The boundary layer velocity profile is extracted from DNS data according to the methods described by Alam and Sandham [17] and Uranga et al. [38], who use a pseudo-velocity profile inside the rotational boundary layer flow based on the spanwise vorticity

\[
\mathbf{u}^*(s, \eta) = \int_0^\eta \omega(s, \tilde{\eta}) \times \mathbf{n}(s) \, d\tilde{\eta},
\]  

(8)

where \( s \) and \( \eta \) refer to the wall-tangential and normal coordinates respectively and \( \mathbf{n}(s) \) is the wall-normal unit vector. The boundary layer edge \( \eta_e \) is located at a distance where the vorticity magnitude and gradient
are below a certain threshold and the flow is assumed to be irrotational \cite{38}. The displacement thickness $\delta^*$ and momentum thickness $\theta$ are computed by integrating the velocity profile across the boundary layer

\begin{align}
\delta^*(s) &= \int_0^{\eta_c} \left( 1 - \frac{u_s(s, \eta)}{u_e(s)} \right) \, d\eta, \\
\theta(s) &= \int_0^{\eta_c} \frac{u_s(s, \eta)}{u_e(s)} \left( 1 - \frac{u_s(s, \eta)}{u_e(s)} \right) \, d\eta.
\end{align}

Here, $u_s$ is the local, tangential velocity component and $u_e$ the velocity magnitude evaluated at the boundary layer edge $\eta_c$. The shape factor is defined as the ratio of displacement to momentum thickness, $H = \delta^*/\theta$.

The exact locations of flow separation and reattachment are based on the zero-crossings of the time and space-averaged skin friction coefficient according to theory by Haller \cite{47}. In accordance with Uranga et al. \cite{38}, the transition point indicates the location of a local maximum in the shape factor. We note, however, that the definition of the transition point is not unique; Alam and Sandham \cite{7}, for example, use the point of maximum negative skin friction.

3 Setup

The flow over a cambered NACA 65(1)-412 airfoil is simulated in two and three dimensions at a chord-based Reynolds number of $Re_c = 2 \times 10^6$ and a free-stream Mach number of $M = 0.3$. At this Mach number, the compressibility effect in terms of the pressure coefficient deviations are expected to be on the order of $5\%$ in relation to incompressible flow, according to the Prandtl-Glauert correction $C_{p,M}/C_{p,i} = 1/\sqrt{1 - M^2}$. While the Mach number in comparable wind tunnel experiments is usually closer to 0.1, the increased stiffness of the explicit numerical scheme results in time step sizes of the order of $O(10^{-6})$ that result in an excessive computational cost for three-dimensional simulations. The Prandtl number is set to $Pr = 0.72$. The Sutherland constant $R_T = S/T_f = 110/200$, and ratio of specific heats $\gamma = 1.4$ are chosen in accordance with Nelson \cite{38}.

We discretize the Navier-Stokes equations \cite{1} with a discontinuous Galerkin spectral element method (DGSEM). The method and code is extensively discussed, tested and used for DNS in previous work (Kopriva \cite{49}, Klose et al. \cite{50} and references therein). The conservative variables \cite{2} are spatially approximated on a $N^{th}$ order polynomial basis and collocated on quadrature nodes of Legendre polynomials. A Roe upwind scheme is used for the advective interface fluxes and a Bassi-Rebay formulation is used for the viscous part. A fourth-order explicit Runge-Kutta adaptive time-stepping scheme is used with time step sizes ranging between $2.3 \times 10^{-5} \leq \Delta t \leq 8.4 \times 10^{-6}$, depending on the element size and the polynomial order.

Similar to the simulations by Uranga et al. \cite{38} and Beck et al. \cite{39}, Riemannian free-stream conditions are applied at the outer boundaries of the domain. Spurious oscillations from exiting vortices are decreased through grid coarsening towards the outflow, as well as a damping layer on the energy term to reduce the reflected pressure waves \cite{21}. The surface of the airfoil is treated as no-slip adiabatic wall and, to account for its curvature, we fit the neighboring boundary elements to a spline representing the profile of the airfoil according to Nelson et al. \cite{52}. For 3D simulations, the mesh is extruded in the spanwise direction and the boundaries are set to be periodic to model an infinite wing.

The simulations are run until the flow has fully transitioned to a three-dimensional state and the solution has reached quasi-steady state with the lift and drag coefficients fluctuating around a mean. Flow statistics are recorded subsequently, with the integration times given in table 2.

3.1 Domain Size

The size of the computational domain impacts the numerical solution through blockage and spurious reflections from the outer boundaries. A compromise has to be made between a domain large enough to minimize such boundary effects and the available computational resources that necessarily limit the number of grid points. A C-type computational domain is used in this work and schematically shown in figure 2(a), with the radius $R$ and the wake length $W$ indicated.

Table 1 summarizes domain sizes used in selected airfoil simulations in literature. The domain radius of these airfoil DNS ranges from $4c$ \cite{53} to $100c$ \cite{24,39}. 

\begin{table}[h]
Figure 2: (a) C-type computational domain with general parameters. Elements of 2D computational meshes Grid 1 (b) and Grid 2 (c) around the airfoil. Only elements without interior Gauss nodes are shown.

| Source            | $R/c$ | $W/c$ | $L_z/c$ |
|-------------------|-------|-------|---------|
| Deng et al. [53]  | 4     | 3     | 0.1     |
| Jones et al. [9]  | 7.3   | 5     | 0.2     |
| Uranga et al. [38]| 6     | 6.4   | 0.2     |
| Visbal [24]       | 100   | 100   | 0.1-0.8 |
| Beck et al. [39]  | 100   | 100   | 0.2     |
| Lee et al. [35]   | 25    | 25    | 0.2     |
| Zhang et al. [54] | 6     | 10    | 0.1-0.8 |
| Balakumar [55]    | 15    | 15    | 0.2     |
| Serson et al. [56]| 15    | 10    | 0.5-2.0 |
| present           | 30    | 30    | 0.5     |

Table 1: Domain sizes of selected airfoil studies.
with periodic boundaries, the domain is extruded in z-direction by the outflow boundaries or changes in the separation bubble shape \[39\]. For three-dimensional computations (Table 1), a large domain size was found to be necessary to minimize spurious reflections from the outflow boundaries or changes in the separation bubble shape \[39\]. Two C-type meshes are employed in this study:

### 3.2 Resolution - Is it DNS?

et al. \[34\] in their LES study of the NACA 0012. In the present study, two different C-type meshes are applied, where each grid has a sharp trailing edge and a domain radius, \(R\), and wake length, \(W\), of 30c. These values are higher than in most comparable studies (Table 1), but a large domain size was found to be necessary to minimize spurious reflections from the outflow boundaries or changes in the separation bubble shape \[39\]. For three-dimensional computations with periodic boundaries, the domain is extruded in z-direction by \(L_z = 0.5c\), as recommended by Almutairi et al. \[34\] in their LES study of the NACA 0012.

### Table 2: Overview of 3D simulations.

| \(Re\) | \(\alpha\) | Mesh | \(R/c\) | Scheme | \(N_i(N_o)\) | \(T_{init}\) | \(T_{fin}\) | \(T_{stat}\) | DOF \((\times 10^6)\) |
|---|---|---|---|---|---|---|---|---|---|
| \(2 \times 10^4\) | 0° | Grid 1 | 30 | GL-SF | 12 | 0° | 43.2 | 10.1 | 74.0 |
| \(2 \times 10^4\) | 4° | Grid 1 | 30 | GL-SF | 12 | 0° | 46.7 | 10.2 | 74.0 |
| \(2 \times 10^4\) | 6° | Grid 2 | 30 | G | 4 | 0° | 5.4 | - | 146.3 |
| \(2 \times 10^4\) | 7° | Grid 2 | 30 | G | 4 | 0° | 23.3 | 14.5 | 146.3 |
| \(2 \times 10^4\) | 8° | Grid 2 | 30 | G | 6 | 25.8 | 39.0 | 8.2 | 401.3 |
| \(2 \times 10^4\) | 10° | Grid 1 | 30 | GL-SF | 12(1) | 15.6 | 36.1 | 15.9 | 30.7 |

Table 2: Overview of 3D simulations. \(Re\) = free-stream Reynolds number, \(\alpha\) = angle of attack, \(R/c\) = domain radius, G = standard Gauss DGSEM (* = with spectral filter), GL-SF = split form DGSEM with Gauss-Lobatto nodes, \(T_{init}/T_{fin}\) = initial/final convective time of run, \(a\) = initialized with uniform velocity field, \(b\) = initialized with 2D result, \(T_{stat}\) = integration time of statistics, \((2x) = h\)-refined, \(N_i(N_o)\) = polynomial order inner (outer) region, DOF = degrees of freedom (number of high-order nodes).

In the present study, two different C-type meshes are applied, where each grid has a sharp trailing edge and a domain radius, \(R\), and wake length, \(W\), of 30c. These values are higher than in most comparable studies (Table 1), but a large domain size was found to be necessary to minimize spurious reflections from the outflow boundaries or changes in the separation bubble shape \[39\]. For three-dimensional computations with periodic boundaries, the domain is extruded in z-direction by \(L_z = 0.5c\), as recommended by Almutairi et al. \[34\] in their LES study of the NACA 0012.

### 3.2 Resolution - Is it DNS?

Two C-type meshes are employed in this study: Grid 1 consists of 3,366 quadrilateral elements in the \(x-y\) plane and is extruded by 10 elements along the span for 3D simulations (see figure 2b). Grid 2 is refined with 23,400 elements per 2D plane and 50 elements in spanwise direction (see figure 2b). For \(Re = 2 \times 10^4\) and \(\alpha = 4°\), Nelson et al. \[52\], Klose et al. \[50\] have reported a grid-converged solution at a polynomial of \(N = 12\) for a mesh nearly identical to Grid 1, but limited to \(R = 5c\) and \(W = 15c\). Klose et al. \[50\], however, show that numerical instabilities occur at higher angles of attack (10°) if the standard DGSEM scheme is applied, but that these can be prevented by stabilization through a kinetic energy conserving formulation of the advective volume fluxes based on the split form by Pirozzoli \[57\]. While the coarse grid is proven to give a converged solution at \(N = 12\) for lower angles of attack (\(\alpha = 0°, 4°\)), we use the refined Grid 2 with a lower order of \(N = 4\) and \(N = 6\) for computations at higher \(\alpha = 7°, 8°\), respectively. The higher near-wall resolution of the fine grid adds more resolution to the boundary layer and hence is more suitable for turbulent flow and the accompanying increase in wall shear stress. For \(\alpha = 8°\), the maximum wall-normal height of the first element (Grid 2) at the leading edge is \(\eta^+_w = 8\) and places the first Gauss point at a wall coordinate of \(\eta^+_w = 0.2\). The maximum tangential grid spacing, based on the average spacing per element, is \(\zeta^+ = 4\) and occurs at the reattachment point of the LSB at \(x/c \approx 0.4\). These values are well within the limits accepted for DNS \[53\]. Grid independent solutions are established in two dimensions first, and presented in appendix A. These studies are a reference point for the three-dimensional simulations to establish grid-independence of the primary, two-dimensional vortex shedding.

For \(\alpha = 10°\), we have a marginal resolution of all scales at best, and we will not claim DNS for that angle but rather refer to it as implicit LES (ILES) computation. Because the flow is past the critical transition angle (7°–8°), we employ a computationally more efficient setup and resolve the flow on Grid 1 with twelfth order polynomials in the near field and reduced order elements in the outer field. A spectral filter reduces spurious oscillations from the decreasing order approximations away from the airfoil.

The test matrix of three-dimensional simulations is collated in table 2 for different meshes, polynomial orders, and refinements.
4 Results and Discussion

The main flow features are schematically illustrated in figure 3 and include the separation and transition of the suction (top) side shear layer and its interaction with the shedding of the pressure (bottom) side boundary layer. These features can also be recognized in the detailed flow visualizations in figure 4. The surface curvature of the profile induces an adverse pressure gradient on both sides of the airfoil, but on the pressure side, the shear layer withstands the adverse force and grows without separating from the wall until it forms a left-turning vortex at the sharp trailing edge. On the suction side, the higher surface curvature of the cambered profile results in a stronger adverse pressure force, as compared to the pressure side, that leads to a laminar separation of the boundary layer. At low $\alpha$ (see figure 3a), the bottom trailing edge vortex induces a vortex of opposite rotation in the upper, separated shear until the vortex pair sheds off and forms a vortex street in the wake. Kelvin-Helmholtz instabilities cause the growth of additional modes within the upper, separated shear layer (see figure 3b). These modes are amplified as they travel downstream and eventually yield vortical flow structures. As $\alpha$ increases, the adverse pressure gradient steepens, and the separation point moves upstream. At a critical $\alpha$ the transition point of the shear layer has moved upstream far enough for sizable flow structures to form upstream of the trailing edge, and they then transport flow momentum towards the wall, resulting in reattachment of the flow and the formation of a LSB. Both the LSB and the trailing edge now shed vortices separately (but not necessarily independently, as Ducoin et al. [20] have shown that LSB and Karman shedding are locked-in for the flow over a SD 7003).

4.1 Flow topology – separation, transition, and wake

Figure 4 shows iso-surfaces of the instantaneous vorticity magnitude $|\omega| = \sqrt{\omega_x^2 + \omega_y^2 + \omega_z^2}$ colored by the spanwise vorticity component $\omega_z$ to indicate the rotational direction of the vortical structures. The vorticity is computed as the curl of the velocity vector $\omega = \nabla \times \mathbf{u}$ and normalised by the advective frequency $U_\infty/c$. Laminar separation without reattachment is observed at $\alpha$ from $0^\circ$ to $6^\circ$. The separation point $S$, i.e. the time-averaged location of zero skin friction, is located at $x_s/c = 0.6$ ($0^\circ$), 0.49 ($4^\circ$), and 0.4 ($6^\circ$), as shown in figure 4a–c. For $\alpha = 0^\circ$ and $4^\circ$, the flow over the airfoil is quasi-two dimensional and three-dimensional structures develop only at the trailing edge and in the wake. The vortex system comprised of spanwise Karman and longitudinal braid vortices, resembles the three-dimensional structure found in bluff body wakes at low Reynolds number (such as behind a circular cylinder [14]). A detailed discussion of these near-wake instabilities is given in section 4.1.1. At $\alpha = 6^\circ$, a Kelvin-Helmholtz (K-H) instability causes the development of spanwise vortices within the separated, upper shear layer upstream of the trailing edge (figure 4b). Although the vortices cause the disruption of the separated shear layer upstream of the pressure side vortex roll-up, the instability does not cause the flow to reattach and the separated shear layer encloses a large recirculation region between the separation point and the trailing edge for $\alpha$ from $0^\circ$ to $6^\circ$.

As $\alpha$ is further increased, the streamlines are increasingly displaced and result in a lower pressure at
the airfoil’s leading edge and consequently in a stronger adverse pressure gradient than at lower incidence. At \( \alpha = 7^\circ \), the flow separates at \( x_s/c = 0.26 \) and a K-H instability drives the formation of large, spanwise vortices along the separated shear layer in the region \( 0.5 \leq x/c \leq 0.6 \). Upon their generation, these vortices are quasi-two dimensional but lose their coherence as they roll over the airfoil surface and transition into turbulence at \( x_t/c = 0.62 \) (marked as \( T \) in figure 4). Downstream of the transition point, the vortices can combine and burst into large-scale three-dimensional turbulent clouds, which we shall refer to as “puffs”, as we elaborate in section 4.1.2 in more detail. The turbulent fluid motion transports momentum from the mean flow towards the airfoil surface and re-energizes the boundary layer, resulting in the reattachment of the flow at \( x_r/c = 0.93 \) (see figure 4d). The turbulent reattachment at the trailing edge results in a slender LSB that has a maximum wall-normal height of \( h_{LSB} = 3.3\% \) of the chord length and stretches over 67\% of the airfoil.

At \( \alpha = 7^\circ \) the LSB abruptly shifts from the trailing edge of the airfoil to the leading edge with the flow separating at \( x_s/c = 0.014 \) and reattaching at mid-chord (\( x_r/c = 0.48 \)) for an angle of attack of \( \alpha = 8^\circ \) (see figure 4). The proportions of the LSB are similar to those at \( \alpha = 7^\circ \), with the bubble height measuring \( h_{LSB} = 2.5\% \) of the chord length and the ratios of LSB height to length being 0.054 (8\%) and 0.052 (7\%). These values are lower than the ratios reported by Galbraith and Visbal [37] for the SD 7003 airfoil, which are typically between 0.08 (\( Re = 4 \times 10^4, \alpha = 4^\circ \)) and 0.15 (\( Re = 3 \times 10^4, \alpha = 8^\circ \)). The more slender bubble over the NACA 65(1)-412 stems from the geometrical differences with the SD 7003, which favours formation of an LSB, whereas the present airfoil is designed to extend laminar flow by having its maximum thickness near mid-chord. At \( \alpha = 8^\circ \), laminar flow is present over two thirds of the bubble until the separated shear layer transitions at \( x_t/c = 0.32 \). The topology downstream of the transition point is governed by hairpin vortices and the break up of the laminar, spanwise vortices that shed off the LSB shear layer. Horseshoe, hairpin, or loop vortices all describe vortex tubes that, starting from a cross-stream alignment, bend upwards away from the wall and stretch in the streamwise direction as the upper portion (head) is subjected to the higher velocity in the boundary layer [59]. Because the bubble trailing edge has shifted from \( x_r/c = 0.93 \) at \( \alpha = 7^\circ \) to \( x_r/c = 0.48 \) at \( \alpha = 8^\circ \), a turbulent boundary layer develops past mid-chord over the downstream section of the airfoil until it sheds off at the trailing edge. A similar flow topology is found at \( \alpha = 10^\circ \), where the LSB has slightly changed in size with an earlier transition point (\( x_t/c = 0.23 \)), marginally shorter bubble length (\( x_s/c = 0.012, x_r/c = 0.46 \)), and increased height \( h_{LSB}/c = 3.9\% \). The height-to-length ratio consequently increases to 0.087, which is more than 60\% higher than the values found at \( \alpha = 7^\circ \) and 8\%.

A comparison of the time and space-averaged streamline patterns in figure 5 demonstrates the change in
Figure 5: Time and space-averaged streamlines for $\alpha$ from $0^\circ$ (a) to $10^\circ$ (f). Recirculating flow in blue. $S$, $T$, and $R$ indicate the mean locations of separation, transition, and reattachment.

flow topology from a region of separated, recirculating flow at the trailing edge into a LSB and its swift shift (within one degree $\alpha$) towards the leading edge. Because the maximum height of the airfoil is at $x/c = 0.4$, the LSB is either formed upstream or downstream of that point and not at mid-chord.

4.1.1 Three-dimensional instability at lower angles

Figure 6 visualizes vortical structures at the trailing edge for $\alpha = 0^\circ$, $4^\circ$, and $6^\circ$ through iso-surface plots of $Q \equiv (u_{i,j} - u_{i,j}u_{j,i})/2$ [60] and coloring according to the spanwise vorticity component $\omega_z$. The flow topology is characterized by the shedding of rollers, also called ‘Strouhal’ or ‘Karman’ vortices, that are the primary structures associated with the vortex shedding behind bluff bodies [12, 13]. Longitudinal braids envelop and connect these spanwise vortices and are common flow structures in wakes [14] and shear layers [61]. K-H instabilities also form within the upper separated shear layer and can drive the formation of additional quasi-two-dimensional vortices as shown in figure 3(c).

Instabilities in vortices and the resulting three-dimensional flow structures can be driven by different mechanisms. Given an initial perturbation, a Crow instability [16] can result in the displacement of local vortex segments that in turn leads to self and mutually-induced rotation and straining [17]. The axial wavelength of this instability varies and can be large (5-10 times the spacing between the vortex cores) for vortices of equal strength or be as low as of the order of the spacing between the cores for unequal pairs of vortices [62]. Here, the weaker of the vortices is stretched into so-called $\Omega$ loops that envelop the stronger vortex [17].

A perturbation of the vortex can also be caused by Kelvin waves of the elliptic flow within the vortex core and is therefore labeled an elliptic instability [15]. The axial wavelength of the elliptic instability scales with the diameter of the vortex core where the most unstable wavelength has been found to be $\lambda_z = 2D_{inv}$ [63] to $\lambda_z = 3D_{inv}$ [13], with $D_{inv}$ being the invariant streamline of the core (i.e. the streamline with zero radial velocity).
Crow and elliptic instabilities can occur together and develop combined vortical structures that result in the rapid breakdown into turbulent flow [63][17]. The elliptic instability has also been identified by Williamson [13] to be one of two instability modes responsible for the transition to three-dimensional structures in the wake behind a circular cylinder, called mode A. The other instability (called mode B) is of shorter wavelength and scales with the hyperbolic flow along the braid shear layer [13][14][64]. Both instability modes, mode A and mode B, result in the formation of streamwise vortex loops: The larger mode A deformations of the primary vortices are stretched in the braid shear layer and roll up into a pair of streamwise loops. The braid region between the Karman vortices, on the other hand, is a hyperbolic shear flow and a three-dimensional instability along the braid shear layer stretches vortex filaments into streamwise pairs of loops at a wavelength that scales with the braid shear layer thickness (mode B) [14][64]. These vortex pairs induce sinusoidal velocity perturbations within the upstream braid region that, in a self-sustaining manner, result in the continued formation of the streamwise vortices. For the wake behind a circular cylinder, Williamson [13] shows that the mode A has a wavelength $\lambda_a \approx 3D - 4D$ and mode B a wavelength of $\lambda_z \approx 1D$, where $D$ is the diameter of the cylinder but approximately equals the diameter of the near-wake vortex [13].

Because the spanwise wavelength of the three-dimensional instability is known to scale with the characteristic length of the aerodynamic body, the underlying instability mechanisms in the wake of the NACA 65(1)-412 can also be analyzed by the instantaneous vortex topologies. Jones et al. [9] compare the spanwise wavelength of streamwise vorticity streaks in the vortex shedding of a LSB over a NACA 0012 airfoil to the diameter of the shed vortex and find that the wavelength of the streamwise vortices corresponds to a mode B instability that is observed in the wake of bluff bodies.

To determine the origin of the three-dimensional instability observed in the wake of the NACA 65(1)-412 (see figure 6), we compare the diameter of the Karman vortices to the spanwise distribution of the braid vortices. The average diameter of the near-wake Karman vortices, as measured by the region of positive $Q$, is approximately $D_v = 0.04c - 0.06c$. We note that this may not be an objective measure, but that the value also closely matches the vortex diameter of 0.05$c$ reported for the LSB shedding over the NACA 0012 at a Reynolds number of $5 \times 10^4$ [9].

The elliptic mode A instability is expected to induce modes with wavelengths of $3D_v - 4D_v$ that correspond to the range $0.12c \leq \lambda_{ell} \leq 0.24c$, or 2–4 waves per span. Accordingly, the hyperbolic mode B instability is expected to induce 8–12 waves per span. Figure 6 shows the emergence of a series of streamwise loop vortices that originate from the vortex roll-up at the trailing edge and, as the flow angle increases from $0^\circ$ to $4^\circ$ and $6^\circ$, combine into clusters of longitudinal coherent vortex structures with a tubular shape (see figure 6). Williamson [13] notes that the process of loop generation is self-sustaining as the downstream loops induce a corresponding velocity mode in the upstream vortex.

As first proposed by Jones et al. [9] and later by Marxen et al. [18], the self-sustained turbulence in a LSB is driven by a combination of elliptic instability within the K-H vortices and hyperbolic shear instabilities between them. The occurrence of both three-dimensional instability mechanisms can also be inferred in the present airfoil flow. The lower $\alpha (0^\circ - 6^\circ)$ are distinctly characterized by the small-scale braids with approximately 16 braid loops per span (0.5$c$). The loops are generated as pairs so there are two vortices per wavelength, matching the number for a (hyperbolic) mode B instability.

While the braids are rather evenly distributed at $0^\circ$, they start to cluster at $4^\circ$ and most notably at $6^\circ$, while the primary Karman vortices increasingly deform compared to the topology at $0^\circ$ (see figure 6). The clustering of braids and deformation of the spanwise vortex tubes implies the presence of an additional low-frequency elliptic instability mode that is superposed onto the hyperbolic shear instability. At $6^\circ$, the upper (blue) Karman vortex appears to have four waves over the span with the braids also clustering into four groups. With the expected wavelength of the elliptic instability in the range $0.12c \leq \lambda \leq 0.24c$, the four waves shown in figure 6(c) match the expected wavelength and the combination of both, an elliptic mode A and a hyperbolic mode B instability drives the transition of the near-wake vortex shedding into three-dimensional turbulent structures.

### 4.1.2 Three-dimensional instability at higher angles

The flow at higher $\alpha$ is characterized by the formation of a closed and thin LSB and subsequent transition to turbulence. The evolution of the instabilities at $\alpha = 7^\circ$ are particularly insightful in the mechanism by which the transition takes place. A series of snapshots from $t = 7.8$ to $t = 10.8$ in figure 7 shows that the flow
transitions from a nominally two-dimensional state to three-dimensional turbulent structures. In the figure, iso-surfaces of $Q$ colored by the spanwise velocity component $w$ show the emergence of three-dimensional modes within the vortices. Note that no perturbation or forcing is added to the flow and the transition occurs naturally. The flow is initially quasi-two-dimensional and characterized by the formation of spanwise Kelvin-Helmholtz vortices from the separating shear layer at mid-chord (see figure 7a). A well-defined low-frequency perturbation mode along the vortex at the trailing edge, as well as within the advected vortex pair downstream in the wake, is made visible by the $w$-velocity coloring at $t = 7.8$. The smaller of the two downstream vortices has attained noticeable bends whereas the larger tube is only weakly bulging along the span. One convective time unit later, the snapshot at $t = 8.8$ (figure 7b) shows that the three-dimensional instability grows over time and result in an increasing spanwise velocity component and stronger bending of the vortex tubes over the airfoil. Downstream, the continued deformation of the vortex pair has resulted in the smaller vortex being stretched into two pairs of streamwise loops that resemble hairpin-like structures and envelop the larger spanwise vortex.

The stretching and wrapping of initially spanwise vortices into pairs of rollers and streamwise $\Omega$-shaped loops is driven by a Crow instability for counter-rotating vortex pairs of unequal strength, as described by Leweke et al. [17] and visualized by Chatelain et al. [62]. The Crow instability scales on the separation $b$ between the vortex cores, where the axial wavelength is between $6b \leq \lambda_z \leq 10b$ for vortices of equal strength but can be as low as $\lambda_z \approx b$ for unequal pairs [17]. At $t = 7.8$ (figure 7a), the downstream vortex pair has a separation of $b/c = 0.09$, and the axial wavelength of $\lambda_z = 0.25$ is well within the limits of the Crow instability for unequal vortex pairs, as $\lambda_z = 2.8b$. Because the Crow instability acts on pairs of counter-rotating vortices, the near-wake structures are initially not connected through braids for $t \leq 9.8$, but increase the instability of the upstream vortex pair through induction of the perturbed velocity components. Only at later times ($t \geq 10.8$), when the flow becomes more turbulent and the perturbation has moved further upstream, a set of braid vortices link consecutive Kelvin-Helmholtz rollers and establish a continuous wake of three-dimensional, turbulent motion (see figure 7c–d).

While the Crow instability describes the $\Omega$-loop formation of the downstream vortex pairs, the initial
perturbation is caused by different instability mechanisms. The diameter of the K-H vortices at $t = 7.8$, measured by the region of positive $Q$, is in the range $D_{KH} = 0.06c - 0.09c$. An elliptic instability is therefore expected to occur at wavelengths between $0.18c \leq \lambda_z \leq 0.36c$ and hyperbolic instabilities between $0.06c \leq \lambda_z \leq 0.09c$ if we apply the same scaling arguments as above and employed by Jones et al. [9]. Because the observed spanwise wavelength of $\lambda_z = 0.25c$ lies within the range $0.18c \leq \lambda_z \leq 0.36c$, it is likely that the initial perturbation of the spanwise vortices is caused by an elliptic instability within the vortex cores, with the bending mode of the upstream vortices over the airfoil matching the topology presented by Leweke et al. [17]. The Crow and the elliptic instability then cause the formation of the $\Omega$-loops in the downstream vortex pairs.

To monitor the development of the three-dimensional instability over the airfoil, we consider a time series of streamwise vorticity iso-surfaces $|\omega_x| = 1$ in figure 8. The vortical structures identified in this way only relate to rotating fluid along the streamwise axis and hence detect three-dimensional flow patterns without being obscured by the dominating two-dimensional topology. The $\omega_x$ surfaces in figure 8 are flat layers that are stacked on the airfoil surface and lifted off by passing spanwise vortices. A similar topology of streamwise vorticity surfaces has been reported by Jones et al. [9] for the LSB shedding over a NACA 0012 and by Sakai et al. [65] for the instability of a laminar separation bubble under a solitary wave.

The time series in figure 8 illustrates that streamwise vorticity is present within a thin layer at the trailing edge in a slender region of recirculating fluid (bubble height = 0.026c). As the next vortex forms, it is bent by the existing rotating flow near the airfoil surface and, as the vortex line tilts, induces streamwise vorticity itself, thereby amplifying the spanwise velocity component. The cycle repeats until the bending of the spanwise vortices towards the trailing edge at a location where patches of positive and negative $\omega_x$ induce a wall-normal upwelling fluid movement (see figure 8). The iso-surfaces of $Q$ shown in figure 7(b-c) indicate that this asymmetric bending is associated with the generation of loop vortices that eventually grow into the enveloping braids at later times.

According to Alam and Sandham [7] and Jones et al. [9], laminar separation bubbles require a reverse flow
velocity \( U_R \) of 15% to 20% of the local boundary layer edge velocity to develop an absolute stability, while Theofilis [19] found that lower levels of reverse flow of \( \mathcal{O}(10\%) \) are sufficient to sustain a three-dimensional instability mode, which is also confirmed by Marxen et al. [18]. For the present airfoil flow at \( \alpha = 7^\circ \), the maximum level of the reverse velocity component is \( U_R = 10.9\% \) (10.3\% at 8° and 11.5\% at 10°), relative to the local velocity magnitude at the boundary layer edge. These values therefore seem to not qualify for an absolute instability mode, but are sufficient for a three-dimensional mode. The temporal and spatial growth of three-dimensional perturbations (figure 7 and 8) distinctly shows that turbulence is first induced through the amplification of the three-dimensional flow that originates from an elliptic instability. Three-dimensional flow is then amplified within the braid shear layer through smaller-scale loop vortices.

### Trailing-edge LSB and the formation of turbulent puffs

Low-frequency spanwise modes within the Kelvin-Helmholtz vortices also are also present at later times and drive the formation of large-scale turbulent structures. At \( t \approx 16 \), the bending of spanwise vortices results in a horseshoe-type vortex structure that extends over the span of the airfoil and bursts into a turbulent cloud or “puff”. The process is outlined in figure 9(a–d) and starts with the bending of the K-H vortex along the span in streamwise direction (figure 9a). While the nominally two-dimensional flow structure breaks down and forms smaller-scale loop vortices (figure 9b), a large-scale coherent horseshoe-shaped vortex system develops (figure 9c), which then bursts and sheds off at the trailing edge (figure 9d). Because the wavelength of this mode \((\lambda_s = 0.5c)\) is twice the expected wavelength of an elliptic instability for the given vortex diameter \((D_v \approx 0.06)\), the large-scale deformation of the K-H vortex in figure 9(a) is at least partly the result of the interaction with downstream vortices through induction of velocity in the upstream vortices (Crow-type instability). The series in figure 9(a–d) shows how the interplay of three-dimensional large scale instability modes and the small-scale loop vortices results in the formation and bursting of such large coherent turbulent structures.

Given that these structures are of the same size as the spanwise extent of the computational domain, an open question remains whether even larger vortex systems exist if a larger span is chosen. The study on the effect of the spanwise domain length is, however, not subject of this paper and we will therefore leave the answer to this question to future research.
Figure 9: Iso-Q surfaces at $t = 16.3$ (a), 16.5 (b), 16.7 (c), and 16.9 (d). Coloring by spanwise vorticity $\omega_z$.

Figure 10: Iso-Q surfaces for $\alpha = 8^\circ$ (a) and $10^\circ$ (b). Coloring by spanwise vorticity $\omega_z$.

**Leading-edge LSB**

As the impact of the elliptic instability grows with increasing $\alpha$ from $0^\circ$ to $7^\circ$, the flow structures are less distinct in the leading-edge LSB at $\alpha = 8^\circ$. Figure 10 shows the vortices over the suction side of the airfoil at $\alpha = 8^\circ$ and $10^\circ$. The separated laminar shear layer sheds K-H vortices which break down before mid-chord and lose their spatial coherence as the flow transitions to a turbulent boundary layer. Non-zero spanwise velocity and three-dimensional vortex structures are also present throughout the upstream, laminar section of the bubble and result in the non-uniform generation of the K-H vortices with vortex displacements and re-connections visible. Low-frequency deformations of the K-H vortices and the generation of hairpin loops within the shear region point to the same instability mechanisms observed at lower $\alpha$, but their occurrence is less pronounced and masked by the rapid transition to turbulence.

4.1.3 Effect on the wake topology

The spatial development of the vortex street in the airfoil wake is visualized in figure 11 for $\alpha = 0^\circ$, $4^\circ$, $7^\circ$, and $8^\circ$, where contours of the instantaneous, spanwise vorticity component $\omega_z$ are plotted in (a) and contours of the specific entropy $s$ in (b). Vorticity is generated at the airfoil wall and transported downstream, where stretching of vortex filaments, mixing, and diffusion results in the decay of vorticity and the spreading of the street. We also visualize this transport of fluid from the airfoil into the wake through contours of specific entropy, $s = \ln(p/\rho^\gamma)/(\gamma(\gamma - 1)M_f^2)$, which follows a scalar transport equation with a production term for
irreversible processes [66, 67]. Entropy is generated by viscous dissipation in the wall boundary layer [67], and then transported into the wake and consequently highlights the associated flow topology.

At $\alpha = 0^\circ$, the Karman vortices remain aligned in a narrow vortex street throughout the wake (figure 11a). The mixing rate with the surrounding fluid is low as the higher levels of entropy generated in the shear layer around the airfoil remain confined to an area of $\pm 0.25c$ until at least 5 chord lengths behind the airfoil (figure 11b). The low mixing and spreading rates of the vortex street at $\alpha = 0^\circ$ show how the flow topology in the far wake is defined by the organized near-wake structures at the airfoil trailing edge shown in figure 6(a).

At $\alpha = 4^\circ$, the vortex street in the airfoil wake spreads at a higher rate than at $0^\circ$ and the vorticity and entropy contours appear diffused two chord lengths downstream from the trailing edge, marking the transition of the flow to turbulence and the accompanying entrainment of surrounding fluid. As is the case at $\alpha = 0^\circ$, the baseline topology in the far wake is defined by the near-wake coherent structures (figure 6b), but the transition and break up of the laminar vortex structures in the wake at $4^\circ$ confirm the existence of additional flow instabilities that are not strongly influential at $0^\circ$. As noted before, these instabilities include a three-dimensional mode within the Karman vortices and K-H instabilities within the separated shear layer on the suction side. The transition of the wake flow can therefore be attributed to a combination of these modes and their interaction with the pressure-side Karman vortices.

With $\alpha$ increasing to $7^\circ$ and $8^\circ$, the wake structures become more irregular as they are governed by turbulent motion following the flow transition upstream of the trailing edge and the development of wall-bounded turbulence. In case the LSB forms at the near side of the airfoil ($\alpha = 7^\circ$), the interaction of suction side (K-H shedding) and pressure side (Karman shedding) instabilities is most pronounced and results in a low-frequency vortex street with the vortices forming large-scale turbulent puffs as they shed downstream into the wake. The vertical momentum induced by the turbulent puffs increases the wake spread and leads to regions of high vorticity followed by quiescent fluid in contrast to the more uniform wake topology at lower $\alpha$ ($0^\circ$ and $4^\circ$). While the Karman vortices can still be distinguished several chord lengths downstream from the trailing edge by local maxima in the vorticity and entropy contours at $0^\circ$ and $4^\circ$, the structures at $7^\circ$ appear more diffused and point to a fully turbulent wake.

At $\alpha = 8^\circ$, the LSB is located at the leading edge and the K-H vortices have transitioned at mid-chord into a turbulent boundary layer (figure 10a). The turbulent breakdown of the larger vortices into smaller structures results in a more isotropic flow over the suction side than at $7^\circ$ and leads to a narrower wake because the continuous shedding of vortices disrupts the roll-up of the pressure-side shear layer into a large trailing-edge vortex. Consequently, the wake topology is no longer governed by the large-scale puffs that exist at $\alpha = 7^\circ$, but shows a turbulent vortex street, that, despite the shift in flow regimes, still shows the footprint of the interaction of Karman and K-H shedding but on a smaller scale.

The wide range and abrupt changes of flow topology driven by the combination of different two and three-dimensional instabilities in the flow over a NACA 65(1)-412 airfoil at a single Reynolds number shows the sensitive nature of the low-Reynolds number aerodynamic response to small changes in free-stream conditions.

### 4.2 Aerodynamic forces

The changes in flow patterns at different angles of attack are accompanied by changes in the integrated forces on the airfoil. Figure 12 shows the time history of the lift and drag coefficients, as well as the corresponding frequency spectrum for the flow at $\alpha = 0^\circ$, $4^\circ$, $7^\circ$, and $8^\circ$. The $10^5$ data is omitted here to not overload the plots. At the lower $\alpha$ ($0^\circ$ and $4^\circ$), the oscillations of the forces are regular and driven by the shedding of the Karman vortices from the laminar shear layers at the trailing edge that result in the narrow wakes presented in figure 11. Note that the time unit is scaled with the free-stream velocity $U_\infty$ and the chord-length of the airfoil $c$, so the corresponding frequency is a Strouhal number $St = fc/U_\infty$. At $\alpha = 0^\circ$, the lift coefficient yields a single peak at a Strouhal number of $St = 3.1$, indicating that no instability other than the Karman shedding is predominantly driving the flow. The increasingly unstable separated shear layer at higher angles results in additional low-frequency content of the lift spectrum at $\alpha = 4^\circ$, which still shows a dominant peak (at $St = 2.7$), but at a reduced height (by 15%) caused by the energy transfer to other frequencies. The dominant mode is therefore still driven by the Karman shedding and the periodic formation of a strong trailing-edge vortex, but the K-H instability within the top shear layer induces waves at different frequencies that lead to additional peaks in the spectrum.
Figure 11: Instantaneous snapshots of the vorticity $\omega_z$ (a) and the specific entropy $s = \ln(p/\rho\gamma)/(\gamma(\gamma - 1)M_f^2)$ (b) along a slice at $z/c = 0.025$ for $\alpha = 0^\circ$, $4^\circ$, $7^\circ$, and $8^\circ$ (top to bottom).
Figure 12: Lift (a) and drag (b) coefficients over time. (c) Frequency spectrum of the lift coefficient. For \( \alpha = 0^\circ, 4^\circ, 7^\circ, \) and \( 8^\circ \).

At higher \( \alpha = 7^\circ \) and \( 8^\circ \), the force oscillations are irregular and strongly dependent on the location of the LSB. When the LSB forms at the trailing edge of the airfoil (\( \alpha = 7^\circ \)), the interaction of suction side (K-H shedding) and pressure side (Karman shedding) instabilities results in large-scale turbulent bursts leading to large-amplitude oscillations of the aerodynamic forces (figure 12a–b). The corresponding lift spectrum shows a dominant peak at \( St = 1.2 \) of more than twice the amplitude as the peaks at \( \alpha = 0^\circ \) or \( 4^\circ \), as well as low-frequency peaks at \( St = 0.3 \) and \( 0.8 \) that have the same or higher amplitudes as the peak at \( \alpha = 4^\circ \) (figure 12c). The high energy content of these fluctuations results from the interaction of both, Karman (pressure side) and K-H (suction side) instabilities, whereas the shedding at \( 0^\circ \) and \( 4^\circ \) is mainly driven by the Karman instability induced by the roll-up of the pressure side shear layer. In case of a leading-edge LSB (\( \alpha = 8^\circ \)), the time-averaged lift force \( \bar{C}_l = 1.03 \) is higher than at the other \( \alpha \), but the amplitude of the oscillations is reduced (figure 12a). The lift spectrum (figure 12c) does not show a dominant shedding frequency, but has several low-frequency peaks at only a third of the amplitudes computed for the other cases. The low-amplitude oscillations are caused by the break up of the K-H vortices and the transition to a turbulent boundary layer at mid-chord, which increases the isotropy of the flow structures on the suction side and interrupts the pressure-side shear layer from rolling into a large vortex.

The time-averaged profiles of the pressure and skin friction coefficients for the flows at \( \alpha = 0^\circ, 4^\circ, 7^\circ, \) and \( 8^\circ \) are plotted over the chord length of the airfoil in figure 13. At lower angles (\( \alpha \leq 6^\circ \)), the suction peak and the resulting adverse pressure gradient are small and the skin friction coefficient gradually decreases until it becomes negative at the fixed separation point, as identified at the time-averaged zero-skin friction point in Haller [47], at \( x_{s,0^\circ} = 0.6 \) and \( x_{s,4^\circ} = 0.49 \) (figure 13b). Downstream of the separation location, the surface pressure remains constant and does not recover the free-stream value at the trailing edge.

At higher \( \alpha \geq 7^\circ \), the suction peak increases from \( C_p = -0.6 \) at \( \alpha = 4^\circ \) to \( C_p = -2.5 \) at \( 7^\circ \) and \( 8^\circ \) and steepens the adverse pressure gradient and promotes flow separation further upstream at \( x_{s,7^\circ} = 0.26 \) and \( x_{s,8^\circ} = 0.02 \). The skin friction coefficient at \( 8^\circ \) shows a shape typical for LSBs (cf. Jones et al. [9]) with a pronounced negative peak around the transition point. At \( \alpha = 7^\circ \), the LSB is located at the trailing edge and the skin friction profile indicates that the wall shear stress remains near zero over two thirds of the airfoil until the flow transitions at \( x_t/c = 0.62 \) and transports momentum to the surface that results in a peak of the shear stress at \( x/c = 0.75 \).

The skin friction profile at \( 7^\circ \) is similar to the data shown by Uranga et al. [38] for a trailing edge LSB on the SD 7003 airfoil at \( Re = 2.2 \times 10^4 \) and \( 4^\circ \) incidence. Instantaneous skin friction data of the NACA 65(1)-412 at \( 7^\circ \) (not shown) also illustrates that the shear stress periodically becomes negative at the leading edge and so provides a favourable velocity gradient for the development of the shear instabilities that later result in the shedding of K-H vortices. Both cases with LSBs at \( \alpha = 7^\circ \) and \( 8^\circ \) recover the free-stream pressure at the trailing edge and thereby reduce the form drag which results in the high-lift low-drag state at the critical angle of attack, \( \alpha_{\text{crit}} \) between these two regimes.
Comparison of numerical and experimental results

There is a rich set of flow phenomena that successively appear as $\alpha$ varies from $0^\circ$ to $10^\circ$. At low $\alpha$ the airfoil is sheathed in a mainly laminar flow and though the separation point is just aft of mid-chord, the separated region itself is also mostly laminar, up until $\alpha \approx 7^\circ$ when the LSB instability triggers transition to turbulence on the airfoil itself (figure 4d). In a time-averaged sense, the flow now re-attaches. With further increases in $\alpha$ the separation, transition and reattachment points all move forward (figure 5d-f). The effect of this change of flow state on the integrated aerodynamic force coefficients is quite large, and the sensitivity of the global flow to small changes that cause significant movement of the separation point is responsible for certain difficulties in comparing experiments and computations, even under nominally similar conditions.

Figure 14 makes such a comparison for DNS in two and three dimensions with measurements from two different wind tunnels [68, 69]. Also included are calculations from the panel code Xfoil [40] which uses a boundary integral method to estimate separation locations. There is a tunable parameter, $N_{\text{crit}}$ for the growth rate of disturbances that depends on the tunnel environment and here $N_{\text{crit}}$ is set to 9.

DNS and experiments all show an abrupt increase in $C_l$ and decrease in $C_d$ at some critical incidence angle, $\alpha_{\text{crit}}$. In both 2D and 3D DNS, $\alpha_{\text{crit}} = 6^\circ$, which corresponds to the turbulent reattachment of the flow to the aft part of the suction surface. It is reasonable to assume that the same physical mechanisms occur in experiment, but $\alpha_{\text{crit}} = 9^\circ$ in the USC data and $\alpha_{\text{crit}} = 7^\circ$ in the SDSU data. Xfoil also predicts a rapid increase in $C_l$ at $9.5^\circ$ in forward sweep and $6.5^\circ$ in backwards sweep. Xfoil underpredicts the lift at almost all $\alpha$. Before $\alpha_{\text{crit}}$, the 3D DNS and experiments lie within uncertainties of each other. In this same range of $\alpha$, the 2D DNS estimates are all above the 3D data from numerical and laboratory experiment. All $C_l(\alpha)$ below $\alpha_{\text{crit}}$, fall markedly below the inviscid $2\pi\alpha$ line ($\alpha$ at design $C_l$ for this airfoil section at high and infinite $Re$ is zero degrees; at this $Re$, $C_l < 0$ at $\alpha = 0^\circ$). The discrepancies arise from the time-dependent vortex shedding at the trailing edge, where bottom and top shear layers roll up into eddies and induce a local low-pressure region in the time-averaged flow field (see figure 15a). The results therefore vary with the numerical approximation and how accurately the dynamics of the vortex shedding are represented.

The similarities and differences between the various estimates in figure 14 demonstrate how a correct accounting for the unsteady vorticity field is important at all $\alpha$. Neither Xfoil nor the 2D DNS do this (albeit for very different reasons). The 2D simulations do yield a correct $\alpha_{\text{crit}}$, and since full 3D simulations are expensive, alternative simplified computations may be useful.

We assess the pressure distribution of time and space resolved two and three-dimensional DNS computed with the DGSEM, 2D RANS simulation conducted with FLUENT using the transitional shear-stress transport (SST) model [70], and Xfoil. A compressible, density-based solver and a second-order upwinding scheme for the derivatives is used for the RANS simulation, where pressure far-field conditions are prescribed at the boundaries of the domain, which is of the same size as the DNS mesh. All computations use a Mach number of $M = 0.3$. 

![Figure 13: Time and spanwise averaged pressure (upper and lower side) and skin friction (upper side) coefficients for $\alpha = 0^\circ$, $4^\circ$, $7^\circ$, and $8^\circ$.](image)
Figure 14: Lift (a) and drag (b) coefficients obtained from wind tunnel experiments at USC and SDSU, DNS data (2D & 3D), and Xfoil data (forward and backward sweep, $N_{crit} = 9$) for a NACA 65(1)-412 at $Re_c = 2 \times 10^4$. Error bars come from standard deviation of DNS time series and the gray area identifies the total lift and drag range of the parametric 2D study given by the averaged coefficient +/- standard deviation. The error bars in the experiments come from the variation between separate, repeated experiments.

The time-averaged pressure coefficient and streamlines of the DNS and RANS results are presented in figure 15 (a–c) and the surface pressure is plotted in (d), together with the Xfoil result. Differences in the streamline pattern of the time-resolved two and three-dimensional DNS are caused by the absence of the three-dimensional vortex dynamics (turning and stretching) in the 2D case, resulting in a more rigid system of vortices within the bubble. As a result, the surface pressure on the suction side is lower in the two-dimensional DNS and leads to a consistently higher lift force for angles $\leq 6^\circ$ (see figure 12a). The only RANS model that predicts the recirculation bubble is the SST model, but the result is unsteady and shows vortex shedding. The data presented in figure 15 is therefore an averaged solution and shows that the recirculation region is overly diffused and does not include the distinct low pressure region at the trailing edge. Accordingly, the surface pressure on the suction side is higher than in the two and three-dimensional DNS. Because Xfoil does not directly model the vortex shedding, the low-pressure region caused by the formation of Karman vortices at the trailing edge is entirely disregarded. As a result, the surface pressure is misrepresented (figure 15b) and the aerodynamic forces are predicted too low, leading to the deviations in the polars shown in figure 12.

5 Concluding Remarks

A comprehensive and detailed overview of the flow topology over a cambered NACA 65(1)-412 airfoil at $Re = 2 \times 10^4$ is given for angles of attack from $0^\circ$ to $10^\circ$ using direct numerical simulations. It is shown that the flow is very sensitive to changes in $\alpha$ and multiple flow states emerge within $0^\circ \leq \alpha \leq 10^\circ$. The flow regime changes at a critical angle of attack of $7^\circ$ from laminar separation without reattachment at $\alpha \leq 6^\circ$ over a LSB at the trailing edge to a LSB at the leading edge for $\alpha \geq 8^\circ$. The transition of the flow regimes is governed by the interaction of several instabilities that result in complex three-dimensional structures: Karman vortices, that are driven by the roll-up of the pressure side boundary layer at the trailing edge, and Kelvin-Helmholtz instabilities within the separated shear layer on the suction side interact with three-dimensional instabilities within the vortex cores and in the braid region and result in three-dimensional tubular structures for $\alpha \leq 6^\circ$. 
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Figure 15: Pressure coefficients of two and three-dimensional DNS, RANS-SST, and Xfoil.
and large-scale turbulent puffs at $\alpha = 7^\circ$.

The topology of the far-wake structures several chord lengths behind the airfoil is governed by the near-wake and the instabilities that transition the flow. While a narrow vortex street governs the wake at $\alpha \leq 4^\circ$, the formation of the LSB at $\alpha = 7^\circ$ and the accompanying interaction of pressure and suction side instabilities result in a low-frequency street with large-scale turbulent structures. The shifting of the LSB to the leading edge at $\alpha = 8^\circ$ incidence narrows the wake again, as the wall-bounded turbulence over the airfoil results in a more uniform shedding at the trailing edge compared to $\alpha = 7^\circ$.

The flow bifurcation is accompanied by a sudden increase of the lift force and decrease in the drag, as shown by polars from DNS, wind tunnel experiments, and Xfoil, and underscores the sensitive nature of low-Reynolds number airfoil aerodynamics. By comparing DNS, RANS simulation, and Xfoil data, it is shown that under-prediction of the lift coefficient in Xfoil is related to a low-pressure region at the trailing edge that is caused by vortex formation inside the LSB. These elaborate flow structures and their interactions are more influential at lower Re, and further effort could usefully be put into appropriate modelling strategies when and if simpler models are used, for example in design.

It is the sensitivity and complexity of this flow that makes the comparison of computations and experiments particularly challenging and cause the continued mismatch in the critical angle. Although we extensively studied the effect of simulation parameters and reached cross-solver convergence, there are other factors that play a role in comparing with experiments, such as end-wall effects [71] or acoustics [72]. We plan to report on the effect of these parameters in future work.
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A Parameter study: 2D simulations

In this section we present results of two-dimensional Navier-Stokes simulations of the NACA 65(1)-412, which serve to assess on the effect of resolution, domain size, and Mach number. Although the physical meaning of these results is limited because vortex stretching is absent in two-dimensional approximation, they are relevant for assessing first-order trends in parametric studies.

A.1 Effect of Mach number

Although low-Reynolds number flows also typically operate at low Mach numbers, some applications (e.g. UAV at high altitude) may encounter compressibility effects [3]. The Prandtl-Glauert correction rule to estimate the compressibility effects of the flow is $C_{p,M}/C_{p,i} = 1/\sqrt{1 - M^2}$. For Mach numbers $M = 0.1$ and $M = 0.3$, the correction factors are $C_{p,M=0.1}/C_{p,i} = 1.005$ and $C_{p,M=0.3}/C_{p,i} = 1.048$ respectively and hence we expect deviations of around 4% – 5%.

At 4° angle of attack, the lower compressibility at $M = 0.1$ results in a larger amplitude of the lift and drag force oscillations, as well as an offset of the time-averaged values by 4% and 6% respectively (see table 3). These values are in very good agreement with the predicted deviations based on the Prandtl-Glauert correction. Time-averaged profiles of the the pressure and skin friction coefficients in figure 17 show that the differences in compressibility effect mainly the pressure distribution on the suction side of the airfoil and have a negligible impact on the skin friction distribution.

At 8° incidence, a slender LSB stretches from the leading until $x_r/c = 0.45$, 0.41, and 0.49 for $M = 0.05$, 0.1, and 0.3 respectively. The profiles of the pressure and skin friction coefficients are given in figure 18 and show that the higher compressibility in case of $M = 0.3$ results in a more distinct pressure plateau and elongated separation bubble with downstream reattachment compared to the lower-Mach number cases. Streamlines of the time-averaged recirculating flow within the LSB are plotted in figure 20 and illustrate the
Figure 16: Lift and drag coefficients at $\alpha = 4^\circ$ over time for different Mach numbers. Domain radius $R = 30c$.

Figure 17: Time-averaged pressure and skin friction coefficients for $M = 0.1$ and $M = 0.3$ at $\alpha = 4^\circ$, $R = 30c$.

| $M$  | $C_l$  | $C_{l,p}$ | $C_{l,f}$ | $C_d$  | $C_{d,p}$ | $C_{d,f}$ |
|------|--------|-----------|-----------|--------|-----------|-----------|
| 0.1  | 0.444  | 0.443     | 0.001     | 0.051  | 0.033     | 0.019     |
| 0.3  | 0.463  | 0.462     | 0.001     | 0.054  | 0.036     | 0.019     |

Table 3: Lift and drag forces for $\alpha = 4^\circ$ and different Mach numbers.
difference in bubble sizes. The lift and drag coefficient averages differ by 2% and 12% respectively (see table 4) and can be attributed to the modified pressure distribution caused by the different LSB sizes.

In addition to assessing compressibility effects by computing the flow at different Mach numbers with the compressible DGSEM solver, we also compare our results with incompressible flow simulations performed with FLUENT. Transient, incompressible computations are conducted with a pressure-based solver, second-order upwind for the spatial discretization, and second-order implicit time-stepping. No turbulence model is applied such that only source for artificial viscosity is through numerical dissipation from the upwinding scheme. A C-type domain with radius and wake length of 30 chords and consisting of 802,300 quadrilateral elements is used. The outer boundaries treated as velocity inflow (left, lower, and upper) and pressure outflow conditions (right) and a no-slip condition is applied at airfoil surface.

Figure 19 shows the history of the lift and drag coefficients obtained from compressible DGSEM computations at a Mach number of $M = 0.05$ and sixth order polynomial representation and incompressible simulations with FLUENT. The results are in good agreement and confirm that the solution to this particular flow has converged across different numerical solvers. The case also shows that compressibility effects are not the cause for the disagreement with the USC wind tunnel experiments at $\alpha = 8^\circ$ as all simulations show the transitioned state regardless of the Mach number.

A comparison of the streamlines inside the LSB (see figure 20) shows that the bubble size in the FLUENT computations is nearly identical with the DGSEM results at $M = 0.3$, but deviates from the topology found at $M = 0.05$. While the differences between the DGSEM results are related to the compressibility effects, results from the FLUENT simulation are also affected by the lower order accuracy of the spatial and temporal discretization and the increased numerical dissipation of the upwind scheme.

### A.2 Resolution – is it DNS?

The resolution in spectral element methods can be adjusted either through mesh refinement ($h$) or by increasing the polynomial order per element ($p$). The two meshes employed in this paper, Grid 1 and Grid 2, are based on very different element sizes and polynomial orders (cf. 2). For $4^\circ$ incidence, Nelson et al. [52] reports a grid-converged solution for a polynomial order of $P = 12$ on Grid 1. Because the flow transitions to turbulence at higher angles of attack, we compare time-averaged results of the coarser Grid 1 and the refined Grid 2 at different polynomial orders for $8^\circ$ incidence. At this angle, the wind tunnel experiments at USC and the computations deviate considerably as the experiment is still in the laminar regime below $\alpha_{crit}$ while
Figure 19: Lift and drag coefficients at $\alpha = 8^\circ$ over time DGSEM ($M = 0.05$) and FLUENT (incompressible) computations.

Figure 20: Laminar separation bubble for $M = 0.05$ and $M = 0.3$ (DGSEM) and incompressible ($FLUENT$) at $\alpha = 8^\circ$, $R = 30c$. 
the DNS simulations has already become turbulent.

We assess the fidelity of the numerical results by comparison of the skin friction coefficient for different resolutions. Figure 21(a) shows that at a polynomial order of $N = 12$, resolution at the airfoil’s leading edge is insufficient and causes spurious, numerical oscillations in the solution. Although of considerable amplitude, these oscillations remain a local artifact and do not affect the results significantly in comparison to the converged solution at $N = 18$. The higher mesh refinement of Grid 2 requires lower polynomial orders to reach a converged solution and the skin friction coefficients plotted in figure 21(b) show good agreement for polynomial orders $N = 4 – N = 8$. The minor deviations can be attributed to the finite number of samples collected for temporal statistics. Note that differences between figure 21(a) and (b) stem from a larger buffer layer region in Grid 1 that results in reduced feedback of waves from the wake.

Given that no filter is employed in either of the simulations and the solution shows convergence, we consider the results presented in this paper DNS with the exception of the case at $10\degree$, which show some under-resolution at the leading edge and should therefore be considered implicit LES.

### A.3 Domain size

We assess the effect of domain size, blockage and spurious boundary reflections on the solution by comparing the aerodynamic forces, pressure and skin friction coefficients for different sizes of the computational domain for several angles of attack.

Figure 22 illustrates the lift and drag coefficient for the flow at $4\degree$ incidence and domain radii from $R = 3.5c$ to $R = 50c$. Corresponding pressure and skin friction distributions over the wing are plotted in figure 23 for $R = 3.5c$ and $30c$. The free-stream boundaries show a strong impact on the pressure coefficient at the leading edge, which is significantly lower for the larger domain and indicates that the proximity of the boundaries for $R = 3.5c$ forces the flow in this region. The pressure deviation is reflected in the trend of the lifting force with deviations of the time-averaged solution of 6% between small and large domains (see table 5). As the discrepancies are mainly caused by the differences in the pressure distribution, the drag force shows only minor variations between the cases and converges more quickly. The strongly sinusoidal time dependency of the forces is maintained for all domain radii.
Figure 22: Lift and drag coefficients over time for different computational domain sizes and $\alpha = 4^\circ$, $M = 0.3$.

Figure 23: Time-averaged pressure and skin friction coefficients for $R = 3.5c$ and $R = 30c$ at $\alpha = 4^\circ$, $M = 0.3$. 
Because the magnitude of the pressure and friction forces increases with the flow angle, the influence of the free-stream boundaries also becomes more distinct. For $7^\circ$ incidence, the separated boundary layer reattaches at the rear of the airfoil and forms a local LSB. Streamlines of the time-averaged solution within the separation bubble are plotted in figure 24 for domain sizes of $R = 3.5c$ and $R = 30c$. The LSB is significantly larger in the smaller domain where the free-stream boundaries impact the solution stronger by forcing the flow. The difference in LSB sizes is distinctly visible in the time-averaged profiles of the surface pressure and skin friction coefficients, where both, $C_p$ and $C_f$, show the shift of the reattachment point of the LSB (see figure 25). Despite these significant differences in the flow topology, the time-averaged lift coefficient deviates only by 1.5%, while the drag force differs by more than 40% (see table 6). Note that the magnitude of the drag is only about 5% of the lift force and hence is more susceptible to such changes.

The effect of free-stream boundaries on the flow topology is even more pronounced at $8^\circ$ incidence, where the location of the LSB completely shifts between the front and the rear side of the airfoil (see figure 26). This, again, is reflected in the surface pressure and the skin friction coefficient (see figure 27), but curiously does not translate into a significant change in the integrated lift or the drag force, as summarized in table 7. The reason is that the bubble height is small and hence only slightly changes the pressure distribution, which remains approximately constant throughout separated flow regions. Given that both lift and drag coefficients are dominated by the pressure force (see table 7), the location of the LSB has only a limited affect on the lift as long as the bubble remains slender.

The parametric study of two-dimensional Navier-Stokes simulations show that although the LSB location can be notably affected by changes in domain size, resolution, and Mach number, the results do not indicate that any of the tested parameters move the critical angle of attack to higher values. Particularly, the good agreement between DGSEM and FLUENT simulations confirm that the flow at $8^\circ$ incidence has converged to a reasonable level across different numerical solvers. We therefore consider the high-order results presented in this paper to be high-fidelity DNS.

| Domain radius | $C_l$  | $C_{l,p}$ | $C_{l,f}$ | $C_d$  | $C_{d,p}$ | $C_{d,f}$ |
|---------------|--------|-----------|-----------|--------|-----------|-----------|
| 3.5c          | 0.931  | 0.928     | 0.002     | 0.074  | 0.062     | 0.012     |
| 30c           | 0.946  | 0.944     | 0.002     | 0.052  | 0.041     | 0.011     |

Table 6: Lift and drag coefficients for $\alpha = 7^\circ$ and different domain sizes.
Figure 26: Laminar separation bubble for domain radii $R = 3.5c$ and $R = 30c$ at $\alpha = 8^\circ$, $M = 0.3$.

Figure 27: Time-averaged pressure and skin friction coefficients for $R = 3.5c$ and $R = 30c$ at $\alpha = 8^\circ$, $M = 0.3$.

Table 7: Lift and drag coefficients for $\alpha = 8^\circ$ and different domain sizes.

| Domain radius | $C_l$  | $C_{l,p}$ | $C_{l,f}$ | $C_d$  | $C_{d,p}$ | $C_{d,f}$ |
|---------------|--------|-----------|-----------|--------|-----------|-----------|
| 3.5c          | 0.989  | 0.987     | 0.002     | 0.064  | 0.053     | 0.011     |
| 30c           | 0.962  | 0.961     | 0.002     | 0.058  | 0.047     | 0.010     |
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