Coherent photon manipulation in interacting atomic ensembles
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Coupling photons to Rydberg excitations in a cold atomic gas yields unprecedentedly large optical nonlinearities at the level of individual light quanta, where the formation of nearby dark-state polaritons is blocked by the strong interactions between Rydberg atoms. This blockade mechanism, however, realizes an inherently dissipative nonlinearity, which limits the performance of practical applications. In this work, we propose a new approach to strong photon interactions via a largely coherent mechanism at drastically suppressed photon losses. Rather than a polariton blockade, it is based on an interaction induced conversion between distinct types of dark-state polaritons with different propagation characteristics. We outline a specific implementation of this approach and show that it permits to turn a single photon into an effective mirror with a robust and continuously tuneable reflection phase. We describe potential applications, including a detailed discussion of achievable operational fidelities.

I. INTRODUCTION

The notion that photons are devoid of mutual interactions in vacuum is well-rooted in our elementary understanding of light. Nevertheless, the ability to engineer such interactions synthetically would hold profound implications for both fundamental and applied Science \cite{1–4}, and has since ushered in a new era of research into nonlinear optics at the ultimate quantum level \cite{5}. Intense efforts have been directed towards enhancing light-matter coupling through tight mode confinement \cite{6–18} in order to achieve local nonlinearities by interfacing photons with a single quantum emitter. A complementary strategy, which is rapidly gaining momentum, exploits the collective coupling of light to particle ensembles with finite-range interactions \cite{19–24} to establish large and nonlocal nonlinearities.

Interfacing light with strongly interacting atomic Rydberg ensembles \cite{25–38} under conditions of electromagnetically induced transparency (EIT) \cite{39} has emerged as a particularly promising way to implement this new type of mechanism \cite{19, 20, 40–49}. EIT in these systems is based on the formation of Rydberg dark-state polaritons, which correspond to coherent superposition states of light and matter that are immune to dissipation \cite{50, 51}. Whilst this polariton formation supports the lossless and form-stable propagation of single photons, the strong mutual interaction between two such polaritons can easily perturb and break the underlying EIT condition, thereby rendering light propagation highly nonlinear \cite{52–54}. Indeed, there have now been a number of experiments that demonstrated controllable photon-photon interactions of unprecedented strength in such systems \cite{41, 52–62}.

Key to this nonlinearity is the destruction of EIT conditions that originates from an effective polariton blockade, whereby multiple proximate photons are prevented from simultaneously forming dark-state polaritons. As an immediate consequence, the emergent photon interactions inevitably carry an intrinsic dissipative component. Nevertheless, the nonlinear quantum optical response achieved in this way can be utilised to facilitate a broad range of applications, from imaging \cite{64} all-optical switches and transistors \cite{58, 61, 66} to quantum gates \cite{46, 52} as well as single photon sources \cite{47, 52} and subtractors \cite{63}. Yet, it turns out that high fidelity operations require conditions (e.g., high atomic densities) where the performance of such applications is ultimately eclipsed by additional decoherence effects \cite{55, 60, 65}.
As a solution to this outstanding issue, we describe here a novel approach to quantum optical nonlinearities in a Rydberg-EIT medium without the polariton-blockade. It exploits the atomic interactions to modify EIT conditions, rather than destroying them entirely. Generally, the devised strategy can thus be understood as a dark-state polariton switch, as opposed to the existing schemes based on the polariton-blockade, Fig1(a). Consequently, this new mechanism globally preserves EIT conditions such that nonlinear dissipation is intrinsically suppressed, thereby alleviating the decoherence related hindrances discussed in [66] [67].

We outline a specific implementation that can be realized with minimal extensions to current experiments [53] [59] [60] and is shown to yield a conditional coupling between two distinct photonic modes. In particular, we show how this can be used to establish a reflective nonlinearity, in which a single photon stored in a Rydberg spin wave excitation acts as an effective mirror, capable of reflecting photons with an arbitrary and continuously tunable reflection-phase. The described realization of interaction-induced polariton switching can thus function as a single photon router, facilitating a broad range of applications from quantum transistors to photonic gate operations. Finally, we discuss the performance of such applications based on current technology and in relation to previous blockade-based approaches.

II. NONLINEAR POLARITON SWITCHING

Rydberg dark-state polaritons acquire the properties of their constituents, inheriting kinetics from their photonic admixture, and interactions from their atomic Rydberg state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component. Typically, these interactions are of a van der Waals type, causing a level shift in the state component.

To leading order in their bandwidth, slow-light polaritons are predominantly governed by a linear dispersion relation [50] [51] such that their one-dimensional propagation dynamics obeys the following simple equation

$$\partial_t \Psi(z, t) = v \partial_z \Psi(z, t),$$

(1)

which describes the form-stable linear propagation of the polariton annihilation operator $\Psi(z, t)$ with a group velocity $v$ (typically much less than the vacuum speed of light $c$ [76]).

Stationary-light polaritons, on the other hand, feature a quadratic dispersion relation and are realised in situations where EIT is achieved for coupled pairs counter-propagating optical modes [70] [75] [78] [80]. The quadratic dispersion in this case effectively endows polaritons with a kinetic energy and mass [72] [74], akin to massive particles. To leading order in the polariton bandwidth, the corresponding operator $\Phi(z, t)$ describing the annihilation of a stationary-light polariton, thus, obeys the one-dimensional evolution equation [72] [74]

$$\partial_t \Phi(z, t) = -\frac{1}{2m} \partial^2 \Phi(z, t),$$

(2)

where $m$ is the effective mass acquired by $\Phi(z, t)$.

In order to engineer a Rydberg mediated switching between the different types of polaritons described by eq. (1) and eq. (2), we propose the level structure shown in Fig2(a). Here, EIT is achieved for two counter-propagating light fields described by the field operators $E^\dagger_\nu$ and $E^\dagger_\nu$, which create a probe photon in the right and left moving mode respectively. As we will see below, the precise nature of the resulting dark state is however controlled by the interaction induced level shift of the Rydberg state $|s\rangle$ to which the fields are coupled. Specifically, our proposed coupling scheme is shown to support slow-light EIT conditions for $E_\nu$ and $E_\nu$ separately in the limit of weak interactions, while it facilitates stationary-light EIT for fully blocked Rydberg excitations.

III. INTERACTION WITH A STORED SPIN WAVE

The proposed polariton switching mechanism is best analysed by considering the conceptually simplest type of photon-photon interaction, whereby a (gate) photon is first stored in the atomic ensemble [51] [81] [83] as a collective Rydberg spin wave excitation. Subsequently, a second (target) photon is sent through the medium and made to interact with the stored gate excitation [see Fig2(b)]. This approach provides a well controlled way to engineer two-photon interactions [46], and has been demonstrated in a number of recent experiments [78] [82].

The relevant atomic excitations are described by the continuous field operators $\hat{P}_\nu(z, t)$, $\hat{D}^\dagger(z, t)$ and $\hat{S}^\dagger_\nu(z, t)$ which create an excitation in $|p\nu\rangle$, $|d\rangle$ and $|s\rangle$, respectively, at position $z$. Moreover, we introduce the operator $\hat{S}^\dagger_g(z, t)$ that creates a stored gate excitation in
an auxiliary Rydberg state $|s\rangle$ that is not laser coupled during the probe stage [46, 58, 62]. Along with $\hat{E}_→$ and $\hat{E}_←$, all of these field operators satisfy Bosonic commutation relations [51].

In a rotating frame, the one-dimensional dynamics of this system are governed by the following (non-Hermitian) Hamiltonian

$$
\hat{H} = -ic \int_{-\infty}^{\infty} dz \left( \hat{\mathcal{E}}_→(z) \partial_z \hat{\mathcal{E}}_→(z) - \hat{\mathcal{E}}_←(z) \partial_z \hat{\mathcal{E}}_←(z) \right)
+ G \int_{0}^{L} dz \left( \hat{\mathcal{E}}_→(z) \hat{P}_→(z) + \hat{\mathcal{E}}_←(z) \hat{P}_←(z) + \text{h.c.} \right)
- i\gamma \int_{0}^{L} dz \left( \hat{P}_→(z) \hat{P}_→(z) + \hat{P}_←(z) \hat{P}_←(z) \right)
+ \Omega \int_{0}^{L} dz \left( \hat{D}_→(z) \hat{P}_→(z) + e^{i\phi} \hat{D}_←(z) \hat{P}_←(z) + \text{h.c.} \right)
+ \Omega_S \int_{0}^{L} dz \left( \hat{S}_→(z) \hat{P}_→(z) + \text{h.c.} \right)
+ \int_{0}^{L} dz dx V(z-x) \hat{S}_→(x) \hat{S}_←(z) \hat{S}_→(x).
$$

(3)

where $L$ is the length of the medium. For simplicity, we assume that $|p_→\rangle$ and $|p_←\rangle$ decay with the scattering rate $2\gamma$ and that the probe photon modes couple to their respective transitions with $G \equiv g \sqrt{\rho_a}$, where $\rho_a$ is the homogenous atomic density and $g$ is the single photon coupling strength. The state $|d\rangle$ is coupled to $|p_→\rangle$ and $|p_←\rangle$ by classical control fields with identical Rabi frequencies $\Omega_→ = \Omega_← = \Omega$, while we allow for a relative phase difference $\phi$ between them. Finally, the state $|p_←\rangle$ is coupled by another classical field to the Rydberg state $|s\rangle$ with a Rabi frequency $\Omega_S$. The last term in eq. (3) accounts for the spatially dependent level shift of the Rydberg state $|s\rangle$ due to its van der Waals interaction with the stored gate excitation. The typical range over which this shift affects the probe photon propagation can be characterized by the blockade radius $z_b$, according to $V(z_b) = \Omega_S^2/\gamma$.

### IV. POLARITON ANALYSIS

Having established the basic idea and the specifics of the considered setup, let us now discuss the characteristics of the dark state polaritons involved in the under-}


ing switching protocol. The relevant dark-state polaritons can be identified as the zero-energy eigenstate solutions of the Hamiltonian eq. (3) in the two limiting cases $V(z) \to 0$ and $V(z) \to \infty$, i.e., for vanishing interactions and in the limit of a complete Rydberg-state blockade.

Focusing first of all on the non-interacting situation, diagonalising the system Hamiltonian in the absence of photon dispersion yields two dark state polaritons of the form

$$
\hat{\Psi}_→ = \frac{1}{N→} \left[ \Omega \Omega_S \hat{\mathcal{E}}_→ - G \left( \Omega_S \hat{D} - \Omega e^{i\phi} \hat{S} \right) \right],
$$

(4)

$$
\hat{\Psi}_← = \frac{1}{N←} \left[ \Omega_S \hat{\mathcal{E}}_← - G \hat{S} \right],
$$

(5)

where $N→ = \sqrt{\Omega^2 + G^2 (\Omega^2 + \Omega_S^2)}$ and $N← = \sqrt{\Omega^2 + \Omega_S^2}$ are the normalisation factors required to obtain standard Bosonic commutation relations for $\hat{\Psi}_→$ and $\hat{\Psi}_←$. These polaritons can be accredited to two separate slow-light EIT schemes supported simultaneously by the level structure in Fig. 2(a): the 5-level system formed by $|g\rangle$, $|p_→\rangle$, $|d\rangle$, $|p_←\rangle$ and $|s\rangle$ (establishing EIT for $\hat{\mathcal{E}}_→$), and the 3-level system formed by $|g\rangle$, $|p_←\rangle$ and $|s\rangle$ (establishing EIT for $\hat{\mathcal{E}}_←$). We emphasise that the dark-state nature of $\hat{\Psi}_→$ and $\hat{\Psi}_←$ ensures that there is no coupling between the two underlying photonic modes. Hence, a right moving input photon will undergo low-loss and form-stable propagation through the medium, and so will a left moving photon.
The dispersion relations, \( \omega_{\rightarrow}(k) \) and \( \omega_{\leftarrow}(k) \), governing this propagation dynamics are readily obtained from a momentum space formulation of eq. (3). To leading order in the photon momentum \( k \) (and the ratio \( \Omega / \Omega_S \)) one finds

\[
\omega_{\rightarrow}(k) \approx c \left[ \frac{\Omega^2}{G^2 + \Omega^2} \right] k + \mathcal{O}[k^2], \tag{6}
\]

\[
\omega_{\leftarrow}(k) \approx -c \left[ \frac{\Omega_S^2}{G^2 + \Omega_S^2} \right] k + \mathcal{O}[k^2]. \tag{7}
\]

As expected, one finds linear dispersion relations describing a form-stable propagation of the slow-light polaritons with group velocities \( v_{\rightarrow} = \frac{\Omega^2}{G^2 + \Omega^2} \) and \( v_{\leftarrow} = \frac{\Omega_S^2}{G^2 + \Omega_S^2} \) respectively. The two polaritons propagate in opposite directions with \( v_{\rightarrow} = -\frac{\Omega^2}{\Omega_S^2} v_{\rightarrow} \) under the typical condition \( G \gg \Omega, \Omega_S \). This is further illustrated in Fig.3(a), where we plot the complete polariton spectrum admitted in this non-interacting situation, indeed revealing the emergence of two dark-state polariton branches at \( k = 0 \) corresponding to \( \Psi_{\rightarrow} \) and \( \Psi_{\leftarrow} \).

Now we consider the polariton spectrum admitted well within a blockade radius away from the stored spin wave, i.e. under strong blockade conditions corresponding to \( V(z) \to \infty \). In this case, the shifted Rydberg state exposes a modified effective level structure corresponding to a so-called dual-V coupling scheme \([72,75]\), which can support stationary-light phenomena. For this system one finds the emergence of only a single dark-state polariton \( \hat{\Phi} \) of the type in eq. (2). Diagonalising the underlying system Hamiltonian \([7]\), again in the absence of photon kinetics, one finds \( \hat{\Phi} \) to be of the following form,

\[
\hat{\Phi} = \frac{1}{\mathcal{N}} \left[ \Omega \left( \hat{E}_{\rightarrow} + e^{i\phi} \hat{E}_{\leftarrow} \right) - GD \right], \tag{8}
\]

where \( \mathcal{N} = \sqrt{\Omega^2 + G^2} \) is the normalisation factor. In contrast to the non-interacting limit, a coherent coupling is now established between the two optical modes \( \hat{E}_{\rightarrow} \) and \( \hat{E}_{\leftarrow} \). This is reflected in the photonic composition of \( \hat{\Phi} \), which is composed of the symmetric superposition state of the optical fields, \( \hat{\Phi} = \frac{1}{\sqrt{2}} (\hat{E}_{\rightarrow} + e^{i\phi} \hat{E}_{\leftarrow}) \).

The corresponding dispersion relation, \( \omega_{\leftrightarrow}(k) \), that governs the propagation of \( \hat{\Phi} \) can be determined in a similar fashion to before, and reads

\[
\omega_{\leftrightarrow}(k) \approx -2l_{\text{abs}} \frac{\Omega^2}{G^2 + 2\Omega^2} k^2 + \mathcal{O}[k^3] \tag{9}
\]

to lowest order in the photon momentum \( k \), where \( l_{\text{abs}} = \frac{\gamma}{G^2} \) is the resonant two-level absorption length. Indeed, the obtained dispersion is quadratic in \( k \), such that \( \hat{\Phi} \) behaves as a stationary-light polariton. Fig.3(b) shows the complete polariton spectrum for \( V(z) \to \infty \), and illustrates the above discussion of the dark-state polariton.

V. PHOTON PROPAGATION

In order to develop an intuitive physical picture of the target photon dynamics, we will first model the stored gate excitation as a spatially localized Rydberg impurity, and generalise this analysis to the consideration of a collective spin wave state in Sec VI. First,
we transform into the Schrödinger picture. Introducing \(|\psi(t)\rangle\) as the general time dependent wave function of the system, we define the two-body amplitudes 
\[
\mathcal{E}_{\rightarrow}(z, x, t) = \langle 0 | \hat{E}_{\rightarrow}^f(0, z, t) \hat{S}_g(z, t) | \psi \rangle
\]
and 
\[
\mathcal{E}_{\leftarrow}(z, x, t) = \langle 0 | \hat{E}_{\leftarrow}^f(0, z, t) \hat{S}_g(z, t) | \psi \rangle
\]
corresponding to a stored gate excitation at position \(z\) and a target photon at position \(z\) in right and left moving mode, respectively. Denoting the temporal Fourier transform of \(\mathcal{E}_{\rightarrow}(z, x, t)\) and \(\mathcal{E}_{\leftarrow}(z, x, t)\) by \(\tilde{\mathcal{E}}_{\rightarrow}(z, x, \omega)\) and \(\tilde{\mathcal{E}}_{\leftarrow}(z, x, \omega)\), the photon dynamics can be formulated in terms of a matrix equation of the form
\[
\imath \hbar \partial_{\omega} \mathbf{E}(z, x, \omega) = \mathbf{M}(z - x, \omega) \mathbf{E}(z, x, \omega),
\]
where \(\mathbf{E}(z, x, \omega) = \{\tilde{\mathcal{E}}_{\rightarrow}(z, x, \omega), \tilde{\mathcal{E}}_{\leftarrow}(z, x, \omega)\}\) and the propagation matrix is given by
\[
\mathbf{M}(z, \omega) = \begin{bmatrix}
\chi_{\rightarrow}(z, \omega) & \chi_{\leftarrow}(z, \omega) e^{i \phi} \\
\chi_{\leftarrow}(z, \omega) e^{-i \phi} & \chi_{\rightarrow}(z, \omega)
\end{bmatrix}.
\]
(11)
The susceptibilities \(\chi_{\rightarrow}(z, \omega)\) and \(\chi_{\leftarrow}(z, \omega)\) characterize the propagation of \(\tilde{\mathcal{E}}_{\rightarrow}\) and \(\tilde{\mathcal{E}}_{\leftarrow}\) respectively, whilst \(\chi(z, \omega)\) describes the coupling between the two modes. A derivation of eq. (11) is provided in Appendix \(A\) along with the explicit expressions for the susceptibilities.

In the continuous wave (CW) limit (\(\omega \to 0\)) the propagation matrix in eq. (11) can be parameterised in terms of a single susceptibility \(\chi_0(z) \equiv \chi_{\rightarrow}(z, 0) = -\chi_{\leftarrow}(z, 0)\), given by
\[
\chi_0(z) = \frac{d_0}{(z/\alpha)^6 + 2i}.
\]
(12)
Here, we have defined \(2d_0 = 2\alpha L_{\text{abs}}\) as the medium's optical depth per blockade radius. \(\chi_0(z)\) basically characterises an effective potential through which the stored spin wave can affect the target photon propagation dynamics. In particular, one finds that \(\chi_0(z) \to 0\) outside the blockade radius of the stored excitation, \(|z| > \alpha\), consistent with the slow-light EIT conditions supported in this region and the associated decoupling of the photonic modes. However, \(\chi_0(z)\) approaches \(-i d_0/2\) within the blockade volume, reflecting the fact that a coupling between these modes is established, which gives rise to stationary-light EIT conditions.

Considering a target photon incident on the medium from the left at \(z = 0\), its transmission and reflection can then be characterised by the following relations
\[
\tilde{\mathcal{E}}_{\rightarrow}(L, x, \omega) = T_n(\omega, x) \tilde{\mathcal{E}}_{\rightarrow}(0, x, \omega),
\]
\[
\tilde{\mathcal{E}}_{\leftarrow}(0, x, \omega) = R_n(\omega, x) \tilde{\mathcal{E}}_{\rightarrow}(0, x, \omega),
\]
(13)
(14)
where \(T_n(\omega, x)\) and \(R_n(\omega, x)\) are the transmission and reflection coefficients of the medium containing \(n \in [0, 1]\) stored gate excitations at position \(x\).

Let us first consider the situation in which the gate excitation is absent. In this case, the target photon will initially generate the slow-light polariton described by \(\Psi_{\rightarrow}\) at the entrance of the medium. As described above, the formed polariton will then traverse the medium with a vanishing coupling to the counter propagating mode and experience full transmission under perfect EIT conditions. The actual mechanism underlying this decoupling of \(\tilde{\mathcal{E}}_{\rightarrow}\) and \(\tilde{\mathcal{E}}_{\leftarrow}\) can be traced back to quantum interference effects involving the dressed states of the laser-driven Rydberg transition. Specifically, the resonant coupling of \(|p_{\rightarrow}\rangle\) and \(|s\rangle\) via the classical field \(\Omega_S\) [see Fig. \(\text{Fig. 3a}\)] establishes a pair of light shifted states, \(|f_{\pm}\rangle = (|p_{\rightarrow}\rangle \pm |s\rangle)/\sqrt{2}\), which are shifted in energy by \(\pm \omega_S\) respectively. It is the destructive interference between competing excitation pathways involving these states that ultimately decouples the two modes of the target photon.

We note that this decoupling is exact on EIT resonance (\(\omega = 0\)) for any finite value of \(\Omega_S\). However, this is not true for a finite bandwidth of the target photon. In this case, a non-vanishing coupling is established between the off-resonant frequency components of \(\tilde{\mathcal{E}}_{\rightarrow}(z, x, \omega)\) and \(\tilde{\mathcal{E}}_{\leftarrow}(z, x, \omega)\). Such bandwidth limitations exist for any realistic EIT setting, but can be minimised through a proper choice of parameters. To establish these conditions, we first expand \(|T_0(\omega)\rangle\) to lowest order in \(\omega\) as \(|T_0(\omega)\rangle \approx 1 - (\omega/\Delta \omega_0)^2\). \(\Delta \omega_0\) then corresponds to the characteristic width of the transmission resonance, defining the range of frequencies over which the target photon is transparent, and is given explicitly as,
\[
\Delta \omega_0 = \Gamma \left[\left(1 + \frac{2 \Omega^2}{\Omega_S^2} + \frac{2 \Omega^4}{\Omega_S^4}\right) + \frac{d \Omega^4}{2 \Omega_S^4}\right]^{-\frac{1}{2}},
\]
(15)
where \(2d = 2d_0 L/\alpha\) is the total optical depth of the medium, and \(\Gamma = \Omega^2/\gamma \sqrt{d}\).

![FIG. 4. Transmission coefficient in the absence of a stored gate excitation for various indicated values of \(\Omega_S/\Omega\). The total optical depth is \(2d = 50\), while \(\gamma/\Omega = 0.5\) and \(G/\Omega = 0.1\).](image)

According to eq. (15), the transparency width tends to a maximum value of \(\Delta \omega_0 \to \Gamma\) when the conditions \(2\Omega^2/\Omega_S^2 \ll 1\) and \(d^2 \Omega^4/2 \Omega_S^4 \ll 1\) are satisfied. The condition \(d^2 \Omega^4/2 \Omega_S^4 \ll 1\) accounts for a weak oscillatory behaviour in \(|T_0(\omega)\rangle\). However, the effects of this only become observable at significant values of \(d\), and can be safely neglected for our purposes. To understand the second condition, \(2\Omega^2/\Omega_S^2 \ll 1\), first notice that in the
limit $\Omega^2/\Omega_S^2 \to \infty$ the Rydberg state admixture of the $\hat{\Psi}_s$-polariton vanishes, and the effective coupling scheme establishing EIT for $\hat{\mathcal{E}}_{-}$ reduces to a $\Lambda$-system formed from $|g\rangle \leftrightarrow |p_{-}\rangle \leftrightarrow |d\rangle$ [see Fig.5(a)]. In this ideal limit, the optical response of the medium is then set solely by this effective EIT-scheme with an effective transparency $\Omega_S$ of the medium. However, there is typically a larger amplitude for the photon to diffuse into the counter-propagating direction and exit the medium as a $\hat{\Psi}_s$ polariton, corresponding to reflection by the stored excitation. This reflection bias is essentially due to a boundary effect; the photon is more likely to diffuse the much shorter distance in the counter-propagating direction upon entering the interaction volume than diffuse the full $2d_b$ length in the forward direction. The schematics of this overall process are depicted in Fig.5(a).

To determine the relative importance of reflection and transmission, we can solve the propagation dynamics of the target photon exactly in the CW limit, for which the propagation matrix $\mathbf{M}$ in eq. (11) is parameterised solely by $\chi_0(z)$, eq. (12). With the boundary conditions $\hat{\mathcal{E}}_{-}(z = 0, x, 0) = \hat{\mathcal{E}}_{0}$ and $\hat{\mathcal{E}}_{+}(z = L, x, 0) = 0$, the solutions for the photonic fields can be readily obtained as

\begin{align}
\hat{\mathcal{E}}_{-}(z, x, 0) &= \left[1 - \frac{\nu(z, x)}{1 + \nu(L, x)}\right] \hat{\mathcal{E}}_{0} \\
\hat{\mathcal{E}}_{+}(z, x, 0) &= e^{-i\phi} \left[\frac{\nu(L, x) - \nu(z, x)}{1 + \nu(L, x)}\right] \hat{\mathcal{E}}_{0}
\end{align}

where we have introduced $\nu(z, x) = i \int_{0}^{z} \chi_0(z' - x) dz'$. Assuming that the gate excitation is stored farther than $z_b$ away from the medium boundaries, the problem effectively becomes independent off the spin wave position $x$. One can then write $\nu(L, x) \approx d_b \nu$, with $\nu = i \int_{-\infty}^{\infty} dz' / (\varepsilon_b^0 + 2i) = (\pi \sqrt{\Gamma + i/3}) \approx 1.1 + 0.3i$, and obtain (from eqs. (13)-(14)) the following simple expressions

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig5.png}
\caption{(a) Illustration of target photon propagation in the presence of a stored gate excitation, where $R_1(\omega)$ and $T_1(\omega)$ are the reflection and transmission coefficients respectively. (b) The resonant values of $R_1(\omega) = 0$ and $T_1(\omega) = 0$ are shown as a function of $d_b$ in red and blue, respectively. The inset shows the spatial dependence of the photonic amplitudes $\hat{\mathcal{E}}_{+}(z)$ and $\hat{\mathcal{E}}_{-}(z)$ within the medium for $d_b = 5$, where the grey shaded region indicates the extent of the blockade volume established by the stored gate excitation. (c-e) The transmission and reflection spectra $T_1(\omega)$ and $R_1(\omega)$ are shown in blue and red, respectively, for various indicated values of $d_b$, where the stored excitation is located at the centre of the medium. The total optical depth is $2d = 50$, and the remaining parameters are $\gamma/\Omega = 0.5$, $\Omega/G = 0.1$, $\Omega_S/G = 0.5$. The transmission coefficient $T_0(\omega)$ in the absence of interactions is indicated by the grey shaded region for reference.}
\end{figure}
for the transmission and reflection coefficients,
\[
T_1(\omega = 0) = \frac{1}{1 + d_b},
\]
\[
R_1(\omega = 0) = \frac{d_b}{1 + d_b} e^{-i\phi}.
\]

We plot \( T_1(0) \) and \( R_1(0) \) in Fig.3, along with the spatial solutions of \( \tilde{\mathcal{E}}_{\rightarrow}(z,0) \) and \( \tilde{\mathcal{E}}_{\leftarrow}(z,0) \) within the medium.

The reflection amplitude increases with \( d_b \), and eventually dominates the transmission beyond \( d_b \approx 1 \). Physically, this can understood from the effective mass \( m \propto 1/ l_{\text{abs}} \) of the stationary-light polariton and the length, \( 2z_b \), of the blockade region. Since both increase with \( d_b = z_b/l_{\text{abs}} \), reflection dominates at large \( d_b \) where traversing the entire blockade region is strongly suppressed such that photons predominantly exit in the opposite direction right at the incident boundary.

Additionally, eq.\((19)\) shows that one can imprint an arbitrary phase onto the reflected photon. This phase, \( \phi \), is the relative phase difference between the classical control fields that establish stationary-light conditions within the interaction volume [see Fig.2] and, therefore, can be well controlled and tuned in a continuous manner. For large \( d_b \), the phase is a pure result of the reflection physics and does not depend on any system parameter other than the relative phase between the two classical control fields. Our setup can thus function as a photonic quantum router with an arbitrary and continuously tunable reflection phase. This robust conditional phase presents an important distinguishing feature compared to previous Rydberg-EIT based protocols [46, 62].

Fig.\(3c\) shows numerically obtained spectra \( T_1(\omega) \) and \( R_1(\omega) \) for various values of \( d_b \). These are compared to the transmission spectrum \( T_0(\omega) \) in the absence of the stored spin wave. As \( d_b \) increases one finds that the reflection spectrum develops an asymmetry. This asymmetry emerges since the Rydberg level shift, \( V(z) \), induces a non-symmetric optical response, where the positive \( (\omega > 0) \) and negative \( (\omega < 0) \) frequency components are affected differently. However, the effects of this can be minimised by choosing a sufficiently narrow bandwidth of the target photon, as discussed in Sec.\(\text{VIII}\).

VI. COHERENCE PROPERTIES

Another distinguishing feature of the described polariton switching mechanism is that it maintains EIT conditions and therefore operates at inherently suppressed photon losses. In Fig.\(6a\) we show the loss \( A = 1 - |T_1(0)|^2 - |R_1(0)|^2 \) as a function of \( d_b \). Remarkably, absorption decreases with increasing \( d_b \), even though the target photon is resonantly coupled to the medium. This in turn permits to work under conditions of strong light-matter coupling, and stands in marked contrast to conventional Rydberg-EIT schemes where resonant photon coupling implies large interaction-induced losses \( A \approx 1 - \exp(-4d_b) \) [46, 58, 61, 66] [see Fig.6\(a\)] and one requires large single photon-detunings for coherent nonlinear operations [19, 20, 46, 64].

Absorption in the current situation originates from the fact that the target photon does not switch fully adiabatically between the slow and stationary light polariton solutions. Specifically, this means that the target photon partially populates the bright state polariton branches depicted in Fig.\(3b\). However, the associated energy cost of \( \sim G^2/\gamma = \sigma_{\text{abs}}^2 \) ensures that this population is suppressed with increasing \( d_b \) and leads to the observed decrease of the loss coefficient \( A \).

Thus far we have focussed on the dynamics of the target photon, where it was sufficient to consider a localized gate excitation at a given position in the medium. Storage of the gate photon, however, generates a spatially delocalised collective spin wave excitation, and the preservation of its coherent nature is essential for subsequent photon retrieval. Respectively, the retrieval efficiency is typically diminished by dissipative interactions with the incident target photon [61, 66, 84], as we shall discuss below.

To this end we consider the dynamics of the spin wave density matrix \( \rho(t) := \int_0^L dz \int_0^L dy \rho(x,y,t) \hat{S}^\dagger_0(x,t)|0\rangle\langle 0| \hat{S}_0(y,t) \), where the complex elements \( \rho(x,y,t) \) indicate the spatial coherence between spin wave components at positions \( x \) and \( y \). Using the theoretical framework developed in [66], the final spin wave state after the interaction with the target photon can be obtained exactly in the CW limit and is given by
\[
\rho(x,y) = \left\{ 1 + id_b \left[ \frac{1}{1 + \nu(L,x)} \int \left[ \frac{1}{1 + \nu^*(L,y)} \right] \right] \right\} \rho_0(x,y),
\]
where \( \rho_0(x,y) \) denotes the initial (pure) state of the stored gate excitation. A detailed derivation of eq.\((20)\) is presented in Appendix B.

While the spin wave density, \( \rho(x,x) \), remains unaffected [66], target photon scattering results in partial decoherence, i.e. a reduction of the off-diagonal elements of \( \rho(x,y) \). Assuming that the length of the medium is significantly longer than the extent of the spin wave state, one can show that \( \rho(x,y) \approx (1 - A) \rho_0(x,y) \) at large distances \( |x - y| \gg z_b \). Indeed this shows explicitly that spin wave decoherence is directly related to the nonlinear photon losses and, therefore, can be greatly suppressed by increasing \( d_b \) in the present approach.

Figure\(6g-j\) illustrates this difference between the present and conventional Rydberg-EIT schemes for an explicit initial spin wave with \( \rho_0(x,y) = \sin(x\pi/L)\sin(y\pi/L) \) [see Fig.6\(b\)]. In Fig.\(6c-f\) we show the final spin wave state according to eq.\((20)\) for various values of \( d_b \). As expected, the suppressed photon losses, shown by solid line in Fig.\(6a\), only cause little decoherence reflected in a marginal deformation of \( \rho(x,y) \) which reduces with increasing \( d_b \). In Fig.\(6g-j\), we plot the final spin wave
state corresponding to conventional Rydberg-EIT conditions \[61, 66, 84\]. In this case, the virtually complete scattering of the target field, as indicated by the dashed line in Fig. 6(a), causes strong decoherence that turns the initial spin wave into a near-classical distribution of the stored excitation.

VII. APPLICATIONS

The demonstrated conditional reflection of the target field realises a quantum nonlinear photon router \[15, 85\] in which a single gate photon can be used to control or redirect the flow of target photons between the two optical modes \(\hat{E}_+\) and \(\hat{E}_-\). This capability facilitates a broad range of functionalities.

Firstly, the ability to modify the transmissive properties of the medium via gate storage has immediate practical applications in the context of optical switching \[13, 17, 86–92\]. Classical switching only requires a gate-photon induced blocking of the target field transmission (either via dissipative scattering or coherent reflection), for which we can defined a fidelity \(F_{\text{switch}}^{(\text{classical})} = 1 - |T_1(0)|^2\). In previous Rydberg-EIT schemes \[46, 58–61, 66\] relying on a dissipative polariton blockade the switching fidelity is given by the nonlinear loss coefficient \(F_{\text{switch}}^{(\text{classical})} \approx \exp[-4d_b]\). However, we emphasise that this purely dissipative nonlinearity fundamentally prevents the realization of a quantum switch, since the underlying photon scattering completely decoheres any quantum superposition state of the gate excitation. On the contrary, this does not affect the proposed routing approach, which does not rely on photon scattering. The quantum switching fidelity in this case is by the coherent reflection coefficient according to \(F_{\text{switch}}^{(\text{quantum})} = |R_1(0)|^2\).

The ability to retrieve the stored gate photon presents another performance aspect relevant for optical transistor operation or applications for non-destructive photon detection \[58–61\]. This factor is critically determined by dissipative scattering of target photons, as discussed above. To account for the finite retrieval efficiency, we adopt the strategy of \[66\] and optimise the gate storage and retrieval efficiency \(\eta\) in the presence of such decoherence processes by shaping the spatial profile of the stored spin wave mode. We consider the target field in the CW limit, and describe the induced spin wave decoherence by eq. \(20\). Spin wave decoherence for conventional Rydberg-EIT is calculated according to \[66\]. The overall transistor fidelity is then given by the product of \(\eta\) with the corresponding switching fidelity discussed above.

In Fig. 7(a), we compare the different switch fidelities for the proposed photon router to the conventional ap-
large value of \( \Delta \) to suppress the absorption based on conventional Rydberg-EIT. There one requires \( \phi \) independent of \( d_0 \), in contrast to previous schemes \[46, 62\] based on conventional Rydberg-EIT. There one requires a large single photon detuning \( \Delta \) to suppress the absorptive contribution to the nonlinear response, along with a large value of \( d_0 \) in order to account for the reduced single atom-coupling and achieve a significant phase shift. In this off-resonant limit, \( \phi \approx -2d_0(\gamma/\Delta) \), and, choosing \( \gamma/\Delta \) to achieve a \( \pi \)-phase shift, the associated fidelity scales as \( F_{\text{gate}} \sim \exp[-5\pi/4d_0] \)[16]. In Fig.7(b), we compare the fidelity of the present scheme, \( F_{\text{gate}} = |R(0)|^2 \), with that of the dispersive phase gate discussed above. Again, one finds a significant gain by the proposed routing mechanism for experimentally relevant parameters of moderate \( d_0 \).

VIII. EXPERIMENTAL CONSIDERATIONS

Finally, we will discuss a concrete physical implementation of the described physics, using \(^{87}\text{Rb} \) atoms as the most relevant example for current experiments [11, 53, 59, 60]. Slow-light polaritons involving Rydberg states are being employed in a growing number of experiments [14, 20] and stationary-light polaritons as emerging from the double-\( \Lambda \) coupling scheme of Fig.2(a) have also been demonstrated experimentally [79, 83, 84]. Following this approach, the atomic cloud may be initialised in the \( |g\rangle \equiv |5S_{1/2}, F = 1, m_F = 0 \rangle \) ground state. One can then choose the low-lying excited states \( |p_{-}\rangle \) and \( |p_{-}\rangle \) from the \( |5P_{3/2}, F = 2 \rangle \) hyperfine manifold. In this case, choosing the \( \hat{E}_{-} \) and \( \hat{E}_{+} \) fields to have \( \sigma^- \) and \( \sigma^+ \) polarisations respectively, \( \hat{E}_{-} \) will drive the \( |g\rangle \rightarrow |p_{-}\rangle \equiv |5P_{3/2}, F = 2, m_F = -1 \rangle \) transition, while \( \hat{E}_{-} \) will drive the \( |g\rangle \rightarrow |p_{+}\rangle \equiv |5P_{3/2}, F = 2, m_F = +1 \rangle \) transition. Stationary light conditions are established by coupling these excited states back to the \( |d\rangle \equiv |5S_{3/2}, F = 2, m_F = 0 \rangle \) hyperfine ground state, by the counter-propagating classical fields with Rabi frequencies \( \Omega_{-} = \Omega \) and \( \Omega_{+} = \Omega e^{i\phi} \), as indicated in Fig.2(a). We note that using \( m_F = 0 \) ground states for \( |g\rangle \) and \( |d\rangle \) ensures that the classical Rabi frequencies have equal magnitude, along with the coupling strengths of \( \hat{E}_{-} \) and \( \hat{E}_{+} \). Finally, taking an \( nS_{1/2} \) Rydberg state, \( \sigma^+ \)-polarised light can be used to drive the \( |p_{-}\rangle \rightarrow |s\rangle = |nS_{1/2}, J = 1/2, m_J = 1/2 \rangle \) transition.

Due to the degeneracy of the involved hyperfine and fine structure manifolds, the optical fields would resonantly drive a number of additional transitions. These additional couplings can, however, be suppressed by applying a magnetic field along the light propagation axis. The resulting Zeeman shifts can be made sufficiently strong to isolate the desired transitions upon adjusting the field frequencies accordingly to maintain a resonant coupling. The resulting slight frequency shifts of \( \hat{E}_{-} \) with respect to \( \hat{E}_{+} \) can be straightforwardly compensated with standard techniques or by sending the reflected light through an identical medium without the Rydberg state coupling. This permits to reconvert \( \hat{E}_{+} \) into \( \hat{E}_{-} \) with an efficiency, \( \sim d^2/(1 + d)^2 \), that is much larger than that of the photon router.

![Figure 7](image_url) (a) Overall switch fidelity, taking into account both the target field switching as well as the gate photon storage and retrieval efficiencies. The grey lines show the fidelity of a classical switch realised for a dissipative polariton blockade nonlinearity (dashed) and the coherent polariton switching nonlinearity (solid). The red lines show the corresponding fidelities for a quantum transistor. (b) Fidelity of a two-photon phase gate realised with the proposed photon router (solid) compared with the corresponding fidelity of a \( \pi \)-phase gate based on the dispersive phase shift obtained from the polariton blockade mechanism (dashed). The black dot indicates the critical value of \( d_0 \sim 6 \) below which a dispersive phase shift of \( \pi \) is fundamentally impossible with the polariton blockade mechanism under EIT conditions.
In summary, we have worked out a new approach to engineering effective photon interactions via interactions between particles of an EIT medium. The basic principle is based on a modification rather than a breaking of EIT conditions to achieve a nonlinear alteration of light propagation under low-loss conditions. We have presented a specific implementation using laser-driven Rydberg-atom ensembles which realizes an effective photon-photon interaction that is reflective in character and highly coherent.

We demonstrated that in this way a single photon acts like a mirror with a robust and continuously tunable reflection phase, and discussed a number of applications entailed by such a quantum nonlinear photon router. Here, the enhanced coherence properties of the developed polariton-switching mechanism offer a significant performance gain compared to existing approaches based on the Rydberg-blockade of dark-state polaritons. This in turn permits to achieve a strong optical response and high operational fidelities already at moderate values of \( d_b \) that are well within the domain of accessible atomic densities, where additional decoherence processes can be kept at a minimum.

While we have focussed in this work on the interaction of a single propagating photon with a single stored gate excitation, the interaction of multiple freely propagating photons also holds interesting perspectives. The described type of nonlinearity could be used to coherently filter out highly non-classical states of light from a classical light source, such as single-photon states or strongly correlated trains of photons. As compared to the dissipative nonlinearity based on the polariton-blockade considered in previous work, the present coherent nonlinear reflection mechanism might, for example, require significantly lower optical densities for generating spatially ordered photons and, thereby, make such exotic states of light accessible with present experimental capabilities.

Moreover, the broken left-right symmetry of the underlying coupling scheme in Fig. 2 suggests the emergence of chiral behaviour, in which the optical response of the medium is strongly dependent on the propagation direction of light in a highly nonlinear fashion. For example, a left moving photon can be made more reflective than a right moving photon, such that a head-on collision of two photons would generate a pair of co-propagating photons with a strong bias in one direction. The availability of such unusual types of interactions combined with the freely tuneable reflection phase suggests intriguing perspectives for the collective engineering of pristine many-body physics with photons in future theoretical and experimental work.
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Appendix A: Photon propagation equations

Here, we outline the derivation of the propagation equations (10) and (11) and provide explicit expressions for the used susceptibilities. Starting from the Heisenberg equations derived from the Hamiltonian $H$, one obtains equations of motion for all relevant two-body amplitudes describing a stored gate excitation at position $x$ and a target excitation at position $z$. Using the shorthand notation $\mathcal{E}_\rightarrow \equiv \mathcal{E}_{\rightarrow}(z,x,t)$ etc. for convenience, these coupled equations of motion can be written as

\begin{align}
\partial_t \mathcal{E}_\rightarrow &= -c\partial_z \mathcal{E}_\rightarrow - iG \mathcal{E}_\rightarrow, \\
\partial_t \mathcal{E}_\leftarrow &= c\partial_z \mathcal{E}_\leftarrow - iG \mathcal{E}_\leftarrow, \\
\partial_t P_\rightarrow &= -iG \mathcal{E}_\rightarrow - i\Omega D - \gamma P_\rightarrow, \\
\partial_t P_\leftarrow &= -iG \mathcal{E}_\leftarrow - i\Omega e^{-i\phi} D - i\Omega S - \gamma P_\leftarrow, \\
\partial_t D &= -i\Omega (P_\rightarrow + e^{i\phi} P_\leftarrow), \\
\partial_t S &= -i\Omega S P_\leftarrow - iV(z-x) S.
\end{align}

Transforming to frequency space, we then obtain a series of equations for $\tilde{\mathcal{E}}_{\rightarrow}(z,x,\omega) = (2\pi)^{-1/2} \int_{-\infty}^{\infty} dt e^{-i\omega t} \mathcal{E}_{\rightarrow}(z,x,t)$ etc. Upon solving for $\tilde{P}_\rightarrow(z,x,\omega)$ and $\tilde{P}_\leftarrow(z,x,\omega)$ in terms of the photonic amplitudes, and inserting these into eqs. (A1-A2), one immediately arrives at a closed system of equations for $\tilde{\mathcal{E}}_{\rightarrow}(z,x,\omega)$ and $\tilde{\mathcal{E}}_{\leftarrow}(z,x,\omega)$ as given by eqs. (10) and (11). The susceptibility functions occuring in eq. (11) are explicitly given by

\begin{align}
\chi_{\rightarrow}(z,\omega) &= -\frac{\omega}{c} + G^2 \frac{c}{\xi} \left( \frac{\xi - \Omega_S^2}{\omega - V(z)} \right), \\
\chi_{\leftarrow}(z,\omega) &= -\frac{\omega}{c} - G^2 \frac{c}{\xi} \left( \frac{\xi - \Omega_S^2}{\omega - V(z)} \right), \\
\chi(z,\omega) &= \frac{G^2 \Omega_S^2}{c} \frac{1}{\omega} \left( \frac{1}{\xi - \Omega_S^2} - \frac{\Omega_S^2}{\omega^2} \right),
\end{align}

where we have introduced $\xi = \omega + i\gamma - \Omega^2/\omega$.

Appendix B: Spin wave decoherence dynamics

In this appendix we outline the solution to the scattering induced decoherence dynamics of the stored gate spin wave, i.e. the derivation of eq. (20). To this end, we begin with the equation of motion for the density matrix elements, $\rho(x,y,t)$, of the stored spin wave, which can be expressed as

\begin{equation}
\partial_t \rho(x,y,t) = i \int_0^L dz [V(z-x) - V(z-y)]
\times S^*(z,x,t)S(z,y,t).
\end{equation}

$S(z,x,t)$ is again the two-body probability amplitude to have an $|s\rangle$ Rydberg excitation at position $z$, and a stored gate excitation at position $x$. Imposing the initial condition $\rho(x,y,0) = \rho_0(x,y)$, the general solution to eq. (B1) is given by

\begin{equation}
\rho(x,y,t) = \left\{ 1 + i \int_0^L dz [V(z-x) - V(z-y)] \times \int_{-\infty}^t d\tau S^*(z,x,\tau)S(z,y,\tau) \right\} \rho_0(x,y).
\end{equation}

Solving the target field dynamics governed by eqs. (A1-A6) in the CW limit, one can obtain a solution for the Rydberg spin wave amplitude $S(z,x)$ in terms of the photonic amplitudes

\begin{equation}
S(z,x) = \frac{G\Omega_S}{\gamma} \frac{1}{\Omega_S^2/\gamma + 2iV(z-x)} \frac{1}{1 + \nu(L,x)} \mathcal{E}_0 \delta(z,x).
\end{equation}

Using the solutions, eqs. (19-17), for $\mathcal{E}_{\rightarrow}(z,x)$ and $\mathcal{E}_{\leftarrow}(z,x)$, the target spin wave amplitude can be written as

\begin{equation}
S(z,x) = -\frac{G\Omega_S}{\gamma} \frac{1}{\Omega_S^2/\gamma + 2iV(z-x)} \frac{1}{1 + \nu(L,x)} \mathcal{E}_0 \delta(z,x).
\end{equation}

where the amplitude $\mathcal{E}_0$ describes the incoming target photon, with the normalisation $\int_{-\infty}^{\infty} dt |\mathcal{E}_0|^2 = 1/c$. Inserting this result into eq. (B2) and carrying out the time integration, one finally arrives at the result given in eq. (20), where distances have been rescaled by $z_b$, defined according to $V(z_b) = \Omega_S^2/\gamma$.

Let us finally consider eq. (20) in the limit $|x-y| \gg z_b$. In this case, the spatial integral has two separate contributions around $z \sim x$ and $z \sim y$, such that the solution for $\rho(x,y)$ can be approximated by

\begin{equation}
\rho(x,y) \approx \left\{ 1 - \frac{\nu(L,x) + \nu^*(L,y)}{[1 + \nu(L,x)][1 + \nu^*(L,y)]} \right\} \rho_0(x,y).
\end{equation}

Assuming further that the medium length $L$ greatly exceeds the spatial extent of the gate spin wave, we can use $\nu(L,x) = \nu(L,y) = d_b \nu$ and obtain the expression

\begin{equation}
\rho(x,y) \approx \left\{ 1 - \frac{2d_b \text{Re} \nu}{[1 + d_b \nu^2]} \right\} \rho_0(x,y)
\end{equation}

discussed in the main text, where $A$ is the loss coefficient introduced in section VII.
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