Phase Distribution in Probabilistic Movement Primitives, Representing Time Variability for the Recognition and Reproduction of Human Movements
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Abstract: Probabilistic Movement Primitives (ProMPs) are a widely used representation of movements for human-robot interaction. They also facilitate the factorization of temporal and spatial structure of movements. In this work we investigate a method to temporally align observations so that when learning ProMPs, information in the spatial structure of the observed motion is maximized while maintaining a smooth phase velocity. We apply the method on recordings of hand trajectories in a two-dimensional reaching task. A system for simultaneous recognition of movement and phase is proposed and performance of movement recognition and movement reproduction is discussed.

1 INTRODUCTION

Overview. Probabilistic movement primitives (ProMP) (Paraschos et al., 2013) are a representation of movements used in robot control and human-robot interaction (HRI) applications (Maeda et al., 2017) and provide several desirable properties to model tasks for robot control and HRI (Paraschos et al., 2018). One of these properties is temporal scaling: the movement trajectory is not a direct function of time but function of a phase variable, \( \phi(t) \), i.e. the temporal evolution of \( \phi \) determines the the velocity of the movement independently of the spatial structure.

A ProMP represents a sample movement \( y(t) \) as

\[
y(t) = \left[ \frac{\dot{q}}{\ddot{q}} \right] = \Phi(\phi(t))w + \varepsilon \tag{1}
\]

where \( q \) is the vector of variables describing the movement (usually joint angles or hand effector position and orientation) and \( \Phi \) is a \( N \times 2 \) vector computed with Gaussian functions and their derivatives:

\[
\Phi_i = \frac{e^{-(\phi(t) - c_i)^2/h_i}}{\sum_{k=1}^{N} e^{-(\phi(t) - c_k)^2/h_k}} \tag{2}
\]

where \( c_i \) represents the center and \( h_i \) expresses the spread of the bell-shaped feature. The vector \( w \) is drawn from a multinomial distribution which is defined by its parameters \( \theta \):

\[
p(w|\theta) = \mathcal{N}(\mu_w, \Sigma_w) \tag{3}
\]

![Figure 1: Features and Phase. In (a) the features \( \Phi_i(\phi) \) are represented as a function of the phase. In (b) a phase profile, based on the beta function as a function of time. In (c) the features are represented as a function of the time.](image-url)

In a general formulation, see for example (Colomé et al., 2014) the \( \varepsilon \) in Eq. 1 is characterized by a distribution such as \( p(\varepsilon) = \mathcal{N}(0, \Sigma_\varepsilon) \). In this paper we assume that all the variability observed on \( y \) should be accounted by the distribution of \( w \) and that \( \varepsilon \approx 0 \). In this way each observed trajectory \( y_i \) is represented...
by a single weight vector \( w_i \). Vice versa, \( w \) can be interpreted as a compressed representation of the movement trajectory, obtained from projecting trajectory values onto a lower dimensional subspace using the Moore-Penrose pseudo-inverse of \( \Phi \):

\[
w = \Phi^+ y
\]  

(4)

Which weight vector is most likely depends on the optimization criterium, e.g. jerk minimization as regularization principle (Paraschos et al., 2018). Alternative features for movement representation can be designed to guarantee other properties such as minimal error at the final position and speed (Lippi et al., 2012). Due to the probabilistic nature of the ProMP framework constrains on generated trajectories can be imposed by conditioning the probability distribution (Paraschos et al., 2018). Figure 1 illustrates the features as either a function of time or phase. The time modulation performed by the phase function also modulates the resolution of the low dimensional representation during movement execution. In Figure 1 (c) features in the middle of the movement are more dense than at the beginning or at the end, due to the choice of a sigmoidal phase profile. We assume that part of the variability observed among the repetitions of a movement is caused by shifted and stretched phase signals. Time scaling can be performed by means of a linear constant, i.e. \( \phi = \alpha t \) (Maeda et al., 2017; Ewerton et al., 2015). In this work we estimate phase profile parameters for each observation that minimize the variances over all observed \( w \) (or, equivalently of the response in phase domain), under the constraint of an assumed structure for the phase profile. In particular we propose to restrict phase signals to the beta function:

\[
\phi_{\Delta_1, \Delta_2}(t) = \int_0^t \beta_{2,2} \left( \frac{\tau - \Delta_1}{\Delta_1 - \Delta_2} \right) d\tau
\]  

(5)

where \( \beta_{2,2} \) is the incomplete beta function with parameters \( a = b = 2 \). This sigmoidal function, shown in 1 (b), is differentiable, monotonic and saturates at 0 and 1. The parameters \( \Delta_1, \Delta_2 \) associated with each trajectory depend on the distribution of the whole sample set. Notice that weights \( w \) are in general specific w.r.t. to the chosen phase profile (see Eq. 4). The average of the sample set distribution is defined as:

\[
\bar{y} = \arg\min_{\bar{y}} \sum_{i=1}^N \int_0^1 \left( y_i(\phi) - \bar{y}(\phi) \right)^2 d\phi
\]  

(6)

For the \( p \)th sample the phase is defined as:

\[
\phi_i = \arg\min_{\phi} \int_0^1 \left( y_i(\phi(t(\phi))) - \bar{y}(\phi) \right)^2 d\phi
\]  

(7)

The term \( \tau(\phi) \) represents alignment between the average \( \bar{y} \) and the \( y_i \) sample, it express the fact that as \( \bar{y} \) and \( \phi \) are both monotonically dependent on \( t \), the former can be expressed as a function of the latter, in particular:

\[
\tau(\phi) = \arg\min \left( \phi(t) - \bar{y}(t) \right)
\]  

(8)

As \( \bar{y} \) depends on all phase profiles, Eq. 6 and Eq.7 need to be optimized together to find the optimal phase profiles. The problem is solved by iteratively optimizing \( \bar{y}(t) \) and \( \phi_i \), which yields phase profile parameters for each sample movement. The phase profile parameters of the average trajectory is fixed a priori to \( \Delta_1 = \Delta_2 = 0 \), as the time scaling when comparing two or more movements (e.g. when computing the average) depends on the relationship between the respective phase profiles and hence there is a degree of redundancy. The described time scaling can also be performed on time domain values. In order to take into account the movement primitive representation the \( y \) in Eq. 6 and Eq. 7 can be projected on the MP representation \( y_{mp} = \Phi w \). Once optimized time scaling parameters of the sample set are obtained, we can obtain a probability distribution describing the movements using empirical estimators from literature (Maeda et al., 2017; Paraschos et al., 2018). In the following paragraphs we demonstrate (a) how to identify a model for movements, (b) how to recognize an observed movement given a set of movement primitives, (c) how to estimate the current phase, (d) how to integrate perception in the phase recognition process and (e) how to generate a movement.

**Model identification.** The estimation of ProMP parameters from of a sample set can be based on different principles, e.g. linear regression of each observation individually (Paraschos et al., 2013) or maximizing the likelihood of the complete observed data (Paraschos et al., 2018). As introduced in the overview in this work we assume \( \varepsilon \approx 0 \) in Eq. 4 and that the phase profile can be chosen to minimize the variability on \( w \). This leads to a two step procedure: First, each observed trajectory is assigned a set of parameters \( (w_i, \Delta_{1i}, \Delta_{2i}) \). This is done on the basis of Eq. 6 and Eq. 7 to obtain the phase profile, and Eq. 4 to obtain \( w \), then the distributions for \( w \) (Eq. 2) and \( \phi(t) \) is obtained with an empirical estimator. An example of model identification is shown in Fig.2. The training set is generated artificially and consists of planar motion with random time profile (with the form specified in Eq.5) and non-intersecting parabolic trajectories. In Fig.2 (b) movements generated with the identified distribution are shown. Notice that assuming a normal distribution of \( w \) produces a distribution of trajectories that is different from the more "uniform" training set.
Movement recognition

An observed movement $y$ can be classified by comparing likelihoods between ProMPs. The likelihood
\[
p(y(t_k)|\mu_k, \Sigma_k) = \int_0^1 p(y(t_i)|\Phi(\theta)\mu_k, \Phi(\theta)\Sigma_k\Phi(\theta)^T) p(\theta|t_i)d\theta
\]
of observing the movement given model $k$ is computed and the most likely model is selected, i.e. $L = \arg\max_k p(y(t_k))$. Notice that the probability of $y(t_k)$ is considered independent of the previous observations, i.e. $p(y(t_k)|y(t_{k-1})) = p(y(t_k))$. The probability of an observed sequence can be obtained by multiplying the probabilities of the observed samples, $p(y|\theta_k) = \prod_{i} p(y_i|\theta_k)$. In the described examples we will include all the past observations of $y_i$, in the general case not all points of the trajectory may be available, due to occlusion for example. Applying the ProMP framework to such cases is demonstrated in (Maeda et al., 2017).

Phase recognition

Using the Bayes rule we can estimate the most likely phase of an observed sample:
\[
p(\theta|y(t_i)) = \frac{p(y(t_i)|\Phi(\theta)\mu_k, \Phi(\theta)\Sigma_k\Phi(\theta)^T)p(\theta)}{\sum_k p(\theta)p(y(t_i)|\theta_k)}
\]
(10)

Notice that $p(\theta|t_i)$ is assumed to be normally distributed and hence parameterized by mean $\mu_k(t)$ and standard deviation $\sigma_k(t)$ as functions over time. $\Delta_1$ and $\Delta_2$ are not normally distributed due to the nonlinear relationship in Eq. 5. In most prior work on the topic, $\phi$ is assumed to be a linear function over time and that therefore $\phi(t)$ can be described by a normal distribution, e.g. in (Ewerton et al., 2015). Dynamic time warping (DTW) is another, nonlinear, approach proposed recently (Ewerton et al., 2018).

Perception

Eq. 10 provides an estimate given a time-dependent but otherwise fixed $p(\phi|t_i)$ derived from the training set. Alternatively, we can use an explicit phase estimate provided by some perceptual system. Examples of fusing ProMP and perception have been proposed, e.g. in (Derny et al., 2019) ProMPs are used in the context of predicting human intentions. In general the sensor input will have many more dimensions than $y$. In this work we will estimate the phase from recent observations of the motion. We will consider a phase estimator based on previous values of $y$ over a sliding time window to yield an estimate $\phi^*(t_i)$ of the current phase. Such estimator is used to compute the probability of the observed $y(t_i)$. Instead of integrating over the distribution of probability of $\phi$ as shown in Eq. 9, only the estimated value is used to compute $y(t_i)$:
\[
p(y(t_i)|\mu_k, \Sigma_k) = p(y(t_i)|\Phi(\phi^*(t_i))\mu_k, \Phi(\phi^*(t_i))\Sigma_k\Phi(\phi^*(t_i))^T)
\]
(11)

Movement Generation

The model can be used to generate movements. Depending on the task the movements can be generated deterministically using Eq. 1 or stochastically by sampling $w$ from the distribution. In certain cases the term $\epsilon$ in Eq. 1 may be nonzero due to actuation and external noise, but is not the case in the presented example. Generating movements from ProMP can be used both for robot control and to predict human movements in HRI, see, for example, (Oguz et al., 2017). Samples can obey constraints such as a specific target position or velocity, by conditioning the distribution to the constraint prior to sampling (Paraschos et al., 2013), which can be done parameterically (and therefore efficiently) with normal distributions. A constraint can be expressed as a target point $y^*(\phi_i)$ to be reached at a given phase. Exploiting the linear dependency between $w$ and $y$ the updated parameters for $p(w|y_\theta = y^*(\phi_i))$ are
\[
\mu_w = \mu_w + \Sigma_w\Phi^T(\phi_i)(\Phi(\phi)\Sigma_w\Phi^T(\phi_i))^{-1}(y^* - \Phi(\phi)\mu_y)
\]
\[
\Sigma_w = \Sigma_w + \Sigma_w\Phi^T(\phi_i)(\Phi(\phi)\Sigma_w\Phi^T(\phi_i))^{-1}\Phi(\phi)\Sigma_w
\]
(12)
(13)

An example of generated movements is shown in Fig. 2(b,c,d). The conditioned distributions in 2(c) exhibit very small $\Sigma_w$ (i.e. all the trajectories starting from a given point are indistinguishable in shape), capturing the regularity of the training set. In Fig 2(d) the distribution is forced to pass through two via-points that are unlikely to be observed in the same movement, i.e. it is conditioned on an outlier. As a consequence, the resulting sampled trajectories do not resemble the observations presented in the training set.

2 Dataset and Benchmark Problem

The Reaching data set consists in a reaching task: Participants have been asked to move the mouse cursor from a starting point to targets appearing in 4 different positions. Each target identifies a different movement, associated to a different ProMP model. The samples are shown in Fig. 3. Given the nature of the task, consisting in reaching movements, it comes natural to perform the segmentation on the basis of events, in particular: (a) a movement starts
when the mouse cursor is in the starting position and the target is shown on the screen and (b) it stops when a target is reached. In general different heuristics are possible for segmentation, notably the ProMP framework provides the possibility to segment the signal exploiting an expectation-maximization algorithm, treating segmentation as a latent variable to be optimized together with the movement models parameters(Lioutikov et al., 2017). The dataset includes 100 movement samples used as training-set for the model identification and 100 samples used as test set for the movement recognition and phase recognition. Movements were sampled at 100 Hz. The number of features was set to $N = 9$, with parameters, in Eq. 2, $c_k = (k-1)/(N-1)$ and $h_k = 0.15$.

3 Results

Model identification, movement recognition and phase recognition. The distribution of phase profiles obtained with Eq. 6, Eq. 7 is shown in Fig 4 (b). Each sample is transformed in an MP, i.e. the parameters $(w, \phi)$ are extracted, 4 ProMP models representing the 4 movements are estimated. The observed movement is identified as belonging to the most likely model to produce it according to Eq. 9. The movement recognition is performed at each time step. The classification accuracy increases with time as shown in Fig. 5 (a), and reaches 100% at the end of the movement when movements are unambiguously differentiated by their position. Phase recognition is also performed for each time step using Eq. 10. The phase estimate is obtained sample-by-sample and need not
Figure 3: Reaching data set. A two-dimensional reaching task is performed by a test participant on a computer screen using a mouse. The participant was asked to perform the movement as fast as possible to reach circular targets that were appearing in a position randomly decided among 4. The resulting set is composed by 25 repetitions of 4 distinct targets.

Figure 4: Dataset "mov 1" (see Fig. 3). (a) shows vertical and horizontal coordinates over time, gray lines represent training data, black line the average. In (b) the corresponding phase profiles are shown, in gray the ones associated with the observations, in black the average one. In (c) the resulting movements over phase are shown.

be monotonic as shown in 5 (b).

Movement Generation. In order to generate concrete movements the parameters \( w \) are sampled from the distribution. Fig. 6 shows movements generated with and without constraints. The constraint is expressed as a via-point to be reached at a given phase. The constrained movements are generated from the conditioned distribution with parameters from Eq. 12, Eq. 13. In Fig. 6(a) the imposed via-point is within the space of the presented examples and hence trajectories resemble those presented in the training set. In Fig. 6 (b) the via-point is more distant from the positions presented in the training set and hence the conditioned trajectories are less representative of the original distribution, e.g. forming loops and missing the final target. In (c) the conditioned distribution is used to predict a continuation of the current motion. The prediction is also affected by the uncertainty about the current phase, which is estimated according to Eq. 10.

Perception. Perceptual estimation of phase was implemented with a feedforward neural network with three layers with 40, 20 and 10 neurons respectively, taking as input the current time and a vector of 20 previous samples. The network has been trained with the Levenberg-Marquardt backpropagation algorithm(Levenberg, 1944; Marquardt, 1963). The results are shown in Fig. 7 where the classification task (shown in Fig. 7) is repeated by exploiting the estimated phase, according to Eq. 11. Classification
A 7-DoF robot arm example. In addition to previous low-dimensional examples, model identification is applied to movements of a 7-DoF robotic arm.

The task consists in picking up an object using a hook and handing it to an user in a single continuous movement. The setup is shown in Fig. 8. The object’s loop represents a spatial constraint for the trajectory, since the object is always picked up in the same position. Trajectory examples were recorded by manually moving the robot, producing a total of 11 examples. The task was represented in seven-dimensional joint space. The number of features was set to 9, hence the ProMP distribution has 63 dimensions. Fig. 9. shows the covariance matrices of the ProMP’s distributions learned on data without and with optimized phase profiles. The use of phase modulation decreases variation in adjacent feature weights in the covariance matrix elements as temporal noise is externalized to the phase signal. A more compact description of the concept is shown in Fig. 10, where the eigenvalues of the two covariance matrices, i.e. the principal components, are compared. All the non-zero eigenvalues are smaller with phase modulation.
Figure 7: Classification and phase evaluation accuracy using a neural network for the identification of phase. The training set and the test set are the same as used in Fig. 5. In (a) the relative error is shown as a function of time (blue). As the movements have different durations, the number of available movement samples at a given time is indicated in orange. The classification accuracy increases as more of the test movements are observed. In (b) the identified phase profiles are shown in gray, where phase is computed at each time step. The average phase (black) shows the typical sigmoidal profile. Although in some cases the phase appears less accurate using the neural network estimator, overall classification performance is comparable to that of Fig. 5.

Figure 8: The robot task configuration (A). The robot’s gripper is holding a hook (B) which it uses to pick up the object (C).

Figure 9: Color representation of the covariance matrix for w, for the robot arm movements set without phase modulation (left) and with phase scaling (right). Most of the values in the covariance matrix are smaller.

Figure 10: Non-zero eigenvalues of the covariance matrices shown in Fig. 9. With the phase modulation all eigenvalues are smaller, which indicates a more precise reproduction of movements.

4 Discussion and Future Work

In this work we used ProMPs to model human movements and demonstrations to robots in order to perform movement recognition and movement generation, with particular emphasis on leveraging a parametric phase profile to modulate movement execution speed. The approach showed to properly classify and generalize the movements in a data-set of reaching movements. The proposed parametric phase profile has a sigmoidal shape that is particularly suitable to reaching tasks such as the one presented into the example and other “real world” tasks, such as pick and place operations where it is relevant to the control of initial and final position. However, a sigmoidal phase profile enforces zero velocity at the beginning and at the end of the movement. Therefore, in tasks where final velocity must be controlled, other profiles (e.g. a beta function with $a = 2, b = 1$) may be favorable. In general it should be considered that time scaling of human movements can work differently depending on the task and the working conditions (Zhang and Chaffin, 1999). The example reaching task is represented as a library of 4 ProMPs describing movements to 4 possible targets. In general, the diversity of movements in a task can be represented with a manifold in the space of hyper-parameters and mixture distributions (Rueckert et al., 2015), or specifically with gaussian mixtures describing the distribution of w (Ewerton et al., 2015). The parameters can be constrained with linear relationships for dimensionality reduction,
as recently shown in (Colomé and Torras, 2018). With human movements, dependencies between target positions and the moving parameters can be represented by a linear model (Avizzano and Lippi, 2011; Lippi et al., 2012). In all those cases phase can be estimated online while observing the movement by modifying Eq. 10 to take into account the chosen distribution. Further, a specific perceptual estimator dedicated to the identification of phase using a feed-forward neural network was described and implemented. The estimator led to a performance in terms of classification and prediction accuracy that was comparable to that of the system exploiting the empirical probability distribution of the phase directly. An advantage of using a neural network is, that it avoids the potentially costly computation of the integral in Eq.9 at each integration step. Future work on phase recognition will be focused on the identification of state of dynamic system models tasked with generating phases, e.g. phase-state machine models (Deimel, 2019). Such models could provide phase profiles and could be used in conjunction with a library of ProMPs to control a task. Furthermore, current research on ProMPs includes the design of feedback control systems considering physical interaction with the environment and the users (Paraschos et al., 2018; Paraschos et al., 2013). Time scaling does not apply to the control of arm kinematics and the external contact forces in the same way as for movements (this holds for each kind of rescaling, also the linear one). A general framework that can scale kinematics and contact instants in time should be integrated with a consistent control of applied forces and torques.
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