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Abstract

Product retrieval is of great importance in the ecommerce domain. This paper introduces our 1st-place solution in eBay eProduct Visual Search Challenge (FGVC9), which is featured for an ensemble of about 20 models from vision models and vision-language models. While model ensemble is common, we show that combining the vision models and vision-language models brings particular benefits from their complementarity and is a key factor to our superiority. Specifically, for the vision models, we use a two-stage training pipeline which first learns from the coarse labels provided in the training set and then conducts fine-grained self-supervised training, yielding a coarse-to-fine metric learning manner. For the vision-language models, we use the textual description of the training image as the supervision signals for fine-tuning the image-encoder (feature extractor). With these designs, our solution achieves 0.7623 MAR@10, ranking the first place among all the competitors. The code is available at: V^2L.

1. Introduction

Given a query image, the goal of product retrieval is to determine whether there are the same product images from a reference dataset. It plays an important role in the e-commerce domain. There are two main challenges. First, because product retrieval is an instance of super fine-grained recognition, it is very difficult for algorithms to distinguish two products with subtle visual differences. Second, building large-scale product training datasets with fine-grained level labels is very time-consuming and expensive.

This paper tries to leverage Vision and Vision-Language models (V^2L) to compete for eBay eProduct Visual Search Challenge (FGVC9) [21] at CVPR’22. This competition builds a dataset with 2.5 million product images. Different from other similar datasets [1, 3], the dataset features: (1) It does not have fine-grained labels, i.e. it only provides categorical labels rather than product labels. In this way, we can build self-supervised learning algorithms on our previous winning solutions [17, 18]. (2) It provides text information (title) for each product image in the training set. In this way, we can explore multimodal learning methods. To explore the highest performance, we do not limit the amount of GPU and CPU resources. We use 6 standard Nvidia 8-A100 GPU servers and about 100 Intel 6240 CPUs (with 36 cores per CPU) in the competition.

The proposed approach consists of two parts, i.e. vision models, and vision-language models. For vision models, we perform a coarse-to-fine training strategy. First, backbones are trained with the provided 1,000 categories labels (without ImageNet pre-training). Then we adapt the strong self-supervised baseline in [18] to accommodate the product retrieval task. We choose many vision-language models, which are pre-trained and with suitable licenses (both code and the models themselves), and then finetune them using the product images and corresponding titles. That is how we perform multimodal learning. The final submission is obtained by ensembling different models’ results from two types of approaches. The illustration of the proposed V^2L is shown in Fig. 1. In summary, the main contributions of this paper are:
1. The paper demonstrates the effectiveness of vision-language models in product retrieval tasks for the first time.

2. We explore the performance threshold of current product retrieval tasks by using unimaginable resources.

3. The proposed V^2L approach ranks first in eBay eProduct Visual Search Challenge (FGVC9).

2. Proposed Method

In this section, we introduce each important component in the proposed V^2L. We will first introduce our vision models and then show the selected vision-language models. Finally, to promote reproducibility, all the used tricks are listed.

2.1. Vision Models

We basically follow the training process in the strong baseline from [18]. The changes are listed below.

2.1.1 Two-stage Training

We perform coarse-to-fine training. First, the randomly initialized backbones are trained using the 1, 000 coarse labels. Note that, we do NOT use the ImageNet-pre-trained backbones due to two issues: (1) The open-source codebases often do NOT include an explicit license for their released pre-trained models. We do NOT want to involve in the license issue in the final checking. (2) It seems that the scale of eBay training dataset is large enough for training from scratch. Then, using the strong baseline [18], the second stage training is performed. We use 8 and 4 Nvidia Tesla A100 GPUs for the two stages of training, respectively.

2.1.2 Pseudo-label Generation

First, we randomly select 100, 000 training images from the training set. Through augmentation, each training image forms its only class. A model is trained on this 100, 000 classes. After training, features extracted by the model can be used for clustering. In this way, the training images are clustered. Note that, we only keep clusters with high confidence, i.e. each cluster only contains less than 10 images, and thus we only use about 1/5 training images in the second stage training. Specifically, after the clustering, we get 87, 125 classes. Then we randomly select $100K \times 87, 125 = 12, 875$ images from the training dataset. That means besides the 87, 125 clusters, we have 12, 875 extra classes (each class with one image). As a result, we have 246, 926 images from the 87, 125 clusters (2.8 images for each cluster on average). Then, the 12, 875 extra classes bring 12, 875 extra images. Therefore, finally we have $246, 926 + 12, 875 = 255, 801$ images.

2.1.3 Stronger Backbones

Instead of using the backbones in [18], in this competition, we use much stronger backbones with suitable licenses: ResNeSt [24] (license), ResNeXt [19] (license), CotNet [11] (license), HS-ResNet [22] (license), NAT [7] (license), ViT (from BEIT [2]) (license), and ViT (from SimMIM [20]) (license). The stronger backbones perform much better.

2.1.4 Simpler Augmentations

The augmentations used in [18] are designed for image copy detection, and thus they are too complexed. For product retrieval tasks, we only keep RandomResizedCrop, RandomRotation, RandomPerspectiveChange, RandomPadding, RandomImageUnderlay, RandomImageOverlay, RandomLightChange, RandomHorizontalFlip, RandomVerticalFlip, and GaussianBlur. For more details, please refer to the original paper [18].

2.1.5 Higher Resolution

In image copy detection, $256 \times 256$ resolution is the best. For the product retrieval task, we find that $512 \times 512$ resolution performs best. Though higher resolution brings performance improvement, it also brings much computational burden to the training and reference process.

2.1.6 Loss

To be computationally efficient, we replace the 8192-dim features [18] with commonly-used 2048-dim features. Moreover, instead of combining cross-entropy loss and triplet loss [8], we use a single CosFace [16].

2.1.7 Exponential Moving Average

Exponential Moving Average (EMA) is used to stabilize the training process of deep metric learning. It brings consistent performance improvement without increasing any burden.

2.2. Vision-language Models

In this section, we introduce the selected vision-language models and how we use that. Due to the license issue, we only choose BLIP [9] (license), ALBEF [10] (license), XVLM [23] (license), METER [6] (license), and SLIP [13] (license). We get the suitable licenses for both the code and the released models. We do NOT use the famous CLIP [15] because we cannot get the license for the pre-trained models.

The finetuning process is relatively easy. Because each algorithm takes the nature language and the image as input, we just use the product title as the description of one product.
image. After training, the image encoder is used to extract the features of query and reference images. Though the use of the vision-language models is easy, it provides a totally different prospective to the product retrieval task.

2.3. Ensemble Methods

2.3.1 Maximum Ensemble
The ensemble method in [17] is proved to be effective in the product retrieval task.

2.3.2 Voting Ensemble
Each model returns a ranking list, and we fetch the top-10 images. Many models vote for the final ranking list. It is similar (or same) with last year’s “Multiple networks rankings”.

2.4. Other Tricks

2.4.1 Global-local Matching
We split reference (index) images to match locally (The query images are kept). We name the used two strategies as Index5Crop and Index6Crop. They are illustrated in Fig. 2. Note that we only re-train 3 different methods to perform Index5Crop (2) and Index6Crop (1). The gained results are absorbed to final ranking by voting ensemble.

2.4.2 Re-ranking
The k-reciprocal re-ranking [25] is proved to be very useful for image retrieval tasks. However, it is not straightforward to apply it to millions of reference images. We distribute it with about 100 CPUs. The advantage is the speed is much faster, and the memory is enough. However, we cannot promise 100 CPUs work normally at the same time. Therefore, there may be some queries missing during the re-ranking process. We argue that because we ensemble a lot of models, some queries missing do not bring serious influence to the final result.

2.4.3 Multi-scale Testing
Because $512 \times 512$ resolution performs best, in the multi-scale testing, we use $400 \times 400$, $512 \times 512$, and $600 \times 600$ resolutions.

3. Ineffective Methods

We have tried a lot of methods in this competition, and only some of them work in the final ensemble period. The listed ineffective methods are representative and seem to work.

3.1. Title for Pseudo-labels
Last year’s winner finds using the product titles to create pseudo-labels useful. We find that, when the MAR@10 is
relatively low (less than 70), this approach is effective regardless of using a single model or ensemble. However, when the MAR@10 approaches 75, regardless of using BERT [5] or word2vec [12] to generate sentence embeddings, this approach cannot contribute to the final ensemble result.

3.2. Multiple Layers Features

It is reasonable that deep features of two images, which have subtle difference, may be indistinguishable. However, both training models with shallow features and directly combining shallow features with deep features do not work.

3.3. Multiple Augmented Queries

Performing test-time augmentation (TTA) is a common practice for image retrieval. However, we find performing TTA (e.g., center cropping, flipping) on query images do not bring performance improvement.

3.4. Query Expansion

The standard query expansion (QE) [4] and $\alpha$ query expansion ($\alpha$QE) [14] are widely used for image retrieval. However, both of them do not work in our approach.

3.5. Background Removal

We try to use a model to remove the background of all the query and index images. However, the performance decreases. It may because the background removal algorithm removes some discriminative matching information.

4. Experiments

To prove the superiority of the $V^2L$, we compare the proposed model with state-of-the-art methods from the leaderboard in the testing phase. The comparison results are shown in Table 1. We ranks first among all the competitors. We discover that (1) Our solution is much higher than other competitors’. (2) There is an obvious performance gap between top-3 and others’ scores. Also, we visualize some results of our final ranking list. They are shown in Fig. 3.

5. Conclusion

In this paper, we introduce our winning solution to the eBay eProduct Visual Search Challenge (FGVC9) at CVPR’22. The proposed $V^2L$ combines vision models and vision-language models. Experiments show that the combination and the ensemble are the key to our winning.
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