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Some free–field spectral problems on a generalised cylinder are revisited.
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1. Introduction

The manifold $\mathcal{C} = I \times \mathcal{M}$ where $I$ is an interval occurs in a number of different areas of physics and mathematics. If $I$ extends to the whole real line and the metric is Lorentzian, it represents a generalised Einstein Universe. Historically, $\mathcal{M}$ is then the three–sphere. For a Euclidean signature, it could be called a generalised cylinder and when $\mathcal{M}$ is the circle, $S^1$, it appears, fundamentally, in string theory and in statistical physics where $I$ is often joined up to make a thermal circle so that $\mathcal{C}$ becomes a torus. For conformal theories, modular invariance then provides a powerful constraint. Cylinders also play an essential role in the theory of the APS $\eta$–invariant and in the glueing approach to spectral quantities.

Although these topics have been thoroughly explored and re–worked from many points of view, some very sophisticated, I wish here to present a few observations and connections which, if not unknown, are not always said. My calculations are for the simplest conventional free field theories (scalar and spinor) treated in a very basic way.

The first three sections are concerned with the two–dimensional case and the various elliptical rewritings of the spectral quantities, done mostly for fun. The remaining sections contain somewhat detailed computations of Dirac theory on the finite cylinder, formally in any dimension. The simplest local boundary conditions are treated first and then extended to the most general bag-like ones, for which the functional determinant is calculated as explicitly as possible. The final result is rather simple and may be novel.

2. The logdet in two dimensions

This is the case on which most attention has been focused and so there is little new to say. However, although it is standard, in one form or another, I write out the conformal scalar effective action on the elementary cylinder, $I \times S^1$, for Dirichlet and Neumann conditions,

$$W_{I \times S^1}^{D,N} = -\frac{L}{12r} - \sum_{m=1}^{\infty} \frac{1}{m(e^{2mL/r} - 1)} + \frac{1}{2} \log 2L \mp \frac{1}{2} \log 2\pi r.$$  

(1)

The length of the cylinder is $L$ and its radius (of the circle cross–section) is $r$. In general terms, the effective action (at one loop) is defined as $W = -\zeta'_{\mathcal{C}}(0)/2$ where $\zeta_{\mathcal{C}}$ is the $\zeta$–function on the cylinder.
Instead of the individual D and N expressions, it is sometimes more illuminating to consider their sum and their difference separately because these have distinct geometric significances.

Adding the D and N values gives the expression for the torus, $2L$ now being a circumference,

$$W_{S^1 \times S^1} = -\frac{\beta}{12r} - 2 \sum_{m=1}^{\infty} \frac{1}{m(e^{m\beta/r} - 1)} + \log \beta,$$

where $\beta = 2L$ can be interpreted as an inverse temperature and the whole expression as a finite temperature thermodynamic free energy (times $\beta$) on a spatial circle.

Subtracting $D$ from $N$ gives $\log 2\pi r$, which is twice the effective action on the cross-sectional circle of the cylinder. It can be associated with the cylinder boundary of two circles, (see below).

It is possible, without extra work, to find the effective action for a mixed boundary condition \textit{i.e.} one with N at one end of the cylinder and D at the other. Denoting, for short, cylinder Dirichlet spectral quantities by $(D,D)_L$, Neumann by $(N,N)_L$ and mixed by $(N,D)_L$, the modes are related schematically, by, [1],

$$(N,D)_L + (D,D)_L = (D,D)_{2L}$$

$$(N,D)_L + (N,N)_L = (N,N)_{2L}$$

$$(N,N)_L + (D,D)_L = P_{2L},$$

where $P$ stands for periodic (\textit{i.e.} the generalised torus).

Hence for the mixed effective action,

$$W_{I \times S^1}^M = -\frac{L}{12r} - \sum_{m=1}^{\infty} \left( \frac{1}{m(e^{4mL/r} - 1)} - \frac{1}{m(e^{2mL/r} - 1)} \right) + \frac{1}{2} \log 2$$

$$= -\frac{L}{12r} + \frac{1}{2} \sum_{m=1}^{\infty} \frac{1}{m} \text{cosech} \, 2mL/r + \frac{1}{2} \log 2,$$

a quantity I will return to. It is a function only of the shape, $L/r$, of the cylinder as the D and N conformal anomalies have cancelled.

Incidentally, from the mode relations, (3), it follows that the difference of $(D,D)$ and $(N,N)$ satisfies, quite generally,

$$((N,N) - (D,D))_L = ((N,N) - (D,D))_{2L},$$
*i.e.* is independent of the length of the cylinder, $\mathcal{C}$, a fact reflected in the explicit quantities above. To determine what the value is, $L$ can be set to zero reducing $\mathcal{C}$ to two copies of the cross–section manifold, $\mathcal{M}$, *i.e.* the boundary of the cylinder.

Being a quantity of some significance and utility, (2) has been cast into various forms mostly associated with the modular properties of the torus. Possibly the quickest way to obtain these is to note the statistical mechanical equality (I set $r = 1$ now),

$$\sum_{m=1}^{\infty} \frac{1}{m(e^{m\beta} - 1)} = -\log Q_0,$$

where,

$$Q_0 \equiv \prod_{n=1}^{\infty} (1 - q^{2n}), \quad q = e^{-\beta/2} = e^{-L},$$

is the Euler product, used by Jacobi. A factor of $q^{1/12}$ takes us to the Dedekind $\eta$ function,

$$\log \eta = \log Q_0 - \frac{\beta}{24}.$$

Therefore, for the torus,

$$W_{S^1 \times S^1} = 2 \log \eta(q) + \log 2L. \quad (5)$$

I now return to the mixed effective action, (4), and rewrite this as a $q$–product,

$$W_{M \times S^1} = -\frac{L}{12} - \log Q_3(q^2) + \frac{1}{2} \log 2,$$

where $q$ is as above ($q = e^{-L}$) and,

$$Q_3(q) \equiv \prod_{n=1}^{\infty} (1 - q^{2n-1}).$$

Use of the standard identities,

$$Q_3(q^2) = Q_2(q) Q_3(q) = \frac{1}{Q_1(q)};$$

gives,

$$W_{M \times S^1} = -\frac{L}{12} + \log Q_1(q) + \frac{1}{2} \log 2, \quad (6)$$

where

$$Q_1(q) \equiv \prod_{n=1}^{\infty} (1 + q^{2n}).$$
Reverting to a summation,
\[
W^M_{I \times S^1} = -\frac{L}{12} - \sum_{m=1}^{\infty} \frac{(-1)^m}{m} \frac{1}{e^{2Lm} - 1} + \frac{1}{2} \log 2, \tag{7}
\]
which corresponds to a scalar field quantised as a fermion, \(i.e.\ \mathbb{Z}_2\) twisted around a thermal circle.

The \(Q\) products can be written in terms of elliptic function quantities such as theta functions or the Weber class functions. For example, by definition,
\[
Q_1(q) = \frac{1}{\sqrt{2}} q^{-1/12} f_2(q),
\]
where \(f_2\) is a Weber function, usually written \(f_2(\tau)\) with \(q = e^{\pi i \tau}\), the elliptic nome.

The factors in (6) neatly combine to give,
\[
W^M_{I \times S^1} = \log f_2(q), \tag{8}
\]
for the mixed, scalar effective action on the cylinder. \((f_2(q)\) is a monotonically decreasing function of \(L\).)

There are many ways of deriving this result, all equivalent of course. For example, starting from (5), and using (from (3)),
\[
(N, D)_L = \frac{1}{2} (P_{4L} - P_{2L}),
\]
the relation,
\[
f_2(q) = \sqrt{2} \eta(q^2) / \eta(q),
\]
leads to (8).

Under modular inversion, \(q\) goes to \(q'\), (the complementary nome). The Weber functions are related by,
\[
f_2(q') = f_1(q),
\]
and also by the doubling,
\[
f_1(q^2) f_2(q) = \sqrt{2},
\]
where \(f_1\) is defined by,
\[
Q_3(q) = q^{1/24} f_1(q).
\]

Weber, [2], gives many special values for \(f_1\) which can be used to find those for \(f_2\). A few sample cases give the exact expressions,
\[
W^M_{I \times S^1} = \frac{1}{4} \log 2, \quad L = \pi / \sqrt{2}
\]
\[
= \frac{1}{6} \log 2 + \frac{1}{3} \log (\sqrt{2}(1 + \sqrt{5})) , \quad L = \pi / \sqrt{15} \tag{9}
\]
\[
= \frac{3}{8} \log 2 , \quad L = \pi / 2.
\]
3. Low temperatures and the calculation of Pi

When $L$ becomes large, the effective action is dominated by the vacuum energy, the first term in (7). Equated to exact special values, this yields approximations for $e^\pi$ in terms of algebraic numbers.

The simplest course is to drop the summation in (7). Exponentiation then gives,

$$q^{\frac{1}{12}} \approx \frac{1}{\sqrt{2}} f_2(q) = \frac{1}{f_1(q^2)},$$

and, redefining $q$ as $\sqrt{q}$, produces the equation, ($q \to 0$),

$$\bar{q} = f_1^{-24}(\bar{q}), \quad \text{q.p.} \quad (10)$$

A particular choice, using an entry in Weber’s list, [2], for $q = e^{-\pi \sqrt{408}} \approx 2.76025 \times 10^{-28}$ gives $e^\pi$ to 24 places from an algebraic quantity. The summation in (7) can now be taken into account by an iterative procedure. The next approximation is easily shown to be,

$$\bar{q} = \frac{1}{f_1^{24}(\bar{q})} - \frac{24}{f_1^{48}(\bar{q})}, \quad (11)$$

which doubles the precision. This process can be continued and is one example of a well–known approximation scheme for $\pi$ using modular forms, [3] §5.6. ³

4. Fermions. Modes on a cylinder

I now turn to free fermions on a cylinder of any dimension without specifying too closely the nature of the cross–section, $\mathcal{M}$, and proceed from the simplest boundary condition to the most complicated one. The ultimate aim is the evaluation of the functional determinant, and other spectral quantities on the way.

At any boundary, $\mathcal{B}$, suitable, local conditions are provided by the ‘mixed’ sort. These ensure self–adjointness of the Dirac operator, $D$, (and its square) and also that there is no flux across the boundary. They are implemented by projection operators on the field. For example, mixed Dirichlet and Neumann (Robin) are,

$$P_- \psi \big|_\mathcal{B} = 0 \quad (12)$$

$$\left(n^\mu \nabla_\mu - \frac{1}{2} \kappa\right) P_+ \psi \big|_\mathcal{B} = 0,$$

³ Equation (11) corresponds to the first two terms of an expansion in $f_1^{-24}$ obtained by series reversion.
where $\kappa$ is the extrinsic curvature of the boundary, and $n_\mu$ the inwards normal. $\nabla_\mu$ is the spinor covariant derivative and the projection operators are,

$$P_\pm = \frac{1}{2}(1 \pm i\gamma\gamma^\mu n_\mu),$$

where $\gamma$ is the generalisation of $\gamma_5$. These are the simplest, local conformally covariant conditions and, making the chiral split of the field,

$$\psi = \begin{pmatrix} \psi_+ \\ \psi_- \end{pmatrix},$$

$P_- \psi = 0$ gives, at the two ends of the cylinder,

$$i\psi_- = \psi_+, \quad z = 0$$
$$i\psi_+ = \psi_-, \quad z = L,$$

where $z$ is the coordinate along the cylinder.

I describe the mode structure in more detail than usual as it is not quite standard $^4$. I have in mind the cylinder whose cross section is a $d$–sphere, but not exclusively. Formally any spin manifold could be used, so long as it lacks a zero mode and a spectral asymmetry. The spinor dimensions then are,

$$2^{(d+1)/2}, \quad d \text{ odd}$$
$$2^{(d+2)/2}, \quad d \text{ even},$$

and there is no boundary zero mode.$^5$

The split Dirac equation reads,

$$(\partial_z + \tilde{D})\psi_- = -i\mu\psi_+$$
$$(\partial_z - \tilde{D})\psi_+ = -i\mu\psi_-,$$

where $\tilde{D}$ is the Dirac operator on $S^d$ for which the solutions are standard (I omit mode labels),

$$\tilde{D}\chi^{(\pm)} = \pm\lambda\chi^{(\pm)}.$$  

On the $d$–sphere, $\lambda = \lambda_l = (l + d/2), l = 0, 1, \ldots$. It is not necessary to specify any degeneracies. These will be taken as understood in any boundary mode summations.

$^4$ This analysis is an extended version of that in [4]. Another discussion is given in [5] where several other references can be found.

$^5$ One could refer to the boundary modes as Kaluza–Klein modes.
Separating variables, the eigenmodes of $D$ are, (with an implied spinor direct product),
\[
\begin{align*}
(\pm i|u|) \chi(-) e^{ikz}, & \quad (\pm i|u|) \chi(-) e^{-ikz} \\
(\pm i|u|) \chi(+) e^{ikz}, & \quad (\pm i|u|) \chi(+) e^{-ikz},
\end{align*}
\]
(14)
where $u = \lambda + ik$. To solve the equations, $\mu^2$ must equal $|u|^2$, giving the eigenvalues of $D$.\(^6\) Hence for $|u|$ one could just as well put $|\mu|$.

To accommodate (13) it is necessary to take linear combinations of the modes, (14), \textit{i.e.} to mix left and right movers so giving standing waves.

One cannot mix $\chi(\pm)$ with $\chi(\mp)$ and the requisite combinations are,
\[
\begin{align*}
\psi_{\pm}^- &= (u^* \mp |u|) \left( \pm i|u| \right) \chi(-) e^{ikz} - (u \mp |u|) \left( \pm i|u| \right) \chi(-) e^{-ikz} \\
\psi_{\pm}^+ &= (u \pm |u|) \left( \pm i|u| \right) \chi(+) e^{ikz} - (u^* \pm |u|) \left( \pm i|u| \right) \chi(+) e^{-ikz},
\end{align*}
\]
which are better written in terms of standing waves, giving an expansion in the eigenstates of the projections, $P_{\pm}$, (see below), \(^7\)
\[
\begin{align*}
\psi_{\pm}^- &= \pm k|\mu| \left( \frac{1}{1} \right) \chi(-) \cos k z + |\mu| \left( |\mu| \pm \lambda \right) \left( \frac{1}{1} \right) \chi(-) \sin k z \\
\psi_{\pm}^+ &= \mp k|\mu| \left( \frac{1}{1} \right) \chi(+) \cos k z - |\mu| \left( |\mu| \pm \lambda \right) \left( \frac{1}{1} \right) \chi(+) \sin k z.
\end{align*}
\]
(15)

Conditions (13) are satisfied at $z = 0$. Applied at $z = L$ they mean that the cosine term must vanish, thereby fixing $kL/\pi$ to be a half–integer, $\mathbb{Z}_{-+} + 1/2$, and determining the Dirac eigenvalues, $\mu$. The modes are anti–periodic with period $2L$.

Differentiating (15) with respect to $z$ and setting $z$ to zero and to $L$ gives,
\[
\begin{align*}
i \psi_{\mp}' &= \psi_{\pm}', & z &= 0 \\
i \psi_{\mp}' &= \psi_{\pm}', & z &= L,
\end{align*}
\]
(16)
i.e. the Neumann part of the conditions (12) is automatic, \textit{cf} [6], and this is typical.

It is helpful to give the representations of the relevant $\gamma$–matrices. They can be regarded as two–dimensional,
\[
\gamma^z = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

\(^6\) The $\pm$ signs in the modes refers to the sign of the Dirac eigenvalue, $\mu$, on the cylinder.  
\(^7\) I generally drop any irrelevant overall constants.
Constructing the projections, $P_{\pm}$, at the boundary, $z = 0$ and $z = L$, it is noticed that these are related by $P_{\pm}|_{z=0} = P_{\mp}|_{z=L}$ so all one needs to give is, say,

$$P_{-}|_{z=L} = \frac{1}{2} \begin{pmatrix} 1 & i \\ -i & 1 \end{pmatrix},$$

with a null eigenvector, $\left(\frac{1}{i}\right)$, and a unit one, $\left(\frac{1}{-i}\right)$. The boundary condition imposed above says that there should be no component proportional to the latter vector.

5. Other boundary conditions

For completeness I look at the condition obtained by interchanging $P_{-}$ and $P_{+}$. The easiest way of finding the modes is to use the fact that if $\psi$ satisfies the Dirac equation, then so does $\partial_z \psi$. This gives the combinations,

$$\psi_{\pm}^{(-)} = \mp k|\mu| \begin{pmatrix} 1 \\ -i \end{pmatrix} \chi^{(-)} \sin k z + |\mu|(|\mu| \pm \lambda) \begin{pmatrix} 1 \\ i \end{pmatrix} \chi^{(-)} \cos k z,$$

$$\psi_{\pm}^{(+)} = \pm k|\mu| \begin{pmatrix} 1 \\ -i \end{pmatrix} \chi^{(+)} \sin k z - |\mu|(|\mu| \pm \lambda) \begin{pmatrix} 1 \\ i \end{pmatrix} \chi^{(+) \cos k z}.$$

The condition $P_{+}\psi = 0$ is satisfied at $z = 0$ because $\left(\frac{1}{i}\right)$ is a null vector. It becomes a non–null vector of $P_{+}$ at $z = L$ and rejecting it gives $kL/\pi = Z_+ + 1/2$, as before.

These calculations have so far produced the Neveu-Schwarz eigenvalues that arise in string theory from anti–periodicity of the spinor around the ‘time’ circle.

The periodic, Ramond eigenvalues can be obtained in the present approach by applying different conditions at the end points, say $P_{+}\psi = 0$ at $z = 0$ and $P_{-}\psi = 0$ at $z = L$. (Observe that in this case the actual projection operators are the same.) The modes (17) satisfy the first condition, as just used. To satisfy the second one, the non–null vector, $\left(\frac{1}{-i}\right)$, has to be removed so giving $kL/\pi = Z_{-+}$, i.e. periodicity with period $2L$. The same conclusion is reached from the modes (15) using the conjugate conditions, $P_{-}\psi = 0$ at $z = 0$ and $P_{+}\psi = 0$ at $z = L$.

I note that the R and NS eigenvalues are here not obtained by requiring periodicity or anti–periodicity on a circle, but emerge from the finite cylinder. This has been encountered earlier, [7], but not, seemingly, pursued.

---

8 Referred to as ‘separated’ in [5].
6. More general boundary conditions

The mode analysis is now extended to the more general mixed boundary conditions which are obtained from the projection, [6],

\[ P_{\pm}(\omega) = \frac{1}{2} (1 \pm n_\mu \gamma^\mu e^{i\omega\gamma}) = \frac{1}{2} (1 \pm n_\mu \gamma^\mu (\cos \omega + i\gamma \sin \omega)), \]

so that \( P_{\pm}(\pi/2) \) are the \( P_{\pm} \) used previously. The ± sign is really unnecessary as the sign can be changed by making \( \omega \to \pi + \omega \). In the present geometry it is therefore sufficient just to look at,

\[ P_+(\omega) \equiv \frac{1}{2} \begin{pmatrix} 1 & e^{-i\omega} \\ e^{i\omega} & 1 \end{pmatrix}, \]

with null (\( \alpha \)), and non–null (\( \beta \)) eigenvectors, (normalised to 2), \(^9\)

\[ \alpha = \begin{pmatrix} 1 \\ -e^{i\omega} \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 \\ e^{i\omega} \end{pmatrix}. \]

The construction of the relevant modes from (14) is straightforward. My discussion is more particular and explicit than that in [8], for example.

To save energy, only the \( \chi^{(-)} \) modes in (14) are considered and, further, since \( \chi^{(-)} \) is a common factor, it will not be displayed. The generic mode thus takes the form,

\[ \Psi_{\pm} = A \left( \pm i|\mu| \right) e^{ikz} + B \left( \pm i|\mu| \right) e^{-ikz}, \]

which is to be written in terms of the projection eigenvectors, \(^\text{10}\)

\[ \Psi = X\alpha + Y\beta. \]

The \( X \) and \( Y \) can be extracted from (18) by the ortho‘normal’ properties of the \( \alpha, \beta \),

\[ 2X = A\left( \pm i|\mu| - ue^{-i\omega}\right) e^{ikz} + B\left( \pm i|\mu| - u^* e^{-i\omega}\right) e^{-ikz} \]

\[ 2Y = A\left( \pm i|\mu| + ue^{-i\omega}\right) e^{ikz} + B\left( \pm i|\mu| + u^* e^{-i\omega}\right) e^{-ikz}. \]

A boundary condition at \( z = 0 \) can now be chosen by setting either \( X \) or \( Y \) to zero, say \( Y = 0 \). This yields the ratio \( A/B \) which can be substituted back into \( X \) and \( Y \) to give,

\[ Y \propto \left( \pm |\mu| \sin \omega - \lambda \right) \sin kz \]

\[ X \propto \left( \pm i|\mu| \cos \omega \sin kz + k \cos kz \right). \]

\(^9\) I will not worry too much about overall normalisations.

\(^\text{10}\) From now on, to save symbolism, the label indicating positive or negative Dirac eigenvalues, \( \mu \), will be taken as understood.
This allows the effect of boundary conditions at $z = L$ to be determined.

If one sets, again, $Y = 0$, at $z = L$ the wave number $k$ takes Ramond values, $kL/\pi = \mathbb{Z}_+$, quite simply, and no further consideration is required. This choice corresponds to applying different boundary conditions at the two ends. That is, $\omega$ at one end and $\pi + \omega$ at the other. (The sign change is actually cancelled by the change in sign of the normal vector.)

On the other hand, setting $X$ to 0 at $z = L$, yields a real $k^2$ (as demanded of a self–adjoint system) only if $\omega = \pi/2 + ia$ with real $a$, and then gives the intrinsic relation,

$$\tan kL = \mp g \frac{k}{\sqrt{\lambda^2 + k^2}},$$

where the parameter $g$ is defined by $g \equiv \cosh a$.

As a check, in the case $a = 0$, one recovers (two sets of) the NS half–integer eigenvalues, $k = \mathbb{Z}_- + 1/2$ while if $a = \infty$ there result (two sets of) R eigenvalues. Between these two limits one has what might be called, ‘interpolating’ eigenvalues. Equivalent statements hold for the $\chi^{(+)}$ modes.

From (20), it can be seen that there is an asymmetry between $\mu$–positive and $\mu$–negative cylinder modes. Furthermore, for $0 < g < \lambda L$, and $\mu > 0$ there exists an imaginary $k$–root, $k = i\gamma$. The same holds for $0 > g > -\lambda L$ and $\mu < 0$. The total eigenvalue, $\mu$, on the cylinder is still real. For a given value of $g$, there will be a an infinite number of these ‘imaginary’ $k$–modes (one per qualifying $\lambda$) with $\mu^2 = \lambda^2 - \gamma^2 > 0$.

If $g = \pm \lambda L$, there is a true $k = 0$ root, in which case the modes are linear functions of $z$. That is, $Y \sim z$ and $X \sim L - z$ with normalisation factors of $\sqrt{3}/L^{3/2}$. Of course, these modes must be retained as part of the mode structure on the cylinder, having $\mu = \pm \lambda$.

In the limit $g \to \infty$, the imaginary root tends to zero ($k = 0$) and, in the Ramond limit of $g \to 0$, it corresponds to a zero mode of the Dirac operator on the cylinder, i.e. $\mu = 0$. This must be omitted in spectral quantities.

Equation (20) determines the wave number, $k$, as a function of the boundary eigenvalues, $\lambda$. Since, in the present work, I am not concerned with the spectral asymmetry, it suffices to remove the radical by squaring, to give the Mittag–

---

11 There are two sets of these values corresponding to the $\pm$ sign.

12 These are ‘bag’ boundary conditions investigated in some depth by [8] and also [9], [10].

13 This has been noticed earlier and analysed by Beneventano et al [11] who set APS spectral conditions at one end and local bag at the other. My discussion therefore differs somewhat and is rather more detailed.
Leffler/Rayleigh/Euler form,

\[
1 - (\lambda^2 \sinh^2 a + \xi^2 \cosh^2 a) \frac{\sin^2 \xi L}{\xi^2} = (1 - \lambda^2 L^2 \sinh^2 a) \prod_k \left(1 - \frac{\xi^2}{k^2}\right),
\]

where the product is over all non–zero roots of (20), for a fixed \(\lambda\).

A few consequences of these eigenvalue systems are explored in section 10.

7. The most general boundary condition

The boundary conditions employed in the preceding section are not the most general as the parameter \(a\) can take any value at an end point.

In general, therefore, there are two unrelated projection operators,

\[
P_+(a_j) \equiv \frac{1}{2} \begin{pmatrix} 1 & -ie^{-a_j} \\ ie^{a_j} & 1 \end{pmatrix}, \quad j = 0, 1
\]

which can be applied at the cylinder ends. The eigenmode is still given by (18) and can be expanded in either of the two sets of projection eigenvectors,

\[
\Psi = X_j \alpha_j + Y_j \beta_j,
\]

with coefficients,

\[
2X_j = A(\pm |u| + ue^{-a_j})e^{ikz} + B(\pm |u| + u^*e^{-a_j})e^{-ikz},
\]

\[
2Y_j = A(\pm |u| - ue^{-a_j})e^{ikz} + B(\pm |u| - u^*e^{-a_j})e^{-ikz}.
\]

Without loss of generality, the boundary condition is set to be \(Y_0 = 0\) at \(z = 0\) and so,

\[
B = -A \frac{\pm |u| - ue^{-a_0}}{\pm |u| - u^*e^{-a_0}}.
\]

Then, after slight algebra, the modes become, in this case,

\[
X_0 \propto \pm |u| \sinh a_0 \sin k z + k \cos k z
\]

\[
Y_0 \propto (\pm |u| \cosh a_0 - \lambda) \sin k z
\]

\[
X_1 \propto (\pm |u| \sinh a - \lambda \sinh b) \sin k z + k \cosh b \cos k z
\]

\[
Y_1 \propto (\pm |u| \cosh a - \lambda \cosh b) \sin k z + k \sinh b \cos k z.
\]

\footnote{There are still the two sets of roots straddling the points \(\mathbb{Z}_{-+} + 1/2\).}
New parameters have been defined by $a = (a_0 + a_1)/2$ and $b = (a_1 - a_0)/2$ so that,

$$
e^{-a_0} \pm e^{-a_1} \frac{\cosh b}{1 - e^{-a_0-a_1}} \frac{\text{cosech } a}{\sinh b} \quad \text{and} \quad e^{-a_0} \pm e^{-a_1} \frac{\cosh b}{1 + e^{-a_0-a_1}} \frac{\text{sech } a}{\sinh b}.
$$

The eigenvalues are determined by selecting a boundary condition at $z = L$. It is seen that the forms of $X_0$ and $Y_0$ agree with those in the simpler situation of the previous section, (19), with $a$ there replaced by $a_0$ here so that if $X_0(L)$ is set to zero, the previous results will be replicated, completely independent of the value of $a_1$.

A more complicated outcome follows on the choice $X_1(L) = 0$, which produces the intrinsic relation,

$$
\left( \pm \sqrt{\lambda^2 + k^2} \sinh a - \lambda \sinh b \right) \frac{\sin kL}{k} + \cosh b \cos kL = 0, \quad (24)
$$

and I concentrate on this for the rest of this paper. The condition $Y_1(L) = 0$ will give analogous results.

The expression obtained from the $k \to 0$ limit\textsuperscript{15} of (24) yields the condition for the existence of imaginary $k$–modes,

$$
\lambda L > \frac{\cosh b}{\sinh b \mp \sinh a} \left\{ \frac{1}{2} \left( t_1 - t_0^{-1} \right) \right\}, \quad (25)
$$

where the, here, more handy parameters, are, $t_0 \equiv \tanh a_0/2$ and $t_1 \equiv \tanh a_1/2$, which run, monotonically, between $-1$ and $+1$.

The number of imaginary $k$–roots depends on the distribution of the parameters. Divide the $t$–parameter domain (a square) into quadrants,

$$
D_1 = \{0 < t_0 < 1, -1 < t_1 < 0\}, \quad D_2 = \{-1 < t_0 < 0, -1 < t_1 < 0\},
$$

$$
D_3 = \{0 < t_0 < 1, 0 < t_1 < 1\}, \quad D_4 = \{-1 < t_0 < 0, 0 < t_1 < 1\}.
$$

In $D_4$, at qualifying values of $\lambda$, there will be an imaginary $k$–root for both positive and negative Dirac eigenvalues, $\mu$, but in $D_3$ and $D_2$ only for positive and negative $\mu$, respectively. In $D_1$ there are no imaginary roots.

As $t_0$ and $t_1$ range over the parameter space, imaginary roots can disappear and re–appear as real ones (and \textit{vice versa}) going via zero roots. This behaviour can be followed graphically in much the same way as elaborated in Strauss, \cite{12}, for scalar Robin conditions on an interval.

\textsuperscript{15} One can also take the derivative.
8. Imaginary modes for large $L$

The existence of imaginary roots raises the subsidiary question of the behaviour as the length of the cylinder, $L$, tends to infinity since these modes involve real exponentials. I investigate them a little more, with a curious result.

The equation for an imaginary root, $k = i\gamma (\gamma > 0)$ is,

$$
(\pm \sinh a \sqrt{\lambda^2 - \gamma^2} - \lambda \sinh b)^{\tanh \gamma L} + \cosh b = 0, \tag{26}
$$

which, as $L \to \infty$ becomes,

$$
\pm \sqrt{\lambda^2 - \gamma^2} \sinh a - \lambda \sinh b + \gamma \cosh b = 0. \tag{27}
$$

Solving the quadratic produces two possible roots,

$$
\gamma_+ = -\lambda \tanh a_0 \quad \text{and} \quad \gamma_- = \lambda \tanh a_1,
$$
on the positive and negative $\mu$ branches, respectively.

These values accord with the root distribution encountered earlier. Because $\gamma$ is restricted to be positive, there are two roots if $a_0 < 0$ and $a_1 > 0$, no roots if $a_0 > 0$ and $a_1 < 0$, one (positive branch) root if $a_0 < 0$ and $a_1 < 0$ and one (negative branch) root if $a_0 > 0$ and $a_1 > 0$.

To see what the mode (22) becomes in this limit, the $X_1, Y_1$ set is the most relevant and the exponential forms most appropriate.

The continuation $k \to i\gamma$ gives,

$$
|u| \to \sqrt{\lambda^2 - \gamma^2}, \quad u \to \lambda - \gamma, \quad u^* \to \lambda + \gamma.
$$

Then, for the $X$-modes,

$$
X_j \propto \left(|u|(1 - e^{-a_0 - a_j}) \mp \lambda(e^{-a_0} - e^{-a_j}) \mp \gamma(e^{-a_0} + e^{-a_j})\right)e^{-\gamma z} - \left(|u|(1 - e^{-a_0 - a_j}) \mp \lambda(e^{-a_0} - e^{-a_j}) \mp \gamma(e^{-a_0} + e^{-a_j})\right)e^{\gamma z},
$$

so that,

$$
X_1 \propto (|u| \sinh a \mp \lambda \sinh b \mp \gamma \cosh b) e^{-\gamma z} - (|u| \sinh a \mp \lambda \sinh b \mp \gamma \cosh b) e^{\gamma z}.
$$

This is sometimes called the adiabatic limit.
For the $Y$–modes,

\[ Y_j \propto \left( |u| (1 + e^{-a_0 - a_j}) \mp \lambda (e^{-a_0} + e^{a_j}) \mp \gamma (e^{-a_0} - e^{-a_j}) \right) e^{-\gamma z} \\
- \left( |u| (1 + e^{-a_j - a_0}) \mp \lambda (e^{-a_0} + e^{-a_j}) \pm \gamma (e^{-a_0} - e^{-a_j}) \right) e^{\gamma z}, \]

and so,

\[ Y_1 \propto (|u| \cosh a \mp \lambda \cosh b \mp \gamma \sinh b) e^{-\gamma z} - (|u| \cosh a \mp \lambda \cosh b \pm \gamma \sinh b) e^{\gamma z}. \]

The roots on the positive and negative branches, for large $L$, i.e. ,

\[ \gamma_+ \approx -\lambda \tanh a_0 \quad \text{and} \quad \gamma_- \approx \lambda \tanh a_1, \]

give for the absolute values of the corresponding Dirac eigenvalues,

\[ |u|_+ \approx \frac{\lambda}{\cosh a_0} \quad \text{and} \quad |u|_- \approx \frac{\lambda}{\cosh a_1}. \]

Substitution of these into the modes above gives, on the positive branch, after cancellations using $b + a_0 = a$ and $b - a_1 = -a$,

\[ Y_1^+ \propto e^{-\gamma_+ z} \\
X_1^+ \propto e^{-\gamma_+ z}, \]

and on the negative branch,

\[ Y_1^- \propto \cosh b \cosh a_1 e^{-\gamma_- z} - \cosh a e^{\gamma_- z} \\
X_1^- \propto e^{-\gamma_- z}. \]

There is an apparent serious asymmetry between positive and negative Dirac eigenvalues in that $Y_1^-$ diverges as $z$ tends to infinity. For large, but finite, $L$, this would seem to be an allowable mode.

I have not been able to resolve this difficulty (if it is one) with the $L \to \infty$ limit.
9. The squared formulation

As before, unless one is interested in the spectral asymmetry, it is sufficient to eliminate the radical thus furnishing the squared form of (24), with the corresponding Euler relation,\(^{17}\)

\[
(\lambda^2 + \xi^2) \frac{\sin^2 \xi L}{\xi^2} - \left( \cosh b \cos \xi L - \lambda \sinh b \frac{\sin \xi L}{\xi} \right)^2 \cosech^2 a
= (\lambda L - l_+)(\lambda L - l_-) \prod_k \left(1 - \frac{\xi^2}{k^2} \right),
\]

(28)

where \(l_\pm\) are the roots of a quadratic,

\[
l_\pm = \frac{\cosh b}{\sinh b \pm \sinh a},
\]

that appear also in (25).

The logdet for this system is evaluated in section 12.

10. Spinor spectral matters. The determinant

I am particularly interested in the logdet of the system with interpolating eigenvalues. This is defined to be \(-\zeta'_\xi(0)\) in terms of the \(\zeta\)-function of the (squared) Dirac operator (defined below) and involves a sum over all the eigenvalues. As an ansatz, I begin by working at a fixed value of the boundary eigenvalue, \(\lambda\), which is treated as a spectator. The sum over \(k\) then behaves like a one-dimensional problem.

In order to extract spectral quantities a parameter, \(m\), is introduced by giving the Dirac field a mass, through adding \(\kappa^2\) to \(\lambda^2\), i.e. \(\lambda^2 \rightarrow \lambda^2 + \kappa^2\), which will be denoted \(m^2\). (It is handy to have both \(\kappa\)\(^{18}\) and \(m\) available.)

For the time being, the boundary manifold is forgotten by defining a subsidiary, artificial one-dimensional \(\zeta\)-function,

\[
\zeta(s, m^2) = \sum_k \frac{1}{(k^2 + m^2)^s},
\]

(29)

where the sum is over all the non–zero roots of the intrinsic equation (20), for a fixed \(\lambda\). (The roots therefore depend on \(\lambda\).)

\(^{17}\) This is left in a cosmetically unsimplified form.

\(^{18}\) Not to be confused with the extrinsic curvature.
For simplicity, discussion is initially restricted to the case of (20) and, a comparison with (21) shows that $\xi = im$ and that the resolvent, $R$, is,

$$R(m^2) \equiv \zeta(1, m^2) = \frac{d}{dm^2} \log \left( 1 + \left(m^2 \cosh^2 a - \lambda^2 \sinh^2 a\right) \frac{\sinh^2 mL}{m^2} \right)$$

$$\equiv \frac{d}{dm^2} \log F(m^2).$$

(30)

Although it is an artificial, intermediate stage, it is interesting to extract the summations of inverse powers of the roots of the intrinsic equation by expanding in $m^2$. For example, one obtains the Rayleigh–type sum–rules, [13],

$$\sum_k \frac{1}{k^2} = L^2 \frac{3 + 3g^2 - L^2\lambda^2}{3(g^2 - L^2\lambda^2)}$$

$$\sum_k \frac{1}{k^4} = L^4 \frac{45 + 60g^2 + 15g^4 + 4g^2L^2\lambda^2 + L^4\lambda^4}{45(g^2 - L^2\lambda^2)^2},$$

which can be checked numerically. The sum includes the negative mode, if it exists. As $g^2 \to \lambda^2L^2$ it dominates these sums. At $g^2 = \lambda^2L^2$ there is a zero mode (of this one–dimensional sector).

Expanding in powers of $\kappa^2$, which is the relevant parameter for the complete cylinder, gives, more interestingly,

$$\sum_k \frac{1}{k^2 + \lambda^2} = \tanh(L\lambda) \frac{g^2L\lambda + \tanh(L\lambda)}{g^2\lambda^2}$$

$$\sum_k \frac{1}{(k^2 + \lambda^2)^2} = -\frac{1}{2g^4\lambda^4} \left( g^4\lambda^2L^2 \text{sech}^2 \lambda L + g^2\lambda L(4\text{sech}^2 \lambda L - g^2) \tanh \lambda L \right. (31)

$$

$$\left. - 2 \tanh^2 \lambda L(2g^2 + \tanh^2 \lambda L) \right),$$

and so on. Again, all $k$–modes must be included. Numerical evaluation verifies these relations in which $k$ depends on $\lambda$. Note that these quantities are polynomials in the boundary condition parameter, $1/g$.

Depending on the dimension of the boundary, further summation over $\lambda$ would give the values of the complete cylinder $\zeta$–function, $\zeta_{\mathcal{C}}(s)$, (see below) at positive

---

19 Otherwise known as trace identities.

20 For the values $\lambda = 3/2$, $g = 2$, $L = 1$, sixty terms in the second sum–rule give 0.1589115 while the right–hand–side (the exact value) is 0.1589118. When an imaginary root exists, say for $\lambda = 5/2$, $g = 2$, $L = 1$, the numbers are (0.0113596 + 0.0312205) = 0.0425801 and 0.0425803.
integer $s$. For a $d$–dimensional cylinder, $s = d, d + 1, \ldots$. Equation (31) could then be used for numerical calculation but, as shown below, the convergence can be improved and the range of validity increased by a straightforward manoeuvre.

To explain this, I generalise these sums to the $\zeta$–function of the squared Dirac operator on the cylinder, at a fixed value of $\lambda$,

$$\zeta_C(s, \lambda) = \sum_k \frac{1}{(k^2 + \lambda^2)^s}. \quad (32)$$

Further summation over $\lambda$ produces the $\zeta$–function on the cylinder,

$$\zeta_C(s) \equiv \sum_\lambda \zeta_C(s, \lambda), \quad (33)$$

the sum being over all $\lambda$, distinct or not. This is the object of ultimate interest. Its construction is given later.

The argument $s$ has to be in a region for which the double summation converges, in principle. However, the sum–rules, (31), can be adapted to give the values of the total $\zeta$–function at positive integers at all $d$ in the following, not unknown, way. They are regularised, à la Weierstrass, by, first, subtracting and adding the large $\lambda$ behaviour. and then summing the latter over $\lambda$ in terms of the boundary $\zeta$–function, defined by,

$$\zeta_M(s) = \sum_\lambda \frac{1}{\lambda^{2s}},$$

whose continuation is assumed known. I illustrate this process in the simplest case of $s = n = 1$.

Performing the regularisation (denoted by $*$), gives,

$$\sum_{k, \lambda}^{*} \frac{1}{k^2 + \lambda^2} = L \sum_\lambda \frac{\tanh \lambda L - 1}{\lambda} - \frac{1}{g^2} \sum_\lambda \frac{\operatorname{sech}^2 \lambda L}{\lambda^2} + L \zeta_M(1/2) + \frac{1}{g^2} \zeta_M(1), \quad (34)$$

which can easily be evaluated numerically, given the spectrum $\lambda$ and $\zeta_M$. It will be confirmed later.

Turning now to the determinant, I follow the direct method advocated in [5]. This is based on a Cauchy residue theorem the rearrangement of which gives an integral form for the partial $\zeta$–function, $\zeta_C(s, \lambda)$, as,

$$\zeta_C(s, \lambda) = \frac{\sin \pi s}{s} \int_0^\infty d\kappa \kappa^{-2s} \frac{d}{d\kappa} \log F(\kappa^2 + \lambda^2),$$
where $F$ is given in (30).

The expression for $F$ is arranged in a fashion suitable for integration in a way similar to a related computation in [5]. Thus (I retain $m = (\lambda^2 + \kappa^2)^{1/2}$ for ease of writing),

$$F(m^2) = \frac{e^{2mL} \cosh^2 a}{4(\kappa^2 + \lambda^2)} \left( \kappa^2 + \frac{\lambda^2}{\cosh^2 a} \right) \left( 1 + 2\frac{\kappa^2(1 - \sinh^2 a) + \lambda^2}{\kappa^2 \cosh^2 a + \lambda^2} e^{-2mL} + e^{-4mL} \right).$$

This structure corresponds to removing the large $\lambda$ behaviour, as used earlier.

There are four distinct contributions to the integrated logarithmic derivative corresponding to the four factors in (35), barring constant multipliers. All the resulting integrals have usefully been given in the form required in [5] and for convenience are copied here,

$$\begin{align*}
\sin \frac{\pi s}{\pi} \int_0^\infty d\kappa \kappa^{-2s} \frac{d}{d\kappa} \log e^{Lm} &= \frac{L \Gamma(s - 1/2)}{\lambda^{2s-1} 2\sqrt{\pi} \Gamma(s)} \\
\sin \frac{\pi s}{\pi} \int_0^\infty d\kappa \kappa^{-2s} \frac{d}{d\kappa} \log(\kappa^2 + \lambda^2) &= \frac{1}{\lambda^{2s}}.
\end{align*}$$

These are the only integrals that can be, and have to be, done explicitly in order to effect the necessary continuation in $s$. Using them, one derives, upon summing over the boundary eigenvalues,

$$\begin{align*}
\zeta_C(s) &= 2L \zeta_M(s - 1/2) \frac{\Gamma(s - 1/2)}{2\sqrt{\pi} \Gamma(s)} + (\cosh^{2s} a - 1) \zeta_M(s) \\
+ \frac{\sin \frac{\pi s}{\pi}}{\pi} \sum_\lambda \int_0^\infty \kappa^{-2s} \frac{d}{d\kappa} \log \left( 1 + 2\frac{\kappa^2(1 - \sinh^2 a) + \lambda^2}{\kappa^2 \cosh^2 a + \lambda^2} e^{-2mL} + e^{-4mL} \right) \\
&= 2L \zeta_M(s - 1/2) + \frac{\sin \frac{\pi s}{\pi}}{\pi} \sum_\lambda \int_0^\infty \kappa^{-2s} \frac{d}{d\kappa} \log \left( 1 + 2\frac{\kappa^2(1 - \sinh^2 a) + \lambda^2}{\kappa^2 \cosh^2 a + \lambda^2} e^{-2mL} + e^{-4mL} \right) |_0^\infty \\
&= 2L \zeta_M(s - 1/2) + \frac{\sin \frac{\pi s}{\pi}}{\pi} \sum_\lambda \left( \log(1 + e^{-2\lambda L}) \right).
\end{align*}$$

This is as far as one can go without explicit knowledge of the boundary spectral data. Useful information can, however, be gained at specific values of $s$. For example, for the logdet it follows that,

$$\begin{align*}
\log \det D^2 &= -2 \log \cosh a \zeta_M(0) + 2L \zeta_M(-1/2) \\
+ \sum_\lambda \left( \log \left( 1 + 2\frac{\kappa^2(1 - \sinh^2 a) + \lambda^2}{\kappa^2 \cosh^2 a + \lambda^2} e^{-2mL} + e^{-4mL} \right) \right) |_0^\infty \\
&= -2 \log \cosh a \zeta_M(0) + 2L \zeta_M(-1/2) + 2 \sum_\lambda \log(1 + e^{-2\lambda L}).
\end{align*}$$

This should be multiplied by a factor of two to account for the $\chi^{(+)}$ boundary modes which, as is easily shown, contribute an equal amount.
For the NS condition of $a = 0$, the dependence on the boundary conformal
anomaly, $\zeta_M(0)$, disappears corresponding to the fact that these conditions contain
equal amounts of Neumann and Dirichlet. For the Ramond condition of $a = \infty$,
the divergence due to the overall zero mode ($\mu = 0$) must be removed.

If the boundary is closed and odd dimensional, $\zeta_M(0)$ vanishes, assuming no
zero modes, and the dependence on the boundary conditions disappears in this case
too. For conformal spinors on spheres, this is always the case and so the logdet
is independent of the boundary condition on the cylinder, which is, perhaps, a little
unexpected. This situation changes for the most general boundary conditions, as
detailed in section 12.

The last two terms in (37) have the standard statistical mechanical form with
$\sim \zeta_M(-1/2)$ the boundary vacuum energy.

I note that, unlike a similar calculation in [5] (but for a different boundary
condition), there is no dependence on the boundary logdet, $-\zeta_M'(0)$.

The form (37) allows other values to be obtained, in particular those when $s$
is integral. For example the cylinder conformal anomaly, $\zeta_C(0)$, always vanishes.

To make contact with the values obtained earlier from the regularised sum–
rules, it is necessary, when $s$ is positive integral, to analyse the last term more
closely. As usual, the integration is split,

$$\int_0^1 d\kappa \kappa^{-2s} \Lambda(\kappa) + \int_1^\infty d\kappa \kappa^{-2s} \Lambda(\kappa),$$

where $\Lambda(\kappa)$ is the remaining factor in the integrand. The second integral converges
and so, multiplied by $\sin \pi s$ vanishes on the integers. The first integral is investi-
gated by expanding $\Lambda(\kappa)$ in (odd) powers of $\kappa$,

$$\Lambda(\kappa) = 2\Lambda_1 \kappa + 2\Lambda_2 \kappa^3 + \ldots ,$$

where the coefficients are functions of $\lambda$ (and $g$ and $L$) and using the continuation,

$$\int_0^1 \frac{1}{\kappa^{2s-2n+1}} = - \frac{1}{2(s-n)},$$

so that,

$$\int_0^1 d\kappa \Lambda(\kappa) = - \frac{\Lambda_1}{s-1} - \frac{\Lambda_2}{s-2} - \ldots .$$

Evaluating the cylinder $\zeta$–function, (36) at $s = n \in \mathbb{Z}_+$ then gives,

$$\zeta_C(n) = L \zeta_M(n-1/2) \frac{\Gamma(n-1/2)}{\sqrt{\pi}(n-1)!} + \left( \cosh^{2n} a - 1 \right) \zeta_M(n) - (-1)^n \sum_\lambda \Lambda_n(\lambda, g, L).$$
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When \( n = 1 \),
\[
\zeta(1) = L \zeta_M(1/2) + \sinh^2 a \zeta_M(1) + \sum_{\lambda} \Lambda_1(\lambda, g, L).
\]
\[
\Lambda_1 = \frac{2}{g^2 \lambda^2} \text{sech}^2(\lambda L) + \frac{2L}{\lambda} (1 - \tanh \lambda L),
\]
which agrees with the result found earlier, (34).

For \( n = 2 \), I just record an expression for the expansion coefficient, \( \Lambda_2 \),
\[
-\Lambda_2 = 16 \left( \frac{e^{2\lambda L} + e^{6\lambda L}}{g^4 \lambda^4 (e^{2\lambda L} + 1)^4} + 16 \frac{(e^{6\lambda L} (\lambda L + 1) + 2e^{4\lambda L} + e^{2\lambda L} (1 - \lambda L))}{g^2 \lambda^4 (e^{2\lambda L} + 1)^4}
+ 2L \frac{1 + e^{6\lambda L} (2\lambda L + 1) + e^{2\lambda L} (2\lambda L + 3) + e^{4\lambda L} (4\lambda L + 3)}{\lambda^3 (e^{2\lambda L} + 1)^4} \right),
\]
which enters into the \( \zeta \)-function value,
\[
\zeta(2) = \frac{L}{2} \zeta_M(3/2) + (\cosh^4 a - 1) \zeta_M(2) - \sum_{\lambda} \Lambda_2(\lambda, g, L).
\]

I note that similar algebraic factors occur in the more explicit parts of [10] and [9].

A very general way of computing \( \zeta \)-function values for Sturm-Liouville problems using contour techniques is contained in [14] where many other references can be found.

11. Another computation of the logdet

I now give an alternative, dangerous, but fast, derivation of the logdet based on the classic way of analysing spectral quantities, particularly resolvents and infinite products, by examination of the limit \( m \to \infty \).\textsuperscript{21} This bypasses, in the present instance, the need for continuation at the expense of an \textit{ad hoc} recipe, in similar vein to the Weierstrass regularisation employed earlier.

Firstly, for the logdet, from (21), one has the formal relation,
\[
\zeta'(0, \lambda^2) = \zeta'(0, m^2) + \log F(m^2) - \log F(\lambda^2),
\]
\textsuperscript{21} This technique has been used for a similar situation in [15]. Canonical products also early appear in [16] for local spinor boundary conditions in spherical geometries.
for all \( m \). Therefore, in particular,

\[
\zeta'(0, \lambda^2) = \lim_{m \to \infty} \left( \zeta'(0, m^2) + \log F(m^2) \right) - \log F(\lambda^2),
\]

requiring knowledge of the first term on the right-hand-side. This can be obtained from the asymptotic form of \( \zeta(s, m^2) \) derived long ago in terms of (here, one-dimensional) ‘heat-kernel’ coefficients which can be found by comparing this asymptotic form with that of the explicit resolvent, (30). An elementary calculation then reveals that the limit in (38) is \( 2 \log(\frac{1}{2} \cosh a) \) and so, for the logdet of this one-dimensional system, there results,\(^{22}\)

\[
-\zeta'(0, \lambda^2) = \log F(\lambda^2) - 2 \log \left( \frac{1}{2} \cosh a \right)
= -2 \log \cosh a + 2 \lambda L + 2 \log \left( 1 + e^{-2 \lambda L} \right).
\]

The full logdet on the cylinder is obtained by summing the contributions for each \( \lambda \). The final term in (39) converges and needs no further action. To deal with the other terms, I invoke a further ansatz by making the replacements,

\[
\sum_\lambda 1 \Rightarrow \zeta_M(0), \quad \sum_\lambda \lambda \Rightarrow \zeta_M(-1/2),
\]

corresponding to the boundary conformal anomaly and vacuum energy.

The complete cylinder logdet then reads,

\[
\log \det D^2 = -2 \log \cosh a \zeta_M(0) + 2L \zeta_M(-1/2) + 2 \sum_\lambda \log \left( 1 + e^{-2 \lambda L} \right).
\]

in agreement with (37) with little effort.\(^{23}\)

12. logdet for general conditions

For the most general bag conditions, the procedures remain the same, only the function, \( F(m^2) \), in the resolvent changes to, \( \text{cf} \) (28),

\[
F(m^2) = (m^2 - \lambda^2) \frac{\sinh^2 mL}{m^2} + \left( \cosh b \cosh mL - \lambda \sinh b \frac{\sinh mL}{m} \right)^2 \text{cosech}^2 a.
\]

\(^{22}\) There should be another factor of two coming from the boundary \( \chi^{(+)} \) modes.

\(^{23}\) More sophisticated treatments of this general method of calculation are available, \( \text{e.g.} \) [17].
For simplicity I consider just the determinant, which, for speed, is computed
by the method of the previous section using equation (38).

The large \(m\) behaviour is easily found to be,\(^{24}\) at fixed \(\lambda\),
\[
\log F(m^2) \sim 2mL + \log \left(\frac{\sinh^2 a + \cosh^2 b}{\sinh^2 a}\right) - 2 \log 2 + O(1/m)
\]
\[
\zeta'(0, m^2) \sim -2mL + O(1/m) .
\]

The dependence on the boundary eigenvalues, \(\lambda\), is contained in the discarded
\(O(1/m)\) terms, which is the simplifying circumstance of this approach.

Applying (38),
\[
\zeta'(0, \lambda^2) = \log F(\lambda^2) - \log \left(\frac{\sinh^2 a + \cosh^2 b}{\sinh^2 a}\right) + 2 \log 2
\]
\[
= -2b - \log \sinh^2 a - \log \left(\frac{\sinh^2 a + \cosh^2 b}{\sinh^2 a}\right) + 2 \log 2 \cosh(\lambda L - b)
\]
\[
= -2b - \log(\cosh a_0 \cosh a_1) + 2\lambda L + 2 \log \left(1 + e^{2b-2\lambda L}\right) .
\]

(41)

It is necessary to take into account the contribution of the positive boundary
modes, \(\chi^{(+)}\), which, this time, is not equal to the \(\chi^{(-)}\) one just calculated. It is
obtained most easily by making the formal replacement \(u \rightarrow -u^*\) in the modes, \(\text{cf}\)
(14), \(i.e.\ \lambda \rightarrow -\lambda\) and \(k \rightarrow k\). This results in the replacement \(b \rightarrow -b\) in (41) and
adding the two gives,
\[
-\zeta'_{\text{tot}}(0, \lambda) = -2 \log(\cosh a_1 \cosh a_0) + 4\lambda L
\]
\[
+ 2 \log \left(\left(1 + e^{2b-2\lambda L}\right)\left(1 + e^{-2b-2\lambda L}\right)\right) .
\]

(42)

Therefore, summing over \(\lambda\), the total Dirac log det on the finite cylinder is,
\[
\log \det D^2 = -2 \log(\cosh a_0 \cosh a_1) \zeta_M(0) + 4L \zeta_M(-1/2)
\]
\[
+ 2 \sum_{\lambda > 0} \log \left(\left(1 + e^{-2b-2\lambda L}\right)\left(1 + e^{2b-2\lambda L}\right)\right) ,
\]

(43)

which, as a check, reduces to (twice) (37) when \(b = 0\) \(i.e.\ \lambda_0 = a_1 = a\) and is the
final result of this section.

If, as here for spinors, the boundary \(\zeta_M(0)\) vanishes, the only effect of the
boundary condition is the introduction of a ‘chemical potential’, \(b/L\), \(i.e.\ \lambda\) a con-
stant shift in the boundary eigenvalues, positive and negative equally. This is not
too surprising since chemical potentials are conventionally introduced through the
quasi–periodicity of thermal Green functions, say.

\(^{24}\) The only non–zero, relevant heat–kernel coefficient is the Weyl volume one, \(C_0 = 2L\). The
other, relevant coefficient, \(C_{1/2}\), vanishes.
13. Higher dimensional spheres

The preceding methods are not the only ones leading to the formula for the logdet, which is essentially a generalised first Kronecker limit formula. The usual way of deriving this is to apply Poisson summation to an explicit eigenvalue form of the total $\zeta$–function in the cylinder or, classically, on a torus, e.g. [2] §115.

In the following, the discussion is confined to the half–integer (NS) case as this has a conventional thermal aspect. (The integer case could be regarded as a kinematic spinor thermalised as a boson.) The other boundary conditions, are left for another time.

I outline the computation, [4,18], of the functional determinant on $\mathcal{C}$ which follows the same path as that laid down by Kronecker, Weber and Epstein for $d = 1$ leading to the Kronecker limit formula. The extension to higher dimensions is relatively straightforward so long as all the spectral data for $S^d$ are available. The best way of expressing these is to give the spinor $\zeta$–function as a Barnes $\zeta$–function,

$$\zeta_{S^d}^F(s) = S_d \zeta_d(2s, d/2 \mid 1),$$

(44)

$S_d$ is, more or less, the spinor dimension.

This effectively encodes the degeneracies and eigenvalues in a generating function and corresponds to a character representation in another language.

Applying simple (NS-type) mixed spinor boundary conditions on the cylinder, algebra then produces the intermediate formula,

$$\zeta_{I \times S^d}^F(s) = \frac{1}{2} r^{2s} \left[ Z(s, 2L) - Z(s, L) \right]$$

with the derivative,

$$Z'(0, L) = -\frac{2L}{r} \zeta_{S^d}^F(-1/2) + 2^{-(d-5)/2} \sum_{m=1}^{\infty} \frac{1}{m} \cosech^d mL/r$$

so that the cylinder (one loop) effective action, $W^F$, is, for odd $d$,

$$W_{I \times S^d}^F = \frac{1}{2} \zeta_{S^1}^F(0) = -\frac{L}{r} \zeta_{S^d}^F(-1/2) + 2^{-(d-1)/2} \sum_{m=1}^{\infty} \frac{(-1)^m}{m} \cosech^d mL/r$$

(45)

The first term on the right–hand–side is proportional to the usual vacuum energy on the $d$–sphere, obtained here from (44) as a generalised Bernoulli number,

\[\text{Possibly through one of its many disguises such as a $\theta$–function transformation.}\]
and the whole expression has the form of a thermodynamic free energy (multiplied by an inverse temperature).

The even dimensional result is similar, except that there is no vacuum energy and the spin dimension is different. It is,

\[ W_{I \times S^d}^F = 2^{1-d/2} \sum_{m=1}^\infty \frac{(-1)^m}{m} \text{cosech}^d \frac{mL}{r}, \]

where the fact that the conformal anomaly is also zero for even dimensions has been used.\(^{26}\)

It is always helpful to have particular examples visible, [4],

\[ W_{I \times S^1}^F = \sum_{m=1}^\infty \frac{(-1)^m}{m} \text{cosech} mL/r - \frac{L}{12r} \]
\[ W_{I \times S^2}^F = \sum_{m=1}^\infty \frac{(-1)^m}{m} \text{cosech}^2 mL/r \]
\[ W_{I \times S^3}^F = \frac{1}{2} \sum_{m=1}^\infty \frac{(-1)^m}{m} \text{cosech}^3 mL/r + \frac{17L}{480r} \]
\[ W_{I \times S^4}^F = \frac{1}{2} \sum_{m=1}^\infty \frac{(-1)^m}{m} \text{cosech}^4 mL/r \]
\[ W_{I \times S^5}^F = \frac{1}{4} \sum_{m=1}^\infty \frac{(-1)^m}{m} \text{cosech}^5 mL/r - \frac{367L}{24192r}. \]

The simple cylinder \( W_{I \times S^1}^F \) has a maximum, as a function of \( \mu = L/r \), at \( \mu = \pi \)
seen either as a consequence of its invariance under the inversion, \( \mu \rightarrow \mu' = \pi^2/\mu \)
or analytically by differentiating with respect to \( \mu \) and using the summation \(^{27}\)

\[ \sum_{m=1}^\infty (-1)^m \frac{\cosh m\pi}{\sinh^2 m\pi} = -\frac{1}{12}. \]

An inspection of the signs shows that a maximum can be expected as \( L/r \)
varies only for the dimensions \( d = 1, 5c, 9, 13, \ldots \) . The sums converge rapidly and so these formulae are numerically adequate.

---

\(^{26}\) This is a particular circumstance of this system.

\(^{27}\) This follows as a limiting case of the invariance formula so it’s the same thing really. See Nanjundiah [19].
For completeness the ellipticised simple cylinder case is, [20],

\[ W^F_{I\times S^1} = -2 \log Q_2(q) - \frac{L}{12} = -2 \log f(q) \]

where

\[ Q_2(q) = \prod_{n=1}^{\infty} (1 + q^{2n-1}) \]

and \( f(q) \) is a Weber class function.

14. Conclusion

After expressing various effective actions on the finite 2-cylinder in terms of classic elliptic quantities, the mode structure of spinor theory, in \( d+1 \)-dimensions, was analysed and the existence of real exponential modes along the cylinder for certain ranges of the parameters fixing these conditions was pointed out. The functional determinant for the most general bag boundary conditions was obtained.

Further computations might address the spectral asymmetry and also the nature of the charge conjugate to the chemical potential.
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