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Abstract: In underwater environments, ensuring people’s safety is complicated, with potentially life-threatening outcomes, especially when divers have to work in deeper conditions. To improve the available solutions for working with robots in this kind of environment, we propose the validation of a control strategy for robots when taking objects from the seabed. The control strategy proposed is based on acceleration feedback in the model of the system. Using this model, the reference values for position, velocity and acceleration are estimated, and then the position error signal can be computed. When the desired position is obtained, it is possible to then obtain the position error. The validation was carried out using three different objects: a ball, a bottle, and a plant. The experiment consisted of using this control strategy to take those objects, which the robot carried for a moment to validate the stabilisation control and reference following the control in terms of angle and depth. The robot was operated by a pilot from outside of the pool and was guided using a camera and sonar in a teleoperated way. As an advantage of this control strategy, the model upon which the robot is based is decoupled, allowing control of the robot for each uncoupled plane, this being the main finding of these tests. This demonstrates that the robot can be controlled by a control strategy based on a decoupled model, taking into account the hydrodynamic parameters of the robot.

Keywords: agricultural automation; field robots; grasping; marine robotics; mobile manipulation; underactuated robots

1. Introduction

Underwater tasks are commonly related to pulling out objects from the seabed, waste cleaning, rescuing objects and/or people, underwater manufacturing, and construction and mining [1,2]. These tasks usually require a mobile platform to approach and interact with the underwater environment or with the objects. However, such platforms face various challenges, including securing their position in restless water and remote operation in the deep ocean [3,4]. For some time now, the scientific community has been proposing various systems, referred to as underwater vehicle manipulator systems (UVMS) [5]. A UVMS is a mobile platform with manipulation capabilities aimed at meeting the needs of the maritime industry [6].

In [7,8], solutions for problems such as exploring the seabed, collecting objects, and assisting divers in industrial underwater scenarios are given. For these activities, the mobile platform should have the technical characteristics required to hold their position and to manipulate different objects in underwater conditions. These conditions could be different...
from those required by the grounded robots, e.g., in terms of sea currents, leading to limitations in the use of vision and perception algorithms, as shown in [9–11]. The demand for a control strategy to guarantee the stability and the position of the robot represents a challenge to the technical proposal during the design process for this kind of robot.

The controller must be able to guarantee the position of the robot, which is important for the manipulation process. The interaction with the environment is a relevant challenge that has been previously described, as shown in [12]. Taking into account the problem of grasping in underwater environments, our research group designed and patented a robot with two arms as an approach to this issue [13]. The proposed robot has a special complexity in terms of the mechanical structure, having a modular design and two arms with more than three degrees of freedom (DOF) per arm.

Based on this proposal, we decided to redesign the underwater modular drone, simplifying its design and adapting the fabrication to be as cheap as possible. In the process, we created UDrobot, short for underwater drone robot, which can be seen in Figure 1. UDrobot is an underactuated underwater robot which has four thrusters, similar to an aerial drone, tethered with two lines: one for data and another one for powering. The combined force from the four oriented thrusters enables its spatial motion in $SE(3)$; however, the number of actuators is less than the robot’s DOF, and so the robot has the condition of being an underactuated system. Furthermore, the UDrobot has one DOF arm mounted on its bottom which allows interaction with the underwater environment, as is recommended in the previous literature.

![Figure 1. The UDrobot picking up a plant in an underwater environment.](image)

As mentioned above, the robot has four thrusters allowing it to be driven. A sufficiently detailed model development was carried out, similar to the one presented by Alkamachi [14], where a controller for an air drone with thrusters is proposed with a light inclination to improve the contribution of the thrust around the vertical angle. For this strategy, it is required to know the model of the robot, which can be decoupled into two subsystems: the altitude system and the attitude system. However, for underwater systems, this could be a problem because the coupled effects are more significant according to the physical parameters or the current state of the system. To obtain a model that is more faithful to reality, an identification process developed by the research team at Cely was carried out [15]. Another method that can be used for the identification of hydrodynamic parameters was developed by Gibson [16], validated with real robots. When the hydrodynamic parameters are known, the systems could be modelled in more detail, which would allow new model-based control strategies to be proposed.

The robot having the condition of being underactuated raises a specific scheme in the control condition, which drones also have in the air. This process was also developed by
Chocron, where, according to the structural variation in the thruster allocation, the matrix achieves a better approximation for each desired case [17]. Another approach was proposed by Doniec [18], suggesting the reconfiguration of the thrusters to achieve a greater incidence of forces in each of the components of a $SE(3)$ group. A process similar to that proposed by us was developed by Jin [19,20], where a quadrotor with inclined thrusters was controlled. These references show how the process for air drones has been carried out by different research teams, but the process for underwater systems has not yet been addressed in the same way, this being the field in which our research group has worked for more than fifteen years.

As already described, UVMS have become a popular case study, especially when it is necessary to conduct the analysis and control of robotic manipulators, for the specific case when the robot used is in the form of a drone. Simetti provided a description of the UVMS and discussed the challenges to be overcome, such as the control and planning of the trajectories [6]. Another development was described by Jiao [21], where a drone is controlled with a robotic arm suspended from it, and its robustness is analysed. Knowing the model and the conditions that make the UDrobot a UVMS, we propose simplifying the physical model to be controlled with strategies that are different to those proposed in the literature, based on physical characteristics, achieving subsystems that allow the model to be analysed and controlled in a more direct way. A specific case was developed by Barbalata [22], where the decoupling of a physical model for a UVMS was proposed. With a network of sensors on the surface of the robot, Nelson managed to measure the hydrodynamic forces on the rigid body and proposed a decoupling according to the measured values [23]. When the dynamics of a system model are highly coupled, that is to say, the effects on one analysis plane are indirectly perceived in another, a decoupling method can be developed, which Nielsen described in the research [24].

In the case of control in this type of system, it is possible to achieve control using conventional strategies, but one controller is required for each generated subsystem. Garcia proposed a system based on sliding mode control that manages to eliminate the disturbances, but to be able to adapt to these disturbances, a neural network must be used to re-tune the controller’s gains [25]. On the other hand, Labbadi managed to achieve decoupled control in a quadrotor, but it only decouples in two subsystems: altitude and attitude [26].

To solve the various problems experienced by the controllers, the scientific community has proposed improvements to each. To eliminate the effects of the load on the control, Perez proposed an adaptive control to be able to compensate for this value [27]. Manzanilla was more focused on the pilot as a source of error when teleoperating the system, and proposed a certain degree of autonomy for manipulation tasks using artificial vision [28]. Without a doubt, the system can track trajectories if it has a controller that guarantees the desired position, and this can be achieved with a configuration such as the one that has been proposed; this was validated by Yahya’s research [29]. The systems to operate the manipulators are usually composed of electrical motors, as shown by Skaldebo [30]; however, for this case, the method used to transfer the power is based on our patent to transfer movement [31].

This article seeks to demonstrate the implementation of a control scheme that uses the acceleration feedback, applied to each one of the decoupled subsystems to reduce the complexity of the model. The results obtained allow the recognition of this type of control as valid for underwater grasping tasks. The detailed development of each of the components of the robot dynamic model had to be carried out, and, according to various physical considerations, a set of four models decoupled from each other was proposed. After this, the implementation of a controller based on previous developments was achieved, and the values of the hydrodynamic coefficients obtained from experiments prior to this control were integrated. For the validation of the system, a methodology was carried out in which an object was captured, lifted, and transported on a route for which the pilot had one decision to make. The items that were chosen to be captured and carried by the robot
were a ball, a metal bottle, and a plant. For each of the objects, a description of the results is provided, allowing the comparison of the effects generated by the load of each of the elements to be carried, including the effects of the acceleration on the angles and the control action around the yaw angle.

The article is structured as follows: We begin with the detailed development of the model, where clarity is provided on each of the components that can affect the dynamics. After this, a description of the proposed simplified model is given. Then, a description of the controller is given based on the acceleration feedback, denoting how to obtain its gains to ensure convergence. The following is a description of the methodology implemented to carry out each experiment, with each of the stages proposed for this purpose. The following section describes the results obtained from the experimentation. The final section is dedicated to discussing the results obtained, and some conclusions are drawn according to the objectives.

2. Modelling of the Underwater Robot

UDRobot is an underwater drone-shaped robot designed to carry out various tasks. It has an arm with one DOF on its underside that can be used for pulling out objects from the seabed. The robot is composed of two waterproof enclosures containing electronics relative to the control of the robot and the electronic control board for the arm. These enclosures are held in two frames that support the arm and the thrusters. The robot is drone-shaped in that it has four T200 thrusters from BlueRobotics, oriented upward with a low frontward orientation for the thruster on the front side and a backward orientation for thrusters on the backside. This generates an effect in more than one axis, as described in Section 2.5. For a complete description of the elements used in the modelling, Figure 2 shows the nomenclature for each axis. The angles are measured with an inertial unit measure (IMU) on an autopilot board in the robot, where there is a depth sensor. Communications and power are carried through the robot by a pair of cables.

![Figure 2. Relationship between the inertial-fixed frame $S\{i\}$ and body-fixed frame $S\{b\}$. The forces on the thruster are the generated push for each one.](image)

The inertial-fixed frame is given by $S\{i\}$, where the position and orientation of the UDRobot are denoted by $\eta_1 = (x, y, z)^T \in \mathbb{R}^3$ and $\eta_2 = (\phi, \theta, \psi)^T$, respectively. We denote the position relative to $S\{i\}$ by the general form $\eta = [\eta_1', \eta_2']$. While the velocity is described on $S\{b\} \in \text{SE}(3)$ using a SNAME (Society of Naval Architects and Marine Engineers) convention, where $v_1 = [u, v, w]'$ with translational velocities in $x, y$ and $z$ for the body-fixed frame correspondingly, for the angular velocities, the description is based on $v_2 = [p, q, r]'$ being the angular velocity for each axis.
2.1. 6-Dof Kinematics

There are different options for referring to the orientation of the rigid body in an inertial-fixed frame. For this case, we use a rotation matrix composed of Euler angles \((\eta_2)\). For this representation, we use \(c_a\) as \(\cos(\alpha)\) and \(s_a\) as \(\sin(\alpha)\), with each \(a\) being a Euler angle. The rotation matrix \(R^B_I(\eta_2)\) from the inertial frame to the body frame is described in (1).

\[
R^B_I(\eta_2) = \begin{bmatrix}
  c_\phi c_\theta & s_\theta & -s_\phi c_\theta \\
  -s_\phi c_\psi + c_\phi s_\theta s_\psi & c_\phi c_\theta + s_\phi s_\theta s_\psi & s_\phi s_\theta \\
  s_\phi s_\psi + c_\phi c_\theta s_\psi & -c_\phi s_\theta s_\psi & c_\phi c_\theta
\end{bmatrix}
\] (1)

The rotational matrix is used to transform the velocities into the derivates of the position; nevertheless, to convert angular velocities to angular derivates, a matrix is required, described by \(T(\eta_2) \in \mathbb{R}^{3 \times 3}\), where the structure is shown in (2).

\[
T(\eta_2) = \begin{bmatrix}
  1 & 0 & -\sin(\theta) \\
  0 & \cos(\phi) & \cos(\theta) \sin(\phi) \\
  0 & -\sin(\phi) & \cos(\theta) \cos(\phi)
\end{bmatrix}
\] (2)

To obtain a bigger matrix that relates the transformation between the referred body velocities and the position derivates, let us define \(J(R^B_I) \in \mathbb{R}^{6 \times 6}\) as a matrix for which the structure is composed of the rotational matrix and an angular velocity transformation matrix \((T(\eta_2))\), as defined in (3):

\[
J(R^B_I) = \begin{bmatrix}
  R^B_I(\eta_2) & O_{3 \times 3} \\
  O_{3 \times 3} & T(\eta_2)
\end{bmatrix}
\] (3)

Finally, the transformation could be defined as shown in (4):

\[
\nu = J(R^B_I) \dot{\eta}
\] (4)

2.2. Dynamics Modelling

The dynamic model of a rigid body could be defined by how the behaviour of the body is reflected in the relationship between forces and torques, with kinematic elements being fundamental parts of this description. In this case, the analysis was carried out by taking into account the hydrodynamic effects, which we will describe. The general nature of the dynamic model described by \([32]\) can be seen in (5), where \(F\) is the forces vector and \(\tau\) is the torques vector, \(r_{com}\) is the distance between the centre of mass and the body-fixed frame, and \(I_0\) is the inertial tensor:

\[
\begin{align*}
F &= m \{v_1^2 + (v_2 \times r_{com}) + v_2 \times (v_2 \times r_{com})\} \\
\tau &= I_0 v_2 + (v_2 \times (I_0 v_2)) + m r_{com} \times (v_1 + v_2 \times v_1)
\end{align*}
\] (5)

However, the dynamic model could be rewritten in different ways. We use a parametrisation for the rigid body as an equation of motion with mass effects and Coriolis effects, both of them equal to forces and torques. The first element in the dynamic model is the effect generated by the mass and inertia. Let us define the mass matrix or inertial matrix as shown in (6), where \(S\) means a skew-antisymmetric matrix:

\[
M_{RB} = \begin{bmatrix}
  mI_3 & -mS(r_{com}) \\
  mS(r_{com}) & I_0
\end{bmatrix}
\] (6)

where \(m\) is the body mass, \(I_3\) is an identity matrix of the third order and \(I_0\) is the inertial tensor. For the Coriolis effect, we use a parametrisation based on the mass matrix as defined in (7), where the submatrices \(M_{ij} \in \mathbb{R}^{3 \times 3}\) are based on the mass matrix:

\[
C_{RB} = \begin{bmatrix}
  0_{3 \times 3} & S(M_{11} v_1 + M_{12} v_2) \\
  -S(M_{11} v_1 + M_{12} v_2) & S(M_{21} v_1 + M_{22} v_2)
\end{bmatrix}
\] (7)
One way to describe the dynamic behaviour of the rigid body is to use the equation of motion (8), which is a relevant way to describe the relationship between the forces and physical parameters of the rigid body. In this case, we define the gravitational vector \((\vec{g}(\eta))\) as a product of the hydrostatic force, which will be described in another subsection. On the other hand, the hydrodynamic forces vector is taken as a load force vector, which will also be defined in the next subsection:

\[
M_{RB} \dot{v} + C_{RB}(v) \dot{v} + g(\eta) = \tau + \tau_{hdy}
\]  

(8)

2.3. Hydrodynamics Effects

The hydrodynamic effects are the effects generated by a fluid when a submerged rigid body is moving within it. The most important hydrodynamic effects are added mass and viscous damping. The added mass can be defined as a virtual mass that generates more mass on the rigid body, with these values denoted by \(M_A \in \mathbb{R}^{6 \times 6}\), defined for translational displacement using a coefficient \((C_{mi})\), where \(i\) means the axis of the coefficient, and for angular displacement as the double of the inertial value for this angle:

\[
M_A = \text{diag}\{C_{mx}\rho \nabla, C_{my}\rho \nabla, C_{mz}\rho \nabla, I_{XX}, I_{YY}, I_{ZZ}\}
\]  

(9)

where \(\rho\) is the fluid density, \(\nabla\) is the volume of the rigid body, and \(I_{ii}\) represents each diagonal component of the inertial tensor. For the Coriollis case, we can denote this as \(C_A \in \mathbb{R}^{6 \times 6}\), and its structure is based on the parametrisation in the rigid body, as shown in (10):

\[
C_A = \begin{bmatrix}
0_{3 \times 3} & -S(A_{11}v_1 + A_{12}v_2) \\
-S(A_{11}v_1 + A_{12}v_2) & -S(A_{21}v_1 + A_{22}v_2)
\end{bmatrix}
\]  

(10)

where the submatrices \(A_{ij} \in \mathbb{R}^{3 \times 3}\) are based on the added mass matrix. The representation of these effects is achieved in the same way as in rigid body modelling. The second effect is viscous damping, the best known representation of which is the drag force. In this case, we select a coefficient to be packaged into the matrix representation, as shown in (11):

\[
D(v) = \text{diag}\{K_{qu}|u|, K_{qv}|v|, K_{qw}|w|, K_{qp}|p|, K_{qq}|q|, K_{qr}|r|\}
\]  

(11)

\[
F_{\text{drag}} = D(v) \dot{v}
\]

where \(K_{qi}\) is the quadratic coefficient for each axis, which is multiplied by the absolute velocity on the axis. The values for added mass and for viscous damping are obtained as described in [15].

2.4. Gravitational and Buoyancy Effects

The gravitational effect is present when the rigid body is under the effects of a gravitational field; however, in this case there is another effect, which is a function of the gravity acceleration: the buoyancy. For modelling these effects, we define weight as \(W = me_3\hat{g}\) and buoyancy as \(B = \rho \nabla e_3\hat{g}\), where \(m\) is mass, \(\hat{g} = [0, 0, -9.81]^T\) is gravity acceleration in vector form, \(\rho\) is fluid density, \(\nabla\) is the volume of the rigid body, and \(e_3\) is a unit vector facing downward. The force and torque vector generated are shown in (12) and (13), respectively:

\[
f_G(R^B_I) = R^B_I \begin{bmatrix}
0 \\
0 \\
W
\end{bmatrix}
\]  

(12)

\[
f_B(R^B_I) = R^B_I \begin{bmatrix}
0 \\
0 \\
-B
\end{bmatrix}
\]  

(13)

To merge both effects into a simple vector in order to then integrate it into the equation of motion, we can rewrite the gravitational effect. In this case, we define \(r_{\text{com}}\) as the distance
from the centre of mass to the body-fixed frame and \( r_{cob} \) as the distance from the centre of buoyancy to the body-fixed frame. The vector description is shown in (14):

\[
\mathbf{g}(\mathbf{R}_{BI}) = -\left[ f_G(\mathbf{R}_{BI}) + f_B(\mathbf{R}_{BI}) \right] 
\]

\[
\mathbf{r}_{com} \times f_G(\mathbf{R}_{BI}) + \mathbf{r}_{cob} \times f_B(\mathbf{R}_{BI})
\]  

(14)

2.5. Thruster Allocation Matrix

The allocation matrix is the name of the matrix that relates the input values with the effects per each degree of freedom. In the case of the drones, this matrix is also called the mixer matrix or thruster allocation matrix. For this specific case, we have to remember the orientation of each thruster. In Figure 3, we can see the angle and how it modifies the thrust orientation.

![Figure 3. Angle of inclination per each thruster. The value of \( \alpha \) is constant for the experiment at 5 degrees.](image)

The allocation matrix is denoted by \( \mathbf{B} \in \mathbb{R}^{6 \times 4} \), where its structure is visible in (15). In this case, this matrix has two special characteristics: the dimensions of the matrix are the number of degrees of freedom and the number of inputs to the system, this being the most important characteristic because it defines the system as an underactuated system; the other characteristic is that it is a function of \( \alpha \). However, the values are constants and they do not change if the orientation of the thruster does not change; here, for every experiment, the value was constant at 5 degrees. The values of \( \bar{x} \) and \( \bar{y} \) are the perpendicular distance between the thruster location and the denoted axis:

\[
\mathbf{B}(\alpha) = 
\begin{bmatrix}
-\sin(\alpha) & \sin(\alpha) & \sin(\alpha) & -\sin(\alpha) \\
0 & 0 & 0 & 0 \\
\cos(\alpha) & \cos(\alpha) & \cos(\alpha) & \cos(\alpha) \\
-\cos(\alpha)\bar{y} & -\cos(\alpha)\bar{y} & \cos(\alpha)\bar{y} & \cos(\alpha)\bar{y} \\
\cos(\alpha)\bar{x} & -\cos(\alpha)\bar{x} & -\cos(\alpha)\bar{x} & \cos(\alpha)\bar{x} \\
\sin(\alpha)\bar{y} & -\sin(\alpha)\bar{y} & \sin(\alpha)\bar{y} & -\sin(\alpha)\bar{y}
\end{bmatrix}
\]

(15)

2.6. Matrix Form

A compact method to represent the dynamic behaviour of the rigid body is to join every term analysed in this section, such as mass and Coriolis in a rigid body, hydrodynamic effects and gravitational effects, and for the required forces, the allocation matrix and the system input. Let us define \( \mathbf{M} = \mathbf{M}_{RB} + \mathbf{M}_A \), \( \mathbf{M} \in \mathbb{R}^{6 \times 6} \) and \( \mathbf{C} = \mathbf{C}_{RB} + \mathbf{C}_A \), \( \mathbf{C} \in \mathbb{R}^{6 \times 6} \); we can then define a matrix form, as is shown in (16), where \( \mathbf{u} \) is the input vector, that for this case is \( \mathbf{u} \in \mathbb{R}^{4 \times 1} \):

\[
\mathbf{M}\dot{\mathbf{v}} + \mathbf{C}(\mathbf{v})\mathbf{v} + \mathbf{D}(\mathbf{v})\mathbf{v} + \mathbf{g}(\mathbf{R}_{BI}) = \mathbf{Bu}
\]

(16)

However, for determinate cases, we need the model to refer to the inertial-fixed frame. To conduct this transformation, we have to multiply each element referring to the body-fixed frame by a rotation matrix, which adds complexity to the model, making its analysis more difficult. The components relative to the mass matrix and Coriolis matrix have a large number of cross terms, meaning that there are many terms which can have effects in
an axis different to the one being analysed. If certain physical conditions are satisfied, it is possible to disengage the model, simplifying its analysis.

3. Simplified Model

According to Fossen [33], if the robot has a symmetric shape and the distribution of mass is uniform, it is possible to disengage the model in different subsystems. For this case, it was disengaged in three subsystems. The first is the lateral subsystem, where the components related to the X axis and Z axis are analysed, while the second obtained subsystem is the frontal subsystem, where it is possible to see the components above the Y axis and Z axis. The last subsystem that we can define is the normal subsystem, where it is possible to see the X–Y plane. All of the forces and torques obtained from those schemas are based on the body-fixed frame, and it is possible to work with this model if the robot has a low velocity and we can assume \( \dot{\eta} \approx \nu \) and the value for \( r_{cob} = [0, 0, 0]^T \), meaning that it coincides with the body-fixed frame. For localisation tasks, values must be transformed to the inertial-fixed frame. Although there are thruster forces in the diagram, these are not generated cross effects; thus, we can keep using the matrix \( B \) described in Section 2.5.

3.1. Lateral Subsystem

The lateral subsystem is based on the X–Z plane, as shown in Figure 4, where it is possible to model the angular displacement in the pitch angle \( \theta \) with an input \( \tau_Y \). We can make this assumption under the condition that the value for the pitch angle will be close to zero.

![Figure 4](image)

**Figure 4.** The applied forces visible on the X–Z plane of the body-fixed frame.

The formulation for this subsystem is visible in (17), \( r_{comX} \) being the component of the buoyancy in the X axis:

\[
\tau_Y = 2I_{YY}\ddot{\theta} - K_{qq}\dot{\theta}\dot{\theta} - r_{comX}mg
\]  

We graph the behaviour of the subsystem in a vector field, as shown in Figure 5, and we find that by this graphical method, the system has an equilibrium point when the \( \dot{\theta} = 0 \) for any value of \( \theta \).
For this subsystem, it is possible to obtain the relationship between $Z$ and the value for the force ($F_Z$), which is visible in (18):

$$F_Z = (m + C_{mz} \rho \nabla) Z - K_{qz} |Z| Z - (mg - B) \quad (18)$$

With respect to the dynamic behaviour, the $Z$ axis is graphed as a vector field and is shown in Figure 6.

The vector field for the dynamic behaviour of the robot in the $Z$ axis shows a slight displacement independent of the point where the robot was located, and there is also an equilibrium point at zero. With this information, we can define the robot as having neutral buoyancy. A physical way to determinate this is if the rest of weight $W$ and the buoyancy $B$ are close at zero.

3.2. Frontal Subsystem

The frontal subsystem shows the $Y$-$Z$ plane of the robot. From this schema, it is possible to obtain the values for $\tau_X$ and the angular displacement of the roll angle ($\phi$). In Figure 7, it is shown the diagram of forces applied to the robot from this perspective.
The obtaining of $\tau_X$ is shown in (19), where $r_{\text{com}}$ is the component on the Y axis of the centre of buoyancy.

$$\tau_X = 2I_{XX}\dot{\phi} - K_q|\phi|\dot{\phi} - r_{\text{com}}mg$$  \hspace{1cm} \text{(19)}$$

For analysing the behaviour of the frontal subsystem, the vector field for this subsystem is shown in Figure 8.

In this case, when the velocity is zero, the vector field shows that the subsystem remains near at the equilibrium point for any value of the angle. This characteristic is relevant for linearising systems due to equilibrium points around where a line of stable points is generated. Despite that, our system is non linear, and its dynamics depends on initial conditions and other parameters, such as hydrodynamic coefficients and localization of points as centre of mass and centre of buoyancy; therefore, the line of stable points around velocity zero is not a sufficient condition to guarantee the stability of the entire system.

3.3. Normal Subsystem

The normal subsystem shows the component on the X–Y plane (Figure 9). In this case, it is possible to model the torque ($\tau_Z$) and the yaw angle ($\psi$). In the corresponding diagram, it is possible to see the moments generated by the thruster, but their values are low and they are neglected.
The formulation for this case is shown in (20), where the value for the $\tau_{\text{cable}}$ is unknown and is a function of the position of the cables:

$$\tau_Z = 2I_{ZZ} \ddot{\psi} - K_{qr} |\dot{\psi}| \dot{\psi} - \tau_{\text{cable}}$$

(20)

Continuing with the analysis of the system using a vector field, this vector field is visible in Figure 10.

In the case of the normal subsystem, we find that it also has an equilibrium point where $\dot{\psi}$ is zero, no matter the value of angle ($\psi$).

4. Control Strategy

Due to the equilibrium points for each subsystem, we propose that the system could be controlled if there was a disengage controller for each subsystem. Having analysed the dynamic system in the past section and with the aim to propose a strategy of control for grasping tasks, in this section, we propose a budget for the controllers of each subsystem after being integrated into a unique vector. The error signals are created from the differences between the current state of the robot and the desired state separated by depth and attitude. The general schema for the strategy is visible in Figure 11, where all descriptions are shown.
Acceleration Feedback Controller

According to the simplified model, the structure is similar to that of a mass-damping system, with the consideration that the terms in the damping component are nonlinear. Based on the dynamics of a mass-damping system, we can propose a controller where the main component is acceleration multiplied by the transfer function \( h_m(s) \), the product of which, plus the output from a traditional controller such as a PD controller, can be used as a feedforward reference [33]. For this controller, we consider the control law exposed in (21), where every gain in \( K \) is positively defined, and the error is \( \tilde{x} = x - x_d \):

\[
\tau = k_x \tilde{x}_{\text{reference feedforward}} \quad - (K_p \dot{x} + K_v \dot{x}) \quad - h_m(s) \ddot{x} \quad \text{PD Controller} \quad \text{Acceleration feedback}
\]

(21)

For this strategy, \( h_m(s) \) was selected as \( K_m \) based on improving the simplicity of the control law. The controller schema can be seen in Figure 12.

The choice of values for each gain depends on the physical values, such as inertia, hydrodynamic coefficients, or mass. To summarise, the gain selection process is described in Algorithm 1, where we show the process that we followed to find the values for each controller.

Algorithm 1 requires values for the bandwidth \( \omega_b \) and for the relative damping coefficient \( \zeta \), which can be obtained from the characteristic behaviour of a second-order system. \( K \) is the feedforward gain, \( I_{ii} \) is the component of the inertial tensor for each axis, \( m \) is the mass, and \( K_{qi} \) is the quadratic coefficient for each axis.
Algorithm 1 PD and acceleration feedback pole-placement algorithm

Require: $\omega_b > 0$ and $\zeta > 0$

1: $\omega_n = \sqrt{1-2\zeta^2+\sqrt{4\zeta^4-4\zeta^2+2}}\omega_b$
2: $K_m = I_i$
3: $K_p = (m + K_m)\omega_n^2 - K$
4: $K_v = 2\zeta\omega(m + K_m) - K_{qi}$

5. Experimental Methodology

The experimental methodology aims to validate the use of the control strategy proposed in this paper to control an underwater robot in a grasping task. The grasping task was conducted in a test pool with the dimensions $4 \text{ m} \times 2 \text{ m} \times 2 \text{ m}$. In this section, we will describe the experimental procedure for validation and the object to be grasped.

5.1. Experimental Procedure

For the experiment, we propose a sequence that involves the robot being guided by a pilot from the ground station while trying to take one object located on the pool bottom. The objects were located 1.8 m deep. The robot began the sequence from the surface or from a position higher than the object. The approach to each object was manual, and other sources of information were used, such as cameras, but every time, the control of the robot was manual. The schema of the experimental methodology can be seen in Figure 13, and was carried out for each of the objects to take.

For every case, the initial position could be different, but the experimental procedure was kept the same for each selected object. Four different stages were planned, described as follows:

1. In this first stage, the robot could be on the surface or at another depth, and will descend to approach the object.
2. For the second stage, the ability of the pilot to control the robot could improve the outcome of the grasping task, but in this case we evaluate the capability of the control to achieve the objective of taking the object.
3. When the robot has taken the object, the pilot commands taking off. At this third stage, the control of the robot is evaluated to guarantee the desired depth. Carrying the object, the robot turns around in the pool without a specific route.
4. In the final stage, the pilot makes a decision about where to release the object, and the reaction of the robot when conducting the load mass release allows the control behaviour to be analysed.
To finish the experiment, it was not necessary to complete any particular path, or to hold the object for any length of time. The comparison between different releases was carried out with parameters such as the overshoot, responses to possible disturbances, errors in the steady state, or ability to carry the object. The elements were assessed for their ability to be held by the gripper, the functionality of which has only has two options: opened or closed. The decision to open or to close the gripper is made by the pilot.

5.2. Objects to Take

The selected objects for these experiments were a ball, a bottle, and a plant. The robot has a gripper which is able to hold any of these objects. The operation of the gripper is controlled by the pilot, who selects when the gripper is open or not. The physical characteristics are shown in Table 1, and the described methodology applies for every object.

Table 1. Physical properties of the submerged objects used for the experiments.

|       | Ball  | Bottle | Plant |
|-------|-------|--------|-------|
| mass (kg) | 0.121 | 0.770  | 0.31  |
| volume (m³) | 0.000112 | 0.000750 | -     |

In the case of the ball, its diameter was 0.06 m, the outside material was plastic, and inside it there were four stainless steel balls, which weighed approximately 0.1 kg in total (each steel ball weighed 0.03 kg approx.). The ball was wrapped in a red plastic to provide contrast in underwater conditions. The used bottle was a green aluminium bottle with a diameter of 0.07 m, containing sand to increase its weight, with a plastic pipe on top to improve its manipulation. The plant was not real and was instead made of plastic, being 0.5 m in height and 0.4 m in diameter approx., with a mass of 0.31 kg. Its volume was not measured.

6. Results

The results of the test will be described in this section. For comparisons between the results, we used the value of the root mean square error (RMSe). Furthermore, for each situation, we describe the specific characteristic of the response, considering how the overshoot changes the reference.

For every experiment, the first approach of the depth controller, the value of its error, its behaviour, and its response to disturbance are given. The description of every test includes detail about the orientation, where the Euler angles are compared against the reference, according to the dynamic model, the angles of which allow the robot to move in the X–Y plane in an inertial-fixed frame. It is assumed that with a greater yaw angle, there will be a bigger error due to the cable torque that is not measured.

The behaviour of the robot using the control strategy during this experiment can be appreciated in the following video: https://youtu.be/EZiGtl6GjSg (accessed on 14 November 2022).

6.1. Results of the Ball Test

For the test that involved the catching of a ball, the elapsed time was approximately 8 min. The proposed sequence given in the methodology that was used for this experiment is visible in Figure 14.
6.1.1. Depth Controller

The depth controller to take the ball had an error of 0.0432 m. For each change in the reference of almost 0.5 m, there was an overshoot of approximately 20%; however, when a change to the reference was made, the pilot changed the value. This effect occurred for the two first large changes in the reference that happened. Before the 120 s mark, the robot did not carry the ball, but after that time, the robot had the ball mass as its load mass. The oscillations when the reference was constant reached 0.1 m. Around 460 s, the ball was released, and the change between the reference and the current depth of the robot was obvious. This behaviour can be seen in Figure 15.

6.1.2. Attitude Controller

The response of the attitude controller to the ball catching is shown in Figure 16, where it is possible to see the response for each angle. The first was the pitch angle with an error of 0.0133 radians. In this case, the signal noise had a magnitude of approximately 0.08 radians, but specific moments during the test showed a reference change and a change in the value of the angle; such a disturbance can be seen at approximately 460 s. The second angle was that of the roll, where the first impression is that the value of the angle has a negative offset with respect to the reference. In this case, the error was approximately 0.0407 radians,
and the response of the robot was in line with the previously mentioned offset. There was a disturbance in the pitch angle close to when the ball was released. The most different signal for the Euler angles was the yaw response, where the error was 0.3474 radians and the angle changed in response to the reference changes, although these changes were not significant.

![Pitch](image)
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Figure 16. Euler angle behaviour for the attitude controller of the robot taking the ball.

6.2. Results of the Bottle Test

For the case of the robot catching the bottle, the elapsed time was approximately 11 min. The proposed sequence given in the methodology that was used for this experiment is visible in Figure 17. Four tries were necessary to catch the bottle because the bottle had a rope on its top and the gripper had to close with that rope between its fingers in order for it to be caught. In the supplementary video, it is possible to see these tries. If another method of catching the bottle is used, it could be possible to use fewer tries.
6.2.1. Depth Controller

The depth controller response when the robot was used to catch a bottle can be seen in Figure 18. The error of the depth controller was 0.0822 m. In this case, the robot began from an intermediate position, but there was constant error between the signals. The robot took the bottle in approximately 700 s, from which point the pilot commanded the robot to rise until approximately 0.5 m of depth, changing the reference twice more. It is evident that the response of the robot follows the reference, with a slight error.

6.2.2. Attitude Controller

The response of the attitude controller is visible in Figure 19. For the pitch controller, the error was around 0.0527 radians, with values for the overshoot of close to 0.3 radians, but the controllers recovered their position faster. The behaviour of this controller was significant since the response of the robot was so close to the reference, although there was noise for the controller at this angle. The response of roll control has the same problem as the controller for ball catching, there being a negative offset when the error was 0.0659 radians. With this response, it is not possible to determine if the angle was controlled, but if it is possible to determine that the response follows the reference, it is important to discuss this response characteristic. The yaw response has the same behaviour as the ball yaw controller when the response of the robot does not exhibit a relationship with the reference. In this case, we must take the value of the cable torque; the response had an error of approximately 0.3323 radians.
6.3. Results of the Plant Test

When the robot was used to catch the plant as an experiment to validate the controller, the elapsed time was more than 12 min. The proposed sequence in the methodology that was used for this experiment is visible in Figure 20. Four tries were necessary to catch the plant.

Figure 19. Attitude controller used by the robot to catch a bottle.

Figure 20. Practical results for catching the plant. The numbers are given according to the proposed stages in the methodology.
6.3.1. Depth Controller

When the robot was used to catch the plant, the response of the depth controller had an error of approximately 0.1572 m. From the 630 s mark, the response of the robot had a greater error than before; thus, this was the point at which the robot took the plant. In terms of the response of the depth controller, this was the one with the greater error value. There were two parts of the response where the error was higher, generally occurring when the robot was moving upward. The behaviour of the robot under the depth controller is visible in Figure 21.

![Depth Controller](image)

**Figure 21.** Depth controller used by the robot to catch a plant on the pool bottom.

6.3.2. Attitude Controller

The response of the attitude controller is seen in Figure 22. The first response is that of the pitch angle when the error was 0.0728 radians. For a moment, the response followed the reference, but there are parts where the response had a bigger value and the controller moved the robot to resolve the error. At the end of the experiment, the error became higher, for, in that instant, the robot continued to carry the plant. The roll response had an error of 0.061 radians, and its negative offset was visible in the controller. The values exhibit a slight tendency toward following the reference; for over 900 s of the experiment, the roll response had similar behaviour to the pitch controller. The yaw had an error of 0.5164, which was the highest error across every experiment. For this test, it is not possible to determine whether the control works at this angle to carry the plant.
7. Discussion

7.1. Implementation of the Controller

In this article, we show the results for different elements taken from the pool bottom, and provide a description of these results for each case. The metrics used to draw comparisons between them are RMS error and physical characteristics. Regarding the proposed structure of the control, its implementation was relatively easier than that of other kinds of control structure, which means that the controller could have a complex structure, but its implementation could be achieved without a problem. Measurements, such as stabilisation time and the shape to be reached, were more difficult to take, possibly due to the dynamics of the robot, which is faster than other kinds of systems. The method for calculating the gain is based on the model, where the hydrodynamics parameters were fully fundamental. If there are modelled values that vary with respect to the real values, this allows the control response to be different. It is possible that the disengagement of the model is the best way to design a controller around one point, but if the model is carried to a nonlinear zone, the robust controller will provide evidence that the system could be not controlled. The analysis of robust controllers is required to achieve a better response to disturbance for this kind of controller.

According to our experimental results, the proposed control strategy improved the position error values compared with the literature [11]. However, under simulation conditions or testing with filters such as EKF, the performance of the error signal could be worse compared with [28]. The values of error obtained with elements such as the plant were
greater due to the volume and mass of the object to be caught. The absence of gravity compensation could be one of the error source to catch objects, then to include the gravitational effect into the controller could improve the performance in the task.

7.2. Catching the Ball

Figure 15 shows the behaviour when the ball, which is the lighter object, is picked up by the robot. Even though the robot has a suitable performance, the controller is not able to follow the given reference. A potential solution to catch these objects could be to consider the value of mass as a disturbance, or as a parameter to refresh the controller.

The pitch controller used to catch the ball gives us a response with high values of noise; these values reached up to 0.8 radians in magnitude. The value of noise could be neglected if the value of the inertial tensor for this axis is able to break the effect of inertia generated by the controller, taking into account that the controller uses the inertial value as gain for the acceleration feedback. With respect to the shape of the response, the different disturbances could come from catching the ball. For the roll response, the negative offset described in the results is possible because the centre of mass is not contemplated as an assumption, meaning that the centre of mass is moved leftward and there is a load torque. This is possible due to the disengagement of the model because the error in the middle of the test was lower than when the ball was not caught. The yaw control response has some correspondence with the reference, with a greater value of error. It is possible that the main source of this error is the cable torque, which is not measured, the value of which could be higher than that given to the system by the controller. To solve this issue, there are two solutions: the first is to use a controller with an adaptative component to make the system more robust, and the second is to identify the cable torque to be added to the model so that the controller has the ability to manage its effect.

7.3. Catching the Bottle

In the case of the bottle, the depth controller took longer than it did for the ball experiment. The value of noise was higher than the other tested depth controllers, and the error in the steady state was also higher, but the possible source of error was not visible. The system is controlled because the signal follows the reference; in this case, the load mass is higher than that in the ball experiment. The possible solution could be to include the value of the load mass, which is yet to be proposed for the ball experiment.

The attitude controller used to catch the bottle shows the pitch signal to have the least error of all experiments; however, the possible source of error for this case is based on the value of inertia. The roll response keeps the error shown in the ball experiment, and the same level of noise is also present. For the yaw controller, the same response happens as for the ball experiment.

7.4. Catching the Plant

In terms of the response of the depth controller in the case of catching the plant, the error was bigger than in the other cases, which is possibly due to the relationship between the loads. The plant has a relative density bigger than that of the bottle or the ball, and this object was more complicated to grasp for the robot. When the pilot gave the order to take it off, the motor did not have enough power to reach the reference. It is possible that if an integral component was used, the error in the steady state would be lower or even zero, but achieving this requires that the power of the thrusters is higher.

The response of the attitude controller in terms of the pitch angle showed two moments when the response was dissimilar to that of the reference. One possible reason could be the effect of the load at this angle; if the controller knew that the load had been caught, the gains could be modified and refreshed. The roll response exhibited the same problem, meaning that the controller did not contemplate the possibility of there existing an error in some assumptions.
8. Conclusions

It was possible to implement control based on the feedback of the acceleration, which allowed tests to be conducted with the robot in the form of a drone in an underwater environment. The development of three different tests was carried out: grabbing a ball, grabbing a bottle, and grabbing a plant.

Results were obtained for the three tests in terms of the dimensions and position of the robot. The analysis of the errors allowed us to conclude that it is valid to use this type of control to grab things in underwater environments. However, issues such as robustness and the response to disturbances are not eliminated with a controller like the one discussed in this article.

On the other hand, it can be seen that the UDrobot is a controller validation platform for underactuated robots used in underwater conditions, and the environmental conditions where the tests were carried out allow the generation of useful research products.

Author Contributions: Conceptualisation, J.S.C. and R.S.; methodology, J.S.C.; software, J.S.C.; validation, J.S.C. and M.Á.P.B.; formal analysis, J.S.C.; investigation, J.S.C., M.Á.P.B., M.C. and R.S.; resources, J.S.C.; writing—original draft preparation, J.S.C.; writing—review and editing, A.S.; supervision, A.S. and R.S.; project administration, C.E.G.C. and R.S.; funding acquisition, C.E.G.C. and R.S. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Spanish Government Projects under Grant No. DPI2014-57220-C2-1-P and Grant No. PGC2018-095939-B-I00; in part by the RoboCity2030 DIH-CM Madrid Robotics Digital Innovation Hub, S2018/NMT-4331, funded by the Programas Actividades I + D en la Comunidad de Madrid; and in part by the Structural Funds of the EU.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Marani, G.; Yuh, J. Introduction to Autonomous Manipulation: Case Study with an Underwater Robot, SAUVIM; Springer Tracts in Advanced Robotics; Springer: Berlin/Heidelberg, Germany, 2014.
2. Fernandez, J.J.; Prats, M.; Sanz, P.J.; Garcia, J.C.; Marin, R.; Robinson, M.; Ribas, D.; Ridao, P. Grasping for the Seabed: Developing a New Underwater Robot Arm for Shallow-Water Intervention. IEEE Robot. Autom. Mag. 2013, 20, 121–130. [CrossRef]
3. Mazzeo, A.; Aguzzi, J.; Calisti, M.; Canese, S.; Angiolillo, M.; Alcock, A.L.; Vecchi, F.; Stefanni, S.; Controzzi, M. Marine Robotics for Deep-Sea Specimen Collection: A Taxonomy of Underwater Manipulative Actions. Sensors 2022, 22, 1471. [CrossRef]
4. Mazzeo, A.; Aguzzi, J.; Calisti, M.; Canese, S.; Vecchi, F.; Stefanni, S.; Controzzi, M. Marine Robotics for Deep-Sea Specimen Collection: A Systematic Review of Underwater Grippers. Sensors 2022, 22, 648. [CrossRef]
5. From, P.J.; Gravdahl, J.T.; Pettersen, K.Y. Vehicle-Manipulator Systems: Modeling for Simulation, Analysis, and Control; Springer: London, UK, 2014.
6. Simetti, E.; Casalino, G. Manipulation and Transportation With Cooperative Underwater Vehicle Manipulator Systems. IEEE J. Ocean. Eng. 2017, 42, 782–799. [CrossRef]
7. Cai, M.; Wang, Y.; Wang, S.; Wang, R.; Ren, Y.; Tan, M. Grasping Marine Products With Hybrid-Driven Underwater Vehicle-Manipulator Tasking System. IEEE Trans. Autom. Sci. Eng. 2020, 17, 1443–1454. [CrossRef]
8. Prats, M.; Garcia, J.C.; Fernandez, J.J.; Marin, R.; Sanz, P.J. Advances in the specification and execution of underwater autonomous manipulation tasks. In Proceedings of the OCEANS 2011 IEEE, Santander, Spain, 6–9 June 2011; pp. 1–5. [CrossRef]
9. Aldhaheri, S.; De Masi, G.; Pairet, E.; Ardon, P. Underwater Robot Manipulation: Advances, Challenges and Prospective Ventures. Available online: https://arxiv.org/abs/2201.02954 (accessed on 14 November 2022).
10. Chang, Z.; Zhang, Y.; Zheng, Z.; Zhao, L.; Shen, K. Dynamics Simulation of Grasping Process of Underwater Vehicle–Manipulator System. J. Mar. Sci. Eng. 2021, 9, 1131. [CrossRef]
11. Wang, Y.; Cai, M.; Wang, S.; Bai, X.; Wang, R.; Tan, M. Development and Control of an Underwater Vehicle–Manipulator System Propelled by Flexible Flippers for Grasping Marine Organisms. IEEE Trans. Ind. Electron. 2022, 69, 3898–3908. [CrossRef]
12. Aguirre-Castro, O.A.; Inzunza-González, E.; García-Guerrero, E.E.; Tlelo-Cuautle, E.; López-Bonilla, O.R.; Olguín-Tiznado, J.E.; Cárdenas-Valdez, J.R. Design and Construction of an ROV for Underwater Exploration. Sensors 2019, 19, 5387. [CrossRef]
13. Rinaldini, G.E.; Pazmiño, R.S.; Poletti, G.; Santonja, R.A. Robot Submarino Modular. Patent ES525773A1, 29 December 2014. Available online: https://patents.google.com/patent/ES525773A1/en?oq=ES525773A1 (accessed on 14 November 2022).
14. Alkamachi, A.; Ercelebi, E. Modelling and control of H-shaped racing quadcopter with tilting propellers. Facta Univ. Ser. Mech. Eng. 2017, 15, 201–215. [CrossRef]
15. Cely, J.S.; Saltaren, R.; Portilla, G.; Yakrangi, O.; Rodriguez-Barroso, A. Experimental and Computational Methodology for the Determination of Hydrodynamic Coefficients Based on Free Decay Test: Application to Conception and Control of Underwater Robots. *Sensors* 2019, 19, 3631. [CrossRef] [PubMed]

16. Gibson, S.B.; Stillwell, D.J. Hydrodynamic Parameter Estimation for Autonomous Underwater Vehicles. *IEEE J. Ocean. Eng.* 2018, 45, 385–394. [CrossRef]

17. Chocron, O.; Delaleau, E. Task-based design of AUVs propulsion systems including fixed or vector thrusters. In Proceedings of the IECON 2019—45th Annual Conference of the IEEE Industrial Electronics Society, Lisbon, Portugal, 14–17 October 2019; Volume 1, pp. 5292–5298. [CrossRef]

18. Doniec, M.; Vasilescu, I.; Detweiler, C.; Rus, D. Complete SE3 underwater robot control with arbitrary thruster configurations. In Proceedings of the 2010 IEEE International Conference on Robotics and Automation, Anchorage, AK, USA, 3–7 May 2010; pp. 5292–5301. [CrossRef]

19. Jin, S.; Kim, J.; Kim, J.; Seo, T. Hovering underwater robotic platform with four tilting thrusters. In Proceedings of the 2014 IEEE/ASME International Conference on Advanced Intelligent Mechatronics, Besancon, France, 8–11 July 2014; pp. 1547–1551. [CrossRef]

20. Jin, S.; Kim, J.; Kim, J.; Seo, T. Six-Degree-of-Freedom Hovering Control of an Underwater Robotic Platform With Four Tilting Thrusters via Selective Switching Control. *IEEE/ASME Trans. Mechatr.* 2015, 20, 2370–2378. [CrossRef]

21. Jiao, R.; Chou, W.; Ding, R.; Dong, M. Adaptive robust control of quadrotor with a 2-degree-of-freedom robotic arm. *Adv. Mech. Eng.* 2018, 10, 1687814018778639. [CrossRef]

22. Barbalata, C.; Dunigan, M.W.; Petillot, Y. Coupled and Decoupled Force/Motion Controllers for an Underwater Vehicle-Manipulator System. *J. Mar. Sci. Eng.* 2018, 6, 96. [CrossRef]

23. Nelson, K.; Mohseni, K. Hydrodynamic Force Decoupling Using a Distributed Sensory System. *IEEE Robot. Autom. Lett.* 2020, 5, 3235–3242. [CrossRef]

24. Nielsen, M.C.; Eidsvik, O.A.; Blanke, M.; Schjølberg, I. Constrained multi-body dynamics for modular underwater robots—Theory and experiments. *Ocean. Eng.* 2018, 149, 358–372. [CrossRef]

25. García-Valdovinos, L.G.; Fonseca-Navarro, F.; Aizpuru-Zinkunegi, J.; Salgado-Jiménez, T.; Gómez-Espinosa, A.; Cruz-Ledesma, J.A. Neuro-Sliding Control for Underwater ROV’s Subject to Unknown Disturbances. *Sensors* 2019, 19, 2943. [CrossRef] [PubMed]

26. Labbadi, M.; Cherkaoui, M. Robust Integral Terminal Sliding mode Control for Quadrotor UAV with External Disturbances. *Int. J. Aerosp. Eng.* 2019, 2019, e2016416. [CrossRef]

27. Pérez, R.I.; Galvan, G.R.; Vázquez, A.J.M.; Melo, S.F.; Alabazares, D.L. *Attitude Control of a Quadcopter Using Adaptive Control Technique*; IntechOpen: London, UK, 2017. [CrossRef]

28. Manzanilla, A.; Reyes, S.; García, M.; Mercado, D.; Lozano, R. Autonomous Navigation for Unmanned Underwater Vehicles: Real-Time Experiments Using Computer Vision. *IEEE Robot. Autom. Lett.* 2019, 4, 1351–1356. [CrossRef]

29. Yahya, M.F.; Arshad, M.R. Control of an under actuated hovering-type autonomous underwater vehicle for moving to a point and following a circular path. In Proceedings of the 2016 IEEE International Conference on Automatic Control and Intelligent Systems (ICACIS), Selangor, Malaysia, 22 October 2016; pp. 125–130. [CrossRef]

30. Skaldebo, M.B.; Haaguløkken, B.O.A.; Schjølberg, I. SeaArm-2—Fully electric underwater manipulator with integrated end-effector camera. In Proceedings of the 2021 European Control Conference (ECC), Delft, The Netherlands, 29 June–2 July 2021; pp. 236–242. [CrossRef]

31. Saltaren, P.R.J.; Cely, G.J.S.; Rodriguez, B.A.; Portilla, T.G.A.; Yakrangi, O. Sistema Subacuatico Para Labores de Acuicultura. Patent ES2729816B2, 25 June 2021. Available online: https://patents.google.com/patent/ES2729816B2/en?oe=ES2729816B2 (accessed on 14 November 2022).

32. Khadhraoui, A.; Beji, L.; Otmane, A.; Abichou, A. Stabilizing control and human scale simulation of a submarine ROV navigation. *Ocean. Eng.* 2016, 114, 66–78. [CrossRef]

33. Fossen, T.I. *Handbook of Marine Craft Hydrodynamics and Motion Control*; Wiley: Hoboken, NJ, USA, 2021.