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Abstract

Online continual learning in the wild is a very difficult task in machine learning. Non-stationarity in online continual learning potentially brings about catastrophic forgetting in neural networks. Specifically, online continual learning for autonomous driving with SODA10M dataset exhibits extra problems on extremely long-tailed distribution with continuous distribution shift. To address these problems, we propose multiple deep metric representation learning via both contrastive and supervised contrastive learning alongside soft labels distillation to improve model generalization. Moreover, we exploit modified class-balanced focal loss for sensitive penalization in class imbalanced and hard-easy samples. We also store some samples under guidance of uncertainty metric for rehearsal and perform online and periodical memory updates. Our proposed method achieves considerable generalization with average mean class accuracy (AMCA) 64.01% on validation and 64.53% AMCA on test set. Code is available at: https://github.com/mrifkikurniawan/sslad

1. Introduction

Training neural networks in continual fashion in the wild environment is a extremely challenging task in deep learning (DL). The existing DL systems particularly rely on the strong assumption of independent and identically distributed or i.i.d sampling from the dataset and minimize the loss with respect to those samples. However, those would suffer from catastrophic forgetting while updating the networks on non-stationary data when naïve minimization on cross entropy loss is employed in classification task. In order to alleviate this issue, the available techniques span from moderating the non-i.i.d setting via replaying the past data points or called rehearsal-based approach [14, 13], constraining the parameters update or regularization [6, 10], or introducing architectural modification approach [15, 16].

This Self-supervised Learning for Next-Generation Industry-level Autonomous Driving (SSLAD) workshop track 3-A challenge scenario presents online continual learning with relatively more realistic world setup. Different from common class incremental learning, this challenge established fixed predefined classes instead of incrementally novel classes and the distributions are changing over time in continuously streaming dataset as depicted on Fig. 1. Therefore, the vanilla deep learning classification with gradient descent and cross-entropy loss is vulnerable to sub-optimal solutions and results in forgetting catastrophically. In addition, as the data points are incoming in real-time, the inter-tasks boundaries are unavailable resulting in inability to revisit certain task dataset. And the coming batch may be probably extremely imbalanced between classes that leads to long-tail distribution.
Considering those demanding issues, we proposed multiple deep metric learning in order to build generalized representation learning along with soft labels distillation and replay method with uncertainty-based progressive episodic memory. Seeing that in online setting we should select the samples among batch inputs at a time, we employ uncertainty-aware sampling strategy with entropy measure as the metric for selection. As a result, given a batch of samples in a stream, the sampler will select the top-$k$ most uncertain samples with highest entropy to be stored in episodic memory. Moreover, we executed periodic memory sweeps up via uncertainty approximation with Monte-Carlo method as proposed by Rainbow Memory [1] and keep the top-$k$ most uncertain while detach the rest.

Generally, our proposed method for this competition cover

- Multiple task-agnostic deep metric representation learning using both contrastive and supervised contrastive learning for improving model generalization.

- Online and periodic sampling strategy under guidance of uncertainty measure for replay buffer.

- Classification task learning with soft labels retrospection and modified class balanced focal loss for addressing long-tail recognition.

2. Proposed Method

Our proposed method ranges from employing multiple deep metric learning via contrastive and supervised contrastive learning to building task-agnostic representation for alleviating distribution shift. While, the problem of forgetting was reduced by replaying the sorted-by-uncertainty samples in both online and occasional ways. Since the batch class distribution is potentially imbalanced, we introduce modified class-balanced focal loss for the classification task.

2.1. Multiple Metric Learning

In this section, we introduce the generalized representation learning with task agnostic deep metric learning. In particular, we employ and get together the benefits of multiple similarity metric representation learning using contrastive [3] and supervised contrastive learning [9]. Different from contrastive learning where mainly based on pairwise one positive per anchor, the supervised contrastive learning exploits a cluster of positive points per anchor obtained from the labels. We have experimented that combining both losses with patiently tuned hyperparameters assigned to each loss improves the accuracy significantly.

Given the current vector embeddings $Z_t$ on batch $t$ extracted from backbone $\theta_t$ and their associated labels $Y_t$, we pass those into both metric loss as follows

$$\mathcal{L}_{dml} = \alpha \mathcal{L}_{Con} (Z_t, Y_t) + \beta \mathcal{L}_{SupCon} (Z_t, Y_t) .$$  (1)
Where \( L_{dml} \) denotes the total deep metric loss, \( L_{Con} \) and \( L_{SupCon} \) are the contrastive and supervised contrastive loss, respectively. We add them together with hyperparameters \( \alpha \) and \( \beta \) for each individual loss to control each loss strength to the total loss. We set \( \alpha \) and \( \beta \) with value 0.3 and 0.1 consecutively obtained from grid search. Unlike the original implementation of supervised contrastive learning [9], we did not project the embeddings from backbone to lower dimensional space rather maintain the original embedding dimension.

### 2.2. Classification with Retrospection and Class-balanced Focal Loss

Aiming at improving generalization, avoiding overfitting, and reducing catastrophic forgetting, we were also smoothing the targets via retrospecting the logits \( l_i^n \) of the past stored in memory. Inspired by [5], we construct soft label \( s_i \) from image \( i \) by converting logits with normalized softmax with temperature as the Eq. (2) below.

\[
s_i = \sigma \left( \frac{l_i^n}{\tau} \right) = \frac{\exp \left( \frac{l_i^n}{\tau} \right)}{\sum_j \exp \left( \frac{l_j^n}{\tau} \right)}.
\]

(2)

Which \( \sigma \) indicates softmax function, \( \tau \) is the temperature that is configured as 0.5, and \( j \) is the number of classes.

Instead of using cross-entropy as the loss function, we proposed focal loss [11] with class-balanced modification in Eq. (3) for this continual setting since the incoming batch dataset might be extremely unbalanced. The focal loss penalizes higher for the difficult samples and less sensitivity to easier samples. Meanwhile, the auxiliary class-balance weighting will penalize greater for underrepresented classes and vice versa.

\[
L_{focalCB} = -\alpha \frac{1 - \beta}{1 - \beta^n} (1 - p_i) \gamma \log (p_i) y_i + \delta \sum_s \log \left( \exp \left( \frac{x_i^m}{\tau} \right) + s_i \right).
\]

(3)

We use \( \alpha \)-balanced focal loss variant where adjusted at 0.5 and \( \gamma \) adjusted to 0.0, \( \beta \) is the class-balanced hyperparameter which set to 0.81, \( n_s \) is the classes distribution in the current batch, \( p_i \) denotes probability distribution and \( y_i \) is the class labels.

For the classification task, we sum up the class-balanced focal loss for hard labels targets and compute the discrepancy between retrospected soft labels and probability distributions using Kullback–Leibler divergence loss in Eq. (4). We control both loss with hyperparameters \( \gamma \) and \( \delta \) for focal loss and KL loss respectively. We set the \( \gamma \) to 1. Meanwhile, since the soft labels quality depend on the model \( \omega_l \) and those should be improved as the model learns, we progressively tune up the hyperparameter \( \delta \) in pre-defined milestones.

\[
L_{cls} = \gamma L_{focalCB} (p_i, y_i) + \delta L_{KLdiv} (f_{\omega_l} (x_i^m), s_i).
\]

(4)

### 2.3. Uncertainty-aware Replay

In order to address the forgetting problem, we stored some samples into the episodic memory and then replayed them with the current batch stream. Our method applied online and periodical memory update. The online update aims to select the current batch samples into memory while the periodic sampling re-sorting and sweeping the current memory samples. The underlying measure for memory management in our method is basically the uncertainty value which is assigned to each single data point.

**Online Memory Update.** We proposed a sampling scoring method applied to each single data point by computing both entropy and considering hard negative mining. Given \( i \) samples within a batch, the sampling score of each of them will be computed with Eq. (5) below.

\[
u_i = -\sum_{k=0}^C p_k \log_e (p_k) + n_s,
\]

where \( n_s \) denotes hard negative score. Here, \( u_i \) is the sampling score, \( p_k \) is the probability of class \( k \), \( C \) denotes the number of classes, and \( n_s \) indicates predefined hard negative score. Later, we sort the current batch samples with this score \( s \) with descending order and store top-5 samples based on this proposed score.

**Periodic Memory Update.** Since stream data is continuously arriving and the memory buffer is growing up while the capacity remains fixed, we execute periodic updates to sweep up most certain samples within memory. Instead of forwarding the input in a single pass, we adopt Rainbow Memory [1] strategy that estimates the uncertainty via monte-carlo with multiple passes forward as in Eq. (6)

\[
\text{Algorithm 1 Our proposed online memory update.}
\]

**Input:** \( K \) denotes batch size, \( S \) denotes number of selected samples, \( D^M_t \) denotes current memory, \( D = \{(x_i, y_i)\}_{i=0}^K \) denotes current batch inputs, \( C \) denotes maximum memory capacity.

**Output:** Updated memory \( D^M_{t+1} \)

1. Sort \( D_t \) by \( u \) computed by Eq. (5) \( \triangleright \) sort descendingly
2. \( C_t \leftarrow \text{len} (D^M_t) \) \( \triangleright \) get current capacity
3. if \( C - C_t \geq S \) then
4. \( D^M_{t+1} \leftarrow D^M_t \cup D_t[0:S] \)
5. else
6. \( D^M_{t+1} \leftarrow D^M_t \cup D_t[0:C - C_t] \)
7. end if

---
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Algorithm 2 Our proposed periodic memory update.

**Input:** \( K \) denotes batch size, \( S \) denotes default memory size after reset, \( D^M_t \) denotes current memory, \( \mathcal{D}_t = \{(x_i, y_i)\}_{i=0}^{K} \) denotes current batch inputs, \( C \) denotes maximum memory capacity.

**Output:** Updated memory \( D^M_{t+1} \)

1. \( D^M_t \leftarrow D^M_t \cup \mathcal{D}_t \)
2. Sort \( D^M_t \) by \( u(x) \) computed by Eq. (6)
3. \( D^M_{t+1} \leftarrow D^M_t[0:S] \)

Algorithm 3 Our proposed training scheme.

**Input:** Networks backbone \( \theta \), head \( \psi \), and full-networks \( \omega \), episodic memory \( D^M_t \), max memory capacity \( C \), learning rate \( \eta \), imbalanced data sampler \( S_{ids} \).

**Output:** Trained model \( \omega \)

1: for \( X_t, Y_t \) in \( X_{stream} \): do
2: \( X_t^m, Y_t^m, L_t^m \leftarrow S_{ids}(D^M_t) \) \( \triangleright \) replay samples
3: \( X_t, Y_t \leftarrow X_t \cup \text{aug}(X_t^m), Y_t \cup Y_t^m \)
4: \( Z_t \leftarrow f_{\theta}(X_t) \) \( \triangleright \) get embeddings
5: \( L_t \leftarrow f_{\psi}(Z_t) \) \( \triangleright \) get outputs logits
6: \( L_{dml} \leftarrow \text{Compute loss with equation (1)} \)
7: \( L_{cls} \leftarrow \text{Compute loss with equation (4)} \)
8: \( \theta_{t+1} \leftarrow \theta_{t} - \eta \nabla_{\theta} L_{dml} \) \( \triangleright \) Update backbone \( \theta \)
9: \( \omega_{t+1} \leftarrow \omega_{t} - \eta \nabla_{\omega} L_{cls} \) \( \triangleright \) Update full networks \( \omega \)
10: \( D^M_{t+1} \leftarrow \text{update memory by algorithm (1)} \)
11: if len \((D^M_{t+1})\) = \( C \) or \( t \% 1000 = 0 \) then
12: \( D^M_{t+1} \leftarrow \text{update memory with algorithm (2)} \)
13: end if
14: end for

2.4. Our Networks Learning Algorithm

This subsection wraps our proposed method from input to parameters update as illustrated in Fig. 2. Given the dataset stream \( \mathcal{D}_t=\{(X_t, Y_t)\}_{i=0}^{\infty} \) where is boundless here, our method joined current batch input \( X_t, Y_t \) with the augmented episodic memory sample containing triplet of images \( X^m_t, \) labels \( Y^m_t, \) and logits \( L^m_t \) selected using imbalanced-aware sampling. The feature embeddings extracted from the backbone are then leveraged to measure the similarity distance between them in the metric learning module. At the head of architecture, we train networks with both hard labels and the soft labels distillation with associated class-balanced focal loss and KL divergence loss, consecutively. Finally the method updates the memory in the online setting using algorithm 1 and periodically clears the memory with algorithm 2.

The complete training procedure is summarized in algorithm 3. As shown in the algorithm 3, while updating the networks parameters, the gradients from the classification loss are accumulated with metric learning gradients to do single step parameters update. Our training algorithm requires only single step forward and backward for updating the model parameters and episodic memory. Thus maintain real-time updates which should be applicable in real-time online continual scenario.

3. Experiments and Results

3.1. Datasets

This competition utilizes SODA10M [7] dataset containing large-scale 2D object detection for autonomous driving for self-supervised and semi-supervised learning task exploration. The dataset mainly contains 10M unlabeled images and 20K labeled images splitted into training (5K), validation (5K) and test (10K) sets. Since this challenge scenario is the supervised setting, the unlabeled data are not used here. This dataset comprised 6 classes of pedestrian, cyclist, car, truck, tram, and tricycle with heavily long-tailed distribution which is predominated by car and pedestrian class. Due to solve classification task, the original full-frame images are cropped into instance-level.

3.2. Implementation Details

**Architecture.** Our proposed method was built on top of ResNet50-D [8] with pretrained weight from ImageNet [4]. We find that naive fully-connected networks without bias perform better than with bias or multi-layer perceptrons. The networks input images are preserved in original size in 64x64 resolution.

**Training strategy.** Our method tunes the parameters update via Stochastic Gradient Descent (SGD) with initial learning rate 0.0111 obtained from grid search. We were also reconfiguring the learning rate after 1000 and 2000 iter-
catastrophic forgetting. Hence, slowing down the learning ageNet features to targeted domain but most vulnerable to the most with 2.07% increasing in average mean class accuracy improvement. Overall, the results of our experiments have been summarized in table 1. Based on the experiments, understanding when to re-setup learning rate in continuous distribution shift scenario.

### Episodic Memory and Replay

We set up the memory maximum capacity to 1000 objects. Our method also stores the top-5 highest sampling score based on Eq. (5) in online scenario. Meanwhile, periodically sweep up memory either every 1000 iterations or if the memory is getting maximum with Eq. (6). While training, we select 6 samples for each iteration to be joined with current stream data and, subsequently, augment those with random horizontal flip, random rotation, and color jitter.

### 3.3. Results and Discussion

Generally our strategies to address this SSLAD challenge and boost up the accuracy consider constructing general representation learning that performs well in any distributions. We assume that there exist network parameters in parameters space that have low loss landscape in many distributions and pose wider loss curvature. That is why our tricks are mainly thinking of any trick related to generalization improvement. Overall, the results of our experiments have been summarized in table 1. Based on the experiments, understanding when to re-setup learning rate in continual learning is essential. Reconfiguring the learning rate using multi-step learning rate boosts up performance the most with 2.07% increasing in average mean class accuracy (AMCA). Large learning rate leads to fast adaptation beneficial for the beginning of the training stage from ImageNet features to targeted domain but most vulnerable to catastrophic forgetting. Hence, slowing down the learning rate could alleviate the trained model from massive forgetting the past but remain reasonably plastic.

Meanwhile, networks training using contrastive learning with class balanced focal loss and soft labels retrospection performs best in maintaining the overfit-generalization trade-off which is able to get comparable accuracy between validation and test set, even getting higher on test set. Multiple deep metric learning contributes second greatest to the accuracy increasing with 1.66% boost up confirming the importance of auxiliary representation learning. Additionally, we are also exploring class imbalanced strategy via modified weighted loss including cost sensitive and class-balanced weighting. The result shows that class balanced weighting associated with focal loss performs best in our experiments with larger gap improvement than cost sensitive cross entropy. This indicates that taking into account hard-easy samples and batch-wise imbalance distribution to loss in this domain is really helpful for accuracy.

Actually, since the most vulnerable to forgetting and crucial to make decisions is the classifier head, we attempted to calibrate the classifier head via fine-tuning with class balanced replay. By this we rehearse samples with classes balanced distribution to calibrate head such that the predicted outputs are unbiased to certain classes. As we can see in the table 1, this trick improves validation AMCA but leads to overfitting and significant performance drop on the test set. We expect bag of tricks related to generalization improvement for head classifier including embedding replay with augmentation or generative latent replay should be helpful.

### 4. Conclusion

In this paper, we proposed generalized task-agnostic representation learning via multiple deep metric learning with contrastive and supervised contrastive learning along with soft labels retrospection for online continual learning. Rather than naive cross entropy loss for solving classification task, we developed class-balanced focal loss for training the networks to do classification. Moreover, we stored some samples to episodic memory in online and periodic manner via entropy-based and rainbow memory sample scoring respectively and replaying some of them in an online setting. Our experiments demonstrate that our proposed method generalizes well on both validation and test set under continuous distribution shift scenario.
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