Generalized likelihood ratio test for optical subpixel objects’ detection with hypothesis-dependent background covariance matrix
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1 Introduction

The detection of optical objects immersed in an observed scene can be difficult when the object is embedded in a dominant cluttered background. Due to the limitations of the spatial resolution of imagery, the objects are often smaller than the pixel size and resolved within a pixel. In such cases, the objects are called subpixel objects. The solution to this problem is very difficult especially when the object area is less than the space resolution of one pixel (subpixel case).

The common detection algorithms include the spectral feature fitting (SFF),1–4 orthogonal subspace projection (OSP),5–7 constrained energy minimization (CEM),5,8 matched filter (MF),1,9–17 and mixture tuned matched filtering (MTMF).18–22 The SFF method uses a spectral absorption feature in its comparisons. It may fail to extract the object of interest when the object does not have obvious spectral characteristics distinguished from those of the background. OSP requires the spectral signature of both the object and background. CEM is a linear filter, which constrains a desired target signature while minimizing the total energy of the output of other unknown signatures. CEM requires spectral prior knowledge of the object and utilizes the second-order statistical information of the image. MF is another widely used object detection algorithm, which is deduced from the generalized likelihood ratio test (GLRT).9,11 In the Bayes or
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Neyman–Pearson sense, when the object and background classes follow multivariate normal distributions with the same covariance matrix, the MF detector can get an optimum detection result. In fact, MF and CEM detectors have a similar form, and the main difference is that the data used in MF detector have to be centralized first. MTMFErf combines the statistical method of the MF with the linear mixing model, which can produce a better detection result.

Adaptive cosine/coherent estimate (ACE) is another statistical hypothesis test-based method. Unlike an adaptive matched subspace detector (AMSD), ACE assumes no structured background. Instead, ACE models the background as a multivariate normal distribution. AMSD is an algorithm that formulates the object and background subspaces and uses the linear mixture model and the generalized likelihood ratio (GLR) approach to separate a probable subpixel object. The key factors in the AMSD’s design (synthesize) are the object and the background parameters, which can be estimated by the maximum likelihood (ML) method and with which a Neyman–Pearson detector can be designed to maximize the probability of detection at a certain probability of the false alarm.

The matched subspace detector (MSD) is a classical subspace-based method for subpixel target detection. This method has been intensively developed in recent years for solving various applied problems. The recently proposed MSDinter introduced introduces “interaction effects” terms into the popular MSD from regression analysis in multivariate statistics and the bilinear mixing model in spectral unmixing. The matched shrunken subspace detector and matched shrunken cone detector are developed by shrinking the abundance vectors of the target and background subspaces in the hypothesis models of the MSD. The noise model assumes that noise has the same variance over different bands, which is usually unrealistic in practice. In Ref. 26, it was the equal variance assumption and proposed a matched subspace detector with heterogeneous noise (MSDH).

The statistical features of the noise and the background for statistical hypotheses may be different from each other. The hypothesis-independent method was introduced to solve this problem, where the noise power is only known under the null hypothesis and the background power depends on statistical hypothesis. Recently, in Ref. 27, using this method, the hypothesis-independent matched subspace detector (HMSD) was obtained.

In optical systems, the small object may completely cover the pixel cell on the fluctuating sea surface, and, in this case, the received signal contains only the target signal plus channel noise. Hence, the presence of the object shades the sea surface and removes the sea clutter from the received signal. When the object does not completely cover the pixel’s area, the received signal is equal to sum of the signal reflected from the sea surface plus channel noise and the signal from the object plus channel noise. The covariance matrix of this signal depends on the shape of the background covariance matrix, the area occupied by the object inside the pixel’s area, and the ratio of the background power to the channel noise power. Therefore, in this case, it is more appropriate to use the different background covariance matrices for the different hypotheses.

In the literature, the detection problem with the hypothesis-dependent noise power had been first considered in Ref. 12 for the case of the white normal noise. In Ref. 12, Vincent et al. examined specific aspects of the situation where the presence of the signal of interest triggers an increase in the noise power. In Ref. 13, the asymptotic optimum quadratic detector of the subpixel targets in a Gaussian environment has been designed. It was assumed that the background covariance matrix and power under the null hypothesis are a priori known, but under the alternative hypothesis is that the background power can be a priori unknown. The background has the same normalized covariance matrix under hypotheses and different variances. In Ref. 13, the method of whitening data is used to design the GLRT.

In this paper, we consider the problem of detecting small subpixel optical floating objects surrounded by an agitated sea surface in the sequence of N digital images immersed in the Gaussian channel noise. We assume that the subpixel object may be present completely or partially anywhere in the pixel’s area. We assume that the subpixel area is partially or completely covered by the object, and the presence of the object changes the received signal covariance matrix. In other words, we are considering a case where the appearance of an object changes the dynamic background in the area where it appeared. The common drawback of the published works is the assumption that the background plus noise normalized covariance matrix under
hypothesis $H_0$ remains the same one as under hypothesis $H_1$. This case corresponds to the behavior of the reflected signals in radar, sonar, and communication systems. In optical/infrared systems, it is typical that the appearance of the object shades the background, hence the received signal has different covariance structures under hypotheses $H_0$ and $H_1$. When the different noise covariance matrices correspond to a different statistical hypothesis, it is not possible to use the whitening method for GLRT synthesis. To solve this problem, the singular value decomposition method is used here. In the asymptotic approximation, the eigenfunctions of the noise covariance matrices are orthogonal complex exponential functions. Applying these functions to input signals diagonalizes the noise covariance matrices for both hypotheses. GLRT synthesis requires MLE of the unknown noise parameters. In this case, the MLE corresponds to an estimate of the spectral components of the background. In practice, the width of the spectrum of reflections from the object is less than the width of the background spectrum, which makes it possible to estimate the energy spectrum of the background at an alternative hypothesis in a frequency band free of the useful signal. These spectral estimates are used to obtain the modified spectrum matched detector (MSpMD).

The remainder of this paper is organized as follows. Section 2 describes our modified spectrum matching detector. Section 3 details the simulation experiments for comparative detectors assessments of the proposed detector, SpMD, and HMD. The results of the real experiments showing that the proposed detector performance is higher than the SpMD and the HMD are also presented. Section 4 summarizes this paper.

2 Problem Formulation and Detector Designs

2.1 Scene

We consider a signal at the output of the video camera composed of $K$ successive frames. The typical object is floating and fluctuating according to the sizes of marine waves and its own shape, size, weight, etc. The reflected light signals from a typical object and its spectrum depend on its oscillations on the sea surface. In this paper, we consider the subpixel case when the target shape, size, weight, etc. The reflected light signals from a typical object and its spectrum depend on its oscillations on the sea surface. In this paper, we consider the subpixel case when the target is embedded within a single pixel and occupies some part of the pixel’s area. Sea surface behavior consists of a superposition of random sinusoidal surface waves and is mainly driven by the wind velocity. The spectral distributions of the reflected light signals from sea surface depend on wind speed (model by Pierson and Moskowitz) and typically contain a quantity of spectral components much more than the number of the floating object spectral components.

2.2 Background Space and Model

It is assumed that the optical background clutter is the predominant noise factor and is modeled as a correlated Gaussian noise with covariance matrix $R_b$. The video camera receives $K$ successive frames of the reflected signal plus a channel noise. This paper discusses the detection of a small floating object using a vector $x = [x_1, x_2, \ldots, x_N]^T$ that consists of the values received from the same pixel in successive frames. It is assumed that the channel noise is uncorrelated white Gaussian noise then background signal $x \sim N(m, R_b)$. We consider in this paper the stationary homogeneous background where the vector $m = [m_1, m_2, \ldots, m_N]^T$ is the vector of the average for the any pixel (in the homogeneous case) in the different frames of the background and $m_1 = m_2 = \cdots = m_N$ in the stationary case. The covariance matrix of the received background signals $R_{bn} = R_b + \sigma_b^2 I$. The covariance matrix is symmetric and nonnegative definite. Therefore, there exists an orthogonal matrix $U$ such that $R_{bn} = U \cdot \Sigma_{bn} \cdot U^H$. Here, $U$ is the $K \times K$ eigenvector matrix of the background plus noise covariance matrix with eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{(n-1)} \geq 0$, $\Sigma_{bn} = \text{diag} [\lambda_0^2, \ldots, \lambda_{(n-1)}^2]$. In the stationary case for $N \gg 1$, we assume that the eigenvector matrix $U$ can be approximated as the basis matrix $U = [u_0, u_1, \ldots, u_{(n-1)}]$ with orthonormal columns. As such, as $N \to \infty$, the eigenvalues $\lambda_j^2$ and eigenvectors $u_i = h_i^{1/n} / \sqrt{n} = \frac{h_i}{\sqrt{n}}$ are easily found.14 Letting $P_x(f)$ denote the power spectral density (PSD) of $x$ we have that as $N \to \infty$, $\lambda_j^2 = P_x(f_j)$, $h_{in} = \exp(j2\pi nf_i)$, for
i, n = 0, 1, ..., (N − 1), frequencies \( f_n = i/N \), and \( j = \sqrt{-1} \). The eigenvalues \( \lambda_i \) are equally spaced samples of the PSD over the frequency \( f_i \) interval [0,1] and the eigenvectors \( h_i \) are the discrete Fourier transform (DFT) vectors. The approximation will be a good one where the data record length \( N \) is much larger than the correlation time of \( x \). Note that the vectors \( h_i \) are orthonormal and the idempotent projection matrix takes the form \( P_H = H (H^H H)^{-1} H^H = HH^H \) and the matrix projection on the \( i \)’th axis \( \langle P_{H} \rangle_i = h_i h_i^T \). In this paper, we will use the DFT matrix \( H \) as the approximation of the eigenvector’s matrix \( U \)

\[
H = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\exp(\frac{2\pi in}{N}) & \exp(\frac{2\pi i}{N}) & \cdots & \exp(\frac{2\pi i(N-1)}{N}) \\
\vdots & \vdots & \ddots & \vdots \\
\exp(\frac{2\pi iN}{N}) & \exp(\frac{2\pi i(N-1)}{N}) & \cdots & \exp(\frac{2\pi i}{N})
\end{bmatrix},
\]

where \( h_{i,n} = \frac{1}{\sqrt{N}} \exp(\frac{2\pi in}{N}) \), \( j = \sqrt{-1} \). In this work, we consider the input signals’ space \( \langle H \rangle \) that is equal to the background plus noise covariance matrix eigenvector’s space.

### 2.3 Object Subspace and Model

The received signal from the small fixed object in successive frames is often modeled using a single zero frequency spectral line. However, since the object is a floating object on the agitated sea surface, the spectral radiance is affected by the object oscillations. Therefore, the spectrum of reflections from a floating object consists of several low-frequency lines. We define the \( N \times p \) matrix \( H = [h_0, h_1, \ldots, h_{p-1}] \) and its corresponding object subspace \( \langle H \rangle \), which is the span of \( \{h_i\}_{0}^{p-1} \). We next define the \( N \times (N - p) \) matrix \( H_0 = [h_p, h_{p+1}, \ldots, h_{N-1}] \), and its corresponding subspace \( \langle H_0 \rangle \), which is the span of \( \{h_i\}_{p}^{N-1} \). We assume that \( H_0 \) and \( H_0^H \) are, respectively, full rank and that \( HH_0^H = 0 \). Let \( H \) be the \( N \times p \) mode matrix with columns that contain the orthogonal basis vectors that span the object subspace, \( p < N \). The object signal \( s = H_0 \theta = [s_1, s_2, \ldots, s_N]^T \) is the deterministic unknown signal of interest, which belongs to a known subspace of the eigenvectors \( \langle H_0 \rangle \) of size \( N \times p \), where the abundance vector \( \theta \) (size \( p \times 1 \)) is unknown. The orthogonal subspace \( \langle H_0^H \rangle \) contains the columns from \( p \) to \( N - 1 \). The projection matrix onto subspace \( \langle H_0 \rangle \) is equal to \( P_s = H_0 H_0^H \) and onto orthogonal subspace \( \langle H_0^H \rangle \) is equal to \( P_{s}^H = H_0^H (H_0^H)^H \).

### 2.4 Subpixel Target Detection Problem

The problem is to find the best algorithm for detecting a partially known relatively small target signature in a given image sequence. We consider \( N \) sequential images of the analyzed video. We select one pixel with the same coordinates on each image. We are processing the vector of the received signal \( x = [x_1, x_2, \ldots, x_N]^T \). We assume that an analyzed pixel is partially filled by the object, that is, we focus attention on a subpixel or nonresolved small objects. We develop a hypothesis test that distinguishes the signal-plus-background-plus-noise statistical hypothesis \( (H_1) \) from the background-plus-noise statistical hypothesis \( (H_0) \). We can represent two statistical hypotheses

\[
\begin{align*}
H_0: x &= c + n, \\
H_1: x &= bs + (1 - b)c + n,
\end{align*}
\]

where \( c = [c_1, c_2, \ldots, c_N]^T \) is the correlated Gaussian background clutter vector \( c \sim N(m, R_b) \), \( n = [n_1, n_2, \ldots, n_N]^T \) is the uncorrelated Gaussian channel noise vector \( n \sim N(0, \sigma_n^2 I) \), \( s = [s_1, s_2, \ldots, s_N]^T \) is the object unknown deterministic signal vector, and \( b \leq 1 \) is the object fill factor (the relation between the pixel area occupied by an object and total pixel area). Under \( H_0 \) i.e., the background-plus-noise hypothesis, we have \( x \sim N(m, R_{bn}) \), where \( R_{bn} = R_b + \sigma_n^2 I \), and under \( H_1 \), i.e., the signal-plus-background-and-noise hypothesis
\(x \sim N[bs + (1 - b)m, R_{bn}],\) where covariance matrix \(R_{bn} = (1 - b)^2R_b + \sigma_n^2I\) and a priori unknown. Note that we assume the homogeneous Gaussian environment and assume that the secondary data set is available to estimate the background-plus-noise mean \(m\) and covariance matrix \(R_{bn}\) under \(H_0.\) The covariance matrix \(R_{sbn}\) of the received signal under hypothesis \(H_1\) depends on object fill factor \(b,\) background covariance matrix \(R_b,\) and channel noise variance \(\sigma_n^2.\) In the case of \(b = 1,\) the background covariance matrix of the received signal under \(H_1\) is equal to the uncorrelated Gaussian noise case: \(R_{sbn} = \sigma_n^2I.\) We assume that the primary data set does not allow to estimate the \(R_{sbn}\) under \(H_1\) completely, but it is possible to estimate PSD for the frequencies \((f_i \geq p/N)\) that do not contain reflection components from the object. It is well known that the reflections from a floating object contain only low-frequency spectral components in comparison with reflections from an agitated sea surface. In this paper, we will use this case for GLRT synthesis.

### 2.5 GLR Tests in the Case of Known and Unknown Background Power; Normalized Covariance Matrices \(R_{bn}\) and \(R_{sbn}\) Are Known

The GLRT synthesis requires calculating of maximum likelihood estimate (MLE) unknown parameters, then estimating and substituting them in the likelihood equation. We cannot use the well-known whitening method because the background covariance matrices under \(H_0\) and \(H_1\) are different. In this section, we consider the case where the MLE of the background spectrum using primary data is impossible, for example, when the spectral range of the reflections from the background and the object coincide. We also assume that object fill factor \(b = 1\) and normalized covariance matrices \(R_{sbn}, R_{bn},\) and background power are a priori known. The GLR statistic for the problem in hand is

\[
L = \frac{\max_0 p_1(x)}{p_0(x)},
\]

where \(p_1(x)\) and \(p_0(x)\) are the probability density functions (pdfs) under hypotheses \(H_1\) and \(H_0,\) respectively. It is well known\(^{14}\) that the log likelihood ratio is then

\[
\ln L = \ln \left(\frac{(\det R_{bn})^{1/2}}{(\det R_{sbn})^{1/2}}\right) - \frac{1}{2} [(x - m - H\hat{\theta})^T R_{sbn}^{-1} (x - m - H\hat{\theta}) - (x - m)^T R_{bn}^{-1} (x - m)],
\]

(4)

where MLE of the abundance vector

\[
\hat{\theta} = H^H(x - m),
\]

(5)

we will substitute in Eq. (4).

The first term is independent of the data, so we may ignore it and use only the quadratic form

\[
\ln L_1 = (x - m)^T R_{bn}^{-1} (x - m) - (x - m)^T P_s^+ R_{sbn}^{-1} P_s^+ (x - m).
\]

(6)

where \(P_s^+ = I - P_s\) projection matrix on the subspace orthogonal to subspace \(\langle H_s \rangle.\) The first and second terms in Eq. (6) can be represented in following forms:

\[
(x - m)^T R_{bn}^{-1} (x - m) = (x - m)^T HHH^H R_{bn}^{-1} HHH^H(x - m),
\]

(7)

\[
(x - m)^T P_s^+ R_{sbn}^{-1} P_s^+ (x - m) = (x - m)^T H_s^H (H_s^H)^H R_{sbn}^{-1} H_s^H (H_s^H)^H(x - m).
\]

(8)

Using the spectral representation of the signals and covariance matrices, we may simplify the quadratic form [Eq. (6)]. We use Hotelling transform and obtain the complex uncorrelated vector \(y\)
\[ \mathbf{y} = \mathbf{H}^T (\mathbf{x} - \mathbf{m}) = [y_0 y_1 \ldots y_{N-1}]^T. \]  

(9)

The inverse covariance matrices in Eqs. (7) and (8) take a diagonal form

\[ \mathbf{H}^T \mathbf{R}_{\mathbf{ab}0}^{-1} \mathbf{H} = \mathbf{D}_{\mathbf{bn}}^{-1} = \text{diag}[\lambda_1^{-2}, \lambda_2^{-2}, \ldots, \lambda_{N-1}^{-2}], \]  

(10)

\[ (\mathbf{H}^T)^{-1} \mathbf{R}_{\mathbf{sb}0}^{-1} \mathbf{H}^{-1} = \mathbf{D}_{\mathbf{sb}0}^{-1} = \text{diag}[0, \ldots, 0, \lambda_1^{-2}, \ldots, \lambda_{N-1}^{-2}], \]  

(11)

where \( \lambda_i \) are the eigenvalues of the covariance matrices \( \mathbf{R}_{\mathbf{ab}0} \) and \( \mathbf{R}_{\mathbf{sb}0} \). The second term in Eq. (6) can be simplified

\[ (\mathbf{x} - \mathbf{m})^T \mathbf{P}_s^1 \mathbf{R}_{\mathbf{sb}0}^{-1} \mathbf{P}_s^1 (\mathbf{x} - \mathbf{m}) = \sum_{i=p}^{N-1} \frac{y_i y_i^*}{\lambda_i^2}. \]  

(12)

Then, we obtain the following statistic test:

\[ \ln(L_1) = \sum_{i=0}^{N-1} \frac{y_i y_i^*}{\lambda_{bi}^2} - \sum_{i=p}^{N-1} \frac{y_i y_i^*}{\lambda_i^2} > H_1. \]  

(13)

where \( ^* \) is the complex conjugate value and \( \eta \) is the threshold. This GLRT is known as the spectrum matching detector16 (SpMD).

The GLR statistic in the case of unknown background power \( \sigma_1^2 \) under \( H_1 \) is

\[ L_{un} = \max_{0, \sigma_1} \frac{p_1(\mathbf{x}, \theta, \sigma_1^2)}{p_0(\mathbf{x})}. \]  

(14)

The GLRT-based detector named HMD based on the unknown covariance matrix \( \mathbf{R}_{\mathbf{sb}0} \)

\[ D_{\text{HMD}}(\mathbf{y}) = \frac{m||y_i||^2}{N\sigma_0^2} - \ln \frac{||y_i||^2}{(N-p)\sigma_0^2}, \]  

(15)

where \( m \) is the sensitive factor, \( y_i = \mathbf{P}_s \mathbf{y}, y_i^* = \mathbf{P}_s^1 \mathbf{y} \).

### 2.6 GLRT in the Case of Unknown Covariance Matrix \( \mathbf{R}_{\mathbf{sb}0} \)

It is well known that GLRTs are obtained by inserting MLE for unknown parameters into the likelihood ratio. In the case of some unknown parameters of the pdf, it must be estimated under the alternative hypothesis, i.e., in our case the detector should be able to estimate the \( \mathbf{R}_{\mathbf{sb}0} \) using the received primary signal \( \mathbf{x} \). But the received signal \( \mathbf{x} \) under the alternative hypothesis contains the sum of the useful signal from the object-plus channel noise and the background clutter \( (b < 1) \). The presence of the useful signal \( bs \) with unknown parameters in the received sample does not make it possible to estimate the \( \mathbf{R}_{\mathbf{sb}0} \). In this paper, we use the physically meaningful phenomenon where the maximum spectrum frequency \( f_i = (p-1)/N \) of the received signal from the floating object is less than the maximum frequency from the sea surface \( f_i = (N-1)/N \).

In practice, the frame rate in the camera should be sufficient to obtain a spectral range in which it is possible to separate the first low-frequency region \([0 \leq f_i < (p/N)]\), where there is energy from the object and the background plus noise, and the second frequency region \([f_i \leq (N-1)/N] \), where there is no energy from the object. Since the MLE of the covariance matrix \( \mathbf{R}_{\mathbf{sb}0} \) is not completely available in these conditions using the primary data set, we can replace the MLE of the covariance matrix by the MLE of the eigenvalues of the covariance matrix. Under these conditions, the MLE of the eigenvalues are available through estimates of the received signal PSD \( P_s(f_i) \), where \( i \in (p, N-1) \).

It is well known that GLRTs are obtained by inserting MLE for unknown parameters into the likelihood ratio. The GLRT is obtained by considering the joint pdf of the measurement \( \mathbf{x} \) under \( H_0 \) and \( H_1 \). The GLRT expression for the problem in hand is
where $\eta_2$ is the threshold. The determinant of the background-plus-noise covariance matrix 
\[ \text{det}(\mathbf{R}_{bn}) = \prod_{i=0}^{N-1} \lambda_{bni}^2 \] 
is available using the secondary data set and for the signal-plus-background-plus noise covariance matrix 
\[ \text{det}(\mathbf{R}_{sbn}) = \prod_{i=0}^{N-1} \lambda_{sni}^2 \] . Under hypothesis $H_1$, it is possible to obtain the MLE of the $\lambda_{sni}^2$ only for $i = p, \ldots, N - 1$

\[ \hat{\lambda}_{sni}^2 = y_i y_i^* \] .

The log likelihood ratio is approximately

\[ \ln \left( L_2 \right) = \ln \frac{\prod_{i=p}^{N-1} \lambda_{bni}^2}{\prod_{i=0}^{N-1} \lambda_{bni}^2} + \sum_{i=p}^{N-1} \frac{y_i y_i^*}{\lambda_{bni}^2} = (N - p). \] (18)

We can obtain MSpMD

\[ \sum_{i=0}^{N-1} \frac{y_i y_i^*}{\lambda_{bni}^2} - \sum_{i=p}^{N-1} \ln \left( \frac{y_i y_i^*}{\lambda_{bni}^2} \right) > \eta_3 \] .

(19)

where $\eta_3$ is the threshold. We can see from Eq. (19) that the detection quality depends on the relation between the target spectra contribution (the first term) and the background spectra change contribution (the second term). Note that the detector SpMD [Eq. (13)] uses only changes in target energy, and the detector 2 uses changes in target energy and changes in background energy but does not use change in the shape of the background spectrum under hypothesis $H_1$.

### 3 Performance Assessment

To test the effectiveness of the MSpMD, a series of experiments is conducted on the synthetic and real data sets. The performance of MSpMD is compared with the well-known SpMD and the recently proposed HMSD. The experimental platform is a PC with Intel Core i5, 2.20 GHz, 4G memory, and 64-bit Windows 10. All algorithms are implemented by MATLAB® 2015a. Since closed-form expressions for the false alarm probability $P_F$ and the detection probability $P_D$ are not available for the MSpMD, we evaluated them resorting to standard Monte Carlo techniques based on $100/P_F$ and $100/P_D$ independent trials, respectively. In order to limit the computational burden, we set $P_F = 10^{-3}$. We assess the performances of the MSpMD [Eq. (19)], the well-known SpMD [Eq. (13)], and the recently proposed HMSD [Eq. (15)] in the case of the difference between statistical parameters (the means, the variances, and covariances) of the unstructured background and objects. At the analysis stage, one must specify the background-plus-noise correlation properties as well as the other statistical properties of the background and the object. As to the background normalized covariance matrix, we assume that it has an exponential shape, i.e., $\mathbf{R}_b = [r_{ij}] = [\rho^{i-j}]$, where $\rho = (0.5 - 0.9)$ is the one-lag correlation coefficient. As to the useful primary data, it is now modeled as the deterministic target signal with $p$ independent basis modes (the target modes matrix $\mathbf{H}$ is a Vandermonde matrix with discrete complex exponential elements) and the abundance vector $\mathbf{\theta}$. The parameter $\mathbf{\theta}$ is unknown in practice, but for our scenario, it is possible to use the appropriate deterministic approximation $\mathbf{\theta} \in (0, 1)$.

The detection performance of the analyzed detectors depends on several parameters: (1) the difference between the statistical means of reflections from the sea and from the target, (2) the ratio of the variances of the signals from the sea and from the target, (3) the ratio of channel noise variances and reflections from the sea surface, (4) correlation factor of the reflections from the sea surface, (5) object fill factor, (6) sample size $N$, and (7) estimated number $p$ of harmonics in a signal reflected from a floating object. It is obvious that in the absence of differences in the
means and variances of the object and the background, the object (Gauss model) can be detected only in the presence of the differences in the covariance matrix or in the spectral composition.

In Fig. 1, the detection probability $P_D$ is shown as a function of the difference between mean values (measured in entire units between $-255$ and 255) of the reflections from the object and background for object fill factors $b = 1$ for three detectors: SpMD, MSpMD, and HMSD. The ratio between an object variance and background variance is equal to 1. These curves show the fact that MSpMD has a detection probability more than 0.93 even when there is no difference in the average values and variances of the object and background. This is because the MSpMD is sensitive to differences between a maximum frequency of the object and background reflections. The second term in Eq. (19) depends on the ratio of the energy spectra of the received signals at frequencies higher than the maximum object frequency in the presence and absence of an object. The received signals reflected from the sea plus channel noise are present under the null hypothesis, and in the presence of an object (alternative hypothesis), only channel noise is present ($b = 1$) on frequencies higher than the maximum object frequency. The SpMD is sensitive only to the contrast of the means and variances of the object and background and hence SpMD cannot detect the object in these conditions. The HMSD is also sensitive to contrast between the background and channel noise variances under null and alternative hypotheses at high frequencies. But the HMSD is not sensitive to changes in the shape of the background spectrum on frequencies higher than the maximum object frequency. Therefore, the detection efficiency of the HMSD is inferior to that of proposed detector MSpMD, which is sensitive to the mean, variance, and different spectrum shape of the received signal under null and alternative hypotheses. In Fig. 2, the object fill factor $b = 0.8$ with respect to $b = 1$ in the case of Fig. 1. All other object and background parameters are the same. One can see that the increasing the object fill factor for detectors increases the quality of detection for both detectors. Analysis of the graphs in Fig. 3 shows that increasing the sample size $N$ significantly increases the detection probability of the MSpMD. In Figs. 4 and 5, the performance of the MSpMD at object fill factor $b = 1$ and 0.6 is significantly higher than HMSFD and SpMD performances, respectively. Figures 4 and 6 show that the detection probability depends on the ratio between channel and background variances (0.01 and 0.04, respectively). This comparison shows that channel noise significantly affects the quality of the all detectors, but only the MSpMD’s performance remains high. In Fig. 7, the detection probability is shown as a function of the difference between mean values of the
Fig. 2 Detection probability versus difference between mean values of the object and background for the object fill factor $b = 0.8$, false alarm probability $F = 0.001$, channel variance/background variance = 0.005, object variance/background variance = 1, $p = 3$, $N = 10$, $\rho = 0.85$ (simulated data set).

Fig. 3 MSpMD detection probability versus difference between mean values of the object and background for different sample sizes $N = 10, 20, 30$, $b = 1$, $F = 0.001$, channel variance/background variance = 0.005, object variance/background variance = 1, $p = 5$, $N = 20$, $\rho = 0.85$ (simulated data set).
reflections from the object and background for object fill factors $b = 1$ at changing of the maximum frequency $p$ of the reflection from the object. When the maximum frequency $p$ is increased, the first term [Eq. (19)] is increased, but the second term [Eq. (19)] is decreased. Consequently, the detection probability can have the maximum when the valor $p$ is between 1 and maximum. In Fig. 8, the detection probability versus false alarm probability curves

---

**Fig. 4** Detection probability versus difference between mean values of the object and background for object fill factor $b = 1$, $F = 0.001$, channel variance/background variance = 0.01, object variance/background variance = 1, $p = 5$, $N = 20$, $\rho = 0.85$ (simulated data set).

**Fig. 5** Detection probability versus difference between mean values of the object and background for object fill factor $b = 0.6$, $F = 0.001$, channel variance/background variance = 0.01, object variance/background variance = 1, $p = 5$, $N = 20$, $\rho = 0.85$ (simulated data set).
**Fig. 6** Detection probability versus difference between mean values of the object and background for object fill factor $b = 1$, $F = 0.001$, channel variance/background variance = 0.04, object variance/background variance = 1, $p = 5$, $N = 20$, $\rho = 0.85$ (simulated data set).

**Fig. 7** MSpMD detection probability versus difference between mean values of the object and background for different number $p$ of the object harmonics, $b = 1$, $F = 0.001$, channel variance/background variance = 0.02, object variance/background variance = 1, $\rho = 0.8$, $N = 20$ (simulated data set).
show that the detection probability is decreased at small values of the false alarm probability, and the MSpMD provides a higher detection quality than the HMSD and SpMD.

To test the effectiveness of the MSpMD, HMSD, and SpMD, two series of experiments are conducted on the real dataset. We use two image sequences with 10,000 frames (Figs. 9, 10, 13, and 14) using the observed regions: $5 \times 5$ pixels (Fig. 10) and $7 \times 10$ (Fig. 14). The video camera had a velocity equal to 30 frame/s. Figure 11 shows the ROC curves of the floating plastic

Fig. 8 Detection probability versus false alarm probability for different $N$, $b = 0.8$, $p = 8$, channel variance/background variance = 0.01, object variance/background variance = 1, $\rho = 0.9$, $N = 30$ (simulated data set).

Fig. 9 An image of a floating plastic container 1 (marked observed region is $5 \times 5$ pixels).
container 1 for the observed region of $5 \times 5$ pixels (see Fig. 10). In this case, the object fill factor is different for different pixels. We consider two pixels’ sequences ($N = 30$ frames) marked in Fig. 10 (object fill factor $b = 0.5$ and $b = 1$). The experimental results show that the MSpMD detection performance significantly outperforms the HMSD at any object fill factor. Figures 9 and 10 show the case of the small barely discernible object. Figure 12 shows the ROC curves of the floating plastic container 2 for observed regions of $10 \times 10$ pixels (see Fig. 13). In this case, the object fill factor is different for different pixels. In this case, we consider two pixels’ sequences ($N = 30$ frames) marked in Fig. 14 (object fill factor $b = 0.6$ for pixel 1 and $b = 1$ for

---

**Fig. 10** The observed square region (marked in Fig. 9) with size $5 \times 5$ pixels and two marked pixels with different object fill factors $b$.

**Fig. 11** Real data set (see Figs. 9 and 10). Detection probability versus false alarm probability for different object fill factors for MSpMD and HMSD at $b = 1$ and $0.5$, $N = 30$, $p = 5$. 
The second experimental results show that the MSpMD detection performance significantly outperforms the HMSD at any object fill factor.

4 Conclusion

In this paper, we have proposed MSpMD for subpixel targets in the presence of the Gaussian unstructured background and noise. We derived the GLRT for the case where the part of the background spectra is estimated under the null and the alternative hypotheses. The proposed detector modifies the classical SpMD by adding the corrective term proportional to the energy
variation (under null and alternative statistical hypotheses) of the spectrum at frequencies more than the maximum object frequency. Numerical simulations and two series of experiments conducted on the real dataset show that the new detector MSpMD considerably outperforms the SpMD and the recently proposed HMSD. The MSpMD, HMSD, and SpMD efficiencies depend on contrast between mean and variance of the reflections from the background and object, the object fill factor, ratio channel noise variance-background variance, and number of pixels in received signal. However, only MSpMD is sensitive to the spectrum shape contrast of the received signal under null and alternative hypotheses. The MSpMD was demonstrated as an effective way of subpixel target detection in the case of barely discernible small floating objects.
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