ABSTRACT

Brain computer interfaces (BCI) usually have focused on classifying the explicitly-expressed intentions of humans. In contrast, implicit intentions should be considered to develop more intelligent systems. However, classifying implicit intention is more difficult than explicit intentions, and the difficulty severely increases for subject independent classification. In this paper, we address the subject independent classification of implicit intention based on electroencephalography (EEG) signals. Among many machine learning models, we use the support vector machine (SVM) with radial basis kernel functions to classify the EEG signals. The Fisher scores are evaluated after extracting the gamma, beta, alpha and theta band powers of the EEG signals from thirty electrodes. Since a more discriminant feature has a larger Fisher score value, the band powers of the EEG signals are presented to SVM based on the Fisher score. By training the SVM with 1-out-of-9 validation, the best classification accuracy is approximately 65% with gamma and theta components.
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1. INTRODUCTION

Alphago, which composed of “value network” to evaluate board positions and “policy networks” to select moves, is a machine learning system to play the game of Go [1]. The value and policy networks are deep convolutional neural networks [2] trained by a novel combination of supervised learning from human expert games and reinforcement learning from games of self-play. The matches of Go between Lee Sedol and Alphago extremely increase the interests of artificial intelligence (AI), especially AI based on machine learning.

Machine learning can be defined as a “Field of study that gives computers the ability to learn without being explicitly programmed” [3]. Owing to splendid progress of machine learning [2], [4], it is widely used to identify objects in images, generate captions of images, transcribe speech into text, match new items, and select relevant results of search [2]. Furthermore, the application area of machine learning spreads to bioinformatics [5] and hydrology [6], [7] etc.

Emotion is a very important characteristic of human and developing a human-like machine learning system requires emotion recognition by analyzing people’s speech, gesture, and facial expression [8]. The other important aspect of human is “implicit intention”. In many cases, humans explicitly express their intention in various ways. However, sometimes in a very important moment, humans do not explicitly express their intention but implicitly do.

Brain computer interfaces (BCIs) have focused on recognizing and responding to explicitly-expressed intentions [9], [10]. Surprisingly, there have been a few research to recognize humans’ implicit intention [11]-[13]. The implicit intention can be categorized into unexpressed and hidden intention. The hidden intention corresponds to whether or not a human’s explicitly-expressed intention is the same as the actual intention [11], [12]. The unexpressed intention is whether or not a human agrees with the others during conservation or sentence reading [13], [14].

Since electroencephalography (EEG) has non-invasive nature and high temporal resolution, many BCI technologies are based on EEG signals. Most recently, Dong et al. focused on the second category of implicit intention and reported the EEG-based classification of implicit intention during self-relevant sentence reading [13]. However, the best classification accuracy of 75.5% belongs to a subject dependent classification. This means that we can only classify the implicit intention of users whose EEG signals are already recorded and analyzed. For classifying implicit intention of unanalyzed users, we need a subject independent classifier. In this paper, we develop a subject independent classification of EEG signals to decide whether or not users agree with contents of self-relevant sentences.

2. EEG SIGNALS FOR IMPLICIT INTENTION

Cognitive processing of information in human brain is
closely related to EEG signals [15]. Specifically, there are power changes in frequency bands during language processing. Grammatical violations increase the theta band power, most at the temporal areas [16]. Also, the power increase in the gamma band is found at the frontal area in sentence processing [17]. The alpha band power decreases with semantic congruency [18], whereas the beta band power decreases owing to semantic violations [19]. These EEG-based studies are closely related to self-relevant sentences with strong responses. In this point of view, Dong et al. with computational neuro-systems laboratory (CNSL) at Korea Advanced Institute of Science and Technology (KAIST) presented the EEG-based subject dependent classification of implicit intention during self-relevant sentence reading [13].

The EEG signals for implicit intention by CNSL, KAIST, were measured from nine healthy right-handed Korean subjects [13]. For each subject, an experimental session consisted of 74 trials. The seventy four stimulating sentences for trials were selected from the Minnesota multiphasic personality inventory-II (MMPI-II) [20], one of the most frequently used standardized psychometric tests. All sentences were converted to contents block with SOV topology like ‘The experience of worrying over money’ and sentence-ending block such as ‘do exist’ or ‘do not exist’. After showing the contents block for four seconds and the sentence-ending block for two seconds, an asterisk image was presented for two seconds and subjects were instructed to answer whether or not they agreed with the statement. Here, the mission is to classify the subject’s implicit intention of ‘agreement’ and ‘disagreement’ by EEG signals during reading of contents block.

![Fig. 1. The location of thirty electrodes on a subject’s scalp.](Image)

The yellow electrodes were used to find effective time-frequency components

The EEG signals were recorded using the BrainAmp system and an EEG cap with thirty two electrodes [13]. Thirty electrodes were placed on each subject’s scalp as shown in Fig. 1 and two electrodes were positioned below subject’s left eye and left collarbone to record electrooculogram (EOG) and electrocardiogram (ECG), respectively. After removing artifacts from eye blinking, eye movement, and heartbeats by independent component analysis (ICA) algorithm [21], the time-frequency representations of the thirty EEG signals from subjects’ scalp were extracted by Morlet wavelet transform.

Based on fMRI studies with similar experiments [14], the yellow electrodes in Fig. 1 were used to find effective time-frequency components. Consequently, five time-frequency components were selected as (1) the gamma component (35Hz-45Hz) in 350~550ms, (2) the beta2 component (20Hz-26Hz) in 300~450ms, (3) the beta1 component (14Hz-17Hz) in 800~1,000ms, (4) the alpha component (9Hz-12Hz) in 300~700ms, and (5) the theta component (5Hz-7hz) in 400~1,000ms after the onset of the contents [13].

3. SUBJECT INDEPENDENT CLASSIFICATION OF IMPLICIT INTENTION

We use the EEG signals explained in the previous section for a subject independent classification of implicit intention [13]. A total of nine subjects were participated voluntarily and none of them had a history of mental disorder, significant physical illness, head injuries, neurological disorder, or alcohol or drug dependencies. Written informed consent was obtained from all subject and the study was approved by the institutional review board at KAIST. Throughout testing experiments for reliable and honesty responses, one trial data from Subject 5 and eleven trial data from Subject 6 were removed from the dataset. So, we have totally 653 trial data.

Since there are not separate sets of training and test data, we use 1-out of-9 validation method for training and performance evaluation of a classifier. That is, EEG signals from randomly chosen eight subjects among nine ones are used for training of a classifier and those from another subject are used for evaluating the test performance of classifier. Finally, the average of nine cases is the result of performance evaluation.

3.1 Fisher Score

Firstly, we extract the five time-frequency components in each electrode from Morlet wavelet transform of EEG signals. Since we do not know which component at which electrode is a good discriminant feature for classification, there must be a feature selection procedure before training a classifier. We adopt Fisher score to measure the discrimination ability of features [22]. For each time-frequency component, Fisher score for the i-th electrode is evaluated as

$$F_i = \frac{\sum_{k=1}^{K} n_k (\mu_k^i - \mu^i)^2}{\sum_{k=1}^{K} n_k (\sigma_k^i)^2},$$

where $n_k$ is the number of data in the $k$-th class, $\mu_k^i$ and $\sigma_k^i$ are the mean and standard deviation of the $k$-th class at the i-th electrode, respectively. Also, $\mu^i$ is the mean of whole data in the i-th electrode. Because we classify agreement or disagreement of EEG data, $K=2$. For each component, we evaluate Fisher score of training data and the data of top $T$ rank electrodes are used as inputs of a subject independent classifier.
3.2 Support Vector Machine

Nowadays, there have been great improvement of machine learning field, especially with deep architecture of neural networks [2]. However, deep neural networks (DNNs) have so many parameters to be tuned during training and the number of training samples also should be increased proportional to the number of parameters.

As explained in the first paragraph of the Section 3, it is very difficult to gather EEG data because of life-ethics problem and we have only 653 trial data supplied by CNSL, KAIST. So, among many machine learning models, we select the support vector machine (SVM) with radial basis function (RBF) kernels because of its’ better performance with less training samples [23]. SVM is deterministic and has few parameters to be tuned, while DNN is nondeterministic and has a lot of parameters.

Let’s assume that we have a data set \( \chi = \{ x^t, r^t \}_t \) where \( r^t = +1 \) if \( x^t \in C_1 \) and \( r^t = -1 \) if \( x^t \in C_2 \). Here, \( C_1 \) and \( C_2 \) denote the class 1 and class 2, respectively. Then, the key idea of SVM is to find an optimal discriminant hyperplane \( w \) and its bias \( b \) as shown in Fig. 2, where black circles are samples in \( C_1 \) and white circles are samples in \( C_2 \). For concrete separation of \( C_1 \) and \( C_2 \), the distance from the discriminant hyperplane to the closest sample on either side should be maximized. Thus, maximizing the margin subject to \( r^t ( w^T x^t - b ) \geq +1, \forall t \) is the quadratic programming problem. Here, as shown in Fig. 2, samples on the margin are support vectors.

If the data set \( \chi = \{ x^t, r^t \}_t \) cannot be separable by a hyperplane, we adopt a nonlinear kernel function which transforms the input data to another feature space. This allows the quadratic programming technique to fit the maximum margin hyperplane in a transformed feature space. Although the classifier is a hyperplane in the transformed feature space, it may be nonlinear in the original input data space. Since the classification of implicit intention with EEG signals is a nonlinear problem, we adopt a RBF as a kernel function and implement SVM using LIBSVM toolbox [24].

3.3 Simulations

Let’s summarize the simulation procedure for the subject independent classification of implicit intention as follows: 1) Extraction of time-frequency components: the five time-frequency components are extracted from Morlet wavelet transform of EEG signals. 2) 1-out-of-9 validation: Among whole time-frequency components of EEG signals for nine subjects with seventy four trials, we randomly select eight subjects’ time-frequency component data for training of SVM with RBF kernel and the other subject’s time-frequency component data for validating the test performance of SVM. Accordingly, we have nine sets of training and test data (named “training/test dataset1 ~ dataset9”). 3) Evaluation of Fisher score (Table. 1): We evaluate the discriminant ability of each time-frequency component at thirty electrodes based on Fisher score of a training dataset and the data of top 7 rank electrodes are presented to SVM. 4) Training of SVM: SVM with RBF kernel is trained using LIBSVM toolbox. 5) Averaging of performance evaluation (Fig. 3): After training of SVM for each training dataset, we evaluate the classification performance of SVM for the corresponding test dataset. Finally, we average the nine cases of classification performances for training and test datasets.

Among the nine cases, Table. 1 shows the six best electrodes for each time-frequency component based on Fisher score of training dataset1. For the theta component, the selected electrodes are located at the frontocentral regions (FC5, F4, and FC6), the parietal region (P7), temporoparietal region (TP9), and the centroparietal region (CP6). For the alpha component, the selected electrodes are at the occipital regions (O2, Oz, and O1), the frontocentral region (FC1 and Fz), and the parietal region (P7). For the beta1 component, the selected electrodes are at the frontocentral regions (F4 and FC2), the parietal region (P7), temporoparietal region (TP10), the temporal region (T8), and the central region (C4). For the beta2 component, the selected electrodes are at the occipital region (Oz), the frontal regions (Fp1 and Fp2), and the frontocentral regions (FC6, F8 and F2). For the gamma component, the selected electrodes are located at the frontocentral regions (F3, and Fz), centroparietal regions (CP2 and CP5), and the parietal regions (P7 and P2). Based on the above investigation, the frontocentral electrodes are the common locations to contain discriminant features of the five components. However, the importance of electrode position is different in each component since the rank orders are different component by component.

| Rank | Theta | Alpha | Beta1 | Beta2 | Gamma |
|------|-------|-------|-------|-------|-------|
| 1    | "FC5" | "O2"  | "F4"  | "Oz"  | "F3"  |
| 2    | "P7"  | "Oz"  | "FC2" | "Fp2" | "Fz"  |
| 3    | "F4"  | "FC1" | "P7"  | "Fp1" | "CP2" |
| 4    | "TP9" | "Fz"  | "TP10"| "FC6" | "CP5" |
| 5    | "CP6" | "P7"  | "T8"  | "F8"  | "P7"  |
| 6    | "FC6" | "O1"  | "C4"  | "Fz"  | "Pz"  |
Fig. 3 shows the classification performance after average of nine cases. Fig. 3(a) is the classification performance for training data (training accuracy) and (b) is that for test data (test accuracy). We attain 65.05% of test accuracy for four selected electrodes of the gamma component. Regarding the theta component, we attain 65.32% for five selected electrodes, 66.48% for twenty five selected electrodes, and 65.84% for whole thirty electrodes. The other components show inferior test accuracies. Also, there is a big discrepancy between the training and test accuracies, since the subject independent classification of implicit intention is a very difficult problem.

Dong et al. reported that they attained the best test accuracy of 75.5% with five gamma components in the subject dependent classification of implicit intention [13]. Comparing our result with the subject dependent case, there is approximately 10% of difference and this supports the difficulty of classifying EEG signals in subject independent case. So, there should be more efforts to improve the subject independent classification of EEG signals.

4. CONCLUSION

In this paper, we developed the subject independent classification of EEG signals to decide whether or not the user agrees with contents of self-relevant sentences. The classifier was implemented with the electrode selection of each time-frequency component based on Fisher score followed by training of SVM with RBF kernels using LIBSVM toolbox. The classification performance was evaluated by averaging the nine cases of 1-out-of-9 validation method and test accuracy was 65.05% with four gamma components and 65.32% with five theta components. The best test accuracy is 66.48% with twenty-five theta components.
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