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Abstract. We continue to investigate absolutely continuous spectrum of generalized indefinite strings. By following an approach of Deift and Killip, we establish stability of the absolutely continuous spectra of two more model examples of generalized indefinite strings under rather wide perturbations. In particular, one of these results allows us to prove that the absolutely continuous spectrum of the isospectral problem associated with the two-component Camassa–Holm system in a certain dispersive regime is essentially supported on the set \((-\infty, -1/2] \cup \{1/2, \infty\}\).

1. Introduction

In this paper, we continue our study of the absolutely continuous part of the spectrum of generalized indefinite strings initiated in [17]. We recall briefly (see Section 2 for further details) that a generalized indefinite string is a triple \((L, \omega, \upsilon)\) such that \(L \in (0, \infty]\), \(\omega\) is a real distribution in \(H_{\text{loc}}^{-1}(0, L)\) and \(\upsilon\) is a non-negative Borel measure on the interval \([0, L]\). Associated with such a triple is the ordinary differential equation

\[
-f'' = z \omega f + z^2 \upsilon f
\]

on \([0, L]\), where \(z\) is a complex spectral parameter. Spectral problems of this type are of interest for at least two reasons: Firstly, they constitute a canonical model for operators with simple spectrum; see [14, 19]. Secondly, they are of relevance in connection with certain completely integrable nonlinear wave equations, for which these kinds of spectral problems arise as isospectral problems. Arguably the most prominent examples hereby are the Camassa–Holm equation [6] and its two-component generalization [8]

\[
\begin{align*}
\rho_t - \rho_x &= -\left(u \rho \right)_x, \\
u_t - u_{xxx} &= 2u_xu_{xx} - 3uu_x + uu_{xxx} - \rho \rho_x,
\end{align*}
\]

Our main result in this regard can be deduced readily from Theorem 6.2 by standard arguments:
Theorem 1.1. Let \( u \) be a real-valued function in \( H^1(\mathbb{R}) \) and let \( \nu \) be a non-negative Borel measure on \( \mathbb{R} \) such that its singular part is finite and \( \rho - 1 \) belongs to \( L^2(\mathbb{R}) \), where \( \rho \) is the square root of the Radon–Nikodým derivative of \( \nu \). Then the essential spectrum of the spectral problem

\[
-\frac{g''}{4} + 1 = z \, \omega \, g + z^2 \nu \, g, \quad \omega = u - u'',
\]

coincides with the set \((-\infty, -1/2] \cup [1/2, \infty)\) and the absolutely continuous spectrum is of multiplicity two and essentially supported on \((-\infty, -1/2] \cup [1/2, \infty)\).

Spectral problems of the form (1.3) are of the same importance for the conservative Camassa–Holm flow [7, 8, 11, 12, 13, 20] as the one-dimensional Schrödinger operator for the Korteweg–de Vries equation. Theorem 1.1 is relevant because it covers a natural phase space for the two-component Camassa–Holm system; see also [18].

Results on spectral types, even for the special case of a Krein string

\[
-\frac{f''}{z} = \omega \, f,
\]

that is, when \( \omega \) is a non-negative Borel measure and \( \nu \) vanishes identically, are rather scarce (however, let us mention the two recent articles [3] and [4] by Bessonov and Denisov). The main reason for this lies in the fact that the spectral parameter appears in the \textit{wrong} place, which does not allow to view (1.4) as an additive perturbation immediately. Our approach to the absolutely continuous spectrum of generalized indefinite strings follows [17] and is based on the elegant ideas of Deift and Killip [9]. In order to implement this approach, we need two main ingredients: The first ingredient is a continuity property for the correspondence between generalized indefinite strings and their associated Weyl–Titchmarsh functions (see Section 2 for more details) obtained in [14, Proposition 6.2]. The second ingredient is a so-called \textit{dispersion relation} or \textit{trace formula}, which provides a relation between the spectral/scattering data and the coefficients in the differential equation, and hence allows to control the spectral measure by means of the coefficients. Such trace formulas are also of interest in connection with the aforementioned nonlinear wave equations because they give rise to conserved quantities of the flow. However, even for the two-component Camassa–Holm system, such trace formulas have not yet been stated explicitly in the literature to the best of our knowledge (although they can be derived from [20, 21] for sufficiently smooth coefficients). Due to the low regularity of our coefficients, the derivation of corresponding trace formulas will require more efforts, even compared to the cases considered in [17].

In conclusion, let us sketch the content of the article. Section 2 is of preliminary character and collects necessary notions and facts from the spectral theory of generalized indefinite strings. Section 3 contains the statements of our main results (Theorem 3.1 and Theorem 3.2) about the absolutely continuous spectrum for certain classes of generalized indefinite strings, which are rather strong perturbations of explicitly solvable models (Example A and Example B). Although we will not present the necessary details here, these perturbations can indeed be interpreted in a certain way as additive perturbations, which are only of Hilbert–Schmidt class in general however. Our main theorems will be proved in Sections 4 and 5 respectively. Even though we will generally follow the approach of [17] based on the method by Deift and Killip from [9], the necessary ingredients are not readily available for the present class of coefficients and need to be established first. In the final section,
we will then show how corresponding results for the spectral problem \([1,3]\) can be derived readily from Theorem \([5.2]\).

2. Generalized indefinite strings

We will first introduce several spaces of functions and distributions. For every fixed \(L \in (0, \infty)\), we denote with \(H^1_{\text{loc}}[0, L)\), \(H^1[0, L)\) and \(H^1_c[0, L)\) the usual Sobolev spaces. To be precise, this means

\[
(2.1) \quad H^1_{\text{loc}}[0, L) = \{ f \in AC_{\text{loc}}[0, L) \mid f' \in L^2_{\text{loc}}[0, L) \},
\]

\[
(2.2) \quad H^1[0, L) = \{ f \in H^1_{\text{loc}}[0, L) \mid f, f' \in L^2[0, L) \},
\]

\[
(2.3) \quad H^1_c[0, L) = \{ f \in H^1[0, L) \mid \text{supp}(f) \text{ compact in } [0, L) \}.
\]

The space of distributions \(H^{-1}_{\text{loc}}[0, L)\) is the topological dual of \(H^1_c[0, L)\). One notes that the mapping \(q \mapsto \chi\), defined by

\[
(2.4) \quad \chi(h) = -\int_0^L q(x)h'(x)dx, \quad h \in H^1_c[0, L),
\]

establishes a one-to-one correspondence between \(L^2_{\text{loc}}[0, L)\) and \(H^{-1}_{\text{loc}}[0, L)\). The unique function \(q \in L^2_{\text{loc}}[0, L)\) corresponding to some distribution \(\chi \in H^{-1}_{\text{loc}}[0, L)\) in this way will be referred to as the \textit{normalized anti-derivative} of \(\chi\). We say that a distribution in \(H^{-1}_{\text{loc}}[0, L)\) is \textit{real} if its normalized anti-derivative is real-valued almost everywhere on \([0, L)\).

A particular kind of distribution in \(H^{-1}_{\text{loc}}[0, L)\) arises from Borel measures on the interval \([0, L)\). In fact, if \(\chi\) is a complex-valued Borel measure on \([0, L)\), then we will identify it with the distribution in \(H^{-1}_{\text{loc}}[0, L)\) given by

\[
(2.5) \quad h \mapsto \int_{(0,L)} h \, d\chi.
\]

The normalized anti-derivative \(q\) of such a \(\chi\) is simply given by the left-continuous distribution function

\[
(2.6) \quad q(x) = \int_{(0,x)} \, d\chi
\]

for almost all \(x \in [0,L)\), as an integration by parts (use, for example, \([5, \text{Exercise} 5.8.112], [19, \text{Theorem} 21.67]\) shows).

In order to obtain a self-adjoint realization of the differential equation \((1.11)\) in a suitable Hilbert space later, we also introduce the function space

\[
(2.7) \quad \dot{H}^1[0, L) = \begin{cases} 
\{ f \in H^1_{\text{loc}}[0, L) \mid f' \in L^2[0, L), \lim_{x \to L} f(x) = 0 \}, & L < \infty, \\
\{ f \in H^1_{\text{loc}}[0, L) \mid f' \in L^2[0, L) \}, & L = \infty,
\end{cases}
\]

as well as the linear subspace

\[
(2.8) \quad \dot{H}^1_0[0, L) = \{ f \in \dot{H}^1[0, L) \mid f(0) = 0 \},
\]

which turns into a Hilbert space when endowed with the scalar product

\[
(2.9) \quad \langle f, g \rangle_{\dot{H}^1_0[0, L)} = \int_0^L f'(x)g'(x)^* \, dx, \quad f, g \in \dot{H}^1_0[0, L).
\]

Here and henceforth, we will use a star to denote complex conjugation. The space \(\dot{H}^1_0[0, L)\) can be viewed as a completion with respect to the norm induced by \((2.9)\) of the space of all smooth functions which have compact support in \((0, L)\). In
particular, the space $H^1_0(0, L)$ coincides algebraically and topologically with the usual Sobolev space $H^1_0(0, L)$ when $L$ is finite.

A generalized indefinite string is a triple $(L, \omega, v)$ such that $L \in (0, \infty]$, $\omega$ is a real distribution in $H^{-1}_{\text{loc}}(0, L)$ and $v$ is a non-negative Borel measure on the interval $(0, L)$. The corresponding normalized anti-derivative of the distribution $\omega$ will always be denoted with $w$ in the following. Associated with such a generalized indefinite string is the inhomogeneous differential equation
\begin{equation}
(2.10) \quad -f'' = z \omega f + z^2 v f + \chi,
\end{equation}
where $\chi$ is a distribution in $H^{-1}_{\text{loc}}(0, L)$ and $z$ is a complex spectral parameter. Of course, this differential equation has to be understood in a weak sense: A solution of (2.10) is a function $f \in H^1_{\text{loc}}(0, L)$ such that
\begin{equation}
(2.11) \quad \Delta_f h(0) + \int_0^L f'(x)h'(x)dx = z \omega(fh) + z^2 v(fh) + \chi(h), \quad h \in H^1_{\text{loc}}(0, L),
\end{equation}
for some constant $\Delta_f \in \mathbb{C}$. In this case, the constant $\Delta_f$ is uniquely determined and will be denoted with $f'(0-)$ for apparent reasons.

With this notion of solution, we are able to introduce the fundamental system of solutions $\theta(z, \cdot)$, $\phi(z, \cdot)$ of the homogeneous differential equation
\begin{equation}
(2.12) \quad -f'' = z \omega f + z^2 v f
\end{equation}
satisfying the initial conditions
\begin{equation}
(2.13) \quad \theta(z, 0) = \phi'(z, 0-) = 1, \quad \theta'(z, 0-) = \phi(z, 0) = 0,
\end{equation}
for every $z \in \mathbb{C}$; see [14, Lemma 3.2]. Even though the derivatives of these functions are only locally square integrable in general, there are unique left-continuous functions $\theta^{[1]}(z, \cdot)$, $\phi^{[1]}(z, \cdot)$ on $[0, L]$ such that
\begin{equation}
(2.14) \quad \theta^{[1]}(z, x) = \theta'(z, x) + zw(x)\theta(z, x), \quad \phi^{[1]}(z, x) = \phi'(z, x) + zw(x)\phi(z, x),
\end{equation}
for almost all $x \in [0, L]$; see [14, Equation (4.12)]. These functions will henceforth be referred to as quasi-derivatives of the solutions $\theta(z, \cdot)$, $\phi(z, \cdot)$. It follows from [14, Corollary 3.5] that the functions
\begin{equation}
(2.15) \quad z \mapsto \theta(z, x), \quad z \mapsto \theta^{[1]}(z, x), \quad z \mapsto \phi(z, x), \quad z \mapsto \phi^{[1]}(z, x),
\end{equation}
are real entire for every fixed $x \in [0, L]$. At the origin, when $z$ is zero, one readily infers that our fundamental system is given explicitly by
\begin{equation}
(2.16) \quad \theta(0, x) = 1, \quad \theta^{[1]}(0, x) = 0, \quad \phi(0, x) = x, \quad \phi^{[1]}(0, x) = 1,
\end{equation}
for all $x \in [0, L)$. More crucially, we will furthermore require the following formulas for the derivatives of these functions with respect to the spectral parameter at the origin, proved in [17, Section 4]. Here, let us note that differentiation with respect to the spectral parameter will be denoted with a dot and is always meant to be done after taking quasi-derivatives.

**Proposition 2.1.** For every $x \in [0, L)$, we have
\begin{equation}
(2.17) \quad \dot{\theta}(0, x) = - \int_0^x w(t)dt, \quad \dot{\theta}^{[1]}(0, x) = 0,
\end{equation}
\begin{equation}
(2.18) \quad \dot{\phi}(0, x) = \int_0^x \int_0^t w(s)ds dt - \int_0^x w(t)dt, \quad \dot{\phi}^{[1]}(0, x) = \int_0^x w(t)dt,
\end{equation}
as well as

\begin{align}
\ddot{\theta}(0, x) &= \left( \int_0^x w(t) dt \right)^2 - 2 \int_0^x \int_0^t w(s)^2 ds dt - 2 \int_0^x \int_{[0, t]} dv dt, \\
\ddot{\theta}^{[1]}(0, x) &= -2 \int_0^x w(t)^2 dt - 2 \int_{[0, x]} dv, \\
\ddot{\varphi}^{[1]}(0, x) &= \left( \int_0^x w(t) dt \right)^2 - 2 \int_0^x w(t)^2 t dt - 2 \int_{[0, x]} t dv(t).
\end{align}

A generalized indefinite string \((L, \omega, \upsilon)\) gives rise to a self-adjoint linear relation in a suitable Hilbert space. In order to introduce this object, we consider the space

\begin{equation}
\mathcal{H} = H_0^1[0, L] \times L^2([0, L); \upsilon),
\end{equation}

which turns into a Hilbert space when endowed with the scalar product

\begin{equation}
\langle f, g \rangle_{\mathcal{H}} = \int_0^L f_1'(x) g_1'(x) dx + \int_{[0, L]} f_2(x) g_2(x)^* dv(x), \quad f, g \in \mathcal{H}.
\end{equation}

The respective components of some vector \(f \in \mathcal{H}\) are hereby always denoted by adding subscripts, that is, with \(f_1\) and \(f_2\). Now the linear relation \(T\) in the Hilbert space \(\mathcal{H}\) is defined by saying that some pair \((f, g) \in \mathcal{H} \times \mathcal{H}\) belongs to \(T\) if and only if the two equations

\begin{align}
-f'' &= \omega g_1 + \upsilon g_2, \\
\upsilon f_2 &= \upsilon g_1,
\end{align}

hold. In order to be precise, the right-hand side of the first equation in (2.24) has to be understood as the \(H^{-1}_{\text{loc}}[0, L)\) distribution given by

\begin{equation}
h \mapsto \omega(g_1 h) + \int_{[0, L)} g_2 h dv.
\end{equation}

Moreover, the second equation in (2.24) holds if and only if \(f_2\) is equal to \(g_1\) almost everywhere on \([0, L)\) with respect to the measure \(\upsilon\). The linear relation \(T\) turns out to be self-adjoint in the Hilbert space \(\mathcal{H}\); see [14, Theorem 4.1].

A central object in the spectral theory for the linear relation \(T\) is the associated Weyl–Titchmarsh function \(m\). This function can be defined on \(\mathbb{C} \setminus \mathbb{R}\) by

\begin{equation}
m(z) = \frac{\psi''(z, 0-)}{z \psi(z, 0)}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\end{equation}

where \(\psi(z, \cdot)\) is the unique (up to constant multiples) non-trivial solution of the differential equation [2.12] which lies in \(H^1[0, L)\) and \(L^2([0, L); \upsilon)\), guaranteed to exist by [14, Lemma 4.2]. It has been shown in [14, Lemma 5.1] that the Weyl–Titchmarsh function \(m\) is a Herglotz–Nevanlinna function, that is, it is analytic, maps the upper complex half-plane \(\mathbb{C}_+\) into the closure of the upper complex half-plane and satisfies the symmetry relation

\begin{equation}
m(z)^* = m(z^*), \quad z \in \mathbb{C} \setminus \mathbb{R}.
\end{equation}

For this reason, the Weyl–Titchmarsh function \(m\) admits an integral representation, which takes the form

\begin{equation}
m(z) = c_1 z + c_2 - \frac{1}{L z} + \int_{\mathbb{R}} \frac{1}{\lambda - z} - \frac{\lambda}{1 + \lambda^2} d\mu(\lambda), \quad z \in \mathbb{C} \setminus \mathbb{R},
\end{equation}

where \(c_1, c_2, \lambda\) are constants.
for some constants $c_1, c_2 \in \mathbb{R}$ with $c_1 \geq 0$ and a non-negative Borel measure $\mu$ on $\mathbb{R}$ with $\mu(\{0\}) = 0$ for which the integral
\begin{equation}
\int_{\mathbb{R}} \frac{d\mu(\lambda)}{1 + \lambda^2}
\end{equation}
is finite. Here we employ the convention that whenever an $L$ appears in a denominator, the corresponding fraction has to be interpreted as zero if $L$ is infinite.

The measure $\mu$ turns out to be a spectral measure for the linear relation $T$ in the sense that the operator part of $T$ is unitarily equivalent to multiplication with the independent variable in $L^2(\mathbb{R}; \mu)$; see [14, Theorem 5.8]. Of course, this establishes an immediate connection between the spectral properties of the linear relation $T$ and the measure $\mu$. For example, the spectrum of $T$ coincides with the topological support of $\mu$ and thus can be read off the singularities of $m$ (more precisely, the function $m$ admits an analytic continuation away from the spectrum of $T$).

For the sake of simplicity, we shall always mean the spectrum of the corresponding linear relation when we speak of the spectrum of a generalized indefinite string in the following. The same convention applies to the various spectral types.

3. Absolutely continuous spectrum

In general, any kind of (simple) spectrum can arise from a generalized indefinite string; see [14] Theorem 6.1. Here we are interested in the absolutely continuous spectrum of a particular class of generalized indefinite strings, which are suitable perturbations of the following explicitly solvable case.

Example A. Let $S_0$ be the generalized indefinite string $(L_0, \omega_0, \nu_0)$ such that $L_0$ is infinite, the distribution $\omega_0$ is identically zero and the measure $\nu_0$ is the Lebesgue measure on $[0, \infty)$. We note that under these assumptions, the corresponding differential equation (2.12) simply reduces to
\begin{equation}
-f'' = z^2 f.
\end{equation}
For every $z \in \mathbb{C} \setminus \mathbb{R}$, the function $\psi_0(z, \cdot)$ given by
\begin{equation}
\psi_0(z, x) = \begin{cases} 
  e^{ix}, & x \in [0, \infty), \ z \in \mathbb{C}_+, \\
  e^{-ix}, & x \in [0, \infty), \ z \in \mathbb{C}_-
\end{cases}
\end{equation}
is a solution of this differential equation which lies in $\dot{H}^1([0, \infty))$ and $L^2([0, \infty))$. Consequently, the corresponding Weyl–Titchmarsh function $m_0$ is given explicitly by
\begin{equation}
m_0(z) = \frac{\psi_0'(z, 0)-}{z\psi_0(z, 0)} = \begin{cases} 
  i, & z \in \mathbb{C}_+, \\
  -i, & z \in \mathbb{C}_-
\end{cases}
\end{equation}
This guarantees that the spectrum of $S_0$ is purely absolutely continuous and coincides with $\mathbb{R}$.

In particular, the essential spectrum of $S_0$ coincides with the real line $\mathbb{R}$ and the absolutely continuous spectrum of $S_0$ is essentially supported on $\mathbb{R}$. The latter means that every subset of $\mathbb{R}$ with positive Lebesgue measure has positive measure with respect to the corresponding spectral measure $\mu_0$. It turns out that these two properties continue to hold under a rather wide class of perturbations.

1We denote with $\mathbb{C}_+$ the (open) upper complex half-plane and with $\mathbb{C}_-$ the (open) lower complex half-plane.
Let us point out here that the mapping
\begin{equation}
\int_0^\infty |w(x) - c|^2 \, dx + \int_0^\infty |\rho(x) - \eta|^2 \, dx + \int_{[0,\infty)} dv_s < \infty
\end{equation}
for a real constant $c$ and a positive constant $\eta$, where $w$ is the normalized anti-
derivative of $\omega$, $\rho$ is the square root of the Radon–Nikodým derivative of $\nu$ and $v_s$
is the singular part of $\nu$ (both with respect to the Lebesgue measure). Then the
essential spectrum of $S$ coincides with the real line $\mathbb{R}$ and the absolutely
continuous spectrum of $S$ is essentially supported on $\mathbb{R}$.

A proof for this result will be given in Section 4. In view of the applications
we have in mind (see Section 6), we are furthermore interested in perturbations of
another explicitly solvable case involving a positive parameter $\alpha$.

**Example B.** Let $S_\alpha$ be the generalized indefinite string $(L_\alpha, \omega_\alpha, v_\alpha)$ such that $L_\alpha$
is infinite, the distribution $\omega_\alpha$ is identically zero and the measure $v_\alpha$ is given by
\begin{equation}
\int_B dv_\alpha = \int_B \frac{1}{(1 + 2\alpha x)^2} \, dx
\end{equation}
for every Borel set $B \subseteq [0, \infty)$. We note that under these assumptions, the corre-
sponding differential equation \eqref{2.12} simply reduces to
\begin{equation}
-f''(x) = \frac{z^2}{(1 + 2\alpha x)^2} f(x), \quad x \in [0, \infty).
\end{equation}
For every $z \in \mathbb{C}_+ \cup (-\alpha, \alpha) \cup \mathbb{C}_-$, the function $\psi_\alpha(z, \cdot)$ given by\footnote{In the following, we will always take the branch of the square root $\sqrt{\cdot}$ with cut along the
positive semi-axis $[0, \infty)$ defined by $\sqrt{z} = |z|^\frac{1}{2} e^{i \arg(z)/2}$ with $\arg(z) \in [0, 2\pi)$.}
\begin{equation}
\psi_\alpha(z, x) = (1 + 2\alpha x)^\frac{i\sqrt{z^2 - \alpha^2}}{2\alpha} + \frac{i}{\lambda}, \quad x \in [0, \infty),
\end{equation}
is a solution of this differential equation which lies in $H^1[0, \infty)$ and $L^2([0, \infty); v_\alpha)$.
Let us point out here that the mapping
\begin{equation}
z \mapsto \sqrt{z^2 - \alpha^2}
\end{equation}
is analytic and has positive imaginary part on the domain $\mathbb{C}_+ \cup (-\alpha, \alpha) \cup \mathbb{C}_-$. Moreover,
the real line one has
\begin{equation}
\lim_{\epsilon \to 0} \sqrt{(\lambda \pm \epsilon i)^2 - \alpha^2} = \begin{cases}
\pm \sqrt{\lambda^2 - \alpha^2}, & \lambda \in (-\alpha, \alpha), \\
i\sqrt{\alpha^2 - \lambda^2}, & \lambda \in (-\alpha, \alpha), \\
\pm \sqrt{\lambda^2 - \alpha^2}, & \lambda \in [\alpha, \infty).
\end{cases}
\end{equation}
Now the corresponding Weyl–Titchmarsh function $m_\alpha$ is given explicitly by
\begin{equation}
m_\alpha(z) = \frac{\psi'_\alpha(z, 0^-)}{z \psi_\alpha(z, 0)} = \frac{i\sqrt{z^2 - \alpha^2} + \alpha}{z}, \quad z \in \mathbb{C} \setminus \mathbb{R}.
\end{equation}
This guarantees that the spectrum of $S_\alpha$ is purely absolutely continuous and coincides with the set $(-\infty, -\alpha] \cup [\alpha, \infty)$.

In particular, the essential spectrum of $S_\alpha$ coincides with the set $(-\infty, -\alpha] \cup [\alpha, \infty)$ and the absolutely continuous spectrum of $S_\alpha$ is essentially supported on $(-\infty, -\alpha] \cup [\alpha, \infty)$. These two properties are again preserved under a rather wide
class of perturbations.
Theorem 3.2. Let $S$ be a generalized indefinite string $(L, \omega, v)$ such that $L$ is infinite and
\[
\int_0^\infty |w(x) - c|^2 \, dx + \int_0^\infty \left| \rho(x) - \frac{\eta}{1 + 2\alpha x} \right|^2 \, dx + \int_{[0,\infty)} \rho \, d\nu_s(x) < \infty
\]
for a real constant $c$ and positive constants $\alpha$ and $\eta$, where $w$ is the normalized anti-derivative of $\omega$, $\rho$ is the square root of the Radon–Nikodým derivative of $v$ and $\nu_s$ is the singular part of $v$ (both with respect to the Lebesgue measure). Then the essential spectrum of $S$ coincides with the set $(-\infty, -\alpha/\eta] \cup [\alpha/\eta, \infty)$ and the absolutely continuous spectrum of $S$ is essentially supported on $(-\infty, -\alpha/\eta] \cup [\alpha/\eta, \infty)$.

Although the proof of this result is quite similar to the one for Theorem 3.1 in principle, it will be carried out separately in Section 5 due to differences in details.

Remark 3.3. In the special case when the distribution $\omega$ is identically zero, the spectral problem (2.12) reduces to a Krein string with a squared spectral parameter. By exploiting this observation, Theorem 3.1 and Theorem 3.2 also give new results about the absolutely continuous spectrum for a class of Krein strings that have not been covered previously in [17].

4. Proof of Theorem 3.1

To begin with, let us consider a particular class of generalized indefinite strings. We assume that $(L, \omega, v)$ is a generalized indefinite string such that $L$ is infinite and there is an $R > 0$ such that the normalized anti-derivative $w$ of $\omega$ is equal to zero almost everywhere on $[R, \infty)$ and the measure $\nu$ coincides with the Lebesgue measure on $[R, \infty)$. Under these assumptions, for every $z$ in the upper complex half-plane $\mathbb{C}_+$, there is a Jost solution $f(z, \cdot)$ of the differential equation (2.12) such that
\[
f(z, x) = e^{i\pi x} \quad x \in [R, \infty).
\]
We note that since the function $f(z, \cdot)$ clearly lies in $\mathcal{H}^1[0, \infty)$ and $L^2([0, \infty); \nu)$, the corresponding Weyl–Titchmarsh function $m$ is given by
\[
m(z) = \frac{f'(z, 0-)}{zf(z, 0)} \quad z \in \mathbb{C}_+.
\]

Next, we define the function $a$ on $\mathbb{C}_+$ via
\[
a(z) = \frac{izf(z, 0) + f'(z, 0-)}{2iz}, \quad z \in \mathbb{C}_+,
\]
which can be viewed as the reciprocal transmission coefficient when the differential equation is suitably extended to the full line. It has a unique continuation (denoted with $a$ as well for simplicity) to an entire function. In fact, if $\theta, \phi$ denotes the fundamental system of solutions of the differential equation (2.12) as in Section 2 then we may write
\[
f(z, x) = f(z, 0)\theta(z, x) + f'(z, 0-)\phi(z, x) \quad x \in [0, \infty), \quad z \in \mathbb{C}_+.
\]

Upon evaluating this function and its derivative at a point $r > R$, we get
\[
e^{izr} = f(z, 0)\theta(z, r) + f'(z, 0-)\phi(z, r),
\]
\[i\pi e^{izr} = f(z, 0)\theta^{[i]}(z, r) + f'(z, 0-)\phi^{[i]}(z, r),
\]
which we can solve for $f(z,0)$ and $f'(z,0-)$ to obtain

\begin{align}
(4.7) & \quad f(z,0) = e^{izr}(\phi^{[1]}(z,r) - iz\phi(z,r)), \\
(4.8) & \quad f'(z,0-) = e^{izr}(iz\theta(z,r) - \theta^{[1]}(z,r)).
\end{align}

Plugging this into the definition of $a$ shows that

\begin{equation}
(4.9) \quad 2e^{-izr}a(z) = \theta(z,r) - \frac{1}{iz}\theta^{[1]}(z,r) - iz\phi(z,r) + \phi^{[1]}(z,r), \quad z \in \mathbb{C}_+.
\end{equation}

Upon taking into account the second equality in (2.16), this identity guarantees that the function $a$ has a unique continuation to an entire function.

In a similar way, we introduce the function $b$ on $\mathbb{C}_+$ via

\begin{equation}
(4.10) \quad b(z) = \frac{izf(z,0) - f'(z,0-)}{2iz}, \quad z \in \mathbb{C}_+.
\end{equation}

As before, we see that $b$ can be continued to an entire function because of the identity

\begin{equation}
(4.11) \quad 2e^{-izr}b(z) = -\theta(z,r) + \frac{1}{iz}\theta^{[1]}(z,r) - iz\phi(z,r) + \phi^{[1]}(z,r), \quad z \in \mathbb{C}_+,
\end{equation}

which holds as long as $r > R$. Now it is a straightforward computation to verify that for real $\lambda$, we have

\begin{equation}
(4.12) \quad |a(\lambda)|^2 = |b(\lambda)|^2 + 1,
\end{equation}

which guarantees that $a$ has no zeros on the real axis. Furthermore, there are no zeros in the upper complex half-plane. In fact, if $z$ was a zero in $\mathbb{C}_+$, then

\begin{equation}
(4.13) \quad m(z) = \frac{f'(z,0-)}{zf(z,0)} = \frac{-izf(z,0)}{zf(z,0)} = -i,
\end{equation}

which is a contradiction to the fact that $m$ is a Herglotz–Nevanlinna function.

**Lemma 4.1.** For every $r > R$, there is an $\varepsilon > 0$ such that

\begin{align}
(4.14) & \quad \frac{\theta^{[1]}(iy,r)}{iy\theta(iy,r)} = -i + O(e^{-\varepsilon y}), \quad \frac{\phi^{[1]}(iy,r)}{iy\phi(iy,r)} = -i + O(e^{-\varepsilon y}),
\end{align}

as $y \to \infty$.

**Proof.** Let $r > R$ and choose an $\varepsilon > 0$ such that $\varepsilon < r - R$. Then the function $w$ is equal to zero almost everywhere on $[r - \varepsilon, \infty)$ and the measure $\nu$ coincides with the Lebesgue measure on $[r - \varepsilon, \infty)$. Therefore, we clearly have

\begin{align*}
\theta(z,x) &= z\theta(z,r - \varepsilon)\cos(z(x - r + \varepsilon)) + \theta^{[1]}(z,r - \varepsilon)\sin(z(x - r + \varepsilon)), \\
\theta^{[1]}(z,x) &= -z\theta(z,r - \varepsilon)\sin(z(x - r + \varepsilon)) + \theta^{[1]}(z,r - \varepsilon)\cos(z(x - r + \varepsilon)),
\end{align*}

for all $x > r - \varepsilon$ and $z \in \mathbb{C}$. This allows us to compute

\begin{align*}
\frac{\theta^{[1]}(z,r)}{z\theta(z,r)} &= \frac{-z\theta(z,r - \varepsilon)\sin(z\varepsilon) + \theta^{[1]}(z,r - \varepsilon)\cos(z\varepsilon)}{z\theta(z,r - \varepsilon)\cos(z\varepsilon) + \theta^{[1]}(z,r - \varepsilon)\sin(z\varepsilon)},
\end{align*}

which holds at least as long as $z \in \mathbb{C}_+$. Since one has

\begin{equation*}
\frac{\sin(iy\varepsilon)}{\cos(iy\varepsilon)} = i - 2i\frac{e^{-2\varepsilon y}}{1 + e^{-2\varepsilon y}} = i + O(e^{-2\varepsilon y})
\end{equation*}
as \( y \to \infty \) and also taking into account that the function
\[
m_{\varepsilon}(z) = -\frac{\theta^{[1]}(z, r - \varepsilon)}{z\theta(z, r - \varepsilon)}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]
is a Herglotz–Nevanlinna function so that \( m_{\varepsilon}(iy) = O(y) \) as \( y \to \infty \), we get
\[
\frac{\theta^{[1]}(iy, r)}{iy\theta(iy, r)} = -i\frac{1 - im_{\varepsilon}(iy) + O(e^{-2\varepsilon y})}{1 - im_{\varepsilon}(iy) + O(ye^{-2\varepsilon y})} = -i + O(e^{-\varepsilon y})
\]
as \( y \to \infty \). The proof of the corresponding claim for \( \phi \) is just the same. \( \square \)

We continue to denote by \( \rho \) the square root of the Radon–Nikodým derivative of \( \nu \) and by \( \nu_s \) the singular part of \( \nu \) (both with respect to the Lebesgue measure).

Lemma 4.2. The function \( a \) satisfies
\[
\limsup_{y \to \infty} \frac{1}{y} \log |a(iy)| = \int_{0}^{\infty} \rho(x) - 1 \, dx.
\]

Proof. By utilizing the connection between generalized indefinite strings and canonical systems (see [14, pp. 962–963]), it follows from the Krein–de Branges theorem [22, Theorem 4.26], [23, Theorem 11] that
\[
\limsup_{y \to \infty} \frac{1}{y} \log |\theta(iy, r)| = \int_{0}^{r} \rho(x) \, dx
\]
for any fixed \( r > R \). Upon denoting the function on the right-hand side of (4.9) by \( E \), we then have
\[
\frac{E(z)}{\theta(z, r)} = 1 + i\frac{\theta^{[1]}(z, r)}{z\theta(z, r)} - i\frac{z\phi(z, r)}{\theta(z, r)} + \frac{\phi^{[1]}(z, r)}{\theta(z, r)}
\]
\[
= 1 + i\frac{\theta^{[1]}(z, r)}{z\theta(z, r)} + \frac{z\phi(z, r)}{\theta(z, r)} \left( \frac{\phi^{[1]}(z, r)}{z\phi(z, r)} - i \right), \quad z \in \mathbb{C} \setminus \mathbb{R}.
\]
One notices that the function
\[
m_{r}(z) = \frac{z\phi(z, r)}{\theta(z, r)}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]
is a Herglotz–Nevanlinna function so that \( m_{r}(iy) = O(y) \) as \( y \to \infty \). Together with Lemma 4.1 this implies the estimate
\[
1 \leq \frac{|E(iy)|}{\theta(iy, r)} \leq Cy
\]
for some constant \( C \) and all large enough \( y > 0 \), yielding
\[
\limsup_{y \to \infty} \frac{1}{y} \log |E(iy)| = \int_{0}^{r} \rho(x) \, dx.
\]
This readily gives
\[
\limsup_{y \to \infty} \frac{1}{y} \log |a(iy)| = \limsup_{y \to \infty} \frac{1}{y} \log |E(iy)| - r = \int_{0}^{r} \rho(x) - 1 \, dx,
\]
which proves the claim since \( \rho \) is equal to one almost everywhere on \([r, \infty)\). \( \square \)

With these asymptotics, we are now able to derive the main trace formula.
Lemma 4.3. We have the identity

\[ 2 \pi \int_{\mathbb{R}} \frac{1}{\lambda^2} \log |a(\lambda)| d\lambda = \int_{0}^{\infty} |w(x)|^2 dx + \int_{0}^{\infty} |\rho(x) - 1|^2 dx + \int_{[0, \infty)} dv_s. \quad (4.16) \]

Proof. From the representation \(4.9\) for \(a\), together with the formulas in Proposition \([2.4]\) for the fundamental system \(\theta, \phi\), we see that \(a(0) = 1\) and after a straightforward computation furthermore that

\[ \dot{a}(0) = \frac{i}{2} \left( \int_{0}^{\infty} |w(x)|^2 dx + \int_{[0, r)} dv_s \right) \]

\[ = \frac{1}{2} \left( \int_{0}^{\infty} |w(x)|^2 dx + \int_{0}^{\infty} \rho(x)^2 dx + \int_{[0, \infty)} dv_s \right) \]

for any fixed \(r > R\). In particular, this yields the Taylor expansion

\[ a(z) = 1 - \frac{z}{2} \left( \int_{0}^{\infty} |w(x)|^2 dx + \int_{0}^{\infty} \rho(x)^2 dx - 1 dx + \int_{[0, \infty)} dv_s \right) + \mathcal{O}(z^2) \]

as \(z \to 0\), which entails that

\[ \log |a(\lambda)| = \mathcal{O}(\lambda^2) \quad (4.18) \]

as \(\lambda \to 0\) on the real line.

In view of the connection between generalized indefinite strings and canonical systems, it follows from \([22, \text{Theorem } 4.19]\) that the entire functions

\[ z \mapsto \theta(z, x), \quad z \mapsto \theta^{[1]}(z, x), \quad z \mapsto \phi(z, x), \quad z \mapsto \phi^{[1]}(z, x), \]

belong to the Cartwright class for every \(x \in [0, \infty)\) and hence so does the function \(a\). Therefore, it admits a Nevanlinna factorization \([24, \text{Theorem } 6.13]\) in the upper complex half-plane. As the function \(a\) has no zeros in \(\mathbb{C}^+ \cup \mathbb{R}\) and allows an analytic continuation across all of \(\mathbb{R}\), this factorization takes the form

\[ a(z) = C \exp \left\{ -i\beta z + \frac{1}{\pi i} \int_{\mathbb{R}} \left( \frac{1}{\lambda - z} - \frac{\lambda}{1 + \lambda^2} \right) \log |a(\lambda)| d\lambda \right\}, \quad z \in \mathbb{C}^+, \]

where \(C \in \mathbb{C}\) is a complex constant with modulus one and \(\beta\) is given by

\[ \beta = \int_{0}^{\infty} \rho(x) - 1 dx \]

in view of \([24, \text{Theorem } 6.15]\) and Lemma \(4.2\). Upon differentiating this expression, we get

\[ \frac{\dot{a}(z)}{a(z)} = -i \int_{0}^{\infty} \rho(x) - 1 dx + \frac{1}{\pi i} \int_{\mathbb{R}} \frac{1}{(\lambda - z)^2} \log |a(\lambda)| d\lambda, \quad z \in \mathbb{C}^+. \]

Now we readily obtain identity \(4.16\) by letting \(z\) tend to zero, employing \(4.17\) and noting that the limit of the integral on the right-hand side exists because of the asymptotics \(4.18\). \(\square\)

The crucial ingredient for our proof will be an estimate on the absolutely continuous spectrum of \((L, \omega, \nu)\). To this end, we first note that we have

\[ m(z) = \frac{a(z) - b(z)}{a(z) + b(z)}, \quad z \in \mathbb{C}^+. \quad (4.19) \]
Since the functions $a$ and $b$ are entire and satisfy the property \(4.12\) on the real line, one can conclude that the spectrum of \((L, \omega, \nu)\) is purely absolutely continuous with the corresponding spectral measure $\mu$ given by

\[
\mu(B) = \int_B g(\lambda) \, d\lambda
\]

for every Borel set $B \subseteq \mathbb{R}$, where $g$ is defined by

\[
g(\lambda) = \lim_{\varepsilon \to 0} \frac{-1}{\pi} \text{Im} \, m(\lambda + i\varepsilon) = \frac{1}{\pi |a(\lambda) + b(\lambda)|^2}, \quad \lambda \in \mathbb{R}.
\]

We note that the function $g$ is continuous and positive on $\mathbb{R}$.

**Corollary 4.4.** For every compact subset $\Omega$ of $\mathbb{R}\setminus\{0\}$, we have the estimate

\[
-\frac{1}{\pi} \int_{\Omega} \log (\rho(\lambda)C_\Omega \lambda^2) \frac{1}{\lambda^2} \, d\lambda \leq \int_0^\infty |w(x)|^2 \, dx + \int_0^\infty |\rho(x) - 1|^2 \, dx + \int_{[0, \infty)} \, d\nu_s,
\]

where $C_\Omega = 4\pi (\min_{\lambda \in \Omega} |\lambda|)^{-2}$ is a positive constant.

**Proof.** For every real $\lambda$, we first compute that

\[
\left|1 + \frac{a(\lambda) - b(\lambda)}{a(\lambda) + b(\lambda)}\right|^2 = \frac{4|a(\lambda)|^2}{|a(\lambda) + b(\lambda)|^2} = 4\pi|a(\lambda)|^2 g(\lambda)
\]

and on the other side that

\[
\left|1 + \frac{a(\lambda) - b(\lambda)}{a(\lambda) + b(\lambda)}\right| \geq \text{Re} \left(1 + \frac{a(\lambda) - b(\lambda)}{a(\lambda) + b(\lambda)}\right) = 1 + \frac{1}{|a(\lambda) + b(\lambda)|^2} \geq 1.
\]

In combination, this gives the bound

\[
\frac{1}{|a(\lambda)|^2} \leq 4\pi g(\lambda) \leq C_\Omega \lambda^2 g(\lambda)
\]

as long as $\lambda \in \Omega$, which allows us to estimate the integral

\[
-\frac{1}{\pi} \int_{\Omega} \log (\rho(\lambda)C_\Omega \lambda^2) \frac{1}{\lambda^2} \, d\lambda \leq \frac{1}{\pi} \int_{\Omega} \log |a(\lambda)|^2 \frac{1}{\lambda^2} \, d\lambda \leq \frac{2}{\pi} \int_{\mathbb{R}} \log |a(\lambda)| \frac{1}{\lambda^2} \, d\lambda,
\]

which yields the claim in view of Lemma 4.3. \(\square\)

With these auxiliary facts, we are now in position to prove our first theorem.

**Proof of Theorem 3.1.** Let us assume for now that $S$ is a generalized indefinite string $(L, \omega, \nu)$ such that $L$ is infinite and

\[
\int_0^\infty |w(x)|^2 \, dx + \int_0^\infty |\rho(x) - 1|^2 \, dx + \int_{[0, \infty)} \, d\nu_s < \infty,
\]

where $w$ is the normalized anti-derivative of $\omega$, $\rho$ is the square root of the Radon–Nikodým derivative of $\nu$ and $\nu_s$ is the singular part of $\nu$. We approximate $S$ in a suitable way by a sequence of generalized indefinite strings of the form considered before: For every $n \in \mathbb{N}$, let $(L_n, \omega_n, \nu_n)$ be the generalized indefinite string such that $L_n$ is infinite, the anti-derivative $w_n$ of $\omega_n$ is equal to $w$ almost everywhere on the interval $[0, n)$ as well as equal to zero almost everywhere on $[n, \infty)$ and the
measure $\nu_n$ coincides with $\nu$ on the interval $[0, n)$ as well as with the Lebesgue measure on $[n, \infty)$. Note that by construction, we then have

$$
\int_0^\infty |w_n(x)|^2 dx + \int_0^\infty |\rho_n(x) - 1|^2 dx + \int_{[0, \infty)} d\nu_n,s \\
\to \int_0^\infty |w(x)|^2 dx + \int_0^\infty |\rho(x) - 1|^2 dx + \int_{[0, \infty)} d\nu_s
$$

as $n \to \infty$, where $\rho_n$ is the square root of the Radon–Nikodým derivative of $\nu_n$ and $\nu_{n,s}$ is the singular part of $\nu_n$. Furthermore, it follows readily from [13 Proposition 6.2] that the corresponding Weyl–Titchmarsh functions $m_n$ converge locally uniformly to $m$. Thus the associated spectral measures $\mu_n$ certainly satisfy

$$
\int_\mathbb{R} g(\lambda) d\mu_n(\lambda) \to \int_\mathbb{R} g(\lambda) d\mu(\lambda), \quad n \to \infty,
$$

for every continuous function $g$ on $\mathbb{R}$ with compact support.

Now take a compact set $\Omega \subset \mathbb{R} \setminus \{0\}$ of positive Lebesgue measure. Due to the convergence of measures $\mu_n$ in (4.24) we have (see [1, Theorem 30.2])

$$
\mu(\Omega) \geq \limsup_{n \to \infty} \mu_n(\Omega) = \limsup_{n \to \infty} \int_\Omega \varrho_n(\lambda) d\lambda,
$$

where the functions $\varrho_n$ are given as in (4.21). An application of Jensen’s inequality [25, Theorem 3.3] then furthermore yields

$$
\mu(\Omega) \geq \limsup_{n \to \infty} D_\Omega \exp\left\{ \frac{1}{C_\Omega} \int_\Omega \log(\varrho_n(\lambda)C_\Omega \lambda^2) \frac{1}{\lambda^2} d\lambda \right\},
$$

where $C_\Omega$, $D_\Omega$ are positive constants defined as in Corollary 4.4 and by

$$
D_\Omega = \frac{1}{C_\Omega} \int_\Omega \frac{1}{\lambda^2} d\lambda.
$$

In view of the estimate in Corollary 4.4 and the convergence in (4.23), we can conclude that $\mu(\Omega)$ is indeed positive with

$$
\mu(\Omega) \geq D_\Omega \exp\left\{ \frac{-\pi}{C_\Omega D_\Omega} \left( \int_0^\infty |w(x)|^2 dx + \int_0^\infty |\rho(x) - 1|^2 dx + \int_{[0, \infty)} d\nu_s \right) \right\}.
$$

Since all Borel measures on $\mathbb{R}$ are regular, this readily implies that $\mu(\Omega)$ is positive for every Borel set $\Omega \subset \mathbb{R}$ of positive Lebesgue measure. With this fact, we have verified that the essential spectrum of $S$ coincides with the real line $\mathbb{R}$ and the absolutely continuous spectrum of $S$ is essentially supported on $\mathbb{R}$.

In order to finish the proof of Theorem 3.1 let us suppose that $S$ is a generalized indefinite string $(L, \omega, \nu)$ such that $L$ is infinite and (3.4) holds for a real constant $c$ and a positive constant $\eta$. We consider the generalized indefinite string $(L, \tilde{\omega}, \tilde{\nu})$, where $\tilde{\omega}$ is defined via its normalized anti-derivative $\tilde{\omega}$ by

$$
\tilde{w} = \frac{w - c}{\eta}
$$

and $\tilde{\nu} = \eta^{-2} \nu$. Since $(L, \tilde{\omega}, \tilde{\nu})$ satisfies the assumptions imposed before, we infer that the essential spectrum of $(L, \tilde{\omega}, \tilde{\nu})$ coincides with the real line $\mathbb{R}$ and its absolutely continuous spectrum is essentially supported on $\mathbb{R}$. However, as the corresponding Weyl-Titchmarsh functions $m$ and $\tilde{m}$ are related via

$$
m(z) = \eta \tilde{m}(\eta z) + c, \quad z \in \mathbb{C} \setminus \mathbb{R},
$$
the same is true for $S$. \hfill $\square$

5. Proof of Theorem 3.2

Before we begin, let us introduce the function $k$ on $\mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-$ by
\begin{equation}
k(z) = \sqrt{z^2 - 1}, \quad z \in \mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-, \end{equation}
where we continue to use the square root as it was defined in Section 3. One notes that the function $k$ is analytic, has positive imaginary part and satisfies
\begin{equation}
-k(z)^* = k(z^*), \quad z \in \mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-.
\end{equation}

For convenience, we will extend $k$ to all of $\mathbb{C}$ by setting
\begin{equation}
k(\lambda) = \begin{cases}
-\sqrt{\lambda^2 - 1}, & \lambda \in (-\infty, -1], \\
\sqrt{\lambda^2 - 1}, & \lambda \in [1, \infty),
\end{cases}
\end{equation}
so that $k$ is continuous on the closed upper complex half-plane $\mathbb{C}_+ \cup \mathbb{R}$.

We assume that $(L, \omega, \nu)$ is a generalized indefinite string such that $L$ is infinite and there is an $R > 0$ such that the normalized anti-derivative $w$ of $\omega$ is equal to zero almost everywhere on $[R, \infty)$ and the measure $\nu$ coincides with $\nu_1$ (recall Example 3 on $[R, \infty)$). In addition, let us also suppose that $w$ and $\rho$ are equal to piecewise constant functions almost everywhere on the interval $[0, R]$ and that the support of the measure $\nu_s$ is a finite set, where $\rho$ is the square root of the Radon–Nikodým derivative of $\nu$ and $\nu_s$ is the singular part of $\nu$ (both with respect to the Lebesgue measure). Finally, we will also assume that $w$ is equal to zero and $\rho$ is positive almost everywhere in a neighborhood of $R$. The set of generalized indefinite strings defined in this way will be denoted by $\mathcal{F}$ for easy reference later on. Under these assumptions, for every $z \in \mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-$, there is a Jost solution $f(z, \cdot)$ of the differential equation (2.12) such that
\begin{equation}
f(z, x) = (1 + 2x) \frac{(ik(z) + 1)(iz + 1)}{2ik(z)}, \quad x \in [R, \infty).
\end{equation}

We note that since the function $f(z, \cdot)$ clearly lies in $\dot{H}^1[0, \infty)$ and $L^2([0, \infty); \nu)$, the corresponding Weyl–Titchmarsh function $m$ is given by
\begin{equation}
m(z) = \frac{f'(z, 0-)}{zf(z, 0)}, \quad z \in \mathbb{C} \setminus \mathbb{R}.
\end{equation}

Next, we define the function $a$ on $\mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-$ by
\begin{equation}
a(z) = \frac{(ik(z) - 1)f(z, 0) + f'(z, 0-)}{2ik(z)}, \quad z \in \mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-.
\end{equation}

If we denote with $\theta, \phi$ the fundamental system of solutions of the differential equation (2.12) as in Section 2 then we may write
\begin{equation}
f(z, x) = f(z, 0)\theta(z, x) + f'(z, 0-)\phi(z, x), \quad x \in [0, \infty),
\end{equation}
for every $z \in \mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-$. Upon evaluating this function and its derivative at the point $R$, we get
\begin{equation}
(1 + 2R) \frac{(ik(z) + 1)^{1/4} - 1}{2} = f(z, 0)\theta(z, R) + f'(z, 0-)\phi(z, R),
\end{equation}
\begin{equation}
(ik(z) + 1)(1 + 2R) \frac{(ik(z) + 1)^{1/4} - 1}{2} = f(z, 0)\theta[1](z, R) + f'(z, 0-)\phi[1](z, R),
\end{equation}
where $\theta[1]$ and $\phi[1]$ are functions which are equal to $\sqrt{\theta}$ and $\sqrt{\phi}$, respectively, on $[0, R)$.
which we can solve for \( f(z,0) \) and \( f'(z,0-) \) to obtain
\[
\begin{align*}
(5.10) \quad f(z,0) &= (1 + 2R)\frac{ik(z)+1}{z} \phi^{[1]}(z, R) - (ik(z)+1)(1 + 2R)\frac{ik(z)+1}{z} \phi(z, R), \\
(5.11) \quad f'(z,0-) &= (ik(z)+1)(1 + 2R)\frac{ik(z)+1}{z} \theta(z, R) - (1 + 2R)\frac{ik(z)+1}{z} \theta^{[1]}(z, R).
\end{align*}
\]

Plugging this into the definition of \( a \) shows that
\[
2ik(z)(1 + 2R)\frac{ik(z)+1}{z} a(z) = \frac{ik(z)+1}{1 + 2R} \theta(z, R) - \theta^{[1]}(z, R)
\]
\[
+ \frac{z^2}{1 + 2R}\phi(z, R) + (ik(z) - 1)\phi^{[1]}(z, R),
\]
which guarantees that \( a \) is analytic on \( \mathbb{C}_+ \cup (-1,1) \cup \mathbb{C}_- \). Moreover, we see that the function \( a \) admits a unique continuation (denoted with \( a \) as well for simplicity) to \( \mathbb{C} \setminus \{-1,1\} \) such that \( a \) is continuous on \( \mathbb{C}_+ \cup (-\infty, -1) \cup (-1,1) \cup (1,\infty) \). It can now be verified using relation \( 5.2 \) that the modulus of \( a \) is actually continuous on all of \( \mathbb{C} \setminus \{-1,1\} \).

In a similar way, we introduce the function \( b \) on \( \mathbb{C}_+ \cup (-1,1) \cup \mathbb{C}_- \) via
\[
(5.13) \quad b(z) = \frac{(ik(z)+1)f(z,0) - f'(z,0-)}{2ik(z)}, \quad z \in \mathbb{C}_+ \cup (-1,1) \cup \mathbb{C}_-.
\]

As before, we see that \( b \) is analytic on \( \mathbb{C}_+ \cup (-1,1) \cup \mathbb{C}_- \) because of the identity
\[
(5.14) \quad 2ik(z)(1 + 2R)\frac{ik(z)+1}{z} b(z) = -\frac{ik(z)+1}{1 + 2R} \theta(z, R) + \theta^{[1]}(z, R)
\]
\[
- \frac{(ik(z)+1)^2}{1 + 2R}\phi(z, R) + (ik(z) + 1)\phi^{[1]}(z, R),
\]
and that the function \( b \) admits a unique continuation to \( \mathbb{C} \setminus \{-1,1\} \) such that \( b \) is continuous on \( \mathbb{C}_+ \cup (-\infty, -1) \cup (-1,1) \cup (1,\infty) \). Now it is a straightforward but lengthy computation to verify that for \( \lambda \in (-\infty, -1) \cup (1,\infty) \) we have
\[
(5.15) \quad |a(\lambda)|^2 = |b(\lambda)|^2 + 1,
\]
which guarantees that \( a \) has no zeros in \( (-\infty, -1) \cup (1,\infty) \). Furthermore, there are also no zeros of \( a \) in \( \mathbb{C} \setminus \mathbb{R} \). In fact, if \( z \) was a zero in \( \mathbb{C} \setminus \mathbb{R} \), then we would have
\[
(5.16) \quad f'(z,0-) = -(ik(z) - 1)f(z,0),
\]
so that (recall that \( m_1 \) in Example [3] is a Herglotz–Nevanlinna function)
\[
(5.17) \quad m(z) = \frac{f'(z,0-)}{zf(z,0)} = \frac{1 - ik(z)}{z} = \frac{1}{m_1(z)},
\]
which is a contradiction to the fact that \( m \) is a Herglotz–Nevanlinna function. This guarantees that all zeros of \( a \) indeed have to lie on the interval \((-1,1) \). In order to prove that there are at most finitely many such zeros, we first show that the function \( f(\cdot,0) \) has only finitely many zeros in \((-1,1) \). To this end, we note that the zeros of \( f(\cdot,0) \) are precisely the solutions of the equation
\[
(5.18) \quad -\frac{\phi^{[1]}(z, R)}{z\phi(z, R)} = -\frac{1 + ik(z)}{z(1 + 2R)}.
\]
Since the left-hand side is a meromorphic Herglotz–Nevanlinna function and the right-hand side is strictly decreasing on \((-1,1) \), we may conclude that there are only finitely many solutions of this equation (as the function on the left-hand side
must have a pole between any two solutions). It remains to note that the zeros of \( a \) are precisely the solutions of the equation
\[
(f'(z,0-)) = \frac{1 - ik(z)}{zf(z,0)}. \tag{5.19}
\]
Again, since the left-hand side is a Herglotz–Nevanlinna function and the right-hand side is strictly decreasing on \((-1,0)\) and on \((0,1)\), this equation can have at most finitely many solutions (because one can find a zero of \( f(\cdot,0) \) between any two solutions of the same sign). In conclusion, we are able to enumerate the zeros of \( a \), repeated according to multiplicity, by \( \kappa_1, \ldots, \kappa_N \).

**Lemma 5.1.** There is an \( \varepsilon > 0 \) such that
\[
\theta[t](iy,R) = -ic + O(e^{-\varepsilon y}), \quad \phi[t](iy,R) = -ic + O(e^{-\varepsilon y}), \tag{5.20}
\]
as \( y \to \infty \) for some positive constant \( c \).

**Proof.** By our assumptions, there is a \( \delta > 0 \) such that \( w \) is equal to zero and \( \rho \) is equal to some positive constant \( c \) almost everywhere on \([R-\delta,R]\). Furthermore, we can choose \( \delta \) such that \([R-\delta,R]\) is a null set with respect to \( \nu_s \). It now follows as in the proof of Lemma 4.1 that (5.20) holds with \( \varepsilon = c\delta \). \[\square\]

With this auxiliary fact, we are able to determine the asymptotics of \( a \) next.

**Lemma 5.2.** The function \( a \) satisfies
\[
\limsup_{y \to \pm\infty} \frac{1}{|y|} \log |a(iy)| = \int_{0}^{\infty} \rho(x) - \frac{1}{1 + 2x} \, dx. \tag{5.21}
\]

**Proof.** Let us first recall that
\[
\limsup_{y \to \pm\infty} \frac{1}{|y|} \log |\theta(iy,R)| = \int_{0}^{R} \rho(x) \, dx.
\]
Upon denoting the function on the right-hand side of (5.12) by \( E \), we then have
\[
E(z) = \frac{ik(z) + 1}{z(1 + 2R)} - \frac{\theta[t](z,R)}{z\theta(z,R)} + \frac{z\phi(z,R)}{(1 + 2R)\theta(z,R)} + \frac{(ik(z) - 1)\phi[t](z,R) - \theta[t](z,R)}{z\theta(z,R)} + \frac{z\phi(z,R)}{(1 + 2R)\theta(z,R)} + \frac{ik(z) - 1}{z\phi(z,R)} \phi[t](z,R)
\]
for all \( z \in \mathbb{C}\setminus\mathbb{R} \). One notices that
\[
\frac{k(iy)}{1/|y|} = \sqrt{1 + y^{-2}} = 1 + O(y^{-2})
\]
as \( y \to \pm\infty \) and since the function
\[
m_R(z) = \frac{z\phi(z,R)}{\theta(z,R)}, \quad z \in \mathbb{C}\setminus\mathbb{R},
\]
is a Herglotz–Nevanlinna function, we also have \( m_R(iy) = O(|y|) \) as \( y \to \pm\infty \). Together with Lemma 5.1, this implies the estimate
\[
\frac{1}{1 + 2R} \leq \left| \frac{E(iy)}{|iy\theta(iy,R)|} \right| \leq C|y|
\]
for some constant $C$ and all large enough $y$, yielding
\[
\limsup_{y \to \pm \infty} \frac{1}{|y|} \log |E(iy)| = \int_0^R \rho(x) \, dx.
\]
This readily gives
\[
\limsup_{y \to \pm \infty} \frac{1}{|y|} \log |a(iy)| = \limsup_{y \to \pm \infty} \frac{1}{|y|} \log |E(iy)| - \frac{\log(1 + 2R)}{2}
= \int_0^R \rho(x) - \frac{1}{1 + 2x} \, dx,
\]
which proves the claim since the integrand vanishes almost everywhere on $[R, \infty)$. □

In order to obtain a suitable factorization of the function $a$, we first introduce
the function $\zeta$ via
\[
\zeta(z) = z + k(z), \quad z \in \mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-.
\]
We note that $\zeta$ maps the domain $\mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-$ conformally onto $\mathbb{C}_+$, with
inverse given by the Zhukovsky map
\[
\zeta^{-1}(z) = \frac{1}{2} \left( z + \frac{1}{z} \right), \quad z \in \mathbb{C}_+,
\]
so that in particular one has
\[
k(\zeta^{-1}(z)) = z - \zeta^{-1}(z) = \frac{1}{2} \left( z - \frac{1}{z} \right), \quad z \in \mathbb{C}_+.
\]

**Lemma 5.3.** The function $a$ admits the factorization
\[
a(z) = C \prod_{n=1}^N \frac{\zeta(z) - \zeta(\kappa_n)}{\zeta(z) - \zeta(\kappa_n)} \exp\left\{ -i \beta k(z) + \frac{1}{\pi i} \int_{|\lambda| > 1} \frac{k(z) \log |a(\lambda)|}{\lambda - z} k(\lambda) \, d\lambda \right\}
\]
for all $z \in \mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-$, where $C$ is a complex constant with modulus one and
$\beta$ is given by
\[
\beta = \int_0^\infty \rho(x) - \frac{1}{1 + 2x} \, dx.
\]

**Proof.** Define the analytic function $A$ on $\mathbb{C}_+$ by
\[
A(z) = a(\zeta^{-1}(z)), \quad z \in \mathbb{C}_+,
\]
and note that identity (5.12) then becomes
\[
i \left( z - \frac{1}{z} \right) (1 + 2R)^{-\frac{1}{2}} (\zeta^{-1}(z) - \frac{1}{2}) A(z)
= \frac{1}{2} k(z) + \frac{1}{1 + 2R} \theta(\zeta^{-1}(z), R) - \theta[i(\zeta^{-1}(z), R)]
+ \frac{\zeta^{-1}(z)^2}{1 + 2R} \theta(\zeta^{-1}(z), R) + \left( \frac{i}{2} \left( z - \frac{1}{z} \right) - 1 \right) \theta[i(\zeta^{-1}(z), R)],
\]
which holds for all $z \in \mathbb{C}_+$. We also mention that $\zeta$ maps the zeros of the function
$a$ precisely to the zeros of the function $A$ so that $\zeta(\kappa_1), \ldots, \zeta(\kappa_N)$ are the zeros of
is a linear combination of functions of the form

\[ z \mapsto \theta(z, R), \quad z \mapsto \theta^{(1)}(z, R), \quad z \mapsto z\phi(z, R), \quad z \mapsto \phi^{(1)}(z, R), \]

is a linear combination of functions of the form

\[ z \mapsto p(z)e^{irz} \]

with \( p \) a polynomial and \( r \) a real constant. In conjunction with this observation, we may conclude from the representation \((5.27)\) that \( A \) is of bounded type and hence admits a Nevanlinna factorization

\[ A(z) = C \prod_{n=1}^{N} \frac{z - \zeta(\kappa_n)}{z - \zeta(\kappa_n)} \exp \left\{ -i\gamma_\infty z + \frac{i\gamma_0}{z} + \frac{1}{\pi i} \int_{\mathbb{R}} \left( \frac{1}{t - z} - \frac{t}{1 + t^2} \right) \log K(t) dt \right\} \]

for all \( z \in \mathbb{C}_+ \), where \( C \) is a complex constant with modulus one, \( \gamma_\infty \) is given by

\[ \gamma_\infty = \lim_{y \to \infty} \frac{1}{y} \int_{\mathbb{R}} \log |A(iy)| dy = \lim_{y \to \infty} \frac{1}{y} |\zeta^{-1}(iy)| \log |a(\zeta^{-1}(iy))| |\zeta^{-1}(iy)| \]

\[ = \frac{1}{2} \int_{0}^{\infty} \rho(x) - \frac{1}{1 + 2x} dx \]

in view of Lemma \([5.2] \), \( \gamma_0 \) is similarly given by

\[ \gamma_0 = \lim_{\varepsilon \to 0} \varepsilon \log |A(\varepsilon i)| = \lim_{\varepsilon \to 0} \varepsilon |\zeta^{-1}(\varepsilon i)| \log |a(\zeta^{-1}(\varepsilon i))| |\zeta^{-1}(\varepsilon i)| \]

\[ = \frac{1}{2} \int_{0}^{\infty} \rho(x) - \frac{1}{1 + 2x} dx, \]

and the function \( K \) is given by (recall here that \(|a|\) is continuous on all of \( \mathbb{C} \setminus \{-1, 1\} \))

\[ K(t) = \lim_{\varepsilon \to 0} |A(t + \varepsilon i)| = \lim_{\varepsilon \to 0} |a(\zeta^{-1}(t + \varepsilon i))| = \left| a \left( \frac{1}{2} \left( t + \frac{1}{t} \right) \right) \right| \]

for almost all \( t \in \mathbb{R} \). After a few substitutions, we find that

\[ \int_{\mathbb{R}} \left( \frac{1}{1 + t^2} - \frac{t}{1 + t^2} \right) \log K(t) dt \]

\[ = \int_{|t|<1} \left( \frac{1}{1 + t^2} - \frac{t}{1 + t^2} \right) \log K(t) dt + \int_{|t|>1} \left( \frac{1}{1 + t^2} - \frac{t}{1 + t^2} \right) \log K(t) dt \]

\[ = \int_{|t|>1} \left( \frac{1}{1 + t^2} - \frac{t}{1 + t^2} \right) \log \left| a \left( \frac{1}{2} \left( \frac{1}{t} + \frac{1}{t} \right) \right) \right| \frac{1}{t^2} dt \]

\[ + \int_{|t|>1} \left( \frac{1}{1 + t^2} - \frac{t}{1 + t^2} \right) \log \left| a \left( \frac{1}{2} \left( t + \frac{1}{t} \right) \right) \right| dt \]

\[ = \int_{|t|>1} \left( 1 - \frac{1}{t^2} \right) \log \left| a \left( \frac{1}{2} \left( \frac{1}{t} + \frac{1}{t} \right) \right) \right| dt \]

\[ = \int_{|\lambda|>1} \frac{k(\zeta^{-1}(z))}{\lambda - \zeta^{-1}(z)} \log |a(\lambda)| d\lambda \]

for all \( z \in \mathbb{C}_+ \), which readily yields the claim. \( \Box \)

Our factorization of the function \( a \) now gives rise to the desired trace formulas.
Lemma 5.4. We have the identities

\begin{equation}
- \sum_{n=1}^{N} \sqrt{1 - \kappa_n^2} + \frac{1}{\pi} \int_{|\lambda|>1} \left| \frac{1}{\lambda^2} \frac{\log |a(\lambda)|}{k(\lambda)} \right| d\lambda = \int_{0}^{\infty} w(x) dx,
\end{equation}

\begin{equation}
\frac{1}{2} \sum_{n=1}^{N} \log \frac{1 + \sqrt{1 - \kappa_n^2}}{1 - \sqrt{1 - \kappa_n^2}} - \frac{1}{\pi} \int_{|\lambda|>1} \left| \frac{1}{\lambda} \frac{\log |a(\lambda)|}{k(\lambda)} \right| d\lambda = \int_{0}^{\infty} \rho(x) - \frac{1}{1+2x} dx,
\end{equation}

and

\begin{equation}
\sum_{n=1}^{N} \sqrt{1 - \kappa_n^2} + \frac{1}{2} \sum_{n=1}^{N} \log \frac{1 - \sqrt{1 - \kappa_n^2}}{1 + \sqrt{1 - \kappa_n^2}} + \frac{2}{\pi} \int_{|\lambda|>1} \left| \frac{\lambda^2 - 1}{\lambda^3} \frac{\log |a(\lambda)|}{k(\lambda)} \right| d\lambda
= \int_{0}^{\infty} |w(x)|^2 (1+2x) dx + \int_{0}^{\infty} \rho(x) - \frac{1}{1+2x} dx
+ \int_{[0,\infty)} (1+2x) dv_s(x).
\end{equation}

Proof. Evaluating \([5.12]\) at zero and noting that \(k(0) = i\), we first see that \(a(0) = 1\). After differentiating \([5.12]\), evaluating at zero, noting that \(\tilde{k}(0) = 0\) and employing the formulas in Proposition \([2.1]\) we get that

\begin{equation}
\hat{a}(0) = \int_{0}^{\infty} w(x) dx.
\end{equation}

Differentiating \([5.12]\) once more, evaluating at zero, noting that \(\tilde{k}(0) = -i\) and using the formulas in Proposition \([2.1]\) again finally gives

\begin{equation}
\hat{a}(0) = \left( \int_{0}^{\infty} w(x) dx \right)^2 - \int_{0}^{\infty} |w(x)|^2 (1+2x) dx
- \int_{0}^{R} \rho(x) (1+2x) dx + \frac{\log(1+2R)}{2} - \int_{[0,\infty)} (1+2x) dv_s(x).
\end{equation}

On the other side, we evaluate \([5.25]\) at zero and take absolute values to obtain

\begin{equation}
\beta = \frac{1}{2} \sum_{n=1}^{N} \log \frac{1 + \sqrt{1 - \kappa_n^2}}{1 - \sqrt{1 - \kappa_n^2}} + \frac{1}{\pi} \int_{|\lambda|>1} \left| \frac{1}{\lambda} \frac{\log |a(\lambda)|}{k(\lambda)} \right| d\lambda,
\end{equation}

which yields identity \([5.29]\) in view of \([5.26]\). Using \([5.25]\) to compute the logarithmic derivative of \(a\), we arrive at

\begin{equation}
\frac{\hat{a}(z)}{a(z)} = \sum_{n=1}^{N} \frac{\dot{\zeta}(z) i \sqrt{1 - \kappa_n^2}}{z - \kappa_n} - i \beta \hat{k}(z) + \frac{1}{\pi i} \int_{|\lambda|>1} \frac{\hat{k}(z) \log |a(\lambda)|}{\lambda - z} \frac{d\lambda}{k(\lambda)}
+ \frac{1}{\pi i} \int_{|\lambda|>1} \frac{k(z) \log |a(\lambda)|}{(\lambda - z)^2} \frac{d\lambda}{k(\lambda)}
\end{equation}

for all \(z\) close enough to zero (so that \(a(z)\) is non-zero). Evaluating at zero gives

\begin{equation}
\hat{a}(0) = - \sum_{n=1}^{N} \sqrt{1 - \kappa_n^2} + \frac{1}{\pi} \int_{|\lambda|>1} \left| \frac{1}{\lambda^2} \frac{\log |a(\lambda)|}{k(\lambda)} \right| d\lambda.
\end{equation}
and thus the first trace formula (5.28) upon taking into account (5.31). By differentiating (5.33) and then evaluating at zero again, we get

$$\tilde{a}(0) - \dot{a}(0)^2 = - \sum_{n=1}^{N} \frac{\sqrt{1 - \kappa_n^2}}{\kappa_n^2} - \beta + \frac{1}{\pi} \int_{|\lambda| > 1} \frac{2 - \lambda^2 \log |a(\lambda)|}{\lambda^3} \frac{d\lambda}{k(\lambda)}.$$  

After adding $2\beta$ on both sides and using formula (5.29) to replace $\beta$ on the right-hand side, we end up with

$$\tilde{a}(0) - \dot{a}(0)^2 + 2\beta = - \sum_{n=1}^{N} \frac{\sqrt{1 - \kappa_n^2}}{\kappa_n^2} + \frac{1}{2} \sum_{n=1}^{N} \log \frac{1 + \sqrt{1 - \kappa_n^2}}{1 - \sqrt{1 - \kappa_n^2}}$$

$$+ \frac{2}{\pi} \int_{|\lambda| > 1} \frac{1 - \lambda^2 \log |a(\lambda)|}{\lambda^3} \frac{d\lambda}{k(\lambda)}.$$  

In order to obtain the last trace formula (5.30), it now remains to note that the left-hand side is equal to minus the right-hand side of (5.30) upon taking into account (5.32), (5.31) and (5.26). □

We note that the integral term on the left-hand side of the identity (5.30) is non-negative in view of (5.15) and (5.3). In particular, this observation will allow us to obtain a Lieb–Thirring-type estimate on the eigenvalues of the corresponding self-adjoint realization in the interval $(-1, 1)$. To this end, we first point out that the spectrum in $(-1, 1)$ is purely discrete since (5.5) shows that the Weyl–Titchmarsh function $m$ allows a meromorphic extension to $\mathbb{C}_+ \cup (-1, 1) \cup \mathbb{C}_-$. Moreover, there are only finitely many eigenvalues in $(-1, 1)$ as they are precisely the zeros of the function $f(\cdot, 0)$. Because zero is certainly not an eigenvalue (since $L$ is infinite), we may enumerate all eigenvalues in $(-1, 1)$ in the following way:

$$-1 < \lambda_{K_-}^- < \cdots < \lambda_1^- < 0 < \lambda_1^+ < \cdots < \lambda_{K_+}^+ < 1.$$  

**Corollary 5.5.** We have the estimate

$$\frac{2}{3} \sum_{i=1}^{K_-} (1 - |\lambda_i^-|^2)^{3/2} + \frac{2}{3} \sum_{i=1}^{K_+} (1 - |\lambda_i^+|^2)^{3/2}$$

$$\leq \int_0^\infty |w(x)|^2 (1 + 2x) dx + \int_0^\infty |\rho(x) - \frac{1}{1 + 2x}|^2 (1 + 2x) dx$$

$$+ \int_{[0, \infty)} (1 + 2x) du_n(x).$$  

**Proof.** Since the left-hand side of (5.19) is a Herglotz–Nevanlinna function and the right-hand side is strictly decreasing on $(-1, 0)$ and on $(0, 1)$ with a pole at zero, we may find a solution of equation (5.19) between any two eigenvalues (poles of the left-hand side) as well as between any eigenvalue and zero. As the solutions of this equation are precisely the zeros $\kappa_1, \ldots, \kappa_N$ of the function $a$, we may conclude that

$$\lambda_{K_-}^- < \kappa_{n_-}(K_-) < \lambda_{K_-}^- < \cdots < \lambda_1^- < \kappa_{n_-}(1) < 0$$

as well as

$$0 < \kappa_{n_+(1)} < \lambda_1^+ < \cdots < \lambda_{K_+}^- < \kappa_{n_+(K_+)} < \lambda_{K_+}^+$$

for some indices $n_-(K_-), \ldots, n_-(1), n_+(1), \ldots, n_+(K_+) \in \{1, \ldots, N\}.$
Now let us consider the function $G$ defined by

$$G(s) = \frac{s}{1 - s^2} + \frac{1}{2} \log \left( \frac{1 - s}{1 + s} \right), \quad s \in [0, 1),$$

and first notice that $G$ is strictly increasing on $[0, 1)$ and positive on $(0, 1)$ since we may compute

$$G'(s) = \frac{1 + s^2}{(1 - s^2)^2} - \frac{1}{1 - s^2} = \frac{2s^2}{(1 - s^2)^2}, \quad s \in (0, 1).$$

Moreover, the function $G$ satisfies the bound

$$G(s) = \int_0^s G'(r) dr = \int_0^s \frac{2r^2}{(1 - r^2)^2} dr \geq \int_0^s 2r^2 dr = \frac{2}{3}s^3, \quad s \in (0, 1).$$

By combining all these facts, we can estimate

$$\frac{2}{3}(1 - |\lambda_{n+}^\pm|^2)^{3/2} \leq G\left( \sqrt{1 - |\lambda_{n+}^\pm|^2} \right) < G\left( \sqrt{1 - \kappa_n^2} \right)$$

for all $i \in \{1, \ldots, K_\pm\}$. This allows us to bound the left-hand side of (5.35) by

$$\sum_{i=1}^{K_-} G\left( \sqrt{1 - \kappa_n^2} \right) + \sum_{i=1}^{K_+} G\left( \sqrt{1 - \kappa_n^2} \right) \leq \sum_{n=1}^N G\left( \sqrt{1 - \kappa_n^2} \right).$$

It is readily seen that this sum coincides with the first two terms in (5.30), which yields the claim as the integral term on the left-hand side there is non-negative. \hfill \Box

We are now going to use the identity (5.30) to estimate the absolutely continuous spectrum of $(L, \omega, \nu)$. To this end, we first note that we have

$$m(z) = \frac{1}{z} + \frac{i k(z) a(z) - b(z)}{z a(z) + b(z)}, \quad z \in \mathbb{C} \setminus \mathbb{R}.$$  

Since the functions $k$, $a$ and $b$ are continuous on $\mathbb{C}_+ \cup (-\infty, -1) \cup (1, \infty)$ and satisfy (5.15) for real $\lambda$ with $|\lambda| > 1$, one can conclude that the spectrum of $(L, \omega, \nu)$ on the set $(-\infty, -1) \cup (1, \infty)$ is purely absolutely continuous with the corresponding spectral measure $\mu$ given by

$$\mu(B) = \int_B \varrho(\lambda) d\lambda$$

for every Borel set $B \subseteq (-\infty, -1) \cup (1, \infty)$, where $\varrho$ is defined by

$$\varrho(\lambda) = \lim_{\epsilon \to 0} \frac{1}{\pi} \text{Im} m(\lambda + i\epsilon) = \frac{k(\lambda)}{\pi \lambda[a(\lambda) + b(\lambda)]^2}, \quad \lambda \in (-\infty, -1) \cup (1, \infty).$$

We note that the function $\varrho$ is continuous and positive on $(-\infty, -1) \cup (1, \infty)$.

**Corollary 5.6.** For every compact subset $\Omega$ of $(-\infty, -1) \cup (1, \infty)$, we have the estimate

$$- \frac{1}{\pi} \int_{\Omega} \log \left( \varrho(\lambda) \frac{4\pi \lambda^3}{k(\lambda)} \right) \frac{k(\lambda)}{\lambda^3} d\lambda$$

$$\leq \int_0^{\infty} |w(x)|^2 (1 + 2x) dx + \int_0^{\infty} \left| \rho(x) - \frac{1}{1 + 2x} \right|^2 (1 + 2x) dx$$

$$+ \int_{[0, \infty)} (1 + 2x) dv_n(x).$$
Proof. For every $\lambda \in (-\infty, -1) \cup (1, \infty)$, we first compute that

$$|1 + \frac{a(\lambda) - b(\lambda)}{a(\lambda) + b(\lambda)}|^2 = \frac{4|a(\lambda)|^2}{|a(\lambda) + b(\lambda)|^2} = \frac{4\pi}{k(\lambda)} \rho(\lambda)|a(\lambda)|^2$$

and on the other side that

$$|1 + \frac{a(\lambda) - b(\lambda)}{a(\lambda) + b(\lambda)} \geq \text{Re} \left( 1 + \frac{a(\lambda) - b(\lambda)}{a(\lambda) + b(\lambda)} \right) = 1 + \frac{1}{|a(\lambda) + b(\lambda)|^2} \geq 1.$$ 

In combination, this gives the bound

$$\frac{1}{|a(\lambda)|^2} \leq \frac{4\pi^3}{k(\lambda)} \rho(\lambda) \leq \frac{4\pi^3}{k(\lambda)} \rho(\lambda),$$

which allows us to estimate the integral

$$-\frac{1}{\pi} \int_{\Omega} \log \left( \rho(\lambda) \frac{4\pi^3}{k(\lambda)} \lambda \right) d\lambda \leq \frac{1}{\pi} \int_{\Omega} \log |a(\lambda)|^2 \frac{k(\lambda)}{\lambda^3} d\lambda$$

$$\leq \frac{2}{\pi} \int_{|\lambda| > 1} \frac{\lambda^2 - 1}{\lambda^3} \frac{k(\lambda)}{\lambda} d\lambda.$$ 

Now it remains to notice that the sum of the first two terms in (5.30) is non-negative since the function $G$ defined in (5.30) takes positive values. \qed

We are now ready to prove our second main result.

Proof of Theorem 3.2. Let us assume for now that $S$ is a generalized indefinite string $(L, \omega, \upsilon)$ such that $L$ is infinite and

$$\int_{0}^{\infty} |w(x)|^2 dx + \int_{0}^{\infty} \left| \rho(x) - \frac{1}{1 + 2x} \right|^2 dx + \int_{(0, \infty)} x dv_{s}(x) < \infty,$$

where $w$ is the normalized anti-derivative of $\omega$, $\rho$ is the square root of the Radon–Nikodým derivative of $\upsilon$ and $v_{s}$ is the singular part of $\upsilon$. We are first going to construct a suitable approximating sequence of generalized indefinite strings $(L_n, \omega_n, \upsilon_n)$ from the set $\mathcal{F}$. For every $n \in \mathbb{N}$, let $L_n$ be infinite and choose $R_n > n$ such that

$$\int_{R_n}^{\infty} |w(x)|^2 dx + \int_{R_n}^{\infty} \left| \rho(x) - \frac{1}{1 + 2x} \right|^2 dx < \frac{1}{n}.$$ 

We can then find a real-valued, piecewise constant function $w_n$ on $[0, \infty)$ such that

$$\int_{0}^{R_n} |w_n(x) - w(x)|^2 dx < \frac{1}{n R_n}$$

and such that $w_n$ is equal to zero to the right of $R_n - \varepsilon_n$ for some $\varepsilon_n > 0$. The distribution $\omega_n$ is now defined in such a way that the corresponding normalized anti-derivative coincides with $w_n$ almost everywhere. We can also find a non-negative function $\rho_n$ on $[0, \infty)$ which is piecewise constant on the interval $[0, R_n]$ with

$$\int_{0}^{R_n} |\rho_n(x) - \rho(x)|^2 dx < \frac{1}{n R_n}$$

and which is given explicitly by

$$\rho_n(x) = \frac{1}{1 + 2x}.$$
for all $x > R_n$. Moreover, it is possible to choose $\rho_n$ such that it is positive in a neighborhood of $R_n$. Apart from this, we are able to find a non-negative Borel measure $\nu_{n,s}$ which is supported on a finite set contained in $[0, R_n]$ with

$$
\int_{[0, \infty)} d\nu_{n,s} = \int_{[0, \infty)} d\nu_s, \quad \int_{[0, \infty)} x d\nu_{n,s}(x) \leq \int_{[0, \infty)} x d\nu_s(x),
$$

and such that for almost every $x \in [0, \infty)$ we have

$$
\int_{[0, x)} d\nu_{n,s} \to \int_{[0, x)} d\nu_s, \quad n \to \infty.
$$

The measure $\nu_n$ is then defined by

$$
\int_B d\nu_n = \int_B \rho_n(x)^2 dx + \int_B d\nu_{n,s}
$$

for every Borel set $B \subseteq [0, \infty)$. Note that by construction, the generalized indefinite strings $(L_n, \omega_n, \nu_n)$ belong to the set $\mathcal{F}$ and the quantities

$$
\int_0^\infty \left| w_n(x) \right|^2 (1 + 2x) dx + \int_0^\infty \left| \rho_n(x) - \frac{1}{1 + 2x} \right|^2 (1 + 2x) dx
$$

are bounded by a positive constant $M$ for all $n \in \mathbb{N}$. Furthermore, it follows readily from [14, Proposition 6.2] that the corresponding Weyl–Titchmarsh functions $\omega_n$ converge locally uniformly to $m$. Thus the associated spectral measures $\mu_n$ certainly satisfy

$$
\int_\mathbb{R} g(\lambda) d\mu_n(\lambda) \to \int_\mathbb{R} g(\lambda) d\mu(\lambda), \quad n \to \infty,
$$

for every continuous function $g$ on $\mathbb{R}$ with compact support.

In order to prove that the essential spectrum of $S$ is restricted to $(-\infty, -1] \cup [1, \infty)$, let $I$ be a compact interval in $(-1, 1)$. Because of the estimate in Corollary 5,3 and boundedness of the quantities in (5.41), we see that there is an integer $K_I$ such that $(L_n, \omega_n, \nu_n)$ has at most $K_I$ eigenvalues in the interval $I$ for every $n \in \mathbb{N}$. It now follows from the convergence of the measures $\mu_n$ in (5.42) that the limit measure $\mu$ is supported on a finite set on $I$, which implies that $S$ has at most finitely many eigenvalues in $I$. Since the interval $I$ was arbitrary, we conclude that the essential spectrum of $S$ is necessarily contained in $(-\infty, -1] \cup [1, \infty)$.

Now take a compact set $\Omega \subset (-\infty, -1) \cup (1, \infty)$ of positive Lebesgue measure. Due to the convergence of the measures $\mu_n$ in (5.42) we have (see [1, Theorem 30.2])

$$
\mu(\Omega) \geq \limsup_{n \to \infty} \mu_n(\Omega) = \limsup_{n \to \infty} \int_\Omega \varrho_n(\lambda) d\lambda,
$$

where the functions $\varrho_n$ are given as in (5.39). An application of Jensen’s inequality [25, Theorem 3.3] then furthermore yields

$$
\mu(\Omega) \geq \limsup_{n \to \infty} D_\Omega \exp \left\{ \frac{1}{4\pi D_\Omega} \int_\Omega \log \left( \varrho_n(\lambda) \frac{4\pi \lambda^3}{k(\lambda)} \right) \frac{k(\lambda)}{\lambda^3} d\lambda \right\},
$$

where $D_\Omega$ is a positive constant defined by

$$
D_\Omega = \frac{1}{4\pi} \int_\Omega \frac{k(\lambda)}{\lambda^3} d\lambda.
In view of the estimate in Corollary 5.6 and the bound on (5.41), we conclude that
\[ \mu(\Omega) \geq D_{\Omega}e^{-4D} > 0. \]

Since all Borel measures on \( \mathbb{R} \) are regular, this readily implies that \( \mu(\Omega) \) is positive for every Borel set \( \Omega \subseteq (-\infty, -1] \cup [1, \infty) \) of positive Lebesgue measure. Thus, we have finally verified that the essential spectrum of \( S \) coincides with the set \( (-\infty, -1] \cup [1, \infty) \) and the absolutely continuous spectrum of \( S \) is essentially supported on \( (-\infty, -1] \cup [1, \infty) \).

In order to finish the proof of Theorem 3.2, let us suppose that \( S \) is a generalized indefinite string \((L, \omega, \upsilon)\) such that \( L \) is infinite and (3.11) holds for a real constant \( c \) and positive constants \( \alpha \) and \( \eta \). We consider the generalized indefinite string \((L, \tilde{\omega}, \tilde{\upsilon})\), where \( \tilde{\omega} \) is defined via its normalized anti-derivative \( \tilde{w} \) by
\[ \tilde{w}(x) = \frac{w(x/\alpha) - c}{\eta} \]
for almost all \( x \in [0, \infty) \) and \( \tilde{\upsilon} \) is defined by
\[ \int_B d\tilde{\upsilon} = \frac{\alpha}{\eta^2} \int_B d\upsilon = \frac{\alpha}{\eta^2} \int_B \rho(x/\alpha)^2 dx + \frac{\alpha}{\eta^2} \int_{B/\alpha} d\upsilon \]
for every Borel set \( B \subseteq [0, \infty) \). Since \((L, \tilde{\omega}, \tilde{\upsilon})\) satisfies the assumptions imposed before, we infer that the essential spectrum of \((L, \tilde{\omega}, \tilde{\upsilon})\) coincides with the set \((-\infty, -\alpha/\eta] \cup [\alpha/\eta, \infty)\) and its absolutely continuous spectrum is essentially supported on \((-\infty, -\alpha/\eta] \cup [\alpha/\eta, \infty)\).

6. The conservative Camassa–Holm flow

In this section, we are going to demonstrate how our results apply to the isospectral problem of the conservative Camassa–Holm flow. To this end, let \( u \) be a real-valued function in \( H^1_{\text{loc}}[0, \infty) \) and \( \upsilon \) be a non-negative Borel measure on \([0, \infty)\). We define the distribution \( \omega \) in \( H^{-1}_{\text{loc}}[0, \infty) \) by
\[ \omega(h) = \int_0^{\infty} u(x)h(x)dx + \int_0^{\infty} u'(x)h'(x)dx, \quad h \in H^1_{\text{loc}}[0, \infty), \]
so that \( \omega = u - u'' \) in a distributional sense. Now the isospectral problem of the conservative Camassa–Holm flow is associated with the differential equation
\[ -g'' + \frac{1}{4}g = z \omega g + z^2 \upsilon g, \]
where \( z \) is a spectral parameter. Just like for generalized indefinite strings, this differential equation has to be understood in a weak sense in general: A solution of (6.2) is a function \( g \in H^1_{\text{loc}}[0, \infty) \) such that
\[ \Delta g h(0) + \int_0^{\infty} g'(x)h'(x)dx + \frac{1}{4} \int_0^{\infty} g(x)h(x)dx = z \omega gh + z^2 \upsilon gh \]
for some constant \( \Delta_g \in \mathbb{C} \) and every function \( h \in H^1_c[0, \infty) \). For such a solution \( g \), the constant \( \Delta_g \) is uniquely determined and will be denoted with \( g'(0-) \).

It has been demonstrated in [17, Section 7] that it is always possible to transform the differential equation (6.2) into the differential equation

\[
- \frac{d^2}{dx^2} f = z \tilde{\omega} f + z^2 \tilde{\nu} f
\]

for some corresponding generalized indefinite string \( (\infty, \tilde{\omega}, \tilde{\nu}) \). To this end, let us introduce the diffeomorphism \( s: [0, \infty) \rightarrow [0, \infty) \) by

\[
s(t) = \log(1 + t), \quad t \in [0, \infty),
\]

and define a real-valued measurable function \( \tilde{w} \) on \( [0, \infty) \) such that

\[
\tilde{w}(t) = u(0) - u'(s(t)) + u(s(t)) \frac{1}{1 + t}
\]

for almost all \( t \in [0, \infty) \), where we note that the right-hand side is well-defined almost everywhere. It follows readily that the function \( \tilde{w} \) is locally square integrable, so that we can find a real distribution \( \tilde{\omega} \) in \( H^{-1}_\text{loc}[0, \infty) \) which has \( \tilde{w} \) as its normalized anti-derivative. Furthermore, the non-negative Borel measure \( \tilde{\nu} \) on \( [0, \infty) \) is given by setting

\[
\tilde{\nu}(B) = \int_B \frac{1}{1 + t} \, dv \circ s(t) = \int_{s(B)} e^{-x} dv(x)
\]

for every Borel set \( B \subseteq [0, \infty) \). This defines a generalized indefinite string \( (\infty, \tilde{\omega}, \tilde{\nu}) \) whose relation to the differential equation (6.2) can be described as follows:

**Lemma 6.1.** A function \( g \) is a solution of the differential equation (6.2) if and only if the function \( f \) defined by

\[
f(t) = g(s(t)) \sqrt{1 + t}, \quad t \in [0, \infty),
\]

is a solution of the differential equation (6.4).

We now define the Weyl–Titchmarsh function \( m \) associated with (6.2) by

\[
m(z) = \frac{\psi'(z, 0-)}{z \psi(z, 0)}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]

where \( \psi(z, \cdot) \) is the (up to scalar multiples) unique non-trivial solution of the differential equation (6.2) which lies in \( H^1[0, \infty) \) and \( L^2([0, \infty); \nu) \), guaranteed to exist by [17, Corollary 7.2]. In view of Lemma 6.1, we readily compute that

\[
m(z) = \tilde{m}(z) - \frac{1}{2z}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]

where \( \tilde{m} \) is the Weyl–Titchmarsh function of the corresponding generalized indefinite string \( (\infty, \tilde{\omega}, \tilde{\nu}) \). In particular, we see that \( m \) is a Herglotz–Nevanlinna function and the Borel measure \( \mu \) in the corresponding integral representation differs from the one for the generalized indefinite string only by a point mass at zero. The measure \( \mu \) is a spectral measure for a suitable self-adjoint realization \( T \) of the spectral problem (6.2); compare [2, 10, 15]. Since this establishes an immediate connection between the spectral properties of \( T \) and the corresponding generalized indefinite string \( (\infty, \tilde{\omega}, \tilde{\nu}) \), we may now invoke Theorem 3.2.
Theorem 6.2. If the function \( u \) belongs to \( H^1[0, \infty) \), the singular part \( \nu_s \) of the measure \( \nu \) is finite and \( \rho - 1 \) belongs to \( L^2[0, \infty) \), where \( \rho \) is the square root of the Radon–Nikodým derivative of \( \nu \), then the essential spectrum of \( T \) coincides with the set \((-\infty, -1/2] \cup [1/2, \infty)\) and the absolutely continuous spectrum of \( T \) is essentially supported on \((-\infty, -1/2] \cup [1/2, \infty)\).

Proof. Under these assumptions, we readily see that the coefficients of the corresponding generalized indefinite string \((\infty, \tilde{\omega}, \tilde{\nu})\) satisfy
\[
\int_0^\infty |\tilde{w}(t) - u(0)|^2 t \, dt \leq \int_0^\infty |u'(s(t)) + u(s(t))|^2 \frac{1}{1 + t} \, dt
\]
\[
= \int_0^\infty |u'(x) + u(x)|^2 \, dx < \infty,
\]
upon performing a substitution, as well as
\[
\int_0^\infty |\tilde{\rho}(t) - \frac{1}{1 + t}|^2 t \, dt = \int_0^\infty \left| \rho(s(t)) - \frac{1}{1 + t} \right|^2 t \, dt
\]
\[
\leq \int_0^\infty |\rho(s(t)) - 1|^2 \frac{1}{1 + t} \, dt
\]
\[
= \int_0^\infty |\rho(x) - 1|^2 \, dx < \infty,
\]
where \( \tilde{\rho} \) is the square root of the Radon–Nikodým derivative of \( \tilde{\nu} \), and
\[
\int_{[0, \infty)} t \, d\tilde{\nu}_s(t) = \int_{[0, \infty)} \frac{t}{1 + t} \, d\nu_s \circ s(t) \leq \int_{[0, \infty)} \, d\nu_s \circ s = \int_{[0, \infty)} \, d\nu_s < \infty,
\]
where \( \tilde{\nu}_s \) is the singular part of \( \tilde{\nu} \). Now the claim follows from Theorem 3.2 with \( c = u(0), \alpha = 1/2 \) and \( \eta = 1 \). \( \square \)

Of course, it is also desirable to consider the spectral problem for (6.2) on the whole real line. In this case, one can show, using a standard argument based on stability of the absolutely continuous spectrum under finite rank perturbations, that the essential spectrum coincides with the set \((-\infty, -1/2] \cup [1/2, \infty)\) and the absolutely continuous spectrum is of multiplicity two and essentially supported on \((-\infty, -1/2] \cup [1/2, \infty)\) if \( u \) is a real-valued function in \( H^1(\mathbb{R}) \) and \( \nu \) is a non-negative Borel measure on \( \mathbb{R} \) such that its singular part is finite and \( \rho - 1 \) belongs to \( L^2(\mathbb{R}) \), where \( \rho \) is the square root of the Radon–Nikodým derivative of \( \nu \); see Theorem 1.1.
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