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Abstract

Plane model extraction from three-dimensional point clouds is a necessary step in many different applications such as planar object reconstruction, indoor mapping and indoor localization. Different RANdom SAmple Consensus (RANSAC)-based methods have been proposed for this purpose in recent years. In this study, we propose a novel method-based on RANSAC called Multiplane Model Estimation, which can estimate multiple plane models simultaneously from a noisy point cloud using the knowledge extracted from a scene (or an object) in order to reconstruct it accurately. This method comprises two steps: first, it clusters the data into planar faces that preserve some constraints defined by knowledge related to the object (e.g., the angles between faces); and second, the models of the planes are estimated based on these data using a novel multi-constraint RANSAC. We performed experiments in the clustering and RANSAC stages, which showed that the proposed method performed better than state-of-the-art methods.
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1. Introduction

Many different applications of three-dimensional (3D) computer vision (such as scene registration and reconstruction, localization and mapping) use large volumes of data to extract a model. In particular, plane estimation is a common problem in various applications, including planar object...
reconstruction, mapping using planar surfaces to localize a robot in an environment and minimizing the effects of noisy data. Recently, new low-cost RGB-D sensors have been developed to provide colour and depth information simultaneously (e.g., Microsoft Kinect, PrimeSense Carmine and Asus Xtion). In general, these sensors estimate the depth using structured light techniques, specifically a speckle pattern in the infrared spectrum. At present, these sensors are being used in various research projects [1] because of their affordability, and they have also opened up new areas of study and application. However, the data obtained from these sensors tend to be noisy, thereby resulting in errors in the results achieved by these processes in many cases. Thus, techniques need to be developed to minimize the effects of noise.

One of the most popular methods for estimating a model from a set of 3D data is the RANdom SAMple Consensus (RANSAC). This method or paradigm was proposed by Fischler and Bolles in [2] for fitting a model to experimental data by selecting a random subset of input values, estimating a model from these values and then evaluating the quality of the model based on the overall dataset. This process is applied iteratively until convergence, or for a predefined number of iterations. Finally, the best model is selected (i.e., that with best fit to the overall point set).

One of the most important advantages of RANSAC is that it is not constrained to a specific dimensionality. For example, it has been used in various situations such as two-dimensional (2D) line fitting [3][4] for smart cars to estimate the directions of road markings and to guide the car between them. Another common use is for removing outliers during image matching. Raguram et al. [5] reviewed the use of RANSAC variants for matching outlier removal in 2D features. RANSAC was also applied to 3D registration by Su et al. [6] and Henry et al. [7]. Furthermore, Hassner et al. [8] employed RANSAC to align 3D data with 2D images. Zhou et al. [9] used RANSAC to obtain camera parameters by removing outliers during the calibration process.

However, the RANSAC algorithm has a random step that affects repeatability. Thus, Hast et al. [10] proposed a variation of RANSAC by introducing a recalculation hypothesis step where only the inliers of the previous step are used, thereby allowing the method to find the optimal set even with a high percentage of outliers.

The use of RANSAC has been studied widely for plane model fitting. Tarsha-Kurdi et al. [11] compared the use of the Hough transform and RANSAC for 3D roof plane estimation. Kim et al. [12] used RANSAC for plane detection during stereo matching in scene reconstruction. Mufti et al. [13] focused on finding planes (walls and the ground plane) in moving scenarios during
autonomous navigation, where they used spatio-temporal information to evaluate the consensus set and to estimate the probability of a point belonging to a specific plane.

In many cases, multiple planes have to be estimated in a scene. Gallup et al. [14] extracted planar and non-planar regions using iterative RANSAC, where they selected a random set of points, estimated a plane using RANSAC, obtained the data that fit this plane and then repeated the process with the remaining data until the remaining points could not be used to find a plane. Zuliani et al. [15] presented multiRANSAC as a modification of the traditional RANSAC for multiple models, where the data that fitted the models were estimated using disjoint consensus sets. Schnabel et al. [16] proposed the use of multiple primitives in order to find the maximum number of inliers that fit different primitives (planes, spheres, cylinders, cones and tori) in an iterative manner. Sinha et al. [17] estimated planes used vanishing points and 3D line segments estimated from several views of a scene. RANSAC was applied to the remaining points that had not been assigned previously to any model. Isack and Boykov [18] proposed a method called PEARL that combines model sampling with the iterative re-estimation of inliers and model parameters. This method does not employ a predefined number of models because it uses traditional RANSAC for their initialization.

Three previous studies are highly related to the method proposed in the present study: [19], [20] and [21]. These approaches pre-cluster the data in order to find better planes, instead of simply selecting random data and trying to find the best match for a planar model. The first method is a CC-RANSAC variant for fitting multiple surfaces, which employs pre-clustered data to allow the RANSAC algorithm to obtain better results. This method assumes ground plane situations with steps, curbs or ramps. In these situations, the traditional method would fail to obtain a single plane if it crosses two or more patches. In order to avoid this problem, the CC-RANSAC variant method pre-clusters the data using the connected 8-neighbours components. The second and third methods, i.e., [20] and [21], improve the previous method by adding vector normal information to allow the estimation of each cluster in the clustering and patch-joining steps. In our proposed method, we also add scene knowledge to improve the results, where we add constraints in the clustering stage as well as during RANSAC model fitting. This improves the results greatly when the signal-to-noise ratio is low, whereas other methods fail to cluster correctly and thus the RANSAC stage also fails.

Other techniques have been proposed for model fitting, e.g., Mercer Kernel statistical learning techniques were used to estimate model fitting by Chin et al. [22], while Zhou et al. [23] used
particle swarm optimization for multiple model fitting.

After considering the state-of-the-art methods for model estimation from a point cloud, it clear that a challenging problem still remains when high accuracy is required, mainly with noisy data, including that captured using RGB-D sensors. In this study, we propose a method for estimating the planes that best fit the model of a planar object, which we call multiplane model estimation (MME). The inputs comprise a 3D set of points and a group of constraints, an initial clustering (a point cloud clustering, PCC) is performed using a new variant of k-means based on the knowledge extracted from the model. Next, a variant of RANSAC with multiple constraints (MC-RANSAC) is applied to estimate the best planes that fit each cluster and that preserve the object model.

The remainder of this paper is organized as follows. In Section 2, we explain the method, where Subsection 2.1 describes PCC clustering and Subsection 2.2 presents the MC-RANSAC approach. In Section 3, we present the results of experimental evaluations of the PCC (Subsection 3.1) and MC-RANSAC (Subsection 3.2) methods. Finally, we give our conclusions, including descriptions of the main advantages of the proposed method and the most interesting results obtained.

2. Multiplane Model Estimation

In this section, we explain the proposed MME method in detail. Using 3D spatial data as the inputs, the MME method employs a group of constraints to estimate the planes that best fit the 3D point clouds. This method is divided into two main steps: PCC based on the k-means algorithm and a search tree (see Section 2.1); and a proposed variant of the RANSAC method called MC-RANSAC (see Section 2.2), which estimates the models from clustered points. Figure 1 shows a diagram of the MME, with the PCC and MC-RANSAC steps. The hyphenated arrows represent real points transferred between steps and the thick arrows are constraints in the model. The algorithm has two inputs: a point cloud and the model constraints. It is important to stress that the model shown in the figure is actually represented in the method by the angles between each pair of planes (e.g., Table 1). The point cloud is clustered using traditional k-means based on point and normal vector information, where the clusters are evaluated using the model constraints. The points classified as correct clusters are sent to MC-RANSAC to finally estimate the planes again using the model constraints.

Finally, it is important to note that the MME method is suitable for N-dimensions because k-means and RANSAC can work in N-dimensions. In this study, we focus on 3D planes in depth,
but the general method is explained in Section 2.2.

![Diagram of the process]

Figure 1: General overview of the process. There are two inputs: a point cloud and a group of constraints. The model is represented using a matrix of angles, which are the constraints. First, the points are clustered and the correct clusters are detected. Next, a MC-RANSAC extracts the planes of the remaining points.

2.1. Point Cloud Clustering

In this subsection, we explain the PCC step of the MME method. A short summary is provided in Fig. 2, which shows that PCC employs a raw 3D point cloud and a table of constraints on the model (e.g., Table 1) as inputs.

![Diagram of the PCC process]

Figure 2: PCC process scheme.

The full algorithm is summarized briefly in Algorithm 1.
Algorithm 1 General PCC algorithm. First, k-means estimates the clusters based on the points and normals. Next, the planes with similar orientations are joined. The clusters that obtain the best solutions corresponding to the constraints are calculated using a tree search technique.

1: input: {Point cloud; model constraints}
2: output: {Point cloud clusters that meet the constraints}
3: ClustersAux = k-means(points,normals,numClusters);
4: for each cluster idC1 and idC2 in ClustersAux do
5:   if ClustersAux(idC1)≈ClustersAux(idC2) then
6:     ClustersAux(idC1) = ClustersAux(idC2);
7:   end if
8: end for
9: Calculate angle correspondence matrices A and B;
10: for each plane in B do
11:   Estimate similar planes in A using Eq. 1
12: end for
13: while possible solutions remain do
14:   read current candidate for the level;
15:   if new node meets the constraints then
16:     go to next level;
17:   if is the last level then
18:     PossibleSolutions.add(branch);
19:   end if
20: else
21:   go back to the previous level and change the candidate;
22: end if
23: end while

The method estimates the clusters that best fit the model in three main steps. First, a k-means algorithm estimates the clusters based on the 3D points and normal vectors. Second, similar planes (e.g., similar angles, distances and colours) are merged, where we used the plane orientation in the present study. Finally, a tree search technique finds the best cluster. The best solution is used as
the input for the next step (as explained in Subsection 2.2).

For each point in the point cloud, the normal vector is estimated using its neighbourhood. The size of the neighbourhood affects the homogeneity of the orientation of the normals in a plane. The normals will be smooth for a large neighbourhood (i.e., all of the normals in a plane will point in the same direction), but the edges of the objects will also be smoothed, and thus they are less descriptive. By contrast, if the neighbourhood is small, the normals will be affected greatly by noise and they will be less uniform for a single plane surface. In the present study, we selected experimental values to obtain a smoothed result that retained sharp edges (i.e., the number of neighbours was seven or 11 points).

We normalize the 3D points and normals within the range [-1,1] to equalize the weights in both cases in the proposed method. Next, we apply the well-known k-means algorithm to obtain an initial clustering that considers the spatial location and orientation. This method needs a predefined number of clusters; thus, at least the maximum number of planes visible from a single point of view should be used by k-means, although we suggest the use of a higher number in order to manage noise. For example, if we are looking for a cube, the maximum number of planes from a single view will be three (top or bottom and two sides), and thus we use \( 3 + \lceil 3 \times \text{perc} \rceil \), where this percentage, \( \text{perc} \), 0.4, was estimated experimentally in our study.

After we obtain the initial clusters, it is necessary to merge and/or reject some of them. The number of clusters initialized is higher than the maximum number of planes, so it might appear that there are various clusters where there should only be one plane, or the planes may be incorrect due to noise. To merge the clusters, we evaluate the similarity of the orientations of the normals of the clusters, which corresponds to the average of all the normals that belong to each cluster. The clusters are joined if the angle is below a threshold. Centroids are not used in this step because they can produce incorrect solutions. For example, if two small clusters are close to an edge on both sides, they are very close each other, but they do not have to be joined.

The next step is the most critical feature of this part of the algorithm. After merging, we might still have incorrect clusters, which must be rejected using the model provided by the table of constraints. Thus, we propose the use of model constraints and a tree search technique to determine which of the clusters best represents the model planes. First, we explain the model constraints. The model is defined by the relationship between the planes related to the object, e.g., distances, sizes or colours. In this study, we propose the use of the angles among the planes to describe
the model of an object, where two angle correspondence matrices are used to represent the angles between each pair of planes: the first corresponds to the model constraints \((A_{nxn}, \text{Table 1})\) where \(n\) is the maximum number of planes visible in a single view of the model) and the other represents the angles between the previously estimated clusters \((B_{mxm}, \text{Table 2})\) where \(m\) is the number of clusters). We refer to these as the Model A and Object B. Matrix A must contain the constraints for the maximum number of possible visible planes, which makes the algorithm invariant to position and scale.

\[
P A_1 \alpha(1,2) \alpha(1,3) \ldots \alpha(1,n) \\
P A_2 \alpha(2,1) 0 \alpha(2,3) \ldots \alpha(2,n) \\
P A_3 \alpha(2,1) \alpha(3,2) 0 \ldots \alpha(2,n) \\
\vdots \vdots \vdots \vdots \vdots \\
P A_n \alpha(n,1) \alpha(n,2) \alpha(n,3) \ldots 0
\]

Table 1: Model angle correspondence matrix.

\[
P B_1 \beta(1,2) \beta(1,3) \ldots \beta(1,m) \\
P B_2 \beta(2,1) 0 \beta(2,3) \ldots \beta(2,m) \\
P B_3 \beta(3,1) \beta(3,2) 0 \ldots \beta(3,m) \\
\vdots \vdots \vdots \vdots \vdots \\
P B_m \beta(m,1) \beta(m,2) \beta(m,3) \ldots 0
\]

Table 2: Object angle correspondence matrix.

In order to evaluate the clusters that describe the planes and those that should be rejected, different situations can be handled by evaluating the correspondences between A and B, as follows.

- A and B are not necessarily aligned because \(PA_i\) in A does not correspond to \(PB_i\) in B.
- A and B could have a different number of planes because A has the maximum visible planes whereas B may be a view with fewer planes. For example, a cube would have A with \(n = 3\) but if the current view is from the front, B could be \(m = 2\) for the front and top sides.
B could have incorrect planes due to noise effects.

Figure 3: A partial tree for the example considered. The hyphened lines represent a good subset of planes, which preserve the constraints.

To consider all of these situations, we need to identify the best group of clusters in B that fits A using a tree search technique. The tree of solutions (Figure 3) is obtained with \( n \) levels, where each belongs to a plane in the model. The nodes at every level correspond to every possible value in B. The number of branches generated by this tree is \( n^m \), so it is necessary to use reduction techniques. Thus, we propose to evaluate the most similar planes from B to A, which involves finding the clustered planes that are most similar to those in the model based on comparisons of their angles, where we apply Eq. 1 to each plane in B for this purpose:

\[
\text{Similar}(PB_x) = \max \left( \sum_{y=1}^{N} \text{count}(PB_x \approx PA_y) \right)
\]  

(1)

where \( \text{count}(PB_x \approx PA_y) \) is the number of values (angles) in \( PA_y \) that differ by less than a threshold \( PB_x \). For example, using Table 3, we may assume a threshold of 5 (which means that any difference in the angles that exceeds this value will not be considered), and thus the plane \( PB_1 \) will have two similar values with \( PA_1 \), one with \( PA_2 \), and two with \( PA_3 \). Next, we keep the maximum values, so \( PB_1 \) could be related to \( PA_1 \) or \( PA_3 \), as found in the model. Using this formula, we obtain a table of possible correspondences between A and B, which maximize the likelihood of Object and Model, thereby reducing the solution space. Table 4 shows the results obtained for the example in Table 3.
Table 3: Example of Model and Object angle correspondence matrices. The left table shows the angles between the planes in the model and the right table presents the angles between the planes of the clusters. In this case, B has more planes than A. Moreover, the best result includes PB_1 and PB_2, which correspond to PA_1 and PA_2, respectively.

| A  | PA_1 | PA_2 | PA_3 |
|----|------|------|------|
| PA_1 | 0    | 45   | 90   |
| PA_2 | 45   | 0    | 45   |
| PA_3 | 90   | 45   | 0    |

| B  | PB_1 | PB_2 | PB_3 | PB_4 |
|----|------|------|------|------|
| PB_1 | 0    | 44   | 70   | 91   |
| PB_2 | 44   | 0    | 46   | 73   |
| PB_3 | 70   | 43   | 0    | 80   |
| PB_4 | 91   | 73   | 80   | 0    |

Table 4: Possible correspondences between planes in A and B.

| PB_1 | PB_2 | PB_3 | PB_4 |
|------|------|------|------|
| PA_1 | PA_1 | PA_1 | PA_1 |
| PA_2 | PA_2 | PA_3 | PA_3 |

Table 3 shows the Model and Object angle correspondence matrices, which demonstrates that there are more planes in the Object, PB_1-4 than PA_1-3. Using Eq. 1 the search space is reduced to obtain Table 4. Finally, the best results that maximize the number of correct planes in B will be PB_1 and PB_2, which correspond to PA_1 and PA_2, respectively. In a correct combination, Model and Object are similar in terms of their constraint angles. Thus, the angle difference between the selected plane in B and the corresponding plane in A is equal to or below a threshold (in this case, that used in Eq. 1).

After this reduction of the search space, it is not always possible to obtain the response within a reasonable time. Thus, we evaluate the branch while the nodes are being inserted into the tree by using a backtracking algorithm to detect incoherent values at an early stage. This evaluation is performed by comparing the angles of the new node with all the predecessors in the tree. If the values in Object (B matrix) are similar to those in the Model matrix, the new node is accepted and inserted. When all of the levels are filled, the branch is selected as a possible candidate among a good set of planes. Not all of the planes in B correspond to the planes in A, so it is necessary to add...
an empty value to the decision tree (Figure 3), which allows the algorithm to handle incorrect and missing planes. Finally, if more than one solution is obtained, the solution where more points are added to all clusters in the branch is returned. For the example shown in Figure 3, \((PB_1 \cup PB_2 \cup \emptyset), (PB_1 \cup \emptyset \cup PB_4),\) and \((PB_1 \cup \emptyset \cup \emptyset)\) are possible solutions. If we assume that cluster \(PB_1\) has 100 points, cluster \(PB_2\) has 200 points and cluster \(PB_4\) has 100 points, then the result will be \((PB_1 \cup PB_2 \cup \emptyset)\) because the total number of points added to the cluster for that branch will be 300.

2.2. Multi-Constraint RANSAC

In this subsection, we present the proposed MC-RANSAC method for estimating the planes that best fit the input data using prior knowledge related to the object model. This method is based on the original RANSAC paradigm and it also employs the idea proposed in [19] of pre-clustering the input data. In the previous section, we proposed a method for this purpose, but any clustering method can be used because MC-RANSAC is independent of the pre-clustering process. Three main steps are considered (see Figure 4), including the two main steps in the general RANSAC method: estimating the model using a random subset of data and evaluating the inliers for the remaining data. In our method, there are several input data groups, i.e., one for each cluster, so one subset is calculated for each group of data and the evaluation of inliers is also applied to each group. Furthermore, a middle step is introduced where the constraints are evaluated. We assume that the union of all planes yields a globally correct figure, i.e., there are no incorrect groups. Therefore, if all of the constraints are not satisfied, the whole method returns an error status. This may mean that is not possible to obtain this model using these data or that the pre-clustering results are incorrect.

![Figure 4: MC-RANSAC process scheme.](image)

In this study, the method is evaluated using 3D planes where the input data comprise 3D points and the groups are the previously calculated clusters (see subsection 2.1). The incorrect groups are rejected in the PCC step, so we do not have to handle incorrect planes in MC-RANSAC.
The MC-RANSAC input comprises a set of clustered data and the model constraints that correspond to the clusters. For the example shown in Tables 3 and 4, we only use \( PA_1 \) and \( PA_2 \) columns and rows in the matrices. The first step involves selecting a subset of data from each group, where the mathematical model of each individual subset is estimated. In the specific case of 3D planes, least squares estimation can be employed to extract the models.

After estimating the models, we propose to introduce a step where the constraints are evaluated. These constraints are the angles in the model matrix that correspond to the input clusters because we need to find the planes that fit the original model. The constraint between each pair of planar models (not to be confused with the model of constraints) is evaluated. If the angles describe the constraints, we compare the angle between each pair of planes with the corresponding model angle. If one does not agree, this group of planes is rejected and the algorithm starts again. It is not always possible to achieve a perfect fit for the constraints, so a threshold for the allowed deviation from the perfect fit is introduced, which determines the accuracy of the results.

The final step of the MC-RANSAC is the evaluation of inliers. The planar models are extracted from a subset of points, so the remainder are evaluated as inliers, where an iterative method is applied. For each group, every point that is not used in the initial subset is incorporated into the inlier subset. The model for this new subset is then calculated and the constraints are tested again. If the model does not comply with the restrictions, the point is removed as an outlier. It should be noted that this step is the most time-consuming part of the algorithm because it has to be applied to all of the data in all of the groups. Thus, in order to reduce the temporal complexity, our proposed method only evaluates the minimum number of data per group that are considered sufficient to ensure the quality of the model.

The overall process is iterated several times to change the initial random subsets and to obtain the final models that fit more of the input data while preserving the constraints.

In some cases, as shown in the experimental evaluations later in this study, the PCC clustering process might successfully satisfy the constraints in the previous step, but the points do not actually belong to correct planes. In subsection 3.1, Figure 9 shows an example of this situation. Therefore, MC-RANSAC must detect any errors and feed back into the MME general method to evaluate whether recalculation of the clusters is necessary.

The full algorithm is summarized briefly in Algorithm 2.
Algorithm 2 General MC-RANSAC algorithm. First, the plane model is calculated for each subset. Next, the constraints defined by the corresponding matrices determine whether the plane models describe the actual model if they are all satisfied. The inliers and outliers in each group are checked by adding each point to the accepted set and recalculating the plane. All of the constraints are tested using this new plane and a point is accepting as an inlier if they are all satisfied.

1: input: \{Data_in: Cluster_{1..l}; Model constraints corresponding to the Cluster_{1..l}\}
2: output: \{Model_out: Cluster_{1..l}\}
3: for i := each group in Data_in do
4: \hspace{1em} InitialSubset(i) := random(Data_in(i));
5: \hspace{1em} ModelInitial(i) := estimate the model for InitialSubset(i);
6: end for
7: Evaluate the constraints(ModelInitial(i=1..l), Model constraints);
8: if Constraints OK then
9: \hspace{1em} for i := each group in Data_in do
10: \hspace{2em} for j := each data in Data_in(i) do
11: \hspace{3em} InitialSubset(i).add(Data_in(i)(j));
12: \hspace{3em} ModelInitial(i) := estimate the model for InitialSubset(i);
13: \hspace{3em} Evaluate the constraints(ModelInitial(i), Model Constraints);
14: \hspace{2em} if NOT Constraints OK then
15: \hspace{3em} InitialSubset(i).remove(Data_in(i)(j));
16: \hspace{2em} end if
17: \hspace{1em} end for
18: end for
19: end if

3. Experimental

The experiments used to validate the proposed method comprised three different parts. First, we conducted various experiments in order to evaluate the behaviour of PCC with different levels of noise and different objects. Second, we also evaluated MC-RANSAC with different levels of noise and objects. Finally, we performed a combined analysis of PCC and MC-RANSAC to demonstrate the overall benefits of the MME method.
The proposed method was evaluated using synthetic and real data, i.e., a cube, a pyramid and a double pyramid joined at the tips (Table 5). The synthetic data were obtained by simulating a Microsoft Kinect sensor with Blensor [24]. This tool allowed us to create different objects, which

| A   | PA1 | PA2 | PA3 |
|-----|-----|-----|-----|
| PA1 | 0   | 90  | 90  |
| PA2 | 90  | 0   | 90  |
| PA3 | 90  | 90  | 0   |

| A   | PA1 | PA2 |
|-----|-----|-----|
| PA1 | 0   | 80  |
| PA2 | 80  | 0   |

| A   | PA1 | PA2 | PA3 | PA4 | PA5 |
|-----|-----|-----|-----|-----|-----|
| PA1 | 0   | 135 | 135 | 45  | 45  |
| PA2 | 135 | 0   | 60  | 90  | 120 |
| PA3 | 135 | 60  | 0   | 120 | 90  |
| PA4 | 45  | 90  | 120 | 0   | 60  |
| PA5 | 45  | 120 | 90  | 60  | 0   |

Table 5: Object angle correspondence matrices for models of a cube, pyramid and double pyramid.
were represented by planes, and we could move the camera to obtain different points of view. Some white Gaussian noise with different levels of dispersion was added to the synthetic data to evaluate the ability of the algorithms to handle noise. This noise was parameterized with the mean and the standard deviation according to a Gaussian probability distribution, where the mean indicated the location affected by noise and the standard deviation indicated the dispersion of the noise. The mean value $\mu$ was zero in all of the tests and the standard deviation $\sigma$ had values of $1 \cdot 10^{-5}$, $4 \cdot 10^{-5}$ and $6 \cdot 10^{-5}$. The Gaussian noise was applied to the depth information to simulate noise in the RGB-D sensors because the depth information is affected more significantly by incorrect noise. The models represented the maximum number of faces that could be seen from a single viewpoint, as explained in Section 2.1. To evaluate all possibilities, this experiment included eight points of view for each object.

Microsoft Kinect was used to evaluate the algorithms with real data, where the objects were similar to those simulated with Blensor. A turntable was used to obtain different views (see Figure 5). The set-up also included a computer to perform experiments, where the system comprised Windows 7, an Intel i5 processor and 8 GB of RAM. The code was implemented in Matlab vR2013b.

Table 5 shows the angle correspondence matrices (constraints) for the three objects.

### 3.1. PCC experiment

First, we evaluated the PCC method (Subsection 2.1). This part of the system employs the k-means method to cluster the points initially using information related to the 3D points and normal vectors. Initially, k-means needs the number of clusters, so for each object, we estimated the maximum number of faces visible in a view and we added 40% of this number, e.g., for the cube, the maximum number of visible faces was three, so the number of clusters: $n_{Clust} = 3 + \lceil 0.4 \times 3 \rceil = 5$. This facilitated the handling of noisy data. Moreover, in Eq. 1 $\text{count}(PB_x \approx PA_y)$ used a threshold with a value of 20, which was estimated experimentally as the best using our dataset (synthetic and real data).

Figure 6 shows the results obtained using this part of the algorithm for synthetic objects with different levels of Gaussian noise. The noise was applied to the depth values, so the planes perpendicular to the viewpoint were affected more significantly by the noise. Figure 7 shows the results obtained for the data acquired from the Microsoft Kinect sensor. The third object, i.e., the double pyramid joined at their tips, lacked planes compared with the synthetic data because of the method.
employed by the sensor to obtain depth information. These sensors use a speckle pattern \[25\] to calculate the depth information. Thus, for surfaces that are parallel to the camera, it is difficult to obtain a good disparity and distance values. The proposed algorithm does not require continuity in data and it can obtain the corresponding clusters. Visually, the results obtained by PCC can be used to estimate the data that best fit with the model we want to estimate.

We performed several tests to quantitatively evaluate the effects of noise on the PCC method. For each object in the synthetic and real data, the algorithm was run five times for each view (i.e., eight views from different angles) and noise level: five times four levels of noise, as well as with no noise for each of the eight viewpoints. Table 6 shows the average number of points for each object in the \textit{points} columns. The maximum number of faces visible for each object is shown in the \textit{faces} columns. The first row is the average number of points for synthetic data and the second row shows the number of real data acquired by the Kinect sensor. The objects are the cube in the first main column, the pyramid in the second, and the double pyramid in the third.

|               | Cube | Pyramid | Double Pyramid |
|---------------|------|---------|---------------|
|               | points | faces | points | faces | points | faces |
| Synthetic     | 3227 | 3      | 1761 | 2     | 2286 | 5    |
| Kinect        | 5616 | 3      | 2872 | 2     | 8033 | 5    |

Table 6: Average number of points in each object for all views. The first row shows the values for the synthetic data and the second row shows the values for the Kinect data.

### 3.1.1. Analysis of inliers

The average ratios for selected data (inliers) relative to the initial data from the raw point cloud are presented in Table 7. The first four rows correspond to the synthetic data. In general, the ratio tended to decrease as the noise increased. In the final row with the results for the real data, there is a high ratio of inliers, which is a very important consideration in the next step (see Section 2.2), i.e., more model estimates are possible when more data have been clustered.

In order to assess the performance of the clustering method in more detail, we determined the average number of points per face for each object in the eight views. We had the ground truth clustering results (i.e., those obtained by the method with no noisy data), so we compared each of the points to evaluate whether they had been clustered correctly. The results of this experiment
Figure 6: Representations of synthetic objects with different amounts of white Gaussian noise. The first row shows the data without noise. From the second row to the last row, sigma was varied among $1 \cdot 10^{-5}$, $4 \cdot 10^{-5}$ and $6 \cdot 10^{-5}$.

are shown in Tables 8, 9 and 10 for the cube, pyramid and double pyramid, respectively.

Different conclusions can be reached based on Tables 8, 9 and 10. It was more difficult to obtain a
Figure 7: Results obtained by PCC using real data acquired by the Kinect sensor.

|                  | Cube  | Pyramid | Double Pyramid |
|------------------|-------|---------|----------------|
| $\sigma = 0$     | 0.9863| 0.9711  | 0.9580         |
| $\sigma = 1 \cdot 10^{-5}$ | 0.9930| 1.0000  | 0.9660         |
| $\sigma = 4 \cdot 10^{-5}$ | 0.9961| 0.7299  | 0.8678         |
| $\sigma = 6 \cdot 10^{-5}$ | 0.7235| 0.7303  | 0.6711         |
| *Kinect*         | 0.9964| 0.9159  | 0.9646         |

Table 7: Ratio of total points in the point cloud relative to those obtained by PCC.

result when more clusters had to be fitted. For example, the pyramid figure required a maximum of two planes, so the $k$ number of clusters could be three or four, depending on the percentage that we want to add (in this case, 40%). However, the double pyramid had five planes and adding this percentage required seven clusters with k-means. Thus, there was a lower probability of each point being placed in the correct cluster for the second shape. The constraints used to improve the classification only consider the angles between the planes and not their positions. Therefore, when the model had several clusters and noisy data, the possibility of finding an incorrect plane that satisfied a constraint in the model increased. This was particularly notable when the number of plane models exceeded those viewed from the camera (i.e., when two sides of the cube were acquired, although the cube model had three faces (see Fig. 9).

3.1.2. Processing time

In terms of the processing time (Table 11), the performance of the algorithm varied with respect to noise. In general, the time increased in proportion to the amount of noise, but the time was
| view | Ground truth | $\sigma = 1 \cdot 10^{-5}$ | $\sigma = 4 \cdot 10^{-5}$ | $\sigma = 6 \cdot 10^{-5}$ |
|------|--------------|----------------|----------------|----------------|
| 1    | F. 1 F. 2 F. 3 | 2011 930 | 1870 932 | 713 800 | 445 864 368 |
| 2    | F. 1 F. 2 F. 3 | 1982 919 | 2024 906 | 589 777 | 487 864 372 |
| 3    | F. 1 F. 2 F. 3 | 1987 938 | 2012 947 | 1106 839 | 733 806 |
| 4    | F. 1 F. 2 F. 3 | 1946 926 80 | 1933 937 111 | 535 862 248 | 381 755 370 |
| 5    | F. 1 F. 2 F. 3 | 1931 940 307 | 1921 953 326 | 637 918 382 | 565 885 419 |
| 6    | F. 1 F. 2 F. 3 | 1768 900 587 | 1796 926 589 | 1099 824 592 | 521 862 579 |
| 7    | F. 1 F. 2 F. 3 | 1629 896 851 | 1651 920 841 | 596 826 834 | 568 819 753 |
| 8    | F. 1 F. 2 F. 3 | 1505 920 1018 | 1501 894 1024 | 721 810 800 | 719 717 676 |

Table 8: Results obtained per face for point clustering of the cube. Each row represents a view. Each group of three columns denotes a different level of noise. The first three columns show the number of points clustered for the ground truth (results without noise). The other groups are for $\sigma = 1 \cdot 10^{-5}$, $\sigma = 4 \cdot 10^{-5}$ and $\sigma = 6 \cdot 10^{-5}$, respectively. The two values in bold in the final column indicate a face that was classified incorrectly in these views. This error is explained at the end of this subsection.

| view | Ground truth | $\sigma = 1 \cdot 10^{-5}$ | $\sigma = 4 \cdot 10^{-5}$ | $\sigma = 6 \cdot 10^{-5}$ |
|------|--------------|----------------|----------------|----------------|
| 1    | Face 1 Face 2 | 1141 368 | 1157 357 | 543 426 | 521 460 |
| 2    | Face 1 Face 2 | 1161 389 | 1171 375 | 539 499 | 539 506 |
| 3    | Face 1 Face 2 | 1126 445 | 1137 430 | 556 485 | 440 610 |
| 4    | Face 1 Face 2 | 1045 527 | 1049 512 | 558 617 | 523 619 |
| 5    | Face 1 Face 2 | 1020 600 | 1020 651 | 578 634 | 493 644 |
| 6    | Face 1 Face 2 | 902 735 | 905 735 | 496 728 | 534 665 |
| 7    | Face 1 Face 2 | 803 833 | 806 927 | 535 629 | 580 717 |
| 8    | Face 1 Face 2 | 752 880 | 780 950 | 466 725 | 537 609 |

Table 9: Results obtained per face for point clustering of the pyramid. Each row represents a view. Each group of three columns denotes a different level of noise. The first three columns show the number of points clustered for the ground truth (results without noise). The other groups are for $\sigma = 1 \cdot 10^{-5}$, $\sigma = 4 \cdot 10^{-5}$ and $\sigma = 6 \cdot 10^{-5}$, respectively.
| view | F. 1 | F. 2 | F. 3 | F. 4 | F. 5 | F. 1 | F. 2 | F. 3 | F. 4 | F. 5 | F. 1 | F. 2 | F. 3 | F. 4 | F. 5 | F. 1 | F. 2 | F. 3 | F. 4 | F. 5 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 1    | 980  | 192  | 685  | 295  |      | 870  | 198  | 652  | 297  |      |      |      |      |      |      |      |      |      |      |      |
| 2    | 981  | 203  | 705  | 306  |      | 881  | 215  | 671  | 295  |      |      |      |      |      |      |      |      |      |      |      |
| 3    | 962  | 200  | 713  | 257  |      | 897  | 198  | 709  | 263  |      |      |      |      |      |      |      |      |      |      |      |
| 4    | 969  | 211  | 677  | 225  |      | 870  | 214  | 664  | 246  |      |      |      |      |      |      |      |      |      |      |      |
| 5    | 922  | 228  | 686  | 186  |      | 858  | 245  | 680  | 191  |      |      |      |      |      |      |      |      |      |      |      |
| 6    | 916  | 229  | 680  | 257  |      | 849  | 228  | 678  | 267  |      |      |      |      |      |      |      |      |      |      |      |
| 7    | 882  | 212  | 669  | 329  |      | 817  | 186  | 679  | 42   | 320  |      |      |      |      |      |      |      |      |      |      |
| 8    | 856  | 187  | 639  | 395  |      | 754  | 180  | 663  | 368  |      |      |      |      |      |      |      |      |      |      |      |

| view | F. 1 | F. 2 | F. 3 | F. 4 | F. 5 | F. 1 | F. 2 | F. 3 | F. 4 | F. 5 | F. 1 | F. 2 | F. 3 | F. 4 | F. 5 | F. 1 | F. 2 | F. 3 | F. 4 | F. 5 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 1    | 826  | 226  | 194  | 300  |      | 786  | 259  | 235  |      |      |      |      |      |      |      |      |      |      |      |      |
| 2    | 1160 | 171  | 295  |      |      | 824  | 273  | 292  |      |      |      |      |      |      |      |      |      |      |      |      |
| 3    | 840  | 249  | 266  |      |      | 565  | 230  | 545  |      |      |      |      |      |      |      |      |      |      |      |      |
| 4    | 959  | 207  | 185  | 192  |      | 189  | 228  | 177  |      |      |      |      |      |      |      |      |      |      |      |      |
| 5    | 857  | 254  | 257  | 213  |      | 805  | 248  |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 6    | 969  | 222  | 217  | 268  |      | 1108 | 273  | 246  |      |      |      |      |      |      |      |      |      |      |      |      |
| 7    | 1013 | 253  | 81   | 259  |      | 1315 | 208  | 253  | 84   |      |      |      |      |      |      |      |      |      |      |      |
| 8    | 844  | 199  | 288  |      |      | 737  | 219  | 299  |      |      |      |      |      |      |      |      |      |      |      |      |

Table 10: Results obtained per face for point clustering of the double pyramids. Each row represents a view. Each group of three columns denotes a different level of noise. The first three columns show the number of points clustered for the ground truth (results without noise). The other groups are for $\sigma = 1 \cdot 10^{-5}$, $\sigma = 4 \cdot 10^{-5}$ and $\sigma = 6 \cdot 10^{-5}$, respectively. The two values in bold in the final column indicate a face that was classified incorrectly for these views. This error is explained at the end of this subsection.

highly dependent on the number of points. If we compare the results in this table with Table 6 which involved more input data, the processing time was higher. For example, the synthetic cube had 3227 points and the time was in the order of 0.3 s, whereas the pyramid had 1761 points and the corresponding time was lower, i.e., approximately 0.1 s. Another interesting conclusion that can be obtained from this data is that using similar data, the time tended to be greater when more
planes had to be estimated. The real pyramid had 2872 points and the synthetic double pyramid had 2286, but the time was greater for the latter due to the number of planes in the model. These two main conclusions applied to the time required for the double pyramid with the Kinect data (last column and last row of Table 11), where the number of points was the highest at 8033, and so was the number of planes, i.e., five. Therefore, this example required the longest processing time in this experiment.

|            | Cube       | Pyramid    | Double Pyramid |
|------------|------------|------------|----------------|
| \(\sigma = 0\) | 0.2151 s   | 0.0662 s   | 0.2303 s       |
| \(\sigma = 1 \cdot 10^{-5}\) | 0.3465 s   | 0.1093 s   | 0.2773 s       |
| \(\sigma = 4 \cdot 10^{-5}\) | 0.4482 s   | 0.1267 s   | 0.4048 s       |
| \(\sigma = 6 \cdot 10^{-5}\) | 0.3996 s   | 0.1153 s   | 0.4303 s       |
| Kinect     | 0.4531 s   | 0.1149 s   | 1.1034 s       |

Table 11: Average time (s) required by the PCC algorithm with respect to the object and noise.

3.1.3. Discussion of clustering

In this experiment, we assumed that the angles obtained by the method were due to the constrained step. The clusters returned by the method had to satisfy the constraints. However, when a large amount of noise was present, the clusters could be calculated incorrectly. To calculate the orientation of each cluster, we used the mean value of all the normals that belonged to the cluster. The normals associated with each point in the cluster were calculated using a neighbourhood, and thus the normals varied greatly if the noise level was high, even for close neighbours, as shown in Figure 8. This figure shows the normals estimated in an ideal situation (left top) and the associated point cloud (middle top), as well as with a large amount of noise (left down) with the associated point cloud (middle down). The final two images show details of the normals in both situations.

For a specific amount of noise, the proposed clustering method for point clouds obtained an appropriate result. However, with a higher level of noise, special situations could occur such as those where the clusters satisfied the constraints of the model but they were actually incorrect. This situation is illustrated in Fig. 9. The left image shows the clustering results with three groups, where they are represented by pink dots oriented vertically. The other two clusters (blue "x" and green squares) belong to the same face but their normals are 88 degrees apart (image on
Figure 8: The normals associated with the data for the cube. The first row lacks noise and in the second, $\sigma = 4 \cdot 10^{-5}$. The variation in the normal orientation of the second shape produced clustering errors.

the right). Thus, given the constraints on the cube model (Table 5) where all the angles must be 90 degrees, this shape satisfies the requirements. In the right image, it is possible to see the cluster centroids and normals. Hence, this cluster satisfies the constraints in the same manner as the right group, although their points actually fail to form the three faces of a cube.

3.2. MC-RANSAC experiments

In the second set of experiments, we tested the MC-RANSAC method (Section 2.2). In order to obtain reliable evaluations of the results, the clustered faces used in this section were those extracted without noise, i.e., the ground truth from the previous section. As in the PCC experiments, we used eight views for each object and different levels of noise were added.

The first experiment without noise allowed us to demonstrate the performance of the method. Figure 10 shows two of the eight views for each object in different positions. The coloured faces show the points used by MC-RANSAC to obtain the model. The asterisks represent the centroids
Figure 9: Incorrect clustering due to noise, although the constraints are satisfied. The clusters satisfy the 90 degree constraint, but it is possible to see that the two clusters belong to the same plane. This situation occurs when the noise is excessively high and it deforms the surface greatly.

of planes and the vectors are the normals.

It is possible to evaluate the MC-RANSAC results visually. Furthermore, Table 12 shows quantitative values, which illustrate the correct results obtained by the MC-RANSAC method. For each object in the table, there are three columns: $\gamma$ is the mean difference between the angles of the estimated planes and the angles in the model (e.g., the cube has three planes, so in Fig. 10 with 90-88-91 degrees between the faces, $\gamma = ||90 - 90|| + ||90 - 88|| + ||90 - 91||/3 = (0 + 2 + 1)/3 = 1$), $\rho$ is the standard deviation of $\gamma$ and $\text{Planes}$ is the number of planes detected by the method for each view. The first eight rows show the values for each of the eight views. The final row shows the mean values for the angle means and standard deviations.

These values demonstrate the excellent performance of the method. Next, the effects of different levels of Gaussian noise were evaluated based on comparisons with the ground truth clustering results. In order to compare our method, we performed experiments using the proposed MC-RANSAC method, clustered RANSAC and the original version. Clustered RANSAC is based on CC-RANSAC [19], but the clusters obtained by the ground truth are used to compare the results. Traditional RANSAC estimates planes iteratively until no points are left. In many cases, this method returns incoherent planes due to its dependence on the initial random seed and the threshold used for detecting inliers. Therefore, the results presented in this subsection correspond only to MC-RANSAC and clustered RANSAC because in most cases, the number of planes obtained
Figure 10: Results obtained by MC-RANSAC with synthetic data.

| View | Cube | Pyramid | Double Pyramid |
|------|------|---------|----------------|
|      | $\gamma$ | $\rho$ | Planes | $\gamma$ | $\rho$ | Planes | $\gamma$ | $\rho$ | Planes |
| 1    | 0.0003 | 0       | 2      | 0.9999 | 0       | 2      | 0.2012 | 0.2424 | 4      |
| 2    | 0.0002 | 0       | 2      | 1      | 0       | 2      | 0.0918 | 0.1275 | 4      |
| 3    | 0.0001 | 0       | 2      | 1.539  | 0       | 2      | 0.1118 | 0.1240 | 4      |
| 4    | 0.2187 | 0.16    | 3      | 1.537  | 0       | 2      | 0.0989 | 0.1100 | 4      |
| 5    | 0.0107 | 0.0139  | 3      | 1.5369 | 0       | 2      | 0.0310 | 0.0341 | 4      |
| 6    | 0.0048 | 0.0071  | 3      | 1.5369 | 0       | 2      | 0.0081 | 0.0152 | 4      |
| 7    | 0.0073 | 0.0028  | 3      | 1.537  | 0       | 2      | 0.0103 | 0.0106 | 4      |
| 8    | 0.0183 | 0.0238  | 3      | 1.5369 | 0       | 2      | 0.1189 | 0.1644 | 4      |
| Mean | 0.0031 | 0.0259  | 1.3805 | 0      | 0.0530 | 0.1035 |

Table 12: Mean angles in degrees between all of the planes for each view and the corresponding model. The number of planes detected is shown for each view and object.
by the traditional RANSAC was not similar to that expected and their orientations were dissimilar.

In this experiment, we applied each algorithm five times with different levels of noise and various views. The results represent the mean values of all views based on five iterations. Table 13 shows the mean values of the angles between the plane orientations and the model, which were extracted by MC-RANSAC and clustered RANSAC for each noise level (each pair of rows shows the MC-RANSAC error and clustered RANSAC error, respectively). The table shows that better results were obtained by the proposed method in terms of both the mean and standard deviation. Figures 11 and 12 show the means and the standard deviations from the tables, where the improvement obtained using MC-RANSAC compared with clustered RANSAC is obvious. These figures show that the error increased slightly with the proposed method, which is represented by the blue line with diamonds, compared with clustered RANSAC (represented by the red line with squares), for which the error increased greatly with the noise. The accuracy of the proposed method decreased slightly whereas the accuracy of clustered RANSAC decreased greatly. The standard deviation is represented by the error bar for each point, which shows that the stability of the proposed MC-RANSAC was higher than that of clustered RANSAC, thereby demonstrating that more reliable and repeatable results were produced by MC-RANSAC.

| Method   | Cube     | Pyramid  | Double pyramid |
|----------|----------|----------|----------------|
|          | $\sigma$ | $\gamma$ | $\rho$        | $\gamma$ | $\rho$ | $\gamma$ | $\rho$ |
| MC-R     | $1 \cdot 10^{-5}$ | 0.30123   | 0.16632       | 0.43868   | 0.30187  | 0.5477   | 0.24398   |
| Clust-R  | $1 \cdot 10^{-5}$ | 0.30324   | 0.18505       | 0.99062   | 0.75371  | 0.82737  | 0.44527   |
| MC-R     | $4 \cdot 10^{-5}$ | 0.57041   | 0.26056       | 0.58772   | 0.32025  | 1.27398  | 0.37951   |
| Clust-R  | $4 \cdot 10^{-5}$ | 1.19646   | 0.73382       | 3.41070   | 2.39174  | 3.30565  | 1.75562   |
| MC-R     | $6 \cdot 10^{-5}$ | 0.77933   | 0.32336       | 0.66831   | 0.41879  | 1.51525  | 0.54215   |
| Clust-R  | $6 \cdot 10^{-5}$ | 2.69095   | 2.61422       | 5.21775   | 2.94591  | 6.44233  | 3.99118   |

Table 13: Results obtained by MC-RANSAC (MC-R) and Clustered RANSAC (Clust-R) in terms of model angle fitting, where the means (represented by $\gamma$) and standard deviations (represented by $\rho$) of the angles between the model and the planes were estimated for different levels of noise. For each pair of rows, the best result is marked in bold. Clearly, the proposed MC-RANSAC method obtained better results for each object and noise level in terms of both the mean and standard deviation.

The results of these experiments demonstrate how well the plane orientations satisfied the model...
Figure 11: Graphical representation of the errors in Table 13 for the cube and pyramid. The blue diamonds denote the errors with MC-RANSAC (first rows in each pair in the table) and red square marks denote those with C-RANSAC. The mean of the error and the associated standard deviation are presented for each level of noise.
Figure 12: Graphical representation of the errors in Table 13 for the double pyramid, as an extension of Figure 11. The blue diamonds denote the errors with MC-RANSAC (first rows in each pair in the table) and red square marks denote those with C-RANSAC. The mean of the error and the associated standard deviation are presented for each level of noise.

Therefore, we performed further experiments to evaluate how well the planes agreed with the ground truth plane, i.e., instead of considering the constraints, we addressed the difference in the angle between a plane orientation estimated by MC-RANSAC and by the clustered RANSAC versus the same plane in the ground truth.

Table 14 shows the mean values and the standard deviations of the angles between the planes and the corresponding angles in the ground truth for MC-RANSAC and clustered RANSAC. This table shows that clustered RANSAC obtained slightly better results when the number of planes was low (pyramid) and the noise level was also low because MC-RANSAC is more focused on providing a good fit to the constraints instead of only fitting the points. However, when the noise
Figure 13: Example showing three pair of planes that satisfied the constraints of the cube model, but which were oriented in a slightly different manner.

level was higher or the number of planes increased, the performance of MC-RANSAC was better (represented by the mean $\gamma$) and more stable (represented by the standard deviation $\rho$). Figures 14 and 15 show the information contained in the table in a graphical and intuitive manner. The red squares represent the mean error for each noise level with clustered RANSAC and the blue diamonds correspond to the results using MC-RANSAC. The standard deviation is plotted for each error value with error bars. In all cases, MC-RANSAC was more accurate as the noise increased.

The results presented in the tables and figures above demonstrate the superior performance of MC-RANSAC compared with state-of-the-art methods in terms of the accuracy when estimating the planes for various sets of points simultaneously. This improvement is very important for systems where the alignment of the planes must be highly precise, or in fine registration systems where accuracy is a key requirement.

3.3. PCC and MC-RANSAC

The overall system based on PCC (Subsection 2.1) and MC-RANSAC (Subsection 2.2) can be used to estimate the best planes that satisfy a set of points, while preserving a group of constraints. PCC clusters each set of points and MC-RANSAC estimates the planar models.

The combination of both methods obtains the planar model, but it also helps to address other
issues in various situations, particularly the detection of false positives during the PCC step. If we obtain an incorrect group of clusters due to an error in the PCC, as shown in Figure 9, then clustered RANSAC will produce the wrong planes, whereas the constraints will not be satisfied in MC-RANSAC during the checking step. This helps to determine whether the set of clustered points can form the expected model.

Another interesting advantage of the proposed MME method is that it can reduce the effects of incorrect camera calibration in some applications. Figure 16 shows the effects of incorrect camera calibration. These views correspond to the two sides of a cube from different viewpoints (they are aligned to facilitate visualization of the problem), where it is easy to see that the angle is not 90 degrees. This problem was caused by the incorrect calibration of the camera, which could be minimized using the proposed method because the constraints require that the results are within a specific range.

### 4. Conclusions

In this study, we proposed a novel method for planar model reconstruction from 3D point clouds. The MME method facilitates the accurate reconstruction of planar objects using prior knowledge related to the model. The MME method employs PCC and MC-RANSAC. First, the points that belong to each face of the object are evaluated, before estimating the planes that best fit the points

| method       | σ noise | Cubes | Pyramid | Doublepyramid |
|--------------|--------|-------|---------|---------------|
|              | γ      | ρ     | γ       | ρ            |
| MC-R 1       | 1 \cdot 10^{-5} | 0.44847 | 0.3220 | 0.99007 | 0.41041 | **0.58490** | **0.23920** |
| Clust-R 1    | 1 \cdot 10^{-5} | **0.25930** | **0.10268** | **0.58107** | **0.25939** | 0.74456 | 0.34151 |
| MC-R 4       | 4 \cdot 10^{-5} | 1.16246 | 0.68947 | **3.35888** | 2.11948 | **1.56576** | **0.62812** |
| Clust-R 4    | 4 \cdot 10^{-5} | **1.08260** | **0.48365** | 3.38369 | **1.36565** | 2.89609 | 1.02107 |
| MC-R 6       | 6 \cdot 10^{-5} | **1.79764** | **0.83456** | **4.17551** | **2.23639** | **2.26828** | **0.86087** |
| Clust-R 6    | 6 \cdot 10^{-5} | 2.23349 | 1.34749 | 5.68080 | 2.29415 | 4.38794 | 1.52995 |

Table 14: Results obtained by MC-RANSAC (MC-R) and clustered RANSAC (Clust-R) compared with the ground truth plane orientations. The means (represented by $\gamma$) and standard deviations (represented by $\rho$) for the angle orientations are shown for each element and noise level.
and the constraints of the model. The PCC method uses a k-means algorithm to estimate the clusters and a tree search technique to refine the solutions while considering the prior constraints. The MC-RANSAC extends traditional RANSAC by considering pre-clustered input data as well as
introducing a novel step that evaluates whether the inliers comply with the prior constraints.

We evaluated the proposed method for different objects (cube, pyramid and double pyramid) and different noise levels. The point clouds of the objects were obtained using a Microsoft Kinect sensor and a Blensor camera simulator. The PCC method obtained accurate clustering results, even with high noise levels and a complex planar object (i.e., the double pyramid). We compared the performance of MC-RANSAC with the state-of-the-art clustering version of RANSAC, where the results showed that the proposed method performed better in most of the experiments. The constraint fitting experiments obtained better results in all cases. In the plane orientation experiments, the proposed method outperformed clustered RANSAC as the amount of noise or the number of planes in the model increased.

The main weakness of the MME is the processing time required for the PCC step, which is very interesting and future research should include an analysis based on a parallel design of the method. Moreover, experiments with different sets of constraints could be studied in future research, such as
Figure 16: Different views of two sides of a cube, where it is possible to appreciate the errors in the angles of the sides caused by the incorrect calibration of the camera.

using coloured faces in the clustering step to improve the plane estimation. In our future research, we also aim to evaluate the effect of the proposed method in registering markers reconstructed using MME and mapping based on knowledge related to the main planes in a scene (e.g., the walls and floor).

5. References

[1] V. Morell-Gimenez, M. Saval-Calvo, J. Azorin-Lopez, J. Garcia-Rodriguez, M. Cazorla, S. Orts-Escolano, A. Fuster-Guillo, A comparative study of registration methods for rgb-d video of static scenes, Sensors 14 (5) (2014) 8547–8576. doi:10.3390/s140508547. URL http://www.mdpi.com/1424-8220/14/5/8547

[2] M. A. Fischler, R. C. Bolles, Random sample consensus: A paradigm for model fitting with applications to image analysis and automated cartography, Commun. ACM 24 (6) (1981) 381–395. doi:10.1145/358669.358692. URL http://doi.acm.org/10.1145/358669.358692
[3] M. Aly, Real time detection of lane markers in urban streets, 2008 IEEE Intelligent Vehicles Symposium (2008) 7–12. doi:10.1109/IVS.2008.4621152
URL http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4621152

[4] A. Borkar, M. Hayes, M. T. Smith, A Novel Lane Detection System With Efficient Ground Truth Generation 13 (1) (2012) 365–374.

[5] R. Raguram, J.-m. Frahm, M. Pollefeys, A Comparative Analysis of RANSAC Techniques Leading to Adaptive Real-Time Random Sample Consensus (2008) 500–51. doi:10.1007/978-3-540-88688-4_37

[6] P.-C. Su, J. Shen, S.-c. S. Cheung, A ROBUST RGB-D SLAM SYSTEM FOR 3D, in: IEEE International Conference on Image Processing (ICIP), University of Kentucky, 2013, pp. 275–279.

[7] P. Henry, M. Krainin, E. Herbst, X. Ren, D. Fox, Experimental Robotics 79. doi:10.1007/978-3-642-28572-1
URL http://link.springer.com/10.1007/978-3-642-28572-1

[8] T. Hassner, L. Assif, L. Wolf, When standard RANSAC is not enough: cross-media visual matching with hypothesis relevancy, Machine Vision and Applications doi:10.1007/s00138-013-0571-4
URL http://link.springer.com/10.1007/s00138-013-0571-4

[9] F. Zhou, Y. Cui, Y. Wang, L. Liu, H. Gao, Accurate and robust estimation of camera parameters using RANSAC, Optics and Lasers in Engineering 51 (3) (2013) 197–212. doi:10.1016/j.optlaseng.2012.10.012
URL http://linkinghub.elsevier.com/retrieve/pii/S0143816612003016

[10] A. Hast, J. Nysjö, A. Marchetti, Optimal RANSAC - Towards a Repeatable Algorithm for Finding the Optimal Set, Journal of WSCG 21 (1) (2013) 21–30.

[11] F. Tarsha-kurdi, T. Landes, P. Grussenmeyer, HOUGH-TRANSFORM AND EXTENDED RANSAC ALGORITHMS FOR AUTOMATIC DETECTION OF 3D BUILDING ROOF PLANES FROM LIDAR DATA 36 (2007) 407–412.
[12] H. Kim, J.-Y. Guillemaut, T. Takai, M. Sarim, A. Hilton, Outdoor Dynamic 3-D Scene Reconstruction. IEEE Transactions on Circuits and Systems for Video Technology 22 (11) (2012) 1611–1622. doi:10.1109/TCSVT.2012.2202185. URL http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6210373

[13] F. Mufti, R. Mahony, J. Heinzmann, Robust estimation of planar surfaces using spatio-temporal RANSAC for applications in autonomous vehicle navigation. Robotics and Autonomous Systems 60 (1) (2012) 16–28. doi:10.1016/j.robot.2011.08.009. URL http://linkinghub.elsevier.com/retrieve/pii/S0921889011001606

[14] D. Gallup, J.-m. Frahm, M. Pollefeys, C. Hill, Piecewise Planar and Non-Planar Stereo for Urban Scene Reconstruction (2010) 1418–1425.

[15] M. Zuliani, C. Kenney, B. Manjunath, The multiRANSAC algorithm and its application to detect planar homographies. IEEE International Conference on Image Processing 2005 (2005) III–153 doi:10.1109/ICIP.2005.1530351. URL http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1530351

[16] R. Schnabel, R. Wahl, R. Klein, Efficient RANSAC for Point-Cloud Shape Detection. Computer Graphics Forum 26 (2) (2007) 214–226. doi:10.1111/j.1467-8659.2007.01016.x. URL http://doi.wiley.com/10.1111/j.1467-8659.2007.01016.x

[17] S. N. Sinha, D. Steedly, R. Szeliski, Piecewise planar stereo for image-based rendering. 2009 IEEE 12th International Conference on Computer Vision (2009) 1881–1888 doi:10.1109/ICCV.2009.5459417. URL http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5459417

[18] H. Isack, Y. Boykov, Energy-Based Geometric Multi-model Fitting. International Journal of Computer Vision 97 (2) (2012) 123–147. doi:10.1007/s11263-011-0474-7. URL http://link.springer.com/10.1007/s11263-011-0474-7

[19] O. Gallo, R. Manduchi, A. Rafii, CC-RANSAC: Fitting planes in the presence of multiple surfaces in range data. Pattern Recognition Letters 32 (3) (2011) 403–410. doi:10.1016/j.patrec.2010.10.009. URL http://linkinghub.elsevier.com/retrieve/pii/S0167865510003557
[20] K. Zhou, A. Richtsfeld, K. M. Varadarajan, M. Zillich, M. Vincze, Combining Plane Estimation with Shape Detection for Holistic Scene Understanding (2011) 736–747.

[21] K. Zhou, A. Richtsfeld, K. M. Varadarajan, M. Zillich, Accurate Plane Estimation Within A Holistic Probabilistic Framework, no. 215181, 2013.

[22] T.-J. Chin, H. Wang, D. Suter, Robust fitting of multiple structures: The statistical learning approach, 2009 IEEE 12th International Conference on Computer Vision (Iccv) (2009) 413–420. doi:10.1109/ICCV.2009.5459150 URL http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5459150

[23] K. Zhou, M. Zillich, M. Vincze, A. Vrecko, D. Skocaj, ulti-model fitting using particle swarm optimization for 3d perception in robot vision, in: Robotics and Biomimetics (ROBIO), 2010 IEEE International Conference on, 2010, pp. 1250–1255.

[24] M. Gschwandtner, R. Kwitt, A. Uhl, W. Pree, BlenSor : Blender Sensor Simulation Toolbox (2011) 199–208.

[25] K. Khoshelham, S. O. Elberink, Accuracy and resolution of kinect depth data for indoor mapping applications, Sensors 12 (2) (2012) 1437–1454. doi:10.3390/s120201437 URL http://www.mdpi.com/1424-8220/12/2/1437

6. Bio

**Marcelo Saval-Calvo**

Mr Marcelo Saval-Calvo received a degree in Computer Engineering in 2010 from the University of Alicante (Spain). In 2011, he received his MSc from the same university with a Master’s Thesis in the area of Computer Vision. Currently, he is a PhD candidate working on 3D point cloud deformable registration funded by the Valencian Government. He was awarded a research fellowship by the Regional Ministry of Education, Culture and Sports of the Valencian Government for research at the University of Edinburgh. His current research interests include human behaviour analysis using computer vision, 3D deformable registration and model-based rigid registration.

**Jorge Azorin-Lopez**
Dr Jorge Azorin-Lopez received a PhD degree in Computer Science from the University of Alicante (2007). Since 2001, he has been a faculty member in the Computer Technology department at the same university, where he is currently the Deputy Director of Research. He was awarded a post-doctoral research fellowship by the Spanish Government in 2009. He has worked on 14 research projects and published over 40 papers on computer vision in several journals, conferences and book chapters. He has served as a reviewer for numerous scientific journals and international conferences. His current areas of research include 3D vision systems.

Andres Fuster-Guillo

Dr Andres Fuster Guillo received his B.S. in Computer Science Engineering from the University of Valencia (1995) and his PhD in Computer Science from the University of Alicante (2003). Since
1997, he has been a member of the faculty in the Computer Technology department at the same university, where he is currently a professor. He has worked on more than 15 research projects and has published over 40 papers on computer vision and computer architecture. His current areas of research include vision systems for perception under adverse conditions, 3D vision systems, automated visual inspection and artificial neural networks.

Jose Garcia-Rodriguez

Dr Jose Garcia-Rodriguez received his Ph.D. degree, with specializations in Computer Vision and Neural Networks, from the University of Alicante (Spain). He is currently an Associate Professor at the Department of Computer Technology in the University of Alicante. His research areas include computer vision, computational intelligence, machine learning, pattern recognition,
robotics, man-machine interfaces, ambient intelligence, computational chemistry, and parallel and multicore architectures. He has authored over 100 publications in journals and top conferences, and reviewed papers for several international journals, as well as chairing sessions in the last five editions of IJCNN and IWANN, and participating in the program committees of several international conferences.