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Abstract
We find extremely general classes of nonsmooth open sets which guarantee Mosco convergence for corresponding Sobolev spaces and the validity of Sobolev inequalities with a uniform constant. An important feature of our results is that the conditions we impose on the open sets for Mosco convergence and for the Sobolev inequalities are of the same nature, therefore it is easy to check when both are satisfied. Our analysis is motivated, in particular, by the study of the stability of the direct acoustic scattering problem with respect to the scatterer, which we also discuss. Concerning Mosco convergence in dimension 3 or higher, our result extends all those previously known in the literature. Concerning Sobolev inequalities, our approach seems to be new and considerably simplifies the conditions previously required for the stability of acoustic direct scattering problems.

Mathematics Subject Classification Primary: 49J45 · 46E35; Secondary: 35P25

1 Introduction
The purpose of this paper is twofold. We consider highly nonsmooth open sets in $\mathbb{R}^N$, $N \geq 2$. First, we investigate Mosco convergence of Sobolev spaces defined on these sets. Second, we study the validity of the Sobolev inequality. In particular, we find general classes of sets for which Mosco convergence holds or the Sobolev inequality holds with a constant which is independent on the set but depends only on the class. Both these results are of independent interest. However, another interesting feature is that the conditions we impose on the sets for the two issues at hand are of the same nature, making much easier to check whether for some class of sets both properties are true. This is relevant since, following [20], it is known that this is needed to guarantee stability of solutions to acoustic scattering problems as the sound-hard scatterer varies. Instead, previously in [20] or in [16], besides those to
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ensure Mosco convergence, further and rather involved conditions were required to have uniform Sobolev inequalities. Indeed, as an application, we later prove a stability result for this acoustic scattering problem that greatly generalizes the ones of [16, 20], since we allow a much larger class of scatterers, with conditions much easier to be verified, and we also allow the coefficients of the corresponding Helmholtz equation to vary.

About Mosco convergence of Sobolev spaces under variations of their domains, let \( 1 < p < +\infty \) and let \( D_n, n \in \mathbb{N} \), be open sets which are uniformly bounded. The aim is to prove that, for some open set \( D \), we have Mosco convergence of \( W^{1,p}(D_n) \) to \( W^{1,p}(D) \). Also Deny-Lions spaces \( L^{1,p} \) or \( H(\text{curl}) \) spaces are of interest, but these cases can actually be often reduced to the analysis done for Sobolev spaces, see Remark 2.12, therefore we concentrate our attention mostly to the Sobolev case.

The importance of studying this Mosco convergence is due to the fact that it has a well known strict relationship to stability of solutions to Neumann problems, still under variations of the domains, see for instance the characterisation in Proposition 2.13. In turn, the stability of solutions to Neumann problems has important applications in several fields, from fracture mechanics, see for instance [11], to stability of direct scattering problems with varying scatterers, see [16, 20] for the acoustic case and [17] for the electromagnetic case where \( H(\text{curl}) \) spaces come into play.

Typically, one assumes some kind of convergence of \( D_n \) to \( D \) as \( n \to \infty \), usually convergence in the Hausdorff complementary topology. The characterisation of Proposition 2.13 implies that a necessary condition for Mosco convergence is that, as \( n \to \infty \), \( |D_n| \to |D| \), actually that \( |D_n \Delta D| \to 0 \), see Corollary 2.14. Another assumption that seems to be necessary is that the complement of \( D_n \) has a uniformly bounded number of connected components, since otherwise we might end up in counterexamples such as the famous Neumann sieve, see [21]. In dimension \( N = 2 \), these conditions are indeed sufficient for \( 1 < p \leq 2 \), a result first shown in [5, 6] for \( p = 2 \) and then in [10] and, by a density argument, in [14] for \( 1 < p \leq 2 \). In [10] the result was also extended to Deny-Lions spaces \( L^{1,p} \), under the same assumptions. We mention that an important preliminary result in this direction was proved in [7], where a uniform bound on the \( \mathcal{H}^1 \) measure of \( \partial D_n \) was also required. These 2-dimensional results made important use of complex analytic techniques, thus for \( N \geq 3 \) (and for \( H(\text{curl}) \) spaces) it is extremely challenging to reach such a general result. Hence, the aim has been to find as general conditions as possible to ensure Mosco convergence. The breakthrough was in [13], where \( \partial D_n \) belongs to the class \( \mathcal{G}(r, L, C) \), see Definition A.4, given by suitable Lipschitz hypersurfaces, and Mosco convergence was proved for Sobolev spaces with \( 1 < p \leq 2 \). In [20] the same result was proved by using still Lipschitz hypersurfaces, with slightly more regular boundary, corresponding to the class \( \mathcal{MR}(r, L) \) of Definition 3.4, that were allowed to intersect each other, in a controlled way, along their boundaries. This result was extended to \( H(\text{curl}) \) spaces in [17]. We note that a crucial feature in the result of [20] was the fact that for \( \mathcal{MR}(r, L) \) hypersurfaces converging in the Hausdorff distance we have convergence of their boundaries as well. Such a property is unfortunately not satisfied by \( \mathcal{G}(r, L, C) \), see Example A.7, and this makes gluing hypersurfaces in this class not straightforward.

The first aim of the present work is to construct an extremely general class, that contains both the one of [13] and the one of [20], for which Mosco convergence holds, with \( 1 < p \leq 2 \). This class extends all previously known results, it is optimal in many respects and its generality makes it fit for most applications. Let us mention that there are counterexamples, in [10] for \( N = 2 \) and in [13] for \( N \geq 3 \), for the case \( p > 2 \) which seems to be still quite open.

The main difficulty in establishing this new class was in understanding better the properties of hypersurfaces belonging to the class \( \mathcal{G}(r, L, C) \) introduced in [13], which we discuss in the “Appendix”, and in finding a way to properly glue them together to construct more
complicated structures. In Definition 3.5, we construct the class $\mathcal{FR}(r, L, M_0)$ given by Lipschitz hypersurfaces which are given by the union of at most $M_0$ hypersurfaces of type $\mathcal{MR}(r, L)$. This new class, which clearly extends the class $\mathcal{MR}(r, L)$, also generalizes classes of the type $\mathcal{G}(r, L, C)$, see Theorem A.8. Instead of the boundary, for Lipschitz hypersurfaces in $\mathcal{FR}(r, L, M_0)$, the important set is what we call the singular set which is the union of the boundaries of the $\mathcal{MR}(r, L)$ components of the hypersurfaces. It turns out that, contrary to the boundary, the singular set is stable under convergence in the Hausdorff distance and this allows us to glue together hypersurfaces from $\mathcal{FR}(r, L, M_0)$, taking care of doing that along their singular sets and not just their boundary as was done in [20] for $\mathcal{MR}(r, L)$ hypersurfaces. We obtain a class, $\mathcal{FR}(r, L, M_0, \omega)$ of Definition 3.9, which is thus more general than all previous examples. Still, a Mosco convergence result for $1 < p \leq 2$ holds, see Theorem 3.13, the first main result of the paper. We note that our work here is pretty much of a geometrical nature. In fact, once the right geometrical conditions are found, the Mosco result follows straightforwardly from the arguments of [20], which in turn were strongly based on those of [13].

About Sobolev inequalities, this is a classical problem which has been widely studied and several quite general sufficient conditions have been investigated, see for instance [1, 19] and the references therein. Here we are dealing with a particular case, since the complexity of the sets of $\mathcal{FR}(r, L, M_0, \omega)$ constructed in Sect. 3 makes it hard for them to fit into the well established cases. Moreover, we wish to control the constant of the Sobolev inequality. The main difficulty lies in the intersection of the hypersurfaces which, although controlled by the function $\omega$, could be very general. If $\omega$ goes to zero fast enough we can create very narrow regions between two different hypersurfaces and estimates there become critical. Thus, in order to have enough control on these in-between regions, we need to make some assumptions on $\omega$. In particular, we assume that, for $s > 0$, $\omega(s) = as$ for some positive constant $a$, that is, $\omega$ is linear. This essentially excludes cusp-like situations which are difficult to handle. Another restriction we need to make is that the intersection cannot happen along the singular sets of the different hypersurfaces, but only along their boundaries. In fact, we have a sufficient control on the boundaries of hypersurfaces in $\mathcal{FR}(r, L, M_0)$, whereas very little can be said about their singular sets. However, provided these two restrictions are enforced, we are able to prove that the Sobolev inequality holds with a constant independent on our set, see Theorem 4.6, the second main result of the paper. In our opinion also the method of proof can be of interest, because it employs the so called Friedrichs inequality, in its general version due to Maz’ya, see [18] and [19, Corollary on page 319], which has been further generalised in [23]. Indeed, our assumptions on the boundary allow to control the traces of Sobolev functions in suitable integral norms on the boundary. Using this estimate in the Friedrichs inequality leads to an estimate on suitable integral norms of the Sobolev functions inside the domain, thus establishing the Sobolev inequality. In this respect, Proposition 4.1, which relates the validity of the Sobolev inequality to that of an optimal trace inequality, might be useful in other applications.

The plan of the paper is the following. In Sect. 2 we set the notation and discuss general properties of Mosco convergence for Sobolev spaces. In Sect. 3 we construct our classes of hypersurfaces and discuss our Mosco convergence results. In Sect. 4, we discuss conditions on our open sets for the Sobolev inequality to hold. In Sect. 5 we apply our results to the stability of solutions to acoustic scattering problems. Finally, in the “Appendix” we discuss classes $\mathcal{G}(r, L, C)$ from [13] and we compare them with our classes $\mathcal{FR}(r, L, M_0)$.
2 General setting and first properties

The integer \( N \geq 2 \) denotes the space dimension and we note that we drop the dependence of any constant on \( N \). For any Borel set \( E \subset \mathbb{R}^N \), we denote with \( |E| \) its Lebesgue measure, whereas, for any \( s \geq 0 \), \( \mathcal{H}^s(E) \) denotes its \( s \)-dimensional Hausdorff measure. For any \( x \in \mathbb{R}^N \) and any \( r > 0 \), \( B_r(x) \) denotes the open ball with center \( x \) and radius \( r \). Usually \( B_r \) stands for \( B_r(0) \). If \( E \subset \mathbb{R}^N \), \( E \) not empty, and \( y \in \mathbb{R}^N \), we call distance of \( y \) from \( E \) the number \( \text{dist}(y, E) := \inf_{z \in E} |y - z| \). For any \( E \subset \mathbb{R}^N \), \( E \) not empty, we call

\[
B_r(E) := \bigcup_{x \in E} B_r(x) = \{ y \in \mathbb{R}^N \mid \text{dist}(y, E) < r \}.
\]

For any \( p, 1 \leq p < +\infty \), we denote with \( p' \) its conjugate exponent, that is \( 1/p + 1/p' = 1 \). If \( p < N \) we call \( p^* \) its Sobolev conjugate exponent, that is \( p^* = \frac{pN}{N - p} \).

With \( M_{sym}^{N \times N}(\mathbb{R}) \) we denote the space of symmetric real-valued \( N \times N \) matrices, whereas \( I_N \) denotes the identity \( N \times N \) matrix.

By a domain in \( \mathbb{R}^N \) we mean an open and connected set. We say that an open set \( \Omega \subset \mathbb{R}^N \) has a Lipschitz boundary if for any \( x \in \partial \Omega \) there exist a neighbourhood \( U_x \) of \( x \) and a Lipschitz function \( \varphi : \mathbb{R}^{N-1} \rightarrow \mathbb{R} \) such that, up to a rigid change of coordinates, we have

\[
\Omega \cap U_x = \{ y = (y_1, \ldots, y_{N-1}, y_N) \in U_x \mid y_N < \varphi(y_1, \ldots, y_{N-1}) \}.
\]

We usually denote with \( v \) the exterior unit normal to \( \partial \Omega \).

We say that an open set \( \Omega \subset \mathbb{R}^N \) belongs to the class \( \mathcal{A}(r, L, R) \) if \( \Omega \subset B_R \) and its boundary is Lipschitz with constants \( r \) and \( L \) in the following sense: for any \( x \in \partial \Omega \) we can choose in the previous definition \( U_x = B_r(x) \) and \( \varphi \) with Lipschitz constant bounded by \( L \).

**Remark 2.1** For any bounded open set \( \Omega \) with Lipschitz boundary, there exist constants \( r, L \) and \( R \) such that \( \Omega \in \mathcal{A}(r, L, R) \).

**Definition 2.2** Let \( 1 \leq p < +\infty \). A bounded open set \( D \) in \( \mathbb{R}^N \) satisfies the Rellich compactness property for \( p \) (RCP\(_p\)) if the natural immersion of \( W^{1,p}(D) \) into \( L^p(D) \) is compact.

**Remark 2.3** If a bounded open set \( D \) is Lipschitz, then it satisfies RCP\(_p\) for any \( 1 \leq p < +\infty \). Another sufficient condition is a higher integrability property. Namely, if there exist \( q > p \) and \( C > 0 \) such that

\[
\|v\|_{L^q(D)} \leq C\|v\|_{W^{1,p}(D)} \quad \text{for any } v \in W^{1,p}(D),
\]

(2.1)

then RCP\(_p\) holds.

A function \( \omega \) is a modulus of continuity if \( \omega : (0, +\infty) \rightarrow (0, +\infty) \) is a non-decreasing, left-continuous function such that \( \lim_{t \rightarrow 0^+} \omega(t) = 0 \).

Let \( \Omega \subset \mathbb{R}^N \) be a fixed bounded open set. We define \( \mathcal{K}(\overline{\Omega}) := \{ K \subset \overline{\Omega} \mid K \text{ not empty compact set} \} \) and \( \mathcal{O}(\Omega) := \{ D \subset \Omega \mid D \text{ open set} \} \). We use the following notation. For any \( D \in \mathcal{O}(\Omega) \), we call \( \mathcal{K}(D) = \overline{\Omega} \setminus D \in \mathcal{K}(\overline{\Omega}) \).

Given two not empty compact sets \( K \) and \( \tilde{K} \), the Hausdorff distance between \( K \) and \( \tilde{K} \) is given by

\[
d_H(K, \tilde{K}) := \max \left\{ \sup_{x \in \tilde{K}} \text{dist}(x, K), \sup_{y \in K} \text{dist}(y, \tilde{K}) \right\}.
\]
We recall that \((\mathcal{K}(\overline{\Omega}), d_H)\) is a compact metric space, see [9, Chapter 8] for instance.

Given \(\{K_n\}_{n \in \mathbb{N}} \subset \mathcal{K}(\overline{\Omega})\) and \(K \in \mathcal{K}(\overline{\Omega})\), we say that \(K_n\) converges to \(K\) in the Hausdorff distance if \(d_H(K_n, K) \to 0\) as \(n \to \infty\). Analogously, given \(\{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)\) and \(D \in \mathcal{O}(\Omega)\), we say that \(D_n\) converges to \(D\) in the Hausdorff complementary topology if the sequence of compact sets \(K_n = K(D_n)\) converges to the compact set \(K = K(D)\) in the Hausdorff distance.

**Remark 2.4** The following statements about convergence in the Hausdorff distance are equivalent.

1. \(K_n \to K\) in the Hausdorff distance.
2. For any \(\varepsilon > 0\) there exists \(\bar{n} \in \mathbb{N}\) such that \(K \subset B_\varepsilon(K_n)\) and \(K_n \subset B_\varepsilon(K)\) for every \(n \geq \bar{n}\).
3. For any \(y \in K\) there exists \(\{x_n\}_{n \in \mathbb{N}}\) with \(x_n \in K_n\) such that \(x_n \to y\) and for any \(\{x_{n_j}\}_{j \in \mathbb{N}}\) with \(x_{n_j} \in K_{n_j}\) such that \(x_{n_j} \to y\), then \(y \in K\).

By using condition (2), it is also easy to show that if \(K_n \to K\) in the Hausdorff distance, then \(|K_n \setminus K| \to 0\) as \(n \to \infty\).

**Remark 2.5** Another useful property of the convergence in the Hausdorff distance is the fact that
\[
\text{if } K_n \to K \text{ and } \partial K_n \to \tilde{K} \text{ in the Hausdorff distance, then } \partial K \subset \tilde{K} \subset K.
\]

Indeed, the inclusion \(\tilde{K} \subset K\) is trivial. Suppose, by contradiction, that \(\partial K \not\subset \tilde{K}\). Then, there exists \(x \in \partial K\) such that \(x \notin \tilde{K}\). Since \(\partial K_n \to \tilde{K}\), there exist \(c > 0\) and \(\{n_k\}_{k \in \mathbb{N}}\) such that \(\text{dist}(x, \partial K_{n_k}) > c\) for every \(k \in \mathbb{N}\). However, \(x \in \partial K \subset K\) implies that there exists a sequence \(x_{n_k} \in K_n\) such that \(x_{n_k} \to x\), hence \(\text{dist}(x_{n_k}, \partial K_{n_k}) > c/2\) for any \(k \geq \tilde{k}\) for some \(\tilde{k} \in \mathbb{N}\). It follows that \(\overline{B}_{c/2}(x_{n_k}) \subset K_{n_k}\) for any \(k \geq \tilde{k}\), and, since \(x_{n_k} \to x\), we conclude that \(\overline{B}_{c/2}(x_{n_k}) \to \overline{B}_{c/2}(x)\) in the Hausdorff distance, hence \(\overline{B}_{c/2}(x) \subset K\), which contradicts the fact that \(x \in \partial K\).

### 2.1 Mosco convergence for Sobolev spaces

Let \(X\) be a reflexive Banach space and let \(\{A_n\}_{n \in \mathbb{N}}\) be a sequence of closed subspaces of \(X\). Denote with \(A'\) the set made of the elements of \(X\) which are weak limit of a sequence of elements taken from a subsequence of \(\{A_n\}_{n \in \mathbb{N}}\) and with \(A''\) the set made of the elements of \(X\) which are strong limit of a sequence of elements in \(\{A_n\}_{n \in \mathbb{N}}\). In other words
\[
A' = \left\{ x \in X \mid x = w- \lim_{k \to \infty} x_{n_k}, x_{n_k} \in A_{n_k} \right\}
\]
\[
A'' = \left\{ x \in X \mid x = s- \lim_{n \to \infty} x_n, x_n \in A_n \right\}.
\]

Observe that, from the definitions, it is clear that \(A'\) and \(A''\) are subspaces of \(X\) such that \(A'' \subset A'\) and that \(A''\) is closed in \(X\) with respect to the strong topology given by the norm. Then, we can define Mosco convergence.

**Definition 2.6** Let \(X\) be a reflexive Banach space, \(\{A_n\}_{n \in \mathbb{N}}\) be a sequence of closed subspaces of \(X\) and \(A'\) and \(A''\) be as above. We say that \(A_n\) converges in the sense of Mosco as \(n \to \infty\) to a closed subspace \(A \subset X\) if it holds that \(A = A' = A''\).
Remark 2.7 From the definition and the properties of $A'$ and $A''$ it follows that the condition $A = A' = A''$ is equivalent to the two conditions

(M1) $[A' \subset A]$ For any $x \in X$, if there exists a subsequence $\{A_{n_k}\}_{k \in \mathbb{N}}$ and a sequence $\{x_k\}_{k \in \mathbb{N}}$ with $x_k \rightarrow x$ weakly as $k \rightarrow \infty$, then $x \in A$.

(M2) $[A \subset A'']$ For any $x \in A$, there exists a sequence $\{x_n\}_{n \in \mathbb{N}}$ with $x_n \in A_n$ for every $n \in \mathbb{N}$ such that $x_n \rightarrow x$ in $X$ as $n \rightarrow \infty$.

Therefore, to prove Mosco convergence of $A_n$ to $A$, it is enough to check if the conditions (M1) and (M2) are satisfied.

Condition (M2) is generally the most difficult to prove, indeed we recall that there are two useful reductions which will be used later on. First, since $A''$ is closed, it is enough to prove (M2) for a subset $S$ dense in $A$. Second, it is enough to prove (M2) for subsequences, that is, to prove that for any $x \in A$ and for any subsequence $\{A_{n_j}\}_{j \in \mathbb{J}}$ there exist a further subsequence $\{A_{n_{j_k}}\}_{k \in \mathbb{N}}$ and elements $x_k \in A_{n_{j_k}}$ such that $x_k \rightarrow x$ in $X$.

Mosco convergence of Sobolev spaces on varying open sets is defined as follows. Let $N \geq 2$ and $1 < p < +\infty$ be fixed. Let $\Omega \subset \mathbb{R}^N$ be a fixed bounded open set. For any $D \in \mathcal{O}(\Omega)$, we have an isometric embedding of $W^{1,p}(D)$ in $L^p(\Omega; \mathbb{R}^{N+1})$ given as follows. For any $u \in W^{1,p}(D)$ we associate $(u, \nabla u) \in L^p(\Omega; \mathbb{R}^{N+1})$ where $u$ and $\nabla u$ are extended to 0 outside $D$. In this way it is possible to consider $W^{1,p}(D)$ as a closed subspace of $L^p(\Omega; \mathbb{R}^{N+1})$. Then, we can state the following definition.

Definition 2.8 Let $\Omega \subset \mathbb{R}^N$ be a bounded open set. Let $\{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)$ and $D \in \mathcal{O}(\Omega)$ and let $1 < p < +\infty$. We say that $W^{1,p}(D_n)$ converges in the sense of Mosco to $W^{1,p}(D)$ as $n \rightarrow \infty$ if, interpreted as closed subspaces of $L^p(\Omega; \mathbb{R}^{N+1})$, such spaces converge in the sense of Definition 2.6.

One of the purposes of this work is to find very general conditions on the sequence $\{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)$ such that the spaces $W^{1,p}(D_n)$ converge in the sense of Mosco to $W^{1,p}(D)$ for some $D \in \mathcal{O}(\Omega)$. Typically, one assumes that the sequence $\{D_n\}$ converges in some sense to $D$. For example, one assumes that the sets $D_n$ converge to $D$ in the Hausdorff complementary topology.

Remark 2.9 Sometimes $D$ is described as $\Omega \setminus K$ for some $K \in \mathcal{K}(\overline{\Omega})$ and properties of $K$ are considered instead of those of $D$. Here we recall how to go from this latter formulation to the one we use in this paper. We have that $K(D) = K \cup \partial \Omega \setminus D \cap \overline{\Omega} = \partial K \cap \overline{\Omega}, K \setminus \partial K = \Omega \setminus \partial D$, $\partial(\overline{\Omega} \setminus \partial K) = \partial K \cup \partial \Omega = K(\overline{\Omega} \setminus \partial K)$ and the following holds.

Let $\{K_n\}_{n \in \mathbb{N}} \subset \mathcal{K}(\overline{\Omega})$, $K \in \mathcal{K}(\overline{\Omega})$ and $\tilde{K} \in \mathcal{K}(\overline{\Omega})$. We call $D_n = \Omega \setminus K_n$ and $D = \Omega \setminus K$. Then, if $K_n \rightarrow K$ in the Hausdorff distance, we conclude that $D_n$ converges to $D$ in the Hausdorff complementary topology. Consequently, if $\partial K_n \rightarrow \tilde{K}$ in the Hausdorff distance, then $\Omega \setminus \partial K_n$ converges to $\Omega \setminus \tilde{K}$ in the Hausdorff complementary topology and $\partial(\Omega \setminus \partial K_n)$ converges to $\tilde{K} \cup \partial \Omega$ in the Hausdorff distance.

Remark 2.10 Sometimes, it is useful that in condition (M1) we have convergence of $u_{n_k}$ to $u$, as $k \rightarrow \infty$, strongly in $L^p(\Omega)$. To this aim the following result, which can be easily proved by using a similar argument to the one of [20, Proposition 2.9] for $p = 2$, is of interest.

Let $1 \leq p < +\infty$ and let $\{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)$ and $D \in \mathcal{O}(\Omega)$ for some arbitrary bounded open set $\Omega$. Assume that $D_n$ converges to $D$ in the Hausdorff complementary topology and that there exist $q > p$ and $C > 0$ such that (2.1) holds uniformly with $D_n$ for any $n \in \mathbb{N}$. Let $u_n \in W^{1,p}(D_n)$ and $u \in W^{1,p}(D)$ be such that $(u_n, \nabla u_n)$ converges to $(u, \nabla u)$ weakly in $L^p(\Omega; \mathbb{R}^{N+1})$, with the usual extensions to 0. Then $u_n$ converges to $u$ strongly in $L^p(\Omega)$.
We now state the first result about Mosco convergence of Sobolev spaces $W^{1,p}$, $1 < p < +\infty$. Of particular importance are points (iv) and (vi) that extend Proposition 2.2 in [20], which dealt with the case $p = 2$ only. We would like to stress that this result is very useful since one can prove Mosco convergence of Sobolev spaces like $W^{1,p}(\Omega \setminus \partial D_n)$ and then use Proposition 2.11 (iv) and (vi) to recover also convergence for those like $W^{1,p}(D_n)$. Since, with a little amount of regularity, $\partial D_n$ are roughly speaking hypersurfaces in $\mathbb{R}^N$, in the next section we will focus on this kind of closed sets.

**Proposition 2.11** Let $\Omega \subset \mathbb{R}^N$ be a bounded open set. Let $\{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)$ and $D \in \mathcal{O}(\Omega)$ and let $1 < p < +\infty$. Denote $A_n = W^{1,p}(D_n)$, $n \in \mathbb{N}$, and $A = W^{1,p}(D)$. Then we have the following results.

(i) If $D_n \rightarrow D$ in the Hausdorff complementary topology and $|D_n \setminus D| \rightarrow 0$ as $n \rightarrow \infty$, then condition (M1) of Mosco convergence holds, that is, $A' \subset A$.

(ii) If $D_n \subset D$ for every $n \in \mathbb{N}$ and $|D \setminus D_n| \rightarrow 0$ as $n \rightarrow \infty$, then condition (M2) of Mosco convergence holds, that is, $A \subset A''$.

(iii) If $D_n \rightarrow D$ in the Hausdorff complementary topology and $D_n \subset D$ for every $n \in \mathbb{N}$, then $A_n$ converges to $A$ as $n \rightarrow \infty$ in the sense of Mosco.

(iv) If $D_n \rightarrow D$ in the Hausdorff complementary topology, $\partial D_n \cup \partial \Omega \rightarrow \tilde{K}$, for some $\tilde{K} \in \mathcal{K}(\Omega)$, in the Hausdorff distance and $W^{1,p}(\Omega \setminus \partial D_n)$ and $W^{1,p}(\Omega \setminus \tilde{K})$ satisfy condition (M1), then condition (M1) of Mosco convergence holds, that is, $A' \subset A$.

(v) If $D_n \rightarrow D$ in the Hausdorff complementary topology, $\partial D_n \cup \partial \Omega \rightarrow \tilde{K}$, for some $\tilde{K} \in \mathcal{K}(\Omega)$, in the Hausdorff distance and $|\tilde{K} \cap \partial \Omega| = 0$, then condition (M1) of Mosco convergence holds, that is, $A' \subset A$.

(vi) If $D_n \rightarrow D$ in the Hausdorff complementary topology, $\partial D_n \cup \partial \Omega \rightarrow \tilde{K}$, for some $\tilde{K} \in \mathcal{K}(\Omega)$, in the Hausdorff distance and $W^{1,p}(\Omega \setminus \partial D_n)$ and $W^{1,p}(\Omega \setminus \tilde{K})$ satisfy condition (M2), then condition (M2) of Mosco convergence holds, that is, $A \subset A''$.

**Proof** For points (i), (ii) and (iii), see Lemmas 2.3, 2.4 and Corollary 2.6 in [20] where the same results are proved for $p = 2$.

For point (iv), we note that, as in Remark 2.5, $\partial D \subset \partial K(D) \cup \partial \Omega \subset \tilde{K} \subset K(D)$. Then we can use the argument of the first part of the proof of Proposition 2.2. in [20], which is done for $p = 2$. For point (v), we just use point (iv) and (i).

For point (vi), one can repeat the argument of the second part of the proof of Lemma 4.2 in [17].

**Remark 2.12** An important remark is the following. We can consider Mosco convergence not only for Sobolev spaces $W^{1,p}$, $1 < p < +\infty$, but also for Deny-Lions spaces $L^{1,p}$, $1 < p < +\infty$. We recall that, for any $D \in \mathcal{O}(\Omega)$, $L^{1,p}(D) = \{u \in L^{1,p}_{loc}(D) \mid \nabla u \in L^{p}(\Omega)\}$, which is a Banach space if we identify two elements of $L^{1,p}(D)$ having the same gradient and if we endow it with the norm $\|u\|_{L^{1,p}(D)} = \|\nabla u\|_{L^{p}(\Omega)}$. Moreover, $L^{1,p}(D)$ can be identified with a closed subspace of $L^{p}(\Omega; \mathbb{R}^N)$ by associating to $u \in L^{1,p}(D)$ the function $\nabla u$, which is extended to 0 outside $D$.

If $N = 3$, $H(\text{curl})(D) = \{u \in L^{2}(D; \mathbb{R}^3) \mid \nabla \times u \in L^{2}(D; \mathbb{R}^3)\}$ is a Banach space endowed with the norm $\|u\|_{H(\text{curl})(D)} = \|\nabla \times u\|_{L^{2}(\Omega)}$. It can be seen as a closed subspace of $L^{2}(\Omega; \mathbb{R}^6)$ by associating to $u \in H(\text{curl})(D)$ the pair $(u, \nabla \times u)$, which are both extended to 0 outside $D$.

We can define Mosco convergence of $L^{1,p}$ spaces or $H(\text{curl})$ spaces as done for Sobolev spaces in Definition 2.8.

In this respect we have the following two observations. First, all results of Proposition 2.11 extend naturally to $L^{1,p}$, $1 < p < +\infty$, and to $H(\text{curl})$ spaces. Moreover, we have the
following. Let $\Omega \subset \mathbb{R}^N$ be a bounded open set and let $\{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)$ and $D \in \mathcal{O}(\Omega)$, then:

1. Let $1 < p < +\infty$. If $W^{1,p}(D_n)$, $n \in \mathbb{N}$, and $W^{1,p}(D)$ satisfy condition (M2), then $L^{1,p}(D_n)$, $n \in \mathbb{N}$, and $L^{1,p}(D)$ satisfy condition (M2) as well. In fact, it is enough to observe that, by a truncation argument, $W^{1,p}(D)$ is a dense subspace of $L^{1,p}(D)$.

2. If $W^{1,2}(D_n)$, $n \in \mathbb{N}$, and $W^{1,2}(D)$ satisfy condition (M2) and $W^{1,2}(D; \mathbb{R}^3)$ is dense in $H(\text{curl})(D)$, then $H(\text{curl})(D_n)$, $n \in \mathbb{N}$, and $H(\text{curl})(D)$ satisfy condition (M2) as well.

We would like to recall that Mosco convergence for Sobolev spaces when $p = 2$ has been widely studied thanks to the close relationship between convergence in the sense of Mosco of the spaces $W^{1,2}$ and the stability property of weak solutions to Neumann problems for elliptic equations under variations of the domains, see [7], [5], [6], in particular [6, Proposition 3.2 and Corollary 3.3]. For the sake of completeness, we recall this characterisation by stating and proving a similar one that holds for any $p$, $1 < p < +\infty$.

Let $1 < p < +\infty$. For any $D \in \mathcal{O}(\Omega)$, any $f \in L^p(D)$ and any $F \in L^p(D; \mathbb{R}^N)$, let $u = u(D, f, F)$ be the solution to the variational problem

$$
\min_{v \in W^{1,p}(D)} J(v) = \min_{v \in W^{1,p}(D)} \left( \frac{1}{p} \int_D (|\nabla v|^p + |v|^p) - \int_\Omega f v - \int_\Omega F \cdot \nabla v \right).
$$

(2.2)

Such a problem has a unique solution $u \in W^{1,p}(D)$, which is characterised by solving, for any $\varphi \in W^{1,p}(D)$,

$$
\int_D (|\nabla u|^{p-2} \nabla u \cdot \nabla \varphi + |u|^{p-2} u \varphi) = \int_D (f \varphi + F \cdot \nabla \varphi).
$$

(2.3)

In other words, $u \in W^{1,p}(D)$ is the unique weak solution of the homogeneous Neumann problem

$$
\begin{align*}
- \text{div}(|\nabla u|^{p-2} \nabla u) + |u|^{p-2} u &= f - \text{div}(F) \quad \text{in} \ D, \\
\partial_n u &= 0 \quad \text{on} \ \partial D.
\end{align*}
$$

We have the following result.

**Theorem 2.13** Let $\{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)$ and $D \in \mathcal{O}(\Omega)$. Let $1 < p < +\infty$. Then the following holds.

(a) If $W^{1,p}(D_n)$ converges in the sense of Mosco to $W^{1,p}(D)$ as $n \to \infty$, then for any $f \in L^p(\Omega)$ and any $F \in L^p(\Omega; \mathbb{R}^N)$ one has that $u_n = u(D_n, f|_{D_n}, F|_{D_n})$, solution to (2.2) with $D_n$ in place of $D$, converges in $L^p(\Omega; \mathbb{R}^{N+1})$ to $u = u(D, f|_D, F|_D)$, solution to (2.2), namely $u_n \to u$ in $L^p(\Omega)$ and $\nabla u_n \to \nabla u$ in $L^p(\Omega; \mathbb{R}^N)$ (with the usual extensions to 0).

(b) Viceversa, if $D_n \to D$ in the Hausdorff complementary topology and if for any $f \in L^p(\Omega)$ one has that $u_n = u(D_n, f|_{D_n}, 0)$ converges to $u = u(D, f|_D, 0)$ in $L^p(\Omega; \mathbb{R}^{N+1})$, then $W^{1,p}(D_n)$ converges to $W^{1,p}(D)$ in the sense of Mosco as $n \to \infty$.

**Proof** For any $f \in L^p(\Omega)$, any $F \in L^p(\Omega; \mathbb{R}^N)$ and any $n \in \mathbb{N}$, we call

$$
J_n(v) = \frac{1}{p} \int_{D_n} (|\nabla v|^p + |v|^p) - \int_{D_n} f v - \int_{D_n} F \cdot \nabla v
$$

and

$$
\arg \min_{v \in W^{1,p}(D_n)} J_n(v) = u_n = u(D_n, f|_{D_n}, F|_{D_n})
$$

\(\square\) Springer
and, correspondingly,
\[ \mathcal{J}(v) = \frac{1}{p} \int_D \left( |\nabla v|^p + |v|^p \right) - \int_D f v - \int_D F : \nabla v, \]
\[ u = u(D, f |D), F |D) = \arg\min_{v \in W^{1,p}(D)} \mathcal{J}(v). \]

We begin by proving (a). By the variational characterisation, it is easy to infer that, for a constant \( C \) depending on \( \|f\|_{L^p(\Omega)}, \|F\|_{L^p(\Omega)} \) and \( p \) only, we have that \( \|u_n\|_{W^{1,p}(D_n)} \leq C \) for every \( n \in \mathbb{N} \), which means that the sequence \( \{(u_n, \nabla u_n)\} \) is bounded in \( L^p(\Omega; \mathbb{R}^{N+1}) \). Hence, there exists \( (v, V) \in L^p(\Omega; \mathbb{R}^{N+1}) \) and a subsequence \( (u_{n_k}, \nabla u_{n_k}) \) such that \( (u_{n_k}, \nabla u_{n_k}) \rightarrow (v, V) \) weakly in \( L^p(\Omega; \mathbb{R}^{N+1}) \). By condition (M1) of Mosco convergence, we immediately deduce that \( v \in W^{1,p}(D) \), with \( V = \nabla v \) in \( D \), and that \( v \) and \( V \) are 0 outside \( D \). We also obtain that, by lower semicontinuity, \( J(v) \leq \lim\inf_k J_{n_k}(u_{n_k}) \).

We now want to show that \( u = u = u(D, f |D), F |D) \). Indeed, any \( w \in W^{1,p}(D) \), then, by condition (M2) of Mosco convergence, there exists a sequence \( w_n \in W^{1,p}(D_n) \) such that \( w_n \rightarrow w \) strongly in \( L^p(\Omega; \mathbb{R}^{N+1}) \). Then, by strong continuity of the functionals, we have that \( J_n(w_n) \rightarrow J(w) \) as \( n \rightarrow \infty \). Therefore, using the minimisation property satisfied by \( u_n \), we infer that
\[ J(v) \leq \lim\inf_k J_{n_k}(u_{n_k}) \leq \lim\inf_k J_{n_k}(w_{n_k}) = J(w). \]
By uniqueness of the solution to the minimisation problem (2.2), we conclude that \( v = u = u(D, f |D), F |D) \).

Since \( u_n \) and \( u \) are solutions to the minimisation problems, by using the weak formulation (2.3), testing by \( \varphi_n = u_n \) and \( \varphi = u \) respectively, and exploiting the weak convergence \( u_{n_k} \rightharpoonup u \), we obtain that
\[ \lim_k \|u_{n_k}, \nabla u_{n_k}\|_{L^p(\Omega; \mathbb{R}^{N+1})} = \|(u, \nabla u)\|_{L^p(\Omega; \mathbb{R}^{N+1})}, \]
hence \( u_{n_k}, \nabla u_{n_k} \rightarrow (u, \nabla u) \) strongly in \( L^p(\Omega; \mathbb{R}^{N+1}) \) as \( k \rightarrow \infty \). By Urysohn, we conclude that the whole sequence \( (u_n, \nabla u_n) \rightarrow (u, \nabla u) \) strongly in \( L^p(\Omega; \mathbb{R}^{N+1}) \) as \( n \rightarrow \infty \).

Now we proceed to prove (b). To show condition (M1), we apply Proposition 2.11. By hypothesis, we already have that \( D_n \rightarrow D \) in the Hausdorff complementary topology, then we just have to show that \( |D_n \setminus D| \rightarrow 0 \) as \( n \rightarrow \infty \). Consider \( f \equiv 1 \in L^p(\Omega) \) and the corresponding solutions \( u_n = u(K_n, 1, 0) \) and \( u = u(K, 1, 0) \) to (2.2). By uniqueness of the solution, we have that \( u \equiv 1 \) in \( D \) and \( u_n \equiv 1 \) in \( D_n \), for any \( n \in \mathbb{N} \). Additionally, by hypothesis, we know that \( u_n \rightarrow u \) in \( L^p(\Omega) \), with the usual extensions to 0 outside \( D_n \) and \( D \), respectively. It follows that
\[ |D_n \Delta D| = \|u_n - u\|^p_{L^p(\Omega)} \rightarrow 0 \] as \( n \rightarrow \infty \), hence \( |D_n \setminus D| \rightarrow 0 \) as \( n \rightarrow \infty \) and condition (M1) is proved.

Next, we recall that it is enough to show condition (M2) only on a dense subset of \( W^{1,p}(D) \). Define the resolvent operator \( R_D : L^p(D) \rightarrow W^{1,p}(D) \) such that \( R_D(f) = u(D, f, 0) \), solution to (2.2). Then, if we can show that \( R_D(L^p(D)) \) is dense in \( W^{1,p}(D) \), condition (M2) easily follows. Indeed, take \( u \in R_D(L^p(D)) \), then \( u = u(D, f, 0) \) for a certain \( f \in L^p(D) \). Now, extend \( f \) to 0 outside \( D \) and consider the solutions \( u_n = u(D_n, f |D_n; 0) \) in \( W^{1,p}(D_n) \) for every \( n \in \mathbb{N} \). It follows directly from our hypothesis that \( (u_n, \nabla u_n) \rightarrow (u, \nabla u) \) in \( L^p(\Omega; \mathbb{R}^{N+1}) \), which proves (M2).
To show that $R_D(L^p(D))$ is dense in $W^{1,p}(D)$, take $u \in W^{1,p}(D)$. Then, $u = u(D, f, F)$ where $f = |u|^p - 2 u \in L^p(D)$ and $F = \nabla u |^p - 2 \nabla u \in L^p(D, \mathbb{R}^N)$. We call $F^* = (f, F) \in (W^{1,p}(D))^*$ the corresponding element of the dual space. Since $W^{1,p}(D)$ is dense in $L^p(D)$, $L^p(D)$ is dense in $(W^{1,p}(D))^*$, thus there exists $\{f_n\}_{n \in \mathbb{N}} \subset L^p(D)$ such that $(f_n, 0) \to F^*$ in $(W^{1,p}(D))^*$. As a consequence, $u_n = u(D, f_n, 0) \in R_D(L^p(D))$ for every $n \in \mathbb{N}$ and it is not difficult to prove that $u_n \to u$ in $W^{1,p}(D)$.

**Corollary 2.14** Let $\{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)$ and $D \in \mathcal{O}(\Omega)$. Let $1 < p < +\infty$. If $W^{1,p}(D_n)$ converges to $W^{1,p}(D)$ in the sense of Mosco as $n \to \infty$, then one has that $|D_n \Delta D| \to 0$ as $n \to \infty$ and, in particular, $|D_n| \to |D|$ as $n \to \infty$.

**Proof** By using part (a) of the previous theorem, one can use the argument with $f \equiv 1$ used in the proof of part (b) of the same theorem.

### 3 Classes of hypersurfaces and Mosco convergence

Let us fix $N \geq 2$ and $\Omega \subset \mathbb{R}^N$ an open and bounded set. In the notation that we will use to name the following classes of compact sets, we will suppress the dependence on $\Omega$, since here it is considered fixed, but they will clearly depend on it. We begin with the following definition of Lipschitz hypersurfaces.

**Definition 3.1** We say that $K \in \mathcal{K}(\overline{\Omega})$ is a (compact) Lipschitz hypersurface with constants $r > 0$ and $L > 0$, with or without boundary, if for any $x \in K$ there exists a bi-Lipschitz map $\Phi_x : B_r(x) \subset \mathbb{R}^N \to \mathbb{R}^N$ such that

(a) $L^{-1}|z_1 - z_2| \leq |\Phi_x(z_1) - \Phi_x(z_2)| \leq L|z_1 - z_2|$ for any $z_1, z_2 \in B_r(x)$.

(b) $\Phi_x(x) = 0$ and $\Phi_x(K \cap B_r(x)) \subset \pi := \{y \in \mathbb{R}^N \mid y_N = 0\}$.

Moreover, for such $K$ we say that $x \in K$ belongs to the interior of $K$ if there exists $\delta > 0$ such that $B_\delta(0) \cap \pi \subset \Phi_x(K \cap B_r(x))$ and we define:

$$\text{bdry}(K) := \{x \in K \mid x \text{ does not belong to the interior of } K\}$$

Let us point out that we used a little abuse of notation here, since subsets which are actually not hypersurfaces, such as a point or a smooth curve in $\mathbb{R}^3$, satisfy this definition. More precisely, for it to be a hypersurface we should at least ask that the interior of $K$ is nonempty. This will be the case for all the next definitions of hypersurfaces which just use Definition 3.1 as a starting point.

**Remark 3.2** It is easy to prove that there exists $C_1 = C_1(r, L, \Omega) > 0$ such that for any Lipschitz hypersurface $K$

$$\mathcal{H}^{N-1}(K) \leq C_1 < +\infty,$$

and that $\text{bdry}(K)$ is compact. Moreover, we have that $\Phi_x(B_r(x))$ is an open set containing $B_r/L$. We also note that if $z \in B_r/L$ belongs to the boundary of $\Phi_x(K \cap B_r(x))$ as a subset of $\pi$, then $y = \Phi^{-1}_x(z)$ belongs to $\text{bdry}(K)$.

**Remark 3.3** Let us note that Lipschitz hypersurfaces of Definition 3.1 are stable with respect to Hausdorff convergence. In fact, let $K_n, n \in \mathbb{N}$, satisfy conditions (a) and (b) and let $K$ be the limit of $K_n$ in the Hausdorff distance. Let $x \in K$ and let $x_n \in K_n$ be such that $x_n \to x$ as $n \to \infty$. Observe that, up to a translation, the maps $\Phi^n_{x_n}$ can be rewritten as $\Phi^n_{x_n} = \Phi_{x_n} \circ \Phi^{-1}_x$. 

\(\text{Springer}\)
\( \Phi_n(x_n) \) with \( \Phi_n: B_r(0) \rightarrow \mathbb{R}^N \) bi-Lipschitz with constant \( L \). Then, by Ascoli–Arzelà theorem, we have that, up to a subsequence, \( \Phi_n \rightarrow \Phi \) uniformly with \( \Phi: B_r(0) \rightarrow \mathbb{R}^N \) bi-Lipschitz with constant \( L \). Now define \( \Phi_x := \Phi(\cdot - x) \). Clearly \( \Phi_x \) satisfies (a) and, since \( \Phi_n(0) = 0 \) for every \( n \in \mathbb{N} \), also \( \Phi_x(x) = 0 \). In order to show (b), we only need to prove that \( \Phi_x(K \cap B_r(x)) \subset \pi \). Indeed, let \( y \in K \cap B_r(x) \), then, by Hausdorff convergence, there exist \( y_n \in K_n \) such that \( y_n \rightarrow y \). In particular, there exists \( \tilde{n} \in \mathbb{N} \) such that, for every \( n \geq \tilde{n} \), \( y_n \in B_r(x_n) \cap K_n \), so that \( \Phi_n(y_n - x_n) \in \pi \). Now observe that, by uniform convergence, \( \Phi_n(y_n - x_n) \rightarrow \Phi(y - x) \), therefore \( \Phi_x(y) = \Phi(y - x) \in \pi \) and (b) is proved.

In order to introduce some regularity on the boundary of a Lipschitz hypersurface \( K \), we recall the following definition from [20].

**Definition 3.4** A Lipschitz hypersurface \( K \in \mathcal{K}(\Omega) \) belongs to the class \( \mathcal{MR}(r, L) \) with parameters \( r > 0 \) and \( L > 0 \), if, in addition to hypotheses (a) and (b) of Definition 3.1, it satisfies

(c) for any \( x \in \partial K \) one has that \( \Phi_x(K \cap B_r(x)) = \Phi_x(B_r(x)) \cap \pi^+ \), where we set \( \pi^+ := \{ y \in \mathbb{R}^N | y_N = 0, y_{N-1} \geq 0 \} \).

It is easy to prove that there exists \( C_2 = C_2(r, L, \Omega) > 0 \) such that, for any \( K \in \mathcal{MR}(r, L) \),

\[
\mathcal{H}^{N-2}(\partial K) \leq C_2 < +\infty. \tag{3.2}
\]

In order to understand the role of condition (c), we note that when \( K \) is the closure of an open subset of a hyperplane, a sufficient condition is that its boundary is Lipschitz, since this can be straightened by a bi-Lipschitz change of variables. Hence, it is enough that locally near the boundary \( K \) is mapped, through a bi-Lipschitz transformation, to a subset of a hyperplane which has a Lipschitz boundary.

We generalise the \( \mathcal{MR}(r, L) \) class in the following way.

**Definition 3.5** A Lipschitz hypersurface \( K \in \mathcal{K}(\Omega) \) belongs to the class \( \mathcal{FR}(r, L, M_0) \) with parameters \( r > 0 \), \( L > 0 \) and \( M_0 \in \mathbb{N} \), if, in addition to hypotheses (a) and (b) of Definition 3.1, we have that \( K = \bigcup_{j=1}^J H^j \), where \( H^j \in \mathcal{MR}(r, L) \) for every \( j = 1, \ldots, J \) and \( 1 \leq J \leq M_0 \).

Moreover, for such \( K \) we define the set of singular points as:

\[
\text{sing}(K) := \bigcup_{j=1}^J \partial K = \bigcup_{j=1}^J \partial (H^j).
\]

**Remark 3.6** We point out that the previous definition states that \( K \in \mathcal{FR}(r, L, M_0) \) is globally a Lipschitz hypersurface as in Definition 3.1, but every single piece of the decomposition \( K = \bigcup_{j=1}^J H^j \) belongs to the class \( \mathcal{MR}(r, L) \). In particular, note that if \( x \in H^j \), the map \( \Phi_x \) which satisfies hypothesis (a) and (b) globally for \( K \) and the one that satisfies hypotheses (a), (b) and (c) for \( H^j \) could be different.

**Remark 3.7** An important remark is that the decomposition, or representation, of \( K \) in terms of the sets \( H^j \in \mathcal{MR}(r, L) \) is not unique. In particular, since \( K \in \mathcal{FR}(r, L, M_0) \) is globally a Lipschitz hypersurface, \( \partial K \) is well defined as in Definition 3.1 and depends only on \( K \). On the other hand, the set sing \( (K) \) is not intrinsically defined by \( K \), but it strongly depends on the particular choice of the decomposition. However, it is always true that \( \partial K \subset \text{sing} (K) \) and \( \text{sing} (K) \) is compact.
By (3.1) and (3.2), we infer that, for any \( K \in \mathcal{FR}(r, L, M_0) \), one has
\[
\mathcal{H}^{N-1}(K) \leq C_1 < +\infty \quad \text{and} \quad \mathcal{H}^{N-2}(\text{sing}(K)) \leq M_0C_2 < +\infty,
\]
indpendently on the representation.

In order to understand this new definition, again we consider the case in which \( K \) is the closure of an open subset of a hyperplane. Roughly speaking, we are saying that \( K \) is formed by the union of a finite number of subsets with Lipschitz boundary. Then one can think of an element of this class as a bi-Lipschitz transformation of such a subset \( K \). By the way, this rough description is of help in understanding Lemma 4.4 below.

We further note that the idea behind this definition is pretty much that of using a cone condition instead of regularity properties of the boundary, an idea which we actually employ in the proof of Theorem A.8. This allows a much more general kind of boundary. For example, in two dimensions one could have cusps, like in the following case. If locally near the origin \( K \) is \( \{ y \leq \sqrt{|x|} \} \), then \( K \) does not have a Lipschitz boundary but fits into our definition by splitting it into its intersections with the halfspaces \( \{ x \geq 0 \} \) and \( \{ x \leq 0 \} \). We finally point out that the sets \( H^j \) may overlap on a set of positive \( \mathcal{H}^{N-1} \) measure, thus allowing an even greater generality.

We study the closure, and thus the compactness, of class \( \mathcal{FR}(r, L, M_0) \) with respect to convergence in the Hausdorff distance. The interesting result here is that, up to subsequences, we also have convergence of the corresponding sets of singular points.

**Proposition 3.8** Let \( r > 0, L > 0 \) and \( M_0 \in \mathbb{N} \) and let \( \{ K_n \}_{n \in \mathbb{N}} \subset \mathcal{FR}(r, L, M_0) \), with given decompositions. Assume that \( K_n \to K \) in the Hausdorff distance as \( n \to \infty \), with \( K \in \mathcal{K}(\mathbb{H}) \). Then, \( K \in \mathcal{FR}(r, L, M_0) \) and, up to a subsequence, one has that, for a suitable decomposition of \( K \), \( \text{sing}(K_n) \to \text{sing}(K) \) in the Hausdorff distance as \( n \to \infty \).

**Proof** Let \( \{ K_n \}_{n \in \mathbb{N}} \subset \mathcal{FR}(r, L, M_0) \) be such that \( K_n \to K \) in the Hausdorff distance. By Remark 3.3, we know that \( K \) satisfies conditions (a) and (b) of Definition 3.1.

Since the number of components of the decomposition of \( K_n \) is limited by \( M_0 \) for any \( n \in \mathbb{N} \), it is possible to find a subsequence in which the number of components \( J \) is the same for every \( n \in \mathbb{N} \). Without relabeling, we have that \( K_n = \bigcup_{j=1}^{J_n} H_n^j \) with \( H_n^j \in \mathcal{MR}(r, L) \) for every \( j = 1, \ldots, J \) and \( n \in \mathbb{N} \). Now, by [20, Lemma 3.6], up to passing to a subsequence, we have that \( H_n^j \to H^j \in \mathcal{MR}(r, L) \) and \( \text{bdry}(H_n^j) \to \text{bdry}(H^j) \) in the Hausdorff distance for every \( j = 1, \ldots, J \). Then, it immediately follows that \( K = \bigcup_{j=1}^{J} H^j \), which implies \( K \in \mathcal{FR}(r, L, M_0) \), and that \( \text{sing}(K_n) \to \text{sing}(K) \) in the Hausdorff distance.

Following the idea in [20], where hypersurfaces belonging to \( \mathcal{MR}(r, L) \) where suitably glued along their boundaries, we consider sets where hypersurfaces belonging to \( \mathcal{FR}(r, L, M_0) \) can be analogously glued together, this time along their singular sets rather than along their boundaries.

**Definition 3.9** We say that a compact set \( K \in \mathcal{K}(\mathbb{H}) \) belongs to the class \( \mathcal{FR}(r, L, M_0, \omega) \) with parameters \( r > 0, L > 0, M_0 \in \mathbb{N} \) and \( \omega : (0, +\infty) \to (0, +\infty) \) modulus of continuity, if \( K \) satisfies

1. \( K = \bigcup_{i=1}^{M} K^i \), where \( K^i \in \mathcal{FR}(r, L, M_0) \) for every \( i = 1, \ldots, M \), for some \( M \in \mathbb{N} \).
2. For any \( i = 1, \ldots, M \) and \( x \in K^i \), if \( \text{dist}(x, \text{sing}(K^i)) = \delta > 0 \), then it follows that
   \[
   \text{dist}(x, \bigcup_{j \neq i} K^j) \geq \omega(\delta).
   \]

Moreover, we define \( \text{sing}(K) := \bigcup_{i=1}^{M} \text{sing}(K^i) \).
We remark that, as before, the decomposition, or representation, of \( K \) as union of \( K^i \in \mathcal{FR}(r, L, M_0) \) is not at all unique, as well as the decomposition of each \( K^i \) into its \( \mathcal{M}(r, L) \) components. Therefore sing\((K)\) is not intrinsically defined and strongly depends on the chosen representation of \( K \) in terms of \( K^i \) and, in turn, of \( K^i \) in terms of its \( \mathcal{M}(r, L) \) components.

We note that, given a representation of \( K \), for any \( i, j = 1, \ldots, M \) with \( i \neq j \) one has that \( K^i \cap K^j \subset \text{sing}(K^i) \cap \text{sing}(K^j) \), which means that two different hypersurfaces in the decomposition of \( K \in \mathcal{FR}(r, L, M_0, \omega) \) are either disjoint or can intersect only along the sets of singular points.

In order to clarify this new definition, let us start with some simple examples in two dimensions. Let us consider the case in which \( K \) is formed by a finite number of smooth curves whose pairwise intersection is the origin, which is an endpoint of any of these curves. If the angle of intersection between any of these curves is bounded away from zero, this corresponds roughly to \( \omega \) being a linear function, a case we use in Sect. 4. However, if \( \omega \) goes to 0 faster than linearly, these curves may actually form cusps. In three dimensions, a similar situation occurs when we have smooth surfaces whose pairwise intersection is a smooth curve belonging to the boundary of any of these surfaces. By using the fact that the intersection may occur on singular sets rather than boundaries only, extremely general situations can occur.

For example, all the configurations cartooned in Figures 2 and 3 in [22], along with those obtained by bi-Lipschitz transformations, belong to this class. Also Figure 1 in [22] is a good illustration of the kind of generality we have in mind, which is fully guaranteed by our class.

Definition 3.5 does not guarantee any control on the intersection of the various pieces \( H_j \), which means that the set sing\((K)\) can be difficult to describe in general. This is clearly true also for Definition 3.9. However, a basic property like the following still holds.

**Lemma 3.10** Let \( r > 0 \), \( L > 0 \), \( M_0 \in \mathbb{N} \) and \( \omega \) be a modulus of continuity and let \( K \in \mathcal{FR}(r, L, M_0, \omega) \). Then for any \( x \in K \) and any \( \bar{r} > 0 \) there exist \( \bar{s} > 0 \), depending only on \( r, L, M_0, \omega \) and \( \bar{r} \), and \( y \in b_{\bar{r}/2}(x) \cap K \) such that dist\((y, \text{sing}(K))\) \( \geq \bar{s} \).

**Proof** We begin by proving this property for \( K \in \mathcal{FR}(r, L, M_0) \). Without loss of generality, up to reordering the sets of its decomposition, we can assume that \( x \in H^1 \) and that \( 0 < \bar{r} < r/2 \). We call \( x_0 = x \) and \( s_0 = \bar{r}/4 \). If bdry\((H^1) \cap B_{s_0}(x_0) = \emptyset \), we call \( x_1 = x_0 \) and \( s_1 = s_0/4 \). Otherwise, there exists \( z_1 \in \text{bdry}(H^1) \cap B_{s_0/4}(x_0) \) and it is clear that \( B_{s_0/4}(z_1) \subset B_{s_0/2}(x_0) \subset B_{\bar{r}/4}(x) \). Now take the bi-Lipschitz map \( \Phi_{z_1}^1, B_r(z_1) \rightarrow \mathbb{R}^N \) defined on \( H^1 \in \mathcal{M}(r, L) \) such that \( \Phi_{z_1}^1(H^1 \cap B_r(z_1)) = \Phi_{z_1}^1(B_r(z_1)) \cap \pi^+ \). In particular, we have that \( B_{s_0/(16L)} \cap \pi^+ \subset \Phi_{z_1}^1(H^1 \cap B_{s_0/16}(z_1)) \). We can find \( w_1 \in B_{s_0/(16L)} \cap \pi^+ \) such that \( B_{s_0/(64L)}(w_1) \cap \pi \subset B_{s_0/(16L)} \cap \pi^+ \). Therefore, by taking \( s_1 = (\Phi_{z_1}^1)^{-1}(w_1) \) and \( s_1 = s_0/(64L^2) \), it follows that \( B_{s_1}(x_1) \subset B_{s_0/2}(x_0) \) and bdry\((H^1) \cap B_{s_1}(x_1) = \emptyset \). As a consequence, assuming, without loss of generality, that \( L \geq 1 \), for \( s_1 = s_0/(64L^2) \) there exists \( x_1 \in K \) such that dist\((x_1, \text{bdry}(H^1)) \geq s_1 \) and \( B_{s_1}(x_1) \subset B_{s_0/2}(x_0) \).

Then, we apply the exact same reasoning to the set \( H^2 \) and we can find, for \( s_2 = s_1/(64L^2) \), \( x_2 \in K \) such that dist\((x_2, \text{bdry}(H^2)) \geq s_2 \) and \( B_{s_2}(x_2) \subset B_{s_1/2}(x_1) \), hence we also have dist\((x_2, \text{bdry}(H^2) \cup \text{bdry}(H^1)) \geq s_2 \). By repeating the previous argument up to \( M_0 \), we conclude that the thesis holds with \( \bar{s} = 4(64L^2)^{M_0} \).

For the general case, let \( x \in K \), with \( K \in \mathcal{FR}(r, L, M_0, \omega) \). Without loss of generality, up to reordering the sets of its decomposition, we can assume that \( x \in K^1 \). We have just proved that there exists \( y \in B_{\bar{r}/2}(x) \cap K^1 \) such that dist\((y, \text{sing}(K^1)) \geq \bar{s} \). We conclude that dist\((y, \bigcup_{j \neq 1} K^j) \geq \omega(\bar{s}) \) and the proof is concluded. □
Remark 3.11 The number $M \in \mathbb{N}$ of components can depend on the particular $K \in \mathcal{FR}(r, L, M_0, \omega)$, however, using Lemma 3.10, one can find a uniform upper bound $M \in \mathbb{N}$, depending only on parameters $r$, $L$, $M_0$, and $\omega$, such that $M \leq M$ for any $K \in \mathcal{FR}(r, L, M_0, \omega)$. Hence, for any $K \in \mathcal{FR}(r, L, M_0, \omega)$ one has

$$\mathcal{H}^{N-1}(K) \leq M C_1 < +\infty \quad \text{and} \quad \mathcal{H}^{N-2}(\text{sing}(K)) \leq M_0 C_2 < +\infty,$$

independently on the representation.

We conclude by introducing the following two classes

$$\widehat{\mathcal{FR}}(r, L, M_0, \omega) := \{ K \in \mathcal{K}(\overline{\Omega}) | \partial K \in \mathcal{FR}(r, L, M_0, \omega) \}$$

and

$$\mathcal{O}(r, L, M_0, \omega) := \{ D \in \mathcal{O}(\Omega) | \partial D \in \mathcal{FR}(r, L, M_0, \omega) \}.$$

The analogous of Proposition 3.8 still holds for all these new classes.

Proposition 3.12 Let $r > 0$, $L > 0$, $M_0 \in \mathbb{N}$ and $\omega : (0, +\infty) \to (0, +\infty)$ be a modulus of continuity. Let $(K_n)_{n \in \mathbb{N}} \subset \mathcal{FR}(r, L, M_0, \omega)$, with given decompositions. Assume that $K_n \to K$ in the Hausdorff distance as $n \to \infty$, with $K \in \mathcal{K}(\overline{\Omega})$. Then, $K \in \mathcal{FR}(r, L, M_0, \omega)$ and, up to a subsequence, one has that, for a suitable decomposition of $K$, $\text{sing}(K_n) \to \text{sing}(K)$ in the Hausdorff distance as $n \to \infty$.

Moreover, the class $\widehat{\mathcal{FR}}(r, L, M_0, \omega)$ is closed, thus compact, with respect to convergence in the Hausdorff distance and the class $\mathcal{O}(r, L, M_0, \omega)$ is also closed, thus compact, in the Hausdorff complementary topology.

Proof For the class $\mathcal{FR}(r, L, M_0, \omega)$, one can easily adapt the arguments of the proof of [20, Lemma 3.8], by using Proposition 3.8 and substituting $\text{bdry}(\cdot)$ with $\text{sing}(\cdot)$.

Let $(K_n)_{n \in \mathbb{N}} \subset \mathcal{FR}(r, L, M_0, \omega)$ be such that $K_n \to K$ in the Hausdorff distance. We already know that, up to a subsequence, $\partial K_n \to \tilde{K} \in \mathcal{FR}(r, L, M_0, \omega)$ in the Hausdorff distance and, moreover, that $\partial K \subset \tilde{K} \subset K$ by Remark 2.5. Therefore, we only need to show that $\tilde{K} = \partial K$.

By contradiction, suppose there exists $x \in \tilde{K} \setminus \partial K$. Then clearly $x$ is a point belonging to the interior of $K$, namely there exists $d > 0$ such that $B_d(x) \subset K$. Moreover, by the convergence in the Hausdorff distance of $\partial K_n \to \tilde{K}$, there exists a sequence of points $x_n \in \partial K$ such that $x_n \to x$. Take $\tilde{r} = d/4$ and let $y_n \in B_{\tilde{r}/2}(x_n) \cap \partial K_n$ such that $\text{dist}(y_n, \text{sing}(\partial K_n)) \geq \tilde{s}$ as in Lemma 3.10. We can find a radius $\tilde{s} > 0$, depending on $\tilde{s}$ and $L$ only, and $z_n$ such that $B_{\tilde{s}}(z_n) \subset B_{\tilde{s}}(y_n) \setminus K_n$. Up to a subsequence, $z_n \to z \in \overline{B_d/2}(x)$, therefore $z \in K$. Hence, there exists $w_n \in K_n$ such that $w_n \to z$. But, for $n$ large enough, $w_n \in B_{\tilde{s}}(z_n)$ and we obtain a contradiction.

Finally, let $(D_n)_{n \in \mathbb{N}} \subset \mathcal{O}(r, L, M_0, \omega)$ be such that $D_n \to D$ in the Hausdorff complementary topology, that is, $\overline{\Omega} \setminus D_n \to \overline{\Omega} \setminus D$ in the Hausdorff distance. Assuming $\Omega \subset B_R$, for some $R > 0$, we have that $D_n \to D$ in the Hausdorff complementary topology if and only if $K_n = B_{R+1} \setminus D_n$ converges to $K = B_{R+1} \setminus D$. But, for any $n \in \mathbb{N}$, $K_n$ belongs to the class $\widehat{\mathcal{FR}}(r, L, M_0, \omega)$ when $\Omega$ is replaced by $B_{R+1}$. We conclude that $K$ belongs to the same class and thus $D \in \mathcal{O}(r, L, M_0, \omega)$.

Finally, we state and prove our Mosco convergence result.
Theorem 3.13 Let \( \Omega \subset \mathbb{R}^N \) be an open bounded set. Let \( r > 0, L > 0, M_0 \in \mathbb{N} \) and \( \omega : (0, +\infty) \to (0, +\infty) \) be a modulus of continuity. Let \( \{D_n\}_{n \in \mathbb{N}} \subset \mathcal{O}(r, L, M_0, \omega) \) and \( D \in \mathcal{O}(\Omega) \) be such that \( D_n \to D \) in the Hausdorff complementary topology. Let \( 1 < p \leq 2 \).

Then \( W^{1,p}(D_n) \) converges to \( W^{1,p}(D) \) in the sense of Mosco as \( n \to \infty \).

**Proof** We begin with the following case. Let \( K_n \in \mathcal{FR}(r, L, M_0, \omega) \) and assume that \( \Omega \subset B_R \), for some \( R > 0 \). Let \( \tilde{D}_n = B_{R+1} \setminus K_n \). We assume that \( K_n \to K \) in the Hausdorff distance and call \( \tilde{D} = B_{R+1} \setminus K \). We prove that \( W^{1,p}(\tilde{D}_n) \) converges to \( W^{1,p}(\tilde{D}) \) in the sense of Mosco as \( n \to \infty \). Condition (M1) of Mosco convergence follows by point \( v) \) of Proposition 2.11. About condition (M2), one can follow the argument of [20, Theorem 3.9], which is strongly based on the original argument developed in the proof of [13, Theorem 4.2]. The key point of the proof of Theorem 3.9 in [20] was the fact that the boundaries of the chosen hypersurfaces have zero capacity, for \( 1 < p \leq 2 \). In our case, we just need to replace the boundary with the singular set.

Then the proof can be concluded by using Proposition 2.11(iv) and \( vi) \), since we now know that \( W^{1,p}(B_{R+1} \setminus \partial D_n) \) converges in the sense of Mosco to \( W^{1,p}(B_{R+1} \setminus \tilde{K}) \), with \( \tilde{K} \in \mathcal{FR}(r, L, M_0, \omega) \) such that \( \partial D_n \to \tilde{K} \) in the Hausdorff distance. \( \Box \)

**Remark 3.14** For the sake of completeness, let us also mention the following result. Let \( \Omega \) be any bounded open set. Let \( r > 0, L > 0, M_0 \in \mathbb{N} \) and \( \omega : (0, +\infty) \to (0, +\infty) \) be a modulus of continuity and let \( \{K_n\}_{n \in \mathbb{N}} \subset \mathcal{FR}(r, L, M_0, \omega) \) and \( K \in K(\tilde{\Omega}) \) be such that \( K_n \to K \) in the Hausdorff distance. We call \( D_n = \Omega \setminus K_n \) and \( D = \Omega \setminus K \). Let \( 1 < p \leq 2 \). Then, provided that \( \mathcal{H}^{N-2}(\partial \Omega \cap \partial K) = 0 \), we have \( W^{1,p}(D_n) \) converges to \( W^{1,p}(D) \) in the sense of Mosco as \( n \to \infty \). In fact, as before, condition (M1) of Mosco convergence follows by point \( v) \) of Proposition 2.11, see also Remark 2.9, and actually for (M1) there is no need to assume that \( \mathcal{H}^{N-2}(\partial \Omega \cap \partial K) = 0 \). About condition (M2), we start with the sets \( \tilde{D}_n = \Omega \setminus \partial K_n \). Then, since \( \partial \Omega \cap \partial K \) has zero capacity, we can repeat the argument of Theorem 3.13. Then, as before, we conclude by using Proposition 2.11(iv) and \( vi) \).

The advantage of this case is that the boundary of \( \Omega \), since it is fixed, can be arbitrary, the price to pay is the condition on \( \partial \Omega \cap \partial K \) which can not be inferred from the other assumptions.

### 4 A sufficient condition for Sobolev inequalities for nonsmooth domains

We now study Sobolev inequalities. Remarks 2.3 and 2.10 are just two examples of the importance of establishing these inequalities, in particular with constants independent from the domain.

The main tool that we will use to prove the Sobolev inequality is the following version of a Friedrichs type inequality. For any \( u \in L^1_{loc}(\mathbb{R}^N) \) and any \( x \in \mathbb{R}^N \), we call \( u^+(x) \) and \( u^-(x) \), respectively, the approximate limit sup and inf of \( u \) at \( x \), that is,

\[
u^+(x) := \text{ap-lim sup}_{y \to x} u(y) = \inf \{ t \mid \{ u > t \} \text{ has density } 0 \text{ in } x \},
\]

and

\[
u^-(x) := \text{ap-lim inf}_{y \to x} u(y) = \sup \{ t \mid \{ u > t \} \text{ has density } 1 \text{ in } x \},
\]

see [4, Definition 1.57] for details. For any bounded open set \( D \), we consider \( \partial D \) as a measure space with the \( \mathcal{H}^{N-1} \) measure.
We also use the following trace inequality, which can be inferred by results in [1]. Let $D \in \mathcal{A}(r, L, R)$. Let $1 \leq p < +\infty$. We consider the following cases

$$\begin{align*}
\text{a) } & 1 \leq p < N \text{ and } 1 \leq s \leq \frac{(N-1)p}{N-p}; \\
\text{b) } & p = N \text{ and } 1 \leq s < +\infty; \\
\text{c) } & p > N \text{ and } 1 \leq s \leq +\infty. 
\end{align*}$$

(4.1)

Then, there exists a constant $c_{p,s}$, depending on $p, s, r, L$ and $R$ only, such that

$$\|u\|_{L^s(\partial D)} \leq c_{p,s}^s \|u\|_{W^{1,p}(D)} \quad \text{for any } u \in W^{1,p}(D).$$

(4.2)

The Friedrichs type inequality is the following.

**Proposition 4.1** Let $D \subset \mathbb{R}^N$ be a bounded open set and let $u \in L^1_{loc}(D)$. Let $1 \leq p < +\infty$ and assume that $\nabla u \in L^p(D; \mathbb{R}^N)$, that is, $u \in L^{1,p}(D)$. Consider $u$ extended to 0 outside $D$.

If

$$1 \leq p < N, \quad p^* = \frac{pN}{N-p}, \quad s = \frac{(N-1)p}{N-p},$$

then there exists $C_1 = C_1(p) > 0$, $C_1$ depending only on $p$, such that

$$\|u\|_{L^{p^*}(\partial D)} \leq C_1[\|\nabla u\|_{L^p(D)} + \|u\|_{L^s(\partial D)}^{\pm \infty}].$$

If $N \leq p < +\infty$, for any $1 < \frac{N}{N-1} \leq q < +\infty$, let $1 \leq p_1 = \frac{Nq}{N+q} < N$ and

$$s = \frac{(N-1)p_1}{N-p_1} = \frac{(N-1)q}{N},$$

then there exists $C_2 = C_2(q) > 0$, $C_2$ depending only on $q$, since $C_2(q) = C_1(p_1)$, such that

$$\|u\|_{L^q(\partial D)} \leq C_2[\|\nabla u\|_{L^{p_1}(D)} + \|u\|_{L^s(\partial D)}^{\pm \infty}].$$

**Proof** The case $1 \leq p < N$ is exactly [23, Corollary 2.4]. When $p \geq N$, it is enough to note that $q = p_1^*$. \hfill $\square$

For $1 \leq p < N$, this proposition shows that, roughly speaking, the validity of some kind of trace inequality with the optimal value of $s = \frac{(N-1)p}{N-p}$ implies the validity of the Sobolev inequality.

**Remark 4.2** Let $D$ be a bounded domain with Lipschitz boundary. Let $1 \leq p < +\infty$ and $u \in W^{1,p}(\mathbb{R}^N \setminus \partial D)$. Then we call $u_+ \in L^p(\partial D)$ and $u_- \in L^p(\partial D)$ the traces of $u$ on $\partial D$ from outside $D$ and inside $D$, respectively. Then, for $\mathcal{H}^{N-1}$ a.e. $x \in \partial D$, we have $u^+ = \max\{u_-, u_+\}$ and $u^- = \min\{u_-, u_+\}$, so $|u^+(x)| = \max\{|u_-|, |u_+|\} \leq |u_-| + |u_+|$.

Moreover, let $u \in L^1_{loc}(\mathbb{R}^N)$, let $x \in \mathbb{R}^N$ and $s > 0$ and let $\Phi : B_s(x) \to \mathbb{R}^N$ be a bi-Lipschitz map. If $v = u \circ \Phi^{-1}$, then $u^+(x) = v^+(\Phi(x))$.

Let $D \subset B_R$ belong to $\mathcal{O}(r, L, M_0, \omega)$, with $\Omega = B_R$. Let $K = \partial D$. Let $1 \leq p < +\infty$ and let $u \in W^{1,p}(D)$ be compact support. If $x \in K \setminus \text{sing}(K)$, through a bi-Lipschitz map $\Phi$, we can map an open neighbourhood $U$ of $x$ to $B_s$, for some $s > 0$, such that $\Phi(U \cap K) = B_s \cap \pi$. Let us call $B_+^s = \{y \in B_s \mid y_N > 0\}$ and $B_-^s = \{y \in B_s \mid y_N < 0\}$. Then $v = u \circ \Phi^{-1} \in W^{1,p}(B_s \setminus \pi)$ and we can define its traces on $\pi \cap B_s$ from above and below as $v_+$ and $v_-$.
Then, for \( \mathcal{H}^{N-1} \)-a.e. \( y \in U \cap K \) we have \( u_+(y) = \max\{v_-(\Phi(y)), v_+(\Phi(y))\} \) and \( u_-(y) = \min\{v_-(\Phi(y)), v_+(\Phi(y))\} \). Thus, for \( \mathcal{H}^{N-1} \)-a.e. \( x \in K \), \( u_+(x) \) and \( u_-(x) \) can be defined as the maximum and the minimum, respectively, of this kind of traces from the two sides of \( K \).

Let us introduce the following new classes. We fix a constant \( R > 0 \) and, in the following definitions, we drop the dependence on it.

**Definition 4.3** A set \( K \subset \overline{B}_R \) belongs to \( \hat{\mathcal{F}}\mathcal{R}(r, L, M_0, \omega) \) with parameters \( r > 0 \), \( L > 0 \), \( M_0 \in \mathbb{N} \) and \( \omega \) modulus of continuity if

(1) \( K = \bigcup_{i=1}^M K^i \), where \( K^i \in \mathcal{F}\mathcal{R}(r, L, M_0) \), with \( \Omega = B_R \), for every \( i = 1, \ldots, M \), for some \( M \in \mathbb{N} \).

(2) For any \( i = 1, \ldots, M \) and \( x \in K^i \), if \( \text{dist}(x, \text{bdry}(K^i)) = \delta > 0 \), then it follows that \( \text{dist}(x, \bigcup_{j \neq i} K^j) \geq \omega(\delta) \).

A set \( K \subset \overline{B}_R \) belongs to \( \hat{\mathcal{F}}\mathcal{R}_i(r, L, M_0, a, \delta_0) \) with parameters \( r > 0 \), \( L > 0 \), \( M_0 \in \mathbb{N} \), \( a > 0 \) and \( \delta_0 > 0 \) if \( K \in \hat{\mathcal{F}}\mathcal{R}(r, L, M_0, \omega) \) with \( \omega \) modulus of continuity such that \( \omega(\delta) \geq a\delta \) for any \( 0 < \delta \leq \delta_0 \).

We finally define

\[
\hat{O}_i'(r, L, M_0, a, \delta_0) := \{ D \in \mathcal{O}(B_R) \mid \partial D \in \hat{\mathcal{F}}\mathcal{R}_i(r, L, M_0, a, \delta_0) \}.
\]

We observe that the class \( \hat{\mathcal{F}}\mathcal{R}(r, L, M_0, \omega) \) is contained in \( \mathcal{F}\mathcal{R}(r, L, M_0, \omega) \) and the only difference is that the intersection of the different \( \mathcal{F}\mathcal{R}(r, L, M_0) \) components can happen only along the boundaries and not along the singular sets. As we shall see, this gives us some more regularity, however the price we pay is that this class may be no longer closed in the Hausdorff distance. In \( \hat{\mathcal{F}}\mathcal{R}_i(r, L, M_0, a, \delta_0) \), we restrict the modulus of continuity \( \omega \) to be essentially linear, which allows us to avoid difficult to handle cusps-like structures. In order to understand such regularity better, we state the next lemma.

**Lemma 4.4** Let us fix parameters \( R > 0 \), \( r > 0 \), \( L > 0 \), \( M_0 \in \mathbb{N} \), \( a > 0 \) and \( \delta_0 > 0 \). Let \( K^1 \subset \overline{B}_R \) belong to \( \mathcal{F}\mathcal{R}(r, L, M_0) \), with \( \Omega = B_R \). Let \( K^1 = \bigcup_{j=1}^J H_j \), where \( H_j \in \mathcal{M}\mathcal{R}(r, L) \) for every \( j = 1, \ldots, J \) and \( 1 \leq J \leq M_0 \). Then there exists a positive constant \( a_1 \), depending on \( r, L \) and \( R \) only, such that for any \( x \in H^1 \) with \( \text{dist}(x, \text{bdry}(H^1)) = \delta > 0 \) we have \( \text{dist}(x, K^1 \setminus H^1) \geq a_1\delta \).

Consequently, let \( K \subset \overline{B}_R \) belong to \( \hat{\mathcal{F}}\mathcal{R}_i(r, L, M_0, a, \delta_0) \), with the representation \( K = \bigcup_{i=1}^M K^i \). Then there exists a positive constant \( a_2 \), depending on \( r, L \) and \( R \) only, such that for any \( x \in H^1 \) with \( \text{dist}(x, \text{bdry}(H^1)) = \delta \), for some \( 0 < \delta \leq \delta_0 \), we have \( \text{dist}(x, K^1 \setminus H^1) \geq a_2\delta \).

**Proof** Let \( x \in H^1 \) be such that \( \text{dist}(x, \text{bdry}(H^1)) = \delta > 0 \). We note that \( \delta \leq 2R \) and \( \text{dist}(x, \text{bdry}(H^1)) \leq \text{dist}(x, \text{bdry}(K^1)) \).

For the first part, we assume, without loss of generality, that \( 0 < \delta \leq r/4 \). If \( B_r(x) \cap (K^1 \setminus H^1) = \emptyset \), then \( \text{dist}(x, K^1 \setminus H^1) \geq r \geq \delta \). Otherwise, let \( \Phi_1^1 \) be the map relative to \( K^1 \) as a Lipschitz hypersurface. Then, \( \Phi_1^1(x) = 0 \) and \( B_{\delta/4L} \cap \pi \) is contained in the image \( \Phi_1^1(H^1 \cap B_r(x)) \). Hence, \( K^1 \cap B_{\delta/4L} \subset (\Phi_1^1)^{-1}(B_{\delta/4L} \cap \pi) \subset H^1 \), thus \( \text{dist}(x, K^1 \setminus H^1) \geq \delta/L^2 \) and the first part is proved.

The second part follows immediately by taking \( a_2 = \min\{a_1, a_2\} \). \( \square \)
Remark 4.5 The first part of Lemma 4.4 illustrates also the need to use the class $\mathcal{FR}$ instead of the class $\mathcal{FR}$. In fact, we can control from below $\text{dist}(x, K^1 \setminus H^1)$, which in turn bounds from below the distance of $x$ from the boundary of $K^1$. However, since the sets $H^j$ can overlap, it may well happen that $x$ belongs to the boundary of $H^2$. In other words, we can not control the distance of $x$ from the singular set of $K^1$. Allowing intersections along the singular sets and not only along the boundaries would make it impossible to have the required property of the second part of Lemma 4.4, since we could have points of $K^2$ arbitrarily close to $x$, if $K^2$ intersects $K^1$ along the boundary of $H^2$.

We are ready to state the following theorem, the main of this section.

Theorem 4.6 Let $D$ belong to $\hat{\Omega}(r, L, M_0, a, \delta_0)$ with parameters $r > 0, L > 0, M_0 \in \mathbb{N}, a > 0$ and $\delta_0 > 0$. Let $1 \leq p < +\infty$.

If $1 \leq p < N$, then there exists $C_1 > 0, C_1$ depending only on $p, r, L, M_0, a, \delta_0$ and $R$, such that

$$\|u\|_{L^p(D)} \leq C_1 \|u\|_{W^{1,p}(D)}.$$

If $N \leq p < +\infty$, then for any $1 \leq q < +\infty$ there exists $C_2 > 0, C_2$ depending only on $p, q, r, L, M_0, a, \delta_0$ and $R$, such that

$$\|u\|_{L^q(D)} \leq C_1 \|u\|_{W^{1,p}(D)}.$$

Proof It is an immediate consequence of Proposition 4.1 and of the next proposition. \hfill \Box

Proposition 4.7 Let $D$ belong to $\hat{\Omega}(r, L, M_0, a, \delta_0)$ with parameters $r > 0, L > 0, M_0 \in \mathbb{N}, a > 0$ and $\delta_0 > 0$. Let $1 \leq p < +\infty$ and let $u \in W^{1,p}(D)$. Consider $u$ extended to $0$ outside $D$.

If

$$1 \leq p < N, \quad s = \frac{(N-1)p}{N-p},$$

then there exists $\tilde{C}_1 > 0, \tilde{C}_1$ depending only on $p, r, L, M_0, a, \delta_0$ and $R$, such that

$$\|u^+\|_{L^s(\partial D)} \leq \tilde{C}_1 \|u\|_{W^{1,p}(D)}.$$

If $N \leq p < +\infty$, for any $1 \leq s < +\infty$, then there exists $\tilde{C}_2 > 0, \tilde{C}_2$ depending only on $p, s, r, L, M_0, a, \delta_0$ and $R$, such that

$$\|u^+\|_{L^s(\partial D)} \leq \tilde{C}_2 \|u\|_{W^{1,p}(D)}.$$

Proof We call $K = \partial D$. Without loss of generality, we assume for simplicity that $u \geq 0$. It is enough to prove the case $1 \leq p < N$. In fact, for the other case one can just pick $1 \leq p_1 = \frac{Ns}{N-1+s} < N$ and apply the first case to $p_1$. We just recall that $|D| \leq |BR|$ and $H^{N-1}(K)$ is bounded by a constant depending only on $r, L, M_0, a, \delta_0$ and $R$, see Remark 3.11.

We take a representation of $K = \bigcup_{i=1}^M K^i$. Since $M \leq \overline{M}$, again by Remark 3.11, it is enough to estimate the norm of $|u|^+$ on $K^i$, for any $i = 1, \ldots, M$. Up to reordering, let us just consider $K^1$ and take its representation $K^1 = \bigcup_{j=1}^J H^j$. Since $J \leq M_0$, it is enough to estimate the norm of $|u|^+$ on $H^j$, for any $j = 1, \ldots, J$. Again up to reordering, we can just focus on proving the estimate on $H^1$, which we recall is belonging to $\mathcal{MR}(r, L)$ with respect to $\Omega = B_R$. 

Springer
Let \( Q^+ = [-1, 1]^{N-2} \times [0, 1] \times [0, 1], \) \( Q^- = [-1, 1]^{N-2} \times [0, 1] \times [-1, 0] \) and \( \Gamma = [-1, 1]^{N-2} \times [0, 1] \times \{ 0 \} \subset \partial \Omega^\pm \). Let us fix \( x \in H^1 \). We begin with the case when \( x \in \bdry H^1 \). Let \( \Phi_x : B_r(x) \to \mathbb{R}^N \) be the bi-Lipschitz map related to \( H^1 \) as an \( MR(r, L) \) hypersurface and \( x \). We have that \( B_{r/L} \cap \pi^+ \subset \Phi_x (K \cap B_r(x)) \). We can find \( \delta_1, 0 < \delta_1 \leq \delta_0 \) depending only on \( \delta_0, r \) and \( L \), such that the diameter of \( \bar{Q}^\pm \) is less than or equal to \( r/(4L) \). Then, for any \( y = y_1, \ldots, y_{N-1}, 0 ) \in \delta_1 \Gamma \subset \Phi_x (K \cap B_r(x)), \) we have that \( \dist(\Phi_x^{-1}(y), \bdry H^1) \geq y_{N-1}/L \). Thus, from Lemma 4.4, \( \dist(\Phi_x^{-1}(y), K \setminus H^1) \geq a_2 y_{N-1}/L, \) therefore

\[
\dist(y, \Phi_x ((K \setminus H^1) \cap B_r(x))) \geq a_2 y_{N-1}/L^2 = a_3 y_{N-1}
\]

with \( a_3 = a_2/L^2 \leq 1 \).

We consider the two wedges \( W^\pm = \{ y \in \delta_1 \bar{Q}^\pm \mid |y_N| < a_3 y_{N-1} \} \) and we conclude that \( W^\pm \subset \Phi_x ((\mathbb{R}^N \setminus K) \cap B_r(x)) \). Let \( v^\pm = u \circ \Phi_x^{-1} \) on \( W^\pm \). Note that \( \delta_1 \Gamma \subset W^\pm \). Then, by the trace inequality (4.2), for a constant \( c_p \) depending only on \( p, \delta_1 \) and \( a_3 \), we have

\[
\| v^\pm \|_{L^p(\delta_1 \Gamma)} \leq c_p \| v \|_{W^{1,p}(W^\pm)}
\]

where \( v^\pm \) denotes as before traces from above or from below respectively. Hence, since integral and Sobolev norms are preserved under bi-Lipschitz transformations, up to constants depending only on \( L \) and, for Sobolev spaces, on \( p \), we conclude that

\[
\| |u|^+ \|_{L^p(H^1 \cap B_{3/L}(x))} \leq C \| u \|_{W^{1,p}(\mathbb{R}^N \setminus K)} = C \| u \|_{W^{1,p}(D)}.
\]

Here \( C \) clearly depends only on \( p, r, L, a, \delta_0 \) and \( R \).

Now, if a point \( x \in H^1 \) has a distance less than or equal to \( \delta_1/(2L) \) from \( \bdry H^1 \), we conclude that, for the same constant \( C \),

\[
\| |u|^+ \|_{L^p(H^1 \cap B_{3/(2L)}(x))} \leq C \| u \|_{W^{1,p}(D)}.
\]

Applying a completely analogous argument, actually easier with respect to the one for boundary points, to the points \( x \in H^1 \) whose distance from \( \bdry H^1 \) is greater than \( \delta_1/(2L) \), we can find \( r_1 > 0 \) and \( C_1 \), depending only on \( p, r, L, a, \delta_0 \) and \( R \), such that for any \( x \in H^1 \) we have

\[
\| |u|^+ \|_{L^p(H^1 \cap B_{r_1}(x))} \leq C_1 \| u \|_{W^{1,p}(D)}.
\]

By covering \( H^1 \) with a finite number \( m \) of balls of radius \( r_1 \) centred at points of \( H^1 \), we conclude that

\[
\| |u|^+ \|_{L^p(H^1)} \leq C_1 m^{1/s} \| u \|_{W^{1,p}(D)}.
\]

Since \( m \) can be bounded by a constant depending on \( r_1 \) and \( R \) only, the proof is concluded. \( \square \)

### 5 Stability for the acoustic scattering problem

We say that a set \( K \subset \mathbb{R}^N \) is a scatterer if \( K \) is compact and \( G : = \mathbb{R}^N \setminus K \) is connected. For any \( s > 0 \), we call \( G_s = G \cap B_s = B_s \setminus K \).

Given an open set \( D \subset \mathbb{R}^N \), we say that \( \sigma \) is a uniformly elliptic tensor in \( D \) if \( \sigma \in L^\infty(D; M_{sym}^N(\mathbb{R})) \) and it satisfies the following ellipticity condition for some constants \( 0 < \lambda_0 < \lambda_1 \)

\[
\lambda_0 |\xi|^2 \leq \sigma(x) \xi \cdot \xi \leq \lambda_1 |\xi|^2 \quad \text{for a.e. } x \in D \quad \text{and for any } \xi \in \mathbb{R}^N. \quad (5.1)
\]
Given an open set $D$, a uniformly elliptic tensor $\sigma$ in $D$, $\tilde{q} \in L^\infty(D)$, $f \in L^2(D)$ and $F \in L^2(D; \mathbb{R}^N)$, we consider the following equation with variable coefficients

$$\text{div}(\sigma \nabla u) + \tilde{q} u = \text{div}(F) + f \quad \text{in} \quad D \tag{5.2}$$

whose weak formulation is that $u \in W^{1,2}_{\text{loc}}(D)$ and

$$\int_D \sigma \nabla u \cdot \nabla v - \int_D \tilde{q} u v = \int_D F \cdot \nabla v - \int_D f v$$

for any $v \in W^{1,2}(D)$ with compact support in $D$. If we consider a homogeneous Neumann condition, namely,

$$\sigma \nabla u \cdot \nu = 0 \quad \text{on} \quad \partial D, \tag{5.3}$$

the weak formulation of (5.2)–(5.3) is that $u \in W^{1,2}(D)$ and

$$\int_D \sigma \nabla u \cdot \nabla v - \int_D \tilde{q} u v = \int_D F \cdot \nabla v - \int_D f v \quad \text{for any} \quad v \in W^{1,2}(D). \tag{5.4}$$

We have the following stability result for boundary value problems of this kind under variations of $D$, the coefficients $\sigma$ and $q$, and the source terms $f$ and $F$.

**Proposition 5.1** Let $\Omega$ be an arbitrary bounded domain in $\mathbb{R}^N$ and let us fix $0 < \lambda_0 < \lambda_1$ and $c_1 > 0$. Suppose that, for any $n \in \mathbb{N}$, $D_n \in \mathcal{O}(\Omega)$, $\sigma_n$ is a uniformly elliptic tensor in $\Omega$ satisfying (5.1) in $\Omega$, $\tilde{q}_n \in L^\infty(\Omega)$ with $\|\tilde{q}_n\|_{L^\infty(\Omega)} \leq c_1$, $f_n \in L^2(\Omega)$ and $F_n \in L^2(\Omega; \mathbb{R}^N)$. Let $u_n \in W^{1,2}(D_n)$ solve the corresponding problem (5.2)–(5.3), that is, for any $v \in W^{1,2}(D)$,

$$\int_{D_n} \sigma_n \nabla u_n \cdot \nabla v - \int_{D_n} \tilde{q}_n u_n v = \int_{D_n} F_n \cdot \nabla v - \int_{D_n} f_n v. \tag{5.5}$$

We assume that $D_n \rightarrow D$ in the Hausdorff complementary topology, $W^{1,2}(D_n)$ converges to $W^{1,2}(D)$ in the sense of Mosco, $\sigma_n \rightarrow \sigma$ and $\tilde{q}_n \rightarrow \tilde{q}$ almost everywhere in $\Omega$, $f_n$ converges to $f$ weakly in $L^2(\Omega)$ and $F_n$ converges to $F$ weakly in $L^2(\Omega; \mathbb{R}^N)$. Moreover, we assume that, for some constant $C > 0$, $\|u_n\|_{L^2(D_n)} \leq C$ for any $n \in \mathbb{N}$.

Then, up to a subsequence, $(u_n, \nabla u_n)$ converges to $(u, \nabla u)$, with the usual extensions to 0, weakly in $L^2(\Omega; \mathbb{R}^{N+1})$, where $u \in W^{1,2}(D)$ solves (5.2)–(5.3). Furthermore, we also have that $\sigma_n \nabla u_n$ converges to $\sigma \nabla u$ weakly in $L^2(\Omega; \mathbb{R}^N)$ and $\sqrt{\sigma_n} \nabla u_n$ converges to $\sqrt{\sigma} \nabla u$ weakly in $L^2(\Omega; \mathbb{R}^N)$.

**Proof** It is easy to infer that we have a uniform bound on $\|u_n\|_{W^{1,2}(\Omega)}$, therefore, up to a subsequence, $(u_n, \nabla u_n)$ weakly converges, in $L^2(\Omega; \mathbb{R}^{N+1})$, to $(u, \nabla u)$, with $u \in W^{1,2}(D)$.

Here we used condition (M1) of Mosco convergence. It is not difficult to show that also $\sigma_n \nabla u_n$ converges to $\sigma \nabla u$ weakly in $L^2(\Omega; \mathbb{R}^N)$ and $\sqrt{\sigma_n} \nabla u_n$ converges to $\sqrt{\sigma} \nabla u$ weakly in $L^2(\Omega; \mathbb{R}^N)$.

We need to prove that $u$ solves (5.2)–(5.3). Take $v \in W^{1,2}(D)$ and, by condition (M2) of Mosco convergence, let $v_n \in W^{1,2}(D_n)$ be such that $(v_n, \nabla v_n)$ converges to $(v, \nabla v)$ strongly in $L^2(\Omega; \mathbb{R}^{N+1})$. Then

$$\int_{D_n} \sigma_n \nabla u_n \cdot \nabla v_n - \int_{D_n} \tilde{q}_n u_n v_n = \int_{D_n} F_n \cdot \nabla v_n - \int_{D_n} f_n v_n$$

and it is not difficult to check that we can pass to the limit and obtain (5.4). \qed
Corollary 5.2. Under the assumptions of Proposition 5.1, further assume that there exists $p > 2$ and $C_1 > 0$ such that for any $n \in \mathbb{N}$
\[
\|v\|_{L^p(D_n)} \leq C_1 \|v\|_{W^{1,2}(D_n)} \quad \text{for any } v \in W^{1,2}(D_n).
\] (5.6)

Then we have that, up to a subsequence, $u_n \to u$ strongly in $L^2(\Omega)$.

Furthermore, if $F_n \to F$ strongly in $L^2(\Omega; \mathbb{R}^N)$, we also have that, for the same subsequence, $\sqrt{\sigma_n} \nabla u_n \to \sqrt{\sigma} \nabla u$ strongly in $L^2(\Omega; \mathbb{R}^N)$. In this case, we can also replace the assumption that $\tilde{q}_n \to \tilde{q}$ almost everywhere in $\Omega$ with the assumption that $\tilde{q}_n \rightharpoonup^* \tilde{q}$ with respect to weak-$*$ convergence in $L^\infty(\Omega)$.

**Proof** The first part immediately follows by Remark 2.10. Then, provided $F_n \to F$ strongly in $L^2(\Omega; \mathbb{R}^N)$, by the weak formulation (5.5) with $v = u_n$, we infer that
\[
\int_{D_n} \sigma_n \nabla u_n \cdot \nabla u_n \to \int_D \sigma \nabla u \cdot \nabla u \quad \text{as } n \to \infty
\]
which guarantees the strong convergence of $\sqrt{\sigma_n} \nabla u_n$ to $\sqrt{\sigma} \nabla u$. About the last remark, if $u_n \to u$ and $v_n \to v$ strongly in $L^2(\Omega)$, then it is enough that $\tilde{q}_n \rightharpoonup^* \tilde{q}$ with respect to weak-$*$ convergence in $L^\infty(\Omega)$ to obtain that
\[
\int_{D_n} \tilde{q}_n u_n v_n \to \int_D \tilde{q} u v \quad \text{as } n \to \infty
\]
and the proof is concluded. \qed

**Remark 5.3** If we further assume that (5.2)–(5.3) admits a unique solution, then the convergences in Proposition 5.1 and in Corollary 5.2 hold without passing to subsequences.

**Definition 5.4** The equation $\text{div}(\sigma \nabla u) + qu = 0$, with $\sigma$ uniformly elliptic tensor in $D$ and $q \in L^\infty(D)$, satisfies the unique continuation property (UCP) in an open connected set $D$ if for any solution $u$ that vanishes in an open not empty subset $D_1 \subset D$, it follows that $u \equiv 0$ in all of $D$.

**Remark 5.5** For $N = 2$, $\sigma$ uniformly elliptic tensor and $q \in L^\infty$ are enough to guarantee the UCP; in particular, no regularity of $\sigma$ is required. For $N \geq 3$, some regularity of $\sigma$ is needed, indeed a sufficient assumption is that $\sigma$ is locally Lipschitz in $D$, see for instance [2].

Following [3], and the generalisation in [17], we show that UCP holds if $\sigma$ is piecewise Lipschitz in the following sense.

**Proposition 5.6** Let $D \subset \mathbb{R}^N$ be an open set and $\sigma$ be a uniformly elliptic tensor in $D$ and $q \in L^\infty(D)$. Assume that there exists a family $\{D_i\}_{i \in I}$ of pairwise disjoint domains contained in $D$ such that
\[
D \subset \bigcup_{i \in I} \overline{D_i}
\]
and $|\Sigma| = 0$ where
\[
\Sigma = D \cap \bigcup_{i \in I} \partial D_i.
\]
We say that $x \in \Sigma$ exactly separates two parts if there exist $\delta > 0$ and two different indices $i$ and $j$ such that $|B_\delta(x) \setminus (D_i \cup D_j)| = 0$ and $B_\delta(x) \cap D_i$ and $B_\delta(x) \cap D_j$ are not empty. Then we assume that $\tilde{D} = D \setminus C$ is connected, where

$$C = \{ x \in \Sigma \mid x \text{ does not exactly separate any two parts} \}.$$ 

Finally, we assume that for any compact set $K$ contained in $D$ we have that $\sigma|_{K \cap D_i}$ is Lipschitz for any $i \in I$.

Then, the equation $\text{div}(\sigma \nabla u) + k^2 qu = 0$ satisfies the UCP in $D$.

**Proof** The argument is exactly the same used to prove [17, Proposition 2.13]. We just note that under our assumptions, $\tilde{D}$ is necessarily connected and the set of indexes $I$ is at most numerable.

**Remark 5.7** By [17, Lemma 2.14], we can replace the assumption that $\tilde{D} = D \setminus C$ is connected with the simpler one that $D$ is connected and $\mathcal{H}^s(C) < +\infty$ for some $s < N - 1$.

The main purpose of this section is to prove the stability of the scattering problem

$$\begin{cases} 
\text{div}(\sigma \nabla u) + k^2 qu = 0 & \text{in } G = \mathbb{R}^N \setminus K \\
u = u^i + u^s & \text{in } G \\
\sigma \nabla u \cdot v = 0 & \text{on } \partial G = \partial K \\
\lim_{r \to +\infty} r^{(N-1)/2} \left( \frac{\partial u^s}{\partial r} - i ku^s \right) = 0 & \text{with } r = |x| 
\end{cases} \tag{5.7}$$

with respect to the sound-hard scatterer $K$, the coefficients $\sigma$ and $q$, the incident field $u^i$ and the wavenumber $k > 0$. The function $u$ is called the total field, whereas $u^s$ is called the scattered field. About the coefficients, we assume $\sigma$ to be a uniformly elliptic tensor in $G$, whereas $q \in L^\infty(G)$ satisfies, for some constants $0 < c_0 < c_1$, $c_0 \leq q(x) \leq c_1$ for a.e. $x \in G$.

$$c_0 \leq q(x) \leq c_1 \text{ for a.e. } x \in G. \tag{5.8}$$

We always assume that the space is isotropic outside a ball $\overline{B_{R_0}}$, for some $R_0 > 0$, that is,

$$\sigma \equiv I_N \text{ and } q \equiv 1 \text{ in } \mathbb{R}^N \setminus \overline{B_{R_0}}. \tag{5.9}$$

The limit in the last line of (5.7) is the so-called Sommerfeld radiation condition and it means that the scattered field is, outside $\overline{B_{R_0}}$, a radiating solution to the Helmholtz equation $\Delta u + k^2 u = 0$. The incident field is typically an entire solution to the Helmholtz equation $\Delta u + k^2 u = 0$, here we limit ourselves to consider $u^i$ as a plane wave with wavenumber $k$ and direction of propagation $d \in \mathbb{S}^{N-1}$, namely

$$u^i(x) := e^{ikx \cdot d} \text{ for any } x \in \mathbb{R}^N. \tag{5.10}$$

**Remark 5.8** About the scattering problem (5.7), we refer to [8, 25]. We note that, under the previous assumptions, if $K \subset \overline{B_R}$, for some $R > 0$, we say that $u$ is a weak solution to the exterior boundary value problem (5.7) if, for any $s > R$, $u \in W^{1,2}(G_s; \mathbb{C})$, it satisfies

$$\int_{G_s} \sigma \nabla u \cdot \nabla v - k^2 \int_{G_s} q uv = 0$$

for any $v \in W^{1,2}(G_s; \mathbb{C})$ such that $v = 0$ on $\partial B_s$, and $u^s = u - u^i$ satisfies the limit in the Sommerfeld radiation condition, which has to hold uniformly with respect to all directions.
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We note that a weak solution to (5.7) is unique, provided the Helmholtz equation
\[
\text{div}(\sigma \nabla u) + k^2 qu = 0
\]
has the UCP in \( G = \mathbb{R}^N \setminus K \). Concerning the existence of a solution, we still need the UCP property of the equation together with a mild regularity of \( K \), namely that \( G_{R+1} = B_{R+1} \setminus K \) satisfies the RCP₂.

Unfortunately, for stability, following [20], RCP₂ is not enough and a stronger assumption is required, namely a uniform higher integrability of \( W^{1,2}(G_{R+1}) \) functions such as in Corollary 5.2. The following stability result just extends to the variable coefficients case Proposition 2.15 in [20]. The proof is completely analogous, once Proposition 5.1 and Corollary 5.2 are established, and we omit it.

**Theorem 5.9** (Stability) For any \( n \in \mathbb{N} \), let \( K_n \) be a scatterer contained in \( \overline{B}_R \), for some fixed \( R \). We consider \( D_n = B_{R+1} \setminus K_n \) and we assume that there exists \( p > 2 \) and \( C_1 > 0 \) such that for any \( n \in \mathbb{N} \) (5.6) holds.

Let \( \sigma_n \) be a uniformly elliptic tensor in \( \mathbb{R}^N \) satisfying (5.1) with constants \( 0 < \lambda_0 < \lambda_1 \), and let \( q_n \in L^\infty(\mathbb{R}^N) \) satisfying (5.8) with constants \( 0 < c_0 < c_1 \). We also assume that, for some \( R_0 > 0 \), \( \sigma_n \) and \( q_n \) satisfy (5.9).

Let \( d_n \in S^{N-1} \) and \( k_n > 0 \), and let the incident field be given by \( u^i_n(x) = e^{ik_n x \cdot d_n}, x \in \mathbb{R}^N \).

Let \( u_n \) be a weak solution to
\[
\begin{align*}
\text{div}(\sigma_n \nabla u_n) + k_n^2 q_n u_n &= 0 & \text{in} & G^n = \mathbb{R}^N \setminus K_n \\
u_n &= u^i_n + u^r_n & \text{in} & G^n \\
\sigma_n \nabla u_n \cdot v &= 0 & \text{on} & \partial G^n = \partial K_n \\
\lim_{r \to +\infty} r^{(N-1)/2} \left( \frac{\partial u_n^r}{\partial r} - i k_n u_n^i \right) &= 0 & \text{with} & r = |x|.
\end{align*}
\]

We assume that \( K_n \) converges to \( K \) in the Hausdorff distance, \( W^{1,2}(D_n) \) Mosco converges to \( W^{1,2}(D) \), with \( D = B_{R+1} \setminus K \), \( \sigma_n \) converges to \( \sigma \) almost everywhere in \( B_{R_0} \), \( q_n \) converges to \( q \) almost everywhere in \( B_{R_0} \) or with respect to weak-* convergence in \( L^\infty(B_{R_0}) \), \( d_n \) converges to \( d \in S^{N-1} \) and \( k_n \) converges to \( k \in \mathbb{R} \).

We further assume that \( K \) is a scatterer, \( \text{div}(\sigma \nabla u) + k^2 qu = 0 \) satisfies the UCP in \( G = \mathbb{R}^N \setminus K \), and that, only if \( N = 2 \), \( k > 0 \).

Then \( (u_n, \sqrt{\sigma_n} \nabla u_n) \) converges to \( (u, \sqrt{\sigma} \nabla u) \) strongly in \( L^2(B_s; \mathbb{R}^{N+1}) \) for any \( s > 0 \), where \( u \) solves (5.7) with incident field \( u^i \) given by (5.10).

**Remark 5.10** For \( N \geq 3 \), we allow the limit \( k \) to be equal to 0. For \( k = 0 \), the Sommerfeld radiation condition has to be replaced by
\[
u^i = o(1) \quad \text{as} \quad r = |x| \to +\infty,
\]
with the limit holding uniformly with respect to all directions. For \( N = 2 \), instead, \( k \) must be strictly positive, since the limit for small wavenumbers is troublesome. For further details, see [15] and the discussion in [24, Section 3].

In the sequel we construct classes of scatterers and of coefficients satisfying the assumptions of Theorem 5.9 and such that, up to subsequences, they satisfy the convergences required in Theorem 5.9.

**Definition 5.11** A set \( K \subset \overline{B}_R \) belongs to \( SC_l(R, r, L, M_0, a, \delta_0, \gamma) \), with parameters \( r > 0, L > 0, M_0 \in \mathbb{N}, a > 0, \delta_0 > 0 \) and \( \gamma \) modulus of continuity, if \( K \) is compact, \( \partial K \in \mathcal{F} \), \( l(r, L, M_0, a, \delta_0) \) and \( K \) satisfies the uniform exterior connectedness property with function \( \gamma \), that is, for any \( t > 0 \), for any \( x_1, x_2 \in \mathbb{R}^N \) such that \( B_t(x_1) \) and \( B_t(x_2) \) are
contained in $\mathbb{R}^N \setminus K$ and for any $0 < s < \gamma(t)$, one can find a smooth curve $\Gamma$, for instance of regularity $C^1$, which connects the points $x_1$ and $x_2$ and such that $B_s(\Gamma)$ is still contained in $\mathbb{R}^N \setminus K$.

Observe that the uniform exterior connectedness property implies that $\mathbb{R}^N \setminus K$ is connected. Moreover, this condition is also closed with respect to convergence in the Hausdorff distance, see [24, Lemma 2.5].

**Definition 5.12** We say that

$$(\sigma, q, k) \in \mathcal{N} = \mathcal{N}(R_0, r, L, M_0, \omega, \lambda_0, \lambda_1, c_0, c_1, k, \bar{k})$$

with parameters $R_0 > 0$, $r > 0$, $L > 0$, $M_0 \in \mathbb{N}$, $0 < \lambda_0 < \lambda_1$, $0 < c_0 < c_1$, $0 < k < \bar{k}$ and $\omega$ modulus of continuity if the following holds. First, $\sigma \in L^\infty(\mathbb{R}^N; M_{sym}(\mathbb{R}))$ is a uniformly elliptic tensor in $\mathbb{R}^N$ with constants $0 < \lambda_0 < \lambda_1$, that is, (5.8) holds with $D = \mathbb{R}^N$, $q \in L^\infty(\mathbb{R}^N)$ satisfies (5.8) with $D = \mathbb{R}^N$, and (5.9) holds. The number $k \in \mathbb{R}$ satisfies

$$0 < k < \bar{k} \text{ if } N \geq 3 \text{ or } 0 < k < k < \bar{k} \text{ if } N = 2. \quad (5.11)$$

Finally, $\sigma$ has the following regularity. If $N = 2$, we assume that any entry of the matrix $\sigma$ has total variation on $B_{R_0}$ bounded by $L$. If $N \geq 3$, we assume that there exists $K \in \mathcal{F}\mathcal{R}(r, L, M_0, \omega)$, with respect to $\Omega = B_{R_0}$, depending on $\sigma$, satisfying the following properties. Let $D_0$ be the unbounded connected component of $\mathbb{R}^N \setminus K$ and let $D_i$, $i = 1, \ldots, \bar{M}$, be the bounded ones. Then, $\sigma|_{D_0} \equiv I_N$, while $\sigma|_{D_i}$ is Lipschitz constant bounded by $L$, for every $i = 1, \ldots, \bar{M}$.

We note that $\bar{M}$ depends on $K$, thus on $\sigma$, but, by Lemma 3.10, it is bounded by a constant depending on $R, r, L, M_0$ and $\omega$ only. Moreover, for any $(\sigma, q, k)$ in such a class, the equation $\text{div}(\sigma \nabla u) + k^2 qu = 0$ satisfies the UCP, thanks to Proposition 5.6.

**Proposition 5.13** For any $n \in \mathbb{N}$, let $(\sigma_n, q_n, k_n) \in \mathcal{N}$, where $\mathcal{N}$ is as in Definition 5.12, with given parameters. Then, up to a subsequence, $\sigma_n \to \sigma$ almost everywhere in $\mathbb{R}^N$ and also in $L^p(\mathbb{R}^N)$ for any $1 \leq p < +\infty$, $q_n$ converges to $q$ with respect to weak-$*$ convergence in $L^\infty(B_{R_0})$ and $k_n \to k \in \mathbb{R}$ where $\sigma$, $q$ and $k$ satisfy the following properties.

We have that $\sigma$ is a uniformly elliptic tensor satisfying (5.1) with $D = \mathbb{R}^N$, $q \in L^\infty(\mathbb{R}^N)$ satisfies (5.8) with $D = \mathbb{R}^N$, and (5.9) holds. The number $k \in \mathbb{R}$ is such that $0 \leq k \leq \bar{k}$, with $k \geq k > 0$ if $N = 2$. Finally, the equation $\text{div}(\sigma \nabla u) + k^2 qu = 0$ satisfies the UCP.

**Proof** About $q$ and $k$, the listed convergence properties are straightforward. About $\sigma$, for $N = 2$, boundedness in $BV$ implies compactness in $L^1$, so also this case is simple, since from convergence in $L^1$ we can deduce, due to uniform boundedness, convergence in $L^p$ for any $p$ finite and, up to a further subsequence, convergence almost everywhere.

About $\sigma$, for $N \geq 3$, we argue like in [17, Lemma 5.3]. Due to uniform boundedness, it is enough to prove $L^1$ convergence or almost everywhere convergence. We can assume, passing to subsequences, that the sets $K_n$ associated to $\sigma_n$ converge in the Hausdorff distance to $K \in \mathcal{F}\mathcal{R}(r, L, M_0, \omega)$. We can also assume that $\tilde{M}_n = \tilde{M}$ for any $n \in \mathbb{N}$. We call $D_i^n$, $i = 0, \ldots, \bar{M}$, the connected components of $\mathbb{R}^N \setminus K_n$, $D_0^n$ being the unbounded one. We can assume that, for any $i = 0, \ldots, \bar{M}$, $K_n \cup D_i^n$ converges to $G_i$ in the Hausdorff distance. By Proposition 3.12, we have that $K_n$ converges to $\partial G_i$ in the Hausdorff distance, and we call $D_i$ the interior of $G_i$. We note that the sets $D_i$ are open, pairwise disjoint and their union is $\mathbb{R}^N \setminus K$. However, $D_i$ may be the union of more than one connected component of $\mathbb{R}^N \setminus K$. 

\[ \text{Springer} \]
By [12, Theorem 3.1.1], we call $\sigma_i^n$, for any $i = 1, \ldots, \tilde{M}$ and for any $n \in \mathbb{N}$, an extension of $\sigma_u^n |_{B^n_{\tilde{R}^n}}$ such that $\sigma_i^n$ is Lipschitz on $\overline{B_{\tilde{R}^n}}$, with Lipschitz constants bounded by a constant, depending only on $N$, times $L$. Still up to subsequences, we can assume that $\sigma_i^n \to \sigma_i$ uniformly on $\overline{B_{\tilde{R}^n}}$, for any $i = 1, \ldots, \tilde{M}$. Clearly $\sigma_i$ is Lipschitz on $\overline{B_{\tilde{R}^n}}$.

We take as $\sigma$ the tensor such that $\sigma |_{D_i} = \sigma_i$. Now let $x \in \mathbb{R}^N \setminus K$ and let $x \in D_i$ for some $i$. We have that, for some $\delta > 0$ and any $n \geq n_0$, $B_x^i(x) \subset D_i^n$, thus $\sigma^n(x) = \sigma_i^n(x) \to \sigma(x)$. Since $|K| = 0$, we have obtained convergence almost everywhere. By convergence almost everywhere, it is clear that $\sigma$ is a uniformly elliptic tensor satisfying (5.1). Again by Proposition 5.6, we conclude that $\text{div}(\sigma \nabla u) + k^2 qu = 0$ satisfies the UCP. □

We conclude with the following uniform bound result which follows easily from our previous analysis and the arguments developed in [17, 20].

**Theorem 5.14** (Uniform bounds) Let $R > 0$, $r > 0$, $L > 0$, $M_0 \in \mathbb{N}$, $a > 0$, $\delta_0 > 0$, $\gamma$ modulus of continuity, $R_0 > 0$, $\omega$ modulus of continuity, $0 < \lambda_0 < \lambda_1$, $0 < c_0 < c_1$ and $0 < k < \tilde{k}$. For any $K \in \mathcal{SC}_1(R, r, L, M_0, a, \delta_0, \gamma)$, any $(\sigma, q, k) \in \mathcal{N}(R_0, r, L, M_0, \omega, \lambda_0, \lambda_1, c_0, c_1, k, \tilde{k})$ and any $d \in \mathbb{S}^{N-1}$, let $u$ be the solution to (5.7), with $u^i$ given by (5.10).

Then, for any $s > 0$, there exists $C_1 > 0$, depending only on the parameters above and on $s$, such that

$$\|u\|_{L^2(B_x^i \setminus K)} + \|\nabla u\|_{L^2(B_x^i \setminus K)} \leq C_1. \quad (5.12)$$

Furthermore, there exists a constant $C_2$, depending only on the parameters above, such that

$$|u^i(x)| \leq \frac{C_2}{|x|(N-1)/2} \quad \text{for any } x \in \mathbb{R}^N \text{ with } |x| \geq \max\{R_0, R\} + 1. \quad (5.13)$$

**Remark 5.15** For $N \geq 3$, we can just set $\tilde{k} = 0$ both in Definition 5.12 and in Theorem 5.14.
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Appendix A: Comparison with the class $\mathcal{G}(r, L, C)$

Here we show that classes $\mathcal{F}\mathcal{R}(r, L, M_0)$ generalise classes $\mathcal{G}(r, L, C)$ introduced in [13].

A.1 Cone condition

First of all, we fix some notation. Let $N \geq 1$, let $B_1, B_2 \subset \mathbb{R}^N$ be two open balls such that $B_1$ is centred in 0 and $0 \notin B_2$ and let $x \in \mathbb{R}^N$. We denote finite closed cone in $\mathbb{R}^N$ with vertex in $x$ a set which can be described as

$$C_x := x + (\overline{B}_1 \cap \{ \lambda y \mid y \in \overline{B}_2, \lambda \geq 0 \}).$$

Instead, let $y_1, \ldots, y_N \in \mathbb{R}^N$ be $N$ linearly independent vectors and let $x \in \mathbb{R}^N$. We denote parallelepiped in $\mathbb{R}^N$ with vertex in $x$ a set such as

$$P_x := x + \left\{ \sum_{j=1}^N \lambda_j y_j \mid 0 \leq \lambda_j \leq 1 \text{ for every } 1 \leq j \leq N \right\}.$$

Moreover, the centre of $P_x$ is $c(P_x) = x + \frac{1}{2}(y_1 + \ldots + y_N)$. Finally, we say that two cones $C$ and $C'$ are congruent, and we write $C \cong C'$, if there exists a rototranslation $\Psi$ of $\mathbb{R}^N$ such that $\Psi(C) = C'$ and, analogously, $P \cong P'$ if $\Psi(P) = P'$. It is clear that every finite closed cone with vertex in $x$ contains a parallelepiped with vertex in $x$ and viceversa.

Since we mostly work with compact sets, we need a modified version of the classical cone property for open sets, as in [1, Definition 4.3].

**Definition A.1** Let $C$ be a finite closed cone in $\mathbb{R}^N$ with vertex in the origin. We say that a compact set $K \subset \mathbb{R}^N$ satisfies the cone condition with respect to $C$ if for any $x \in K$ there exists a finite closed cone $C^x$ congruent to $C$ such as $x \in C^x \subset K$.

Other than using closed cones and not open ones, the main difference with the classical cone property is that we do not require the cone $C^x$ to have vertex in the assigned point $x$. This gives more flexibility thanks to the following lemma.

**Lemma A.2** Let $C$ be a finite closed cone in $\mathbb{R}^N$ with vertex in the origin and let $K = \bigcup_{i \in I} C_i$ where $I$ is a set of indices and $C_i \cong C$ for every $i \in I$. Suppose additionally that the vertices of the cones $C_i$ can vary only in a compact set $\overline{B}$.

Then, there exists $\{C_j\}_{j \in J}$, where $J$ is a set of indices, $C_j \cong C$ for any $j \in J$ and $C_j$ has vertex in $\overline{B}$ for any $j \in J$, such that $K = \bigcup_{j \in J} C_j$. Namely, the closure of a union of closed cones is still a union of closed cones. Furthermore, $\overline{K}$ satisfies the cone condition with cone $C$.

**Proof** Observe that the set of closed cones in $\mathbb{R}^N$ congruent to $C$ with vertex in $\overline{B}$, equipped with the metric given by Hausdorff distance, is compact since it is homeomorphic to the product space $\overline{B} \times \mathbb{S}^{N-1}$.

Let $x \in \overline{K}$, then there exists $\{x_n\}_{n \in \mathbb{N}} \subset K$ such that $x_n \to x$. Since $x_n \in K$, for any $n \in \mathbb{N}$ there exists $C_{i_n}$ such that $x_n \in C_{i_n}$. Now, by compactness, up to subsequences, $C_{i_n} \to C^x$ in the Hausdorff distance. Then, $C_{i_n} \to C^x$ implies that $C^x \subset \overline{K}$ and that $x \in C^x$. Hence, it is enough to define $J = \overline{K}$, $j = x \in \overline{K}$ and $C_j = C^x$ to obtain that $\overline{K} = \bigcup_{x \in \overline{K}} C^x$. Note that any of these $C^x$ has vertex in $\overline{B}$, so it is immediate to conclude that $\overline{K}$ is compact and that it satisfies the cone condition with cone $C$. \qed
The following modification of the Gagliardo theorem allows us to decompose compact sets with the cone condition into a finite union of compact sets with Lipschitz boundary, where the number and the regularity of these Lipschitz sets depend only on the cone $C$.

**Theorem A.3** (Gagliardo) Let $C \subset \mathbb{R}^N$ be a finite closed cone with vertex in 0 and let $K \subset \mathbb{R}^N$ be a compact set with $\text{diam}(K) \leq d$ satisfying the cone condition with respect to $C$. Then, for any $\rho > 0$ there exist $A_1, \ldots, A_l$ compact subsets of $K$ with $\text{diam}(A_i) \leq \rho$ for every $i = 1, \ldots, l$ and there exist $P_1, \ldots, P_l$ congruent parallelepipeds with vertex in 0 such that the following holds:

(a) For any $x \in K$ there exists $1 \leq i \leq l$ such that $x + P_i \subset C^x$.

(b) $K = \bigcup_{i=1}^l K_i$ with $K_i = \bigcup_{x \in A_i}(x + P_i)$ compact for every $i = 1, \ldots, l$.

In particular, the number $l \in \mathbb{N}$ and the parallelepipeds $P_1, \ldots, P_l$ depend only on $C$, $d$ and $\rho$ and not on $K$ specifically.

Moreover, there exist $\bar{\rho} > 0$, $\eta > 0$ and $L_1 > 0$, depending only on $C$, such that for any $0 < \rho \leq \bar{\rho}$ we have that for every $i = 1, \ldots, l$ the set $K_i$ is the closure of an open set whose boundary is Lipschitz with constants $\eta$ and $L_1$.

**Proof** It is easy to modify the argument used in [1, Theorem 4.8] to our case of compact sets with the cone condition. \qed

**A.2 Class $G(r, L, C)$**

We now introduce the class of hypersurfaces originally defined in [13].

**Definition A.4** We say that a Lipschitz hypersurface $K \in \mathcal{K}(\overline{\Omega})$ belongs to the class $G(r, L, C)$ with parameters $r > 0$, $L > 0$ and $C \subset \mathbb{R}^{N-1}$ finite closed cone with vertex in 0, if, in addition to hypotheses (a) and (b) of Definition 3.1, it satisfies for any $x \in K$ the property

(c') for any $y \in B_{\frac{r}{2}}(x) \cap K$ there exists a finite closed cone $C_y \subset \pi$ with $C_y \cong C$ such that $\Phi_x(y) \in C_y \subset \Phi_x(B_r(x) \cap K)$.

**Remark A.5** In the original definition in [13], property (c') was slightly different, namely (c'') for any $y \in B_{\frac{r}{2}}(x) \cap K$ there exists a finite closed cone $C_y \subset \pi$ with $C_y \cong C$ such that $\Phi_x(y) \in C_y \subset \Phi_x(B_r(x) \cap K)$.

However, these two conditions are equivalent, up to changing the cone $C$. Indeed, (c'') obviously implies (c'). Viceversa, if we choose $\tilde{C} \subset C$ such that $\text{diam}(\tilde{C}) < r/(2L)$, we have that $y \in \tilde{C}_y \subset C_y \subset \Phi_x(B_{r/2}(y) \cap K)$. However, $\tilde{C}_y \subset B_{r/(2L)}(y)$, so that $\Phi_x^{-1}(\tilde{C}_y) \subset B_{r/2}(\Phi_x^{-1}(y)) \subset B_r(x)$, which in turn implies that $\tilde{C}_y \subset \Phi_x(B_r(x) \cap K)$. Our modification on property (c') is justified by the fact that it allows to prove that the class $G(r, L, C)$ is closed, thus compact, with respect to the Hausdorff distance.

**Proposition A.6** Let $r > 0$, $L > 0$ and $C \subset \mathbb{R}^{N-1}$ finite closed cone with vertex in 0 and let $\{K_n\}_{n \in \mathbb{N}} \subset G(r, L, C)$ such that $K_n \rightarrow K$ in the Hausdorff distance, with $K \in \mathcal{K}(\overline{\Omega})$. Then $K \in G(r, L, C)$ and also, up to a subsequence, $\text{bdry}(K_n) \rightarrow H$ in the Hausdorff distance, with $H \subset K$ compact set such that $\text{bdry}(K) \subset H$. 

\[\text{Springer}\]
Proof} To prove that \( K \in \mathcal{G}(r, L, C) \), we have to show that for any \( x \in K \) there exists \( \Phi_x : B_r(x) \subset \mathbb{R}^N \rightarrow \mathbb{R}^N \) bi-Lipschitz map which satisfies conditions (a), (b) and (c'). Let \( x \in K \), then, since \( K_n \rightarrow K \) in the Hausdorff distance, there exists \( x_n \in K_n \) such that \( x_n \rightarrow x \). Now, since \( K_n \in \mathcal{G}(r, L, C) \) for every \( n \in \mathbb{N} \), therefore there exists a bi-Lipschitz map \( \Phi^n_{x_n} : B_r(x_n) \rightarrow \mathbb{R}^N \) satisfying (a), (b) and (c'). For any \( y \in B_{r/2}(x_n) \cap K_n \), we call \( C^n_y \) the corresponding cone in property (c').

We know that the maps \( \Phi^n : B_r(0) \rightarrow \mathbb{R}^N \) given by \( \Phi^n_{x_n} = \tilde{\Phi}_n(\cdot - x_n) \), up to a subsequence, converge uniformly to \( \tilde{\Phi} : B_r(0) \rightarrow \mathbb{R}^N \) and that the map \( \Phi_x := \tilde{\Phi}(\cdot - x) \) satisfies (a) and (b).

To show (c'), let \( y \in K \cap B_{r/2}(x) \), then, as before, there exist \( y_n \in K_n \) such that \( y_n \rightarrow y \). Up to a subsequence, \( y_n \in B_{r/2}(x_n) \cap K_n \) and the corresponding cones of property (c'), \( C^n_{y_n} \), converge in the Hausdorff distance to a cone \( \tilde{\mathcal{C}} \equiv C \) such that \( \Phi_x(y) \in \tilde{\mathcal{C}} \), by uniform convergence. We need to show that \( \tilde{\mathcal{C}} = C \), that is, that \( \tilde{\mathcal{C}} \subset \Phi_x(B_r(x) \cap K) \). Let \( w \in \tilde{\mathcal{C}} \). By Hausdorff convergence, always up to subsequences, we can find \( z_n \in B_r(x_n) \cap K_n \) such that \( w_n = \Phi^n_{x_n}(z_n) \rightarrow w \). Without loss of generality, we can also assume that \( z_n \) is converging to \( z \in B_r(x) \cap K \) and that, by uniform convergence, \( \Phi_x(z) = w \), thus property (c') is proved.

We know that, up to a subsequence, \( \text{bdry}(K_n) \rightarrow H \in \mathcal{K}(\Omega) \) with \( H \subset K \). By contradiction, assume that there exists \( x \in \text{bdry}(K) \setminus H \), hence there exist \( c, 0 < c < r/2 \), and \( \{n_k\}_{k \in \mathbb{N}} \) such that \( \text{dist}(x, \text{bdry}(K_{n_k})) > c \) for any \( k \in \mathbb{N} \). However, by Hausdorff convergence, there exist \( y_n \in K_n \) such that \( y_n \rightarrow x \), so, for some \( k \in \mathbb{N} \), we have \( \text{dist}(y_{n_k}, \text{bdry}(K_{n_k})) > c/2 \) for any \( k \geq k \). Clearly, \( \Phi_{y_{n_k}}^{-1}(B_{c/(2L)} \cap \mathcal{C}_{y_{n_k}}(B_{c/2}(y_{n_k})) \setminus K) \) and, by Remark 3.2, we have that \( B_{c/(2L)} \cap \mathcal{C}_{y_{n_k}}(B_{c/2}(y_{n_k}) \setminus K) \). Since \( x \in \text{bdry}(K) \), there exists \( z \in B_{c/4(L)} \setminus K \) not belonging to \( \Phi_x(B_r(x) \cap K) \). However, \( w_k = \Phi_{y_{n_k}}^{-1}(z) \in K_{n_k} \) and \( w_k \rightarrow w \in K \) and \( \Phi_x(w) = z \), thus we obtain a contradiction. \( \square \)

Example A.7 In the previous Proposition we showed that \( \text{bdry}(K_n) \rightarrow H \) in the Hausdorff distance with \( \text{bdry}(K) \subset H \), but it could happen that the inclusion \( \text{bdry}(K) \subset H \) is strict, indeed consider the following example.

Using polar coordinates in \( \mathbb{R}^2 \), define:

\[
A = \overline{B}_1; \quad A_n = \left\{(r, \vartheta) \mid 0 \leq r \leq 1, \frac{1}{n} \leq \vartheta \leq 2\pi\right\} \quad \forall n \geq 1.
\]

Set \( K = A \times \{0\} \) and \( K_n = A_n \times \{0\} \), for every \( n \geq 1 \), as subsets of \( \mathbb{R}^3 \). It is easy to show that, for some \( r, L \) and \( C \), we have \( K_n \in \mathcal{G}(r, L, C) \) for any \( n \geq 1 \) and \( K \in \mathcal{G}(r, L, C) \). Moreover, \( K_n \rightarrow K \) in the Hausdorff distance but \( \partial K_n \rightarrow H \) in the Hausdorff distance, where

\[
\text{bdry}(K) = \partial A \times \{0\} \subsetneq H = \text{bdry}(K) \cup ((r, \vartheta) \mid 0 \leq r \leq 1, \vartheta = 0) \times \{0\}.
\]

This example also shows that class \( \mathcal{G}(r, L, C) \) is strictly larger than class \( \mathcal{M}\mathcal{R}(r, L) \), since the sequence \( \{K_n\} \) cannot be all contained in \( \mathcal{M}\mathcal{R}(r, L) \), for any \( r \) and \( L \).

We finally show that our class \( \mathcal{F}\mathcal{R} \) generalises class \( \mathcal{G} \).

Theorem A.8 Let \( r > 0, L > 0 \) and \( C \subset \mathbb{R}^{N-1} \) finite closed cone with vertex in 0. Then there exist \( r' > 0, L' > 0 \) and \( M_0 \in \mathbb{N} \), depending only on \( r, L, C \) and, only for \( M_0 \), also on the diameter of \( \Omega \), such that for any \( K \in \mathcal{G}(r, L, C) \), we have that \( K \in \mathcal{F}\mathcal{R}(r', L', M_0) \).
**Proof** Let \( K \in \mathcal{G}(r, L, C) \) and observe that, without loss of generality, up to shrinking the cone \( C \), we can always suppose that
\[
\text{diam}(C) < \frac{r}{8L}.
\] (A.1)

Since \( K \in \mathcal{G}(r, L, C) \), it is clear that \( K \) satisfies hypotheses (a) and (b) globally, therefore to show that \( K \in \mathcal{F}\mathcal{R}(r, L, M_0) \), we just need to find a decomposition of \( K \) in hypersurfaces of type \( \mathcal{M}\mathcal{R}(r', L') \). Given that \( K \) is compact, there exists a finite number \( m \in \mathbb{N} \) of points \( x_1, \ldots, x_m \in K \) such that \( K \subset \bigcup_{i=1}^{m} B_{r/3}(x_i) \). We point out that, for some \( m_0 \) depending only on \( r \) and the diameter of \( \Omega \), we can assume that \( m \leq m_0 \). Now define for every \( i = 1, \ldots, m \)
\[
K_i := \Phi_{x_i}^{-1} \left( \bigcup_{C' \in C_{x_i}} C' \right)
\] (A.2)

where
\[
C_{x_i} := \left\{ C' \subset \pi \text{ finite closed cone} \mid C' \cong C, C' \subset \Phi_{x_i}(B_r(x_i) \cap K) \text{ and } C' \cap \Phi_{x_i}(B_{r/3}(x_i) \cap K) \neq \emptyset \right\},
\]
which is not empty thanks to condition (c'). We have that, for every \( i = 1, \ldots, m \), \( K_i \) is compact and, by (c') and (A.1), \( B_{r/3}(x_i) \subset K_i \subset B_{r/2}(x_i) \), hence \( K = \bigcup_{i=1}^{m} K_i \). Moreover, by Lemma A.2, the set \( \Phi_{x_i}(K_i) \subset \pi \) satisfies the cone condition with respect to \( C \). By applying Theorem A.3 with \( \rho = \tilde{\rho}/2 \), which depends only on \( C \), to \( \Phi_{x_i}(K_i) \) we have
\[
\Phi_{x_i}(K_i) := \bigcup_{k=1}^{l} A_{i,k}
\]
with \( A_{i,k} \) given by the closure, in \( \pi \), of open subsets in \( \pi \) which are Lipschitz with constants \( \eta \) and \( L_1 \), which also depend only on the cone \( C \). Note that \( l \in \mathbb{N} \) depends only on \( C, r \) and \( L \). We call
\[
K_{i,k} := \Phi_{x_i}^{-1}(A_{i,k})
\]
for every \( i = 1, \ldots, m \) and \( k = 1, \ldots, l \).

It is not difficult to show that we can find positive \( r' \) and \( L' \), depending only on \( r, L, C \), such that \( K_{i,k} \in \mathcal{M}\mathcal{R}(r', L') \) for every \( i = 1, \ldots, m \) and \( k = 1, \ldots, l \). If we take \( M_0 := mgl \), since \( ml \leq m_0 \), the proof is concluded. \( \Box \)

**Remark A.9** It is not difficult to see that for any positive \( r \) and \( L \), there exist positive \( r_1, L_1 \) and a cone \( C_1 \), depending on \( r \) and \( L \) only, such that \( \mathcal{M}\mathcal{R}(r, L) \subset \mathcal{G}(r_1, L_1, C_1) \). It could be that a similar property is satisfied by \( \mathcal{F}\mathcal{R}(r, L, M_0) \), however this is not at all straightforward. In fact, for any \( x \in K \cap H^j \), we have two bi-Lipschitz transformations \( \Phi \) and \( \Phi^j \), the first one related to the global \( K \) and the second related to \( H^j \), see Remark 3.6. We know that the image through \( \Phi^j \) satisfies the cone condition, but this is not clear for the image through \( \Phi \), since one would need to show that the bi-Lipschitz transformation of a cone \( C \), with \( y \in C \), contains a cone \( C_1 \), with the image of \( y \) in \( C_1 \), which depends only on \( C \) and the Lipschitz constants of the transformation.
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