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Abstract

Given a Jordan domain $\Omega \subset \mathbb{C}$ and two disjoint arcs $A, B$ on $\partial \Omega$, the modulus $m$ of the curve family connecting $A$ and $B$ in $\Omega$ is equal to the modulus of the curve family connecting the vertical sides in the rectangle $R = [0,1] \times [0,m]$. Also, $m > 0$ is the unique value such that there is a conformal map $\psi$ mapping $\Omega$ to $\text{int}(R)$ so that $\psi$ extends continuously to a homeomorphism of $\partial \Omega$ onto $\partial R$ and the arcs $A$ and $B$ are sent to the vertical sides of $R$. Moreover, in the case of the rectangle the family of horizontal segments connecting the two sides has the same modulus as the entire connecting family. Pulling these segments back to $\Omega$ via $\psi$ yields a family of extremal curves (also known as horizontal trajectories) connecting $A$ to $B$ in $\Omega$. In this paper, we show that these extremal curves can be approximated by some discrete paths arising from an orthodiagonal approximation of $\Omega$. Moreover, we show that there is a natural probability mass function (pmf) on these paths, deriving from the theory of discrete modulus, which converges to the transverse measure on the set of extremal curves. The key ingredient is an algorithm that, for an embedded planar graph, takes the current flow between two sets of nodes, and produces a unique path decomposition with non-crossing paths. Moreover, some care was taken to adapt recent results for harmonic convergence on orthodiagonal maps, due to Gurel-Gurevich, Jerison, and Nachmias, to our context. Finally, we generalize a result of N. Alrayes from the square grid setting to the orthodiagonal setting, and prove that the discrete modulus of the approximating non-crossing paths converges to the continuous modulus.
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1 Introduction and results

Many objects in complex analysis are approximated by discrete analogues. In this paper, we establish the convergence of three discrete objects, discrete modulus, discrete paths that are extremal for the modulus, and discrete harmonic functions, to their continuous counterparts, the continuous modulus, the extremal curves (or horizontal trajectories) for the modulus, and harmonic functions.

Consider a Jordan domain $\Omega \subset \mathbb{C}$ and two disjoint arcs on $\partial \Omega$. The modulus of the curve family connecting these arcs in $\Omega$ is well understood. In particular, there is a subfamily of extremal curves (or horizontal trajectories) that carry all the information for this modulus. We wish to approximate $\Omega$ with a plane graph $G$ and approximate the boundary arcs with sets of vertices $A$ and $B$. As previously studied in [2,3,4], the discrete modulus of the family of paths between $A$ and $B$ in $G$ arises from putting a density on the edges of $G$. See Section 2.1 for the definitions.

Our first task, accomplished in the result below, is to identify a subfamily of paths between $A$ and $B$ in $G$ that is the candidate approximating family for the extremal curves in the classical setting. The non-crossing paths in this subfamily are allowed to intersect (i.e. they may share vertices and edges in common), but they may not cross. See Section 3 for the precise definition.

**Theorem 1.** Let $G = (V, E, \sigma)$ be a finite plane network with the set $V$ of vertices, the set $E$ of edges, and edge-weights $\sigma \in \mathbb{R}_{>0}^E$. Assume that there are nonempty sets of boundary vertices $A$ and $B$ defined as follows: $A = S_1 \cap V$ and $B = S_2 \cap V$, where $S_1, S_2$ are two disjoint arcs from a Jordan curve $C$ that encircles $G$ in the closed outer face of $G$. Consider the family $\Gamma(A,B)$ of all paths in $G$ from $A$ to $B$.

Then, there is a unique subfamily $\Gamma \subset \Gamma(A,B)$ such that

(i) $\Gamma$ is a family of non-crossing paths (defined in Section 3);
(ii) $\Gamma$ supports a pmf $\mu$ that is optimal for the probabilistic interpretation of the $(2, \sigma)$-modulus of $\Gamma(A, B)$ (defined in Section 2.2);

(iii) and $\Gamma$ is minimal for the $(2, \sigma)$-modulus of $\Gamma(A, B)$ (defined in Section 2.7).

In particular, $\mu$ is the unique pmf supported on $\Gamma$ that satisfies (ii).

Moreover, both $\Gamma$ and $\mu$ can be computed using the output of the Non-crossing Minimal Subfamily Algorithm [7] described in Section 3.

Our next goal is to show that the candidate subfamily identified in Theorem 1 does in fact approximate the family of extremal curves. For this, we specialize to plane graphs that arise from finite orthodiagonal maps, a class of graphs that generalize the square grid. Roughly, an orthodiagonal map is a plane graph where every interior face is a quadrilateral with orthogonal diagonals. Associated with the orthodiagonal map is the so-called primal graph $G^*$ that we utilize, and the edges of $G^*$ are equipped with canonical weights defined in Equation (10). See Section 2.5 for definitions and notation.

Given a Jordan domain $\Omega \subset \mathbb{C}$ and two arcs $A, B$ on $\partial \Omega$, let $\psi$ be the conformal map from $\Omega$ to a rectangle $R = [0, 1] \times [0, m]$ so that $A$ and $B$ are sent to the vertical sides $\{0\} \times [0, m]$ and $\{1\} \times [0, m]$. Then the extremal curves for modulus are the pullback under $\psi$ of the horizontal segments connecting the two vertical sides of $R$. The transverse measure on the horizontal curves in $R$ is given by the 1-dimensional Lebesgue measure on the height ($y$-coordinate in $R$) of these curves. We define the transverse measure on the extremal curves from $A$ to $B$ in $\Omega$ to be the pullback via $\psi$ of the transverse measure on the horizontal curves in $R$.

**Theorem 2.** Let $\Omega$ be a Jordan domain whose boundary is decomposed into four analytic arcs $A, \tau_1, B, \tau_2$ that do not meet in cusps. Let $\epsilon_n > 0$ with $\epsilon_n \to 0$. Let $G_n$ be an orthodiagonal map with edge length at most $\epsilon_n$ and with boundary arcs $S_{1n}, T_{1n}, S_{2n}, T_{2n}$, so that $(G_n; S_{1n}, T_{1n}, S_{2n}, T_{2n})$ approximates $(\Omega; A, \tau_1, B, \tau_2)$ within distance $\epsilon_n$ (in the sense of Definition 18). Equip $G_n$ with canonical edge-weights $\sigma_n$ as in Equation (4). For $A_n = V_n^* \cap S_{1n}$ and $B_n = V_n^* \cap S_{2n}$, consider the family $\Gamma(A_n, B_n)$ of all paths in the primal graph $G_n^*$ from $A_n$ to $B_n$. Let $\Gamma_n$ and $\mu_n$ be corresponding objects for $\Gamma(A_n, B_n)$, as described in Theorem 1; namely, $\Gamma_n \subset \Gamma(A_n, B_n)$ is the unique minimal subfamily with non-crossing paths and $\mu_n$ is the pmf supported on $\Gamma_n$ that is optimal for the probabilistic interpretation of $\text{Mod}_{2, \sigma_n}(A_n, B_n)$ (defined in Section 2.2).

Then, as $n \to \infty$, $\mu_n$ converges to the transverse measure $\mu$ on the extremal curves from $A$ to $B$ in $\Omega$ (under weak convergence using the Hausdorff metric as the underlying metric).

The measures $\mu_n, \mu$ in the above theorem are supported on different sets of curves, but we view them as measures on the same space as follows. Let $X = (\bigcup_n \Gamma_n) \cup \Gamma$ where $\Gamma$ is the set of extremal curves from $A$ to $B$ in $\Omega$. Then we consider $\mu_n, \mu$ as elements of the set $P(X)$ of probability measures on $(X, \mathcal{B}(X))$, where $\mathcal{B}(X)$ is the Borel $\sigma$-algebra induced by the Hausdorff metric.

The proof of Theorem 2 relies on the fact that discrete harmonic functions approximate continuous harmonic functions. The following is an adaptation of the main theorem of [12].

**Theorem 3.** Let $\Omega$ be a Jordan domain whose boundary is decomposed into four analytic arcs $A, \tau_1, B, \tau_2$ that do not meet in cusps. Let $\psi$ be a conformal map of $\Omega$ onto the interior of the rectangle $R = [0, 1] \times [0, m]$ taking the arcs $A$ and $B$ to the vertical sides of the rectangle, and let $h_c = \text{Re } \psi$. Let $\epsilon, \delta \in (\text{diam}(\Omega))$. Let $G = (V^* \cup V^c, E)$ be a finite orthodiagonal map with boundary arcs $S_1, T_1, S_2, T_2$ with maximal edge length at most $\epsilon$, so that $(G; S_1, T_1, S_2, T_2)$ approximates $(\Omega; A, \tau_1, B, \tau_2)$ within distance $\delta$ (in the sense of Definition 18). Equip $G$ with canonical edge-weights $\sigma$ as in Equation (10). Let $h_d : V^* \to \mathbb{R}$ be discrete harmonic on $\text{int}(V^*)$ as in [7], with the following boundary values: $h_d(z) = 0$ for $z \in V^* \cap S_1$ and $h_d(z) = 1$
for $z \in V^* \cap S_2$. Then, for $z \in V^* \cap \Omega$, 

$$|h_d(z) - h_c(z)| \leq \frac{C}{\log^{1/2} (\text{diam}(\Omega)/(\epsilon \vee \delta))},$$

where $C$ depends only on $\Omega$.

Since $\Omega$ is bounded by analytic arcs, we are able to analytically extend $\psi$ by reflection (see Lemma 20). The conclusion of Theorem 3 will also hold for the extended harmonic function $h_c$ at points $z \in V^* \setminus \Omega$ with $\text{dist}(z, A \cup B) > 2(\epsilon \vee \delta)^{1/4}$ when $\epsilon \vee \delta$ is small enough. This is accomplished in Proposition 39, and we will use this result in proving Theorem 2.

Theorem 2 shows that the discrete optimal measures for modulus weakly converge to the continuous analog. However, we want to have a stronger notion of convergence, namely, that the expected overlaps defined right after (3) converge to the reciprocal of the continuous modulus. In view of Theorem 3, it means proving that the discrete Dirichlet energy of the discrete harmonic functions $h_d$ converge to the Dirichlet energy of the continuous harmonic function $h_c$. In practice, this stronger claim confirms what we see numerically in Figure 6, namely that the heights in those two pictures converge to the continuous modulus. That is the content of our next main result, where we show that the discrete modulus converges to the continuous modulus. This generalizes a result by Norah Alrayes in [6] from the square grid setting to the orthodiagonal maps setting. Finally, note that the convergence in energy cannot be deduced from the results in [12] and instead depends crucially on Fulkerson duality for discrete modulus, see Lemma 27.

**Theorem 4.** In the setting of Theorem 2, as $\epsilon_n \to 0$ the discrete modulus of the path family between $A_n$ and $B_n$ in $G_n^*$ converges to continuous modulus of the curve family between $A$ and $B$ in $\Omega$.

It should be noted that, in the special case when the primal graph is a Delaunay triangulation and the dual graph is the Voronoi dual, as in our Figure 4 below, Theorem 4 can be deduced from the finite-element literature in numerical analysis [13, 19]. In particular, see [22] Section 5.1] for a nice explanation of this connection. Thus, in the language of the finite-element method, Theorem 4 corresponds to results about convergence in the Sobolev $H^1$ norm, while Theorem 3 is about the $L^\infty$ norm.

We end with a note about the organization of this paper. In Section 2, we introduce the needed background, including discrete modulus, discrete harmonic functions, and orthodiagonal maps, and we consider two illuminating examples. We begin Section 3 by discussing the Non-crossing Minimal Subfamily Algorithm and proving Theorem 1. Then we prove Theorem 2 using Theorem 3 as a tool. We end by discussing an interpretation of Theorem 1 in terms of current flow and a rectangle-packing result. Section 4 contains the proof of Theorem 3 and Theorem 4.
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2 Background and examples

2.1 Discrete modulus

Let \( G = (V, E, \sigma) \) be a finite weighted graph, which is also referred to as a network, with vertex set \( V \), edge set \( E \), and edge weights \( \sigma : E \to (0, \infty) \). We will use the term vertex and node interchangeably. We assume that \( G \) has no self-loops, but we allow multiple edges. Let \( \Gamma \) be a collection of objects in \( G \). In this paper, most of our attention will be on the case when \( \Gamma \) is a collection of paths, but we will also need modulus to be defined for a collection of \( AB \)-cuts in Section 3. A path is a sequence of edges \( (x_{k-1}, x_k)_{k=1}^n \) so that the vertices \( x_0, \ldots, x_n \) are all distinct. Given \( A, B \subset V \), then \( S \subset V \) is an \( AB \)-cut if \( A \subset S \) and \( B \cap S = \emptyset \). The usage matrix \( N \) is a \( |\Gamma| \times |E| \) matrix; in the case of paths \( N(\gamma, e) = 1_{\{e \in \gamma\}} \), and in the case of \( AB \)-cuts \( N(S, e) = 1_{\{e \in \delta S\}} \), where \( \delta S = \{e = xy \in E : |S \cap \{x, y\}| = 1\} \).

A function \( \rho : E \to [0, \infty) \) refers to a density, called admissible for \( \Gamma \) if

\[
\ell_\rho(\gamma) := \sum_{e \in E} N(\gamma, e) \rho(e) \geq 1 \quad \text{for all } \gamma \in \Gamma.
\]

When \( \gamma \) is a path, we consider \( \ell_\rho(\gamma) \) to be the \( \rho \)-length of \( \gamma \). This means that \( \rho \) is admissible for a collection of paths if every path has \( \rho \)-length at least 1. For \( 1 \leq p < \infty \), the \( (p, \sigma) \)-modulus of \( \Gamma \) is defined as

\[
\operatorname{Mod}_{p, \sigma}(\Gamma) := \inf \sum_{e \in E} \sigma(e) \rho(e)^p,
\]

where the infimum is taken over all admissible densities \( \rho \). See [2, 3, 4] for further background on the discrete modulus. In the rest of this paper, we will specialize to the case when \( p = 2 \).

The extremal density \( \rho^* \) is an admissible density that satisfies

\[
\operatorname{Mod}_{2, \sigma}(\Gamma) = \sum_{e \in E} \sigma(e) \rho^*(e)^2.
\]

The extremal density is unique in this case and is characterized in the following theorem, which is the \( p = 2 \) case of a well-known result (see for instance, [4, Theorem 2.1], [1, Theorem 4-4], and also [2]).

**Theorem 5.** (Beurling’s Criterion) Let \( G = (V, E, \sigma) \) be a network and \( \Gamma \) a family of paths on \( G \). An admissible density \( \rho \) is extremal for \( \operatorname{Mod}_{2, \sigma}(\Gamma) \) if there is a subfamily \( \tilde{\Gamma} \subset \Gamma \) that satisfies the following two conditions:

(i) \( \ell_\rho(\gamma) = 1 \) for all \( \gamma \in \tilde{\Gamma} \).

(ii) If \( h : E \to \mathbb{R} \) satisfies \( \ell_h(\gamma) = \sum_{e \in \gamma} h(e) \geq 0 \) for all \( \gamma \in \tilde{\Gamma} \), then

\[
\sum_{e \in E} h(e) \rho(e) \sigma(e) \geq 0.
\]

Furthermore, in this case \( \operatorname{Mod}_{2, \sigma}(\tilde{\Gamma}) = \operatorname{Mod}_{2, \sigma}(\Gamma) \).

A subfamily \( \tilde{\Gamma} \) that satisfies the two conditions of Beurling’s Criterion for the extremal density \( \rho^* \) is called a Beurling subfamily of \( \Gamma \).

A minimal subfamily of \( \Gamma \) is a subfamily \( \tilde{\Gamma} \subset \Gamma \) so that \( \operatorname{Mod}_{2, \sigma}(\tilde{\Gamma}) = \operatorname{Mod}_{2, \sigma}(\Gamma) \) and such that removing any path from \( \tilde{\Gamma} \) decreases the modulus, i.e., for any \( \gamma \in \tilde{\Gamma} \) we have \( \operatorname{Mod}_{2, \sigma}(\tilde{\Gamma} \setminus \{\gamma\}) < \operatorname{Mod}_{2, \sigma}(\Gamma) \). As shown in [4, Theorem 3.5], \( \Gamma \) will always contain a minimal subfamily, although it may not be unique, and any minimal subfamily is also a Beurling subfamily for \( \Gamma \).
2.2 The probabilistic interpretation of discrete modulus

Here we recall the fact that, following [4] and [3], Lagrangian duality yields a probabilistic interpretation for discrete modulus.

Assume that $\Gamma$ is a finite family of objects on $G$ with usage matrix $N$. In order to formulate the probabilistic interpretation of $p$-modulus, we let $\mathcal{P}(\Gamma)$ represent the set of probability mass functions (pmfs) on the set $\Gamma$. In other words, $\mathcal{P}(\Gamma)$ contains the set of vectors $\mu \in \mathbb{R}_{\geq 0}^\Gamma$ with the property that $\mu^T 1 = 1$ (here $1 \in \mathbb{R}_{\geq 0}^\Gamma$ is the vector of all ones). Given a pmf $\mu$, we can define a $\Gamma$-valued random variable $\gamma$ with distribution:

$$P_{\mu}(\gamma = \gamma) = \mu(\gamma).$$

Then, for every edge $e \in E$, the usage $N(\gamma, e)$ is also a random variable, and we represent the expected edge-usage (depending on the pmf $\mu$) as $E_{\mu}[N(\gamma, e)]$. With these notations, Lagrangian duality yields the following probabilistic interpretation.

**Theorem 6** (Theorem 2 of [3]). Let $G = (V, E, \sigma)$ be a finite graph with edge weights $\sigma \in \mathbb{R}_{>0}^E$, and let $\Gamma$ be a finite family of objects on $G$ with usage matrix $N$. Then, for any $1 < p < \infty$, letting $q = p/(p - 1)$ be the conjugate exponent to $p$, we have

$$\text{Mod}_{p,\sigma}(\Gamma)^{-\frac{2}{p}} = \min_{\mu \in \mathcal{P}(\Gamma)} \sum_{e \in E} \sigma(e)^{-\frac{2}{q}}E_{\mu}[N(\gamma, e)]^q. \quad (1)$$

Moreover, $\mu \in \mathcal{P}(\Gamma)$ attains the minimum on the right-hand side of (1), if and only if

$$E_{\mu}[N(\gamma, e)] = \frac{\sigma(e)\rho^*(e)^{p-1}}{\text{Mod}_{p,\sigma}(\Gamma)} \quad \forall e \in E, \quad (2)$$

where $\rho^*$ is the unique extremal density for $\text{Mod}_{p,\sigma}(\Gamma)$.

If $\mu \in \mathcal{P}(\Gamma)$ attains the minimum on the right-hand side of (1), or equivalently, satisfies (2), we say that $\mu$ is optimal for $\text{Mod}_{p,\sigma}(\Gamma)$. By a slight abuse of notation, we will use the expression “$\mu$ is optimal for $\text{Mod}_{p,\sigma}(\Gamma)$” even in cases where $\mu$ is initially defined on a subfamily $\Gamma'$, since such pmfs’ embed into $\mathcal{P}(\Gamma)$ by setting them equal to zero outside of $\Gamma$. Optimal pmf’s for a given modulus problem always exist, but they might not be unique in general.

In this paper, we are mostly interested in the case when $p = 2$ and $\Gamma$ is a family of paths. In this setting, the probabilistic interpretation says that modulus can be computed by finding a pmf on $\Gamma$ that minimizes the expected (weighted) overlap of two independent paths in $\Gamma$. We describe this in the following corollary.

**Corollary 7.** Consider a graph $G = (V, E, \sigma)$ with edge-weights $\sigma \in \mathbb{R}_{>0}^E$. Let $\Gamma$ be a finite family of paths. Then

$$\text{Mod}_{2,\sigma}(\Gamma)^{-1} = \min_{\mu \in \mathcal{P}(\Gamma)} E_{\mu} \left| \gamma \cap \gamma' \right|_{\sigma} = \min_{\mu \in \mathcal{P}(\Gamma)} \sum_{e \in E} \sigma(e)^{-1} \left( P_{\mu}(e \in \gamma) \right)^2, \quad (3)$$

where $\gamma$ and $\gamma'$ are two independent random paths chosen according to $\mu$, and the weighted overlap $|\gamma \cap \gamma'|_{\sigma}$ of two paths is $\sum_{e \in \gamma \cap \gamma'} \sigma(e)^{-1}$.

Moreover, $\mu^* \in \mathcal{P}(\Gamma)$ is optimal for $\text{Mod}_{2,\sigma}(\Gamma)$, i.e., attains the minimum on the right-hand side of (3), if and only if

$$P_{\mu^*}(e \in \gamma) = \frac{\sigma(e)\rho^*(e)}{\text{Mod}_{2,\sigma}(\Gamma)} \quad \forall e \in E, \quad (4)$$

where $\rho^*$ is the unique extremal density for $\text{Mod}_{p,\sigma}(\Gamma)$. 


Proof. Note that for paths we have $E_{\mu} \left[ \mathcal{N}(\gamma, e) \right] = P_{\mu}(e \in \gamma)$. Hence, when $p = 2$, the quantity minimized in the right hand-side of (1) becomes:

$$\sum_{e \in E} \sigma(e)^{-1} \left( E_{\mu} \left[ \mathcal{N}(\gamma, e) \right] \right)^2 = \sum_{e \in E} \sigma(e)^{-1} \left( P_{\mu}(e \in \gamma) \right)^2$$

$$= \sum_{e \in E} \sigma(e)^{-1} \left( \sum_{\gamma \in \Gamma} \mu(\gamma) \mathcal{N}(\gamma, e) \right)^2$$

$$= \sum_{\gamma, \gamma' \in \Gamma} \mu(\gamma) \mu(\gamma') \left( \sum_{e \in E} \sigma(e)^{-1} \mathcal{N}(\gamma, e) \mathcal{N}(\gamma', e) \right)$$

$$= E_{\mu} \left[ \gamma \cap \gamma' \right]_{\sigma}.$$

As mentioned above, the optimal pmf’s $\mu^*$ for (3) are in general not unique, even though the extremal density $\rho^*$ is. When $\Gamma$ is itself minimal, then the optimal $\mu^*$ does become unique. This fact can be deduced from [4, Theorem 3.5 and Section 5], however, it is not explicitly formulated there, so we summarize it here, for clarity, and give a proof using the pmf’s directly instead of Lagrange multipliers. We also expanded this result for our current purposes.

**Proposition 8.** Let $G = (V, E, \sigma)$ be a finite graph with edge-weights $\sigma \in \mathbb{R}^E_{> 0}$, and let $\Gamma$ be a finite (non-empty) family of paths in $G$. Suppose $\tilde{\Gamma} \subset \Gamma$ is a minimal subfamily for $\Gamma$, then there is a unique pmf $\mu^* \in \mathcal{P}(\tilde{\Gamma})$ such that

(a) $\mu^*$ is optimal for $\text{Mod}_{\sigma}(\tilde{\Gamma})$,

(b) $\mu^*$ is strictly supported on $\tilde{\Gamma}$, i.e., $\mu^*(\gamma) > 0$ if and only if $\gamma \in \tilde{\Gamma}$.

**Proof.** Let $\mathcal{M}$ be the set of pmf’s in $\mathcal{P}(\tilde{\Gamma})$ that satisfy (a) and (b).

We want to show that, if $\tilde{\Gamma} \subset \Gamma$ is a minimal subfamily for $\Gamma$, then $|\mathcal{M}| = 1$. Since optimal pmf’s always exist, there is at least one pmf $\mu^* \in \mathcal{P}(\tilde{\Gamma})$ that is optimal for $\text{Mod}_{\sigma}(\tilde{\Gamma})$. Since $\text{Mod}_{\sigma}(\tilde{\Gamma}) = \text{Mod}_{\sigma}(\Gamma)$, Equation (3) implies that

$$\min_{\mu \in \mathcal{P}(\Gamma)} E_{\mu} \left[ \gamma \cap \gamma' \right]_{\sigma} = \min_{\mu \in \mathcal{P}(\Gamma)} E_{\mu} \left[ \gamma \cap \gamma' \right]_{\sigma}.$$

And, since $\tilde{\Gamma} \subset \Gamma$, the pmf $\mu^*$ is also in $\mathcal{P}(\Gamma)$ (extending it to be zero outside of $\tilde{\Gamma}$). Therefore, $\mu^*$ is also optimal for $\text{Mod}_{\sigma}(\Gamma)$. Thus, we have shown that $\mu^*$ satisfies property (a).

Next, property (b) will follow from Claim 9 below, and that will show that $\mu^* \in \mathcal{M}$.

**Claim 9.** If $\tilde{\Gamma} \subset \Gamma$ is a minimal subfamily for $\Gamma$ and $\mu_0$ is a pmf on $\tilde{\Gamma}$ that is optimal for $\text{Mod}_{\sigma}(\Gamma)$, then $\mu_0$ is strictly supported on $\tilde{\Gamma}$.

**Proof of Claim 9.** Suppose that there is a path $\gamma \in \tilde{\Gamma}$ with $\mu_0(\gamma) = 0$. Define $\Gamma' := \tilde{\Gamma} \setminus \{\gamma\}$. Then, by minimality of $\tilde{\Gamma}$, we must have

$$\min_{\mu \in \mathcal{P}(\Gamma)} E_{\mu} \left[ \gamma \cap \gamma' \right]_{\sigma} < \min_{\mu' \in \mathcal{P}(\Gamma')} E_{\mu'} \left[ \gamma \cap \gamma' \right]_{\sigma}. \quad \text{(5)}$$

However, the restriction of $\mu_0$ to $\Gamma' := \tilde{\Gamma} \setminus \{\gamma\}$ is also a pmf in $\mathcal{P}(\Gamma')$, which we again denote by $\mu_0$. Hence,

$$\min_{\mu' \in \mathcal{P}(\Gamma')} E_{\mu'} \left[ \gamma \cap \gamma' \right]_{\sigma} \leq E_{\mu_0} \left[ \gamma \cap \gamma' \right]_{\sigma} \quad \text{(6)}$$
Finally, we have
\[
\mathbb{E}_{\mu_0} \left[ \gamma \cap \gamma' \right] = \min_{\mu \in \mathcal{P}(\Gamma)} \mathbb{E}_\mu \left[ \gamma \cap \gamma' \right] \quad \text{(since } \mu_0 \text{ is optimal for } \text{Mod}_{p,\sigma}(\Gamma) \text{)}
\]
\[
\leq \min_{\tilde{\mu} \in \mathcal{P}(\Gamma)} \mathbb{E}_{\tilde{\mu}} \left[ \gamma \cap \gamma' \right] \quad \text{(since } \tilde{\Gamma} \subset \Gamma \text{)}
\]
\[
< \min_{\mu' \in \mathcal{P}(\Gamma')} \mathbb{E}_{\mu'} \left[ \gamma \cap \gamma' \right]. \quad \text{(by (5))}
\]
\[
\leq \mathbb{E}_{\mu_0} \left[ \gamma \cap \gamma' \right], \quad \text{(by (6))}
\]
which is a contradiction. Therefore, \( \mu_0 \) is strictly supported on \( \tilde{\Gamma} \). \hfill \Box

We have shown the existence of a pmf \( \mu^* \) in \( \mathcal{M} \). To prove uniqueness, suppose \( \mu_0, \mu_1 \in \mathcal{M} \) are two distinct pmfs. Define the linear combination \( \mu_t := t\mu_1 + (1-t)\mu_0 \), for \( t \in \mathbb{R} \). We claim that there are two values of \( t \) so that \( t_0 < 0 < 1 < t_1 \), and so that \( \mu_t \in \mathcal{P}(\tilde{\Gamma}) \) for \( t \in [t_0, t_1] \). Indeed, by linearity, \( 1^T \mu_t = 1 \), for every \( t \in \mathbb{R} \). Also, since \( \mu_0 \) and \( \mu_1 \) are strictly supported on \( \tilde{\Gamma} \), we have \( \min_{j=0,1} \mu_j(\gamma) > 0 \), for every \( \gamma \in \tilde{\Gamma} \). In particular, if \( \gamma \in \tilde{\Gamma} \) is such that \( \mu_0(\gamma) = \mu_1(\gamma) \), then \( \mu_t(\gamma) > 0 \) for all \( t \in \mathbb{R} \). Moreover, since \( \mu_0 \neq \mu_1 \) and \( 1^T(\mu_0 - \mu_1) = 0 \), there is at least one pair \( (\gamma, \gamma') \) of paths in \( \tilde{\Gamma} \) such that \( \mu_0(\gamma) > \mu_1(\gamma) \) and \( \mu_0(\gamma') < \mu_1(\gamma') \). Then, \( \mu_t(\gamma) > 0 \) if and only if \( t < t_1(\gamma) := \frac{\mu_0(\gamma)}{\mu_0(\gamma) - \mu_1(\gamma)} \), and \( \mu_t(\gamma') > 0 \) if and only if \( t > t_0(\gamma') := -\frac{\mu_0(\gamma')}{\mu_0(\gamma) - \mu_1(\gamma')} \). Note that \( (t_0(\gamma'), t_1(\gamma)) \supset [0,1] \). If we take the (finite) intersection of all such intervals \( (t_0(\gamma'), t_1(\gamma)) \), over all possible pairs \( (\gamma, \gamma') \) as above, we find an interval \( (t_0, t_1) \supset [0,1] \), such that \( \mu_t(\gamma) \geq 0 \) for all \( t \in [t_0, t_1] \) and for all \( \gamma \in \tilde{\Gamma} \), with the further property that when \( t = t_0 \) or \( t = t_1 \), then \( \mu_t \) must vanish on some path in \( \tilde{\Gamma} \). In particular, we have shown that \( \mu_t \in \mathcal{P}(\tilde{\Gamma}) \) for all \( t \in [t_0, t_1] \).

Finally, since \( \mu_0 \) and \( \mu_1 \) are optimal pmfs for \( \text{Mod}_{2,\sigma}(\Gamma) \), they both satisfy Equation (4). By linearity, \( \mu_t \) will also satisfy Equation (4), for \( t \in [t_0, t_1] \), and therefore, by Corollary 7 the pmf \( \mu_t \) will also be optimal for \( \text{Mod}_{2,\sigma}(\Gamma) \), for \( t \in [t_0, t_1] \). Hence, by construction, \( \mu_{t_0} \) and \( \mu_{t_1} \) are pmf’s in \( \mathcal{P}(\tilde{\Gamma}) \) that are optimal for \( \text{Mod}_{2,\sigma}(\Gamma) \), and that vanish on some path \( \gamma \in \tilde{\Gamma} \). This contradicts Claim 9. Hence we have shown that the minimality of \( \tilde{\Gamma} \) implies \( |\mathcal{M}| = 1 \). \hfill \Box

2.3 Discrete harmonic functions

For a network \( G = (V, E, \sigma) \), when \( v, w \in V \) are adjacent, we will use the notation \( vw \) to refer to the edge incident to \( v \) and \( w \). A function \( f: V \rightarrow \mathbb{R} \) is discrete harmonic at \( v \in V \) if
\[
f(v) \cdot \sum_{w: vw \in E} \sigma(vw) = \sum_{w: vw \in E} f(w)\sigma(vw),
\]
or in other words, the value of \( f \) at \( v \) is a weighted average of the values of \( f \) at the neighbors of \( v \). The existence and uniqueness of discrete harmonic functions with specified boundary values is well known; see for instance Section 2.1 of [16].

**Proposition 10.** (Existence and uniqueness of discrete harmonic functions) Let \( G = (V, E, \sigma) \) be a finite connected network. For \( U \subseteq V \) and \( g : V \setminus U \rightarrow \mathbb{R} \), there is a unique function \( h: V \rightarrow \mathbb{R} \) such that \( h = g \) on \( V \setminus U \) and \( h \) is discrete harmonic on \( U \).

The function \( h \) given by Proposition 10 is called the solution to the discrete Dirichlet problem on \( U \) with boundary data \( g \). Viewed from the electric network perspective, \( h \) is called the voltage function. From its discrete gradient, we obtain the current flow \( f = \sigma dh \) defined by
\[
f(vw) := \sigma(vw) \left[ h(w) - h(v) \right] \quad \text{for all } vw \in \tilde{E}.
\]
In the above, we use \( \overrightarrow{E} \) for the set of directed edges, which contains both possible orientations for all the edges of \( E \). In this setting, \( vw \) represents the directed edge from \( v \) to \( w \).

More generally, a flow on \( U \subset V \) is a function \( \theta \) on \( \overrightarrow{E} \) so that \( \theta(vw) = -\theta(wv) \) for all \( vw \in \overrightarrow{E} \) and each \( v \in U \) satisfies Kirchhoff’s node law, i.e.

\[
\sum_{w:vw \in \overrightarrow{E}} \theta(vw) = 0.
\]

Furthermore, if \( A \) and \( B \) are nonempty and disjoint subsets in \( V \) and \( U := V \setminus (A \cup B) \), then we say that \( \theta \) is a flow from \( A \) to \( B \), if \( \theta \) is a flow on \( U \). In this case, the strength (or value) of \( \theta \) is given by the formula:

\[\text{strength}(\theta) := \sum_{w:vw \in \overrightarrow{E}, v \in A} \theta(vw) = \sum_{w:vw \in \overrightarrow{E}, w \in B} \theta(vw).\]

Moreover, such a flow is said to be a unit flow if it has unit strength.

The energy of a symmetric or anti-symmetric function \( \theta : \overrightarrow{E} \to \mathbb{R} \) is given (with a slight abuse of notation) by

\[\mathcal{E}(\theta) = \sum_{e \in E} \frac{1}{\sigma(e)} \theta^2(e).\]

The energy of \( h : V \to \mathbb{R} \) is defined to be the energy of its discrete gradient, i.e.

\[\mathcal{E}(h) = \mathcal{E}(\sigma dh) = \sum_{vw \in E} \sigma(vw) [h(w) - h(v)]^2.\]

We are now able to explain the close connection between the discrete 2-modulus and discrete harmonic functions. Suppose \( G \) is network with disjoint nonempty sets \( A, B \subset V \), and edge-weights \( \sigma \in \mathbb{R}_{E > 0} \). Let \( \Gamma \) be the family of paths in \( G \) from \( A \) to \( B \), and let \( h \) be the solution to the discrete Dirichlet problem on \( V \setminus (A \cup B) \) with \( h|_{A} = 0 \) and \( h|_{B} = 1 \). Then,

\[\text{Mod}_{2,\sigma}(\Gamma) = \mathcal{E}(h),\]

and the extremal density is related to the solution of the Dirichlet problem as follows

\[\rho^*(vw) = |h(w) - h(v)|\]

for all \( vw \in E \). See Theorem 4.2 in [2].

### 2.4 Examples

We wish to illustrate the concepts from the previous sections and our main results by taking a look at two simple examples.

**Example 11.** For the first example, let \( R \) be the rectangle \([0, L] \times [0,1]\), where \( L \in \mathbb{N} \). Let \( G \) be the square grid in \( R \) with lattice size \( 1/n \) and weights \( \sigma \equiv 1 \). Let \( \Gamma \) be the family of all paths in \( G \) from \( A = \{v \in V : \text{Re}(v) = 0\} \) to \( B = \{v \in V : \text{Re}(v) = L\} \).

For this example, we claim the following:

1. The extremal density is \( \rho^*(e) = \begin{cases} \frac{1}{Ln} & \text{if \( e \) is a horizontal edge}, \\ 0 & \text{if \( e \) is a vertical edge}. \end{cases} \)
2. The subfamily of horizontal paths \( \tilde{\Gamma} \) is a Beurling subfamily.
3. \( \text{Mod}_2(\Gamma) = \text{Mod}_2(\tilde{\Gamma}) = \frac{1}{L} \left( 1 + \frac{1}{n} \right) \).
4.  $\hat{\Gamma}$ is the unique minimal subfamily.

5.  The optimal pmf $\mu^*$ is unique and is uniform on $\hat{\Gamma}$.

We will use Beurling’s criterion to establish the first two claims. Note that each horizontal path $\gamma \in \hat{\Gamma}$ has $Ln$ horizontal edges, and so $\ell_{\rho^*}(\gamma) = 1$. To establish the second condition of Beurling’s criterion, assume that $h : E \to \mathbb{R}$ satisfies $\sum_{e \in \gamma} h(e) \geq 0$ for all $\gamma \in \hat{\Gamma}$. Then, since $\rho^*(e) = 0$ when $e$ is vertical,

$$\sum_{e \in E} h(e)\rho^*(e) = \frac{1}{Ln} \sum_{\text{horizontal } e} h(e) = \frac{1}{Ln} \sum_{\gamma \in \hat{\Gamma}} \sum_{e \in \gamma} h(e) \geq 0.$$  

Thus Beurling’s criterion (Theorem 5) shows that $\rho^*$ is the extremal density and $\text{Mod}_2(\Gamma) = \text{Mod}_2(\hat{\Gamma})$. We compute

$$\text{Mod}_2(\Gamma) = \sum_{e \in E} \rho^*(e)^2 = \left(\frac{1}{Ln}\right)^2 \left(\# \text{ of horizontal edges}\right) = \frac{1}{L} \left(1 + \frac{1}{n}\right),$$  

since there are $Ln(n+1)$ horizontal edges. Notice that as $n \to \infty$, the discrete modulus converges to $1/L$, which is the corresponding continuous modulus.

An alternate approach to finding $\rho^*$ would be to check that $h(v) = \frac{1}{L} \text{Re}(v)$ is discrete harmonic on $V \setminus (A \cup B)$. Thus $h$ is the solution to the discrete Dirichlet problem with boundary values $h|_A = 0$ and $h|_B = 1$, and we could obtain $\rho^*$ from $[9]$.

We observe that $\hat{\Gamma}$ is a minimal subfamily, since removing any path $\gamma \in \hat{\Gamma}$ will decrease the modulus. To see this, change $\rho^*$ to be zero on the removed path $\gamma$ and use Beurling’s criterion to show that the new density is extremal for $\hat{\Gamma} \setminus \{\gamma\}$. To show that $\hat{\Gamma}$ is the unique minimal subfamily, assume to the contrary that $\hat{\Gamma}$ is another minimal subfamily. Then the optimal pmf $\hat{\mu}$ on $\hat{\Gamma}$ satisfies that the expected edge usage of $e$ under $\hat{\mu}$ is given by $\rho^*(e)/\text{Mod}_2(\Gamma)$ by (4). This implies that the expected edge usage for any vertical edge must be zero, and the paths in $\hat{\Gamma}$ cannot use any vertical edges. Therefore $\hat{\Gamma} \subset \hat{\Gamma}$. However, since $\text{Mod}_2(\hat{\Gamma}) = \text{Mod}_2(\hat{\Gamma})$, we must have $\hat{\Gamma} = \hat{\Gamma}$.

Let $\mu^*$ be the optimal pmf on $\hat{\Gamma}$. From [4], we see that if $e$ is a horizontal edge and $\gamma$ is the corresponding horizontal path, then

$$\mu^*(\gamma) = \mathbb{P}_{\mu^*}[\gamma \text{ contains } e] = \frac{\rho^*(e)}{\text{Mod}_2(\Gamma)} = \frac{1}{n+1}.$$  

This implies that $\mu^*$ is uniform on $\hat{\Gamma}$.

We wish to vary $n$, and so we update our notation to show the dependence on $n$, i.e. let $\mu^*_n = \mu^*$ which is supported on $\hat{\Gamma}_n = \hat{\Gamma}$. For this example, the result of Theorem 2 is fairly intuitive: as $n \to \infty$, $\mu^*_n$ converges to the transverse measure on all horizontal segments in $R$, which are the extremal curves in the continuous setting.

**Example 12.** In our second example, we will look at a rotated rectangle. Let $R$ be the rectangle $[0, \sqrt{2}L] \times [0, \sqrt{2}]$ rotated by $\pi/4$ (i.e. the corners of $R$ are $0, L+iL, L-1+i(L+1), -1+i$.) In $R$, take the (non-rotated) square grid with lattice size $1/n$ and weights $\sigma \equiv 1$. Let $\Gamma$ be the family of all paths in $R$ from the left side $A = \{v : \text{Im}(v) = -\text{Re}(v)\}$ to the right side $B = \{v : \text{Im}(v) = -\text{Re}(v) + 2L\}$. See Figure 1.

In contrast to Example [11], there is not a unique minimal subfamily in this case, and we will describe two such subfamilies. Consider first the subfamily $\Gamma^z$ of “zig-zag” paths, which alternate between increasing the real component and increasing the imaginary component (or vice-versa). These paths each have $2Ln$ steps, and each edge is used in exactly 1 path. By
arguing as before, Beurling’s criterion can be used to show that the extremal density is \(\frac{1}{2Ln}\) on all edges and \(\Gamma^z\) is a Beurling subfamily. Further we see that \(\Gamma^z\) is also a minimal subfamily, since removing any path will decrease the modulus. From the extremal density and the fact that there are \(4n^2L\) total edges, we see that \(\text{Mod}_2(\Gamma) = \frac{1}{L}\), which is equal to the corresponding continuous modulus.

Another minimal subfamily \(\Gamma^r\) consists of the “reflected” paths which keep increasing the same component (whether real or imaginary) until they hit the boundary of \(R\) and then they switch to increasing the other component. The paths in this family will also have \(2Ln\) steps each, and each edge is used in exactly 1 path. One can check that this will also be a Beurling subfamily and a minimal subfamily.

Each subfamily will have an associated optimal pmf: let \(\mu^z_n\) be the pmf on the zig-zag subfamily \(\Gamma^z\), and let \(\mu^r_n\) be the pmf on the reflected subfamily \(\Gamma^r\). Both measures will be uniform, giving the \(2n\) paths in the relevant subfamily weight \(\frac{1}{2n}\). Further both \(\mu^z_n\) and \(\mu^r_n\) will have a limit as \(n \to \infty\), but the limiting objects will be different. The limit for \(\mu^z_n\) is the transverse measure on the straight line paths of slope 1 in \(R\) (which are the extremal curves in the continuous setting). However, the limit for \(\mu^r_n\) will be supported on paths that move in a straight line either horizontally or vertically until reflecting off the boundary of the rectangle.

To illustrate the point that not all Beurling subfamilies are minimal, we wish to examine one further subfamily. Let \(\hat{\Gamma} = \{\gamma \in \Gamma \setminus \gamma\text{ has }2Ln\text{ steps}\}\). In other words, this is the collection of all paths that have length 1 under the extremal density. This family contains both \(\Gamma^z\) and \(\Gamma^r\). In a moment, we will show that this is a Beurling subfamily, and hence it will be the largest Beurling subfamily by construction.

Let \(\hat{\mu}\) be the pmf that arises from viewing the paths in \(\hat{\Gamma}\) as 1-dim simple random walk (SRW) trajectories started on the left side of \(R\) and reflected to stay in the rectangle. In other words, we can think of creating the paths dynamically as follows: Each of the \(2n\) initial edges has equal probability \(\frac{1}{2n}\). Once the first edge is chosen, we chose the next edge with probability \(1/2\) of going up or going to the right. Then we repeat. If we happen to be on the boundary, then we take the only available edge with probability 1. One can show for any fixed edge \(e\) that \(\mathbb{P}_{\hat{\mu}}[e \in \gamma] = \frac{1}{2n}\), see Claim 13 below.

With this understanding of \(\hat{\mu}\), we will be able to show that \(\hat{\Gamma}\) is a Beurling subfamily by
verifying Beurling’s Criterion. Let $h \in \mathbb{R}^E$ with $\sum_{e \in \gamma} h(e) \geq 0$ for all $\gamma \in \hat{\Gamma}$. Then

$$\sum_{e \in E} h(e) \cdot \frac{1}{2nL} = \sum_{e \in E} h(e) \cdot \frac{1}{L} \sum_{\gamma \in \Gamma} \hat{\mu}(\gamma) \mathbbm{1}_{\{e \in \gamma\}} = \frac{1}{L} \sum_{\gamma \in \Gamma} \hat{\mu}(\gamma) \sum_{e \in \gamma} h(e) \geq 0.$$ 

A short computation will show that $\hat{\mu}$ is a pmf on $\hat{\Gamma}$ that minimizes the expected overlap of two independent randomly chosen paths in $\hat{\Gamma}$:

$$E_{\hat{\mu}}|\gamma \cap \gamma'| = E_{\hat{\mu}} \left[ \sum_{e \in E} \mathbbm{1}_{\{e \in \gamma \cap \gamma'\}} \right] = \sum_{e \in E} P_{\hat{\mu}}[e \in \gamma \cap \gamma'] = \left( \frac{1}{2n} \right)^2 \cdot 4n^2 L = L.$$ 

By (3), we have

$$L = \text{Mod}_2(\Gamma)^{-1} = \min_{\mu \in P(\Gamma)} E_{\mu}|\gamma \cap \gamma'|.$$ 

Therefore, $\hat{\mu}$ is a pmf on $\hat{\Gamma}$ that minimizes expected overlap. Hence, $\hat{\mu}$ is an optimal pmf on $\hat{\Gamma}$. Note that it may not be unique, since we are only guaranteed a unique optimal pmf for a minimal subfamily, as we saw in Proposition 8.

To highlight the fact that the limit in Theorem 2 depends on the correct choice of subfamily, we mention that the limit of the pmf $\hat{\mu}$ as $n \to \infty$ yields 1-dim reflected Brownian motion trajectories started at a uniform point on the left side of $R$.

**Claim 13.** $P_{\hat{\mu}}[e \in \gamma] = \frac{1}{2n}$ for any edge $e$.

**Proof.** This claim can be shown by induction. In particular, we can subdivide the edges into $2nL$ distinct sets of $2n$ edges

$$E_k = \{ \text{all the edges that could be step } k \text{ in a SRW trajectory} \},$$

and we do induction on $k$ to show that $P_{\hat{\mu}}[e \in \gamma]$ is the same for all edges $e$ in $E_k$. The base case follows by definition, since each of the initial edges has equal probability. We will show the basic idea behind the induction proof by explaining the reasoning for $E_2$ and $E_3$. Consider the vertices that edges from $E_1$ lead into (we consider the edges oriented so that the SRW trajectories flow from the left side to the right side of $R$). Each of these vertices has exactly two edges leading into it, meaning that our SRW induces a uniform distribution on these vertices. Since each of these vertices has two edges leading out, and we will choose between them with equal probability, we have uniform probability for all edges in $E_2$. Now consider the vertices that the edges from $E_2$ lead into. There are two special vertices, one on the top boundary and one on the bottom boundary, that only have one edge leading into them and one edge leading out. All the rest have two edges leading in and two edges leading out. While we no longer have a uniform distribution induced on these vertices, we still obtain the uniform distribution on $E_3$. (Reason: We have the same chance of arriving at any internal vertex, and we have exactly half this probability of arriving at a boundary vertex. From the internal vertex, we have two edges to choose from with equal probability, while at the boundary vertex we must take the only available edge.)

Note that the paths in $\Gamma_z$ are non-crossing, while in $\Gamma^r$ and $\hat{\Gamma}$ they do cross. In Section 3 we will give an algorithm that, in the case of plane graphs, always produces the unique non-crossing minimal subfamily.
2.5 Orthodiagonal maps

A finite orthodiagonal map is a finite connected plane graph that satisfies the following:

- Each edge is a straight line segment.
- Each inner face is a quadrilateral with orthogonal diagonals.
- The boundary of the outer face is a simple closed curve.

See the top left image in Figure 2 for an illustration.

We will briefly describe some of the structure associated with an orthodiagonal map \( G = (V, E) \). Since \( G \) is a bipartite graph, we obtain a bipartition of the vertices \( V = V^* \sqcup V^0 \). Each inner face \( Q \) is determined by the four vertices on its boundary, which must alternate between \( V^* \) and \( V^0 \). We will write \( Q = [v_1, w_1, v_2, w_2] \) with the convention that \( v_1, v_2 \in V^* \), \( w_1, w_2 \in V^0 \), and the vertices are ordered counterclockwise around \( Q \). We can create two additional graphs associated with \( G \), the primal graph \( G^* = (V^*, E^*) \) and the dual graph \( G^0 = (V^0, E^0) \). There is one primal edge and one dual edge for each inner face of \( D \). In particular, \( e_Q^* \in E^* \) is an edge between \( v_1 \) and \( v_2 \) in \( Q \); it is defined to be the line segment \( v_1v_2 \), if this segment is contained in \( Q \), and otherwise it is the union of the line segments \( v_1p \) and \( pw_2 \), where \( p = (w_1 + v_2)/2 \) is the midpoint of \( w_1w_2 \). The edge \( e_Q^0 \in E^0 \) between \( w_1 \) and \( w_2 \) in \( Q \) is defined similarly. For an edge \( e \in E^* \), the dual edge to \( e \) is the unique edge \( e^o \in E^o \) so that there is an inner face \( Q \) with \( e = e_Q^* \) and \( e^o = e_Q^0 \). The primal network \((G^*, \sigma)\) and the dual network \((G^o, \sigma)\) have the following canonical edge-weights:

\[
\sigma(e_Q^*) = \frac{|w_1w_2|}{|v_1v_2|} \quad \text{and} \quad \sigma(e_Q^0) = \frac{|v_1v_2|}{|w_1w_2|},
\]

(10)

where the notation \(|ab|\) is the Euclidean distance between \(a\) and \(b\). Note that this distance is not necessarily the length of the edge.

One way to interpret these weights is through a finite-volume approximation of the Laplace equation. Let \( v_1 \) be an interior vertex in the primal graph, and consider the collection of quadrilaterals containing this vertex. The bottom right picture in Figure 2 shows an example of such a collection of quadrilaterals (light edges in the figure). The edges of the dual graph surround a polygonal region \( D \) (thick dashed lines in the figure). If \( h \) is the harmonic function for the continuum problem, then the divergence theorem implies that

\[
0 = \int_D \Delta h \, dA = \int_{\partial D} \frac{\partial h}{\partial n} \, dS.
\]

The integral on the right is a sum of integrals along the edges of \( D \). Let \( w_1w_2 \) be some such edge, as indicated in the figure. There is a corresponding edge \( v_1v_2 \) in the primal graph. Since these edges are orthogonal, \( (h(v_2) - h(v_1))/|v_1v_2| \) provides an approximation of the normal derivative along \( w_1w_2 \). Thus, the contribution of \( w_1w_2 \) to the boundary integral can be approximated as

\[
\int_{w_1w_2} \frac{\partial h}{\partial n} \, dS \approx \frac{|w_1w_2|}{|v_1v_2|} (h(v_2) - h(v_1)).
\]

Performing a similar approximation on the remaining edges of \( D \) yields the approximation

\[
0 \approx \sum_{u : v_1u \in E} \frac{|w_1w_2|}{|v_1u|} (h(u) - h(v_1)).
\]

Thus, when the continuous harmonic function is restricted to the graph, it approximately satisfies the discrete harmonic equation (at each interior vertex, with the edge conductances
defined in \( [10] \). Moreover, this approximation improves as the lengths of the graph edges converge to zero.

We list some further notation relating to an orthodiagonal map \( G \):

\[
\begin{align*}
\partial G & = \text{the topological boundary of the outer face of } G \\
\text{int}(G) & = \text{the open subset enclosed by } \partial G \\
\hat{G} & = \text{int}(G) \cup \partial G \\
\tilde{G} & = \text{the union of the convex hulls of the closures of the inner faces of } G
\end{align*}
\]

In \([12]\), Gurel-Gurevich, Jerison, and Nachmias show that one can approximate continuous harmonic functions by discrete harmonic functions on an orthodiagonal map, generalizing the work of \([23]\) and \([24]\). In particular, they are concerned with the solution \( h_c : \Omega \to \mathbb{R} \) to the continuous Dirichlet problem on \( \Omega \) with boundary data \( g|_{\partial \Omega} \); this terminology means that \( h_c = g \) on \( \partial \Omega \), \( h_c \) is harmonic on \( \Omega \), and \( h_c \) is continuous on \( \Omega \).

**Theorem 14** (Theorem 1.1 of \([12]\)). Let \( \Omega \subset \mathbb{C} \) be a bounded simply connected domain, and let \( g : \mathbb{C} \to \mathbb{R} \) be a \( C^2 \)-smooth function. Given \( \epsilon, \delta \in (0, \text{diam}(\Omega)) \), let \( G = (V^* \sqcup V^o, E) \) be a finite orthodiagonal map with maximal edge length at most \( \epsilon \) such that the Hausdorff distance between \( \partial G \) and \( \partial \Omega \) is at most \( \delta \). Let \( h_c : \Omega \to \mathbb{R} \) be the solution to the continuous Dirichlet problem on \( \Omega \) with boundary data \( g|_{\partial \Omega} \), and let \( h_d : V^* \to \mathbb{R} \) be the solution to the discrete Dirichlet problem on \( V^* \setminus \partial G \) with boundary data \( g|_{\partial G \cap V^*} \). Set

\[
C_1 = \sup_{z \in \tilde{\Omega}} |\nabla g(z)| \quad \text{and} \quad C_2 = \sup_{z \in \tilde{\Omega}} ||Hg(z)||_2,
\]

where \( \tilde{\Omega} = \text{conv}(\overline{\Omega} \cup \hat{G}) \). Then there is a universal constant \( C < \infty \) such that for all \( z \in V^* \cap \overline{\Omega} \),

\[
|h_d(z) - h_c(z)| \leq \frac{C \text{diam}(\Omega)(C_1 + C_2 \epsilon)}{\log^{1/2}(\text{diam}(\Omega)/(|\delta \vee \epsilon|))},
\]

In the above result, the boundary condition involves the vertices of the primal graph that are in the topological boundary of \( G \). In our work, we need a similar result with different boundary conditions. This leads us to making the following definition.

**Definition 15.** The graph \( G = (V^* \sqcup V^o, E) \) is a finite orthodiagonal map with boundary arcs \( S_1, T_1, S_2, T_2 \), if \( G \) is a finite orthodiagonal map with the following boundary condition:

- (Boundary condition) The topological boundary of the outer face of \( G \) is subdivided into four nonempty paths \( S_1, T_1, S_2, T_2 \), listed counterclockwise, with \( S_j \cap T_k \) equal to a single vertex, for \( j, k = 1, 2 \).

This boundary condition allows us to think of \( \hat{G} \) as a conformal rectangle with “sides” \( S_1, S_2 \) and “top/bottom” \( T_1, T_2 \). For the associated primal and dual graphs, we define the (graph) boundaries as follows:

\[
\partial V^* := V^* \cap (S_1 \cup S_2) \quad \text{and} \quad \partial V^o := V^o \cap (T_1 \cup T_2).
\]

Note that \( \partial V^* \) and \( \partial V^o \) do not include all vertices in the topological boundary of \( G \). Further, we define

\[
\text{int}(V^*) := V^* \setminus \partial V^* \quad \text{and} \quad \text{int}(V^o) := V^o \setminus \partial V^o,
\]

and we point out that these are different from the collections of vertices in the topological interior of \( G^* \) and \( G^o \). See Figure 2.
Figure 2: Top left: An example of an orthodiagonal map with the bipartation of the vertices. Top right: The topological boundary of the map decomposed into four paths: $S_1, S_2$ (solid) and $T_1, T_2$ (dashed). Bottom left: The primal graph $G^\bullet$ (black/red vertices and solid edges) with $\partial V^\bullet$ shown in red and the dual graph $G^\circ$ (white vertices and dashed edges). Bottom right: Finite volume interpretation of the edge weights assigned to an orthodiagonal map.
Let \( \Omega \) be a Jordan domain, and let \( F : \mathbb{D} := \{ |z| < 1 \} \to \Omega \) be a conformal map, which therefore extends as a homeomorphism \( F : \overline{\mathbb{D}} \to \overline{\Omega} \) by Carathéodory’s Theorem. We say \( \partial \Omega \) has a \textit{cusp} at \( F(e^{it}) \), if
\[
\lim_{s \to t^+} \arg[F(e^{is}) - F(e^{it})] - \lim_{s \to t^-} \arg[F(e^{is}) - F(e^{it})] = 0 \mod(2\pi).
\]

**Definition 16.** A (closed) \textit{analytic arc} is the image of the interval \([0,1]\times\{0\}\) under a conformal map defined in an open set containing \([0,1] \times \{0\}\).

**Definition 17.** Let \( \Omega \) be a simply connected Jordan domain in the plane such \( \partial \Omega \) has no cusps and can be decomposed into four analytic arcs \( A, \tau_1, B, \tau_2 \), listed in counter-clockwise order. We will call \( \Omega \) an \textit{analytic quadrilateral}.

We wish to approximate an analytic quadrilateral with an orthogonal map. To define this, we must specify how we will measure distances. The notation \( \text{dist}_{\hat{G}}(x, y) \) means the minimum length of all paths between \( x \) and \( y \) that remain in \( \hat{G} \). So the notation \( \text{dist}_{\hat{G}}(S_1, A) < \delta \) means that for all \( x \in S_1 \), there is a point \( y \in A \) with \( \text{dist}_{\hat{G}}(x, y) < \delta \) and vice versa.

**Definition 18.** Let \( G \) be a finite orthogonal map with boundary arcs \( S_1, T_1, S_2, T_2 \), and let \( \Omega \) be an analytic quadrilateral with boundary arcs \( A, \tau_1, B, \tau_2 \). We say that \((G; S_1, T_1, S_2, T_2)\) \textit{approximates} \((\Omega; A, \tau_1, B, \tau_2)\) \textit{within distance} \( \delta \), when \( \overline{\Omega} \subset \hat{G} \) and \( \text{dist}_{\hat{G}}(S_1, A), \text{dist}_{\hat{G}}(S_2, B), \text{dist}_{\hat{G}}(T_k, \tau_k) \), for \( k = 1, 2 \), are all less than \( \delta \).

### 2.6 Linearly connected and John domains

A simply connected domain \( \Omega \) is \textit{linearly connected} if there exists \( K > 0 \) so that any two points \( z, w \in \Omega \) can be connected by a curve \( \gamma \subset \Omega \) with \( \text{diam}(\gamma) \leq K|z - w| \). On the other hand, a bounded simply connected domain \( \Omega \) is a \textit{John domain} if there exists \( J > 0 \) so that every crosscut \( \kappa \) of \( \Omega \) satisfies \( \text{diam}(H) \leq J \text{diam}(\kappa) \), where \( H \) is one of the two components of \( \Omega \setminus \kappa \). The inner domain of a piecewise smooth Jordan curve is linearly connected if and only if it has no inward-pointing cusps, and it is a John domain if and only if there are no outward-pointing cusps. (See Chapter 5 of [18].) Thus an analytic quadrilateral \( \Omega \), as defined in Definition 17, is a linearly connected John domain. This geometric control gives us the Hölder continuity of some relevant functions. Note that all the domains we consider are Jordan domains. Therefore by Carathéodory’s Theorem, all the associated conformal maps extend as homeomorphisms of the closures, and in particular they are well-defined on the boundary.

**Lemma 19.** Let \( \Omega_1, \Omega_2 \) be two Jordan domains with \( \Omega_1 \) linearly connected and \( \Omega_2 \) a John domain. Let \( \Phi : \Omega_1 \to \Omega_2 \) be a conformal map. Then there exists \( a > 0 \) and \( C > 0 \) so that
\[
|\Phi(z) - \Phi(w)| \leq C|z - w|^a \quad \text{for all } z, w \in \overline{\Omega}_1.
\]

**Proof.** Let \( F_k : \mathbb{D} \to \Omega_k \) be conformal so that \( \Phi = F_2 \circ F_1^{-1} \). Recall that every John domain is a Hölder domain, which by definition means that \( F_2 \) is Hölder continuous on \( \overline{\mathbb{D}} \). Since \( \Omega_1 \) is a linearly connected domain, Theorem 5.7 of [18] implies that \( F_1 \) satisfies a lower Hölder condition with exponent \( b < 2 \) on \( \partial \mathbb{D} \), that is,
\[
|F_1(z) - F_1(w)| \geq C|z - w|^b
\]
for \( z, w \in \partial \mathbb{D} \). This is equivalent to a Hölder condition on \( F_1^{-1} \) with exponent \( 1/b > 1/2 \) on \( \partial \Omega_1 \). Hence there exists \( a > 0 \) so that
\[
|\Phi(z) - \Phi(w)| \leq C|z - w|^a \quad \text{for } z, w \in \partial \Omega_1.
\]
Then Theorem 1 in [14] applied to \( \text{Re} \Phi \) and \( \text{Im} \Phi \) proves the result.

\[\square\]
In our work, we will need to extend some of our functions over a boundary arc. We accomplish this in the following result.

**Lemma 20.** Let $\Omega$ be a Jordan domain whose boundary is decomposed into four analytic arcs $A, \tau_1, B, \tau_2$ that do not meet in cusps. Let $\psi$ be a conformal map of $\Omega$ onto the interior of the rectangle $R = [0, 1] \times [0, m]$ taking the arcs $A$ and $B$ to the vertical sides of the rectangle. Let

$$P_\lambda = \{ z : \text{dist}(z, \overline{\Omega}) \leq \lambda \text{ and dist}(z, A \cup B) \geq \lambda^{1/4} \}.$$

Then for $\lambda$ small enough (depending on the analytic quadrilateral $\Omega$), the map $\psi$ can be extended to be conformal on a domain $O$ containing $P_\lambda \cup \Omega$ so that $\text{dist}(P_\lambda, \partial \Omega) \geq \frac{5}{16} \lambda^{1/4}$, see the right panel in Figure 7. Further, there exist $a, b, c, C > 0$ so that the extended map $\psi$ satisfies

$$c|z - w|^b < |\psi(z) - \psi(w)| \leq C|z - w|^a \text{ for all } z, w \in \overline{\Omega}. \quad (11)$$

**Proof.** By Schwarz reflection, we may extend $\psi$ across the arcs $\tau_1$ and $\tau_2$. More precisely, recall from Definition 16 that since $\tau_k$ is an analytic arc, it is the image of the interval $[0, 1] \times \{0\}$ under a conformal map $F_k$ which is defined in a domain $D_k$ containing $[0, 1] \times \{0\}$. By shrinking $D_k$ if needed, we may assume that $D_k$ is symmetric with respect to $\mathbb{R}$, the boundary of $D_k$ is a smooth Jordan curve, $F_k$ extends to be conformal in a neighborhood of $\partial D_k$, and $F_k(\partial D_k)$ intersects each of $A$ and $B$ at a unique point with non-tangential intersection. Note that $\phi_k = \psi \circ F_k$ is defined in the domain $D_k \cap F_k^{-1}(\Omega)$ and extends continuously to $[0, 1] \times \{0\}$ mapping it to either the top or the bottom boundary arc of $R$ (i.e. $[0, 1] \times \{0\}$ or $[0, 1] \times \{m\}$). Hence by Schwarz reflection, we can extend $\phi_k$ over $[0, 1] \times \{0\}$, and from this we obtain an extension of $\psi$, which is equal to $\phi_k \circ F_k^{-1}$ near $\tau_k$. In particular, we have extended $\psi$ to be conformal in an open set $O$ containing $\Omega$ and the relative interior of $\tau_k$. We would like $O$ to have the following properties:

(i) The boundary of $O$ is a piecewise smooth Jordan curve with no cusps.

(ii) At each “corner” point $z_1, z_2, z_3, z_4$ (i.e. where the arcs $A, B$ and $\tau_1, \tau_2$ meet), there exists a radius $r_k > 0$, so that for $z \in D_k(z_k) \cap \overline{\Omega}$, $\text{dist}(z, \partial \Omega) \geq \frac{1}{2} \text{dist}(z, A \cup B)$.

Note that we use the notation $D_r(z)$ to mean the closed disk of radius $r$ centered at $z$. We take $O$ to be the largest possible domain obtained by the Schwarz reflection (given our choice of $D_k$ above), unless this creates an inward-pointing cusp for $O$ at one of the four corner points of $\Omega$. In the inward cusp case, we modify $O$ slightly near the corner point, so the boundary arcs of $O$ intersect non-tangentially at this point (which is possible since $\Omega$ has no inward pointing cusps). Further, we may make the modification without introducing any violations of (i) and (ii).

To justify (ii), we must show that $\partial O$ is not tangent with $\tau_1$ or $\tau_2$. Consider the corner point $z_1 = A \cap \tau_1$. By Definition 17 the arcs $A$ and $\tau_1$ are not tangent at $z_1$, and by conformality they are also not tangent in the image under $F_1^{-1}$. Thus, when we reflect, the boundary of $F_1^{-1}(\Omega)$ is also not tangent to $[0, 1] \times \{0\}$, and by conformality again we have shown that $\partial O$ is not tangent with $\tau_1$ at $z_1$. A similar argument works at the other corners.

Set $D = \bigcup_{k=1}^4 D_k(z_k)$. Then $(\tau_1 \cup \tau_2) \setminus D$ is contained compactly within $O$, and we may assume that

$$\text{dist}((\tau_1 \cup \tau_2) \setminus D, \partial \Omega) \geq \lambda^{1/4} \quad (12)$$

by taking $\lambda$ small enough. We also assume that $\lambda \leq 1/16$, which implies that $\lambda \leq \frac{1}{8} \lambda^{1/4}$. We wish to show that for all $p \in P_\lambda$

$$\text{dist}(p, \partial \Omega) \geq \frac{5}{16} \lambda^{1/4}. \quad (13)$$
Let $p \in P_\lambda$. If the closest point to $p$ in $\partial O$ is in $A \cup B$, then \([13]\) holds since $\text{dist}(p, A \cup B) \geq \lambda^{1/4}$. So we will assume that the closest point to $p$ in $\partial O$ is not contained in $A \cup B$. First consider the case that $p \in \Omega$. The line segment connecting $p$ to a closest point in $\partial O$ must cross out of $\Omega$ at some point $z_0 \in \tau_1 \cup \tau_2$. We have two possible cases: (1) $z_0 \in (\tau_1 \cup \tau_2) \setminus D$ or (2) $z_0 \in (\tau_1 \cup \tau_2) \cap D$. In case (1), we use \([12]\) to obtain

$$\text{dist}(p, \partial O) \geq \text{dist}(z_0, \partial O) \geq \lambda^{1/4}.$$ 

In case (2),

\[
\begin{align*}
\text{dist}(p, \partial O) &= \text{dist}(p, z_0) + \text{dist}(z_0, \partial O) \\
&\geq \frac{1}{2} [\text{dist}(p, z_0) + \text{dist}(z_0, A \cup B)] \\
&\geq \frac{1}{2} \text{dist}(p, A \cup B) \\
&\geq \frac{1}{2} \lambda^{1/4}.
\end{align*}
\]

Next we assume that $p \notin \Omega$. Then there is some $w_0 \in \tau_1 \cup \tau_2$ so that $\text{dist}(p, w_0) \leq \lambda$. If $w_0 \notin D$, then by \([12]\)

$$\text{dist}(p, \partial O) \geq \text{dist}(w_0, \partial O) - \text{dist}(p, w_0) \geq \lambda^{1/4} - \lambda \geq \frac{7}{8} \lambda^{1/4},$$

where we used that $\lambda \leq \frac{1}{8} \lambda^{1/4}$. If $w_0 \in D$, then

$$\text{dist}(w_0, \partial O) \geq \frac{1}{2} \text{dist}(w_0, A \cup B) \geq \frac{1}{2} [\text{dist}(p, A \cup B) - \text{dist}(p, w_0)] \geq \frac{1}{2} \left( \lambda^{1/4} - \lambda \right) \geq \frac{7}{16} \lambda^{1/4},$$

and so

$$\text{dist}(p, \partial O) \geq \text{dist}(w_0, \partial O) - \text{dist}(p, w_0) \geq \frac{7}{16} \lambda^{1/4} - \lambda \geq \frac{5}{16} \lambda^{1/4}.$$ 

This establishes \([13]\).

By our construction above, $O$ is the inner domain of a piece-wise smooth Jordan curve with no cusps, and so $O$ is a linearly connected John domain. Similarly, the Schwarz reflection construction also gives that $\psi(O)$ is a linearly connected John domain. Then \([11]\) follows from Lemma \([19]\) applied to the extended maps $\psi$ and $\psi^{-1}$. 

\[\blacksquare\]

### 3 Non-crossing minimal subfamilies

In this section we assume that the finite network $G = (V, E, \sigma)$ is a plane graph (i.e. $G$ is embedded in the plane with no edges crossing.) Further, we assume that there are nonempty sets of boundary vertices $A$ and $B$ defined as follows: $A = S_1 \cap V$ and $B = S_2 \cap V$, where $S_1, S_2$ are two disjoint arcs from a Jordan curve $C$ that encircles $G$ in the closed outer face of $G$. We will refer to $G = (V, E, \sigma, A, B)$ as a plane network with boundary. Note that when we specialize to orthodiagonal maps later, we take the primal graph as our network and the boundary of the outer face of the map as the Jordan curve.

Let $F$ be the conformal map from the interior of $C$ to a rectangle $(0, L) \times (0, 1)$ that takes $S_1$ to the left side $\{0\} \times [0, 1]$ and $S_2$ to the right side $\{L\} \times [0, 1]$. Given a path $\gamma$ from $A$ to $B$, the vertical strip $\{z : \text{Re}(z) \in [0, L]\}$ is split by $F(\gamma)$ into two connected components. Let $U_\gamma$ be the connected component containing $-i$ (i.e. the component “under” $F(\gamma)$). Then for a subgraph $H$ of $G$ and a path $\gamma$ in $H$ from $A$ to $B$, we say that $\gamma$ is the top path in $H$ from $A$ to $B$ if $F(H) \subset U_\gamma$. We say that two paths from $A$ to $B$ are non-crossing when one path is
the top path in the subgraph induced by these two paths. A family of paths is non-crossing when every pair of paths in the family is non-crossing. We note that two non-crossing paths are allowed to share vertices and edges. Also we say that an edge \( e \) is below a path \( \gamma \) if \( \gamma \) is the top path of the graph induced by \( \{e\} \cup \gamma \).

**Remark 21.** Two paths \( \gamma_1 \) and \( \gamma_2 \) are crossing if one can find \( e_1 \in \gamma_1 \setminus \gamma_2 \) and \( e_2 \in \gamma_2 \setminus \gamma_1 \), so that \( e_1 \) is not below \( \gamma_2 \) and \( e_2 \) is not below \( \gamma_1 \).

### 3.1 Non-crossing minimal subfamily algorithm

To establish the existence and uniqueness of the non-crossing minimal subfamily in Theorem 1, we will use Algorithm 1 below. We summarize the properties of Algorithm 1 in the following statement.

**Proposition 22.** Given a plane network with boundary \( G = (V, E, \sigma, A, B) \), the family \( \Gamma(A, B) \) of paths from \( A \) to \( B \) in \( G \), and the extremal density \( \rho^* \) for \( \text{Mod}_{2, \sigma}\Gamma(A, B) \), Algorithm 1 outputs a subfamily \( \Gamma \subset \Gamma(A, B) \) and a set of positive weights \( m \in \mathbb{R}_{>0}^\Gamma \). Then,

(i) the sum \( M := \sum_{\gamma \in \Gamma} m(\gamma) \) is equal to \( \text{Mod}_{2, \sigma}\Gamma(A, B) \);

(ii) \( \mu^* := m/M \) is a pmf on \( \Gamma \) that is optimal for \( \text{Mod}_{2, \sigma}\Gamma(A, B) \);

(iii) \( \Gamma \) is a minimal subfamily of non-crossing paths for \( \Gamma(A, B) \).

In particular, \( \mu^* \) is the unique optimal pmf on \( \Gamma \) that is guaranteed by Proposition 8.

**Algorithm 1** Non-crossing Minimal Subfamily Algorithm

*Input:* a plane network with boundary \( G = (V, E, \sigma, A, B) \) and the corresponding extremal density \( \rho^* \) for \( \text{Mod}_{2, \sigma}\Gamma(A, B) \), where \( \Gamma(A, B) \) is the family of paths from \( A \) to \( B \) in \( G \).

*Initialization:* set \( r(e) = \sigma(e)\rho^*(e) \) for each edge \( e \in E \).

*Iteration:*

1. Remove any edges \( e \) for which \( r(e) = 0 \) from \( G \) (call such edges zero edges).

2. If there is one, consider the top path \( \gamma \) in \( G \) from \( A \) to \( B \) and add it to a growing family \( \Gamma \); if not, terminate.

3. For the top path \( \gamma \) identified in step 2, set \( m(\gamma) = \min_{e \in \gamma} r(e) \).

4. For each edge \( e \) in the top path \( \gamma \) identified in step 2, update \( r(e) \) to be \( r(e) - m(\gamma) \).

5. Repeat.

*Output:* path family \( \Gamma \) and the positive weights \( m \in \mathbb{R}_{>0}^\Gamma \).

We postpone the proofs of Proposition 22 and Theorem 1 to the end of the section, in order to first establish some preliminary lemmas.

To get started, we show that we can direct the non-zero edges of \( G \) to obtain a directed acyclic graph (once we remove any edges with \( \rho^*(e) = 0 \)). Informally, the edges are directed by the current flow defined by the solution of the discrete Dirichlet problem.
Lemma 23. Let \( G = (V, E, \sigma, A, B) \) be a plane network with boundary. Let \( \rho^* \) be the unique extremal density for the family of paths from \( A \) to \( B \) in \( G \), and let \( E_0 = \{ e \in E : \rho^*(e) = 0 \} \). Then there exists an orientation of all edges in \( E \setminus E_0 \) so that the following hold:

(i) At any vertex \( v \) not in \( A \cup B \), the sum of \( \sigma(e)\rho^*(e) \) over the edges leading into \( v \) equals the sum of \( \sigma(e)\rho^*(e) \) over the edges leading out of \( v \).

(ii) All edges in \( E \setminus E_0 \) with exactly one vertex in \( A \) (resp. \( B \)) are oriented away from \( A \) (resp. \( B \)).

(iii) Let \( \gamma \) be a path in \( G \setminus E_0 \) from \( A \) to \( B \). Then \( \gamma \) is a directed path from \( A \) to \( B \) if and only if \( \gamma \) has \( \rho^* \)-length 1, i.e. \( \ell_{\rho^*}(\gamma) = 1 \).

(iv) \( G \setminus E_0 \) is a directed acyclic graph.

Proof. Let \( h \) be the solution to the discrete Dirichlet problem on \( V \setminus (A \cup B) \) with \( h|_A = 0 \) and \( h|_B = 1 \), and recall, from [9], that \( \rho^*(vw) = |h(w) - h(v)| \). For each edge \( e \) incident to vertices \( v, w \) with \( \rho^*(e) \neq 0 \), we orient \( e \) from \( v \) to \( w \) when \( h(w) - h(v) > 0 \).

Let \( f \) be the corresponding current flow: \( f(vw) = \sigma(vw) [h(w) - h(v)] \) for \( vw \in \overline{E} \), which we extend to \( V \times V \), by setting \( f \) to be zero on pairs of nodes not connected by an edge. For \( v \in V \setminus (A \cup B) \), let \( E_{v}^{\text{in}} \) be the edges directed into \( v \) and \( E_{v}^{\text{out}} \) be the edges directed out of \( v \). Then, by harmonicity of \( h \) at \( v \),

\[
0 = \sum_{w: vw \in E} \sigma(vw)[h(w) - h(v)] = \sum_{w: vw \in E} f(vw) = \sum_{e \in E_{v}^{\text{out}}} \sigma(e)\rho^*(e) - \sum_{e \in E_{v}^{\text{in}}} \sigma(e)\rho^*(e),
\]

which proves (i).

Statement (ii) follows from the discrete maximum principle, which implies that \( 0 \leq h \leq 1 \). To show (iii), let \( \gamma \) be a path from \( A \) to \( B \) in \( G \setminus E_0 \) given by vertices \( v_0, v_1, \ldots, v_k \). Then

\[
\ell_{\rho^*}(\gamma) = \sum_{j=1}^{k} |h(v_j) - h(v_{j-1})| \geq \sum_{j=1}^{k} (h(v_j) - h(v_{j-1})) = 1.
\]

There is equality in the above equation if and only if \( \gamma \) is a directed path from \( A \) to \( B \).

To show that \( G \setminus E_0 \) has no cycles (respecting the edge directions), we will assume for the sake of contradiction that there is a cycle of directed edges \( e_1, e_2, \ldots, e_k \) with each \( e_j \) directed from \( v_{j-1} \) to \( v_j \). Then

\[
0 < \sum_{j=1}^{k} \rho^*(e_j) = \sum_{j=1}^{k} (h(v_j) - h(v_{j-1})) = h(v_k) - h(v_0) = 0,
\]

since \( v_k = v_0 \). This is a contradiction. \( \square \)

Lemma 24. Let \( G = (V, E, \sigma, A, B) \) be a plane network with boundary, and let \( E \setminus E_0 \) be oriented as in Lemma 23. Assume that \( H \) is a connected subgraph of \( G \setminus E_0 \) so that all the source vertices of \( H \) are in \( A \) and all the sink vertices of \( H \) are in \( B \). Then the following hold:

(i) The top path of \( H \) is a directed path from \( A \) to \( B \).

(ii) Let \( \tilde{\Gamma} \) be a family of non-crossing paths in \( H \) that does not contain the top path of \( H \). Then there is an edge of the top path that is not contained in any path in \( \tilde{\Gamma} \).
Proof. Let $\gamma$ be the top path of $H$. Suppose $\gamma$ is not a directed path from $A$ to $B$, and let $e$ be an edge in $\gamma$ that is oriented “to the left”. Since all the sources (resp. sinks) are in $A$ (resp. $B$), there must be some directed path in $H$ from $A$ to $B$ that contains $e$. However, the planarity of $H$ and the fact that $\gamma$ is the top path imply that $H$ must contain a directed cycle. This contradicts the fact that $H$ is a directed acyclic graph from Lemma 23 (iv). Therefore, $\gamma$ is a directed path from $A$ to $B$, which establishes (i).

We will prove (ii) by contradiction. Assume that every edge of $\gamma$ is contained in some path in $\tilde{\Gamma}$. Let $\tilde{\gamma}$ be a path from $\tilde{\Gamma}$ that contains the longest initial segment in common with $\gamma$. Let $e_1$ be the edge in $\gamma$ immediately after this initial segment (such an edge must exist since $\tilde{\gamma} \neq \gamma$). Then $e_1$ is not below $\tilde{\gamma}$. Now there must be some other path $\tilde{\gamma}'$ in $\tilde{\Gamma}$ that contains $e_1$, and by the choice of $\tilde{\gamma}$, the initial segment of $\tilde{\gamma}$ has an edge $e_2$ not in $\tilde{\gamma}'$. Then $e_2$ is not below $\tilde{\gamma}'$. By Remark 21, this implies that $\tilde{\Gamma}$ contains two paths that cross, which is not possible.

Lemma 25. Let $G = (V, E, \sigma, A, B)$ be a plane network with boundary, and let $E \setminus E_0$ be oriented as in Lemma 23. After each completion of step 1 in the Non-crossing Minimal Subfamily Algorithm, the connected components of the resulting graph are isolated vertices or subgraphs with all their source vertices in $A$ and all their sink vertices in $B$.

Proof. The first time we complete step 1, we remove all edges with $\rho^*(e) = 0$. Let $H$ be one of the resulting connected components with at least one edge. Since $H$ is a directed acyclic graph by Lemma 23, $H$ must contain at least one source vertex and at least one sink vertex. Properties (i) and (ii) of Lemma 23 imply that all the source vertices of $H$ must be in $A$ and all the sink vertices of $H$ must be in $B$.

Now we proceed by induction. Suppose that the statement is true for the first $k$ times we complete step 1, and consider a connected component $H$ obtained after the $(k+1)$th iteration of step 1. We assume that $H$ has at least one edge, and we will use contradiction to show that all the source vertices are in $A$ and all the sink vertices are in $B$. For the sake of simplicity, assume that $H$ contains a source vertex $v$ that is not in $A$ (as a similar argument applies in the other case). In completing the first $k$ iterations of the algorithm, we have identified the top paths $\gamma_1, \ldots, \gamma_k$. By the induction hypothesis and Lemma 24(i), these paths are all directed paths from $A$ to $B$. Let $\Gamma_v \subseteq \{\gamma_1, \ldots, \gamma_k\}$ be the collection of these paths that pass through $v$. Let $E^\text{in}_v$ be the edges directed into $v$ and $E^\text{out}_v$ be the edges directed out of $v$. Then, since all of the edges directed towards $v$ have been removed by the end of the $(k+1)$th iteration of step 1,

$$\sum_{\gamma \in \Gamma_v} m(\gamma) = \sum_{e \in E^\text{in}_v} \sigma(e) \rho^*(e).$$

Namely, an edge $e$ gets removed once the sum of the weights of all the paths in $\Gamma_v$ that are using $e$ has exhausted the initial quantity $\sigma(e) \rho^*(e)$. Moreover, by Lemma 23(i),

$$\sum_{e \in E^\text{in}_v} \sigma(e) \rho^*(e) = \sum_{e \in E^\text{out}_v} \sigma(e) \rho^*(e).$$

However, this means that we have also removed all the edges directed out from $v$, contradicting the fact that $H$ is a connected component larger than an isolated vertex.

---

1The fact that a connected directed acyclic graph with at least one edge contains a source and sink is straightforward to prove by contradiction. For instance, suppose there is no sink. Then every vertex has at least one edge oriented away from the vertex. Since the graph is acyclic, we can then create a directed path that contains every vertex. However, we obtain a contradiction since the last vertex in the path has an edge oriented outward, allowing us to create a cycle. The argument showing there is a source vertex is similar.
Proof of Proposition 22. We begin by proving (i). Let $\Gamma \subset \Gamma(A, B)$ and $m \in \mathbb{R}^\Gamma_{>0}$ be, respectively, the subfamily and the set of positive weights that are output by the Non-crossing minimal subfamily Algorithm 1. The algorithm must terminate, because we remove at least one edge from the graph during every iteration (except possibly the first one). When the algorithm terminates, there are no edges remaining in the graph by Lemma 25. Thus, each edge $e \in E \setminus E_0$ belongs to at least one path in $\Gamma$. Furthermore,

$$\sum_{\gamma \in \Gamma} m(\gamma) \mathbb{1}_{\{e \in \gamma\}} = \sigma(e) \rho^*(e), \quad \text{for every } e \in E. \quad (14)$$

Let $E \setminus E_0$ be oriented as in Lemma 23. Then, from Lemmas 25 and 24(i), each path in $\Gamma$ is a directed path from $A$ to $B$. Therefore, Lemma 23(iii) implies that the paths in $\Gamma$ all have $\rho^*$-length equal to 1. In particular, if we multiply Equation (14) by $\rho^*(e)$ and sum over $E$, we get

$$\text{Mod}_{2,\sigma} \Gamma(A, B) = \sum_{e \in E} \sigma(e) \rho^*(e)^2 = \sum_{e \in E} \rho^*(e) \sum_{\gamma \in \Gamma} m(\gamma) \mathbb{1}_{\{e \in \gamma\}} \quad \text{(by Equation (14))}$$

$$= \sum_{\gamma \in \Gamma} m(\gamma) \sum_{e \in E} \rho^*(e) \mathbb{1}_{\{e \in \gamma\}} = \sum_{\gamma \in \Gamma} m(\gamma) \ell_{\rho^*}(\gamma) \quad \text{(switching sums)}$$

$$= \sum_{\gamma \in \Gamma} m(\gamma). \quad \text{(because } \ell_{\rho^*}(\gamma) = 1)$$

This shows that (i) holds, namely

$$M := \sum_{\gamma \in \Gamma} m(\gamma) = \text{Mod}_{2,\sigma} \Gamma(A, B). \quad (15)$$

Next, we prove (ii). Define a pmf $\mu^* \in \mathcal{P}(\Gamma)$ by setting

$$\mu^*(\gamma) := \frac{m(\gamma)}{\sum_{\gamma \in \Gamma} m(\gamma)}, \quad \text{for all } \gamma \in \Gamma. \quad (16)$$

Then, since $\mu^* = m/M$, for every edge $e \in E$, we have

$$\mathbb{P}_{\mu^*}(e \in \gamma) = \sum_{\gamma \in \Gamma} \mu^*(\gamma) \mathbb{1}_{\{e \in \gamma\}} = \frac{1}{M} \sum_{\gamma \in \Gamma} m(\gamma) \mathbb{1}_{\{e \in \gamma\}}$$

$$= \frac{\sigma(e) \rho^*(e)}{M} \quad \text{(by Equation (14))}$$

$$= \frac{\sigma(e) \rho^*(e)}{\text{Mod}_{2,\sigma} \Gamma(A, B)} \quad \text{(by Equation (15))}$$

This means that $\mu^*$ satisfies (4). Hence, by Corollary 7, $\mu^*$ is optimal for $\text{Mod}_{2,\sigma} \Gamma(A, B)$. This shows that (ii) holds.

Finally, to prove (iii) we must prove that $\Gamma$ is a minimal subfamily of $\Gamma(A, B)$. First, we show that $\text{Mod}_{2,\sigma}(\Gamma) = \text{Mod}_{2,\sigma}(\Gamma(A, B))$. To that end, we apply Beurling’s Criterion (Theorem 5) to show that $\Gamma$ is a Beurling subfamily of $\Gamma(A, B)$. We have already seen that, by Lemma 23(iii), $\ell_{\rho^*}(\gamma) = 1$ for every $\gamma \in \Gamma$. So the first condition for a Beurling subfamily is satisfied. Next, we check the second condition. Let $h \in \mathbb{R}^E$ with

$$\sum_{e \in \gamma} h(e) \geq 0 \quad (17)$$
for all $\gamma \in \Gamma$. We apply this assumption and (14) to obtain the needed condition:
\[
\sum_{e \in E} h(e) \rho^*(e) \sigma(e) = \sum_{e \in E} h(e) \sum_{\gamma \in \Gamma} m(\gamma) \mathbb{1}_{\{e \in \gamma\}} \quad \text{(by Equation (14))}
\]
\[
= \sum_{\gamma \in \Gamma} m(\gamma) \sum_{e \in \gamma} h(e) \geq 0. \quad \text{(by Equation (17))}
\]

Thus, $\Gamma$ is a Beurling subfamily of $\Gamma(A, B)$, which implies that $\text{Mod}_{2,\sigma}(\Gamma)$ is the same as $\text{Mod}_{2,\sigma}(\Gamma(A, B))$.

Next, suppose $\Gamma$ is not minimal. Then, we can remove a path from $\Gamma$ without affecting its modulus. Continue removing paths from $\Gamma$ until we reach a strictly smaller family $\tilde{\Gamma}$ with the same modulus, that cannot be made any smaller. Then, $\tilde{\Gamma}$ also consists of non-crossing paths and it is a minimal subfamily for $\Gamma(A, B)$. By Proposition 8, there is a unique pmf $\tilde{\mu}$ supported on $\tilde{\Gamma}$, which is optimal for $\text{Mod}_{2,\sigma}(\Gamma(A, B))$, and is strictly supported on $\tilde{\Gamma}$. Lemma 26 below shows that we then must have $\Gamma = \tilde{\Gamma}$, but this is a contradiction. Therefore, $\Gamma$ is also minimal and we are done with (iii).

Finally, this shows that the pmf $\mu^*$ defined in (16) must be the optimal pmf guaranteed by Proposition 8 for $\Gamma$.

\begin{proof}
Recall that $M := \text{Mod}_{2,\sigma} \Gamma = \text{Mod}_{2,\sigma} \Gamma(A, B)$. Let $\gamma_1, \gamma_2, \ldots, \gamma_n$ be the paths of $\Gamma$ in the order that they are identified in the algorithm, and $m(\gamma_1), m(\gamma_2), \ldots, m(\gamma_n)$ the corresponding weights defined on step 3 of the algorithm. We will begin by proving that $\gamma_1$ must be in $\tilde{\Gamma}$. Since the edges where $\rho^* = 0$ are removed in step 1 of the algorithm, all the edges of $\gamma_1$ have nonzero $\rho^*$. Therefore, by (11) applied to $\tilde{\mu}$, each edge of $\gamma_1$ must be contained in at least one path in $\tilde{\Gamma}$. Thus, Lemmas 25 and 24 (ii) show that $\gamma_1 \in \tilde{\Gamma}$. Furthermore, Lemma 24 (ii) implies that there must be some edge $e_1$ in $\gamma_1$ that is contained in no other path in $\tilde{\Gamma}$. Again, by (11) applied to $\tilde{\mu}$ on the edge $e_1$, we must have
\[
\tilde{\mu}(\gamma_1)M = \sigma(e_1) \rho^*(e_1). \quad \text{(18)}
\]

Also, for $a \in \gamma_1$ we have
\[
\sigma(a) \rho^*(a) = M \sum_{\tilde{\gamma} \in \tilde{\Gamma}} \tilde{\mu}(\tilde{\gamma}) N(\tilde{\gamma}, a) \quad \text{(by (11) applied to $\tilde{\mu}$)}
\]
\[
\geq M \tilde{\mu}(\gamma_1) \quad \text{(since $\gamma_1 \in \tilde{\Gamma}$)}
\]
\[
\geq \sigma(e_1) \rho^*(e_1) \quad \text{(by (18)).} \quad \text{(19)}
\]

In conclusion,
\[
\tilde{\mu}(\gamma_1)M = \sigma(e_1) \rho^*(e_1) \quad \text{(by (18))}
\]
\[
= \min_{a \in \gamma_1} \sigma(a) \rho^*(a) \quad \text{(by (19))}
\]
\[
= m(\gamma_1), \quad \text{(by Step 3 in Algorithm 1)} \quad \text{(20)}
\]

and hence $\tilde{\mu}(\gamma_1) = m(\gamma_1)/M$. In particular, this implies that, if $e'_1 \in \gamma_1$ is an edge where the minimum in Step 3 of Algorithm 1 is attained, then $e'_1$ does not belong to any other path in
\( \hat{\Gamma} \setminus \{ \gamma_1 \} \) and so when \( e'_1 \) is removed in Step 1 of the following iteration, the remaining paths in \( \hat{\Gamma} \setminus \{ \gamma_1 \} \) are not affected. Therefore, we can now set up an induction.

Assume that \( k \geq 2 \) and \( \gamma_1, \ldots, \gamma_{k-1} \) are in \( \hat{\Gamma} \) with \( \hat{\mu}(\gamma_j) = \frac{m(\gamma_j)}{M} \) for \( j = 1, \ldots, k-1 \). Consider the point in the algorithm where we have just identified \( \gamma_k \) as the top path, and consider an edge \( e \in \gamma_k \). Since \( e \) was not removed yet,

\[
r(e) := \sigma(e)\rho^*(e) - \sum_{j<k; e \in \gamma_j} m(\gamma_j) > 0.
\]

(21)

Therefore,

\[
\sum_{j<k; e \in \gamma_j} \hat{\mu}(\gamma_j) = \frac{1}{M} \sum_{j<k; e \in \gamma_j} m(\gamma_j) \quad \text{(by induction hypothesis)}
\]

\[
< \frac{\sigma(e)\rho^*(e)}{M} \quad \text{(by (21))}
\]

\[
= \sum_{\gamma_i \in \gamma} \hat{\mu}(\gamma), \quad \text{(by (4) applied to } \hat{\mu})
\]

This means that there must be a path in \( \hat{\Gamma} \setminus \{ \gamma_1, \ldots, \gamma_{k-1} \} \) that contains \( e \), since we have not accumulated enough mass from the paths \( \gamma_1, \ldots, \gamma_{k-1} \). Thus, Lemmas \( 25 \) and \( 24 \) (ii) show that \( \gamma_k \in \hat{\Gamma} \), and they further imply that there must be some edge \( e_k \in \gamma_k \) that is contained in no other path in \( \hat{\Gamma} \setminus \{ \gamma_1, \ldots, \gamma_k \} \). Such edge \( e_k \in \gamma_k \) will satisfy

\[
r(e_k) = \min_{a \in \gamma_k} r(a),
\]

by the same argument as in (19). Therefore,

\[
\hat{\mu}(\gamma_k) = \frac{m(\gamma_k)}{M},
\]

(22)

by the same argument as in (20).

This completes the induction proof. Therefore, we have shown that \( \Gamma \subset \hat{\Gamma} \). Moreover, (22) implies that \( \hat{\mu}(\gamma) = 0 \) for \( \gamma \in \hat{\Gamma} \setminus \Gamma \), and therefore, \( \Gamma = \hat{\Gamma} \). Finally, \( \hat{\mu} = \mu^* \) by (22) and Proposition \( 22 \) (iii).

\[\square\]

Proof of Theorem \( 1 \). Apply the Non-Crossing Minimal Subfamily Algorithm \( 1 \) to \( \Gamma(A, B) \) and use Proposition \( 22 \). \[\square\]

3.2 Scaling limit of non-crossing minimal subfamilies

In this section, we will prove Theorem \( 2 \) (modulo Proposition \( 39 \), which is a version of Theorem \( 3 \) that applies to the analytic extension provided by Lemma \( 20 \)). Assume the hypotheses of Theorem \( 2 \) hold. Then by Proposition \( 8 \) there is a unique extremal density \( \rho_n \) on the edges of \( G_n^* \) and a unique optimal pmf \( \mu_n \) on \( \Gamma_n \), which are related by

\[
\frac{\sigma_n(e)\rho_n(e)}{\text{Mod}_{2,\sigma_n}(\Gamma_n)} = \mathbb{P}_{\mu_n}[\gamma \text{ contains } e]
\]

(23)

for all \( e \in G_n^* \). We will prove that \( \mu_n \) converges to the transverse measure on the family of extremal curves in \( \Omega \) as \( \epsilon \to 0 \).

We begin with a lemma about a useful dual minimal subfamily. Since this lemma only relates to the orthodiagonal map (and not to the underlying domain), for ease of reading, we omit the subscript/superscript \( n \).
Lemma 27. Let $G$ be an orthodiagonal map with boundary arcs $S_1, T_1, S_2, T_2$. Let $\sigma$ be the canonical weights on the edges of $G^*$ as in Equation (10). Consider the family $\Gamma(A, B)$ of all paths in $G^*$ from $A = V^* \cap S_1$ to $B = V^* \cap S_2$, and let $\Gamma \subset \Gamma(A, B)$ be the unique non-crossing minimal subfamily produced by Theorem 7, and let $\mu$ by the corresponding optimal pmf defined in Proposition 22 (ii). Likewise, consider the dual graph $G^\circ$ with edge-weights as defined in Equation (1), and let $\Gamma^\circ$ be the unique non-crossing minimal subfamily of all paths in $G^\circ$ from $\alpha = V^\circ \cap T_1$ to $\beta = V^\circ \cap T_2$. Then

(i) $\text{Mod}_{2,\sigma}(\Gamma) \cdot \text{Mod}_{2,\sigma}(\Gamma^\circ) = 1$.

(ii) Let $\rho$ be the extremal density for $\Gamma$ and let $\eta$ be the extremal density for $\Gamma^\circ$. Then

$$\eta(e^\circ) = \frac{\sigma(e)\rho(e)}{\text{Mod}_2(\Gamma)} = \mathbb{P}_\mu [\gamma \text{ contains } e] = \sum_{\gamma \in \Gamma : \gamma \ni e} \mu(\gamma), \quad (24)$$

for all pairs of dual edges $(e, e^\circ) \in E^* \times E^\circ$.

(iii) Fix a path $\gamma \in \Gamma$. Then for every edge $e$ in $\gamma$, there is a path $\gamma^\circ \in \Gamma^\circ$ that contains the dual edge $e^\circ$.

(iv) Fix a path $\gamma^\circ \in \Gamma^\circ$. Then, every path $\gamma \in \Gamma$ contains exactly one edge $e$ whose dual edge $e^\circ$ is in $\gamma^\circ$.

Proof. From Fulkerson duality, see [3, Section 4.2], we have that

$$\text{Mod}_{2,\sigma}(\Gamma) \cdot \text{Mod}_{2,\sigma-1}(\hat{\Gamma}) = 1, \quad (25)$$

where $\hat{\Gamma}$ is the family of all $AB$-cuts, and $\sigma^{-1}(e) := 1/\sigma(e)$, for every $e \in E(G^*)$. Recall that $S \subset V^*$ is an $AB$-cut if $A \subset S$ and $B \cap S = \emptyset$. Moreover, the usage of $S$ is defined by $\mathcal{N}(S, e) = 1_{\{e \in \delta S\}}$ where $\delta S = \{e = xy \in E^* : |S \cap \{x, y\}| = 1\}$. Note that we can define a bijective map $r : E^* \rightarrow E^\circ$ by setting $r(e) := e^\circ$ which is the dual edge to $e$. Therefore, applying the transformation $r$ to each edge in $\delta S$, we obtain an object $r(\delta S)$ on the dual graph $G^\circ$. We want to show that $r(\delta S)$ contains a path connecting $\alpha$ and $\beta$ and conversely every such path comes from a cut $S$. First, every node in $V^* \setminus \partial G$ is contained in the interior of a closed dual face for $G^\circ$. In the case when the node $v$ is in $\partial G$, let $C$ be the closure of the component of $v$ in the intersection of the unbounded face for $G^\circ$ with $\hat{G}$. Take a small ball $D_v$ centered at $v$ that is disjoint from any other vertex and define $C \cup D_v$ to be the dual face containing $v$. By taking the union of all the dual faces containing a node in $S$ and then taking the interior of this set, we obtain an open set $U$ containing $S$ (and hence $A$) in its interior, such that $B \subset \text{int}(U^\circ)$, where $U^\circ$ is the complement of $U$. Now we can apply Lemma 2.4 in [10], where the quadrilateral is our set $\hat{G}$, and obtain a path $\gamma$ connecting $\alpha$ and $\beta$ with $\gamma \subset \partial U \cap \hat{G}$. By construction, we see that $\gamma$ is a union of dual edges, and hence is a path in $G^\circ$. Conversely, every such path can be continued to get a Jordan domain with $A$ in its interior and $B$ in its exterior.

Finally, note that, by Equation (10), for every pair of dual edges $(e, e^\circ)$ we have $\sigma(e^\circ) = \sigma(e)^{-1}$. Therefore, we conclude that $\text{Mod}_{2,\sigma^{-1}}(\hat{\Gamma}) = \text{Mod}_{2,\sigma}(\Gamma^\circ)$ and (i) follows from (25). Moreover, (24) follows from (4) and [3, Theorem 4 and Theorem 7], by letting $\eta^*$ be the extremal density for $\hat{\Gamma}$ and setting $\eta(e^\circ) = \eta^*(r(e^\circ))$ (thinking of $r$ as an idempotent operation).

For (iii), fix $\gamma \in \Gamma$ and let $e$ be an edge in $\gamma$ with dual edge $e^\circ$. Suppose that $e^\circ$ is not contained in any path in $\Gamma^\circ$. By applying (24) with the roles of $\Gamma$ and $\Gamma^\circ$ reversed, we find that $\eta(e^\circ) = \rho(e) = 0$. However, by (24) again, this implies that $e$ cannot be contained in any path in $\Gamma$, yielding a contradiction.

For (iv), fix $\gamma^\circ \in \Gamma^\circ$. As in the first paragraph, $\gamma^\circ$ can be continued outside $\hat{G}$ to get a Jordan domain with $A$ in its interior and $B$ in its exterior. Then each $\gamma \in \Gamma$ must cross this
Jordan curve through an edge in $\gamma^o$, implying that $\gamma$ must contain at least one such edge $e$ with $e^o \in \gamma^o$. Since every minimal subfamily is also a Beurling subfamily, $\gamma^o$ has length 1 under $\eta$. Thus by (24),

$$1 = \sum_{e: e^o \in \gamma^o} \eta(e^o) = \sum_{e: e^o \in \gamma^o} \sum_{\gamma \in \Gamma} \mu(\gamma) = \sum_{\gamma \in \Gamma} \mu(\gamma) \lfloor \text{# of edges } e \in \gamma \text{ with } e^o \in \gamma^o \rfloor \geq 1.$$

Therefore, the number of edges $e \in \gamma$ with $e^o \in \gamma^o$ must be identically equal to one.

The non-crossing condition for the non-crossing minimal subfamily $\Gamma_n$ allows us to order the paths in $\Gamma_n$: $\gamma < \gamma'$ means $\gamma \neq \gamma'$ and $\gamma'$ is the top path in the subgraph consisting of these two paths. Equivalently, $\gamma < \gamma'$ means that $\gamma$ is identified after $\gamma'$ in the Non-crossing Minimal Subfamily Algorithm. We use this ordering in the next lemma.

**Lemma 28.** Assume the hypotheses of Theorem 2 hold, and let $\phi$ be the conformal map from $\Omega$ onto the rectangle $R = (0, L) \times (0, 1)$ so that (after extending $\phi$ to the boundary) $\phi(A)$ is the left side of $R$ and $\phi(B)$ is the right side of $R$. Then for $n$ large enough, $\phi$ has a conformal extension to a domain containing

$$\hat{\Gamma}_n = \{ \gamma \in \Gamma_n : \text{dist}(\gamma, \tau_1 \cup \tau_2) \geq 4\epsilon_n^{1/4} \}.$$

Moreover, there exists $\delta_n > 0$ with $\delta_n \to 0$ as $n \to \infty$ so that the following hold.

(i) Let $\gamma' \in \hat{\Gamma}_n$ and define $p(\gamma') = \sum_{\gamma \in \Gamma_n, \gamma \leq \gamma'} \mu_n(\gamma)$. Then for all points $u$ on $\gamma'$,

$$\text{Im } \phi(u) \in [p(\gamma') - \delta_n, p(\gamma') + \delta_n] . \tag{26}$$

(ii) For $q \in [0, 1]$ there exists $\gamma' \in \hat{\Gamma}_n$ with $|p(\gamma') - q| \leq 2\delta_n$ and $\text{Im } \phi(u) \in [q - 3\delta_n, q + 3\delta_n]$ for any point $u$ on $\gamma'$.

(iii) $\mu_n(\hat{\Gamma}_n) \geq 1 - 4\delta_n$.

The proof of this lemma will rely on Proposition 39, which is established in Section 4. We also note that we will use $C$ to refer to constants that are independent of $\epsilon_n$ but may depend on the analytic quadrilateral $\Omega$. The exact value of these constants may change from line to line.

**Proof.** By applying Lemma 20 (with the roles of $A \cup B$ and $\tau_1 \cup \tau_2$ switched) and taking $\epsilon_n$ small enough, we extend $\phi$ to be conformal on a domain $\mathcal{O}$ containing

$$P_n = \{ z : \text{dist}(z, \overline{\Omega}) \leq \epsilon_n \text{ and dist}(z, \tau_1 \cup \tau_2) \geq \epsilon_n^{1/4} \}$$

so that

$$|\phi(z) - \phi(w)| \leq C |z - w|^a \text{ for } z, w \in \mathcal{O}. \tag{27}$$

Let $h_n$ be the solution to the discrete Dirichlet problem on $\text{int}(V_n^0)$ with $h_n|_{A_n} = 0$ and $h_n|_{B_n} = \gamma$. Similarly let $\tilde{h}_n$ be the solution to the discrete Dirichlet problem on $\text{int}(V_n^0)$ with $\tilde{h}_n|_{\alpha_n} = 0$ and $\tilde{h}_n|_{\beta_n} = \gamma$ for $\alpha_n = V^o \cap T_n^1$ and $\beta_n = V^o \cap T_n^2$. Let $\Gamma_\circ_n$ be the unique non-crossing minimal subfamily of all paths in $\overline{\Gamma}_n$ from $\alpha_n$ to $\beta_n$, and let $\rho_n$ (resp. $\eta_n$) be the extremal density for $\Gamma_n$ (resp. $\Gamma_\circ_n$). Note that by (9),

$$\rho_n(v_1v_2) = \frac{1}{L} |h_n(v_1) - h_n(v_2)| \text{ and } \eta_n(w_1w_2) = |\tilde{h}_n(w_1) - \tilde{h}_n(w_2)|$$

26
for all $v_1v_2 \in E^*_\Omega$ and $w_1w_2 \in E^\circ_\Omega$.

Fix $\gamma' \in \hat{\Gamma}_n$, and let

$$p = p(\gamma') = \sum_{\gamma \in \Gamma_n, \gamma \leq \gamma'} \mu_n(\gamma),$$

recalling that $\gamma \leq \gamma'$ means $\gamma'$ is the top path in the subgraph consisting of these two paths.

Let $e$ be an edge in $\gamma'$, with dual edge $e^\circ$. Consider a path $\gamma^\circ \in \Gamma^\circ_n$ that contains $e^\circ$ (which exists by Lemma 27(iii)). Under the orientation of edges induced by $\tilde{h}_n$ in Lemma 23, $\gamma^\circ$ is an oriented path from $\alpha_n$ to $\beta_n$ by Lemma 23(iii). Let $e^\circ = xy$, oriented with respect to this orientation. Consider the portion of $\gamma^\circ$ before $x$ and let this be given by vertices $u_0, \ldots, u_k = x$. Recall that by Lemma 27(iv), every path $\gamma \in \Gamma_n$ contains exactly one edge $a$ with $a^\circ \in \gamma^\circ$. This along with (24) implies that

$$\tilde{h}_n(x) = \sum_{j=1}^{k} \tilde{h}_n(u_j) - \tilde{h}_n(u_{j-1}) = \sum_{j=1}^{k} \eta_n(u_ju_{j-1}) \leq \sum_{\gamma \leq \gamma'} \mu_n(\gamma) = p.$$

Similarly,

$$\tilde{h}_n(y) \geq p.$$

Furthermore, by Proposition 39 (which extends Theorem 3 to points in $P_n$) applied to $\tilde{h}_n$ and $\Im \phi$,

$$|\tilde{h}_n(y) - \tilde{h}_n(x)| \leq |\tilde{h}_n(y) - \Im \phi(y)| + |\Im \phi(y) - \Im \phi(x)| + |\Im \phi(x) - \tilde{h}_n(x)|$$

$$\leq \frac{C}{\log^{1/2}(\text{diam}(\Omega)/\epsilon_n)} + C\epsilon_n^a$$

$$\leq \delta_n,$$

where $\delta_n = \frac{C}{\log^{1/2}(1/\epsilon_n)}$ for some constant $C$ depending on $\Omega$. Now let $u$ be a point on $e$. Then $|u - x| \leq 2\epsilon_n$, and by arguing as in (28) we obtain

$$\Im \phi(u) \leq \tilde{h}_n(x) + |\Im \phi(x) - \tilde{h}_n(x)| + |\Im \phi(u) - \Im \phi(x)|$$

$$\leq p + \delta_n.$$

Similarly,

$$\Im \phi(u) \geq \tilde{h}_n(y) - |\Im \phi(y) - \tilde{h}_n(y)| - |\Im \phi(u) - \Im \phi(y)|$$

$$\geq p - \delta_n.$$

Since this hold for all edges of $\gamma'$, we have established (26).

To prove (ii) and (iii), we begin by looking at the curve $\hat{\gamma} \in \hat{\Gamma}_n$ that comes first in our ordering (i.e. $\hat{\gamma} \leq \gamma$ for all $\gamma \in \hat{\Gamma}_n$). Let $\gamma_0 \in \Gamma_n$ be the path directly before $\hat{\gamma}$. Then since $\gamma_0$ is not in $\hat{\Gamma}_n$, we have that $\text{dist}(\gamma_0, \tau_1) < 4\epsilon_n^{1/4}$. In particular, there must be a point $z$ from an edge $e$ in $\gamma_0$ with $\text{dist}(z, \tau_1) < 4\epsilon_n^{1/4}$. By Lemma 27(iii), there exists $\gamma^\circ \in \Gamma^\circ_n$ containing the dual edge $e^\circ$. Let $a^\circ$ be the edge after $e^\circ$ in $\gamma^\circ$ under the orientation of $\gamma^\circ$ from $\alpha_n$ to $\beta_n$ given by Lemma 23. Then we must have that $\hat{\gamma}$ contains $a$ (the dual edge to $a^\circ$), by Lemma 27(iii) again and the fact that there are no paths between $\hat{\gamma}$ and $\gamma_0$ in the ordering. Since each quadrilateral in $G_n$ has diameter bounded by $2\epsilon_n$, we have

$$\text{dist}(\hat{\gamma}, \tau_1) \leq \text{dist}(a, \tau_1) \leq \text{dist}(a, z) + \text{dist}(z, \tau_1) < 4\epsilon_n + 4\epsilon_n^{1/4} = 8\epsilon_n^{1/4}.$$

Then by (27), $\text{dist}(\phi(\hat{\gamma}), [0, L]) \leq C\epsilon_n^{a/4} \leq \delta_n$, where for the last inequality, we adjust the $\Omega$-dependent constant in the definition of $\delta_n$, if needed. By (26) this implies that $p(\hat{\gamma}) \leq 2\delta_n$. 27
By a similar argument, the path $\gamma_{\text{last}} \in \hat{\Gamma}_n$ that comes last in the ordering must satisfy

$$p(\gamma_{\text{last}}) \geq 1 - 2\delta_n.$$  

This shows that (iii) holds, since

$$\mu_n(\hat{\Gamma}_n) = p(\gamma_{\text{last}}) - p(\gamma_0) \geq 1 - 4\delta_n.$$  

Suppose that $\gamma' < \gamma''$ are two paths in $\hat{\Gamma}_n$ that are adjacent in the ordering. Let $e$ be an edge in $\gamma''$ with dual edge $e^\circ = xy$. Then

$$p(\gamma'') - p(\gamma') = \mu_n(\gamma'') = \sum_{\gamma, x \in \gamma} \mu_n(\gamma) = \eta_n(e^\circ) = |\tilde{h}_n(y) - \tilde{h}_n(x)| \leq \delta_n,$$

by (24) and (28). Therefore for $q \in [0, 1]$, there exists $\gamma \in \hat{\Gamma}_n$ with $|p(\gamma) - q| \leq 2\delta_n$. By (26), this proves (ii).

The previous lemma allows us to identify the limit points of $\hat{\Gamma}_n$ as $n \to \infty$, which are the curves $\gamma_\star$ such that there is an increasing sequence $n_k$ and a sequence $\gamma_k \in \hat{\Gamma}_{n_k}$ with $\gamma_k$ converging to $\gamma_\star$ (using the Hausdorff distance as the metric on curves). In fact, these limiting curves are the extremal curves in $\Omega$:

$$\Gamma := \{ \phi^{-1}(\{ z \in R : \text{Im}(z) = p \}) : p \in [0, 1] \},$$  

(29)

where $\phi : \Omega \to R = (0, L) \times (0, 1)$ is conformal with $\phi(A)$ equal to the left side of $R$ and $\phi(B)$ the right side. One can use Lemma 28(i) to show that the limit points of $\hat{\Gamma}_n$ are contained in $\Gamma$ and Lemma 28(ii) to show that every curve of $\Gamma$ is a limit point of $\hat{\Gamma}_n$.

We are now ready to prove the convergence of the probability measures $\mu_n$.

**Proof of Theorem 2.** Let $\phi : \Omega \to R = (0, L) \times (0, 1)$ be conformal with $\phi(A)$ equal to the left side of $R$ and $\phi(B)$ the right side of $R$, and let $\Gamma$ be the extremal curves in $\Omega$ given by (29). Recall that $X = (\bigsqcup_n \Gamma_n) \cup \Gamma$, and $\mu_n$ are elements of the set $\mathcal{P}(X)$ of probability measures on $(X, \mathcal{B}(X))$. We begin by showing that the set of probability measures $\{\mu_n\}$ is tight, i.e., for each $\delta > 0$ there exists a compact subset $K_\delta$ of $X$ such that $\mu_n(K_\delta) \geq 1 - \delta$ for all $n$.

Fix $\delta > 0$. Let $N_\delta \in \mathbb{N}$ be large enough so that for $n \geq N_\delta$ the conclusion of Lemma 28 holds and $\delta_n \leq \delta/4$. Define $K_\delta \subset X$ by

$$K_\delta = \left( \bigcup_{n=0}^{N_\delta-1} \Gamma_n \right) \cup \left( \bigcup_{n=N_\delta}^{\infty} \hat{\Gamma}_n \right) \cup \Gamma.$$

We will show $K_\delta$ is compact, meaning every sequence in $K_\delta$ has a subsequence converging to an element in $K_\delta$. A sequence in $K_\delta$ must satisfy one of the following two cases. In the first case, there is a subsequence contained in $\left( \bigcup_{n=0}^{N_\delta-1} \Gamma_n \right) \cup \left( \bigcup_{n=N_\delta}^{M} \hat{\Gamma}_n \right)$ for some $M \in (N_\delta, \infty)$. Since this set has a finite number of elements, this means there must be a sub-subsequence that is constant, and hence it converges to an element of $K_\delta$. In the second case, there is a subsequence $\gamma_{\mu_k}$ with

$$\gamma_{\mu_k} \in \left( \bigcup_{n=k}^{\infty} \hat{\Gamma}_n \right) \cup \Gamma.$$

Hence by (26), there exists $p_k \in [0, 1]$ so that $\text{Im} \phi(u) \in [p_k - \delta_k, p_k + \delta_k]$ for all $u \in \gamma_{\mu_k}$. Since $[0, 1]$ is compact, we can chose a subsequence of $p_k$ so that $p_k \to p \in [0, 1]$. This implies that $\phi(\gamma_{\mu_k})$ converges to $\{ z \in R : \text{Im}(z) = p \}$, and hence the sub-subsequence $\gamma_{\mu_{k_j}}$ converges to an element of $\Gamma \subset K_\delta$. 




Note that $\mu_n(K_\delta) = 1$ for $n < N_\delta$ and $\mu_n(K_\delta) = \mu_n(\hat{\Gamma}_n) \geq 1 - 4\delta_n \geq 1 - \delta$ for $n \geq N_\delta$ by Lemma 28(iii). Therefore, $\{\mu_n\}$ is tight, and subsequently Prohorov’s Theorem (Theorem 83.10 in [20]) implies that $\{\mu_n\}$ is conditionally compact (i.e. its closure is compact) in the space $\mathcal{P}(X)$ equipped with the topology of weak convergence. This implies the existence of subsequential limits of $\mu_n$.

It remains to show that the only possible subsequential limit of $\mu_n$ is the transverse measure on $\Gamma$. To that end, let $\mu$ be a limit of $\mu_n$, let $r \in (0, 1)$, and set

$$H_r = \{ \gamma \in X : \phi(\gamma) \subset [0, L] \times [0, r] \}.$$ 

To characterize $\mu$ as the transverse measure on $\Gamma$, we must simply show that $\mu(H_r) = r$ for all $r \in (0, 1)$. Since $\mu$ is the limit of $\mu_n$, under weak convergence, we have that $\mu_n(H_r) \to \mu(H_r)$. Let $q_- = r - 3\delta_n$ and $q_+ = r + 3\delta_n$. Take $n$ large enough so that $\delta_n < (1/3) \min\{r, 1 - r\}$ and so that the conclusion of Lemma 28 holds. Then there exist $\gamma_n^-, \gamma_n^+$ with $|p(\gamma_n^+) - q_+| \leq 2\delta_n$ and $\text{Im} \phi(u) \in [q_-, q_+ + 3\delta_n]$ for $u$ in $\gamma_n^\pm$. Then $H_r$ contains the set

$$\{ \gamma \in \Gamma_n : \gamma \leq \gamma_n^- \},$$

and $H_r \cap \Gamma_n$ is contained in the set

$$\{ \gamma \in \Gamma_n : \gamma \leq \gamma_n^+ \}.$$

Thus

$$\mu_n(H_r) \geq p(\gamma_n^-) \geq q_- - 2\delta_n = r - 5\delta_n,$$

implying that $\mu(H_r) \geq r$. Similarly

$$\mu_n(H_r) \leq p(\gamma_n^+) \leq q_+ + 2\delta_n = r + 5\delta_n,$$

implying that $\mu(H_r) \leq r$. Thus we have shown that $\mu(H_r) = r$ for all $r \in (0, 1)$, which characterizes the limit measure as the transverse measure on $\Gamma$.

\[\Box\]

### 3.3 Further consequences of the minimal non-crossing subfamily

As mentioned in the Introduction, Theorem 1 has an interpretation in terms of current flow.

Let $G = (V, E, \sigma)$ be a finite weighted connected graph. Assume that there are disjoint nonempty sets of boundary vertices $A$ and $B$. Solve the (weighted) Dirichlet problem, as in Proposition 10, and find a function $h : V \to \mathbb{R}$ so that $h|_A = 0$, $h|_B = 1$, and $h$ is discrete harmonic on $V \setminus (A \cup B)$, as in [7]. The function $h$ produces a current flow $f$ via Ohm’s law:

$$f(xy) = \sigma(xy) (h(y) - h(x)) \quad \text{for all } xy \in E.$$ (30)

In particular, in the notations of Section 2.3, $f$ is a flow from $A$ to $B$, meaning that it satisfies the node law in $V \setminus (A \cup B)$. Moreover, it is well-known that strength$(f) = M$ in this case, where $M := \text{Mod}_{2,\sigma}(\Gamma(A, B))$ and $\Gamma(A, B)$ is the family of all paths from $A$ to $B$ in $G$. To see this, use for instance [17] Lemma 2.9 with their $\theta$ replaced by our flow $f$ and their gradient flow $df$ replaced by our $dh$, then recall the connection (8). Finally, Thomson’s principle [17] Page 40] states that among all flows from $A$ to $B$ with strength $M$, $f$ is the unique energy minimizer, where $E(f) := \sum_{e \in E} \sigma(e)^{-1} |f(e)|^2$.

Lemma 29 below describes the connection between current flow and the probabilistic interpretation of modulus. Given a path $\gamma$ from $A$ to $B$ define $x_\gamma$ to be the unit flow along $\gamma$. Then, the current flow $f$ has a path flow decomposition, if it can be written as a sum $\sum_{\gamma \in \Gamma} a_\gamma x_\gamma$ of path flows, with coefficients $a_\gamma > 0$, for $\gamma$ in some family $\Gamma \subset \Gamma(A, B)$ and the paths in $\Gamma$ all have the same direction of flow on every edge $e \in E$. 
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Lemma 29. Let $f$ be the current flow defined in (30). Assume $\Gamma \subset \Gamma(A,B)$ strictly supports an optimal pmf $\mu^*$ for the probabilistic interpretation of $\text{Mod}_{2,\sigma}(\Gamma(A,B))$. Then, the paths in $\Gamma$ all have the same direction of flow on every edge $e \in E$ and $f = \sum_{\gamma \in \Gamma} M \mu^*(\gamma) x_\gamma$ is a path flow decomposition for $f$, where $M := \text{Mod}_{2,\sigma}(\Gamma(A,B))$. Conversely, if $\sum_{\gamma \in \Gamma} a_\gamma x_\gamma$ is a path flow decomposition for $f$, then

$$\sum_{\gamma \in \Gamma} a_\gamma = \text{strength}(f) = M,$$

Moreover, $\tilde{\mu}(\gamma) := a_\gamma/M$ is an optimal pmf strictly supported on $\Gamma$.

Proof. First, we want to show that if $\mu^*$ is an optimal pmf strictly supported on $\Gamma \subset \Gamma(A,B)$, then the paths in $\Gamma$ all have the same direction of flow on each edge. Suppose not, then we can find an edge $e = xy$ and two paths $\gamma, \gamma' \in \Gamma$, such that, $\gamma = \gamma_{a \gamma} \cup xy \cup \gamma_{yb}$ for some $a \in A$, $b \in B$ and paths $\gamma_{a \gamma}$ from $a$ to $x$ and $\gamma_{yb}$ from $y$ to $b$. Likewise, $\gamma' = \gamma'_{a' \gamma} \cup yx \cup \gamma'_{xb'}$ for some $a' \in A$, $b' \in B$ and paths $\gamma'_{a' \gamma}$ from $a'$ to $y$ and $\gamma'_{xb'}$ from $x$ to $b'$. Then, find paths $\gamma_1 \subset \gamma_{a \gamma} \cup \gamma'_{xb'}$ and $\gamma_2 \subset \gamma_{a' \gamma} \cup \gamma_{xb}$ connecting $A$ and $B$, and define a new family of paths $\Gamma'$ by adding $\gamma_1$ and $\gamma_2$ to $\Gamma$. If $0 < t < \min(\mu^*(\gamma), \mu^*(\gamma'))$, define a measure $\nu$ on $\Gamma'$, by setting $\nu(\gamma) := \mu^*(\gamma) - t$, $\nu(\gamma') := \mu^*(\gamma') - t$, $\nu(\gamma_1) = \nu(\gamma_2) := t$, and keeping $\nu = \mu^*$ otherwise. Then, $\nu$ is a pmf on $\Gamma'$, and has the same edge probabilities as $\mu^*$ at every edge except the edges in the set $H := (\gamma \cup \gamma') \setminus (\gamma_1 \cup \gamma_2)$ where they are smaller. In particular, $xy$ is guaranteed to be in $H$ and

$$\mathbb{P}_\nu(xy \in \gamma) = \mathbb{P}_{\mu^*}(xy \in \gamma) - 2t < \mathbb{P}_{\mu^*}(xy \in \gamma).$$

This contradicts the optimality of $\mu^*$, by the second equality in (3).

Consider $g := \sum_{\gamma \in \Gamma} M \mu^*(\gamma) x_\gamma$. Then $g$ satisfies the node law on $\mathbb{V} \setminus (A \cup B)$ and $\text{strength}(g) = M$. Thus, if $\rho^*$ is the extremal density for $\text{Mod}_{2,\sigma}(\Gamma(A,B))$, then

$$|g(e)| = \sum_{\gamma \in \Gamma} M \mu^*(\gamma) \mathbb{1}_{\{e \in \gamma\}} \quad \text{(all paths flow in same direction)}$$

$$= M \mathbb{P}_{\mu^*}(e \in \gamma) \quad \text{(by definition of probability)}$$

$$= \sigma(e) \rho^*(e) \quad \text{(by (4))}$$

$$= \sigma(e) |h(y) - h(x)| \quad \text{(by (8))}$$

$$= |f(e)|. \quad \text{(by (30))}$$

Therefore, $g$ is also a flow energy minimizer, and by uniqueness in the Thomson’s principle we must have $f = g$. So, we got a path flow decomposition for $f$.

Conversely, if $\sum_{\gamma \in \Gamma} a_\gamma x_\gamma$ is a path flow decomposition for $f$, then $\sum_{\gamma \in \Gamma} a_\gamma = \text{strength}(f) = M$. Therefore, setting $\tilde{\mu}(\gamma) := a_\gamma/M$ yields a pmf on $\Gamma$. Moreover, every path in $\Gamma$ flows in the same direction as $f$ on every edge. Thus,

$$M \mathbb{P}_{\tilde{\mu}}(e \in \gamma) = \sum_{\gamma \in \Gamma} M \tilde{\mu}(\gamma) \mathbb{1}_{\{e \in \gamma\}} = \sum_{\gamma \in \Gamma} a_\gamma \mathbb{1}_{\{e \in \gamma\}} = |f(e)| = \sigma(e) \rho^*(e).$$

Hence, by (4), $\tilde{\mu}$ is an optimal pmf for the probabilistic interpretation of $\text{Mod}_{2,\sigma}(\Gamma(A,B))$, that is strictly supported on $\Gamma$. \qed
Proposition 30. Let $G = (V, E, \sigma, A, B)$ be a plane network with boundary and let $f$ be the current flow from $A$ to $B$ as described above. Then, $f$ can be decomposed as $\sum_{\gamma \in \Gamma} m_{\gamma} x_{\gamma}$, where the family $\Gamma$ and the weights $\{m_{\gamma}\}$ are output by the Non-Crossing Minimal Subfamily Algorithm.

Moreover, if $\sum_{\tilde{\gamma} \in \tilde{\Gamma}} a_{\tilde{\gamma}} x_{\tilde{\gamma}}$ is another path decomposition, and $\tilde{\Gamma}$ consists of non-crossing paths from $A$ to $B$, then $\tilde{\Gamma} = \Gamma$ and the $a_{\gamma}$-weights and $m_{\gamma}$-weights coincide.

Proof. Let $\Gamma$ be the subfamily given by the non-crossing minimal subfamily algorithm. Then, $\sum_{\gamma \in \Gamma} m_{\gamma} x_{\gamma}$ coincides with the current flow $f$ by construction. Indeed, the algorithm routinely picks the top path $\gamma$ and finds a weight $m_{\gamma}$ so that the corresponding path flow satisfies $0 \leq m_{\gamma} x_{\gamma} \leq f$ on every edge. By Lemma 25, when the algorithm terminates the flow $f$ on every edge has been exhausted.

Now suppose $\sum_{\tilde{\gamma} \in \tilde{\Gamma}} a_{\tilde{\gamma}} x_{\tilde{\gamma}}$ is another path decomposition for $f$, where $\tilde{\Gamma}$ consists of non-crossing paths from $A$ to $B$. By Lemma 29 defining $\tilde{\mu}(\tilde{\gamma}) := a_{\tilde{\gamma}}/M$, with $M := \text{Mod}_{2,\sigma}(\Gamma(A, B))$, yields an optimal pmf that is strictly supported on $\tilde{\Gamma}$. Then, by Lemma 26, we obtain that $\Gamma = \tilde{\Gamma}$, and $\tilde{\mu}(\gamma) = m_{\gamma}/M$, for every $\gamma \in \Gamma$. Thus, the $a_{\gamma}$-weights and $m_{\gamma}$-weights coincide.

Another consequence of the non-crossing minimal subfamily algorithm is that it gives an alternative way to draw a rectangle-packing given a planar electrical network, as in the famous result from [8]. Namely, given a weighted plane graph and two arcs of nodes $A$ and $B$ bordering the unbounded face, the resulting current flow from $A$ to $B$, interpreting the edge-weights as electric conductances, gives rise to a tiling of a rectangle by a collection of smaller rectangles that have certain precise combinatorial properties derived from the graph, see [15, Theorem 6.1] for a precise description of these rectangle tilings. See also [19, Lemma 5.4] for similar tilings of more general polygons in the plane. We state the result informally in the following remark and will sketch a proof for it below.

Remark 31. Let $G = (V, E, \sigma, A, B)$ be a plane network with boundary. Let $\Gamma(A, B)$ be the family of all paths from $A$ to $B$ in $G$. Set $M := \text{Mod}_{2,\sigma}(\Gamma(A, B))$ and consider the rectangle $\mathcal{R} = [0, 1] \times [0, M]$. Then, the non-crossing minimal subfamily Algorithm can be used to tile $\mathcal{R}$ with a collection $\{R_e\}_{e \in E}$ of smaller rectangles (possibly degenerating to a point), so that each rectangle corresponds to an edge $e \in E$, and every maximal vertical segment composed of sides of rectangles corresponds to one or more nodes in the graph.

The reason why we cannot guarantee that the maximal vertical segments composed of sides of rectangles are in bijection with the nodes of the graph, is because such segments might be a union of abutting subsegments, each corresponding to a node. This will be explained in the sketched proof explained below. See also [15, Section 6.1], in particular [15, Figure 6.2], where the expression “resolving 4-fold corners” is used.
Figure 3: This is an example of Remark 31 in the case of orthodiagonal maps. For the map on the left, the primal graph (in blue) is given by the nodes $A, B, H, J, K, N, P, U$. Here we compute the modulus $M$ of the family of curves connecting the set $\{A, H\}$ to the set $\{U\}$. In this case the quantity $\tilde{h}(e)$ coincides with the harmonic function defined on the dual graph with $\tilde{h} = 0$ on the set $\{C, L, T\}$ and $\tilde{h} = M$ on the set $\{I, R\}$.

Sketch of proof for Remark 31. Let $h : V \to \mathbb{R}$ be the discrete harmonic on $V \setminus (A \cup B)$ with $h|_A = 0$ and $h|_B = 1$. Recall from (8) and (9), that $\mathcal{E}(h) = \text{Mod}_{2,\sigma} \Gamma(A, B)$, and that, for each edge $e = xy \in E$, the extremal density $\rho(e)$ for $\text{Mod}_{2,\sigma} \Gamma(A, B)$, satisfies $\rho(e) = |h(x) - h(y)|$.

For each edge $e = xy \in E$, define a rectangle $R_e$ is of the form

$$R_e := [h(e), h(e) + \rho(e)] \times \{\tilde{h}(e), \tilde{h}(e) + \sigma(e)\rho(e)\},$$

where $h(e) := \min\{h(x), h(y) : e = xy\}$, and $\tilde{h}(e)$ is a height that we will compute using the non-crossing minimal subfamily Algorithm 1.

Note that the rectangle $R_e$ degenerates to a point when the corresponding value of $\rho(e)$ is equal to zero. Furthermore, the area of each rectangle $R_e$ is equal to $\sigma(e)\rho^2(e)$, which is the contribution of the edge $e$ to the modulus $\text{Mod}_{2,\sigma} \Gamma(A, B)$, since

$$\sum_{e \in E} \sigma(e)\rho^2(e) = \text{Mod}_{2,\sigma} \Gamma(A, B).$$

To show how $\tilde{h}(e)$ is defined and deduce that the rectangles $R_e$ defined in (31) form a tiling, we perform the non-crossing minimal subfamily Algorithm 1 from the bottom up and write $\gamma_1, \ldots, \gamma_n$ for the output paths in the order that they are added to $\Gamma$. So, $\gamma_1$ is the bottom path. We also write $m_j := m(\gamma_j)$ for the corresponding weights computed by the algorithm.

We begin by associating to $\gamma_1$ the strip $\{0, 1\} \times (0, m_1)$. Writing $\gamma_1 = x_0^1 \cdots x_{k_1}^1$ we trace the horizontal segments $[h(x_j^1), h(x_{j+1}^1)] \times \{0\}$, for $j = 0, \ldots, k_1 - 1$, as well as the vertical
segments \( \{h(x_1^j)\} \times [0,m_1] \), for \( j = 0, \ldots, k_1 \). For every edge \( e = x_j^1x_{j+1}^1, \) \( j = 0, \ldots, k_1 - 1 \), set \( \tilde{h}(e) = 0 \). Finally, for every edge \( e = x_j^1x_{j+1}^1 \) that attains the minimum in step 3 of the algorithm, trace the horizontal segment \( \{h(x_j^1), h(x_{j+1}^1)\} \times \{m_1\} \), thus closing up the rectangle corresponding to these edges.

Rather than a formal proof by induction, we now describe the second iteration. Consider the second path \( \gamma_2 \) and add the strip \( (0,1) \times (m_1, m_1 + m_2) \). Note that if an edge \( e \) was in the bottom path \( \gamma_1 \) in the previous iteration and did not attain the minimum in step 3, then it will again be in the bottom path \( \gamma_2 \). Moreover, if we consider a maximal set of consecutive edges, \( e_1, \ldots, e_r \) in \( \gamma_1 \), that attained the minimum in step 3, they form a subpath \( \gamma_1' := x_{j_1}^1x_{j_1+1}^1 \cdots x_{j_1+r}^1 \) of \( \gamma_1 \). Also, the tops of the rectangles corresponding to the edges \( e_i \) in \( \gamma_1' \) were closed up in the previous iteration, and their union forms a connected horizontal cut \( K \). Back on the graph \( G \) the edges \( e_1, \ldots, e_r \) are removed, so the second path \( \gamma_2 \) replaces \( \gamma_1' \) with a new path of the form \( \gamma_2' := x_{k_1}^2, \ldots, x_{k_1}^2 \), where the first and last node belong to \( A \cup B \cup \{\gamma_1\} \) (depending on whether the face corresponding to \( \gamma_1' \cup \gamma_2' \) abuts \( A \cup B \) or not). In particular, we will have \( h(x_{k_1}^2) < h(x_{k_1}^2) < \cdots < h(x_{k_L}^2) \). Also, for every edge \( e = x_j^2x_{j+1}^2, j = k_1, \ldots, k_L - 1 \), we set \( \tilde{h}(e) = m_1 \).

Now, further subdivide the cut \( K \) and add vertical segments of the form \( \{h(x_{k_l}^2)\} \times [m_1, m_1 + m_2] \). Further, extend the vertical segments from the previous step that were not bounding an edge realizing the minimum. Finally, again close up the rectangles corresponding to the edges in \( \gamma_2 \) that attain the minimum in step 3 of the algorithm. Then, we are ready to repeat this process.

Note that each face in the plane network \( G \) corresponds in the tiling to a horizontal cut which is a union of sides of smaller rectangles. On the other hand, every node in \( G \) gives rise to a vertical segment in the tiling, which is also a union of sides of smaller rectangles. These vertical segments may abut each other in some special cases, namely when \( h \) has the same value at a node in the subpaths \( \gamma_1' \) and \( \gamma_2' \). That’s when the “4-fold corners” situation mentioned above arises.

When the algorithm ends we will have packed the rectangle \( [0,1] \times [0, \tilde{M}] \), where

\[
\tilde{M} := \sum_{j=1}^{n} m_j.
\]

However, the fact that \( \tilde{M} = M = \text{Mod}_{2,\sigma} \Gamma(A,B) \) follows from Proposition \( 22 \) (i).

Both rectangle tilings in Figure 3 and Figure 5 were obtained using code implementing the non-crossing minimal subfamily Algorithm 1 and Remark 31. Note that Remark 31 is stated for general planar graphs \( G \). When, \( G \) is the primal graph of an orthodiagonal map, then the quantity \( \tilde{h}(e) \) in the sketched proof can be computed using the harmonic function defined on the dual graph with \( \tilde{h} = 0 \) on the bottom side and \( h = M \) on the top side.

### 3.4 A numerical example

We have implemented the non-crossing minimal subfamily algorithm, and some of its consequences, numerically. Consider the family of paths connecting the arcs \( ab \) and \( cd \) of the cross domain on the left of Figure 4.
Figure 4: Left: a Delaunay triangulation of a cross domain; Center: the triangulation shown together with its dual Voronoi graph; Right: the corresponding orthodiagonal map.

The figure shows a Delaunay triangulation of the domain, produced by the software package Triangle [21]. The circumcenters of the triangles form a dual grid known as the Voronoi diagram. In the center of Figure 4 we show the same triangulation along with its Voronoi dual. The edges of the triangulation are blue, and the edges connecting two circumcenters are red. Note that the blue and red edges are orthogonal, hence can be thought as the orthogonal diagonals of a quadrilateral. In particular, an orthodiagonal map is obtained by connecting each blue node with a neighboring red node. We have drawn the corresponding orthodiagonal map on the right in Figure 4. With some minor caveats (see below), the Delaunay triangulation can be thought as the primal graph of the orthodiagonal map and the Voronoi diagram as the dual graph. See also [22, Section 5.1].

3.4.1 Approximating the modulus

In order to approximate the modulus of the family of curves, we first choose a size parameter, $\epsilon > 0$, which controls the size of the triangles in the triangulation. The triangulation is constructed to satisfy the Delaunay property as well as two additional constraints: no triangle may have area larger than $\epsilon^2$ and no angle in any triangle may be smaller than 20°. These additional constraints ensure that the edges of the triangulation are of order $O(\epsilon)$, which is needed to ensure convergence of the discrete modulus to the continuous modulus.

Next, we need to assign appropriate conductances to the edges in the triangulation (Figure 4 left). As stated above, the triangulation is almost the graph that is obtained from the blue vertices of the quadrilateral mesh (Figure 4 right) by connecting vertices that belong to the same quadrilateral. This does not quite reproduce the triangulation on the left; notably absent are the edges on the boundary of the domain. As a consequence, any vertex of the triangulation that is incident only upon boundary edges is absent from the quadrilateral mesh. In the example shown, all convex “corners” are excluded from the quadrilateral mesh. Fortunately, there is a relatively simple way to address these issues at the boundary.

Most edges of the triangulation will correspond to diagonals in the quadrilateral mesh. For these, we can use the formulas specified in Section 2.5. Namely, we assign the conductance, $\sigma$, on such an edge to be the ratio of the length of the dual edge to the length of the edge in question. To all boundary edges, we assign $\sigma = \epsilon / |E_b|$, where $E_b$ is the set of boundary edges.
Since the harmonic function $h$ is bounded between 0 and 1, this means, by Ohm’s law, that the contribution of all boundary edges to the current flow is $O(\epsilon)$, ensuring that the contribution of the extraneous boundary edges to the approximation is negligible as $\epsilon \to 0$. With this choice of conductances, we can then solve the discrete Dirichlet problem to approximate the harmonic function $h$.

### 3.4.2 Non-crossing paths

Once the discrete harmonic function is computed, the non-crossing minimal family can be determined using Algorithm 1. The left side of Figure 5 shows the result of this numerical study for the choice $\epsilon = 0.005$. The algorithm produced a sequence of 34403 non-crossing paths from the boundary segment $ab$ to the boundary segment $cd$. We have plotted 21 of these paths, plotting roughly every 1720-th path in the sequence. The first and last path trace the boundary segments between $a$ and $d$ and between $b$ and $c$. In the middle of Figure 5 we show the corresponding curves as computed by Driscoll’s Schwarz–Christoffel Toolbox for Matlab. Using the toolbox code, we approximated a conformal mapping between the cross and a rectangle with $ab$ and $cd$ sent to the vertical sides of the rectangle. Inverting that map on horizontal lines produced the image. The image on the right side of the figure shows the superposition of both sets of curves.

Using the non-crossing path decomposition, we are able to assign a two-dimensional coordinate to each vertex in the graph. The $x$-coordinate of each vertex is simply the value of the discrete harmonic function $h$ on that vertex. To obtain the $y$-coordinate of a vertex $v$, we locate the first path in the sequence passing through $v$ and sum the flows of all previous paths.

Figure 5: Left: non-crossing paths for a triangulation of the cross domain; Center: the corresponding curves as computed by the Schwarz-Christoffel Toolbox in Matlab; Right: the superposition of both sets of curves.
4 Convergence of discrete harmonic functions

In this section, we prove Theorem 3 by adapting the arguments in [12] to our setting and then we prove Theorem 4 using Fulkerson duality for modulus (Lemma 27).

We begin by recalling our assumptions:

- The Jordan domain $\Omega$ is an analytic quadrilateral with boundary arcs $A, \tau_1, B, \tau_2$.
- The orthodiagonal map $G = (V^\bullet \sqcup V^\circ, E)$ with boundary arcs $S_1, T_1, S_2, T_2$ has maximal edge length at most $\epsilon$ and approximates $\Omega$ within distance $\delta$. Recall that by Definition 18, we ask that $\overline{\Omega} \subset \hat{G}$.
- The continuous harmonic function $h_c$ is defined by $h_c = \text{Re } \psi$, where $\psi$ is a conformal map of $\Omega$ onto the interior of the rectangle $R = [0,1] \times [0,m]$, taking the arcs $A$ and $B$ to the vertical sides of the rectangle.
- The function $h_d : V^\bullet \to \mathbb{R}$ is discrete harmonic on $\text{int}(V^\bullet)$ with $h_d(z) = 0$ for $z \in S_1 \cap V^\bullet$ and $h_d(z) = 1$ for $z \in S_2 \cap V^\bullet$.
- By scale invariance, we may assume $\text{diam}(\Omega) = 1$.

Set $\lambda := \epsilon \lor \delta$. Then under these assumptions, our goal is to show for all $z \in V^\bullet \cap \overline{\Omega}$

$$|h_d(z) - h_c(z)| \leq \frac{C}{\log^{1/2}(1/\lambda)},$$

where $C$ depends only on the analytic quadrilateral $\Omega$ (i.e. $C$ depends on $\Omega$ and the boundary arcs $A, \tau_1, B, \tau_2$). Note that by assumption $\lambda < \text{diam}(\Omega) = 1$. In our proof, we will show that this equation holds whenever $0 < \lambda < C'$ for some $C' > 0$ which depends only on $\Omega$. However, since $h_d$ and $h_c$ are both bounded between 0 and 1 (by the discrete and continuous maximum principles), we may adjust the constant $C$ in (32) so that it holds for all $\lambda \in (0, 1)$.

Lastly, we note that we will use $C$ to refer to constants that are independent of $\lambda$ but may depend on the analytic quadrilateral $\Omega$. The exact value of these constants may change from line to line. Further, we will use the notation $D_r(z)$ to mean the closed disk of radius $r$ centered at $z$.  

Figure 6: Left: the rectangle tiling associated with a triangulation of the cross domain shown in Figure 4. Right: the images of the non-crossing paths from Figure 5 in coordinates given by the rectangle tiling.
Figure 7: A sketch of the setting encountered in the proof of Theorem 3. Left: An analytic quadrilateral Ω with boundary arcs A, B (orange) and τ₁, τ₂ (black) is approximated by an orthodiagonal map G with boundary arcs S₁, T₁, S₂, T₂. The boundary of the sub-orthodiagonal map G₁ is dashed black and ∂G \ ∂G₁ is dashed gray. Right: G₁ is contained within the extended domain O of Lemma 20.

4.1 Modified toolbox

We will be able to use some of the tools of [12] as they are stated in that paper. However, we need to modify a handful of the results to apply to our setting, and that is the goal of this section. Throughout this section, we will use the terminology of flows as described in Section 2.3.

There is one last piece of terminology that we need to introduce before we begin. Let G = (V•⊔V◦, E) be a finite orthodiagonal map with boundary arcs S₁, T₁, S₂, T₂. We say that G₁ is a sub-orthodiagonal map of G when G₁ is an orthodiagonal map contained in G and the topological boundary ∂G₁ intersects T₁ ∪ T₂. The boundary ∂V₁• are the points from V₁• that are in ∂G₁ \ (T₁ ∪ T₂) and the boundary ∂V₁◦ are the points in V₁◦ ∩ (T₁ ∪ T₂). Note that for G₁ to be a sub-orthodiagonal map, we do not require that ∂G₁ ∩ T_k is connected. When we prove Theorem 3 in Section 4.2 we will work with a sub-orthodiagonal map G₁ satisfying dist(G₁, A ∪ B) ≥ λ₁/4. With this assumption, Lemma 20 implies that for λ small enough ψ can be analytically extended to a domain containing G₁ so that dist( ˆG₁, ∂O) ≥ 5 16 λ₁/4. Since it may help to have a visual, see Figure 7 for a sketch of this setting.

We begin with a modified version of Proposition 5.2 of [12], which tells us that the energy of h_c − h is small, for h_c continuous harmonic and h discrete harmonic with matching boundary values. Note that we will be working with a sub-orthodiagonal map G₁, but for simplified notation, we use the notation V and E for the vertices and edges of G₁.

Proposition 32. Assume that Ω, ψ, h_c = Re ψ, and G are defined as in Theorem 3, assume G₁ = (V•⊔V◦, E) is a sub-orthodiagonal map of G, and assume ψ can be analytically extended to an open set O containing ˆG₁. Let h : V• → ℝ be discrete harmonic on int(V•) and satisfy h = h_c on ∂V•. Set

\[ L = \|\nabla h_c\|_{∞, G₁} \quad \text{and} \quad M = \|H h_c\|_{∞, ˆG₁}. \]
Then
\[
E_1^*(h_c - h) \leq C \left[ M^2 \varepsilon^2 + L^2 (\varepsilon \lor \delta) \right],
\]
where \( C \) depends only on Area(\( G \)) and Length(\( \tau_1 \cup \tau_2 \)) and \( E_1^* \) is the energy in the graph \( G_1^* \).

**Proof.** We begin by following the initial steps in the proof of Proposition 5.2 in [12]. In particular, we wish to define a bijective map \( e \rightarrow e^\dagger \) from \( \tilde{E}^* \) to \( \tilde{E}^\circ \). If an edge \( e = xy \) is oriented from \( x \) to \( y \), we define \( e^- = x \) and \( e^+ = y \). For \( e \in \tilde{E}^* \), let \( Q = [v_1, w_1, v_2, w_2] \) be the inner face of \( G_1 \) containing \( e \). We set \( e^\dagger = e_\tilde{Q}^\circ \), and we choose its orientation based on the orientation of \( e \): if \( e^- = v_1 \), then choose the orientation with \((e^\dagger)^- = w_1\), and in the other case choose the opposite orientation.

We wish to define a flow \( \theta \) on \( G_1^* \) using the harmonic conjugate \( \tilde{h}_c \) of \( h_c \) (i.e. \( \tilde{h}_c = \text{Im} \psi \)). However, we must take a little more care near the boundary arcs \( \tau_k \). To this end, let \( U_k \) be the component of \( \hat{G}_1 \setminus \Omega \) that intersects \( \tau_k \), for \( k = 1, 2 \), see Figure [7]. Next, we define a projection \( p : \tilde{V}^\circ \rightarrow \tilde{\Omega} \) as follows: for \( w \in \tilde{V}^\circ \cap \tilde{\Omega} \), set \( p(w) = w \); for \( w \in \tilde{U}_k \cap \tilde{V}^\circ \), set \( p(w) \) to be a point in \( \tau_k \) that is closest to \( w \). For \( e \in \tilde{E}^* \), define
\[
\theta(e) = \tilde{h}_c(p((e^\dagger)^+)) - \tilde{h}_c(p((e^\dagger)^-)).
\]
Note that if \( e^\dagger \) is not incident to a vertex in \( U_1 \cup U_2 \), then our definition gives
\[
\theta(e) = \tilde{h}_c((e^\dagger)^+) - \tilde{h}_c((e^\dagger)^-)
\]
matching the definition in [12].

Now we want to show that \( \theta \) satisfies the node law on \( \text{int}(V^*) \). Let \( v \in \text{int}(V^*) \). Suppose first \( v \) is contained within an interior face \( f_v \) of the dual graph \( G_2^* \), i.e. there is a cycle of dual edges surrounding \( v \). Let \( w_1, w_2, \ldots, w_k \) be the vertices incident to \( f_v \) in counterclockwise order. Then (taking indices \( \text{mod} \ k \))
\[
\sum_{e \in \tilde{E}^* : e^- = v} \theta(e) = \sum_{j=1}^{k} [ \tilde{h}_c(p(w_{j+1})) - \tilde{h}_c(p(w_j))] = 0.
\]
If \( v \) is not in an interior face \( f \), then the edges \( e^\dagger \) such that \( e \in \tilde{E}^* \) with \( e^- = v \) form a path with both endpoints in \( \partial \tilde{V}^\circ \) (and in fact both endpoints will be in the same boundary arc \( \tau_1 \) or \( \tau_2 \), see Figure [7]). Let \( w_1, w_2, \ldots, w_k \) be the vertices of this path, indexed so that connecting \( w_k \) to \( w_1 \) in the outer face of \( G_1^* \) would give a counterclockwise cycle. Then
\[
\sum_{e \in \tilde{E}^* : e^- = v} \theta(e) = \sum_{j=1}^{k-1} [ \tilde{h}_c(p(w_{j+1})) - \tilde{h}_c(p(w_j))] = \tilde{h}_c(p(w_k)) - \tilde{h}_c(p(w_1)) = 0,
\]
where we used that \( \tilde{h}_c = \text{Im} \psi \) is constant on \( \tau_k \).

Since \( \theta \) is a flow on \( \text{int}(V^*) \) and \( h \) is discrete harmonic with \( h_c = h \) on \( \partial V^* \), we may apply Proposition 4.9 in [12] with \( f = h_c \) to obtain that
\[
E_1^*(h_c - h) \leq E_1^*(h_c - h) + E_1^*(\theta - \sigma dh) = E_1^*(\phi - \theta),
\]
where we define
\[
\phi(e) := \sigma(e)[h_c(e^+) - h_c(e^-)].
\]
Hence, it suffices to bound \( E_1^*(\phi - \theta) \). The contribution to \( E_1^*(\phi - \theta) \) from a face \( Q = [v_1, w_1, v_2, w_2] \) is
\[
\left[ \frac{|v_1 v_2|}{|w_1 w_2|} \right] \left( \frac{|w_1 w_2|}{|v_1 v_2|} [h_c(v_2) - h_c(v_1)] - [\tilde{h}_c(p(w_2)) - \tilde{h}_c(p(w_1))] \right)^2
\]
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\[ \frac{h_c(v_2) - h_c(v_1) - \langle \nabla h_c(q), v \rangle |v_1v_2|}{|v_1v_2|} - \frac{\tilde{h}_c(w_2) - \tilde{h}_c(w_1) - \langle \nabla \tilde{h}_c(q), w \rangle |w_1w_2|}{|w_1w_2|}, \]  

(34)

Therefore if \( w_1, w_2 \) are not in \( U_1 \cup U_2 \), the contribution to \( E^*(\phi - \theta) \) is at most

\[ |v_1v_2| \cdot |w_1w_2| \cdot (4M\epsilon)^2 = 32 \text{Area}(Q)M^2\epsilon^2. \]

Here, however, we need to deal with some extra cases. Assume that at least one of \( w_1 \) and \( w_2 \) are in \( U_1 \cup U_2 \). We will bound the terms in the parentheses of (33) directly. Note first that

\[ \left| \frac{h_c(v_2) - h_c(v_1)}{|v_1v_2|} \right| \leq L. \]

If \( w_1 \) and \( w_2 \) are both in \( U_k \), then \( \tilde{h}_c(p(w_2)) - \tilde{h}_c(p(w_1)) = 0 \). If \( w_1 \) is in \( U_k \), but \( w_2 \) is not, then the line segment connecting \( w_1 \) to \( w_2 \) must cross \( \tau_k \) and \( |p(w_1) - w_1| \leq |w_1 - w_2| \), by the definition of \( p \). (And a similar statement is true if \( w_2 \) is in \( U_{k+1} \), taking the indices mod 2). Then

\[ |p(w_1) - p(w_2)| = |p(w_1) - w_1| + |w_1 - w_2| + |w_2 - p(w_2)| \leq 3|w_1 - w_2|, \]

which implies that

\[ \left| \frac{\tilde{h}_c(p(w_2)) - \tilde{h}_c(p(w_1))}{|w_1w_2|} \right| \leq L \frac{|p(w_2) - p(w_1)|}{|w_2 - w_1|} \leq 3L. \]

Thus if \( Q \) is incident to a vertex in \( U_1 \cup U_2 \), then the contribution to \( E^*(\phi - \theta) \) is at most

\[ |v_1v_2| \cdot |w_1w_2| \cdot (4L)^2 \leq 32 \text{Area}(Q)L^2. \]

The faces \( Q \) that are incident to a vertex in \( U_1 \cup U_2 \) must be in a band containing \( \tau_k \) for either \( k = 1 \) or \( k = 2 \), and the area of these bands is bounded by \( 8 \text{Length}(\tau_1 \cup \tau_2)(\epsilon \lor \delta) \). Thus summing over all inner faces \( Q \) of \( G_1 \) gives

\[ E^*(\phi - \theta) \leq 32 \text{Area}(G)M^2\epsilon^2 + 256 \text{Length}(\tau_1 \cup \tau_2)L^2(\epsilon \lor \delta). \]
Proposition 33. Assume that $\Omega, \psi$ and $G$ are defined as in the setting of Theorem 3 and let $\lambda = \epsilon \vee \delta$. Let $G_1 = (V^* \sqcup V^o, E)$ be a sub-orthodiagonal map of $G$ with $\text{dist}(G_1, A \cup B) \geq \lambda^{1/4}$. Fix $z_0 \in \text{int}(V^*)$, and let $r \geq 4\lambda$. Assume that $D_r(z_0) \cap \partial V^* = \emptyset$. Then there is a unit flow $\theta$ in $G_1^*$ from $V^* \cap D_r(z_0)$ to $\partial V^*$ so that

$$E_1^*(\theta) \leq C \log \left( \frac{\text{diam}(\Omega)}{\lambda} \right),$$

for $\lambda \leq \lambda_0$, where $C$ and $\lambda_0$ depend only on the analytic quadrilateral $\Omega$.

To prove this proposition, we would like to define the flow over an edge to be the change in argument over the path(s) of $\gamma$ the domain of $\psi$. Change in argument over the cycle of dual edges, which will be zero, as long as the cycle does not contain the origin. However, if $v$ is on $T_1$ or $T_2$, then instead of a cycle, we will obtain a path, and the beginning and ending argument may not be equal. To compensate for this, we will first transform the region conformally.

Proof. Recall that $\psi$ is a conformal map of $\Omega$ onto the rectangle $R = [0, 1] \times [0, m]$ taking the arcs $\tau_1$ and $\tau_2$ to the horizontal sides of $R$. Further by Lemma 20 we may take $\lambda$ small enough so that $\psi$ can be analytically extended to an open set $O$ containing $G_1$ with $\text{dist} (G_1, \partial O) \geq \frac{\lambda^{1/4}}{16} \geq 4\lambda$.

If $z_0 \notin \overline{\Omega}$, then there is a point $u_0 \in \overline{\Omega}$ with $|u_0 - z_0| < \delta$. Further by adjusting $u_0$ slightly, we may assume that $u_0$ is not on any of the dual edges. Then $u_0$ lies in one of the dual faces, and subsequently, there is $v_0 \in V^*$ in the same face with $|u_0 - v_0| < \epsilon$. If $z_0 \in \overline{\Omega}$, we take $u_0 = v_0 = z_0$.

Consider two triangles in $R$: one with vertices $\psi(u_0), 0, im$ and the other with vertices $\psi(u_0), 1, 1 + im$. Shift both of these triangles by $-\psi(u_0)$, so they both have a corner at 0, and let $P$ be the union of the regions bounded by these shifted triangles. Let $\kappa$ be the sum of the angles at 0 in these shifted triangles, and note that $\kappa$ is bounded below independent of $z_0$ by a constant depending only on $\Omega$. (In fact, one can show that $\kappa \geq \tan^{-1}(m)$.) Let $F(z) = \psi(z) - \psi(u_0)$. We will define a flow $\phi$ on $\overline{E^*}$ from $v_0$ to $\partial V^*$ as follows. (Recall that $\overline{E^*}$ is the set of directed edges, which contains both possible orientations for all the edges of $E^*$.)

Given a face $Q = [v_1, w_1, v_2, w_2]$, let $e$ be the orientation of $e_Q^*$ with $e^- = v_1$. If $F(e_Q^*) \subset \overline{P}$, set

$$\phi(e) = \text{arg}(F(w_2)) - \text{arg}(F(w_1)) \quad \text{and} \quad \phi(-e) = \text{arg}(F(w_1)) - \text{arg}(F(w_2)),$$

where we use a branch of the argument that is well-defined on $P$. If $F(e_Q^*)$ does not intersect $P$, then we define $\phi(e) = 0 = \phi(-e)$. If $F(e_Q^*)$ intersects $P$ and $\mathbb{C} \setminus \overline{P}$, we define $\phi(e)$ to be the change of argument along $F(e_Q^*) \cap \overline{P}$, respecting the orientation above.

Let $v \in \text{int}(V^*)$. Consider the set $N$ of edges $e \in \overline{E^*}$ with $e^- = v$. The edges dual to the edges in $N$ either form a cycle around $v$ (in the case $v$ is in the topological interior of $G_1$) or a path starting and ending on a boundary arc $T_k$. In the latter case, we can form a cycle by connecting the endpoints of the path with an arc that is in the complement of $G_1$ but still in the domain of $\psi$. Now in both cases, the image of the cycle under $F$ forms a cycle in $\mathbb{C}$, which we will call $\gamma_v$. When $v = z_0$, then $\gamma_v$ winds once around the origin, and in all other cases, the winding number of $\gamma_v$ around the origin is zero. Since $\sum_{e \in \overline{E^*}}: e^- = v \phi(e)$ gives the sum of the change in argument over the path(s) of $\gamma_v \cap \overline{P}$, this is equal to $\kappa$ when $v = v_0$ and it is equal to 0 otherwise. Thus $\phi$ is a flow of strength $\kappa$ from $v_0$ to $\partial V^*$. Define

$$\theta(e) = \begin{cases} 0 & \text{if } e^+ \text{ and } e^- \in D_r(z_0) \setminus F(e_Q^*) \\ \frac{1}{\kappa} \phi(e) & \text{else} \end{cases}.$$
Since \( v_0 \in D_r(z_0) \), then \( \theta \) is a unit flow from from \( V^* \cap D_r(z_0) \) to \( \partial V^* \).

It remains to bound the energy of \( \theta \). Let \( Q = [v_1, w_1, v_2, w_2] \) be a face of \( G_1 \) so that \( v_1, v_2 \) are not both in \( D_r(z_0) \). We first consider the case that \( F(e_Q^\circ) \) is contained in \( \overline{P} \). Then the contribution of \( e_Q^\circ \) to \( \mathcal{E}_1^*(\theta) \) is

\[
\frac{|v_1v_2|}{|w_1w_2|} |\theta(e_Q^\circ)|^2 = \frac{1}{\kappa^2} \frac{|v_1v_2|}{|w_1w_2|} \left| w_1w_2 \right| \left( \frac{\arg(F(w_2)) - \arg(F(w_1))}{|w_1w_2|} \right)^2.
\]

Note that \( |v_1v_2| \cdot |w_1w_2| = 2 \text{area}(Q) \). Since \( Q \) has diameter at most \( 2\epsilon \), then \( Q \) is contained in a disc \( D_t(q) \) with \( t = 2\epsilon \). Now \( \text{dist}(D_t(q), u_0) \geq \text{dist}(D_t(q), z_0) - |z_0 - u_0| \geq 2\lambda - \lambda = \lambda \). Further since \( \text{dist}(\hat{G}_1, \partial \Omega) \geq 4\lambda \), then \( \text{dist}(D_t(q), \partial \Omega) \geq 2\lambda \). Hence \( Q \) is contained in a disk \( D_t(q) \) with the property that \( D_{1.5t}(q) \subset \Omega \setminus \{u_0\} \). Hence, by the Koebe distortion theorem [11] Theorem I.4.5 and Equation I.(4.18)], the derivative of \( \log \circ F \) in \( Q \) is comparable (with absolute constants) to any one of its values in \( Q \). Thus

\[
\frac{|v_1v_2|}{|w_1w_2|} |\theta(e_Q^\circ)|^2 \leq \frac{2}{\kappa^2} \text{area}(Q) \max_{z \in e_Q^\circ} \left| \frac{d}{dz} \log \circ F(z) \right|^2 \\
\leq C_0 \int_Q \left| F(z) \right|^2 |F'(z)|^2 dA \\
= C_0 \int_{F(Q)} \frac{1}{|z|^2} dA
\]

for a constant \( C_0 \) depending only on \( \Omega \).

If \( F(e_Q^\circ) \) intersects \( \overline{P} \) but is not fully contained in it, the above estimate still holds, since there are points \( w'_1, w'_2 \) on the edge \( e_Q^\circ \) so that the contribution of \( e_Q^\circ \) to \( \mathcal{E}_1^*(\theta) \) is

\[
\frac{2}{\kappa^2} \text{area}(Q) \left( \frac{\arg(F(w'_2)) - \arg(F(w'_1))}{|w'_1w'_2|} \right)^2 \leq \frac{2}{\kappa^2} \text{area}(Q) \left( \frac{\arg(F(w'_2)) - \arg(F(w'_1))}{|w'_2 - w'_1|} \right)^2.
\]

For \( |z - u_0| = \lambda \), we have

\[
|F(z)| \geq \frac{\lambda}{4} |F'(z_0)| = \frac{\lambda}{4} |\psi'(z_0)| \geq \frac{\lambda}{16} \frac{\text{dist}(\psi(z_0), \partial \psi(\Omega))}{\text{diam}(\Omega)} \geq \frac{\lambda}{64} \frac{\text{dist}(\psi(z_0), \partial \psi(\Omega))}{\text{diam}(\Omega)}.
\]

The first inequality follows from the Koebe One-Quarter Theorem [11] Theorem I.4.1, Equation I.(4.9)]. The next inequality is another application of the Koebe One-Quarter Theorem [11] Corollary I.4.4]. And the last inequality follows because without loss of generality we can assume that \( \text{diam}(\Omega) \leq 4 \text{diam}(\Omega) \), since every point in \( \hat{G}_1 \) is within distance \( \delta \) of \( \Omega \) by assumption. Let \( w_0 \in \partial \Omega \) so that \( \text{dist}(\psi(z_0), \partial \psi(\Omega)) = |\psi(z_0) - \psi(w_0)| \). Then by Lemma 20 there is \( b > 0 \) so that

\[
\text{dist}(\psi(z_0), \partial \psi(\Omega)) = |\psi(z_0) - \psi(w_0)| \geq C_1 |z_0 - w_0|^b \geq C_1 (\text{dist}(z_0, \partial \Omega))^b \geq C_1 \lambda^b
\]

where \( C_1 \) is a constant that depends only on the domain \( \Omega \). Therefore we have that for \( |z - u_0| = \lambda \), then \( |F(z)| \geq \frac{C_1 \lambda^{1+b}}{64 \text{diam}(\Omega)} =: d_1 \). This implies \( F(Q) \) does not intersect a disc of radius \( d_1 \) centered at 0. On the other hand, from Lemma 20

\[
|F(z)| \leq C \left( \text{diam}(\hat{G}_1) \right)^a \leq C (\text{diam}(\Omega))^a =: d_2 \quad \text{for} \quad z \in \hat{G}_1,
\]

41
where the constants \( C \) and \( \lambda \) depend only on \( \Omega \). Putting this all together, we find that

\[
E^*_1(\theta) \leq C_0 \sum_{Q, \text{dist}(Q, u_0) \geq \lambda} \frac{1}{F(Q)} \left| \frac{1}{z} \right|^2 dA
\]

\[
\leq C_0 \int_0^{2\pi} \int_{d_1}^{d_2} \frac{1}{s^2} s ds dt
\]

\[
\leq C \log \left( \frac{\text{diam}(\Omega)}{\lambda} \right),
\]

for \( \lambda \leq \lambda_0 \), where \( C \) and \( \lambda_0 \) only depend on \( \Omega \).

We need modified versions of the three results in [12, Section 7]. The logical relationship between these results is the following:

Lemma 7.3 \( \implies \) Lemma 7.2 \( \implies \) Proposition 7.1.

Since these results make use of the fact that the boundary value problem, in their case, is defined on the whole topological boundary, we will need to modify them. This will have a ripple effect, causing us to update all three results, although the proofs connecting the results will follow the logic of [12].

We begin with stating the modification of [12, Proposition 7.1]:

**Proposition 34.** Let \( G \) be a finite orthodiagonal map with boundary arcs \( S_1, T_1, S_2, T_2 \) with maximal edge length at most \( \epsilon \), and let \( G = (V^* \cup V^0, E) \) either be equal to \( G \) or be a sub-orthodiagonal map of \( G \). Let \( x, y \in V^* \). Assume we can choose \( r, R \) so that \( r \geq \frac{1}{2} |x - y| \), \( R \geq 2r + 3\epsilon \), and that there is a path from \( x \) to \( y \) in \( G^* \cap D_r(z) \), where \( z = \frac{1}{2} (x + y) \). Further, assume that between any two vertices in \( \partial V^* \), there is a path \( \gamma \) in \( \partial G^* \) so that \( \gamma \cap D_r(z) \) only contains vertices in \( \partial V^* \).

Let \( h : V^* \to \mathbb{R} \) be discrete harmonic on \( \text{int}(V^*) \). Set

\[
\kappa = \max_{v, v' \in \partial V^* \cap \partial D_r(z)} |h(v) - h(v')|,
\]

with \( \kappa = 0 \), if \( \partial V^* \cap \partial D_r(z) = \emptyset \). Then there exists a universal constant \( C < \infty \) such that

\[
|h(x) - h(y)| \leq \frac{C E^*_1(h)^{1/2}}{\log^{1/2}(R/(r + \epsilon))} + \kappa.
\]

The proof of this result is the same as the proof of Proposition 7.1 in [12], simply substituting Lemma 35 in the place of [12, Lemma 7.2]. However, for the convenience of the reader, we include a proof below, after establishing Lemma 35. The rough idea is that for a lower bound on the energy, we must be able to find a thick family of paths connecting the red dashed line to the blue dashed line in Figure 8 and this is what Lemma 35 does. For this, we introduce one more definition from [12]. For \( \rho > 0 \), a \( \rho \)-edge of \( G^* \) is an edge \( e \in E^* \) whose dual edge \( e^0 \in E^0 \) connects two vertices \( w, w' \in V^0 \) with \( |w| < \rho \leq |w'| \).

**Lemma 35.** Under the assumptions of Proposition 34, suppose that the origin is located at \( \frac{1}{2} (x + y) \) and that \( h(x) < h(y) \). Define

\[
X = \{ v \in V^* : h(v) \leq h(x) \}
\]

\[
Y = \{ v \in V^* : h(v) \geq h(y) \}
\]

and set \( Y' = Y \cup (\partial V^* \cap \partial D_R(0)) \). Assume that \( X \cap Y' = \emptyset \). Then for every \( \rho \in (r + \epsilon, R - \epsilon) \), there is a path in \( G^* \) from \( X \) to \( Y' \) consisting entirely of \( \rho \)-edges.
Figure 8: A sketch of the setting for Lemma 36: the topological boundary of $H$ subdivided into sets $S$ and $T$ (solid black), the path $\gamma_x$ from $x$ to $S$ with vertices in $X$ (dashed red), the path $\gamma_y$ from $y$ to $S$ with vertices in $Y$ (dashed blue), and the path $\gamma_{xy}$ from $x$ to $y$ in $D_r$ (dashed black). The cycle $J$ from the proof of Lemma 36 consists of $\gamma_x, \gamma_{xy}, \gamma_y$ and the arc from $\partial H$ traced counterclockwise from $\gamma_y$ to $\gamma_x$.

This lemma will follow from the following result about plane graphs. The proof of Lemma 35 from Lemma 36 follows the same logic that was used in [12] to prove Lemma 7.2 from Lemma 7.3, but for the convenience of the reader, we include a proof after establishing Lemma 36. This lemma guarantees that when the mesh-size is small enough one can follow the circular arcs in an annulus around $x$ and $y$ to get paths in the graph. The setting is illustrated in Figure 8.

**Lemma 36.** Let $H$ be a finite connected plane graph with planar dual graph $H^\dagger$. Let $W, W^\dagger$ be the vertex sets of $H, H^\dagger$. For each $w \in W^\dagger$, let $f(w)$ denote the face of $H$ that contains $w$. Fix $\epsilon > 0$ and assume that each inner face $f(w)$ is contained in the interior of $D_r(w)$. Fix $0 < r < R$ with $r+\epsilon < R-\epsilon$. Let $\zeta \in W^\dagger$ be the dual vertex contained in the outer face of $H$, and assume that $\zeta \notin \partial H$.

Assume that $\partial H$, the topological boundary of the outer face of $H$, is a cycle whose vertices are partitioned into two disjoint, nonempty sets $S$ and $T$, as in Figure 8. Let $x, y \in W$ satisfy $|x|, |y| \leq r$. Let $X, Y$ be disjoint subsets of $W$ such that there is a path $\gamma_x$ in $H$ from $x$ to $S$ whose vertices are all in $X$, and there is a path $\gamma_y$ in $H$ from $y$ to $S$ whose vertices are all in $Y$. Assume there is a path in $H$ from $x$ to $y$ that is contained in $D_r = D_r(0)$. Further assume that there is a path $\gamma_\partial$ in $\partial H$ from $\gamma_x \cap S$ to $\gamma_y \cap S$ so that $\partial H$ only contains vertices in $S$.

Set $Y' = Y \cup [D_R \cap S]$. If $X \cap Y' = \emptyset$, then for each $\rho \in (r+\epsilon, R-\epsilon)$, there is a path in $H$ from $X$ to $Y'$ consisting entirely of $\rho$-edges that are not in $\partial H$.

**Proof.** We begin by following the proof of Lemma 7.3 in [12] to obtain a cycle $K$ in $H$ such that all of its edges are $\rho$-edges. For convenience, we briefly repeat that argument here. Let $u \in W^\dagger$ be a dual vertex contained in an inner face of $H$ with $x$ incident to this face. Then $u \neq \zeta$ and $|u| \leq r+\epsilon < \rho$. Let $\sigma_u$ be the set of vertices $w \in W^\dagger$ so that there is a path from $u$ to $w$ in $H^\dagger$ with all vertices of this path in the open disk of radius $\rho$ centered at $0$. Let $H[\sigma_u]$ be the subgraph of $H$ whose vertices and edges make up the boundaries of the faces containing
$w$ for each $w \in \sigma_\rho$. The graph $H[\sigma_\rho]$ is connected and contained in $D_R$. Let $f_\rho^{out}$ be the outer face of $H[\sigma_\rho]$, which contains the complement of $D_R$. Let $K$ be the boundary of $f_\rho^{out}$, which is a connected subgraph. One can check that all of the edges in $K$ are $\rho$-edges. Further, we note that the edges in $K$ are either in $\partial H$, or within distance $\epsilon$ of $C_\rho$, the circle of radius $\rho$ centered at 0. The former situation can happen when $C_\rho$ extends into the outer face of $H$. However, when an arc of $C_\rho$ is contained entirely within the interior of $H$, then there will be edges of $K$ within distance $\epsilon$ of this arc.

Recall that $\gamma_x$ is a path in $H$ from $x$ to $S$ whose vertices are all in $X$, $\gamma_y$ is a path in $H$ from $y$ to $S$ whose vertices are all in $Y$, and $\gamma_\partial$ is a path in $\partial H$ from $\gamma_x$ to $\gamma_y$ with $\gamma_\partial \cap D_R \subset S$. Let $\gamma_{xy}$ denote the path in $H$ from $x$ to $y$ that is contained in $D_\rho$. Since $\gamma_x \subset X$ is disjoint from $S \cap D_R \subset \gamma_y$, we must have that $\gamma_x$ connects $x$ to a point in $\partial H$ that is outside $D_R$. Hence $\gamma_x$ must cross the annulus $D_R \setminus D_r$. Further $\gamma_x$ and $\gamma_y \cup (S \cap D_R)$ must be disjoint within $D_R$, since the vertices of the former are in $X$ and the vertices of the latter are in $Y'$. Hence we can find a cycle $J$ composed of three disjoint arcs: (1) an arc contained in $\gamma_{xy}$ within $D_r$, (2) an arc contained in $\gamma_\partial$ that crosses $D_R \setminus D_r$, and (3) an arc contained in $\gamma_y \cup \gamma_\partial$ that crosses $D_R \setminus D_r$ and whose intersection with $D_R$ is contained in $\gamma_y \cup S$.

Now the interior of $J$ is contained in the interior of $H$ by construction. Further it contains an arc of $C_\rho$. Hence there must be a path contained in $K$ that crosses the interior of $J$ from a vertex in $\gamma_x$ to a vertex in $\gamma_y \cup S$. This path could potentially contain some edges in $\partial H$, but the only way for this to happen is for the path to contain edges from $\gamma_x$ or $\gamma_y \cup S$. Hence, we can shorten the path by starting at the last vertex it encounters in $\gamma_x$ and ending at the first vertex it encounters in $\gamma_y \cup S$. Then all the edges in the path are strictly within the interior of $J$ and hence in the interior of $H$. This gives us the desired path.

**Proof of Lemma 35.** Assume the hypotheses of Proposition 34 and Lemma 35. In order to apply Lemma 36, we need to modify $G_1^*$ and $G_1^\dagger$ to create graphs $H$ and $H^\dagger$ that are planar duals. Define $W = V^\bullet$ and $W^\dagger = V^\circ \cup \{\zeta\}$, where $\zeta$ is a new vertex in the outer face of $G_1$ with $|\zeta| > R$ and with distance at least $10\epsilon$ to the topological boundary of $G$. As you traverse the topological boundary of $G_1$ clockwise, let $v_1, w_1, v_2, w_2, \ldots, v_n, w_n, v_1$ denote the vertices in order, with $v_k \in V^\bullet$ and $w_k \in V^\circ$. For $k = 1, \ldots, n$, let $e_k^\bullet$ be a new edge in the outer face of $G_1$ between $v_k$ and $v_{k+1}$, taking indices mod $n$. By drawing these edges appropriately, we may assume that $e_k^\bullet \subset D_\epsilon(w_k)$. For $k = 1, \ldots, n$, let $e_k^\circ$ be a new edge in the outer face of $G_1$ between $w_k$ and $\zeta$ that intersects $e_k^\bullet$ exactly once. Then define $H$ to have vertex set $W$ and edge set $E^\bullet \cup \{e_1^\circ, \ldots, e_n^\circ\}$, and similarly define $H^\dagger$ to have vertex set $W^\dagger$ and edge set $E^\circ \cup \{e_1^\bullet, \ldots, e_n^\bullet\}$. Note that $H$ and $H^\dagger$ are planar duals by construction. Further, for each $w \in W^{\dagger} \setminus \{\zeta\}$, the inner face $f(w)$ is contained in the interior of $D_\epsilon(w)$ and $\zeta \notin D_R$.

The topological boundary of $H$ consists of the cycle with vertices $v_1, v_2, \ldots, v_n$. These are precisely the vertices from $V^\bullet$ that are in the topological boundary of $G_1$. Let $S = \partial V^\bullet$, and let $T$ be the remaining vertices in $\partial G_1$, i.e. the vertices from $\partial G_1 \cap (T_1 \cup T_2)$. With this definition, note that the definitions of $Y'$ in Lemma 35 and Lemma 36 are in agreement. To finish establishing the hypotheses of Lemma 36, we must show the existence of the paths $\gamma_x, \gamma_y$, and $\gamma_\partial$.

Let $X_0$ be the connected component of $X$ in $H$ that contains $x$. For the sake of contradiction, assume that $X_0$ does not contain any vertices from $S$. This means that $h$ is discrete harmonic on $X_0$. Further, since $H$ is connected, the set

$$X_{adj} = \{v \in W : v \notin X_0 \text{ but } v \text{ is adjacent to a vertex in } X_0\}$$

is nonempty. Thus by the discrete maximum principle, there is a vertex $v \in X_{adj}$ with $h(v) \leq h(x)$. But this means $v \in X_0$, which gives a contradiction. Therefore, $X_0$ contains
a vertex from $\mathcal{S}$, which means that there is a path in $H$ from $x$ to $\mathcal{S}$ whose vertices are all in $X$. The same argument gives that there is a path in $H$ from $y$ to $\mathcal{S}$ whose vertices are all in $Y$. The path $\gamma_0$ exists by the assumption in Proposition 34 that between any two vertices in $\partial V^\bullet$, there is a path $\gamma$ in $\partial G_1^\bullet$ so that $\gamma \cap D_R(z)$ only contains vertices in $\partial V^\bullet$.

Fix $\rho \in (r + \epsilon, R - \epsilon)$. Since we have established all the conditions of Lemma 36 it follows that there is a path in $H$ from $X$ to $Y'$ consisting entirely of $\rho$-edges that are not in $\partial H$. Note that this path is also contained in $G_1^\bullet$, since $\partial H$ contains all the extra edges in $H$ that are not in $G_1^\bullet$. Further, one can check that the definition of $\rho$-edge in $H$ and $\rho$-edge in $G_1^\bullet$ are in agreement for the edges in this path.

**Proof of Proposition 34.** Assume the hypotheses of Proposition 34. We may further assume that the origin is located at $\frac{1}{2}(x + y)$ and that $h(x) < h(y)$. Define $X, Y$ and $Y'$ as in the statement of Lemma 35 and let $X' = X \cup [\partial V^\bullet \cap D_R(0)]$. If $X \cap Y' = \emptyset$, then by Lemma 35 and Proposition 6.2 in [12], there is a unit flow $\theta$ in $G_1^\bullet$ from $X$ to $Y'$ with

$$E_1(\theta) \leq \frac{C}{\log \left(\frac{(R-\epsilon)/(r+\epsilon)}{r+\epsilon}\right)},$$

where $C$ is a universal constant. Therefore if $X \cap Y' = \emptyset$,

$$E_1(\theta) \leq \frac{C}{\log \left(\frac{R}{r+\epsilon}\right)}.$$  \hspace{1cm} (35)

Similarly, if $X' \cap Y = \emptyset$, then there is a unit flow $\phi$ in $G_1^\bullet$ from $X'$ to $Y$ with

$$E_1(\phi) \leq \frac{C}{\log \left(\frac{R}{r+\epsilon}\right)}.$$ \hspace{1cm} (36)

To complete the proof, we will consider three cases. First assume that $Y = Y'$, which means that $\partial V^\bullet \cap D_R(0)$ is empty or is contained in $Y$. In this case, $X \cap Y' = \emptyset$, and so (35) holds. Then Proposition 4.11 in [12] shows that

$$h(y) - h(x) = \text{gap}_{X,Y'}(h) \leq E_1(\theta)^{1/2}E_1(h)^{1/2} \leq \frac{C E_1^\bullet(h)^{1/2}}{\log^{1/2} \left(\frac{R}{r+\epsilon}\right)},$$

where

$$\text{gap}_{X,Y'}(h) := \min_{v \in Y} h(v) - \max_{w \in X} h(w).$$

Next assume $X = X'$. In this case, we can repeat the above argument using $\phi$ and (36) instead of $\theta$ and (35).

Lastly assume that $\partial V^\bullet \cap D_R(0)$ is nonempty and is not a subset of $X$ or $Y$. Let $m_1$ and $m_2$ be the minimum and the maximum of $h(v)$ over $v \in \partial V^\bullet \cap D_R(0)$. Then $\kappa = m_2 - m_1$, and our assumption gives that $m_1 < h(y)$ and $m_2 > h(x)$. This implies that

$$\text{gap}_{X,Y'}(h) = m_1 - h(x) \quad \text{and} \quad \text{gap}_{X',Y}(h) = h(y) - m_2.$$

Then

$$h(y) - h(x) - \kappa = \text{gap}_{X,Y'}(h) + \text{gap}_{X',Y}(h),$$

and to finish the proof, it remains to find an upper bound for these two gap terms. Note that $X \cap Y' = \emptyset$ precisely when $\text{gap}_{X,Y'}(h) > 0$. Hence, we can either bound $\text{gap}_{X,Y'}(h)$ above by 0, or we can use Proposition 4.11 in [12] and (35) to show

$$\text{gap}_{X,Y'}(h) \leq E_1(\theta)^{1/2}E_1(h)^{1/2} \leq \frac{C E_1^\bullet(h)^{1/2}}{\log^{1/2} \left(\frac{R}{r+\epsilon}\right)}.$$
Proposition 38. Assume we are in the setting of Theorem 3, and let more than we need to prove Theorem 3, but we will use this extra information elsewhere.

This section is devoted to the proof of Theorem 3, where we must show that (32) holds for $4.2$ Proof of Theorem 3

Since $\Omega$ is a linearly connected domain (with constant $K$), there is a path $\gamma_{zu}$ in $\overline{\Omega} \subset \hat{G}$ from $z$ to $u$ so that

$$\text{diam}(\gamma_{zu}) \leq K|z-u| \leq 2K\lambda^{1/4}.$$ 

Therefore $\gamma_{zw} = \gamma_{zu} \cup \gamma_{uw} \cup \gamma_{uw}$ is a path from $z$ to $w$ in $\hat{G}$ with

$$\text{diam}(\gamma_{zw}) \leq 2K\lambda^{1/4} + \delta + \epsilon \leq (2K + 2)\lambda^{1/4}.$$ 

Now by Lemma 37 the path $\gamma_{zw}$ can be converted into a path $\gamma$ in $G^*$ so that

$$\text{diam}(\gamma) \leq \text{diam}(\gamma_{zu}) + 2\epsilon \leq (2K + 4)\lambda^{1/4}.$$ 

Lastly, we need the following result that allows us to convert a path in $\hat{G}$ to a nearby path in $G^*$. This result follows exactly the proof of Lemma 3.2 in [12], and so we omit the proof.

Lemma 37. Let $G$ be a finite orthodiagonal map with edge lengths bounded by $\epsilon$, let $z, w \in V^*$, and let $\gamma_{zw}$ be a curve from $z$ to $w$ in $\hat{G}$. Then there is a path $\gamma$ between $z$ and $w$ in $G^*$ so that $\text{diam}(\gamma) \leq \text{diam}(\gamma_{zw}) + 2\epsilon$.

4.2 Proof of Theorem 3

This section is devoted to the proof of Theorem 3 where we must show that (32) holds for $\lambda < C'$ for some $C' > 0$ which depends only on $\Omega$. We split this into two cases, depending on the distance to the boundary arcs $A$ and $B$. Note that each of the two propositions contains slightly more than we need to prove Theorem 3, but we will use this extra information elsewhere.

Proposition 38. Assume we are in the setting of Theorem 3, and let $z \in V^* \cap \overline{\Omega}$ such that $\text{dist}(z, A \cup B) \leq 2\lambda^{1/4}$. For $\lambda$ small enough (depending only on $\Omega$), $|h_d(z) - h_c(z)| \leq \frac{C}{\log^{1/2}(1/\lambda)}$, and further there exists $w \in \partial V^*$ so that $|h_d(z) - h_d(w)| \leq \frac{C}{\log^{1/2}(1/\lambda)}$.

Proposition 39. Assume we are in the setting of Theorem 3, and let $z_0 \in V^*$ such that $\text{dist}(z_0, A \cup B) > 2\lambda^{1/4}$. Then for $\lambda$ small enough (depending only on $\Omega$), $h_c$ has a harmonic extension to a region containing $z_0$, and $|h_d(z_0) - h_c(z_0)| \leq \frac{C}{\log^{1/2}(1/\lambda)}$.

Proof of Proposition 38. Let $z \in V^* \cap \overline{\Omega}$ such that $\text{dist}(z, A \cup B) \leq 2\lambda^{1/4}$. Choose $u \in A \cup B$ such that $|z - u| \leq 2\lambda^{1/4}$. Then there is $v \in S_1 \cup S_2$ such that there is a path $\gamma_{uv}$ from $u$ to $v$ in $\hat{G}$ with length at most $\delta$. Further by following the edge containing $v$ to its endpoint in $V^*$, there is $w \in \partial V^*$ such that $|v - w| \leq \epsilon$ (and let $\gamma_{vw}$ be the path from $v$ to $w$ along the edge).

Then $|z - w| \leq 2\lambda^{1/4} + \delta + \epsilon \leq 4\lambda^{1/4}$.

Since $h_d(w) = h_c(u)$, we have

$$|h_d(z) - h_c(z)| \leq |h_d(z) - h_d(w)| + |h_c(u) - h_c(z)|.$$ 

From Lemma 20

$$|h_c(u) - h_c(z)| \leq C|u - z|^a \leq C\lambda^{a/4} \leq \frac{C}{\log^{1/2}(1/\lambda)}.$$ 

Thus it remains to bound $|h_d(z) - h_d(w)|$. Our goal will be to use Proposition 31 and so we must find a path from $z$ to $w$ in $G^*$.

Since $\Omega$ is a linearly connected domain (with constant $K$), there is a path $\gamma_{zw}$ in $\overline{\Omega} \subset \hat{G}$ from $z$ to $u$ so that

$$\text{diam}(\gamma_{zw}) \leq K|z-u| \leq 2K\lambda^{1/4}.$$ 

Therefore $\gamma_{zw} = \gamma_{zu} \cup \gamma_{uw} \cup \gamma_{uw}$ is a path from $z$ to $w$ in $\hat{G}$ with

$$\text{diam}(\gamma_{zw}) \leq 2K\lambda^{1/4} + \delta + \epsilon \leq (2K + 2)\lambda^{1/4}.$$ 

Now by Lemma 37 the path $\gamma_{zw}$ can be converted into a path $\gamma$ in $G^*$ so that

$$\text{diam}(\gamma) \leq \text{diam}(\gamma_{zu}) + 2\epsilon \leq (2K + 4)\lambda^{1/4}.$$ 
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Now a disc centered at \( \frac{1}{2}(z + w) \) will contain \( \gamma \) if its radius is at least
\[
\frac{1}{2}|z - w| + \text{diam}(\gamma) \leq 2\lambda^{1/4} + (2K + 4)\lambda^{1/4} = (2K + 6)\lambda^{1/4}.
\]
Set \( r = (2K + 6)\lambda^{1/4} \) and \( R = (4K + 15)\lambda^{1/8} \). Note that, by taking \( \lambda \) small enough,
\[
2r + 3\epsilon \leq R \leq \frac{1}{4}\hat{d},
\]
where \( \hat{d} := \min\{\text{dist}(T_1, T_2), \text{dist}(S_1, S_2)\} \) and
\[
\frac{R}{r + \epsilon} = \frac{(4K + 15)\lambda^{1/8}}{(2K + 6)\lambda^{1/4} + \epsilon} \geq \lambda^{-1/8}.
\]

The fact that \( R \leq \frac{1}{4}\hat{d} \) means that \( D_R \), the disc of radius \( R \) centered at \( \frac{1}{2}|z + w| \) can intersect at most one of \( S_1 \) or \( S_2 \) and at most one of \( T_1 \) or \( T_2 \). Because \( h_d \) is constant equal to 0 on \( S_1 \cap \hat{V}^\bullet \) and constant equal to 1 on \( S_2 \cap \hat{V}^\bullet \), the term \( \kappa \) from Proposition 34 will be zero. Further since \( D_R \) intersects at most one of \( T_1 \) or \( T_2 \), between any two vertices in \( S_1 \cup S_2 \), there is a path \( \gamma_\partial \in \partial G^*_1 \) so that \( \gamma_\partial \cap D_R(z) \subset S_1 \cup S_2 \). Therefore Proposition 34 gives
\[
|h_d(z) - h_d(w)| \leq \frac{C \mathcal{E}^*(h_d)^{1/2}}{\log^{1/2}(1/\lambda)}.
\]

To complete the proof, it remains to bound \( \mathcal{E}^*(h_d) \). We reflect \( \psi \) over \( \tau_1 \) and \( \tau_2 \), so that \( \psi \) is conformal in an open set \( \mathcal{O} \) containing \( \Omega \), as in Lemma 20. Define \( \mathcal{O}_{\text{mid}} = \{z \in \mathcal{O} : 1/3 \leq h_c(z) \leq 2/3\} \). Consider the distance between \( \tau_k \cap \mathcal{O}_{\text{mid}} \) and \( \partial \mathcal{O} \). By taking \( \lambda \) small enough, we may assume that \( 3\lambda < \text{dist}(\tau_k \cap \mathcal{O}_{\text{mid}}, \partial \mathcal{O}) \). Then the boundary of any connected component of \( \hat{G} \setminus \mathcal{O}_{\text{mid}} \) will intersect exactly one of \( \psi^{-1}(\{\text{Re}(z) = 1/3\}) \) or \( \psi^{-1}(\{\text{Re}(z) = 2/3\}) \). Let \( \hat{G}_{\text{left}} \) be the union of all components whose boundary intersects \( \psi^{-1}(\{\text{Re}(z) = 1/3\}) \), and similarly define \( \hat{G}_{\text{right}} \) as the union of components whose boundary intersects \( \psi^{-1}(\{\text{Re}(z) = 2/3\}) \). Define the continuous function \( f \) on \( \hat{G} \) as follows:
\[
f(z) = \begin{cases} 
0 & \text{if } z \in \hat{G}_{\text{left}} \\
1 & \text{if } z \in \hat{G}_{\text{right}} \\
3h_c(z) - 1 & \text{else}
\end{cases}
\]

Then by Proposition 4.8 in [12],
\[
\mathcal{E}^*(h_d) \leq \mathcal{E}^*(f).
\]

Form \( G_{\text{mid}} \) from all the quadrilaterals that intersect \( \mathcal{O}_{\text{mid}} \). Note that the only quadrilaterals in \( G \) that contribute to \( \mathcal{E}^*(f) \) are those in \( G_{\text{mid}} \). Further, for these \( Q = [v_1, w_1, v_2, w_2] \) in \( G_{\text{mid}} \), we have that
\[
|f(v_1) - f(v_2)| \leq 3|h_c(v_1) - h_c(v_2)|.
\]

Therefore
\[
\mathcal{E}^*(f) \leq 9\mathcal{E}^*_{\text{mid}}(h_c),
\]
where the energy on the right is with respect to the graph \( G_{\text{mid}} \). Since \( G_{\text{mid}} \) is contained within \( \mathcal{O} \), Proposition 5.2 in [12] implies that
\[
\mathcal{E}^*_{\text{mid}}(h_c) \leq 2 \int_{G_{\text{mid}}} |\nabla h_c|^2 \, dA + 2 \text{area}(\hat{G}_{\text{mid}})(10LM\epsilon + 8M^2\epsilon^2),
\]
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where $L = ||\nabla h_c||_{\infty, \hat{G}_1}$ and $M = ||H h_c||_{\infty, \hat{G}_1}$. The constants $L$ and $M$ depend on $\Omega$ but are independent of $\epsilon$ and $\delta$. Since $\mathcal{O}$ and the extended $\psi$ are defined by reflection, $\psi(\mathcal{O})$ is contained in the rectangle $[0,1] \times [-m,2m]$ and $\int_{\hat{G}_1} |\nabla h_c|^2 \, dA \leq 3 \int_{\Omega} |\nabla h_c|^2 \, dA$. However, $\int_{\Omega} |\nabla h_c|^2 \, dA = m\lambda$ the modulus of curves in $\mathcal{R}$ from $\{\text{Re}(z) = 0\}$ to $\{\text{Re}(z) = 1\}$. Thus we have shown that $\mathcal{E}^*(h_d)$ is bounded by a constant (which depends only on $\Omega$), and hence
\[
|h_d(z) - h_d(w)| \leq \frac{C}{\log^{1/2} (1/\lambda)}.
\]

Proof of Proposition 49. In this proof, we first discuss the overall logic and then conclude by establishing the stated claims (following a similar structure as in [12]). We assume that there are $z \in V^*$ with dist$(z, A \cup B) > 2\lambda^{1/4}$, since otherwise there is nothing to show. Since $\text{diam}(\Omega) = 1$, this will imply that $2\lambda^{1/4} \leq 1$. This is equivalent to $\lambda \leq \frac{1}{16}$ or $\lambda \leq \frac{1}{16}\lambda^{1/4}$, which we will use at times. We will also assume at times that $\lambda$ is small enough, where this depends only on the analytic quadrilateral $\Omega$.

To begin, we will construct a sub-orthodiagonal map which has distance at least $\lambda^{1/4}$ from $A \cup B$, putting us in the setting for many of the tools developed in the previous section. This task is accomplished in the following construction and claim. Let $P$ be the set of all inner faces $Q$ of $G$ such that dist$(Q, A \cup B) \geq \lambda^{1/4}$, and let $G[P]$ be the subgraph of $G$ that is the union of the boundaries of the faces in $P$. Note that $G[P]$ may be composed of more than one block (i.e. maximal 2-connected component).

Claim 40. The set $P$ is nonempty. The inner faces of $G[P]$ are precisely the elements of $P$, and every point $p$ on the boundary of the outer face of $G[P]$ is either in $T_1 \cup T_2$ or satisfies
\[
\text{dist}(p, A \cup B) \leq \frac{5}{4} \lambda^{1/4}.
\]

Each $z \in V^*$ with dist$(z, A \cup B) > 2\lambda^{1/4}$ is a vertex of a unique block of $G[P]$. If $H$ is a block of $G[P]$, then the inner faces of $H$ are all elements of $P$ and every point $p$ on the boundary of the outer face of $H$ is either in $T_1 \cup T_2$ or satisfies (37).

Fix $z_0 \in V^*$ with dist$(z_0, A \cup B) > 2\lambda^{1/4}$, and let $G_1$ be the block of $G[P]$ containing $z_0$. Note that if the topological boundary $\partial G_1$ does not intersect $T_1 \cup T_2$, then we are in the setting addressed in [12] of no free boundary, and their work takes care of this case. Hence we will assume that $\partial G_1$ does intersect $T_1 \cup T_2$. Then Claim 40 implies that each block $H$ of $G[P]$ is a sub-orthodiagonal map, where $\partial V^*_1$ are the points from $V^*_1$ that are in $\partial G_1 \setminus (T_1 \cup T_2)$ and $\text{int}(V^*_1) = V^*_1 \setminus \partial V^*_1$. Lastly, by Lemma 20, we analytically extend $\psi$ (and hence $h_c$) to be defined on a domain $\mathcal{O}$ containing $G_1$ so that dist$(G_1, \partial \mathcal{O}) \geq \frac{5}{4} \lambda^{1/4}$.

Our goal is to show that
\[
|h_d(z_0) - h_c(z_0)| \leq \frac{C}{\log^{1/2} (1/\lambda)}
\]
for $\lambda$ small enough (depending only on $\Omega$). To accomplish this, we need derivative bounds on the extended $h_c = \text{Re} \psi$ on $G_1$.

Claim 41. Let $\hat{G}_1$ denote the union of the convex hulls of the closures of the inner faces of $G_1$. Then for $\lambda$ small enough (depending on $\Omega$),
\[
||\nabla h_c||_{\infty, \hat{G}_1} \leq C \lambda^{-1/4} \quad \text{and} \quad ||H h_c||_{\infty, \hat{G}_1} \leq C \lambda^{-1/2}.
\]
Define $h_d^{(1)} : V_1^\bullet \to \mathbb{R}$ to be the solution to the discrete Dirichlet problem on $\text{int}(V_1^\bullet)$ with boundary data $h_c$ on $\partial V_1^\bullet$. Then

$$|h_d(z_0) - h_c(z_0)| \leq |h_d(z_0) - h_d^{(1)}(z_0)| + |h_d^{(1)}(z_0) - h_c(z_0)|.$$  \hspace{1cm} (39)

We will bound each of the terms in (39) separately, and we begin with the first term.

**Claim 42.** The first term of (39) is bounded as follows:

$$|h_d(z_0) - h_d^{(1)}(z_0)| \leq \frac{C}{\log^{1/2}(1/\lambda)}.$$

We now turn to the second term of (39) and set $f = h_d^{(1)} - h_c$, which satisfies that $f = 0$ on $\partial V_1^\bullet$. The following claim is a key part of the proof, and it will be used to bound $|f(z_0)|$, which is the second term in (39).

**Claim 43.** Let $D_{4\lambda}$ be the disk of radius $4\lambda$ centered at $z_0$. For $\lambda$ small enough (depending only on $\Omega$), the set $D_{4\lambda}$ is disjoint from $\partial V_1^\bullet$, and for $y \in V_1^\bullet \cap D_{4\lambda}$

$$|f(z_0) - f(y)| \leq \frac{C}{\log^{1/2}(1/\lambda)}.$$

Proposition 32 and Claim 41 imply that

$$\mathcal{E}_1^\bullet(f) \leq C \left[M^2 \epsilon^2 + L^2 \lambda\right] \leq C \lambda^{1/2},$$

where $L = ||\nabla h_c||_{\infty, G_1}$ and $M = ||H h_c||_{\infty, G_1}$. Applying Proposition 33 yields a unit flow $\theta$ in $G_1^\bullet$ from $V_1^\bullet \cap D_{4\lambda}$ to $\partial V_1^\bullet$ such that

$$\mathcal{E}_1^\bullet(\theta) \leq C \log (1/\lambda).$$

Then $-\theta$ is a unit flow from $\partial V_1^\bullet$ to $V_1^\bullet \cap D_{4\lambda}$. Applying Proposition 4.11 in [12] to $f$ and $-\theta$ shows that

$$\text{gap}_{\partial V_1^\bullet \cap D_{4\lambda}}(f) \leq \mathcal{E}_1^\bullet(-\theta)^{1/2} \mathcal{E}_1^\bullet(f)^{1/2} \leq C \lambda^{1/4} \log^{1/2}(1/\lambda),$$

where

$$\text{gap}_{X,Y}(f) := \min_{y \in Y} f(y) - \max_{x \in X} f(x).$$ \hspace{1cm} (40)

Note that Proposition 4.11 only applies in the case that the gap is nonnegative, but the inequality is immediate in the other case. Since $f = 0$ on $\partial V_1^\bullet$, there is $y \in V_1^\bullet \cap D_{4\lambda}$ so that

$f(y) \leq C \lambda^{1/4} \log^{1/2}(1/\lambda).$

Then combining this with Claim 43 we obtain

$$f(z_0) = f(y) + [f(z_0) - f(y)] \leq C \lambda^{1/4} \log^{1/2}(1/\lambda) + \frac{C}{\log^{1/2}(1/\lambda)} \leq \frac{C}{\log^{1/2}(1/\lambda)}$$

Applying the same argument to $-f$ yields that

$$|f(z_0)| \leq \frac{C}{\log^{1/2}(1/\lambda)}.$$

All that remains is to establish Claims 40-43. Two of these, Claims 40 and 42, follow the arguments of the corresponding results, Claims 8.2 and 8.4, in [12] with only minor changes of constants. As a result, we omit those proofs here.
Proof of Claim 41. Note that $\sup_{y \in \Omega} |h_c(y)| \leq 1$, since $h_c$ is the real part of the conformal map $\psi$ onto $[0, 1] \times [0, m]$. For all $q \in \hat{G}_1$, Lemma 20 implies that for $\lambda$ small enough

$$\text{dist}(q, \partial \mathcal{O}) \geq \frac{5}{16} \lambda^{1/4} - \epsilon \geq \frac{3}{16} \lambda^{1/4}. \quad (41)$$

Proposition 3.7 of [12] and (41) imply that

$$||\nabla h_c||_{\infty, \hat{G}_1} \leq C\lambda^{-1/4}.$$

We obtain the Hessian bound $||Hh_c||_{\infty, \hat{G}_1} \leq C\lambda^{-1/2}$ from Proposition 3.7 of [12] and (41) exactly as in the proof of Claim 8.3 in [12].

Proof of Claim 43. Recall that we have $z_0 \in V_1^\bullet$ with $\text{dist}(z_0, A \cup B) > 2\lambda^{1/4}$. From Claim 40 we know that every point $p \in \partial G_1$ satisfies $\text{dist}(p, A \cup B) \leq \frac{5}{4}\lambda^{1/4}$. Thus the distance from $z_0$ to $\partial V_1^\bullet$ is at least $2\lambda^{1/4} - \frac{5}{4}\lambda^{1/4} = \frac{3}{4}\lambda^{1/4} \geq 6\lambda$, since $\lambda^{1/4} \geq 8\lambda$, and this implies that $D_{4\lambda}$ cannot intersect $\partial V_1^\bullet$.

Let $y \in V_1^\bullet \cap D_{4\lambda}$. Then

$$|f(z_0) - f(y)| \leq |\hat{h}_d^{(1)}(z_0) - \hat{h}_d^{(1)}(y)| + |h_c(z_0) - h_c(y)|.$$

Our next step is to get a curve from $z_0$ to $y$ in $\hat{G}_1$ with length bounded by $C\lambda$. Then by Claim 41 we will have that

$$|h_c(z_0) - h_c(y)| \leq ||\nabla h_c||_{\infty, \hat{G}_1} \cdot C\lambda \leq C\lambda^{3/4}.$$

Since $z_0$ and $y$ may not be in $\overline{\Omega}$, we will choose $u$ and $w$ in $\overline{\Omega}$ so that there is a curve $\gamma_{z_0u}$ from $z_0$ to $u$ in $\hat{G}_1$ and a curve $\gamma_{wy}$ from $w$ to $y$ in $\hat{G}_1$ with the length of both curves $\gamma_{z_0u}, \gamma_{wy}$ bounded by $\delta$. Since $\Omega$ is a linearly connected domain (with constant $K$), there is a curve $\gamma_{uw}$ in $\overline{\Omega} \subset \hat{G}_1$ from $u$ to $w$ so that

$$\text{diam}(\gamma_{uw}) \leq K|u - w| \leq K(|z_0 - y| + 2\delta) \leq 6K\lambda.$$

Therefore $\gamma_{z_0y} = \gamma_{z_0u} \cup \gamma_{uw} \cup \gamma_{wy}$ is a path from $z_0$ to $y$ in $\hat{G}_1$ with

$$\text{diam}(\gamma_{z_0y}) \leq (6K + 2)\lambda.$$

It remains to bound $|\hat{h}_d^{(1)}(z_0) - \hat{h}_d^{(1)}(y)|$. Propositions 4.8 and 5.1 of [12] give

$$\mathcal{E}_1^\bullet(\hat{h}_d^{(1)}) \leq \mathcal{E}_1^\bullet(h_c) \leq 2 \int_{\hat{G}_1} |\nabla h_c|^2 dA + 2\text{area}(\hat{G}_1) (10LM\epsilon + 8M^2\epsilon^2)$$

where (using Claim 41)

$$L = ||\nabla h_c||_{\infty, \hat{G}_1} \leq C\lambda^{-1/4},$$

$$M = ||Hh_c||_{\infty, \hat{G}_1} \leq C\lambda^{-1/2}.$$
where \( m \) is the continuous modulus of the family of curves from \( A \) to \( B \) in \( \Omega \). Thus,

\[
\mathcal{E}_1^*(h_d^{(1)}) \leq C.
\]

We will utilize Proposition 34 to finish the proof, and so we must verify that its hypotheses are satisfied. By Lemma 37, the curve \( \gamma_{z_0y} \) from above can be converted into a path \( \gamma \) in \( G_1^* \) so that

\[
\text{diam}(\gamma) \leq \text{diam}(\gamma_{z_0y}) + 2\epsilon \leq (6K + 4)\lambda.
\]

Thus a disc centered at \( \frac{1}{2}(z_0 + y) \) will contain \( \gamma \) if its radius is larger than

\[
\frac{1}{2}|z_0 - y| + \text{diam}(\gamma) < 2\lambda + (6K + 4)\lambda \leq (6K + 6)\lambda.
\]

Set \( r = (6K + 7)\lambda \) and \( R = \frac{1}{8}\lambda^{1/4} \). Choose \( \lambda \) to be small enough so that \( 2r + 3\epsilon \leq R \). Lastly, we must check the boundary path condition of Proposition 34. By taking \( \lambda \) small enough, we may assume that \( D_R \) intersects at most one of \( T_1 \) or \( T_2 \). If \( D_R \) intersects neither, then the boundary path condition is satisfied. Assume then that \( D_R \) intersects \( T_1 \) (and not \( T_2 \)). Further, for the sake of contradiction, assume the boundary path condition is not true, that is, suppose there are two vertices in \( \partial V \), so that both paths in \( \partial G_1^* \) between these vertices contain a point in \( \partial V \). Therefore, we can assume that \( 2 \) moves away from \( A \) to a distance of at least \( \frac{3}{2}\lambda^{1/4} \), then moves within distance \( \frac{11}{8}\lambda^{1/4} \), and then again moves at least distance \( \frac{3}{2}\lambda^{1/4} \) away. However, we can take \( \lambda \) small enough to ensure that this oscillation cannot happen. Let \( z_1, z_2, z_3, z_4 \) be the four corners of \( \Omega \), i.e. the points in the intersection of \( A \cup B \) and \( \tau_1 \cup \tau_2 \). Then we can take \( s \) small enough so that the connected component \( \eta_k \) of \( \tau_1 \cup \tau_2 \) or \( D_s(z_k) \) containing \( z_k \) is closely approximated by a line segment for \( k = 1, \ldots, 4 \). Further, \( (\tau_1 \cup \tau_2) \setminus \cup \eta_k \) is compact, disjoint sets. Therefore, we can assume that \( 2\lambda^{1/4} \) is smaller than the minimum distance between these two sets. However this makes the oscillation of \( \tau_1 \) described above impossible.

Note that since the distance from \( z_0 \) to \( \partial V_1^* \) is at least \( \frac{3}{4}\lambda^{1/4} \), the distance from \( \frac{1}{2}(z_0 + y) \) to \( \partial V_1^* \) is at least \( \frac{3}{4}\lambda^{1/4} - 2\epsilon \geq \frac{1}{2}\lambda^{1/4} \) (using that \( \lambda \leq \frac{1}{8}\lambda^{1/4} \)). Thus \( D_R \) does not intersect \( \partial V_1^* \), and so the term \( \kappa \) in Proposition 34 is equal to zero. Therefore Proposition 34 implies that

\[
|h_d^{(1)}(z_0) - h_d^{(1)}(y)| \leq \frac{C \mathcal{E}_1^*(h_d^{(1)})^{1/2}}{\log^{1/2} |R/(r + \epsilon)|} \leq \frac{C}{\log^{1/2} (1/\lambda)}.
\]

This completes the proof of Proposition 39.

Proof of Theorem 3. The theorem follows immediately from Propositions 38 and 39.

\[ \square \]
4.3 Proof of Theorem 4

Proof of Theorem 4 Let $\Omega$ be an analytic quadrilateral, as defined in Definition 17, with boundary arcs $A, \tau_1, B, \tau_2$ listed counterclockwise, and let $\Gamma$ be the curve family between $A$ and $B$ in $\Omega$. Let $\epsilon_n > 0$ with $\epsilon_n \to 0$. Let $G_n$ be an orthodiagonal map with boundary arcs $S_1^n, T_1^n, S_2^n, T_2^n$, with edge-length at most $\epsilon_n$, and so that $(G_n; S_1^n, T_1^n, S_2^n, T_2^n)$ approximates $(\Omega; A, \tau_1, B, \tau_2)$ within distance $\epsilon_n$ (in the sense of Definition 18). Equip $G_n$ with canonical edge-weights $\sigma_n$ as in Equation (10). Consider the family of all paths in $G_n^\bullet$ from $A_n^\bullet = V_n^\bullet \cap S_1^n$ to $B_n^\bullet = V_n^\bullet \cap S_2^n$, and let $\Gamma_n$ be the unique minimal subfamily with non-crossing paths.

Let $\psi$ be a conformal map of $\Omega$ onto the rectangle $R = [0,1] \times [0,m]$ taking the arcs $A$ and $B$ to the vertical sides of the rectangle, and let $h = \text{Re } \psi$. Let $h_n^\bullet : V_n^\bullet \to \mathbb{R}$ be discrete harmonic on $\text{int}(V_n^\bullet)$, with the following boundary values: $h_n^\bullet(z) = 0$ for $z \in A_n$ and $h_n^\bullet(z) = 1$ for $z \in B_n$. Recall that

$$\text{Mod}_{2, \sigma_n}(\Gamma_n) = \mathcal{E}_n^\bullet(h_n^\bullet).$$

Similarly, the continuous modulus of $\Gamma$ equals the energy of $h$:

$$\text{Mod}_2(\Gamma) = \mathcal{E}(h) = \int_\Omega |\nabla h|^2 dA.$$

Our goal is to show that $\text{Mod}_{2, \sigma_n}(\Gamma_n)$ tends to $m := \text{Mod}_2(\Gamma)$ as $n$ tends to infinity. In order to do this we introduce four other harmonic functions. First, in the continuous case, we let $\tilde{h}$ be the harmonic conjugate of $h$, i.e.

$$\tilde{h} := \text{Im } \psi.$$

On the other hand, in the discrete case, we introduce three more discrete harmonic functions

$$h_n^\circ : V_n^\circ \to \mathbb{R}, \quad \tilde{h}_n^\bullet : V_n^\bullet \to \mathbb{R}, \quad \tilde{h}_n^\circ : V_n^\circ \to \mathbb{R}$$

that satisfy the following boundary values:

$$h_n^\circ(z) = 0 \quad \text{for} \quad z \in V_n^\circ \cap S_1^n \quad \text{and} \quad h_n^\circ(z) = 1 \quad \text{for} \quad z \in V_n^\circ \cap S_2^n,$$

$$\tilde{h}_n^\bullet(z) = 0 \quad \text{for} \quad z \in V_n^\bullet \cap T_1^n \quad \text{and} \quad \tilde{h}_n^\bullet(z) = 1 \quad \text{for} \quad z \in V_n^\bullet \cap T_2^n,$$

$$\tilde{h}_n^\circ(z) = 0 \quad \text{for} \quad z \in V_n^\circ \cap T_1^n \quad \text{and} \quad \tilde{h}_n^\circ(z) = 1 \quad \text{for} \quad z \in V_n^\circ \cap T_2^n.$$

As in the proof of Theorem 3 let $P_n$ be the set of all inner faces $Q$ of $G_n$ such that $\text{dist}(Q, A \cup B) \geq \epsilon_n^{1/4}$, and let $G_{n,1} = G[P_n]$ be the subgraph of $G_n$ that is the union of the boundaries of the faces in $P_n$. By Lemma 20 when $\epsilon_n$ is small enough, we can analytically extend $\psi$, so that $\psi$ is defined on all the vertices of $G_{n,1}$. We define $G_{n,2}$ in an analogous way by switching the roles of $A, B$ and $\tau_1, \tau_2$. For $k = 1$ or 2, the notation $\mathcal{E}_{n,k}^\bullet$ (respectively $\mathcal{E}_{n,k}^\circ$) refers to the energy with respect to the graph $G_{n,k}$ (respectively $G_{n,k}^\circ$).

Claim 44. There exists $r_n \searrow 1$ so that

$$\mathcal{E}_{n,k}^\bullet(h_n^\bullet) \leq r_n \mathcal{E}_{n,1}^\circ(h). \quad (42)$$

We assume Claim 44 now and return to its proof later. Note that Claim 44 implies that there exists $r_n \searrow 1$ so that

$$\mathcal{E}_{n,k}^\circ(h_n^\circ) \leq r_n \mathcal{E}_{n,1}^\circ(h), \quad \mathcal{E}_{n,k}^\bullet(\tilde{h}_n^\bullet) \leq r_n \mathcal{E}_{n,2}^\bullet(\tilde{h}/m), \quad \text{and} \quad \mathcal{E}_{n,k}^\circ(\tilde{h}_n^\circ) \leq r_n \mathcal{E}_{n,2}^\circ(\tilde{h}/m). \quad (43)$$

Next we need some properties that follow from the Cauchy-Riemann equations for $\psi$. 
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Claim 45. Fix a face $Q = [v_1, w_1, v_2, w_2]$ that is an inner face of $G_{n,1}$ or $G_{n,2}$, and define

$$\zeta_Q = \frac{(h(w_2) - h(w_1)) + i(\bar{h}(w_2) - \bar{h}(w_1))}{|w_2 - w_1|} \quad \text{and} \quad \eta_Q = \frac{(h(v_2) - h(v_1)) + i(\bar{h}(v_2) - \bar{h}(v_1))}{|v_2 - v_1|}.$$ 

Then for $\epsilon_n$ small enough

(i) $|\zeta_Q - i\eta_Q| \leq C\epsilon_n^{1/2}$.

(ii) $\text{Im}(\zeta_Q\bar{\eta_Q}) \text{Area}(Q) \leq \int_Q |\nabla h|^2 \, dA + C\epsilon_n^{1/4} \text{ Area}(Q)$.

Again, we will postpone the proof of this claim until the end, and we will assume that we have taken $\epsilon_n$ small enough for its conclusion to hold. By Claim 45(i), summing over all $Q$ that are inner faces of either $G_{n,1}$ or $G_{n,2}$ gives

$$\sum_Q 2 \text{Area}(Q)|\zeta_Q - i\eta_Q|^2 \leq C\epsilon_n,$$

since the area of $\Omega$ is finite. Expanding $|\zeta_Q - i\eta_Q|^2 = |\zeta_Q|^2 + |\eta_Q|^2 - 2 \text{Im}(\zeta_Q\bar{\eta_Q})$ in this sum, we obtain three terms, which we will relate to different energies. First,

$$\mathcal{E}_{n,1}^o(h) + \mathcal{E}_{n,2}^o(\bar{h}) \leq \sum_Q 2 \text{Area}(Q) \left(|\text{Re} \zeta_Q|^2 + |\text{Im} \zeta_Q|^2\right) = \sum_Q 2 \text{Area}(Q)|\zeta_Q|^2,$$

where the inequality arises since the lefthand side only uses the inner faces of $G_{n,k}$ to compute $\mathcal{E}_{n,k}^o$. Similarly,

$$\mathcal{E}_{n,1}^1(h) + \mathcal{E}_{n,2}^1(\bar{h}) \leq \sum_Q 2 \text{Area}(Q)|\eta_Q|^2.$$

Lastly by Claim 45(ii),

$$\sum_Q 2 \text{Area}(Q) \cdot 2 \text{Im}(\zeta_Q\bar{\eta_Q}) \leq 4 \int_{G_{n,1} \cup \hat{G}_{n,2}} |\nabla h|^2 \, dA + C\epsilon_n^{1/4}.$$

Therefore collecting everything gives

$$\mathcal{E}_{n,1}^1(h) + \mathcal{E}_{n,2}^1(\bar{h}) + \mathcal{E}_{n,1}^o(h) + \mathcal{E}_{n,2}^o(\bar{h}) \leq 4 \int_{G_{n,1} \cup \hat{G}_{n,2}} |\nabla h|^2 \, dA + C\epsilon_n^{1/4},$$

and from (42) and (43) we obtain

$$\mathcal{E}_n^o(h_n^\bullet) + m^2 \mathcal{E}_n^o(\bar{h}_n^\bullet) + m^2 \mathcal{E}_n^o(h_n^\circ) + m^2 \mathcal{E}_n^o(\bar{h}_n^\circ) \leq 4r_n \int_{\hat{G}_{n,1} \cup \hat{G}_{n,2}} |\nabla h|^2 \, dA + C\epsilon_n^{1/4}.$$

Now, we use the fact that Fulkerson duality (Lemma 27(i)) gives

$$\mathcal{E}_n^o(h_n^\circ)\mathcal{E}_n^o(\bar{h}_n^\circ) = 1 \quad \text{and} \quad \mathcal{E}_n^o(h_n^\circ)\mathcal{E}_n^o(\bar{h}_n^\circ) = 1.$$

So, dividing by $m = \int_{\Omega} |\nabla h|^2 \, dA$, we get

$$\left(\frac{\mathcal{E}_n^o(h_n^\circ)}{m} + \frac{m}{\mathcal{E}_n^o(h_n^\bullet)}\right) + \left(\frac{\mathcal{E}_n^o(h_n^\circ)}{m} + \frac{m}{\mathcal{E}_n^o(\bar{h}_n^\circ)}\right) \leq 4r_n \frac{1}{m} \int_{\hat{G}_{n,1} \cup \hat{G}_{n,2}} |\nabla h|^2 \, dA + C\epsilon_n^{1/4}.$$
Letting $\epsilon_n$ tend to zero, the right-hand side approaches 4, and hence
\[
\min \left\{ \limsup_{n \to \infty} \left( \frac{\mathcal{E}^*_n(h_n^\circ)}{m} + \frac{m}{\mathcal{E}^*_n(h_n^\circ)} \right), \limsup_{n \to \infty} \left( \frac{\mathcal{E}^*_n(h_n^\circ)}{m} + \frac{m}{\mathcal{E}^*_n(h_n^\circ)} \right) \right\} \leq 2.
\]
But, the function $f(x) = \frac{x}{m} + \frac{m}{x}$, for $x > 0$, has an absolute minimum at $x = m$ with value 2. So, this shows that
\[
\lim_{n \to \infty} \mathcal{E}^*_n(h_n^\circ) = \lim_{n \to \infty} \mathcal{E}^*_n(h_n^\circ) = m.
\]

To finish, we must establish the two claims.

Proof of Claim 44. It suffices to prove the statement for $\epsilon_n$ small enough. Let $\partial V_{n,1}$ consist of the vertices in $V_{n,1}$ that are in the topological boundary of the outer face of $G_{n,1}$ but not in $T_{1}^{n} \cup T_{2}^{n}$. If $z \in \partial V_{n,1}$, then $\text{dist}(z, A \cup B) \leq \frac{5}{4}\epsilon_{n}^{1/4}$ by Claim 40. Set $A'_n = \{ z \in \partial V_{n,1} : \text{dist}(z, A) \leq \frac{5}{4}\epsilon_{n}^{1/4} \}$ and define $B'_n$ similarly (by replacing $A$ with $B$ in the above definition). We assume that $\epsilon_n$ is small enough so that $A'_n$ and $B'_n$ are disjoint. Let $z \in A'_n$. Then we see from Lemma 38 that there exists $w \in A_n$ so that $|h_n^\circ(z) - h_n^\circ(w)| \leq C \log^{-1/2}(1/\epsilon_n)$. Using this along with Theorem 3 shows that, for $z \in A'_n$,
\[
|h(z)| = |h(z) - h_n^\circ(w)| \leq |h(z) - h_n^\circ(z)| + |h_n^\circ(z) - h_n^\circ(w)| \leq \frac{C}{\log^{1/2}(1/\epsilon_n)}.
\]
Similarly, for $z \in B'_n$,
\[
|h(z) - 1| \leq \frac{C}{\log^{1/2}(1/\epsilon_n)}.
\]
Therefore,
\[
\text{gap} \left( A'_n, B'_n \right)(h) \geq 1 - \frac{C}{\log^{1/2}(1/\epsilon_n)},
\]
where gap is defined in [40] and we assume that $\epsilon_n$ is small enough so that the righthand side of this equation is positive.

Let $g$ be the solution to the discrete Dirichlet problem on $G_{n,1}^\bullet$ that is 0 on $A'_n$ and 1 on $B'_n$. Then Dirichlet’s Principle gives that
\[
\mathcal{E}^*_n(g) = \inf_{f} \frac{\mathcal{E}^*_n(f)}{\text{gap} \left( A'_n, B'_n \right)(f)^2} \leq r_n \mathcal{E}^*_n(h),
\]
where $r_n = \left( 1 - \frac{C}{\log^{1/2}(1/\epsilon_n)} \right)^{-2}$. Since every path in $\Gamma_n$ contains a path between $A'_n$ and $B'_n$ in $G_{n,1}^\bullet$, Statement 5.1 in [5] implies that
\[
\text{Mod}_{2,\sigma_n}(\Gamma_n) \leq \text{Mod}_{2,\sigma_n} \left( \text{paths between } A'_n \text{ and } B'_n \text{ in } G_{n,1}^\bullet \right) = \mathcal{E}^*_n(g).
\]
Therefore
\[
\mathcal{E}^*_n(h_n^\circ) = \text{Mod}_{2,\sigma_n}(\Gamma_n) \leq \mathcal{E}^*_n(g) \leq r_n \mathcal{E}^*_n(h).
\]

Proof of Claim 45. Let $q$ be the intersection point of $e_Q^\bullet$ and $e_Q^\circ$, and let $v$ and $w$ are the unit vectors in the directions of $\overrightarrow{v_1v_2}$ and $\overrightarrow{w_1w_2}$, respectively. We will assume that $\epsilon_n$ is small
enough for Claim 41 to hold. Then since \( \langle \nabla h(q), v \rangle = -\langle \nabla \tilde{h}(q), v \rangle \),

\[
\frac{|h(w_2) - h(w_1)|}{|w_2 - w_1|} + \frac{|\tilde{h}(v_2) - \tilde{h}(v_1)|}{|v_2 - v_1|} \leq \frac{|h(w_2) - h(w_1)|}{|w_2 - w_1|} - \langle \nabla h(q), w \rangle + \frac{|\tilde{h}(v_2) - \tilde{h}(v_1)|}{|v_2 - v_1|} - \langle \nabla \tilde{h}(q), v \rangle
\]

\[
\leq 2||Hh||_Q \epsilon_n \leq C \epsilon_n^{1/2}
\]

where Lemma 5.3 in [12] gives the penultimate inequality and Claim 41 gives the last inequality. Similarly, we can use that \( \langle \nabla h(q), v \rangle = \langle \nabla \tilde{h}(q), w \rangle \) to show \( \frac{|h(w_2) - h(w_1)|}{|w_2 - w_1|} - \frac{|h(v_2) - h(v_1)|}{|v_2 - v_1|} \leq C \epsilon_n^{1/2} \), and this establishes (i).

For (ii), note that

\[
\text{Im}(\zeta_Q \bar{\eta}_Q) = \frac{h(v_2) - h(v_1)}{|v_2 - v_1|} \frac{\tilde{h}(w_2) - \tilde{h}(w_1)}{|w_2 - w_1|} - \frac{h(w_2) - h(w_1)}{|w_2 - w_1|} \frac{\tilde{h}(v_2) - \tilde{h}(v_1)}{|v_2 - v_1|}.
\]

Using the same tools as above (Cauchy-Riemann equations, Lemma 5.3 in [12], and Claim 41), one can show that

\[
|\text{Im}(\zeta_Q \bar{\eta}_Q) - |\nabla h(q)||^2 | \leq C \epsilon_n^{1/4}.
\]

Further, Lemma 5.3 in [12] and Claim 41 also give that \(|\nabla h(q)||^2 \leq |\nabla h(z)||^2 + C \epsilon_n^{1/4} \) for any \( z \in Q \). Hence

\[
\text{Im}(\zeta_Q \bar{\eta}_Q) \text{Area}(Q) \leq |\nabla h(q)||^2 \text{Area}(Q) + C \epsilon_n^{1/4} \text{Area}(Q) \leq \int_Q |\nabla h||^2 dA + C \epsilon_n^{1/4} \text{Area}(Q).
\]

By proving Claims 44 and 45, we have established Theorem 4.
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