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ABSTRACT In power grid construction projects, ensuring the safety of construction workers by eliminating potential risks has always been important yet difficult. Thanks to the breakthrough in deep learning, it becomes possible to adopt deep learning based object detection technologies to enable intelligent safety monitoring on power grid construction sites. However, due to the complex terrain of the power grid construction site, there is a lack of a dataset of power grid construction scenes. In this paper, a high-quality power grid construction dataset is constructed. In order to reduce the expensive annotation work, we propose to adopt contrastive self-supervised learning to pretrain a feature extraction encoder and integrate it with YOLOv5 by modifying its backbone network for safety-related object detection. The proposed network is referred to as Contrastive Res-YOLOv5 Network (CORY-Net). Experimental results show that contrastive self-supervised pretraining can efficiently improve the object detection performance on the power grid construction dataset and speed up the convergence of the model. With only 1400 pretraining epochs, the proposed CORY-Net outperforms the original YOLOv5 by contributing 1.32% to the mAP@.5 and 3.54% to the mAP@.5:.95. Compared to the supervised object detection benchmarks, the proposed CORY-Net achieves the highest mAP@.5 in 9 out of 22 categories of targets and the highest overall mAP@.5.

INDEX TERMS Contrastive self-supervised pretraining, object detection, power grid construction site, intelligent safety monitoring, YOLOv5

I. INTRODUCTION

Safety monitoring is of paramount importance in power grid construction projects, especially when the working environment is complex and suffers from harsh climate [1], [2]. The traditional way of safety monitoring requires security guards to conduct regular manual inspection and screening, which leads to heavy workload and is of low efficiency. As a result, security risks cannot be completely eliminated on power grid construction sites. Inspired by the appealing performance of deep learning in computer vision tasks, deep learning based object detection technologies could be explored to enable intelligent safety monitoring on power grid construction sites. Specifically, the items related to safety risks, such as heavy equipment, safety vests and cable pulling winches to name a few, can be detected in real time by taking advantage of efficient object detection algorithms, which can be further analyzed to trigger security alarms for instance.

Convolutional neural networks (CNN) based detectors have shown remarkable performance in the field of object detection, which can be divided into three categories: one-stage detectors [3], [4], two-stage detectors [5], [6] and anchor-free one-stage detectors [7]. In contrast to the two-stage detectors based on the region proposal method, the representative one-stage detector, YOLO [4], uses the idea of regression to predict all the categories along with the corresponding confidence and bounding box information, which can speed up the detection greatly yet at the expense of slightly reduced precision. Anchor-free one-stage detectors, such as FCOS [7], were then proposed to avoid the complicated computation regarding the anchor boxes, which...
however were rarely used in multi-objective industrial tasks. Since real-time safety monitoring is highly desirable on the power grid construction sites, the state-of-the-art YOLOv5 appears to be a suitable option thanks to its fast speed.

To apply the YOLOv5 detector to monitor a power grid construction site intelligently, a large dataset of high-quality annotated images captured from diverse practical power grid construction scenes is required. However, due to the complex terrain of power grid construction sites and the harsh climate, it is difficult to collect a massive number of high-quality images covering construction activities comprehensively. Existing datasets were constructed and annotated just for detecting a few specific objects of interest, e.g., helmets [8], safety vests [9] and construction workers [10], which cannot be used to detect other safety-related targets in a complex power grid construction scene. A dataset containing a variety of civil construction scenes was collected in [11], while the power grid construction scenes were not included. Furthermore, manual annotation of images usually requires extensive work [12]. As an image obtained from a power grid construction site usually contains multiple objects in various categories, labeling the objects would be extremely time-consuming and expensive. Due to the difficulties to collect a massive number of high-quality images and the associated time-consuming expensive annotation work, a satisfactory dataset of power grid construction scenes is still missing.

A number of studies devoted to reducing the expensive manual annotation work. A weakly supervised deep learning-based method was proposed in [13] to realize pixel-level cloud detection by training under block-level supervision. The domain-adaptation strategy can fully mine the invariant features between the source domain and the target domain, which can be adopted to solve the image processing tasks when there are no labels. Based on domain adaptation, [14] proposed a new objective function with multiple weakly-supervised constraints to reduce the disadvantageous influence of data shift on the cross-domain remote sensing (RS) image semantic segmentation task. Moreover, the recently proposed contrastive self-supervised learning does not rely on the annotated data and has demonstrated superior performance in computer vision tasks. Many of the contrastive self-supervised learning methods are based on the instance discrimination task [15] that treats each instance as an independent class, and learns the underlying representations from the unlabeled data. Various contrastive self-supervised learning models were proposed, such as MOCO [16] and SimCLR [17], which were shown to be able to achieve comparable performance to the state-of-the-art supervised methods on ImageNet [18]. In addition, by applying contrastive self-supervised learning for pretraining, remarkable transfer performance has been observed in various downstream tasks such as graph classification [19] and object detection [20]. Nevertheless, the transfer capability of contrastive self-supervised pretraining in object detection tasks was mainly evaluated on VOC and COCO [21], [22], while its effectiveness on more complex engineering datasets still remains largely unknown.

Note that, it was revealed in [23] that using datasets in contrastive pretraining similar to the downstream tasks is conducive to representation learning. This motivates us to adopt contrastive self-supervised pretraining to make full use of the unlabeled data collected on power grid construction sites, which could compensate for the lack of a large amount of annotated data for supervised object detection.

In this paper, a dataset of diverse power grid construction scenes is first created. To reduce the data annotation work, contrastive self-supervised learning is adopted to pretrain the feature extraction encoder, based on which YOLOv5 is modified to take advantage of the pretrained encoder and detect safety-related objects on power grid construction sites. The main contributions of this paper are summarized as follows.

- A dataset of 12,000 high-quality images covering diverse practical power grid construction scenes is created, among which 7146 pieces are carefully annotated. The dataset contains 22 categories of objects, including not only the popular objects in the existing datasets such as helmets and safety vests, but also the unique safety-related objects in power grid construction scenes such as cable pulling winch, gin pole and power transmission tower, etc.
- A novel two-stage network, Contrastive Res-YOLOv5 Network (CORY-Net), is proposed, which adopts contrastive self-supervised learning to pretrain a ResNet-50 encoder for feature extraction, and then integrates the resulted ResNet-50 with YOLOv5 to be further trained for object detection on power grid construction sites. Experimental results show that the proposed CORY-Net outperforms the representative fully supervised models on the power grid construction dataset by taking advantage of the extra unannotated data for pretraining. Compared to the state-of-the-art YOLOv5 detector, the proposed CORY-Net contributes 1.32% of the mAP@.5 and 3.54% of the mAP@.5-.95.
- Ablation studies corroborate that the contrastive self-supervised pretraining can efficiently reduce the laborious human-labeling work and the training time. Moreover, more training epochs in the contrastive self-supervised pretraining stage results in better performance of object detection.

II. RELATED WORK

In order to reduce safety risks on construction sites, existing research work mainly focused on detecting the construction workers [10], [24] and whether they are wearing the protective equipment properly [8], [9], [25]–[27]. Faster R-CNN was used to accurately and rapidly detect construction workers in [10]. A dataset including both construction workers and excavators was created in [24], where the iFaster R-CNN algorithm was proposed to automatically detect the construction workers and the heavy equipment that might cause safety
III. OUR METHOD: CORY-NET

In view of the lack of a large dataset of practical power grid construction scenes and the huge cost of data annotation, a Contrastive Res-YOLOv5 network (CORY-Net) is proposed in this paper for safety-related object detection on power grid construction sites.

As depicted in Fig. 1, the proposed CORY-Net consists of two stages: contrastive self-supervised pretraining and supervised object detection. The contrastive self-supervised pretraining is adopted here to make use of the unannotated data to train the encoder, ResNet-50, for efficient feature extraction, which could be then transferred to the downstream object detection task. In the downstream task of supervised object detection, the YOLOv5 model is modified to incorporate the ResNet-50 encoder obtained in the pretraining stage. In the following, let us first introduce the contrastive self-supervised pretraining method adopted in our CORY-Net.

A. CONTRASTIVE SELF-SUPERVISED PRETRAINING

As a representative start-of-the-art contrastive self-supervised learning algorithm, SimCLR is with a simple network structure and can simulate the varying brightness and object size in the images collected on power grid construction sites. Inspired by SimCLR, based on the instance discrimination task, we propose to generate two different augmented versions for every power grid construction image in a batch and train the shared encoder by maximizing the similarity between local features of each image, the proposed model in [30] achieves better transfer performance on ImageNet and COCO. [22] studied the transfer capability of contrastive self-supervised pretraining in two scenarios of few-shot image recognition and facial landmark prediction. Extracting features from different views of the same data in a video was carried out through contrastive self-supervised co-training in [30], which was evaluated in two downstream tasks of behavior recognition and video detection. Despite the above insightful results, whether the contrastive self-supervised pretraining can help with the object detection on power grid construction sites still remains largely unknown.

1) Data Augmentation

The purpose of data augmentation is to alter an original image to produce different augmented versions. Popular data augmentation methods are color transformation and geometric transformation. Color transformation tunes a picture at the pixel level via image noising, grayscale image coloring and color jitter, etc. Geometric transformation simply changes the geometry structure of an image without modifying its pixel level information, including random cropping, flipping and scaling, etc.

As our images are collected on a real power grid construction site, one object usually appears in multiple images.
with different brightness due to weather change and lighting. Moreover, the size of a single object could be very different in different images. To this end, we propose to adopt the composed data augmentation method of random cropping, flipping, scaling and color jitter with some probabilities, which can simulate the interference naturally existed in the power grid construction dataset. We can then expect that the encoder trained in the contrastive self-supervised pretraining stage can deal with the aforementioned interference and thus benefit the downstream object detection task. Fig. 3 shows four images of unfinished towers collected on a real power grid construction site and the corresponding augmented samples generated in the contrastive self-supervised pretraining stage. We can see from the figure that there are obvious differences in the sizes and the brightness of the unfinished towers in the dataset and their augmented versions.

With the proposed data augmentation method, positive pairs, each of which includes two augmented versions of a single image, and a large number of negative pairs of augmented versions of different images in a batch can be produced. Let \( i_m \) denote the \( m \)th sample in the batch \( \{i_m\}_{m=1}^M \), \( t(\cdot) \) and \( t'(\cdot) \) denote two different data augmentation functions. The two augmented versions of sample \( i_m, x_m \) and \( x'_m \), can be written as

\[
x_m = t_m(i_m),
\]

and

\[
x'_m = t'_m(i_m),
\]

respectively, which forms a positive pair.

2) Encoder

The role of encoder in the contrastive self-supervised pretraining is to map an input image into a valid representation of its features. In our CORY-Net, the ResNet-50 network [31] is chosen as the encoder thanks to its ability to balance the network depth and the representation learning capability. A 2048-dimensional feature representation of sample \( x_m, h_m \), can be obtained after encoding as

\[
h_m = \text{ResNet-50}(x_m).
\]

Similarly, the feature representation \( h'_m \) of sample \( x'_m \) is given by

\[
h'_m = \text{ResNet-50}(x'_m).
\]

3) Head

After encoding each image to obtain its feature representation, the head is used to compute the similarity between two augmented images. In our CORY-Net, the nonlinear layers composed of Linear + ReLU + Linear are used to project the 2048-dimensional representation to a 64-dimensional vector as

\[
z_m = \text{Linear}(\text{ReLU}(\text{Linear}(h_m))),
\]

and

\[
z'_m = \text{Linear}(\text{ReLU}(\text{Linear}(h'_m))),
\]

which are then input into the contrastive loss component.
Conv2d at the top of this page is the similarity matrix of all positive negative pair, the network can better distinguish the samples by minimizing the similarity of the representations of every row. Meanwhile, (NT-Xent) is used as the contrastive loss. By maximizing the normalized temperature-scaled cross entropy loss here, the normalized temperature-scaled cross entropy loss

\[ \ell_m = -\log \frac{\exp(s(z_m, z'_m)/\tau)}{\sum_{z_i \neq z_m} \exp(s(z_i, z'_m)/\tau) + \exp(s(z'_m, z_m)/\tau)} \]  

and

\[ \ell'_m = -\log \frac{\exp(s(z'_m, z_m)/\tau)}{\sum_{z_i \neq z_m} \exp(s(z'_m, z_i)/\tau) + \exp(s(z'_m, z_m)/\tau)} \]  

where \( \tau \) denotes a temperature parameter. Finally, the contrastive loss in a batch can be obtained as

\[ loss = \sum_{m=1}^{M} \left( \ell_m + \ell'_m \right) \]  

**B. RES-YOLOv5**

In the second stage of the proposed CORY-Net, a ResYOLOv5 network is designed to fit the characteristics of power grid construction scenes for object detection. In order to take advantage of the encoder obtained in the pretraining stage, as shown in Fig. 4, the ResNet-50 is used as the backbone for feature extraction, which is the same as the encoder in the first stage of contrastive self-supervised pretraining. By doing so, the backbone here can be initialized by the weights obtained in the pretraining stage, which provides prior knowledge of annotated images to the object detection model. The parameters of the backbone can be further fine-tuned by training the supervised learning model.

Since the sizes of the objects in different categories vary greatly in a power grid construction scene, e.g., helmets and power transmission towers, the object detection network needs to output a few feature maps of different sizes to detect both large and small targets. Inspired by YOLOv5, Path Aggregation Network (PANet) is used as the neck and YOLOv3head is chosen as the head to realize predictions across different scales. PANet as the neck between backbone and head is composed of one bottom-up path and one top-down path, which can combine features from various feature layers to deal with the detection of unbalanced sizes. In Fig. 4, three feature maps of sizes 20×20, 40×40, and 80×80 are output from the second, third, and fourth bottleneck blocks with different depths in the ResNet-50 network to connect to the PANet.

The YOLOv3head is used to predict three feature maps of different scales, and predict three boxes for each feature map.
Let $W$ denote the third dimension of the output feature map. If the images are scaled to the resolution of $640 \times 640 \times 3$, the head will output $20 \times 20 \times W$, $40 \times 40 \times W$ and $80 \times 80 \times W$ feature maps. The predicted results include 4 bounding box offsets, 1 objectness prediction, and 22 class predictions. The number of output channels of the feature map is then $W = 3 \times (4 + 1 + 22) = 81$.

### IV. OUR DATASET

A new power grid construction dataset of 12000 images is created, which contains 22 categories of objects, as shown in Fig. 5. Most of the 12000 images are collected on a practical power grid construction site, while the images containing heads are all from the Safety-Helmet-Wearing-Dataset available at [https://github.com/njvisionpower/Safety-Helmet-Wearing-Dataset](https://github.com/njvisionpower/Safety-Helmet-Wearing-Dataset) due to the difficulty to collect the targets of heads without wearing a helmet on a power grid construction site. 7146 out of the 12000 images have been carefully annotated. The training set contains 6125 images and 51609 objects, while the test set contains 1021 images and 7441 objects. This dataset is used in all experiments consistently. Note that these 22 categories of objects are selected as detection targets because they are closely related to potential safety risks during power grid construction. For example, the detection of helmets and safety vests can ensure the safety of the construction workers by checking if the protective equipment is worn properly, while the detection of gin pole and lifting heavy object is essential for the delimitation of dangerous areas on the power grid construction site.

### V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, experimental results are presented to demonstrate the performance of the proposed CORY-Net on the power grid construction dataset. Ablation studies are performed to evaluate the effectiveness of the contrastive self-supervised pretraining on improving object detection performance in power grid construction scenes. State-of-the-art detectors, YOLOv3, Faster R-CNN, RetinaNet and EfficientDet, are chosen as benchmarks.

#### A. EXPERIMENTAL SETUP

In the contrastive self-supervised pretraining stage, the default hyper-parameters are detailed as follows. The training epochs are fixed at 200, 600, 1000, 1400. The batch size is 256. Adam is used as the optimizer with a learning rate of 0.0003. All experiments are conducted with a 3080Ti GPU. All the 12,000 images in the power grid construction dataset, 

1. Note that diverse images are collected during the whole power grid construction process, which ensures the comprehensiveness of the dataset. As a result, our dataset can also be used for other object detection tasks regarding power grid construction with various aims.
2. Note that the detection performance can be further improved by increasing the batch size in the contrastive self-supervised pretraining stage, since the detection performance benefits more from a larger batch size as revealed in [17].
including both the unlabeled images and the labeled images, are used in the pretraining stage.

In the object detection stage, 100 training epochs are used, the image size is 640 × 640, and the batch size is 32. For the sake of fair comparison, the same setting is applied for all the experiments, which are conducted with a 1080Ti GPU. For our CORY-Net, the backbone ResNet-50 is initialized by the weights obtained in the pretraining stage. The object detection model is then trained and tested on the power grid construction dataset of 7146 annotated images.

As for the scoring criteria, popular metrics including Precision (P), Recall (R), mAP@.5 and mAP@.5:.95 are chosen. mAP@.5 refers to the mAP of intersection over union (IOU) set at threshold 0.5 and mAP@.5:.95 is obtained by averaging the mAP over different thresholds varying from 0.5 to 0.95 with the step size of 0.05.

### B. EXPERIMENTAL RESULTS

1) Performance of CORY-Net:

Table 1 presents the experimental results on our power grid construction dataset. The proposed CORY-Net by integrating contrastive self-supervised pretraining with Res-YOLOv5 for object detection achieves 82.48% Precision, 72.02% Recall, 74.23% mAP@.5 and 43.35% mAP@.5:.95, which outperforms the original YOLOv5 by contributing 1.32% to the mAP@.5 and 3.54% to the mAP@.5:.95. Compared to the Res-YOLOv5 proposed for the downstream object detection, our CORY-Net contributes 1.63% to the Precision, 1.66% to the Recall, 2.47% to the mAP@.5 and 4.05% to the mAP@.5:.95, indicating that the contrastive self-supervised pretraining employed in the CORY-Net can efficiently improve the object detection performance on the power grid construction dataset without any additional cost of human annotation.

Fig. 6 illustrates the detection results in various power grid construction sites.
TABLE 2: Comparison of the proposed CORY-Net with YOLOv3, Faster R-CNN, RetinaNet, EfficientDet and the improved YOLOv5 in [27] on our power grid construction dataset.

| Method          | Epochs | mAP@.5 (all) | mAP@.5 (all) | mAP@.5 :.95 (all) | mAP@.5 :.95 (all) |
|-----------------|--------|--------------|--------------|-------------------|-------------------|
| YOLOv3          | 100    | 63.7         | 75.5         | 36.2              | 72.2              |
|                  |        |              |              |                   |                   |
| Faster R-CNN    | 100    | 69.7         | 91.7         | 38.7              | 72.6              |
|                  |        |              |              |                   |                   |
| EfficientDet    | 16.1   | 98.7         | 69.5         | 0.2               | 0.0               |
|                  |        |              |              |                   |                   |
| RetinaNet       | 58.0   | 72.9         | 89.2         | 39.1              | 78.3              |
|                  |        |              |              |                   |                   |
| Improved YOLOv5 | 70.2   | 73.1         | 85.7         | 36.3              | 79.0              |
|                  |        |              |              |                   |                   |
| CORY-Net        | 100    | 6.1          | 88.8         | 43.1              | 80.7              |

2) Effect of Pretraining Epochs:
Fig. 8 presents the mAP@.5 with the proposed CORY-Net by varying the pretraining epochs. We can see that the mAP@.5 increases as the pretraining epochs increase, indicating that the transfer capability of the contrastive self-supervised pretraining is higher with more training epochs. Moreover, as the mAP@.5 in Fig. 8 has not converged yet, object detection performance could be further improved by increasing the pretraining epochs.

3) Comparison with Benchmarks:
Table 2 presents the mAP@.5 with the proposed CORY-Net, the popular one-stage or two-stage object detection models include YOLOv3, Faster-RCNN, RetinaNet and EfficientDet and the improved YOLOv5 proposed in [27] for helmet detection on construction sites. It can be seen that compared to the start-of-the-art models, our proposed CORY-Net achieves the highest overall mAP@.5, and the best performance for 9 out of 22 categories of objects that need to be detected. Moreover, compared to the improved YOLOv5 network in [27], our proposed CORY-Net achieves higher mAP@.5 for 13 out of 22 categories of objects and contributes 4.0% to the overall mAP@.5. Particularly, significant improvement can be observed in the detection of helmet, ground lead and wireless drum, indicating that the proposed CORY-Net has good detection performance especially for small objects. However, CORY-Net is inferior to other models on the detection of safety vest, gin pole over unfinished tower and anchor rod. We speculate that some characteristics of such targets vary in the power grid construction datasets. For example, anchor rods may be affected by different shooting angles, resulting in differences in their appearance. Safety vests may be partially obscured by the posture of the construction workers and other objects.
VI. CONCLUSION
This paper proposed an object detection model, CORY-Net, by integrating the contrastive self-supervised pretraining and YOLOv5 for intelligent safety monitoring on power grid construction sites. A high-quality dataset of practical power grid construction scenes was also constructed, which includes 22 categories of objects that may pose potential safety risks, which can provide a favorable support for training the proposed CORY-Net. Experimental results showed that our CORY-Net can reduce the amount of required annotated training data and outperforms the supervised model on our power grid construction dataset thanks to the contrastive self-supervised pretraining employed in the CORY-Net. Compared to the YOLOv5 detector, the proposed CORY-Net contributes 1.32% to the mAP@.5 and 3.54% to the mAP@.5:.95. In addition, the proposed CORY-Net achieves higher mAP@.5 for most categories of objects than the state-of-the-art supervised models.

Note that apart from detecting safety-related objects, detection of dangerous areas is also of great importance in intelligent safety monitoring tasks on power grid construction sites, which will be carefully studied in the future by exploring weakly supervised learning methods.
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