Sparse Restricted Boltzmann Machine Based on Data Class Entropy
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Abstract. The sparse of RBM is a critical technique to prevent the over-fitting of neural networks. Current competition sparse methods suffered from the fix sparse threshold. To this point, an adaptive RBM sparse method based on the complexity of data class distribution is proposed to determine the sparse threshold adaptively. In the method, a hidden-layer based entropy computing is introduced to overcome the curse of dimensionality for the estimation of distribution. Experiments on MNIST and CIFAR-10 are conducted and show that the proposed method is more effective than CaRBM and GC-RBM.

1. Introduction

Restricted Boltzmann machine (RBM) has become an important basic algorithm for deep learning[1]. It is widely used in deep belief network, image processing and so on[2]. However, there is an over-fitting phenomenon in RBM training, which limits RBM application[3]. To prevent over-fitting of neural networks, researchers have proposed many solutions, such as regularization methods and sparse methods[4,5]. The sparse of RBM mainly includes two methods: penalty sparse and competition sparse[6]. Penalty sparse uses sparse constraint as penalty function and integrates the function into the objective optimization[7]. In comparison with penalty sparse, competition sparse is achieved by competition among hidden units with sparse constrains, such as CaRBM and Ga-RBM[8,9]. The problem of competition sparse is that the sparse threshold cannot be adapted to the input data distribution.

The purpose of this article is to configure an appropriate threshold based on the distribution of input data, we propose an adaptive method based on input data, called as Entropy Cardinality Based Restricted Boltzmann Machine (EC-RBM). The sparse threshold is measured by the information entropy of a given data in EC-RBM[10-12]. The basic idea of EC-RBM is that fewer neurons need to be activated in the case that there is little information need to be represented, and vice versa, more activated neurons are required. To overcome the curse of dimensionality when estimating the
distribution of data class, EC-RBM introduces that the information entropy is computed by the hidden layer. Experiments show that EC-RBM is superior to CaRBM and GC-RBM.

2. Related Works

Restricted Boltzmann Machine (RBM) is an energy model of Markov random field with a two-layer structure[13,14]. The $N_v$ dimensional visible layer units $v$ are used to input the original data, and the $N_h$ dimensional hidden layer random units $h$ are used to extract features of the original input data. Visible layer units $v$ are connected to the hidden layer units $h$, and the joint probability distribution of the units $v$ and $h$ are shown in Eq. 1:

$$P(v, h) = \frac{1}{Z} \exp(v^TWh + vb + h^Td)$$ (1)

where $Z$ is the partition function, and the parameters meet the criteria $W \in \mathbb{R}^{N_v \times N_h}, b \in \mathbb{R}^{N_v}, d \in \mathbb{R}^{N_h}$. $W$ represents weight between the visible layer and hidden layer, $b$ and $c$ represent the bias terms of the visible layer units and the hidden layer units, respectively[15-17].

CaRBM proposes an approach to sparse the hidden layer. In CaRBM, the sparse activation threshold is introduced into the joint distribution of visible layer variables and hidden layer variables. However, the activation threshold breaks the assumption of the conditionally independence of hidden layer units implied by RBM. Although CaRBM can sparse RBM and improve the performance in some sense, the sparse threshold is a fixed constant and configured by experience. The sparse does not adapt to the pattern of data. Compared to CaRBM, GC-RBM is a generalized model with adaptive sparsity constraint. The threshold of hidden unit activations is decided by the input data and a given Gaussian distribution in the pre-training phase. Generally, sparse optimization in CaRBM is intuitive, simple, and easy to calculate, but the threshold cannot be adapted to input data. GC-RBM model improves the adaptability, but does not intuitively reflect different input data[18-20].

3. Entropy Cardinality Restricted Boltzmann Machine

This paper proposes an RBM sparse method based on the complexity of data distribution, called Entropy Cardinality Restricted Boltzmann Machine (EC-RBM). EC-RBM uses information entropy to measure the complexity of data distribution for a given class, and gives a probabilistic approach to adaptively configure the activated threshold. Moreover, three kinds of neuron competitions are designed for different distributions of activated units.

3.1 EC-RBM Model

In practice, the complexity of the data distribution is quite different in terms of the classes of data. Figure 1 depicts the information entropy of the number '0' to '9' of MNIST dataset. It shows that the entropy of the number '1' is much larger than the number '2'. It may be out of the usual thought that the pattern of the number '1' should be simple for its simple stroke. However, the actual writing shape of '1' is of more types than other numbers. Naturally, it is expected that the code length of the number '1' is longer than the number '2'. It means that for the more complex data, the more hidden neurons should be activated to encode enough information to distinguish the patterns.

For the visible units $v \in \mathbb{R}^{N_v}$ and the hidden units $h \in \mathbb{R}^{N_h}$, the joint probability of EC-RBM with the threshold $k_v$ about the number of activated units is given by Eq. 2.
where for the data \( v \), \( H_c(v) \) is the entropy of the data class \( c \), which represents the information about every uncertain subclass. Then, the specific threshold \( k_{H_c(v)} \) is determined by \( H_c(v) \). Here, we represent \( k_{H_c(v)} \) by \( k_v \) in briefly. Given input data \( v \) and its subclass entropy \( H_c(v) \), we assume that \( k_v \) follows the probability of Eq. 3.

\[
P(k_v|h, H_c(v)) = \frac{P(v|H_c(v)|h)P(h)P(k_v)}{P(v|H_c(v))P(h)} = \frac{P(v|k_v)P(H_c(v)|k_v)P(k_v)}{P(v|k_v)P(k_v|H_c(v))} = \frac{P(k_v|v)P(k_v|H_c(v))}{P(k_v)P(H_c(v))}
\]

Related inference is similar to that in CaRBM and GC-RBM. (2) \( P(k_v) \) is the prior knowledge of \( k_v \), which cannot be obtained directly. So, \( P(k_v) \) is assumed to obey the uniform distribution as GC-RBM did. (3) \( P(k_v|H_c(v)) \) represents the posterior knowledge about \( k_v \) when the subclass entropy introduced. Eq. 6 shows the calculation progress of \( P(k_v|H_c(v)) \), \( P(k_v|v) \) and \( k_v \) can be sampled from specific distribution.

Suppose that \( \mathcal{D} \) is the data space, and \( C \) is the class space, a training data is the set \( \mathcal{D} \subseteq \mathcal{D} \subseteq \mathcal{C} \). For \((v, c) \in \mathcal{D}, v \in \mathcal{R} \) is the input data, \( c \in C \) is the specific class of input data \( v \), \( N_c = |C| \). For the class \( c \), \( D_c \subseteq \mathcal{D} \) is a subset of training data of the class \( c \) in \( D \), \( n_c = |D_c| \). \( p(v, c) \) is defined as the joint probability of data \( (v, c) \). The entropy of the class \( c \) is defined by Eq. 4.

\[
H(c) = -\sum_x p(v, c)logp(v, c) = -p(c)\sum_x p(v|c)logp(v|c)p(c)
\]

The probability of \( p(c) \) can be obtained directly from the training dataset. For \( p(c) \), Parzen Window method is used to estimate the conditional probability \( p(v|c) \). Here, Gaussian kernel is selected as the window function. So, the \( p(v|c) \) is replaced by \( \hat{p}(v|c) \):

\[
\hat{p}(v|c) = \frac{1}{N}\sum_{i=1}^{N}\frac{1}{V_N}\varphi\left(\frac{d(v, v_i)}{h_N}\right)
\]

where \( \varphi(\cdot) \) is the Gaussian kernel, \( d(v, v_i) \) is the distance between \( v \) and \( v_i \), \( v_i \) is the sample drawn from the class \( c \), \( h_N \) is the width of window, \( V_N \) is the volume of window, \( N \) is the total number of samples. \( P(k_v|H_c(v)) \) is assumed to follow the Gaussian distribution \( N(\hat{H}_c, \sigma_c) \). \( \hat{H}_c \) is calculated by Eq. 4 and Eq. 5 for each class, and \( \sigma_c \) is set as 1.

The distance between the training data is critical to the class entropy \( \hat{H}_c \). It is well-known that the distance measurements maybe invalid for the high-dimensional data because of the "curse of dimensionality". That is to say, for high dimensional data, it is quite hard to distinguish input data each other. In fact, it is observed that the hidden layer is relevant to the visible layer, and the dimensionality of hidden layer is far lower than the visible layer. In this paper, the entropy of hidden layer substitutes for the entropy of visible layer. According to entropy properties, we have

\[
H(c) = H(X, c) = H(h, c) - log|\text{det}(W)|
\]

\[
H(h, c) = -\sum_{h \in H} p(h|c)logp(h|c)
\]

\[
\hat{p}(h|c) = \frac{1}{N}\sum_{i=1}^{N}\frac{1}{V_N}\varphi\left(\frac{d(h, h_i)}{h_N}\right)
\]
where $\text{det}(W)$ is the determinant of weight matrix $W$. $\mathfrak{S}$ is the hidden layer output space of $X$ given $W$ and $b$.

4. Experiment

4.1 Setting

The experiments are conducted on the datasets of MNIST and CIFAR-10. EC-RBM is compared to typical sparse methods including CaRBM and GC-RBM. In the experiment, the parameters of the models are set as follows: for gauss kernel of Parzen window, $\mu = 0$, $\sigma = 1$, $N = 0.5*|V|$ [21]; for $P(k_v|v)$, $\mu = 20.0$, $\sigma = 3.0$. The $k$ in CaRBM is 20.

4.2 Experiment Evaluation

Figure 1 of MNIST dataset shows that in comparison with CaRBM and GC-RBM, EC-RBM has the lowest loss, which is reduced by 20% and 12%. At the same time, EC-RBM achieves better performance with the accuracy increasing 10% and 5%. The loss and accuracy of EC-RBM computed by the hidden layer are not greatly improved compared with the input layer. The reason is that the dimension of MNIST data is 28*28, which is much lower than CIFAR-10, so the curse of dimensionality has less impact on the Parzen window. For CIFAR-10, EC-RBM has a significant improvement compared with CaRBM and GC-RBM, with the loss reduced by 2.0% and 1.5%, and the accuracy improved by 9% and 5%. The variance of EC-RBM after 150 epochs is much smaller than the one of CaRBM and GC-RBM. Furthermore, the loss of EC-RBM hidden is lower than EC-RBM visual thorough the whole epochs, because the dimension of CIFAR-10 data is about 4 times of MNIST data and the distance measure in Parzen window becomes more valid for the hidden layer.

5. Conclusion

In this paper, we propose a sparse model EC-RBM based on data class entropy. Within the EC-RBM, the size of activated neurons is dynamically determined by entropy. EC-RBM also introduces the hidden layer-based entropy to overcome the curse of dimensionality. Experiments show that EC-RBM has better performance than CaRBM and GC-RBM.
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