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1. Introduction

A Wireless Sensor Network consists of small battery powered wireless devices, that are capable of monitoring environmental conditions such as humidity, temperature, noise, etc. Sensor networks do not have a fixed infrastructure but form an ad hoc topology. Wireless sensor networks are emerging as a promising platform that enable a wide range of applications in both military and civilian domains such as battlefield surveillance, medical monitoring, biological detection, home security, smart spaces, inventory tracking, etc. Such networks consist of small, low-cost, resource limited (battery, bandwidth, CPU, memory) nodes that communicate wirelessly and cooperate to forward data in a multi-hop fashion. Thus, they are especially attractive in scenarios where it is infeasible or expensive to deploy a significant networking infrastructure.

In wireless sensor networks, services may fail due to various reasons, including radio interference, de-synchronization, battery exhaustion, or dislocation. Such failures are caused by software and hardware faults, environmental conditions, malicious behavior, or bad timing of a legitimate action. In general, the consequence of such an event is that a node becomes unreachable or violates certain conditions that are essential for providing a service, for example by moving to a different location, the node can no further provide sensor data about its former location. In some cases, a failure caused by a simple software bug can be propagated to become a massive failure of the sensor network. This results in application trials failing completely and is not acceptable in safety critical applications.

The open nature of the wireless communication, the lack of infrastructure, the fast deployment practices, and the hostile deployment environments, make them vulnerable to a wide range of intrusions and security attacks. The motivation for attacking a sensor networks could be, for example, to gain an undeserved and exclusive access to the collected data. There has been a multitude of attacks described in the literature: probabilistic data packet dropping, topology manipulation, routing table manipulation, prioritized data and control packet forwarding, identity falsification, medium access selfishness etc. The protection system of a sensor networks usually relies on the following two mechanisms: (i) authentication and secure protocols and (ii) intrusion and attack (misbehavior) detection. As the experience from the Internet shows, the weaknesses in authentication and secure protocols are frequently exploited. These protocols alone are in general considered being
insufficient to provide the necessary level of protection. Therefore, there has been a lot of effort invested in providing networks with means for a timely detection of an attack or intrusion. Such detection is often based on methods and algorithms known from the field of machine learning.

Additionally, after sensors get deployed in the monitored area, the access to them can be difficult. For example, a sensor network, with the goal to monitor conditions in the sewer system of a large city, might be inaccessible for maintenance, software updates or battery exchange. Therefore, a special focus has been put on designing energy efficient protocols at all layers of the OSI (Open Systems Interconnection protocol stack. Additionally to addressing energy constraints, these protocols should impose a high degree of robustness in order to minimize the need for human intervention.

The use of these sensor networks in hostile environments means that providing quality of service is essential and requires the implementation of fault-tolerant mechanisms that can ensure availability and continuity of service. For example, the maximum coverage of the regions monitored by the network and connectivity of the various nodes of the network must be maintained. However in an environment where each node can fail unexpectedly resulting in the isolation of some parts of the network, this guarantee is neither automatic nor easy to achieve.

For all this problems, the integration of mechanisms for monitoring wireless sensor networks, for the reason of topology control, fault tolerance and security are crucial for the effective use of wireless sensor networks. There are many current management approaches, but each provides only partial solutions to the problems of monitoring and fault tolerance, and they do not adapt to the properties and constraints of many wireless sensor networks.

In summarize there are many papers tried to tackle monitoring methodologies in wireless sensor networks. In this chapter we will try to give an overview on the use of monitoring mechanisms to supervise wireless sensor networks. Then we detailed the description of some research using monitoring mechanisms for reasons of security, topology control or fault tolerance in wireless sensor network, and we will describe our contribution in this field.

2. A survey of monitoring mechanism in WSN

To address these problems, many researchers have used the concept of centralized monitoring, where a control center is responsible for monitoring all network nodes (such as base station, the central controller or manager, and sink). Other researchers have used a decentralized approach to monitor network nodes as fault detection, security, connectivity and coverage control.

2.1 Monitoring of Connectivity and Coverage in WSN

Connectivity is particularly important for wireless sensor networks. In a wireless sensor network, the deployment strategy often involves using more nodes then necessary and turning off the ones that are not being used for communication or sensing. When the network becomes disconnected, one or more of the redundant nodes can be turned on to repair connectivity [1]. The main problem with this technique is the requirement for extra nodes, and when several nodes in a limited region fail it may no longer be possible to repair
the network. Li and Hou study the problem of adding as few nodes as possible to a
disconnected static network so that the network remains connected [2]. They show that the
problem is NP-Complete and propose some heuristic solutions. These algorithms require
global knowledge of the graph and they are time-consuming to apply. Consequently they
are typically not applicable in real-time with dynamic networks.

Using mobility to maintain connectivity has attracted many researchers. The general
approach has been the use of mobility to carry data between disconnected components of
the network [3]. Another approach is the storage of data when connectivity is disrupted, and
sending the data when connectivity is subsequently repaired [4, 5]. A significant problem
with these approaches is the latency in data transfer for time critical applications.

K. Benahmed and al. used graph theory and self-organisation mechanism for monitoring
connectivity in wireless sensor networks [6].

There are also approaches that can be used to maintain uninterrupted connectivity with
dynamic networks. Spanos and Murray propose a technique for providing radio
connectivity while moving a group of robots from one configuration to another [7].
However, this analysis is not valid when there are obstacles.

Several other solutions for fault tolerance are based on the nature of redundant sensor
networks. Fusion techniques [7, 8] may merge or aggregate the different readings of the
sensors. Multi routing paths [9, 21] and techniques to ensure k-connectivity between nodes
[10, 11, 12, 13, 14] can be applied to increase the reliability of the transmission of messages in
wireless sensors networks.

First, most existing solutions have treated the problems of sensing coverage and network
connectivity separately. The problem of sensing coverage has been investigated extensively.
Several algorithms aim to find close-to-optimal solution based on global information. Both
[22] and [23] apply linear programming techniques to select the minimal set of active nodes
for maintaining coverage. More sophisticated coverage model is used to address exposure-
based coverage problems in [24][25]. The maximal breach path and maximal support path in
a sensor network are computed using voronoi diagram and delaunay triangulation
techniques in [24]. The problem of finding the minimal exposure path is addressed in [25].

In [26], sensor deployment strategies were investigated to provide sufficient coverage for
distributed detection. Provided scalability and fault-tolerance, the localized algorithms can
be more suitable and robust for large-scale wireless sensor network that operate in dynamic
environments. The protocol proposed in [27] uses a local geometric calculation of sponsored
sectors to preserve the sensing coverage. However, these protocols do not address the
problem of maintaining network connectivity. Several other protocols (e.g., ASCENT [28],
SPAN [29], AFECA [30], and GAF [31]) aim to maintain network connectivity, but do not
guarantee sensing coverage. Unfortunately, satisfying only coverage or connectivity alone
is not sufficient for a sensor network to provide sufficient service. Without sufficient
sensing coverage, the network cannot monitor the environment with sufficient accuracy or
may even suffer from “sensor voids” where no sensing can occur. Without sufficient
connectivity, nodes may not be able to coordinate effectively or transmit data back to base
stations. The combination of coverage and connectivity is a special requirement introduced
by sensor networks that integrate multi-hop wireless communication and sensing
capabilities into a single platform. In contrast, traditional mobile ad hoc networks
comprised of laptops only need to maintain network connectivity.
A second limitation of the aforementioned coverage protocols (except for the global algorithm in [22]) is that they can only provide a fixed degree of coverage. They cannot dynamically reconfigure to meet the requirements of different applications and environments, or a same application with varying operational conditions. Finally, while the PEAS [32] protocol was designed to address both coverage and connectivity in a configurable fashion, it does not provide analytical guarantees on the degree of coverage and connectivity. For many critical sensor network applications (e.g., surveillance and structural monitoring) guaranteed degrees of coverage and connectivity are required, and a best effort approach is not sufficient.

2.2 Monitoring Wireless sensor Networks for Security Reason

Wireless sensors networks are vulnerable to many types of attacks. In recent years there have been many proposals using cryptography to ensure secure communication such as SPINS [33], etc. Nevertheless, cryptography alone is not sufficient for node compromise attacks and novel misbehaviors in sensor networks [34].

A protocol called DICAS using local monitoring is proposed by Khalil et al. [35], for secure routing, which mitigates the control and data traffic attacks in sensor networks. They propose a countermeasure for wormhole attacks, called LITEWORP [37], which uses guard nodes to attest the source of each transmission. Neighbor watch [36] is employed by a hop-by-hop resilient packet-forwarding scheme. For reputation and trust based systems, neighbor watch is used as a component to monitor neighborhoods and collect information to build trust relationships among nodes in the network, such as RFSN[38], CONFIDANT[39], CORE[40], etc. For intrusion detection systems, local monitoring is used to build decentralized protocols [41, 42]. Khalil et al. [43] propose a on-demand sleep-wake protocol to shorten the time a node needs to be awake for the purpose of monitoring. They do not, however, consider the optimized selection of monitoring nodes in the network, but focusing on how to schedule nodes to meet the monitoring requirement for given communication links. Hsin et al. [44] propose self-monitoring mechanism, this proposition pay more attention on the system-level fault diagnosis of the network, especially detecting node failures. They do not deal with malicious behaviors as what are considered in the works [36,45,46]. On the other hand, our study emphasizes the optimized node selection for the local monitoring scheme. In [47], the authors present DAMON, a distributed system for monitoring multi-hop mobile networks. DAMON uses agents within the network to monitor network behavior and send collected measurements to data repositories. Zhao et al. [48] propose to scan the residual energy and monitor parameter aggregates including link loss rate and packet count. Such information is collected locally at each node and transmitted back to the sink for analysis. In [49], the authors propose Sympathy tool to actively collect run-time status from sensor nodes like routing table and flow information and detects possible faults by analyzing node status together with observed network exceptions. In [50], an IDS model for ad-hoc networks is presented following the behavioral paradigm. The IDS is decentralized and detection is made by clusters. A technique to safely elect the responsible node for monitoring each cycle was developed. This solution is expensive, thus being inadequate to a WSN. In [51], Marti et al. used Watchdog technique or local monitoring for ad-hoc networks in order to improve the detection of mischievous nodes. It uses a technique called pathrater to help routing protocols to avoid those nodes. In this work, the monitor node watches its neighbors to know what each one of them will do
with the messages it receives from another neighbor. If the neighbor of the monitor nodes changes, delays, replicates, or simply keeps the message that should be retransmitted, the monitor counts a failure. This technique is also used to detect other types of attacks. This approach is not efficient because watchdog needs more memory. If watchdog’s neighbor sensors send large number of messages, the watchdog will run out of its memory quickly. However, none of these previous works has sought to give more importance to the election criteria of nodes responsible for monitoring the network. In addition, the audit data used in monitoring and detecting abnormal behavior in the network, does the flow of traffic, but nobody has taken the resources consumed in a sensor as an index of screening abnormalities. The highlight of our work is summarized in a comprehensive strategy for monitoring the network, in order to detect and remove nodes to abnormal behavior. Our work therefore focuses around a strategy of distributed resolution on the algorithmic level, that is to say an implementation of the distributed algorithm throughout the network, in which each sensor involved through local pre-treatment. On the other hand in most of the work, monitoring keys entire population of the sensor network at the same time, this poses a problem of congestion at the communication channel and overloads the sensors responsible for network monitoring. In our case the sensor responsible for monitoring selects and analysis a single sample from the population to monitor.

3. Hybrid Approach for Monitoring the Connectivity and Coverage in Wireless Sensor Networks

The use of sensor networks in hostile environments means that providing quality of service is essential and requires the implementation of fault-tolerant mechanisms that can ensure availability and continuity of service. For example, the maximum coverage of the regions monitored by the network and connectivity of the various nodes of the network must be maintained. However in an environment where each node can fail unexpectedly resulting in the isolation of some parts of the network, this guarantee is neither automatic nor easy to achieve.

The integration of mechanisms for surveillance, topology control and fault tolerance are crucial for the effective use of wireless sensor networks. There are many current management approaches, but each provides only partial solutions to the problems of monitoring and fault tolerance, and they do not adapt to the properties and constraints of many wireless sensor networks. Therefore, the work presented in this paper gives a new approach for monitoring connectivity in wireless sensors networks. We provide a rigorous analysis for the development of fault-tolerance to ensure both ongoing monitoring of network connectivity and self organization, mainly to enhance the degree of connectivity at critical nodes presenting articulation points in the network.

The rest of this sub-chapter is organized as follows. The following sections 3.1 and 3.2 introduce the concepts of connectivity, monitoring and fault tolerance. We model our problem in Section 3.3. Sections 3.4 and 3.5 describe our solution. In Section 3.6, we present our simulation results.

3.1. Connectivity

A network of sensors is considered to be connected only if there is at least one path between each pair of nodes in the network. Connectivity depends primarily on the existence of paths.
It is affected by changes in topology due to mobility, the failure of nodes, attacks and so on. The consequences of such occurrences include the loss of links, the isolation of nodes, the partitioning of the network, the upgrading of paths and re-routing. Connectivity can be modeled as a graph $G(V, E)$ where $V$ is the set of vertices (nodes) and $E$ the set of edges (links). This graph is said to be $k$-connected if there are at least $k$ disjoint paths between every pair of nodes $u, v \in V$. Connectivity is a measure of fault tolerance or diversity of paths in the network. The need for 1-connectivity of the network graph is a fundamental condition of it being operational. The connectivity of a network can be expressed as follows [15].

$$\mu(R) = \frac{N \cdot \pi \cdot R^2}{A}$$  \hspace{1cm} (1)

where $R$ is the radius of transmission, $A$ the area and $N$ the number of nodes in the area $A$. Kleinrock and Silverster have shown that when connectivity $\mu(R)$ reaches 6 nodes, the probability that a node is connected tends to 1, i.e. that the network forms a connected graph [14].

### 3.2. Fault Tolerance

Wireless sensor networks are commonly deployed in hostile environments and are susceptible to numerous faults in several layers of the system. Figure 1 depicts the source of these failures and demonstrates the potential for propagation to higher layers. The source of failures in this classification is divided into four layers: node, network, sink and the base station.

To address these problems it is useful to implement a system that allows monitoring of the network, show figure 2. At any moment such a system must be able to provide the operational status of different devices and to establish mechanisms that provide fault tolerance. By definition fault tolerance [14] is a technique that has been proven to make systems capable of providing a good service, even in the presence of accidental phenomena.
such as disturbance of the environment (external faults), failure of hardware components (internal physical faults), or design faults, particularly software faults (bugs). Under the terms of dependability, faults are the causes of errors, mistakes are part of the abnormal state of the system and when errors are propagated to the system interface – i.e. when the service provided by the system is incorrect – this results in a failure. When mistakes are accidental and sufficiently rare, it is possible to tolerate them. This requires detecting errors before they occur, with error handling in case they can’t be rectified. We must also make a diagnosis, in other words identify the fault, isolate faulty components, replace or repair and reset the system in case there is no alternative.

In a wireless sensors network, fault tolerance is the ability to ensure the functionality of the network in the face of any interruption due to failures of sensor nodes.

3.3. Modeling the Problem
In most cases a wireless sensors network can be modelled as a unit graph \( G(V, E) \) where \( V \) is the set of nodes (with each sensor in the network a vertex in the graph) and \( E \) the set of all arcs giving opportunities for direct communication between nodes (we assume that the communication is symmetric, meaning that if a node can hear another, it can also be understood by him). The corresponding graph is undirected. If we set \( d(u, v) \) as the physical distance between nodes \( u \) and \( v \), and \( R_c \) the radius of communication, then \( E \) is defined as follows [16, 20].

\[
E = \{(u, v) \in V \mid d(u, v) \leq R_c\}
\]

(2)

For sensor coverage – i.e. the collection of information by sensors – we need the coverage radius \( r_s \), with \( R_c \geq 2r_s \). Figure 3 shows these two ranges (connectivity and coverage).

![Fig. 3. Connectivity and coverage in wireless sensor network.](image)

- \( x, y \) are Events
- \( R_c \) is the radio range
- \( S_i \) are sensor nodes
- \( r_s \) is the sensing range

3.4. Connectivity Strategy : Our Approach
In this section we will consider methods used for predicting the partitioning of the network. The prediction algorithm acts as a tool to help provide fault tolerance, aimed at improving
the life of the service by detecting critical nodes that might induce a breach of network connectivity should they fail. The mobility of nodes, energy loss, vulnerability to attack and the limited range of their communication implies that the existence of such nodes may result in it becoming impossible to find a route between a source and destination nodes.

The algorithm that we propose for the prediction of partitioning of the network includes the following steps.

- Assess the robustness of the link between nodes.
- If this robustness is below a given threshold, send an alert to self organize the network.

For the assessment of the robustness of communication links, we propose an evaluation based on sets of node-disjoint paths and properties of k-connected graphs. **Theorem** (Menger, 1927): In an undirected graph the maximum number of node-disjoint paths from a nonadjacent summit x and summit y is equal to the minimum number of nodes to remove to disconnect x of y [18].

The search for node-disjoint paths between pairs of nodes can be reduced to the search for nodes whose removal disconnects them. Such nodes are called critical points or articulation points and can be detected using a centralized in-depth search algorithm [19]. Figure 4 illustrates this idea.

For the assessment of the robustness of communication links, we propose an evaluation based on sets of node-disjoint paths and properties of k-connected graphs. **Theorem** (Menger, 1927): In an undirected graph the maximum number of node-disjoint paths from a nonadjacent summit x and summit y is equal to the minimum number of nodes to remove to disconnect x of y [18].

The search for node-disjoint paths between pairs of nodes can be reduced to the search for nodes whose removal disconnects them. Such nodes are called critical points or articulation points and can be detected using a centralized in-depth search algorithm [19]. Figure 4 illustrates this idea.

**Fig. 4.** Topology with an articulation point

Our case is limited to 2-connectivity: we require at least two paths between the source and destination to ensure fault-tolerant connectivity. **Definition 1**: A graph is biconnected if for each pair of summits u, v with u ≠ v, there are two summit-disjoint paths that join u and v [20].

**Property**: A graph is biconnected if and only if it has no articulation point [20].

**Algorithm 1**: Detection of articulation points in an undirected graph.

**Input**: G (V, E) Unit Disk Graph

**Output**: Set of articulation points

- Depth search in graph G and generation of spanning tree T, (in which back edges are shown as dotted lines) to facilitate computing articulation points.
- A vertex x is not an articulation point if it has no successor, or if each of its successor admits a descendant who has a back edge to an ancestor of x in the tree.
- Particular case: the root is an articulation point if it has more than one successor in the tree.

This algorithm has a binomial complexity of the order of O (N + M) for a graph with N vertices and M edges.
3.5 Self Organizing Network
Recent scientific study has considered the behavior of birds, insects and viruses and their capacity to organize themselves. Noting also the pervasive presence and potential benefits of self-organization in natural systems, many researchers have now begun to look at how such models of self-organization can be applied to the design of distributed systems. The mechanisms of self-organization have the potential to provide many solutions in wireless sensor networks. For example, self-organization can be used to change the density of sensor nodes and traffic patterns, or help to reconfigure the network topology in cases where nodes fail or relocate. Inspired by the behavior of ants that organize themselves (moving to form a bridge) and the capabilities of sensors to move or raise their range of connectivity, we propose the following algorithm to allow the self organization of the network, especially around the articulation points discussed above (AP). Our approach is hybrid: content centralized and distributed algorithms. The mechanism for articulation points detection is launched by the base station, but the self-organisation is launched by each articulation point. Figure 5 shows this hybrid approach.

Algorithm 2: Self-organization: the principle
Input: G (V, E), with the set of articulation points (AP) previously detected
Output: G (V, E), with a minimum set of articulation points so that G will be at least biconnected.
1. For any articulation point (AP) do
   • If there is a neighbour redundant of (AP) then turn on and go to the (AP) following (step 1).
   • Else discover the neighbours of (AP) at one hop,
     • If neighbours have redundant nodes, select at least one node with the greatest energy capacity, and move it to the coordinates (x, y) of the (AP) or increase its communication range; go to step 1.
     • Else " no solution at one hop of (AP) ”; go to step 1.
End For

This algorithm is demonstrated in the example shown in Figure 6, this algorithm applied to the network to auto-organize and increase connectivity around articulation points.
3.6. Simulation and Results
We have tested and validated our algorithm using a simulator implemented in C++, which operates in discrete time. One hundred sensor nodes are distributed randomly on a surface without obstacles. Adjacent nodes at a distance $R_c$ can communicate to form a unit disk graph. The result in figure 7 shows the detection of articulation points (the points surrounded by circles).

A self-organization of the network around the articulation points can increase the degree of network connectivity, the disappearance of the articulation points and finally a fault tolerant network.

We have also simulated the detection of certain targets deployed on the same surface (see figure 10). Consequently any event distant to a sensor with radius $r_s$ will be captured. Figures 11 and 12 give us an idea of the strength of ties between coverage targets. As can be seen in figure 9, every target is covered by at least 2 sensors, ensuring a fault tolerant network. In other words even if some sensors fail there are always other sensors able to provide coverage.

Fig. 7. Articulation point detection
After launch of self-organization algorithm, in first iteration some of articulation points are disparate by wake-up or move redundant nodes near articulation points. Following screenshot illustrate this.

![Fig. 8.a, 8.b. Self-organization after the first iteration.](image1)

![Fig. 9.a, 9.b. Self-organization after the last iteration.](image2)

Per example: the node number 26 which was the articulation point has become a normal node after self-organization. The degree of connectivity around the point of articulation is increased, as shown in the figure 8; the green graph shows the connectivity before self-organization, the red graph shows the connectivity after self-organization. For next’s iterations of self-organization we see the same for nodes number 9, 30, 31, 11 and 72. In the last iteration of self-organization, on notice that it remains one articulation point unresolved. As shown in figure 9, graphs of the degree of connectivity are the same.
4. Security in Wireless Sensor Networks Using Distributed Monitoring Mechanisms

4.1 Introduction

Wireless sensors networks are becoming increasingly interesting in recent years. These networks typically consist of hundreds or thousands of small sensors with limited resources (battery, bandwidth, processor, memory), to monitor some phenomena. The characteristics of such networks, such as fault tolerance, self-organization, the detection of high fidelity, low cost and rapid deployment have created many new applications of these networks, such as monitoring of wildlife, disaster response, military surveillance, industrial quality control and buildings intelligent, etc. [1]. However, the open nature of wireless communication, lack
of infrastructure deployment in hostile environments where they are highly exposed to physical vandalism and cooperation for the transmission of data, makes them very vulnerable to a wide type of attacks [53,54,55], including attacks against control traffic data as the Wormhole attack, the Rushing attack, the Sybil attack, Sinkhole attack, and the Hello flood attack.

An attack against data traffic includes Blackhole attack and the Selective forwarding attacks. Conventional techniques security, such as antivirus, IDS, encryption mechanisms, can not only prevent these attacks because many of them, such as Wormhole and rushing attacks can be launched without violating of any cryptographic mechanisms. To address these attacks, many researchers have used the concept of centralized monitoring, where a control center is responsible for monitoring all network nodes (such as base station, the central controller or manager, and sink) [56]. Other researchers have used a decentralized approach to monitor network nodes as fault detection through the coordination of neighboring [57,58,59]. The use of watchdog to detect misbehaviour neighbors [60], nodes guards are normal nodes in the network that perform basic operations such as the capture event, in addition to monitoring. Other research using the local monitoring between neighbouring nodes [61, 62]. In local monitoring, nodes monitor some traffic entering and leaving their neighbours for the detection of malicious behaviour.

From this work, nobody thought to use monitoring based on cluster architecture where each cluster member node performs a periodic calculation of certain metric necessary for making local decision at level cluster head. At each change of its state, member nodes sends its report to the cluster Head with a synchronization mechanism between nodes to minimize interference and reduce the number of packets delayed in transmission. Then a mechanism for optimizing the selection of a Cluster Head, who it is responsible for taken a local decision and monitoring the cluster members nodes. Finally, the base station aggregates the results received from different clusters head and begins a global and centralized monitoring of network status, which can detect abnormalities that require global information network, reducing the flow of communication and the number false alarms. The main challenge of our works is to have a distributed monitoring for security reasons based on a clustered architecture, using a set of rules for diagnosing the status of sensors. The remainder of the sub chapter is organized as follows: Section 4.2 summarizes security in sensor networks, with detailed study of some attacks; the details of our approach are described in Section 4.3. In Section 4.4, we present our simulation results. Finally, we conclude this paper in Section 5.

4.2 Security in Wireless Sensor Networks

A. Attacks on sensor networks

For securing the Wireless Sensor Networks, it is necessary to address the attacks on WSN. This section lists and gives brief discussion about the major attacks against Wireless Sensor Network. Basically attacks are classified as active attacks and passive attacks [63,64,65,66,67,68,69]:

1) Passive Attacks
The monitoring and listening of the communication channel by unauthorized attackers are known as passive attack, such as attacks against privacy.
2) Active Attacks
The unauthorized attackers monitors, listens to and modifies the data stream in the communication channel are known as active attack. The following attacks are active: Figure 1 shows the attacks classification on Wireless Sensor Networks.

![Security Attacks on WSN]

Fig. 1. Attacks classification on WSN.

B. Misbehavior in Wsn
Misbehavior in Wireless sensor network can be classified into two main categories, namely selfish nodes and malicious nodes [70]. These two types can cause real security threats in that they are the main reason for two of the main attacks that can damage MANET, and can be difficult to detect. Selfish node is the one behind the drop packets attack, where as malicious node is the one causing the denial of service (DoS) attack.

C. Anomaly Detection
Traditionally, intrusion detection techniques are classified into two broad categories: misuse detection and anomaly detection. Misuse detection works by searching for the traces or patterns of well-known attacks. Clearly, only known attacks that leave characteristic traces can be detected that way. Anomaly detection, on the other hand, uses a model of normal user or system behavior and flags significant deviations from this model as potentially malicious. This model of normal user or system behavior is commonly known as the user or system profile. A strength of anomaly detection is its ability to detect previously unknown attacks.

4.3. Our Approach
Network monitoring is an interesting approach that allows collecting the required information in order to analyze the behavior of the network. Monitoring in wireless sensor networks can be local with respect to a node or global with respect to the network. In sensor networks, local monitoring is not sufficient to detect some types of errors and security anomalies. For this reason we adopt in this paper a hybrid approach, the global monitoring approach based on a distributed monitoring. In general the existing failure detection approaches in WSNs is classified into two types: centralized and distributed approach. In
our case, the observers are the network nodes themselves. They perform a collaborative observation action. At first each node collects its security metrics (local traffic trace, resources consumption) and sends it to the local observer. We assume here that all the nodes have the collector and analyzer program running on their systems.

A. System Architecture

An example of our approach is illustrated in Figure 2. It consists of several coordinating components, namely: a large number of sensing nodes, several monitoring nodes, and base station.

**Sensing nodes**: Sensing nodes are small, resource constrained sensor nodes such as the Mica mote. They organize themselves into a network, sense and relay real-life measurements toward the networks.

**Monitoring Nodes**: Monitoring nodes have processing and communication capabilities. Each monitoring node covers a portion of the network topology (a cluster), where the sensor network will organize into a cluster formation, with each cluster head at a monitor.

**Base Station**: The main role of the base station is to make filtering and correlation of alerts and information sent by different monitors (the cluster-heads). Then thereafter it performs a more overall monitoring to detect hidden abnormalities that require an overview of information from the network. All these different entities are indispensable to our distributed Monitoring system. The system complexity and resource requirements increase progressively from sensing nodes, monitoring nodes, to base station.

B. Selection of a sample

The target population to be monitored is usually too large and for reasons of cost, and time, it is practically impossible to analyse all the member nodes in a population of a cluster. In general, we use the formula (3) for compute the number of nodes in the chosen sample [71]:

\[
   n = \frac{n_0}{1 + \frac{n_0}{N}}
\]

Where:
- \(N\) is the size of population
- \(n\) is the size of chosen sample
- \(n_0\) a fixed value, \(n_0 = 385\)
n = 385 / (1+385/N) to find the size needed (so the margin of error in estimating the proportion is less than 5% and, for a confidence level of 95%). The objective is to construct a sample so that observations can be generalized to the entire population. It is necessary that the sample has the same characteristics as the target population. In other words, it is representative. If this is not the case, the sample is biased.

The attribute state-sc(S\textsubscript{J}), indicates the participation of sensor node S\textsubscript{J} in the sample or not. For each sensor node S\textsubscript{J} \in cluster i, we have:

\[
\text{State - sc}(S_j) = \begin{cases} 
1 & \text{if } S_j \text{ participate in the sample} \\
0 & \text{Otherwise} 
\end{cases}
\] (4)

**Example:** if the number of member node N in the cluster i is 385, in this case the chosen sample n it equal to 192. For each period of monitoring the cluster-head can monitor 192 nodes.

**C. Calculation of security metrics**

This operation is done at each member node of a chosen sample in the cluster. The node performs after every epoch of time a calculation on its metrics of security, to assess their health status, such a level of energy consumption, level of memory usage, behavior of the nodes, etc. Figure 3 shows the process of metrics computing in member nodes. This node manages functions such as capturing, sending and receiving data messages, in addition to the functions of calculation of a security metrics like: the number of incoming and outgoing packet in a time interval, number of dropped packets, etc. Among the population of member nodes in the cluster, one representative sample of the population is chosen randomly. This sample will be analyzed in the period of ongoing monitoring. Each node in a chosen sample performs a calculation of his status. Once a difference in status between two time intervals is detected a calculated indicators values of security will be sent to the cluster Head for analyses.

![Fig. 3. Calculation of security metrics in each member node of a chosen sample](https://www.intechopen.com)

When sensor data are transmitted to the cluster head, nodes do not transmit sensor data if their data are not changed since last reported. For example, at the current round, sensor member S1 does not transmit its data to the cluster head because its data equal the collected data at the next round.
D. Local Monitoring in Cluster Head
The Cluster Head in figure 4, manages only the functions: self-monitoring of its state, local monitoring of the results obtained from the member nodes of its cluster, the reception and the emission of the messages, but does not manage, the function of capture of event. Cluster head is good at making decision because it has both network-level information and host-based information of all its nodes. The Cluster Head aggregates the results and send them to the base station for more global analysis; this strategy reduces the number of alerts gone up towards the base station.

- Cluster head can monitor its nodes thus to save their resources, or it can collect monitoring report from nodes and do some additional work.
- Cluster head is good at making decision because it has both network-level information and host-based information of all its nodes.

E. Global Monitoring
The global observer receives the local traces collected by the local observers (the clusters-head) in order to analyze them. The first step toward performing this analysis is to correlate the traces and order them chronologically. In the network, all the nodes run with the same clock value allowing thus to perform the trace correlation.

Fig. 4. Local Monitoring

Fig. 5. Global Monitoring in Base Station
In First, the global observer collected alerts, have to be analyzed using a pre-processing module that performs the following tasks:
- Filtering the collected alerts keeping only the relevant information.
- Alert correlation and the construction of a unique global trace file.

F. Distributed Monitoring based clustering architecture
Clustering facilitates the distribution of control over the network. Clustering saves energy and reduces network contention by enabling locality of communication.

In our case, sensor networks are divided into clusters. The reorganization of the cluster will be made for a security reason, where each cluster Head monitors the member nodes of their cluster, which also facilitates the rise of alerts and reduces latency problems. These clusters are generated automatically after an epoch of clusters formation. Every cluster is assigned a cluster head CH, by election with some metrics. We opted for an election of cluster head according a new metrics based on multiple criteria decision approach to decision support for the selection of CHs, the criteria are: the criterion of density (the degree of connectivity of each node), the criterion of energy (the level of residual energy in each node), the distance between nodes in the cluster, the behavior level of each node and the index of mobility. Each node calculates its metrics locally, then evaluates a function of weight according to these metric (each node is limited to the closest neighbors), and diffuses the value of this function to its neighbors. Cluster Head of each cluster is then elected of these results. Three constraints which are the fact, that two CH cannot be coast at coast, and that if a node between nodes in the cluster, the behavior level of each node and the index of mobility.

1) Clustering algorithm metric
We describe in this section, the metric used in our algorithm for clustering formation, then we present its election protocol and update policy. The updating policy is locally called after mobility or -adding new nodes in the network. To decide how much a node is suited for being a cluster head to offer security services, we take into consideration the following characteristics:

The node behaviour level \(B(i,t)\): Nodes with a behaviour level less than a threshold behaviour-Min will not be accepted as candidate for being cluster heads even if they have other interesting characteristics as high energy, high degree of connectivity or low mobility.

First of all each nodes are assigned a same static behaviour level \(B=1\). However, this level can be decreased by the anomaly detection algorithm if a nodes are misbehaving \(B=B - \text{rate}\). Classification of the behaviour value takes the following values:

![Classification of the behaviour value](image)

Fig. 6. Behavior Level, \(B \in [0,1]\)
Classification of the behaviour value takes the following values:

\[
\begin{align*}
\text{Normal Node} : & \quad 0.8 \leq B \leq 1 \\
\text{Abnormal Node (but not malicious)} : & \quad 0.5 \leq B < 0.8 \\
\text{Suspicious Node} : & \quad 0.3 \leq B < 0.5 \\
\text{Malicious Node} : & \quad 0 \leq B < 0.3
\end{align*}
\]  

The node mobility \( M(i,t) \): We aim to have stable clusters. So, we should elect nodes with low relative mobility as cluster heads. To characterize the instantaneous nodal mobility, we will use a simple heuristic mechanism \([71,72]\) where each node \( i \) estimates its relative mobility index \( M_i \) by implementing the following procedure:

Compute the running average of the speed for every node \( i \) till current time \( T \). This gives a measure of mobility and is denoted by \( M_i \), as:

\[
M_i = \frac{1}{T} \sum_{j=1}^{T} \sqrt{(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2} 
\]  

where \((x_v, y_v)\) and \((x_{v-1}, y_{v-1})\) are the coordinates of the node \( v \) at time \( t \) and \((t-1)\), respectively.

The distance to neighbors \( D(i,t) \): It is better to elect the node with the nearest members as a cluster head \([73,74]\).

For every node \( i \), compute the sum of the distances, \( D_i \), with all its neighbors \( j \), as:

\[
D_i = \sum_{j \in N(i)} \{ \text{dist} (i, j) \} 
\]  

The node remaining energy \( E(i,t) \): We should elect nodes with high remaining battery power as cluster heads. The radio spends \( E_{\text{Rx elect}} = E_{\text{Rx elec}} = E_{\text{elec}} \) energy to run receiver and transmitter electronics. Therefore, the transmission cost to transfer \( k \)-bit message to a distance \( d \) is given by the equation \( 8 \) \([75]\):

\[
E_{Tx}(k,d) = kE_{\text{elec}} + kE_{\text{amp}} d^2
\]  

where \( E_{\text{amp}} \) is a required amplifier energy. Similarly, the receiving cost can be given by equation \( 9 \):

\[
E_{\text{Rx elec}}(k) = kE
\]  

The node connectivity degree \( C(i,t) \):

\( N(i) \) is the neighbors of node \( i \), defined as \([52]\):

\[
N[i] = \bigcup_{j \in \mathbf{N}, j \neq i} \{ \text{dist} (i, j) < tx \_range \}
\]
Find the neighbors of each node \( i \) which defines its degree \( d_i \) as:

\[
C_i = |N(i)| = \sum_{j \in V, j \neq i} \left\{ \text{dist}(i, j) < tx_{\text{range}} \right\}
\]

(11)

We should elect nodes with very high connectivity as cluster heads. Each node \( S_i \) computes its weight \( P_i \) according to the method of weighted sum decision model, given by equation (12):

\[
P_i = w_1*B_i + w_2*E_{r_i} + w_3*M_i + w_4*C_i + w_5*D_i
\]

(12)

where \( w_1, w_2, w_3, w_4, w_5 \) are the weighing factors for the corresponding system parameters, such that \((w_1+w_2+w_3+w_4+w_5=10)\), and since our goal is to monitor sensor we taken a high coefficients for the behavior \( B_i \) and the remaining energy \( E_{r_i} \), as follows: \( w_1=4, w_2=3, w_3=1, w_4=1, w_5=1 \).

2) Node Status
A node in wireless sensor network can be in one of the 3 possible states: MEMBER (ME), HEAD (CH), Monitor Node or Guard node (MO). Initially, every node is in ME state. It starts election and may become CH node if it does not have link to any CH node, otherwise it still a member ME.

3) Proposed Methodology
Our goal is to detect malicious activities in the network caused by the attacks and the failure of nodes. We will offer primarily an organization of cluster network, where the cluster-head of each cluster is responsible for monitoring the member nodes of its cluster. Subsequently we propose a system for detecting anomalies based on a distributed approach.

4.4 Simulation and Results
In this section, we present the simulation model and results of our work.

4.4.1 Simulation model
We developed a wireless sensor network simulator to create an environment to evaluate our work. It is a discrete event simulator written in C++. A network generator was built, which generates networks comprised of normal nodes plus malicious node, all located in a square field. Each node has randomized x and y coordinates. No two different nodes share the same coordinates. In our simulation, the sensor nodes are randomly distributed in a 880mx360m square field, the communication range is 150m. The scenario simulation consists of two steps: the first is for the formation of cluster, the second is to monitor the network by different cluster head and the detection of the abnormal behaviour. For the simulation of abnormal behaviour in the network, we generated a number of malicious nodes that their state will move from a normal node with green colour to a abnormal node with yellow colour, to a suspicious node of red colour, and lastly, a malicious node with black colour. All the states of member nodes are detected by their cluster head. Malicious cluster head are detected by the base station.
4.4.2 Results
In the following, we present and discuss the simulation results.

Fig. 7. Random deployment and graph connectivity of 100 nodes in square field.

Fig. 8. Network after Clustering Formation

Fig. 9. Sensors with yellow colour are abnormal but not malicious

Fig. 10. The red sensors have a suspect behaviour
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The black sensors will be placed in a black list and will be disconnected from the network, as shown in Figure 11.

5. Conclusion

In this chapter we started with the presentation of the overview of the mechanisms of monitoring a wireless sensor networks, for the following reasons: topology control (connectivity and the coverage), and the security in wireless sensor networks. Then we have developed a new monitoring mechanism to guarantee strong connectivity in wireless sensor networks, this mechanism is based on the distributed algorithms. The mechanism monitors sensor connectivity and at any time is able to detect the critical nodes that represent articulation points. Such articulation points are liable to cause portions of the network to become disconnected and we have therefore also developed a mechanism for self-organization to increase the degree of connectivity in their vicinity, by increasing fault tolerance. Since connectivity is closely related to the coverage of targets, we have also developed a way to monitor the robustness of the coverage between fixed targets and sensor nodes. The main advantage of our approach is the ability to anticipate disconnections before they occur. We are also able to reduce the number of monitoring node and assume mechanisms for fault tolerance by auto organization of nodes to increase connectivity. Finally, we have demonstrated the effectiveness of our approach and algorithms with satisfactory results obtained through simulation.

After that we have presented our second contribution for the security of a wireless sensor networks based on the distributed monitoring mechanisms. We have presented a decentralized approach to monitor the status and behavior in a wireless sensor network. For this we have developed a completed distributed monitoring mechanism for securing wireless sensor networks. Based on a flexible weight clustering algorithm, a number of parameters of nodes were taken into consideration for assigning weight to a node and election cluster-head. The proposed algorithm chooses the robust cluster-heads who is the responsibility to monitor a chosen sample of nodes in their cluster, and maintains clusters locally. A second algorithm analyzes and detects a specific misbehavior in wireless sensor networks. This algorithm insures the update of a behavior-level metric and isolates the...
misbehaving node. The advantage of our approach is the minimization of the communication between the monitor’s nodes and the normal nodes.
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Wireless Sensor Networks came into prominence around the start of this millennium motivated by the omnipresent scenario of small-sized sensors with limited power deployed in large numbers over an area to monitor different phenomenon. The sole motivation of a large portion of research efforts has been to maximize the lifetime of the network, where network lifetime is typically measured from the instant of deployment to the point when one of the nodes has expended its limited power source and becomes in-operational—commonly referred as first node failure. Over the years, research has increasingly adopted ideas from wireless communications as well as embedded systems development in order to move this technology closer to realistic deployment scenarios. In such a rich research area as wireless sensor networks, it is difficult if not impossible to provide a comprehensive coverage of all relevant aspects. In this book, we hope to give the reader with a snapshot of some aspects of wireless sensor networks research that provides both a high level overview as well as detailed discussion on specific areas.
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