ON EXTERIOR DIFFERENTIAL SYSTEMS INVOLVING DIFFERENTIALS OF HÖLDER FUNCTIONS

EUGENE STEPANOV AND DARIO TREVISAN

Abstract. We study the validity of an extension of Frobenius theorem on integral manifolds for some classes of Pfaff-type systems of partial differential equations involving multidimensional “rough” signals, i.e. “differentials” of given Hölder continuous functions interpreted in a suitable way, similarly to Young Differential Equations in Rough Paths theory. This can be seen as a tool to study solvability of exterior differential systems involving rough differential forms, i.e. the forms involving weak (distributional) derivatives of highly irregular (e.g. Hölder continuous) functions; the solutions (integral manifolds) being also some very weakly regular geometric structures.
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1. Introduction

The basic tool to study solvability of exterior differential systems is the classical Frobenius theorem, see e.g. [1, theorem VI.3.1], providing necessary and sufficient conditions for existence and uniqueness of manifolds tangent to a given family of vector fields, or equivalently, from a dual point of view, annihilating a given family of smooth differential 1-forms. If the family consists of a single vector field, it is just the existence and uniqueness theorem for solutions of ODE’s, but in the general case of many vector fields an extra geometric condition, usually called involutivity, formulated in terms
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of commutators (Lie brackets) of vector fields (or, equivalently, in terms of exterior differentials of forms) appears to be essential for solvability. This condition requires differentiation, and thus the classical Frobenius theorem can only be applied when the data, i.e., vector fields and/or differential forms, are smooth.

A motivating example. The extension of Frobenius theorem to exterior differential systems with low regularity is quite nontrivial even in the case when the data are just Lipschitz continuous (hence, still differentiable, but only almost everywhere); important steps in this direction have been done in [2], [3] and [4]. A further remarkable result is contained in [5], where one considers vector fields generating just continuous distributions of hyperplanes with some extra conditions. In this paper we make an attempt to consider some exterior differential systems involving terms which are not functions but weak (distributional) derivatives of Hölder functions. As a motivating example, consider the problem of finding a surface in \( \mathbb{R}^3 \) parameterized as a graph of a function \( \theta : I^2 \to \mathbb{R} \) (with \( I \subset \mathbb{R} \) interval) satisfying the following Pfaff system of differential equations on \( I^2 \),

\[
\begin{align*}
\partial_1 \theta(s_1, s_2) &= f(s_1, s_2, \theta(s_1, s_2)) \partial_1 g(s_1, s_2) \\
\partial_2 \theta(s_1, s_2) &= f(s_1, s_2, \theta(s_1, s_2)) \partial_2 g(s_1, s_2),
\end{align*}
\]

with \( \partial_i = \partial_{s_i}, i \in \{1,2\} \), \( f : I^2 \times \mathbb{R} \to \mathbb{R}, g : I^2 \to \mathbb{R} \) smooth. Since a smooth \( \theta : I^2 \to \mathbb{R} \) necessarily satisfies \( \partial_2 \partial_1 \theta = \partial_1 \partial_2 \theta \), then a straightforward computation gives for a classical solution \( \theta \) of (1.7) the following version of the involutivity condition

\[
\partial_2 f \partial_1 g = \partial_1 f \partial_2 g,
\]

that should be valid at every point \((s_1, s_2, \theta(s_1, s_2)) \in I^2 \times \mathbb{R}\) with \((s_1, s_2) \in I^2\). Frobenius theorem ensures that the above necessary condition (1.2) is also sufficient for unique solvability of (1.7) when \( f \) and \( g \) are sufficiently smooth: namely, if (1.2) holds for every \((x, y, v) \in I^2 \times \mathbb{R}\), with \( f \) evaluated at \((x, y, v)\) and \( g \) at \((x, y)\), then (1.7) admits locally a unique solution with the prescribed “initial” condition \( \theta(s_0, t_0) = \theta_0 \), for \((s_0, t_0) \in I^2, \theta_0 \in \mathbb{R}\).

We are aimed at solving (1.7) and similar systems when \( g \) is only Hölder continuous, say \( g \in C^\beta(I^2), \) in a robust way, e.g., stable with respect to approximation of \( g \) by sequences in \( C^\beta(I^2) \). Since \( g \) may be nowhere differentiable, even the definition of a solution to (1.7) is not immediate (in fact, formally as written (1.7) makes no sense) Moreover, one has to understand what is the correct version of the solvability condition which should reduce to (1.2) in case all the data are smooth. This fits naturally in the general direction of research receiving growing attention nowadays, related to differential equations with potentially purely non-differentiable (like Hölder continuous) unknowns, and usually referred to as “Rough paths theory” or just “Rough calculus” [6, 7]. It is worth observing that if \( \theta, g \) and \( f(\cdot,v) \) for every \( v \in \mathbb{R} \) depend only on one variable instead of two, then (1.7) (which becomes then a single equation instead of a system) can be thought as a Rough Differential Equation (RDE), a rough analogue of an ODE, and so in general situation (1.7) can be considered a rough analogue of the Pfaff system of PDEs.

The original raison d’être of the rough calculus is stochastics; in fact, rough paths and rough differential equations originally came in a certain sense as an alternative to classical stochastic differential equations allowing to study each trajectory of the stochastic flow without referring to any underlying martingale structure. In particular, one can think of (1.7) (to be correctly interpreted) when \( g \) is a representative of some
stochastic function (e.g. a Brownian sheet). However, recently, a growing number of applications have widened the scope of rough calculus beyond stochastics to include purely geometric problems. For instance, in [8] a rough calculus approach has been shown natural to tackle a particular case of a well-known problem of subriemannian geometry of graded nilpotent Lie groups, namely, the study of the structure of level sets of maps only intrinsically differentiable in the sense of P. Pansu [9] (such maps are known to be generically irregular in the Euclidean sense). Namely, it has been shown that level sets of maps from the Heisenberg group \( H^1 \) to \( \mathbb{R}^2 \), regular only in the intrinsic sense of \( H^1 \), are curves, possibly only Hölder regular, satisfying some “autonomous” analogue of an RDE, called in this case Level Set Differential Equation. Extending this approach to maps over higher order Carnot groups, one naturally concludes that their level sets should satisfy some rough analogues of Pfaff system of PDEs, e.g. similar to (1.7), but with \( g \) depending on the unknown \( \theta \) rather than on coordinates only, thus presently outside the scope of the theory developed in this work.

**Rough exterior differential systems.** Indeed, our aim is to prove some Frobenius-type solvability results for rough analogues of Pfaff equations similar to (1.7), where irregularity is due to the presence of “differentials” of given Hölder continuous functions (such as \( g \) in (1.7)), which do not depend on the unknown. Such systems of equations can be naturally interpreted as exterior differential systems provided by a set of “rough differential 1-forms”, a notion that has been developed and studied in [10]. For instance, to write (1.7) in the language of forms, one may consider the 1-form in \( \mathbb{R}^3 \) written \( \omega := dx_3 - f dg \), where \( f = f(x_1,x_2,x_3), g = g(x_1,x_2) \) and \((x_1,x_2,x_2)\) denote coordinates in \( \mathbb{R}^3 \), and defined by its action \( \langle [pq], \omega \rangle \) on oriented segments \([pq]\) by the formula

\[
\langle [pq], \omega \rangle := \int_{[pq]} dx_3 - \int_{[pq]} f \, dg = (q_3 - p_3) - \int_{[pq]} f \, dg,
\]

where the integral is understood as the Young integral [11] of the restrictions of \( f \) and \( g \) to \([pq]\). If we are looking for a \( \bar{\theta} : I^2 \to \mathbb{R}^3 \) such that

\[
\bar{\theta}^* dx_1 = ds_1, \quad \bar{\theta}^* dx_2 = ds_2,
\]

\[
\bar{\theta}^* \omega = 0,
\]

with \((x_1,x_2,x_2)\) denoting coordinates in \( \mathbb{R}^3 \) and \((s_1,s_2)\) denoting coordinates in \( I^2 \subset \mathbb{R}^2 \), then from the first two equations above we have \( \bar{\theta}_1(s_1,s_2) = s_1 + c_1, \ bar{\theta}_2(s_1,s_2) = s_2 + c_2 \), with \( c_i \) arbitrary constants, \( i = 1, 2 \). Choosing \( c_1 = c_2 = 0 \), we get from the third equation that \( \theta := \bar{\theta}_3 \) satisfies

\[
\langle [ab], d\theta \rangle = (b) - \theta(a) = \int_{[ab]} f(s_1,s_2,\theta(s_1,s_2)) \, dg(s_1,s_2),
\]

(1.3)

for every \( a = (a_1,a_2), b = (b_1,b_2) \) in \( I^2 \). If \( g \) is smooth, and so is \( \theta \), this implies

\[
\nabla \theta(s_1,s_2) = f(s_1,s_2,\theta(s_1,s_2)) \nabla g(s_1,s_2),
\]

for every \((s_1,s_2) \in I^2\) that is, we recover (1.7).

**Discrete approach: germs and asymptotic expansions.** The integral equation (1.3) for \( \theta \) is formally defined either when \( g \) is smooth (while \( f \) and \( \theta \) are, say, just continuous), in which case the integral involved is the classical Riemann (or, equivalently, Lebesgue) one, or when both \( g, f \) and \( \theta \) are just Hölder continuous with appropriate Hölder exponents, when the integral involved can be understood as the Young integral [11] over the restrictions of the respective functions to \([ab]\). In the latter case, alternatively one
may use instead of “differentials” $d\theta$ and $dg$ the finite differences $\delta\theta$ and $\delta g$ respectively, replacing (1.3) with the asymptotic expansions

\[(\delta\theta)_{ab} := \theta(b) - \theta(a) = f(a_1, a_2, \theta(a_1, a_2)) (\delta g)_{ab} + o(|b - a|) \quad (1.4)\]

for every $a = (a_1, a_2)$, $b = (b_1, b_2)$ in $I^2$, where $(\delta g)_{ab} := g(b) - g(a)$. Note that in the case of smooth $g$ this is equivalent to (1.3). Using the language introduced in [10], this amounts to replacing the “rough differential form” $\omega$ by its discrete germ

\[\eta := \delta x_3 - f \delta g\]

defined by its action over by its action $\langle [pq], \omega \rangle$ on segments $[pq]$ by the formula

\[\langle [pq], \eta \rangle := (q_3 - p_3) - f(p) (\delta g)_{pq}.\]

**Involutivity condition in discrete form.** Substituting systematically differentials with finite differences and differential (or, equivalently, integral) equations with the appropriate asymptotic expansions, we are also able to reformulate the involutivity condition (1.2) without the use of partial derivatives of $g$. Indeed, in the smooth case, we notice that (1.2) is equivalent to the existence of some function that we denote $\mathbb{D}_g f : \mathbb{R}^3 \to \mathbb{R}$, such that

\[\nabla_{1,2} f = \mathbb{D}_g f \nabla g,\]

where $\nabla_{1,2}$ stands for the gradient in the first two coordinates in $\mathbb{R}^3$. Using this identity in the first-order Taylor expansions of $f$ and $g$, when the latter functions are smooth, one obtains the expansion

\[f(q, v) - f(p, u) = \mathbb{D}_g f(p, u) (g(q) - g(p)) + \partial_3 f(p, u)(v - u) + o(|q - p| + |v - u|), \quad (1.5)\]

which is equivalent to (1.2) for smooth data, and is a natural replacement for (1.2) (with more precise estimate of the asymptotic error term) when $g$ is only Hölder continuous, since it does not involve derivatives of $g$. This condition may be naturally called $(g, x_3)$-differentiability of $f$ (i.e. differentiability with respect to $g$ in the first two variables and usual differentiability in the last one), and is in particular valid when, say, $f(p, z) = F(g(p), z)$ for some smooth $F : \mathbb{R}^2 \to \mathbb{R}$.

**Results.** In the first of our main results, Theorem 4.3, we prove well-posedness (i.e., existence, uniqueness and stability with respect to approximations) of (1.7) and its more general analogues under the involutivity conditions which in case of (1.7) reduce to (1.5) for possibly nonsmooth, just Hölder continuous $g$, for a substantial range of possible Hölder exponents of $g$. In particular, it holds true for $g \in C^\beta(\mathbb{R}^2)$, for instance, when $f(p, z) = F(g(p), z)$ for some $F \in C^{1,\gamma}(\mathbb{R}^2)$ and

\[\beta(2 + \gamma) > 2.\]

Note however, that although this covers a wide range of possible regularity of the data in (1.7), it is not clear whether this is optimal. In fact, a smooth $\theta$ satisfies (1.4) (hence (1.7)), if and only if, for every differentiable curve $\gamma : (-1, 1) \to I^2$, the composition $t \mapsto \theta(\gamma(t))$ satisfies

\[\frac{d}{dt}(\theta \circ \gamma)(t) = f(\gamma(t), (\theta \circ \gamma)(t)) \frac{d}{dt}(g \circ \gamma)(t), \quad \text{for } t \in (-1, 1),\]

that is,

\[(\theta \circ \gamma)(t) = (\theta \circ \gamma)(0) + \int_0^t f(\gamma(v), (\theta \circ \gamma)(s)) d(g \circ \gamma)(s) \quad \text{for } t \in (-1, 1). \quad (1.6)\]
Therefore, when \( g \) is only Hölder continuous, we may require for a solution \( \theta \) to (1.7) to be a Hölder continuous function such that, for every \( \gamma \in C^1((-1,1); I^2) \) the curve \( \theta \circ \gamma \) solves (1.6) in the sense of Young [11]. As in the theory of Young Differential Equations [7], if \( g \in C^\beta (I^2) \), then one may also expect \( \theta \in C^\beta (I^2) \), and a minimal requirement to give meaning to the integral in (1.6) would be then \( f \in C^\gamma (\mathbb{R}^3) \), with\[
\beta(1+\gamma) > 1.
\]

Theorem 4.3 is still far from this threshold, since e.g. even in the case \( f = f(x_3) \) it requires \( \beta(2+\gamma) > 2 \).

A natural question is what happens if the rough differential form \( \omega = dx_3 - f_1 \, dg_1 - f_2 \, dg_2 \) for some \( f_i : I^2 \times \mathbb{R} \to \mathbb{R} \), \( g_i : I^2 \to \mathbb{R} \), \( i = 1, 2 \), i.e. the respective problem of the type (1.7) contains several “rough signals” \( g_i \) instead of just a single \( g \). A step towards this direction is our second main result, Theorem 4.4, which gives an extension of the classical Frobenius theorem (with a version of involutivity condition) to a class of such situations with only Hölder continuous \( g_i \) depending each on a different coordinate (i.e. in the above terms, say, \( g_1 = g_1(s_1) \) and \( g_2 = g_2(s_2) \)). Then the respective Pfaff system of differential equations becomes

\[
\begin{align*}
\partial_1 \theta(s_1, s_2) &= f_1(s_1, s_2, \theta(s_1, s_2)) \partial_1 g_1(s_1) \\
\partial_2 \theta(s_1, s_2) &= f_2(s_1, s_2, \theta(s_1, s_2)) \partial_2 g_2(s_2)
\end{align*}
\]

(of course, \( \partial_1 g_1 \) and \( \partial_2 g_1 \) are just the ordinary derivatives in this case, since \( g_1 \) and \( g_2 \) are assumed to depend each on a single variable only).

A side product, which seems to be of some independent interest, is an implicit function Theorem 3.1 for possibly nonsmooth \( g \)-differentiable maps.

The basic underlying technical tool used is that of integration of Hölder 2-forms as introduced in [10], developing the construction of [12], which provides an extension of one-dimensional Young integrals to integrals of rough differential forms of higher dimensions (in particular, here integrals of 2-forms are needed). Note that in order to avoid requesting the reader to be acquainted with the language and tools developed in [10], here we force ourselves to use only integrals of rough 1-forms; the latter are reducible to Young integrals. In this way the technique [10] might remain “hidden”; to avoid this we always give comments of how to formulate the respective assertions with the help of integration of 2-forms whenever necessary, so that the reader acquainted with the technique from [10] might see it at work here.

**Notaion.** We use extensively the theory of Young integration and the notation from the recent expositions of rough paths theory [7, 6]. Here, we introduce some basic notation used throughout the paper, referring to Appendix A for more details as well as proof of basic facts.

If \( p, q \in \mathbb{R}^m, f : \mathbb{R}^m \to \mathbb{R}^k \), we write \( f_p := f(p) \) and \( \delta f_{pq} := f_q - f_p, \delta_{pq} := q - p \). We also need the following notion of integration of 1-forms \( f \, dg \) along curves \( \gamma : I \subseteq \mathbb{R} \to \Omega \subseteq \mathbb{R}^k \), provided that the regularity requirements for Young integration are satisfied. For example, if \( f \in C^\alpha (\Omega; \mathbb{R}), g \in C^{\beta}(\Omega; \mathbb{R}) \), with \( \alpha + \beta > 1 \) and \( \gamma \in C^1(I; \Omega) \), then \( f \circ \gamma \in C^\alpha (I; \mathbb{R}), g \circ \gamma \in C^\beta (I; \mathbb{R}) \) and so we define

\[
\int_{\gamma} f \, dg := \int_{I} (f \circ \gamma) \, d(g \circ \gamma).
\]

As in the smooth case, the integral does not depend on the parametrization (except for the orientation). When \( \gamma \) is a parametrization of an oriented segment from \( p \) to \( q \)
(written \([pq] \subseteq \Omega\)) we write \(\int_{[pq]} \, fdg := \int_{\gamma} \, fdg\). In particular, this defines in a unique way the integral \(\int_{Q} \, fdg\) on the boundary of an oriented rectangle \(Q\) contained in \(\Omega\). Precisely, we define an (oriented) rectangle \(Q\) contained in \(\Omega\) (and write \(Q \subseteq \Omega\)) as an ordered triple of points \(Q = [p; v_1, v_2]\), with \(p\) standing for a “base vertex” and \(v_1, v_2\) for “sides” vectors, such that the convex envelope of \(\{p, p + v_1, p + v_2, p + v_1 + v_2\}\) is contained in \(\Omega\). For simplicity, we also always require that \(v_1\) and \(v_2\) are parallel to vectors of the canonical basis of \(\mathbb{R}^k\). The boundary of a rectangle \(Q = [p; v_1, v_2]\) is defined as the formal sum of the four oriented segments \([p(p + v_1)]\), \([(p + v_1)(p + v_1 + v_2)]\), \([(p + v_1 + v_2)(p + v_2)]\), \([(p + v_2)p]\) and \(\int_{\partial Q} \, fdg\) is then the sum of the four corresponding integrals. With a slight abuse of notation, sometimes we do not distinguish between the oriented rectangle \(Q\) and the convex envelope of the four vertices, and write e.g., \(q \in Q\) for a point in the convex envelope, or \(\text{diam}(Q)\) for its diameter.

2. Differentiabilty with respect to a map

2.1. Derivatives with respect to a map. We can rewrite problem (1.7) in general space dimensions, i.e. for \(\theta: I^m \to \mathbb{R}^d\), \(g: I^m \to \mathbb{R}^k\) (in Section 1 we have the particular case \(m = 2, d = k = 1\)) as in (1.4), i.e.,

\[
\delta \theta_{pq} = f_{\delta p} \delta_{g_{pq}} + o(\delta_{pq}), \quad \text{for } p, q \in I^m,
\]

(2.1)

with \(\delta_{pq} = (p, \theta_p)\) and \(f_{\delta p}\) a \(d \times k\) matrix. This suggests to restrict our investigation to maps \(\theta\) which locally “look like” \(g\), based on the validity of a Taylor expansion as in (2.1). We formalize this notion in the following definition.

Definition 2.1 (\(g\)-differentiable maps). Let \(g \in C(I^m; \mathbb{R}^k)\). We say that \(\theta: I^m \to \mathbb{R}^d\) is (continuously) differentiable with respect to \(g\), in brief, \(g\)-differentiable, if there exists a matrix-valued function

\[
\mathbb{D}_g \theta = \left( \partial_g' \theta \right)_{i=1,...,d} \in C(I^m; \mathbb{R}^{d \times k}),
\]

called \(g\)-derivative of \(\theta\), such that

\[
\delta \theta_{pq} = (\mathbb{D}_g \theta)_p \delta_{g_{pq}} + o(\delta_{pq}) \quad \text{for } p, q \in I^m.
\]

(2.2)

Remark 2.2. The following easy assertions are valid.

(i) A map \(\theta: I^m \to \mathbb{R}^d\) is \(C^1\), if and only if it is \(g\)-differentiable with respect to \(g(x) := x\), \(g: I^m \to \mathbb{R}^m\) (in this case \(k = m\)) with \(\mathbb{D}_g \theta\) the usual differential (Jacobian) matrix of \(\theta\).

(ii) Every \(\theta \in C(I^m; \mathbb{R}^d)\) is clearly differentiable with respect to itself, i.e., \(\theta\)-differentiable, with \(\mathbb{D}_g \theta\) the identity \(d \times d\) matrix (in this case \(k = d\)).

(iii) Uniqueness of the \(g\)-derivative is not true in general: consider for example a \(C^1\) function \(\theta: I \to \mathbb{R}\) and let \(g(x) = (\theta(x), x)\) (seen a column), so that both the row matrix \((1, 0)\) and the row matrix \((0, \theta'(x))\) with \(\theta'\) the derivative of \(\theta\), provide different \(g\)-derivatives of \(\theta\).

(iv) If for every \(p \in I^m\) the differential of a scalar-valued \(g\) in \(p\) is nonzero or does not exist then the \(g\)-derivative of the map \(\theta \in C(I^m; \mathbb{R}^d)\), if exists, is unique. In fact, if there are two, calling \(v\) their difference, we have from (2.1) the relationship \(v_p \delta_{g_{pq}} = o(\delta_{pq})\) which, minding that

\[
\lim_{q_k \to p} \frac{\delta g_{pq}}{\delta_{pq_k}} \neq 0
\]

for some sequence \(\{q_k\} \subset I^m\), is only possible when \(v_p = 0\).
(vi) For curves \((m=1)\), the notion of \(g\)-differentiability can be compared to that of “controlled” paths first introduced in [7]. However, in that case, the definition of a controlled path \(\theta: I \rightarrow \mathbb{R}^d\) requires e.g., \(O(|\delta_{pq}|^{2\alpha})\) instead of \(o(\delta_{pq})\), when \(g \in C^\alpha(I; \mathbb{R})\) and \(\alpha > 1/3\).

2.2. First order jets. We may ask ourselves when for a given matrix-valued map \(v\) and a vector valued map \(g\) there is a \(\theta\) such that \(v = D_g \theta\). In the classical case \(d = 1, k = m, v: I^m \rightarrow \mathbb{R}^m\) smooth, and \(g: I^m \rightarrow \mathbb{R}^m\) the identity map, this means that \(v\) is a conservative vector field, and \(\theta: I^m \rightarrow \mathbb{R}\) should be its potential (i.e. \(v = \nabla \theta\), the classical gradient of \(\theta\)). The answer in this case can be given, for instance, in the following terms: the integral \(\int I^m v dx\) of the vector field \(v\) (or, equivalently, of the differential form \(v dx\)) along every closed smooth curve \(\gamma\) in \(I^m\) should vanish (of course, instead of testing the integrals over all closed curves, it is enough to take them over rectangles in \(I^m\) with sides parallel to the coordinate axes).

For the general case of not necessarily smooth maps \(v\) and \(g\) such an answer is only possible when a suitable notion of the integral of the “vector valued differential form” \(v dg\) over closed curves is defined. This is the case, for instance, of Hölder maps \(v \in C^\alpha(I^m; \mathbb{R}^{d \times k}), g \in C^\beta(I^m; \mathbb{R}^k)\) with \(\alpha + \beta > 1\), the respective integral being intended in the sense of Young. In particular, the following theorem, proven in Appendix B, is valid.

**Theorem 2.3** (integration of \(g\)-jets). Let \(0 \in I\) and let \(\alpha, \beta \in (0, 1], \) with \(\alpha + \beta > 1\), \(g \in C^\beta(I^m; \mathbb{R}^k), v \in C^\alpha(I^m; \mathbb{R}^{d \times k})\). Then, there exists a \(\theta \in C(I^m; \mathbb{R}^d)\) such that \(v = D_g \theta\), if and only if

\[
\int_{Q} v dg = 0 \quad (2.3)
\]

for every rectangle \(Q \subseteq I^m\) with sides parallel to the coordinate axes, or, equivalently,

\[
\int_{\gamma} v dg := \int_0^1 v(\gamma(t)) dg(\gamma(t)) = 0 \quad (2.4)
\]

for all closed Lipschitz curves \(\gamma: [0, 1] \rightarrow I^m\). In this case we call \(v\) an \(\alpha\)-Hölder \(g\)-jet, and write \(v \in \mathcal{J}_g^\alpha(I^m; \mathbb{R}^{d \times k})\). In such a case, the identity

\[
\delta \theta_{pq} = \int_{[pq]} v dg = \int_{[pq]} (D_g \theta) dg \quad \text{for } p, q \in I^m
\]

holds, hence \(\theta\) is uniquely determined up to an additive constant, and denoting by \(\theta\) the unique map such that \((2.5)\) holds and \(\theta_0 = 0\), we have that the operator

\[
v \in \mathcal{J}_g^\alpha(I^m; \mathbb{R}^{d \times k}) \mapsto \theta \in C^\beta(I^m; \mathbb{R}^d)
\]

is well-defined, linear and continuous (the space \(\mathcal{J}_g^\alpha(I^m; \mathbb{R}^{d \times k})\) being equipped with the component-wise Hölder norm \(\| \cdot \|_{C^\alpha}\)).

**Remark 2.4.** We notice that, under conditions of Theorem 2.3, if \((2.5)\) holds, then by the fundamental estimate of Young integrals (A.14) we obtain

\[
|\delta \theta_{pq} - (D_g \theta)_p \cdot \delta g_{pq}| \leq C(\delta g)_p |\delta (D_g \theta)|_{\alpha} |\delta_{pq}|^{\alpha + \beta} = O(|\delta_{pq}|^{\alpha + \beta}) \quad \text{for } p, q \in I^m, \quad (2.6)
\]

for \(c = c(m, \alpha, \beta)\), hence improving the \(o(\delta_{pq})\) term in \((2.2)\). In particular, this yields that \((2.4)\) also holds for \(\gamma \in C^\sigma([0, 1]; I^m)\), with \(\sigma(\alpha + \beta) > 1\), by approximation of Hölder curves with Lipschitz ones and continuity of Young integral.
2.3. Chain rule for derivatives. As a simple consequence of (2.6), we get the following chain rule (a precise and more general statement of it is provided by Proposition B.2).

Corollary 2.5 (chain rule). If \( f \) is \( h \)-differentiable and \( h \circ \theta \) is \( g \)-differentiable, then \( f \circ \theta \) is \( g \)-differentiable, with

\[
\mathcal{D}_g(f \circ \theta) = (\mathcal{D}_h f) \theta \mathcal{D}_g(h \circ \theta),
\]

(2.7)

provided that \( \mathcal{D}_h f \in C^\alpha \), \( h \in C^\beta \) and \( \theta \in C^\sigma \); for \( \alpha, \beta, \sigma \in (0, 1] \), with \( \sigma(\alpha + \beta) > 1 \).

Proof. The estimate (2.6) (with \( f \) and \( h \) in place of \( \theta \) and \( g \) respectively) implies

\[
\delta f_{pq} = (\mathcal{D}_h f)_p \delta h_{pq} + O(\|\delta h_{pq}\|^{\alpha + \beta}),
\]

for \( p, q \) in the domain of definition of \( f \), and hence

\[
(\delta f \circ \theta)_{st} = (\mathcal{D}_h f) \theta_s \cdot \delta h_{st} + O\left(\|\delta h_{st}\|^{\alpha + \beta}\right),
\]

\[
= (\mathcal{D}_h f) (h \circ \theta)_s (\delta (h \circ \theta))_{st} + O\left(\|\delta h_{st}\|^{\sigma(\alpha + \beta)}\right)
\]

\[
= ((\mathcal{D}_h f) \circ \theta)_{sp} \delta h_{st} + O\left(\|\delta h_{st}\|^{\sigma(\alpha + \beta)}\right)
\]

for \( t, s \) in the domain of definition of \( \theta \), as claimed. \( \square \)

Let us consider the following examples.

Example 2.6 (composition). Let \( f : J^n \to \mathbb{R}^d \) be differentiable in the classical sense, \( Df = \mathcal{D}_{\text{id}} f \in C^\alpha(J^n ; \mathbb{R}^{d \times n}) \) and let \( \theta = g \in C^\beta(I^m ; \mathbb{R}^n) \), with \( \beta(1 + \alpha) > 1 \), we deduce from (2.7) with \( h := \text{id} \) using \( \text{id} \circ \theta = g \) and Remark 2.2 that \( f \circ g \) is \( g \)-differentiable with \( \mathcal{D}_g(f \circ g) = (Df) \circ g \).

Example 2.7 (composition with graphs). This is in fact an application of Proposition B.2, but we state it here for later use. Given \( g \in C^\beta(I^m ; \mathbb{R}^k) \), define

\[
h_{(x^m,x^n)} := (g_{x^m}, x^n), \quad \text{for} \ x = (x^m, x^n) \in I^{m+n},
\]

let \( f : I^{m+n} \to \mathbb{R}^d \) be \( h \)-differentiable, with \( \mathcal{D}_h f = (\mathcal{D}_g f, \mathcal{D}_{x^n} f) \in C^\alpha(I^{m+n} ; \mathbb{R}^{d \times (k+n)}) \), and \( \theta \in C^\beta(I^m ; \mathbb{R}^n) \) be \( g \)-differentiable. Letting \( p \mapsto \theta_p := (p, \theta_p) \) be its graph, we have that \( h \circ \theta = (g, \theta) \) is also \( g \)-differentiable, with \( \mathcal{D}_g(h \circ \theta) = (\text{id}, \mathcal{D}_g \theta) \), hence we conclude by Proposition B.2 that \( f \circ h \) is \( g \)-differentiable, with

\[
\mathcal{D}_g f \circ h = (\mathcal{D}_g f) \circ \theta + (\mathcal{D}_{x^n} f) \circ \mathcal{D}_g \theta.
\]

(2.8)

2.4. Jets and \( g \)-differentiable maps. Let now \( g = (g^i)_{i=1}^k : I^m \to \mathbb{R}^k \). We are interested in knowing when a given \( g \)-differentiable map \( v = (v^i)_{i=1}^k : I^m \to \mathbb{R}^k \), is a \( g \)-derivative of some real valued function \( \theta \in C(I^m) \). If \( v \) and \( g \) are Hölder continuous, a sufficient condition for the positive answer is given by the following result.

Proposition 2.8. Let \( \alpha, \beta \in (0, 1) \), with \( \alpha + 2\beta > 2 \), \( g = (g^i)_{i=1}^k \in C^\beta(I^m ; \mathbb{R}^k) \). If \( v = (v^i)_{i=1}^k \in C^\beta(I^m ; \mathbb{R}^k) \) is \( g \)-differentiable, with \( \mathcal{D}_g v \in C^\alpha(I^m ; \mathbb{R}^{k \times k}) \) and for every \( i \neq j \) either

\[
\partial_i v^j = \partial_j v^i,
\]

or for every rectangle \( Q \subseteq I^m \) with sides parallel to coordinate axes one has

\[
\int_{\partial Q} g^i \partial_d g^j = 0,
\]

(2.9)
then \( v \in \mathcal{A}_g^2(I^m; \mathbb{R}^k) \), so that in particular, by Theorem 2.3, \( v = \mathbb{D}_g\theta \) for some \( \theta \in C^2(I^m) \).

Note that with the Stokes’ theorem from [10] at hand we could reformulate (2.10) as
\[
\int_Q dg^i \wedge dg^j = 0
\]
for every rectangle \( Q \), i.e. just symbolically
\[
dg^i \wedge dg^j = 0.
\]
We postpone the proof of Proposition 2.8 to Appendix B, but will give its rough (though only formal) idea here.

**Idea of the proof of Proposition 2.8:** In view of Theorem 2.3 it is enough to show that \( v \) is a \( g \)-jet, that is, when \( \int_Q v dg = 0 \) for every rectangle \( Q \subseteq I^m \) with sides parallel to the coordinate axes. A purely formal application of calculus rules yields the identities
\[
\int_Q v \cdot dg = \int_Q dv \wedge dg = \sum_{i<j} \int_Q (\partial_{g^i} v^j - \partial_{g^j} v^i) dg^i \wedge dg^j,
\]
where we used (formally) the Stokes’ theorem, the \( g \)-differentiability of \( v \) and the antisymmetry of “differential 2-forms” \( dg^i \wedge dg^j = -dg^j \wedge dg^i \) (yielding in particular \( dg^i \wedge dg^j = 0 \)). Thus, a sufficient condition for the left-hand side integral to vanish is that, for every \( i \neq j \) either (2.9) holds, or \( dg^i \wedge dg^j = 0 \), the latter condition being equivalent to (2.10) (this formulation avoids two-dimensional integrals which we did not introduce here, although one could have used the integrals introduced by R. Zust in [12] or equivalently those in [10]). Note that the requirement \( \alpha + 2\beta > 2 \) may be seen as necessary for all the two-dimensional integrals above in fact exist in the sense of R. Zust.

Note that in the classical case \( k = m \) and \( g \) identity, \( dg^i \wedge dg^j = dx^i \wedge dx^j \neq 0 \) when \( i \neq j \), so that (2.10) is never valid, and Proposition 2.8 provides just the condition (2.9) for \( v \) to be a gradient. The latter condition becomes just \( \partial_{x^i} v^j = \partial_{x^j} v^i \) for all \( i \neq j \), that is, the classical curl-free condition \( \nabla \times v = 0 \). In other words, in the general situation (2.9) can be seen as just a natural extension of curl-free condition. On the contrary, (2.10) is essentially new and absent in the classical case. The following lemma provides examples of \( g \) such that (2.10) holds.

**Lemma 2.9.** Let \( \alpha, \beta, \sigma \in (0, 1] \), with \( \alpha + 2\beta > 2 \) and \( 2\beta\sigma > 1 \), \( w \in C^\beta(I^m; \mathbb{R}) \), \( h \in C^\beta(I^m; \mathbb{R}^n) \) be \( w \)-differentiable, with \( \mathbb{D}_w h \in C^\alpha(I^m; \mathbb{R}^n) \), and \( f \in C^\sigma(\mathbb{R}^n; \mathbb{R}^k) \). Then, \( g := f \circ h \in C^{3\beta}(I^m; \mathbb{R}^k) \) satisfies (2.10).

The proof of the above Lemma 2.9 provided in Appendix B, essentially relies on the fact that, for a real-valued \( w \), one (formally) has \( dw \wedge dw = d(w dw) = \frac{1}{2} d(dw^2) = 0 \), hence if all the components \( (g^i)^k \) locally “look like” \( w \), one may conclude that (2.10) holds.

**Remark 2.10.** It is not clear whether all maps \( g \) satisfying (2.10) have necessarily to be in the form \( g = f \circ h \) as in the above lemma. A weaker result of this ilk however holds due to theorems 1.2 and 1.1 from [13]. Namely, if \( m = k = 2 \), i.e. \( g: \mathbb{R}^2 \to \mathbb{R}^2 \) satisfies (2.10) then there is a metric tree \( T \), i.e. a complete metric space such that every couple of its points is connected by a unique arc (a continuous injective image of the unit interval), and surjective map \( f: \mathbb{R}^2 \to T \) and \( h: T \to g(\mathbb{R}^2) \subset \mathbb{R}^2 \) such
that \( g = f \circ h \). Since \( T \) is a one-dimensional space in a natural sense, then it means, informally, that the components \( g^1 \) and \( g^2 \) depend on “a single coordinate” (i.e. the point on \( T \)) that we may regard as an analogue of \( w \) in Lemma 2.9.

At last we remark that even when \( v \) is not a \( g \)-jet, in some cases we can “correct it” by an adding a “corrector” map to obtain a \( g \)-jet as the following proposition shows.

**Proposition 2.11** (“correctors” and jets). Let \( 0 \in I \) and let \( \alpha, \beta \in (0, 1] \), with \( \alpha + 2\beta > 2 \), \( g \in C^\beta(I^2; \mathbb{R}^2) \) with \( g_{(s,t)} = (g_1^s, g_2^s) \) for \( (s,t) \in I^2 \). Let \( v = (v^1, v^2) \in C^\beta(I^2; \mathbb{R}^2) \) be \( g \)-differentiable with \( \nabla_g v \in C^\alpha(I^2; \mathbb{R}^2) \) and define, for \( (s,t) \in I^2 \),

\[
v_{(s,t)} := \int_{(s,0)(s,t)} \left( \partial_{g^1} v^2 - \partial_{g^2} v^1 \right) \, dg^2.
\]

Then \( (v^1 - v, v^2) \in \mathcal{J}^{\alpha+\beta-1}(I^2) \). More precisely, \( v \) has the following anisotropic regularity:

\[
v_{(s,.)} \in C^\beta(I; \mathbb{R}), \quad \text{and} \quad v_{(.,t)} \in C^{\alpha+\beta-1}(I; \mathbb{R}) \quad \text{for} \quad s, t \in I.
\]

Again we postpone the proof of Proposition 2.11 to Appendix F, providing here only its rough and purely formal idea.

**Formal idea of the proof of Proposition 2.11:** For \( Q = [s^0, s^1] \times [t^0, t^1] \subseteq I^2 \) we calculate

\[
\int_{\partial Q} v \cdot dg = \int_Q v^1 dg^1 + v^2 dg^2
\]

\[
= \int_{\partial Q} 1 dv^1 \wedge dg^1 + 1 dv^2 \wedge dg^2 \quad \text{by Stokes’ theorem}
\]

\[
= \int_Q (-\partial_{g^2} v^1 + \partial_{g^1} v^2) dg^1 \wedge dg^2 \quad \text{since} \quad v \text{ is} \ g \text{-differentiable}
\]

\[
= \int_{s^0}^{s^1} \int_{t^0}^{t^1} (-\partial_{g^2} v^1 + \partial_{g^1} v^2)(s,t) \, dg^2(s,t) \quad \text{by Fubini theorem}
\]

\[
= \int_{s^0}^{s^1} \left( v_{(s,t)} - v_{(s,t')} \right) \, dg^1(s) = \int_{\partial Q} v \, dg^1. \quad \square
\]

3. AN IMPLICIT FUNCTION THEOREM

In this section, we show that a version of the implicit function theorem holds, for \( h \)-differentiable maps, provided that \( h \) has a suitable “product” structure: we assume indeed that

\[
h: I^{m+n} \to \mathbb{R}^{k+n}, \quad h_x := (g_{x^m}, x^n), \quad \text{for} \ x = (x^m, x^n) \in I^{m+n}, \quad (3.1)
\]

for some \( g \in C^\beta(I^m; \mathbb{R}^k) \). Given an \( h \)-differentiable map \( f: I^{m+n} \to \mathbb{R}^n \), writing \( \nabla_h f = (\nabla g f, \nabla x^m f) \), we say that a point \( x_0 \in I^{m+n} \) is non-degenerate if \( (\nabla x^m f)_{x_0} \) is invertible. The structure of level sets \( f^{-1}(f(x_0)) \) at non-degenerate points is described in the following result.

**Theorem 3.1** (implicit function theorem). Let \( \beta, \gamma \in (0, 1] \) with \( \beta(1 + \gamma) > 1 \), \( g \in C^\beta(I^m; \mathbb{R}^k) \), let \( h \) be as in (3.1), \( f: I^{m+n} \to \mathbb{R}^n \) be \( h \)-differentiable, with \( \nabla h f \in C^\gamma(I^{m+n}; \mathbb{R}^{n \times (k+n)}) \) and \( x_0 \in I^{m+n} \) be non-degenerate. Then, there exist open sets \( J^m, J^n \) such that \( x_0 \in J^m \times J^n \subseteq I^{m+n} \) and a unique \( \theta: J^m \to J^n \) such that

\[
f^{-1}(f(x_0)) \cap J^m \times J^n = \theta(J^m),
\]
where $\bar{\theta}_p := (p, \theta_p)$. Moreover, $\theta$ is $g$-differentiable, with

$$
\mathbb{D}_g \theta = - (\mathbb{D}_{x^n} f)_{\bar{g}}^{-1} (\mathbb{D}_g f)_{\bar{g}} \in C^{\beta \gamma}(J^m; \mathbb{R}^{n \times k}).
$$

(3.2)

A detailed proof of this result is provided in Appendix C. As in the classical implicit function theorem, we rely on a fixed point argument, using the improved error estimates (2.6). Let us point out that the fixed point map is not directly induced by (3.2), instead it is built by choosing suitable differences between Taylor expansion at the point $x_0$. The validity of (3.2), in particular the fact that the right hand side therein is a $g$-jet, follows a posteriori.

As an application of Theorem 3.1, we provide a partial answer to the following natural question, converse to the chain rule (Example 2.6): when $g$-differentiable functions $f$ are necessarily obtained via pointwise composition $f = F \circ g$?

Example 3.2. When, $m = 1$, the example of a Young integral

$$
f_t = \int_0^t h_s dg_s, \quad \text{for } t \in I,
$$

shows that this is not always the case, since $f$ depends non-locally on $g$, e.g., by modifying $g$ only around $0$, the values of $f_t$ may change also for large $t$'s. Still, the fundamental estimate of Young integrals (A.5) gives that $f$ is $g$-differentiable with

$$
\mathbb{D}_g f = h.
$$

To provide a sufficient condition ensuring that it must be $f = F \circ g$ for $g$-differentiable $f$'s, it is sufficient to argue that $f$ is constant on any level set \{ $g = c$ \}. From (2.2), letting $p, q \in \{ g = c \}$, we would deduce that

$$
\delta f_{pq} = (\mathbb{D}_g f)_p \cdot \delta g_{pq} + o(\delta pq) = o(\delta pq).
$$

Therefore, if $p$ and $q$ can be connected via a continuous curve $\theta$ with values in \{ $g = c$ \}, one has

$$
(\delta f)_{\theta, a} = o(\delta \theta_{st}),
$$

which leads (Lemma A.1) to $\delta f_0 = 0$, provided that $o(\delta \theta_{st}) = o(\delta_{st})$. Hence, such argument holds whenever one has a sufficiently precise parametrization of the level sets of $g$: in the next proposition, whose proof can be found in Appendix C, we give a precise statement (notice that we slightly shift the notation from the discussion above, following instead that of Theorem 3.1).

Proposition 3.3 (f-differentiable maps induced by composition). Let $\beta, \gamma, g, h, f$ and $x_0$ be as in Theorem 3.1. If $\varphi: I^{m+n} \to \mathbb{R}^k$ is $f$-differentiable, with $\mathbb{D}_f \varphi \in C^\gamma(I^{m+n}; \mathbb{R}^{k \times n})$, then there exists $J^m, J^n$ with $x_0 \in J^m \times J^n \subseteq I^{m+n}$ and $\Phi: \mathbb{R}^n \to \mathbb{R}^k$ such that

$$
\varphi = \Phi \circ f \quad \text{on } J^m \times J^n.
$$

4. Frobenius theorems

Given $g: I^m \to \mathbb{R}^k$ and $f: I^m \times \mathbb{R}^k \to \mathbb{R}^{d \times k}$, we provide sufficient conditions ensuring existence and uniqueness of $\theta: I^m \to \mathbb{R}^d$ such that (2.1) holds with $\theta_{p_0} = \vartheta$, for given $p_0 \in I^m$, $\vartheta \in \mathbb{R}^d$. 
Remark 4.1 (rough exterior differential systems). The relationship (2.1), seen as a problem for \( \theta \), can be interpreted as an exterior differential system, by defining the following “rough differential forms” on \( I^m \times \mathbb{R}^d \):

\[
\omega^j := dx^m + \sum_{\ell=1}^k f^j_{\ell} dg^\ell \quad \text{for} \ j \in \{1, \ldots, d\},
\]

and finding its Hölder integral manifold \( \bar{\theta} : I^m \to I^m \times \mathbb{R}^d \), i.e., such that \( \bar{\theta}_{p_0} = (p_0, \vartheta) \) and

\[
\bar{\theta}^* dx^i = ds^i, \quad \text{for} \ i \in \{1, \ldots, m\}, \tag{4.1}
\]

\[
\bar{\theta}^* \omega^j = 0, \quad \text{for} \ j \in \{1, \ldots, d\}. \tag{4.2}
\]

The solution \( \bar{\theta} \) to (4.1) (4.2) will be given by \( \bar{\theta}_s = (p_0 + s, \theta_s) \) where \( \theta \) satisfies (2.1).

As anticipated in the introduction, we can equivalently restate (2.1) as a (Young) integral equation, which is here justified as a consequence of Theorem 2.3.

Lemma 4.2. Let \( \beta, \gamma \in (0, 1] \) with \( \beta(1 + \gamma) > 1 \), let

\[ g \in C^\beta(I^m; \mathbb{R}^k), \quad f \in C^\gamma(I^m \times \mathbb{R}^k; \mathbb{R}^{d \times k}), \quad \theta \in C(I^m; \mathbb{R}^d), \]

with \( \theta_{p_0} = \vartheta \in I^m \). Then, (2.1) with \( \bar{\theta}_p := (p, \theta_p) \) holds if and only either of the following conditions hold:

1. the identity \( \delta \theta_{pq} = \int_{[pq]} f_\vartheta \cdot dg \) holds, for every \( p, q \in I^m \),
2. \( \theta \in C^\beta(I^m; \mathbb{R}^k) \) is \( g \)-differentiable with \( D_g \theta = f_\vartheta \in C^\beta(I^m; \mathbb{R}^{d \times k}) \),
3. there exists a \( v \) in \( \mathcal{J}^{\beta, \gamma}(I^m; \mathbb{R}^{d \times k}) \) such that \( \theta_p = \vartheta + \int_{[p_0 p]} v \cdot dg \) and

\[ f_\vartheta = v_p \quad \text{for every} \ p \in I^m. \]

Proof. The proof is straightforward: the validity of (2.1) is indeed what inspired the general definition of \( g \)-differentiability, so that condition (2) is plainly equivalent to it. Young integration along segments and the fundamental estimate (A.14) shows the equivalence with condition (1), which easily implies (3). In turn, (3) implies \( g \)-differentiability, i.e. condition (2) by Theorem 2.3.

Each formulation suggests a fixed point formulation: (1) and (2) in the space of maps \( \theta \), (3) in the space of \( g \)-jets, defining a map \( F(v) \) via

\[ v \mapsto \theta := \vartheta + \int_{[p_0]} v dg \to F(v) := f_\vartheta. \tag{4.3} \]

From such a point of view, we see that there are obstructions for \( F(v) \) being a \( g \)-jet at least as regular as \( v \), both of algebraic and analytical nature (see Proposition 2.8), and we solve them by assuming suitable “involutivity” assumptions. In our first Frobenius-type result, we assume the validity of \( dg^i \wedge dg^j = 0 \) in the sense of (2.10). The case of a scalar valued \( g : I^m \to \mathbb{R} \), as in the Introduction, is covered also by the statement.

Theorem 4.3 (case \( dg^i \wedge dg^j = 0 \)). Let \( \beta, \gamma \in (0, 1] \) with \( \beta(2 + \gamma) > 2 \), \( g \in C^\beta(I^m; \mathbb{R}^k) \) be such that (2.10) holds for every \( i \neq j \), and \( f : I^m \times \mathbb{R}^d \to \mathbb{R}^{d \times k} \) be \( (g, x^d) \)-differentiable, i.e. differentiable with respect to the map

\[ (x^m, x^d) \in I^m \times \mathbb{R}^d \mapsto (g(x^m), x^d) \in \mathbb{R}^{k+d}, \]

and

\[ D_{(g, x^d)} f = (D_g f, D_{x^d} f) \in C^\gamma(I^m \times \mathbb{R}^d; \mathbb{R}^{(dk) \times (k+d)}). \]
Then, for every \((p_0, \vartheta) \in I^m \times \mathbb{R}^d\), there exists a unique \(\theta \in C^\beta(I^m; \mathbb{R}^d)\) such that (2.1) holds and \(\theta_{p_0} = \vartheta\).

The proof follows a Banach fixed point argument in the subspace of jets \(v \in \mathcal{A}^{\beta, \gamma}(I^m; \mathbb{R}^{d \times k})\) such that \(v_{p_0} = f(p_0, \vartheta)\). We define the map \(F\) via (4.3), that is,

\[
F(v)_p := f \left( p, \vartheta + \int_{[p_0,p]} v dg \right) \quad \text{for} \quad p \in I^m.
\]

Indeed, if \(v \in \mathcal{A}^{\beta, \gamma}(I^m; \mathbb{R}^{d \times k})\) is a fixed point for \(F\), then the series of identities

\[
\theta_p := \vartheta + \int_{[p_0,p]} v dg = \vartheta + \int_{[p_0,p]} F(v)dg = \vartheta + \int_{[p_0,p]} f(q, \theta_q)dg_q
\]

and Lemma 4.2 give that \(\theta\) defined by (4.4) is a solution to (2.1) with \(\theta_{p_0} = \vartheta\). The only non-trivial part is showing that \(F\) maps jets into jets, which follows from Proposition 2.8; details are provided in Appendix D.

In our second Frobenius-type result, we assume instead that \(k = m\) and \(g = (g^i)_{i=1}^m\) admits a “diagonal” structure, i.e., for every \(i \in \{1, \ldots, k\}\), the map \(s \mapsto g^i_s\) is actually a function of the single coordinate \(s^i\). Notice that this assumption covers the classical case \(g\) being the identity map.

**Theorem 4.4** (“diagonal” case). Let \(\beta, \gamma \in (0,1]\) with \(\beta(2 + \gamma) > 2\), \(g \in C^\beta(I^m; \mathbb{R}^m)\) be in the form

\[
g_s = (g^1_s, \ldots, g^m_s) \quad \text{for} \quad s = (s^1, s^2, \ldots, s^m) \in I^m.
\]

and \(f: I^m \times \mathbb{R}^d \to \mathbb{R}^{d \times m}\) be \((g, x^d)\)-differentiable with

\[
\mathcal{D}_{(g,x^d)}f = (\mathcal{D}_g f, \mathcal{D}_x f) \in C^\gamma(I^m \times \mathbb{R}; \mathbb{R}^{(dm) \times (m+d)}),
\]

and such that the following “involutivity” conditions hold in \(I^m \times \mathbb{R}^d\)

\[
f^{\ell,i}_s \partial_{x^{\ell'}} f^{\ell,j} - f^{\ell,j}_s \partial_{x^{\ell'}} f^{\ell,i} = 0 \quad \text{and} \quad \partial_{g^j} f^{\ell,i} - \partial_{g^i} f^{\ell,j} = 0, \quad \text{for} \quad i, j \in \{1, \ldots, m\}, \quad i \neq j,
\]

and \(\ell, \ell' \in \{1, \ldots, d\}\). Then, for every \((p_0, \vartheta) \in I^m \times \mathbb{R}^d\) there exists a unique \(\theta \in C^\beta(I^m; \mathbb{R}^d)\) such that \(\theta_{p_0} = \vartheta\) and (2.1) holds.

**Remark 4.5** (“block” diagonal structure). We may extend the result above in the more general case \(k = \sum_{i=1}^m k_i\), \(g \in C^\beta(I^m; \mathbb{R}^k)\) in the form

\[
g_s = (g^1_s, \ldots, g^{k_1}_s, g^{k_1+1}_s, \ldots, g^{k_1+k_2}_s, \ldots, g^{k_1+k_2+\ldots+k_m}_s) \quad \text{for} \quad s = (s^1, s^2, \ldots, s^m) \in I^m.
\]

In this case, \(f: I^m \times \mathbb{R}^d \to \mathbb{R}^{d \times k}\) and the involutivity condition (4.5) reads

\[
f^{\ell,i}_s \partial_{x^{\ell'}} f^{\ell,j} - f^{\ell,j}_s \partial_{x^{\ell'}} f^{\ell,i} = 0 \quad \text{and} \quad \partial_{g^j} f^{\ell,i} - \partial_{g^i} f^{\ell,j} = 0, \quad \text{for} \quad i, j \in \{1, \ldots, k\},
\]

and \(\ell, \ell' \in \{1, \ldots, d\}\) are such that the functions \(g^i, g^j\) depend on different variables, i.e., belong to different blocks of (4.6). For simplicity we provide a proof only in the easier case of blocks of size 1, as in the stated theorem.

**Idea of the proof of Theorem 4.4:** The proof of this result, the details of which are given in Appendix D, is by induction over \(\ell \in \{1, \ldots, m\}\). For ease of notation, let us assume that \(p_0 = 0\) and argue in the scalar-valued case, \(d = 1\). The case \(\ell = 1\) is then that of Young differential equations, for which the theory is well-established. In the induction step from \(\ell\) to \(\ell + 1\), we use the inductive assumption to define \(\theta: I^{\ell+1} \to \mathbb{R}\) on the \(\ell\)-dimensional space \(I^\ell \times \{0\}\) such that the restriction of the system of equations (2.1)
holds, we extend it by solving the Young differential equation (with respect to variable $t \in I$)
$$\theta_{(p,t)} = \theta_{(p,0)} + \int_{[(p,0)(p,t)]} f^j_{\theta} \, dg^j + 1, \quad \text{for } t \in I, p \in I'$$
(4.7)

In view of the regularity assumptions on $f$, there exists a unique solution to (4.7), hence $\theta$ is well-defined and $t \mapsto \theta_{(p,t)}$ is Hölder (at every $p \in I'$). The crucial point is to show that $\theta \in C^\beta(I^{\ell+1};\mathbb{R}^d)$ and solves (2.1). To this aim, we use Theorem E.1, that provides $g$-differentiability of $\theta$ with an explicit equation for $\partial_g \theta$, for $i \in \{1, \ldots, \ell\}$, formally obtained by $g$-differentiation of (4.7). Then, using the involutivity assumptions (4.5), we conclude that, for $i \in \{1, \ldots, \ell\}$, the identity
$$\left(\partial_g \theta\right)_{(p,t)} - f^j_{\theta_{(p,t)}} = \int_{[(p,0)(p,t)]} (\mathcal{D} x^j f^j_{\theta} + 1) \, dg^j + 1 \quad \text{holds for } t \in I, p \in I'.$$

Finally, a Gronwall-type argument (Lemma E.4) yields $\partial_g \theta = f^j_{\theta}$, hence the thesis. \hfill $\Box$

5. Examples and open questions

We conjecture that both Theorem 4.3 and Theorem 4.4 are instances of a more general result, where one can drop any “diagonal assumption” on $g = (g^j)_{j=1}^k$ and simply assume that, given $f = (f^j)_{j=1}^k$, for any $i, j \in \{1, \ldots, k\}$, at least one between $dg^j \wedge dg^l = 0$ in the form (2.10) or (4.5) hold. Both strategies of proof, at present, do not allow us to conclude. Indeed, in the proof of Theorem 4.3, jet spaces are not stable with respect to the map $F$ (4.3). In the following example, we show that one can try to introduce a new map $\mathfrak{F}$ sending jets into jets such that its fixed points are solutions to (1.7). However, this approach still faces difficulties due to loss of regularity.

Example 5.1 (triangular case). In the setting of Proposition 2.11 let
$$(v^1, v^2) \mapsto (f^1_{\theta} - v, f^2_{\theta})$$
where $\theta_p := \partial + \int_{(p,p]} v \, dg$ and $v(s,t) := \int_{(s,0)(s,t]} \left( \partial_g f^1_{\theta} - \partial_g f^2_{\theta} \right) \, dg$. One has that any fixed point would provide a solution to (1.7). Indeed, (arguing formally) we have

$$\mathfrak{v} = \int_{(s,0)(s,t]} \left( \partial_g v^1 f^2_{\theta} - v^2 \partial_g f^1_{\theta} \right) \, dg^2 \quad \text{by the chain rule},$$

$$= \int_{(s,0)(s,t]} \left( \partial_g (f^1_{\theta} - v) f^2_{\theta} - f^2 \partial_g f^1_{\theta} \right) \, dg^2 \quad \text{being } (v^1, v^2) \text{ a fixed point},$$

$$= - \int_{(s,0)(s,t]} \mathfrak{v} \partial_g f^2_{\theta} \, dg^2 \quad \text{by involutivity (4.5)},$$

$$= 0 \quad \text{by Lemma E.4}.$$

In the inductive proof of Theorem 4.4, instead, it is not clear how to show that $\theta$, defined by solving $d\theta = f\theta\, dg$ on a chosen family of paths, is $g$-differentiable (since Theorem E.1 strongly uses a diagonal assumption on $g$).

We end this section by showing how the theory developed above applies to three specific classes of Hölder maps.

Example 5.2 (Sobolev maps). The theory developed above applies to $g \in W^{\ell,p}(I^m;\mathbb{R}^k)$, provided that $\ell p > m$, so that Sobolev embedding gives $g \in C^\beta(I^m;\mathbb{R}^k)$ for $\beta = \min \{1, \ell - m/p\}$. Let us notice that (e.g. when $m = 2$, otherwise one has to use precise
representatives for Sobolev functions) one can also define $dg^i \wedge dg^j$ by means of the weak Jacobian [14] $J(g^i, g^j) := \det(\nabla g^i, \nabla g^j)$,
\[
\int_{\partial Q} g^i dg^j = \int_Q J(g^i, g^j) d\mathcal{L}^2 \quad \text{for any rectangle } Q \subseteq I^2.
\] (5.1)
Hence, condition $dg^i \wedge dg^j = 0$ in the form (2.10) is equivalent to $\det(\nabla g^i, \nabla g^j) = 0$ $\mathcal{L}^2$-a.e. in $I^2$.

Example 5.3 (random fields). Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space and $g : \Omega \to C^{\beta}(I^m; \mathbb{R}^k)$ be a random field, with $\beta$-Hölder realizations for $\mathbb{P}$-a.e. $\omega$. Then, our results provide a “pathwise” calculus (i.e., for fixed $\omega$), in particular to solve systems of differential equations of Frobenius type. As an application of Theorem 4.4 one could think e.g. in case $m = 2$, writing $(x, t) \in I^2$ as the evolution through time (possibly with a noise in time) of an “irregular” curve $\theta_{t,0}$ and the resulting surface. A possible example of application could be in mathematical finance, concerning the modelling of yield curves $B(t, T)$ ($t \leq T$) in the theory of interest rates, see e.g. [15], which can be seen as a stochastic surface, with “noise” acting on the direction $t$ only (however, usually modelled with an Itô stochastic differential equation, whose Hölder regularity $< 1/2$ puts it outside the scope of our results). Toy applications of Theorem 4.3 include e.g. the case of a single (scalar) signal, e.g. $g$ being a fractional Brownian sheet or a fractional Levy Brownian motion with Hurst parameter $H > 2/3$. Addressing integration of noise with lower regularity (e.g. the standard Brownian sheet or Levy Brownian motion) seems to require suitable adaptations of techniques from Rough Paths theory to multi-dimensional stochastic calculus.

Example 5.4 (lacunary series). Examples of Hölder functions can be constructed (on $I^m = [0, 1]^m$) via Fourier series $g_n := \sum_{k \in \mathbb{Z}^m} a_k e^{2\pi i k \cdot p}$, e.g. by choosing only one coefficient $a_k$ different from zero in each annulus $2^n < |k| \leq 2^{n+1}$ (and denote it by $c_n$). As with the classical Weierstrass function, if $\limsup_{n \to +\infty} |c_n| 2^{-n \beta} < \infty$, one has that $g \in C^\beta(I^m)$, and if $\liminf_{n \to +\infty} |c_n| 2^{-n \beta} > 0$, then $g \notin C^{\beta'}(I^m)$, for any $\beta' > \beta$. These maps may be useful to provide counterexamples, showing e.g. that the regularity assumptions made throughout are necessary (as it is shown in [12] for the problem of integrating forms). For example, in Proposition 2.8, the assumptions can be stated even if $\alpha + \beta > 1$ and $2\beta > 1$. An analysis of the proof gives that a counterexample could be given (if $\alpha + 2\beta \leq 2$) if one could find $g \in C^\beta(I^2)$, $v \in \mathfrak{J}_b^\alpha(I^2)$ such that $vg \notin \mathfrak{J}_b^\alpha(I^2)$, or more explicitly (after integrating by parts)
\[
\int_{\partial Q} v dg = 0 \quad \text{for every rectangle } Q \subseteq I^2,
\]
but
\[
\int_{\partial Q} v dg^2 \neq 0 \quad \text{for some rectangle } Q \subseteq I^2,
\]
which could be (formally) read as failure of the chain rule for the solution $g$ to the “continuity equation”
\[
\text{div}(bg) = 0 \quad \text{in } I^2,
\]
where $b = (\nabla v)^\perp$ (see [16, 17] for some recent literature on the subject of two-dimensional continuity equation and its renormalization properties). More rigorously, this is equivalent to exhibit two sequences $(g^n)_{n \geq 1}$, $(v^n)_{n \geq 1}$ of smooth functions, bounded respectively in $C^\beta(I^2)$ and $C^\alpha(I^2)$ such that, as $n \to \infty$, in the sense of distributions in $I^2$,
one has
\[ \text{div}(\nabla v^n) g \to 0, \quad \text{but} \quad \text{div}(\nabla v^n) g^2 \not \to 0. \]

Let us notice that, if such an example exists, then \((v, g)\) cannot be Sobolev (Example 5.2), for the first identity would read \(J(v, g) = 0\), \(L^2\)-a.e. and the chain rule would give \(J(v, g^2) = 2gJ(v, g) = 0\). We notice that in the case \(\alpha = \beta\), this turns out to be equivalent to the problem of non-trivial horizontal surfaces in the Heisenberg group (using e.g. the results in [13]), which has been solved in [18].

**Appendix A. Notation and useful results**

We recall and slightly extend to the multi-dimensional case some notation from the theory of rough paths as in [7, 6].

**Discrete differential calculus.** Given a metric space \((X, d)\) and functions \(f: X \to \mathbb{R}^k, \omega: X^2 \to \mathbb{R}^k\), we write \(f(x) := f_x, \omega(x, y) := \omega_{xy}\) for \(x, y \in X\) and let
\[
\delta f: X^2 \to \mathbb{R}^k, \quad \delta f_{xy} := f_y - f_x \quad \text{for} \quad x, y \in X,
\]
\[
\delta \omega: X^3 \to \mathbb{R}^k, \quad \delta \omega_{xyz} := \omega_{yz} - \omega_{xz} + \omega_{xy} \quad \text{for} \quad x, y, z \in X.
\]
Notice that \(\delta(\delta f) = 0\) and that discrete Leibniz rules hold in the following form. For \(f, g: X \to \mathbb{R}, \omega: X^2 \to \mathbb{R}\), let \((fg)_x := f_xg_x\) and \((f\omega)_{xy} := f_x\omega_{xy}\), then
\[
\delta(fg)_{xy} = (\delta f_{xy})g_y + f_x(\delta g_{xy})
\]
\[
= f_x(\delta g_{xy}) + (\delta f_{xy})g_x + (\delta f_{xy})(\delta g_{xy}) \quad \text{for} \quad x, y \in X, \quad (A.1)
\]
\[
\delta(f\omega)_{xyz} = f_x(\delta \omega_{yz}) + (\delta f_{xy})\omega_{yz} \quad \text{for} \quad x, y, z \in X. \quad (A.2)
\]

In particular, letting \(\omega = \delta g\), we have the identity
\[
\delta(f\delta g)_{xyz} = (\delta f)_{xy}(\delta g)_{yz}, \quad \text{for} \quad x, y, z \in X. \quad (A.3)
\]

With a slight abuse of notation, when \(X \subseteq \mathbb{R}^k\) and \(f\) is the identity map, we write \(\delta_{xy} = y - x\), hence \(d(x, y) = |y - x| = |\delta_{xy}|\).

**Hölder functions.** For a metric space \((X, d)\) and functions \(f: X \to \mathbb{R}^k\), we let \([f]_0 := \sup_{x \in X} |f_x|\) and, for \(\omega: X^2 \to \mathbb{R}^k, \alpha \geq 0\), we let
\[
[\omega]_\alpha := \sup_{x, y \in X, x \neq y} \left| \frac{\omega_{xy}}{d(x, y)^\alpha} \right| \in [0, +\infty].
\]
Notice that \([\omega + \omega']_\alpha \leq [\omega]_\alpha + [\omega']_\alpha, [f\omega]_\alpha \leq [f]_0[\omega]_\alpha\) and \([\omega]_\alpha \leq [\omega]_\beta \text{diam}(X)^{\beta - \alpha}\) if \(\alpha \leq \beta\). Moreover, for any fixed \(x \in X\), one has
\[
[f - f_x]_0 \leq [\delta f]_\alpha \text{diam}(X)^\alpha. \quad (A.4)
\]
Write \(f \in C^\alpha(X; \mathbb{R}^k)\) if \(\|f\|_\alpha := [f]_0 + [\delta f]_\alpha < \infty\). Notice that when \(\alpha = 1\) one obtains the space of bounded Lipschitz functions on \(X\) with values in \(\mathbb{R}^k\), and not the usual space of continuous differentiable functions. If \(k = 1\) we simply write \(C^\alpha(X) = C^\alpha(X; \mathbb{R})\).
**Young integration.** If $I \subseteq \mathbb{R}$ is a bounded interval, for $f \in C^\alpha(I; \mathbb{R}^{m \times d})$, $g \in C^\beta(I; \mathbb{R}^{d \times n})$, with $\alpha + \beta > 1$, L.C. Young [11] provided a robust notion (i.e., extending continuously the case of smooth functions) to the integral

$$
\int_a^b f_s dg_s, \quad \text{for } [a, b] \subseteq I.
$$

Using the terminology introduced above, one can actually prove (as an application of the Sewing Lemma [7, 19, 6]) that, for some constant $c = c(\alpha, \beta)$, one has

$$
\left| \int_a^b f_s dg_s - f_a(\delta g)_{ab} \right| \leq c |\delta f|_\alpha |\delta g|_\beta |\delta a|^{\alpha+\beta}, \quad \text{for } [a, b] \subseteq I, \quad (A.5)
$$

which gives the inequality, again with $c = c(\alpha, \beta)$,

$$
\left| \int_a^b f_s dg_s \right| \leq c \| f \|_\alpha |\delta g|_\beta (1 + |I|^{\alpha}) |\delta a|^\beta, \quad \text{for } [a, b] \subseteq I, \quad (A.6)
$$

showing that the Young integral function $t \mapsto \int_a^t f_s dg_s$ is $C^\beta(I; \mathbb{R}^{m \times n})$. Moreover, additivity holds, for $a \leq b \leq c$, with $[a, c] \subseteq I$,

$$
\int_a^c f_s dg_s = \int_a^b f_s dg_s + \int_b^c f_s dg_s, \quad (A.7)
$$

as well as bilinearity of $(f, g) \mapsto \int_a^b f d g$.

**Additive functionals.** It is not difficult to prove that the validity of (A.6) and (A.7) actually characterize the Young integral $\int f d g$. In fact, this can be seen as a consequence of a general result for (dyadically) additive functionals. For our purpose, we give it in the case of segments and rectangles (a special case of a general result on rectangles of dimension $k$). We say that a functional $F$, defined on oriented segments all contained in $\Omega$ is dyadically additive if for every $[pq] \subseteq \Omega$,

$$
F([pq]) = F([pr]) + F([rq]), \quad \text{with } r = \frac{p + q}{2}. \quad (A.8)
$$

Similarly, we say that a functional $F$ defined on oriented rectangles all contained in $\Omega$ is dyadically additive if, for every $Q = (p; v_1, v_2) \subseteq \Omega$,

$$
F(p; v_1, v_2) = F\left(p, \frac{v_1}{2}, \frac{v_2}{2}\right) + F\left(p + \frac{v_1}{2}, \frac{v_1}{2}, \frac{v_2}{2}\right) + F\left(p + \frac{v_2}{2}, \frac{v_1}{2}, \frac{v_2}{2}\right) + F\left(p + \frac{v_1 + v_2}{2}, \frac{v_1}{2}, \frac{v_2}{2}\right). \quad (A.9)
$$

We have the following result.

**Lemma A.1.** Let $k \in \{1, 2\}$, $\Omega \subseteq \mathbb{R}^d$ and $Q \mapsto F(Q) \in \mathbb{R}$ be defined on oriented segments (if $k = 1$) or oriented rectangles (if $k = 2$) $Q \subseteq \Omega$ and dyadically additive. If $F(Q) = o \left(\text{diam}(Q)^k\right)$, i.e., $F(Q) = 0$ if diam$(Q) = 0$ and

$$
\inf_{\varepsilon \to 0} \sup_{Q \subseteq \Omega \atop \text{diam}(Q) \geq \varepsilon} \frac{|F(Q)|}{\text{diam}(Q)^k} = 0,
$$

then $F$ is identically null.
Proof. Given $Q \subseteq \Omega$, for any $n \geq 1$, we decompose it into $2^{kn}$ “dyadic” segments or rectangles $(Q_i)_{i=1}^{2^{kn}}$ (iterating the decompositions in (A.8) or (A.9)) with diam$(Q_i) = 2^{-n}$ diam$(Q)$, for $i \in \{1, \ldots, 2^{kn}\}$. By induction on the additivity assumption, we have

$$|F(Q)| = \left| \sum_{i=1}^{2^{kn}} F(Q_i) \right| \leq \sum_{i=1}^{2^{kn}} \text{diam}(Q_i)^k = 2^{kn} \theta \left(2^{-kn} \text{diam}(Q)^k \right) \to 0, \text{ as } n \to \infty.$$

To obtain from this result the claimed characterization of the Young integral, assume that $\int f \, dg$ and $\int f \, dg, (A.7)$ yields that $F$ is dyadically additive, while adding and subtracting $f_a(\delta g)_{ab}$ in (A.6) gives

$$|F([a, b])| \leq c|\delta f|_\alpha |\delta g|_\beta |\delta ab|^{\alpha+\beta} = o(|\delta ab|),$$

hence $F([a, b]) = 0$ and the two integrals coincide.

Remark A.2 (from approximate to actual identities). A slight extension of the same argument gives the following result. Let $f \in C(I)$, let $n \geq 1$, and for $i \in \{1, \ldots, n\}$, let $\alpha_i, \beta_i \in (0, 1]$ with $\alpha_i + \beta_i > 1$, $f^i \in C^\alpha(I)$, $g^i \in C^\beta(I)$ such that

$$\delta f_{ab} = \sum_{i=1}^n f^i \delta g^i_{ab} + o(|\delta ab|) \text{ for } [a, b] \subseteq I. \quad (A.10)$$

Then, by considering $F := \delta f_{ab} - \sum_{i=1}^n f^i \delta g^i_{ab}$, we obtain

$$\delta f_{ab} = \sum_{i=1}^n \int_a^b f^i \delta g^i, \quad \text{for } [a, b] \subseteq I. \quad (A.11)$$

Integration over curves. Young integration allows one to extend the notion of integration of 1-forms $\omega = f \, dg$ along curves $\gamma : I \subseteq \mathbb{R} \to \Omega \subseteq \mathbb{R}^d$, provided that the regularity requirements are satisfied. For example, if $f \in C^\alpha(\mathbb{R}; \mathbb{R})$, $g \in C^\beta(\mathbb{R}; \mathbb{R})$, with $\alpha + \beta > 1$ and $\gamma \in C^1(I; \Omega)$, then $f \circ \gamma \in C^\alpha(I; \mathbb{R})$, $g \circ \gamma \in C^\beta(I; \mathbb{R})$ and so we define

$$\int_{\gamma} f \, dg := \int_I f \circ \gamma \, dg \circ \gamma.$$

We prove that, as in the smooth case, such integral does not depend on the parametrization, with the exception of the orientation. Precisely, if $\varphi \in C^1(J; \Omega)$ and there exists $\theta \in C^1(J; I)$ such that $\varphi = \gamma \circ \theta$, then

$$\int_{\gamma} f \, dg = \int_{\varphi} f \, dg = \int_I f \, d\varphi \circ \gamma.$$

This can be seen at least in two ways: either using the fact that the same identity holds in the smooth case and approximating $f$ and $g$, or using the characterization of Young integral by (A.6) and (A.7): indeed, the functional

$$[a, b] \subseteq J \mapsto \int_{\gamma_{[a, b]}} f \, dg = \int_{\theta_{[a, b]}} f \circ \gamma \, dg \circ \gamma,$$

satisfies the additivity condition (A.7) and, by (A.5), the inequality, for $[a, b] \subseteq J$,

$$\left| \int_{\gamma_{[a, b]}} f \, dg - (f \circ \varphi)_{[a, b]} \right| \leq \int_{\theta_{[a, b]}} f \circ \gamma \, dg \circ \gamma - (f \circ \varphi)_{[a, b]} \left(\delta(g \circ \gamma)\right)_{\theta_{[a, b]}} \leq c|\delta \theta_{[a, b]^{\alpha+\beta}} = c|\delta \theta|^{\alpha+\beta} < c|\delta \theta|^{\alpha+\beta},$$

where $c = c(\alpha, \beta)|\delta(f \circ \gamma)|_{\alpha} |\delta(g \circ \gamma)|_{\beta}$. 

When \( \gamma_t = (1-t)p + tq \) parametrizes the (oriented) segment \([pq]\), we write

\[
\int_{[pq]} f \, dg := \int_\gamma f \, dg.
\]

Notice that, given \( p, q \in \Omega \) (with the segment \([pq]\) contained in \(\Omega\)), one has

\[
\int_{[pq]} f \, dg = -\int_{[qp]} f \, dg 
\]  \hspace{1cm} (A.12)

and, whenever \( p, q, r \) are collinear,

\[
\int_{[pq]} f \, dg = \int_{[pr]} f \, dg + \int_{[rq]} f \, dg 
\]  \hspace{1cm} (A.13)

because of (A.7) and the fact that one can consider a common parametrization to compute the three integrals. Moreover, (A.6) gives, for \( c = c(\alpha, \beta) \),

\[
\left| \int_{[pq]} f \, dg - f_p(\delta g)_{pq} \right| \leq c[\delta f]_\alpha[\delta g]_\beta |\delta_{pq}|^{\alpha + \beta}, \quad \text{for } p, q \text{ with } [pq] \subseteq \Omega. \quad (A.14)
\]

Finally, Remark A.2 extends to the case of segments: from an identity of the type (A.10), valid for every \( a, b \in \Omega \) with \([ab] \subseteq \Omega\), we deduce that (A.11) holds true.

**Integration over boundaries.** Given an oriented rectangle \( Q = [p; v_1, v_2] \) contained in \(\Omega\), the integral of \(f \, dg\) on the boundary of \(Q\) is defined as

\[
\int_{\partial Q} f \, dg := \int_{[p; v_1]} f \, dg + \int_{[(p; v_1); (p; v_1 + v_2)]} f \, dg + \int_{[(p; v_1 + v_2); (p + v_2)]} f \, dg + \int_{[(p + v_2); p]} f \, dg.
\]

Because of (A.12) and (A.13), the map \( Q \mapsto \int_{\partial Q} f \, dg \) is dyadically additive. Other simple properties, such as bi-linearity of \((f, g) \mapsto \int_{\partial Q} f \, dg\) follow from those of Young integrals. Moreover, we have the inequality

\[
\left| \int_{\partial Q} f \, dg \right| = \left| \int_{\partial Q} (f - f_p) \, dg + \int_{\partial Q} f_p \, dg \right| \quad \text{for any } p \in Q,
\]

\[
= \left| \int_{\partial Q} (f - f_p) \, dg \right| \quad \text{since } \int_{\partial Q} f_p \, dg = f_p \int_{\partial Q} 1 \, dg = 0,
\]

\[
\leq c \left( |f - f_p|_0[\delta g]_\beta \text{diam}(Q) + |\delta(f - f_p)|_\alpha[\delta g]_\beta \text{diam}(Q)^{\alpha + \beta} \right) \quad \text{by (A.6),}
\]

\[
\leq 2c[\delta f]_\alpha[\delta g]_\beta \text{diam}(Q)^{\alpha + \beta} \quad \text{by (A.4),}
\]

where \( c = c(\alpha, \beta) \).

**Remark A.3 (Züst integral).** By formally applying Stokes’ theorem, one has

\[
\int_{\partial Q} f \, dg = \int_Q 1 \, df \wedge dg.
\]

In fact, this can be made rigorous by extending Young integration to \(k\)-forms, as done by in R. Züst [12], providing a robust notion to the integral

\[
\int_Q f \, dg_1 \wedge \ldots \wedge dg_k
\]

for rectangles \( Q \subseteq \Omega \) and \( f \in C^\alpha(\Omega), \, g^i \in C^{\beta_i}(\Omega), \) with \( \alpha + \sum_{i=1}^k \beta_i > k \). However, for our purpose, we do not need to rely on this theory.
Appendix B. Jets and $g$-differentiable maps

Proof of Theorem 2.3. Step 1. We first show that $v = D_g \theta$ for some $\theta \in C(I^m; \mathbb{R}^d)$, if and only if (2.3) holds. To this aim assume first that $\theta \in C(I^m; \mathbb{R}^d)$ is $g$-differentiable with $v = D_g \theta$. By applying Remark A.2 to the “approximate identity” (2.2) we obtain that (2.5) holds. Then, summing over the four oriented edges of a rectangle $Q \subseteq I^m$, the left hand side terms cancel out, providing (2.3), i.e., $v \in J^g_0(I^m; \mathbb{R}^{d \times k})$.

Conversely, assuming that $v \in J^g_0(I^m; \mathbb{R}^{d \times k})$, we construct a $\theta \in C(I^m; \mathbb{R}^d)$ by the formula

$$\theta_p := \theta_0 + \sum_{i=1}^m \int_{[\bar{p}_{i-1} \bar{p}_i]} v \, dg,$$

where $\bar{p}_i := (p_1, \ldots, p_i, 0, \ldots, 0)$, $\bar{p}_0 := 0$, or in other words,

$$\theta_p = \theta_0 + \int_{\gamma^p} v \, dg,$$

the curve $\gamma^p$ standing for a parameterization of the polygonal line $\bar{p}_0 \bar{p}_1 \ldots \bar{p}_m$. To show the continuity of $\theta$ together with (2.2), we write

$$\theta_q = \theta_0 + \int_{\gamma^q} v \, dg.$$

Then setting $\gamma^{pq} := p + \gamma^{q-p}$, $\gamma := \gamma^p \cdot (-\gamma^q)$, then standing for the concatenation of curves, parameterized for convenience still over $[0, 1]$, $-\gamma_q$ standing for the curve with the same trace as $\gamma_q$ and opposite direction, we have that $\gamma$ is a closed curve and

$$\delta \theta_{pq} = \int_{\gamma} v \, dg + \int_{\gamma^{pq}} v \, dg.$$

Clearly, $\gamma$ as a 1-chain can be viewed as a finite sum of the boundaries of the 2-chains associated to rectangles in $I^m$ with sides parallel to coordinate axes, and therefore, the first integral in the right-hand side of the above equality vanishes, so that

$$\delta \theta_{pq} = \int_{\gamma^{pq}} v \, dg = \int_0^{\ell(\gamma^{pq})} v \circ \gamma^{pq} \, dg \circ \gamma^{pq},$$

where in the last integral one takes the arclength parameterization of $\gamma^{pq}$ over $[0, \ell(\gamma^{pq})]$. Then

$$|\delta \theta_{pq}| = (v \circ \gamma^{pq})_0 (\delta g \circ \gamma^{pq})_0 (\ell^{(\gamma^{pq})}) + O(\ell(\gamma^{pq})^{\alpha + \beta})$$

$$= v_p \delta g_{pq} + O(\delta^{(\gamma^{pq})})^{\alpha + \beta}$$

proving the continuity of $\theta$ together with (2.2).

Step 2. We show now that (2.3) is equivalent to (2.4). In fact, as proven in Step 1, (2.3) is equivalent to the existence of a $\theta \in C(I^m; \mathbb{R}^d)$ such that $v = D_g \theta$. The claim follows then from Lemma B.1 below applied (with $a := 0$, $b := 1$) to closed Lipschitz curves $\gamma : [0, 1] \to I^m$. As a byproduct we have that

$$\theta_q = \theta_0 + \int_{\theta} v \, dg$$

for any Lipschitz $\theta : [0, 1] \to I^m$ with $\theta(0) = p$, $\theta(1) = q$, in particular, for $\theta$ standing for a parametrization of the segment $[pq]$, proving (2.5).

Step 3. Finally (2.6) implies the bound

$$|\delta \theta|_\beta \leq ([D_g \theta]_0 + c [\nabla_g \theta]_\alpha |I^m| |\delta g|_\beta).$$
from which the last statement of the thesis of Theorem 2.3 follows immediately. □

**Lemma B.1.** Let \( \alpha, \beta \in (0,1] \), with \( \alpha + \beta > 1 \), \( \theta \in C(I^n; \mathbb{R}^d) \) be \( g \)-differentiable with \( g \)-derivative \( \mathbb{D}_g \theta \in C^\infty(I^n; \mathbb{R}^{d \times k}) \), and \( g \in C^\infty(I^n; \mathbb{R}^k) \). Then for every \( \gamma : [0,1] \to I^n \) Lipschitz and for every \( a, b \in [0,1] \), \( a \leq b \), one has
\[
(\delta \theta \circ \gamma)_{ab} = \int_a^b \mathbb{D}_g \theta(\gamma(t))dg(\gamma(t)).
\]  \((B.1)\)

**Proof.** By the basic estimate on Young integral we have
\[
\int_a^b \mathbb{D}_g \theta(\gamma(t))dg(\gamma(t)) = (\mathbb{D}_g \theta \circ \gamma)_{ab} \delta(g \circ \gamma)_{ab} + O(\delta_{ab}^{\alpha+\beta})
\]
\[
= (\mathbb{D}_g \theta \circ \gamma)_{ab} \delta(g \circ \gamma)_{ab} + o(\delta_{ab}) \quad \text{because } \alpha + \beta > 1,
\]
hence from (2.2) we get
\[
\int_a^b \mathbb{D}_g \theta(\gamma(t))dg(\gamma(t)) = (\delta \theta \circ \gamma)_{ab} + o(\delta_{ab}),
\]
and since germs on the right and left-hand sides of (B.1) are dyadically additive on \([0,1]\), this gives (B.1) by Lemma A.1. □

**Proposition B.2** (anisotropic chain rule). Let \( \alpha \in (0,1] \), and, for \( i \in \{1,2\} \), let \( \beta_i, \gamma_i \in (0,1]\), \( g^i, \theta^i \in C^\infty(I^n; \mathbb{R}^d) \). Let \( h^i \in C^\infty(I^n; \mathbb{R}^{d \times k_i}) \). Let \( m := m_1 + m_2 \), \( I^n = I^{m_1} \times I^{m_2} \). Then for every \( f \in C^\infty(I^n; \mathbb{R}^k) \) and \( \theta \in C^\infty(I^n; \mathbb{R}^d) \) is \( h \)-differentiable with
\[
\mathbb{D}_g(f \circ \theta) = (\mathbb{D}_g f)_{\theta} \mathbb{D}_g(h \circ \theta).
\]

**Proof.** First, notice that (B.2) implies \( \alpha + \gamma_i > 1 \) for \( i \in \{1,2\} \), hence Theorem 2.3 applies with \( f \) in place of \( \theta \) and \( h \) in place of \( g \) and \( \gamma \) instead of \( \beta \), yielding the identities
\[
\delta f_{xy} = \int_{[xy]} \mathbb{D}_h f dh = \int_{[xy]} \mathbb{D}_h f^1 dh^1 + \int_{[xy]} \mathbb{D}_h f^2 dh^2.
\]
Estimating separately the two integrals above by means of (A.14), we deduce that the expansion
\[
\delta f_{xy} = (\mathbb{D}_h f)_x \cdot \delta h_{xy} + O \left( |\delta_{xy}| \left| (\delta x_1 y_1)^{\gamma_1} + (\delta x_2 y_2)^{\gamma_2} \right| \right)
\]  \((B.3)\)
holds true. Choosing \( x = \theta_p, y = \theta_q \), one has, for \( i \in \{1,2\} \),
\[
|\delta x^i y^i| = |\delta x^i_{pq}| \leq |\delta \theta^i_{pq}| |\delta_{pq}| \beta_i,
\]
hence the second term in the right hand side in (B.3) is \( o(\delta_{pq}) \), because of (B.2). For the first term, since \( h \circ \theta \) is \( g \)-differentiable, we have
\[
(\mathbb{D}_h f)_{\theta_p} \cdot \delta h_{\theta_p \theta_q} = (\mathbb{D}_h f)_{\theta_p} (\mathbb{D}_g h \circ \theta)_p + o(\delta_{pq})
\]
and the thesis follows. □

**Proof of Proposition 2.8.** We introduce the function \( F \), defined on rectangles \( Q \subseteq I^n \),
\[
F(Q) := \int_{\partial Q} v dg.
\]
As seen in Appendix A, \( F \) is dyadically additive, hence to show that \( F \) is null it is sufficient by Lemma A.1 to prove that that \( F(Q) = o(\text{diam}(Q)^2) \), as \( \text{diam}(Q) \to 0 \).

Fix \( Q \subseteq I^m \) and \( p \in Q \). Notice that we can always assume that \( g_P = 0 \), since replacing \( g \) with \( g - g_P \) leaves \( \delta g \) unchanged, hence the integral defining \( F(Q) \), as well as \( \mathbb{D}_g v \) (\( g \)-differentiability depends on \( g \) only through its increments). Moreover, we may restrict our analysis from \( I^m \) to \( Q \), so that the inequality \( |g|_0 \leq [\delta g]_\beta \text{diam}(Q)\beta \) holds. Integrating by parts, we have

\[
F(Q) = \int_{\partial Q} v dg = -\int_{\partial Q} g dv. \tag{B.4}
\]

As a consequence of the \( g \)-differentiability assumption, we claim that the following identity holds:

\[
\int_{\partial Q} g dv = \int_{\partial Q} g(\mathbb{D}_g v) dg = \sum_{i,j=1}^k \int_{\partial Q} g^i (\partial_{g^j} v^i) dg^j. \tag{B.5}
\]

Once this identity is established, the thesis follows by proving that, for any \( i, j \in \{1, \ldots, k\} \)

\[
\int_{\partial Q} g^i (\partial_{g^j} v^i) dg^j + \int_{\partial Q} g^j (\partial_{g^i} v^j) dg^i = o(\text{diam}(Q)^2). \tag{B.6}
\]

The key observation to prove (B.6) is that

\[
(\partial_{g^j} v^i)_p \int_{\partial Q} g^i dg^j + (\partial_{g^i} v^j)_p \int_{\partial Q} g^j dg^i = 0, \tag{B.7}
\]

as a consequence of the hypothesis. Indeed, if \( dg^i \wedge dg^j = 0 \) holds in the form (2.10), then both integrals in (B.7) are zero, otherwise we have \((\partial_{g^j} v^i)_p = (\partial_{g^i} v^j)_p \), and integration by parts gives

\[
\int_{\partial Q} g^i dg^j = \int_{\partial Q} d(g^i g^j) - \int_{\partial Q} g^i dg^j = -\int_{\partial Q} g^j dg^i.
\]

Therefore, subtracting (B.7) from (B.6), by linearity of Young integral, to prove (B.6) it is sufficient to show

\[
\int_{\partial Q} g^i \left( (\partial_{g^j} v^i) - (\partial_{g^i} v^j)_p \right) dg^j + \int_{\partial Q} g^j \left( (\partial_{g^i} v^j) - (\partial_{g^j} v^i)_p \right) dg^i = o(\text{diam}(Q)^2).
\]

In fact, we estimate the two integrals above separately (and we argue only with the first one, the second being similar). Using (A.15) with \( \gamma := \min \{\alpha, \beta\} \) instead of \( \alpha \), we have, with \( c = c(\gamma, \beta) \),

\[
\left| \int_{\partial Q} g^i \left( (\partial_{g^j} v^i) - (\partial_{g^i} v^j)_p \right) dg^j \right| \leq c \left[ \delta \left( g^i \left( (\partial_{g^j} v^i) - (\partial_{g^i} v^j)_p \right) \right) \right] \gamma [\delta g^j]_\beta \text{diam}(Q)^\gamma + \beta \\
\leq c \left[ \delta g^i \right]_\gamma (\partial_{g^j} v^i - (\partial_{g^i} v^j)_p) |0| + [g^j]_0 [\delta (\partial_{g^j} v^i)]_\gamma [\delta g^j]_\beta \text{diam}(Q)^\gamma + \beta \\
\leq 2c [\delta g^i]_\beta [\delta g^j]_\beta [\delta (\partial_{g^j} v^i)]_\alpha \text{diam}(Q)^{\alpha + 2\beta},
\]

using also the inequality \( |g^i|_0 \leq [\delta g^i]_\beta \text{diam}(Q)^\beta \), to hence (B.6).

Finally, to prove (B.5), it is sufficient to show that, for \( p, q \in Q \),

\[
\int_{[pq]} g dv = \int_{[pq]} g(\mathbb{D}_g v) dg.
\]
In turn, the identity between the two integrals follows, by Remark A.2, from the validity of the “approximate identity”
\[ g_p \delta v_{pq} = g_p (\mathbb{D}_g v)_p \delta g_{pq} + o(\delta_{pq}), \]
which can be obtained multiplying the expansion in the definition of \( g \)-differentiability (2.2) for \( v \) by the uniformly bounded function \( g_p \).

**Proof of Lemma 2.9.** First, we prove that, for any \( i, j \in \{1, \ldots, n\} \), (2.10) holds with \( h \) instead of \( g \). We introduce the dyadically additive function
\[ F(Q) := \int_{\partial Q} h^i d h^j, \quad \text{for rectangles } Q \subseteq I^m. \]
and prove that \( F(Q) = o(\text{diam}(Q)^2) \). For a fixed rectangle \( Q \subseteq I^m \), choosing any \( \bar{p} \in Q \), by subtracting \( \int_{\partial Q} h^i \delta h^j = 0 \), we can assume that \( h^i_{\bar{p}} = 0 \) and, restricting the argument to \( Q \) instead of \( I^m \), the bound \( |h^i|_0 \leq |\delta h^j|_{\beta} \text{diam}(Q)^{\beta} \) holds. Moreover, we can also replace \( h^i \) with \( h^i - h^i_{\bar{p}} \) and similarly \( w \) with \( w - w_{\bar{p}} \) so that \( |h^i|_0 \leq |\delta h^j|_{\beta} \text{diam}(Q)^{\beta} \) and \( |w|_0 \leq |\delta w|_{\beta} \text{diam}(Q)^{\beta} \). Arguing as in the proof of (B.5), we have the identity
\[ \int_{\partial Q} h^i \delta h^j = \int_{\partial Q} h^i (\partial_w h^j) d w \]
By (A.15), with \( \varepsilon = \min \{\alpha, \beta\} \) in place of \( \alpha \), we have
\[ \left| \int_{\partial Q} h^i \left( (\partial_w h^j) - (\partial_w h^j)_{\bar{p}} \right) d w \right| \leq c \left[ \delta \left( h^i \left( (\partial_w h^j) - (\partial_w h^j)_{\bar{p}} \right) \right) \right] \text{diam}(Q)^{\varepsilon + \beta} \]
\[ \leq c |\delta h^i|_{\beta} |\delta w|_{2\beta} \text{diam}(Q)^{\alpha + 2\beta} = o(\text{diam}(Q)^2), \]
hence it is sufficient to prove that
\[ \int_{\partial Q} h^i (\partial_w h^j)_{\bar{p}} d w = (\partial_w h^j)_{\bar{p}} \int_{\partial Q} h^i d w = o(\text{diam}(Q)^2). \]
Actually, Proposition 2.8 gives that \( f^i \in \mathcal{F}_0^0(I^m; \mathbb{R}) \) since (2.10) holds for \( g^i = g^i = w \), hence we already have that \( \int_{\partial Q} h^i d w = 0 \).

Let then \( f \in C^1(\mathbb{R}^n; \mathbb{R}^k) \) be in the assumptions. To show that \( g := f \circ h \) satisfy (2.10), we use stability with respect to approximations of \( f \). Precisely, let \( (f^i)_{i \geq 1} \) be a sequence of smooth maps converging to \( f \) (locally) in \( C^2(\mathbb{R}^n; \mathbb{R}^k) \), obtained e.g. by convolution. The chain rule (Proposition B.2) gives that \( f^i \circ h \) are all \( w \)-differentiable, hence the thesis holds by the previous discussion. On the other side, \( f^i \circ h \) converge to \( f \circ h \) in \( C^{2\gamma}(I^m; \mathbb{R}^k) \), and continuity of Young integral in this topology (due to the assumption \( 2/\gamma > 1 \)) ensure that the thesis holds in the limit as \( i \to +\infty \) as well.

**APPENDIX C. PROOF OF THE IMPLICIT FUNCTION THEOREM**

**Proof of Theorem 3.1.** As in the classical implicit function theorem, existence of \( \theta \) is established by a fixed point argument. To simplify notation, let us assume that \( x_0 = 0 \in \mathbb{R}^{m+n} \). For \( x, y \in I^{m+n} \), we let
\[ \theta_{xy} := \delta f_{xy} - (\mathbb{D}_h f)_x \delta h_{xy}, \]
be the remainder of the Taylor expansion of \( f \) at \( x \) in terms of \( h \), so that Proposition B.2, with \( \beta_1 = \beta \) and \( \beta_2 = 1 \), gives
\[ |\theta_{xy}| \leq c |\delta (\mathbb{D}_h f)_x|_\alpha \left( |\delta g|_{\beta} |\delta x^m y^n|^{\beta} + |\delta x^m y^n|^{\beta} \right) |\delta_{xy}|^{\alpha}, \]
(C.2)
We also notice that, starting from the identity we introduce the map we obtain, after multiplication with \((D F)\), the following equation holds:
\[
\delta_{xy} = -(D_x f) \delta_{x^ny^n} - \delta r_{xy}.
\] (C.3)

We also notice that, starting from the identity
\[
\theta_y - \theta_x = \delta_{xy} - \delta \theta_{xy}
\]
we obtain, after multiplication with \((D_x f)\),
\[
|\delta r_{xy}| \leq |(D_x f)| |\delta_{xy}| + |\delta (D_h f)\delta_{xy}|
\]
\[
\leq \epsilon \left( |\delta_{xy}|^\alpha + |\delta \theta_{xy}| \right) \left( |\delta_{x^ny^n}|^\beta + |\delta_{x^ny^n}| \right) \quad \text{using (C.2)},
\]
where \(\epsilon = \epsilon(\alpha, \beta, f, g)\).

We introduce a interval \(J\) with \(\bar{J} \subseteq I\) with length \(|J|\) to be specified later and such that \(0 \in J^m\). On the set
\[
V := \left\{ \theta \in C^\beta(J^m; I^n) : \theta_0 = 0, \left[\delta \theta \right]_{\beta} \leq \varepsilon \right\},
\]
we introduce the map
\[
F(\theta) := -(D_x f) \delta - r_{\theta},
\]
so that any fixed point \(\theta \in V\) for \(F\) yields \(\theta\) such that \(f_\theta = f_0\), where \(\hat{\theta}_p := (p, \theta_p), p \in J^m\). To show existence of fixed points, notice first that
\[
\delta F(\theta)_{pq} = -(D_x f) \delta_{pq} - \delta r_{\hat{\theta}_p},
\] (C.5)
so that by (C.4),
\[
|\delta F(\theta)_{pq}| \leq |(D_x f) \delta_{pq} + |\delta \hat{\theta}_p|
\]
\[
\leq \epsilon \left( |\delta_{pq}|^\beta + \text{diam}(J^m)^\alpha |\delta_{pq}|^\beta + \text{diam}(J^m)^\alpha |\delta \theta_{pq}| \right) \quad \text{by (C.4)},
\]
\[
\leq \epsilon (1 + \text{diam}(J^m)^\alpha |\delta \theta_{pq}|) \left[\delta_{pq}\right]^\beta \leq \varepsilon |\delta_{pq}|^\beta,
\]
provided that \(J\) and \(\varepsilon\) are chosen such that
\[
\epsilon (1 + \text{diam}(J^m)^\alpha \varepsilon) \leq \varepsilon.
\] (C.6)

To show that \(F : V \to V\) is a contraction (\(V\) being endowed with the uniform norm) given \(\theta, \varphi \in V\), one has
\[
|F(\varphi)_p - F(\theta)_p| = |r_{\hat{\theta}_p \varphi_p}|
\]
\[
\leq \epsilon \left( |\delta_{\hat{\theta}_p \varphi_p}|^\alpha + |\delta_{\hat{\theta}_p}|^\alpha \right) \left|\delta_{\hat{\theta}_p \varphi_p}\right| \quad \text{by (C.4)},
\]
\[
\leq c\epsilon^\alpha \text{diam}(J^m)^\beta |\theta - \varphi|_0 \leq \frac{1}{2} |\theta - \varphi|_0,
\]
provided that \(J\) and \(\varepsilon\) are chosen such that
\[
c\epsilon^\alpha \text{diam}(J^m)^\beta \leq \frac{1}{2}.
\] (C.7)
Therefore, if (C.6) and (C.7) are satisfied, there exists a unique $\theta \in V$ such that $F(\theta) = \theta$, and in particular $f_\theta = f_0$.

To show that $\theta$ is surjective on the level set $f^{-1}(f_0)$ (possibly up to choosing a smaller $J$), let $x = (x^m, x^n) \in J^m \times J^n$ with $f_x = f_0$ and choose $p = x^m$, so that (C.3) with $y = \hat{\theta}_p$ gives

$$|\delta_{x^m \theta_p}| = |\delta_{x^m \hat{\theta}_p}| \leq c \text{diam}(J^m)^\alpha |\delta_{x^m \theta_p}| \quad \text{by (C.4)},$$

$$< |\delta_{x^m \theta_p}|$$

provided that $J$ is such that $c |J|^\alpha < 1$. This yields a contradiction, unless $x^n = \theta_p$.

Finally, to show that $\theta$ is $g$-differentiable, we have, from (C.1) with $x = \hat{\theta}_p$, $y = \hat{\theta}_q$,

$$g_{\hat{\theta}_p \hat{\theta}_q} = -(\partial_y f)_{\hat{\theta}_p} \delta_{pq} - (\partial_{x^n} f)_{\hat{\theta}_p} \delta_{pq},$$

hence (3.2) follows, since (C.2) gives

$$g_{\hat{\theta}_p \hat{\theta}_q} = O(|\delta_{pq}|^{\beta(1+\alpha)}),$$

and we can multiply both sides with $(\partial_{x^n} f)_{\hat{\theta}_p}^{-1}$, which is everywhere invertible on $J$ (possibly choosing a smaller $J$) by continuity of $\partial_{x^n} f$ and $\hat{\theta}$. \hfill \Box

**Proof of Proposition 3.3.** First, write

$$\delta \varphi_{xy} = (\partial_{x^m} \varphi) x \delta f_{xy} + O(|\delta_{xy}|^{(\gamma + \beta)})$$

and then let $x = \hat{\theta}_p$, $y = \hat{\theta}_q$, with $\theta$ as in Theorem 3.1, so that

$$\delta \varphi_{\hat{\theta}_p \hat{\theta}_q} = O(|\delta_{\hat{\theta}_p \hat{\theta}_q}|^{(\gamma + \beta)}) = O(|\delta_{pq}|^{(\gamma + \beta)\beta}) = o(\delta_{pq}),$$

for $p, q \in J^m$. We deduce that $\varphi_{\hat{\theta}_p}$ is constant, i.e., $z$ is (locally) constant on the level sets of $f$, hence we may represent $\varphi = \Phi \circ f$. \hfill \Box

**APPENDIX D. PROOF OF FROBENIUS THEOREMS**

**Proof of Theorem 4.3.** Without loss of generality, we argue in the case $p_0 = 0$. We also write $\|f\| := |f|_0 + [\delta (\partial_{(x^m, x^n)})]_\gamma$ and $\|g\| := [\delta g]_\beta$. With a slight abuse of notation we write $g$ also to denote the function on $J^m \times \mathbb{R}^d$ given by $g(x^m, x^n) = g(x^m)$. Let $J \subseteq I$ be an open interval with $0 \in J$, with length $|J| \leq 1$ to be specified below, let $0 < r \leq 1$ also to be specified below and define

$$V := \left\{ v \in \mathcal{C}_g^{\alpha}(J^m; \mathbb{R}^{d \times k}) : v_0 = f(0, \theta), |\delta v|_s \leq r \right\},$$

with $\alpha \leq \beta \gamma$ such that $\alpha + 2\beta > 2$ (although here may be possibly avoided, arguing with a more general $\alpha$ will be also useful in the proof of Theorem $4.4$).

For $v \in V$, define $F(v): J^m \to \mathbb{R}^{d \times k}$ by

$$F(v)_p := f_{\hat{\theta}_p} = f(p, \hat{\theta}_p), \quad \text{for } p \in J^m,$$

where $\theta_p := \theta + f(p, \hat{\theta}_p)$ and $\hat{\theta}_p := (p, \hat{\theta}_p)$. Notice that, by (A.6), one has the inequality

$$[\delta \theta]_\beta \leq c(\alpha, \beta) [\delta g]_\beta [\delta v]_\alpha \leq c \|g\|_\beta r \leq c \|g\|_\beta. \quad (D.1)$$

The map $F$ is well-defined, for Theorem 2.3 implies that $\theta \in C^{\beta}(J^m; \mathbb{R}^d)$ is $g$-differentiable with $\partial_{g \theta} v = v$. By the chain rule (Proposition B.2), $F(v) \in C^{\beta}(J^m; \mathbb{R}^{d \times k})$ is $g$-differentiable, with

$$\partial_{g} F(v) = (\partial_{g} f)_{\hat{\theta}} + (\partial_{x^n} f)_{\hat{\theta}} v \in C^{\alpha}(J^m; \mathbb{R}^{(dk) \times k}), \quad (D.2)$$
hence by Proposition 2.8, since \( \alpha + 2\beta > 2 \), we deduce that \( F(v) \in \mathcal{Z}_g^p(J_m; \mathbb{R}^{d \times k}) \). To show that \( F \) is a contraction, if \( |J| \) and \( r \) are small enough, let \( v, w \in V \) and write \( \theta := \theta + \int v d\gamma, \varphi := \varphi + \int w d\gamma \) so that, for \( p \in J_m \),
\[
F(v)_p - F(w)_p = \delta f_{\theta, \varphi, p} \\
= \int_0^1 (D_g f)_{u_t} d(g \circ \bar{u}) + \int_0^1 (D_x f)_{\bar{u}_t} d(x^d \circ \bar{u}) dt,
\]
with \( \bar{u}_t := (1 - t)\bar{\theta} + t\bar{\varphi}, \) for \( t \in [0, 1] \)
\[
= \int_0^1 (D_x f)_{\bar{u}_t} d(x^d \circ \bar{u}) dt, \quad \text{since } g(u_t) = p \text{ is constant},
\]
\[
= \left( \int_0^1 (D_x f)_{\bar{u}_t} dt \right) \delta_{\theta_p, \varphi, p} \quad \text{since } \delta(x^d \circ \bar{u})_{st} = \delta_{\theta_p, \varphi, st}.
\]
Therefore, for \( p, p' \in J_m \), using Leibniz rule for \( \delta \) and the additivity of the (Riemann) integral,
\[
\delta(F(v) - F(w))_{pp'} = \left( \int_0^1 (D_x f)_{\bar{u}_t} dt \right) \delta_{\theta_p, \varphi, p'}
\]
\[
+ \left( \int_0^1 (D_x f)_{\bar{u}_t} dt \right) \delta(\varphi - \theta)_{pp'},
\]
where \( \bar{u}' := (1 - t)\bar{\theta} + t\bar{\varphi}, \) for \( t \in [0, 1] \). We bound separately the four terms in the right hand side above. First,
\[
\left| \int_0^1 (D_x f)_{\bar{u}_t} - (D_x f)_{\bar{u}_t}' dt \right| \leq \left| (D_x f)_{\bar{u}} - (D_x f)_{\bar{u}_t}' \right|_0
\]
\[
\leq \left| \delta(D_x f)_{\gamma} \right|_{[\bar{u}, \bar{u}_t]} \quad \text{estimating the Riemann integral,}
\]
\[
= \left| \delta(D_x f)_{\gamma} \right| \left( \left| \delta_{pp'} \right| + \left| \delta(\theta)_{\beta} + \left| \delta(\varphi)_{\beta} \right| \left| \delta_{pp'} \right|^{\beta} \right) \gamma,
\]
\[
\leq \|f\| \left( 1 + 2c \|g\| \right) \gamma \left| \delta_{pp'} \right|^{\beta \gamma},
\]
by (D.1). Trivially, one has \( \left| \int_0^1 (D_x f)_{\bar{u}_t} dt \right| \leq \left| D_x f \right|_0 \). Using (2.6), since \( v_0 = w_0 = f(0, \vartheta) \), we have the inequality
\[
\left| \delta_{pp'} \right| = \left| \int_{[0, \bar{p}')} (v - w) dg \right| \leq c(\alpha, \beta) \left| \delta(v - w) \right| \alpha \left| \delta g \right| \beta \left| J \right|^{\alpha + \beta}
\]
\[
\leq c \|g\| \left| J \right|^{\alpha + \beta} \left| \delta(v - w) \right| \alpha
\]
and using (2.6),
\[
\left| \delta(\varphi - \theta)_{pp'} \right| = \left| \int_{[pp']} (v - w) dg \right| \leq c(\alpha, \beta) \left| \delta g \right| \beta \left| \delta(v - w) \right| \alpha \left| \delta_{pp'} \right|^{\beta}
\]
\[
\leq c \|g\| \left| \delta(v - w) \right| \alpha \left| \delta_{pp'} \right|^{\beta}.
\]
Combining all these inequalities, we deduce that
\[
\left| \delta(F(v) - F(w))_{pp'} \right| \leq c \left| f \right| \|g\| \left( 1 + 2c \|g\| \right) \gamma \left| J \right|^{\alpha + \beta} \left| \delta(v - w) \right| \alpha \left| \delta_{pp'} \right|^{\beta \gamma} + c \left| f \right| \|g\| \left| J \right|^{\beta(1 - \gamma)} \left| \delta(v - w) \right| \alpha \left| \delta_{pp'} \right|^{\beta \gamma},
\]
hence $F$ is a contraction if we choose $|J|$ and $r$ such that
\[
\epsilon \|f\| \|g\| \left(\left(|J|^{-1-\beta} + 2\epsilon \|g\|\right)^{\gamma} |J|^{\alpha + \beta} + |J|^{\beta(1-\gamma)}\right) < 1.
\]
(\text{D.3})

\noindent \textbf{Proof of Theorem 4.4.} We argue by induction over $m \geq 0$, the case $m = 0$ being trivially true. Without loss of generality, we also assume that $p_0 = 0$. Assuming that the thesis holds for $m$, let $\bar{\theta}: I^m \to \mathbb{R}^d$ solve (2.1) with $\vartheta_0 = 0$, and apply Theorem E.1 with $(g^\prime)^{m+1}_{(i)}$ instead of $g$, $m$ instead of $k$, $g^{m+1}$ instead of $\vartheta$ (and $h = 1$), and finally $f^{m+1}$ instead of $f$, obtaining a unique $(g^\prime)^{m+1}_{(i)}$, differentiable $\theta: I^{m+1} \to \mathbb{R}^d$ such that $\theta_{(p,0)} = \partial_p$, for $p \in I^m$, $\mathbb{D}^{(g^\prime)^{m+1}_{(i)}} = C^{\beta\gamma}(I^{m+1}; \mathbb{R}^{d \times (m+1)})$ and, for $i \in \{1, \ldots, m\}$,
\[
(\partial_{g^i} \theta)_{(p,t)} = (\partial_{g^i} \vartheta)_{(p,0)} + \int_{[1,0]} \left((\partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta + (\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta \right) dg^{m+1}
\]
\[
= f^{i}_{(p,0)} + \int_{[0,1]} \left((\partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta + (\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta \right) dg^{m+1}
\]
by the inductive assumption. Using (4.5), one has
\[
(\partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta = (\partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta
\]
and
\[
(\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta = (\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta
\]
so that
\[
\int_{[0,1]} \left((\partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta + (\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta \right) dg^{m+1}
\]
\[
= \int_{[0,1]} \left((\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta + (\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta \right) dg^{m+1}
\]
\[
= \delta f^{i}_{(p,0)} \theta_{(p,0)} + \int_{[0,1]} \left((\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta - f^{i}_{(p,0)} \right) dg^{m+1},
\]
since $\partial_{g^{m+1}} f^{i}_{(p,0)} = (\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta + (\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta$. We conclude that the identity
\[
(\partial_{g^i} \theta)_{(p,t)} - f^{i}_{(p,0)} = \int_{[0,1]} \left((\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta - f^{i}_{(p,0)} \right) dg^{m+1}
\]
holds. By Lemma E.4, with
\[
a_t = (\partial_{g^i} \theta)_{(p,t)} - f^{i}_{(p,0)}, \quad b_t = 0 \quad \text{and} \quad u_t = (\mathbb{D} \partial_{g^i} f^{m+1}_{(i)}) \partial_{g^i} \theta_{(p,0)},
\]
since $a_0 = 0$ by inductive assumption, it follows that
\[
(\partial_{g^i} \theta)_{(p,t)} - f^{i}_{(p,0)} = 0,
\]
i.e., $\theta$ solves (1.7).
Appendix E. g-differentiability of Young differential equations

The theorem below slightly extends known results on (classical) differentiability of solutions of Young differential equations (see e.g. [20]) to the case of g-differentiability.

**Theorem E.1** (g-differentiability of YDE’s). Let $I \subseteq \mathbb{R}$, $J^m \subseteq \mathbb{R}^m$, let $\alpha, \beta, \gamma \in (0, 1]$, with $\alpha \geq \beta$ and $\alpha + \beta(1 + \gamma) > 2$. If

(i) $y \in C^\beta(I; \mathbb{R}^h)$, $g \in C^\alpha(J^m; \mathbb{R}^k)$,

(ii) $f \in C^\beta(I \times J^m \times \mathbb{R}^d; \mathbb{R}^{d \times h})$ is $(y, g, x^d)$-differentiable with

$$(\mathbb{D}_g f, \mathbb{D}_g f, \mathbb{D}_{x^d} f) \in C^\gamma(I \times J^m \times \mathbb{R}^d; \mathbb{R}^{(h+k+d)})$$

(iii) $\vartheta \in C^\alpha(J^m; \mathbb{R}^d)$ is g-differentiable, with $\mathbb{D}_g \vartheta \in C(J^m; \mathbb{R}^{d \times k})$

then, there exists a unique $\theta : I \times J^m \to \mathbb{R}^d$ such that,

$$\theta_{(t, p)} = \vartheta_{(t, p)} + \int_0^t f(s, p, \theta_{(s, p)}) ds + \int_{[p, 0] \times [t, p]} f_{\vartheta} dy \quad \text{for every } p \in J^m, \ t \in I,$$  \hspace{1cm} (E.1)

where $\theta_{(t, p)} := (t, p, \theta_{(t, p)})$. Moreover, $\theta$ is $(y, g)$-differentiable, with $\mathbb{D}_y \theta = f_{\vartheta}$, and

$$(\mathbb{D}_g \theta)_{(t, p)} = (\mathbb{D}_g \vartheta)_p + \int_{[0, p] \times [t, p]} ((\mathbb{D}_g f)_\vartheta + (\mathbb{D}_{x^d} f)_\vartheta \mathbb{D}_g \theta) dy \quad \text{holds for } t \in I, \ p \in J^m.$$  \hspace{1cm} (E.2)

**Remark E.2.** Actually, the result holds provided that there exists an $x \in [0, 1]$ such that the inequalities

$$\alpha(x\gamma + 1) > 1 \quad \text{and} \quad \beta((1-x)\gamma + 1)$$  \hspace{1cm} (E.3)

hold. Choosing $x = (1-\alpha)/\beta \gamma + \varepsilon$, for some $\varepsilon > 0$ small enough so that $x \in [0, 1]$, from the inequality $\alpha + \beta(1 + \gamma) > 2$ it follows that $\beta x \gamma + \alpha > 1$ and $\beta((1-x)\gamma + 1) > 1$. Since we also assume $\alpha \geq \beta$, then (E.3) hold. In the given form, the theorem encompasses both the case $\alpha = \beta$, so that the condition reduces to $\beta(2 + \gamma) > 2$ and that of usual differentiability of Young differential equations, with $\alpha = 1$, so that the condition reduces to $\beta(1 + \gamma) > 1$.

**Remark E.3** (Hölder continuity of $\mathbb{D}_g \theta$). For any $\alpha' < \alpha(\beta(1 + \gamma) - 1)/\beta$, if $\mathbb{D}_g \theta$ is $\alpha'$-Hölder continuous, the proof of Theorem E.1 yields that $p \mapsto (\mathbb{D}_g \theta)_{(p, t)}$ is $\alpha'$-Hölder continuous as well.

Before we address the proof of this result, we prove a Gronwall-type inequality and a result on continuity of Young integrals. Although both results are known in the literature, we provide here statements and self-contained proofs useful for our purposes.

**Lemma E.4** (Young-Gronwall). Let $0 \in I \subseteq \mathbb{R}$, $\alpha, \beta \in (0, 1]$, $\alpha + \beta > 1$,

$$a \in C^\alpha(I; \mathbb{R}^d), \ b \in C^\alpha(I; \mathbb{R}^{d \times k}), \ u \in C^\alpha(I; \mathbb{R}^{(dk) \times d}), \ \text{and} \ y \in C^\beta(I; \mathbb{R}^k)$$

be such that

$$a_t = a_0 + \int_0^t (b + ua) dy \quad \text{for every } t \in I.$$  \hspace{1cm} (E.4)

Then, for some $c = c(\alpha, \beta, |I|, \|u\|_\alpha, |[\delta y]_\beta|), \ one \ has$

$$\|a\|_\beta \leq c(|a_0| + \|b\|_\alpha).$$  \hspace{1cm} (E.5)
Proof. From (E.4) and (A.6) it follows that
\[ |\delta a_s| = \left| \int_s^t (b + ua) dy \right| \leq \tilde{c} \left( \|b\|_\alpha + \|u\|_\alpha \|a\|_\alpha \right) |\delta y|_\beta |\delta s|_\beta, \]
with, here and below, \( \tilde{c} := c(\alpha, \beta)(1 + |I|) \), hence \( \|a\|_\beta < \infty \). To deduce (E.5), write
\[ \delta a_s = \int_s^t (b + ua_0) dy + \int_s^t u(a - a_0) dy, \]
and estimate separately the two terms, using again (A.6). For the first term,
\[ \left| \int_s^t (b + ua_0) dy \right| \leq \tilde{c} \left( \|b\|_\alpha + \|u\|_\alpha |a_0| \right) |\delta y|_\beta |\delta s|_\beta, \]
and for the second term,
\[ \left| \int_s^t u(a - a_0) \cdot dy \right| \leq \frac{1}{2} \|a\|_\beta, \]
provided that \( |I| \) is small enough so that the inequality
\[ c(\alpha, \beta)(1 + |I|) \|u\|_\alpha |I|^{\beta - \alpha} |\delta y|_\beta \leq \frac{1}{2}, \]
(E.6) holds. In such a case, (E.5) holds with
\[ c := 2\tilde{c}(1 + \|u\|_\alpha) |\delta y|_\beta. \]
(E.7)
For a general \( I \), introduce a partition \( \{t_{-n} \leq t_{-n+1} \ldots \leq t_0 = 0 \leq \ldots \leq t_n \} \subseteq I \) such that, letting \( I_i := [t_i, t_{i+1}] \), (E.6) holds with \( |I_i| \) instead of \( |I| \), which can be achieved with \( n \geq 1 \) depending on \( \alpha, \beta, |I|, \|u\|_\alpha, |\delta y|_\beta \) (over the entire interval \( I \)) only. Letting \( \|a\|_{\beta, i} \), \( \|b\|_{\alpha, i} \) denote respectively the \( \beta \) and \( \alpha \)-Hölder norms of \( a \) and \( b \) restricted on each interval \( I_i = [t_i, t_{i+1}] \), for \( i \in \{0, 1, \ldots, n - 1\} \), a straightforward induction gives that
\[ \|a\|_{\beta, i} \leq c^i |a_0| + \sum_{j=1}^i c^{i-j} \|b\|_{\alpha, i} \leq n(1 + c)^n \left( |a_0| + \|b\|_\alpha \right) \text{ for } i \in \{0, 1, \ldots, n - 1\}, \]
with \( c \) as in (E.7). Arguing similarly for \( i \in \{0, -1, \ldots, -n + 1\} \), we obtain an analogous bound. Finally, given \( s \in I_i, t \in I_j, s \neq t \), assuming without loss of generality that \( i < j \), we have
\[ |\delta a_{st}| \leq |\delta a_{st_{i+1}}| + \sum_{k=i+1}^{j-1} |\delta a_{t_k t_{k+1}}| + |\delta a_{t_j t}| \]
\[ \leq \|a\|_{\beta, i} |\delta s_{i+1}| + \sum_{k=i+1}^{j-1} \|a\|_{\beta, k} |\delta s_{k+1}| + \|a\|_{\beta, j} |\delta t_j| \]
\[ \leq \sum_{k=i}^j \|a\|_{\beta, k} |\delta s_{j+1}| \leq n^2(1 + c)^n \left( |a_0| + \|b\|_\alpha \right), \]
hence the thesis with the constant \( n^2(1 + c)^n \), with \( c \) being as in (E.7). \( \square \)
Lemma E.5 (Regularity of Young integral). Let $\alpha, \beta, \gamma \in (0, 1]$ be such that $\alpha + \beta > 1$, $f : I \times J \rightarrow \mathbb{R}$ be such that
\[
\begin{align*}
  c_\alpha := \sup_{t \in J} \|f(\cdot, t)\|_\alpha < \infty, \\
  c_\gamma := \sup_{s \in I} \|f(s, \cdot)\|_\gamma < \infty
\end{align*}
\]
and let $g \in C^\beta(I)$. Then, for every $x \in (0, 1]$ such that $x\alpha + \beta > 1$, there is $c$ depending on $x, \alpha, \beta, \gamma, c_\alpha, c_\gamma, |I|$ and $|J|$ such that
\[
\left\| \int_I f(s, \cdot) dg_s \right\|_{(1-x)\gamma} \leq c[|\delta g|_\beta].
\]

Proof. Write $I = [s_0, s_1], J = [t_0, t_1]$. For $t, t' \in J$, one has
\[
\left| \int_I f(s, t') dg_s - \int_I f(s, t) dg_s \right| \leq \left| (f(s_0, t') - f(s_0, t)) \delta g_{s_0, s_1} \right| + \left| \int_{s_0}^{s_1} \left( f(s, t') - f(s, t) \right) dg_s - (f(s_0, t') - f(s_0, t)) \delta g_{s_0, s_1} \right|
\]
\[
\leq \left| \delta f(s_0, \cdot) \right|_\gamma |\delta t'| [|\delta g|_\beta |J|]^{\beta} + c[\delta(f(s, t') - f(s, t))]|_{x\alpha}[|\delta g|_\beta |I|]^{x\alpha + \beta}
\]
by (A.5), with $c = c(x\alpha, \beta)$. For $s, s' \in I$, we have
\[
|\delta \left( f(s', t) - f(s, t) \right) |_{ss'} = |f(s', t') - f(s', t) - f(s, t') + f(s, t)|
\]
\[
\leq \min \{2c_\alpha |\delta s'|^{\alpha}, 2c_\gamma |\delta t'|^{\gamma} \} \leq 2c_\alpha^2 c_\gamma^{1-x} |\delta s'|^{x\alpha} |\delta t'|^{(1-x)\gamma},
\]
thus
\[
[\delta(f(s, t') - f(s, t))]_{x\alpha} \leq 2c_\alpha^2 c_\gamma^{1-x} |\delta t'|^{(1-x)\gamma}.
\]
As a consequence, we obtain the inequality
\[
\left[ \delta \left( \int_I f(s, \cdot) dg_s \right) \right]_{(1-x)\gamma} (c_\gamma |I|^\beta |J|^{(1-x)\gamma} + 2cc_\alpha^2 c_\gamma^{1-x} |I|^{x\alpha + \beta})[\delta g]
\]
By (A.6), we also have
\[
\left\| \int_I f(s, t) dg_s \right\| \leq cc_\alpha |\delta g|_\beta (|I|^{\alpha} + |I|^{\alpha + \beta}),
\]
hence the thesis. \hfill \Box

Proof of Theorem E.1. The proof is split into four steps: first, we prove that $\theta$ is Hölder continuous. Then, letting $\mathbb{D}_y \theta$ be defined as the solution to (E.2), we show that it is continuous. Finally, we prove $(g, y)$-differentiability of $\theta$.

Before addressing these points, we notice that, by the one-dimensional case of Theorem 4.3 both $\theta$ and $\mathbb{D}_y \theta$ are uniquely determined respectively by (E.1) and (E.2), with
\[
\sup_{p \in J} \|\theta_{(\cdot, p)}\|_\beta + \|\mathbb{D}_y \theta_{(\cdot, p)}\|_\beta =: c_\theta < \infty.
\]

Given $p^0, p^1 \in J$, for $r \in [0, 1]$ write $p^r := (1 - r)p^0 + rp^1, \theta^r_t := (1 - r)\theta_{(t, p^0)} + r\theta_{(t, p^1)}$ for $t \in I$. Notice that, $r \mapsto p^r$ and $r \mapsto \theta^r_t$ are differentiable (in the classical sense) with $\partial_r p^r = \delta_{p^r, p^1}, \partial_r \theta^r_t = \partial_{(t, p^r)} \theta_{(t, p^1)}$. Moreover,
\[
|\delta p^r| = |r - r'||\delta p^1| \leq |\delta p^1| \quad \text{and} \quad \sup_{r \in [0, 1]} [\delta \theta^r_t]_\beta \leq c_\theta.
\]
Throughout this proof we denote by $c$ any constant (possibly varying from line to line) depending upon $f$, $g$, $y$, $\theta$, $\alpha$, $\beta$, $\gamma$ and other parameters, but not upon $p_0$, $p_1$ or $t \in I$.

Step 1. (Hölder regularity of $\theta$) To show that $|\theta(t,p_1) - \theta(t,p_0)| \leq c|\delta \rho|^\alpha$, we apply Lemma E.4 with $a_t := \theta(t,p_1) - \theta(t,p_0)$. Indeed, by (E.1), we have the identity

$$a_t = \theta(t,p_1) - \theta(t,p_0)$$

$$= \delta \rho + \int_0^t \left( f(s,p_1,\theta_s) - f(s,p_0,\theta_s) \right) ds$$

$$= \delta \rho + \int_0^t \left( \int_0^1 D_g f(s,p_\tau,\theta_s) d\tau + \int_0^1 D_x f(s,p_\tau,\theta_s) d\tau \right) ds$$

by the chain rule Proposition B.2, applied to $r \mapsto f(p_r,s,\theta_s)$,

$$= a_0 + \int_0^t (b_s + u_s a_s) ds,$$

having defined, for $t \in I$,

$$b_t := \int_0^1 D_g f(t,p_\tau,\theta_t) d\tau$$

and

$$u_t := \int_0^1 D_x f(t,p_\tau,\theta_t) d\tau.$$

Since $\|D_g f\|_\gamma < \infty$ and $r \mapsto (p_r, \theta_t)$ is differentiable, by composition we obtain that

$$\sup_{t \in I} |\delta D_g f(t,p_\tau,\theta_t)| \leq \|D_g f\|_\gamma \left( \|\delta \rho\| + |\delta \theta(t,p_0)| \right)^\gamma \leq c.$$

On the other side,

$$\sup_{r \in [0,1]} |\delta D_g f(t,p_\tau,\theta_t)| \leq \|D_g f\|_\gamma \left( |I|^{1-\gamma} + c_\theta \right)^\gamma \leq c.$$

Moreover, $|\delta g| \leq |\delta \theta| \|\rho\| \alpha$. Therefore, for any $x \in [0,1]$ such that $x \gamma + \alpha > 1$, Lemma E.5 applied to $f(t,p_\tau,\theta_t)$ and $g_p$ yields

$$\|b\|_{(1-x)\gamma} \leq c|\delta \rho\| \alpha.$$

Similarly (in fact, by standard properties of Riemann integral), $\|u\|_\alpha \leq c$. If $(1-x)\gamma + \beta > 1$, the assumptions of Lemma E.4 are satisfied, and we conclude that

$$\sup_{t \in I} |a_t| \leq \|a\|_{\beta} \leq c \left( |a_0| + \|b\|_{(1-x)\gamma} \right) \leq c|\delta \rho\| \alpha.$$

To conclude, therefore, it is sufficient to notice that such a choice of $x \in [0,1]$ can be done, because of the assumption $\alpha + \beta(1 + \gamma) > 2$, (choosing $x$ slightly but strictly greater than $(1 - \alpha)/\gamma$).

Notice that, a posteriori, we improve (E.9) to

$$\sup_{t \in I} |\delta D_g f(t,p_\tau,\theta_t)| \leq \|D_g f\|_\gamma \left( |\delta \rho| + \|\delta \theta(t,p_0)| \right)^\gamma \leq c|\delta \rho\|^\alpha.$$

A similar inequality holds with $D_x f$ instead of $D_g f$.

Step 2. (continuity of $D_g \theta$) We apply again Lemma E.4, in this case with $a_t := D_g \theta(t,p_1) - D_g \theta(t,p_0)$. From (E.2), we have the identity

$$a_t = a_0 + \int_0^t \left( \delta \left( D_g f_{\theta(s)} \right) + D_x f_{\theta(s)} \right) p \cdot dy_s$$

$$= a_0 + \int_0^t \left( \delta \left( D_g f_{\theta(s)} \right) p + \left( \delta D_x f_{\theta(s)} \right) p \cdot \right) d\theta_{s,p} ds$$

$$= a_0 + \int_0^t \left( \delta \left( D_g f_{\theta(s)} \right) p + \left( \delta D_x f_{\theta(s)} \right) p \cdot \right) d\theta_{s,p} ds$$
using the discrete Leibniz rule (A.1). We then let

\[ b_t := \delta \left( D_g f_{\tilde{\theta}(t,\cdot)} \right)_{p_0p_1} + \left( \delta D_x f_{\tilde{\theta}(t,\cdot)} \right)_{p_0p_1} D_g \theta(t,p_1), \quad \text{and} \quad u_t := f_{\tilde{\theta}(t,\cdot)}. \]

Clearly, \( \|u\|_{\beta\gamma} \leq c \). To estimate the Hölder norm of \( b \), notice that by (E.10) we have \( \|b\|_0 \leq c|\delta \rho p_1|^{\alpha\gamma} \), while by composition, \( \|b\|_{\beta\gamma} \leq c \) hence interpolating, for every \( x \in [0,1] \),

\[ \|b\|_{(1-x)\beta\gamma} \leq c|\delta \rho p_1|^{|\alpha\gamma|}. \]

Therefore, if \((1-x)\gamma\beta + \beta > 1\), we obtain by Lemma E.4 that

\[ \sup_{t \in I} |a_t| \leq \|a\|_{\beta}\gamma \leq c \left( |a_0| + \|b\|_{(1-x)\beta\gamma} \right) \leq c \left( \omega(\delta \rho p_1) + |\delta \rho p_1|^{|\alpha\gamma|} \right), \]

\( \omega \) denoting the modulus of continuity of \( D_g \theta \). To obtain Remark E.3, assuming that \( \omega(\delta \rho p_1) \leq c|\delta \rho p_1|^{\alpha\gamma} \) with \( \alpha' < \alpha(1 + \gamma) - 1/\beta \), it is sufficient to choose \( x = \alpha'/\alpha\gamma \), so that \( x\alpha\gamma = 1 \), and the condition \( \beta((1-x)\gamma + 1) > 1 \) is satisfied.

**Step 3.** \((y,g)\)-differentiability of \( \theta \). In this case, we apply Lemma E.4, with \( a_t := \theta(t,p_1) - \theta(t,p_0) - D_g \theta(t,p_0) \delta g_{p_1} \). Taking the difference between (E.8) and (E.2) multiplied by \( \delta g_{p_1} \), we obtain the identity

\[
\begin{align*}
    a_t &= a_0 + \int_0^t \left( \int_0^1 D_g f_{(s,p,p_0)}(\theta(s,p)) \delta g_{p_1} \right) dy_s \\
    &\quad + \int_0^t \left( \int_0^1 D_x f_{(s,p,p_0)}(\theta(s,p)) + D_g \theta(t,p_0) \delta g_{p_1} \right) dy_s \\
    &= a_0 + \int_0^t \left( \int_0^1 D_g f_{(s,p,p_0)}(\theta(s,p)) \delta g_{p_1} \right) dy_s \\
    &\quad + \int_0^t \left( \int_0^1 D_x f_{(s,p,p_0)}(\theta(s,p)) \delta g_{p_1} \right) dy_s \\
    &=: \int_0^t (b_1^t + b_2^t + u_s a_s) dy_s,
\end{align*}
\]

having defined

\[
\begin{align*}
    b_1^t &:= \int_0^1 \left( D_g f_{(t,p,p_0)}(\theta(s,p)) \right) \delta g_{p_1}, \\
    b_2^t &:= \int_0^1 \left( D_x f_{(t,p,p_0)}(\theta(s,p)) \delta g_{p_1} \right) dy_s D_g f_{(t,p,p_0)}(\theta(s,p)) \delta g_{p_1}, \quad \text{and} \\
    u_t &:= \int_0^1 D_x f_{(t,p,p_0)}(\theta(s,p)) dy_s.
\end{align*}
\]

By composition, one has that \( \|u\|_{\beta\gamma} \leq c \). We prove below that, for every \( x \in [0,1] \),

\[ \|b^1\|_{(1-x)\beta\gamma} \leq c|\delta \rho p_1|^{\alpha(x\gamma+1)} \quad \text{if} \quad x\gamma + \alpha > 1, \quad (E.11) \]

and

\[ \|b^2\|_{(1-x)\beta\gamma} \leq c|\delta \rho p_1|^{\alpha(x\gamma+1)} \quad (E.12) \]

By Remark E.2, we can choose \( x \in [0,1] \) such that \( \alpha(x\gamma+1) + \beta((1-x)\gamma + 1) > 1 \), so that in particular \( x\gamma + \alpha > 1 \) and (E.11) holds and Lemma E.4 applies (with \((1-x)\beta\gamma\)
instead of $\alpha$). We obtain
\[
\|a\|_0 \leq \|a\|_\beta \leq c \left( |a_0| + \|b_1 + b_2\|_{(1-x)\beta} \right) \leq c \left( o(\delta g^\rho g^\rho) + |\delta g^\rho g^\rho|^{\alpha(\gamma+1)} \right) = o(\delta g^\rho g^\rho).
\]
This proves that, uniformly with respect to $t \in I, p \mapsto \theta(t,p)$ is $g$-differentiable with $g$-derivative $\mathbb{D}_g \theta(t,p)$. By construction, $t \mapsto \theta(p,t)$ is $y$-differentiable with $\partial_y \theta(p,t) = f_\theta(t,p)$.
An application of the triangle inequality yields then that $\theta$ is $(y,g)$-differentiable.

**Step 4. Proof of (E.11) and (E.12).**

By composition, one has the inequality
\[
\sup_{r \in [0,1]} \left\| \mathbb{D}_g f(t,p',\theta') - \mathbb{D}_g f(t,p,\theta) \right\|_{\beta,\gamma} \leq c.
\]
By (E.10), we have also
\[
\sup_{t \in I} \left\| \mathbb{D}_g f(t,p,\theta) \right\|_{\gamma} = \sup_{t \in I} [\delta \mathbb{D}_g f(t,p,\theta)]_{\gamma} \leq c |\delta g^\rho g^\rho|^{\alpha \gamma}.
\]
Since $|\delta g|_\alpha \leq c |\delta g^\rho g^\rho|^{\alpha}$, Lemma E.5 entails the validity of (E.11). To prove (E.12), we argue similarly with the Riemann integral: by composition and standard properties of Riemann integral, one has
\[
\left\| \int_0^1 \left( \mathbb{D}_{x^d} f(t,p',\theta') - \mathbb{D}_{x^d} f(t,p,\theta) \right) \, dr \right\|_{\beta,\gamma} \leq c.
\]
By (E.10), with $\mathbb{D}_{x^d} f$ instead of $\mathbb{D}_g f$, it follows that
\[
\sup_{t \in I} \left\| \int_0^1 \left( \mathbb{D}_{x^d} f(t,p',\theta') - \mathbb{D}_{x^d} f(t,p,\theta) \right) \, dr \right\|_{\beta,\gamma} \leq c |\delta g^\rho g^\rho|^{\alpha \gamma},
\]
Interpolating, for every $x \in [0,1],$
\[
\left\| \int_0^1 \left( \mathbb{D}_{x^d} f(t,p',\theta') - \mathbb{D}_{x^d} f(t,p,\theta) \right) \, dr \right\|_{(1-x)\beta,\gamma} \leq c |\delta g^\rho g^\rho|^{\alpha \gamma}.
\]
Since $\mathbb{D}_g f(t,p,\theta) \right\|_{\beta,\gamma} \leq c$ and $|\delta g^\rho g^\rho| \leq c |\delta g^\rho g^\rho|^{\alpha}$, we conclude that (E.12) holds as well.

**APPENDIX F. PROOF OF PROPOSITION 2.11**

Let $F$ be the dyadically additive function defined on rectangles $Q \subseteq I^2$ by
\[
F(Q) := \int_{\partial Q} (\theta_1 - v) \, dg_1 + \theta_2 \, dg_2.
\]
We argue that $F(Q) = o(\text{diam}(Q)^2)$ as $\text{diam}(Q) \to 0$.

For fixed $Q \subseteq I^2$ and $\bar{p} \in Q$, we notice that we can always assume that $g_\bar{p} = 0$, and restrict from $I^2$ to $Q$, so that the inequality $|g|_0 \leq |\delta g|_\beta \text{diam}(Q)^\beta$ holds. Integrating by parts, we have
\[
F(Q) = -\int_{\partial Q} g_1 \, d\theta_1 - \int_{\partial Q} g_2 \, d\theta_2 - \int_{\partial Q} v \, dg_1.
\]
Arguing as in the proof of (B.5), using the fact that $\theta_1$ in $g$-differentiable, one has the identity
\[
\int_{\partial Q} g_1 \, d\theta_1 = \int_{\partial Q} g_1 (\partial g_1 \theta_1) \, dg_1 + \int_{\partial Q} g_1 (\partial g_2 \theta_1) \, dg_2
\]
and, integrating by parts, the first integral can be estimated as
\[
\int_{\partial Q} g_1(\partial g_1) dg_1 = \frac{1}{2} \int_{\partial Q} (\partial g_1) d g_1^2 = O \left( \text{diam}(Q)^{\alpha + 2\beta} \right).
\]
For the second integral, we first integrate by parts,
\[
\int_{\partial Q} g_1(\partial g_2 \theta_1) dg_2 = \int_{\partial Q} g_2 d(g_1(\partial g_2 \theta_1)) = \int_{\partial Q} g_2 g_1(\partial g_2 \theta_1) - \int_{\partial Q} g_2(\partial g_2 \theta_1) dg_1,
\]
and then estimate the first integral using (A.15),
\[
\left| \int_{\partial Q} g_1 g_2 d(\partial g_2 \theta_1) \right| \leq c [\delta (g_1 g_2)] \beta [\delta (\partial g_2 \theta_1)] \alpha \text{diam}(Q)^{\alpha + \beta}
\]
\[
\leq 2c [\delta g_1] \beta [\delta g_2] \beta [\delta (\partial g_2 \theta_1)] \alpha \text{diam}(Q)^{\alpha + 2\beta} = o \left( \text{diam}(Q)^2 \right),
\]
using the inequality \([\delta (g_1 g_2)] \beta [\delta g_2] \beta + [\delta g_1] \beta [\delta g_2] \beta \leq 2[\delta g_1] \beta [\delta g_2] \beta \text{diam}(Q)^\beta\).

Arguing as in the proof of (B.5), we have the following identity for the second integral in (F.1):
\[
\int_{\partial Q} g_2 d(\partial g_2 \theta_1) = \int_{\partial Q} g_2(\partial g_2 \theta_2) dg_1 + \int_{\partial Q} g_2(\partial g_2 \theta_2) dg_2
\]
and the second integral above be shown to be \(o(\text{diam}(Q)^2)\). Putting all these facts together, we see that the thesis amounts to prove that
\[
\int_{\partial Q} (h g_2 - v) d g_1 = O \left( \text{diam}(Q)^2 \right), \tag{F.2}
\]
where for brevity we write \(h := \partial g_1 \theta_2 - \partial g_2 \theta_1 \in C^\alpha (I^2)\).

By definition of integral along the boundary \(\partial Q\) and the fact that \(g_1 = g_1(s)\) depends on the variable \(s\) only, we have that, writing \(Q = [s_0, s_1] \times [t_0, t_1]\),
\[
\int_{\partial Q} (h g_2 - v) d g_1 = \int_{[(s_0, t_0), (s_1, t_0)]} (h g_2 - v) dg_1 + \int_{[(s_1, t_1), (s_0, t_1)]} (h g_2 - v) dg_1
\]
\[
= - \int_{s_0}^{s_1} \delta (h g_2 - v)(s, t_0) d g_1(s)
\]
\[
= - \int_{s_0}^{s_1} \delta h(s, t_0)(s, t_1) g_2(s, t_1) d g_1(s)
\]
\[
- \int_{s_0}^{s_1} \left( h(s, t_0)(\delta g_2)(s, t_0)(s, t_1) - \delta v(s, t_0)(s, t_1) \right) d g_1(s). \tag{F.3}
\]
To conclude, we show separately that both integrals in the last two lines above are \(o(\text{diam}(Q)^2)\) as \(\text{diam}(Q) \rightarrow 0\). For the first one, by applying (A.6) on \(I = [s_0, s_1]\), with \(\gamma := \min \{\alpha, \beta\}\) instead of \(\alpha\) (notice that \(\alpha + 2\beta > 2\) implies \(\gamma + \beta > 1\), \(f_s := \delta h(s, t_0)(s, t_1) g_2(s, t_1)\) and \(g = g_1\), hence we see that it is sufficient to prove the inequalities
\[
[f]_0 = \sup_{s \in [s_0, s_1]} |f_s| = O \left( \text{diam}(Q)^{\alpha + \beta} \right) \tag{F.4}
\]
and
\[
[\delta f]_\gamma = \sup_{s, s' \in [s_0, s_1]} \frac{[\delta f_{s s'}]}{[\delta ss']} = O \left( \text{diam}(Q)^{\alpha + \beta - \gamma} \right). \tag{F.5}
\]
Indeed, we have for \(s \in [s_0, s_1]\),
\[
|f_s| \leq [\delta h(s, t_0)(s, t_1) g_2(s, t_1)] \leq [\delta h]_\alpha [g_2]_0 [\delta t_0]_1 \leq [\delta h]_\alpha [\delta g_2]_\beta \text{diam}(Q)^{\alpha + \beta},
\]
and for $s, s' \in [s_0, s_1]$,
\[\left| (\delta f_2)_{ss'} \right| \leq \left| \delta h_{(s',t_0)(s',t_1)} \right| \left| (\delta g_2)_{(s,t_1)(s',t_1)} \right| + |g_2(s, t_1)| \left( \left| \delta h_{(s,t_0)(s',t_0)} \right| + \left| \delta h_{(s,t_0)(s',t_0)} \right| \right) \]
\[\leq \left| \delta h \right|_{\alpha} |g_2|_{\beta} |\delta ss'|^\alpha |\delta t_{0t_1}|^\alpha + 2 |g_2|_{\alpha} |\delta h|_{\alpha} |\delta ss'|^\alpha \]
\[\leq 3 \left| g_2 \right|_{\beta} |\delta h|_{\alpha} |\delta ss'|^\alpha \text{ diam}(Q)^{\alpha+\beta-\gamma}. \]

For the second integral in (F.3), by applying (A.6) on \( I = [s_0, s_1] \), with $\gamma := \alpha/2$ instead of $\alpha$ (notice that $\alpha + 2\beta > 2$ implies $\gamma + \beta > 1$),
\[ f_s := h_{(s,t_0)}(\delta g_2)_{(s,t_0)(s',t_1)} - \delta v_{(s,t_0)(s,t_1)} = - \int_{t_0}^{t_1} \delta h_{(s,t_0)(s,t_1)}(t) \]

and $g = g_1$, the thesis follows if we prove the analogues of (F.4) and (F.5) (with $\gamma = \alpha/2$). Indeed, for $s \in [s_0, s_1]$, (A.5) implies
\[ |f_s| \leq c(\alpha, \beta) |\delta h|_{\alpha} |g_2|_{\beta} |\delta t_{0t_1}|^{\alpha+\beta} \leq c(\alpha, \beta) |\delta h|_{\alpha} |g_2|_{\beta} \text{ diam}(Q)^{\alpha+\beta}, \]

while for $s, s' \in [s_0, s_1]$, we furthermore decompose $\delta f_{ss'}$ via the identity
\[ (\delta f_2)_{ss'} = \int_{t_0}^{t_1} \delta h_{(s',t_0)(s',t_1)}(t) \]d$g_2(s', \cdot)(t)$ - \int_{t_0}^{t_1} \delta h_{(s,t_0)(s,t_1)}(t) \]d$g_2(s, \cdot)(t)$

\[ = \int_{t_0}^{t_1} \left( \delta h_{(s',t_0)(s',t)} - \delta h_{(s,t_0)(s,t)} \right) \]d$g_2(s', \cdot)(t)$
\[ + \int_{t_0}^{t_1} \delta h_{(s,t_0)(s,t)}(t) \]d$(g_2(s, \cdot) - g_2(s', \cdot))(t)$

and estimate separately the two integrals, using (A.5) (indeed, both “integrands” for $t = t_0$ are null). In the first integral, we use the pair $(\gamma, \beta)$ instead of $(\alpha, \beta)$, obtaining, for some $c = c(\gamma, \beta)$,
\[ \left| \int_{t_0}^{t_1} \left( \delta h_{(s',t_0)(s',t)} - \delta h_{(s,t_0)(s,t)} \right) \]d$g_2(s', \cdot)(t)$
\[ \leq c \left[ \delta(\delta h_{(s',t_0)(s',\cdot)} - \delta h_{(s,t_0)(s,\cdot)}) \right]_{\gamma} |\delta g_2|_{\beta} |\delta t_{0t_1}|^{\gamma+\beta} \]
\[ \leq 2c |\delta h|_{\alpha} \left| g_2 \right|_{\beta} \text{ diam}(Q)^{\gamma+\beta} |\delta ss'|^\gamma, \]

where we used the bound $\left[ \delta(\delta h_{(s',t_0)(s',\cdot)} - \delta h_{(s,t_0)(s,\cdot)}) \right]_{\gamma} \leq 2 |\delta h|_{\alpha} |\delta ss'|^\gamma$, that follows from the inequality, for $t, t' \in [t_0, t_1],$
\[ \left| \delta h_{(s,t_0)(s,t)} - \delta h_{(s,t_0)(s,t)} \right| \leq 2 |\delta h|_{\alpha} \min \{ |\delta ss'|^\alpha, |\delta tt'|^\alpha \} \leq 2 |\delta h|_{\alpha} |\delta ss'|^\gamma |\delta tt'|^\gamma. \]

For the second integral in (F.6), we use the pair $(\alpha, \beta - \gamma)$ instead of $(\alpha, \beta)$ (notice that $\alpha + 2\beta > 2$ implies $\beta > 1/2$, hence $\beta > \alpha/2 = \gamma$), obtaining for some $c = c(\alpha, \beta - \gamma)$,
\[ \left| \int_{t_0}^{t_1} \delta h_{(s,t_0)(s,t)}(t) \right| \]d$(g_2(s, \cdot) - g_2(s', \cdot))(t)$
\[ \leq c |\delta h|_{\alpha} |\delta g_2|_{\beta} \text{ diam}(Q)^{\gamma+\beta} |\delta ss'|^\gamma \]
where we used the bound $\left[ \delta(g_2(s, \cdot) - g_2(s', \cdot)) \right]_{\beta - \gamma} \leq \left[ \delta g_2 \right]_{\beta} |\delta s'_{\beta}|^\gamma$ that follows from the inequality, for $t, t' \in [t_0, t_1]$, 

\[
\left| \delta(g_2(s, \cdot) - g_2(s', \cdot))_{tt'} \right| = \left| g_2(s, t') - g_2(s, t) + g_2(s', t') - g_2(s', t) \right| 
\leq 2[\delta g_2] \min \left\{ \left| \delta s'_{\beta} \right|, \left| \delta t'_{\beta} \right| \right\} 
\leq 2[\delta g_2] \left| \delta s'_{\beta} \right|^{\gamma} \left| \delta t'_{\beta} \right|^{\beta - \gamma}.
\]
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