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ABSTRACT

We propose a method that meta-learns a knowledge on matrix factorization from various matrices, and uses the knowledge for factorizing unseen matrices. The proposed method uses a neural network that takes a matrix as input, and generates prior distributions of factorized matrices of the given matrix. The neural network is meta-learned such that the expected imputation error is minimized when the factorized matrices are adapted to each matrix by a maximum a posteriori (MAP) estimation. We use a gradient descent method for the MAP estimation, which enables us to backpropagate the expected imputation error through the gradient descent steps for updating neural network parameters since each gradient descent step is written in a closed form and is differentiable. The proposed method can meta-learn from matrices even when their rows and columns are not shared, and their sizes are different from each other. In our experiments with three user-item rating datasets, we demonstrate that our proposed method can impute the missing values from a limited number of observations in unseen matrices after being trained with different matrices.

1 Introduction

Matrix factorization is an important machine learning technique for imputing missing values and analyzing hidden structures in matrices. With matrix factorization, a matrix is modeled by the product of two low-rank matrices, assuming that the rank of the given matrix is low. Matrix factorization has been used in a wide variety of applications, such as collaborative filtering [4, 36, 29], text analysis [9, 20], bioinformatics [7], and spatio-temporal data analysis [27, 48]. However, when the number of observations is not large enough, existing matrix factorization methods fail to impute the missing values. In some applications, only a limited number of observations are available. For example, a newly launched recommender system only has histories for small numbers of users and items, and spatio-temporal data are not accumulated in the beginning when a new region is analyzed.

Recently, few-shot learning and meta-learning have attracted attention for learning from few labeled data [43, 3, 11, 51, 46]. Meta-learning methods learn how to learn from a small amount of labeled data in various tasks, and use the learned knowledge in unseen tasks. Existing meta-learning methods assume that attributes are the same across all tasks. Therefore, they are inapplicable to matrix factorization when the rows or columns are not shared across matrices, or the matrix sizes are different across matrices.

In this paper, we propose a meta-learning method for matrix factorization, which can learn from various matrices without shared rows or columns, and use the learned knowledge for the missing value imputation of unseen matrices. The meta-training and meta-test matrices contain the missing values, and their sizes can be different from each other. With the proposed method, the prior distributions of two factorized matrices are modeled by a neural network that takes a matrix as input. We use exchangeable matrix layers [17] and permutation invariant networks [57] for the neural network, with which we encode the information of the given matrix into the priors. For each matrix, its factorized matrices are adapted to the given matrix by maximum a posteriori (MAP) estimation using the gradient descent method. The posteriors are calculated using the neural network-based priors and the observations on the given matrix based on Bayes’ theorem. Since the neural network is shared across all matrices, we can learn shared hidden structure in various meta-training matrices, and use it for unseen meta-test matrices.
We meta-learn the neural networks such that the missing value imputation error is minimized when the MAP estimated factorized matrices are used for imputation. Since the gradient descent steps for the MAP estimation are differentiable, we can backpropagate the missing value imputation error through the MAP estimation for updating the neural network parameters in the priors. For each meta-training epoch based on the episodic training framework \[11\], training and test matrices are randomly generated from the meta-training matrices, and the test matrix imputation error of the factorized matrices adapted to the training matrix is evaluated and backpropagated. Figure 1 shows the meta-learning framework of our proposed method. Although we explain the proposed method with matrix imputation, it is straightforwardly extended for tensor imputation using exchangeable tensor layers \[17\] and tensor factorization \[30\] instead of exchangeable matrix layers and matrix factorization.

The following are our major contributions:

1. We propose a meta-learning method for matrix imputation that can meta-learn from matrices without shared rows or columns.
2. We design a neural network to generate prior distributions of factorized matrices with different sizes, which is meta-trained such that the test matrix imputation performance improves when the factorized matrices are adapted to the training matrix based on the MAP estimation.
3. In our experiments using real-world data sets, we demonstrate that the proposed method achieves better matrix imputation performance when meta-training data contain matrices that are related to meta-test matrices.

2 Related work

Many meta-learning or few-shot learning methods have been proposed \[43, 3, 38, 1, 51, 46, 2, 11, 34, 26, 12, 41, 56, 10, 13, 25, 18, 5, 39, 40\]. These existing methods cannot learn from matrices without shared or and columns. With probabilistic meta-learning methods \[12, 26\], the prior of model parameters is meta-trained, where they require that the numbers of parameters are the same across tasks. Therefore, they are inapplicable for meta-learning nonparametric models, including matrix factorization, where the number of parameters can grow with the sample size. In contrast, the proposed method meta-trains a neural network that generates the prior of a task-specific model, which enables us to meta-learn nonparametric models. The proposed method is related to model-agnostic meta-learning \[11\] (MAML) in the sense that both methods backpropagate a loss through gradient descent steps. MAML learns the initial values of model parameters such that the performance improves when all the parameters are adapted to new tasks. The proposed method is more efficient than MAML since MAML requires a second-order gradient computation on the whole neural network while the proposed method requires that only on factorized matrices. In our model, we explicitly incorporate matrix factorization procedures by the gradient descent method, which has been successfully used for a wide variety of matrix imputation applications.
The proposed method is also related to encoder-decoder based meta-learning methods [53], such as neural processes [13]. The encoder-decoder based meta-learning methods obtain a representation of few observations by an encoder and use it in predictions by a decoder, where the encoder and decoder are modeled by neural networks. Similarly, the proposed method uses a neural network to obtain factorized matrices for predicting the missing values. Their differences are that the proposed method uses a neural network designed for matrices with missing values, and has gradient descent steps for adapting factorized matrices to observations. Adapting parameters by directly fitting them to observations is effective for meta-learning [32, 24] since it is difficult to output the adapted parameters only by neural networks for a wide variety of observations. The proposed method uses exchangeable matrix layers [17] as its components. The exchangeable matrix layers have not been used for meta-learning. Heterogeneous meta-learning [23] can learn from multiple tasks without shared attributes. However, it cannot handle missing values, and is inapplicable to matrix imputation.

Collective matrix factorization [45, 6, 55] simultaneously factorizes multiple matrices, where information in a matrix can be transferred to other matrices for factorization. Collective matrix factorization assumes that some of the columns and/or rows are shared across matrices. Transfer learning methods for matrix factorization that do not assume shared columns or rows have been proposed [22]. With such transfer learning methods, target matrices are required in the training phase for transferring knowledge from source to target matrices. On the other hand, the proposed method does not need to use target matrices for training. Several few-shot learning methods for recommender systems have been proposed [50, 33] to tackle the cold start problem, where the histories of new users or new items are insufficiently accumulated. These methods use auxiliary information, such as user attributes and item descriptions. In contrast, the proposed method does not use auxiliary information.

3 Proposed method

3.1 Problem formulation

Suppose that we are given $D$ matrices $\mathcal{X} = \{X_d\}_{d=1}^{D}$ in the meta-training phase, where $X_d \in \mathbb{R}^{N_d \times M_d}$ is the meta-training matrix in the $d$th task, and $x_{dnm}$ is its $(n, m)$th element. The sizes of the meta-training matrices can be different across tasks, $N_d \neq N', M_d \neq M', \text{ and }$ rows or columns are not shared across matrices. The meta-training matrices can contain missing values. In this case, we are additionally given binary indicator matrix $B_d \in \{0, 1\}^{N_d \times M_d}$, where $b_{dnm} = 1$ if the $(n, m)$th element is observed, and $b_{dnm} = 0$ otherwise. In the meta-test phase, we are given a meta-test matrix with missing values, $X_\ast \in \mathbb{R}^{N_\ast \times M_\ast}$, where the missing values are specified by indicator matrix $B_\ast \in \{0, 1\}^{N_\ast \times M_\ast}$. Our aim is to improve the missing value imputation performance on the meta-test matrix.

3.2 Model

For each task, our model outputs factorized matrices $U(X, B) \in \mathbb{R}^{N \times K}$ and $V(X, B) \in \mathbb{R}^{M \times K}$ given matrix with missing values $X \in \mathbb{R}^{N \times M}$ and its indicator matrix $B \in \{0, 1\}^{N \times M}$. In the meta-training phase, $X$ and $B$ are generated from one of meta-training matrices $\{X_d\}_{d=1}^{D}$ as described in Section 3.3. In the meta-test phase, $X$ and $B$ correspond to meta-test matrix $X_\ast$, and its indicator matrix $B_\ast$. Figure 2 illustrates our model.

With our model, the factorized matrices are estimated by maximizing the posterior probability:

$$U(X, B), V(X, B) = \arg\max_{U, V} \left[ \log p(X|U, V) + \log p_X(U, V|\mathcal{X}) \right], \quad (1)$$

where the first term is the likelihood,

$$\log p(X|U, V) \propto - \sum_{n,m=1}^{N,M} b_{nm}(u_n^T v_m - x_{nm})^2, \quad (2)$$

the second term is the prior, $U = [u_1, \cdots, u_N]^T, V = [v_1, \cdots, v_M]^T$, and $\top$ is the transpose. We use subscript $X$ in prior $p_X$ to indicate that it is task-specific. The prior is conditioned on meta-training matrices $\mathcal{X}$ since we meta-learn it from $\mathcal{X}$. We assume a Gaussian prior with mean $u_n^{(0)} (v_m^{(0)})$ and variance $\lambda^{-1}$:

$$\log p_X(U, V|\mathcal{X}) \propto -\lambda \left( \sum_{n=1}^{N} \| u_n - u_n^{(0)} \|^2 + \sum_{m=1}^{M} \| v_m - v_m^{(0)} \|^2 \right). \quad (3)$$

We generate the task-specific prior mean values $u_n^{(0)}, v_m^{(0)}$ with different sizes using a neural network. The neural network is shared across different tasks, which enables us to extract knowledge in the meta-training matrices, and use
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The knowledge for unseen tasks. When \( \lambda = 0 \), matrix factorization is independently performed for each matrix, and it cannot meta-learn useful knowledge for factorization.
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Our model uses exchangeable matrix layers [17]:

\[
\hat{z}_{nm}^{(f+1)} = \sigma \left( \sum_{c'=1}^{C^{(f)}} \left( w_{c'c1}^{(f)} b_{nm} z_{nm'}^{(f)} + w_{c'c2}^{(f)} \sum_{n'=1}^{N} b_{n'm} z_{n'm'}^{(f)} + w_{c'c3}^{(f)} \sum_{m'=1}^{M} b_{nm'} z_{nm'}^{(f)} \right) \right),
\]

where \( z_{nm}^{(f)} \in \mathbb{R} \) is the cth channel of the representation of the \((n, m)\) element in the \(f\)th layer, \( w_{c'c1}^{(f)} \in \mathbb{R} \) is a weight parameter in the \(f\)th layer to be trained for the influence of channel \( c' \) on channel \( c \) in the next layer, \( \sigma \) is an activation function, and \( C^{(f)} \) is the channel size of the \(f\)th layer. In the first layer, the given matrix is used for representation \( z_{nm}^{(0)} = x_{nm} \in \mathbb{R} \), where \( x_{nm} \) is the value of the \((n, m)\) element of given matrix \( X \). The representation in the last layer is used as final representation \( Z = Z^{(L)} \), where \( L \) is the number of layers, and \( C^{(L)} = C \). In the last layer, activation function \( \sigma \) is omitted. The first term in Eq. (4) calculates the influence from the same element, the second term calculates the influence from the elements of the same column, the third term calculates the influence from the elements of the same row, the fourth term calculates the influence from all the elements, and the fifth term is the bias. The influences are averaged over the observed elements using indicator matrix \( B \). The exchangeable matrix layer is permutation equivariant, where the output is the same values across all the row- and column-wise permutations of the input. With the exchangeable matrix layers, we can obtain representations for each element considering the whole matrix. The exchangeable matrix layers can handle matrices with different sizes since their parameters \( w_{c'c1}^{(f)} \) do not depend on the input matrix size.

Second, we calculate the mean of the priors of the factorized matrices using permutation invariant networks [57]:

\[
\mu_{n}^{(0)} = f_{U} \left( \frac{1}{M} \sum_{m=1}^{M} z_{nm} \right), \quad \nu_{m}^{(0)} = f_{V} \left( \frac{1}{N} \sum_{n=1}^{N} z_{nm} \right),
\]

where \( \mu_{n}^{(0)} \in \mathbb{R}^{K} \) is the prior mean of the \( n \)th row of factorized matrix \( U \), \( \nu_{m}^{(0)} \in \mathbb{R}^{K} \) is the prior mean of the \( m \)th row of factorized matrix \( V \), and \( f_{U} \) and \( f_{V} \) are feed-forward neural networks. In Eq. (5), we take the average of element representation \( Z \) over the rows (columns) and input them into the neural networks. Eq. (5) is a permutation invariant operation that can take any number of elements \( N \) and \( M \). By Eqs. (4),(5), we can obtain prior mean values \( \mu_{n}^{(0)} \) and \( \nu_{m}^{(0)} \) for each row and column considering the relationship with other elements in the given matrix. Parameters \( \{ w_{c'c1}^{(f)} \} \) and parameters in \( f_{U}, f_{V} \) are common for all matrices. Prior mean values \( U^{(0)}, V^{(0)} \) are different across matrices since they are calculated from input matrices \( X \) and \( B \).

We estimate the factorized matrices by the MAP estimation in Eq. (1) using the prior mean values in Eq. (5) as the initial values. The update rules of the MAP estimation based on the gradient descent method are given in a closed form

Figure 2: Our model: Matrix with missing values \( X \) and its indicator matrix \( B \) are the input. First, representations \( Z \) for each element in \( X \) are obtained by exchangeable matrix layers in Eq. (4). Second, the mean of the prior of factorized matrices \( U^{(0)} \) and \( V^{(0)} \) is calculated by transforming the averages of representations \( Z \) over columns and rows by permutation invariant neural networks in Eq. (5). Third, factorized matrices \( U(X, B) \) and \( V(X, B) \) are estimated by maximizing the posterior probability using the gradient descent steps in Eqs. (6,7). For each gradient descent step, input \( X \) and \( B \) and prior means \( U^{(0)} \) and \( V^{(0)} \) are used as well as previous estimates \( U^{(t−1)} \) and \( V^{(t−1)} \). Our model can take matrices with different sizes as input, and output their factorized matrices.
We could predict the missing values using the output of the neural networks, \( \hat{x} \). Algorithm 2 shows the meta-training procedures of our model. In Line 4, matrix \( X_u \) is predicted by the inner product of the factorized matrices by taking the gradient of the objective function with respect to factorized matrices \( u_n \) and \( v_m \):

\[
\begin{align*}
    u_n^{(t+1)} &= u_n^{(t)} - \eta \left( \sum_{m=1}^{M} b_{nm} (u_n^{(t) \top} v_m^{(t)} - x_{nm}) v_m^{(t)} + \lambda (u_n^{(t)} - u_n^{(0)}) \right), \\
    v_m^{(t+1)} &= v_m^{(t)} - \eta \left( \sum_{n=1}^{N} b_{nm} (u_n^{(t) \top} v_m^{(t)} - x_{nm}) u_n^{(t)} + \lambda (v_m^{(t)} - v_m^{(0)}) \right),
\end{align*}
\]

where \( u_n^{(t)} \) and \( v_m^{(t)} \) are estimated factorized matrices at the \( t \)th iteration, and \( \eta > 0 \) is the learning rate. The factorized matrices at the \( T \)th iteration are used as the output of our model \( U(X, B) = U^{(T)}, V(X, B) = V^{(T)} \). The missing value in \( X \) is predicted by the inner product of the factorized matrices by

\[
\hat{x}_{nm} = u_n(X, B)^\top v_m(X, B).
\]

We could predict the missing values using the output of the neural networks, \( \hat{x}_{nm} = u_n^{(0)^\top} v_m^{(0)}, \) without the gradient descent steps. However, the prediction might be different from the true values even with the observed elements if the given matrix does not resemble any of the meta-training matrices that are used for optimizing the neural networks, and the generalization performance of the neural networks is not high enough. With gradient descent steps, the factorized matrices can be adapted to the given matrix even when the neural networks fail to adapt. Minimizing the error between the observed and predicted values is a standard technique for matrix factorization [29]. We use it as a component in our model.

Our model can be seen as a single neural network, that takes a matrix with missing values as input, and outputs its factorized matrices, where the exchangeable matrix layers in Eq. (4), the permutation invariant networks in Eq. (5), and the gradient descent steps in Eqs. (6-7) are used as layers (Figure 3). Algorithm 1 shows the forwarding procedures of our model. Since our model including the gradient descent steps is differentiable, we can backpropagate the loss through the gradient descent steps to update the parameters in our neural networks.

### 3.3 Meta-learning

We meta-train model parameters \( \Theta \), i.e., exchangeable matrix layer parameters \( \{\{\{w_{c,0}^{(L)}\}_{l=1}^{C_l}\}_{c'=1}^{C_{l+1}}\}_{l=0}^{L-1} \) , the parameters of feed-forward neural networks \( f_U \) and \( f_V \), and regularization parameter \( \lambda \), by minimizing the following expected test error of the missing values with the episodic training framework:

\[
\mathbb{E}_{X, B, X', B'} [\| B' \circ (X' - U(X, B)^\top V(X, B)) \|^2],
\]

where \( X \) and \( X' \) are sampled training and test matrices, \( B \) and \( B' \) are their indicator matrices, \( U(X, B) \in \mathbb{R}^{N \times K} \) and \( V(X, B) \in \mathbb{R}^{K \times L} \) are the factorized matrices obtained by our model from training matrix \( X \) and its indicator matrix \( B \), \( \mathbb{E} \) is the expectation, and \( \circ \) is the element-wise multiplication. Eq. (9) is the expectation error between the test matrix and its imputation by our model adapted to the training matrix.

Algorithm 2 shows the meta-training procedures of our model. In Line 4, matrix \( \hat{X} \in \mathbb{R}^{N \times M} \) is constructed from randomly selected meta-training matrix \( X_d \), where \( \hat{X} \) is a submatrix of \( X_d \). Instead of sampling the submatrices, we can use the whole selected meta-training matrix \( X = X_d \), or change the number of rows and columns, \( N \) and \( M \), for each epoch. In Line 5, the non-missing elements in matrix \( \hat{X} \) are randomly split into training matrix \( X \) and test matrix \( X' \), where their indicator matrices are mutually exclusive, \( B \cap B' = \phi \). We assume that the meta-test matrices are missing at random. If they are missing not at random, we can model missing patterns [35], and use them for generating training and test matrices in the meta-training procedures.
We compared the proposed method with the following eight methods: exchangeable matrix layer neural networks (EML) \cite{17}, EML finetuned with the meta-test matrix (FT), model-agnostic meta-learning of EML (MAML) \cite{11}, item-based AutoRec (AutoRecI) \cite{44}, user-based AutoRec (AutoRecU), deep matrix factorization (DMF) \cite{54}, matrix factorization using the neural network (NMFNN) \cite{74}, and low-rank non-negative matrix factorization (LNM) \cite{57}. The time complexity for each meta-training step is $O(\gamma LNM + T(\gamma NM + (N + M)K) + \gamma' NM)$, where $\gamma$ is the rate of the observed elements in a training matrix, and $\gamma'$ is that in a test matrix. The first term $O(\gamma LNM)$ is for inferring the priors by the neural networks. The second term $O(T(\gamma NM + (N + M)K))$ is for the MAP estimation of the factorized matrices using Eqs. (6,7). The third term $O(\gamma' NM)$ is for calculating the loss on the test matrix. The number of model parameters $\Theta$ depends on neither the meta-training data size nor the numbers of rows $N$ and columns $M$ of the training and test matrices.

4 Experiments

4.1 Data

We evaluated the proposed method using three rating datasets: ML100K, ML1M \cite{15}, and Jester \cite{14}. The ML100K data contained 100,000 ratings of 1,682 movies by 943 users. The ML1M data contained 1,000,209 ratings of 3,952 movies by 6,040 users. The Jester data contained 1,805,072 ratings of 100 jokes from 24,983 users. The ratings of each dataset were normalized with zero mean and unit variance. We randomly split the users and items, and used 70% of them for meta-training, 10% for meta-validation, and the remaining for meta-test. There were no overlaps of users and items across the meta-training, validation, and test data. We randomly generated ten $30 \times 30$ meta-test matrices from the meta-test data and used half of the originally observed ratings as missing ratings for evaluation. For each meta-test matrix, the average numbers of observed elements were respectively 28.8, 19.0, and 218.0 in the ML100K, ML1M, and Jester data. We did not use the meta-test matrices in the meta-training phase. The evaluation measurement was the test mean squared error, which was calculated by the mean squared error between the true and estimated ratings of the test matrix.

4.2 Proposed method setting

We used three exchangeable matrix layers with 32 channels. Feed-forward neural networks $f_u$, $f_v$ were four-layered with 32 hidden units and $K = 32$ output units. We used a rectified linear unit, ReLU($x$) = max(0, $x$), for the activation. For the gradient descent steps of the matrix factorization in Eqs. (6,7), the learning rate was $\eta = 10^{-2}$, and the number of iterations was $T = 10$. The number of rows and columns of the training matrices were $N = 30$ and $M = 30$, and the training ratio was $R = 0.5$. We optimized our model using Adam \cite{28} with learning rate $10^{-4}$, batch size 16, and dropout rate 0.1 \cite{27}. The number of meta-training epochs was 1,000, and the meta-validation data were used for early stopping. We implemented the proposed method with PyTorch \cite{37}.

4.3 Comparing methods

We compared the proposed method with the following eight methods: exchangeable matrix layer neural networks (EML) \cite{17}, EML finetuned with the meta-test matrix (FT), model-agnostic meta-learning of EML (MAML) \cite{11}, item-based AutoRec (AutoRecI) \cite{44}, user-based AutoRec (AutoRecU), deep matrix factorization (DMF) \cite{54}, matrix factorization using the neural network (NMFNN) \cite{74}, and low-rank non-negative matrix factorization (LNM) \cite{57}.
Table 1: Average test mean squared errors on unobserved elements in test matrices and their standard error. Values in bold are not statistically different at 5% level from the best performing method in each dataset by a paired t-test.

| Dataset | Ours     | EML      | FT        | MAML     | AutoRecI | AutoRecU | DMF       | MF        | Mean     |
|---------|----------|----------|-----------|----------|----------|----------|-----------|----------|----------|
| ML100K  | 0.901 ± 0.033 | 0.883 ± 0.024 | 0.813 ± 0.009 | 0.941 ± 0.036 | 0.985 ± 0.040 | 0.987 ± 0.033 | 0.979 ± 0.034 | 1.014 ± 0.037 | 1.007 ± 0.020 |
| ML1M    | 0.933 ± 0.036 | 0.907 ± 0.024 | 0.848 ± 0.009 | 0.904 ± 0.025 | 0.968 ± 0.028 | 0.962 ± 0.024 | 0.972 ± 0.023 | 0.962 ± 0.031 | 0.983 ± 0.013 |
| Jester  | 0.873 ± 0.024 | 0.848 ± 0.009 | 0.880 ± 0.011 | 0.949 ± 0.008 | 0.907 ± 0.014 | 0.907 ± 0.014 | 0.852 ± 0.007 | 1.005 ± 0.014 | 1.004 ± 0.008 |

Figure 3: Average test mean squared errors when meta-trained with training and test matrices of different sizes, where the size of the meta-test matrices was the same as that of the training and test matrices. We used square matrices, and the horizontal axis is the number of columns and rows. Bar show the standard error.

4.4 Results

Table 1 shows the average test mean squared error. The proposed method achieved the lowest error on all the datasets. EML’s performance was the second best on the ML100K and Jester datasets. This result indicates that exchangeable matrix layers effectively extracted useful information from the matrices with missing values. The proposed method further improved the performance from EML by directly adapting to the observed elements using the gradient descent steps based on MAP estimation. Since EML approximates the adaptation to the observed elements only by exchangeable matrix layers, the estimated values can be different from the observed elements. The errors on the observed elements with EML were higher than those with the proposed method shown in the supplementary material. With FT, although the errors on the observed elements were low, the test errors on the unobserved elements were high, because FT was
overfitted to the observed values by training the model by minimizing the error on the observed elements. On the other hand, the proposed method trains the model by minimizing the test error on the unobserved elements when fitted to the observed elements with MAP estimation. Therefore, the proposed method alleviated overfitting to the observed elements. Since MAML trained the model by minimizing the expected test error, the overfitting was smaller than FT. However, MAML’s performance did not surpass that of EML and was lower than that of the proposed method. With MAML, the whole neural network-based model is adapted to the observed values. In contrast, the proposed method adapts only factorized matrices to the observed values, although the neural networks are fixed and used for defining the priors of the factorized matrices. The errors of the methods that did not use meta-training matrices, i.e., AutoRec, DMF, MF, and Mean, were high since they needed to estimate the missing values only from a small number of observations. On the other hand, the proposed method achieved the lowest error by meta-learning hidden structure in the meta-training matrices that effectively improved the test matrix imputation performance even though rows and columns were not shared across different matrices.

Figure 5 shows the test mean squared errors when meta-trained with training and test matrices of different sizes, where the size of the meta-test matrices was the same as that of the training and test matrices. Our proposed method and EML decreased the error as the matrix size increased because the number of observations rose as the matrix size increased. Figure 4 shows the test mean squared errors with meta-test matrices of different sizes, where the model was meta-trained with $30 \times 30$ matrices. The proposed method achieved the lowest error with different sizes of meta-test matrices. The proposed method’s performance improved as the meta-test matrix size increased even though it was trained with different-sized matrices.

Figure 5 shows the test mean squared errors with different numbers of gradient descent iterations with the proposed method. As the number of iterations increased, the error decreased especially with the ML100K and Jester data. This result indicates the effectiveness of the gradient descent steps in the proposed method.

Table 2 shows the average training mean squared errors. The errors on the observed elements with EML were higher than those with the proposed method.

Table 3 shows the average test mean squared errors by the proposed method when different datasets were used between meta-training and meta-test data. With the ML1M and Jester meta-test data, the proposed method achieved the best performance when meta-trained with matrices from the same dataset. Even when the meta-training datasets were different from the meta-test datasets, the errors were relatively low, and they were lower than those by the comparing methods. This is because the datasets used in our experiments were related to each other and shared some hidden
structure, and the proposed method learned the shared structure and used the learned structure to improve the matrix imputation performance in the other datasets.

Table 4 shows the average test mean squared errors by the proposed method with different factorized matrix ranks $K$. The proposed method worked even when factorized matrix rank $K$ is larger than the number of rows $N$ or columns $M$ since it uses the priors inferred by the neural networks based on the MAP estimation. Factorized matrix rank $K$ slightly affects the performance, but the proposed method achieved better performance than the comparing methods with a wide range of $K$.

Table 5 shows the average test mean squared errors by AutoRec with different numbers of hidden units. With any numbers of hidden units, the performance by AutoRec was worse than the proposed method.

Tables 6 and 7 show the computational time in seconds for meta-training and test on computers with 2.60GHz CPUs. The meta-training time of the proposed method was much shorter than MAML since the proposed method adapts only factorized matrices instead of neural networks, where the adaption steps can be written explicitly. The meta-training time of the proposed method was longer than EML since the proposed method additionally requires adaptation steps. The proposed method’s meta-test time was short since it requires only a small number of adaptation steps for a few observed elements.

Table 2: Average mean squared errors on observed elements in test matrices and their standard error with meta-learning methods.

|        | ML100K       | ML1M        | Jester       |
|--------|--------------|-------------|--------------|
| Ours   | 0.504 ± 0.017| 0.354 ± 0.013| 0.618 ± 0.008|
| EML    | 0.596 ± 0.018| 1.573 ± 0.071| 0.664 ± 0.010|
| FT     | 0.328 ± 0.013| 0.346 ± 0.017| 0.528 ± 0.012|
| MAML   | 0.493 ± 0.012| 0.503 ± 0.028| 0.658 ± 0.013|

5 Conclusion

We proposed a neural network-based meta-learning method for matrix imputation that learns from multiple matrices without shared rows and columns, and predicts the missing values given observations in unseen matrices. Although we believe that our work is an important step for learning from a wide variety of matrices, we must extend our approach in several directions. First, we will apply our framework to tensor data using exchangeable tensor layers [17] and tensor factorizations [19] [8] [16] [39] [52] [30]. Second, we will use our framework for other types of matrix factorization, such as non-negative matrix factorization (NMF) [31] and independent component analysis [21]. For example, we can use multiplicative update steps for NMF instead of gradient descent steps. Third, we want to extend our proposed method to use auxiliary information, e.g., user and item information in recommender systems, by taking it as input of our neural network.
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