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Abstract

The $L^2$–gradient flow of the elastic energy of networks leads to a Willmore type evolution law with non-trivial nonlinear boundary conditions. We show local in time existence and uniqueness for this elastic flow of networks in a Sobolev space setting under natural boundary conditions. In addition we show a regularisation property and geometric existence and uniqueness. The main result is a long time existence result using energy methods.

Mathematics Subject Classification (2010): 35K52, 53C44 (primary); 35K61, 35A01 (secondary).

1 Introduction

In this paper we show long time existence of solutions to the elastic flow of planar networks and extend a previous result which showed that the flow was locally well posed in parabolic Hölder spaces.

A network $\mathcal{N}$ is a connected set in the plane composed of a finite union of regular curves $\mathcal{N}_i$ that meet in triple junctions and may have endpoints fixed in the plane.

We let evolve a suitable initial network $\mathcal{N}_0$ by a linear combination of the Willmore and the Mean Curvature Flow: each curve of the network moves with normal velocity (at any time and point)

$$V^\perp = -2k_{ss} - k^3 + \mu k,$$

where $k$ is the curve curvature.
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where $k$ is the curvature, $s$ the arclength parameter and $\mu$ a positive constant. We vary also in tangential direction and allow the triple junctions to move. It is shown in [3] that this motion equation coupled with suitable (geometric) conditions at the junctions and at the fixed endpoints can be understood as the (formal) $L^2$-gradient flow of the Elastic Energy

$$E_\mu (\mathcal{N}) := \int_{\mathcal{N}} (k^2 + \mu) \, ds = \sum_{i} \int_{\mathcal{N}_i} ((k_i)^2 + \mu) \, ds^i. \quad (1.1)$$

In our preceding work [13] we have established well-posedness for various sets of conditions at the boundary points. More precisely, starting with a geometrically admissible initial network (a network satisfying all boundary conditions that are asked to be valid for the tions at the boundary points. More precisely, starting with a geometrically admissible initial network (a network satisfying all boundary conditions that are asked to be valid for the

In our preceding work [13] we have established well–posedness for various sets of conditions at the boundary points. More precisely, starting with a geometrically admissible initial network (a network satisfying all boundary conditions that are asked to be valid for the flow, see [13, Definition 3.2]) of class $C^{4+\alpha}$ with $\alpha \in (0, 1)$ there exists a unique evolution of networks in a possibly short time interval $[0,T]$ with $T > 0$, that can be described by one parametrisation of class $C^{4+\alpha\alpha}$ ($[0,T] \times [0,1]$). Further, the initial network needs to be non–degenerate in the sense that at each triple junction the three tangents are not linearly dependent.

![Figure 2: A non-admissible initial network](image)

In this paper we lower the regularity of the initial datum allowing admissible non–degenerate initial networks of class $W^{4–4/p}_p$ for $p \in (5, \infty)$ (see Definition 2.9). In contrast to the above mentioned classical case the initial datum has to satisfy merely the boundary conditions of the flow and no compatibility conditions of fourth order (see [28]). For this class of initial data we obtain a unique solution of the problem in a Sobolev setting.

**Theorem 1.1.** Given an admissible and non–degenerate initial network $\mathcal{N}_0$ of regularity $W^{4–4/p}_p$ with $p \in (5, \infty)$, there exists a positive time $T$ such that within the interval $[0,T]$ the elastic flow with natural boundary conditions, c.f. (2.5), admits a geometrically unique solution $\mathcal{N}$ that can be parametrised by maps of class

$$W^{4}_p ((0,T); L_p (0,1)) \cap L_p ((0,T); W^{4}_p (0,1)).$$

We emphasise that the elastic flow is a geometric evolution equation of sets in the plane and that all the results of this paper hold in this geometric sense. Nevertheless, we prove Theorem 1.1 using an auxiliary system of non–degenerate parabolic partial differential equations for maps parametrising the networks that we call Analytic Problem. The crucial difficulty is to find a tangential velocity turning system (2.5) into a well–posed parabolic boundary value problem without changing the geometric nature of the evolution. To this end one further needs to impose additional conditions on the parametrisations of the curves at the boundary points.
We solve the Analytic Problem using a linearisation procedure and a fixed point argument. One important feature of the parabolic structure of (3.2) is that solutions are smooth for positive times. Indeed, using a cut-off function in time and an auxiliary linear parabolic system, the classical theory in [28] implies that the solution starting in any admissible initial datum of regularity $W^{4-4/p}_p$, $p \in (5, \infty)$, lies in $C^\infty(\varepsilon, T] \times [0,1]$ for all positive $\varepsilon$. This allows us to improve the local existence Theorem 1.1.

**Theorem 1.2.** There exists a positive time $T$ such that within the interval $[0, T]$ the elastic flow admits a unique solution $\mathcal{N}$ that is smooth for positive times.

These local results are not only the foundation to any further analysis of the flow but also a key tool in proving the following:

**Theorem 1.3.** Let $p \in (5, 10)$ and $\mathcal{N}_0$ be a geometrically admissible initial network. Suppose that $(\mathcal{N}(t))_{t \in [0, T_{\text{max}}]}$ is a maximal solution to the elastic flow with initial datum $\mathcal{N}_0$ in the maximal time interval $[0, T_{\text{max}}]$ with $T_{\text{max}} \in (0, \infty) \cup \{\infty\}$. Then

$$T_{\text{max}} = \infty$$

or at least one of the following happens:

(i) the inferior limit of the length of at least one curve of $\mathcal{N}(t)$ is zero as $t \nearrow T_{\text{max}}$.

(ii) at one of the triple junctions $\liminf_{t \nearrow T_{\text{max}}} \max \{|\sin \alpha^1(t)|, |\sin \alpha^2(t)|, |\sin \alpha^3(t)|\} = 0$, where $\alpha^1(t), \alpha^2(t)$ and $\alpha^3(t)$ are the angles at the respective triple junction.

At this point we would like to say a few words about the strategy of the proof. Thanks to our short time existence result to contradict the finiteness of $T_{\text{max}}$ it is enough to find parametrisations admitting uniform bounds in the norm $W^{4-4/p}_p$ on $[0, T_{\text{max}})$. This simplifies the required energy type estimates. Indeed to obtain such a bound it suffices to find a uniform in time estimate on the $L^2$-norm of the second arclength derivative of the curvature. These can be derived under the assumption that during the evolution all the lengths are uniformly bounded away from zero and that the network remains non-degenerate in a uniform sense (see condition (6.10)). It is important to underline that only estimates on geometric quantities, namely the curvature, are needed. In particular, the proof itself is independent of the choice of tangential velocity which corresponds to the very definition of the flow, where only the normal velocity is prescribed. We notice that the possible behaviours (i) and (ii) are not merely technical assumptions but also quite realistic scenarios for the nature of potential singularities. Moreover, none of the listed possibilities excludes the others: as the time approaches $T_{\text{max}}$, both the lengths of one or several curves of the network and the angles between the curves at one or more triple junctions can go to zero, regardless of $T_{\text{max}}$ being finite or infinite.

It is shown both in [10] and [24] that the evolution of closed curves with respect to Willmore Flow (both with a length penalization and fixed length) exists globally in time (for the Helfrich flow see also [29]). The same result is obtained for several problems related to open curves with fixed endpoints or asymptotic to a line at infinity (see also [5, 8, 17, 21, 22]). While the geometric evolution of submanifolds has been extensively studied in the recent years, the situation is different when we consider motions of generalized possibly singular submanifolds. The simplest example of such objects are networks. Short time existence
results for geometric flows of triple junction clusters have been obtained by several authors (see [4, 9, 11, 12, 15, 26]). The motion of networks evolving by curvature has been extensively studied by Mantegazza-Novaga-et.al. (see [18, 19, 20, 23]). Here each curve of the network moves with normal velocity equal to its curvature and at the triple junctions the angles are fixed to be equal. The analysis of the long time behaviour shows that as \( t \to T_{\text{max}} \) the curvature is unbounded or the length of one (or more) of the curves of the network goes to zero. In our case, the curvature can not become unbounded as the Willmore energy is decreasing during the evolution. The second possibility is precisely one possible behaviour stated in our result. Since a non–degeneracy condition on the angles is needed for the well posedness of our flow, it is not surprising that the evolution of the angles plays a role in Theorem 1.3. An important aspect of the elastic flow of networks that we have not considered yet is the definition of the flow past singularities. To attack this problem a short time existence result for networks with junctions of order higher than three needs to be established. Finally we refer to [3] for numerical analysis and simulations for the elastic flow of networks.

After the completion of this paper we got aware of the work “Flow of elastic networks: long–time existence result” by Dall’Acqua, Lin, Pozzi, see [6] where the authors give a long time existence result under the hypothesis that smooth solutions exist for a uniform short time interval.

## 2 Elastic flow of networks

In the following we will denote by \( |x| \) the euclidean norm of a vector \( x \in \mathbb{R}^d \) with \( d \geq 1 \). All norms of function spaces are taken with respect to the euclidean norm.

**Definition 2.1.** A planar network \( \mathcal{N} \) is a connected set in the plane consisting of a finite union of regular curves \( \mathcal{N}^i \) that meet at their end–points in junctions. Each curve \( \mathcal{N}^i \) admits a regular \( C^1 \)–parametrisation, that is, a map \( \gamma^i : [0, 1] \to \mathbb{R}^2 \) of class \( C^1 \) with \( |\gamma^i_x| \neq 0 \) on \( [0, 1] \) and \( \gamma^i([0, 1]) = \mathcal{N}^i \).

**Definition 2.2.** Let \( k > 1 \) and \( 1 \leq p \leq \infty \) with \( p > \frac{1}{k-1} \). A network \( \mathcal{N} \) is of class \( C^k \) (or \( W^{k,p} \), respectively) if it admits a regular parametrisation of class \( C^k \) (or \( W^{k,p} \), respectively).

**Definition 2.3.** Consider two networks \( \mathcal{N} \) and \( \mathcal{\hat{N}} \) with regular parametrisation \( \gamma \) and \( \hat{\gamma} \) of class \( C^k \) (or \( W^{k,p} \), respectively). We say \( \mathcal{N} = \mathcal{\hat{N}} \) if they coincide as sets in \( \mathbb{R}^2 \) and if there exists a reparametrisation \( \sigma^i : [0, 1] \to [0, 1] \) with \( \sigma^i(0) = 0, \sigma^i(1) = 1 \) such that \( \gamma^i \circ \sigma^i = \hat{\gamma}^i \).

We restrict to networks with *triple* junctions. In particular we focus on two different topologies of planar networks (triods and Theta–networks) that can be regarded as prototypes of more general configurations.

**Definition 2.4.** A Theta–network \( \Theta \) is a network in \( \mathbb{R}^2 \) composed of three regular curves that intersect each other at their endpoints in two triple junctions.
of networks evolving by curvature has been extensively studied by Mantegazza-Novaga et al. (see [17, 18, 19, 22]).

Figure 3: A Theta–network

Definition 2.5. A triod $T$ is a planar network composed of three regular curves $T^i$ that meet at one triple junction and have the other endpoints fixed in the plane.

Moreover we will adapt the following convention. Every regular parametrisation $\gamma$ of a triod is such that the triple junction denoted by $O$ coincides with $\gamma^1(0) = \gamma^2(0) = \gamma^3(0)$ and $\gamma^i(1) = P^i$ with $i \in \{1, 2, 3\}$ are the three fixed distinct endpoints. Denoting by $\tau_1, \tau_2, \tau_3$ the unit tangent vectors to the three curves of a triod, we call $\alpha_3, \alpha_1$ and $\alpha_2$ the angle at the triple junctions between $\tau^1$ and $\tau^2$, $\tau^2$ and $\tau^3$, and $\tau^3$ and $\tau^1$, respectively.

Figure 4: A Triod

In the following we will consider a time dependent family of networks $(\mathcal{N}(t))_{t \in [0,T]}$ for some $T > 0$ that are parametrised by $\gamma = (\gamma^1, \ldots, \gamma^3)$ in a suitable regularity class and evolve according to the $L^2$–gradient flow of the elastic energy

$$E_\mu(\mathcal{N}) := \int_{\mathcal{N}} (k^2 + \mu) \, ds = \sum_i \int_{\mathcal{N}^i} ((k^i)^2 + \mu) \, ds^i$$  \hspace{1cm} (2.1)

with $\mu > 0$. Here $k^i$ and $s^i$ denote the curvature and arc–length parameter of $\gamma^i$, respectively. While the normal velocity

$$-A^i := - \left(2k^i_{ss} + (k^i)^3 - \mu k^i \right)$$  \hspace{1cm} (2.2)

of each curve is prescribed by the $L^2$–gradient of $E_\mu$ (at any point of the curve and at any time), we have some freedom in choosing the tangential velocity. In [13] it is discussed in
Given Definition 2.6. The initial values need to be elements of the respective trace space which is given by the intersection of Bochner spaces.

In fact, the flow is given as (see [13])

\[ \nu^i = -A^i \nu^i - T^i \tau^i \]

where \( \nu^i \) and \( \tau^i \) denote the unit normal and tangent vector of \( \gamma^i \), respectively. In fact, the flow is given as (see [13])

\[ \gamma_t^i = -2 \frac{\gamma_{xxxx}^i}{|\gamma_x^i|^4} + l.o.t., \]

where \( l.o.t. \) contains terms of order lower than four in \( \gamma^i \) and the highest order term \( \frac{\gamma_{xxxx}^i}{|\gamma_x^i|^4} \) ensures that the equation is parabolic as long as \( |\gamma_x^i| \) is uniformly bounded from above and below.

The motion equations (2.4) can be coupled with different boundary conditions. In [13] we prove (geometric) existence and uniqueness of the motion in several cases of constraints at the boundary provided that the initial datum is of class \( C^{4+\alpha}([0,1]) \) and satisfies the respective compatibility conditions. The result also justifies the special choice of the tangential velocity (2.3).

In this paper we focus our attention on networks evolving according to the elastic flow without restriction on the angles at the triple junction. Our proof of the long time existence Theorem 1.3 relies on a short time existence result in a Sobolev setting.

As we are considering a fourth order parabolic problem, the natural solution space is given by the intersection of Bochner spaces

\[ W_p^{1,4} \left( (0, T); L_p \left( (0, 1); \mathbb{R}^d \right) \right) \cap L_p \left( (0, T); W^{4\gamma}_p \left( (0, 1); \mathbb{R}^d \right) \right) =: W_p^{1,4} \left( (0, T) \times (0, 1); \mathbb{R}^d \right) \]

for \( T \) positive and \( p \in (1, \infty) \) large enough. We will often simply write \( W_p^{1,4} \left( (0, T) \times (0, 1) \right) \). The initial values need to be elements of the respective trace space which is given by the Sobolev Slobodeckij space \( W^{4\gamma-\gamma_p}_p \left( (0, 1); \mathbb{R}^d \right) \). In the case that \( 4 - \frac{\gamma}{p} \) is not an integer, this space coincides with the Besov space \( B^{4\gamma-\gamma_p}_p \left( (0, 1); \mathbb{R}^d \right) \).

**Definition 2.6.** Given \( d \geq 1, p \in [1, \infty) \) and \( \theta \in (0, 1) \) the **Slobodeckij seminorm** of an element \( f \in L_p \left( (0, 1); \mathbb{R}^d \right) \) is defined by

\[ [f]_{\gamma, p} := \left( \int_0^1 \int_0^1 \frac{|f(x) - f(y)|^{p}}{|x - y|^\theta p + 1} \, dx \, dy \right)^{1/p}. \]

Let \( s \in (0, \infty) \) be a non–integer. The Sobolev–Slobodeckij space \( W_p^s \left( (0, 1); \mathbb{R}^d \right) \) is defined by

\[ W_p^s \left( (0, 1); \mathbb{R}^d \right) := \left\{ f \in W_p^{[s]} \left( (0, 1); \mathbb{R}^d \right) : [f]_{s - [s], p} < \infty \right\}. \]
Remark 2.7. We will restrict to the case $p \in (5, \infty)$. Then by the Sobolev Embedding Theorem

$$W_p^{4-\alpha}((0,1);\mathbb{R}^2) \hookrightarrow C^{3+\alpha}([0,1];\mathbb{R}^2)$$

for $\alpha \in (0, 1 - 5/p)$ (see for instance [1, Theorem 4.12]). In particular, the boundary constraints for the initial network in Definition 2.9 and 3.1 should be understood pointwise.

For sake of presentation we first describe in details the case of the triod.

2.1 Elastic flow of a triod

Definition 2.8 (Elastic flow of a triod). Let $p \in (5, \infty)$ and $T > 0$. Let $T_0$ be a geometrically admissible initial triod with fixed endpoints $P^1, P^2, P^3$. A time dependent family of triods $(T(t))$ is a solution to the elastic flow with initial datum $T_0$ in $[0, T]$ if and only if there exists a collection of time dependent parametrisations

$$\gamma^i_n \in W_p^1(I_n; L_p((0,1);\mathbb{R}^2)) \cap L_p(I_n; W_p^4((0,1);\mathbb{R}^2)),$$

with $n \in \{0, \ldots, N\}$ for some $N \in \mathbb{N}$, $I_n := (a_n, b_n) \subset \mathbb{R}$, $a_n \leq a_{n+1}$, $b_n \leq b_{n+1}$, $a_n < b_n$ and $\bigcup_n (a_n, b_n) = (0, T)$ such that for all $n \in \{0, \ldots, N\}$ and $t \in I_n$, $\gamma_n(t) = (\gamma^1(t), \gamma^2(t), \gamma^3(t))$ is a regular parametrisation of $T(t)$. Moreover each $\gamma_n$ needs to satisfy the following system

$$\begin{cases}
\langle \gamma^i_1(t,x), \nu^i_1(t,x) \rangle \nu^i_1(t,x) = -A^i(t,x) \nu^i_1(t,x) & \text{motion}, \\
\gamma^1(t,0) = \gamma^2(t,0) = \gamma^3(t,0) & \text{concurrency condition}, \\
k^i(t,0) = 0 & \text{curvature condition}, \\
\sum_{i=1}^3 (2k^i_0, \nu^i_0 - \mu \tau^i_0) (t,0) = 0 & \text{third order condition}, \\
\gamma^i(t,1) = P^i & \text{fixed endpoints}, \\
k^i(t,1) = 0 & \text{curvature condition},
\end{cases} \tag{2.5}$$

for every $t \in I_n, x \in (0,1)$ and for $i \in \{1, 2, 3\}$. Finally we ask that $\gamma_n(0, [0,1]) = T_0$ whenever $a_n = 0$.

Definition 2.9. Let $p \in (5, \infty)$. A triod $T_0$ is a geometrically admissible initial network for system (2.5) if

- there exists a parametrisation $\sigma = (\sigma^1, \sigma^2, \sigma^3)$ of $T_0$ such that every curve $\sigma^i$ is regular and

$$\sigma^i \in W_p^{4-\alpha}((0,1);\mathbb{R}^2).$$

- the three curves meet in one triple junction with $k^i_0 = 0$,

$$\sum_{i=1}^3 (2k^i_0, \nu^i_0 - \mu \tau^i_0) = 0$$

and at least two curves form a strictly positive angle;

- each curve has zero curvature at its fixed endpoint.

Definition 2.10. A time dependent family of triods $(T(t))$ is a smooth solution to the elastic flow with initial datum $T_0$ in $(0, T]$ if and only if there exists a collection $\gamma_n$ of time dependent parametrisations with $n \in \{0, \ldots, N\}$ for some $N \in \mathbb{N}$, $I_n := (a_n, b_n) \subset \mathbb{R}$, $a_n \leq a_{n+1}$, $b_n \leq b_{n+1}$, $a_n < b_n$ and $\bigcup_n (a_n, b_n) = (0, T)$. For all $n \in \{0, \ldots, N\}$ and $t \in I_n$, $\gamma_n(t) =$
$(\gamma^1(t), \gamma^2(t), \gamma^3(t))$ is a regular parametrisation of $\mathbb{T}(t)$ satisfying (2.5). Moreover we require $a_1 > 0$ and

$$\gamma^i_n \in C^\infty(T_0 \times [0, 1]; \mathbb{R}^2)$$

for all $n \in \{1, \ldots, N\}$ and further for all $\epsilon \in (0, b_0)$

$$\gamma^i_0 \in W^1_p((a_0, b_0); L_p((0, 1); \mathbb{R}^2)) \cap L_p((a_0, b_0); W^3_p((0, 1); \mathbb{R}^2)) \cap C^\infty ([\epsilon, b_0] \times [0, 1]; \mathbb{R}^2) .$$

### 3 Short time existence of the Analytic Problem in Sobolev spaces

We now pass from the geometric problem to a system of PDEs that we call “Analytic Problem”. The curves are now described in terms of parametrisations. Moreover the tangential component of the velocity is fixed to be $T$ which is defined in (2.3).

**Definition 3.1** (Admissible initial parametrisation). Let $p \in (5, \infty)$. A parametrisation $\varphi = (\varphi^1, \varphi^2, \varphi^3)$ of an initial triod $T_0$ is an admissible initial parametrisation for system (3.2) if

- each curve $\varphi^i$ is regular and $\varphi^i \in W^{4-\frac{1}{p}}_p((0, 1); \mathbb{R}^2)$ for $i \in \{1, 2, 3\}$;

- the network is non degenerate in the sense that $\text{span}\{\nu^1_0(0), \nu^2_0(0), \nu^3_0(0)\} = \mathbb{R}^2$;

- the compatibility conditions for system (3.2) are fulfilled, namely the parametrisations $\varphi^i$ satisfy the concurrency, second and third order condition at $y = 0$ and the second order condition at $y = 1$.

**Definition 3.2.** Let $T > 0$ and $p \in (5, \infty)$. Given an admissible initial parametrisation $\varphi$ the time dependent parametrisation $\gamma = (\gamma^1, \gamma^2, \gamma^3)$ is a solution of the Analytic Problem with initial value $\varphi$ in $[0, T]$ if

$$\gamma \in W^1_p((0, T); L_p((0, 1), (\mathbb{R}^2)^3)) \cap L_p((0, T); W^4_p((0, 1), (\mathbb{R}^2)^3)) =: E_T ,$$

the curve $\gamma^i(t)$ is regular for all $t \in [0, T]$ and the following system is satisfied for almost every $t \in (0, T), x \in (0, 1)$ and for $i \in \{1, 2, 3\}$.

$$\begin{align*}
\gamma^i_t(t, x) &= -A^i(t, x)\nu^i(t, x) - T^i(t, x)\tau^i(t, x) \quad \text{motion,} \\
\gamma^1(t, 0) &= \gamma^2(t, 0) = \gamma^3(t, 0) \\
\gamma^i(t, 1) &= \varphi^i(1) \\
\gamma^i_{xx}(t, y) &= 0 \quad \text{for } y \in \{0, 1\} \quad \text{second order condition,} \\
\sum_{i=1}^{3} (2k^i\nu^i - \mu \tau^i)(t, 0) &= 0 \quad \text{third order condition,} \\
\gamma^i(0, x) &= \varphi^i(x) \quad \text{initial condition.}
\end{align*}$$

(3.2)

To prove existence and uniqueness of a solution to (3.2) in $E_T$ for some (possibly small) positive time $T$ we follow the same strategy we used in [13] based on a fixed point argument. Due to the different function space setting some arguments need to be revised.
3.1 Existence of a unique solution to the linearised system

Linearising the highest order term of the motion equation of system (3.2) around the fixed initial parametrisation \( \varphi \) we get

\[
\gamma_i^t + \frac{2}{|\varphi_x|^4} \gamma_{xxxx}^i = \left( \frac{2}{|\varphi_x|^4} - \frac{2}{\gamma_x^4} \right) \gamma_{xxxx}^i + \tilde{f}^i(\gamma_{xxxx}^i, \gamma_{xx}^i, \gamma_x^i) =: f^i(\gamma_{xxxx}^i, \gamma_{xx}^i, \gamma_x^i, \gamma_{xx}^i). 
\]

(3.3)

The linearised version of the third order condition takes the form

\[
- \sum_{i=1}^{3} \frac{1}{|\varphi_x(0)|^3} \langle \gamma_{xxxx}^i, \nu_0^i \rangle \nu_0^i = - \sum_{i=1}^{3} \frac{1}{|\varphi_x|^3} \langle \gamma_{xxxx}^i, \nu_0^i \rangle \nu_0^i + \sum_{i=1}^{3} \left( \frac{1}{|\varphi_x|^3} \langle \gamma_{xxxx}^i, \nu_0^i \rangle \nu_0^i + h^i(\gamma_x^i) \right) =: b(\gamma). 
\]

(3.4)

All the other conditions are already linear. The linearised system associated to (3.2) is

\[
\begin{cases}
\gamma_i^t(t, x) + \frac{2}{|\varphi_x|^4} \gamma_{xxxx}^i(t, x) = f^i(t, x) & \text{motion}, \\
\gamma_i^1(t, 0) - \psi^2(t, 0) = 0 & \text{concurrency}, \\
\gamma_i^1(t, 0) - \psi^3(t, 0) = 0 & \text{concurrency}, \\
\psi^1(t, 1) = \varphi^1(1) & \text{fixed endpoints}, \\
\gamma_x^i(t, y) = 0 & \text{second order}, \\
- \sum_{i=1}^{3} \frac{1}{|\varphi_x(0)|^3} \langle \gamma_{xxxx}^i(t, 0), \nu_0^i(0) \rangle \nu_0^i(0) = b(t, 0) & \text{third order}, \\
\gamma_i^i(0, x) = \psi^i(x) & \text{initial condition}
\end{cases}
\]

for \( i \in \{1, 2, 3\}, t \in (0, T), x \in (0, 1) \) and \( y \in \{0, 1\} \). Here \((f, b, \psi)\) is a general right hand side with \( \psi \) satisfying the linear compatibility conditions with respect to \( b \).

Remark 3.3. Integration with respect to the volume element on the 0–dimensional manifold \( \{0\} \) is given by integration with respect to the counting measure, see for example [16, page 406]. Given \( p \in [1, \infty) \) we will identify the space

\[ L^p \left( \{0\}; \mathbb{R}^2 \right) := \left\{ f : \{0\} \to \mathbb{R}^2 : \int_{\{0\}} |f|^p \, d\sigma = |f(0)|^p < \infty \right\} \]

with \( \mathbb{R}^2 \) via the isometric isomorphism \( I : L_p \left( \{0\}; \mathbb{R}^2 \right) \to \mathbb{R}^2, f \mapsto f(0) \). As this operator restricts to \( I : W_p^s \left( \{0\}; \mathbb{R}^2 \right) \to \mathbb{R}^2 \) for every \( s > 0 \), we have an isometric isomorphism

\[ W_p^{1/4 - 1/4p} \left( (0, T); L_p \left( \{0\}; \mathbb{R}^2 \right) \right) \cap L_p \left( (0, T); W_p^{1-1/p} \left( \{0\}; \mathbb{R}^2 \right) \right) \simeq W_p^{1/4 - 1/4p} \left( (0, T); \mathbb{R}^2 \right) \]

via the map \( f \mapsto (t \mapsto f(t, 0)) \). We will use this identification in the following.

Definition 3.4. [Linear compatibility conditions] A function \( \psi \in W_p^{1/4 - 1/p}((0, 1); (\mathbb{R}^2)^3) \) with \( p \in (5, \infty) \) satisfies the linear compatibility conditions for system (3.5) with respect to \( b \in W_p^{1/4 - 1/4p} \left( (0, T); \mathbb{R}^2 \right) \) if for \( i, j \in \{1, 2, 3\} \) it holds \( \psi^i(0) = \varphi^j(0), \psi_{xx}^i(0) = 0, \psi^i(1) = \varphi^j(1), \psi_{xx}^i(1) = 0 \) and

\[- \sum_{i=1}^{3} \frac{1}{|\varphi_x(0)|^3} \langle \psi_{xxxx}^i(0), \nu_0^i(0) \rangle \nu_0^i(0) = b(0, 0).\]
Theorem 3.5. Let $p \in (5, \infty)$. For every $T > 0$ the system (3.5) admits a unique solution $\gamma \in E_T$ provided that

- $f^i \in L_p((0, T); L_p((0, 1); \mathbb{R}^2))$ for $i \in \{1, 2, 3\}$;
- $b \in W^{1/4-1/4p}_{p}((0, T); \mathbb{R}^2)$;
- $\psi \in W^{4-4/p}_{p}((0, 1); (\mathbb{R}^2)^3)$ and
- $\psi$ satisfies the linear compatibility conditions 3.4 with respect to $b$.

Moreover, for all $T > 0$ there exists a constant $C(T) > 0$ such that all solutions satisfy the inequality

$$
\|\gamma\|_{E_T} \leq C(T) \left( \sum_{i=1}^{3} \|f^i\|_{L_p((0,T);L_p((0,1);\mathbb{R}^2))} + \|b\|_{W^{1/4-1/4p}_{p}((0,T);\mathbb{R}^2)} + \|\psi\|_{W^{4-4/p}_{p}((0,1);(\mathbb{R}^2)^3)} \right).
$$

(3.6)

Proof. The theorem follows from [28, Theorem 5.4] as the system (3.5) is parabolic and the Lopatinskii–Shapiro condition is satisfied. These two properties are proven in [13, Section 3.3.2].

As a consequence of Theorem 3.5 we have the following

Lemma 3.6. Given $p \in (5, \infty)$ and $T$ positive we define

$E_T := \{ \gamma \in E_T \text{ such that for } i \in \{1, 2, 3\}, t \in (0, T), y \in \{0, 1\} \text{ it holds} \\
\gamma^1(t, 0) = \gamma^2(t, 0) = \gamma^3(t, 0), \gamma^i(t, 1) = \varphi^i(1), \gamma^i_{xx}(t, y) = 0 \} \\
F_T := \{(f, b, \psi) \in L_p((0, T); L_p((0, 1); (\mathbb{R}^2)^3)) \times W^{1/4-1/4p}_{p}((0, T); \mathbb{R}^2) \times W^{4-4/p}_{p}((0, 1); (\mathbb{R}^2)^3) \\
such that the linear compatibility conditions hold \}$.

The map $L_T : E_T \rightarrow F_T$ defined by

$$
L_T(\gamma) := \left( \begin{array}{c}
\gamma^1 + \frac{2}{|\varphi^1|} \gamma^1_{xxx} \\
\sum_{i=1}^{3} \frac{1}{|\varphi^i|} \left( \gamma^i_{xxx}, \nu_0^i \right)_{|x=0} \end{array} \right)
$$

is a continuous isomorphism.

3.2 Uniform in time estimates

To obtain uniform in time estimates we need to change norms.

Theorem 3.7. Let $T$ be positive, $p \in (5, \infty)$ and $\alpha \in (0, 1 - 5/p]$. We have continuous embeddings

$$
W^{1,4}_{p}((0, T) \times (0, 1)) \hookrightarrow BUC \left([0, T]; W^{4-4/p}_{p}((0, 1)) \right) \hookrightarrow BUC \left([0, T]; C^{3+\alpha}((0, 1)) \right).
$$

Proof. The first embedding follows from [2, Chapter III, Theorem 4.10.2], the second is an immediate consequence of the Sobolev Embedding Theorem, see for example [1, Theorem 4.12].

$\square$
Proposition 3.8. Let $T$ be positive, $p \in (5, \infty)$ and $\theta \in \left( \frac{1+1/p}{5/p}, 1 \right)$. Then
\[ W^{1,4}_p ((0, T) \times (0, 1)) \hookrightarrow C^{(1-\theta)(1-\theta/p)} ([0, T]; C^1 ([0, 1])) \]
with continuous embedding.

Proof. By [27, Corollary 26], $W^1_p ((0, T); L^p ((0, 1))) \hookrightarrow C^{1-\theta/p} ([0, T]; L^p ((0, 1)))$. A direct calculation shows that for all Banach spaces $X_0$, $X_1$ and $Y$ such that $X_0 \cap X_1 \subset Y$ and $\|y\|_Y \leq C \|y\|_{X_0}^{1-\theta} \|y\|_{X_1}^\theta$, for all $y \in X_0 \cap X_1$, one has the continuous embedding
\[ BUC ([0, T]; X_1) \cap C^\alpha ([0, T]; X_0) \hookrightarrow C^{(1-\theta)\alpha} ([0, T]; Y). \]
For all $\theta \in (0, 1)$ the real interpolation method gives
\[ W^{\theta(4-\theta/p)}_p ((0, 1)) = \left( L_p ((0, 1)); W^{4-\theta/p}_p ((0, 1)) \right)_{\theta, p} \]
and hence using Theorem 3.7 the arguments above imply for all $\theta \in (0, 1)$,
\[ W^{1,4}_p ((0, T) \times (0, 1)) \hookrightarrow C^{(1-\theta)(1-\theta/p)} ([0, T]; W^{\theta(4-\theta/p)}_p ((0, 1))). \]
The assertion now follows from the Sobolev Embedding Theorem.

Corollary 3.9. Let $p \in (5, \infty)$. For every $T > 0$,
\[ \|g\|_{W^{1,4}_p ((0, T) \times (0, 1))} := \|g\|_{W^{1,4}_p ((0, T) \times (0, 1))} + \|g(0)\|_{W^{4-\theta/p}_p ((0, 1))} \]
defines a norm on $W^{1,4}_p ((0, T) \times (0, 1))$ that is equivalent to the usual one.

Lemma 3.10. Let $T$ be positive and $p \in (5, \infty)$. There exists a linear operator
\[ E : W^{1,4}_p ((0, T) \times (0, 1)) \rightarrow W^{1,4}_p ((0, \infty) \times (0, 1)) \]
such that for all $g \in W^{1,4}_p ((0, T) \times (0, 1))$, $(Eg)_{|0,T}) = g$ and
\[ \|Eg\|_{W^{1,4}_p ((0, \infty) \times (0, 1))} \leq C_p \left( \|g\|_{W^{1,4}_p ((0, T) \times (0, 1))} + \|g(0)\|_{W^{4-\theta/p}_p ((0, 1))} \right) = C_p \|g\|_{W^{1,4}_p ((0, T) \times (0, 1))} \]
with a constant $C_p$ depending only on $p$.

Proof. In the case that $g(0) = 0$, the function $g$ can be extended to $(0, \infty)$ by reflecting it with respect to the axis $t = T$. The general statement can be deduced from this case by solving a linear parabolic equation of fourth order and using results on maximal regularity as given in [25, Proposition 3.4.3].

Applying $E$ to every component we obtain an extension operator on $W^{1,4}_p ((0, T) \times (0, 1) ; \mathbb{R}^d)$ for $d \geq 1$. The following Lemma is an immediate consequence of the Sobolev Embedding Theorem [1, Theorem 4.12].

Lemma 3.11. Let $p \in (5, \infty)$. For every positive $T$,
\[ \|b\|_{W^{1/p-1/4p}_p ((0, T) ; \mathbb{R})} := \|b\|_{W^{1/p-1/4p}_p ((0, T) ; \mathbb{R})} + |b(0)| \]
defines a norm on $W^{1/p-1/4p}_p ((0, T) ; \mathbb{R})$ that is equivalent to the usual one.
Lemma 3.12. Let $T$ be positive and $p \in (5, \infty)$. There exists a linear operator  

$$E : W_p^{1/4-1/4p}((0,T);\mathbb{R}) \to W_p^{1/4-1/4p}((0,\infty);\mathbb{R})$$

such that for all $b \in W_p^{1/4-1/4p}((0,T);\mathbb{R})$, $(Eb)|_{(0,T)} = b$ and  

$$\|Eb\|_{W_p^{1/4-1/4p}((0,\infty);\mathbb{R})} \leq C_p \left(\|b\|_{W_p^{1/4-1/4p}((0,T);\mathbb{R})} + |b(0)|\right) = C_p\|b\|_{W_p^{1/4-1/4p}((0,T);\mathbb{R})}$$

with a constant $C_p$ depending only on $p$.

Proof. In the case $b(0) = 0$ the operator obtained by reflecting the function with respect to the axis $t = T$ has the desired properties. The general statement can be deduced from this case using surjectivity of the temporal trace $|t=0 : W_p^{1/4-1/4p}((0,\infty);\mathbb{R}) \to \mathbb{R}$.

As a consequence for every positive $T$ the spaces $\mathbb{E}_T$ and $\mathbb{F}_T$ endowed with the norms  

$$\|\gamma\|_{\mathbb{E}_T} := \|\gamma\|_{W_p^{1/4}((0,T) \times (0,1);(\mathbb{R}^2)^3)} = \|\gamma\|_{W_p^{1/4}((0,T) \times (0,1);(\mathbb{R}^2)^3)} + \|\gamma(0)\|_{W_p^{4-4p}((0,1);(\mathbb{R}^2)^3)}$$

and  

$$\|(f,b,\psi)\|_{\mathbb{F}_T} := \|f\|_{L_p((0,T);L_p((0,1);(\mathbb{R}^2)^3))} + \|b\|_{W_p^{1/4-1/4p}((0,T);\mathbb{R})} + \|\psi\|_{W_p^{4-4p}((0,1);(\mathbb{R}^2)^3)},$$

respectively, are Banach spaces. Given a linear operator $A : \mathbb{F}_T \to \mathbb{E}_T$ we let  

$$\|A\|_{\mathcal{L}(\mathbb{F}_T,\mathbb{E}_T)} := \sup\{\|A(f,b,\psi)\|_{\mathbb{E}_T} : (f,b,\psi) \in \mathbb{F}_T, \|(f,b,\psi)\|_{\mathbb{F}_T} \leq 1\}.$$

Lemma 3.13. Let $p \in (5, \infty)$. For all $T_0 > 0$ there exists a constant $c(T_0, p)$ such that  

$$\sup_{T \in (0,T_0]} \left\|L_T^{-1}\right\|_{\mathcal{L}(\mathbb{F}_T,\mathbb{E}_T)} \leq c(T_0, p).$$

Proof. Let $T \in (0,T_0]$ be arbitrary, $(f,b,\psi) \in \mathbb{F}_T$ and $E_{T_0}b := (Eb)|_{(0,T_0)}$ where $E$ is the extension operator defined in Lemma 3.12. Extending $f$ by 0 to $E_{T_0}f \in L_p((0,T_0);L_p((0,1)))$ we observe that $(E_{T_0}f, E_{T_0}b, \psi)$ lies in $\mathbb{F}_{T_0}$. As $L_T$ and $L_{T_0}$ are isomorphisms, there exist unique $\gamma \in \mathbb{E}_T$ and $\tilde{\gamma} \in \mathbb{E}_{T_0}$ such that $L_T\gamma = (f,b,\psi)$ and $L_{T_0}\tilde{\gamma} = (E_{T_0}f, E_{T_0}b, \psi)$ satisfying  

$$L_T\gamma = (f,b,\psi) = (E_{T_0}f, E_{T_0}b, \psi)|_{(0,T)} = (L_{T_0}\tilde{\gamma})|_{(0,T)} = L_T(\tilde{\gamma}|_{(0,T)})$$

and thus $\gamma = \tilde{\gamma}|_{(0,T)}$. Using Lemma 3.6 and the equivalence of norms on $\mathbb{E}_{T_0}$ this implies  

$$\left\|L_{T_0}^{-1}(f,b,\psi)\right\|_{\mathbb{E}_{T_0}} = \left\|L_{T_0}^{-1}(E_{T_0}f, E_{T_0}b, \psi)\right\|_{\mathbb{E}_{T_0}} \leq c(T_0, p) \left\|L_{T_0}^{-1}(E_{T_0}f, E_{T_0}b, \psi)\right\|_{\mathbb{E}_{T_0}} \leq c(T_0, p) \left\|(E_{T_0}f, E_{T_0}b, \psi)\right\|_{\mathbb{F}_{T_0}} \leq c(T_0, p) \left\|f\right\|_{L_p((0,T);L_p((0,1)))} + \|b\|_{W_p^{1/4-1/4p}((0,T);\mathbb{R})} + \|\psi\|_{W_p^{4-4p}((0,1);\mathbb{R})}.$$
Lemma 3.14. Let $p \in (5, \infty)$ and $T_0$ be positive. There exist constants $C(p)$ and $C(T_0, p)$ such that for all $T \in (0, T_0]$ and all $g \in W^{1,4}_p ((0, T) \times (0, 1))$,

$$\|g\|_{BUC([0,T];C^3((0,1)))} \leq C(p) \|g\|_{BUC([0,T];W^{1,4-4/p}_p((0,1)))} \leq C(T_0, p) \|g\|_{W^{1,4}_p((0,T)\times(0,1))}.$$  

Proof. Let $T \in (0, T_0]$ be arbitrary, $g \in W^{1,4}_p ((0, T) \times (0, 1))$ and $Eg$ the extension according to Lemma 3.10. Then $(Eg)_{(0,T_0]}$ lies in $W^{1,4}_p ((0, T_0) \times (0, 1))$ and Theorem 3.7 implies

$$\|g\|_{BUC([0,T];W^{1,4-4/p}_p((0,1)))} \leq \|(Eg)_{(0,T_0]}\|_{BUC([0,T];W^{1,4-4/p}_p((0,1)))} \leq C(T_0, p) \|\|\|g\|_{W^{1,4}_p((0,T)\times(0,1))} \leq C(T_0, p) \|g\|_{W^{1,4}_p((0,T)\times(0,1))}.$$  

The first inequality follows from the Sobolev Embedding Theorem. □

Lemma 3.15. Let $p \in (5, \infty)$, $\theta \in \left(\frac{1+\frac{1}{p}}{1-\frac{1}{p}}, 1\right)$ and $T_0$ be positive. There exists a constant $C(T_0, p, \theta)$ such that for all $T \in (0, T_0]$ and all $g \in W^{1,4}_p ((0, T) \times (0, 1))$,

$$\|g\|_{C^{(1-\theta)(1-1/p)}([0,T];C^1((0,1)))} \leq C(T_0, p, \theta) \|g\|_{W^{1,4}_p((0,T)\times(0,1))}.$$  

Proof. Similarly to the previous proof it holds for $T \in (0, T_0]$ and $g \in W^{1,4}_p ((0, T) \times (0, 1))$,

$$\|g\|_{C^{(1-\theta)(1-1/p)}([0,T];C^1((0,1)))} \leq \|(Eg)_{(0,T_0]}\|_{C^{(1-\theta)(1-1/p)}([0,T_0];C^1((0,1)))} \leq C(T_0, p, \theta) \|\|\|g\|_{W^{1,4}_p((0,T)\times(0,1))} \leq C(T_0, p, \theta) \|g\|_{W^{1,4}_p((0,T)\times(0,1))}.$$  

□

For $T$ positive and $p \in (5, \infty)$ we consider the complete metric spaces

$$E^T_\varphi := \{ \gamma \in E_T \text{ such that } \gamma|_{t=0} = \varphi \},$$

$$E^T_{f,b} := \{(f, b) \text{ such that } (f, b, \varphi) \in F_T \} \times \{\varphi\}.$$  

Given a positive time $T$ and a radius $M$ we let

$$\overline{B_M} := \{ \gamma \in E_T : \|\gamma\|_{E_T} \leq M \}.$$  

Lemma 3.16. Let $p \in (5, \infty)$ and $T_0, M$ be positive and

$$c := \frac{1}{2} \min_{i \in \{1,2,3\}} \inf_{x \in [0,1]} |\varphi_i^1(x)| > 0.$$  

There exists a time $\tilde{T}(c, M) \in (0, T_0]$ such that for all $\gamma \in E^T_\varphi \cap \overline{B_M}$ with $T \in (0, \tilde{T}(c, M))$ and all $i \in \{1, 2, 3\}$ we have

$$\inf_{t \in [0,T], x \in [0,1]} |\gamma_i^1(t, x)| \geq c.$$  
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In particular the curves \( \gamma^i(t) \) are regular for all \( t \in [0, T] \). Moreover, given a polynomial \( p \) in \( |\gamma^i_0|^{-1} \) there exists a constant \( C^i > 0 \) depending on \( c \) such that

\[
\sup_{t \in [0,T], x \in [0,1]} \left| p \left( \frac{1}{|\gamma^i_t|} \right) \right| \leq C^i \left( c \right).
\]

**Proof.** Let \( \theta \in \left( \frac{1+1/\rho}{4-1/\rho}, 1 \right) \) be fixed and \( \alpha := (1 - \theta) (1 - 1/p) \). Given \( T \in (0, T_0] \) and \( \gamma \in E^p_T \cap B_M \) we have for \( i \in \{ 1, 2, 3 \}, t \in [0, T], x \in [0, 1] \),

\[
|\gamma^i_x(t, x)| \geq |\varphi^i_x(x)| - |\gamma^i_x(t, x) - \gamma^i_x(0, x)| \geq 2e - \|\gamma^i(t) - \gamma^i(0)\|_{C^1([0,1])}.
\]

Lemma 3.15 implies for all \( t \in [0, T] \),

\[
\|\gamma^i(t) - \gamma^i(0)\|_{C^1([0,1])} \leq t^\alpha \|\gamma^i\|_{C^\infty([0,T]; C^1([0,1]))} \leq T^\alpha_C (T_0, p) \|\gamma\|_{\mathcal{E}_T} \leq T^\alpha_M C (T_0, p).
\]

The claim follows considering \( \tilde{T} \) so small that \( T^\alpha_M C (T_0, p) \leq c \). \( \square \)

### 3.3 Contraction estimates

In the following we let \( T_0 \equiv 1 \) and \( \tilde{T} = \tilde{T}(c, M) \in (0, 1] \) be as in Lemma 3.16. Given \( T \in (0, \tilde{T}(c, M)] \) and \( p \in (5, \infty) \) we consider the mappings

\[
N_{T,1} : \begin{cases}
E^p_T \cap B_M & \rightarrow L_p((0,T); L_p((0,1); (\mathbb{R}^2)^3)), \\
\gamma & \mapsto f(\gamma) := (f^i(\gamma^i))_{i \in \{1, 2, 3\}}, \\
N_{T,2} : E^p_T \cap B_M & \rightarrow W^{1/4-1/4p}_p ((0,T); \mathbb{R}^2), \\
\gamma & \mapsto b(\gamma),
\end{cases}
\]

where the functions \( f^i(\gamma^i) := f^i(\gamma^i_{xxxx}, \gamma^i_{xzz}, \gamma^i_{xxz}, \gamma^i_{zzx}) \) and \( b(\gamma) := b(\gamma_{xxx}, \gamma_{xzx}) \) are defined in § 3.1.

**Proposition 3.17.** Let \( p \in (5, \infty) \) and \( M \) be positive. For every \( T \in (0, \tilde{T}(c, M)] \) the map \( N_{T,1} \) is well defined and there exists a constant \( \sigma \in (0, 1) \) and a constant \( C \) depending on \( c \) and \( M \) such that for all \( \gamma, \tilde{\gamma} \in E^p_T \cap B_M \),

\[
\|N_{T,1}(\gamma) - N_{T,1}(\tilde{\gamma})\|_{L_p((0,T); L_p((0,1); (\mathbb{R}^2)^3))} \leq C (c, M) T^\sigma \|\gamma - \tilde{\gamma}\|_{\mathcal{E}_T}.
\]

**Proof.** Given \( \gamma \in E^p_T \cap B_M \) every component \( f^i(\gamma^i) \) is of the form

\[
f^i(\gamma^i) = \left( \frac{2}{|\varphi^i_x|^4} - \frac{2}{|\gamma^i_x|^4} \right) \gamma^i_{xxxx} + p \left( \frac{1}{|\gamma^i_x|^4}, \gamma^i_x, \gamma^i_{xx}, \gamma^i_{xxx} \right),
\]

where \( p \) is a polynomial. The precise formula is given in [13, Lemma 3.23]. Denoting by \( p \) any polynomial that may change from line to line the Lemmata 3.14 (with \( T_0 \equiv 1 \)) and 3.16 imply for \( \gamma \in E^p_T \cap B_M \) with constants \( C > 0 \) depending on \( c \) and some \( k > 0 \),

\[
\left\| p \left( \frac{1}{|\gamma^i_x|^4}, \gamma^i_x, \gamma^i_{xx}, \gamma^i_{xxx} \right) \right\|^p_{L_p((0,T); L_p((0,1)))} = \int_0^T \int_0^1 \left\| p \left( \frac{1}{|\gamma^i_x|^4}, \gamma^i_x, \gamma^i_{xx}, \gamma^i_{xxx} \right) (t, x) \right\|^p \, dx \, dt \leq TC(c) \left( \|\gamma^i\|_{BUC([0,T]; C^3([0,1]; \mathbb{R}^2))}^k + 1 \right) \leq TC(c) \left( \|\gamma^i\|_{W^{1/4}_p([0,T] \times (0,1); \mathbb{R}^2)}^k + 1 \right) \leq TC(c) \left( \|\gamma^i\|_{\mathcal{E}_T}^k + 1 \right) \leq TC(c) \left( M^k + 1 \right).
\]
And similarly,

\[
\left\| \frac{2}{|\varphi_x^2|} - \frac{2}{|\gamma_x^2|} \right\|_{L^p((0,T);L^p((0,1);\mathbb{R}^2))}^p = \int_0^T \int_0^1 \left\| \frac{2}{|\varphi_x^2|} - \frac{2}{|\gamma_x^2|} \right\|^p |\gamma_x^{xxxx}|^p \, dx \, dt \\
\leq C \left( \sup_{x \in [0,1]} \frac{1}{|\varphi_x^4|} + \sup_{t \in [0,T], x \in [0,1]} \frac{1}{|\gamma_x^4|} \right) \int_0^T \int_0^1 |\gamma_x^{xxxx}|^p \, dx \, dt \\
\leq C(c) \left\| \gamma_x^{xxxx} \right\|_{L^p((0,T);L^p((0,1);\mathbb{R}^2))}^p \leq C(c) \left\| \gamma_x \right\|_{W^{1,4}_p((0,T) \times (0,1);\mathbb{R}^2)}^p \leq C(c) M^p.
\]

This shows that \( N_{T,1} \) is well defined.

To prove that \( N_{T,1} \) is Lipschitz continuous we let \( \gamma \) and \( \tilde{\gamma} \) in \( E_T^p \cap \overline{B_M} \) be fixed. All detailed formulas are given in [13, Proposition 3.28]. The highest order term is of the form

\[
|\varphi_x^i - \gamma_x^i| \left( \gamma_x^{xxxx} - \tilde{\gamma}_x^{xxxx} \right) \| \left( \frac{1}{|\varphi_x^2|}, \frac{1}{|\gamma_x^2|} \right) \left( \tilde{\gamma}_x^{xxxx} \right)
\]

and can be estimated as follows using Lemma 3.16 and Lemma 3.15 with some fixed coefficient \( \theta \in \left( \frac{1}{1+\frac{\rho}{2}}, 1 \right) \) and \( \alpha := (1-\theta)(1-\frac{1}{p}) \):

\[
\left\| \left| \varphi_x^i - \gamma_x^i \right| \left( \gamma_x^{xxxx} - \tilde{\gamma}_x^{xxxx} \right) \right\|_{L^p((0,T);L^p((0,1);\mathbb{R}^2))} \leq C(c) \sup_{t \in [0,T], x \in [0,1]} \left| \varphi_x^i(x) - \gamma_x^i(t,x) \right| \| \gamma_x^{xxxx} - \tilde{\gamma}_x^{xxxx} \|_{L^p((0,T);L^p((0,1);\mathbb{R}^2))} \\
\leq C(c) T^\alpha \| \gamma_x^i(t,x) - \gamma_x^i(0,x) \|_{C^1([0,1];\mathbb{R}^2)} \left\| \gamma_x - \tilde{\gamma}_x \right\|_{E_T} \leq C(c) T^\alpha \| \gamma_x \|_{W^{1,4}_p((0,T) \times (0,1);\mathbb{R}^2)} \left\| \gamma_x - \tilde{\gamma}_x \right\|_{E_T} \leq C(c) M T^\alpha \left\| \gamma_x - \tilde{\gamma}_x \right\|_{E_T}.
\]

Similarly,

\[
\left\| \left| \tilde{\gamma}_x^i - \gamma_x^i \right| \right\|_{L^p((0,T);L^p((0,1);\mathbb{R}^2))} \leq C(c) \sup_{t \in [0,T], x \in [0,1]} \left| \gamma_x^i - \tilde{\gamma}_x^i \right| \| \gamma_x - \tilde{\gamma}_x \|_{E_T} \\
\leq C(c) M \sup_{t \in [0,T], x \in [0,1]} \left| \gamma_x^i(t,x) - \tilde{\gamma}_x^i(t,x) \right| \left( \gamma_x^i(0,x) - \tilde{\gamma}_x^i(0,x) \right) \\
\leq C(c) M T^\alpha \left\| \gamma_x^i(t) - \tilde{\gamma}_x^i(t) \right\|_{C^1([0,1];\mathbb{R}^2)} \leq C(c) M T^\alpha \left\| \gamma_x^i \right\|_{C^1([0,T];C^1([0,1];\mathbb{R}^2))} \leq C(c) M T^\alpha \left\| \gamma_x - \tilde{\gamma}_x \right\|_{E_T}.
\]

By the proof of [13, Proposition 3.28] all the other terms of \( f^i(\gamma^i) - f^i(\tilde{\gamma}^i) \) are of the form

\[
\sum_{j=1}^2 p_j \left( \gamma_x^i, \gamma_x^{xx}, \gamma_x^{xxx}, |\gamma_x^{i}|^{-1}, \gamma_x^{i}, \gamma_x^{xx}, \gamma_x^{xxx}, |\gamma_x^{i}|^{-1} \right) (a - \tilde{a})^j
\]

where \( p_j \) is a polynomial and \( (a - \tilde{a})^j \) is either equal to the \( j \)-th component of \( \partial_k^j \gamma_x^i - \partial_k^j \tilde{\gamma}_x^i \) for \( k \in \{1, 2, 3\} \) or equal to \( |\gamma_x^{i}|^{-l} - |\gamma_x^{i}|^{-l} \) with a natural number \( l \geq 1 \). Using 3.14 with \( T \equiv 1 \)
the polynomial can be estimated in supremum norm with respect to time and space by
\[ C(c) \| \gamma^i \|_{BUC([0,T];C^3([0,1];\mathbb{R}^2))} \| \tilde{\gamma}^i \|_{BUC([0,T];C^3([0,1];\mathbb{R}^2))} \leq C(c) M^{n+\tilde{m}} \]
for some natural numbers \( m \) and \( \tilde{m} \in \mathbb{N} \). Moreover for \( k \in \{1, 2, 3\} \),
\[
\sup_{t \in [0,T], x \in [0,1]} \left| \partial^k_x \gamma^i(t, x) - \partial^k_x \tilde{\gamma}^i(t, x) \right| \leq \| \gamma^i - \tilde{\gamma}^i \|_{BUC([0,T];C^3([0,1];\mathbb{R}^2))} \leq C \| \gamma - \tilde{\gamma} \|_{L^2}.
\]
and by an identity given in the proof of [13, Proposition 3.28],
\[
\sup_{t \in [0,T], x \in [0,1]} \left( |\gamma_x^i|^{-1} - |\tilde{\gamma}_x^i|^{-1} \right) = \sup_{t \in [0,T], x \in [0,1]} \left( |\gamma_x^i| - |\tilde{\gamma}_x^i| \right) p \left( |\gamma_x^i|^{-1}, |\tilde{\gamma}_x^i|^{-1} \right) \leq C \| \gamma - \tilde{\gamma} \|_{L^2}.
\]
This shows the estimate
\[
\| p_j \left( \gamma_x^i, \gamma_x^i, \gamma_x^i, \gamma_x^i, \gamma_x^i, \gamma_x^i, \gamma_x^i, \gamma_x^i \right) (a - \tilde{a})^2 \|_{L_p((0,T);L_p(0,1))} \leq TC(c, M) \| \gamma - \tilde{\gamma} \|_{L^2}.
\]
To prove the analogous result for the boundary term we make use of the following Lemma.

**Lemma 3.18.** Let \( p \in (1, \infty), d \geq 1, T \) be positive and \( 0 < \alpha < \beta < 1 \). Then
\[ C^\beta ([0, T]; \mathbb{R}^d) \hookrightarrow W_p^\alpha \left((0, T); \mathbb{R}^d\right) \]
and there exist positive constants \( \sigma = \sigma(\alpha, \beta), C(p, \alpha, \beta) \) such that for all \( f \in C^\beta ([0, T]; \mathbb{R}^d) \),
\[
\| f \|_{W_p^\alpha ((0, T); \mathbb{R}^d)} \leq C(p, \alpha, \beta) T^{\sigma(\alpha, \beta)} \| f \|_{C^\beta ([0, T]; \mathbb{R}^d)}.
\]

**Proof.** The assertion follows directly by estimating the respective expression. \( \square \)

**Lemma 3.19.** Let \( d \geq 1, T \) be positive and \( \beta \in (0, 1) \). Given \( F \in C^2 (\mathbb{R}^d; \mathbb{R}) \) and \( f \in C^\beta ([0, T]; \mathbb{R}^d) \) with \( f ([0, T]) \subset K \) for some compact convex subset \( K \subset \mathbb{R}^d \), the composition \( F \circ f \) lies in \( C^\beta ([0, T]; \mathbb{R}) \) and satisfies the estimate
\[ [F \circ f]_{C^\beta ([0, T]; \mathbb{R})} \leq \| F \|_{C^1(K; \mathbb{R})} \| f \|_{C^\beta ([0, T]; \mathbb{R}^d)}. \]
If \( g \) is another function in \( C^\beta ([0, T]; \mathbb{R}^d) \) with \( g ([0, T]) \subset K \), it holds
\[
\| F \circ f - F \circ g \|_{C^\beta ([0, T]; \mathbb{R})} \leq \max \left\{ 1, [f]_{C^\beta ([0, T]; \mathbb{R}^d)} + [g]_{C^\beta ([0, T]; \mathbb{R}^d)} \right\} \| F \|_{C^2(K; \mathbb{R})} \| f - g \|_{C^\beta ([0, T]; \mathbb{R}^d)}.
\]

**Proof.** The first assertion follows directly using the fundamental theorem of calculus and convexity of the compact set \( K \). Given \( t \in [0, T] \) we define the function \( H \in C^0 ([0, T]; \mathbb{R}^d) \) by
\[
H(t) := \int_0^1 (\nabla F) (\tau f(t) + (1 - \tau)g(t)) \, d\tau.
\]
and observe that \( \|H\|_{C^\beta([0,T];\mathbb{R}^d)} \leq \|F\|_{C^1(K;\mathbb{R})} \). As the function \( \nabla F \in C^1(\mathbb{R}^d;\mathbb{R}^d) \) is Lipschitz continuous on the compact set \( K \) with Lipschitz constant \( 0 \leq L \leq \|F\|_{C^2(K;\mathbb{R})} \), we obtain \( H \in C^\beta([0,T];\mathbb{R}^d) \) and

\[
[H]_{C^\beta([0,T];\mathbb{R}^d)} = \sup_{s,t \in [0,T]} |t - s|^{-\beta} |H(t) - H(s)|
\]

\[
\leq \sup_{s,t \in [0,T]} |t - s|^{-\beta} \int_0^1 (|\nabla F| (\tau f(t) + (1 - \tau)g(t)) - (\nabla F) (\tau f(s) + (1 - \tau)g(s))) \, d\tau
\]

\[
\leq \sup_{s,t \in [0,T]} |t - s|^{-\beta} \|F\|_{C^2(K;\mathbb{R})} \int_0^1 \tau |f(t) - f(s)| + (1 - \tau) |g(t) - g(s)| \, d\tau
\]

\[
\leq \|F\|_{C^2(K;\mathbb{R})} [f]_{C^\beta([0,T];\mathbb{R}^d)} [g]_{C^\beta([0,T];\mathbb{R}^d)}.
\]

In particular using \((F \circ f)(t) - (F \circ g)(t) = H(t) \cdot (f(t) - g(t))\) we conclude that

\[
\|F \circ f - F \circ g\|_{C^0([0,T];\mathbb{R}^d)} \leq \|H\|_{C^\beta([0,T];\mathbb{R}^d)} \|f - g\|_{C^0([0,T];\mathbb{R}^d)}
\]

\[
\leq \|F\|_{C^2(K;\mathbb{R})} \|f - g\|_{C^\beta([0,T];\mathbb{R}^d)}
\]

and

\[
[F \circ f - F \circ g]_{C^\beta([0,T];\mathbb{R}^d)} = \sup_{s,t \in [0,T]} |t - s|^{-\beta} |H(t) \cdot (f(t) - g(t)) - H(s) \cdot (f(s) - g(s))|
\]

\[
\leq [H]_{C^\beta([0,T];\mathbb{R}^d)} \|f - g\|_{C^0([0,T];\mathbb{R}^d)} + \|H\|_{C^0([0,T];\mathbb{R}^d)} [f - g]_{C^\beta([0,T];\mathbb{R}^d)}.
\]

\[
\square
\]

**Lemma 3.20.** Let \( T \) be positive and \( p \in (1, \infty) \). Then the operator

\[
W_p^{1,4} ((0, T) \times (0, 1); \mathbb{R}) \to W_p^{1/4-1/4p} ((0, T); \mathbb{R}), \quad \gamma \mapsto (\gamma_{xxx})_{|x=0}
\]

is continuous.

**Proof.** This follows from [28, Theorem 5.1] and Remark 3.3. \( \square \)

**Proposition 3.21.** Let \( p \in (5, \infty) \) and \( M \) be positive and \( c := |\varphi_x(0)| \). For every \( T \in (0, \tilde{T}(c, M)] \)

the map \( N_{T,2} \) is well defined and there exist constants \( \sigma \in (0, 1) \) and \( C(c, c, M) > 0 \) such that for all \( \gamma, \tilde{\gamma} \in \mathbb{R}^d \cap \overline{B_M} \),

\[
\|N_{T,2}(\gamma) - N_{T,2}(\tilde{\gamma})\|_{W_p^{1/4-1/4p}((0,T);\mathbb{R}^2)} \leq C(c, c, M) T^\sigma \|\gamma - \tilde{\gamma}\|_{\mathbb{R}^d}.
\]

**Proof.** Given \( T \in (0, \tilde{T}(c, M)] \) and \( \gamma \in \mathbb{R}^d \cap \overline{B_M} \) the expression \( b(\gamma) = N_{T,2}(\gamma) \) is given by

\[
b(\gamma) = -\sum_{i,j=1}^3 \frac{1}{|\gamma^ix|^3} \langle \gamma^ixx, \nu^i \rangle \nu^i_0 + \sum_{i,j=1}^3 \frac{1}{|\gamma^ix|^3} \langle \gamma^ixx, \nu^i \rangle \nu^i - \frac{\mu}{2} \sum_{i=1}^3 \frac{\gamma^i}{|\gamma^ix|^3},
\]

where all functions on the right hand side are evaluated in \( x = 0 \). Lemma 3.15 with \( T_0 \equiv 1 \) and some fixed \( \theta \in \left( \frac{1+1/p}{2-1/p}, 1 \right) \) imply \( \gamma^i \in C^\beta \left([0,T]; C^1([0,1];\mathbb{R}^2) \right) \) with \( \beta := (1 - \theta) (1 - 1/p) > 1/4 - 1/4p =: \alpha \) and

\[
\|\gamma^i\|_{C^\beta([0,T]; C^1([0,1];\mathbb{R}^2))} \leq C\|\gamma\|_{W_p^{1,4}((0,T) \times (0,1);\mathbb{R}^2)} \leq C\|\gamma\|_{\mathbb{R}^d} \leq C(M).
\]
This implies in particular $\gamma^i_x(0) \in C^\beta\left([0, T]; \mathbb{R}^2\right)$ and with Lemma 3.16 we conclude $\gamma^i_x(t, 0) \in B_c(\varphi^i_x(0)) =: K$ for all $t \in [0, T]$. For $j \in \{1, 3\}$ the function $x \mapsto |x|^{-j} = (x_1^2 + x_2^2)^{-j/2}$ is smooth on $\mathbb{R}^2 \setminus \{0\}$ and can be extended to a function $F^j \in C^\beta\left(\mathbb{R}^2; \mathbb{R}\right)$ such that $F^j_{|K} = |.|^{-j}$.

Lemma 3.19 implies $t \mapsto |\gamma^i_x(t, 0)|^{-j} \in C^\beta([0, T]; \mathbb{R})$ for $j \in \{1, 3\}$. Since $\nu^i = R\left(\frac{\varphi^i_x}{|\varphi^i_x|}\right)$ with $R$ the rotation matrix to the angle $\frac{\pi}{2}$, we may conclude $t \mapsto \nu^i(t, 0) \in C^\beta\left([0, T]; \mathbb{R}^2\right)$ as Hölder spaces are stable under products. As $W^{1/4-1/4p}_{p}((0, T); \mathbb{R}^2)$ is a Banach algebra the preceding arguments combined with Lemma 3.20 imply that $N_{T, 2}$ is well defined. To derive the estimate we let $\gamma$ and $\tilde{\gamma}$ in $E_T^p \cap \overline{B_M}$ be fixed and note that $\gamma_{|t=0} = \tilde{\gamma}_{|t=0} = \varphi$ implies $N_{T, 2}(\gamma)_{|t=0} = N_{T, 2}(\tilde{\gamma})_{|t=0} = 0$. Thus the terms need to be estimated in the usual sub multiplicative norm on $W^{1/4-1/4p}_{p}((0, T); \mathbb{R}^2)$. In [13, Proposition 3.28] it is shown that $b(\gamma) - b(\tilde{\gamma})$ can be written as

\begin{align}
&\sum_{i=1}^{3} \frac{1}{|\gamma|^3} \langle \gamma^i_{xxx}, \nu^i - \tilde{\nu}^i \rangle \nu^i + \sum_{i=1}^{3} \frac{1}{|\gamma|^3} \langle \gamma^i_{xxx}, \nu^i \rangle \nu^i \tag{3.7}
+ \sum_{i=1}^{3} \frac{1}{|\varphi|^3} \langle (\gamma^i_{xxx} - \gamma^i_{xxx}), \nu^i - \nu^i \rangle \nu^i + \sum_{i=1}^{3} \frac{1}{|\varphi|^3} \langle (\gamma^i_{xxx} - \gamma^i_{xxx}), \nu^i \rangle \nu^i \tag{3.8}
+ \sum_{i=1}^{3} \left( \frac{1}{|\gamma|^3} - \frac{1}{|\varphi|^3} \right) \langle \gamma^i_{xxx}, \tilde{\nu}^i \rangle \tilde{\nu}^i + \sum_{i=1}^{3} \left( \frac{1}{|\varphi|^3} - \frac{1}{|\gamma|^3} \right) \langle \gamma^i_{xxx} - \gamma^i_{xxx}, \nu^i \rangle \nu^i \tag{3.9}
\end{align}

evaluated at $x = 0$. Observe that by Lemma 3.10 and Lemma 3.20 with $T_0 \equiv 1$,

$$
\|\gamma^i_{xxx}(0) - \tilde{\gamma}^i_{xxx}(0)\|_{W^p_p((0,T);\mathbb{R}^2)} \leq \|E(\gamma^i - \tilde{\gamma}^i)\|_{xxx}(0) \leq (E^i_{xxx}(0))_{xxx}(0) \leq C(T_0) \|E(\gamma^i - \tilde{\gamma}^i)\|_{xxx}(0,1;\mathbb{R}^2)
\leq C \|E(\gamma^i - \tilde{\gamma}^i)\|_{xxx}(0,\infty,1;\mathbb{R}^2) \leq C(p) \|\gamma^i - \tilde{\gamma}^i\|_{xxx}(0,1;\mathbb{R}^2) \leq C(p) \|\gamma^i - \tilde{\gamma}^i\|_{E_T}.
$$

The same estimate shows $\|\gamma^i_{xxx}(0)\|_{W^p_p((0,T);\mathbb{R}^2)} \leq C(p, M)$. Moreover, Lemma 3.19 implies

$$
\left\|\gamma^i_x(0)\right\|_{C^\beta([0,T];\mathbb{R})} \leq \max\{1, \|\gamma^i_x(0)\|_{C^\beta([0,T];\mathbb{R})}, \|\tilde{\gamma}^i_x(0)\|_{C^\beta([0,T];\mathbb{R})}\} \left\|F^j(\gamma^i_x(0)) - F^j(\tilde{\gamma}^i_x(0))\right\|_{C^\beta([0,T];\mathbb{R})}
\leq C(M) \left\|F^j(\gamma^i_x(0) - \tilde{\gamma}^i_x(0))\right\|_{C^\beta([0,T];\mathbb{R})} \leq C(\varphi, \chi, M) \|\gamma - \tilde{\gamma}\|_{E_T}
$$

for $j \in \{1, 3\}$, and similarly,

$$
\left\|\gamma^i_x(0)\right\|_{C^\beta([0,T];\mathbb{R})} \leq C(\varphi, \chi, M).
$$

As the Hölder norm is sub multiplicative, we obtain in particular

$$
\|\nu^i(0) - \tilde{\nu}^i(0)\|_{C^\beta} \leq \left\|\gamma^i_x(0)\right\|_{C^\beta} + \left\|\tilde{\gamma}^i_x(0)\right\|_{C^\beta} \leq C(\varphi, \chi, M) \|\gamma - \tilde{\gamma}\|_{E_T}.
$$
and similarly \(\|\nu^i(0)\|_{C^{\gamma}(0,T;\mathbb{R}^2)} \leq C(c,c,M)\). Combining these estimates with Lemma 3.18 we conclude that there exists \(\sigma \in (0,1)\) such that each summand of the expression \(b(\gamma) - b(\tilde{\gamma})\) is bounded by
\[
C(c,c,M)T^\sigma\|\gamma - \tilde{\gamma}\|_{E_T}.
\]

**Corollary 3.22.** Let \(p \in (5,\infty)\) and \(M\) be positive. There exists \(T(c,c,M) \in (0,\bar{T}(c,M)]\) such that for every \(T \in (0,T(c,c,M)]\) the map
\[
K_T : \left(\mathcal{E}_T^\gamma \cap \overline{B_M}, \|\cdot\|_{E_T}\right) \rightarrow \left(\mathcal{E}_T^\gamma, \|\cdot\|_{E_T}\right), \quad \gamma \mapsto K_T(\gamma) := L^{-1}_T(N_{T,1}(\gamma), N_{T,2}(\gamma), \varphi)
\]
is a contraction.

**Proof.** Given \(T \in (0,\bar{T}(c,M)]\) and \(\gamma \in \mathcal{E}_T^\gamma \cap \overline{B_M}\) a direct calculation shows that the admissible initial parametrisation \(\varphi\) satisfies the linear compatibility conditions with respect to \(N_{T,2}(\gamma)\). In particular, \((N_{T,1}(\gamma), N_{T,2}(\gamma), \varphi) \in \mathcal{E}_T\) and the map \(K_T\) is well defined. Moreover, Lemma 3.13 with \(T_0 \equiv 1\) and Proposition 3.17 and 3.21 imply for all \(\gamma, \tilde{\gamma} \in \mathcal{E}_T^\gamma \cap \overline{B_M}\),
\[
\|K_T(\gamma) - K_T(\tilde{\gamma})\|_{E_T} \leq \sup_{T \in [0,1]} \|L_T^{-1}\|_{L(\mathcal{E}_T^\gamma, \mathcal{E}_T)} \|N_{T,1}(\gamma) - N_{T,1}(\tilde{\gamma}), N_{T,2}(\gamma) - N_{T,2}(\tilde{\gamma}), 0\|_{E_T}\leq C(p) \|N_{T,1}(\gamma) - N_{T,1}(\tilde{\gamma})\|_{L_p((0,T);L_p(0,1);(\mathbb{R}^2)^3))} + \|N_{T,2}(\gamma) - N_{T,2}(\tilde{\gamma})\|_{W^{1/4,1/4}_p((0,T),\mathbb{R}^2)} \leq C(c,c,M)T^\sigma\|\gamma - \tilde{\gamma}\|_{E_T}.
\]

**Lemma 3.23.** Let \(p \in (5,\infty)\) and \(T_0\) be positive. There exists a continuous linear operator
\[
\mathcal{E} : W^{4-4/p}_p((0,1);\mathbb{R}) \rightarrow W^{1,4}_p((0,T_0) \times (0,1);\mathbb{R})
\]
such that \(\|\mathcal{E}\|_{W^{1,4}_p} \leq c(T_0) \|\varphi\|_{W^{4-4/p}_p}\) and \((\mathcal{E}\varphi)_{t=0} = \varphi\).

**Proof.** Using reflection and a cut-off function we may construct a linear and continuous extension operator
\[
\mathcal{E} : W^{4-4/p}_p((0,1);\mathbb{R}) \rightarrow W^{4-4/p}_p(\mathbb{R};\mathbb{R})
\]
By [25, Corollary 6.1.12] the initial value problem
\[
\partial_t u(t,x) + \Delta^2 u(t,x) = 0, \quad t \in (0,T_0), x \in \mathbb{R},
\]
\[
u(0) = \psi,
\]
admits a unique solution \(u := L^{-1}\psi \in W^{1,4}_p((0,T_0) \times \mathbb{R};\mathbb{R})\) depending linearly and continuously on the initial value \(\psi \in W^{4-4/p}_p(\mathbb{R};\mathbb{R})\). The result follows setting \(\mathcal{E} := R \circ L^{-1} \circ \mathcal{E}\) where \(R : W^{1,4}_p((0,T_0) \times \mathbb{R};\mathbb{R}) \rightarrow W^{1,4}_p((0,T_0) \times (0,1);\mathbb{R})\) is the restriction operator.

**Proposition 3.24.** There exists a positive radius \(M\) depending on the norm of \(\varphi\) in \(W^{4-4/p}_p((0,1))\) and a positive time \(\bar{T}(c,c,M)\) such that for all \(T \in (0,\bar{T}(c,c,M)]\) we have a well defined map
\[
K_T : \mathcal{E}_T^\gamma \cap \overline{B_M} \rightarrow \mathcal{E}_T^\gamma \cap \overline{B_M}.
\]
Proof. We let \( T_0 \equiv 1 \) and define

\[
M := 2 \max \left\{ \sup_{T \in (0,1]} \left\| L_T^{-1}\right\| \mathcal{L}(E_T,E_T), 1 \right\} \max \left\{ \left\| E_\varphi \right\|_{E_1}, \left\| (N_{1,1}(E_\varphi), N_{1,2}(E_\varphi), \varphi) \right\|_{F_1} \right\}.
\]

In particular, \( E_\varphi \) lies in \( E_T \cap B_M \) for all \( T \in (0, 1) \). Moreover, for all \( T \in (0, 1) \),

\[
\left\| K_T (E_\varphi) \right\|_{E_T} \leq \sup_{T \in (0,1]} \left\| L_T^{-1}\right\| \mathcal{L}(E_T,E_T) \left\| (N_{1,1}(E_\varphi), N_{1,2}(E_\varphi), \varphi) \right\|_{E_T} \leq M/2.
\]

Let \( T(c, c, M) \) be the corresponding time as in Corollary 3.22. Given \( T \in (0, T(c, c, M)] \) and \( \gamma \in E_T \cap B_M \) we observe that for some \( \sigma \in (0, 1) \),

\[
\left\| K_T (\gamma) - K_T (E_\varphi) \right\|_{E_T} \leq C(c, c, M) T^\sigma \left\| \gamma - E_\varphi \right\|_{E_T} \leq C(c, c, M) T^\sigma 2M.
\]

We choose \( \tilde{T}(c, c, M) \in (0, T(c, c, M)] \) so that \( C(c, c, M) T^\sigma 2M \leq M/2 \) for all \( T \in (0, \tilde{T}(c, c, M)] \). Finally, we conclude for all \( T \in (0, \tilde{T}(c, c, M)] \) and \( \gamma \in E_T \cap B_M \),

\[
\left\| K_T (\gamma) \right\|_{E_T} \leq \left\| K_T (\gamma) - K_T (E_\varphi) \right\|_{E_T} + \left\| K_T (E_\varphi) \right\|_{E_T} \leq M/2 + M/2 = M.
\]

\[\square\]

**Theorem 3.25.** Let \( p \in (5, \infty) \) and \( \varphi \) be an admissible initial parametrisation. There exists a positive time \( \tilde{T}(\varphi) \) depending on \( \min_{i \in \{1,2,3\}, x \in [0,1]} |\varphi_x^i(x)|, |\varphi_x(0)| \) and \( \|\varphi\|_{W^{4-4/p}_{p'}((0,1))} \) such that for all \( T \in (0, \tilde{T}(\varphi)] \) the system (3.2) has a solution in

\[
E_T = W_{p'}^1 \left( (0, T); L_p \left( (0, 1); (\mathbb{R}^2)^3 \right) \right) \cap L_p \left( (0, T); W^{4}_{p'} \left( (0, 1); (\mathbb{R}^2)^3 \right) \right)
\]

which is unique in \( E_T \cap B_M \) where

\[
M := 2 \max \left\{ \sup_{T \in (0,1]} \left\| L_T^{-1}\right\| \mathcal{L}(E_T,E_T), 1 \right\} \max \left\{ \left\| E_\varphi \right\|_{E_1}, \left\| (N_{1,1}(E_\varphi), N_{1,2}(E_\varphi), \varphi) \right\|_{F_1} \right\}.
\]

**Proof.** Let \( M \) and \( \tilde{T}(c, c, M) \) be the radius and time as in Proposition 3.24 and let \( T \in (0, \tilde{T}(c, c, M)] \). The solutions of the system (3.2) in the space \( E_T \cap B_M \) are precisely the fixed points of the mapping \( K_T \) in \( E_T \cap B_M \). As \( K_T \) is a contraction of the complete metric space \( E_T \cap B_M \), existence and uniqueness of a solution follow from the Contraction Mapping Principle. \[\square\]

## 4 Parabolic regularisation for the Analytic Problem

In this section we show that every solution to the Analytic Problem (3.2) is smooth for positive times. To this end we use the classical theory in [28] on solutions to linear parabolic equations in parabolic Hölder spaces. The definition and properties of these spaces are given in [28, §11, §13].

**Lemma 4.1.** Let \( p \in (5, \infty) \) and \( T \) be positive. There exists \( \alpha \in (0, 1) \) such that for all \( \gamma \in E_T \),

\[
\gamma, \gamma_x, \gamma_{xx} \in C^{2,\alpha} \left( [0, T] \times [0, 1]; (\mathbb{R}^2)^3 \right)
\]

and

\[
t \mapsto \gamma_x(t, 0) \in C^{1+\alpha} \left( [0, T]; (\mathbb{R}^2)^3 \right).
\]
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Proof. In the proof of Proposition 3.8 it is shown that for all $\theta \in (0, 1)$,

$$E_T \hookrightarrow C^{(1-\theta)(1-1/p)} \left( [0, T]; W^{4(1-\theta/p)}_p ((0, 1); (\mathbb{R}^2)^3) \right).$$

In particular, we obtain for all $\theta \in \left( \frac{1+\gamma_p}{4-\gamma_p}, 1 \right)$ the continuous embedding

$$E_T \hookrightarrow C^{(1-\theta)(1-1/p)} \left( [0, T]; C^1 ([0, 1]; (\mathbb{R}^2)^3) \right).$$

It is straightforward to verify that this implies for all $\gamma \in E_T$ and all $\alpha \in (0, 1)$,

$$\gamma_x \in C^{\frac{1+\alpha}{2}} \left( [0, T]; C^0 ([0, 1]; (\mathbb{R}^2)^2) \right).$$

The Sobolev Embedding Theorem yields further for all $\theta \in \left( \frac{2+\gamma_p}{4-\gamma_p}, 1 \right)$,

$$E_T \hookrightarrow C^{(1-\theta)(1-1/p)} \left( [0, T]; C^2 ([0, 1]; (\mathbb{R}^2)^3) \right)$$

which implies $\gamma, \gamma_x, \gamma_{xx} \in C^2 (\mathbb{R}_+ \times [0, 1]; (\mathbb{R}^2)^3)$ for all $\gamma \in E_T$ and all $\alpha \in (0, 1)$. Finally, Theorem 3.7 gives for all $\alpha \in (0, 1)$,

$$\gamma, \gamma_x, \gamma_{xx} \in C^0 ([0, T]; C^1 ([0, 1]; (\mathbb{R}^2)^3)) \hookrightarrow C^0 ([0, T]; C^\alpha ([0, 1]; (\mathbb{R}^2)^3)).$$

$\square$

Proposition 4.2. Let $p \in (5, \infty)$, $T$ be positive and $\varphi$ be an admissible initial parametrisation. Suppose that $\gamma \in E_T$ is a solution to the Analytic Problem (3.2) in the time interval $[0, T]$ with initial datum $\varphi$ in the sense of Definition 3.2. Then there exists $\alpha \in (0, 1)$ such that for all $\varepsilon \in (0, T)$,

$$\gamma \in C^{\frac{\alpha + 1}{\alpha}} \left( \varepsilon, T \times [0, 1]; (\mathbb{R}^2)^3 \right).$$

Proof. Let $\varepsilon \in (0, T)$ and $\eta \in C^\infty_0 ((0, 0); \mathbb{R})$ be a cut–off function with $\eta \equiv 1$ on $[\varepsilon, T]$. It is straightforward to check that the function $g = (g^1, g^2, g^3)$ defined by

$$(t, x) \mapsto g^i(t, x) := \eta(t)\gamma^i(t, x)$$

lies in $W^{1,4}_p (0, T) \times (0, 1); (\mathbb{R}^2)^3)$ and satisfies a parabolic boundary value problem of the following form: For all $t \in (0, T)$, $x \in (0, 1)$, $y \in \{0, 1\}$ and $i \in \{1, 2, 3\}$:

$$
\begin{cases}
g^1(t, x) + \frac{2}{|\gamma_x(t, x)|^p} g^{xx}(t, x) + f \left( \gamma_x, \gamma_{xx}, g_x, g_{xx}, g^{xx} \right) (t, x) = \eta(t)\gamma^i(t, x) , \\
g^1(t, 0) = 0 , \\
g^1(t, 0) = 0 , \\
g^1(t, 1) = 0 , \\
g^i_{xx}(t, y) = \eta(t)\varphi^i(1) , \\
- \sum_{i=1}^3 \left( \frac{1}{|\gamma_x(t, x)|^p} \left( \gamma^{xx}, \nu^i \right) \nu^i \right) (t, 0) = 0 , \\
g^i(0, x) = 0 , \\
\end{cases}
$$

(4.1)
where \( h : (\mathbb{R}^2 \setminus \{0\}) \to \mathbb{R}^2 \) is smooth and \( \nu^i(t, 0) := R\left( \frac{\gamma^i_0(t, 0)}{|\gamma^i_0(t, 0)|} \right) \) with \( R \) the counter clockwise rotation by \( \frac{\pi}{2} \). Moreover, the lower order terms in the motion equation are given by

\[
f \left( \gamma^i_x, \gamma^i_{xx}, g^i_x, g^i_{xx}, g^i_{xxx} \right)(t, x) = -12 \frac{\gamma^i_{xx} \gamma^i_x}{|\gamma^i_x|^6} g^i_{xx} - 8 \frac{\gamma^i_{xx}}{|\gamma^i_x|^4} \left\langle g^i_{xx}, \gamma^i_x \right\rangle \\
- \left( 5 \frac{|\gamma^i_{xx}|^2}{|\gamma^i_x|^6} - 35 \frac{\gamma^i_{xx} \gamma^i_x}{|\gamma^i_x|^8} + \mu \frac{1}{|\gamma^i_x|^2} \right) g^i_{xx}.
\]

The boundary value problem is linear in the components of \( g \) and in the highest order term of exactly the same structure as the linear system (3.5) with time dependent coefficients in the motion equation and the third order condition. In particular, the same arguments as in [13, \S 3.3.3, \S 4.1.2] show that the Lopatinski Shapiro condition is satisfied. Exactly as in [13, \S 3.3.2] we write the unknown \( g \) as \( g = (g^1, g^2, g^3) = (u^1, v^1, u^2, v^2, w^3, v^3) \) and observe that with the choices \( t_j = 0, s_k = 4 \) for \( j, k \in \{1, \ldots, 6\} \) the system is parabolic in the sense of Solonnikov (see [28, page 18]). The complementing condition for the initial value is trivially fulfilled.

In order to apply the existence result in Hölder spaces [28, Theorem 4.9] with \( l = 4 + \alpha \), \( \alpha \in (0, 1) \), it remains to verify the regularity requirements on the coefficients and the right hand side. We observe that there exists \( r > 0 \) such that for all \( i \in \{1, 2, 3\} \),

\[
\inf_{t \in [0, T], \gamma \in [0, 1]} |\gamma^i_x(t, x)| \geq r.
\]

As Hölder spaces are stable under products and composition with smooth functions, the regularity requirements follow from Lemma 4.1. As \( \eta(0) = \eta'(0) = 0 \), the initial datum 0 satisfies the linear compatibility conditions of order 4 with respect to the given right hand side.

By [28, Theorem 4.9] the problem (4.1) has a unique solution \( \bar{g} \in C^{4+\alpha}([0, T] \times [0, 1]; (\mathbb{R}^2)^3) \). The function \( \bar{g} \) solves the system (4.1) also in the space \( W^{1, 4}_p((0, T) \times (0, 1); (\mathbb{R}^2)^3) \). The uniqueness assertion in [28, Theorem 5.4] implies that \( g = \bar{g} \). This shows the claim as \( g \) is equal to \( \gamma \) on \( [\varepsilon, T] \times [0, 1] \).

**Theorem 4.3.** Let \( p \in (5, \infty) \), \( T \) be positive and \( \varphi \) be an admissible initial parametrisation. Suppose that \( \gamma \in E_T \) is a solution to the Analytic Problem (3.2) in the time interval \([0, T]\) with initial datum \( \varphi \) in the sense of Definition 3.2. Then the solution \( \gamma \) is smooth for positive times in the sense that \( \gamma \in C^{\infty}([\varepsilon, T] \times [0, 1]; (\mathbb{R}^2)^3) \) for every \( \varepsilon \in (0, T) \).

**Proof.** We show inductively that there exists \( \alpha \in (0, 1) \) such that for all \( k \in \mathbb{N} \) and \( \varepsilon \in (0, T) \),

\[
\gamma \in C^{\frac{2k + 4 \alpha}{4} - 2k + 2 + \alpha}([\varepsilon, T] \times [0, 1]; (\mathbb{R}^2)^3).
\]

The case \( k = 1 \) is precisely the statement of Proposition 4.2. Now assume that the assertion holds true for some \( k \in \mathbb{N} \) and consider any \( \varepsilon \in (0, T) \). Let \( \eta \in C^0_0([\varepsilon/2, \infty); \mathbb{R}) \) be a cut-off function with \( \eta \equiv 1 \) on \([\varepsilon, T]\). By assumption, \( \gamma \in C^{\frac{2k + 2 + \alpha}{4} - 2k + 2 + \alpha}([\varepsilon/2, T] \times [0, 1]; (\mathbb{R}^2)^3) \) and thus

\[
(t, x) \mapsto g(t, x) := \eta(t)\gamma(t, x) \in C^{\frac{2k + 2 + \alpha}{4} - 2k + 2 + \alpha}([0, T] \times [0, 1]; (\mathbb{R}^2)^3)
\]

is a solution to system (4.1) in \([0, T] \times [0, 1] \). The coefficients and the right hand side fulfil the regularity requirements of [28, Theorem 4.9] in the case \( l = 2(k + 1) + 2 + \alpha \). As \( \eta^{(j)}(0) = 0 \)
for all $j \in \mathbb{N}$, the initial value $0$ satisfies the compatibility conditions of order $2(k + 1)$ with respect to the given right hand side. Thus \[28, \text{Theorem 4.9}] yields
\[
g \in C^{2(k+1)+2+\alpha}(0, T) \times (0, [1]; (\mathbb{R}^2)^3).
\]
This completes the induction as $g = \gamma$ on $[\varepsilon, T]$. By definition of the parabolic Hölder spaces (see also \[13, \S2.1.2])
\[
\bigcap_{k \in \mathbb{N}} C^{2(k+1)+2+\alpha}(\varepsilon, T) = C^\infty([\varepsilon, T] \times [0, 1]).
\]

\[\square\]

5 Geometric existence and uniqueness

5.1 Geometric existence and uniqueness in Sobolev spaces

In Theorem 3.25 we have shown that given an admissible initial parametrisation there exists a unique solution to the Analytic Problem (3.2) in some short time interval. This section is devoted to prove that the Geometric Flow, namely the merely geometrical problem (2.5), possesses a unique solution in the sense of Definition 2.8 provided that the initial triod is geometrically admissible.

**Theorem 5.1** (Geometric Existence). Let $p \in (5, \infty)$. Suppose that $T_0$ is a geometrically admissible initial triod as defined in Definition 2.9. Then there exists a positive time $T$ and a family $(\mathcal{T}(t))_{t \in [0, T]}$ of triods solving the elastic flow (2.5) in $[0, T]$ with initial datum $T_0$ in the sense of Definition 2.8. The family of networks $(\mathcal{T}_t)_{t \in [0, T]}$ is parametrised by one function $\gamma \in \mathcal{E}_T$.

**Proof.** Let $P^1$, $P^2$ and $P^3$ denote the fixed endpoints of the triod $T_0$. Suppose that there exists an admissible initial parametrisation $\varphi = (\varphi^1, \varphi^2, \varphi^3)$ for system (3.2) such that $\varphi$ parametrises $T_0$ with $\varphi^1(0) = \varphi^2(0) = \varphi^3(0)$ and $\varphi^i(1) = P^i$ for $i \in \{1, 2, 3\}$. Then by Theorem 3.25 there exists a positive time $T$ and a function $\gamma = (\gamma^1, \gamma^2, \gamma^3) \in \mathcal{E}_T$ solving system (3.2) with initial value $\varphi$. It is straightforward to check that $\mathcal{T}(t) := \gamma(t, [0, 1])$ with $t \in [0, T]$ is a family of triods solving problem (2.5) in $[0, T]$ with initial network $T_0$ in the sense of Definition 2.8 as each curve $\gamma^i(t)$ is regular according to Lemma 3.16. Thus it is enough to prove that $T_0$ admits a parametrisation $\varphi = (\varphi^1, \varphi^2, \varphi^3)$ that is an admissible initial value for system (3.2). We proceed analogously as in the proof of \[13, \text{Lemma } 3.31].

Let $\sigma = (\sigma^1, \sigma^2, \sigma^3)$ be a parametrisation for $T_0$ such that every $\sigma^i$ is regular and $\sigma^i \in W^{4-4/p}_p((0, 1); \mathbb{R}^2)$ for $i \in \{1, 2, 3\}$. We may assume that $\sigma^1(0) = \sigma^2(0) = \sigma^3(0)$ and $\sigma^i(1) = P^i$ for $i \in \{1, 2, 3\}$. Lemma 5.2 implies for every $i \in \{1, 2, 3\}$ the existence of a smooth function $\theta^i : [0, 1] \to [0, 1]$ with $\theta^i(0) = 0$, $\theta^i(1) = 1$, $\theta^i_x(0) = \theta^i_x(1) = 1$, $\theta^i_{xx}(0) = -\langle \sigma^i_{xx}(0), \sigma^i_x(0) \rangle$, $\theta^i_{xx}(1) = -\langle \sigma^i_{xx}(1), \sigma^i_x(1) \rangle$ and $\theta^i_x \geq \frac{1}{2}$ on $[0, 1]$. As $\theta^i$ is a smooth diffeomorphism of the interval $[0, 1]$, the chain rule for Sobolev functions implies $\varphi^i := \sigma^i \circ \theta^i \in W^3_p((0, 1); \mathbb{R}^2)$ and by direct estimates one obtains also $\varphi^i \in W^{4-4/p}_p((0, 1); \mathbb{R}^2)$ for $i \in \{1, 2, 3\}$. Moreover, $\varphi^i$ satisfies the concurrency, the third order and the non-degeneracy conditions at $y = 0$ and $\varphi^i_x(x) \neq 0$ for all $x \in [0, 1]$. Finally, we obtain for $y \in (0, 1)$,
\[
\varphi^i_{xx}(y) = \sigma^i_{xx}(y) + \sigma^i_x(y) \theta^i_{xx}(y) = \langle \sigma^i_{xx}(y), \sigma^i_x(y) \rangle, \sigma^i_x(y) + \sigma^i_x(y) \theta^i_x(y) = 0.
\]
This shows that $\varphi = (\varphi^1, \varphi^2, \varphi^3)$ is an admissible initial parametrisation for (3.2). \[\square\]
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Lemma 5.2. Let $a, b \in \mathbb{R}$. There exists a smooth function $\theta : [0, 1] \to [0, 1]$ such that $\theta(0) = 0$, $\theta(1) = 1$, $\theta_x(0) = \theta_x(1) = 1$, $\theta_{xx}(0) = a$, $\theta_{xx}(1) = b$ and $\theta_x(x) \geq \frac{1}{4}$ for all $x \in [0, 1]$.

Proof. We let $p$ and $q$ be the second order Taylor polynomials on $\mathbb{R}$ determined by the constraints $p(0) = 0$, $p_x(0) = 1$, $p_{xx}(0) = a$ and $q(1) = 1$, $q_x(1) = 1$, $q_{xx}(1) = b$, respectively. Let $\delta \in (0, 1/3)$ be such that for all $x \in [0, 3\delta]$, $p(x) \leq \frac{1}{4}$, $p_x(x) \geq \frac{3}{4}$ and for all $x \in [1 - 3\delta, 1]$, $q(x) \geq \frac{3}{4}$ and $q_x(x) \geq \frac{3}{4}$. We define a function $f : [0, 1] \to [0, 1]$ in $W^1_{\text{loc}}((0, 1); \mathbb{R}) = C^{0,1}((0, 1]; \mathbb{R})$ by

$$f(x) := \begin{cases} p(x) & \text{if } x \in [0, 3\delta], \\ p(3\delta) + x_q(1 - 3\delta) - p(3\delta) & \text{if } x \in [3\delta, 1 - 3\delta], \\ q(x) & \text{if } x \in [1 - 3\delta, 1]. \end{cases}$$

Let $(\psi^\varepsilon)_{\varepsilon > 0}$ be the Standard–Dirac sequence on $\mathbb{R}$. Then for every $\varepsilon > 0$ the convolution $f * \psi^\varepsilon$ lies in $C^\infty((\varepsilon, 1 - \varepsilon); \mathbb{R})$ and $f * \psi^\varepsilon$ converges to $f$ in $W^1_{\text{loc}}((0, 1); \mathbb{R})$ as $\varepsilon \searrow 0$. Let $\varepsilon$ be so small that $\|f * \psi^\varepsilon - f\|_{W^1_{\text{loc}}((\varepsilon, 1 - \varepsilon)}) < \frac{\delta}{10}$ and let $\eta \in C^\infty_0((0, 1))$ be a cut-off function with $0 \leq \eta \leq 1$ on $[0, 1]$, $\eta \equiv 1$ on $[2\delta, 1 - 2\delta]$, $\text{supp} \eta \subset (\delta, 1 - \delta)$ and $|\partial^k_x \eta| \leq C \delta^{-k}$ for all $k \in \mathbb{N}$. Extending $f * \psi^\varepsilon$ by 0 to the whole interval $[0, 1]$ we define $\theta : [0, 1] \to \mathbb{R}$ by

$$\theta(x) := (1 - \eta(x)) f(x) + \eta(x) (f * \psi^\varepsilon)(x).$$

It follows from the construction that $\theta$ is smooth on $[0, 1]$ and satisfies the constraints at the boundary points. For $x \in [0, \delta] \cup [1 - \delta, 1]$ it holds that $\theta_x(x) = f_x(x) \geq \frac{3}{4}$. By the choice of $\varepsilon$ we have for almost every $x \in (\delta, 2\delta) \cup (1 - 2\delta, 1 - \delta)$,

$$\theta_x(x) = f_x(x) + \eta(x) ((f * \psi^\varepsilon)_x(x) - f_x(x)) > \frac{3}{4} - \frac{\delta}{10} - \frac{1}{10} \geq \frac{1}{4}.$$

Moreover, observe for almost every $x \in [2\delta, 1 - 2\delta]$,

$$\theta_x(x) = (f * \psi^\varepsilon)_x(x) \geq f_x(x) - \frac{1}{2} f_x(x) \geq \frac{1}{2} - \frac{1}{10} \geq \frac{1}{4}.$$

By continuity of $\theta_x$ the estimates hold point wise in the respective sets. \hfill $\square$

Lemma 5.3. Let $T$ be positive, $p \in (5, \infty)$ and $f, g \in L_p(0; W^4_p((0, 1))) \cap W^1_p((0, T); L_p(0, 1))$ such that for every $t \in [0, T]$ the function $g_t : [0, 1] \to [0, 1]$ is a $C^1$–diffeomorphism. Then the map $h(t, x) := f(t, g(t, x))$ lies in $L_p((0, T); W^4_p((0, 1))) \cap W^1_p((0, T); L_p(0, 1))$ and all derivatives can be calculated by the chain rule.

Proof. By Theorem 3.7 both $f$ and $g$ lie in $BUC([0, T]; C^3([0, 1]))$ which implies

$$h \in BUC([0, T]; C^3([0, 1])) \Rightarrow L_p((0, T); W^3_p((0, 1)))$$

using chain rule and directly estimating the terms. For every $t \in [0, T]$ and $x \in [0, 1]$ it holds

$$\partial^k_x (h(t)) (x) = \partial^k_x (f_t) (g_t(x)) (\partial_x g_t(x))^k + 3 \partial^2_x (f_t) (g_t(x)) \partial^2_x g_t(x) (\partial_x g_t(x)) + \partial^3_x g_t(x) (\partial_x f_t) (g_t(x))$$

where $f_t := f(t, \cdot)$ and $g_t := g(t, \cdot)$. There exists a set $N \subset (0, T)$ of measure 0 such that for every $t \in (0, T) \setminus N$, the functions $x \mapsto \partial^2_x f_t(x)$ and $x \mapsto \partial^3_x g_t(x)$ lie in $W^1_p((0, 1))$. Given $t \in (0, T) \setminus N$ the map $g_t$ is a $C^1$–diffeomorphism of $(0, 1)$ and thus the chain rule
for Sobolev functions implies that also \( x \mapsto (\partial^2_{x_1} f_t) (g_t(x)) \) lies in \( W^1_p ((0, 1)) \) with derivative 
\( (\partial^2_{x_1} f_t \circ g_t) \partial_x g_t \). As all remaining terms in the formula for \( \partial^2_x h(t) \) lie in \( C^1 ([0, 1]) \), the product rule for Sobolev functions implies \( \partial^2_x h(t) \in W^1_p ((0, 1)) \) and thus \( h(t) \in W^2_p ((0, 1)) \) for every 
\( t \in (0, T) \setminus N \). Directly estimating the norms one easily obtains that \( t \mapsto \partial^2_x h(t) \) lies in 
\( L^p_p \left( (0, T; W^1_p ((0, 1)) \right) \) and hence \( h \in L^p_p \left( (0, T; W^3_p ((0, 1)) \right) \). In the next step we show that \( h \)
lies in \( W^3_p ((0, T); L^p_p ((0, 1)) \)) with distributional derivative
\[
\tilde{h}(t)(x) := \tilde{h}(t, x) := (\partial_t f)(t, g(t, x)) + (\partial_x f)(t, g(t, x)) \partial_t g(t, x) \in L^p_p \left( (0, T); L^p_p ((0, 1)) \right) .
\]
To this end let \( \psi \in C_0^\infty ((0, T); \mathbb{R}) \) be a fixed test function. To conclude that
\[
\int_0^T h(t) \psi'(t) \, dt = - \int_0^T \tilde{h}(t) \psi(t) \, dt \quad \text{in } L^p_p ((0, 1))
\]
it is enough to show that the two integrals are equal for almost every \( x \in (0, 1) \). Suppose 
that \( \text{supp} \psi = [a, b] \subset (0, T) \). Then for every \( x \in [0, 1] \),
\[
\int_a^b h(t, x) \psi'(t) \, dt = \int_a^b h(t, x) \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left( \psi(t + \varepsilon) - \psi(t) \right) \, dt = \lim_{\varepsilon \to 0} \int_a^b \frac{1}{\varepsilon} \left( h(t - \varepsilon, x) - h(t, x) \right) \psi(t) \, dt.
\]
Observe that for every \( t \in [a, b], \varepsilon \in (0, a) \) and \( x \in [0, 1] \),
\[
\frac{1}{\varepsilon} (h(t - \varepsilon, x) - h(t, x)) = \frac{1}{\varepsilon} \left( f(t - \varepsilon, g(t - \varepsilon, x)) - f(t - \varepsilon, g(t, x)) \right) + \frac{1}{\varepsilon} \left( f(t - \varepsilon, g(t, x)) - f(t, g(t, x)) \right).
\]
Using the fundamental theorem of calculus the first term can be written as
\[
\frac{1}{\varepsilon} \int_0^1 (\partial_t f)(t - \varepsilon, \tau g(t - \varepsilon, x) + (1 - \tau) g(t, x)) \, d \tau \left( g(t - \varepsilon, x) - g(t, x) \right).
\]
There exists a subset \( \mathcal{N} \subset (0, 1) \) of measure 0 such that for all \( x \in (0, 1) \setminus \mathcal{N} \) the functions 
g(\cdot, x) and \( f(\cdot, x) \) lie in \( W^3_p ((0, T)) \) with distributional derivative \( \partial_t g(\cdot, x) \) and \( \partial_t f(\cdot, x) \),
respectively. The difference quotients \( t \mapsto \frac{1}{\varepsilon} \left( g(t, x) - g(t - \varepsilon, x) \right) \) converge to \( t \mapsto \partial_t g(t, x) \)
weakly in \( L^p_p ((a, b)) \) for every \( x \in (0, 1) \setminus \mathcal{N} \). As \( \partial_t f \) and \( g \) are uniformly continuous on
\( [0, T] \times [0, 1] \), it is straightforward to show that
\[
\lim_{\varepsilon \to 0} \sup_{t \in [a, b], x \in [0, 1]} \sup_{\tau \in [0, 1]} \left| (\partial_t f)(t - \varepsilon, \tau g(t - \varepsilon, x) + (1 - \tau) g(t, x)) - (\partial_t f)(t, g(t, x)) \right| = 0.
\]
As \( t \mapsto (\partial_t f)(t, g(t, x)) \psi(t) \) lies in \( L^p_p ((a, b)) \) for every \( x \in [0, 1] \), we conclude for every 
\( x \in [0, 1] \setminus \mathcal{N} \) in the limit \( \varepsilon \to 0 \),
\[
\int_a^b \frac{1}{\varepsilon} \left( f(t - \varepsilon, g(t - \varepsilon, x)) - f(t - \varepsilon, g(t, x)) \right) \psi(t) \, dt \to - \int_a^b (\partial_x f)(t, g(t, x)) \partial_t g(t, x) \psi(t) \, dt.
\]
To estimate the second term we observe that for every \( y \in (0,1) \setminus \mathcal{N} \), the difference quotients 
\[ t \mapsto \frac{1}{\varepsilon} \left( f(t,y) - f(t-\varepsilon,y) \right) \] converge to 
\( t \mapsto \partial_t f(t,y) \) weakly in \( L^p((a,b)) \). In particular, for every \( y \in (0,1) \setminus \mathcal{N} \) it holds
\[
\lim_{\varepsilon \to 0} \int_a^b \left( \frac{1}{\varepsilon} (f(t-\varepsilon,y) - f(t,y)) + (\partial_t f)(t,y) \right) \psi(t) \left| (\partial_x g_t)(g_t^{-1}(y)) \right|^{-1} \, dt = 0 .
\]

Using dominated convergence, Fubini’s Theorem and the transformation formula we obtain
\[
0 = \lim_{\varepsilon \to 0} \int_0^1 \int_a^b \left( \frac{1}{\varepsilon} (f(t-\varepsilon,y) - f(t,y)) + (\partial_t f)(t,y) \right) \psi(t) \left| (\partial_x g_t)(g_t^{-1}(y)) \right|^{-1} \, dt \, dy
= \lim_{\varepsilon \to 0} \int_0^1 \int_a^b \left( \frac{1}{\varepsilon} (f(t-\varepsilon,g(t,x)) - f(t,g(t,x))) + (\partial_t f)(t,g(t,x)) \right) \psi(t) \, dt \, dx
\]
and thus for almost every \( x \in (0,1) \)
\[
\lim_{\varepsilon \to 0} \int_a^b \left( \frac{1}{\varepsilon} (f(t-\varepsilon,g(t,x)) - f(t,g(t,x))) \right) \psi(t) \, dt = - \int_a^b (\partial_t f)(t,g(t,x)) \psi(t) \, dt .
\]

\( \square \)

**Theorem 5.4 (Local Geometric Uniqueness).** Let \( p \in (5, \infty) \), \( T_0 \) be a geometrically admissible initial triod and \( T \) be positive. Suppose that both \((\mathbb{T}(t))\) and \((\mathbb{T}(t))\) are solutions to problem (2.5) in the time interval \([0,T]\) with initial datum \( T_0 \) in the sense of Definition 2.8. Then there exists a time \( \hat{T} \in (0,T) \) such that for all \( t \in [0,\hat{T}] \) the networks \( \mathbb{T}(t) \) and \( \mathbb{T}(t) \) coincide.

**Proof.** By Theorem 5.1 there exists a positive radius \( M \), a time \( T \) and a function \( \gamma \in E_T \cap \overline{B_M} \) such that \( \gamma \) is a solution to (3.2) with \( \gamma(0) = \varphi \) where \( \varphi \) is an admissible initial value for (3.2) parametrising \( T_0 \). Moreover, the family of triods \( \{\gamma(t,0,1)\} \) is a solution to (2.5) in \([0,T]\) with initial datum \( T_0 \) in the sense of Definition 2.8. We show that \( \mathbb{T}(t) \) coincides with \( \gamma(t,0,1) \) on a small time interval. There exists \( b_0 \in (0,\min\{T,T\}) \) and \( \gamma_0 \in W^{1,4}_p((0,b_0) \times [0,1];(\mathbb{R}^2)^3) \) such that for all \( t \in (0,b_0) \), \( \gamma_0(t) \) is a regular parametrisation of \( \mathbb{T}(t) \) and \( \gamma_0 \) is solution to (2.5) with \( \gamma_0(0,0,1) = T_0 \). We aim to construct a family of reparametrisations \( \psi^i : [0,T_0] \times (0,1) \to [0,1] \), \( i \in \{1,2,3\} \), with some \( T_0 \in (0,b_0) \) such that
\[
(t,x) \mapsto \gamma_0^i \left( t,\psi^i(t,x) \right)
\]
is a solution to (3.2) in \([0,T_0] \times (0,1)\) with initial datum \( \varphi \). As argued in the proof of [13, Theorem 3.32] (formal differentiation and taking into account the specific tangential velocity in (3.2) and the additional boundary condition imply that \( \psi = (\psi^1,\psi^2,\psi^3) \) has to satisfy a boundary value problem of the following shape: For \( t \in (0,T_0) \), \( x \in (0,1) \), \( y \in \{0,1\} \) and \( i \in \{1,2,3\} \),
\[
\begin{align*}
\psi^1(t,x) + \frac{2\psi^i_{xxx}(t,x)}{[\gamma_0^i(t,x)]^{\frac{1}{2}}[\gamma_0^3(t,x)]^{\frac{1}{2}}} + g(\psi^i_{xx},\psi^i_x,\psi^i,\gamma_0^i) &= 0, \\
\psi^i(t,y) &= y, \\
\psi^i_{xx}(t,y) &= -\left( (\gamma_0^i)_x(t,y), (\gamma_0^i)_x(t,y) \right) \left( \psi^i_x(t,y) \right)^2, \\
\gamma_0^i(0,\psi^i(0,x)) &= \varphi^i(x).
\end{align*}
\]

(5.1)
Notice that by the implicit function theorem, the initial value lies in $W_p^{4-4/p}((0,1);\mathbb{R}^3)$. As this system has a very similar structure as problem (3.2) we studied before, analogous arguments as in the proof of Theorem 3.25 allow us to conclude that there exists a time $T_0 \in (0,b_0)$ and a function $\psi \in W_p^{1,4}((0,T_0) \times (0,1);\mathbb{R}^3)$ solving the above system. The time $T_0$ depends on $\|\varphi\|_{X_0}, \min_{i \in \{1,2,3\},x \in [0,1]}|\varphi'(x)|, |\varphi_x(0)|$ and also on $\|\gamma(0)|_{X_0}, \min_{i \in \{1,2,3\},x \in [0,1]}|\gamma'(x)|, |\gamma_x(0)|$ and $|(\gamma_0)x(0,0)|$ where $X_0 = W_p^{1,4-4/p}((0,1))$. For every $t \in [0,T_0)$ the continuous function $x \mapsto \psi(t,x)$ satisfies $\psi(t,0) = 0$, $\psi(t,1) = 1$ and $\psi_x(t,x) \neq 0$ for all $x \in [0,1]$. Thus $x \mapsto \psi(t,x)$ is a $C^1$–diffeomorphism of the interval $[0,1]$. Lemma 5.3 implies that 

$$(t,x) \mapsto \gamma^t_0(t,\psi(t,x)) \in W_p^{1,4}((0,T_0) \times (0,1);\mathbb{R}^2)$$

and by construction, $(t,x) \mapsto \gamma_0(t,\psi(t,x))$ solves the Analytic Problem (3.2). As for $\bar{T} \to 0$, 

$$\|\gamma(t,\psi(t,x))\|_{W_p^{4,4}}((0,\bar{T}) \times (0,1);\mathbb{R}^3) \to \|\varphi\|_{W_p^{4-4/p}(0,1);\mathbb{R}^3}$$

and $\|\varphi\|_{W_p^{4-4/p}(0,1);\mathbb{R}^3} \leq \|\mathcal{E}\varphi\|_{E_1} \leq M/2$, we may choose $T \in (0,T_0)$ small enough such that 

$$(t,x) \mapsto \gamma_0(t,\psi(t,x)) \in W_p^{1,4}((0,T) \times (0,1);\mathbb{R}^3) \cap B_M.$$ 

The uniqueness assertion in Theorem 3.25 implies for all $t \in [0,T], x \in [0,1]$ and $i \in \{1,2,3\}$, 

$$\gamma^t_i(t,x) = \gamma^0_0(t,\psi^t(t,x)).$$

This proves that $\gamma(t,[0,1])$ and $\mathbb{T}(t)$ coincide for every $t \in [0,T]$. The claim follows repeating the same argument for the family of networks $\{\tilde{T}(t)\}$. \hfill \Box

**Theorem 5.5** (Geometric Uniqueness). Let $p \in (5,\infty)$, $T_0$ be a geometrically admissible initial triod and $T$ be positive. Suppose that $(\mathbb{T}(t))$ and $(\tilde{T}(t))$ are two solutions to (2.5) in the time interval $[0,T]$ with initial network $T_0$ in the sense of Definition 2.8. Then the networks $\mathbb{T}(t)$ and $\tilde{T}(t)$ coincide for all $t \in [0,T]$.

**Proof.** We prove this statement by contradiction. Suppose that the set 

$$C := \left\{ t \in (0,T) : \mathbb{T}(t) \neq \tilde{T}(t) \right\}$$

is non empty and let $t^* := \inf C$. Then $t^* \in [0,T)$ and as $C$ is an open subset of $(0,T)$ we conclude that $\mathbb{T}(t^*) = \tilde{T}(t^*)$. As $(\mathbb{T}(t))$ is a solution to (2.5) in the time interval $[0,T)$, the triod $\mathbb{T}(t^*)$ is a geometrically admissible initial network to system (2.5). The two evolutions $(\mathbb{T}(t^* + t))$ and $(\tilde{T}(t^* + t))$ are solutions to (2.5) in the time interval $[0,T - t^*)$ in the sense of Definition 2.8 with the same initial network. Theorem 5.4 implies that there exists a time $T_0 \in (0,T - t^*)$ such that for all $t \in [0,T_0]$, $\mathbb{T}(t^* + t) = \tilde{T}(t^* + t)$. This contradicts the fact that $t^* = \inf \left\{ t \in (0,T) : \mathbb{T}(t) \neq \tilde{T}(t) \right\}$. \hfill \Box
5.2 Geometric existence and uniqueness of maximal solutions

**Definition 5.6** (Maximal network). Let \( T \in (0, \infty) \cup \{ \infty \} \), \( p \in (5, \infty) \) and \( \mathbb{T}_0 \) be a geometrically admissible initial network. A time–dependent family of triods \((\mathbb{T}_t)_{t \in [0, T)}\) is a maximal solution to the elastic flow with initial datum \( \mathbb{T}_0 \) in \([0, T)\) if it is a smooth solution in the sense of Definition 2.10 in \((0, \hat{T}]\) for all \( \hat{T} < T \) and if there does not exist a smooth solution \( (\tilde{T}(\tau)) \) in \((0, \tilde{T}]\) with \( \tilde{T} \geq T \) and such that \( \mathbb{T} = \tilde{T} \) in \((0, T)\). In this case the time \( T \) is called maximal time of existence and is denoted by \( T_{\text{max}} \).

**Remark 5.7.** If \( T = \infty \) in the above definition, \( \tilde{T} \geq T \) is supposed to mean \( \tilde{T} = \infty \).

**Lemma 5.8.** Let \( p \in (5, \infty) \) and \( \mathbb{T}_0 \) be a geometrically admissible initial triod and \( T \) be positive. Suppose that \((\mathbb{T}(t))\) and \((\tilde{\mathbb{T}}(t))\) are smooth solutions in the sense of Definition 2.10 in \((0, T)\) for some positive \( T \) with initial datum \( \mathbb{T}_0 \). Then the networks \( \mathbb{T}(t) \) and \( \tilde{\mathbb{T}}(t) \) coincide for all \( t \in [0, T) \).

**Proof.** By the Definition 2.10 of smooth solution it is ensured that both \((\mathbb{T}(t))\) and \((\tilde{\mathbb{T}}(t))\) are solutions to (2.5) in the time interval \([0, T]\) with initial network \( \mathbb{T}_0 \). This is due to the embedding

\[
C^\infty(\mathbb{T}_n \times [0, 1]; \mathbb{R}^2) 
\hookrightarrow W_p^1(I_n; L_p((0, 1); \mathbb{R}^2)) \cap L_p(I_n; W_p^4((0, 1); \mathbb{R}^2)).
\]

The result now follows from Theorem 5.5.

**Lemma 5.9** (Existence and uniqueness of a maximal solution). Let \( p \in (5, \infty) \) and \( \mathbb{T}_0 \) be a geometrically admissible initial network. There exists a maximal solution \((\mathbb{T}(t))_{t \in [0, T_{\text{max}}]}\) to the elastic flow with initial datum \( \mathbb{T}_0 \) in the maximal time interval \([0, T_{\text{max}}]\) with \( T_{\text{max}} \in (0, \infty) \cup \{ \infty \} \). It is geometrically unique on finite time intervals in the sense of Lemma 5.8.

**Proof.** Combining Theorem 3.25 and Theorem 4.3 we know that there exists a solution \( \gamma \in E_T \) of the Analytic Problem for some positive \( T \) which is smooth in \([\varepsilon, T] \times [0, 1]\) for all \( \varepsilon \in (0, T) \). This induces a smooth solution \((\mathbb{T}(t))\) to the elastic flow in \([0, T]\) in the sense of Definition 2.10 via \( \mathbb{T}(t) := \bigcup_{i=1}^3 \gamma^i([0, T]) \). The existence of a maximal solution can be obtained using the Lemma of Zorn.

**Lemma 5.10.** Let \( p \in (5, \infty) \) and \( \mathbb{T}_0 \) be a geometrically admissible initial network and \((\mathbb{T}(t))_{t \in [0, T_{\text{max}}]}\) a maximal solution to the elastic flow with initial datum \( \mathbb{T}_0 \) in the maximal time interval \([0, T_{\text{max}}]\) with \( T_{\text{max}} \in (0, \infty) \cup \{ \infty \} \). Then for all \( T \in (0, T_{\text{max}}) \) the evolution \( \mathbb{T} \) admits a regular parametrisation \( \gamma := (\gamma^1, \gamma^2, \gamma^3) \) in \([0, T]\) that is smooth in \([\varepsilon, T] \times [0, 1]\) for all \( \varepsilon > 0 \).

**Proof.** Let \( T \in (0, T_{\text{max}}) \) be given. As \((\mathbb{T}(t))\) is a solution to (2.5) in \([0, T]\), the lengths \( \ell^i(t) \) of the curves \( \mathbb{T}^i(t) \), \( t \in [0, T] \), \( i \in \{1, 2, 3\} \) are uniformly bounded from above and below. Furthermore, for every \( \varepsilon > 0 \) the map \( t \mapsto \ell^i(t) \) is smooth on \([\varepsilon, T]\). Suppose that \( (0, T) = (a_0, b_0) \cup (a_1, b_1) \) with \( 0 = a_0 < a_1 < b_0 \leq b_1 = T_{\text{max}} \) and that \( \gamma_0 \) and \( \gamma_1 \) are regular parametrisations of \( \mathbb{T}_i \) in \((0, b_0)\) and \((a_1, T)\), respectively, as described in Definition 2.10. In particular, it holds for all \( \varepsilon \in (0, b_0) \)

\[
\gamma^i_0 \in W_p^1((0, b_0); L_p((0, 1); \mathbb{R}^2)) \cap L_p((0, b_0); W_p^4((0, 1); \mathbb{R}^2)) \cap C^\infty([\varepsilon, b_0] \times [0, 1]; \mathbb{R}^2)
\]

and

\[
\gamma^i_1 \in C^\infty([a_1, T] \times [0, 1]; \mathbb{R}^2).
\]
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Given \( t \in [0, T], j \in \{0, 1\} \) and \( i \in \{1, 2, 3\} \) we consider the reparametrisation
\[
\sigma^t_j(t) : [0, 1] \to [0, 1], \quad \sigma^t_j(t,x) := \frac{1}{\ell^t_j(t)} \int_0^x |(\gamma^t_i(t, \xi))| \, d\xi.
\]
For \( t \in [0, b_0] \) and \( x \in [0, 1] \) we define \( \tilde{\gamma}^0_j(t,x) := \gamma^0_j(t, (\sigma^0_j)^{-1}(t,x)) \). Analogously, for \( t \in [a_1, T] \) and \( x \in [0, 1] \) we let \( \tilde{\gamma}^1_j(t,x) := \gamma^1_j(t, (\sigma^1_j)^{-1}(t,x)) \). Observe that for \( t \in [a_1, b_0] \) both \( \tilde{\gamma}^0_j(t) \) and \( \tilde{\gamma}^1_j(t) \) are parametrisations of the curve \( \mathbb{T}^i(t) \) with the same speed \( \ell^t_j(t) \). This allows us to conclude for all \( t \in [a_1, b_0] \):
\[
\tilde{\gamma}_0^j(t) = \tilde{\gamma}_1^j(t).
\]
The desired regular parametrisation \( \gamma = (\gamma^1, \gamma^2, \gamma^3) \) can thus be defined as
\[
\gamma^i(t) := \begin{cases} 
\tilde{\gamma}^0_j(t), & t \in [0, b_0], \\
\tilde{\gamma}^1_j(t), & t \in [a_1, T],
\end{cases}
\]
which is well defined and smooth in \([\varepsilon, T] \times [0, 1]\) for all \( \varepsilon > 0 \). In the case that the interval \((0, T)\) is an arbitrary finite union of intervals \((a_n, b_n)\), the proof follows using this procedure on every intersection. \( \square \)

6 Evolution of geometric quantities

The aim of this section is to find \textit{a priori} estimates for geometric quantities related to the flow. Let \( p \in (5, \infty) \) and \( T_0 \) be a geometrically admissible initial network. We consider a maximal solution \((\mathbb{T}(t))_{t \in [0,T]}\) to the elastic flow starting in \( T_0 \) in the maximal time interval \([0, T_{max}]\) with \( T_{max} \in (0, \infty) \cup \{ \infty \} \). Notice that by Lemma 5.9 such a solution exists and is unique on finite time intervals. Furthermore, Lemma 5.10 implies that in every finite time interval \([0, T] \subset [0, T_{max}]\) it can be parametrised by one parametrisation that is smooth away from \( t = 0 \). Thus the arclength parameter is smooth on \([\varepsilon, T] \times [0, 1]\) for all \( T \in (0, T_{max}) \) and all \( \varepsilon \in (0, T) \). Hence all the geometric quantities involved in the following computations are \textit{smooth functions} depending on the time variable \( t \in (0, T_{max}) \) and the space variable \( s \) (the arclength parameter).

6.1 Notation and preliminaries

We introduce here some notation (the same as defined in [20]) which will be helpful in the following arguments.

\textbf{Definition 6.1.} We denote by \( p_\sigma(\partial^h_s k) \) a polynomial in \( k, \ldots, \partial^h_s k \) with constant coefficients in \( \mathbb{R} \) such that every monomial it contains is of the form
\[
C' \prod_{l=0}^{h} (\partial^l_s k)^{\beta_l} \quad \text{with} \quad \sum_{l=0}^{h} (l+1) \beta_l = \sigma,
\]
where \( \beta_l \in \mathbb{N}_0 \) for \( l \in \{0, \ldots, h - 1\} \) and \( \beta_h \in \mathbb{N} \) for at least one monomial.
Definition 6.2. We denote by \( q_\sigma \left( \partial_j^T, \partial_h^k \right) \) a polynomial in \( T, \ldots, \partial_j^T, k, \ldots, \partial_h^k \) with constant coefficients in \( \mathbb{R} \) such that every monomial it contains is of the form
\[
C \prod_{l=0}^j (\partial_l^T)^{\alpha_l} \prod_{l=0}^h (\partial_l^k)^{\beta_l} \quad \text{with} \quad \sum_{l=0}^j (4l+1)\alpha_l + \sum_{l=0}^h (l+1)\beta_l = \sigma,
\]
with \( \alpha_l \in \mathbb{N}_0 \) for \( l \in \{0, \ldots, j\} \), \( \beta_l \in \mathbb{N}_0 \) for \( l \in \{0, \ldots, h\} \). We demand that there are (possibly different) monomials that satisfy \( \alpha_j \in \mathbb{N} \) and \( \beta_h \in \mathbb{N} \), respectively.

Definition 6.3. We write \( q_\sigma (|\partial_j^T|, |\partial_h^k|) \) to denote a finite sum of terms of the form
\[
C \prod_{l=0}^j (\partial_l^T)^{\alpha_l} \prod_{l=0}^h (\partial_l^k)^{\beta_l} \quad \text{with} \quad \sum_{l=0}^j (4l+1)\alpha_l + \sum_{l=0}^h (l+1)\beta_l = \sigma,
\]
with \( \alpha_l \in \mathbb{N}_0 \) for \( l \in \{0, \ldots, j\} \), \( \beta_l \in \mathbb{N}_0 \) for \( l \in \{0, \ldots, h\} \). Again we demand that there are (possibly different) monomials that satisfy \( \alpha_j \in \mathbb{N} \) and \( \beta_h \in \mathbb{N} \), respectively. The polynomials \( p_\sigma (|\partial_h^k|) \) are defined in the same manner.

We notice that
\[
\partial_s \left( p_\sigma (\partial_h^k) \right) = p_{\sigma+1} (\partial_s^{h+1} k),
\]
\[
p_{\sigma_1} (\partial_s^{h_1} k)p_{\sigma_2} (\partial_s^{h_2} k) = p_{\sigma_1+\sigma_2} (\partial_s^{\max(h_1,h_2)} k). \quad (6.1)
\]

Young’s inequality
We will use Young’s inequality in the following form:
\[
ab \leq \varepsilon a^p + C(\varepsilon, p, p') b^{p'} \quad (6.2)
\]
with \( a, b, \varepsilon > 0 \), \( p, p' \in (1, \infty) \) and \( \frac{1}{p} + \frac{1}{p'} = 1 \).

We adopt the following convention to calculate the evolution of a certain geometric quantity \( f = (f^1, f^2, f^3) \) integrated along the network \( T \) composed of the curves \( T^i \):
\[
\int_{T^i} f ds := \sum_{i=1}^3 \int_{T^i} f^i \, ds^i.
\]
We remind that the arclength parameter \( s \) varies in \([0, L(T^i)]\) with \( L(T^i) \) denoting the length of the curve \( T^i \) and that the curves \( T^i \) can be also parametrised by functions \( \gamma^i \) defined on the fixed interval \([0, 1]\). Then
\[
\sum_{i=1}^3 \int_{T^i} f^i \, ds^i = \sum_{i=1}^3 \int_0^1 f |\gamma^i_x| \, dx,
\]
as the arclength measure is given by \( ds = |\gamma^i_x| \, dx \) on the curve parametrised by \( \gamma^i \).

\( L^p \)-norms
In the sequel we will prove that the length of each curve of a triod \( T_i \) evolving by the elastic
flow is bounded (see Remark 6.7) and we will require that it is also uniformly bounded away from zero. That is
\[ 0 < c \leq L(T_i) \leq C < \infty. \] (6.3)
Hence for any fixed time \( t \in (0, T) \) the interval \([0, L(T_i)]\) is positive and bounded. For all \( p \in [1, \infty) \) we will write
\[ \|f_i\|_{L^p(0, L(T_i))} := \int_{T_i} |f_i|^p \, ds \quad \text{and} \quad \|f\|_{L^p(T_i)} := \sum_{i=1}^3 \|f_i\|_{L^p(0, L(T_i))}. \]
We will also use the \( L^\infty \)–norm
\[ \|f_i\|_{L^\infty(0, L(T_i))} := \text{ess sup}_{L^\infty(0, L(T_i))} |f_i| \quad \text{and} \quad \|f\|_{L^\infty(T_i)} := \sum_{i=1}^3 \|f_i\|_{L^\infty(0, L(T_i))}. \]
Whenever we are considering continuous functions, we identify the supremum norm with the \( L^\infty \) norm and denote it by \( \|\cdot\|_\infty \).
We underline here that for sake of notation we will simply write \( \|\cdot\|_{L^p} \) instead of \( \|\cdot\|_{L^p(0, L(T_i))} \) both for \( p \in (0, \infty) \) and \( p = \infty \).

**Gagliardo–Nirenberg Inequality**
Let \( \gamma \) be a smooth regular curve in \( \mathbb{R}^2 \) with finite length \( L \) and let \( u \) be a smooth function defined on \( \gamma \). Then for every \( j \geq 1 \), \( p \in [2, \infty) \) and \( n \in \{0, \ldots, j-1\} \) we have the estimates
\[ \|\partial_s^n u\|_{L^p} \leq C_{n,j,p} \|\partial_s^j u\|_2^\sigma \|u\|_{L^2}^{1-\sigma} + \frac{B_{n,j,p}}{L^\sigma} \|u\|_{L^2} \]
where
\[ \sigma = \frac{n+1/2-1/p}{j} \]
and the constants \( C_{n,j,p} \) and \( B_{n,j,p} \) are independent of \( \eta \). In particular, if \( p = +\infty \),
\[ \|\partial_s^n u\|_{L^\infty} \leq C_{n,m} \|\partial_s^m u\|_2^\sigma \|u\|_{L^2}^{1-\sigma} + \frac{B_{n,m}}{L^m} \|u\|_{L^2} \quad \text{with} \quad \sigma = \frac{n+1/2}{m}. \] (6.4)
We notice that in the case of a family of curves with length equibounded from below by some positive value, the Gagliardo–Nirenberg inequality holds with uniform constants.

### 6.2 Basic evolution formulas

**Lemma 6.4** (Commutation rules). If \( \gamma \) moves according to (2.4) the commutation rule
\[ \partial_t \partial_s = \partial_s \partial_t + (T_s - kA) \partial_s \]
holds. The measure \( ds \) evolves as
\[ \partial_t (ds) = (kA - T_s) \, ds. \]

**Proof.** The proof follows by straightforward computations. \( \square \)
Lemma 6.5. The tangent, unit normal and curvature of a curve moving by \((2.4)\) satisfy
\[
\begin{align*}
\partial_t \tau &= -(A_s + Tk) \nu, \\
\partial_t \nu &= (A_s + Tk) \tau, \\
\partial_t k &= \langle \partial_t \kappa, \nu \rangle = -A_{ss} - T\partial_s k - k^2 A \\
&= -2\partial_s^2 k - 5k^2 \partial_s^2 k - 6k (\partial_s k)^2 - T\partial_s k - k^5 + \mu (\partial_s^2 k + k^3).
\end{align*}
\] (6.5)
Moreover if \(\gamma\) moves according to \((2.4)\) the following formula holds for any \(j \in \mathbb{N}\):
\[
\partial_t \partial_s^j \kappa = -2\partial_s^{j+4} k + p_{j+5} (\partial_s^{j+2} k) - T\partial_s^{j+1} k + \mu p_{j+3} (\partial_s^{j+2} k)
\] (6.6)
Proof. The proof follows by direct computations.

6.3 Bounds on curvature and length

Lemma 6.6. For every \(t \in (0, T_{\text{max}})\) it holds
\[
\frac{d}{dt} \int_{T(t)} k^2 + \mu ds = - \int_{T(t)} A^2 ds \quad \text{and} \quad E_{\mu}(T(t)) \leq E_{\mu}(T_0).
\]
Proof. This result follows from the gradient flow structure, see [3].

Remark 6.7. As a consequence for every \(t \in (0, T_{\text{max}})\) and for every \(\mu > 0\)
\[
\int_{T(t)} k^2 ds \leq E_{\mu}(T_0), \quad \text{and} \quad L(T(t)) \leq \frac{1}{\mu} E_{\mu}(T_0) < \infty.
\] (6.7)
Notice that the global length of the evolving triod is bounded from below away from zero by the value of the length shortest path connecting the three points \(P^1, P^2\) and \(P^3\). Unfortunately this does not give a bound on the length of the single curve, the length of (at most) one curve can go to zero during the evolution.

6.4 Bound on \(\partial_s^2 k\)

Lemma 6.8. For \(t \in (0, T_{\text{max}})\) it holds
\[
\frac{d}{dt} \int_{T_t} |\partial_s^2 k|^2 ds = \int_{T_t} -|2\partial_s^4 k|^2 - 2\mu |\partial_s^3 k|^2 + p_{10} (\partial_s^3 k) + p_8 (\partial_s^2 k) ds \\
+ \sum_{i=1}^{3} q_i \left( T^i, \partial_s^2 k \right) + q_5 \left( T^i, \partial_s k \right) + p_5 \left( \partial_s^2 k \right)|_{3\text{-point}},
\]
where \(T^i\) is appearing in the polynomials with power 1.
Proof. By direct computation
\[
\begin{align*}
\frac{d}{dt} \int_{T_t} |\partial_s^2 k|^2 ds &= \int_{T_t} \partial_s^2 k \{2\partial_t \partial_s^2 k + \partial_s^2 k (kA - T_s)\} ds \\
&= \int_{T_t} \partial_s^2 k \{-4\partial_s^4 k - 10k^2 \partial_s^4 k + 2\mu \partial_s^4 k - 36 (\partial_s k)^2 \partial_s^2 k + p_7 (\partial_s^2 k) + p_5 (\partial_s^2 k) \\
&- 2T \partial_s^2 k - T_s \partial_s^2 k\} ds.
\end{align*}
\]
Integrating by parts once the term \( \int \partial_s^2 k \left( -10k^2 \partial_s k - 36 (\partial_s k)^2 \partial_s^2 k + 2\mu \partial_s^4 k \right) \) ds and twice \( \int -4\partial_s^2 k \partial_s^2 k \) ds we get

\[
\frac{d}{dt} \int_{\mathcal{T}_t} |\partial_s^2 k|^2 \, ds = \int_{\mathcal{T}_t} |2\partial_s^4 k|^2 - 2\mu|\partial_s^3 k|^2 + p_{10} (\partial_s^2 k) + p_8 (\partial_s^2 k) \, ds \\
+ \left\{ 4\partial_s^3 k^i \partial_s^4 k^i - 4\partial_s^2 k^i \partial_s^3 k^i - 12 (\partial_s k^i)^3 \partial_s^2 k^i - (10k^i)^2 - 2\mu \partial_s^2 k^i \partial_s^3 k^i - T^i (\partial_s^2 k^i)^2 \right\} \biggr|_{\text{dry}}.
\]

We focus now on the boundary terms. It is easy to see that at the fixed end--points the contribution is zero. Indeed the curvature is zero, the velocity is zero (hence the second derivative of the curvature is zero and \( T^i \) is zero) and using (6.5) one notices that also the fourth derivative of the curvature is zero. Hence (using the fact that \( k^i(0) = 0 \)) it remains to deal with

\[
\sum_{i=1}^{3} \left( 4\partial_s^3 k^i \partial_s^4 k^i - 4\partial_s^2 k^i \partial_s^3 k^i - 12 (\partial_s k^i)^3 \partial_s^2 k^i + 2\mu \partial_s^2 k^i \partial_s^3 k^i - T^i (\partial_s^2 k^i)^2 \right),
\]

(6.8)

where for sake of notation we omitted the dependence on \( x = 0 \). Differentiating in time the curvature condition \( k^i = 0 \) for \( i \in \{1, 2, 3\} \) at the triple junction we get

\[
0 = \partial_t k^i = -2\partial_s^4 k^i - 5(k^i)^2 \partial_s^2 k^i - 6k^i (\partial_s k^i)^2 - T^i \partial_s k^i - (k^i)^3 + \mu (\partial_s^2 k^i + (k^i)^3)
\]

\[
= -2\partial_s^2 k^i - T^i \partial_s k^i + \mu \partial_s^2 k^i.
\]

Thus, at the triple junction we have

\[
\sum_{i=1}^{3} 2\partial_t k^i \partial_s^3 k^i = \sum_{i=1}^{3} \left( 4\partial_s^3 k^i \partial_s^4 k^i + 2T^i \partial_s k^i \partial_s^3 k^i - 2\mu \partial_s^2 k^i \partial_s^3 k^i \right) = 0.
\]

(6.9)

Moreover, differentiating in time both the concurrency condition and the third order condition at the triple junction, we get \( A^i v^j + T^i r^j = A^j v^i + T^j r^i \) and \( \partial_t (\sum 2\partial_s k^i v^i - \mu T^i) = 0 \) for \( i, j \in \{1, 2, 3\} \) which implies

\[
0 = \left\langle A^i v^j + T^i r^j, \partial_t \left( \sum_{i=1}^{3} 2\partial_s k^i v^i - \mu T^i \right) \right\rangle \\
= \sum_{i=1}^{3} \left\langle A^i v^j + T^i r^j, \partial_t (2\partial_s k^i v^i - \mu T^i) \right\rangle \\
= \sum_{i=1}^{3} \left\langle A^i v^j + T^i r^j, (2\partial_t \partial_s k^i + \mu (A_s^i + T^i k^i)) v^i + 2\partial_s (A_s^i + T^i k^i) r^i \right\rangle \\
= \sum_{i=1}^{3} \left( (2\partial_t \partial_s k^i + \mu A_s^i) A^i + 2\partial_s k^i A_s^i T^i \right) \\
= \sum_{i=1}^{3} 2 \left( -4\partial_s^2 k^i - 12 (\partial_s k^i)^3 - 2T^i \partial_s^2 k^i + 4\mu \partial_s^2 k^i - \mu^2 \partial_s k^i \right) \partial_s^2 k^i + 4T^i \partial_s k^i \partial_s^2 k^i - 2\mu T^i (\partial_s k^i)^2,
\]
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that is
\[ \sum_{i=1}^{3} \left( -4\partial^2_s k^i \partial^2 s k^i - 12 (\partial_s k^i)^3 \partial^2 s k^i + 4\mu \partial^3_s k^i \partial^2 s k^i - 2T^i (\partial^2 s k^i)^2 \right) - \mu^2 \partial_s k^i \partial^2 s k^i + 2T^i \partial_s k^i \partial^2 s k^i \right) = 0. \]

Combined with (6.9) this yields
\[ \sum_{i=1}^{3} \left( 4\partial^3_s k^i \partial^2 s k^i - 4\partial^2_s k^i \partial^3 s k^i - 12 (\partial_s k^i)^3 \partial^2 s k^i + 2\mu \partial^3_s k^i \partial^2 s k^i - 2T^i (\partial^2 s k^i)^2 \right) - \mu^2 \partial_s k^i \partial^2 s k^i + 4T^i \partial_s k^i \partial^2 s k^i \right) = 0. \]

Hence we can express the sum (6.8) as
\[ \sum_{i=1}^{3} \left( T^i (\partial^2 s k^i)^2 + \mu^2 \partial_s k^i \partial^2 s k^i - 4T^i \partial_s k^i \partial^2 s k^i + \mu T^i (\partial_s k^i)^2 \right). \]

Combined with the previous computations this gives the desired result. \( \square \)

We have obtained an explicit expression for \( \frac{d}{dt} \| \partial^2_s k \|_2 \). Differently from \( \frac{d}{dt} \| k \|_2 \), the sign of the expression is not clearly determined, hence we cannot easily say that \( \| \partial^2 s k \|_2 \) is decreasing during the evolution. Our aim is to estimate the polynomials involved in the formula in order to get at least a bound for \( \| \partial^2 s k \|_2 \).

We underline that from now on the constant \( C \) may vary from line to line.

**Lemma 6.9.** Let \( \int_{\mathbb{T}_1} |p_{10}(\partial^3_s k)| + |p_8(\partial^2_s k)| ds \) be the integral of the two polynomials appearing in Lemma 6.8. Suppose that the lengths of the three curves of the triod \( \mathbb{T}_1 \) are uniformly bounded away from zero for all \( t \in [0, T_{\text{max}}] \). Then the following estimates hold for all \( t \in (0, T_{\text{max}}) \):
\[
\int_{\mathbb{T}_1} p_{10}(\partial^3_s k) ds \leq \| \partial^3_s k \|_{L_2}^2 + C \| k \|_{L_2}^2 + C \| k \|_{L_2}^{1.5},
\]
\[
\int_{\mathbb{T}_1} p_8(\partial^2_s k) ds \leq \frac{\mu}{2} \| \partial^2_s k \|_{L_2}^2 + C \| k \|_{L_2}^2 + C \| k \|_{L_2}^{1.5}. \]

**Remark 6.10.** The constants 1 and \( \mu/2 \) in front of \( \| \partial^3_s k \|_{L_2}^2 \) and \( \| \partial^2_s k \|_{L_2}^2 \) will play a special role later in Lemma 6.15. In this Lemma they can be chosen arbitrarily small.

**Proof.** To obtain the desired estimates we adapt [20, pag 260–261] to our situation.
Let \( m \in \{1, 2\} \). Every monomial of \( p_{2m+6}(\partial^{m+1}_s k) \) is of the shape
\[ C \prod_{l=0}^{m+1} (\partial^l_s k)^{\alpha_l}, \]
with \( \alpha_l \in \mathbb{N}_0 \) and \( \sum_{l=0}^{m+1} \alpha_l(l+1) = 2m + 6 \). We define \( J := \{ l \in \{0, \ldots, m+1\} : \alpha_l \neq 0 \} \) and for every \( l \in J \) we set
\[ \beta_l := \frac{2m + 6}{(l + 1)\alpha_l}. \]
We observe that \( \sum_{l \in J} \frac{1}{\beta_l} = 1 \) and \( \alpha_l \beta_l > 2 \) for every \( l \in \{0, \ldots, j\} \) such that \( \alpha_l \neq 0 \). Thus the Hölder inequality implies
\[
C \int_{T_t} \prod_{l \in J} (\partial_s^l k)^{\alpha_l} \, ds \leq C \prod_{l \in J} \left( \int_{T_t} |\partial_s^l k|^{\alpha_l \beta_l} \, ds \right)^{\frac{1}{\beta_l}} = C \prod_{l \in J} \|\partial_s^l k\|_{L^{\alpha_l \beta_l}}.
\]
Applying the Gagliardo–Nirenberg inequality for every \( l \in J \) yields for every \( i \in \{1, 2, 3\} \)
\[
\|\partial_s^l k^i\|_{L^{\alpha_l \beta_l}} \leq C_{l,m,\alpha_l,\beta_l} \|\partial_s^{m+2} k^i\|_{L^2} \|k^i\|_{L^2}^{1-\sigma_l} + \frac{B_{l,m,\alpha_l,\beta_l}}{L(m+2)\sigma_l} \|k^i\|_{L^2}
\]
where for all \( l \in J \) the coefficient \( \sigma_l \) is given by
\[
\sigma_l = \frac{l + 1/2 - 1/(\alpha_l \beta_l)}{m + 2}.
\]
We may choose
\[
C = \max \left\{ C_{l,m,\alpha_l,\beta_l} \frac{B_{l,m,\alpha_l,\beta_l}}{L(m+2)\sigma_l} : l \in J \right\}.
\]
Since the polynomial \( p_{2m+6} (\partial_s^{m+1} k) \) consists of finitely many monomials (whose number depends on \( m \)) of the above type with coefficients independent of time and the points on the curve, we can write
\[
\int_{T_t} p_{2m+6} (\partial_s^{m+1} k) \, ds \leq C \int_{T_t} \prod_{l \in J} |\partial_s^l k|^{\alpha_l} \, ds \leq C \prod_{l \in J} \|\partial_s^l k\|_{L^{\alpha_l \beta_l}}
\]
\[
\leq C(L_t) \prod_{l \in J} \|k\|_{L^2}^{(1-\sigma_l)\alpha_l} \left( \|\partial_s^{m+2} k\|_{L^2} + \|k\|_{L^2} \right)^{\sigma_l \alpha_l}
\]
\[
= C(L_t) \|k\|_{L^2}^{\sum_{l \in J} (1-\sigma_l)\alpha_l} \left( \|\partial_s^{m+2} k\|_{L^2} + \|k\|_{L^2} \right)^{\sum_{l \in J} \sigma_l \alpha_l}
\]
for every \( t \in (0, T_{\text{max}}) \) such that the flow exists. Here the constant \( C(L_t) \) depends on the lengths of each curve at time \( t \). Moreover we have
\[
\sum_{l \in J} \sigma_l \alpha_l = 2 - \frac{1}{(m + 2)^2} < 2.
\]
Applying Young’s inequality with \( p := \frac{2}{\sum_{l \in J} \sigma_l \alpha_l} \) and \( q := \frac{2}{\sum_{l \in J} \sigma_l \alpha_l} \), we obtain
\[
C \int_{T_t} \prod_{l \in J} |\partial_s^l k|^{\alpha_l} \, ds \leq C(L_t) \|k\|_{L^2}^{\frac{2}{\sum_{l \in J} (1-\sigma_l)\alpha_l}} + \frac{\varepsilon}{2} C(L_t) \left( \|\partial_s^{m+2} k\|_{L^2} + \|k\|_{L^2} \right)^{2}
\]
where
\[
2 \sum_{l \in J} (1 - \sigma_l) \alpha_l = 2(2m + 5).
\]
As \( C(L_t) \) depends only on \( m \) and the length of each curve of the solution at time \( t \) and as the single lengths are bounded from below by hypothesis, we get \( \varepsilon \) small enough
\[
\int_{T_t} p_{2m+6} (\partial_s^{m+1} k) \, ds \leq \varepsilon \left( \|\partial_s^{m+2} k\|_{L^2} + \|k\|_{L^2} \right)^{2} + C \|k\|_{L^2}^{2(2m+5)}.
\]
To conclude in our case it is enough to take \( m \in \{1, 2\} \) and choose a suitable \( \varepsilon > 0 \).
In the following Lemma we will express the tangential velocity at the triple junction in terms of the normal velocity similarly as in [14].

**Lemma 6.11.** Given \( t \in [0, T_{\max}) \) we let \( \tau^i(t) := \tau^i(t, 0) \) be the unit tangent vector to the curve \( T^i(t) \) at the triple junction and \( \alpha^i(t) \), \( \alpha^2(t) \), \( \alpha^3(t) \) be the angle at the triple junction between \( \tau^2(t) \) and \( \tau^3(t) \), \( \tau^3(t) \) and \( \tau^1(t) \), and \( \tau^1(t) \) and \( \tau^2(t) \), respectively. Suppose that there exists \( \rho > 0 \) such that

\[
\inf_{t \in [0, T_{\max})} \max \left\{ |\sin \alpha^1(t)|, |\sin \alpha^2(t)|, |\sin \alpha^3(t)| \right\} \geq \rho. \quad (6.10)
\]

Then for every \( t \in [0, T_{\max}) \) the tangential velocities \( T^i(t) := T^i(t, 0) \) at the triple junction are linear combinations of the normal velocities \( A^i(t) := A^i(t, 0) \) with coefficients uniformly bounded in time.

**Remark 6.12.** The above condition (6.10) means that for all \( t \in [0, T_{\max}) \) the network \( T(t) \) is non degenerate in the sense that \( \text{span} \{ \nu^1(t, 0), \nu^2(t, 0), \nu^3(t, 0) \} = \mathbb{R}^2 \). Notice that this condition appears in the Definition 3.1 of geometrically admissible initial networks as it is needed to prove the validity of the Lopatinskii–Shapiro condition, see [13, Lemma 3.14]. We will refer to (6.10) as the uniform non–degeneracy condition.

**Proof.** Given \( t \in [0, T_{\max}) \) differentiating the concurrency condition in time yields at the triple junction

\[
A^1(t)\nu^1(t) + T^1(t)\tau^1(t) = A^2(t)\nu^2(t) + T^2(t)\tau^2(t) = A^3(t)\nu^3(t) + T^3(t)\tau^3(t).
\]

Testing these identities with \( \tau^1(t), \tau^2(t), \tau^3(t) \) implies

\[
\begin{pmatrix}
-\langle \tau^1(t), \tau^2(t) \rangle & 1 & 0 \\
0 & -\langle \tau^2(t), \tau^3(t) \rangle & 1 \\
1 & 0 & -\langle \tau^3(t), \tau^1(t) \rangle
\end{pmatrix}
\begin{pmatrix}
T_1(t) \\
T_2(t) \\
T_3(t)
\end{pmatrix}
= \begin{pmatrix}
\langle \nu^1(t), \tau^2(t) \rangle A_1(t) \\
\langle \nu^2(t), \tau^3(t) \rangle A_2(t) \\
\langle \nu^3(t), \tau^1(t) \rangle A_3(t)
\end{pmatrix}.
\]

The \( 3 \times 3 \)–matrix on the left hand side will be denoted by \( \mathcal{M}(t) \) in the following. Its determinant is given by

\[
\det \mathcal{M}(t) = 1 - \langle \tau^2(t), \tau^1(t) \rangle \langle \tau^3(t), \tau^2(t) \rangle \langle \tau^1(t), \tau^3(t) \rangle.
\]

By Cramer’s rule each component \( T^i(t) \) of the unique solution \( T(t) \) of the above system can be expressed as a linear combination of \( A^1(t) \), \( A^2(t) \), \( A^3(t) \) with coefficients that are polynomials in the entries of \( \mathcal{M}(t) \), \( \langle \nu^1(t), \tau^2(t) \rangle \), \( \langle \nu^2(t), \tau^3(t) \rangle \), \( \langle \nu^3(t), \tau^1(t) \rangle \) and \( (\det \mathcal{M}(t))^{-1} \). The condition (6.10) ensures that these coefficients are uniformly bounded in \([0, T_{\max})\). Indeed, notice that

\[
\inf_{t \in [0, T_{\max})} \det \mathcal{M}(t) = 1 - \cos (\alpha^1(t)) \cos (\alpha^2(t)) \cos (\alpha^3(t)) \geq 1 - \sqrt{1 - \rho^2} > 0.
\]

\( \Box \)

**Lemma 6.13.** Let

\[
\sum_{i=1}^3 \left( q_7 \left( T^i, \partial_k^2 k^i \right) + q_5 \left( T^i, \partial_k k^i \right) + p_5 \left( \partial_k^2 k^i \right) \right)_{3\text{–point}}
\]
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be the boundary terms appearing in Lemma 6.8. Suppose that the length of the three curves of the triod \( T_t \) are uniformly bounded away from zero for all \( t \in (0, T_{\text{max}}) \). Moreover suppose that the uniform non-degeneracy condition (6.10) is satisfied. Then the following estimates hold for all \( t \in (0, T_{\text{max}}) \):

\[
\sum_{i=1}^{3} q_7 \left( T^i, \partial_s^3 k^i \right)_{3\text{-point}} \leq \| \partial_s^4 k \|_{L^2}^2 + C \| k \|_{L^2}^2 + C \| k \|_{L^2}^{18}, \\
\sum_{i=1}^{3} q_5 \left( T^i, \partial_s k^i \right)_{3\text{-point}} \leq \frac{\mu}{4} \| \partial_s^3 k \|_{L^2}^2 + C \| k \|_{L^2}^2 + C \| k \|_{L^2}^{14}, \\
\sum_{i=1}^{3} p_5 \left( \partial_s^2 k^i \right)_{3\text{-point}} \leq \frac{\mu}{4} \| \partial_s^3 k \|_{L^2}^2 + C \| k \|_{L^2}^2 + C \| k \|_{L^2}^{14}.
\]

Remark 6.14. As before the constants 1 and \( \mu/4 \) in front of \( \| \partial_s^3 k \|_{L^2}^2 \) and \( \| \partial_s k \|_{L^2}^2 \) in this Lemma can be chosen arbitrarily small.

Proof. Since \( T^i \) is appearing with power one in the polynomials \( q_7(T^i, \partial_s^3 k^i) \) and \( q_5(T^i, \partial_s k^i) \), we can write

\[
q_7(T^i, \partial_s^3 k^i) = T^i \left( p_6(\partial_s^3 k^i) \right) \quad \text{and} \quad q_5(T^i, \partial_s k^i) = T^i \left( p_4(\partial_s k^i) \right).
\]

By Lemma 6.11 for every \( t \in (0, T_{\text{max}}) \) and \( i \in \{1, 2, 3\} \) it holds at the triple junction

\[
| T^i | \leq C \left( | A_1 | + | A_2 | + | A_3 | \right) = C \left( | \partial_s^2 k^1 | + | \partial_s^2 k^2 | + | \partial_s^2 k^3 | \right) \leq C \sum_{i=1}^{3} \| \partial_s^2 k^i \|_{L^\infty},
\]

with a constant \( C \) independent of \( t \) where the equality \( \| \partial_s^2 k \|_{L^\infty} = \| \partial_s^2 k \|_{L^\infty} \) holds because all \( \partial_s^2 k^i \) are smooth functions. Hence \( \sum_{i=1}^{3} q_7(T^i, \partial_s^3 k^i) \rvert_{3\text{-point}} \leq \sum_{i=1}^{3} | T^i | \left( p_6(\partial_s^3 k^i) \right) \rvert_{3\text{-point}} \)

can be controlled with a sum of terms like \( C \prod_{l=0}^{1} \| \partial_s^4 k^l \|_{L^\infty} \) with \( \sum_{l=0}^{1} (l+1) \alpha_l = 9 \). Similarly \( \sum_{i=1}^{3} q_5(T^i, \partial_s k^i) \rvert_{3\text{-point}} \) can be controlled by a sum of terms of type \( C \prod_{l=0}^{2} \| \partial_s^4 k^l \|_{L^\infty} \), with \( \sum_{l=0}^{2} (l+1) \alpha_l = 7 \) and also \( \sum_{i=1}^{3} p_5(\partial_s^m k^i) \rvert_{3\text{-point}} \) can be controlled by \( C \prod_{l=0}^{2} \| \partial_s^4 k^l \|_{L^\infty} \), with \( \sum_{l=0}^{2} (l+1) \alpha_l = 5 \).

Again we follow [20, pag 261–262]. We use interpolation inequalities with \( p = +\infty \),

\[
\| \partial_s^j k \|_{L^\infty} \leq C_1 \left( \| \partial_s^{m+1} k \|_{L^2}^{\sigma_l} \| k \|_{L^2}^{1-\sigma_l} + \| k \|_{L^2} \right) \quad (6.11)
\]

with \( \sigma_l = \frac{l+1/2}{m+1/2} \), hence

\[
C \prod_{l=0}^{m} \| \partial_s^j k \|_{L^\infty}^{\sigma_l} \leq C \prod_{l=0}^{m} \left( \| \partial_s^{m+1} k \|_{L^2} + \| k \|_{L^2} \right)^{\sigma_l \alpha_l} \| k \|_{L^2}^{(1-\sigma_l) \alpha_l} \\
\leq C \left( \| \partial_s^{m+1} k \|_{L^2} + \| k \|_{L^2} \right)^{\sum_{l=0}^{m} \sigma_l \alpha_l} \| k \|_{L^2}^{(1-\sigma_l) \alpha_l}
\]

and

\[
\sum_{l=0}^{m} \sigma_l \alpha_l < 2.
\]
as it takes the values \( \frac{63}{32}, \frac{35}{17} \) and \( \frac{25}{12} \). By Young’s inequality
\[
(\|\partial_s^3 k\|_{L^2} + \|k\|_{L^2}) \sum_{i=0}^{3} \sigma_i \alpha_i \|k\|_{L^2}^2 \leq \varepsilon \left(\|\partial_s^4 k\|_{L^2} + \|k\|_{L^2}^2\right)^2 + C\|k\|_{L^2}^{a_*}
\]
with
\[
a_* = \frac{2 \sum_{i=0}^{3} (1 - \sigma_i) \alpha_i}{2 - \sum_{i=0}^{3} \sigma_i \alpha_i}.
\]
For a suitable choice of \( \varepsilon > 0 \) we get the result. \( \Box \)

**Proposition 6.15.** Let \((T(t))\) be a maximal solution to the elastic flow with initial datum \(T_0\) in the maximal time interval \([0, T_{\text{max}}]\) with \(T_{\text{max}} \in (0, \infty) \cup \{\infty\}\) and let \(E_\mu(T_0)\) be the elastic energy of the initial network. Suppose that for \(t \in (0, T_{\text{max}})\) the lengths of the three curves of the triod \(T_t\) are uniformly bounded away from zero and that the uniform non–degeneracy condition (6.10) is satisfied. Then for all \(t \in (0, T_{\text{max}})\) it holds
\[
\frac{d}{dt} \int_{T_t} |\partial_s^2 k|^2 \, ds \leq C(E_\mu(T_0)).
\]

**Proof.** Combining Lemma 6.8, 6.9 and 6.13 with the bound on the curvature we get
\[
\frac{d}{dt} \int_{T_t} |\partial_s^2 k|^2 \, ds \leq \int_{T_t} -2|\partial_s^3 k|^2 - \mu |\partial_s^4 k|^2 \, ds + C(E_\mu(T_0)) \leq C(E_\mu(T_0)).
\]

\( \Box \)

7 Long time behaviour

7.1 Long time behaviour of the elastic flow of triods

**Theorem 7.1.** Let \(p \in (5, 10)\) and \(T_0\) be a geometrically admissible initial network. Suppose that \((T(t))_{t \in [0, T_{\text{max}}]}\) is a maximal solution to the elastic flow with initial datum \(T_0\) in the maximal time interval \([0, T_{\text{max}}]\) with \(T_{\text{max}} \in (0, \infty) \cup \{\infty\}\) in the sense of Definitions 2.10 and 5.6. Then
\[
T_{\text{max}} = \infty
\]
or at least one of the following happens:

(i) the inferior limit of the length of one curve of \(T(t)\) is zero as \(t \nearrow T_{\text{max}}\).

(ii) \(\lim \inf_{t \nearrow T_{\text{max}}} \max \left\{ \left| \sin \alpha^1(t) \right|, \left| \sin \alpha^2(t) \right|, \left| \sin \alpha^3(t) \right| \right\} = 0\), where \(\alpha^1(t)\), \(\alpha^2(t)\) and \(\alpha^3(t)\) are the angles at the triple junction.

**Proof.** Let \(T\) be a maximal solution of the elastic flow in \([0, T_{\text{max}}]\). Suppose that the two assertions (i) and (ii) are not fulfilled and that \(T_{\text{max}}\) is finite. Then the lengths of the three curves of \(T(t)\) are uniformly bounded away from zero on \([0, T_{\text{max}}]\) and the uniform non–degeneracy condition (6.10) is satisfied. Observe that by hypothesis, smoothness of the flow on \([\varepsilon, T]\) for all positive \(\varepsilon\) and all \(T \in (\varepsilon, T_{\text{max}}]\) and the short time existence result, the lengths \(\ell^i(t)\) of the curves \(T^i(t)\) are uniformly bounded from below on \([0, T_{\text{max}}]\). Remark 6.7 implies further that \(\ell^i(t)\) are uniformly bounded from above on \([0, T_{\text{max}}]\) and that \(k \in L^\infty((0, T_{\text{max}}); L^2(T_t))\).
Let $\varepsilon \in (0, \frac{T_{\text{max}}}{100})$ and $\delta \in (0, \frac{T_{\text{max}}}{4})$ be fixed. Integrating (6.12) on the interval $(\varepsilon, T_{\text{max}} - \delta)$ gives
\[
\int_{T_{\text{max}} - \delta}^{T_{\text{max}}} |\partial_s^2 k|^2 \, ds \leq \int_{T_{\text{max}} - \delta}^{T_{\text{max}}} |\partial_s^2 k|^2 \, ds + C \left( E_{\mu}(T_0) \right) T_{\text{max}}
\]
which implies $|\partial_s^2 k| \in L^\infty \left( (\varepsilon, T_{\text{max}} - \delta); L^2(T_t) \right)$.

By direct computation, we observe the following identities for the curvature vectors:
\[
\overset{\gamma^i(t,x)}{k^i}(t,x) = \frac{\gamma_{xx}^i(t,x)}{(\ell^3(t))^2}, \quad \overset{\gamma^i(t,x)}{k}\!\!_{ss}^i(t,x) = \frac{\gamma_{xxx}^i(t,x)}{(\ell^3(t))^3}, \quad \overset{\gamma^i(t,x)}{k}\!\!_{xx}^i(t,x) = \frac{\gamma_{xxxx}^i(t,x)}{(\ell^3(t))^4}.
\]
Combining (7.1) with Remark 6.7 we obtain for all $t \in [0, T_{\text{max}})$
\[
\int_{0}^{T_{\text{max}} - \delta} (\varepsilon, T_{\text{max}} - \delta) \left| \gamma_{xx}^i(t,x) \right| \, dx = \int_{T_{\text{max}} - \delta}^{T_{\text{max}}} |\overset{\gamma^i(t,x)}{\vec{k}}| \, ds = \int_{T_{\text{max}} - \delta}^{T_{\text{max}}} k^i(t,s) \, ds \leq E_{\mu}(T_0),
\]
hence
\[
\sup_{t \in [\varepsilon, T_{\text{max}} - \delta]} \int_{0}^{T_{\text{max}} - \delta} (\varepsilon, T_{\text{max}} - \delta) \left| \gamma_{xx}^i(t,x) \right| \, dx \leq C^3 E_{\mu}(T_0) < \infty.
\]
As
\[
\overset{\gamma^i_{xx}}{k}\!\!_{ss} = (k_{ss} - k^3) \nu - 3kk_s \tau
\]
the previous observations immediately give $\overset{\gamma^i_{ss}}{\vec{k}} \in L^\infty \left( (\varepsilon, T_{\text{max}} - \delta); L^2(T_t) \right)$. This implies for every $t \in (\varepsilon, T_{\text{max}} - \delta)$ and a constant $C$ not depending on $\delta$
\[
\int_{0}^{T_{\text{max}} - \delta} (\varepsilon, T_{\text{max}} - \delta) \left| \gamma_{xxx}^i(t,x) \right| \, dx = \int_{T_{\text{max}} - \delta}^{T_{\text{max}}} |\overset{\gamma^i_{xxx}}{\vec{k}}| \, ds \leq C,
\]
which yields
\[
\sup_{t \in (\varepsilon, T_{\text{max}} - \delta)} \int_{0}^{T_{\text{max}} - \delta} (\varepsilon, T_{\text{max}} - \delta) \left| \gamma_{xxxx}^i(t,x) \right| \, dx \leq C C^7 < \infty.
\]
As a consequence we obtain
\[
\gamma_{xx}^i \in L^\infty((\varepsilon, T_{\text{max}} - \delta); L^2(0,1)) \quad \text{and} \quad \gamma_{xxxx}^i \in L^\infty((\varepsilon, T_{\text{max}} - \delta); L^2(0,1)).
\]
A uniform bound in time and space on the third derivative of $\gamma^i$ can be obtained by interpolation. This bound is independent of $\delta$. Further, $\gamma_{xx}^i \in L^\infty((\varepsilon, T_{\text{max}} - \delta); L^2((0,1)))$ as $\gamma^i$ is parametrised with constant speed equal to the length. As one endpoint of each curve $T^i$ is fixed during the evolution and as the lengths $\ell^i(t)$ of the curves are bounded from above uniformly in time on $[0, T_{\text{max}})$, the networks $T(t)$ remain inside a ball $B_R(0)$ for all $t \in [0, T_{\text{max}})$ and a suitable choice of $R$. This allows us to conclude for all $\delta$ and $\varepsilon$ as above
\[
\gamma \in L^\infty((\varepsilon, T_{\text{max}} - \delta); W^{4,2}_2((0,1); (\mathbb{R}^3)^3))
\]
where the norm is bounded by a constant independent of \( \delta \). The Sobolev Embedding Theorem implies for all \( p \in (5, 10) \)
\[
\gamma \in L^\infty \left( \left[ \varepsilon, T_{\max} - \delta \right); W^{4-4/p}_p \left( (0, 1); (\mathbb{R}^2)^3 \right) \right)
\]
where the norm is bounded by a constant \( C \) not depending on \( \delta \). Notice that \( \gamma(T_{\max} - \delta) \) is an admissible initial parametrisation for all \( \delta \in \left( 0, T_{\max} - \delta \right) \) in the sense of Definition 3.1. By Theorem 3.25 there exists a uniform time \( T \) of existence depending on \( C \) for all initial values \( \gamma(T_{\max} - \delta) \). Let \( \delta := \frac{T}{2} \). Then Theorem 3.25 implies the existence of a regular solution \( \eta \in W^4_p \left( (T_{\max} - \delta, T_{\max} + \delta); L_p \left( (0, 1); (\mathbb{R}^2)^3 \right) \cap L_p \left( (T_{\max} - \delta, T_{\max} + \delta); W^{4}_p \left( (0, 1); (\mathbb{R}^2)^3 \right) \right) \) to the system (3.2) with \( \eta(T_{\max} - \delta) = \gamma(T_{\max} - \delta) \). By Theorem 4.3 we obtain
\[
\eta \in C^\infty \left( \left[ T_{\max} - \frac{\delta}{2}, T_{\max} + \delta \right] \times [0, 1]; (\mathbb{R}^2)^3 \right).
\]
The two parametrisations \( \gamma \) and \( \eta \) defined on \( (0, T_{\max} - \frac{\delta}{2}) \) and \( (T_{\max} - \frac{\delta}{2}, T_{\max} + \delta) \), respectively, define a smooth solution \( \left( \overline{\mathbb{T}}(t) \right) \) to the elastic flow on the time interval \( (0, T_{\max} + \delta) \) with initial datum \( \mathbb{T}_0 \) in the sense of Definition 2.10 coinciding with \( \mathbb{T} \) on \( (0, T_{\max}) \). This contradicts the maximality of \( T_{\max} \).

\[\square\]

7.2 A remark on the definition of maximal solutions

The aim of this section is to show that the assumption of smoothness in Definition 5.6 is not needed.

**Definition 7.2** (Sobolev maximal solution). Let \( T \in (0, \infty) \cup \{ \infty \} \), \( p \in (5, \infty) \) and \( \mathbb{T}_0 \) be a geometrically admissible initial network. A time–dependent family of triods \( (\mathbb{T}_t)_{t \in [0, T]} \) is a Sobolev maximal solution to the elastic flow with initial datum \( \mathbb{T}_0 \) in \( [0, T] \) if it is a solution (in the sense of Definition 2.8) in \( (0, \tilde{T}] \) for all \( \tilde{T} < T \) and if there does not exist a solution \( \left( \overline{\mathbb{T}}(t) \right) \) in \( (0, \tilde{T}] \) with \( \tilde{T} > T \) and such that \( \mathbb{T} = \overline{\mathbb{T}} \) in \( (0, T) \).

The existence and uniqueness of a Sobolev maximal solution is easy to prove. Suppose that \( \mathbb{T}_0 \) is a geometrically admissible initial network, \( (\mathbb{T}_t)_{t \in [0, T]} \) is a Sobolev maximal solution to the elastic flow with initial datum \( \mathbb{T}_0 \) in \( [0, T] \) and \( (\overline{\mathbb{T}}_t)_{t \in [0, \overline{T}]} \) is a maximal solution to the elastic flow with initial datum \( \mathbb{T}_0 \) in \( [0, \overline{T}] \) in the sense of Definition 5.6. Then Theorem 5.5 implies that \( \mathbb{T} \) and \( \overline{\mathbb{T}} \) coincide in \( [0, \min\{T, \overline{T}\}] \).

A priori it is possible that \( \tilde{T} < T \) and hence \( (\mathbb{T}_t)_{t \in [0, T]} \) is a Sobolev maximal solution which is smooth until \( \tilde{T} \) but has a sudden loss of regularity for \( t > \tilde{T} \). We show that this can not be the case.

Suppose by contradiction that \( \tilde{T} < T \) and
\[
\tilde{T} = \sup\{t \in (0, T) : \mathbb{T}_t \text{ is smooth in the sense of Definition 2.10 }\}.
\]
Since \( \mathbb{T} \) is a solution to the elastic flow in \( [0, T] \) with \( T > \tilde{T} \), for all \( t \in (0, \tilde{T}] \) the length of all curves of the triod are uniformly bounded away from zero and the uniform non–degeneracy condition (6.10) is fulfilled. Moreover by Lemma 5.10, \( \mathbb{T} \) admits a regular smooth
parametrisation $\gamma$ in $[\varepsilon, \bar{T} - \delta] \times [0, 1]$ for all $\varepsilon, \delta > 0$. We can hence apply the same arguments as in the proof of Theorem 7.1 to obtain a smooth extension of $\mathbb{T}$ in the time interval $[0, \bar{T} + \delta]$, a contradiction to (7.2).

We summarize this result in the following:

**Lemma 7.3.** Let $p \in (5, \infty)$ and $\mathbb{T}_0$ be a geometrically admissible initial network. There exists a maximal solution $(\mathbb{T}(t))_{t \in [0, T_{\text{max}}]}$ to the elastic flow with initial datum $\mathbb{T}_0$ in the maximal time interval $[0, T_{\text{max}}]$ with $T_{\text{max}} \in (0, \infty) \cup \{\infty\}$. It is smooth in the sense of Definition 5.6, geometrically unique on finite time intervals in the sense of Lemma 5.8, and for all $T \in (0, T_{\text{max}})$ the evolution $\mathbb{T}$ admits a regular parametrisation $\gamma := (\gamma^1, \gamma^2, \gamma^3)$ in $[0, T]$ that is smooth in $[\varepsilon, T] \times [0, 1]$ for all $\varepsilon > 0$.

7.3 Long time behaviour of the elastic flow of Theta–networks

In this section we show that all the above results hold true also in the case of Theta–networks (see Definition 2.4). It is straightforward to adapt the proofs of (geometric) short time existence and geometric uniqueness to the case of Theta–networks. The calculations that were done to treat the boundary terms at the triple junction of the triod are precisely the ones needed for both triple junctions of the Theta. In particular the elastic flow of Theta–networks satisfies the a priori estimates. The difficulty lies in the proof of the long time existence result. In contrast to the elastic flow of triods no points of the Theta–network are fixed during the evolution. The presence of fixed endpoints was used in Theorem 7.1 to find a uniform in time and space $L^\infty$–bound on the parametrisations. As these arguments are no longer possible in the Theta–case, we prove a refinement of the short time existence result, namely that the time interval within which the Analytic Problem is well posed does not depend on the $L^p$–norm of the initial parametrisation (see Theorem 7.10).

Analogously to the elastic flow of triods we use the following notion of geometric solution.

**Definition 7.4 (Elastic flow of a Theta–network).** Let $p \in (5, \infty)$ and $T > 0$. Let $\Theta_0$ be a geometrically admissible initial Theta–network. A time dependent family of Theta–networks $\Theta(t)$ is a solution to the elastic flow with initial datum $\Theta_0$ in $[0, T]$ if and only if there exists a collection of time dependent parametrisations

$$\gamma_n^i \in W^4_p(I_n; L^p((0, 1); \mathbb{R}^2)) \cap L^p(I_n; W^4_p((0, 1); \mathbb{R}^2)),$$

with $n \in \{0, \ldots, N\}$ for some $N \in \mathbb{N}$, $I_n := (a_n, b_n) \subset \mathbb{R}$, $a_n \leq a_{n+1}$, $b_n \leq b_{n+1}$, $a_n < b_n$ and $\bigcup_n (a_n, b_n) = (0, T)$ such that for all $n \in \{0, \ldots, N\}$ and $t \in I_n$, $\gamma_n(t) = (\gamma^1(t), \gamma^2(t), \gamma^3(t))$ is a regular parametrisation of $\Theta(t)$. Moreover each $\gamma_n$ needs to satisfy the following system

$$\begin{cases} 
(\langle \nu^{i}, \nu^{j} \rangle \nu^{j})(t,x) = -\left(2k^3_{s} + (k^i)^3 - \mu k^i\right)\nu^{i}(t,x) & \text{motion,} \\
\gamma^{1}(t,y) = \gamma^{2}(t,y) = \gamma^{3}(t,y) & \text{concurrency condition,} \\
k^{i}(t,y) = 0 & \text{curvature condition,} \\
3 \sum_{i=1}^{3} (2k^3_{s}\nu^{i} - \mu \nu^{i}) (t,y) = 0 & \text{third order condition,}
\end{cases}$$

for every $t \in I_n$, $x \in (0, 1)$, $y \in (0, 1)$ and for $i \in \{1, 2, 3\}$. Finally we ask that $\gamma_n(0, [0, 1]) = \Theta_0$ whenever $a_n = 0$.

The family $(\Theta(t))$ is a smooth solution to the elastic flow with initial datum $\Theta_0$ in $[0, T]$ if there exists a collection $\gamma_n$, $n \in \{0, \ldots, N\}$, satisfying all requirements as above such that
additionally $a_1 > 0$, $\gamma_n^i \in C^\infty(T_n \times [0,1]; \mathbb{R}^2)$ for all $n \in \{1, \ldots, N\}$ and for all $\varepsilon \in (0, b_0)$, $\gamma_0^i \in C^\infty([\varepsilon, b_0] \times [0,1]; \mathbb{R}^2)$.

**Definition 7.5.** Let $p \in (5, \infty)$. A Theta–network $\Theta_0$ is a geometrically admissible initial network for system (7.3) if

- there exists a parametrisation $\sigma = (\sigma^1, \sigma^2, \sigma^3)$ of $\Theta_0$ such that every curve $\sigma^i$ is regular and $\sigma^i \in W_p^{4-4/p}((0,1); \mathbb{R}^2)$.
- at both triple junctions $k_0^i = 0$, $\sum_{i=1}^3 (2k_0^i \nu^i_0 - \mu \tau^i_0) = 0$, and $\text{span}\{\nu_0^1, \nu_0^2, \nu_0^3\} = \mathbb{R}^2$.

As in the case of triods we transform the geometric problem (7.3) to a parabolic quasilinear system of PDEs.

**Definition 7.6.** Let $p \in (5, \infty)$. A parametrisation $\varphi = (\varphi^1, \varphi^2, \varphi^3)$ of an initial Theta–network $\Theta_0$ is an admissible initial parametrisation for system (7.4) if each curve $\varphi^i$ is regular, $\varphi^i \in W_p^{4-4/p}((0,1); \mathbb{R}^2)$ and for $y \in \{0,1\}$ the parametrisations $\varphi^i$ satisfy the concurrency, second and third order condition and $\text{span}\{\nu_0^1(y), \nu_0^2(y), \nu_0^3(y)\} = \mathbb{R}^2$.

**Definition 7.7.** Let $T > 0$ and $p \in (5, \infty)$. Given an admissible initial parametrisation $\varphi$ the time dependent parametrisation $\gamma = (\gamma^1, \gamma^2, \gamma^3) \in \mathcal{E}_T$ is a solution of the Analytic Problem for Theta–networks with initial value $\varphi$ in $[0, T]$ if the curve $\gamma^i(t)$ is regular for all $t \in [0, T]$ and the following system is satisfied for almost every $t \in (0, T), x \in (0,1)$ and for $i \in \{1,2,3\}$, $y \in \{0,1\}$:

\[
\begin{align*}
\gamma_1^i(t,x) &= -A^i(t,x)\nu^i(t,x) - T^i(t,x)\tau^i(t,x) & \text{motion}, \\
\gamma_1^1(t,y) &= \gamma_2^1(t,y) = \gamma_3^1(t,y) & \text{concurrency condition}, \\
\gamma_{xx}^1(t,y) &= 0 & \text{second order condition}, \quad (7.4) \\
\sum_{i=1}^3 (2k_1^i \nu_1^i - \mu \tau_1^i)(t,y) &= 0 & \text{third order condition}, \\
\gamma_0^i(0, x) &= \varphi^i(x) & \text{initial condition},
\end{align*}
\]

where the tangential velocity is defined in (2.3).

Repeating precisely the same arguments as in § 3 we obtain the following result.

**Theorem 7.8.** Let $p \in (5, \infty)$ and $\varphi$ be an admissible initial parametrisation. There exists a positive time $\tilde{T}(\varphi)$ depending on $\min_{i \in \{1,2,3\}, x \in [0,1]}|\varphi_0^i(x)|$ and $\|\varphi\|_{W_p^{4-4/p}((0,1))}$ such that for all $T \in (0, \tilde{T}(\varphi))$ the system (7.7) has a solution in

\[
\mathcal{E}_T = W_p^1((0, T); L_p((0,1); (\mathbb{R}^2)^3)) \cap L_p((0, T); W_p^4((0,1); (\mathbb{R}^2)^3))
\]

which is unique in $\mathcal{E}_T \cap \overline{B_M}$ where

\[
M := 2 \max \left\{ \sup_{T \in (0,1)} \left\| L_T^{-1} \right\|_{\mathcal{L}(\mathcal{E}_T, \mathcal{F}_T)} \right\} \max \left\{ \left\| \mathcal{E} \varphi \right\|_{\mathcal{E}_1}, \left\| (N_{1,1}(\mathcal{E} \varphi), N_{1,2}(\mathcal{E} \varphi), \mathcal{E} \varphi) \right\|_{\mathcal{F}_1} \right\}.
\]

To prove a refinement of the above theorem we introduce the following notation.
Definition 7.9. Given $p \in (5, \infty)$ and $\eta \in W^{4-1/p}_p \left( (0, 1); (\mathbb{R}^2)^3 \right)$ we let

$$|\eta|_{W^{4-1/p}_p((0,1);(\mathbb{R}^2)^3)} := \sum_{j=1}^3 \|\partial^j_\gamma \eta\|_{L_p((0,1);(\mathbb{R}^2)^3)} + [\partial_\gamma^3 \eta]_{1-\frac{2}{p}p}.$$ 

We will now show that the existence time depends on $\|\varphi\|_{W^{4-1/p}_p((0,1))}$ only via $|\varphi|_{W^{4-1/p}_p((0,1))}$.

This is due to the fact that the problem for the Theta–network is translationally invariant.

Theorem 7.10. Let $p \in (5, \infty)$ and $\varphi$ be an admissible initial parametrisation. There exists a time $T(\varphi) \in (0, 1]$ depending on $\min_{i \in \{1, 2, 3\}, x \in [0, 1]} |\varphi^i_x(x)|$ and $|\varphi|_{W^{4-1/p}_p((0,1))}$ such that for all $T \in (0, T(\varphi)]$ the system (7.7) has a solution in

$$E_T = W^1_p \left( (0, T); L_p \left( (0, 1); (\mathbb{R}^2)^3 \right) \right) \cap L_p \left( (0, T); W^4_p \left( (0, 1); (\mathbb{R}^2)^3 \right) \right).$$

Proof. Given $p \in (5, \infty)$ and an initial parametrisation $\varphi$ we let $\tilde{T}(\varphi)$ be the time of existence as in the statement of Theorem 7.8. Let further $v \in \mathbb{R}^2$ be fixed and $(\varphi^v)^i : [0, 1] \to \mathbb{R}^2$ be defined by $(\varphi^v)^i(x) := \varphi^i(x) + v$. Then $\varphi^v := ((\varphi^v)^1, (\varphi^v)^2, (\varphi^v)^3)$ is an admissible initial parametrisation to system (7.4). Observe that all derivatives of $\varphi$ and $\varphi^v$ of order one or higher coincide. Thus by Theorem 7.8 there exists a time $\tilde{T}(\varphi^v)$ depending on $\min_{i \in \{1, 2, 3\}, x \in [0, 1]} |\varphi^i_x(x)|$, $|\varphi|_{W^{4-1/p}_p((0,1))}$ and $|\varphi^v|_{L_p((0,1))}$ such that for all $T \in (0, \tilde{T}(\varphi^v))$ the system (7.4) with initial datum $\varphi^v$ has a solution in $E_T$. We want to show that $\tilde{T}(\varphi)$ and $\tilde{T}(\varphi^v)$ can be replaced by $\max\{\tilde{T}(\varphi), \tilde{T}(\varphi^v)\}$. Let $T \in (0, \tilde{T}(\varphi))$ and $\gamma \in E_T$ be a solution to system (7.4) with initial datum $\varphi$. Then $\gamma^v := ((\gamma^v)^1, (\gamma^v)^2, (\gamma^v)^3)$ with $(\gamma^v)^i(t, x) := \gamma^i(t, x) + v$ for $t \in [0, T], x \in [0, 1]$, lies in $E_T$ and is a solution to (7.4) with initial datum $\varphi^v$. Conversely, given $T \in (0, \tilde{T}(\varphi^v))$ and a solution $\gamma$ to (7.4) with initial datum $\varphi$, the function $\eta^{-v} := ((\eta^{-v})^1, (\eta^{-v})^2, (\eta^{-v})^3)$ with $(\eta^{-v})^i(t, x) := \eta^i(t, x) - v$ for $t \in [0, T], x \in [0, 1]$, is a solution to (7.4) in $E_T$ with initial datum $\varphi$. With the particular choice of $v := -\varphi(0)$ we observe that the shifted network $\varphi^v$ has one triple junction in the origin and satisfies for all $x \in [0, 1]$,

$$\varphi^v(x) = \varphi^v(0) + \int_0^x |\varphi^i_y(y)| \, dy \leq \|\varphi\|^i_{L_p((0,1);(\mathbb{R}^2)^3)}$$

and thus $\|\varphi^v\|_{L_p((0,1);(\mathbb{R}^2)^3)} \leq \|\varphi\|_{L_p((0,1);(\mathbb{R}^2)^3)}$. This shows that the existence time

$$T(\varphi) := \max \left\{ \tilde{T}(\varphi), \tilde{T}(\varphi^-) \right\}$$

depends on $\|\varphi\|_{W^{4-1/p}_p((0,1))}$ only via $|\varphi|_{W^{4-1/p}_p((0,1))}$. \qed

As in the case of triods we obtain parabolic regularisation for system (7.4), geometric existence and uniqueness, and the bounds established in § 6. Maintaining the notion of maximal solution introduced in Definition 5.6 the existence and uniqueness of a maximal solution follows with the same arguments as in the case of triods, see Lemma 5.9. Using suitable reparametrisations such that the curves of the evolving network are parametrised with constant speed equal to the length of the curve, we deduce as in Lemma 5.10 that on compact subintervals of $[0, T_{\text{max}})$ the maximal solution can be described by one parametrisation $\gamma$. Given a small $\varepsilon$ the arguments in the proof of Theorem 7.1 imply

$$\sup_{\delta \in (0, T_{\text{max}})} \sup_{t \in (\varepsilon, T_{\text{max}} - \delta)} |\gamma(t)|_{W^{4-1/p}_p \left( (0, 1); (\mathbb{R}^2)^3 \right)} \leq C.$$
Thanks to the refined short time existence result 7.10 we obtain the following Theorem:

**Theorem 7.11.** Let \( p \in (5, 10) \) and \( \Theta_0 \) be a geometrically admissible initial network. Suppose that \( (\Theta(t))_{t \in [0, T_{\max}]} \) is a maximal solution to the elastic flow with initial datum \( \Theta_0 \) in the maximal time interval \([0, T_{\max})\) with \( T_{\max} \in (0, \infty) \cup \{\infty\} \) in the sense of Definitions 2.10 and 5.6. Then

\[
T_{\max} = \infty
\]

or at least one of the following happens:

(i) the inferior limit of the length of at least one curve of \( \Theta(t) \) is zero as \( t \nearrow T_{\max} \).

(ii) at one of the triple junctions \( \liminf_{t \nearrow T_{\max}} \max \{|\sin \alpha^1(t)|, |\sin \alpha^2(t)|, |\sin \alpha^3(t)|\} = 0 \), where \( \alpha^1(t), \alpha^2(t) \) and \( \alpha^3(t) \) are the angles at the respective triple junction.

### 7.4 Long time behaviour of general networks

Now that we have completely described the long time behaviour of triods and Theta–networks, we are in the position to prove Theorem 1.3.

First of all we fix the following convention.

Let \( \mathcal{N} \) be a network composed of \( j \in \mathbb{N} \) curves \( \mathcal{N}^1, \ldots, \mathcal{N}^j \) with \( m \in \mathbb{N} \) triple junctions \( O^1, \ldots, O^m \) and (if present) \( l \in \mathbb{N} \) end–points \( P^1, P^2, \ldots, P^l \) and let \( \gamma(t) = (\gamma^1(t), \ldots, \gamma^j(t)) \) be a regular parametrisation of \( \mathcal{N}(t) \). We assume (up to possibly reordering the family of curves and “inverting” their parametrisation) that for every \( r \in \{0, \ldots, l\} \) the end point \( P^r \) of the network is given by \( \gamma^r(t, 1) \). Moreover, with an abuse of notation, we denote by \( \gamma^{p,1}, \gamma^{p,2}, \gamma^{p,3} \) the three curves concurring at the triple junction \( O^p \) and for \( y \in \{1, 2, 3\} \) we denote by \( \tau^{py}(t, O^p), \nu^{py}(t, O^p), k^{py}(t, O^p), k_s^{py}(t, O^p) \) the respective exterior unit tangent vectors, unit normal vector, curvature and first arclength derivative of the curvature at \( O^p \) of the three curves \( \gamma^{py}(t, \cdot) \).

**Definition 7.12 (Elastic flow of networks).** Let \( p \in (5, \infty) \) and \( T > 0 \). Let \( \mathcal{N}_0 \) be a geometrically admissible initial network composed of \( j \) curves \( \mathcal{N}_0^1, \ldots, \mathcal{N}_0^j \) with \( m \) triple junctions \( O^1, \ldots, O^m \) and (if present) \( l \) end–points \( P^1, \ldots, P^l \). A time dependent family of homeomorphic networks \( (\mathcal{N}(t)) \) is a solution to the elastic flow with initial datum \( \mathcal{N}_0 \) in \([0, T]\) if and only if there exists a collection of time dependent parametrisations

\[
\gamma^i_n(t) \in W^1_p(I_n; L_p((0, 1); \mathbb{R}^2)) \cap L_p(I_n; W^2_p((0, 1); \mathbb{R}^2))
\]

with \( i \in \{1, \ldots, j\} \) and \( n \in \{0, \ldots, N\} \) for some \( N \in \mathbb{N} \), \( I_n := (a_n, b_n) \subset \mathbb{R}, a_n \leq a_{n+1}, b_n \leq b_{n+1}, a_n < b_n \) and \( \bigcup_n (a_n, b_n) = (0, T) \) such that for all \( n \in \{0, \ldots, N\} \) and \( t \in I_n \),

\[
\gamma_n(t) = (\gamma^1_n(t), \ldots, \gamma^j_n(t))
\]

is a regular parametrisation of \( \mathcal{N}(t) \). Moreover each \( \gamma_n \) needs to satisfy the following system

\[
\begin{align*}
(\langle \gamma^i_n, \nu^i \rangle \nu^i)(t, x) &= -\left(2k^i_{s} + (k^i)^3 - \mu k^i \right) \nu^i(t, x) \quad &\text{motion,} \\
\gamma^{p,1}(t, O^p) &= \gamma^{p,2}(t, O^p) = \gamma^{p,3}(t, O^p) \quad &\text{concurrency condition,} \\
k^{p,2}(t, O^p) &= 0 \quad &\text{curvature condition,} \\
\sum_{y=1}^{3} (2k^{p,3}_{s} + \mu k^{p,3} - \mu \tau^{p,y}) &= 0 \quad &\text{third order condition,} \\
\gamma^r(t, 1) &= P^r \quad &\text{fixed endpoints,} \\
k^r(t, 1) &= 0 \quad &\text{curvature condition,}
\end{align*}
\]

(7.5)
for every \( t \in I_n, x \in (0, 1), y \in \{1, 2, 3\}, p \in \{1, \ldots, m\}, r \in \{0, \ldots, l\} \) and for \( i \in \{1, \ldots, j\} \). Finally we ask that \( \gamma_n(0, [0, 1]) = N_0 \) whenever \( a_n = 0 \).

**Definition 7.13** (Geometrically admissible initial network). Let \( p \in (5, \infty) \). A network \( N_0 \) composed of \( j \in \mathbb{N} \) curves \( N_1^0, \ldots, N_j^0 \) with \( m \in \mathbb{N} \) triple junctions \( O_1^0, \ldots, O_m^0 \) and (if present) \( l \in \mathbb{N} \) end–points \( P_1, P_2, \ldots, P_l \) is geometrically admissible for system (7.5) if

- there exists a regular parametrisation \( \sigma = (\sigma^1, \ldots, \sigma^j) \) of \( N_0 \) such that \( \sigma^i \in W_p^{4-j/p}((0, 1); \mathbb{R}^2) \).
- at each triple junction \( O^p \) the three concurring curves \( \sigma^{p,1}, \sigma^{p,2}, \sigma^{p,3} \) satisfy \( k^p(O^p) = 0 \) and \( \sum_{y=1}^3 (2k^p_y \nu^p_y - \mu^p\nu^p_y)(O^p) = 0 \) and at least two curves form a strictly positive angle;
- at each fixed end point \( P^r \) it holds \( k^r(1) = 0 \).

The notions of smooth solution (Definition 2.10) and maximal solution (Definition 5.6) of the elastic flow of a triod can be easily adapted to the general case.

**Proof of Theorem 1.3**

The proof of geometric existence and uniqueness and parabolic smoothing presented in the previous sections extends to the case of a geometrically admissible initial network \( N_0 \). Indeed the results rely on the uniform parabolicity of the system and on the fact that the Lopatinskii–Shapiro and compatibility conditions are satisfied. All the estimates of Section 6 hold true for a more general network provided that none of the lengths of the curves goes to zero and the uniform non–degeneracy condition is satisfied. If the network \( N_0 \) has at least one fixed end point, then we obtain the desired result as a corollary of Theorem 7.1. If instead the network \( N_0 \) has only triple junctions but no fixed end points, the theorem follows using the refined version of the short time existence (Theorem 7.10) that allows to conclude as in Theorem 7.11.

We conclude the paper with some observations.

None of the possibilities listed in Theorem 1.3 excludes the others. Indeed it is possible that as the time approaches \( T_{max} \), both the lengths of one or several curves of the network and the angles between the curves at one or more triple junctions tend to zero, regardless of \( T_{max} \) being finite or infinite. To convince the reader of the high chances of this phenomenon we say a few words about the minimization problem in the class of Theta–networks naturally associated to the flow, namely

\[
\inf \{ E_\mu(\Theta) \mid \Theta \text{ is a Theta–network} \}.
\]

The infimum is zero and it is not a minimum. An example of a minimizing sequence is the following: two arcs of a circle of radius 1 and of length \( \varepsilon \) that meet with a segment (of length \( \sqrt{2}\sqrt{1-\cos \varepsilon} \sim \varepsilon \)) forming angles of \( \frac{\pi}{2} \). Then \( E_\mu(\Theta) = 2\varepsilon + \mu(2\varepsilon + \sqrt{2}\sqrt{1-\cos \varepsilon}) \). Letting \( \varepsilon \to 0 \), the lengths of all curves and the angles at both triple junctions tend to zero and \( E_\mu(\Theta) \to 0 \).

If the network \( N_0 \) has no fixed end points (as in the case of the Theta–network) we are not able to exclude that as \( t \to T_{max} \) the entire configuration \( N_t \) “escapes” to infinity. In the case
of networks with at least one fixed end point \( P^1 \) in \( \mathbb{R}^2 \) the global length of \( N_t \) is bounded by 
\[
\frac{1}{\mu} E_\mu(N_0) =: R \text{ (see Remark 6.7).}
\]
Hence as \( t \to T_{\text{max}} \) the entire \( N_t \) remains in a ball of center \( P^1 \) and radius \( R \).

There is a slight difference in the point \((i)\) of Theorem 7.1 with respect to Theorem 7.11 and Theorem 1.3. The global length of a triod is bounded from below away from zero by the value of the length of the shortest path connecting the three distinct fixed end points \( P^1, P^2 \) and \( P^3 \). Unfortunately this does not give a bound on the length of the single curves, but clearly the length of at most one curve can go to zero during the evolution.

Consider now the case of the Theta: as \( t \to T_{\text{max}} \) the length of more than one curve can go to zero if the angles go to zero. Suppose by contradiction that the lengths of the curves \( \gamma^1 \) and \( \gamma^2 \) go to zero and that all the angles are uniformly bounded away from zero. We can see the union of \( \gamma^1 \) and \( \gamma^2 \) as a closed curve with two angles \( \alpha, \beta \). Then a consequence of [7, Theorem A.1] is that if the lengths of both \( \gamma^1 \) and \( \gamma^2 \) go to zero but the angles are uniformly bounded away from zero, the \( L^2 \)-norm of the scalar curvature blows up, a contradiction to the bound in 6.7.
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