RIEMANNIAN GEOMETRY FOR SHAPE ANALYSIS AND COMPUTATIONAL ANATOMY

MARTINS BRUVERIS

Abstract. Shape analysis and computational anatomy both make use of sophisticated tools from infinite-dimensional differential manifolds and Riemannian geometry on spaces of functions. While comprehensive references for the mathematical foundations exist, it is sometimes difficult to gain an overview how differential geometry and functional analysis interact in a given problem. This paper aims to provide a roadmap to the uninitiated to the world of infinite-dimensional Riemannian manifolds, spaces of mappings and Sobolev metrics: all tools used in computational anatomy and shape analysis.
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Introduction

These lecture notes were written to supplement a course given at the summer school “Mathematics of Shapes” in Singapore in July 2016. The aim of the course was to show how the language of differential geometry can be used in shape analysis and computational anatomy. Of course four lectures are not enough to fully do justice to the subject. However four lectures are enough to give an introduction to infinite-dimensional differential geometry, to show how the infinite-dimensional world differs from the finite-dimensional one and to point the interested reader to more in depth references. Infinite-dimensional differential geometry is treated in detail in [15, 16, 17] and more information about manifolds of maps can be found in the articles [5, 12]. For shape analysis one may consult [26] and for computational anatomy [28].

1. Infinite-dimensional manifolds and functional analysis

The first lecture gave an introduction to manifolds in infinite dimensions assuming familiarity with finite-dimensional differential geometry. Then it discussed the
main differences between finite and infinite dimensions: loss of local compactness and no existence theorems for ODEs in Fréchet spaces. Finally it discussed Omori’s theorem and what it means that the diffeomorphism group of a compact manifold cannot be modelled as a smooth Banach Lie group.

1.1. Infinite-dimensional manifolds. A smooth manifold modelled on the topological vector space $E$ is a Hausdorff topological space $M$ together with a family of charts $(u_{\alpha}, U_{\alpha})_{\alpha \in A}$, such that

1. $U_{\alpha} \subseteq M$ are open sets, $\bigcup_{\alpha \in A} U_{\alpha} = M$;
2. $u_{\alpha} : U_{\alpha} \to u_{\alpha}(U_{\alpha}) \subseteq E$ are homeomorphisms onto open sets $u_{\alpha}(U_{\alpha})$;
3. $u_{\beta} \circ u_{\alpha}^{-1} : u_{\alpha}(U_{\alpha} \cap U_{\beta}) \to u_{\beta}(U_{\alpha} \cap U_{\beta})$ are $C^\infty$-smooth.

In this definition it does not matter, whether $E$ is finite or infinite-dimensional. In fact, if $E$ is finite-dimensional, then $E = \mathbb{R}^n$ for some $n \in \mathbb{N}$ and we recover the definition of a finite-dimensional manifold.

1.2. Choice of a modelling space. There are several classes of infinite-dimensional vector spaces to choose from. With increasing generality our space $E$ can be a

1. Hilbert space;
2. Banach space;
3. Fréchet space;
4. convenient locally convex vector space.

We will assume basic familiarity with Hilbert and Banach spaces. All topological vector spaces are assumed to be Hausdorff. A Fréchet space is a locally convex topological vector space $X$, whose topology can be induced by a complete, translation-invariant metric, i.e. a metric $d : X \times X \to \mathbb{R}$ such that $d(x + h, y + h) = d(x, y)$. Alternatively a Fréchet space can be characterized as a Hausdorff topological space, whose topology may be induced by a countable family of seminorms $\|\cdot\|_n$, i.e., finite intersections of the sets $\{y : \|x - y\|_n < \varepsilon\}$ with some $x, n, \varepsilon$ form a basis of the topology, and the topology is complete with respect to this family.

We will in these lectures ignore for the most part convenient vector spaces; a detailed exposition of manifolds modelled on these spaces can be found in [16]; we mention only that convenient vector spaces are necessary to model spaces of compactly supported functions on noncompact manifolds.

Each of these classes is more restrictive than the next one. A Hilbert space is a vector space with an inner product $\langle \cdot, \cdot \rangle$. The inner product induces a norm via

$$\|x\| = \sqrt{\langle x, x \rangle}.$$ 

If we are just given a norm $\|\cdot\|$, then we have a Banach space. A norm can be used to define a distance $d$ via

$$d(x, y) = \|x - y\|.$$ 

If we have only a distance function, then the space is a Fréchet space. It is in general not possible to go in the other direction.

1.3. The Hilbert sphere. A first example of an infinite-dimensional manifold is the unit sphere in a Hilbert space. Let $E$ be an infinite-dimensional Hilbert space. Then

$$S = \{x \in E : \|x\| = 1\}.$$ 

1We will ignore questions of completeness in this informal discussion.
is a smooth manifold. We can construct charts on $S$ in the following way: For $x_0 \in S$, define the subspace $E_{x_0} = \{ y \in E : \langle y, x_0 \rangle = 0 \}$, which is isomorphic to $E$ itself. The chart map is given by

$$u_{x_0} : x \mapsto x - (x, x_0)x_0,$$

and is defined between the sets $U_{x_0} = \{ x \in S : \langle x, x_0 \rangle > 0 \}$ and $u_{x_0}(U_{x_0}) = \{ y \in E_{x_0} : \|y\| < 1 \}$. Its inverse is

$$u_{x_0}^{-1} : y \mapsto y + \sqrt{1 - \|y\|^2} x_0.$$

We will omit the verification that chart changes are smooth maps.

Note that if $E$ is infinite-dimensional, then the sphere is not compact. To see this choose an orthonormal sequence $(e_n)_{n \in \mathbb{N}}$. Then $e_n \in S$, but the sequence does not contain a convergent subsequence, because $\|e_n - e_m\| = \sqrt{2}$. Hence $S$ cannot be compact.

### 1.4. The manifold $\text{Imm}(S^1, \mathbb{R}^d)$.

One of the simplest spaces of functions is the space of smooth, periodic, immersed curves,

$$\text{Imm}(S^1, \mathbb{R}^d) = \{ c \in C^\infty(S^1, \mathbb{R}^d) : c'(\theta) \neq 0, \forall \theta \in S^1 \}.$$

The modelling space for the manifold is $C^\infty(S^1, \mathbb{R}^d)$, the space of smooth, periodic functions\(^2\). When we talk about manifolds, we have to specify, what topology we mean. On the space $C^\infty(S^1, \mathbb{R}^d)$ of smooth functions we consider the topology of uniform convergence in all derivatives, i.e.,

$$f_n \to f \iff \lim_{n \to \infty} \|f^{(k)}_n - f^{(k)}\|_\infty = 0 \quad \forall k \in \mathbb{N},$$

where $\|f\|_\infty = \sup_{\theta \in S^1} |f(\theta)|$. A basis of open sets is formed by sets of the form

$$M(f, \varepsilon, k) = \left\{ g \in C^\infty(S^1, \mathbb{R}^d) : \|g^{(k)} - f^{(k)}\|_\infty < \varepsilon \right\},$$

with $\varepsilon \in \mathbb{R}_{>0}$ and $k \in \mathbb{N}$.

**Proposition.** $C^\infty(S^1, \mathbb{R}^d)$ is a reflexive, nuclear, separable Fréchet space.

See [24, Sect. 6.2] and [24, Thm. 4.4.12] for proofs. Having defined a topology, how does the set of immersions sit inside the set of all smooth functions?

**Lemma.** $\text{Imm}(S^1, \mathbb{R}^d)$ is an open subset of $C^\infty(S^1, \mathbb{R}^d)$.

**Proof.** Given $f \in \text{Imm}(S^1, \mathbb{R}^d)$, let $\varepsilon = \inf_{\theta \in S^1} |f'(\theta)|$. We have $\varepsilon > 0$ since $S^1$ is compact. Now consider the neighborhood $M(f, \varepsilon/2, 1)$ defined above; for $g \in M(f, \varepsilon/2, 1)$ we can estimate

$$|g'(\theta)| \geq |f'(\theta)| - \|g' - f'\|_\infty \geq \frac{\varepsilon}{2} > 0,$$

and thus $f \in M(f, \varepsilon/2, 1) \subseteq \text{Imm}(S^1, \mathbb{R}^d)$. \hfill $\square$

See [13, Thm. 2.1.1] for a more general statement about the spaces $\text{Imm}(M, N)$.

One can also show\(^3\) that $\text{Imm}(S^1, \mathbb{R}^d)$ is dense in $C^\infty(S^1, \mathbb{R}^d)$ [13, Prop. 2.1.0]. Because open subsets of vector spaces are the simplest examples of manifold, $\text{Imm}(S^1, \mathbb{R}^d)$ is a Fréchet manifold, modelled on the space $C^\infty(S^1, \mathbb{R}^d)$.

---

\(^2\)A good introduction to the space of smooth functions on the circle can be found in [10].

\(^3\)This is true for $d \geq 2$; for $d = 1$ the set $\text{Imm}(S^1, \mathbb{R}^d)$ is empty.
1.5. The manifold $\text{Imm}_{C^\infty}(S^1, \mathbb{R}^d)$. Instead of smooth curves, we could consider curves belonging to some other regularity class. Let $n \geq 1$ and

$$\text{Imm}_{C^n}(S^1, \mathbb{R}^d) = \{ c \in C^n(S^1, \mathbb{R}^d) : c'(\theta) \neq 0, \forall \theta \in S^1 \},$$

be the space of $C^n$-immersions. Again we need a topology on the space $C^n(S^1, \mathbb{R}^d)$. In this case

$$\|f\|_{n, \infty} = \sup_{0 \leq k \leq n} \|f^{(k)}\|_{\infty},$$

is a norm making $(C^n(S^1, \mathbb{R}^d), \|\cdot\|_{n, \infty})$ into a Banach space.

**Lemma.** For $n \geq 1$, $\text{Imm}_{C^n}(S^1, \mathbb{R}^d)$ is an open subset of $C^n(S^1, \mathbb{R}^d)$.

**Proof.** It is easy to see that the sets $M(f, \varepsilon, k)$ with $0 \leq k \leq n$—after we adapt the definition of $M(f, \varepsilon, k)$ to include all functions $g \in C^n(S^1, \mathbb{R}^d)$ satisfying the inequality $\|g^{(k)} - f^{(k)}\| < \varepsilon$—are open in $C^n(S^1, \mathbb{R}^d)$ and in the proof for $\text{Imm}(S^1, \mathbb{R}^d)$ we only used $k = 1$; hence the same proof shows that $\text{Imm}_{C^n}(S^1, \mathbb{R}^d)$ is open in $C^n(S^1, \mathbb{R}^d)$.

Thus $\text{Imm}_{C^n}(S^1, \mathbb{R}^d)$ is a Banach manifold modelled on the space $C^n(S^1, \mathbb{R}^d)$. There is a connection between the spaces of $C^n$-immersions and the space of smooth immersions. As sets we have

$$\text{Imm}(S^1, \mathbb{R}^d) = \bigcap_{n \geq 1} \text{Imm}_{C^n}(S^1, \mathbb{R}^d).$$

However, more is true: we can consider the diagram

$$C^\infty(S^1, \mathbb{R}^d) \subseteq \cdots \subseteq C^n(S^1, \mathbb{R}^d) \subseteq C^{n-1}(S^1, \mathbb{R}^d) \subseteq \cdots \subseteq C^1(S^1, \mathbb{R}^d),$$

and topologically $C^\infty(S^1, \mathbb{R}^d) = \lim_{n \to \infty} C^n(S^1, \mathbb{R}^d)$ is the projective limit of the spaces $C^n(S^1, \mathbb{R}^d)$ [10].

1.6. Calculus in Banach spaces. Having chosen a modelling space $E$, we look back at the definition of a manifold and see that (1.1.3) requires chart changes to be smooth maps. To a considerable extent multivariable calculus generalizes without problems from a finite-dimensional Euclidean space to Banach spaces, but not beyond.

For example, if $X, Y$ are Banach spaces and $f : X \to Y$ a function, we can define the derivative $Df(x)$ of $f$ at $x \in X$ to be the linear map $A \in L(X,Y)$, such that

$$\lim_{h \to 0} \frac{\|f(x + h) - f(x) - A.h\|_Y}{\|h\|_X} = 0.$$

I want to emphasize in particular two theorems, that are valid in Banach spaces, but fail for Fréchet spaces: the existence theorem for ODEs and the inverse function theorem. First, the local existence theorem for ODEs with Lipschitz right hand sides.

**Theorem.** Let $X$ be a Banach space, $U \subseteq X$ an open subset and $F : (a, b) \times U \to X$ a continuous function, that is Lipschitz continuous in the second variable, i.e.,

$$\|F(t, x) - F(t, y)\|_X \leq C \|x - y\|_X,$$

for some $C > 0$ and all $t \in (a, b)$, $x, y \in U$. Then, given $(t_0, x_0) \in (a, b) \times U$, there exists $x : (t_0 - \varepsilon, t_0 + \varepsilon) \to X$, such that

$$\frac{\partial t}{\partial t}(t) = F(t, x(t)), \quad x(t_0) = x_0.$$
In fact more can be said: the solution is as regular as the right hand side; if the right hand side depends smoothly on some parameters, then so does the solution; furthermore, one can estimate the length of the interval of existence. One can also get by with less regularity of $F(t,x)$ in the $t$-variable. This is used in the LDDMM framework \[28\], where vector fields $F(t,x)$ are assumed to be only integrable in the $t$-variable but not necessarily continuous.

For $x \in X$, denote by $B_r(x) = \{ y \in X : \|y - x\|_X < r \}$ the open $r$-ball. The following is a version of the inverse function theorem.

**Theorem.** Let $X$, $Y$ be Banach spaces, $U \subseteq X$ open, $f \in C^1(U,Y)$ and $Df(x_0)$ invertible for $x_0 \in U$. Then there exists $r > 0$ such that $f(B_r(x_0))$ is open in $Y$ and $f : B_r(x_0) \to f(B_r(x_0))$ is a diffeomorphism.

Both of these theorems are not valid in Fréchet spaces with counterexamples given in (1.7). But even in Banach spaces life is not as easy as it was in finite dimensions. Two things are lost: local compactness and uniqueness of the topology. In fact the only locally compact vector spaces are finite-dimensional ones.

**Theorem.** [25, Thm. 1.22]. Let $X$ be a topological vector space. If $X$ has an open set, whose closure is compact, then $X$ is finite-dimensional.

In finite dimensions we do not have to choose, which topology to consider: there is only one $n$-dimensional vector space.

**Theorem.** [25, Thm. 1.21]. Let $X$ be a topological vector space. If $\dim X = n$, then $X$ is homeomorphic to $\mathbb{R}^n$.

This is lost in infinite dimensions. There is some limited variant of the uniqueness for Banach spaces.

**Theorem.** [27]. Let $(X,F)$ be a topological vector space. Then, up to equivalence of norms, there is at most one norm $\|\cdot\|$ one can place on $X$, such that $(X,\|\cdot\|)$ is a Banach space whose topology is at least as strong as $F$. In particular, there is at most one topology stronger than $F$ that comes from a Banach space norm.

### 1.7. Counterexamples in Fréchet spaces

For an example, that differential equations may not have solutions in Fréchet spaces, consider $C(\mathbb{R})$, the space of continuous functions, with the compact open topology \[13\], Sect. 2.1]. A basis for the compact open topology consists of sets

$$M(K,V) = \{ f \in C(\mathbb{R}) : f(K) \subseteq V \},$$

where $K \subseteq \mathbb{R}$ is compact and $V \subseteq \mathbb{R}$ is open. The differential equation

$$\partial_t f = f^2, \quad f(0,x) = x,$$

has a smooth right hand side, but admits no solution in $C(\mathbb{R})$: if we look at the pointwise solution, we have

$$f(t,x) = \frac{x}{1 - tx},$$

provided $tx < 1$. Hence for no $t \neq 0$ do we obtain a function, defined on all of $\mathbb{R}$.

For an example, that the inverse function theorem fails for Fréchet spaces, consider the map

$$F : C(\mathbb{R}) \to C(\mathbb{R}), \quad f \mapsto e^f,$$

where $C(\mathbb{R})$ carries the compact open topology. Its derivative is $DF(f).h = e^f.h$, which is invertible everywhere. The image of $F$ consists of everywhere positive functions,

$$F(C(\mathbb{R})) = \{ f \in C(\mathbb{R}) : f > 0 \},$$

but this set is not open in the compact open topology, because the topology is not strong enough to control the behaviour towards infinity.
1.8. Banach and Fréchet manifolds. Why are Banach or even Hilbert manifolds not enough? One of the important objects in computational anatomy and shape analysis is the diffeomorphism group

$$\text{Diff}(M) = \{ \varphi \in C^\infty(M, M) : \varphi \text{ bijective, } \varphi^{-1} \in C^\infty(M, M) \},$$

of a compact manifold. We will see later that \( \text{Diff}(M) \) is a smooth Fréchet–Lie group. What about a Banach manifold version of the diffeomorphism group? If \( n \geq 1 \), then one can consider

$$\text{Diff}_{C^n}(M) = \{ \varphi \in C^n(M, M) : \varphi \text{ bijective, } \varphi^{-1} \in C^n(M, M) \},$$

deﬁned as the group of \( C^n \)-diffeomorphisms. The space \( \text{Diff}_{C^n}(M) \) is a Banach manifold and a topological group, but not a Lie group. What went wrong? The group operations are continuous, but not differentiable. Fix \( \varphi \in \text{Diff}_{C^n}(M) \) and consider the map

$$L_\varphi : \text{Diff}_{C^n}(M) \to \text{Diff}_{C^n}(M), \quad \psi \mapsto \varphi \circ \psi;$$

its derivative should be

$$T_\psi L_\varphi \cdot h = (D\varphi \circ \psi) \cdot h,$$

with \( T_\psi L_\varphi \) denoting the derivative of the map \( L_\varphi \) and \( D\varphi \) denotes the derivative of the diffeomorphism \( \varphi \); the former is a map between infinite-dimensional manifolds, while the latter maps \( M \) to itself. To see this, consider a one-parameter variation \( \psi(t, x) \), such that \( \psi(0, x) = \psi(x) \) and \( \partial_t \psi(t, x) \big|_{t=0} = h(x) \), and compute

$$\partial_t \varphi \left( \psi(t, x) \right) \big|_{t=0} = D\varphi(\psi(x)).h(x).$$

We see that in general \( T_\psi L_\varphi \cdot h \) lies only in \( C^{n-1} \). However, if composition were to be a differentiable operator, \( T_\psi L_\varphi \) would have to map into \( C^n \)-functions.

There seems to be a trade off involved: we can consider smooth functions, in which case the diffeomorphism group is a Lie group, but can be modelled only on a Fréchet space; or we look at functions with finite regularity, but then composition ceases to be differentiable. There is a theorem by Omori [22] stating that this choice cannot be avoided.

**Theorem. Omori, 1978 [22].** If a connected Banach–Lie group \( G \) acts effectively, transitively and smoothly on a compact manifold, then \( G \) must be a finite-dimensional Lie group.

A smooth action of a Lie group \( G \) on a manifold \( M \) is a smooth map \( G \times M \to M \), written as \((g, x) \mapsto g.x \), satisfying the identities \( e.x = x \) and \( g.(h.x) = (gh).x \), for all \( g, h \in G \) and \( x \in M \) with \( e \in G \) the identity element [18, Sect. 6]. The action is called transitive, if for any two points \( x, y \in M \) there exists \( g \in G \) with \( g.x = y \); the action is called effective, if

$$g.x = h.x \text{ for all } x \in M \Rightarrow g = h.$$  

In other words, an effective action allows us to distinguish group elements based on their action on the space.

The action of the diffeomorphism group on the base manifold is given by \( \varphi.x = \varphi(x) \); it is clearly effective, since \( \varphi(x) = \psi(x) \) for all \( x \in M \) implies \( \varphi = \psi \) as functions. The diffeomorphism group also acts transitively [16, (43.20)].

Therefore Omori’s theorem requires us to make a choice: either our diffeomorphism group is not a Banach manifold or it is not a smoothly acting Lie group, i.e., the group operations or the action on the manifold are not smooth. Choosing to work with the group \( \text{Diff}(M) \) of smooth diffeomorphisms leads to the Fréchet manifold setting, where \( \text{Diff}(M) \) is a Lie group; it is easier to do geometry, since more operations are differentiable, but establishing analytic results is more challenging. The other choice is a group like \( \text{Diff}_{C^n}(M) \) of diffeomorphisms with finitely many derivatives. This group is a Banach manifold and hence one has multiple tools...
available to prove existence results; however, because Diff$^{-\infty}(M)$ is not a Lie group, it is a less rich geometric setting. One can use the intuition and the language of differential geometry, but not necessarily its tools.

2. **Riemannian geometry in infinite dimensions**

Most examples of spaces of maps discussed in the first lecture were open subsets of vector spaces. For example, Imm$(S^1,\mathbb{R}^d)$ is an open subset of $C^\infty(S^1,\mathbb{R}^d)$ and as such its manifold structure is trivial. The second lecture began by discussing how to define a manifold structure on nonlinear spaces of functions such as $C^\infty(M,N)$. It then proceeded to consider Riemannian metrics on infinite-dimensional manifolds with special emphasis on weak Riemannian metrics. These are Riemannian metrics on Banach and Fréchet manifolds.

### 2.1. The manifold $C^\infty(M,N)$

We assume that $M$ is a compact (hence finite-dimensional) manifold without boundary, while $N$ can be a noncompact (with some mild restrictions even an infinite-dimensional) manifold, also without boundary. How do we model $C^\infty(M,N)$ as an infinite-dimensional manifold? A local deformation $h$ of a function $f \in C^\infty(M,N)$ is a vector field in $N$ along $M$,

$$
\begin{array}{c}
M \\
\downarrow \quad h \quad \downarrow \\
\pi_N : TN \rightarrow N \\
\end{array}
$$

The collection of all these deformations is

$$
\Gamma(f^*TN) = \{ h \in C^\infty(M,TN) : \pi_N \circ h = f \},
$$

the space of sections of the pullback bundle $f^*TN$. This is a linear space.

Choose a Riemannian metric $(N,g)$ on $N$. The metric gives rise to an exponential map

$$
\pi_N \times \exp : TN \supseteq U \rightarrow N \times N, \quad h_x \mapsto (y, \exp_y(h_y)),
$$

where $h_y \in T_y N$ and $\exp_y$ is the exponential map of $\bar{g}$ at $y \in N$. It is defined on a neighborhood of the zero section, and if $U$ is suitably small, it is a diffeomorphism onto its image. Denote the image by $\bar{V} = \pi_N \times \exp(U)$. Then any function $g \in C^\infty(M,N)$, that is close enough to $f$ in the sense that $(f(x),g(x)) \in \bar{V}$ for all $x \in M$, can be represented by

$$
u_f(g) : x \mapsto (\pi_N \times \exp)^{-1}(f(x),g(x)), \quad \nu_f(g) \in \Gamma(f^*TN).
$$

This means that we have found around each function $f$ an open neighborhood

$$
\mathcal{V}_f = \{ g \in C^\infty(M,N) : (f(x),g(x)) \in \bar{V} \text{ for all } x \in M \},
$$

and $\mathcal{V}_f$ can be mapped bijectively onto the open subset

$$
\mathcal{U}_f = \{ h \in \Gamma(f^*TN) : h(x) \in U \text{ for all } x \in M \},
$$

of the vector space $\Gamma(f^*TN)$.

Several things have been left unsaid: one has to check that this map is indeed continuous and that its inverse is continuous as well; one also has to check that the chart change maps $h \mapsto \nu_f \circ \nu^{-1}_f(h)$ are smooth as functions of the vector fields $h$.

One can use the same method to construct charts on the spaces $C^n(M,N)$ of functions with finitely many derivatives. The main problem is that if $f : M \rightarrow N$ is not smooth, then the pullback bundle $f^*TN$ is not a smooth (finite-dimensional) manifold any more. To overcome this difficulty we can use that $C^\infty(M,N)$ is dense
in $C^n(M,N)$ and construct charts around all smooth $f$. We then have to check, that these charts indeed cover all of $C^n(M,N)$.

2.2. Strong and weak Riemannian manifolds. Let $M$ be a manifold modelled on a vector space $E$. A weak Riemannian metric $G$ is a smooth map

$$G : TM \times_M TM \to \mathbb{R},$$

satisfying

1. $G_x(\cdot, \cdot)$ is bilinear for all $x \in M;
2. G_x(h, h) \geq 0$ for all $h \in T_xM$ with equality only for $h = 0$.

This implies that the associated map

$$\hat{G} : TM \to T^*M, \quad \langle \hat{G}_x(h), k \rangle = G_x(h, k),$$

is injective. In finite dimensions it would follow by counting dimensions that $\hat{G}$ is bijective and hence an isomorphism. In infinite dimensions this is not longer the case.

Example. Consider the space of smooth curves $\text{Imm}(S^1, \mathbb{R}^d)$ with the $\text{Diff}(S^1)$-invariant $L^2$-metric

$$G_c(h, k) = \int_{S^1} \langle h(\theta), k(\theta) \rangle |c'| d\theta.$$

Then $\hat{G}_c(h) = h, |c'|$ and the image of $T_c \text{Imm}(S^1, \mathbb{R}^d) = C^\infty(S^1, \mathbb{R}^d)$ under $\hat{G}_c$ is again $C^\infty(S^1, \mathbb{R}^d)$, while the dual space $T^*_c \text{Imm}(S^1, \mathbb{R}^d) = \mathcal{D}'(S^1)^d$ is the space of $\mathbb{R}^d$-valued distributions.

This means that in infinite dimensions we have to distinguish between two different notions of Riemannian metrics. A strong Riemannian metric is required to additionally satisfy

3. The topology of the inner product space $(T_xM, G_x(\cdot, \cdot))$ coincides with the topology $T_xM$ inherits from the manifold $M$.

A strong Riemannian metric implies that $T_xM$ and hence the modelling space of $M$ is a Hilbert space. See [15, 17] for the theory of strong Riemannian manifolds.

Example. Let $H$ be a Hilbert space. Then the Hilbert sphere

$$S = \{ x \in H : ||x|| = 1 \},$$

with the induced Riemannian metric $G_x(h, k) = \langle h, k \rangle$ for $h, k \in T_xS = \{ h \in H : \langle h, x \rangle = 0 \}$ is a strong Riemannian manifold.

Why do we consider weak Riemannian manifolds? There are two reasons: the only strong Riemannian manifolds are Hilbert manifolds; when we want to work with the space of smooth functions, any Riemannian metric on it will be a weak one; the other reason is that some Riemannian metrics, that are important in applications (the $L^2$-metric on the diffeomorphism group for example) cannot be made into strong Riemannian metrics.

2.3. Levi-Civita covariant derivative. After defining the Riemannian metric, one of the next objects to consider is the covariant derivative. Let $(M, G)$ be a Riemannian manifold, modelled on $E$ and $X, Y, Z$ vector fields on $M$. Assume that $M \subseteq E$ is open or that we are in a chart for $M$. Then the Levi-Civita covariant derivative is given by

$$\nabla_X Y(x) = D_Y(x).X(x) + \Gamma(x)(X(x), Y(x)),$$

\footnote{Density of $C^\infty(M, N)$ alone is not sufficient. For example $\mathbb{Q}$ is dense in $\mathbb{R}$, but we can choose a small interval around each rational number in such a way that all the intervals still miss $\sqrt{2}$.}
where $\Gamma : M \to L(E,E;E)$ are the Christoffel symbols of $G$,

$$2G(\Gamma(X,Y),Z) = D_{,X}G(Y,Z) + D_{,Y}G(Z,X) - D_{,Z}G(X,Y).$$

The important part to note is that in the definition of $\Gamma$ one uses the inverse of the metric. In fact we don’t need to be able to always invert it, but we need to now that the right hand side of (1) lies in the image $\hat{G}(TM)$ of the tangent bundle under $\hat{G}$. For strong Riemannian metrics this is the case, but not necessarily for weak ones.

2.4. Example. The $L^2$-metric. Consider for example the space of $C^1$-curves

$$\text{Imm}_{C^1}(S^1, \mathbb{R}^d) = \{c \in C^1(S^1, \mathbb{R}^d) : c'(\theta) \neq 0, \forall \theta \in S^1\},$$

with the $L^2$-metric

$$G_c(h,k) = \int_{S^1} \langle h(\theta),k(\theta) \rangle |c'(\theta)| d\theta.$$

Then one can calculate that

$$D_{c,l}G(h,k) = \int_{S^1} \langle h,k \rangle \langle l', c' \rangle \frac{1}{|c'|} d\theta,$$

and we see that the right hand side of (2.3.1), which is $2G(\Gamma(h,k),l)$ in this notation, involves derivatives of $l$, while the left hand side does not. While this is not a complete proof, it shows the idea, why the $L^2$-metric on the space of curves with a finite number of derivatives does not have a covariant derivative.

2.5. The geodesic equation. The geodesic equation plays an important role in both shape analysis and computational anatomy. Informally it describes least-energy deformations of shapes or optimal paths of transformations. From a mathematical point we can write it in a coordinate-free way as

$$\nabla \dot{c} \dot{c} = 0,$$

and in charts it becomes

$$\ddot{c} + \Gamma(c)(\dot{c}, \dot{c}) = 0.$$

From this it seems clear that the geodesic equation needs the covariant derivative or equivalently the Christoffel symbols to be written down. A more concise way to say that a metric does not have a covariant derivative would be to say that the geodesic equation for the metric does not exist. Now, how can an equation fail to exist? The geodesic equation corresponds to the Euler–Lagrange equation of the energy function

$$E(c) = \frac{1}{2} \int_0^1 G_c(\dot{c}, \dot{c}) \, dt,$$

and a geodesic is a critical point of the energy functional, restricted to paths with fixed endpoints. In a coordinate chart we can differentiate the energy functional

$$D_{c,h}E = \int_0^1 G_c(\dot{c}, \dot{h}) + \frac{1}{2} D_{c,h}G(\dot{c}, \dot{c}) \, dt.$$

The steps until now can be done with any metric. What cannot always be done is to isolate $h$ in this expression to obtain something of the form $\int_0^1 G_c(\ldots, h) \, dt$, where the ellipsis would contain the geodesic equation.
2.6. The geodesic distance. Let \((M, G)\) be a (weak) Riemannian manifold and assume \(M\) is connected. For \(x, y \in M\) we can define the geodesic distance between them as in finite dimensions,

\[
\text{dist}(x, y) = \inf_{c(0) = x, c(1) = y} \int_0^1 \sqrt{G_c(\dot{c}, \dot{c})} \, dt,
\]

where the infimum is taken over all smooth paths or equivalently all piecewise \(C^1\)-paths. Then \(\text{dist}\) has the following properties:

1. \(\text{dist}(x, y) \geq 0\) for \(x, y \in M\);
2. \(\text{dist}(x, y) = \text{dist}(y, x)\);
3. \(\text{dist}(x, z) \leq \text{dist}(x, y) + \text{dist}(y, z)\).

What is missing from the list of properties?

4. \(\text{dist}(x, y) \neq 0\) for \(x \neq y\).

We call this last property point-separating\(^5\). It may fail to hold for weak Riemannian metrics. This is a purely infinite-dimensional phenomenon; in fact it only happens for weak Riemannian metrics and there are explicit examples of this [5, 20].

Note that vanishing of the geodesic distance does not mean that the metric itself is degenerate. In fact, if \(x \neq y\) and \(c : [0, 1] \to M\) is a path with \(c(0) = x\) and \(c(1) = y\), then we have

\[
\text{Len}(c) = \int_0^1 \sqrt{G_c(\dot{c}, \dot{c})} \, dt > 0,
\]

with a strict inequality and if \(\text{Len}(c) = 0\) then \(c\) must be the constant path. Thus \(\text{dist}(x, y) = 0\) arises, because there might exist a family of paths with positive, yet arbitrary small, length connecting the given points.

What is the topology induced by the geodesic distance? In finite dimensions and in fact for strong manifolds we have the following theorem.

**Theorem.** [15, Thm. 1.9.5]. Let \((M, G)\) be a strong Riemannian manifold. Then \(\text{dist}\) is point-separating and the topology induced by \((M, \text{dist})\) coincides with the manifold topology.

3. Complete Riemannian manifolds and Hopf–Rinow

The third lecture discussed completeness properties and how far the theorem of Hopf–Rinow can be generalized to infinite-dimensional manifolds. The second part studied the group of diffeomorphisms of Sobolev regularity in more detail. This group is used in computational anatomy to model anatomical deformations and it is of interest to establish completeness results for Sobolev metrics on this group.

3.1. Completeness properties. For a Riemannian manifold \((M, G)\) completeness can mean several things.

1. \(M\) is metrically complete, meaning that \((M, \text{dist})\) is a complete metric space; i.e., all Cauchy sequences with respect to \(\text{dist}\) converge.
2. \(M\) is geodesically complete, meaning that every geodesic can be continued for all time.
3. Between any two points on \(M\) (in the same connected component), there exists a length minimizing geodesic.

---

\(^5\)There is a slight difference between a point-separating and a nonvanishing geodesic distance. We say that \(\text{dist}\) is nonvanishing, if there exist \(x, y \in M\), such that \(\text{dist}(x, y) \neq 0\). It follows that a point-separating distance is nonvanishing, but in general not the other way around.
In finite dimensions the theorem of Hopf–Rinow states that (1) and (2) are equivalent and imply (3). The only implication one has in infinite dimensions is that on a strong Riemannian manifold metric completeness implies geodesic completeness.

\[
\begin{array}{c}
\text{finite dimensions} \\
(1) \implies (2) \implies (3) \\
\text{infinite dimensions} \\
(1) \implies (2) \nRightarrow (3)
\end{array}
\]

In general one cannot expect more and there are explicit counterexamples. Atkin [3] found an example of a metrically and geodesically complete manifold with two points that cannot be joined by any geodesic (not just a minimizing one), showing that

\[
(1) \& (2) \nRightarrow (3)
\]

Two decades later Atkin [4] showed also that one can find a geodesically complete manifold satisfying (3), which is not metrically complete, thus showing

\[
(2) \& (3) \nRightarrow (1)
\]

A simple example showing that metric and geodesic completeness do not imply existence of minimizing geodesics is Grossman’s ellipsoid.

### 3.2. Grossman’s ellipsoid

The presentation follows [17, Sect. VIII.6]. Consider a separable Hilbert space \( E \) with an orthonormal basis \( (e_n)_{n \in \mathbb{N}} \) and define the sequence \( (a_n)_{n \in \mathbb{N}} \) by \( a_0 = 1 \) and \( a_n = 1 + 2^{-n} \) for \( n \geq 1 \). Consider the ellipsoid

\[
M = \left\{ \sum_{n \in \mathbb{N}} x_n e_n \in E : \sum_{n \in \mathbb{N}} \frac{x_n^2}{a_n^2} = 1 \right\}.
\]

We can view \( M = F(S) \) as the image of the unit sphere \( S = \{ x \in X : \| x \| = 1 \} \) under the transformation

\[
F : X \to X, \quad \sum_{n \in \mathbb{N}} x_n e_n \mapsto \sum_{n \in \mathbb{N}} a_n x_n e_n.
\]

Consider a path \( c \) in \( S \) joining the two points \( e_0 \) and \( -e_0 \). Then \( Fc \) is a path in \( M \) joining \( e_0 \) and \( -e_0 \) and every path in \( M \) can be written in such a way, because \( F \) is invertible. We claim that \( \text{dist}(e_0, -e_0) = \pi \), but that there exists no path realizing this distance. The lengths of a path \( c(t) = \sum_{n \in \mathbb{N}} c_n(t) e_n \) in \( S \) and of \( Fc \) in \( M \) are

\[
\text{Len}(c) = \int_0^1 \sqrt{\sum_{n \in \mathbb{N}} \dot{c}_n(t)^2} \, dt \quad \text{Len}(Fc) = \int_0^1 \sqrt{\sum_{n \in \mathbb{N}} a_n^2 \dot{c}_n(t)^2} \, dt
\]

We certainly have

\[
\pi \leq \text{Len}(c) \leq \text{Len}(Fc),
\]

since \( \| \dot{c} \| \leq \| F \dot{c} \| \). In fact by looking at the sequence \( (a_n)_{n \in \mathbb{N}} \) we see that \( \text{Len}(c) = \text{Len}(Fc) \) for a curve \( c(t) = \sum_{n \in \mathbb{N}} c_n(t) e_n \), if and only if \( \dot{c}_n(t) = 0 \) for \( n \geq 1 \). But the only curve in \( S \) starting at \( e_0 \) that satisfies this is the constant curve. Thus we have for \( c \) in \( S \) joining \( e_0 \) and \( -e_0 \) the strict inequality

\[
\pi \leq \text{Len}(c) < \text{Len}(Fc),
\]

showing that \( \text{dist}_M(e_0, -e_0) \geq \pi \) and \( \text{Len}(Fc) > \pi \) for any curve \( Fc \) in \( M \) joining them. However, if we let \( c \) be the half great circle joining the two points in the \((e_0, e_n)\)-plane, then

\[
\text{Len}(Fc) \leq (1 + 2^{-n}) \pi \to \pi = \text{dist}_M(e_0, -e_0).
\]
3.3. Sobolev spaces on \( \mathbb{R}^n \). The Sobolev spaces \( H^q(\mathbb{R}^d) \) with \( q \in \mathbb{R}_{\geq 0} \) can be defined in terms of the Fourier transform

\[
\mathcal{F} f(\xi) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{-i(x,\xi)} f(x) \, dx,
\]

and consist of \( L^2 \)-integrable functions \( f \) with the property that \( (1 + |\xi|^2)^{q/2} \mathcal{F} f \) is \( L^2 \)-integrable as well. The same definition can also be used when \( q < 0 \), but then we have to consider distributions \( f \), such that \( (1 + |\xi|^2)^{q/2} \mathcal{F} f \) is an \( L^2 \)-integrable function. An inner product on \( H^q(\mathbb{R}^d) \) is given by

\[
(f, g)_{H^q} = \Re \int_{\mathbb{R}^d} (1 + |\xi|^2)^{q} \mathcal{F} f(\xi) \overline{\mathcal{F} g(\xi)} \, d\xi.
\]

If \( q \in \mathbb{N} \), the Sobolev space \( H^q(\mathbb{R}^d) \) consists of \( L^2 \)-integrable functions \( f : \mathbb{R}^d \to \mathbb{R} \) with the property that all distributional derivatives \( \partial^\alpha f \) up to order \( |\alpha| \leq q \) are \( L^2 \)-integrable as well. An inner product, that is equivalent but not equal to the above is

\[
(f, g)_{H^q} = \int_{\mathbb{R}^d} f(x)g(x) + \sum_{|\alpha| = q} \partial^\alpha f(x)\partial^\alpha g(x) \, dx.
\]

Sobolev spaces satisfy the following embedding property.

**Lemma.** If \( q > d/2 + k \), then \( H^q(\mathbb{R}^d) \hookrightarrow C^k_0(\mathbb{R}^d) \).

In the above \( X \hookrightarrow Y \) means that \( X \) is continuously embedded into \( Y \) and \( C^k_0(\mathbb{R}^d) \) denotes the Banach space \( k \)-times continuous differentiable functions, that together with their derivatives vanish at infinity. When \( q > d/2 \), Sobolev spaces also form an algebra.

**Lemma.** If \( q > d/2 \) and \( 0 \leq r \leq q \). Then pointwise multiplication can be extended to a bounded bilinear map

\[
H^q(\mathbb{R}^d) \times H^r(\mathbb{R}^d) \to H^{r}(\mathbb{R}^d), \quad (f, g) \mapsto f \cdot g.
\]

There are several equivalent ways to define Sobolev spaces and these definitions all lead to the same set of functions with the same topology. However, the inner products, while equivalent, are not the same. For example for \( q \in \mathbb{N} \), (1) and (2) define two equivalent, but different inner products on \( H^q(\mathbb{R}^d) \).

For the theory of Sobolev spaces one can consult one of the many books on the subject, e.g. [1].

3.4. The diffeomorphism group \( \text{Diff}_{H^q}(\mathbb{R}^d) \). Denote by \( \text{Diff}_{C^1}(\mathbb{R}^d) \) the space of \( C^1 \)-diffeomorphisms of \( \mathbb{R}^d \), i.e.,

\[
\text{Diff}_{C^1}(\mathbb{R}^d) = \{ \varphi \in C^1(\mathbb{R}^d, \mathbb{R}^d) : \varphi \text{ bijective}, \varphi^{-1} \in C^1(\mathbb{R}^d, \mathbb{R}^d) \}.
\]

For \( q > d/2 + 1 \) and \( q \in \mathbb{R} \) there are three equivalent ways to define the group \( \text{Diff}_{H^q}(\mathbb{R}^d) \) of Sobolev diffeomorphisms:

\[
\text{Diff}_{H^q}(\mathbb{R}^d) = \{ \varphi \in \text{Id} + H^q(\mathbb{R}^d, \mathbb{R}^d) : \varphi \text{ bijective}, \varphi^{-1} \in \text{Id} + H^q(\mathbb{R}^d, \mathbb{R}^d) \}
\]

\[
= \{ \varphi \in \text{Id} + H^q(\mathbb{R}^d, \mathbb{R}^d) : \varphi \in \text{Diff}_{C^1}(\mathbb{R}^d) \}
\]

\[
= \{ \varphi \in \text{Id} + H^q(\mathbb{R}^d, \mathbb{R}^d) : \det D\varphi(x) > 0, \forall x \in \mathbb{R}^d \}.
\]

If we denote the three sets on the right by \( A_1, A_2 \) and \( A_3 \), then it is not difficult to see the inclusions \( A_1 \subseteq A_2 \subseteq A_3 \). The equivalence \( A_1 = A_2 \) has first been shown in [9, Sect. 3] for the diffeomorphism group of a compact manifold; a proof for \( \text{Diff}_{H^q}(\mathbb{R}^d) \) can be found in [14]. Regarding the inclusion \( A_3 \subseteq A_2 \), it is shown in [23, Cor. 4.3] that if \( \varphi \in C^1 \) with \( \det D\varphi(x) > 0 \) and \( \lim_{|x| \to \infty} |\varphi(x)| = \infty \), then \( \varphi \) is a \( C^1 \)-diffeomorphism.
It follows from the Sobolev embedding theorem, that $\text{Diff}_{H^s}(\mathbb{R}^d) - \text{Id}$ is an open subset of $H^d(\mathbb{R}^d, \mathbb{R}^d)$ and thus a Hilbert manifold. Since each $\varphi \in \text{Diff}_{H^s}(\mathbb{R}^d)$ has to decay to the identity for $|x| \to \infty$, it follows that $\varphi$ is orientation preserving.

**Proposition.** [14, Thm. 1.1]. Let $q > d/2 + 1$. Then $\text{Diff}_{H^s}(\mathbb{R}^d)$ is a smooth Hilbert manifold and a topological group.

We have the following result concerning the regularity of the composition map.

**Proposition.** [14, Thm. 1.1]. Let $q > d/2 + 1$ and $k \in \mathbb{N}$. Then composition

$$\text{Diff}_{H^{s+k}}(\mathbb{R}^d) \times \text{Diff}_{H^s}(\mathbb{R}^d) \to \text{Diff}_{H^s}(\mathbb{R}^d), \quad (\varphi, \psi) \mapsto \varphi \circ \psi,$$

and the inverse map

$$\text{Diff}_{H^{s+k}}(\mathbb{R}^d) \to \text{Diff}_{H^s}(\mathbb{R}^d), \quad \varphi \mapsto \varphi^{-1},$$

are $C^k$-maps.

This proposition means that we have to trade regularity of diffeomorphisms to obtain regularity of the composition map, i.e., if $\varphi$ is of class $H^{q+k}$, then the composition into $H^q$-diffeomorphisms will be of class $C^k$.

We can also look at the group

$$\text{Diff}_{H^s}(\mathbb{R}^d) = \bigcap_{q > d/2 + 1} \text{Diff}_{H^s}(\mathbb{R}^d);$$

it consists of smooth diffeomorphisms that, together with all derivatives, decay towards infinity like $L^2$-functions. It is a smooth, regular, Fréchet–Lie group [19]; its Lie algebra is $X_{H^s}(\mathbb{R}^d) = \bigcap_{q > d/2 + 1} H^q(\mathbb{R}^d)$.

### 3.5. Connection to LDDMM

One beautiful property of the Sobolev diffeomorphism group is that it coincides with the group

$$G_{H^s(\mathbb{R}^d, \mathbb{R}^d)} = \{ \varphi(1) : \varphi(t) \text{ is the flow of some } u \in L^1([0,1], H^q(\mathbb{R}^d, \mathbb{R}^d)) \},$$

which is used in the LDDMM framework. We have

**Proposition.** [7, Thm. 8.3]. Let $q > d/2 + 1$. Then

$$G_{H^s(\mathbb{R}^d, \mathbb{R}^d)} = \text{Diff}_{H^s}(\mathbb{R}^d)_0,$$

where the space on the right is the connected component of Id.

**Proof.** Let $U$ be a convex neighborhood around Id in $\text{Diff}_{H^s}(\mathbb{R}^d)$. Then every $\psi \in U$ can be reached from Id via the smooth path $\varphi(t) = (1 - t) \text{Id} + t\psi$. Since $\varphi(t)$ is the flow of the associated vector field $u(t) = \partial_t \varphi(t) \circ \varphi(t)^{-1}$ and $u \in C([0,1], H^q)$, it follows that $\psi \in G_{H^s}$. Thus $U \subseteq G_{H^s}$ and since $G_{H^s}$ is a group, the same holds also for the whole connected component containing $U$. This shows the inclusion $\text{Diff}_{H^s}(\mathbb{R}^d)_0 \subseteq G_{H^s}$.

For the inclusion $G_{H^s} \subseteq \text{Diff}_{H^s}(\mathbb{R}^d)$ we have to show that given a vector field $u \in L^1([0,1], H^q(\mathbb{R}^d, \mathbb{R}^d))$ the flow defined by $\partial_t \varphi(t) = u(t) \circ \varphi(t)$ is a curve in $\text{Diff}_{H^s}(\mathbb{R}^d)$. This is the content of [7, Thm. 4.4].

### 4. Riemannian Metrics Induced by the Diffeomorphism Group

The last lecture considered the action of the diffeomorphism group $\text{Diff}(\mathbb{R}^d)$ on the space of embeddings $\text{Emb}(M, \mathbb{R}^d)$ given by composition, $(\varphi, q) \mapsto \varphi \circ q$. Given a Riemannian metric on $\text{Diff}(\mathbb{R}^d)$ as is the case in the LDDMM framework in computational anatomy this action can be used to induce a Riemannian metric on $\text{Emb}(M, \mathbb{R}^d)$ such that for a given $q_0 \in \text{Emb}(M, \mathbb{R}^d)$ the projection $\varphi_{q_0}(\varphi) = \varphi \circ q_0$ is a Riemannian submersion. This lecture looks at this construction and properties of the induced Riemannian metric. Some more recent analytical results can be found in [6].
4.1. The space $\Emb(M, \mathbb{R}^d)$. Let $M$ be a compact manifold without boundary. We denote the space of embeddings of $M$ into $\mathbb{R}^d$ by

$$\Emb(M, \mathbb{R}^d) = \{ q \in C^\infty(M, \mathbb{R}^d) : q \text{ is an embedding} \};$$

to be more precise an embedding $q$ is an immersion ($T_xq$ is injective for all $x \in M$) and a homeomorphism onto its image. It is an open subset of the space of immersions, $\Imm(M, \mathbb{R}^d)$, and thus also of $C^\infty(M, \mathbb{R}^d)$; hence it is a Fréchet manifold.

The shape space of embeddings is

$$B_c(M, \mathbb{R}^d) := \Emb(M, \mathbb{R}^d)/\Diff(M).$$

It can be identified with the set of all embedded submanifolds of $\mathbb{R}^d$, that are diffeomorphic to $M$. Regarding its manifold structure we have the following theorem.

**Theorem.** [8, Thm. 1.5]. The quotient space $B_c(M, \mathbb{R}^d)$ is a smooth Hausdorff manifold and the projection

$$\pi : \Emb(M, \mathbb{R}^d) \to B_c(M, \mathbb{R}^d)$$

is a smooth principal fibration with $\Diff(M)$ as structure group.

When $\dim M = d - 1$ and $M$ is orientable we can define a chart around $\pi(q) \in B_c(M, \mathbb{R}^d)$ with $q \in \Emb(M, \mathbb{R}^d)$ by

$$\pi \circ \psi_q : C^\infty(M, (-\varepsilon, \varepsilon)) \to B_c(M, \mathbb{R}^d),$$

with $\varepsilon$ sufficiently small, where $\psi_q : C^\infty(M, (-\varepsilon, \varepsilon)) \to \Emb(M, \mathbb{R}^d)$ is defined by $\psi_q(a) = q + an_q$ and $n_q$ is a unit-length normal vector field to $q$.

4.2. Quotient representations of $B_c(M, \mathbb{R}^d)$. Consider $B_c(M, \mathbb{R}^d)$ as the space of embedded type $M$ submanifolds of $\mathbb{R}^d$. We assume $\dim M < d$ for the space to be nonempty. For the remainder of this lecture we will write $\Diff(\mathbb{R}^d)$ for the group $\Diff_{H^\infty}(\mathbb{R}^d)$, in fact we only use the connected component of the identity of $\Diff_{H^\infty}(\mathbb{R}^d)$, and $\mathcal{X}(M)$ for the corresponding space $\mathcal{X}_{H^\infty}(\mathbb{R}^d)$ of vector fields.

The natural action of $\Diff(\mathbb{R}^d)$ on $B_c(M, \mathbb{R}^d)$ is given by

$$\Diff(\mathbb{R}^d) \times B_c(M, \mathbb{R}^d) \ni (\varphi, Q) \mapsto \varphi(Q) \in B_c(M, \mathbb{R}^d).$$

This action is in general not transitive – consider for example a knotted and an unknotted loop in $\mathbb{R}^3$ – but it is locally transitive and hence its orbits are open subsets of $B_c(M, \mathbb{R}^d)$. Since the group $\Diff(\mathbb{R}^d)$ is connected, orbits of the $\Diff(\mathbb{R}^d)$-action are the connected components of $B_c(M, \mathbb{R}^d)$. For $Q \in B_c(M, \mathbb{R}^d)$ the isotropy group

$$\Diff(\mathbb{R}^d)Q = \{ \varphi : \varphi(Q) = Q \},$$

consists of all diffeomorphisms that map $Q$ to itself. Thus each orbit $\Orb(Q) = \Diff(\mathbb{R}^d)Q$ can be identified with the quotient

$$B_c(M, \mathbb{R}^d) \supset \Orb(Q) \cong \Diff(\mathbb{R}^d)/\Diff(\mathbb{R}^d)Q.$$

Let us take a step backwards and remember that we defined $B_c(M, \mathbb{R}^d)$ to be the quotient

$$B_c(M, \mathbb{R}^d) \cong \Emb(M, \mathbb{R}^d)/\Diff(M).$$

The diffeomorphism group $\Diff(\mathbb{R}^d)$ also acts on the space $\Emb(M, \mathbb{R}^d)$ of embeddings – i.e., the space of parametrized submanifolds – with the action

$$\Diff(\mathbb{R}^d) \times \Emb(M, \mathbb{R}^d) \ni (\varphi, q) \mapsto \varphi \circ q \in \Emb(M, \mathbb{R}^d).$$

\begin{footnotesize}
\footnote{The presentation follows [5, Sect. 8].}
\footnote{Since we are acting on embeddings of a compact manifold one could equally use $\Diff_c(\mathbb{R}^d)$, the group of compactly supported diffeomorphisms, or $\Diff(\mathbb{R}^d)$, diffeomorphisms that decay rapidly towards the identity.}
\end{footnotesize}
This action is generally not transitive either, but has open orbits as before. For fixed \( q \in \text{Emb}(M, \mathbb{R}^d) \), the isotropy group
\[
\text{Diff}(\mathbb{R}^d)_q = \{ \varphi : \varphi|q(M) = \text{Id} \},
\]
consists of all diffeomorphisms that fix the image \( q(M) \) pointwise. Note the subtle difference between the two groups \( \text{Diff}(\mathbb{R}^d)_q \) and \( \text{Diff}(\mathbb{R}^d)_Q \), when \( Q = q(M) \). The former consists of diffeomorphisms that fix \( q(M) \) pointwise, while elements of the latter only fix \( q(M) \) as a set. As before we can identify each orbit \( \text{Orb}(q) = \text{Diff}(\mathbb{R}^d)_q \) with the set
\[
\text{Emb}(M, \mathbb{R}^d) \supseteq \text{Orb}(q) \cong \text{Diff}(\mathbb{R}^d)/\text{Diff}(\mathbb{R}^d)_q.
\]
The isotropy groups are subgroups of each other
\[
\text{Diff}(\mathbb{R}^d)_q \leq \text{Diff}(\mathbb{R}^d)_Q \leq \text{Diff}(\mathbb{R}^d),
\]
with \( \text{Diff}(\mathbb{R}^d)_q \) being a normal subgroup of \( \text{Diff}(\mathbb{R}^d)_Q \). Their quotient can be identified with
\[
\text{Diff}(\mathbb{R}^d)_Q/\text{Diff}(\mathbb{R}^d)_q \cong \text{Diff}(M).
\]
Now we have the two-step process,
\[
\text{Diff}(\mathbb{R}^d) \to \text{Diff}(\mathbb{R}^d)/\text{Diff}(\mathbb{R}^d)_q \cong \text{Orb}(q) \subseteq \text{Emb}(M, \mathbb{R}^d) \to \text{Emb}(M, \mathbb{R}^d)/\text{Diff}(M) \cong B_e(M, \mathbb{R}^d).
\]
In particular the open subset \( \text{Orb}(Q) \) of \( B_e(M, \mathbb{R}^d) \) can be represented as any of the quotients
\[
\text{Orb}(Q) \cong \text{Orb}(q)/\text{Diff}(M) \cong \text{Diff}(\mathbb{R}^d)/\text{Diff}(\mathbb{R}^d)_q/\text{Diff}(\mathbb{R}^d)_Q/\text{Diff}(\mathbb{R}^d)_q \cong \text{Diff}(\mathbb{R}^d)/\text{Diff}(\mathbb{R}^d)_Q.
\]

### 4.3. Metrics induced by \( \text{Diff}_{\mathbb{R}^d} \)

Let a right-invariant Riemannian metric \( G_{\text{Diff}} \) on \( \text{Diff}(\mathbb{R}^d) \) be given. Our goal is to define a metric on \( \text{Emb}(M, \mathbb{R}^d) \) in the following way: fix an embedding \( q_0 \in \text{Emb}(M, \mathbb{R}^d) \) and consider some other embedding \( q = \varphi \circ q_0 \) in the orbit of \( q_0 \). Define the (semi-)norm of a tangent vector \( h \in T_q \text{Emb}(M, \mathbb{R}^d) \) by
\[
G_{q_{\text{Emb}}}^\varphi(h, h) = \inf_{X_{\varphi} : q_0 = h} G_{\text{Diff}}^\varphi(X_{\varphi}, X_{\varphi}),
\]
with \( X_{\varphi} \in T_q \text{Diff}(\mathbb{R}^d) \). Intuitively we define the length of a tangent vector \( h \in T_q \text{Emb}(M, \mathbb{R}^d) \) as the smallest length of a tangent vector \( X_{\varphi} \) inducing this infinitesimal deformation. If \( \pi_{q_0} \) is the projection
\[
\pi_{q_0} : \text{Diff}(\mathbb{R}^d) \to \text{Emb}(M, \mathbb{R}^d), \quad \pi_{q_0}(\varphi) = \varphi \circ q_0,
\]
then
\[
h = X_{\varphi} \circ q_0 = T_{\varphi} \pi_{q_0} \circ X_{\varphi},
\]
and the equation defining \( G_{q_{\text{Emb}}}^\varphi \) is the relation between two metrics that are connected by a Riemannian submersion,
\[
G_{q_{\text{Emb}}}^\varphi(h, h) = \inf_{T_{\varphi} \pi_{q_0} \circ X_{\varphi} = h} G_{\text{Diff}}^\varphi(X_{\varphi}, X_{\varphi}).
\]
In fact the construction of \( G_{q_{\text{Emb}}}^\varphi \) depends neither on the diffeomorphism \( \varphi \) nor on the fixed embedding \( q_0 \). To see this note that
\[
X_{\varphi} \circ q_0 = X_{\varphi} \circ \varphi^{-1} \circ \varphi \circ q_0 = (X_{\varphi} \circ \varphi^{-1}) \circ q,
\]
and \( X_{\varphi} \circ \varphi^{-1} \in T_{\text{Id}} \text{Diff}(\mathbb{R}^d) \). Hence we can write
\[
G_{q_{\text{Emb}}}^\varphi(h, h) = \inf_{X \circ q = h} G_{\text{Diff}}^\varphi(X, X),
\]
(1)
with $X \in T_{\Id} \Diff(\mathbb{R}^d)$. And this last equation depends only on $q$ and $h$.

One can show that the $G_q^{\Emb}$ defined in this way is a positive semidefinite bilinear
form. What is not obvious is that $G_q^{\Emb}$ depends continuously or smoothly on $q$. This property and that it is positive definite, have to be checked in each example.

Assuming that this construction yields a (smooth) Riemannian metric on the space $\Emb(M, \mathbb{R}^d)$, then this metric is invariant under $\Diff(\mathbb{R}^d)$, because the left-action by $\Diff(\mathbb{R}^d)$ commutes with the right-action by $\Diff(M)$:

$$G_q^{\Emb}(h \circ \varphi, h \circ \varphi) = \inf_{X \circ q = h} G_{\Id}^{\Diff}(X, X) = \inf_{X \circ q = h} G_{\Id}^{\Diff}(X, X) = G_q^{\Emb}(h, h).$$

The metric $G_q^{\Emb}$ then can be expected to project to a Riemannian metric on $B_\varepsilon(M, \mathbb{R}^d)$.

**4.4. Existence of optimal lifts.** Consider the metric

$$G_{\Id}^{\Diff}(X, Y) = \int_{\mathbb{R}^d} \langle (\Id - \Delta)^n X, Y \rangle \, dx,$$

and set $LX = (\Id - \Delta)^n$. For $h \in T_q \Emb(M, \mathbb{R}^d)$, how should an $X \in \mathfrak{X}(\mathbb{R}^d)$ satisfying $X \circ q = h$ and

$$G_q^{\Emb}(h, h) = G_{\Id}^{\Diff}(X, X)$$

look like? It has to satisfy $G_{\Id}^{\Diff}(X, Y) = 0$ for all $Y$ with $Y \circ q \equiv 0$. In other words

$$\int_{\mathbb{R}^d} \langle LX, Y \rangle \, dx = 0, \quad \forall Y \in \mathfrak{X}(\mathbb{R}^d) \text{ with } Y \circ q \equiv 0.$$ 

Because $q(M)$ is a set of positive codimension and hence zero measure, there exists no smooth function $LX$ satisfying this and therefore there exists no smooth $X$ attaining the infimum in (4.3.1). To find an infimum we have to look in a bigger space of less regular functions, for example we have hope to succeed if we allow $LX$ to be a distribution supported on the set $q(M)$.

**4.5. The RKHS point of view.** Let $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ be a Hilbert space of vector fields, such that the canonical inclusions in the following diagram

$$\mathfrak{X}_{H^\infty}(\mathbb{R}^d) \hookrightarrow \mathcal{H} \hookrightarrow C_0^k(\mathbb{R}^d, \mathbb{R}^d)$$

are bounded linear maps and $\mathfrak{X}_{H^\infty}(\mathbb{R}^d)$ is dense in $\mathcal{H}$. We say that $\mathcal{H}$ is $k$-admissible, if the inclusion $\mathcal{H} \hookrightarrow C_0^k$ is bounded. The motivation for the notion of $k$-admissible spaces of vector fields and their use to define groups of diffeomorphisms is explained in [28].

The induced right-invariant metric on $\Diff(\mathbb{R}^d)$ is

$$G_{\varphi}^{\Diff}(X_{\varphi}, Y_{\varphi}) = \langle X_{\varphi} \circ \varphi^{-1}, Y_{\varphi} \circ \varphi^{-1} \rangle_{\mathcal{H}},$$

and the metric on $\Emb(M, \mathbb{R}^d)$ is

$$G_q^{\Emb}(h, h) = \inf_{X \circ q = h} \langle X, X \rangle_{\mathcal{H}}.$$

**Lemma.** If the vector space $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ is 0-admissible, then the induced metric $G_q^{\Emb}$ on $\Emb(M, \mathbb{R}^d)$ is nondegenerate.

**Proof.** Let $h \in T_q \Emb(M, \mathbb{R}^d)$ and $x \in M$, such that $h(x) \neq 0$. Then

$$h(x) \leq \|h\|_\infty = \|X \circ q\|_\infty \leq \|X\|_\infty \leq C \sqrt{\langle X, X \rangle_{\mathcal{H}}}. $$

Since this holds for all $X \in \mathfrak{X}(\mathbb{R}^d)$ with $X \circ q = h$, we conclude that

$$G_q^{\Emb}(h, h) \geq C^{-2} |h(x)|^2 > 0,$$

and hence the metric is nondegenerate.  \[\Box\]
4.6. The horizontal subspace. To compute an explicit expression for \( G^\text{Emb}_q \) we decompose \( \mathcal{H} \) into

\[
\mathcal{H}^\text{ver}_q = \{ X \in \mathcal{H} : X \circ q \equiv 0 \}, \quad \mathcal{H}^\text{hor}_q = (\mathcal{H}^\text{ver}_q)^\perp.
\]

Note that since \( \mathcal{H} \) is 0-admissible, \( \mathcal{H}^\text{ver}_q \) is a closed subspace and hence \( \mathcal{H}^\text{ver}_q \oplus \mathcal{H}^\text{hor}_q = \mathcal{H} \). Then the induced metric is given by

\[
G^\text{Emb}_q(h,h) = \langle X^\text{hor}, X^\text{hor} \rangle_{\mathcal{H}},
\]

where \( X \in \mathfrak{X}(\mathbb{R}^d) \) is any vector field satisfying \( X \circ q = h \) and \( X^\text{hor} \in \mathcal{H}^\text{hor}_q \) is its horizontal projection. The horizontal projection does not depend on the choice of the lift, i.e. if \( X,Y \in \mathfrak{X}(\mathbb{R}^d) \) coincide along \( q \), then \( X - Y \in \mathcal{H}^\text{ver}_q \) and hence \( X^\text{hor} = Y^\text{hor} \).

We have the maps

\[
T_q \text{Emb}(M, \mathbb{R}^d) \rightarrow \mathcal{H}^\text{hor}_q, \quad h \mapsto X^\text{hor}, \quad \mathcal{H}^\text{hor}_q \rightarrow C^k(M, \mathbb{R}^d), \quad X \mapsto X \circ q.
\]

The composition of these two maps is the canonical embedding \( T_q \text{Emb}(M, \mathbb{R}^d) \hookrightarrow C^k(M, \mathbb{R}^d) \). Because \( M \) is compact we do not have to distinguish between \( C^k \) and \( C^k_b \). Furthermore the equation \( G^\text{Emb}_q(h,h) = \langle X^\text{hor}, X^\text{hor} \rangle_{\mathcal{H}} \) shows that the first map is an isometry between \( (T_q \text{Emb}(M, \mathbb{R}^d), G^\text{Emb}_q) \) and \( \mathcal{H}^\text{hor}_q \).

**Lemma.** The image of \( T_q \text{Emb}(M, \mathbb{R}^d) \) is dense in \( \mathcal{H}^\text{hor}_q \) and the \( G^\text{Emb}_q \)-completion of \( T_q \text{Emb}(M, \mathbb{R}^d) \) can be identified with \( \mathcal{H}^\text{hor}_q \).

**Proof.** It is enough to show that the image is dense. Given \( X \in \mathcal{H}^\text{hor}_q \) choose a sequence \( X_n \in \mathfrak{X}(\mathbb{R}^d) \) converging to \( X \) in \( \mathcal{H} \). Then \( X^\text{hor}_n \) is the image of \( X_n \circ q \in T_q \text{Emb}(M, \mathbb{R}^d) \) in \( \mathcal{H}^\text{hor}_q \) and

\[
\| X^\text{hor}_n - X \|_{\mathcal{H}} = \| X^\text{hor}_n - X^\text{hor} \|_{\mathcal{H}} \leq \| X_n - X \|_{\mathcal{H}} \rightarrow 0.
\]

Hence the image is dense.

\( \square \)

A consequence of this lemma is that the \( G^\text{hor}_q \)-completion of \( T_q \text{Emb}(M, \mathbb{R}^d) \) can be identified with a closed subspace of a RKHS and as such it is itself an RKHS. Since \( G^\text{Emb}_q \) is defined using the infimum \( G^\text{Emb}_q(h,h) = \langle X^\text{hor}, X^\text{hor} \rangle_{\mathcal{H}} \), it follows from [2, Thm. 1.5] that its reproducing kernel is given by restricting the kernel \( K^\text{Emb} \) of \( \mathcal{H} \) to \( M \); i.e.,

\[
K^\text{Emb}_q : M \times M \rightarrow \mathbb{R}^{d \times d}, \quad K^\text{Emb}_q(x,y) = K(q(x),q(y)),
\]

is the reproducing kernel of the induced inner product on \( T_q \text{Emb}(M, \mathbb{R}^d) \).

**Appendix A.** \( \text{Diff}(M) \) as a Lie group

Having discussed infinite-dimensional Riemannian manifolds, let us briefly look at an infinite-dimensional Lie group and some of its properties.

When \( M \) is a manifold we can consider

\[
\text{Diff}(M) = \{ \varphi \in C^\infty(M,M) : \varphi \text{ bijective}, \varphi^{-1} \in C^\infty(M,M) \},
\]

and \( \mathfrak{X}(M) \), the space of vector fields on \( M \). Intuitively we would like to see \( \text{Diff}(M) \) as a Lie group with \( \mathfrak{X}(M) \) as its Lie algebra and the Lie group exponential map being the time 1 flow map of the vector field,

\[
\exp : \mathfrak{X}(M) \rightarrow \text{Diff}(M), \quad u \mapsto \varphi(1),
\]

where \( \varphi(t) \) is the solution of the ODE

\[
\partial_t \varphi(t,x) = u(\varphi(t,x)), \quad \varphi(0,x) = x.
\]
This runs into several difficulties. First, exp might not be well-defined. Consider $M = \mathbb{R}$ and the vector field $u(x) = x^2 \frac{\partial}{\partial x}$. Its flow is given by

$$\varphi(t, x) = \frac{x}{1 - tx},$$

and we see that the vector field $u$ is not complete. As a consequence $\varphi(1, x)$ is defined only for $x < 1$. This problem can be avoided either by restricting to compact manifolds $M$ or by requiring vector fields to decay sufficiently rapidly towards infinity. But even then the exponential map exhibits some unexpected behaviour.

The exponential map is not locally surjective. Consider an element $\varphi \in \text{Diff}(S^1)$, such that $\varphi$ has no fixed points and at least one isolated periodic point\footnote{A point $x \in S^1$, such that $\varphi^n(x) = x$ for some $n \in \mathbb{N}_{>0}$.}. Assume that we can write $\varphi = \exp(u)$ for some $u \in \mathcal{X}(S^1)$. Then $u$ must satisfy $u(x) \neq 0$ for all $x \in S^1$. Surprisingly, we can now show that $\varphi$ is conjugate to a rotation. To see this define the diffeomorphism $\eta(x) = c \int_0^x \frac{dy}{u(y)}$, $c = 2\pi \left( \int_{S^1} \frac{dx}{u(x)} \right)^{-1}$.

It is easy to check that $\eta \circ \varphi \circ \eta^{-1}$ is a rotation by calculating the derivative $\partial_t (\eta \circ \exp(\alpha) \circ \eta^{-1})$. Now let $\eta \circ \varphi = R_\alpha \circ \eta$, where $R_\alpha(x) = x + \alpha \mod 2\pi$ is a rotation. Then $\eta \circ \varphi^n = R_{n\alpha} \circ \eta$. Let $x_0$ be the isolated periodic point such that $\varphi^n(x_0) = x_0$. Then $\eta(x_0) = R_{n\alpha}(\eta(x_0))$, which implies that $R_{n\alpha} = \text{Id}_{S^1}$ and thus $\varphi^n = \text{Id}_{S^1}$, which contradicts the assumption that $x_0$ is an isolated periodic point. Thus $\varphi$ cannot be written as $\varphi = \exp(u)$ for any $u \in \mathcal{X}(S^1)$. An example of such a $\varphi$ is given by

$$\varphi(x) = x + \frac{2\pi}{n} + \varepsilon \sin(nx),$$

where we can choose $n \in \mathbb{N}$ and $|\varepsilon| < 2/n$. In particular, by choosing $n$ large and $\varepsilon$ small, $\varphi$ will be arbitrary close to the identity. This counterexample can be found in [12, p. I.5.5.2] and [21, p.1017]. One can show more.

**Theorem. Grabowski, 1988 [11].** Given a $C^\infty$-manifold $M$, there exists a continuous curve $\gamma : [0, 1) \to \text{Diff}^\infty_c(M)$, $\gamma(0) = \text{Id}$, such that $\{\gamma(t) : t \in (0, 1)\}$ is a set of free generators of a subgroup of $\text{Diff}^\infty_c(M)$, which contains only (apart from the identity) diffeomorphisms that are not in the image of the exponential map.

Here $\text{Diff}^\infty_c(M)$ denotes the group of compactly supported $C^\infty$-diffeomorphisms, i.e., $\varphi$ is compactly supported if the set $\{x \in M : \varphi(x) \neq x\}$ has compact closure.

Finally the exponential map is not locally injective either. Let $\psi \in \text{Diff}(S^1)$ be a $2\pi/n$-periodic diffeomorphism, i.e., $\psi(x + 2\pi/n) = \psi(x) + 2\pi/n$. Denote by $R_\alpha(x) = x + \alpha \mod 2\pi$ the rotation by $\alpha$. Then $R_{2\pi/t\alpha}$ lies in the 1-parameter subgroup $\varphi(t) = \psi \circ R_{2\pi/t\alpha} \circ \psi^{-1}$. In other words, define the vector field

$$u(x) = \frac{2\pi}{n} \psi'(\psi^{-1}(x)) \frac{\partial}{\partial x}.$$

Its flow is

$$\varphi(t, x) = \psi \left( \psi^{-1}(x) + \frac{2\pi}{n} t \right),$$

and $\exp(u) = \varphi(1) = R_{2\pi/t\alpha}$. Since $\psi$ can be chosen to be arbitrary close to the identity, $\exp$ cannot be locally injective.
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