Dynamic Formation of Metal-Based Traps in Photoexcited Colloidal Quantum Dots and Their Relevance for Photoluminescence
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ABSTRACT: Trap states play a crucial role in the design of colloidal quantum dot (QD)-based technologies. The presence of these in-gap states can either significantly limit the efficiency of devices (e.g., in solar cells or LEDs) or play a pivotal role in the functioning of the technology (e.g., in catalysis). Understanding the atomistic nature of traps is therefore of the highest importance. Although the mechanism through which undercoordinated chalcogenide atoms can lead to trap states in II–VI QDs is generally well understood, the nature of metal-based traps remains more elusive. Previous research has shown that reduction of metal sites in negatively charged QDs can lead to in-gap states. Here, we use density functional theory to show that metal-based traps are also formed in charge-neutral but photoexcited CdSe QDs. It is found that Cd–Cd dimers and the concomitant trap states are transient in nature and appear and disappear on the picosecond time scale. Subsequent nonradiative recombination from the trap is shown to be much faster than radiative recombination, indicating that dimer-related trap states can quench the photoluminescence. These results are expected to be transferable to other II–VI materials and highlight the importance of surface redox reactions for the optical properties of QDs. Moreover, they show that photoexcitation can lead to atomic rearrangements on the surface and thus create transient in-gap states.

INTRODUCTION

Colloidal quantum dots (QDs) possess unique characteristics like solution processability and size-dependent optical and electronic properties, which make them of particular interest for application in optoelectronic devices.1,2 QD-based technologies have developed quickly over the past few decades,3 leading to the incorporation of QDs in solar cells,4,5 displays,6,7 light-emitting diodes (LEDs),8,9 transistors,10,11 and lasers.12,13 For many of these applications, it is of paramount importance that the band gap remains clear of localized energy levels, as these states can lead to unwanted charge carrier trapping.14,15 Consequently, many methods of removing the influence of trap states have been developed, including the epitaxial growth of an inorganic shell,16,17 the addition of various ligands18–21 and the electrochemical filling of in-gap states.22–26 However, trap states have also been shown to play an essential role in, for example, optical gain27 or catalytic activity,28 indicating that for certain applications the presence of specific types of traps can be highly advantageous. Thus, a better understanding of the atomistic nature of these trap states may lead not only to more efficient approaches to passivate traps but also to novel strategies aimed at engineering the in-gap states with the desired properties.

Trap states are usually ascribed to the nonbonding orbitals of undercoordinated, often surface-situated atoms.29,30 Density functional theory (DFT) calculations have refined this picture for II–VI semiconductor QDs by showing that in-gap states mainly arise from undercoordinated chalcogenide atoms31 or from reduced metal sites,32 as summarized in Figure 1A. Chalcogenide-based traps (indicated in white in Figure 1A) can be understood in terms of the shape of the orbitals that contribute to the valence band (VB) and conduction band (CB) in II–VI materials. Since the chalcogenide p orbitals mainly constitute the VB, each chalcogenide atom has to be at least 3-fold coordinated to split each of the 3 orthogonal p orbitals. Displacement of Z-type ligands can lead to chalcogenide sites with only two neighboring atoms, causing one of the three p orbitals to remain in the band gap as a nonbonding trap state.33 In contrast, metal atoms mainly contribute to the CB with s orbitals. The spherical symmetry of the s orbital ensures that it is split into bonding and antibonding orbitals, even when the Cd atom is undercoordinated.34 In line with this description, it has been shown experimentally that addition of Z-type ligands, which bind to
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undercoordinated chalcogenide sites, can indeed increase the photoluminescence quantum yield (PL QY) to near unity.\textsuperscript{23} Lastly, chalcogenides can also lead to trap states through the formation of chalcogenide dimers upon oxidation (indicated in beige in Figure 1A), as has been shown both experimentally\textsuperscript{37} and computationally.\textsuperscript{29,38,39}

The existence of metal-based traps is suggested by several experimental studies, which found that both L-type ligands like amines\textsuperscript{24,25,30,40} and phosphines\textsuperscript{24,41} and anionic X-type ligands can increase the PL QY.\textsuperscript{23,30,40} These electron-donating ligands cannot passivate undercoordinated chalcogenide atoms and have therefore been proposed to passivate cadmium sites.\textsuperscript{23,25,30,40} Moreover, spectroelectrochemical studies have found in-gap states near the CB edge of CdSe core-only and core/shell particles, which were ascribed to undercoordinated surface cadmium.\textsuperscript{42} In our previous computational work,\textsuperscript{36} it was shown that metal-based traps in II–VI semiconductor QDs can be formed in the presence of excess electrons. It was found that charging trap-free QDs with multiple electrons leads to charge localization on Cd atoms in (111) facets and their subsequent ejection from the lattice (indicated in black in Figure 1A, see also Figure S1 for the different facets in the model QD). If an X-type ligand from the (100) facet is moved to a different position, charging with one excess electron already creates a trap in the form of a Cd–Cd dimer. During the formation of this dimer, which is shown in orange in Figure 1A, the Cd atoms move closer to each other, causing their orbitals to overlap and pushing a bonding Cd–Cd molecular orbital (MO) into the band gap. The injected electron occupies this state, thus stabilizing the Cd–Cd dimer.\textsuperscript{36}

Although the trap formation in charged QDs can be relevant for catalysis\textsuperscript{32} or QDs in optoelectronic devices,\textsuperscript{43,44} the question remains how important these metal-based traps are for charge-neutral QDs. The formation of the metal-based traps described in the previous paragraph is essentially a reduction reaction in which electrons in the CB (i.e., with a high electrochemical potential) localize on surface cadmium. It may therefore be possible that also photoexcited electrons can cause the formation of such surface states, leading to a trapping process, in which the trap state itself is formed by the presence of an excited CB electron. Such a trap state would remain in the band gap until the electron recombines with a VB hole or gets detrapped and the transient surface state disappears again, as schematically shown in Figure 1B.

For this type of trap to be relevant for the PL QY, it should form on a time scale comparable to or shorter than the lifetime of the excited state (ES). If trap formation is much slower than that (i.e., \( k_{\text{trap}} \ll k_{\text{rad}} \approx 10^8 \text{s}^{-1} \)),\textsuperscript{45,46} see Figure 1C), it is unlikely for a CB electron to be trapped in a transient surface state. If trapping is much faster than radiative decay (\( k_{\text{trap}} \gg k_{\text{rad}} \)), two main scenarios are possible. In the first scenario, the nonradiative recombination of the trapped electron to the VB is much slower than the removal of the transient trap (\( k_{\text{nonrad}} \ll k_{\text{detrap}} \)). Here, the trapping of an electron to a transient surface state does not necessarily reduce the PL QY, but it can lead to long-time tails of PL decay traces\textsuperscript{47} or result in delayed fluorescence if the detrapping rate is slower than the radiative rate (\( k_{\text{detrap}} < k_{\text{rad}} \)).\textsuperscript{45} The second scenario arises when the nonradiative recombination is much faster than the detrapping rate (\( k_{\text{nonrad}} \gg k_{\text{detrap}} \)). Now, nearly every trapped electron will decay nonradiatively to the VB, thus quenching the PL.

Here, we use DFT calculations to investigate both the energetics and the dynamics of Cd–Cd dimers in charge-neutral but photoexcited QDs. Our model QD was constructed in such a way that none of the trap states shown in Figure 1A are present in the ground state (GS). Due to the computational challenges of optimizing singlet ES geometries of large systems, we decided to approximate the ES potential energy surface by a triplet state, as it describes similar orbital features to the lowest singlet ES within the single-particle approximation. This approach ensures that one electron is promoted from the top of the VB to the lowest CB level and makes it possible to carry out ab initio molecular dynamics (AIMD) at limited computational costs. First, geometry optimization will
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**Figure 1.** Overview of the different traps and trapping mechanisms in CdSe QDs considered in this work. (A) Model of a CdSe QD, showing the surface configurations that can lead to in-gap states. In line with the model system used in this work, the experimentally often observed oleate ligands have been replaced with chloride ions to limit the computational costs of the DFT calculations. Note that the structure shown here is only for illustrative purposes and not the result of a geometry optimization. Two-coordinated Se (2c-Se, white circle) can be formed in charge-balanced QDs,\textsuperscript{31} while Se–Se dimers (beige oval) may be present in oxidized systems.\textsuperscript{29,37,39} Cd–Cd dimers (orange oval) can both be formed in negatively doped and charge-neutral but photoexcited QDs (vide infra). Metallic Cd\textsuperscript{0} (black circle) has so far only been reported for negatively charged QDs\textsuperscript{36} but is also expected to form upon creation of multiple excitons. (B) Summary of the different steps of trapping an electron in a transient trap state. VB and CB edges are indicated by the black and red horizontal lines, respectively. (i) Excitation of a trap-free QD leads to a CB electron and a VB hole; (ii) presence of this electron in the CB leads to the formation of a trap state that simultaneously traps the electron; (iii) trapped electron recombines with the VB hole; (iv) trap is no longer stabilized by the electron and therefore disappears, leaving the band gap free of in-gap states. (C) Overview of the main recombination pathways in a QD with trapping to a transient surface state: radiative band edge recombination (\( k_{\text{rad}} \)), creation of the trap that captures the electron (\( k_{\text{trap}} \)), removal of the trap and simultaneous detrapping of the electron to the CB (\( k_{\text{detrap}} \)), and nonradiative decay from the trap to the VB (\( k_{\text{nonrad}} \)).
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be used to show that given a suboptimal surface passivation, where a chloride ligand has been moved from the (100) to the adjoining (111) facet (see Figure S1), it is energetically favorable for a CB electron to induce \( \text{Cd}^{−} \)–\( \text{Cd} \) dimer formation, as was previously observed only for negatively charged QDs.36

Next, the time scale on which these dimers form is investigated with AIMD. It is found that when the ligand coverage is already suboptimal, excitation of the QD leads to a \( \text{Cd}^{−} \)–\( \text{Cd} \) dimer that is both formed and broken up in a period on the order of a picosecond (\( k_{\text{trap}}, k_{\text{detrap}} \approx 10^{12} \text{ s}^{−1} \)). Lastly, we draw the configuration coordinate diagrams of the GS and ES for both a trap-free QD and a QD with a \( \text{Cd}^{−} \)–\( \text{Cd} \) dimer. The nonradiative recombination rate from the trap to the VB (\( k_{\text{nonrad}} \)) is found to be very high, and it is therefore expected that the dynamic formation of \( \text{Cd}^{−} \)–\( \text{Cd} \) traps can quench the PL QY of photoexcited QDs. These results show that photoexcitation can affect the optical properties of QDs by inducing atomic rearrangements that lead to the creation of transient in-gap states.

### RESULTS AND DISCUSSION

**Model System.** For the calculations presented here, a zincblende \( \text{Cd}_{68}\text{Se}_{55}\text{Cl}_{26} \) QD with a diameter of ca. 1.9 nm (see Figure 2A-i) was used as a model system. It is charge balanced as defined by the model of Voznyy et al.48 and contains none of the trap states shown in Figure 1A. It replicates the cation-rich nature of most QDs49,50 but replaces the experimentally often used oleate ligands with computationally less demanding chlorides.51,52 Of the 26 chloride ligands, 24 have been placed on the Cd-terminated (100) facets, as these comprise the Cd atoms with the lowest coordination. The two remaining chlorides have been placed on Cd-terminated (111) facets (see Figure S1 for the different facets of the model QD). This ligand configuration ensures the highest possible coordination of the surface atoms while using a minimum number of ligands (meaning that L-type ligands are not included). During this work, we will therefore refer to this ligand configuration as "perfectly passivated". Further details of this model system have been discussed previously.35,36 Although we will look at CdSe QDs throughout this work, we expect that the results can be generalized to other zincblende II–VI QDs (vide infra).
Energetics of Dimer Formation. The first step in determining the relevance of Cd–Cd dimer formation for charge-neutral but photoexcited QDs consists of investigating the energetics of the dimerization. If the energy of the QD significantly increases upon dimer formation, the event is unlikely to happen and the trapping rate ($k_{\text{trapping}}$) will be low. Due to the large computational cost of optimizing ES geometries for these systems, we will approximate the photoexcited QD by calculating the GS of the lowest triplet state. This results in a situation where there is a hole in the top of the VB and an electron in the CB edge, thus in a first approximation mimicking the singlet ES. In the ensuing sections, calculations on the QD in its lowest singlet state will therefore be referred to as the GS and calculations on the lowest triplet state as the ES. By extension, “excitation” of a QD indicates its properties are computed for the lowest triplet state.

Figure 2B-i shows the density of states (DOS) of the perfectly passivated model QD in the GS. Here, every horizontal line corresponds to a MO, where the length of each colored line segment indicates the contribution of the corresponding element or atom. The MOs are filled up to the dotted line, indicating that the entire VB is filled with electrons and that the CB is empty. Figure 2B-ii shows the DOS for the perfectly passivated QD in the ES. All of the ES calculations in this work are computed as spin unrestricted, so that the $\alpha$ and $\beta$ orbitals are allowed to relax independently from each other as a consequence of their different occupation. This approach results in two distinct densities of states: the DOS for the $\alpha$-electrons is displayed on the left of Figure 2B-ii, while the DOS for $\beta$-electrons is given on the right. The dotted lines show that one $\alpha$ electron occupies the CB, whereas the top level of the VB is empty in the $\beta$-DOS. The dotted lines thus represent the quasi-Fermi levels of electrons ($\alpha$ electrons, left) and holes ($\beta$ electrons, right) in the ES. Although the true lowest singlet ES will be a linear combination of different many-electron excitations with the same spin, for the remainder of this work we will approximate the lowest singlet ES by only considering a single electronic transition, i.e., the HOMO–LUMO transition. This approach has been proved to be valid in several works on QDs, in particular, by Prezhdo et al.53 As can be seen by comparing Figure 2A-i and 2A-ii, exciting the QD does not significantly alter its structure. Comparison of Figure 2B and 2C for the perfectly passivated QDs shows that the ES does not lead to new localized in-gap states and that the HOMO remains delocalized over the entire QD. However, note that the shape of the orbitals in Figure 2C changes, since the HOMO is shifted from a VB state consisting mainly of Se 4p orbitals in Figure 2C-i to a CB state consisting mainly of Cd 5s orbitals in Figure 2C-ii.

Figure 2A-iii shows the structure obtained after moving one of the chloride ligands from the (100) to the adjacent (111) facet. Such a surface configuration, which we will refer to as “imperfectly passivated”, may be formed due to random diffusion of ligands over the QD surface, as acetate ligands54 and Z-type complexes55 have been found to be mobile on the QD surface. Since simulating ligand diffusion, which typically occurs on a much longer time scale than that investigated here, is beyond the scope of the current work, the chloride atom was moved to the (111) facet prior to geometry optimization. Moving the chloride to the position shown in Figure 2A-iii increases the energy of the system by roughly 0.47 eV ($\sim 18 k_b T$) but does not significantly alter the electronic structure (see Figure 2B-iii). The band gap remains free of localized states, and although the HOMO changes in shape, it is still delocalized over the entire QD, as shown in Figure 2C-iii. However, exciting this imperfectly passivated QD reduces the distance between two specific Cd atoms (indicated as Cd$_1$ and Cd$_2$ in Figure 2A-iv) from 3.89 Å for the QD in the GS to 2.93 Å in the ES. At the same time, two in-gap states appear which are $\sim 30\%$ localized on Cd$_1$ and Cd$_2$. Both of these observations are indicative of the formation of a Cd–Cd dimer.

Figure 2A-v shows that dimerization is not limited to specifically Cd$_1$ and Cd$_2$. The system can also relax to another local minimum that is roughly 0.02 eV ($0.9 k_b T$) higher in energy than the system in Figure 2A-iv and in which a different dimer is obtained. In this case, two Cd atoms at the surface (indicated by Cd$_3$ and Cd$_4$ in Figure 2A-v, see Figure S2 for more details) move closer to each other and form an in-gap state, which is localized $\sim 40\%$ on those two atoms. The small energy difference between the two systems with the different Cd–Cd dimers indicates that both structures are likely to be sampled under ambient conditions. Indeed, both dimers are found in the AIMD runs discussed in the ensuing section (vide infra).

To summarize, Figure 2 shows that given a suboptimal ligand passivation, the CB electron in photoexcited QDs can energetically lead to the formation of a Cd–Cd dimer and the associated in-gap state. In the Supporting Information we show that CdTe and ZnS QDs exhibit the same dimer formation in the ES (see Figure S3). Therefore, we expect that the traps described in this work can be generalized to zincblende II–VI semiconductor materials in general and potentially also to zincblende III–V QDs, such as InP. As discussed before, whether dimer formation is relevant for excited QDs depends also on the time scale of the dimerization, which will be discussed in the ensuing section.

It must be noted that in real CdSe QDs undercoordinated Cd atoms may not be the only sites that can be reduced by photoexcited electrons. An excited electron may possibly also reduce oxidized selenium sites, like Se–Se dimers or Se$_2$O$_x$ surface moieties.37,51 Such oxidized selenium sites can be formed by reactions with ambient oxygen or by (unintentional) p-doping (to form Se–Se dimers) and as such represent extrinsic surface effects that were not included in the current calculations, although transient Se–Se dimer formation will be discussed below. In addition, there have been reports on surface Cd reduction and resulting X-type ligand displacement.56 This effect is not seen in the current calculations. However, the free energy change of this reaction will strongly depend on the solvation energy of the displaced X-type ligands, and no solvent is included in our DFT calculations.

Dynamics of Dimer Formation. In this section, AIMD is used to investigate the time scale on which Cd–Cd dimerization occurs. Given the computational costs of AIMD, simulations can only run for a few picoseconds. Therefore, in this section we will assume that random ligand diffusion has already led to the imperfect ligand configuration shown in Figure 2A-iii, and we will investigate how long after excitation the Cd atoms move close enough to each other to form an in-gap state.

As a reference, we first perform an AIMD simulation starting with the GS of the perfectly passivated structure shown in Figure 2A-i (see Methods for further technical details). During
the simulation, the DOS is calculated every 20 fs, as shown in Figure 3A-i. At time = 3 ps, the QD is excited, i.e., a triplet is enforced. As discussed in the preceding section for the geometry optimizations, this leads to one α-electron in the CB, while the top of the VB is empty in the β-DOS. Apart from a slight splitting of the α and β levels and a reorganization of the VB levels, no significant changes to the DOS occur. This is corroborated by the contour plots given in Figure 3B-i, which show that the HOMO, at three different times after excitation, remains delocalized over the QD.

Figure 3A-ii shows the DOS and Cd1−Cd2 distance during an AIMD simulation starting with the GS of the imperfectly passivated QD. During the first 3 ps of the simulation, the DOS shows a clean band gap similar to that of the perfectly passivated QD. Likewise, the average Cd1−Cd2 distance of 3.9 Å is comparable to the value of 4.2 Å found for the perfectly passivated QD. However, when the QD is excited at time = 3 ps, the energy of the lowest α and β CB levels is lowered significantly (see the first blue shaded area) and the Cd1−Cd2 distance decreases to around 3.0 Å. The contour plot of Figure 3B-ii shows that at time = 4.0 ps (i.e., 1.0 ps after excitation), the HOMO is localized on Cd1 and Cd2, indicating that Cd−Cd dimerization has taken place. Around time = 5.3 ps, the in-gap states disappear, accompanied by an increase in the Cd1−Cd2 distance, which then remains stable for approximately 2.2 ps (until time = 7.5 ps). The contour plot shown in Figure 3B-ii at time = 6.0 ps shows that the HOMO has become delocalized during this period, indicating that the Cd−Cd dimer has temporarily been broken up. Around time = 7.5 ps, the Cd1−Cd2 distance decreases again significantly to 3.0 Å and the in-gap state reappears (see the second blue shaded area). This indicates that the Cd−Cd dimer has formed again, as supported by the contour plot at time = 9.0 ps, which shows the localization of the wave function around Cd1 and Cd2.

In Figure S4, which shows the same AIMD run extended to ∼21 ps, it can be seen that the Cd1−Cd2 dimer is eventually broken.
up again, followed by the formation of a dimer between Cd₁ and Cd₄, similar to the structure found in the geometry optimization in Figure 2-v.

Interesting to note is the VB level that extends far into the band gap at time ≈ 7.0 ps (see the gray shaded area), which we ascribe to an antibonding Se–Se orbital that has also been reported previously.36,57 While in this manuscript we mostly focus on metal-based traps, we note that Se–Se dimer formation appears to be entirely analogous to Cd–Cd dimer formation: oxidation of a QD with undercoordinated Se surface atoms results in Se–Se dimers by depopulating one of the antibonding Se–Se orbitals (see Figure S5),58 analogous to the formation of Cd–Cd dimers upon reduction.36 In addition, photoexcitation can result in transient Cd–Cd dimer formation by electron trapping in the Cd–Cd bonding orbital as well as transient Se–Se dimer formation by hole trapping in the Se–Se antibonding orbital (see Figure S6). Both Cd–Cd dimers and Se–Se dimers lead to trap states in the band gap, formed by the bonding orbital of the Cd–Cd dimer (electron trap) and the antibonding orbital of the Se–Se dimer (hole trap).

From the results presented in this section, we conclude that, upon excitation of an imperfectly passivated QD, the Cd–Cd dimer is formed and broken up again and that both the Cd₁–Cd₂ and the Cd₁–Cd₄ dimers are sampled at room temperature. As shown in Figure S4C, the QD is in the dimer configuration for ~60% of the time, indicating that the rates of trapping and detrapping are roughly equal. As the dimer is formed or broken up every few picoseconds, the (de)trapping rates must hence be on the order of 1 ps⁻¹: \( k_{\text{trap}} \approx 10^{12} \text{ s}^{-1} \). By running the AIMD for a much longer time than the ~21 ps used here, it would in principle be possible to accurately determine the average lifetime of the Cd–Cd dimer and find more precise values for \( k_{\text{trap}} \) and \( k_{\text{detrap}} \). However, this is prohibited by the computational costs of the calculation. Therefore, we will limit our conclusion to stating that both forming and breaking of the Cd–Cd dimers take place on a ~1 ps time scale (i.e., \( k_{\text{trap}}, k_{\text{detrap}} \approx 10^{12} \text{ s}^{-1} \)).

The high rate at which the dimerization takes place suggests that the process occurs with a very small activation energy. To probe the energy of the system as a function of Cd–Cd distance, we carried out constrained geometry optimizations, where the structure is allowed to relax, under the constraint that the coordinates of two selected Cd atoms are frozen to their initial position. First, the structure obtained at time = 3.0 ps in Figure 3A-ii (when no dimer has formed yet) was allowed to relax in the ES while freezing the coordinates of Cd₁ and Cd₄ so that the Cd₁–Cd₄ distance remained constant at 4.41 Å. In this way, the most stable configuration at that point without dimer was obtained. Next, the structure around time = 4.0 ps in Figure 3A-ii (when the dimer has just formed) was relaxed in the ES with frozen positions for Cd₃ and Cd₄ (Cd₁–Cd₄ distance = 2.87 Å) to obtain the most stable configuration with dimer. The positions of Cd₁ and Cd₄ were subsequently varied between these two configurations, leading to structures where the Cd₁–Cd₄ distance ranges from 4.41 to 2.21 Å (structures with a Cd₁–Cd₄ distances shorter than 2.87 Å were obtained through linear extrapolation). The energy of the relaxed structures (under the aforementioned constraint of freezing the positions of Cd₁ and Cd₄) are plotted in Figure 4A as a function of Cd₁–Cd₄ distance (see Figure S7 for the DOS).

In Figure 4A (black trace, solid markers), it can be seen that starting from the maximal Cd₁–Cd₂ separation in the ES, reducing the Cd₁–Cd₂ distance also reduces the total energy of the system. When the Cd atoms are close enough, the initially delocalized HOMO level gradually starts to localize on the Cd₁–Cd₂ dimer that is being formed (see Figure 4B). After reaching the equilibrium bond length, further reduction of the Cd₁–Cd₂ distance significantly increases the energy again. The data can be described well with a Morse potential of the form \( V(r) = D_e \left(1 - e^{-a(r - r_e)}\right)^2 - C \), as shown by the solid line that is fitted to the data in Figure 4A. Here, \( D_e \) is the depth of the energy well, \( a \) determines the width of the well, \( r_e \) is the equilibrium bond length, and \( C \) is a constant that determines the (arbitrary) point of zero potential energy. From the fit, the dissociation energy of the Cd₁–Cd₂ dimer (i.e., the depth of
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Energy change as a function of Cd−Cd distance. (A) Energy of the QD as a function of the distance between either Cd₁ and Cd₂ or Cd₃ and Cd₄ in both the GS (open markers) and the ES (solid markers). Energy of the QD at maximum Cd₁−Cd₂ separation has been arbitrarily set to zero to facilitate comparison. (B) Contour plots of the HOMO level at 0.02 e/Bohr³ of the QD in the ES at different Cd₁−Cd₂ distances.
the potential energy well $D_{ff}^\text{dimer}$ is estimated to be 0.16 eV ($\sim 6.0 \ k_B T$ at room temperature), indicating that the dimer may be broken up by random thermal fluctuations. One would expect that due to the energetic gain related to dimerization, the system would spend more time in the dimer state than shown in Figure S4C where the dimer configuration is present for only $\sim 60\%$ of the time. To give a possible explanation for this, we approximate the QD as a two-level system, where $p_{\text{dimer}}$ and $p_{\text{no-dimer}}$ are the probability that the QD is in a nuclear configuration with and without a Cd–Cd dimer, respectively. Boltzmann statistics state that $p_{\text{dimer}}/p_{\text{no-dimer}} = \exp(-\Delta E/k_B T)$, where $\Delta E$ is the energy difference between the dimer and no-dimer states and $S_{\text{dimer}}$ and $S_{\text{no-dimer}}$ are the number of nuclear configurations the QD can sample in the presence and absence of a Cd–Cd dimer, respectively (i.e., the degeneracy of each state). This suggests that there is a higher number of configurations without a dimer, compensating for the energy gain due to dimerization.

The same trends can be observed when changing the distance between two different Cd atoms. Figure 4A (red trace, solid markers) shows the energy changes that are obtained when varying the distance between Cd$_1$ and Cd$_2$ (see also Figures S2A-iii/iv) in the ES. Although the exact shape of the curve is different from the curve obtained for the Cd$_1$–Cd$_2$ dimer (i.e., the dissociation energy is now 0.17 eV ($\sim 6.7 \ k_B T$) and the equilibrium bond length is 3.1 instead of 3.0 Å), there is no activation energy required for the formation of the dimer in either case, which is in agreement with the high rate of dimerization found during the AIMD simulations. In the absence of an activation barrier, we can estimate the dimer formation time from the Cd–Cd oscillation frequency. To this end, we treat the dimer as a harmonic oscillator, of which the frequency is given by $\nu = \frac{1}{2\pi} \sqrt{k/\mu} = k_{\text{trap}}$ where $k$ is the spring constant and $\mu$ the reduced mass of the two Cd atoms. To determine the spring constant, we fit a parabola to the right side of the black ES curve in Figure 4A (see Figure S8 for details) and obtain $k = 0.31 \ eV/Å^2$. Using $\mu = 56.2 \ u$, we find that dimerization occurs in $\sim 860 \ fs$ ($\nu = k_{\text{trap}} \approx 1.2 \times 10^{12} \ s^{-1}$), which is in good agreement with the AIMD runs. We note that the Cd–Cd dimerization is a complex process and that by manually varying the Cd–Cd distance we may not probe along the exact reaction coordinate. Nevertheless, since we find that the reaction is barrierless along this suboptimal pathway, it must be barrierless along the optimal reaction coordinate as well.

Figure 4A (black and red traces with open markers) also shows that dimerization is only energetically favorable in the ES. A geometry optimization of the GS, with the same constraints on Cd$_1$/Cd$_2$ or Cd$_3$/Cd$_4$ as imposed previously for the ES, does not lead to an energy well at reduced Cd–Cd distances. Instead, the energy increases with decreasing Cd–Cd distance, in agreement with the geometry optimizations of the preceding section, which showed that dimerization only takes place in the ES.

**Nonradiative Recombination from Dimer States.** In the preceding section, it was shown that Cd–Cd dimerization takes place on the picosecond time scale and is hence much faster than the radiative lifetime in CdSe QDs ($k_{\text{rad}} \gg k_{\text{trap}}$). In order to decide whether this trapping process also quenches the PL QY, an estimate must be made of the nonradiative recombination rate of the trapped electron and the VB hole ($k_{\text{nonrad}}$ see Figure 1C). In this section, we construct the configuration coordinate diagrams for the GS and ES of both the perfectly and the imperfectly passivated QDs. Although it is difficult to extract a quantitative estimate of $k_{\text{nonrad}}$ from these diagrams, it does provide an intuitive picture on why a Cd–Cd dimer is expected to lead to significantly faster nonradiative decay.

In order to draw the configuration coordinate diagrams, we again adopt the harmonic approximation and emulate the potential energy surfaces of the GS and ES by one-dimensional parabolas. In addition, we approximate the reaction coordinate by the Cd$_1$–Cd$_2$ distance, so that the potential energy of the GS and ES can be expressed as $E_0 = \frac{1}{2} k_{\text{dimer}} (d_{\text{Cd}_1-\text{Cd}_2})^2$ and $E_1 = E + \frac{1}{2} k_{\text{dimer}} (d_{\text{Cd}_1-\text{Cd}_2} - d_{\text{dimer}})^2$, respectively. Here, $d_{\text{dimer}}$ is the Cd$_1$–Cd$_2$ distance, with $d_{\text{dimer}}$ and $d_{\text{dimer}}$ being the Cd$_1$–Cd$_2$ distance at the equilibrium configuration of the GS and ES, respectively. $E$ is the energy difference between the minima of
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**Figure 5.** Estimation of $k_{\text{nonrad}}$ by constructing configuration coordinate diagrams. (A) Configuration coordinate diagrams for (i) a perfectly passivated QD and (ii) an imperfectly passivated QD with a Cd–Cd dimer in the ES. (B) Schematic overview of the main recombination pathways in a QD with a Cd–Cd dimer.
the two parabolas, while \( k_0 \) and \( k_1 \) refer to the spring constant of the GS and ES, respectively. Using Nelson’s four-point method,\(^{56,59}\) the parabolas can be drawn by calculating four points along the potential energy surfaces. First, the energies and \( \text{Cd}_1-\text{Cd}_2 \) distances at the minima of the parabola were determined by the geometry optimizations shown in Figure 2A-i-iv. For the vertical transition from the GS minimum to the ES, a single-point calculation was carried out in which the triplet state wave function was solved for the nuclear coordinates at the GS minimum. The vertical transition between the minimum of the ES and the GS parabola was calculated analogously. Further details regarding the computational methods are given in the discussion of Figure 5A.

Figure 5A compares the configuration coordinate diagrams of a perfectly passivated QD, where the ES remains delocalized over the QD, and an imperfectly passivated QD, where the ES parabola refers to the electron trapped in a \( \text{Cd}-\text{Cd} \) dimer. Comparison of the two figures shows that the bottom of the ES parabola is lower in energy for the imperfectly passivated QD, which is in agreement with the first section of this paper and Figure 4A, where it was shown that the QD can lower its energy in the ES by forming a \( \text{Cd}-\text{Cd} \) dimer. Another difference lies in the horizontal shift of the ES parabola. For the perfectly passivated QD, the parabolas are only slightly shifted, meaning that excitation leads to only minor changes in the \( \text{Cd}_1-\text{Cd}_2 \) distance, as also shown previously in Figure 2A. In contrast, the large shift of the parabolas in Figure 5A-ii indicates that the \( \text{Cd}_1-\text{Cd}_2 \) distance reduces significantly upon excitation of the imperfectly passivated QD due to formation of the \( \text{Cd}-\text{Cd} \) dimer. Lastly, the imperfectly passivated QD was created by moving a chloride ligand from the (100) facet (see Figure S1). This causes the QD structure to become less rigid, allowing for the facile formation and dissociation of \( \text{Cd}-\text{Cd} \) dimers that we have seen throughout this work. This is reflected by the shallower shape of the ES parabola in Figure 5A-ii, which indicates that the QD can sample multiple configurations (i.e., \( \text{Cd}-\text{Cd} \) distances) without significantly increasing its energy.

Due to both the larger displacement and the shallower potential well of the ES in the QD with the dimer (see Figure 5A), the activation energy required to nonradiatively cross from the ES minimum to the GS parabola \( (E_{\text{act}} = 0.06 \text{ eV}) \) is significantly lower than that for the perfectly passivated QD \( (E_{\text{act}} = 0.96 \text{ eV}) \). From this decrease in activation energy we can infer an estimate for the acceleration of the nonradiative decay according to \( k_{\text{nonrad}} = \frac{2e^2}{\hbar} \frac{\langle \psi_{\text{ES}}, \psi_{\text{GS}} \rangle^2}{\langle \psi_{\text{ES}}, \psi_{\text{GS}} \rangle^2} e^{-E_{\text{act}}/k_B T} \approx 10^{-1} \text{ s}^{-1} \) and \( k_{\text{nonrad,imp}} \approx 10^3 \text{ s}^{-1} \) for the perfectly and imperfectly passivated QD, respectively. While we stress that these values must be seen as rough estimates only, due to both the one-dimensional parabolic approximation and the exponential dependence of the decay rate on the activation barrier, the order-of-magnitude disparity in both rates undoubtedly shows that dimer formation greatly accelerates nonradiative decay. Furthermore, the nonradiative decay from the trap state is also expected to be much faster than radiative recombination \( (k_{\text{nonrad,imp}} > k_{\text{rad}} \approx 10^8 \text{ s}^{-1}, \) as summarized in Figure 5B), indicating that dimer formation efficiently quenches the PL. As shown in Figure S10, this result is robust even when accounting for the known underestimation of the band gap in DFT/PBE (see Methods).\(^{64}\)

An interesting question concerns the frequency with which these dimers form in practice. As has just been shown, dimer formation is a very rapid process given imperfect surface passivation. Yet, as discussed at the start of the Results and Discussion, for the current work it was assumed that the surface ligands were already in such a suboptimal configuration. How often these imperfect surface configurations occur will depend on how the ligands diffuse over the surface or possibly desorb from the surface followed by resorption from the solution at a different site. These processes are expected to take place on a much longer time scale than investigated here. Moreover, for a realistic simulation of these processes, in addition to the X-type ligands employed here, L-type ligands and solvent molecules must be taken into account explicitly, as they will significantly influence the way ligands move across the QD surface. Although beyond the scope of the current work, such calculations may give great insight into how often surface configurations appear that allow for \( \text{Cd}-\text{Cd} \) dimer formation and if that time scale agrees with, for example, QD blinking.

**CONCLUSIONS**

In conclusion, DFT calculations have been used to study the formation of \( \text{Cd}-\text{Cd} \) dimers and the concomitant traps in charge-neutral but photoexcited CdSe QDs. We showed that for suboptimal surface passivation, the formation of \( \text{Cd}-\text{Cd} \) dimers is energetically favorable in a photoexcited QD. Ab initio molecular dynamics simulations show that the formation of the trap is a dynamic process and that the in-gap state appears and disappears in a period on the order of 1 ps as a result of a barrierless reaction with a relatively shallow potential well. Lastly, construction of configuration coordinate diagrams shows that nonradiative recombination from the trapped state is much faster than radiative recombinantion, which leads us to conclude that these transient \( \text{Cd}-\text{Cd} \) dimer traps strongly reduce the PL QY. These results show that photoexcitation can lead to atomic rearrangements and thus create transient in-gap states. Finally, we find that a similar metal-based dimer formation occurs in the excited state of other II–VI semiconductor QDs, suggesting that this type of trap may be important for the reduction of the PL QY in a broad range of semiconductor nanomaterials.

**METHODS**

Geometry optimizations and AIMD simulations have been carried out at the DFT level with a PBE exchange-correlation functional\(^{65}\) and double-\( \zeta \) basis set, as implemented in the CP2K quantum chemistry software package.\(^{66}\) Relativistic effects have been taken into account through the use of effective core potentials. The ES calculations were performed without spin restrictions. Geometry optimizations were carried out at 0 K in the gas phase. AIMD simulations were performed in the canonical (NVT) ensemble at a constant temperature of 300 K using a velocity rescaling thermostat.\(^{67}\) MD simulations of QDs in the WS were typically run for \( \sim 12 \text{ ps} \), of which the first 2 ps were discarded as an equilibration step. MD runs of the QDs in the ES were restarted from the atomic positions and velocities as obtained from the GS MD simulations. Further details are given in the main text and, for the construction of the configuration coordinate diagrams, in the SI.
Indication of the different facets of the model QD; structure and DOS for the Cd$_3$−Cd$_4$ dimer; structure and DOS for CdTe and ZnS QDs with a metal−metal dimer; DOS and Cd−Cd distance for the complete AIMD runs; structure, DOS, and discussion of the Se−Se dimer; DOS as a function of the Cd$_1$−Cd$_4$ distance in the GS and ES; estimation of the dimerization rate from the potential energy landscape; details on the construction of the configuration coordinate diagrams; discussion of the effect of the band gap on the nonradiative decay rate (PDF).
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