Robust Stability of Suboptimal Moving Horizon Estimation using an Observer-Based Candidate Solution
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Abstract: In this paper, we propose a suboptimal moving horizon estimator for nonlinear systems. For the stability analysis we transfer the “feasibility-implies-stability/robustness” paradigm from model predictive control to the context of moving horizon estimation in the following sense: Using a suitably defined, feasible candidate solution based on the trajectory of an auxiliary observer, robust stability of the proposed suboptimal estimator is inherited independently of the horizon length and even if no optimization is performed.
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1. INTRODUCTION

Knowing the internal state of a dynamical system is crucial to solve many control problems, e.g. stabilizing the system via state feedback. In most practical cases, however, the state cannot be completely measured and therefore must be reconstructed using the (measurable) system output. When considering nonlinear systems with constraints, moving horizon estimation (MHE) has proven to be a powerful solution to the state estimation problem, and various theoretical guarantees such as robust stability properties have been established in recent years (Rawlings et al., 2017; Müller, 2017; Hu, 2017; Knüfer and Müller, 2018; Allan and Rawlings, 2019). In this method, the current state is estimated by optimization over a fixed number of past measurements, taking into account both system dynamics and constrained sets of decision variables. Since this approach requires the solution of a (usually non-convex) optimization problem in each time step, MHE is computationally demanding and hence might not be real-time capable.

To simplify the optimization problem, methods were developed integrating an auxiliary observer into MHE. Sui et al. (2010), e.g., proposed a pre-estimating MHE scheme for linear systems and used an observer to replace the state equation as a dynamical constraint. Since this allows to compensate for model errors without computing an optimal disturbance sequence, the optimization variables could be reduced to one, namely the initial state at the beginning of the horizon. In Suwantong et al. (2014), this idea was transferred to a class of nonlinear systems, and a major speed improvement compared to standard MHE could be shown. However, this results in a loss of degrees of freedom, since there is no possibility to weight model disturbances and measurement noise differently in the optimization problem. In Liu (2013), an observer was employed to construct a confidence region for the actual system state. Introducing this region as an additional constraint in the MHE optimization problem can, however, be quite restrictive and hence might not allow for major improvements of MHE compared to the auxiliary observer trajectory. Gharbi and Ebenbauer (2020) proposed the concept of proximity-MHE, where an observer is used to construct a stabilizing a priori estimate, yielding a proper initial guess for the optimization problem. Considering a special class of nonlinear systems without disturbances, stability could be shown by Lyapunov arguments.

However, all the methods discussed above still require optimal solutions to the MHE problem that need to be provided within fixed time intervals, which is in general difficult (if not impossible) to ensure. A more intuitive solution is hence to simply terminate the underlying optimization algorithm after a fixed number of iterations, which on the one hand provides only suboptimal estimates but on the other hand ensures fixed computation-time. However, since most results from nonlinear MHE literature are crucially based on optimality (cf. Rawlings et al., 2017; Müller, 2017; Hu, 2017; Knüfer and Müller, 2018; Allan and Rawlings, 2019), stability of suboptimal MHE can not be guaranteed immediately. For practical (real-time) applications, it is therefore crucial to develop suboptimal schemes that guarantee robust stability without requiring optimal solutions. Using specific optimization algorithms (gradient, conjugate-gradient, Newton-based), there are some results in the literature in this regard (e.g. Kühl et al., 2011; Wynn et al., 2014; Alessandri and Gaggero, 2017; Wan and Kevczyk, 2017). However, these rely on (local) contraction properties of the specific optimization algorithms involved and therefore require both a proper initial guess and at least one iteration to ensure (local) stability. Recently, Gharbi et al. (2020) incorporated a gradient-based algorithm into the framework of linear
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proximity-MHE, providing a suboptimal MHE scheme for linear systems without disturbances that guarantees estimator stability even if no optimization is performed.

In this paper, we establish the “feasibility-implies-stability/robustness” paradigm from model predictive control (MPC) in the context of nonlinear MHE. In MPC it holds that if the optimization provides a feasible, suboptimal solution that improves the cost of a well-chosen warm start, (robust) stability of the controller is inherited (cf. Scokaert et al., 1999; Pannocchia et al., 2011). Applying this concept to MHE, we establish robust stability of the proposed suboptimal moving horizon estimator by requiring that a suboptimal solution is (i) feasible and (ii) improves the cost of a candidate solution, which we subsequently construct using an auxiliary observer. In particular, we consider exponentially detectable nonlinear systems (cf. Knüfer and Müller, 2018, 2020; Allan et al., 2020), and together with an exponentially convergent auxiliary observer we show robust exponential stability of the proposed moving horizon estimator independently of the horizon length and even if no optimization is performed. Note that in Liu (2013), the observer trajectory could also be used as a candidate solution potentially yielding a similar result, but here we consider the most general (and practically relevant) MHE problem formulation without additional (potentially restrictive) constraints, and we also allow for a general cost function in the MHE optimization problem without the need for certain additional terms and/or specific weighting constants as was, e.g., required in Hu (2017), Müller (2017) and Allan and Rawlings (2019) to establish robust stability of MHE.

The paper is organized as follows. In Section 2, the proposed suboptimal estimator together with the candidate solution and assumptions regarding system and observer are stated. Robust stability of the estimator is shown in Section 3 and, to conclude this paper, an illustrative solution and assumptions regarding system and observer and/or specific weighting constants as was, e.g., required problem without the need for certain additional terms.

Definition 2. (State Estimator). A state estimator for system (2) is a sequence of functions \( \Psi_t : \mathbb{X} \times \mathbb{Y}^t \to \mathbb{X} \) that produces for all \( t \in \mathbb{I}_{\geq 0} \) a state estimate \( z(t) = \Psi_t(x_0, y(t)) \), (3) where \( x_0 \) is an initial estimate and \( y(t) = \{y(0), \ldots, y(t-1)\} \) is a sequence of measured outputs.

Note that this definition applies to full-order state observers as well as to more advanced approaches, e.g., full information and moving horizon estimators (cf. Allan et al., 2020). To appropriately describe robust stability of a general state estimator in the form of (3), we employ the following notion.

Definition 3. (RGES). A state estimator for system (2) in the form of (3) is called robustly globally exponentially stable (RGES) if there exist constants \( C_p, C_w, C_v > 0 \) and \( \rho \in (0, 1) \) such that for all initial conditions \( x_0, \delta, w \) and all disturbance sequences \( w(t) \) and \( v(t) \) with \( |w(i)| \in \mathbb{W}, v(i) \in \mathbb{V} \) for all \( i \in \mathbb{I}_{[0,t-1]} \), the following holds for all \( t \in \mathbb{I}_{\geq 0} \):

\[
|x(t) - z(t)| \leq C_p |x_0 - z_0| \rho^t + C_w \sum_{\tau=1}^{t} \rho^\tau |w(t - \tau)| + C_v \sum_{\tau=1}^{t} \rho^\tau |v(t - \tau)|.
\]

This definition of robust exponential stability, including the explicit time-discounting in the disturbance terms, has recently been introduced and analyzed in the context of MHE (Knüfer and Müller, 2018, 2020; Allan et al., 2020). One advantage of this formulation is that it directly reveals that the estimation error (exponentially) converges to zero if both \( w \) and \( v \) converge to zero. In order to establish RGES of the proposed estimator, we will exploit the following exponential detectability condition.

Definition 4. (e-I/OSS). System (2) is incrementally exponentially input/output-to-state stable (e-I/OSS) if there exist constants \( c_p, c_w, c_v > 0 \) and \( \eta \in (0, 1) \) such that for each pair of initial conditions \( x_1, x_2 \in \mathbb{X} \) and each two disturbance sequences \( w_1(t) \) and \( w_2(t) \) with \( w_1(i), w_2(i) \in \mathbb{W} \) for all \( i \in \mathbb{I}_{[0,t-1]} \), the following holds for all \( t \in \mathbb{I}_{\geq 0} \):

\[
|x_1(t) - x_2(t)| \leq c_p |x_1 - x_2| \eta^t + c_w \sum_{\tau=1}^{t} \eta^\tau |w_1(t - \tau) - w_2(t - \tau)| + c_v \sum_{\tau=1}^{t} \eta^\tau |h(x_1(t - \tau) - h(x_2(t - \tau))|
\]

where \( x_i(t) = x(t; x_i, w_i(t)), i = 1, 2 \).
Note that e-IOSS in the sense of Definition 4 is an extension of the classical incremental input/output-to-state stability (i-IOSS), which became standard as a notion of nonlinear detectability in the context of MHE in recent years (Rawlings et al., 2017; Müller, 2017; Allan, 2017; Allan and Rawlings, 2019). However, since i-IOSS only considers the maximum norm of all past input and output differences, asymptotic convergence of two trajectories can only be shown indirectly. To overcome this issue, i-IOSS was extended in Knüfer and Müller (2018, 2020) and Allan et al. (2020) by explicitly discounting input and output differences over time, and its equivalence to standard i-IOSS was shown (see Allan et al., 2020). Since exponential discounting is a special case of the more general notions considered in Knüfer and Müller (2020) and Allan et al. (2020), the same results apply: (i) e-IOSS implies i-IOSS, (ii) e-IOSS is necessary for the existence of an RGES estimator and (iii) e-IOSS can be shown by using a suitable Lyapunov function.

2.2 Suboptimal moving horizon estimator

Given some finite estimation horizon $N \in \mathbb{N}_{\geq 1}$, the objective function of an MHE problem is traditionally defined for time $t \in \mathbb{N}$ as

$$J(\chi(t - N|t), \omega(t)) := \gamma(\chi(t - N|t), \bar{x}_{t-N}) + \sum_{i=t-N}^{t-1} l(\omega(i|t), \nu(i|t)), \quad (6)$$

where $\chi(t - N|t)$ denotes the estimated state for time $t - N$, estimated at time $t$, and $\omega(t)$ and $\nu(t)$ denote estimates of the process disturbance and measurement noise for time $i$, estimated at time $t$. Define the sequences $\omega(t) := [\omega(t - N|t), \ldots, \omega(t - 1|t)]$ and $\nu(t) := [\nu(t - N|t), \ldots, \nu(t - 1|t)]$ and note that $\nu(t)$ can be expressed in terms of the decision variables $\chi(t - N|t)$ and $\omega(t)$ by using the system dynamics (2). Suitable choices for stage cost $l$, prior weighting $\Gamma$ and prior $\bar{x}_{t-N}$ are specified below. Given the $N$ past measurements $y(t - N), \ldots, y(t - 1)$, the moving horizon estimate is typically designed to be the minimizer of the following optimization problem:

$$\mathcal{P}_f : \min_{\chi(t - N|t), \omega(t)} J(\chi(t - N|t), \omega(t)) \quad (7)$$

subject to

$$\chi(i + 1|t) = f(\chi(i|t)) + \omega(i|t), \quad \gamma(i) = h(\chi(i|t)) + \nu(i|t), \quad \chi(i|t) \in \mathbb{X}, \quad \omega(i|t) \in \mathbb{W}, \quad \nu(i|t) \in \mathbb{V}, \quad i \in \mathbb{N}_{t-N,t-1}.$$  

In order for $\mathcal{P}_f$ to be well-defined, we make the following assumptions about the stage cost $l$ and prior weighting $\Gamma$.

Assumption 5. The prior weighting $\Gamma : \mathbb{X} \times \mathbb{Y} \rightarrow \mathbb{R}_{\geq 0}$ and stage cost $l : \mathbb{W} \times \mathbb{V} \rightarrow \mathbb{R}_{\geq 0}$ are continuous and satisfy

$$\gamma_{w}(\chi - \bar{x}) \leq \Gamma_{\gamma}(\chi - \bar{x}) \leq \gamma_{p}(\chi - \bar{x}) \quad (9)$$

$$\gamma_{w}(\omega) + \gamma_{w}(\nu) \leq l(\omega, \nu) \leq \gamma_{w}(\omega) + \gamma_{w}(\nu)$$

for all $\chi, \bar{x} \in \mathbb{X}$, all $\omega \in \mathbb{W}$ and all $\nu \in \mathbb{V}$, where $\gamma_{p}, \gamma_{w}, \gamma_{w}, \gamma_{w}$, $\gamma_{w}$ satisfy

$$\gamma(s) = \gamma(s), \quad \tau(s) = \tau(s), \quad i \in \{p, w, v\}$$

for some constants $\gamma_{p}, \gamma_{w}, \gamma_{w}, \gamma_{w}, \gamma_{w}, \gamma_{w} > 0$ and $a > 0$.

Now, rather than solving $\mathcal{P}_f$ to optimality at each time $t \in \mathbb{N}_{t-N}$, we consider the following suboptimal estimator.

Definition 6. (Suboptimal Estimator). For any $t \in \mathbb{N}_{t-N}$, let the tuple $(\tilde{x}(t - N|t), \tilde{w}(t))$ denote a feasible candidate solution to the MHE problem (7). Then, the corresponding suboptimal solution of (7) is defined as any tuple $(\tilde{x}(t - N|t), \tilde{w}(t))$ that satisfies (i) the MHE constraints (8) and (ii) the cost decrease condition

$$J(\tilde{x}(t - N|t), \tilde{w}(t)) \leq J(\tilde{x}(t - N|t), \tilde{w}(t)). \quad (10)$$

The state estimate at time $t \in \mathbb{N}_{t-N}$ is then defined as

$$\hat{x}(t) = x(t; \tilde{x}(t - N|t), \tilde{w}(t)).$$

Note that (11) ensures that at a given time $t$, the cost of a suboptimal solution is no larger than the cost of the candidate solution. This can be guaranteed in general by nearly all numerical solvers applied to $\mathcal{P}_f$ subject to (8) and (11), if they are initialized with the candidate solution as a warm start and then terminated after a finite number of iterations (including 0), cf. Pannocchia et al. (2011). In the following, we use $\tilde{J}(t)$ and $\tilde{J}(t)$ to denote the cost obtained for the suboptimal and the candidate solution at time $t \in \mathbb{N}_{t-N}$, i.e. $\tilde{J}(t) := J(\tilde{x}(t - N|t), \tilde{w}(t))$ and $\tilde{J}(t) := J(\hat{x}(t - N|t), \tilde{w}(t))$, respectively.

2.3 Pre-stabilizing candidate solution

We design the required candidate solution used in Definition 11 based on some auxiliary state estimator (3). In particular, we assume that this estimator is in fact some RGES full-order state observer in the following form.

Assumption 7. For system (2), there exists an RGES full-order state observer according to

$$z(t + 1) = f(z(t)) + L(z(t), y(t) - h(z(t))) \quad (12)$$

with the state $z \in \mathbb{X}$, functions $f$ and $h$ from (2), correction term $L : \mathbb{X} \times \mathbb{Y} \rightarrow \mathbb{X}$ with $L(\cdot, 0) = 0$, and such that (4) is satisfied for all $t \in \mathbb{N}_{t-0}$. If this latter assumption holds, (suboptimal) MHE can then be used in order to improve the state estimate compared to that obtained directly from the auxiliary observer; this will also be illustrated in our simulation example in Section 4. Furthermore, note that in (12) we require a full-order state observer in output injection form. This is not restrictive, since from Knüfer and Müller (2020) and Sontag and Wang (1997) it follows that any robustly stable full-order state observer must in fact have this form. As a result, we can interpret every fitting error $v_z = z - h(z)$ and every correction term $L(z, v_z)$ directly as estimates of disturbances $v$ and $w$, respectively. To this end we need some further assumptions regarding the observer.

Assumption 8. The correction term $L(z, v_z)$ is linearly bounded by its second argument, i.e. there exists some $\kappa > 0$ such that

$$|L(z, v_z)| \leq \kappa |v_z(t)|. \quad (13)$$

Moreover, $v_z(t) \in \mathbb{V}$ and $L(z(t), v_z(t)) \in \mathbb{W}$ for all $t \in \mathbb{N}_{t-0}$.

Equation (13) is motivated by the observation that, for many common observers in the form of (12), the correction term can usually be reduced to a simple (constant or time-varying) weighting of the fitting error (this is, e.g., the case for Luenberger-like observers, Kalman filter-based observers and high-gain observers). However, assuming that $z, v_z$ and $L$ evolve in $\mathbb{X}, \mathbb{V}$ and $\mathbb{W}$ can be rather
restrictive, but this condition is necessary to make sure that every candidate solution constructed by observer (12) results in a feasible state trajectory of system (2). If this latter assumption is not satisfied, one could just omit these set constraints. Note that this does not change the theoretical guarantees derived in Section 3, but might deteriorate the MHE performance in practice. We define the candidate solution as follows.

**Definition 9. (Candidate Solution).** For time \( t \in I_{2N} \), the candidate solution \( \hat{x}(t-N) \) follows the trajectory of an RGES observer in the form of (12), satisfying Assumption 8, i.e.

\[
\hat{x}(t-N) = \gamma(t-N), \quad \bar{w}(t) = L(t-N), ..., L(t-1)], \tag{14}
\]

where \( L(t) = L(z(t), v_2(t)) \).

Moreover, the estimated state trajectory resulting from observer (12) not only serves to define the candidate solution for the suboptimal MHE problem but also defines the prior according to

\[
\hat{x}_N = z(t-N), \tag{15}
\]

for all \( t \in I_{2N} \). Together with the assumptions of an e-IoSS system and an RGES auxiliary observer, these last two choices made in (14) and (15) are the key steps to establish RGES of the proposed suboptimal moving horizon estimator in the following section.

**Remark 10.** For \( t \in I_{[0,N-1]} \), i.e. until the estimation horizon is full, in (6)-(15) every \( N \) be replaced by \( t \).

### 3. ROBUST STABILITY OF SUBOPTIMAL MHE

In order to prove robust stability of the proposed suboptimal moving horizon estimator, we first need the following auxiliary lemma, which provides an upper bound for the suboptimal cost \( J(t) \).

**Lemma 11.** Suppose that system (2) is e-IoSS and that Assumptions 1, 5, 7, and 8 are satisfied. Choose \( N \in \mathbb{Z}_{2N} \) and \( x_0 \in X \) arbitrarily and let \( z_0 = x_0 \). Then, for all \( t \in I_{2N} \), the suboptimal cost \( J(t) \) evaluated at an estimate provided by the moving horizon estimator from Definition 6 using the candidate solution from (14) satisfies the following:

\[
J(t) \leq C_p^N \bar{w}(t) + C_w^N \left( \sum_{\tau=0}^{t} \rho^\tau |w(t-\tau)| \right) + C_v^N \left( \sum_{\tau=0}^{t} \rho^\tau |v(t-\tau)| \right). \tag{16}
\]

**Proof.** Consider observer (12). Applying (2) and Assumption 1, the fitting error \( v_2(t) \) can be bounded by

\[
|v_2(t)| \leq L_h |z(t) - z(t)| + |v(t)|. \tag{17}
\]

Since the observer is RGES according to Definition 3, we can insert (4) using \( z_0 = x_0 \). With \( L := \max \{ L_h / 1 / C_v \} \) we can move \( |v(t)| \) into the corresponding sum and hence obtain

\[
|v_2(t)| \leq L \left( C_p |x_0 - \tilde{x}_0| + C_w \sum_{\tau=0}^{t} \rho^\tau |w(t-\tau)| \right) + C_v \sum_{\tau=0}^{t} \rho^\tau |v(t-\tau)|. \tag{18}
\]

Note that the sums now start at \( \tau = 0 \). By Assumption 8, multiplying (18) by \( N \) yields a similar bound for \( |L(t)| \). Now, for \( t \in I_{2N} \), consider the suboptimal moving horizon estimator from (11) together with the candidate solution defined in (14). Since \( \hat{x}(t-N) = \hat{x}_N = z(t-N) \), we have that \( \Gamma(\hat{x}(t-N), N) = 0 \) and thus

\[
J(t) = (11) \leq J(t) \leq \sum_{i=1-N}^{t-1} \left( \tau_u(|L(i)|) + \tau_v(|v_2(i)|) \right). \tag{19}
\]

Applying (18) and (13) for all \( i \in I_{[0,N-1]} \) yields

\[
J(t) \leq (C_p)^N \left( \sum_{i=1-N}^{t-1} (|z_0 - x_0| \rho^i)^N \right) + (C_w)^N \left( \sum_{i=1-N}^{t-1} (\sum_{\tau=0}^{i} \rho^\tau |w(i-\tau)|)^N \right) + (C_v)^N \left( \sum_{i=1-N}^{t-1} (\sum_{\tau=0}^{i} \rho^\tau |v(i-\tau)|)^N \right),
\]

where \( \bar{v} := (3 \bar{L} / \tau_u \sigma^N + \tau_v) \). Next, we employ properties of the geometric series. First, note that

\[
\sum_{i=1-N}^{t-1} (\rho^i)^N = \frac{\rho^N - 1}{1 - \rho^N} = \bar{p}_1(N) \rho^N \tag{20}
\]

with \( \bar{p}_1(N) := (\rho^{-aN} - 1)/(|1 - \rho^N|) \). Now we expand the inner sum of the first double sum in (19) by adding additional disturbance terms from \( i + 1 \) to \( t - 1 \),

\[
\sum_{i=1-N}^{t-1} (\rho^i)^N \left( \sum_{\tau=0}^{i} \rho^\tau |w(i-\tau)| \right)^N \leq \sum_{i=1-N}^{t-1} (\rho^i)^N \left( \sum_{\tau=0}^{i} \rho^\tau |w(t-1-\tau)| \right)^N.
\]

Defining \( j := i + 1 \),

\[
\sum_{i=1-N}^{t-1} (\rho^i)^N \leq \sum_{j=1}^{N} (\rho^j)^N = \sum_{j=1}^{N} (\rho^j)^N = (\rho^{-a(N-1)} - 1)/(|1 - \rho^N|) = \bar{p}_2(N). \tag{22}
\]

An analogous result holds for \( \sum_{i=1-N}^{t-1} (\sum_{\tau=0}^{i} \rho^\tau |v(i-\tau)|)^N \).

Applying (20)-(22) to (19), we obtain (16) for \( t \in I_{2N} \). Now it remains to show that (16) is also satisfied for \( t \in I_{[0,N-1]} \). Recall Remark 10 and by applying similar arguments as before, we obtain (16) with \( \bar{p}_1(N) \) and \( \bar{p}_2(N) \) replaced by \( \bar{p}_1(t) = (\rho^{-at} - 1)/(|1 - \rho^t|) \) and \( \bar{p}_2(t) = (\rho^{-a(t-1)} - \rho^t)/(|1 - \rho^t|) \), respectively. Since \( t < N \), we have both \( \bar{p}_1(N) > \bar{p}_1(t) \) and \( \bar{p}_2(N) > \bar{p}_2(t) \), and hence (16) holds for all \( t \in I_{2N} \), which completes the proof. \( \square \)

**Theorem 12.** Suppose that system (2) is e-IoSS and that Assumptions 1, 5, 7, and 8 are satisfied. Choose \( N \in \mathbb{Z}_{2N} \) and \( x_0 \in X \) arbitrarily and let \( z_0 = x_0 \). Then, the suboptimal moving horizon estimator from Definition 6 using the candidate solution from (14) is RGES, i.e. there
exist constants $C_1, C_2, C_3 > 0$ and $\lambda \in (0, 1)$ such that the following holds for all $t \in \mathbb{I}_{\geq 0}$:
\[
|x(t) - \hat{x}(t)| \leq C_1 |x_0 - \bar{x}_0| \lambda^t \tag{23}
\]
\[+ C_2 \sum_{\tau=1}^{t} \lambda^\tau |w(t-\tau)| + C_3 \sum_{\tau=1}^{t} \lambda^\tau |v(t-\tau)|.\]

**Proof.** By (9), we have the following lower bound of the suboptimal cost $J(t)$:
\[
J(t) \geq \gamma_2^1 (|\hat{x}(t-N) - z(t-N)|)
+ \gamma_w (|\hat{w}(i)|) + \gamma_v (|\hat{v}(i)|)
\]
for all $i \in \mathbb{I}_{[t-N,t-1]}$. Note that the right-hand side in (24) is greater than or equal to each of its three terms individually. By applying Lemma 11, it follows that
\[
(1,10) \leq \varphi_-^{-1/a} \left( \bar{C}_p(N) |x_0 - \bar{x}_0| \rho^0 \right.
+ \bar{C}_w(N) \sum_{\tau=1}^{t} \rho^\tau |w(t-\tau)| + \bar{C}_v(N) \sum_{\tau=1}^{t} \rho^\tau |v(t-\tau)| \right),
\]
with constants $\bar{C}_p(N) := C_p(3\delta \rho_1(N))^{1/a}$, $\bar{C}_w(N) := C_w \rho^{-3(3\delta \rho_2(N))^{1/a}}$ and $\bar{C}_v(N) := C_v \rho^{-3(3\delta \rho_2(N))^{1/a}}$. From (24), a similar bound can be derived for $|\hat{w}(i)|$ and $|\hat{v}(i)|$ with $i \in \mathbb{I}_{[t-N,t-1]}$, and thus we obtain
\[
|\hat{w}(i)| \leq \varphi_-^{-1/a} \left( \bar{C}_p(N) |x_0 - \bar{x}_0| \rho^0 \rho^\tau |w(t-\tau)| + \bar{C}_v(N) \sum_{\tau=1}^{t} \rho^\tau |v(t-\tau)| \right),
\]
\[
|\hat{v}(i)| \leq \varphi_-^{-1/a} \left( \bar{C}_p(N) |x_0 - \bar{x}_0| \rho^0 \rho^\tau |w(t-\tau)| + \bar{C}_w(N) \sum_{\tau=1}^{t} \rho^\tau |v(t-\tau)| \right).
\]
Now, for all $t \in \mathbb{I}_{\geq N}$, consider the e-ISS condition (5) with $x_1 = x(t-N)$, $x_2 = \hat{x}(t-N), w_1(i) = \hat{w}(i), w_2(i) = \hat{v}(i)$, $h(x_1) = y(i) = v(i)$ and $h(x_2) = v(t-\tau)$ for $i \in \mathbb{I}_{[t-N,t-1]}$. Together with the triangle inequality it follows that
\[
|x(t) - \hat{x}(t)| \leq c_p |x(t-N) - z(t-N)| \eta N \tag{28a}
+ c_p |\hat{x}(t-N) - z(t-N)| \eta N \tag{28b}
+ c_w \sum_{\tau=1}^{t} \eta^\tau |w(t-\tau)| + c_v \sum_{\tau=1}^{t} \eta^\tau |v(t-\tau)| \tag{28c}
+ c_w \sum_{\tau=1}^{t} \eta^\tau |\hat{w}(t-\tau)| + c_v \sum_{\tau=1}^{t} \eta^\tau |\hat{v}(t-\tau)| \tag{28d}
\]
for all $t \in \mathbb{I}_{\geq N}$. Now, the objective is to transfer (28) into the structure of (23). First, choose $\lambda := \max\{\eta, \rho\}$. In (28a), we can apply the RGES property of the observer from Definition 3, i.e. (4) evaluated at time $t - N$. With $\lambda \geq \rho$ and $x_0 = \bar{x}_0$, this yields
\[
|x(t) - z(t-N)| \leq \lambda^{-N} \left( C_p |x_0 - \bar{x}_0| \lambda^t \right.
\]
\[+ C_w \sum_{\tau=1}^{t} \lambda^\tau |w(t-\tau)| + C_v \sum_{\tau=1}^{t} \lambda^\tau |v(t-\tau)| \right),
\]
In (28c), since $\lambda \geq \eta$ and $t \geq N$, we have that
\[
\sum_{\tau=1}^{N} \eta^\tau |w(t-\tau)| \leq \sum_{\tau=1}^{t} \lambda^\tau |w(t-\tau)|, \tag{30}
\]
which can also be applied to $\sum_{\tau=1}^{N} \eta^\tau |v(t-\tau)|$. Considering (28d), note that every single element $|\hat{w}(t-\tau)|$ and $|\hat{v}(t-\tau)|$ for all $\tau \in [1, N]$ can be upper bounded by (26) and (27), respectively. Since these terms are independent of the variable $\tau$, we can pull them out of the sums in (28d). Then, by exploiting the geometric series, we can reduce the remaining sums according to
\[
\sum_{\tau=1}^{N} \eta^\tau \leq \eta^{N+1} - \eta^{-1} =: \bar{\eta}. \tag{31}
\]
Now we apply (29) to (28a), (29) to (28b), (30) to (28c) and both (26) and (27) together with (31) to (28d), and we finally obtain (23) with $C_1, C_2, C_3$ replaced by
\[
\begin{align*}
C'_1(N) := & (c_p \eta N \rho_p^{-1/a} + c_w \eta \rho_v^{-1/a} + c_v \eta \rho_v^{-1/a}) C_p(N) \\
& + c_p (\eta N / \rho) \bar{C}_p(N), \\
C'_2(N) := & (c_p \eta N \rho_p^{-1/a} + c_w \eta \rho_v^{-1/a} + c_v \eta \rho_v^{-1/a}) C_v(N) \\
& + c_p (\eta / \rho) \bar{C}_w(N) + c_v \bar{C}_v(N), \\
C'_3(N) := & (c_p \eta N \rho_p^{-1/a} + c_w \eta \rho_v^{-1/a} + c_v \eta \rho_v^{-1/a}) C_w(N) \\
& + c_p (\eta / \rho) \bar{C}_w(N) + c_v \bar{C}_v(N),
\end{align*}
\]
for all $t \in \mathbb{I}_{\geq N}$.

Now we obtain $\eta^t < \bar{\eta}$ for all $t \in [0, N-1]$, since the summation of $\sum_{\tau=1}^{\min(N-t-1)} \eta^\tau$ is less than the summation of $\sum_{\tau=1}^{N-1} \eta^\tau$. Therefore, for all $t \in \mathbb{I}_{\geq 0}$, $\eta^t < \bar{\eta}$, and thus the suboptimal estimator is RGES as desired.

**Remark 13.** Note that RGES of the proposed suboptimal estimator is guaranteed for all $N \in \mathbb{I}_{\geq 1}$. In other words, there is no minimum required horizon length $N_0$, as it was the case, e.g., in Müller (2017); Hu (2017); Knüfer and Müller (2018); Allan and Rawlings (2019). This is due to the fact that we do not require contraction of the estimation error from time $t$ to $t$, but instead establish stability directly by the use of an additional RGES observer.

4. SIMULATION EXAMPLE

In order to illustrate our results, we consider the reaction $2A \rightleftharpoons B$ taking place in a constant-volume batch reactor (Tenny and Rawlings, 2002), which can be described as
\[
\dot{x} = \left( \begin{array}{c}
-2k_1 x_1^2 + 2k_2 x_2 \\
k_1 x_1^2 - k_2 x_2
\end{array} \right), \quad y = x_1 + x_2 \tag{32}
\]
with $k_1 = 0.16$, $k_2 = 0.64$, and $x_0 = (5 2)^T$. For system (32), a Luenberger-like nonlinear observer can be designed as
was terminated after \((\text{W" achter and Biegler, 2005})\); the optimization algorithm simulation was performed using the software tools CasADi estimate, and after \(i = 0\) iterations yield a much better state estimation. Although this trajectory is used as a trajectory becomes indistinguishable compared to fully converged MHE. In summary, we find that suboptimal MHE can improve the state estimate of a (potentially poorly designed) auxiliary observer already with (very) few iterations, while guaranteeing robust stability independent of the number of iterations as guaranteed by Theorem 12.

5. CONCLUSIONS

In this paper, we presented a suboptimal moving horizon estimator and established robust stability by requiring that a suboptimal solution improves the cost of a given candidate solution, similar as in MPC. In particular, robust stability of the proposed suboptimal moving horizon estimator is guaranteed independent of the horizon length and the number of solver iterations. Furthermore, our simulation results illustrate that already (very) few iterates can significantly improve the state estimate compared to the auxiliary observer used to construct the candidate solution. In our current work, we aim to relax the assumption that the auxiliary observer needs to be globally stable by re-initializing the observer at each time step at the beginning of the horizon (cf. Sui et al., 2010; Suwanton et al., 2014; Liu, 2013; Gharbi and Ebenbauer, 2020). We also aim to consider more general classes of nonlinear systems and, in addition, provide guarantees that become better with an increasing estimation horizon.
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