Feature selection with Lasso for classification of ischemic strokes based on EEG signals
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Abstract. Electroencephalography (EEG) is an electrical signal data that can describe brain activity in which the signal contains important information that can be used to detect several diseases. One of the diseases that can be detected by EEG signals is stroke. The most common type of stroke is the acute ischemic stroke (AIS) due to blockage of blood supply to the brain which can generate the tissue damage in the brain EEG signal recording uses several electrodes where the more electrodes used in the recording, the greater the number of EEG features produced (high dimensional data). This can make it difficult for models of machine learning to have optimal performance on high-dimensional data. In this study, for optimizing the performance of the machine learning model by selecting features with the Least Absolute Shrinkage and Selection Operator (Lasso) method, where this method can select the relevant features by shrinking some coefficients to zero. The type of classification used in this study is random forest with features used for classification are Brain Symmetry Index (BSI), Delta-Alpha Ratio (DAR), Delta-Theta-Alpha-Beta Ratio (DTABR). The results showed that the Lasso method can optimize the performance of learning machines with an accuracy value of 75% with 24 features out of 45 features.

1. Introduction
Stroke is one of the diseases with the highest number that can cause paralysis and death. Stroke is a disease that can cause damage to the brain that appears suddenly which can result in impaired blood circulation in the brain. One of the highest incidence of stroke is the Acute Ischemic Stroke (AIS). AIS is a stroke caused by a blockage of blood that enters the brain causing tissue death in the brain. In general, to diagnose someone with ischemic stroke in general, using Magnetic Resonance Imaging (MRI) and Computerized Tomography Scan (CT-Scan). However, not all hospitals have these tools, such as Type-C hospitals in Indonesia. Because of the limitations of these tools the Electroencephalogram (EEG) can be used as an alternative tool. EEG is a device that can record brain activity with electrodes mounted on a person's head. The electrodes will produce brain wave signals in the form of electrical signals. From the electrical signals will be processed into features that will be input for machine learning. However, the more electrode usage the greater the amount of feature data possessed (high dimensional data).

The large amount of feature data, it can cause the machine learning model to not have optimal performance. In addition, the many features that can cause large memory usage and high computational costs [1]. That is because all features are not necessarily useful or important in classification therefore a feature selection method is needed. This study aims to find the best features
by means of the Least Absolute Shrinkage and Selection Operator (Lasso) feature selection method to improve the performance of the learning machine in classifying. Lasso is a regularization method that can be used to select high-dimensional features. In this paper, there are two types of classification classes, namely ischemic stroke and non-stroke. Some studies have classified ischemic stroke patients using features of EEG signals, such as Rahma using the Brain Symmetry Index (BSI), Delta-Alphato Ratio (DAR) and Delta-Theta-Alphato-Beta Ratio (DTABR) features with classifiers Extreme Learning Machine (ELM) [2]. Then with the same feature, Fitriah has added the Principal Component Analysis method with the XG Boost classifier [3]. Several studies related to feature selection methods using Lasso for EEG data [4]- [6].

2. Materials and methods
This section explains the flow of this research, which consists of signal acquisition to classification. We start from data collection, feature extraction, feature selection and classification process. In this research the signal acquisition and feature extraction process uses the library from MATLAB, while the feature selection and classification process uses the library of Python scikit-learn. The general structure of the proposed method can be seen in the following Figure 1.
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2.1. Data Collection
This EEG data was obtained from the Rumah Sakit Pusat Otak Nasional (RSPON) located in Jakarta and this data is the same data used in previous studies [2], [3], [7]. This data amounted to 60 patients consisting of 31 healthy patients and 29 acute ischemic stroke patients. The sampling frequency recording used is 512 Hz, which uses two different tools namely Xltex and Biologic. The duration of recording for 30 minutes for each patient with electrode placement in accordance with the international system 10-20. After that, the EEG data will be saved in European data format (.edf file). The number of electrodes used in recording is 32 channels but with reference to the research of Rahma (2017) and Fitriah (2017) this study only uses 18 electrode channels.

2.2. Extraction Features
In this study the features used consisted of BSI, DAR and DTABR. These three features were chosen because they have a strong correlation with ischemic stroke so they can be used for input machine learning [2], [3], [7]. The BSI feature was calculated using the Welch method while the DAR and DTABR features were calculated using the db4 Wavelet method [2][3]. The BSI feature itself is a feature that measures the difference between the right and left spectral power densities [3][8] with the following equation
\[ r_{BSI} = \frac{1}{M} \sum_{j=1}^{M} \frac{R_j^* - L_j^*}{R_j^* + L_j^*} \]  

\( L \) is the square value of the Fourier coefficient of the left hemisphere and \( R \) is for the right hemisphere. \( M \) is the frequency used, for BSI the distance frequency used is \( 1 - 25 \text{Hz} \). BSI is one way to determine the ischemic of the brain by calculating the symmetry of right and left brain waves, which can also be used for neurological deficits in stroke patients [10]. DTABR calculates the ratio between the absolute power difference of the delta and theta waves and the difference in the absolute power of alpha and beta and for DAR is a feature that calculates the ratio between the absolute power of the delta wave and the alpha wave [3], as shown in the following equation

\[ DAR = \frac{y_P(f_D)}{y_P(f_A)} \]  

\[ DTABR = \frac{y_P(f_D) + y_P(f_T)}{y_P(f_A) + y_P(f_B)} \]  

where \( f_A, f_B, f_D, f_T \) denotes alpha, beta, delta, theta and \( y_p \) denotes the absolute power of \( f \), with delta and theta present the brain's slow wave activity, alpha and beta represent the brain's fast wave activity [9].

2.3. Lasso

Least Absolute Shrinkage and Selection Operator (Lasso) is one type of embedded method that has been used in feature selection. Embedded feature selection method by embedding in a classifier construction called penalized feature selection [6]. It is a very useful method for regularization and feature selection [10]. Lasso is a linear regression with L1 regularization, which is shown in the equation [4]

\[ \frac{1}{2N} \sum_{i=1}^{N} (w_i - \alpha_0 - x_i^T \alpha)^2 + \lambda \sum_{j=1}^{n} \left| \alpha_j \right| \]  

where \( N \) is the number of samples, \( w_i \) is the target of the \( i \) sample, \( x_i \) is the \( n \)-dimensional input vector for the \( i \) sample, whereas for \( \lambda \) is a regularization parameter, \( \alpha_0 \) and \( \alpha \) are regression parameters where \( \alpha_0 \) is a scalar and \( \alpha \) is an \( n \)-dimensional vector. During the feature selection process, the non-zero coefficient of features after the shrinkage process is selected as part of the model. The purpose of this process is to minimize errors in predictions. Parameter \( \lambda \) that regulate the strength of the penalty, if the value of \( \lambda \) is large enough then there are no features used as input classification, whereas if the value of \( \lambda \) is close to zero or small then many features are selected [11]. In this study, the value of \( \lambda \) used is 0.0001, 0.001, and 0.01.

2.4. Random Forest (RF)

Random Forest (RF) is one of the best algorithms in terms of classification. Random forest was introduced in 2001 by Leo Breiman [12]. This algorithm uses the ensemble learning method in classification, which uses many decision trees at the training stage and uses the average of each tree at the testing stage. Random forest itself has parameters that can be optimized is the number of trees \( T \) and at each node a random number of features is chosen \( (K) \). The randomization process in the random forest was carried out on the sample data and on the predictor variable to the collection of trees [13]. In the study, the \( T \) value used was 100 with the value \( K = \sqrt{q} \) where \( q \) is the number of features used.
3. Results and Discussions

The features used in this study were 45 features consisting of 9 BSI, 18 DTABR and 18 DAR for each one patient. Of all the features used then selected using the Lasso method. The Lasso method looks for any features that are useful for the classification process. By adjusting the penalty value ($\lambda$), we get the number and types of features that can improve the performance of machine learning as shown in Table 1.

| $\lambda$  | DTABR | DAR  | BSI |
|------------|-------|------|-----|
| 0.0001     | 18    | 18   | 9   |
| 0.001      | 10    | 8    | 6   |
| 0.01       | 0     | 1    | 6   |

In Table 1, when the value of $\lambda = 0.0001$ the number of features selected totals 45 features, the number is equal to the total number of features of this study. The value of $\lambda = 0.001$ the number of features selected was 24 features consisting of 10 DTABR, 8 DAR and 6 BSI, and for $\lambda = 0.01$ the number of features selected was 7 features consisting of 1 DAR and 6 BSI. These results indicate that the smaller the value of lambda the more the number of features selected, conversely if the value of lambda increases, the fewer the number of features selected. That is because the weak features are forced to zero. After these features are selected, these features become an input for the classification of stroke and non-stroke. In this study the data sharing used is 20% for testing data and 80% for training data. The performance of the classification can be seen from the parameters used, in this study the parameters used are accuracy, recall and specificity as shown in Table 2 and Table 3.

| $\lambda$  | Accuracy (%) | Recall (%) | Specificity (%) |
|------------|--------------|------------|-----------------|
| 0.0001     | 100          | 100        | 100             |
| 0.001      | 100          | 100        | 100             |
| 0.01       | 98           | 96         | 100             |

| $\lambda$  | Accuracy (%) | Recall (%) | Specificity (%) |
|------------|--------------|------------|-----------------|
| 0.0001     | 58           | 57         | 60              |
| 0.001      | 75           | 71         | 80              |
| 0.01       | 67           | 62         | 75              |

Accuracy scores are obtained from calculating correctly predicted data against the overall data. Recall is obtained from counting people who actually had a stroke in the population compared to people who actually had a stroke in the classification while for specificity by counting people who were actually non-strokes compared to people who were not a stroke in the classification. In Table 2, shows the results of the performance of the training classification shows satisfactory results in classifying for all $\lambda$ values with values of all parameters above 95%. In Table 3, shows the performance of the predicted results that when $\lambda = 0.001$ get the best performance with the value of all parameters above 70%. While for the worst performance results are generated when $\lambda = 0.0001$ with the value of all parameters below 70%. From these results it shows that there is very overfitting.
when the value of $\lambda = 0.0001$ and $\lambda = 0.01$, which means that during training has a good performance while when given new data can not predict it well. Compared with the previous work, the classification accuracy of Ischemic Strokes with the Lasso feature selection method reaches 75% which is 8% higher than the accuracy done by Fitriah [3], 3% higher than the work done by Rahma [2]. From these results, it shows that the feature selection using the Lasso method can improve the performance of the Ischemic Strokes classification.

4. Conclusion
The results of feature selection using the Lasso method show that the Lasso method can improve the performance of the classification. The best results are when using 24 features consisting of 10 DTABR, 8 DAR and 6 BSI. Our work in the future will add variations to the penalty value of the Lasso method or choose other feature selection methods that have the potential to get the best results.
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