Abstract

As part of an automated fact-checking pipeline, the claim veracity classification task consists in determining if a claim is supported by an associated piece of evidence. The complexity of gathering labelled claim-evidence pairs leads to a scarcity of datasets, particularly when dealing with new domains. In this paper, we introduce SEED, a novel vector-based method to few-shot claim veracity classification that aggregates pairwise semantic differences for claim-evidence pairs. We build on the hypothesis that we can find class representative vectors that capture average semantic differences for claim-evidence pairs in a class, which can then be used for classification of new instances. We compare the performance of our method with competitive baselines including fine-tuned BERT/RoBERTa models, as well as the state-of-the-art few-shot veracity classification method that leverages language model perplexity. Experiments conducted on the FEVER and SCIFACT datasets show consistent improvements over competitive baselines in few-shot settings. Our code is available here.

1 Introduction

As a means to mitigate the impact of online misinformation, research in automated fact-checking is attracting increasing attention (Zeng et al., 2021). A typical automated fact-checking pipeline consists of two main components: (1) claim detection, which consists in identifying the set of sentences, out of a long text, deemed capable of being fact-checked (Konstantinovskiy et al., 2020), and (2) claim validation, which aims to do both evidence retrieval and veracity classification for claims (Pradeep et al., 2020). As a key component of the automated fact-checking pipeline, the veracity classification component is generally framed as a task in which a model needs to determine if a claim is supported by a given piece of evidence (Hanselowski et al., 2018; Thorne et al., 2018; Wadden et al., 2020; Lee et al., 2021). It is dominantly tackled as a label prediction task: given a claim $c$ and a piece of evidence $e$, predict the veracity label for the claim $c$ which can be one of “Support”, “Contradict” or “Neutral”. For example, the claim “A staging area is only an unused piece of land.” is contradicted by the evidence “A staging area (otherwise staging point, staging base or staging post) is a location where organisms, people, vehicles, equipment or material are assembled before use.”

Despite recent advances in the veracity classification task, existing methods predominantly involve training big language models, and/or rely on substantial amounts of labelled data, which can be unrealistic in the case of newly emerging domains such as COVID-19 (Saakyan et al., 2021). To over-
come these dependencies, we set out to propose a novel and effective method to veracity classification with very limited data, e.g. as few as 10 to 20 samples per veracity class. To develop such a method, we hypothesise that a method can leverage a small number of training instances, such that the semantic differences within claim-evidence pairs will be similar for each veracity class. Hence, we can calculate a representative vector for each class by averaging semantic differences within claim-evidence pairs of that class. These representative vectors would then enable making predictions on unseen claim-evidence pairs. Figure 1 provides an illustration.

Building on this hypothesis, we propose a novel method, Semantic Embedding Element-wise Difference (SEED), as a method that can leverage a pre-trained language model to build class representative vectors out of claim-evidence semantic differences, which are then used for inference. The method can be flexibly used with any language models, although for experimental purposes here we make use of sentence-BERT (Reimers and Gurevych, 2019). By evaluating on two benchmark datasets –FEVER and SCIFACT–, and comparing both with fine-tuned language models –BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019)– and with the state-of-the-art few-shot claim veracity classification method that leverages perplexity (Lee et al., 2021), we demonstrate the effectiveness of our method. SEED validates the effectiveness of our proposed paradigm to tackle the veracity classification task based on semantic differences, which we consistently demonstrate in three different settings on two datasets.

We make the following contributions:

• We introduce SEED, a novel method that computes semantic differences within claim-evidence pairs for effective and efficient few-shot claim veracity classification.

• By experimenting on two datasets, we demonstrate the effectiveness of SEED to outperform two competitive baselines in the most challenging settings with limited numbers of shots. While the state-of-the-art perplexity-based model is restricted to two-class classification, SEED offers the flexibility to be used in two- or three-class settings.

• We perform a post-hoc analysis of the method, further delving into the results to understand performance variability through standard deviations, as well as to understand method convergence through the evolution of representative vectors.

2 Related Work

The recent increase of interest in automated fact-checking research is evident in survey papers covering different angles: Thorne and Vlachos (2018) focuses on unifying the task formulations and methodologies, Kotonya and Toni (2020b) centers on generating explanations, Nakov et al. (2021) elaborates on assisting human fact checkers, Zeng et al. (2021) overviews the emerging tasks of claim detection and claim validation, and finally Guo et al. (2021) presents a comprehensive and up-to-date survey that highlights research challenges. Publicly available datasets have been gradually improving in terms of scale (Thorne et al., 2018; Sathe et al., 2020; Aly et al., 2021), enriched features (Augenstein et al., 2019; Ostrowski et al., 2020; Kotonya and Toni, 2020a), on-demand domains (Wadden et al., 2020; Diggelmann et al., 2021; Saakyan et al., 2021), and novel perspectives (Chen et al., 2019; Schuster et al., 2021). Recently proposed systems address various challenges, e.g. improving evidence retrieval in a noisy setting (Samarinas et al., 2021), understanding the impact of evidence-aware sentence selection (Bekoulis et al., 2021), developing domain-transferable fact verification (Mithun et al., 2021).

When dealing with veracity classification, most recent systems fine-tune a large pre-trained language model to do three-way label prediction, including VERISCI (Wadden et al., 2020), VERT5ERINI (Pradeep et al., 2020), ParagraphJoint (Li et al., 2021). Despite the evident effectiveness of these methods, fine-tuning models depends on the availability of substantial amounts of labelled data, which are not always accessible, particularly for new domains. They can also be very demanding in terms of computing resources and time. Given these limitations, here we argue for the need of developing more affordable solutions which can in turn achieve competitive performance in few-shot settings and/or with limited computing resources.

Research in few-shot veracity classification is however still in its infancy. To the best of our knowledge, existing work has limited its applicability to binary veracity classification, i.e., keeping the “Support” class and merging the “Contradict”
and “Neutral” classes into a new “Not_Support” class. Lee et al. (2021) hypothesised that evidence-conditioned perplexity score from language models would be helpful for assessing claim veracity. They explored using perplexity scores with a threshold \( th \) to determine claim veracity into “Support” and “Not_Support” : if the score is lower than the threshold \( th \), it is classified as “Not_Support” and otherwise “Support”. This method proved to achieve better performance on few-shot binary classification than fine-tuning a BERT model. In proposing our SEED method, we use this method as the state-of-the-art baseline for few-shot veracity classification in the same two-class settings, while SEED is also applicable to and experimented in three-class settings.

Use of class representative vectors for text classification has also attracted interest in the research community recently. In a similar vein to our proposed approach SEED, prototypical networks (Snell et al., 2017) have proven successful in few-shot classification as a method using representative vectors for each class in classification tasks. Prototypical networks were proposed as a solution to iteratively build class prototype vectors for image classification through parameter updates via stochastic gradient descent, and have recently been used for relation extraction in NLP (Gao et al., 2019; Fu and Grishman, 2021). While building on a similar idea, our SEED method further proposes the use of semantic differences to come up with a meaningful and comparable representation of claim-evidence pairs, a method that has not been studied in the context of claim veracity classification.

3 SEED: Methodology

We hypothesise that we can make use of sentence embeddings (Reimers and Gurevych, 2019) from pre-trained language models such as BERT and RoBERTa to effectively compute pairwise semantic differences between claims and their associated evidences. These differences can then be averaged into a representative vector for each class, which can in turn serve to make predictions on unseen instances during inference.

We formalise this hypothesis through the implementation of SEED as follows. For a given claim-evidence pair made of claim \( c \) and evidence \( e \), we first leverage a pre-trained language model to obtain sentence embeddings \([c] \) and \([e] \). We then capture a representation of their semantic difference by calculating the element-wise difference \([c] - [e] \), following the method proposed by Reimers and Gurevych (2019) as part of the classification objective function. Formally, for a claim-evidence pair \( x \) that has sentence \( x_c \) and sentence \( x_e \), we have:

\[
\|DIFF_c\| = \|sentence_x_c - sentence_x_e\| \tag{1}
\]

To address the task of veracity classification that compares a claim with its corresponding evidence, we obtain the mean vector of all \( DIFF \) vectors within a class. We store this mean vector as the representative of the target claim-evidence relation. That is, for each class \( c \) that has \( n \) training samples available, we obtain its representative relation vector with equation 2.

\[
\|Relation_c\| = \frac{1}{n} \sum (\|DIFF_i\|)
\tag{2}
\]

During inference, we first obtain the query \( DIFF_q \) vector for a given unseen claim-evidence pair, then calculate Euclidean distance between the \( DIFF_q \) vector and every computed \( Relation_c \) vector, e.g., \( [Support], [Contradict] \) and \( [Neutral] \) for three-way veracity classification, and finally inherit the veracity label from the candidate relation vector that has the smallest Euclidean distance value.

4 Experiment Settings

4.1 Datasets

We conduct experiments on the FEVER (Thorne et al., 2018) and SCIFACT (Wadden et al., 2020) datasets (see examples in Table 1). FEVER, a benchmark, large-scale dataset for automated fact-checking, contains claims that are manually modified from Wikipedia sentences and their corresponding Wikipedia evidences. SCIFACT is a smaller dataset that focuses on scientific claims. The claims are annotated by experts and evidences are retrieved from research paper abstracts. For notation consistency, we use “Support”, “Contradict” and “Neutral” as veracity labels for both datasets.²

²Originally, FEVER uses “Support”, “Refute” and “Not Enough Info” as veracity categories, while SCIFACT uses
4.2 Method implementation

We implement SEED by using sentence-BERT (Reimers and Gurevych, 2019) with huggingface model hub (Wolf et al., 2020). Specifically, we use three variants of BERT (Devlin et al., 2019) as the base model: BERT-base, BERT-large and BERT-nli. The first two are available on huggingface model hub with model id bert-base-uncased and bert-large-uncased. The last one has been fine-tuned on natural language inference (NLI) tasks and is available on huggingface model hub with model id bert-base-nli-mean-tokens. We include experiments with $\text{SEED}_{\text{BERT}_{\text{NLI}}}$ due to the proximity between the veracity classification and natural language inference tasks. We use $\text{SEED}_{\text{BERT}_{B}}$, $\text{SEED}_{\text{BERT}_{L}}$ and $\text{SEED}_{\text{BERT}_{\text{NLI}}}$ to denote them hereafter.

4.3 Baselines

We compare our method with two baseline methods: perplexity-based (PB) method and fine-tuning (FT) method.

**Perplexity-Based Method (PB)** The perplexity-based method (Lee et al., 2021) is the current SOTA method for few-shot veracity classification. It uses conditional perplexity scores generated by pre-trained language models to find a threshold that enables binary predictions. If the perplexity score of a given claim-evidence pair is higher than the threshold, it is assigned the “Support” label; otherwise, the “Not_Support” label. We conduct experiments with BERT-base and BERT-large for direct comparison with other methods. We denote them as $PB_{\text{BERT}_{B}}$ and $PB_{\text{BERT}_{L}}$ hereafter.

**Fine-Tuning Method (FT)** We also conduct experiments with widely-used model fine-tuning methods. Specifically, we fine-tune vanilla BERT-base, BERT-large, RoBERTa-base and RoBERTa-large models from huggingface model hub (Wolf et al., 2020). The associated model ids are bert-base-uncased, bert-large-uncased, roberta-base and roberta-large respectively. Following Lee et al. (2021), we use $5e^{-6}$ for $FT_{\text{BERT}_{B}}$ and $FT_{\text{RoBERTa}_{B}}$ as learning rate and $2e^{-5}$ for $FT_{\text{BERT}_{L}}$ and $FT_{\text{RoBERTa}_{L}}$. All models share the same batch size of 32 and are trained for 10 epochs. We denote them as $FT_{\text{BERT}_{B}}$, $FT_{\text{BERT}_{L}}$, $FT_{\text{RoBERTa}_{B}}$ and $FT_{\text{RoBERTa}_{L}}$ hereafter.

4.4 Experimental Design

Experiments are conducted in three different configurations: binary FEVER veracity classification, three-way FEVER veracity classification and three-way SCIFACT veracity classification.
way SCIFACT veracity classification. The first configuration is designed to enable direct comparison with the SOTA method (i.e. PB), as it is only designed for doing binary classification.

We conduct N-shot experiments (i.e. those with \( n \) training samples per class) with the following choices of \( n \): 2, 4, 6, 8, 10, 20, 30, 40, 50, 100. Note that one may argue that 50-shot and 100-shot are not necessarily few-shot, however we chose to include them to further visualise the trend of methods up to 100 shots. The number of shots \( n \) refers to the number of instances, per class, e.g. 2-shot experiments would include 6 instances in total when experimenting with 3 classes. To control for fluctuations in performance scores owing to the randomness of selecting \( n \) shots, for each \( n \)-shot experiment we use 10 different random seeds ranging from 123 to 132, and we report the mean results. Likewise, due to the variability in performance of the FT method given its non-deterministic nature, we do 5 runs for each setting and report the mean results.

5 Results

We report overall accuracy performance of each task formulation here.

5.1 FEVER Binary Classification

Experiment Setup For binary classification, we use the FEVER data provided by the original authors of the PB method (Lee et al., 2021) for fair comparison. The data contains 3333 “Support” instances and 3333 “Not_Support” instances. For \( n \)-shot setting, we sample \( n \) shots –i.e. \( n \) instances per class– as the train set, and use the rest –i.e. 3333 – \( n \) instances per class– as the test set. We present experiments with all three methods (SEED, PB, FT).

Results As shown in Figure 2, SEED achieves the overall best performance in few-shot settings. When given fewer than 10 shots, the accuracy of the FT method remains low at around 50%, which is close to a random guess for a balanced, binary classification task. Meanwhile, \( PB_{BERT} \), \( PB_{BERT_L} \), \( SEED_{BERT} \) and \( SEED_{BERT_L} \) achieve similar results at around 57%. In 10-shot, 20-shot and 30-shot settings, SEED outperforms PB method, which in turn outperforms the FT method. In 40-shot and 50-shot setting, \( FT_{BERT_L} \) surpasses PB, although \( FT_{BERT} \), \( FT_{RoBERTa} \) and \( FT_{RoBERTa_L} \) perform remarkably lower. In the 100-shot setting, \( FT_{BERT} \) manages to outperform \( SEED_{BERT} \) and \( SEED_{BERT_L} \) and achieves similar performance as \( SEED_{BERT,L} \). \( FT_{BERT} \), \( FT_{RoBERTa} \) and \( FT_{RoBERTa_L} \) in the 100-shot setting failed to outperform SEED, despite that \( FT_{RoBERTa_L} \) successfully outperformed PB. Overall, SEED with vanilla pre-trained language models outperforms both baselines in 10-shot to 50-shot settings. In addition, SEED with BERT-nli always achieves the best performance up to 100 shots.

Interestingly, the increase of shots has very different effects on each method. SEED experiences significant accuracy improvement as shots increase when given fewer than 20 shots; the performance boost then slows down drastically afterwards. Starting with reasonably high accuracy, PB achieves a mild performance improvement when given more training samples. When given fewer than 10 shots, the FT method doesn’t experience reliable performance increase over training data increase; it only starts to experience linear performance boost after 10-shots.

5.2 FEVER Three-Way Classification

Experiment Setup We use 3333 randomly sampled instances for each class out of “Support”, “Contradict” and “Neutral” from the original FEVER test set as the total dataset for our experiment. For \( n \)-shot setting, we sample \( n \) shots, i.e. \( n \) instances per class, as the train set, and use the rest, i.e. 3333 – \( n \) instances per class, as the test set. In these experiments we compare SEED and FT,
excluding PB as it cannot be applied to three-class experiments.

Figure 3: Comparison of few-shot accuracy performance on the FEVER dataset.

**Results**  Figure 3 shows a general trend to increase performance as the amount of training data increases for both methods. When given 10 or fewer shots, SEED shows significant performance advantages. When given between 2 and 10 shots, performance of fine-tuned models fluctuates around 33%, which equals to a random guess. Meanwhile, SEED achieves significant accuracy improvement from less than 40% to around 55% with vanilla pre-trained language models. In this scenario, the performance gap between the two methods that use the same model base ranges from 6% to 26%. With 20 shots, SEED with vanilla pre-trained language models reach its performance peak at around 60% and $SEED_{BERT_{NLI}}$ peaks around 68%. Given 30 shots, SEED with vanilla pre-trained language models reach its performance peak at around 60% and $SEED_{BERT_{NLI}}$ peaks around 68%. Given 30 or more shots, SEED slowly gets surpassed by the FT method. Specifically, $FT_{BERT_L}$ surpasses SEED with vanilla pre-trained language models using 30 shots, while $FT_{RoBERTa_L}$ and $FT_{RoBERTa_L}$ only achieve a similar effect with 100 shots. However, $FT_{RoBERTa_L}$ never outperforms SEED within 100 shots. In addition, $SEED_{BERT_{NLI}}$ has enormous performance advantages when given fewer than 10 shots, despite being outperformed by $FT_{BERT_L}$ at 40 shots. Overall, SEED experiences a performance boost with very few shots, whereas the FT method is more demanding, whose performance starts to increase only after 10 shots.

Interestingly, $SEED_{BERT_B}$ outperforms $SEED_{BERT_L}$ starting from 6 shots. This performance difference within SEED further results in another interesting observation: $SEED_{BERT_B}$ achieves better overall accuracy than $FT_{BERT_B}$ at 10 shots.

**5.3 SCIFACT Three-Way Classification**

**Experiment Setup** The SCIFACT dataset is much smaller than the FEVER dataset, originally with only 809 claims for training and 300 claims for development (the test set being withheld for a shared task is not yet available at the time of writing). For each n-shot setting, we randomly sample n instances for each class out of “Support”, “Contradict” and “Neutral”, which are used as the train set. Given the imbalanced nature of the development set (i.e. 138, 114 and 71 pairs for each class), we randomly sample 70 instances for each class in the development set and use them for evaluation. We again compare SEED and FT in these experiments.

Figure 4: Comparison of few-shot accuracy performance on the SCIFACT dataset.

**Results**  Figure 4 shows again an expected increase in performance for both methods as they use more training data. Despite taking a bit longer to pick up, SEED still starts its performance boost early on. Increasing from 2 to 10 shots, SEED gains a substantial increase in performance. In addition, the FT method performs similarly to a random guess at around 33% accuracy when given 10 or fewer shots. When given 20 shots, FT still falls behind SEED, which differs from the trend seen with the FEVER three-way veracity classi-
6.1 Impact of shot sampling on performance

Random selection of \( n \) shots for few-shot experiments can lead to a large variance in the results, which we mitigate by presenting averaged results for 10 samplings. To further investigate the variability of the three methods under study, we look into the standard deviations.

![Standard Deviation Comparison on Binary FEVER Veracity Classification](image)

Figure 5: Standard deviation comparison on binary FEVER veracity classification.

Figure 5 presents the standard deviation distribution on Binary FEVER Veracity Classification, which is largely representative of the standard deviations of the models across the different settings (for detailed standard deviation values across settings please refer to Appendix C.). We only analyse configurations that utilise BERT-base and BERT-large for direction comparison across methods. Overall, PB always has the lowest standard deviation, which demonstrates its low performance variability across random sampling seeds. When given 10 or fewer shots, the standard deviation of SEED is comparatively higher than that of FT. It implies that the SEED method experiences larger performance fluctuations when given very few shots. Despite its robustness to random sampling when given 10 or fewer shots, FT’s accuracy performance remains significantly lower than other methods and close to random guess, as shown in Figure 2. Furthermore, when given more than 10 shots, the standard deviations of FT surpass SEED with large margin. The FT method loses its advantages in robustness and becomes more vulnerable to random sampling than the SEED method.

In short, PB is the most robust method to sample variations, despite underperforming SEED on average; SEED is still generally more robust than the FT method, except for cases with fewer shots where FT underperforms.

6.2 Why does SEED plateau?

As presented in §5, the performance improvement of SEED becomes marginal when given more than 40 shots. Given that SEED learns mean representative vectors based on training instances for each class, the method likely reaches a stable average vector after seeing a number of shots. To investigate the converging process of representative vectors, we measure the variation caused in the mean vectors by each additional shot added. Specifically, for values of \( n \) ranging from 2 to 200, we calculate the Euclidean distance between \( n \)-shot relation vectors and \((n-1)\)-shot representative vectors, which measures the extent to which representative vectors were altered since the addition of the last shot. Figure 6 depicts the converging process with FEVER three-way veracity classification. Across three different model bases, the amount of variation drops consistently for larger numbers of \( n \) shots, with a more prominent drop for \( n=2-21 \) and a more modest drop subsequently. From a positive angle, this indicates the ability of SEED to converge quickly, which validates the use of semantic differences for verification. From a negative angle, it also means that the method stops learning as much for larger numbers of shots as it becomes stable.

The curves of BERT-base and BERT-large largely overlap each other, while the curve of BERT-nli does not conjoin until convergence. It
corresponds well with the overall performance advantages of utilising BERT-nli as presented in §5. It implies that using language models fine-tuned on relevant tasks allow larger impact to be made with initial few shots. Future work may deepen the explorations in this direction. For example, using a model fine-tuned on FEVER veracity classification to address SCIFACT veracity classification.

7 Discussion

With experiments on two- and three-class settings on two datasets, FEVER and SCIFACT, SEED shows state-of-the-art performance in few-shot settings. With only 10 shots, SEED with vanilla BERT models achieves approximately 58% accuracy on binary veracity classification, 8% above FT and 1% above PB. Furthermore, SEED achieves around 56% accuracy on three-way FEVER, while FT models underperform with a 38% accuracy, an absolute performance gap of 18%. Despite the difficulty of performing veracity classification on scientific texts in the SCIFACT dataset, SEED still achieves accuracy above 42%, which is 9% higher than FT. When utilising BERT-nli, SEED consistently achieves improvements with 10 shots only: 15% higher than FT and 8% higher than PB on FEVER binary veracity classification; 23% higher than FT on FEVER three-way veracity classification and 17% higher than FT on SCIFACT three-way veracity classification. Further, Appendix A presents detailed classwise F1 performance, which shows that improved performance is also consistent across classes.

In comparison with PB, SEED has better learning capacities, higher few-shot performance, and most importantly, it is more flexible for doing multi-way veracity classification, enabling in this case both two-class and three-class experiments. With respect to FT, SEED is better suited and faster to deploy in few-shot settings. It is more effective regarding few-shot data usage, generally more robust to random sampling, and it has lower demand on data quantity and computing resources.

While SEED demonstrates the ability to learn representative vectors that lead to effective veracity classification with limited labelled data and computational resources, its performance plateaus with large numbers of shots. SEED has proven effective for few-shot claim veracity classification experiments. Its extension to adapt to scenarios with more shots remains an open problem that is beyond the scope of this work.

8 Conclusions

We have presented an efficient and effective SEED method which achieves significant improvements over the baseline systems in few-shot veracity classification. By comparing it with a perplexity-based few-shot claim veracity classification method as well as a range of fine-tuned language models, SEED achieves state-of-the-art performance in the task on two datasets and three different settings. Given its low demand on labelled data and computational resources, SEED can be easily extended, for example, to new domains with limited labelled examples.
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A Classwise F1 Performances

We present classwise F1 performance here for further understanding of the results. Figure 7 sheds light on addressing the task of FEVER binary veracity classification. Both SEED and FT method gain improved performance on both classes with more data. The SEED method and PB method have significant performance advantages on the “Support” class, when given 10 or fewer shots. Despite that the PB method initially achieves very high performance on the “Support” class at around 60%, it then experiences a performance drop and ends at around 55% for BERT-base and 58% for BERT-large.

Figures 8 and 9 show consistent classwise performance patterns in tackling three-way veracity classification on both FEVER and SCIFACT. Both figures indicate that SEED has better overall performance in all three classes when given fewer than 20 shots, where performance on the “Support” class always has absolute advantages over other understanding of the results. Figure 7 sheds light on addressing the task of FEVER binary veracity classification. Both SEED and FT method gain improved performance on both classes with more data. The SEED method and PB method have significant performance advantages on the “Support” class, when given 10 or fewer shots. Despite that the PB method initially achieves very high performance on the “Support” class at around 60%, it then experiences a performance drop and ends at around 55% for BERT-base and 58% for BERT-large.

In general, classwise F1 performance shows consistent performance patterns with overall accuracy performance. The SEED method has significant performance advantages when given 10 or fewer shots in all classes. The PB method has very good performance on predicting the “Support” class initially but struggles to improve with more data. The FT method has underwhelming performance on all classes when given very few shots and gain big improvements over training data increase, especially on the “Neutral” class.
We report detailed performance scores of the three conducted experiments here, namely FEVER binary veracity classification, FEVER three-way veracity classification and SCIFACT three-way veracity classification. All of the reported scores are mean scores of multiple runs.

### B.1 FEVER Binary Veracity Classification

Table 2 reports detailed few-shot performance for $PB_{BERT_B}$ and $PB_{BERT_L}$. Table 3 reports detailed few-shot performance for $FT_{BERT_B}$, $FT_{BERT_L}$, $FT_{RoBERTa_B}$ and $FT_{RoBERTa_L}$. Table 4 reports detailed few-shot performance for $SEED_{BERT_B}$, $SEED_{BERT_L}$ and $SEED_{BERT_NLI}$. 

---

**Figure 7:** Comparison of few-shot classwise F1 performance on the binary FEVER dataset.

**Figure 8:** Comparison of few-shot classwise F1 performance on the FEVER dataset.

**Figure 9:** Comparison of few-shot classwise F1 performance on the SCIFACT dataset.
Table 2: Few-Shot PB Performance on FEVER Binary Veracity Classification. Acc stands for accuracy; $F_{1S}$, $F_{1Nat}$ stands for F1 score for “Support” and “Not_Support” respectively.

| Shots | $PB_{BERT_B}$ | $PB_{BERT_L}$ |
|-------|---------------|---------------|
| Acc   | $F_{1S}$    | $F_{1Nat}$   |
| 2     | 0.565       | 0.602         |
| 4     | 0.570       | 0.603         |
| 6     | 0.573       | 0.596         |
| 8     | 0.579       | 0.594         |
| 10    | 0.572       | 0.592         |
| 20    | 0.570       | 0.550         |
| 30    | 0.575       | 0.537         |
| 40    | 0.577       | 0.558         |
| 50    | 0.577       | 0.548         |
| 100   | 0.580       | 0.550         |

Table 3: Few-Shot FT Performance on FEVER Binary Veracity Classification. Acc stands for accuracy; $F_{1S}$, $F_{1Nat}$ stands for F1 score for “Support” and “Not_Support” respectively.

| Shots | $FT_{BERT_B}$ | $FT_{BERT_L}$ |
|-------|---------------|---------------|
| Acc   | $F_{1S}$    | $F_{1Nat}$   |
| 2     | 0.501       | 0.345         |
| 4     | 0.498       | 0.363         |
| 6     | 0.502       | 0.355         |
| 8     | 0.508       | 0.379         |
| 10    | 0.498       | 0.413         |
| 20    | 0.509       | 0.320         |
| 30    | 0.524       | 0.387         |
| 40    | 0.542       | 0.430         |
| 50    | 0.576       | 0.550         |

B.2 FEVER Three-way Veracity Classification

Table 5 reports detailed few-shot performance for $FT_{BERT_B}$, $FT_{BERT_L}$, $FT_{RobertAb}$ and $FT_{RobertAL}$. Table 6 reports detailed few-shot performance for $SEED_{BERT_B}$, $SEED_{BERT_L}$ and $SEED_{BERT_{NLI}}$.

| Shots | $FT_{RobertAb}$ | $FT_{RobertAL}$ |
|-------|-----------------|-----------------|
| Acc   | $F_{1S}$    | $F_{1Nat}$   |
| 2     | 0.501       | 0.341         |
| 4     | 0.500       | 0.280         |
| 6     | 0.501       | 0.357         |
| 8     | 0.502       | 0.417         |
| 10    | 0.500       | 0.395         |
| 20    | 0.504       | 0.284         |
| 30    | 0.500       | 0.364         |
| 40    | 0.519       | 0.466         |
| 50    | 0.561       | 0.507         |

B.3 SCIFACT Three-way Veracity Classification

Table 7 reports detailed few-shot performance for $FT_{BERT_B}$, $FT_{BERT_L}$, $FT_{RobertAb}$ and $FT_{RobertAL}$. Table 8 reports detailed few-shot performance for $SEED_{BERT_B}$, $SEED_{BERT_L}$ and $SEED_{BERT_{NLI}}$.

| Shots | $FT_{RobertAb}$ | $FT_{RobertAL}$ |
|-------|-----------------|-----------------|
| Acc   | $F_{1S}$    | $F_{1Nat}$   |
| 2     | 0.317       | 0.214         |
| 4     | 0.334       | 0.287         |
| 6     | 0.371       | 0.329         |
| 8     | 0.386       | 0.281         |
| 10    | 0.385       | 0.273         |
| 20    | 0.488       | 0.341         |
| 30    | 0.418       | 0.340         |
| 50    | 0.521       | 0.434         |
| 100   | 0.650       | 0.460         |

Table 4: Few-Shot SEED Performance on FEVER Binary Veracity Classification. Acc stands for accuracy; $F_{1S}$, $F_{1Nat}$ stands for F1 score for “Support” and “Not_Support” respectively.

| Shots | $SEED_{BERT_B}$ | $SEED_{BERT_L}$ |
|-------|-----------------|-----------------|
| Acc   | $F_{1S}$    | $F_{1Nat}$   |
| 2     | 0.557       | 0.392         |
| 4     | 0.562       | 0.374         |
| 6     | 0.565       | 0.383         |
| 8     | 0.580       | 0.403         |
| 10    | 0.584       | 0.399         |
| 20    | 0.615       | 0.632         |
| 30    | 0.617       | 0.621         |
| 40    | 0.624       | 0.629         |
| 50    | 0.628       | 0.634         |
| 100   | 0.635       | 0.636         |

B.2 FEVER Three-way Veracity Classification

Table 5 reports detailed few-shot performance for $FT_{BERT_B}$, $FT_{BERT_L}$, $FT_{RobertAb}$ and $FT_{RobertAL}$. Table 6 reports detailed few-shot performance for $SEED_{BERT_B}$, $SEED_{BERT_L}$ and $SEED_{BERT_{NLI}}$.

C Detailed Standard Deviation Scores

Here we report detailed standard deviation scores of the three conducted experiments over multiple runs.

C.1 FEVER Binary Veracity Classification

Table 9 reports detailed few-shot performance for $PB_{BERT_B}$ and $PB_{BERT_L}$.

Table 10 reports detailed few-shot performance for $FT_{BERT_B}$, $FT_{BERT_L}$, $FT_{RobertAb}$ and $FT_{RobertAL}$.
| Shots | Acc | $F_1_C$ | $F_1_N$ | $F_1_S$ | Acc | $F_1_C$ | $F_1_N$ | $F_1_S$ |
|-------|-----|--------|--------|--------|-----|--------|--------|--------|
| 2     | 0.383 | 0.331 | 0.216 | 0.431 | 0.392 | 0.290 | 0.252 | 0.481 |
| 4     | 0.459 | 0.360 | 0.301 | 0.476 | 0.468 | 0.336 | 0.522 | 0.499 |
| 6     | 0.519 | 0.389 | 0.664 | 0.514 | 0.513 | 0.385 | 0.653 | 0.493 |
| 8     | 0.566 | 0.417 | 0.726 | 0.510 | 0.536 | 0.397 | 0.706 | 0.485 |
| 10    | 0.599 | 0.424 | 0.744 | 0.519 | 0.554 | 0.368 | 0.731 | 0.535 |
| 20    | 0.594 | 0.445 | 0.805 | 0.528 | 0.580 | 0.413 | 0.768 | 0.526 |
| 30    | 0.604 | 0.455 | 0.817 | 0.527 | 0.579 | 0.412 | 0.774 | 0.511 |
| 40    | 0.617 | 0.464 | 0.821 | 0.549 | 0.589 | 0.420 | 0.776 | 0.532 |
| 50    | 0.622 | 0.469 | 0.819 | 0.556 | 0.590 | 0.418 | 0.776 | 0.537 |
| 100   | 0.635 | 0.477 | 0.821 | 0.585 | 0.594 | 0.422 | 0.774 | 0.551 |

Table 6: Few-Shot SEED Performance on FEVER Three-way Veracity Classification. Acc stands for accuracy; $F_1_C$, $F_1_N$ and $F_1_S$ stands for F1 score for “Contradict”, “Neutral” and “Support” respectively.

and $F_{\text{RoBERTa}}$.

Table 11 reports detailed few-shot performance for $SEED_{\text{BERT}}$, $SEED_{\text{BERTL}}$ and $SEED_{\text{BERTNL}}$.

### C.2 FEVER Three-way Veracity Classification

Table 12 reports detailed few-shot performance for $F_{\text{BERT}}$, $F_{\text{BERTL}}$, $F_{\text{RoBERTa}}$ and $F_{\text{RoBERTatL}}$. Table 13 reports detailed few-shot performance for $SEED_{\text{BERT}}$, $SEED_{\text{BERTL}}$ and $SEED_{\text{BERTNL}}$.

### C.3 SCIFACT Three-way Veracity Classification

Table 14 reports detailed few-shot performance for $F_{\text{BERT}}$, $F_{\text{BERTL}}$, $F_{\text{RoBERTa}}$ and $F_{\text{RoBERTatL}}$. Table 15 reports detailed few-shot performance for $SEED_{\text{BERT}}$, $SEED_{\text{BERTL}}$ and $SEED_{\text{BERTNL}}$.

Table 7: Few-Shot FT Performance on SCIFACT Three-way Veracity Classification. Acc stands for accuracy; $F_1_C$, $F_1_N$ and $F_1_S$ stands for F1 score for “Contradict”, “Neutral” and “Support” respectively.

| Shots | Acc | $F_1_C$ | $F_1_N$ | $F_1_S$ | Acc | $F_1_C$ | $F_1_N$ | $F_1_S$ |
|-------|-----|--------|--------|--------|-----|--------|--------|--------|
| 2     | 0.326 | 0.111 | 0.249 | 0.200 | 0.328 | 0.154 | 0.237 | 0.179 |
| 4     | 0.341 | 0.238 | 0.222 | 0.160 | 0.333 | 0.175 | 0.238 | 0.191 |
| 6     | 0.334 | 0.180 | 0.245 | 0.157 | 0.340 | 0.155 | 0.180 | 0.252 |
| 8     | 0.333 | 0.149 | 0.233 | 0.214 | 0.335 | 0.222 | 0.203 | 0.165 |
| 10    | 0.328 | 0.143 | 0.254 | 0.178 | 0.340 | 0.259 | 0.225 | 0.121 |
| 20    | 0.381 | 0.210 | 0.414 | 0.184 | 0.416 | 0.310 | 0.434 | 0.313 |
| 30    | 0.415 | 0.230 | 0.516 | 0.232 | 0.479 | 0.353 | 0.573 | 0.396 |
| 40    | 0.417 | 0.257 | 0.541 | 0.247 | 0.510 | 0.387 | 0.649 | 0.417 |
| 50    | 0.458 | 0.323 | 0.588 | 0.291 | 0.531 | 0.404 | 0.675 | 0.480 |
| 100   | 0.519 | 0.414 | 0.686 | 0.424 | 0.558 | 0.486 | 0.720 | 0.478 |

Table 8: Few-Shot SEED Performance on SCIFACT Three-way Veracity Classification. Acc stands for accuracy; $F_1_C$, $F_1_N$ and $F_1_S$ stands for F1 score for “Contradict”, “Neutral” and “Support” respectively.
Table 9: Few-Shot PB Standard Deviation on FEVER Binary Veracity Classification. Acc stands for accuracy; $F_{1S}$, $F_{1Not}$ stands for F1 score for “Support” and “Not_Support” respectively.

| Shots | $F_{1S}$ | $F_{1Not}$ | $F_{1S}$ | $F_{1Not}$ |
|-------|---------|-----------|---------|-----------|
| 2     | 0.015   | 0.198     | 0.012   | 0.144     |
| 4     | 0.014   | 0.047     | 0.010   | 0.074     |
| 6     | 0.015   | 0.105     | 0.014   | 0.102     |
| 8     | 0.015   | 0.108     | 0.015   | 0.107     |
| 10    | 0.015   | 0.107     | 0.013   | 0.094     |
| 20    | 0.011   | 0.116     | 0.020   | 0.160     |
| 30    | 0.008   | 0.072     | 0.005   | 0.047     |
| 40    | 0.008   | 0.069     | 0.005   | 0.038     |
| 50    | 0.008   | 0.071     | 0.004   | 0.049     |
| 100   | 0.007   | 0.056     | 0.004   | 0.028     |

Table 10: Few-Shot FT Standard Deviation on FEVER Binary Veracity Classification. Acc stands for accuracy; $F_{1S}$, $F_{1Not}$ stands for F1 score for “Support” and “Not_Support” respectively.

| Shots | $F_{1S}$ | $F_{1Not}$ | $F_{1S}$ | $F_{1Not}$ |
|-------|---------|-----------|---------|-----------|
| 2     | 0.025   | 0.326     | 0.038   | 0.313     |
| 4     | 0.025   | 0.322     | 0.039   | 0.310     |
| 6     | 0.033   | 0.320     | 0.043   | 0.302     |
| 8     | 0.039   | 0.320     | 0.039   | 0.310     |
| 10    | 0.034   | 0.316     | 0.033   | 0.316     |
| 20    | 0.056   | 0.305     | 0.066   | 0.201     |
| 30    | 0.053   | 0.307     | 0.072   | 0.191     |
| 40    | 0.063   | 0.300     | 0.063   | 0.116     |
| 50    | 0.070   | 0.262     | 0.054   | 0.047     |
| 100   | 0.074   | 0.197     | 0.037   | 0.044     |

Table 11: Few-Shot SEED Standard Deviation on FEVER Binary Veracity Classification. Acc stands for accuracy; $F_{1S}$, $F_{1Not}$ stands for F1 score for “Support” and “Not_Support” respectively.

| Shots | $F_{1S}$ | $F_{1Not}$ | $F_{1S}$ | $F_{1Not}$ |
|-------|---------|-----------|---------|-----------|
| 2     | 0.033   | 0.300     | 0.105   | 0.148     |
| 4     | 0.034   | 0.319     | 0.012   | 0.116     |
| 6     | 0.002   | 0.326     | 0.005   | 0.309     |
| 8     | 0.005   | 0.300     | 0.001   | 0.330     |
| 10    | 0.002   | 0.320     | 0.006   | 0.319     |
| 20    | 0.008   | 0.313     | 0.022   | 0.233     |
| 30    | 0.009   | 0.310     | 0.018   | 0.231     |
| 40    | 0.013   | 0.285     | 0.028   | 0.165     |
| 50    | 0.022   | 0.257     | 0.027   | 0.096     |
| 100   | 0.032   | 0.164     | 0.063   | 0.126     |

Table 12: Few-Shot FT Standard Deviation on FEVER Three-way Veracity Classification. Acc stands for accuracy; $F_{1C}$, $F_{1N}$ and $F_{1S}$ stands for F1 score for “Contradict”, “Neutral” and “Support” respectively.

| Shots | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ |
|-------|---------|---------|---------|---------|---------|---------|
| 2     | 0.045   | 0.109   | 0.165   | 0.146   | 0.119   | 0.171   |
| 4     | 0.044   | 0.172   | 0.125   | 0.062   | 0.118   | 0.060   |
| 6     | 0.046   | 0.138   | 0.082   | 0.060   | 0.068   | 0.071   |
| 8     | 0.063   | 0.164   | 0.078   | 0.051   | 0.076   | 0.068   |
| 10    | 0.055   | 0.121   | 0.056   | 0.054   | 0.108   | 0.069   |
| 20    | 0.022   | 0.025   | 0.051   | 0.016   | 0.022   | 0.044   |
| 30    | 0.014   | 0.020   | 0.030   | 0.023   | 0.037   | 0.035   |
| 40    | 0.007   | 0.006   | 0.022   | 0.013   | 0.020   | 0.027   |
| 50    | 0.006   | 0.009   | 0.020   | 0.011   | 0.011   | 0.027   |
| 100   | 0.003   | 0.005   | 0.011   | 0.006   | 0.011   | 0.012   |
Table 13: Few-Shot SEED Standard Deviation on FEVER Three-way Veracity Classification. Acc stands for accuracy; $F_{1C}$, $F_{1N}$ and $F_{1S}$ stands for F1 score for “Contradict”, “Neutral” and “Support” respectively.

| Shots | Acc | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ | Acc | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ |
|-------|-----|---------|---------|---------|-----|---------|---------|---------|
| 2     | 0.023 | 0.146 | 0.108 | 0.144 | 0.041 | 0.189 | 0.166 | 0.115 |
| 4     | 0.016 | 0.119 | 0.080 | 0.113 | 0.042 | 0.154 | 0.135 | 0.128 |
| 6     | 0.026 | 0.080 | 0.070 | 0.077 | 0.031 | 0.116 | 0.063 | 0.104 |
| 8     | 0.030 | 0.066 | 0.063 | 0.065 | 0.034 | 0.114 | 0.063 | 0.108 |
| 10    | 0.029 | 0.062 | 0.069 | 0.042 | 0.018 | 0.099 | 0.041 | 0.069 |
| 20    | 0.020 | 0.054 | 0.015 | 0.035 | 0.011 | 0.069 | 0.010 | 0.076 |
| 30    | 0.018 | 0.043 | 0.015 | 0.044 | 0.005 | 0.073 | 0.009 | 0.089 |
| 40    | 0.017 | 0.040 | 0.015 | 0.038 | 0.006 | 0.062 | 0.008 | 0.071 |
| 50    | 0.013 | 0.042 | 0.012 | 0.038 | 0.008 | 0.060 | 0.010 | 0.069 |
| 100   | 0.016 | 0.033 | 0.010 | 0.032 | 0.011 | 0.058 | 0.006 | 0.049 |

Table 14: Few-Shot FT Standard Deviation on SCI-FACT Three-way Veracity Classification. Acc stands for accuracy; $F_{1C}$, $F_{1N}$ and $F_{1S}$ stands for F1 score for “Contradict”, “Neutral” and “Support” respectively.

| Shots | Acc | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ | Acc | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ |
|-------|-----|---------|---------|---------|-----|---------|---------|---------|---------|---------|---------|
| 2     | 0.034 | 0.203 | 0.185 | 0.244 | 0.037 | 0.229 | 0.178 | 0.240 |
| 4     | 0.039 | 0.248 | 0.192 | 0.226 | 0.049 | 0.244 | 0.174 | 0.235 |
| 6     | 0.055 | 0.238 | 0.194 | 0.230 | 0.032 | 0.236 | 0.183 | 0.249 |
| 8     | 0.050 | 0.226 | 0.186 | 0.247 | 0.042 | 0.251 | 0.173 | 0.231 |
| 10    | 0.041 | 0.220 | 0.175 | 0.240 | 0.037 | 0.256 | 0.184 | 0.208 |
| 20    | 0.054 | 0.244 | 0.144 | 0.246 | 0.064 | 0.202 | 0.208 | 0.216 |
| 30    | 0.072 | 0.251 | 0.108 | 0.257 | 0.067 | 0.157 | 0.176 | 0.185 |
| 40    | 0.072 | 0.201 | 0.088 | 0.233 | 0.054 | 0.144 | 0.123 | 0.138 |
| 50    | 0.068 | 0.173 | 0.109 | 0.247 | 0.048 | 0.118 | 0.107 | 0.115 |
| 100   | 0.043 | 0.085 | 0.063 | 0.146 | 0.044 | 0.064 | 0.078 | 0.082 |

Table 15: Few-Shot SEED Standard Deviation on SCI-FACT Three-way Veracity Classification. Acc stands for accuracy; $F_{1C}$, $F_{1N}$ and $F_{1S}$ stands for F1 score for “Contradict”, “Neutral” and “Support” respectively.

| Shots | Acc | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ | Acc | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ | $F_{1C}$ | $F_{1N}$ | $F_{1S}$ |
|-------|-----|---------|---------|---------|-----|---------|---------|---------|---------|---------|---------|
| 2     | 0.025 | 0.134 | 0.130 | 0.114 | 0.045 | 0.116 | 0.131 | 0.121 |
| 4     | 0.044 | 0.075 | 0.066 | 0.107 | 0.042 | 0.082 | 0.084 | 0.124 |
| 6     | 0.037 | 0.087 | 0.073 | 0.112 | 0.036 | 0.080 | 0.082 | 0.095 |
| 8     | 0.030 | 0.086 | 0.048 | 0.103 | 0.027 | 0.098 | 0.066 | 0.112 |
| 10    | 0.033 | 0.071 | 0.036 | 0.107 | 0.036 | 0.081 | 0.064 | 0.072 |
| 20    | 0.032 | 0.060 | 0.045 | 0.037 | 0.030 | 0.080 | 0.053 | 0.051 |
| 30    | 0.025 | 0.042 | 0.022 | 0.026 | 0.028 | 0.078 | 0.058 | 0.063 |
| 40    | 0.023 | 0.017 | 0.036 | 0.027 | 0.030 | 0.063 | 0.048 | 0.038 |
| 50    | 0.019 | 0.023 | 0.033 | 0.021 | 0.023 | 0.055 | 0.028 | 0.034 |
| 100   | 0.015 | 0.022 | 0.029 | 0.020 | 0.023 | 0.029 | 0.037 | 0.036 |