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Abstract—This paper introduces for the first time, to our knowledge, a framework for physics-informed neural networks in power system applications. Exploiting the underlying physical laws governing power systems, and inspired by recent developments in the field of machine learning, this paper proposes a neural network training procedure that can make use of the wide range of mathematical models describing power system behavior, both in steady-state and in dynamics. Physics-informed neural networks require substantially less training data and can result in simpler neural network structures, while achieving high accuracy. This work unlocks a range of opportunities in power systems, being able to determine dynamic states, such as rotor angles and frequency, and uncertain parameters such as inertia and damping at a fraction of the computational time required by conventional methods. This paper focuses on introducing the framework and showcases its potential using a single-machine infinite bus system as a guiding example. Physics-informed neural networks are shown to accurately determine rotor angle and frequency up to 87 times faster than conventional methods.

Index Terms—deep learning, neural network, power system dynamics, power flow, system inertia.

I. INTRODUCTION

Machine learning techniques demonstrate impressive results for a range of highly complex tasks, especially where an accurate mathematical representation of the problem cannot be obtained. Applications include image recognition, robotics, weather forecasting, and others [1]. In power systems, decision trees and neural networks have been shown to solve computational problems both in dynamics and optimization at a fraction of the time required by traditional approaches, being up to three order of magnitude faster [2]–[6].

Up to this point, however, machine learning methods applied to power systems (and other physical systems) were largely agnostic to the underlying physical model. This made them heavily dependent on the quality of the training data, it required large training datasets, and oftentimes complex neural network structures. Despite recent efforts for efficient creation of datasets with encouraging results [7], [8], generating the required training dataset size still requires substantial computational effort. In this work, inspired by [9], [10], we reduce the dependency on training data and complex neural network structures by exploiting inside the neural network training the underlying physical laws described by power system models.

This is the first work, to our knowledge, that proposes physics-informed neural networks for power system applications. It introduces a neural network training framework that can exploit the underlying physical laws and the available power system models both for steady-state and dynamics. Following recent approaches reported in [9], [10], we incorporate the power system differential and algebraic equations inside the training procedure. Exploiting advances in automatic differentiation [11] that are implemented in Tensorflow [12], we can directly compute derivatives of neural network outputs during training, such as the rotor angle, and build neural networks able to accurately capture the rotor angle and frequency dynamics. Our approach (i) requires less initial training data, (ii) can result to smaller neural networks, while (iii) demonstrating high performance.

Physics-informed neural networks introduce a novel technology that may lead to a new class of numerical solvers [10] as well as dynamic state estimation techniques [13]. Within power systems, they have the potential to solve systems of differential-algebraic equations at a fraction of computational time required for conventional methods, are able to directly determine the value of state variables at any time instant $t_1$ (without the need to integrate from $t_0$ to $t_1$), and can handle directly higher-order differential equations without the need to introduce additional variables to solve a first-order system.

In this paper, we present the main principles for the application of physics-informed neural networks of [10] in power systems, focusing on power system dynamics and using the swing equation as an example. Besides obtaining solutions to ordinary differential equations, we demonstrate how the same methods can be used to estimate uncertain parameters such as inertia and damping. The contributions of our work are:

1) We propose physics-informed neural networks to (i) accurately determine solutions of differential equations and, thus, values of power system dynamic states, such as rotor angle and frequency, and (ii) identify uncertain power system parameters. Contrary to previous approaches, physics-informed neural networks utilize the underlying physical model, lead to significantly reduced computation time and need less training data.

2) For the single machine infinite bus (SMIB) system, we show that physics-informed neural networks (i) predict system dynamics with high accuracy at a fraction of the computational time required by conventional approaches (28-87 times faster in our study), and (ii) can identify with high accuracy uncertain system parameters such as inertia and damping.

This paper is structured as follows: Section II describes the employed power system model and introduces the architecture of physics-informed neural networks. Section III presents simulation results demonstrating the performance of physics-informed neural networks. Section IV discusses the challenges and the opportunities emerging from the successful application of this concept. Section V concludes. The code to reproduce
the simulation results is available online \cite{14}.

II. METHODOLOGY

A. Physical Model for Power System Dynamics

Power system dynamics, in their simplest and most common form, are described by the swing equation, neglecting transmission losses and bus voltage deviations. For each generator \( k \), the resulting system of equations can then be represented by \cite{15}, \cite{16}:

\[
m_k \ddot{\delta}_k + d_k \dot{\delta}_k + \sum_j B_{kj} V_k V_j \sin(\delta_k - \delta_j) - P_k = 0
\]

(1)

where \( m_k \) defines the generator inertia constant, \( d_k \) represents the damping coefficient, \( B_{kj} \) is the \( \{k,j\} \)-entry of the bus susceptance matrix, \( P_k \) is the mechanical power of the \( k \)-th generator, \( V_k, V_j \) are the voltage magnitudes at buses \( k, j \) and \( \delta_k, \delta_j \) represent the voltage angles behind the transient reactance, \( \dot{\delta}_k \) is the angular frequency of generator \( k \), often also denoted as \( \omega_k \).

1) Single Machine Infinite Bus (SMIB) System: The single-machine infinite-bus system, shown in Fig. 1 has been widely used to understand and analyze the fundamental dynamic phenomena occurring in power systems. As the focus of this paper is on the introduction of physics-informed neural networks for power systems, we will use this system as a guiding example. Note though that our proposed framework is general. Future work will focus on larger, more complex systems. The swing equation (1) for the SMIB system is given by:

\[
m_1 \ddot{\delta} + d_1 \dot{\delta} + B_{12} V_1 V_2 \sin(\delta) - P_1 = 0
\]

(2)

In the rest of this paper, we will show how physics-informed neural networks can accurately estimate both rotor angle \( \delta \) and frequency \( \dot{\delta} \) while \( P_1 \) varies within \([P_{\text{min}}, P_{\text{max}}]\), and can identify uncertain parameters such as \( m_1 \) and \( d_1 \).

B. Physics-Informed Neural Networks

In the following, we explain the general architecture of physics-informed neural networks, and detail its application to the SMIB system. Feed-forward neural networks are composed of the input layer, fully connected hidden layers having a non-linear activation function at each neuron, and the output layer. Between each layer a weight matrix \( W \) and bias \( b \) is applied. During training, weight matrices and biases are optimized to minimize an objective function which usually penalizes the deviation of the neural network prediction from the training data. Neural networks are universal function approximators as they can, in theory, learn any unknown function between some inputs and outputs. Therefore, neural networks could be used to directly learn the nonlinear mapping between the inputs and the outputs of differential equations, such as (2). Not taking into account the underlying physical model, however, will require large amounts of training data and a large neural network size. The work in \cite{10} introduced a framework for physics-informed neural networks which we will rely on in the following. Considering physical laws during training allows to bound the space of admissible solutions to the neural network parameters, which translates to a lower requirement in both the amount of training data and neural network size.

Following notation similar to Ref. \cite{10}, the general form of the functions that the physics-informed neural network can approximate is:

\[
\frac{\partial u}{\partial t} = -N[u; \lambda], \quad x \in \Omega, \; t \in [0, T]
\]

(3)

where \( u(t, x) \) is the solution and \( N[u; \lambda] \) is a nonlinear operator connecting the state variables \( u \) with the system parameters \( \lambda \). The term \( t \) denotes time and \( x \) the system input. The domain \( \Omega \) can be bounded based on prior knowledge of the dynamical system and \([0, T]\) is the time interval within which the system evolves. The model parameters \( \lambda \) can be constant or unknown. In case \( \lambda \) is unknown, the problem of approximating function (3) becomes a problem of system identification, where we seek parameters \( \lambda \) for which the expression in (3) is satisfied. To enforce the physical law describing the dynamical system we define the physics-informed neural network \( f(t, x) \):

\[
f(t, x) = \frac{\partial u}{\partial t} + N[u, \lambda]
\]

(4)

Note that if the system parameters \( \lambda \) are known the nonlinear operator \( N[u, \lambda] \) simplifies to \( N[u] \). The overall architecture is shown in Fig. 2. A neural network is used to predict \( u(t, x) \) based on the inputs \( t \) and \( x \). To determine \( f(t, x) \), we use automatic differentiation \cite{11} of the components of the neural network predicting \( u(t, x) \). Based on this, we compute the required derivatives of \( u(t, x) \) with respect to time \( t \) and system inputs \( x \). As a result, the neural network predicting \( f(t, x) \) has the same parameters compared to the neural network predicting \( u(t, x) \), but different activation functions. The shared parameters of the two neural networks are optimized by minimizing the loss function:

\[
MSE = \frac{1}{N_u} \sum_i u(t_i, x_i) - u_i^d)^2 + \frac{1}{N_f} \sum_i |f(t_f, x_f)|^2
\]

(5)

where \( MSE_u \) denotes the mean squared error loss corresponding to the initial data, \( N_u \) is the total number of training data, \( MSE_f \) is the mean squared error at a finite set of collocation points and \( N_f \) is the total number of collocation points. The
number of collocation points and training data influence the prediction accuracy and the computational time to optimize the loss function. The error $MSE_u$ enforces the boundary conditions of the independent variables $x$ and $MSE_f$ enforces the physics of the dynamical system imposed by the condition (3), i.e. it penalizes deviations of the predicted physical law. Given a training data set and known system parameters $\lambda$, we seek to find the parameters (weights and biases) of the neural networks which minimize (5). If the parameters $\lambda$ are unknown, we train for the same objective but consider the system parameters as additional variables.

1) Physics-informed neural networks capturing power system dynamics: We show how physics-informed neural networks can be used to infer $\delta$ and $\omega = \delta' \sigma$ of the swing equation (2) at any time instant $t$ and for a range of mechanical power $P_1$. We assume that the system parameters $\lambda := \{m_1, d_1, B_{12}\}$ are known and the voltages $V_1$ and $V_2$ are fixed. As a result, the system input is defined as $x := \{P_1\}$. In contrast with conventional numerical solvers, which require the conversion of higher-order ordinary differential equations (ODEs) to first-order in order to solve them (by introducing additional variables), physics-informed neural networks can directly incorporate higher-order ODEs, as we show in (7).

Incorporating (2) to the neural network, function (4) is given by:

$$u(t, x) := \delta(t, P_1),$$

$$f_\delta(t, P_1) = m_1 \delta + d_1 \delta' + B_{12} V_1 V_2 \sin(\delta) - P_1,$$

$$P_1 \in [P_{\text{min}}, P_{\text{max}}], \quad t \in [0, T]$$

(7)

The interval $[0, T]$ can be defined based on the time period of interest for the dynamic simulation. The domain $\Omega$ of the input $P_1$ is restricted to $[P_{\text{min}}, P_{\text{max}}]$. The neural network output is $\delta(t, P_1)$. After the training phase, the frequency signal $\omega := \delta'$ is extracted as a function of the estimated angle $\delta$. As a result, the prediction error of the frequency $\omega$ depends on the prediction error of the angle $\delta$ and the differential method. In the rest of the paper, we refer to this neural network structure as NN$_\delta$.

2) Data-driven discovery of inertia and damping coefficients: Information about power system parameters such as system inertia is of significant importance for system operators to prevent large frequency deviations and maintain frequency stability. As described in [16], due to varying generation of converter-connected renewable energy sources, the inertial level of power systems becomes uncertain and has to be estimated (or predicted) at regular time intervals [17]. Physics-informed neural networks can be used to address the problem of system identification and data-driven discovery of partial differential equations. For this case, we define $m_1$ and $d_1$ as unknown parameters in (7). The structure of the physics-informed neural network remains the same, with the only difference that a subset of the system parameters $\lambda$ are now treated as additional variables when minimizing (5) during neural network training.

III. SIMULATION & RESULTS

A. Simulation Setup

Besides an initial training set, to assess the neural network performance we also need an extensive test data set. To create the training and test data sets we use the numerical solver ode45 in MATLAB with a time step of 0.1s and time interval $T = [0, 20s]$, resulting in 201 time steps for each trajectory. The voltage magnitudes $V_1$ and $V_2$ are equal to 1 p.u. and $B_{12} = 0.2$ p.u. In our first case study, we assume system inertia and damping are known, and that the system is not at an equilibrium. Assuming an uncertain active power input in the range $P_1 = [0.08, 0.18]$ and initial values for $\delta$ and $\omega$ equal to 0.1 rad and 0.1 rad/s, we generate 100 trajectories. As a result, our entire test and training dataset consists of 20,000 samples. We consider the interval from $[0.08, 0.18]$ to show the capability of the physics-informed neural network to accurately predict trajectories for uncertain power injections. For values larger than 0.18, the system becomes unstable, and for values lower than 0.08 multiple oscillations occur. For these regimes, we observe lower prediction accuracy, and different trained physics-informed neural networks could be used to achieve high accuracy in each of these regimes.

In our second case study, inertia and damping are also unknown parameters. Given scattered observed data about active power, frequency and angle measurements, our goal is to identify the parameters $m_1$ and $d_1$ of (7), as well as to obtain the trajectory of $\delta$. Considering that the levels of inertia and damping vary, we assign 10 different values to $m_1$ and $d_1$ that lie within the range of $[0.1, 0.4]$ and $[0.05, 0.15]$, respectively. To this end, for each of the 10 pairs $\{m_1, d_1\}$ we generate 40 trajectories.

Next, before starting the training procedure, as usual for neural networks, we need to determine an appropriate number of hidden layers and number of neurons per layer, the amount of training data $N_u$ and the number of collocation points $N_f$. We carried an extensive investigation of the appropriate values for each of those parameters, assessing the relative $L_2$ error between the predicted and the exact solution of $\delta(t, P_1)$ and $\omega(t, P_1)$ for a range of different configurations. In the case studies, we report results only for the most suitable configuration, which achieved the lowest $L_2$ error. Similar to [10], as the required amount of training data $N_u$ is very small (only 40 data points), we use a gradient-based optimization algorithm to optimize the loss function $MSE = MSE_u + MSE_f$ in (5). We perform neural network training and testing in TensorFlow on a laptop (Intel Core i7 3.9 GHz, 32-GB RAM, single NVIDIA GeForce 940MX 2-GB). The hidden layers of the neural network use hyperbolic tangent activation functions. The code to reproduce the results is available online [14].

B. Data-driven solution of frequency dynamics through physics-informed neural networks

The following parameters were selected to obtain the lowest $L_2$ error on the test data: we select a set of $N_u = 40$ randomly distributed initial and boundary data across the entire spatio-temporal domain, $N_f = 8’000$ collocation points, and a 5-layer neural network with 10 neurons per hidden layer. Observe that compared to conventional neural network approaches, we only need a very small amount of samples ($N_u = 40$). Increasing $N_u$ in our simulations, led to over-fitting to the training data. Training took 223 seconds and the relative $L_2$ error between exact and predicted solutions on the 11’600-points test dataset is $1.34 \cdot 10^{-2}$. Fig. 3 depicts the comparison between the predicted and the actual trajectory of the angle $\delta(t)$ and the frequency $\omega(t)$. The best and worst $\{\delta, \omega\}$ estimation during different active power inputs $P_1$ in terms of $L_2$ error on both
training and test sets are depicted in the left and right side of the figure, respectively. To extract the frequency $\omega$ we differentiate the signal associated with the angle $\delta$. To this end, we numerically approximate the derivative of a function as: $\omega(t) = \lim_{h \to 0} \frac{\delta(t+h) - \delta(t)}{h}$. The value of $h$ depends on the simulation time step. In this study, we generated the trajectories with a fixed step of $h = 0.1s$. In future work, we will use automatic differentiation \cite{11} to extract the frequency directly from the physics-informed neural network. It can be observed that the physics-informed neural network is able to predict the trajectory of the angle $\delta(t)$ with high accuracy, and that the frequency signal $\omega(t)$ can be successfully recovered using numerical differentiation.

After training, we evaluate the neural network performance in terms of computational speed required for solving the differential equation defined by \cite{2}. For 100 different initial conditions of \cite{2}, the ode45 solver takes on average 0.45 s to solve the differential equations and the neural network only 0.016 s, resulting to a speed-up factor of 28. We expect that for larger systems the computational speed-up will be even higher, as solving large-scale differential equations is computationally very expensive, whereas the evaluation of a trained neural network remains computationally low even for large network sizes. Additionally, and most importantly, the physics-informed neural network can directly determine $\delta$ at any specified time step $t$, whereas numerical methods always have to start integrating from the boundary conditions at $t = t_0$ until they reach $t = t_1$. The computational time for evaluating any random time step (e.g. at $t_1 = 10$ s) is $4 \times 10^{-3}$ s, whereas integrating from $t_0 = 0s$ up to $t_1 = 10$ s with the ode45 solver takes 0.35 s, resulting to a substantial speed-up of almost two order of magnitude for the physics-informed neural network (87 times to be exact). This illustrates the capability of physics-informed neural networks to predict directly the solution to higher-order differential equations with high accuracy and low computational cost, offering significant advantages over classical numerical integration tools.

1) Predicting both angle $\delta$ and frequency $\omega$ as separate neural network outputs: Within our investigations, we also attempted to train a physics-informed neural network that considers $\delta$ and $\omega$ as separate outputs, essentially setting $f_\omega = \delta - \omega$ and $f_\delta = m_1 \omega + d_1 \omega + B_1 V_1 V_2 \sin(\delta) - P_1$. To obtain the lowest $L_2$ error in this case, we had to select again a set of $N_u = 40$ randomly distributed initial and boundary data, a 5-layer neural network with 10 neurons per hidden layer, but a set $N_f = 50'000$ collocation point (instead of 8’000 in the previous case). The model training took approximately 30 minutes as more collocation points $N_f$ are required to obtain a satisfactory prediction error. Considering that $\delta(t)$ and $\omega(t)$ are predicted as separate outputs, the relative $L_2$ errors between the exact and predicted solutions are $9.43 \times 10^{-2}$ and $1.51 \times 10^{-1}$, respectively, and are higher than for the $NN_{\delta}$ structure. It becomes obvious that the neural network architecture with the single output $\delta$ (and subsequent numerical differentiation to determine $\omega$) is preferable in terms of training time and predictive accuracy.

C. Data-driven discovery of inertia and damping coefficients through physics-informed neural networks

In this subsection, we evaluate the performance of the physics-informed neural network to predict system inertia and damping from observed trajectories. In this case study, we assume that $m_1$ and $d_1$ are unknown, and instead we have a set of limited training datapoints $\{t_i, P_i, \delta_i\}$. Contrary to the usual practice of first training a neural network and then using it, our objective here is exploit the physics-informed neural network training procedure to determine $m_1$ and $d_1$. To illustrate the effectiveness of this approach, we perform this analysis for 10 different pairs of $\{m_1, d_1\}$ and evaluate the average predictive accuracy. We select a set of $N_u = 100$ randomly distributed points across the spatio-temporal domain from the exact solutions of \cite{2} for each inertia level. A 5-layer neural network with 30 neurons per hidden layer is trained for each inertia level with the corresponding trajectories in order to predict the system parameters and $\delta(t)$. The resulting average errors for predicting $m_1$ and $d_1$ over the 10 different cases are 0.74% and 1.28%, respectively. The average training time of the neural network to identify the system parameters was less than 60 seconds. This means that with a limited training dataset, and within 60 seconds, we can accurately predict the inertia and damping level of a system. Considering that the swing equation \cite{2} is often used to approximate the aggregate dynamic behavior of large power systems, these results demonstrate that physics-informed neural network show substantial potential to not only accurately derive $\delta$ and $\omega$ but also predict both system inertia and damping. Last but not least, the relative $L_2$ errors between the exact and predicted solutions for the phase angle are less than $10^{-1}$ over the 10 different cases of $\{m_1, d_1\}$. This shows the potential of physics informed neural networks to be used as a dynamic state estimator, when the model parameters are unknown \cite{13}.

IV. Discussion and Outlook

This work introduces for the first time in power systems a neural network training procedure that explicitly considers the underlying differential and algebraic equations describing power system behavior. This unlocks a series of opportunities in power systems, as physics-informed neural networks may
be able to accurately determine the solution of differential-algebraic sets of equations several orders of magnitude faster than traditional methods relying on numerical integration. Still, to unlock this potential, there are several challenges to be addressed.

a) **Number of training data:** Besides the limited number of training data, physics-informed neural networks as described in this paper need to generate a substantial number of collocation points. In our case studies, we used $N_a = 40$ points as input data and $N_f = 8 \times 10^4$ collocation points. It is expected that for larger systems, a much larger number of collocation points will be necessary, which will result to a longer training time. In our future work, we plan to investigate methods using Runge-Kutta integration schemes such as the ones proposed in [10], which can eliminate the need for collocation points.

b) **Scalability:** Although the swing equation is a good first approximation for first-swing instability, and single-machine infinite-bus systems are still used as aggregate models of large power systems, we still need to explore what are the computational needs if we were to apply these methods in large scale power systems and how to address the associated challenges related to the neural network training. Particularly, the comparison with numerical solvers and approximation techniques like polynomial fits will serve as a benchmark.

c) **Range of applications:** As shown in this paper, physics-informed neural networks can determine two orders of magnitude faster the rotor angle and frequency at any time instant for uncertain power inputs. At the same time, they can accurately identify uncertain parameters such as inertia and damping. Future applications must also assess cases that include both stable and unstable equilibria, a wide range of different dynamic phenomena, including small-signal stability, voltage stability and converter dynamics [13], discrete events, such as protection actions, as well as power system optimization, among numerous others. In our simulation study, we observed high accuracy for a single stable swing prediction, but for different regimes such as multiple oscillations or unstable conditions, different physics-informed neural networks might have to be trained. We also need to examine if such neural networks can capture discrete events, such as protection actions, or if we need to develop a hybrid approach, using physics-informed neural networks as a numerical solver only during the continuous dynamics before and after a discrete event. For power system applications, physics-informed neural networks can (and should) be combined with neural network verification methods, see [19]. In this way, they would no longer be considered a black box, but instead we would be able to extract formal guarantees for their behavior.

V. **CONCLUSIONS**

To the best of our knowledge, for power system applications, this is the first paper to propose physics-informed neural networks. Explicitly considering the power system governing equations, we are able to determine the solution of differential-algebraic systems of equations at a fraction of the time required for conventional numerical approaches. Physics-informed neural networks require substantially less training data, while achieving high accuracy, due to the inclusion of the underlying swing equation. This paper introduces the general framework and presents results for a single-machine infinite-bus system. In our case studies, we demonstrate how physics-informed neural networks can accurately determine the rotor angle and frequency 87 times faster than conventional numerical methods. We further demonstrate their successful identification of uncertain system parameters such as inertia and damping from a limited set of input data. Our results showcase the potential for successful application of these methods in larger systems, unlocking a series of opportunities for power system security and optimization, achieving good accuracy and high computational speed. Future work will explore a series of possible applications and potential improvements in the training procedure.
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