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Introduction

In [27] Novikov classified equations of the type
\[ u_t - u_{txx} = F(u, u_x, u_{xx}, u_{xxx}), \]
for some function \( F \), having an infinite hierarchy of quasi-local higher symmetries. Among the members in his classification are the Camassa-Holm (CH) [5], Degasperis-Procesi (DP) [14], and Novikov [21, 27] equations.

The aforementioned equations are probably the most well known ones falling into Novikov’s classification. However, they are not the only and some of them seem to have very interesting properties shared with them.

In the present work we are interested in the equation
\[ u_t - u_{txx} = \partial_x(2 - \partial_x)(1 + \partial_x)u^2, \]
or its equivalent (and more convenient) form
\[ u_t - u_{txx} = 4uu_x + 2u^2_x + 2uu_{xx} - 6u_xu_{xx} - 2uu_{xxx}, \quad (1.1) \]
also discovered by Novikov [27].

Our attention was attracted to (1.1) due to the fact that it describes pseudo-spherical surfaces (PSS) [20], where it was shown that if \( u \) is a smooth solution of (1.1), then
\[ \omega_1 = f_{11}dx + f_{12}dt, \quad \omega_2 = f_{21}dx + f_{22}dt, \quad \omega_3 = f_{31}dx + f_{32}dt, \quad (1.2) \]
where
\[
\begin{align*}
  f_{11} &= u - u_{xx}, & f_{12} &= 2u(u - u_x) + \frac{4}{m_1}uu_x - 2u^2_x - 2u^2, \\
  f_{21} &= \mu(u - u_x) \pm m_1 \sqrt{1 + \mu^2}, & f_{22} &= \mu \left[ 2u(u - u_x) + \frac{4}{m_1}uu_x - 2u^2_x - 2u^2 \right], \\
  f_{31} &= \pm \sqrt{1 + \mu^2}(u - u_x) + m_1 \mu, & f_{32} &= \pm \sqrt{1 + \mu^2} \left[ 2u(u - u_x) + \frac{4}{m_1}uu_x - 2u^2_x - 2u^2 \right], \\
  m_1 &\in \{-2, 1\}, \quad \mu \in \mathbb{R},
\end{align*}
\]
(1.3)

satisfy the compatibility conditions
\[ d\omega_1 = \omega_3 \wedge \omega_2, \quad d\omega_2 = \omega_1 \wedge \omega_3, \quad d\omega_3 = \omega_1 \wedge \omega_2, \quad (1.4) \]
for a PSS with constant Gaussian curvature \( K = -1 \) as long as \( \omega_1 \wedge \omega_2 \neq 0 \). Moreover, it also implies that (1.1) is the compatibility condition for the zero curvature representation
\[ \partial_t X - \partial_x T + [X, T] = 0, \]
where \([X, T] = XT - TX\) is the usual commutator between matrices, and
\[
X = \frac{1}{2} \begin{pmatrix} f_{21} & f_{11} - f_{31} \\ f_{11} + f_{31} & -f_{21} \end{pmatrix}, \quad \text{and} \quad T = \frac{1}{2} \begin{pmatrix} f_{22} & f_{12} - f_{32} \\ f_{12} + f_{32} & -f_{22} \end{pmatrix}.
\]
One of the purposes of this work is the investigation of Lie point symmetries [22, 23, 28] of (1.1). Having the invariance group, we can then look for invariant solutions and then, using the results
from [20], we can construct explicit pseudo-spherical surfaces, since

\[ g = \left( u - u_{xx} \right)^2 + \left( \mu(u - u_{xx}) \pm m_1 \sqrt{1 + \mu^2} \right)^2 dx^2 \]

\[ + 2 \left( 2u(u - u_{xx}) + \psi \right) \left[ (1 + \mu^2)(u - u_{xx}) \pm m_1 \mu \sqrt{1 + \mu^2} \right] dxdt \]

\[ + (1 + \mu^2) \left( 2u(u - u_{xx}) + \psi \right)^2 dt^2, \]

where \( \psi = 4(uu_x)/m_1 - 2u_x^2 - 2u^2, \) \( m_1 \in \{-2, 1\}, \) and \( \mu \in \mathbb{R}, \) is the metric determined by (1.2)–(1.4).

A natural and related point to be addressed jointly with symmetries is the existence of conservation laws and conserved quantities. In [20] it was shown a hierarchy of conservation laws for (1.1). They are essentially divided in two categories: the trivial ones (see [20, Theorems 4 and 5]) or the non-local ones (see [20, Equations (21)–(23)]. The latter reinforces the fact that the equation is integrable, while the former does not bring any relevant information for the solutions of the equation. In our work we follow a different direction and use techniques related to group analysis [7–11] to establish local conservation laws for (1.1).

The paper can be summarised as follows.

- In section 2 we find the Lie point symmetries of the equation, its optimal system and some group invariant solutions;
- In section 3 we classify all local conservation laws of equation (1.1) up to second order derivatives;
- In section 4 we use the conservation laws obtained to make an in-depth exploration about qualitative aspects of the solutions of the equation. We show that depending on initial conditions, solutions of (1.1) conserves the \( L^1(\mathbb{R}) \) norm, as well as a sort of exponentially weighted \( L^1(\mathbb{R}) \) norm. We also prove a unique continuation result for the solutions of the equation.
- In section 5 we shed light on geometric aspects of the equation. We show that some of the invariant solutions of the equation correspond to non-generic solutions, that is, they are very peculiar non-trivial solutions of the equation such that (1.5) does not provide a metric for a pseudo-spherical surface. On the other hand, from some invariant solutions corresponding to generic solutions of (1.1) we construct explicit metrics for the corresponding pseudo-spherical surface. In addition, we also prove the existence of solutions leaving their \( L^1(\mathbb{R}) \)–norm invariant and giving rise to analytical PSS surfaces whose metrics degenerate as \( |x| \to \infty. \)
- We discuss our results in section 6 whereas our conclusions are given in section 7.

2 Lie point symmetries and invariant solutions

A Lie point symmetry of a given system of differential equations\(^3\) is a continuous group of transformations mapping solutions of the system into another solutions of the same equations. It is an intrinsic property of the equation and doubtless can be seen as the equations’ DNA.

\(^3\) An equation here is seen as a system of a single equation.
A Lie point symmetry is the flux of a certain differential operator, its generator. This is somewhat a duality of a (local) Lie group of transformations and its corresponding Lie algebra. Therefore, there is a one-to-one correspondence between a symmetry and its generator and, in practical terms, when one is interested in finding symmetries, usually one looks to their generators.

We will not go further in details about symmetries, but we guide the reader for the references \[3, 4, 22, 23, 28\], where different perspectives are presented in wide and deep ways.

For equation (1.1), a Lie point symmetry is an operator of the form

\[
X = \tau(t, x, u) \partial_t + \xi(t, x, u) \partial_x + \eta(t, x, u) \partial_u. \tag{2.1}
\]

Since (1.1) is a third order equation, we need to find the third order prolongation of (2.1) and, after this, impose the invariance condition. This will give us an over-determined system of linear partial differential equations to be solved for the unknown \(\tau, \xi\) and \(\eta\). For further details, see [28, Chapter 2]. Solving it we prove our first result:

**Theorem 2.1.** Let (2.1) be a Lie point symmetry generator of the equation (1.1). Then it is a linear combination of the operators

\[
X_1 = \partial_x, \quad X_2 = \partial_t, \quad X_3 = t \partial_t - u \partial_u. \tag{2.2}
\]

Currently there are several packages available for finding Lie symmetries of differential equations, e.g., see [7/8/15/16]. We used these facilities to check the result of Theorem 2.1 and for this reason we omit the lengthy calculation needed for its demonstration.

Theorem 2.1 says that the symmetries of (1.1) are the same as the CH and DP equations (for instance, see [12]), showing a first common property shared by them.

We now find the optimal systems of sub-algebras à la Olver [28, page 203], see also [22, chapter 10], that consists essentially in the classification of the orbits of the adjoint representation of the Lie point symmetry generators and then simplify it as much as possible.

Table 1: Commutator table of the generators (2.2). The \((i, j)\)-th entry means \([X_i, X_j]\), while \(i\) and \(j\) indicate line and column, respectively.

| \([X_i, X_j]\) | \(X_1\) | \(X_2\) | \(X_3\) |
|-----------------|--------|--------|--------|
| \(X_1\)        | 0      | 0      | 0      |
| \(X_2\)        | 0      | 0      | \(X_2\) |
| \(X_3\)        | 0      | -\(X_2\)| 0      |

We recall that if \(X\) is a vector field of a Lie algebra \(\mathfrak{g}\), then the one-parameter group of transformations generated by \(X\) is \(\exp(\epsilon X)\) and the corresponding one-parameter group of adjoint transformations is

\[
\left. \text{ad} \right|_{Y} X = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} \text{Ad}(\exp(\epsilon X))Y, \quad Y \in \mathfrak{g},
\]

see [28, page 200]. Moreover, we have \(\left.\text{ad} \right|_{Y} X = -[X, Y]\), see [28, Proposition 3.8], and

\[
\text{Ad}(\exp(\epsilon X))Y = \sum_{n=0}^{\infty} \frac{\epsilon^n}{n!} (\text{ad}X)^n(Y) = Y - \epsilon[X, Y] + \frac{\epsilon^2}{2} [X, [X, Y]] - \cdots, \tag{2.3}
\]
see [28, page 202]. Then, the orbits of the adjoint representation can be found from (2.3). Calculating (2.3) for each generator in (2.2) and using Table 1, we obtain the adjoint classification given in Table 2.

Table 2: Adjoint representation of the Lie point symmetry generators of (1.1). The entry \((i, j)\) means line \(i\) and column \(j\)

| \(\text{Ad}(\exp(\varepsilon X_i))X_j\) | \(X_1\) | \(X_2\) | \(X_3\) |
|---------------------------------|--------|--------|--------|
| \(X_1\)                        | \(X_1\) | \(X_2\) | \(X_3\) |
| \(X_2\)                        | \(X_1\) | \(X_2\) | \(X_3 - \varepsilon X_2\) |
| \(X_3\)                        | \(X_1\) | \(\varepsilon X_2\) | \(X_3\) |

Let \(X = a_1X_1 + a_2X_2 + a_3X_3\) and consider \(\text{Ad}(\exp(\varepsilon X_2))X\). Suppose \(a_3 \neq 0\). Without loss of generality, we may assume that \(a_3 = 1\), meaning that \(X = a_1X_1 + a_2X_2 + X_3\). Then

\[
\tilde{X} = \text{Ad}(\exp(\varepsilon X_2))X = a_1\text{Ad}(\exp(\varepsilon X_2))X_1 + a_2\text{Ad}(\exp(\varepsilon X_2))X_2 + \text{Ad}(\exp(\varepsilon X_2))X_3 = a_1X_1 + (a_2 - \varepsilon)X_2 + X_3.
\]

Therefore, as long as \(\varepsilon = a_2\) then \(\tilde{X} = a_1X_1 + X_3\) and we cannot proceed with further simplification (in the sense of Remark 2.1 below). Then the generator \(X = a_1X_1 + a_2X_2 + a_3X_3\) with \(a_3 \neq 0\) is equivalent to \(\tilde{X} = \alpha X_1 + X_3\), where \(\alpha \in \mathbb{R}\) is an arbitrary constant.

Let us now assume \(a_3 = 0\). We may assume that \(a_2 = 1\), otherwise it should be \(a_2 = 0\) and \(X = X_1\). Table 2 tells us that we cannot simplify such generator further (again, see Remark 2.1).

In summary, the optimal systems of one-dimensional sub-algebras is

\[
X_1 = \partial_x, \quad \alpha X_1 + X_3 = \alpha \partial_x + t\partial_t - u\partial_u \quad \text{e} \quad cX_1 + X_2 = c\partial_x + \partial_t \quad \text{(2.4)}
\]

**Remark 2.1.** We observe that if \(\alpha = 0\), then \(\alpha X_1 + X_3\) is reduced to \(X_3 = t\partial_t - u\partial_u\). However, in case \(\alpha \neq 0\), then \((t, x, u) \mapsto (t, |\alpha|x, \alpha u)\) defines a change of coordinates that maps \(\alpha X_1 + X_3\) into \((|\alpha|/\alpha)X_1 + X_3 = \text{sgn}(\alpha)X_1 + X_3\), since

\[
\partial_x \mapsto \frac{1}{|\alpha|}\partial_x.
\]

Therefore, we could split the analysis of this case by taking \(\alpha = 0\) or \(\alpha = \pm 1\). We, however, prefer to leave \(\alpha \in \mathbb{R}\) and proceed a general analysis. A similar observation can be done to the linear combination \(c\partial_x + \partial_t\).

Let us recall that if

\[
X = \tau\partial_t + \xi\partial_x + \eta\partial_u
\]

is a Lie point symmetry generator for (1.1), then imposing that solutions of the system (known as characteristic system)

\[
\frac{dx}{\xi} = \frac{dt}{\tau} = \frac{du}{\eta}
\]

are solutions of (1.1), it then give us solutions of (1.1) invariant under the flux generated by \(X\).
• **Solutions invariant under the flux generated by** \( X_1 \). Such a solution is invariant under the translations \((t, x, u) \mapsto (t, x + \epsilon, u)\), meaning that \( u(t, x) = \theta(t) \), for some \( \theta \). Substituting such a function into (1.1) we conclude that

\[
u(x, t) = a,
\]

where \( a \) is an arbitrary constant.

• **Solutions invariant under the flux generated by** \( \alpha X_1 + X_3 \). If \( \alpha \neq 0 \), then the solution of the characteristic system gives \( u = e^{-z/\alpha} \theta(z) \), where \( z = te^{-\frac{x}{\alpha}} \) and \( \theta \) is a function to be determined. From this and (1.1) we obtain

\[
\begin{align*}
(\alpha^3 - 4\alpha)\theta' - 5\alpha z\theta'' - \alpha z^2 \theta''' + (4\alpha^2 - 4\alpha - 8)\theta^2 + (-2\alpha - 18)z^2(\theta')^2 \\
+ (4\alpha^2 - 10\alpha - 38)z\theta' + (-2\alpha - 18)z^2\theta'' + 6z^3\theta'' - 2z^3\theta''' = 0.
\end{align*}
\]

(2.6)

The above equation is difficult to be solved, but a simple solution can be easily obtained if \( \theta \) is a constant and \( \alpha = -1 \) or \( \alpha = 2 \). In this case we have

\[
u(t, x) = ae^{x/\alpha},
\]

if \( \alpha = -1 \), and

\[
u(t, x) = ae^{-x/2},
\]

for \( \alpha = 2 \). Above, \( a \) denotes an arbitrary constant.

A more acute observation into the structure of (2.6) suggests the ansatz \( \theta(z) = az^p, a \neq 0 \). If \( p \neq 0 \) we find that \( p = -(\alpha + 1) \) and we have the solution

\[
u(t, x) = a \frac{e^x}{\alpha+1}.
\]

(2.9)

Furthermore, for \( p = 0 \) we have the stationary solutions (2.7) and (2.8).

On the other hand, for \( \alpha = 0 \) we conclude that

\[
u(t, x) = \frac{\theta(x)}{t},
\]

for some function \( \theta \). Substituting the function above into (1.1) we obtain the ODE

\[
\theta - \theta'' + 4\theta\theta' + 2(\theta')^2 + 2\theta\theta'' - 6\theta\theta' - 2\theta\theta''' = 0.
\]

Likewise the previous case, the ODE we need to solve is complicated, but the ansatz \( \theta(x) = e^{\beta x}, \beta \in \mathbb{R} \), gives the solution

\[
u(t, x) = \frac{e^x}{t}.
\]

(2.11)

• **Solutions invariant under the flux generated by** \( cX_1 + X_2 \). From the characteristic system we obtain \( u = \theta(z) \), where \( z = x - ct \). By (1.1) we conclude that \( \theta \) satisfies

\[
-c\theta' + c^2\theta'' - 4\theta' - 2(\theta')^2 - 2\theta\theta'' + 6\theta\theta' + 2\theta\theta''' = 0.
\]

(2.12)

Equation (2.12) can be integrated, and as a result we obtain

\[
-c\theta + c\theta'' - 2\theta^2 + 2(\theta')^2 - 2\theta\theta' + 2\theta\theta'' + C_1 = 0,
\]

(2.13)
where $C_1$ is a constant of integration. Multiplying (2.13) by $e^z$ and integrating once more, we get

$$-ce^z\theta + ce^z\theta' - 2e^z\theta^2 + 2e^z\theta' + C_1e^z + C_2 = 0. \quad (2.14)$$

If we set $C_2 = 0$ in (2.14), then we can find the implicit solution

$$z - \frac{1}{2} \ln(2\theta^2 + \alpha\theta - C_1) + \frac{\alpha}{\sqrt{\alpha^2 + 8C_1}} \text{arctanh} \left( \frac{\alpha + 4\theta}{\sqrt{\alpha^2 + 8C_1}} \right) + C = 0. \quad (2.15)$$

On the other hand, taking $C_1 = C_2 = 0$ into (2.14) we obtain $\theta = ae^z$ as a solution, where $a$ is an arbitrary constant, giving

$$u(x, t) = ae^{x-ct} \quad (2.16)$$

as a solution for (1.1).

### 3 Conservation laws and conserved quantities

Conservation laws are frequent partners of symmetries and they are our focus in this section. Before presenting our findings, we would like to give an en passant view about conservation laws, conserved vectors and conserved quantities of differential equations. Our focus is on equations with two independent variables $(t, x)$, where $t$ is seen as time while $x$ is regarded as space.

We recall that if $u$ depends on $(t, x)$, then $A[u]$ denotes a smooth function depending on $t, x, u$ and derivatives of $u$ up to some arbitrary, but finite, order. In particular, $A[0]$ means that $u$ and its derivatives considered are all zero. For example, let $f \in C^1(\mathbb{R})$ be a non-identically vanishing function and consider

$$A[u] := e^x \left[ f(t)(2u_x^2 - 4uu_x + 2uu_{xx}) - f'(t)(u - u_x) \right].$$

Then $A[u]$ depends on derivatives of $u$ up to second order and as long as $u$ and its spatial derivatives vanish, then $A[u]$ also vanishes.

A conservation law for an equation with two independent variables $t$ and $x$ is a vanishing divergence on the solutions of the equation

$$D_tC^0 + D_xC^1 = 0,$$

where $C^0 = C^0[u]$, $C^1 = C^1[u]$ and $u$ denotes a solution of the equation. We assume that such dependence is smooth and it vanishes at $[0]$. The pair $(C^0, C^1)$ is called conserved current whereas the components $C^0$ and $C^1$ are referred as conserved quantity and conserved flux, respectively. These terms are very intuitive. In fact, let us assume that for each $t$ the solution exists, the function $x \mapsto u(t, x)$ is defined over $\mathbb{R}$, and both $C^0$ and $C^1$ vanish as long as $u$ and its derivatives vanish.

Integrating the divergence above with respect to $x$ over all real line, we get

$$\frac{d}{dt} \int_{\mathbb{R}} C^0 \, dx = - \int_{\mathbb{R}} D_xC^1 \, dx = -C^1 \bigg|_{-\infty}^{\infty} = 0.$$

The equation above implies that the

$$\int_{\mathbb{R}} C^0 \, dx$$

is constant along time under the conditions mentioned and is called conserved quantity. Very often conserved quantities give useful information about the behaviour of the solutions and they reveal physically relevant information about the phenomena described by the equation, if any.
We say that two conserved currents

\[ \left( u - u_{xx}, 2u_x^2 - 2u^2 - 2uu_x + 2uu_{xx} \right), \]

(3.1)

\[ \left( e^{-2x}(u + 2u_x + uu_x), 2e^{-2x}(u_t - 3u_x^2 - 3uu_x + uu_x - 3uu_{xx}) \right), \]

(3.2)

and

\[ \left( f(t)e^x(u - uu_x), e^x \left[ f(t)(2u_x^2 - 4uu_x + 2uu_{xx}) - f'(t)(u - uu_x) \right] \right). \]

(3.3)

**Proof.** Taking the divergence of (3.1)–(3.3) we obtain, respectively,

\[ \left[ u_t - u_{txx} - \left( 4uu_x + 2u_x^2 + 2uu_{xx} - 6uu_x + uu_{xx} - 2uu_{xxx} \right) \right], \]

\[ e^{-2x} \left[ u_t - u_{txx} - \left( 4uu_x + 2u_x^2 + 2uu_{xx} - 6uu_x + uu_{xx} - 2uu_{xxx} \right) \right], \]

and

\[ f(t)e^{-2x} \left[ u_t - u_{txx} - \left( 4uu_x + 2u_x^2 + 2uu_{xx} - 6uu_x + uu_{xx} - 2uu_{xxx} \right) \right], \]

where \( f \in C^1(\mathbb{R}) \). When considered on the solutions of (1.1) the expressions above vanish, which shows that (3.1)–(3.3) are conserved currents for the equation.

To prove the uniqueness, we need to show that they are the only conserved vectors for the equation up to second order. Likewise for finding symmetries, obtaining conserved vectors is a very tedious and lengthy process \[ \text{[3, 4, 23, 28]} \]. Fortunately, we have at our disposal several computational facilities for establishing them \[ \text{[7–11]} \] and for this reason we again omit the details since the uniqueness can be checked using such packages.

We say that two conserved currents \( (C^0, C^1) \) and \( (\mathcal{C}^0, \mathcal{C}^1) \) are equivalent if they differ by a current \( (A, B) \) whose divergence vanishes identically. For example, the current (3.1) is equivalent to

\[ \left( u, 2u_x^2 - 2u^2 - 2uu_x + 2uu_{xx} - u_{tx} \right), \]

since

\[ \left( u, 2u_x^2 - 2u^2 - 2uu_x + 2uu_{xx} - u_{tx} \right) - \left( u - uu_x, 2u_x^2 - 2u^2 - 2uu_x + 2uu_{xx} \right) = (u_{xx}, -u_{tx}) \]

and the divergence of the current \( (u_{xx}, -u_{tx}) \) is identically zero.

From the conserved currents we can easily obtain the conserved quantities for the solutions, jointly with its spatial derivatives, decaying to 0 at infinity.

**Theorem 3.2.** Suppose that \( u \) is a solution of (1.1) such that \( u \) and its derivatives up to second order vanish as \( |x| \to \infty \). Then

\[ \mathcal{H}_1(t) = \int_{\mathbb{R}} u(t, x)dx, \] (3.4)

\[ \mathcal{H}_2(t) = \int_{\mathbb{R}} e^{-2x}(u + 2u_x + uu_x)(t, x)dx, \] (3.5)

and

\[ \mathcal{H}_3(t) = \int_{\mathbb{R}} f(t)e^x(u - uu_x)(t, x)dx, \] (3.6)

where \( f \in C^1(\mathbb{R}) \).
The conservation law (or the conserved current) of a differential equation, in the sense previously presented, is an intrinsic property of the equation, differently of conserved quantities, which are a property of the solution of the equation in conjunction with a conserved current of the latter.

Let us illustrate the comment above. If we take $a = 1$ in (2.16) and consider (3.1). Then, we obtain

$$\left. \left( u - u_{xx}, 2u_x^2 - 2u^2 - 2uu_x + 2uu_{xx} \right) \right|_{u=e^{x-ct}} = (0, 0).$$

Therefore,

$$\left. \left[ D_t(u - u_{xx}) + D_x(2u_x^2 - 2u^2 - 2uu_x + 2uu_{xx}) \right] \right|_{u=e^{x-ct}} = 0.$$

On the other hand, a straightforward calculation shows that

$$\int_{-\infty}^{\infty} e^{x-ct} dx = +\infty,$$

meaning that $u(t, x) = e^{x-ct}$ does not conserve (3.4).

The situation is even more dramatic if we consider the “equivalent current”

$$\left( u - u_{xx}, 2u_x^2 - 2u^2 - 2uu_x + 2uu_{xx} \right).$$

The conserved quantity originated from this current is

$$\mathcal{H}_1(t) = \int_{\mathbb{R}} (u - u_{xx}) dx.$$

If $u$ and its derivatives vanishes as long as $|x| \to \infty$, then $\mathcal{H}_1(t)$ and $\mathcal{H}_1(t)$ are just the same. However, considering $u(t, x) = e^{x-ct}$ we have already seen that $\mathcal{H}_1(t) = \infty$, while a simple calculation shows that $\mathcal{H}_1(t) = 0$! How and why could we obtain so different results from conserved quantities that should be the same?

The answer to the last question is simple, but subtle: these conserved quantities are not the same for $u(t, x) = e^{x-ct}$, because they are not equivalent and, more importantly, none of them are really conserved quantities for the solution considered. The reason for such a fact is: in order for a solution of (1.1) to have (3.4) as a conserved quantity, it must necessarily vanish at infinity. The solution $u(t, x) = e^{x-ct}$ does not fulfill such condition and this is the root of the observed discrepancy.

4 Positive solutions and unique continuation

Throughout this section we use some aspects of Sobolev spaces and the inverse of the Helmholtz operator $\Lambda^2 = 1 - \partial_x^2$ that can be found in [30] for further details. The convolution of two functions $f$ and $g$ is denoted by $f \ast g$, whereas derivatives with respect to the first and second arguments of a function $u$ will be denoted by $u_t$ or $\partial_t u$ and $u_x$ or $\partial_x u$, respectively.

In view of the last discussion after theorem 3.2, henceforth we shall only consider solutions of (1.1) that, jointly with its first and second order $x-$derivatives, decay to 0 as $|x| \to \infty$. This will be assumed without further mention throughout this section.
Let \( m(t, x) = u(t, x) - u_{xx}(t, x) \) (note that with the conditions above, we have \( m \to 0 \) as \( x \to \pm \infty \)). Then we can express \( u \) in terms of \( m \) since \( u = g \ast m, g(x) = e^{-|x|/2} \). Moreover, we can rewrite (1.1) in two other alternative forms, namely,

\[
m_t + 2um - 6uxm - 2um_x = 2(u - u_x)^2, \tag{4.1}
\]

and

\[
u_t + u^2 - 2uu_x = G \ast u^2, \tag{4.2}
\]

where \( G = g + \partial_x g \), that is,

\[
G(x) = (1 - \text{sgn}(x))g(x). \tag{4.3}
\]

Through this section we assume that \( u \) is a smooth solution of (1.1) decaying fast enough as \( |x| \to \infty \), as well as its derivatives, such that \( G \ast u^2 \) is well defined and (4.2) makes sense as an alternative form of (1.1). Also, we assume that \( u \) exists on \((0, T) \times \mathbb{R}\), for a certain \( T > 0 \). Note that it is not in question the problem of uniqueness of solutions.

The quantity (3.4) shows that if \( u \) is either non-negative or non-positive, then the quantity \( \mathcal{H}_1 \) express the invariance of the \( L^1(\mathbb{R}) \)-norm of the solutions of (1.1). In a similar way, assuming that \( f(t) = 1 \) and if \( m(t, x) > 0 \) is either non-negative or non-positive, then the quantity (3.5) implies the conservation of \( ||m||_X \), where \( X = L^1(\mathbb{R}, e^x) \) is the space of integrable functions with measure \( d\mu = e^x dx \). A natural question is: Does (1.1) admits non-negative or non-positive solutions decaying to 0 as \( |x| \to 0 \)? In this section we give a positive answer, showing that under certain circumstances we have solutions satisfying the condition \( u \geq 0 \).

Let us recall two preliminary results that will be very useful for our purposes.

**Lemma 4.1.** ([26, Theorem 1.1]) If \( s > 3/2 \) and \( u_0 \in H^s(\mathbb{R}) \) then there exists \( T > 0 \) and a unique solution \( u \in C^0([0, T]; H^s(\mathbb{R})) \) of the Cauchy problem

\[
\begin{cases}
  u_t - u_{xxx} = 4uu_x + 2u_x^2 + 2uu_{xx} - 6u_x u_{xx} - 2u u_{xxx}, \\
  u(0, x) = u_0(x).
\end{cases} \tag{4.4}
\]

Moreover, the solution depends continuously on the initial data \( u_0 \) and we have the estimate

\[
||u(t, \cdot)||_{H^s(\mathbb{R})} \leq 2||u_0||_{H^s(\mathbb{R})}, \quad \text{for } 0 \leq T \leq \frac{1}{c_s||u_0||_{H^s(\mathbb{R})}}, \tag{4.5}
\]

where \( c_s \) is a positive constant depending on \( s \).

**Lemma 4.2.** ([26, Theorem 1.4]) If the initial data \( u_0 \) is analytic on \( \mathbb{R} \), then there exists an \( \epsilon > 0 \) and a unique solution \( u(t, x) \) of the problem (4.4) that is analytic in both variables for \( (t, x) \in (-\epsilon, \epsilon) \times \mathbb{R} \).

Let us denote by \( u_0 \) and \( m_0 \) the functions \( u(0, x) \) and \( m(0, x) \), respectively.

**Theorem 4.1.** (Existence of positive solutions) Equation (1.1) admits solutions \( u \geq 0 \) with corresponding \( m(t, x) \) non-negative. Moreover, \( u \) and its derivatives decay to 0 as \( |x| \to \infty \).

**Proof.** In view of lemmas 4.1 and 4.2 we can choose a suitable initial data \( u_0 \in H^s(\mathbb{R}) \) and \( s > 3/2 \) such that the problem

\[
\begin{cases}
  q_t(t, x) = -2u(t, q(t, x)), \\
  q(0, x) = x,
\end{cases} \tag{4.6}
\]
for each fixed $x$ has a unique solution. Also, note that the corresponding solution $u$ vanish at infinity, as well as its derivatives.

Differentiating (4.6) with respect to $x$ we obtain

$$\begin{cases}
q_{tx}(t, x) = -2u_x(t, q(t, x))q_x(t, x), \\
q_x(0, x) = 1.
\end{cases}$$

Again, choosing a suitable $s$ and initial data $u_0 \in H^s(\mathbb{R})$, we can proceed similarly as in [13, Theorem 3.1] to conclude that the function $q(t, \cdot)$ is an increasing diffeomorphism on the line and

$$q_x(t, x) = \exp \left(-2 \int_0^t u_x(s, q(s, x))ds\right) > 0.$$

Therefore,

$$\frac{d}{dt}m(t, q) = m_t + qtm_x = m_t - 2um_x = -2(u - 3u_x)m + 2(u - u_x)^2,$$

that is

$$\frac{d}{dt}\left(\exp\left(2\int_0^t(u - 3u_x)(s, q(s, x))ds\right)m(t, q)\right) \geq 0,$$

which yields

$$m(t, q(t, x)) \geq m_0(x) \exp\left(-2\int_0^t(u - 3u_x)(s, q(s, x))ds\right). \quad (4.7)$$

Therefore, as long as $m_0(x) \geq 0$ we also have $m(t, q(t, x)) \geq 0$. Since $q(t, \cdot)$ is a diffeomorphism, if $m_0$ is non-negative, then $m(t, \cdot) \geq 0$. Finally, since $u = g \ast m$, if $m \geq 0$ then $u$ is also non-negative.

As a consequence of the theorem above, we know that (1.1) has non-negative solutions decaying to 0 as $|x| \to \infty$, so that for these solutions (3.4) is equivalent to the conservation of the $L^1(\mathbb{R})$ norm of $u$. Also, if $e^m$ is integrable and $m$ is non-negative, then (3.6) implies that $e^m \in L^1(\mathbb{R})$, or that $m \in L^1(\mathbb{R}; e^x)$, meaning that $m$ belongs to $L^1(\mathbb{R})$ with measure $du = e^x dx$.

Let $u$ be a solution of (1.1), $G$ as in (4.3), and

$$F_t(x) = (G \ast u^2)(t, x) = \int_{-\infty}^{+\infty} G(x-y)u(t, y)^2 dy. \quad (4.8)$$

If $t \in (0, T)$ and $a < b$ are real numbers, we then have the representation

$$F_t(b) - F_t(a) = \int_{-\infty}^{+\infty} S_{a,b}(y)u(t, y)^2 dy, \quad (4.9)$$

where

$$S_{a,b}(y) = G(b-y) - G(a-y) = \frac{1 - \text{sgn}(b-y)}{2} e^{-|b-y|} - \frac{1 - \text{sgn}(a-y)}{2} e^{-|a-y|}. \quad (4.10)$$

We observe that if $y < a$, then $\text{sgn}(b-y) = \text{sgn}(a-y) = +1$ and $S_{a,b}(y) = 0$, whereas if $y > b$ $S_{a,b}(y) = e^{b-y} - e^{a-y} = e^{a-y}(e^{b-a} - 1) > 0$. This proves the following result.
Theorem 4.2. Let $a$ and $b$ two real numbers with $a < b$ and $S_{a,b}$ given by (4.10). Then $S_{a,b}$ is a real valued function defined over $\mathbb{R}$ and belongs to $L^1(\mathbb{R})$. Moreover, $S_{a,b}$ is non-negative outside the compact set $[a, b]$.

Henceforth we assume that $a$ and $b$ are distinct numbers, with $a < b$.

Theorem 4.3. Suppose that for a given $t_0 \in (0, T)$ there exists $[a, b] \subseteq \mathbb{R}$ such that $u_t(t_0, a) = u_t(t_0, b) = 0$ and $u(t_0, x) = 0$, $x \in [a, b]$. Then $u(t_0, x) = 0$ for $x \geq a$.

Proof. It suffices to show that $u(t_0, x) = 0$ for $x > b$.

From (4.8) and (4.2) we conclude that

$$F_t(x) = (u_t + u^2 - 2uu_x)(t, x).$$

Under the conditions in the theorem, we have $F_{t_0}(a) = F_{t_0}(b) = 0$. From the representation (4.9) we have

$$\int_{-\infty}^{+\infty} S_{a,b}(y)u(t_0, y)^2dy = F_{t_0}(b) - F_{t_0}(a) = 0. \quad (4.11)$$

Since $S_{a,b}(y)u(t_0, y) = 0$ for $x \leq b$, and $S_{a,b}(y) > 0$ for $y > b$, condition (4.11) implies that $u(t_0, x) = 0$ for $x > b$.

Since we know that (1.1) admits solutions conserving the $L^1(R)$ norm, we can use our precedent result to establish the following unique continuation result.

Corollary 4.1. If $u$ is a solution for (1.1) such that $\|u(t, \cdot)\|_{L^1(R)}$ is invariant and there exists an open set $\Omega = (T_0, T_1) \times (-\infty, b) \subseteq (0, T) \times \mathbb{R}$, for some $b \in \mathbb{R}$, such that $u$ restricted to $\Omega$ vanishes identically. Then $u \equiv 0$.

Proof. Let $t_0 \in (T_0, T_1)$ and $a \in \mathbb{R}$ such that $a < b$. Then the solution $u$ and the set $\{t_0\} \times [a, b]$ satisfies the conditions in Theorem 4.3. As a result we know that $u(t_0, x) = 0$ for all $x \geq a$, which implies that $u(t_0, x) = 0$, $x \in \mathbb{R}$. The invariance of the $L^1(\mathbb{R})$ norm implies that $u(t, x) = 0$ for all $(t, x) \in (0, T) \times \mathbb{R}$.

We observe that the result in Corollary 4.1 does not require the uniqueness of the solution, but imposes the conservation of the $L^1(\mathbb{R})$ norm of $u$. Corollary 4.1’s demonstration shows that only one solution of (1.1) can satisfy its condition, meaning that it can also be seen as a uniqueness result. We can change its perspective and abandon the hypothesis of the conservation of the $L^1(\mathbb{R})$ norm (which can be interpreted as mass conservation) and prove an alternative unique continuation result.

Theorem 4.4. Assume that $u \in H^s(\mathbb{R})$, for $s$ sufficiently large, is a solution of (1.1) vanishing on an open set $\Omega$ as in corollary 4.1. Then $u \equiv 0$.

Proof. Choosing $t_0 \in (T_0, T_1)$ and using theorem 4.3 once again, we conclude that $u(t_0, x) = 0$ for $x \geq a$, for some (in fact, all) $a < b$. This implies that $u(t_0, x) = 0$. Let us assume $s > 3/2$ and consider $v(t, x) := u(t + t_0, x)$. By theorem 2.1 $v$ is also a solution of (1.1) subject to $v(0, x) = u(t_0, x) = 0$. By lemma 4.1 we have a unique solution defined for any $t \in [0, T^*)$, where $T^* = T - t_0$. 
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By (4.5), for any $t \in (0, T^*)$ we have
\[
\|v(t, \cdot)\|_{H^s(\mathbb{R})} \leq 2\|v(0, \cdot)\|_{H^s(\mathbb{R})} = 2\|u(t_0, \cdot)\|_{H^s(\mathbb{R})} = 0.
\]
Moreover, using (4.5) once more, we conclude that $T^* = \infty$ and, therefore, we have a unique (global) solution.

5 Pseudo-spherical surfaces

A two-dimensional manifold $\mathcal{M}$ is called a pseudo-spherical surface (PSS) with constant Gaussian curvature $K = -1$ if there exists a triad of one-forms $\omega_1, \omega_2, \omega_3$ on $\mathcal{M}$ satisfying (1.4), which are structure equations endowing $\mathcal{M}$ with the metric $g = \omega_1^2 + \omega_2^2$. For further details, see [6, 20, 29]. A differential equation with two independent variables is said to be of a pseudo-spherical type, or describe a pseudo-spherical surface, if there exists one-forms (1.2), whose coefficients are functions depending on the independent and dependent variables, and derivatives of the latter, such that (1.4) is satisfied and $\omega_1 \wedge \omega_2 \neq 0$. If so, the domain of the solution, endowed with (1.5), is a PSS.

Recently, Freire and Tito showed that (1.1) describes pseudo-spherical surfaces. More precisely, they proved that (1.2)–(1.3) satisfy (1.4) on the solutions of (1.1). Solutions of an equation describing pseudo-spherical surfaces satisfying $\omega_1 \wedge \omega_2 \neq 0$ are called generic solutions.

Remark 5.1. In [20] it was shown that the only non-generic solutions of (1.1) are:

- For $m_1 = -2$, then $\phi(t, x) = \pm \sqrt{ae^{-x} + b}$;
- For $m_1 = 1$, then $\phi(t, x) = \pm \sqrt{ae^{2x} + b}$ or $\phi(t, x) = f(t)e^x$.

Above, $a$ and $b$ are arbitrary constants, whereas $f(t)$ is a smooth real valued function.

We now classify the non-generic solutions that are invariant under the fluxes generated by (2.4). To this end, we proceed as follows: let $X$ denote a vector field (2.4). We then impose that the non-generic solutions above satisfy the condition
\[
X(u - \phi)\big|_{u=\phi} = 0.
\]

For convenience, we shall only consider the sign $+$ in the solutions above. The sign $-$ is treated similarly and gives the same results. In what follows, $a$, $b$ and $c_1$ denote constants, whereas $f(\cdot)$ is a smooth function. Moreover, we assume that the solution is not identically zero.

1. Let us consider $m_1 = -2$ and $\phi = \sqrt{ae^{-x} + b}$. Then:
   (a) The condition $X_1(u - \phi)\big|_{u=\phi} = 0$ implies that $a = 0$ and then $u = c_1$.
   (b) The condition $(\alpha X_1 + X_3)(u - \phi)\big|_{u=\phi} = 0$ gives
       \[(\alpha - 2)ae^{-x} - 2b = 0,
       \]
       whose solution is (2.8).
   (c) The condition $(cX_1 + X_2)(u - \phi)\big|_{u=\phi} = 0$ implies $a = 0$ or $c = 0$. If $a = 0$ then the solution is constant, whereas whenever $c = 0$ we obtain $u(t, x) = \sqrt{ae^{-x} + b}$. 


2. Let us consider \( m_1 = 1 \) and \( \phi = \sqrt{ae^{2x} + b} \). Then:

(a) The condition \( X_1(u - \phi) \big|_{u=\phi} = 0 \) implies that \( a = 0 \) and then \( u \) is a constant.

(b) The condition \( (\alpha X_1 + X_3)(u - \phi) \big|_{u=\phi} = 0 \) gives

\[
(\alpha - 1)ae^{2x} - b = 0,
\]

that is, \( (\alpha - 1)a = 0 \) and \( b = 0 \). A non-trivial solution can only be obtained when \( \alpha = 1 \), and in this case we obtain (2.7).

(c) The condition \( (cX_1 + X_2)(u - \phi) \big|_{u=\phi} = 0 \) again implies \( a = 0 \) or \( c = 0 \). If \( a = 0 \) have constants as solutions, whereas \( c = 0 \) gives \( u(t, x) = \sqrt{ae^{2x} + b} \).

3. Let us consider \( m_1 = 1 \) and \( \phi = f(t)e^x \). Then:

(a) The condition \( X_1(u - \phi) \big|_{u=\phi} = 0 \) implies \( f(t) = 0 \), which is a contradiction. This means that we do not have any non-generic solution of the form \( \phi = f(t)e^x \) invariant under translations \( (t, x, u) \mapsto (t, x + \epsilon, u) \).

(b) The condition \( (\alpha X_1 + X_3)(u - \phi) \big|_{u=\phi} = 0 \) gives

\[
f(t) = \frac{c_1}{t^{\alpha+1}}
\]

and we then recover (2.9).

(c) The condition \( (cX_1 + X_2)(u - \phi) \big|_{u=\phi} = 0 \) says that \( f(t) = ae^{-ct} \) and we re-obtain (2.16).

The solutions above are the only invariant solutions (considering the fluxes generated by the fields (2.4)) that do not endow the domains of the solutions of (1.1) with a metric with Gaussian curvature \( K = -1 \).

Let us use the invariant solutions found before to construct explicit metrics for PSS surfaces. For example, if \( m_1 = -2 \) and considering \( u(t, x) = e^x/t \), we have the forms

\[
\omega_1 = -6e^{2x}/t^2 dt, \quad \omega_2 = \mp 2\sqrt{1 + \mu^2}dx - 6\mu e^{2x}/t^2 dt, \quad \omega_3 = -2\mu dx \mp 6\sqrt{1 + \mu^2}e^{2x}/t^2 dt,
\]

which yields the metric

\[
g = 4(1 + \mu^2)dx^2 \pm 24\mu\sqrt{1 + \mu^2}e^{2x}/t^2 dx dt + 36(1 + \mu^2)e^{4x}/t^4 dt^2,
\]

(5.1)

and a simple calculation shows that

\[
\omega_1 \wedge \omega_2 = \mp 12\sqrt{1 + \mu^2}e^{2x}/t^2 dx \wedge dt = d\omega_3,
\]

meaning that (5.1) really gives a PSS with metric (5.2).

On the other hand, the case \( m_1 = 1 \) and the stationary solution \( u(t, x) = ae^{-x/2}, a \neq 0 \), provide the forms

\[
\omega_1 = \frac{3}{4}ae^{-x/2}dx - 3a^2e^{-x}dt, \quad \omega_2 = \left(\frac{3}{4}a\mu e^{-x/2} \pm \sqrt{1 + \mu^2}\right)dx - 3a^2\mu e^{-x}dt, \quad \omega_3 = \left(\pm \frac{3}{4}a \sqrt{1 + \mu^2}e^{-x/2} + \mu\right)dx \mp 3a^2\sqrt{1 + \mu^2}e^{-x}dt,
\]

(5.3)
that satisfies
\[ \omega_1 \wedge \omega_2 = \pm 3a^2 \sqrt{1 + \mu^2 e^{-x}} dx \wedge dt = d\omega_3, \]
and gives the metric
\[
g = \left[ \left( \frac{9}{16}a^2 e^{-x} + 1 \right) (1 + \mu^2) \pm \frac{3}{2} a \mu \sqrt{1 + \mu^2 e^{-x/2}} \right] dx^2 - \left[ \frac{9}{2} a^3 (1 + \mu^2) e^{-3x/2} \pm 6a^2 \mu \sqrt{1 + \mu^2 e^{-x}} \right] dx dt + 9a^4 (1 + \mu^2) e^{-2x} dt^2, \tag{5.4} \]

We observe that the one-parameter family of metrics (5.2) and (5.4) are analytic on certain domains of \( \mathbb{R}^2 \). However, none of them come from conservative solutions. More generally, observe that only non-generic solutions of (1.1) are those characterised by Remark 5.1, and none of them belong to \( L^1(\mathbb{R}) \). Lemma 4.2 combined with theorem 4.1 are key ingredients for the next existence result.

**Theorem 5.1.** (Existence of analytic pseudo-spherical surface) Let \( u_0 \in H^s(\mathbb{R}) \) be an analytic data such that \( m_0 = u_0 - u_0'' > 0 \). Then, for \( s \) sufficiently large, there exists \( \epsilon > 0 \) such that the solutions of (1.1) endows the strip \( S = (-\epsilon, \epsilon) \times \mathbb{R} \) with the metric giving by (1.5), with the following properties:

- \( g_{ij} \) are analytic, \( 1 \leq i, j \leq 2 \);
- \( (S, g) \) is a surface with constant curvature;
- \( \lim_{x \to \pm \infty} g_{11} > 0 \), and \( g_{12} \to 0 \) as \( \lvert x \rvert \to \infty \).

Furthermore, \( u \neq 0 \) everywhere on \( S \) and conserves the \( L^1(\mathbb{R}) \) norm.

**Proof.** We first note that if \( u, u_x, u_{xx} \to 0 \) as \( \lvert x \rvert \to \infty \), then \( g_{11} \to m_1^2 (1 + \mu^2) > 0 \), and \( g_{12}, g_{22} \to 0 \).

Let \( s > 3/2 \) large enough, so that theorem 4.1 and lemma 4.2 hold. By lemma 4.2 we conclude the existence of \( \epsilon > 0 \) so that \( u \mid_S \) is analytic. Due to this fact, from (1.5) we conclude that the metric coefficients are all analytic. Moreover, since \( m_0 > 0 \), (4.7) implies that \( m(t, q(t, x)) > 0 \) for all \( t \in (-\epsilon, \epsilon) \) and \( x \in \mathbb{R} \). Taking into account that \( q(t, \cdot) \) is a diffeomorphism, we conclude that \( m(\cdot, q(\cdot, \cdot)) \mid_S \) does not vanish and \( u = g \ast m \) either. Moreover, \( u \) cannot be any of the solutions in Remark 5.1 is strictly positive on \( S \), and conserves the \( L^1(\mathbb{R}) \) norm in view of theorem 3.2.

Since (1.1) is of pseudo-spherical type, we can endow \( S \) with the metric (1.5). As a consequence, \( (S, g) \) has Gaussian curvature \( K = -1 \) at every point.

\[ \square \]

6 Discussion

As previously mentioned, in [27] it was carried out a classification of symmetry integrable equations of the type \( u_t - u_{txx} = F \), where \( F \) is a polynomial in \( u \) and its spatial derivatives. Equation (1.1) is one of the equations obtained by Novikov, among other more famous and well studied like the Camassa-Holm, Degasperis-Procesi and Novikov equations.

In our work we studied the equation (1.1) mainly from the point of view of group analysis [3, 22, 23, 28], that is, we found its invariance group and invariant solutions in section 2 and conservation laws and conserved quantities in section 3.
To the best of our knowledge, the only equations discovered by Novikov whose Lie point symmetries are known are just the equations mentioned above: for the CH and DP equations, they can be found in [12], while for the Novikov equation they are classified in [2], see also [1, 17]. Note that the work by Clarkson precedes the one by Novikov as well as the discovery of the DP equation [14]. The only equation properly discovered by Novikov with known symmetries is just the equation named after him, and (1.1), due to the present work.

Starting from the Lie symmetries, we went further and studied different topics using them as a start point. Namely, we found some explicit $C^\infty$ solutions for the equation in section 2 and showed which of them give rise to PSS.

Still related with symmetries, we also established conservation laws for (1.1). The conserved current (3.1) can be easily inferred from the fact that (1.1) itself is a conservation law. In [20] it was shown infinitely many conserved currents for the equation. However, most of them are trivial or non-local ones, which in practical terms does not bring much information for the equation, despite the fact that they reinforces the integrability of (1.1).

The conserved currents (3.2) and (3.3) are very new. They show that for solutions conserving (3.5), then necessarily $u + 2u_x + u_{xx}$ decreases faster then $o(e^{2x})$ as $x \to -\infty$, whereas those conserving (3.6) imply that $m(t, x)$ decays to 0 higher than $o(e^{-x})$ as $x \to +\infty$.

From the point of view of qualitative properties, we prove the existence of positive solutions for (1.1). A similar result was previously proved in [24, Section 5], but our demonstration is fairly different. Compare the demonstration of theorem 4.1 with [24, Lemma 5.6].

It is worth mentioning that we do not need our theorem 4.4 to assure the existence of positive solutions for (1.1). This can easily be inferred from the invariant solutions. For example, consider (2.7), (2.8) or (2.16) with $a > 0$, or (2.11) for $t > 0$. These solutions, however, do not have (3.4) as a conserved quantity. The relevance of theorem 4.1 relies on the fact that not only it implies the existence of spatially bounded solutions, but also $L^1(\mathbb{R})$ conservative ones.

For non-negative solutions $u(t, x)$ of (1.1) leaving $t \mapsto \|u(t, \cdot)\|_{L^1(\mathbb{R})}$ invariant we can prove unique continuation properties as in corollary 4.1. This can be seen as an energy conservation functional approach, as suggested in [18, 19], which is more related to physical properties of the equation, see the discussions presented in [18].

In theorem 4.4 we arrive at the same conclusion of corollary 4.1 replacing the conservation of the $L^1(\mathbb{R})$ norm (which can be interpreted as a mass conservation) by the uniqueness of the solution of a Cauchy problem (4.4) and the continuity of the data to solution map as well, as proposed in [25].

In regard to geometric aspects of (1.1), in [20] it was shown that generic solutions of (1.1) give rise to pseudo-spherical surfaces with Gaussian curvature $K = -1$. Moreover, the authors classified all non-generic solutions. Our paper complements the aforementioned reference by showing the invariant solutions that are non-generic and the existence of an analytical pseudo-spherical surface. In [20, Remark 2] it was mentioned by en passant that (1.1) would describe analytical PSS, but such a fact was not proved nor better characterised. Our paper not only rigorously prove the existence of such PSS, but also gives a complete description of the behaviour of the metric for large values of $|x|$, at least for solutions arising from the conditions in lemma 4.2 (see [26, Theorem 1.3]). Our demonstration, in particular, only guarantees the existence of an analytical PSS for solutions conserving the $L^1(\mathbb{R})$ norm.
7 Conclusion

In this work we found the Lie point symmetries of the equation (1.1). From them we classified their optimal system of algebras and obtained explicit group-invariant solutions, as shown in section 2. We established three conservation laws for (1.1), given in [3] as well as their corresponding conserved quantities. Moreover, we proved the existence of positive solutions for (1.1) as well as unique continuation results for its solutions. Finally, we found explicit pseudo-spherical surfaces determined by the solutions of (1.1) and proved the existence of analytical surfaces with constant Gaussian curvature $K = -1$ arising from positive $L^1(\mathbb{R})$ conservative solutions of (1.1).
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