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Abstract

Deep neural networks have proved very successful in domains where large training sets are available, but when the number of training samples is small, their performance suffers from overfitting. Prior methods of reducing overfitting such as weight decay, Dropout and DropConnect are data-independent. This paper proposes a new method, GraphConnect, that is data-dependent, and is motivated by the observation that data of interest lie close to a manifold. The new method encourages the relationships between the learned decisions to resemble a graph representing the manifold structure. Essentially GraphConnect is designed to learn attributes that are present in data samples in contrast to weight decay, Dropout and DropConnect which are simply designed to make it more difficult to fit to random error or noise. Empirical Rademacher complexity is used to connect the generalization error of the neural network to spectral properties of the graph learned from the input data. This framework is used to show that GraphConnect is superior to weight decay. Experimental results on several benchmark datasets validate the theoretical analysis, and show that when the number of training samples is small, GraphConnect is able to significantly improve performance over weight decay.

1. Introduction

Neural networks have proved very successful in domains where large training sets are available, since their capacity can be increased by adding layers or by increasing the number of units in a layer. When the number of training samples is small their performance suffers from overfitting. The degree of overfitting is measured by the generalization error, which is the difference between the loss on the training set and the loss on the test set. The best known bounds on the generalization error arise from the Vapnik-Chervonenkis (VC) dimension [17], which captures the inherent complexity of a family of classifiers. However it is distribution agnostic, leading to a loose and pessimistic upper bound [4].

In the last decade, distribution dependent measures of complexity have been developed, such as the Rademacher complexity [2], which can lead to tighter bounds on the generalization error. Rademacher complexity has been used to show that the generalization error of a neural network depends more on the size of the weights than on the size of the network [1]. This theoretical result supports a form of regularization called weight decay that simply encourages the L-2 norm of all parameters to be small. A unified theoretical treatment of norm-based control of deep neural networks is given in [12], and this theory is used to provide insight into max-out networks in [6].

Dropout is a new form of regularization, where for each training example, forward propagation involves randomly deleting half the activations in each layer [7]. Dropconnect is a recent generalization of Dropout, where a randomly selected subset of weights within the network is set to zero [18]. Both methods introduce randomness into training so that the learned network is in some sense a statistical average of an ensemble of realizations. Adding a Dropconnect layer to a neural network can reduce the Rademacher complexity by a factor of the dropconnect rate [18].

In this paper we propose a fundamentally different approach to control the complexity of a neural network, thereby preventing overfitting. Our approach differs from the aforementioned methods in that it is data dependent. It is motivated by the empirical observation that data of interest typically lie close to a manifold, an assumption that has previously assisted machine learning tasks such as nonlinear embedding [10], semi-supervised labeling [11], and multitask classification [5]. The underlying idea in these works is to encourage the relationships between the learned decisions to resemble a graph representing the manifold structure.

In this work we propose to use graph structures, derived from training data, to regularize deep neural networks. We present theoretical and experimental results that
demonstrate the importance of this new data dependent approach to prevention of overfitting. Previous experimental studies [19], applying graph regularization to the semi-supervised embedding problem, did not explain how the approach might control capacity. In particular, it is not clear from [19] whether graph-based regularization has better generalization ability than standard approaches such as weight decay. In contrast we demonstrate, both experimentally and theoretically that graph regularization outperforms weight decay, and that when the number of training samples is extremely limited, it is able to significantly improve performance of a deep neural network. An illustrative example is given in Fig. 1, where we transform 1,000 test samples (Fig. 1a) via learned networks regularized by weight decay (Fig. 1b) and our proposed GraphConnect (Fig. 1c, 1d). GraphConnect significantly improves the discriminability than does weight decay.

2. GraphConnect

A note on the notation: Upper and lower case bold letters denote matrices and vectors respectively. Plain letters denote scalars. We consider L-way classification using a deep neural network. Given a datum x, the network first learns a multidimensional feature g(x), and then applies a softmax classifier to generate a probability distribution over the L classes. We use cross entropy loss to measure the effectiveness of the learning machine, and view the deep network as a function from a datum x to the corresponding loss ℓ(x).

The average loss achieved on the training set \{x_1, \ldots, x_N\} is the empirical loss \(\ell_{emp}\), given by

\[\ell_{emp} = \frac{1}{N} \sum_{i=1}^{N} \ell_i.\]

The expected loss \(\ell\) is estimated from a large test set and is given by

\[\ell = \mathbb{E}_x[\ell(x)].\]

The difference \(\ell - \ell_{emp}\) between the expected loss on the test data and the empirical loss on the training data is the generalization error. When training samples are scarce, statistical learning theory predicts overfitting to the training data [17]. The larger the generalization error, the more severe is the problem of overfitting. We recall from [8] that the generalization error is (almost surely) bounded by the empirical Rademacher complexity [2], of the loss function. Hence we can reduce the degree of overfitting by controlling the empirical Rademacher complexity.

Definition 1 (Empirical Rademacher Complexity). Let \(\mathcal{D}\) be a probability distribution on a set \(\mathcal{X}\) and assume that \(x_1, \ldots, x_N\) are independent samples from \(\mathcal{D}\). Let \(\mathcal{U}\) be a class of functions mapping from \(\mathcal{X}\) to \(\mathbb{R}\). The empirical Rademacher complexity of \(\mathcal{U}\) is

\[\hat{R}_N(\mathcal{U}) = \mathbb{E}_{\sigma} \left[ \frac{2}{N} \sup_{u \in \mathcal{U}} \left| \sum_{i=1}^{N} \sigma_i u(x_i) \right| : x_1, \ldots, x_N \right],\]

where the \(\sigma_i\)'s are independent uniform \{±1\}-valued random variables.

Remark 1. Overfitting occurs when a statistical model describes random error or noise instead of the underlying signal. We seek to minimize the empirical Rademacher complexity because it measures correlation with random errors. However we need to keep the objective of classification in mind, since we can reduce the empirical Rademacher complexity to zero by simply mapping every datum x to 0. Therefore minimization of Rademacher complexity needs to be performed over a class of functions \(\mathcal{U}\) that is able to discriminate between classes.

Dropconnect, [18], is a recent method for regularizing large fully connected layers within neural networks. A layer consists of a linear feature extraction, followed by activation, followed by a softmax classifier. The Rademacher complexity of the composite layer differs from
the Rademacher complexity of the linear feature extraction component by a multiplicative factor that is determined by the classifier [18]. Hence we follow [18] and focus on the Rademacher complexity of the linear feature extraction.

2.1. Analysis: Regularizing a Linear Layer

The functions \( \mathcal{U} \) appearing in Definition 1 map multidimensional inputs to scalars, therefore in order to make use of Rademacher complexity we need to work with individual coordinate entries of multidimensional features. Given an input \( \mathbf{z} \) to a linear layer, we consider the linear map \( f(\mathbf{z}) = \mathbf{v}^\top \mathbf{z} \), where the linear weights \( \mathbf{v} \) are from a set \( \mathcal{V} \) specified by graph-based regularization. More formally we consider the function family,

\[
\mathcal{F} = \{ f(\mathbf{z}) | f(\mathbf{z}) = \mathbf{v}^\top \mathbf{z}, \mathbf{v} \in \mathcal{V} \}. \tag{1}
\]

Suppose now that we have learned a graph where symmetric edge weights \( \mathbf{W} \) encode the relationships between \( N \) input samples \( \mathbf{Z} \equiv [\mathbf{z}_1, \ldots, \mathbf{z}_N] \). The set \( \mathcal{V} \) that defines the function family \( \mathcal{F} \) is given by

\[
\mathcal{V} = \left\{ \mathbf{v} : \frac{1}{N} \left( (1 - \eta) \sum_{i,j=1}^{N} W_{i,j} [f(\mathbf{z}_i) - f(\mathbf{z}_j)]^2 + \eta \| \mathbf{v} \|^2 \right) \leq \frac{B^2}{4} \right\} , \tag{2}
\]

for some positive constant \( B \) and for some \( \eta \in (0, 1] \). When \( \eta = 1 \), this condition enforces conventional weight decay, and as \( \eta \) approaches \( 0 \), it enforces graph regularization.

Let \( \mathbf{L} \) be the all-one vector, let \( \mathbf{D} \) be the diagonal matrix with entries \( \mathbf{W}\mathbf{1} \), and let \( \mathbf{L} = \mathbf{D} - \mathbf{W} \) be the graph Laplacian. The Laplacian is symmetric, hence

\[
\sum_{i,j=1}^{N} W_{i,j} [f(\mathbf{z}_i) - f(\mathbf{z}_j)]^2 = \mathbf{v}^\top (\mathbf{ZLZ}^\top) \mathbf{v}, \tag{3}
\]

and since the Laplacian is also diagonally dominant, it is positive semidefinite. Therefore by introducing identity matrix \( \mathbf{I} \), we can describe the set \( \mathcal{V} \) very simply as

\[
\mathcal{V} = \left\{ \mathbf{v} : \mathbf{v}^\top \left( (1 - \eta) \mathbf{ZLZ}^\top + \eta \mathbf{I} \right) \mathbf{v} \leq \frac{NB^2}{4} \right\} . \tag{4}
\]

Note that since \( \eta > 0 \), the matrix \( (1 - \eta) \mathbf{ZLZ}^\top + \eta \mathbf{I} \) is positive definite. We now bound \( \mathcal{R}_N(\mathcal{F}) \).

**Theorem 1** (Empirical Rademacher Complexity of Graph Regularization). Let \( \mathcal{F} \) be the class of linear functions defined in Eq. (1), where \( \mathcal{V} \) is the set defined in Eq. (4), and let \( \mathbf{Z} \equiv [\mathbf{z}_1, \ldots, \mathbf{z}_N] \in \mathbb{R}^{n \times N} \) be the sample set on which the Rademacher complexity \( \mathcal{R}_N(\mathcal{F}) \) is evaluated. Then

\[
\mathcal{R}_N(\mathcal{F}) \leq B \sqrt{\frac{\text{tr} \left[ \mathbf{Z}^\top \left( (1 - \eta) \mathbf{ZLZ}^\top + \eta \mathbf{I} \right)^{-1} \mathbf{Z} \right]}{N}}.
\]

**Proof.** See the supplementary material.

Graph regularization includes weight decay regularization as the special case \( \eta = 1 \). In the definition of \( \mathcal{V} \) and Theorem 1, we have excluded the value \( \eta = 0 \) so that the inverse \( [(1 - \eta) \mathbf{ZLZ}^\top + \eta \mathbf{I}]^{-1} \) exists. However, in our experiments with only a graph regularizer (\( \eta = 0 \)), we have also observed strong generalization performance.

Reducing the Rademacher complexity of a single linear layer is an important step in reducing the Rademacher complexity of a multi-layer network. The bound in Theorem 1 depends on the eigenvalues of the Laplacian \( \mathbf{L} \), which in turn depend on the edge weights \( \mathbf{W} \) of the graph. Whatever graph we choose, the Rademacher complexity of graph regularization will be at least as good as that of weight decay. We now provide an example to show that by choosing an appropriate graph we can achieve significant improvements.

**Example.** Consider the classical MNIST data. There are 10 classes in the dataset, and samples are 784-dimensional (28x28 images). We randomly select \( N \) samples (\( N/10 \) samples per class), remove the sample mean, and form the \( 784 \times N \) matrix \( \mathbf{Z} \). The edge weights \( \mathbf{W} \) are given by \( W_{i,j} = \exp \left( -\frac{\| \mathbf{z}_i - \mathbf{z}_j \|^2}{\gamma} \right) \), where \( \gamma \) is the average of all pairwise distances. We form the Laplacian \( \mathbf{L} \) and evaluate the bound given in Theorem 1 for several values of \( N \). We observe in Fig. 2 that the upper bound decreases significantly as \( \eta \) moves away from 1 (weight decay), showing the added value of graph regularization. As the sample size \( N \) increases, the bound decreases steadily, consistent with our intuition about the generalization error.

![Figure 2: Evaluation of the upper bound (Theorem 1) on the Rademacher complexity for the MNIST benchmark.](image-url)
an input $x$ onto a multidimensional feature $g(x)$, then restrict to a single dimension to obtain a scalar $g(x)$ given by

$$g(x) = v_K^T s_K(\cdots s_2(V_2 s_1(V_1 x)))$$

where $v_K, V_i \in \mathcal{V}$, where the nonlinear mapping $s_k(\cdot)$ represents activation and pooling. $V_1, \ldots, V_{K-1}$ are matrices representing linear layers, and $v_0$ is a vector that maps input to a single coordinate in the final output feature. The $V_1, \ldots, V_{K-1}$ and $v_K$ are taken from a set $\mathcal{V}$ that is defined by the property

$$\frac{1}{N} \sum_{i,j=1}^N W_{i,j} [g(x_i) - g(x_j)]^2 \leq \frac{B^2}{4}.$$  \hspace{1cm} (6)

The symmetric edge weights $W$ encode the relationships between the $N$ input samples samples $\{x_1, \ldots, x_N\}$.

Set $g(X) = [g(x_1), \ldots, g(x_N)]^T$ and recall that

$$\sum_{i,j=1}^N W_{i,j} [g(x_i) - g(x_j)]^2 = g(X)Lg(X)^T,$$

where $L$ is as before the Laplacian of $W$. As above, we want to work with a positive definite matrix so we add a small multiple of the identity matrix $I_n$. We now derive an upper bound on the empirical Rademacher complexity for the function class $\mathcal{G}$ defined by

$$\mathcal{G} = \left\{ g(x) \mid \begin{array}{l} g(x) = v_K^T s(\cdots s_2 s_1(V_1 x)) \\ g(X)(L + \epsilon I)g(X)^T \leq \frac{NB^2}{4} \end{array} \right\}.$$  \hspace{1cm} (7)

Theorem 2. $\hat{R}_N(\mathcal{G}) \leq B \sqrt{\frac{\text{tr}(L+\epsilon I_n)^{-1}}{N}}$

Proof. See supplementary material. \hfill \Box

Remark 2. Theorem 2 provides an upper bound on complexity that is not very sensitive to the number of layers in the network, in contrast to weight decay where complexity is exponential in the number of layers [20].

2.3. The GraphConnect Algorithm

The theory presented in Section 2.1 and 2.2 applies to scalar valued functions of vector inputs, but the generalization to vector valued functions is straightforward. Eq. (2) becomes

$$\frac{1}{N} \sum_{i,j=1}^N W_{i,j} \|f(z_i) - f(z_j)\|^2 \leq \frac{B^2}{4},$$  \hspace{1cm} (8)

where $f(z)$ is the multidimensional output of a linear layer. Similarly, when we consider a $K$-layer network, Eq. (6) becomes

$$\frac{1}{N} \sum_{i,j=1}^N W_{i,j} \|g(x_i) - g(x_j)\|^2 \leq \frac{B^2}{4},$$  \hspace{1cm} (9)

where $g(x)$ is the multidimensional feature output at layer $K$.

Fig. 3 describes two flavors of GraphConnect, that are two different ways of using a graph to regularize a neural network. The first GraphConnect-One uses the constraint given by Eq. (8) to regularize individual layers, and this method can be applied to all layers or to some layers but not others. The second GraphConnect-All uses the constraint given by Eq. (9) to regularize the final learned features. Implementation requires multiplying the GraphConnect regularizer by some $\lambda > 0$ then adding this quantity to the original objective function used to train the neural network. We conclude this section by showing that both GraphConnect regularization schemes require only minor changes to the standard back-propagation algorithm.

Gradient Descent Solver for GraphConnect-One We seek to minimize

$$\ell_{emp} + J,$$

where $J$ is the GraphConnect regularization term given by

$$J = \lambda \sum_{i,j=1}^N W_{i,j} \|f(z_i) - f(z_j)\|^2 = \lambda \text{tr}[f(Z)Lf(Z)^T].$$

The gradient of $J$ w.r.t. $f(Z)$ is

$$\frac{\partial J}{\partial f(Z)} = 2\lambda f(Z)L.$$  

So we just need to add an extra term $2\lambda f(Z)L$ to the original gradient with respect to $f(Z)$.

Gradient Descent Solver for GraphConnect-All The
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2.4. Discussion

Generalization error differs from empirical Rademacher
complexity by a multiplicative factor that is determined by
the overall softmax classifier [18]. The method of graph
regularization can be applied to a single layer or to multiple
layers. It is designed to learn attributes that are present in
data samples, in contrast to weight decay, Dropout [7], and
Dropconnect [18] which are designed to prevent learning
non-attributes (overfitting to random error or noise). The
approach taken in both Dropout and Dropconnect is to in-
troduce randomness into training so that learned network
is in some sense a statistical average of an ensemble of re-
alizations. They complement our approach of regularizing
output using a graph and we plan to explore a combination
of these approaches in future work.

3. Experiments

We are particularly interested in how the graph regu-
larization methods in Section 2.3 compare with the con-
tventional weight decay. The experiments section are orga-
nized as follows. In section 3.1, we use the MNIST dataset
to show that the generalization error of GraphConnect-
One and GraphConnect-All are both significantly smaller
than weight decay, and they achieve superior classification
accuracy especially when the training set is small. Section 3.2 presents extensive comparisons between the
proposed GraphConnect and weight decay on CIFAR-10
and SVHN. Section 3.3 demonstrates the improved performance of GraphConnect on the face verification task.

3.1. MNIST Proof of Concept

The MNIST dataset contains approximately 60,000
training images (28 × 28) and 10,000 test images. While
state-of-the-art methods often use the entire training set, we
are interested in quantifying what is possible with much
smaller training sets. Table 1 describes the network archi-
tecture that we use to compare graph regularization with the
standard weight decay.

We begin by using 500 training samples (50 per class) to
train two neural networks. Image mean is estimated from
the training set and subtracted as a preprocessing step. The
first experiment uses GraphConnect-One to regularize the
outputs of layers 3 and 5. The second uses GraphConnect-
All to regularize the output of layer 6. The graph edge

weights \( W_{i,j} \) are given by

\[
W_{i,j} = \begin{cases} 
\exp \left( \frac{\| x_i - x_j \|^2}{\sigma^2} \right) & \text{if } x_i, x_j \in \text{class } c \\
0 & \text{if } x_i, x_j \in \text{different classes} 
\end{cases}
\]

where the diameter \( \sigma_c \) is an estimate of the average distance
between pairs of samples in class \( c \). We tune the regularizer
for each network, and select the value that maximizes classi-
fication accuracy. We then calculate the empirical loss \( \ell_{emp} \)
on the training set, the loss \( \ell \) on the test data, and the gener-
alization error \( \ell_{emp} - \ell \). The results presented in Fig. 4 show
that the two variants of GraphConnect have approximately
the same generalization error and that both are superior to
weight decay, in particular with small training sets. Fig. 1 il-
ustrates why GraphConnect outperforms weight decay. We
take 1000 test samples, transform them using the learned
networks, then embed the features into a two dimensional
coordinate via PCA and represent each class by a different
Color. All learned features (Fig. 1b to 1d) are more discrimi-
native than the initial data (Fig. 1a). Moreover, it is evident
that both GraphConnect-One and GraphConnect-All better
distinguishes the different classes than does weight decay.

Next we vary the size of the training set from 500 to
6,000, and repeat the above experiment. We tune the regu-
larizer for each method and select the value to maximize
classification accuracy. When the number of training sam-
ple is small, Fig. 4b shows GraphConnect yields a gener-
alization error that is significantly smaller than that yielded
by weight decay. Performance becomes broadly similar as
the size of the training set increases. The same trend is ev-
ident in Fig. 4c which compares classification accuracy of
the three methods.

Since performance of the two variants of GraphConnect
is broadly similar, and since GraphConnect-One involves
tuning multiple regularizers, we focus on GraphConnect-
All in the sequel.

| Layer | Type | Parameters |
|-------|------|------------|
| 1     | conv | size: \( 5 \times 5 \times 1 \times 20 \) stride: 1, pad: 0 |
| 2     | maxPool | size: \( 2 \times 2 \), stride: 2, pad: 0 |
| 3     | conv | size: \( 5 \times 5 \times 20 \times 50 \) stride: 1, pad: 0 |
| 4     | maxPool | size: \( 2 \times 2 \), stride: 2, pad: 0 |
| 5     | conv | size: \( 4 \times 4 \times 50 \times 500 \) stride: 1, pad: 0 |
| 6     | ReLu | N/A |
3.2. Comparison on CIFAR-10 and SVHN

CIFAR-10 and SVHN are benchmark RGB image datasets, each containing 10 classes, that are more challenging than the MNIST benchmark because of more significant intra-class variation (see Fig. 5). We compare regularization using GraphConnect-All with regularization using weight decay on these two datasets. Table 2 specifies the network architecture (similar to [7]), all images are mean-subtracted in a preprocessing step, and the graph weights $W$ used in GraphConnect-All are computed in the same fashion as for the MNIST experiment. The network transforms sample images into 2048-dimensional features that are input to a softmax classifier, and the cross entropy loss is evaluated on the classifier output.

![Representative images from (a) CIFAR-10 and (b) SVHN](https://example.com/images)

Figure 5: Representative images from (a) CIFAR-10 and (b) SVHN1, where there are 10 classes and images in the same row are taken from the same class. Data variation within each class is much more significant than in the MNIST benchmark.

We first train the network on a very small training set (subset of the whole training ensemble), and evaluate the empirical loss $\ell_{emp}$ on the training set and the expected loss $\ell$ on test set. The regularizer for each method is chosen such that the best classification accuracy is achieved. Fig 6a and 7a show how $\ell_{emp}$ and $\ell$ vary throughout iterations on these two datasets. Weight-decay overfits on the training set and its test loss increases after some iterations. In contrast, GraphConnect has a smaller gap between $\ell$ and $\ell_{emp}$, indicating smaller generalization error.

Table 2: Network architecture common to CIFAR-10 and SVHN experiments.

| Layer | Type          | Parameters       |
|-------|---------------|------------------|
| 1     | conv          | size: $5 \times 5 \times 3 \times 96$  
|       |               | stride: 1, pad: 2 |
| 2     | ReLu          | N/A              |
| 3     | maxPool       | size: $3 \times 3$, stride: 2, pad: 0 |
| 4     | conv          | size: $5 \times 5 \times 96 \times 128$  
|       |               | stride: 1, pad: 2 |
| 5     | ReLu          | N/A              |
| 6     | maxPool       | size: $3 \times 3$, stride: 2, pad: 0 |
| 7     | conv          | size: $4 \times 4 \times 50 \times 500$  
|       |               | stride: 1, pad: 0 |
| 8     | ReLu          | N/A              |
| 9     | maxPool       | size: $3 \times 3$, stride: 2, pad: 0 |
| 10    | fully connected | #output: 2048 |
| 11    | ReLu          | N/A              |
| 12    | fully connected | #output: 2048 |
| 13    | ReLu          | N/A              |

Next we vary the size of the training set and evaluate the generalization error (Figs. 6b and 7b) and classification accuracy (Fig. 6c and 7c). GraphConnect exhibits smaller generalization error than weight decay. The classification error is also smaller but less significant than the generalization error since cross entropy loss is a nonlinear func-

---

1. Arts by courtesy of https://www.kaggle.com/c/cifar-10 and http://ufldl.stanford.edu/housenumbers/
We adopt the experimental framework used in [3], and train a deep network on the WDRef dataset, where each face is described using a high dimensional LBP feature (available at \(^2\)) that is reduced to a 5,000-dimensional feature using PCA. The WDRef dataset is significantly smaller than the proprietary datasets in [14, 15, 16]. For example, [16] uses 4.4 million labeled faces from 4,030 individuals. [14] and [15] use 202,599 labeled faces from 10,177 individuals, while WDRef contains 2,995 subjects with only about 30 samples per subject, clearly a much more challenging task.

We consider the two-layer fully connected network described in Tab. 3, where the activation function is a rectifier. The network transforms a 5,000-dimensional input vector to a 2,000-dimensional feature vector, which is then input to a softmax classifier. The network parameters are learned using WDRef and the testing is carried out on the LFW dataset. Our focus is the expressiveness of the learned feature, so we do not employ advanced verification methods such as those used in [3] (those will make the study of

\(^2\)http://home.ustc.edu.cn/chendong/
the network itself very obscure). Instead, we simply compute the Euclidean distance between a pair of (learned) face features and compare it with a threshold to make a decision.

Table 3: Fully connected network for face verification.

| Layer | Type       | Parameters        |
|-------|------------|-------------------|
| 1     | fully connected | #output: 2000    |
| 2     | ReLu       | N/A               |
| 3     | fully connected | #output: 2000    |
| 4     | ReLu       | N/A               |

We vary the number of training samples per class and evaluate verification performance. We report results for the value of the regularization parameter that optimizes verification accuracy. Fig. 8a compares verification accuracies for GraphConnect and weight decay as a function of the size of the training set. GraphConnect consistently outperforms weight decay.

Fig. 8b compares the ROCs curves when a training set of size 64K is used. Corresponding Area Under Curves (AUCs) are reported in Tab. 4. As a baseline, we also evaluate the verification performance on the initial LBP features (without any learning). We observe from Fig. 8b and Tab. 4 that the learned features significantly outperform the initial LBP features, while GraphConnect further improves upon weight decay, validating the effectiveness of GraphConnect regularization when training set is small.

4. Conclusion

We have proposed GraphConnect, a data-dependent framework for regularizing deep neural networks, and we have compared performance against data-independent methods of regularization that are in widespread use. We proved that the empirical Rademacher complexity of GraphConnect is smaller than that of weight decay, justifying our claim that it is better at preventing overfitting. We presented experimental results that validate our theoretical claims, showing that when the training set is small the improvements in generalization error are significant. Our proposed framework is complementary to data-independent approaches that prevent overfitting, such as Dropout and DropConnect, and future work will explore the value of combining these methods.
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