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The main purpose of this study is to construct a base for a new fuzzy set concept that is called consistency fuzzy set (CFS) which expresses the multidimensional uncertain data quite successfully. Our motive is to reduce the complexity and difficulty caused by the information contained in the truth sequence in a fuzzy multiset (FMS) and to present the data of the truth sequence in a more understandable and compact manner. Therefore, this paper introduces the concept of CFS that is characterized with a truth function defined on a universal set [0, 1]2. The first component of the truth pair of a CFS is the average value of the truth sequence of a FMS and the second component is the consistency degree, that is, the fuzzy complement of the standard deviation of the truth sequence of the same FMS. The main contribution of a CFS is the reflection of both the level of the average of the data that can be expressed with the different sequence lengths and the degree of the reasonable information in data via consistency degree. To develop this new concept, this paper also presents a correlation coefficient and a cosine similarity measure between CFSs. Furthermore, the proposed correlation coefficient and cosine similarity measure are applied to a multiperiod medical diagnosis problem. Finally, a comparison analysis is given between the obtained results and the existing results in literature to show the efficiency and rationality of the proposed correlation coefficient and cosine similarity measure.

1. Introduction

Fuzzy set theory was introduced by Zadeh [1] in 1965 with the help of the concept of membership (truth) function that is used as an effective tool to overcome uncertainty in science, and it has applications in many different fields such as economics, engineering, decision-making, management, and medicine [2–4]. There are many generalizations of the concept of the fuzzy set in the literature, and their applications to several areas such as decision-making and medical diagnosis are studied to model uncertain data that is encountered in science often. For example, Akram et al. [5] have proposed a new decision-making method in complex spherical fuzzy environment and Das et al. [6] have introduced a medical diagnosis model by using fuzzy logic and intuitionistic fuzzy logic. Moreover, a decision-making method, for the selection of an effective sanitizer to reduce COVID-19 which is one of the most up-to-date problems of recent times, has been presented in [7]. One of the generalizations of fuzzy sets is the concept of hesitant fuzzy set (HFS) [8], which is characterized by a membership (truth) function that is a set of crisp values in [0, 1]. A HFS can model uncertain data better than a fuzzy set, thanks to its handy structure, so it has been frequently preferred by researchers to solve multicriteria (group) decision-making or multiperiod medical diagnosis problems [9–12]. However, the concept of HFS eliminates and ignores repetitive information because of the nature of the crisp sets. For example, suppose that a doctor evaluates a target patient’s symptoms at four different times with membership degrees...
and we give the multiperiod medical diagnosis approaches to determine the degree of similarity between two fuzzy sets. Moreover, more accurate results can be obtained by preventing the loss of the repetitive information. Therefore, it is more appropriate to use this fuzzy set in solving multicriteria group decision-making problems and multiperiod medical diagnosis problems. Although FMSs have the property of saving repetitive information, the uncertainty increases as the length of the sequences in the FMSs increases. This situation causes a difficulty while expressing reasonable information and complicates the selection of the alternative in a decision-making problem. To make the information carried by the sequence in the FMS more understandable and to reduce the dependence of this information on the length of the sequence, some statistical methods such as arithmetic mean and standard deviation for the elements of this sequence can be used. Recently, Ye et al. [15] have used this idea in neutrosophic environment. Motivated from this, we propose a new concept which is called consistency fuzzy set (CFS). This concept is expressed as an ordered pair whose components are the average value and the consistency degree of the sequence, respectively. Later, we propose a correlation coefficient and a cosine similarity measure between CFSs.

Correlation analysis is an important research issue in the fuzzy set theory and in its generalizations because it can measure the relationship between two fuzzy sets. Therefore, they have gained attention from researchers and their wide applications in various fields have been considered. For instance, Ye [16] has proposed a weighted correlation coefficient between intuitionistic fuzzy sets. Moreover, Guan et al. [17] have put forward a synthetic correlation coefficient between HFSs. Recently, Lin et al. [18] have developed the directional correlation coefficient measures for Pythagorean fuzzy information and have applied them to the medical diagnosis and the cluster analysis. Also, several researchers have proposed some correlation coefficients in various fuzzy environments (see, e.g., [19, 20]).

The concept of similarity measure plays an important role in determining the degree of similarity between two fuzzy sets. There are several types of similarity measures in the literature (see, e.g., [21–25]). The concept of cosine similarity measure is one of them, and it is defined as the inner product of two vectors divided by the product of their lengths, that is, the cosine of the angle between the vector representations of fuzzy sets [26]. In this paper, we introduce a correlation coefficient and a cosine similarity measure between CFSs, and we give the multiperiod medical diagnosis approaches by using the proposed correlation coefficient and cosine similarity measure to show the efficiency of these new concepts.

The important contributions of the paper are listed below:

1. The concept of CFS reduces the dependence of information on the length of the sequence in FMS and presents the information carried by the sequence in FMS in a more compact form.
2. A CFS that is based on the average values and the consistency degree can give reasonable information about sequences in a FMS.
3. A CFS contains both the level of the average of the data that can be expressed with different sequence lengths and the degree of consistency of the data via fuzzy complement of standard deviation of a sequence in FMS.
4. A CFS facilitates the understanding of the problem, so the decision-making process has compact information due to the ability of CFSs.
5. The proposed correlation coefficient and cosine similarity measure between CFSs provide useful ranking method, and they are beneficial mathematical tools for multiperiod medical diagnosis and multicriteria group decision-making problems in the FMS environment.
6. The developed medical diagnosis approach not only improves the decision-making reliability but also supplies a new influential way for multiperiod medical diagnosis problems in the FMS environment. The remainder of this paper is set out as follows. In Section 2, we introduce the concept of CFS and we give a correlation coefficient between CFSs. Later, we apply it to a multiperiod medical diagnosis problem to demonstrate the efficiency of the proposed correlation coefficient. In Section 3, we propose a cosine similarity measure between CFSs. Then, we apply it to the same multiperiod medical diagnosis problem. Moreover, we compare the results of the proposed correlation coefficient and the proposed cosine similarity measure with each other and the existing results in literature. In Section 4, we give a conclusion with some remarks.

2. CFSs and a Correlation Coefficient between CFSs

In this section, we recall the concepts of FMS and a correlation coefficient between FMSs. Then, we introduce the concept of CFS and a correlation coefficient between CFSs. Next, we apply it to a multiperiod medical diagnosis problem.

2.1. The Concept of CFS

Definition 1 (see [14]). Let $X = \{x_1, \ldots, x_n\}$ be a finite set. A fuzzy multiset $A$ in $X$ is characterized by a count membership function $\mu_A(x)$, where $\mu_A(x) \geq 0$ and $\sum_{x \in X} \mu_A(x) = \omega_A$. The principle of a CFS is given as follows:

(i) $A$ has a finite set $X$ of elements and a function $\mu_A: X \rightarrow [0,1]$ that assigns to each element $x \in X$ a membership grade $\mu_A(x)$.
(ii) The function $\mu_A: X \rightarrow [0,1]$ satisfies the condition $\mu_A(x) + \mu_A(\bar{x}) = 1$ for all $x \in X$, where $\bar{x}$ is the fuzzy complement of $x$.
(iii) $A$ has a finite set $X$ of elements and a function $\sigma_A: X \rightarrow [0,1]$ that assigns to each element $x \in X$ a consistency grade $\sigma_A(x)$.
(iv) The function $\sigma_A: X \rightarrow [0,1]$ satisfies the condition $\sigma_A(x) + \sigma_A(\bar{x}) = 1$ for all $x \in X$.
(v) For any $a, b \in X$, $\mu_A(a) \cdot \sigma_A(a) > \mu_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are consistent.
(vi) For any $a, b \in X$, $\mu_A(a) \cdot \sigma_A(a) = \mu_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are in conflict.
(vii) For any $a, b \in X$, $\mu_A(a) \cdot \sigma_A(a) < \mu_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are inconsistent.
(viii) For any $a, b \in X$, $\mu_A(a) \cdot \sigma_A(a) \leq \mu_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are in conflict or inconsistent.
(ix) For any $a, b \in X$, $\mu_A(a) \cdot \sigma_A(a) \geq \mu_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are consistent or in conflict.
(x) $\mu_A(x) = 1$ if and only if $x$ is a crisp element.
(xi) $\sigma_A(x) = 1$ if and only if $x$ is a crisp element.
(xii) $A$ has a finite set $X$ of elements and a function $\rho_A: X \rightarrow [0,1]$ that assigns to each element $x \in X$ a priority grade $\rho_A(x)$.
(xiii) The function $\rho_A: X \rightarrow [0,1]$ satisfies the condition $\rho_A(x) + \rho_A(\bar{x}) = 1$ for all $x \in X$.
(xiv) For any $a, b \in X$, $\rho_A(a) \cdot \sigma_A(a) > \rho_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are consistent.
(xv) For any $a, b \in X$, $\rho_A(a) \cdot \sigma_A(a) = \rho_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are in conflict.
(xvi) For any $a, b \in X$, $\rho_A(a) \cdot \sigma_A(a) < \rho_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are inconsistent.
(xvii) For any $a, b \in X$, $\rho_A(a) \cdot \sigma_A(a) \leq \rho_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are in conflict or inconsistent.
(xviii) For any $a, b \in X$, $\rho_A(a) \cdot \sigma_A(a) \geq \rho_A(b) \cdot \sigma_A(b)$ if and only if $a$ and $b$ are consistent or in conflict.
(xix) $\rho_A(x) = 1$ if and only if $x$ is a crisp element.
(xx) $\sigma_A(x) = 1$ if and only if $x$ is a crisp element.

2.2. A Correlation Coefficient between CFSs

Definition 2 (see [14]). Let $A = (X, \mu_A, \sigma_A)$ and $B = (X, \mu_B, \sigma_B)$ be two CFSs. The correlation coefficient between $A$ and $B$ is defined as

$$R(A, B) = \frac{\sum_{x \in X} \mu_A(x) \cdot \mu_B(x) - \left( \sum_{x \in X} \mu_A(x) \cdot \sigma_A(x) \right) \left( \sum_{x \in X} \mu_B(x) \cdot \sigma_B(x) \right)}{\sqrt{\sum_{x \in X} \mu_A(x)^2 - \left( \sum_{x \in X} \mu_A(x) \cdot \sigma_A(x) \right)^2} \cdot \sqrt{\sum_{x \in X} \mu_B(x)^2 - \left( \sum_{x \in X} \mu_B(x) \cdot \sigma_B(x) \right)^2}}$$

The correlation coefficient $R(A, B)$ lies in the interval $[-1, 1]$. If $R(A, B) = 1$, the two CFSs are perfectly positively correlated. If $R(A, B) = -1$, the two CFSs are perfectly negatively correlated. If $R(A, B) = 0$, the two CFSs are independent.
function count\(_A\) such that count\(_A\) \(\colon X \rightarrow Q\), where \(Q\) is the set of all crisp multisets in \([0, 1]\). The membership (truth) sequence is defined as \((\mu\_A^1(x_j), \mu\_A^2(x_j), \ldots, \mu\_A^m(x_j))\) such that \(\mu\_A^1(x_j) \geq \mu\_A^2(x_j) \geq \cdots \geq \mu\_A^m(x_j)\), for \(j = 1, \ldots, m\). Therefore, a FMS \(A\) is given by
\[
A = \{\langle x_j, (\mu\_A^1(x_j), \mu\_A^2(x_j), \ldots, \mu\_A^m(x_j)) \rangle \colon j = 1, \ldots, m\},
\]
where \(n_j\) is the length of the sequence for \(j\)th element. Obviously, a FMS reduces to a fuzzy set when \(n_j = 1\).

Now, we define the concept of CFS which reduces the dependence of information on the length of the sequence in a FMS and to present the information carried by the sequence in a FMS in a more compact form.

**Definition 2.** Let \(X = \{x_1, \ldots, x_m\}\) be a finite set and let \(A\) be a FMS in \(X\). Average values and consistency degrees of the membership (truth) sequences in \(A\) are defined by

\[
C\_A = \{\langle x_1, (0.5, 1 - 0.2828)\rangle, \langle x_2, (0.4, 1 - 0.2345)\rangle, \langle x_3, (0.9, 1 - 0)\rangle\}
= \{\langle x_1, (0.5, 0.712)\rangle, \langle x_2, (0.4, 0.7655)\rangle, \langle x_3, (0.9, 1)\rangle\},
\]

by using (2) and (3).

By using CFSs, we make a statistical inference for the information carried by the truth sequences in a FMS, and we express the information presented in these sequences as a compact and understandable way. Thus, we simplify the decision-making process by reducing the complexity created by the length of the truth sequences in a FMS. We also eliminate the dependence of the information on the length of these truth sequences in a FMS.

The fuzzy set theory has been often preferred by researchers especially to solve real-life problems such as medical diagnosis and decision-making, since it can model uncertain information very well. While solving these problems, the optimal choice is usually determined by using an aggregation functions or information measures such as similarity measures, entropy measures, and divergence measures, after the uncertainty in the environment is modeled with fuzzy sets. The concept of correlation coefficient is a crucial measure that determines the relationship between two fuzzy sets. Now, we recall a correlation coefficient for FMSs.

**Definition 3 (see [27]).** Let \(X = \{x_1, \ldots, x_m\}\) be a finite set and let
\[
m\_A^{(j)} = \frac{1}{n_j} \sum_{k=1}^{n_j} \mu\_A^k(x_j),
\]
\[
c\_A^{(j)} = 1 - \sigma\_A^{(j)},
\]
for each \(x_j \in X (j = 1, \ldots, m)\), respectively, where \(\sigma\_A^{(j)}\) is the standard deviation of the \(j\)th membership (truth) sequence in FMS \(A\). A CFS \(C\_A\) is defined by
\[
C\_A = \{\langle x_j, (m\_A^{(j)}, c\_A^{(j)}) \rangle \colon x_j \in X\}.
\]

Moreover, the consistency fuzzy element (CFE) in CFS \(C\_A\) is simply denoted as \(a\_j = (m\_A^{(j)}, c\_A^{(j)})\), for each \(j = 1, \ldots, m\).

**Example 1.** Let \(X = \{x_1, x_2, x_3\}\) be a finite set and let \(A\) be the FMS in \(X\) defined by
\[
A = \{\langle x_1, (0.7, 0.3)\rangle, \langle x_2, (0.5, 0.2, 0.1)\rangle, \langle x_3, (0.9)\rangle\}.
\]

Then, we construct the corresponding CFS \(C\_A\) to FMS \(A\) by
\[
A = \{\langle x_j, \mu\_A^1(x_j), \mu\_A^2(x_j), \ldots, \mu\_A^m(x_j) \rangle \colon j = 1, \ldots, m\},
B = \{\langle x_j, \mu\_B^1(x_j), \mu\_B^2(x_j), \ldots, \mu\_B^m(x_j) \rangle \colon j = 1, \ldots, m\},
\]
be two FMSs in \(X\). A correlation coefficient between \(A\) and \(B\) is given with
\[
\rho\_{FMS}(A, B) = \frac{C\_FMS(A, B)}{\sqrt{C\_FMS(A, A)C\_FMS(B, B)}},
\]
where
\[
C\_FMS(A, B) = \frac{1}{m} \sum_{j=1}^{m} \sum_{k=1}^{n_j} \mu\_A^k(x_j) \mu\_B^k(x_j).
\]

**Proposition 1 (see [27]).** The correlation coefficient \(\rho\_{FMS}\) satisfies the following properties:

\[\begin{align*}
(P\_1) \quad & 0 \leq \rho\_{FMS}(A, B) \leq 1 \\
(P\_2) \quad & \rho\_{FMS}(A, B) = \rho\_{FMS}(B, A) \\
(P\_3) \quad & \text{If } A = B, \text{ then } \rho\_{FMS}(A, B) = 1
\end{align*}\]

Now, we propose a correlation coefficient between CFSs by motivating from the definition of the correlation coefficients between FMSs.
Definition 4. Let $X = \{x_1, \ldots, x_m\}$ be a finite set and let $A$ and $B$ be two FMSs in $X$. The correlation coefficient between CFSs $C_A$ and $C_B$ is given with

$$\rho_{\text{CFS}}(A, B) = \frac{C_{\text{CFS}}(A, B)}{\sqrt{C_{\text{CFS}}(A, A)C_{\text{CFS}}(B, B)}},$$

(10)

where

$$C_{\text{CFS}}(A, B) = \sum_{j=1}^{m} (m_j^A m_j^B + c_A^j c_B^j).$$

(11)

Proposition 2. The correlation coefficient $\rho_{\text{CFS}}$ satisfies the following properties:

(P) $0 \leq \rho_{\text{CFS}}(A, B) \leq 1$

(P) $\rho_{\text{CFS}}(A, B) = \rho_{\text{CFS}}(B, A)$

(P) If $A = B$, then $\rho_{\text{CFS}}(A, B) = 1$

Proof. Let $X = \{x_1, \ldots, x_m\}$ be a finite set and let $a_j = (m_j^A, c_A^j)$ and $b_j = (m_j^B, c_B^j)$ be two CFEs in $X$ for a fixed $j \in [1, \ldots, m]$. From Schwarz inequality, we obtain

$$\rho_{\text{CFS}}(A, B) = \frac{\sum_{j=1}^{m} (m_j^A m_j^B + c_A^j c_B^j)}{\sqrt{\sum_{j=1}^{m} (m_j^A)^2 + (c_A^j)^2} \sqrt{\sum_{j=1}^{m} (m_j^B)^2 + (c_B^j)^2}} \leq 1.$$

(15)

The proofs of (P) and (P) are straightforward. □

Now, we propose a weighted version of the correlation coefficient $\rho_{\text{CFS}}$ for CFSs as follows.

Definition 5. Let $X = \{x_1, \ldots, x_m\}$ be a finite set and let $A$ and $B$ be two FMSs in $X$. A weighted correlation coefficient between CFSs $C_A$ and $C_B$ is given with

$$W\rho_{\text{CFS}}(A, B) = \frac{WC_{\text{CFS}}(A, B)}{\sqrt{WC_{\text{CFS}}(A, A)WC_{\text{CFS}}(B, B)}},$$

(16)

where

$$WC_{\text{CFS}}(A, B) = \sum_{j=1}^{m} w_j (m_j^A m_j^B + c_A^j c_B^j), w = (w_1, \ldots, w_m).$$

(17)

$w$ is the weight vector with $w_j \in [0, 1]$, for all $j = 1, \ldots, m$, such that $\sum_{j=1}^{m} w_j = 1.$

2.2. An Application. A multiperiod medical diagnosis is a process of decision-making on a disease which has a target patient. In this process, the decision maker evaluates the effect of symptoms on the target patient several different times. The most important factor that discriminates this process from other medical diagnosis processes is the presentation of the solution algorithm that pays attention to the time variable [24]. Therefore, it can be convenient to present the patient’s symptoms and diseases with the help of a sequence of fuzzy values.

Now, we adopt an illustrative example from [27] to show the applicability and effectiveness of the proposed correlation coefficient under FMS setting.

Example 2. Let $P = \{P_1, P_2, P_3, P_4\}$ be a set of patients and let

$$Q = \{Q_1 (\text{Viralfever}), Q_2 (\text{Tuberculosis}), Q_3 (\text{Typhoid}), Q_4 (\text{ThroatDisease})\},$$

$$S = \{s_1 (\text{Temperature}), s_2 (\text{Cough}), s_3 (\text{Throatpain}), s_4 (\text{Headache}), s_5 (\text{Bodypain})\},$$

be sets of disease and symptoms, respectively. Suppose that all patients are examined at different time intervals with respect to all the symptoms and they are represented by the following FMSs:
Moreover, assume that each disease $Q_i$, for $i = 1, 2, 3, 4$, is given as a FMS with respect to all of the symptoms as follows:

$$Q_1 = \{ s_1, (0.8, 0.9, 0.85), s_2, (0.2, 0.3, 0.25), s_3, (0.3, 0.5, 0.4), s_4, (0.5, 0.7, 0.6), s_5, (0.5, 0.6, 0.55) \},$$
$$Q_2 = \{ s_1, (0.2, 0.3, 0.25), s_2, (0.9, 0.1, 0.95), s_3, (0.7, 0.8, 0.75), s_4, (0.6, 0.7, 0.65), s_5, (0.7, 0.8, 0.75) \},$$
$$Q_3 = \{ s_1, (0.5, 0.7, 0.6), s_2, (0.3, 0.5, 0.4), s_3, (0.2, 0.3, 0.25), s_4, (0.2, 0.4, 0.3), s_5, (0.4, 0.6, 0.5) \},$$
$$Q_4 = \{ s_1, (0.1, 0.3, 0.2), s_2, (0.3, 0.4, 0.35), s_3, (0.8, 0.9, 0.85), s_4, (0.1, 0.2, 0.15), s_5, (0.1, 0.2, 0.15) \}.$$  

Now, we construct CFSs. Firstly, all patients in $P$ are expressed as CFSs $P_1^*, P_2^*, P_3^*$, and $P_4^*$ as follows:

$$P_1^* = \{ s_1, (0.6, 0.9), s_2, (0.36, 0.9423), s_3, (0.1, 0.9), s_4, (0.6, 0.9), s_5, (0.3, 0.9) \},$$
$$P_2^* = \{ s_1, (0.4, 0.9), s_2, (0.7, 0.9), s_3, (0.5, 0.9), s_4, (0.36, 0.7919), s_5, (0.66, 0.8473) \},$$
$$P_3^* = \{ s_1, (0.13, 0.9423), s_2, (0.2, 0.9), s_3, (0.76, 0.9423), s_4, (0.23, 0.9423), s_5, (0.3, 0.9) \},$$
$$P_4^* = \{ s_1, (0.23, 0.9423), s_2, (0.26, 0.8473), s_3, (0.1, 0.9), s_4, (0.46, 0.8473), s_5, (0.43, 0.9423) \}.$$  

respectively, and all diseases in $Q$ are expressed as CFSs $Q_1^*, Q_2^*, Q_3^*$, and $Q_4^*$ as follows:

$$Q_1^* = \{ s_1, (0.85, 0.95), s_2, (0.25, 0.95), s_3, (0.4, 0.9), s_4, (0.6, 0.9), s_5, (0.55, 0.95) \},$$
$$Q_2^* = \{ s_1, (0.25, 0.95), s_2, (0.65, 0.5231), s_3, (0.75, 0.95), s_4, (0.65, 0.95), s_5, (0.75, 0.95) \},$$
$$Q_3^* = \{ s_1, (0.6, 0.9), s_2, (0.4, 0.9), s_3, (0.25, 0.95), s_4, (0.3, 0.9), s_5, (0.5, 0.9) \},$$
$$Q_4^* = \{ s_1, (0.2, 0.9), s_2, (0.35, 0.95), s_3, (0.85, 0.95), s_4, (0.15, 0.95), s_5, (0.15, 0.95) \}.$$  

respectively. Let the weight of each symptom be $\omega_j = 0.2$, for $j = 1, 2, 3, 4, 5$. Now, we apply the proposed weighted correlation coefficient $W_{\rho_{\text{CFS}}}$ to determine the optimal disease for each patient. New results obtained in this study and some existing results in [27] are given in Table 1.

The process of assigning each patient $P_k^*$ to a disease $Q_j^*$ is described by

$$t = \arg \max_{i \leq 4} \{ W_{\rho_{\text{CFS}}}(P_k^*, Q_i^*) \},$$  

for fixed $k \in \{1, 2, 3, 4\}$.

The numerical results in Table 1 show that third and fourth patients suffer from throat disease and typhoid, respectively, according to both correlation coefficients for FMSs [27] and the proposed correlation coefficient for CFSs. The rest of Table 1 is different for two approaches. The novelty of the approach used in this study may cause this difference.

### 3. A Cosine Similarity Measure for CFSs

#### 3.1. A Cosine Similarity Measure

The concept of cosine similarity measure is defined as the inner product of two vectors divided by the product of their lengths. In other words, a cosine similarity measure is the cosine of the angle between the vector representations of the two fuzzy sets.
Now, we introduce a cosine similarity measure and its weighted version for CFSs by motivating from [26] as follows.

**Definition 6.** Let $X = \{x_1, \ldots, x_m\}$ be a finite set and let $A$ and $B$ be two FMSs in $X$. A cosine similarity measure between CFSs $C_A$ and $C_B$ is given with

$$
\delta_{\text{CFS}}(A, B) := \frac{1}{m} \sum_{j=1}^{m} \frac{m_A^{(j)} m_B^{(j)} + c_A^{(j)} c_B^{(j)}}{\sqrt{(m_A^{(j)})^2 + (c_A^{(j)})^2}\sqrt{(m_B^{(j)})^2 + (c_B^{(j)})^2}}
$$

(24)

If we take $m = 1$, the cosine similarity measure $\delta_{\text{CFS}}$ reduces the correlation coefficient $\rho_{\text{CFS}}$, i.e., $\delta_{\text{CFS}}(A, B) = \rho_{\text{CFS}}(A, B)$.

**Proposition 3.** The cosine similarity measure $\delta_{\text{CFS}}$ satisfies the following properties:

(P1) $0 \leq \delta_{\text{CFS}}(A, B) \leq 1$

(P2) $\delta_{\text{CFS}}(A, B) = \delta_{\text{CFS}}(B, A)$

(P3) If $A = B$, then $\delta_{\text{CFS}}(A, B) = 1$

**Proof.** Let $X = \{x_1, \ldots, x_m\}$ be a finite set and let $(m_A^{(j)}, c_A^{(j)})$ and $(m_B^{(j)}, c_B^{(j)})$ be two CFSs in $X$. Then, we have

$$
\frac{m_A^{(j)} m_B^{(j)} + c_A^{(j)} c_B^{(j)}}{\sqrt{(m_A^{(j)})^2 + (c_A^{(j)})^2}\sqrt{(m_B^{(j)})^2 + (c_B^{(j)})^2}} = \cos \theta_j,
$$

(25)

where $\theta_j$ be the radian measure of the angle between $(m_A^{(j)}, c_A^{(j)})$ and $(m_B^{(j)}, c_B^{(j)})$. Therefore, (P1) is true. (P2) and (P3) are trivial. $\square$

Now, we introduce the weighted version of the proposed cosine similarity measure $\delta_{\text{CFS}}$ between CFSs.

**Definition 7.** Let $X = \{x_1, \ldots, x_m\}$ be a finite set and let $A$ and $B$ be two FMSs in $X$. A weighted cosine similarity measure between CFSs $C_A$ and $C_B$ is given with

$$
W \delta_{\text{CFS}}(A, B) := \sum_{j=1}^{m} w_j \frac{m_A^{(j)} m_B^{(j)} + c_A^{(j)} c_B^{(j)}}{\sqrt{(m_A^{(j)})^2 + (c_A^{(j)})^2}\sqrt{(m_B^{(j)})^2 + (c_B^{(j)})^2}}
$$

(26)

where $w = (w_1, \ldots, w_m)$ is the weight vector with $w_j \in [0, 1]$, for all $j = 1, \ldots, m$, such that $\sum_{j=1}^{m} w_j = 1$.

It is clear that if we take $w_j = 1/m$, for any $j = 1, \ldots, m$, then $\delta_{\text{CFS}}(A, B) = W \delta_{\text{CFS}}(A, B)$. Obviously, the proposed weighted cosine similarity measure $W \delta_{\text{CFS}}(A, B)$ also satisfies the properties $P_1 - P_3$.

### 3.2. An Application.

Now, we examine the same multiperiod medical diagnosis problem which is adapted from [27] to illustrate the applicability and effectiveness of the proposed cosine similarity measure for CFSs under the FMS setting. For this aim, we use CFSs for all of the patients and all diseases in Example 2.

**Example 3.** Let the weight of each symptom be $\omega_j = 0.2$ for each $j = 1, 2, 3, 4, 5$. Now, we apply the proposed weighted cosine similarity measure $W \rho_{\text{CFS}}$ to determine the optimal disease for all patients. New results obtained in this study and some existing results in [27] are given in Table 2.

| Disease          | $\rho_{\text{CFS}}(P_1, Q_i)$ | $\rho_{\text{CFS}}(P_2, Q_i)$ | $\rho_{\text{CFS}}(P_3, Q_i)$ | $\rho_{\text{CFS}}(P_4, Q_i)$ | $\rho_{\text{CFS}}(P_5, Q_i)$ |
|------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Tuberculosis      | 0.929                         | 0.951                         | 0.899                         | 0.897                         | 0.747                         |
| Typhoid disease   | 0.644                         | 0.872                         | 0.641                         | 0.943                         | 0.480                         |
| Throat disease    | 0.855                         | 0.835                         | 0.895                         | 0.977                         | 0.941                         |

Now, we introduce a weighted version of the proposed cosine similarity measure $\delta_{\text{CFS}}$ to determine the optimal disease $Q_i^*$ for each patient $P_k$ to a disease $Q_i^*$ is described by

$$
t = \arg \max_{1 \leq i \leq 4} \{W \delta_{\text{CFS}}(P_k, Q_i^*)\},
$$

(27)

for fixed $k \in \{1, 2, 3, 4\}$.

The results in Table 2 show that second, third, and fourth patients suffer from tuberculosis, throat disease, and typhoid, respectively, according to both the correlation coefficient in [27] and the proposed cosine similarity measure in this study. The rest of Table 2 is different for two approaches. The novelty of the approach used in this study may cause this difference.

The results in Table 3 show that first and fourth patients suffer from typhoid whereas the third patient suffers from throat disease according to both the proposed correlation coefficient and the proposed cosine similarity measure.
3.3. Comparison Analysis of the Proposed Two Approaches.

In this section, firstly, we compare the results of the proposed correlation coefficient $\rho_{CFS}$ with the results of the proposed cosine similarity measure $\delta_{CFS}$ by using standard deviation of the obtained results. Then, we explain the advantage of two approaches. The numerical results in Table 4 show that the best selections of these two approaches are consistent with each other for patients $P_1^*$, $P_3^*$, and $P_4^*$. However, we know that larger standard deviations show higher determination due to larger difference in calculation values, while smaller standard deviations show smaller determination. Therefore, we look at the standard deviations for patients $P_1^*$, $P_3^*$, and $P_4^*$ in both approaches. The standard deviation of the results of $\rho_{CFS}$ is greater than the standard deviation of the results of $\delta_{CFS}$ except for patient $P_2^*$. In this case, $\rho_{CFS}$ has higher ability to determine the disease of the patients $P_1^*$, $P_3^*$, and $P_4^*$ than $\delta_{CFS}$ under FMS setting.

The (weighted) correlation coefficient and (weighted) cosine similarity measure given in this paper provide the useful ranking method and they are beneficial mathematical tools for multiperiod medical diagnosis in the FMS environment because the new concepts simplify the decision-making process. Therefore, developed medical diagnosis approaches not only improve the decision-making reliability but also supply a new influential way for multiperiod medical diagnosis problems in the FMS environment.

---

Table 2: Comparison analysis of the results of $\rho_{FMS}$ and $W\delta_{CFS}$.

| Correlation coefficient | Viral fever | Tuberculosis disease | Typhoid disease | Throat disease |
|-------------------------|-------------|----------------------|----------------|---------------|
| $\rho_{FMS}$ ($P_1, Q_1$) | 0.929       | 0.757                | 0.899          | 0.403         |
| $\rho_{FMS}$ ($P_2, Q_2$) | 0.822       | 0.951                | 0.897          | 0.747         |
| $\rho_{FMS}$ ($P_3, Q_3$) | 0.644       | 0.872                | 0.641          | 0.943         |
| $\rho_{FMS}$ ($P_4, Q_4$) | 0.855       | 0.835                | 0.895          | 0.480         |

Table 3: Comparison analysis of the results of $W\rho_{FMS}$ and $W\delta_{CFS}$.

| Correlation coefficient | Viral fever | Tuberculosis disease | Typhoid disease | Throat disease |
|-------------------------|-------------|----------------------|----------------|---------------|
| $W\rho_{FMS}$ ($P_1^*, Q_1^*$) | 0.982       | 0.910                | 0.984          | 0.909         |
| $W\rho_{FMS}$ ($P_2^*, Q_2^*$) | 0.956       | 0.969                | 0.977          | 0.941         |
| $W\rho_{FMS}$ ($P_3^*, Q_3^*$) | 0.925       | 0.935                | 0.944          | 0.994         |
| $W\rho_{FMS}$ ($P_4^*, Q_4^*$) | 0.939       | 0.928                | 0.978          | 0.925         |

Table 4: Decision results and standard deviations for the proposed weighted correlation coefficient and weighted cosine similarity measure.

| Patients | Standard deviation | Ranking order | Best selection |
|----------|-------------------|---------------|----------------|
| $P_1^*$  | 0.04244           | $Q_1^* > Q_2^* > Q_3^*$ | $Q_1^*$         |
| $P_2^*$  | 0.01575           | $Q_2^* > Q_1^* > Q_3^*$ | $Q_2^*$         |
| $P_3^*$  | 0.03066           | $Q_3^* > Q_1^* > Q_2^*$ | $Q_3^*$         |
| $P_4^*$  | 0.02548           | $Q_4^* > Q_1^* > Q_2^*$ | $Q_4^*$         |

| Patients | Standard deviation | Ranking order | Best selection |
|----------|-------------------|---------------|----------------|
| $P_1^*$ | 0.03556           | $Q_1^* > Q_2^* > Q_3^*$ | $Q_1^*$         |
| $P_2^*$ | 0.01654           | $Q_2^* > Q_1^* > Q_3^*$ | $Q_2^*$         |
| $P_3^*$ | 0.02756           | $Q_3^* > Q_1^* > Q_2^*$ | $Q_2^*$         |
| $P_4^*$ | 0.02303           | $Q_4^* > Q_1^* > Q_2^*$ | $Q_3^*$         |
Figure 1 shows the comparison of the results of the present paper and the results of [27].

4. Conclusion

In this paper, we introduce a new fuzzy set that is called consistency fuzzy set (CFS). The difference of this new concept from other existing multivalued fuzzy sets is that it uses not only the information from fuzzy multiset (FMS) but also the information provided by both the consistency degree and average of the sequences (truth sequences) in FMSs. Therefore, CFSs contain more useful information than other multivalued fuzzy sets because they use two statistical comparison methods. The aim of this new fuzzy set is to obtain more reasonable results by facilitating the decision-making process and to offer more understandable methods. Since other methods cannot take the consistency degree and average into account, their results may be unreasonable in the decision-making process. Moreover, we also propose a correlation coefficient and a cosine similarity measure between CFSs by taking the advantages of CFSs to solve a multiperiod medical diagnosis problem. Then, we compare them with some existing methods to show the usefulness of CFSs. These proposed approaches can give more detailed information and valuable results to the decision makers as compared to the other existing ones. In the future, we focus on extending the theory under $q$-rung fuzzy information or we shall develop new aggregation operators and some information measures algorithms in FMS setting.
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