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Abstract

This paper considers the problem of optimizing the average tracking error for an elliptic partial differential equation with an uncertain lognormal diffusion coefficient. In particular, the application of the multilevel quasi-Monte Carlo (MLQMC) method to the estimation of the gradient is investigated, with a circulant embedding method used to sample the stochastic field. A novel regularity analysis of the adjoint variable is essential for the MLQMC estimation of the gradient in combination with the samples generated using the CE method. A rigorous cost and error analysis shows that a randomly shifted quasi-Monte Carlo method leads to a faster rate of decay in the root mean square error of the gradient than the ordinary Monte Carlo method, while considering multiple levels substantially reduces the computational effort. Numerical experiments confirm the improved rate of convergence and show that the MLQMC method outperforms the multilevel Monte Carlo method and the single level quasi-Monte Carlo method.

Mathematics Subject Classification 65D30, 65D32, 35Q93, 65C05, 49M41, 35R60.

1 Introduction

Many complex systems and physical phenomena can be modeled by a partial differential equation (PDE). However, some parameters may be unknown or uncertain. When optimizing for a problem with uncertain parameters, one is interested in a robust optimum, i.e., one that performs well for a wide range of parameter realizations. In this paper, we consider the model problem

$$\min_{z \in L^2(D)} J(z), \quad J(z) := \frac{1}{2} \int_{\Omega} \|u(z) - g\|_{L^2(D)}^2 \, dP + \frac{\alpha}{2} \|z\|_{L^2(D)}^2,$$

where $\alpha > 0$ is a regularization parameter and $u$ as a function of the control $z$ solves the Poisson equation

$$\int_D a(x, \omega) \nabla u(x, \omega) \cdot \nabla v(x) \, dx = \int_D z(x) v(x) \, dx, \quad \forall v \in H^1_0(D). \quad (1.1)$$

Here, $D \subset \mathbb{R}^d$ with $d = 1, 2$ or $3$ is a bounded Lipschitz domain. We consider Dirichlet boundary conditions, i.e., $u \in H^1_0(D)$ has zero trace. The diffusion coefficient $a(x, \omega)$ is
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assumed to be stochastic, i.e., dependent on some random influence $\omega \in \Omega$, where $\omega$ is an element of the set of events $\Omega$ in a suitable probability space $(\Omega, A, P)$. Any deterministic $z \in L^2(D)$ then leads to a solution $u$ that also depends on $\omega$. The optimality conditions are

\begin{align}
\int_D a(x, \omega) \nabla u(x, \omega) \cdot \nabla v(x) \, dx &= \int_D z(x) v(x) \, dx, \quad \forall v \in H^1_0(D), \\
\int_D a(x, \omega) \nabla q(x, \omega) \cdot \nabla v(x) \, dx &= \int_D (u(x, \omega) - g(x)) v(x) \, dx, \quad \forall v \in H^1_0(D),
\end{align}

(1.2)\hspace{1cm} (1.3)

\nabla J(z) = E[q] + \alpha z = 0.

(1.4)

The first equation is the state or constraint equation (1.1), the second equation is the adjoint equation and the third equation expresses the optimality condition, stating that the gradient should be zero in the optimal point. They can be obtained by, e.g., constructing the Lagrangian and setting its derivatives to zero, see [2]. In this paper, we address the problem of obtaining an estimate for $E[q]$ and therefore $\nabla J(z)$ using a multilevel quasi-Monte Carlo (MLQMC) method. The resulting gradient could be used in a gradient based optimization problem to find a solution. The optimality conditions in a more general setting and for more elaborate risk measures are discussed in [22].

Ideas from several previous works are drawn upon in this paper. First, the single level quasi-Monte Carlo (QMC) method was investigated and analyzed for this problem in [19]. Secondly, [26, 27] discusses the application of the MLQMC method to the forward problem (1.1). Both [19] and [26, 27] build on previous papers applying the QMC method to the forward PDE problem; see, e.g., [25, 16]. Next, the application of multilevel Monte Carlo (MLMC) for the optimization problem at hand can be found in [33]. It is itself based on [13, 8] where the MLMC method is applied to the forward problem. This paper attempts to combine these ideas by employing a MLQMC for the estimation of $E[q]$ in (1.4). In [19, 26, 33], the uncertain coefficient $a$ is sampled using the Karhunen–Loève (KL) expansion. However, in this manuscript we follow [18], which uses the circulant embedding (CE) method with QMC. Using the CE method, we obtain exact realizations of the random field on a finite set of points and hence there is no truncation error. However, since the FE quadrature points typically do not match the CE grid, we need to interpolate the realizations of the random field. We are not aware of any previous work using MLQMC with CE, not even for the forward problem.

Many other techniques have been developed previously to solve the optimization problem at hand. E.g., a multilevel stochastic collocation algorithm was investigated in [21]. There, other higher-order quadrature rules such as sparse grid methods are used to speed up the convergence rate. In [23] the authors write the optimization problem as a parametric saddle point problem and derive analytic regularity. Based on the regularity result for the saddle point equation, they derive a generalized polynomial chaos approximation of the solution. In case of box-constraints on the control for instance, a nonlinearity prohibits writing the optimization problem as a parametric linear saddle point equation, see [19]. In this case it is necessary to analyze the regularity of the gradient. A different approach to solve optimization problems with PDE constraints under uncertainty is based on stochastic gradient descent methods [30, 31]. The MLQMC method has the advantage that it is easily parallelizable and no need to estimate hyperparameters is needed. In this paper, we show that the use of QMC points leads to a faster rate of convergence than the ordinary Monte Carlo points. Using the multilevel strategy can further reduce the computational cost. The theoretical convergence rate, as derived in the analysis below, is easily observed in practice.

The paper is structured as follows. The generation of stochastic field samples using the CE method is detailed in §2. Important notational conventions are also introduced there.
The QMC method and its multilevel version is described in §3. Numerical results for some concrete parameters are shown in §4. Most of the paper is taken by §5 which provides a detailed analysis of the convergence properties of the MLQMC method. In particular, the section shows that the variances on each of the levels decay faster than the MC rate of \(1/n_\ell\) with \(n_\ell\) the number of samples taken on level \(\ell\).

## 2 Sampling and discretization

The random field is assumed to be lognormal, i.e., of the form

\[
a(x, \omega) = \exp(Z(x, \omega)),
\]

where \(\omega\) is an element of the set of events \(\Omega\) in the probability space \((\Omega, \mathcal{A}, \mathbb{P})\) and \(Z(x, \omega)\) is a Gaussian random field with prescribed mean \(\bar{Z} = \mathbb{E}[Z(x, \cdot)]\) and covariance \(r_{\text{cov}}(x, x') := \text{Cov}[Z(x, \cdot), Z(x', \cdot)] = \mathbb{E}[(Z(x, \cdot) - \bar{Z})(Z(x', \cdot) - \bar{Z})], \forall x, x' \in D.\)

One could sample the underlying Gaussian stochastic field using the KL expansion \([20, 29]\) of \(Z\):

\[
Z(x, \omega) = \mathbb{E}[Z(x, \cdot)] + \sum_{n=1}^{\infty} \sqrt{\theta_n} \xi_n(\omega) f_n(x), \quad x \in D, \, \omega \in \Omega. \tag{2.1}
\]

The KL expansion is the unique expansion of the above form (with \(\|\xi_n\|_{L^2(\Omega)} = \|f_n\|_{L^2(D)} = 1\)) that minimizes the total mean square error if the expansion is truncated to a finite number of terms \([11]\). This sampling method is widely used, see e.g., \([3, 4, 7, 8, 16, 19, 26, 33]\). The advantage is that the expansion represents the field \(Z\) and therefore \(a := \exp(Z)\) at all points in the domain \(D\). In practice, one must however truncate the expansion at some point, introducing a truncation error.

Alternatively, one can generate exact realizations of the field in a finite set of \(m\) discretization points \(x_1, \ldots, x_m\) which we collect in the vector

\[
Z(\omega) := [Z(x_1, \omega), \ldots, Z(x_m, \omega)]^T.
\]

To that end, consider the resulting covariance matrix \(\Sigma = (r_{\text{cov}}(x_i, x_j))_{i,j=1}^m\) and a factorization of the form \(\Sigma = BB^T\), where \(B \in \mathbb{R}^{m \times s}\) with \(s \geq m\). Defining \(\overline{Z} := [\mathbb{E}[Z(x_1, \cdot)], \ldots, \mathbb{E}[Z(x_m, \cdot)]]^T\),

\[
Z(\omega) = BY(\omega) + \overline{Z}, \, Y \sim \mathcal{N}(0, I_{s \times s}) \tag{2.2}
\]

then has the desired mean \(\mathbb{E}[Z(\omega)] = \overline{Z}\) and covariance

\[
\mathbb{E}[(Z - \overline{Z})(Z - \overline{Z})^T] = \mathbb{E}[BYY^TB^T] = BB^T = \Sigma.
\]

Generating a factorization \(\Sigma = BB^T\) costs in general \(O(m^3)\) operations. However, in what follows we consider grids and stochastic fields that satisfy the additional assumptions below.

**Assumption 1.** The set of points \(x_1, \ldots, x_m\) forms a regular rectangular (also referred to as a uniform rectilinear) grid of points in \(\mathbb{R}^d\), with \(d\) the dimension.

**Assumption 2.** The covariance function \(r_{\text{cov}}(x, x')\) of the stochastic field is homogeneous, meaning that it is a function of \(x - x'\) only. The resulting stochastic field is said to be stationary \([1]\).
In this case, the CE method [5, 10, 16, 34] can be used to very efficiently sample the stochastic field in the given regular rectangular grid of points. In the case \( d = 2 \), \( \Sigma \) is then block-Toeplitz with Toeplitz blocks and can be embedded in a block-circulant matrix \( C \) with circulant blocks (hence the name of the method). This generalizes to more than two dimensions. The required circulant structure, and the amount of additional padding that may be necessary to ensure positive definiteness determine the size \( s \) of \( C \in \mathbb{R}^{s \times s} \). Usually, \( s \) is of the same order of magnitude as \( m \). A real eigenvalue factorization \( C = G G^\top \) of this symmetric nested circulant matrix can be obtained using the multidimensional fast Fourier transform, see, e.g., [16]. Since \( \Sigma \) is embedded in a positive definite \( C \), this leads to the desired factorization \( \Sigma = B B^\top \) with \( B \in \mathbb{R}^{m \times s} \) the first \( m \) rows of \( G \sqrt{\Lambda} \). For some given realization \( Y(\omega) \) of \( Y \), a realization

\[
Z(\omega) = BY(\omega) + \mathcal{Z}
\]  

(2.3)
can then be obtained in \( \mathcal{O}(s \log s) \) operations. Some additional details about employing quasi-Monte Carlo values to sample \( Y \) follow in §4. The CE method is used in the remainder of the paper and allows us to avoid an analysis of the truncation error incurred by the KL expansion. However, the numerical results and the associated analysis are not fundamentally dependent on the use of the CE method.

We denote realizations \( Y(\omega) \) of the random vector \( Y \) by \( y = (y_1, \ldots, y_s) \). Since samples of \( a \) depend on \( \omega \) through \( Y(\omega) \), we employ the notational convention

\[
a(x, \omega) = a_s(x, y) = a^y_s(x), \quad x \in \{x_1, \ldots, x_m\}.
\]

So far, the sample \( a^y_s(x) \) of the lognormal random field is only defined (and exact) at any of the uniform CE grid points \( \{x_i\}_{i=1}^m \). For the \( i \)-th point \( x_i \), this definition is

\[
a^y_s(x_i) := \exp \left( \sum_{j=1}^s B_{i,j} y_j + Z_i \right).
\]

(2.4)

In general these points do not match the quadrature points of the finite element (see next subsection) triangulation. Hence the need for an interpolation operator \( \mathcal{I} \). Values of the random field at arbitrary \( x \in D \) are obtained by a multilinear interpolation, i.e., a convex combination of the vertex values \( \{x_{k,i}\}_{k=1}^{2^d} \) surrounding \( x \in D \subset \mathbb{R}^d \). The resulting approximated sample of \( a(x, \omega) \) is denoted by \( a^y_s(x) \) or \( a_s(x, y) \), and is then defined for all \( x \in D \) and \( y \in \mathbb{R}^s \) as

\[
a^y_s(x) := \mathcal{I}(a^y_s; \{x_i\}_{i=1}^m)(x) := \sum_{k=1}^{2^d} w_{k,x} a^y_s(x_{k,x}),
\]

(2.5)

with \( \sum_{k=1}^{2^d} w_{k,x} = 1 \) and \( 0 \leq w_{j,x} \leq 1 \) for all \( k = 1, \ldots, 2^d \). The subscript \( s \) indicates the dimension of the random vector \( y \in \mathbb{R}^s \) that is used to generate an approximate sample of \( a \). Using this definition the interpolated field matches the exact field at the points \( \{x_i\}_{i=1}^m \). Moreover, we observe that the following important properties of the exact sample hold for the interpolated field as well:

- If \( a^y_s \) is Lipschitz in \( \{x_i\}_{i=1}^m \), then \( a^y_s \) is Lipschitz in all \( x \in D \) with the same constant.
- If \( a_{\min}(\omega) \leq a(x, \omega) \leq a_{\max}(\omega) \) holds for all \( x \in \{x_i\}_{i=1}^m \), then the same bounds also hold for all \( x \in D \).

In §5.1 the stochastic field properties are discussed in more detail.
Additionally, since we will be employing a multilevel method, it is convenient to be able to generate a sample of \(a\) on two different grids starting from a single realization \(y\). Consider a first uniform rectilinear grid \(\{x_i^1, \ldots, x_{m_1}^1\}\) with \(m_1\) points and a second one \(\{x_i^0, \ldots, x_{m_0}^0\}\) consisting of \(m_0\) points. Let us assume the second grid to be coarser, i.e., \(m_0 < m_1\), even though the following can be interpreted in general as well. Assume that the CE method requires the vector \(y\) to be of dimension \(s_1\) for the fine grid and \(s_0\) for the coarse grid. In the previous paragraph we defined \(a_{s_1}^y\) for \(y \in \mathbb{R}^{s_1}\) and \(a_{s_0}^y\) for \(y \in \mathbb{R}^{s_0}\). We now overload this notation to define \(a_{s_0}^y\) for \(y \in \mathbb{R}^{s_1}\) by

\[
a_{s_0}^y(x) := \mathcal{I}(a_{s_1}^y; \{x_i^0\}_{i=1}^{m_0})(x).
\] (2.6)

This means that for a given \(y \in \mathbb{R}^{s_1}\), first the stochastic field sample \(a_{s_1}^y\), is found following (2.5), which is then evaluated in the coarse grid points \(\{x_i^0\}_{i=1}^{m_0}\) and used to generate \(a_{s_0}^y(x)\) by linear interpolation between those coarse grid points.

We have two very important properties:

- For a given \(y \in \mathbb{R}^{s_1}\), the field samples \(a_{s_1}^y\) and \(a_{s_0}^y\) are highly correlated.
- if the coarser grid is nested, i.e., if \(\{x_i^1\}_{i=1}^{m_1} \subseteq \{x_i^0\}_{i=1}^{m_0}\), then for either \(y \in \mathbb{R}^{s_1}\) or \(y \in \mathbb{R}^{s_0}\), a sample \(a_{s_0}^y\) is exact in the coarse grid points and interpolated in between. This implies that the distribution of \(a_{s_0}^Y\) with \(Y \sim \mathcal{N}(0, I_{s_1} \times s_1)\) is identical to the distribution of \(a_{s_0}^Y\) with \(Y \sim \mathcal{N}(0, I_{s_0} \times s_0)\). If only nested grids are considered, an expression such as \(\mathbb{E}[a_{s_0}^Y]\) is then unambiguous, even if the size of \(Y\) is not explicitly stated.

Other random variables in this text depend on \(\omega\) through their dependence on the stochastic field \(a\). Therefore, we analogously define \(u_s(\cdot, y) = u_s^y\) and \(q_s(\cdot, y) = q_s^y\) as realizations of the state \(u\) and adjoint \(q\) obtained by the interpolated stochastic field \(a_s^y\), i.e.,

\[
\int_D a_s^y \nabla u_s^y \cdot \nabla v \, dx = \int_D zv \, dx, \quad \forall v \in H^1_0(D)
\] (2.7)

\[
\int_D a_s^y \nabla q_s^y \cdot \nabla v \, dx = \int_D (u_s^y - g) v \, dx, \quad \forall v \in H^1_0(D).
\] (2.8)

In general, for any variable \(v\) that depends on \(\omega\) only through the stochastic field \(a\), the notation \(v_s(y)\) or \(v_s^y\) implies its evaluation for the approximate realization \(a_s^y\). That is, for any \(v(\omega) = f(a(\cdot, \omega))\), for some \(f\), \(v_s^y := f(a_s^y)\).

### 2.1 Finite element discretization

The PDEs (2.7)–(2.8) are assumed to be solved using a finite element (FE) method. Let \(h\) be the maximum mesh diameter of the FE grid. The FE solutions of the state and adjoint are denoted as \(u_{h,s}^y\) and \(q_{h,s}^y\) respectively and defined as

\[
\int_D a_s^y \nabla u_{h,s}^y \cdot \nabla v_h \, dx = \int_D zv_h \, dx, \quad \forall v \in V_h \subset H^1_0(D)
\] (2.9)

\[
\int_D a_s^y \nabla q_{h,s}^y \cdot \nabla v_h \, dx = \int_D (u_{h,s}^y - g) v_h \, dx, \quad \forall v \in V_h \subset H^1_0(D).
\] (2.10)

Let \(V_h \in H^1_0(D)\) denote the standard FE space of continuous piecewise linear functions that vanish on the boundary \(\partial D\) and we have \(u_{h,s}^y, q_{h,s}^y \in V_h\).
3 Quasi-Monte Carlo quadrature

QMC methods are equal weight quadrature rules integrating over the $s$-dimensional unit cube $[0,1]^s$. We are however interested in finding an approximation for $E[q_h,s(x,y)]$ where $y$ has a normal distribution. Therefore, it is necessary to perform the change of variables $y = \Phi^{-1}(\xi)$, with $\Phi^{-1}(\cdot)$ the element-wise inverse cumulative normal distribution to obtain

$$E[q_{h,s}(x,y)] = \int_{\mathbb{R}^s} q_{h,s}(x,y) \, dy = \int_{[0,1]^s} q_{h,s}(x,\Phi^{-1}(\xi)) \, d\xi.$$  \hfill (3.1)

To approximate $E[q_{h,s}(x,y)]$, we employ the $N$-point shifted rank-1 lattice rule $Q_N$ defined as

$$Q_N(q_{h,s}(x,\cdot); \Delta) := \frac{1}{N} \sum_{i=1}^{N} q_{h,s}\left(x, \Phi^{-1}\left(\text{frac}\left(\frac{i}{N} + \Delta\right)\right)\right),$$  \hfill (3.2)

where $z \in \mathbb{N}^s$ is a generating vector and $\Delta \in [0,1]^s$ is the shift. The function $\text{frac}(v)$ returns the fractional part for each component in a given vector $v \in \mathbb{R}^s$.

For any a priori choice of the shift $\Delta$, the rule (3.2) is a biased estimator for $E[q_{h,s}(x,y)]$. This bias can be removed by instead considering shifts that are uniformly distributed over $[0,1]^s$. The resulting QMC points $\xi_i = \text{frac}(\tilde{x} + \Delta), \ i = 1, \ldots, N$ are then also uniformly distributed over the unit cube. The rule is then an unbiased estimator for $E[q_{h,s}(x,y)]$ since

$$E[Q_N(q_{h,s}(x,\cdot); \Delta)] = \int_{[0,1]^s} \frac{1}{N} \sum_{i=1}^{N} q_{h,s}\left(x, \Phi^{-1}\left(\text{frac}\left(\frac{i}{N} + \Delta\right)\right)\right) \, d\Delta = \frac{1}{N} \sum_{i=1}^{N} \int_{[0,1]^s} q_{h,s}\left(x, \Phi^{-1}(\xi_i)\right) \, d\xi_i = E[q_{h,s}(x,y)].$$

The notation $E[\cdot]$ emphasizes that the expected value is taken w.r.t. the random shifts. By taking the sample average over $R$ samples of the random shift $\Delta$, and therefore of $Q_N(q_{h,s}(x,\cdot); \Delta)$, one obtains the randomly shifted lattice rule

$$Q_{N,R}(q_{h,s}(x,\cdot)) := \frac{1}{R} \sum_{r=1}^{R} Q_N(q_{h,s}(x,\cdot); \Delta_r).$$  \hfill (3.3)

Another purpose of the random shifts is to facilitate the error estimation. The randomly shifted lattice rule is stochastic, so its root mean square error (RMSE) can be defined as

$$\varepsilon(Q_{N,R}(q_{h,s})) := \sqrt{E[\|Q_{N,R}(q_{h,s}) - E[q]\|^2_{L^2(D)}]}.$$  \hfill (3.4)

Since the means $E[q_{h,s}]$ and $E[q]$ are deterministic, it is easily verified that the MSE $\varepsilon^2$ can be expressed as

$$E[\|Q_{N,R}(q_{h,s}) - E[q]\|^2_{L^2(D)}] = E[\|Q_{N,R}(q_{h,s}) - E[q_{h,s}] + E[q_{h,s}] - E[q]\|^2_{L^2(D)}]$$

$$= E[\|Q_{N,R}(q_{h,s}) - E[q_{h,s}]\|^2_{L^2(D)}] + \|E[q_{h,s}] - q\|^2_{L^2(D)}.$$  \hfill (3.5)

The first term is due to the error incurred by the QMC quadrature. It is related to the variance of the randomly shifted lattice rule since

$$E[\|Q_{N,R}(q_{h,s}) - E[q_{h,s}]\|^2_{L^2(D)}] = \int_D E[\Delta[(Q_{N,R}(q_{h,s}) - E[Q_{N,R}(q_{h,s})])^2] \, dx.$$
\[ \mathbb{V}_{q,h}(q_{N,R}(q_{h,s}; \Delta)) = \int_{D} \mathbb{V}_{\Delta}[Q_{N,R}(q_{h,s})] dx = \int_{D} \frac{1}{R} \mathbb{V}_{\Delta}[Q_{N}(q_{h,s}; \Delta)] dx, \]  

(3.6)

where we introduced the notation \( \mathbb{V}_{\Delta}[\cdot] \) for the variance w.r.t. the random shifts. The \( R \) samples of the shift in (3.3) allow the easy estimation

\[ \mathbb{V}_{q,h}(q_{N,R}(q_{h,s})) = \frac{1}{R} \mathbb{V}_{q,h}(Q_{N}(q_{h,s})) \approx \frac{1}{R(R-1)} \sum_{r=1}^{R} (Q_{N}(q_{h,s}; \Delta_{r}) - Q_{N,R}(q_{h,s}))^2. \]

(3.7)

This QMC quadrature error depends on the number of QMC points \( N \) and the generating vector \( z \) in (3.2). The second term in (3.5) is the bias w.r.t. \( E[q] \), due to the discretization error incurred by numerically solving the PDEs. It can be decreased by considering a finer discretization mesh width \( h \).

The multilevel quasi-Monte Carlo (MLQMC) estimator for \( E[q] \) combines estimators of the form (3.3) on a hierarchy of levels \( \ell \in \{0, 1, \ldots, L\} \), with level 0 being the coarsest level and \( L \) the finest. For each level, we consider a discretization mesh width \( h_{\ell} \), with \( h_{\ell} < h_{\ell-1} \), and corresponding spaces \( V_{h_0} \subset V_{h_1} \subset \ldots \subset V_{h_L} \subset V = H^1_0(D) \) in which approximations \( u_h \) for the state and \( q_h \) for the adjoint exist.

Define \( q_{\ell} := q_{h_{\ell}}, \ell = 0, \ldots, L \). Using a telescopic sum and the linearity of the expected value operator, we observe that the expected value on the finest discretization level is equal to the expected value on the coarsest level plus a series of corrections, i.e.

\[ E[q_L] = E[q_0] + \sum_{\ell=1}^{L} E[q_{\ell} - q_{\ell-1}] = \sum_{\ell=0}^{L} E[q_{\ell} - q_{\ell-1}], \]  

(3.8)

where we follow the convention \( q_{-1} := 0 \). The multilevel quasi-Monte Carlo estimator for \( E[q] \) is obtained by estimating each of the terms in the right-hand side with a randomly shifted lattice rule (3.3), yielding

\[ Q_{N,R}^{ML}(q) := \sum_{\ell=0}^{L} Q_{N,R}(q_{\ell} - q_{\ell-1}) = \sum_{\ell=0}^{L} \frac{1}{R_\ell} \sum_{r=1}^{R_\ell} \frac{1}{N_\ell} \sum_{i=1}^{N_\ell} \left( q_{\ell}(\cdot, \mathbf{y}_{\ell}^{(i,r)}) - q_{\ell-1}(\cdot, \mathbf{y}_{\ell-1}^{(i,r)}) \right), \]

where \( \mathbf{y}_{\ell}^{(i,r)} := \Phi^{-1}(\text{frac}(i z_{\ell} N_\ell^{-1} + \Delta_{\ell,r})) \) \( \in \mathbb{R}^{s_\ell} \), with \( z_{\ell} \in \mathbb{N}^{s_\ell} \) the generating vector on level \( \ell \) and \( s_\ell \) the stochastic dimension on level \( \ell \). All random shifts \( \Delta_{\ell,r} \) are independent. Both \( s_\ell \) and \( z_{\ell} \) are in general different from level to level.

It is important that both terms \( q_{\ell}(\cdot, \mathbf{y}_{\ell}^{(i,r)}) \) and \( q_{\ell-1}(\cdot, \mathbf{y}_{\ell-1}^{(i,r)}) \) are evaluated for the same approximate realization \( a_{s_\ell}(\cdot, \mathbf{y}_{\ell}^{(i,r)}) \) of the stochastic field. Note that if \( s_{\ell-1} < s_\ell \), then \( q_{\ell-1}(\cdot, \mathbf{y}_{\ell}^{(i,r)}) = q_{h_{\ell-1},s_{\ell-1}}(\cdot, \mathbf{y}_{\ell}^{(i,r)}) \) is evaluated by linear interpolation between those grid points. The quantity \( q_{\ell-1}(\cdot, \mathbf{y}_{\ell}^{(i,r)}) \) is the adjoint solution corresponding to that interpolated diffusion coefficient \( a_{s_{\ell-1}}(\cdot, \mathbf{y}_{\ell}^{(i,r)}) \). Now, in order to ensure \( E[Q_{N,R}^{ML}(q)] = E[q_L] \) through the telescopic sum (3.8), the distribution of \( q_{\ell-1}(\cdot, \mathbf{y}_{\ell}^{(i,r)}) \) must equal the distribution of \( q_{\ell-1}(\cdot, \mathbf{y}_{\ell-1}^{(i,r)}) \), and therefore the distribution of \( a_{\ell}(\cdot, \mathbf{y}_{\ell-1}^{(i,r)}) \) equals the distribution of \( a_{\ell-1}(\cdot, \mathbf{y}_{\ell-1}^{(i,r)}) \). As discussed in §2, this necessitates that the uniform rectilinear grids involved in the CE sampling of the diffusion coefficient are nested. If we denote the \( m_{\ell} \) point CE grid at level \( \ell \) by \( \{x_{\ell}^{(i)}\}_{i=1}^{m_{\ell}} \), we therefore must choose grids such that \( \{x_{\ell}^{(i)}\}_{i=1}^{m_{\ell}} \subseteq \{x_{\ell-1}^{(i)}\}_{i=1}^{m_{\ell}} \subseteq \ldots \subseteq \{x_{L}^{(i)}\}_{i=1}^{m_{L}} \) and therefore we also have \( s_{0} \leq s_{1} \leq \ldots \leq s_{L} \).
3.1 Error and cost

Analogous to (3.4), and due to the independence of the random shifts used for each level, the RMSE of the MLQMC estimator can be shown to equal

$$\varepsilon(Q_{N}^{\text{ML}}, R(q)) = \left( \sum_{\ell=0}^{L} \mathcal{V}_{\ell} + \| \mathbb{E}[q_{L} - q] \|_{L^{2}(D)}^{2} \right)^{1/2},$$

(3.9)

with

$$\mathcal{V}_{\ell} := \int_{D} \mathcal{V}_{\Delta}[Q_{N_{\ell}}, R_{\ell}(q_{\ell} - q_{\ell-1})] \, dx.$$

(3.10)

Like in (3.5), the first term quantifies the quadrature errors of the QMC methods on all levels. They can be estimated using the sample variance of the $R_{\ell}$ samples as demonstrated in (3.7). The second term is the bias, which coincides with the single-level bias term in (3.5) for $h = h_{L}$.

The basic cost and convergence theorems are now presented following [26], but applied to our specific case where the circulant embedding method is used as opposed to the KL expansion. To that end, we first formulate a few general assumptions about the convergence rate of the PDE discretization, the RMSE of the QMC estimator and the computational cost of generating samples. The notation $a \lesssim b$ implies that $a \leq cb$ with $c > 0$ some constant independent of $a$ and $b$, and $a \simeq b$ as $a \lesssim b$ and $b \lesssim a$.

Let $M_{\ell} := \dim(V_{h_{\ell}})$ denote the number of degrees of freedom associated with the FE approximation of the PDE at level $\ell$. We assume that

**Assumption 3.** $M_{\ell} \simeq h_{\ell}^{-d}$ and $s_{\ell} \lesssim M_{\ell} \log M_{\ell}$.

The first part of the assumption holds for a variety of mesh families, including locally or anisotropically refined meshes [18]. The second part here states that the stochastic dimension $s_{\ell}$ at level $\ell$ is proportional to $M_{\ell} \log M_{\ell}$, which is a natural assumption to make if one uses the CE method; see [17] for a detailed analysis. If no padding is required in the CE method, then $s_{\ell} \simeq M_{\ell}$. In either case, the assumption allows the CE grid to contain all the quadrature points in the FE triangulation. Even if the FE grid is not a subgrid of the CE grid, the assumption allows the mesh width of the CE grid to be proportional to the FE mesh width, which is a straightforward choice in practice and allows for a comfortable analysis in the remainder of the paper.

We assume that the hierarchy of discretization levels for the PDE (1.1) has a weak order of convergence $\rho$, i.e.,

**Assumption 4.** $\| \mathbb{E}[q_{\ell} - q] \|_{L^{2}(D)} \lesssim h_{\ell}^{\rho}$ for some constant $\rho > 0$.

This assumption and the next two are stated in terms of $h_{\ell}$. Due to Assumption 3, any possible dependence on $s_{\ell}$ is incorporated into a dependence on $h_{\ell}$. For elliptic problems such as the Laplace problem described in this paper, one expects $\rho = 2$, at least for diffusion coefficients that are smooth enough. However, the simultaneous refining of the random field itself leads to an order $\rho = 1$.

Next we make an assumption on the variance of the QMC estimator, the justification of which is the subject of the analysis in the later sections of this paper.

**Assumption 5.** $\mathcal{V}_{\ell} \lesssim R_{\ell}^{-1} N_{\ell}^{-1/\lambda} h_{\ell}^{\varphi}$ for some constants $\lambda, \varphi > 0$, with $\mathcal{V}_{\ell}$ as defined in (3.10).

Usually one expects $\varphi = 2\rho$. For a standard Monte Carlo method, one would have $\lambda = 1$, i.e., the variance would be inversely proportional to the number of Monte Carlo
samples. We will see that the QMC method yields a better rate of convergence. The theoretical results in Section 5 show that $\lambda \in (1/2, 1]$ can be attained.

Finally, let the cost to compute a sample $q_{\ell}(\cdot, y_{\ell})$ with $y_{\ell} \in \mathbb{R}^q$ on level $\ell$ be denoted as $C_{\ell}$. We assume

**Assumption 6.** The computational cost for a single sample, denoted $C_{\ell}$, satisfies $C_{\ell} \lesssim h_{\ell}^{-\kappa}$ for some constant $\kappa$.

The cost $C_{\ell}$ consists of two parts. First, there is the cost $C_{\ell}^{\text{FE}}$ of the FE solver. If a multigrid solver is used, this cost is typically of the order $O(M_{\ell} \log M_{\ell})$. Next, there is a cost $C_{\ell}^{\text{CE}} = O(s_{\ell} \log s_{\ell})$ operations for generating the diffusion coefficient sample through the CE method. Due to Assumption 3, $C_{\ell}^{\text{CE}} = O(M_{\ell}(\log M_{\ell})^2)$. Assumption 6 then holds with $\kappa = d + \delta$ for an arbitrary small $\delta > 0$.

Supposing that constants $\lambda, \rho, \varphi, \kappa > 0$ exist such that Assumptions 3–6 hold for $\ell = 0, \ldots, L$, it follows immediately from the (3.9) and the discussion of the cost above that

$$
\varepsilon(Q_{N,R}^{\text{ML}}(q))^2 \lesssim h_{\ell}^{2\rho} + \sum_{\ell=0}^{L} R_{\ell}^{-1} \ell^{-1/\lambda} h_{\ell}^\varphi \quad \text{and} \quad C(Q_{N,R}^{\text{ML}}(q)) \lesssim \sum_{\ell=0}^{L} R_{\ell} N_{\ell} h_{\ell}^{-\kappa}. \tag{3.11}
$$

**Theorem 3.1.** Suppose that constants $\lambda, \rho, \varphi, \kappa > 0$ exist such that Assumptions 3–6 hold for $\ell = 0, \ldots, L$. If the meshes have mesh widths $h_{\ell} \simeq q^{-\ell}$ for some $q > 1$ and the choice $R_{\ell} = R$ is made for some $R \in \mathbb{R}$, then for any $\epsilon > 0$, there exists a choice of $L$ and of $N_0, \ldots, N_L$ such that

$$
\varepsilon(Q_{N,R}^{\text{ML}}(q))^2 \lesssim \epsilon^2 \quad \text{and} \quad C(Q_{N,R}^{\text{ML}}(q)) \lesssim \begin{cases} 
\epsilon^{-2\lambda} & \text{if } \varphi \lambda > \kappa, \\
\epsilon^{-2\lambda(\log_2 \epsilon^{-1})^{\lambda+1}} & \text{if } \varphi \lambda = \kappa, \\
\epsilon^{-2\lambda(\kappa-\varphi \lambda)/\rho} & \text{if } \varphi \lambda < \kappa.
\end{cases} \tag{3.12}
$$

The proof is analogous to the one presented in [26, Corollary 2]. In fact, Theorem 3.1 can be understood as equivalent to [26, Theorem 1 and Corollary 2] with the constants $\alpha'$ and $\beta'$ defined there equal to $-\infty$ and the dimension $d$ there, due to the assumptions in this paper being slightly different, replaced by our $\kappa$.

## 4 Numerical results

This section presents numerical evidence that the MLQMC method outperforms the MLMC method and the single level QMC and MC methods for gradient calculations involving the elliptic model problem. Assumption 5 is verified numerically to hold for $\lambda$ smaller than 1, thus outperforming standard Monte Carlo methods. Certain practical aspects and implementational details are of course also discussed.

### 4.1 Problem specification

We consider a spatial domain $D = (0,1)^2$. The gradient is calculated for the target function

$$
g(x) = \begin{cases} 
1 & x \in [0.25, 0.75] \times [0.25, 0.75] \\
0 & \text{otherwise}
\end{cases}
$$

in the control point $z(x) = 5(1 - \cos(2\pi x_1))(1 - \cos(2\pi x_2))$, see Figure 1. The stochastic diffusion coefficient has a Matérn covariance

$$
r_{\text{cov}}(x, x') = \sigma^2 \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\lambda c}{\sqrt{2\nu \|x - x'|^2}} \right)^\nu K_\nu \left( \frac{\sqrt{2\nu \|x - x'|^2}}{\lambda c} \right), \tag{4.1}
$$
where $\Gamma$ is the gamma function and $K_\nu$ is the modified Bessel function of the second kind. Here, $\sigma^2$ is the variance, $\lambda_c$ the correlation length and $\nu$ a parameter determining the smoothness of the resulting field samples. We choose $\sigma^2 = 0.1$, $\lambda_c = 1$ and consider two values for $\nu$. Problem 1 has $\nu = 0.5$, which yields an exponential covariance, and Problem 2 has $\nu = 2.5$. These particular parameters were also investigated in a MLQMC context in [26].

4.2 Level definitions, CE and FE details

We consider 7 levels for which the FE grids are regular rectangular grids having size $(2^{2+\ell+1}) \times (2^{2+\ell+1})$, $\ell = 0, \ldots, 6$, including the boundary points. For the CE, we consider coarser regular rectangular grids of size $(2^{\ell+1}) \times (2^{\ell+1})$, $\ell = 0, \ldots, 6$. The resulting FE and stochastic CE dimensions are shown in Figure 2a. The stochastic dimension is different for the two model problems since the different stochastic field parameters necessitate a different amount of padding in the CE method. The resulting computational single threaded performance on an Intel® Core i5–4690K CPU @ 3.50GHz is shown in Figure 2b. These costs are only important relative to one another; the scaling of the figure has no further consequence. The CE and FE costs are comparable, which is the reason for choosing the CE grid slightly coarser than the FE grid.

As indicated in (3.9), the RMSE is composed of a variance term, due to the QMC quadrature error, and a bias term due to the FE discretization. The maximum level $L$ determines the bias. For the numerical experiments in this paper however, we make abstraction of the FE error and study only the QMC quadrature error. The levels we use and thus $L$ are fixed. This does not fundamentally alter the computational cost for a multilevel methods (MLQMC or MLMC), since the number of samples is small on
any additional fine levels. Furthermore, in a context of optimization, fixing the levels is a natural thing to do since it allows an optimization algorithm access to gradients at a known and consistent discretization level, independent of the requested tolerance \( \epsilon \), which, for performance reasons, may differ from optimization step to optimization step [33].

4.3 QMC details

We use \( R = R_L = 10 \) random shifts for the single level QMC estimator, as well as for each level in the MLQMC estimator. We use an embedded lattice rule with a generating vector that can be found online at [24, lattice-32001-1024-1048576.3600.txt]. This rule works optimally for a number of QMC points \( N_\ell \in [2^{10}, 2^{20}] = [1024, 1048576] \). Note that this lattice rule is not specifically tuned to the problem at hand, as one could do by incorporating information about certain constants in §5. Even though there is thus no theoretical justification to use this particular lattice rule, numerical experiments in [14] and [26] show that such generic lattice rules have comparable performance. An issue is that the generating vector provided here has length 3600, making it only usable for integrals of dimension up to 3600. Due to the circulant embedding method, the stochastic dimension \( s_\ell \) grows with \( \ell \), see Assumption 3. In the experiments that follow, a stochastic dimension in the millions is not uncommon, see Figure 2a. The construction of a custom lattice rule tuned to our problem with POD weights (see §5) for all stochastic dimensions is not feasible as the cost of constructing the generating vector using a CBC algorithm scales as \( O(s^2_\ell N_\ell + s_\ell N_\ell \log N_\ell) \), with \( s_\ell \) the stochastic dimension on level \( \ell \), see e.g., [18]. Therefore, the generating vector [24] is appended with as many as necessary independent uniformly distributed random integers between 1 and \( 2^{20} - 1 \). Before applying the QMC method, the stochastic dimensions are sorted from most important to least important. The most important dimensions are then handled by the first, high quality elements of the random vector. The importance of a stochastic dimension is taken to be proportional to the corresponding eigenvalue of the circulant matrix \( C \), see §2. As suggested in, e.g., [26], the optimal number of samples to take at each of the \( L \) levels, given a tolerance on the QMC quadrature error \( \epsilon \), is attained dynamically by Algorithm 1. It ensures that \( \mathcal{V}_\ell \simeq N_\ell C_\ell \), i.e., it ensures that the computational effort required to further reduce the variance contribution \( \mathcal{V}_\ell \) at any level is comparable.

\[
\text{Algorithm 1 Determining } \mathbf{N} = (N_0, \ldots, N_L)
\]

1: Set \( N_0 = N_1 = \ldots = N_L = 1 \).
2: Estimate \( \mathcal{V}_0, \ldots, \mathcal{V}_L \) using (3.7)
3: if \( \sum_{\ell=1}^L \mathcal{V}_\ell > \epsilon^2 \) then
4: Double \( N_\ell \) at \( \ell \) where \( \mathcal{V}_\ell/(N_\ell C_\ell) \) is largest.
5: end if
6: (An algorithm with adaptive \( L \) could estimate and check the bias here.)

4.4 Results

The performance for both problems is shown in Figure 3. Clearly, the MLQMC method outperforms the other methods. Note that due to the fixed number of levels \( L \), the MC and MLMC methods follow the typical convergence rate of \( O(\epsilon^{-2}) \). If \( L \) were not fixed, then smaller and smaller tolerances on \( \epsilon \) would eventually prompt a refinement of the single grid at which all samples are taken, resulting in a sudden massive increase in computational cost. The rate at which the single level methods become more expensive with decreasing \( \epsilon \) is thus underestimated in the results shown. This in contrast to the multilevel methods,
Figure 3: Performance of the MLQMC method compared with the MLMC method and their single level counterparts. The cost is expressed in equivalent finest level PDE solves.

Figure 4: MSE contribution $\mathcal{V}_\ell$ as a function of the number of QMC samples $N_\ell$ used for each of the $R_\ell = R = 10$ shifts. Shown is $R_\ell \mathcal{V}_\ell$, since this quantity does not depend on $R_\ell$. Lower lines correspond to finer levels, except in the case $\ell = 0$ for low $N_0$.

for which an increase in $L$ would at most incur a moderate cost increase. The flat costs for the multilevel methods for large $\epsilon$ are due to warm-up samples.

Figure 4 illustrates Assumption 6. Shown is $R_\ell \mathcal{V}_\ell$ since that quantity does not depend on the chosen number of shifts. Remark that of course the precision of the numerical estimation (3.7) of $\mathcal{V}_\ell$ does depend on $R_\ell$. Clearly, the variance contributions for each of the levels go down faster than the MC rate of $N_\ell^{-1}$. Furthermore, the variances decay with $\ell$ as some power of $h_\ell$. Curiously, for $\ell = 0$, the variances take a large $N_0$ before their faster decay starts. Should this be a problem in practice, a method different from the QMC method could be used to estimate at the coarsest level, especially considering that the stochastic dimension there is very small (4 in this case), see Figure 2a.

5 Convergence analysis

This section provides a theoretical justification for Assumption 5. The novelties in the regularity analysis are the following. Firstly, we analyze the adjoint equation, which has a right-hand side that depends on the uncertain variables through the solution of the state equation. Moreover, our integration error is stated in terms of $L^2$ errors over the spatial domain $D$, we do not apply a bounded linear functional to the PDE solution. Both aspects occur in [19], where the regularity analysis for the solution of the adjoint equation
is provided with a complete error analysis for the single level method with uniformly distributed parameters. In this manuscript we study lognormally distributed parameters using a multilevel estimator. While multilevel methods are well studied for problems with deterministic right-hand sides, the regularity analysis for a multilevel method has not been studied for the problem class considered in this manuscript. Secondly, we sample the random field using the circulant embedding method instead of a series expansion. We therefore first show that the linearly interpolated random field inherits important properties from the true random field.

5.1 Properties of the random field
For $\beta \in (0, 1]$, we denote by $C^\beta(\mathcal{D})$ the space of Hölder continuous functions on $\mathcal{D}$ with exponent $\beta$ and norm $\|v\|_{C^\beta(\mathcal{D})} := \sup_{x \in \mathcal{D}} |v(x)| + |v|_{C^\beta(\mathcal{D})}$ with seminorm $|v|_{C^\beta(\mathcal{D})} := \sup_{x_1, x_2 \in \mathcal{D}, x_1 \neq x_2} \|v(x_1) - v(x_2)\|/\|x_1 - x_2\|^\beta < \infty$. The space $L^p(\Omega, X)$ denotes the Bochner space of all random fields in a separable Banach space $X$ with bounded $p$-th moments over $\Omega$, i.e., $L^p(\Omega, X)$ contains strongly measurable functions that have finite norm given by

$$\|v\|_{L^p(\Omega, X)} := \left\{ \begin{array}{ll} \left( \int_\Omega \|v\|_X^p \, d\mathbb{P} \right)^{1/p}, & \text{for } p < \infty, \\
\text{ess sup}_{\omega \in \Omega} \|v\|_X, & \text{for } p = \infty. \end{array} \right.$$ 

The variational form (1.1) is based on the Sobolev space $H_0^1(D)$ with norm

$$\|v\|_{H_0^1(D)} := \|\nabla v\|_{L^2(D)}$$

and dual space $H^{-1}(D)$. Later we will use the embeddings

$$\|v\|_{H^{-1}(D)} \leq c_1\|v\|_{L^2(D)}, \quad (5.1)$$

$$\|v\|_{L^2(D)} \leq c_2\|v\|_{H_0^1(D)}, \quad (5.2)$$

with embedding constants $c_1, c_2 > 0$. Moreover, by $|\cdot|$ we denote the Euclidean norm in $\mathbb{R}^n$.

Assumption 7. We assume that $Z(\cdot, \omega) \in C^\beta(\mathcal{D})$, for some $\beta \in (0, 1]$ $\mathbb{P}$-a.s.

Under this assumption, using Fernique’s Theorem, one can show (see [6]), that $a \in L^p(\Omega, C^\beta(\mathcal{D}))$ for all $p \in [1, \infty)$ and furthermore that

$$a_{\max}(\omega) := \max_{x \in D} a(x, \omega) \in L^p(\Omega) \quad \text{and} \quad \frac{1}{a_{\min}(\omega)} := \frac{1}{\min_{x \in D} a(x, \omega)} \in L^p(\Omega),$$

for all $p \in [1, \infty)$, i.e., $0 < a_{\min}(\omega) \leq a_{\max}(\omega) < \infty \mathbb{P}$-a.s. Clearly, for $x$ in any set of points $\{x_i\}_{i=1}^m \subset D$, we have

$$0 < a_{\min}(\omega) \leq \min_{x \in \{x_i\}_{i=1}^m} a(x, \omega) \leq \max_{x \in \{x_i\}_{i=1}^m} a(x, \omega) \leq a_{\max}(\omega) < \infty \mathbb{P}$-$a.s.$

Hence for any realization of the linearly interpolated field $a^y(x)$ (see (2.5)), which is exact on $\{x_i\}_{i=1}^m$, the bounds can only be tighter

$$0 < a^y_{\min} \leq \min_{x \in \{x_i\}_{i=1}^m} a^y(x) \leq \min_{x \in \mathcal{D}} a^y(x) \leq \max_{x \in \mathcal{D}} a^y(x) \leq \max_{x \in \{x_i\}_{i=1}^m} a^y(x) \leq a^y_{\max} < \infty,$$

where we use the convention $a^y_{\min} := a_{\min}(\omega)$ and $a^y_{\max} := a_{\max}(\omega)$.
The piecewise linear interpolant \( a_s^y(x) \) is clearly Lipschitz, i.e., \( a_s^y(x) \in C^\beta(D) \) for \( \beta = 1 \) (and thus also for all \( \beta < 1 \)). We conclude that
\[
\sup_{x \in D} |\nabla a_s^y(x)| = |a_s^y|_{C^1(D)} \tag{5.3}
\]
In fact, since \( w_{k,x} \) in (2.5) are first-order polynomials in \( x \),
\[
|a_s^y|_{C^1(D)} = \sup_{x \in D} |\nabla a_s^y(x)| = \sup_{x \in D} \left| \sum_{k=1}^{2^d} \nabla w_{k,x} a_s^y(x_{k,x}) \right| \leq \sum_{k=1}^{2^d} \sup_{x \in D} |\nabla w_{k,x}| a_{s_{max}}^y =: C_d a_{s_{max}}^y. \tag{5.4}
\]
The constants \( C_d < \infty \) are then finite if the interpolation points \( x_{k,x} \) have a nonzero distance. In this case we thus have \( |a_s^y|_{C^1(D)} \in L^p(\Omega) \). Note that we silently ignored the issue that the gradients \( \nabla a_s^y(x_i) \) and \( \nabla w_{k,x} \) are not well defined in the interpolation points. One could overcome this issue by either considering the gradients in the interpolation points to be either zero or set-valued, where the set contains all gradients around the interpolation point. It can easily be checked that (5.3) and (5.4) can then remain as stated above.

In order to analyze the regularity w.r.t. the uncertain variables, we will use the following notation. Let \( \nu \in \mathbb{N}_0^d \) be a multi-index. Let \( \partial^\nu \) denote the \( \nu \)-th derivative w.r.t. \( y \). The cardinality of a multi-index \( \nu \in \mathbb{N}_0^d \) is denoted by \( |\nu| := \sum_{j=1}^d \nu_j \). For a vector \( b = (b_1, \ldots, b_s) \in \mathbb{R}^s \) we define \( b^\nu := \prod_{j=1}^d b_j^{\nu_j} \). For the remainder of this text, the vector \( b \) is specified as
\[
b := (b_1, \ldots, b_s) \text{ with } b_j := \|B_{.j}\|_{\text{max}}, \tag{5.5}
\]
i.e., the maximum of the \( j \)-th column of the matrix \( B \) in (2.2).

Since \( a_s^y(x_1) = \exp \left( \sum_{j=1}^s B_{i,j} y_j + \mathbb{Z}_i \right) \geq 0 \) for any of the uniform CE grid points \( x_i \in \{x_i\}_{i=1}^m \), see (2.4), the chain rule results in \( |\partial^\nu a_s^y(x_i)| = a_s^y(x_i) \prod_{j=1}^s |B_{i,j}^{\nu_j}| \leq a_s^y(x_i) b^\nu \). With the intermediate points included, the random field is specified by the interpolation (2.5). Since \( w_{k,x} \geq 0 \) for all \( k = 1, \ldots, 2^d \) and \( x \in D \), this result generalizes to all \( x \in D \):
\[
|\partial^\nu a_s^y(x)| = \sum_{k=1}^{2^d} w_{k,x} |\partial^\nu a_s^y(x_{k,x})| \leq \sum_{k=1}^{2^d} w_{k,x} a_s^y(x_{k,x}) b^\nu = a_s^y(x) b^\nu. \tag{5.6}
\]
It then follows immediately that
\[
\max_{x \in D} \left| \frac{\partial^\nu a_s^y(x)}{a_s^y(x)} \right| \leq b^\nu. \tag{5.7}
\]
Furthermore,
\[
\max_{x \in D} \left| \frac{\partial^\nu a_s^y(x)}{a_s^y(x)} \right| = \max_{x \in D} \frac{a_s^y(x) |\nabla (\partial^\nu a_s^y(x))| - |\nabla a_s^y(x)| |\partial^\nu a_s^y(x)|}{(a_s^y(x))^2} \\
\leq \max_{x \in D} \left( \frac{a_s^y(x) |\nabla (\partial^\nu a_s^y(x))|}{(a_s^y(x))^2} + |\nabla a_s^y(x)| (a_s^y(x) b^\nu \|b\|^\nu) \right) \\
= \max_{x \in D} \left( \frac{|\nabla a_s^y(x)|}{a_s^y(x)} + \frac{|\nabla a_s^y(x)|}{a_s^y(x)} b^\nu \|b\|^\nu \right) \\
= 2 \max_{x \in D} \left| \frac{\nabla a_s^y(x) b^\nu \|b\|^\nu}{a_s^y(x)} \right| = 2 \max_{x \in D} \left| \frac{\nabla a_s^y(x) b^\nu \|b\|^\nu}{a_s^y(x)} \right| b^\nu \leq 2 b^\nu |a_s^y|_{C^1(D)} a_{s_{min}}^y, \tag{5.8}
\]
where the last inequality follows from (5.3).

The following lemma is based on [18, Lemma 1] and bounds the interpolation error for functions in $C^\beta(D)$ for some $\beta \in (0,1]$.

**Lemma 5.1.** Let $a \in C^\beta(D)$ for some $\beta \in (0,1]$. Let $b$ be the linear interpolant of $a$ in interpolation points $\{x_i\}_{i=1}^m$, forming some uniform mesh with mesh width $h$, i.e., $b(x) = I(a; \{x_i\}_{i=1}^m)(x)$. Then we have for any $x \in D$ that

$$|a(x) - b(x)| \leq (\sqrt{dh})^\beta |a|_{C^\beta(D)}.$$

**Proof.** The statement follows from

$$|a(x) - b(x)| = |a(x) - \sum_{k=1}^{2^d} w_{k,x} a(x_{k,x})| = \left| \sum_{k=1}^{2^d} w_{k,x} (a(x) - a(x_{k,x})) \right|$$

$$\leq \sum_{k=1}^{2^d} w_{k,x} |a(x) - a(x_{k,x})| \leq \sum_{k=1}^{2^d} w_{k,x} |a|_{C^\beta(D)} |x - x_{k,x}|^\beta$$

$$\leq \sum_{k=1}^{2^d} w_{k,x} |a|_{C^\beta(D)} (\sqrt{dh})^\beta,$$

since $\sum_{k=1}^{2^d} w_{k,x} = 1$. \qed

The above lemma can be applied to the diffusion coefficient and its interpolation. Taking $a$ above to be the exact diffusion coefficient $a(\cdot, \omega)$ for some $\omega$ and $b$ its interpolation $a^y_{\omega}$, as defined in (2.5), we find

$$|a(x, \omega) - a^y_{\omega}(x)| \leq (\sqrt{dh})^\beta |a(\cdot, \omega)|_{C^\beta(D)}.$$

The quantity $\hat{h}$ is then the mesh width of the uniform CE mesh on which the diffusion coefficient is sampled exactly. Furthermore, since we use nested but not necessarily equal CE grids, the mesh width depends on $\ell$. Denoting the CE mesh width at level $\ell$ by $\hat{h}_\ell$, we have due to Assumption 3 that $\hat{h}_\ell \simeq \hat{h}_\ell$, where $h_\ell$ is the FE mesh width defined in previous sections. The above Lemma then implies

$$|a(x, \omega) - a^y_{\omega}(x)| \lesssim (\sqrt{dh}_{\ell})^\beta |a(\cdot, \omega)|_{C^\beta(D)}. \quad (5.9)$$

**Assumption 8.** For adjacent CE grid points $x_i$ and $x_j$, i.e., for $|x_i - x_j| \leq \hat{h}\sqrt{d}$, we have $|b^\nu_i - b^\nu_j| \leq C_b \hat{h} b^\nu$, with $C_b$ some constant, $b_i = (B_{i,k})_{k=1}^d$ the $i$-th row of $B$, and $b_j$ the $j$-th row of $B$.

**Lemma 5.2.** Under Assumption 8, we have

$$|\partial^\nu(a^y_{\omega}(x_i) - a^y_{\omega}(x_j))| \leq \hat{h}(\sqrt{d} C_d + C_b) a^y_{\max} b^\nu.$$

**Proof.** Assumption 8 and Lemma 5.1 lead to

$$|\partial^\nu(a^y_{\omega}(x_i) - a^y_{\omega}(x_j))| = \left| a^y_{\omega}(x_i) b^\nu_i - a^y_{\omega}(x_j) b^\nu_j \right|$$

$$= \left| (a^y_{\omega}(x_i) - a^y_{\omega}(x_j)) b^\nu_i + a^y_{\omega}(x_j)(b^\nu_i - b^\nu_j) \right|$$

$$\leq |a^y_{\omega}(x_i) - a^y_{\omega}(x_j)| |b^\nu_i| + |a^y_{\omega}(x_j)| |b^\nu_i - b^\nu_j|$$

$$\leq \sqrt{dh} |a^y_{\omega}|_{C^1(D)} b^\nu + C_b \hat{h} b^\nu a^y_{\omega}(x_j)$$

$$\leq \sqrt{dh} C_d a^y_{\max} b^\nu + C_b \hat{h} b^\nu a^y_{\max}$$

$$= \hat{h}(\sqrt{d} C_d + C_b) a^y_{\max} b^\nu. \quad \square$$
Lemma 5.3. Let $a_y^\nu$ be generated with the CE method from $y$ and let $a_{x_{\ell-1}}^y$ be its interpolation in the points $\{x_i\}^{m-1}_{i=1}$ forming some uniform mesh with mesh width $\hat{h}_{\ell-1}$, i.e., $a_{x_{\ell-1}}^y(x) = \mathcal{I}(a_y^\nu; \{x_i\}^{m-1}_{i=1})(x)$. Then we have for any $x \in D$ that

$$|\partial^\nu(a_y^\nu(x) - a_{x_{\ell-1}}^y(x))| \leq (\hat{h}_{\ell} + \hat{h}_{\ell-1})(\sqrt{d}C_d + C_b)a_{\nu,\max}^y b^\nu.$$  

Proof. The point $x$ has a set of adjacent points on the level $\ell$ and the level $\ell - 1$. Since the CE grids are nested, there exists at least one common adjacent point, which we denote by $x_0$. For this point in particular, it holds that $\partial^\nu a_y^\nu(x_0) = \partial^\nu a_{x_{\ell-1}}^y(x_0)$. Hence, we have

$$|\partial^\nu(a_y^\nu(x) - a_{x_{\ell-1}}^y(x))| = |\partial^\nu(a_y^\nu(x) - a_y^\nu(x_0)) - \partial^\nu(a_y^\nu(x_0) - a_{x_{\ell-1}}^y(x_0))| \leq |\partial^\nu(a_y^\nu(x) - a_y^\nu(x_0))| + |\partial^\nu(a_y^\nu(x_0) - a_{x_{\ell-1}}^y(x_0))|$$  

(5.10)

Observe that $\partial^\nu a_y^\nu(x)$ is again a linear interpolation of $a_y^\nu(x_{k,x})b_k$, with $x_{k,x}, k = 1, \ldots, 2^d$ the CE grid points surrounding $x$ on grid $\ell$. Therefore, with $\tilde{x}_\ell$ being the neighboring CE grid point that maximizes $|\partial^\nu(a_y^\nu(x_{k,x}) - a_y^\nu(x_0))|$, Lemma 5.2 yields

$$|\partial^\nu(a_y^\nu(x) - a_{x_{\ell-1}}^y(x_0))| \leq |\partial^\nu(a_y^\nu(\tilde{x}_\ell) - a_y^\nu(x_0))| \leq \hat{h}_\ell(\sqrt{d}C_d + C_b)a_{\nu,\max}^y b^\nu,$$  

(5.11)

and the analogue for level $\ell - 1$. Then (5.10) can be bounded as

$$|\partial^\nu(a_y^\nu(x) - a_{x_{\ell-1}}^y(x))| \leq (\hat{h}_{\ell} + \hat{h}_{\ell-1})(\sqrt{d}C_d + C_b)a_{\nu,\max}^y b^\nu. \quad \square$$

Again, due to Assumption 3, $\hat{h}_{\ell} \approx h_{\ell}$, implying

$$|\partial^\nu(a_y^\nu(x) - a_{x_{\ell-1}}^y(x))| \leq C_0 h_{\ell-1}a_{\nu,\max}^y b^\nu.$$  

(5.12)

5.2 Other properties

As stated in [25, equation (9.3)], the identity

$$\sum_{m \leq \nu, |m| = i} \binom{\nu}{m} = \binom{|\nu|}{i} = \frac{|\nu|!}{i!(|\nu| - i)!}$$  

(5.13)

follows from considering the number of ways to pick $i$ objects from a set of bags containing in total $|\nu|$ objects. It then follows that

$$\sum_{m \leq \nu} \binom{\nu}{m} m!!n = \sum_{i=0}^{|\nu|} \sum_{m \leq \nu, |m| = i} \binom{\nu}{m} i!(|\nu| - i)! = \sum_{|\nu| = 0}^{|\nu|} |\nu|! = (|\nu| + 1)!,$$

as can be found in [25, equation (9.4)]. Moreover, it follows that

$$\sum_{m \leq \nu} \binom{\nu}{m} \frac{m!!}{(\ln 2)^m} = \sum_{i=0}^{|\nu|} \sum_{m \leq \nu, |m| = i} \binom{\nu}{m} i! \frac{1}{(\ln 2)^i} = \sum_{i=0}^{|\nu|} \frac{|\nu|!}{(\ln 2)^i} \frac{1}{(\ln 2)^i} \left(\frac{1}{0!(\ln 2)^0} + \frac{1}{1!(\ln 2)^1} + \cdots + \frac{1}{|\nu|!(\ln 2)^{|\nu|}}\right)$$

$$\leq \frac{|\nu|!}{(\ln 2)^{|\nu|}} \left(\frac{1}{0!(\ln 2)^0} + \frac{1}{0!(\ln 2)^0} + \cdots + \frac{1}{|\nu|!(\ln 2)^{|\nu|}}\right)$$

$$\leq \frac{|\nu|!}{(\ln 2)^{|\nu|} \ln 2} = \frac{|\nu|!}{(\ln 2)^{|\nu|} \ln 2}.$$  

(5.14)

16
and
\[
\sum_{m \leq m, m \neq \nu} \binom{\nu}{m} \frac{(|m| + 1)!}{(\ln 2)^{|m|}} = \sum_{i=0}^{|
u|-1} \sum_{m \leq m, |m| = i} \binom{\nu}{m} \frac{(i + 1)!}{(\ln 2)^i} \\
= |
u|! \sum_{i=0}^{|
u|-1} \frac{i + 1}{(|\nu| - i)! (\ln 2)^i} \\
= |
u|! \left( \frac{1}{1!(\ln 2)^{|
u|-1}} + \frac{2}{2!(\ln 2)^{|
u|-2}} + \ldots + \frac{1}{\nu!(\ln 2)^\nu} \right) \\
\leq \frac{\nu! |\nu| (\ln 2)^{2(\ln 2)^2} + \ldots + \frac{1}{\nu!(\ln 2)^{-\nu}}}{(\ln 2)^{|
u|}}.
\]
(5.15)

By adding the \( m = \nu \) term on both sides of (5.15) we get
\[
\sum_{m \leq \nu} \binom{\nu}{m} \frac{(|m| + 1)!}{(\ln 2)^{|m|}} \leq \frac{\nu + 1}{(\ln 2)^{|
u|}}.
\]
(5.16)

### 5.3 Bounds on partial derivatives of \( u_y \) and \( q_s \)

The error estimates for the QMC method require bounds on the partial derivatives of the integrands in (3.8), as we will see in §5.4 below. We introduce the frequently used notation
\[
C_y := \max(1, \frac{c_1 c_2}{a_{\min}}) \quad \text{and} \quad C_{yz} := (\|\cdot\|_{H^{-1}(D)} + \|g\|_{H^{-1}(D)})�,
\]
where \( c_1, c_2 > 0 \) are the embedding constants from (5.1)–(5.2). Note that \( C_y \leq 1 + \frac{c_1 c_2}{a_{\min}} \in L^p(\Omega) \) because \( 1/a_{\min} \in L^p(\Omega) \) for all \( p \in [1, \infty) \).

**Lemma 5.4.** Let \( u_y \) and \( q_s \) be as defined previously in (2.7)–(2.8). Then
\[
\|\partial^\nu u_y\|_{H^0(D)} \leq |\nu|! \frac{b^\nu}{(\ln 2)^{\nu}} \frac{\|z\|_{H^{-1}(D)}}{a_{\min}^\nu},
\]
(5.17)
\[
\|\partial^\nu q_s\|_{H^0(D)} \leq (|\nu| + 1)! \frac{b^\nu}{(\ln 2)^{\nu}} \frac{C_y^{nu}}{a_{\min}^nu} (\|z\|_{H^{-1}(D)} + \|g\|_{H^{-1}(D)}).
\]

with \( b \) as defined in (5.5).

**Proof.** Let \( f_y := u_y - g \), then taking the \( \nu \)-th derivative of (2.8) yields by Leibniz product rule
\[
\sum_{m \leq \nu} \binom{\nu}{m} \int_D \partial^{\nu-m} a_y(x) \nabla \partial^m q_s(x) \cdot \nabla v(x) \, dx = \int_D \partial^{\nu} f_y(x) v(x) \, dx
\]
for all \( v \in H^0_0(D) \). Setting \( v = \partial^{\nu} q_s \) and separating out the \( \nu = m \) term gives
\[
\int_D a_y(x) |\nabla \partial^{\nu} q_s(x)|^2 \, dx = - \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} \int_D \partial^{\nu-m} a_y(x) \nabla \partial^m q_s(x) \cdot \nabla \partial^{\nu} q_s(x) \, dx
\]
(5.18)
Furthermore, we can now use the Cauchy–Schwarz inequality on both integrals above. For the right-hand side in particular we get, \( \int_D \partial^\nu f^y(x) \partial^\nu q^y_s(x) \, dx \leq \| \partial^\nu f^y \|_{H^{-1}(D)} \| \partial^\nu q^y_s \|_{H^1_0(D)} \) and furthermore

\[
\| \partial^\nu q^y_s \|_{H^1_0(D)} = \left( \int_D |\nabla \partial^\nu q^y_s(x)|^2 \, dx \right)^{1/2} \leq \frac{1}{(a^y_{\min})^{1/2}} \left( \int_D a^y_s(x)|\nabla \partial^\nu q^y_s(x)|^2 \, dx \right)^{1/2}
\]

such that (5.19) can be bounded using (5.7) by

\[
\int_D a^y_s(x)|\nabla (\partial^\nu q^y_s(x))|^2 \, dx \\
\leq \sum_{m \leq \nu, m \neq \nu} \left( \frac{\nu}{m} \right) b^{\nu-m} \left( \int_D a^y_s(x)|\nabla (\partial^m q^y_s(x))|^2 \, dx \right)^{1/2} \left( \int_D a^y_s(x)|\nabla (\partial^\nu q^y_s(x))|^2 \, dx \right)^{1/2}
\]

\[
+ \| \partial^\nu f^y \|_{H^{-1}(D)} \frac{1}{(a^y_{\min})^{1/2}} \left( \int_D a^y_s(x)|\nabla (\partial^\nu q^y_s(x))|^2 \, dx \right)^{1/2}.
\]

Noting that \( \int_D a^y_s(x)|\nabla (\partial^\nu q^y_s(x))|^2 \, dx = \| (a^y_s)^{1/2} \nabla (\partial^\nu q^y_s) \|_{L^2(D)}^2 \) and cancelling out a common factor, we obtain

\[
\| (a^y_s)^{1/2} \nabla (\partial^\nu q^y_s) \|_{L^2(D)} \leq \sum_{m \leq \nu, m \neq \nu} \left( \frac{\nu}{m} \right) b^{\nu-m} \| (a^y_s)^{1/2} \nabla (\partial^m q^y_s) \|_{L^2(D)} \]

\[
+ \frac{(a^y_{\min})^{-1/2}}{B^y_{\nu}} \left( \| \partial^\nu f^y \|_{H^{-1}(D)} \right).
\]

We may apply [26, Lemma 5] to get

\[
\| (a^y_s)^{1/2} \nabla (\partial^\nu q^y_s) \|_{L^2(D)} \\
\leq \sum_{k \leq \nu} \left( \frac{\nu}{k} \right) \frac{|k|!}{\ln 2 |k|} \frac{1}{(a^y_{\min})^{1/2}} \left( \| \partial^{\nu-k} f^y \|_{H^{-1}(D)} \right)
\]

\[
\leq \sum_{k \leq \nu} \left( \frac{\nu}{k} \right) \frac{|k|!}{\ln 2 |k|} \frac{1}{(a^y_{\min})^{1/2}} \left( \| \partial^{\nu-k} a^y_s \|_{H^1_0(D)} + \| \partial^{\nu-k} g \|_{H^{-1}(D)} \right)
\]

\[
\leq \sum_{k \leq \nu} \left( \frac{\nu}{k} \right) \frac{|k|!}{\ln 2 |k|} \frac{1}{(a^y_{\min})^{1/2}} \left( c_1 c_2 \| \partial^{\nu-k} a^y_s \|_{H^1_0(D)} + \| \partial^{\nu-k} g \|_{H^{-1}(D)} \right)
\]

for all multi-indices \( \nu \in \mathbb{N}_0^n \). In order to further estimate (5.22), we need an estimate for the partial derivatives of the state PDE solution \( u^y_s \). This can be obtained as follows:
beginning this proof with the \( \nu \)-th partial derivatives of the weak formulation of (2.7) (instead of (2.8)), one gets an analogous recursion to (5.21) with \( q_k^y \) replaced by \( u_k^y \) and \( f^y \) replaced by the control \( \zeta \):

\[
\|(a_k^y)^{1/2} \nabla (\partial^\nu u_k^y)\|_{L^2(D)} \leq \sum_{m \leq \nu, m \neq \nu} b^m \|(a_m^y)^{1/2} \nabla (\partial^m u_m^y)\|_{L^2(D)} + \|\partial^\nu \zeta\|_{H^{-1}(D)}.
\]

In this case, the application of [26, Lemma 5] gives

\[
\|(a_k^y)^{1/2} \nabla (\partial^\nu u_k^y)\|_{L^2(D)} \leq \sum_{k \leq \nu} \binom{\nu}{k} \frac{|k|!}{(\ln 2)^{|k|}} \frac{b^k}{(a_{\min}^y)^{1/2}} \frac{\|\partial^\nu-k \zeta\|_{H^{-1}(D)}}{(a_{\min}^y)^{1/2}} = |\nu|! \frac{b^\nu}{(\ln 2)^{|\nu|}} \frac{\|\zeta\|_{H^{-1}(D)}}{(a_{\min}^y)^{1/2}}.
\]

Then, (5.17) follows directly from \((a_{\min}^y)^{1/2} \|\partial^\nu u_k^y\|_{H^1(D)} \leq \|(a_k^y)^{1/2} \nabla (\partial^\nu u_k^y)\|_{L^2(D)}\). Using (5.17) we can now further estimate (5.22) to get

\[
\|(a_k^y)^{1/2} \nabla (\partial^\nu q_k^y)\|_{L^2(D)} \leq \sum_{k \leq \nu} \binom{\nu}{k} \frac{|k|!}{(\ln 2)^{|k|}} \frac{b^k}{(a_{\min}^y)^{1/2}} \left( c_1 c_2 |\nu - k|! \frac{b^{\nu-k}}{(\ln 2)^{|\nu-k|}} \frac{\|\zeta\|_{H^{-1}(D)}}{a_{\min}^y} + \|\partial^\nu-k \zeta\|_{H^{-1}(D)} \right).
\]

Note that \( g \) is independent of \( y \), i.e., we have for \( \nu \leq k \)

\[
\|\partial^\nu-k \zeta\|_{H^{-1}(D)} = \begin{cases} \|\zeta\|_{H^{-1}(D)} & \nu = k \\ 0 & \text{else} \end{cases}
\]

\[
\leq |\nu - k|! \frac{b^{\nu-k}}{(\ln 2)^{|\nu-k|}} \|\zeta\|_{H^{-1}(D)}.
\]

This and setting \( C_q^y := \max \left( \frac{\zeta \cdot \nu}{a_{\min}^y}, 1 \right) \) and \( C_z^g := \|\zeta\|_{H^{-1}(D)} + \|\zeta\|_{H^{-1}(D)} \) gives

\[
\|(a_k^y)^{1/2} \nabla (\partial^\nu q_k^y)\|_{L^2(D)} \leq \sum_{k \leq \nu} \binom{\nu}{k} \frac{|k|!}{(\ln 2)^{|k|}} \frac{b^k}{(a_{\min}^y)^{1/2}} \left( c_1 c_2 |\nu - k|! \frac{b^{\nu-k}}{(\ln 2)^{|\nu-k|}} \frac{C_q^y}{a_{\min}^y} + \|\partial^\nu-k \zeta\|_{H^{-1}(D)} \right)
\]

\[
= (|\nu|+1)! \frac{b^\nu}{(\ln 2)^{|\nu|}} \frac{C_q^y}{(a_{\min}^y)^{1/2}} C_z^g,
\]

where the last equality follows from [25, equation 9.4]. The assertion then follows from (5.20). \( \square \)

**Lemma 5.5.** Let \( \Delta \) be the Laplace operator. Under the assumptions of the previous lemma, it holds that

\[
\|\Delta (\partial^\nu q_k^y)\|_{L^2(D)} \leq \frac{b^\nu}{(\ln 2)^{|\nu|}} \frac{(|\nu|+4)!}{(|\nu|+2)(|\nu|+3)} \left( \frac{\zeta \cdot \nu}{a_{\min}^y} \|\zeta\|_{H^{-1}(D)} + \|\zeta\|_{H^{-1}(D)} \right),
\]

where \( \tilde{C}^y = \max \left( 1, 2 \frac{|a_{\min}^y|}{a_{\min}^y} \right) \).

**Proof.** We have

\[
\partial^\nu f^y(x) = \partial^\nu \left( - \nabla \cdot (a_k^y(x) \nabla q_k^y(x)) \right)
\]

\[
= -\nabla \cdot (a_k^y(x) \nabla q_k^y(x)).
\]
Thus we get by Leibniz product rule that
\[-\nabla \cdot \partial^\nu (a_s^y \nabla q_s^y) = -\nabla \cdot \left( \sum_{m \leq \nu} \binom{\nu}{m} (\partial^{\nu-m} a_s^y \nabla (\partial^m q_s^y)) \right) = \partial^\nu f^y.\]

Separating out the $m = \nu$ term yields
\[
k_\nu := \nabla \cdot (a_s^y \nabla (\partial^\nu q_s^y))
\]
\[
= -\nabla \cdot \left( \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} (\partial^{\nu-m} a_s^y \nabla (\partial^m q_s^y)) \right) - \partial^\nu f^y
\]
\[
= -\sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} (\partial^{\nu-m} a_s^y \nabla (\partial^m q_s^y)) + \nabla \left( \frac{\partial^{\nu-m} a_s^y}{a_s^y} k_m + \nabla \left( \frac{\partial^{\nu-m} a_s^y}{a_s^y} \right) \cdot (a_s^y \nabla (\partial^m q_s^y)) \right) - \partial^\nu f^y,
\]
where we used \( \nabla \cdot (AB) = A \nabla \cdot B + \nabla A \cdot B \) in the last equality. We can multiply \( k_\nu \) by \((a_s^y)^{-1/2}\) and obtain the bound
\[
\|(a_s^y)^{-1/2} k_\nu\|_{L^2(D)} \leq \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} \max_x \left| \frac{\partial^{\nu-m} a_s^y}{a_s^y} \right| \|(a_s^y)^{-1/2} k_m\|_{L^2(D)}
\]
\[
+ \max_x \left| \nabla \left( \frac{\partial^{\nu-m} a_s^y}{a_s^y} \right) \left\| (a_s^y)^{1/2} \nabla (\partial^m q_s^y) \right\|_{L^2(D)} \right) + \|(a_s^y)^{-1/2} \partial^\nu f^y\|_{L^2(D)}.
\]

From the assumption that \( g \in L^2(D) \) and \( z \in H^{-1}(D) \) implies \( k_0 \in L^2(D) \). From the inequality above we then deduce by induction w.r.t. \( \nu \) that \((a_s^y)^{-1/2} k_\nu \) and thus by Assumption 7 also \( k_\nu \in L^2(D) \) for all multi-indices \( \nu \in \mathbb{N}_0^d \). Using the properties (5.7) and (5.8) of \( a_s^y \), allows to reformulate the previous inequality as
\[
\|(a_s^y)^{-1/2} k_\nu\|_{L^2(D)} \leq \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} b^{\nu-m} \|(a_s^y)^{-1/2} k_m\|_{L^2(D)} + B'_\nu,
\]
with
\[
B'_\nu := \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} \left( 2b^{\nu-m} \frac{\|a_s^y\|_{C^{1}(\Omega)}}{a_{\text{min}}} \| (a_s^y)^{1/2} \nabla (\partial^m q_s^y) \|_{L^2(D)} \right) + \|(a_s^y)^{-1/2} \partial^\nu f^y\|_{L^2(D)}.
\]

In the next section of the proof we first find a simple expression \( B_\nu \) such that \( B'_\nu \leq B_\nu \) and then apply [26, Lemma 5] to obtain
\[
\|k_\nu\| \leq \sum_{k \leq \nu} \binom{\nu}{k} \frac{|k|!}{(\ln 2)^{|k|}} b^k B_{\nu-k}.
\]
Introducing \( C^y := 2 \frac{|a_s^y|_{C^{1}(\Omega)}}{a_{\text{min}}} \) to ease readability, we find, using Lemma 5.4,
\[
B'_\nu \leq \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} \left( C^y b^{\nu-m} \frac{(|m| + 1)!}{(\ln 2)^{|m|}} \frac{C^y}{a_{\text{min}}^{1/2}} C_{z^g} \right) + \|(a_s^y)^{-1/2} \partial^\nu f^y\|_{L^2(D)}
\]
\[
= C^y C_{z^g} \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} \frac{(|m| + 1)!}{(\ln 2)^{|m|}} + \|(a_s^y)^{-1/2} \partial^\nu f^y\|_{L^2(D)}.
\]
Using (5.15) finally leads to

$$B'_{\nu} \leq B_{\nu} := \frac{C_{u} C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}} \nu \left(\left|\nu\right| + 1\right)! \frac{1}{(\ln 2)^{\left|\nu\right|/2}} + \|(a^{y}_{s})^{-1/2} \partial^{\nu}(u^{y}_{s} - g)\|_{L^{2}(D)}.$$ 

Now we apply [26, Lemma 5], yielding

$$A_{\nu} \leq \sum_{k \leq \nu} \left(\begin{array}{c} \nu \\ k \end{array}\right) \frac{k!}{(\ln 2)^{k}} b^{k} \left(\frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}} \nu - k \right) \left(\frac{1}{(\ln 2)^{\nu - k}} + \|(a^{y}_{s})^{-1/2} \partial^{\nu - k}(u^{y}_{s} - g)\|_{L^{2}(D)}\right)$$

$$\leq \sum_{k \leq \nu} \left(\begin{array}{c} \nu \\ k \end{array}\right) \frac{k!}{(\ln 2)^{k}} b^{k} \left(\frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}} \nu - k \right) \left(\frac{1}{(\ln 2)^{\nu - k}} + \frac{b^{\nu - k}}{(\ln 2)^{\nu - k}} \frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}}\right)$$

$$\leq \frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}} \max (C^{y}, 1) b^{\nu} \sum_{k \leq \nu} \left(\begin{array}{c} \nu \\ k \end{array}\right) \frac{k!}{(\ln 2)^{k}} \left(\frac{1}{(\ln 2)^{\nu - k}} + \frac{1}{(\ln 2)^{\nu - k}}\right)$$

$$\leq \frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}} \max (C^{y}, 1) b^{\nu} \frac{b^{\nu}}{(\ln 2)^{\nu}} \left(\frac{\nu + 3!}{(\ln 2)^{\nu}}\right)$$

Since $(a^{y}_{s})^{-1/2} k_{\nu} = (a^{y}_{s})^{-1/2} \nabla \cdot (a^{y}_{s} \nabla \partial^{\nu} q^{y}_{s}) = (a^{y}_{s})^{-1/2} \Delta (\partial^{\nu} q^{y}_{s}) + (a^{y}_{s})^{-1/2} \nabla a_{s}^{y} \cdot \nabla (\partial^{\nu} q^{y}_{s})$, we have

$$||(a^{y}_{s})^{-1/2} \Delta (\partial^{\nu} q^{y}_{s})||_{L^{2}(D)} \leq ||(a^{y}_{s})^{-1/2} k_{\nu}||_{L^{2}(D)} + ||(a^{y}_{s})^{-1/2} \nabla a_{s}^{y} \cdot \nabla (\partial^{\nu} q^{y}_{s})||_{L^{2}(D)}$$

$$\leq \frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}} \max (C^{y}, 1) b^{\nu} \frac{b^{\nu}}{(\ln 2)^{\nu}} \left(\frac{(\nu + 3)!}{(\ln 2)^{\nu}}\right) + \frac{a^{y}_{s}|c_{1}(\mathcal{T})|}{a^{y}_{\min}} ||(a^{y}_{s})^{-1/2} \nabla (\partial^{\nu} q^{y}_{s})||_{L^{2}(D)}$$

$$\leq \frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}} \max (C^{y}, 1) b^{\nu} \frac{b^{\nu}}{(\ln 2)^{\nu}} \left(\frac{(\nu + 4)!}{(\ln 2)^{\nu}}\right) + \frac{a^{y}_{s}|c_{1}(\mathcal{T})|}{a^{y}_{\min}} \left(\frac{(\nu + 1)!}{(\ln 2)^{\nu}}\right) \frac{b^{\nu}}{(\ln 2)^{\nu}} \frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}}$$

$$\leq \max (1, C^{y}, \frac{|a^{y}_{s}|c_{1}(\mathcal{T})|}{a^{y}_{\min}}) b^{\nu} \frac{b^{\nu}}{(\ln 2)^{\nu}} \left(\frac{(\nu + 4)!}{(\ln 2)^{\nu}}\right) \frac{C_{y} C_{2g} y}{(a^{y}_{\min})^{1/2}}$$

with $C^{y} = \max (1, C^{y}, C_{2g}^{y}) = \max (1, C^{y})$. The third inequality above follows from lemma 5.4.

Note that $C^{y} = \max (1, 2 \frac{|a^{y}_{s}|c_{1}(\mathcal{T})|}{a^{y}_{\min}}) \leq 1 + 2 \frac{|a^{y}_{s}|c_{1}(\mathcal{T})|}{a^{y}_{\min}} \in L^{p}(\Omega)$ because $a^{y}_{\min}$ and $|a^{y}_{s}|c_{1}(\mathcal{D})$ are both in $L^{p}(\Omega)$ for all $p \in [1, \infty)$.

**Lemma 5.6.** Let $q^{y}_{a,h}$ be the unique solution of (2.10). Then, under the assumptions of the previous lemma, it holds that

$$||a^{y}_{s} \partial^{k}(q^{y}_{a} - q^{y}_{a,h})||_{H^{3}(D)} \leq ||(a^{y}_{s})^{-1/2} \nabla \partial^{k}(q^{y}_{a} - q^{y}_{a,h})||_{L^{2}(D)} \leq \frac{h}{3} \frac{b^{k}}{(\ln 2)^{k}} \left(\frac{|k| + 2}{(\ln 2)^{|k|/2}} + 6 \right) \frac{C^{y} C_{2g} y}{(a^{y}_{\max})^{1/2}} C_{2g}.$$

**Proof.** Let $P_{h} = P_{h}(y) : V \to V_{h} : w \mapsto w_{h}$ denote the parametric FE projection onto $V_{h}$ which is defined, for arbitrary $w \in V$, by

$$\int_{D} a^{y}_{s} \nabla(P_{h}(y)w - w) \cdot \nabla v_{h} dx = 0, \quad \forall v_{h} \in V_{h}$$

for all $v_{h} \in V_{h}$. (5.24)
In particular, we have \( P_h(y)w = w_h \) in \( V_h \) and \( P_h^2(y) = P_h(y) \). We conclude, using \( \partial \nu w_h \in V_h \) for every \( \nu \in N_0^h \), that \((Id - P_h(y))(\partial \nu w_h^y) = 0\). We stress here that, since the parametric FE projection \( P_h(y) \) depends on \( y \), in general

\[
\partial^\nu (w^y - w_h^y) \neq (Id - P_h(y))(\partial \nu w^y).
\]

Thus

\[
\| (a_y^y)^{1/2} \nabla \partial^k (q^y_s - q^y_{s,h}) \|_{L^2(D)}
\]

\[
= \| (a_y^y)^{1/2} \nabla P_h(y) \partial^k (q^y_s - q^y_{s,h}) + (a_y^y)^{1/2} \nabla (Id - P_h(y)) \partial^k (q^y_s - q^y_{s,h}) \|_{L^2(D)}
\]

\[
\leq \| (a_y^y)^{1/2} \nabla P_h(y) \partial^k (q^y_s - q^y_{s,h}) \|_{L^2(D)} + \| (a_y^y)^{1/2} \nabla (Id - P_h(y)) \partial^k q^y_s \|_{L^2(D)}.
\]

(5.25)

Now applying \( \partial^k \) to

\[
\int_D a_y^y \nabla \partial^k (q^y_s - q^y_{s,h}) \cdot \nabla v_h \, dx = 0 \quad \forall \ v \in V_h,
\]

and separating out the \( m = k \) term, we get for all \( v_h \in V_h \)

\[
\int_D a_y^y \nabla \partial^k (q^y_s - q^y_{s,h}) \cdot \nabla v_h \, dx = - \sum_{m \leq k, m \neq k} \left( \frac{k}{m} \right) \int_D (\partial^{k-m} a_y^y) \nabla \partial^m (q^y_s - q^y_{s,h}) \cdot \nabla v_h \, dx.
\]

Choosing \( v_h = P_h(\partial^k (q^y_s - q^y_{s,h})) \), the left-hand side becomes

\[
\int_D a_y^y \nabla P_h \partial^k (q^y_s - q^y_{s,h})^2 \, dx + \int_D a_y^y \nabla (Id - P_h) \partial^k (q^y_s - q^y_{s,h}) \cdot \nabla P_h \partial^k (q^y_s - q^y_{s,h}) \, dx,
\]

where the second term cancels due to the projection definition (5.24). Dividing and multiplying the right-hand side by \( a_y^y \) and using the Cauchy–Schwarz inequality, one obtains

\[
\int_D a_y^y |\nabla P_h \partial^k (q^y_s - q^y_{s,h})|^2 \, dx \leq \sum_{m \leq k, m \neq k} \left( \frac{k}{m} \right) \max_{x \in D} \frac{|\partial^{k-m} a_y^y|}{a_y^y} \times \left( \int_D a_y^y |\nabla \partial^m (q^y_s - q^y_{s,h})|^2 \, dx \right)^{1/2} \left( \int_D a_y^y |\nabla P_h \partial^k (q^y_s - q^y_{s,h})|^2 \, dx \right)^{1/2}.
\]

Cancelling the common factor in both sides and using (5.7) we arrive at

\[
\| (a_y^y)^{1/2} \nabla P_h \partial^k (q^y_s - q^y_{s,h}) \|_{L^2(D)} \leq \sum_{m \leq k, m \neq k} \left( \frac{k}{m} \right) b^{k-m} \| (a_y^y)^{1/2} \nabla \partial^m (q^y_s - q^y_{s,h}) \|_{L^2(D)}.
\]

Substituting this into (5.25) we obtain

\[
\| (a_y^y)^{1/2} \nabla \partial^k (q^y_s - q^y_{s,h}) \|_{L^2(D)} \leq \sum_{m \leq k, m \neq k} \left( \frac{k}{m} \right) b^{k-m} \| (a_y^y)^{1/2} \nabla \partial^m (q^y_s - q^y_{s,h}) \|_{L^2(D)} \]

\[
+ \| (a_y^y)^{1/2} \nabla (Id - P_h) \partial^k q^y_s \|_{L^2(D)}
\]

leading by [26, Lemma 5] to

\[
\| (a_y^y)^{1/2} \nabla \partial^k (q^y_s - q^y_{s,h}) \|_{L^2(D)}
\]
This result together with Céa’s lemma and the definition of \( a_y \) (e.g., [12]) lead, as allowing us to derive classical results from FE theory for \( \nu \)

to the uncertain variable.

We are next going to show an analogous result for the \( \nu \)th partial derivatives with respect to the uncertain variable.

\[
\begin{align*}
\sum_{m \leq k} \binom{k}{m} m! b^m \frac{(a_y)^{1/2} \nabla (Id - P_h) \partial \nu m q_y}{(ln 2)^m} \| |L^2(D) \\
\lesssim h (a_y_{max})^{1/2} \sum_{m \leq k} \binom{k}{m} m! b^m \frac{\Delta (\partial \nu m q_y)}{(ln 2)^m} \| |L^2(D) \\
\leq h (a_y_{max})^{1/2} \sum_{m \leq k} \binom{k}{m} m! b^m \frac{\Delta (\partial \nu m q_y) - (\nu m q_y)}{(ln 2)^m} \| |L^2(D) \\
= h \frac{b^k}{(ln 2)^k} \sum_{m \leq k} \binom{k}{m} m! \frac{((\nu m q_y) - (\nu m q_y))}{(ln 2)^m} \| |L^2(D) \\
\end{align*}
\]

In order to justify the second inequality, note that by the product rule \( q_y \) satisfies the following PDE

\[-\Delta q_y = \frac{1}{a_y} (u_y - g + \nabla a_y \cdot \nabla q_y),\]

allowing us to derive \( H^2(D) \)-regularity

\[
\begin{align*}
\| q_y \|_{H^2(D)} := \| \Delta q_y \|_{L^2(D)} &\leq \frac{1}{a_y_{min}} \left( 1 + \frac{|a_y|_{C_1(D)}}{a_y_{min}} \right) \| u_y - g \|_{L^2(D)} \\
&\leq \frac{1}{a_y_{min}} \left( 1 + \frac{|a_y|_{C_1(D)}}{a_y_{min}} \right) C_y \left( \| z \|_{L^2(D)} + \| g \|_{L^2(D)} \right).
\end{align*}
\]

Classical results from FE theory for \( H^2(D) \)-regular functions on a convex domain \( D \) (see, e.g., [12]) lead, as \( h \to 0 \), to

\[
\inf_{v \in V_h} \| q_y - v \|_V \lesssim h^\ell \| \Delta q_y \|_{L^2(D)}.
\]

This result together with Céa’s lemma and the definition of \( a_y \) then proves

\[
\|(a_y)^{1/2} \nabla (q_y - q_y)\|_{L^2(D)} \lesssim h^\ell (a_y_{max})^{1/2} \| \Delta q_y \|_{L^2(D)}.
\]

Note that one can apply a standard Aubin–Nitsche duality argument to obtain quadratic convergence in the meshwidth \( h \) measured in the \( L^2(D) \)-norm.

Let \( u_{st} \) be the solution of

\[
\int_D a_{st}^y \nabla u_{st} \cdot \nabla v \, dx = \int_D z v \, dx, \quad \forall v \in H_0^1(D) \tag{5.26}
\]

and \( u_{st-1} \) be the solution of

\[
\int_D a_{st-1}^y \nabla u_{st-1} \cdot \nabla v \, dx = \int_D z v \, dx, \quad \forall v \in H_0^1(D). \tag{5.27}
\]

Subtracting (5.27) from (5.26) we get

\[
0 = \int_D a_{st}^y (\nabla u_{st} - \nabla u_{st-1}) \cdot \nabla v \, dx + \int_D (a_{st}^y - a_{st-1}^y) \nabla u_{st-1} \cdot \nabla v \, dx. \tag{5.28}
\]

This is used in [9] to show, that

\[
\| u_{st}^y - u_{st-1}^y \|_{H_0^1(D)} \leq \max_{x \in D} |a_{st}^y - a_{st-1}^y| \| H^{-1}(D) \| \| z \|^2_{L^2(D)}. \]

We are next going to show an analogous result for the \( \nu \)-th partial derivatives with respect to the uncertain variable.
Lemma 5.7. Let $u^{y}_{s_{t}}$ be the unique solution of (5.26) and $u^{y}_{s_{t-1}}$ the unique solution of (5.27). Then, under the assumptions of the previous lemma, it holds that

$$\|\partial^\nu (u^{y}_{s_{t}} - u^{y}_{s_{t-1}})\|_{H^1_0(D)} \leq h_{s_{t-1}} C_{d} \frac{b^\nu}{(\ln 2)|\nu|} (|\nu| + 1)! \frac{a^{y}_{\max}}{a^{y}_{\min}}^{3/2} \|z\|_{H^{-1}(D)}.$$  

Proof. Taking the $\nu$-th partial derivative on both sides of (5.28), we get with Leibniz product rule

$$\sum_{m \leq \nu} \binom{\nu}{m} \int_{D} \partial^\nu-m u^{y}_{s_{t}} \nabla (\partial^m (u^{y}_{s_{t}} - u^{y}_{s_{t-1}})) \cdot \nabla v \, dx$$

$$= - \sum_{m \leq \nu} \binom{\nu}{m} \int_{D} \partial^\nu-m (a^{y}_{s_{t}} - a^{y}_{s_{t-1}}) \nabla (\partial^m u^{y}_{s_{t-1}}) \cdot \nabla (\partial^\nu w^y) \, dx.$$

Introducing the notation $w^y := u^{y}_{s_{t}} - u^{y}_{s_{t-1}}$, separating out the $m = \nu$ term on the left-hand side and setting $v = \partial^\nu w^y$ gives

$$\int_{D} a^{y}_{s_{t}} \|\nabla (\partial^\nu w^y)\|^2 \, dx$$

$$= - \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} \int_{D} \partial^\nu-m a^{y}_{s_{t}} \nabla (\partial^m w^y) \cdot \nabla (\partial^\nu w^y) \, dx$$

$$- \sum_{m \leq \nu} \binom{\nu}{m} \int_{D} \partial^\nu-m (a^{y}_{s_{t}} - a^{y}_{s_{t-1}}) \nabla (\partial^m u^{y}_{s_{t-1}}) \cdot \nabla (\partial^\nu w^y) \, dx$$

$$= - \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} \int_{D} \partial^\nu-m a^{y}_{s_{t}} \nabla (\partial^m w^y) \cdot \nabla (\partial^\nu w^y) \, dx$$

$$- \sum_{m \leq \nu} \binom{\nu}{m} \int_{D} \partial^\nu-m (a^{y}_{s_{t}} - a^{y}_{s_{t-1}}) \nabla (\partial^m u^{y}_{s_{t-1}}) \cdot \nabla (\partial^\nu w^y) \, dx$$

$$\leq \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} b^{\nu-m} (a^{y}_{s_{t}})^{1/2} \nabla (\partial^m w^y) \|L^2(D)\| (a^{y}_{s_{t}})^{1/2} \nabla (\partial^\nu w^y) \|L^2(D)\)$$

$$+ \sum_{m \leq \nu} \binom{\nu}{m} \max_{x \in D} |\partial^\nu-m (a^{y}_{s_{t}} - a^{y}_{s_{t-1}})| \|\nabla (\partial^m u^{y}_{s_{t-1}})\|_{L^2(D)} \|\nabla (\partial^\nu w^y)\|_{L^2(D)}.$$  

Cancelling one common factor on both sides we obtain

$$\frac{\|\nabla (\partial^m u^{y}_{s_{t-1}})\|_{L^2(D)}}{h_{s_{t}}} \leq \sum_{m \leq \nu, m \neq \nu} \binom{\nu}{m} b^{\nu-m} (a^{y}_{s_{t}})^{1/2} \nabla (\partial^m w^y) \|L^2(D)\)$$

$$+ \sum_{m \leq \nu} \binom{\nu}{m} \max_{x \in D} |\partial^\nu-m (a^{y}_{s_{t}} - a^{y}_{s_{t-1}})| \|\nabla (\partial^m u^{y}_{s_{t-1}})\|_{L^2(D)}.$$  

We know that

$$\|\nabla (\partial^m u^{y}_{s_{t-1}})\|_{L^2(D)} = \|\partial^m u^{y}_{s_{t-1}}\|_{H^1_0(D)} \leq |m| \frac{b^{m}}{(\ln 2)|m|} \|z\|_{H^{-1}(D)}.$$  

and using Lemma 5.3 we get

$$\mathbb{B}_{\nu} \leq \sum_{m \leq \nu} \binom{\nu}{m} C_{d} h_{s_{t-1}} a^{y}_{\max} b^{\nu-m} |m| \frac{b^{m}}{(\ln 2)|m|} \|z\|_{H^{-1}(D)} \frac{a^{y}_{\min}}{a^{y}_{\min}}.$$  
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\[
\begin{align*}
&\leq b^\nu C_a h_{t-1} a_{\text{max}}^y \frac{\|z\|_{H^{-1}(D)}}{a_{\text{min}}^y} \sum_{m \leq \nu} \left( \frac{\nu}{m} \right) \frac{|m|!}{(\ln 2)^m}, \\
&\leq \frac{|\nu|!}{(\ln 2)^{|\nu|}} b^\nu 2C_a h_{t-1} a_{\text{max}}^y \frac{\|z\|_{H^{-1}(D)}}{a_{\text{min}}^y},
\end{align*}
\]

where we used (5.14). We can now apply [26, Lemma 5] to get

\[
\left\| (a_{x_t}^y)^{1/2} \nabla (\partial^\nu w^y) \right\|_{L^2(D)} \leq \sum_{\nu \leq 2} \left( \frac{\nu}{m} \right) \frac{|m|! (\ln 2)^{|m|}}{a_{\text{min}}^y} \frac{\|z\|_{H^{-1}(D)}}{a_{\text{min}}^y} b^\nu 2C_a h_{t-1} a_{\text{max}}^y \frac{\|z\|_{H^{-1}(D)}}{a_{\text{min}}^y} \left( \frac{\nu}{m} \right) |m|! |\nu - m|!
\]

\[
= 2C_a h_{t-1} a_{\text{max}}^y \frac{\|z\|_{H^{-1}(D)}}{a_{\text{min}}^y} \left( \frac{\nu}{m} \right) |m|! |\nu - m|! (|\nu| + 1)!
\]

A similar result holds for the adjoint variable. Therefore let \(q_{st}^y\) be the solution of

\[
\int_D a_{st}^y \nabla q_{st}^y \cdot \nabla v \, dx = \int_D (w_{st}^y - g) v \, dx, \quad \forall v \in H_0^1(D)
\]

and \(q_{st-1}^y\) be the solution of

\[
\int_D a_{st-1}^y \nabla q_{st-1}^y \cdot \nabla v \, dx = \int_D (w_{st-1}^y - g) v \, dx, \quad \forall v \in H_0^1(D).
\]

Subtracting (5.30) from (5.29) we get

\[
0 = \int_D a_{st}^y (\nabla q_{st}^y - \nabla q_{st-1}^y) \cdot \nabla v \, dx + \int_D (a_{st}^y - a_{st-1}^y) \nabla q_{st-1}^y \cdot \nabla v \, dx - \int_D (w_{st}^y - w_{st-1}^y) v \, dx.
\]

**Lemma 5.8.** Let \(q_{st}^y\) be the unique solution of (5.29) and \(q_{st-1}^y\) the unique solution of (5.30). Then, under the assumptions of the previous lemma, it holds that

\[
\|\partial^\nu (q_{st}^y - q_{st-1}^y)\|_{H_0^1(D)} \leq h_{t-1} (|\nu| + 2)! \left( \frac{b^\nu}{(\ln 2)^{|\nu|}} \right)^2 \frac{\|z\|_{H^{-1}(D)}}{a_{\text{min}}^y} C_a a_{\text{max}}^y C_g.
\]

**Proof.** Taking the \(\nu\)-th partial derivative on both sides of (5.31), we get by Leibniz product rule

\[
\sum_{m \leq \nu} \left( \frac{\nu}{m} \right) \int_D \partial^{-m} a_{st}^y \nabla (\partial^m (q_{st}^y - q_{st-1}^y)) \cdot \nabla v \, dx
\]

\[
- \sum_{m \leq \nu} \left( \frac{\nu}{m} \right) \int_D \partial^{-m} (a_{st}^y - a_{st-1}^y) \nabla (\partial^m q_{st-1}^y) \cdot \nabla v \, dx + \int_D \partial^\nu (w_{st}^y - w_{st-1}^y) v \, dx.
\]

Introducing the notation \(w^y := q_{st}^y - q_{st-1}^y\), separating out the \(m \neq \nu\) term on the left-hand side, setting \(v = \partial^\nu w^y\) and cancelling the common factor \(||(a_{x_t}^y)^{1/2}\partial^\nu w^y||_{L^2(D)}||\), gives

\[
\|((a_{x_t}^y)^{1/2} \nabla (\partial^\nu w^y))_{L^2(D)} \leq \sum_{m \leq \nu, m \neq \nu} \left( \frac{\nu}{m} \right) \frac{b^\nu}{(\ln 2)^{|\nu|}} \\
\]
thus originates from the CE method of dimension.

From Lemma 5.7 we know that

\[ \| \nabla (\partial^m u - u_{\nu}) \|_{L^2(\Omega)} \leq \frac{b^\nu}{(m + 1)!} \frac{C_\nu}{a_{\nu}} \]

where we used \( \int_{\Omega} \partial^\nu w \, dx = \int_{\Omega} \partial^\nu (u - u_{\nu}) \, dx \leq \sqrt{(a_{\nu})^2} \partial^\nu w \, dx \leq \frac{1}{2} (a_{\nu})^2 \partial^\nu w \, dx \leq \frac{b^\nu}{(m + 1)!} \frac{C_\nu}{a_{\nu}} \]

in order to cancel the common factors.

We know from Lemma 5.4 that

\[ \| \nabla (\partial^m u) \|_{L^2(\Omega)} = \| \partial^m u \|_{L^2(\Omega)} \leq \frac{b^m}{(m + 1)!} \frac{C_m}{a_{\nu}} \]

This bound holds because \( u_{\nu} \) is the adjoint state corresponding to the stochastic field \( a_{\nu} \), which in turn is obtained by interpolating the field \( a_{\nu} \) in the nodes of a coarser CE method; see \( \S 2 \). Note that in both cases \( u \in \mathbb{R}^s \). Importantly, the stochastic field \( a_{\nu} \) thus originates from the CE method of dimension \( s \). Since the \( b \) are characterized by the CE method, the \( b \) in the bound of Lemma 5.4 is the same for \( a_{\nu} \) and \( a_{\nu} \). Furthermore, from Lemma 5.7 we know that

\[ \| \partial^\nu (u - u_{\nu}) \|_{H^{-1}(\Omega)} \leq c_1 c_2 \| \partial^\nu (u - u_{\nu}) \|_{H^1(\Omega)} \leq c_1 c_2 h_{\ell - 1} 2 C_a \frac{a_{\nu}}{a_{\min}} \frac{b^\nu}{(m + 1)!} \frac{C_\nu}{a_{\nu}} \parallel \]

This and Lemma 5.3 gives

\[ \mathbb{E} \leq \sum_{m \leq \nu} \left( \frac{\nu}{m} \right) C_a h_{\ell - 1} a_{\max} b^\nu \frac{b^m}{(m + 1)!} \frac{C_\nu}{a_{\min}} \]

where we used (5.4) in the second inequality and (5.16) in the third inequality. We can now apply [26, Lemma 5] to get

\[ \| a_{\nu}^2 \|_{L^2(\Omega)} \leq \sum_{m \leq \nu} \left( \frac{\nu}{m} \right) \frac{m!}{(m + 1)!} \frac{b^m}{(m + 1)!} \frac{C_\nu}{a_{\min}} \]
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where we used the equality $\sum_{m \leq \nu} \binom{\nu}{m} m!((\nu - m) + 1)! = \frac{(\nu + 2)!}{(\ln 2)\nu}$, which is stated, e.g., in [25, equation 9.5]. The claim follows from

$((a^y_{\text{min}})^{1/2} \|\partial^\nu u y\|_{H^1(D)} \leq \|((a^y_{\text{st}})^{1/2} \|\partial^\nu u y\|_{L^2(D)}$.

\[ \square \]

5.4 Integration error on difference of two levels

In this section we analyze the expected (w.r.t. the random shifts) MSE for approximating the difference of two consecutive levels in the MLQMC estimator. To this end, we introduce the weighted Sobolev space $W_{s, \gamma}$, with norm given by

$$
\|F\|_{W_{s, \gamma}}^2 := \sum_{u \subseteq \{1 : s\}} \frac{1}{\gamma_u} \int_{\mathbb{R}^{|u|}} \left( \int_{\mathbb{R}^{|u|}} \frac{\partial^{\nu}}{\partial y_u} F(y_u, y_{\{1:s\}\setminus u}) \prod_{j \in \{1:s\}\setminus u} \phi(y_j) dy_{\{1:s\}\setminus u} \right)^2 \prod_{j \in u} \psi_j(y_j) dy_u.
$$

Here $\{1 : s\}$ is a shorthand notation for the set of indices $\{1, 2, \ldots, s\}$. In the sum, $y_u = (y_j)_{j \in u}$ denotes the active variables, while $y_{\{1:s\}\setminus u} = (y_j)_{j \in \{1:s\}\setminus u}$ denotes the inactive variables. The constants $\gamma_u$ are weights, collected formally in $\gamma$, and the functions $\psi_j : \mathbb{R} \rightarrow \mathbb{R}^+$ determine the behavior of the functions in the space. For the analysis, based on [14, 28, 32] to hold, we consider functions $\psi_j(y) = \exp(-9\alpha_j|y|)$ with $\alpha_j > 0$ to be specified below.

In the multilevel estimator for our gradient we want to apply the QMC rule to the difference $q^u_{s, \ell} - q^u_{s, \ell - 1}$. On a level $\ell \in \{1, \ldots, L\}$ we can use Fubini’s theorem and [14, Theorem 15] to get

$$
\mathbb{E}_\Delta \left[ \|Q_N(q^u_{s, \ell} - q^u_{s, \ell - 1}) \|_{L^2(D)}^2 \right] = \int_D \mathbb{E}_\Delta \left[ Q_N(q^u_{s, \ell} - q^u_{s, \ell - 1}) \right] dx
$$

$$
= \mathbb{E}_\Delta \left[ \|Q_N(q^u_{s, \ell} - q^u_{s, \ell - 1}) \|_{L^2(D)}^2 \right] = \frac{1}{R^\ell} \int_D \mathbb{E}_\Delta \left[ \|Q_N(q^u_{s, \ell} - q^u_{s, \ell - 1}) \|_{L^2(D)}^2 \right] dx
$$

$$
\leq \frac{1}{R^\ell} \sum_{u \subseteq \{1 : s\}} \gamma_u \prod_{j \in u} \psi_j(y_j)^{1/\lambda} \left( \varphi_{\text{tot}}(N) \right)^{-1/\lambda} \int_D \|q^u_{s, \ell} - q^u_{s, \ell - 1}\|_{W_{s, \gamma}}^2 dx
$$

(5.32)

where

$$
\psi_j(y_j) := 2 \left( \frac{\sqrt{2}\pi \exp(\alpha_j^2/\eta^*)^{1/\lambda} \left( \lambda + \frac{1}{2} \right) \zeta \left( \lambda + \frac{1}{2} \right) \right).
$$

Here $\eta^* = (2\lambda - 1)/(4\lambda)$, $\zeta(x)$ denotes the Riemann Zeta function and $\varphi_{\text{tot}}(N) := \{|1 \leq z \leq N \mid \gcd(z, N) = 1\}$ denotes the Euler totient function. In particular, if $N$ is a power of a prime, it can be shown that $1/\varphi_{\text{tot}}(N) \leq 2/N$. By using the shorthand notation $F(y) := q^u_{s, \ell} - q^u_{s, \ell - 1}$, we observe that

$$
\int_D \|F\|_{W_{s, \gamma}}^2 dx
$$

$$
= \int_D \sum_{u \subseteq \{1 : s\}} \frac{1}{\gamma_u} \int_{\mathbb{R}^{|u|}} \left( \int_{\mathbb{R}^{|u|}} \frac{\partial^{\nu}}{\partial y_u} F(y_u, y_{\{1:s\}\setminus u}) \prod_{j \in \{1:s\}\setminus u} \phi(y_j) dy_{\{1:s\}\setminus u} \right)^2 \prod_{j \in u} \psi_j(y_j) dy_u dx
$$

$$
\leq \int_D \sum_{u \subseteq \{1 : s\}} \frac{1}{\gamma_u} \int_{\mathbb{R}^{|u|}} \left( \int_{\mathbb{R}^{|u|}} \frac{\partial^{\nu}}{\partial y_u} F(y_u, y_{\{1:s\}\setminus u}) \prod_{j \in \{1:s\}\setminus u} \phi(y_j) dy_{\{1:s\}\setminus u} \right)^2 \prod_{j \in u} \psi_j(y_j) dy_u dx
$$

$$
= \sum_{u \subseteq \{1 : s\}} \frac{1}{\gamma_u} \int_{\mathbb{R}^{|u|}} \left( \int_{\mathbb{R}^{|u|}} \frac{\partial^{\nu}}{\partial y_u} F(y_u, y_{\{1:s\}\setminus u}) \prod_{j \in \{1:s\}\setminus u} \phi(y_j) dy_{\{1:s\}\setminus u} \right)^2 \prod_{j \in u} \psi_j(y_j) dy_u dx
$$
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\[
\leq c^2 \sum_{u \subset \{1:s\}} \frac{1}{\gamma u} \int_{\mathbb{R}^{\mid u\mid}} \int_{\mathbb{R}^{\mid u\mid}} \left\| \frac{\partial u}{\partial y_u} \right\|_{H^1_u(D)}^2 \left( \prod_{j \in \{1:s\}\setminus u} \phi(y_j) \right)^2 d y_{\{1:s\}\setminus u} \prod_{j \in u} \psi_j^2(y_j) d y_u .
\]

(5.33)

Thus we take \( F = q^y - q^y_{t-1} \) and plug (5.33) into (5.32) to obtain the following result.

**Theorem 5.9.** Let \( \psi_j^2(y) := \exp(-9\alpha_j \mid y \mid) \) for \( \max(b_j, \alpha_{\min}) < \alpha_j < \alpha_{\max} \) for all \( j \in u \) and some \( 0 < \alpha_{\min} < \alpha_{\max} < \infty \). The variance \( \mathcal{V}_\ell \) for approximating the difference of two consecutive levels in the MLQMC estimator satisfies, for all \( \lambda \in (1/2, 1] \),

\[
\mathcal{V}_\ell \leq \frac{1}{R_\ell} \varphi_{\text{tot}}(N_\ell)^{-1/\lambda} C_{s,\gamma} \left( h_{t-1} c_2 C_\gamma C_P \exp(\|Z\|_\infty) \right)^2 \exp \left( \frac{81}{4} \|b\|^2_2 + \frac{9}{\sqrt{\pi}} \|b\|_1 \right),
\]

with \( C_P \) some constant depending only on \( c_1, c_2 \) and \( C_d \) and where

\[
C_{s,\gamma} := \left( \sum_{u : \# u \leq 1} \gamma_u \prod_{j \in u} \varrho_j(\lambda) \right)^{1/\lambda} \sum_{u \subseteq \{1:s\}} \frac{1}{\gamma_u} \left( \frac{(\|u\| + 2)! (\|u\| + 6)}{3(\ln 2)^{\|u\|}} \right)^2 \left( \prod_{j \in u} \frac{\tilde{b}_j^2}{\alpha_j - b_j} \right)
\]

and

\[
\varrho_j(\lambda) := 2 \left( \frac{\sqrt{2\pi} \exp(\alpha_j^2/\eta^2)}{\pi^{-2 - 2\eta^2} (1 - \eta^2) \eta^2} \right)^{\lambda} \left( \lambda + \frac{1}{2} \right). \tag{5.34}
\]

**Proof.** For this proof it is important to recall from §2 that \( q^y_{t-1} \) is the adjoint state corresponding to the stochastic field \( a^y_{t-1} \), which in turn is obtained by interpolating the field \( a^y_{t-1} \) in the nodes of a coarser CE method. In both cases \( y \in \mathbb{R}^{\nu} \). By the triangle inequality we have

\[
\left\| \partial^\nu (q^{y_{t-1},h_t} - q^{y_{t-1},h_{t-1}}) \right\|_{H^{\nu}_0(D)} \leq \left\| \partial^\nu (q^{y_{t-1},h_t} - q^{y_{t-1},h_{t-1}}) \right\|_{H^{\nu}_0(D)} + \left\| \partial^\nu (q^{y_{t-1}} - q^{y_{t-1},h_{t-1}}) \right\|_{H^{\nu}_0(D)} + \left\| \partial^\nu (q^{y_{t-1}} - q^{y_{t-1},h_{t-1}}) \right\|_{H^{\nu}_0(D)},
\]

which in turn can be estimated using Lemma 5.6 (term\(_1\) and term\(_3\)) and Lemma 5.8 (term\(_2\)):

\[
term_1 \leq h_{t-1} \frac{b^\nu}{(\ln 2)^{\mid \nu \mid}} \frac{(\|\nu\| + 2)! (\|\nu\| + 6)}{3} \left( \frac{a^y_{\max}}{a^y_{\min}} \right)^{1/2} \tilde{C}^y C^y_D \left( \|z\|_{H^{-1}(D)} + \|g\|_{H^{-1}(D)} \right)
\]

\[
term_2 \leq h_{t-1} \frac{b^\nu}{(\ln 2)^{\mid \nu \mid}} \frac{(\|\nu\| + 2)! (\|\nu\| + 6)}{3} \left( \frac{a^y_{\max}}{a^y_{\min}} \right)^{3/2} 2C_a \left( \|z\|_{H^{-1}(D)} + \|g\|_{H^{-1}(D)} \right)
\]

\[
term_3 \leq h_{t-1} \frac{b^\nu}{(\ln 2)^{\mid \nu \mid}} \frac{(\|\nu\| + 2)! (\|\nu\| + 6)}{3} \left( \frac{a^y_{\max}}{a^y_{\min}} \right)^{1/2} \tilde{C}^y C^y_D \left( \|z\|_{H^{-1}(D)} + \|g\|_{H^{-1}(D)} \right).
\]

Recalling that \( \tilde{C}^y = \max(1, C^y) = \max(1, 2^{\|y\|_{C^y}^{1/2}}) \) and \( C^y_D = \max(1, 2C^y_D a^y_D) \) and \( C^y_D = \max(1, a^y_{\min}^{3/2}) \), we can further estimate

\[
term_1 + term_2 + term_3 \leq h_{t-1} \frac{b^\nu}{(\ln 2)^{\mid \nu \mid}} \frac{(\|\nu\| + 2)! (\|\nu\| + 6)}{3} \left( \|z\|_{H^{-1}(D)} + \|g\|_{H^{-1}(D)} \right) \times \left( 2 \left( \frac{a_{\max}}{a_{\min}} \frac{1}{a_{\min}} \right)^{1/2} \left( 1 + 2C^y_D a^y_{\max} \right) \left( 1 + \frac{c_1 c_2}{c_{\min}} \right) + \left( \frac{a_{\max}}{a_{\min}} \frac{1}{a_{\min}} \right)^{3/2} \left( 1 + \frac{c_1 c_2}{c_{\min}} \right) \right), \tag{5.36}
\]
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so the bound depends on \( y \) only through \( y_{\text{min}} \) and \( y_{\text{max}} \). We use

\[
(a_{\text{min}}^y)^{-1}, a_{\text{max}}^y \leq \exp(\|\bar{Z}\|_\infty) \exp(b^T y)
\]
to derive the bounds

\[
\frac{(a_{\text{max}}^y)^{1/2}}{a_{\text{min}}^y} \leq \left( \exp(\|\bar{Z}\|_\infty) \exp(b^T y) \right)^{3/2},
\]

\[
\frac{(a_{\text{max}}^y)^{3/2}}{(a_{\text{min}}^y)^{5/2}} \leq \left( \exp(\|\bar{Z}\|_\infty) \exp(b^T y) \right)^{5/2},
\]

\[
c_{1c2} a_{\text{max}}^y \leq c_{1c2} \exp(\|\bar{Z}\|_\infty) \exp(b^T y),
\]

\[
2C_d a_{\text{max}}^y a_{\text{min}}^y \leq 2C_d \left( \exp(\|\bar{Z}\|_\infty) \exp(b^T y) \right)^2.
\]

Moreover, we have \( 1 \leq \exp(\|\bar{Z}\|_\infty) \exp(b^T y) \leq \left( \exp(\|\bar{Z}\|_\infty) \exp(b^T y) \right)^2 \). Using these estimates we conclude that

\[
(5.36) \leq h_{\ell-1} \frac{b^\nu}{(ln 2)^{|\nu|}} \frac{(|\nu| + 2)!(|\nu| + 6)}{3} C_z \gamma C_P \left( \exp(\|\bar{Z}\|_\infty) \exp(b^T y) \right)^{9/2}
\]

with \( C_P \) some constant which depends only on \( c_1, c_2 \) and \( C_d \).

Replacing \( \partial^\nu \) by \( \frac{\partial^\nu}{\partial y_u} \) with \( u \subseteq \{1 : s_1\} \) in (5.35), i.e., restricting to the case where all \( \nu_j \leq 1 \) as is the case in the definition of the \( W_{s,\gamma} \)-norm, we obtain

\[
\left\| \frac{\partial^{|\nu|}}{\partial y_u} (q_{s,\ell} - q_{s-1,\ell}) \right\|_{H^{|\nu|}_0(D)} \leq h_{\ell-1} \left( \prod_{j \in u} b_j \right) \frac{(|\nu| + 2)!(|\nu| + 6)}{3(\ln 2)^{|\nu|}} C_z \gamma C_P \left( \exp(\|\bar{Z}\|_\infty) \exp(b^T y) \right)^{9/2}.
\]

Moreover, the product form of this bound allows us to group the factors in (5.33), with \( F \) taken to be \( q_{s,\ell} - q_{s-1,\ell} \), for \( j \in u \) and \( j \in \{1 : s_1\} \setminus u \) separately, i.e.,

\[
\exp\left(\frac{9}{2} b^T y\right) = \prod_{j \in u} \exp\left(\frac{9}{2} b_j y_j\right) \prod_{j \in \{1 : s_1\} \setminus u} \exp\left(\frac{9}{2} b_j y_j\right).
\]

We first estimate the factors \( j \in \{1 : s_1\} \setminus u \)

\[
\int_{R^{s_1-|u|}} \left( \prod_{j \in \{1 : s_1\} \setminus u} \exp\left(\frac{9}{2} b_j y_j\right) \prod_{j \in \{1 : s_1\} \setminus u} \phi(y_j) \right)^2 dy_{\{1 : s_1\} \setminus u}
\]

\[
= \int_{R^{s_1-|u|}} \prod_{j \in \{1 : s_1\} \setminus u} \left( \exp\left(\frac{9}{2} b_j y_j\right) \phi(y_j) \right)^2 dy_{\{1 : s_1\} \setminus u}
\]

\[
= \int_{R^{s_1-|u|}} \prod_{j \in \{1 : s_1\} \setminus u} \left( \exp\left(\frac{9}{2} b_j y_j\right) \frac{1}{\sqrt{2\pi}} \exp\left(\frac{-y_j^2}{2}\right) \right)^2 dy_{\{1 : s_1\} \setminus u}
\]

\[
= \prod_{j \in \{1 : s_1\} \setminus u} 2 \int_{0}^{\infty} \left( \exp\left(\frac{9}{2} b_j y\right) \frac{1}{\sqrt{2\pi}} \exp\left(\frac{-y^2}{2}\right) \right)^2 dy
\]

\[
= \prod_{j \in \{1 : s_1\} \setminus u} 2 \int_{0}^{\infty} \left( \exp\left(\frac{81}{4} b_j^2 y^2\right) \frac{1}{\sqrt{2\pi}} \exp\left(\frac{-y^2}{2}\right) \right)^2 dy
\]
erf denotes the Gauss error function, we have 

\[ \Phi(y) = \int_{-\infty}^{y} \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{x^2}{2}\right) \, dx, \]

where \( \Phi \) denotes the univariate cumulative standard normal distribution function.

Secondly, we estimate the factors \( j \in u \)

\[ \int_{\mathbb{R}^{|u|}} \prod_{j \in u} \exp\left(9b_j |y_j| \right) \psi_j^2(y_j) \, dy_u = \prod_{j \in u} \left( \int_{-\infty}^{\infty} \exp(9b_j |y|) \psi_j^2(y) \, dy \right). \]

With \( \psi_j^2(y) := \exp(-9\alpha_j |y|) \) for \( \max(\alpha_j, \alpha_{\min}) < \alpha_j < \alpha_{\max} \) for all \( j \in u \) and some \( 0 < \alpha_{\min} < \alpha_{\max} < \infty \), we get

\[ \int_{\mathbb{R}^{|u|}} \prod_{j \in u} \exp(9b_j |y_j|) \psi_j^2(y_j) \, dy_u = \prod_{j \in u} \frac{1}{\alpha_j - b_j}. \]

Defining

\[ \tilde{b}_j := \frac{b_j}{(1/\sqrt{\pi}) \exp(81b_j^2/2) \Phi(9b_j/\sqrt{2})}, \]

we arrive at

\[ \int_{\mathbb{R}^{|u|}} \left( \int_{\mathbb{R}^{|u|}} \left( \prod_{j \in u} \psi_j^2(y_j) \right)^2 \right) \, dy_u = \left( \prod_{j \in \{1:s_t\}} \frac{1}{\sqrt{\pi}} \exp(81b_j^2/2) \Phi(9b_j/\sqrt{2}) \right) \left( \prod_{j \in u} \frac{b_j^2}{\alpha_j - b_j} \right) \]

\[ \leq \left( \prod_{j \in \{1:s_t\}} \frac{1}{2\sqrt{\pi}} \exp(81b_j^2/2) \Phi(\sqrt{2}b_j) \right) \left( \prod_{j \in u} \frac{\tilde{b}_j^2}{\alpha_j - b_j} \right) \]

Using \( \Phi(\sqrt{2}b_j) \leq \frac{1}{2}(1 + \text{erf}(\sqrt{2}b_j/\sqrt{2})) \leq \frac{1}{2}(1 + 2\frac{9}{2\sqrt{\pi}}b_j) \leq \frac{1}{2} \exp(\frac{9}{\sqrt{\pi}}b_j) \) for all \( j \), where \( \text{erf} \) denotes the Gauss error function, we have

\[ \prod_{j \in \{1:s_t\}} \frac{1}{\sqrt{\pi}} \exp(81b_j^2/2) \Phi(\sqrt{2}b_j) \leq \prod_{j \in \{1:s\}} \frac{1}{2\sqrt{\pi}} \exp(81b_j^2/2) \exp(\frac{9}{\sqrt{\pi}}b_j) \]

\[ \leq \exp\left(\frac{81}{4} \sum_{j \in \{1:s_t\}} b_j^2 + \frac{9}{\sqrt{\pi}} \sum_{j \in \{1:s\}} b_j \right) \]

\[ = \exp\left(\frac{81}{4} \|b\|_2^2 + \frac{9}{\sqrt{\pi}} \|b\|_1 \right). \]

We have thus proved the following

\[ \int_{\mathcal{D}} \|q_{s_t,h,r} - q_{s_{r-1},h_{r-1}}\|^2_{\mathcal{V}_{s_t,r}} \, dx \]
Theorem it is sufficient to find an upper bound on $C_\alpha$ the value of (5.34) with dependent "POD" minimizer for all $s$, $\parallel s \parallel$ for the minimizer, see [15, Corollary 21]. Since we choose the weights $\gamma$, hence, it is sufficient to show that $S_\alpha$ with respect to $s_\ell$ for $p = 2\lambda/(1+\lambda)$. Then there is a constant $C(\lambda) > 0$ such that

$$V_\ell \leq \frac{1}{R_\ell} h_\ell^2 C(\lambda) N^{-\frac{1}{4}}.$$  

Proof. Since $N$ is a prime power, we have that $1/\varphi_{tot}(N) \leq 2/N$. Due to the preceding Theorem it is sufficient to find an upper bound on $C_{s_\ell, \gamma}$ that is independent of $s_\ell$. To this end we choose the weights $\gamma$ to minimize $C_{s_\ell, \gamma}$. By [14, lemma 18] the "product and order dependent" (POD) minimizer $\gamma^*$ of $C_{s_\ell, \gamma}$ is given by

$$\gamma^* = \left( \left( \frac{(|u| + 2)|(|u| + 6)}{3(\ln 2)^{|u|}} \right)^2 \prod_{j \in \pi} \frac{\tilde{b}_j^2}{(\alpha_j - b_j) \varrho_j(\lambda)} \right)^{\frac{1}{1+\frac{1}{4}}}.$$  

One can show that

$$C_{s_\ell, \gamma^*} = S_\lambda^{1+\frac{1}{4}}, \quad \text{where} \quad S_\lambda = \sum_{u \subseteq \{1, s_\ell\}} \left[ \left( \frac{(|u| + 2)|(|u| + 6)}{3(\ln 2)^{|u|}} \right)^2 \prod_{j \in \pi} \frac{\tilde{b}_j^2 \varrho_j(\lambda)^{\frac{1}{4}}}{\alpha_j - b_j} \right],$$

hence, it is sufficient to show that $S_\lambda < \infty$. To this end we choose the parameters $\alpha_j$ that minimize $S_\lambda$. We observe that all terms of $S_\lambda$ are positive, thus minimizing $S_\lambda$, or equivalently $C_{s_\ell, \gamma^*}$, with respect to the parameters $\{\alpha_j\}_{j \geq 1}$ is equivalent to minimizing each of the functions $\frac{\varrho_j(\lambda)^{\frac{1}{4}}}{\alpha_j - \tilde{b}_j}$ with respect to $\alpha_j$. Due to (5.34), $\varrho_j(\lambda)^{\frac{1}{4}} = c \exp(\alpha_j^2/\eta^*)$, for some constant $c$ independent of $\alpha_j$ and for $\eta^* = (2\lambda - 1)/(4\lambda)$, leads to

$$\alpha_j = \frac{1}{2} \left( b_j + \sqrt{b_j^2 + 1 - \frac{1}{2\lambda}} \right), \quad (5.38)$$

for the minimizer, see [15, Corollary 21]. Since $\parallel b \parallel_p$ is bounded, we also have $\parallel b \parallel_\infty \leq b_{max}$ for all $s$, i.e., $b_j \leq b_{max}$ for all $j = 1, \ldots, s_\ell$ and all $s_\ell$. We denote by $\alpha_{max}$ the value of (5.38) with $b_j$ replaced by $b_{max}$. We have $\alpha_j \leq \alpha_{max}$ for all $j = 1, \ldots, s_\ell$ and all $s_\ell$, and $\alpha_j - b_j \geq \alpha_{max} - b_{max}$. Furthermore, $\varrho_j(\lambda) \leq \varrho_{max}(\lambda)$ for all $j$ and all $s$, where $\varrho_{max}(\lambda)$ is the value of (5.34) with $\alpha_j$ replaced by $\alpha_{max}$.

From the definition of $\tilde{b}_j$ we see that $b_j \leq \sqrt{\pi} b_{max}$, so by setting $\lambda = \frac{p}{2-p}$ and $T_\lambda := \frac{4\pi \varrho_{max}(\lambda)^{\frac{1}{4}}}{(\alpha_{max} - b_{max}) |(\ln 2)^{\frac{1}{4}}|}$, we have

$$S_\lambda \leq \sum_{u \subseteq \{1, s_\ell\}} \left( \frac{(|u| + 2)|(|u| + 6)}{3(\ln 2)^{|u|}} \right)^P \prod_{j \in \pi} (\tau_j b_j^2)^{\frac{p}{2}} \sum_{k = 0}^{s_\ell} \left( \frac{(k + 2)(k + 6)}{3(\ln 2)^{|u|}} \right)^P \prod_{j \in \pi} (\tau_j b_j^2)^{\frac{p}{2}}$$
\[
\sum_{k=0}^{s^*} \left( \frac{(k+2)!}{k!} \right)^p \frac{2^k}{\tau_p^k} \sum_{j=1}^{s^*} \frac{b_j^p}{\tau_p^j} < \infty.
\]

The finiteness follows by the ratio test, because \( p < 1 \).

6 Conclusion

We presented a MLQMC method for the estimation of gradients for PDE constrained optimization problems. Numerical results for the Poisson equation show that the MLQMC method outperforms the MLC and the QMC method. Its performance hinges on the faster decay of the variances of each term in the telescopic sum (3.8) defining the multilevel method.

For the particular problem considered in this paper, a rigorous analysis confirms this faster decay of the relevant variances. The argument is based on previous works analyzing QMC methods, QMC methods with CE, MLQMC methods, QMC methods for optimization and MLC methods for optimization.

While the experiments and the analysis are only performed for the specific elliptic model problem, one hopes that the results carry over to other cases as well. The numerical or theoretical evidence remains to be investigated, however.
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