Invited review: KPZ. Recent developments via a variational formulation
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Recently, a variational approach has been introduced for the paradigmatic Kardar–Parisi–Zhang (KPZ) equation. Here we review that approach, together with the functional Taylor expansion that the KPZ nonequilibrium potential (NEP) admits. Such expansion becomes naturally truncated at third order, giving rise to a nonlinear stochastic partial differential equation to be regarded as a gradient-flow counterpart to the KPZ equation. A dynamic renormalization group analysis at one-loop order of this new mesoscopic model yields the KPZ scaling relation $\alpha + z = 2$, as a consequence of the exact cancelation of the different contributions to vertex renormalization. This result is quite remarkable, considering the lower degree of symmetry of this equation, which is in particular not Galilean invariant. In addition, this scheme is exploited to inquire about the dynamical behavior of the KPZ equation through a path-integral approach. Each of these aspects offers novel points of view and sheds light on particular aspects of the dynamics of the KPZ equation.

I. Introduction

Although readers whose careers span mostly on the 21st century might not care about this, back in the sixties (when transistors and lasers had already been invented) equilibrium critical phenomena were still a puzzle. In fact, although a sense of “universality” had been gained in 1950 through a field theory based on the innovative concept of order parameter [1, 2], its predicted critical exponents were almost as a rule wrong. It was not until the seventies that a far more sophisticated field-theory approach [3] brought order home: equilibrium universality classes are determined solely by the dimensionalities of the order parameter and the ambient space. Since then, one of Statistical Physics’ “holy grials” has been to conquer a similar achievement for non-equilibrium critical phenomena [4]. In such a (still unaccomplished) enterprise, a valuable field-theoretical tool has been in the last quarter of century the Kardar–Parisi–Zhang (KPZ) equation [5–7].

The KPZ equation [5–7] has become a paradigm for the description of a vast class of nonequilibrium phenomena by means of stochastic fields. The field $h(x, t)$, whose evolution is governed by this stochastic nonlinear partial differential equation, describes the height of a fluctuating interface in the context of surface-growth processes in which it was originally formulated. From a theoretical point of view, the KPZ equation has many interesting properties, for instance, its close relationship with the Burgers equation [8] or with a dif-
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fusion equation with multiplicative noise, whose field \( \phi(x,t) \) can be interpreted as the restricted partition function of the directed polymer problem [9]. Many of the efforts put in investigating the behavior of its solutions were focused on obtaining the scaling laws and critical exponents in one or more spatial dimensions [11]-[17]. However, other questions of great interest are the development of suitable algorithms for its numerical integration [18]-[19], the construction of particular solutions [20]-[23], the crossover behavior between different regimes [10]-[24]-[26], as well as related ageing and pinning phenomena [27]-[29].

Among all the classical theoretical developments concerning this equation [27]-[30], two have recently drawn our attention. One was the scaling relation \( \alpha + z = 2 \), which is expected to be exact for the KPZ equation in any dimension. The exactness of this relation has been traditionally attributed to the Galilean invariance of the KPZ equation. Nevertheless, the assumed central role of this symmetry has been challenged in this as well as in other nonequilibrium models from both a theoretical [30]-[33] and a numerical [34]-[36] point of view. The second one is the generally accepted lack of existence of a suitable functional allowing to formulate the KPZ equation as a gradient flow. In fact, a variational approach to the closely related Sun-Guo-Grant [37] and Villain-Lai-Das Sarma [38]-[39] equations was developed in [40]-[41] by means of a geometric construction. In [46], a Lyapunov functional (with an explicit density) was found for the deterministic KPZ equation. Also, a nonequilibrium potential (NEP), a functional that allows the formal writing of the KPZ equation as a (stochastically forced) exact gradient flow, was introduced.

In this work we shortly review the consistency constraints imposed by the nonequilibrium-potential structure on discrete representations of the KPZ equation and show that they lead to explicit breakdown of Galilean invariance, despite the fact that the obtained numerical results are still those of the KPZ universality class. A Taylor expansion of the previously introduced NEP has (in terms of fluctuations) an explicit density and a thought-provoking structure [47], and leads to an equation of motion (for fluctuations, in the continuum) with exact gradient-flow structure, but different from the KPZ one. This equation has a lower degree of symmetry: it is neither Galilean invariant nor even translation invariant. Its scaling properties are studied by means of a dynamic renormalization group (DRG) analysis, and its critical exponents fulfill at one-loop order the same scaling relation \( \alpha + z = 2 \) as those of the KPZ equation, despite the aforementioned lack of Galilean invariance. The concern with stability leads us to suggest the introduction of an equation related to the Kuramoto-Sivashinsky one, also with exact gradient-flow structure. We close this article exposing some novel developments based on a path-integral-like approach.

II. Brief review of the nonequilibrium potential scheme

Loosely speaking, the notion of NEP is an extension to nonequilibrium situations of that of equilibrium thermodynamic potential. In order to introduce it, we consider a general system of nonlinear stochastic equations (admitting the possibility of multiplicative noises)

\[
\dot{q}^{\nu} = K^\nu(q) + g_i^\nu(q) \xi_i(t), \quad \nu = 1, \ldots, n; \quad (1)
\]

where repeated indices are summed over. Equation (1) is stated in the sense of Itô. The \( \{\xi_i(t)\} \), \( i = 1, \ldots, m \leq n \) are mutually independent sources of Gaussian white noise with typical strength \( \gamma \).

The Fokker–Planck equation corresponding to Eq. (1) takes the form

\[
\frac{\partial P}{\partial t} = -\frac{\partial}{\partial q^{\nu}} K^\nu(q) P + \frac{\gamma}{2} \frac{\partial^2}{\partial q^{\nu} \partial q^q} Q^{\nu q}(q) P \quad (2)
\]

where \( P(q,t;\gamma) \) is the probability density of observing \( q = (q_1, \ldots, q_n) \) at time \( t \) for noise intensity \( \gamma \), and \( Q^{\nu q}(q) = g_i^\nu(q) g_i^q(q) \) is the matrix of transport coefficients of the system, which is symmetric and non-negative. In the long time limit \( (t \to \infty) \), the solution of Eq. (2) tends to the stationary distribution \( P_{st}(q) \). According to [42]-[44], the NEP \( \Phi(q) \) associated to Eq. (2) is defined by

\[
\Phi(q) = -\lim_{\gamma \to 0} \gamma \ln P_{st}(q,\gamma). \quad (3)
\]

In other words,

\[
P_{st}(q) d^m q = Z(q) \exp \left[ -\frac{\Phi(q)}{\gamma} + \mathcal{O}(\gamma) \right] d\Omega_q,
\]
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where \( \Phi(q) \) is the NEP of the system and the prefactor \( Z(q) \) is defined as the limit

\[
\ln Z(q) = \lim_{\gamma \to 0} \left[ \ln P_{\nu}(q, \gamma) + \frac{1}{\gamma} \Phi(q) \right].
\]

Here \( d\Omega_q = d^q q / \sqrt{G(q)} \) is the invariant volume element in the \( q \)-space and \( G(q) \) is the determinant of the contravariant metric tensor (for the Euclidean metric it is \( G = 1 \)). It was shown \[12\] that \( \Phi(q) \) is the solution of a Hamilton–Jacobi-like equation (HJE)

\[
K^{\nu}(q) \frac{\partial \Phi(q)}{\partial q^\nu} + \frac{1}{2} \partial^\mu \Phi(q) \frac{\partial \Phi(q)}{\partial q^\mu} = 0,
\]

and \( Z(q) \) is the solution of a linear first-order partial differential equation depending on \( \Phi(q) \) (not shown here).

Equation \( 4 \) and the normalization condition ensure that \( \Phi \) is bounded from below. Furthermore, it follows that

\[
\frac{d\Phi(q)}{dt} = K^{\nu}(q) \frac{\partial \Phi(q)}{\partial q^\nu} = \frac{1}{2} \partial^\mu \Phi(q) \frac{\partial \Phi(q)}{\partial q^\mu} \leq 0,
\]

i.e., \( \Phi \) is a Lyapunov functional for the dynamics of the system when fluctuations are neglected. Under the deterministic dynamics, \( \dot{q}^\nu = K^{\nu}(q) \), \( \Phi \) decreases monotonically and takes a minimum value on attractors. In particular, \( \Phi \) must be constant on all extended attractors (such as limit cycles or strange attractors) \[12\].

An alternative way to look into this problem is due to Ao \[15\]. The interesting feature of this approach is that it resorts neither to \( P_{\nu}(q) \) nor to the small-noise limit, thus being applicable in principle to more general situations.

### III. Variational approach for KPZ

The Kardar–Parisi–Zhang (KPZ) equation reads

\[
\frac{\partial h(x,t)}{\partial t} = \nu \nabla^2 h(x,t) + \frac{\lambda}{2} \nabla h(x,t)^2 + \xi(x,t),
\]

where \( \xi(x,t) \) is a Gaussian white noise, of zero mean (\( \langle \xi(x,t) \rangle = 0 \)) and correlation \( \langle \xi(x,t) \xi(x',t') \rangle = 2\gamma \delta(x-x') \delta(t-t') \). As it is well known, this nonlinear differential equation describes the fluctuations of a growing interface with a surface tension given by \( \nu \); \( \lambda \) is proportional to the average growth velocity and arises because the surface slope is paralleled transported in such a growth process.

**Lyapunov functional**

The deterministic KPZ equation—obtained by setting \( \gamma = 0 \)—is exactly solvable by means of the Hopf–Cole transformation \( \phi(x,t) = e^{\frac{1}{2} h(x,t)} \), which maps the nonlinear KPZ equation onto the (deterministic) linear diffusion equation \[5\]

\[
\frac{\partial \phi(x,t)}{\partial t} = \nu \nabla^2 \phi(x,t).
\]

Also, the multiplicative reaction-diffusion (RD) equation

\[
\frac{\partial \phi(x,t)}{\partial t} = \nu \nabla^2 \phi(x,t) + \phi(x,t) \xi(x,t),
\]

which is associated to the directed polymer problem \[6,10\] results, using the inverse transformation \( h(x,t) = \frac{2}{\nu} \ln \phi(x,t) \) to be mapped into the complete KPZ equation \[13\].

The deterministic part of Eq. (6) (i.e., Eq. (5)), can be written as

\[
\frac{\partial \phi(x,t)}{\partial t} = -\frac{\partial F[\phi(x,t)]}{\partial \phi(x,t)},
\]

where \( F[\phi(x,t)] \) is the Lyapunov functional of the deterministic RD problem given by

\[
F[\phi(x,t)] = \nu \int [\nabla \phi(x,t)]^2 dx.
\]

Applying to this functional the above indicated inverse transformation we get \[16\]

\[
\tilde{F}[\phi(x,t)] = \frac{\lambda^2}{8\nu} \int e^{\frac{1}{2} h(x,t)} |\nabla h(x,t)|^2 dx,
\]

that allows the KPZ equation to be written as

\[
\frac{\partial}{\partial t} h(x,t) = -\Gamma[h] \frac{\delta F[h]}{\delta h(x,t)} + \xi(x,t).
\]

One can check the Lyapunov property \( \tilde{F}[\phi] \leq 0 \), with the motility \( \Gamma[h] \) given by

\[
\Gamma[h] = \left( \frac{2\nu}{\lambda} \right)^2 e^{-\frac{1}{2} h(x,t)},
\]

and that its minimum is achieved by constant functions. Hence we have a Lyapunov functional for the deterministic KPZ equation that displays simple dynamics: the asymptotic stability of constant...
solutions indicates an approach to constant profiles at long times, for arbitrary initial conditions. Despite this simplicity in the deterministic case, the stochastic situation is far from trivial and gives rise to self-affine fractal profiles. In particular, the existence of this Lyapunov functional provides no a priori intuition on the stochastic dynamics.

The nonequilibrium potential

An alternative functional was also proposed in \[46\]. By starting from the functional Fokker-Planck equation, we look for the stationary solution (in fact steady-state solution), and after some integration by parts, it is possible to arrive to another form of Lyapunov functional

\[
\Phi[h] = \frac{\nu}{2} \int dx (\nabla h)^2 - \frac{\lambda}{2} \int dx \int_{\text{ref}}^{h(x,t)} d\psi (\nabla \psi)^2.
\]  

(10)

It is somehow inspired in the analytical form of “model A”, according to the classification of critical phenomena in \[35\]. Here, the interpretation of the integral in the 2nd term on the rhs is \(\int dx \int_{\text{ref}}^{h(x,t)} d\psi = \sum_j \Delta x \int_{h_{\text{ref}}}^{h_j} d\psi_j\). According to this definition, the KPZ equation can be formally written as a stochastically forced gradient flow

\[
\frac{\partial}{\partial t} h(x,t) = -\frac{\delta \Phi[h]}{\delta h(x,t)} + \xi(x,t).
\]  

(11)

The functional so defined fulfills the Lyapunov condition \(\Phi[h] = -\left(\frac{\delta \Phi[h]}{\delta h(x,t)}\right)^2 \leq 0\) as well, and could be identified as the nonequilibrium potential (NEP) for the KPZ case \[53,54\].

We will not pursue here the development of rigorous result concerning the functional \(\Phi[h]\). Our present interest falls in the calculation of quantities of physical interest rather than in building a completely rigorous mathematical theory. It is worth remarking that, as indicated in \[40\] and above, such a form has a discrete definition. It is also interesting to point out that analogous functionals involving functional integrals which are not carried out explicitly were obtained for the problem of interface fluctuations in random media \[49,52\].

NEP expansion

We now proceed to formally Taylor expand the NEP defined in Eq. (10) around a given reference (or initial) state, denoted by \(h_0\)

\[
\Phi[h] = \frac{\nu}{2} \int dx (\nabla h)^2 - \frac{\lambda}{2} \int dx \int_{h_0}^{h(x,t)} d\psi (\nabla \psi)^2 \approx \Phi[h_0] + \delta \Phi[h_0] + \frac{1}{2} \delta^2 \Phi[h_0] + \frac{1}{6} \delta^3 \Phi[h_0] + \cdots.
\]  

(12)

The successive terms in the expansion of \(\delta \Phi[h]\) are

\[
\delta \Phi[h_0] = -\int dx \left[\nu \nabla^2 h_0 + \frac{\lambda}{2} (\nabla h_0)^2\right] \delta h,
\]

\[
\delta^2 \Phi[h_0] = -\int dx \delta h \left[\nu \nabla^2 + \lambda \nabla h_0 \cdot \nabla\right] \delta h,
\]

\[
\delta^3 \Phi[h_0] = -\lambda \int dx \delta h (\nabla \delta h)^2.
\]  

(13)

Clearly, for higher order \((n \geq 4)\) terms we have

\[
\delta^n \Phi[h_0] \equiv 0,
\]  

(14)

indicating that this formal expansion has a natural cut-off after the third order.

It is worth indicating that in this computation—as in all the other computations within this work—boundary terms vanish provided one of the following types of boundary conditions is assumed: homogeneous Dirichlet boundary conditions, homogeneous Neumann boundary conditions, periodic boundary conditions or an infinite space with the derivatives of \(\delta h\) vanishing as they approach an infinite distance from the origin.

The reference state \(h_0\) is arbitrary (i.e., any initial condition), but it is particularly useful to take it as one that makes \(\delta \Phi[h_0] = 0\), that is: a solution to the stationary counterpart of the deterministic KPZ equation. The complete set of solutions is \(h_0 = c\), where \(c\) is an arbitrary constant (arbitrary up to the application of the boundary conditions, whenever this consideration applies), what physically corresponds to a flat interface. Hence we have

\[
(\delta h = h - h_0)
\]

\[
\Phi[h] = \Phi[h_0] + \frac{1}{2} \delta^2 \Phi[h_0, \delta h] + \frac{1}{6} \delta^3 \Phi[h_0, \delta h].
\]  

(15)
The equation for fluctuations
From here we can define an effective NEP, which drives the dynamics of the fluctuations $\delta h$ and has an explicit density. Clearly, it corresponds to the last two terms in Eq. (15). To simplify the notation we adopt $u(x, t) := \delta h(x, t)$, and so the NEP reads

$$I[u] = \int dx \left[ \nu \frac{\lambda}{6} u(x, t) \right] (\nabla u)^2$$

The deterministic equation for $u$ results

$$\frac{\partial u}{\partial t} = -\frac{\delta I[u]}{\delta u},$$
$$\frac{\partial u}{\partial t} = \left( \nu - \frac{\lambda u}{3} \right) \nabla^2 u - \frac{\lambda}{6} (\nabla u)^2. \quad (17)$$

Clearly, patterns like $u_0 = \text{constant}$ are stationary solutions of Eq. (17): for all of them $I[u] = 0$, indicating that all such states have the same “energy”.

Finally, let us remark that although the formal Taylor expansion becomes naturally truncated at third order, the deterministic KPZ equation is not recovered. We call the stochastic version of this new equation “KPZW”.

There is a remarkable difference between both equations (KPZ and Eq. (17)). It arises due to the fact that in the first case we have a fixed equation for $h$ and for any initial condition, while in the second case we have a fixed initial condition ($u = 0$) with a variable equation whose coefficients depend on $h$. (it is an equation for the departure from the given initial condition). The question of the relevance of this aspect to ageing problems (as discussed for instance in [29]) arises naturally. This point, worth to be analyzed, will be the subject of further work.

Non-local kernel
In previous works [35,36] it was indicated that the following functional, including a nonlocal contribution,

$$F[h] = \int \Omega \left( \frac{\lambda^2}{8 \nu} (\nabla h)^2 + e^{-\nu h(x,t)} \right) d\Omega(x,t)$$

leads, after functional derivation, to a generalized KPZ equation

$$\frac{\partial h(x,t)}{\partial t} = \nu \nabla^2 h(x,t) + \frac{\lambda}{2} (\nabla h(x,t))^2$$
$$- e^{-\nu h(x,t)} \int \Omega G(x,x') e^{\nu h(x',t)}$$
$$+ \xi(x,t).$$

It was also shown that if the nonlocal kernel has translational invariance ($G(x,x') = G(x-x')$), and also, if it is of (very) “short” range, it can be expanded as

$$G(x-x') = \sum_{n=0}^{\infty} A_{2n} \delta^{(2n)}(x-x'),$$

with $\delta^{(n)}(x-x') = \nabla^2 x \delta(x-x')$, and where symmetry properties were taken into account. Exploiting this form of the kernel, and considering different approximation orders, it is possible to recover contributions having the same form as the ones arising in several previous works, where scaling properties, symmetry arguments, etc., have been used to discuss the possible contributions to a general form of the kinetic equation [55,57]. Such different contributions are tightly related to several of other previously studied equations, like the Sun–Guo–Grant equation [37], as well as others [53,58].

We will not pursue this aspect here, but we will briefly refer again to it in a forthcoming section.

IV. Discretization issues, symmetry violation and all that
In this section we will review aspects related to two main symmetries associated with the 1D KPZ equation: Galilean invariance and the fluctuation–dissipation relation. On the one hand, Galilean invariance has been traditionally linked to the exactness of the relation $\alpha + z = 2$ among the critical exponents, in any spatial dimensionality (the roughness exponent $\alpha$, characterizing the surface morphology in the stationary regime, and the dynamic exponent $z$, indicating the correlation length scaling as $\xi(t) \sim t^{1/z}$). However, this interpretation has been criticized in this and other nonequilibrium models [31,32,59]. On the other hand, the second symmetry essentially tells us that in 1D, the nonlinear (KPZ) term is not operative at long times.
Even when recognizing the interesting analytical properties of the KPZ equation, it is clear that investigating the behavior of its solutions requires the (stochastic) numerical integration of a discrete version. Such an approach has been used e.g., to obtain the critical exponents in one and more spatial dimensions [10] [13][60]. Although a pseudo-spectral spatial discretization scheme has been recently introduced [13] [61], real-space discrete versions of Eq. (4) are still used for numerical simulations [10–15,60]. Although a pseudo-spectral (stochastic) numerical integration of a discrete version of the nonlinear term in the transformed equation. Later we return, in another way, to the tight relation between the discretization of both terms. Known proposals [60] fail to comply with this natural requirement.

An important feature of the Hopf–Cole transformation is that it is local, i.e., it involves neither spatial nor temporal transformations. An effect of this feature is that the discrete form of the Laplacian is the same, regardless of whether it is applied to $\phi$ or $h$.

The aforementioned criterion dictates the following discrete form for $F[\phi]$ (the one just before Eq. (21)), thus a Lyapunov function for any finite $N$

$$
F[\phi] = \frac{\nu}{2} \sum_{j=1}^{N} \left( (\partial_x \phi)^2 \right)_j
$$

$$
= \frac{\nu}{4a} \sum_{j=1}^{N} \left[ (\phi_{j+1} - \phi_j)^2 + (\phi_j - \phi_{j-1})^2 \right].
$$

It is a trivial task to verify that the Laplacian is

$$
(\partial_x^2 \phi)_j = -a^{-1} \partial_x \phi_x F[\phi].
$$

Now, the obvious fact that this functional can also be written as $F[\phi] = \frac{\nu}{2a} \sum_{j=1}^{N} (\phi_{j+1} - \phi_j)^2$ illustrates a fact that for a more elaborate discretization requires explicit calculations: the Laplacian does not uniquely determine the Lyapunov function [31][36].

Equation (22) has also been written in [14], although with different goals than ours. Their interest was to analyze the strong coupling limit via mapping to the directed polymer problem.

An accurate consistent discretization

Since the proposals of [60] already involve next-to-nearest neighbors, one may seek for a prescription that minimizes the numerical error. An interesting choice for the Laplacian is [65]

$$
\frac{1}{12a^2} [16(\phi_{j+1} + \phi_{j-1}) - (\phi_{j+2} + \phi_{j-2}) - 30 \phi_j].
$$

$$
(25)
$$
which has the associated discrete form for the KPZ term

\[
(\partial_x \phi)^2 = \frac{1}{24 a^2} \left\{ 16 \left[ \left( \phi_{j+1} - \phi_j \right)^2 + \left( \phi_j - \phi_{j-1} \right)^2 \right] + \delta \left[ \left( \phi_{j+2} - \phi_j \right)^2 + \left( \phi_j - \phi_{j-2} \right)^2 \right] \right\} + \mathcal{O}(a^4).
\]

(26)

Replacing this into the first line of Eq. (24), we obtain Eq. (25). Since this discretization scheme fulfills the consistency conditions, it is accurate up to \(\mathcal{O}(a^4)\) corrections, and its prescription is not more complex than other known proposals, we expect that it will be the convenient one to use when high accuracy is required in numerical schemes [34-36].

Relation with the Lyapunov functional

In Sect. III we have indicated the form of the NEP for KPZ, and the way in which the functionals \(\mathcal{F}[\phi]\) and \(\mathcal{F}[h]\) are related [10]. According to the previous results, we can write the discrete version of Eq. (5) as

\[
\mathcal{F}[h] = \frac{\lambda^2}{8\nu} \frac{1}{2a} \sum_j \left[ (h_{j+1} - h_j)^2 + (h_j - h_{j-1})^2 \right].
\]

Introducing this expression into \(\partial_t h_j = \Gamma_j \frac{\delta \mathcal{F}[h]}{\delta h_j}\), and through a simple algebra, we obtain Eq. (23).

This reinforces our previous result, and moreover indicates that the discrete variational formulation naturally leads to a consistent discretization of the KPZ equation.

The fluctuation–dissipation relation

This relation is, together with Galilean invariance, a fundamental symmetry of the one-dimensional KPZ equation. It is clear that both symmetries are recovered when the continuum limit is taken in any reasonable discretization scheme. Thus, an accurate enough partition must yield suitable results.

The stationary probability distribution for the KPZ problem in 1D is known to be [6,7]

\[
\mathcal{P}_{\text{stat}}[h] \sim \exp \left\{ -\frac{\nu}{2\gamma} \int dx \left( \partial_x h \right)^2 \right\}.
\]

For the discretization scheme in Eq. (23), this is

\[
\sim \exp \left\{ \frac{\nu}{2\gamma} \frac{1}{2a} \sum_j \left[ (h_{j+1} - h_j)^2 + (h_j - h_{j-1})^2 \right] \right\}.
\]

(27)

Inserting this expression into the stationary Fokker–Planck equation, the only surviving term has the form

\[
\frac{1}{2a^2} \sum_j \left[ (h_{j+1} - h_j)^2 + (h_j - h_{j-1})^2 \right] \times [h_{j+1} - 2h_j + h_{j-1}].
\]

(28)

The continuum limit of this term is \(\int dx \left( \partial_x h \right)^2 \partial_x^2 h\), that is identically zero [6,7]. A numerical analysis of Eq. (28) indicates that it is several orders of magnitude smaller than the value of the exponents’ pdf [in Eq. (27)], and typically behaves as \(\mathcal{O}(1/N)\), where \(N\) is the number of spatial points used in the discretization. Moreover, it shows an even faster approach to zero if expressions with higher accuracy [like Eqs. (25) and (26)] are used for the differential operators. In addition, when the discrete form of \((\partial_x h)^2\) from [60] is used together with its consistent form for the Laplacian, the fluctuation–dissipation relation is not exactly fulfilled. This indicates that the problem with the fluctuation–dissipation theorem in 1 + 1, discussed in [18,60], can be just circumvented by using more accurate expressions.

Galilean invariance

This invariance means that the transformation

\[
x \rightarrow x - \lambda vt, \quad h \rightarrow h + v x, \quad F \rightarrow F - \frac{\lambda}{2} v^2,
\]

(29)

where \(v\) is an arbitrary constant vector field, leaves the KPZ equation invariant. The equation obtained using the classical discretization

\[
\partial_x h \rightarrow \frac{1}{2a} (h_{j+1} - h_{j-1}),
\]

(30)

is invariant under the discrete Galilean transformation

\[
ja \rightarrow ja - \lambda vt, \quad h_j \rightarrow h_j + vja, \quad F \rightarrow F - \frac{\lambda}{2} v^2.
\]

(31)
However, the associated equation is known to be numerically unstable [14], at least when $a$ is not small enough. Besides, Eq. (23) is not invariant under the discrete Galilean transformation. In fact, the transformation $h \to h + v_{ja}$ yields an excess term which is compatible with the gradient discretization in Eq. (30); however, this discretization does not allow to recover the quadratic term in Eq. (23), indicating that this finite-difference scheme is not Galilean-invariant.

Since Eq. (21) is invariant under the transformation indicated in Eq. (31), it is the nonlinear Hopf–Cole transformation (within the present discrete context) which is responsible for the loss of Galilean invariance. Note that these results are independent of whether we consider this discretization scheme or a more accurate one.

Galilean invariance has always been associated with the exactness of the one-dimensional KPZ exponents, and with a relation that connects the critical exponents in higher dimensions [68]. If the numerical solution obtained from a finite-difference scheme as Eq. (23), which is not Galilean invariant, yields the well known critical exponents, this will be an indicative that Galilean invariance is not strictly necessary to get the KPZ universality class. The numerical results presented in [34–36] clearly show that this is the case.

We will not discuss here the simulation procedure but only indicate that to make the simulations we introduced a discrete representation of $h(x, t)$ along the substrate direction $x$ with lattice spacing $a = 1$, and that a standard second-order Runge–Kutta algorithm (with periodic boundary conditions) was employed (see [66]). In [34–36] it was shown that all the cases (consistent or not) exhibit the same critical exponents. Moreover, we want to note that the discretization used in Refs. [66], which also violates Galilean invariance, yields the same critical exponents too. Additionally, stochastic differential equations which are not explicitly Galilean invariant have been shown to obey the relation $\alpha + z = 2$ [53], see also next section). Hence, our numerical analysis indicates that there are discrete schemes of the KPZ equation which, even not obeying Galilean invariance, show KPZ scaling.

The moral from the present analysis is clear: due to the locality of the Hopf–Cole transformation, the discrete forms of the Laplacian and the nonlinear (KPZ) term cannot be chosen independently; moreover, the prescriptions should be the same, regardless of the fields they are applied to. For further details we refer to [34–36].

V. Renormalization-group analysis for Fluctuations

In section III we have built a gradient flow counterpart of the deterministic KPZ equation. In this section we consider the corresponding stochastically forced gradient flow

$$\partial_t u = -\frac{\delta I}{\delta u} + \xi(x, t),$$  \hspace{1cm} (32)

with the density indicated in Eq. (10). We obtain the KPZW equation, which is the following SPDE

$$\partial_t u = \nu \nabla^2 u - \frac{\lambda}{6} (\nabla u)^2 - \frac{\lambda}{3} u \nabla^2 u + \xi(x, t).$$  \hspace{1cm} (33)

Our present goal will be to analyze the scaling behavior of the fluctuations of the solution to this equation.

Since Eq. (33) is nonlinear, we focus on a perturbative technique. We choose the dynamic renormalization group as employed in [67, 68]. Employing this method, we find at one-loop order the following flow equations [47]

$$\frac{d\lambda}{d\ell} = \lambda (\alpha + z - 2),$$  \hspace{1cm} (34)

$$\frac{d\nu}{d\ell} = \nu \left( \frac{z - 2 - \frac{1}{36} \frac{\lambda^2 D}{\nu^3} K_d \frac{1 - d}{d} }{1 - d} \right),$$  \hspace{1cm} (35)

$$\frac{d\gamma}{d\ell} = \gamma \left( z - d - 2\alpha + \frac{K_d \lambda^2 \gamma}{72} \nu^3 \right),$$  \hspace{1cm} (36)

where $K_d = S_d / (2\pi)^d$, $S_d = 2\pi^{d/2} / \Gamma(n/2)$ is the surface area of the $d$–dimensional unit sphere, and $\Gamma$ is the gamma function. We find that the coupling constant $\bar{g} := K_d \lambda^2 \gamma / \nu^3$ obeys the one-loop differential equation

$$\frac{d\bar{g}}{d\ell} = (2 - d)\bar{g} + \frac{6 - 5d}{72d} \bar{g}^2,$$  \hspace{1cm} (37)

revealing that the critical dimension of this model is $d_c = 2$ as could be anticipated by means of power counting. For $d > 2$ the coupling constant approaches zero exponentially fast in the scale $\ell$; for $d = 2$, this approach is algebraic. So for these dimensions one expects the large-scale space-time
properties of Eq. (33) to be dominated by its linear counterpart (up to marginal corrections in \( d = 2 \)). In \( d = 1 \), the coupling constant runs to infinity for finite \( \ell \), suggesting the presence of a non-perturbative fixed point (as the one in the KPZ equation for \( d = 2 \)).

The values of the critical exponents which yield scale invariance can be formally calculated by identifying with zero the right hand sides of Eqs. (31)–(36). We get

\[
\alpha = \frac{2(2-d)(1-d)}{6-5d},
\]

\[
z = \frac{12-10d-2(2-d)(1-d)}{6-5d},
\]

which in particular obey the relation \( \alpha + z = 2 \) in any dimensionality, despite the fact that Eq. (33) does not obey any sort of Galilean invariance. We note that in both \( d = 1 \) and \( d = 2 \) it is \( \alpha = 0 \) and \( z = 2 \), whereas \( \alpha \) becomes negative in higher dimensions. Hence, in all dimensions, the exponent \( \alpha \) indicates that the interface is either flat or at most marginally rough. The values for \( d = 1 \) make both diffusion and nonlinearity in Eq. (33) invariant under the scale transformation \( \{ x, t, u \} \rightarrow \{ bx, b^2 t, b^3 u \} \), as far as \( b > 1 \). In this case, the noise grows with the scale (a fact that might explain the growth of the coupling constant in the renormalization group flow). In \( d = 2 \), the exponents are those of the linear equation. An interesting result is that for \( d = 0 \), the exponents become those of the KPZ equation: \( \alpha = 2/3 \) and \( z = 4/3 \), although this limit is highly singular for Eq. (37). Of course, these results have been obtained by means of a perturbative dynamic renormalization group and could be modified by non-perturbative contributions. One possible path to study such a possibility could be to adapt some non-perturbative renormalization group techniques used for KPZ to the present KPZW case.

Among all the results in this section, we would like to highlight the one given by Eq. (34). We recall that the RG analysis of the KPZ equation yields non-renormalization of the vertex and renormalization of propagator and noise. Our variational equation yields exactly the same result. Vertex non-renormalization at one-loop order is expressed by Eq. (34). The origin of this result is analogous to that of its equivalent in the KPZ equation: three non-vanishing Feynman diagrams contribute to vertex renormalization, but they cancel out each other (a fact that has been traditionally attributed to the Galilean invariance of the KPZ equation). Here we have shown that the same result appears in a SPDE that is not even invariant under the translation \( u \rightarrow u + \text{constant} \).

**VI. Stability**

We have carried out the NEP expansion about a constant solution of the KPZ equation and found that constants are still solutions to KPZW (Eq. (17)). In this section we will study the linear stability of such solutions. We start considering the solution

\[ u(x, t) = c + cv(x, t), \]

where \( c \) is an arbitrary constant and \( v \) is the small parameter. Substituting in Eq. (17), we find

\[ \partial_t v = \frac{3\nu - \lambda c}{3} \nabla^2 v, \]

at first order in \( c \). So \( v \) obeys a diffusion equation whose diffusion constant depends on \( c \). For \( c < 3\nu/2\lambda \), the diffusion constant is positive and correspondingly the constant solution is linearly stable. For \( c > 3\nu/2\lambda \), the diffusion constant is negative and consequently the constant solution is unstable. Furthermore, in this case the problem becomes linearly ill-posed. Since for large values of \( c \), the problem becomes linearly ill-posed, numerical solutions are not available. In order to solve this disadvantage, we could include a higher order term in our problem. We concentrate on the gradient flow

\[ \partial_t u = -\frac{\delta \mathcal{J}}{\delta u} + \xi(x, t), \]

with density

\[ \mathcal{J}[u] = \frac{\nu}{2} \int dx (\nabla u)^2 - \frac{\lambda}{6} \int dx u(\nabla u)^2 + \frac{\mu}{2} \int dx (\nabla^2 u)^2, \]

leading to the following equation

\[ \partial_t u = \nu \nabla^2 u - \frac{\lambda}{6} (\nabla u)^2 - \frac{\lambda}{3} u \nabla^2 u - \mu \nabla^4 u + \xi(x, t). \]
Note that the deterministic counterpart of this fourth-order equation can be considered as a variational version of the Kuramoto-Sivashinsky equation. It is worth remarking that this ad hoc construction resembles the one that, as indicated in [46], could more formally be obtained by considering the expansion of a nonlocal, short range interaction.

The regime of linear stability/instability of this equation is identical to that of Eq. (33) but in this case, the problem is always linearly well posed. Furthermore, the term proportional to \( \mu \) is presumably irrelevant in the large spatiotemporal scale (as simple power counting of the linear terms reveals) so the results of the previous RG analysis could possibly hold for this case too. Anyway, due to the presence of the deterministic instability, further analysis are needed in order to assure this (note that both linear terms in the equation are stabilizing and that this instability has its origin in the vertex structure).

VII. Crossover: a path integral point of view

Another recently discussed related aspect [70] is based in a path-integral Monte Carlo-like method for the numerical evaluation of the mean rugosity and other typical averages whose approach, which radically differs from one introduced before [71], exploits some of our previous results [34–36]. Here we limit ourselves to quote the temporally (\( \mu \)) and spatially (\( j \)) discrete form of the “stochastic action”

\[
S[h] = \frac{1}{2\tau} \sum_{j,\mu} \left[ h_{j+1,\mu} - 2h_{j,\mu} + h_{j-1,\mu} \right] - \tau [\alpha L_{j,\mu+1} + (1 - \alpha) L_{j,\mu}]^2 \\
- 2\mu\alpha N t \\
- \tau \alpha \left( \lambda \sum_{j,\mu} \left[ (h_{j+1,\mu} - h_{j,\mu})^2 + (h_{j,\mu} - h_{j-1,\mu})^2 \right] \right). 
\]

(45)

and briefly discuss the obtained numerical results. \( \tau \) is the time step, \( 0 < \alpha < 1 \) a time-discretization parameter meant to be fixed for explicit calculation

\[72, 73\], and \( L_{j,\mu} \) the “stochastic Lagrangian”
\[ L_{j,\mu} = \nu (h_{j+1,\mu} - 2h_{j,\mu} + h_{j-1,\mu}) + \frac{\lambda}{4} \left[ (h_{j+1,\mu} - h_{j,\mu})^2 + (h_{j,\mu} - h_{j-1,\mu})^2 \right]. \]

(46)

Figure 1 shows the crossover-like behavior from EW to KPZ regime for \( \lambda = 1 \), on a lattice of 1028 sites \( (\nu = D = 1) \). Red solid line: KPZ action; blue dash-dotted line: EW action; black-dotted line: difference.

Figure 2: Same data as the previous figure. Solid line: time \( T^* \) vs. \( \lambda \); dashed line: trend for \( T^* \sim \lambda^{-1.35} \), included for comparison.
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dash-dotted line) crosses the EW one (it grossly coincides with the time at which the asymptotes cross). This estimator numerically agrees neither with the results in [10] (where a value of \( \phi \approx 4 \) was found) nor with the one in [24] (with \( \phi \approx 3 \), but corresponding to a 2D case). In Fig. 2 we have plotted the dependence of this estimator on \( \lambda \). For comparison, we have also included the trend for the functional \( \phi \) corresponding to a 2D case. In Fig. 2 we have depicted the dependence of this estimator on \( \lambda \). For comparison, we have also included the trend for \( \lambda \) in the value of \( \phi \), maybe a hint that the system is entering a strong coupling region [74].

**Short-time propagator**

Our aim here is to work out a variant of the method introduced in [70] by exploiting the first form of Lyapunov functional found in [46], namely Eq. (50), that leads us to Eq. (51), the full KPZ equation.

Whereas Eq. (45) is valid whatever the value of \( \tau \), we now seek for a simpler expression valid for \( \tau \ll 1 \). This idea parallels in some sense other studies in the literature [71], but here we exploit the functional \( \mathcal{F}[h] \) of Eq. (44). We denote as \( \{h\} = \{h_{1,\mu}, h_{2,\mu}, \ldots, h_{j,\mu}, \ldots, h_{N,\mu}\} \) the interface configuration at time \( \mu \). The transition pdf between patterns \( h_0 \) at \( t_0 \) and \( h_f \) at \( t_f \) can be written as

\[
P(h_f, t_f | h_0, t_0) = \int \mathcal{D}[h] \exp \left[ -\frac{1}{\gamma} \int_{t_0}^{t_f} \mathcal{L}[\dot{h}, \ddot{h}] \right],
\]

with

\[
\mathcal{L}[\dot{h}, \ddot{h}] = \frac{1}{2} \int_0^L dx \left[ \left( \partial_t h + \Gamma[h] \frac{\delta}{\delta h} \mathcal{F}[h] \right)^2 \right. \\
\left. + \alpha \frac{\delta}{\delta h} \left( \Gamma[h] \frac{\delta}{\delta h} \mathcal{F}[h] \right) \right],
\]

(48)

whose discrete form is given by Eq. (49). A key observation is the (temporally and spatially) “diagonal” character of Eq. (48), highlighted in its discrete version

\[
h_j(t) = -\Gamma_j \frac{\delta \mathcal{F}}{\delta h_j} + \sqrt{\gamma} \xi_j(t).
\]

(49)

Guided by Eq. (49), we propose the following form of \( P(h_f, t_f | h_0, t_0) \) for \( \tau \ll 1 \), or short-time propagator (STP)

\[
P(h_f, t_f | h_0, t_0) = \int_{h_0}^{h_f} \mathcal{D}[h] e^{-\frac{\tau}{2\gamma} \int_0^L dx (\partial_t h + \Gamma[h] \frac{\delta}{\delta h} \mathcal{F}[h])^2} \\
\approx \exp \left\{ \frac{\tau}{2\gamma} \int_0^L dx \left( \left( \frac{h_f - h_0}{\tau} \right)^2 + \frac{1}{2} \left[ \Gamma[h] \frac{\delta \mathcal{F}}{\delta h_f} + \Gamma_0 \frac{\delta \mathcal{F}}{\delta h_0} \right] \right) \right\}.
\]

(50)

Here, for simplicity, we have chosen a discretization with \( \alpha = 0 \). As it is well known [72,73], the Jacobian of the transformation from the noise variable to the height variable depends on \( \alpha \). With this choice, the Jacobian results equal to 1.

Incidentally, the form in Eq. (44) coincides with the discretization used in [71] for determining the least-action trajectory. The “quasi-Gaussian” character of this STP is better evidenced in the following approximate form

\[
P(h_f, t_f = \tau | h_0, t_0 = 0) \sim e^{-\frac{\tau}{2\gamma} \int_0^L dx (h_f - h_0)^2} \\
\times \left\{ 1 - \frac{1}{2\gamma} \int_0^L dx \left[ (h_f - h_0) \frac{1}{2} \left( \Gamma[h] \frac{\delta \mathcal{F}}{\delta h_f} \right) \right] + O(\tau) \right\}
\]

(51)

where the exponential term has been separated out since it is of order \( \tau^{-1} \), whereas the following two are of order \( \tau^0 \) and \( \tau^1 \), respectively (of lesser weight and negligible respectively, in the limit \( \tau \rightarrow 0 \)). It is worth remarking that the term that could come from the Jacobian is also of order \( \tau^1 \).

It is easy to check that we can recover the known FPE from the proposed form of STP (adopting \( \alpha = 0 \) for simplicity). We will not reiterate this calculation here. An immediate result of this form is that at very short times, behavior of the Edwards–Wilkinson type is obtained

\[
\sqrt{\langle h^2 \rangle} \approx \tau^{\frac{1}{2}}.
\]

**VIII. Conclusions**

Herein, in addition to reviewing some recent results [84,85,86,87,70], we have furthered the study in [46], where it was shown that the deterministic KPZ
equation admits a Lyapunov functional, and a (formal) definition of a nonequilibrium potential was introduced. We have carried out a Taylor expansion of such a nonequilibrium potential, what led us to a different equation of motion than the KPZ one, the KPZW which is an exact gradient flow and has an explicit density. In particular, it has a lower degree of symmetry: it is neither Galilean invariant, nor even translational invariant. The critical exponents determining its scaling properties were obtained through a one-loop dynamic renormalization group analysis. These exponents fulfill the same scaling relation as the KPZ equation, \( \alpha + z = 2 \), traditionally attributed to the Galilean invariance of the latter. The fact that the same scaling relation arises in a SPDE (i.e., the KPZW) that is not only non-Galilean invariant but even non-invariant under the translation \( u \rightarrow u + \text{constant} \) supports recent theoretical and numerical results indicating that Galilean invariance does not necessarily play the relevant role previously assumed in defining the universality class of the KPZ equation and different nonequilibrium models [30–36].

We have, moreover, analyzed the stability properties of the solutions to the present equation, finding the threshold condition for the appearance of diffusive instabilities, which indicates that in this case the problem becomes linearly ill posed. After considering the simplest way to correct such an ill-posed problem, we have met a kind of Kuramoto–Sivashinsky equation, resembling the one that, as indicated in [46], could be obtained by considering a nonlocal, short range interaction. This equation has an exact gradient flow structure with an explicit density. Furthermore, when subject to stochastic forcing, its scaling properties could be formally described by the same critical exponents because the stabilizing term is irrelevant in the large scale from a dimensional analysis viewpoint.

Exploiting some elements of a path integral description of the problem, we have also shown what seems to be a simple form of viewing and studying the crossover from the EW to the KPZ regimes.

The present review-like study aims to open new points of view on, as well as alternative routes to study, the KPZ problem. Among the many aspects to be further studied, an interesting one is to test the (kind) of stability of the recently found exact solutions [20–23] by exploiting the indicated form of the NEP.
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