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We introduce the notion of a random symmetry. It consists of taking the action given by a deterministic flow that maintains the solutions of a given differential equation invariant and replacing it with a stochastic flow. This generates a random action, which we call a random symmetry.
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1. Introduction

Symmetry methods for differential equations have been studied for over a century ([3], [6], [12], [16]). On the other hand, the connection between symmetry methods and stochastic differential equations is more recent. This connection started with Misawa ([11], 1994) and Albeverio and Fei ([1], 1995), and it was followed by many other authors until today ([4], [5], [7], [8], [9], [10], [15], [17], [18]).

The purpose of this paper is to extend the class of Lie-point transformations by including the random transformations generated by stochastic vector fields, which in turn are associated to stochastic flows. When one is studying stochastic calculus, it is natural to consider stochastic flows instead of deterministic ones. In this case it allowed us to obtain, in addition to the standard symmetries, more transformations (whose action are random) that preserve the solutions of a given differential equation.

Another approach in order to extend the class of symmetries may be found in [5]. There Gaeta introduced the \( W \)–symmetries, which consists in considering an infinitesimal transformation in the...
noise of the form \( w \to w + \varepsilon \mu(t, w) \), in addition to the standard infinitesimal transformations in time and space, which are \( t \to t + \varepsilon \tau(t) \) and \( x \to x + \varepsilon \xi(t, x) \), respectively.

In [2], Arnold and Imkeller also consider random transformations in the study of differential equations. They address the problem of normal forms for stochastic differential equations (or stochastic normal forms), which consists in investigating how many different random dynamical systems (generated by stochastic differential equations) exist modulo a smooth random conjugacy. To do so, they make use of nonanticipative calculus, which is not required in our work.

After defining the concept of a random symmetry (this is done in Definition 3.2), we prove Theorem 3.1, which consists of the determining equations for this new concept of symmetries. This is a very important step in order to study symmetries because it is the determining equations that allows one to obtain symmetries. For the ease of the notation we prove the 1-dimensional case apart from the \( n \)-dimensional case.

In this paper we deal only with ordinary differential equations (ODEs). We stress that the vector fields we consider here are projectable (or fibre-preserving) and also that one can use random symmetries not only for stochastic differential equations, but also for the deterministic ones.

We would also like to mention that our initial purpose in extending the class of symmetries was to improve the method of obtaining explicit solutions of differential equations. The idea is that once one has more symmetries, it should be possible to solve more equations using random symmetries than using standard symmetries. This is a work in progress and we shall discuss it in the future.

This work is organized as follows. In Section 2 we give a short introduction to the symmetry methods for deterministic and stochastic ODEs. In Section 3 we give the precise definition of a random symmetry and then prove Theorems 3.1 and 3.2, which consist of the determining equations for random symmetries. Finally, in Section 4, we give some examples, where we obtain the random symmetries and compare them with the standard symmetries.

2. Lie-point Symmetries

Let us recall some facts about the Lie-point symmetry approach to deterministic and stochastic ODEs. In order to keep the notation as simple as possible, we consider only first-order ODEs in \( \mathbb{R} \). Subsection 2.1 deals with deterministic ODEs while Subsection 2.2 deals with stochastic ODEs.

2.1. Deterministic ODEs

Consider the ODE

\[
dx(t) = f(t, x(t)) dt, \tag{2.1}
\]

where \( f : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is a smooth function. A projectable vector field on \( \mathbb{R} \times \mathbb{R} \) is given by

\[
v = \tau(t) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x}, \tag{2.2}
\]

where \( \tau : \mathbb{R} \to \mathbb{R} \) and \( \xi : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) are smooth functions (projectable means that \( \tau \) depends on \( t \) alone, and not on the pair \((t, x)\)). Every vector field (2.2) generates a flow acting on \( \mathbb{R} \times \mathbb{R} \) that we
denote by $\Phi_\varepsilon = \Phi_\varepsilon(t, x) = (\Phi^1_\varepsilon(t), \Phi^2_\varepsilon(t, x))$. The relation between $v$ and $\Phi_\varepsilon$ is given by

\begin{align}
\Phi^1_\varepsilon(t) &= t + \int_0^t \tau(\Phi^1_\varepsilon(r)) \, dr,
\Phi^2_\varepsilon(t, x) &= x + \int_0^t \xi(\Phi^2_\varepsilon(r, x)) \, dr.
\end{align}

**Definition 2.1.** The vector field $v$ given in (2.2) is a symmetry of the ODE (2.1) if the action given by $\Phi_\varepsilon$ keeps the solutions of (2.1) invariant, which means that the flow $\Phi_\varepsilon$ transforms solutions of (2.1) to solutions of (2.1).

It is common to denote by $t$ and $x$ the variables transformed by the flow $\Phi_\varepsilon$, i.e., $(\tilde{t}, \tilde{x}) = \Phi_\varepsilon(t, x) = (\Phi^1_\varepsilon(t), \Phi^2_\varepsilon(t, x))$. Let $X = X(t)$ be a solution of (2.1). Denote by $\tilde{X}(\tilde{t})$ the transformed function $X$ applied on the transformed variable $\tilde{t}$. Using this notation, Definition 2.1 means that the vector field $v$ is a symmetry of (2.1) if

\begin{equation}
\frac{dX(t)}{dt} = f(t, X(t)) \quad \Rightarrow \quad \frac{d\tilde{X}(\tilde{t})}{d\tilde{t}} = f(\tilde{t}, \tilde{X}(\tilde{t})).
\end{equation}

A very natural question is how to obtain a symmetry. The answer to this is given by the determining equations, stated in the theorem below.

**Theorem 2.1.** If the vector field $v$ given in (2.2) is a symmetry of the ODE (2.1), then the functions $\tau$ and $\xi$ solve the following PDE

\begin{equation}
f \frac{\partial \tau}{\partial t} + \frac{\partial f}{\partial t} \tau + \frac{\partial f}{\partial x} \xi = \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial x} f.
\end{equation}

**Proof.** See [3], [6], [12] or [16].

Note that given an ODE (2.1) (which implies that $f$ is given) then the flow generated by the vector field $v = \tau(t) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x}$, for a pair $(\tau, \xi)$ that is a solution of (2.6), transforms any solution of (2.1) to another solution of (2.1).

**Remark 2.1.** The reader interested in examples and more details about symmetry methods for differential equations (ordinary or partial, in one or higher dimensions) is invited to take a look into one (or more) of the references [3], [6], [12] and [16].

### 2.2. Stochastic ODEs

Consider the stochastic ODE

\begin{equation}
dX(t) = f(t, X(t)) \, dt + g(t, X(t)) \, dB(t),
\end{equation}

where $f, g : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ are smooth functions and $B$ is a standard Brownian motion defined on a probability space $(\Omega, \mathcal{F}, P)$. A solution of (2.7) is a stochastic process $X = X(t)$ such that

\begin{equation}
X(t) = X(0) + \int_0^t f(s, X(s)) \, ds + \int_0^t g(s, X(s)) \, dB(s),
\end{equation}

where the stochastic integration with respect to the Brownian motion is in the Ito sense (note that we use the concept of strong solutions).
A symmetry of the stochastic ODE (2.7) is defined in the same way as in the deterministic case. However, in order to make this definition precise, let us make a pause and remember a result about time change for Ito integrals (see [13], [14] for more details).

**Theorem 2.2.** Let \(B = B(t)\) be a Brownian motion and let \(t \mapsto \beta(t, \omega)\) be a time change with rate \(\eta(t, \omega)^2\), i.e.,

\[
\beta(t) = \int_0^t \eta^2(s, \omega)ds.
\]  

(2.9)

Denote by \(\alpha\) the inverse function of \(\beta\) in the variable \(t\). Then

1. \(B(t) = \int_{\alpha(t)}^t \eta(s, \omega)dB(s)\) is a Brownian motion;
2. \(\int_{\alpha(t)}^t v(s, \omega)dB(s) = \int_0^t v(\alpha(s), \omega) \frac{1}{\eta(\alpha(s), \omega)}d\beta(s)\), for all integrable, bounded and continuous process \(v\).

**Proof.** See [13] or [14].

**Remark 2.2.** If one changes the time variable according to (2.9) then, by part (1) of Theorem 2.2, the initial Brownian motion \(B\) is transformed to another process \(\overline{B}\) which is, again, a Brownian motion. Moreover, part (2) of Theorem 2.2 provides a change of variables formula for the Ito integral.

With this result in hands we may define a symmetry of a stochastic ODE.

**Definition 2.2.** The vector field \(v\) given in (2.2) is a symmetry of the stochastic ODE (2.7) if the action given by \(\Phi_\varepsilon\) keeps the solutions of (2.7) invariant.

As in (2.5), this means that if \(X = X(t)\) is a solution of (2.7), then the transformed process \(\overline{X} = \overline{X}(t)\) is a solution of

\[
d\overline{X}(t) = f(t, \overline{X}(t))dt + g(t, \overline{X}(t))d\overline{B}(t).
\]

(2.10)

**Remark 2.3.**

1. The flow \(\Phi_\varepsilon\) acts on the variable \(t\) according to (2.3). This action, hence, transforms the Brownian motion \(B\) to the process \(\overline{B}\) that appears in (2.10). We note that this is again a Brownian motion. In fact, from (2.3) we get that \(\frac{\partial \Phi_\varepsilon^1}{\partial t}(t)\bigg|_{\varepsilon=0} = 1 > 0\). So one can find a function \(\eta_\varepsilon \neq 0\) satisfying

\[
t + \int_0^\varepsilon \tau(\Phi_\varepsilon^1(s))ds = \Phi_\varepsilon^1(t) = \int_0^t \eta_\varepsilon^2(s, \omega)ds
\]

(2.11)
in a neighborhood of \(\varepsilon = 0\). Then it follows by Theorem 2.2 that \(\overline{B}\) is a Brownian motion.
2. We observe from Equation (2.10) that the transformed process \(\overline{X}\) is a solution of the same stochastic ODE as \(X\) but with a different Brownian motion. While \(X\) solves (2.7) with the Brownian motion \(B\), \(\overline{X}\) solves (2.7) with the Brownian motion \(\overline{B}\). However, this does not mean that we are considering weak solutions to define what a symmetry of a stochastic ODE is. Once the vector field \(v\) is given, the time change \(t \mapsto \overline{t} = \Phi_\varepsilon^1(t)\) is fixed. Then by
Theorem 2.2, it is also fixed the transformed Brownian motion $B$, which in turn is given by part (1) of Theorem 2.2.

The natural question at this point is how to obtain a symmetry of a stochastic ODE. In fact it is possible to obtain the determining equations in this case either. This is what states the next theorem.

**Theorem 2.3.** If the vector field $v$ given in (2.2) is a symmetry of the stochastic ODE (2.7), then the functions $\tau$ and $\xi$ solve the following PDE

$$
\frac{\partial \tau}{\partial t} f + \frac{\partial f}{\partial t} \tau + \frac{\partial f}{\partial x} \xi = \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial x} f + \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2} g^2 \tag{2.12}
$$

$$
\frac{1}{2} \frac{\partial \tau}{\partial t} g + \frac{\partial g}{\partial t} \tau + \frac{\partial g}{\partial x} \xi = \frac{\partial \xi}{\partial x} g. \tag{2.13}
$$

**Proof.** See [4], [6] or [15].

**Remark 2.4.**

(1) Note that if one takes $g = 0$ on the stochastic ODE (2.7) one gets back to the ODE (2.1). Also, by taking $g = 0$, the determining equations (2.12) and (2.13) are reduced to $\frac{\partial \tau}{\partial t} f + \frac{\partial f}{\partial t} \tau + \frac{\partial f}{\partial x} \xi = \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial x} f$, which is precisely the determining equation (2.6). This means that Theorem 2.3 generalizes Theorem 2.1.

(2) Note that the determining equations for stochastic ODEs given in Theorem (2.3) above is a system of deterministic PDEs.

### 3. Random Lie-point Symmetries

A natural thought when one is studying stochastic calculus is to change a deterministic flow to a stochastic one and to analyze the consequences of doing this. Since a symmetry is an action given by a deterministic flow, one might wonder what are the consequences of considering a symmetry whose action comes from a stochastic flow. This is what led us to the definition of what we call a random Lie-point symmetry.

In this section we give the definition of a random Lie-point symmetry. We also prove a fundamental result in the symmetry theory which is to obtain the determining equations. This result allows one to obtain random symmetries. And it can be used to compute random symmetries of deterministic and stochastic ODEs.

In the attempt to make things clearer, we first give the details for 1–dimensional equations because in this case the notation is simpler. This is done in Subsection 3.1 below. The $n$–dimensional case is considered in Subsection 3.2.

#### 3.1. 1–dimensional equations

In Section 2 we recalled when the flow generated by a projectable vector field

$$
v = \tau(t) \frac{\partial}{\partial t} + \xi(t,x) \frac{\partial}{\partial x}, \tag{3.1}
$$
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on $\mathbb{R} \times \mathbb{R}$ is a symmetry of a stochastic ODE of the form (2.7) (or a deterministic ODE of the form (2.1), by taking $g = 0$). The flow $\Phi_\varepsilon(t, x) = (\Phi_\varepsilon^1(t), \Phi_\varepsilon^2(t, x))$ generated by $v$ is given by

$$\Phi_\varepsilon^1(t) = t + \int_0^t \tau(\Phi_\varepsilon^1(t)) \, dr$$

(3.2)

$$\Phi_\varepsilon^2(t, x) = x + \int_0^t \xi(\Phi_\varepsilon^1(t), \Phi_\varepsilon^2(t, x)) \, dr.$$  

(3.3)

As we have already pointed out, $\Phi_\varepsilon$ is a deterministic flow and we want to investigate what happens when one changes $\Phi_\varepsilon$ to a stochastic flow. In view of Theorem 2.2, one needs to take care in order to make a time change in Ito integrals. For this reason, we maintain the action on the $\Phi_\varepsilon$ happens when one changes $\Phi_\varepsilon$ to a stochastic flow. In view of Theorem 2.2, one needs to take $\Phi_\varepsilon$ to a stochastic flow. In view of Theorem 2.2, one needs to take care in order to make a time change in Ito integrals. For this reason, we maintain the action on the $\Phi_\varepsilon$ happens when one changes

$$\Phi_\varepsilon^1(t) = t + \int_0^t \tau(\Phi_\varepsilon^1(t)) \, dr$$

(3.4)

$$\Phi_\varepsilon^2(t, x) = x + \int_0^t \xi(\Phi_\varepsilon^1(t), \Phi_\varepsilon^2(t, x)) \, dr + \int_0^t \xi(\Phi_\varepsilon^1(t), \Phi_\varepsilon^2(t, x)) \, dW(r).$$

(3.5)

is a symmetry of the stochastic ODE (2.7) (or of the ODE (2.1) by taking $g = 0$). Here $\xi : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is a smooth function and $W = W(\varepsilon)$ is a Brownian motion on $\mathbb{R}$.

**Remark 3.1.** We note that $W$ must be different than $B$ in order to avoid adaptability issues. In fact, we will consider the composition of $\Phi_\varepsilon$, given in (3.5), with a solution $X = X(t)$ of the stochastic ODE (2.7). For $W = B$, this composition would only make sense for $\varepsilon \geq t$, but since we are interested in symmetries, we need to consider $\varepsilon > 0$ small enough. For this reason, we consider $W$ a different Brownian motion defined on a different probability space $(\Omega', \mathcal{F}', \mathbb{P}')$.

The flow $\Phi_\varepsilon$ given in (3.4) and (3.5) is a stochastic flow acting on $\mathbb{R} \times \mathbb{R}$. In order to keep track of the relationship between a flow and the vector field that generates it, we give the definition below.

**Definition 3.1.** A vector field $v$ denoted by

$$v = \tau(t) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x}$$

$$\xi(t, x) \frac{\partial}{\partial x}$$

is called a stochastic vector field. The superscripts $D$ and $S$ stand for the terms deterministic and stochastic respectively. The flow $\Phi_\varepsilon$ generated by this stochastic vector field $v$ is the stochastic flow given in (3.4) and (3.5).

This notation is also suitable for a standard vector field. In fact, if $v$ is given by (3.1), then we can write

$$v = \tau(t) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x}$$

$$= \left[ \tau(t) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x} \right]^D + [0]^S$$

$$= \left[ \tau(t) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x} \right]^D.$$  

(3.7)

We are now able to give the definition of a random symmetry.
Definition 3.2. A random Lie-point symmetry of the stochastic ODE (2.7) is a stochastic vector field \( \mathbf{v} \) given by (3.6) that keeps the solutions of (2.7) invariant.

Note that the term random is due to the fact that the symmetry action in this case is generated by a stochastic flow, which in turn is random.

As before, we denote by \((\tilde{t}, \tilde{x})\) the transformed variables by the stochastic flow (and by \(X(\tilde{t})\) the transformed solution of (2.7)). Hence, \( \mathbf{v} \) is a random symmetry of (2.7) when

\[
d\tilde{X}(\tilde{t}) = f(\tilde{t}, \tilde{X}(\tilde{t}))\,d\tilde{t} + g(\tilde{t}, \tilde{X}(\tilde{t}))\,d\tilde{B}(\tilde{t}),
\]

whenver \( \tilde{X} = X(t) \) is a solution of (2.7).

Remark 3.2.

(1) As before (see Remark 2.4), \( \tilde{B} \) is the Brownian motion given by the time change \( t \mapsto \Phi^1(t) \).

(2) Definition 3.2 also applies to the ODE (2.1). More generally, let \( \Delta \) be a differential equation in the dependent variable \( u \) and independent variable \( y \). We may define a random symmetry of \( \Delta \) as any stochastic flow \( \Psi_\varepsilon = \Psi_\varepsilon(y, u) \) acting on the space of the variables \((y, u)\), with \( \Psi_0(y, u) = (y, u) \), that keeps the solutions of \( \Delta \) invariant.

Let us proceed to the main result of this section, namely the determining equations for random symmetries.

Theorem 3.1. If

\[
\mathbf{v} = \left[ \tau(t) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x} \right]^D + \left[ \bar{\xi}(t, x) \frac{\partial}{\partial x} \right]^S
\]

is a random symmetry of the stochastic ODE

\[
dX(t) = f(t, X(t))\,dt + g(t, X(t))\,dB(t),
\]

then

\[
\frac{\partial \tau}{\partial t} f + \frac{\partial f}{\partial t} \tau + \frac{\partial f}{\partial x} \xi + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \bar{\xi}^2 = \frac{\partial \bar{\xi}}{\partial t} + \frac{\partial \bar{\xi}}{\partial x} f + \frac{1}{2} \frac{\partial^2 \bar{\xi}}{\partial x^2} g^2
\]

(3.11)

\[
\frac{\partial f}{\partial x} \bar{\xi} = \frac{\partial \bar{\xi}}{\partial t} + \frac{\partial \bar{\xi}}{\partial x} f + \frac{1}{2} \frac{\partial^2 \bar{\xi}}{\partial x^2} g^2
\]

(3.12)

\[
\frac{1}{2} \frac{\partial g}{\partial t} \tau + \frac{\partial g}{\partial t} \xi + \frac{1}{2} \frac{\partial^2 g}{\partial x^2} \bar{\xi}^2 = \frac{\partial \bar{\xi}}{\partial x} g
\]

(3.13)

\[
\frac{\partial g}{\partial x} \bar{\xi} = \frac{\partial \bar{\xi}}{\partial x} g.
\]

(3.14)

Let us make a remark before giving the proof of this theorem.

Remark 3.3.

(1) If we take \( \bar{\xi} = 0 \) in (3.11)–(3.14) we obtain the determining equations (2.12) and (2.13). Recalling (3.7), this means that every standard symmetry is a random symmetry. In this sense Theorem 3.1 generalizes Theorem 2.3.
(2) If we take \( g = 0 \) in (3.11)–(3.14) we obtain

\[
\frac{\partial \tau}{\partial t} f + \frac{\partial f}{\partial t} \tau + \frac{\partial f}{\partial x} \xi = \frac{\partial \xi}{\partial t} + \frac{\partial}{\partial x} f
\]

which are the determining equations for random symmetries of the deterministic ODE (2.1).

**Proof.** Let \( X = X(t) \) be a solution of (3.10) and let \( \nu \) as in (3.9) be a random symmetry of (3.10). By the definition of symmetry, we must have

\[
\frac{dX(\tilde{t})}{d\tilde{t}} = f(\tilde{t}, X(\tilde{t})) d\tilde{t} + g(\tilde{t}, X(\tilde{t})) dB(\tilde{t}). \tag{3.15}
\]

On the other hand, the transformed solution is given by

\[
X(\tilde{t}) = \Phi^2(t, X(t)) = \Phi^2(t, X(\tilde{t})), \tag{3.16}
\]

where \( \Phi^1 \) denotes the inverse function of \( \Phi^1 \) in the variable \( t \).

Now we use Equation (3.16) to compute the differential of \( X \) with respect to \( \tilde{t} \) and then compare the result with Equation (3.15). For \( \varepsilon > 0 \) fixed, we apply the Ito formula in (3.16) and obtain

\[
\Phi^2(t, X(t)) = \Phi^2(0, X(0)) + \int_0^t \left( \frac{\partial \Phi^2}{\partial t} f + \frac{\partial \Phi^2}{\partial x} g + \frac{1}{2} \frac{\partial^2 \Phi^2}{\partial x^2} g^2 \right) (s, X(s)) ds + \int_0^t \frac{\partial \Phi^2}{\partial x} g (s, X(s)) dB(s). \tag{3.17}
\]

By changing variables, the first integral of (3.17) is equal to

\[
\int_0^\tau \frac{1}{\tau} \left( \frac{\partial \Phi^2}{\partial t} f + \frac{\partial \Phi^2}{\partial x} g + \frac{1}{2} \frac{\partial^2 \Phi^2}{\partial x^2} g^2 \right) \left( \Phi^1(s), X \left( \Phi^1(s) \right) \right) ds.
\]

On the other hand, according to Theorem 2.2, the second integral of (3.17) is equal to

\[
\int_0^\tau \frac{1}{\tau} \left( \frac{\partial \Phi^2}{\partial x} g \right) \left( \Phi^1(s), X \left( \Phi^1(s) \right) \right) dB(s).
\]

Hence, equation (3.17) can be rewritten as

\[
X(\tilde{t}) = X(0) + \int_0^\tau \frac{1}{\tau} \left( \frac{\partial \Phi^2}{\partial t} f + \frac{\partial \Phi^2}{\partial x} g + \frac{1}{2} \frac{\partial^2 \Phi^2}{\partial x^2} g^2 \right) \left( \Phi^1(s), X \left( \Phi^1(s) \right) \right) ds + \int_0^\tau \frac{1}{\tau} \left( \frac{\partial \Phi^2}{\partial x} g \right) \left( \Phi^1(s), X \left( \Phi^1(s) \right) \right) dB(s). \tag{3.18}
\]

Comparing equations (3.15) and (3.18) using the Doob decomposition, we see that \( \nu \) is a symmetry for (3.10) if and only if, for all \( \varepsilon > 0 \),

\[
f(\tilde{t}, X(\tilde{t})) = \frac{1}{\tau} \left( \frac{\partial \Phi^2}{\partial t} f + \frac{\partial \Phi^2}{\partial x} g + \frac{1}{2} \frac{\partial^2 \Phi^2}{\partial x^2} g^2 \right) (t, X(t)),
\]

\[
g(\tilde{t}, X(\tilde{t})) = \frac{1}{\tau} \left( \frac{\partial \Phi^2}{\partial x} g \right) (t, X(t)),
\]
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In fact, this is obtained by a simple use of the chain rule together with Equation (3.5). Analogously, that is,

$$f( \Phi^1(\epsilon, t), \Phi^2_{\epsilon}(t, X(t))) \eta^2(\epsilon) = \left( \frac{\partial \Phi^2}{\partial t} + \frac{\partial \Phi^2}{\partial x} f + \frac{1}{2} \frac{\partial^2 \Phi^2}{\partial x^2} g^2 \right)(t, X(t))$$

(3.19)

$$g( \Phi^1(\epsilon, t), \Phi^2_{\epsilon}(t, X(t))) \eta_{\epsilon}(t) = \left( \frac{\partial \Phi^2}{\partial x} g \right)(t, X(t)).$$

(3.20)

At this point, we calculate the differential of equations (3.19) and (3.20) with respect to $\epsilon$ (note that for standard symmetries, we would calculate the derivative).

For the right hand side of Equation (3.19), we claim that

$$d_\epsilon \left( \frac{\partial \Phi^2}{\partial t} + \frac{\partial \Phi^2}{\partial x} f + \frac{1}{2} \frac{\partial^2 \Phi^2}{\partial x^2} g^2 \right)(t, X(t)) = \left\{ \frac{\partial \xi}{\partial t} (t, \Phi^2_{\epsilon}(t, X(t))) + \frac{\partial \xi}{\partial x} (t, \Phi^2_{\epsilon}(t, X(t))) \frac{\partial \Phi^2}{\partial x} (t, X(t)) ight. $$

$$+ \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2} (t, \Phi^2_{\epsilon}(t, X(t))) \frac{\partial \Phi^2}{\partial x} (t, X(t))^2 g(t, X(t))^2 $$

$$+ \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2} (t, \Phi^2_{\epsilon}(t, X(t))) \frac{\partial^2 \Phi^2}{\partial x^2} (t, X(t)) g(t, X(t))^2 \right\} d\epsilon $$

(3.21)

In fact, this is obtained by a simple use of the chain rule together with Equation (3.5). Analogously, we obtain the differential of the right hand side of (3.20):

$$d_\epsilon \left( \frac{\partial \Phi^2}{\partial x} g \right)(t, X(t)) = \left\{ \frac{\partial \xi}{\partial t} (t, \Phi^2_{\epsilon}(t, X(t))) \frac{\partial \Phi^2}{\partial x} (t, X(t)) \right. $$

$$+ \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2} (t, \Phi^2_{\epsilon}(t, X(t))) \frac{\partial^2 \Phi^2}{\partial x^2} (t, X(t))^2 g(t, X(t))^2 \right\} d\epsilon $$

(3.22)

On the other hand, for the left hand side of Equations (3.19) and (3.20) we claim that

$$d_\epsilon \eta^2(\epsilon) f( \Phi^1(\epsilon, t), \Phi^2_{\epsilon}(t, X(t))) = \left\{ \eta^2 \left[ \frac{\partial f}{\partial t} \frac{\partial \Phi^1}{\partial t} \xi + \frac{\partial f}{\partial x} \xi + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \xi^2 \right] + \eta^2 \frac{\partial \eta}{\partial \xi} \right\} d\epsilon $$

$$+ \eta^2 \frac{\partial f}{\partial x} \xi dW(\xi)$$

(3.23)
we have that

\[ \text{Suppose} \]

3.2.

and

\[ \text{In fact, we first apply the Ito formula for the composition of the functions} \]

\[ \varepsilon \rightarrow (3.19) \text{ and } (3.20). \]

\[ \text{By comparing the result via the Doob decomposition we obtain the following} \]

\[ \eta \text{ of the sequence we use the product rule from stochastic calculus (recall Equation (2.11) for the differential of } \eta). \]

\[ \text{In resume, Equations (3.21), (3.22), (3.23) and (3.24) provides the differential of Equations} \]

\[ \varepsilon \text{ provides the differential of this process). In the sequence we use the product rule from stochastic calculus (recall Equation (2.11) for the differential of } \eta). \]

\[ \text{We conclude the proof by taking } \varepsilon = 0 \text{ on these four equations.} \]

3.2. \( n \)-dimensional equations

Suppose \( f, \xi : \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R}^n, B \) and \( W \) are Brownian motions in \( \mathbb{R}^m \) and, for each \( (t, x) \in \mathbb{R} \times \mathbb{R}^n \), we have that \( g(t, x) \) and \( \xi(t, x) \) are \( n \times m \) real matrices.
Theorem 3.2. If

\[ v = \left[ \tau(t) \frac{\partial}{\partial t} + \xi(t, x) \frac{\partial}{\partial x} \right]^D + \left[ \tilde{\xi}(t, x) \frac{\partial}{\partial x} \right]^S \]

is a random symmetry for the stochastic ODE

\[ dX(t) = f(t, X(t)) dt + g(t, X(t)) dB(t), \]

then:

\[ \frac{\partial f^i}{\partial t} + \frac{\partial \tau}{\partial t} f^i + \sum_{j=1}^n \frac{\partial f^i}{\partial x_j} \bar{\xi}^j + \frac{1}{2} \sum_{j,k=1}^n \frac{\partial^2 f^i}{\partial x_j \partial x_k} \left( \bar{\xi} \bar{\xi}^T \right)_{jk} = \frac{\partial \tilde{\xi}^i}{\partial t} + \sum_{j=1}^n \frac{\partial \tilde{\xi}^i}{\partial x_j} f^j + \frac{1}{2} \sum_{j,k=1}^n \frac{\partial^2 \tilde{\xi}^i}{\partial x_j \partial x_k} (gg^T)_{jk}, \]

\[ \sum_{j=1}^n \frac{\partial g_{il}^i}{\partial x_j} \bar{\xi}^j = \frac{\partial \tilde{\xi}^i}{\partial t} + \sum_{j=1}^n \frac{\partial \tilde{\xi}^i}{\partial x_j} g^j + \frac{1}{2} \sum_{j,k=1}^n \frac{\partial^2 \tilde{\xi}^i}{\partial x_j \partial x_k} \left( \bar{\xi} \bar{\xi}^T \right)_{jk}, \]

for each \( 1 \leq i \leq n \) and each \( 1 \leq l, \alpha \leq m. \)

**Proof.** The only difference from the proof of the 1–dimensional case are the indexes. For instance, now the action of the flow in the spatial variable is given by

\[ x^i \mapsto (\Phi^i_\varepsilon(t, x)) = x^i + \int_0^t \sum_{j=1}^n \bar{\xi}^j (\Phi^j_\varepsilon(t, x)) dt + \sum_{j=1}^n \int_0^t \sum_{k=1}^n \bar{\xi}^{jk} (\Phi^{jk}_\varepsilon(t, x)) dB^k(r), \]

for each \( 1 \leq i \leq n. \) Thus, Equations (3.19) and (3.20) become, for each \( 1 \leq i \leq n, \)

\[ f^i(\Phi_\varepsilon(t, X(t))) \eta_\varepsilon(t)^2 = \frac{\partial (\Phi^i_\varepsilon)}{\partial t} + \sum_{j=1}^n \frac{\partial (\Phi^j_\varepsilon)}{\partial x_j} f^j + \frac{1}{2} \sum_{j,k=1}^n \frac{\partial^2 (\Phi^j_\varepsilon)}{\partial x_j \partial x_k} (gg^T)_{jk} \]

(3.25)

\[ g^l(\Phi_\varepsilon(t, X(t))) \eta_\varepsilon(t) = \sum_{j=1}^n \frac{\partial (\Phi^j_\varepsilon)}{\partial x_j} g^l, \quad 1 \leq l \leq m. \]

(3.26)

Analogously to the case \( n = m = 1, \) we calculate the differential of equations (3.25) and (3.26) with respect to \( \varepsilon, \) and then take \( \varepsilon = 0. \)

**Remark 3.4.** In [4], Gaeta and Quintero compare the symmetries of stochastic ODEs with the symmetries of its associated Fokker-Planck equation. Since the Fokker-Planck equation is a partial differential equation, we can not do the same comparison here, because we are not able to obtain the random symmetries of a partial differential equation yet.
4. Examples

Let us calculate explicitly the random symmetries of some ODEs and compare them with the standard symmetries.

Example 4.1. As our first example, let us consider the 1–dimensional Brownian motion equation:

\[ dX(t) = dB(t). \]  \hspace{1cm} (4.1)

This example was considered in [4], where Gaeta and Quintero compare its symmetries with the associated Fokker-Planck equation. Kozlov in [8] and [9] also mention the symmetries of the Brownian motion equation.

To compute the standard symmetries of the stochastic ODE (4.1), we must solve the determining equations (2.12) and (2.13) for \( f(t,x) = 0 \) and \( g(t,x) = 1 \), i.e., we must solve

\[
\begin{align*}
0 &= \frac{\partial \xi}{\partial t} + \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2}, \\
1 \frac{\partial \tau}{\partial t} &= \frac{\partial \xi}{\partial x}.
\end{align*}
\]

It is easily seen that the solution of the above system is given by

\[
\begin{align*}
\tau(t) &= 2c_1t + c_3 \\
\xi(t,x) &= c_1x + c_2,
\end{align*}
\]

where \( c_1, c_2 \) and \( c_3 \) are arbitrary constants. So, the infinitesimal generators of the symmetries of the stochastic ODE (4.1) are

\[
\begin{align*}
v_1 &= 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x}, & v_2 &= \frac{\partial}{\partial x}, & v_3 &= \frac{\partial}{\partial t}.
\end{align*}
\]  \hspace{1cm} (4.2)

Note that the action given by these vector fields are, respectively,

\[
\begin{align*}
G_1: & \quad t \mapsto e^{2t}t & \quad x \mapsto e^{x}x \\
G_2: & \quad t \mapsto t & \quad x \mapsto x + \epsilon \\
G_3: & \quad t \mapsto t + \epsilon & \quad x \mapsto x.
\end{align*}
\]

As we have mentioned, these generators were already obtained in [4], [8] and [9]. Let us now compute the random symmetries of the stochastic ODE (4.1). In this case, the determining equations (3.11)–(3.14) get

\[
\begin{align*}
0 &= \frac{\partial \xi}{\partial t} + \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2}, \\
0 &= \frac{\partial \xi}{\partial t} + \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2}, \\
1 \frac{\partial \tau}{\partial t} &= \frac{\partial \xi}{\partial x}, \\
0 &= \frac{\partial \xi}{\partial x}.
\end{align*}
\]
whose solution is given by

\[ \tau(t) = 2c_1 t + c_3 \]
\[ \xi(t,x) = c_1 x + c_2 \]
\[ \tilde{\xi}(t,x) = c_4, \]

where \( c_1, c_2, c_3 \) and \( c_4 \) are arbitrary constants. This means that the infinitesimal generators of the random symmetries of the stochastic ODE (4.1) are

\[ \tilde{v}_1 = \left[ 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x} \right]^D, \quad \tilde{v}_2 = \left[ \frac{\partial}{\partial x} \right]^D, \quad \tilde{v}_3 = \left[ \frac{\partial}{\partial t} \right]^D, \quad \tilde{v}_4 = \left[ \frac{\partial}{\partial x} \right]^S. \tag{4.3} \]

Note that the vector fields \( \tilde{v}_1, \tilde{v}_2 \) and \( \tilde{v}_3 \) are the same as \( v_1, v_2 \) and \( v_3 \) given in (4.2). The novelty here is the stochastic vector field \( \tilde{v}_4 \). Its action is given by

\[ G_4 : \quad t \mapsto t \]
\[ x \mapsto x + W(\varepsilon). \]

The action given by \( G_4 \) corresponds to a translation in the spatial variable, just as \( G_2 \). However, the translation in \( G_4 \) is random due to the presence of the Brownian motion \( W \). Let \( X = X(t) \) be a solution of (4.1). Applying \( G_2 \) we get that

\[ X_2(t) = X(t) + \varepsilon \tag{4.4} \]

is a solution of (4.1), for each \( \varepsilon > 0 \). On the other hand, applying \( G_4 \), we get that

\[ X_4(t) = X(t) + W(\varepsilon, \omega') \tag{4.5} \]

is a solution of (4.1), for each \( \varepsilon > 0 \) and each \( \omega' \in \Omega' \).

**Example 4.2.** Consider the 1-dimensional Langevin equation

\[ dX(t) = aX(t)dt + bdB(t), \tag{4.6} \]

where \( a \) and \( b \) are real constants. This is a well known stochastic ODE, whose solution is the Ornstein-Uhlenbeck process. This example was already considered before on [8]. It is not difficult to check that the infinitesimal generators of the standard symmetries of the Langevin equation (4.6) are

\[ v_1 = e^{at} \frac{\partial}{\partial x}, \quad v_2 = \frac{e^{2at}}{a} \frac{\partial}{\partial t} + e^{2at} x \frac{\partial}{\partial x}, \quad v_3 = \frac{\partial}{\partial t}. \tag{4.7} \]

The action that these generators produce are, respectively,

\[ G_1 : \quad t \mapsto t \]
\[ x \mapsto x + e^{at} \varepsilon \]

\[ G_2 : \quad t \mapsto \frac{1}{2a} \ln \left( \frac{-e^{2at}}{2e^{2at} \varepsilon - 1} \right) \]
\[ x \mapsto \frac{x}{\sqrt{-2e^{2at} \varepsilon + 1}} \]

\[ G_3 : \quad t \mapsto t + \varepsilon \]
\[ x \mapsto x. \]
On the other hand, to obtain the random symmetries of the stochastic ODE (4.6) we must solve the determining equations (3.11)–(3.14), which in this case are

\[
\begin{align*}
\frac{\partial \tau}{\partial t} ax + a \xi &= \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial x} ax + \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2} b^2 \\
\frac{1}{2} \frac{\partial \tau}{\partial t} b &= \frac{\partial \xi}{\partial x} b \\
a \xi &= \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial x} ax + \frac{1}{2} \frac{\partial^2 \xi}{\partial x^2} b^2 \\
0 &= \frac{\partial \xi}{\partial x}.
\end{align*}
\]

The solution of the above system is

\[
\begin{align*}
\tau(t) &= \frac{c_2 e^{2at}}{a} + c_3 \\
\xi(t,x) &= c_2 e^{2at} x + c_1 e^{at} \\
\tilde{\xi}(t,x) &= c_4 e^{at},
\end{align*}
\]

for arbitrary constants \(c_1, c_2, c_3\) and \(c_4\). So, the infinitesimal generators of the random symmetries of the Langevin equation (4.6) are

\[
\tilde{v}_1 = \left[ e^{2at} \frac{\partial}{\partial x} \right]^D, \quad \tilde{v}_2 = \left[ \frac{e^{2at}}{a} \frac{\partial}{\partial t} + e^{2at} x \frac{\partial}{\partial x} \right]^D, \quad \tilde{v}_3 = \left[ \frac{\partial}{\partial t} \right]^D, \quad \tilde{v}_4 = \left[ e^{at} \frac{\partial}{\partial x} \right]^S.
\]

The vector fields \(\tilde{v}_1, \tilde{v}_2\) and \(\tilde{v}_3\) are the same as \(v_1, v_2\) and \(v_3\) given in (4.7). As in the previous example, the random symmetries produced a new symmetry generator, which is the stochastic vector field \(\tilde{v}_4\). Its action is given by

\[
G_4 : \quad \begin{array}{c}
t \mapsto t \\
x \mapsto x + e^{at} W(\epsilon)
\end{array}
\]

Note that \(G_4\) is similar to \(G_1\). If \(X = X(t)\) is a solution of (4.6), then applying both actions we get that the processes

\[
\begin{align*}
X_1(t) &= X(t) + e^{at} \epsilon \\
X_4(t) &= X(t) + e^{at} W(\epsilon, \omega'),
\end{align*}
\]

for each \(\epsilon > 0\) and each \(\omega' \in \Omega'\), are again solutions of (4.6).

**Remark 4.1.** Note that the random action given by the random symmetries of the above examples (the vector field \(\tilde{v}_4\) in Examples 4.1 and 4.2) are similar to the action given by the standard symmetries (compare (4.4) with (4.5) and (4.8) with (4.9)). However, this is not always the case. The next example exploit this matter.

**Example 4.3.** Consider the deterministic ODE

\[
dX(t) = f(t) dt,
\]

where \(f : \mathbb{R} \to \mathbb{R}\) is a nonzero function. Suppose \(f\) has a primitive, namely, \(F(t)\).
As we can see from part (2) of Remark 3.3 (or directly by (3.11)–(3.14)), the determining equations for random symmetries of the ODE (4.10) get
\[
\frac{\partial \tau}{\partial t} f + \frac{\partial f}{\partial t} \tau = \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial x} f \\
0 = \frac{\partial \bar{\xi}}{\partial t} + \frac{\partial \bar{\xi}}{\partial x} f.
\]

It is not difficult to obtain the solution of the above system, which is given by
\[
\tau(t) = \alpha(t) + c_1 f(t), \quad \xi(t,x) = \alpha(t) + \beta(x - F(t)), \quad \bar{\xi}(t,x) = \gamma(x - F(t)),
\]
for arbitrary \(c_1 \in \mathbb{R}\) and \(\alpha, \beta, \gamma : \mathbb{R} \to \mathbb{R}\).

In particular, by choosing \(c_1 = 0\), \(\alpha(t) = 0\), \(\beta(z) = z\) and \(\gamma(z) = b\), where \(b \in \mathbb{R}\) is any nonzero constant, we get the following random symmetry:
\[
v_1 = \left[ (x - F(t)) \frac{\partial}{\partial x} \right]^D + \left[ b \frac{\partial}{\partial x} \right]^S.
\]

The stochastic flow generated by \(v_1\) is \(\Phi_\varepsilon(t,x) = (t, \Phi_\varepsilon^2(t,x))\), where \(\Phi_\varepsilon^2\) is the solution of
\[
d_\varepsilon \Phi_\varepsilon^2 = (\Phi_\varepsilon^2 - F(t)) d\varepsilon + b dW(\varepsilon) \\
\Phi_0^2 = x.
\]

The stochastic ODE for \(\Phi_\varepsilon^2\) is just the Langevin equation with an additional constant (given by \(-F(t)\)). It is know (and easily checkable via Itô formula) that
\[
\Phi_\varepsilon^2(t,x) = xe^{\varepsilon} + F(t)(1 - e^{\varepsilon}) + be^{\varepsilon} \int_0^\varepsilon e^{-r} dW(r).
\]

Hence, the random symmetry \(v_1\), given in (4.11), shows that if \(X = X(t)\) is a solution of (4.10), then, for each \(\varepsilon > 0\) and each \(\omega' \in \Omega'\),
\[
X_1(t) = X(t)e^{\varepsilon} + F(t)(1 - e^{\varepsilon}) + be^{\varepsilon} \int_0^\varepsilon e^{-r} dW(r, \omega')
\]
is again a solution of (4.10).

Note that the stochastic integral appearing in \(X_1(t)\) may be rewritten as
\[
\int_0^\varepsilon e^{-r} dW(r) = e^{-\varepsilon} W(\varepsilon) + \int_0^\varepsilon e^{-r} W(r) dr.
\]

Note also that such term may not be obtained by taking a deterministic flow and simply substituting \(\varepsilon\) by \(W(\varepsilon)\), like it was possible in Examples 4.1 and 4.2 (see Remark 4.1).

**Remark 4.2.** In the examples considered so far, the random symmetry approach provided additional symmetries. In the next example we show that the random symmetries coincide with the standard symmetries.
Example 4.4. Consider the following 1-dimensional stochastic ODE:

\[ dX(t) = \frac{a}{X(t)} \, dt + dB(t). \]  \hspace{1cm} (4.12)

This equation was considered by Kozlov in [8] and [9]. The author obtains its symmetries and shows that this equation represents all the scalar stochastic equations that possess a 2-dimensional Lie group of standard symmetries.

The infinitesimal generators of the standard symmetries of (4.12) are

\[ \nu_1 = 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x}, \quad \nu_2 = \frac{\partial}{\partial t}. \]

One may check that the infinitesimal generators of the random symmetries are just the same, i.e.,

\[ \tilde{\nu}_1 = \left[ 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x} \right]^D = \nu_1, \quad \tilde{\nu}_2 = \left[ \frac{\partial}{\partial t} \right]^D = \nu_2. \]

Hence, for the equation (4.12), the random symmetry approach produces the same symmetries as the deterministic approach.
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