Technological Differences, Theoretical Consistency, and Technical Efficiency: The Case of Hungarian Crop-Producing Farms
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Abstract: Effective agricultural policymaking requires the accurate estimation of the production technology and efficiency of farms. However, several methodological issues should be considered when modelling production and estimating technical efficiency. In this paper, we focus on two of these—technological heterogeneity and theoretical consistency—as implied in microeconomic theory. Heterogeneity in the efficiency literature is often evaluated using a variable intercept model. However, in farm production, it is likely that heterogeneity also affects the marginal productivity of production factors. Some earlier papers investigated the effect of unobserved heterogeneity on technical efficiency using latent class models, but the application of random parameter models is limited. One of our main contributions in this paper is that we apply a modified version of a random parameter model to investigate the effect of unobserved heterogeneity on production factors and efficiency. The second aim was to impose regularity conditions into the model through introducing linear and non-linear constraints and thereby investigate their significance. Third, we examined the relationship between unobserved heterogeneity and the natural and economic conditions of farms. Our findings show that heterogeneity has a greater effect on variation in output than technical efficiency; furthermore, the violation of theoretical consistency significantly influences the results. These findings also reveal that the explanatory power of regional natural and economic conditions is significant but not sufficient on the variance of estimated unobserved heterogeneity.
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1. Introduction

Analyses of farm efficiency using frontier methods can deliver significant insight into the competitiveness of farms and their potential to increase productivity and improve resource use. Policymakers are particularly interested in the potential impact of their decisions on the performance of firms. Thus, findings about technical efficiency (TE) have far-reaching policy implications [1,2].

Numerous papers have been written about the technical efficiency [3,4], but in the majority of the technical efficiency literature, homogeneous technology is assumed for farms. Technology, in this context, refers to the shape of the production function. However, farms may adopt different technologies or face different natural resource and economic conditions for a variety of reasons [5]. Without taking into account this possible heterogeneity, estimates about the efficiency and productivity of farms can be under-estimated [6].
There is a growing body of macro-agricultural productivity literature which emphasizes the importance of modelling heterogeneous technologies [7–9]. In a recent paper, Eberhardt and his co-authors [7] describe an extensive comparison of different linear parametric models and reveal that the assumption of a homogeneous production function in the farm sector may mask or distort important insights into development [7]. The author also demonstrates that failure to account for technological heterogeneity leads to misspecified empirical models with serious implications for any total factor productivity (TFP) estimates thereby obtained [5].

In a Stochastic Frontier context, intensive investigation using farm-level data has already been conducted to examine which model is best able to separate technical efficiency from unobserved heterogeneity. Most papers have found that the true random effect (TRE) model is most appropriate for this task (e.g., references [1,10,11]). Additionally, some authors have investigated the effect of heterogeneous technology using latent class models (LCM) [12–14].

Although the TRE Model is able to separate TE and heterogeneity, it is insufficient for capturing the underlying variation in agricultural technology. However, as Hsiao argues, in farm production, it is likely that unobserved heterogeneity also impacts the marginal productivity of inputs [15]. In this context, random parameter models (RPMs) appear to be more capable of capturing the unobserved heterogeneity than models with only individual- and/or time-specific effects (variable-intercept models). Despite this fact, variable-coefficient models have not gained such wide acceptance in empirical work as variable-intercept models, perhaps because of their computational complexity. However, this does not mean that there is less need to take account of parameter heterogeneity [15].

The number of papers that applied RPM in agricultural context is very limited (e.g., references [16–21]).

The first aim of this paper is to apply a modified version of a random parameter model, which has favorable characteristics for investigating the effect of unobserved heterogeneity on production factors and efficiency. In addition, the robustness of policy suggestions based on inferences about efficiency measures crucially depends on having theoretically well-founded estimates. Theoretically inconsistent frontiers over- or understate real relative inefficiency and hence lead to severe misperceptions and, ultimately, inadequate as well as counterproductive policy measures [22]. Despite this fact, only a few applications exist that emphasize the need for theoretically consistent frontier estimation.

The second aim is to check for the effect of the fulfilment of theoretical consistency, namely monotonicity and quasi-concavity requirements. In order to fulfil this aim, we estimate the model with and without monotonicity and quasi-concavity constraints and check the differences between the results. Monotonicity is imposed through linear constraints: i.e., we impose the condition that the gradient of the function with respect to each input should be positive. Quasi-concavity is imposed through non-linear constraints—i.e., we impose the condition that the bordered Hessian matrix of the function should be semi-definite.

The third aim is to examine the effect of heterogeneity on the variation in output and the connection between unobserved heterogeneity and farms’ economic and natural conditions. For the empirical analysis, we use data from the Hungarian Farm Accountancy Data Network (FADN). In terms of the characteristics of Hungarian agriculture, we assume that there exist at least two significant background factors that imply that technological parameters are different across farms; thus, the estimation of a homogeneous production function might lead to inadequate policy implications. First, Hungarian agriculture has a typical dual structure, with a large number of small-scale farms on the one hand and a small number of large-scale farms on the other, while within these categories, there are further significant differences among farms (i.e., the standard deviation of output and input variables are high). Second, ecological conditions are very diverse—according to a survey of agro-economic potential, 35 ecological regions may be distinguished [23]. Because of these facts, we think that the use of an RPM is an adequate approach to modelling production structure and efficiency in such a diverse production environment.

The remainder of the paper is organized as follows. We begin by briefly examining earlier studies involving heterogeneity, and we then outline the methods used in the analysis (Section 2). In
Section 3, we present the data used in our analysis. The following section (Section 4) discusses results. Here, special weight is put on the estimated efficiencies and the interpretation of unobserved heterogeneity. Finally, Section 5 summarizes our findings and draws conclusions for future modelling.

2. Materials and Methods

2.1. Heterogeneity in Production Frontiers Models

Early work on heterogeneity focused on including environmental variables into production models [24]. However, in many cases, it may not be feasible to include such kind of variables because of shortages of degrees of freedom or multicollinearity, or they may simply not be observable [15]. Therefore, later work explored various statistical techniques for determining the omitted variables (i.e., unobserved heterogeneity) [24].

Conventional panel data models such as fixed-effects or random-effects models [25,26] are able to handle heterogeneity, but these models have two major limitations—(i) treatment of the inefficiency term as time-invariant, which raises a fundamental identification problem, and (ii) they fail to distinguish between cross individual heterogeneity and inefficiency [1,27].

To account for these limitations, Greene proposed two stochastic frontier models that are time-variant and that distinguish unobserved heterogeneity from the inefficiency component [27]. These models are termed the “true” fixed effects (TFE) and “true” random effects (TRE) models [1]. However, as pointed out by Greene the TFE model might produce biased individual effects and efficiency estimates because the presence of individual effects creates an incidental parameter problem [27]. In contrast, TRE models produce unbiased inefficiency estimates, therefore we focus here on the description of TRE model only.

The TRE model may be written as follows:

\[ y_{it} = \alpha_i + \beta' x_{it} + w_i + v_{it} - u_{it}, \] (1)

where \( y_{it} \) represents the output of the i-th farm, \( x_{it} \) is a vector of inputs, \( \beta \) is a vector of unknown parameters, \( v_{it} \) is a symmetric random error, which accounts for statistical noise and \( u_{it} \) is a non-negative random variable associated with technical inefficiency; \( w_i \) is a time-invariant, firm-specific random term intended to capture farm-specific heterogeneity; \( \alpha_i \) is a firm specific intercept; \( \bar{\alpha} \) denotes average value of \( \alpha \). The estimation procedure is similar to that used with one of the models discussed below. In order to avoid duplication, we omit a detailed description of the estimation procedure here.

Although TRE is able to separate TE and heterogeneity, it is insufficient for modelling the effect of unobserved heterogeneity on production technology. In other words, heterogeneity influences only the intercept; the slope parameters are common for every cross-sectional units. However, there are cases in which there are changing economic structures or unobserved but different socioeconomic, demographic, or climatic background factors imply that the response parameters of the included variables may be different for different cross-sectional units. For instance, in farm production it is likely that variables not included in the specification could also impact the marginal productivity of production factors [15]. In these situations, varying coefficient models appear to be more capable of capturing unobserved heterogeneity than models with only individual-specific and/or time-specific effects (variable-intercept models) [15].

One way of allowing differences in the coefficients across individual units is that each regression coefficient can be viewed as a random variable with a probability distribution (random parameter models). Different specifications of RPMs can be found in the literature. As our aim was to examine the effect of unobserved heterogeneity on production technology, we applied such a specification that is favorable for examining the effect of unobserved heterogeneity.

The key feature of the applied specification is that the random component of each random parameter is the same, and only the constant and first-order terms are randomly distributed. This
specification is similar to the TRE Model, the only difference being that unobserved heterogeneity influences not only the intercept of the model, but also the slope parameters. Alternatively, this model can be seen as a modification of the Alvarez, Arias, and Greene model [28] with a different interpretation. The difference between this model and the Alvarez model is as follows: in the Alvarez model, the square of the random component also appears in the model. However, because of the inclusion of the square component in the Alvarez model, the crucial assumption of the independence of “u” and the explanatory variable does not necessarily hold. Without the inclusion of the second term, this problem can be avoided. Additionally, Alvarez and his co-authors [28] interpret the latent variable as an effect that accounts for management differences between firms. However, recent empirical papers [18,29] have argued that this term might capture the effect of various sources of unobserved heterogeneity such as differences in regional/farm characteristics, input quality, environmental conditions, or socioeconomic characteristics, etc. We follow this interpretation.

A Random Parameter Model might be written out as follows:

\[ y_{it} = a_{i} + \beta' x_{it} + \beta_{it} t + v_{it} - u_{it}, \]  

where

\[ v_{it} \sim N(0, \sigma_v^2), \quad u_{it} \perp v_{it}, \]
\[ u_{it} = |U_{it}|, \quad U_{it} \sim N(0, \sigma_u), \]
\[ \alpha_{i} = \bar{a} + \alpha_{w_{i}}, \]
\[ \beta_{it} = \bar{\beta}_{it} + \beta_{w_{i}} w_{i} \]
\[ \beta_{xi} = \bar{\beta} + \beta_{xw} w_{i} \]

Equation 1 is clearly similar to that for the TRE model. In the TRE model, unobserved heterogeneity \( w_{i} \) influences only the intercept \( \alpha_{i} \), while in this specification \( w_{i} \) also influences—in addition to the intercept—the explanatory variables \( x_{it} \) and \( t \).

The parameters of the model can be estimated using the maximum simulated likelihood technique, we refer the reader for further discussion of this technique to references [27–29] for discussion. The estimation strategy applied in this paper can be found in Appendix A.

Technical efficiency can be defined similarly as in reference [28]. Farms generally do not exploit their full production capacities \( y_{it}^{*} \); i.e., their actual output \( y_{it} \) may be less than the optimal level of output. The optimal level of production can be achieved with the maximum level of the unobserved components \( w_{i}^{*} \), while the actual level of production can be produced with the actual level of \( w_{i} \), where \( w_{i} < w_{i}^{*} \).

Having defined the optimal and actual level of production, we can now define technical efficiency (TEit or \( u_{it} \))—which is the ratio of observed to potential output:

\[ TE_{it} = -u_{it} = lny_{it} \cdot lny^{*}_{it} \]  

For estimation, a critical assumption is the absence of any correlation between \( u_{it} \) and the input levels \( (x_{it}) \); therefore [28] highlight that it is important to show explicitly how TE is defined in the model. In the original Alvarez model, however, it is not possible to separate properly \( u_{it} \) and the other input variables because of the inclusion of the square term of the unobserved variable. In our modified version, it can be seen that the effect of \( x \) and the unobserved variable can be separated:

\[ lny = lny^{*} + TE + v = f'(x, t, w^{*}) - h(x, t)u + v \]
\[ TE = -h(x, t)u = -(\alpha_{w} + \beta_{wt} t + \beta_{xw} \ln x)(m - m^{*}) \]

2.2. Theoretical Consistency

Measures of firm efficiency appear quite sensitive to the choice of the functional form. If the functional form lacks flexibility, inefficiency tends to be overestimated by attributing some portion of the misspecification error to firm inefficiency. This fact suggests the need to choose a very flexible form to approximate the unknown function. While a more flexible form has the advantage of
reducing misspecification error, most flexible functional forms (such as the translog or generalized Leontief) frequently violate conditions of monotonicity and concavity. However, if the estimated frontier fails to adhere to the theory, it is problematic to attribute deviations resulting from that form to inefficiency [30].

The findings of previous studies clearly show that concavity and monotonicity violations are a serious problem in efficiency analysis [22,30,31]. Despite their importance, most empirical studies do not impose demands for monotonicity and quasi-concavity. According to Henningsen and Henning [32], the reason for this may be that existing approaches are rather complex and laborious [32].

There are different approaches to imposing regularity conditions. One is to undertake a constrained maximum likelihood (ML) estimation, i.e., the likelihood function is maximized subject to the restriction that the theoretically derived properties of the frontier function are fulfilled. As another solution, Coelli and his co-authors [33] use the Bayesian MCMC method to estimate a stochastic frontier distance function with all desirable theoretical conditions imposed at all data points [32]. Recently, a three-step procedure has been suggested for imposing monotonicity [32]. This latter method is adequate for imposing monotonicity but cannot be used to impose quasi-concavity. However, without satisfying the demands of both curvature and monotonicity, the second-order conditions for optimizing behaviour fail, and duality theory fails [31].

In this paper, we use the constrained maximum likelihood method. In order to maintain the flexibility of our function, we do not impose regularity conditions globally. However, imposing restrictions locally—at only one point (the usual practice is to impose them at the sample mean)—is not sufficient for obtaining reasonable efficiency estimates [32]. Therefore, we identify several approximation points and impose constraints at these points.

The approximation points were calculated as follows: for each variable the one-sigma deviation from the mean was calculated. All observations inside of the one-sigma deviation were excluded. For the resulting data sets, the mean of each variable was computed; these means in the newly constructed data set were then used as new approximation points. Since we had four exogenous variables, we constructed eight approximation points.

For each point, we had a four linear monotonicity restriction and a one-sign restriction for the impact of unobserved heterogeneity (Equation 2). In addition, there were four nonlinear curvature restrictions for each of the approximation points. This procedure gives us consistent results from an economic perspective for a wide range of observations.

In order to fulfill the monotonicity criteria, linear constraints were built into the model, as follows:

\[ S_{x_i} = \frac{\partial \ln y^*}{\partial x_i} \geq 0, \quad \text{for } i \leq 4 \quad \text{and} \quad (6) \]

\[ S_{w^*} = \frac{\partial \ln y^*}{\partial w^*} \geq 0 \quad \text{ (7)} \]

where \( S_{x_i} \) denotes the linear constraints for observed inputs (\( x_i \)) and \( S_{w^*} \) denotes the linear constraint for the unobserved heterogeneity (\( w^* \)), and other variables as defined earlier. The model was forced to fulfill these criteria at every defined approximation point.

Similarly, in order to fulfill the criteria of quasi-concavity we built nonlinear constraints into the model and guaranteed that the bordered Hessian at the different approximation points is negative semidefinite. For this, we applied Cholesky decomposition [34]. Accordingly, every bordered Hessian Matrix \( H \) can be written in the following form,

\[ x'Hx \Leftrightarrow x'\left[B_{kk} + aa' - a\right]x + x'ax \Leftrightarrow x'LDL'x + x'ax < 0. \quad (8) \]

Here, the matrix \( A \) refers to the second derivatives of the production function with respect to inputs, and \( a \) represents the vector of first derivatives of the production function. The Cholesky factorization of \( [B_{kk} + aa' - a] \) is \( L'DL \) [34]. The matrix \( D \) represents the Cholesky factors \( d_i \) for \( i = 1,4 \), and \( L \) is a lower triangular matrix with element \( l_{ij} \) for \( i, j = 1,4 \) and \( l_{ii} = 1 \).
Using $L'x = y$, the above expression changes to

$$x'Hx = y'Dy + x'a < 0$$

(9)

$$\Leftrightarrow d_{11}y_1^2 + \sum_{i=2}^{n}d_{ii}y_i^2 + x'a < 0$$

(10)

This results in the following curvature restrictions:

$$d_{11}y_1^2 + x'a \leq 0 \quad \text{and}$$

(3)

$$d_{ii} \leq 0 \quad \forall \, 2 \geq i \geq 4$$

(4)

2.3. Data

For the purposes of empirical analysis, we used data from the Hungarian Farm Accountancy Data Network (FADN); more specifically, data about specialized cereal, oilseed and, protein crop (COP)-producing farms over the 2004–2009 period. Agricultural farms can join and leave the Hungarian FADN system; thus, to maintain representativeness, farms that leave the system are replaced by similarly characterized farms [35]. Our primary goal was to examine technological differences between farms. This can be better done if, in every year, the same farms remain in the sample, so we used a balanced panel. Our sample contains 3984 observations, 664 for each year. Data were provided by the Research Institute for Agricultural Economics.

We estimated the model with one output ($Y$—total agricultural production in constant EUR) and the following four inputs: (1) labor in Annual Work Units (A), (2) utilized agricultural area (UAA) in hectares (L), (3) capital input (as a sum of depreciation and services) in constant EUR (K), and (4) variable input (intermediate consumption) in constant EUR (V). All of the variables expressed in nominal prices were deflated to 2005 prices with the use of the appropriate deflators; namely, output ($Y$) was deflated by the agricultural output price index, total specific costs ($V$) by the price index of purchased goods and services, and the corresponding values of total fixed assets ($K$) by the price index of agricultural investments. Some descriptive statistics are presented in Table 1.

| Symbol               | Mean        | Standard Deviation | Minimum  | Maximum   |
|----------------------|-------------|--------------------|----------|-----------|
| Output (EUR)         | Y 40,097.8  | 84,487.8           | 128.51   | 931,774.0 |
| Labor (AWU)          | A 3.73      | 8.30               | 0.01     | 100.09    |
| Land (ha)            | L 237.41    | 428.57             | 3.68     | 3787.0    |
| Capital (EUR)        | K 17,309.6  | 42,077.1           | 5.53     | 339,055.0 |
| Variable Inputs (EUR)| V 28,224.6  | 60,186.5           | 323.26   | 657,902.0 |

Source: Authors’ calculations based on Hungarian Farm Accountancy Data Network (FADN) data.

The high variance of individual variables is apparent; e.g. labor input had a minimum value of 0.01 AWU and a maximum of 100 AWU, while the values for (UAA) ranged from 8.5–3787 hectares. These significant differences suggest that heterogeneity plays an important role in Hungarian agriculture. The huge differences between the minimum and maximum values also imply that the marginal products of these inputs are different among farms; thus, it seems reasonable to assume that farms with such heterogeneous input endowments use different technologies, and it is important to account for these differences in production models.
3. Results

3.1. Comparison of TRE and RPM

We start with a discussion of parameter coefficients without constraints. Table 1 reports the parameter estimates for the estimated TRE and Random Parameter Models (RPMs). All variables were divided by their geometric mean; thus, the first-order coefficients can be interpreted as output elasticities evaluated using the geometric mean of the sample.

First, the effect of the unobserved latent variable assumed to capture the effect of heterogeneity is significant in both models. However, the interaction of this variable is significant not only with the constant (the assumption of TRE) but also with most of the observed inputs, which suggests that it is important to also model these interactions in order to get unbiased results. In other words, it shows that there exist significant technological differences among Hungarian farms and neglecting this heterogeneity effect might lead to inadequate policy outcomes.

Second, Table 2 clearly shows that the first-order coefficients are different among the estimated models. The biggest difference can be seen regarding the estimates of material inputs. The elasticity of material inputs is round 10% lower in the RPM. Furthermore, all models suggest that technological progress occurred, and the growth rate increased in Hungarian agriculture over the analysed period. However, the RPM suggests that technological progress was much greater. There are no differences among the models in terms of the characteristics of technological change: all models suggest that it was capital-using.

Table 2. Parameter estimates—model comparison.

|                | TRE    | M_Alvarez |
|----------------|--------|-----------|
| **Constant**   | 0.273  | 0.241 *** |
| **T**          | 0.006  | **0.028***|
| **TT**         | 0.009  | **0.018***|
| **Neutr TF**   |        |           |
| **A**          | 0.054  | **0.074***|
| **L**          | 0.158  | **0.177***|
| **K**          | 0.132  | **0.142***|
| **V**          | 0.664  | **0.571***|
| **Inputs-first order** |        |           |
| **A*T**        | -0.001 | 0.000     |
| **L*T**        | -0.006 | 0.000     |
| **K*T**        | 0.008  | **0.007***|
| **V*T**        | -0.004 | -0.009    |
| **Biased technical change** |        |           |
| **AA**         | 0.038  | **0.010** |
| **LL**         | 0.052  | 0.126 **  |
| **KK**         | 0.067  | **0.071***|
| **VV**         | 0.023  | 0.023     |
| **AL**         | -0.107 | **-0.077***|
| **AK**         | 0.017  | *0.010    |
| **AV**         | 0.046  | **0.051** |
| **LK**         | 0.015  | -0.008    |
| **LV**         | 0.002  | -0.057    |
| **KV**         | -0.082 | **-0.051**|
| **Second order** |        |           |
| **AM**         | 0.181  | **0.179***|
| **AM_T**       | -      | **0.018***|
| **Unobserved heterogeneity** |        |           |
| **AM_A**       | -      | **0.027***|
| **AM_L**       | -      | **0.015** |
| **AM_K**       | -      | -0.001    |
| **AM_V**       | -      | **-0.070***|
| **SV**         | 0.167  | **0.167***|
| **SU**         | 0.395  | **2.083***|
| **RTS**        | 2.368  | 2.232     |
| **Model selection** |        |           |
| **Log L**      | -1011.391 | -853.328 |
| **AIC**        | 2070.782 | 1764.656  |
| **BIC**        | 2109.190 | 1811.065  |
Note: all models were estimated without constraints. ***, **, * denotes significance at 1%, 5%, 10% level, respectively. Source: authors’ estimation.

Third, $\sigma_u$ and $\sigma_v$ are significant in both models, and the estimates of $\sigma_u$ are much higher than $\sigma_v$, suggesting that variations in inefficiency have a significantly larger impact on output variation than statistical noise and confirming that technical inefficiency is an important phenomenon in Hungarian agriculture. In the case of the RPM, $\sigma_u$ is much higher compared to TRE. However, when calculating $\lambda$ for the modified RPM the different definition of $\lambda = \frac{h(x,t)\sigma_u}{\sigma_p}$ should be taken into account. Computing this expression at the sample mean gives $\lambda = 2.322$. Thus, both models give similar results for the significance of inefficiency.

Fourth, the consequence of the different definitions of $\lambda$ can be also seen in Figure 1. The red line represents the distribution of $u$ for both models. The line represents only a rough characterization of the distribution of $u$. Since it is used for illustrative purpose only, this procedure appears reasonable. However, this distribution of $u$ also represents the distribution of technical efficiency in the first model. The distribution of technical efficiency in the RPM is illustrated by the histogram in Figure 1. At first glance it is convincing that the efficiencies of the first model are much lower than in the other model. While in the first model a large share of farms has an efficiency lower than 25% ($e-u$, $u > .3$), the share of farms that operate at low efficiency is reduced to a marginal fraction in the second model. Given that farms are operating in a homogeneous institutional environment, this wide range of efficiencies is difficult to justify. Thus, we conclude that the RPM depicts inefficiency more appropriately than the TRE model.

![Figure 1. Distribution of inefficiencies by model. Source: Authors’ calculation.](image)

Fifth, returns to scale are also different between the models. TRE suggest slightly increasing return to scale, whereas applied RPM suggests slightly decreasing RTS.

To select the most appropriate specification we used model selection criteria; namely, we used Akaike Information Criteria (AIC) and Bayesian information criterion (BIC) (also known as Schwarz Criterion, SBC, or SBIC). The preferred model is the one for which the values of these statistics are lowest. Table 1 clearly shows that both the values of AIC and BIC are lower in the case of RPM; thus, RPM is the preferred model for these data. Therefore, in the following analysis, we only use this model for further investigation.

3.2. The Effect of Constraints

In the next step of our analysis, we examined the effect of constraints. Before discussing the different parameter estimates with and without constraints, we checked what percentage of observations were consistent with and without constraints and the number of binding restrictions. Results are presented in Table 3.
Table 3. Checking theoretical consistency (% of observations, n).

|                     | Mono-Tonicity | Quasi-Concavity | Consistent | Binding Restrictions |
|---------------------|---------------|-----------------|------------|----------------------|
| RPM without constraints | 88%           | 75%             | 73%        | linear               |
| RPM with constraints  | 97%           | 93%             | 92%        | nonlinear            |

Note: MA refers to the modified Alvarez model. Source: authors’ estimation.

Table 3 reveals that the proportion (%) of consistent estimates increased substantially. Despite the fact that we estimated the model with a great number of restrictions, only 10 of these were binding.

The imposition of constraints in the estimation changes all parameter values (Table 4). This is surprising since only a few constraints were found to be binding. Our interpretation is that the binding constraint forms an envelope of all-parameter constraints that forces the variation in the optimal parameters. The changes in the first-order parameters are very marginal compared to the changes in the second-order parameters. The change in the second-order parameter often exceeds 30%, and in one case even 250%. This confirms that it is mainly the relationship of the values in the matrix $B$ that determines whether the results are theoretically consistent. This concerns not only the pure absolute value of the estimated parameter but also, in many cases, the sign.

Table 4. Parameter estimates—the effect of constraints.

|                     | RPM without Constraints | RPM with Constraints | Difference (%) |
|---------------------|-------------------------|----------------------|----------------|
| Constant            | 0.2412 ***              | 0.2513 ***           | 4.0% ***       |
| T                   | 0.0283 ***              | 0.0288 ***           | 1.7% ***       |
| TT                  | 0.0176 ***              | 0.0176 ***           | 0.0%           |
| A                   | 0.0735 ***              | 0.0750 ***           | 2.0% ***       |
| L                   | 0.1768 ***              | 0.1748 ***           | -1.1% ***      |
| K                   | 0.1423 ***              | 0.1397 ***           | -1.9% ***      |
| V                   | 0.5711 ***              | 0.5716 ***           | 0.1%           |
| A*T                 | 0.0001                  | 0.0007               | 85.7% ***      |
| L*T                 | -0.0003                 | 0.0021               | 114.3% ***     |
| K*T                 | 0.0073                  | 0.0070 **            | -4.3% ***      |
| V*T                 | -0.0092                 | -0.0116 **           | 20.7% ***      |
| AA                  | 0.0102                  | 0.0087               | -17.2% ***     |
| LL                  | 0.1263 **               | 0.0882 **            | -43.2% ***     |
| KK                  | 0.0713 ***              | 0.0481 ***           | -48.2% ***     |
| VV                  | 0.023                   | -0.0147              | 256.5% ***     |
| AL                  | -0.0771 ***             | -0.0592 ***          | -30.2% ***     |
| AK                  | 0.0104                  | 0.0082               | -26.8% ***     |
| AV                  | 0.0512 **               | 0.0416 **            | -23.1% ***     |
| LK                  | -0.0075                 | -0.0063              | -19.0% ***     |
| LV                  | -0.0569                 | -0.0324              | -75.6% ***     |
| KV                  | -0.0507 **              | -0.0300 ***          | -69.0% ***     |
| AM                  | 0.179                   | 0.1746 ***           | -2.5% ***      |
| AM_T                | 0.0178 ***              | 0.0173 ***           | -2.9% ***      |
| AM_A                | 0.0267 ***              | 0.0240 ***           | -11.3% ***     |
| AM_L                | 0.0148                  | 0.0155 ***           | 4.5% ***       |
| AM_K                | 0.0006                  | 0.0025               | 76.0% ***      |
| AM_V                | -0.0697 ***             | -0.0714 ***          | 2.4% ***       |
| SV                  | 0.1671 ***              | 0.1681 ***           | 0.6% ***       |
| SU                  | 2.0828 ***              | 2.1287 ***           | 2.2% ***       |
| $\lambda$          | 2.232                   | 2.211                | 0.9%           |

Note: The significance of the difference was tested with a Welch t-test (Ruxton 2006). ***, **, * denotes significance at 1%, 5%, 10% level, respectively. Source: authors’ estimation.
3.3. The Effect of Heterogeneity on Production and the Connection between Farms’ Economic and Natural Conditions and Unobserved Heterogeneity

In the following, we restrict our attention to the model with constraints. First, we move to the regional distribution of estimated efficiencies (Figure 2). In general, inefficiencies are very low (much of the variation in output is explained by technology and by the impact of unobserved heterogeneity). Regional differences in the inefficiency scores are hardly seen. The only pronounced effects in inefficiency are the declines in efficiency in the years 2007 and 2009. For these years, we noted the severe weather conditions that similarly affected all regions in Hungary. Moreover, efficiency over time follows a negative trend. This can be seen in connection with the significant impact of technical change in Hungarian grain production. The frontier is determined by the farms that use the most modern technology. Farmers who hesitate to do this increasingly fall behind or show greater inefficiencies.

Figure 2. Regional development of inefficiencies, 2004–2009. Source: authors’ estimation.

It has already been mentioned that heterogeneity might have a greater impact on production than inefficiency. To check this conjecture, the share of heterogeneity and inefficiency on variation of output was calculated (Figure 3). Results confirm that heterogeneity is much more important than inefficiency. The latter is only responsible for 5–20% of the total variance of these sources. This suggests that not considering heterogeneity in estimations can lead to totally misguided policy recommendations.

Figure 3. Joint impact of the variance of heterogeneity and efficiency. Source: authors’ estimation.
Moreover, because of the expected overestimation of efficiency when neglecting heterogeneity, policies may not only be misdirected, but the impact on increasing efficiency measures may be overestimated as well. The increased impact of inefficiency at the end of the period of investigation can be seen (as explained in the last paragraph) as a consequence of the high speed of technical change in the sector (see Table 4) and/or the severe weather conditions at the end of the period under investigation.

In the following, how the sources of heterogeneity were investigated is described in more detail. For this, we refer to two partial productivities that can be viewed as indicators of the natural and economic factors of location.

Figure 4 shows the development of land productivity in the Hungarian regions (NUTS 2 level) over the period of investigation. In this figure, land productivity in the regions is measured relative to the average land productivity in the sample. Two regions had below-average land productivity—Northern Hungary and Central Hungary. The other regions had above-average productivity, with the highest in Southern Transdanubia. In these regions, land productivity was about 20% higher than average. One more issue had to be considered—the ranking of the regions according to land productivity remained relatively constant over the years. This suggests that our conjecture that we could assume a constant term for the impact of heterogeneity was supported by the data.

Figure 4. Development of relative land productivity by region (2004–2009). Source: authors’ calculations.

Figure 5 provides more details of the technologies used in Hungarian grain production. It displays the relationship between the three indicators labor productivity (Y/A), land productivity (Y/B), and land-man ratio (B/A) for all regions over time according to references [36,37].

\[
\frac{Y}{A} = \frac{Y}{B} \cdot \frac{B}{A}
\]

or, in log terms,

\[
\log \left( \frac{Y}{A} \right) = \log \left( \frac{Y}{B} \right) + \log \left( \frac{B}{A} \right)
\]
Land productivity can be seen as an indicator of the natural condition of location. This indicator basically reflects soil conditions, availability of water and sunshine, etc. However, land productivity is also influenced by the level of economic development in relationship to the availability of sufficient production-enhancing inputs such as fertilizer or pesticide. However, given the homogeneous institutional conditions in Hungary it can be assumed that this impact is of minor importance for land productivity differences across regions. On the other hand, differences in labor productivity can be regarded more as a consequence of the economic conditions of location. The opportunity cost of labor determines how much labor is devoted to this sector. Moreover, in combination with factor prices the land-man ratio determines the capital-to-labor ratio in the sector, which depends at least partially on the economic infrastructure in the region [36]. However, we admit that the relationship between the economic condition of the location and labor productivity is much weaker than between natural conditions and land productivity. Differences in labor productivity can be also the consequence of various farm structures: large-scale agriculture is usually less labor intensive than small-scale agriculture and is much more mechanized. The dual agricultural structure in Hungary provides some support for this interpretation. Given the lack of data, we are unfortunately not able to dig deeper into this problem. However, independent of whether the high land-man ratio is the result of economic forces or whether farm structures are due to political (institutional) decisions, higher labor productivity can be seen as an indicator of better performance.

The numbers in Figure 5 represent three-year averages. This calculation was carried out to eliminate outliers. As in Figure 4, all numbers relate to the sample average. Thus, on the horizontal axis numbers larger than zero indicate above-average land-man ratios. A similar interpretation holds for the vertical axes for land productivity. The dashed line represents average labor productivity. Above this line are regions with higher labor productivity. The solid line represents a level of labor productivity about 25% higher than average labor productivity. The dotted line corresponds to labor productivity about 25% lower than average. The figure confirms what was deduced from the previous figure. Land productivity in Central Hungary and Northern Hungary is lower than in the other regions. However, in Central Hungary the land-man ratio is lower than in Northern Hungary. As a result, labor productivity in this region is the lowest of all Hungarian regions. Poor labor
productivity is also typical of the Southern Great Plains. However, together with a low land ratio this nevertheless allows above-average land productivity. The region with relatively high land and labor productivity and a high land-man ratio is the Northern Great Plains. The high land-man ratio suggests that agriculture or grain production is much more labor intensive than in other regions, especially the Southern Great Plains. The same holds for grain production in Northern Hungary.

In Figure 6, we display how we investigated how heterogeneity affects Hungarian agriculture. Central Hungary is the region in which land and labor productivity was lowest in our sample. This finds its expression in the highest negative value for unobserved heterogeneity (w*). North Hungary is similar in this respect. However, labor productivity is higher than in Central Hungary. Accordingly, the w* value for this region is also negative but also slightly higher than in Central Hungary. The highest w* values were found for the two Great Plains regions. In the northern part, we have high labor productivity but low land productivity. The partial productivities in the southern region contrast with those of the northern part: namely, high land productivity and low labor productivity. In this region we found the highest value for w*. Another region with an above-average value for w* is Central Transdanubia. This region is characterized by above-average land productivity and average labor productivity. Western Transdanubia does not fit into this pattern. Labor and land productivity are both relatively high, but the value of w* is only average.

![Figure 6. Distribution of heterogeneity across Hungarian regions. Source: authors’ estimation](image)

This analysis provides support for the view that unobserved heterogeneity can be regarded as an indicator of the favourability of the regions in terms of their natural and economic conditions of production (Section 3). However, some part of the variation of w* is not explained by this interpretation. Therefore, further investigation is needed to better understand factors which influence unobserved heterogeneity, (e.g. as Alvarez and his co-authors assumed managerial ability might influence it [28] or farms structural characteristics might affect it too.)

To sum up, land and labor productivity may provide some explanation for the variance in heterogeneity. The explanatory power of these two indicators appears to be relatively high but is not sufficient. The actual value of w* depends on other important factors which might not be covered by natural and economic conditions. One suggestion is that w* captures the distribution of the management abilities of farmers [28]. However, what the reasons are for the different w* among farms cannot be uniquely decided from our analysis. More work is necessary to distinguish among the various sources of w*. 
4. Conclusions

The goal of the research described in this paper was to model technological differences among farms and evaluate how consideration of technological heterogeneity affects parameter estimates and technical efficiency. In order to model technological differences, we used a modified version of an RPM. The first aim was to compare the results of the RPM with those of the TRE model, which can be seen as a restricted version of an RPM, where heterogeneity affects only the intercept (i.e., it is able to separate heterogeneity and technical efficiency, but is insufficient for capturing underlying variation in technology).

Our second aim was to examine how the fulfilment of theoretical consistency influences the results. Our third aim was to examine the effect of heterogeneity on the variation in output and the connection between farms’ economic and natural conditions and the modelled unobserved heterogeneity.

Results revealed that, in addition to the separation of unobserved heterogeneity and TE, consideration of technological heterogeneity is also important and has a significant effect on parameter estimates and TE. Our results showed that the interaction of unobserved heterogeneity was significant not only with the constant, but also with observed inputs and technological change, revealing that heterogeneity also influences the technology that is used and technological change. This suggests that a model which is able to estimate these different technologies and changes might lead to more adequate policy making.

Model selection criteria also show that the applied RPM is better suited to this database. Our results suggest that the RPM depicts inefficiency more appropriately than the other models. Technical inefficiency estimates are lower in this model, and the distribution of efficiency scores seems to be more plausible. From our point of view, this result is convincing. While, in the TRE model, a large share of farms has an efficiency that is lower than 25% (e<sup>-u</sup>, u > .3), the share of farms with low efficiency is reduced to a marginal fraction in the RPM. Given that farms are operating in a homogeneous institutional environment, the very wide span of inefficiencies is difficult to justify.

Earlier studies using traditional SFA method reported technical efficiency score in Hungarian crop producing sector around 0.73 [38,14] studies used DEA reported around 0.5–0.6 [39,40]. Baráth and Fertő [14] using an LCM showed that when technological heterogeneity is considered the technical efficiency is higher 0.83. The result of the applied RPM shows even higher technical efficiency score of 0.9.

Moreover, the applied model suggests that heterogeneity has a greater effect on the variance of output than inefficiency. The latter is only responsible for 5–20% of the total variance of output. This calls attention to the fact that in creating more targeted development policies it is necessary to better take into account the technological heterogeneity among farms. Comparison of the model with and without constraints showed that the imposition of constraints increased substantially the proportion of consistent estimates. This result suggests that it is important to check whether demands for theoretical consistency are fulfilled, as if they are violated the method, we applied is adequate for increasing the number of consistent estimates. This method can also help to increase our knowledge about farms which are far from average ones.

Empirical results show that there are hardly any regional differences in the efficiency scores of Hungarian agriculture, while the evolution of efficiency is negative over time. This situation should be seen in connection with the significant impact of technical change in Hungarian grain production. The frontier is determined by those farms which use the most modern forms of technology. Farmers who hesitate to do this increasingly fall behind (i.e., show greater inefficiency). This also shows the divergence among Hungarian farms.

In the last step of the analysis we examined the connection between modelled heterogeneity and farms’ economic and natural conditions. Results confirm that unobserved heterogeneity can be regarded as an indicator of the favourability of a region in terms of its natural and economic conditions for production. The explanatory power of these indicators is high but appears to be insufficient. Consequently, the modelled heterogeneity effect captures natural and economic conditions and other important factors as well. One proposal is that unobserved heterogeneity
captures the distribution of the management abilities of farmers, as Alvarez and his co-authors suggested [28]. However, the determinants of unobserved heterogeneity among farms cannot be uniquely decided from our analysis. More work is necessary to distinguish the various sources of heterogeneity. While our analysis showed that heterogeneity has an important impact on variation in output, identification of the sources of heterogeneity might help to improve the productivity of farms.
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**Appendix A**

The parameters of the model can be estimated by using the maximum simulated likelihood technique (27;29 for discussion).

We assume that \( w_i \) is standard normally distributed with zero mean and variance 1, \( w_i \sim N(0,1) \).

We can then take several draws from this distribution, plug in the values of \( w_i \) into the likelihood function, and construct the simulated maximum likelihood function, as follows:

\[
L = \ln \left( \prod_i \frac{1}{R} \sum_r \left[ 2 \phi \left( \frac{\xi}{\sigma} \right) \Phi \left( \frac{\lambda \xi}{\sigma} \right) \right] \right)
\]

\[
\lambda = \frac{h(x,t)\sigma_u}{\sigma_v} \quad \sigma^2 = h(x,t)^2 \sigma_u^2 + \sigma_v, \quad \varepsilon = v - h(x,t)u = y - f'(x,t, w^*)
\]

Here, \( R \) represents the number of replications in the simulation process. According to Greene (2005) [27] “in order to achieve a reasonable approximation to the true likelihood function, a reasonably large number of random draws are required. The process can be greatly accelerated by using ‘intelligent’ draws, such as Halton sequences (see Train (1999) [29] for discussion).” Following this suggestion, we used Halton sequences for the simulation.

Authors differ in their approximations of the value of \( R \). Train (1999) [29] recommends several hundred. We decided to use 1000 replications in the final model since we experienced that with a lower number of replications the \( w_i \), the results were unstable. With more than 1000 replications, the results stabilize, and we experienced only very minor changes in the estimated values when we attempted a higher number of simulations.

As can be seen, the likelihood function has the same structure as in conventional stochastic frontier analysis. However, two important modifications should be mentioned: the compound variance of the error term, and the measure of the extent of inefficiency. The variance of the compound error term in conventional SFA models is given by

\[
\sigma = \sqrt{\sigma_u^2 + \sigma_v^2}
\]

Since in our model \( \sigma_v^2 \) is determined through \( h(x,t)u \), the standard calculation changes to

\[
\sigma = \sqrt{h(x,t)^2 \sigma_u^2 + \sigma_v^2}.
\]

Similarly, the original measure for the extent of efficiency \( \lambda = \frac{\sigma_u}{\sigma_v} \) changes to

\[
\lambda = \frac{h(x,t)\sigma_u}{\sigma_v}.
\]

Given the estimates of the model and the expectation of \( w_i \), technical efficiency can be estimated according to the conventional Jondrow et al. procedure [28,41]):

\[
E[u_{it}|w_i^*, \varepsilon] = \frac{\sigma \lambda}{(1 + \lambda^2)} \left[ \phi \left( \frac{-\sqrt{\varepsilon_{it}w_i^*}}{\sigma} \right) - \frac{\varepsilon_{it}w_i^*}{\sigma} \right] \Phi \left( \frac{-\sqrt{\varepsilon_{it}w_i^*}}{\sigma} \right)
\]
The above formula can be computed directly by simulation like other quantities that involve $w_i^*$ or the expected value of $w_i^*$ can be estimated separately via [27,28]:

$$E[w_i^*(y, x, t) = \frac{1}{R} \sum_{r=1}^{R} w_{ir}^* f(y|w_{ir}^*, x, t)$$

where the function $f(y|w_{ir}^*, x, t)$ denotes the likelihood function for farm $i$ evaluated at the parameter estimates and the current draw of $w_i^*$.

Having computed the expected value of $w_i^*$, the values of inefficiencies conditioned on these estimates and other data for farm $i$ can be computed.
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