Temporal 3D Human Pose Estimation for Action Recognition from Arbitrary Viewpoints
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Abstract—This work presents a new view-invariant action recognition system that is able to classify human actions by using a single RGB camera, including challenging camera viewpoints. Understanding actions from different viewpoints remains an extremely challenging problem, due to depth ambiguities, occlusion, and a large variety of appearances and scenes. Moreover, using only the information from the 2D perspective gives different interpretations for the same action seen from different viewpoints. Our system operates in two subsequent stages. The first stage estimates the 2D human pose using a convolution neural network. In the next stage, the 2D human poses are lifted to 3D human poses, using temporal convolution neural network that enforces the temporal coherence over the estimated 3D poses. The estimated 3D poses from different viewpoints are then aligned to the same camera reference frame. Finally we propose to use a temporal convolution network based classifier for cross-view action recognition. Our results show that we can achieve state of art view-invariant action recognition accuracy even for the challenging viewpoints by only using RGB videos, without pre-training on synthetic or motion capture data.

Index Terms—View-invariant, human action recognition, monocular camera, pose estimation.

I. INTRODUCTION

In computer vision, action recognition is to decipher an action component from videos scenes. The problem of understanding human actions is very challenging due to the variation in human motion, appearance, environmental settings, and camera viewpoints. Moreover, most of the actions are dynamic and have a temporal aspect, and hence may not typically be recognized by simple attention to single moments in time. The variation of camera viewpoints has emerged as one of the main challenges of action recognition where the system receives video acquisitions from different camera locations. Considering this, the goal is to recognize actions independently of the camera location, which is commonly denoted as view-invariant action recognition.

Most of the current action recognition methods assume that the subject performing the action is facing the camera [1], [2], [3], [4]. Subsequently, the performance of these methods drops while facing real-world scenarios, where camera positioning as well as the human body orientation may vary. With the introduction of RGB-D sensors, some works tackled the subject of view-invariant action recognition by directly using the 3D information provided in real-time by the depth sensors [5]. However, the usage of such sensors is not recommended in real-world scenarios due to two main limitations. First, the estimation of 3D skeletons is limited to a specific range. Second, these sensors are highly affected by lighting conditions. To overcome these limitations, recent works proposed to use only RGB information to achieve view-invariant action recognition [6], [7]. However, in scenarios where the camera is placed in challenging locations, street surveillance where cameras are usually placed on top of buildings, understanding of actions is not always possible, even for humans.

In this work, we focus on the case of view-invariant action recognition from challenging camera viewpoints by only using RGB information. Recently, few methods have been proposed to tackle the case of view-invariant action recognition directly from RGB images [8], [9]. These methods are based on the concept of knowledge transfer where 3D synthetic data are generated using Motion Capture system (MoCap), then the generated data are projected into various viewpoints. These methods further require 2D features as input, which are not view-invariant features by definition and do not further cover the radial motion information of the human body shape, Trajectory Shape Descriptor (TSD) [1], [2], [8], [9]. It has been shown that view-invariant action recognition can achieve better results by mapping the human subjects, from the image plane of the acquisition system to a 3D space [6], [7], [10]. This is possible due to the recent advances of deep neural networks in estimating the 3D human pose while using a single RGB camera [11], [12]. Nowadays, it is possible to estimate the human joint locations from a single RGB image, either in the 2D [13], [14] or in the 3D space [11], [12]. In [15], Martinez et al. showed that decoupling the 3D pose estimation from the 2D joint locations estimation followed by “lifting” to 3D space,
gives lower error rate compared to end-to-end methods. Thus, in this work we propose a 3D skeleton-based approach for view-invariant action recognition where we first estimate the 2D locations of the human joints and then we lift the human joint locations from the 2D space to the 3D space. This is done by only using the RGB images and without any MoCap or synthetic data. Figure 1 shows a high level overview of the the proposed view-invariant action recognition system.

We summarize our contributions as follows. First, we propose a new 3D skeleton based action recognition system that is able to tackle the challenges caused by extreme camera viewpoints. We further use the TCN approach [12] in order to lift from the 2D space to the 3D space where the temporal information of the skeleton is considered. Hence, adding the temporal coherence to the estimated 3D skeletons which in turns reduces the noisy joints estimates as compared to the per-frame 3D pose estimation methods [11]. Finally, and in line with the temporal coherence of the 3D skeleton estimates, we also propose to use the TCN approach at the level of the action classification task. To evaluate the proposed system, experiments on the INRIA Xmas Motion Acquisition Sequences (IXMAS) dataset [16] are realized.

This paper is organized as follows: Section II presents the problem definition. In Section III we describe the proposed approach, followed by the experimental results in Section IV. Finally, Section V concludes the paper.

II. PROBLEM DEFINITION

In this section, we formulate the problem of view-invariant action recognition.

Let \( V_p = \{I_{p,1}, \ldots, I_{p,N}\} \) and \( V_q = \{I_{q,1}, \ldots, I_{q,N}\} \) be two sequences of RGB images corresponding to the same action label but with different and arbitrary camera viewpoints \( p \) and \( q \) capturing the same scene, where \( N \) is the total number of frames. Subsequently, the goal of this work is to estimate a function \( f(\cdot) \) such that we achieve view-invariant action recognition,

\[
  f(V_p) = f(V_q) = y, \tag{1}
\]

where \( y \) corresponds to the action label. The objective of the function \( f(\cdot) \) is to map a sequence of RGB images \( V_p \) to its corresponding label \( y \),

\[
  f : \mathbb{R}^{M_N} \mapsto Y = \{1, \ldots, \ell\}, \tag{2}
\]

where \( M \) is the image dimension, and \( \ell \) is the total number of action labels. Considering two arbitrary camera viewpoints \( V_p \) and \( V_q \) with \( p \neq q \), \( f(\cdot) \) is considered to be view-invariant if and only if (1) is verified.

In order to estimate the function \( f(\cdot) \), we propose a two-step based approach. First, we estimate the human body joint locations in the image plane (2D skeleton), and secondly, we lift the human joint locations from the image plane to the corresponding 3D human joints position (3D skeleton). The estimated 3D skeleton is then used to model the human motion. In fact, by lifting the action space from 2D to 3D, we obtain an action representation in 3D space that enables us to have a better understanding of the human motion and behavior. Hence, it provides better features to design a view-invariant action recognition system as compared to directly working in the 2D space.

III. PROPOSED APPROACH

In this section, we describe the main components of the proposed two-step 3D skeleton based view-invariant action recognition system.

A. 2D Human Pose Estimation

Given an RGB image \( I \), the goal is to map the information related to the human body present in the image \( I \) to the corresponding 2D locations of the human joints. In other words, we want to extract the 2D skeleton by applying the mapping function \( g(\cdot) \) to the image \( I \), such that

\[
  S_{2D} = g(I) \quad \text{with} \quad S_{2D} \in \mathbb{R}^{2J}, \tag{3}
\]

where \( S_{2D} \) represents the estimated 2D skeleton, in a vector representation, with \( J \) joints. In order to estimate the 2D skeleton from an RGB image, we use the state-of-art approach AlphaPose [13] approach as function \( g(\cdot) \). Then, for a given video sequence \( V_p \), the function \( g(\cdot) \) is applied frame by frame resulting in a sequence of 2D skeletons \( \Psi_{p,2D} \),

\[
  \Psi_{p,2D} = \{g(I_{p,1}), \ldots, g(I_{p,N})\}. \tag{4}
\]

To infer the human action in a video, we first build a 2D model for the human body in every image of the video. In order to improve the results obtained with AlphaPose for the estimation of the 2D skeleton, the human body has to be detected accurately in the image plane. For this task, the pre-trained “You Only Look Once” (YOLO) object detection network [17] is used. This is done in order to obtain the bounding box containing the human subject. Consequently, this information is provided along with the image to the AlphaPose [13] resulting in the estimation of the 2D human joints in the respective image.

B. 3D Human Pose Estimation and Data Alignment

For 3D pose estimation we build on the state-of-art approaches that formulate the problem as a 2D pose estimation followed by lifting to 3D space [15], [12]. In such approaches, the low dimensional representation like 2D pose, represented by a set of joints, can be discriminative enough to estimate the 3D pose with high accuracy [18]. Such decoupling of the problem reduces the difficulty of the task at hand, and gives the possibility of human supervision on the estimated 2D poses, prior to 3D pose estimation. These two stages-approaches have been proven to be more accurate than end-to-end approaches [11], [19], [20].

However, estimating 3D pose from individual frames leads to temporally incoherent estimation, where independent error from each frame leads to unstable 3D pose estimation over the video sequence. Thus, in our work we follow the same approach proposed by Pavlo et al. [12] where they use a fully
convolutional architecture that performs temporal convolutions over 2D joints in order to estimate the 3D skeleton in a video.

Given a sequence of 2D skeletons from an arbitrary camera viewpoint $p$, $\Psi_{p,2D} = \{S_{2D_1}, \cdots, S_{2D_N}\}$, the goal is to lift the 2D skeleton sequence into the 3-D space. To that end, we need to estimate a function $h(\cdot)$, which maps a 2D skeleton sequence to its corresponding 3D skeleton sequence, such that

$$\Psi_{p,3D} = h(\Psi_{p,2D}).$$

(5)

The function $h(\cdot)$ may be estimated using the work in [12]. Consequently, the 3D skeleton sequence can be obtained from an arbitrary viewpoint video sequence $V_p$ by using the combination of the functions $g(\cdot)$ and $h(\cdot)$, such that

$$\Psi_{p,3D} = h(\{g(I_{p,1}), \cdots, g(I_{p,N})\}).$$

(6)

Examples of the 3D skeletons estimates from different camera viewpoints for different actions are shown in Figure 2.

Due to the variation of how every subject in the dataset performs the action and where he/she localizes himself/herself in the room, the estimated 3D skeletons of the same action can be oriented differently from one subject to another. As our focus is to infer the action, we hence normalize the estimated 3D skeletons of the same action in order to relate them to the same reference frame. To that end, we follow the same normalization process proposed in [21] to eliminate the anthropometric variability.

At each instant $t$ there is a 3D skeleton pose $S_{3D_t}$ corresponds to the 3D position of a set of $J$ joints. The position of each joint $j$ at time $t$ is then denoted by $S_{3D_{t,j}} = [j_{x(t)}, j_{y(t)}, j_{z(t)}]$. The initial position of the human hip joint $j_{hip}$ is assumed to be the reference joint. Thus, the hip joint coordinates for each 3D skeleton are subtracted from each joint coordinates of the corresponding 3D skeleton resulting in a normalized 3D skeleton, $S_{3D_{t,j}} = [j_1 - j_{hip}, j_2 - j_{hip}, \cdots, j_{17} - j_{hip}]$. Then, the normalized 3D skeletons of the same action are aligned with respect to the same reference coordinate system by estimating a transformation matrix. This is done by considering the first 3D skeleton in the sequence as the rest state where the subject does not preform any action. This state is common in every sequence and for every subject. Then, we consider the first pose of one of the sequences as a reference pose. We further optimize a set of transformation matrices between the reference pose and the first poses of the rest of the sequences from different viewpoints of the same action. Finally, each 3D skeleton sequence is aligned to the reference 3D skeleton using the corresponding estimated transformation matrix.

C. Temporal Modeling for 3D poses

In the context of action recognition, the temporal information of the action plays a major role in producing robust predictions with less sensitivity to noise. Different methods have been introduced to model the temporal evolution using deep neural networks [22], [18]. More recently Pavllo et al. [12] presented a fully convolutional architecture that performs temporal convolutions over the 2D human joints in order to estimate 3D poses from videos. The main idea behind is the usage of TCN, where dilated convolutions are applied along the temporal axis of the action represented by the 2D skeletons, and hence producing the desired 3D skeletons.

Considering the same concept adopted for the 3D skeleton estimation, we propose to use the TCN based model presented in [23] to learn the temporal features directly from the 3D skeletons and predicting the intended action by the human subject. The 3D skeletons provide information about the behavior of the human subject and the different body movements over time. This is further represented by 17 joints locations for each 3D skeleton over time as shown on the left side of the Figure 3.

TCN is a variation of convolutional neural network for sequence modelling tasks. Compared to traditional Recurrent Neural Networks (RNNs), TCN offers more direct high-bandwidth access to past and future information. This allows TCN to be more efficient to model the temporal information of the input data with fixed size [24]. TCN can be causal; meaning that there is no information “leakage” from future to past, or non-causal where past and future information is considered. The main critical component of the TCN is the...
Fig. 3. Proposed temporal classification model for view-invariant action recognition. After estimating the 3D skeletons, we use the temporal 3D joints information as input to the deep neural network. Such network consists of a TCN model as temporal feature extractor, followed by a fully connected layer with softmax activation for the multi-class classification.

Fig. 4. Example of the TCN model with kernel size $k = 2$ and dilation rate $d = [1, 2, 4, 8]$.

dilated convolution [25] layer, which allows to properly treat temporal order and handle long-term dependencies without an explosion in model complexity. Figure 4 illustrates TCN with different dilation factors. For simple convolution, the size of the receptive field of each unit - block of input which can influence its activation - can only grow linearly with the number of layers. In the dilated convolution, the dilation factor $d$ increases exponentially at each layer. Therefore, even though the number of parameters grows only linearly with the number of layers, the effective receptive field of units grows exponentially with the layer depth. The dilated convolution of a 1D signal $s$ with a kernel of size $k$ and dilation factor $d$ is defined as:

$$ (k *_d s)_t = \sum_{\tau = -\infty}^{\infty} k_\tau \cdot s_{t - d\tau}. $$

Convolutional models enable parallelization over both the batch and the time dimension while RNNs cannot be parallelized over time [23]. Also the path of the gradient between output and input has a fixed length regardless of the sequence length, which mitigates the vanishing and exploding gradients which has a direct impact on the performance of the RNNs [23]. Architectures with dilated convolutions have been successfully used for audio generation in Wavnet network [26], semantic segmentation [27] , machine translation [28], and 3D pose estimation [12]. As stated in [23], TCNs generally outperform most of the commonly used networks such as Long Short-Term Memory (LSTM) [29] or Gated Recurrent Unit (GRU) [30] for different tasks.

IV. EXPERIMENTAL RESULTS

In this section, we present the experimental setup along with the obtained results. In order to evaluate the proposed approach, we conducted experiments on the INRIA Xmas Motion Acquisition Sequences (IXMAS) multi-view dataset [16].

A. IXMAS Dataset

IXMAS dataset is dedicated for the task of multi-view action recognition. This dataset is captured using 5 synchronized RGB cameras that are placed in 5 different locations. Such locations include four cameras placed on the side and one camera placed on top of the subject. IXMAS dataset consists of 11 different actions performed 3 times by 11 actors. The action categories are: check watch, cross arms, scratch head, sit down, get up, turn around, walk, wave, punch, kick and pick up. This is a challenging dataset due to the fact that it contains an extreme camera location, where it is placed on top of the subject, which leads to self-occlusions. Examples of the camera viewpoints presented in this dataset are shown in Figure 2 top row.

B. Implementation Details

In order to detect the human subject present in the image, we follow the same steps introduced in the AlphaPose approach [13]. We use the pretrained YOLOv3 SPP [17] object detection network, with spatial pyramid pooling to pool and concatenate the multi-scale local region features. Thus, the network can learn the object features more comprehensively. The output of the object detection network is a set of bounding boxes around the human subjects (output from the YOLO network). In order to guarantee that the entire person region will be extracted, the detected bounding boxes containing the human proposals are extended by 30% along both the height and width directions. Every detected human proposal is then cropped and passed to the human pose estimator. We use the Cascaded Pyramid Network (CPN) [31] 2D pose estimator to estimate all the 2D skeleton sequences. The estimated 2D skeleton sequences are further passed through a TCN network in order to obtain the corresponding 3D skeleton sequences. By using a TCN network we preserve the temporal coherence present in the 2D sequences which leads, in turn, to improving the quality of the estimated 3D skeletons. Lastly, the 3D skeleton information is then used for the action classification part, where again a TCN network is used as shown in Figure 3. The following parameters are considered: kernel size = 6; dilation’s rate $= [1, 2, 4, 8, 16, 32]$; number of stacks of residual blocks
In this paper, we proposed a new view-invariant action recognition system using only RGB information. This is achieved by estimating the 3D skeleton information of the subject present in the image. Furthermore, we decoupled the 3D human pose estimation problem into two steps: 1) per-image 2D human pose estimation; and 2) per-sequence 3D human pose estimation. In addition, we proposed to use the TCN for the action classification task, where the main advantage is preserving the temporal coherency present in the 3D skeleton sequence. Experimental results show that our approach achieves the highest view-invariant action recognition accuracy when considering the average off all testing scenarios. Moreover, for the majority of the testing cases, our approach is performing better than the existent works. Specially for the cases where the challenging viewpoint is close to each other, which is a desired behavior for the action recognition task. Figure 2 illustrates the 3D skeleton estimates from the IXMAS dataset (bottom row). However, in some cases, the lower body parts (legs, knees and ankles) of the 3D skeletons were not correctly estimated. Note that, most of the cases happened when considering the extreme camera viewpoint where the camera is located on top of the subject. This is quite challenging due to self-occlusions that may happen. Even for the human perception it is hard to understand how the lower body part of the subject present in the image behaves. Figure 5 illustrates some cases where the 3D skeleton estimate is not correct. It is clear that the lower body part of the 3D skeleton does not correspond to the subject’s pose seen in the RGB image. Even though wrong 3D skeleton estimates may happen, yet and in general, the 3D skeleton estimates are good enough for conducting the view-invariant action recognition task using RGB images.

Table I presents the action recognition results conducted on the IXMAS dataset. We follow the same cross-view protocol as in [7], [8], [9], where all sequences of the same viewpoint are used for training; then, during testing, a different viewpoint is used. Thus, for each training viewpoint, the other 4 different viewpoints are tested sequentially. The obtained results show that our method outperforms the other methods when comparing the average action classification on the IXMAS dataset. Moreover, we note that for the cases where the challenging viewpoint is considered, our method has the highest classification accuracy. The reason for this major improvement, is that the 3D skeleton estimates from the challenging viewpoint are actually better estimated using our proposed strategy when compared to the other methods. Looking at the average column in Table I, we see that we achieve the highest accuracy for the action classification task. This is achieved by only using the RGB information as input to the proposed approach, and without any additional information provided by a MoCap systems or knowledge transfer from synthetic data. In addition, the reported results are coherent regarding all testing scenarios, obtaining the highest accuracy for the majority of the testing scenarios. In order to better visualize this consistency.

Our results imply that building the 3D skeleton as a human motion model by decoupling the pose estimation into two steps (2D skeleton estimation followed by the lifting to the 3D space preserving the temporal coherence) provides a better understanding of the human action acquired from arbitrary viewpoints. This can be noted specially for the case where the camera is placed on top of the subject (“cam4”), where our method is achieving the highest scores.

1) Model selection: During the experiments, different network architectures were tested. The results lead to the conclusion that TCN based model outperforms the LSTM based models. This difference in performance can be directly attributed to the number of trainable parameters in each tested model, where for the LSTM model, the number of parameters is considerably higher. While LSTM based models perform well in a variety of tasks related to sequence modeling and temporal feature extraction, they are more complex and require more data to train. For this case, only 330 sequences are considered for training and testing.

Contrary to LSTM models, TCN based models have much less trainable parameters and can process longer sequences without an increase of the model complexity. Furthermore, using residual connection in TCN based models, does not cause the problem of vanishing gradients like LSTM when processing longer sequences. Also, with much lower difference between the training accuracy on one viewpoint and the testing accuracy on the other viewpoints. This implies that the TCN based model can be effectively used for the task of view-invariant action recognition.

2) Padding effect: During our experiments, we tested the padding methods used for sequence classification, such as pre and post padding, zero padding, and padding with duplicates of the last frame of the sequence. Inconsistent with previous deep learning based sequence classification methods, we observed that using the sequences without any padding or truncating, it improves the results by about 10% – 20%.

V. CONCLUSION

In this paper, we proposed a new view-invariant action recognition system using only RGB information. This is achieved by estimating the 3D skeleton information of the subject present in the image. Furthermore, we decoupled the 3D human pose estimation problem into two steps: 1) per-image 2D human pose estimation; and 2) per-sequence 3D human pose estimation. In addition, we proposed to use the TCN for the action classification task, where the main advantage is preserving the temporal coherency present in the 3D skeleton sequence. Experimental results show that our approach achieves the highest view-invariant action recognition accuracy when considering the average off all testing scenarios. Moreover, for the majority of the testing cases, our approach is performing better than the existent works. Specially for the cases where the challenging viewpoint is
considered. We also noticed that decoupling the problem of the 3D human poses estimation into two stages, it considerably improves the estimation of the 3D skeleton, even in cases where it is difficult for humans to understand the subject’s behavior in the scene.
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