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Abstract

In the path integral formulation of the partition function of quantum spin models, most current treatments employ the so-called static approximation to simplify the process of summing over all possible paths. Although sufficient for studying the thermodynamic aspects of the system, static approximation ignores the contributions made by time-dependent, or non-static, fluctuations in the paths of the path integral. This non-static component is very small relative to the static part, and its careful treatment is necessary for the calculation of small non-extensive quantities such as the energy gap within the path integral framework. We propose a formalism for incorporating non-static effects into the path integral calculation of a class of spin models whose partition functions are reducible to the trace of a single spin (often known as the effective Hamiltonian). We first show that the time-dependent behavior of the single spin trace is governed by the Pauli equation. Time-dependent perturbation theory is used to obtain a perturbative expansion of the solution of the Pauli equation, and then for the single spin trace. This gives us a perturbative expansion of the path integral which can be integrated systematically using standard techniques. In this paper, we develop the theoretical framework outlined above in detail and apply it to a simple ordered spin model, the infinite-range ferromagnetic Ising model in a transverse field. We calculated two non-extensive quantities with this non-static approach: the $N^0$ and $N^{-1}$ terms of the ground-state energy ($N=$number of spins) and the energy gap between the ground and first-excited states. We checked our results by comparing with those of Holstein-Primakoff transform and numerical diagonalization of the Hamiltonian. The application of the method to quantum spin-glasses is briefly discussed.
I. INTRODUCTION

The study of quantum spin systems is recently receiving much attention\cite{1,2,3} due to the prospects of using quantum annealing\cite{4,5,6} to perform quantum computation. The path integral formulation of the partition function of such systems is now a standard technique for studying and analyzing the variety of different quantum spin models studied in quantum annealing\cite{7,8,9}. In this method, one is faced with the task of summing over all possible paths of an order parameter where each path evolves along an additional time dimension introduced by the Suzuki-Trotter decomposition. In their early study of the random quantum Heisenberg model, Bray and Moore\cite{10} introduced the so-called static approximation as a first step in overcoming the difficulty posed by the integration of paths. In this approximation, one assumes that the paths are constant in time and neglects their time-dependence. Using the static approximation, one can easily calculate various thermodynamic properties of a system as well as determine the phase diagram, and its use is now normal procedure in the analysis of the many different ordered\cite{9,11,12} and disordered\cite{8,12,13} quantum spin models.

Despite its widespread acceptance and usage, many have tried to avoid making and to go beyond the static approximation. The class of systems known as $p$-spin interaction models\cite{8,9,14,15} has been widely studied because in the limit $p \to \infty$ static approximation becomes exact, and this allows one to calculate the transition into the ordered phase without worrying about complications due to non-staticity. When applied to finite-$p$ senarios or to other models, however, static approximation displays peculiarities such as non-vanishing of the entropy at zero temperature\cite{13} and incorrect prediction of the phase diagram\cite{15,17,19}. Early attempts to improve upon the static approximation used numerical methods such as exact spin-summation or Monte-Carlo techniques\cite{20,21} to obtain the time-dependence of the order parameters. Near the critical point, analytic methods such as quantum linked-cluster expansion can also be used to calculate the decay of the parameters with time\cite{22}. An efficient numerical algorithm for computing the exact time-dependence of the order parameter by solving the mean-field equation has also been developed\cite{23,24}. The effects of non-staticity on the phase diagram have also been examined under the framework of Landau expansion where the time-dependence of the order parameters are systematically integrated out in the path integral\cite{19}.

In these earlier works, the focus has mainly been on the role played by non-staticity.
in determining the free energy and hence the thermodynamic properties of the system. However, in addition to thermodynamic quantities, which are extensive in nature, there are also some non-extensive (i.e., not scaling linearly with system size $N$) ones of interest that cannot be calculated simply by considering the free energy. One such quantity is the energy gap between the ground and the first excited-state. As the gap arises from the flipping of just a finite number of spins in the ground-state configuration, it is very small compared to the extensive free energy. In the context of quantum annealing, the minimum gap along an annealing trajectory determines the success rate of the annealing process \cite{25,26}, and there is currently much interest in methods for calculating the gap that are applicable to large spin systems \cite{11,27,28}. Another example is the non-extensive part of the ground-state energy. The free energy is actually only the leading term of the ground-state energy, and to attain better accuracies for the latter one must compute non-extensive correction terms with higher powers of $N^{-1}$. Knowledge of the $N^{-1}$ term of the ground-state energy is also essential for calculating the entanglement properties and the scaling exponents of correlation functions of finite-size systems \cite{29,30}. These information are not obtainable from the free energy and their calculations require different treatments \cite{29–33}.

The purpose of this paper is to incorporate non-staticity into the path integral of spins with the aim of calculating quantities which are non-extensive in nature. We shall follow the traditional perturbative approach. In the classic Feynman kernel, a path $x(t)$ is usually expanded as $x_{cl}(t) + \lambda y(t)$ where $x_{cl}(t)$ is the classical trajectory, $y(t)$ is the deviation describing quantum fluctuations, and $\lambda$ is a small expansion parameter usually taken to be $\sqrt{\hbar}$. Quantum effects such as the decay probability due to tunneling can be obtained by performing the path integral over all possible $y(t)$. In a similar vein, we propose that the path of an order parameter be divided into a static and a non-static component (c.f. Eq. (24) below). The role of $\lambda$ is now played by the inverse system size $1/\sqrt{N}$ \cite{34}. By systematically expanding the path integral in powers of $\lambda$ around the static portion of the path and then integrating out the non-static parts, non-extensive quantities such as the energy gap and corrections to the free energy can be calculated.

An important difference between the Feynman kernel and the path integral of spins is in the way of performing the expansion about the classical or static part of the path. In the Feynman kernel, expansion about a classical trajectory gives rise to the time evolution of a small volume element in the vicinity of the trajectory \cite{24}. This volume element is governed by
Hamilton’s equations of motion for the monodromy matrix\(^{36,37}\), and its effect is to contribute the so-called the van Vleck determinant\(^{38}\) to the classical probability amplitude. On the other hand, there is no analogous version of the monodromy matrix in the case of path integral of spins. Instead, for many of the spin models of interest, one has to evaluate the trace of a single spin with a time-dependent Hamiltonian. The first contribution of this paper is to revisit and make a careful analysis of this single spin trace. It is found that the time-dependence of the trace can actually be interpreted as the solution of the Pauli equation for spinor\(^{39}\). The non-static component of the order parameter plays the role of an external, time-dependent magnetic field governing the temporal evolution of the Pauli spinor. Once the single spin trace has been recast in this form, the usual time-dependent perturbation theory\(^{40}\) can be used to obtain a perturbative expansion for the solution of the spinor, and subsequently expansion for the single spin trace and ultimately for the path integral itself.

The second contribution of this paper is in generalizing the traditional partition function to calculate the energy gap. The partition function is defined as

$$
\text{Tr} \left( e^{-\beta H} \right) = D_0 e^{-\beta E_0} + D_1 e^{-\beta E_1} + \cdots,
$$

(1)

where ‘Tr’ denotes taking the trace, \(\beta\) is the inverse temperature, \(H\) is the Hamiltonian of the system, and \(E_0, E_1\) are the ground and first excited-state energies, respectively. \(D_0\) and \(D_1\) are coefficients depending on the degeneracies of the energy levels. In the limit \(\beta \to \infty\), the leading term \(e^{-\beta E_0}\) dominates and one obtains the well-known formula relating the ground-state energy to the partition function (c.f. Eq. (6) below). We consider generalizing Eq. (1) as

$$
\text{Tr} \left[ f(A, e^{-\beta H}) \right] = \tilde{D}_0(A) e^{-\beta E_0} + \tilde{D}_1(A) e^{-\beta E_1} + \cdots,
$$

(2)

where \(A\) and \(f\) are, respectively, an operator and a functional form which are to be carefully chosen to suit the system under investigation. The coefficients \(\tilde{D}_0\) and \(\tilde{D}_1\) are now dependent on the operator \(A\). The idea is to choose \(A\) and \(f\) in such a way that \(\tilde{D}_0\) vanishes while \(\tilde{D}_1\) remains non-zero and finite, making \(e^{-\beta E_1}\) instead of \(e^{-\beta E_0}\) the leading term. One can then repeat the usual prescription of taking the logarithm followed by the limit \(\beta \to \infty\) to obtain a relation between \(E_1\) and \(\text{Tr}[f(A, e^{-\beta H})]\)\(^{41}\). Once \(E_1\) is known, the energy gap follows immediately by subtracting away the ground-state energy \(E_0\). This strategy for formulating the gap has been used in calculating the energy splitting due to tunneling in a
one-dimensional double-well potential\cite{12}. Here, we extend the basic idea and apply it with specific forms of $\text{Tr}[f(A, e^{-\beta H})]$ to the case of quantum spin models.

One advantage of the approach presented in this paper is that it is applicable as long as the path integral is reducible to a form involving a single spin trace. It can hence be used for both ordered and disordered models. There are currently many methods for handling ordered systems for large system sizes, both numerically\cite{9,11} and analytically\cite{27,29,30}. On the other hand, as the Hamiltonians of disordered systems do not commute with the total angular momentum operator, one must diagonalize the full Hamiltonian matrix whose dimension scales exponentially with the number of spins, thereby limiting numerical studies to small system sizes\cite{8,43–45}. It is also not immediately apparent how to generalize analytical methods such as the Holstein-Primakoff transformation\cite{27,29,30} or the continuous unitary transformation\cite{29,30} to disordered systems. Currently, quantum Monte-Carlo simulation is usually used to study generic disordered spin systems for large system sizes\cite{46,47}. We think that our approach here can contribute towards the analysis of certain classes of such systems.

This paper is the first of a two-part work on the effects of non-staticity in quantum spin models based on the ideas outlined above. In this paper, the focus is to establish the theoretical framework of our proposed method and then illustrate its application using a simple model: the infinite-range ferromagnetic Ising model in a transverse field. The task is to calculate the energy gap and the corrections to the free energy of this model. For this simple model, the results that we derive here with our method can also be obtained using other approaches, thus allowing us to check the correctness of our results. The application of the method to a disordered model will be presented in a second paper.

The rest of the paper is organized as follows. In Sec. II, we define our model, give a brief review of the path integral of quantum spin systems, and then summarize the results of static approximation. Sec. III focuses on theory and constitutes the heart of the paper. It is divided into three parts. We first formulate the time-dependence of the single spin trace in terms of the solution of an ordinary differential equation, the Pauli equation. We then introduce our non-static ansatz, and give a detailed presentation of time-dependent perturbation theory. In the third part, the perturbation theory is used to solve the Pauli equation and obtain the perturbative expansion of the single spin trace. This expansion of the trace contains our central result and is used extensively in the remaining parts of the paper. In Sec. IV, we calculate the non-extensive terms of the ground-state energy using
the expansion. Sections V and VI each presents a different way of calculating the energy gap based on two different generalized partition functions. After deriving the formulae relating the first excited-state energy to the proposed functions, the latter are formulated as a path integrals and then evaluated perturbatively in the same way as in Sec. IV for the normal partition function. Sec. VII discusses and concludes the paper.

II. BACKGROUND AND MOTIVATION

A. Ferromagnetic model and Holstein-Primakoff approach

The Hamiltonian of the infinite-range ferromagnetic Ising model in transverse field is given by

$$H = -\frac{J}{N} \left( \sum_{i=1}^{N} \sigma_i^{z} \right)^2 - \Gamma \sum_{i=1}^{N} \sigma_i^{x},$$

(3)

where $\sigma_i^{\alpha}$ ($\alpha = x, y, z$) is the $\alpha$-direction Pauli matrix of the $i$th spin, $N$ is the total number of spins, and $J$ and $\Gamma$ are, respectively, the strengths of the ferromagnetic coupling and transverse field. The first term of $H$ describes a set of $N$ spins all interacting identically between each other in the $z$-direction, while the second term introduces a non-commuting, external field along the $x$-direction.

It is difficult to analytically compute the exact $E_0$ when $N$ is large but finite. Several approximation schemes such as mean-field theory\textsuperscript{48}, variational-semiclassical approach\textsuperscript{30}, and static approximation\textsuperscript{9–11} exist, all of which allow one to obtain only the extensive (i.e., linear in $N$) part of $E_0$. In the following, we briefly discuss the Holstein-Primakoff (HP) transformation approach\textsuperscript{29,30,48}. The HP transform is interesting because it captures certain quantum effects, such as the non-extensive part of the ground-state energy and the excitation gap, which are not accounted for by the other methods. In this approach, one defines bosonic operators $b$ and $b^\dagger$ such that

$$S^z + iS^y = \sqrt{s - n} \ b, \quad S^z - iS^y = b^\dagger \ \sqrt{s - n}, \quad S^x = s - n,$$

(4)

where $S^\alpha = \sum_i \sigma_i^\alpha$, $n = b^\dagger b$, and $s$ is the angular momentum quantum number. The operators $b$ and $b^\dagger$ satisfy $[b, b^\dagger] = 1$. The transformation Eq. (4) is useful when one considers a state whose quantum fluctuations are small compared to its macroscopic component. For the ground-state of $H$, $s \propto N$, and assuming that the number of excitations is much smaller
than $N$ (i.e., $\langle b^\dagger b \rangle \ll N$), one can approximate $\sqrt{s-n} \approx \sqrt{s}$ in Eq. (4). Substituting Eq. (4) into Eq. (3), the Hamiltonian $H$ (expressed in terms of $b$ and $b^\dagger$) is then expanded in powers of $N$. The leading part of the Hamiltonian (comprising of terms of order $N^1$ and $N^0$) is finally diagonalized by a Bogoliubov transformation using new operators $\gamma$ and $\gamma^\dagger$, giving

$$H = \begin{cases} 
-N\Gamma + \sqrt{\Gamma(\Gamma - 2J)} - \Gamma + 2\sqrt{\Gamma(\Gamma - 2J)} \gamma^\dagger \gamma + O(N^{-1}) & \text{if } \Gamma \geq 2J, \\
-N\frac{(2J)^2 + (\Gamma)^2}{4J} + \sqrt{(2J)^2 - (\Gamma)^2} - 2J + 2\sqrt{(2J)^2 - (\Gamma)^2} \gamma^\dagger \gamma + O(N^{-1}) & \text{if } \Gamma < 2J,
\end{cases}$$

(5)

where $\Gamma \geq 2J$ ($\Gamma < 2J$) is the paramagnetic (ferromagnetic) phase. In Eq. (5), the first term proportional to $N$ is the extensive part of the ground-state energy, also obtainable by the various other methods mentioned above. Note, however, that one obtained also the $N^0$ terms, giving the leading correction to the extensive energy and the excitation gap (the coefficient of $\gamma^\dagger \gamma$). These two results are not obtainable from, say, mean-field theory.

The HP approach has its limitations. The transformation Eq. (4) cannot be applied to, for instance, disordered systems such as the Sherrington-Kirkpatrick model where the spin-spin interactions are not the same between every single pair of spins. Furthermore, as pointed out by Dusuel and Vidal, it seems difficult to go beyond the $N^0$ term using this framework because the Hamiltonian is no longer quadratic starting from order $N^{-1}$ and hence cannot be diagonalized by a Bogoliubov transformation.

B. Path integral representation of partition function

Another way to compute $E_0$ is via the relation,

$$E_0 = \lim_{\beta \to \infty} -\frac{1}{\beta} \ln Z,$$

(6)

where $\beta$ is the inverse temperature and $Z$ is the partition function given by,

$$Z = \text{Tr} \left( e^{-\beta H} \right),$$

(7)

where 'Tr' denotes taking the trace of the operator $e^{-\beta H}$. The partition function $Z$ can be evaluated using standard path integral techniques routinely used in the treatment of
quantum spin systems. Applying the Suzuki-Trotter decomposition, one has,

\[ Z = \lim_{M \to \infty} Z_M = \lim_{M \to \infty} \text{Tr} \left( \left[ e^{\beta J \sum_i \sigma_i^z} e^{\beta \Gamma \sum_i \sigma_i^x} \right]^M \right). \]

(8)

Resolutions of identity in the \(z\)-basis are inserted between each pair of exponentials, allowing the Pauli matrices \(\sigma_i^z\) in \((\sum_i \sigma_i^z)^2\) to be evaluated in terms of Ising variables. The resulting quadratic terms are then linearized by Hubbard-Stratonovich transformations, giving,

\[ Z_M = \left( \sqrt{\frac{\beta JN}{\pi M}} \right)^M \prod_{\kappa=0}^{M-1} \int_{-\infty}^{\infty} dm_\kappa \exp \left( -\frac{\beta JN}{M} \sum_{\kappa=0}^{M-1} m_\kappa^2 \right) \left( \sum_{\sigma = \pm 1} \langle \sigma | m_\kappa \prod_{\kappa=0}^{M-1} e^{\frac{1}{M} (\beta \Gamma \sigma^x + 2 \beta J m_\kappa \sigma^z)} | \sigma \rangle \right)^N, \]

(9)

where \(m_\kappa\) is the order parameter (magnetization) introduced by the linearization at the \(\kappa\)th Trotter slice, \(\sigma\) is an Ising variable taking values \(\pm 1\), and \(|\sigma\rangle\) is the eigenvector of \(\sigma^z\) corresponding to the eigenvalue \(\sigma\). In arriving at the second term in the integrand of Eq. (9), we have ‘backtracked’ by reinstating the operator \(\sigma^z\) and by withdrawing all the resolutions of identity.

From Eqs. (8) and (9), we see that in the limit \(M \to \infty\), the partition function \(Z\) takes the form of a path integral where the sum is over all possible trajectories of \(m_\kappa\) along the \(\kappa\), or time, dimension. Eq. (9) is an exact relation. If the sum over all possible paths of \(m_\kappa\) is performed exactly, the exact \(Z\) is obtained. In practice, however, one resorts to approximations. Eq. (9) serves as the starting point for our consideration of non-static effects.

The second term in the integrand of Eq. (9) takes a simple form involving the variables of just a single spin. An \(N\)-body problem has therefore been reduced to a single body one. This property, however, is not particular to the simple ferromagnetic model which we have chosen to consider here. A wide range of models, such as those with frustrated couplings (e.g., disordered models) or with different lattice topology (e.g., Bethe lattice), can also be reduced in a similar manner. Hence, the formalism which we will be developing is applicable whenever one can bring the partition function to a form analogous to Eq. (9) involving a single spin.

In the existing literature, the single spin term is usually developed one step further. The operators \(\sigma^z\) and \(\sigma^x\) are explicitly evaluated in terms of Ising variables, resulting in
a classical one-dimensional Ising model with uniform nearest-neighbor coupling and \( m_\kappa \)-dependent external field at the \( \kappa \)th spin site. We shall, however, consider the form given in Eq. (9) as it offers a slightly different perspective and opens up another approach for evaluating this term.

C. Static approximation

We conclude this section with a discussion of the static approximation. Essentially, one neglects all paths except those where the magnetization remains constant (or static) throughout the entire time interval, i.e.,

\[
m_\kappa \xrightarrow{s.a.} m_s, \quad \kappa = 0, \ldots, M - 1,
\]

where \( s.a. \) denotes static approximation, and \( m_s \) denotes the static magnetization. With the ansatz Eq. (10), the single spin trace in Eq. (9) becomes trivial,

\[
\sum_{\sigma=\pm 1} \langle \sigma \mid \prod_{\kappa=0}^{M-1} e^{\frac{1}{\beta} \left( \beta \Gamma \sigma^x + 2 \beta J m_\kappa \sigma^z \right)} \rangle |\sigma\rangle \xrightarrow{s.a.} \sum_{\sigma=\pm 1} \langle \sigma | e^{\beta \Gamma \sigma^x + 2 \beta J m_s \sigma^z} |\sigma\rangle = 2 \cosh (\beta \Gamma)^2 + (2 \beta J m_s)^2.
\]

Without Eq. (10), the exponents on the left hand side of Eq. (11) do not commute and cannot be combined into a single exponent. The partition function becomes,

\[
Z \xrightarrow{s.a.} \text{const.} \times \int dm_s \exp (-\beta N f_s),
\]

where one integrates over all possible static paths, and,

\[
f_s = J m_s^2 - \frac{1}{\beta} \ln 2 \cosh (\beta \Gamma)^2 + (2 \beta J m_s)^2,
\]

is the static free energy per spin. In the limit \( N \to \infty \), Eq. (12) is evaluated using the method of steepest descent. The stationary condition \( \partial f_s / \partial m_s = 0 \) gives,

\[
m_s \left( 1 - \frac{2 J \tanh (\beta \Gamma)^2 + (2 \beta J m_s)^2}{\Gamma^2 + (2Jm_s)^2} \right) = 0.
\]

Solution of Eq. (14) gives the static path with the greatest contribution to the integral of Eq. (12). From Eq. (6), we are interested in the limit \( \beta \to \infty \). The solution is then,

\[
m_s = \begin{cases} 
0 & \text{for } \Gamma \geq 2J, \\
\pm \sqrt{1 - \left( \frac{\Gamma}{2J} \right)^2} & \text{for } \Gamma < 2J,
\end{cases}
\]
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and the ground-state energy is,

\[ E_0 \xrightarrow{s.a.} \ Nf_s = \begin{cases} 
-NG & \text{for} \ \Gamma \geq 2J, \\
-N(2J)^2+\Gamma^2 & \text{for} \ \Gamma < 2J.
\end{cases} \tag{16} \]

Comparing with the results of HP transform, we see that static approximation gives the extensive term of \( E_0 \), but not the order \( N^0 \) correction term.

III. NON-STATICITY: THEORETICAL FORMULATION

A. Spinor dynamics in a time-dependent, external field

The starting point of our consideration is the single spin trace \( \mathcal{T} \),

\[ \mathcal{T} = \sum_{\sigma=\pm1} \langle \sigma | \prod_{\kappa=0}^{M-1} e^{\frac{\Gamma}{2} (\beta \Gamma \sigma^x + 2 \beta J m_\kappa \sigma^z)} | \sigma \rangle. \tag{17} \]

To motivate our discussion, let us first consider an ordinary differential equation,

\[ \frac{d\mathbf{v}(t)}{dt} = \mathbf{F}(t)\mathbf{v}(t), \tag{18} \]

where \( \mathbf{v}(t) \) is a \( d \)-dimensional column vector at the time \( t \), and \( \mathbf{F}(t) \) is a \( d \times d \) matrix independent of \( \mathbf{v}(t) \) but possibly dependent on \( t \). To advance \( \mathbf{v}(t) \) by a small time step \( \Delta t \) under the equation of motion Eq. (18), we have,

\[ \mathbf{v}(t + \Delta t) = (\mathbf{I} + \mathbf{F}(t)\Delta t)\mathbf{v}(t) + O[(\Delta t)^2] \approx e^{\mathbf{F}(t)\Delta t}\mathbf{v}(t), \tag{19} \]

where \( \mathbf{I} \) is the identity matrix. The solution of \( \mathbf{v}(t) \) at a later time \( t + T \) is obtained by repeated application of Eq. (19),

\[ \mathbf{v}(t + T) = \prod_{\kappa=0}^{M-1} e^{\mathbf{F}(t+\kappa\Delta t)\Delta t}\mathbf{v}(t), \tag{20} \]

where \( T = M\Delta t \), and \( O[(\Delta t)^2] \) terms can be ignored in the limit \( \Delta t \to 0 \). The matrix product sequence \( \prod_{\kappa} e^{\mathbf{F}(t+\kappa\Delta t)\Delta t} \) is known as the fundamental matrix of the ordinary differential equation Eq. (18). The fundamental matrix propagates an initial condition \( \mathbf{v}(t) \) to a later time \( t + T \).
Returning to $\mathcal{T}$, we see that the product sequence in Eq. (17) is none other than the fundamental matrix of the differential equation,

$$\frac{d|\psi(t)\rangle}{dt} = \mathcal{H}(t)|\psi(t)\rangle,$$

(21)

where $|\psi(t)\rangle$ is a two-dimensional Pauli spinor at time $t$, and

$$\mathcal{H}(t) = \beta \Gamma \sigma^x + 2\beta J m(t) \sigma^z,$$

(22)

where $m(t)$ is the magnetization at time $t$. If one interprets $\mathcal{H}(t)$ as a Hamiltonian, then Eq. (21) has the form of the Pauli equation describing the evolution of a spinor under a time-dependent, external field $m(t)$. The trace $\mathcal{T}$ is therefore the sum of the eigenvalues of the fundamental matrix of Eq. (21) between time $t = 0$ and 1.

We divide the calculation of $\mathcal{T}$ into two steps. First, one specifies a basis and solve for the trajectories of each of the basis vectors under the equation of motion Eq. (21). In the basis of $\sigma^z$, for instance, one calculates $|\sigma(t)\rangle$, the solution at time $t$ of the $\sigma$-eigenvector of $\sigma^z$, subjected to the initial condition $|\sigma(0)\rangle = |\sigma\rangle$. Second, the autocorrelation of each of the basis vector is computed at $t = 1$, and then summed, i.e.,

$$\mathcal{T} = \sum_{\sigma=\pm 1} \langle \sigma(0)|\sigma(1)\rangle.$$

(23)

The quantity $m(t)$ plays a dual role. On one hand, $m(t)$ is an integration variable in the path integral Eq. (9), playing the role of a path. On the other hand, in the Pauli equation Eq. (21), $m(t)$ plays the role of an external field in the time evolution of the spinor. When calculating $\mathcal{T}$ using Eq. (23), $m(t)$ remains fixed; when summing over paths, one calculates a $\mathcal{T}$ for each path $m(t)$.

### B. Non-static ansatz and time-dependent perturbation theory

We now solve the Pauli equation Eq. (21) using perturbation theory. We propose the non-static ansatz for the path,

$$m(t) = m_s + \lambda m_d(t),$$

(24)

where $m_s$ is the static part and $m_d(t)$ is the non-static part of $m(t)$. $\lambda$ is a small parameter (later shown to be $1/\sqrt{N}$). Eq. (24) means that the non-static part acts as a perturbation
to the static part. $\mathcal{H}(t)$ can then be written as,

$$\mathcal{H}(t) = \mathcal{H}_s + \lambda \mathcal{H}_d(t),$$  \hspace{1cm} (25)$$

where $\mathcal{H}_s = \beta \Gamma \sigma^x + 2\beta J m_s \sigma^z$ and $\mathcal{H}_d(t) = 2\beta J m_d(t) \sigma^z$. Hamiltonians of the form Eq. (25) where the time-independent part is perturbed by a small time-dependent term can be treated using time-dependent perturbation theory. \hspace{1cm} (40)

Let $\varepsilon_n$ be an eigenvalue of $\mathcal{H}_s$ and $|n\rangle$ be the corresponding eigenvector. As the set $\{ |n\rangle \}$ forms a complete basis, expand $|\psi(t)\rangle$ of Eq. (21) as,

$$|\psi(t)\rangle = \sum_n \psi_n(t) e^{\varepsilon_n t} |n\rangle.$$  \hspace{1cm} (26)

In Eq. (26), $e^{\varepsilon_n t}$ takes care of the time-dependence due to $\mathcal{H}_s$ while $\psi_n(t)$ takes care of that due to $\lambda \mathcal{H}_d(t)$. The objective is to solve for $\psi_n(t)$. Substituting Eq. (26) into Eq. (21), the equation for $\psi_n(t)$ is

$$\frac{d\psi_m(t)}{dt} = \lambda \sum_n \psi_n(t) e^{(\varepsilon_n - \varepsilon_m)t} \langle m | \mathcal{H}_d(t) | n \rangle.$$  \hspace{1cm} (27)

We now expand $\psi_n(t)$ in powers of $\lambda$,

$$\psi_n(t) = \psi_n^{(0)}(t) + \lambda \psi_n^{(1)}(t) + \lambda^2 \psi_n^{(2)}(t) + \cdots,$$  \hspace{1cm} (28)

where $\psi_n^{(r)}(t)$ denotes the $r$th-order approximation of $\psi_n(t)$, and $\psi_n^{(0)}$ are independent of time and determined by the initial condition $|\psi(0)\rangle$. Substituting Eq. (28) into Eq. (27) and collecting powers of $\lambda$, one obtains the recursive relation,

$$\frac{d\psi_m^{(r+1)}(t)}{dt} = \sum_n \psi_n^{(r)}(t) e^{(\varepsilon_n - \varepsilon_m)t} \langle m | \mathcal{H}_d(t) | n \rangle.$$  \hspace{1cm} (29)

Starting from the lowest-order coefficients $\psi_n^{(0)}$, one obtains successively higher-order ones recursively using Eq. (29). Specifically, the $(r + 1)$th-order coefficients are obtained by integrating the $r$th-order ones.

C. Perturbative expansion of $T$

We now use the recursive relation Eq. (29) to calculate the perturbative expansion of the time evolution of the basis vectors,

$$|\sigma(t)\rangle = |\sigma^{(0)}(t)\rangle + \lambda |\sigma^{(1)}(t)\rangle + \lambda^2 |\sigma^{(2)}(t)\rangle + \cdots,$$  \hspace{1cm} (30)
where $|\sigma(t)\rangle$ is the $\sigma$-eigenvector of $\sigma^z$ at time $t$ subjected to the initial condition $|\sigma(0)\rangle = |\sigma\rangle$, and $|\sigma^{(r)}(t)\rangle$ is the $r$th-order approximation of $|\sigma(t)\rangle$. The expansion of $\mathcal{T}$ is then,

$$
\mathcal{T} = \mathcal{T}^{(0)} + \lambda \mathcal{T}^{(1)} + \lambda^2 \mathcal{T}^{(2)} + \cdots,
$$

where

$$
\mathcal{T}^{(r)} = \sum_{\sigma=\pm 1} \langle \sigma(0)|\sigma^{(r)}(1)\rangle. \tag{32}
$$

Let us denote the two values taken by the index $n$ in Eq. (26) as $+$ and $−$. The two eigenvalues of $\mathcal{H}_s$ are then denoted as $\varepsilon_+ = +\varepsilon = +\sqrt{(\beta t)^2 + (2\beta J m_s)^2}$ and $\varepsilon_- = -\varepsilon$, and the corresponding eigenvectors as $|+\rangle$ and $|−\rangle$. Eq. (29) can then be written in matrix form as

$$
d\frac{d}{dt} \begin{pmatrix} \psi^{(r+1)}_+(t) \\ \psi^{(r+1)}_-(t) \end{pmatrix} = 2\beta J \begin{pmatrix} \alpha m_d(t) & \gamma m_d(t)e^{-2\varepsilon t} \\ \gamma m_d(t)e^{2\varepsilon t} & -\alpha m_d(t) \end{pmatrix} \begin{pmatrix} \psi^{(r)}_+(t) \\ \psi^{(r)}_-(t) \end{pmatrix}, \tag{33}
$$

where we have denoted $\alpha = \langle +|\sigma^z|+\rangle = -\langle -|\sigma^z|−\rangle = \frac{2\beta J m_s}{\varepsilon}$ and $\gamma = \langle +|\sigma^z|−\rangle = -\frac{\beta t}{\varepsilon}$. When integrating Eq. (33), the boundary conditions are $\psi^{(r)}_n(0) = 0$ for $r \geq 1$.

With $\{|+\rangle, |−\rangle\}$ as basis, let us denote

$$
|+1(t)\rangle = \begin{pmatrix} a_+(t)e^{\varepsilon t} \\ a_-(t)e^{-\varepsilon t} \end{pmatrix} = \begin{pmatrix} a_+^{(0)}e^{\varepsilon t} \\ a_-^{(0)}e^{-\varepsilon t} \end{pmatrix} + \lambda \begin{pmatrix} a_+^{(1)}(t)e^{\varepsilon t} \\ a_-^{(1)}(t)e^{-\varepsilon t} \end{pmatrix} + \lambda^2 \begin{pmatrix} a_+^{(2)}(t)e^{\varepsilon t} \\ a_-^{(2)}(t)e^{-\varepsilon t} \end{pmatrix} + \cdots, \tag{34}
$$

and a similar notation for the expansion of $|-1(t)\rangle = \begin{pmatrix} b_+(t)e^{\varepsilon t} \\ b_-(t)e^{-\varepsilon t} \end{pmatrix}$. This is simply rewriting Eq. (26) in vector form with $|\sigma(t)\rangle$ [c.f. Eq. (30)] for $|\psi(t)\rangle$. The orthogonality conditions at $t = 0$ between the two normalized eigenvectors of $\sigma^z$ gives

$$
|a_+^{(0)}|^2 + |b_+^{(0)}|^2 = 1, \tag{35}
$$

$$
a_+^{(0)}a_+^{(0)} + b_+^{(0)}b_+^{(0)} = 0. \tag{36}
$$

We now calculate $\mathcal{T}^{(1)}$. From Eq. (33), we have

$$
\begin{pmatrix} a_+^{(1)}(t) \\ a_-^{(1)}(t) \end{pmatrix} = 2\beta J \begin{pmatrix} \alpha \int_0^t dt' m_d(t') & \gamma \int_0^t dt' m_d(t')e^{-2\varepsilon t'} \\ \gamma \int_0^t dt' m_d(t')e^{2\varepsilon t'} & -\alpha \int_0^t dt' m_d(t') \end{pmatrix} \begin{pmatrix} a_+^{(0)} \\ a_-^{(0)} \end{pmatrix}, \tag{37}
$$

for the first-order terms of $|+1(t)\rangle$. Then,

$$
\langle +1(0)| + 1^{(1)}(1) \rangle = \begin{pmatrix} a_+^{(0)} & a_-^{(0)} \end{pmatrix} \begin{pmatrix} a_+^{(1)}(1)e^{\varepsilon} \\ a_-^{(1)}(1)e^{-\varepsilon} \end{pmatrix}. \tag{38}
$$
Substituting Eq. (37) into Eq. (38), and then summing with $\langle -1(0)| - 1^{(1)}(1) \rangle$, one has

$$\mathcal{T}^{(1)} = 2 \alpha (2 \beta J) \sinh \varepsilon \int_0^1 dt' m_d(t'),$$  \hspace{1cm} (39)$$

where the orthogonality conditions Eqs. (35) and (36) have been used. Higher-orders terms are calculated similarly. In the following, we simply state the results.

Let us introduce the notation,

$$M_{s_1 \cdots s_k} = \int_0^1 dt_1 m_d(t_1) e^{s_1 2 \varepsilon t_1} \cdots \int_0^{t_{k-1}} dt_k m_d(t_k) e^{s_k 2 \varepsilon t_k}. \hspace{1cm} (40)$$

The subscript $s_a (a \in \{1, \cdots, k\})$ indicates the sign of the exponent of $e^{s_a 2 \varepsilon t_a}$ and is either $+$, or 0, or $-$. $k$ indicates that $M_{s_1 \cdots s_k}$ is a $k$-fold integral. For example,

$$M_{+0-} = \int_0^1 dt_1 m_d(t_1) e^{2 \varepsilon t_1} \int_0^{t_1} dt_2 m_d(t_2) \int_0^{t_2} dt_3 m_d(t_3) e^{-2 \varepsilon t_3}. \hspace{1cm} (41)$$

With this notation, the first 5 terms in the expansion of $\mathcal{T}$ are,

$$\mathcal{T}^{(0)} = 2 \cosh \varepsilon. \hspace{1cm} (42)$$

$$\mathcal{T}^{(1)} = (2 \beta J) 2 \alpha \sinh \varepsilon M_0. \hspace{1cm} (43)$$

$$\mathcal{T}^{(2)} = (2 \beta J)^2 \{2 \alpha^2 \cosh \varepsilon M_{00} + \gamma^2 [e^\varepsilon M_{+-} + e^{-\varepsilon} M_{-+}]\}. \hspace{1cm} (44)$$

$$\mathcal{T}^{(3)} = (2 \beta J)^3 \{2 \alpha^3 \sinh \varepsilon M_{000}$$

$$+ \alpha \gamma^2 [e^\varepsilon (M_{0-+} - M_{0+0} + M_{-+0}) - e^{-\varepsilon} (M_{0+-} - M_{00-} + M_{+-0})]\}. \hspace{1cm} (45)$$

$$\mathcal{T}^{(4)} = (2 \beta J)^4 \{2 \alpha^4 \cosh \varepsilon M_{0000} + \gamma^4 [e^\varepsilon M_{--+-} + e^{-\varepsilon} M_{---+}]$$

$$+ \alpha^2 \gamma^2 [e^\varepsilon (M_{++00} - M_{00+} + M_{0+0} - M_{00-} + M_{0-0+} + M_{-00+})$$

$$+ e^{-\varepsilon} (M_{-++0} - M_{++0} - M_{++0} - M_{00+-} + M_{00+} + M_{000+-})]\}. \hspace{1cm} (46)$$

**IV. GROUND-STATE ENERGY: NON-EXTENSIVE TERMS**

The formalism developed in Sec. III will now be applied to calculate the ground-state energy $E_0$ beyond the extensive term given by the static approximation. In Sec. IV A we first show that the $N^0$ term obtained by the Holstein-Primakoff transform is reproduced by expanding $\mathcal{T}$ to second-order. In Sec. IV B the subsequent $N^{-1}$ term is calculated by further expanding $\mathcal{T}$ to the fourth-order.
A. Second-order approximation and $N^0$ term of $E_0$

We first consider second-order approximation. Eq. (31) becomes,

$$T \xrightarrow{\text{2nd}} T^{(0)} + \lambda T^{(1)} + \lambda^2 T^{(2)},$$

(47)

where $\xrightarrow{\text{2nd}}$ denotes second-order approximation. Substituting Eqs. (42)-(44) into Eq. (47), inserting the latter into Eq. (9), and collecting together the same powers of $\lambda$, the partition function becomes,

$$Z^{\text{2nd}} \rightarrow e^{-\beta N f_s} \int Dm_d(t)$$

$$\times \exp \left[ \frac{-\lambda N (2\beta J)}{\varepsilon} \frac{m_s (1 - \frac{2\beta J}{\varepsilon} \tanh \varepsilon)}{M_0} \right]$$

$$\times \exp \left[ \frac{\lambda^2 N}{\varepsilon} \left( -\beta J \int_0^1 dt m^2_d(t) + \frac{(2\beta J)^2 \gamma^2}{2 \cosh \varepsilon} [e^\varepsilon M_{--} + e^{-\varepsilon} M_{-+}] \right) \right]$$

$$\times \exp \left[ \frac{\lambda^2 N (2\beta J)^2 \alpha^2}{2 \tanh^2 \varepsilon (M_0)^2} \right] \times e^{O(N^3)},$$

(48)

where $\int Dm_d(t)$ denotes summing over all $m_d(t)$, the non-static paths. The order $\lambda$ term in the second line vanishes because of the stationary condition Eq. (14). The exponent in the fourth line is in fact $O(\text{sech}^2 \varepsilon)$ and can be dropped in the limit $\beta \rightarrow \infty$. It remains to integrate over the third line of Eq. (48). From $\lambda^2 N$, we also see that $\lambda$ needs to be $1/\sqrt{N}$ in order for the integral not to diverge or to vanish as $N \rightarrow \infty$.

The path integral is performed by expanding $m_d(t)$ in Fourier series,

$$m_d(t) = \sum_{n=-\infty}^{\infty} c_n e^{i2\pi nt}.$$  

(49)

As $m_d(t)$ is real, $c_n^* = c_{-n}$. One has $\int_0^1 dt m^2_d(t) = \sum_{n=-\infty}^{\infty} c_n c_{-n}$, and,

$$e^\varepsilon M_{--} + e^{-\varepsilon} M_{-+} = 4\varepsilon \sinh \varepsilon \sum_{n=-\infty}^{\infty} \frac{c_n c_{-n}}{(2\pi n)^2 + (2\varepsilon)^2}.$$  

(50)

Eq. (48) becomes,

$$Z \xrightarrow{\text{2nd}} C e^{-\beta N f_s} \int dc_0 \prod_{n=1}^{\infty} dc_n dc_n^* \exp \left( -\beta J \sum_{n=-\infty}^{\infty} g_n c_n c_{-n} \right),$$

(51)

where $g_n = 1 - \frac{g}{(2\pi n)^2 + (2\varepsilon)^2}$ with $g = \frac{8\pi^2 J^3 \tanh \varepsilon}{\varepsilon}$, and $dc_n dc_n^*$ means $d\text{Re}(c_n) d\text{Im}(c_n)$. The constant $C = \sqrt{\frac{\beta J}{\pi}} \prod_{n=1}^{\infty} \left( \frac{2\beta J}{\pi} \right)$. Performing the gaussian integrals, and using the formula

$$\prod_{n=1}^{\infty} \left( 1 + \frac{z_1}{n^2 + z_2} \right) = \frac{\sqrt{z_2}}{\sqrt{z_1 + z_2}} \frac{\sinh \pi \sqrt{z_1 + z_2}}{\sinh \pi \sqrt{z_2}},$$

(52)
to evaluate the resulting infinite product sequence, we obtain

$$Z \overset{2\text{nd}}{\longrightarrow} e^{-\beta N f_s} \frac{\sinh \varepsilon}{\sinh \sqrt{\varepsilon^2 - \frac{g}{4}}}. \quad (53)$$

Inserting Eq. (53) into Eq. (6), the ground-state energy given by second-order approximation is

$$E_0 \overset{2\text{nd}}{\longrightarrow} N f_s + \sqrt{\Gamma^2 + (2Jm_s)^2} - \frac{2\Gamma^2 J}{\sqrt{\Gamma^2 + (2Jm_s)^2}} - \sqrt{\Gamma^2 + (2Jm_s)^2}. \quad (54)$$

Substituting the solution for $m_s$ Eq. (15), we have

$$E_0 \overset{2\text{nd}}{\longrightarrow} \left\{ \begin{array}{ll}
-N\Gamma + \sqrt{\Gamma(\Gamma - 2J)} - \Gamma & \text{for } \Gamma \geq 2J, \\
-N\frac{(2J)^2 + \Gamma^2}{4J} + \sqrt{(2J)^2 - \Gamma^2 - 2J} & \text{for } \Gamma < 2J.
\end{array} \right. \quad (55)$$

Comparing with Eq. (5), we see that we have recovered the order $N^0$ term obtained by Holstein-Primakoff transform.

**B. Fourth-order approximation and $N^{-1}$ term of $E_0$**

We now consider fourth-order approximation. Eq. (31) now becomes

$$\mathcal{T} \overset{4\text{th}}{\longrightarrow} \mathcal{T}^{(0)} + \lambda \mathcal{T}^{(1)} + \lambda^2 \mathcal{T}^{(2)} + \lambda^3 \mathcal{T}^{(3)} + \lambda^4 \mathcal{T}^{(4)}, \quad (56)$$

where $\overset{4\text{th}}{\longrightarrow}$ denotes fourth-order approximation. Following similar derivation steps that have led from Eq. (47) to Eq. (51), the partition function is now

$$Z \overset{4\text{th}}{\longrightarrow} C e^{-\beta N f_s} \int dc_0 \prod_{n=1}^{\infty} dc_n dc_n^* \left[ 1 + \frac{1}{N} \left( V_4 + \frac{1}{2} (V_3)^2 \right) \right] \exp \left( -\beta J \sum_{n=-\infty}^{\infty} g_n c_n c_{-n} \right), \quad (57)$$

where

$$V_3 = L_3 - L_1 L_2 + \frac{1}{3} (L_1)^3, \quad (58)$$

$$V_4 = L_4 - L_1 L_3 - \frac{1}{2} (L_2)^2 + (L_1)^2 L_2 - \frac{1}{4} (L_1)^4, \quad (59)$$

and $L_i$ denotes $\overset{[53]}{\mathcal{T}}^{(i)}$. The Fourier expansions of $V_3$ and $V_4$ are obtained by first substituting Eq. (49) into $\mathcal{T}^{(i)}$ given by Eqs. (43) to (46) and then inserting the results into Eqs. (58) and (59). The expansions of $\mathcal{T}^{(1)}$ and $\mathcal{T}^{(2)}$ have already been calculated in Sec. IV A. The expansions of $\mathcal{T}^{(3)}$ and $\mathcal{T}^{(4)}$ are given in Appendix A and that of certain terms arising from $(\mathcal{T}^{(3)})^2$ in Appendix B.
We next integrate over $V_4$ and $\frac{1}{2}(V_3)^2$ with the gaussian function, substitute the resulting $Z$ into Eq. (6), and then keep only those terms that do not vanish in the limit $\beta \to \infty$. Along the way, the formula
\[ \sum_{n=1}^{\infty} \frac{1}{z_1 n^2 + z_2} = -\frac{1}{2z_2} + \frac{\pi}{2\sqrt{z_1 z_2}} \coth \left( \frac{\pi}{\sqrt{z_1}} \right), \] is used to evaluate some of the summations that appear and check their powers of $\beta$. One then gets
\[ E_0 \xrightarrow{4\text{th}} N f_s + \sqrt{\varepsilon^2 - \frac{q}{4} - \varepsilon} \left( z_4^1 + z_4^2 + z_3^1 + z_3^2 \right). \] The first two terms of Eq. (61) have already been obtained in Eq. (54). For the $N^{-1}$ term, we have
\[ z_4^1 = (2\beta J)^2 8\varepsilon^2 \gamma^4 \tanh \varepsilon \left[ \sum_{n=1}^{\infty} \frac{1}{g_n[n]} \right] \left[ \sum_{n=1}^{\infty} \frac{1}{g_n[n]} - 4(2\varepsilon)^2 \sum_{n=1}^{\infty} \frac{1}{g_n[n]^2} \right], \] (62)
\[ z_4^2 = (2\beta J)^2 16\varepsilon^4 \alpha^2 \gamma^2 \tanh \varepsilon \left[ \left( \sum_{n=1}^{\infty} \frac{1}{g_n[n]} \right)^2 + (2\varepsilon)^2 \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \left( \frac{1}{g_n[n]} + \frac{1}{g_m[m]} \right) \frac{1}{n+m|n-m} \right] \] \[ + (2\varepsilon)^2 (2g + 3(2\varepsilon)^2) \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{g_n g_m[n][m]|n+m|n-m} \right], \] (63)
\[ z_3^1 = \frac{(2\beta J)^4 4\varepsilon \gamma^4 \tanh \varepsilon}{\beta J g_0} \left[ \sum_{n=1}^{\infty} \frac{1}{g_n[n]} + 8\varepsilon^2 \sum_{n=1}^{\infty} \frac{1}{g_n[n]^2} \right]^2, \] (64)
\[ z_3^2 = (2\beta J)^2 8(2\varepsilon)^4 \alpha^2 \gamma^4 \tanh \varepsilon \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{g_n g_m[n+m]|n+m|n-m} \right] \left[ \frac{1}{n} + \frac{1}{m} + \frac{(2\pi n)(2\pi m) + (2\varepsilon)^2}{[n][m]} \right]^2, \] (65)
where $[n] = (2\pi n)^2 + (2\varepsilon)^2$. For Eqs. (62) and (64), using partial fractions to simplify the summands and then using Eq. (60), one obtains
\[ z_4^1 = \frac{(2\beta J)^2 (2\varepsilon)^2 \gamma^4}{g} \left[ \frac{1}{\sqrt{(2\varepsilon)^2 - g}} + \frac{1}{(2\varepsilon)^2 - g} \left( \frac{g}{8\varepsilon} - 2\varepsilon \right) \right], \] (66)
\[ z_3^1 = \frac{m^2 (2\beta J)^6 \gamma^4}{\beta J g_0} \left[ \frac{4}{g^2} + \frac{1}{(2\varepsilon)^2 - g} \left[ \frac{1}{(2\varepsilon)^2} + 4 + \frac{4\varepsilon}{g} \right]^2 \right] - \frac{2}{g \sqrt{(2\varepsilon)^2 - g}} \left[ \frac{1}{\varepsilon} + \frac{8\varepsilon}{g} \right], \] (67)
where terms of order \( \beta^0 \) and smaller have been dropped.

Let us first consider the paramagnetic phase. In this phase, only \( z_1^4 \) contributes because the prefactors of \( z_1^2, z_3^1, \) and \( z_3^2 \) contain \( m_s \) in \( \alpha \) and hence vanishes. From Eq. (66), one gets

\[
z_1^4 = \beta \left[ \frac{\Gamma J}{\sqrt{\Gamma(\Gamma - 2J)}} - \frac{J(2\Gamma - J)}{2(\Gamma - 2J)} \right] \quad \text{for } \Gamma \geq 2J.
\]

(68)

In Fig. 1(a), we plotted \(-\frac{z_1^4}{\beta}\) [labelled ‘\( N^{-1} \) term (non-static)’] in the region \( \Gamma \geq 2J \). To check the correctness of our result, we compared it to numerical calculations. The Hamiltonian Eq. (3) is diagonalized in the sector with total angular momentum \( N/2 \) to obtain \( E_0 \). The \( N^1 \) and \( N^0 \) terms [given by Eq. (55)] are subtracted away from \( E_0 \) and the result is rescaled by multiplying by \( N \). The curves for \( N = 30, 500, 1000, \) and \( 2000 \) calculated in this way are compared to \(-\frac{z_1^4}{\beta}\) in Fig. 1(a).

In the ferromagnetic phase, all four terms \( z_1^4, z_3^4, z_1^3, \) and \( z_3^2 \) contribute. From Eqs. (66) and (67), \( z_1^4 \) and \( z_3^1 \) become

\[
z_1^4 = \beta \left[ \frac{\Gamma^2}{2\sqrt{(2J)^2 - \Gamma^2}} - \frac{\Gamma^2[(4J)^2 - \Gamma^2]}{16J[(2J)^2 - \Gamma^2]} \right] \quad \text{for } \Gamma < 2J,
\]

(69)

\[
z_3^1 = \beta \left[ J + \frac{J\Gamma^4}{(2J)^2 - \Gamma^2} \left[ \frac{1}{16J^2} + \frac{1}{\Gamma^2} + \left( \frac{2J}{\Gamma^2} \right)^2 \right] - \frac{J\Gamma^4}{\sqrt{(2J)^2 - \Gamma^2}} \left[ \frac{1}{2J} + \frac{4J}{\Gamma^2} \right] \right] \quad \text{for } \Gamma < 2J.
\]

(70)

Due to the double summations appearing in \( z_1^3 \) and \( z_3^2 \), these two terms have been evaluated numerically. Fig. 1(a) shows the curve of \(-\frac{1}{\beta}(z_1^4 + z_3^4 + z_1^3 + z_3^2)\) in the region \( \Gamma < 2J \). Results from numerical diagonalization of the Hamiltonian are again shown for comparison.

From Fig. 1(a) we see that the \( N^{-1} \) term of \( E_0 \) is negative in the ferromagnetic phase and positive in the paramagnetic one. To elucidate on this point, the inset of Fig. 1(a) compares the \( N^0 \) term [c.f. Eq. (55)] to \( E_0 - Nf_s \) for \( N = 200 \) where \( E_0 \) is computed by numerical diagonalization and \( Nf_s \) is the \( N^1 \) term. The signs of the \( N^{-1} \) term in the two phases can be evinced by noting that the curve of \( N = 200 \) lies below that of the \( N^0 \) term in the ferromagnetic phase and above it in the paramagnetic one.

Fig. 1(a) also shows that the \( N^{-1} \) term diverges at the critical point. This divergence can be understood by examining the rate at which the minimum point of \( E_0 - Nf_s \) (indicated by a red solid circle on the \( N = 200 \) curve of the inset) converges towards the critical value of \(-2\) at \( \Gamma = 2J \) as \( N \) increases. We found numerically that the difference between the critical
and finite-$N$ value decreases as $N^{-0.33}$. Upon rescaling by multiplying by $N$, this decrease is turned into an increase that scales as $N^{0.67}$, thereby accounting for the divergence.

Fig. 1(b) shows the individual terms $z_1^4$, $z_2^3$, $z_1^3$, and $z_3^2$ that make up the $N^{-1}$ term, in the ferromagnetic phase. The terms $z_1^4$ and $z_2^3$ approximately cancel each other, while the magnitude of $z_3^2$ is the smallest among the four. Although the greatest contribution might appear to come from just $z_3^1$, it is important to rigorously sum up all four terms to arrive at the proper result. Away from the critical point, one sees that both $z_2^3$ and $z_3^1$ actually contribute equally much to the final curve. In the vicinity of the critical point, $z_3^1$ alone will diverge too quickly if the contribution of the positive and weakly-diverging $z_4^1 + z_3^2$ is not accounted for.

We conclude this section on ground-state energy with a comment on $c_0$, the zero mode of the Fourier expansion Eq. (49). Throughout our calculations, we have included $c_0$ in the expansion although it is not a priori evident whether this is necessary since one might imagine that it can also be absorbed into the static term $m_s$. Indeed, one still obtains the same result for the $N^0$ term in Sec. IV A if $c_0$ is excluded because this simply introduces a $\beta$-independent multiplicative factor to $Z$ that ultimately vanishes when taking the limit $\beta \to \infty$ in Eq. (6). The result for the $N^{-1}$ term in the paramagnetic phase is also not affected because $c_0$ is not involved in the derivation of $z_1^4$. However, our analysis of the $N^{-1}$ term in the ferromagnetic phase shows that $c_0$ does play a role. The term $z_3^1$ originates from the coupling of $c_0$ to other non-zero modes when taking the square in $\frac{1}{2}(V_3)^2$. (This can be discerned from the presence of $g_0$ in the denominator of the prefactor of Eq. (64).) Excluding $z_3^1$ from the $N^{-1}$ term will result in disagreement between non-static results and finite-$N$ numerical calculations. This insight into the importance of $c_0$ based on an ordered system will be useful when applying the non-static framework to disordered ones. For the disordered models, we no longer have means to check our non-static results since accurate ground-state energies of large-sized systems are difficult to obtain numerically.
V. ENERGY GAP USING PARITY OPERATOR

A. Formulation of first excited-state energy $E_1$

In this section, we derive the first of two formulae for calculating the first excited-state energy $E_1$. The form of these formulae are similar to that of Eq. (6) for $E_0$, and so are amenable to path integral calculations.

Consider an operator $Q$ with the property,

$$Q^2 = I,$$

where $I$ is the identity operator. $Q$ has eigenvalues +1 and $-1$. Let us call $Q$ the parity operator in analogy with the reflection operation in one-dimensional space. An eigenvector of $Q$ with eigenvalue +1 ($-1$) is said to have even (odd) parity.

Let $|E^a_n\rangle$ denote an eigenvector of the Hamiltonian $H$ with energy $E_n$, where $a$ denotes the rest of the quantum numbers required to specify the state. Suppose $Q$ commutes with $H$, i.e., $[H, Q] = 0$. Then $H$ and $Q$ can be simultaneously diagonalized such that the energy eigenvectors $|E^a_n\rangle$ have either even or odd parity. Suppose further that $Q|E^a_0\rangle = |E^a_0\rangle$ for any $a$, and that $Q|E^a_1\rangle = -|E^a_1\rangle$ for any $a$. Then,

$$e^{-\beta H} = e^{-\beta E_0} \left( \sum_a |E^a_0\rangle \langle E^a_0| \right) + e^{-\beta E_1} \left( \sum_a |E^a_1\rangle \langle E^a_1| \right) + \cdots,$$

and

$$Q e^{-\beta H} = e^{-\beta E_0} \left( \sum_a |E^a_0\rangle \langle E^a_0| \right) - e^{-\beta E_1} \left( \sum_a |E^a_1\rangle \langle E^a_1| \right) + \cdots,$$

where $\sum_a$ denotes summing over the basis of the, possibly degenerate, energy level. Subtracting Eq. (73) from Eq. (72) and then taking the trace, we have,

$$\text{Tr} \left( e^{-\beta H} - Q e^{-\beta H} \right) = 2d_1 e^{-\beta E_1} \left[ 1 + O \left( e^{-\beta (E_2 - E_1)} \right) \right],$$

where $d_1$ is the degeneracy of the first excited energy level. Define

$$Z_Q = \text{Tr} \left( Q e^{-\beta H} \right).$$

Then,

$$E_1 = \lim_{\beta \to \infty} -\frac{1}{\beta} \ln (Z - Z_Q).$$
Note that the subtraction \( Z - Z_Q \) must be performed before taking the limit \( \beta \to \infty \); otherwise, the result is zero.

In our derivation, we have used the following conditions:

1. Existence of a parity operator \( Q \) that commutes with \( H \).

2. All the states in the ground-state energy level have even parity, and all the states in the first excited-state energy level have odd parity.

### B. Choice of \( Q \) and the single spin trace \( T_Q \)

The relation Eq. (76) is general and not specific to any particular model. Let us restrict ourselves now to the ferromagnetic model Eq. (3). The operator

\[
Q = \prod_{i=1}^{N} \sigma_i^x
\]

satisfies Eq. (71) and commutes with \( H \), and can serve as the parity operator. However, Eq. (76) is not valid for all \( \Gamma \) and \( J \). For instance, in the limit \( N \to \infty \), the ground-state in the ferromagnetic phase is doubly-degenerate and spanned by a basis vector with even parity and another with odd parity; condition 2 is therefore not satisfied. In Appendix C, we show that condition 2 is satisfied in the paramagnetic phase.

Inserting Eq. (77) into Eq. (75) and following the same steps as in Sec. II B, the path integral representation of \( Z_Q \) is

\[
(Z_Q)_M = \left( \sqrt{\frac{\beta J N}{\pi M}} \prod_{\kappa=0}^{M-1} \int_{-\infty}^{\infty} \exp \left( -\frac{\beta J N}{M} \sum_{\kappa=0}^{M-1} m_{\kappa}^2 \right) \left( \sum_{\sigma=\pm 1} \langle \sigma | \sigma^x \left[ \prod_{\kappa=0}^{M-1} e^{\frac{1}{\beta}(\beta \Gamma \sigma^x + 2\beta J m_{\kappa} \sigma^z)} \right] | \sigma \rangle \right) \right)^N.
\]

(78)

\( Z_M \) and \((Z_Q)_M\) differ in the single spin trace,

\[
T_Q = \sum_{\sigma=\pm 1} \langle \sigma | \sigma^x \left[ \prod_{\kappa=0}^{M-1} e^{\frac{1}{\beta}(\beta \Gamma \sigma^x + 2\beta J m_{\kappa} \sigma^z)} \right] | \sigma \rangle
\]

(79)

\[
= \sum_{\sigma=\pm 1} \langle \sigma(0) | \sigma^x | \sigma(1) \rangle,
\]

(80)

where one multiplies the spinor \(| \sigma(1) \rangle\) by the matrix \( \sigma^x \) before taking the inner product with \( \langle \sigma(0) | \sigma^x \). Expanding \( T_Q \) perturbatively,

\[
T_Q = T_Q^{(0)} + \lambda T_Q^{(1)} + \lambda^2 T_Q^{(2)} + \cdots,
\]

(81)
the $r$th-order term

$$\mathcal{T}_Q^{(r)} = \sum_{\sigma = \pm 1} \langle \sigma(0)|\sigma^x|\sigma^{(r)}(1) \rangle$$  

is calculated by repeating the steps of Sec. III C. We simply state the results for the first 3 terms of the expansion,

$$\mathcal{T}_Q^{(0)} = -2\gamma \sinh \varepsilon.$$  

$$\mathcal{T}_Q^{(1)} = (2\beta J) \alpha \gamma \left[ -2 \cosh \varepsilon M_0 + e^\varepsilon M_- + e^{-\varepsilon} M_+ \right].$$  

$$\mathcal{T}_Q^{(2)} = (2\beta J)^2 \left\{ -2\alpha^2 \gamma \sinh \varepsilon M_{00} - \gamma^3 (e^\varepsilon M_{-+} - e^{-\varepsilon} M_{++}) 
+ \alpha^2 \gamma [e^\varepsilon (M_{0-} - M_{-0}) + e^{-\varepsilon} (M_{+0} - M_{0+})] \right\}.$$  

C. Calculation of $Z_Q$ in the paramagnetic phase

1. Static approximation

We first consider static approximation Eq. (10). The single spin trace becomes

$$\mathcal{T}_Q \xrightarrow{\text{s.a.}} \mathcal{T}_Q^{(0)}.$$  

Inserting Eqs. (10) and (83) into Eq. (78), one has

$$Z_Q \xrightarrow{\text{s.a.}} \text{const.} \times \int dm_s \exp(-\beta N \hat{f}_s),$$  

where

$$\hat{f}_s = Jm_s^2 - \frac{1}{\beta} \ln \left( \frac{2\beta \Gamma \sinh \varepsilon}{\varepsilon} \right).$$  

In the limit $N \to \infty$, Eq. (87) is evaluated using the method of steepest descent. The stationary condition $\partial \hat{f}_s / \partial m_s = 0$ gives

$$m_s \left( 1 - \frac{2J \left( \coth \varepsilon - \frac{1}{2} \right)}{\sqrt{\Gamma^2 + (2Jm_s)^2} \varepsilon} \right) = 0.$$  

In the limit $\beta \to \infty$, the solution is once again given by Eq. (15). As the formula Eq. (76) is applicable to the ferromagnetic model only in the paramagnetic phase, we shall be concerned only with the solution $m_s = 0$.  
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2. Second-order approximation

We now make the non-static ansatz Eq. (24). At second-order approximation, the single spin trace becomes

\[ T_Q^{2nd} \rightarrow T_Q^{(0)} + \lambda T_Q^{(1)} + \lambda^2 T_Q^{(2)}. \]  

Inserting Eqs. (24) and (90) into Eq. (78), one has

\[ Z_Q^{2nd} e^{-\beta N \hat{f}s} \int Dm_d(t) \exp \left( -\beta J \int_0^1 dt m_d^2(t) + \frac{(2\beta J)^2 \gamma^2}{2\sinh \varepsilon} \left[ e^\varepsilon M_{-+} - e^{-\varepsilon} M_{+-} \right] \right) \times e^{O(N\lambda^3)}, \]

where we have used \( m_s = 0 \) and kept only those terms that do not vanish in the paramagnetic phase, and also \( \lambda = 1/\sqrt{N} \).

The path integral is performed by once again expanding \( m_d(t) \) in Fourier series. Here, the boundary condition of \( Z_Q \) is different from that of \( Z \). In the conventional \( Z = \sum_\sigma \langle \sigma | e^{-\beta H} | \sigma \rangle \), the boundary condition is periodic because one starts at \( |\sigma\rangle \) and ends at the same state \( \langle \sigma | \). In \( Z_Q \), however, the operator \( Q \) flips the end state \( \langle \sigma | \). The paths \( m_d(t) \) therefore needs to start and end at opposite points, i.e.,

\[ m_d(0) = -m_d(1). \]

The Fourier expansion respecting this boundary condition is then

\[ m_d(t) = \sum_{n} c_n e^{i\pi nt}, \]

where the dummy index \( n \) in \( \sum_n \) runs over all positive and negative odd integers. One has \( \int_0^1 dt m_d^2(t) = \sum_n c_n \hat{c}_{-n} \) and

\[ e^\varepsilon M_{-+} - e^{-\varepsilon} M_{+-} = 4\varepsilon \cosh \varepsilon \sum_n \frac{c_n \hat{c}_{-n}}{(\pi n)^2 + (2\varepsilon)^2}. \]

Eq. (91) becomes

\[ Z_Q^{2nd} e^{-\beta N \hat{f}s} \int \prod_n \hat{c}_n \hat{c}_n^\dagger \exp \left( -\beta J \sum_n \hat{\varrho}_n c_n \hat{c}_{-n} \right), \]

where \( \hat{\varrho}_n = 1 - \frac{\hat{g}}{(\pi n)^2 + (2\varepsilon)^2} \) with \( \hat{g} = \frac{8\pi^2 J^2 \coth \varepsilon}{\varepsilon} \), and the dummy index \( n \) in \( \prod_n \) runs over all positive odd integers from one to infinity. The constant \( \hat{C} = \prod_n (\frac{2\beta J}{\pi}) \). Performing the gaussian integrals, and using the formula

\[ \prod_{n=1}^\infty \left( 1 + \frac{z_1}{(2n-1)^2 + z_2} \right) = \frac{\cosh \frac{\pi}{2} \sqrt{z_1 + z_2}}{\cosh \frac{\pi}{2} \sqrt{z_2}}, \]
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we obtain
\[ Z_Q \xrightarrow{2\text{nd}} e^{-\beta N f_s} \frac{\cosh \varepsilon}{\cosh \sqrt{\varepsilon^2 - \frac{\beta}{4}}}, \quad (97) \]
valid in the paramagnetic phase \( \Gamma \geq 2J \).

---

**D. Energy gap \( E_1 - E_0 \) in the paramagnetic phase**

From Eqs. (53) and (97), one has
\[ Z - Z_Q \xrightarrow{2\text{nd}} e^{-\beta N f_s} \frac{\sinh \varepsilon}{\sinh \sqrt{\varepsilon^2 - \frac{\beta}{4}}} \left[ 1 - e^{-\beta N (f_s - f_s)} \coth \varepsilon \frac{\sinh \sqrt{\varepsilon^2 - \frac{\beta}{4}}}{\cosh \sqrt{\varepsilon^2 - \frac{\beta}{4}}} \right] \quad (98) \]
\[ = e^{-\beta N f_s} \frac{\sinh \beta \Gamma}{\sinh \beta \sqrt{\Gamma (\Gamma - 2J \tanh \varepsilon)}} \left[ 1 - (\tanh^{-1} \beta \Gamma) \frac{\sinh \beta \sqrt{\Gamma (\Gamma - 2J \tanh \varepsilon)}}{\cosh \beta \sqrt{\Gamma (\Gamma - 2J \coth \varepsilon)}} \right], \quad (99) \]
where in the second line we have used the fact that in the paramagnetic phase \( m_s = 0 \) and \( \varepsilon = \beta \Gamma \). When \( \beta \) is large, one can approximate the \( \tanh \varepsilon \) and \( \coth \varepsilon \) appearing inside radicals by 1. Expanding \( \tanh \beta \Gamma \) and \( \tanh \beta \sqrt{\Gamma (\Gamma - 2J)} \) using the series expansion \( \tanh \theta = 1 + 2 \sum_{n=1}^{\infty} (-1)^n e^{-2n\theta} \), one obtains
\[ Z - Z_Q \xrightarrow{2\text{nd}} e^{N \ln 2 \cosh \beta \Gamma} \frac{\sinh \beta \Gamma}{\sinh \beta \sqrt{\Gamma (\Gamma - 2J)}} \cdot 2e^{-2\beta \sqrt{\Gamma (\Gamma - 2J)}} \left[ 1 + O \left( e^{-2\beta \left( \Gamma - \sqrt{\Gamma (\Gamma - 2J)} \right)} \right) \right]. \quad (100) \]
Inserting Eq. (100) into Eq. (76), we get
\[ E_1 \xrightarrow{2\text{nd}} -N\Gamma - \Gamma + 3\sqrt{\Gamma (\Gamma - 2J)} \quad \text{for} \quad \Gamma \geq 2J. \quad (101) \]
Subtracting away \( E_0 \) given by Eq. (55), one has
\[ E_1 - E_0 \xrightarrow{2\text{nd}} 2\sqrt{\Gamma (\Gamma - 2J)} \quad \text{for} \quad \Gamma \geq 2J. \quad (102) \]
Comparing with Eq. (5), we see that we have recovered the energy gap obtained by Holstein-Primakoff transform in the paramagnetic phase.
VI. ENERGY GAP USING EXCITATION OPERATOR

A. Formulation of $E_0 + E_1$

In this section, we derive the second formula to calculate the energy gap. Like Sec. V A, the formulation in Sec. VI A is general and not specific to any model.

Define

$$Z_A = \text{Tr} \left( A e^{-2\beta H} A e^{-2\beta H} \right),$$

(103)

where $A$ is a hermitian operator. Then, for a suitable choice of $A$,

$$E_0 + E_1 = \lim_{\beta \to \infty} -\frac{1}{2\beta} \ln Z_A. \quad (104)$$

Before deriving Eq. (104), we first introduce two selection rules.

Selection rule 1

Let $|q\rangle$ and $|q'\rangle$ be eigenvectors of a parity operator $Q$ with eigenvalues $q$ and $q'$, respectively. If $A$ and $Q$ anti-commute, i.e., $QA + AQ = 0$, then,

$$\langle q | A | q' \rangle = 0 \quad (105)$$

unless $q = -q'$; in other words, $A$ only connects states with opposite parity.

Selection rule 2

For a Hamiltonian $H$, if one can find an operator $A'$ such that

$$[H, A'] = cA, \quad (106)$$

where $c$ is a non-zero constant, then

$$\langle E_a^a | A | E_b^b \rangle = 0. \quad (107)$$

In other words, the matrix element of $A$ between the same or degenerate energy eigenstates vanishes.

We now derive Eq. (104). From the expansion Eq. (72) for $e^{-\beta H}$, we have

$$e^{-\beta H} A e^{-\beta H} = e^{-2\beta E_0} \left( \sum_{a,b} |E_0^a\rangle \langle E_0^a| A |E_0^b\rangle \langle E_0^b| \right) + e^{-\beta (E_0 + E_1)} \left( \sum_{a,b} |E_0^a\rangle \langle E_0^a| A |E_1^b\rangle \langle E_1^b| \right)$$

$$+ e^{-\beta (E_0 + E_1)} \left( \sum_{a,b} |E_1^a\rangle \langle E_1^a| A |E_0^b\rangle \langle E_0^b| \right) + e^{-2\beta E_1} \left( \sum_{a,b} |E_1^a\rangle \langle E_1^a| A |E_1^b\rangle \langle E_1^b| \right) + \cdots, \quad (108)$$
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where each dummy index in $\sum_{a,b}$ runs over the quantum numbers of the energy level it is being tagged with. We now eliminate the coefficients of $e^{-2\beta E_0}$ and $e^{-2\beta E_1}$ in two different ways by appealing to the two selection rules. If the two conditions of Sec. V A hold and $A$ anti-commutes with $Q$, by selection rule 1, $\langle E^a_0|A|E^b_0 \rangle = \langle E^a_1|A|E^b_1 \rangle = 0$, and the first and fourth terms vanish. Similarly, if one can show Eq. (106), then these matrix elements also vanish because of selection rule 2. Note that the two selection rules are not mutually exclusive, and it is possible for both to function at the same time.

We then have

$$e^{-\beta H} A e^{-\beta H} = e^{-\beta (E_0 + E_1)} \left( \sum_{a,b} \sum_{p=\pm 1} |E^a_{1/2} \rangle \langle E^b_{1/2} | A | E^b_{1/2} \rangle \langle E^b_{1/2} | + \cdots . \right. \quad (109)$$

Squaring both sides,

$$\left( e^{-\beta H} A e^{-\beta H} \right)^2 = e^{-2\beta (E_0 + E_1)} \left( \sum_{a,b,c} \sum_{p=\pm 1} |E^a_{1/2} \rangle \langle E^b_{1/2} | A | E^c_{1/2} \rangle \langle E^c_{1/2} | + \cdots . \right. \quad (110)$$

where we have used $\langle E^a_n | E^b_m \rangle = \delta_{nm} \delta_{ab}$. Taking trace and using the cyclic permutation property of trace, one obtains

$$\text{Tr} \left( A e^{-2\beta H} A e^{-2\beta H} \right) = 2e^{-2\beta (E_0 + E_1)} \left( \sum_{a,b} |\langle E^a_0 | A | E^b_1 \rangle|^2 \right) \left[ 1 + O \left( e^{-\beta (E_2 - E_1)} \right) \right]. \quad (111)$$

Assuming that $\sum_{a,b} |\langle E^a_0 | A | E^b_1 \rangle|^2$ does not vanish, the trace formula Eq. (104) follows. Physically, the non-vanishing of the sum of the matrix elements means that $A$ must connect the subspaces of the two energy levels.

The key step in our derivation lies in the method of eliminating of the leading $e^{-2\beta E_0}$ term in Eq. (108). When appealing to selection rule 1, one essentially requires that the ground-state energy level, if degenerate, has a definite parity. This condition might be too restrictive in actual applications. On the other hand, selection rule 2 does not make any assumption about parity, and is applicable even if the ground-state energy level consists of a mixture of parity states.

We summarize the conditions used during the derivation. If one appeals to selection rule 1, one needs the following conditions:

1. The 2 conditions of Sec. V A.

2. The hermitian operator $A$ anti-commutes with $Q$. ...
3. \( \sum_{a,b} |\langle E_0^a | A | E_1^b \rangle|^2 \) is non-zero.

If one appeals to selection rule 2, one needs the following conditions:

1. Existence of an operator \( A' \) such that \([H, A'] = cA\), where the constant \( c \neq 0 \).

2. \( \sum_{a,b} |\langle E_0^a | A | E_1^b \rangle|^2 \) is non-zero.

B. Physical interpretation of \( A \) as excitation operator

We now specialize our discussion to the ferromagnetic model. The operator

\[
A_z = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sigma_i^z
\]  

(112)

anti-commutes with the \( Q \) of Eq. (77), and is a possible candidate for \( A \) by appealing to selection rule 1. To see its physical significance, consider the deep paramagnetic regime \( J = 0 \). The ground-state \( |E_0\rangle_{J=0} \) and first excited-state \( |E_1\rangle_{J=0} \) (c.f. Appendix C) are related by

\[
|E_1\rangle_{J=0} \propto A_z |E_0\rangle_{J=0}.
\]  

(113)

Hence, \( A_z \) excites the ground-state to the first excited-state. The trace formula Eq. (104), therefore, obtains information about \( E_1 \) by choosing a suitable \( A \) that functions as an excitation operator.

The relation Eq. (113) holds generally in the paramagnetic phase. On the other hand, in the ferromagnetic phase \( A_z \) is no longer an excitation operator; for instance, when \( \Gamma = 0 \), the ground-state stays within its own subspace after being acted on by \( A_z \). Hence, \( A_z \) cannot be used in the ferromagnetic phase.

The choice of excitation operator is not unique. Consider the operator,

\[
A_y = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sigma_i^y.
\]  

(114)

\( A_y \) anti-commutes with \( Q \), and Eq. (113) is also valid if one replaces \( A_z \) by \( A_y \). However, \( A_y \) is different from \( A_z \) in that it is also an excitation operator in the ferromagnetic phase. For instance, when \( \Gamma = 0 \), the ground-states \( |E_0^{+}\rangle_{\Gamma=0} \) and first excited-states \( |E_1^{+}\rangle_{\Gamma=0} \) (c.f. Appendix D) are also related by \( |E_1^{+}\rangle_{\Gamma=0} \propto A_y |E_0^{+}\rangle_{\Gamma=0} \). Hence, \( A_y \) can be used in both phases.
In the above, we have seen that $A_z$ and $A_y$ act as excitation operators by looking at $J = 0$ and at $\Gamma = 0$. More generally when both $J$ and $\Gamma$ are non-zero, this property is quantified by the non-vanishing of $\sum_{a,b} |\langle E_0^a | A | E_b^a \rangle|^2$. In Appendix D, we show that this condition is indeed satisfied for $A_z$ and $A_y$. In addition, the other conditions which are needed to establish the trace formula Eq. (104) for these two operators will also be verified there.

C. Path integral representation of $Z_{A_\mu}$

Let us introduce the notation $A_\mu$ where $\mu$ can be $z$ or $y$. From Eq. (103), one has

$$Z_{A_\mu} = \Tr \left[ \left( \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sigma_i^\mu \right) e^{-2\beta H} \left( \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sigma_i^\mu \right) e^{-2\beta H} \right]$$

$$= \frac{1}{N} \sum_{i,j} \Tr \left( \sigma_i^\mu e^{-2\beta H} \sigma_j^\mu e^{-2\beta H} \right)$$

$$= \frac{1}{N} \sum_i \Tr \left( \sigma_i^\mu e^{-2\beta H} \sigma_i^\mu e^{-2\beta H} \right) + \frac{1}{N} \sum_{i \neq j} \Tr \left( \sigma_i^\mu e^{-2\beta H} \sigma_j^\mu e^{-2\beta H} \right) \quad (115)$$

$$= \Tr \left( \sigma_i^\mu e^{-2\beta H} \sigma_i^\mu e^{-2\beta H} \right) + (N - 1) \Tr \left( \sigma_i^\mu e^{-2\beta H} \sigma_j^\mu e^{-2\beta H} \right) \quad (116)$$

In going from the third to the fourth line, we have used the fact that all spins and pairs of spins are identical in our ferromagnetic model. The calculation of the two traces in Eq. (116) is the same as described in Sec. II B, i.e., applying Suzuki-Trotter decomposition to each of the two $e^{-2\beta H}$ and introducing order parameters $m_\kappa$ at each Trotter slice. An additional step is to factor out the spin indices involved with Pauli matrices ($i$ for the first trace, $i$ and $j$ for the second one) for separate calculation. For the first trace, the $i$th spin encounters $\sigma^\mu$ two times along the Trotter dimension, once at $\kappa = M - 1$ and another time at $\kappa = 2M - 1$. For the second trace, the $i$th spin encounters $\sigma^\mu$ once at $\kappa = 2M - 1$ and the $j$th spin once at $\kappa = M - 1$. For the rest of the spins indices not involved with Pauli matrices, their calculation is the same as that for $Z$. The path integral representation of $Z_{A_\mu}$ is then

$$\left( Z_{A_\mu} \right)_M = \left( \sqrt{\frac{2\beta JN}{\pi M}} \right)^{2M - 2M - 1} \prod_{\kappa=0}^{\infty} \int_{-\infty}^{\infty} dm_\kappa \frac{T_0 T_{3\mu} + (N - 1) T_{1\mu} T_{2\mu}}{(T_0)^2} \exp \left( -\frac{2\beta JN}{M} \sum_{\kappa=0}^{2M - 1} m_\kappa^2 + N \ln T_0 \right), \quad (117)$$
where

\[ T_0 = \sum_{\sigma=\pm 1} \langle \sigma \vert \prod_{\kappa=0}^{2M-1} e^{\frac{i}{\hbar} (2\beta \Gamma \sigma^z + 4\beta J \sigma^z)} \vert \sigma \rangle. \]  
(118)

\[ T_{1\mu} = \sum_{\sigma=\pm 1} \langle \sigma \vert \sigma^\mu \prod_{\kappa=0}^{2M-1} e^{\frac{i}{\hbar} (2\beta \Gamma \sigma^z + 4\beta J \sigma^z)} \vert \sigma \rangle. \]  
(119)

\[ T_{2\mu} = \sum_{\sigma=\pm 1} \langle \sigma \vert \prod_{\kappa=M}^{M-1} e^{\frac{i}{\hbar} (2\beta \Gamma \sigma^z + 4\beta J \sigma^z)} \sigma^\mu \prod_{\kappa=0}^{M-1} e^{\frac{i}{\hbar} (2\beta \Gamma \sigma^z + 4\beta J \sigma^z)} \vert \sigma \rangle. \]  
(120)

\[ T_{3\mu} = \sum_{\sigma=\pm 1} \langle \sigma \vert \sigma^\mu \prod_{\kappa=M}^{M-1} e^{\frac{i}{\hbar} (2\beta \Gamma \sigma^z + 4\beta J \sigma^z)} \prod_{\kappa=0}^{M-1} e^{\frac{i}{\hbar} (2\beta \Gamma \sigma^z + 4\beta J \sigma^z)} \vert \sigma \rangle. \]  
(121)

In Eq. (117), \(T_0 T_{3\mu}\) and \((N-1)T_{1\mu} T_{2\mu}\) come from the first and second terms of Eq. (116), respectively.

The single spin traces Eqs. (118) to (121) contain the familiar product sequence which can be interpreted as the fundamental matrix propagating a spinor between two time points, as described in Sec. III A. \(T_0\) and \(T_{4\mu}\) have the same forms as \(T\) and \(T_Q\), respectively. For \(T_{2\mu}\), one propagates the initial spinor to time \(\kappa = M - 1\), multiplies it by \(\sigma^\mu\), and then continue propagating it until \(\kappa = 2M - 1\) before taking the inner product. \(T_{3\mu}\) is similar to \(T_{2\mu}\), but with an additional final step of multiplying by \(\sigma^\mu\) before taking inner product. Eqs. (118) to (121) can all be calculated by following the prescription of Sec. III C and will be discussed in the next section.

In Eq. (117), the second (exponential) integrand is, apart from a rescaling of the constants \(J\), \(\Gamma\), and \(M\), the same as that appearing in \(Z\). From Eq. (51), we see that at second-order approximation, this term becomes a gaussian function. On the other hand, the first integrand will turn out to be quadratic after making the appropriate approximations. Hence, the path integral Eq. (117) is of the form \(\int x^2 e^{-x^2} dx\) and can be integrated easily.

**D. Perturbative expansions of the single spin traces \(T_0, T_{1\mu}, T_{2\mu},\) and \(T_{3\mu}\)**

The perturbative expansion of \(T_0\) can be obtained from previous results of \(T\) simply by extending the upper integration limit in Eq. (40) from 1 to 2 and making the substitutions \(J \to 2J\) and \(\Gamma \to 2\Gamma\) in Eqs. (42) to (46). The \(T_0\) appearing in the exponent of the second integrand of Eq. (117) is expanded to second order as before. However, it is not
necessary to do that for every term of the first integrand $T_0 T_{3\mu} + (N-1) T_{1\mu} T_{2\mu}$. The leading non-vanishing term in the perturbative expansions of $T_{1\mu}$, $T_{2\mu}$, and $T_{3\mu}$ is of order $\lambda^1$, $\lambda^1$, and $\lambda^0$, respectively. If we keep just these leading terms and the static approximation of $T_0$, we will obtain the leading order-$N^0$ term of the first integrand, which is sufficient for our subsequent calculations.

The perturbative expansions of the traces Eqs. (118) to (121) can again be calculated by following the steps of Sec. III C. For $T_{2\mu}$ and $T_{3\mu}$, the time evolution is interrupted halfway by a Pauli matrix, and the integration limits in the integrals of $m_d(t)$ are affected. Let us introduce the notation

$$M^f_{1, t_1-t_2} = \int_{t_1}^{t_2} dt \, m_d(t) \, e^{s_4 t},$$

where the subscript $s$ has the same meaning as in Eq. (40), and $\varepsilon = \sqrt{(\beta \Gamma)^2 + (2 \beta J m_s)^2}$. Noting that the Pauli matrices take the form

$$\sigma^z = \begin{pmatrix} \alpha & \gamma \\ -\gamma & \alpha \end{pmatrix}$$

and

$$\sigma^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$$

in the basis where $2\mathcal{H}_s$ is diagonal, we have for $\mu = y$,

$$T_{1y} \xrightarrow{1st} i \lambda (4 \beta J) \gamma (e^{4\varepsilon} M_{0,2}^0 - e^{-4\varepsilon} M_{0,2}^0).$$

(123)

$$T_{2y} \xrightarrow{1st} i \lambda (4 \beta J) \gamma (M_{0,1}^0 - M_{1,0}^0 + e^{8\varepsilon} M_{1,2}^0 - e^{-8\varepsilon} M_{1,2}^0).$$

(124)

$$T_{3y} \xrightarrow{s.a.} 2.$$  

(125)

The notation $\xrightarrow{1st}$ means first-order approximation. For $\mu = z$, we have

$$T_{1z} \xrightarrow{1st} 2 \alpha \sinh 4\varepsilon + \lambda (4 \beta J) [2 \alpha^2 \cosh 4\varepsilon (M_{0,2}^0 + \gamma^2 (e^{4\varepsilon} M_{0,2}^0 + e^{-4\varepsilon} M_{0,2}^0))]].$$

(126)

$$T_{2z} \xrightarrow{1st} 2 \alpha \sinh 4\varepsilon + \lambda (4 \beta J) [2 \alpha^2 \cosh 4\varepsilon (M_{0,2}^0 + \gamma^2 (M_{0,1}^0 + M_{0,1}^0 + e^{8\varepsilon} M_{1,2}^0 + e^{-8\varepsilon} M_{1,2}^0))]].$$

(127)

$$T_{3z} \xrightarrow{s.a.} 2 (\alpha^2 \cosh 4\varepsilon + \gamma^2).$$

(128)

For completeness, we note that $T_0 \xrightarrow{s.a.} 2 \cosh 4\varepsilon$. As an example of one of these calculations, the derivation of Eq. (124) for $T_{2y}$ is given in Appendix E.

E. Calculation of $Z_{A_y}$

The path integral Eq. (117) is again performed by making the non-static ansatz Eq. (24) and expanding $m_d(t)$ in Fourier series. Due to the presence of two $e^{-2\beta H}$ in $Z_{A_y}$, the length
of each path is doubled. The Fourier expansion respecting this boundary condition is
\[ m_d(t) = \sum_{n=-\infty}^{\infty} c_n e^{i\pi nt}, \quad (129) \]
where \( 0 < t < 2 \).

We first consider the exponential integrand. Repeating the derivation of Eq. (51) with the changes \( J \to 2J, \Gamma \to 2\Gamma, M \to 2M \), and with the expansion Eq. (129), we have
\[ Z_{A_y} \to 2^n C' e^{-\beta N_f'} \int dc_0 \prod_{n=1}^{\infty} dc_n dc_n* \frac{T_0 T_{3\mu} + (N - 1) T_{1\mu} T_{2\mu}}{(T_0)^2} \exp \left(-4\beta J \sum_{n=-\infty}^{\infty} g'_n c_n c_{-n} \right), \quad (130) \]
where \( f'_s = 4 Jm_s^2 - \frac{1}{3} \ln 2 \cosh 4\varepsilon \), \( g'_n = 1 - \frac{g'}{(\pi n)^2 + (4\varepsilon)^2} \) with \( g' = \frac{32\Gamma^2 J \beta \tanh 4\varepsilon}{\varepsilon} \), and the constant \( C' = \sqrt{\frac{4\beta J}{\pi}} \prod_{n=1}^{\infty} \frac{8\beta J}{\pi} \).

We now consider the second non-gaussian integrand, for the case of \( \mu = y \). Inserting the expansion Eq. (129) into Eqs. (123) and (124), we have
\[ \frac{T_0 T_{3y} + (N - 1) T_{1y} T_{2y}}{(T_0)^2} = \text{sech}\ 4\varepsilon - \left(\frac{g'}{4\beta \Gamma}\right) \sum_{n=-\infty}^{\infty} c_n c_{-n} \frac{(-1)^n(\pi n)^2}{[\pi n)^2 + (4\varepsilon)^2]^2} + O(N^{-1/2}), \quad (131) \]
where we have dropped the cross terms \( c_n c_m \) because they will vanish after integrating over by the gaussian function. Performing the gaussian integral, we have
\[ Z_{A_y} \to \frac{O(1)}{e^{-\beta N_f'}} \frac{\sinh 4\varepsilon}{\sinh 4\sqrt{\varepsilon^2 - \frac{g'}{16}}} \left(\text{sech}\ 4\varepsilon - \frac{(g')^2}{64\Gamma^2 J \beta^3} \sum_{n=1}^{\infty} \frac{(-1)^n(\pi n)^2}{[(\pi n)^2 + (4\varepsilon)^2][(\pi n)^2 + (4\varepsilon)^2 - g']}, \quad (132) \right) \]
where \( O(1) \) denotes the combined approximations made in Eqs. (130) and (131) such that overall result is accurate up to the term \( N^0 \). Simplifying the summand of the series using partial fractions \( \frac{1}{x(x-x_0)} = \frac{1}{x_0} \left(\frac{1}{x-x_0} - \frac{1}{x} \right) \), and using the formula
\[ \sum_{n=1}^{\infty} \frac{(-1)^n}{z_n^2 + z_2} = -\frac{1}{2z_2} + \frac{\pi}{2\sqrt{z_1 z_2}} \text{cosech} \left(\pi \sqrt{\frac{z_2}{z_1}}\right), \quad (133) \]
we obtain
\[ Z_{A_y} \to \frac{O(1)}{e^{-\beta N_f'}} \frac{\sinh 4\varepsilon \tanh 4\varepsilon}{\sinh^2 4\sqrt{\varepsilon^2 - \frac{g'}{16}}} \frac{\sqrt{\varepsilon^2 - \frac{g'}{16}}}{\varepsilon}. \quad (134) \]
The result Eq. (134) holds everywhere except at the critical point \( \Gamma = 2J \) where the factor \( \sqrt{\varepsilon^2 - \frac{g'}{16}} \) becomes zero. Indeed, at the critical point the ground and first-excited states collide and the relation Eq. (104) is no longer valid.

We have presented the calculation of \( Z_{A_y} \). The case of \( Z_{A_x} \) is similar and is given in Appendix F.
F. Energy gap $E_1 - E_0$ in both phases

Inserting Eq. (134) into Eq. (104), we have

$$E_0 + E_1 \xrightarrow{O(1)} \frac{N}{2} J s + 4 \sqrt{\Gamma^2 + (2Jm_s)^2} - \frac{2\Gamma^2 J}{\sqrt{\Gamma^2 + (2Jm_s)^2}} - 2\sqrt{\Gamma^2 + (2Jm_s)^2}.$$ \hspace{1cm} (135)

The solution of the stationary condition $\partial f_s' / \partial m_s = 0$ is again given by Eq. (15). Inserting it into Eq. (135), and subtracting away $2E_0$ with $E_0$ given by Eq. (55), we obtain

$$E_1 - E_0 \xrightarrow{O(1)} \begin{cases} 2\sqrt{\Gamma(\Gamma - 2J)} & \text{for } \Gamma \geq 2J, \\ 2\sqrt{(2J)^2 - \Gamma^2} & \text{for } \Gamma < 2J. \end{cases}$$ \hspace{1cm} (136)

Comparing with Eq. (5), we see that we have recovered the energy gap obtained by the Holstein-Primakoff transform.

VII. SUMMARY AND DISCUSSIONS

In this paper, we introduced a theoretical framework for incorporating non-staticity into the path integral calculation of the partition function of quantum spin systems, thereby going beyond the static approximation. Our key observation is that the single spin trace that appears frequently in these path integrals actually evolves in time according to the Pauli equation. This re-interpretation of the trace term prompts us to solve for its time-dependent behavior by first solving the Pauli equation. Time-dependent perturbation theory is used to obtain a perturbative expansion of the solution of the Pauli equation and subsequently of the single spin trace. Upon substituting the latter into the path integral, one can then systematically integrate out the non-static component of the paths in the same manner as in conventional treatments of the Feynman kernel.

We next applied the formalism to calculate two non-extensive quantities of an ordered spin model, the infinite-range ferromagnetic Ising model in a transverse field. We first computed the $N^0$ and $N^{-1}$ terms of the ground-state energy. For the $N^0$ term, our non-static approach reproduced the same results as that obtained using Holstein-Primakoff transform. For the $N^{-1}$ term, we checked our results by comparing with numerical calculations. The second non-extensive quantity we calculated is the energy gap between the ground and first-excited states. Two different generalized partition functions for calculating the energy of the first-excited state were proposed. The two generalized functions are cast in the form of path
integrals, and the non-static method used to evaluate them. Once again, the non-static approach reproduced the results of Holstein-Primakoff transform.

The results of Sec. [IV.B] on the $N^{-1}$ term of the ground-state energy reveal a subtle point concerning what it means to expand the ground-state energy in a power series of $N^{-1}$. The curve of $N = 30$ in Fig. [I(a)] shows that the energy of a ‘small’ system is actually not appreciably improved by the $N^{-1}$ term. The main effect of this term, rather, is to improve upon the energies of large systems in the vicinity of the critical point.

As mentioned in the introduction, the methods for calculating the energy gap presented in this paper are also applicable to disordered models. For concreteness, let us consider the Sherrington-Kirkpatrick model in a transverse field,$^{13,19,24,28}$

$$H_{SK} = -\sum_{i=1}^{N} \sum_{j=i}^{N} J_{ij} \sigma_i^z \sigma_j^z - \Gamma \sum_{i=1}^{N} \sigma_i^x,$$  \tag{137}

where the couplings $J_{ij}$ are independent identical random variables drawn from a gaussian distribution with zero mean and variance $1/N$. $H_{SK}$ commutes with the parity operator $Q$ given by Eq. [77]. When the couplings $J_{ij}$ are turned on from zero, the first excited-state that splits away from the original degenerate level has odd parity (c.f. Appendix [C]). In the paramagnetic phase, the two conditions for using Eq. [76] are therefore satisfied.$^{61}$

The excitation operator method of Sec. [VI] also works. Let us first consider selection rule 1 and restrict ourselves to the paramagnetic phase. The operator

$$B_{\mu} = \sum_{i=1}^{N} b_i \sigma_i^{\mu},$$  \tag{138}

where $\mu = z$ or $y$ and $b_i$ ($i = 1, \cdots, N$) are real parameters, anti-commutes with $Q$. We first use first-order perturbation theory to identify the first excited-state when the couplings $J_{ij}$ are turned on from zero. One then sees that by letting $(b_1, \cdots, b_N)^T$ be the normalized eigenvector corresponding to the largest eigenvalue of the coupling matrix $J_{ij}$, $B_{\mu}$ connects the ground-state to the first excited-state and is an excitation operator. This way of choosing $b_i$ also allows each $B_{\mu}$ to cater to the excitation of each specific realization of coupling matrix $J_{ij}$. For selection rule 2, it is easily shown that $[H_{SK}, B_z] = 2i\Gamma B_y$, so the conditions for using $B_y$ as an excitation operator is once again satisfied in the paramagnetic phase.

The situation is more complicated in the spin-glass phase. Firstly, let us just consider the classical Sherrington-Kirkpatrick term without the transverse field. Different realizations
of the coupling matrix $J_{ij}$ require flipping a different number of spins in order to excite the ground-state into the first excited-state. One spin-flip operators such as $B_y$ alone are therefore inadequate to describe the different possible modes of excitation. One needs to consider multiple spin-flip operators (e.g., a two spin-flip operator has the form $\sum_{i,j} b_{ij} \sigma_i^y \sigma_j^y$) and, in addition, know which operator to use for each realization of $J_{ij}$ to be able to calculate the gap correctly. Secondly, when $\Gamma$ is turned on, the situation is further complicated by the possibility of level crossings. If the first excited-state collides and switches places with some higher-energy levels, the number of spins needed to excite the ground-state into the new first excited-state may change. Lastly, Liu et al. recently commented that disordered spin systems might actually be gapless in the spin-glass phase. Extremely small gaps in the spin-glass phase of Eq. (137) was also observed numerically in a recent work. These issues—multiple-spin excitations, complications due to level crossings, and the small magnitude—highlight the difficulties of calculating the gap in the spin-glass phase of disordered systems.

The points raised in the three preceding paragraphs will be explored more fully in our second paper.

This paper considered an Ising model, and the excitation operator $A$ is constructed using the operators $\sigma_i^y$ or $\sigma_i^z$ that flip individual Ising spins. Ising spins are, however, a bit special in that excitation is brought about by flipping. For more general types of spin elements, one should use raising or lowering operators to excite the spins. In the phase one is considering, if the $i$th spin points along, say, the $z$-direction, use $S_i^+ = S_i^x + i S_i^y$ (or $S_i^-$) in the construction of $A$ to excite that particular spin.

In our ferromagnetic model, one can tell simply by inspecting the Hamiltonian that the spins point along the $x$-direction in the paramagnetic phase and along the $z$-direction in the ferromagnetic phase. If we know the direction of the spins in the respective phases, we can easily construct the $A$ for each phase simply by following the instructions given in the preceding paragraph. However, it might sometimes be difficult to tell the alignment of the spins just by looking at the Hamiltonian. As an example, consider the Lipkin-Meshkov-Glick model:

$$H_{LMG} = -\frac{h_1}{N} \sum_{i<j} (\sigma_i^x \sigma_j^x + h_2 \sigma_i^y \sigma_j^y) - h_3 \sum_i \sigma_i^z,$$

(139)

where $h_1$, $h_2$, and $h_3$ are parameters of the model. All three Pauli matrices $\sigma^x$, $\sigma^y$, and $\sigma^z$ are involved in $H_{LMG}$, and it is difficult to tell the direction of the spins for different parameter
values. In such cases, it helps to first perform a semiclassical analysis\cite{30} to determine the average magnetization in all three directions $\langle \sum_i \sigma_i^x \rangle$, $\langle \sum_i \sigma_i^y \rangle$, and $\langle \sum_i \sigma_i^z \rangle$. This tells us the alignment of the spins. We then rotate the coordinate axes to let, say, the $z$-axis coincide with the direction of the average magnetization, after which the construction of $A$ can proceed as before in the rotated coordinate system.

Lastly, we comment on the factor $\varepsilon^{-1} \sqrt{\varepsilon^2 - (g'/16)}$ appearing in Eq. (134). The origin of this factor should be the sum $\sum_{a,b} |\langle E_0^a | A | E_1^b \rangle|^2$ of Eq. (111). We mentioned, after Eq. (134), that this factor vanishes at the critical point. Indeed, this is consistent with the behavior of the matrix elements. We computed the matrix elements numerically and the results are shown in Fig. 2. Panels (b), (c), and (d) show that for large $N$, the elements approach zero near the critical point $\Gamma = 2J$. Similarly, the matrix element shown in Panel (a) diverges near the critical point, which corresponds to the singular behavior of the factor $\varepsilon \left( \sqrt{\varepsilon^2 - (g'/16)} \right)^{-1}$ in Eq. (F2).
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Appendix A: Fourier expansions of $\mathcal{T}^{(3)}$ and $\mathcal{T}^{(4)}$

1. Full expansion of $\mathcal{T}^{(3)}$

$\mathcal{T}^{(3)}$ is given by Eq. (45). We need to compute Fourier expansions of the form

$$M_{s_1 s_2 s_3} = \sum_{n_1, n_2, n_3 = -\infty}^{\infty} c_{n_1} c_{n_2} c_{n_3} \int_0^1 dt_1 e^{(i2\pi n_1 + s_1 2\varepsilon) t_1} \int_0^{t_1} dt_2 e^{(i2\pi n_2 + s_2 2\varepsilon) t_2} \int_0^{t_2} dt_3 e^{(i2\pi n_3 + s_3 2\varepsilon) t_3}.$$  \hspace{1cm} (A1)

The expansion of $M_{s_1 s_2 s_3}$ must be computed in full because one needs to take the square of $\mathcal{T}^{(3)}$ in $\frac{1}{2}(V_3)^2$. To avoid division by zero when encountering zero modes $c_0$ in the three-fold integrals, we calculated the integrals associated with the following terms individually: $c_0 c_0 c_0$ (3 zero modes), $c_0 c_0 c_{n_3}$, $c_0 c_{n_2} c_0$, $c_{n_1} c_0 c_0$ (2 zero modes), $c_0 c_{n_2} c_{n_3}$, $c_{n_1} c_0 c_{n_3}$, $c_{n_1} c_{n_2} c_0$ (1 zero
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mode), and $c_1 c_2 c_3$ (no zero modes). The complete triple summation is given by the sum of all these partial sums. The results are:

$$M_{000} = \frac{(c_0)^3}{6} - \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \frac{c_{-(n+m)} c_n c_m}{(2\pi)^2 m(n+m)}.$$  \hfill (A2)

$$e^\varepsilon (M_{0+} - M_{0-} + M_{+0}) - e^{-\varepsilon} (M_{0+} - M_{0-} + M_{+0}) =$$

$$4 (\varepsilon \cosh \varepsilon - \sinh \varepsilon) \sum_{n=-\infty}^{\infty} \frac{c_0 c_n c_{-n}}{[n]} - 16 (2\varepsilon)^2 \sinh \varepsilon \sum_{n=1}^{\infty} \frac{c_0 c_n c_{-n}}{[n]^2} + \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} c_{-(n+m)} c_n c_m \lambda_{nm},$$  \hfill (A3)

where

$$\lambda_{nm} = \frac{2 \cosh \varepsilon}{[m][n+m]} \left[ \frac{(2\varepsilon)^3}{i2\pi m} + \frac{(2\varepsilon)^3}{i2\pi(n+m)} - \tanh \varepsilon \left( (2\pi)^2 m(n+m) + (2\varepsilon)^2 \left( 1 + \frac{m}{n+m} + \frac{n+m}{m} \right) \right) \right].$$  \hfill (A4)

and $[n] = (2\pi n)^2 + (2\varepsilon)^2$.

2. Expansion of $\mathcal{T}^{(4)}$ keeping only non-vanishing terms

$\mathcal{T}^{(4)}$ is given by Eq. \hfill \[46\]. The expansions of $M_{a1s2s3s4}$ are quadruple summations. For each $M_{a1s2s3s4}$, we only need to calculate integrals associated with those $c_{n_1} c_{n_2} c_{n_3} c_{n_4}$ that do not vanish upon integration by the gaussian in Eq. \hfill \[57\]. There are 14 such non-vanishing terms: $c_0 c_0 c_0 c_0, c_0 c_0 c_0 c_{-n}, c_0 c_0 c_0 c_{-n}, c_0 c_n c_0 c_0, c_n c_0 c_0 c_0, c_n c_0 c_0 c_{-n}, c_n c_n c_0 c_0, c_n c_n c_0 c_{-n}, c_n c_n c_n c_n, c_n c_n c_n c_{-n}, c_n c_n c_n c_{-n}, c_n c_n c_m c_m, c_n c_n c_m c_{-m}, c_n c_n c_m c_{-m}$, and $c_n c_n c_n c_n$. \hfill \[62\]. Note that the ordering of the subscripts is important for writing down the associated integral (e.g. the integrals for $c_0 c_0 c_0 c_{-n}$ and $c_0 c_n c_0 c_{-n}$ are different).

For $M_{0000}$, the expansion is

$$M_{0000} \approx \frac{\varepsilon^{n.v.}}{(c_0)^4}.$$  \hfill (A5)

where $\varepsilon^{n.v.}$ denotes ‘the non-vanishing terms’. 
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For $e^\varepsilon M_{-++} + e^{-\varepsilon} M_{++-}$, the expansion is

$$
e^\varepsilon M_{-++} + e^{-\varepsilon} M_{++-} \overset{\text{n.v.}}{=} 
\frac{(c_0)^4}{(2\varepsilon)^2} \left( \cosh \varepsilon - \frac{\sinh \varepsilon}{\varepsilon} \right) + (c_0)^2 \sum_{n=-\infty}^{\infty} \sum_{(\neq 0)} c_n c_{-n} \left[ \frac{2(\cosh \varepsilon - \frac{\sinh \varepsilon}{\varepsilon})}{[n]} - \frac{8\varepsilon \sinh \varepsilon}{[n]^2} \right] + 
\frac{1}{(2\varepsilon)^2} \sum_{n=-\infty}^{\infty} \sum_{(\neq 0)} c_n c_{-n} \left[ \frac{2(2\varepsilon)^2 \cosh \varepsilon + 4\varepsilon \sinh \varepsilon}{[n]^2} - \frac{8(2\varepsilon)^3 \sinh \varepsilon}{[n]^3} \right] + 
\frac{1}{(2\varepsilon)^2} \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} c_n c_{-n} c_m c_{-m} \left[ \frac{(2\varepsilon)^2 \cosh \varepsilon}{[n][m]} - 4\varepsilon \sinh \varepsilon \frac{(2\varepsilon)^2(2\pi n)^2 + (2\pi m)^2 + 3(2\varepsilon)^2 - (2\pi n)^2(2\pi m)^2}{[n]^2[m]^2} \right].$$

\[A6\]

Let us denote

$$\zeta = e^\varepsilon (M_{-00} - M_{-0+0} + M_{0-0} - M_{0-0+} + M_{00-} + M_{00+}) + e^{-\varepsilon} (M_{+00} - M_{+00-} + M_{0+0} - M_{00+} + M_{00+} + M_{+00-}).$$

\[A7\]

The expansion of $\zeta$ is

$$\zeta \overset{\text{n.v.}}{=} \zeta_0 + \zeta_n + \zeta_{nn} + \zeta_{nm},$$

\[A8\]

where

$$\zeta_0 = (c_0)^4 \left( \frac{\sinh \varepsilon}{2\varepsilon} \right) \left[ 1 + \frac{2}{\varepsilon^2} - \frac{2 \coth \varepsilon}{\varepsilon} \right],$$

\[A9\]

$$\zeta_n = 2\varepsilon \sinh \varepsilon (c_0)^2 \sum_{n=-\infty}^{\infty} \sum_{(\neq 0)} c_n c_{-n} \left[ \frac{1 + \frac{2}{\varepsilon^2} - \frac{2 \coth \varepsilon}{\varepsilon}}{[n]} + \frac{8 - 16\varepsilon \coth \varepsilon}{[n]^2} + \frac{128\varepsilon^2}{[n]^3} \right],$$

\[A10\]

$$\zeta_{nn} = 48\varepsilon \sinh \varepsilon \sum_{n=-\infty}^{\infty} \sum_{(\neq 0)} \frac{(c_n c_{-n})^2}{[n][2n]},$$

\[A11\]

$$\zeta_{nm} = 4\varepsilon \sinh \varepsilon \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{(\neq 0, n, -n)} c_n c_{-n} c_m c_{-m} \times$$

$$\left[ \frac{7 + 2m}{[n][n+m]} - \frac{1}{(2\pi)^2 nm[n+m]} + \frac{2(2\varepsilon)^2 - (2\pi)^2 nm}{[n][m][n+m]} + \frac{(2\varepsilon)^2 - (2\pi n)^2 - 2(2\pi)^2 n(n+m)}{[n]^2[n+m]} \right].$$

\[A12\]
Appendix B: Fourier expansions of terms in \((\mathcal{T}^{(3)})^2\) which are product of double summations

This section is devoted to calculating certain terms in \((\mathcal{T}^{(3)})^2\); specifically, the Fourier expansion of the product of the double summation terms appearing in Eqs. \((A2)\) and \((A3)\). Let us first consider products of the form

\[
P = \left( \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} c_{-(n+m)} c_n c_m X_{n,m} \right) \cdot \left( \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} c_{-(n+m)} c_n c_m Y_{n,m} \right). \tag{B1}
\]

Expanding \(P\) out and keeping only the terms that do not vanish upon integration by the gaussian in Eq. \((57)\), we have

\[
P = \sum_{n=-\infty}^{\infty} c_{-2n} c_n c_n X_{n,n} \left[ c_{2n} c_{-n} c_{n} Y_{n,-n} + c_{-n} c_{-n} c_{2n} Y_{-n,2n} + c_{-n} c_{2n} c_{-n} Y_{2n,-n} \right] +
\]

\[
\sum_{n=-\infty}^{\infty} c_n c_{-2n} c_{-2n} X_{n,-2n} \left[ c_{2n} c_{-n} c_{-2n} Y_{-2n,n} + c_{2n} c_{-n} c_{-n} Y_{-n,-n} + c_{-n} c_{2n} c_{-n} Y_{2n,-n} \right] +
\]

\[
\sum_{n=-\infty}^{\infty} c_n c_{-2n} c_{-2n} X_{-2n,n} \left[ c_{2n} c_{-n} c_{-2n} Y_{2n,-n} + c_{2n} c_{-n} c_{-n} Y_{n,-n} + c_{-n} c_{2n} c_{-n} Y_{-n,-n} \right] +
\]

\[
\sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} c_{-(n+m)} c_n c_m X_{n,m} \left[ c_{n+m} c_{-n} c_{m} Y_{n,-m} + c_{m+n} c_{-m} c_{-n} Y_{-m,n} \right.
\]

\[
+c_{-n} c_{n+m} c_{-m} Y_{(n+m),-m} + c_{-m} c_{n+m} c_{-n} Y_{(n+m),-n} + c_{-m} c_{n+m} c_{n} Y_{-n,(n+m)} + c_{-n} c_{-m} c_{n+m} Y_{-m,(n+m)} \right] \tag{B2}
\]

\[
= \frac{1}{4} \sum_{n=-\infty}^{\infty} c_{2n} c_{2n} (c_n c_{-n})^2 X_{n,n}^\dagger Y_{n,n}^\dagger + \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} c_{n+m} c_{-(n+m)} c_n c_m c_{-m} X_{n,m} Y_{n,m}^\dagger \tag{B3}
\]

where

\[
Y_{n,m} = Y_{n,-m} + Y_{-m,-n} + Y_{(n+m),-m} + Y_{(n+m),-n} + Y_{-n,(n+m)} + Y_{-m,(n+m)}. \tag{B4}
\]

Fig. 3 is a schematic diagram showing the domain of the double summation in Eq. \((B3)\). One sums over all tuples of integers \((n, m)\) in the \(n-m\) plane except those lying on the lines \(n = 0, m = 0, m = n, m = -n, m = -2n,\) and \(m = -\frac{n}{2}\) (indicated by red solid lines). The
summations for $m = n$, $m = -2n$, and $m = -\frac{n}{2}$ have already been separately accounted for by the first three lines of Eq. (B2).

We now simplify the double summation in Eq. (B3). Notice that when $n, m > 0$ and $n < m$, the terms $X_{n,m}$, $X_{m,n}$, $X_{m,-(n+m)}$, $X_{n,-(n+m)}$, $X_{-(n+m),n}$, and $X_{-(n+m),m}$ (from Sector Ia to Sector If, respectively) are all multiplied by the same term $c_{n+m}c_{-(n+m)}c_{n}c_{m}c_{-m}Y_{n,m}^\dagger$. Hence, we have

$$\sum_{\text{Sectors Ia to If}} c_{n+m}c_{-(n+m)}c_{n}c_{m}c_{-m}X_{n,m}Y_{n,m}^\dagger = \sum_{\text{Sector Ia}} c_{n+m}c_{-(n+m)}c_{n}c_{m}c_{-m}[X_{n,m} + X_{m,n} + X_{m,-(n+m)} + X_{n,-(n+m)} + X_{-(n+m),n} + X_{-(n+m),m}]Y_{n,m}^\dagger$$

$$= \frac{1}{2} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} c_{n+m}c_{-(n+m)}c_{n}c_{m}c_{-m}X_{-n,-m}^\dagger Y_{n,m}^\dagger, \quad (B5)$$

Repeating the same procedure to Sectors IIa to IIIf (simply let $(n, m) \rightarrow (-n, -m)$), Eq. (B3) becomes

$$P^{n,v} = \frac{1}{4} \sum_{n=-\infty}^{\infty} c_{n}c_{-n}^2 X_{n,n}^\dagger Y_{n,n}^\dagger + \frac{1}{2} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} c_{n+m}c_{-(n+m)}c_{n}c_{m}c_{-m}[X_{-n,-m}^\dagger Y_{n,m}^\dagger + X_{n,m}^\dagger Y_{-n,-m}^\dagger]. \quad (B6)$$

We now apply Eq. (B6) to terms in $(T^{(3)})^2$ involving product of double summations.

The first is the product of the double summation in Eq. (A2) with itself. In this case, $X_{n,m} = Y_{n,m} = -\frac{1}{(2\pi)^{2}m(n+m)}$. A straightforward calculation yields $Y_{n,n}^\dagger = X_{n,n}^\dagger = 0$, from which $X_{-n,-m}^\dagger = X_{n,m}^\dagger = X_{-n,-m} = Y_{n,m}^\dagger = 0$ immediately follows. Hence,

$$\left(- \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \frac{c_{n}c_{m}}{(2\pi)^{2}m(n+m)}\right)^2 \equiv 0. \quad (B7)$$

The second is the product of the double summation in Eq. (A2) with the double summation in Eq. (A3). In this case, $X_{n,m} = -\frac{1}{(2\pi)^{2}m(n+m)}$ and $Y_{n,m} = \lambda_{nm}$. From $X_{-n,-m} = X_{n,m} = X_{-n,-m} = 0$, we have

$$\left(- \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \frac{c_{n}c_{m}}{(2\pi)^{2}m(n+m)}\right) \left( \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} c_{-(n+m)}c_{n}c_{m}\lambda_{nm}\right) \equiv 0. \quad (B8)$$
The third is the product of the double summation in Eq. (A3) with itself. In this case, \( X_{n,m} = Y_{n,m} = \lambda_{nm} \). We simply state the result.

\[
\begin{align*}
\left( \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} c_{-(n+m)} c_n c_m \lambda_{nm} \right)^2 \\
= \sum_{n,v}^{n,v} c_{2n} c_{-2n} \left( c_n c_{-n} \right)^2 \left[ \frac{12(2\varepsilon)^2 \sinh \varepsilon}{|n|2n} \right]^2 \\
+ \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} c_{n+m} c_{-(n+m)} c_n c_m c_{-m} \left[ \frac{8(2\varepsilon)^2 \sinh \varepsilon}{|n+m|} \left( \frac{1}{|n|} + \frac{1}{|m|} + \frac{(2\pi n)(2\pi m) + (2\varepsilon)^2}{|n|m} \right) \right]^2.
\end{align*}
\]

\[(B9)\]

Appendix C: Validity of Eq. (76) for the model Eq. (3) in the paramagnetic phase

1. When \( J = 0 \)

The ground-state of \( H \) is

\[
|E_0\rangle_{J=0} = \prod_{i=1}^{N} |\sigma_i^z = +1\rangle,
\]

i.e., a direct-product state where all spins point along the positive \( x \)-direction. \( |E_0\rangle_{J=0} \) is non-degenerate and has parity \(+1\). The first excited-state is \( N \)-fold degenerate. Let \( |i\rangle \) denote the state where the \( i \)th spin in \( |E_0\rangle_{J=0} \) is flipped. The level is spanned by the set \( \{ |i\rangle \} \). Any linear combination of the \( |i\rangle \)'s has parity \(-1\). Hence, condition 2 is satisfied when \( J = 0 \).

2. When \( J \) is turned on

Since \( Q \) is a conserved quantity, the parity of \( |E_0\rangle_{J=0} \) cannot change when \( J \) is turned on. Its non-degeneracy is also maintained until the phase transition point where it collides with the first excited-state.

For the first excited-state, first-order perturbation theory shows that the subspace that splits away from the original \( N \)-dimensional one when \( J \) is turned on is

\[
|E_1\rangle_{J=0} = \sum_{i=1}^{N} |i\rangle.
\]

\[(C2)\]
$|E_1\rangle_{J=0}$ is non-degenerate and has parity $-1$. Its parity must also be conserved as $J$ increases, until collision with $|E_0\rangle$ at the transition point. Hence, condition 2 is satisfied when $J$ is turned on in the paramagnetic regime.

To conclude, Eq. (76) is valid for the model Eq. (3) in the paramagnetic phase.

Appendix D: Validity of using $A_z$ and $A_y$ in Eq. (104) for the model Eq. (3)

1. Concerning $A_z$ and $A_y$ satisfying the conditions of selection rule 1 in the paramagnetic phase

Condition 1 has been shown in Appendix C to be satisfied in the paramagnetic phase. It is straightforward to verify that $A_z$ and $A_y$ anti-commute with $Q$. It remains to check conditions 3 in the paramagnetic phase.

When $J = 0$, with the notations of Appendix C one has

$$\sum_{i=1}^{N} |J=0\langle E_0|A_\mu|i\rangle|^2 = 1,$$

for $\mu = z$ and $y$, which is non-zero. When $J$ is turned on, the ground-state $|E_0\rangle$ and the first excited-state $|E_1\rangle$ are both non-degenerate and they lie in the sector with total angular momentum $N/2$. We diagonalized the Hamiltonian Eq. (3) in this sector and study the matrix elements numerically. Figs. 2(a) and (b) show the absolute values of $\langle E_0|A_z|E_1\rangle$ and $\langle E_0|A_y|E_1\rangle$, respectively, for $N = 10, 100, \text{ and } 1000$. We see that the matrix elements are non-zero in the paramagnetic regime $\Gamma > 2J$.

2. Concerning $A_y$ satisfying the conditions of selection rule 2 in both phases

Condition 1 of selection rule 2 is satisfied by $A_y$, since $[H,A_z] = 2i\Gamma A_y$. Concerning condition 2, as the behavior of $\sum_{a,b} |\langle E_0^a|A|E_1^b\rangle|^2$ in the paramagnetic phase has already been discussed in the previous section, we now discuss the ferromagnetic phase.

When $\Gamma = 0$, the doubly-degenerate ground-state is spanned by

$$|E_0^\pm\rangle_{\Gamma=0} = \frac{1}{\sqrt{2}} \left( \prod_{i=1}^{N} |\sigma_i^z = +1\rangle \pm \prod_{i=1}^{N} |\sigma_i^z = -1\rangle \right),$$

where the superscript $\pm$ labels the parity quantum number. The first excited-state is $2N$-fold degenerate. Let $|i\rangle_\pm$ denote the state where the $i$th spin in $|E_0^\pm\rangle_{\Gamma=0}$ is flipped (e.g.,
σ_i^y|E^±_0⟩_r=0). The level is spanned by the set \{i\}_. Hence, the required \sum_{a,b} |⟨E_0^a|A|E_1^b⟩|^2 becomes
\[ \sum_{p=±}^N \sum_{i=1}^N \sum_{p'=±}^N |r=0⟨E_0^p|A_y|i⟩_{p'}|^2 = 2. \] (D3)
which is non-zero.

When Γ is turned on, second-order perturbation theory shows that the subspace that
splits away to form the first excited-state is spanned by
\[ |E^±_1⟩_r=0 = \frac{1}{\sqrt{2N}} \left( \sum_{i=1}^N |i⟩_+ ± |i⟩_- \right). \] (D4)
Hence, in the ferromagnetic phase the ground and first excited-states are both doubly-
degenerate. The sum \sum_{a,b} |⟨E_0^a|A|E_1^b⟩|^2 therefore consists of four matrix elements, \langle E_0^+|A_y|E_1^+⟩, \langle E_0^-|A_y|E_1^-⟩, and \langle E_0^+|A_y|E_1^-⟩. The first two vanish because of selection rule
1. It remains to check, numerically, that the latter two are non-zero.

The Hamiltonian Eq. (3) is again diagonalized in the sector with total angular momentum
N/2, and the eigenvectors of the four lowest energies are used to diagonalize the parity
operator Q to obtain the parity eigenvectors. Figs. 2(c) and (d) show the absolute values of
⟨E_0^-|A_y|E_1^+⟩ and ⟨E_0^+|A_y|E_1^-⟩, respectively, for N = 10, 100, and 1000. It is seen that they
are non-zero in the ferromagnetic regime Γ < 2J.

**Appendix E: Calculation of first-order approximation of T_{2y}**

We first consider static approximation. The summand corresponding to \sigma = +1 in Eq.
(120) is
\[ \begin{pmatrix} a_+^{(0)} \\ a_-^{(0)} \end{pmatrix} \begin{pmatrix} e^{2\varepsilon} & 0 \\ 0 & e^{-2\varepsilon} \end{pmatrix} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ e^{2\varepsilon} & 0 \end{pmatrix} \begin{pmatrix} a_+^{(0)} \\ a_-^{(0)} \end{pmatrix}. \] (E1)
The above and the summand corresponding to \sigma = −1 are both identically zero. Adding, we have \( T_{2y} \rightarrow 0. \)

We now calculate the \lambda^1 term. At \( t = 1 \), we have
\[ |+1(1)⟩ \rightarrow \begin{pmatrix} a_+^{(0)} e^{2\varepsilon} \\ a_-^{(0)} e^{-2\varepsilon} \end{pmatrix} + \lambda(4\beta J) \begin{pmatrix} (\alpha a_+^{(0)} \int_0^1 m_d(t)dt + \gamma a_-^{(0)} \int_0^1 m_d(t)e^{-4\varepsilon t} dt) e^{2\varepsilon} \\ (\gamma a_+^{(0)} \int_0^1 m_d(t)e^{4\varepsilon t} dt - \alpha a_-^{(0)} \int_0^1 m_d(t)dt) e^{-2\varepsilon} \end{pmatrix}. \] (E2)
Multiplying by $\sigma^y$, we have
\[
\sigma^y|1(1)\rangle \rightarrow \text{1st} \left( \begin{array}{c} -i a_+^{(0)} e^{-2\varepsilon} \\ i a_-^{(0)} e^{2\varepsilon} \end{array} \right) + i \lambda(4\beta J) \left( \begin{array}{c} (\alpha a_+^{(0)} t_0^{1} m_d(t)dt - \gamma a_+^{(0)} t_0^{1} m_d(t)e^{4\varepsilon t}dt) e^{-2\varepsilon} \\ (\alpha a_+^{(0)} t_0^{1} m_d(t)dt + \gamma a_-^{(0)} t_0^{1} m_d(t)e^{-4\varepsilon t}dt) e^{2\varepsilon} \end{array} \right).
\]

From here, to get the $\lambda^1$ term, we first propagate the second term of Eq. (E3) at static approximation to $t = 2$ and take the inner product,
\[
i \lambda(4\beta J) \left( \begin{array}{c} a_+^{(0)} \\ a_-^{(0)} \end{array} \right) \left( \begin{array}{cc} e^{2\varepsilon} & 0 \\ 0 & e^{-2\varepsilon} \end{array} \right) \left( \begin{array}{c} (\alpha a_+^{(0)} t_0^{1} m_d(t)dt - \gamma a_+^{(0)} t_0^{1} m_d(t)e^{4\varepsilon t}dt) e^{-2\varepsilon} \\ (\alpha a_+^{(0)} t_0^{1} m_d(t)dt + \gamma a_-^{(0)} t_0^{1} m_d(t)e^{-4\varepsilon t}dt) e^{2\varepsilon} \end{array} \right).
\]

Summing with the contribution from the $\sigma = -1$ term and using Eqs. (35) and (36), we obtain the first and second terms inside the parenthesis of Eq. (124). To obtain the third and fourth terms inside the parenthesis, propagate the first term of Eq. (E3) at first order to $t = 2$,
\[
\lambda(4\beta J) \left( \begin{array}{cc} e^{2\varepsilon} & 0 \\ 0 & e^{-2\varepsilon} \end{array} \right) \left( \begin{array}{c} \alpha t_0^{1} m_d(1 + \tau)d\tau - \gamma t_0^{1} m_d(1 + \tau)e^{-4\varepsilon \tau}d\tau \\ \gamma t_0^{1} m_d(1 + \tau)e^{4\varepsilon \tau}d\tau - \alpha t_0^{1} m_d(1 + \tau)d\tau \end{array} \right) \left( \begin{array}{c} -i a_+^{(0)} e^{-2\varepsilon} \\ i a_-^{(0)} e^{2\varepsilon} \end{array} \right),
\]

where we have translated the time variable in $m_d(t)$ forward by 1 because in Eq. (37) the lower integration limit needs to start from zero. Changing the integration variable back to $t$ via $t = 1 + \tau$, we have $t_0^{1} m_d(1 + \tau)d\tau = t_1^{2} m_d(t)dt$ and $t_0^{1} m_d(1 + \tau)e^{4\varepsilon \tau}d\tau = t_1^{2} m_d(t)e^{4\varepsilon(t-1)}dt$. Taking the inner product, adding with the contribution from $\sigma = -1$, and using Eqs. (35) and (36), we obtain the third and fourth terms.

**Appendix F: Calculation of $Z_{A_z}$ in the paramagnetic phase**

In the paramagnetic phase, $m_s = 0$, so $\gamma = -1$ and $\alpha = 0$. Inserting the expansion Eq. (129) into Eqs. (126) and (127), we have
\[
\frac{T_0 T_{3z} + (N - 1) T_{1z} T_{2z}}{(T_0)^2} = \text{sech}4\varepsilon + (g')^2 \sum_{n=-\infty}^{\infty} c_n c_{-n} \frac{(-1)^n}{[(\pi n)^2 + (4\varepsilon)^2]^2} + O(N^{-1/2}),
\]
where once again the cross terms have been dropped. Inserting Eq. (F1) into Eq. (130), and following the same derivation as that for $Z_{A_y}$, we obtain
\[
Z_{A_z} \xrightarrow{O(1)} e^{-\beta N f'} \frac{\sinh 4\varepsilon \tanh 4\varepsilon}{\sinh^2 4\sqrt{\varepsilon^2 - \frac{g'}{16}}} \frac{\varepsilon}{\sqrt{\varepsilon^2 - \frac{g'}{16}}},
\]

44
Like $Z_{A_y}$, Eq. (F2) is valid everywhere except at the critical point where it diverges due to the vanishing of $\sqrt{\varepsilon^2 - g'}$. The result Eq. (F2) is the same as that for $Z_{A_y}$ except for the last factor $\frac{\varepsilon}{\sqrt{\varepsilon^2 - g'}}$ which goes to zero when taking the limit $\beta \to \infty$ in Eq. (104). Hence, we once again obtain Eq. (136) for the energy gap, this time only in the paramagnetic phase.
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56 Note that

Using

The change in the upper integration limit is due to the two

Proof: From Eq. (106), $M_0 = c_0$ and $M_{00} = \frac{e^2}{2}$, and $M_{00} - \frac{1}{2} \tanh^2 \varepsilon (M_0)^2 = \frac{e^2}{2} \sech^2 \varepsilon$.

51 The gaussian integral takes the form $\int dc dc^* e^{-gcc^*} = \frac{\pi}{g}$.

57 In Eq. (57), we have dropped the term $\frac{1}{\sqrt{N}} V_3$ since it contains odd powers of $c_n$ and hence vanishes when integrated over by the gaussian function.

53 To recall, for $\mathcal{T}^{(1)}$, we have $M_0 = c_0$; for $\mathcal{T}^{(2)}$, we have $M_{00} = \frac{e^2}{2}$ and Eq. (50).

54 The term $z_1^4$ stems from the addition of the square of Eq. (50) and the third and fourth lines of Eq. (A6) involving $(c_n c_{-n})^2$ and $c_n c_{-n} c_m c_{-m}$. The term $z_2^2$ stems from Eq. (A12). The term $z_3^2$ stems from the second term of Eq. (B9).

55 A double sum, denoted $\Xi$, is computed for several large values of $\beta$ while keeping all the other parameters fixed. Fitting a straight line to $\ln \Xi = -s_1 \ln \beta + s_2$, we determined $s_1$ and $s_2$. This gives $\Xi = e^{s_2} \cdot \beta^{-s_1}$, the asymptotic form of $\Xi$ as $\beta \to \infty$. The term $\beta^{-s_1}$ will ultimately be cancelled by other $\beta$’s coming from the prefactor, leaving $e^{s_2}$ as the contribution to $z_1^4$ or $z_2^2$.

56 Note that $\sigma^x$ takes the form $(-\alpha \gamma \beta)$ in the basis where $\mathcal{H}_s$ is diagonal.

58 Proof: From Eq. (106), $\langle E_n^a | [H, A^\dagger] | E_n^b \rangle = c \langle E_n^a | A | E_n^b \rangle$; but $\langle E_n^a | [H, A^\dagger] | E_n^b \rangle = (E_n - E_n) \langle E_n^a | A^\dagger | E_n^b \rangle = 0$. Eq. (106) follows.

59 The change in the upper integration limit is due to the two $e^{-2\beta H}$’s. The change in $J$ and $\Gamma$ is due to the factor of 2 in the exponent of $e^{-2\beta H}$.

60 Using $\int dc dc^* (cc^*) e^{-gcc^*} = \frac{\pi}{g^2}$.

61 We have assumed that the first excited-state does not collide with any other higher-energy levels before reaching the critical point; if that happens, the first excited-state may change parity, and the relation Eq. (76) will no longer hold.
Note that although the term $c_n c_n c_n c_n$ is not zero when integrated over by the gaussian, calculations reveal that, as far as $\mathcal{T}^{(4)}$ is concerned, one obtains zero when summing over contributions coming from this term.
FIG. 1. (a) Comparing the $N^{-1}$ term of $E_0$ obtained using non-static fourth-order approximation (black solid line) with numerical results ($N = 30, 500, 1000,$ and 2000). Details of the latter are given in the text. Inset: To understand the difference in signs within the two phases, the $N^0$ term in Eq. (55) is compared to $(E_0 - N f_s)$ for $N = 200$. The latter lies below (above) the former in the ferromagnetic (paramagnetic) phase. (b) Contributions by the individual terms appearing in Eq. (61) to the total $N^{-1}$ term, in the ferromagnetic phase.
FIG. 2. Graphs showing the non-vanishing of $\sum_{a,b} |\langle E_0^a | A_\mu | E_1^b \rangle|^2$ ($\mu = z, y$) for the ferromagnetic model. Energy eigenstates are obtained by numerical diagonalization of Eq. (3) in the sector with total angular momentum $N/2$. Parity eigenstates, when indicated, are obtained by diagonalizing the parity operator. The absolute values of the matrix elements are plotted, for $N = 10, 100,$ and 1000. (a) For $\langle E_0 | A_z | E_1 \rangle$, in the paramagnetic regime. (b) For $\langle E_0 | A_y | E_1 \rangle$. In the ferromagnetic regime ($\Gamma < 2J$), the matrix element vanishes because it becomes $\langle E_0^+ | A_y | E_0^- \rangle$. (c) For $\langle E_0^- | A_y | E_1^+ \rangle$, in the ferromagnetic regime. (d) For $\langle E_0^+ | A_y | E_1^- \rangle$, in the ferromagnetic regime.
FIG. 3. Schematic diagram for explaining the derivation of Eq. (B6).
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