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Abstract

Background and objectives: Intensive care unit (ICU) resources are inadequate for the large population in China, so it is essential for physicians to evaluate the condition of patients at admission. In this study, our objective was to construct a machine learning risk prediction model for mortality in respiratory intensive care units (RICUs).

Methods: This study involved 817 patients who made 1,063 visits and who were admitted to the RICU from January 1, 2012, to December 31, 2017. Potential predictors such as demographic information, laboratory results, vital signs and clinical characteristics were considered. Among the 1,063 visits, the RICU mortality rate was 13.5%. We constructed eXtreme Gradient Boosting (XGBoost) models and compared predictive performances with random forest models, logistic regression models and clinical scores such as Acute Physiology and Chronic Health Evaluation II (APACHE II) and the sequential organ failure assessment (SOFA) system.

Results: For this dataset, XGBoost models achieved the best performance with the area under the receiver operating characteristics curve (AUROC) of 0.923 (95% CI: 0.889 – 0.957) in the test set, which was significantly greater than APACHE II (0.811, 95% CI: 0.778 – 0.844) and SOFA (0.805, 95% CI: 0.770 – 0.840). The Hosmer-Lemeshow statistic was 12.667 with a P-value of 0.124, which indicated a good calibration of our predictive model in the test set. The final model contained variables that were previously known to be associated with mortality, but it also included some features absent from the clinical scores. The mean N-terminal pro-B-type natriuretic peptide (NT-proBNP) of survivors was significantly lower than that of the non-survival group (2066.43 pg/mL vs. 8232.81 pg/mL; p<0.001).

Conclusions: Our results showed that the XGBoost model could be a suitable model for predicting RICU mortality with easy-to-collect variables at admission and help intensivists improve clinical decision-making for RICU patients. We found that NT-proBNP can be a good indicator of poor prognosis.

Background

Intensive care unit (ICU) costs account for a large portion of increasing health care expenditures, and ICU resources are also inadequate to accommodate large populations, especially in China. To allocate resources and reduce high costs, physicians have made many efforts to ensure that limited resources go to patients who can benefit most from them. Therefore, the evaluation of patients’ clinical condition at ICU admission, which is a risk assessment of mortality, has received much attention.

To determine the illness severity of patients, many clinical scores have been developed. Acute physiology and chronic health evaluation II (APACHE II) scores can stratify the risk of mortality depending on clinical characteristics collected on the first ICU day involving twelve acute physiological variables, age and chronic health information. A sequential organ failure assessment (SOFA) system is used to quantify the degree of six organ failures to evaluate severity. However, the accuracy of both scores for predicting mortality is limited. Moreover, the care conditions and illness severity of ICU patients in
developing countries are different from those in developed countries, so there is a need to construct a risk model that can be applied to patients in developing countries.

In recent years, with the development of machine learning, many studies have deployed multivariate prediction models such as eXtreme Gradient Boosting (XGBoost) models, random forest models and logistic regression models for the research of healthcare problems.\textsuperscript{5,6} This study aimed to develop a new risk prediction model based on a machine learning method to predict the mortality of patients on their first day in the ICU with easy-to-obtain variables.

**Methods**

**Data Source**

The data was obtained from the hospital information system of the respiratory intensive care unit (RICU) in the Chinese People's Liberation Army General Hospital (PLAGH). PLAGH has 125 clinical, medical and technological departments, 4000 patient beds, and an annual volume of more than 3.8 million outpatient visits, over 110000 admissions and more than 65000 operations. Every year, an average of nearly 200 patients are admitted to the RICU in PLAGH.

This hospital information system consists of clinical and demographic information, laboratory results, mortality and lengths of RICU stays for patients admitted to the RICU until the time of discharge. The data were retrospectively collected and then analysed.

From January 1, 2012, to December 31, 2017, a total of 1,350 patients who made 1,643 visits to the RICU were identified. Patients were excluded if their length of RICU stay was less than 24 hours or if they had missing values in important features. After exclusion, 817 patients with 1,063 visits remained in this study (Fig. 1). We considered each visit as an independent incidence.

**Data description**

The entire dataset of 1,063 visits was randomly split into train and test datasets at a 7:3 ratio. A total of 726 visits with 101 deaths in the RICU (13.9%) were placed in the train set, while 337 visits with 43 deaths in the RICU (12.8%) were placed in the test set.

**Outcome and candidate predictors**

We defined our outcome as recorded death in the RICU. All features were derived from original datasets. After data cleaning and processing, 107 features with missing values less than 30% were considered (details in Table S1.).

The features included demographic information at the time of RICU admission, such as age, sex and marital status, laboratory results, vital signs and nursing assessment, such as pressure ulcer risk. These
candidate variables were defined as the worst value within 24 hours after RICU admission. Clinical characteristics such as infection within 24 hours after RICU admission were also considered.

Statistical analysis

We first used standard descriptive statistics to describe each feature between the survival group and the non-survival group at RICU discharge. For continuous variables, the mean value and standard deviation were calculated, and differences between groups were assessed by univariate analysis with the Mann-Whitney U test. For categorical variables, group size and proportion were used, and comparisons between groups were examined by the chi-square test.

Then, we implemented the eXtreme Gradient Boosting (XGBoost) method to predict the mortality of patients admitted to the RICU. The XGBoost method uses the gradient boosting decision tree algorithm: new models are generated to correct the errors of previous fitting. After training, it combines all the models together to achieve better predictive performance. We reached our final model through a hyper-parameter selection process using the k-fold cross validation area under the curve (k = 5). We started with default parameters, tuned the maximum depth of a tree and minimum sum of the instance weight needed in a child and tested various numbers of other parameters to avoid overfitting on the training set.

The final XGBoost model used a ‘gbtree’ booster with a learning objective of logistic regression for binary classification. The model deployed a maximum depth of 5, a minimum sum of instance weights of 20 and a gamma value of 5. The learning rate was set to 0.02 and boosting iterations were set to 560. The subsample ratio of the training instance and of columns when constructing each tree were all set to 0.6. The other parameters were set to their default values.

We compared XGBoost models with random forest models and logistic regression models. For random forest models, we first tried to determine the maximum depth of a tree with one tree model trained on the data. Then, we trained with different numbers of trees until the out-of-bag error did not decrease further. Finally, we achieved our model of 100 estimators with a depth of 4. For logistic regression models, we trained models with different regularizations. Our final model used the L2 penalty. As these models cannot handle missing data as automatically as XGBoost models, we generated multiple imputations for incomplete multivariate data.

After the final model was constructed, we employed the Shapley Additive exPlanations (SHAP) method to better interpret the non-linear relationship between variables and outcome. SHAP assigns a value to each feature for each prediction by computing a weighted average of differences between models with one feature included and withheld for all possible feature subsets. With the higher SHAP value, the attribution of this feature to the risk prediction becomes larger. Therefore, we could explain the output of our final model from the SHAP values.

The receiver operating characteristic (ROC) curve and the area under the ROC curve (AUROC) were used to measure the predictive performance of the models. The area under the ROC curve of predictive models
and clinical scores were compared by the DeLong test.\textsuperscript{11} Calibration of the risk model was assessed by the quintile plot of observed risk versus expected risk and the Hosmer-Lemeshow goodness-of-fit test.\textsuperscript{12}

All statistical analyses were performed on Python 3.6.4 and R 3.5.1 (packages: mice, pROC, ResourceSelection). A two-tailed p value < 0.05 was considered statistically significant.

\section*{Results}

Table 1 summarizes the selected demographics, clinical characteristics, laboratory results and vital signs of the study cohort. Supplementary Table S1 compares all the features between the survival group and the non-survival group. The rate of RICU mortality was 13.5\%. Among all RICU patients, 73.2\% were male and 88.7\% were married. The average age in the survival group was 68.48 years, while the average age in the non-survival group was 80.43 years. The mean N-terminal pro-B-type natriuretic peptide (NT-proBNP) of survivors was significantly lower than that of the non-survival group (2066.43 pg/mL vs. 8232.81 pg/mL; p<0.001). The mean length of RICU stay was 20.32 days.

\subsection*{Model Performance}

The XGBoost model achieved the best performance, with the highest area under the ROC curve of 0.923 (95\% CI: 0.889—0.957) in the test set, followed by the random forest model and logistic regression models. The area under the ROC curve of all models can be found in Fig. 2. The XGBoost model greatly outperformed the random forest models (p = 0.018), logistic regression models (p < 0.001) and clinical scores (p < 0.001). The calibration of the XGBoost model is illustrated in Fig. 3. The Hosmer-Lemeshow statistic of the model was 12.67 (p = 0.124) in the test set, indicating no evidence of poor fit.

\subsection*{Feature Importance and Interpretations}

Feature importance was calculated by the amount of improvement in accuracy after a feature was introduced onto a branch. This indicated how valuable each feature was in the processing of prediction model construction. The ten most important features derived from the final XGBoost model are presented in Fig. 4. We applied the SHAP method to better understand the non-linear relationship between those variables and the outcome in Fig. S1-S10. NT-proBNP contributed the most to the model. When its value was larger than approximately 1200 pg/mL, the risk of death started to increase rapidly (Fig. S1). The age at RICU admission also had great influences, and it had two clear changing points at approximately 80 and 85 (Fig. S2). Urea (Fig. S3) ranked as the third most important feature, followed by lactic acid (Fig. S4), blood glucose (Fig. S5), and respiratory rate (Fig. S7). Their relationships with the outcome all shared an S shape: increasing slowly initially, then becoming steeper in the middle and flattening off again at the end. The pressure ulcer risk score (Fig. S8) and red blood cell count (Fig. S10) shared an inverse S-shaped curve. When variables such as red blood cells in urine (Fig. S6) and myoglobin (Fig. S9) were below the normal value, the risk of death increased sharply.

\section*{Discussion}
We trained three machine learning approach-based models and assessed their performance with each other and clinical scores using the area under the ROC curve. Among them, the XGBoost model had the best predictive power with an area under the ROC curve of 0.923 (95% CI: 0.889—0.957) in the test set; this model was significantly greater than other models and had higher scores (p < 0.05). Moreover, XGBoost also showed good calibration by the Hosmer-Lemeshow goodness-of-fit test (12.67; p = 0.124). Therefore, our study established a new mortality prediction model that can be applied to RICU patients.

Many studies have attempted to develop risk models for predicting mortality in the ICU. Most of the studies focused on time-series data. Ghassemi M et al. developed time-varying models with a combination of latent topic features and baseline features that reported an AUC of 0.85. Another study in a German tertiary care centre showed a real-time prediction for ICU mortality after cardiothoracic surgery. However, some studies concluded that data collected within 24 hours after admission contributed the most to the predictive power of the model. Furthermore, due to inadequate ICU resources, many clinical decisions should be made within a limited time after admission to avoid treatment delays. Our predictive model was based on baseline features, which were all easy to collect, to help intensivists assess the clinical conditions of patients in the first 24 hours after they are admitted to the ICU.

We also identified several important features. As expected, baseline age and respiratory rate were important in the model and were also included in clinical scores like APACHE II and SOFA. Our results showed that patients aged 80 years and over had a higher ICU death risk (Fig. S2), a conclusion that was supported by the study of Bagshaw S M, et al. Similar to our findings (Fig. S4-S5), previous studies have identified that high blood glucose and lactic acid level play an important role in mortality prediction. NT-proBNP, the feature that most influenced the model, has been widely recognized as an excellent diagnostic and prognostic marker in heart failure patients. Many studies have investigated its usefulness in ICU patients. One study proposed that a single measurement of NT-proBNP at admission might be a potential prognostic marker in unselected ICU patients, and survivors had significantly lower NT-proBNP than non-survivors, which was consistent with our result (Fig. S1). As the third most important variable, a high urea level (Fig. S3) has been reported to be an independent predictive value for the 12-month mortality prediction of elderly admitted to the ICU, combined with the presence of acute renal failure, the need for mechanical ventilation, a low Glasgow Coma Score (GCS) and age. Pressure ulcer risk score classifies the risk for pressure ulcers: a score under 14 indicates an increased risk of pressure ulcer development. In addition, patients who developed pressure ulcers were more likely to die during their hospital stay, which was consistent with our results (Fig. S8).

Our model introduced some novel predictors of mortality risk for RICU patients, such as red blood cells in the urine, myoglobin and red blood cell count. For example, myoglobin has long been evaluated as an early marker of myocardial infarction diagnostics and is associated with the mortality of patients after cardiac surgery. However, the association of ICU mortality with myoglobin has not been discussed in previous work. In future studies, we may further examine the association between these novel variables and ICU mortality. Although relationships between several top influential features and outcome have been
briefly discussed, our primary objective was to build a predictive model that combined all the features but not to identify individual risk predictors.

There are some limitations we would like to acknowledge. Our study was conducted at a single centre retrospectively. The external validations from separate institutions would be necessary to test the generalized predictive power of the model for future application. Moreover, our model was only based on the population of the RICU. Further study on the population from mixed types of ICU and a comparison between different types of ICU would be advised.

**Conclusion**

We developed a new predictive model of RICU mortality based on a machine learning approach. Our final model, with its superior predictive performance and good calibration, would help intensivists make better clinical decisions to identify patients who are at the most risk.
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Table

Table 1 Selected demographics, clinical characteristics, laboratory results and vital signs of RICU patients. Data are summarized as the mean ± standard deviation or n (%).
| Characteristics               | Total (N=1063) | Survivors (N=919) | Non-survivors (N=144) | P value |
|-------------------------------|----------------|-------------------|-----------------------|---------|
| **Demographic variables**     |                |                   |                       |         |
| Age, years                   | 70.1 ± 17.47   | 68.48 ± 17.67     | 80.43 ± 11.76         | <0.001  |
| Male                         | 778 (73.18)    | 668 (72.68)       | 110 (76.38)           | 0.406   |
| Married                      | 943 (88.71)    | 817 (88.90)       | 126 (87.5)            | 0.725   |
| **Vital signs**               |                |                   |                       |         |
| Body height, cm              | 167.69 ± 7.62  | 167.69 ± 7.63     | 167.67 ± 7.57         | 0.980   |
| Body weight, kg              | 64.69 ± 13.88  | 64.81 ± 13.94     | 63.9 ± 13.44          | 0.657   |
| Respiratory rate, /min       | 23.1 ± 6.77    | 22.75 ± 6.76      | 25.28 ± 6.45          | <0.001  |
| Heart rate, /min             | 95.67 ± 25.3   | 93.29 ± 23.7      | 110.85 ± 29.65        | <0.001  |
| Total fluid output, mL/day   | 1735.97 ± 865.89 | 1769.19 ± 840.31 | 1555.6 ± 977.07      | 0.003   |
| Total fluid intake, mL/day   | 2385.89 ± 806.52 | 2329.16 ± 791.12 | 2694.87 ± 822.31     | <0.001  |
| Mean arterial pressure, mmHg | 85.23 ± 20.85  | 86.54 ± 19.8      | 77.61 ± 24.91         | <0.001  |
| Saturation of peripheral oxygen (SpO2), % | 95.92 ± 6.62 | 95.97 ± 6.36 | 95.67 ± 7.8 | 0.035   |
| **Serum laboratory tests**   |                |                   |                       |         |
| Creatinine, mol/L            | 92.35 ± 100.94 | 86.66 ± 99.52     | 127.23 ± 102.95       | <0.001  |
| Red blood cell count, 10^{12}/L | 3.65 ± 0.81  | 3.72 ± 0.79       | 3.19 ± 0.78           | <0.001  |
| Troponin T, ng/mL            | 0.09 ± 0.32    | 0.07 ± 0.2        | 0.25 ± 0.68           | <0.001  |
| Glucose, mmol/L              | 7.15 ± 2.83    | 6.94 ± 2.71       | 8.49 ± 3.19           | <0.001  |
| Direct bilirubin, mol/L      | 6.55 ± 16.48   | 5.6 ± 11.29       | 12.4 ± 33.57          | <0.001  |
| Myoglobin, ng/mL             | 133.78 ± 313.8 | 108.82 ± 270.3    | 280.88 ± 473.62       | <0.001  |
| Prothrombin time, s          | 15.4 ± 4.19    | 15.02 ± 3.18      | 17.72 ± 7.54          | <0.001  |
| Lactate dehydrogenase,       | 292.57 ± 345.64| 279.32 ± 351.84   | 374.22 ± 292.73       | <0.001  |
|                     | U/L                          | U/L                          | U/L                          | P     |
|---------------------|------------------------------|------------------------------|------------------------------|-------|
| NT-proBNP, pg/mL    | 2948.23 ± 6187.95            | 2066.43 ± 4648.29            | 8232.81 ± 10311.47           | <0.001|
| Urea, mmol/L        | 8.57 ± 7.03                  | 7.66 ± 5.91                  | 14.11 ± 10.16                 | <0.001|
| C-reactive protein, mg/dL | 6.05 ± 6.99                  | 5.62 ± 6.97                  | 8.54 ± 6.6                    | <0.001|
| **Urinalysis**      |                              |                              |                              |       |
| Red blood cells in urine, /L | 379.21 ± 1719.98             | 356.17 ± 1763.88             | 535.05 ± 1383                 | <0.001|
| **Arterial blood gas test** |                              |                              |                              |       |
| Lactic acid, mmol/L | 1.78 ± 1.07                  | 1.68 ± 0.94                  | 2.36 ± 1.48                   | <0.001|
| Oxygenation index   | 263.77 ± 107.2               | 272.67 ± 106.47              | 211.54 ± 96.32                | <0.001|
| **Nursing assessments** |                              |                              |                              |       |
| Glasgow Coma Score (GCS) | 12.89 ± 3.51                  | 13.16 ± 3.3                  | 11.1 ± 4.27                   | <0.001|
| Norton score for pressure ulcer risk | 13.73 ± 3.07                  | 14.05 ± 3.02                  | 11.72 ± 2.58                  | <0.001|

NT-proBNP = N-terminal pro-B-type natriuretic peptide.
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Figures

Figure 1

Flowchart of the enrolment procedures for the predictive model.
Figure 2

ROC curve of SOFA, APACHE II, RF, LR and XGBoost models. The XGBoost model performed significantly better than SOFA (p < 0.001), APACHE II (p < 0.001), RF (p = 0.018) and LR (p < 0.001) using the DeLong test. SOFA = sequential organ failure assessment; APACHE II = acute physiology and chronic health evaluation II; RF = random forest; LR = logistic regression; XGBoost = extreme gradient boosting.
Figure 3

Calibration plot of the XGBoost model in the test set. Data were divided into quintiles by predicted risk. The blue bar represents the observed proportion of events, and the red bar represents the predicted risk. The Hosmer-Lemeshow statistic of the model was 12.67 with a p value of 0.124.
Figure 4

Importance of the top 10 influential variables in the XGBoost model. NT-proBNP contributed most to the model. As expected, age at RICU admission also had great influences. Urea ranked as the third most important feature, followed by lactic acid, blood glucose, red blood cells in urine, respiratory rate, pressure ulcer risk score, myoglobin and red blood cell count.
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