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Movies S1 to S3
Supplementary Note 1

Shear-induced chaos from Eq. (7) of the Main Text. As shown in Fig. 1, the stochastic Stuart-Landau (SL) equation Eq. (7) of the Main Text perturbed by the state-dependent random forcing $F(t, z)$ given by Eq. (6) of the Main Text, exhibits shear-induced chaos when the parameters $f_r, D$ and $\sigma$ involved in $F(t, z)$ are suitably chosen; cf. Fig. 1 (B and C). There, two snapshots of the pullback attractor, $A(t)$, are shown at times $t = 68$ and $t = 78$, exhibiting stretching and folding for $D = 60$ and $\sigma = 0.1$. In this figure, two nearby points are marked as red and cyan dots on the pullback attractor shown at $t = 68$ (Fig. 1B) which correspond to trajectories driven by the same noise path that have synchronised at that time (dashed vertical line in Fig. 1A prior $t \approx 70$). This synchronisation holds for a certain time-window before breaking down (while still driven by the same noise path) at a later time (dashed vertical line in Fig. 1A prior $t \approx 80$), illustrating the sensitive dependence on initial conditions (compare Fig. 1B with Fig. 1C), signature of chaotic dynamics. This on-off synchronisation behaviour repeats in the course of time as already visible in Fig. 1A; a feature also encountered for other types of noise-driven chaos as documented in e.g. [4, Fig. 7].

Supplementary Note 2

We recall briefly here the transport equation reformulation of the Koren-Tziperman-Feingold (KTF) model delay model [31,32], and also point out how the Stuart-Landau (SL) equation is obtained as the normal form of Galerkin–Koornwinder (GK) approximations of this model [32].

Transport equation reformulation. Recall the KTF model rewritten for the perturbed variable, $\tilde{H}(t) = h(t) - \tilde{h}$:

$$\dot{\tilde{H}} = -\tilde{H}(t) - \frac{2}{\mu} \tilde{h} \tilde{H}(t - \tau) - \frac{1}{\mu} \tilde{H}^2(t - \tau). \quad (S1)$$

Denote by $u(t, \theta)$ the historic part of $H$, that is $u(t, \theta) = H(t + \theta)$ for $\theta$ in $[-\tau, 0)$. Recall that the transport equation reformulation of Eq. (S1) is given by

$$\partial_t u = \partial_\theta u, \quad (S2)$$

subject to the boundary conditions

$$\partial_\theta u|_{\theta = 0} = -u(t, 0) - \frac{2}{\mu} \tilde{h} u(t, -\tau) - \frac{1}{\mu} u^2(t, -\tau). \quad (S3)$$

We introduce next the linear operator $A$ acting on $\Phi = (\phi, \theta(0))$ (with suitable regularity on the function $\phi$ over $[-\tau, 0]$; see [50])

$$[A\Phi](\theta) = \begin{cases} \frac{d\phi}{d\theta}, & \theta \in [-\tau, 0), \\ -\phi(0) - \frac{2}{\mu} \tilde{h} \phi(-\tau), & \theta = 0. \end{cases} \quad (S4)$$

By introducing finally the nonlinear operator $G$

$$[G\Phi](\theta) = \begin{cases} 0, & \theta \in [-\tau, 0), \\ -\frac{1}{\mu} \phi^2(-\tau), & \theta = 0, \end{cases} \quad (S5)$$

we can rewrite the boundary problem (S2)-(S3) as the following abstract evolution equation defined on a suitable Hilbert function space (see e.g. [50, Sec. 2])

$$\frac{du}{dt} = Au + G(u). \quad (S6)$$

GK approximations and Hopf normal form. Recall that the forcing—aimed at turning a limit cycle into a stochastic strange attractor—is designed from the SL equation, Eq. (4) of the Main Text. We succinctly recall below its derivation. Following [32], the SL equation is the Hopf normal form associated with the loss of stability of the unstable mode $e^N_1$ of an $N$-dimensional GK approximation of the KTF model, with $N$ sufficiently large.

Such Galerkin approximations are obtained from Eq. (S6) as

$$\frac{dy_N}{dt} = \Gamma_N(\tau)y_N + G_N(y_N), \quad y_N \in \mathbb{R}^N, \quad (S7)$$

subject to the initial condition $y(0) = y_0$.
in which the \( N \times N \) matrix \( \Gamma_N(\tau) \) (resp. \( G_N \)) results from the truncation of the operator \( A \) (resp. \( G(u) \)) to the \( N \)-dimensional subspace associated with the first \( N \) Koornwinder polynomials over \([-\tau, 0]\), while \( y_N \) provides the (time-dependent) coefficients of this Galerkin approximation of \( u(t, \theta) \) within this subspace; see [32, Eq. (45)-(48)] and [50, Sec. 5].

By rewriting the Gk system Eq. (S7) under the eigenmodes of \( \Gamma_N(\tau) \), we obtain

\[
\frac{d^2z}{dt^2} = \lambda_k^N z_k + \left( G_N \left( \sum_{j=1}^{N} z_j e_j^N, \bar{e}_k^N \right) \right), \quad k = 1, \ldots, N, \tag{S8}
\]

where \((\lambda_j^N, e_j^N)\) denotes the eigenelements of \( \Gamma_N(\tau) \) and \((\bar{\lambda}_j^N, \bar{e}_j^N)\) those of the transpose of \( \Gamma_N(\tau) \). The SL equation

\[
\frac{dz}{dt} = \lambda_1^N z - (\alpha_N + i\beta_N)|z|^2, \tag{S9}
\]

is finally obtained from Eq. (S8) by application of the approximation formulas of the center manifold following [51, Sec. 2.2]; see [32, Theorem III.1].

**Supplementary Note 3**

**Stochastic transport problem: Murmuration case**

We consider here the case when the forcing, \( F(t) \), is independent of the state itself i.e. corresponding to the murmuration case in the Main Text. Our goal is to make precise how to lift a stochastic forcing of the SL equation (Eq. (4) of the Main Text) into a stochastic forcing of the corresponding KTF transport equation formulation.

As recalled above, the SL equation (S9) is here derived from the loss of stability of the unstable mode \( e_1^N \) of a sufficiently high-dimensional GK approximation of the KTF model and provides, near criticality, a rigorous approximation of the unstable mode’s amplitude [32, Theorem III.1]. Thus the idea of "lifting" a forcing of the SL equation (S9) into a forcing of the unstable mode in the GK system, while expecting a similar dynamical response to such perturbations than in the case of the SL equation.

By adding a forcing \( F(t) \) to Eq. (S8) we consider therefore the following forced version of the GK system:

\[
\frac{d^2z}{dt^2} = \lambda_1^N z_1 + \left( G_N \left( \sum_{j=1}^{N} z_j e_j^N, \bar{e}_1^N \right) \right) + F(t), \tag{S10}
\]

and for \( k = 3, \ldots, N, \)

\[
\frac{d^2z_k}{dt^2} = (\lambda_k^N) z_k + \left( G_N \left( \sum_{j=1}^{N} z_j e_j^N, \bar{e}_k^N \right) \right) + F^*(t),
\]

where \((\lambda_1^N) \) denotes the conjugate of \( \lambda_1^N \). The reason is as follows. To proceed, recall that the GK system is placed after a Hopf bifurcation has occurred and hence the unstable mode \( e_1^N \) is associated with an unstable pair of complex eigenvalues. Thus forcing this mode leads to force its amplitude equation (the \( z_1 \)-equation) and the equation for its conjugate amplitude (the \( z_2 \)-equation).

Using \( y_N = \sum_{j=1}^{N} z_j e_j^N \), we can rewrite (S10) into the compact form [50, Sec. 5]

\[
\frac{dy_N}{dt} = \Gamma_N(\tau)y_N + G_N(y_N) + F_N(t), \tag{S11}
\]

where

\[
F_N(t) = F(t)e_1^N + F^*(t)e_2^N = F(t)e_1^N + \text{c.c.}, \tag{S12}
\]

with c.c. denoting the complex conjugate of the immediate term preceding the ‘+’ sign.

Denoting by \( K_1^N \) the (rescaled) Koornwinder polynomials used for the Galerkin approximation following [32, 50], the function \( u(t, \theta) = \sum_{j=1}^{N} y_N^j(t)K_1^N(\theta) \) approximates then the solution \( u(t, \theta) \) of the abstract evolution equation (S6); see [32, Sec. II.C]. The forcing \( F_N(t) \) translates in this format into the function

\[
f_N(t, \theta) = \sum_{j=1}^{N} F_0^j(t)K_1^N(\theta) = \sum_{j=1}^{N} F(t)e_1^N K_1^N(\theta) + \text{c.c.}, \tag{S13}
\]

in which \( F_0^j(t) \) (resp. \( e_1^N \)) denotes the \( j \)-th component (in \( \mathbb{R}^N \)) of the \( N \)-dimensional vector \( F_N(t) \) (resp. of the dominant eigenmode \( e_1^N \) of \( \Gamma_N(\tau) \)). In (S13), \( F_0^j(t) \) is also interpretable as the \( j \)-th coefficient of \( f_N(t, \theta) \) onto the Koornwinder basis.

Using the Koornwinder polynomials, the eigenvector, \( e_1^N \), has the following representation in the \( \theta \)-variable:

\[
\varphi_1^N(\theta) = \sum_{j=1}^{N} e_1^N K_1^N(\theta), \quad \theta \in [-\tau, 0], \tag{S14}
\]

and in particular \( f_N(t, \theta) \) simply becomes

\[
f_N(t, \theta) = F(t)\varphi_1^N(\theta). \tag{S15}
\]

We are then only left with determining the function towards which \( f_N(t, \theta) \) converges as \( N \to \infty \), in order to conclude about the forcing term to add to the right-hand side of (S6).

Denoting by \((\lambda_1, \varphi_1)\) the leading eigenpair of the linear operator \( A \), we have then that \((\lambda_1^N, \varphi_1^N)\) converges, as \( N \to \infty \), towards \((\lambda_1, \varphi_1)\), with

\[
\varphi_1^N \xrightarrow{L^2, N \to \infty} \varphi_1,
\]

where \( \xrightarrow{L^2} \) denotes the convergence for the norm associated with the inner product given by Eq. (16) of the Main Text.

The rigorous proof of this convergence goes beyond the scope of this article. Supplementary Figures 2–3 provide nevertheless numerical results supporting this convergence.

These results of numerical convergence of \( f_N(t, \theta) \) towards \( F(t)\varphi_1 + \text{c.c.} \) (in a mean-square sense) lead us to conclude that the limiting problem, as \( N \to \infty \), corresponds to the following forced evolution equation

\[
\frac{du}{dt} = (Au + G(u)) + \left( F(t)\varphi_1 + \text{c.c.} \right), \tag{S16}
\]
with \( A \) and \( G \) as defined in (S4) and (S5), respectively.

The latter equation rewrites as the following stochastic transport problem

\[
\partial_t u = \partial_\theta u + \left( F(t) \varphi_1 + \text{c.c.} \right), \quad \theta \in [-\tau, 0),
\]  

(S17)

subject to the boundary conditions

\[
\partial_t u|_{\theta=0} = -u(t, 0) - \frac{2}{\mu} \int u(t, -\tau) \, dt - \frac{1}{\mu} u^2(t, -\tau) + \left( F(t) \varphi_1(0) + \text{c.c.} \right).
\]

(S18)

Now by taking \( \theta = 0 \) in (S17) (via a continuity argument), one gets \( \partial_t u|_{\theta=0} = \partial_\theta u|_{\theta=0} + \left( F(t) \varphi_1(0) + \text{c.c.} \right) \) and by expressing \( \partial_t u|_{\theta=0} \) using (S18) one obtains

\[
\partial_t u|_{\theta=0} = -u(t, 0) - \frac{2}{\mu} \int u(t, -\tau) \, dt - \frac{1}{\mu} u^2(t, -\tau).
\]

(S19)

Eq. (S17) together with the boundary condition (S19) provides then the stochastic transport problem for the murmuration case analyzed in the Main Text. Supplementary Fig. 5 below shows the differences between the murmuration and the horseshoes cases as measured in terms of fluxes at the boundary and within the domain; see the Section ‘Noise transmission, fluxes, and murmuration cascade’ in the Main Text for more details.

Supplementary Fig. 9C shows a solution \( u(t, \theta) \) to such a stochastic transport problem (Egns. (9)-(10) in the Main Text), along with its time-dependent boundary value \( u(t, 0) \) at \( \theta = 0 \) (Supplementary Fig. 9D), providing a stochastic path \( H(t) \) (Eq. (11) in the Main Text).

**Supplementary Note 4**

For our calculations, as reported in the Main Text, the dominant eigenfunction \( \varphi_1 \) is approximated by \( \varphi_1^N \) according to (S14) with \( N = 20 \). Note that with \( N = 10 \) a high-precision (of order \( 10^{-8} \)) is already reached by evaluating the corresponding residual; see Supplementary Fig. 3. This is also supported by a simple energy distribution analysis onto the first few Koornwinder polynomials. In that respect, Supplementary Fig. 8 shows the energy distribution of the first eigenfunction \( \varphi_1 \) used to force the transport problem (S17)-(S19). From this distribution, one observes indeed that only the first two Koornwinder polynomials capture most of the energy contained in \( \varphi_1 \), which in other words corresponds to a large-scale forcing. Dynamically, this property means that the results of the Main Text are essentially unchanged qualitatively if only a low-order (Koornwinder) approximation of \( \varphi_1 \) is used in the corresponding experiments.

**Supplementary Note 5**

**Stochastic transport problem: Horseshoes case**

The derivation of the stochastic transport problem in the case where \( F \) is the state-dependent noise (horseshoes case), \( F(t, z) = i D f(t) |z|^2 + \sigma W(t) \) (see Eq. (6) of the Main Text) follows the same steps in which \( f_N(t, \theta) \) in (S15) is now replaced by

\[
f_N(t, \theta) = \sum_{j=1}^{N} F(t, (y_N, e_1^N)) e_1^N K_j + \text{c.c.},
\]

(S20)

where, we recall \( e_1^N \) denotes the first eigenvector of the transpose of \( \Gamma_N(\tau) \).

At a first glance, denoting by \( \hat{\varphi}_1 \) the first eigenvector of the adjoint operator \( A^* \), a formal limit as \( N \to \infty \) should lead to an analogue to (S16), namely

\[
\frac{du}{dt} = (Au + G(u)) + \left( F(t, (u, \hat{\varphi}_1)) \varphi_1 + \text{c.c.} \right).
\]

(S21)

Let \( \hat{\varphi}_1^N \) be the analogue of \( \varphi_1^N \) given by (S14) in which \( e_1^N \) is replaced by \( \hat{\varphi}_1^N \). To fully justify (S21), it is sufficient to have weak convergence of \( \hat{\varphi}_1^N \) towards \( \hat{\varphi}_1 \) in the sense that \( \langle u, \hat{\varphi}_1^N \rangle \) converges towards \( \langle u, \hat{\varphi}_1 \rangle \). Here again, such a convergence analysis goes beyond the scope of this work, and instead numerical evidences are provided in Supplementary Fig. 6A for the unforced KTF model.

Analytic expression of \( \hat{\varphi}_1 \) can be obtained for the KTF model; see (S23) below. In this case, the adjoint operator \( A^* \) is given for each \( \Phi = (\phi, x) \) for suitable function \( \phi \) on \( [-\tau, 0) \) and point-value \( x \) at \( \theta = 0 \) [88] by

\[
[A^*\Phi](\theta) = \left\{ \begin{array}{ll}
-\frac{d\phi}{d\theta}, & \theta \in [-\tau, 0), \\
-x + \phi(0), & \theta = 0.
\end{array} \right.
\]

(S22)

See e.g. [88, Theorem 5.2].

The first eigenfunction is then given by \( \hat{\varphi}_1 = (\hat{\varphi}_1^P, \hat{\varphi}_1^S) \), with

\[
\hat{\varphi}_1^P(\theta) = \alpha \exp(-\lambda_1^* \theta), \quad \theta \in [-\tau, 0),
\]

\[
\hat{\varphi}_1^S = -\frac{\alpha \mu}{2h} \exp(\lambda_1^* \tau),
\]

(S23)

where \( \alpha \) is an arbitrary non-zero complex-valued constant.

In general however analytic formulas for \( \hat{\varphi}_1 \) are not always accessible, and unlike for \( \varphi_1 \), (strong) approximation of \( \hat{\varphi}_1 \) by Koornwinder polynomials is not guaranteed to hold. For instance, \( \hat{\varphi}_1 \) exhibits typically discontinuities at the boundary \( \theta = 0 \) (see (S23) for the KTF model) causing spurious Gibbs phenomenon that manifests when attempting to approximate \( \hat{\varphi}_1 \) by smooth polynomials. This generic behaviour is tied to the domain \( D(A^*) \) of \( A^* \). Recall that like \( \varphi_1 \), the (adjoint) eigenmode \( \hat{\varphi}_1 \) is of the form \( \hat{\varphi}_1 = (\phi, x) \) with \( x \) a point-value. For \( \hat{\varphi}_1 \) to lie in \( D(A^*) \) it imposes that \( x \) is proportional to \( \phi(-\tau) \) which in general does not coincide with \( \phi(0) \), causing thus a discontinuity at \( \theta = 0 \) for \( \hat{\varphi}_1 \); see [88, Theorem 5.2].

We then need to rely on high-precision approximation schemes of \( A^* \) to compute \( \hat{\varphi}_1 \) and the corresponding inner product \( \langle u, \hat{\varphi}_1 \rangle \), involving quadrature techniques over a fine meshing, becomes cumbersome to compute at each time step. This constitutes a serious numerical constraint for computing snapshot attractors over a large ensemble of initial data from direct integration of (S21).

On the other hand, \( \varphi_1 \) can be approximated to a very high precision in terms of expansion over a few Koornwinder polynomials; see Supplementary Fig. 3 again for the KTF model. Such a low-dimensional approximation using a few Koornwinder polynomials (see (S14)) reduces the numerical burden of computing the inner product \( \langle u, \varphi_1 \rangle \), allowing for a coarser mesh to perform the required quadratures. Naturally,
these observations led us to ask what would be the consequences in dynamical terms of replacing the cumbersome term to compute, $\langle u, \phi_1 \rangle$ in (S21), by the term $\langle u, \varphi_1 \rangle$ and thus by its high-precision approximation $\langle u, \varphi_1^N \rangle$ with $N$ not too large?

Dynamically, such a substitution means that we replace the state-dependent part of the forcing, $i D f(t) \langle u, \varphi_1 \rangle |\langle u, \varphi_1 \rangle|^2$ by $i D f(t) \langle u, \varphi_1 \rangle |\langle u, \varphi_1 \rangle|^2$. Since the purpose of this state-dependent term is to enhance phase diffusion, it is reasonable to expect that the proposed replacement would not affect much the ability of the forced model to generate horseshoes if the phase of $\hat{z}_1 = \langle u, \varphi_1 \rangle$ and that of $z_1 = \langle u, \varphi_1 \rangle$ are relatively close to each other, i.e. if $z_1$ and $\hat{z}_1$ evolves in a nearly synchronous manner. To measure the level of coherence between these oscillating variables we employ the following complex order parameter [43]

$$r(t) e^{i \psi(t)} = \frac{e^{i \arg(z_1(t))} + e^{i \arg(\hat{z}_1(t))}}{2},$$

(S24)

where $r(t)$ in $[0, 1]$ is the modulus and $\psi(t)$ is the phase of the considered indicator. This indicator when computed for the unperturbed dynamics of the KTF model, reveals that $z_1$ and $\hat{z}_1$ are nearly synchronised as $r(t)$ remains very close to 1 in the course of time; see Supplementary Fig. 6B. We already reported abundantly in the Main Text that (S21) with $\langle u, \varphi_1 \rangle$ replaced by $\langle u, \varphi_1 \rangle$ led to the creation of horseshoes in the state-space for the right choice of parameters. Supplementary Fig. 7 below provides a few examples of such parameter-values leading to time-variability associated with stochastic horseshoes (Panels (C)-(D) and (E)-(F)).

Qualitatively, (S21) exhibits still horseshoes dynamics when $\langle u, \varphi_1 \rangle$ is used in the latter equation (see Supplementary Fig. 6C) supporting thus on a dynamical ground our choice motivated by the aforementioned numerical considerations regarding the use of $\langle u, \varphi_1 \rangle$ address state-dependence of the noise. We believe that this observation of preserving qualitatively the effects of a state-dependent forcing compared to another one when their phases are nearly synchronised is not limited to the KTF model and should hold for more general systems.
Supplementary Fig. 1: Shear-induced chaos from Eq. (7) of the Main Text. Here, $F$ is the state-dependent random forcing as in Eq. (6) of the Main Text while $\lambda^N$, $\alpha_N$, and $\beta_N$ are as given in the caption of Fig. 10 of the Main Text. The snapshot attractors shown in (B and C) correspond to the time frames marked by the dashed vertical lines in (A). The red dots in (B) and (C) correspond to the stochastic trajectory ($\mathbb{R}z(t)$) shown in red in panel A while the cyan dots to that shown in blue. These trajectories are driven by the same noise path with $D = 60$, $\sigma = 0.1$ and firing rate $f_r = 0.7$ in Eq. (6) of the Main Text.

Supplementary Fig. 2: Convergence, as $N$ increases, of the eigenvalues $\lambda^N_j$ (red asterisks) of the truncated operator $\Gamma_N(\tau)$ in (S7), towards those of the operator $A$ defined in (S4) (black circles). The reference eigenvalues are obtained by solving the characteristic equation $\lambda + 1 + \frac{2}{h} \exp(-\tau \lambda) = 0$ using the DDE-BIFTOOL Matlab package [87]. The top row corresponds to KTF model’s parameters, $\mu = 0.3$ and $\tau = 1$ (Regime A), while the bottom row corresponds to $\mu = 1.2$ and $\tau = 20$ (Regime B). Note that the spectral gap, along the real axis, between the unstable pair and the immediate stable one gets much smaller in Regime B than in Regime A. This phenomenon has consequences for application of the center manifold reduction techniques; see the Section ‘Response dependence to stochastic parameterization’ of the Main Text.
Supplementary Fig. 3: Residual error of $\varphi_N^1$ given by (S14) in approximating the first eigenfunction $\varphi_1$ of the linear operator $A$. Here, $\varphi_N^1$ is obtained according to (S14), from the first eigenmode $e_N^1$ of the $N \times N$ matrix $\Gamma_N(\tau)$ in (S7). To evaluate the error $\|A\varphi_N^1 - \lambda_1 \varphi_N^1\|$, we use the analytic formulas for the derivative of Koornwinder polynomials (see Proposition A.1 in [32]) allowing for reaching high-precision in evaluating $A\varphi_N^1$ while $\lambda_1$ is obtained as the dominant eigenvalue of $A$ using the DDE-BIFTOOL Matlab package [87]. Note that already with $N = 10$ Koornwinder polynomials a precision of order $10^{-8}$ is reached in approximating by $\varphi_N^1$ the genuine dominant mode, $\varphi_1$, of $A$. These convergence results are shown here for Regime A, i.e., $\mu = 0.3$ and $\tau = 1$, as an illustration.

Supplementary Fig. 4: Koornwinder polynomials and energy distribution of the first eigenfunction, $\varphi_1$, against the first few Koornwinder polynomials. (A) A few (normalized) Koornwinder polynomials. (B) Energy distribution of the first eigenfunction $\varphi_1$ used to force the transport problem (S17)-(S19), onto the first few Koornwinder polynomials; see also “Supplementary Note 4.” It shows that $\varphi_1$ corresponds to a large-scale perturbation in Eq. (10) of the Main Text.
Supplementary Fig. 5: Fluxes, $\delta(t, \theta) = \partial_t \partial_\theta u$, at the boundary and within the domain. See Main Text.

Supplementary Fig. 6: Weak convergence of $\hat{\varphi}^N_1$ towards $\hat{\varphi}_1$; order parameter $r(t)$; and a snapshot attractor exhibiting horseshoes from Eq. (S21). (A) Numerical illustration of the weak convergence of $\hat{\varphi}^N_1$ towards $\hat{\varphi}_1$. Here is shown the convergence of $\langle u(t), \hat{\varphi}^N_1 \rangle$ towards $\langle u(t), \hat{\varphi}_1 \rangle$ when $u(t)$ is the limit cycle of the KTF model, i.e. for the unperturbed dynamics. This convergence is quick: for $N = 6$ the precision is already of order $10^{-5}$.

(B) Order parameter $r(t)$ as computed from (S24). It shows that $\hat{z}_1 = \langle u, \hat{\varphi}_1 \rangle$ and $\hat{z}_1 = \langle u, \varphi_1 \rangle$ evolve in a synchronous fashion in the course of time; see Text.

(C) Snapshot attractor from Eq. (S21) in which $\langle u, \hat{\varphi}_1 \rangle$ has replaced $\langle u, \varphi_1 \rangle$ used in the Main Text. Here $3.4 \times 10^5$ initial data are used to produce this snapshot.
Supplementary Fig. 7: Parameter dependence in $\sigma$ for the mildly nonlinear regime, $\mu = 0.3$ and $\tau = 1$ (Regime A). The magenta curve in (B) corresponds to the power spectrum of the periodic orbit for $D = \sigma = 0$. The case $\sigma = 0$ and $D \neq 0$ corresponds to a random periodic case. The cases $\sigma = 0.05$ and $\sigma = 0.1$ to noise-driven solutions evolving on a random chaotic attractor exhibiting stretching and folding (horseshoes). The case $\sigma = 0.1$ is shown in Fig. 4 of the Main Text but is reproduced here for the sake of comparison (with the time series in (E) shown over a longer time interval).

Supplementary Fig. 8: Power spectra (linear scale) across a few Koornwinder coefficients together with the power spectrum of $f(t)$ shown in log-log scale. In each panel, the vertical dashed red line marks the location of the second bump’s dominant frequency as displayed by the noise-driven chaos time-series in Fig. 8B (red curve) of the Main Text.
Supplementary Fig. 9: Dynamics of the stochastic transport problem of the Main Text in a strongly nonlinear regime (Regime B). (A) 2-D projection onto the unstable mode $\varphi_1$ of the unperturbed KTF model’s limit cycle in Regime B (i.e. for $\mu = 1.2$ and $\tau = 20$). (B) Strange snapshot attractor in Regime B. Here the snapshot attractor $A(t)$, at a given time $t$, of the stochastic transport problem Eqs. (9)-(10) from the Main Text is shown in the reduced state space $(u(t, -\theta), u(t, 0))$. We observe stretch-and-fold features embedded in a “foggier” background than for the snapshot attractors shown in Figs. 3A and 3B of the Main Text. The parameter values of the noise terms are here $D = 40$, $f_r = 0.7$ and $\sigma = 0.1$, i.e. those used for Figs. 6E and 6F of the Main Text. Here $2.5 \times 10^5$ initial data are used to produce this snapshot. (C) shows a solution $u(t, \theta)$ to the associated stochastic transport problem Eqs. (9)-(10) from the Main Text, and its boundary value $u(t, 0)$ at $\theta = 0$, providing a stochastic path $H(t)$ shown in (D).

Supplementary Fig. 10: A snapshot of the vertical velocity field as modeled by the WRF model. The field is shown at the same specific time (January 18, 2020, UTC 12:40:00) for the same domain as shown in Fig. 1A of the Main Text. The magenta and cyan boxes correspond to (C) and (B) of Fig. 1 of the Main Text, respectively. See Main Text for more details.
Supplementary movie files

We provide three supplementary movie files to show the time-evolution of snapshot attractors for three different settings corresponding respectively to the snapshot attractors shown in Fig. 3 (A and B) of the Main Text, Fig. 3 (C and D) of the Main Text, and Supplementary Fig. 9B.

- **Supplementary Movie 1**: Time-evolution of snapshot attractors obtained from the stochastic transport problem (9)-(10) of the Main Text for Regime A (horseshoes case).

- **Supplementary Movie 2**: Time-evolution of snapshot attractors obtained from the stochastic transport problem (S17)-(S19) (murmuration case).

- **Supplementary Movie 3**: Time-evolution of snapshot attractors obtained from the stochastic transport problem (9)-(10) of the Main Text for Regime B; i.e. the case shown in Supplementary Fig. 9.
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