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Abstract—The statistical heterogeneity of the non-independent and identically distributed (non-IID) data in local clients significantly limits the performance of federated learning. Previous attempts like FedProx, SCAFFOLD, MOON, FedNova and FedDyn resort to an optimization perspective, which requires an auxiliary term or re-weights local updates to calibrate the learning bias or the objective inconsistency. However, in addition to previous explorations for improvement in federated averaging, our analysis shows that another critical bottleneck is the poorer optima of client models in more heterogeneous conditions. We thus introduce a data-driven approach called FedSkip to improve the client optima by periodically skipping federated averaging and scattering local models to the cross devices. We provide theoretical analysis of the possible benefit from FedSkip and conduct extensive experiments on a range of datasets to demonstrate that FedSkip achieves much higher accuracy, better aggregation efficiency and competing communication efficiencies. Source code is available at: https://github.com/MediaBrain-SJTU/FedSkip.

Index Terms—federated learning, statistical heterogeneity, privacy

I. INTRODUCTION

Federated learning [1] has drawn the considerable attention in recent years due to the increasing concerns about data privacy [2]–[5]. A range of real-world applications such as medical diagnosis [6], [7], autonomous driving [8], [9] and visual recognition [10], [11] have applied federated learning to avoid the potential privacy violation. Nevertheless, there are several remaining challenges on heterogeneity [12] and efficiency [13] that need to be solved for practical pursuits.

As a distributed learning paradigm, federated learning trains the model in the local without directly communicating the raw data [14]. Specifically, the representative optimization method in federated learning, FedAvg [1], reduces the parameter transmission cost significantly by increasing the steps of the local training. Despite communication effectiveness, the statistical heterogeneity due to the non-IID nature among clients greatly limits the performance of federated learning [12], [15]. To tackle this challenge, many attempts have been made to improve the federated optimization [16]–[20]. For example, FedNova [19] introduces a normalizing weight to eliminate the objective inconsistency, and FedProx [16], SCAFFOLD [17], MOON [18] and FedDyn [20] explore to reduce the variance or calibrate the optimization in FedAvg by adding the proximal regularization. All these methods mainly focus on minimizing the discrepancy between the global model and the client models during the local training or the global aggregation.

However, in Fig. 1(a), we observe one interesting trend that the more heterogeneous (indicated by the smaller Dirichlet parameter $\beta$ [12], [21]–[23]) the conditions are, the smaller the client drift variance (i.e., smaller discrepancy between the global model and the client models) they have. We conjecture that the potential reason is like Fig. 1(b). Namely, after the periodical federated aggregation on the server side, the local models in more heterogeneous scenarios are more easily stuck near the server model with the smaller variance but unfortunately far away from the desired global optimum. Although minimizing the discrepancy in the general case like FedDyn, FedProx, SCAFFOLD and MOON can be helpful, we shall notice that another critical bottleneck is actually how to improve the client optima to approach the global optimum.

Based on the above analysis, we propose a novel data-driven approach, termed as FedSkip, which aims to improve the client optima instead of the intuition in the aforementioned methods. Specifically, in FedSkip, the central server periodically skips the federated aggregation and directly scatters the received client models to the cross clients. This routing through the scattering operation allows the local model to access the data in multiple clients for a better optimum pursuit. Note that, here we randomly shuffle all client models for scattering to avoid the id information leakage. Thus, the local clients cannot reverse the oriented information, which guarantees the scattering
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operation is at least as safe as FedAvg. Then, in the rounds that the federated averaging is executed, we can aggregate a better server model with the improved client models. We theoretically analyze the convergence characteristics of such a federated skip aggregation operation in federated learning and empirically compare it with FedProx, SCAFFOLD, MOON, FedNova and FedDyn on a range of benchmark datasets. Extensive experimental results demonstrate that the proposed FedSkip has much higher accuracy and aggregation efficiency as well as a competing communication efficiency.

In the following, we will review some related works in Section II. In Section III, the basic notations and the motivation are presented, followed by the proposed method FedSkip. The corresponding theoretical analysis is shown in Section IV. Then, we introduce the experimental settings and the comparison as well as the ablation study in Section V. Finally, we conclude the paper in Section VI.

II. RELATED WORK

A. Federated Learning

In conventional centralized training paradigms, clients can upload their data to the central server and then a model is learned [24]. With the recently increasing concern about the data privacy, it becomes a trend to keep the sensitive data in the local [14], [25]–[27]. Under this background, federated learning emerged and has gained significant attention in many tasks such as medical diagnosis [6], [7], auto-driving [8], [9] and visual recognition [10], [11].

B. Statistical Heterogeneity

Statistical heterogeneity is the characteristic of the non-IID data, which induces the model bias in local clients. In terms of traditional centralized training paradigms, this can be automatically avoided by one model via stochastic gradient descent [28]. However, in the context of federated learning settings, statistical heterogeneity becomes a severe problem when aggregating the diverse client models. Specifically, previous studies show that if statistical heterogeneity exists, gradients from different client models are very different, which degrades the performance of federated approaches [12], [15]–[17].

To tackle the statistical heterogeneity, many solutions have been proposed. A line of research focuses on adding constraints like normalization or regularization on local updates to improve local training. FedProx [16] reduces bias by adding a proximal term to limit the length of local updates. MOON [18] corrects gradients in local training by utilizing the contrastive learning method to decrease the distance between representations learned by local model and global model, and increase the distance between representations learned by local model and previous local model. Another line of research focuses more on eliminating inconsistency and directly correcting updates to improve local models or finding a better way to aggregate. SCAFFOLD [17] designs a variance reduction approach to achieve a stable and fast local update. FedDyn [20] aligns global and device solutions by proposing a dynamic regularizer for each device at each round. Different from all these methods, our method FedSkip explores to improve the client optima from the data perspective. By skipping aggregation periodically and scattering local models among clients, FedSkip allows the client model to access more data and maintain the same level of privacy as FedAvg, without needing to apply any constraints or modify aggregation on the server or local training in local clients.

III. FedSkip

In this section, we will first present the basic notations of this work in Section III-A, and then give our motivation via a simple empirical study in Section III-B, followed by the concrete formulation for FedSkip in Section III-C.
A. Preliminary

Given a central server and a set of local clients, the classical FedAvg consists of four steps [1]: 1) In round $t$, the server distributes the global model $w^t$ to local clients that are selected to participate in the training; 2) Each $k$-th local client receives the model $(w^t_k ← w^t)$ and trains the model as follows,

$$w^t_k ← w^t_k - \eta \nabla F_k(b^t_k; w^t_k),$$

(1)

where $\eta$ is the learning rate, $F_k$ is the loss function of $k$-th local client, $b^t_k$ is a mini-batch of training data randomly sampled from the local dataset $D_k$. After $E$ epochs, we acquire a new local model $w^t_k$; 3) The updated models are then collected to the server as $\{w_1^t, w_2^t, \ldots, w_K^t\}$; 4) The server performs the following aggregation on the collected models to acquire a new global model $w^{t+1}$,

$$w^{t+1} ← \sum_{k=1}^{K} p_k w^t_k,$$

(2)

where $p_k$ is the proportion of sample number of the $k$-th client to the sample number of all the participants, i.e., $p_k = N_k / \sum_{k=1}^{K} N_k$. When the pre-defined maximal round $T$ reached, we will have the final optimized model $w^T$. Different from FedAvg, our method will introduce a skip aggregation stage,

$$I_{skip} = \{ t \mid t \in \mathbb{R}^+ \& \& 1 < t < T \& \& t \bmod \Delta \neq 0 \},$$

(3)

where $\mathbb{R}^+$ is the set of all positive integers, $\Delta$ is a given integer for the skip aggregation, and $t \bmod \Delta$ means the mode of $t$ w.r.t. $\Delta$. When the round $t \in I_{skip}$, we do perform a novel federated skip aggregation instead of federated averaging.

B. Motivation

As shown in Fig. 1(a), the smaller $\beta$ means a larger heterogeneity and a smaller client drift variance [17]. Note that, the client drift variance is to measure the variance between the global model and the local models. That is to say, in the more heterogeneous environment, the local client models are surprisingly homogeneous compared to those in the less heterogeneous environment. The possible explanation is that it is hard to learn the model in more heterogeneous data and thus in each round the updated model will not deviate too much from the starting point acquired by initialization or eqn. (2). Then, the client models fall into the similar local minimums that are far away from the global optimum like Fig. 1(b). In this case, except for reducing the client drift variance as in [16], [18], another critical issue is that how to make client models approach to the global optimum.

Although it is prohibited from transmitting data to the server, we can route local models among clients, which encourages one local model to access more data for training. In this way, it is possible to improve the optima of client models. To validate this idea, we introduce two training strategies “Local Training” and “Cross Training”, and conduct a quick toy experiment on CIFAR-10, CIFAR-100 and SHAKESPEARE datasets. CIFAR-10 and CIFAR-100 are divided into 10 local clients under heterogeneous data partitions. SHAKESPEARE is a kind of real world dataset with 660 clients and we randomly select 10 of them. In Local Training, all client models are respectively trained on their local data for 300 epochs and we compute the average accuracy of client models on the test set. In Cross Training, one model is trained across all clients in a sequential order for 300 epochs, and we compute its accuracy on the test set. This experimental setup can ensure the complete convergence of the two strategies and the details are the same in Section V.

As shown in Table I, we can find that the Cross Training strategy performs much better than the Local Training strategy, which means the local model is closer to the global optimum after routing it among clients. Note that, the toy experiments here are to compare the optima in the extremely local training and the sequentially cross-client training, and we have not strictly applied the “Cross Training” to federate learning, since it does not involve the model averaging in this process. Therefore, a straightforward question is raised here: Can we build a new method that incorporates the benefit of the Cross Training into federated learning to combat the statistical heterogeneity issue?

C. The Proposed Approach

Based on the previous section, we propose a new approach, termed as FedSkip, to combat the statistical heterogeneity of federated learning. In the following, we will present the framework of FedSkip as well as its theoretical analysis.

1) Framework: The framework of FedSkip is illustrated in Fig. 2. For the local training step, FedSkip follows the similar procedure as FedAvg where clients receive a model from the server, update it on its private data and then submit the updated model to the server. When the server receives client models, FedSkip, however, has a more flexible step different from FedAvg. Specifically, we additionally introduce a skip stage $I_{skip}$ defined in eqn. (3) to denote the communication rounds where the server does not perform aggregation. As shown in Fig. 2, for $t \notin I_{skip}$, the server will aggregate all client models into a global model and distribute it to local clients as FedAvg. However, if the communication round $t \in I_{skip}$, the server will skip the aggregation and scatter these client models via shuffle to different clients in the next round. Consequently, at the beginning of the $t$-th round, the $k$-th client model that participates in the training will receive a different initialization according to the stage as shown in the following cases,

$$w^t_k \left\{ \begin{array}{ll} w^0_k, & t = 0 \\ w^{t-1}_k, & t \in I_{skip} \\ \sum_{k=1}^{K} P_k w^{t-1}_k, & \text{otherwise} \end{array} \right.$$  

(4)

| Method | CIFAR-10 | CIFAR-100 | SHAKESPEARE |
|--------|----------|-----------|-------------|
| Local Training | 0.4407   | 0.2264    | 0.3088      |
| Cross Training | 0.5756   | 0.6005    | 0.4530      |

TABLE I

A toy experiment on CIFAR-10, CIFAR-100 and SHAKESPEARE to compare the performance of “Local Training” and that of “Cross Training”. | 133 |
where \( \hat{w}_{k}^{t-1} \) is the \( k \)-th model in \( \{w_{1}^{t-1}, w_{2}^{t-1}, \ldots, w_{K}^{t-1}\} \) (the shuffle of \( \{w_{1}^{t-1}, w_{2}^{t-1}, \ldots, w_{K}^{t-1}\} \) and \( p_{k}^{t} \) is the proportion of the number of samples that the \( k \)-th local model cumulatively uses w.r.t the number of samples that all local models cumulatively use in one period of federated skip aggregation, formulated as follows,

\[
p_{k}^{t} = \frac{\sum_{n=t-\Delta}^{t} N_{kn}}{\sum_{k=1}^{K} \sum_{n=t-\Delta}^{t} N_{kn}}.
\]

Note that, \( N_{kn} \) is the sample number for the \( k \)-th model in round \( n \). Through eqn. (4), FedSkip enables the local model to access more than one client’s data for training, which improves the optimum of the local model in the heterogeneous environment. Moreover, the operation of skipping aggregation and shuffling local models periodically does not break privacy since it happens in the server and each local client do not know where its local model is from and whether it is an averaged model or the skipped model. This is the key difference of FedSkip from previous methods, a data-driven perspective instead of the optimization perspective [16], [18], [19].

In Algorithm 1, we give the complete training procedure of FedSkip. At the beginning, local models are initialized by the global model distributed to local clients. After training several epochs on local data as shown in eqn. (1), local models are submitted to the server. In the server, local models either perform the regular averaging (“Aggregation”) or skip aggregation (“Skip & Shuffle”) depending on the round \( t \).

**Algorithm 1 FedSkip**

**Input:** a set of \( K \) clients that participate into the training in each round, the initializing model weight \( w^{0} \), the learning rate \( \eta \), the maximal round \( T \), the local training epochs \( E \), the pre-defined skip aggregation stage \( I_{skip} \).

for \( t = 0, 1, \ldots, T-1 \) do

- on the server side

  randomly sample \( K \) clients to participate into the training.

  if \( t = 0 \) then

    \( \forall k, \ w_{k}^{0} \leftarrow w^{0} \).

  else if \( t \in I_{skip} \) then

    shuffle \( \{w_{1}^{t-1}, w_{2}^{t-1}, \ldots, w_{K}^{t-1}\} \) as

    \( \forall k, \ w_{k}^{t} \leftarrow \hat{w}_{k}^{t-1} \).

  else

    \[
p_{k}^{t} = \frac{\sum_{n=t-\Delta}^{t} N_{kn}}{\sum_{k=1}^{K} \sum_{n=t-\Delta}^{t} N_{kn}},
\]

    \( \forall k, \ w_{k}^{t} \leftarrow \frac{1}{p_{k}^{t}} \hat{w}_{k}^{t-1} \).

end if

- on the client side

  distribute each \( w_{k}^{t} \) to the corresponding \( k \)-th client.

  do in parallel for \( \forall k \in K \) clients

  for \( \tau = (t-1)E, (t-1)E+1, \ldots, tE-1 \) do

    sample a mini-batch \( b_{k}^{\tau} \) from the local dataset \( D_{k} \).

    \( w_{k}^{t} \leftarrow w_{k}^{t} - \eta \nabla F(b_{k}^{\tau}; w_{k}^{t}) \).

  end for

  submit \( w_{k}^{t} \) to the server.

end in parallel

end for

In this part, we will provide the theoretical analysis of FedSkip. Concretely, we first define several assumptions in Section IV-A, which follows similar conditions for FedAvg [29], [30]. We then provide the convergence guarantee of FedSkip in Section IV-B. The complete proof is given in the Appendix. Finally, we compare the time complexity and the space complexity of FedSkip and FedAvg in Section IV-C.
A. Notation and Assumptions

First, we make the assumptions on the loss functions $F_1, F_2, \cdots, F_N$ of all clients and their gradient functions $\nabla F_1, \nabla F_2, \cdots, \nabla F_N$. In Assumption 1, we characterize the smoothness and the convexity of each $F_k$. Assumption 2 bounds the variance and the norm of stochastic gradients. Here, we denote $\tau$ as the number of the accumulative local updates, $\|\nabla F_k(u) - \nabla F_k(v)\| \leq \frac{\mu}{2} \|u - v\|^2$.

**Assumption 1** (L-smooth and $\mu$-strongly convex) $F_1, \cdots, F_N$ are all L-smooth and $\mu$-strongly convex: for all $u$ and $v$, we have $\frac{\mu}{2} \|u - v\|^2 \leq F_k(u) - F_k(v) - (u - v)^T \nabla F_k(v)$.

**Assumption 2** (Bounded variance and norm of stochastic gradients). The variance and the expected squared norm of stochastic gradients are both bounded: for all $k = 1, \cdots, N$ and $\tau \mod E \neq 0$, we have $\mathbb{E} \left\| \nabla F_k(w_k^\tau, \xi_k^\tau) - \nabla F_k(w_k^\tau) \right\|^2 \leq \sigma_k^2$ and $\mathbb{E} \left\| \nabla F_k(w_k^\tau, \xi_k^\tau) \right\|^2 \leq G^2$.

B. Convergence Analysis

Before formalizing the convergence theorem of FedSkip, we predefined $T$ as the total updates performed on local models and $\Gamma = F^* - \sum_{k=1}^N p_k F_k^*$ is a measure of the non-IID degree [29], where $F^*$ and $F_k^*$ are the minimum values of $F$ and $F_k$, respectively. Then, based on the above assumptions, we have the following theorem (see the proof in the Appendix).

**Theorem 1.** Assume Assumptions 1 to 2 hold and $L, \mu, \sigma_k, G$ are defined therein. The learning rate $\eta_k$ is non-increasing, non-negative and satisfies $\eta_k \leq \frac{1}{\Gamma \mu}$. Then, FedSkip with the full device participation satisfies

$$\mathbb{E} \left\| w_t^{T+1} - w^* \right\|^2 \leq \frac{32}{\mu} (w^0 - w^*) \exp \left[ -\frac{\mu T}{2} \right] + \frac{36C}{\mu^2 T},$$

where

$$C = \sum_{k=1}^N p_k^2 \sigma_k^2 + 6L\Gamma + 8\Delta E^2 G^2.$$

Compared to the convergence analysis of FedAvg [15], Theorem 1 introduces two distinct changes. On one hand, it is possible to acquire a lower updates performed on local models and $\Gamma = F^* - \sum_{k=1}^N p_k F_k^*$ is a measure of the non-IID degree $\Gamma$, since federated skip aggregation allows the local models to access data of more clients for a stable estimation. On the other hand, it does not perform federated averaging as frequently as FedAvg due to the skip operation, which introduces a scalar $\Delta$ on the local training iteration number $E$. Although the two-fold effect together cannot guarantee an absolutely smaller $C$, the performance in Section V-B and Section V-C implicitly confirms that we actually achieve a better convergence rate.

C. Complexity Analysis

On the client side, FedSkip does not introduce any computation or storing cost compared with FedAvg, while methods including MOON, FedProx, FedDyn and SCAFFOLD require the extra calculation and space for previous models, especially MOON needs to compute the representations of the input by multiple times. On the server side, FedSkip is the same as FedAvg both in terms of time and space consumption in the communication round $t \notin \mathcal{I}_{\text{skip}}$. However, in the communication round $t \in \mathcal{I}_{\text{skip}}$, FedSkip is quite different from FedAvg. Specifically, in this case, FedSkip saves the computation time of aggregation but consumes the additional time to shuffle the received local models for scattering. Thus, their relation on time complexity is $O_{\text{FedAvg}} = O_{\text{FedSkip}} + \frac{\Delta}{2} T (S - A)$ where $O_{\text{FedAvg}}$ and $O_{\text{FedSkip}}$ represent the time complexity of FedSkip and FedAvg. $S$ and $A$ respectively denote the shuffle time and the aggregation time in one round, and $T$ is the maximal round. Although only FedNova of all baseline methods needs to additionally compute aggregation weights, the shuffle operation of FedSkip does not cause much computing overhead since it is random and does not need any tricks. In terms of the space complexity, since all approaches need to receive and distribute models, they can be approximately equal.

V. Experiments

A. Experimental Setup

1) Dataset: We leverage the popular CIFAR-10, CIFAR-100 [31], SYNTHETIC [32], SHAKESPEARE [1], [34] and FEMNIST [33], [35] in federated learning to conduct the experiments. Following [12], [12], [18], [22], [23], the Dirichlet sampling $p_{k,j} \sim \text{Dir}_N(\beta)$ is applied to generate the statistical heterogeneous partitions of CIFAR-10 and CIFAR-100, where $p_{k,j}$ denotes the probability of allocating a sample of label $k$ to client $j$. In Fig. 3, we divide CIFAR-10 into 10 clients and illustrate the statistics of the partitions under different $\beta$. Compared to $\beta = 1$ in Fig. 3(b), when $\beta$ becomes larger ($\beta = \infty$) or smaller ($\beta = 0.5$) as shown in Fig. 3(a) and 3(c), the data distributions of local clients are more even or more diverse. Based on the above strategy, CIFAR-10, CIFAR-100 are split into 10 clients, termed as P10, and all clients participate in the training in each communication round. Moreover, to compare the performance in the larger-scale of clients with the partial participation, we split them into 50 and 100 clients, denoted as P50 and P100 respectively. In each round, we randomly sample 20% of clients to simulate partial participation. Regarding the other three datasets, FEMNIST is a complex 62-class handwriting dataset and each client is one of the writers. SHAKESPEARE is the task of next-character prediction and each client represents a speaking role in the plays. SYNTHETIC is the task of five classes classification with one cluster and 60 features. We generate the three datasets by two steps: 1) generate a small-sized dataset of FEMNIST and full-sized datasets of SYNTHETIC and SHAKESPEARE with help of LEAF [33] (a benchmark for federated settings) and then 2) remove clients with less than 64 training samples (batch size of local training). After the two steps, we have 212, 180 and 660 clients of SYNTHETIC, FEMNIST and SHAKESPEARE respectively. In each round,
we randomly sample 10 clients. Please refer to LEAF [33] for more detailed information of the first step.

2) Implementation: we compare FedSkip with FedAvg [1] and several recent state-of-art methods including FedProx [16], SCAFFOLD [17], MOON [18], FedNova [19] and FedDyn [20]. To make a fair and comprehensive comparison, we utilize multiple model structures based on several previous studies. Concretely, for CIFAR-10 and CIFAR-100, we use a simple CNN as backbone while for CIFAR-100, ResNet-50 [36] is used as backbone referring to MOON [18] and the experimental study [12]. For SHAKESPEAR, we adopt two-layer LSTM classifier containing 100 hidden units with an 8D embedding layer according to FedProx [16] and LEAF [33]. The model of SYNTHETIC is the same as LEAF: a perceptron with sigmoid activations. The optimizer of all datasets and methods is SGD with a learning rate 0.01, the weight decay $1e-5$ and momentum 0.9. The batch size is set to 64 and the local updates are set to 10 epochs for all approaches. All methods are implemented in PyTorch [37].

B. Performance under IID vs. Non-IID

Following the aforementioned basic settings, we split CIFAR-10 and CIFAR-100 into 10 clients under both IID ($\beta = \infty$) and non-IID ($\beta = 1$ and $\beta = 0.5$) settings and compare FedSkip with baselines. Note that, FedProx, MOON and FedDyn have a hyper-parameter $\mu$ to respectively control the weight of the proximal term, the contrastive loss and the dynamic regularization. We follow [18] that for CIFAR-10 and CIFAR-100, $\mu$ of FedProx are chosen as 0.01 and $\mu$ of MOON are chosen as 5 and 1 respectively. For FedDyn, we search the best parameter 0.001 and 0.0001 from $\{0.01, 0.001, 0.0001, 0.00001\}$. For all approaches, the number of communication rounds is set to 200.

Table II shows the Top-1 classification performance of all methods on the test set under the IID scenario ($\beta = \infty$) and the non-IID scenario ($\beta = 1$ and $\beta = 0.5$). From the results, we can find that the degradation happens when the data becomes heterogeneous, i.e., from IID to non-IID. And the more heterogeneous the setting is, the worse the performance drops. Among all approaches under the IID or non-IID settings, FedSkip achieves the best performance, which confirms the benefit of routing local models to access more data.

C. Performance under Non-IID with Larger-Scale Clients, Real-world Scenarios and Partial Participation

In the previous section, we validate the FedSkip under 10 local clients, which is relatively small-scale. In this part, we increase the client numbers of CIFAR-10 and CIFAR-100 and add one synthetic dataset and two real-world datasets, namely SYNTHETIC, FEMNIST and SHAKESPEAR. CIFAR-10 and CIFAR-100 are divided into 50 (P50) and 100 (P100) clients under non-IID ($\beta = 0.5$) partitions and only 20% of clients are randomly sampled to participate in the training in each communication round. SYNTHETIC, FEMNIST and SHAKESPEAR have 212, 180 and 660 local clients and 10 of clients are randomly selected in each round. To guarantee the model to converge, we set the number of total communication rounds to 200 for FEMNIST, 200 for SHAKESPEAR, 1000 for SYNTHETIC, 800 for CIFAR-10 (P50, P100) and CIFAR-100 (P50), 1200 for CIFAR-100 (P100). Hyper-parameter $\mu$ of MOON and FedProx is set to 1 and 0.001 for all datasets and $\mu$ of FedDyn is set to 0.001, 0.0001 and 0.00001 for SYNTHETIC, FEMNIST and SHAKESPEAR respectively tuning from $\{0.00001, 0.0001, 0.001, 0.01, 0.1, 1, 10\}$. All other settings follow Section V-A and Section V-B.

Table III reports the test accuracy of all methods in the larger number of clients, partially participation and real world heterogeneity. In the experiments, SCAFFOLD fails when the number of clients increases to a large scale and MOON also fails to apply on SHAKESPEAR due to the LSTM backbone. Thus, we denote SCAFFOLD of all results and MOON of SHAKESPEAR as *.* From the results, our approach FedSkip significantly outperforms all other approaches with much higher accuracy on all datasets and partition strategies, especially 4.2% improvement vs. 1.2% of FedDyn for FEMNIST, 9.8% improvement vs. 6.6% of FedNova for CIFAR-100 (P50) and 10.5% improvement vs. 6.6% of FedNova for CIFAR-100 (P100). Besides, we can find that when the client number increases, the relative improvement of FedSkip becomes larger, which demonstrates the scalability of our method. In Fig. 4, we illustrate the test performance of each method in the whole training procedure. From the figure, FedSkip does not achieve the better performance in the first few rounds, but after the sufficient federated skip aggregation and federated averaging, it finally achieves the best results. This indicates although federated skip aggregation enables the client model to access more data in the local training, federated averaging for model aggregation is also critical in FedSkip.

D. On Communication Cost and Aggregation Efficiency

In addition to the comparison of the test accuracy, we count the communication rounds and aggregation times of all approaches when they reach the best accuracy of FedAvg.

TABLE II

| Method       | CIFAR-10 (P10) | CIFAR-100 (P10) |
|--------------|----------------|-----------------|
|              | $\beta = 1$    | $\beta = 0.5$  |
|              | $\beta = 1$    | $\beta = 0.5$  |
| FedAvg       | 0.7285         | 0.7021          | 0.6883          | 0.6711          | 0.6579          | 0.6563          |
| FedProx      | 0.7293         | 0.7132          | 0.6680          | 0.6695          | 0.6595          | 0.6537          |
| SCAFFOLD     | 0.7432         | 0.7113          | 0.7053          | 0.7127          | 0.7066          | 0.6991          |
| MOON         | 0.7307         | 0.7162          | 0.6932          | 0.6803          | 0.6798          | 0.6781          |
| FedNova      | 0.7354         | 0.7200          | 0.6703          | 0.6721          | 0.6601          | 0.6543          |
| FedDyn       | 0.7430         | 0.7328          | 0.6965          | 0.6783          | 0.6750          | 0.6717          |
| FedSkip(3)   | 0.7453         | 0.7322          | 0.7146          | 0.6908          | 0.6895          | 0.6805          |
| FedSkip(5)   | 0.7374         | 0.7357          | 0.7177          | 0.7106          | 0.7007          | 0.6971          |
| FedSkip(7)   | 0.7374         | 0.7355          | 0.7155          | 0.7287          | 0.7146          | 0.7174          |
| FedSkip(10)  | 0.7384         | 0.7368          | 0.7136          | 0.7317          | 0.7029          | 0.7015          |
(b) Non-IID ($\beta = 1$)  

(c) Non-IID ($\beta = 0.5$)  

Fig. 3. Visualization of the data distribution in local clients on CIFAR-10 (P10) based on Dirichlet sampling under IID ($\beta = \infty$), $\beta = 1$ and $\beta = 0.5$ (i.e., non-IID). Each grid reflects the number of samples of a client class. The darker the color is, the more samples it is allocated to the client.

TABLE III  

Accuracy of FedSkip and baselines on CIFAR-10, CIFAR-100, SYNTHETIC, FEMNIST and SHAKESPEARE. CIFAR-10 and CIFAR-100 are divided into 50 and 100 clients under non-IID ($\beta = 0.5$) partitions. FedSkip-\Delta means that we set FedSkip with the period $\Delta$ in eqn. (3). Besides, the best results of FedSkip are marked in bold and the best results of baselines are underlined, which are along with the improvement in subscript relative to FedAvg. We use * to denote the convergence failure of SCAFFOLD and the failure of applying MOON on SHAKESPEARE due to the LSTM backbone.

| Method   | SYNTHETIC (212,10) | FEMNIST (180,10) | SHAKESPEARE (660,10) | CIFAR-10 ($\beta = 0.5$) (50,10) | CIFAR-100 ($\beta = 0.5$) (50,10) |
|----------|-------------------|------------------|--------------------|-------------------------------|---------------------------------|
| FedAvg   | 0.9412            | 0.6347           | 0.5098             | 0.6821                        | 0.6669                          |
| FedProx  | 0.9394            | 0.6407           | 0.5081             | 0.6832                        | 0.6618                          |
| SCAFFOLD | *                 | *                | *                  | *                             | *                               |
| MOON     | 0.9417            | 0.6407           | *                  | 0.6970                        | 0.6710                          |
| FedNova  | 0.9472           | 0.6407           | 0.5216             | 0.6880                        | 0.6674                          |
| FedDyn   | 0.9459            | 0.6527           | 0.5181             | 0.6904                        | 0.6770                          |

* FedSkip-3 0.9481%↑ 0.6467 0.5217 0.6003 0.6805 0.6546 0.6615  
FedSkip-5 0.9394 0.6586 0.5155 0.6911 0.6765 0.6812 0.6859  
FedSkip-7 0.9410 0.6766 0.5220 0.6982 0.6790 0.6962 0.6971  
FedSkip-10 0.9450 0.6766 0.5220 0.6982 0.6790 0.6978 0.7002  

TABLE IV  

Number of aggregation times, communication rounds and the speedup of communication when reaching the best accuracy of FedAvg in federated learning on CIFAR-100 under four partition strategies. We use * to denote the convergence failure of SCAFFOLD. P10, P50 and P100 are used to denote the heterogeneous partition strategies as mentioned in Section V-A and $\Delta$ from FedSkip-\Delta denotes the skip period. Although FedSkip is not the best from the perspective of the communication cost, it is appropriately the second best to greatly reduce the communication cost of FedAvg.

| Method   | CIFAR-100 (P10, IID) | CIFAR-100 (P10) | CIFAR-100 (P50) | CIFAR-100 (P100) |
|----------|----------------------|-----------------|-----------------|------------------|
|          | Arrgr. Commu. Speedup | Arrgr. Commu. Speedup | Arrgr. Commu. Speedup | Arrgr. Commu. Speedup |
| FedAvg   | 200 200 1×           | 200 200 1×    | 800 800 1×     | 1200 1200 1×     |
| FedProx  | 248 248 0.81×        | 114 114 1.75× | 762 762 1.05×  | 1321 1321 0.91×  |
| SCAFFOLD | 24 24 8.33×          | 40 40 5.00×   | *               | *                |
| MOON     | 91 91 2.20×          | 48 48 4.17×   | 144 144 5.56×  | 187 187 6.42×    |
| FedNova  | 41 41 4.88×          | 65 65 3.08×   | 450 450 1.78×  | 651 651 1.84×    |
| FedDyn   | 109 109 1.83×        | 71 71 2.82×   | 435 435 1.84×  | 1104 1104 1.09×  |

FedSkip-3 11 33 6.06× 22 66 1.52× 77 231 3.46× 153 459 2.61×  
FedSkip-5 8 40 5.00× 12 60 3.33× 38 190 4.21× 90 450 2.67×  
FedSkip-7 6 42 4.76× 9 63 3.17× 27 189 4.23× 70 490 2.45×  
FedSkip-10 5 50 4.00× 8 80 2.50× 19 190 4.21× 53 530 2.26×  

on CIFAR-100 under different partitions. According to the results, FedSkip greatly reduces the communication cost of FedAvg, although it is generally the second best improvement among all approaches. Compared to the best cases, FedSkip requires slightly more communication rounds because it gives up the chances for the model aggregation when we make the model access data of more clients in the skip period. From the empirical observation in Fig. 4, the model aggregation is also critical and necessary to achieve faster convergence, especially in the early stage of FedSkip. However, in terms of
the truly effective aggregation times that are computed by the communication rounds to divide the skip period, our method is the most efficient. This indicates in the same aggregation stage, our method is more efficient and local models from FedSkip are in the better conditions compared with all other approaches since it is trained on more local data.

E. Ablation Study: The Sensitivity of $\Delta$

In this section, we explore the impact of $\Delta$ on the performance of FedSkip with different clients (P10 and P50) and different statistical heterogeneity ($\beta = 0.5$ and 0.1). All experiments reported are under the same setting as in the previous sections. In Fig. 5(a) and 5(b), we present the best test accuracy of FedSkip with different $\Delta$ and $\beta$ on CIFAR-100 (P10) and CIFAR-100 (P50). From the curves, we can see that the performance of the less heterogeneous data is relatively stable with different $\Delta$. However, in the more heterogeneous case ($\beta = 0.1$), too large $\Delta$ induces the performance degeneration. This means in more heterogeneous environments, compared to only focusing on accessing more data, the more frequent model aggregation combined with federated skip aggregation is also important to boost the final performance. In Fig. 5(c) and 5(d), we show the best test accuracy of FedSkip with different $\Delta$ and local clients (P10, P50, P100) on CIFAR-10 and CIFAR-100 ($\beta = 0.5$). From the figures, we can find that different datasets demonstrate different preferences on $\Delta$ with different local clients. On CIFAR-10, it exhibits the decreasing performance with larger $\Delta$ while on CIFAR-100, it is still stable even when $\Delta = 15$ and 20.

VI. CONCLUSION

In this work, we are motivated by an observation on the client drift of federated learning under different heterogeneous scenarios and propose a new method FedSkip to combat the statistical heterogeneity. The intuition behind FedSkip is to
make the local models see more clients’ data without knowing their improved, so that the optima of client models are improved. Different from the previous method in the optimization perspective, FedSkip is totally data-driven without requiring the auxiliary terms to calibrate the learning bias or the objective inconsistency, but just with an effective federated skip aggregation (shuffle & scatter the client models). Extensive experiments show that FedSkip achieves significant improvements on FedAvg under the non-IID settings and outperforms a range of state-of-the-art methods with high communication efficiency and aggregation efficiency. In the future, it is worthwhile to explore more comprehensive combinations between federated learning methods and federated skip aggregation.
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APPENDIX

The supplementary material provides the proof of the Theorem 1.

A. Additional notations

Here we rewrite the local training by total local updates τ,

\[ v^*_k = w^* - \eta \nabla F_k^l(b_k^*; w^*) \]

\[ w^*_k = \begin{cases} 
    w^*_0, & \tau = 0 \\
    \frac{1}{p_k} \sum_{k=1}^{N} p_k v^*_k, & \tau \mod E \neq 0 \\
    \frac{1}{p_k} \sum_{k=1}^{N} p_k v^*_k, & \tau \mod E \Delta = 0 
\end{cases} \]

We define \( \mathbf{w}^\tau = \sum_{k=1}^{N} p_k \mathbf{w}^*_k \) and \( \mathbf{v}^\tau = \sum_{k=1}^{N} p_k \mathbf{v}^*_k \). They satisfy

\[ \mathbf{w}^{\tau+1} = \mathbf{w}^\tau - \eta \nabla \mathbf{v}^\tau \]

\[ \mathbf{v}^{\tau+1} = \mathbf{v}^\tau \]

where \( g^\tau = \sum_{k=1}^{N} p_k \nabla F_k^l(w^*_k, b^*_k), \mathbf{g}^\tau = \mathbf{g}^\tau \) and \( \mathbf{g}^\tau = \sum_{k=1}^{N} \mathbf{v}^*_k \).

B. Proof of Theorem 1

Before proof our theorem, we first give some key lemmas that used as intermediate results. Lemma 1, 2 have already been proved [29] and the Lemma 4 is a math tool [38]. So we only give the proof of the Lemma 3 in the APPENDIX C.

Lemma 1 (Results of one step SGD). Assume Assumption 1 holds. If \( \eta \leq \frac{1}{\mu \Gamma} \), we have

\[ \mathbb{E} \| \mathbf{w}^{\tau+1} - \mathbf{w}^\tau \|^2 \leq (1 - \eta \mu) \mathbb{E} \| \mathbf{w}^{\tau} - \mathbf{w}^* \|^2 + 6 \eta \Gamma \]

where \( \Gamma = F^* - \sum_{k=1}^{N} p_k F^l \geq 0. \)

Lemma 2 (Bounding the variance). Assume Assumption 2 holds. It follows that

\[ \mathbb{E} \| \mathbf{g}^\tau - \mathbf{g}^\tau \|^2 \leq \mathbb{E} \sum_{k=1}^{N} p_k \| \mathbf{w}^{\tau} - \mathbf{w}^*_k \|^2 \]

Lemma 3 (Bounding the divergence of \( \{ \mathbf{w}^*_k \} \)). Assume Assumption 2, that \( \eta \tau \) is non-increasing and \( \eta \tau \leq 2 \eta \tau + \Delta E \) for all \( \tau \geq 0. \) It follows that

\[ \mathbb{E} \sum_{k=1}^{N} \eta_k \| \mathbf{w}^\tau - \mathbf{w}^*_k \|^2 \leq 4 \Delta \eta^2 E^2 G^2 \]

Lemma 4 (Math tool from Stich [30], [38]). Assume there are two non-negative sequences \( \{ r^\tau \}, \{ s^\tau \} \) that satisfy the relation

\[ r^\tau+1 \leq (1 - a r^\tau) r^\tau - b \eta r^\tau s^\tau + c \]

for all \( \tau \geq 0 \) and for parameters \( b > 0, a > 0, c > 0 \) and non-negative step sizes \( \{ r^\tau \} \) with \( r^\tau \leq \frac{1}{d} \) for a parameter \( d \geq a, d > 0. \) Then, there exists weights \( \omega^\tau \geq 0, W_T := \sum_{\tau=0}^{T} \omega^\tau, \) such that:

\[ \frac{b}{W_T} \sum_{\tau=0}^{T} s^\tau \omega^\tau a r^\tau \leq 32 d r_0 \exp \left( - \frac{a T}{2 d} \right) + 36 c \frac{a T}{d} \]

From Lemma 1, Lemma 2, Lemma 3 and the fact that \( \mathbf{w}^{\tau+1} = \mathbf{v}^{\tau+1} \), it follows

\[ \mathbb{E} \| \mathbf{w}^{\tau+1} - \mathbf{w}^\tau \|^2 \leq (1 - \eta \mu) \mathbb{E} \| \mathbf{w}^\tau - \mathbf{w}^* \|^2 + \eta^2 C \]

where

\[ C = \sum_{k=1}^{N} p_k^2 \sigma_k^2 + 6 \Gamma \Delta E^2 G^2. \]

Let \( r^\tau = \mathbb{E} \| \mathbf{w}^\tau - \mathbf{w}^* \|^2. \) We have

\[ r^\tau+1 \leq (1 - \eta \mu) r^\tau + \eta^2 C. \]

By setting \( s^\tau = 0, a = \mu, c = C, \gamma^2 = \gamma^2, d = 1, \) we can obtain from Lemma 4:

\[ \mathbb{E} \| \mathbf{w}^{\tau+1} - \mathbf{w}^* \|^2 \leq \frac{32}{\mu} (\mathbf{w}^0 - \mathbf{w}^*) \exp \left( - \frac{\mu T}{2} \right) + \frac{36 \mu}{\mu^2 T}. \]

Here we complete the proof.

C. Proof of lemma 3

For the convenience of the proof, we define \( \tau_0 = \tau \mod (E + \Delta) \) is the local updates that nearest to the last aggregation and \( \tau_1, \tau_2, \ldots, \tau_{s} \) are the local updates that satisfy \( \tau_s = \tau_0 + s \Delta \), \( \tau_0 < s \Delta \leq \tau \) and \( \tau_0 + (s + 1) \Delta \geq \tau \), where \( \Delta \) is the number of skip between two aggregations. Therefore, for any \( \tau \geq 0, \) there exists a \( \tau_0 \leq \tau, \) such that \( \tau - \tau_0 \leq \Delta \) and \( \mathbf{w}^\tau_k = \mathbf{w}^\tau \) for all \( k = 1, 2, \ldots, N. \) Also, we use the fact that \( \eta \tau \) is non-increasing and assume \( \eta \tau \leq 2 \eta \tau \) for all \( \tau \geq 0 \), then

\[ \mathbb{E} \sum_{k=1}^{N} p_k \| \mathbf{w}^\tau - \mathbf{w}^*_k \|^2 \]

\[ = \mathbb{E} \sum_{k=1}^{N} p_k \| (\mathbf{w}^\tau_k - \mathbf{w}^*_{\tau_0}) - (\mathbf{w}^\tau - \mathbf{w}^*_{\tau_0}) \|^2 \]

\[ \leq \mathbb{E} \sum_{k=1}^{N} p_k \| \mathbf{w}^\tau - \mathbf{w}^*_{\tau_0} \|^2 \]

\[ = \mathbb{E} \sum_{k=1}^{N} p_k \| \mathbf{w}^\tau_k - \mathbf{w}^*_{\tau_0}, \ldots, (\mathbf{w}^{\tau} - \mathbf{w}^*_{\tau_0}) \|^2 \]

\[ \leq \mathbb{E} \sum_{k=1}^{N} p_k \| \| (\mathbf{w}^\tau_k - \mathbf{w}^*_{\tau_0}) \|^2 + \ldots + (\mathbf{w}^{\tau} - \mathbf{w}^*_{\tau_0}) \| \|^2 \]

\[ \leq \mathbb{E} \sum_{k=1}^{N} p_k G^2 (\tau - \tau_0)^2 \eta^2 + (\tau - \tau_0)^2 \eta^2 - \ldots - (\tau_1 - \tau_0)^2 \eta^2 \]

\[ \leq 4 \Delta \eta^2 E^2 G^2. \]

Here in the first inequality, we use \( \mathbb{E} \| X - \mathbb{E} X \|^2 \leq \mathbb{E} \| X \|^2 \) where \( X = \mathbf{w}^\tau_k - \mathbf{w}^*_{\tau_0} \) with probability \( p_k. \) In the second inequality, we use \( \| a_1 + a_2 + \ldots + a_n \|^2 \leq a_1^2 + a_2^2 + \ldots + a_n^2. \) In the third inequality, we use \( \mathbb{E} \| \nabla F_k^l (\mathbf{w}^\tau_k, b^*_k) \|^2 \leq G^2 \) for \( k = 1, 2, \ldots N \) and \( \tau \geq 1 \) and Jensen inequality:

\[ \| \mathbf{w}^\tau - \mathbf{w}^* \|^2 \leq \frac{32}{\mu} (\mathbf{w}^0 - \mathbf{w}^*) \exp \left( - \frac{\mu T}{2} \right) + \frac{36 \mu}{\mu^2 T}. \]

In the second last inequality, we use \( \eta \tau \leq 2 \eta \tau \) for all \( \tau \geq 0 \).