Fisheries forecasting, physical approach comparison between regression and autoregressive integrated moving average (ARIMA)
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Abstract. Empowerment of fishery resources requires analysis of forecasting results as an effort to maintain sustainability and human needs. Forecasting is an approach to predicting based on past facts, which is expected to be used as a decision support system. However, there are problems with the accuracy. In this study, we compare the regression method with ARIMA to find out which method can be used as the most appropriate choice in fisheries forecasting with physical benchmarks (seasonal and climate). We conduct a systematic literature study on various studies with the theme of fisheries forecasting. The search focuses on studies with the main criteria in the form of an explicit discussion of the basic forecasting methods and literature on marine physical influences. Then define a search method by combining fishery stocks or landings against forecasting with marine physical features optionally using PRISMA. The results show that the ARIMA models have a better fair value and accuracy than the regression because the ARIMA model captures the history of data autocorrelation and extrapolates it to the forecasting framework that will be carried out. Hence, it is most suitable for use with additional marine physical variability.
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1. Introduction
Empowerment of fisheries resources is all activities that make fisheries a resource, including management or capture activities [1]. The empowerment of fishery resources is based on market needs, which leads to processing and consumption needs [2]. In fisheries resources, the influence of environment and management are the main factors in the availability of fishery resources [3,4].

The empowerment of fishery resources is increasing rapidly in line with the growth of the human population globally or regionally [2]. Ideally, every resource empowerment will coexist with good management to support sustainability [4,5]. There are many benefits to conducting management that considers ecosystems and sustainability a minimum standard orientation [3]. Business perspective, management is an attempt to increase the period of operational period of fishing operations while at the same time ensuring the availability of resources as the primary raw material. Ecologically, this is a step to avoid scarcity, leading to an imbalance of nature [4–6].

Apart from the benefits provided, fisheries management must be supported by various decision support systems. One of which is an estimate to forecast future availability, this is aimed at increasing the carrying capacity to produce the right decisions. However, the inaccuracy of the forecasting carried out is commonplace. This is a representation of the seriousness of data collection and processing to the commitment to consider ecosystems and sustainability [4].

Fishery resources come from an environment with specific physical characteristics. These physical factors play a major role as variables that affect the existence of a fishery resource [5]. Thus marine
physical variables can be measured and projected to support forecasting. In addition, high-accuracy forecasting could be the main answer to increase the carrying capacity for accurate decisions. Apart from the accuracy of data sources that adequately represent reality to the commitment to use forecasting results, various studies have shown how this forecasting has always experienced significant development [6,7]. Starting from the simplest to the most advanced forecasting process where physical variables support fish living ecosystems in an open environment are included to represent the state of reality in the calculations used [7].

2. Methods
For a comprehensive understanding, we systematically conducted literature studies and literature reviews on various studies of fisheries forecasting. This research focuses on studies with the main criteria explicitly discussing the basic forecasting methods and literature on marine physical influences.
Then defined the search method by optionally combined fishery stocks or fish landing with the forecasts with marine physical features. With these advantages coupled with wide acceptance, we used PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [8]. The literature search was carried out on Google Scholar (figure 1), with a publication range between 2000 to 2020 with keyword criteria:

1. Fisheries AND (stock OR catch)
2. Statistic AND forecasting AND (accuracy OR assessment)
3. Forecasting AND (physical OR seasonal OR climate)
4. (Fisheries OR catch OR stock) AND (forecasting OR physical OR seasonal OR climate)

Fisheries forecasting techniques

In general, forecasting in capture fisheries estimated the amount of fishery availability in the environment for the future [9]. The calculation assumptions were taken from the number of catches to various environmental variables [4]. In general, the forecasting could be divided into two-stage: First we must Mapping the data used, any differences in characteristics and variability will result in a different representation. And then we need to determine the forecasting method, the suitability of the variability and character of the data held with the method used is the key to the expected accuracy of the data.

After the initialised two stages, each will entered each processing with different processing techniques. In forecasting, how confident or accurate the forecasting has been a game-changer [10]. As is well known, marine monitoring is the most expensive monitoring activity [8, 11, 12]. This lack was the main factor in raising the value of assumptions in various forecasting methods. This lack was not strange and familiar, considering that fish was still an unmeasurable resource, so forecasting methods would continue to develop to meet needs and reduce uncertainty.

2.1. Regression

Regression is a statistical method divided into two: regression, which was commonly used for forecasting, and regression, which is commonly used to determine the relationship between variables [13]. In general, linear regression is divided into six simple linear regression, multiple linear, logistic, ordinal, multinominal, and discriminant analyses [14]. However, linear regression is an approach that could only be used to analyse one variable.

In fisheries forecasting, techniques with linear regression are quite rare. This was because the number of variables that can be used is not more than one. This is contrary to the many environmental variables that could affect fishery resources. Which is highly recommended to build knowledge of any factors affecting fishery resources and include these variables in the calculations [15–18]. Several variables can be used, and the most suitable regression method for using more than one variable is multiple linear regression (MLR) [20,21]. MLR is a statistical method for predicting the main and explanatory variables by modelling the linearity of the relationship between the x (independent) and y (bound) variables [19]. With the basic MLR formula:

\[
\beta = \beta_0 + \beta_1x_1 + \cdots + \beta_mx_m + \varepsilon
\]  

(1)

With matrix equations:

\[
\beta = (X^TX)^{-1}X^Ty \text{ where } \beta = \begin{bmatrix} \beta_0 \\ \vdots \\ \beta_n \end{bmatrix}, X = \begin{bmatrix} 1 & X_{12} & \cdots & X_{1m} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & X_{n1} & \cdots & X_{nm} \end{bmatrix}, Y = \begin{bmatrix} Y_1 \\ \vdots \\ Y_n \end{bmatrix}
\]

(2)

2.2. Auto-regressive integrated moving average

In various recent literature, many forecasting models estimated the number of fish catch per unit and fish stocks, such as regression, ARIMA model, fuzzy method, and Artificial Neural Networks (ANN). ARIMA was a forecasting approach that was most in demand by various researchers, generally in analysing scholastic time series modelling. This method was developed and can be used to answer the
need to increase the accuracy of fisheries forecasting with its statistical advantages that could provide systematic searches at every stage, including (identification, estimation, and inspection). In this paper, the author only discussed the ARIMA model, which was used to perform forecasting quickly. It was intended to meet the accuracy needs that were built on the ARIMA model itself. With the ARIMA model formula as follows [20]:

\[
(1 - n_1 B^p)(1 - N_1 B^p)(1 - B^d)(1 - B^q)X_t = (1 - u_1 B^q)(1 - U_1 B^q)e_t
\]  

(3)

Where:
- \(X_t\) = the value at time \(t\)
- \(B^p\) = backwards shift operator for which \(B^p X = X_{t=p}\)
- \(n_1, N_1, u_1, and U_1\) = arithmetic coefficients
- \(e_t\) = error term at time \(t\)

Furthermore, it was referred to as:

\[
ARIMA(p, d, q)(P, D, Q)^S
\]  

(4)

\(p\) = order of autoregressive term (AR term)
\(d\) = degree of differencing involved to achieve stationarity (1 term)
\(q\) = order of moving average term (MA term)
\(S\) = seasonality (number of periods per season)
\(P, D, Q\) = seasonal terms corresponding to \(p, d, q\) respectively

The auto-regressive integrated moving average was a model built assuming that the combination of time series was linear and stationary. This linearity refers to the error value [21]. This means that this model could not tolerate linear and stationary changes in variables in periodic variations in the time-series observations. This limitation then becomes the ARIMA model, which was generally per season [22–25] and was based on other parameters that had variable determinations in them.

This model is widely relied on in fisheries forecasting due to the capability to forecast a species with different behaviour and biological characteristics. The ARIMA model had an immense superiority compared to the forecasting method with regression [21]. The ARIMA model had undergone various developments according to needs, including the accuracy improvisation proposed by Ani Shabri [26]. The ARIMA combined empirical mode decomposition with clusterisation. Then ARIMA model was applied to capture fisheries forecasting with data objects in the form of the number of catches landed. The results which reduce the amount of error in the root mean square error (RMSE), mean absolute error (MAE) and \(r^2\).

Then Aquino et al. [21] combined ARIMA and ANN models to predict fish landing volumes with improved forecasting quality. Improvisation of the ARIMA model was still fundamental shortcomings that cannot tolerate the presence of non-linear and non-stationary variables. Which are certainly not following the reality of fish habitats that play a significant role in changes in landing quantity and fish stock quantity in nature.

2.3. Physical forecasting extension

The development of forecasting is the development of calculation methods based on statistical science. So far, no forecasting model has really been developed for the specific purpose of forecasting with limited variables. All forecasting methods allowed the use of any variable. Its characteristics were needed to meet the needs of accuracy. The urgency of the involvement of variables that represented the actual situation presented an extension option to add a separate extension function into the appropriate forecasting method. General fishing variables such as the number of catches can be juxtaposed with variables that affect the environment.
2.3.1. Seasonal forecasting. Linearity and stationarity of variables that provided limited variability of forecasting time do reduce the percentage of actual reality. However, it should be realised that eliminating time constraints means increasing complexity and could even add objects of observation to predict the situation. As a result, the non-linear and non-stationary natural factors must be predicted to improve and provides an accuracy advantage over calculations that rely on linear and stationary variables. Considered that natural changes could not be predicted with certainty, it was likely to reduce accuracy if forecasting is based on variables that were not sufficiently representative of the actual situation. Therefore, a more accurate forecast remains based on seasonal forecasting, which did not require the variability of marine physical forecasting. However, this could be overcome by using reliable forecasting data from marine physics. Thus, a field fact could not be ignored, given the importance of using controllable and measurable variables in the forecasting process [31–33].

Seasonal forecasting was a forecasting approach with seasonal marine physical variables. Forecasting variables included temperature (sea temperature and air temperature), salinity (rain), and other factors tailored to the needs. The selected two main variables, namely temperature and salinity, are based on the impact of the growth rate on the predicted fish objects [30-31].

This forecasting was the development of an existing forecasting method, with extensive properties built from the dynamics of the ocean's physical properties. By its environment, accuracy was still influenced by the statistical method used. Thus, it was possible to compare this seasonal forecasting with the other autoregressive model [36-38]. With the presence of a field approach, this extensional method was a process that improved analytical performance. It could be helpful from a business perspective with its ability to reduce risk.

2.3.2. Climate forecasting. Climate forecasting was an external forecasting method that could provide long-term measurable information. The physical properties of the sea are divided into seasonal and climate-based, both of which were marine physical variables that had similarities and trends with their respective characteristics. The differences would be linear with time units, and information details could be adjusted to the scope of the objectives of forecasting time. Forecasting with a long time could use climate forecasting to describe the situation roughly. So that a thorough knowledge of climate change was necessary because limited knowledge would lead to wrong forecasts, especially deliberately ignoring a variable in climate [35].

Climate change could be used as a forecasting variable in marine physics due to the impacts given in the form of changes in temperature, wind speed, and direction, accumulation of CO₂ to increase in ocean acidity [36-37]. This factor was a physical variable that had a powerful influence on the availability of fish globally or in a particular aquatic environment [38]. With more measurable, linear, and stationary changes, climate forecasting is present as a solution for long-term forecasting that demands sustainability values [39].

3. Result and discussion

literature identification of studies via google scholar. Then we separated the non-English literature and sorted it by relevance, so we have found 1000 articles. In the second sorting, we screened the relevance of titles, abstracts, keywords, duplicate articles, and articles with a publication year after 2011. So that in this second selection, 443 articles were obtained for full-text reading and analysis. Publications that produce certain results but do not include analysis of the models and variables that influence and are used to obtain these results are also included in excluded articles. Only 78 publications (7.8% of all articles screened) support the analysis results in this paper.

ARIMA is a time series forecasting method requiring data to meet linearity and stationarity, which can technically predict historical data and have high accuracy in time series forecasting. However, if ARIMA is used for an extended period, it will produce flat forecasting. In contrast, linear regression is used to determine the effect of one or several variables—linear regression analyses by forming a linear equation and then using the equation to predict. However, linear regression cannot show the saturation point of the function on a variable, so there is an error in making a forecast and the possibility of
multicollinearity in the independent variables, which consequently the independent variables are unable to explain the dependent variables.

Each model of the forecasting approach in this study has its unique value. Then, is the prediction using forecasting with a correlation between variables. Despite many recent advances, fisheries science still does not recognise an effective way to identify appropriate conditioning options, so the probability distribution calculated for management purposes is not sufficiently representative of the actual probabilities in the environment [35,40].

The MLR approach has a high fitting value in fitting models because the variability used in the modelling is explicit. The MLR is inversely proportional to ARIMA, which is a dynamic and hyper-regressive approach. In contrast, the approach uses physical variability, namely seasonal and climate, not so relevant to the fitting models needed. Generally, the three methods are part of the variability that is an extension of the ARIMA model. In contrast, in terms of determining accuracy, the ARIMA approach is far superior to the MLR method because the ARIMA model captures the history of autocorrelation of data and extrapolates it to the forecasting framework that will be carried out. as a result the ARIMA approach to usually outperform other methods because other methods do not have the ability and value to measure autocorrelation and extrapolate it like the ARIMA model. The ARIMA model approach assumes that the time series is a linear combination of its past value and the current and past values of the error term, unlike the MLR method, which only takes the time series value as an independent variable entity.

4. Conclusion

Forecasting that only relies on correlations between variables is not enough to represent fishery stocks in real terms, especially methods that rely on correlation are not suitable for forecasting time series. So, that when compared to MLR with ARIMA, the ARIMA model is very superior in terms of input variability, dynamics, and accuracy.

Therefore, it can be concluded that increased focus should be placed on the careful examination and examination of decisions made during the analysis. More attention should be paid to examining the sensitivity of models or forecasting methods to alternative assumptions such as ocean physical variability and model structure. An approach to uncertainty in forecasting fishery values must consider the sensitivity and use the method or model with the most effective approach. The use of decision tables or simulation of management procedures so that testing can be carried out correctly when it will be applied to support decisions. In addition, it is necessary to know the fair value and accuracy of the correlation approach that will be used in forecasting. Because of that it is very crucial to get optimal forecasting results with high fitting value and good accuracy.
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