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Abstract: This research work proposes a novel approach to estimate probabilities of availability states of the energy transfer network in marine energy conversion subsystems, using Bayesian Networks (BNs). The logical interrelationships between units at different level in this network can be understood through qualitative system analysis, which then can be modeled by the fault tree (FT). The FT can be mapped to a corresponding BN, and the condition probabilities of nodes can be determined based on the logic structure. A case study was performed to demonstrate how the mapping is implemented, and the probabilities of availability states were estimated. The results give the probability of each availability state as a function of time, which serves as a basis for choosing the optimal design solution.
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1. Introduction

Marine energy, as a resource of clean energy, is expected to have a role in cutting global carbon emissions over the next few decades [1]. Over €600 million have been invested by the private sector over the last seven years, and this is set to increase further, provided that there are favorable conditions for the development of these devices [2]. Marine energy has seen the potential to compete with the traditional fossil fuels [3–5].

However, marine energy has not been commercialized due to design-stage and operation-stage challenges. A robust and reliable design has been a target of the marine energy industry. The study regarding the availability of marine energy systems has been a hot research topic over the past a few years. Availability is a measure of how long time a system/subsystem normally work. For the energy transfer subsystem, availability is directly linked to the power production. Higher mean availability indicates less maintenance-related costs in the lifetime, which is the final target of the owners. Time-based availability, defined as the ratio of the uptime to the design lifetime, was studied for this paper. See Section 2 for more details.

Marine energy systems are able to function with reduced energy transmission capacity, and only a complete system failure will terminate energy transmission altogether. However, the owner will lose revenue if the capacity of the system is reduced; thus, the owner is interested in the availability of the system.

The marine energy system can be divided into four subsystems, according to the primary design standard for marine energy system, IEC 62600-2 [6], as shown in Figure 1. The structural subsystem refers to the mooring lines and anchors. The mechanical subsystem is composed of the power take-offs and other accessories. The most critical subassembly in the mechanical subsystem refers to the power take-offs. The control subsystem generally refers to the circuits integrated into the undersea...
substations and the offshore substation. The electrical subsystem, called the energy transfer subsystem in this paper, is the target which availability is estimated for.

![Figure 1. Illustration of static Bayesian Network (BN).](image)

With the aim to assess the system availability, a qualitative system analysis can be performed to clearly define the hierarchy based upon the domain knowledge. A fault tree (FT), as a traditional system failure analysis tool, can be further constructed based upon such a hierarchy. A FT is a straightforward approach to estimate the failure probabilities of the top event and the intermediate events. However, new information (e.g., observations) reflecting the system operation states can hardly be integrated into the FT to update failure probabilities. To address this inadequacy, Bayesian Network (BN) has been used as a substitute of FT over the past two decades. In nature, a BN can perform the same qualitative analysis as a FT. Besides, an advantage of a BN over a FT is that: new information can be easily integrated to the BN as observations (called evidences in some textbooks) to obtain the posterior failure probabilities. A BN model can be constructed through either the subjective experience or mapping from an existing FT. In this study, the latter approach will be used.

Compared to such industries as oil & gas, petroleum refinery, and wind energy, the marine energy is a new industry. There have been few research works regarding the availability of the marine energy conversion systems. Therefore, the following literature review only covers the research development in the aforementioned mature industries. The applications of BN models to availability assessment will be the focus in the literature review.

Bobbioa et al. [7] proposed an algorithm to convert a FT into a BN and it was shown that how the results obtained from a FT analysis can be cast in the BN setting and compared the two methodologies through some examples in order to show BN as a powerful candidate for dependency analyses. Khakzad et al. [8] used a very similar mapping algorithm and compared the two methodologies through a simple accident scenario in a gas process facility to show the advantages of BN over FT in terms of reasoning and uncertainty handling. Zakarya et al. [9] employed a hybrid of FT and BN converted from this FT based upon the same mapping algorithm to do the failure diagnosis of safety instrumented systems. FT analysis is used to identify all combinations of failure which can lead to dangerous failures. Wu et al. [10] attempted to use the BN techniques to address the potential uncertainty and randomness underlying the safety management in tunnel construction. In structural learning of BN, they converted the logic gates in FT to the corresponding directed edges in the BN model by using the mapping algorithm proposed by Bobbioa et al. [7]. Wang et al. [11] established the FT for the subsea Christmas tree and mapped it to the corresponding BN and assessed the reliability and availability of the subsea Christmas tree for two design solutions. Amin et al. [12] constructed a dynamic BN based upon a five-step safety assessment methodology and used this dynamic BN to assess the availability of both the fire alarm and steam generation systems. Jiang et al. [13] presented a systemic approach to evaluate the reliability and availability for the onboard system based on dynamic BN, with taking into account dynamic failure behaviors, imperfect coverage factors, and temporal effects in the operational phase.

The objective of this paper was to estimate the probability distribution of the availability as a function of time for the marine energy transfer subsystem. The methodology can be summarized as follows:

- Obtain the organization of the energy transfer subsystem and establish the logical interrelationship between the units at all levels in this subsystem, through a qualitative system analysis.
• A traditional FT is constructed based upon the hierarchical structure obtained from the system analysis and is mapped to the corresponding BN model; with consideration of the time-dependent state variations of basic components, the BN model should be extended to a dynamic BN model.

• Generally, the time of failure (TTF) of electrical components, e.g., cables, connectors, follows the exponential distribution. The TTF of basic components can be simulated based upon the fundamental assumptions that the failures of different basic components are statistically independent and the TTF follows the exponential distribution.

• The TTF of the energy transfer subsystem is estimated based upon the logic dependencies in the hierarchy and the TTFs of the basic components.

• The simulated TTFs, considered observations (evidences), can through a discretization of time be inserted into corresponding time slices (a time slice refers to a time interval considered in a dynamic BN, e.g., 1 day, 1 week, 1 month, 1 year, etc.). The probabilities of different states of the units at different level in the system can be calculated, with these observations taken into account. The information of these observations is kept or propagates from the time the failures occur to the time the failed components are replaced. See Section 7.5 for more details.

• Decision rules are defined according to the energy loss in the energy transfer subsystem. The mean availability corresponding to these decision rules are calculated and compared to choose the optimal one which gives the highest availability during the design lifetime.

This paper is outlined as follows. In Section 2, the way the availability is calculated for the energy transfer subsystem is presented. In Section 3, the fundamental theory of BN will be briefly reviewed. The mapping from a FT to a BN model will be detailed. In Section 4, the application of qualitative system analysis is presented. In Section 5, the approach of simulating failures of basic components is presented. In Section 6, the design rules are presented. In Section 7, a case study is performed, considering an actual design scenario. Section 7 concludes the analysis findings and recommends the promising research work in the future.

2. Availability of Energy Transfer Subsystem

The generic definition of availability is the probability that a system or component is performing its required function at a given point in time or over a stated period of time when operated and maintained in a prescribed manner [14]. The states of the energy transfer subsystem (referred to as subsystem in the following part of this section) highly depend upon the working conditions of the subassemblies and basic components. The influence of failures and repairs of basic components should be taken into account in calculating availability. For the sake of engineering application, this study proposes a concrete approach to define the availability. With no loss of generality, a subsystem is composed of \(N\) energy converters. The subsystem has a total of \((N + 1)\) possible states, i.e., State 0, 1, \(\ldots\), \(N\). State 0 represents the shut-down state, i.e., no electricity generated. State \(N\) represents that the subsystem works under a fully-rated condition (100% electricity exported). States 1~(\(N-1\)) represent \((N - 1)/N\), \((N - 2)/N\), \(\ldots\), 1/\(N\) loss of the full electricity export capacity. At a given time, the availability is an expectation of possible states of electricity export. The formula for calculating the availability is given in Equation (1).

\[
\text{Availability} = \sum_{i=0}^{N} P_i \frac{i}{N}
\] (1)

where \(P_i\) denotes the probability that the energy transfer subsystem is at state \(i\). \(i/N\) denotes the ratio of the actual electricity exported from the subsystem to the full electricity export capacity. Generally, the unit of availability should be converted to percentage.

In a dynamic BN model, the evolution of probabilities of the subsystem states between time slices can be simulated. Availability should be calculated in each time slice. With the temporal property considered, Equation (1) can be further extended, as expressed in Equation (2).

\[
\text{Availability}(t) = \sum_{i=0}^{N} P_i(t) \frac{i}{N}
\] (2)
where \( t \) represents the temporal variable, i.e., time slice. \( P_i(t) \) denotes the probability that the energy transfer subsystem is at state \( i \) in time slice \( t \).

### 3. Mapping Fault Trees to Bayesian Networks

#### 3.1. A Brief Review of Bayesian Network

A BN represents and reasons about an unknown domain in which the random variables are represented by nodes and the logic dependencies between these variables are represented by directed arcs \([15,16]\). There is a numerical model behind the graphic representation, which quantifies the dependencies through conditional probabilities.

Directed acyclic graph (DAG) and conditional probability table (CPT) are two important terminologies in BNs. A DAG represents the relationships of probabilistic dependence between the stochastic variables in a system in a qualitative manner. A CPT quantifies the probabilistic dependence between the parent node(s) and the child node(s) through conditional probabilities.

Originally, BNs were introduced to only model the time-independent probabilistic dependency between nodes. Generally, this type of BNs is called static BNs, in which every nodes are graphically linked through arcs. However, the variables in a system, represented by nodes in BNs, can alternate significantly between time steps in engineering applications. This can be called the temporal dependency of nodes. Figure 2 shows a very simple static BN, in which an intermediate node represented by \( C \) is associated with 2 root nodes (each root node denoted by \( R_i \), \( i = 1, 2 \)).

![Figure 2. Illustration of static BN.](image)

There are two ways to construct a BN model, namely building it up from subjective engineering experience or mapping an existing FT to a BN model. The latter option will be used in this paper.

A FT is a traditional way representing failure events connected through logic gates. In the framework of FT, every element represents a failure event caused by a unit failure. ‘Unit’ is used because a unit may refer to a basic component, a subassembly, a subsystem or a system based upon the complexity degree of a system hierarchy. The principle behind the mapping algorithm graphically converts a FT to a BN model, including:

- the transformation of root, intermediate and top nodes in the FT into the corresponding counterparts in the BN model; and
- the logic gates in the FT interpreted as conditional probabilities in the CPT

The generic procedure for mapping a FT to a corresponding BN model is summarized as follows:

- identification of nodes;
- simulation of causal relations between nodes; and
- estimation of conditional probabilities

#### 3.2. Identification of Nodes

Khakzad et al. [8] compared BNs and FTs and presented the graphical relation between them. Based upon their approach, each node in a BN model corresponds to a failure event in the FT.
The relation between nodes and failure events is given in Table 1. Basically, the failure events in a FT can be one-to-one mapped to the corresponding BN model.

| Item                                | Fault Tree          | Bayesian Network |
|-------------------------------------|---------------------|------------------|
| Failure events on the bottom of a fault tree | Basic events        | Root nodes       |
| The failure event on top of a fault tree  | Top event           | Leaf node        |
| Failure events in between            | Intermediate events | Intermediate nodes |

3.3. Simulation of Causal Relations between Nodes

3.3.1. General

The simple example shown in Figure 2 is also used to illustrate the way the causal relations between nodes can be simulated. A logic gate in a FT reflects the deterministic dependence between failure events at two consecutive levels.

In most engineering applications, the ‘gate’ can be either ‘OR’, ‘AND’, or ‘k/N’ (also called vote gate in some textbooks). With no loss of generality, the nodes underneath the gate are called input, and the node above it is called output. ‘OR’ means that any input to the gate fails, the output fails. ‘AND’ means that if all the inputs to the gate fail, the output fails. ‘k/N’ means that if either k out of N inputs fail, the output fails.

As mentioned in Section 3.2, the failure events are mapped to the corresponding nodes in the BN model, as shown in Figure 3 and the logic gate can be represented by a CPT in the mapped BN model.

![Figure 3. Illustration of mapping a logic gate to BN model.](image)

3.3.2. Simulation of Logic Gates

There is no sequential and functional dependencies between components in the energy transfer network to be analyzed. It is assumed that there are only two states for each node corresponding to basic components, namely ‘1’—healthy state; and ‘0’—failure state.

The prior conditional probabilities in CPTs can be estimated through the logic gates in the FT or in-field observations of failure events. Since there are no observations, the prior CPTs are defined based upon the logic gates. The logic gates are considered deterministic, without taking into account to the uncertainty of logic gates. The way CPTs can be estimated will be presented in detail in Case Study.

3.3.3. Simulation of Temporal Dependencies

Section 3.3.2 presents the way the CPTs of the units are estimated within one time slice. In a dynamic BN model, the temporal CPTs can formulate the transition probabilities of different states between time slices. In the following part of this subsection, a model for simulating the temporal CPTs will be proposed.

As mentioned in Section 1, the TTF of the basic component $k$ is assumed to follow the exponential distribution, with a constant failure rate of $\lambda_k$. The temporal conditional probabilities can be defined...
in Table 2. \( \Delta t \) denotes the time interval between two time slices. How to choose \( \Delta t \) will be discussed further in Section 7.

It is assumed that no repair is done between two consecutive time slices. With no loss of generality, a single basic component, \( R_1 \), is used to demonstrate how to define the temporal conditional probabilities. The conditional probabilities are given as follows:

\[
P(R_1 = 0; t = t_{i+1}|R_1 = 0; t = t_i) = 1,
\]

\[
P(R_1 = 1; t = t_{i+1}|R_1 = 0; t = t_i) = 0,
\]

\[
P(R_1 = 0; t = t_{i+1}|R_1 = 1; t = t_i) = 1 - e^{-\lambda_k \Delta t},
\]

\[
P(R_1 = 1; t = t_{i+1}|R_1 = 1; t = t_i) = e^{-\lambda_k \Delta t}.
\]

These probabilities can be further explained. Apparently, if this basic component fails at \( t_1 \) (state 0), the probability of being at state 0 is unity at \( t_{i+1} \); if this basic component fails at \( t_1 \) (state 0), the probability of being at state 1 is zero at \( t_{i+1} \). Let us keep the fundamental assumptions made in Section 1 in mind (the time to failure follows the exponential distribution). If the basic component is in state 1 at \( t_i \), the probability of failure (in state 0) should be \( 1 - e^{-\lambda_k \Delta t} \) at \( t_{i+1} \), and the probability of survival (in state 1) should be \( e^{-\lambda_k \Delta t} \) at \( t_{i+1} \).

### 4. Qualitative System Analysis

The objective of qualitative system analysis is to understand the working philosophy of a system and to investigate into the logic interrelationship between the units (subsystems, subassemblies, or basic components) in the system. A hierarchy, as a result of qualitative system analysis [17], is a digital representation illustrating the working philosophy and the interrelationship of the units at different levels.

A hierarchy is constructed by means of the bottom-up technique, and the steps for defining such a hierarchy are briefly summarized as follows:

- Identification of nodes representing the basic components.
- Categorization of the basic components into groups; each group is a sub-assembly and stands for an intermediate-level node; according to the rules in the tree-like data structure, the basic components are considered as children of this intermediate-level node; a logic gate is inserted between the basic nodes (representing the basic components) and the intermediate-level node to reflect the logic dependencies between these nodes.
- These identified first-level subassemblies can be considered ‘basic’ components in order to identify the second-level subassemblies (a higher level) based upon the same method mentioned in the second bullet point; and this procedure can be repeated until the system to be analyzed is reached.

| Unit   | Type          | Category | Affiliated to | Affiliated by | Gate Type |
|--------|---------------|----------|---------------|---------------|-----------|
| C      | System        | Level 1  | N.A.          | (R1, R2)      | AND       |
| R1     | Basic component | Level 0  | C             | N.A.          | N.A.      |
| R2     | Basic component | Level 0  | C             | N.A.          | N.A.      |

A template of hierarchy, showing the FT in Figure 3, is given in Table 2 to help readers understand the structure of a hierarchy. The first column, ‘Unit’, gives the names of units in a system. The second column, ‘Type’, defines the types of units, e.g., system, subsystem, subassembly, basic component. The third column, ‘Category’, defines which levels the units in the ‘Unit’ column belong to in the FT. The columns ‘Affiliated to’ and ‘Affiliated by’ define the dependencies of units at various levels. Each entry in ‘Affiliated to’ defines the label of the higher-level unit which the current unit in the column ‘Unit’ belongs to. Each entry in ‘Affiliated by’ defines the labels of lower-level units which belong to the current unit. Based upon the aforementioned descriptions, the units in the column
‘Affiliated by’ are connected through a specific logic gate to the higher-level unit. The logic gates are given in the column ‘Gate Type’. The logic gate in each entry of this column is used to connect the unit in the column ‘Unit’ and the units in the column ‘Affiliated by’.

The hierarchy includes all the basic information for constructing a FT and can be considered as a compact format of a FT. The simulation of time to failures depends upon the hierarchy, as mentioned in Section 5.

5. Simulation of Time to Failures

5.1. For Basic Components

This subsection is intended to elaborate on how to simulate the TTFs of basic components. The Monte Carlo simulation is the basic methodology used to randomly generate discrete failure events of basic components [18]. It is assumed that the TTFs of basic components are statistically independent. The procedure for simulating the TTFs of basic components is summarized as follows.

The probabilistic lifetime distribution of all basic components is assumed to follow the exponential distribution. The time to failure has the following probability distribution function. As mentioned in Section 1, the failure rates of basic components are constant.

\[ F(t) = P(T \leq t) = 1 - e^{-\lambda t}, \]

where \( \lambda \) is the failure rate of a basic component.

5.2. For the System

The TTFs of basic components should be available before the TTF of the system can be estimated. An ID is assigned to each basic component to identify it in the system. The failed basic component ids are arranged in such a way that the corresponding TTFs of the basic component are arranged according to an ascending chronological order.

The TTFs of the units other than basic components can be simulated through a bottom-up approach. The state of an intermediate unit which is directly associated with the nodes representing the basic components can be determined according to the states of these basic components and the type of logic gate. Then, the state of a second-level intermediate unit can be determined according to the states of the 1st-level intermediate nodes and the type of logic gate. Such a recursive process can be repeated until the top node is reached. The process can be implemented in a computer code, with the flow chart illustrated in Figure 4.

![Flowchart illustrating simulation of time of failures (TTFs).](image-url)
6. Decision Rules

The terminology of decision rule first appeared in the decision-making theory [19]. Basically, a decision rule describes the action(s) to be taken, when a certain experiment outcome comes out.

For the energy transfer subsystem composed of M converters, the decision rules can be defined from the perspective of effective energy production. It is assumed that there is a threshold ratio of the full energy production, \( c \). A maintenance team should be dispatched to repair the failed components, when the monitored energy productions is less than \( c\% \) of the full energy export. See Table 3 for more details regarding the decision rules.

Table 3. Descriptions of decision rules.

| Decision Rule | Descriptions |
|---------------|--------------|
| 1             | Maintenance technicians should be dispatched to the site to repair the failed component(s), if the total energy output is dropped by \( 1/N\% \) (corresponding to failure of one component resulting the energy loss of \( 1/N\% \)). |
| 2             | Maintenance technicians should be dispatched to the site to repair the failed component(s), if the total energy output is dropped by \( 2/N\% \) (corresponding to failures of two components resulting the energy loss of \( 2/N\% \)). |
| ...           | ...          |
| M             | Maintenance technicians should be dispatched to the site to repair the failed component(s), if the array is shut down |

Failure of any component in the energy transfer subsystem can cause a certain amount of energy loss. The energy loss is a direct criterion for assessing the failure consequence. The decision rules are mainly developed from the perspective of energy loss.

7. Case Study

7.1. Background Information of Energy Transfer Networks

An energy transfer network [20], a subsystem in marine energy converter farm (referred to as subsystem in the following part of this section), serves to transport the generated power to the onshore terminal. The design lifetime is 20 years. Typical topologies of such an energy transfer network are shown in Figure 5. The white bubbles with dashed boundary lines represent the converters connected to the main cables represented by black bold lines, through the orange circles marked with numbers from 1 to 9 represent the connectors.

Table 4. Interpretations of nodes in fault tree (FT) and BN Models.

| Item         | Labels in FT & BN | Value (1/hour) |
|--------------|-------------------|----------------|
| AC1          | X1                | \( 2.54 \times 10^{-6} \) |
| AC2          | X2                | \( 2.54 \times 10^{-6} \) |
| AC3          | X3                | \( 2.54 \times 10^{-6} \) |
| AC4          | X4                | \( 2.54 \times 10^{-6} \) |
| AC5          | X5                | \( 2.54 \times 10^{-6} \) |
| AC6          | X6                | \( 2.54 \times 10^{-6} \) |
| Connector 1  | X11               | \( 6.24 \times 10^{-7} \) |
| Connector 2  | X12               | \( 6.24 \times 10^{-7} \) |
| Connector 3  | X13               | \( 6.24 \times 10^{-7} \) |
| Connector 4  | X14               | \( 6.24 \times 10^{-7} \) |
| Connector 5  | X15               | \( 6.24 \times 10^{-7} \) |
| Connector 6  | X16               | \( 6.24 \times 10^{-7} \) |
| Connector 7  | X17               | \( 6.24 \times 10^{-7} \) |
| Connector 8  | X18               | \( 6.24 \times 10^{-7} \) |
| Connector 9  | X19               | \( 6.24 \times 10^{-7} \) |
Due to no tailor-made reliability database for marine energy converters (MECs), the failure rates of the basic components can be referred to some generic database for electrical components in other industrial applications [21]. Ginaldi et al. [22] referred to the similar reliability database, took into account some influencing factors and proposed a simulation-based framework for assessing reliability, availability, and maintainability of the wave energy device components. These failure rates chosen for this case study, subject to engineering judgement, are given in Table 4. ‘AC’ denotes the cables. Cp1 denotes the on-shore substation (a special connector).

### 7.2. Fault Tree

Several rounds of brain-storm workshops have been held to understand the working philosophy of the subsystem. Besides, research findings in Reference [23] have been referred to provide a better understanding of the application of FT in electrical subsystem. The hierarchy of subsystem has been clearly defined.

There are two independent energy transfer routes respectively connected to CP1 through the connectors 7 and 8 and two cables AC3 and AC6. The electricity is finally transmitted to the onshore terminal through the connector 9. Suppose that the two energy transfer routes are considered as a virtual unit denoted by T1. T1 is considered as a 1st-level sub-assembly. If either of CP1, X19 and T1 fails, the energy transfer system (T0) will be shut down (no electricity generated).

T1 is composed of two identical energy transfer routes respectively denoted by T2 and T3, which are the 2nd-level sub-assemblies. T1 fails, if both T2 and T3 fail.

T2 comprises X17, X3, a virtual unit T4, which comprises the other connectors directly connected to MECs and the other cables connecting these connectors. If either X17, X3, or T4 fails, this energy transfer route will be shut down. T2 can be considered a series system. T3 comprises X18, X6, a virtual unit T5, which comprises the other connectors directly connected to MECs and the other cables connecting these connectors. If either X18, X6, or T5 fails, this energy transfer route will be shut down. T3 can be considered a series system. Both T4 and T5 constitutes the 3rd-level sub-assembly.

T4 comprises X2, X13 and another virtual unit T6. If either two of X2, X13, and T6 fail, T4 fails. In a similar way, T5 comprises X6, X16 and another virtual unit T7. If either two of X6, X16, and T7 fail, T5 fails. Both T6 and T7 constitutes the 4th-level sub-assembly.

T6 comprises X12 and another virtual unit T8. If either X12 or T8 fails, T6 fails. T7 comprises X15 and another virtual unit T9. If either X15 or T9 fails, T7 fails. Both T8 and T9 constitutes the 5th-level sub-assembly.
T8 comprises X11 and X1. If either X11 or X1 fails, T8 fails. T9 comprises X14 and X4. If either X14 or X4 fails, T9 fails.

The hierarchy of the subsystem is given in Table 5.

| Unit | Type                  | Category | Affiliated to | Affiliated by | Gate Type |
|------|-----------------------|----------|---------------|---------------|-----------|
| T0   | System                | Level 6  | N.A.          | (X19, X20, T1)| OR        |
| T1   | 1st-level sub-assembly| Level 5  | T0            | (T2, T3)      | AND       |
| T2   | 2nd-level sub-assembly| Level 4  | T1            | (X17, X3, T4)| OR        |
| T3   | 2nd-level sub-assembly| Level 4  | T1            | (X18, X6, T5)| OR        |
| T4   | 3rd-level sub-assembly| Level 3  | T2            | (X13, X2, T6)| 2/3       |
| T5   | 3rd-level sub-assembly| Level 3  | T3            | (X16, X5, T7)| 2/3       |
| T6   | 4th-level sub-assembly| Level 2  | T4            | (X12, T8)    | OR        |
| T7   | 4th-level sub-assembly| Level 2  | T5            | (X15, T9)    | OR        |
| T8   | 5th-level sub-assembly| Level 1  | T6            | (X11, X1)    | OR        |
| T9   | 5th-level sub-assembly| Level 1  | T6            | (X14, X4)    | OR        |
| X11  | Basic Component       | Level 0  | T8            | N.A.          | N.A.      |
| X12  | Basic Component       | Level 0  | T6            | N.A.          | N.A.      |
| X13  | Basic Component       | Level 0  | T4            | N.A.          | N.A.      |
| X14  | Basic Component       | Level 0  | T9            | N.A.          | N.A.      |
| X15  | Basic Component       | Level 0  | T7            | N.A.          | N.A.      |
| X16  | Basic Component       | Level 0  | T5            | N.A.          | N.A.      |
| X17  | Basic Component       | Level 0  | T2            | N.A.          | N.A.      |
| X18  | Basic Component       | Level 0  | T3            | N.A.          | N.A.      |
| X19  | Basic Component       | Level 0  | T0            | N.A.          | N.A.      |
| X2   | Basic Component       | Level 0  | T8            | N.A.          | N.A.      |
| X3   | Basic Component       | Level 0  | T4            | N.A.          | N.A.      |
| X4   | Basic Component       | Level 0  | T2            | N.A.          | N.A.      |
| X5   | Basic Component       | Level 0  | T9            | N.A.          | N.A.      |
| X6   | Basic Component       | Level 0  | T5            | N.A.          | N.A.      |
| X7   | Basic Component       | Level 0  | T2            | N.A.          | N.A.      |
| X20  | Basic Component       | Level 0  | T0            | N.A.          | N.A.      |

Based upon the qualitative system analysis, the FT can be constructed accordingly. The top event is denoted ‘Failure of ET system (T0)’. The intermediate failure events underneath the top event refer to ‘Failure of X19 (denoted X19 in the fault tree)’, ‘Failure of X20 (denoted X20 in the fault tree)’, and ‘Failure of T1’. An ‘OR’ gate is inserted according to the working philosophy. For simplicity, the label name is hereafter used to represent the failure event of this unit in the FT.

If ‘Failure of T1’ is considered the top failure event, the intermediate failure events refer to the two ‘Failure of T2’ or ‘Failure of T3’ events. An ‘AND’ gate is inserted according to the working philosophy.

If ‘Failure of T2’ is considered the top failure event, the intermediate failure events refer to ‘Failure of X17 (denoted X17 in the fault tree)’, ‘Failure of X3 (denoted X3 in the fault tree)’, and ‘Failure of T4’. An ‘OR’ gate is inserted according to the working philosophy. If ‘Failure of T3’ is considered the top failure event, the intermediate failure events refer to ‘Failure of X18 (denoted X18 in the fault tree)’, ‘Failure of X6 (denoted X6 in the fault tree)’, and ‘Failure of T5’. An ‘OR’ gate is inserted according to the working philosophy.

If ‘Failure of T4’ is considered the top failure event, the intermediate failure events refer to ‘Failure of X13 (denoted X13 in the fault tree)’, ‘Failure of X2 (denoted X2 in the fault tree)’, and ‘Failure of T6’. A ‘2/3’ gate is inserted according to the working philosophy. If ‘Failure of T5’ is considered the top failure event, the intermediate failure events refer to ‘Failure of X16 (denoted X16 in the fault tree)’, ‘Failure of X5 (denoted X5 in the fault tree)’, and ‘Failure of T7’. A ‘2/3’ gate is inserted according to the working philosophy.

If ‘Failure of T6’ is considered the top failure event, the intermediate failure events refer to ‘Failure of X12 (denoted X12 in the fault tree)’ and ‘Failure of T8’. An ‘OR’ gate is inserted according
to the working philosophy. If ‘Failure of T7’ is considered the top failure event, the intermediate failure events refer to ‘Failure of X15 (denoted X15 in the fault tree)’ and ‘Failure of T9’. An ‘OR’ gate is inserted according to the working philosophy.

If ‘Failure of T8’ is considered the top failure event, the bottom failure events refer to ‘Failure of X11 (denoted X11 in the fault tree)’ and ‘Failure of X1 (denoted X1 in the fault tree)’. An ‘OR’ gate is inserted according to the working philosophy. If ‘Failure of T9’ is considered the top failure event, the bottom failure events refer to ‘Failure of X14 (denoted X14 in the fault tree)’ and ‘Failure of X4 (denoted X4 in the fault tree)’. An ‘OR’ gate is inserted according to the working philosophy. The FT of the subsystem is shown in Figure 6.

Figure 6. Fault tree (FT) of energy transfer system.

7.3. Mapped Bayesian Network

Hugin Expert 8.9 is used to do the Bayesian inference. Hugin Expert [24] provides an independent interface for Python to construct the BN models, which is more efficient than manual operations of drawing BNs in the Hugin user interface are time-consuming. The BN model is shown in Figure 7. It should be noted that the arrows linking the same nodes in two time slices, schematically
illustrating the temporal conditional transition probabilities, are not explicitly drawn to provide a high-resolution overview of the dynamic BN model.

The dynamic Bayesian Network (BN) model describes the temporal probability evolution between time slices (a time slice refers to a time interval considered in a dynamic BN, e.g., 1 day, 1 week, 1 month, 1 year, etc.). The model in every time slice should be identical. In principle, the nodes representing the basic components in the current time slice should be linked through directed lines/arrows to the same nodes in the next time slice. If there are many nodes, e.g., in the case study, these lines/arrows will unfavorably affect the readability. The big blue arrow is used to approximately represent these arrows in Figure 7.

Figure 7. BN of energy transfer system.

The criterion for choosing a time interval between slices should depend upon the actual maintenance interval adopted by the owners. As mentioned in Section 1, the marine energy industry is still at a pre-mature stage. So, the operating experience in wind industry can be borrowed. Generally, the wind turbine owners have both long-term of short-term maintenance plans. The short-term maintenance is usually planned on a monthly basis. Therefore, the time interval between slices is one month, namely $\Delta t$, as mentioned in Section 3.3.3, is equal to 1 month. With consideration of 20-year design lifetime, there are 240 time slices in the dynamic BN model.
7.4. Estimation of CPTs

The states of nodes representing the units other than basic components depend upon the failure modes of these units and the logic gates. For the energy transfer network, the failure modes can be defined from the perspective of energy production. For the intermediate nodes, T8 and T9, there are two states of energy production, namely no energy production (denoted by 0) and one device under the healthy condition (denoted by 1). For the intermediate nodes, T6 and T7, there are three states of energy production, namely no energy production (denoted by 0), one device under the healthy condition (denoted by 1) and two devices under the healthy condition (denoted by 2). For the intermediate nodes, T2, T3, T4, and T5, there are four states of energy production, namely no energy production (denoted by 0), one device under the healthy condition (denoted by 1), two devices under the healthy condition (denoted by 2) and three devices under the healthy condition (denoted by 3). For the intermediate node T1 and the top node T0, there are seven states of energy production, namely no energy production (denoted by 0), one device under the healthy condition (denoted by 1), two devices under the healthy condition (denoted by 2) and three devices under the healthy condition (denoted by 3), four device under the healthy condition (denoted by 4), five devices under the healthy condition (denoted by 5), and six devices under the healthy condition (denoted by 6). These energy production states correspond to the states of availability of the energy transfer system. See Appendix A for these CPTs.

7.5. Realizations of Time to Failure of Basic Components

In nature, the TTF of basic components is a stochastic variable. The Monte Carlo simulation is used to take into account of the uncertainty associated with the estimation of TTF. A total of N lifetime simulations (N = 1000) were performed. The TTF of basic components is simulated in parallel, based upon the fundamental assumption that the failures of basic components are statistically independent. The system TTF is determined by the logic dependencies in the hierarchy in Table 5.

The results of one realization are given in Table 6. The number of system failures simulated in this realization is listed in the first column. The second column includes the sequence of failure components until each system failure. The third column includes the time the components on the same row in the second column fail. For each system failure, the system failure time is just the last entry in the list. After the system failure, corrective maintenance should be done to replace the damaged basic components. The duration for corrective maintenance should take into account of the uncertainty associated with the estimation of TTF. A total of N lifetime simulations were performed. The TTF of basic components is simulated in parallel, based upon the fundamental assumption that the failures of basic components are statistically independent. Each realization of basic components is shown in Figure 4. The accurate prediction of weather window is not the focus in this study. Therefore, an empirical estimation of \( t_{\text{wait}} \) is 24 h (e.g., in a benign sea), no matter which failed component is repaired.

| No. of System Failure | Sequence of Failed Basic Components | TTF of Failed Basic Components (month) |
|-----------------------|-------------------------------------|----------------------------------------|
| 1                     | ('X1', 'X2', 'X14', 'X13', 'X5')   | (6, 19, 47, 51, 103)                   |
| 2                     | ('X6', 'X1', 'X20')                | (107, 112, 113)                        |
| 3                     | ('X20')                            | (131)                                  |
| 4                     | ('X15', 'X16', 'X2', 'X17')        | (137, 144, 158, 166)                   |
| 5                     | ('X13', 'X1', 'X19')               | (176, 177, 178)                        |
| 6                     | ('X4', 'X3', 'X12', 'X13', 'X17', 'X16') | (178, 180, 181, 183, 200, 205)        |
| 7                     | ('X15', 'X17', 'X3', 'X16')        | (211, 212, 213, 218)                   |
| 8                     | ('X19')                            | (221)                                  |
| 9                     | ('X20')                            | (223)                                  |
| 10                    | ('X3', 'X11', 'X4', 'X14', 'X20')  | (224, 231, 232, 232, 233)              |
| 11                    | ('X17', 'X18')                     | (234, 235)                             |
| 12                    | ('X6', 'X19')                      | (236, 237)                             |
Each of the component failures can be considered as an observation (evidence). The BN model takes into account of these observations, by setting the states of the failed components to 0. How these observations are taken into account in the BN model will be presented as follows.

The second system failure in Table 6 is used as an example to show the procedure, with the schematic shown in Figure 8. The boxes on the top represent the chronologic months. Green represents that no basic component fails in the specific month. Yellow represents the failure of a basic component in the specific month. Red represents the time the energy transfer subsystem fails. The arrows underneath both yellow and red boxes point to the names of the failed components. In Month 107 and 112, the basic components ‘X6’ and ‘X1’ fail, and such an information is stored as observations. The information, including the names of failed components and the failure time, is transferred to the BN model, through an interface function represented by the green container in Figure 9. The states of the nodes representing these two components are set to 0 and kept until they are replaced. The information is used to calculate the probabilities of different states of the units at all levels. In Month 113, the basic components ‘X20’ fails, which results in the energy transfer subsystem failure, based upon the logic interrelationship defined in Table 5. Such an observation can also be transferred to the BN model to calculate the probabilities of different states of the units at all levels. The failed components are replaced after M113, and the states of these components will be restored to 1. The current time is shifted to M113 + t\text{wait} (t\text{wait} is the waiting time as mentioned above). The time to failure of basic components will be simulated in parallel again. Repeat the same aforementioned procedure.

7.6. Calculation of Time-Dependent Availability

An analysis module for reliability assessment in a modeling tool has been developed to automatically implement the simulation of TTFs and link the module to Hugin Expert through the Python programming language, with the flowchart shown in Figure 9.

Figure 8. Schematic illustrating how the evidences are considered in the BN model.
In each simulation, the simulated TTFs of basic components, considered observations (evidences), can be inserted to the corresponding time slices when the failures of the basic components occur and propagate for the rest of time slices. The probabilities of different states of the units at different levels in the subsystem can be calculated, with these observations (evidences) taken into account. For each simulation, the availability is calculated as a function of time. The base case corresponds to the case in which Decision rule 1 is used.

Based upon the N (N = 1000) simulations, the mean availability for the base case, as well as the 10% and 90% quantiles, will be finally obtained, as shown in Figure 10. The mean availability sees a significant decrease in the early period of the design lifetime (e.g., from the start-up of operation to Year 4) and stabilizes around a constant value since then. Because of a conservative decision rule (Decision rule 1) is used in the base case. The damaged component(s) can be repaired in time before more energy losses occur, which ensures the system availability keep around a constant value. Therefore, the application of Decision rule 1 can explain the constant mean availability over a long period of the design lifetime. The 90% quantile of availability shows a very similar tendency as the mean availability. The 10% quantile of availability shows a significant fluctuation after Year 6. This is due to the randomness of sampling the time to failure of basic components. The mean availability is converged to around 60%.

![Figure 9. Work flow of the reliability module in the modeling tool.](image)

![Figure 10. Mean availability and 10% and 90% quantile.](image)
7.7. Sensitivity Study

The purpose of sensitivity study is to verify how much different decision rules will influence the mean availability as a function of time.

The mean availability for the cases in which the decision rules other than Decision rule 1 (see Table 3 for more details) is calculated and compared to the availability for Decision rule 1, as shown in Figure 11. These curves indicate a tendency that more repairs are of help to significantly improve the availability, i.e., the base case gives the highest availability during the design lifetime. The cost-optimal decision rule can be determined by introducing a cost modeling, which is outside the scope of this paper.

![Figure 11. Comparison of availability for different Decision rules.](image)

8. Conclusions

The probabilistic analysis for availability of a marine energy transfer subsystem has been completed. The availability of the energy transfer subsystem was discretized to seven states from the perspective of energy production. The probabilities of these seven states were calculated using BN mapped from the FT, which was constructed through the qualitative system analysis. The simulation results indicated (as expected) that the highest availability can be maintained, if the decision rule is applied with the lowest number of accepted failed components.

For the time being, the approach proposed in this paper can help the owners and/or designers choose the optimal maintenance strategy, without taking into account of the maintenance costs. What can be improved in future work is to extend the modeling to integrate the cost modeling into the framework of the current methodology. Then, the cost-benefit optimal maintenance strategy can be chosen. Besides the energy transfer subsystem, the station keeping (mooring) and the energy transformation (PTOs) subsystems can be taken into account to achieve the actual system-level simulation.
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Appendix A. Conditional probability table (CPTs) for the intermediate and top nodes.

| Table A1. CPT for T8 and T9. |
|-----------------------------|
| **State** | **X1 or X4** | **T11 or X14** | **T8 or T9** | **Probability** |
| 0        | 0            | 0              | 0            | 1               |
| 0        | 0            | 0              | 1            | 0               |
| 1        | 0            | 0              | 0            | 1               |
| 1        | 0            | 1              | 0            | 0               |
| 0        | 1            | 0              | 0            | 1               |
| 0        | 1            | 1              | 0            | 0               |
| 1        | 1            | 0              | 0            | 0               |
| 1        | 1            | 1              | 1            | 1               |

| Table A2. CPT for T6 and T7. |
|-----------------------------|
| **State** | **X12 or X15** | **T8 or T9** | **T6 or T7** | **Probability** |
| 0        | 0            | 0            | 0            | 1               |
| 0        | 0            | 0            | 1            | 0               |
| 0        | 0            | 0            | 2            | 0               |
| 1        | 0            | 0            | 0            | 0               |
| 1        | 0            | 1            | 1            | 1               |
| 1        | 0            | 2            | 0            | 0               |
| 0        | 1            | 0            | 0            | 1               |
| 0        | 1            | 1            | 1            | 1               |
| 1        | 1            | 0            | 0            | 0               |
| 1        | 1            | 1            | 0            | 0               |
| 1        | 1            | 1            | 1            | 0               |
| 1        | 1            | 2            | 1            | 1               |

| Table A3. CPT for T4 and T5. |
|-----------------------------|
| **State** | **X13 or X16** | **X2 or X5** | **T6 or T7** | **T4 or T5** | **Probability** |
| 0        | 0            | 0            | 0            | 0            | 1               |
| 0        | 0            | 0            | 0            | 1            | 0               |
| 0        | 0            | 0            | 0            | 2            | 0               |
| 0        | 0            | 0            | 0            | 3            | 0               |
| 1        | 0            | 0            | 0            | 0            | 0               |
| 1        | 0            | 0            | 0            | 1            | 1               |
| 1        | 0            | 0            | 1            | 1            | 0               |
| 1        | 0            | 0            | 2            | 0            | 0               |
| 1        | 0            | 0            | 3            | 0            | 0               |
| 0        | 1            | 0            | 0            | 0            | 1               |
| 0        | 1            | 0            | 1            | 0            | 0               |
| 0        | 1            | 0            | 2            | 0            | 0               |
| 0        | 1            | 0            | 3            | 0            | 0               |
| 1        | 1            | 0            | 0            | 0            | 0               |
| 1        | 1            | 0            | 1            | 1            | 1               |
| 1        | 1            | 0            | 2            | 0            | 0               |
| 1        | 1            | 0            | 3            | 0            | 0               |
| 0        | 0            | 1            | 0            | 0            | 0               |
| 0        | 0            | 1            | 1            | 1            | 1               |
| 0        | 0            | 1            | 1            | 1            | 1               |
| State       | X13 or X16 | X2 or X5 | T6 or T7 | T4 or T5 | Probability |
|------------|------------|----------|----------|----------|-------------|
| X17 or X18 | X3 or X6   | T4 or T5 | T2 or T3 |          |             |
| 0          | 0          | 1        | 2        |          | 0           |
| 1          | 0          | 0        | 1        | 0        | 0           |
| 1          | 0          | 1        | 0        | 1        | 0           |
| 1          | 0          | 1        | 2        |          | 1           |
| 1          | 0          | 1        | 3        |          | 0           |
| 0          | 1          | 0        | 1        | 0        | 0           |
| 0          | 1          | 1        | 1        | 0        | 1           |
| 0          | 1          | 1        | 1        |          | 2           |
| 0          | 1          | 1        | 2        |          | 0           |
| 1          | 1          | 1        | 3        |          | 0           |
| 1          | 1          | 1        | 3        |          | 0           |
| 1          | 1          | 1        | 2        |          | 1           |
| 0          | 0          | 0        | 1        | 0        | 0           |
| 0          | 0          | 0        | 2        |          | 0           |
| 0          | 0          | 0        | 3        |          | 0           |
| 1          | 1          | 1        | 2        |          | 1           |
| 1          | 1          | 1        | 1        |          | 0           |
| 1          | 1          | 2        | 0        |          | 0           |
| 1          | 1          | 2        | 1        |          | 0           |
| 1          | 1          | 2        | 2        |          | 0           |
| 1          | 1          | 2        | 3        |          | 0           |
| 1          | 1          | 2        | 3        |          | 0           |
| 1          | 1          | 2        | 4        |          | 0           |

Table A4. CPT for T2 and T3.
| State  | X17 or X18 | X3 or X6 | T4 or T5 | T2 or T3 | Probability |
|--------|------------|----------|----------|----------|-------------|
|        | 0          | 0        | 1        | 3        | 0           |
|        | 1          | 0        | 1        | 0        | 1           |
|        | 1          | 0        | 1        | 1        | 0           |
|        | 1          | 0        | 1        | 2        | 0           |
|        | 1          | 0        | 1        | 3        | 0           |
|        | 0          | 0        | 1        | 0        | 1           |
|        | 0          | 0        | 1        | 1        | 1           |
|        | 0          | 0        | 1        | 2        | 0           |
|        | 0          | 0        | 1        | 3        | 0           |
|        | 1          | 0        | 1        | 0        | 0           |
|        | 1          | 0        | 1        | 1        | 1           |
|        | 1          | 0        | 1        | 2        | 0           |
|        | 0          | 0        | 1        | 3        | 0           |
|        | 1          | 0        | 2        | 0        | 1           |
|        | 0          | 0        | 2        | 1        | 0           |
|        | 0          | 0        | 2        | 2        | 0           |
|        | 0          | 0        | 2        | 3        | 0           |
|        | 1          | 0        | 2        | 0        | 1           |
|        | 1          | 0        | 2        | 1        | 0           |
|        | 1          | 0        | 2        | 2        | 0           |
|        | 1          | 0        | 2        | 3        | 0           |
|        | 1          | 0        | 3        | 0        | 1           |
|        | 0          | 0        | 3        | 1        | 0           |
|        | 0          | 0        | 3        | 2        | 0           |
|        | 0          | 0        | 3        | 3        | 0           |
|        | 1          | 0        | 3        | 0        | 1           |
|        | 1          | 0        | 3        | 1        | 0           |
|        | 1          | 0        | 3        | 2        | 0           |
|        | 1          | 0        | 3        | 3        | 0           |
|        | 1          | 0        | 4        | 0        | 1           |
|        | 0          | 0        | 4        | 1        | 0           |
|        | 0          | 0        | 4        | 2        | 0           |
|        | 0          | 0        | 4        | 3        | 0           |
|        | 1          | 0        | 4        | 0        | 0           |
|        | 1          | 0        | 4        | 1        | 0           |
|        | 1          | 0        | 4        | 2        | 0           |
|        | 1          | 1        | 4        | 3        | 1           |

Table A5. CPT for T1.

| State  | T2 | T3 | T1 | Probability |
|--------|----|----|----|-------------|
|        | 0  | 0  | 0  | 1           |
|        | 0  | 0  | 1  | 0           |
|        | 0  | 0  | 2  | 0           |
|        | 0  | 0  | 3  | 0           |
| State \ T2 \ T3 \ T1 | Probability |
|------------------|-------------|
| 0 0 4            | 0           |
| 0 0 5            | 0           |
| 0 0 6            | 0           |
| 1 0 0            | 0           |
| 1 0 1            | 1           |
| 1 0 2            | 0           |
| 1 0 3            | 0           |
| 1 0 4            | 0           |
| 1 0 5            | 0           |
| 1 0 6            | 0           |
| 2 0 0            | 0           |
| 2 0 1            | 0           |
| 2 0 2            | 1           |
| 2 0 3            | 0           |
| 2 0 4            | 0           |
| 2 0 5            | 0           |
| 2 0 6            | 0           |
| 3 0 0            | 0           |
| 3 0 1            | 0           |
| 3 0 2            | 0           |
| 3 0 3            | 1           |
| 3 0 4            | 0           |
| 3 0 5            | 0           |
| 3 0 6            | 0           |
| 0 1 0            | 0           |
| 0 1 1            | 1           |
| 0 1 2            | 0           |
| 0 1 3            | 0           |
| 0 1 4            | 0           |
| 0 1 5            | 0           |
| 0 1 6            | 0           |
| 1 1 0            | 0           |
| 1 1 1            | 0           |
| 1 1 2            | 1           |
| 1 1 3            | 0           |
| 1 1 4            | 0           |
| 1 1 5            | 0           |
| 1 1 6            | 0           |
| 2 1 0            | 0           |
| 2 1 1            | 0           |
| 2 1 2            | 0           |
| 2 1 3            | 1           |
| 2 1 4            | 0           |
| 2 1 5            | 0           |
| 2 1 6            | 0           |
| 3 1 0            | 0           |
| 3 1 1            | 0           |
| 3 1 2            | 0           |
| 3 1 3            | 0           |
| 3 1 4            | 1           |
| 3 1 5            | 0           |
| 3 1 6            | 0           |
| 0 2 0            | 0           |
| 0 2 1            | 0           |
| State | Probability |
|-------|-------------|
| T2 2  2 | 1           |
| T2 2  3 | 0           |
| T2 2  4 | 0           |
| T2 2  5 | 0           |
| T2 2  6 | 0           |
| T2 1  2 | 0           |
| T2 1  3 | 0           |
| T2 1  4 | 0           |
| T2 1  5 | 0           |
| T2 1  6 | 0           |
| T2 0  2 | 0           |
| T2 0  3 | 0           |
| T2 0  4 | 0           |
| T2 0  5 | 0           |
| T2 0  6 | 0           |
| T1 2  2 | 0           |
| T1 2  3 | 0           |
| T1 2  4 | 0           |
| T1 2  5 | 0           |
| T1 2  6 | 0           |
| T1 1  2 | 0           |
| T1 1  3 | 0           |
| T1 1  4 | 0           |
| T1 1  5 | 0           |
| T1 1  6 | 0           |
| T1 0  2 | 0           |
| T1 0  3 | 0           |
| T1 0  4 | 0           |
| T1 0  5 | 0           |
| T1 0  6 | 0           |
Table A6. CPT for T0.

| State | Probability |
|-------|-------------|
| X19   | X20 | T1 | T0 |
| 0     | 0   | 0  | 0  | 1  |
| 0     | 0   | 0  | 1  | 0  |
| 0     | 0   | 0  | 2  | 0  |
| 0     | 0   | 0  | 3  | 0  |
| 0     | 0   | 0  | 4  | 0  |
| 0     | 0   | 0  | 5  | 0  |
| 1     | 0   | 0  | 0  | 1  |
| 1     | 0   | 0  | 1  | 0  |
| 1     | 0   | 0  | 2  | 0  |
| 1     | 0   | 0  | 3  | 0  |
| 1     | 0   | 0  | 4  | 0  |
| 1     | 0   | 0  | 5  | 0  |
| 1     | 0   | 0  | 6  | 0  |
| 1     | 1   | 0  | 0  | 1  |
| 1     | 1   | 0  | 1  | 0  |
| 1     | 1   | 0  | 2  | 0  |
| 1     | 1   | 0  | 3  | 0  |
| 1     | 1   | 0  | 4  | 0  |
| 1     | 1   | 0  | 5  | 0  |
| 1     | 1   | 0  | 6  | 0  |
| 0     | 0   | 1  | 0  | 1  |
| 0     | 0   | 1  | 1  | 0  |
| 0     | 0   | 1  | 2  | 0  |
| 0     | 0   | 1  | 3  | 0  |
| 0     | 0   | 1  | 4  | 0  |
| 0     | 0   | 1  | 5  | 0  |
| 0     | 0   | 1  | 6  | 0  |
| 1     | 0   | 1  | 0  | 1  |
| 1     | 0   | 1  | 1  | 0  |
| 1     | 0   | 1  | 2  | 0  |
| 1     | 0   | 1  | 3  | 0  |
| 1     | 0   | 1  | 4  | 0  |
| 1     | 0   | 1  | 5  | 0  |
| 1     | 0   | 1  | 6  | 0  |
| 1     | 1   | 1  | 0  | 0  |
| 1     | 1   | 1  | 1  | 1  |
| 1     | 1   | 1  | 2  | 0  |
| State | Probability |
|-------|-------------|
| X19   | X20 | T1 | T0 |
| 1     | 1   | 1  | 3  | 0 |
| 1     | 1   | 1  | 4  | 0 |
| 1     | 1   | 1  | 5  | 0 |
| 1     | 1   | 1  | 6  | 0 |
| 0     | 0   | 6  | 0  | 1 |
| 0     | 0   | 6  | 1  | 0 |
| 0     | 0   | 6  | 2  | 0 |
| 0     | 0   | 6  | 3  | 0 |
| 0     | 0   | 6  | 4  | 0 |
| 0     | 0   | 6  | 5  | 0 |
| 0     | 0   | 6  | 6  | 0 |
| 1     | 0   | 6  | 0  | 1 |
| 1     | 0   | 6  | 1  | 0 |
| 1     | 0   | 6  | 2  | 0 |
| 1     | 0   | 6  | 3  | 0 |
| 1     | 0   | 6  | 4  | 0 |
| 1     | 0   | 6  | 5  | 0 |
| 1     | 0   | 6  | 6  | 0 |
| 0     | 1   | 6  | 0  | 1 |
| 0     | 1   | 6  | 1  | 0 |
| 0     | 1   | 6  | 2  | 0 |
| 0     | 1   | 6  | 3  | 0 |
| 0     | 1   | 6  | 4  | 0 |
| 0     | 1   | 6  | 5  | 0 |
| 0     | 1   | 6  | 6  | 0 |
| 1     | 1   | 6  | 0  | 0 |
| 1     | 1   | 6  | 1  | 0 |
| 1     | 1   | 6  | 2  | 0 |
| 1     | 1   | 6  | 3  | 0 |
| 1     | 1   | 6  | 4  | 0 |
| 1     | 1   | 6  | 5  | 0 |
| 1     | 1   | 6  | 6  | 1 |
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