Signal Shaping for Two-User Gaussian Multiple Access Channels with Computation: Beyond the Cut-Set Bound
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Abstract—In this paper, we investigate the signal shaping in a two-user discrete time memoryless Gaussian multiple-access channel (MAC) with computation. It is shown that by optimizing input probability distribution, the transmission rate per transmitter is beyond the cut-set bound. In contrast with the single-user discrete memoryless channel, the Maxwell-Boltzmann distribution is no longer a good approximation to the optimal input probability distribution for this discrete-time Gaussian MAC with computation. Specifically, we derive and analyze the mutual information for this channel. Because of the computation in the destination, the mutual information is not concave in general on the input probability distribution, and then primal-dual interior-point method is used to solve this non-convex problem. Finally, some good input probability distributions for 16-ary pulse amplitude modulation (PAM) constellation are obtained and achieve 4.0349 dB gain over the cut-set bound for the target transmission rate 3.0067 bits/channel use.

I. INTRODUCTION, SIGNAL MODEL AND MAIN RESULTS

In this paper, we study a two-user discrete-time memoryless Gaussian multiple access channel (MAC) with computation. The two-user discrete-time memoryless Gaussian MAC is defined by two input alphabets $X_i$, $i = A, B$, and output alphabet $Y$, and a conditional probability distribution $\Pr(Y|X_A,X_B)$. Here, let $X_i$ and $Y$ be random variables taking values in $\mathcal{X}_i$ and $\mathcal{Y}$, respectively. We consider $Y = X_A + X_B + Z$ and $Z \sim \mathcal{CN}(0, N_0)$ is a Gaussian noise as shown Fig. 1. $Z$ is independent of $X_i$, $i = A, B$. Furthermore, we consider $\mathcal{X}_A$ and $\mathcal{X}_B$ are one-dimensional signal constellations, but $\mathcal{X}_A$ is orthogonal with $\mathcal{X}_B$. For example, we use $\mathcal{X}_A = \{a_i\}_{i=1}^M$ and $\mathcal{X}_B = \{\sqrt{-1}a_i\}_{i=1}^M = \sqrt{-1}\mathcal{X}_A$ with corresponding probability $P_X = \{p_i\}_{i=1}^M$, where $a_i$ is real number, $i = 1, ..., N$.

Now, we describe the computation operation. Source $i$ has source bit messages $W_i$, $i = A, B$, and $W_A$ and $W_B$ are independent. By using linear modulation, $W_i$ is mapped to the signal symbol $X_i$, $i = A, B$. Thus, $X_A$ is also independent of $X_B$. Different from the conventional MAC, the goal of the destination in this paper is to compute a target mod-2 sum of the messages from the received signals $Y$, i.e., $W_C = W_A \oplus W_B$. In this context, different $x_A + x_B$ values can represent the same $w_C$ value, due to the many-to-one operation of computation in the destination.

Consider the probability restriction $\sum_{i=1}^M p_i = 1$ and $0 \leq p_i \leq 1$ for all $i$, and the average transmission power constraint $\mathbb{E}[|x_A|^2] = \mathbb{E}[|x_B|^2] = \sum_{i=1}^M p_i |a_i|^2 \leq P$. This model can be regarded as the multiple access phase in two-way relaying channels [1], [2]. To the best of my knowledge, the capacity of such channels is still unknown, but it is upper bounded by

$$C_{cs} = \frac{1}{2} \log_2(1 + \frac{P}{\sigma^2}),$$

(1)

per transmitter based on the cut-set bound [1], [2]. Here, we use $\sigma^2 = N_0/2$ as the noise variance per dimension. As well known, this upper bound is attained by continuous Gaussian input. For this discrete distribution inputs $\mathcal{X}_A$ and $\mathcal{X}_B$, what is the optimal signalling strategy $P_X$ in order to maximize the mutual information $I(W_C; Y)$ in this two-user discrete time memoryless Gaussian MAC with computation $\Pr(y|x_A, x_B)$?

A. Main Results

In this paper, we answer this fundamental problem in some cases. In particular, we consider a real-value $2^m$-ary pulse amplitude modulation (PAM) constellation for $\mathcal{X}_A$ and a complex-value $2^m$-ary PAM constellation for $\mathcal{X}_B$, i.e., $M = 2^m$ and $a_i = -M + 2i - 1$ for $i = 1, ..., M$. With this orthogonal constellations, the destination can do the ambiguity-free detection, which means $w_C$ can be uniquely decoded.

1) Good Input Probability Distributions: We first derive the mutual information $I(W_C; Y)$ for the transmission of arbitrary $\mathcal{X}_A$ and $\mathcal{X}_B$ with $P_X$. The optimal signalling strategy problem for an optimal choice $P_X$ to maximize $I(W_C; Y)$ is then formulated. In contrast with the single-user discrete memoryless channel (DMC) where the problem of capacity computation is convex, this convexity is missing. Therefore, we use primal dual interior-point method to carry out this optimization problem and obtain good input probability distributions.
TABLE I

| $R_t$ | $P_r^\text{MB}$ | $P_r^\text{uf}$ |
|-------|----------------|----------------|
| 3.0067 | 1.9724 | 0.9846 |
| 0.0903270 | 4.6471 | 0.0002384 |
| 0.1881500 | 22.0250 | 17.7858 |
| 16.192600 | 0.0062702 | 0.005942 |
| 0.00020105 | 0.0001011 | 0.0000319 |
| 0.0001684 | 0.0845740 | 0.0000637 |

The uniform distribution suffers a large shaping loss. For example, when the achievable rate $R_t$ is 3.0067 bits/channel use, the uniform distribution is far away from the cut-set bound by 3.9901 dB, which points out the importance of signal shaping.

In contrast with the single-user DMC, the Maxwell-Boltzmann distribution is no longer a good approximation to the optimal distribution for discrete-time Gaussian MAC with computation. Similarly, considering $R_t = 1.9724$ bits/channel use, the proposed good input probability distribution $P_X^\text{MB}$ achieves 2.5893 dB gain compared with the optimized MB distribution with $\lambda^* = 0.115$.

2) Beyond the cut-set bound: Surprisingly, we find that in discrete-time Gaussian MAC with computation, the transmission rate with the proposed good input probability distribution can beat the cut-set bound! Based on the cut-set bound (i), the threshold $(\frac{3}{2}^*)^\text{MB}$ on this channel is 18.0349 dB for $C_{cs} = 3.0067$ bits/channel use, but we can get a much better threshold $(\frac{3}{2}^*)^* = 14$ dB based on the proposed good input probability distribution $P_X^\text{MB}$. Similarly, the proposed good input distribution can outperform the cut-set bound by 2.5834, 1.6471 and 1.2831 dB for $R_t = 1.9724, 0.9846$ and 0.5239 bits/channel use, respectively.

Because $I(W_{C};Y)$ for this channel cannot be calculated in closed form, we cannot prove this phenomenon theoretically. However, we can express this observation from the mismatch of the cut-set bound for discrete-time Gaussian MAC with computation. Accordingly, the cut-set bound is defined as $C_{cs} = \max_{X,A} I(X;A,Y|X_B)$. Since the channel is Gaussian, $A$ and $X_B$ can be treated as optimal inputs, yielding $I(W_{C};Y) = 0$ for channel capacity. However, the destination wants to obtain $w_A \oplus w_B$, rather than individual $w_A$ or $w_B$. Due to the computation, more than one superposition signals $x_A \oplus x_B$ are mapped to one $w_A \oplus w_B$, yielding $w_A \oplus w_B = w_A' \oplus w_B'$ for $w_A \neq w_A'$. Thus, there maybe exist some cases such that the transmission rate per transmitter maybe can exceed $C_{cs}$, yielding $Pr(w_C \neq \hat{w}_C) \rightarrow 0$, although we have $Pr(w_A \neq \hat{w}_A) \neq 0$ or $Pr(w_B \neq \hat{w}_B) \neq 0$.

Besides, this cut-set bound $C_{cs}$ can be attained by Gaussian input $x_A \sim N(0,P)$. In general, there is no solution to calculate $I(W_{C};Y)$ with $X_A \sim N(0,P)$ and $X_B \sim N(0,P)$. But according to (i), the MB distribution is a discrete Gaussian distribution. We can use the MB distribution to verify the above-mentioned phenomenon. From Table I, we can see that the transmission rate of the MB distribution can also beat the cut-set bound at some SNR values. For example, the MB distribution with $\lambda^* = 0.0295$ achieves 0.2491 dB gain over the cut-set bound for rate $R_t = 3.0067$ bits/channel use.

Accordingly, we conjecture that the cut-set bound is not tight for the discrete-time Gaussian MAC with computation, and can be exceeded.
B. Related Work

For the single-user DMC, the mutual information is a concave function of the input probability distribution and Kuhn-Tucker condition is necessary and sufficient for a distribution to maximize the mutual information. The Blahut-Arimoto algorithm is then developed to compute the optimal input probability distribution \[3\], \[4\], and can be approached by the MB distribution \[5\]. Indeed, by selecting constellation points properly based on the MB distribution at any dimension, the ultimate shaping gain (1.53 dB) can be achieved \[5\].

For discrete-time memoryless Gaussian MAC, the mutual information (e.g., \(I(X_A, X_B; Y)\)) is not concave on the input probability distribution. However, with the binary input, the total capacity can be calculated for a two-user discrete-time memoryless Gaussian MAC \[6\]. Then, a generalized Blahut-Arimoto algorithm has been developed for computation of the total capacity of discrete-time memoryless Gaussian MAC \[7\].

More recently, a two-user Gaussian MAC under peak power constraints at the transmitters is addressed in \[8\], which proves that discrete distributions with a finite number of mass points can achieve any point on the boundary of the capacity region.

Instead of reconstructing all the signals of each transmitter, the destination only reconstructs a function of sources in a MAC over computation \[9\]. The work of \[9\] presents that structured codes can achieve higher computation rates for computing the modulo-sum of two messages in Gaussian MAC over computation. Accordingly, \[11\] achieves a rate of \(\frac{1}{2} \log (\frac{1}{p_a} + \frac{1}{p_b})\) by using lattice coding in the multiple access phase of the two-way relaying channels. The results are effective in understanding specific features of different computation functions inherent the model. However, there remain much fundamental problems to be done, e.g., the optimal input probability distribution for discrete memoryless Gaussian MAC with computation.

II. Problem Formulation and Analysis

**Definition 1**: Let \(x_{AB} = x_A + x_B\) denote the superimposed signal without noise in the destination. Let \(V_i = \{x_{AB}^i|w_C^i\}\) denote the signal set with respect to a given computation messages \(w_C^i\), for \(i = 1, \ldots, M\). We use natural mapping for 2\(^m\)-ary PAM in this paper, e.g., \(w_C^i = 0010\) for \(M = 16\). There are \(M\) different pairs of \((w_A, w_B)\) associated with the same \(w_C^i\). Thus, the cardinality of the signal set is \(|V_i| = M\).

**Definition 2**: Let \(\Omega_i = \{(k, l) : x_{AB}^i(k, l) = a_k + \sqrt{-1}a_l \in V_i, 1 \leq k \leq M, 1 \leq l \leq M\}\) denote the index pairs set of \((x_A, x_B)\) of associated with the same \(w_C^i\). We then have \(|\Omega_i| = M\) and the probability of \(w_C^i\) can be calculated as

\[
\Pr(w_C^i) = \sum_{(k, l) \in \Omega_i} p_k p_l, \quad (3)
\]

for \(i = 1, \ldots, M\).

**Remark 1**: Therefore, the entropy of \(W_C\) is

\[
H(W_C) = -\sum_{i=1}^{M} \sum_{(k, l) \in \Omega_i} p_k p_l \log_2 \sum_{(k, l) \in \Omega_i} p_k p_l. \quad (4)
\]

The first- and second-order derivatives of \(H(W_C)\) are

\[
\frac{\partial H(W_C)}{\partial p_i} = -\frac{2}{\ln 2} - 2 \sum_{j=1}^{M} p_j \left( \log_2 \sum_{(k, l) \in \Omega_j} p_k p_l \right), \quad (5)
\]

\[
\frac{\partial^2 H(W_C)}{\partial p_i \partial p_n} = -2 \log_2 \sum_{(k, l) \in \Omega_i} p_k p_l - \frac{4}{\ln 2} \sum_{(k, l) \in \Omega_i, j} p_k p_l p_n - \sum_{j=1, j \neq i}^{M} \frac{4 p_j p_j^T}{\ln 2 \sum_{(k, l) \in \Omega_j} p_k p_l}, \quad (6)
\]

where \(p_j^i\) is the probability of \(a_k + \sqrt{-1}a_l\), yielding \(a_k + \sqrt{-1}a_l \in \Omega_j\) or \(i + a_l \in \Omega_i\), for given \(i\), respectively. \(\Omega_i^j\) denotes the index pairs set of \((x_A, x_B)\) including of \((k, l) = (i, n)\) or \((k, l) = (n, i)\). We can see from \(6\) that \(\frac{\partial^2 H(W_C)}{\partial p_i \partial p_n}\) is dependent of \(P_X\), so that the convexity of \(H(W_C)\) on \(P_X\) is missing.

Fortunately, because \(x_A\) is orthogonal with \(x_B\), we have \(\Pr(y|x_A, x_B) = \Pr(y|x_{AB})\) for all \((x_A, x_B) \in \mathcal{X}_A \times \mathcal{X}_B\). The mutual information \(I(W_C; Y)\) is then given by the following theorem.

**Theorem 1**: The mutual information \(I(W_C; Y)\) of a discrete-time memoryless Gaussian MAC with computation \(\Pr(y|x_{AB}, x_B)\) is shown in \(7\).

**Proof**: Given \(w_C^i, i = 1, \ldots, M\), the conditional probability \(\Pr(y|w_C^i)\) can be written as

\[
\Pr(y|w_C^i) = \frac{\Pr(w_C^i,y)}{\Pr(w_C^i)} = \sum_{(k, l) \in \Omega_i} \Pr(x_{AB}^i(k, l)|y) \frac{\Pr(x_{AB}^i(k, l))}{\Pr(w_C^i)}
\]

\[
\overset{(i)}{= \sum_{(k, l) \in \Omega_i} \Pr(y|x_{AB}^i(k, l)) \Pr(x_{AB}^i(k, l))}{\sum_{(k, l) \in \Omega_i} p_k p_l} \quad (8)
\]
where Steps (i) is based on $\Pr(x_A^B(k,l)) = p_k p_l$. Accordingly, we have Theorem 1.

According to [5], $\Pr(y|w_c^l)$ is dependent on $P_X$ given the channel transform matrix $\Pr(y|x_A^B)$. If $P_X$ is uniform distribution, i.e., $\Pr_i = \frac{1}{n}$ for all $i$, $\Pr(y|w_c^l)$ becomes $\frac{1}{n} \sum_{(k,l)\in \Omega} \Pr(y|x_A^B(k,l))$.

Remark 2: The mutual information $I(W_C;Y)$ can also be written as $I(W_C;Y) = \sum_y \sum_{i=1}^M \Pr(u_i^l) \Pr(y|u_i^l) \log \frac{\Pr(y|u_i^l)}{\Pr(y|w_c^l)}$.

According to the concavity of mutual information, for fixed $\Pr(y|w_c^l)$, $i = 1,...,M$, $I(W_C;Y)$ is a concave functional of $\Pr(w_c^l)$. However, the channel transform matrix is $\Pr(y|x_A^B)$, not $\Pr(y|w_c^l)$.

Therefore, the optimal input probability distribution problem for a discrete-time memoryless Gaussian MAC with computation $\Pr(y|x_A^B)$ can be formulated as

$$
\max_{P_X} I(W_C;Y) \\
\text{s.t.} \quad \sum_{i=1}^M p_i = 1 \\
\quad p_i \geq 0, \quad i = 1,...,M \\
\quad \sum_{i=1}^M p_i |a_i|^2 \leq P \tag{9}
$$

Based on $\sum_{i=1}^M p_i = 1$, $P_X$ is located on an $(M-1)$-dimensional simplex $D_p$. Similar to [6], $I(W_C;Y)$ is not in general concave on the input probability distribution $P_X$.

Because $\frac{\partial}{\partial p_i} I(W_C;Y) = 0$ and $I(W_C;Y)$ is a function of $P_X \otimes P_X$, it is difficult to evaluate obtain the necessary condition for the optimal problem based on Kuhn-Tucker condition. Here, $\otimes$ denotes Kronecker product.

For this non-convex problem, we can use some stochastic optimization algorithm to solve this non-convex problem [10], e.g., genetic algorithm or annealing algorithm. However, stochastic algorithms have high complexity and cannot guarantee a global optimal solution. In this paper, we use primal-dual interior-point algorithm with random initial values to find the optimal solution [11]. Prim-al-dual interior-point method is a deterministic optimization algorithm, where every feasible initial values is related to a local optimal solution. As a result, we can use different initial values to approach the global optimal solution.

### III. Numerical Results

We consider 16-PAM constellation in the simulation. Based on Theorem 1 and primal-dual interior-point algorithm, we can search good input probability distribution $P_X^*$ and then obtain the transmission rate at each $\frac{1}{P_X}$ per transmitter. Fig. 2 plots the transmission rate per transmitter for increasing $\frac{1}{P_X}$ with different $P_X$, where some corresponding proposed good input probability distributions $P_X^*$ are listed in Table I.

From the simulation results, it is clearly show that with the uniform distribution, the system suffers a large shaping loss, where the shaping loss is larger than 1.53 dB. For example, the gap at 2.5 (bits/channel use) between the cut-set bound and the achievable rate with uniform distribution is 4.67 dB. Thus, it is very necessary to do the signal shaping. Moreover, the results show that the proposed good input probability distribution has significantly shaping gain compared with the uniform distribution, e.g., 8.38 dB in 2.5 bits/channel use).

Interestingly, it can also be seen that for fixed $\frac{1}{P_X}$ ($-5 \text{ dB} \leq \frac{1}{P_X} \leq 25 \text{ dB}$), the achievable rate per transmitter with $P_X^*$ based 16-PAM is larger than the cut-set bound. For example, for rate-2.5 bit per channel use, $P_X^*$ provides gain of 3.71 dB compared the cut-set bound. Notice also that the transmission rate based the MB distribution is very close to the cut-set bound, even more than the cut-set bound for high SNR (11.5 dB $\leq \frac{1}{P_X} \leq 21.5$ dB). The reason for this observation is presented in Section I-A.

Fig. 3 plots the good distribution and the corresponding probability distribution of $W_C$ for $R_0 = 3.0067$ bits/channel use. It is clear from this figure that this $P_X^*$ has more volatility than $\Pr(W_C)$. This behavior implies the computation operation can smooth the peak-to-average probability. This can be very useful to improve the entropy. With this probability distribution, we have $H(X_A) = H(X_B) = 2.5455$ bits, but the entropy of $W_C$ is increased to $H_{W_C} = 3.7959$ bits.

### IV. Extension and Discussion

#### A. Different input probability distributions for different transmitters

In previous sections, two orthogonal 1-D constellations with the same input probability distribution $P_X$ are used. Obviously, it can be extended to two orthogonal 1-D constellations with different input probability distribution $P_X$ and $Q_X$. Let $Q_X = \{q_i\}_{i=1}^M$ be the input probability distribution of $X_B$. Therefore, (3) becomes $\sum_{(k,l)\in \Omega} p_k q_l$ and then we can get $I(W_C;Y)$
by substituting $\Pr(w_C^i)$ into (7). $Q_X$ is also located on an $(M - 1)$-dimensional simplex $Q_p$, and $D_p \otimes Q_p$ is a domain of $P_X \otimes Q_X$. As a result, we need to search $P_X^*$ and $Q_X^*$ in $D_p \otimes Q_p$, to maximize $I(W_C; Y)$. By increasing the search dimension, $I(W_C; Y)$ based on $P_X$ and $Q_X$ is no less than that based on $P_X^*$ and $P_X^*$.

Taking 16-PAM constellation for example, for given $P = 9 \text{ dB}$, $I(W_C; Y)$ can achieve 2.9762 bits/(channel use) based on the following $P_X^*$ and $Q_X^*$.

$$P_X^* = 10^{-4} \times \{2, 1226, 2, 2, 3, 3326, 2, 2, 2, 3701, 2, 2, 1721, 2, 3\}; \quad (10)$$

$$Q_X^* = 10^{-4} \times \{12, 2, 2, 1466, 2, 2, 3523, 2, 2, 3517, 2, 2, 1457, 2, 2, 5\}. \quad (11)$$

We can see that $P_X^*$ and $Q_X^*$ have different structure. Compared with the result in Table I, this transmission provides significant gain (1 bits/(channel use)) compared with the transmission based on $P_X$ and $P_X^*$.

### B. 2-D Constellation

We also can extend our results to 2-D constellation. Notice that due to the requirement of ambiguity-free detection in destination, not all 2-D constellations can be used. In addition, by using 2-D constellation, one signal $x_{AB}$ can be mapped to the same $w_C$ value more than one time, because different signal pairs $(x_A, x_B)$ may share the same signal $x_{AB}$ value [12], i.e. $x_A + x_B = x'_A + x'_B$ with $(x_A \neq x'_A, x_A \neq x'_B)$. Combining with Theorem 1 in [12], we also can obtain $I(W_C; Y)$ with $P_X^*$.

Consider 16 quadrature amplitude modulation (QAM) with Gray mapping, where it is ambiguity-free. Some good input probability distributions $P_X$ for 16-QAM are listed in Table II at different $R_t$. We can see that for 16-QAM, the proposed $P_X^*$ also outperform the cut-set bound by 0.3 and 0.57 dB at $R_t = 3.2494$ and $R_t = 2.7475$ bits/(channel use), respectively.

### Table II

| $R_t$ | $I(W_C; Y)^{\text{uf}}$ dB | $I(W_C; Y)^{\text{cs}}$ dB | $I(W_C; Y)^{\text{MB}}$ dB | $I(W_C; Y)^{\text{ef}}$ dB |
|-------|-----------------|-----------------|-----------------|-----------------|
| 1.5412 | 12.5320         | 12.1458         | 11.9458         | 11.5027         |
| 3.5412 | 10.5320         | 10.1458         | 10.9458         | 10.5027         |
| 5.5412 | 8.5320          | 8.1458          | 8.9458          | 8.5027          |

### V. Conclusions

We address the optimization problem of the input probability distribution to maximize the mutual information for a two-user Gaussian MAC with computation. We formulate and analyze the optimization problem, and then use the primal-dual interior-point algorithm to search the optimal input probability distribution. The main results are summarized as follows:

- The uniform distribution suffers a large shaping loss compared with the cut-set bound, where the shaping loss is larger than 1.53 dB.
- The Maxwell-Boltzmann distribution also suffers a large performance loss compared with the optimal input probability distribution.
- The proposed input probability distribution can achieve a significant gain compared with the cut-set bound.
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