Towards an objective characterization of an individual’s facial movements using Self-Supervised Person-Specific-Models
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Abstract

Disentangling facial movements from other facial characteristics, particularly from facial identity, remains a challenging task, as facial movements display great variation between individuals. In this paper, we aim to characterize individual-specific facial movements. We present a novel training approach to learn facial movements independently of other facial characteristics, focusing on each individual separately. We propose self-supervised Person-Specific Models (PSMs), in which one model per individual can learn to extract an embedding of the facial movements independently of the person’s identity and other structural facial characteristics from unlabeled facial video. These models are trained using encoder-decoder-like architectures. We provide quantitative and qualitative evidence that a PSM learns a meaningful facial embedding that discovers fine-grained movements otherwise not characterized by a General Model (GM), which is trained across individuals and characterizes general patterns of facial movements. We present quantitative and qualitative evidence that this approach is easily scalable and generalizable for new individuals: facial movements knowledge learned on a person can quickly and effectively be transferred to a new person. Lastly, we propose a novel PSM using curriculum temporal learning to leverage the temporal contiguity between video frames. Our code, analysis details, and all pretrained models are available in Github and Supplementary Materials.

1. Introduction

Faces are rich, complex sources of information. The face conveys structural characteristics, including the identity of its owner [1], along with transient characteristics [2–6] such as facial expressions using complex individual muscle compositions [7]. Of many emotional channels, the face is integral in conveying important information about emotional states [6]. Understanding emotions is crucial, as emotions are the bedrock of several life experiences—from survival, to social connections, to well-being [2, 8, 9]. The human visual system is specialized in the processing of faces and can infer many facial characteristics in fractions of a second [10, 11]. Researchers have studied facial movements as a read-out of emotional expression. Several methods have been developed to measure facial movements, such as facial electromyography (fEMG) [12, 13] and Facial Action Coding Systems (FACS) [14]. FACS describes visually distinguishable facial movements using individual components of muscle movement, called Action Units (AUs) [14] (Tab. 1). Unlike EMG tracking, FACS is based on observations from the face annotated by trained human raters. Additionally, data analysis techniques have been developed to recognize facial expressions, such as categorical facial emotion recognition [15], and automated computer vision systems that learn facial movements embeddings [16, 17].
A meaningful embedding is crucial, as it can be compared with embeddings from other faces to perform tasks like facial expression, facial identity, or facial movement characterization.

Computational models of facial behavior emerged in the early 90s and have focused on facial expression recognition (FER) \[18, 19\]. These automated systems usually share a common framework \[20\] in which the face is first localized in the image, the information is then extracted from the face region, and this information is leveraged to predict facial expression. These systems have multiple advantages over manual coding, including considerable time gains and scalability to new and large datasets \[21, 22\].

Deep neural networks are now considered standard tools for automated AU detection and FER \[23, 24\]. Several methods have attempted to disentangle face characteristics \[25, 26\], perform emotion/expression recognition, and execute AUs detection tasks \[27–30\]. These deep learning methods can be separated into two basic approaches.

The first approach is supervised learning, which relies on labeled data consisting of an input and a corresponding label. By training the models to learn to extract the expressions/AUs labels, the model learns to separate the facial expression and its corresponding movements from other facial attributes. These supervised methods rely on large amounts of labeled data, which is expensive, difficult to process in a realistic environment, and are subject to potential errors and biases of initial human labeling.

The second approach consists of self-supervised/unsupervised methods \[31–34\]. These methods have attempted to disentangle specific face characteristics using encoder-decoder-like architectures that apply neural networks to reduce the data into low dimensional latent space. The encoder compresses the data into a latent space that represents facial expression and movements, while the decoder converts that latent representation back into a higher dimensional space to reconstruct the input. The decoder ensures that this encoded latent space captures to the greatest extent the facial characteristics of interest. These encoder-decoder-like architectures are particularly useful in learning efficient embeddings from unlabeled data. The intuition is that these low dimensional latent variables are features that should encode the most important information of the facial input to be able to reconstruct it.

From a computational perspective, characteristics like pose \[26, 31\], shape \[35\], or appearance \[32\] are separable. In contrast, separating facial expression and its corresponding movements from identity remains very challenging, as individuals exhibit a high degree of variability in facial muscle movements and some of these result directly from differences in facial shape \[36–38\].

Very few models have attempted to account for interindividual variability of facial movements. The vast majority of these approaches are supervised and propose to build person-specific classifiers to predict either emotion categories or AU intensities \[39–43\]. These types of models have been set aside due to a lack of person-specific data and difficulty in model training.

Even though several computational models of facial expression and characterization of corresponding movements exist, many of these models 1) rely on human labeling assumptions, and 2) do not describe individual differences. In this paper, we propose a novel training approach that can effectively capture an individual’s facial movements independently of its identity and other facial characteristics (Fig. 1). We compare state of the art self-supervised approaches in the characterization of facial muscle movements and choose the top-performing architecture to develop self-supervised Person-Specific Models. We demonstrate that these PSMs outperform top-performing approaches in predicting individual facial muscle actions. Most importantly, these models learn an embedding of facial movements that is independent of the person. PSM extracts both facial movements that are shared across persons along with fine-grained behaviors of facial movements characterized by complex patterns of facial actions. These fine-grained facial movements are specific to each individual and not characterized by General Models (GM) trained across individuals that extract more general patterns of facial movements. In addition, we show PSMs are quick to train, and that transfer learning generalizes well across new individuals even across different databases. Lastly, we develop Person-Specific Models with Curriculum Temporal Learning (PSMwCTL) that leverage the temporal order of the frames in a video while accounting for interindividual variability.

In summary, our contributions are as follows: 1) self-supervised Person-Specific Models are a novel training approach that focuses on modeling interindividual differences of facial movements, 2) we demonstrate that these models effectively learn a fine-grained representation of facial movements that are specific for each person, allowing for a data-driven characterization of facial movements, 3) the facial movements knowledge that is learned from

| Action Units   | Description          |
|----------------|----------------------|
| 1              | Inner brow raiser    |
| 2              | Outer brow raiser    |
| 4              | Brow Lowerer         |
| 5              | Upper Lid Raiser     |
| 6              | Cheek Raiser         |
| 9              | Nose Wrinkler        |
| 12             | Lip Corner Puller    |
| 15             | Lip Corner Depressor |
| 17             | Chin Raiser          |
| 20             | Lip stretcher        |
| 25             | Lips part            |
| 26             | Jaw Drop             |

Table 1. Action Units in the DISFA dataset
a person using a PSM can efficiently be transferred to characterize the facial movements of a new person, and 4) we develop a novel temporal curriculum learning approach that increases the complexity of the training examples by leveraging the temporal contiguity of video frames.

2. Related work

2.1. Self-supervised models to learn facial embeddings

Our objective in developing computational models is to extract an embedding of the facial movements from facial observations that is independent of facial identity and other characteristics without any supervision. While our approach is designed for facial movements in general, we aim to understand facial expressions and we do not test for other movements such as ingestion or speech. The goal is to develop a method that objectively finds such a facial embedding by relying solely on facial observations from video data, while disregarding assumptions underlying human labeling, categorical emotional, and categorical facial expression. Self-supervised models are adequate since they can exploit an infinite amount of unlabelled facial video to learn an efficient representation of the facial characteristics. Equally important, these models are fully data-driven and do not rely on human labeling assumptions, and therefore can discover novel facial movements patterns. We compared 4 recent state-of-the-art self-supervised models that learn facial embedding:

1. FAb-Net [31] is trained to learn a meaningful face embedding that encodes information about head pose, facial landmarks, and facial expression. The model is optimized to reconstruct a target frame from a source frame by learning the flow field between the two (S.Fig 1A).

2. Temporal-consistency [44] leverages the temporal distance of the frames in a video to create a ranking of the frames from an anchor frame. The model is optimized using a temporal ranking triplet-loss to learn a facial embedding (S.Fig 1B).

3. Twin-Cycle Autoencoder (TCAE) [45] attempts to disentangle all facial movements by separating the head movement motions from the facial muscle movements into two distinct facial embeddings. The model is optimized to change the two main facial movements (head pose movements and expression movements) of the source frame to those of the target frame (S.Fig 1C).

4. FaceCycle [34] is trained by overlaying facial motion and facial identity cycle-consistency constraints, separately extracting identity and motion representations when given two facial images of the same person. For the facial motion embedding, the model is optimized to learn the optical flow field from a face with expression to the neutral face of the same person and to reconstruct the original input from the neutral face learned from a different input frame of the same person (S.Fig 1D).

These 4 models were trained on images from VoxCeleb1 and VoxCeleb2 datasets [46]. We downloaded the available pretrained models and extracted the trained encoder coding the facial movements as claimed by the authors.

2.2. Existing models comparison

We adopted the DISFA dataset [47, 48] to evaluate the performances of these models. DISFA is particularly adequate to evaluate whether a model learns a good representation of facial movements. It consists of spontaneous video clips of facial behaviors from 27 persons (young adults) across diverse demographics who were video recorded for about 4 minutes. This resulted in ~ 4,800 frames per person watching 9 video segments intended to elicit spontaneous AUs. This dataset provides continuous annotations of spontaneous facial expression coded by experts for 12 facial AUs with intensities ranging from 0 to 5. During the analysis, the frames with intensities greater than 1 were considered as positive, while others were treated as negative. We provide a detailed description of the dataset in S.Fig 2. The analysis of AUs reveals that 1) some action units have higher co-occurrence (for example AU6 with AU12 and 25; AU9 with AU4; AU2 with AU1), which is consistent with facial actions such as smiling and 2) some facial actions are activated more often than others (AU4, 25) (S.Fig 2B-E). More importantly, the analysis highlights the interindividual differences of facial behavior. The individuals have 1) distinct patterns of facial movements, with some individuals more expressive than others (S.Fig 2D), and 2) low temporal correlation of facial movements with some individuals expressing more complex AU patterns than others (average temporal correlation across individuals and AUs = 0.11) (S.Fig 2F). This suggests that even though they are watching the same emotion eliciting videos, their perceived facial actions are different, which again suggests that modeling interindividual differences is essential to uncover the individual’s behaviors of facial movements.

We used the standard evaluation protocol [44, 45] for all 4 models (FAb-Net, TCAE, temporal-consistency and FaceCycle) by training a linear classifier on the learned embedding. Each model was trained on VoxCeleb and produces a 256 face embedding that contains information for facial actions. Since TCAE produces two embeddings, one for head pose-related features and one for expression-related features, we used the expression-related embedding. Similarly, FaceCycle produces two embeddings and we used the facial-motion embedding. We evaluated the 256 vector representations that were generated by the encoders for AU detection on the DISFA dataset by training a linear classifier (a batch-norm layer followed by a linear fully connected layer with no bias) with Binary Cross Entropy (BCE). We
Figure 2. Person-independent F1-score results for state-of-the-art self-supervised methods on DISFA. Higher is better for F1-score. We performed person-independent 3-fold cross validation (3-CV) and used 100 bootstraps on the test sets. AU's 1, 2, 4, 6, 9, 12, 25, 26 were tested on F1 score results. (a) Results are averaged across AUs. (b) Results are displayed per AU. The p-values to compare the models were computed with t-test. * denotes p < 0.0001.

used person-independent 3-fold cross validation (we split the data into 3 folds based on identities) with 100 bootstraps on the test set using the exact same train/test splits and model parameters (Fig. 2). The F1 score (F1 = 2RP/(R+P), was used to report the results as a combination of both precision (P) and recall (R). Our F1 score results are consistent with those previously reported [45]. The facial-motion cycle consistency encoder-decoder from FaceCycle by Chang et al. was performing better than the other state of the art models we evaluated. We expected the facial-motion cycle consistency to outperform the other models because the model’s objective is to extract a facial motion embedding from a person’s original input frame. Specifically, the model needs to remove the person’s facial motion to construct its neutral face, and retrieve the person’s facial motion to reconstruct the original face with motion from the neutral face. By doing so, the model learns to implicitly capture the facial motion characteristics, remove them from a given face, and add them back to reconstruct the original input. Although FaceCycle had the best average F1 score amongst evaluated models, FaceCycle’s performances varied for each AU. In particular, for AU2 (outer brow raiser), AU6 (cheek raiser), and AU9 (nose wrinkler), FaceCycle didn’t outperform all other models. This is likely the result of the low proportion and absence of these AUs for some individuals (S.Fig 1 B-C).

3. A novel training approach that accounts for individual differences with self-supervised Person-Specific models

Even when presented with the same video stimuli, individuals exhibit different facial movements because of interindividual differences (S.Fig 2). Facial movements are highly variables between individuals, which affects the ability of general models to characterize person-specific facial movements. Hence, we introduce a training approach that focuses on Person-Specific modeling. To build person-specific models (PSM) and general models (GM), we use the facial-motion cycle consistency architecture of FaceCycle (Fig. 3a-b), the best performing state of the art model evaluated in the previous section. The observed motions are caused by both facial actions and head motions. To get rid of the head movement effects, we first need to localize, crop, and center the face in the image, and then rotate the face such that the eyes lay on a horizontal line. To do that, we used a pre-trained ensemble of regression trees [49] that estimates 68 facial landmarks positions. We then identify the landmarks corresponding to the eyes and the mouth to crop and rotate the face such that the eyes lay along the same horizontal line. This processing step allows the model to automatically focus on the facial movements rather than head motion. 0.7% of the frames were discarded because the face was obstructed and the algorithm could not detect the facial landmarks. We trained PSM on the DISFA dataset with the facial motion cycle consistency in a self-supervised manner with no labels associated. This time, the model learns an embedding that is person-dependent. We compared the average of all PSMs with the GM.

4. Results

4.1. PSM outperforms current existing training approach

We used the trained facial movements encoder for every model to obtain a facial embedding and evaluated the representations generated for facial action unit detection by training a linear classifier with BCE. However, this time, we performed a person-dependent evaluation. We randomly split each person’s video frame into 80% training / 20% testing. For each person, we evaluated the F1 score for each action unit, which activated at least 2% of the time for the person’s video and we used 100 bootstraps on the test data. All models were trained using the exact same train/test splits and parameters. The person-dependent F1 scores were much higher for all models when compared to the person-independent F1 scores (compare Fig. 3c and Fig. 2a) for the same linear classifier because the individual’s facial embedding data is now used for both training and testing. This is also a result of the high interindividual variability of the data. The average temporal correlation between participants is only 0.11 (S.Fig 1F) with some participants being more expressive than others (S.Fig 1D).

PSM performs better on average than GM (Fig. 3c), with both models trained on the same data. PSM predicts all AUs better than GM (p < 0.0001) except AU4 and 5 (Fig. 3d). These F1 score results demonstrate that PSM’s facial embeddings capture more relevant facial movements information than GM’s facial embedding for decoding AUs. Since the face embedding is a higher dimensional space than AU
Figure 3. Comparison between person-specific training approach and standard training approach using the self-supervised Face-Motion Cycle consistency architecture. (a) Main ideas of the facial motion cycle-consistency: de-expression to the neutral face and re-expression to the face with motion. Detailed of the self-supervised architecture with 2 inputs of the same subject. There are 3 main modules: 1. Disentanglement, 2. Expression removal and 3. Expression retrieval. The dotted rectangle indicates the facial movements embedding representation. The 2 red arrows are used for the facial-motion cycle consistency invariance constraint. We modified the training optimization process by introducing weight importance decay of the neutral face symmetric loss. For more details about the architecture, please refer to the original paper (Chang et al. 2021) [34] and our code. (b) For PSM, we extract the data for each person and train one model for one individual introducing weight importance decay of the neutral face symmetric loss. For GM, we trained one model for all persons together. (c) Person-dependent F1-score results for PSMs and GM trained on DISFA. Higher is better for F1-score. Results are averaged across AUs and individuals. (d) Results are displayed for each AU.

In an effort to characterize facial movement clusters and identify the structure of PSM and GM embeddings, we investigated the learned embedding of facial movements using clustering and dimensionality reduction techniques. First, we investigated the number of clusters generated for each person by PSM and GM. We used density-based spatial clustering of applications with noise (DBSCAN) with different parameter values (min samples and $\epsilon$: maximum distance between two samples) and then averaged the number of clusters found for each person for both PSM and GM. We plotted for each person the average difference of F1-score per AU and meaningful in terms of facial movements. Hence, we developed an automatic way to investigate which clusters are novel and well characterized in AU space. We extracted the AU frequencies for each cluster. A PSM cluster is considered novel in comparison to all GM clusters if its AU frequency structure has a low correlation with all other clusters in GM, and a PSM cluster is well characterized in AU space if it contains a high proportion of specific AUs. Hence,

space (256 vs 12 dimensions), it is possible to have different embeddings leading to good AU decoding, and that additional facial movements information is encoded in these embeddings but not in the AUs. We assume that individuals will exhibit behavioral clusters of facial movements. As suggested by the basic emotion theory [2, 14], some clusters should be characterized by a clear set of AUs. Among the remaining clusters, some of them might not necessarily be well characterized in AU space: there could be high AU variability within a cluster, or there could be multiple clusters that have similar AU patterns. Some other clusters might be indicative of interindividual differences: they could characterize complex facial movements behaviors specific to particular individuals. In the next section, we further quantify these facial embeddings and compare the clusters found in PSM and GM.

4.2. PSM learns fine grained movements not characterized by General Models

In an effort to characterize facial movement clusters and identify the structure of PSM and GM embeddings, we investigated the learned embedding of facial movements using clustering and dimensionality reduction techniques. First, we investigated the number of clusters generated for each person by PSM and GM. We used density-based spatial clustering of applications with noise (DBSCAN) with different parameter values (min samples and $\epsilon$: maximum distance between two samples) and then averaged the number of clusters found for each person for both PSM and GM. We plotted for each person the average difference of number of clusters for GM and PSM. Negative values mean that on average, DBSCAN detects more clusters using the learned embedding from PSM. PSM finds on average one more cluster than GM ($p < 0.0001$, values ranging from -5 to +9 clusters difference per person (Fig. 4a)). However, the results do not indicate whether the clusters found are novel and meaningful in terms of facial movements. Hence, we developed an automatic way to investigate which clusters are novel and well characterized in AU space. We extracted the AU frequencies for each cluster. A PSM cluster is considered novel in comparison to all GM clusters if its AU frequency structure has a low correlation with all other clusters in GM, and a PSM cluster is well characterized in AU space if it contains a high proportion of specific AUs. Hence,
Figure 4. Comparison of learned representation of behaviors of facial movements from GM and PSM.

(a) Average difference in number of clusters found by density-based spatial clustering of applications with noise clustering (DBSCAN) for each person from PSM and GM. We repeated DBSCAN for different values of $\varepsilon$ (3 to 10) and different values of minimum samples for a cluster to be created (4 to 8) and averaged for each individual. Negative values mean that on average, for that individual, the algorithm discovered more clusters from the person-specific model embedding. $^*_{p < 0.0001}$

(b) Number of novel meaningful clusters for each participant for both PSM and GM. Meaningful cluster is defined using a custom metric leveraging AU frequency correlation ($\rho$) and euclidean distance ($L^1$) between clusters in AU frequency space comparing every cluster in GM and PSM. A meaningful cluster in PSM is a cluster where the custom metric has a value of less than 0.8 with all other clusters in GM, and vice versa. The lower the metric value, the more different the clusters are. Each cluster is defined by a frequency vector of size 12 corresponding to the 12 AU frequencies such that: $PSM_y = (AU1_{PSM}^{prop}, ..., AU26_{PSM}^{prop})$, and $GM_y = (AU1_{GM}^{prop}, ..., AU26_{GM}^{prop})$:

$\text{Custom metric} = \frac{\text{Normalized}(\rho(PSM_x, GM_x) - L^1(PSM_x, GM_x)))}{*_{p < 0.0001}}$

(c) Examples of frames extracted after DBSCAN clustering from the learned embedding by GM and PSM on the frames for 2 participants. Frequencies barplot of AUs are displayed for each cluster. PSM finds more meaningful clusters and these clusters are characterized by specific AU activations. Heatmap corresponds to the normalized value of the custom metric to find meaningful novel clusters. Small values ($< 0.8$) consistent across a particular row indicate novel meaningful cluster in PSM. Similarly, small values ($< 0.8$) consistent across a particular column indicate novel meaningful cluster in GM. Green rectangle indicates novel PSM clusters.

We leverage these 2 criteria by combining them into a single metric computing the difference between the correlation and euclidean distance of AU proportions vector for each pair of (PSM,GM) clusters. For each cluster in PSM, we compute this metric for each cluster in GM and vice versa. We then use a threshold of 0.8 and flag clusters that have all pairs below this threshold. This helped us identify novel and well-characterized in AU space clusters for each individual in PSM (Fig. 4b). We further investigated the content of these clusters for each individual. As an example, we show the results for 2 of these individuals in Fig. 4c). GM and PSM both found common clusters with simple behavior characterized by simple AU combinations (for example, for person 1 (left side): cluster with high activation of AU1+2, cluster with high activation of AU4 and cluster with high activation of AU1+2+4). Importantly, we found novel clusters in PSM that were not captured by GM (Fig. 4c, S.Fig 3). These clusters are characteristic of fine-grained behaviors of facial movements because they involve high proportions of specific AU combinations and these clusters are not identified by GM, highlighting specific behaviors that are more complex and characterized by combinations of multiple AUs (AU4+17+20, AU4+9). For example, clusters 1, 7, and 8 are characterized by a high activation of AU4, and the differentiation between these 3 clusters involves an additional high proportion of AU17 and AU20 for cluster 7 and AU9 for cluster 8 (Fig. 4c). Similar results with different AU patterns hold for all other individuals (S.Fig 3). These behaviors are person specific and could not be characterized by an analysis that looks for general patterns across individuals. On average, PSM finds 2 novel and well characterized behavioral clusters (range 0 to 6) per person that were not identified by GM.

Second, the analysis of GM across all individuals revealed facial behavior patterns shared across participants. Clustering analysis of expression embeddings across all individuals revealed that similar expressions and behaviors, characterized by the activation of specific AUs, were grouped together independently of the identities (S.Fig 4).

In this section, we demonstrate that the high dimensional embedding learned by these models identify behavioral clusters of facial movements that go beyond action units. These novel clusters identified by PSM are important because they may highlight novel behavioral movements that are specific and unique to one individual or a small group. Previously, these behaviors could not have been characterized by a GM that looks for general patterns of facial expression across individuals. This approach can be of great significance when characterizing behaviors of facial movements of different groups, for instance across different cultures [50].
4.3. PSM transfer learning is effective and can be generalized to new persons

Next, we evaluate the generalization of PSMs. PSMs are only practical if they can be trained with limited data and time. We want to determine whether a model trained on one person has learned general features of facial movements that can be directly transferred to encode facial movements for a novel person. To assess the potential of Person-Specific transfer-learning, we used 4 different training approaches:

1) We trained non-pretrained PSM for 500 epochs (same results as PSM Figure 3).
2) We used the VoxCeleb-pretrained GM and trained for 10 epochs. We computed the F1 score results on all test persons and averaged the results.
3) We trained a non-pretrained PSM on for 500 epochs and then trained it on a new person for 10 epochs. We computed the F1 score results on all possible train/test persons and averaged the results.
4) We trained a non-pretrained PSM for 10 epochs.

(a) Person-dependent F1-score results for comparing the transfer learning approaches ((2) and (3)) to the upper and lower performance bounds ((1) and (4)). Results are averaged across AUs and individuals. (b) Results are displayed per AUs. The pvalue to compare the 2 training approaches was computed with t-test. * denotes p < 0.0001.

Each video was split into 80% training / 20% testing while preserving the percentage of samples for each AU class. For each person, AUs that were active more than 2% of the time were tested and F1 score results were averaged and we used 100 Bootstraps on the test set. The pvalues to compare the training approaches were computed with t-test.

(c) Comparison of generated neutral faces for different input frames on the different training approaches.

Qualitatively, we can assess the effectiveness of transfer learning by looking at the reconstruction of the neutral faces that were held for the test (these tested frames were not in the train dataset). The construction of the neutral face is crucial in the facial motion cycle consistency (Fig. 3a), as it is used as the center of the architecture, both as the output for the expression removal and as the input for the expression retrieval. This constructed neutral face is used in the different training stages to train and update the weights of the network. Therefore, the ability to generate a neutral face (i.e. to remove the facial-motion from any facial input) is imperative for the network to extract the expression and its corresponding movements independently from a given facial input. Qualitatively, the transfer learning greatly improves the quality of the generated neutral faces (Fig. 5c). Transfer learning approaches (approaches 2 and 3) generated more similar neutral faces independently of the initial input when compared to the approach 4 without transfer learning. The average pixel euclidean distance between the generated neutral faces for the transfer learning approaches are respectively 3.0 and 2.8, while the average pixel euclidean distance is 4.6 for the approach 4 without transfer learning and 0.5 for approach 1 trained for 500 epochs.

Lastly, to evaluate the robustness of the models and to ensure that the models are not memorizing neutral faces but actually learning to encode the facial motion and reproduce a given neutral face from any input, we set up a random noise experiment. We generated random noise images and recomputed the generated neutral face. The corresponding generated neutral faces were also random noise (S.Fig 5).
This supports that the model does not generate a neutral face from memory. Overall, these results demonstrate that transfer learning is effective and can be generalized to new persons. These results suggest that an individual computational model can quickly learn an independent and objective representation of facial behavioral movements, and that this representation can be transferred to any new individual with very little training. The model can quickly be trained on a person and adapt to new persons with little data (only 10 epochs significantly improve the results using only 10% of the video frames for that person).

4.4. Person-Specific Models with curriculum temporal learning (PSMwCTL)

Previous results in sections 2 and 3 have demonstrated the potential of person-specific modeling. In addition, temporal-consistency was the second best performing model on person-dependent F1 score. Hence, we developed our modified version of Person-Specific face-motion cycle consistency with curriculum temporal learning (PSMwCTL) by gradually increasing the temporal distance between the two frames used in the face motion cycle consistency for each training example (S. Algorithm 1). This allows us to gradually increase the complexity of the training data by using pairs of frames that get further and further away from each other as the training progresses. Thereby, we leverage the inherent temporal contiguity of the video frames and help our models to learn faster. We evaluate PSM with PSMwCTL and demonstrate that PSMwCTL learns faster than PSM, and the evaluation of AU detection is slightly improved (Fig. 6a-b). Once again, we applied the same evaluation protocol by training a linear classifier on the learned embeddings over training epochs for both PSM and PSMwCTL. We plotted the average F1 score over the training epochs.

5. Limitations and future work

For future work, we plan to build models that can process temporal information in addition to the spatial information to incorporate the dynamics of facial movements and detect subtle facial movements changes. Even though we show that the transfer learning approach generalizes well across different datasets, one main limitation is that the facial dataset we test on is built for one specific context in one specific environment. To make the generalization claim robust, we would need a dataset that encompasses the same participants in different situations, i.e. with a different context and different environment.

6. Conclusion

We have proposed a novel training approach for characterizing facial movements that effectively combines facial-motion cycle consistency with Person-Specific self-supervised modeling. By integrating individual differences, our approach can objectively characterize facial muscle movements without relying on human labeling. Our approach demonstrates that the model learns a representation that characterizes a fine-grained behavior specific to each person and highlights that this can not be characterized by large studies with models trained across individuals. With transfer learning, our approach is easily scalable to new persons and can generalize to new datasets. We introduced temporal curriculum learning by leveraging the temporal

Figure 6. Introducing PSMwCTL. (a) PSMwCTL framework. See S. Algorithm 1. (b) Average F1 Score for PSM and PSMwCTL over training epochs averaged across AUs and individuals. Each video was split into 80% training / 20% testing while preserving the percentage of samples for each AU class. For each person, AUs that were active more than 2% of the time were tested.
contiguity of the frames in a video and demonstrated that this technique helps the model learn faster. In this paper, we take a step back to objectively characterize facial movements without relying on any human assumptions. By that means, we expect to discover novel behavioral clusters of facial movements. This positions us to better understand neurological disorders and target neural mechanisms for improved diagnoses [51–53].

Acknowledgements. We thank J.D. Victor, A.J. Hudspeth and C.D. Gilbert for feedback, L.Yin for administrative assistance and the Rockefeller HPC cluster for the GPU support. This work was supported by Alexander von Humboldt-foundation (M.B); the Center for Brains, Minds and Machines (CBMM), funded by NSF STC award CCF-1231216 (W.A.F); and by the Department of the Navy, Office of Naval Research under ONR award number N00014-20-1-2292 (W.A.F). Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation and the Office of Naval Research.

Contributions. Y.T., M.B., and W.A.F designed the study, prepared figures and tables, and wrote the manuscript. Y.T with the input of M.B prepared, trained the models and performed all the analysis.

References

[1] Elinor Mckone, Kate Crookes, and Nancy Kanwisher. The cognitive and neural development of face recognition in humans. The cognitive neurosciences., 4th ed., 4(2009):467–482, 2009.
[2] Charles Darwin. The Expression of the Emotions in Man and Animals. 1872.
[3] Joshua M Susskind, Daniel H Lee, Andrée Cusi, Roman Feiman, Wojtek Grabski, and Adam K Anderson. Expressing fear enhances sensory acquisition. Nat. Neurosci., 11(7):843–850, July 2008.
[4] Chris Frith. Role of facial expressions in social interactions. Philos. Trans. R. Soc. Lond. B Biol. Sci., 364(1535):3453–3458, December 2009.
[5] Ralph Adolphs. Perception and emotion: How we recognize facial expressions. Curr. Dir. Psychol. Sci., 15(5):222–226, October 2006.
[6] Jonathan R Zadra and Gerald L Clore. Emotion and perception: the role of affective information. Wiley Interdiscip. Rev. Cogn. Sci., 2(6):676–685, November 2011.
[7] Michael Brecht and Winrich A Freiwald. The many facets of facial interactions in mammals. Curr. Opin. Neurobiol., 22(2):259–266, April 2012.
[8] Robert Plutchik. The nature of emotions: Human emotions have deep evolutionary roots, a fact that may explain their complexity and provide tools for clinical practice. Am. Sci., 89(4):344–350, 2001.
[9] Marko Katana, Christina Röcke, Seth M Spain, and Mathias Allemand. Emotion regulation, subjective Well-Being, and perceived stress in daily life of geriatric nurses. Front. Psychol., 10:1097, May 2019.
[10] Moshe Bar, Maital Neta, and Heather Linz. Very first impressions. Emotion, 6(2):269–278, May 2006.
[11] Janine Willis and Alexander Todorov. First impressions, 2006.
[12] Ursula Hess. facial eMG. Methods in social neuroscience, pages 70–91, 2009.
[13] Louis G Tassinary and John T Cacioppo. Unobservable facial actions and emotion. Psychol. Sci., 3(1):28–33, January 1992.
[14] Paul Ekman and Wallace V Friesen. Facial action coding system. Environmental Psychology & Nonverbal Behavior, 1978.
[15] Ann M Kring and Denise M Sloan. The facial expression coding system (FACES): development, validation, and utility. Psychol. Assess., 19(2):210–224, June 2007.
[16] Raviteja Vemulapalli and Aseem Agarwala. A compact embedding for facial expression similarity. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5683–5692, 2019.
[17] Florian Schroff, Dmitry Kalenichenko, and James Philbin. Facenet: A unified embedding for face recognition and clustering. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 815–823, 2015.
[18] Kenji Mase. Recognition of facial expression from optical flow. *IEICE Trans. Inf. Syst.*, 74(10):3474–3483, 1991.

[19] Garrison Cottrell and Janet Metcalfe. EMPATH: Face, emotion, and gender recognition using holons. *Adv. Neural Inf. Process. Syst.*, 3, 1990.

[20] M Bartlett and Jacob Whitehill. Automated facial expression measurement: Recent applications to basic research in human behavior, learning, and education. *Handbook of face perception*, pages 489–513, 2011.

[21] Evangelos Sariyanidi, Hatice Gunes, and Andrea Cavallaro. Automatic analysis of facial affect: A survey of registration, representation, and recognition. *IEEE Trans. Pattern Anal. Mach. Intell.*, 37(6):1113–1133, June 2015.

[22] C Fabian Benitez-Quiroz, Ramprakash Srinivasan, and Aleix M Martinez. Emotionet: An accurate, real-time algorithm for the automatic annotation of a million facial expressions in the wild. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 5562–5570, 2016.

[23] Ghayoumi. A quick review of deep learning in facial expression. *J. Commun. Comput.*, 2017.

[24] Wafa Mellouk and Wahida Handouzi. Facial emotion recognition using deep learning: review and insights. *Procedia Comput. Sci.*, 175:689–694, January 2020.

[25] Huiyuan Yang, Umur Ciftci, and Lijun Yin. Facial expression recognition by de-expression residue learning. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 2168–2177, 2018.

[26] Feifei Zhang, Tianzhu Zhang, Qirong Mao, and Changsheng Xu. Joint pose and expression modeling for facial expression recognition. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 3359–3368, 2018.

[27] Geethu Miriam Jacob and Bjorn Stenger. Facial action unit detection with transformers. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, pages 7680–7689, 2021.

[28] Wenyu Song, Shuze Shi, and Gaoyun An. Facial action unit detection based on transformer and attention mechanism. In *Image and Graphics*, pages 461–472. Springer International Publishing, 2021.

[29] Yin Fan, Xiangju Lu, Dian Li, and Yuanliu Liu. Video-based emotion recognition using CNN-RNN and 3D hybrid networks. In *Proceedings of the 18th ACM International Conference on Multimodal Interaction*, ICMI ’16, pages 445–450, New York, NY, USA, October 2016. Association for Computing Machinery.

[30] Egor Zakharov, Aliaksandra Shysheya, Egor Burkov, and Victor Lemptsy. Few-shot adversarial learning of realistic neural talking head models. In *Proceedings of the IEEE/CVF international conference on computer vision*, pages 9459–9468, 2019.

[31] Olivia Wiles, A Sophia Koepeke, and Andrew Zisserman. Self-supervised learning of a facial attribute embedding from video. August 2018.

[32] Zhixin Shu, Mihir Sahasrabudhe, Riza Alp Guler, Dimitris Samaras, Nikos Paragios, and Iasonas Kokkinos. Deforming autoencoders: Unsupervised disentangling of shape and appearance. In *Proceedings of the European conference on computer vision (ECCV)*, pages 650–665, 2018.

[33] Xianglei Xing, Tian Han, Ruqi Gao, Song-Chun Zhu, and Ying Nian Wu. Unsupervised disentangling of appearance and geometry by deformable generator network. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, pages 10354–10363, 2019.

[34] Jia-Ren Chang, Yong-Sheng Chen, and Wei-Chen Chiu. Learning facial representations from the cycle-consistency of face. In *Proceedings of the IEEE/CVF International Conference on Computer Vision*, pages 9680–9689, 2021.

[35] Jiang, Wu, Chen, and others. Disentangled representation learning for 3d face shape. *Proc. IEEE*, 2019.

[36] M Kunz and S Lautenbacher. The faces of pain: a cluster analysis of individual differences in facial activity patterns of pain. *Eur. J. Pain*, 18(6):813–823, July 2014.

[37] Kenneth D Craig, Kenneth M Prkachin, and Ruth E Grunau. The facial expression of pain. *Handbook of pain assessment.*, 3rd ed., 3:117–133, 2011.

[38] Christof Holberg, Cathrin Maier, Stefanie Steinhäusser, and Ingrid Rudzki-Janson. Inter-individual variability of the facial morphology during conscious smiling, 2006.

[39] Enver Sangineto, Gloria Zen, Elisa Ricci, and Nicu Sebe. We are not all equal: Personalizing models for facial expression analysis with transductive parameter transfer. In *Proceedings of the 22nd ACM international conference on Multimedia*, MM ’14, pages 357–366, New York, NY, USA, November 2014. Association for Computing Machinery.

[40] Wen-Sheng Chu, Fernando De la Torre, and Jeffrey F Cohn. Selective transfer machine for personalized facial expression analysis. *IEEE Trans. Pattern Anal. Mach. Intell.*, 39(3):529–545, March 2017.

[41] Martina Rescigno, Matteo Spezialetti, and Silvia Rossi. Personalized models for facial emotion recognition through transfer learning. *Multimed. Tools Appl.*, 79(47):35811–35828, December 2020.

[42] Gloria Zen, Enver Sangineto, Elisa Ricci, and Nicu Sebe. Unsupervised domain adaptation for personalized facial emotion recognition, 2014.

[43] Junya Saito, Ryosuke Kawamura, Akiyoshi Uchida, Sachihiro Youoku, Yuushi Toyoda, Takahisa Yamamoto, Xiaoyu Mi, and Kentaro Murase. Action units recognition by pairwise deep architecture. October 2020.

[44] Li, Zeng, Shan, and Chen. Self-supervised representation learning from videos for facial action unit detection. *Proc. IEEE*, 2019.

[45] Lu, Tavabi, and Soleymani. Self-supervised learning for facial action unit recognition through temporal consistency. *BMVC*, 2020.

[46] Arsha Nagrani, Joon Son Chung, and Andrew Zisserman. VoxCeleb: a large-scale speaker identification dataset. June 2017.
[47] S Mohammad Mavadati, Mohammad H Mahoor, Kevin Bartlett, Philip Trinh, and Jeffrey F Cohn. DISFA: A spontaneous facial action intensity database. *IEEE Transactions on Affective Computing*, 4(2):151–160, April 2013.

[48] S. Mohammad Mavadati, Mohammad H. Mahoor, Kevin Bartlett, and Philip Trinh. Automatic detection of non-posed facial action units. pages 1817–1820, 2012.

[49] Kazemi and Sullivan. One millisecond face alignment with an ensemble of regression trees. *Proc. IAPR Int. Conf. Pattern Recogn.*, 2014.

[50] Hillary Anger Elfenbein and Nalini Ambady. On the universality and cultural specificity of emotion recognition: a meta-analysis. *Psychol. Bull.*, 128(2):203–235, March 2002.

[51] Beverly L Sheaffer, Jeannie A Golden, and Paige Averett. Facial expression recognition deficits and faulty learning: Implications for theoretical models and clinical applications. *Int. J. Behav. Consult. Ther.*, 5(1):31, 2009.

[52] Liliana R Demenescu, Rudie Kortekaas, Johan A den Boer, and André Aleman. Impaired attribution of emotion to facial expressions in anxiety and major depression. *PLoS One*, 5(12):e15058, December 2010.

[53] Karol Grabowski, Agnieszka Rynkiewicz, Amandine Lassalle, Simon Baron-Cohen, Björn Schuller, Nicholas Cummins, Alice Baird, Justyna Podgórska-Bednarz, Agata Pienikazek, and Izabela Łucka. Emotional expression in psychiatric conditions: New technology for clinicians. *Psychiatry Clin. Neurosci.*, 73(2):50–62, February 2019.
7. Supplementary Figures

Supplementary Figure 1. Overview of state-of-the-art self-supervised models of facial embedding.
(A) Facial Attributes-Net (FAb-Net), that is trained to embed multiple frames from the same video face into a common low-dimensional space (Wiles et al. Github).
(B) Temporal-consistency uses a triplet-based ranking approach that learns to rank the frames based on their temporal distance from an anchor frame (Lu et al. Github).
(C) TwinCycle Autoencoder (TCAE) that can disentangle the facial action related movements and the head motion related ones (Li et al. Github).
(D) Facial-motion cycle consistency from FaceCycle that can disentangle the facial movements by reconstruction of the neutral face (Chang et al. Github). Dashed areas indicate the facial-motion embedding.
Supplementary Figure 2. Detailed analysis of the facial muscle movements in the DISFA dataset through facial action units (AUs). AU intensities greater than 1 were considered as positive, while others were treated as negative.

(A) Scatter plot of average number of active AUs overtime across participants. Average is calculated across AUs and across participants for each frame. x axis represents the duration of the video (20 frames per second) and the y axis represents the average number of active AUs across participants for a particular frame. The images represent selected frames from the video stimuli. The alternance between red and black line corresponds to the different Youtube video segment stimuli.

(B) Scatter plot of average frequency for each AU overtime across participants. Each panel represents a different AU.

(C) Barplots of average frequency for each action unit across participants and time.

(D) Barplots of average frequency of action units across time for each individual.

(E) Co-occurrence of action units across participants. Each column represents the likelihood of each AU being activated when the AU corresponding to that column is activated. For example, \( P(AU2 = 1|AU1 = 1) = 0.6 \), i.e when AU1 is activated, the likelihood of AU2 being activated is 0.6.

(F) Average temporal correlation across action units for the participants.
Supplementary Figure 4. Facial behavior embedding analysis learned from GM. (A) Examples of frames extracted by density-based spatial clustering of applications with noise (DBSCAN) analysis from the GM learned embedding across persons. Cluster 0 reveals high activation for AU1 and AU2, cluster 1 reveals high activation for AU4, and cluster 2 reveals high activation for AU12 and AU25. Axis 1 and 2 projects on the 2 first principal dimensions. (B) Examples of behaviors of facial movement encoded by the learned embedding from the General Model. Dimensions 1 and 2 projects on the 2 first principal dimensions. Frequencies barplot of AUs are displayed for each cluster and rectangle areas.

Supplementary Figure 5. Reconstruction of the neutral face from random noise experiments from both General and Person-Specific Models. Generated neutral faces corresponding to random noise input were also random noise.
Supplementary Figure 3. Clustering analysis in AU space from the learned embedding by GM and PSM and discovery of novel meaningful clusters for all remaining participants.

Frequencies barplot of AUs are displayed for each cluster. PSM finds more meaningful clusters and these clusters are characterized by specific AU activations. Heatmap corresponds to the normalized value of the custom metric to find meaningful novel clusters. Small values (< 0.8) consistent across a particular row indicate novel meaningful cluster in PSM. Similarly, small values (< 0.8) consistent across a particular column indicate novel meaningful cluster in GM.
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GM Counter({0: 272, 1: 156, 2: 37, -1: 20})

Novel Clusters from PSM: ['PSM_3']
Novel Clusters from GM: []
GM Counter({0: 311, -1: 95, 1: 39, 3: 15, 2: 13, 4: 12})

Novel Clusters from PSM: ['PSM_4']

Novel Clusters from GM: []

Metric = Correlation - Euclidean Distance

|       | GM_-1 | GM_0 | GM_1 | GM_2 | GM_3 |
|-------|-------|------|------|------|------|
| PSM_-1| 0.89  | 0.74 | 0.51 | 0.68 | 0.7  |
| PSM_0 | 0.72  | 1    | 0.61 | 0.74 | 0.71 |
| PSM_1 | 0.42  | 0.61 | 1    | 0.42 | 0.32 |
| PSM_2 | 0.66  | 0.78 | 0.46 | 0.95 | 0.77 |
| PSM_3 | 0.79  | 0.73 | 0.34 | 0.76 | 0.96 |
| PSM_4 | 0.52  | 0.33 | 0    | 0.37 | 0.63 |

Novel Clusters from PSM: ['PSM_4']
Novel Clusters from GM: []
Novel Clusters from PSM: ['PSM_2', 'PSM_4', 'PSM_5']
Novel Clusters from GM: []
|        |   GM_-1 |   GM_3 |   GM_5 |   GM_6 |   GM_10 |   GM_13 |   GM_14 |   GM_15 |
|--------|---------|--------|--------|--------|---------|---------|---------|---------|
| PSM_-1 |    0.97 |   0.68 |   0.85 |   0.68 |    0.84 |    0.58 |    0.58 |    0.65 |
| PSM_3  |    0.69 |   0.96 |   0.66 |   0.95 |    0.61 |    0.31 |    0.31 |    0.44 |
| PSM_6  |    0.65 |   0.91 |   0.65 |    1   |    0.59 |    0.3  |    0.3  |    0.43 |
| PSM_13 |    0.57 |   0.27 |   0.61 |    0.3 |    0.66 |    1    |    1    |    0.85 |
| PSM_14 |    0.57 |   0.27 |   0.61 |    0.3 |    0.66 |    1    |    1    |    0.85 |
| PSM_15 |    0.65 |   0.4  |   0.65 |    0.3 |    0.66 |    1    |    1    |    0.85 |
| PSM_16 |    0.79 |   0.51 |   0.89 |   0.54 |    0.95 |    0.71 |    0.71 |    0.63 |
| PSM_17 |    0.33 |   0.22 |   0.22 |    0.26 |    0.27 |    0.16 |    0.16 |    0    |

Novel Clusters from PSM : ['PSM_17']
Novel Clusters from GM : []
Novel Clusters from PSM: ['PSM_7']

Novel Clusters from GM: []
Novel Clusters from PSM: ['PSM_7', 'PSM_9']

Novel Clusters from GM: []
Novel Clusters from PSM: ['PSM_10', 'PSM_11']
Novel Clusters from GM: []
GM Counter\{1: 260, 0: 113, -1: 51, 2: 12\}

Cluster-1
Cluster0
Cluster1
Cluster2

PSM Counter\{1: 272, 0: 113, -1: 44, 2: 7\}

Cluster-1
Cluster0
Cluster1
Cluster2

Metric = Correlation - Euclidean Distance

|        | GM_-1 | GM_0 | GM_2 |
|--------|-------|------|------|
| PSM_-1 | 0.98  | 0.2  | 0.43 |
| PSM_0  | 0.15  | 1    | 0.57 |
| PSM_1  | 0.4   | 0.59 | 0.98 |
| PSM_2  | 0.78  | 0    | 0.35 |

Novel Clusters from PSM : ['PSM_2']
Novel Clusters from GM : []
Novel Clusters from PSM: ['PSM_1', 'PSM_4']
Novel Clusters from GM: []

Metric = Correlation - Euclidean Distance

|               | GM_-1 | GM_0 | GM_1 |
|---------------|-------|------|------|
| PSM_-1        | 0.96  | 0.92 | 0.8  |
| PSM_0         | 0.92  | 1    | 0.77 |
| PSM_1         | 0     | 0.04 | 0.01 |
| PSM_3         | 0.75  | 0.79 | 0.91 |
| PSM_4         | 0.64  | 0.49 | 0.48 |
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Novel Clusters from PSM: ['PSM_3']
Novel Clusters from GM: []
|       | GM_-1 | GM_0 | GM_1 | GM_2 | GM_3 | GM_4 | GM_5 | GM_6 |
|-------|-------|------|------|------|------|------|------|------|
| PSM_-1| 0.97  | 0.77 | 0.85 | 0.83 | 0.83 | 0.78 | 0.84 | 0.87 |
| PSM_0 | 0.75  | 1    | 0.92 | 0.88 | 0.88 | 0.99 | 0.93 | 0.83 |
| PSM_1 | 0.8   | 0.88 | 0.96 | 1    | 1    | 0.88 | 0.91 | 0.96 |
| PSM_2 | 0.82  | 0.9  | 0.97 | 0.98 | 0.98 | 0.9  | 0.93 | 0.94 |
| PSM_3 | 0.73  | 0.98 | 0.9  | 0.86 | 0.86 | 0.97 | 0.91 | 0.81 |
| PSM_4 | 0.82  | 0.86 | 0.94 | 0.98 | 0.98 | 0.86 | 0.93 | 0.94 |
| PSM_5 | 0.11  | 0.17 | 0.89 | 0.85 | 0.85 | 0.16 | 0.14 | 0.9  |
| PSM_6 | 0.72  | 0.74 | 0.82 | 0.86 | 0.86 | 0.74 | 0.82 | 0.81 |

Novel Clusters from PSM: ['PSM_5']
Novel Clusters from GM: []
|        |   GM_-1 |   GM_0 |   GM_4 |
|--------+---------+--------+--------|
| PSM_-1 |    0.99 |   0.6  |   0.56 |
| PSM_0  |    0.59 |   1    |   0.2  |
| PSM_4  |    0.56 |   0.2  |   1    |
| PSM_5  |    0.56 |   0.2  |   1    |
| PSM_6  |    0.36 |   0    |   0.77 |
| PSM_7  |    0.35 |   0    |   0.77 |
| PSM_10 |    0.47 |   0.86 |   0.06 |
| PSM_11 |    0.76 |   0.69 |   0.43 |

Novel Clusters from PSM : ['PSM_6', 'PSM_7', 'PSM_11']
Novel Clusters from GM : []
|        |   GM_0 |   GM_1 |   GM_2 |   GM_3 |   GM_4 |
|--------+--------+--------+--------+--------+--------|
| PSM_-1 |    0.94 |   0.74 |   0.65 |   0.48 |   0.51 |
| PSM_0  |    0.8  |   0.99 |   0.72 |   0.57 |   0.19 |
| PSM_1  |    0.52 |   0.57 |   0.6  |   1    |   0    |
| PSM_2  |    0.68 |   0.64 |   0.67 |   0.38 |   0.55 |
| PSM_3  |    0.45 |   0.21 |   0.33 |   0    |   0.99 |
| PSM_4  |    0.54 |   0.72 |   0.46 |   0.41 |   0.08 |

Novel Clusters from PSM: ['PSM_2']
Novel Clusters from GM: ['GM_1']
Novel Clusters from PSM: ['PSM_0', 'PSM_4']
Novel Clusters from GM: []
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Novel Clusters from PSM: ['PSM_5', 'PSM_7']

Novel Clusters from GM: []

```
|        | GM_-1 | GM_0 | GM_1 | GM_2 | GM_3 | GM_4 | GM_5 | GM_6 | GM_7 |
|--------|-------|------|------|------|------|------|------|------|------|
| PSM_-1 | 0.95  | 0.69 | 0.84 | 0.8  | 0.79 | 0.62 | 0.67 | 0.79 | 0.83 |
| PSM_0  | 0.73  | 0.98 | 0.69 | 0.57 | 0.57 | 0.5  | 0.59 | 0.53 | 0.63 |
| PSM_1  | 0.83  | 0.7  | 1    | 0.83 | 0.62 | 0.81 | 0.87 | 0.61 | 0.68 |
| PSM_2  | 0.84  | 0.65 | 0.94 | 0.9  | 0.66 | 0.79 | 0.86 | 0.62 | 0.72 |
| PSM_3  | 0.84  | 0.54 | 0.63 | 0.66 | 1    | 0.5  | 0.5  | 0.94 | 0.96 |
| PSM_4  | 0.62  | 0.51 | 0.8  | 0.66 | 0.6  | 1    | 0.91 | 0.46 | 0.49 |
| PSM_5  | 0.26  | 0    | 0.07 | 0.31 | 0.42 | 0.01 | 0.01 | 0.36 | 0.39 |
| PSM_6  | 0.62  | 0.5  | 0.77 | 0.77 | 0.47 | 0.82 | 0.91 | 0.43 | 0.49 |
| PSM_7  | 0.49  | 0.27 | 0.56 | 0.51 | 0.44 | 0.65 | 0.65 | 0.45 | 0.4 |
| PSM_8  | 0.81  | 0.51 | 0.61 | 0.63 | 0.94 | 0.46 | 0.46 | 1    | 0.9  |
| PSM_9  | 0.88  | 0.61 | 0.69 | 0.7  | 0.96 | 0.49 | 0.53 | 0.9  | 1    |
```
Novel Clusters from PSM : ['PSM_6', 'PSM_7']
Novel Clusters from GM : []
Novel Clusters from PSM: ['PSM_7', 'PSM_8']
Novel Clusters from GM: []
Novel Clusters from PSM : ['PSM_4']
Novel Clusters from GM : []
In this analysis, we observe the following:

- **Novel Clusters from PSM**: ['PSM_7']
- **Novel Clusters from GM**: []

The correlation matrix and Euclidean distance metric are used to cluster the data. The clusters are visualized in the figure, with each cluster representing a set of data points that are close to each other in terms of the Euclidean distance. The GM Counters and PSM Counters are also shown, indicating the distribution of data points across different clusters.

The table below summarizes the correlation and Euclidean distance for each pair of clusters:

|       | GM_-1 | GM_0 | GM_1 | GM_2 | GM_5 |
|-------|-------|------|------|------|------|
| PSM_-1| 0.95  | 0.7  | 0.38 | 0.63 | 0.4  |
| PSM_1 | 0.65  | 0.81 | 0.24 | 0.6  | 0.51 |
| PSM_2 | 0.64  | 0.93 | 0.36 | 0.59 | 0.36 |
| PSM_3 | 0.36  | 0.33 | 1    | 0    | 0.2  |
| PSM_4 | 0.69  | 0.55 | 0.04 | 0.96 | 0.15 |
| PSM_5 | 0.57  | 0.9  | 0.2  | 0.59 | 0.51 |
| PSM_7 | 0.38  | 0.46 | 0.2  | 0.19 | 1    |
| PSM_9 |       |      |      |      |      |

Novel Clusters from PSM: ['PSM_7']
Novel Clusters from GM: []
GM Counter({0: 321, 1: 114, -1: 50})

PSM Counter({0: 324, 1: 113, -1: 42, 2: 6})

Metric = Correlation - Euclidean Distance

Novel Clusters from PSM : ['PSM_2']
Novel Clusters from GM : []
Novel Clusters from PSM: ['PSM_5', 'PSM_6']
Novel Clusters from GM: []
Novel Clusters from PSM: ['PSM_2', 'PSM_4', 'PSM_5', 'PSM_6', 'PSM_7', 'PSM_8']

Novel Clusters from GM: []
In

Novel Clusters from PSM : ['PSM_6', 'PSM_9']
Novel Clusters from GM : []

Metric = Correlation - Euclidean Distance

|   | GM_-1 | GM_0 | GM_1 | GM_2 | GM_3 |
|---|-------|------|------|------|------|
| PSM_-1 | 0.96 | 0.74 | 0.83 | 0.72 | 0.35 |
| PSM_0  | 0.74 | 0.99 | 0.73 | 0.81 | 0.44 |
| PSM_1  | 0.66 | 0.63 | 0.85 | 0.74 | 0.5  |
| PSM_2  | 0.82 | 0.79 | 0.86 | 0.78 | 0.33 |
| PSM_3  | 0.72 | 0.73 | 0.52 | 0.85 | 0.5  |
| PSM_4  | 0.81 | 0.74 | 0.97 | 0.79 | 0.43 |
| PSM_5  | 0.75 | 0.68 | 0.93 | 0.78 | 0.45 |
| PSM_6  | 0.55 | 0.42 | 0.53 | 0.52 | 0    |
| PSM_7  | 0.71 | 0.79 | 0.8  | 1    | 0.46 |
| PSM_8  | 0.3  | 0.43 | 0.41 | 0.45 | 0.99 |
| PSM_9  | 0.76 | 0.79 | 0.65 | 0.64 | 0.22 |
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Novel Clusters from PSM: []
Novel Clusters from GM: ['GM_3']

|          | GM_-1 | GM_1 | GM_2 | GM_3 | GM_4 | GM_5 | GM_6 | GM_7 | GM_8 |
|----------|-------|------|------|------|------|------|------|------|------|
| PSM_-1   | 0.98  | 0.36 | 0.58 | 0.6  | 0.66 | 0.62 | 0.53 | 0.44 | 0.32 |
| PSM_1    | 0.37  | 1    | 0.15 | 0.73 | 0.23 | 0.3  | 0.11 | 0.61 | 0.06 |
| PSM_2    | 0.59  | 0.1  | 0.83 | 0.26 | 0.87 | 0.63 | 0.96 | 0.76 | 0.64 |
| PSM_3    | 0.58  | 0.13 | 0.98 | 0.33 | 0.89 | 0.8  | 0.89 | 0.6  | 0.47 |
| PSM_5    | 0.65  | 0.21 | 0.9  | 0.36 | 0.97 | 0.71 | 0.91 | 0.68 | 0.57 |
| PSM_6    | 0.6  | 0.3  | 0.83 | 0.51 | 0.71 | 1    | 0.67 | 0.37 | 0.24 |
| PSM_7    | 0.37  | 0    | 0.46 | 0.08 | 0.59 | 0.27 | 0.6  | 0.92 | 0.94 |
| PSM_8    | 0.36  | 0.06 | 0.45 | 0.12 | 0.58 | 0.25 | 0.6  | 0.91 | 0.99 |

---
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Novel Clusters from PSM: ['PSM_4', 'PSM_6', 'PSM_7', 'PSM_8']
Novel Clusters from GM: []