Topological superconducting transition driven by time-reversal-symmetry breaking
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Three-dimensional line-nodal superconductors exhibit nontrivial topology, which is protected by the time-reversal symmetry. Here we investigate four types of short-range interaction between the gapless line-nodal fermionic quasiparticles by carrying renormalization group analysis. We find that such interactions can induce the dynamical breaking of time-reversal symmetry, which alters the topology and might lead to six possible distinct superconducting states, distinguished by the group representations. After computing the susceptibilities for all the possible phase-transition instabilities, we establish that the superconducting pairing characterized by $id_{x^2-y^2}$-wave gap symmetry is the leading instability in noncentrosymmetric superconductors. Appropriate extension of this approach is promising to pick out the most favorable superconducting pairing during similar topology-changing transition in the polar phase of $^3$He.

PACS numbers: 74.20.Mn, 74.20.Rp

I. INTRODUCTION

Superconductivity has been studied for more than one century. Ordinary phonon-mediated superconductors have an isotropic $s$-wave superconducting (SC) gap, which suppresses fermionic excitations at low energies $T \ll T \_c$. Cuprate superconductors possess an anisotropic $d_{x^2-y^2}$-wave SC gap that hosts four nodal points. In some cases, pure $d_{x^2-y^2}$-wave SC state may undergo a quantum phase transition (QPT), entering into another SC state which has a distinct gap symmetry $T \_c^{-1}$. The quantum criticality of such a QPT is governed by the interaction between nodal quasiparticles and quantum fluctuation of new SC order parameter, and the proximity to $d_{x^2-y^2} + id_{xy}$-wave SC phase was argued $T$ to account for the observed marginal Fermi liquid behavior in optimally doped $Bi_2Sr_2CaCu_2O_{8+\delta}$.

Experiments reveal that, some three-dimensional (3D) heavy fermion compounds $\delta, \gamma$ and iron-based superconductors $\delta, \gamma$ exhibit a line-shape nodal structure in the SC gap. Examples are CePt$_3$Si $\delta, \gamma$, UCoGe $\delta$, and $Ba(Fe_{1-x}Co_x)$_2$As_2$ $\delta, \gamma$. Due to the presence of gap vanishing lines, there are fermionic excitations even at ultra-low energies $\delta, \gamma$. Different from 2D point-nodal superconductors, 3D line-nodal superconductor may host striking topological SC state $\delta, \gamma$. Of particular interest is the nodal centrosymmetric superconductor in which the absence of inversion symmetry allows for the mixing of even and odd parities.

The stability of the topological SC state in nodal noncentrosymmetric superconductors is protected by the time-reversal ($T$) symmetry $\delta, \gamma$. This topology will be changed once $T$-symmetry is broken $\delta, \gamma$. $T$-symmetry breaking (TSB) drives the system into a distinct SC phase. This transition is characterized by the simultaneous changes of both symmetry and topology, at which the conventional symmetry-breaking is a crucial ingredient in reconstructing the band structure and leading to topological changes $\delta, \gamma$. A schematic phase diagram is presented in Fig. 1. Two distinct SC phases, i.e., Phase I and Phase II, are separated by a quantum critical point (QCP) in the $x$-axis. Phase I is a $T$-symmetry protected topological SC phase, whereas Phase II a TSB SC phase. The gap structure of TSB SC state is not unique, and should be specified by the representations of the underlying group of the system. For instance, for a system described by $C_{4v} \times T \times P$ group, where $C_{4v}$ is the tetragonal symmetry (inversion-symmetry broken) and $P$ is particle-hole symmetry, there are six possible TSB SC states $\delta, \gamma$, distinguished by the gap structure. The order parameters for these six states are summarized in Table I. As it concerns the question on whether the phases shown in Fig. 1 are topological or not, that crucially depends upon the corresponding order parameters and the specific broken symmetries. We therefore are allowed to extract the non-trivial changes of topological phases from investigating the related traditional symmetry breakings $\delta, \gamma$.

FIG. 1: (Color online) Schematic phase diagram on $x$-$T$ plane, where $x$ is non-thermal tuning parameter and $T$ temperature. A putative QCP separates two distinct superconducting phases, i.e., Phases I and II. $T$-symmetry is respected in Phase I and broken in Phase II.
Two interesting questions arise naturally. What is the driving force of $T$SB? How could one determine the most favorable $T$SB SC phase among the six candidates?

To answer these questions, in this paper we will consider four types of short-range interactions between the gapless fermionic quasiparticles excited near the SC gap nodal lines. After performing one-loop renormalization group (RG) analysis [13, 20], we derive the coupled flow equations of all the model parameters, including the fermion velocities and the coupling constants. Based on the RG results, we show that all the four coupling constants diverge at low energies. This indicates that the system becomes unstable and should enter into a distinct new phase. This new phase could be one of the six $T$SB SC phases.

It should be noted that RG flows of coupling parameters do not provide sufficient information to determine the leading ordering tendency [21]. To find out the dominant instability, we will study all the possible ordered phases (restricted to the charge channel), and evaluate the corresponding susceptibilities for each ordered phase based on the RG flow equations of model parameters. Our analytical and numerical calculations indicate that, the leading instability caused by four-fermion couplings is the emergence of $T$SB SC order. Among the six candidates, the $T$SB SC state with $id_{xy}$-wave symmetry is the most favorable. It is also of particular interest to generalize our method to identify the leading instability of the analogous topological $T$SB-driven transition in the polar phase of $^3$He [22].

## II. EFFECTIVE THEORY AND RG ANALYSIS

We consider 3D line-nodal noncentrosymmetric superconductors characterized by the symmetry group $\mathcal{G} = C_{4v} \times T \times P$. The generalization to other groups is straightforward. The low-energy mean-field Hamiltonian of this system is formally written as [13, 14]

$$H_0 = \sum_{\mathbf{k}} \Psi_\mathbf{k}^\dagger (h(\mathbf{k}) \tau^z + \Delta(\mathbf{k}) \tau^x) \Psi_\mathbf{k},$$

where the four-component spinor is $\psi_\mathbf{k}^\dagger = (\psi_{\mathbf{k} \uparrow}^\dagger, \psi_{\mathbf{k} \downarrow}^\dagger)^T$ with $\psi_\mathbf{k}^\dagger = (\xi_{\mathbf{k} \uparrow}, \xi_{\mathbf{k} \downarrow})$. Pauli matrices $\tau^{x, y, z}$ and $\sigma^{x, y, z}$ act in the particle-hole space and spin space, respectively. The $\tau^x$ term captures the fermionic degrees of freedom in the non-SC phase [14, 22]. The energy spectrum is given by $h(\mathbf{k}) = \epsilon(\mathbf{k}) = -\mu - \alpha I(\mathbf{k}) \cdot \sigma$, where the kinetic energy $\epsilon(\mathbf{k}) = -2t(\cos k_x + \cos k_y + \cos k_z)$. Spin-orbital coupling is included by introducing the parameter $\alpha$. The $\tau^x$-term corresponds to the SC pairing, and the SC order parameter has the form $\Delta(\mathbf{k}) = \Delta_0 \sigma(\mathbf{k}) \cdot \sigma$, where $\Delta_0$ is an even-parity spin-singlet gap and $\Delta_0$ is an odd-parity spin-triplet gap. The pairing term is chosen to be along the same direction as that of spin-orbital coupling, i.e., $I(\mathbf{k}) = \sigma(\mathbf{k})$. The amplitudes $\Delta_s$ and $\Delta_t$ are taken to be real and positive due to $T$-symmetry [14].

As aforementioned, $T$SB alters the topology of the SC state. $T$SB can be realized by adding an extra $\tau^y$ term. In Ref. [14], Han et al. considered one specific four-fermion coupling $(\Psi_\mathbf{k}^\dagger \tau^y \Psi_\mathbf{k})^2$ and made a mean-field analysis to generate $\tau^y$ term. This coupling is certainly not the only possibility, and other four-fermion couplings could be present. To make an unbiased judgement, we consider the following four couplings

$$H_{\text{int}} = \sum_{i=0}^3 \int d^3x u_i (\Psi_\mathbf{k}^\dagger \gamma^i \Psi_\mathbf{k})^2,$$

where $u_{0,1,2,3}$ are coupling constants, $\gamma^0 \equiv \tau^0 = I_{2 \times 2}$, and $\gamma^{1,2,3} \equiv \tau^{x,y,z}$. Mean-field treatment ignores the quantum fluctuations and cannot determine the relative importance of the above four possible couplings. Here we go beyond the mean-field level, and take into account the quantum fluctuations by using the RG techniques. It will become clear that, RG not only selects out the most important coupling, but also pins down the leading ordering instability.

One can verify [13, 14] that the above SC gap has a line-node structure. Gapless fermions are excited around the nodal lines. After performing one-loop renormalization group (RG) analysis [18–20], we derive the coupled flow equations of all the model parameters, including the fermion velocities and the coupling constants. Based on the RG results, we show that all the four coupling constants diverge at low energies. This indicates that the system becomes unstable and should enter into a distinct new phase. This new phase could be one of the six $T$SB SC phases.
The free fermion propagator is given by \( G^{-1}_0(k) = -i\omega + v_z\delta k_x^2 + v_p\delta k_y^2 \). Throughout the following calculations, we focus on the limit of \(|k| \ll k_F\) (with the size of nodal ring \(k_F\)) and as such adopt the approximation for the form factor \( F(k) \to F(k_B) \). This allows us to adopt the approximations \( \sin k_x \approx \cos \theta_k, \sin k_y \approx \sin \theta_k, \cos k_x - \cos k_y \approx \cos 2\theta_k, \) and \( \sin k_z \approx \mu^2 \). We use \( v_z \) to denote the fermion velocity along \( z \)-axis, and \( v_p \) the one within the \( x-y \) plane. In addition, we now can invoke the following approximation \( ^{14}_5 \)

\[
\int_{k,\omega} \approx \int \frac{d^3kd\omega}{(2\pi)^4} \approx \int \frac{d\delta k_z}{2\pi} \int \frac{d\delta k_y}{2\pi} \int \frac{d\omega}{2\pi},
\]

with \( \delta k_x^2 = \delta k_z^2 + \delta k_y^2 \).

The RG flow equations of fermion velocities and four-fermion interaction parameters are \( ^{20, 22, 27}_5 \)

\[
\frac{dv_x}{dl} = \frac{1}{4\pi v_z v_p} v_z(u_{0} + u_{3}), \quad \frac{dv_y}{dl} = \frac{1}{4\pi v_z v_p} v_p(u_{0} + u_{3}),
\]

\[
\frac{du_0}{dl} = \frac{1}{16\pi v_z v_p} \left[ u_z^2 + u_2(\mathcal{E} u_3 + F u_1) \right], \quad \frac{du_1}{dl} = \frac{1}{16\pi v_z v_p} \left[ u_1(1 + F - \mathcal{E})(u_0 + 3u_1 - u_2 - u_3) \right. \\
+ 8u_1(u_0 + F u_3 - 4u_2 u_3)],
\]

\[
\frac{du_2}{dl} = \frac{1}{16\pi v_z v_p} \left[ u_2(1 + F + \mathcal{E})(u_0 - u_1 + 3u_2 - u_3) \right. \\
+ 8u_2(u_0 + 4\mathcal{E} u_1 + F u_3) - 4u_1 u_3] + 8u_2(u_0 + 4\mathcal{E} u_1 - 4u_1 u_3),
\]

\[
\frac{du_3}{dl} = \frac{1}{16\pi v_z v_p} \left[ u_3(1 - F + \mathcal{E})(u_0 - u_1 - u_2 + 3u_3) \right. \\
+ 8u_3(u_0 + 4\mathcal{E} u_1 - 4u_1 u_3) + 8u_3(u_0 + 4\mathcal{E} u_1) - 4u_1 u_3].
\]

Here, the coefficients \( \mathcal{E} \) and \( F \) as well as the one-loop calculations of vertex corrections are presented in Appendix A.

### III. RESULTS AND DISCUSSIONS

After solving the flow equations \( ^{51-10}_5 \), we find that all of the four parameters \( u_i \) diverge at certain critical scale \( l_c \), no matter whether the starting values of \( v_z \) and \( v_p \) are equal or not. The results are shown in the inset of Fig. 2. The four-fermion couplings are thus marginally relevant at low energies \( ^{20}_5 \) and can lead to some kinds of phase-transition instability \( ^{16, 17, 21, 28, 29}_5 \).

The parameters \( u_i \) go to infinity at different speeds. Their relative importance \( ^{16, 17, 30}_5 \) can be distinguished by re-scaling all the parameters with respect to one of them (no sign change). Here, we choose to analyze the energy-dependence of the ratios \( u_i/u_2 \). At the outset, we let \( v_z \) be equal to \( v_p \) at \( l = 0 \). Numerical analysis reveals that the re-scaled parameters \( u_i/u_2 \) inescapably flow to \( (0, u_1, u_2, u_3)/u_2 \approx (0, 0, 1, 0) \). This result is independent of the bare values of \( u_i(0) \), \( v_z(0) \), and \( v_p(0) \), as illustrated in Fig. 2. We then consider the case in which the bare fermion velocities are not equal, i.e., \( v_z(0) \neq v_p(0) \). As can be seen from Fig. 2, the relative fixed point of \( u_i/u_2 \) is considerably robust against the velocity anisotropy. In particular, the fixed point \( (u_0, u_1, u_2, u_3)/u_2 \approx (0, 0, 1, 0) \) is still present. Clearly, the coupling \( \langle \Psi^\dagger \gamma^i \Psi \rangle^2 \) is more important at low energies than the rest three ones.

According to traditional notion, the runaway flow of \( \langle \Psi^\dagger \gamma^i \Psi \rangle^2 \) implies that the system becomes unstable and the fermion bilinear \( \Psi^\dagger \gamma^i \Psi \) acquires a finite vacuum expectation value. However, it has recently becoming clear that this connection might not be always correct \( ^{21, 30, 31}_5 \). Even if the coupling \( \langle \Psi^\dagger \gamma^i \Psi \rangle^2 \) dominates in the low-energy region, the transition driven by nonzero \( \langle \Psi^\dagger \gamma^i \Psi \rangle^2 \) is not necessarily the leading instability. Other instabilities may be more favorable. Moreover, the nonzero \( \langle \Psi^\dagger \gamma^i \Psi \rangle^2 \) corresponds to several possible states. One powerful strategy is to consider all of the instabilities at the same time and calculate the energy dependence of all the corresponding susceptibilities \( ^{21, 30, 31}_5 \). The leading instability should be the one whose susceptibility diverges most rapidly as energy is lowered \( ^{21, 30, 31}_5 \). It is therefore necessary to take into account all the four types of four-fermion couplings defined in Eq. \( ^2_5 \).

The mean value \( \langle \Psi^\dagger \gamma^i \Psi \rangle \) must vanish owing to the particle-hole symmetry. The nonzero mean value \( \langle \Psi^\dagger \gamma^i \Psi \rangle \) leads to a shift in the quasiparticle energy. A
The nonzero mean value \( \langle \Psi^\dagger \tau^y \Psi \rangle \) dynamically breaks the \( T \)-symmetry, and as such alters the topology. After performing calculations, we have verified that the generation of nonzero \( \langle \Psi^\dagger \tau^y \Psi \rangle \) is more favorable than the rest ones. However, symmetry consideration allows for six candidate \( T \)SB SC states \( [14] \), as shown in Table I. While in principle each of the six states could occur, only one of them could be realized at low energies. To identify the leading instability, we need to evaluate the susceptibility \( [16, 17, 30] \) associated with each possible order as the system approaches the relative fixed point \( (u_0, u_1, u_2, u_3) \approx (0, 0, 1, 0) \). For this purpose, we introduce a source term \( [11, 21, 32] \), and write down the following source-related effective action

\[
S_{\text{source}} = \int d\tau \int d^3 x \left( \sum_{i=1}^{6} \Delta_i \Psi^\dagger \mathcal{M}_i \Psi \right). \tag{11}
\]

Here, the concentration is on the charge-channel since the six instabilities are all closely related to the dynamically generated mass term. Each \( \Delta_i \) represents an \( SC \) order parameter, and matrix \( \mathcal{M}_i \) specifies how \( \Delta_i \) couples to the fermionic degrees of freedom. The connection between \( \Delta_i \) and \( \mathcal{M}_i \) is summarized in Table I. Combining the effective action \( [11] \) and the additional source term \( [11] \) yields a renormalized effective action

\[
S'_{\text{eff}} = S_{\text{eff}} + S_{\text{source}}. \tag{12}
\]

On the basis of Eq. \( [12] \), one can directly compute the one-loop corrections to the source strength. We find that \( \Delta_i \) depend on \( l \) as follows

\[
\frac{d \ln \Delta_i}{dl} = \mathcal{F}_i(v_z, v_p, u_0, u_1, u_2, u_3, \Delta_i), \tag{13}
\]

where the concrete expressions of \( \mathcal{F}_i \) are given in Appendix B Susceptibilities are computed via the following formula \( [16, 17, 30, 33] \)

\[
\delta \chi_i = -\frac{\partial^2 f}{\partial \Delta_i(0) \partial \Delta_i^* (0)}. \tag{14}
\]

where \( \chi_i \) denotes the susceptibility and \( f(\Delta_i, \Delta_i^*) \) is the free energy functional. The susceptibilities are calculated based on the RG flows of interaction parameters \( [7] \) and fermion velocities \( [7, 10] \), as well as the strength of source terms \( [17] \).

Numerical computations show that the leading instability is the transition into \( T \)SB SC-V state, whose gap symmetry is \( i d_{x^2-y^2} \)-wave. The results are displayed in Fig. 3. When the scale \( l \) grows, the susceptibility of SC-V state increases rapidly and diverges at certain finite value \( l_c \). As illustrated in the inset of Fig. 3, all the other susceptibilities are still relatively small at \( l_c \). Notice that the six \( T \)SB SC states are incompatible: only one can exist at low energies. Once SC-V state is realized, the rest five SC states are excluded. We have verified that this conclusion is insensitive to the starting values of fermion velocities and four-fermion coupling parameters.

A proper extension of our approach may be also applicable to the polar phase of \( 3 \)He. Given the polar phase and phase-A of \( 3 \)He share analogous topological structures of Fermi surfaces with their Phase-I and Phase-II counterparts sketched in Fig. 14. When the scale \( l \) grows, one can realize that principal effective low-energy action of the polar phase of \( 3 \)He is similar to that of 3D line-nodal noncentrosymmetric superconductor. It is therefore natural to expect that the interactions among these gapless quasi-particles excited from nodal points/lines would play a crucial role in pinning down the concrete states in the polar phases once the system undergoes some phase transition from the phase-A to polar phase of \( 3 \)He.

IV. SUMMARY

We have studied the impact of short-range four-fermion interactions on the low-energy properties of three-dimensional line-nodal superconductors. In the absence of such short-range interactions, the SC state is topological and has line nodes, which is protected by \( T \) symmetry. We have found that short-range interactions significantly alter the dynamics of the gapless nodal fermions. Additionally, we have showed that, short-range interactions can lead to dynamical breaking of \( T \) symmetry, which then changes the topology of the SC state and turns the system into a distinct \( T \)SB SC phase. After calculating the susceptibilities associated with six candidate \( T \)SB SC phases, we have demonstrated that the
SC phase with $\cos(\theta_k) \tau^y$ coupling matrix, which mounts to the SC state having \(id_{xz}\)-wave pairing in the noncentrosymmetric case and \(p_z + ip_{xz}\)-wave pairing in the \(p_z\)-polarized case, is the leading instability. We expect that future experiments probe the existence of such a \(T\)SB SC state in unconventional line-nodal superconductors.
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**Appendix A: One-loop corrections to interaction parameters**

Here, we provide details for the one-loop RG calculations. As delineated in Fig. 4 and Fig. 5, the four-fermion interaction contributes to both the fermion self-energy and the four-fermion vertices. The one-loop fermion self-energy is given by Eq. 1\textsuperscript{15}. Hereafter, we focus on the one-loop renormalization of four-fermion vertices. After evaluating the Feynman diagrams shown in Fig. 5 we derive the corrections to vertices as follows,

\[
\begin{align*}
\delta S_{u_0}^{\text{t-v}} &= \int_{k_1, \omega_1} \int_{k_2, \omega_2} \int_{k_3, \omega_3} \psi^\dagger(\omega_1, k_1) \tau^0 \psi(\omega_2, k_2) \psi^\dagger(\omega_3, k_3) \tau^0 \psi(\omega_1+\omega_2-\omega_3, k_1+k_2-k_3) \\
&\times \left[ \frac{4u_2(u_3\mathcal{E} + u_1\mathcal{F})}{8\pi v_z v_p} \right], \\
\delta S_{u_1}^{\text{t-v}} &= \int_{k_1, \omega_1} \int_{k_2, \omega_2} \int_{k_3, \omega_3} \psi^\dagger(\omega_1, k_1) \tau^1 \psi(\omega_2, k_2) \psi^\dagger(\omega_3, k_3) \tau^1 \psi(\omega_1+\omega_2-\omega_3, k_1+k_2-k_3) \\
&\times \left[ \frac{u_1(u_0-3u_1-u_2-u_3)(\frac{1}{2} + \mathcal{F} - \mathcal{E}) - 2u_2u_3 + 4u_1u_3\mathcal{F}}{8\pi v_z v_p} \right], \\
\delta S_{u_2}^{\text{t-v}} &= \int_{k_1, \omega_1} \int_{k_2, \omega_2} \int_{k_3, \omega_3} \psi^\dagger(\omega_1, k_1) \tau^2 \psi(\omega_2, k_2) \psi^\dagger(\omega_3, k_3) \tau^2 \psi(\omega_1+\omega_2-\omega_3, k_1+k_2-k_3) \\
&\times \left[ \frac{u_2(u_0-u_1+3u_2-u_3)(\frac{1}{2} + \mathcal{E} + \mathcal{F}) - 2u_1u_3 + 4u_2(u_3\mathcal{F} + u_1\mathcal{E})}{8\pi v_z v_p} \right], \\
\delta S_{u_3}^{\text{t-v}} &= \int_{k_1, \omega_1} \int_{k_2, \omega_2} \int_{k_3, \omega_3} \psi^\dagger(\omega_1, k_1) \tau^3 \psi(\omega_2, k_2) \psi^\dagger(\omega_3, k_3) \tau^3 \psi(\omega_1+\omega_2-\omega_3, k_1+k_2-k_3) \\
&\times \left[ \frac{u_3(u_0-u_1-u_2+3u_3)(\frac{1}{2} - \mathcal{F} + \mathcal{E}) - 2u_1u_2 + 4u_3u_1\mathcal{E}}{8\pi v_z v_p} \right],
\end{align*}
\]

with \(\mathcal{E}\) and \(\mathcal{F}\) being designated as

\[
\mathcal{E} \equiv \frac{1}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\theta \frac{v_z v_1^3 \cos^2 \theta}{(v_z^2 \sin^2 \theta + v_1^2 \cos^2 \theta)^{\frac{3}{2}}}, \quad \mathcal{F} \equiv \frac{1}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\theta \frac{v_z^3 v_1 \sin^2 \theta}{(v_z^2 \sin^2 \theta + v_1^2 \cos^2 \theta)^{\frac{3}{2}}},
\]

**Appendix B: Renormalization group analysis**

Within the standard formalism of Wilsonian RG approach \cite{18,20}, we need to integrate out the fields defined in the momentum shell \(b\Lambda < k < \Lambda\), where \(b < 1\), to de-
Before going further, we need to first specify the RG re-scaling transformations. In light of the spirit of momentum-shell RG theory, the \((-i\omega)\) term in Eq. (3) in the main text can be identified as the free fixed point. Guided by this principle, it is now easy to verify that the momenta, energy and fermion fields should transform as follows [20, 25–27]

\[
\omega' = \omega e^{-l}, \quad \delta k'_z = \delta k_z e^{-l}, \quad \delta k'_\perp = \delta k_\perp e^{-l},
\]

\[
\Psi'_{k',\omega'} = \Psi_{k,\omega} e^{\frac{1}{2} \int_0^l dt (4 - \eta_f)}.
\]

Here, a parameter \(\eta_f\) is implemented to represent the fermion anomalous dimension, which would be generated by the four-fermion interactions.

Making use of the above definitions, we can perform RG calculation up to the one-loop order. As delineated in Appendix A the four-fermion interactions contribute to both the fermion self-energy and the four-fermion vertex functions. One-loop correction to fermion self-energy is

\[
\Sigma(\omega, k) = \int_{k,\omega} \Psi^\dagger(\omega, k) \left[ - (u_0 C) i \omega \tau_0 - (u_1 C ) v_\rho \delta k_\perp \tau_\rho - (u_3 C ) v_\perp \delta k_z \tau_\perp \right] \Psi(\omega, k),
\]

where parameter \(C\) is given by

\[
C = \frac{1}{4\pi v_\perp v_\rho}.
\]

Gathering the above self-energy and keeping \(\Psi^\dagger(-i\omega)\Psi\) invariant under RG transformations, we get

\[
\eta_f = - \frac{u_0}{4\pi v_\perp v_\rho}.
\]

The one-loop contributions to the fermion-source coupling are plotted in Fig. 6. Repeating similar RG procedures, we find that the strength parameters of source terms satisfy the following coupling equations

\[
\omega' = \omega e^{-l}, \quad \delta k'_z = \delta k_z e^{-l}, \quad \delta k'_\perp = \delta k_\perp e^{-l},
\]

\[
\Psi'_{k',\omega'} = \Psi_{k,\omega} e^{\frac{1}{2} \int_0^l dt (4 - \eta_f)}.
\]
\[
\frac{d \ln \Delta_i}{d l} = \left[ (1 - \eta_f) + \frac{2(u_0 - u_2)(2E + 2F + 1) + 2(u_1 + u_3)(2E + 2F - 1)}{32\pi v_x v_y} \right] \Delta_i, \tag{B8}
\]

\[
\frac{d \ln \Delta_{II}}{d l} = (1 - \eta_f) \Delta_{II}, \tag{B9}
\]

\[
\frac{d \ln \Delta_{III}}{d l} = (1 - \eta_f) \Delta_{III}, \tag{B10}
\]

\[
\frac{d \ln \Delta_{IV}}{d l} = (1 - \eta_f) \Delta_{IV}, \tag{B11}
\]

\[
\frac{d \ln \Delta_V}{d l} = \left[ (1 - \eta_f) + \frac{4(u_0 - u_2)(E' + F' + C') + 4(u_1 + u_3)(E' + F' - C')}{32\pi v_x v_y} \right] \Delta_V, \tag{B12}
\]

\[
\frac{d \ln \Delta_{VI}}{d l} = (1 - \eta_f) \Delta_{VI}, \tag{B13}
\]

with \(\eta_f\) being denominated in Eq. [B7] and \(C', \ E', \ F'\) introduced as

\[
C' = \frac{1}{\pi} \int_{-\pi}^{\pi} d\theta \frac{v_x v_y \cos \theta}{\sqrt{v_x^2 \sin^2 \theta + v_y^2 \cos^2 \theta}}, \tag{B14}
\]

\[
E' = \frac{1}{\pi} \int_{-\pi}^{\pi} d\theta \frac{v_x v_y \cos^3 \theta}{(v_x^2 \sin^2 \theta + v_y^2 \cos^2 \theta)}, \tag{B15}
\]

Here, the strength of source terms \(\Delta_i\) with \(i = 1 - 9\) is presented in Table I of the main text.
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