Computer Tools to Analyze Lung CT Changes after Radiotherapy
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Abstract: The paper describes a computer tool dedicated to the comprehensive analysis of lung changes in computed tomography (CT) images. The correlation between the dose delivered during radiotherapy and pulmonary fibrosis is offered as an example analysis. The input data, in DICOM (Digital Imaging and Communications in Medicine) format, is provided from CT images and dose distribution models of patients. The CT images are processed using convolution neural networks, and next, the selected slices go through the segmentation and registration algorithms. The results of the analysis are visualized in graphical format and also in numerical parameters calculated based on the images analysis.
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1. Introduction

Lung cancer remains one of the most critical oncology challenges, with more than 2.2 million new cases diagnosed and almost 1.8 million deaths in 2020. As the five year survival rate hardly reaches 20% even in well-developed countries, screening, diagnostic, and treatment improvement is needed. The use of IT tools in lung cancer diagnostics has been an important research topic for many years [1]. With growing computational power and artificial intelligence (AI) solutions, developing large-scale screening programs using computed tomography (CT) is possible. Early detection of lung cancer increases patients’ chances to obtain an effective, radical treatment like surgery, systemic chemotheraphy, or radiotherapy (RT). Radiation oncology itself uses sophisticated IT technologies to plan and deliver the treatment most safely and assess the early and late toxicity.

Radical radiotherapy is an essential part of lung cancer treatment in all patients not eligible for radical surgery because of disease extent or medical comorbidities. It is also a necessary post-surgical adjuvant in some cases (positive surgical margins or lymph nodes) and plays a crucial role in palliative treatment. Despite the clinical scenario, the aim is to deliver a high radiation dose to the tumor cells, sparing normal tissue nearby (so-called OARs (organs at risk). Modern delivery techniques like IMRT (intensity modulated radiation therapy), VMAT (volumetric arc technique), or SBRT (stereotactic body radiotherapy), sophisticated particle modalities (protons or heavy-ions), and positioning accuracy (cone beam-CT imaging, respiratory motion gating) let us precisely conform the radiation beam and meet the OARs’ dose constraints’ criteria. However, there is still an issue of late and acute toxicity, especially concerning the lung tissue. Ten to 30% of patients develop a
subacute radiation-induced pneumonitis (RIP) observed within six months post-treatment or radiation-induced lung fibrosis (RILF) as late toxicity (6–12 months after conventional RT) [2,3]. In clinical practice, the assessment of RILF is based on various grading scales including the Common Terminology Criteria for Adverse Events (CTCAE), Radiation Therapy Oncology Group (RTOG) criteria, or LENT-SOMA (EORTC) scoring. They mainly focus on clinical presentation, partially supported by imaging finding [4]. Some other semi-quantitative fibrosis scoring methods like the Warrick score [5] are commonly used in connective tissue diseases. Nevertheless, in oligosymptomatic patients, the presented scales do not meet radiation oncologists needs, and it seems necessary to use precise, numeric assessment of CT changes based on density values. This approach confirms the time evolution and the impact of mid- and high-radiation doses on RILF [6]. However, in the era of modern dynamic RT delivery methods, it is important to focus on the impact of the lowest doses (0–5 Gy), which is not clear yet.

This study aims to develop a software tool that unifies the workflow of state-of-the-art solutions for an automatic, fast, large-scale radiomic comparison of lung cancer patients’ CT images after radiotherapy. The future clinical application is to observe subtle tissue density changes (represented by Hounsfield unit values) in anatomically corresponding parts of lungs in time. Our elaborated system supports the analysis of the association between the tissue changes and the dose delivered to the patient and other dosimetric and clinical factors. The analysis of many real patient cases can help define more precise dose and dose-volume constraints for future RT to prevent affecting lung morphology and function. Initially, the proposed tool was dedicated to analyzing the RILF only. However, currently, during the COVID-19 pandemic, the system can be used to measure post-COVID-19 pulmonary fibrosis.

The paper is organized in the following way. After the Introduction, the next section presents the general structure of the proposed system. Section 3 describes the preprocessing module, which utilizes a CNN to select CT slices, which contain lungs and can be used for further processing. Segmentation and registration modules are presented in Section 4. Next, implementation remarks are provided in Section 5. The last sections presents the conclusion and the possible application in COVID related problems.

2. Structure of the System

Analyzing CT slices provides information about the tissue density. It is expressed in different shades of grey in relation to its X-ray absorption. The full scale is in the range of (−1000, +3095). The example values of the Hounsfield scale for different matter are presented in Table 1.

| Matter    | Hounsfield Scale Range |
|-----------|------------------------|
| Bone      | +400 → +1000           |
| Soft tissue | +40 → +80              |
| Water     | 0                      |
| Fat       | −60 → −100             |
| Lung      | −400 → −600            |
| Air       | −1000                  |

Having information about the Hounsfield value of a given pixel, we can decide about the item located at this point according to the scale presented in Table 1, and the classification of pulmonary fibrosis can be quantified.

The proposed system consist of several main blocks:
- The import of DICOM (Digital Imaging and Communications in Medicine) files (including radiation doses),
- The election of CT slices containing lungs,
- The reduction of the number of slices in the moving set (after radiation series),
- Lung segmentation,
- Affine lung registration,
- Elastic lung registration,
- Calculations on preprocessed images,
- The export of results to a CSV file.

The following sections present the most important modules, and finally, some implementation details will be described. The data flow of the proposed system is presented in Figure 1. The input is a set of CT examinations of a patient in the DICOM format. First, this set of CT images is fed into the preprocessing CNN module in order to select slices with lung images. Next, the selected images are transferred for further processing, i.e., lung segmentation and registration. Finally, such prepared lung images are used in the calculation module, and the results are presented in a chosen form.

Figure 1. The general dataflow of the proposed system.
3. CT Images’ Preprocessing Using CNN

The application of AI and deep learning (DL) in the field of diagnosis from CT scans was proposed in several research works. Mahmud et al. in [7] presented a comprehensive survey on the application of DL, reinforcement learning (RL), and deep RL techniques in mining biomedical data, including medical images. Song et al. [8] analyzed three types of artificial neural networks, i.e., non-convolutional deep neural networks (DNNs), CNNs, and sparse autoencoders (SAEs), and the CNN model was chosen as the most accurate in this type application. The CNN was also successfully used by Gonzales et al. [9] to analyze CT scans of smokers to identify those having chronic obstructive pulmonary disease. CT-based examination was proven to be an important diagnostic procedure for COVID-19 and has been applied as a major diagnostic modality in confirming positive COVID-19 cases [10–13].

An important task to be completed before starting the lung images’ analysis is the selection of the CT slices, which include lungs, out of all the set of slices obtained from the multi-slice CT. In our system, for this purpose, we decided to use two of the neural network tested in [14], i.e., VGG16 and VGG19. The structure of the VGG16 network is presented in Figure 2.

![Figure 2. The structure of the VGG network used in our system.](image)

The data flow of the implemented procedure is presented in Figure 3.

The input data required for CNN training, validation, and testing were downloaded from the Cancer Imaging Archive website [15]. The selection filter was set to the following values:

- **Collections**: NSCLC-radiomics
- **Image modality**: CT
- **Anatomical site**: lung

The structure of the training, validation and testing data is described in Table 2.

After reading the slices given in DICOM, the necessary scaling was applied. First the read slices were converted to the Hounsfield scale. The minimum threshold was set to $-1024$ ($-1000$ is the air level). This operation reset the $\text{PixelPaddingValue}$ parameter, which was present in some DICOM files. The next operation moved the scale to include only positive values (simply a minimum value in each slice was added). Next, the maximum threshold was set. All values above $X$ were changed to $X$ ($X = 2000, 2500$). The resulting range was rescaled to real numbers in the range $<0.0, 1.0>$. Since the VGG network was designed for RGB input images, we tripled the one input channel. It was also necessary to change the slice image size to $224 \times 224$. We used a sigmoid activation function for the last layer in the VGG networks and the ReLU (rectified linear unit) function for the other layers. The $\text{padding}$ parameter was set to $\text{same}$ value, and the training process was set for 32 epochs.

As mentioned above, we tested two sets of input data with different maximum thresholds $X$ ($X = 2000, 2500$) and two CNN configurations: VGG16 and VGG19. We also
set the threshold imposed on the CNN’s output to 0.5 in order to obtain two responses: *not lung* and *lung*. The confusion matrices for the validation set are presented in Table 3. In order to be able to compare the performance of the tested networks, sensitivity and specificity were calculated on the same data; they are presented in Table 4.

**Figure 3.** CNN selection procedure. HU, Hounsfield unit.

**Table 2.** Number of CT slices used as the input data for the CNN.

|                     | Number of CT Slices |
|---------------------|---------------------|
|                     | **Not Lungs**      | **Lungs**     | **Total** |
| **Training data**   | 2409 (50 patients) | 3293 (45 patients) | 5702      |
| **Validation data** | 567 (10 patients)  | 887 (12 patients)  | 1454      |
| **Testing data**    | 655 (13 patients)  | 946 (13 patients)  | 1601      |
Table 3. Confusion matrices for the validation set.

| Notation                  | VGG16-2000 |          | VGG16-2500 |          | VGG19-2000 |          | VGG19-2500 |          |
|---------------------------|------------|----------|------------|----------|------------|----------|------------|----------|
| Real: Lung                | 23         | 11       | 27         | 25       | 864        | 876      | 860        | 862      |
| Real: Not lung            | 558        | 544      | 555        | 554      |             |          |             |          |
| Predicted: Not lung       |            |          |            |          |            |          |            |          |
| Predicted: Lung           |            |          |            |          |            |          |            |          |

Table 4. Accuracy, sensitivity, and specificity for the validation set.

|                      | VGG19-2000 | VGG19-2500 | VGG16-2000 | VGG16-2500 |
|----------------------|------------|------------|------------|------------|
| Accuracy = (TP + TN)/All | 0.9732     | 0.9739     | 0.9780     | 0.9766     |
| Sensitivity = TP/(TP + FN) | 0.9696     | 0.9718     | 0.9741     | 0.9876     |
| Specificity = TN/(TN + FP) | 0.9788     | 0.9771     | 0.9841     | 0.9594     |

VGG16-2500 was discarded because of not lung images being classified as lung. These mistakes did not appear for the other networks, which in fact were similar in accuracy. We noticed a difference for 1–2 images; however, in these cases, the expert’s decisions for the validation sets were also not clear. Figure 4 illustrates the set of images that were classified by all tested networks as FN, which means the image was classified as not lung, whereas it contained a lung.

![Example of images classified as false negative by all tested networks.](image-url)
Figure 5 illustrates the set of images that were classified by all tested networks as FP, which means the image was classified as lung, whereas during labeling, a clinician decided there was no lung. It can be seen that in that case, the clinician made a mistake, because we can find a small part of a lung in each image.

![Figure 5](image-url)  
*Figure 5. Example of images classified as false positive by all tested networks.*

Finally, VGG16-2000 was chosen because of the slightly better results. The achieved results on the testing set are presented in Table 5.

|                  | Lung  | Not lung | Accuracy   | Sensitivity | Specificity |
|------------------|-------|----------|------------|-------------|-------------|
| Real: Lung       | 33    | 913      | 0.9763     | 0.9651      | 0.9924      |
| Real: Not lung   | 650   | 5        |            |             |             |

Table 5. Results for VGG16-2000 applied to the testing data.

4. Lung Images’ Segmentation and Registration

4.1. Segmentation Process

In order to extract the examined region of interest (ROI) areas from whole images, the segmentation process is necessary. According to [16], lung segmentation may be challenging, because there are differences in pulmonary inflation, which can lead to large variability in volumes and margins when trying to implement automatic algorithms. There is still no universal segmentation method that will properly work for all lung pathological conditions. The amount of unique lung disease cases makes accurate segmentation without human verification very difficult. We can group traditional segmentation methods into four main categories: thresholding-based, region-based, shape-based, and neighboring anatomy-guided [16]. We will focus on the first two approaches, i.e., thresholding-based and region-based, which were used in our system. It is important to note that usually to achieve a properly segmented image, multiple techniques are combined.

4.1.1. Thresholding-Based Segmentation

The most basic and easy to implement is a thresholding-based method. We can set a certain global threshold value for the whole gray-scale image. The picture will be transformed into a binary region map, with ones where pixel values are above or equal to the threshold level and zeroes where they are below. Although the algorithm is simple, the most difficult step is to automatically find the threshold level for a specific image. Having lung CT images taken by different machines, the values of pixels representing lungs may differ. Generating a histogram from an image can help to choose the threshold values. Unfortunately, even choosing a proper threshold does not guarantee that the desired object will be acceptably segmented. Sometimes, images have different lightning in different areas, and applying a simple threshold would give unacceptable results. That is why an adaptive threshold algorithm was introduced. It calculates the threshold “adaptively” for each region of an image. Thanks to this solution, the output is more accurate. It takes into consideration the different brightness of the pixels of the same object, which may be caused by lightning or a faulty camera [17]. The main advantages of this method are the calculation speed and simplicity of implementation. However, it works efficiently only when there is a large contrast between separated objects (which usually is not true in
the case of lung CT images). It is very difficult to obtain a satisfying result if there is no significant value difference in the gray levels [18,19].

4.1.2. Region-Based Segmentation

Another approach to lung segmentation includes region-based methods. The most popular from this group is a region-growing algorithm. In general, it compares each pixel to its neighbors, and if a certain condition is met, it is added to the chosen region. One of the main algorithms representing this technique is region-growing. It uses the technique of pixel connectivity as described in [19]. This method segments the whole image into smaller regions, based on the growing (manually or automatically) of the chosen initial pixels (seeds) [17]. The algorithm begins at the initial pixel and checks whether its neighbors are within the threshold range given as an input parameter. If yes and the pixel does not belong to any other region, it is marked as visited, and all pixels from the neighborhood are recurrently checked. When a region is labeled (there are no pixels within the threshold in the neighborhood), a new starting point is chosen, and the algorithm begins to search for another connected region [20]. The main idea is to have pixels with similar properties located together within a region. Compared to simple thresholding, the computational cost of this solution is greater [18]. However, due to taking into consideration the spacial information and region criteria, these methods can conduct lung segmentation much more efficiently and with higher accuracy than the thresholding-based ones.

Another region-based algorithm is split-and-merge. At the beginning, the whole image is treated as a single region. Next, it is iteratively split into smaller sub-regions, until no further splitting is necessary. After that, similar regions are merged together, and a new one is created [17]. The stopping condition of the algorithm is reaching the expected number of regions given as the input or region uniformity. The split-and-merge algorithms are often implemented employing a quadtree data structure [21]. This approach overcomes the need for choosing initial seed points. Unfortunately, it is computationally expensive, because it requires building a pyramidal grid structure of the image [22].

The solution that was a starting point in the approach used in our system is called the watershed transform. The whole image can be treated as a surface. High insensitivity pixels correspond to peaks and low to craters. An intuitive example with a description can be found in [23]. The main goal is to identify the center of each crater—the local minimum called the marker. They give us an approximate idea of where different objects can be possibly located. Each marker is at the bottom of a unique basin, and the algorithm starts filling these basins with different colors, until reaching the boundary (the watershed line) of the adjacent marker [17]. This algorithm was implemented and tested in our system for lung segmentation.

A possible problem of this approach is a lung oversegmentation. This occurs because each regional minimum forms its own small basin, which will be later filled while applying the transform. To overcome this problem, in [24], an extended version of the watershed transform was proposed. Region minima are decreased and next bounded within the region of interest in order to prevent oversegmentation. Choosing internal markers is the key step of this approach. In the described solution, these markers are connected components of pixels that have similar intensity values (in Hounsfield units (HUs)) and whose external boundary pixel values are above a certain gray level. According to [25], the lung region is in the range from $-600$ HU to $-400$ HU. That is why to specify internal markers, only pixels with a value lower than $-400$ are chosen. After eliminating the background, applying morphological transforms, imposing regional minima, applying the watershed transform, and filling the cavities, the segmented lung regions are obtained (Figure 6).
Image registration is used to overlay multiple images of the same object or scene taken at different times with the use of the same or different devices [26]. It is used in different fields such as medicine, remote sensing (e.g., environmental monitoring, weather forecasting), cartography, and computer vision. Usually, some preprocessing steps like noise removal, normalizing image sizes, or smoothing filters are applied. As described in [27], medical image registration is an integration process applied in order to bring images acquired from different modalities into spatial alignment. An example of registration usage is radiotherapy treatment planning. Doctors can merge images from different devices and/or different times and prepare a proper dosing plan.

A survey of pulmonary image registration methods was given in [28], and it discussed the following approaches:

- **Intensity based**—registration relies on statistical criteria for matching different intensities between fixed and moving images.
- **Feature based**—registration is based on different geometrical structures, i.e., points or curves, very useful while registering pathological lungs.
- **Segmentation based**—in rigid registration, the same structures from both images are extracted; after that, they become the input parameters for the main registration method; unfortunately, registration accuracy is connected with the segmentation quality.
- **Mass-preserving**—registration relies on detecting density changes on CT images, which are related to different inhalation volumes (air volume in lungs).

## 5. System Implementation

Python was chosen as the programming language for this project. An important factor for this choice was the availability of many well-documented image processing libraries (e.g., scikit-image, SimpleITK, OpenCV). The syntax and simplicity of writing the code were additional arguments.

Our input data were two CT images series. The first one was taken before radiotherapy (RT), and the second one was acquired during the follow-up. Different CT devices were used during the examinations, and the obtained CT series had different size parameters. Images that were taken before RT had a slice thickness equal to 3 mm, whereas the later images had this value at the level of 1.25 mm. For further processing steps (segmentation, registration, calculations), we had to equalize the number of slices in both series, trying to choose the closest corresponding slices. The first tested approach was based on the slice thickness. We assumed that the first slices from both series were corresponding ones. This could be done because we selected the corresponding beginning and ending slices in both series. Next, we prepared a table where each slice (from both series) had its relative distance to the beginning one. Finally, we iterated over each slice from the “before” series,
taking its relative distance and finding corresponding slice from the “after” series, where
the difference between those relative distances was minimal. Having selected slices with
lung images (this was done using the CNN network described in Section 3), the next
implemented block was responsible for the segmentation.

5.1. Segmentation

5.1.1. Watershed Segmentation

The watershed lung segmentation algorithm was based on the solution described
in [24], but in order to achieve a satisfying result, many additional operations were added.
Finally, our watershed transform segmentation had the following structure:

1. The first step was aimed at finding internal labels. The threshold filter at the level
of $-360 \text{ HU}$ was applied in order to distinguish lungs. Obviously, as presented in
Figure 7a, after thresholding, we obtained not only lungs, but also other elements, e.g.,
the background, pixel intensity of which was at the level of $-1000 \text{ HU}$. In order to
remove the background, a clear_border function from the skiimage.segmentation
module was used. Thanks to that, only lung pixels were left, as shown in Figure 7b.

![Simple threshold.](image1)
![After background removal.](image2)

**Figure 7.** First steps of segmentation.

Afterwards a labeling function from the scikit.measure package was used, in order
to mark pixels that belonged to the same groups with unique labels. Unfortunately,
this solution worked well only for the slices from the middle part of the series.
The first ones contained organs like trachea or other significant airways, which were
also detected using the threshold (due to the air inside them; a similar Hounsfield
value), as shown in Figure 8. In further steps, these areas could be mistakenly treated
as internal markers.

![Simple threshold.](image3)
![After background removal.](image4)

**Figure 8.** First steps of segmentation with trachea.

To solve this problem for the first 9% of the slices (which very likely contained trachea),
additional steps were implemented in order to properly detect only lungs.

- All regions with areas smaller than $0.00012$ of the whole image size were removed.
  This was necessary in order to get rid of noise and very small insignificant objects,
  but at the same time, this value cannot be too high, because it would reject regions
with small sections of lungs (beginning slices). As a result of this step, we were able obtain two or three segmented regions.

- If only two regions were left, that meant that one of them was lung, and the other was trachea. We could assume that due to the fact that in all images containing lungs, lungs were bigger than trachea. We found the minimum \( y \) value of pixels in both areas (located at the top of each area) and removed this region, which had the smaller value (trachea is above lungs on the first slices). This analysis is illustrated in Figure 9.

![Figure 9. Minimum \( y \) values of trachea and one lung.](image)

- If in one of the first slices, three regions were detected, that meant that two of them were lungs, and one was trachea. Unfortunately, we could not simply preserve the two largest ones, because we were not able to ensure that lungs were bigger than trachea (usually, it is the opposite). That is why for this purpose, we detected the centroids of each region (they had \( x \) and \( y \) coordinates). Next, we made a list of all possible pairs of centroids and calculated the Euclidean distance between each pair. As a result, we obtained a list of three distances, sorted them, and kept the two regions between which the distance was largest. A simple visualization is shown in Figure 10.

![Figure 10. Distances between centroids calculations.](image)

2. The next step was finding external labels. This was done by dilating the internal marker, creating two temporary matrices, and taking regions where they were different from each other (XOR operation). By changing the dilation iterations, we were able to control the distance between those two markers. The external marker looked like a wide border surrounding the internal one. The border had to be wide enough to cover all minima, which could be located in the neighborhood. The final watershed marker containing internal and external ones is presented in Figure 11.

3. Afterwards, the Sobel filter along both axes (\( x \) and \( y \)) was applied in order to detect edges on the input image (Figure 11).
4. The watershed algorithm was executed with the sobel_gradient and watershed_markers as inputs. In order to find the border of the result of the watershed algorithm, morphological_gradient was applied (with the difference between the dilation and erosion of the watershed as the input). In order to re-include significant nodules near the border, a black-hat operation was applied. Thanks to that, the areas that might carry significant information about the treatment were still in the segmented lungs. We decided that it was better to include an area that normally would not be treated as lung in the segmentation process. If we wanted to omit it during the calculations, we would just contour it with an ROI and exclude it from the calculation area. Removing it during segmentation would lead to a loss of the significant information that it carried.

5. Finally, binary opening, closing, and then, small erosion operations were applied in order to remove noise and fill the holes, which were inside lungs after thresholding. Examples of segmented lungs are presented in Figure 12.

5.1.2. Segmentation Using the SITK Library

The watershed algorithm segmented lungs quite properly, although sometimes, especially for the first or last slices, the resulting masks were too sharp. Lung borders should be smooth in order to properly reflect the reality. At the same time, such segmented lungs would be easier to register. The second approach was implemented using the SimpleITK (SITK) library and based on the example described in [29]. Below, we give the steps of the SITK segmentation algorithm:

1. In order to denoise and smooth the image, we used a CurvatureFlow image filter. Smoothed images are better for further processing.
2. In order to separate lungs from the background and other organs, a threshold value at \( -280 \) HU was set. It does not strictly correspond to the theoretical Hounsfield range of lungs (form \( -400 \) to \( -600 \) HU), but the acquired images came from different modalities, so we wanted to cover all lung areas, with pixels in a close neighborhood.

3. The next challenge was to remove the background. We decided to use a NeighborhoodConnected function. It labeled pixels connected to an initially selected seed and checked if all pixel neighbors were within the threshold range. The initial seed was chosen as point \((10, 10)\), which was located near the upper left image corner. Pixels with a value equal to zero in the thresholded image (background) were set to one. In the thresholded image, pixels containing body parts other than lungs were also set to one. Adding a thresholded image to the neighborhood connected one gave us a result with segmented lungs and some noise. In Figure 13, the first segmentation steps are depicted.

4. After detecting lungs, a ConnectedComponents filter was applied to label the object on the input binary image. Pixels equal to zero were labeled as background, whereas those equal to one were treated as objects. Different groups of connected pixels were labeled with unique labels.

5. In the next step, the area of detected objects was calculated, and the largest one or two, whose size was larger than 0.002 of the whole image, were chosen. Due to this condition, right lung in the third slice was not detected by this algorithm, but it was in the watershed. In order to fix this issue, additional restrictions for the extreme slices should be added.

6. On such a segmented lung binary image, opening and closing were applied. Binary opening was responsible for removing small structures (smaller than the radius) from the image. It consisted of two functions executed on the output of each other: \( \text{Dilatation(Erosion(image))} \). On the other hand, binary closing removed small holes present in the image.

7. Sometimes, after applying those filters, still, some large holes were left inside the images. Usually, they should stay there, because the area did not match the conditions. However, in our lung segmentation approach, there should not be any holes left inside the lung area. In order to satisfy this requirement, a VotingBinaryHoleFilling filter was applied. It also filled in holes and other cavities. The voting operation on each pixel was applied. If the result was positive, it was set to one. We chose a large radius for this operation \((16)\) in order to ensure that no holes would be left inside.

8. Finally, we applied a small erosion filter with the radius set to one. We excluded the lung border from the segmented image. Tissue located in that area was irrelevant for the analysis and could even falsify the results.

Although this approach gave slightly better results, when it came to the final lung segmented shapes, still, some additional filters or methods should be added in order to make this algorithm more universal. Some of the last slices (Figure 14) were segmented more accurately, but the time of calculations—218.6 s for both series—were much longer than for the watershed algorithm—50.7 s.

![Thresholded image](image)

![Neighborhood connected background](image)

![Sum of those two images](image)

**Figure 13.** Example of the segmentation steps using the SimpleITK library.
5.2. Registration

The registration process started with an affine registration where transformations like rotation, scaling, and translation were used. The results of the affine registration were supposed to give a better initial step for further elastic registration.

5.2.1. Affine Slice Registration

Firstly, we analyzed the whole previously segmented images not as solid 3D figures, but as individual slices. Each pair of corresponding slices was registered, where the image from the after series was treated as moving_image and the one from the before series as fixed_image. For this task, we also used the SITK library [30]. Before executing the registration algorithm, many parameters had to be specified:

1. Initial transformation: In this step, we used CenteredTransformInitializer in order to align the centers of both slices. At the same time, the AffineTransform transformation type was chosen. Transformations like Euler2DTransform would not be proper in this case, because both series were acquired by different devices, which means they had various scales. Euler transformation is specified as rotation and translation, but without scaling. As seen in Figure 15, lungs on the “before” series were much smaller those on the “after” series, so scaling was one of the most significant needed transformations.

2. Measure metric: We used MattesMutualInformation. The metric sampling strategy was set to REGULAR, and the metric sampling percent was set to 100%. That means that to calculate the current measure, all pixels were taken into consideration. Due to the fact that lung segmentation was performed before registration, we could not compute the metric using a small percent of random points, as was proposed in [31]. If only black points (outside the lungs) had been randomly chosen from both images, then the cost function would have been very low, but it would not mean that the lungs were properly registered.

3. Interpolator: We set it as Linear. In most cases, linear interpolation is the default setting. It gives a weighted average of surrounding voxels with the usage of distances as weights.

4. Optimizer: The gradient descent optimizer was chosen for affine registration. It has many parameters to be set, and we used the following:
   - learningRate = 1,
   - numberOfIterations = 255.

5. Multi-resolution framework: The last set parameters were associated with the multi-resolution framework, which the SITK library provides. Due to this strategy, we were able to improve the robustness and the capture range of the registration process. The input image was firstly significantly smoothed and had a low resolution. Then, during the next iterations, it became less smoothed, and the resolution increased. This additional multi-resolution utility was realized with two functions: SetShrinkFactorsPerLevel (shrink factors applied at the change of level)
and SetSmoothingSigmasPerLevel (smoothing sigmas applied also at the change of level—in voxels or physical units). In affine registration, where the images differed significantly from each other, we decided to set four multi-resolution levels. The chosen parameters were as follows:

- shrinkFactors = [6, 4, 2, 1],
- smoothingSigmas = [3, 2, 1, 0].

We executed this algorithm for each pair of corresponding slices. An example of an image before and after affine transformation is shown in Figure 16. The time of affine registration for one slice was 2.5 s, and the total time of affine registration for the whole series was 168.1 s.

Table 6 presents the SimpleITK “one slice” affine registration results.

| Parameter                  | Value  |
|----------------------------|--------|
| Transformation             | “Affine” |
| Final metric value         | −0.4329 |
| Total registration time    | 2.5 s   |
5.2.2. SimpleITK 3D Affine Registration

Affine registration of the whole segmented and raw 3D images was also tested. We wanted to compare how the registration results and times of calculations depended on the input 3D image and chosen samplers (for the segmented image, we had to sample all points, not only those randomly chosen). In order to test how the SimpleITK library handles 3D image registration, we implemented two short programs. The first one was prepared for registering raw CT images, and the second one was responsible for registering lungs segmented from those images. As expected, it took longer to register 3D images with previously segmented lungs than the raw ones. Table 7 compares the results of the 3D affine registration using SimpleITK. In Figure 17, overlayed raw slices, before (a) and after (b) affine registration, are depicted. In order to visualize the differences in registration between raw and segmented images, Figure 18 presents overlayed segmented slices also before (a) and after (b) affine registration. As seen when it comes to 3D registration, the slices, from the middle of the series, are transformed properly.

![Overlayed images before registration.](image1)

(a) Overlayed images before registration.  
(b) Overlayed images after registration.

**Figure 17.** Illustration of the affine 3D registration with raw input slices.

![Overlayed images before registration.](image2)

(a) Overlayed images before registration.  
(b) Overlayed images after registration.

**Figure 18.** Illustration of the affine 3D registration with segmented input slices.
Table 7. Result of 3D affine registration using SimpleITK.

|                        | Raw Images | Segmented Images |
|------------------------|------------|------------------|
| Transformation         | “Affine”   | “Affine”         |
| Sampler                | ‘Random’   | “Regular”        |
| Final metric value     | −0.72      | −0.201           |
| Total registration time| 59.5 s     | 157.4 s          |

5.2.3. Elastic Lung Registration

Another approach to the registration, implemented in our system, was the elastic registration. This algorithm was implemented using two libraries: SimpleITK and SimpleElastix. It needs to be noted that elastic registration is much slower and more sophisticated than affine. As seen in Figure 16, the first registration step gives quite satisfying results, so the elastic registration will not need to start the process from scratch. Many parameters are similar to those from the affine registration process, so below, we present only the chosen ones, which are different:

1. Initial transformation: In this step, we chose the BSplineTransformation type.
2. Measure metric: It is analogous to the affine one.
3. Interpolator: It was also set as Linear.
4. Optimizer: The gradient descent optimizer was also chosen for elastic registration; however, its parameters slightly changed:
   - learningRate = 1,
   - numberOfIterations = 255.
5. Multi-resolution framework: The parameters of the multi-resolution framework were also changed:
   - shrinkFactors = [2,1],
   - smoothingSigmas = [1,0].

The elastic registration algorithm was also executed for each pair of corresponding slices, where the moving slice was the one after affine registration, and the fixed one was invariably the segmented slice from the “before” series. An example of an image before and after elastic transformation is shown in Figure 19. The time of elastic registration for the whole series was 2103.4 s. Table 8 presents the SimpleITK “one slice” elastic registration results.

(a) Segmented slice from before series. (b) Corresponding segmented slice from after series, after applying elastic registration.

Figure 19. Illustration of the elastic registration using the SimpleITK library.
Table 8. Result of one slice elastic registration using SimpleITK.

| Parameter            | Value         |
|----------------------|---------------|
| Transformation       | “Bspline”     |
| Final metric value   | −0.3012       |
| Total registration   | 21.0 s        |

In order to compare different implementations, the registration using the SimpleElastix library was also applied. It was also run for a pair of corresponding slices, where the moving slice was the one from the “after” series and the fixed one was the segmented slice from the “before” series. An example of an image before and after registration is shown in Figure 20.

![Segmented slice from before series.](image1)

![Corresponding segmented slice from after series, after applying elastic registration.](image2)

Figure 20. Illustration of the elastic registration using the SimpleElastix library.

Additionally, in order to evaluate the registration process, the SimpleElastix library gives the possibility to display the final metric (the AdvancedMattesMutualInformation metric was used) value. Table 9 presents the SimpleElastix “one slice” registration results.

Table 9. Result of one slice registration using SimpleElastix.

| Parameter            | Value         |
|----------------------|---------------|
| Transformation 1     | “Affine”      |
| Transformation 2     | “Bspline”     |
| Final metric value   | −0.5657       |
| Total registration   | 144.9 s       |

Comparing these results with those presented in Figure 19, we can observe that these solutions differed from each other. Registering using SimpleITK did not change the lung structure significantly; however, at the same time, it did not make the images fully equivalent in terms of shape. The SimpleElastix approach preserved the shape better. Although SimpleElastix had a very good metric value (Table 9), we are not sure if the internal lung structure should be changed to such a large extent. Obviously, the parameters of the SimpleITK methods can also be changed in order to achieve results similar to those produced by SimpleElastix, but the calculation time increases dramatically.

5.3. Data Presentation Module

All aforementioned processing steps such as slice choosing, segmentation, and registration were conducted in order to finally obtain paired images of lungs with a similar shape so that “before” and “after” series can be compared slice-by-slice. Thanks to that, various statistics could be calculated on the corresponding images from the before and after series, including: the maximum, minimum, median, and mean of the pixels (in HU).
This is necessary to compare subtle density changes that appear in different parts of lungs after radiotherapy and could be correlated with the delivered radiation dose and to assess the impact on healthy lung tissue. Some visualization functions were developed. The calculation methods were implemented based partly on the solutions presented in [29].

The main window of the system interface, presented in Figure 21, consists of three areas:

1. Current CT slice (displayed for three directions) (red area—1): The slice can be selected by setting its number or by using a mouse scroll wheel. By moving the mouse over the upper left slice, we can read the pointed pixel’s Hounsfield scale value and the dose density value in gray units. The small console at the bottom of the screen is used to display messages to the user (errors, warnings, etc.).

2. Input settings (blue area—2): Check boxes allow the selection of all contours loaded from the active files. Radio buttons are used to set the visible range of the radiation dose. There are three possible options:
   - Show radiation as a heat map (a “warmer” color corresponds to a higher radiation dose)
   - Show radiation in a given range (the range is set by the sliders located below)
   - No radiation (the CT slice is displayed without the radiation scheme).

3. Calculation parameters (green area—3): The first set of radio buttons specifies whether the results are calculated for the whole body (all slices) or just for the current slice. The second set of radio buttons decides whether the calculations are applied for all pixels or just for pixels within the chosen contour. The last three radio buttons are used to select the settings related to the radiation. Calculation can be done for the chosen radiation range (the scope is set by sliders), for all the matrix of radiation (for all pixels included in the radiation area), or for pixels where the radiation is above zero.

Figure 21. The main window of the system.
Clicking on the calculate button starts the calculations and generates the resulting window, presented in Figure 22. The reported results include:

- The image of the current slice with marked pixels selected for calculation,
- The number (indexes) of slices for which the calculation was done,
- The calculation parameters (radiation range, contour type),
- Min, max, median, mode, and average values in HU,
- The volume and area of the selected pixels.

![Result](image)

**Figure 22.** The result window with the calculation results.

When the whole body option is chosen, it is possible to scroll through CT slices. Then, the calculation results are updated on-the-fly. Finally, the results can be visualized (Figure 23) and stored in a file. The first picture, shown in Figure 23a, shows the CT slice with marked lung, esophagus, and spinal cord, which is an input slice for further calculation. Next, Figure 23b presents a CT slice with the dose density scheme, Figure 23c the lung contour with the selected dose range, and Figure 23d the region of calculation, which is a cross-section of the segmented lung and the area of the selected dose range.
6. Conclusions and Future Works

The paper presents a software tool that will be used for large-scale CT-based radiomics for radiation oncology specialists. This particular application is designed to analyze the correlation between the delivered dose and the density changes in pulmonary tissue, representing radiation-induced fibrosis. Currently, the tool is used for analyzing a big set of patients' results, together with the clinical data, focusing on the impact of “low doses”—between 0 and 5 Gy. We presume that even these lowest doses affect the lung function and morphology over time as fibrosis develops even if it is not visible with the naked eye. As an example, in Figure 24, you can see the initial pretreatment image of the tumor and the 18 month follow-up scan with complete remission achieved. There is also an easily noticeable area of RILF that corresponds to the high doses delivered (40–66 Gy). However, it is difficult to see any density changes in other areas. Analyzing the precise density using our software, we find that mean HU values of the lung tissue where the 1–5 Gy dose was delivered during RT increased from $-821$ HU to $-772$ HU (Figure 25). Thanks to this, we hope to prove the statistically significant impact of low doses on a large number of patients.

The results can be important in the era of modern conformal radiotherapy methods, which decrease high dose levels in patient’s OARs at the cost of the, so-called, “low dose bath”. We aim to assess clinically useful dose constraints for conventional lung RT.

Apart from a numerical measurement of density changes, we will work on using AI solutions to analyze and predict the patterns and evolution of fibrotic changes over time. We also want to develop radiobiological concerns on hypofractionated regimens and new modalities like particle therapy. There is also a novel ultra-high dose rate FLASH-RTTechnique [32] that can decrease the lung toxicity [33]; however, this method is still in early pre-clinical studies. What is more, precise fibrosis analysis is also crucial for patients treated with modern immunotherapy, especially combined with conventional
chemotherapy and radiotherapy being one of the most common toxicities. We should also remember COVID-19 patients and distinguish different CT abnormalities.

Figure 24. CT images before and after radical radiotherapy (RT) of left lung cancer.

![CT scan before RT (tumor outlined).](image1)

![CT scan 18 months after RT (fibrosis outlined).](image2)

(a) CT scan before RT (tumor outlined). (b) CT scan 18 months after RT (fibrosis outlined).

Figure 25. CT images before and after radical RT of left lung cancer.

![Pre-RT CT scan; 1–5 Gy dose level covered in green.](image3)

![Segmented lungs from the pre-RT scan with 1–5 Gy dose covered in yellow.](image4)

(a) Pre-RT CT scan; 1–5 Gy dose level covered in green. (b) Segmented lungs (c) Corresponding lung scan 18 months after RT. Covered in yellow.
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