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Abstract

Previous studies have shown automatic evaluation metrics to be more reliable when compared against many human translations. However, multiple human references may not always be available. It is common that automatic metrics must make judgments based on a single human reference (extracted from parallel texts) or no reference at all. Our earlier work suggested that a promising way to address this problem is to train a metric to evaluate a sentence by comparing it against pseudo references, or imperfect “references” produced by off-the-shelf MT systems. In this paper, we further examine the approach both in terms of the training methodology and in terms of the role of the human and pseudo references. Our expanded experiments show that the approach generalize well across multiple years and languages.

1 Introduction

Standard automatic metrics are reference-based; that is, they compare system produced translations against human translated references produced for the same source. Since there is usually no single best way to translate a sentence, each MT output should be compared against many references. On the other hand, creating multiple human references is itself a costly process. For many naturally occurring dataset (e.g., parallel corpora) only a single reference is readily available.

The focus of this work is on developing automatic metrics for sentence-level evaluation with at most one human reference. One way to supplement the single human reference is to use pseudo references, or sentences produced by off-the-shelf MT systems, as stand-ins for human references. However, since pseudo references may be imperfect translations themselves, we need to decide how much comparisons against them should be trusted. Previously, we have taken a learning-based approach to develop a composite metric that combines measurements taken from multiple pseudo references (Albrecht and Hwa, 2007). Experimental results suggested the approach to be promising. However, those studies did not consider how well the metric might generalize across multiple years and languages. In this paper, we investigate the applicability of the pseudo-reference metrics in these more general conditions.

Using the WMT06 Workshop shared-task results (Koehn and Monz, 2006) as training examples, we train a metric that evaluates new sentences by comparing them against pseudo references produced by three off-the-shelf MT systems. We apply the learned metric to sentences from the WMT07 shared-task (Callison-Burch et al., 2007) and compare the metric’s predictions against human judgments. We find that when the metric is trained to compare against pseudo references, it has a higher correlation with human judgments than standard metrics for French and Spanish; moreover, when the metric is trained to compare against pseudo references as well as the single human reference, the correlation with human judgments is even stronger.
2 Background

The ideal evaluation metric reports an accurate distance between an input instance and its gold standard, but even when comparing against imperfect standards, the measured distances may still convey some useful information – they may help to triangulate the input’s position relative to the true gold standard.

In the context of sentence-level MT evaluations, the challenges are two-fold. First, the ideal quantitative distance function between a translation hypothesis and the proper translations is not known; current automatic evaluation metrics produce approximations to the true translational distance. Second, although we may know the qualitative goodness of the MT systems that generate the pseudo references, we do not know how imperfect the pseudo references are. These uncertainties make it harder to establish the true distance between the input hypothesis and the (unobserved) acceptable gold standard translations.

In order to combine evidences from these uncertain observations, we take a learning-based approach. Each hypothesis sentence is compared with multiple pseudo references using multiple metrics. Representing the measurements as a set of input features and using human assessed MT sentences as training examples, we train a function that is optimized to correlate the features with the human assessments in the training examples. Specifically, for each input sentence, we compute a set of 18 kinds of reference-based measurements for each pseudo reference as well as 26 monolingual fluency measurements. The full set of measurements then serves as the input feature vector into the function, which is trained via support vector regression. The learned function can then be used as an evaluation metric itself: it takes the measurements of a new sentence as input and returns a composite score for that sentence.

The approach is considered successful if the metric’s predictions on new test sentences correlate well with quantitative human assessments. Like other learned models, the metric is expected to perform better on data that are more similar to the training instances. Therefore, a natural question that arises with a metric developed in this manner is: how well does it generalize?

3 Research Questions

To better understand the capability of metrics that compare against pseudo-references, we consider the following aspects:

The role of learning We have argued that learning is important for the general correctness of the approach. Although standard reference-based metrics can also use pseudo references, they would treat the imperfect references as gold standard; thus the predictions may be unreliable. The goal of the learning process is to train the function to determine how much each comparison with a pseudo reference might be trusted. To determine the effect of learning, we compare trained metrics against standard reference-based metrics, all using pseudo references.

The amount vs. types of training data The success of any learned model depends on its training experiences. We study the trade-off between the size of the training set and the specificity of the training data. We perform experiments comparing a metric trained from a large pool of heterogeneous training examples that include translated sentences from multiple languages and individual metrics trained for particular source language.

The role of a single human reference Previous studies have shown the importance of comparing against multiple references. The approach under study in this paper attempts to approximate multiple human references with machine produced sentences. Is a single trustworthy translation more useful than multiple imperfect translations? To answer this question, we compare three different reference settings: using just a single human reference, using just the three pseudo references, and using all four references.

4 Experimental Setup

For the experiments reported in this paper, we used human evaluated MT sentences from past shared-tasks of the WMT 2006 (Koehn and Monz, 2006) and WMT 2007 (Callison-Burch et al., 2007). The data consists of outputs from German-English, Spanish-English, and French-English MT systems.
The outputs are translations from two corpora: Europarl and news commentary. System outputs have been evaluated by human judges on a NIST-style 5-point scale. We have normalized scores to reduce biases from different judges (Blatz et al., 2003).

We experimented with using four different subsets of the WMT2006 data as training examples: only German-English, only Spanish-English, only French-English, all 06 data. The metrics are trained using support vector regression with a Gaussian kernel as implemented in the SVM-Light package (Joachims, 1999). The SVM parameters are tuned via grid-search on development data, 20% of the full training set that has been reserved for this purpose.

We used three MT systems to generate pseudo references: Systran1, GoogleMT2, and Moses (Koehn et al., 2007). We chose these three systems because they are widely accessible and because they take relatively different approaches.

A metric is evaluated based on its Spearman rank correlation coefficient between the scores it gave to the evaluative dataset and human assessments for the same data. The correlation coefficient is a real number between -1, indicating perfect negative correlations, and +1, indicating perfect positive correlations.

Two standard reference-based metrics, BLEU (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005), are used for comparisons. BLEU is smoothed (Lin and Och, 2004), and it considers only matching up to bigrams because this has higher correlations with human judgments than when higher-ordered n-grams are included.

5 Results

The full experimental comparisons are summarized in Table 1. Each cell shows the correlation coefficient between the human judgments and a metric (column) that uses a particular kind of references (row) for some evaluation data set (block row).

We note that Systran is also a participating system under evaluation. Although Sys-Test will be deemed to be identical to Sys-Ref, it will not automatically receive a high score because the measurement is weighted by whether Sys-Ref was reliable the training examples. Furthermore, measurements between Sys-Test and other pseudo-references will provide alternative evidences for the metric to consider.

The role of learning We find that learned metrics correlate well with human judges. With the exception of the German-English evaluation set, they result in higher correlations than standard metrics using comparable references. At the same time, the results suggest that standard metrics using pseudo references might also lead to improved correlations over using a single human reference. While it is easy to construct cases in which pseudo references would interact poorly with standard metrics (e.g., pseudo references are worse than system under evaluation; pseudo references are identical to a poor system under evaluation), there may be circumstances for which pseudo references can approximate multiple references, even for standard metric.

The amount vs. types of training data Comparing the three metrics trained from single language data set against the metric trained from all of WMT06 dataset, we see that the learning process benefited from the larger quantity of training examples. It may be the case that the MT systems for the three language pairs are at a similar stage of maturity that the training instances are mutually helpful.

The role of a single human reference Our results reinforces previous findings that metrics are more reliable when they have access to more than a single human reference. Our experimental data suggests that a single human reference often may not be as reliable as using three pseudo references alone. Finally, the best correlations are achieved by using both human and pseudo references.

6 Conclusion

We have presented an empirical study on automatic metrics for sentence-level MT evaluation with at most one human reference. We show that pseudo references from off-the-shelf MT systems can be used to augment the single human reference. Because they are imperfect, it is important to weigh the trustworthiness of these references through a training phase. We find that a metric trained to compare inputs against both human and pseudo references has the best correlation with human judges. The metric seems robust even when the applied to sentences from different systems of a later year.

1Available from http://www.systransoft.com/
2http://www.google.com/language_tools/
Table 1: Correlation comparisons of metrics (columns) using different references (row): a single human reference (1HR), 3 pseudo references (3PR), or all (1HR+3PR). The type of training used for the regression-trained metrics are specified in parentheses. For each reference configuration, the highest correlation is highlighted in boldface. For each evaluated corpus, correlations higher than standard metric using one human reference are marked by an asterisk(*).

| Eval. Data | Ref Type | METEOR      | BLEU       | SVM(de06) | SVM(es06) | SVM(fr06) | SVM(wmt06) |
|------------|----------|-------------|------------|-----------|-----------|-----------|-------------|
| de         | 1HR      | 0.428       | 0.472      | 0.421     | 0.402     | 0.479     | 0.465       |
| europarl   | 3PR      | 0.485*      | 0.526*     | 0.470     | 0.480*    | 0.478*    | 0.522*      |
| 07         | 1HR+3PR  | 0.507*      | 0.546*     | 0.321     | 0.261     | 0.260     |             |
| de         | 1HR      | 0.270       | 0.331      | 0.262     | 0.278     | 0.268     | 0.329       |
| news       | 3PR      | 0.363*      | 0.397*     | 0.298     | 0.321     | 0.268     | 0.329       |
| 07         | 1HR+3PR  | 0.400*      | 0.419*     |           |           |           |             |
| es         | 1HR      | 0.355       | 0.402      | 0.336     | 0.453*    | 0.432*    | 0.456*      |
| europarl   | 3PR      | 0.413*      | 0.450*     | 0.405     | 0.513*    | 0.483*    |             |
| 07         | 1HR+3PR  | 0.407*      | 0.480*     |           |           |           |             |
| es         | 1HR      | 0.262       | 0.324      | 0.393*    | 0.380*    | 0.425*    | 0.426*      |
| news       | 3PR      | 0.259       | 0.316      | 0.428*    | 0.426*    | 0.381*    |             |
| 07         | 1HR+3PR  | 0.281       | 0.325      |           |           |           |             |
| fr         | 1HR      | 0.264       | 0.263      | 0.267     | 0.282*    | 0.352*    | 0.363*      |
| europarl   | 3PR      | 0.150       | 0.260      | 0.274*    | 0.322*    | 0.301*    |             |
| 07         | 1HR+3PR  | 0.176       | 0.267      |           |           |           |             |
| fr         | 1HR      | 0.195       | 0.288      | 0.239     | 0.251     | 0.355*    | 0.373*      |
| news       | 3PR      | 0.311*      | 0.359*     | 0.273     | 0.340*    | 0.319*    |             |
| 07         | 1HR+3PR  | 0.324*      | 0.370*     |           |           |           |             |