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Jamal Salah

Department of Basic Science, College of Health and Applied Sciences, A’Sharqiyah University, Ibra post code 400, Oman

Received February 2, 2021; Revised March 17, 2021; Accepted April 9, 2021

Abstract In 1859, Bernhard Riemann, a German mathematician, published a paper to the Berlin Academy that would change mathematics forever. The mystery of prime numbers was the focus. At the core of the presentation was indeed a concept that had not yet been proven by Riemann, one that to this day baffles mathematicians. The way we do business could have been changed if the Riemann hypothesis holds true, which is because prime numbers are the key element for banking and e-commerce security. It will also have a significant influence, impacting quantum mechanics, chaos theory, and the future of computation, on the cutting edge of science. In this article, we look at some well-known results of Riemann Zeta function in a different light. We explore the proofs of Zeta integral Representation, Analytic continuity and the first functional equation. Initially, we observe omitting a logical undefined term in the integral representation of Zeta function by the means of Gamma function. For that we propound some modifications in order to reasonably justify the location of the non-trivial zeros on the critical line: \( s = \frac{1}{2} \) by assuming that \( \zeta(s) \) and \( \zeta(1-s) \) simultaneously equal zero. Consequently, we conditionally prove Riemann Hypothesis.
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1. Introduction

A mathematical conjecture is first suggested in 1859 and still unproven as of 2021 the Riemann Hypothesis. Often referred to as “the Holy Grail of mathematics,” it is arguably the most famous of all unsolved mathematical problems. Despite its miscellaneous applications to many fields of mathematics, it is commonly considered to concern the distribution of prime numbers [1 – 7].

In his publication, Riemann calculated “the number of prime numbers less than a given magnitude a certain meromorphic function on \( \mathbb{C} \). But Riemann did not completely clarify his evidence; it took mathematicians decades to check his observations, and we have not yet confirmed any of his estimates on the roots of \( \zeta \) to this day [8, 10, 11, 14, and 17].

Even Riemann did not prove that all zeta zeros lie on the line \( \text{Re}(s) = 1/2 \). Although there are roughly \( 10^{13} \) nontrivial zeros lying on the critical line, we cannot take it for granted that Riemann Hypothesis or RH is necessarily true unless a genuine proof or disproof is elaborated [9, 12, 18].

On the other hand, it is worth noting that there are conflicting opinions not only about the credibility of Riemann Hypothesis, but also about some basic results, for example in [14, 15] the author questioned the correctness of the analytic continuity and provided evidences of violating the law of Non-Contradiction (LNC).

Even if assuming the uncertainty or the non sharpness of some results including the analytic continuity of Zeta function, the one may not pass over the recurrence of the non-trivial zeros on the critical line! For that, we may wish not to consider violating the logic but we claim there is a neglecting of some undefined terms or conditions; especially that earlier, Euler had to omit a condition and neglect a logical concept in his computations of \( \zeta(-1) = \)
which is exactly the same value that Riemann computed late see [13]

Euler first provided the analytic continuity over the critical strip as follows

$$f(x) = (1 - 2^{1-x})\zeta(x) = \sum_{n=1}^{\infty} (-1)^{n+1} n^{-x}$$

$$\zeta(x) = \frac{1}{1 - 2^{1-x}} \sum_{n=1}^{\infty} (-1)^{n+1} n^{-x}$$

Then he considered the following series

$$1 + x + x^2 + \cdots + x^n + \cdots = \frac{1}{1 - x}, \quad |x| < 1$$

Differentiating yields

$$1 + 2x + 3x^2 + \cdots = \frac{1}{(1-x)^2}$$

Euler then **omitted the condition that** $|x| < 1$ and then plugged -1 to derive

$$f(-1) = 1 - 2 + 3 - 4 + \cdots = \frac{1}{4} \rightarrow \zeta(-1)$$

$$= \frac{1}{1 - 2^2} \times \frac{1}{4} = -\frac{1}{12}$$

Thus, as we meander down past the window through which we take a voyeuristic look at the Riemann hypothesis, we are well served to consider what the deeper meaning of the Riemann hypothesis really is. We can look at what makes the zeta function and Riemann’s conclusions on its behavior so special. For that, we consider Riemann first approach as the main scope of our investigation.

### 2. Integral Representation: Riemann’s approach

In this section, we first display the proof of the integral representation of $\zeta(s)$ by the means of its multiplication by $\Gamma(s)$, aiming to detect a gap that allows implementing some modifications:

**Lemma 1** [1-10]

$$\zeta(s)\Gamma(s) = \int_{0}^{\infty} \frac{t^{s-1}}{(e^t - 1)} \, dt$$

**Proof**

$$\zeta(s) = \sum_{n=1}^{\infty} n^{-s} \quad Re(s) > 1,$$

$$\Gamma(s) = \int_{0}^{\infty} e^{-\tau \tau^{s-1}} \, d\tau \quad Re(s) > 1.$$  

Let $\tau = nt \rightarrow d\tau = n \, dt$ yields.

$$\Gamma(s) = \sum_{n=1}^{\infty} e^{-nt} t^{s-1} \, dt.$$  

Multiplying $\zeta(s)\Gamma(s)$ Riemann derives

$$\zeta(s)\Gamma(s) = \sum_{n=1}^{\infty} \int_{0}^{\infty} e^{-nt} t^{s-1} \, dt = \int_{0}^{\infty} \left( \sum_{n=1}^{\infty} e^{-nt} \right) t^{s-1} \, dt$$

$$= \int_{0}^{\infty} t^{s-1} \, dt, \quad Re(s) > 1.$$  

Where the exchange of the integral and the series is justified by the local integrability of the function $t \rightarrow \frac{t^{s-1}}{e^{t-1}}$ at zero; in other words the integral above converges at both end points. As $t \rightarrow 0^+$, $e^t - 1$ behaves like, so that the integral behaves like $\int_{0}^{\infty} t^{s-2}dt$ which converges for $Re(s) > 1$. The Integral converges at the right end point because $e^t$ grows faster than any power of $t$.

**Remark 1** the Integral representation of Zeta function is subject to $t \neq 0$.

**Proof**

Method 1: Since we computed the sum of the geometric series with radius $r = e^{-t}$ that is we already allowed $n \rightarrow \infty$:

$$\sum_{n=1}^{\infty} e^{-nt} = \frac{1}{e^t - 1}, \quad n \rightarrow \infty$$

From the substitution: $\tau = nt$ and now $n \rightarrow \infty$, it is clearly that $t \neq 0$. Otherwise we are letting

$$\tau = \infty \times 0$$

This is an undefined term.

Method 2:

$$\sum_{n=1}^{\infty} e^{-nt} = \left\{ \begin{array}{ll} \infty, & t = 0 \\ 1, & t \neq 0. \end{array} \right.$$  

This implies.

$$t^{s-1} \sum_{n=1}^{\infty} e^{-nt} = \left\{ \begin{array}{ll} \infty, & t = 0 \\ t^{s-1}, & t \neq 0. \end{array} \right.$$  

Thus, in view of the above, the matter arises is not only to justify exchanging the integral and the sum; but how the one can justify neglecting an undefined term $\tau = \infty \times 0$ when $t = 0$ or how to compute the geometric series with radius $r = e^{-t} = 1$.

Although the set $\{0\}$ is of measure zero and it does not contribute in the integral of Lemma 1; asserting that $t \neq 0$ plays a crucial role in justifying the location of non-trivial zeros as we will deduce through this approach.

For that, what if we slightly modify the integral representation as follows:
\( \zeta(s)\Gamma(s) = \int_0^\infty \frac{t^{s-1}}{e^t-1} \ dt, \quad \text{Re}(s) > 1 \ and \ t \neq 0 \quad (1.1) \)

Similarly, we plug \( 1-s \) in (1.1)
\[
\zeta(1-s)\Gamma(1-s) = \int_0^\infty \frac{t^{-s}}{e^t-1} \ dt, \quad \text{Re}(s) < 0, \quad t \neq 0
\]

(1.2)

Now, if we make use of (1.1) and (1.2) we can readily deduce an elementary result as follows:

**Proposition 1** If \( \zeta(s) = \zeta(1-s) = 0 \) then \( \text{Re}(s) = \frac{1}{2} \)

Proof
\[
\zeta(s)\Gamma(s) + \zeta(1-s)\Gamma(1-s) = \int_0^\infty \frac{t^{s-1} + t^{-s}}{e^t-1} \ dt, \quad t \neq 0
\]
\[
\int_0^\infty \frac{t^{s-1} + t^{-s}}{e^t-1} \ dt = 0, \quad t \neq 0
\]

One way (Uniqueness not verified) that the integral above vanishes is when the integrand equals zero
\[ t^{s-1} + t^{-s} = 0, \quad t \neq 0. \]

Solving for \( s \):
\[ s = \frac{1}{2} + i \left( \frac{2m+1}{2} \pi \right), \quad t \neq 0, \quad \text{Int} \neq 0 \ and \ m \in \mathbb{Z} \]

This implies Riemann Hypothesis i.e., the non-trivial zeros lie on the critical line \( \text{Re}(s) = \frac{1}{2} \)

**Note:** Obviously; the conclusion above essentially depends on the truth that \( t \neq 0 \) which is justified in Remark 1.

But the additional condition \( \text{Int} \neq 0 \rightarrow t \neq 1 \) weakens the result, since there are no rational reasons for not letting \( t = 1 \)

3. Analytic Continuity “Riemann’s Approach”

To expand our previous conclusion, it is worth
\[
\int_C \frac{(-t)^{s-1}}{e^t-1} \ dt = \int_0^\rho_1 \frac{(-t)^{s-1}}{e^t-1} \ dt + \int_\rho_1^\rho_2 \frac{(-t)^{s-1}}{e^t-1} \ dt + \int_\rho_2^R \frac{(-t)^{s-1}}{e^t-1} \ dt
\]
\[
= \int_R^\infty \frac{te^{-\pi i(s-1)}}{e^t-1} \ dt + ie \int_0^{2\pi} \frac{e^{-\pi i e^{i\theta}}}{e^{e^{i\theta}-1}} e^{i\theta} d\theta + e^{2\pi i} \int_\rho_2^R \frac{te^{-\pi i e^{2\pi i(s-1)}}}{e^{e^{2\pi i(s-1)}-1}} \ dt
\]
\[
= e^{-\pi i(s-1)} \int_\infty^R \frac{ts^{-1}}{e^t-1} \ dt + ie \int_0^{2\pi} \frac{e^{\pi i e^{i\theta}}}{e^{e^{i\theta}-1}} e^{i\theta} d\theta + e^{2\pi i} \int_\rho_2^R \frac{ts^{-1}}{e^t-1} \ dt
\]
\[
= (e^{\pi i(s-1)} - e^{-\pi i(s-1)}) \int_\infty^R \frac{ts^{-1}}{e^t-1} \ dt + ie \int_0^{2\pi} \frac{e^{\pi i e^{i\theta}}}{e^{e^{i\theta}-1}} e^{i\theta} d\theta
\]

proceeding to the next well-known results: the analytic continuity and the first functional equation. We propose reviewing the original proofs (not unique) that can be derived by the means of the Hankel contour then residue theorem.

**Lemma 2**[1-11] the Riemann Zeta function is meromorphic everywhere, except at a simple pole \( s = 1 \)

*Proof* From Lemma 1

\[ \zeta(s)\Gamma(s) = \int_0^\infty \frac{t^{s-1}}{e^t-1} \ dt \]

To extend this formula to \( \mathbb{C}\backslash\{1\} \), we integrate \((-t)^s/ (e^t - 1)\) over a Hankel contour (Figure 1): a path from \(+\infty\) Inbound along the real line to \( \epsilon > 0 \), counterclockwise around a circle of radius \( \epsilon \) at \( 0 \), back to \( \epsilon \) on the real line, and outbound back to \(+\infty\) along the real line, around the circle, \( \epsilon \) can be parameterized by \( t = \epsilon e^{i\theta}, 0 \leq \theta \leq 2\pi \) and \( \epsilon \) is a small arbitrary positive constant that we will let tend to 0:

\[ \rho_1 : +\infty \rightarrow \epsilon \]
\[ \rho_2 : \epsilon \rightarrow +\infty \]

Figure 1. Hankel Contour

\[ \rho_1 : +\infty \rightarrow \epsilon \]
\[ \rho_2 : \epsilon \rightarrow +\infty \]
\[ 2i \sin(\pi s) \int_{\epsilon}^{R} \frac{t^{s-1}}{e^t - 1} \, dt + ie \int_{0}^{2\pi} \frac{e^{-\pi i e^{i\theta}} s^{s-1}}{e^{e^{i\theta}} - 1} e^{i\theta} \, d\theta = \lim_{R \to \infty} \left[ 2i \sin(\pi s) \int_{\epsilon}^{R} \frac{t^{s-1}}{e^t - 1} \, dt + ie \int_{0}^{2\pi} \frac{e^{-\pi i e^{i\theta}} s^{s-1}}{e^{e^{i\theta}} - 1} e^{i\theta} \, d\theta \right] = 2i \sin(\pi s) \int_{0}^{\infty} \frac{t^{s-1}}{e^t - 1} \, dt \]

Finally
\[ \oint C (-t)^{s-1} \, dt = 2i \sin(\pi s) \Gamma(s) \zeta(s) \]  

(2.1)

Using Gamma reflection formula
\[ \Gamma(s) \Gamma(1 - s) = \frac{\pi}{\sin(\pi s)} \]

\[ \zeta(s) = \frac{\Gamma(1 - s)}{2\pi i} \oint C (-t)^{s-1} \, dt \]  

(2.2)

**Remark 2** By the means of Remark 1 and since \( t = e^i\theta \), this implies \( |t| = \epsilon \neq 0 \). Due to that, we explore the impact of all along the integrals above in order to adjust some outputs according to our observation. Now, for sufficiently small nonzero \( \epsilon \), the significant change takes place at the integral around the circle that cannot eventually tend to zero. We simply consider the following modifications:

For the integrals along the two paths: \( \rho_1 \) and \( \rho_2 \)
\[ 2i \sin(\pi s) \int_{\epsilon}^{R} \frac{t^{s-1}}{e^t - 1} \, dt \sim 2i \sin(\pi s) \int_{0}^{\infty} \frac{t^{s-1}}{e^t - 1} \, dt. \]

The one can consider the left integral as constant times the right one; this will not affect on our purpose, so we simply use the symbol almost equal, \( \sim \) instead.

But for the integral around the circle (the path: \( \rho \) and since we claim that \( \epsilon \neq 0 \)
\[ \int_{\rho} (-t)^{s-1} \, dt = ie \int_{0}^{2\pi} \frac{e^{-\pi i e^{i\theta}} s^{s-1}}{e^{e^{i\theta}} - 1} e^{i\theta} \, d\theta = f(s, \epsilon) s^{s-1} \]

\( \rightarrow s^{s-1} \)

We omit the term \( f(s, \epsilon) \) since it does not play an essential role in the results we are to provide.

Consequently (2.1) and (2.2) can be modified respectively.
\[ \oint C (-t)^{s-1} \, dt = \epsilon^{s-1} + 2i \sin(\pi s) \Gamma(s) \zeta(s) \]  

(2.3)

\[ \zeta(s) = \frac{\Gamma(1 - s)}{2\pi i} \oint C (-t)^{s-1} \, dt \]  

(2.4)

4. The First Functional Equation

“Riemann Approach”

In this section we first complete the consequence of

Lemma 2 as derived by Riemann. Then we establish some modifications in virtue of our previous modifications namely (2.3) and (2.4)

**Lemma 3** [7 – 15]

\[ \zeta(s) = 2\pi \Gamma(s) \sin \left( \frac{\pi s}{2} \right) \Gamma(1 - s) \zeta(1 - s) \]  

(3.1)

**Proof**

Here we consider a modified contour (Figure 2): consisting of two circles centered at the origin and a radius segment along the positive reals. The outer circle has radius \( (2n + 1)\pi \) and the inner circle has radius \( \pi < \pi \). The outer circle is traversed clockwise and the inner one counterclockwise. The radial segment is traversed in both directions. Then employing the residue theorem

\[ \oint C (-t)^{s-1} \, dt = \lim_{R \to \infty} \left( \int_{c_R} (-z)^{s-1} \, dz \right) \]

\[ = - (2\pi i) \sum_{n \in \mathbb{Z}} \text{Res}_{z=2\pi i n} \frac{(-z)^{s-1}}{e^z - 1} \]

\[ \oint C (-t)^{s-1} \, dt = -2\pi i \sum_{n=1}^{\infty} \left( (-2\pi i n)^{s-1} \right) \]

\[ + - (2\pi i n)^{s-1} \]

\[ \oint C (-t)^{s-1} \, dt = \sum_{n=1}^{\infty} \left( (-2\pi i n)^{s-1} \right) \]
We add the last two expressions.
\[
\zeta(s) - A(s)\zeta(1-s) + \zeta(1-s) - A(1-s)\zeta(s) = e^{s-1} + e^{-s}
\]

**Proposition 2** given that \( \zeta(s) = \zeta(1-s) = 0 \) then \( Re(s) = \frac{1}{2} \)

**Proof**
\[
\zeta(s) - A(s)\zeta(1-s) + \zeta(1-s) - A(1-s)\zeta(s) = e^{s-1} + e^{-s}
\]

The only and unique way that
\[
e^{s-1} + e^{-s} = 0
\]
\[
s = \frac{1}{2} + i \frac{(2m + 1)\pi}{2\ln e}, \quad e \neq 0, \quad 2\ln e \neq 0 \text{ and } m \in \mathbb{Z}
\]

This is also equivalent to RH.

**Note:** In the conclusion above and since \( e \) is an arbitrary constant then the two conditions \( e \neq 0, \ln e \neq 0 \) are both justified \( e \neq 0 \) by Remark 3 and \( \ln e \neq 0 \rightarrow e \neq 1 \) by assumption that \( e \) is an arbitrary constant, so we can simply let \( 0 < e < 1 \).

Certainly, we can compute the non-trivial Zeta zeros from the expression.
\[
s = \frac{1}{2} + i \frac{(2m + 1)\pi}{2\ln e}, \quad e \neq 0, \quad 2\ln e \neq 0 \text{ and } m \in \mathbb{Z}
\]

However, the result is **weak** compared to well-known techniques such that the Euler-Maclaurin summation formula, the Riemann Siegel formula and the Odzyklo-Schölange algorithm \([1 – 9]\).

In **Lemma 3** Riemann considered computing the residues at the points of the singularity (the zeros of the denominator: \( e^z - 1 \)) at \( z = 2\pi in \) by allowing \( t = 0 \).

Even though, we have claimed that \( t \) cannot be zero, which means that the integral in **Lemma 3** is identically zero (in the sense there are no residues), we have proposed modifications on the first functional equation in order to derive some alternative functional equations that describe the structure of the additional terms which are \( e^{s-1} \) and \( e^{-s} \), hence justifying the location of non-trivial zeros at \( Re(s) = \frac{1}{2} \).

## 5. An Additional Remark

For \( \tau = n \cdot t \) if we omit the condition that \( t \neq 0 \) we must assert another condition, \( n < \infty \) this will provide a sharp Integral Representation.
6. Conclusion

In section 1 of this article, we demonstrated a rational reason to impose the condition \( t \neq 0 \) in the Zeta integral representation. Consequently, we proposed an approach that may shed the light on Riemann Hypothesis. Although, we did not verify the uniqueness nor the condition \( t \neq 0 \) of the way the integral in Proposition 1 equal zero, we have shown that the non-trivial zeros lie on the critical line.

We evoked the same concern while investigating the analytic continuity of Zeta function via the Hankel contour, which is \( \epsilon \) the radius of the circle, cannot be zero. For that, we proposed keeping a track on the impact of \( e^{s-1} \) in Lemma 2. Consequently, we suggested slight modifications on the functional equations. That allowed providing a unique way for \( e^{s-1} + e^{-s} = 0 \) in Proposition 2. In both propositions we have set an initial condition that \( \zeta(s) \) and \( \zeta(1-s) \) simultaneously equal zero.

Undoubtedly, Riemann derived sufficiently outstanding results in his approach investigating the distribution of prime numbers by the means of complex analysis. Since his purpose was beyond just computing the Zeta zeros, we assume that he may implicitly consider some accurate but not sharp approximations. For that, we may wish to readdress Riemann Hypothesis as follows:

\[
\zeta(s)\Gamma(s) \sim \int_0^\infty \frac{t^{s-1}}{(e^t - 1)} \, dt
\]

\[
\zeta(s) \sim 2^s \pi^{s-1} \sin \left( \frac{\pi s}{2} \right) \Gamma(1-s) \zeta(1-s)
\]

\[
\zeta(-2n) \sim 0
\]

If there exist \( s \) such that \( \zeta(s) = \zeta(1-s) \sim 0 \to s = \frac{1}{2} + iy \)
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