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Abstract: In order to solve the problem that existing multivariate grey incidence models cannot be applied to time series on different scales, a new model is proposed based on spatial pyramid pooling. Firstly, local features of multivariate time series on different scales are pooled and aggregated by spatial pyramid pooling to construct n levels feature pooling matrices on the same scale. Secondly, Deng's multivariate grey incidence model is introduced to measure the degree of incidence between feature pooling matrices at each level. Thirdly, grey incidence degrees at each level are integrated into a global incidence degree. Finally, the performance of the proposed model is verified on two data sets compared with a variety of algorithms. The results illustrate that the proposed model is more effective and efficient than other similarity measure algorithms.
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1. Introduction

The grey incidence model is an important branch of the grey system theory. According to the model, the incidence degree between two factors is measured by the geometric similarity between their time series [1]. Since professor Deng proposed the grey incidence analysis model, it has become a well-known method for evaluation and decision because of its ease of applicability [2–4]. Many researchers have systematically studied grey incidence models from different perspectives, and developed a series of grey incidence models, such as absolute degree of grey incidence [5], type B [6], type C [7], type T [8] degrees of grey incidence, grey entropy incidence degree [9] and slope grey incidence [10]. However, most of these models are only applicable to incidence analysis between univariate time series. With the improvement of data storage and processing capabilities, multivariate time series (MTS) are widely used in a broad range of fields, including multimedia, economics, manufacturing and speech recognition [11].

Recently, some scholars extended the theoretical structure of grey incidence models to handle MTS. Zhang analyzed the geometric similarity of MTS in three-dimensional space, and put forward a matrix grey incidence model [12]. Wu proposed a grey convex incidence degree for MTS through introducing similar characteristics of convexity among factors [13]. Qian employed horizontal distance, incremental distance and variation distance to extract spatiotemporal characteristics of MTS, and constructed a grey matrix incidence model for MTS [14]. Zhang introduced the principal component analysis (PCA) to extract features of MTS and established a multivariate grey incidence model based on the PCA [15]. Wu developed a three-dimensional grey convex incidence model based on the two-dimensional model [16]. Liu applied the grid method to describing geometric characteristics of MTS in three-dimensional space and proposed a grey grid incidence model [17]. Li improved the multivariate grey incidence model with grey accumulating generate operation, and put forward a clustering method for MTS [18]. Cui introduced a development speed index and a growth rate coefficient as spatiotemporal characteristics of MTS and constructed a grey matrix similar incidence model [19]. Wu projected MTS into a vector sequence of space, and constructed a similarity and proximity incidence model based on angle and distance between space vectors [20]. Luo extracted growth and variation features of each index in MTS, and proposed a grey matrix incidence model based on root mean square distance [21]. Wang constructed a degree of grey trend incidence for both univariate time series and MTS [22]. Dai put forward a three-dimensional grey incidence degree based on multidimensional dynamic time warping distance [23]. Liu developed a new multivariate grey incidence model for relationship...
analysis between single index sequence and multiple index sequences [24]. In summary, these studies have expanded the application scope of grey incidence analysis and enriched models of multivariate grey incidence analysis.

However, grey incidence models have never been applied to MTS on different scales. In the real world, MTS on different scales is available everywhere. For example, different persons’ audio data of the same sentence are different scale time series, because of various speech rates. The incidence degree among MTS on different scales is a research hotspot in the grey incidence analysis theory. Moreover, multivariate time series analysis requires efficient similarity measure methods for clustering, classification and prediction of MTS on different scales. Although dynamic time warping (DTW) is the most robust similarity measure, it suffers from high computational cost.

Therefore, this paper constructs a new multivariate grey incidence model based on spatial pyramid pooling (MGIM-SPP) for MTS on different scales. Firstly, through spatial pyramid pooling, local features on the same scale are extracted from MTS on different scales, and feature pooling matrices on the same scale are constructed. Then, an incidence degree between feature pooling matrices is carried out by Deng’s multivariate grey incidence model to approximate the incidence degree between original different scale data. Finally, the performance of the proposed model is compared with a variety of similarity measure algorithms by two experiment data sets, to verify its effectiveness and efficiency.

As such, the primary contributions of this paper are: (i) modification of the multivariate grey incidence model for MTS on different scales; (ii) introduction of the proposed model as an efficient similarity measure for k-nearest neighbor (k-NN) classification of MTS on different scales.

The rest of this paper is ordered as follows. We present the architecture of the proposed model in Section 2. In Section 3, we discuss the dataset and experiment, evaluate the model on them, present results and analyze them. Section 4 concludes the paper.

2. Model construction

The MTS is a series of high-dimensional vectors, such as hydrological data [25], electroencephalogram (EEG) data [26], and flight data [27].

Definition 1[27] Given a time series
\[ X = \{T_1, T_2, \ldots, T_n\} \]  
(1)

where
\[ T_i = \{v_i(1), v_i(2), v_i(t), \ldots, v_i(m)\} \]  
(2)

and \(v_i(t)\) represents an observation value of the ith variable at time \(t\), then \(X\) is a multivariate time series.

An MTS \(X\) can be represented by an \(m \times n\) matrix.

\[
X_{m \times n} = \begin{bmatrix}
  x_{11} & x_{12} & \cdots & x_{1n} \\
  x_{21} & x_{22} & \cdots & x_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{m1} & x_{m2} & \cdots & x_{mn}
\end{bmatrix}
\]  
(3)

Definition 2 Suppose \(X_1\) and \(X_2\) are two MTS, and their sizes are \(m_1 \times n_1\) and \(m_2 \times n_2\) respectively. If \(m_1 \neq m_2\) or \(n_1 \neq n_2\), \(X_1\) and \(X_2\) are MTS on different scales.

Benefiting from the development of Internet of Things and sensor technologies, a large scale of MTS is being generated for economics and management research. For example, the Google search index is conducive to analyzing and predicting the GDP of a region or sales of a company. Due to the high frequency and numerous key words of Google search index, online information is of a different size from statistical GDP or sales. One challenge is identifying closely related key words for analysis and prediction through incidence analysis between MTS on different scales.

Because existing multivariate grey incidence cannot be applied to variable scale time series with different sizes of matrix, a feature pooling, namely spatial pyramid pooling, is introduced to solve the problem.

Feature pooling originated from Hubel and Wiese’s research on cat’s visual cortex [28]. They found the visual region consisted of simple cells and complex cells. Simple cells performed feature extraction operations, while complex cells combined local features from small spatial domains. This mechanism is feature pooling [29].

Because of translation invariance for feature aggregation, feature pooling is robust and fault-tolerant to noise [30]. Therefore, it is widely used in speech and image recognition algorithms, including neural perceptron [31], and convolutional neural network [32]. Moreover, a series of well-known feature extraction models, such as scale-invariant feature transform (SIFT) [33], histogram of oriented gradient (HOG) [34], generalized search trees (GIST) [35] and hierarchical maximum (HMAX) [36], adopt feature pooling.

This paper employs SPP, a new feature pooling method proposed in convolutional neural networks, and applies it to the feature pooling of MTS. SPP originated from spatial pyramid matching which applies spatial statistical properties to representing global information for recognizing scene categories. He firstly proposed a spatial pyramid pooling layer on the top of the last convolutional layer of deep convolutional networks in order to remove the fixed-size input constraint and generate fixed-length outputs [37]. SPP pools features and generates fixed-length
outputs which are then fed into the fully connected layers (or other classifiers). In other words, some information is aggregated to avoid the need for cropping or warping at the beginning [38].

SPP partitions a matrix into some divisions from the finest level to the coarsest level, and aggregates local features in them. There are three advantages of SPP. Firstly, SPP can generate a fixed length output regardless of the input size. In contrast, traditional sliding window pooling is sensitive to the length of time series. Secondly, SPP uses only a window size. Thirdly, SPP can pool features extracted on variable scales in virtue of the flexibility of input scales [39]. Therefore, it is feasible to introduce SPP into the grey incidence analysis for MTS on different scales.

Generally, SPP includes \( n \) levels of pooling from the finest to the coarsest. At a pyramid level, SPP is implemented as dynamic window pooling in which different scale time series are extracted by variable scale pooling windows. In a sliding pooling window, a pooling function extracts features of the pooling domain corresponding to the window. Then, a level feature pooling matrix of original MTS can be generated by aggregating features of different pooling domains. Finally, SPP matrices can be constructed by repeating the process mentioned above \( n \) times at each pyramid level. An example is shown in Fig. 1. In the figure an original MTS, an \( 8 \times 8 \) matrix, is pooled to three feature matrices by a 3-level SPP. Their sizes are \( 4 \times 4, 2 \times 2, \) and \( 1 \times 1 \) respectively.

![Fig. 1 An example of spatial pyramid pooling](image)

In order to process data in different sizes at each pooling level, SPP uses variable pooling windows according to sizes of the input data and the output feature. In addition, some zeros may be inserted into the original data in order to ensure the same output size. Suppose the input matrix size is \( m_{\text{input}} \times n_{\text{input}} \), the output matrix size is \( m_{\text{output}} \times n_{\text{output}} \), the pooling window size is \( l_{\text{kernel}} \times w_{\text{kernel}} \), the number of zero padding rows is \( m_{\text{zero}} \), the number of zero-padding columns is \( n_{\text{zero}} \), the horizontal movement step is \( l_{\text{stride}} \), and the vertical movement step is \( w_{\text{stride}} \). Among them,

\[
l_{\text{stride}} = l_{\text{kernel}}, \quad w_{\text{stride}} = w_{\text{kernel}},
\]

\[
l_{\text{kernel}} = \text{ceil}(m_{\text{input}}/m_{\text{output}}), \quad w_{\text{kernel}} = \text{ceil}(n_{\text{input}}/n_{\text{output}}),
\]

\[
m_{\text{zero}} = l_{\text{kernel}} \times m_{\text{output}} - m_{\text{input}}, \quad n_{\text{zero}} = w_{\text{kernel}} \times n_{\text{output}} - n_{\text{input}}\]

where \( \text{ceil}(\cdot) \) is the ceiling function.

Because of different pooling functions, SPP includes a bunch of pooling methods, such as maximum pooling, average pooling, and minimum pooling. The maximum pooling extracts the maximum value of elements in a pooled domain \( C \) as its characteristic, and the pooling function is denoted as \( \max(C) \). Conversely, the minimum pooling extracts the minimum value, and the pooling function is \( \min(C) \). Similarly, the mean of all elements in a pooled domain is extracted as the characteristic, and the pooling function is \( \text{ave}(C) \). Hence, the pooling function \( F(C) \) is determined according to the data characteristics of the MTS. If the positive feature is dominant among a time series, the maximum pooling function \( \max(C) \) is selected. On the contrary, the minimum pooling function \( \min(C) \) is selected. Otherwise, if the data feature distribution is relatively uniform, the average pooling function \( \text{ave}(C) \) is selected.

Taking a level-1 maximum SPP as an example, \( A \) and \( B \) are matrices of \( 4 \times 4 \) and \( 6 \times 4 \) respectively. In order to output feature pooling matrices of size \( 2 \times 2 \), the pooling kernel size of \( A \) needs to be \( 2 \times 2 \), while the pooling kernel size of \( B \) should be \( 3 \times 2 \), according to (6) and (7). After the feature pooling, \( A \) and \( B \) output two same size feature pooling matrices \( SPP_{\text{max}_A} \) and \( SPP_{\text{max}_B} \).

\[
A = \begin{bmatrix} 2 & 3 & 4 & 5 \\ 2 & 4 & 1 & 4 \\ 3 & 7 & 4 & 3 \\ 5 & 8 & 6 & 8 \end{bmatrix}, \quad (10)
\]

\[
B = \begin{bmatrix} 4 & 7 & 7 & 2 \\ 2 & 1 & 5 & 9 \\ 5 & 8 & 6 & 2 \\ 2 & 4 & 5 & 7 \\ 1 & 2 & 3 & 7 \\ 2 & 4 & 8 & 9 \end{bmatrix}, \quad (11)
\]

\[
SPP_{\text{max}_A} = \begin{bmatrix} 4 & 5 \\ 8 & 8 \end{bmatrix}, \quad (12)
\]

\[
SPP_{\text{max}_B} = \begin{bmatrix} 8 & 9 \\ 4 & 9 \end{bmatrix}. \quad (13)
\]
Furthermore, Deng’s multivariate grey incidence model can be exploited to measure the similarity between feature pooling matrices.

**Definition 3** $X_0$ and $X_k$ ($k = 1, 2, \ldots, K$) are two MTS on different scales, and their SPP matrices are

$$SPP - X_0 = \{ SPP - X_{0l}, \ldots, SPP - X_{0l}, \ldots, SPP - X_{0L} \}$$

and

$$SPP - X_k = \{ SPP - X_{kl}, \ldots, SPP - X_{kl}, \ldots, SPP - X_{kL} \}$$

where

$$SPP - X_{0l} = \begin{bmatrix} a_{0l,1}^0 & \cdots & a_{0l,n_l}^0 \\ \vdots & \ddots & \vdots \\ a_{m_l,1}^0 & \cdots & a_{m_l,n_l}^0 \end{bmatrix}, \quad (16)$$

and

$$SPP - X_{kl} = \begin{bmatrix} a_{kl,1}^0 & \cdots & a_{kl,n_l}^0 \\ \vdots & \ddots & \vdots \\ a_{m_l,1}^0 & \cdots & a_{m_l,n_l}^0 \end{bmatrix}, \quad (17)$$

$SPP - X_{0l}$ and $SPP - X_{kl}$ are pooling feature matrices at the $l$th level of $X_0$ and $X_k$, respectively. The subscripts of $n_l$ and $n_l$ are the sizes of feature matrices.

Note that

$$\gamma_{0k}^l = \sum_{i=1}^{m_l} \sum_{j=1}^{n_l} \varepsilon_{ij}^{0kl}$$

where

$$\varepsilon_{ij}^{0kl} = \frac{d_{ij}^0 - d_{ij}^k}{d_{ij}^{0kl} + d_{ij}^{max}}$$

$\rho$ is the distinguishing coefficient between 0 and 1, and

$$d_{max} = \max_i \max_j \max_k d_{ij}^{0kl}, \quad (20)$$

$$d_{min} = \min_i \min_j \min_k d_{ij}^{0kl}, \quad (21)$$

$$d_{ij}^{0kl} = |a_{ij}^0 - a_{ij}^k|, \quad (22)$$

then $\gamma_{0k}^l$ is the grey incidence degree between $X_0$ and $X_k$ at the $l$th level of SPP.

In order to comprehensively measure the similarity between two MTS on variable scales, an incidence degree of all levels is integrated and noted as $\gamma_{0k}$.

**Definition 4** $\gamma_{0k}^l$ is the grey incidence degree between $X_0$ and $X_k$ based on the $l$th level, and $w_l$ is the weight of the $l$-level of spatial pyramid pooling, $w_l > 0$ and $\sum_{l=1}^{L} w_l = 1$. Then

$$\gamma_{0k} = \sum_{l=1}^{L} w_l \gamma_{0k}^l$$

is the grey incidence degree between $X_0$ and $X_k$ based on spatial pyramid pooling.

In the equation, the weights are recommended to be assigned according to the information of each level of SPP, by employing the variance of $\varepsilon_{ij}^{0kl}$ at the $l$th level of SPP, noted as $\sigma_l$, to measure the information.

$$w_l = \frac{\sigma_l}{\sum_{i=1}^{m_l} \sum_{j=1}^{n_l} (\varepsilon_{ij}^{0kl} - \sigma_l)^2}$$

$$\sigma_l = \frac{m_l \times n_l}{m_l \times n_l}$$

For convenience, they can be assigned the same value,

$$w_l = 1/L, \quad l = 1, 2, \ldots, L. \quad (27)$$

**Property 1** MGIM-SPP satisfies normality and pair symmetry of grey incidence axioms.

**Proof**

(i) The normality

If

$$d_{ij}^{0kl} = |a_{ij}^0 - a_{ij}^k| = d_{min},$$

then

$$\varepsilon_{ij}^{0kl} = 1.$$ 

If

$$d_{ij}^{0kl} = |a_{ij}^0 - a_{ij}^k| > d_{min},$$

therefore,

$$\varepsilon_{ij}^{0kl} < 1.$$ 

It is obvious that for any $i$, $j$ and $l$,

$$\varepsilon_{ij}^{0kl} \geq 0.$$ 

Hence,

$$0 \leq \gamma_{0k} \leq 1.$$ 

(ii) The pair symmetry

If $K = 1$, then there are only two MTS, $X_0$ and $X_1$.

$$\max_i \max_j d_{ij}^{01l} = \max_i \max_j d_{ij}^{10l},$$

$$\min_i \min_j d_{ij}^{01l} = \min_i \min_j d_{ij}^{10l},$$

Therefore,

$$\varepsilon_{ij}^{0kl} = \varepsilon_{ij}^{k0l},$$

and
Spatial pyramid pooling is primarily used for measuring global representation to form accurate feature representation matrix, and can remove the fixed-size input constraint of the multivariable grey incidence model. Nevertheless, a pooled feature matrix may lose some information compared with the original data. The information loss depends on the pooling window size and pooling function. For one thing, if a pooling window is undersized, its feature matrix will include some noises resulting in the bias of grey incidence analysis. For another, if it is oversized, the feature matrix will lose excessive information of original data causing the miscalculation of the grey incidence model. Furthermore, an average pooling function may weaken local features in a pooling window, and minimum and maximum pooling functions abandon some features. Therefore, the pooling window size and function should be determined through trial and error experiments.

In summary, the specific process of the multivariate grey incidence model based on spatial pyramid pooling is as follows:

(i) Determine the spatial pyramid pooling parameters according to the size of MTS, and choose appropriate pooling functions, according to (2) – (9).

(ii) The spatial pyramid pooling algorithm is used to pool different scales of time series data into feature pooling matrices on the same scale.

(iii) According to (14) – (27), Deng’s multivariate grey incidence model is deployed to calculate the grey incidence degree of the feature pooling matrices.

(iv) Analyze the ranking of the grey incidence degree, and measure the similarity between MTS.

3. Experiment and result analysis

Time series classification is one of the most important tasks in time series analysis, such as voiceprint recognition and sign language recognition. The k-NN with a similarity measure is a primary technique for time series classification. In voiceprint recognition, some respondents’ voiceprints are collected and stored in a multivariable time database. The technology can recognize the identity of an unknow sign language is determined by searching the most similar MTS in the corpus. Hence, the accuracy rate of a similarity measure for a sample X can be calculated according to (28).

\[ e_X = n_0/k \quad (28) \]

The above experiment is repeated to obtain the accuracy rate of n samples. According to the experimental method, \( e_X \) for any sample is included in a set \( \{0, 0.1, 0.2, \ldots, 1.0\} \), consisting of 11 possible values, recorded as \( \{e_1, e_2, e_3, \ldots, e_{11}\} \). The accuracy rate can be considered as a discrete random variable \( \varepsilon \). Consequently, the expected value of the accuracy rate can be calculated according to (29).

\[ p = \sum_{i=1}^{11} p(\varepsilon = e_i)e_i \quad (29) \]

where \( p(\varepsilon = e_i) \) is the frequency of the accuracy rate \( e_i \) appearing in experiments of all samples.

The matching performance of a similarity measure increases with a growing expected value \( p \). Thus, it is used as a comparative index between different similarity measurement methods. In the experiment, two sets of MTS datasets on different scales are selected, JV [42] dataset and ASL dataset [43]. Both datasets are obtained from the University of California Irvine (UCI) machine learning repository. The above experiment is conducted on the two datasets with the proposed model and some benchmark models such as point distribution (PD) [44], DTW [45], and PCA+DTW [46].

3.2 Comparison of different similarity measures

3.2.1 JV dataset experiment

The JV dataset is a dataset that records the pronunciation process of JVs with 12 variables. It contains nine tester data, namely nine classes. In the dataset, each tester pronounces 30 times, so there is a total of 270 samples. Be-
cause time spans of samples vary from 7 s to 29 s, it is a variable scale time series dataset.

In order to determine the parameters of the feature pooling matrix, different size feature pooling matrices and pooling functions are tested on JV datasets. The results are shown in Table 1. It can be seen from the table that the $\text{ave}(C)$ pooling function performs reasonably well than the others with the same size feature pooling matrix, due to fluctuation features of the dataset. For example, four samples of different classes in the JV dataset are shown in Fig. 2, where JV$_{X\_Y}$ represents the $X$th sample of the JV dataset, and its class is the tester $Y$.

### Table 1 Results of experiment on JV dataset with the MGIM-SPP method

| Output size of SPP | $F(c) = \text{min}(C)$ | $F(c) = \text{max}(C)$ | $F(c) = \text{ave}(C)$ |
|-------------------|-------------------------|-------------------------|-------------------------|
| $output_{m}=5$   | $k=1$ 0.79 0.79 0.7     | $k=5$ 0.94 0.89 0.83     | $k=10$ 0.79 0.73 0.69   |
| $output_{m}=6$   | $k=5$ 0.94 0.89 0.83     | $k=5$ 0.79 0.73 0.69     | $k=10$ 0.98 0.91 0.85   |
| $output_{m}=12$  | $k=1$ 0.94 0.87 0.8      | $k=5$ 0.85 0.81 0.76     | $k=10$ 0.93 0.9 0.84    |
| $output_{n}=6$   | $k=5$ 0.79 0.73 0.69     | $k=5$ 0.85 0.81 0.76     | $k=10$ 0.86 0.79 0.72   |
| $output_{n}=12$  | $k=5$ 0.79 0.73 0.69     | $k=5$ 0.85 0.81 0.76     | $k=10$ 0.94 0.89 0.85   |
| $output_{m}=5$   | $k=1$ 0.94 0.87 0.8      | $k=5$ 0.94 0.89 0.85     | $k=10$ 0.94 0.89 0.85   |
| $output_{n}=6$   | $k=5$ 0.94 0.87 0.8      | $k=5$ 0.94 0.89 0.85     | $k=10$ 0.94 0.88 0.82   |
| $output_{n}=12$  | $k=5$ 0.94 0.87 0.8      | $k=5$ 0.94 0.89 0.85     | $k=10$ 0.94 0.88 0.82   |

The values of four time series fluctuate around the mean value. Therefore, feature pooling matrix with $\text{ave}(C)$ can extract the long-term trend of a sample in the JV dataset. Table 1 also indicates that, for different size feature pooling matrices, the more features are extracted on the variable dimension, the higher the accuracy rate is.

Table 2 demonstrates the specific experiment results of the proposed model, comparing to PD, DTW and PCA+DTW, while Table 3 depicts the superiority of the proposed model over three existing models. According to the result, PD and PCA+DTW methods mismatch more times than the other methods, especially when the accuracy rate $e$ is lower than 0.5. The PCA+DTW method obtains an expected accuracy rate of 25% which cannot meet requirements of practical applications. Although the PD method outperforms PCA+DTW, its expected accuracy rate is still lower than a random guess.

On the contrary, the accuracy rate $e$ of the proposed MGIM-SPP and DTW methods are significantly higher than the other two algorithms, and especially the accuracy rate $e$ is greater than 0.5. Accordingly, it can be concluded that the proposed MGIM-SPP method is more suitable for the JV dataset, a classic small-scale MTS, than the DTW method.

In order to visually illustrate the experimental results of different methods, the 265th sample is selected randomly as an example noted as JV$_{265\_9}$. The four methods are employed to measure the similarity respectively for obtaining the most similar sample. The results are shown in Fig. 3. Since the PD method mainly focuses on the distribution characteristics of local important points, there is a high risk of misjudgment for JV$_{155\_6}$ without significant local important points. As a statistical method, PCA usually requires enough sample points to effectively solve the principal component vector, so the similarity measure error of PCA+DTW is great for small-scale datasets with fewer sample points. As Fig. 3 shows, the matching result...
obtained by the PCA+DTW method is observably different from the input sample in shape. As for the proposed MGIM-SPP method, it effectively extracts and aggregates the local features of the sample, and the geometric shape of the matching result is approximately identical with the input samples.

| Accuracy rate $e$ | MGIM-SPP | DTW | PD | PCA+DTW |
|-------------------|----------|-----|----|---------|
| $k=1$             | $k=5$    | $k=10$ | $k=1$ | $k=5$ | $k=10$ | $k=1$ | $k=5$ | $k=10$ |
| 0                 | 6        | 2    | 0  | 14      | 2      | 0  | 105 | 25 | 9  | 193 | 104 | 65 |
| 0.1               | —        | —    | 4  | —       | —      | 2  | —  | —  | 24 | —  | —   | 56 |
| 0.2               | —        | 5    | 4  | —       | 6      | 4  | —  | 36 | 16 | —  | 71  | 46 |
| 0.3               | —        | —    | 2  | —       | —      | 5  | —  | —  | 23 | —  | 50  | —  |
| 0.4               | —        | 9    | 7  | —       | 10     | 6  | —  | 41 | 28 | —  | 47  | 19 |
| 0.5               | —        | —    | 11 | —       | —      | 7  | —  | 36 | —  | —  | 17  | —  |
| 0.6               | —        | 11   | 15 | —       | 15     | 13 | —  | 72 | 49 | —  | 32  | 8  |
| 0.7               | —        | 16   | —  | —       | 20     | —  | —  | 37 | —  | —  | 6   | —  |
| 0.8               | —        | 48   | 35 | —       | 34     | 23 | —  | 58 | 28 | —  | 13  | 1  |
| 0.9               | —        | 38   | —  | —       | 46     | —  | —  | 13 | —  | —  | 2   | —  |
| 1.0               | 264      | 195  | 138 | 256    | 203   | 144 | 165 | 38 | 7  | 77  | 3   | 0  |

Table 3 Accuracy expectation values for JV dataset

| Parameter $k$ | MGIM-SPP | PD | DTW | PCA+DTW |
|---------------|----------|----|-----|---------|
| 1             | 0.966    | 0.611 | 0.948 | 0.285 |
| 5             | 0.912    | 0.560 | 0.905 | 0.243 |
| 10            | 0.869    | 0.511 | 0.866 | 0.213 |

3.2.2 ASL dataset experiment

The ASL is a sign language dataset containing 22 variables. The actions of respondents’ hands are described by 11 variables respectively. The first eight semantics (alive, all, answer, boy, building, buy, change-mind and cold), corresponding to 216 time series, are selected as the experiment dataset with a time range varying from 50 s to 79 s.

MGIM-SPP, PD, DTW, and PCA+DTW methods are also applied to the comparison of the similarity measure accuracy rate on the dataset. In the experiment, the segmentation form of the PD method is $2 \times 2$, the PCA+DTW...
method extracts the first 10 principal components of an MTS as its mode representation (the contribution rate of the first 10 principal components is greater than 95%), the feature pooling matrix size in the MGIM-SPP method is $25 \times 6$, and $F(C)$ is $\text{ave}(C)$. The test results are shown in Table 4.

| Correct rate $r$ | MGIM-SPP | DTW | PD | PCA+DTW |
|------------------|-----------|-----|----|---------|
| $k=1$ | $k=5$ | $k=10$ | $k=1$ | $k=5$ | $k=10$ | $k=1$ | $k=5$ | $k=10$ |
| 0 | 11 | 0 | 0 | 5 | 0 | 0 | 61 | 12 | 8 | 37 | 6 | 3 |
| 0.1 | — | — | 0 | — | — | 0 | — | — | 9 | — | — | 4 |
| 0.2 | — | 4 | 2 | — | 3 | 0 | — | 31 | 15 | — | 17 | 13 |
| 0.3 | — | — | 1 | — | — | 0 | — | — | 22 | — | — | 11 |
| 0.4 | — | 11 | 6 | — | 15 | 2 | — | 31 | 21 | — | 28 | 17 |
| 0.5 | — | — | 10 | — | — | 8 | — | — | 13 | — | — | 21 |
| 0.6 | — | 26 | 15 | — | 13 | 6 | — | 29 | 23 | — | 31 | 18 |
| 0.7 | — | — | 28 | — | — | 8 | — | — | 15 | — | — | 16 |
| 0.8 | — | 37 | 33 | — | 18 | 10 | — | 17 | 13 | — | 27 | 13 |
| 0.9 | — | — | 37 | — | — | 16 | — | — | 9 | — | — | 19 |
| 1.0 | 205 | 138 | 84 | 211 | 167 | 138 | 155 | 96 | 68 | 179 | 107 | 81 |

Table 4 indicates that the performance of the PD and PCA+DTW methods is greatly improved, but still inferior to the MGIM-SPP and DTW methods. For the PD method, because of the large sample size and complicated shape features of the ASL data, it is slightly insufficient that only nine quantile points are nominated to describe the point distribution characteristics of an MTS. As for the PCA+DTW method, because the sample points of the ASL dataset are more than the JV dataset, the principal component vectors of an MTS can be effectively extracted. Consequently, its performance is significantly boosted. Fig. 4 represents an example confirming the analysis.

Table 5 demonstrates that the MGIM-SPP and DTW methods are superior to the former two methods in terms of accuracy rate expectations. In virtue of feature pooling matrix, the proposed MGIM-SPP exhibits superiority through...
the effect of noise and redundancy reduction, and its recognition accuracy is comparable to DTW.

| Parameter \( k \) | MGIM-SPP | DTW | PD | PCA+DTW |
|-----------------|----------|-----|----|---------|
| 1               | 0.949    | 0.976 | 0.717 | 0.828 |
| 5               | 0.872    | 0.906 | 0.674 | 0.749 |
| 10              | 0.835    | 0.916 | 0.630 | 0.713 |

3.2.3 Time complexity comparison

Table 3 and Table 4 show that the performance of the proposed model is competitive to state-of-the-art DTW in terms of accuracy. However, the main advantage of our method is in accelerating the classification process rather than the accuracy. To illustrate the time cost of different methods, \( k \)-NN classification with four different similarity measures are run respectively on JV and ASL datasets. The experimental environment is Windows 7, CPU Intel(R) Core (TM) i5-3230 M 2.60 GHZ, Memory 4.00 GB, and Python 3.7. It can be seen from Table 6 that the running time of MGIM-SPP is identical to the PD method, and maintains the two or three order of magnitude performance gain compared to DTW and PCA+DTW. Note that there are many circumstances in which users would prefer to sacrifice some level of accuracy for considerable efficiency. Therefore, the advantage of the proposed model is its running time before its classification accuracy.

4. Conclusions

This paper constructs a new multivariate grey incidence analysis model for MTS on different scales. Based on the research, the following conclusions can be drawn:

(i) Combined with SPP, the application scope of the grey incidence analysis model has been extended to MTS on different scales. The new model also satisfies normality and pair symmetry of grey incidence axioms.

(ii) The proposed model attains state-of-the-art results in two \( k \)-NN classification experiments compared with three prominent algorithms. It can quickly be deployed in real-time systems and embedded systems because of its minimal preprocessing and efficient performance.

Developing tuning method for parameters of SPP according to target time series could further improve the accuracy of the proposed model, and it is left for future work.
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