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Abstract
Classifier chains are an effective technique for modeling label dependencies in multi-label classification. However, the method requires a fixed, static order of the labels. While in theory, any order is sufficient, in practice, this order has a substantial impact on the quality of the final prediction. Dynamic classifier chains denote the idea that for each instance to classify, the order in which the labels are predicted is dynamically chosen. The complexity of a naïve implementation of such an approach is prohibitive, because it would require to train a sequence of classifiers for every possible permutation of the labels. To tackle this problem efficiently, we propose a new approach based on random decision trees which can dynamically select the label ordering for each prediction. We show empirically that a dynamic selection of the next label improves over the use of a static ordering under an otherwise unchanged random decision tree model. In addition, we also demonstrate an alternative approach based on extreme gradient boosted trees, which allows for a more target-oriented training of dynamic classifier chains. Our results show that this variant outperforms random decision trees and other tree-based multi-label classification methods. More importantly, the dynamic selection strategy allows to considerably speed up training and prediction.
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1 Introduction

Contrary to multi-class classification, where only one class label is expected to be associated to an example, multi-label classification (MLC) is the task of assigning a subset of all possible labels to an example (Tsoumakas and Katakis 2007). A well-known example for such a problem is automatic text categorization where the goal is to assign a set of relevant categories to a document (Schapire and Singer 2000). Most of the current approaches address these problems with problem transformation methods where the problem is split up into multiple smaller subtasks which are solved independently. Binary Relevance (BR) (Joachims 1998; Godbole and Sarawagi 2004; Boutell et al. 2004) is the best known example, which decomposes the multi-label problem into a set of \( N \) independent binary classification problems, one for each label. However, this decomposition ignores possible dependencies between the labels.

Classifier chains (CC) solve this problem by learning one model for each label, but taking the predictions of the previous models along a predetermined sequence of the labels into account (Read et al. 2011, 2021). To this end, the models are arranged along a predefined chain where each model passes its own and all previously predicted labels on to the next model in the chain, which incorporates them as additional input features. It can be shown that CC are able to capture local as well as global dependencies, and that these are crucial for minimizing non-decomposable loss functions, which cannot be reduced to the marginal label errors (Dembczyński et al. 2012).

However, while these theoretical results are independent of the selected chain order, in practice the performance of CC highly depends on the order of the labels along the chain. There are several reasons for this, among them, e.g., the propagation of label errors through the chains: if the first label in the chain is incorrectly selected, this error may affect all subsequent predictions (Senge et al. 2014). Finding a good sequence is a non-trivial task because (i) the number of possible sequences to consider grows exponentially with the number of labels, and (ii) local dependencies may make it necessary to consider different chains for different instances. For example, it is arguably easier to detect first a car and then infer its headlights in an image taken at daylight, whereas it is easier to first detect the lights and from that deduce the car in a night image. Moreover, methods which try to explore different orderings are usually computationally expensive so that the most frequently selected option is to pick a random ordering.

The assumption in this work is that the ordering in which labels should be predicted in order to obtain the best performance highly depends on the specific context, namely the test instance at hand. Dynamic chaining addresses this problem of how to dynamically choose an appropriate ordering for individual instances instead of the entire datasets. The main problem that needs to be solved is that, if the label prediction order can be dynamically selected at prediction time, we need to prepare the classifier for an exponential number of potential label orderings. A naïve adaptation of CC for this setting, would therefore have to train up to \( N! \) different chains, which is clearly infeasible. The contribution of this work is to investigate tree-based ensembles for an efficient solution of this task.

Our first contribution is the adaptation of random decision trees (RDT) (Zhang et al. 2010) for the purpose of constructing dynamic chains. In contrast to the common induction of decision trees or to random forests, RDTs do not optimize a heuristic splitting criterion, but instead select the splits at the inner nodes randomly. We adapt RDTs to dynamic chains by allowing tests on the labels at the inner nodes, which can be turned on or off. This has the advantage that the objective can easily be changed during prediction without
the need for modifying the trees. In an iterative process, the learned RDTs are repeatedly queried to determine the next most certain (positive or negative) label, which is then added to the input features, and the respective label tests in the RDTs are turned on. Furthermore they are fast to train and can achieve competitive and robust performance without optimizing any objective function (Zhang et al. 2015). Most importantly, RDTs allow us to embed static and dynamic chains in exactly the same trees, so that we can compare the two approaches in a controlled environment, with otherwise identical models. The results of this experimental evaluation confirm that dynamic classification chains clearly outperform static orderings.

However, despite the appealing simplicity and flexibility of RDT, this comes at the expense of predictive performance in comparison to other tree-based MLC models, since RDTs are not trained in order to optimize a particular measure. We therefore further adapt extreme gradient boosted trees (XGBoost) (Chen and Guestrin 2016), a highly optimized and efficient tree induction method, to the DCC setting. The resulting classifier, XDCC, thus integrates DCC into the extreme boosting structure of gradient boosted trees. XDCC’s optimization goal in each boosting round is to predict only one single positive label for which it is the most certain. This label can be different for each training instance and depends on the given data, label dependencies, and previous predictions for the instance at hand. The information about the predicted labels is carried over to subsequent rounds. A key advantage of the proposed approach is the reduced run time resulting from the fact that we do not need to predict the entire chain of labels (N predictors), but only the actually relevant labels for each instance, which is typically much smaller (usually below 10). Hence, only few rounds are potentially enough if only the positive labels are predicted, whereas CC-based approaches have to still make predictions for each of the existing labels.

In summary, our contributions are the following:

- We present a general motivation and a thorough formalization of dynamic classifier chains, and a brief review of previous work in this area (Sect. 3)
- We show how to adapt random decision trees so that static and dynamic classifier chains can be modeled in the same structure, and thus be compared to each other within an otherwise identical model. The results confirm a clear advantage for dynamic over static classifier chains (Sect. 4).
- We introduce a multi-label formulation of the XGBoost objective which is much more efficient than the decomposition based XGBoost baselines, and propose a variant of XGBoost which integrates dynamic classifier chains, yielding a versatile and efficient multi-label classifier (Sect. 5).
- We demonstrate empirically that the XGBoost variant outperforms other tree- and ensemble-based multi-label classifiers, especially regarding the computational costs (Sect. 6).

This paper is based on (Kulessa and Loza Mencía 2018) and (Bohlender et al. 2020). It provides an expanded, unified and definite description of these works, puts a stronger emphasis on the DCC framework, a more complete discussion of related work, and more detailed as well as several new experimental results.

1 Publicly available at https://github.com/keelm/XDCC.
2 Multi-label classification

This section briefly recapitulates previous work in multi-label classification that is relevant for us and clarifies the notation used throughout this paper. Extensive overviews of MLC are provided, e.g., by Tsoumakas and Katakis (2007), Tsoumakas et al. (2010), or Zhang and Zhou (2014).

2.1 Problem definition and simple transformation methods

Multi-label classification is the task of learning a mapping from instances $X \in \mathcal{X}$ to subsets of a finite set of non-exclusive class labels $\mathcal{Y} = \{y_1, \ldots, y_N\}$. Equivalently, it may be viewed as an instance of multi-target prediction (Waegeman et al. 2019), where the task is to predict for a finite set of $N$ unique class labels $\Lambda = \{\lambda_1, \ldots, \lambda_N\}$ whether they are positive (or relevant) or negative (or irrelevant). Formally, $y_j = 1$ if $\lambda_j$ is relevant, and $y_j = 0$ if $\lambda_j$ is irrelevant for a given instance. Thus, the training set consists of training examples $x_i \in X$ and associated label sets $y_i \in \mathcal{Y} = \{0, 1\}^N$, $1 \leq i \leq M$, which can be represented as matrices $X = (x_i) \in \mathbb{A}^{M \times Q}$ and $Y = (y_i) \in \{0, 1\}^{M \times N}$, where features $x_i$ can be represented as continuous, categorical or binary values. An MLC classifier $f : \mathcal{X} \rightarrow \mathcal{Y}$ uses the training set in order to learn the mapping between input features and output labels. The prediction of $f$ for a test example $x$ is a binary vector $\hat{y} = f(x)$.

The simplest solution to MLC is binary relevance decomposition (BR), where each label is treated as an independent classification task for which a classifier is trained. Formally, we learn a function $f_j : \mathcal{X} \rightarrow \{0, 1\}$ for each different $y_i$ that has been observed in the training data. As a result, each prediction for a label is independent of the predictions of the other labels, which is the main disadvantage of this simple technique.

At the other end of the spectrum is the label power set transformation (LP), which reduces the problem of MLC to a single multi-class classification task, where each possible label combination is encoded as a separate and exclusive class. By predicting all labels at once, this approach naturally takes label dependencies into account. In addition to the obvious limitations due to the exponential growth of label combinations, LP does not allow to predict label combinations which have not been seen in the training data. However, this may also be viewed as an advantage under certain circumstances (Senge et al. 2014).

2.2 Classifier chains

Classifier chains (Read et al. 2011, 2021) overcome the disadvantages of the above-mentioned approaches, because they neither assume full label independence nor full dependence. As in BR, a set of $N$ binary classifiers is trained, but in order to being able to consider dependencies, the classifiers are connected along a chain. Each classifier takes the predictions of all previous ones as additional features in order to predict the respective label. More specifically, each $f_j$ is trained on an augmented training set $X^{(j)} = [X, Y_{-j}, \ldots, Y_{-j-1}]$ containing the true labels in order to predict the $j$-th target $Y_j$. At prediction time, $f_j$ predicts $\hat{y}_j$ based on previous predictions $\hat{y}_1, \ldots, \hat{y}_{j-1}$, i.e., $\hat{y}_j = f_j(x, \hat{y}_1, \ldots, \hat{y}_{j-1})$ with $\hat{y}_1 = f_1(x)$.

Dembczyński et al. (2010) analyzed classifier chains in a probabilistic setting, in which the joint probability of the labels can be estimated via the Bayesian chain rule. In theory, this results in Bayes optimal predictions, independent of the chosen order of the labels. However, in practice, the resulting probabilistic classifier chains (PCC) have a much
higher time complexity for finding the label combination with the maximum joint probability, and are thus only feasible for datasets with no more than 15 labels (Dembczyński et al. 2010). To tackle this problem beam search (Kumar et al. 2013) or A* search (Mena et al. 2015) can be used to perform the inferences, which significantly speeds up the process for determining the most probable label subset. Mena et al. (2016) give an overview of inference methods for PCC. Nevertheless, PCC also rely on a predefined, static chain ordering.

Further research revealed that CC and PCC are able to capture global dependencies as well as dependencies appearing only locally in the instance space (Dembczyński et al. 2012). However, while the decomposition is, in theory, order independent according to the Bayesian chain rule, in practice, the performance of classifier chains depends on the chosen, static ordering of the labels (da Silva et al. 2014). Consequently, a variety of techniques have been proposed which aim at determining a good static chain sequence in advance. For this purpose methods such as genetic algorithms (Goncalves et al. 2013), prior statistical analyses and Bayesian networks (Malerba et al. 1997; Sucar et al. 2014), ordering according the difficulty of the single-label problems (Kumar et al. 2013), formulating it as dynamic programming problem (Liu and Tsang 2015), or a double Monte Carlo optimization technique (Read et al. 2014) have been proposed. Alternatively, Read et al. (2011) already suggested to form an ensemble of different chains, each corresponding to a different, randomly selected permutation of the labels, a proposal that was later refined by Li and Zhou (2013).

However, creating and maintaining an ensemble of CCs is not always feasible (Goncalves et al. 2013) and also poses the non-trivial problem of combining multiple, dependent multi-label predictions (Nguyen et al. 2020). More importantly, static label ordering techniques which use the previous predictions to estimate the next label can practically only tackle dependencies in one direction, which may not be optimal for making predictions. Indeed, already Malerba et al. (1997) found that projecting label dependencies into a sequential ordering is a non-trivial task. Moreover, especially for tasks with local dependencies, which differ in different parts of the instance space, a static ordering may only be able to capture half of the exploitable dependencies in the worst case. Taking into consideration such dependency structures require a dynamic, example-dependent approach of ordering the predictions. We will return to this question in Sect. 4.

2.3 Evaluation measures

A large variety of evaluation measures have been proposed in MLC, which differ, e.g., in the importance they attribute to label dependencies. For our purposes, the most interesting ones are Hamming accuracy, subset accuracy, and the F1 measure.

Hamming accuracy (HA) denotes the accuracy of predicting individual labels averaged over all labels.

\[
HA = \frac{1}{N} \sum_{j=1}^{N} \mathbb{I}[y_j = \hat{y}_j]
\]  

(1)

where \(\mathbb{I}\) denotes the indicator function. As each label is evaluated independently of the others, binary relevance methods typically perform quite well.

Subset accuracy (SA), on the other hand, measures the ability of a classifiers to predict exactly the target label set.
Thus, methods such as the label power set approach can be expected to perform comparatively well on this measure. However, if the number of labels is rather large, subset accuracy is often of limited use since most of the predictions will be wrong in at least one label, causing SA to evaluate to zero.

Hence, we additionally consider example-based F1 (F1) to measure the performance. Rooted in information retrieval, its key idea is to evaluate the harmonic mean between the precision (how many of the predicted labels are relevant?) and the recall (how many of the relevant labels have been predicted?) of the predicted labels for each example, averaged over all examples. F1 can be considered as a compromise between HA and SA.

The measures also differ in the computational complexity they incur: in order to minimize SA, we must find the mode of the joint label distribution, whereas it is sufficient to find the modes of the marginal label distributions for HA. If there are dependencies between labels, both modes do not have to coincide. Hence, the trade-off between both measures and the relation to BR can serve to assess the ability of considering label dependencies.

As the objective of classifier chains is to find the correct label combination, we expect the impact of our proposed extensions to be best reflected in SA. The F1 measure is less extreme than SA, since it also considers partial matches and is therefore often used for providing a general comparison of the predictive quality. Though it is sufficient to obtain good estimates for the individual labels in order to optimize univariate losses such as F-measure or Hamming loss (Dembczyński et al. 2012), this is not necessarily the case when there are dependencies between the labels.

Table 1 Multilabel datasets used in this study, along with their respective number of instances and labels, the average number of labels per instance (cardinality), and the number of distinct label combinations in the dataset.

| Dataset | Instances | Labels | Cardinality | Distinct | Dataset | Instances | Labels | Cardinality | Distinct |
|---------|-----------|--------|-------------|----------|---------|-----------|--------|-------------|----------|
| EMOTIONS | 593       | 6      | 1.869       | 27       | GENBASE | 662       | 27     | 1.252       | 32       |
| SCENE   | 2407      | 6      | 1.074       | 15       | MEDICAL | 978       | 45     | 1.245       | 94       |
| FLAGS   | 194       | 7      | 3.392       | 54       | ENRON   | 1702      | 53     | 3.378       | 753      |
| YEAST   | 2417      | 14     | 4.237       | 198      | BIBTEX  | 7395      | 159    | 2.402       | 2856     |
| BIRDS   | 645       | 19     | 1.014       | 133      | CAL500  | 502       | 174    | 26.044      | 502      |
| TMC2007 | 28596     | 22     | 2.158       | 1341     |         |           |        |             |          |

\[
SA = \|y = \hat{y}\| = 2
\]

(2)

Thus, methods such as the label power set approach can be expected to perform comparatively well on this measure. However, if the number of labels is rather large, subset accuracy is often of limited use since most of the predictions will be wrong in at least one label, causing SA to evaluate to zero.

Hence, we additionally consider example-based F1 (F1) to measure the performance. Rooted in information retrieval, its key idea is to evaluate the harmonic mean between the precision (how many of the predicted labels are relevant?) and the recall (how many of the relevant labels have been predicted?) of the predicted labels for each example, averaged over all examples. F1 can be considered as a compromise between HA and SA.

\[
F1 = \frac{2 \sum_{j=1}^{N} y_j \hat{y}_j}{\sum_{j=1}^{N} y_j + \sum_{j=1}^{N} \hat{y}_j}
\]

(3)

The measures also differ in the computational complexity they incur: in order to minimize SA, we must find the mode of the joint label distribution, whereas it is sufficient to find the modes of the marginal label distributions for HA. If there are dependencies between labels, both modes do not have to coincide. Hence, the trade-off between both measures and the relation to BR can serve to assess the ability of considering label dependencies.

As the objective of classifier chains is to find the correct label combination, we expect the impact of our proposed extensions to be best reflected in SA. The F1 measure is less extreme than SA, since it also considers partial matches and is therefore often used for providing a general comparison of the predictive quality. Though it is sufficient to obtain good estimates for the individual labels in order to optimize univariate losses such as F-measure or Hamming loss (Dembczyński et al. 2012), this is not necessarily the case when there are dependencies between the labels.
2.4 Datasets

By now, there are many benchmark datasets for multi-label classification available, which cover a wide variety of application areas. From these, we selected the datasets shown in Table 1, which have various characteristics in terms of the number of instances and labels, the average cardinality of the relevant labels per example, and the number of distinct label sets that occur in the training data. Not visible from the statistics (and generally not known) are correlations and dependencies between the labels. As we have discussed above, chaining approaches can only be expected to gain an advantage over, e.g., BR if there are global or local dependencies between the labels in the dataset, which can be picked up and modeled by the learner. For instance, there is evidence that YEAST and ENRON contain mostly global dependencies whereas SCENE also exhibits local dependencies (Papagiannopoulou et al. 2015; Loza Mencía and Janssen 2016; Moyano et al. 2017). Unfortunately, so far only few works have tried to systematically analyze these characteristics. All datasets came with predefined train-tests splits which were used for the evaluation.

3 Dynamic classifier chains

Classifier chains depend on a fixed, static ordering of the labels. As we have discussed above (Sect. 2.2), this problem is typically tackled by a heuristic choice of a suitable ordering, by pooling the result of multiple orderings, or by simply selecting a random ordering. Apart from the computational disadvantages of exploring different label sequences, the underlying assumption that there is one unique, globally optimal ordering which fits equally to all instances, can also be questioned. It is therefore natural to investigate whether a suitable classifier chain can be chosen depending on the test instance at hand.

In this section, we will first motivate the need for dynamic classifier chains (Sect. 3.1), then formalize the problem (Sect. 3.2), and finally review prior work in this area (Sect. 3.3), before we introduce tree-based solutions to this problem in the following Sects. 4 and 5.

3.1 Motivation

Consider a hypothetical example of labeling an image with all objects that appear in it. More specifically, we want to identify cars and their parts in their surroundings. Figure 1 shows two example images, which both show a car, one taken by day in a forest, and one by night in a city. Classifier chains would predict the possible labels on both pictures in a static, heuristically or randomly selected order. For the sake of the example (and without loss of generality), we show an alphabetical ordering in the first row below the pictures. It is first predicted whether the scenery shows a beach or not, then whether it shows a car, a forest, a headlamp, a road, and so on. Each prediction depends on the previous ones (and on the input image itself). It seems natural to assume that a good order would predict the label for which it is most certain about first. Moreover, as a prediction for a label

---

2 Repositories of multi-label datasets can be found at http://mulan.sf.net/datasets-mlc.html and http://www.uco.es/kdis/mlresources/.
\( \lambda_i \) influences the predictions of all subsequent labels \( \lambda_j, j > i \), predicting the most certain labels first will also help to minimize the effects of error propagation along the chain.

However, clearly, if we try to sort the labels according to the certainty with which they can be recognized in each of the pictures, we obtain a different chain in each of the images. For example, whereas predicting the presence of a headlamp can benefit from the previous rather simple detection of a car in the left picture, the opposite is the case in the dark picture on the right where the headlamps are considerably easier to detect than the car itself. While the static chain of alphabetically ordered labels in the CC model depicted in the first row can only exploit the local dependency on the left picture, the dynamic approach illustrated in the second row, which predicts first the labels for which it is most certain, can also take advantage from the rather easy detection of headlamp on the right by leaving the prediction of car for later.

Note, however, that many of the certain predictions are actually negative. For example, we may quite reliably infer that the left pictures does not show a beach, or that the right picture does not show a forest. In many applications, such predictions are not desirable. So even though they might be helpful, it feels more natural to have a chain that contains only positive dependencies. Moreover, it is certainly more efficient, particularly considering that in MLC the number of positive labels usually stays in the tens even when the total number of labels is into the hundreds or thousands. The approach in the last row chooses first the labels for which it is most certain, can also take advantage from the rather easy detection of headlamp on the right by leaving the prediction of car for later.

Note, however, that many of the certain predictions are actually negative. For example, we may quite reliably infer that the left pictures does not show a beach, or that the right picture does not show a forest. In many applications, such predictions are not desirable. So even though they might be helpful, it feels more natural to have a chain that contains only positive dependencies. Moreover, it is certainly more efficient, particularly considering that in MLC the number of positive labels usually stays in the tens even when the total number of labels is into the hundreds or thousands. The approach in the last row chooses first the labels for which it is most certain that they are present. After the predictions of forest and road, respectively, we can already stop the detection process since only negative predictions are to come. The advantage comes at the expense of ignoring dependencies to negative labels. Predicting the absence of a label is often much easier than finding positive ones and the knowledge about the absence of a label might be very useful to predict a positive label. For instance, the detection of forest may benefit from the information that beach is not in the scenery of the left picture, as used by the second approach.

---

**Fig. 1** Example for different classifications using the static and the dynamic ordering for a two different pictures. See text for explanations.
In the remainder of the paper, we will discuss tree-based approaches that are able to learn dynamic prediction chains, and, in one case, also focus on positive labels only. But first, we will formally define the problem.

### 3.2 Problem definition

From a formal point of view, adapting the order of the predicted labels simply corresponds to a context-dependent reordering or the chain rule. More specifically, we can represent the joint distribution as

\[
P(y \mid x, \pi) = \prod_{k=1}^{N} P(y_{\pi_k} \mid y_{\pi_1}, \ldots, y_{\pi_{k-1}}, x)
\]

where \( \pi \) is a permutation over \( N \) in one-line notation, i.e., \( \{\pi_k \mid 1 \leq k \leq N\} = \{1, \ldots, N\} \).

CC estimates the mode of \( P(y \mid x) \) by greedily maximizing \( f_k(x, \hat{y}_{\pi_1}, \ldots, \hat{y}_{\pi_{k-1}}) \approx P(y_{\pi_1}, \ldots, y_{\pi_{k-1}} \mid x) \) using a fixed, predetermined \( \pi \). A dynamic approach, instead, determines \( \pi \) depending on the instance \( x \) at hand. For instance, labels could be ordered according to certainty, i.e., the closeness of the conditional probability to 0 or 1:

\[
\pi_k(x) = \arg\max_{j \in \{1 \ldots N\} \setminus \{\pi_1(x) \ldots \pi_{k-1}(x)\}} \left| 0.5 - P\left(y_j \mid y_{\pi_1(x)}, \ldots, y_{\pi_{k-1}(x)}, x\right) \right|
\]

as in the second setting depicted in Fig. 1. Ordering according to descending probability, as for the model in the last row, corresponds to choosing \( \pi \) as

\[
\pi_k = \arg\max_{j \in \{1 \ldots N\} \setminus \{\pi_1(x) \ldots \pi_{k-1}(x)\}} P(y_j \mid y_{\pi_1(x)}, \ldots, y_{\pi_{k-1}(x)}, x)
\]

which would order the chain rule for an instance with \( p \) positive labels as \( (\pi(x) \text{ written as } \pi \text{ for convenience}) \)

\[
P(y \mid x, \pi) = \prod_{k=1}^{N} P(y_{\pi_k} \mid y_{\pi_1}, \ldots, y_{\pi_{k-1}}, x)
\]

Recall that theoretically, by the product chain rule, all decompositions are equivalent and independent of the chosen permutation (Dembczyński et al. 2010), i.e.,

\[
P(y \mid x, \pi) = P(y \mid x, \pi') = P(y \mid x)
\]

for two different permutations \( \pi \) and \( \pi' \) of the label set. However, in practice, the corresponding probability estimates and the resulting classifiers \( f_k(x, \hat{y}_{\pi_1}, \ldots, \hat{y}_{\pi_{k-1}}) \) are error prone, in which case the order of the labelings does matter. To see this, assume a simple problem where for each example either all labels are present (\( \forall j : y_j = 1 \)), or all labels are absent (\( \forall j : y_j = 0 \)). However, each of the labels is noisy, so that the BR classifiers \( f_j(x) \) have different error rates \( \epsilon_j \). Without loss of generality, let \( \epsilon_1 < \epsilon_2 < \cdots < \epsilon_N \). The HA \( 1 \) of the binary relevance classifier is the average accuracy \( \frac{1}{N} \sum_j (1 - \epsilon_j) \). Let us further assume that these errors are correlated, so that a classifier chain is able to pick up the signal that all subsequent classifiers just repeat the first label, i.e., \( f_k(x, \hat{y}_{\pi_1}, \ldots, \hat{y}_{\pi_{k-1}}) = \hat{y}_{\pi_k} \) for all \( k > 1 \). The accuracy of CC now clearly depends only on the error of the first member.
in the chain \( \hat{y}_{\pi_1} = f_{\pi_{k-1}}(x) \), i.e., on \( \epsilon_{\pi_k} \). If CC is trained using identity permutation \((\pi_k = k)\), its HA will be \( 1 - \epsilon_1 \) and therefore higher than the one for BR. If CC is trained on the inverse permutation \((\pi_k = N + 1 - k)\), its HA will be \( 1 - \epsilon_N \), and therefore lower than BR. The expected HA for a randomly selected chain order will be the same as the HA for BR.

So, in the above simple example, the performance of CC, and whether it is able to outperform BR, clearly depends on the chosen label ordering, and, coincidentally, the frequent default choices of selecting a random label order, or of averaging among several different orders, will, in expectation, not outperform BR.

If we now slightly modify the above example, so that label errors \( \epsilon_j \) are not evenly distributed, but that certain labels can be better predicted in some regions of the example space, and worse in other regions, we can, by essentially the same argumentation, arrive at the conclusion that an optimal classifier for the above problem needs to identify the most reliable label for a given test example, and start the chain with this label. This is essentially the idea of the approaches that we will discuss in the remainder of the paper.

### 3.3 Related work

The idea that the optimal order in which labels are predicted may depend on the input example at hand is not entirely new, and has been tried in various settings before. Da Silva et al. (2014) made a first attempt by letting a nearest neighbor classifier decide which ordering to use for a given instance. However, the dynamic selection was restricted to a predetermined set of static label orderings. It is also computationally expensive since new CC models have to be build during prediction. Nam et al. (2017) use recurrent neural networks to predict the positive labels as a sequence, but the ordering in which these are predicted is pre-determined. Nam et al. (2019) attempted to solve this problem using reinforcement learning and recurrent neural networks, but found that this does not outperform simple ordering strategies. Moreover, the employed reinforcement learning approach essentially comes down again to exploring many possible label sequences during training, which is computationally very demanding. Llerena and Deratani Mauá (2017) propose several approaches for MLC based on sum-product networks, including a sequential classification method which can either use a static or a dynamic ordering, which focuses on predicting positive labels first. However, the authors do not examine the difference between these two strategies. Trajdos and Kurzynski (2019) introduce dynamic chaining based on accuracy estimates of binary relevance predictions in a local neighborhood of the test example, and employ this technique for nearest neighbor and Naïve Bayes classifiers, but, in the latter case, have to make a conditional independence assumption on the label predictions as well.

### 4 Dynamic classifier chains with random decision trees

In this section, we show how dynamic classifier chains can be efficiently constructed using an extension of RDTs, which are particularly appealing for this purpose: First, as we will see in the following, we can collapse BR and other MLC transformation or decomposition methods (Tsoumakas et al. 2010) such as CC to a single RDT ensemble without loss in predictive accuracy, therefore saving memory and computational costs. Second, and more
importantly, RDTs can provide a controlled environment where we can compare alternative decomposition methods, prediction methods and other extensions isolated from any side effects since the model can be fixed beforehand and be the same for every analyzed approach.

### 4.1 Random decision trees for multi-label classification

Fan et al. (2003) introduced RDTs as an ensemble of randomly created decision trees, i.e., as trees for which the tests at the inner nodes are chosen randomly during the construction. This is the major difference compared to classical decision tree algorithms, but also to the well known algorithm family of random forests (Breiman 2001), where only the subset of features which each tree learner can use is randomly drawn for each node. In contrast, RDTs do not optimize any objective function during training, yet they are able to achieve competitive and robust performance (Zhang et al. 2015). They were previously already successfully applied to MLC, focusing on large scale problems (Zhang et al. 2010) and streaming data with concept drift (Kong and Yu 2011).

#### 4.1.1 Training

Starting from the root node, inner nodes of a random tree are constructed recursively by distributing the training instances according to the randomly chosen test at the inner node as long as the stopping criterion of maximum depth or minimum number of instances is not fulfilled. Discrete features are chosen without replacement for the tests in contrast to continuous features, for which additionally a randomly picked instance determines the threshold (Fan et al. 2005). In case that no further tests can be created, a leaf will be constructed in which information about the assigned instances will be collected. For MLC, we track the number of instances $N^\theta_v$ in leaf $v$ of tree $\theta$ in relation to the number of positive values $n^\theta_v(j)$ for label $\lambda_j$.

#### 4.1.2 Prediction

During prediction, an instance is forwarded from the root to a leaf node passing the respective tests in the inner nodes. In case some of the tested features have missing values, all branches are visited and the function $q(x, \theta) \subset \{1, \ldots, |\theta|\}$ returns a set of the leaf indices in tree $\theta$ to which the instance has been assigned to. Following Fan et al. (2005), the posterior probability that the specific label $y_j$ is true given an instance $x$ and a tree $\theta$ can be formalized as

$$P(y_j = 1|x, \theta) = \frac{\sum_{v \in q(x, \theta)} n^\theta_v(j)}{\sum_{v \in q(x, \theta)} N^\theta_v}$$  \hspace{1cm} (9)

As the randomness results in a large variety of distribution in an ensemble of RDT, many of them approaching the prior label distribution, we propose to distinguish between the quality of the collected statistics and to reward trees with higher confidences in their estimates. The *Gini index* is often used for determining the purity of a distribution, which we use in inverted form as follows
in order to weight the estimates of the individual trees, resulting in the overall prediction for the ensemble \( \Theta \) as

\[
f_j(x) = P(y_j = 1|x, \Theta) = \frac{1}{\sum_{\theta \in \Theta} w(x, \theta)} \sum_{\theta \in \Theta} P(y_j = 1|x, \theta) w(x, \theta)
\]

An obvious option in order to obtain multi-label predictions from the estimations in (11) is to use a threshold of 50\% so that \( \hat{y}_j = \begin{cases} 1 & \text{if } f_j(x) \geq 0.5 \\ 0 & \text{otherwise} \end{cases} \). However, as Quevedo et al. (2012) observed, a threshold of 50\% is not always ideal. Note that the tests in the tree are not specifically chosen to obtain a high purity of the distributions in the leaves, and in fact many leaves might contribute only with estimates close to the prior distribution, pulling down the average estimates. Thus, we follow Zhang et al. (2010) and estimate the average number of relevant labels as

\[
R(x, \Theta) = \frac{1}{\sum_{\theta \in \Theta} w(x, \theta)} \sum_{\theta \in \Theta} r(x, \theta) w(x, \theta)
\]

where

\[
r(x, \theta) = \frac{\sum_{v \in q(x, \theta)} n_v^\theta(j)}{\sum_{v \in q(x, \theta)} N_v^\theta}.
\]

\( R(x, \Theta) \) is rounded in order to get an integer. This value is then used to cut the ranking of labels induced by the distribution of the marginals \( P(y_j = 1 | x, \Theta) \).

### 4.2 Static chain ordering

The use of RDTs allows us to collapse a classifier chain to a single RDT in the following way: Instead of training \( N \) RDTs on the \( N \) augmented spaces \( X^{(k)} = [X, Y_{-r_1}, \ldots, Y_{-r_{k-1}}] \), we train only one RDT on the complete augmented space \( [X, Y] \in \mathcal{X} \times \mathcal{Y} \). This type of RDT can answer any query in the form of

\[
P(y_{r_1} | y_{r_1} = b_1, \ldots, y_{r_{k-1}} = b_{k-1}, x), b_j \in \{0, 1\}
\]
by creating a query instance \((x, p)\) where the \(p_{x_1} = b_1, \ldots, p_{x_{k-1}} = b_{k-1}\) are filled with the available label values, and all remaining \(p_j\) set as unknown or missing. The RDT can then answer the query by combining all possible paths for the missing values, as described in Sect. 4.1.2. A classifier chain prediction for a fixed label ordering \(\pi\) is hence obtained by initializing \(p^0\) with missing values and filling up \(p^{k}_x\) with the label predictions \(\hat{y}_{x_i} = \mathbb{1}[f_{r_i}(x, p^{k-1})] \geq 0.5\) while proceeding through the chain.

As RDTs are completely randomized, we can expect on average the same predictions as for a RDT ensemble which skipped the respective feature during training. In fact, in our experiments, we control the percentage of activated label tests with a parameter \(\sigma\), which allows us to analyze the effect of using previous predictions on an otherwise unchanged model.

Figure 2 visualizes the prediction process for a label on a single tree: Let us assume that the label to be predicted is \(y_j\), which comes before \(y_k\). In this case neither \(y_j\) nor \(y_k\) are known, i.e. all three colored branches are followed and the respective leaves are used in order to produce a prediction for \(y_j\). For label \(y_j\) the previous label \(y_i\) would be known, so that—depending on its value—we would skip either the left or the right branch, obtaining a label distribution at the leaves which is different and more refined than the previous one. Indeed, we can observe that the number of leaves on which the prediction relies, is monotonically decreasing during the classification process. Therefore, the set of leaves to which the instance is assigned in the first iteration will always be a superset of the leaves of the following iterations. This leads to a refinement of the predictions throughout the iterations.

### 4.3 Dynamic chain ordering

In order to take advantage of the situation that predicting a label before or after another one might be easier depending on the instance at hand, we propose to let the RDT decide which label to predict next. Hence, instead of using the estimated probabilities to decide whether the \(i\)-th label in \(\pi\) is positive or negative, we use it to set the label for which RDT is most confident in its prediction. Labels, which were already predicted, are ignored.

Starting with the empty prediction vector \(p^0\), in each iteration \(i\) we select the label for which the RDT is most confident following (5):

\[
\pi_k = \arg\max_{j \in \{1, \ldots, N\} \setminus \{x_1, \ldots, x_{k-1}\}} \left\{ 0.5 - f_j(x, p^{k-1}) \right\}
\]  

Let us consider again the tree in Fig. 2. The difference to the static chain approach is that the aggregated blue, red and green leaves would be used in order to determine whatever label \(y_k\) is most likely given the found distribution, instead of a specific label (in the previous example label \(y_j\)). Hence, the RDT could decide to predict \(y_j\) instead if they are more confident about it, or any other label with the highest confidence.

The process of predicting the value needs further adaption due to the iterative prediction of the labels. The idea is to have predicted exactly \(R((x, p^N), \Theta)\) positive labels after the prediction sequence is completed. Since the prediction \(p\) is constantly changed during the classification process, \(R((x, p^k), \Theta)\) has to be re-computed in every iteration. First of all, we can only predict a label in iteration \(k\) positive if the number of already predicted positive labels \(|p^{k-1}|\) is smaller than \(R((x, p^{k-1}), \Theta)\). Moreover, we have to predict a label as positive if we know that all the remaining labels in the chain need to be predicted positive to ensure that we obtain exactly \(R((x, p^{k-1}), \Theta)\) positive labels. Hence, the \(k\)-th label is predicted as
4.4 Evaluation

A key aspect in our experimental evaluation was to verify our ideas of dynamic classifier chains on the usage of RDT as a controlled experimental environment for fair and specific comparisons. In particular, the focus was to demonstrate that using dynamic, context-dependent predictions improves over using static orderings w.r.t. predictive performance (Sect. 4.4.1). A decisive role in this is played by the influence of the previous predictions on the current prediction, which is analyzed in Sect. 4.4.2. Lastly in Sect. 4.4.3, we inspect the dynamic sequences in detail by evaluating the predicted labels in each iteration.

Unless otherwise noted, we have chosen to evaluate the parameter setting of using 300 decision trees, a maximum depth of 30, a maximum leaf size of 5 and a percentage of label tests of $30\%$. Preliminary experiments with RDT revealed reasonable and stable performance for this parameter setting also on other kind of problems.

4.4.1 Static vs. dynamic label orderings

In this experiment we evaluated the advantage of the dynamic chain ordering in comparison to using a static chain ordering. Taking advantage of our controlled environment, we built for both approaches the same ensemble of trees, respectively. The only difference between the dynamic and the static setup is the ordering of the labels during the prediction.
process. We compare our proposed dynamic method to the averages over ten randomly-drawn but fixed orderings used for the static CC approach in Table 2.

The first and foremost observation is that the dynamic chain ordering is clearly superior to the static chain ordering on all datasets. This confirms our main hypothesis that it is advantageous to adapt the prediction order according to the context at hand. In fact, on most datasets the results for SA and F1 often doubles by using the dynamic chain instead of the static orderings. However, with respect to HA we can observe that only minor improvements can be achieved on the sparse datasets, that is, \textit{enron}, \textit{medical}, \textit{genbase}, \textit{bibtex} and \textit{tmc2007}.

4.4.2 Independent predictions vs. exploiting previous predictions

In this experiment we evaluated how the prediction is influenced by the usage of the label tests, i.e., by the usage of the previous predictions in the dynamic chain. At this stage the flexibility of the RDT algorithm pays off since we can choose the ratio $\sigma$ of activated tests on the labels without the need for adaptations of the model (cf. Sect. 4.2). Hence, $\sigma = 0$ corresponds to a binary relevance classifier using RDT (more specifically, the collapsed version). Incrementing $\sigma$ allows to directly observe utility and the effectiveness of exploiting potential label dependencies. Furthermore, we directly control the probability of choosing a test on a label feature at the inner nodes (10, 20 and 30).

Figure 3 shows the benefit for some selected datasets w.r.t. all evaluation measures (visualizations for all other datasets can be found in Fig. 11 in the appendix). For instance, we can observe on datasets \textit{emotions} and \textit{yeast} a major influence of the activated label tests on the performance. It seems obvious that there is a strong dependency between the labels in the datasets of which we can take advantage. The positive effect is less pronounced on some of the other datasets, depending on the measure and the label test configuration. For instance, we can observe a decrease in F1 for growing number of activated tests for \textit{enron} especially for the 30% label test configuration. However, the ability of predicting the correct label combination (SA) does not seem to suffer.

![Image](Fig. 3 Influence of label tests on DCC. The y-axis represents the value for the measure and the x-axis represents the percentage $\sigma$ of activated label tests. The color indicates the percentage of label tests per tree.
4.4.3 Analysis of the dynamic sequences

Our approach dynamically produces a different prediction sequence on the labels for each given test instance. We were interested in characterizing and analyzing these sequences, which were selected by the RDT as being most appropriate for producing accurate predictions.

Figures 4 and 5 visualize our results exemplarily for flags and emotions. The heat map on the left shows the average accuracy (color) of predicting the $j$-th label in the dynamic sequence (y-axis) for different parameter configurations (x-axis), whereas the right map visualizes the number of labels (color) which were predicted as positive until a certain iteration.

We can observe on flags and emotions, as well as on the remaining datasets, that independently of the parameter configuration the predictions of the first iterations are much more accurate than the predictions at the end. One reason for this picture is, of course, that our label selection method specifically chooses the labels where the RDT ensemble is most confident first. This is also reflected by the heat maps on the right. They show that RDTs tend to first predict the (easier) negative labels before heading to the (more difficult) positives ones. Apparently, collecting as much as possible of the more readily accessible evidence helps to take the harder decisions later in the chain, as the comparison to the static
chains in Sect. 4.4.1 demonstrates. This is the case even though later predictions may suffer more from error propagation.

4.5 Discussion

Our experimental results based on the controlled evaluation environment of RDTs show that dynamic orderings improve over static orderings. In particular, the dynamic approach takes advantage by first predicting labels for which it is the most certain, which are then used to refine the estimates of the remaining, more challenging, labels in the following iterations.

With respect to computational complexity, the costs for building the trees and performing the dynamic predictions is essentially the same as for a static ordering. They mainly depend on the size of the ensemble and the depth of the trees. Moreover, the dynamic approach potentially allows to shorten the prediction process, namely when enough positive (or negative) labels have been already predicted, removing the dependencies on the label size.

However, as preliminary experiments with RDT have shown this strategy was consistently inferior to selecting according to the certainty. The reason might be again the non-optimized construction of the trees which leads to underestimated probabilities close to the prior that are difficult to differentiate and select from. An additional disadvantage due to the lack of any optimization is the potential performance gap to state-of-the-art methods. For instance, our results so far and additional comparisons to state-of-the-art approaches (cf. Sect. 6.4) show that RDTs are inherently not suitable for sparse data like text. To address this problem, we propose in the next section to replace the simple and flexible training process of RDTs by a tree induction method which specifically optimizes the dynamic chain prediction.

5 Learning a dynamic chain of boosted tree classifiers

As shown in the previous section, choosing the order of the labels dependent on the instance at hand can lead to a significant improvement in predictive accuracy, and dynamic classifier chains are able to exploit this. An additional potential advantage of DCC originates from the fact that multi-label problems may include a large number of labels, but the actual number of assigned labels to instances almost always stays low. As argued in Sect. 3, in such cases focusing on the positive labels could lead to a massive reduction in computational costs. For instance, in a MLC dataset with 100 labels but maximum number of assigned labels of 5, restricting the length of the chain to this number could be sufficient for the classification problem whereas a CC would still have to train 100 models and perform 100 classifications per instance. However, the advantage comes at the expense of not being able to consider dependencies to negative labels. In order to be still able to exploit the computational advantage, we need more reliable and targeted predictions for the positive labels than the ones that RDT could provide in our experimental results.

The highly optimized gradient boosting framework (Friedman 2002) is well suited for this task since it allows to maximize arbitrary differentiable objective functions. This is achieved by adding decision trees to an ensemble which are optimized in a gradient descent like procedure. Furthermore, its iterative procedure seems adequate in order to
naturally integrate the dynamic chaining process. Similarly to DCC, gradient boosted trees are constructed by iteratively adding trees which refine previous predictions in a step-wise manner. The proposed XDCC approach integrates DCC into the state-of-the-art extreme boosting architecture of XGBoost (Sect. 5.3). As a preparatory step, we propose the extension ML-XGB of XGBoost which is able to perform multi-label instead of only binary predictions at the leaves (Sect. 5.2).

5.1 Extreme gradient boosted trees

Extreme Gradient Boosted Trees (XGBoost; Chen and Guestrin 2016) is a versatile implementation of gradient boosted trees. One of the reasons for its success is the very good scalability due to the specific usage of advanced techniques for dealing with large scale data. XGBoost was originally designed for dealing with regression problems, but different objectives can be defined by correspondingly adapting the objective function and the interpretation of the numeric estimates. Each model consists of a predefined number of decision trees. These trees are built using gradient boosting, i.e., the model is step-wise adding trees which further minimize the training loss. The main difference to RDT tree construction is the way the feature splits inside the nodes are determined. RDT uses completely random split tests, whereas XGBoost aims for finding splits that maximizes a gain score for the resulting leaves. The trees are constructed recursively, starting at the root node, by adding feature tests on the inner nodes. At each inner node, all possible feature tests are evaluated according to the gain obtained by applying the split on the data. The test candidate returning the highest gain score is then taken and both children are further split up until the maximum depth is reached or the gains stay below a certain threshold. A prediction can be calculated by passing an instance through all trees and summing up their respective leaf scores.

5.1.1 Boosted optimization

We refer to (Chen and Guestrin 2016) for a more detailed description of XGBoost. An XGBoost model consists of a sequence $\theta^{(1)}, \ldots, \theta^{(T)}$, $T = |\Omega|$ of decision trees. Each tree $\theta^t$ returns a numeric estimate $f^{(t)}(x)$ for a given instance $x$. Predictions are generated by passing an instance through all trees and summing up their leaf scores. The model is trained in an additive manner and each boosting round adds a new tree that improves the model most. For the $t$-th tree the loss to minimize becomes

$$L^{(t)} = \sum_{i=1}^{M} l\left(y_i, \left(\hat{y}_i^{(t-1)} + f^{(t)}(x_i)\right)\right) + \Omega(f^{(t)}),$$

(17)

where $\hat{y}_i^{(t-1)} = \sum_{t' \leq t} f^{(t')}(x_i)$ is the prediction of the tree ensemble so far, $l(y, \hat{y})$ is the loss function for each individual prediction and $\Omega$ is an additional term to regularize the tree. Combined with a convex differential loss function the objective can be simplified by a second-order approximation. This comes down to the following objective which can be minimized recursively at each node.
Table 3 Proposed split gain calculations with a simplified example calculation for the predicted scores \( \hat{y} = (0.8, 0.2, 0.9, 0.1) \) of the previous trees and given true labels \( y = (1, 1, 0, 0) \). For convenience, we assume \( H_j + \epsilon = 1 \)

| Gain       | Formula | Example | Gain      | Formula | Ex. |
|------------|---------|---------|----------|---------|-----|
| sumGain    | \( \sum_{j=1}^{N} \left( \frac{G_j^2}{H_j + \epsilon} \right) \) | 0.2 \(^2 + 0.8 \(^2 + 0.9 \(^2 + 0.1 \(^2 \) | maxGain   | \( \max_{1 \leq j \leq N} \left( \frac{G_j^2}{H_j + \epsilon} \right) \) | 0.9 \(^2 |
| sumSigned | \( \sum_{j=1}^{N} \left( -\frac{G_j}{H_j + \epsilon} \right) \) | 0.2 + 0.8 - 0.9 - 0.1 | maxSigned | \( \max_{1 \leq j \leq N} \left( -\frac{G_j}{H_j + \epsilon} \right) \) | 0.8 |
| sumAbsG   | \( \sum_{j=1}^{N} \left( \left| -\frac{G_j}{H_j + \epsilon} \right| \right) \) | 0.2 + 0.8 + 0.9 + 0.1 | maxAbsG   | \( \max_{1 \leq j \leq N} \left( \left| -\frac{G_j}{H_j + \epsilon} \right| \right) \) | 0.9 |

\[
\text{obj}^* = -\frac{1}{2} \sum_{\nu \in \Omega} \frac{G_v^2}{H_v + \epsilon} + \gamma |\theta| \quad \text{with} \quad G_v = \sum_{i \in \nu} g_i, \quad H_v = \sum_{i \in \nu} h_i
\] (18)

where \(|\theta|\) is the size of the tree in number of leafs, \( G_v \) defines the sum of the gradients for all instances \( I_v \) in leaf \( v \), \( H_v \) is the corresponding sum of the Hessians (cf. also Sect. 5.2), and \( \epsilon \) and \( \gamma \) are regularization terms derived from \( \Omega \). In such a leaf, the predicted score \( w_v^* = -\frac{G_v}{H_v + \epsilon} \) minimizes \( \text{obj}^* \). The following gain function is used to evaluate different splits at inner nodes, where \( u \) and \( v \) for \( G \) and \( H \) refer to the resulting left and right leafs.

\[
L_{\text{split}} = \frac{1}{2} \left[ \frac{G_u^2}{H_u + \epsilon} + \frac{G_v^2}{H_v + \epsilon} - \frac{(G_u + G_v)^2}{H_u + H_v + \epsilon} \right] - \gamma.
\] (19)

5.2 Multi-label XGBoost

Since XGBoost only supports binary classification with its trees in the original implementation, the underlying tree structure had to be adapted in order to support multi-label targets.

The first modification is to calculate leaf weights and gradients over all class labels instead of only a single one. More specifically, \( G_{j,v} = \sum_{i \in \nu} g_{j,i} \) and \( H_{j,v} = \sum_{i \in \nu} h_{j,i} \) extend to the labels \( 1 \leq j \leq N \), abbreviated as \( G_j \) and \( H_j \) for convenience. In consequence, the objective (18) and gain functions (19) have to be adapted to consider gradient and hessian values from all classes. A common approach in multi-variate regression and multi-target classification is to compute the average loss of the model over all targets (Waegeman et al. 2019). Adapted to our XGBoost trees, this corresponds to the sum of \( \frac{G_j^2}{H_j + \epsilon} \) over all labels (cf. Table 3). We refer to it as the \textbf{sumGain} split method. We use cross entropy as our loss, as it has demonstrated to be appropriate practically and also theoretically for binary and especially multi-label classification tasks (Nam et al. 2014; Dembczyński et al. 2012). Hence, the loss is computed as (shown here only for a single label)

\[
l_{ce}(y, \hat{y}) = -y \log(\hat{y}) + (1 - y) \log(1 - \hat{y}).
\] (20)
In order to get \( \hat{y} \) as a probability between zero and one, a sigmoid transformation has to be applied to the summed up raw leaf predictions \( \hat{y} = \sum_{t=1}^{T} f_t(x) \), returned from all boosting trees, where \( \hat{y} = \text{sigmoid}(\tilde{y}) = \frac{1}{1+e^{-\tilde{y}}} \). This is also beneficial for calculating \( g \) and \( h \), since the gradients of the loss function simply become

\[
g = g_{ce} = \nabla_{\tilde{y}} l_{ce}(y, \hat{y}) = \hat{y} - y \quad \text{and} \quad h = h_{ce} = \nabla_{\tilde{y}}^2 l_{ce}(y, \hat{y}) = \hat{y} \cdot (1 - \hat{y}). \tag{21}
\]

One might not expect a very different prediction from the combined formulation than from minimizing the loss for each label separately by separate models (as by BR). However, as Waegeman et al. (2019) note, fitting one model to optimize the average label loss has a regularization effect that stabilizes the predictions, especially for infrequent labels. In addition, only one model has to be inferred in comparison to \( N \), which has a major implication on the computational costs. This is especially an advantage in the case of a large number of labels and our proposed dynamic approach can directly benefit from it.

There are only few special adaptations of the gradient boosting approach to MLC in the literature and they mainly deal with computational costs. Both Si et al. (2017) and Zhang and Jung (2019) propose to exploit the sparse label structure which they try to transfer to the gradient and Hessian matrix by using \( L_0 \) regularization. These approaches are limited to decomposable evaluation measures (such as (20)), which roughly speaking means that, opposed to the classifier chains approaches, they are tailored towards predicting the labels separately rather than jointly. Moreover, different technical improvements regarding parallelization and approximate split finding are proposed which could also be applied to the proposed technique in the following. Recently, Rapp et al. (2020) proposed to use gradient boosting in order to induce classification rules. Instead of predicting the labels in sequence, the rules predict all labels at once, which allows for minimizing also non-decomposable losses. On the other hand, previous predictions can only be exploited indirectly.

### 5.3 Gradient boosted dynamic classifier chains

After introducing the ML-XGBoost models, which can deal with multiple labels, the next step is to modify the tree construction to align it with our goal of predicting in each round a single label per instance. Depending on the strategy of ordering the labels, different ways of constructing the tree might be necessary. In our case, we adapt the tree construction process to the label ordering strategy by modifying the splitting criterion at the inner nodes.

Table 3 shows the proposed split functions and an example for each one to demonstrate the calculations. They replace the formulation of \( \text{obj}^* \) in (19). In the example in the table, we assume to have a single instance with four different target labels \( y \in [0, 1]^4 \) and their corresponding predictions \( \hat{y} \). \( g \) and \( h \) are calculated according to (21) and we get \( G = (-0.2, -0.8, 0.9, 0.1) \). Hereinafter we give a more detailed description and motivation for each gain function:

**Maximum default gain over all labels**

XDCC predicts labels one by one. It hence does not need to find a split which increases the expected loss over all labels (such as \( \text{sumGain} \)), but only one. Hence, \( \text{maxGain} \) is tailored to find the label with maximal gain, which corresponds to the label for which the previous trees produced the largest error. In the example in Table 3, this corresponds to \( \lambda_3 \) for which a change of 0.92 w.r.t. cross entropy was computed if the prediction is changed to the correct one.
Sum and maximum gradients over all labels

In contrast to maxGain, sumSigned aims at good predictions for positive labels only and hence corresponds to the idea of predicting the positive labels first. Positive labels obtain positive scores, whereas negative labels obtain negative scores. The variant maxSigned chooses the positive label for which the greatest improvement is possible and only goes for the best performing negative label if there are no true positive labels in the instance set. In the example, \( \lambda_2 \) is chosen since the improvement is greater than for \( \lambda_1 \), and definitely greater as for the negative labels.

Sum and maximum absolute gradients over all labels

Different to sumGain and maxGain, the measures sumSigned and maxSigned not only favour positive labels but also take the gradients linearly instead of quadratically into account. This might, for instance, reduce the sensitivity to outliers. Hence, we also include two variants sumAbsG and maxAbsG which encourage to predict the labels where the model would improve the most, regardless whether it is positive and negative, but which similarly to sumSigned and maxSigned use a linear scale on the gradients.

Even though DCC’s original design is to predict a single label per round, good overall predictions might be required from the beginning for instance in the case of shorter chains. Therefore, we use the split-method as an additional hyperparameter to choose it individually for different XDCC variants and datasets.

5.3.1 Training process

As for classical classifier chains, and differently from RDT, XGB trains a separate classifier for each label prediction round. The main difference to CC is of course again, that the next label to be predicted can be different for each instance, as it is chosen based on a
dynamic prediction strategy. A schematic view for training the dynamic chain with a length of two is shown in Fig. 6 following the blue lines.

Similarly to RDT dynamic chain method in Sect. 4.2, we initialize the augmented label features \( \mathbf{u}_1 \) of each train instance \( \mathbf{x} \) with “?”. While proceeding through the chain, these “?” values are replaced with predicted label probabilities out of prediction vector \( \hat{y}^k \in (0,1)^N \). As soon as these feature columns begin to be filled with values, following classifiers may detect dependencies and base their predictions on them. In each round \( k \), for \( 1 \leq k \leq N \), starts with training a new ML-XGBoost \( f^{1,k} \ldots f^{T,k} \) model of \( T \) trees by passing the train set combined with the additional label-features \( \mathbf{p}^{k-1} \) and the target label matrix \( \mathbf{y} \) to it. Afterwards, the model is used to generate predictions \( \hat{y}^k = \text{sigmoid} \left( \sum_{t=1}^{T} f^{t,k}((\mathbf{x}, \mathbf{p}^{k-1})) \right) \) on the same data used to train it, shown in the predictions tables. In the last step these predictions are then propagated to the next chain classifier by replacing the corresponding label features \( \pi_k \) chosen by the chaining strategy with the corresponding predicted probabilities, i.e., \( p_{\pi_k} = \hat{y}_{\pi_k}^k \).

### 5.3.2 Dynamic chain ordering

In order to be able to shorten the training and prediction process we follow (6) and propagate the label with the highest estimated probability first. However, we combine this ordering on the positive labels with RDT’s strategy of selecting labels by their certainty (5) on the negative labels. More specifically, we start to select the label with the lowest probability next as soon as no further label with probability higher than 0.5 is found. The objective of this strategy is two-fold: in case the prediction process stops before round \( N \), it is desirable 1) to have returned as many positive labels as possible and 2) that the predictions so far are as accurate as possible.

The strategy can be formalized as follows where \( J = \{1 \ldots N\}\setminus\{\pi_1 \ldots \pi_{k-1}\} \) denotes the labels which were not propagated previously:

\[
\pi_r = \begin{cases} 
\arg\max_{j \in J} \hat{y}^k_j, & \text{if } \max_{j \in J} \hat{y}^k_j \geq 0.5 \\
\arg\min_{j \in J} \hat{y}^k_j, & \text{if } \max_{j \in J} \hat{y}^k_j < 0.5 
\end{cases}
\]

Note that in practice it can still happen that a positive labels is found after a negative one, for instance because the negative predictions added evidence for a certain label to be relevant. For the same reason certainties for already set labels in \( \pi \) might also increase in subsequent rounds. In order to benefit from these increased certainties, we allow to update the scores in \( \mathbf{p} \) in these cases. However, we do not allow that later classifiers revoke previous decisions by changing labels from positive to negative or the other way around.

### 5.3.3 Prediction process

The prediction process is similar to the training process. Instead of training a model in each step, we reuse the models from the training phase to generate predictions on the test set. After all predictions are propagated, the propagated labels are mapped to label predictions, where probabilities \( p_j < 0.5 \) or equal to “?” are interpreted as negative labels and probabilities \( p_j \geq 0.5 \) as positive labels. The process is depicted in Fig. 6 following the red lines.
5.3.4 Separate and conquer

We faced the following problem during the adaptation of the DCC approach to XGBoost. Consecutive models in the chain tend to select the same splits and therefore predict the same labels, especially ones which are easy to learn, e.g. if they clone existing features. We solve this problem by introducing an approach similar to separate-and-conquer from rule learning (Fürnkranz 1999) that is applied after each feature column update, i.e., after learning \( f^{1,k} \) \( \ldots \) \( f^{T,k} \) and as preparation for learning \( f^{1,k+1} \) \( \ldots \) \( f^{T,k+1} \). The separating step turns all gradient and hessian values of previously predicted labels for an instance to zero. Thereby, they are no longer considered during split score calculation in the conquering step and other splits become more likely since scores for already used splits are lower. The computation of the prediction scores \( w_{v} \) at the leafs is not affected by this measure so that labels still get the chance to be selected as next label for instances for which they were not yet chosen. This aspect is also relevant for the following measure.

5.3.5 Cumulated predictions

A second observation during development was that final predictions, after traversing the chain, contain too little positive labels. Analyzing the chain models showed that especially early models predict multiple positive labels, but are only allowed to propagate the one with the highest probability. Therefore we introduce cumulated predictions to preserve these otherwise forgotten positive predictions.

The idea is to save all predictions of each chain classifier and merge them afterwards with the chain predictions of the unmodified DCC using the following heuristic.

The final cumulated prediction \( c_j \) for label \( \lambda_j \) and an instance \( x \) is computed as

\[
c_j = \begin{cases} 
  p_j^N & \text{if } p_j^N \neq ? \\
  \max(\hat{y}_j^1, \ldots, \hat{y}_j^N) & \text{otherwise} 
\end{cases}
\]  

These final predictions \( c_j \) are used as in Sect. 5.3.3 in order to determine whether the label is set or not. For example, the standard version predicts \( \lambda_1 \) as negative for test instance \( x_4 \) in Fig. 6 since the label was chosen as next label in the first round and set to negative due to its probability of \( \hat{y}_1^1 = 0.21 \). In contrast, the cumulative approach would set \( \lambda_1 \) as relevant since the second chain model predicted a probability of \( \hat{y}_1^2 = 0.51 \).

6 Experiments

The purpose of the experimental evaluation is two-fold. Firstly, we want to directly compare the proposed dynamic extension of gradient boosting trees to the static classifier chain variant, both in terms of predictive performance and computational costs (Sects. 6.2, 6.3). Secondly, we present a comparison to established decision tree learners, including the random decision trees proposed above, in order to assess the practical implications of the proposed extensions (Sect. 6.4). In particular, we evaluated the following algorithms:

- **J48**: WEKA’s implementation of C4.5 represents in our comparison the family of classical single decision tree learners.
- **BR**: Binary relevance learning, which learns on J48 decision tree for each label.
• **CC**: Classifier Chains, which extend BR by including previously predicted labels as additional features for subsequent labels.
• **LP**: The label powerset algorithm, which treats every label combination as a separate class value for J48.
• **RF**: Random forest (and its variant predictive clustering trees) regularly achieve best positions in comparisons of state-of-the-art algorithms for multi-label classification (Madjarov et al. 2012; Bogatinovski et al. 2021, no comparison to gradient boosted trees, though). We used the WEKA implementation of random forests as base learner for BR, CC and LP.
• **XGB**: XGBoost used as base learners for BR and CC.
• **RDT-DCC**: Dynamic classifier chains using random decision trees (Sect. 4).
• **ML-XGB**: A single multi-label XGBoost model introduced in Sect. 5.2.
• **XDCC\textsubscript{cum}**: DCC with ML-XGB models as base classifiers, as proposed in Sect. 5.3, and cumulated predictions turned on.
• **XDCC\textsubscript{std}**: The variant of XDCC without cumulated predictions, included in order to show the effect of this modification.

Hyper-parameters, especially regarding the tree construction, were optimized for F1 on a randomly selected 20% subset of the training set which was fixed beforehand. This setting provided more stable results than using subset accuracy as the objective measure especially for the larger datasets.

### 6.1 Comparison of split functions

In a first step, we compared the proposed split gain functions. The average ranks in each column in Table 4 were obtained by optimizing hyper-parameters for the respective loss.

Our expectation was that the max heuristics, which finds splits leading to confident predictions for only one single label, should work particularly well with the proposed dynamic approach, since it fits to the idea of predicting labels one by one. In fact, the results show that the maxGain, maxSigned and maxAbsG methods generally beat their sum counterparts in direct comparison. In particular maxGain, which is based on the idea of predicting the most confident labels first, is the best method (though the better methods are generally close together) also when considering the standard and cumulative version of XDCC separately. The maxSigned criterion, which tries to fulfill the requirement of predicting positive labels first, performs worse. However, the direct comparison between both methods w.r.t. F1 and XDCC\textsubscript{cum}, where maxGain won on 7 and maxSigned on 4 datasets, suggests that the best criterion depends to a great extent on the task at hand. Therefore, we included the selection of the appropriate splitting criterion as an additional hyper-parameter to be optimized in the following experiments.

3 The following parameters were tuned by grid-search: Number of trees \{100, 300, 500\}, max. tree depth \{5, 10, 20, 50\} for RF; Number of trees \{100, 300, 500\}, max. leaf size \{3, 5, 9\}, max. tree depth \{5, 10, 20, 30, 50\}, percentage of label tests \{0.1, 0.2, 0.3\} for RDT; Max. tree depth \{5, 10, 20, 50, 100\}, number of boosting rounds \{10, 20, 50, 100\}, learning rate \{0.1, 0.2, 0.3\} for XDCC, ML-XGB, XGB-BR, XGB-CC; Split methods in Table 3 for XDCC, ML-XGB. All remaining parameters were set to default values.
4 The Friedman test passed at \(\alpha = 0.05\) and the Nemenyi critical distance is 5.18.
The maxAbsG variants, which were meant to be less sensitive to outliers in the gradient computation, performed quite comparable to the base maxSigned variant. The bottom ranks of the sumSigned heuristic, especially in comparison to the much better sumAbsG variant, suggest that outliers are less problematic if the split is targeted to separate one single label where a confident prediction is possible.

6.2 Static vs. dynamic label orderings

Similarly to Sect. 4.4, we performed experiments which allow to see the advance of the DCC approach obtained by subsequently refining its predictions. Note, however, that contrary to the evaluation w.r.t. RDTs we cannot fully isolate the comparison between static and dynamic predictions from other effects than the order of the chain.

Hence, we included an instantiation of CC’s static chain which was generated by combining the dynamic chains found by XDCC for the instances in the validation set (XDCC Order). This ensures a certain proximity between the static and dynamic models and hence further cancels out, to a certain degree, effects caused by the random selection of the static orderings. Moreover, we included static but randomly ordered chains (Rand Order), and the static orderings from rare to frequent labels (Rare Order) and vice-versa (Freq Oder) as proposed by Nam et al. (2017). Each model used its own best hyper-parameters for the comparison of the predictive performance. However, XDCC used the XGBoost parameters found for CC for the comparison of the computational costs in order to obtain tree models of similar size.

As described in Sect. 5.3, XDCC can provide useful predictions after each round. This allows to terminate the prediction process early, which can be a major advantage over CC in terms of computational costs. Moreover, by subsequently refining its predictions based on previous predictions, we did not only expect to advance regarding F1, for which we optimized the XGBoost parameters, but especially in terms of SA. Figure 7 shows measures HA, SA and the time for training for different lengths of the chain in full detail exemplarily on yeast. The previous experiments on RDT (Sect. 4.4) showed that this dataset is appropriate to investigate the effect of static vs. dynamic label orderings, as it has a relatively high cardinality and appears to possess a label dependence structure which can be exploited by chaining techniques. The relatively small size of the dataset also allowed us to repeat CC 100 times in order to show the range of results if the permutations are chosen purely randomly. The trade-off between predictive performance and computational costs for the remaining datasets is analyzed further below. Note that length one of XDCC cum corresponds to ML-XGB when the same parameter were used.

The first observation in the two graphs in the top row is that, as expected, in terms of HA and SA, the performance of standard XDCC, which makes one prediction per label, improves with increasing length until a little bit further than the average cardinality of four of the dataset. If we add the cumulated predictions, the performances converge much faster because we can make more predictions in each iteration. Yet, there is a clear improvement visible for SA, which indicates that XDCC cum is able to directly benefit from the previous predictions in order to match the correct label combinations. The cumulated predictions are also decisive for surpassing the static CC chains. This includes the 100 random ordering as well as the orderings according to the label frequencies and XDCC’s ordering. Interestingly, as can be seen from the red curves in the lower right graph, the training costs of CC are never reached although the same XGBoost parameters were used. In terms of prediction
costs, XDCC becomes more expensive after eight rounds (green curve), which is long after it has reached the average cardinality and XDCC’s optimal predictive performance.

The point where train times of CC are reached by XDCC are further investigated in Figs. 8 and 9. It shows the ratio of XDCC$_{cum}$ to CC for the different datasets (connected

---

**Table 4** Average ranks over the 11 datasets (and ranks over these in brackets) of the split function methods in combination with the cumulated and standard method

| Variant | Gain | HA   | SA   | F1   |
|---------|------|------|------|------|
| XDCC$_{cum}$ | sumGain | 5.00 (2) | 4.50 (1.5) | 4.46 (2) |
|          | sumSigned | 9.59 (11) | 10.00 (11) | 9.59 (11) |
|          | sumAbsG | 7.09 (10) | 6.23 (6) | 5.18 (4) |
|          | maxGain | 4.27 (1) | 4.50 (1.5) | 4.36 (1) |
|          | maxSigned | 5.46 (5) | 5.41 (4) | 5.55 (5) |
|          | maxAbsG | 5.91 (7) | 5.55 (5) | 4.64 (3) |
|          | sumGain | 6.59 (8) | 6.32 (8) | 7.18 (10) |
|          | sumSigned | 10.55 (12) | 10.64 (12) | 11.41 (12) |
|          | sumAbsG | 7.05 (9) | 6.96 (10) | 6.64 (8) |
|          | maxGain | 5.41 (4) | 5.32 (3) | 6.46 (7) |
|          | maxSigned | 5.23 (3) | 6.27 (7) | 5.55 (5) |
|          | maxAbsG | 5.86 (6) | 6.32 (8) | 7.00 (9) |
| XDCC$_{std}$ | sumGain | 6.59 (8) | 6.32 (8) | 7.18 (10) |
|          | sumSigned | 10.55 (12) | 10.64 (12) | 11.41 (12) |
|          | sumAbsG | 7.05 (9) | 6.96 (10) | 6.64 (8) |
|          | maxGain | 5.41 (4) | 5.32 (3) | 6.46 (7) |
|          | maxSigned | 5.23 (3) | 6.27 (7) | 5.55 (5) |
|          | maxAbsG | 5.86 (6) | 6.32 (8) | 7.00 (9) |

---

**Fig. 7** Comparison with respect to length of the chain on YEAST. XDCC-Order is overlayed by Rand-Order for F1. The shaded area for CC depicts the 5-quantiles (highest value, 20th, 40th, 60th, 80th value, lowest value).
lines) and chain lengths. The difference between the two diagrams lies in the parameters used: XDCC was trained with the best parameters found for CC in Fig. 9. In contrast, CC and XDCC had separate hyper-parameter optimizations in Fig. 8. Hence, Fig. 9 is better suited for comparing the training times, whereas Fig. 8 allows for a better comparison of the reachable predictive performance. No clear general advantage was observed for neither of the frequency based label order heuristics in the previous analysis, especially not in comparison with a random order. Hence, we adopted static random chain orders in the following experiments. Note that optimizing a fixed chain, especially

Fig. 8 Train time ratios between XDCC$_{cum}$ and CC in relation to their ratio with respect to F1 for nine datasets. Both models use individual XGB parameters where they performed best. CAL500 around (0.1,1.4) not shown for convenience, bibtex continues to (5.3,0.84).

Fig. 9 Train time ratios between XDCC$_{cum}$ and CC in relation to their ratio with respect to F1 for nine datasets. Both models use the same XGB parameter set which was optimized for CC and F1. CAL500 starting at (0.008, 4.683) and ending (0.854, 4.690) not shown for convenience, no results for bibtex.
by trying out several different orderings, would multiply the training time by the number of different orders tried and thus be even more costly (cf. Sect. 2.2).

We can observe in both diagrams that XDCC is always faster in the first rounds than CC. Only for higher number of rounds the ratio is advantageous for CC, but at that point XDCC has already converged w.r.t. predictive performance and additional rounds do not have a great impact. As already seen in Fig. 7 for yeast, we can also observe for the other datasets a steep increase in $F1$ in the first rounds which decelerates approximately when reaching the average number of positive labels per example. Consequently, the graphs for scene, birds, genbase and medical with a cardinality around one are straight or only exhibit an increase in the very beginning. Interestingly, the datasets for which XDCC has greater difficulties w.r.t. $F1$ are also the ones where XDCC has to invest more time than CC to learn the complete sequence. Except for CAL500, medical, emotions, the ordering of the endpoints seems to correlate quite well with the density of the datasets, i.e., the cardinality divided by the total number of labels. We leave further investigations of this relation for future work.

The progress of predicting the labels is also depicted in Fig. 10. The fast completion of the prediction of positive labels, as visualized by the achievement of 100% on the respective left sides of the bars, indicates that positive labels are generally predicted in earlier rounds, as expected from the design of the split functions. As shown previously, this behaviour is decisive for the fast convergence and hence the possibility to end the training and prediction processes already in early rounds.

![Fig. 10](image)

*Fig. 10* Heat maps of the development of the predictions of positive and negative labels (left and right side of the bar, respectively) from the first (top row) to last round (bottom row) given as fraction (color level) of the total number of positive and negative predictions on the respective dataset.

| Method   | HA  | SA  | F1  | Train time | Test time |
|----------|-----|-----|-----|------------|-----------|
| XGB-BR   | 2.10 (1) | 3.10 (4) | 2.60 (2) | 2.90 (2) | 2.46 (2) |
| XGB-CC   | 2.95 (3.5) | 2.25 (1) | 2.80 (3) | 3.50 (3) | 2.55 (3) |
| ML-XGB   | 2.80 (2) | 2.85 (3) | 2.85 (4) | 1.20 (1) | 1.36 (1) |
| XDCC$_{cum}$ | 2.95 (3.5) | 2.60 (2) | 2.05 (1) | 3.70 (4.5) | 4.32 (4.5) |
| XDCC$_{std}$ | 4.20 (5) | 4.20 (5) | 4.70 (5) | 3.70 (4.5) | 4.32 (4.5) |

Table 5 Predictive performance and times comparison of the XGBoost variants. Shown are the average ranks over the eleven datasets and the ranks over these in brackets.
In summary, on the analyzed datasets, XDCC’s label ordering strategy allows the prediction process to terminate advance, resulting in a substantial speed-up in comparison to CC, without any major loss in predictive performance.

6.3 Comparison to decomposition methods

Table 5 summarizes the comparison between XDCC\textsubscript{cum} and CC (random chain order) but also includes a binary relevance model trained with XGBoost and the other XDCC variants. Except for ML-XGB, which corresponds to stopping XDCC\textsubscript{cum} after the first round, the XDCC models processed the full chain for both training and prediction. XDCC\textsubscript{std} is included for showing the effect of cumulative predictions.\footnote{The Friedman test passed at $\alpha = 0.05$ for all measures but the critical distance of 1.66 is only reached for some comparisons to XDCC\textsubscript{std}.}

The first observation is the strong baseline achieved by BR regarding HA, as partially expected from Sect. 2.3. In the same way, CC is best in terms of SA. However, ML-XGB performs second regarding HA and XDCC\textsubscript{cum} is second regarding SA, which suggests that the proposed approach is able to trade-off between both extremes. This is also confirmed by the best position in terms of F1. The positive effect of the cumulative predictions is clearly visible by the direct comparison between both XDCC. The comparison of the training and prediction times suggests that a similar advantage to BR is achievable as to CC when shortening the prediction process.

6.4 Comparison to baselines

Table 6 presents a comparison of the proposed tree-based dynamic classifier chain approaches to baselines based on the J48 tree learner and random forests. As different technical infrastructure are employed, we do not include comparisons of the computational costs. tmc2007 did not complete for J48 and RF on time and was therefore excluded from the comparison. Classifier chains used random static orderings.\footnote{The Friedman test passed for HA and SA at $\alpha = 0.05$, the critical distance is 3.05.}

Table 6 Predictive performance comparison to the baselines. Shown are the average ranks over 10 datasets (all except tmc2007) and the ranks over these in brackets.

| Method      | HA   | SA   | F1   |
|-------------|------|------|------|
| J48-BR      | 4.80 (5) | 5.90 (8) | 4.50 (5) |
| J48-CC      | 5.20 (6) | 4.25 (4) | 4.30 (4) |
| J48-LP      | 7.00 (8) | 4.95 (5) | 6.30 (8) |
| RF-BR       | 3.20 (2) | 5.10 (6) | 5.20 (7) |
| RF-CC       | 3.40 (3) | 4.10 (3) | 5.00 (6) |
| RF-LP       | 4.30 (4) | 2.50 (1) | 3.40 (1.5) |
| RDT-DCC     | 5.40 (7) | 5.55 (7) | 3.90 (3) |
| XDCC\textsubscript{cum} | 2.70 (1) | 3.65 (2) | 3.40 (1.5) |

Regarding Hamming accuracy, XDCC\textsubscript{cum} achieved the highest average rank even though it is not targeted at making correct individual label predictions, as the comparison to the BR decomposition using XGBoost demonstrated previously. The more advanced techniques of gradient boosting seem to play out their advantage in this case. XDCC\textsubscript{cum} also
achieves good results on SA, though the label powerset method of RF clearly outperform the remaining algorithms on this measure. Senge et al. (2014) already showed that the LP method might be quite strong when only a small fraction of the $2^N$ possible label combinations are observed in practice (or when the absolute number is generally low). They argue that approaches like BR or CC have to make up valid combinations by concatenating single decisions whereas LP can stick to combinations for which there is certainly evidence. Though these single decisions might be better than for LP, as seen in terms of Hamming accuracy, the probability that the full combination is valid decreases exponentially with $N$. Five of our dataset contain less than 100 distinct label combinations, and 7 less than 200, which might explain the good performance of LP. The advantage is taken over to F1, where RF-LP shares the first position with our proposed XDCC, but not to HA. As aforementioned, the RDT has difficulties regarding sparse dataset, which is the reason for the low performance in direct comparison to the more broadly purposed baselines. However, RDT-DCC surprisingly beats most of the baselines for F1.

More detailed results with raw performance scores for all the approaches and measures can be found in Tables 7, 8 and 9 in the appendix.

7 Conclusions

In this paper, we have shown that the static order of labels is a severe disadvantage of chain-based multi-label classifiers, and have proposed tree-based solutions to overcome this problem. This is achieved by dynamically selecting the next label in the sequence depending on the context, namely the instance at hand and the previously predicted labels for it. In comparison to other approaches for classifier chains, which have to learn appropriate sequences at training time, our first proposed approach comes at no additional cost, since the framework of random decision trees allows to perform the necessary inferences during prediction time. This also allowed us to confirm the importance of the dynamic label ordering on different datasets in a controlled setting, where identical random decision tree models were used for static and dynamic chain predictions, so that the observed advantage for the latter can be exclusively attributed to the dynamic label selection.

We have further proposed XDCC, an adaptation of extreme gradient boosted trees to dynamic classifier chains. It was shown that the positive labels are predominantly predicted at the beginning of the process, which allows XDCC to achieve its maximum performance already after a few rounds. This allows XDCC to reduce the length of the chain, which together with the multi-target formulation of XDCC leads to substantial performance improvements in comparison to binary relevance and classifier chains. The length of the chain also trades off between the two orthogonal objectives of binary relevance and classifier chains, leading to in average the best results in terms of F1.

A key limitation of our approach is that although the above results show that the process reaches optimal performance after a few iterations, we have not thoroughly investigated stopping criteria that would allow an early termination of that process. To that end, we plan to include a virtual label which indicates the end of the training and prediction process, similar to the idea of the calibrating label in pairwise learning (Loza Mencía et al. 2010). This will also help us to address problems with very large number of labels, which can be further facilitated by integrating some of the sparse techniques proposed by Si et al. (2017) and Zhang and Jung (2019). Since the number of associated labels per instance is usually not affected by the increasing number of labels, it will be interesting to see how XDCC
will behave with respect to computational costs, since the size of the (dependency) chains should not grow significantly. Furthermore, we plan to transfer our ideas on dynamic chains to other kinds of algorithms, such as predictive clustering trees (Vens et al. 2008). Like random decision trees, their construction also does not depend on a specific target and is efficient, but they employ clustering which might yield more discriminative distributions at the leaves.

Fig. 11 Graphs for all datasets for the experiment described in Sect. 4.4.2
### Table 7: Hamming accuracy results of all algorithms on all datasets. Ranks are shown in brackets.

| Algorithm | BIRTEX | BIRDS | CAL500 | EMOTIONS |
|-----------|--------|-------|--------|----------|
| J48-BR    | 0.985 (8.0) | 0.949 (11.0) | 0.834 (10.0) | 0.740 (13.0) |
| J48-CC    | 0.985 (9.0) | 0.949 (12.0) | 0.824 (11.0) | 0.751 (11.0) |
| J48-LP    | 0.979 (12.0) | 0.943 (14.0) | 0.805 (12.0) | 0.701 (14.0) |
| RF-BR     | 0.986 (6.0) | 0.960 (6.0) | 0.859 (6.0) | 0.799 (2.0) |
| RF-CC     | 0.986 (7.0) | 0.959 (7.0) | 0.859 (5.0) | 0.805 (1.0) |
| RF-LP     | 0.981 (10.0) | 0.961 (3.0) | 0.804 (13.0) | 0.798 (3.0) |
| ML-RDT    | 0.979 (13.0) | 0.946 (13.0) | 0.841 (9.0) | 0.748 (12.0) |
| RDT-LP    | 0.981 (11.0) | 0.956 (9.0) | 0.796 (14.0) | 0.795 (4.0) |
| XGB-BR    | 0.988 (1.0) | 0.963 (1.0) | 0.862 (3.0) | 0.773 (10.0) |
| XGB-CC    | 0.987 (2.0) | 0.963 (2.0) | 0.854 (7.0) | 0.793 (6.0) |
| RDT-DCC   | 0.977 (14.0) | 0.950 (10.0) | 0.842 (8.0) | 0.776 (8.0) |
| ML-XGB    | 0.987 (4.0) | 0.961 (4.0) | 0.864 (1.5) | 0.782 (7.0) |
| XDCC\textsubscript{cum} | 0.987 (3.0) | 0.960 (5.0) | 0.864 (1.5) | 0.794 (5.0) |
| XDCC\textsubscript{std} | 0.987 (5.0) | 0.958 (8.0) | 0.860 (4.0) | 0.776 (9.0) |

| Algorithm | ENRON | FLAGS | GENBASE | MEDICAL |
|-----------|-------|-------|---------|---------|
| J48-BR    | 0.946 (9.0) | 0.725 (8.0) | 0.999 (3.0) | 0.989 (2.0) |
| J48-CC    | 0.948 (8.0) | 0.701 (12.0) | 0.999 (3.0) | 0.990 (1.0) |
| J48-LP    | 0.927 (14.0) | 0.697 (13.0) | 0.999 (5.0) | 0.983 (8.0) |
| RF-BR     | 0.953 (4.0) | 0.743 (6.0) | 0.997 (9.0) | 0.980 (11.0) |
| RF-CC     | 0.952 (5.0) | 0.734 (7.0) | 0.997 (10.0) | 0.980 (10.0) |
| RF-LP     | 0.942 (11.0) | 0.710 (9.0) | 0.999 (3.0) | 0.983 (9.0) |
| ML-RDT    | 0.941 (12.0) | 0.754 (3.0) | 0.943 (12.0) | 0.965 (13.0) |
| RDT-LP    | 0.940 (13.0) | 0.706 (10.0) | 0.939 (14.0) | 0.970 (12.0) |
| XGB-BR    | 0.953 (1.0) | 0.774 (1.5) | 0.998 (6.0) | 0.989 (3.5) |
| XGB-CC    | 0.952 (7.0) | 0.690 (14.0) | 0.999 (1.0) | 0.989 (3.5) |
| RDT-DCC   | 0.942 (10.0) | 0.750 (4.0) | 0.941 (13.0) | 0.964 (14.0) |
| ML-XGB    | 0.953 (3.0) | 0.774 (1.5) | 0.998 (7.5) | 0.989 (6.0) |
| XDCC\textsubscript{cum} | 0.953 (2.0) | 0.745 (5.0) | 0.998 (7.5) | 0.989 (5.0) |
| XDCC\textsubscript{std} | 0.952 (6.0) | 0.703 (11.0) | 0.991 (11.0) | 0.988 (7.0) |

| Algorithm | SCENE | TMC2007 | YEAST |
|-----------|-------|---------|-------|
| J48-BR    | 0.861 (12.0) | – | 0.741 (12.0) |
| J48-CC    | 0.857 (13.0) | – | 0.726 (13.0) |
| J48-LP    | 0.852 (14.0) | – | 0.710 (14.0) |
| RF-BR     | 0.911 (7.0) | – | 0.806 (1.0) |
| RF-CC     | 0.915 (4.0) | – | 0.801 (3.0) |
| RF-LP     | 0.918 (1.0) | – | 0.795 (6.0) |
| ML-RDT    | 0.916 (3.0) | 0.885 (7.5) | 0.790 (7.0) |
| RDT-LP    | 0.913 (5.0) | 0.889 (6.0) | 0.785 (10.0) |
| XGB-BR    | 0.917 (2.0) | 0.934 (4.0) | 0.801 (2.0) |
| XGB-CC    | 0.912 (6.0) | 0.934 (2.0) | 0.785 (8.0) |
| RDT-DCC   | 0.904 (8.0) | 0.885 (7.5) | 0.785 (9.0) |
| ML-XGB    | 0.896 (10.5) | 0.935 (1.0) | 0.799 (5.0) |
| XDCC\textsubscript{cum} | 0.896 (10.5) | 0.933 (5.0) | 0.800 (4.0) |
| XDCC\textsubscript{std} | 0.896 (9.0) | 0.934 (3.0) | 0.782 (11.0) |
Table 8  Subset accuracy results of all algorithms on all datasets. Ranks are shown in brackets

| Algorithm | BIBTEX | BIRDS   | CALS500 | EMOTIONS |
|-----------|--------|---------|---------|----------|
| J48-BR    | 0.133  | 0.486   | 0.000   | 0.129    |
|           | (8.0)  | (10.5)  | (7.5)   | (14.0)   |
| J48-CC    | 0.144  | 0.486   | 0.000   | 0.213    |
|           | (4.0)  | (10.5)  | (7.5)   | (10.0)   |
| J48-LP    | 0.143  | 0.468   | 0.000   | 0.218    |
|           | (5.0)  | (13.0)  | (7.5)   | (9.0)    |
| RF-BR     | 0.084  | 0.523   | 0.000   | 0.257    |
|           | (11.0) | (7.0)   | (7.5)   | (7.0)    |
| RF-CC     | 0.083  | 0.517   | 0.000   | 0.292    |
|           | (12.0) | (8.0)   | (7.5)   | (3.0)    |
| RF-LP     | 0.144  | 0.532   | 0.000   | 0.376    |
|           | (3.0)  | (5.0)   | (7.5)   | (1.0)    |
| ML-RDT    | 0.020  | 0.371   | 0.000   | 0.178    |
|           | (13.0) | (14.0)  | (7.5)   | (13.0)   |
| RDT-LP    | 0.132  | 0.495   | 0.000   | 0.361    |
|           | (10.0) | (9.0)   | (7.5)   | (2.0)    |
| XGB-BR    | 0.170  | 0.576   | 0.000   | 0.198    |
|           | (1.0)  | (1.0)   | (7.5)   | (11.0)   |
| XGB-CC    | 0.169  | 0.560   | 0.000   | 0.287    |
|           | (2.0)  | (2.0)   | (7.5)   | (4.0)    |
| RDT-DCC   | 0.009  | 0.480   | 0.000   | 0.274    |
|           | (14.0) | (12.0)  | (7.5)   | (5.0)    |
| ML-XGB    | 0.142  | 0.539   | 0.000   | 0.228    |
|           | (6.0)  | (3.0)   | (7.5)   | (8.0)    |
| XDCC$_{cum}$ | 0.140 | 0.536   | 0.000   | 0.267    |
|           | (7.0)  | (4.0)   | (7.5)   | (6.0)    |
| XDCC$_{std}$ | 0.132 | 0.523   | 0.000   | 0.188    |
|           | (9.0)  | (6.0)   | (7.5)   | (12.0)   |

| Algorithm | ENRON | FLAGS | GENBASE | MEDICAL |
|-----------|-------|-------|---------|---------|
| J48-BR    | 0.086 | 0.077 | 0.975   | 0.651   |
|           | (12.0)| (14.0)| (3.0)   | (3.0)   |
| J48-CC    | 0.116 | 0.185 | 0.975   | 0.594   |
|           | (9.0) | (4.5) | (3.0)   | (8.0)   |
| J48-LP    | 0.095 | 0.200 | 0.970   | 0.594   |
|           | (11.0)| (2.5) | (5.0)   | (8.0)   |
| RF-BR     | 0.124 | 0.169 | 0.940   | 0.281   |
|           | (5.0) | (9.5) | (9.0)   | (12.0)  |
| RF-CC     | 0.133 | 0.185 | 0.935   | 0.326   |
|           | (4.0) | (4.5) | (10.0)  | (10.0)  |
| RF-LP     | 0.173 | 0.169 | 0.975   | 0.555   |
|           | (1.0) | (9.5) | (3.0)   | (9.0)   |
| ML-RDT    | 0.031 | 0.154 | 0.312   | 0.219   |
|           | (14.0)| (11.5)| (12.0)  | (13.0)  |
| RDT-LP    | 0.161 | 0.154 | 0.296   | 0.295   |
|           | (2.0) | (11.5)| (14.0)  | (11.0)  |
| XGB-BR    | 0.116 | 0.200 | 0.960   | 0.637   |
|           | (8.0) | (2.5) | (7.0)   | (7.0)   |
| XGB-CC    | 0.136 | 0.169 | 0.980   | 0.640   |
|           | (3.0) | (7.5) | (1.0)   | (6.0)   |
| RDT-DCC   | 0.047 | 0.172 | 0.301   | 0.207   |
|           | (13.0)| (6.0) | (13.0)  | (14.0)  |
| ML-XGB    | 0.119 | 0.246 | 0.960   | 0.648   |
|           | (7.0) | (1.0) | (7.0)   | (4.0)   |
| XDCC$_{cum}$ | 0.121 | 0.169 | 0.960   | 0.654   |
|           | (6.0) | (7.5) | (7.0)   | (2.0)   |
| XDCC$_{std}$ | 0.105 | 0.123 | 0.874   | 0.643   |
|           | (10.0)| (13.0)| (11.0)  | (5.0)   |

| Algorithm | SCENE | TMC2007 | YEAST |
|-----------|-------|---------|-------|
| J48-BR    | 0.401 | –       | 0.064 |
|           | (14.0)|         | (13.0)|
| J48-CC    | 0.530 | –       | 0.121 |
|           | (13.0)|         | (11.0)|
| J48-LP    | 0.536 | –       | 0.117 |
|           | (12.0)|         | (12.0)|
| RF-BR     | 0.550 | –       | 0.163 |
|           | (11.0)|         | (9.0) |
| RF-CC     | 0.569 | –       | 0.205 |
|           | (10.0)|         | (3.0) |
| RF-LP     | 0.722 | –       | 0.257 |
|           | (1.0) |         | (1.0) |
| ML-RDT    | 0.714 | 0.036   | 0.178 |
|           | (2.0) | (7.0)   | (7.0) |
| RDT-LP    | 0.708 | 0.086   | 0.244 |
|           | (3.0) | (6.0)   | (2.0) |
| XGB-BR    | 0.584 | 0.257   | 0.183 |
|           | (9.0) | (2.0)   | (6.0) |
| XGB-CC    | 0.611 | 0.262   | 0.136 |
|           | (6.0) | (1.0)   | (10.0)|
| RDT-DCC   | 0.678 | 0.035   | 0.201 |
|           | (4.0) | (8.0)   | (4.0) |
| ML-XGB    | 0.595 | 0.249   | 0.177 |
|           | (7.5) | (4.0)   | (8.0) |
| XDCC$_{cum}$ | 0.595 | 0.250   | 0.200 |
|           | (7.5) | (3.0)   | (5.0) |
| XDCC$_{std}$ | 0.625 | 0.238   | 0.047 |
|           | (5.0) | (5.0)   | (14.0)|
Table 9  F1 results of all algorithms on all datasets. Ranks are shown in brackets.

| Algorithm | BIBTEX   | BIRDS    | CAL500   | EMOTIONS   |
|-----------|----------|----------|----------|------------|
| J48-BR    | 0.366 (2.0) | 0.603 (6.0) | 0.342 (5.0) | 0.540 (12.0) |
| J48-CC    | 0.347 (4.0) | 0.598 (9.0) | 0.353 (3.0) | 0.560 (9.0)   |
| J48-LP    | 0.303 (5.0) | 0.597 (10.0) | 0.331 (8.0) | 0.498 (14.0)  |
| RF-BR     | 0.176 (12.0) | 0.594 (11.0) | 0.346 (4.0) | 0.581 (8.0)   |
| RF-CC     | 0.174 (13.0) | 0.594 (12.0) | 0.341 (6.0) | 0.636 (4.0)   |
| RF-LP     | 0.237 (10.0) | 0.668 (3.0)  | 0.333 (7.0) | 0.669 (1.0)   |
| ML-RDT    | 0.262 (9.0) | 0.549 (13.0) | 0.465 (1.0) | 0.608 (5.0)   |
| RDT-LP    | 0.164 (14.0) | 0.543 (14.0) | 0.325 (9.0) | 0.668 (2.0)   |
| XGB-BR    | 0.372 (1.0) | 0.676 (1.0)  | 0.320 (12.0) | 0.545 (11.0)  |
| XGB-CC    | 0.358 (3.0) | 0.670 (2.0)  | 0.233 (13.0) | 0.608 (6.0)   |
| RDT-DCC   | 0.190 (11.0) | 0.600 (8.0)  | 0.463 (2.0) | 0.641 (3.0)   |
| ML-XGB    | 0.296 (7.0) | 0.614 (5.0)  | 0.324 (10.5) | 0.558 (10.0)  |
| XDCC\text{cum} | 0.301 (6.0) | 0.614 (4.0) | 0.324 (10.5) | 0.583 (7.0) |
| XDCC\text{std} | 0.290 (8.0) | 0.600 (7.0) | 0.160 (14.0) | 0.531 (13.0) |

| Algorithm | ENRON  | FLAGS   | GENBASE  | MEDICAL  |
|-----------|-------|---------|---------|---------|
| J48-BR    | 0.473 (11.0) | 0.711 (8.0) | 0.991 (3.0) | 0.773 (2.0) |
| J48-CC    | 0.503 (9.0) | 0.659 (12.0) | 0.991 (3.0) | 0.777 (1.0) |
| J48-LP    | 0.411 (14.0) | 0.668 (11.0) | 0.988 (8.0) | 0.701 (8.0) |
| RF-BR     | 0.505 (7.0) | 0.724 (6.0)  | 0.966 (9.0) | 0.353 (12.0) |
| RF-CC     | 0.525 (2.0) | 0.715 (7.0)  | 0.957 (10.0) | 0.397 (10.0) |
| RF-LP     | 0.486 (10.0) | 0.683 (10.0) | 0.991 (3.0) | 0.676 (9.0) |
| ML-RDT    | 0.515 (5.0) | 0.741 (2.0)  | 0.334 (12.0) | 0.299 (13.0) |
| RDT-LP    | 0.429 (13.0) | 0.692 (9.0)  | 0.296 (14.0) | 0.394 (11.0) |
| XGB-BR    | 0.521 (3.0) | 0.758 (1.0)  | 0.989 (5.0) | 0.753 (5.0) |
| XGB-CC    | 0.534 (1.0) | 0.635 (13.0) | 0.992 (1.0) | 0.747 (7.0) |
| RDT-DCC   | 0.505 (8.0) | 0.739 (3.0)  | 0.307 (13.0) | 0.279 (14.0) |
| ML-XGB    | 0.509 (6.0) | 0.739 (4.0)  | 0.988 (6.5) | 0.753 (4.0) |
| XDCC\text{cum} | 0.518 (4.0) | 0.738 (5.0) | 0.988 (6.5) | 0.758 (3.0) |
| XDCC\text{std} | 0.467 (12.0) | 0.618 (14.0) | 0.943 (11.0) | 0.752 (6.0) |

| Algorithm | SCENE  | TMC2007 | YEAST  |
|-----------|-------|--------|-------|
| J48-BR    | 0.552 (14.0) | - | 0.547 (11.0) |
| J48-CC    | 0.604 (11.0) | - | 0.528 (12.0) |
| J48-LP    | 0.588 (13.0) | - | 0.494 (14.0) |
| RF-BR     | 0.599 (12.0) | - | 0.609 (8.0) |
| RF-CC     | 0.608 (10.0) | - | 0.622 (5.0) |
| RF-LP     | **0.773 (1.0)** | - | 0.632 (2.0) |
| ML-RDT    | 0.764 (2.0) | 0.344 (6.0) | 0.633 (1.0) |
| RDT-LP    | 0.756 (3.0) | 0.177 (8.0) | 0.620 (6.0) |
| XGB-BR    | 0.643 (9.0) | 0.615 (3.0) | 0.613 (7.0) |
| XGB-CC    | 0.664 (8.0) | 0.622 (2.0) | 0.559 (10.0) |
| RDT-DCC   | 0.729 (4.0) | 0.344 (7.0) | 0.629 (4.0) |
| ML-XGB    | 0.686 (5.5) | 0.600 (4.0) | 0.602 (9.0) |
| XDCC\text{cum} | 0.686 (5.5) | 0.624 (1.0) | 0.631 (3.0) |
| XDCC\text{std} | 0.673 (7.0) | 0.590 (5.0) | 0.507 (13.0) |
A. Appendix

The tables and figures in the appendix extend the results shown previously for more datasets or for more algorithms. Fig. 11 shows the influence of the activated label tests in the RDTs on all available datasets (cf. Sect. 4.4.2). Tables 7, 8 and 9 show the performances for all algorithms on all datasets. ML-RDT denotes the RDT variant for multi-label classification introduced in Sect. 4.1, RDT-LP predicts label sets in the leafs (label powerset transformation).
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