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Dependent types help programmers write highly reliable code. However, this reliability comes at a cost: it can be challenging to write new prototypes in (or migrate old code to) dependently-typed programming languages. Gradual typing makes static type disciplines more flexible, so an appropriate notion of gradual dependent types could fruitfully lower this cost. However, dependent types raise unique challenges for gradual typing. Dependent typechecking involves the execution of program code, but gradually-typed code can signal runtime type errors or diverge. These runtime errors threaten the soundness guarantees that make dependent types so attractive, while divergence spoils the type-driven programming experience.

This paper presents GDTL, a gradual dependently-typed language that emphasizes pragmatic dependently-typed programming. GDTL fully embeds both an untyped and dependently-typed language, and allows for smooth transitions between the two. In addition to gradual types we introduce gradual terms, which allow the user to be imprecise in type indices and to omit proof terms; runtime checks ensure type safety. To account for nontermination and failure, we distinguish between compile-time normalization and run-time execution: compile-time normalization is approximate but total, while runtime execution is exact, but may fail or diverge. We prove that GDTL has decidable typechecking and satisfies all the expected properties of gradual languages. In particular, GDTL satisfies the static and dynamic gradual guarantees: reducing type precision preserves typedness, and altering type precision does not change program behavior outside of dynamic type failures. To prove these properties, we were led to establish a novel normalization gradual guarantee that captures the monotonicity of approximate normalization with respect to imprecision.

1 INTRODUCTION

Dependent types support the development of extremely reliable software. With the full power of higher-order logic, programmers can write expressive specifications as types, and be confident that if a program typechecks, then it meets its specification. Dependent types are at the core of proof assistants like Coq [Bertot and Castéran 2004] and Agda [Norell 2009]. While these pure systems can be used for certified programming [Chlipala 2013], their focus is on the construction of proofs,
rather than practical or efficient code. Dependently-typed extensions of practical programming languages maintain a clear phase distinction between compile-time typechecking and runtime execution, and have to embrace some compromise regarding impurity. One possibility is to forbid potentially impure expressions from occurring in types, either by considering a separate pure sub-language of type-level computation as in Dependent ML [Xi and Pfenning 1999], by using an effect system and termination checker to prevent impurity to leak in type dependencies as in F\* [Swamy et al. 2016] and Idris [Brady 2013], or by explicitly separating the language into two fragments with controlled interactions between them, as in Zombie [Casinghino et al. 2014; Sjöberg et al. 2012]. A radical alternative is to give up on decidable typechecking and logical consistency altogether and give all responsibility to the programmer, as in Dependent Haskell [Eisenberg 2016]. The design space is wide, and practical dependently-typed programming is a fertile area of research.

As with any static type system, the reliability brought by dependent types comes at a cost. Dependently-typed languages impose a rigid discipline, sometimes requiring programmers to explicitly construct proofs in their programs. Because of this rigidity, dependent types can interfere with rapid prototyping, and migrating code from languages with simpler type systems can be difficult. Several approaches have been proposed to relax dependent typing in order to ease programming, for instance by supporting some form of interoperability between (possibly polymorphic) non-dependently-typed and dependently-typed programs and structures [Dagand et al. 2018; Osera et al. 2012; Ou et al. 2004; Tanter and Tabareau 2015]. These approaches require programmers to explicitly trigger runtime checks through casts, liftings, or block boundaries. Such explicit interventions hamper evolution.

In contrast, gradual typing [Siek and Taha 2006] exploits type imprecision to drive the interaction between static and dynamic checking in a smooth, continuous manner [Siek et al. 2015]. A gradual language introduces an unknown type ?, and admits imprecise types such as Nat \to ?. The gradual type system optimistically handles imprecision, deferring to runtime checks where needed. Therefore, runtime checking is an implicit consequence of type imprecision, and is seamlessly adjusted as programmers evolve the declared types of components, be they modules, functions, or expressions. This paper extends gradual typing to provide a flexible incremental path to adopting dependent types.

Gradual typing has been adapted to many other type disciplines, including ownership types [Sergey and Clarke 2012], effects [Bañados Schwerter et al. 2016], refinement types [Lehmann and Tanter 2017], security types [Fennell and Thiemann 2013; Toro et al. 2018a], and session types [Igarashi et al. 2017]. But it has not yet reached dependent types. Even as the idea holds much promise, it also poses significant challenges. The greatest barrier to gradual dependent types is that a dependent type checker must evaluate some program terms as part of type checking, and gradual types complicate this in two ways. First, if a gradual language fully embeds an untyped language, then some programs will diverge: indeed, self application (\lambda x : ?. x x) is typeable in such a language. Second, gradual languages introduce the possibility of type errors that are uncovered as a term is evaluated: applying the function (\lambda x : ?. x + 1) may fail, depending on whether its argument can actually be used as a number. So a gradual dependently-typed language must account for the potential of non-termination and failure during typechecking.

A gradual dependently-typed language. This work presents GDTL, a gradual dependently-typed core language that supports the whole spectrum between an untyped functional language and a dependently-typed one. As such, GDTL adopts a unified term and type language, meaning that the unknown type ? is also a valid term. This allows programmers to specify types with imprecise indices, and to replace proof terms with ? (Section 2).
GDTL is a gradual version of the predicative fragment of the Calculus of Constructions with a cumulative universe hierarchy (CCω) (Section 3), similar to the core language of Idris [Brady 2013]. We gradualize this language following the Abstracting Gradual Typing (AGT) methodology [Garcia et al. 2016] (Section 4). Because GDTL is a conservative extension of this dependently-typed calculus, it is both strongly normalizing and logically consistent for fully static code. These strong properties are however lost as soon as imprecise types and/or terms are introduced. On the dynamic side, GDTL can fully embed the untyped lambda calculus. When writing purely untyped code, static type errors are never encountered. In between, GDTL satisfies the gradual guarantees of Siek et al. [2015], meaning that typing and evaluation are monotone with respect to type imprecision. These guarantees ensure that programmers can move code between imprecise and precise types in small, incremental steps, with the program typechecking and behaving identically (modulo dynamic type errors) at each step. If a program fails to typecheck, the programmer knows the problem is not too few type annotations, but rather incompatible types.

GDTL is a call-by-value language with a sharp two-phase distinction. The key technical insight on which GDTL is built is to exploit two distinct notions of evaluation: one for normalization during typechecking, and one for execution at runtime. Specifically, we present a novel approximate normalization technique that guarantees decidable typechecking (Section 5): applying a function of unknown type, which may trigger non-termination, normalizes to the unknown value ?. Consequently, some terms that would be distinct at runtime become indistinguishable as type indices. Approximation is also used to ensure that compile-time normalization (i.e. during typechecking) always terminates and never signals a "dynamic error". In this sense, GDTL is closer to Idris than to Dependent Haskell, which does admit reduction errors and non-termination during typechecking.

At runtime, GDTL uses the standard, precise runtime execution strategy of gradual languages, which may fail due to dynamic type errors, and may diverge as well (Section 6). In that respect, GDTL is closer to Dependent Haskell and Zombie than to Idris, which features a termination checker and a static effect system. We prove that GDTL has decidable typechecking and satisfies all the expected properties of gradual languages [Siek et al. 2015]: type safety, conservative extension of the static language, embedding of the untyped language, and the gradual guarantees (Section 7). We then show how inductive types with eliminators can be added to GDTL without significant changes (Section 8).

2 GOALS AND CHALLENGES
We begin by motivating our goals for GDTL, and describe the challenges and design choices that accompany them.
2.1 The Pain and Promise of Dependent Types

To introduce dependent types, we start with a classic example: length-indexed vectors. In a dependently-typed language, the type \( \text{Vec} A \ n \) describes any vector that contains \( n \) elements of type \( A \). We say that \( \text{Vec} \) is indexed by the value \( n \). This type has two constructors, \( \text{Nil} : (A : \text{Type}_1) \rightarrow \text{Vec} A 0 \) and \( \text{Cons} : (A : \text{Type}_1) \rightarrow (n : \text{Nat}) \rightarrow A \rightarrow \text{Vec} A n \rightarrow \text{Vec} A (n + 1) \). By making length part of the type, we ensure that operations that are typically partial can only receive values for which they produce results. One can type a function that yields the first element of a vector as follows:

\[
\text{head} : (A : \text{Type}_1) \rightarrow (n : \text{Nat}) \rightarrow \text{Vec} A (n + 1) \rightarrow A
\]

Since \( \text{head} \) takes a vector of non-zero length, it can never receive an empty vector. The downside of this strong guarantee is that we can only use vectors in contexts where their length is known. This makes it difficult to migrate code from languages with weaker types, or for newcomers to prototype algorithms. For example, a programmer may wish to migrate the following quicksort algorithm into a dependently-typed language:

\[
\text{sort vec} = \begin{cases} 
\text{Nil} & \text{if vec} == \text{Nil} \\
& \text{else} \\
& \text{(sort (filter (\leq (head vec)) (tail vec))) ++ head vec} \\
& \text{++ (sort (filter (> (head vec)) (tail vec)))}
\end{cases}
\]

Migrating this definition to a dependently-typed language poses some difficulties. The recursive calls are not direct deconstructions of vec, so it takes work to convince the type system that the code will terminate, and is thus safe to run at compile time. Moreover, if we try to use this definition with \( \text{Vec} \), we must account for how the length of each filtered list is unknown, and while we can prove that the length of the resulting list is the same as the input, this must be done manually. Alternately, we could use simply-typed lists in the dependently-typed language, but we do not wish to duplicate every vector function for lists.

2.2 Gradual Types to the Rescue?

Even at first glance, gradual typing seems like it can provide the desired flexibility. In a gradually-typed language, a programmer can use the unknown type, written \(?\), to soften the static typing discipline. Terms with type \(?\) can appear in any context. Runtime type checks ensure that dynamically-typed code does not violate invariants expressed with static types.

Since \(?\) allows us to embed untyped code in a typed language, we can write a gradually-typed fixed-point combinator \( Z : (A : \text{Type}_1) \rightarrow (B : \text{Type}_1) \rightarrow ((A \rightarrow B) \rightarrow A \rightarrow B) \rightarrow A \rightarrow B \). We define this in the same way as the usual \( Z \) combinator, but the input function is ascribed the type \(?\), allowing for self-application. Using this combinator, the programmer can write \( \text{sort} \) using general recursion. Furthermore, the programmer can give \( \text{sort} \) the type \(?\rightarrow ?\), causing the length of the results of \( \text{filter} \) to be ignored in typechecking. Annotating the vector with \(?\) inserts runtime checks that ensure that the program will fail (rather than behave in an undefined manner) if it is given an argument that is not a vector.

However, introducing the dynamic type \(?\) in a dependently-typed language brings challenges.

The unknown type is not enough. If we assign \( \text{sort} \) the type \(?\rightarrow ?\), then we can pass it any argument, whether it is a vector or not. This seems like overkill: we want to restrict \( \text{sort} \) to vectors and statically rule out nonsensical calls like \( \text{sort} \ false \). Unfortunately the usual notion of type imprecision is too coarse-grained to support this. We want to introduce imprecision more judiciously, as in \( \text{Vec} A \ ?\): the type of vectors with unknown length. But the length is a natural number, not a type. How can we express imprecision in type indices?
**Dependent types require proofs.** To seamlessly blend untyped and dependently-typed code, we want to let programs omit proof terms, yet still allow code to typecheck and run. But this goes further than imprecision in type indices, since imprecision also manifests in program terms. What should the dynamic semantics of imprecise programs be?

**Gradual typing introduces effects.** Adding \( ? \) to types introduces two effects. The ability to type self-applications means programs may diverge, and the ability to write imprecise types introduces the possibility of type errors uncovered while evaluating terms. These effects are troubling because dependent typechecking must often evaluate code, sometimes under binders, to compare dependent types. We must normalize terms at compile time to compute the type of dependent function applications. This means that both effects can manifest during typechecking. How should compile-time evaluation errors be handled? Can we make typechecking decidable in the presence of possible non-termination?

**Dependent types rely on equality.** The key reason for normalizing at compile time is that we must compare types, and since types can be indexed by terms, we need a method of comparing arbitrary terms. If we have \( A : (\mathit{Nat} \rightarrow \mathit{Nat}) \rightarrow \mathit{Type}_1 \), then \( A (\lambda x . 1 + 1) \) and \( A (\lambda x . 2) \) should be seen as the same type. In intensional type theories, like that of Coq, Agda and Idris, this is done using *definitional equality*, which fully evaluates terms (even under binders) to determine whether their normal forms are syntactically equal. Of course, this is a weaker notion than *propositional equality*, but typechecking with propositional equality (as found in *extensional* theories) is undecidable. In intensional theories, explicit rewriting must be used to exploit propositional equalities.

In a gradual language, types are also compared at runtime to compensate for imprecise static type information. With gradual dependent types, how should types (and the terms they contain) be compared at runtime? The simplest solution is to use the same notion of definitional equality as used for static typechecking. This has some unfortunate consequences, such as \( A (\lambda x . x + x - x) \) and \( A (\lambda x . x) \) being deemed inconsistent, even though they are clearly propositionally equal. However, mirroring compile-time typechecking at runtime simplifies reasoning about the language behavior.

### 2.3 GDTL in Action

To propagate imprecision to type indices, and soundly allow omission of proof terms, GDTL admits \( ? \) both as a type and a term. To manage effects due to gradual typing, we use separate notions of evaluation for compile-time and runtime. Introducing imprecision in the compile-time normalization of types avoids both non-termination and failures during typechecking.

**The unknown as a type index.** Since full-spectrum dependently-typed languages conflate types and terms, GDTL allows \( ? \) to be used as either a term or a type. Just as any term can have type \( ? \), the term \( ? \) can have any type. This lets dependent type checks be deferred to runtime. For example, we can define vectors \texttt{staticNil}, \texttt{dynNil} and \texttt{dynCons} as follows:

\[
\begin{align*}
\texttt{staticNil} &: \texttt{Vec Nat} 0 \\
\texttt{dynNil} &: \texttt{Vec Nat} ? \\
\texttt{dynCons} &: \texttt{Vec Nat} ?
\end{align*}
\]

Then, \( \texttt{(head Nat 1 staticNil)} \) does not typecheck, \( \texttt{(head Nat 1 dynNil)} \) typechecks but fails at runtime, and \( \texttt{(head Nat 1 dynCons)} \) typechecks and succeeds at runtime. The programmer can choose between compile-time or runtime checks, but safety is maintained either way, and in the fully-static case, the unsafe code is still rejected.

**The unknown as a term at runtime.** Having \( ? \) as a term means that programmers can use it to optimistically omit *proof terms*. Indeed, terms can be used not only as type indices, but also as proofs of propositions. For example, consider the equality type \( \texttt{Eq} : (A : \mathit{Type}_i) \rightarrow A \rightarrow A \rightarrow \mathit{Type}_i \),
along with its lone constructor \( \text{Refl} : (A : \text{Type}_n) \rightarrow (x : A) \rightarrow \text{Eq} A x x \). We can use these to write a (slightly contrived) formulation of the head function:

\[
\text{head'} : (A : \text{Type}_n) \rightarrow (n : \text{Nat}) \rightarrow (m : \text{Nat}) \rightarrow \text{Eq} \text{Nat n (m + 1)} \rightarrow \text{Vec} A n \rightarrow A
\]

This variant accepts vectors of any length, provided the user also supplies a proof that its length \( n \) is not zero (by providing the predecessor \( m \) and the equality proof \( \text{Eq} \text{Nat n (m + 1)} \)). GDTL allows ? to be used in place of a proof, while still ensuring that a runtime error is thrown if head’ is ever given an empty list. For instance, suppose we define a singleton vector and a proof that 0 = 0:

\[
\begin{align*}
\text{staticCons} : & \text{Vec Nat 1} \\
\text{staticCons} & = \text{Cons Nat 0 (Nil Nat)}
\end{align*}
\]

Then (head’ \( \text{Nat 0 0 staticProof staticNil} \)) does not typecheck, (head’ \( \text{Nat 0 ?? staticNil} \)) typechecks but fails at runtime, and (head’ \( \text{Nat 1 ?? staticCons} \)) typechecks and succeeds at runtime. To see why we get a runtime failure for staticNil, we note that internally, head’ uses an explicit rewriting of the equality, i.e. if \( x \) and \( y \) are equal, then any property \( P \) that holds for \( x \) must also hold for \( y \):

\[
\text{rewrite} : (A : \text{Type}_n) \rightarrow (x : A) \rightarrow (y : A) \rightarrow (P : A \rightarrow \text{Type}_n) \rightarrow \text{Eq} A x y \rightarrow P x \rightarrow P y
\]

In GDTL, when ? is treated as an equality proof, it behaves as \( \text{Refl} ?? \). Therefore, in the latter two cases of our example, rewrite gives a result of type \( P ?? \), which is checked against type \( P y \), at runtime. If \( P x \) and \( P y \) are not definitionally equal, then this check fails with a runtime error.

**Managing effects from gradual typing.** To illustrate how the effects of gradual typing can show up in typechecking, suppose a programmer uses the aforementioned \( Z \) combinator to accidentally write a non-terminating function badFact.

\[
\text{badFact} = \lambda m . Z (\lambda f . \text{ifzero} m (f 1)(m \ast f (m))) \quad \text{-- never terminates}
\]

As explained before, from a practical point of view, it is desirable for GDTL to fully support dynamically-typed terms, because it allows the programmer to opt out of both the type discipline and the termination discipline of a dependently-typed language. However, this means that computing the return type of a function application may diverge, for instance:

\[
\begin{align*}
\text{repeat} & : (A : \text{Type}_n) \rightarrow (n : \text{Nat}) \rightarrow \lambda \rightarrow (\text{Vec} A n) \\
\text{factList} & = \text{repeat} \text{Nat (badFact 1) 0} \quad \text{-- has type Vec Nat (badFact 1)}
\end{align*}
\]

To isolate the non-termination from imprecise code, we observe that any diverging code will necessarily apply a function of type ?. While badFact does not have type ? , its definition uses \( Z \), which contains ascriptions of type ?.

Similarly, a naïve approach to gradual dependent types will encounter failures when normalizing some terms. Returning to our head function, how should we typecheck the following term?

\[
\text{failList} = \text{head Nat (false :: ?) staticCons}
\]

We need to check staticCons against Vec Nat ((false :: ?) + 1), but what does (false :: ?) + 1 mean as a vector length?

The difficulty here is that if a term contains type ascriptions that may produce a runtime failure, then it will always trigger an error when normalizing, since normalization evaluates under binders.

---

1This follows directly from the understanding of the unknown type ? as denoting all possible static types [Garcia et al. 2016]. Analogously, the gradual term ? denotes all possible static terms. Thus applying the term ? as a function represents applying all possible functions, producing all possible results, which can be abstracted as the gradual term ?. This means that ?, when applied as a function, behaves as \( \lambda x . ? \). Similarly, ? treated as an equality proof behaves as \( \text{Refl} ? ? \).
This means that typechecking will fail any time we apply a function to a possibly-failing term. This is highly undesirable, and goes against the spirit of gradual typing: writing programs in the large would be very difficult if applying a function to an argument that does match its domain type caused a type error, or caused typechecking to diverge! Whereas Dependent Haskell places the burden on the programmer to ensure termination and freedom from failure during typechecking, doing so in a gradual language would make it difficult for programmers because of the possibly indirect interactions with untyped code.

GDTL avoids both problems by using different notions of running programs for the compile-time and runtime phases. We distinguish compile-time normalization, which is approximate but total, from runtime execution, which is exact but partial. When non-termination or failures are possible, compile-time normalization uses ? as an approximate but pure result. So both factList and failList can be defined and used in runtime code, but they are assigned type Vec Nat ?. To avoid non-termination and dynamic failures, we want our language to be strongly normalizing during typechecking. Approximate normalization gives us this.

GDTL normalization is focused around hereditary substitution [Watkins et al. 2003], which is a total operation from canonical forms to canonical forms. Because hereditary substitution is structurally decreasing in the type of the value being substituted, a static termination proof is easily adapted to GDTL. This allows us to pinpoint exactly where gradual types introduce effects, approximate in those cases, and easily adapt the proof of termination of a static language to the gradual language GDTL. Similarly, our use of bidirectional typing means that a single check needs to be added to prevent failures in normalization.

2.4 Gradual Guarantees for GDTL

To ensure a smooth transition between precise and imprecise typing, GDTL satisfies the gradual guarantee, which comes in two parts [Siek et al. 2015]. The static gradual guarantee says that reducing the precision of a program preserves its well-typedness. The dynamic gradual guarantee states that reducing the precision of a program also preserves its behavior, though the resulting value may be less precise.

One novel insight of GDTL’s design is that the interplay between dependent typechecking and program evaluation carries over to the gradual guarantees. Specifically, the static gradual guarantee fundamentally depends on a restricted variant of the dynamic gradual guarantee. We show that approximate normalization maps terms related by precision to canonical forms related by precision, thereby ensuring that reducing a term’s precision always preserves well-typedness.

By satisfying the gradual typing criteria, and embedding both a fully static and a fully dynamic fragment, GDTL gives programmers freedom to move within the entire spectrum of typedness, from the safety of higher-order logic to the flexibility of dynamic languages. Furthermore, admitting ? as a term means that we can easily combine code with dependent and non-dependent types, the midpoint between dynamic and dependent types. For example, the simple list type could be written as List A = Vec A ?, so lists could be given to vector-expecting code and vice-versa. The programmer knows that as long as vectors are used in vector-expecting code, no crashes can happen, and safety ensures that using a list in a vector operation will always fail gracefully or run successfully. This is significantly different from work on casts to subset types [Tanter and Tabareau 2015] and dependent interoperability [Dagand et al. 2018], where the user must explicitly provide decidable properties or (partial) equivalences.

2.5 Summary of Design Decisions

GDTL embodies several important design decisions, each with tradeoffs related to ease of reasoning and usability of the language.
By embracing full-spectrum dependent types, GDTL allows types to be first-class citizens: arbitrary terms can appear in types and expressions can produce types as a result. Therefore the programmer does not need to learn a separate index language, and there is no need to recreate term-level operations at the type level.

Sticking to clearly separated phases allows us to adopt different reduction strategies for typechecking and for execution. Crucially, by using approximate normalization, we ensure that typechecking in GDTL always terminates: compile-time normalization is a total (though imprecise) operation. This means that some type information is statically lost, with checks deferred to runtime.

GDTL features an unknown term ? which resembles term holes in Agda and Idris, and existential variables in Coq; the notable difference is that programs containing ? can be run without evaluation getting stuck. Every type in GDTL is therefore inhabited at least by the unknown term ?, which means that the language is inconsistent as a logic, except for fully-precise programs.

In a gradual language that can embed arbitrary untyped terms, programs may not terminate at runtime. Every type in GDTL contains expressions that can fail or diverge at runtime, due to imprecision. Fully-precise programs are guaranteed to terminate.

Finally, like Coq, Agda, and Idris, GDTL is based on an intensional type theory, meaning that it automatically decides definitional equality—i.e. syntactic equality up to normalization—and not propositional equality; explicit rewriting is necessary to exploit propositional equalities. Consequently, runtime checks in GDTL also rely on definitional equality. This makes equality decidable, but means that a runtime error can be triggered even though two (syntactically different) terms are propositionally equal.

3 SDTL: A STATIC DEPENDENTLY-TYPED LANGUAGE

We now present SDTL, a static dependently-typed language which is essentially a bidirectional, call-by-value, cumulative variant of the predicative fragment of CC\(_\omega\) (i.e. the calculus of constructions with a universe hierarchy [Coquand and Huet 1988]). SDTL is the starting point of our gradualization effort, following the Abstracting Gradual Typing (AGT) methodology [Garcia et al. 2016], refined to accommodate dependent types.
3.1 Syntax and Dynamic Semantics

The syntax of SDTL is shown in Figure 1. Metavariables for the static variants of terms, values, etc. are written in red, sans-serif font. Types and terms share a syntactic category. Functions and applications are in their usual form. Function types are dependent: a variable name is given to the argument, and the codomain may refer to this variable. We have a universe hierarchy: the lowest types have the type \( \text{Type}_1 \), and each \( \text{Type}_i \) has type \( \text{Type}_{i+1} \). This hierarchy is cumulative: any value in \( \text{Type}_i \) is also in \( \text{Type}_{i+1} \). Finally, we have a form for explicit type ascriptions.

We use metavariables \( v, V \) to range over values, which are the subset of terms consisting only of functions, function types and universes. For evaluation, we use a call-by-value reduction semantics

- \( \Gamma \vdash \_ \Rightarrow \_ \) encodes \( \text{SSynthApp} \) and \( \text{SSynthAnn} \). These rules allow us to propagate the information from ascriptions inwards, so that \( \Gamma \vdash t \Rightarrow v \) says that, given a type \( t \), we can confirm that \( v \) has that type. These rules allow us to propagate the information from ascriptions inwards, so that

\[
\Gamma \vdash t \Rightarrow v
\]

is also in \( \text{Type}_{i+1} \). Finally, we have a form for explicit type ascriptions.

\[
\Gamma \vdash \Gamma[\cdot/x] \Rightarrow U
\]

is well-formed when evaluating, and function applications result in (syntactic) substitution. We refer to the values and semantics as simple rather than static, since they apply equally well to an untyped calculus, albeit without the same soundness guarantees.

3.2 Comparing Types: Canonical Forms

Since dependent types can contain expressions, it is possible that types may contain redexes. Most dependent type systems have a conversion rule that assigns an expression type \( T_1 \) if it has type \( T_2 \), and \( T_2 \) is convertible to \( T_1 \) through some sequence of \( \beta \)-conversions, \( \eta \)-conversions, and \( \alpha \)-renamings. Instead, we treat types as \( \alpha \beta \eta \)-equivalence classes. To compare equivalence classes, we represent them using canonical forms [Watkins et al. 2003], denoted with metavariables \( u \) and \( U \). These are \( \beta \)-reduced, \( \eta \)-long canonical members of an equivalence class. We compare terms for \( \alpha \beta \eta \)-equivalence by normalizing and syntactically comparing their canonical forms.

The syntax for canonical forms is given in Figure 2. We omit well-formedness rules for terms and environments, since the only difference from the typing rules is the \( \eta \)-longness check.

By representing function applications in spine form [Cervesato and Pfenning 2003], we can ensure that all heads are variables, and thus no redexes are present, even under binders. The well-formedness of canonical terms is ensured using bidirectional typing [Pierce and Turner 2000]. An atomic form can be a universe \( \text{Type}_n \) or a variable \( x \) applied to 0 or more arguments, which we refer to as its spine. Our well-formedness rules ensure the types of atomic forms are themselves atomic. This ensures that canonical forms are \( \eta \)-long, since they cannot have type \( (y : U_1) \rightarrow U_2 \).

3.3 Typechecking and Normalization

Using the concept of canonical forms, we can now express the type rules for SDTL in Figure 2. To ensure syntax-directedness, we again use bidirectional typing.

The type synthesis judgement \( \Gamma \vdash t \Rightarrow U \) says that \( t \) has type \( U \) under context \( \Gamma \), where the type is treated as an output of the judgement. That is, from examining the term, we can determine its type. Conversely, the checking judgment \( \Gamma \vdash t \Leftarrow U \) says that, given a type \( U \), we can confirm that \( t \) has that type. These rules allow us to propagate the information from ascriptions inwards, so that only top-level terms and redexes need ascriptions.

Most rules in the system are standard. To support dependent types, \text{SSynthApp} computes the result of applying a particular value. We switch between checking and synthesis using \text{SSynthAnn} and \text{SCheckSynth}. The predicativity of our system is distilled in the \text{SSynthType} rule: \( \text{Type}_i \) always has type \( \text{Type}_{i+1} \). The rule \text{SCheckLevel} encodes cumulativity: we can always treat types as if they were at a higher level, though the converse does not hold. This allows us to check function types against any \( \text{Type}_i \) in \text{SCheckPi}, provided the domain and codomain check against that \( \text{Type}_i \).

We distinguish hereditary substitution on canonical forms \( [u_1/x]^u_{U_2} = u_3 \), from syntactic substitution \( x \mapsto t_1 \) on terms. Notably, the former takes the type of its variable as input, and has canonical forms as both inputs and as output. In \text{SSynthApp} and \text{SCheckPi}, we use the
normalization judgement $\Gamma \vdash u \leadsto t \Leftarrow U$, which computes the canonical form of $t$ while checking it against $U$. Similarly, $SSYNTHANN$ uses the judgement $\Gamma \vdash U \leadsto T : Type$, which uses hereditary substitution to compute the canonical form of $T$ while ensuring it checks against some $Type_i$.

The rules for normalization (Figure 3) directly mirror those for well-typed terms, building up the canonical forms from sub-derivations. In particular, the rule $SNORMSYNTHVAR$ expands any variables with function types, which allows us to assume that the function in an application will always normalize to a $\lambda$-term. (The rules for the eta expansion function $x \leadsto_\eta u : U$ are standard, so we omit them). We utilize this assumption in $SNORMSYNTHAPP$, where the canonical form of an application is computed using hereditary substitution.

### 3.4 Hereditary Substitution

Hereditary substitution is defined in Figure 3. At first glance, many of the rules look like a traditional substitution definition. They traverse the expression looking for variables, and replace them with the corresponding term.

However, there are some key differences. Hereditary substitution has canonical forms as both inputs and outputs. The key work takes place in the rule $SHSUBLSPINE$. When replacing $x$ with $u_1$ in $x\overline{s} u_2$, find the substituted forms of $u_2$ and $x\overline{s}$, which we call $u_3$ and $\lambda y. u'_1$, respectively. If the inputs are well-typed and $\eta$-long, the substitution of the spine will always return a $\lambda$-term, meaning that its application to $u_3$ is not a canonical form. To produce a canonical form in such a case, we continue substituting, recursively replacing $y$ with $u_3$ in $u'_1$. A similar substitution in the codomain of $U$ gives our result type. Thus, if this process terminates, it will always produce a canonical form.

To ensure that the process does, in fact, terminate for well-typed inputs, we define hereditary substitution in terms of the type of the variable being replaced. Since we are replacing a different
variable in the premise **SHSubRSpine**, we must keep track of the type of the resultant expression when substituting in spines, which is why substitution on atomic forms is a separate relation. We order types by the well-founded multiset ordering given by Dershowitz and Manna [1979]: if a type $U_i$ has maximum arrow type universe $i$, we say that it is greater than all other types containing fewer arrows at universe $i$ whose maximum is not greater than $i$. Predicativity ensures that, relative to this ordering, the return type of a function application is always less than the type of the function itself. In all premises but the last two of **SHSubRSpine**, we recursively invoke substitution on strict subterms, while keeping the type of the variable the same. In the remaining cases, we perform substitution at a type that is smaller by our multiset order.

### 3.5 Properties of SDTL

Since SDTL is mostly standard, it enjoys the standard properties of dependently-typed languages. Hereditary substitution can be used to show that the language is strongly normalizing, and thus consistent as a logic. Since the type rules, hereditary substitution, and normalization are syntax
directed and terminating, typechecking is decidable. Finally, because all well-typed terms have canonical forms, SDTL is type safe.

4 GDTL: ABSTRACTING THE STATIC LANGUAGE

We now present GDTL, a gradual counterpart to SDTL derived following the Abstracting Gradual Typing (AGT) methodology [Garcia et al. 2016], extended to the setting of dependent types. The key idea behind AGT is that gradual type systems can be designed by first specifying the meaning of gradual types in terms of sets of static types. This meaning is given as a concretization function \( \gamma \) that maps a gradual type to the set of static types that it represents, and an abstraction function \( \alpha \) that recovers the most precise gradual type that represents a given set of static types. In other words, \( \gamma \) and \( \alpha \) form a Galois connection.

Once the meaning of gradual types is clear, the typing rules and dynamic semantics for the gradual language can be derived systematically. First, \( \gamma \) and \( \alpha \) allow us to lift the type predicates and type functions used in the static type system (such as equality, subtyping, join, etc.) to obtain their gradual counterparts. From these definitions, algorithmic characterizations can then be validated and implemented. Second, the gradual type system is obtained from the static type system by using these lifted type predicates and functions. Finally, the runtime semantics follow by proof reduction of the typing derivation, mirroring the type safety argument at runtime. In particular, typing derivations are augmented with pieces of evidence for consistent judgments, whose combination during reduction may be undefined, hence resulting in a runtime type error.

In this work we follow the AGT methodology, specifying \( \gamma \) and \( \alpha \), then describing how the typing rules are lifted to gradual types. In doing so, we uncover several points for which the standard AGT approach lacks the flexibility to accommodate full-spectrum dependent types with \( ? \) as a term. We describe our extensions to (and deviations from) the AGT methodology, and how they allow us to fully support gradual dependent types.

Throughout this section, we assume that we have gradual versions of hereditary substitution and normalization. We leave the detailed development of these notions to Section 5, as they are non-trivial if one wants to preserve both decidable typechecking and the gradual guarantee (Section 2.4). The dynamic semantics of GDTL are presented in Section 6, and its metatheory in Section 7.

4.1 Terms and Canonical Forms

Syntax. The syntax of GDTL (Figure 4) is a simple extension of SDTL’s syntax. We use blue, serif font to for metavariables denoting gradual terms, contexts, etc. In addition to constructs from SDTL, GDTL’s syntax includes \( ? \), the unknown term/type. This represents a type or term that is unknown to the programmer: by annotating a type with \( ? \) or leaving a term as \( ? \), they can allow their program...
\[
\gamma: \text{GCANONICAL} \rightarrow \mathcal{P}(\text{SCANONICAL}) \setminus \emptyset
\]

\[
\begin{align*}
g(\text{?}) &= \text{SCANONICAL} \\
g(\lambda x. u) &= \{ \lambda x. u' \mid u' \in \gamma(u) \} \\
g(\text{Type}_i) &= \{ \text{Type}_i \} \\
g(x) &= \{ x \} \\
g((x : U_1) \rightarrow U_2) &= \{ (x : U'_1) \rightarrow U'_2 \mid U'_1 \in \gamma(U_1), U'_2 \in \gamma(U_2) \}
\end{align*}
\]

\text{(Consistency of Gradual Canonical Terms)}

\[
\begin{array}{c}
\text{ConsistentEq} \\
\quad u \equiv u \\
\hline
\text{ConsistentPi} \\
\quad (x : U_1) \equiv (x : U'_1) \rightarrow (x : U_2) \equiv (x : U'_2) \\
\hline
\text{ConsistentLam} \\
\quad (\lambda x. u) \equiv (\lambda x. u') \\
\end{array}
\]

\[
\begin{array}{c}
\text{ConsistentApp} \\
\quad x \bar{s} \equiv x \bar{s}' \quad u \equiv u' \\
\hline
\text{ConsistentDynL} \\
\quad ? \equiv ? \\
\text{ConsistentDynR} \\
\quad u \equiv ?
\end{array}
\]

Fig. 5. GDTL: Concretization and Consistency

to typecheck with only partial typing information or an incomplete proof. Similarly, ? is added to the syntax of canonical values.

Additionally, arrow-types are annotated with a level \(i\). The type \((x : U_1) \rightarrow U_2\) is well formed at type \(\text{Type}_i\), and we have a special top level \(\omega\) where \((x : U_1) \rightarrow \omega U_2\) is well formed at type ?. These annotations are necessary for ensuring the termination of hereditary substitution, but are inferred during normalization, and are never present in source programs. We often omit these annotations, as they clutter the presentation.

Canonical forms do not contain ascriptions. While statically-typed languages use ascriptions only for guiding typechecking, the potential for dynamic type failure means that ascriptions have computational content in gradual typing. Notably, only variables or neutral applications can synthesize ? as a type, though any typed expression can be checked against ?. This allows us to reason about canonical forms at a given type: while we can layer ascriptions on terms, such as \((\text{true} :: ?) :: ? \rightarrow ?\), the only canonical forms with function types are lambdas and ?.

### 4.2 Concretization and Predicates

The main idea of AGT is that gradual types abstract sets of static types, and that each gradual type can be made concrete as a set of static types. For our system, we simply extend this to say that gradual terms represent sets of static terms. In a simply typed language, a static type embedded in the gradual language concretizes to the singleton set containing itself. However, for terms, we wish to consider the entire \(\alpha\beta\eta\)-equivalence class of the static term. As with typechecking, this process is facilitated by considering only canonical forms. The concretization function \(\gamma: \text{GCANONICAL} \rightarrow \mathcal{P}(\text{SCANONICAL})\), defined in Figure 5, recurs over sub-terms, with \(?\) mapping to the set of all terms.

Given the concretization, we can lift a predicate from the static system to the gradual system. A predicate holds for gradual types if it holds for some types in their concretizations. For equality, this means that \(U \equiv U'\) if and only if \(\gamma(U) \cap \gamma(U') \neq \emptyset\). We present a syntactic version of this in Figure 5. Concretization also gives us a notion of precision on gradual types. We say that \(U \sqsubseteq U'\) if \(\gamma(U) \subseteq \gamma(U')\): that is, \(U\) is more precise because there are fewer terms it could plausibly represent. We can similarly define \(U \sqcap U'\) as the most general term that is as precise as both \(U\) and \(U'\). Note
\[ \alpha : \mathcal{P}(\text{SCANONICAL}) \setminus \emptyset \rightarrow \text{GCANONICAL} \]

\[
\alpha(\{ x \mathbb{S} u \mid x \mathbb{S} \in A, u \in B \}) = x \mathbb{S} u'
\text{ where } \alpha(A) = x \mathbb{S}', \alpha(B) = u'
\]

\[
\alpha(\{ x : U_1 \rightarrow U_2 \mid U_1 \in A, U_2 \in B \}) = (x : U_1') \rightarrow U_2'
\text{ where } \alpha(A) = U_1', \alpha(B) = U_2'
\]

\[
\alpha(\{ \lambda x. u \mid u \in A \}) = \lambda x. u'
\text{ where } \alpha(A) = u'
\]

\[
\alpha(\{ \text{Type}_j \}) = \text{Type}_j
\]

\[\text{dom} : \text{GCANONICAL} \rightarrow \text{GCANONICAL} \]

\[\text{dom}(x : U_1) = U_2 = U_1\]

\[\text{dom} ? = ?\]

\[\text{BodySubPi}\]

\[\text{BodySubPi}(\lambda x. u) = u_2\]

\[\text{BodySubDyn}\]

\[\text{BodySubDyn}(\lambda x. u) = u_2\]

\[\text{Partial Functions}\]

Fig. 6. GDTL: Abstraction and Lifted Functions

that \( U \cap U' \) is defined if and only if \( U \cong U' \) i.e. if \( \gamma(U) \cap \gamma(U') \neq \emptyset \), and like the consistency relation, it can be computed syntactically.

4.3 Functions and Abstraction

When typechecking a function application, we must handle the case where the function has type \( ? \). Since \( ? \) is not an arrow type, the static version of the rule would fail in all such cases. Instead, we extract the domain and codomain from the type using partial functions. Statically, \( \text{dom}(x : U) \rightarrow U' = U \), and is undefined otherwise. But what should the domain of \( ? \) be?

AGT gives a recipe for lifting such partial functions. To do so, we need the counterpart to concretization: abstraction. The abstraction function \( \alpha \) is defined in Figure 6. It takes a set of static terms, and finds the most precise gradual term that is consistent with the entire set. Now, we are able to take gradual terms to sets of static terms, then back to gradual terms. It is easy to see that \( \alpha(\gamma(U)) = U' \); they are normal forms describing the same equivalence classes. This lets us define our partial functions in terms of their static counterparts: we concretize the inputs, apply the static function element-wise on all values of the concretization for which the function is defined, then abstract the output to obtain a gradual term as a result.

For example, the domain of a gradual term \( U \) is \( \alpha(\{ \text{dom} U' \mid U' \in \gamma(U) \}) \), which can be expressed algorithmically using the rules in Figure 6. We define function-type codomains and lambda-term bodies similarly, though we pair these operations with substitution to avoid creating a “dummy” bound variable name for \( ? \).

Taken together, \( \alpha \) and \( \gamma \) form a Galois connection, which ensures that our derived type system is a conservative extension of the static system.

4.4 Typing Rules

Given concretization and abstraction, AGT gives a recipe for converting a static type system into a gradual one, and we follow it closely. Figure 7 gives the rules for typing. Equalities implied by repeated metavariables have been replaced by consistency checks, such as in GCHECKSYNTH.
Similarly, in \texttt{GCheckPi} we use the judgment $U \equiv Type$ to ensure that the given type is consistent to, rather than equal to, some $Type_i$. Rules that matched on the form of a synthesized type instead use partial functions, as we can see in \texttt{GSynthType}. We split the checking of functions into \texttt{GCheckLamPi} and \texttt{GCCheckLamDyn} for clarity, but the rules are equivalent to a single rule using partial functions. In \texttt{GSynthAnn}, the judgment $\Gamma \vdash u \leftarrow T : \text{Type}_{\Rightarrow i}$ denotes level synthesis, where we normalize $U$ while inferring at what universe level it resides.

We note that while $\gamma$ and $\alpha$ are crucial for deriving the definitions of gradual operations, the operations can be implemented algorithmically as syntactic checks; an implementation does not need to compute $\gamma$ or $\alpha$. Also, because $\gamma(x) = \{x\}$ for any variable $x$, consistency, precision and meet are all well-defined on open terms. Consistency corresponds to the gradual lifting of \textit{definitional equality}: $u_1 \equiv u_2$ if and only if there is some $u'_1 \in \gamma(u_1)$ and $u'_2 \in \gamma(u_2)$ where $u'_1 =_{\alpha \beta \eta} u'_2$. This reflects our intensional approach: functions are consistent if their bodies are consistent.

We wish to allow the unknown term $? \equiv Type$ to replace any term in a program. But what should its type be? By the AGT philosophy, $? \equiv Type$ represents all terms, so it should synthesize the abstraction of all inhabited types, which is $\cdot$. We encode this in the rule \texttt{GSynthDyn}. This means that we can use the unknown term in any context.

As with the static system, we represent types in canonical form, which makes consistency checking easy. Well-formedness rules (omitted) are derived from the static system in the same way as the gradual type rules. Additionally, the gradual type rules rely on the \textit{gradual normalization} judgments, $\Gamma \vdash t \leftarrow u \equiv U$ and $\Gamma \vdash u \leftarrow t \equiv U$, which we explain in Section 5.3.

4.5 Example: Typechecking head of nil

To illustrate how the GDTL type system works, we explain the typechecking of one example from the introduction. Suppose we have types for natural numbers and vectors, and a derivation for $\Gamma \vdash \text{head} : (\text{A} : \text{Type}_1) \rightarrow (n : \text{Nat}) \rightarrow \text{Vec A} (n + 1) \rightarrow \text{A}$. In Figure 8, we show the (partial) derivation of $\Gamma \vdash \text{head Nat 0 ((Nil Nat) :: Vec Nat ?)} \equiv \text{Nat}$.

The key detail here is that the compile-time consistency check lets us compare $0$ to $\cdot$, and then $\cdot$ to $1$, which allows the example to typecheck. Notice how we only check consistency when we
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Fig. 8. Type Derivation for head of nil

switch from checking to synthesis. While this code typechecks, it fails at runtime. We step through its execution in Section 6.4.

5 APPROXIMATE NORMALIZATION

In the previous example, normalization was used to compute the type of head Nat 0, replacing \( n \) with 0 in the type of head, normalizing 0 + 1 to 1. This computation is trivial, but not all are. As we saw in Section 2.3, the type-term overlap in GDTL means that code that is run during typechecking may fail or diverge.

A potential solution would be to disallow imprecisely typed code in type indices. However, this approach breaks the criteria for a gradually-typed language. In particular, it would result in a language that violates the static gradual guarantee (Section 2.4). The static guarantee implies that if a program does not typecheck, the programmer knows that the problem is not the absence of type precision, but that the types present are fundamentally wrong. Increasing precision in multiple places will never cause a program to typecheck if doing so in one place fails.

In this section, we present two versions of gradual substitution. First, we provide ideal substitution, which is well defined on all terms, but for which equality is undecidable. Second, we describe approximate hereditary substitution, which regains decidability while preserving the gradual guarantee, by producing compile-time canonical forms that are potentially less precise than their runtime counterparts. Thus, we trade precision for a termination guarantee. From this, we build approximate normalization, which uses hereditary substitution to avoid non-termination, and avoids dynamic failures by normalizing certain imprecise terms to ?.

A key insight of this work is that we need separate notions of compile-time normalization and run-time execution. That is, we use approximate hereditary substitution only in our types. Executing our programs at run-time will not lose information, but it may diverge or fail.

For typechecking, the effect of this substitution is that non-equal terms of the unknown type may be indistinguishable at compile-time. Returning to the example from Section 2.3, the user’s faulty factorial-length vector will typecheck, but at type Vec Nat ?. Using it will never raise a static error due to its length, but it may raise a runtime error.

5.1 Ideal Substitution

Here, we present a definition of gradual substitution for \( \alpha \beta \eta \)-equivalence classes of terms. While comparing equivalence classes is undecidable, we will use ideal substitution as the theoretical foundation, showing that our approximate substitution produces the same results as ideal substitution, save for some loss of precision.

The main difficulty with lifting the definition of hereditary substitution is that the set of terms with a canonical form is only closed under hereditary substitution when we assume a static type discipline. The terms \( y \ y \) and \( \lambda x. \ x \ x \) are both syntactically canonical, but if we substitute the
\[ [u/x]^U x \bar{s} = u_2 : U_2 \]

(Approximate Atomic Hereditary Substitution)

\[
\begin{align*}
\text{GSubRHEAD} & \quad [u/x]^U x = u : U \\
\text{GSubRLAMSPINE} & \quad [u/x]^U x \bar{s} = ? : (y : U_1) \rightarrow U_2 \\
\text{GSubRLAMSPINE} & \quad [u/x]^U x \bar{s} u_2 = ? : U_3 \\
\text{GSubRLAMSPINE Ord} & \quad [u/x]^U x \bar{s} = (\lambda y. u_2) : (y : U_1) \rightarrow U_2 \\
\text{GSubRLAMSPINE Ord} & \quad [u/x]^U x \bar{s} u_1 = ? : ? \\
\text{GSubRDYNSPINE} & \quad [u/x]^U x \bar{s} = ? : U_2 \\
\text{GSubRDYNSPINE} & \quad [u/x]^U x \bar{s} = ? : U_3 \\
\end{align*}
\]

Fig. 9. GDTL: Approximate Substitution (select rules)

second in for \( y \), there is no normal form. However, both of these terms can be typed in our gradual system. How can \( ([\lambda x. x x]/y)\bar{y} \) \( y \) be defined?

If we apply the AGT lifting recipe to hereditary substitution, we get a function that may not have a defined output for all gradually well-typed canonical inputs. Even worse is that determining whether substitution is defined for an input is undecidable. By AGT’s formulation, \([u/x]^U u'\) would be \( \alpha'\{[u_1/x]^U u_2 | u_1 \in \gamma(u), u_2 \in \gamma(u') \}, U \in \text{SCONC} \). To compute \( \alpha' \), we must know which of the concretized results are defined, i.e. find all pairs in \( \gamma(u) \times \gamma(u') \) for which there exists some \( U \) on which static hereditary substitution is defined. This means determining if there is any finite number of substitutions under which the substitution on a (possibly dynamically-typed) term is defined, which requires solving the Halting Problem.

Recall that we introduced canonical forms in Section 3.2 to uniquely represent \( \alpha \beta \eta \)-equivalence classes. While canonical forms are not closed under substitutions, equivalence classes are. Going back to our initial example, what we really want is for \( ([\lambda x. x x]/y)\bar{y} \) \( y \) to be defined? \( ([\lambda x. x x]/(\lambda x. x x))^{\alpha \beta \eta} \), i.e. the set of all terms \( \alpha \beta \eta \)-equivalent to \( \Omega \).

Thus we define ideal substitution on \( \alpha \beta \eta \)-equivalence classes themselves. For this, we do not need hereditary substitution: if \( s \in s^{\alpha \beta \eta} \) and \( t \in t^{\alpha \beta \eta} \) are terms with their respective equivalence classes, the substitution \( [x \mapsto s^{\alpha \beta \eta}]t^{\alpha \beta \eta} \) is simply the equivalence class of \( [x \mapsto s]t \). We now have a total operation from equivalence classes to equivalence classes. These classes may have no canonical representative, but the function is defined regardless. If we extend concretization and abstraction to be defined on equivalence classes, this gives us the definition of ideal substitution:

\[
[x \mapsto t_1^{\alpha \beta \eta}]t_2^{\alpha \beta \eta} = \alpha(\{[x \mapsto t_1']t_2' | t_1' \in \gamma(t_1), t_2' \in \gamma(t_2)\})
\]

That is, we find the concretization of the gradual equivalence classes, which are sets of static equivalence classes. We then substitute in each combination of these by taking the substitution of a representative element, and abstract over this set to obtain a single gradual equivalence class.

5.2 Approximate Substitution

With a well-defined but undecidable substitution, we now turn to the problem of how to recover decidable comparison for equivalence classes, without losing the gradual guarantees. We again
return to (gradual) canonical forms as representatives of $\alpha\beta\eta$-equivalence classes. What happens when we try to construct a hereditary substitution function syntactically, as in SDTL?

The problem is in adapting SHsubRSpine. Suppose we are substituting $u$ for $x$ in $x\bar{s} \ u_2$, and the result of substituting in $x\bar{s}$ is $(\lambda y \ u') : ?$. Following the AGT approach, we can use the dom function to calculate the domain of $\omega$, which is the type at which we substitute $y$. But this violates the well-foundedness condition we imposed in the static case! Since the domain of $\omega$ is not decreasing, eliminating redexes may infinitely apply substitutions without decreasing the size of the type.

In all other cases, we have no problem, since the term we are substituting into is structurally decreasing. So, while equivalence classes give us our ideal, theoretical definition, hereditary substitution provides us with the exact cases we must approximate in order to preserve decidability. To guarantee termination, we must not perform recursive substitutions in spines with $\omega$-typed heads.

There are two apparent options for how to proceed without making recursive calls: we either fail when we try to apply a $\omega$-typed function, or we return $\omega$. The former will preserve termination, but it will not preserve the static gradual guarantee. Reducing the precision of a well-typed program’s ascriptions should never yield ill-typed code. If applying a dynamically-typed function caused a previously successful program to crash, violating the guarantee.

Our solution is to produce $\omega$ when applying a function of type $\omega$. We highlight the changes to hereditary substitution in Figure 9. GHSuubRDynType accounts for $\omega$-typed functions, and GHSuubRDynSpine accounts for $\omega$ applied as a function.

We must add on more check to guarantee termination, because $\omega : \omega$ could be used to circumvent the universe hierarchy. For instance, we can assign $(x : ?) \rightarrow (x \ Type_{99})$ the type $Type_1$, and we can even write a version Girard’s Paradox [Coquand 1986; Girard 1972] by using $\omega$ in place of Type. Because of this, GHSuubRLamSpine manually checks our decreasing metric.

Concretely, $i < \omega$ for every $i$, and $U < U'$ when the multiset of annotations on arrow types in $U$ is less than that of $U'$ by the well-founded multiset ordering given by Dershowitz and Manna [1979]. In the static case, the type of substitution is always decreasing for this metric. In the presence of $\omega$, we must check if the order is violated and return $\omega$ if it is, as seen in the rule GHSuubRLamSpineOrd. Unlike applying a function of type $\omega$, we believe that this case is unlikely to arise in practice unless programmers are deliberately using $\omega$ to circumvent the universe hierarchy.

5.3 Approximate Normalization

While approximate hereditary substitution eliminates non-termination, we must still account for dynamic failures. We do so with approximate normalization (Figure 10).

To see the issue, consider that we can type the term $(\lambda A. (0 :: ?) :: A)$ against $(A : Type_1) \rightarrow A$. However, there are no ascriptions in canonical form, since ascriptions can induce casts, which are a form of computation. The term $(\lambda A. 0)$ certainly does not type against $(A : Type_1) \rightarrow A$, since 0 will not check against the type variable $A$. However, if we were to raise a type error, we would never be able to apply a function to the above term. In the context $(A : Type_1)\ o$, the only canonical term with type $A$ is $\omega$. For the term to have a well-typed normal form, its body must be $\omega$.

More broadly, normalization does not preserve synthesis of typing, only checking. In the rule GNCheckSynth, if $\Gamma \vdash t \rightsquigarrow u \Rightarrow U'$, then the normal form of $t$ might check against $U$, but it won’t necessarily synthesize $U$ (or any type). We need to construct a canonical form $u$ for $t$ at type $U$, assuming we have some normal form $u'$ for $t$ at type $U'$. If $U \subseteq U'$, $u'$ will check against $U$. Otherwise, the only value we can be sure will check against $U$ is $\omega$, which checks against any type. We formalize this using a pair of rules: GNCheckSynth normalizes fully when we can do so in a type-safe way, and GNCheckApprox produces $\omega$ as an approximate result in all other cases.
Gradual typing must also treat $\eta$-expansion carefully. We $\eta$-expand all variables in $\text{GNSynthVar}$, but in $\text{GNSynthApp}$, we may be applying a function of type $\,?\,\to\,?\,$. However, a variable $x$ of type $\,?\,$ is $\eta$-long. Since we are essentially treating a value of type $\,?\,$ as type $\,?\,\to\,?\,$, we must expand $x$ to $(\lambda y. \, x \, y)$. We do this in $\text{GNSynthVar}$ with an extra $\eta$-expansion at type $\,?\,\to\,?\,$, which expands a $\,?\,$-typed term one level, and has no effect on a canonical form with a function type.

Normalization is also where we generate the annotations necessary for ensuring the decreasing metric of hereditary substitution. As we see in the rules $\text{GNCheckPiType}$ and $\text{GNCheckPiDyn}$, we annotate arrows either with the level against which they are checked, or with $\omega$ when checking against $\,?\,$. The remaining rules for normalization (omitted) directly mirror the rules from Figure 7.

Some of the difficulty with normalization arises because function arguments are normalized before being substituted. One could imagine a language that normalizes after substituting function arguments, and typechecking fails if a dynamic error is encountered during normalization. Here, normalization could fail, but only on terms that had truly ill-formed types, since unused failing values would be discarded. We leave the development of such a language to future work.

## 5.4 Properties of Approximate Normalization

**Relationship to the Ideal.** If we expand our definition of concretization to apply to equivalence classes of terms, gradual precision gives us a formal relationship between ideal and approximate normalization:

**Theorem 5.1 (Normalization Approximates the Ideal).** For any $\Gamma, t, U$, if $\Gamma \vdash t \Leftarrow U$, then $\Gamma \vdash u \Leftarrow t \Leftarrow U$ for some $u$, and $t^\alpha \beta \eta \subseteq u$.

Intuitively, this holds because approximate normalization for a term either matches the ideal, or produces $\,?\,$, which is less precise than every other term.

**Preservation of Typing.** To prove type safety for GDTL, a key property of normalization is that it preserves typing. This property relies on the fact that hereditary substitution preserves typing, which can be shown using a technique similar to that of Pfenning [2008].

---

### Figures

**Figure 10. GDTL: Approximate Normalization (select rules)**

| Rule | Description |
|------|-------------|
| $\Gamma \vdash t \sim u \Rightarrow U$ | (Approximate Normalization) |
| $\Gamma \vdash u \Leftarrow t \Leftarrow U$ |
| $\text{GNSynthApp}$ | $\Gamma \vdash t_1 \sim u_1 \Rightarrow U$ | $\Gamma \vdash u \sim t \Leftarrow U$ |
| $\dom U = U_1$ | $\Gamma \vdash u \Leftarrow t_2 \Leftarrow U_1$ |
| $[u_2/\_] \text{body } u'_i = u_3$ | $\Gamma \vdash t_1 \, t_2 \sim u'_i \Rightarrow U_2$ |
| $[u_2/\_] \text{cod } U = U_2$ | $\Gamma \vdash u \Leftarrow t \Leftarrow U$ |
| $\Gamma \vdash t \sim u \Rightarrow U'$ | $\Gamma \vdash t \sim u \Rightarrow U'$ |
| $U \equiv U'$ | $U' \subseteq U$ |
| $\Gamma \vdash u \sim t \Leftarrow U$ | $\Gamma \vdash ? \Leftarrow t \Leftarrow U$ |
| $\Gamma \vdash t \sim u \Rightarrow U'$ | $\Gamma \vdash t \sim u \Rightarrow U'$ |
| $U \equiv U'$ | $U' \not\subseteq U$ |
| $\Gamma \vdash u \sim t \Leftarrow U$ | $\Gamma \vdash ? \Leftarrow t \Leftarrow U$ |
| $\Gamma \vdash t \sim u \Rightarrow U'$ | $\Gamma \vdash t \sim u \Rightarrow U'$ |
| $U \equiv U'$ | $U' \not\subseteq U$ |
| $\Gamma \vdash u \sim t \Leftarrow U$ | $\Gamma \vdash ? \Leftarrow t \Leftarrow U$ |

---
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Evidence Terms
\[ e, E ::= \]
\[ \lambda x. e \]
\[ e_1 e_2 \]
\[ x \]
\[ (x : E_1) \to E_2 \]
\[ Type_i \]
\[ ? \]
\[ \varepsilon e \]
\[ \text{err} \]

Evidence Values
\[ v, V ::= \]
\[ \varepsilon w \]
\[ w \]
\[ (x : V) \to E \]
\[ Type_i \]
\[ ? \]

Raw Values
\[ w, W ::= \]
\[ \lambda x. e \]
\[ (x : V) \to E \]
\[ Type_i \]
\[ ? \]

Evidence Contexts
\[ C ::= \]
\[ \Box e \]
\[ v \]
\[ (x : \Box) \to E \]
\[ \varepsilon \]

Runtime Evidence
\[ \varepsilon ::= \]
\[ \langle U \rangle \]

\[ \Gamma \vdash e : U \]

\[ \text{EvTypeApp} \]
\[ \Gamma \vdash e_1 : (x : U_1) \to U_2 \]
\[ \Gamma \vdash e_2 : U_1 \]
\[ \Gamma \vdash u_2 \leftarrow e_2 \leftarrow U_1 \]
\[ [u_2/x]^1 U_2 = U_3 \]
\[ \Gamma \vdash e_1 e_2 : U_3 \]

\[ \text{EvTypeEv} \]
\[ \Gamma \vdash e : U' \]
\[ \varepsilon + U' \equiv U \]
\[ \Gamma \vdash \varepsilon e : U \]

\[ \text{EvTypeDyn} \]
\[ \Gamma \vdash U : Type \]
\[ \varepsilon + U \equiv U \]
\[ \Gamma \vdash \varepsilon? : U \]

Fig. 11. Evidence Term Syntax and Typing (select rules)

**Theorem 5.2 (Normalization preserves typing).** If \( \Gamma \vdash u \leftarrow t \leftarrow U \), then \( \Gamma \vdash u \equiv U \).

**Normalization as a Total Function.** Since we have defined substitution and normalization using inference rules, they are technically relations rather than functions. Since the rules are syntax directed in terms of their inputs, it is easy to show that there is at most one result for every set of inputs. As we discussed above, the approximation in \( \text{GNCheckApprox} \) makes normalization total.

**Theorem 5.3 (Normalization is Total).** If \( \Gamma \vdash t \leftarrow U \), then \( \Gamma \vdash u \leftarrow t \leftarrow U \) for exactly one \( u \).

6 GDTL: RUNTIME SEMANTICS

With the type system for GDTL realized, we turn to its dynamic semantics. Following the approaches of Garcia et al. [2016] and Toro et al. [2018b], we let the syntactic type-safety proof for the static SDTL drive its design. In place of a cast calculus, gradual terms carry evidence that they match their type, and computation steps evolve that evidence incrementally. When evidence no longer supports the well-typedness of a term, execution fails with a runtime type error.

6.1 The Runtime Language

Figure 11 gives the syntax for our runtime language. It mirrors the syntax for gradual terms, with two main changes. In place of type ascriptions, we have a special form for terms augmented with evidence, following Toro et al. [2018b]. We also have \text{err}, an explicit term for runtime type errors.

Translation proceeds by augmenting our bidirectional typing rules to output the translated term. Type ascriptions are dropped in the \text{GSynthAnn} rule, and initial evidence of consistency is added in \text{GCheckSynth}. Section 6.2 describes how to derive this initial evidence. In the \text{GSynthDyn} rule, we annotate \text{?} with evidence \( \varepsilon \), so \( ? \) is always accompanied by some evidence of its type. Similarly, functions of type \text{?} are ascribed \( (\rightarrow ?) \).

In Figure 11 we also define the class of syntactic values, which determines those terms that are done evaluating. We wish to allow values to be augmented with evidence, but not to have multiple
evidence objects stacked on a value. To express this, we separate the class of values from the class of \textit{raw values}, which are never ascribed with evidence at the top level.

Values are similar to, but not the same, as canonical forms. In particular, there are no redexes in canonical terms, even beneath a \(\lambda\), whereas values may contain redexes within abstractions.

### 6.2 Typing and Evidence

To establish progress and preservation, we need typing rules for evidence terms, whose key rules we highlight in Figure 11. These are essentially the same as for gradual terms, with two major changes. First, we no longer use bidirectional typing, since our type system need not be syntax directed to prove safety. Second, whereas gradual terms could be given any type that is consistent with their actual type, we only allow this for dynamic terms directly ascribed with evidence, as seen in the rule \texttt{EvTypeEv}. Thus, all applications of consistency are made explicit in the syntax of evidence terms, and for a term \(\varepsilon\ e\), the evidence \(\varepsilon\) serves as a concrete witness between the actual type of \(e\) and the type at which it is used. The normalization relation is extended to evidence terms: it simply erases evidence ascriptions and otherwise behaves like the normalization for gradual terms. We can then define hereditary substitutions of evidence terms into types, which is crucial for updating evidence after function applications.

This raises the question: what is evidence? At a high level, the evidence attached to a term tracks the most precise type information about this term that is dynamically available. As we can see in Figure 11, evidence consists of a canonical type: we use brackets \(\langle\rangle\) to syntactically distinguish evidence from canonical forms. Ascribing a term with evidence behaves like a cast in a gradual cast calculus; the key difference is that evidence only ever increases in precision. It serves as a witness for the consistency of two types, and by refining evidence at each step (and failing when this is not possible), we ensure that each intermediate expression is (gradually) well-typed.

Garcia et al. [2016] identify the correspondence between evidence and the middle type in a threesome calculus [Siek and Wadler 2010].

AGT provides a general formulation of evidence, applicable to multi-argument, asymmetric predicates. However, since equality is the only predicate we use, we need two terms is sufficient to serve as evidence of their consistency. We say that \(\varepsilon\ U_1 \equiv U_2\) whenever \(\varepsilon = \langle U' \rangle\) and \(U' \sqsubseteq U_1 \cap U_2\).

There are two key operations on evidence. First, we need initial evidence for elaborating gradual terms to evidence terms. If a term synthesizes some \(U\) and is checked against \(U'\), then during elaboration we can ascribe to it the evidence \(\langle U \cap U' \rangle\). Secondly, we need a way to combine two pieces of evidence at runtime, an operation referred to as consistent transitivity in AGT: if \(\langle U \rangle \vdash U_1 \equiv U_2,\) and \(\langle U' \rangle \vdash U_2 \equiv U_3,\) then \(\langle U \cap U' \rangle \vdash U_1 \equiv U_3,\) provided that the meet is defined. So we can also use the precision meet to dynamically combine different pieces of evidence.

Evidence is combined using the meet operation, which is based on definitional (intensional) equality. This means that if we have a type \(\Lambda : (\text{Nat} \to \text{Nat}) \to \text{Type}_1\), then \(M(\lambda x. x + x - x)\) and \(\Lambda(\lambda x. x)\) will not be consistent at runtime, despite being extensionally equivalent. Extensional equality is undecidable, so it cannot be used during typechecking. Since definitional equality is decidable, we use it both for typechecking and at runtime. This also ensures that the type operations performed at runtime directly mirror those performed during typechecking.

### 6.3 Developing a Safe Semantics

To devise our semantics, we imagine a hypothetical proof of progress and preservation. Progress tells us which expressions we need reduction rules for, and preservation tells us how to step in order to remain well-typed.
\[
\begin{align*}
\text{StepAscr} & : e_1 \land e_2 = e_3 \\
\end{align*}
\]
\[
\begin{align*}
\text{StepAscrFail} & : e_1 \land e_2 \text{ undefined} \\
\end{align*}
\]
\[
\begin{align*}
\text{StepAppDyn} & : \cdot \vdash u \leftarrow v \leftarrow \text{ dom } U \quad [u/\_\text{cod } U = U_2] \\
& \cdot \vdash (U) \vdash v \rightarrow (U_2) ?
\end{align*}
\]
\[
\begin{align*}
\text{StepAppEv} & : U' \sqcap \text{ dom } U = U_1 \quad \cdot \vdash u \leftarrow w \leftarrow U_1 \quad [u/\_\text{cod } U = U_2] \\
& (\langle U \rangle (\lambda x. e)) (\langle U' \rangle \, w) \rightarrow (U_2) ([x \mapsto (U_1) \, w]^{U_1}_{U_2} e)
\end{align*}
\]
\[
\begin{align*}
\text{StepAppEvRaw} & : \cdot \vdash u \leftarrow w \leftarrow \text{ dom } U \quad [u/\_\text{cod } U = U_2] \\
& (\langle U \rangle (\lambda x. e)) \, w \rightarrow (U_2) ([x \mapsto (U_1) \, w]^{U_1}_{U_2} e)
\end{align*}
\]
\[
\begin{align*}
\text{StepFailTrans} & : \text{ dom } U \sqcap U' \text{ undefined} \\
& (\langle U \rangle (\lambda x. e)) (\langle U' \rangle \, w) \rightarrow \text{ err}
\end{align*}
\]
\[
\begin{align*}
\text{StepContext} & : e_1 \rightarrow e_2 \quad e_1, e_2 \neq \text{ err} \\
& C[e_1] \rightarrow C[e_2]
\end{align*}
\]
\[
\begin{align*}
\text{StepContextErr} & : e \rightarrow \text{ err} \\
& C[e] \rightarrow \text{ err}
\end{align*}
\]

**Double Evidence.** Since values do not contain terms of the form \( e_2 (e_1 w) \), progress dictates that we need a reduction rule for such a case. If \( \cdot \vdash w : U, e_1 \vdash U \equiv U' \) and \( e_2 \vdash U' \equiv U'' \), then \( e_1 \land e_2 \vdash U \equiv U'' \), so we step to \( (e_1 \land e_2) w \). If the meet is not defined, then a runtime error occurs.

**Functions with Evidence.** There are two complications for reducing applications with evidence. The first is that in \( \lambda x. e \), the variable \( x \) may be free in evidence ascriptions within \( e \). When performing a substitution, we need the type and normal form of the term replacing the variable. We use the notation \( [x \mapsto e_1]^{u/U}_{e_2} \) to denote the syntactic replacement of \( x \) by \( e_1 \) in \( e_2 \), where free occurrences of \( x \) in evidence within \( e_2 \) are replaced by \( u \) (the normal form of \( e_2 \)) using hereditary substitution at type \( U \). We use this operation to reduce applications.

A second issue is that, while the simple rules dictate how to evaluate a \( \lambda \)-term applied to a value, they do not determine how to proceed for applications of the form \( (\langle U \rangle \, \lambda x. e) (\langle U' \rangle \, w) \). In such a case, we know that \( \cdot \vdash (\langle U \rangle \, \lambda x. e) : U_1 \) and that \( \langle U \rangle \vdash U_1 \equiv U_2 \) for some \( U_2 \). Computing \( \langle \text{ dom } U \rangle \sqcap \langle U' \rangle \) yields evidence that the type of \( w \) is consistent with the domain of \( U_1 \), so we ascribe this evidence during substitution to preserve well-typedness. The evidence-typing rules say that the type of an application is found by normalizing the argument value and substituting into the codomain of the function type. To produce a result at this type, we can normalize \( w \) and substitute it into the codomain of \( U \), thereby producing evidence that the actual result is consistent with the return type. In the case where \( w \) is not ascribed with evidence, we can simply behave as if it were ascribed \( (\cdot) \) and proceed using the above process.

**Applying The Unknown Term.** The syntax for values only admits application under binders, so we must somehow reduce terms of the form \( (\varepsilon \cdot v) \). The solution is simple: if the function is unknown, so is its output. Since the unknown term is always accompanied by evidence at runtime, we calculate the result type by substituting the argument into the codomain of the evidence associated with \( ? \).

**The Full Semantics.** All other well-typed terms are either values, or contain a redex as a subterm, either of the simple variety or of the varieties described above. Using contextual rules to account for
these remaining cases, we have a semantics that satisfies progress and preservation by construction. Figure 12 gives the full set of rules.

6.4 Example: Running head of nil
We return to the example from Section 4.5, this time explaining its runtime behaviour. Because of consistency, the term (Nil Nat :: (Vec Nat ?)) is given the evidence (Vec Nat ?), obtained by computing (Vec Nat 0 \cap Vec Nat ?). Applying consistency to use this as an argument adds the evidence (Vec Nat 1), since we check (Nil Nat :: (Vec Nat ?)) against dom (Vec Nat 1 \rightarrow Nat). The rule StepContext dictates that we must evaluate the argument to a function before evaluating the application itself. Our argument is (Vec Nat 1)(Vec Nat 0)(Nil Nat), and since the meet of the evidence types is undefined, we step to err with StepAscrFail.

7 PROPERTIES OF GDTL
GDTL satisfies all the criteria for gradual languages set forth by Siek et al. [2015].

Safety. First, GDTL is type safe by construction: the runtime semantics are specifically crafted to maintain progress and preservation. We can then obtain the standard safety result for gradual languages, namely that well-typed terms do not get stuck.

Theorem 7.1 (Type safety). If \( \cdot \vdash e : U \), then either \( e \rightarrow^* v \) for some \( v \), \( e \rightarrow^* \text{err} \), or \( e \) diverges.

This means that gradually well-typed programs in GDTL may fail with runtime type errors, but they will never get stuck. Among the three main approaches to deal with gradual types in the literature, GDTL follows the original approach of Siek and Taha [2006] and Siek et al. [2015], which enforces types eagerly at boundaries, including at higher-order types. This is in contrast with first-order enforcement (a.k.a as transient semantics [Vitousek et al. 2017]), or simple type erasure (a.k.a as optional typing).² In particular, while the transient semantics support open world soundness [Vitousek et al. 2017] when implemented on top of a (safe) dynamic language, it is unclear if and how this approach, which is restricted to checking type constructors, can scale to full-spectrum dependent types. GDTL is a sound gradually-typed language that requires elaboration of the complete program in order to insert the pieces of evidence that support runtime checking.

Conservative Extension of SDTL. It is easy to show that GDTL is a conservative extension of SDTL. This means that any fully-precise GDTL programs enjoy the soundness and logical consistency properties that SDTL guarantees. Any statically-typed term is well-typed in GDTL by construction, thanks to AGT: on fully precise gradual types, \( \alpha \circ \gamma \) is the identity. Moreover, the only additions are those pertaining to ?, meaning that if we restrict ourselves to the static subset of terms (and types) without ?, then we have all the properties of the static system. We formalize this as follows:

Theorem 7.2. If \( \Gamma, t, U \) are the embeddings of some \( \Gamma, t, U \) into GDTL, and \( \Gamma \vdash t \Leftarrow U \), then \( \Gamma \vdash t \Leftarrow U \). Moreover, if \( t \rightarrow^* v \) and \( t \) elaborates to \( e \), then there exists some \( v \) where \( e \rightarrow^* v \), where removing evidence from \( v \) yields \( v \).

Embedding of Untyped Lambda Calculus. A significant property of GDTL is that it can fully embed the untyped lambda calculus, including non-terminating terms. Given an untyped embedding function \( \lceil t \rceil \) that (in essence) annotates all terms with \( ? \) we can show that any untyped term can be embedded in our system. Since no type information is present, all evidence objects are formed using \( ? \) or \( \rightarrow \), and the meet operator never fails and untyped programs behave normally in GDTL.

²Greenman and Felleisen [2018] present a detailed comparative semantic account of these three approaches.
THEOREM 7.3. For any untyped λ-term $t$ and closing environment $\Gamma$ that maps all variables to type $?$, then $\Gamma \vdash [t] \Rightarrow ?$. Moreover, if $t$ is closed, then $t \rightarrow^{*} v$ implies that $[t]$ elaborates to $e$ where $e \rightarrow^{*} v$ and stripping evidence from $v$ yields $v$.

Gradual Guarantees. GDTL smoothly supports the full spectrum between dependent and untyped programming—a property known as the gradual guarantee [Siek et al. 2015], which comes in two parts. We say that $\Gamma \subseteq \Gamma'$ if they contain the same variables, and for each $(x : U) \in \Gamma$, $(x : U') \in \Gamma'$ where $U \subseteq U'$.

THEOREM 7.4 (Gradual Guarantee).

(Static Guarantee) Suppose $\Gamma \vdash t \Leftarrow U$ and $U \subseteq U'$. If $\Gamma \subseteq \Gamma'$ and $t \subseteq t'$, then $\Gamma' \vdash t' \Leftarrow U'$.

(Dynamic Guarantee) Suppose that $\cdot \vdash e_1 : U, \cdot \vdash e_1' : U'$, $e_1 \subseteq e_1'$, and $U \subseteq U'$. If $e_1 \rightarrow^{*} e_2$, then $e_1' \rightarrow^{*} e_2'$ where $e_2 \subseteq e_2'$.

AGT ensures that the gradual guarantee holds by construction. Specifically, because approximate normalization and consistent transitivity are monotone with respect to precision, we can establish a weak bisimulation between the steps of the more and less precise versions [Garcia et al. 2016].

A novel insight that arises from our work is that we need a restricted form of the dynamic gradual guarantee for normalization in order to prove the static gradual guarantee. To differentiate it from the standard one, we call it the normalization gradual guarantee. Because an $\eta$-long term might be longer at a more precise type, we phrase the guarantee modulo $\eta$-equivalence: we say that $U_1 \subseteq^* U_2$ if $U_1 \eta U_1', U_2 =_\eta U_2'$ and $U_1' \subseteq U_2'$.

With these defined, we can state the normalization gradual guarantee:

LEMMA 7.5 (Normalization Gradual Guarantee). Suppose $\Gamma_1 \vdash u_1 \Leftarrow t_1 \Leftarrow U_1$. If $\Gamma_1 \subseteq^* \Gamma_2$, $t_1 \subseteq t_2$, and $U_1 \subseteq^* U_2$, then $\Gamma_2 \vdash u_2 \Leftarrow t_2 \Leftarrow U_2$ where $u_1 \subseteq^* u_2$.

8 EXTENSION: INDUCTIVE TYPES

Though GDTL provides type safety and the gradual guarantees, its lack of inductive types means that programming is cumbersome. Church encodings allow for some induction, but are strictly less powerful than proper inductive types. Additionally, induction principles, along with basic facts like $0 \neq 1$, cannot be proven in the purely negative Calculus of Constructions [Stump 2017]. However, we can type such a term if we introduce inductive types with eliminators, and allow types to be defined in terms of such eliminations.

This section describes how to extend GDTL with a few common inductive types—natural numbers, vectors, and an identity type for equality proofs—along with their eliminators. While not as useful as user-defined types or pattern matching (both of which are important subjects for future work), this specific development illustrates how our approach can be extended to a more full-fledged dependently-typed language. Note that while we show how inductives can be added to the language, extending our metatheory to include inductives is left as future work.

Syntax and Typing. We augment the syntax for terms as follows:

$$t, T ::= \ldots | \text{Nat} | 0 | \text{Succ} t | \text{Vec} T t | \text{Eq} T t_1 t_2 | \text{Refl} T t | \text{Nil} t | \text{Cons} T t_1 t_2 t_3 | \text{natElim} T t_1 t_2 t_3 | \text{vecElim} T_1 t_1 T_2 t_2 t_3 t_4 | \text{eqElim} T_1 T_2 t_1 t_2 t_3 t_4$$

The typing rules are generally straightforward. We omit the full rules, but we essentially type them as functions that must be fully applied, with the types given in Figure 13. Each form checks its arguments against the specified types, and the rule $GCheckSynth$ ensures that typechecking succeeds so long as argument types are consistent with the expected types. Adding these constructs to canonical forms is interesting. Specifically, the introduction forms are added as atomic forms,
and the eliminators become new variants of the canonical spines. Since \texttt{natElim} applied to a \texttt{Nat} is a redex, canonical forms can eliminate variables. Eliminators take one fewer argument than in the term version, since the last argument is always the rest of the spine in which the eliminator occurs.

\[
\begin{align*}
\texttt{r, R ::=} & \quad \ldots | \texttt{Nat} | \texttt{0} | \texttt{Succ u} | \texttt{etc}.
\texttt{s ::=} & \quad \ldots | \texttt{natElim u_1 u_2 u_3} | \texttt{vecElim U_1 U_2 U_3 u_2 u_3} | \texttt{etc}.
\end{align*}
\]

\textit{Normalization.} We extend hereditary substitution to inductive types. Unfortunately, we must treat hereditary substitution as a \textit{relation} between normal forms. The strictly-decreasing metric we previously used no longer holds for inductive types, so we have not proved that hereditary substitution with inductives is a well-defined function; this is left as future work. For introduction forms, we simply substitute in the subterms. For eliminators, if we are ever replacing \texttt{x} with \texttt{u'} in \texttt{x s} \texttt{natElim u_1 u_2 u_3}, then we substitute in \texttt{x s} and see if we get \texttt{0} or \texttt{Succ} back. If we get \texttt{0}, we produce \texttt{u_2}, and if we get \texttt{Succ n}, we compute the recursive elimination for \texttt{n} as \texttt{u'_n}, and substitute \texttt{n} and \texttt{u'_2} for the arguments of \texttt{u_3}. Vectors are handled similarly. An application of \texttt{eqElim} to \texttt{Refl A x} simply returns the given value of type \texttt{m x x (Refl A x)} as a value of type \texttt{m x y p}.

How should we treat eliminations with \texttt{?} as a head? Since \texttt{?} represents the set of all static values, the result of eliminating it is the abstraction of the eliminations of all possible values. Since these values may produce conflicting results, the abstraction is simply \texttt{?}, which is our result. However, for equality, we have a special case. Each instance of \texttt{eqElim} can have only one possible result: the given value, considered as having the output type. Then, we abstract a singleton set. This means we can treat each application of \texttt{eqElim} to \texttt{?} as an application to \texttt{Refl} \texttt{? ?}. This principle holds for any single-constructor inductive type.

With only functions, we needed to return \texttt{?} any time we applied a dynamically-typed function. However, with eliminators, we are always structurally decreasing on the value being eliminated. For \texttt{natElim}, we can eliminate a \texttt{?}-typed value provided it is \texttt{0} or \texttt{Succ u}, but otherwise we must produce \texttt{?} for substitution to be total and type-preserving. Other types are handled similarly.

\textit{Runtime Semantics.} The semantics are straightforward. Eliminations are handled as with hereditary substitution: eliminating \texttt{?} produces \texttt{?}, except with \texttt{Eq}, where \texttt{?} behaves like \texttt{Refl} \texttt{? ?} when eliminating. When applying eliminators or constructors, evidence is composed as with functions.
One advantage of GDTL is that the meet operator on evidence allows definitional equality checks to be moved to runtime. Thus, if we write $\text{Refl} \ ? \ ?$, but use it at type $\text{Eq} \ A \ x \ y$, then it is ascribed with evidence $\langle \text{Eq} \ A \ x \ y \rangle$. If we ever use this proof to transform a value of type $\text{P} \ x$ into one of type $\text{P} \ y$, the meet operation on the evidence ensures that the result actually has type $\text{P} \ y$.

Returning to the $\text{head}'$ function from Section 2.3, in $\text{head}' \ \text{Nat} \ 0 \ ? \ \text{staticNil}$, the second $?$ is ascribed with the evidence $\langle \text{Eq} \ \text{Nat} \ 0 \ (\text{Succ} ?) \rangle$. The call to $\text{rewrite}$ using this proof tries to convert a $\text{Vec}$ of length 0 into one of length 1, which adds the evidence $\langle \text{Eq} \ \text{Nat} \ 0 \ 1 \rangle$ to our proof term. Evaluation tries to compose the layered evidence, but fails with the rule $\text{StepAscrFail}$, since they cannot be composed.

9 RELATED WORK

SDTL. The static dependently-typed language SDTL, from which GDTL is derived, incorporates many features and techniques from the literature. The core of the language is very similar to that of $\text{CC}_\omega$ [Coquand and Huet 1988], albeit without an impredicative $\text{Prop}$ sort. The core language of Idris [Brady 2013], $\text{TT}$, also features cumulative universes with a single syntactic category for terms and types. Our use of canonical forms draws heavily from work on the Logical Framework (LF) [Harper et al. 1993; Harper and Licata 2007]. The bidirectional type system we adopt is inspired by the tutorial of Löh et al. [2010]. Our formulation of hereditary substitution [Pfenning 2008; Watkins et al. 2003] in SDTL is largely drawn from that of Harper and Licata [2007], particularly the type-outputting judgment for substitution on atomic forms, and the treatment of the variable type as an extrinsic argument.

Mixing Dependent Types and Non-termination. Dependently-typed languages that admit non-termination either give up on logical consistency altogether ($\Omega$ mega [Sheard and Linger 2007], Haskell), or isolate a sublanguage of pure terminating expressions. This separation can be either enforced through the type system and/or a termination checker (Aura [Jia et al. 2008], F$\star$ [Swamy et al. 2016], Idris [Brady 2013]), or through a strict syntactic separation (Dependent ML [Xi and Pfenning 1999], ATS [Chen and Xi 2005]). The design space is very wide, reflecting a variety of sensible tradeoffs between expressiveness, guarantees, and flexibility.

The Zombie language [Casinghino et al. 2014; Sjöberg et al. 2012] implements a flexible combination of programming and proving. The language is defined as a the programmatic fragment that ensures type safety but not termination, and a logical fragment (a syntactic subset of the programmatic one) that guarantees logical consistency. Programmers must declare in which fragment a given definition lives, but mobile types and cross-fragment case expressions allow interactions between the fragments. Zombie embodies a different tradeoff from GDTL: while the logical fragment is consistent as a logic, typechecking may diverge due to normalization of terms from the programmatic fragment. In contrast, GDTL eschews logical consistency as soon as imprecision is introduced (with $?$), but approximate normalization ensures that typechecking terminates.

In general, gradual dependent types as provided in GDTL can be interpreted as a smooth, tight integration of such a two-fragment approach. Indeed, the subset of GDTL that is fully precise corresponds to SDTL, which is consistent as a logic. However, in the gradual setting, the fragment separation is fluid: it is driven by the precision of types and terms, which is free to evolve at an arbitrarily fine level of granularity. Also, the mentioned approaches are typically not concerned with accommodating the flexibility of a fully dynamically-typed language.

Mixing Dependent Types and Simple Types. Several approaches have explored how soundly combine dependent types with non-dependently typed components. Ou et al. [2004] support a two-fragment language, where runtime checks at the boundary ensure that dependently-typed properties hold. The approach is limited to properties that are expressible as boolean-valued.
functions. Tanter and Tabareau [2015] develop a cast framework for subset types in Coq, allowing one to assert a term of type \( A \) to have the subset type \( \{ a : A \mid P a \} \) for any decidable (or checkable) property \( P \). They use an axiom to represent cast errors. Osera et al. [2012] present *dependent interoperability* as a multi-language approach to combine both typing disciplines, mediated by runtime checks. Building on the subset cast framework (reformulated in a monadic setting instead of using axiomatic errors), Dagand et al. [2016, 2018] revisit dependent interoperability in Coq via type-theoretic Galois connections that allow automatic lifting of higher-order programs. Dependent interoperability allows exploiting the connection between pre-existing types, such as \( \text{Vec} \) and \( \text{List} \), imposing the overhead of data structure conversions. The fact that \( \text{List} \) is a less precise structure than \( \text{Vec} \) is therefore defined *a posteriori*. In contrast, in GDTL, one can simply define \( \text{List} A \) as an alias for \( \text{Vec} A \) ?, thereby avoiding the need for deep structural conversions.

The work of Lehmann and Tanter [2017] on gradual refinement types includes some form of dependency in types. Gradual refinement types range from simple types to logically-refined types, i.e. subset types where the refinement is drawn from an SMT-decidable logic. Imprecise logical formulae in a function type can refer to arguments and variables in context. This kind of value dependency is less expressive than the dependent type system considered here. Furthermore, GDTL is the first gradual language to allow ? to be used in both term and type position, and to fully embed the untyped lambda calculus.

**Programming with Holes.** Finally, we observe that using ? in place of proof terms in GDTL is related to the concept of *holes* in dependently-typed languages. Idris [Brady 2013] and Agda [Norell 2009] both allow typechecking of programs with typed holes. The main difference between ? and holes in these languages is that applying a hole to a value results in a stuck term, while in GDTL, applying ? to a value produces another ?.

Recently, Omar et al. [2019] describe Hazelnut, a language and programming system with *typed holes* that fully supports evaluation in presence of holes, including reduction *around* holes. The approach is based on Contextual Modal Type Theory [Nanevski et al. 2008]. It would be interesting to study whether the dependently-typed version of CMTT [Pientka and Dunfield 2008] could be combined with the evaluation approach of Hazelnut, and the IDE support, in order to provide a rich programming experience with gradual dependent types.

## 10 CONCLUSION

GDTL represents a glimpse of the challenging and potentially large design space induced by combining dependent types and gradual typing. Specifically, this work proposes approximate normalization as a novel technique for designing gradual dependently-typed languages, in a way that ensures decidable typechecking and naturally satisfies the gradual guarantees.

Currently, GDTL lacks a number of features required of a practical dependently-typed programming language. While we have addressed the most pressing issue of supporting inductive types in Section 8, the metatheory of this extension, in particular the proof of strong normalization, is future work. It might also be interesting to consider pattern matching as the primitive notion for eliminating inductives, as in Agda, instead of elimination principles as in Coq; the equalities implied by dependent matches could be turned into runtime checks for gradually-typed values.

Future work includes supporting implicit arguments and higher-order unification, blame tracking [Wadler and Findler 2009], and efficient runtime semantics with erasure of computationally-irrelevant arguments [Brady et al. 2003]. Approximate normalization might be made more precise by exploiting *termination contracts* [Nguyễn et al. 2019].
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