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ABSTRACT

Neural architecture search (NAS) has been successfully applied to tasks like image classification and language modeling for finding efficient high-performance network architectures. In ASR field especially end-to-end ASR, the related research is still in its infancy. In this work, we focus on applying NAS on the most popular manually designed model: Conformer, and propose an efficient ASR model searching method that benefits from the natural advantage of differentiable architecture search (Darts) in reducing computational overheads. We fuse Darts mutator and Conformer blocks to form a complete search space, within which a modified architecture called Darts-Conformer cell is found automatically. The entire searching process on AISHELL-1 dataset costs only 0.7 GPU days. Replacing the Conformer encoder by stacking searched architecture, we get an end-to-end ASR model (named as Darts-Conformer) that outperforms the Conformer baseline by 4.7% relatively on the open-source AISHELL-1 dataset. Besides, we verify the transferability of the architecture searched on a small dataset to a larger 2k-hour dataset.

Index Terms— speech recognition, neural architecture search, end-to-end ASR

1. INTRODUCTION

As a mainstream of automatic machine learning (AutoML), neural architecture search (NAS) aims at automating the manual process of architecture design \cite{1}. In recent years, as the state-of-the-art results on tasks like image classification and language modeling have been achieved \cite{2,3,4,5}, NAS is attracting attention increasingly.

Basically, NAS can be classified into three categories: Reinforcement learning (RL) based \cite{6} searching, evolution algorithm (EA) based \cite{2} searching and gradient based \cite{7} searching. The former two methods generate a finite number of discrete neural networks with controller RNN or sample a net within a neural network population and train these models from scratch, which raises a relatively high demand for computational overheads (2000 GPU days of RL \cite{3} on CIFAR-10 and 3150 GPU days of evolution \cite{4} on ImageNet). On contrast, differentiable architecture search (Darts) \cite{7} is based on the continuous relaxation of the architecture representation, allowing efficient search of the architecture using gradient descent. It eliminates the need to train and compare discrete neural networks. Parameters of architecture determination and basic operation are optimized alternately within a single supernet.

The recent years have seen the rapid development of end-to-end (E2E) models applied in automatic speech recognition (ASR) field, including connection temporal classification (CTC) \cite{8}, recurrent neural network transducer (RNN-T) \cite{9,10} and attention based encoder decoder (AED) \cite{11,12,13}, etc. Benefiting from the strong ability of multi-headed-attention (MHA) in global context modeling, transformer \cite{11} is competitive among these models in non-streaming tasks, hence kinds of variants come out \cite{14,15,16} and become the mainstream of ASR research.

Despite of the excellent performance of AED models, NAS has not been broadly explored in this field for replacing artificial architectures to obtain further improvement, which is the main contribution of our work. In the work of Conformer \cite{16}, the researchers conducted several comparative experiments and ablation experiments around the blocks to find the best architecture. However, such process can be done automatically with Darts and a complete search space. Inspired by the cell made up of nodes in Darts, we consider the four modules (two feed-forward modules, one convolution module and one MHA module) in Conformer block as nodes, and they can form cell with high degree of freedom. Moreover, the candidate operation within these nodes can be chosen simultaneously. In this paper, we introduce our method to search encoder architecture of end-to-end ASR automatically, which we named as Darts-Conformer.

The following of the paper is organized as follows. In Section 2, we give a brief review of NAS and Darts algorithms as well as how to combine them with ASR models. Our meth-
ods of Darts architecture search for Conformer, including the search space and searching strategies, are presented in Section 3. In Section 4, we discuss the experiments results and analyze the searching process to show the effectiveness of Darts-Conformer. We conclude our work with our findings and future works in Section 5.

2. RELATED WORK AND BACKGROUND

2.1. NAS in speech field

Kinds of neural architecture search have been applied in speech field in recent years, especially in speech recognition [17, 18, 19, 20] and keyword spotting [21, 22, 23]. Evolution algorithm based and gradient based methods are explored in these works.

Focusing on ASR, there are several valuable explorations. Hu et al. [17] used several improved Darts based methods to find efficient context offset and bottleneck dimension for acoustic model. Zheng et al. [18] proposed straight-through gradient search beyond SNAS [24] and ProxylessNAS [25] and trained acoustic model with CRF-CTC [26], but the search space was still limited to receptive field and dimension of TDNN-F only. Kim et al. [19] proposed a relatively complex search space: evolved Transformer, split the encoder and decoder of Transformer into left and right branch and iterated the population with progressive dynamic hurdles (PDH) [4]. The final network is smaller and faster to train, however, the searching progress requires massive computing resources. He et al. [27] applied Darts on convolution networks for ASR encoder and yielded considerable improvements over DF-SMN baseline. Despite these previous attempts, there still remains space for improvement in search space complexity and search efficiency, and few of these works is applied on novel end-to-end ASR frameworks like Conformer.

2.2. Preliminary Darts

Darts [7] proposes a gradient-based architecture searching method for both convolution and recurrent neural networks. For the former case, several normal cells and reduction cells are stacked to build up the final network. A cell is a directed acyclic (DAG) graph consisting of an sequence of nodes. Each node $x^{(i)}$ is a latent representation and each directed edge $(i, j)$ is associated with some operation $o^{(i,j)}$ that transforms $x^{(i)}$.

In such case we have the output of each node based on all of its predecessors:

$$x^{(j)} = \sum_{i < j} o^{(i,j)}(x^{(i)}).$$  \hspace{1cm} (1)

Darts innovatively relaxes the neural architecture search space and proposes a bi-level optimization method. Let $\mathcal{O} = \{o_1^{(i,j)}, o_2^{(i,j)}, \ldots, o_M^{(i,j)}\}$ be the set of $M$ candidate operations between $x^{(i)}$ and $x^{(j)}$. The output of this edge is mixed with a softmax over all operations:

$$\sigma^{(i,j)}(x) = \frac{\exp(o_{a}^{(i,j)})}{\sum_{o \in \mathcal{O}} \exp(o_{a}^{(i,j)})} o(x).$$  \hspace{1cm} (2)

Denote the training loss and validation loss with $L_{\text{train}}$ and $L_{\text{val}}$. The goal of architecture search is to find a set of $\alpha$ that minimizes the $L_{\text{val}}(w^*, \alpha^*)$, where $w^*$ represents the model weights which minimize the training loss $w^* = \arg\min_w L_{\text{train}}(w, \alpha^*)$. Such optimization problem with both lower-level and upper-level variables implies a bi-level optimization. Darts approximates $w^*(\alpha)$ with a single training step of adapting $w$ on current $\alpha$. Thus we have the approximate architecture gradient:

$$\nabla_\alpha L_{\text{val}}(w - \xi \nabla_w L_{\text{train}}(w, \alpha), \alpha),$$  \hspace{1cm} (3)

applying chain rule to Equation (3) yields

$$\nabla_\alpha L_{\text{val}}(w', \alpha) - \xi \nabla^2_{\alpha,w} L_{\text{train}}(w, \alpha) \nabla_w L_{\text{val}}(w', \alpha).$$  \hspace{1cm} (4)

The method in practice is to descend architecture gradient in Equation (4) and the model gradient $\nabla_w L_{\text{train}}(w, \alpha)$ alternately. The case of $\xi = 0$ is referred as first-order approximation and the gradient formulation with $\xi > 0$ is referred as second-order approximation.

2.3. Conformer

As aforementioned, many works have been done to strengthen the local context modeling ability of speech Transformer, which is proved to be effective. Conformer [16] achieves state-of-the-art results on LibriSpeech, outperforming the previous best published Transformer Transducer by 15% relative improvement on the test-other dataset.

The core method they proposed are replacing the original feed-forward layer in the Transformer block into two half-step feed-forward layers which is inspired by MacaronNet [28], and using a convolution module which contains a gating mechanism after multi-headed self-attention.

3. METHODS

3.1. Search Space

A NAS search space is supposed to contain enough reasonable sub-networks. In Darts case, however, it means that the supernet represented by a DAG has a reasonable computing structure and the nodes in it are endowed with enough degree of freedom to mutate. Inspired by Conformer and the CNN cell architecture in Darts, we propose the Darts-Conformer search space, which maintains the backbone components of Conformer encoder and allows gradient-based mutator to adopt NAS within. The core idea of Darts-Conformer
cell (denoted as DC-cell) is fusing the operation in Conformer blocks into Darts cell.

3.1.1. Basic Darts Cell

Considering a simple cell with four nodes shown in Figure 1, each node has all of its predecessor nodes’ output as its candidate input. The yellow edge refers to the set of candidate operations while the black edge refers to the combination of zero edge and skip connection edge (for cutting off the path and generating residual connection respectively). In searching stage, weights of zero edge actually suppress an edge more or less and decide which path to choose. Meanwhile, main operations and skip connection competes with each other.

![Fig. 1. Basic Darts cell architecture.](image1)

3.1.2. Darts-Conformer Cell

Intuitively, Darts-Conformer cell (DC-cell) is constructed by fusing Darts cell into the Conformer-based encoder model which allow the preliminary blocks of Conformer to choose inputs and the containing operation, also to generate residual connections. As shown in Figure 2, a DC-cell contains four nodes in sequence: Macaron feed forward (MAC), multi-headed attention (MHA), convolution network (CNN) and a feed forward layer (FFC) at last. Their connection order is similar to Conformer, however, the data flow is relatively complex.

![Fig. 2. The Darts-Conformer architecture (right).](image2)

### Table 1. Input candidates and n\_chosen of Nodes in DC-Cell.

| Index | Name         | Input candidate | n\_chosen |
|-------|--------------|-----------------|-----------|
| 0,1   | Node\_input | -               | -         |
| 2     | Node\_MAC   | \{0,1\}         | 1         |
| 3     | Node\_MHA   | \{0,1,2\}       | 2         |
| 4     | Node\_CNN   | \{1,2,3\}       | 2         |
| 5     | Node\_FFC   | \{4\}           | 1         |

Each line in DC-Cell (except the ones towards output) represents of an operation candidate which contains a set of operations to choose from and their weights \( \alpha \). The input candidates of nodes are listed in Table 1. The n\_chosen in the table represents the number of inputs to choose from, and for nodes with multiple inputs, they will sum up the inputs. For instance, Node\_CNN is the fourth node and it will choose 2 from outputs of Node\_MAC, Node\_MHA and Node\_input.

As for candidate operations, we focus on the kernel size of CNN block (choose from \{15, 23, 31\}) and the number of heads in the self-attention. Besides, we try to find out that if macaron feed forward will be kept by Darts.

3.2. Searching Strategy

Different from applying convolution networks on image classification tasks, there is a big variation of the speech data over T-dimension and E2E ASR models usually contain massive parameters, which tends to exacerbates the collapse issue in the early stage of searching. Denoting the architecture-determining parameters as \( \alpha \) and parameters of basic operation as \( w \), before optimizing \( \alpha \) and \( w \) alternatively within a
single step, we freeze $\alpha$ for $e_w$ epochs to ensure the operations to pass the initial convergence stage fairly (as shown in Algorithm 1). In practice, we use first-order approximation and adam optimizer in searching.

Algorithm 1: Searching and training routine of Dart-Conformer.

**Searching Stage:**
1. Form the supernet $S$ with the candidate operation and alternative inputs.
2. Freeze the mutator parameters $\alpha$ for $e_w$ epochs and update $w$ with CTC loss.
3. Use first-order approximation to update $\alpha$ and $w$ alternatively with CTC loss.
4. return the found mutator parameters $\alpha^*$.

**Training Stage:**
5. Fix the architecture of a single cell $S'$ with $\alpha^*$ (abort the unselected operations and connections from $S$).
6. Stack the cell into multiple-layer encoder to compose an E2E ASR model $M$;
7. return trained $M$ as the final model and decode;

3.3. Strengths of Our Work

Comparing to the previous studies about NAS in ASR aforementioned, our method has advantages in the following aspects:

1) The proposed search space absorbs both advantages of Darts cell in architecture selection and the strengths of Conformer in local and global context modeling.

2) The search process of gradient based methods is significantly shorter than those of RL and evolution based methods.

3) We conduct Darts search on encoder architecture with CTC loss and frame-level CE loss rather than the entire encoder-decoder model which eliminates the potential impact from the source attention and the decoder.

4. EXPERIMENTS

We follow the route below for NAS experiments on ASR task: (i) search on a small dataset; (ii) stack a single searched architecture to make up an encoder; (iii) validate the stacked encoder on the same data to exploit the ASR performance of the selected DC-cell. A bigger dataset that contains 2,000 hours of Mandarin speech collected from multi-domain by Sogou (denoted as Sogou-2k) is used to verify the transferability of Darts-Conformer. We split 30 hours of speech data from Sogou-2k as development set for model training. Three types of test set are used for recognition performance comparison, which consist of 18,822 clean read speech utterances, 11,249 noisy read utterances and 20,000 utterances of far field spontaneous speech. We denote them as Clean, Noisy, and Far-field respectively.

Eighty-dimension of FBank features with 3-dimension pitch features are extracted for AISHELL-1 task and 71-dimension FBank features are extracted for Sogou-2K. During ASR training stage of AISHELL-1, a 3-fold speed perturbation ($\times0.9$, $\times1.0$, $\times1.1$) is applied.

4.2. Architecture Searching

We implement the supernet based on the NNI toolkit. In the searching stage, we use feed forward layers with 512-dimension hidden units. We use two separate adam optimizers for $\alpha$ and $\theta$, learning rate is $0.0002$ and $0.0003$ respectively. We use the mixture of CTC loss ($0.7$) and frame-level CE loss ($0.3$) for gradient descent in Darts. And weights $\alpha$ is frozen for 3 epochs. The maximum epoch is 30 and there are 1.6k steps in a epoch under the batch size of 48. An entire searching experiment under the setup above with a single Titan Xp GPU costs 16 hours.

![Figure 3](image_url)

Fig. 3. Operation weights $\alpha$ of Node$_{CNN}$ while searching. p1, p2, p3 are corresponding to input candidate $[1,2,3]$ in Table 1

Figure 3 shows how weights $\alpha$ in Node$_{CNN}$ change in the training process. The curves of zero operation (orange) indicate that the input from Node$_{input}$ is inhibited mostly. Thus a extra CNN operation using the raw input is added
to preliminary Conformer. And it’s clear that Darts tends to choose CNN with smaller kernels for Conformer, which is consistent with the previous results of some artificial network. As for Node$_{MHA}$, the recommended number of heads in self-attention is 4 for both. In our series of experiments, we find that self-attention blocks are abandoned early in Darts search, which means that the input candidate determined by zero operation in Node$_{MHA}$ might be stochastic, but the operation candidate mutator works well. Under such circumstance, Darts chooses the outputs from Node$_{input}$ and Node$_{CNN}$ as input, which means an extra MHA operation to the input without fed into the convolution layer (comparing to Conformer).

![Fig. 4. Seached Darts-Conformer model architecture. The kernel size of convolution modules is both 15 and the number of attention modules head is both 4. Dotted boxes refer to adding operations searched from Darts comparing to preliminary Conformer.]

### 4.3. ASR Model Training Setup

We conduct baseline Conformer experiments with ESPnet toolkit [32]. The baseline model contains a 6-layer Conformer encoder and a 3-layer self-attention decoder, and the attention in the model is of 256-dimension with 4 heads. The kernel size of the convolution layer is 31. The encoder-decoder model is trained jointly with CTC loss (joint-weight=0.3) for 65 epochs using adam optimizer and Noam learning rate strategy [11]. In the inference stage, we set CTC weight to 0.3 with beam size of 5. No language model is used in decoding.

For evaluating the performance of Darts-Conformer, we firstly fix both the chosen edges in the DAG and the operations in the mutator, and then stack the single cell 6 times to make up a 6-layer encoder. The training strategies and setups are exactly same as the baseline experiments.

### 4.4. Results on AISHELL-1

We then build up Darts-Conformer model by stacking several DC-cells in encoder and several self-attention layers in decoder. The results of the baseline model and proposed Darts-Conformer model in character error rate (CER) is reported in Table 2. The stacked Darts-Conformer cells perform better than the baseline Conformer 7.0% and 4.7% respectively on the development set and test set, which proves the effectiveness of the input candidate and operation candidate mutator of Darts. Considering that two edges selected by darts introduce additional parameters, we increase the attention dimension in the baseline experiment from 256 to 288 as an comparative experiment and the parameters of the model come up to 27.67M. Under such circumstance, the performance of Darts-Conformer is similar to baseline Conformer with less parameters.

| Model                  | #para. | eval. CER | test CER |
|------------------------|--------|-----------|----------|
| Conformer Baseline     | 24.17M | 5.7%      | 6.4%     |
| + larger adim          | 27.67M | 5.3%      | 6.1%     |
| Darts-Conformer (proposed) | 26.81M | 5.3%      | 6.1%     |
| - input candidate (ablation) | 26.81M | 5.4%      | 6.2%     |
| - chosen operation (ablation) | 26.86M | 5.3%      | 6.3%     |

In addition, two ablation experiments are conducted. If the additional edges do not take the output of precursor nodes as Darts prefers and goes in the original order (parallel to the origin layers), the performance of the model will decrease accordingly. On the other hand, if we do not use the chosen operations (small CNN kernels and attention heads of 4), the CERs on both sets raise too.

### 4.5. Transferability On Sogou-2k

For evaluating both the transferability of the architecture searched from AISHELL-1 and the performance on larger dataset, we compare the baseline model and Darts-Conformer on Sogou-2k. The training strategies are same as we use in AISHELL-1 experiments except maximum epoch is set to 30. We evaluate the models on test sets and the results in shown in Table 3. It turns out that Darts-Conformer outperforms the
baseline Conformer model in the Clean and Noisy test sets. But in the Far-field test set, they have the same performance.

Table 3. Transferability experiment results on Sogou-2k.

| test sets          | Clean | Noisy | Far-field |
|--------------------|-------|-------|-----------|
| Conformer Baseline | 10.9% | 7.5%  | 14.0%     |
| Darts-Conformer    | 10.6% | 7.2%  | 14.0%     |

5. CONCLUSION

In this paper we propose Darts-Conformer, a gradient based neural architecture search framework within which we can find better ASR model architectures automatically. We fuse Darts mutator and Conformer efficiently: maintaining the local and global modeling abilities of Conformer and making the nodes able to be connected with each other in a high degree of freedom. Applying Darts in the proposed search space, the searching process costs only 0.7 GPU day and finds the preferring architecture for ASR. A series of experiments on both AISHELL-1 and Sogou-2k prove that the automatically found architecture outperforms the preliminary Conformer which is a strong baseline. We verify the effectiveness of gradient-based architecture search in ASR field. We are going deep into the gradient-based search methods in E2E ASR. And we also attempt to design an elaborate and unified supernet where the decoder architecture can also be searched at the same time.
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