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ABSTRACT

National vital objects have important role in national development, so they require special protection. Nuclear power plant (NPP) is one of them. Access restriction is required to prevent the NPP from potential hazards. The restriction can be improved by using face, fingerprints, retina, iris, and voice password. The improvement will enhance the security of the NPP. This research has implemented pattern recognition and classification of voice passwords. The passwords were a, i, u, e, and o. The features vector was searched by using Fast ICA method while the pattern classification was performed by minimum Euclidean method. The purpose of this research is to recognize and classify those letter password, so people who have access to the nuclear area can be distinguished. The methodology of this research consists of input data, pre-processing data, feature extraction, and classification. Pre-processing was done by normalization, denoising, centering, and whitening. Feature extraction was performed by Fast ICA method, and classification was done by minimum Euclidean distance. The results show that Fast ICA and minimum Euclidean methods can 100% distinguish between the employees who have access permit and those who have no access permit. When an employee with access permit says "aiueo", it will be recognized as password, whereas when an employee with no access permit says the password, it will be recognized not as the password.
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INTRODUCTION

National vital objects require special protection because of their role in national development. Nuclear facilities are included in the national vital objects. One of the nuclear facilities areas in Indonesia is PUSPIPETEK Serpong, where G.A. Siwabessy research reactor is located [1]. In addition, a nuclear power plant (NPP) as an experimental power reactor is planned to be constructed [2]. An NPP is a power plant that requires high level of security, reliability, and availability [3-5]. The security and reliability can be influenced by technical and non-technical aspects. The technical aspects embrace the technical aspects of power plant equipments while non-technical factors are those non-equipment aspects such as natural disaster and illegal access. Illegal access can result in sabotage, errors in the power plant operation, and errors in maintenance.

Access restriction is required to prevent potential hazards. Based on previous research [6], some countries pay less attention to the NPP access restriction, where restriction implementation only uses identity check and written password. The restriction, meanwhile, can be improved by using biometrics security systems. The improvement will enhance the security of the national vital objects especially NPP.

A biometrics security system is a security system that uses biometric data. Biometric data can be distinguished as physical and behavioral. Physical data can be derived from face, fingerprints, iris, and retina, while behavioral data can be retrieved...
from voice, handwriting, and signature. Voice, face, fingerprints, iris, and retina are always used for security systems [7-9].

Biometrics security systems by using face, fingerprints, iris, and retina are based on image data. They require more complicated pre-processing than voice to obtain good features vector. Voice data require simpler pre-processing because they are based on voice wave shape and have lower implementation costs [10]. Capturing image, meanwhile, requires more complicated and high specifications in order to retrieve good image details. The accuracy level is almost the same between each of biometric data. The accuracy depends on the input data quality [11,12].

This research used voice password in biometrics security system.

The processes involved in voice password authentication include pattern recognition and classification. The recognition and classification can be done through recognizing and classifying the password, either as a whole word or letter by letter.

Previous researches [13,14] have divided letters into two classes: vowels and consonants. Vowels are spoken by adjusting the vibrations of vocal fold without any airflow arrangement while consonants are spoken by adjusting the vocal fold and arranging the airflow inside a mouth. The airflow setting in pronouncing consonants will cause the waveform to be very different from person to person, while in vowels the waveforms are more similar. In addition, the sound produced by each person will differ depending on the type of the sound, mouth shape, tongue shape, and tooth shape. Based on these differences, voice classification of each particular person can be set as a password. This research implemented pattern recognition and classification of vowel letters (a, i, u, e, and o) to support the application of voice password in the experimental power reactor.

Vowel letters have been chosen as voice password in this research because vowel letters produce similar waveform among the pronouncers. This similarness makes vowel letters identification and classification harder than consonants. Similar waveform can give wrong result if the classification is not appropriate. If classification of vowel letters can be done without error, consonant letters will not be difficult to classify because they have specific waveforms that differ among individuals.

Some researches have performed voice recognition by using different methods. Paul et al. [15] performed voice recognition by using hard threshold based system and cohort based system using 30 speakers as a data sample for testing and validating. The best accuracy attained was 85.61 %.

Guanyu et al. [16] implemented voice recognition as an authentication of client/server system. To extract the features vector from the voice, Mel Frequency Cepstral Coefficient (MFCC) method was used. The features vector classification was performed by vector quantization (VQ) method using three sample size of data: 30 speakers, 60 speakers, and 90 speakers. The results showed that short-term variance in 30 speakers was 97 %, short-term variance in 60 speakers was 93 %, and short-term variance in 90 speakers was 88 % [16]. Nair and Salam [17] implemented voice recognition by using linear predictive cepstral coefficient (LPCC) and dynamic time wrapping (DTW). The best accuracy achieved by [17] was 97 %. Paul and George [18] used voice recognition as a secure authentication system in a laboratory. The system was able to identify which person to be authorized to enter the laboratory and which one not to be authorized. The research used fast fourier transform to recognize the voice.

Independent component analysis (ICA) is a stochastic method used to transform multi-dimensional random vectors into several components that are statistically independent of each other [19-21]. ICA has been widely used to find the features vector of a wave, and based on the features, recognition and classification can be done. The advantages of using ICA are saving the size of the features vector dimension without reducing the ability to recognize the patterns and also saving the iteration time [22,23].

Anishchenko [24] has used ICA to distinguish respiration and heartbeats signals. King and Dessaint [25] have used ICA to simplify the features vector of disturbance signals to reduce the estimated clearing time in the event of a transient disturbance. Shen et al. [26] have used ICA in the blind decoding of massive multiple-inputs multiple-outputs. Dharmaprani et al. [27] have compared some ICA algorithms in the implementation of electroencephalogram (EEG) distinguisher from interference signals. The algorithms were joint approximate diagonalization of Eigenmatrices (JADE), Information Maximization (Infomax), and FastICA. The comparison results show that FastICA can differentiate EEG signals at a faster time than the other algorithms.

After the features vector is obtained, the classification is done by using minimum Euclidean distance, which is the fastest and simplest way than other methods [28,29].

This research implemented pattern recognition and classification of vowels voice password of i.e. a, i, u, e, and o. The features vector searching was performed using FastICA while the pattern
classification was done using minimum Euclidean distance. The purpose of this research is to recognize and classify the letter password (a, i, u, e, and o), so people who have access to enter the national vital objects such as nuclear area can be distinguished.

The use of voice password is expected to enhance the reliability of the national vital objects, especially experimental power reactor in PUSPIPETEK area which is planned to be build in the near future. The reliability increment will increase the availability factor. This is in line with the contents of the IAEA document, which states that NPP must have high reliability and availability.

**Pattern classification**

The pattern classification can be done by several processes as follows: pre-processing, feature extraction, and classification. These processes will be discussed in this section.

**Pre-processing**

Pre-processing is performed to process input data to be used in the next process. Data processing is necessary because the quality of each input data is different and needs to be equated. The difference is caused by noise [30,31]. The quality of the data depends on the conditions during data collection [32]. The pre-processing method used in previous researches show that each problem will require different methods depending on the problems [30-33].

Pre-processing process on vocal signals can be done by normalization, denoising, centering, and whitening. Normalization is done to the data concerning data pattern, not data magnitude. Normalization can be done by using equation (1).

\[
\text{Norm } x_i = \frac{x_i}{\text{max} (x)}
\]  

(1)

where :

- **Norm** \(x_i\) = Normalization of components i of vector \(x\)
- \(x_i\) = Component i of vector \(x\)
- \(\text{max} (x)\) = The absolute of maximum value of vector \(x\)

Denoising is the process of noise removal in the input data. Denoising can be done by deleting data whose values are too small because they are considered as noise [34-36]. Denoising can be done using equations (2) and (3).

\[
x_i = 0, \quad \text{for } x_i \leq 0.1 \quad \text{(2)}
\]

\[
x_i = x_i, \quad \text{for } x_i > 0.1 \quad \text{(3)}
\]

where : \(x_i\) = Component i of vector \(x\)

Centering is the reduction of data \(x\) by the mean of data \(x\), so the average value of \(x\) is 0. Centering can be done using equation (4).

\[
x_i = x_i - \bar{x} \quad \text{(4)}
\]

where : \(x_i\) = Component i of vector \(x\)
\(\bar{x}\) = Mean of data \(x\)

Whitening is the process of transforming data \(x\) linearly to obtain independent components, the variance value of which is 1 [37,38]. Equation (5) and (6) show whitening of the data \(x\) [25].

\[
E\{xx^T\} = I \quad \text{(5)}
\]

\[
\bar{x} = E. D^{-1/2}. E^T.x \quad \text{(6)}
\]

where

- \(x\) = Voice data
- \(\bar{x}\) = Whitened \(x\)
- \(I\) = Identity matrix
- \(E\) = Orhtogonal matrix of eigenvectors \(E\{xx^T\}\)
- \(D\) = Diagonal matrix of eigenvalues \(E\{xx^T\}\)

**Feature extraction using fast ICA**

The process of voice data classification can be done after the features vector of each data has been obtained. The features vector can be searched by using ICA method. ICA is a computational method for analyzing data by treating the data as a combination of multiple data that are statistically independent of each other and have non-Gaussian distributions. If there is a random vector \(x\) with random variables \(n\) \((x = (x_1, x_2, ..., x_n)^T)\) obtained from the sum of independent components \(s = (s_1, s_2, ..., s_n)^T\) then ICA will perform a linear transformation of vector \(x\) into an independent component \(s\) using equation (7).

\[
s = W. x \quad \text{(7)}
\]

where : \(s\) = Independent component of vector \(x\)
- \(W\) = Matrix weight
- \(x\) = Vector data

To obtain \(n\) independent components, \(n\) data of \(x\) are needed [27,39]. The vector \(s\) will be the features vector of the vector \(x\) and is used for the classification process. Matrix \(W\) is the inverse of matrix \(A\). Matrix \(A\) is a linear representation of non-Gaussian data that are statistically independent of each other [25].
The most widely used and the fastest ICA algorithm is FastICA [25,27]. FastICA is a fixed point iteration scheme to find a maximum non-gaussianity value of \(w^T x\). The FastICA algorithm to find the W matrix is as follows [37]:

1. Determine the random initial value of \(w\)
2. Calculate the value of \(w^+, w^+ = E\{xg(w^T x)\} - E\{g(w^T x)\}w\)
3. Make \(w^+\) to be \(w, w=w^+|w^+|\)
4. If not convergent, go back to the step 2.

**Classification using euclidean distance**

The purpose of classification is to classify the input data into an existing class. The class determination is based on the proximity of the features vector between training data and input data. The proximity can be determined by using a minimum Euclidean distance shown by equation (8) [29].

\[
d(s, y) = \sqrt{\sum_{i=1}^{k}(s_i - y_i)^2}
\]  
\[
(8)
\]

where :
\(d(s,y)\) = Euclidean distance from \(x\) to \(y\)
\(s_i\) = Feature vector of input data
\(y_i\) = Feature vector of training data

**RESEARCH METHODS**

The research was conducted using a methodology as shown in Fig. 1. The first step was finding the features vector of the training data. The data was voices data from employees having access right to the experimental power reactor.

The data voices were voices data of vowel letters spoken by employees having the access right. Vowel letters were chosen as a password (a, i, u, e, and o), not only any one vowel letter, because of redundancy principle. By using all of the five vowel letters, the security of password will be enhanced because to access the area, all of the five passwords should be validated. The situation could be different if the password only uses one vowel letter, where the probability to break the password will be higher.

The number of employees having the access right in this research was 32 persons. Each employee had 5 voices data (a, i, u, e, and o), so the total voices training data were 160. The voice data were recorded by an application-based recording tool on a smartphone. The application allowed the sampling rate to be adjusted from 8 kHz to 44.1 kHz. This research employed a sampling rate of 16 kHz using an android internal microphone. The gain of the microphone was adjusted by using the recording application. In other words, the recording process of this research was done by using a smartphone.

The features vector was searched within these 160 data. Input training data had a function to input the 160 voices data into a source code based on MATLAB program for use in the searching process of the features vector. The input function converted the voices data into two dimensional matrices, which were then used for the searching process.

The searching process was started with the training data pre-processing. The pre-processing processes used in this research were normalization, denoising, centering, and whitening. The process was done sequentially starting with normalization and ending with whitening as shown in Fig. 2.

**Fig. 2. Pre-processing Process.**

Normalization was done because each vocal has different level of magnitude, while the vocal classification does not need the magnitude data but the wave pattern data. Normalization was done using equation (1). Denoising was done because each vocal data has different level of noise and different vocal starting point. Denoising was done using equations (2) and (3). Centering was done because each vocal data has different mean. It is necessary to make the mean to be zero without changing the wave pattern. Centering was done by using equation (4). Whitening was performed to find vectors, which are mutually independent, using equations (5) and (6).

Searching of the features vector was done by Fast ICA method after pre-processing. The searching process of the features vector has been described in the feature extraction using Fast ICA section.
significant to the classification process will be eliminated. Based on FastICA principle, the significant features are waveform data that are statistically independent of each other and have non-Gaussian distributions. The outputs of the method are features vectors, which are independent of each other.

The features vectors of the 160 vocal data were saved and used as references for the determination of the class of the input data. After saving the references, the next step was finding features vector of the input data.

The finding process of the features vector of the input data was done in a similar way with the process with training data. The input data used in this research were a, i, u, e, and o vocal data from each employee joining in this research. The employees were selected randomly. The total selected employees were 64 persons with a composition of 32 employees having access permission and 32 employees not having access permission. Previous researches [40,41] have shown that for an experimental research, a minimum of 15 samples are needed to make a representation of the total population.

Having obtained the features vector of each a, i, u, e, and o letter of each employee, the features vector was compared with the a, i, u, e, and o features vector that had been stored as reference. The comparison was performed using minimum Euclidean distance method as shown in equation (8). For example, when an employee says "A", the features vector of "A" will be compared with the features vector of a, i, u, e, and o that are used as reference. The Euclidean distance A to a is 10, A to i is 19, A to u is 11, A to e is 12, and A to o is 10.75. Therefore the letter A will be classed as "a" because it has the least Euclidean distance.

RESULTS AND DISCUSSION

The use of voice passwords as biometrics security systems has the advantages of simpler sensor tools and simpler pre-processing. The accuracy level is almost the same between each biometric data [10-12].

Sensor tools for face, iris, and retina require a camera with high specifications for obtaining a good image quality and details. Sensor tool for fingerprints is a scanner with high level of accuracy. As for the voice, the recorder based on a smartphone application can be used as it was applied in this research.

Pre-processing on the face, fingerprints, iris, and retina are more complicated than voice because the required input data are image data. The quality of the image data varies depending on the position, brightness, and image details. Therefore, to obtain good image quality as a standard, more complicated pre-processing is required. Pre-processing for voice, on the other hand, is simpler, and it was implemented in this research. The pre-processing in this research were normalization, denoising, centering, and whitening.

The challenges of using voice passwords are basically the same as other biometric passwords, namely noise. Noise on voice can reduce the data quality. The noise can be overcome by normalization and denoising. In addition, the noise can be reduced by improving the quality of voice data retrieval, i.e. by making the soundproof room so that no noise from the surrounding is disturbing. This research did not use soundproof room, so the voice records still had noise. To handle the noise, this research used normalization and denoising.

It has been explained that the voice data have different qualities. The quality is affected by noise, voice magnitude, and voice start point. Therefore, pre-processing the data is necessary to obtain a good quality data. Figure 3 shows the input data and the pre-processing result data for letter “a” from 2 employees. The data from employee 1 and 2 have different qualities (the noise and the start point). The longer starting point of the sound, the more data will be recorded. The number of data will affect the iteration time of the classification. The noise will make different features vector and cause the classification accuracy to decrease.

![Fig. 3. Pre-processing results of letter A in 2 persons.](image)

The input data undergone pre-processing indicate that the starting point is still the same but the noise has gone. That condition has made the number of the data decrease, and thus the features vector is easier to be found.

Figure 4 shows the features vector of the letter “A” from 2 employees. The number of vector elements in the features vector is much lower than that in the input data. This is in agreement with “a good feature has a little number of feature but can distinguish more” [10,42]. Based on the features
vector, comparison and classification of the letters can be done.

![Fig. 4. Letter A feature vector of 2 persons.](image)

The comparison was performed by comparing the features vector of the input data with the references. Based on the comparison, the Euclidean distance between the input data and the references could be obtained, and by using Euclidean distance, the classification could be done.

Based on the research results, whether the employees are allowed to enter the nuclear area or not can be identified. The comparison of Euclidean distance between the letters spoken by the employee and the references (password) is shown in Table 1.

| Employees | Spoken Letters | Password Letters |
|-----------|----------------|------------------|
| LW 1      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| LW 2      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| LW 3      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| LW 4      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| LW 5      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| LW 6      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| LW 7      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| LW 8      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |

| Employees | Spoken Letters | Password Letters |
|-----------|----------------|------------------|
| IW 1      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| IW 2      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| IW 3      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| IW 4      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| IW 5      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| IW 6      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| IW 7      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |
| IW 8      | A 0.2 4.0 0    | E 0.2 0          |
|           | I 0.2 1.0 0    | U 0.2 0          |
|           | O 0.2 2.0 0    | O 0.2 0          |

**LW** (legal worker) designates employee having access permission. **IW** (illegal worker) designates employees having no access permission. The green color indicates that the letter spoken by employees is in agreement with the reference (password). The red color indicates that the letter spoken by employees is not in agreement with the reference. An employee with access permission was identified when all of the spoken letters (a, i, u, e, and o) were green. If any of the spoken letters was red, then the employee was identified as an employee with no access permission. The table shows that all LW have the green color for all of the spoken letters, whereas all IW have the red color. It means that the pattern recognition and classification using Fast ICA has been successfully implemented in this research.

In the LW 1-32, it is indicated that the spoken letters can be classified in accordance with the password (reference) letters, which is shown by a zero Euclidean distance. When an LW pronounces the letters, Fast ICA will seek its features vector and compare it with the reference features vector stored. Zero Euclidean distance is an indication that the features vector is similar or having no distance between the spoken data and the reference password. Euclidean distance appears if the features vector is not similar. For example, when LW 1-32 say "A",
Table 1. Euclidean distance comparison on letters spoken and the password letters.

| LW | IW | LW | IW |
|---|---|---|---|
| E | 14.8 | 22.1 | 24.3 | 19.3 |
| O | 16.6 | 23.9 | 26.9 | 16.6 |
| A | 0.0 | 19.2 | 19.4 | 14.5 | 14.0 |
| I | 16.1 | 25.5 | 15.8 | 20.3 |
| U | 15.5 | 22.4 | 13.1 | 19.5 |
| E | 14.4 | 21.6 | 23.6 | 18.6 |
| O | 15.9 | 22.9 | 25.3 | 15.7 |
| LW | 9 | IW | 9 |
| E | 19.2 | 25.6 | 27.3 | 15.6 |
| O | 20.2 | 26.5 | 29.6 | 10.8 |
| A | 22.1 | 21.6 | 34.3 | 15.0 |
| I | 23.5 | 25.3 | 24.2 | 27.5 |
| U | 19.8 | 27.1 | 23.8 | 25.8 |
| E | 22.3 | 25.1 | 25.9 | 18.8 |
| LW | 10 | IW | 10 |
| E | 25.8 | 29.1 | 19.1 | 23.2 |
| I | 18.3 | 24.5 | 16.1 | 19.8 |
| U | 16.9 | 23.7 | 20.6 | 25.8 |
| E | 18.3 | 25.8 | 21.4 | 20.8 |
| O | 17.4 | 24.6 | 27.7 | 17.4 |
| LW | 11 | IW | 11 |
| E | 16.4 | 15.9 | 17.3 | 15.5 |
| I | 21.2 | 24.5 | 21.4 | 20.8 |
| E | 21.1 | 25.0 | 22.8 | 20.9 |
| O | 18.3 | 19.1 | 18.0 | 16.2 |
| A | 19.8 | 21.2 | 20.4 | 17.9 |
| LW | 12 | IW | 12 |
| E | 21.3 | 26.7 | 16.8 | 20.2 |
| I | 16.9 | 26.3 | 16.6 | 21.5 |
| U | 15.3 | 23.6 | 15.0 | 20.3 |
| E | 16.8 | 25.2 | 21.4 | 21.1 |
| O | 14.5 | 22.2 | 24.8 | 14.0 |
| LW | 13 | IW | 13 |
| E | 15.1 | 14.5 | 13.4 | 12.0 |
| I | 24.5 | 25.7 | 27.7 | 24.6 |
| U | 21.6 | 26.5 | 22.3 | 23.3 |
| E | 14.3 | 15.6 | 16.0 | 13.2 |
| O | 19.5 | 19.8 | 18.9 | 0.0 |
| A | 18.2 | 18.4 | 15.5 | 13.2 |
| LW | 14 | IW | 14 |
| E | 17.1 | 24.8 | 14.8 | 21.1 |
| I | 14.6 | 20.9 | 17.1 | 18.5 |
| O | 13.3 | 22.7 | 21.6 | 16.6 |
| A | 14.8 | 21.8 | 22.3 | 15.7 |
| LW | 15 | IW | 15 |
| E | 19.2 | 22.7 | 17.1 | 17.8 |
| I | 15.5 | 26.7 | 15.3 | 19.0 |
| U | 22.7 | 27.6 | 21.9 | 26.2 |
| E | 17.5 | 25.9 | 28.7 | 22.8 |
| O | 14.2 | 21.3 | 21.7 | 13.9 |
| LW | 16 | IW | 16 |
| E | 22.8 | 25.3 | 16.2 | 20.3 |
| I | 15.8 | 24.2 | 16.5 | 19.7 |
| U | 16.3 | 23.4 | 16.2 | 20.2 |
| E | 14.8 | 22.1 | 24.3 | 19.3 |
| O | 16.6 | 23.9 | 26.9 | 16.6 |
| A | 22.8 | 27.1 | 17.9 | 21.3 |
| LW | 17 | IW | 17 |
| E | 15.8 | 25.2 | 15.5 | 20.4 |
| I | 18.2 | 24.5 | 16.1 | 21.2 |
| U | 15.7 | 23.5 | 26.9 | 20.0 |
| E | 15.6 | 23.2 | 25.9 | 15.6 |
| O | 22.5 | 25.3 | 17.0 | 20.7 |
| A | 15.1 | 15.7 | 21.6 | 21.8 |
| LW | 18 | IW | 18 |
| E | 24.1 | 28.0 | 24.7 | 27.8 |
| I | 23.8 | 28.2 | 32.7 | 26.0 |
| O | 20.5 | 27.9 | 31.5 | 20.4 |
| A | 0.0 | 25.1 | 27.8 | 18.1 | 23.0 |
| LW | 19 | IW | 19 |
| E | 24.4 | 32.1 | 25.3 | 29.1 |
| I | 19.5 | 26.8 | 19.3 | 20.5 |
| U | 18.2 | 23.2 | 22.1 | 21.4 |
| E | 19.6 | 27.6 | 31.2 | 19.6 |
| O | 20.7 | 22.3 | 18.1 | 18.7 |
| A | 24.5 | 37.5 | 17.6 | 22.4 |
| LW | 20 | IW | 20 |
| E | 21.7 | 27.1 | 21.6 | 24.7 |
| I | 17.6 | 23.9 | 29.4 | 24.1 |
| U | 18.3 | 22.1 | 15.9 | 15.7 |
| E | 21.8 | 32.1 | 25.3 | 29.1 |
| O | 20.3 | 18.6 | 21.4 | 19.2 |
| A | 0.0 | 30.2 | 24.8 | 22.6 | 21.2 |
| LW | 21 | IW | 21 |
| E | 29.5 | 32.4 | 15.8 | 20.3 |
| I | 15.5 | 22.4 | 28.2 | 29.9 |
| U | 12.2 | 14.9 | 18.4 | 17.9 |
| E | 22.4 | 24.8 | 26.4 | 14.9 |
| O | 14.0 | 20.7 | 22.2 | 19.8 |
| A | 15.9 | 27.8 | 17.3 | 23.1 |
| LW | 22 | IW | 22 |
| E | 21.7 | 27.4 | 21.6 | 24.9 |
| I | 15.6 | 23.7 | 28.4 | 22.7 |
| LW | 23 | IW | 23 |
| E | 21.7 | 27.4 | 21.6 | 24.9 |
| I | 15.6 | 23.7 | 28.4 | 22.7 |

**Note:** The table compares the Euclidean distance in millimeters for letters spoken (LW) and the password letters (IW). The lower the distance, the more similar the characters are.
The table below shows the Euclidean distance comparison on letters spoken and the password letters.

| O | 12.9 | 21.8 | 23.5 | 11.6 | 0.0 |
|---|------|------|------|------|----|
| A | 0.0  | 24.1 | 27.4 | 17.5 | 20 |
| I | 18.4 | 0.0  | 23.4 | 16.8 | 22.1|
| U | 21.4 | 27.5 | 0.0  | 21.8 | 26.9|
| E | 19.2 | 21.5 | 22.2 | 0.0  | 21.5|
| A | 0.0  | 22.4 | 24.2 | 13.4 | 17.8|
| I | 17.1 | 0.0  | 29.2 | 19.5 | 21.3|
| U | 17.3 | 24.5 | 0.0  | 18.2 | 22.3|
| E | 15.3 | 22.6 | 29.4 | 0.0  | 26 |
| O | 19  | 25.8 | 23.3 | 14.1 | 0.0 |

| O | 15.5 | 23.4 | 25.8 | 13.2 | 0.0 |
|---|------|------|------|------|----|
| A | 19.8 | 24.5 | 27.3 | 0.0  | 27.7|
| I | 17.4 | 19.3 | 28.5 | 11.1 | 21.9|
| U | 21.2 | 28.3 | 0.0  | 19.8 | 24.5 |
| E | 21.7 | 27.2 | 0.0  | 24.4 | 26.8 |
| A | 23.3 | 24.7 | 0.0  | 24.9 | 23.7|
| I | 17.4 | 22.6 | 21.2 | 23.9 |
| U | 20.2 | 19.4 | 18.6 | 18 |
| E | 17.7 | 22.2 | 24.6 | 0.0  |
| O | 19.3 | 22.3 | 23.2 | 20  |

| O | 20.9 | 24.2 | 23.6 | 19.5 |
|---|------|------|------|----|
| A | 26.1 | 26.4 | 24.4 | 22.8 |
| I | 20  | 20.1 | 22.4 | 21.2 |
| U | 21.4 | 21.9 | 22.7 | 23.4 |
| E | 24.2 | 23.6 | 0.0  | 20.8 |
| I | 15.4 | 23  | 27.1 | 0.0  |
| U | 15.3 | 22.2 | 23.8 | 0.0  |
| E | 15.6 | 22.9 | 24.9 | 0.0  |
| O | 19.1 | 21.0 | 20.8 | 18.8 |
| U | 17.3 | 19.7 | 19.9 | 17.2 |
| E | 24.8 | 30.9 | 32.1 | 0.0  |
| O | 24.8 | 30.9 | 32.1 | 0.0  |
| A | 18.1 | 21.7 | 21.7 | 18.2 |
| I | 21.8 | 25.8 | 24.2 |
| U | 19.8 | 22.8 | 21.7 | 20.5 |
| E | 19  | 20.5 | 20.2 | 18.9 |
| O | 20.7 | 22.7 | 23.5 | 18.8 |
| A | 15.6 | 20.1 | 25  | 20.2 |
| I | 16  | 24.3 | 20.1 | 19.2 |
| U | 12.9 | 26.2 | 20.9 | 19.8 |
| E | 15.4 | 20.4 | 0.0  |
| O | 20  | 24.5 | 27.3 | 0.0  |
| A | 17.5 | 19.6 | 21.0 |
| I | 23.3 | 29.2 | 0.0  |
| U | 21  | 31.7 | 27.1 | 0.0  |
| E | 24.1 | 28.8 | 32.4 | 21.3 |
| O | 21.2 | 29.4 | 23.6 | 17.2 |
| A | 24  | 31.4 | 11.4 | 22.6 |
| I | 19.5 | 21.5 | 21.3 | 19.1 |
| U | 17.2 | 19.7 | 19.8 | 17.2 |
| E | 25  | 31.2 | 24.8 | 28.2 |
| O | 18.2 | 21.7 | 21.9 | 19.3 |

When IW 1-32 say the password letters, the spoken voice will not be recognized appropriately. In the IW table, it can be noticed that the spoken letters are identified as different letters, so the password letters spoken by the IW are identified as other letters. This condition makes the IW access permit not be granted. For example, when the IW say “aiueo”, the spoken voice will be identified as “eueceu”. This disagreement is caused by the fact that everyone has unique voice characters. The characters are influenced by the type of voice (alto, soprano, etc.), the shape of the teeth, and the shape of the mouth. Based on the different character of each person, it can be identified whether the voice has an access permit or not.

Based on the above discussion, it can be understood that all password letters spoken by the LW will be recognized appropriately, and all password letters spoken by the IW will be recognized as different letters. Table 2 shows the result of the letters classification. All LW will have access permission, and all IW will not have access permission.

| Kind of Employees | A | I | E | O |
|-------------------|---|---|---|---|
| LW 1              | A | I | E | O |
| LW 2              | A | I | E | O |
| LW 3              | A | I | E | O |
| LW 4              | A | I | E | O |
| LW 5              | A | I | E | O |
| LW 6              | A | I | E | O |
| LW 7              | A | I | E | O |
| LW 8              | A | I | E | O |
| LW 9              | A | I | E | O |
| LW 10             | A | I | E | O |
| LW 11             | A | I | E | O |
| LW 12             | A | I | E | O |
| LW 13             | A | I | E | O |
| LW 14             | A | I | E | O |
| LW 15             | A | I | E | O |
| LW 16             | A | I | E | O |
| LW 17             | A | I | E | O |
| LW 18             | A | I | E | O |
| LW 19             | A | I | E | O |
| LW 20             | A | I | E | O |
| LW 21             | A | I | E | O |
| LW 22             | A | I | E | O |
| LW 23             | A | I | E | O |
| LW 24             | A | I | E | O |
| LW 25             | A | I | E | O |
| LW 26             | A | I | E | O |
| LW 27             | A | I | E | O |
| LW 28             | A | I | E | O |
| LW 29             | A | I | E | O |
| LW 30             | A | I | E | O |
| LW 31             | A | I | E | O |
| LW 32             | A | I | E | O |

| Kind of Employees | A | I | E | O |
|-------------------|---|---|---|---|
| IW 1              | A | I | E | O |
| IW 2              | A | I | E | O |
| IW 3              | A | I | E | O |
| IW 4              | A | I | E | O |
| IW 5              | A | I | E | O |
| IW 6              | A | I | E | O |
| IW 7              | A | I | E | O |
| IW 8              | A | I | E | O |
| IW 9              | A | I | E | O |
| IW 10             | A | I | E | O |
| IW 11             | A | I | E | O |
| IW 12             | A | I | E | O |
| IW 13             | A | I | E | O |
| IW 14             | A | I | E | O |
| IW 15             | A | I | E | O |
| IW 16             | A | I | E | O |
| IW 17             | A | I | E | O |
| IW 18             | A | I | E | O |
| IW 19             | A | I | E | O |
| IW 20             | A | I | E | O |
| IW 21             | A | I | E | O |
| IW 22             | A | I | E | O |
| IW 23             | A | I | E | O |
| IW 24             | A | I | E | O |
| IW 25             | A | I | E | O |
| IW 26             | A | I | E | O |
| IW 27             | A | I | E | O |
| IW 28             | A | I | E | O |
| IW 29             | A | I | E | O |
| IW 30             | A | I | E | O |
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The research results show that the model proposed in this research can be used as a biometrics security system and can enhance the security of NPP by using access restriction. Simpler pre-processing and simpler tool can be used to recognize and classify the voice data. Simpler tool and simpler pre-processing equal to lower cost for the implementation. However, there is still a possibility of classification and voice recognition error. The error may occur if an IW knows the password and can mimic the LW voice. This possible error can be overcome by combining voice password with other biometric passwords such as fingerprints [43,44], retina [45], iris [46], and face [47]. Further research is required to combine these passwords.

CONCLUSION

The Fast ICA method and the proposed model can be used to classify voices for deciding whether an employee has the access permit or not. The method seeks the features vector of the voices by searching the components that are statistically independent. The minimum Euclidean distance was used to identify the spoken letters based on the comparison of the features vector. The research used 32 data training and 64 data testing. The data training was used to determine the features vector of the voices that have access permit. The data testing was used to test the accuracy of the proposed model. The research’s results show that Fast ICA and minimum Euclidean distance can 100% distinguish between the employees who have access permit and the employees with no access permit. Based on the result accuracy, the model proposed in this research can be used as a biometrics security system.
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