Large and Moderate Deviation Principles for McKean-Vlasov SDEs with Jumps
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Abstract
In this paper, we consider McKean-Vlasov stochastic differential equations (MVSDEs) driven by Lévy noise. By identifying the right equations satisfied by the solutions of the MVSDEs with shifted driving Lévy noise, we build up a framework to fully apply the weak convergence method to establish large and moderate deviation principles for MVSDEs. In the case of ordinary SDEs, the rate function is calculated by using the solutions of the corresponding skeleton equations simply replacing the noise by the elements of the Cameron-Martin space. It turns out that the correct rate function for MVSDEs is defined through the solutions of skeleton equations replacing the noise by smooth functions and replacing the distributions involved in the equation by the distribution of the solution of the corresponding deterministic equation (without the noise). This is somehow surprising. With this approach, we obtain large and moderate deviation principles for much wider classes of MVSDEs in comparison with the existing literature see Dos Reis et al. (Ann. Appl. Probab. 29, 1487–1540, 2019).
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1 Introduction

The purpose of this paper is to establish large and moderate deviation principles for the following McKean-Vlasov stochastic differential equations (MVSDEs) driven by Lévy noise as the parameter $\epsilon$ tends to 0,

$$dX^\epsilon(t) = b_\epsilon(t, X^\epsilon, \mu^\epsilon)dt + \sqrt{\epsilon} \sigma_\epsilon(t, X^\epsilon, \mu^\epsilon)dW(t) + \epsilon \int_Z G_\epsilon(t, X^\epsilon, \mu^\epsilon, z)\tilde{N}^\epsilon^{-1}(dz, dt), \quad t \in [0, T], \epsilon \in (0, 1],$$

(1.1)

where $\mu^\epsilon$ is the law of $X^\epsilon$, $W$ is a Brownian motion (BM in short), $N^\epsilon^{-1}$ is a Poisson random measure (PRM in short) on $[0, T] \times Z$ with a $\sigma$-finite intensity measure $-\epsilon \text{Leb}_T \otimes \nu$, and $\tilde{N}^\epsilon^{-1}([0, t] \times B) = N^\epsilon^{-1}([0, t] \times B) - \epsilon^{-1}t \nu(B), \forall B \in B(Z)$ with $\nu(B) < \infty$, is the compensated PRM. The precise assumptions on (1.1) will be given in Section 2. We notice that $b_\epsilon$, $\sigma_\epsilon$, $G_\epsilon$ are functionals of the path $X^\epsilon$ and the law of $X^\epsilon$. (1.1) in particular includes the MVSDE:

$$dX(t) = b(t, X(t), \mu_t)dt + \sqrt{\epsilon} \sigma(t, X(t), \mu_t)dW(t) + \epsilon \int_Z G(t, X(t), \mu_t, z)\tilde{N}(dz, dt), \quad t \in [0, T], \epsilon \in (0, 1],$$

(1.2)

where $b_\epsilon(t, \cdot, \cdot)$, $\sigma_\epsilon(t, \cdot, \cdot)$ and $G_\epsilon(t, \cdot, \cdot, \cdot)$ depend only on the value and the law of the process $X^\epsilon$ at time $t$. We stress that the general framework (1.1) covers MVSDEs driven by Lévy noise, McKean-Vlasov stochastic partial differential equations (MVSPDEs) driven by Lévy noise, and MVSDEs/MVSPDEs with delay/memory driven by Lévy noise, etc.

MVSDEs were first suggested by Kac [37, 38] as a stochastic toy model for the Vlasov kinetic equation of plasma, and then introduced by McKean [47] to model plasma dynamics. These equations describe limiting behaviors of individual particles in an interacting particle system of mean-field type when the number of particles goes to infinity (so-called propagation of chaos). For this reason MVSDEs are also referred as mean-field SDEs. The theory and applications of MVSDEs and associated interacting particle systems have been extensively studied by a large number of researchers under various settings due to their wide range of applications in several fields, including physics, chemistry, biology, economics, financial mathematics etc. One can refer to [13, 26, 32, 50, 52] and the references therein for the existence and uniqueness of solutions to MVSDEs, [2, 21, 34, 48, 49, 57] for propagation of chaos, [22–25, 30, 40, 43–45, 55] for exponential ergodicity and functional inequalities, [1, 20, 28, 42, 56] and the references therein for large deviation principles.

On the other hand, real world models in finance, physics, biology, etc., sometimes cannot be well represented by Gaussian noise. And from the point of view of particle systems, in many scenarios, the individual particles and the related whole population will demonstrate some sudden jumps. Lévy-type perturbations come to the stage to reproduce the performance of these natural phenomena, and a PRM is a good and natural model to express these jumps. Thus, it is natural to consider MVSDEs driven by BM and PRM as follows:

$$dX(t) = b(t, X(t), \mu_t)dt + \sigma(t, X(t), \mu_t)dW(t) + \int_Z G(t, X(t-), \mu_t, z)\tilde{N}(dz, dt).$$

(1.3)

Compared with the MVSDEs driven by BM, the MVSDEs with Lévy noise have been much less studied. In [36], Jourdain et al. studied the existence, uniqueness and particle approximations for MVSDEs driven by Lévy noise. Recently in [48, 51], the authors considered the well-posedness and propagation of chaos results for MVSDEs with delay driven...
by Lévy noise. In analogy to the case of Gaussian noise (see \cite{12, 31}), nonlinear and nonlocal integral Fokker-Planck PDEs can be related to MVSDEs with Lévy noise (see \cite{27, 36, 39}).

Large and moderate deviation principles can provide an exponential estimate for tail probability (or the probability of a rare event) in terms of some explicit rate function. In the case of stochastic processes, the heuristics underlying large and moderate deviations theory is to identify a deterministic path around which the diffusion is concentrated with overwhelming probability, so that the stochastic motion can be seen as a small random perturbation of this deterministic path.

Large and moderate deviation principles for classical stochastic evolution equations and SPDEs driven by BM and/or PRM have been extensively investigated in recent years. Among the approaches to deal with these problems, the weak convergence method based on a variational representation for positive measurable functionals of a BM and/or PRM (see \cite{4, 6–9}) is proved to be a powerful tool to establish large and moderate deviation principles for various dynamical systems driven by Gaussian noise and/or PRM. The reader is referred to \cite{4, 6–11, 14, 17–19, 46, 54, 58, 60, 61} and the references therein. The key components of the variational representation are the controlled BM and the controlled PRM. The controlled BM basically shifts the mean, while the controlled PRM plays the role of a thinning function. We refer to \cite{5} for an excellent review of the advances on the weak convergence method during the past decade.

Assume that there is a unique strong solution $X^\varepsilon$ to MVSDE (1.1). Then, there exists a measurable map $G^\varepsilon$ such that the solution $X^\varepsilon$ can be represented as

$$X^\varepsilon = G^\varepsilon(\sqrt{\varepsilon} W, \varepsilon N^{-1}). \tag{1.4}$$

One key step to establish the LDP is to prove the weak convergence of the perturbations $X^{\varepsilon, u} := G^\varepsilon(\sqrt{\varepsilon} W + \int_0^t \phi_\varepsilon(s) ds, \varepsilon N^{-1}\psi_\varepsilon)$ as $\varepsilon \to 0$, here $u_\varepsilon = (\phi_\varepsilon, \psi_\varepsilon)$. It is therefore important to identify the correct equation satisfied by $X^{\varepsilon, u}$ in this setting. It would be natural to think that $X^{\varepsilon, u}$ is the solution to the following controlled SDE:

$$dX^{\varepsilon, u}(t) = b(t, X^{\varepsilon, u}, \mu^{\varepsilon, u}) dt + \sqrt{\sigma(t, X^{\varepsilon, u}, \mu^{\varepsilon, u})} dW(t) + \sigma(t, X^{\varepsilon, u}, \mu^{\varepsilon, u}) \phi_\varepsilon(t) dt + \int_Z G_\varepsilon(z, X^{\varepsilon, u}, \mu^{\varepsilon, u}, z) \left( \varepsilon N^{-1}\psi_\varepsilon(dz, dt) - \nu(dz) dt \right), \quad t \in [0, T], \tag{1.5}$$

where $\mu^{\varepsilon, u}$ is the distribution of the solution $X^\varepsilon$ to (1.1). The reason is that when perturbing the BM and PRM in the arguments of the map $G^\varepsilon(\cdot, \cdot)$, $\mu^{\varepsilon}$ is already deterministic and hence it is not affected by the perturbation, as the following example shows.

Indeed, this was the claim in \cite{15}, in which Cai et al. attempted to apply fully weak convergence method to obtain the LDP for MVSDEs with Lévy noise. Unfortunately this claim is wrong, which leads to a wrong rate function of the LDP.

One of the contributions of this paper is to find the correct equation satisfied by $X^{\varepsilon, u}$. In fact we find out that $X^{\varepsilon, u}$ is actually the unique solution to the following SDE:

$$dX^{\varepsilon, u}(t) = b(t, X^{\varepsilon, u}, \mu^{\varepsilon}) dt + \sqrt{\sigma(t, X^{\varepsilon, u}, \mu^{\varepsilon})} dW(t) + \sigma(t, X^{\varepsilon, u}, \mu^{\varepsilon}) \phi_\varepsilon(t) dt + \int_Z G_\varepsilon(z, X^{\varepsilon, u}, \mu^{\varepsilon}, z) \left( \epsilon N^{-1}\psi_\varepsilon(dz, dt) - \nu(dz) dt \right), \quad t \in [0, T], \tag{1.6}$$

where $\mu^{\varepsilon}$ is the distribution of the solution $X$ to (1.1). The reason is that when perturbing the BM and PRM in the arguments of the map $G^\varepsilon(\cdot, \cdot)$, $\mu^{\varepsilon}$ is already deterministic and hence it is not affected by the perturbation, as the following example shows.
Example 1.1 Consider the following simple MVSDE:

$$X^\varepsilon(t) = x_0 + \int_0^t \mathbb{E}(X^\varepsilon(s))ds + \sqrt{\varepsilon} W(t), \ t \in [0, T], \varepsilon \in (0, 1]. \quad (1.7)$$

Here $x_0 \in \mathbb{R}$, $W$ is a one-dimensional BM. Due to the existence and uniqueness of the strong solution, there exists a map $G^\varepsilon$ such that $X^\varepsilon = G^\varepsilon(\sqrt{\varepsilon} W)$. To see the equation satisfied by $Y^\varepsilon := G^\varepsilon(\sqrt{\varepsilon} W + \int_0^t \phi_\varepsilon(s)ds)$, we take expectation on both sides of (1.7) to get

$$\mathbb{E}(X^\varepsilon(t)) = x_0 + \int_0^t \mathbb{E}(X^\varepsilon(s))ds, \ t \in [0, T], \varepsilon \in (0, 1].$$

Hence $\mathbb{E}(X^\varepsilon(t)) = x_0 e^{\varepsilon t}$. Thus we have

$$X^\varepsilon(t) = x_0 + \int_0^t x_0 e^{\varepsilon s} ds + \sqrt{\varepsilon} W(t) = G^\varepsilon(\sqrt{\varepsilon} W)(t), \ t \in [0, T], \varepsilon \in (0, 1].$$

Therefore, $Y^\varepsilon := G^\varepsilon(\sqrt{\varepsilon} W + \int_0^t \phi_\varepsilon(s)ds)$ is the solution of the equation:

$$Y^\varepsilon(t) = x_0 + \int_0^t x_0 e^{\varepsilon s} ds + \sqrt{\varepsilon} W(t) + \int_0^t \phi_\varepsilon(s)ds$$

$$= x_0 + \int_0^t \mathbb{E}(X^\varepsilon(s))ds + \sqrt{\varepsilon} W(t) + \int_0^t \phi_\varepsilon(s)ds, \ t \in [0, T], \varepsilon \in (0, 1]. \quad (1.8)$$

$Y^\varepsilon$ does NOT satisfy the following controlled SDE:

$$Y^\varepsilon(t) = x_0 + \int_0^t \mathbb{E}(Y^\varepsilon(s))ds + \sqrt{\varepsilon} W(t) + \int_0^t \phi_\varepsilon(s)ds, \ t \in [0, T], \varepsilon \in (0, 1]. \quad (1.9)$$

Large and moderate deviations for MVSDEs and MVSPDEs, especially driven by Lévy noise, have been much less studied. For the MVSDE Eq. 1.1 without jumps, Herrmann et al. [28] obtained the large deviation principle (LDP) in path space equipped with the uniform norm, assuming the superlinear growth of the drift but imposing coercivity condition, and a constant diffusion coefficient. Dos Reis et al. [20] obtained LDPs in path space topologies under the assumption that coefficients $b$ and $\sigma$ have some extra regularity with respect to time. The approach in [28] and [20] is to first replace the distribution $\mu^\xi$ of $X^\xi$ in the coefficients with a Dirac measure $\delta_{X^0(t)}$, where $X^0$ is the solution to the following ordinary differential equation

$$dX^0(t) = b(t, X^0(t), X^0(t))dt, \quad (1.10)$$

and then to use discretization, approximation and exponential equivalence arguments. Carrying out similar arguments, Adams et al. [1] studied a class of reflected McKean-Vlasov diffusions. These techniques require more stringent conditions on the coefficients.

Recently Suo and Yuan [56] obtained a moderate deviation principle (MDP) for MVSDEs driven by BM, assuming the Lipschitz conditions on coefficients $b, \sigma$ and on the Lyons derivative of the coefficients $b$. They used the weak convergence approach to first establish the MDP for the following SDEs

$$dY^\varepsilon(t) = b_\varepsilon(t, Y^\varepsilon(t), \delta_{X^0(t)})dt + \sqrt{\varepsilon} \sigma_\varepsilon(t, Y^\varepsilon(t), \delta_{X^0(t)})dW(t), \ t \in [0, T], \quad (1.11)$$

where $X^0$ is given in Eq. 1.10, and then proved the exponential equivalence of $X^\varepsilon$ and $Y^\varepsilon$. However stronger conditions on the coefficients are required in this approach.

One of the main contributions in this article is the identification of the correct controlled equations for MVSDEs when perturbing the driving BM and PRM. This is the key for us to fully use the weak convergence method to establish LDPs and MPDs, which leads to the
very natural Lipschitz conditions on the coefficients without the extra assumptions appearing in the literatures mentioned above. The discretization and approximation techniques can not be applied to the case of Lévy driving noise and also require stronger conditions on the coefficients even in the Gaussian case. We formulate the abstract results in infinite dimensions so that they can be applied both to finite and infinite dimensions. Due to the length of the current paper, we present only an application in finite dimensions. However, we like to point out the article [29] where the authors already applied our results to infinite dimensional situations.

The paper is organized as follows. In Section 2, we introduce notations, cylindrical Brownian motion, Poisson random measures as well as various associated spaces. In Section 3, we introduce the setup for McKean-Vlasov stochastic differential equations on Banach spaces. The framework is sufficiently general to include also MVSDEs/MVSPDEs with delay/memory driven by Lévy noise. In Section 4, we formulate two abstract results on large deviation and moderate deviation principles for the MVSDEs. In Section 5, we consider MVSDEs in $\mathbb{R}^d$. We obtain a large deviation principle and a moderate deviation principle for the MVSDEs under much weaker conditions than those existing in the literature.

2 Framework

Set $\mathbb{N} := \{1, 2, 3, \cdots\}$, $\mathbb{R} := (-\infty, \infty)$ and $\mathbb{R}_+ := [0, \infty)$. For a metric space $S$, the Borel $\sigma$-field on $S$ will be written as $\mathcal{B}(S)$. We denote by $C_c(S)$ the space of real-valued continuous functions with compact supports. Let $C([0, T], S)$ be the space of continuous functions $f : [0, T] \to S$ endowed with the uniform convergence topology. Let $D([0, T], S)$ be the space of all càdlàg functions $f : [0, T] \to S$ endowed with the Skorokhod topology. For an $S$-valued measurable map $X$ defined on some probability space $(\Omega, \mathcal{F}, P)$ we will denote by $\text{Law}(X)$ the measure induced by $X$ on $(S, \mathcal{B}(S))$. For a measurable space $(U, \mathcal{U})$, let $Pr(U)$ be the class of probability measures on this space. We use the symbol $\Rightarrow$ to denote the convergence in distribution.

For a locally compact Polish space $S$, the space of all Borel measures on $S$ is denoted by $M(S)$, and $M_{FC}(S)$ denotes the set of all $\mu \in M(S)$ with $\mu(O) < \infty$ for each compact subset $O \subseteq S$. We endow $M_{FC}(S)$ with the weakest topology such that for each $f \in C_c(S)$ the mapping $\mu \in M_{FC}(S) \to \int_S f(s) \mu(ds)$ is continuous. This topology is metrizable such that $M_{FC}(S)$ is a Polish space, see [6] for more details.

We fix $T > 0$ throughout this paper. Let $K$ be a separable Hilbert space with inner product $\langle \cdot, \cdot \rangle_K$ and norm $\| \cdot \|_K$. Assume that $Z$ is a locally compact Polish space with a $\sigma$-finite measure $\nu \in M_{FC}(Z)$. The probability space $(\Omega, \mathcal{F}, \mathbb{P} := \{\mathcal{F}_t\}_{t \in [0, T]}, P)$ is specified as

$$\Omega := C([0, T], K) \times M_{FC}([0, T] \times Z \times \mathbb{R}_+), \quad \mathcal{F} := \mathcal{B}(\Omega).$$

We introduce the coordinate mappings

$$W : \Omega \to C([0, T], K), \quad W(\alpha, \beta)(t) = \alpha(t), \quad t \in [0, T];$$

$$N : \Omega \to M_{FC}([0, T] \times Z \times \mathbb{R}_+), \quad N(\alpha, \beta) = \beta.$$

Define for each $t \in [0, T]$ the $\sigma$-algebra

$$\mathcal{G}_t := \sigma \left( \left\{ (W(s), N((0, s] \times A)) : 0 \leq s \leq t, A \in \mathcal{B}(Z \times \mathbb{R}_+) \right\} \right).$$

For the given $\nu$, it follows from [33, Sec.I.8] that there exists a unique probability measure $P$ on $(\Omega, \mathcal{F})$ such that:
(a) \( W \) is a \( K \)-cylindrical BM;
(b) \( N \) is a PRM on \([0, T] \times Z \times \mathbb{R}_+\) with intensity measure \( \text{Leb}_T \otimes \nu \otimes \text{Leb}_\infty \), where \( \text{Leb}_T \) and \( \text{Leb}_\infty \) stand for the Lebesgue measures on \([0, T]\) and \( \mathbb{R}_+ \) respectively;
(c) \( W \) and \( N \) are independent.

We denote by \( \mathbb{F} := \{ \mathcal{F}_t \}_{t \in [0, T]} \) the \( \mathcal{P} \)-completion of \( \{ \mathcal{G}_t \}_{t \in [0, T]} \) and \( \mathcal{P} \) the \( \mathbb{F} \)-predictable \( \sigma \)-field on \([0, T] \times \Omega \). The cylindrical BM \( W \) and the PRM \( N \) will be defined on the (filtered) probability space \(( \Omega, \mathcal{F}, \mathcal{P} := \{ \mathcal{F}_t \}_{t \in [0, T]} )\). The corresponding compensated PRM will be denoted by \( \tilde{N} \).

Denote \( \mathbb{R}_+ := \{ \phi : [0, T] \times Z \to \mathbb{R}_+ : \phi \) is \(( \mathcal{P} \otimes \mathcal{B}(Z)) / \mathcal{B}(\mathbb{R}_+) \)-measurable \} \).

For any \( \varphi \in \mathbb{R}_+ \), \( N^\varphi : \Omega \to M_{FC}([0, T] \times Z) \) is a counting process on \([0, T] \times Z \) defined by

\[
N^\varphi((0, t] \times A) = \int_{(0, t] \times A \times \mathbb{R}_+} 1_{[0, \varphi(s, z)]}(r) N(ds, dz, dr), \quad 0 \leq t \leq T, \quad A \in \mathcal{B}(Z). \tag{2.1}
\]

\( N^\varphi \) can be viewed as a controlled random measure, with \( \varphi \) selecting the intensity.

Analogously, \( \tilde{N}^\varphi \) is defined by replacing \( N \) with \( \tilde{N} \) in (2.1). When \( \varphi \equiv c > 0 \), we write \( N^\varphi = N^c \) and \( \tilde{N}^\varphi = \tilde{N}^c \).

For each \( f \in L^2([0, T], K) \), we introduce the quantity

\[
Q_1(f) := \frac{1}{2} \int_0^T \| f(s) \|^2_K ds,
\]

and for each \( m > 0 \), denote

\[
S^m_1 := \{ f \in L^2([0, T], K) : Q_1(f) \leq m \}.
\]

Equipped with the weak topology, \( S^m_1 \) is a compact subset of \( L^2([0, T], K) \).

For each measurable function \( g : [0, T] \times Z \to [0, \infty) \), define

\[
Q_2(g) := \int_{[0, T] \times Z} \ell(g(s, z)) \nu(dz) ds,
\]

where \( \ell(x) = x \log x - x + 1 \), \( \ell(0) := 1 \). For each \( m > 0 \), denote

\[
S^m_2 := \{ g : [0, T] \times Z \to [0, \infty) : Q_2(g) \leq m \}.
\]

Any measurable function \( g \in S^m_2 \) can be identified with a measure \( \hat{g} \in M_{FC}([0, T] \times Z) \), defined by

\[
\hat{g}(A) = \int_A g(s, z) \nu(dz) ds, \quad \forall A \in \mathcal{B}([0, T] \times Z). \tag{2.2}
\]

This identification induces a topology on \( S^m_2 \) under which \( S^m_2 \) is a compact space (see the Appendix of [9]).

Denote

\[
S := \bigcup_{m \in \mathbb{N}} \left( S^m_1 \times S^m_2 \right), \tag{2.3}
\]

and equip it with the usual product topology.

For any \( m \in (0, \infty) \), let \( S^m_1 \) be a space of stochastic processes on \( \Omega \) defined by

\[
S^m_1 := \{ \varphi : [0, T] \times \Omega \to K : \mathbb{F}\text{-predictable and } \varphi(\cdot, \omega) \in S^m_1 \text{ for } P\text{-a.e. } \omega \in \Omega \}.\]
Let \( \{Z_n\}_{n \in \mathbb{N}} \) be a sequence of compact sets satisfying that \( Z_n \subseteq Z \) and \( Z_n \nearrow Z \). For each \( n \in \mathbb{N} \), let

\[
\mathcal{R}_{b,n} = \left\{ \psi \in \mathcal{R}_+ : \psi(t, z, \omega) \in \left[ \frac{1}{n}, n \right], \quad \text{if } z \in Z_n \right\}
\]

and \( \mathcal{R}_b = \bigcup_{n=1}^{\infty} \mathcal{R}_{b,n} \). For any \( m \in (0, \infty) \), let \( S_2^m \) be a space of stochastic processes on \( \Omega \) defined by

\[
S_2^m := \{ \psi \in \mathcal{R}_b : \psi(\cdot, \cdot, \omega) \in S_2^m \text{ for } P\text{-a.e. } \omega \in \Omega \}.
\]

### 3 McKean-Vlasov SDES

Now we are in the position to introduce the framework of distribution-dependent SDEs on Banach spaces. Our framework is sufficiently general to also include SPDEs.

Let \( H \) be a separable Hilbert space with inner product \( \langle \cdot, \cdot \rangle_H \) and norm \( \| \cdot \|_H \). Let \( V \) and \( E \) be separable Banach spaces with norms \( \| \cdot \|_V \) and \( \| \cdot \|_E \) such that \( V \subset H \subset E \) continuously and densely. In the setting of SPDEs, one often takes \( V = H_0^{1,2}(D) \), \( H = L^2(D) \) and \( E = H_0^{-1,2}(D) \), where \( D \) is an open domain in \( \mathbb{R}^d \), \( H_0^{1,2}(D) \) is the Sobolev space of order one, and \( H_0^{-1,2}(D) \) is the dual space of \( H_0^{1,2}(D) \).

\( \| \cdot \|_V \) is extended to a functional on \( H \) by setting \( \| x \|_V := \infty \) if \( x \in H \setminus V \). Note that this extension is \( \mathcal{B}(H) \)-measurable and lower semi-continuous. Hence, the following path space is well defined:

\[
\mathbb{D} := \{ x \in D([0, T], H) : \int_0^T \| x(t) \|_V \, dt < \infty \}
\]

endowed with the metric

\[
d(x_1, x_2) := \int_0^T \| x_1(t) - x_2(t) \|_V \, dt + d_T(x_1, x_2),
\]

where \( d_T(x_1, x_2) \) is the Skorokhod distance on \( D([0, T], H) \). It is easy to see that \( (\mathbb{D}, d) \) is a Polish space.

Let \( L_2(K, H) \) be the space of all Hilbert-Schmidt operators from \( K \) to \( H \) equipped with the usual Hilbert-Schmidt norm \( \| \cdot \|_{L_2} \). Denote by \( \mathcal{B}_s(\mathbb{D}) \) the \( \sigma \)-algebra generated by all maps \( \pi_s : \mathbb{D} \to H, s \in [0, t] \), where \( \pi_s(w) := w(s), w \in \mathbb{D} \).

**Assumption 3.1** Throughout this paper we always assume that, for any fixed \( J \in Pr(D([0, T], H)) \):

- \( b(\cdot, \cdot, J) : [0, T] \times \mathbb{D} \to E \) is \( \mathcal{B}([0, T]) \otimes \mathcal{B}(\mathbb{D}) \otimes \mathcal{B}(E) \)-measurable;
- \( \sigma(\cdot, \cdot, J) : [0, T] \times \mathbb{D} \to L_2(K, H) \) is \( \mathcal{B}([0, T]) \otimes \mathcal{B}(\mathbb{D}) \otimes \mathcal{B}(L_2(K, H)) \)-measurable;
- \( G(\cdot, \cdot, J) : [0, T] \times \mathbb{D} \otimes Z \to H \) is \( \mathcal{B}([0, T]) \otimes \mathcal{B}(\mathbb{D}) \otimes \mathcal{B}(Z) \otimes \mathcal{B}(H) \)-measurable;
- \( b(t, \cdot, J) \) is \( \mathcal{B}_t(\mathbb{D}) / \mathcal{B}(E) \)-measurable, for any \( t \in [0, T] \);
- \( \sigma(t, \cdot, J) \) is \( \mathcal{B}_s(\mathbb{D}) / \mathcal{B}(L_2(K, H)) \)-measurable, for any \( t \in [0, T] \);
- \( G(t, \cdot, J, z) \) is \( \mathcal{B}_t(\mathbb{D}) / \mathcal{B}(H) \)-measurable, for any \( t \in [0, T] \) and \( z \in Z \).
• $G(\cdot, \cdot, J, \cdot) \text{ is predictable with respect to } \{\mathcal{B}_t(\mathbb{D}), \ t \in [0, T]\}. \footnote{See Definition 3.3 in [33], page 61. An $H$-valued function $f(t, x, z)$ defined on $[0, T] \times \mathbb{D} \times Z$ is called $(\mathcal{B}_t(\mathbb{D}), \ t \in [0, T])$-predictable if the mapping $(t, x, z) \rightarrow f(t, x, z)$ is $\mathcal{I}/\mathcal{B}(H)$-measurable where $\mathcal{I}$ is the smallest $\sigma$-field on $[0, T] \times \mathbb{D} \times Z$ such that all real valued function $g$ having the following properties are measurable:

\begin{enumerate}
  \item for each $t > 0$, $(x, z) \rightarrow g(t, x, z)$ is $\mathcal{B}_t(\mathbb{D}) \otimes \mathcal{B}(Z)/\mathcal{B}(\mathbb{R})$-measurable;
  \item for each $(x, z)$, $t \rightarrow g(t, x, z)$ is left continuous.
\end{enumerate}}$

In this section, we consider the following general distribution-dependent SDEs with jumps

$$dY(t) = b(t, Y, J)dt + \sigma(t, Y, J)dW(t) + \int_Z G(t, Y, J, z)\tilde{N}^1(dz, dt), \ 0 \leq t \leq T \ (3.1)$$

with initial value $Y(0) = h \in H$.

Remark 3.1 We stress that the abstract formulation of SDEs (3.1) is general enough to cover many types of SPDEs, such as SPDEs with delay, distribution-dependent SPDEs, McKean-Vlasov SDEs, etc.

We now introduce some definitions related to the solutions of (3.1).

Definition 3.2 For a fixed $J \in \mathcal{P}_r(D([0, T], H))$, $Y$ is called a solution of (3.1) if

\begin{enumerate}
  \item $Y = \{Y(t), t \in [0, T]\}$ is an $\mathbb{F}$-adapted process with paths in $\mathbb{D}$,
  \item $\int_0^T \|b(t, Y, J)\|_E dt + \int_0^T \|\sigma(t, Y, J)\|_{L^2}^2 dt + \int_0^T \int_Z \|G(t, Y, J, z)\|_{L^2}^2 H \nu(dz) dt < \infty$, $P$-a.s.,
  \item as a stochastic process on $E$, $Y$ satisfies
$$Y(t) = h + \int_0^t b(s, Y, J)ds + \int_0^t \sigma(s, Y, J)dW(s) + \int_0^t \int_Z G(s, Y, J, z)\tilde{N}^1(dz, ds), \ t \in [0, T], \ P$-a.s. \ (3.2)$$
\end{enumerate}

Remark 3.3 If (a) holds, the assumptions on $b$, $\sigma$ and $G$ imply that

\begin{enumerate}
  \item $\{b(s, Y(\omega), J), s \in [0, T], \omega \in \Omega\}$ is an $E$-valued $\mathbb{F}$-adapted process,
  \item $\{\sigma(s, Y(\omega), J), s \in [0, T], \omega \in \Omega\}$ is a $L_2(K, H)$-valued $\mathbb{F}$-adapted process,
  \item $\{G(s, Y(\omega), J, z), s \in [0, T], \omega \in \Omega, z \in Z\}$ is a $H$-valued $\mathbb{F}$-predictable process.\footnote{An $H$-valued function $f(t, x, z)$ defined on $[0, T] \times \Omega \times Z$ is called $\mathbb{F}$-predictable if the mapping $(t, x, z) \rightarrow f(t, x, z)$ is $\mathcal{I}_\mathcal{F}/\mathcal{B}(H)$-measurable where $\mathcal{I}_\mathcal{F}$ is the smallest $\sigma$-field on $[0, T] \times \Omega \times Z$ with respect to which all real valued function $g$ having the following properties are measurable:

\begin{enumerate}
  \item for each $t > 0$, $(x, z) \rightarrow g(t, x, z)$ is $\mathcal{F}_t \otimes \mathcal{B}(Z)/\mathcal{B}(\mathbb{R})$-measurable,
  \item for each $(x, z)$, $t \rightarrow g(t, x, z)$ is left continuous.
\end{enumerate}}

Furthermore, if (b) holds, then $\int_0^T b(s, Y, J)ds$, $\int_0^T \sigma(s, Y, J)dW(s)$ and $\int_0^T \int_Z G(s, Y, J, z)\tilde{N}^1(ds, dz)$ are well-defined as the Lebesgue-Stieltjes integral and the Itô integrals respectively. The reader is referred to [53] and [63] for more details.
**Definition 3.4** The pathwise uniqueness is said to hold for (3.1) with the fixed \( J \in \text{Pr}(D([0, T], H)) \), if for any two solutions \( Y_1 \) and \( Y_2 \) of (3.1),
\[
Y_1(t) = Y_2(t), \ t \in [0, T], \ P\text{-a.s.}
\]
Now consider the McKean-Vlasov equation:
\[
dX(t) = b(t, X, \text{Law}(X))\,dt + \sigma(t, X, \text{Law}(X))\,dW(t) + \int_Z G(t, X, \text{Law}(X), z)\,\widetilde{N}^1(dz, dt) \tag{3.3}
\]
with initial value \( X(0) = h \in H \).
Notice that a stochastic process \( X = \{X(t)\}_{0 \leq t \leq T} \) is a solution to equation (3.3) if \( X \) is a solution of (3.1) with \( J = \text{Law}(X) \).

**Definition 3.5** The pathwise uniqueness is said to hold for (3.3), if for any two solutions \( X_1 \) and \( X_2 \) of (3.3),
\[
X_1(t) = X_2(t), \ t \in [0, T] \ P\text{-a.s.},
\]
and hence \( \text{Law}(X_1) = \text{Law}(X_2) \).

Now we state a perturbation result.

**Theorem 3.6** Fix \( J \in \text{Pr}(D([0, T], H)) \). Suppose that \( Y \) is a solution of (3.1), and pathwise uniqueness holds with the fixed \( J \). Then there exists a unique map \( \Gamma_J : C([0, T], K) \times M_{FC}([0, T] \times Z) \to \mathbb{D} \) such that
\[
Y = \Gamma_J(W, N^1).
\]
Moreover for any \( m \in (0, \infty) \) and \( u = (\phi, \psi) \in S^m_1 \times S^m_2 \), let
\[
Y^u := \Gamma_J(W + \int_0^\cdot \phi(s)\,ds, N^\psi), \tag{3.4}
\]
then we have
(a) \( Y^u = \{Y^u(t), t \in [0, T]\} \) is an \( \mathcal{F} \)-adapted process with paths in \( \mathbb{D} \),
(b) \[
\int_0^T \|b(t, Y^u, J)\|_E\,dt + \int_0^T \|\sigma(t, Y^u, J)\|_{L^2}^2\,dt + \int_0^T \|\sigma(t, Y^u, J)\phi(t)\|_H\,dt
\]
\[
+ \int_0^T \int_Z \|G(t, Y^u, J, z)\|_H^2\psi(t, z)\nu(dz)\,dt + \int_0^T \int_Z \|G(t, Y^u, J, z)(\psi(t, z) - 1)\|_H\nu(dz)\,dt
\]
< \infty, \ P\text{-a.s.},
(c) as a stochastic equation on \( E \), \( Y^u \) satisfies
\[
Y^u(t) = h + \int_0^t b(s, Y^u, J)\,ds + \int_0^t \sigma(s, Y^u, J)\,dW(s) + \int_0^t \sigma(s, Y^u, J)\phi(s)\,ds
\]
\[
+ \int_0^t \int_Z G(s, Y^u, J, z)\left(N^\psi(dz, ds) - \nu(dz)\,ds\right) , \ t \in [0, T], \ P\text{-a.s.} \tag{3.5}
\]
Moreover, \( Y^u \) is the unique stochastic process satisfying (a)-(c).
Remark 3.7 Note that Eq. 3.5 is equivalent to
\[ Y^u(t) = h + \int_0^t b(s, Y^u, J)ds + \int_0^t \sigma(s, Y^u, J)dW(s) + \int_0^t \int_G G(s, Y^u, J, z)\tilde{N}(dz, ds) + \int_0^t \sigma(s, Y^u, J)\phi(s)ds, \ t \in [0, T], \ P\text{-a.s.} \]

where
\[ \int_0^t \int_G G(s, Y^u, J, z)\tilde{N}(dz, ds) = \int_0^t \int_0^{\infty} G(s, Y^u, J, z)1_{[0,\psi(s,z)]}(r)\tilde{N}(dr, dz, ds). \] (3.6)

Although the claim in Theorem 3.6 is not surprising, its rigorous proof requires the careful use of the Girsanov Theorem for the mixture of Brownian motion and Poisson random measures. The sketch of the proof of Theorem 3.6 is provided in the appendix.

Applying Theorem 3.6 and Remark 3.7, we immediately have

Theorem 3.8 Assume that \( X \) is a solution of (3.3) with initial value \( X(0) = h \in H \), and that the pathwise uniqueness holds for (3.1) with \( J = \text{Law}(X) \). Then \( X = \Gamma_{\text{Law}(X)}(W, N^1) \), where \( \Gamma_{\text{Law}(X)} \) is the map \( \Gamma_J \) in Theorem 3.6 with \( J = \text{Law}(X) \).

Moreover for any \( m \in (0, \infty) \) and \( u = (\phi, \psi) \in S^m_1 \times S^m_2 \), let \( X^u := \Gamma_{\text{Law}(X)}(W + \int_0^t \phi(s)ds, N^\psi) \), then we have

(a) \( X^u = [X^u(t), t \in [0, T]] \) is an \( \mathbb{F} \)-adapted process with paths in \( \mathbb{D} \),

(b) as a stochastic equation on \( E \), \( X^u \) satisfies
\[ X^u(t) = h + \int_0^t b(s, X^u, \text{Law}(X))ds + \int_0^t \sigma(s, X^u, \text{Law}(X))dW(s) + \int_0^t \int_G G(s, X^u, \text{Law}(X), z)\bar{N}^\psi(dz, ds) + \int_0^t \sigma(s, X^u, \text{Law}(X))\phi(s)ds, \ t \in [0, T], \ P\text{-a.s.} \] (3.7)

4 Large and Moderate Deviation Principles

In this section, we will consider the large and moderate deviation principles of the solutions:
\[ dX^\epsilon(t) = b_\epsilon(t, X^\epsilon, \text{Law}(X^\epsilon))dt + \sqrt{\epsilon}\sigma_\epsilon(t, X^\epsilon, \text{Law}(X^\epsilon))dW(t) + \epsilon \int_G G_\epsilon(t, X^\epsilon, \text{Law}(X^\epsilon), z)\bar{N}^{\epsilon^{-1}}(dz, dt) \] (4.1)

with initial value \( X^\epsilon(0) = h \in H \), as \( \epsilon \downarrow 0 \).

4.1 Large Deviation Principle

Let us first recall the definition of a rate function and LDP.

Let \( E \) be a Polish space with the Borel \( \sigma \)-field \( \mathcal{B}(E) \). Recall
Definition 4.1 (Rate function) A function $I : E \to [0, \infty]$ is called a rate function on $E$, if for each $M < \infty$, the level set $\{ x \in E : I(x) \leq M \}$ is a compact subset of $E$.

Definition 4.2 (Large deviation principle) Let $I$ be a rate function on $E$. Given a collection \{ $h(\varepsilon)$ \}$_{\varepsilon > 0}$ of positive reals, a family \{ $X^\varepsilon$ \}$_{\varepsilon > 0}$ of $E$-valued random elements is said to satisfy a LDP on $E$ with speed $h(\varepsilon)$ and rate function $I$ if the following two claims hold.

(a) (Upper bound) For each closed subset $C$ of $E$,
$$\limsup_{\varepsilon \to 0} h(\varepsilon) \log P(X^\varepsilon \in C) \leq - \inf_{x \in C} I(x).$$

(b) (Lower bound) For each open subset $O$ of $E$
$$\liminf_{\varepsilon \to 0} h(\varepsilon) \log P(X^\varepsilon \in O) \geq - \inf_{x \in O} I(x).$$

Introduce the hypothesis:

(S0) For any fixed $\varepsilon > 0$ and $J \in Pr(D([0, T], H))$, the maps $b_\varepsilon(\cdot, \cdot, J) : [0, T] \times D \to E$, $\sigma_\varepsilon(\cdot, \cdot, J) : [0, T] \times D \to L^2(K, H)$ and $G_{\varepsilon}(\cdot, \cdot, J, \cdot) : [0, T] \times D \times Z \to H$ satisfy the Assumption 3.1;

(S1) (4.1) has a unique solution $X^\varepsilon$ as stated in Definition 3.5;

(S2) Pathwise uniqueness holds for the following SDE with the fixed $J$ replaced by $Law(X^\varepsilon)$ as stated in Definition 3.4,
$$dY^\varepsilon(t) = b_\varepsilon(t, Y^\varepsilon, J)dt + \sqrt{\varepsilon}\sigma_\varepsilon(t, Y^\varepsilon, J)dW(t) + \varepsilon \int_{Z} G_{\varepsilon}(t, Y^\varepsilon, J, z)N^{-1}(dz, dt) \quad (4.2)$$

with initial value $Y^\varepsilon(0) = h \in H$.

Theorem 3.8 states that there exists a map $\Gamma^\varepsilon_{Law(X^\varepsilon)}$ such that $X^\varepsilon = \Gamma^\varepsilon_{Law(X^\varepsilon)}(\sqrt{\varepsilon}W(\cdot), \varepsilon N^{-1})$, that is, $X^\varepsilon$ can be represented by a functional of a PRM and an infinite-dimensional BM. Moreover, for any $m \in (0, \infty), u_\varepsilon = (\phi_\varepsilon, \psi_\varepsilon) \in S^m_1 \times S^m_2$, let
$$Z^{u_\varepsilon} := \Gamma^\varepsilon_{Law(X^\varepsilon)}(\sqrt{\varepsilon}W(\cdot) + \int_0^t \phi_\varepsilon(s)ds, \varepsilon N^{-1}\psi_\varepsilon), \quad (4.3)$$
then $Z^{u_\varepsilon}$ is the unique solution of the equation:
$$Z^{u_\varepsilon}(t) = h + \int_0^t b_\varepsilon(s, Z^{u_\varepsilon}, Law(X^\varepsilon))ds + \sqrt{\varepsilon} \int_0^t \sigma_\varepsilon(s, Z^{u_\varepsilon}, Law(X^\varepsilon))dW(s)$$
$$+ \int_0^t \sigma_\varepsilon(s, Z^{u_\varepsilon}, Law(X^\varepsilon))\phi_\varepsilon(s)ds + \varepsilon \int_0^t \int_{Z} G_{\varepsilon}(s, Z^{u_\varepsilon}, Law(X^\varepsilon), z)N^{-1}\psi_\varepsilon(dz, ds)$$
$$+ \int_0^t \int_{Z} G_{\varepsilon}(s, Z^{u_\varepsilon}, Law(X^\varepsilon), z)(\psi_\varepsilon(s, z) - 1)v(dz)ds, \quad t \in [0, T], \ P\text{-a.s.} \quad (4.4)$$

Theorem 2.4 in [9] and Theorem 4.2 in [6] provide sufficient conditions/criteria to establish LDP for functionals of a PRM and an infinite-dimensional BM. The statements and the proofs of the theorems do not require specific forms of the functionals of PRM and BM. Therefore, they can be applied to establish LDP for solutions of Mckean-Vlasov SDEs which are indeed functionals of PRM and BM. The following is a re-formulation of these two results in the current setting.
Theorem 4.3 Assume that (S0)-(S2) hold. Suppose that there exists a measurable map \( \Gamma^0 : S \to D^3 \) such that

(a) For any \( m \in (0, \infty) \) and any family \( \{u_\epsilon = (\phi_\epsilon, \psi_\epsilon) ; \ \epsilon > 0\} \subset S_1^m \times S_2^m \) satisfying that \( u_\epsilon \) converges in law as \( S_1^m \times S_2^m \)-valued random elements to some element \( u = (\phi, \psi) \) as \( \epsilon \to 0 \), \( Z^{u_\epsilon} \) converges in law to \( \Gamma^0(\phi, \psi) \).

(b) For every \( m \in (0, \infty) \), the set

\[ \left\{ \Gamma^0(\phi, \psi); (\phi, \psi) \in S_1^m \times S_2^m \right\} \]

is a compact subset of \( D \).

Then the family \( \{X^\epsilon\}_{\epsilon > 0} \) satisfies a LDP in \( D \) with speed \( \epsilon \) and the rate function \( I \) given by

\[ I(g) := \inf_{(\phi, \psi) \in S, g = \Gamma^0(\phi, \psi)} \{Q_1(\phi) + Q_2(\psi)\}, \ g \in D, \quad (4.5) \]

with the convention \( \inf\{\emptyset\} = \infty \).

The next theorem provides a convenient, sufficient condition for verifying the assumptions in Theorem 4.3.

Theorem 4.4 Assume that (S0)-(S2) hold. Suppose that there exists a measurable map \( \Gamma^0 : S \to D^3 \) such that

(a) For any \( m \in (0, \infty) \), any family \( \{u_\epsilon = (\phi_\epsilon, \psi_\epsilon) ; \ \epsilon > 0\} \subset S_1^m \times S_2^m \), and any \( \delta > 0 \),

\[ \lim_{\epsilon \to 0} P(d(Z^{u_\epsilon}, \Gamma^0(\phi_\epsilon, \psi_\epsilon)) > \delta) = 0. \]

(b) For any \( m \in (0, \infty) \) and any family \( \{(\phi_n, \psi_n) \in S_1^m \times S_2^m, n \in \mathbb{N}\} \) satisfying that \( (\phi_n, \psi_n) \) converges to some element \( (\phi, \psi) \) in \( S_1^m \times S_2^m \) as \( n \to \infty \), \( \Gamma^0(\phi_n, \psi_n) \) converges to \( \Gamma^0(\phi, \psi) \) in the space \( D \).

Then the family \( \{X^\epsilon\}_{\epsilon > 0} \) satisfies a LDP in \( D \) with speed \( \epsilon \) and the rate function \( I \) given by (4.5).

The proof of Theorem 4.4 is very similar to that of Theorem 3.2 in [46], so we omit it here.

4.2 Moderate deviation principle

Theorem 3.8 can also be applied to establish a MDP of the solution \( X^\epsilon \) to (4.1) as \( \epsilon \) decreases to 0.

Introduce the following conditions.

---

3The existence of \( \Gamma^0 \) implies that there exists a measurable map \( \tilde{\Gamma}^0 : C([0, T], K) \times M_{FC}([0, T] \times Z) \to D \) such that, for any \( u = (\phi, \psi) \in S \),

\[ \tilde{\Gamma}^0(\int_0^T \phi(s)ds, \hat{\psi}) := \Gamma^0(u). \]

The definition of \( \hat{\psi} \) can be found in (2.2).
(S3) As the parameter $\epsilon$ tends to zero, the solution $X^\epsilon$ of (4.1) will converge in probability in $D([0, T], H)$ to $X^0$ given as the solution of the following deterministic equation

$$dX^0(t) = b_0(t, X^0, \text{Law}(X^0))dt$$

with initial value $X^0(0) = h \in H$.

(S4) (4.6) has a unique solution $X^0 = \{X^0(t), t \in [0, T]\}$.

Assume $a(\epsilon) > 0$, $\epsilon > 0$ satisfies

$$a(\epsilon) \to 0, \quad \epsilon/a^2(\epsilon) \to 0, \quad \text{as } \epsilon \to 0. \quad (4.7)$$

Let

$$M^\epsilon(t) = \frac{1}{a(\epsilon)}(X^\epsilon(t) - X^0(t)), \quad t \in [0, T].$$

Then $M^\epsilon = \{M^\epsilon(t), t \in [0, T]\}$ satisfies the following SDEs

$$dM^\epsilon(t) = \frac{1}{a(\epsilon)} \left(b_\epsilon(t, a(\epsilon)M^\epsilon + X^0, \text{Law}(X^\epsilon)) - b_0(t, X^0, \text{Law}(X^0))\right)dt$$

$$+ \frac{\sqrt{\epsilon}}{a(\epsilon)} \sigma_\epsilon(t, a(\epsilon)M^\epsilon + X^0, \text{Law}(X^\epsilon))dW(t)$$

$$+ \frac{\epsilon}{a(\epsilon)} \int Z G_\epsilon(t, a(\epsilon)M^\epsilon + X^0, \text{Law}(X^\epsilon), z)\tilde{N}^\epsilon^{-1}(dz, dt), \quad (4.8)$$

with $M^\epsilon(0) = 0$.

Denote

$$R := \{\phi : [0, T] \times Z \times \Omega \to \mathbb{R}; \phi \text{ is } (\mathcal{P} \otimes \mathcal{B}(Z))/\mathcal{B}(\mathbb{R})\text{-measurable}. \}$$

For any given $\epsilon > 0$ and $m \in (0, \infty)$, denote

$$S^m_{+, \epsilon} := \{g : [0, T] \times Z \to [0, \infty) \mid \text{Q}_2(g) \leq ma^2(\epsilon)\},$$

$$S^m_\epsilon := \{\phi : [0, T] \times Z \to \mathbb{R} \mid \phi = (g - 1)/a(\epsilon), \; g \in S^m_{+, \epsilon}\},$$

$$S^m_{+, \epsilon} := \{g \in R_b \mid g(\cdot, \cdot, \omega) \in S^m_{+, \epsilon}, \; \text{for } P\text{-a.e. } \omega \in \Omega\},$$

$$S^m_{\epsilon} := \{\phi \in R \mid \phi(\cdot, \cdot, \omega) \in S^m_{\epsilon}, \; \text{for } P\text{-a.e. } \omega \in \Omega\}. $$

Denote $L^2(\nu_T)$ the space of all $\mathcal{B}([0, T]) \otimes \mathcal{B}(Z)/\mathcal{B}(\mathbb{R})$ measurable functions $f$ satisfying that

$$\|f\|_2^2 := \int_0^T \int_Z |f(s, z)|^2 \nu(dz)ds < +\infty.$$  

Then $(L^2(\nu_T), \| \cdot \|_2)$ is a Hilbert space. Denote by $B_2(r)$ the ball of radius $r$ centered at 0 in $L^2(\nu_T)$. Throughout this paper, $B_2(r)$ is equipped with the weak topology of $L^2(\nu_T)$ and therefore compact.

Suppose $g \in S^m_{+, \epsilon}$. By Lemma 3.2 in [4], there exists a constant $\kappa_2(1) > 0$ (independent of $\epsilon$) such that $\varphi_{1/|\varphi| \leq 1/a(\epsilon)} \in B_2(\sqrt{m\kappa_2(1)})$, where $\varphi = (g - 1)/a(\epsilon)$.

Assume that (S0)–(S2) hold. Recall the map $\Gamma^\epsilon_{\text{Law}(X^\epsilon)}$ defined in (4.3). Set

$$\Upsilon^\epsilon_{\text{Law}(X^\epsilon)}(\cdot, \cdot) := \frac{1}{a(\epsilon)} \left(\Gamma^\epsilon_{\text{Law}(X^\epsilon)}(\cdot, \cdot) - X^0\right).$$

Then, by the property of $\Gamma^\epsilon_{\text{Law}(X^\epsilon)}$, we have
(a) \( \Upsilon_{\text{Law}(X^\epsilon)}^\epsilon \) is a measurable map from \( C([0, T], K) \times M_{FC}([0, T] \times Z) \rightarrow \mathbb{D} \) such that
\[
M^\epsilon = \Upsilon_{\text{Law}(X^\epsilon)}^\epsilon \left( \sqrt{\epsilon} W(\cdot), \epsilon N^\epsilon \right),
\]
that is, \( M^\epsilon \) can be represented by a functional of a PRM and an infinite-dimensional BM.

(b) for any \( m \in (0, \infty) \), \( u_\epsilon = (\phi_\epsilon, \psi_\epsilon) \in S^1_1 \times S^{m, \epsilon}_+ \), let
\[
M^{u_\epsilon} := \Upsilon_{\text{Law}(X^\epsilon)}^\epsilon \left( \sqrt{\epsilon} W(\cdot) + a(\epsilon) \int_0^\cdot \phi_\epsilon(s) ds, \epsilon N^\epsilon \phi_\epsilon \right),
\]
then \( M^{u_\epsilon} \) is the unique solution of the following SDE: for each \( t \in [0, T] \),
\[
M^{u_\epsilon}(t) = \frac{1}{a(\epsilon)} \int_0^t \left( b_\epsilon(s, a(\epsilon) M^{u_\epsilon} + X^0, \text{Law}(X^\epsilon)) - b_0(s, X^0, \text{Law}(X^0)) \right) ds
+ \frac{\sqrt{\epsilon}}{a(\epsilon)} \int_0^t \sigma_\epsilon(s, a(\epsilon) M^{u_\epsilon} + X^0, \text{Law}(X^\epsilon)) dW(s)
+ \int_0^t \sigma_\epsilon(s, a(\epsilon) M^{u_\epsilon} + X^0, \text{Law}(X^\epsilon)) \phi_\epsilon(s) ds
+ \frac{\epsilon}{a(\epsilon)} \int_0^t \int_Z G_\epsilon(s, a(\epsilon) M^{u_\epsilon} + X^0, \text{Law}(X^\epsilon), z) \tilde{N}^\epsilon \psi_\epsilon(dz, ds)
+ \frac{1}{a(\epsilon)} \int_0^t \int_Z G_\epsilon(s, a(\epsilon) M^{u_\epsilon} + X^0, \text{Law}(X^\epsilon), z) \left( \psi_\epsilon(s, z) - 1 \right) v(dz) ds.
\]

Theorem 2.3 in [4] provides sufficient conditions/criteria to establish MDP for functionals of a PRM and an infinite-dimensional BM. The statement and the proof of the theorem do not require specific forms of the functionals of PRM and BM. Therefore, they can be applied to establish MDP for \( M^\epsilon \) which are functionals of PRM and BM. Next we state the result on MDP which is a re-formulation of [4, Theorem 2.3] in the present setting.

**Theorem 4.5** Assume that (S0)-(S4) hold. Suppose that there exists a measurable map \( \Upsilon^0 : L^2([0, T], K) \times L^2(\nu_T) \rightarrow \mathbb{D} \) such that

\begin{enumerate}
  \item [(MDP 1)] for any given \( m \in (0, \infty) \), the set
  \[ \Upsilon^0(\phi, \varphi); (\phi, \varphi) \in S^m_1 \times B_2(m) \]
  is a compact subset of \( \mathbb{D} \);
  \item [(MDP 2)] for any given \( m \in (0, \infty) \) and any family \( \{ (\phi_\epsilon, \psi_\epsilon); \epsilon > 0 \} \subset S^m_1 \times S^{m, \epsilon}_+ \)
satisfying that \( \phi_\epsilon \rightarrow \phi \) in \( S^1_1 \) and for some \( \beta \in (0, 1] \), \( \varphi_\epsilon \in L^1(\mathbb{R}; a(\epsilon)^{-1}) \rightarrow \varphi \) in
  \[ B_2(\sqrt{m \kappa_2(1)}) \] where \( \varphi_\epsilon = (\psi_\epsilon - 1)/a(\epsilon) \), then,
  \[ M^{u_\epsilon} \Rightarrow \Upsilon^0(\phi, \varphi) \text{ in } \mathbb{D}, \]
\end{enumerate}

where \( M^{u_\epsilon} \) is the solution to (4.9).

---

\({}^4\)The existence of \( \Upsilon^0 \) implies that there exists a measurable map \( \tilde{\Upsilon}^0 : C([0, T], K) \times L^2(\nu_T) \rightarrow \mathbb{D} \) such that, for any \( u = (\phi, \varphi) \in L^2([0, T], K) \times L^2(\nu_T) \),
\[
\tilde{\Upsilon}^0(\int_0^\cdot \phi(s) ds, \varphi) := \Upsilon^0(u).
\]
Then \( \{M^\varepsilon(t), \ t \in [0, T]\}_{\varepsilon>0} \) satisfies a LDP with speed \( \varepsilon/a^2(\varepsilon) \) and the rate function \( I \) given by

\[
I(g) := \inf_{(\phi,\varphi) \in L^2([0,T],K) \times L^2(\nu_T)} \left\{ \frac{1}{2} \int_0^T \|\phi(s)\|^2_K \, ds + \frac{1}{2} \int_0^T |\varphi(s,z)|^2 \nu(dz) \, ds \right\}, \ g \in \mathbb{D},
\]

with the convention \( \inf \emptyset = \infty \).

Here is a sufficient condition for verifying the assumptions in Theorem 4.5.

**Theorem 4.6** Assume that (S0)-(S4) hold. Suppose that there exists a measurable map \( \Upsilon^0 : L^2([0,T],K) \times L^2(\nu_T) \to \mathbb{D} \) such that

(MDP 1') Given \( m \in (0, \infty) \), for any \( (\phi_n, \varphi_n) \in S^m_1 \times B_2(m), n \in \mathbb{N} \) and \( \phi_n \to \phi \) in \( S^m_1 \), \( \varphi_n \to \varphi \) in \( B_2(m) \), as \( n \to \infty \), then

\[ \Upsilon^0(\phi_n, \varphi_n) \to \Upsilon^0(\phi, \varphi) \text{ in } \mathbb{D}; \]

(MDP 2') Given \( m \in (0, \infty) \), let \( \{(\phi_\varepsilon, \psi_\varepsilon)\}_{\varepsilon>0} \) be such that for every \( \varepsilon > 0 \), \( (\phi_\varepsilon, \psi_\varepsilon) \in S^m_\varepsilon \times S^m_\varepsilon, \) and for some \( \beta \in (0, 1], \varphi_\varepsilon \in \{ |\varphi_\varepsilon| \leq \beta/a(\varepsilon) \} \in B_2(\sqrt{mk_2(1)}) \) where \( \varphi_\varepsilon = (\psi_\varepsilon - 1)/a(\varepsilon) \), for any \( \sigma > 0 \),

\[ \lim_{\varepsilon \to 0} \mathbb{P}(d(M^{\varepsilon\varepsilon}, \Upsilon^0(\phi_\varepsilon, \varphi_\varepsilon 1_{\{ |\varphi_\varepsilon| \leq \beta/a(\varepsilon) \}})) > \sigma) = 0. \]

Then \( \{M^\varepsilon(t), \ t \in [0, T]\}_{\varepsilon>0} \) satisfies a LDP with speed \( \varepsilon/a^2(\varepsilon) \) and the rate function \( I \) defined by (4.10).

The proof of Theorem 4.6 is also similar to that of Theorem 3.2 in [46] and we omit it here.

## 5 Applications

In this section, we will apply the abstract formulation in Section 4 to establish a LDP and a MDP for MVSDDEs in \( \mathbb{R}^d \). For this end, we set \( K = V = H = E = \mathbb{R}^d, \ d \in \mathbb{N} \). Then the notations \( C([0, T], K), \Omega, W, S^m_1, S^m_1, \mathcal{L}_2(K, H) \) and many others in Section 4 should be replaced correspondingly. For example \( C([0, T], K) \) will be replaced by \( C([0, T], \mathbb{R}^d), \)

\( W \) is a \( d \)-dimensional standard Brownian motion, \( \mathcal{L}_2(K, H) \) is replaced by \( \mathcal{L}_2(\mathbb{R}^d, \mathbb{R}^d) = \mathbb{R}^d \otimes \mathbb{R}^d \).

In the Euclidean space \( \mathbb{R}^d \), the inner product and norm are denoted by \( | \cdot | \) and \( \langle \cdot, \cdot \rangle \), respectively. The Dirac measure concentrated at a point \( x \in \mathbb{R}^d \) is denoted by \( \delta_x \).

Denote by \( \mathcal{P}(\mathbb{R}^d) \) the collection of probability measures on \( (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)) \). Define

\[
\mathcal{P}_2 := \left\{ \mu \in \mathcal{P}(\mathbb{R}^d) : \int_{\mathbb{R}^d} |y|^2 \mu(dy) < \infty \right\}.
\]

Then \( \mathcal{P}_2 \) is a Polish space equipped with the Wasserstein distance

\[
\mathbb{W}_2(\mu_1, \mu_2) := \inf_{\pi \in \mathcal{E}(\mu_1, \mu_2)} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \pi(dx, dy) \right)^{\frac{1}{2}},
\]

where \( \mathcal{E}(\mu_1, \mu_2) \) is the set of all couplings for \( \mu_1 \) and \( \mu_2 \).
Remark 5.1 For any $\mathbb{R}^d$-valued random variables $X$ and $Y$,

$$\mathbb{W}_2(Law(X), Law(Y)) \leq [\mathbb{E}(X - Y)^2]^{\frac{1}{2}}.$$ 

Let $\epsilon > 0$. For measurable maps

$$b_{\epsilon} : [0, T] \times \mathbb{R}^d \times \mathcal{P}_2 \to \mathbb{R}^d, \quad \sigma_{\epsilon} : [0, T] \times \mathbb{R}^d \times \mathcal{P}_2 \to \mathbb{R}^d \otimes \mathbb{R}^d,$$
and

$$G_{\epsilon} : [0, T] \times \mathbb{R}^d \times \mathcal{P}_2 \times Z \to \mathbb{R}^d,$$

consider the following MVSDEs on $\mathbb{R}^d$:

$$X^\epsilon(t) = h + \int_0^t b_{\epsilon}(s, X^\epsilon(s), Law(X^\epsilon(s)))ds + \sqrt{\epsilon} \int_0^t \sigma_{\epsilon}(s, X^\epsilon(s), Law(X^\epsilon(s)))dW(s)
+ \epsilon \int_0^t \int_Z G_{\epsilon}(s, X^\epsilon(s-), Law(X^\epsilon(s)), z) \tilde{N}_t^{\epsilon, -1}(dz, ds), \quad t \in [0, T],$$ (5.1)

where $h$ is an element of $\mathbb{R}^d$.

We assume that

(A0) For any $\epsilon > 0$, there exists a unique solution $X^\epsilon$ to (5.1).

The aim of this section is to establish the large and moderate deviation principles for the solutions $\{X^\epsilon, \epsilon > 0\}$ to (5.1) as $\epsilon$ decreases to 0.

Let

$$b : [0, T] \times \mathbb{R}^d \times \mathcal{P}_2 \to \mathbb{R}^d, \quad \sigma : [0, T] \times \mathbb{R}^d \times \mathcal{P}_2 \to \mathbb{R}^d \otimes \mathbb{R}^d,$$
and

$$G : [0, T] \times \mathbb{R}^d \times \mathcal{P}_2 \times Z \to \mathbb{R}^d,$$

be measurable maps.

Introduce the following assumptions.

There are $L > 0$ and $q \geq 1$ such that for each $t \in [0, T], x, x' \in \mathbb{R}^d$ and $\mu, \mu' \in \mathcal{P}_2$,

(A1)

$$\langle x - x', b(t, x, \mu) - b(t, x', \mu) \rangle \leq L|x - x'|^2,$$

$$|b(t, x, \mu) - b(t, x, \mu')| \leq L \mathbb{W}_2(\mu, \mu'),$$

$$|b(t, x, \mu) - b(t, x', \mu)| \leq L(1 + |x|^{q-1} + |x'|^{q-1})|x - x'|,$$

$$\|\sigma(t, x, \mu) - \sigma(t, x', \mu')\|_{\mathcal{L}_2} \leq L(|x - x'| + \mathbb{W}_2(\mu, \mu')),$$

$$\int_0^T \left( |b(t, 0, \delta_0)| + \|\sigma(t, 0, \delta_0)\|^2_{\mathcal{L}_2} \right) dt < \infty.$$

(A2)

$$\int_Z |G(t, x, \mu, z) - G(t, x', \mu', z)|^2v(dz) \leq L(|x - x'|^2 + \mathbb{W}_2^2(\mu, \mu')),$$

$$\int_0^T \int_Z |G(t, 0, \delta_0, z)|^2v(dz)dt < \infty.$$
As $\epsilon \downarrow 0$, the maps $b_\epsilon$ and $\sigma_\epsilon$ converge uniformly to $b$ and $\sigma$ respectively, that is, there exist nonnegative constants $\varphi_{b,\epsilon}$ and $\varphi_{\sigma,\epsilon}$ converging to 0 as $\epsilon \downarrow 0$ such that

$$\sup_{(t,x,\mu)\in[0,T]\times\mathbb{R}^d\times\mathcal{P}_2} \left( |b_\epsilon(t,x,\mu) - b(t,x,\mu)| \right) \leq \varphi_{b,\epsilon}, \tag{5.2}$$

$$\sup_{(t,x,\mu)\in[0,T]\times\mathbb{R}^d\times\mathcal{P}_2} \left( \|\sigma_\epsilon(t,x,\mu) - \sigma(t,x,\mu)\|_2 \right) \leq \varphi_{\sigma,\epsilon}. \tag{5.3}$$

For each fixed $J \in Pr(D([0,T],\mathbb{R}^d))$, pathwise uniqueness holds for the following SDE:

$$Y^\epsilon(t) = h + \int_0^t b_\epsilon(s, Y^\epsilon(s), J(s)) ds + \sqrt{\epsilon} \int_0^t \sigma_\epsilon(s, Y^\epsilon(s), J(s)) dW(s) + \epsilon \int_0^t \int_Z G_\epsilon(s, Y^\epsilon(s-), J(s), z) \tilde{N}^\epsilon(ds, dz), \quad t \in [0,T],$$

where $J(s)$ denotes the marginal distribution of $J$ at time $s$.

**Remark 5.2** Condition (A0) and (A4) are not the same statements. The uniqueness in condition (A0) concerns the solution pair $(X^\epsilon, \text{Law}(X^\epsilon))$ where $\text{Law}(X^\epsilon)$ is a part of the solution. For the uniqueness mentioned in (A4), the law is given IN Advance as $J$. So the uniqueness in (A4) is the uniqueness of solutions of an ordinary stochastic differential equations.

Notice that (A0) and (A4) are conditions on the coefficients $b_\epsilon$, $\sigma_\epsilon$ and (A1)-(A3) are conditions on the coefficients $b$, $\sigma$ (without the parameter $\epsilon$). In general, (A1)-(A3) do not imply (A0) and (A4).

A trivial example for (A0), (A3) and (A4) to hold is that $b_\epsilon = b$, $\sigma_\epsilon = \sigma$, $G_\epsilon = G$, i.e. the coefficients do not depend on $\epsilon$. In this particular case, we only need to assume (A1) and (A2).

**Remark 5.3** Let us point out an application for the varying coefficients $b_\epsilon$ and $\sigma_\epsilon$:

Consider a small time LDP for

$$X(t) = h + \int_0^t b(s, X(s), \text{Law}(X(s))) ds + \int_0^t \sigma(s, X(s), \text{Law}(X(s))) dW(s), \quad t \in [0,T],$$

that is to study the limiting behavior of the solution in time interval $[0,t]$ as $t$ goes to zero. By the scaling property of the Brownian motion, it is easy to see that $X(\epsilon t)$ coincides in law with the solution of the following equation:

$$u^\epsilon(t) = h + \epsilon \int_0^t b(es, u^\epsilon(s), \text{Law}(u^\epsilon(s))) ds + \sqrt{\epsilon} \int_0^t \sigma(es, u^\epsilon(s), \text{Law}(u^\epsilon(s))) dW(s), \quad t \in [0,1].$$

The small time LDP for $X$ is equivalent to the LDP for $u^\epsilon$ whose equations have coefficients depending on $\epsilon$.

For more details, we refer the reader to [59] and [62].

The following result was proved in [20, Theorem 3.3].

**Proposition 5.4** Assume that (A1) holds. There exists a unique function $X^0 = \{X^0(t), t \in [0,T]\}$ such that

- $X^0 \in C([0,T],\mathbb{R}^d)$,
- $\int_0^T |b(s, X^0(s), \text{Law}(X^0(s)))| ds < \infty,$
• $X^0$ satisfies
\[ X^0(t) = h + \int_0^t b(s, X^0(s), \text{Law}(X^0(s))) ds, \quad \forall t \in [0, T]. \tag{5.4} \]

Note that $X^0$ is a deterministic path and $\text{Law}(X^0(s)) = \delta_{X^0(s)}$. In the sequel, we will always use $X^0$ to denote the unique solution to (5.4).

### 5.1 Large deviations principle

In order to obtain the LDP, we need the following notations and assumptions.

Set $L^2(\nu) := \{ f : Z \to \mathbb{R} | f \text{ is } \mathcal{B}(Z)/\mathcal{B}(\mathbb{R})\text{-measurable and } \int_Z |f(z)|^2 \nu(dz) < \infty \}$, and

$$
\mathcal{H} = \left\{ g : Z \to \mathbb{R}_+ | g \text{ is Borel measurable and there exists } c > 0 \text{ such that } \int_O e^{cg^2(z)} \nu(dz) < \infty \text{ for all } O \in \mathcal{B}(Z) \text{ with } \nu(O) < \infty. \right\}
$$

(B1) There exist $L_1, L_2, L_3 \in \mathcal{H} \cap L^2(\nu)$ such that for all $t \in [0, T], x, x' \in \mathbb{R}^d, \mu, \mu' \in \mathcal{P}_2$ and $z \in Z$,

$$
|G(t, x, \mu, z) - G(t, x', \mu', z)| \leq L_1(z) \left( |x - x'| + \mathbb{W}_2(\mu, \mu') \right),
$$

and there exists nonnegative constant $G_0, \delta_0$ converging to 0 such that

$$
\sup_{(t,x,\mu) \in [0,T] \times \mathbb{R}^d \times \mathcal{P}_2} |G(t, x, \mu, z)| \leq \varrho_G e L_3(z).
$$

It is easy to see that (B1) implies (A2).

Before stating the main result in this subsection, we need the following result. Recalling $S^n_1, S^n_2$ and $S$ defined in Section 2, we have

**Proposition 5.5** Assume that (A1) and (B1) hold. Then for any $u = (\phi, \psi) \in S$, there exists a unique solution $Y^u = \{Y^u(t), t \in [0, T]\} \in C([0, T], \mathbb{R}^d)$ to the following equation:

$$
Y^u(t) = h + \int_0^t b(s, Y^u(s), \text{Law}(X^0(s))) ds + \int_0^t \sigma(s, Y^u(s), \text{Law}(X^0(s)))\phi(s) ds
$$

$$
+ \int_0^t \int Z G(s, Y^u(s), \text{Law}(X^0(s)), z)(\psi(s, z) - 1) \nu(dz) ds, \quad t \in [0, T]. \tag{5.5}
$$

Moreover, for any $m > 0$,

$$
\sup_{u=(\phi, \psi) \in S^m_1 \times S^m_2} \sup_{t\in[0,T]} |Y^u(t)| < \infty. \tag{5.6}
$$

**Proof** Without loss of generality, we assume that $u = (\phi, \psi) \in S^m_1 \times S^m_2$.

We first prove that there exists a unique solution to (5.5). Set

$$
b_u(t, x) := b(t, x, \text{Law}(X^0(t))), \quad \sigma_u(t, x) := \sigma(t, x, \text{Law}(X^0(t)))\phi(t),
$$

\[ \mathcal{S} \text{ Springer} \]
and
\[ G_\psi(t, x, z) := G(t, x, \text{Law}(X^0(t)), z)(\psi(t, z) - 1), \quad G_\psi^Z(t, x) := \int_Z G_\psi(t, x, z)\nu(dz). \]

By (A1), Remark 5.1, and the fact that \( X^0 \in C([0, T], \mathbb{R}^d) \), we have that for each \( t \in [0, T] \), \( x, x' \in \mathbb{R}^d \),
\[
\langle x - x', b_u(t, x) - b_u(t, x') \rangle \leq L|x - x'|^2, \tag{5.7}
\]
\[
|b_u(t, x) - b_u(t, x')| \leq L(1 + |x|^{q-1} + |x'|^{q-1})|x - x'|, \tag{5.8}
\]
\[
|\sigma_\phi(t, x) - \sigma_\phi(t, x')| \leq L|x - x'||\phi(t)|, \tag{5.9}
\]
\[
\int_0^T |b_u(t, 0)|dt \leq \int_0^T |b(t, 0, \text{Law}(X^0(t))) - b(t, 0, \delta_0)|dt + \int_0^T |b(t, 0, \delta_0)|dt \\
\leq L \int_0^T \mathbb{W}_2(\text{Law}(X^0(t)), \delta_0)dt + \int_0^T |b(t, 0, \delta_0)|dt \\
\leq L \int_0^T |X^0(t)|dt + \int_0^T |b(t, 0, \delta_0)|dt < \infty, \tag{5.10}
\]

and
\[
\int_0^T |\sigma_\phi(t, 0)|dt \\
\leq \int_0^T |\sigma(t, 0, \text{Law}(X^0(t)))\phi(t) - \sigma(t, 0, \delta_0)\phi(t)|dt + \int_0^T |\sigma(t, 0, \delta_0)\phi(t)|dt \\
\leq L \int_0^T \mathbb{W}_2(\text{Law}(X^0(t)), \delta_0)|\phi(t)|dt + \int_0^T |\sigma(t, 0, \delta_0)\phi(t)|dt \\
\leq L \sup_{t \in [0, T]} |X^0(t)| \left( \int_0^T |\phi(t)|^2 dt + T \right) + \int_0^T \|\sigma(t, 0, \delta_0)\|^2_{S_1} dt \\
+ \int_0^T |\phi(t)|^2 dt < \infty, \tag{5.11}
\]

where we use the condition \( \phi \in S_1^m \).

By (B1), Remark 5.1, and the fact that \( X^0 \in C([0, T], \mathbb{R}^d) \), we get for each \( t \in [0, T] \), \( x, x' \in \mathbb{R}^d \),
\[
|G_\psi^Z(t, x) - G_\psi^Z(t, x')| \\
\leq \int_Z |G(t, x, \text{Law}(X^0(t)), z)(\psi(t, z) - 1) - G(t, x', \text{Law}(X^0(t)), z)(\psi(t, z) - 1)|\nu(dz) \\
\leq \int_Z L_1(z)|\psi(t, z) - 1|\nu(dz)|x - x'|, \tag{5.12}
\]

and
\[
\int_0^T |G_\psi^Z(t, 0)|dt \\
\leq \int_0^T \int_Z |G(t, 0, \text{Law}(X^0(t)), z)(\psi(t, z) - 1) - G(t, 0, \delta_0, z)(\psi(t, z) - 1)|\nu(dz)dt \\
+ \int_0^T \int_Z |G(t, 0, \delta_0, z)(\psi(t, z) - 1)|\nu(dz)dt
\]

\( \text{Springer} \)
\[ \begin{align*}
&\leq \int_{0}^{T} \int_{Z} L_{1}(z) \mathbb{W}_{2}(\text{Law}(X^{0}(t)), \delta_{0})|\psi(t, z) - 1| \nu(dz)dt \\
&\quad + \int_{0}^{T} \int_{Z} L_{2}(z)|\psi(t, z) - 1| \nu(dz)dt \\
&\leq \sup_{t \in [0, T]} |X^{0}(t)| \int_{0}^{T} \int_{Z} L_{1}(z)|\psi(t, z) - 1| \nu(dz)dt \\
&\quad + \int_{0}^{T} \int_{Z} L_{2}(z)|\psi(t, z) - 1| \nu(dz)dt. 
\end{align*} \]

(5.13)

By Lemma 3.4 in [9], we have

\[ \sup_{\varphi \in S_{m}} \int_{0}^{T} \int_{Z} (L_{1}(z) + L_{2}(z) + L_{3}(z))|\varphi(t, z) - 1| \nu(dz)dt < \infty. \] (5.14)

In view of (5.7)–(5.14), using the classical fixed point arguments, we can deduce that there exists a unique function \( Y^{u} = \{Y^{u}(t), t \in [0, T]\} \in C([0, T], \mathbb{R}^{d}) \) which is the solution to (5.5).

Next we prove (5.6). By the chain rule,

\[ |Y^{u}(t)|^{2} = |h|^{2} + 2 \int_{0}^{t} \langle b(s, Y^{u}(s), \text{Law}(X^{0}(s))), Y^{u}(s) \rangle ds \\
\quad + 2 \int_{0}^{t} \langle \sigma(s, Y^{u}(s), \text{Law}(X^{0}(s)))\phi(s), Y^{u}(s) \rangle ds \\
\quad + 2 \int_{0}^{t} \int_{Z} \langle G(s, Y^{u}(s), \text{Law}(X^{0}(s)), z)(\psi(s, z) - 1), Y^{u}(s) \rangle \nu(dz)ds \\
:= |h|^{2} + I_{1}(t) + I_{2}(t) + I_{3}(t). \] (5.15)

By (A1) and Remark 5.1,

\[ I_{1}(t) = 2 \int_{0}^{t} \langle b(s, Y^{u}(s), \text{Law}(X^{0}(s))) - b(s, 0, \text{Law}(X^{0}(s))), Y^{u}(s) \rangle ds \\
\quad + 2 \int_{0}^{t} \langle b(s, 0, \text{Law}(X^{0}(s))) - b(s, 0, \delta_{0}), Y^{u}(s) \rangle ds \\
\quad + 2 \int_{0}^{t} \langle b(s, 0, \delta_{0}), Y^{u}(s) \rangle ds \\
\leq 2L \int_{0}^{t} |Y^{u}(s)|^{2} ds + 2L \int_{0}^{t} |Y^{u}(s)||X^{0}(s)| ds + 2 \int_{0}^{t} \langle b(s, 0, \delta_{0})||Y^{u}(s)| ds \\
\leq \int_{0}^{t} (3L + |b(s, 0, \delta_{0})|)|Y^{u}(s)|^{2} ds + L \int_{0}^{t} |X^{0}(s)|^{2} ds + \int_{0}^{t} |b(s, 0, \delta_{0})| ds, \] (5.16)

and

\[ I_{2}(t) = 2 \int_{0}^{t} \langle \sigma(s, Y^{u}(s), \text{Law}(X^{0}(s)))\phi(s) - \sigma(s, 0, \delta_{0})\phi(s), Y^{u}(s) \rangle ds \\
\quad + 2 \int_{0}^{t} \langle \sigma(s, 0, \delta_{0})\phi(s), Y^{u}(s) \rangle ds \]
\[
\begin{align*}
&\leq 2L \int_0^t |Y^u(s)| + |X^0(s)||\phi(s)||Y^u(s)| ds + 2 \int_0^t \|\sigma(s, 0, \delta_0)\|_{L_2} |\phi(s)||Y^u(s)| ds \\
&\leq L \int_0^t |Y^u(s)|^2 \left(1 + |\phi(s)|^2\right) ds + L \sup_{l \in [0, T]} |X^0(l)| \int_0^t |Y^u(s)|^2 + |\phi(s)|^2 ds \\
&\quad + \int_0^t \left(\|\sigma(s, 0, \delta_0)\|_{L_2}^2 + |\phi(s)|^2\right) \left(|Y^u(s)|^2 + 1\right) ds \\
&\leq (L + 1) \int_0^t |Y^u(s)|^2 \left(1 + \sup_{l \in [0, T]} |X^0(l)| + |\phi(s)|^2 + \|\sigma(s, 0, \delta_0)\|_{L_2}^2\right) ds \\
&\quad + (1 + L \sup_{l \in [0, T]} |X^0(l)|) \int_0^t \|\sigma(s, 0, \delta_0)\|_{L_2}^2 + |\phi(s)|^2 ds. \quad (5.17)
\end{align*}
\]

By (B1) and Remark 5.1,
\[
I_3(t) = 2 \int_0^t \int_Z \left(G(s, Y^u(s), Law(X^0(s)), z) - G(s, 0, \delta_0, z)\right) (\psi(s, z) - 1) Y^u(s) \nu(dz) ds \\
+ 2 \int_0^t \int_Z \left(G(s, 0, \delta_0, z)(\psi(s, z) - 1), Y^u(s)\right) \nu(dz) ds \\
\leq 2 \int_0^t \int_Z L_1(z) \left(|Y^u(s)| + |X^0(s)|\right) |\psi(s, z) - 1||Y^u(s)||\nu(dz) ds \\
+ 2 \int_0^t \int_Z L_2(z)(\psi(s, z) - 1)|Y^u(s)||\nu(dz) ds \\
\leq \int_0^t \int_Z |Y^u(s)|^2 \left(3L_1(z) + L_2(z)\right) |\psi(s, z) - 1||\nu(dz) ds \\
\quad + \sup_{l \in [0, T]} |X^0(l)|^2 \int_0^t \int_Z L_1(z)|\psi(s, z) - 1||\nu(dz) ds + \int_0^t \int_Z L_2(z)|\psi(s, z) - 1||\nu(dz) ds. \quad (5.18)
\]

Set
\[
\Theta_1(u) := |h|^2 + \int_0^T L|X^0(s)|^2 + |b(s, 0, \delta_0)| ds \\
\quad + \left(1 + L \sup_{l \in [0, T]} |X^0(l)|\right) \int_0^T \|\sigma(s, 0, \delta_0)\|_{L_2}^2 + |\phi(s)|^2 ds \\
\quad + \sup_{l \in [0, T]} |X^0(l)|^2 \int_0^T \int_Z L_1(z)|\psi(s, z) - 1||\nu(dz) ds \\
\quad + \int_0^T \int_Z L_2(z)|\psi(s, z) - 1||\nu(dz) ds, \quad (5.19)
\]

and
\[
\Theta_2(u) := \int_0^T \left(3L + |b(s, 0, \delta_0)|\right) ds + \int_0^T \int_Z \left(3L_1(z) + L_2(z)\right) |\psi(s, z) - 1||\nu(dz) ds \\
\quad + (L + 1) \int_0^T \left(1 + \sup_{l \in [0, T]} |X^0(l)| + |\phi(s)|^2 + \|\sigma(s, 0, \delta_0)\|_{L_2}^2\right) ds. \quad (5.20)
\]
It follows from (A1), (B1) and (5.14) that there exists a constant $\tilde{C}_m$ such that

$$\sup_{u=(\phi, \psi) \in S_1^m \times S_2^m} \left( \Theta_1(u) + \Theta_2(u) \right) \leq \tilde{C}_m < \infty.$$ (5.21)

Then by combining (5.15)-(5.21) together and using Gronwall’s inequality, we get

$$\sup_{u=(\phi, \psi) \in S_1^m \times S_2^m} |Y_u(t)|^2 \leq \sup_{u=(\phi, \psi) \in S_1^m \times S_2^m} \Theta_1(u)e^{\Theta_2(u)} \leq \tilde{C}_m e^{\tilde{C}_m} < \infty,$$ (5.22)

which completes the proof.

We now state the main result in this subsection.

**Theorem 5.6** Assume that (A0), (A1), (B1), (A3) and (A4) hold. Then the solutions \{X_\epsilon,t > 0\} to (5.1) satisfy a LDP on $D([0,T], \mathbb{R}^d)$ with speed $\epsilon$ and the rate function $I$ given by

$$I(g) := \inf \left\{ Q_1(\phi) + Q_2(\psi) : u = (\phi, \psi) \in S, Y_u = g \right\}, g \in D([0,T], \mathbb{R}^d),$$ (5.23)

where for $u = (\phi, \psi) \in S$, $Y_u$ is the unique solution of (5.5). Here we use the convention that the infimum of an empty set is $\infty$.

**Remark 5.7** The LDP for (5.1) with $G \equiv 0$ was established in [20]. Besides the assumptions of Theorem 5.6, they require that the coefficients $b$ and $\sigma$ satisfy the following additional restrictions (for more details see Assumption 4.1 of [20]):

1. there exists $M > 0$ such that $\sigma$ is bounded by $M$,
2. there exists $\beta \in (0, 1]$ such that for any $s, s' \in [0, 1]$, for any $y \in \mathbb{R}^d$ and for all $\mu \in \mathcal{P}_2$,

$$\|\sigma(s, y, \mu) - \sigma(s', y, \mu)\|_{L_2} \leq L|s - s'|^{\beta}, \text{ and } |b(s, y, \mu) - b(s', y, \mu)| \leq L|s - s'|^{\beta}.$$ 

Thus, our assumptions are clearly weaker than those of [20].

**Proof** We will apply Theorem 4.4. Proposition 5.5 allows us to define a map

$$\Gamma^0 : S \ni u = (\phi, \psi) \mapsto Y_u \in D([0,T], \mathbb{R}^d),$$ (5.24)

here $Y_u$ is the unique solution of (5.5).

By (4.3) and (4.4), for any $\epsilon > 0$, $m \in (0, \infty)$ and $u_\epsilon = (\phi_\epsilon, \psi_\epsilon) \in S_1^m \times S_2^m$, there exists a unique solution $\{Z^{u_\epsilon}(t)\}_{t \in [0,T]}$ to the following SDE

$$dZ^{u_\epsilon}(t) = b_\epsilon(t, Z^{u_\epsilon}(t), Law(X^\epsilon(t)))dt + \sqrt{\epsilon}\sigma_\epsilon(t, Z^{u_\epsilon}(t), Law(X^\epsilon(t)))dW(t)$$

$$+ \epsilon \int_Z G_\epsilon(t, Z^{u_\epsilon}(t), Law(X^\epsilon(t)), z)\tilde{N} \psi^{-1}(\epsilon)dz, \quad (5.25)$$

with the initial data $Z^{u_\epsilon}(0) = h$ and $X^\epsilon$ is the solution to (5.1).
According to Theorem 4.4, to complete the proof of the theorem, it is sufficient to verify the following two claims:

(LDP1) For any given $m \in (0, \infty)$, let $u_n = (\phi_n, \psi_n)$, $n \in \mathbb{N}$, $u = (\phi, \psi) \in S^m_1 \times S^m_2$ be such that $u_n \to u$ in $S^m_1 \times S^m_2$ as $n \to \infty$. Then

$$
\lim_{n \to \infty} \sup_{t \in [0, T]} |\Gamma^0(u_n)(t) - \Gamma^0(u)(t)| = 0.
$$

(LDP2) For any given $m \in (0, \infty)$, let $\{u_\epsilon = (\phi_\epsilon, \psi_\epsilon), \epsilon > 0\} \subset S^m_1 \times S^m_2$. Then

$$
\lim_{\epsilon \to 0} \mathbb{E} \left( \sup_{t \in [0, T]} |Z^{u_\epsilon}(t) - \Gamma^0(u_\epsilon)(t)|^2 \right) = 0.
$$

The verification of (LDP1) will be given in Proposition 5.8. (LDP2) will be established in Proposition 5.10.

Recall the map $\Gamma^0$ in (5.24).

**Proposition 5.8** For any given $m \in (0, \infty)$, let $u_n = (\phi_n, \psi_n)$, $n \in \mathbb{N}$, $u = (\phi, \psi) \in S^m_1 \times S^m_2$ be such that $u_n \to u$ in $S^m_1 \times S^m_2$ as $n \to \infty$. Then

$$
\lim_{n \to \infty} \sup_{t \in [0, T]} |\Gamma^0(u_n)(t) - \Gamma^0(u)(t)| = 0.
$$

**Proof** Let $Y^u$ be the the solution of (5.5) and $Y^u_n$ be the solution of (5.5) with $u$ replaced by $u_n$. By the definition of $\Gamma^0$, $Y^u_n = \Gamma^0(u_n)$ and $Y^u = \Gamma^0(u)$. For simplicity, denote $Y_n = Y^u_n$ and $Y = Y^u$. Note that $Y, Y_n \in C([0, T], \mathbb{R}^d), \forall n \in \mathbb{N}$.

The proof is divided into two steps.

**Step 1:** We first prove that $\{Y_n\}_{n \geq 1}$ is pre-compact in $C([0, T], \mathbb{R}^d)$. It suffices to show that $\{Y_n\}_{n \geq 1}$ is uniformly bounded and equi-continuous in $C([0, T], \mathbb{R}^d)$.

It follows from (5.6) that $\{Y_n\}_{n \geq 1}$ is uniformly bounded, i.e.

$$
\sup_{n \geq 1} \sup_{t \in [0, T]} |Y_n(t)| =: C_m < \infty. \tag{5.26}
$$

Next, we will prove that $\{Y_n\}_{n \geq 1}$ is equi-continuous in $C([0, T], \mathbb{R}^d)$. For $t > s$,

$$
Y_n(t) - Y_n(s) = \int_s^t b(r, Y_n(r), \text{Law}(X^0(r)))dr + \int_s^t \sigma(r, Y_n(r), \text{Law}(X^0(r)))\phi_n(r)dr \\
+ \int_s^t \int Z G(r, Y_n(r), \text{Law}(X^0(r)), z)(\psi_n(r, z) - 1)\nu(dz)dr. \tag{5.27}
$$

By (A1), (5.26) and Remark 5.1 we have

$$
\int_s^t |b(r, Y_n(r), \text{Law}(X^0(r)))|dr \leq \int_s^t |b(r, Y_n(r), \text{Law}(X^0(r))) - b(r, 0, \text{Law}(X^0(r)))|dr \\
+ \int_s^t |b(r, 0, \text{Law}(X^0(r))) - b(r, 0, \delta_0)|dr + \int_s^t |b(r, 0, \delta_0)|dr
$$
\[
\leq \int_s^t L(1 + |Y_n(r)|^{q-1})|Y_n(r)|dr + L \int_s^t |X^0(r)|dr + \int_s^t |b(r, 0, \delta_0)|dr \\
\leq L \left(C_m (1 + C_m^{q-1}) + \sup_{r \in [0,T]} |X^0(r)| \right) |t - s| + \int_s^t |b(r, 0, \delta_0)|dr, \tag{5.28}
\]
and
\[
\int_s^t |\sigma(r, Y_n(r), Law(X^0(r)))\phi_n(r)|dr \\
\leq \int_s^t |\sigma(r, Y_n(r), Law(X^0(r)))\phi_n(r) - \sigma(r, 0, \delta_0)\phi_n(r)|dr + \int_s^t |\sigma(r, 0, \delta_0)\phi_n(r)|dr \\
\leq \int_s^t L(1 + |Y_n(r)| + |X^0(r)|)|\phi_n(r)|dr + \int_s^t \|\sigma(r, 0, \delta_0)\|_{L^2} |\phi_n(r)|dr \\
\leq L(1 + C_m + \sup_{r \in [0,T]} |X^0(r)|) \left( \int_0^T |\phi_n(r)|^2 dr \right)^{1/2} |t - s|^{1/2} \\
+ \left( \int_s^t |\sigma(r, 0, \delta_0)|^2 dr \right)^{1/2} \left( \int_0^T |\phi_n(r)|^2 dr \right)^{1/2}. \tag{5.29}
\]

By (B1), (5.26) and Remark 5.1, we have
\[
\int_s^t \int_Z |G(r, Y_n(r), Law(X^0(r)), z) (\psi_n(r, z) - 1)|\nu(dz)dr \\
\leq \int_s^t \int_Z |G(r, Y_n(r), Law(X^0(r)), z) (\psi_n(r, z) - 1) - G(r, 0, \delta_0, z)(\psi_n(r, z) - 1)|\nu(dz)dr \\
+ \int_s^t \int_Z |G(r, 0, \delta_0, z)(\psi_n(r, z) - 1)|\nu(dz)dr \\
\leq \int_s^t \int_Z L_1(z)|Y_n(r)| + |X^0(r)|)|\psi_n(r, z) - 1|\nu(dz)dr + \int_s^t \int_Z L_2(z)|\psi_n(r, z) - 1|\nu(dz)dr \\
\leq (C_m + \sup_{r \in [0,T]} |X^0(r)| + 1) \int_s^t \int_Z (L_1(z) + L_2(z))|\psi_n(r, z) - 1|\nu(dz)dr. \tag{5.30}
\]

To show that the right side of (5.30) is uniformly small, we need the following result, see [61, (3.3) of Lemma 3.1] or [60, Remark 2], or [9, (3.5) of Lemma 3.4].

For every \( \theta > 0 \), there exists some \( \beta > 0 \) such that for any \( A \in \mathcal{B}([0, T]) \) with \( Leb_T(A) \leq \beta \),
\[
\sup_{i=1,2,3} \sup_{\varphi \in \mathcal{S}_2} \int_A \int_Z L_i(z)|\varphi(s, z) - 1|\nu(dz)ds \leq \theta. \tag{5.31}
\]

On the other hand, (A1) implies that, for every \( \theta > 0 \), there exists some \( \beta > 0 \) such that if \( A \in \mathcal{B}([0, T]) \) satisfies \( Leb_T(A) \leq \beta \), then
\[
\int_A |b(r, 0, \delta_0)|dr + \int_A \|\sigma(r, 0, \delta_0)\|_{L^2}^2 dr \leq \theta. \tag{5.32}
\]
Combining (5.27)-(5.32) together, we can deduce that \( \{Y_n\}_{n \geq 1} \) is equi-continuous on \([0, T]\). So \( \{Y_n\}_{n \geq 1} \) is pre-compact in \( C([0, T], \mathbb{R}^d) \).

**Step 2:** Let \( \gamma \) be a limit of some subsequence of \( \{Y_n\}_{n \geq 1} \). We will show that \( \gamma = Y \), completing the proof of the proposition. Without loss of generality, we simply assume
\[
\lim_{n \to \infty} \sup_{t \in [0,T]} |\gamma(t) - Y_n(t)| = 0. \tag{5.33}
\]
First, we note that
\[ \sup_{t \in [0,T]} |\gamma(t)| \leq \sup_{n \geq 1} \sup_{t \in [0,T]} |Y_n(t)| = C_m < \infty. \quad (5.34) \]

By (A1), (5.33) and (5.34),
\[
\int_0^T |b(s, Y_n(s), \text{Law}(X^0(s))) - b(s, \gamma(s), \text{Law}(X^0(s)))| ds \\
\leq L \int_0^T (1 + |Y_n(s)|^{q-1} + |\gamma(s)|^{q-1}) |Y_n(s) - \gamma(s)| ds \\
\leq LT(1 + 2C_m^{q-1}) \sup_{s \in [0,T]} |Y_n(s) - \gamma(s)| \to 0, \quad n \to \infty.
\]
Hence, for each \( t \in [0, T] \),
\[
\int_0^t b(s, Y_n(s), \text{Law}(X^0(s))) ds \to \int_0^t b(s, \gamma(s), \text{Law}(X^0(s))) ds, \quad n \to \infty. \quad (5.35)
\]

Due to (A1), \( X^0 \in C([0,T], \mathbb{R}^d) \), Remark 5.1 and (5.34), it is not difficult to prove that
\[
\int_0^T \|\sigma(s, \gamma(s), \text{Law}(X^0(s)))\|^2_{L^2} ds < \infty.
\]

Since \( \phi_n \) converges to \( \phi \) weakly in \( L^2([0,T], \mathbb{R}^d) \), for any \( e \in \mathbb{R}^d \),
\[
\int_0^t \langle \sigma(s, \gamma(s), \text{Law}(X^0(s)))\phi_n(s), e \rangle ds \to \int_0^t \langle \sigma(s, \gamma(s), \text{Law}(X^0(s)))\phi(s), e \rangle ds, \quad n \to \infty.
\]

Hence,
\[
\int_0^t \sigma(s, \gamma(s), \text{Law}(X^0(s)))\phi_n(s) ds \to \int_0^t \sigma(s, \gamma(s), \text{Law}(X^0(s)))\phi(s) ds, \quad n \to \infty. \quad (5.36)
\]

By (A1) and (5.33) we have
\[
\int_0^T |\sigma(s, Y_n(s), \text{Law}(X^0(s)))\phi_n(s) - \sigma(s, \gamma(s), \text{Law}(X^0(s)))\phi_n(s)| ds \\
\leq L \int_0^T |Y_n(s) - \gamma(s)| |\phi_n(s)| ds \\
\leq LT^{1/2} \sup_{s \in [0,T]} |Y_n(s) - \gamma(s)| \sup_{i \geq 1} \left( \int_0^T |\phi_i(s)|^2 ds \right)^{1/2} \to 0, \quad n \to \infty \quad (5.37)
\]
where we use \( \phi_i \in S^m_1 \), i.e. \( \frac{1}{2} \int_0^T |\phi_i(s)|^2 ds \leq m \), in the last inequality.

Therefore, (5.36) and (5.37) imply that
\[
\int_0^t \sigma(s, Y_n(s), \text{Law}(X^0(s)))\phi_n(s) ds \to \int_0^t \sigma(s, \gamma(s), \text{Law}(X^0(s)))\phi(s) ds, \quad n \to \infty. \quad (5.38)
\]

Applying (B1), (5.14) and (5.33), we have
\[
\int_0^t \int_Z |G(s, Y_n(s), \text{Law}(X^0(s)), z) - G(s, \gamma(s), \text{Law}(X^0(s)), z)||\psi_n(s, z) - 1|\nu(\text{d}z) ds \\
\leq \int_0^t \int_Z |Y_n(s) - \gamma(s)||L_1(z)||\psi_n(s, z) - 1|\nu(\text{d}z) ds
\]
By (B1), Remark 5.1, (5.14) and (5.34), we see that
\[
\int_0^T \int_Z |G(s, \gamma(s), \text{Law}(X_0^0(s)), z)^2 \, \nu(dz) \, ds < \infty.
\]
Combining the above inequality with \(\psi_n \to \psi\) in \(S^m\), and using Lemma 3.11 in [9], we deduce that
\[
\lim_{n \to \infty} \int_0^T \int_Z G(s, \gamma(s), \text{Law}(X_0^0(s)), z)(\psi_n(s, z) - 1) \, \nu(dz) \, ds = \int_0^T \int_Z G(s, \gamma(s), \text{Law}(X_0^0(s)), z)(\psi(s, z) - 1) \, \nu(dz) \, ds.
\]
This, together with (5.39), yields that
\[
\lim_{n \to \infty} \int_0^T \int_Z G(s, Y_n(s), \text{Law}(X_0^0(s)), z)(\psi_n(s, z) - 1) \, \nu(dz) \, ds = \int_0^T \int_Z G(s, \gamma(s), \text{Law}(X_0^0(s)), z)(\psi(s, z) - 1) \, \nu(dz) \, ds.
\]
Recall that \(Y_n\) is the solution of (5.5) with \(u\) replaced by \(u_n\):
\[
Y_n(t) = h + \int_0^t b(s, Y_n(s), \text{Law}(X_0^0(s))) \, ds + \int_0^t \sigma(s, Y_n(s), \text{Law}(X_0^0(s))) \phi_n(s) \, dW(s)
\]
\[+ \int_0^t \int_Z G(s, Y_n(s), \text{Law}(X_0^0(s)), z)(\psi_n(s, z) - 1) \, \nu(dz) \, ds, \quad t \in [0, T].
\]
Letting \(n \to \infty\) and taking into account (5.33), (5.35), (5.38) and (5.40), we see that \(\gamma\) is a solution to (5.5), and the uniqueness of the solutions of (5.5) implies that \(\gamma = Y\), which completes the proof. \(\square\)

To verify (LDP2), we need the following result.

**Lemma 5.9** There exists some \(\epsilon_0 > 0\) and a constant \(C_T\) independent of \(\epsilon\) such that
\[
\mathbb{E} \left( \sup_{t \in [0, T]} |X^\epsilon(t) - X_0^0(t)|^2 \right) \leq C_T \left( \epsilon + \epsilon^2 \tilde{\varrho}_{b, \epsilon} + \epsilon^2 \tilde{\varrho}_{\sigma, \epsilon} + \epsilon^2 \tilde{\varrho}_{G, \epsilon} \right), \quad \forall \epsilon \in (0, \epsilon_0]
\]
where \(\tilde{\varrho}_{b, \epsilon}\) and \(\tilde{\varrho}_{\sigma, \epsilon}\) are the constants given in (A3), and \(\tilde{\varrho}_{G, \epsilon}\) in (B1).

**Proof** By Itô’s formula,
\[
|X^\epsilon(t) - X_0^0(t)|^2
\]
\[= 2 \int_0^t \langle b(\epsilon, X^\epsilon(s), \text{Law}(X^\epsilon(s))) - b(s, X_0^0(s), \text{Law}(X_0^0(s))), X^\epsilon(s) - X_0^0(s) \rangle \, ds
\]
\[+ 2\sqrt{\epsilon} \int_0^t \langle \sigma(\epsilon, X^\epsilon(s), \text{Law}(X^\epsilon(s))), X^\epsilon(s) - X_0^0(s) \rangle \, dW(s)
\]
\[+ 2\epsilon \int_0^t \int_Z \langle G(\epsilon, X^\epsilon(s-), \text{Law}(X^\epsilon(s))), z \rangle, X^\epsilon(s-) - X_0^0(s-) \rangle \, N^{-1}(dz, ds)
\]
\[+ \epsilon \int_0^t \|\sigma(\epsilon, X^\epsilon(s), \text{Law}(X^\epsilon(s)))\|_{L_2}^2 \, ds
\]
\[ +\varepsilon^2 \int_0^T \int_Z |G_\varepsilon(s, X^\varepsilon(s^-), Law(X^\varepsilon(s)), z)|^2 N^{-1}(dz, ds) \]
\[ =: I_1(t) + I_2(t) + I_3(t) + I_4(t) + I_5(t). \]

By (A1), (A3) and Remark 5.1, we have

\[ I_1(t) \]
\[ \leq 2 \int_0^T |b_\varepsilon(s, X^\varepsilon(s), Law(X^\varepsilon(s))) - b(s, X^\varepsilon(s), Law(X^\varepsilon(s))), X^\varepsilon(s) - X^0(s)| ds \]
\[ + 2 \int_0^T |b(s, X^\varepsilon(s), Law(X^\varepsilon(s))) - b(s, X^0(s), Law(X^\varepsilon(s))), X^\varepsilon(s) - X^0(s)| ds \]
\[ + 2 \int_0^T |b(s, X^0(s), Law(X^\varepsilon(s))) - b(s, X^0(s), Law(X^0(s))), X^\varepsilon(s) - X^0(s)| ds \]
\[ \leq 2\varepsilon_\varepsilon \int_0^T |X^\varepsilon(s) - X^0(s)| ds + 2L \int_0^T |X^\varepsilon(s) - X^0(s)|^2 ds \]
\[ + 2L \int_0^T \mathbb{W}_2^2(Law(X^\varepsilon(s)), Law(X^0(s))) |X^\varepsilon(s) - X^0(s)| ds \]
\[ \leq (3L + 1) \int_0^T |X^\varepsilon(s) - X^0(s)|^2 ds + L \int_0^T \mathbb{W}_2^2(Law(X^\varepsilon(s)), Law(X^0(s))) ds + \varepsilon_{\varepsilon, b}^2 T \]
\[ \leq (3L + 1) \int_0^T |X^\varepsilon(s) - X^0(s)|^2 ds + L \int_0^T \mathbb{E}(|X^\varepsilon(s) - X^0(s)|^2) ds + \varepsilon_{\varepsilon, b}^2 T. \quad (5.42) \]

Hence,

\[ \mathbb{E}(\sup_{t \in [0, T]} I_1(t)) \leq (4L + 1) \mathbb{E} \int_0^T |X^\varepsilon(s) - X^0(s)|^2 ds + \varepsilon_{\varepsilon, b}^2 T. \quad (5.43) \]

Also by (A1), (A3) and Remark 5.1,

\[ \mathbb{E} \left( \sup_{t \in [0, T]} |I_4(t)| \right) \]
\[ = \varepsilon \mathbb{E} \int_0^T \|\sigma_\varepsilon(s, X^\varepsilon(s), Law(X^\varepsilon(s)))\|_{\mathbb{L}_2}^2 ds \]
\[ \leq C\varepsilon \mathbb{E} \int_0^T \|\sigma_\varepsilon(s, X^\varepsilon(s), Law(X^\varepsilon(s))) - \sigma(s, X^\varepsilon(s), Law(X^\varepsilon(s)))\|_{\mathbb{L}_2}^2 ds \]
\[ + C\varepsilon \mathbb{E} \int_0^T \|\sigma(s, X^\varepsilon(s), Law(X^\varepsilon(s))) - \sigma(s, X^0(s), Law(X^\varepsilon(s)))\|_{\mathbb{L}_2}^2 ds \]
\[ + C\varepsilon \int_0^T \|\sigma(s, X^0(s), Law(X^0(s)))\|_{\mathbb{L}_2}^2 ds \]
\[\begin{align*}
&\leq C\epsilon^2 \mathbb{E}_{\sigma, \epsilon} T + CL^2 \epsilon \mathbb{E} \int_0^T \left( |X^\epsilon(s) - X^0(s)|^2 + \mathbb{V}^2(X^\epsilon(s), X^0(s)) \right) ds \\
&\quad + C \epsilon \int_0^T \|\sigma(s, X^0(s), X^0(s))\|_{L^2}^2 ds \\
&\leq C\epsilon^2 \mathbb{E}_{\sigma, \epsilon} T + CL^2 T \epsilon \mathbb{E} \left( \sup_{t \in [0, T]} |X^\epsilon(s) - X^0(s)|^2 \right) \\
&\quad + C \epsilon \int_0^T \|\sigma(s, X^0(s), X^0(s))\|_{L^2}^2 ds. \\
\end{align*}\] (5.44)

By Burkholder-Davis-Gundy’s inequality, Young’s inequality and (5.44), we have

\[\begin{align*}
&\mathbb{E} \left( \sup_{t \in [0, T]} |I_2(t)| \right) \\
&\leq C \epsilon \sqrt{\epsilon} \mathbb{E} \left( \int_0^T \|\sigma(s, X^\epsilon(s), X^0(s))\|_{L^2}^2 |X^\epsilon(s) - X^0(s)|^2 ds \right)^{1/2} \\
&\leq \frac{1}{5} \mathbb{E} \left( \sup_{t \in [0, T]} |X^\epsilon(s) - X^0(s)|^2 \right) + C \epsilon \mathbb{E} \int_0^T \|\sigma(s, X^\epsilon(s), X^0(s))\|_{L^2}^2 ds. \\
&\leq \frac{1}{5} + CL^2 T \epsilon \mathbb{E} \left( \sup_{t \in [0, T]} |X^\epsilon(s) - X^0(s)|^2 \right) + C \epsilon^2 \mathbb{E}_{\sigma, \epsilon} T \\
&\quad + C \epsilon \int_0^T \|\sigma(s, X^0(s), X^0(s))\|_{L^2}^2 ds. \\
\end{align*}\] (5.45)

It follows from Remark 5.1 and (B1) that

\[\begin{align*}
&\mathbb{E} \left( \sup_{t \in [0, T]} |I_2(t)| \right) \\
&= \epsilon \mathbb{E} \left( \int_0^T \int_Z |G_{\epsilon}(s, X^\epsilon(s), X^0(s), z)|^2 \nu(dz) ds \right) \\
&\leq C \epsilon \mathbb{E} \left( \int_0^T \int_Z |G_{\epsilon}(s, X^\epsilon(s), X^0(s), z) - G(s, X^\epsilon(s), X^0(s), z)|^2 \nu(dz) ds \right) \\
&\quad + C \epsilon \mathbb{E} \left( \int_0^T \int_Z |G(s, X^\epsilon(s), X^0(s), z) - G(s, X^0(s), X^0(s), z)|^2 \nu(dz) ds \right) \\
&\quad + C \epsilon \int_0^T \int_Z |G(s, X^0(s), X^0(s), z)|^2 \nu(dz) ds \\
&\leq C \epsilon^2 \mathbb{E}_{\sigma, \epsilon} \epsilon \int Z L^2(z) \nu(dz) + C \epsilon \int_0^T \int_Z |G(s, X^0(s), X^0(s), z)|^2 \nu(dz) ds \\
&\quad + C \epsilon \mathbb{E} \left( \int_0^T \int_Z \left( |X^\epsilon(s) - X^0(s)|^2 + \mathbb{V}^2(X^\epsilon(s), X^0(s)) \right) \nu(dz) ds \right) \\
&\leq C \epsilon^2 \mathbb{E}_{\sigma, \epsilon} \epsilon \int Z L^2(z) \nu(dz) + C \epsilon \int_0^T \int_Z |G(s, X^0(s), X^0(s), z)|^2 \nu(dz) ds \\
&\quad + C \epsilon T \int Z L^2(z) \nu(dz) \mathbb{E} \left( \sup_{t \in [0, T]} |X^\epsilon(s) - X^0(s)|^2 \right). \\
\end{align*}\] (5.46)
By Burkholder-Davis-Gundy’s inequality, Young’s inequality and (5.46), one can obtain

\[
E \left( \sup_{t \in [0,T]} |I_3(t)| \right) 
\leq C \epsilon E \left( \int_0^T \int_Z |G_\epsilon(s, X^\epsilon(s), \text{Law}(X^\epsilon(s)), z)|^2 |X^\epsilon(s) - X^0(s)|^2 N^{-1} (dz, ds) \right)^{\frac{1}{2}} 
\leq \frac{1}{5} E \left( \sup_{s \in [0,T]} |X^\epsilon(s) - X^0(s)|^2 \right) + C \epsilon E \left( \int_0^T \int_Z |G_\epsilon(s, X^\epsilon(s), \text{Law}(X^\epsilon(s)), z)|^2 \nu(dz, ds) \right) 
\leq \left( \frac{1}{5} + C \epsilon T \int_Z L_1^2(z) \nu(dz) \right) E \left( \sup_{s \in [0,T]} |X^\epsilon(s) - X^0(s)|^2 \right) 
+ C \epsilon \int_0^T \int_Z |G(s, X^0(s), \text{Law}(X^0(s)), z)|^2 \nu(dz, ds) + C \epsilon \int_0^T \int_Z L_3^2(z) \nu(dz) T. 
\]

(5.47)

Based on the above estimates, it holds

\[
\left( \frac{3}{5} - CL^2 T \epsilon - C \epsilon T \int_Z L_1^2(z) \nu(dz) \right) E \left( \sup_{t \in [0,T]} |X^\epsilon(t) - X^0(t)|^2 \right) 
\leq (4L + 1) E \int_0^T |X^\epsilon(s) - X^0(s)|^2 ds + C \epsilon \int_0^T \|\sigma(s, X^0(s), \text{Law}(X^0(s)))\|^2 L_2 ds 
+ C \epsilon \int_0^T \int_Z |G(s, X^0(s), \text{Law}(X^0(s)), z)|^2 \nu(dz, ds) 
+ \epsilon^2_{\sigma, \epsilon} T + C \epsilon \int_0^T \int_Z L_3^2(z) \nu(dz) T. 
\]

(5.48)

By (A1), (B1) and using the fact that \( f_2(L_1^2(z) + L_2^2(z)) \nu(dz) < \infty \), we can prove that

\[
\int_0^T (\|\sigma(s, X^0(s), \text{Law}(X^0(s)))\|^2 _{L_2} + \int_Z |G(s, X^0(s), \text{Law}(X^0(s)), z)|^2 \nu(dz, ds) ) ds < \infty, 
\]

(5.49)

and there exists \( \epsilon_0 > 0 \) small enough such that, for any \( \epsilon \in (0, \epsilon_0) \),

\[
\frac{3}{5} - C L^2 T \epsilon - C \epsilon T \int_Z L_1^2(z) \nu(dz) \geq \frac{1}{5}. 
\]

(5.50)

Hence, by (5.48), (5.49), (5.50) and Gronwall’s inequality, there exists some constant \( C_T > 0 \) such that, for any \( \epsilon \in (0, \epsilon_0) \),

\[
E \left( \sup_{t \in [0,T]} |X^\epsilon(t) - X^0(t)|^2 \right) \leq C_T (\epsilon + \epsilon^2_{\sigma, \epsilon} + \epsilon^2 G, \epsilon),
\]

which is the desired result.

Next we will verify (LDP2).

**Proposition 5.10** For any given \( m \in (0, \infty) \), let \( \{u_\epsilon = (\phi_\epsilon, \psi_\epsilon), \epsilon > 0\} \subset S^m_1 \times S^m_2 \). Then, for the solution \( Z^{u_\epsilon} \) to (5.25),

\[
\lim_{\epsilon \to 0} E \left( \sup_{t \in [0,T]} |Z^{u_\epsilon}(t) - \Gamma^0(u_\epsilon)(t)|^2 \right) = 0.
\]

\( \square \) Springer
Proof Let $Y^u$ be the solution of (5.5) with $u$ replaced by $u$. Then $\Gamma^0(u) = Y^u$.
By (5.25) and (5.5), we have

\[
Z^u(t) - Y^u(t)
= \int_0^t \left( b_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s))) - b(s, Y^u(s), \text{Law}(X^0(s))) \right) ds
+ \sqrt{\varepsilon} \int_0^t \sigma_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s))) dW(s)
+ \int_0^t \left( \sigma_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s))) - \sigma(s, Y^u(s), \text{Law}(X^0(s))) \right) \phi_\varepsilon(s) ds
+ \varepsilon \int_0^t \left( G_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s)), z) - G(s, Y^u(s), \text{Law}(X^0(s)), z) \right) \left( \psi_\varepsilon(s, z) - 1 \right) \nu(dz) ds
+ \varepsilon \int_0^t \left( G_\varepsilon(s, Z^u(s-), \text{Law}(X^\varepsilon(s)), z) \right) N^{-1} \psi_\varepsilon(dz, ds).
\]

By Itô’s formula,

\[
|Z^u(t) - Y^u(t)|^2
= 2 \int_0^t \left( Z^u(s) - Y^u(s), b_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s))) - b(s, Y^u(s), \text{Law}(X^0(s))) \right) ds
+ 2 \sqrt{\varepsilon} \int_0^t \left( Z^u(s) - Y^u(s), \sigma_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s))) dW(s) \right)
+ 2 \int_0^t \left( Z^u(s) - Y^u(s), \left( \sigma_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s))) - \sigma(s, Y^u(s), \text{Law}(X^0(s))) \right) \phi_\varepsilon(s) ds \right)
+ 2 \int_0^t \left( Z^u(s) - Y^u(s), \left( G_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s)), z) - G(s, Y^u(s), \text{Law}(X^0(s)), z) \right) \left( \psi_\varepsilon(s, z) - 1 \right) \nu(dz) ds \right)
+ 2 \varepsilon \int_0^t \left( |Z^u(s) - Y^u(s)|^2 \right) N^{-1} \psi_\varepsilon(dz, ds)
\]

=: J_1(t) + J_2(t) + J_3(t) + J_4(t) + J_5(t) + J_6(t) + J_7(t).

(5.51)

By (B1), Remark 5.1 and (5.14),

\[
J_4(t)
\leq 2 \int_0^t \int_Z |Z^u(s) - Y^u(s)| |G_\varepsilon(s, Z^u(s), \text{Law}(X^\varepsilon(s)), z) - G(s, Z^u(s), \text{Law}(X^\varepsilon(s))), z)|
\left| \psi_\varepsilon(s, z) - 1 \right| \nu(dz) ds
+ C \int_0^t \left( |Z^u(s) - Y^u(s)|^2 + |Z^u(s) - Y^u(s)| \sqrt{\nu} (\text{Law}(X^\varepsilon(s)), \text{Law}(X^0(s))) \right)
\cdot L_1(z) |\psi_\varepsilon(s, z) - 1| \nu(dz) ds
\]
\[ \begin{align*}
\mathbb{E} \sup_{t \in [0,T]} |Z^{u\epsilon}(t) - Y^{u\epsilon}(t)|^2 & \leq C \mathbb{E} \left( \sup_{s \in [0,T]} |X^{\epsilon}(s) - X^0(s)|^2 \right) \mathbb{E} \sup_{\varphi \in \mathcal{S}_2} \int_0^T \int_Z |L_1(z)| \varphi(s, z) - 1 |\nu(\text{d}z) \text{d}s \\
& \quad + C \varepsilon \mathbb{E} \left( \sup_{s \in [0,T]} |X^{\epsilon}(s) - X^0(s)|^2 + |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)|^2 \right) \mathbb{E} \sup_{\varphi \in \mathcal{S}_2} \int_0^T \int_Z |L_1(z)| \varphi(s, z) - 1 |\nu(\text{d}z) \text{d}s \\
& \quad + \frac{\varepsilon^2}{2} \mathbb{E} \sup_{\varphi \in \mathcal{S}_2} \int_0^T \int_Z |L_3(z)| \varphi(s, z) - 1 |\nu(\text{d}z) \text{d}s \\
& \leq C \int_0^T \int_Z |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)|^2 (|L_1(z)| + |L_3(z)|) |\varphi(s, z) - 1 |\nu(\text{d}z) \text{d}s \\
& \quad + \frac{\varepsilon^2}{2} \left( C \mathbb{E} \sup_{s \in [0,T]} |X^{\epsilon}(s) - X^0(s)|^2 + |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)|^2 \right).
\end{align*} \]

Set
\[ J := \sup_{t \in [0,T]} \left( J_1(t) + J_2(t) + J_3(t) + J_4(t) + J_5(t) + J_6(t) + J_7(t) \right). \]

Plugging the above inequality into (5.51), by Gronwall’s inequality and (5.14), we arrive at
\[ \mathbb{E} \sup_{t \in [0,T]} |Z^{u\epsilon}(t) - Y^{u\epsilon}(t)|^2 \leq C \exp\left( C \sup_{\varphi \in \mathcal{S}_2} \int_0^T \int_Z (|L_1(z)| + |L_3(z)|) |\varphi(s, z) - 1 |\nu(\text{d}z) \text{d}s \right) \times \left( C \left( \mathbb{E} \left( \sup_{s \in [0,T]} |X^{\epsilon}(s) - X^0(s)|^2 \right) + \frac{\varepsilon^2}{2} \right) + J \right) \]
\[ \leq C \left( \mathbb{E} \left( \sup_{s \in [0,T]} |X^{\epsilon}(s) - X^0(s)|^2 \right) + \frac{\varepsilon^2}{2} + J \right). \] (5.52)

By using (A1), Lemma 5.9, (A3), (B1) and Burkholder-Davis-Gundy’s inequality, it follows from (5.52) that
\[ \mathbb{E} \left( \sup_{t \in [0,T]} |Z^{u\epsilon}(t) - Y^{u\epsilon}(t)|^2 \right) \leq C (\varepsilon + \varepsilon^2 \mathbb{E} \sup_{\varphi \in \mathcal{S}_2} \int_0^T |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)|^2 \text{d}s ) \]
\[ + C \mathbb{E} \left( \int_0^T \left( |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)|^2 + |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)| \mathcal{W}_2(Law(X^{\epsilon}(s)), Law(X^0(s))) \right) \text{d}s \right) \]
\[ + C \sqrt{\varepsilon} \mathbb{E} \left( \int_0^T |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)|^2 \left\| \sigma(s, Z^{u\epsilon}(s), Law(X^{\epsilon}(s))) \right\|_{\mathcal{L}_2}^2 \text{d}s \right)^{\frac{1}{2}} \]
\[ + C \mathbb{E} \sup_{\varphi \in \mathcal{S}_2} \int_0^T |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)| |\varphi(s)| \text{d}s \]
\[ + C \mathbb{E} \left( \int_0^T |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)| \left\| \sigma(s, Z^{u\epsilon}(s), Law(X^{\epsilon}(s))) - \sigma(s, Y^{u\epsilon}(s), Law(X^0(s))) \right\|_{\mathcal{L}_2} |\varphi(s)| \text{d}s \right) \]
\[ + C \mathbb{E} \left( \int_0^T |Z^{u\epsilon}(s) - Y^{u\epsilon}(s)| \left\| \sigma(s, Z^{u\epsilon}(s), Law(X^{\epsilon}(s))) - \sigma(s, Y^{u\epsilon}(s), Law(X^0(s))) \right\|_{\mathcal{L}_2} \right)^{\frac{1}{2}} \]
\[ + C \mathbb{E} \left( \int_0^T \left\| \sigma(s, Z^{u\epsilon}(s), Law(X^{\epsilon}(s))) \right\|_{\mathcal{L}_2}^2 \text{d}s \right). \]
\[ + C \epsilon E \int_0^T \int_Z |G_\epsilon(s, Z^\mu(s), \text{Law}(X^\mu(s)), z)|^2 |\psi_\epsilon(s, z)| \nu(\mathrm{d}z) \mathrm{d}s \]

\[ := C(\epsilon + \epsilon \sigma_\epsilon^2 + \epsilon \sigma_G^2 + \epsilon \sigma_{G, \epsilon}^2) \]

\[ + I_1 + I_2 + I_3 + I_4 + I_5 + I_6 + I_7 + I_8, \quad \forall \epsilon \in (0, \epsilon_0). \] (5.53)

where \(\epsilon_0\) is the constant appearing in Lemma 5.9.

In the sequel, let \(\epsilon \in (0, \epsilon_0)\).

Keeping in mind that \(\phi_\epsilon \in S_{1}^m\), we have

\[ I_1 + I_4 \leq C \int_0^T \left( \sup_{\epsilon \in [0,sl]} |Z^{\mu_\epsilon}(r) - Y^{\mu_\epsilon}(r)|^2 \right) \mathrm{d}s + C \sigma_{b,\epsilon}^2 T + C \sigma_{\sigma,\epsilon}^2 \int_0^T |\phi_\epsilon(s)|^2 \mathrm{d}s \]

\[ \leq C \int_0^T \left( \sup_{\epsilon \in [0,sl]} |Z^{\mu_\epsilon}(r) - Y^{\mu_\epsilon}(r)|^2 \right) \mathrm{d}s + C \sigma_{b,\epsilon}^2 T + C \sigma_{\sigma,\epsilon}^2. \] (5.54)

By Young’s inequality and Lemma 5.9,

\[ I_2 \leq C \int_0^T \left( \sup_{\epsilon \in [0,sl]} |Z^{\mu_\epsilon}(r) - Y^{\mu_\epsilon}(r)|^2 \right) \mathrm{d}s + C \int_0^T \sup_{\epsilon \in [0,sl]} |Z^{\mu_\epsilon}(r) - Y^{\mu_\epsilon}(r)|^2 \mathrm{d}s + C \text{E} \left( \sup_{\epsilon \in [0,sl]} |X_\epsilon(s) - X^0(s)|^2 \right) \]

\[ \leq C \int_0^T \left( \sup_{\epsilon \in [0,sl]} |Z^{\mu_\epsilon}(r) - Y^{\mu_\epsilon}(r)|^2 \right) \mathrm{d}s + C \text{E} \left( \sup_{\epsilon \in [0,sl]} |X_\epsilon(s) - X^0(s)|^2 \right) \]

\[ \leq C \int_0^T \left( \sup_{\epsilon \in [0,sl]} |Z^{\mu_\epsilon}(r) - Y^{\mu_\epsilon}(r)|^2 \right) \mathrm{d}s + C(\epsilon + \sigma_{b,\epsilon}^2 + \sigma_{\sigma,\epsilon}^2 + \sigma_{G,\epsilon}^2). \] (5.55)

Using (A3) and (5.6), we have

\[ I_3 + I_7 \]

\[ \leq \frac{1}{10} \text{E} \left( \sup_{\epsilon \in [0,T]} |Z^{\mu_\epsilon}(t) - Y^{\mu_\epsilon}(t)|^2 \right) + C \epsilon \text{E} \int_0^T \|\sigma_\epsilon(s, Z^{\mu_\epsilon}(s), \text{Law}(X^\mu(s)))\|_{L_2}^2 \mathrm{d}s \]

\[ \leq \frac{1}{10} \text{E} \left( \sup_{\epsilon \in [0,T]} |Z^{\mu_\epsilon}(t) - Y^{\mu_\epsilon}(t)|^2 \right) \]

\[ + C \epsilon \text{E} \int_0^T \|\sigma_\epsilon(s, Z^{\mu_\epsilon}(s), \text{Law}(X^\mu(s))) - \sigma(s, Z^{\mu_\epsilon}(s), \text{Law}(X^\mu(s)))\|_{L_2}^2 \mathrm{d}s \]

\[ + C \epsilon \text{E} \int_0^T \|\sigma(s, Z^{\mu_\epsilon}(s), \text{Law}(X^\mu(s))) - \sigma(s, Y^{\mu_\epsilon}(s), \text{Law}(X^\mu(0)))\|_{L_2}^2 \mathrm{d}s \]

\[ \leq \frac{1}{10} \text{E} \left( \sup_{\epsilon \in [0,T]} |Z^{\mu_\epsilon}(t) - Y^{\mu_\epsilon}(t)|^2 \right) + C \epsilon \sigma_{\sigma,\epsilon}^2 T + C \epsilon \text{E} \int_0^T \sup_{\epsilon \in [0,sl]} |Z^{\mu_\epsilon}(s) - Y^{\mu_\epsilon}(s)|^2 \mathrm{d}s \]

\[ + C \epsilon \text{E} \left( \sup_{\epsilon \in [0,T]} |X_\epsilon(s) - X^0(s)|^2 \right) \]

\[ \leq \frac{1}{10} + C \epsilon \text{E} \left( \sup_{\epsilon \in [0,T]} |Z^{\mu_\epsilon}(t) - Y^{\mu_\epsilon}(t)|^2 \right) + C(\epsilon + \epsilon^2 + \sigma_{b,\epsilon}^2 + \sigma_{\sigma,\epsilon}^2 + \sigma_{G,\epsilon}^2). \] (5.56)
Again by (A1), Young’s inequality and Lemma 5.9, and using the fact that \( \phi \in S^m_1 \), we have

\[
I_5 \leq C \mathbb{E}\left\{ \sup_{t \in [0,T]} |Z^{u*}(t) - Y^{u*}(t)| \left( \int_0^T |\phi(s)|^2 ds \right)^{\frac{1}{2}} \right\}
\]

\[
\left( \int_0^T \|\sigma(s, Z^{u*}(s), Law(X^*(s))) - \sigma(s, Y^{u*}(s), Law(X^0(s)))\|_{L^2_z}^2 ds \right)^{\frac{1}{2}} \right\}
\]

\[
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Z^{u*}(t) - Y^{u*}(t)|^2 \right) + C \int_0^T \mathbb{E}|Z^{u*}(s) - Y^{u*}(s)|^2 ds
\]

\[
+ C \int_0^T \mathbb{E}|\nabla_2^z (Law(X^*(s)), Law(X^0(s)))| ds
\]

\[
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Z^{u*}(t) - Y^{u*}(t)|^2 \right) + C \int_0^T \mathbb{E}\left( \sup_{r \in [0,s]} |Z^{u*}(r) - Y^{u*}(r)|^2 \right) ds
\]

\[
+ C \left( \epsilon + \Theta_\delta^2 + \epsilon \Theta_\delta^2 + \epsilon \Theta_\delta^2 \right). \quad (5.57)
\]

By Hölder’s inequality, (B1), (5.6) and Lemma 5.9,

\[
I_6 + I_8
\]

\[
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Z^{u*}(t) - Y^{u*}(t)|^2 \right) + C \mathbb{E}\left( \int_0^T |G_*(s, Z^{u*}(s), Law(X^*(s)), z)|^2 |\psi_*(s, z)| |\nu(\cdot)| dz \right) ds
\]

\[
+ C \mathbb{E}\left( \int_0^T \int_Z |G_*(s, Z^{u*}(s), Law(X^*(s)), z) - G(s, Z^{u*}(s), Law(X^0(s)), z)|^2 |\psi_*(s, z)| |\nu(\cdot)| dz \right) ds
\]

\[
+ C \mathbb{E}\left( \int_0^T \int_Z |G(s, Y^{u*}(s), Law(X^0(s)), z) - G(s, 0, \delta_0(z))^2 |\psi_*(s, z)| |\nu(\cdot)| dz \right) ds
\]

\[
+ C \mathbb{E}\left( \int_0^T \int_Z |G(s, 0, \delta_0(z))^2 |\psi_*(s, z)| |\nu(\cdot)| \right) ds
\]

\[
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Z^{u*}(t) - Y^{u*}(t)|^2 \right) + C \Theta_m \mathbb{E}\left( \sup_{t \in [0,T]} |Z^{u*}(t) - Y^{u*}(t)|^2 \right)
\]

\[
+ C \Theta_m \left\{ \mathbb{E}\left( \sup_{t \in [0,T]} |Y^{u*}(t)|^2 \right) + \mathbb{E}\left( \sup_{t \in [0,T]} |X^*(t) - X^0(t)|^2 \right) \right\}
\]

\[
\leq \left( \frac{1}{10} + C \Theta_m \right) \mathbb{E}\left( \sup_{t \in [0,T]} |Z^{u*}(t) - Y^{u*}(t)|^2 \right) + C \Theta_m \left( 1 + \epsilon^2 + \epsilon \Theta_\delta^2 + \epsilon \Theta_\delta^2 + \epsilon \Theta_\delta^2 + \epsilon \Theta_\delta^2 \right). \quad (5.58)
\]

Here

\[
\Theta_m := \sup_{\psi \in S^m_z} \int_0^T \int_Z \left( L_1^2(z) + L_2^2(z) + L_3^2(z) \right) (\psi(s, z) + 1) \nu(\cdot) \right) ds < \infty.
\]
See (3.3) in [9, Lemma 3.4]. Combining (5.53)–(5.58) together, we arrive at

\[
\left( \frac{7}{10} - C \epsilon - C \epsilon \Theta_m \right) \mathbb{E} \left( \sup_{t \in [0,T]} |Z^{\mu \epsilon}(t) - Y^{\mu \epsilon}(t)|^2 \right) \leq C \epsilon + C \int_0^T \mathbb{E} \left( \sup_{r \in [0,s]} |Z^{\mu \epsilon}(r) - Y^{\mu \epsilon}(r)|^2 \right) ds + C (q_{b, \epsilon}^2 + q_{\sigma, \epsilon}^2 + q_{G, \epsilon}^2).
\]

Hence, by Gronwall’s inequality we have

\[
\lim_{\epsilon \to 0} \mathbb{E} \left( \sup_{t \in [0,T]} |Z^{\mu \epsilon}(t) - Y^{\mu \epsilon}(t)|^2 \right) = 0,
\]

which completes the proof. \( \square \)

5.2 Moderate Deviation Principle

For any \( t \in [0, T] \) and \( \mu \in \mathcal{P}_2 \), let \( b'_2(t, x, \mu) \) denote the derivative of \( b(t, x, \mu) \) with respect to the variable \( x \). In order to obtain the MDP for the solution \( \{X^\epsilon, \epsilon > 0\} \) to (5.1), we give the following assumption.

**(B2)** There are \( L', q' \geq 0 \) such that for each \( x, x' \in \mathbb{R}^d \),

\[
|b'_2(s, x, \text{Law}(X^0(s))) - b'_2(s, x', \text{Law}(X^0(s)))| \leq L'(1 + |x|^{q'} + |x'|^{q'})|x - x'|,
\]

and

\[
\int_0^T |b'_2(t, X^0(t), \text{Law}(X^0(t)))| dt < \infty.
\]

Before stating the main result, we first present the following result.

**Proposition 5.11** Assume that (A1), (B1) and (B2) hold. Then for any fixed \( m \in (0, \infty) \) and \( u = (\phi, \varphi) \in S^m_1 \times B_2(m) \), there is a unique solution \( K^u = \{K^u(t), t \in [0, T]\} \in C([0, T], \mathbb{R}^d) \) to the following equation,

\[
\begin{align*}
\frac{dK^u(t)}{dt} &= b'_2(t, X^0(t), \text{Law}(X^0(t)))K^u(t)dt + \sigma(t, X^0(t), \text{Law}(X^0(t)))\phi(t)dt \\
&\quad + \int_Z G(t, X^0(t), \text{Law}(X^0(t)), z)\varphi(t, z)\nu(dz)dt \\
K^u(0) &= 0.
\end{align*}
\]

Moreover,

\[
\sup_{u \in S^m_1 \times B_2(m)} \sup_{t \in [0,T]} |K^u(t)| =: \mathcal{E}_m < \infty.
\]

**Proof** By using (5.49) and the fact that \( u \in S^m_1 \times B_2(m) \), we have

\[
\int_0^T |\sigma(t, X^0(t), \text{Law}(X^0(t)))\phi(t)| dt \leq \left( \int_0^T |\sigma(t, X^0(t), \text{Law}(X^0(t)))|^2 dt \right)^{\frac{1}{2}} \left( \int_0^T |\phi(t)|^2 dt \right)^{\frac{1}{2}} \leq \left( \int_0^T |\sigma(t, X^0(t), \text{Law}(X^0(t)))|^2 dt \right)^{\frac{1}{2}} (2m)^{\frac{1}{2}} < \infty,
\]

and

\[
\int_0^T \int_Z |G(t, X^0(t), \text{Law}(X^0(t)), z)\varphi(t, z)|\nu(dz)dt < \infty.
\]
LDP and MDP for DDSPDEs with Jumps

\[
\begin{align*}
&\leq \left( \int_0^T \int_Z |G(t, X^0(t), \text{Law}(X^0(t)), z)|^2 \nu(dz) dt \right)^{\frac{1}{2}} \left( \int_0^T \int_Z |\varphi(t, z)|^2 \nu(dz) dt \right)^{\frac{1}{2}} \\
&< \infty.
\end{align*}
\] (5.63)

With these two estimates above it is standard to show that the linear equation (5.60) has a unique solution \( \{K^u(t)\}_{t \in [0, T]} \). The estimate (5.61) follows by using Gronwall’s inequality.

Recall \( a(\epsilon) \) in (4.7). For any \( \epsilon \in (0, 1) \), define

\[
M^\epsilon(t) = \frac{1}{a(\epsilon)} (X^\epsilon(t) - X^0(t)), \quad t \in [0, T].
\]

Due to (5.1) and (5.4), \( M^\epsilon \) satisfies

\[
\begin{align*}
M^\epsilon(t) &= \frac{1}{a(\epsilon)} \int_0^t \left( b(\epsilon, a)M^\epsilon(s) + X^0(s), \text{Law}(X^0(s))) - b(s, X^0(s), \text{Law}(X^0(s))) \right) ds \\
&\quad + \frac{\sqrt{\epsilon}}{a(\epsilon)} \int_0^t \sigma(\epsilon, a)M^\epsilon(s) + X^0(s), \text{Law}(X^0(s))) dW(s) \\
&\quad + \frac{\epsilon}{a(\epsilon)} \int_0^t \int_Z G(\epsilon, a)M^\epsilon(s-) + X^0(s-), \text{Law}(X^0(s), z)\mathcal{N}^{-1}(dz, ds).
\end{align*}
\] (5.64)

We introduce the following assumption.

(B3) \( \lim_{\epsilon \to 0} \frac{\partial b_\epsilon}{\partial \epsilon} = 0 \), where \( \partial b_\epsilon \) is given in (A3).

Now we state the main result in this subsection.

**Theorem 5.12** Assume that (A0), (A1), (A3), (A4), (B1), (B2) and (B3) hold. Then \( \{M^\epsilon, \epsilon > 0\} \) satisfies a LDP on \( D([0, T], \mathbb{R}^d) \) with speed \( \varepsilon \) and the rate function \( I \) given by for any \( g \in D([0, T], \mathbb{R}^d) \)

\[
I(g) := \inf_{u=(\phi, \varphi) \in L^2([0, T], \mathbb{R}^d) \times L^2(\nu_T), K^u=g} \left\{ \frac{1}{2} \int_0^T \phi(s)^2 ds + \frac{1}{2} \int_0^T \int_Z \varphi(s, z)^2 \nu(dz) ds \right\},
\]

where for \( u = (\phi, \varphi) \in L^2([0, T], \mathbb{R}^d) \times L^2(\nu_T), K^u \) is the unique solution of (5.60). Here we use the convention that the infimum of an empty set is \( \infty \).

**Proof** By Proposition 5.11, we can define a map

\[
\gamma^0 : L^2([0, T], \mathbb{R}^d) \times L^2(\nu_T) \ni u = (\phi, \varphi) \mapsto K^u \in D([0, T], \mathbb{R}^d),
\] (5.65)

where \( K^u \) is the unique solution of (5.60).
For any \( \epsilon > 0, m \in (0, \infty) \) and \( u_\epsilon = (\phi_\epsilon, \psi_\epsilon) \in S^m_1 \times S^m_{+,\epsilon} \), recall that \( \{M^{u_\epsilon}(t)\}_{t \in [0, T]} \) (see (4.9)) is the solution to the following SDE

\[
\begin{align*}
dM^{u_\epsilon}(s) &= \frac{1}{a(\epsilon)} \left( b_\epsilon(s, a(\epsilon)M^{u_\epsilon}(s) + X^0(s), \text{Law}(X^\epsilon(s))) - b(s, X^0(s), \text{Law}(X^0(s))) \right) \, ds \\
&\quad + \frac{\epsilon}{a(\epsilon)} \sigma_\epsilon(s, a(\epsilon)M^{u_\epsilon}(s) + X^0(s), \text{Law}(X^\epsilon(s))) \, dW(s) \\
&\quad + \frac{\epsilon}{a(\epsilon)} \int_Z G_\epsilon(s, a(\epsilon)M^{u_\epsilon}(s) + X^0(s), \text{Law}(X^\epsilon(s)), z) \mathcal{N}^{-1}(\psi_\epsilon)(dz, ds) \\
&\quad + \frac{1}{a(\epsilon)} \int_Z G_\epsilon(s, a(\epsilon)M^{u_\epsilon}(s) + X^0(s), \text{Law}(X^\epsilon(s)), z)(\psi_\epsilon(s, z) - 1) \nu(dz) \, ds, \\
M^{u_\epsilon}(0) &= 0.
\end{align*}
\]

(5.66)

According to Theorem 4.6, it is sufficient to verify the following two claims:

- **(MDP1)** For any given \( m \in (0, \infty) \), let \( u_n = (\phi_n, \varphi_n), n \in \mathbb{N}, u = (\phi, \psi) \in S^m_1 \times B_2(m) \) be such that \( u_n \to u \) in \( S^m_1 \times B_2(m) \) as \( n \to \infty \). Then
  \[
  \lim_{n \to \infty} \sup_{t \in [0, T]} |Y^0(u_n)(t) - Y^0(u)(t)| = 0.
  \]

- **(MDP2)** For any given \( m \in (0, \infty) \), let \( \{u_\epsilon = (\phi_\epsilon, \psi_\epsilon), \epsilon > 0 \} \subset S^m_1 \times S^m_{+,\epsilon} \), and for some \( \beta \in (0, 1], \varphi_\epsilon 1_{|\varphi_\epsilon| \leq \beta / a(\epsilon)} \in B_2(\sqrt{m}\kappa_2(1)) \) where \( \varphi_\epsilon = (\psi_\epsilon - 1) / a(\epsilon) \).
  Set
  \[
  \tilde{u}_\epsilon := (\phi_\epsilon, \varphi_\epsilon 1_{|\varphi_\epsilon| \leq \beta / a(\epsilon)}).
  \]
  Then for any \( \varpi > 0 \),
  \[
  \lim_{\epsilon \to 0} P \left( \sup_{t \in [0, T]} |M^{u_\epsilon}(t) - Y^0(\tilde{u}_\epsilon)(t)| > \varpi \right) = 0.
  \]

The verification of (MDP1) and (MDP2) will be given in Propositions 5.13 and 5.16 respectively.

Next proposition is the verification of (MDP1).

**Proposition 5.13** For any given \( m \in (0, \infty) \), let \( u_n = (\phi_n, \varphi_n), n \in \mathbb{N}, u = (\phi, \psi) \in S^m_1 \times B_2(m) \) be such that \( u_n \to u \) in \( S^m_1 \times B_2(m) \) as \( n \to \infty \). Then

\[
\lim_{n \to \infty} \sup_{t \in [0, T]} |Y^0(u_n)(t) - Y^0(u)(t)| = 0.
\]

**Proof** Recall that \( K^u = Y^0(u), K^{u_n} = Y^0(u_n) \) are the corresponding solutions to (5.60). We need to prove the following result:

\[
\lim_{n \to \infty} \sup_{t \in [0, T]} |K^{u_n}(t) - K^u(t)| = 0.
\]

The proof is similar to that of Proposition 5.8 and we just give a sketch here. We first show that \( \{K^{u_n}\}_{n \geq 1} \) is pre-compact in \( C([0, T], \mathbb{R}^d) \). (5.61) implies that \( \{K^{u_n}\}_{n \geq 1} \) is uniformly bounded, i.e.

\[
C_m := \sup_{n \geq 1} \sup_{t \in [0, T]} |K^{u_n}(t)| < \infty.
\]

(5.68)

For any \( s, t \in [0, T] \) with \( s < t \), by (5.62), (5.63) and (5.68),

\[
|K^{u_n}(t) - K^{u_n}(s)|
\]
This, together with (5.49) and (B2), implies that \(\{K_{n}\}_{n \geq 1}\) is equi-continuous in \(C([0, T], \mathbb{R}^d)\).

Hence, \(\{K_{n}\}_{n \geq 1}\) is pre-compact in \(C([0, T], \mathbb{R}^d)\).

Let \(K\) be any limit of some subsequence of \(\{K_{n}\}_{n \geq 1}\) in \(C([0, T], \mathbb{R}^d)\). Using the similar arguments as in the proof of Proposition 5.8, we can show \(K = K^a\), which completes the proof.

In order to verify (MDP2), we need the following two lemmas. The first one is taken from Lemma 4.2, Lemma 4.3 and Lemma 4.7 in [3].

**Lemma 5.14** Fix \(m \in (0, \infty)\).

(a) There exists \(\varsigma_m \in (0, \infty)\) such that for all \(I \in \mathcal{B}([0, T])\) and \(\varepsilon \in (0, \infty)\),

\[
\sup_{\phi \in S_{m}} \int_{Z \times I} \left( L_{1}^2(y) + L_{2}^2(y) + L_{3}^2(z) \right) \phi(y, s) \nu(dy)ds \leq \varsigma_m (a^2(\varepsilon) + \text{Leb}_T(I)). \tag{5.69}
\]

(b) There exist \(m, \rho_m : (0, \infty) \rightarrow (0, \infty)\) such that \(m(s) \downarrow 0\) as \(s \uparrow \infty\), and for all \(I \in \mathcal{B}([0, T])\) and \(\beta, \epsilon \in (0, \infty)\),

\[
\sup_{\phi \in S_{\epsilon}} \int_{Z \times I} \left( L_{1}(z) + L_{2}(z) + L_{3}(z) \right) |\phi(y, s)| 1_{\{|p| \geq \beta \epsilon \}}(y, s) \nu(dy)ds \\
\leq m_\beta (1 + \sqrt{\text{Leb}_T(I)}),
\tag{5.70}
\]

and

\[
\sup_{\phi \in S_{\epsilon}} \int_{Z \times I} \left( L_{1}(z) + L_{2}(z) + L_{3}(z) \right) |\phi(y, s)| \nu(dy)ds \\
\leq \rho_m (\beta) \sqrt{\text{Leb}_T(I)} + \Gamma_m (\beta) a(\epsilon). \tag{5.71}
\]

(c) For any \(\beta > 0\),

\[
\lim_{\varepsilon \to 0} \sup_{\phi \in S_{\epsilon}} \int_{Z \times [0, T]} \left( L_{1}(z) + L_{2}(z) + L_{3}(z) \right) |\phi(y, s)| 1_{\{|p| > \beta \varepsilon \}}(y, s) \nu(dy)ds = 0. \tag{5.72}
\]

**Lemma 5.15** Let \(M^{a\epsilon}\) be the solution to (5.66). Then there exists \(\kappa_0 > 0\) such that

\[
\sup_{t \in \{0, \ldots, T\}} \mathbb{E} \sup_{\epsilon \in \{0, \ldots, \kappa_0\}} |M^{a\epsilon}(t)|^2 < \infty. \tag{5.73}
\]

---

Note: The reference [4] is the published version of [3], and the paper [4] considered a little more general assumptions than those in [3], see (2.13) in [4] and (2.13) in [3]. Hence some of the a priori estimates are different between [3] and [4], for example, Lemma 4.2, Lemma 4.3, Lemma 4.7 and Lemma 4.8 of [4] are different than Lemma 4.2, Lemma 4.3, Lemma 4.7 and Lemma 4.8 of [3]. In this paper, we use the same assumption with those in [3], and hence, we use the a priori estimates in [3].
Proof By Itô’s formula, for any \( t \in [0, T] \),

\[
|M^\varepsilon(t)|^2 = \frac{2}{a(\varepsilon)} \int_0^t |b_\varepsilon(s, a(\varepsilon))M^\varepsilon(s) + X^0(s), Law(X^\varepsilon(s)) - b(s, X^0(s), Law(X^0(s)))| M^\varepsilon(s) ds \\
+ \frac{2\sqrt{\varepsilon}}{a(\varepsilon)} \int_0^t \langle b_\varepsilon(s, a(\varepsilon))M^\varepsilon(s) + X^0(s), Law(X^\varepsilon(s)) \rangle dW(s) \\
+ \frac{\varepsilon}{a^2(\varepsilon)} \int_0^t \| \sigma_\varepsilon(s, a(\varepsilon))M^\varepsilon(s) + X^0(s), Law(X^\varepsilon(s)) \|^2_{L_2} ds \\
+ 2 \int_0^t \langle \sigma_\varepsilon(s, a(\varepsilon))M^\varepsilon(s) + X^0(s), Law(X^\varepsilon(s)) \rangle \phi_\varepsilon(s, M^\varepsilon(s)) ds \\
+ \frac{2\varepsilon}{a(\varepsilon)} \int_0^t \int_Z \langle G_\varepsilon(s, a(\varepsilon))M^\varepsilon(s) + X^0(s), Law(X^\varepsilon(s)) \rangle d\psi_\varepsilon(s) ds \\
+ \frac{\varepsilon^2}{a^2(\varepsilon)} \int_0^t \int_Z \| G_\varepsilon(s, a(\varepsilon))M^\varepsilon(s) + X^0(s), Law(X^\varepsilon(s)) \|^2_{L_2} d\psi_\varepsilon(s) ds \\
+ \frac{2}{a(\varepsilon)} \int_0^t \int_Z \langle G_\varepsilon(s, a(\varepsilon))M^\varepsilon(s) + X^0(s), Law(X^\varepsilon(s)) \rangle (\psi_\varepsilon(s, z) - 1) d\nu(s) ds \\
=: I_1(t) + I_2(t) + I_3(t) + I_4(t) + I_5(t) + I_6(t) + I_7(t).
\]

Equation (4.7), (A3), (B1) and (B3) imply that there exists \( \varepsilon_1 > 0 \) such that

\[
\frac{\varepsilon}{a^2(\varepsilon)} \vee a(\varepsilon) \vee \varrho_{b, \varepsilon} \vee \varrho_{\sigma, \varepsilon} \vee \varrho_{G, \varepsilon} \vee \frac{\varrho_{b, \varepsilon}}{a(\varepsilon)} \in (0, \frac{1}{2}], \forall \varepsilon \in (0, \varepsilon_1].
\]

Recall the constant \( \varepsilon_0 \) in Lemma 5.9. Set \( \varepsilon_2 = \varepsilon_0 \land \varepsilon_1 \land \frac{1}{2} \).

Note that we always use \( C \) to denote a generic constant which may change from line to line and is independent of \( \varepsilon \).

By (A1), (A3), Lemma 5.9 and (5.49), for any \( \varepsilon \in (0, \varepsilon_2] \),

\[
I_1(t) \leq \frac{2\varrho_{b, \varepsilon}}{a(\varepsilon)} \int_0^t |M^\varepsilon(s)| ds \\
+ 2L \int_0^t |M^\varepsilon(s)|^2 ds + \frac{2}{a(\varepsilon)} \int_0^t |M^\varepsilon(s)| W^2(Law(X^\varepsilon(s)), Law(X^0(s))) ds \\
\leq C \int_0^t |M^\varepsilon(s)|^2 ds + C,
\]

(5.76)

\[
I_3(t) \leq \frac{C\varrho_{\sigma, \varepsilon}}{a^2(\varepsilon)} + C \int_0^t |M^\varepsilon(s)|^2 ds \\
+ \frac{C\varepsilon}{a^2(\varepsilon)} \left( \int_0^T W^2(Law(X^\varepsilon(s)), Law(X^0(s))) + \| \sigma(s, X^0(s), Law(X^0(s))) \|^2_{L_2} ds \right) \\
\leq C \int_0^t |M^\varepsilon(s)|^2 ds + C,
\]

(5.77)

and

\[
I_4(t) \leq 2\varrho_{\sigma, \varepsilon} \int_0^t |\phi_\varepsilon(s)| |M^\varepsilon(s)| ds \\
+ C \left( a(\varepsilon)|M^\varepsilon(s)| + W^2(Law(X^\varepsilon(s)), Law(X^0(s))) \\
+ \| \sigma(s, X^0(s), Law(X^0(s))) \|^2_{L_2} \right)
\]
\[ |\phi_\epsilon(s)||M^{\mu_\epsilon}(s)|ds \leq Ca(\epsilon) \int_0^t |M^{\mu_\epsilon}(s)|^2 |\phi_\epsilon(s)|ds + C \left( E(\sup_{s\in[0,T]}|X^\epsilon(s) - X^0(s)|^2)^{1/2} + 1 \right) \int_0^t |\phi_\epsilon(s)||M^{\mu_\epsilon}(s)|ds \\
+ C \int_0^t \|\sigma(s, X^0(s), Law(X^0(s)))\|_2 |\phi_\epsilon(s)||M^{\mu_\epsilon}(s)|ds \\
\leq C \int_0^t |M^{\mu_\epsilon}(s)|^2 (|\phi_\epsilon(s)|^2 + 1) ds \\
+ C \int_0^T \|\sigma(s, X^0(s), Law(X^0(s)))\|^2_2 ds + C \int_0^T |\phi_\epsilon(s)|^2 ds \\
\leq C \int_0^t |M^{\mu_\epsilon}(s)|^2 (|\phi_\epsilon(s)|^2 + 1) ds + C, \quad (5.78) \]

where the last inequality follows from the fact that \( \phi_\epsilon \in S^m_1 \).

Recall \( \varphi_\epsilon(s, z) = \frac{\psi_\epsilon(s, z) - 1}{a(\epsilon)} \). By (B1) and Lemma 5.9, for any \( \epsilon \in (0, \epsilon_2] \),

\[ I_7(t) = 2 \int_0^t \int_Z \langle G_\epsilon(s, a(\epsilon)M^{\mu_\epsilon}(s) + X^0(s), Law(X^\epsilon(s)), z) \frac{\psi_\epsilon(s, z) - 1}{a(\epsilon)}, M^{\mu_\epsilon}(s) \rangle v(dz) ds \\
\leq 2 \int_0^t \int_Z \varrho_{G, \epsilon} L_3(z)|\varphi_\epsilon(s, z)||M^{\mu_\epsilon}(s)||v(dz)| ds \\
+ 2 \int_0^t \int_Z \left( G(s, a(\epsilon)M^{\mu_\epsilon}(s) + X^0(s), Law(X^\epsilon(s)), z) - G(s, 0, 0_0, z) \right) \varphi_\epsilon(s, z), M^{\mu_\epsilon}(s) \rangle v(dz) ds \\
+ 2 \int_0^t \int_Z \langle G(s, 0, 0_0, z)\varphi_\epsilon(s, z), M^{\mu_\epsilon}(s) \rangle v(dz) ds \\
\leq C \int_0^t \int_Z L_1(z) \left( a(\epsilon)|M^{\mu_\epsilon}(s)| + |X^0(s)| + W_2(Law(X^\epsilon(s)), 0_0) \right) |\varphi_\epsilon(s, z)||M^{\mu_\epsilon}(s)||v(dz)| ds \\
+ C \int_0^t \int_Z (L_2(z) + L_3(z))|\varphi_\epsilon(s, z)||M^{\mu_\epsilon}(s)||v(dz)| ds \\
\leq C \int_0^t \int_Z (L_1(z) + L_2(z) + L_3(z))|\varphi_\epsilon(s, z)||v(dz)||M^{\mu_\epsilon}(s)||^2 ds \\
+ C \int_0^t \int_Z (L_1(z) + L_2(z) + L_3(z))|\varphi_\epsilon(s, z)||v(dz)| ds. \quad (5.79) \]

To deduce the last inequality, the following facts have been used

- \( X^0 \in C([0, T], \mathbb{R}^d) \),
- \( W_2(Law(X^\epsilon(s)), 0_0) \leq W_2(Law(X^\epsilon(s)), Law(X^0(s))) + |X^0(s)| \).

Set

\[ D_\epsilon := \int_0^T (|\phi_\epsilon(s)|^2 + 1) ds + \int_0^T \int_Z (L_1(z) + L_2(z) + L_3(z))|\varphi_\epsilon(s, z)||v(dz)| ds. \]

By substituting (5.76)-(5.79) back into (5.74) and applying Gronwall’s inequality, we obtain

\[ |M^{\mu_\epsilon}(t)|^2 \leq e^{C_D} \left\{ C D_\epsilon + \sup_{s\in[0,T]} |I_2(s) + I_5(s) + I_6(s)| \right\}, \forall \epsilon \in (0, \epsilon_2], \ t \in [0, T]. \quad (5.80) \]
Since \((\phi_\ɛ, \varphi_\ɛ) \in S^m_1 \times S^m_2\) P-a.s., we have
\[
\frac{1}{2} \int_0^T |\phi_\ɛ(s)|^2 \, ds \leq m, \quad \text{P-a.s. } \forall \ɛ \in (0, \varepsilon_2].
\]  
(5.81)

Hence, by (5.71), (5.80) and (5.81), there exists a constant \(\Delta \in (0, \infty)\) such that for each \(\varepsilon \in (0, \varepsilon_2],\)
\[
\mathbb{E}\left( \sup_{t \in [0,T]} |M^{\mu_\varepsilon}(t)|^2 \right) \Delta \left\{ 1 + \mathbb{E}\left( \sup_{t \in [0,T]} |I_2(t)| \right) + \mathbb{E}\left( \sup_{t \in [0,T]} |I_3(t)| \right) + \mathbb{E}\left( \sup_{t \in [0,T]} |I_6(t)| \right) \right\}. \tag{5.82}
\]

By Burkholder-Davis-Gundy’s inequality, (A1), (A3), Young’s inequality, Lemma 5.9, (5.49) and (5.77), for any \(\varepsilon \in (0, \varepsilon_2],\)
\[
\mathbb{E}\left( \sup_{t \in [0,T]} |I_2(t)| \right) \leq \frac{C\sqrt{T}}{a(\varepsilon)} \mathbb{E}\left( \int_0^T |M^{\mu_\varepsilon}(s)|^2 \|\sigma_\varepsilon(s, a(\varepsilon)M^{\mu_\varepsilon}(s) + X^0(s), \text{Law}(X^t(s)))|_{\mathcal{Z}_2}^2 \, ds \right)^{\frac{1}{2}}
\leq \frac{C\sqrt{T}}{a(\varepsilon)} \mathbb{E}\left( \sup_{t \in [0,T]} |M^{\mu_\varepsilon}(s)|^2 \right)^{\frac{1}{2}} + \frac{C\sqrt{T}}{a(\varepsilon)} \mathbb{E}\left( \int_0^T \|\sigma_\varepsilon(s, a(\varepsilon)M^{\mu_\varepsilon}(s) + X^0(s), \text{Law}(X^t(s)))|_{\mathcal{Z}_2}^2 \, ds \right)^{\frac{1}{2}}
\leq \frac{C\sqrt{T}}{a(\varepsilon)} \mathbb{E}\left( \sup_{t \in [0,T]} |M^{\mu_\varepsilon}(s)|^2 \right)^{\frac{1}{2}} + C. \tag{5.83}
\]

Similarly, using (B1), we have for any \(\varepsilon \in (0, \varepsilon_2],\)
\[
\Delta \left( \mathbb{E}\left( \sup_{t \in [0,T]} |I_3(t)| \right) + \mathbb{E}\left( \sup_{t \in [0,T]} |I_6(t)| \right) \right) \leq \frac{C\sqrt{T}}{a(\varepsilon)} \mathbb{E}\left( \int_0^T |G_\varepsilon(s, a(\varepsilon)M^{\mu_\varepsilon}(s) + X^0(s), \text{Law}(X^t(s)), z)|^2 |M^{\mu_\varepsilon}(s)|^2 N^{-1}\psi_\varepsilon(z, z) \, ds \right)^{\frac{1}{2}}
\leq \frac{C\sqrt{T}}{a(\varepsilon)} \mathbb{E}\left( \sup_{t \in [0,T]} |M^{\mu_\varepsilon}(s)|^2 \right)^{\frac{1}{2}} + C. \tag{5.84}
\]
LDP and MDP for DDSPDEs with Jumps

\[ + C \sup_{\psi \in \mathcal{S}^K_{+}, T_0} \int_{Z} (L^1(z) + L^2(z) + L^3(z)) \psi(s, z) \nu(dz) ds \]

\[ + \left( 1 + \sup_{s \in [0, T]} |X^0(s)|^2 + \mathbb{E} \left( \sup_{s \in [0, T]} |X^* - X^0(s)|^2 \right) \right) \]

\[ \leq \frac{1}{10} \mathbb{E} \left( \sup_{s \in [0, T]} |M^{u*}(s)|^2 \right) \]

\[ + C \epsilon \sup_{\psi \in \mathcal{S}^K_{+}, T_0} \int_{Z} \int_{0}^{T} L(t, \psi(s, z)) \nu(dz) ds \mathbb{E} \left( \sup_{s \in [0, T]} |M^{u*}(s)|^2 \right) \]

\[ + C \sup_{\psi \in \mathcal{S}^K_{+}, T_0} \int_{Z} (L^1(z) + L^2(z) + L^3(z)) \psi(s, z) \nu(dz) ds \]

(5.84)

By (5.82)–(5.84), we have for \( \forall \epsilon \in (0, \epsilon_2] \),

\[ \left( \frac{9}{10} - C \sqrt{\epsilon a(\epsilon)} + C \sqrt{\epsilon a(\epsilon)} - C \epsilon \sup_{\psi \in \mathcal{S}^K_{+}, T_0} \int_{Z} \int_{0}^{T} L^2 \psi(s, z) \nu(dz) ds \right) \mathbb{E} \left( \sup_{s \in [0, T]} |M^{u*}(s)|^2 \right) \]

\[ \leq C \left( 1 + \sup_{\psi \in \mathcal{S}^K_{+}, T_0} \int_{Z} \int_{0}^{T} (L^1(z) + L^2(z) + L^3(z)) \psi(s, z) \nu(dz) ds \right) \]

In view of (5.69) and (4.7), this yields that there exists \( \kappa_0 > 0 \) such that

\[ \sup_{\epsilon \in (0, \kappa_0]} \mathbb{E} \left( \sup_{s \in [0, T]} |M^{u*}(s)|^2 \right) < \infty. \]

The proof of this lemma is completed. \( \square \)

The verification of (MDP2) is given in the next proposition.

Recall \( \bar{u}_\epsilon \) in (5.67).

**Proposition 5.16** For any \( \alpha > 0 \), \( \lim_{\epsilon \to 0} P \left( \sup_{t \in [0, T]} |M^{u*}(t) - K^{u*}(t)| > \alpha \right) = 0. \)

**Proof** For each fixed \( \epsilon > 0 \) and \( j \in \mathbb{N} \), define a stopping time

\[ \tau^j_\epsilon = \inf \{ t \geq 0 : |M^{u*}(t)| \geq j \} \land T. \]

By Lemma 5.15, we have

\[ P(\tau^j_\epsilon < T) \leq \frac{\mathbb{E} \left( \sup_{t \in [0, T]} |M^{u*}(t)|^2 \right)}{j^2} \leq \frac{C}{j^2}, \quad \forall \epsilon \in (0, \kappa_0] \] (5.85)

where \( \kappa_0 \) is the same as in Lemma 5.15.
Let $Q^\epsilon(s) = M^\epsilon(s) - K^\epsilon(s)$ for each $s \in [0, T]$. Notice that the corresponding equations $M^\epsilon$ and $K^\epsilon$ satisfy are distribution-independent SDEs. By Itô’s formula, we have

$$|Q^\epsilon(t \wedge \tau^\epsilon_\varepsilon)|^2 = 2 \int_0^{t \wedge \tau^\epsilon_\varepsilon} \left( \frac{1}{a(\epsilon)} \left( b(s, a(\epsilon)M^\epsilon(s) + X^0(s), \text{Law}(X^\epsilon(s))) - b(s, X^0(s), \text{Law}(X^0(s))) \right) \right. \\
- b'_2(s, X^0(s), \text{Law}(X^0(s)))K^\epsilon(s), Q^\epsilon(s))ds \\
+2 \sqrt{\varepsilon} \int_0^{t \wedge \tau^\epsilon_\varepsilon} \langle Q^\epsilon(s), \sigma_\epsilon(s, a(\epsilon)M^\epsilon(s) + X^0(s), \text{Law}(X^\epsilon(s)))dW(s) \rangle \\
+ \frac{\varepsilon}{a(\epsilon)} \int_0^{t \wedge \tau^\epsilon_\varepsilon} \|\sigma_\epsilon(s, a(\epsilon)M^\epsilon(s) + X^0(s), \text{Law}(X^\epsilon(s)))\|_Z^2 ds \\
+2 \int_0^{t \wedge \tau^\epsilon_\varepsilon} \langle (\sigma_\epsilon(s, a(\epsilon)M^\epsilon(s) + X^0(s), \text{Law}(X^\epsilon(s))) \\
- \sigma(s, X^0(s), \text{Law}(X^0(s)))\phi(\epsilon, \sigma\epsilon(s), Q^\epsilon(s))ds \\
+ \frac{2\varepsilon}{a(\epsilon)} \int_0^{t \wedge \tau^\epsilon_\varepsilon} \int_Z \langle G_\epsilon(s, a(\epsilon)M^\epsilon(s) - X^0(s), \text{Law}(X^\epsilon(s)), z), Q^\epsilon(s) \rangle \phi^{\epsilon^{-1}}\varepsilon(\psi^z) (dz, ds) \\
+ \frac{\varepsilon^2}{a^2(\epsilon)} \int_0^{t \wedge \tau^\epsilon_\varepsilon} \int_Z \langle G_\epsilon(s, a(\epsilon)M^\epsilon(s) - X^0(s), \text{Law}(X^\epsilon(s)), z)\|\phi^z(\psi) (dz, ds) \\
+2 \int_0^{t \wedge \tau^\epsilon_\varepsilon} \int_Z \langle G_\epsilon(s, a(\epsilon)M^\epsilon(s) + X^0(s), \text{Law}(X^\epsilon(s)), z)\|\phi^{\epsilon}(\psi) (dz, ds) \\
- G(s, X^0(s), \text{Law}(X^0(s)), z)\|\phi^{\epsilon}(\psi) (dz, ds) \rangle 1_{B^0(\epsilon) \subseteq \beta(\epsilon)B^0 \subseteq B^0(\epsilon)} (s, z), Q^\epsilon(s))d\psi^z)ds \\
= I_{1}(t) + I_{2}(t) + I_{3}(t) + I_{4}(t) + I_{5}(t) + I_{6}(t) + I_{7}(t). \quad (5.86)$$

Due to (5.61) and the fact that $\tilde{u}_\epsilon \in S^m_1 \times B_2(\sqrt{mK_2}(1))$, there exists some $\Omega^0 \in \mathcal{F}$ with $P(\Omega^0) = 1$ such that

$$\kappa := \sup_{\epsilon \in (0, \kappa_0)} \sup_{\omega \in \Omega^0} |K^\epsilon(t)(\omega)| < \infty. \quad (5.87)$$

Recall the constant $\epsilon_2$ appearing in (5.75). Set $\epsilon_3 = \epsilon_2 \wedge \kappa_0$. By the mean value theorem and (B2), for any $\epsilon \in (0, \epsilon_3]$, there exists $\theta_\epsilon(s) \in [0, 1]$ such that

$$I_{1, 1}(t) := \int_0^{t \wedge \tau^\epsilon_\varepsilon} \left( \frac{b(s, a(\epsilon)M^\epsilon(s) + X^0(s), \text{Law}(X^\epsilon(s))) - b(s, X^0(s), \text{Law}(X^0(s)))}{a(\epsilon)} \right. \\
- b'_2(s, X^0(s), \text{Law}(X^0(s)))M^\epsilon(s), Q^\epsilon(s))ds \\
\leq \int_0^{t \wedge \tau^\epsilon_\varepsilon} \left| b'_2(s, a(\epsilon)M^\epsilon(s)\theta_\epsilon(s) + X^0(s), \text{Law}(X^0(s))) \\
- b'_2(s, X^0(s), \text{Law}(X^0(s)))\|M^\epsilon(s)\|Q^\epsilon(s)\|ds \\
\leq La(\epsilon) \int_0^{t \wedge \tau^\epsilon_\varepsilon} (1 + \sup_{s \in [0, T]} |X^0(s)|q' + \sup_{s \in [0, T]} |X^0(s)|q') |M^\epsilon(s)|^2 |Q^\epsilon(s)| ds \\
\leq Ca(\epsilon),$$

where

$$C_j = L \left( 1 + \sup_{s \in [0, T]} |X^0(s)|q' + \sup_{s \in [0, T]} |X^0(s)|q' \right) j^2 (j + \kappa) T,$$

which is independent of $\epsilon$.

In the sequel, $C_j$ will denote generic constants which are independent of $\epsilon$. 

\[ \text{ Springer} \]
Hence, by Lemma 5.9, (A1) and the above inequality, for any $\epsilon \in (0, \epsilon_3]$, 

$$I_1(t) = 2I_{1,1}(t) + 2\int_0^{t \wedge \tau_j} b_2(s, a(\epsilon)M_\epsilon(s) + X^0(s), Law(X^s(s))) - b(s, a(\epsilon)M_\epsilon(s) + X^0(s), Law(X^s(s)))\frac{Q^\epsilon(s)}{a(\epsilon)} ds$$

$$+ 2\int_0^{t \wedge \tau_j} b_2(s, X^0(s), Law(X^0(s)))M^\epsilon(s) - b_2(s, X^0(s), Law(X^0(s)))K^\epsilon(s), Q^\epsilon(s)) ds$$

$$+ 2\int_0^{t \wedge \tau_j} b(s, a(\epsilon)M_\epsilon(s) + X^0(s), Law(X^s(s))) - b(s, a(\epsilon)M_\epsilon(s) + X^0(s), Law(X^s(s)))\frac{Q^\epsilon(s)}{a(\epsilon)} ds$$

$$\leq 2\frac{kb_2}{a(\epsilon)} \int_0^{t \wedge \tau_j} |Q^\epsilon(s)| ds + 2L \frac{a(\epsilon)}{a(\epsilon)} \int_0^{t \wedge \tau_j} (E|X^s(s) - X^0(s)|^2)^{1/2} |Q^\epsilon(s)| ds$$

$$+ C_j a(\epsilon) + 2\int_0^t b_2^2(s \wedge \tau_j^i, X^0(s) \wedge \tau_j^i), Law(X^0(s) \wedge \tau_j^i))||Q^\epsilon(s \wedge \tau_j^i)||^2 ds$$

$$\leq C_j \left( \frac{kb_2}{a(\epsilon)} + \frac{(\epsilon + \epsilon q_{i,\epsilon} + \epsilon q_{i,\epsilon}^2 + \epsilon q_{i,\epsilon}^2)^{1/2}}{a(\epsilon)} + a(\epsilon) \right)$$

$$+ 2\int_0^t b_2^2(s \wedge \tau_j^i, X^0(s) \wedge \tau_j^i), Law(X^0(s) \wedge \tau_j^i))||Q^\epsilon(s \wedge \tau_j^i)||^2 ds. \quad (5.88)$$

Inserting the inequality (5.88) into (5.86), and using Gronwall’s inequality, we deduce that, for any $\epsilon \in (0, \epsilon_3]$ and $t \in [0, T]$,

$$\sup_{t \in [0, T]} |Q^\epsilon(t \wedge \tau_j^i)|^2 \leq \exp \left\{ 2\int_0^T b_2^2(s, X^0(s), Law(X^0(s))) ds \right\} \times \left\{ C_j \left( \frac{kb_2}{a(\epsilon)} + \frac{(\epsilon + \epsilon q_{i,\epsilon} + \epsilon q_{i,\epsilon}^2 + \epsilon q_{i,\epsilon}^2)^{1/2}}{a(\epsilon)} + a(\epsilon) \right) + \sum_{i=1}^{\infty} \sup_{t \in [0, T]} |I_i(t)| \right\}. \quad (5.89)$$

Set

$$\Lambda := \exp \left\{ 2\int_0^T b_2^2(s, X^0(s), Law(X^0(s))) ds \right\}.$$ 

By Burkholder-Davis-Gundy’s inequality and (5.49), using similar arguments as in the proofs of (5.77) and (5.83), one can obtain for each $\epsilon \in (0, \epsilon_3]$,

$$\Lambda \left( \mathbb{E} \left( \sup_{t \in [0, T]} |I_2(t)| \right) + \mathbb{E} \left( \sup_{t \in [0, T]} |I_3(t)| \right) \right)$$

$$\leq \frac{1}{10} \mathbb{E} \left( \sup_{t \in [0, T]} |Q^\epsilon(t \wedge \tau_j^i)|^2 \right) + \frac{C_2}{a^2(\epsilon)} \mathbb{E} \left( \int_0^{T \wedge \tau_j^i} \|\sigma_\epsilon(s, a(\epsilon)M_\epsilon(s) + X^0(s), Law(X^s(s)))\|^2_{C^2} ds \right)$$

$$\leq \frac{1}{10} \mathbb{E} \left( \sup_{t \in [0, T]} |Q^\epsilon(t \wedge \tau_j^i)|^2 \right) + \frac{C_2 q_{i,\epsilon}^2}{a^2(\epsilon)}$$
\[
+ \frac{C\epsilon}{a^2(\epsilon)} \mathbb{E}\left( \int_0^{T \wedge t^j} |M^{\mu^*}(s)|^2 + \mathbb{E}(|X^\epsilon(s) - X^0(s)|^2)ds \right) \\
+ \frac{C\epsilon}{a^2(\epsilon)} \mathbb{E}\left( \int_0^T \|\sigma(s, X^0(s), \text{Law}(X^0(s)))\|^2_{L_2} ds \right) \\
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Q^\epsilon(t \wedge t^j)|^2 \right)
\]
\[
+ C_j \frac{\epsilon}{a^2(\epsilon)} (1 + \epsilon + \epsilon\rho^2_{\sigma,\epsilon} + \epsilon\rho^2_{b,\epsilon} + \epsilon\rho^2_{\sigma,\epsilon} + \epsilon\rho^2_{\tilde{G},\epsilon}).
\]

(5.90)

By (A1), (5.87) and Lemma 5.9, remembering that \(\phi_\epsilon \in S_1^m\), we have for any \(\epsilon \in (0, \epsilon_3)\),

\[
\Delta \mathbb{E}\left( \sup_{t \in [0,T]} |I_5(t)| \right) \\
\leq C\rho_{\sigma,\epsilon} \mathbb{E}\int_0^{T \wedge t^j} |\phi_\epsilon(s)||Q^\epsilon(s)|ds \\
\]
\[
+ C\mathbb{E}\int_0^{T \wedge t^j} (|a(\epsilon)M^{\mu^*}(s)| + \mathbb{V}_2(\text{Law}(X^\epsilon(s)), \text{Law}(X^0(s))))|\phi_\epsilon(s)||Q^\epsilon(s)|ds \\
\leq C_j (\rho_{\sigma,\epsilon} + a(\epsilon) + (\epsilon + \rho^2_{b,\epsilon} + \epsilon\rho^2_{\sigma,\epsilon} + \epsilon\rho^2_{\tilde{G},\epsilon})^{1/2}) \mathbb{E}\left( \int_0^T |\phi_\epsilon(s)|^2 ds \right)^{1/2} \\
\leq C_j (\rho_{\sigma,\epsilon} + a(\epsilon) + (\epsilon + \rho^2_{b,\epsilon} + \epsilon\rho^2_{\sigma,\epsilon} + \epsilon\rho^2_{\tilde{G},\epsilon})^{1/2}).
\]

(5.91)

By Burkholder-Davis-Gundy’s inequality, (5.69) and (5.75), using similar arguments as in the proof of (5.84), one has for \(\forall \epsilon \in (0, \epsilon_3)\),

\[
\Delta \mathbb{E}\left( \sup_{t \in [0,T]} |I_5(t)| \right) + \mathbb{E}\left( \sup_{t \in [0,T]} |I_6(t)| \right) \\
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Q^\epsilon(t \wedge t^j)|^2 \right) \\
+ \frac{C\epsilon}{a^2(\epsilon)} \mathbb{E}\left( \int_0^{T \wedge t^j} \int_Z |G_\epsilon(s, a(\epsilon)M^{\mu^*}(s) + X^0(s), \text{Law}(X^\epsilon(s)), z)|^2\psi_\epsilon(s, z)\nu(dz)ds \right) \\
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Q^\epsilon(t \wedge t^j)|^2 \right) + \frac{C\epsilon\rho^2_{G,\epsilon}}{a^2(\epsilon)} \mathbb{E}\left( \int_0^{T \wedge t^j} \int_Z |L^2_1(z)\psi_\epsilon(s, z)\nu(dz)ds \right) \\
+ \frac{C\epsilon}{a^2(\epsilon)} \mathbb{E}\left( \int_0^{T \wedge t^j} \int_Z (|a(\epsilon)M^{\mu^*}(s) + X^0(s)|^2 + \mathbb{E}(|X^\epsilon(s)|^2)\psi_\epsilon(s, z)\nu(dz)ds \right) \\
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Q^\epsilon(t \wedge t^j)|^2 \right) \\
+ \frac{C\epsilon}{a^2(\epsilon)} \sup_{\psi \in \mathcal{S}_{1,\epsilon}} \left( \int_0^T \int_Z (L^2_1(z) + L^2_2(z) + L^2_3(z))\psi_\epsilon(s, z)\nu(dz)ds \right) \\
\leq \frac{1}{10} \mathbb{E}\left( \sup_{t \in [0,T]} |Q^\epsilon(t \wedge t^j)|^2 \right) + \frac{C\epsilon}{a^2(\epsilon)}. \tag{5.92}
\]

Note that

\[
I_7(t) = 2 \int_0^{t \wedge t^j} \int_Z ((G_\epsilon(s, a(\epsilon)M^{\mu^*}(s) + X^0(s), \text{Law}(X^\epsilon(s)), z) \\
- G(s, a(\epsilon)M^{\mu^*}(s) + X^0(s), \text{Law}(X^\epsilon(s)), z))\psi_\epsilon(s, z, Q^\epsilon(s))\nu(dz)ds
\]
\[ +2 \int_0^{\tau_1} \int_{Z} \{(G(s, a(\epsilon)M^{a(\epsilon)}(s)) + X^0(s), \text{Law}(X^0(s)), z) \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \\
- G(s, X^0(s), \text{Law}(X^0(s)), z) \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \\
+2 \int_0^{\tau_2} \int_{Z} \{(G(s, X^0(s), \text{Law}(X^0(s)), z) - G(s, 0, \delta_0, z) \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \\
+2 \int_0^{\tau_2} \int_{Z} \{G(s, 0, \delta_0, z) \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds. \]

Hence, by (B1), (5.87), Remark 5.1 and Lemma 5.9,

\[
\Lambda \mathbb{E} \left( \sup_{t \in [0, T]} |L_I(t)| \right) \leq C_0 \mathbb{E} \left( \int_0^{\tau_1} \int_{Z} L_3(z) \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \right) \\
+ C \mathbb{E} \left( \int_0^{\tau_1} \int_{Z} L_1(z) \mid (a(\epsilon)M^{a(\epsilon)}(s)) \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \right) \\
+ \left( \mathbb{E}(X^\epsilon(s) - X^0(s))^2 \right)^{\frac{1}{2}} \mathbb{E} \left( \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \right) \\
+ C \mathbb{E} \left( \int_0^{\tau_1} \int_{Z} L_1(z) \mid X^0(s) \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \right) \\
+ C \mathbb{E} \left( \int_0^{\tau_1} \int_{Z} \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \right) \\
\leq C \left( q_{G, \epsilon} + a(\epsilon) + (\epsilon + \theta_{h, \epsilon}^2 + \epsilon \theta_{G, \epsilon}^2 + \epsilon \theta_{G, \epsilon}^2) \right) \sup_{\varphi \in \mathbb{S}^n} \int_0^T \int_{Z} \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \\
+ L_3(z) \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \\
+ C \sup_{\varphi \in \mathbb{S}^n} \int_0^T \int_{Z} \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \\
\leq C \left( q_{G, \epsilon} + a(\epsilon) + (\epsilon + \theta_{h, \epsilon}^2 + \epsilon \theta_{G, \epsilon}^2 + \epsilon \theta_{G, \epsilon}^2) \right) \left( \int_0^T \int_{Z} \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \right). \tag{5.93} \]

By combining (5.75) and (5.86)-(5.93) together, we obtain for any \( \epsilon \in (0, \epsilon_3] \),

\[
\frac{8}{10} \mathbb{E} \left( \sup_{t \in [0, T]} \mid \mathcal{F}(s \land \tau_\epsilon) \right)^2 \\
\leq C \left( q_{G, \epsilon} + a(\epsilon) + \frac{\theta_{h, \epsilon}}{a(\epsilon)} + \frac{(\epsilon + \theta_{h, \epsilon}^2 + \epsilon \theta_{G, \epsilon}^2 + \epsilon \theta_{G, \epsilon}^2)}{a(\epsilon)} + \frac{\epsilon}{a(\epsilon)} \right) + a(\epsilon) + (\epsilon + \theta_{h, \epsilon}^2 + \epsilon \theta_{G, \epsilon}^2 + \epsilon \theta_{G, \epsilon}^2) \left( \int_0^T \int_{Z} \mid \mathcal{F}(s), \mathcal{Q}(s)\} \nu(dz)ds \right). \tag{5.94} \]

In view of (B3), (4.7) and (5.72) it follows that

\[
\lim_{\epsilon \to 0} \mathbb{E} \left( \sup_{t \in [0, T]} \mid M^{a(\epsilon)}(t \land \tau_\epsilon) - K^{a(\epsilon)}(t \land \tau_\epsilon) \right)^2 = \lim_{\epsilon \to 0} \mathbb{E} \left( \sup_{t \in [0, T]} \mid \mathcal{F}(s \land \tau_\epsilon) \right)^2 = 0. \tag{5.95} \]
Now for any $\sigma > 0$, $\epsilon \in (0, \epsilon_3]$ and $j \in \mathbb{N}$, we have

$$P\left( \sup_{t \in [0,T]} |M^{\mu_{\epsilon}}(t) - K^{\check{\mu}_{\epsilon}}(t)| \geq \sigma \right) \leq P\left( \left( \sup_{t \in [0,T]} |M^{\mu_{\epsilon}}(t \wedge \tau_j^t) - K^{\check{\mu}_{\epsilon}}(t \wedge \tau_j^t)| \geq \sigma \right) \cap \left( \tau_j^t \geq T \right) \right)$$

$$+ P(\tau_j^T < T)$$

$$\leq \frac{1}{\sigma^2} \mathbb{E}\left( \sup_{t \in [0,T]} |M^{\mu_{\epsilon}}(t \wedge \tau_j^t) - K^{\check{\mu}_{\epsilon}}(t \wedge \tau_j^t)|^2 \right) + \frac{C}{j^2}.$$ 

By letting $\epsilon \to 0$ first and then $j \to \infty$, we get

$$\lim_{\epsilon \to 0} P\left( \sup_{t \in [0,T]} |M^{\mu_{\epsilon}}(t) - K^{\check{\mu}_{\epsilon}}(t)| \geq \sigma \right) = 0,$$

which is the desired result.

**Appendix**

**The Proof of Theorem 3.6**

For the fixed $J \in Pr(D([0,T], H))$, because of the existence of the strong solution, by the Yamada-Watanabe theorem (see [53] for the Wiener case and [63] for the PRM case), there exists a unique map $\Gamma_J : C([0,T], K) \times M_{FC}([0,T] \times Z) \to \mathbb{D}$ such that for any $(\bar{\Omega}, \bar{\mathcal{F}}, \bar{P}, \{\bar{\mathcal{F}}_t, t \in [0,T]\}, \bar{W}, \eta)$ satisfying that

- $(\bar{\Omega}, \bar{\mathcal{F}}, \bar{P})$ is a complete probability space;
- $\{\bar{\mathcal{F}}_t, t \in [0,T]\}$ is a right continuous filtration on $\{\bar{\Omega}, \bar{\mathcal{F}}\}$ augmented by the $\bar{P}$-zero sets;
- on the stochastic basis $(\bar{\Omega}, \bar{\mathcal{F}}, \bar{P}, \{\bar{\mathcal{F}}_t, t \in [0,T]\}, \bar{W} = \{\bar{W}(t), t \in [0,T]\})$ is a cylindrical Brownian motion taking values in $K$, $\eta$ is a PRM with intensity measure $Leb_T \otimes \nu$;
- $\bar{W}$ and $\eta$ are independent;

the following properties hold:

(A0) $(\Gamma_J(\bar{W}, \eta)(t), t \in [0,T])$ is an $\{\bar{\mathcal{F}}_t, t \in [0,T]\}$-adapted process with paths in $\mathbb{D}$;

(A1) $\int_0^T \|b(t, \Gamma_J(\bar{W}, \eta), J)\|_E dt + \int_0^T \|\sigma(t, \Gamma_J(\bar{W}, \eta), J)\|_{L_2^Z} dt + \int_0^T \int_Z \|G(t, \Gamma_J(\bar{W}, \eta), J, z)\|_H^2 \, dz \, dt$ $< \infty$, $\bar{P}$-a.s.;

(A2) as a stochastic equation on $E$ one has

$$\Gamma_J(\bar{W}, \eta)(t) = h + \int_0^t b(s, \Gamma_J(\bar{W}, \eta), J) ds + \int_0^t \sigma(s, \Gamma_J(\bar{W}, \eta), J) d\bar{W}(s)$$

$$+ \int_0^t \int_Z G(s, \Gamma_J(\bar{W}, \eta), J, z) \eta(dz, ds), t \in [0,T], \bar{P}-\text{a.s.}$$

where $\bar{\eta}$ is the corresponding compensated PRM with respect to $\eta$.

Therefore we have $Y = \Gamma_J(W, N^1)$, since $(Y, J)$ is a solution of (3.1) and pathwise uniqueness holds with the fixed $J$. 
For any given $m \in (0, \infty)$ and $u = (\phi, \psi) \in S_1^m \times S_2^m$, \( \forall t \in [0, T] \), let

$$
\mathcal{M}_t(\phi) := \exp \left( - \int_0^t (\phi(s), dW(s))_K - \frac{1}{2} \int_0^t \|\phi(s)\|^2_K ds \right)
$$

and

$$
\mathcal{E}_t(\psi) := \exp \left( \int_0^t \int_{[0,\psi]} \log \varphi(s, z) N(dr, dz, ds) + \int_0^t \int_{[0,\psi]} (-\varphi(s, z) + 1) dr \nu(dz) ds \right),
$$

where $\varphi := \frac{1}{\psi}$. Then we have, on the probability space $(\Omega, \mathcal{F}, P)$

- $\{\mathcal{M}_t(\phi), t \in [0, T]\}$ is a $\mathbb{F}$-martingale;
- $\{\mathcal{E}_t(\psi), t \in [0, T]\}$ is a $\mathbb{F}$-martingale by Theorem 6.1 in [10];
- moreover, $\{\mathcal{M}_t(\phi)\mathcal{E}_t(\psi), t \in [0, T]\}$ is a $\mathbb{F}$-martingale on $(\Omega, \mathcal{F}, P)$, thanks to the independence of $W$ and $N$ on $(\Omega, \mathcal{F}, P)$.

Let

$$
Q(O) := \int_O \mathcal{M}_T(\phi)\mathcal{E}_T(\psi) dP, \quad \forall O \in \mathcal{F},
$$

then

- $(\Omega 1)$ $Q$ is a probability measure on $(\Omega, \mathcal{F})$;
- $(\Omega 2)$ the measures $Q$ and $P$ are equivalent;
- $(\Omega 3)$ By the Girsanov Theorem (see, e.g., [35, Theorem III.3.24], [16, Appendix A.1]), under the probability space $(\Omega, \mathcal{F}, \mathbb{F}, Q)$, $(W(\cdot) + \int_0^\cdot \phi(s) ds, N^\psi)$ has the same law as that of $(W(\cdot), N^1)$ on $(\Omega, \mathcal{F}, \mathbb{F}, P)$.

Let

$$
Y^u := \Gamma_J(W(\cdot) + \int_0^\cdot \phi(s) ds, N^\psi).
$$

By the property of $\Gamma_J$, it follows that (under the probability $Q$),

- $(B 0)$ $Y^u = \{Y^u(t), t \in [0, T]\}$ is an $\mathbb{F}$-adapted process with paths in $\mathbb{D}$;
- $(B 1)$ $\int_0^T \|b(t, Y^u, J)\|_E dt + \int_0^T \|\sigma(t, Y^u, J)\|^2_{L^2} dt + \int_0^T \int Z \|G(t, Y^u, J, z)\|^2_H v(dz) dt < \infty, \quad Q$-a.s.;
- $(B 2)$ as a stochastic equation on $E$ one has

$$
Y^u(t) = h + \int_0^t b(s, Y^u, J) ds + \int_0^t \sigma(s, Y^u, J) d\left( W(s) + \int_0^s \phi(l) dl \right)
+ \int_0^t \int Z G(s, Y^u, J, z) \left( N^\psi(dz, ds) - \nu(dz) ds \right), \quad t \in [0, T], \quad Q$-a.s. (5.98)

Since stochastic integrals against semimartingales remain the same with respect to a class of equivalent probability measures and since $Q$ and $P$ are equivalent, we conclude that under the probability $P$, $Y^u$ fulfills the equation (5.98) as well. This completes the proof of Theorem 3.6.
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