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Abstract

We study the evolution of quantitative molecular traits in the absence of selection. Using Felsenstein’s 1981 DNA substitution model, we predict a linear restoring force on the mean of an additive phenotype. Remarkably, the mean dynamics are independent of the effect sizes and genotype and are similar to those predicted by the widely-used OU model for stabilizing selection and the house-of-cards model for phenotype evolution. We confirm the predictions empirically using additive molecular phenotypes calculated from ancestral reconstructions of putatively unconstrained DNA sequences in primate genomes. We predict and confirm empirically that the dynamics of the variance are more complicated than those predicted by the OU model, and show that our results for the restoring force of mutation hold even for non-additive phenotypes, such as number of transcription factor binding sites, longest encoded peptide and folding propensity of the encoded peptide. Our results have implications for efforts to infer selection based on quantitative phenotype dynamics as well as to understand long-term trends in evolution of quantitative molecular traits.

Introduction

With the increasing availability of high-throughput data about molecular and cellular function from many species, a key challenge is detect selection on these quantitative molecular traits [1]–[9]. The models used for selection in the comparative phylogenetic approach have rich theoretical grounding [10], [11] and software packages are available for data analysis under a variety of inference frameworks [12]–[14]. However, despite evidence that molecular phenotypes may evolve with little selective constraint [15]–[17] and classical work in the area[18], relatively little attention has been paid to improving the realism of the “neutral” or “null hypotheses” for phenotype evolution, as compared to protein coding sequences[19], [20] where the null hypothesis can be explicitly formulated based on empirical estimates from neutral sites [19] or, more recently, the biophysics of protein folding (e.g.,[21]).

The widely-adopted Brownian Motion (also referred to as a “random walk”[22]) model is an appealing null hypothesis for phenotype evolution in comparative analysis of quantitative molecular traits[8]. It is mathematically convenient [23] and is referred to as a model of “pure drift” [1], [13] because it matches quantitative trait evolution in theory under genetic drift alone[23]. A key prediction of the Brownian Motion model is that changes from the ancestral phenotype are symmetric, and therefore, on average, mean phenotypes are not expected to change over time[24]. On the other hand, it has long been appreciated that even in the absence of selection, mutation is expected to be a weak directional force on phenotype evolution[22], [25] and this has been observed empirically in at least one recent mutation accumulation study[26].
This view is captured in the so-called house-of-cards model [27], which was meant to capture the idea that the force of random mutation would be expected to break down what had been built up by selection. More recently, it has been suggested that mutation could be a constructive force in evolution, leading to non-adaptive increases in biological complexity[28], [29].

With the increasing interest in studying evolution of molecular and cellular traits over long evolutionary time-scales, several theoretical studies have begun to take a closer look at the expected effects of mutation on the phenotype, finding that the equilibrium phenotype is the result of a trade-off between the directional effects of mutation and selection [30]–[32], and that biased mutation can drive the phenotype away from the optimum when selection is not strong[33]. To our knowledge, these predictions have not yet been compared directly with data, but global gene expression variation in mutation accumulation studies appears more consistent with the house-of-cards model[34]. Perhaps most intriguingly, a recent empirical study that estimated the effects of mutations on gene expression levels for 10 genes found asymmetric distributions (inconsistent with Brownian Motion) and used simulations to predict approximately linear change over time in the absence of selection for most genes [35].

In order to gain insight into the appropriate null hypothesis for use in comparative studies of quantitative molecular phenotypes, we first develop a neutral model of phenotype evolution that could be compared directly to observations. We work out the dynamics of additive phenotypes in the weak-mutation regime[36], the regime of most relevance for molecular evolutionary studies. Under Felsenstein’s 1981 model of DNA evolution[37], we predict that mutation acts as a linear restoring force on the mean phenotype, similar to the OU models currently used for stabilizing selection[10] and to the house-of-cards model for phenotype evolution[22]. Next, we develop a paradigm based on ancestral genome reconstruction to directly compare the predictions of these models to observations of molecular phenotype evolution. We find remarkable agreement with observations of molecular phenotypes computed from reconstructed ancestors of putatively neutral sequences in primate genomes, even when the phenotypes are not strictly additive.

**Results**

**Neutral dynamics of the mean of an additive phenotype under a DNA substitution model**

Our goal is to develop a neutral model of phenotype evolution with sufficient realism so that it can be directly compared to observations of molecular phenotypes obtained from closely related extant species. We therefore sought to derive the dynamics of the moments of the phenotype distribution starting with a standard model of DNA substitution. Thus, we model phenotype evolution as a consequence of genetic changes due to mutation and neutral fixation alone.

We denote the mean phenotype in a population or species with $\bar{Z}$ and we assume that it linearly depends on the underlying genotype matrix $X$. In our model, $X$ is an $L \times K$ binary matrix, where $L$ is the number of contributing loci and $K$ is the number of distinct alleles at each locus. The binary coding of the genotype matrix follows from our assumption of a monomorphic haploid population, so that $X_{j,k} = 1$ if the $k$-th allele is fixed at the $j$-the locus and zero otherwise. Next, we use $\beta_{j,k}$ to represent the effect size of the $k$-th allele at the $j$-th locus. With this, we can write the mean phenotype in a population or species as:
For example, for a DNA-based phenotype with \( L = 10 \) contributing loci, \( X \) and \( \beta \) are 10 x 4 matrices. In order to compare with empirical phenotype data, we allow arbitrary values for \( \beta_{jk} \), thus making no assumptions about the distribution of effect sizes.

We are interested in examining the dynamics of the mean phenotype as a function of time \( Z(t) \). If we assume that the effect sizes remain constant, the time-dependent variable in our model is the underlying genotype matrix \( X(t) \):

\[
Z(t) = \sum_j \sum_k X_{jk}(t) \beta_{jk} = \sum_j X_j(t) \cdot \beta_j
\]

Characterizing the evolution of the genotype matrix in response to mutation, selection, and drift has been a central focus of population genetic theory for the past century\[38\]. In our model, we make the simplifying assumptions that the only operating evolutionary forces are mutation and drift and that the loci evolve independently according to a continuous-time Markov chain \[20\] with \( K \) states corresponding to the \( K \) different alleles. In assuming that a monomorphic initial genotype mutates into another monomorphic genotype we are neglecting the possibility of polymorphism, competition and linkage between genotypes and other population genetic processes. This regime has been referred to as the sequential model \[39\] and is equivalent to the so-called “weak mutation” assumption commonly used to model molecular evolution at the timescale of inter species divergence \[36\].

In this work, we use Felsenstein’s 1981 model (F81) of DNA evolution \[37\] to model the evolution of the individual loci. For each allele \( k \), the model defines the following transition probabilities

\[
P\left(X_j(t) = k \mid X_j(0) = k, t\right) = e^{-ut} + \pi_k (1 - e^{-ut})
\]

\[
P\left(X_j(t) = k \mid X_j(0) \neq k, t\right) = \pi_k (1 - e^{-ut})
\]

Where \( X_j(t) = k \) denotes that the \( k \)-th allele is fixed at the \( j \)-th locus at time \( t \) and \( u \equiv \frac{1}{1 - \sum_m \pi_m^2} \) is the DNA substitution rate, scaled so that evolutionary distance, \( ut \), is measured in substitutions per site. Given an ancestral population with mean phenotype \( Z(0) \), mutation and drift will fix some alleles while driving others to extinction. Assuming that we have an ensemble of replicate populations emanating from that ancestral population, our goal is to provide expressions for the ensemble mean \( E[Z(t)] \) and variance, \( V[Z(t)] \) of the mean phenotype over time.

In the appendix, we provide detailed derivations that show that the ensemble mean has the following form

\[
E[Z(t)] = e^{-ut}Z(0) + (1 - e^{-ut})Z_{eq} = e^{-ut}(Z(0) - Z_{eq}) + Z_{eq}
\]
Since we measure evolutionary distance in units of substitutions per site, for evolutionary times of interest in the primate phylogeny considered below, $ut \ll 1$, so $e^{-ut} \approx 1 - ut$. Hence

$$E[Z(t)] \approx ut(Z_{eq} - Z(0)) + Z(0)$$

Where $Z_{eq} \equiv \sum_j \sum_k \pi_k \beta_{jk}$ and can be interpreted as the phenotype expected after a long-time of neutral evolution, or the phenotype at “mutational equilibrium.” Thus, under the F81 model, the dynamics of the mean phenotype depend only on the initial phenotype, the phenotype at its mutational equilibrium and the evolutionary distance. Remarkably, we find that the dynamics of the ensemble mean of an additive phenotype is predicted to be independent of the starting genotype, X. In other words, the dynamics of the mean phenotype are the same for all population genotypes that encode that phenotype. We conjecture that the F81 model is the most realistic DNA substitution model[20] for which this can be true (for example, it is not true of models with transition-transversion rate bias[40], see Discussion). The dynamics of the mean phenotype are also independent of the number of alleles, loci, and the distribution of allelic effect sizes, $\beta$.

Our model predicts that mean phenotype is driven towards the equilibrium with a force simply proportional to the distance of the initial phenotype from its mutational equilibrium, $Z(0) - Z_{eq}$. Thus, near the mutational equilibrium, mutation can be neglected, but the further the phenotype is from equilibrium, the stronger the directional force of mutation becomes. The appearance of a directional force on the mean phenotype in the absence of selection is contradictory to the Brownian Motion null hypothesis for phenotype evolution[23], which argues that in the absence of selection, the mean phenotype is not expected on average to change in one direction or the other[23]. Importantly, the dynamics of the mean phenotype match exactly the dynamics of the mean of the well-studied Ornstein-Uhlenbeck (OU) process, a stochastic model that is widely used to capture the restoring force of stabilizing selection in phylogenetic comparative analysis[10], [11], [13]. If our prediction of OU-like mean dynamics in the absence of selection is correct, naïve use of the OU process to model selection may be misleading (see discussion).

In the appendix, we provide detailed derivations that show that the ensemble variance of the mean phenotype has the following form:

$$V[Z(t)] = (1 - e^{-ut})(e^{-ut} (\Psi(X) - \sigma_{eq}^2) + \sigma_{eq}^2)$$

Once again, for evolutionary times of interest in the primate phylogeny considered below, $ut \ll 1$, so $e^{-ut} \approx 1 - ut$. We have

$$V[Z(t)] \approx ut\Psi(X)$$

In these expressions, $\sigma_{eq}^2 \equiv \sum_j \sum_{k,m} (\beta_{jk} - \beta_{jm})^2 \pi_k \pi_m$, which is the ensemble variance at equilibrium, and $\Psi(X) \equiv \sum_j \sum_{k,m} (\beta_{jk} - \beta_{jm})^2 (X_{jk}(0)\pi_m + X_{jm}(0)\pi_k)$ is a new, genotype-dependent quantity whose meaning is not entirely clear, but it captures something about the dispersion of the evolutionary process (see Appendix). In the sums, $k, m$ index the unique pairs of alleles. The expressions for the variance make immediately clear that at long times the variance reaches an equilibrium value, $\sigma_{eq}^2$, and at short times it increases proportional to
evolutionary distance. Importantly, unlike the mean phenotype, whose dynamics depend only on phenotypic quantities, in general, the variance of the mean phenotype \( \Psi(X) \) depends on the initial genotype through the quantity \( \Psi(X) \). In other words, populations with initially identical mean phenotypes, but different genotypes, are predicted to show identical mean phenotype evolution, but will potentially show different variance evolution. Furthermore, the variance does not always increase monotonically to its equilibrium value. These predictions differ qualitatively from both the Brownian Motion and OU process models typically used in comparative phylogenetic analysis.

Under the assumptions that the genotypes in the population are initially at mutational equilibrium (not likely to be the case for real populations) or that the phenotype is encoded by bi-allelic loci with uniform effect sizes and evolves with symmetric mutation rates (see Appendix) we find that \( \Psi(X) = 2\sigma_{eq}^2 \) and \( V[Z(t)] = \sigma_{eq}^2 (1 - e^{-2ut}) \approx 2ut\sigma_{eq}^2 \) (with the approximation being for \( ut \ll 1 \) as above.) Thus, under these assumptions, we do obtain genotype-independent dynamics, whose short-time behavior agrees with the predictions of the Brownian-Motion model [41].

Although in general we predict some differences in the variance dynamics between the F81 and the OU models, we wondered under what circumstances the OU process might provide a good approximation to the variance dynamics of the F81 model. Under the OU model, the variance is

\[
V[Z(t)] = \frac{\sigma^2}{2u} (1 - e^{-2ut}) \approx \frac{\sigma^2}{2u} 2ut = \sigma^2 t
\]

To figure out the fluctuation size, \( \sigma^2 \), we note that the long-time variance should go to \( \sigma^2 = \sigma_{eq}^2 \).

Therefore, under an OU model with only the force of mutation, \( \sigma^2 = 2u\sigma_{eq}^2 \) and

\[
V[Z(ut \ll 1)] \approx 2ut\sigma_{eq}^2
\]

Thus, the OU model (with mutation alone) also matches the predictions of the F81 model exactly under the assumptions of initial genetic equilibrium, or symmetric biallelic mutation with constant effect size. We note, however, that in the F81 model, the force of mutation, \( u \), is never separate from the time, \( t \), implying that these cannot be inferred separately[37]. In the OU model, these appear separately, which could in principle lead additional complexity in inference.

**Molecular phenotypes from ERVs in primate genomes**

Since our goal is to test empirically which neutral model should be used in practice, we considered phenotypes that could be computed directly from DNA sequences: these represent so-called quantitative molecular traits[5] with known genetic architecture and no measurement noise. This experimental set-up is attractive for several reasons: we can be sure that the phenotypes are truly “additive” (therefore not violating the assumptions of the model), we can rule out that stochastic effects we observe are intrinsic to the evolutionary process and not due to measurement or sampling errors[42], [43], and we can compare the observations from real DNA sequences to comparable observations from forward simulations under the DNA substitution models to determine the effects (if any) of mis-specification of the substitution model.
To obtain neutral phenotypes, we analyzed alignments of endogenous retroviruses (ERVs, see Methods), which are well-annotated ancient pseudogenized copies of retroviruses that are no longer replicating, but are easily identifiable and distributed in large numbers over the human genome[44]. We treat these sequences as independent “replicates” of the evolutionary process and compute the mean and variance of quantitative molecular phenotypes derived from these sequences. We use reconstructed ancestral DNA sequences (based on alignments of closely related primates) along the lineage leading to human, and infer the ancestral phenotypes from these. This allows us to directly study the forward evolution of phenotypes in an evolutionary ensemble without relying on model assumptions for parameter inference.

Dynamics of GC content and TATA box strength confirm the directional force of mutation

We first considered the “simplest” possible DNA-based phenotype: GC content, a phenotype that has been studied using comparative phylogenetic methods, e.g., [45]. We computed GC content in 100 nucleotide segments extracted from ERVs (see Methods) binned by the GC content of the inferred ancestral sequence. As expected for a simple restoring force of mutation, qualitatively, sequences with relatively high GC content (Figure 1a, triangles) show a decrease over evolutionary time, while sequences that start with a low GC content show an increase in GC content over time (figure 1b, filled squares). As predicted, the decrease at these short evolutionary distances appears linear.

To compare quantitatively, we express GC content in the notation of our theory. The GC content of the ancestral sequences in the bin represents $Z(0)$ and we used $\pi = (\pi_A, \pi_C, \pi_G, \pi_T) = (0.32,0.18,0.18,0.32)$ which gives $u \equiv \frac{1}{1-\sum \pi_k^2} = 1.37$. For GC content in a sequence of length $L$, each locus contributes $1/L$ if it is G or C, and 0 otherwise. This means $\beta_j = (\beta_A, \beta_C, \beta_G, \beta_T) = \left(0, \frac{1}{L}, \frac{1}{L}, 0\right)$ for all $j$. From these we compute the other key parameters for GC content

$$Z_{eq} \equiv \sum_{j=1}^{L} \pi \cdot \beta_j = \pi_C + \pi_G = 0.36$$

$$\sigma_{eq}^2 = \frac{1}{L}(\pi_C + \pi_G)(1 - \pi_C - \pi_G) = 0.002304$$

In the Appendix, we show that in the case of GC content, $\Psi(X)$ takes a genotype independent form, i.e., $\Psi(X) = \Psi(Z_{eq}, Z(0)) = \frac{1}{L}(Z(0) - 2Z(0)Z_{eq} + Z_{eq})$, so the dynamics of the variance of GC content can also be predicted from the quantities above.

We found good agreement between the theory based on the F81 DNA substitution model (dashed lines in Figure 1a,b) and the observed changes in GC content. We also used simple linear regression to infer the change in GC content over time as an estimate of the evolutionary force (see Methods). Once again, we found good agreement between the theory and the observations, (Figure 1c) with some slight deviations for sequences with ancestral GC content much different than equilibrium. We believe these deviations are due to the misspecification of our DNA substitution model which does not include CpG bias in the mutation rate or transition-
transversion rate bias. Finally, we note good agreement between the variance predicted by the F81 neutral model and the observed increase in variance for GC content (Figure 1d). Given the range of observed GC content and the parameters values above, the rate of increase in variance predicted by the F81 model is within 10% of the prediction of the OU process \(2\sigma_0^2\), so we lack power to distinguish between these models with these data. This suggests that the OU process (with restoring force set to \(u\) as defined above) provides a good approximation to the neutral evolution of GC content.

To rule out possible circularity due to the use of probabilistic models of evolution in ancestral genome reconstruction [46], we repeated this analysis using ancestral sequences reconstructed using maximum-parsimony, which makes no assumptions about the relative likelihood of substitutions between different nucleotides. We found qualitatively similar results (Supplementary Figure S1).

Next, we repeated these analyses for the strength of matches to the TATA box ([47], see Methods) in the first 10 residues of each ERV segment. Because positions in transcription factor binding sites contribute approximately linearly to affinity[48], this represents a simple biochemical phenotype whose evolution is well studied[4]. For clarity we note that in our case none of these sequences are expected to have functioning TATA boxes: these are sequences with similarity to the TATA box that arise by chance[49]. The strength of matches to the TATA box is computed using a 4 x 10 weight matrix model, which corresponds to \(a\) in our model (see Methods). We bin the sequences by the average strength of TATA box in the inferred ancestor, \(Z(0)\), and again we used \(\pi = (0.32,0.18,0.18,0.32)\) which implies \(u = 1.37\). The other parameters are \(Z_{eq} = -9.223\) and \(\sigma_{eq}^2 = 24.6\), which are obtained directly from the matrix model (see Methods). We found good agreement with the predictions of the model (Figure 2a-c).

\textbf{Dynamics of ATGs show the predicted mutational force, but no longer match an OU process}

We next considered a sequence-based trait where we expected to find example sequences that are far from equilibrium: the number of ATG start codons in 100 bp segments. Sequences can only encode a natural number, 0, 1, 2 … ATGs. Hence even a single point mutation can have a large effect on the phenotype. Once again, we emphasize that we do not expect these ERV sequences to encode functional proteins, so these are simply ATGs that occur by chance or may have functioned in the ancestral viral proteins.

As for GC content and strength of TATA boxes, we found that the number of ATGs in neutral sequences shows a clear mean-reverting force. For example, in ancestral sequences that have exactly 4 ATGs, we see the number of ATGs decreasing over time (Figure 3a, triangles). This is intuitive as we expect random mutation to destroy these “informative” signals over time. Less intuitive is the analogous result for ancestral sequences that start with no ATGs: in these sequences we see (on average) the accumulation of ATGs over evolutionary time (figure 3b filled squares). Evolution appears to be creating start codons, such that overall 142 ATGs are
found in human ERV segments that had none in the primate ancestor. Again, we emphasize that the creation of ATGs is not the result of any selection or biological function, rather, in these sequences ATGs are simply being created by random mutations faster than they are being destroyed. We note that the temptation to create adaptive explanations for the appearance of ATGs in these sequences is very strong (see Discussion), but we confirmed that the dynamics of ATGs are similar in simulations where we can be certain there is no selection or function.

To predict the dynamics of the number of exact matches to a short sequence, which is not strictly an additive phenotype, we treat the DNA sequences as a series of overlapping \( w \)-mers, which we assume are independent; in the case of ATGs, \( w = 3 \). This means that we imagine \( 4^w \) possible alleles at each locus, and \( \beta_j = 1 \) for the short sequence of interest, and 0 otherwise. If we assume that each DNA letter still evolves independently and at the same per-site rate, the effective evolutionary rate between these alleles will be \( wu = \frac{w}{1 - \sum k \pi_k^2} \). Furthermore, with \( 4^w \gg 1 \), as long as the mutation process is not too biased, \( \pi_m^2 \to 0 \), so \( u \to 1 \) and the mutational restoring force is simply \( w \). As before, the number of ATGs in the ancestral sequences in the bin represents \( Z(0) \). The equilibrium phenotype in this model can be computed exactly

\[
Z_{eq} \equiv \sum_{n=1}^{L-w+1} \sum_{m} \pi_m \beta_m = (L - w + 1)\beta \cdot \pi = (L - 2)\pi_A \pi_T \pi_G = 1.806
\]

As with GC content and strength of TATA boxes, we find very good agreement between the theory and the mean dynamics (dashed lines in figures 4a,b,c) and clear evidence for the linear restoring force with strength simply equal to 3 start codons per substitution per 100nt sites (Figure 3c). We note that the agreement between the observations and theory must be approximate in this case, because the exact dynamics of the number of ATGs is strongly genotype dependent: initial sequences with many “one-off” sequences (e.g., ATC, ATT, ATA, AAG, etc.) are much more likely to increase their number of ATGs than sequences with few of these “one-off” sequences. We believe that because we are measuring the average over a large number of initial sequences, these effects are averaged out (see Discussion).

Since the number of exact matches is approximately binomial, the long-time variance will be approximately

\[
\sigma_{eq}^2 \approx (L - 2)\pi_A \pi_T \pi_G (1 - \pi_A \pi_T \pi_G) = 1.773
\]

Unlike for GC content and strength of TATA boxes, we observed that the variance in number of ATGs was not independent of the starting phenotype \( Z(0) \), and therefore inconsistent with the OU prediction (dashed line in figure 4a). We found that sequences with more ATGs than the equilibrium (4 ancestral ATGs, triangles in figure 4a) showed a faster increase in variance than sequences with fewer (0 ancestral ATGs, filled squares in figure 4a). We therefore looked at the ancestral bin that was closest to the mutational equilibrium (2 ancestral ATGs, x’s in figure 4a) and found that the variance increased in very good agreement with the OU prediction, consistent with our theoretical prediction that the F81 model matches the OU dynamics when the phenotype is at equilibrium (Appendix).
Our approximate model for the number of ATGs described above corresponds to a simple phenotype, which is just the counts of the k-th allele [30]. For this phenotype, like for GC content, the F81 neutral dynamics of the variance are independent of the initial genotype, X, but they are still more complicated that the OU model predicts (see Appendix). In this case, \( \Psi(X) \approx Z_{eq} + Z(0) \), with the approximation valid for \( \pi_k \ll 1 \). At short evolutionary distance, and since for ATGs, \( \pi_k \ll 1 \), we obtain a simple approximation for the variance of number of ATGs under the F81 model:

\[
V[Z(ut \ll 1)] \approx ut(Z_{eq} + Z(0))
\]

To our knowledge this simple prediction for the rate of increase of variance based on the initial phenotype has not been reported under the house-of-cards model[22]. Comparing this to our observations for the variance of ATGs (with \( u=3 \)) gives remarkably good agreement, and better predicts the linear increase in variance than the OU model (Figure 4b,c). Taken together, these results confirm the prediction above that the true dynamics for molecular phenotypes do not match an OU process when the phenotype is strongly sufficiently far from the mutational equilibrium.

Neutral dynamics of more complex molecular phenotypes also show a linear restoring force

Many of the molecular phenotypes of interest (e.g., gene expression level) are much more complicated than GC content or strength of binding and are hard to express as additive phenotypes. Nevertheless, a recent study of the mutational effects on gene expression used simulations parameterized by empirical measurements to show simple linear dynamics of gene expression phenotypes[50] even though the traits are unlikely to be linear. To test the generality of our finding of a mutational force on the mean phenotype, we next empirically studied the neutral dynamics of non-additive phenotypes that can be computed from sequence. We chose three phenotypes that are of more biological interest: the number of TATA boxes in a 100 bp sequence, the length of the longest encoded peptide, and the intrinsic disorder in the longest encoded peptide. The first of these relates to how non-coding sequences evolve so-called homotypic clusters of binding sites[51], [52], and the latter two of these phenotypes are related to the emergence of new protein-encoding genes from random DNA [53], [54]. To obtain these, we computed the lengths of six-frame translations from our 100-basepair ERV segments, and the propensity of the peptide to fold ([55], see methods). We emphasize that these phenotypes are highly non-linear in the DNA sequence genotype, and therefore strongly violate the assumptions used to derive our results above.

Remarkably, we found that these phenotypes also showed simple linear mean dynamics, albeit with stronger evolutionary forces pushing the phenotypes to their mutational equilibrium (Figure 5a) than the additive phenotypes considered above. The force appears to be different for each phenotype, but we have no theory to predict it. To a large extent, the evolutionary force appears simply proportional to the distance of the ancestral sequence from the equilibrium (Figure 5b) and the quantitative strength of the force is less than 10 units per 100 bp DNA sequence. Thus, non-additive phenotypes also appear to show a simple force of mutation proportional to the distance of the ancestral phenotype from the mutational equilibrium.
The BM null hypothesis cannot always be rejected using standard inference approaches on GC content in ancient ERVs

To test whether the predicted and observed deviations from the Brownian Motion (BM) null hypothesis were strong enough to be detected in a typical comparative phylogenetic analysis, we implemented standard Gaussian maximum likelihood inference ([13], described in the Appendix; experiments using the OUCH package [43] for inference did not converge reliably, and led to errors in estimation). We obtained six well-aligned fragments from an alignment of 39 mammals (see Methods, supplementary Figure S2) for an unusually ancient ERV that is thought to evolve in the absence of selection[56]. We found that corrected AIC was the lower for BM than for OU for all 6 segments (Table 1) because the likelihood of the data under BM and OU was very similar, so the simpler model was chosen. We also implemented maximum-likelihood inference for the F81 neutral model (See Appendix and Methods), and compared it (with parameters set to match the GC content of the ancient ERVs) to BM. We found that it was favoured for two of the 6 segments, BM favored in another two, and the other two showing similar corrected AICs. These results suggest that despite theoretical and empirical evidence for a mutational force, in an inference set up typical of phylogenetic comparative analysis, the BM model, which does not include this force, fits the data as well as models (OU and F81) that do include this force. We note that these results cannot be explained by noise [42] in our phenotypic measurements, as GC content is computed exactly from sequences.

Although this ERV is thought to evolve in the absence of selection[56], our prediction of the dynamics of the mean and variance of GC content is based on a simple DNA substitution model, which only captures some features of sequence evolution. We wondered if mis-specification of the neutral model could explain the lack of evidence for mutational force in the ancient ERVs. We therefore simulated molecular evolution of these ERV sequences under a simple neutral model of DNA substitutions (see Methods) and found much clearer support for models that do include the force of mutation: for the simulated data, 4/6 segments favour OU over BM, and 5/6 favour the F81 neutral model over BM (Table 1). These results confirm that simple substitution models do produce a measureable force of mutation, and suggest that there are other aspects of the neutral evolutionary processes in the real ERV sequences that is not accounted for by either OU or F81 models, but is better captured by Brownian Motion (see Discussion).

Discussion

Our results show that mutation is expected to aid the creation of molecular phenotypes de novo[28] and relate to several areas of research in molecular evolution. For example, in agreement with simulation results [57], we find that mutation alone is sufficient to create transcription factor binding sites in DNA sequences, and we quantify this effect: 100 nt sequences that have no strong matches to the TATA box are expected to accumulate them at a rate of approximately 0.5 TATA box matches per substitution per site. Similarly, in random 100 nt sequences with no open reading frames, mutation will tend to create open reading frames at a rate of >50 codons per substitution per site. Even if the encoded peptides start out as strongly disordered[54], the force of mutation is expected on average to increase their tendency for folding[53]. Remarkably, but consistent with a recent report [35], even though all of these
molecular phenotypes are non-additive, they show simple linear change over time, following our predictions for additive phenotypes. We believe that this is because our ERV sequences are relatively near the mutational equilibrium for these phenotypes, and speculate that the evolutionary dynamics are approximately linear near the mutational equilibrium. It will be of great interest to extend the theoretical work to explain these observations.

Unlike previous theoretical work which focused on quantifying the force of mutation on phenotype evolution by including mutational bias\[33\], \[58\], here we used the F81 substitution model, which is formulated in terms of the (possibly non-uniform) equilibrium frequencies for the DNA bases (alleles). Our results suggest that the mutational equilibrium phenotype, rather than the mutation rate bias, plays the key role in determining the neutral dynamics of phenotypes, consistent with recent theoretical results\[30\], \[33\]. Although the F81 model does have mutation bias (the rate bias from allele m to allele k is $\pi_m / \pi_k$; there is no transition-transversion bias or CpG hypermutation), we also considered the Jukes-Cantor model\[20\], which is a specific instance of the F81 model where all $\pi_m=1/4$ ($u=4/3$) for DNA, and therefore shows no mutation bias. Importantly, even under this simplification, we still predict a restoring force proportional to the distance from the mutational equilibrium, although some simplification of the dynamics is obtained (e.g., the neutral variance dynamics of GC content is no longer genotype dependent). Even simplified bi-allelic (non-DNA based) models with no mutation bias show a restoring force of mutation when far from mutational equilibrium (Appendix), strongly suggesting that the force of mutation in phenotype evolution is not due to mutation rate bias, but is a more fundamental result of the mapping between the discrete genotype space and the continuous (or ordinal) phenotype. We did not pursue these simplified models further because the predictions of the dynamics were not close to our observations from ERV sequences, presumably because the predicted mutational equilibrium is too far from the real data (e.g., equilibrium GC content of 50%, rather than 36%). This highlights the need to develop simpler (approximate) theory that can still be quantitatively compared to data.

The dynamics of the mean phenotype in the F81 model are similar to those expected under the house-of-cards mutation model\[22\], a model defined and derived using only phenotypic quantities. The similarity is most obvious if the mean of the phenotype effect distribution in the house-of-cards model is taken to be the “mutational equilibrium” phenotype, $Z_{eq}$, defined above. To understand how this similarity arises, we note that if the F81 DNA substitution model is viewed as a (4-dimensional) phenotype model, the dynamics of the genotype probabilities match the mean dynamics of a house-of-cards mutation model. Since the mean of an additive phenotype is a linear combination of the genotype probabilities, it follows the same dynamics.

For GC content and strength of matches to TATA boxes we found agreement with the predictions of the variance dynamics based on the OU process, even though we can show that this is only approximate (See Appendix). We believe this is because we measured these phenotypes in ERVs that are close enough to mutational equilibrium, where we expect the dynamics to be well approximated by the OU process. However, neutral phenotype evolution models (such as the F81 model developed here) should accommodate phenotypes that may have been under strong selection pressure in the past, making it unlikely that the initial ancestral
phenotype is close to mutational equilibrium at the time selection is relaxed. This scenario is consistent with observations from mutation accumulation studies[26], where once selection is weakened, phenotypes evolve in a directional manner.

Despite the clear empirical evidence for the force of mutation on GC content at short evolutionary distances when we averaged over thousands of sequences, we found inconclusive results when comparing models using a standard maximum likelihood/AIC inference analysis of GC content in ancient ERVs. In our experiments Brownian Motion, which does not include the force of mutation, fit the data as well as models that include the force of mutation. We speculate that a considerable portion of the variance in GC content at longer evolutionary distances is due to neutral processes not included in simple DNA substitution models. Understanding these sources of variance is an area for further research.

More generally, the similarity of the dynamics of neutral phenotypes to an OU process suggests that at time-scales considered here, similarity of phenotype evolution to OU process should not be used as evidence for purifying selection (as suggested in[1]). Further, since even neutral phenotypes show more complicated variance dynamics (genotype-dependent and non-monotonic) than the OU model predicts, our results add the possibility of misspecification of the underlying models[59] to the previously reported challenges with phylogenetic inference of OU models[42], [43], [60]. Developing tests based only on the mean phenotype (which does seem to match the OU process assumptions remarkably well) is an area of promise, though it remains unclear how much information about mean dynamics is contained in the observations at the tips of the tree[60]. On the positive side, our results are consistent with the idea that mutation and selection act in a simple additive way on the evolution of mean phenotypes[11], [30], both leading to OU-like dynamics. Further, our results limit the quantitative range of restoring force expected due to mutation alone: if the restoring force estimated in an OU model exceeds the predicted value, we believe this can be interpreted as stabilizing selection. Similarly, large changes in the optima in multi-optimum OU models [10] are unlikely to result from mutation alone.

Finally, our approach of using reconstructed ancestral sequences to empirically study the forward evolution of phenotypes is applicable whenever the genetic architecture of a trait is known. With the increasing power of association and other high-throughput studies to determine the loci and their effect sizes for many phenotypes[61], [62], additive models of traits can be inferred. Furthermore, machine learning methods trained on genome-scale data and massively parallel assays may be able to predict non-additive molecular phenotypes from sequences [63], [64]. Once a genotype to phenotype model is defined, observed phenotype evolution can be compared directly to neutral phenotypes obtained from neutral sites (such as ERVs[44]) or simulations at the sequence level[65]. The simulation approach has been applied successfully to molecular traits that can be computed directly from intrinsically disordered protein sequences[66], [67]. If applied more generally to quantitative characters, this could be viewed as an extension to practice of inferring phylogenetic trees from genotypes, even when studying phenotypes [18], [24]: the null hypotheses for phenotype dynamics can also be obtained using our understanding.
of genotype evolution, further cementing the inevitable merger of systematics and evolutionary genetics[18].

Methods

Unconstrained sequences in primate genomes

We obtained 6362 coordinates for predicted ERVs in the human genome from the gEVE database[68], corresponding to a subset of ERV segments that span more than 100 nucleotide residues and contain no ambiguous letters. We obtained alignments of these along with their reconstructed ancestors[46] from the 100 vertebrate alignment tree from Ensembl, we extracted the species in the aligned segments using the Ensembl compara REST API[69]. As a control for possible circularity due to probabilistic models of sequence evolution used in ancestral genome reconstruction [46], we also performed analysis on ancestral sequences reconstructed using the maximum parsimony criterion as implemented in the phangorn package[70].

We used the extant human sequence, as well as the following reconstructed ancestors using the naming convention from ensembl: Hsap-Ppan-Ptro[3], Ggor-Hsap-Ppan-Ptro[4], Ggor-Hsap-Pabe-Ppan-Ptro[5], Ggor-Hsap-Nleu-Pabe-Ppan-Ptro[6], and Csab-Ggor-Hsap-Mfas-Mmul-Nleu-Pabe-Panu-Ppan-Ptro-Tgel[11] (square brackets in these names refer to the ancestor number in the ensembl tree are not references). For each ERV alignment we extracted segments of at length 100 with <10% gapped columns, required all sequences to be present in each alignment, yielding 8386 segments. Csab-Ggor-Hsap-Mfas-Mmul-Nleu-Pabe-Panu-Ppan-Ptro-Tgel[11] was considered the “primate ancestor” and the value of the phenotypes computed based on this sequence was used as the ancestral phenotype, Z(0). Binning was done based on this value, and each of the descendent sequence phenotype values were assigned to this bin.

Phenotype mean and variance were calculated for all sequences in the bin, and these sample sizes are reported as N for bins shown in figures 1, 2 and 4.

For each “descendent” sequence, we computed the evolutionary distance in substitutions per site from the ancestor using the Juke-Cantor model and used the average of these as the evolutionary distance for that phenotype bin. The common ancestor was always assigned a distance of zero.

To estimate the mutational restoring force and rate of variance increase, we used simple linear regression to estimate the slope of the regression of the mean phenotype and variance of the phenotype on time (in substitutions per site). Because the ancestral value was determined by the binning process, and the evolutionary time for the ancestor was zero by construction, to avoid potentially biasing the estimate of the slope, we excluded the common ancestor from the regression and used the remaining 5 datapoints. R² for these was typically >0.9.

Strength and number of TATA boxes

We obtained the matrix model of TBP from the Jaspar database [47].

\[
p(X_{jk} = 1|\text{motif}) = \\
0.157760814 \quad 0.371501272 \quad 0.389312977 \quad 0.081424936
\]
Where $p(X_{jk} = 1|\text{motif})$ is the probability of observing the kth allele at the jth position in the transcription factor binding probability matrix. We assumed a position independent background model, as above, $\pi = (0.32,0.18,0.18,0.32)$, so we define $\beta_{jk} = \log \frac{p(X_{jk} = 1|\text{motif})}{\pi_k}$. For the strength of TATA box analysis, we used the strength of the match in the first 10 bp of each ERV alignment and used the standard log-likelihood ratio score, $S$, as a measure of binding strength[71]. To compute the other parameters for the strength of TATA boxes, which have width $w=10$, we used

$$Z_{eq} = \sum_{j=1}^{w} \sum_{k} \pi_k \beta_{jk} \equiv \sum_{j=1}^{w} Z_{j,eq}$$

$$\sigma_{eq}^2 = \sum_{j=1}^{w} \sum_{k} \pi_k (\beta_{jk} - Z_{j,eq})^2$$

For the expected number of TATA boxes in the entire sequence, we used the sum of the posterior probability of each position being a match to the motif[71], $Z(X) = \sum_{j=1}^{L-w+1} \frac{1}{1+e^{-S_j-R}}$, where each $S_j$ represents the standard likelihood ratio score [71] for the subsequence of length $w$ starting at position $j$, and $R$ is the (position independent) log odds of the prior probabilities of observing a match to the motif or not at each position. $R = \log \frac{p(\text{motif})}{1-p(\text{motif})}$. We used $1/100$ for this prior, so $R = \log \frac{1}{100}$.

Alignment, phylogeny, simulation and inference for ancient mammalian ERVs

we retrieved the human ERV sequence [56] and used BLAST on the Ensembl database[72] to obtain an alignment with all orthologous mammalian sequences therein. After filtering the results for quality, we were left with orthologous matches in a total of 39 other mammalian species. We manually extracted 6 segments with relatively few gaps and most of the species present (supplementary data).
For each of the 6 segments, we used PAML (v4.9) [73] to infer the branch lengths of the evolutionary tree and reconstruct the corresponding ancestral sequence of the 40 mammalian species included in the study. Then, we employed a DNA substitution simulator [65] to evolve the reconstructed sequences along the mammalian phylogeny. For each set of real or simulated sequences we computed the quantitative molecular phenotypes. Tree was drawn using plot function from the APE package for R [74].

We implemented maximum likelihood inference (described in detail in the Appendix) for the three models of phenotype evolution considered here (BM, OU, F81) in python using scipy [75]. To numerically optimize the log-likelihoods (log $L$), we used Broyden–Fletcher–Goldfarb–Shanno (L-BFGS-B) starting with random initializations of parameters. We confirmed the inference results comparing the likelihoods of BM and OU models to those obtained with the Geiger package [76]. Models were compared using corrected AIC (AICc), which is defined as $AICc = 2 \left[ -\log L + k + \frac{k(k+1)}{n-k-1} \right]$, where $k$ is the number of parameters and $n$ is the number of species for which we have a mean phenotype measurement. We adopted the widely-used assumption for inference using OU models in comparative phylogenetic analysis that the OU process is initially at equilibrium [76]. Models with corrected AIC ~2 units below the competing model was deemed better fitting.

Alignments, scripts and evolutionary trees are available at https://github.com/shz9/neutral-phenotype-model.

**Foldedness of longest peptides**

We considered all 6-frame translations within the 100bp sequences starting with ATG, and selected the longest. Using these peptides, we measured the propensity to fold using the method described in [55]. In this scale, positive values indicate folded, while disordered regions obtain negative values.

**Acknowledgements**

We acknowledge Dr. Amin Zia, Gavin Douglas, Caressa Tsai, and other members of the Moses Lab who contributed ideas and valiant attempts to this research over many years. We acknowledge Prof. Michael Laessig for hosting SZ during part of this research. We thank Prof. Michael Lynch for helpful comments on the manuscript. AMM and SZ were supported by NSERC discovery and CFI grants to AMM.

**Figure Legends**

Figure 1 – neutral dynamics of GC content

a) observed mean GC content in inferred ancestral primate ERV sequences with GC content in the common ancestor between 0.45 and 0.5 (filled symbols) compared to predictions of the model considered here (F81, dashed line) and the Brownian Motion model (BM, solid line). $H$. 

15
sap indicates the extant human sequences. b) as in a), but GC content in the common ancestor between 0.3 and 0.35 (filled symbols) c) inferred strength of evolutionary restoring force estimated by simple linear regression on the GC content for each bin of ancestral GC content (symbols) compared to predictions of the model considered here (F81, dashed line) and the Brownian Motion model (BM, solid line). d) observed variance of GC content in the two bins of ancestral GC content shown in a) and b) (filled triangles and squares, respectively) compared to predictions of an OU model with mean restoring force given by our theory (OU, dashed line). Filled circles below the graphs represent the phylogenetic positions of the reconstructed primate ancestors used in the analysis. H. sap indicates the phenotype of the extant human sequences.

Figure 2 – neutral dynamics of TATA box strength

As in figure 1, but for the strength of the match to the TATA box in the first 10 nucleotides of the ERV sequences. Ancestral strength in a) is between 0 and 2, while in b) between -14 and -12.

Figure 3 - neutral dynamics of mean number of ATGs

As in figure 1, but for the number of ATGs in the ERV sequences. Ancestral number of ATGs in a) is 4, while in b) it is 0.

Figure 4 – neutral dynamics of the variance of ATGs.

a-b) variance of number of ATGs in 100 bp ERV segments that in the primate ancestor are inferred to have no ATGs (filled squares), 2 ATGs (x’s) or 4 ATGs (filled triangles). Predictions based on an OU process model and the F81 model developed here are shown as dashed lines in panels a) and b), respectively. c) the rate of increase of the variance (inferred using simple linear regression) as a function of the ancestral ATG number (symbols) compared to the predictions of the OU model or the F81 model developed here.

Figure 5 – mean dynamics of non-additive molecular phenotypes show mutational restoring force

a) three molecular phenotypes computed from 100 bp ERV segments in reconstructed sequences, binned by their values in the primate ancestor. Colours indicate different ancestral values. See text for phenotype details. b) inferred mutational restoring force as a function of ancestral phenotype, estimated through simple linear regression.

Table 1 – differences in corrected AUC between OU, F81 and BM

| Segment     | Observed ERV segments | Simulated ERV segments |
|-------------|-----------------------|------------------------|
|             | OU   | F81   | OU   | F81 |
| 10270_10563 | 2.35 | -2.27 | 2.15 | -0.80 |
| 11935_12275 | 2.46 | 0.63  | -29.0 | -3.94 |
| 11196_11705 | 2.39 | -1.94 | -6.57 | -4.74 |
| 320_722     | 2.36 | 2.57  | 2.40 | -9.90 |
| 7916_8695   | 2.36 | 0.57  | -13.8 | -3.38 |
Each cell represents the corrected AIC comparison vs. the Brownian Motion (BM) null hypothesis. AIC is inversely proportional to likelihood, so lower corrected AICs represent better fitting models.

Supplementary figures

Figure S1 – as in figure 1a-c, but with ancestral reconstruction done using maximum parsimony

Figure S2 – example phylogeny and GC content in ancient ERVs. The inferred phylogenetic tree and associated GC content measurements (GC%) for the segment 320 – 722 for the species used in the Maximum Likelihood inference analysis of GC content.

Figure S3 – as in figure 3 and 4, but with ancestral reconstruction done using maximum parsimony
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1 A bi-allelic model

To understand the evolutionary dynamics of mean phenotypes, we start with a linear additive trait that is expressed in a haploid organism with a bi-allelic genetic architecture. Assuming that this trait is underpinned by \( L \) bi-allelic loci, using the notation commonly employed in modern GWAS literature, we can express the dependence of the phenotype on the underlying genetics as follows:

\[
y_i = X_i \beta + \epsilon_i = \beta_0 + \sum_{j=1}^{L} X_{ij} \beta_j + \epsilon_i
\]

Here, \( y_i \) denotes the phenotype for individual \( i \), \( X_i \beta \) is the genetic contribution to the phenotype and \( \epsilon_i \) captures the contribution of the environment and other non-linear effects. \( X_i \) is a \( 1 \times (L + 1) \) binary vector indicating whether individual \( i \) has the reference or alternative alleles at each locus \( j \):

\[
X_{ij} = \begin{cases} 
0 & \text{if individual } i \text{ has reference allele at locus } j \\
1 & \text{if individual } i \text{ has alternative allele at locus } j 
\end{cases}
\]

\( \beta \) is an \( (L + 1) \times 1 \) vector of effect sizes. We assume, without loss of generality, that at each locus, the effect sizes for the reference and alternative alleles are encoded by \( \beta_{j1} \) and \( \beta_{j2} \), respectively. This implies that \( \beta_j = \beta_{j2} - \beta_{j1} \) and from this, it follows that the intercept term \( \beta_0 \) is the sum of the effect sizes of the reference alleles at each locus: \( \beta_0 = \sum_{j=1}^{L} \beta_{j1} \) (e.g. individuals with no mutations at any site will have a genotypic value of \( \beta_0 \)). Modern GWAS methodologies typically dispense with the intercept term by standardizing the phenotype vector and genotype matrix. In our case, it is a constant that will not affect the dynamics of phenotypic evolution and in fact has a value of zero for many of the traits that we will consider in the main text.

The main quantity of interest in our analysis is the mean phenotype in a population or species \( Z := E[y] \). If we assume that the effect sizes are fixed, we obtain:

\[
Z := E[y] = E[X] \beta + E[\epsilon] = \beta_0 + \sum_{j} E[X_j] \beta_j
\]

The environmental contribution is omitted because we follow the standard assumption that \( E[\epsilon] = 0 \). Furthermore, in the context of this analysis, most of the traits that we are interested in are expressed at the molecular and cellular level, often comprising aggregate statistics of the underlying sequence, e.g. GC content. Therefore, the environmental contribution is assumed to be nil. Note that within a given population or species, \( E[X_j] \) is simply the allele frequency \( f_j \) at the \( j^{th} \) locus.

In Phylogenetic Comparative Methods [7, 6], one of the central aims is to analyze the evolution of the mean phenotype over time \( Z(t) \), given an initial starting point \( Z_0 := Z(0) \). In particular, given an initial mean phenotype, the goal is to characterize its evolution over an ensemble of different hypothetical populations or experimental replicates. Assuming that the effect sizes (\( \beta_j \)) and the genetic architecture of the trait remain constant, the only time-dependent parameter is the genotype at each locus:

\[
Z(t) = X(t) \beta = \beta_0 + \sum_{j=1}^{L} f_j(t) \beta_j
\]
Characterizing the evolution of the genotype matrix $X(t)$ over time in response to mutation, selection, and drift has been a central focus of population genetics theory for the past century [6]. Much of the recent effort in this area made use of the diffusion approximation, first introduced in the works of Wright and Fisher and then later extended by Kimura, among others [4]. In this work, we are interested in characterizing the evolution of the genotype matrix in response to mutation and drift alone and over phylogenetic timescales. In this context, we make use of 2 simplifying assumptions: (1) The loci evolve independently and (2) Evolution proceeds in the weak mutation regime, where at any point in time the population is largely monomorphic. In practical terms, this means that instead of modeling the full trajectory of $f_j(t)$ from introduction to fixation or extinction, we model the state of the locus as a jump process between 2 states (reference vs. alternative allele), governed by a Continuous Time Markov Chain (CTMC) [14].

At the risk of overloading notation, for simplicity we replace the continuous random variables $\mathbb{E}[X_j(t)]$ and $f_j(t)$ with a binary random variable $X_j(t)$ that captures the state of the locus $j$ in a given population at any point in time $t$:

$$Z(t) = X(t)\beta = \beta_0 + \sum_{j=1}^{L} X_j(t)\beta_j$$  \hspace{1cm} (3)

This model is illustrated in Figure 1. Since the phenotype model is linear with respect to the individual loci, most of the quantities that we need to study the evolutionary dynamics of mean phenotypes can be derived as simple functions of single-locus statistics, which we turn to in the next section.

### 1.1 Single locus statistics

As explained in the previous section, we model the genotype $X_j(t)$ at a given locus $j$ with a Continuous Time Markov Chain (CTMC) that jumps between 2 states corresponding
to the 2 different alleles. Because of the way we setup the phenotypic model, the states of the system in this case are $X_j(t) = 0$ if the reference allele is fixed at time $t$ and $X_j(t) = 1$ if the alternative allele is fixed. Under this model, the reference allele is expected to be substituted by the alternative allele with an infinitesimal rate $\lambda$ and the converse happens with rate $\kappa \lambda$, where $\kappa > 0$ is a parameter that quantifies the extent of mutational bias. The generator matrix $Q$ of this substitution process has the following form:

$$
Q = \begin{pmatrix}
0 & 1 \\
-\lambda & \lambda \\
\kappa \lambda & -\kappa \lambda
\end{pmatrix}
$$

From the above generator matrix, it is straightforward to obtain expressions for the transition probabilities in a time interval $t$:

$$
P(X_j(t) = 0|X_j(0) = 0) = P_{00}(t) = \frac{\kappa}{1 + \kappa} + \frac{1}{1 + \kappa} e^{-\lambda (1 + \kappa) t}
$$

$$
P(X_j(t) = 1|X_j(0) = 0) = P_{01}(t) = \frac{1}{1 + \kappa} - \frac{1}{1 + \kappa} e^{-\lambda (1 + \kappa) t}
$$

$$
P(X_j(t) = 1|X_j(0) = 1) = P_{11}(t) = \frac{1}{1 + \kappa} + \frac{\kappa}{1 + \kappa} e^{-\lambda (1 + \kappa) t}
$$

$$
P(X_j(t) = 0|X_j(0) = 1) = P_{10}(t) = \frac{\kappa}{1 + \kappa} - \frac{\kappa}{1 + \kappa} e^{-\lambda (1 + \kappa) t}
$$

The transition probabilities defined above provide the probability of transitioning from one state to the other in a given time interval. To obtain an expression for the probability that the alternative allele is fixed at any point in time, we marginalize over the ancestral state:

$$
P(X_j(t) = 1) = P(X_j(0) = 0)P_{01}(t) + P(X_j(0) = 1)P_{11}(t)
$$

$$
= P(X_j(0) = 1) e^{-\lambda (1 + \kappa) t} + \frac{\kappa}{1 + \kappa} (1 - e^{-\lambda (1 + \kappa) t})
$$

The complement of this, the probability that the reference allele is fixed at any point in time is $P(X_j(t) = 0) = 1 - P(X_j(t) = 1)$. If we take the limit as $t \to \infty$, we see that this system has a stationary distribution with $\pi = \frac{1}{1 + \kappa}$ and $1 - \pi = \frac{\kappa}{1 + \kappa}$. We therefore write the probability of observing the alternative allele at time $t$ as:

$$
P(X_j(t) = 1) = P(X_j(0) = 1) e^{-\lambda (1 + \kappa) t} + \pi (1 - e^{-\lambda (1 + \kappa) t})
$$

(4)

Before proceeding, it is worth highlighting that in this context we use probability in the frequentist sense: we envisage a large ensemble of populations emanating from a single founder population, as in a phylogeny or a set of genes that evolve independently after a duplication event [6]. Each population may lose or fix alleles independently and we wish to characterize the dynamics of mean phenotype over this hypothetical ensemble (see Figure 2). This is in line with the tradition in the Evolutionary Quantitative Genetics literature where researchers model the phylogenetic (i.e. cross-population) mean and variance of the mean phenotype.

Next, in order to derive expressions for the evolutionary dynamics of mean phenotypes, we need to derive expressions for the moments of allelic state at each locus. These
Figure 2: An illustration of the evolutionary process in an ensemble of independent populations or experimental replicates. At time $t = 0$, a single founder population gives rise to an ensemble of $N$ separate populations that are then presumed to evolve completely independently. In each population, the (bi-allelic) loci are subject to mutation and drift, which can result in the fixation or extinction of the ancestral allele. This evolutionary process is modeled with a Continuous Time Markov Chain (CTMC) that jumps between two states at each locus.
quantities will be used in later sections to derive the phylogenetic (i.e. ensemble) mean and phylogenetic covariance for the mean phenotype.

First, we derive an expression for the expected state of the locus at time $t$. Given that the state of the locus at any point in time is a Bernoulli random variable with the success probability corresponding to the probability of the alternative allele being fixed, we can write the expected value for the state of locus $j$ at time $t$ as:

$$E[X_j(t)] = P(X_j(0) = 1) e^{-\lambda(1+\kappa)t} + \pi(1-e^{-\lambda(1+\kappa)t})$$  \hspace{1cm} (5)

Second, we derive an expression for the the covariance in the state of the locus between two descendant lineages that diverged at time $t$ and then evolved completely independently for $s$ and $r$ time units, respectively. This idea is illustrated in Figure 4(a). Here, we use the standard definition of the covariance:

$$\text{Cov}(X_j(t+s), X_j(t+r)) = E[X_j(t+s)X_j(t+r)] - E[X_j(t+s)]E[X_j(t+r)]$$

The unknown quantity in this case is the joint expectation of the state of the locus $E[X_j(t+s)X_j(t+r)]$, which we write in terms of the joint probability that the locus is fixed for the alternative allele in both lineages:

$$E[X_j(t+s)X_j(t+r)] = P(X_j(t+s) = 1, X_j(t+r) = 1)$$

In order to express this in quantities that we have previously defined, we make use of the Law of Total Probability and factor the joint probability in the equation above into the marginal probability of the state of the locus in the ancestral population at time $t$ and the probability of transitions in times $s$ and $r$ (see Figure 4(a)):

$$E[X_j(t+s)X_j(t+r)] = \left( P(X_j(t) = 0)P_{01}(s)P_{01}(r) + P(X_j(t) = 1)P_{11}(s)P_{11}(r) \right)$$

$$= P(X_j(t) = 1)\left( P_{11}(s)P_{11}(r) - P_{01}(s)P_{01}(r) \right) + P_{01}(s)P_{01}(r)$$

The factorization above assumes that the evolutionary process is independent after time $t$. As we will discuss later, this quantity will be most relevant in computing phylogenetic covariance of species that split at time $t$ and then evolve for $s$ and $r$ time units completely independently. However, it is general and will be used to compute expressions for the time-dependent variance when we set $r = s = 0$. After substituting and simplifying, we obtain the following expression for the phylogenetic covariance in the state of the locus in the two descendant lineages:
\[
\text{Cov}(X_j(t+s),X_j(t+r)) = e^{-\lambda(1+\kappa)(r+s)}P(X_j(t) = 1)\left(1 - P(X_j(t) = 1)\right)
= e^{-\lambda(1+\kappa)(r+s)}\left[\pi(1 - \pi) + e^{-\lambda(1+\kappa)t}(2\pi - 1)(\pi - P(X_j(0) = 1))\right.
- e^{-2\lambda(1+\kappa)t}(\pi - P(X_j(0) = 1))^2\left.\right]\]

The above expression indicates that as \(s\) and \(r\) become large, the phylogenetic covariance for any given locus \(j\) decays exponentially towards zero.

1.2 Mean phenotype statistics

We defined the mean phenotype as a linear function of \(L\) bi-allelic loci whose state at any point in time we model with independent CTMCs with 2 states, corresponding to the reference and alternative alleles. The equation for the mean phenotype in a given population is:

\[Z(t) = \beta_0 + \sum_{j=1}^{L} X_j(t) \beta_j\]

In this section, we derive expressions for the moments of this mean phenotype as a function of time and in the process we will comment on the dynamics that we observe.

1.2.1 Phylogenetic mean of mean phenotype

In order to obtain expressions for the phylogenetic or ensemble mean of mean phenotype, we take the expectation with respect to all the random variables:

\[\mathbb{E}[Z(t)] = \beta_0 + \sum_{j=1}^{L} \mathbb{E}[X_j(t)] \beta_j\]

The above equation follows from the linearity the expectation and the assumption of independence between sites. If we plug in the definition of \(\mathbb{E}[X_j(t)]\) from Equation 5 into the equation above, we obtain:

\[\mathbb{E}[Z(t)] = \beta_0 + \sum_{j=1}^{L} P(X_j(0) = 1)e^{-\lambda(1+\kappa)t} + \pi(1 - e^{-\lambda(1+\kappa)t})\beta_j\]
\[= \beta_0 + e^{-\lambda(1+\kappa)t}\sum_{j=1}^{L} \beta_j P(X_j(0) = 1) + (1 - e^{-\lambda(1+\kappa)t})\sum_{j=1}^{L} \beta_j \pi\]
\[= Z_0 e^{-\lambda(1+\kappa)t} + Z_{eq}(1 - e^{-\lambda(1+\kappa)t})\]

Where \(\mathbb{E}[Z(0)]\) is the expected value of the mean phenotype at \(t = 0\) and \(Z_{eq} := \lim_{t \to \infty} \mathbb{E}[Z(t)]\) is the expected value of the mean phenotype at equilibrium. In phylogenetic modeling, we often assume that there is a single founding population at time \(t = 0\),
Figure 3: The ensemble mean and variance in mean phenotype as a function of time. Panel (a) shows the single locus statistics for \( L = 10 \) bi-allelic loci, which are obtained by averaging over the state of each locus in \( N = 100 \) independent replicates. In the ancestral population, the first three loci were fixed for the alternative allele while the remaining loci were fixed for the reference allele. Given the effect sizes \( \beta \), this results in an ancestral mean phenotype of \( Z_0 \approx 1 \). In this simulation we set \( \kappa = 1 \) for all loci and thus at equilibrium the expected value tends towards \( \pi = 0.5 \) for each locus. Panel (b) shows the mean phenotype in those replicate populations as a function of time (gray lines) as well as the ensemble mean \( E[Z(t)] \) (blue line) that is obtained by averaging over the mean phenotype in all replicates. Panel (c) shows the empirical variance in mean phenotype across the different replicates. Note the variance saturates and reaches its equilibrium roughly twice as fast as the ensemble mean.

and we use this assumption to justify dropping the expectation from \( E[Z(0)] = Z_0 \). If we were to fit this model to data, both the initial phenotype \( Z_0 \) and the equilibrium mean phenotype \( Z_{eq} \) would be free parameters.

The above expression for the mean has the exact mean-reverting form as the mean of the Ornstein-Uhlenbeck process, as claimed in the main text and illustrated in Figure 3(b). Formulated in this way, we see that the role of mutation bias is to modulate the strength of the mutational force on the mean phenotype: if the bias is in the direction of the alternative allele, the mutational equilibrium is obtained faster, while if the bias is toward the reference allele, the equilibrium is obtained slower. In practice, since the bias would be on the order of 1, the effect on the mutational force is small, and with no bias, \( \kappa = 1 \), the force of mutation remains.
1.2.2 Phylogenetic covariance of mean phenotype

The second quantity that we need to characterize the evolutionary dynamics of neutral phenotypes is the covariance, particularly the phylogenetic covariance between two or more species. The scenario that we envision in this case is that of an ancestral population that evolved for \(t\) time units and then split into two distinct species that evolved completely independently. The first species evolved for \(s\) time units and the second species evolved for \(r\) time units (Figure 4). This general characterization is flexible and allows for modeling non-ultrametric phylogenetic trees, which are common in studies of molecular evolution.

We use the definition of the covariance between two random variables and then plug in the definitions and simplify to obtain:

\[
\text{Cov}(Z(t+s), Z(t+r)) = \mathbb{E}[Z(t+s)Z(t+r)] - \mathbb{E}[Z(t+s)] \mathbb{E}[Z(t+r)] \\
= \mathbb{E}\left[(\beta_0 + \sum_{j=1}^{L} X_j(t+s)\beta_j)(\beta_0 + \sum_{j=1}^{L} X_j(t+r)\beta_j)\right] - \\
(\beta_0 + \sum_{j=1}^{L} \mathbb{E}[X_j(t+s)]\beta_j)\left(\beta_0 + \sum_{j=1}^{L} \mathbb{E}[X_j(t+r)]\beta_j\right) \\
= \sum_{j=1}^{L} \sum_{i=1}^{L} \beta_j \beta_i \left(\mathbb{E}[X_j(t+s)X_i(t+r)] - \mathbb{E}[X_j(t+s)]\mathbb{E}[X_i(t+r)]\right) \\
= \sum_{j=1}^{L} \beta_j^2 \left(\mathbb{E}[X_j(t+s)X_j(t+r)] - \mathbb{E}[X_j(t+s)]\mathbb{E}[X_j(t+r)]\right) \\
= \sum_{j=1}^{L} \beta_j^2 \text{Cov}(X_j(t+s), X_j(t+r))
\]

The last equality is due to the assumption of independence between sites. The phylogenetic covariance then reduces to the sum of the covariances between the state of each locus \(j\) at times \((t+s)\) and \((t+r)\), which we defined in the previous section. If we substitute the definitions and simplify, we obtain:

\[
\text{Cov}(Z(t+s), Z(t+r)) = e^{-\lambda(1+r)(s+r)} \sum_{j=1}^{L} \beta_j^2 P(X_j(t) = 1) \left(1 - P(X_j(t) = 1)\right) \\
= e^{-\lambda(1+r)(s+r)} \sum_{j=1}^{L} \beta_j^2 \left((2\pi - 1)(\pi - P(X_j(0) = 1))e^{-\lambda(1+r)t} - \right. \\
\left. (\pi - P(X_j(0) = 1))^2 e^{-\lambda(1+r)2t} + \pi(1 - \pi)\right)
\]

In this case, the covariance cannot be straightforwardly expressed in terms of phenotypic quantities such as \(Z_0\) and \(Z_{eq}\), and therefore depends on the genotype. In Section 3, we will show how to abstract away these genotypic quantities in order to perform inference at the phenotypic level.
The joint probability of the state of a locus between two descendant lineages

\[ P(X(t + s) = k, X(t + r) = k) = \sum_m P(X(t) = m)Pmk(s)Pmk(r) \]

Time

\[ \text{Cov}[Z(t + s), Z(t + r)] \]

(a) The joint probability of the state of a locus between two descendant lineages (b) The covariance in mean phenotype between two descendant lineages.
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**Figure 4:** The phylogenetic covariance in mean phenotype as a function of time. In panel (a), we illustrate the decomposition of the joint probability of the state of a locus \( X_j \) in two descendant lineages at times \( t + s \) and \( t + r \) into the marginal probability of the state of the locus in the ancestral population at time \( t \) and the probability of independent transitions in times \( s \) and \( r \). Panel (b) shows a numerical example of the covariance matrix of the mean phenotype between those two descendant lineages.

### 1.2.3 Phylogenetic variance of mean phenotype

We can use the time-dependent covariance equation that we derived in the previous section to provide an explicit form for the phylogenetic variance of mean phenotype as a function of time. By substituting \( r = s = 0 \) and simplifying, we obtain:

\[
\begin{align*}
\text{Var} \left( Z(t) \right) &= \sum_{j=1}^{L} \beta_j^2 P(X_j(t) = 1) \left( 1 - P(X_j(t) = 1) \right) \\
&= \sum_{j=1}^{L} \beta_j^2 \left( (2\pi - 1)(\pi - P(X_j(0) = 1)) e^{-\lambda(1+\kappa)t} \right) \\
&\quad \times e^{-\lambda(1+\kappa)^2(\pi - P(X_j(0) = 1))} + \pi(1 - \pi))
\end{align*}
\]

Unlike what the Brownian Motion model of phenotypic evolution predicts, this expression for the variance implies that it tends towards a stable equilibrium in the limit as \( t \to \infty \) (see Figure 3(c)):

\[
\sigma_{eq}^2 := \lim_{t \to \infty} \text{Var} \left( Z(t) \right) = \sum_{j=1}^{L} \beta_j^2 \pi(1 - \pi)
\]

Where we define \( \sigma_{eq}^2 \) as the ensemble equilibrium variance of mean phenotype.
2 K alleles

While the bi-allelic model is useful for the purposes of deriving insights into the evolutionary dynamics of simple traits, in reality many of the traits that are of interest to molecular biologists are underpinned by multi-allelic genetic architectures. This includes DNA sequence properties, such as GC content, as well as biophysical properties of peptides, such as net charge of a protein. When examining these types of molecular phenotypes on phylogenetic time-scales, accounting for multiple alleles becomes important. In this scenario, we model the phenotype as a linear function of $L$ loci, each of which can have up to $K$ different alleles:

$$y = tr(X^\top \beta) + \epsilon = \sum_{j=1}^{L} X_j \cdot \beta_j + \epsilon = \sum_{j=1}^{L} \sum_{k=1}^{K} X_{jk} \beta_{jk} + \epsilon$$

Where $tr(\cdot)$ is the trace operator, $X$ is a $L \times K$ genotype matrix with each column indicating which of the $K$ alleles is fixed, and $\beta$ is the corresponding matrix of effect sizes. In this setup, $X_{jk}$ is a binary random variable indicating whether the $k^{th}$ allele is fixed at the $j^{th}$ locus. One main deviation from the bi-allelic model outlined previously is that we no longer maintain an intercept or a “reference allele”, instead keeping track of all alleles simultaneously.

We make use of the same assumptions that we employed in deriving the dynamics of the bi-allelic model, giving the following expression for the mean phenotype in a single population as a function of time:

$$Z(t) = tr(X(t)^\top \beta) = \sum_{j=1}^{L} X_j(t) \cdot \beta_j = \sum_{j=1}^{L} \sum_{k=1}^{K} X_{jk}(t) \beta_{jk}$$ (10)

2.1 Single locus statistics

In the multi-allelic case, we model the genotype at each locus $j$ with a CTMC that jumps between $K$ discrete states, corresponding to the $K$ different alleles. For simplicity, we make use of a generator matrix that is similar to that of the Felsenstein (1981) model of DNA evolution [5, 14]. This model gives the following transition probabilities for a given allele $k$:

$$P(X_j(t) = k|X_j(0) = k) = P_{kk}(t) = e^{-ut} + \pi_k(1 - e^{-ut})$$

$$P(X_j(t) = k|X_j(0) \neq k) = P_{*k}(t) = \pi_k(1 - e^{-ut})$$

Here, $X_j(t) = k$ denotes that the $k^{th}$ allele is fixed at the $j^{th}$ locus at time $t$ and $\pi_k$ is the equilibrium probability of observing the $k^{th}$ allele. The first equation is the conditional probability of the $k^{th}$ allele staying fixed after a time interval $t$, given that it was fixed in the founding population. The second equation gives the probability of transitioning to the $k^{th}$ allele after a time interval of $t$, given that any of the other alleles was fixed in the founding population. Unlike in the bi-allelic model, here we measure time in units of expected number of substitutions per site and thus define the scaling parameter $u$ as:

$$u := \frac{1}{1 - \sum_k \pi_k^2}$$
The equations above provide the probability of fixation or extinction in a given time interval conditional on the ancestral state. To get the probability that the \( k \)th allele is fixed at any point in time, we marginalize over the ancestral state:

\[
P(X_j(t) = k) = P(X_j(0) = k)P_{kk}(t) + \left(1 - P(X_j(0) = k)\right)P_{sk}
\]

\[
= P(X_j(0) = k)e^{-ut} + \pi_k(1 - e^{-ut})
\]

With this in hand, we can derive the single locus statistics that we would need to provide expressions for the dynamics of the mean phenotype. First, the expected value for the quantity \( X_{jk}(t) \) becomes:

\[
\mathbb{E}[X_{jk}(t)] = P(X_j(t) = k) = P(X_j(0) = k)e^{-ut} + \pi_k(1 - e^{-ut}) \quad (11)
\]

In addition to this, we need expressions for the time-dependent covariance between the allelic state of the locus \( j \) in two descendant lineages (see Figure 4). However, unlike the bi-allelic model, here we have to consider 2 scenarios: \( \text{Cov}(X_{jk}(t+s), X_{jk}(t+r)) \) and \( \text{Cov}(X_{jk}(t+s), X_{jm}(t+r)) \). The first scenario corresponds to the covariance in the state of the allele (fixed vs. extinct) in the two lineages, while the second scenario captures the covariance between the state of 2 different alleles (indexed by \( k \) and \( m \)). To derive expressions for those covariances, we first start by writing out expressions for the joint expectation. As we did previously in deriving the dynamics of the bi-allelic model, we make use of the Law of Total Probability to decompose the joint probabilities into familiar quantities.

For the first covariance term, we decompose the joint probability into the marginal probability of the state of the locus in the ancestral population at time \( t \) and the probability of independent transitions to the \( k \)th allele in times \( s \) and \( r \):

\[
\mathbb{E}[X_{jk}(t+s)X_{jk}(t+r)] = P\left(X_j(t+s) = k, X_j(t+r) = k\right) = P(X_j(t) = k)P_{kk}(s)P_{kk}(r) + \left(1 - P(X_j(t) = k)\right)P_{sk}(s)P_{sk}(r)
\]

The decomposition for the second covariance term is similar. However, in the ancestral population at time \( t \) there are three possible cases, mainly that the locus was fixed for the \( k \)th allele, for the \( m \)th allele, and for neither allele:

\[
\mathbb{E}[X_{jk}(t+s)X_{jm}(t+r)] = P\left(X_j(t+s) = k, X_j(t+r) = m\right) = P(X_j(t) = k)P_{kk}(s)P_{sm}(r) + P(X_j(t) = m)P_{sk}(s)P_{mm}(r) + \left(1 - P(X_j(t) = k) - P(X_j(t) = m)\right)P_{sk}(s)P_{sm}(r)
\]

With this in hand, after plugging in the definitions and simplifying the algebra, we can write the single-locus covariances as:
\[
\text{Cov}\left(X_{jk}(t+s), X_{jk}(t+r)\right) = \\
\mathbb{E}[X_{jk}(t+s)X_{jk}(t+r)] - \mathbb{E}[X_{jk}(t+s)] \mathbb{E}[X_{jk}(t+r)] \\
= e^{-u(r+s)} P(X_j(t) = k) \left(1 - p(X_j(t) = k)\right)
\]

(12)

Which we can expand to obtain:

\[
\text{Cov}\left(X_{jk}(t+s), X_{jk}(t+r)\right) = \\
e^{-u(r+s)} \left[ \pi_k(1 - \pi_k) + e^{-ut}(2\pi_k - 1)\left(\pi_k - P(X_j(0) = k)\right) \right] \\
- e^{-2ut}\left(\pi_k - P(X_j(0) = k)\right)^2
\]

And the covariance of two different alleles can be written as:

\[
\text{Cov}\left(X_{jk}(t+s), X_{jm}(t+r)\right) = \\
\mathbb{E}[X_{jk}(t+s)X_{jm}(t+r)] - \mathbb{E}[X_{jk}(t+s)] \mathbb{E}[X_{jm}(t+r)] \\
= -e^{-u(r+s)} P(X_j(t) = k)P(X_j(t) = m)
\]

(13)

Naturally, the first covariance term resembles the expression for the single locus covariance that we derived for the bi-allelic model. The second covariance term is unique, since it captures the covariance between 2 distinct alleles. With these quantities in hand, and remembering that we still maintain the assumption of independence between sites, we can derive the mean phenotype statistics, which we turn to in the next section.

### 2.2 Mean phenotype statistics

Recall that we defined the mean phenotype as a linear combination of \(L\) loci whose state at any point in time we model with independent CTMCs with \(K\) states corresponding to the \(K\) distinct alleles. The equation for the mean phenotype in a given population is given by:

\[
Z(t) = tr(X(t)^\top \beta) = \sum_{j=1}^{L} X_j(t) \cdot \beta_j = \sum_{j=1}^{L} \sum_{k=1}^{K} X_{jk}(t) \beta_{jk}
\]

In this section, we derive expressions for the moments of this mean phenotype as a function of time and in the process we will comment on the dynamics that we observe.

#### 2.2.1 Phylogenetic mean of mean phenotype

In order to obtain expressions for the phylogenetic or ensemble mean of the mean phenotype, we take the expectation with respect all random components of this model:

\[
\mathbb{E}[Z(t)] = \sum_{j=1}^{L} \sum_{k=1}^{K} \mathbb{E}[X_{jk}(t)] \beta_{jk}
\]
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The above equation follows from the linearity the expectation and the assumption of independence between sites. If we plug in the definition of $\mathbb{E}[X_{jk}(t)]$ from above, we obtain:

$$\mathbb{E}[Z(t)] = \sum_{j=1}^{L} \sum_{k=1}^{K} \left[ P(X_j(0) = k)e^{-ut} + (1 - e^{-ut})\pi_k \right] \beta_{jk}$$

$$= e^{-ut} \sum_{j=1}^{L} \sum_{k=1}^{K} P(X_j(0) = k)\beta_{jk} + (1 - e^{-ut}) \sum_{j=1}^{L} \sum_{k=1}^{K} \pi_k \beta_{jk}$$

$$= e^{-ut} Z_0 + (1 - e^{-ut}) Z_{eq}$$

(14)

Where we define $Z_0 := \sum_{j=1}^{L} \sum_{k=1}^{K} P(X_j(0) = k)\beta_{jk}$ and $Z_{eq} := \sum_{j=1}^{L} \sum_{k=1}^{K} \pi_k \beta_{jk}$ as the mean phenotype in the founding population and the ensemble mean at equilibrium, respectively. Similar to what we saw with the bi-allelic model, the expression for the mean has the exact form of the mean dynamics of the Ornstein-Uhlenbeck process.

### 2.2.2 Phylogenetic covariance of mean phenotype

To derive an expression for the covariance of the multi-allelic model, we use the definition of the covariance and simplify:

$$Cov\left(Z(t+s), Z(t+r)\right) = \mathbb{E}[Z(t+s)Z(t+r)] - \mathbb{E}[Z(t+s)] \mathbb{E}[Z(t+r)]$$

$$= \mathbb{E}\left[ (\sum_{j=1}^{L} \sum_{k=1}^{K} X_{jk}(t+s)\beta_{jk}) (\sum_{j=1}^{L} \sum_{k=1}^{K} X_{jk}(t+r)\beta_{jk}) \right] -$$

$$\left( \sum_{j=1}^{L} \sum_{k=1}^{K} \mathbb{E}[X_{jk}(t+s)]\beta_{jk} \right) \left( \sum_{j=1}^{L} \sum_{k=1}^{K} \mathbb{E}[X_{jk}(t+r)]\beta_{jk} \right)$$

$$= \sum_{j=1}^{L} \sum_{i=1}^{L} \sum_{k=1}^{K} \sum_{m=1}^{K} \beta_{ik}\beta_{jm} \left( \mathbb{E}[X_{ik}(t+s)X_{jm}(t+r)] - \mathbb{E}[X_{ik}(t+s)] \mathbb{E}[X_{jm}(t+r)] \right)$$

$$= \sum_{j=1}^{L} \sum_{k=1}^{K} \beta_{jk}^2 Cov\left(X_{jk}(t+s), X_{jk}(t+r)\right) + \sum_{m=1}^{K} \beta_{jk}\beta_{jm} Cov\left(X_{jk}(t+s), X_{jm}(t+r)\right)$$

The last equality holds because of the assumption of independence between sites. After plugging in the single-locus covariances that we derived previously, we can write the phylogenetic covariance in mean phenotype as:

$$Cov\left(Z(t+s), Z(t+r)\right) =$$

$$e^{-u(r+s)} \left[ \sum_{j=1}^{L} \sum_{k=1}^{K} \beta_{jk}^2 P(X_j(t) = k) \left( 1 - P(X_j(t) = k) \right) \right.$$

$$- \sum_{m=1}^{K} \beta_{jk}\beta_{jm} P(X_j(t) = k) P(X_j(t) = m) \right]$$

(15)
2.2.3 Phylogenetic variance of mean phenotype

To obtain an expression for the phylogenetic variance of mean phenotype as a function of time, we simply set \( s = r = 0 \) in the covariance equation we obtained above, giving:

\[
\text{Var}(Z(t)) = \\
\sum_{j=1}^{L} \sum_{k=1}^{K} \beta_{jk}^2 P(X_j(t) = k) \left(1 - P(X_j(t) = k)\right) \\
- \sum_{m \neq k}^{K} \beta_{jk} \beta_{jm} \left(P(X_j(t) = k) P(X_j(t) = m)\right)
\]  

(16)

We note that the expression for the variance corresponds to the variance of a categorical random variable with \( K \) outcomes, as expected. In general, the variance appears to depend on the initial genotype and is non-monotonic. Furthermore, in line with the results from the bi-allelic model, the variance in this model is bounded. The ensemble equilibrium variance can be obtained by taking the limit as \( t \to \infty \), giving:

\[
\sigma_{eq}^2 := \sum_{j=1}^{L} \sum_{k=1}^{K} \beta_{jk}^2 \pi_k (1 - \pi_k) - \sum_{m \neq k}^{K} \beta_{jk} \beta_{jm} \pi_k \pi_m
\]
3 Simplifying and extending the model

3.1 Lumping alleles and the grouped model

In this section, we will show that the multi-allelic models can be vastly simplified for a wide-range of traits by only tracking the state of a number of alleles that is equivalent to the unique number of effect sizes. For example, for counting-based traits such as GC Content, instead of modeling the contribution of all four DNA letters to the dynamics, it suffices to keep track of two “lumped” or grouped alleles, corresponding to the G/C and non-G/C state. This construction will help simplify analyzing the evolutionary dynamics of many molecular and cellular traits.

In particular, we will show that the ensemble mean and covariance dynamics under the grouped model are almost identical to the dynamics under the full model, with a an important difference in the scaling factor that we will comment on shortly. To illustrate, we assume that out of the \( K \) alleles that characterize the underlying sequence, an arbitrary subset, denoted by \( S \), have an effect size of \( \beta_1 \) while the remaining alleles have an effect size of \( \beta_2 \):

\[
\beta_k = \begin{cases} 
\beta_1 & k \in S \\
\beta_2 & k \notin S 
\end{cases}
\]

Furthermore, since the fixation of alleles in a given population constitutes disjoint events by construction, we can write the probability of observing any of the alleles in the subset \( S \) at time \( t \) as:

\[
P(X_j(t) \in S) = \sum_{k \in S} P(X_j(t) = k)
\]

With the complement of this being \( P(X_j(t) \notin S) = 1 - P(X_j(t) \in S) \). And because this is a bi-allelic model where the alleles are the states \( S \) and its complement, we observe that the single locus covariance can be written as:

\[
Cov(X_j(t + s) \in S, X_j(t + r) \in S) = e^{-\alpha(r+s)}P(X_j(t) \in S)\left(1 - P(X_j(t) \in S)\right)
\]

**Phylogenetic Mean of Mean Phenotype** Given our construction above, we can write the contribution of a single locus \( j \) to the phylogenetic mean under the grouped model as:

\[
E[Z(t)] = \sum_{j=1}^{L} \beta_1 P(X_j(t) \in S) + \beta_2 P(X_j(t) \notin S)
\]

\[
= \sum_{j=1}^{L} \beta_1 \sum_{k \in S} P(X_j(t) = k) + \beta_2 \sum_{k \notin S} P(X_j(t) = k)
\]

Thus, the dynamics of the phylogenetic mean under the full and grouped models are identical. In the case of the mean, it is straightforward to generalize this to any arbitrary grouping of alleles by their effect size.
Phylogenetic Covariance of Mean Phenotype  

Showing that the equivalence holds for the covariance requires more work. In order to show this, it helps to re-write the covariance in the full model as follows and then simplify:

\[
\text{Cov}\left(Z(t + s), Z(t + r)\right) = e^{-u(r+s)} \sum_{j, k=1}^{L, K} \sum_{m=1}^{K} \beta_{jk}^2 P(X_j(t) = k)(1 - P(X_j(t) = k)) - \sum_{m=1}^{K} \beta_{jm}P(X_j(t) = k)P(X_j(t) = m)
\]

\[
= e^{-u(r+s)} \sum_{j=1}^{L} \sum_{m=1}^{K} \sum_{m=1}^{K} \beta_{jk}^2 P(X_j(t) = k)P(X_j(t) = m) - \beta_{jm}P(X_j(t) = k)P(X_j(t) = m)
\]

\[
= e^{-u(r+s)} \sum_{j=1}^{L} \sum_{m=1}^{K} (\beta_{jk} - \beta_{jm})^2 P(X_j(t) = k)P(X_j(t) = m)
\]

Where the sum \( \sum_{k,m} \) is over unique pairs of alleles \( j \) and \( m \). The second equality follows from the fact that \( P(X_j(t) = k)(1 - P(X_j(t) = k)) = \sum_{m=1}^{K} P(X_j(t) = k)P(X_j(t) = m) \). When an effect size is shared between a pair of alleles, then \( (\beta_{jk} - \beta_{jm})^2 = 0 \) and their joint contribution to the covariance drops out of the sum. If there are only two unique effect sizes \( \beta_1 \) and \( \beta_2 \), then the sum above would simplify to:

\[
\text{Cov}\left(Z(t + s), Z(t + r)\right) = e^{-u(r+s)} \sum_{j=1}^{L} (\beta_1 - \beta_2)^2 \sum_{k \in S} \sum_{m \notin S} P(X_j(t) = k)P(X_j(t) = m)
\]

Where \( S \) is the subset of alleles with effect size \( \beta_1 \). This expression is exactly what we would obtain if we solved for the covariance in the grouped bi-allelic model and then plugged in the definitions of the probabilities from before:

\[
\text{Cov}\left(Z(t + s), Z(t + r)\right) = e^{-u(r+s)} \sum_{j=1}^{L} (\beta_1 - \beta_2)^2 P(X_j(t) \in S)(1 - P(X_j(t) \in S))
\]

\[
= e^{-u(r+s)} \sum_{j=1}^{L} (\beta_1 - \beta_2)^2 \left[ \sum_{k \in S} P(X_j(t) = k) \right] \left[ 1 - \sum_{k \in S} P(X_j(t) = k) \right]
\]

\[
= e^{-u(r+s)} \sum_{j=1}^{L} (\beta_1 - \beta_2)^2 \sum_{k \in S} \sum_{m \notin S} P(X_j(t) = k)P(X_j(t) = m)
\]

Therefore, we have shown that the covariance dynamics under the full and grouped models are identical.

**The scaling factor \( u \) under the grouped model**  

An important detail that we omitted in the preceding discussion is the scaling factor \( u \) and whether it is the same or takes on a different value under the grouped model. A naive interpretation may suggest the \( u \) under the grouped model should be defined as:

\[
u = \frac{1}{1 - \sum_{k \in S} \pi_k^2}
\]

Where the sum in the denominator is over the grouped alleles instead of the individual alleles in the underlying sequence. However, this is the major difference between the full
model and the grouped model: the scaling factor has to be defined in terms of the
equilibrium probabilities of all alleles:

\[ u = \frac{1}{1 - \sum_k \pi_k^2} \]

To see that this is the case, recall that in our construction of this grouped formulation,
we defined the probabilities of observing the grouped allele as a sum of the probabilities of
observing the individual alleles. And in these individual probabilities, the scaling factor
is defined under the full model. Therefore, under the grouped model, \( u \) retains the same
value and interpretation as under the full model.

3.2 Abstracting away the genetic architecture from the covariance

In our analysis of the model, we noted that the dynamics of the mean can be expressed in
phenotypic quantities, abstracting away the underlying genetic architecture of the trait,
including the number of causal loci and their effect sizes. Here, we will show that a
similar abstraction can be achieved in the case of the covariance.

The covariance involves many terms that are harder to abstract away. This is mainly
the case because of the cross-terms that describe the covariance between different alleles
at each site. However, it is possible to write the covariance in terms that completely
abstract away from the underlying genetic architecture. To see this, we start with the
formulation of the covariance that we derived in the description of the grouped model
(Section 3.1):

\[
\text{Cov}\left(Z(t + s), Z(t + r)\right) = e^{-u(r+s)} \sum_{j=1}^{L} \sum_{k,m} (\beta_{jk} - \beta_{jm})^2 P(X_j(t) = k) P(X_j(t) = m)
\]

Recalling the fact that \( P(X_j(t) = k) = P(X_j(0) = k) e^{-ut} + \pi_k (1 - e^{-ut}) \) and the assumption that we have a single ancestral monomorphic population (thus \( P(X_j(0) = m) = 0 = 0 \)), it is straightforward to show that the above expression simplifies to:

\[
\text{Cov}\left(Z(t + s), Z(t + r)\right) = e^{-u(r+s)} (1 - e^{-ut}) \left[ e^{-ut} \sum_{j=1}^{L} \sum_{k,m} (\beta_{jk} - \beta_{jm})^2 \left( P(X_j(0) = k) \pi_m + P(X_j(0) = m) \pi_k \right) 
+ (1 - e^{-ut}) \sum_{j=1}^{L} \sum_{k,m} (\beta_{jk} - \beta_{jm})^2 \pi_k \pi_m \right]
\]

This expression can be further simplified by observing that when we set \( r = s = 0 \)
and take the limit as \( t \to \infty \), we get that the sum on the third line equals the ensemble
equilibrium variance that we have previously defined: \( \sigma^2_{eq} = \sum_{j=1}^{L} \sum_{k,m} (\beta_{jk} - \beta_{jm})^2 \pi_k \pi_m \).

Furthermore, introducing a new quantity that we denote by \( \Psi \), we define:
\[ \Psi = \sum_{j=1}^{L} \sum_{k,m} (\beta_{jk} - \beta_{jm})^2 \left( P(X_j(0) = k) \pi_m + P(X_j(0) = m) \pi_k \right) \] (17)

The quantity \( \Psi \) does not have a straightforward interpretation in general, though it is always positive and we may gain insights into its role by analogy with the Gaussian models of trait evolution. For instance, if the evolutionary process starts at equilibrium (i.e. \( P(X_j(0) = k) = \pi_k \)), then we see that \( \Psi \) takes on the value of \( 2\sigma_{eq}^2 \). By comparison, under the Ornstein-Uhlenbeck model, the equilibrium variance is \( \frac{\sigma_{eq}^2}{2r} \) [1]. Furthermore, as we will show in Section 3.4, the quantity \( u\Psi \) determines the rate at which the variance increases at small time. Under the OU model, on the other hand, this behavior is controlled by the parameter \( \sigma^2 \). All of this is suggestive of the fact that the quantity \( u\Psi \) acts in similar ways to behavior of the dispersion parameter \( \sigma^2 \) in the Ornstein-Uhlenbeck model.

With this in hand, we can write the covariance as:

\[
\text{Cov}\left(Z(t+s), Z(t+r)\right) = e^{-u(r+s)} \left( 1 - e^{-ut} \right) \left( e^{-ut}(\Psi - \sigma_{eq}^2) + \sigma_{eq}^2 \right)
\] (18)

Thus, we have arrived at an expression for the covariance in mean phenotype between two descendant lineages that abstracts away the underlying genetic architecture.

### 3.3 Phylogenetic divergence of mean phenotype

The expressions for phylogenetic mean and covariance derived in previous sections are sufficient to construct a likelihood-based inference framework to fit our model to data. Indeed, these quantities have been the central focus of analysis and extensions in the Phylogenetic Comparative Methods community [3, 7]. However, a more recent theoretical framework inspired by techniques from statistical physics has shown that another useful quantity to differentiate between the dynamics of neutral and adaptive evolution is the phylogenetic divergence of mean phenotype [11, 8, 10]. Defined as the expected squared difference in the mean phenotype in two extant lineages, the divergence can be expressed in terms of quantities that we defined above. Mathematically, we can write the pairwise divergence between the mean phenotypes of the two lineages as:

\[
D\left(Z(t+s), Z(t+r)\right) = \mathbb{E}\left[ (Z(t+s) - Z(t+r))^2 \right]
\]

\[
= \mathbb{E}[Z(t+s)^2] - 2\mathbb{E}[Z(t+s)Z(t+r)] + \mathbb{E}[Z(t+r)^2]
\]

By observing that \( \mathbb{E}[Z(t+s)^2] = \text{Var}(Z(t+s)) + \mathbb{E}[Z(t+s)]^2 \) and that \( \mathbb{E}[Z(t+s)Z(t+r)] = \text{Cov}(Z(t+s), Z(t+r)) + \mathbb{E}[Z(t+s)]\mathbb{E}[Z(t+r)] \), we can see that the phylogenetic divergence can be expressed in terms of the mean, variance, and covariance in the mean phenotype between the two lineages:

\[
D\left(Z(t+s), Z(t+r)\right) = \text{Var}(Z(t+s)) + \text{Var}(Z(t+r)) - 2\text{Cov}(Z(t+s), Z(t+r))
\]

\[
+ \left[ \mathbb{E}[Z(t+s)] - \mathbb{E}[Z(t+r)] \right]^2
\] (19)
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This is a general expression that can work with any model of phenotypic evolution. Under our model, the expression can be a bit unwieldy, though by examining the dynamics of this expression at equilibrium, we recover some of the general formulations for quantities that were defined in the framework of Nourmohammad et al. [11, 10]:

$$D_{t \to \infty}(Z(t + s), Z(t + r)) = 2\sigma_{eq}^2(1 - e^{-(r+s)})$$

In the limit of long divergence times (as $r+s$ becomes large), we see that this quantity becomes twice the equilibrium variance $2\sigma_{eq}^2$, which in this context is the multi-allelic generalization of the trait scale $D_0$ as defined in [11, 10].

### 3.4 Linear approximation for the variance at small time

In this section, our aim is to examine the dynamics of the ensemble variance at small time ($ut \ll 1$) and to obtain a linear approximation in this regime. Starting with the compact representation of the covariance in Equation 18 and setting $r = s = 0$, we obtain the following expression for the ensemble variance at time $t$:

$$\text{Var}(Z(t)) = (1 - e^{-ut})\left(e^{-ut}(\Psi - \sigma_{eq}^2) + \sigma_{eq}^2\right)$$

At small time, we have that $1 - e^{-ut} \approx ut$ and $(1 - e^{-ut})e^{-ut} \approx ut$, which gives the following linear expression for the variance at small time:

$$\text{Var}_{t \ll 1}(Z(t)) \approx ut\Psi$$

$$= ut \sum_{j=1}^{L} \sum_{k,m} (\beta_{jk} - \beta_{jm})^2 \left(P(X_j(0) = k)\pi_m + P(X_j(0) = m)\pi_k\right)$$

(20)

Thus, the variance dynamics at small time only depend on the quantity $u\Psi$, which we defined in previous sections and shown to be related to the dispersion of the evolutionary process.

### 3.5 Simplifying covariance in the bi-allelic model

There are a number of simplifying assumptions that we can invoke to gain insights into the behavior of the time-dependent covariance in the bi-allelic model.

**Covariance at equilibrium** One common assumption states that the evolutionary process starts in an equilibrium state and thus $P(X_j(0) = 1) = \pi$. This simplifies the expression for the covariance in the bi-allelic model to:

$$\text{Cov}(Z(t + s), Z(t + r)) = e^{-\lambda(1+\kappa)(r+s)} \sum_{j=1}^{L} \beta_{j}^2 \pi(1 - \pi)$$

Where $\sigma_{eq}^2$ is the equilibrium variance of the mean phenotype $Z$. In this case, $\sigma_{eq}^2$ would be a free parameter in the model that can be fit to data. While the form of this is attractive, it is inconsistent with the weak-mutation assumption and empirical observations that genotypes are not at their equilibrium in finite populations, but rather
close to monomorphic. For example, this formula predicts that the cross-species variance is always at its mutational equilibrium.

**Covariance with no mutational bias**  A different simplification is obtained if we assume that the mutation rate is symmetric between the 2 alleles (i.e. $\kappa = 1$) and that there was a single founding population (i.e. $P(X_j(0) = 1) \in \{0, 1\}$). The latter assumption is common in phylogenetic analysis and it implies that the initial variance is zero. Under this scenario, we obtain that $\pi = 0.5$, and therefore the covariance simplifies to:

$$
Cov\left( Z(t + s), Z(t + r) \right) = e^{-2\lambda(r+s+2t)} \sum_{j=1}^L \beta_j^2 \left[ P(X_j(0) = 1) \left( 1 - P(X_j(0) = 1) \right) \right]
$$

$$
- \frac{1}{4} \left( 1 - e^{4\lambda t} \right) \right]
$$

By observing that $P(X_j(0) = 1) \left( 1 - P(X_j(0) = 1) \right) = 0$ and recalling the definition of the equilibrium variance, we can write the covariance under these assumptions as:

$$
Cov\left( Z(t + s), Z(t + r) \right) = e^{-2\lambda(r+s)} \left( 1 - e^{-4\lambda t} \right) \sigma_{eq}^2
$$

By setting $s = r = 0$, we also obtain an expression for the variance under this model, which turns out to match exactly the variance dynamics of the Ornstein-Uhlenbeck process, as alluded to previously:

$$
Var\left( Z(t) \right) = \left( 1 - e^{-4\lambda t} \right) \sigma_{eq}^2
$$
Figure 5: An illustration of the phylogenetic inference setup. In typical applications, we have a dated phylogeny, where time is in units of Expected Number of Substitutions (ENS), as well as mean phenotype measurement in extant species. These inputs are typically combined with a parametric model, e.g. a multivariate Gaussian likelihood, whose parameters are optimized using Maximum Likelihood.

4 Phylogenetic inference under the model

The theoretical model that we outlined in the previous sections provides a general picture of the dynamics of the moments of neutral phenotypes on phylogenetic time-scales. A natural extension of this model would be to use it for phylogenetic inference tasks that are popularly encountered within the realm of Phylogenetic Comparative Methods (PCMs). For example, this model can be used to reconstruct the ancestral mean phenotype, assuming that we have sufficient evidence that the phenotype evolves under little selective constraint. Another important application of this model is to provide a more powerful test for selection, replacing Brownian motion as the null model of phenotypic evolution. For these and other tasks, we need to derive a parametric model for the evolutionary dynamics of mean phenotype that can be fit to data using a Maximum Likelihood framework.

4.1 The likelihood

We assume that we are given a (rooted) phylogeny that describes the relationships between $N$ species $\{S_1, \ldots, S_N\}$ and the divergence times that separate them in units of Expected Number of Substitutions per site (ENS). In this setup, we assume that species $i$ is removed from the root of the phylogeny by $t_i$ time units and that a pair of species $i$ and $j$ diverged at time $t_{ij}$ and then each evolved for $t_i - t_{ij}$ and $t_j - t_{ij}$ time units, respectively. Additionally, assuming that we have measurements of the mean phenotype in each of those species $\mathbf{Y} = \{y_1, \ldots, y_N\}$, our aim in this section is to define a likelihood for the data given the parameters of the model $\mathcal{L}(\mathbf{Y}|\theta)$. See Figure 5 for an illustration of this setup.

Our theoretical model does not describe an explicit probability distribution. However, assuming that the trait of interest is sufficiently Gaussian, we can approximate its time-dependent dynamics with a Gaussian Process that is characterized by the following mean and covariance terms:
\[ \mathcal{L}(Y|\theta) = \mathcal{N}_{MVN}(Y; \mu, \Sigma) \]  

(21)

Where \( \mathcal{N}_{MVN} \) is a multivariate Gaussian distribution with \( N \) coordinates and where the entry in the mean vector for species \( i \) is defined as:

\[ \mu_i = Z_0 e^{-ut_i} + Z_{eq}(1 - e^{-ut_i}) \]  

(22)

And the covariance between any pair of species \( i \) and \( j \) is defined as:

\[ \Sigma_{ij} = e^{-u(t_i + t_j - 2t_{ij})} \left( 1 - e^{-u(t_{ij})} \right) \left( e^{-u(t_{ij})} \left( \Psi - \sigma_{eq}^2 \right) + \sigma_{eq}^2 \right) \]  

(23)

This most general model has a total of 5 parameters: \( \theta = (Z_0, Z_{eq}, u, \Psi, \sigma_{eq}^2) \). However, note that for many traits and species of interest, the parameter \( u \) can be fixed to reasonable values based on genome-wide estimates of the equilibrium probabilities of the 4 DNA letters. For instance, assuming a Jukes-Cantor (1969) model of DNA evolution [9, 14], \( u \) may be preset to 1.3. This results in a neutral null model of phenotypic evolution with 4 parameters to estimate, similar to the standard formulation of the phylogenetic Ornstein-Uhlenbeck model [7]. In some applications, when analyzing simple linear traits, e.g. GC Content, other parameters such as \( (Z_{eq}, \sigma_{eq}^2) \) may also be fixed to reasonable values that can be straightforwardly derived based on the equilibrium probabilities of the 4 DNA letters. An example of this will be shown in Section 5.

While the general model has a relatively large number of parameters, these parameters are easily interpretable and it is straightforward for practitioners to examine their meaning or add reasonable constraints on their values in model fitting procedures. For example, the parameters \( u \) can be restricted to the range \((1, 2)\). Additionally, the parameters \( \Psi \) and \( \sigma_{eq}^2 \) may be restricted to positive real numbers.

Finally, note that, like the Ornstein-Uhlenbeck model of phenotypic evolution, the covariance matrix predicted by our neutral model has a Generalized 3-Point Structure as identified by [13], making it amenable linear time model fitting procedures.

### 4.2 Comparison with Brownian motion and the Ornstein-Uhlenbeck process

To compare our model to the standard Gaussian models of phenotypic evolution, we first write out their likelihood.

**Brownian motion** Under the Brownian motion model, the mean and covariance of the multivariate Gaussian distribution are given by [7]:

\[ \mu_i = Z_0 \]

\[ \Sigma_{ij} = \sigma^2 t_{ij} \]

The Brownian motion model has only two parameters, \( Z_0 \) and \( \sigma^2 \), and is thus the simplest Gaussian model for phenotypic evolution. However, it predicts that the phenotypic variance increases linearly with time and does not saturate, violating intuitions and observations. Note that the Brownian motion model also predicts a linear, non-saturating pairwise divergence, as defined in Section 3.3 and in the framework of Nourmohammad et al. [11]. The pairwise divergence according to the Brownian motion model is given by:
\[ D\left(Z(t+s), Z(t+r)\right) = \sigma^2(s+r) \]

This disagrees with our model predictions as well as with the neutral null model of Nourmohammad et al. [11, 8, 10]. It is well known, however, that the Brownian motion model is a good approximation for the dynamics at small time \( t \).

**Ornstein-Uhlenbeck (OU) model** The OU model of phenotypic evolution, which is used to model the action of stabilizing selection, defines a Gaussian process likelihood for the data where the mean and covariance are given by [7]:

\[
\mu_i = Z_0 e^{-ut_i} + (1 - e^{-ut_i}) Z_{eq} \\
\Sigma_{ij} = e^{-\alpha(t_i+t_j-2t_{ij})} \left(1 - e^{-2\alpha t_{ij}}\right) \frac{\sigma^2}{2\alpha}
\]

Similar to our model with fixed scale \( u \), the OU model has a total of 4 parameters \( \theta = (Z_0, Z_{eq}, \sigma^2, \alpha) \). However, in standard implementations, as in the \texttt{R} packages \texttt{ouch} [1] and \texttt{geiger} [12], practitioners assume that the ancestral phenotype is the same as the equilibrium phenotype \( (Z_0 = Z_{eq}) \), thus reducing the number of parameters to 3. As noted elsewhere in the Appendix and the main text, our model shares the exact form of the mean with the OU model, though the two models diverge in the form of the covariance.

At equilibrium, the OU model predicts a constrained pairwise divergence that is modulated by the parameter \( \alpha \), as we would intuitively expect and consistent with the action of the parameter \( c \) in the models of Nourmohammad et al. [11, 8, 10]:

\[
D_{t\to\infty}\left(Z(t+s), Z(t+r)\right) = \frac{\sigma^2}{\alpha}(1 - e^{-\alpha(r+s)})
\]

However, note that in standard applications of the OU model, the parameter \( \alpha \) is often difficult to estimate accurately and there are debates about its meaning and interpretation in this context [2].
5 Examples and applications

In this section, we provide three examples that illustrate the utility and insights that can be derived from this modeling approach. In the first example, we derive explicit expressions for the time-dependent dynamics of the phylogenetic mean and variance of GC Content under the Felsenstein (1981) \[5\] model of DNA evolution. In the second example, we examine these same dynamics under the Jukes-Cantor (1969) \[9\] model of DNA evolution. Finally, in the third example we show that this approach can tackle more complex genetic architectures by examining dynamics of the number of ATG codons in a DNA sequence.

5.1 Dynamics of GC content under the F-81 model

Under the modeling framework that we outlined, our genotype matrix \(X\) and the corresponding matrix of effect sizes \(\beta\) are of dimension \(L \times 4\) for a sequence of length \(L\). For a trait like GC Content, each row of the matrix of effect sizes has the following form:

\[
\beta_j = \frac{1}{L} \begin{pmatrix} 0 & 1 & 1 & 0 \end{pmatrix}
\]

Under the F-81 substitution model, the four alleles have a stationary distribution specified by: \(\pi = (\pi_A, \pi_C, \pi_G, \pi_T)\). These stationary probabilities can be inferred from genome-wide data or from a set of sequences that are of interest to the analyst. Additionally, the scaling parameter \(u\), which modulates the convergence rate to the equilibrium state, is given by \[14\]:

\[
u = \frac{1}{1 - \pi_A^2 - \pi_C^2 - \pi_G^2 - \pi_T^2}
\]

5.1.1 Dynamics of the mean and variance

Dynamics of the Phylogenetic Mean

The dynamics of the mean for GC Content can be obtained straightforwardly from Equation 14 by plugging in the effect sizes:

\[
E[\begin{pmatrix} X_j(0) = C \end{pmatrix}] = \frac{1}{L} \sum_{j=1}^{L} \left( P(X_j(0) = C) + P(X_j(0) = G) \right) + (1 - e^{-ut})(\pi_C + \pi_G)
\]

If we assume that there is a single founding population, then the quantity \(Z_0 := \frac{1}{L} \sum_{j=1}^{L} \left( P(X_j(0) = C) + P(X_j(0) = G) \right)\) becomes simply the fraction of G/Cs in the ancestral sequence. In addition, as can be intuitively gleaned, the expected mean phenotype at equilibrium under this model is shown to be \(Z_{eq} := \pi_C + \pi_G\). This example shows that the phylogenetic dynamics of the mean for some molecular traits can be explored analytically.

Dynamics of the Phylogenetic Variance

Similarly, we can obtain the dynamics of the variance for GC Content by plugging in the effect sizes into Equation 16 and simplifying:
\[ Var(Z(t)) = \frac{1}{L^2} \sum_{j=1}^{L} \pi_C + \pi_G - (\pi_C + \pi_G)^2 \]
\[ + e^{-ut} \left( 2(\pi_C + \pi_G) - 1 \right) \left( \pi_C + \pi_G - P(X_j(0) = C) - P(X_j(0) = G) \right) \]
\[ - e^{-2ut} \left( \pi_C + \pi_G - P(X_j(0) = C) - P(X_j(0) = G) \right)^2 \]

An interesting feature of the equation above is that it resembles the variance expression for the bi-allelic model, as if in effect we only have 2 alleles corresponding to the A/T and G/C states. This suggests that, in similar scenarios and for traits that have similar distributions of effect sizes, it makes sense to “lump” the alleles that share the same effect size into a single allele, thus reducing the number of states that we need to keep track of. Indeed, this supposition is shown to be true for any arbitrary grouping of alleles by their effect sizes in Section 3.1.

If we use the definitions of \( Z_0 \) and \( Z_{eq} \) from above, we can further simplify the expression for the variance as follows:

\[ Var(Z(t)) = \frac{1}{L} \left[ Z_{eq}(1 - Z_{eq}) \right. \]
\[ + e^{-ut} \left( 2Z_{eq} - 1 \right) \left( Z_{eq} - Z_0 \right) \]
\[ - e^{-2ut} \left( Z_{eq}^2 + Z_0(1 - 2Z_{eq}) \right) \]

In this case, the phylogenetic variance is independent of the genotype. If we take the limit as \( t \to \infty \), we obtain the following expression for the equilibrium variance:

\[ \sigma^2_{eq} = \frac{1}{L} Z_{eq}(1 - Z_{eq}) = \frac{1}{L} (\pi_C + \pi_G)(1 - \pi_C - \pi_G) \]

It is important to highlight here that the variance is inversely proportional to the number of loci \( L \), as would be expected for traits that are expressed as a fraction of the length of the sequence.

### 5.1.2 Linear approximation for the variance of GC Content under F-81

In the main text, we analyze the variance of GC Content at small phylogenetic timescales, on the order of the divergence of modern primates. Here, we derive the model predictions for the variance dynamics of GC Content in the regime when \( ut \ll 1 \). In Section 3.4, we have shown that the variance at small time only depends on the parameter \( \Psi \) (see Equation 20):

\[ Var_{t<1}(Z(t)) \approx ut \Psi \]

For GC Content, by noting that there are only 4 unique combinations of alleles that do not share effect sizes (A/C, A/G, T/C, T/G), it is straightforward to write \( \Psi \) in terms of other quantities, mainly \( Z_0 \) and \( Z_{eq} \):
\[ \Psi = \frac{1}{L^2} \sum_{j=1}^{L} \left( \pi_A + \pi_T \right) \left( P(X_j(0) = C) + P(X_j(0) = G) \right) + \left( \pi_C + \pi_G \right) \left( P(X_j(0) = A) + P(X_j(0) = T) \right) = \frac{1}{L} \left[ (1 - Z_{eq}) Z_0 + Z_{eq} (1 - Z_0) \right] \]

Which gives the following linear approximation for the variance of GC Content at small time:

\[ \text{Var}_{t \to 0} \left( Z(t) \right) \approx \frac{u t}{L} \left[ (1 - Z_{eq}) Z_0 + Z_{eq} (1 - Z_0) \right] \]

5.2 Dynamics of GC content under the JC-69 model

A special case of the example that we outlined in the previous section is obtained when we examine sequences evolving according to Jukes-Cantor model, which is specified by the following stationary distribution: \( \mathbf{\pi} = \left( \frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4} \right) \). From this, we can see that the scaling parameter becomes \( u = \frac{4}{3} \).

5.2.1 Dynamics of the mean and variance

Dynamics of the Phylogenetic Mean

Under this model, the phylogenetic mean has a simple form:

\[ E[Z(t)] = e^{-\frac{4}{3}t} \frac{1}{L} \sum_{j=1}^{L} \left( P(X_j(0) = C) + P(X_j(0) = G) \right) + (1 - e^{-\frac{4}{3}t}) \frac{1}{2} \]

\[ = e^{-\frac{4}{3}t} Z_0 + (1 - e^{-\frac{4}{3}t}) \frac{1}{2} \]

Where \( Z_{eq} = \pi_C + \pi_G = \frac{1}{2} \) and \( Z_0 \) again corresponds to the fraction of \( G/C \)s in the ancestral sequence.

Dynamics of the Phylogenetic Variance

To obtain an expression for the phylogenetic variance under the Jukes-Cantor model, we simply plug in \( Z_{eq} = \frac{1}{2} \) in the expression we derived for the F-81 model:

\[ \text{Var} \left( Z(t) \right) = \frac{1}{4L} \left( 1 - e^{-\frac{8}{3}t} \right) \]

Because of the symmetry of the JC69 model, the expression above has the form of the variance as that of the Ornstein-Uhlenbeck model (i.e. a single exponential decay towards the equilibrium variance at a rate that is twice as fast as the rate of the mean reverting to its equilibrium value). The equilibrium variance under this model is given by:

\[ \sigma_{eq}^2 = \frac{1}{4L} \]
5.2.2 Linear approximation for the variance of GC Content under JC-69

Using the expression we derived in section 5.1.2 and noting the $u = \frac{4}{3}$ and $Z_{eq} = \frac{1}{2}$, we can write the linear approximation for the variance dynamics at small time under the Jukes-Cantor model as:

$$Var_{t \to 1}(Z(t)) \approx \frac{2}{3L} t$$

Similar to what we observed for the full-scale expression for the variance dynamics, the short timescale variance behavior is also independent of the initial phenotype $Z_0$.

5.3 Dynamics of ATGs under the F-81 model

To showcase the generality of the framework we outlined above, here we analyze a more complex case involving codon counts in a DNA sequence. The trait of interest here is the number of ATG codons in a DNA sequence of length $L$. In this context, there are 64 alleles corresponding to the 64 distinct codons. Therefore, the scaling factor $u$ is defined as:

$$u := \frac{1}{1 - \sum_{k=1}^{64} \pi_k^2}$$

Where $\pi_k$ is the equilibrium probability of codon $k$, which can be derived from the equilibrium probabilities of the individual DNA letters. Since we are defining a counting-based trait, the effect sizes for all codons are 0 except for the ATG codon, which has an effect size of 1.

5.3.1 Dynamics of the mean and variance

Dynamics of the Phylogenetic Mean  The dynamics of the mean for the number of ATGs can be obtained straightforwardly from Equation 14 by plugging in the effect sizes:

$$E[Z(t)] = e^{-ut} \sum_{j=1}^{L} P(X_j(0) = ATG) + (1 - e^{-ut}) \sum_{j=1}^{L} \pi_{ATG}$$

Assuming a single founder population, we can see that $Z_0 := \sum_{j=1}^{L} P(X_j(0) = ATG)$ is the number of ATG codons in the ancestral sequence and $Z_{eq} := L\pi_{ATG}$ is the expected number of ATGs at equilibrium.

Dynamics of the Phylogenetic Variance  Similarly, we can obtain the dynamics of the variance for GC Content by plugging in the effect sizes into Equation 16 and simplifying (it may be useful to refer to the results in Section 3.1 here):
This expression can be further simplified by using the definitions for the quantities $Z_{eq} := L\pi_{ATG}$ and $Z_0 := \sum_{j=1}^{L} P(X_{j}(0) = ATG)$, which results in the following form for the variance of ATGs:

\[
\text{Var}\left( Z(t) \right) = (1 - e^{-ut}) \left[ e^{-ut} \left( \sum_{j=1}^{L} \pi_{ATG} + P(X_{j}(0) = ATG) - 2P(X_{j}(0) = ATG)\pi_{ATG} \right) + \left(1 - e^{-ut} \right) L\pi_{ATG}(1 - \pi_{ATG}) \right]
\]

5.3.2 Linear approximation for the variance of ATGs under F-81

In Section 3.4, we have shown that the variance at small time only depends on the parameter $\Psi$ (see Equation 20):

\[
\text{Var}_{t \leq 1}(Z(t)) \approx ut \Psi
\]

For this trait, it is straightforward to derive an analytical expression for $\Psi$ and write it in terms of phenotypic quantities $Z_{eq}$ and $Z_0$:

\[
\Psi = \sum_{j=1}^{L} \pi_{ATG} + P(X_{j}(0) = ATG) - 2P(X_{j}(0) = ATG)\pi_{ATG}
\]

\[
= Z_{eq} + Z_0(1 - 2\pi_{ATG})
\]

Note that assuming that the length of the sequence is known, $\pi_{ATG}$ can also be written in terms of phenotypic quantities, e.g. $\pi_{ATG} = \frac{Z_{eq}}{T}$. Given this expression for $\Psi$, we can write the linear approximation for the variance at short timescales as:

\[
\text{Var}_{t \leq 1}(Z(t)) \approx ut \left( Z_{eq} + Z_0(1 - 2\pi_{ATG}) \right)
\]
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