Constraining the Hubble constant to a precision of about 1% using multi-band dark standard siren detections
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Gravitational wave signal from the inspiral of stellar-mass binary black hole can be used as standard sirens to perform cosmological inference. This inspiral covers a wide range of frequency bands, from the millihertz band to the audio-band, allowing for detections by both space-borne and ground-based gravitational wave detectors. In this work, we conduct a comprehensive study on the ability to constrain the Hubble constant using the dark standard sirens, or gravitational wave events that lack electromagnetic counterparts. To acquire the redshift information, we weight the galaxies within the localization error box with photometric information from several bands and use them as a proxy for the binary black hole redshift. We discover that TianQin is expected to constrain the Hubble constant to a precision of roughly 30% through detections of 10 gravitational wave events; in the most optimistic case, the Hubble constant can be constrained to a precision of <10%, assuming TianQin 1+II. In the optimistic case, the multi-detector network of TianQin and LISA is capable of constraining the Hubble constant to within 5% precision. It is worth highlighting that the multi-band network of TianQin and Einstein Telescope is capable of constraining the Hubble constant to a precision of about 1%. We conclude that inferring the Hubble constant without bias from photo-z galaxy catalog is achievable, and we also demonstrate self-consistency using the P-P plot. On the other hand, high-quality spectroscopic redshift information is crucial for improving the estimation precision of Hubble constant.

gravitational wave standard siren, Hubble constant, stellar-mass binary black hole, photometric luminosity, multi-band gravitational wave detection

PACS number(s): 04.30.-w, 98.80.Es, 97.60.Lf, 98.62.Qr, 04.80.Nn

Citation: L.-G. Zhu, L.-H. Xie, Y.-M. Hu, S. Liu, E. K. Li, N. R. Napolitano, B.-T. Tang, J.-D. Zhang, and J. Mei, Constraining the Hubble constant to a precision of about 1% using multi-band dark standard siren detections, Sci. China Phys. Mech. Astron. 65, 259811 (2022), https://doi.org/10.1007/s11433-021-1859-9

1 Introduction

The gravitational wave (GW) observations of compact binary coalescences can be used as standard sirens thanks to the fact that the intrinsic GW strength can be deduced from the phase evolution [1]. When combined with redshift data from electromagnetic (EM) measurements, such standard sirens can be used to determine cosmological parameters.

The Hubble constant can be determined using data from the late Universe measurements, represented by the type Ia
supernova (SN Ia) observations, and from the early Universe measurements, represented by the cosmic microwave background (CMB) anisotropies observations. However, there is a significant inconsistency between these two measurements, and because the inconsistency has grown over 4σ [2-9], this discrepancy, also known as the “Hubble tension”, has become a hot topic. Although luminosity distance measurements are sometimes subject to high statistical errors, they remain an important probe as the GW observation can provide a direct measurement of the luminosity distance that is independent of the cosmic distance scale ladder. Thus, standard sirens possess the potential to clarify the Hubble tension [10-13].

The direct detection of the GW signals from compact binary coalescences by Advanced LIGO and Virgo [14-27] opened an era of GW astronomy. Among different types of GW signals, the binary neutron stars (BNSs) and neutron star-black hole binaries (NSBHBs) mergers are ideal standard sirens since they have the potential to be detected through both the GW and the EM channels. The current ground-based GW detectors, including KAGRA [28] and LIGO-India [29], is expected to detect dozens of GW events of BNSs and NSBHBs during the course of the operation, and a few percent precision of the Hubble constant are expected to be reached from the GW cosmology [10, 30-32]. The first multisenssenger observations of a BNS merger event GW170817 [19, 33-35] provided the first standard siren measurement of the Hubble constant, \( H_0 = 69^{+17}_{-4} \) km s\(^{-1}\) Mpc\(^{-1}\) [36] (also see refs. [37-40]).

The stellar-mass binary black hole (SBBH) mergers should be dark in the EM channel [41, 42]; therefore, the cosmological constraint from SBBHs can only be derived through the “dark standard siren” [1, 43]. In this scenario, the redshift information is provided by matching the GW source sky localization and the galaxies catalogs. It is expected that the current ground-based GW detectors will continue to constrain the Hubble constant efficiently via SBBH GW events [10, 36, 38, 43-54], and indeed constraint of the Hubble constant has already been obtained with the observation of GW170814 and GW190814, provided a measurement precision of about 57% [36, 43-45].

Future ground-based GW detectors, such as the Einstein Telescope (ET) [55, 56] and Cosmic Explorer [57, 58], will be much more sensitive and capable of detecting GW events at higher redshift. This enables the potential of not only measuring the Hubble constant but also constraining other cosmological parameters [59-73]. Space-borne GW detectors operating in the millihertz band, such as TianQin [74] and LISA [75], can observe GW signals at cosmological distances, including massive black hole binaries (MBHBs) [76-78], extreme mass ratio inspirals [79-81], and SBBHs [82-84]. Space-borne GW detectors are expected to have excellent capability for sky localization, which will also enable them to constrain the Hubble constant as well as other cosmological parameters [85-98].

SBBHs are very interesting GW sources due to the vast frequency range of their GW signals, which cover a wide frequency range from millihertz to kilohertz. This feature enables the SBBHs to be detectable in multiple band GW detectors [99, 100]. Space-borne GW detectors can observe the early inspiral signal while ground-based GW detectors can study the final merger. Both low and high frequency can be complimentary, with space-borne detectors capable of more precise phase information [82, 83] and ground-based detectors can accumulate higher signal-to-noise ratios (SNRs) [60], thus improving the overall parameter estimation precision of the GW source [101-104], in order to facilitate the extraction of physical/astronomical information [101, 105-109] and measurement of the expansion of the Universe [110].

We study the potential of constraining the Hubble constant with TianQin using the SBBH GW sources. Furthermore, the anticipated operation time of the various detectors allows simultaneous observation through a multi-detector network of TianQin [111, 112] and LISA [75], as well as a multi-band network of TianQin and ET [113]. Thus, we study how such networks might be used to better constrain the Hubble constant.

This paper is organized as follows. In sect. 2, we present the cosmological analytical framework and the methods needed to spatially localize GW sources and weight candidate host galaxies. In sect. 3, we introduce the necessary astrophysical context for the simulations and present the method for simulating observational data. In sect. 4, we illustrate the constraint processes of the cosmological parameters and show the constraint results on the Hubble constant. In sect. 5, we discuss several critical concerns raised by the analyses and simulations. In sect. 6, we summarize our results and discuss the need for additional research.

2 Methodology

Throughout the work, we adopt a spatially-flat Lambda cold dark matter (ΛCDM) cosmology. The Hubble parameter, which describes the expansion rate of the scale factor in the late Universe, can be expressed as:

\[ H(z) = H_0 \sqrt{\Omega_m (1 + z)^3 + \Omega_k + \Omega_l} \]  

(1)

where \( H_0 \equiv H(z = 0) \) is the Hubble constant that describing the current rate of expansion, and \( \Omega_m, \Omega_k, \Omega_l = 1 - \Omega_m \) are the fractional densities of total matter and dark energy with respect to the critical density \( \rho_c = 3H_0^2/(8\pi G) \) (where \( G \) is
Newton’s gravitational constant). According to this cosmology predicts that the luminosity distance $D_L$ of a source with redshift $z$ is

$$D_L = c(1+z) \int_0^z \frac{1}{H(z')} dz',$$

(2)

where $c$ is the speed of light in a vacuum. Throughout this work, we utilize the injected true numbers $H_0 = 67.8 \text{ km s}^{-1} \text{ Mpc}^{-1}$ and $\Omega_M = 0.307$ [2].

2.1 Standard siren and dark standard siren

The two polarizations of GW signal of an inspiralling binary with component masses $m_1$ and $m_2$ can be described as [114]:

$$h_s(t) = \left( \frac{GM_1}{c^2} \right)^{5/3} \left( \frac{\pi f(t)}{c} \right)^{2/3} \frac{2(1 + \cos^2\iota)}{D_L} \cos(\Psi(t, M_1, \eta)), (3a)$$

$$h_l(t) = \left( \frac{GM_1}{c^2} \right)^{5/3} \left( \frac{\pi f(t)}{c} \right)^{2/3} \frac{4 \cos \iota}{D_L} \sin(\Psi(t, M_1, \eta)), (3b)$$

where $M_1 = (1+z)M = (1+z)(m_1m_2)^{3/5}/(m_1 + m_2)^{1/5}$ is the redshifted chirp mass (with a perfect degeneracy between the redshift and the physical mass), $\eta = m_1m_2/(m_1 + m_2)^2$ is the symmetric mass ratio, $\iota$ is the inclination angle of the binary orbital angular momentum relative in the line of sight, and $\Psi(t, M_1, \eta)$ is the phase of the GW signal. Notably, the overall amplitude is determined solely by the redshifted chirp mass, the inclination, and the luminosity distance. By observing the GW phase evolution, the mass parameter $M_1$ can be reliably estimated, and the inclination angle can be determined by observing the amplitude ratio of different polarizations. Therefore, compact binary coalescences are referred to as “standard sirens”, as it is possible to infer the luminosity distance $D_L$ directly from the GW data.

To determine the cosmological parameters, one must still have redshift information, which the GW data analysis can only supply infrequently. The next section discusses several methods for obtaining redshift information [115]:

- The EM counterpart. The coalescence of BNS and neutron star-black hole binaries (NSBHs) are frequently accompanied by EM radiation such as short Gamma ray bursts [35, 116, 117] or kilonovae [118-120], the redshift can be measured directly [31, 37, 39].
- The “dark standard siren”. Galaxies are clustered on a small scale. Assuming the GW sources are linked with a host galaxy, one can obtain a statistical understanding of the redshift from galaxy information even in the absence of an EM counterpart [43, 44, 46, 48, 50, 87, 95, 96, 98].
- The neutron star mass distribution. EM observations, which deduced a relatively narrow distribution for neutron star masses in BNSs. This intrinsic distribution can be exploited to overcome the mass-redshift degeneracy [47, 61, 65, 121].

- The tidal deformation of the neutron stars. During coalescence, a compact object with finite size will experience tidal deformation, resulting in phase correction of the GW waveform. Because the degree of tidal deformation is determined by both the intrinsic mass and the equation of the state of the neutron star, the correcting phase can overcome the mass-redshift degeneracy [63, 64].

- The cross-correlation method. After EM observations have mapped the spatial distribution of the galaxies in redshift space, and GW detections can also map out the spatial distribution of the GW events in luminosity distance space, then the cross-correlation of spatial distributions between the galaxies and the GW sources can be used to extract redshift information [51, 122-125].

- Other methods. There are also efforts to use the mass distribution of the SBBH population [49, 72], the intrinsic redshift probability distribution of compact binary mergers [126, 127], and high-order correction of the GW waveform phase caused by cosmic acceleration [128-130], to break the degeneracy and obtain the redshift information.

In this work, we consider the dark standard siren scenario with SBBHs to constrain the Hubble constant $H_0$.

2.2 Bayesian framework

We adopt a Bayesian analytical framework to estimate cosmological parameters using the data from the dark standard siren and the catalogs of survey galaxies [10, 37, 38, 92]. Consider a set of GW detection data composed of $N$ GW events $D_{GW} \equiv (d_{GW}^1, d_{GW}^2, \ldots, d_{GW}^N)$ as well as the corresponding EM observation data set $D_{EM} \equiv (d_{EM}^1, d_{EM}^2, \ldots, d_{EM}^N)$, the posterior probability distribution of the cosmological parameter set $H \equiv (H_0, \Omega_M)$ is given by

$$p(H|D_{GW}, D_{EM}, I) = \frac{p_0(H|I)p(D_{GW}, D_{EM}|H, I)}{p(D_{GW}, D_{EM}|I)}, (4)$$

where $p_0(H|I)$ is the prior probability distribution for $H$, $I$ indicates all the relevant background information. The normalization factor $p(D_{GW}, D_{EM}|I)$ from which is independent of $H$ is also known as Bayes evidence. Therefore, we can derive from

$$p(H|D_{GW}, D_{EM}, I) \propto p_0(H|I) \prod_i \text{p}(d_{GW}^i, d_{EM}^i|H, I). (5)$$
For a GW event, with the corresponding GW data \(d^c_{\text{GW}}\) and the EM data \(d^c_{\text{EM}}\), the likelihood can be expressed as:

\[
p(d^c_{\text{GW}}, d^c_{\text{EM}} | \mathbf{H}, I) = \frac{\int p(d^c_{\text{GW}}, d^c_{\text{EM}}, D_L, z, \alpha, \delta | \mathbf{H}, I) \prod D_L \, dz \, d\alpha \, d\delta}{\beta(\mathbf{H}|I)},
\]

where \(\alpha\) and \(\delta\) represent the longitude and latitude, respectively. To eliminate systematic biases due to the selection effect, we introduced a correction term \(\beta(\mathbf{H}|I)\) as the denominator [10, 37, 131]. The integrand in the numerator of eq. (6) can be factorized as:

\[
p(d^c_{\text{GW}}, d^c_{\text{EM}}, D_L, z, \alpha, \delta | \mathbf{H}, I) = p(d^c_{\text{GW}} | D_L, z, \alpha, \delta, \mathbf{H}, I) p(D_L | z, \alpha, \delta, I) p(D_L | z, \alpha, \delta, I) p(z, \alpha, \delta | \mathbf{H}, I),
\]

where \(p_0\) represents the prior.

Assuming that the GW noise is Gaussian and stationary, one has [132]

\[
p(d^c_{\text{GW}} | D_L, \alpha, \delta, I) = \int p(d^c_{\text{GW}} | D_L, \alpha, \delta, \theta', I) \, d\theta'
\]

\[
= \int \exp \left(-\frac{1}{2} \langle d^c_{\text{GW}} - h(D_L, \alpha, \delta, \theta') | d^c_{\text{GW}} - h(D_L, \alpha, \delta, \theta') \rangle \right)
\]

\[
\times d\theta',
\]

where \(\langle \rangle\) is the inner product as defined in eq. (18), \(h\) is the waveform of the GW signal, and \(\theta'\) represents the parameters of the GW source that is unrelated to the cosmological inference. It should be noted that we marginalize over the parameters of the GW source parameters that are not directly related to the constraining cosmological parameters, such as the inclination angle \(i\). For the dark standard siren scenario, since we assume no EM signal associated with the GW event, we set \(p(d^c_{\text{EM}} | z, \alpha, \delta, I) = \text{const.}\) [10, 38]. We assume that \(p_0(D_L, z, H, I) \equiv \delta(D_L - \hat{D}_L(z, H))\) under the cosmology, where \(\hat{D}_L(z, H)\) is defined in eq. (2).

In the EM observations, the sky localization of the galaxy is very accurate (relative to the sky localization of GW source), and for a galaxies catalog from a photometric sky survey, the prior \(p_0(z, \alpha, \delta | H, I)\) in eq. (7) can be expressed as:

\[
p_0(z, \alpha, \delta | H, I) = \sum_{j=1}^{N_{\text{gal}}} W_j P(x | \sigma_x) \delta(\alpha - \alpha_j) \delta(\delta - \delta_j),
\]

where \(N_{\text{gal}}\) is the total number of the galaxies catalog, and \(P(x | \sigma_x)\) is a Gaussian distribution on \(x\), with expectation \(x\) and standard deviation \(\sigma_x\), \(x = (z, L)\), and \(W_j\) is the weight of galaxy, reflect a priori confidence that the galaxy could host a compact binary. While the metallicity, morphology, and rate of star formation could be different by a lot, one can assume that the potential for each galaxy to host a compact binary is the same, i.e., \(W_j = 1/N_{\text{gal}}\). Alternatively, one may expect the compact binary merger rate to be proportional to the galaxy stellar mass \(M\), which is in turn related to its luminosities in various bands, i.e., \(W_j \propto M_j = \hat{M}(P(L_{\text{I}}, \sigma_{L_{\text{I}}}), P(L_{\text{J}}, \sigma_{L_{\text{J}}}), ..., P(L_{\text{K}}, \sigma_{L_{\text{K}}}), ..., P(L_{\text{J}}^{N_{\text{band}}}, \sigma_{L_{\text{J}}^{N_{\text{band}}}}))\), where \(L_{\text{I}}\) and \(\sigma_{L_{\text{I}}}\) are the mean value and standard deviation, respectively, of the luminosity of \(j\)-th galaxy in \(k\)-th band. The variable \(N_{\text{band}}\) represents the total number of bands in the photometric sky surveys, and more details about the function \(\hat{M}(...)\) is described in sect. 2.4.

Taking the preceding analysis into account, substituting eq. (7) into eq. (6) and marginalizing over the parameter \(D_L\), eq. (6) becomes

\[
p(d^c_{\text{GW}}, d^c_{\text{EM}} | \mathbf{H}, I) = \int p(d^c_{\text{GW}} | D_L(z, H), \alpha, \delta, I) p(D_L(z, H), \alpha, \delta | I) \, dz \, d\alpha \, d\delta
\]

\[
= \int p(d^c_{\text{GW}} | D_L(z, H), \alpha, \delta, I) \, dz \, d\alpha \, d\delta
\]

\[
\frac{\beta(\mathbf{H}|I)}{eta(\mathbf{H}|I)}.
\]

Following the statistical method presented in ref. [92] for evaluating the survey galaxies catalog’s selection biases, we use a smooth prior distribution of the catalog redshift as:

\[
p_c(z, H, I) = \frac{1}{2\Delta z} \int_{(z-\Delta z)}^{(z+\Delta z)} \int_{4\pi} \int_{4\pi} p_0(z', \alpha, \delta | H, I) \, d\alpha \, d\delta \, dz',
\]

where \(\Delta z\) is chosen to be much larger than the redshift interval of the galaxy clusters. The correction term \(\beta(\mathbf{H}|I)\) in eq. (10) can be written approximately as:

\[
\beta(\mathbf{H}|I) \approx \int p(d^c_{\text{GW}} | D_L(z, H), I) p_c(z | H, I) \, dz.
\]

Notice that for catalogs that are composed of from multiple sources, like the GLADE catalog [133], in order to maintain self-consistency, one needs to take extra care to deal with the selection effects \(p_c(z | H, I)\) separately for different sources.

2.3 Localization and distance of GW source

For regular triangular space-borne GW detectors like Tian-Qin and LISA, the recorded signal can be expressed as [76, 83]:

\[
h(t) = \frac{\sqrt{3}}{2} \left(F^+ (t) h_x(t + t_b) + F^\times (t) h_x(t + t_b)\right),
\]

\[
t_b = -\frac{R_0}{c} \sin \theta^\prime \cos (\phi - \phi^\prime),
\]

\[
h(t) = \frac{\sqrt{3}}{2} \left(F^+ (t) h_x(t + t_b) + F^\times (t) h_x(t + t_b)\right),
\]

\[
t_b = -\frac{R_0}{c} \sin \theta' \cos (\phi - \phi'),
\]
where \( t \) is the heliocentric coordinate system (HCS) time, \( t_p \) is the delay time between the solar system barycenter to the detector, \( R_0 = 1 \) AU, the primed angles \( \hat{\theta}_t \) and \( \hat{\phi}_t \) are the altitude and azimuth of the GW source in the HCS respectively, quantities related to the source are labeled with subscript “S”, the ones related to the detector are labeled with subscript “D”. We have \( \hat{\phi}_t(t) = 2\pi T \phi + \phi_0 \), where \( T = 1 \) yr is the orbital period of the detector around the Sun, \( \phi_0 \) is the initial orbital phase of the detector at \( t = 0 \). In the relatively low frequency region, \( f < f_s = c/(2\pi L) \) (where \( L \) is the arm length of the interferometer), the antenna pattern functions \( F^s, \times (t) \) can be approximately expressed as [134]:

\[
F^s(t) = \frac{1}{2} \left[ 1 + \cos^2 \theta_t(t) \right] \cos 2\hat{\phi}_t(t) \cos 2\hat{\psi}_t(t) - \cos \theta_t(t) \sin 2\hat{\phi}_t(t) \sin 2\hat{\psi}_t(t),
\]

\[
F^s(t) = \frac{1}{2} \left[ 1 + \cos^2 \theta_t(t) \right] \cos 2\hat{\phi}_t(t) \sin 2\hat{\psi}_t(t) + \cos \theta_t(t) \sin 2\hat{\phi}_t(t) \cos 2\hat{\psi}_t(t),
\]

where \( \theta_t(t), \hat{\phi}_t(t), \) and \( \hat{\psi}_t(t) \) are the altitude, azimuth, and polarization angles, respectively, in the detector-based coordinate system \( t \). In comparison with eqs. (15a) and (15b), the azimuth angle of the antenna pattern functions the second independent channel differ by \(+\pi/4\) for TianQin and LISA; and by \(+\pi/3\) and \(+\pi/3\) for the second and third independent laser interferometer, respectively, for ET reference [135]. This difference is due to the fact that ET unlike space-borne detectors, uses an independent interferometer. The variation of \( \theta_t(t), \hat{\phi}_t(t), \) and \( \hat{\psi}_t(t) \) with time dependent on the motion of the detector in space, the detailed description of the detector’s response to the GW signals can be found in refs. [83, 136] for TianQin, in refs. [137, 138] for LISA, and in refs. [56, 139] for ET.

Notice that although in the relatively high frequency range of \( f \geq f_s \), the low frequency limit is no longer valid for TianQin and LISA, and the sensitivity would drop in higher frequencies. It will cause some complexity for data analysis. However, as long as we absorb the effect into the sensitivity curve, the majority of the conclusions discussed in our study remain intact [78, 83, 140]. Moreover, a full analytical formula for the frequency response of a space-based detector is given in ref. [141].

With \( N \) independent detectors observing the same GW source, the GW signals detected by different detectors can be collectively expressed as a vector,

\[
h = [h_1, h_2, \ldots, h_k, \ldots, h_N]^T,
\]

where \( h_k \) represents the GW strain recorded by the \( k \)-th detector. The total SNR \( \rho \) of a GW source provided by multiple independent detectors is defined as:

\[
\rho = \sqrt{\langle h | h \rangle},
\]

where the inner product is defined as [132, 142]:

\[
\langle h | h \rangle = \sum_k \langle h_k | h_k \rangle \equiv \sum_k 4\Re \int_0^\infty \tilde{h}_k^*(f) \tilde{h}_k(f) \frac{df}{S_{n,k}(f)},
\]

\[
\tilde{h}_k(f) = \text{Fourier transform of } h_k(t), \quad \ast \text{ represents complex conjugate}, \quad \text{and } S_{n,k}(f) \text{ is the sensitivity curve functions of the } k \text{-th detector. The sensitivity curves of TianQin [78, 83], LISA [140], and ET (ET-D) [56, 113, 143] are shown in Figure 1.}

For a GW source characterized by a parameter set of \( \theta \equiv (M_c, \eta, D_L, \alpha, \delta, t_0, \Psi_c, \psi) \) detected from multiple independent detectors, the Fisher information matrix (FIM) can provide a Cramér-Rao lower bound on the parameter estimation uncertainty [144]. The FIM is defined as follows:

\[
\Gamma_{mm} \equiv \left( \frac{\partial h}{\partial \theta_m} \right) \left( \frac{\partial h}{\partial \theta_n} \right) = \sum_k \left( \frac{\partial h_k}{\partial \theta_m} \right) \left( \frac{\partial h_k}{\partial \theta_n} \right),
\]

where \( \theta_m \) indicates the \( m \)-th parameter of the GW event. The covariance matrix \( \Sigma \) equals to the inverse of the FIM, \( \Sigma = \Gamma^{-1} \), we can adopt \( \Delta \theta_m = \sqrt{\Sigma_{mm}} = \sqrt{(\Gamma^{-1})_{mm}} \) as the estimation error of the parameter, with the sky localization error being \( \Delta \Omega = 2\pi \sin \delta \sqrt{\Sigma_{\alpha \delta} \Sigma_{\alpha \delta} - \Sigma^2_{\alpha \delta}} \).

2.4 Galaxy weighting

Assuming that the formation rate of the SBBH per unit stellar mass is uniform across all galaxies, we can expect that the probability of a galaxy hosting the SBBH is proportional to its total stellar mass.

The \( K \)-band luminosity is a commonly used parameter to account for the galaxy’s mass. The \( K \)-band is commonly accepted to trace the galaxy’s old stellar population and, thus,

\[\text{Figure 1 (Color online) Anticipated sensitivity curves for TianQin (red line), LISA (black line), and ET-D (green line). Additionally, the amplitude spectra densities } \sqrt{\tilde{f}} \langle \tilde{h} \rangle \text{ of GW180914 [14] (cyan line), GW190521 [23] (blue line), and GW190814 [34] (magenta line) detected by Advanced LIGO and Virgo, assuming a 5 years merger time.}\]
is approximately proportional to the galaxy's stellar mass, as well as being weakly correlated with the galaxy's color [145, 146]. Following this logic, the $K$-band luminosity weighting method was applied to the dark standard siren cosmological analysis using LIGO&Virgo data [36, 38, 50] 1).

In this work, we aim to adopt a different approach to improve the galaxy weighting process in order to obtain more accurate cosmological parameter estimation. This is achieved by deriving the galaxy stellar masses from the multi-band photometry of the galaxy samples.

2.4.1 Galaxy sample and the completeness of the catalog

We use the Gravitational Wave Events in Sloan (GWENS) galaxy catalog 2) [36], which has been assembled on purpose for the EM-GW multimessenger observations. It uses the Sloan Digital Sky Survey (SDSS) Data Release 14 (DR14) [147], which maps over 45 million galaxies, covering a quarter of the whole sky. The GWENS catalog provides photometric information in five bands of *ugriz* for all galaxies, corresponding to *eModel* magnitudes (see SDSS DR14 paper [147]) corrected for Galactic extinction from [148]. Additionally, the GWENS catalog contains photometric redshifts (photo-$z$) for the majority of the sample (about 98.5%) and spectroscopic redshifts for a small portion.

The completeness of a galaxy catalog plays a vital role in the dark standard of siren study. Figure 2 shows the relative completeness fraction of the GWENS catalog at different redshifts. This is obtained by using the galaxy luminosity distribution within $z < 0.05$ as the fiducial distribution, assuming that galaxies are distributed uniformly in the co-moving volume, and neglecting the evolution of the galaxy luminosity distribution with redshift. According to previous GW forecast studies [83] conclude that the SBBH inspirals detectable by TianQIn are mainly concentrated in the $z < 0.2$, region with the highest redshift not exceeding $z = 0.3$. The GWENS catalog has a relative completeness fraction of around 0.63 at $z = 0.2$ and 0.37 at $z = 0.3$ in terms of the number of galaxies; however, in terms of the total luminosity contributed by galaxies, the relative completeness fraction remains above 0.9 at $z = 0.2$ and equal to or greater than 0.8 at $z = 0.3$. These levels of relative completeness ensure that the majority of host galaxies for GW sources are included in the list, and the GWENS catalog meets our requirements. There exist other galaxy catalogs available, such as the GLADE catalog [133] and the DES catalog [149-151]; however, we chose the GWENS catalog due to its higher completeness and broader sky coverage.

![Figure 2](Color online) The solid and dashed black lines represent completeness fractions of the GWENS catalog relative to local values, in terms of number and luminosity (in $z$-band), respectively. The blue line represents the probability distribution of simulated detectable GW events, with the scales shown on the right side.

2.4.2 Stellar masses

Galaxy masses are calculated using Le Phare, a widely used spectral energy distribution (SED) fitting software [152,153]. Le Phare matches observed galaxy colors to predicted colors using a set of theoretical SED libraries derived from simple stellar population models, characterized by a series of stellar parameters such as age $\tau$, metallicity $Z$, and a star formation history. The SED is convolved with the filter transmission curves (including instrument efficiency) adopted for the specific observation dataset in order to provide synthetic luminosities in the chosen bands. The best-fit parameters are obtained via minimizing the $\chi^2$ difference between the synthetic color SED and the photometric data. The input data set is made up of multi-band photometric magnitudes from the GWENS catalog [36]. The output data set consists of the best stellar population parameters, such as age, metallicity, rate of star formation, and stellar mass. We adopt stellar templates from ref. [154] in the simple stellar population models, together with an initial mass function from ref. [155] and an exponentially decaying star formation history.

We use a diverse collection of models with three metallicities (0.005Z$_{\odot}$, Z$_{\odot}$, and 2.5Z$_{\odot}$) and different ages ($\tau \leq \tau_{\text{max}}$), with the maximum age $\tau_{\text{max}}$, set by the age of the Universe at the redshift of the galaxy, with a maximum value at $z = 0$ of 13.5 Gyr. We also consider internal extinction using the models from ref. [156]. Finally, in the Le Phare run, we fix the galaxy redshift to the median of the probability density function of photo-$z$ reported in the GWENS catalog to reduce degeneracies between redshift and galaxy colors. Figure 3 shows the final distribution of stellar masses for the

---

1) The $B$ band luminosity information is also used, which reflects the star formation rate of the galaxy.

2) The GWENS catalog is available at https://astro.ru.nl/catalogs/sdss_gwgskeat.
3.1 Stellar-mass black hole binary signals

We adopt the "Power Law + Peak" model to populate the SBBH simulation [160]. Based on the 50 GW events published by the first (GWTC-1) [20] and the second Gravitational-Wave Transient Catalog (GWTC-2) [25], this mode has been associated with the highest Bayesian factor [160]. The model includes a power-law mass distribution for the primary component, with a smooth truncation at the lower mass limit and a Gaussian peak at the high mass end to account for the pile-up effect of pulsational pair-instability supernovae [160, 161]. The mass ratio \( q \), which describes the ratio between the secondary component mass and the primary component mass, is modeled by a power law [162-164], \( p(q|m_1) \propto q^\beta_1 \), and \( \beta_q = 1.3^{+1.8}_{-1.6} \) [160]. According to ref. [160], we adopt the associated SBBH merger rate as \( \dot{\mathcal{R}}_{\text{SBBH}} = 5.8^{+5.4}_{-3.2} \text{Gpc}^{-3} \text{yr}^{-1} \), which assumes that \( m_1 \geq 2M_\odot \) and includes GW190814.

Moreover, we ignore the spins of inspiralling SBBHs because the black hole spin effect has a negligible effect on the GW cosmology study [165, 166]. The eccentricity of the SBBH, which is not well constrained by LIGO and Virgo observations, should have non-negligible effects on space-borne GW detections. Throughout this work, we set the eccentricity to \( e_0 = 0.01 \) at GW frequency equal to 0.01 Hz as a representative value [83, 166].

Furthermore, we assume that SBBHs are uniformly distributed in the co-moving volume. Each GW event is hosted randomly in a galaxy from the GWENS catalog, assuming that the probability of each galaxy being hosted by a GW event is proportional to its total stellar mass. The orientation parameter distribution is chosen to be isotropic, i.e., \( \alpha \in [0, 2\pi], \cos \delta \in [-1, 1], \alpha_\odot \in [0, 2\pi], \text{ and } \cos \delta_\odot \in [-1, 1] \); the spins are fixed at \( \chi_{1,2} = 0 \); the remaining parameters are assumed to obey uniform distribution, \( t_0 \in [0, 20] \text{ yr} \), and \( \Phi_0 \in [0, 2\pi] \). Finally, we produce the simulated GW signals with the IMRPhenomPv2 wave-form [167].

3.2 Detections with GW detectors

In this work, we investigate different detector configurations, including those using space-borne and ground-based GW detectors, as described below,

- TianQin: the default situation in which three satellites form a constellation and operate in a "3 months on +3 months off" mode, with a mission life time of 5 years [74];
- TianQin I+II: twin constellations of satellites with per-
pendicular orbital planes, that operates in a relay mode and can avoid the 3 months gap in data [78, 83, 168]:

- TianQin+LISA: a multi-detector GW detector network of TianQin and LISA, we adopt LISA configuration according to refs. [75, 140], and considering 4 years of overlap in operation time;
- TianQin I+II+LISA: similar to above but with the TianQin I+II configuration considered;
- TianQin+ET: a multi-band GW detector network of TianQin and ET, with 5 years of overlap in operation time, we adopt ET configuration according to refs. [55, 113, 143], and assume they will continue operating for 15 years after the end of the TianQin mission;
- TianQin I+II+ET: similar to TianQin+ET but with the TianQin I+II configuration considered.

In Table 1, we list the anticipated detection rates with respect to different detection thresholds for SBBH inspirals that merge within 20 years from the start of TianQin detection. Throughout this work, we adopt two SNR thresholds for different detector configurations, one with $\rho_{\text{det}} = 8$ for space-borne GW detectors [82, 83], including TianQin, TianQin I+II, TianQin+LISA, and TianQin I+II+LISA; and the other with $\rho_{\text{det}} = 5$ for multi-band GW detectors [103, 106], such as TianQin+ET and TianQin I+II+ET. It is worth mentioning that, for sources with $\rho \geq 5$ detected with space-borne GW detectors/networks, they can all be detected by ET with $\rho \geq 20$, as long as ET is operating when they merge. Therefore we do not list the detection rate of ET separately in Table 1, and we do not consider GW sources that can only be detected by ET in this work.

The precision of the Hubble constant constrained by GW signals from SBBHs mainly depends on the spatial localization errors of the GW sources. In Figure 4, we illustrate the marginalized distribution on relative error of luminosity distance $\sigma_{D_L}/D_L$ and sky localization $\Delta \Omega$. Due to the fact that GW events are useful for reconstructing the "$D_L$-$z$ relation" only when the luminosity distance can be reasonably estimated, we only include the GW sources with $\sigma_{D_L}/D_L < 0.6$ (approximately corresponding to $\Delta D_L/D_L < 1$ at the confidence level of 90%) for consideration in this work.

We observe that for events detected by TianQin or TianQin I+II, the relative error of the luminosity distance for most GW sources is greater than 0.1, but the sky position of most GW sources can be localized to better than 1 deg$^2$. The network of TianQin (or TianQin I+II) and LISA can marginally improve the spatial localization of the GW sources. This is because TianQin has better sensitivity than LISA at higher frequencies, which is where the SBBH inspiral signals are concentrated.

On the other hand, for ET-detected events, due to the time-dependent modulation of antenna beam-pattern related to the Earth’s rotation, a typical sky localization error is at the level of $10^2$–$10^3$ deg$^2$. Noting the strong degeneracy between sky localization and luminosity distance, because the polarization angle of a GW signal is dependent on the relative position of the GW source and the detector, such a large sky localization error results in a large uncertainty on polarization, which translates into a large uncertainty on inclination angle and eventually on luminosity distance. Although the majority of GW signals detected by ET have a high SNRs (on the order of $10^2$–$10^3$), the typical relative error on the luminosity distance is about 0.1.

Of course, the multi-band GW cosmology is only meaningful if one can identify the common origin of a binary from both frequency bands. Fortunately, this can be achieved thanks to the excellent parameter recovery ability in either frequency band. Two binary black hole signals that share highly consistent merging time ($\Delta t < 1$ s), location ($\Delta \Omega < 1$ deg$^2$), mass ($\Delta M_t = M_0 - 10^3$), and distance ($\Delta D_L, D_L 10^{-1}$) can be easily identified as the same binary [83]. Even in the pessimistic scenario that the SNR in TianQin band is too weak for independent detection, the archival search methods [102, 103, 106] can be used to find the signal. Searching for archive data triggered by ET detections is a very practical way to achieve multi-band identification.

One remarkable conclusion we can draw from Figure 4 is that the multi-band GW detection can significantly improve the estimation precision of the luminosity distance. Accu-

| SNR threshold | Total detection rate |
|---------------|----------------------|
| $\rho \geq 5$  | 44.2$^{+0.8}_{-0.1}$ | 111.6$^{+10.1}_{-2.3}$ | 74.2$^{+0.3}_{-0.2}$ | 155.9$^{+12.4}_{-15.2}$ | 245.8$^{+23.4}_{-26.1}$ |
| $\rho \geq 8$  | 10.8$^{+0.1}_{-0.1}$ | 28.6$^{+0.6}_{-0.4}$ | 16.8$^{+0.4}_{-0.2}$ | 38.3$^{+0.1}_{-0.1}$ | 63.8$^{+0.7}_{-0.2}$ |
| $\rho \geq 12$ | 3.0$^{+0.1}_{-0.1}$ | 7.8$^{+0.4}_{-0.3}$ | 4.6$^{+0.4}_{-0.3}$ | 10.6$^{+0.2}_{-0.2}$ | 17.5$^{+0.7}_{-0.3}$ |

a) A conservative SNR threshold [83].
rate GW detection from space-borne detectors can provide very precise sky localization, breaking the degeneracy between sky localization and luminosity distance for ground-based detectors. The relative error on luminosity distance can be improved by one order of magnitude compared with TianQin/LISA and by half an order of magnitude compared with ET.

### 3.3 Statistical redshift

The spatial localization information of the GW source cannot be directly used to select candidate host galaxies of the GW source. The possible range of luminosity distance \( [D_L^-, D_L^+] \equiv [(\bar{D}_L - 2\sigma_D), (\bar{D}_L + 2\sigma_D)] \) (where \( \bar{D}_L \) is the mean value) needs to be converted into the possible range of redshift \([z^-, z^+]\) first. The candidate host galaxies are then selected from the survey galaxy catalog using the redshift-space error box. This conversion depends on both a specific cosmological model and the prior of the corresponding cosmological parameters. We convert the luminosity distance range into the redshift possible range under the standard ΛCDM model, with the prior of \( H_0 \in [30, 120] \) km s\(^{-1}\) Mpc\(^{-1}\) and \( \Omega_M \in U[0.04, 0.6] \). The conversion relation is given by

\[
D_L = c (1 + z^-) \int_0^{\infty} \frac{1}{H'(z')} dz',
\]

\[
D_L' = c (1 + z^+) \int_0^{\infty} \frac{1}{H'(z')} dz',
\]

where \( H'(z) \) and \( H'(z) \) are the specific Hubble parameter realizations that minimize and maximize eq. (1) within the prior of both \( H_0 \) and \( \Omega_M \).

In our simulation, we obtain the candidate host galaxies of the GW source from the GWENS catalog. To properly account for the redshift uncertainty, we consider two factors: (1) The redshift information of galaxy in the catalog is almost all photo-z, including non-negligible photo-z error \( \Delta z_{\text{photo}} \); (2) due to the peculiar velocity of galaxies, the observed spectroscopic redshift \( z_{\text{obs}} \) is different from the cosmological redshift \( z \), and we denote this redshift error \( \Delta z_{\text{pv}} \equiv z_{\text{obs}} - z \). In general, \( \Delta z_{\text{photo}} \gg \Delta z_{\text{pv}} \), so the final boundary of the redshift of candidate host galaxies is defined as \( [z_{\text{min}}, z_{\text{max}}] = [(z^- - \Delta z_{\text{photo}}), (z^+ + \Delta z_{\text{photo}})] \).

The final spatial localization error box of candidate host galaxies is defined by \( 4\Delta \Omega \times [z_{\text{min}}, z_{\text{max}}] \) (the factor of 4 corresponds to the 2σ confidence level for the GW sky localization). For a small number of galaxies with spectroscopic redshift, we discard \( \Delta z_{\text{photo}} \) and approximate \( \Delta z_{\text{pv}} \approx (1 + z_{\text{obs}})\langle v_p \rangle /c \), assuming \( \langle v_p \rangle = 500 \) km/s \([169]\). The impact of peculiar velocities and their reconstruction on the estimation of \( H_0 \) has been studied in refs. \([169-172]\), and it is possible to eliminate the redshift error \( \Delta z_{\text{pv}} \) for nearby galaxies.

To obtain the statistical redshift distributions of GW sources, for each galaxy in the localization error box, we adopt the following two methods:

- fiducial method: assigning equal weight regardless of its position and luminosity;
- weighted method: assigning a weight that accounts for both its positional and luminosity-related information.

When the sky localization from GW detection is described by a covariance matrix \( \Sigma_{ab} \), the positional weight of a galaxy at location \( (\sigma_j, \delta_j) \) is defined as \( W_{pos} \propto \exp\left\{ -\frac{1}{2} \left[ (\sigma_j - \bar{\sigma}, \delta_j - \bar{\delta}) \Sigma_{ab}^{-1} (\sigma_j - \bar{\sigma}, \delta_j - \bar{\delta})^T \right] \right\} \), where \( (\bar{\sigma}, \bar{\delta}) \)
are the best measured values of the sky localization. Meanwhile, we apply a luminosity-related weight corresponding to total stellar mass of the galaxy, which is derived using multi-band photometric information through the Le Phare software (see sect. 2.4 for details).

Figure 5 illustrates an example localization of a SBBH GW signal and the impact of different weighting methods as well as redshift (photometric or spectroscopic) on the final redshift estimation of the SBBH. While the sky localization of GW source is insufficiently precise to uniquely identify the host galaxy in the absence of an EM counterpart; more accurate sky localization can eliminate the interference of many polluting galaxies. The left panel shows the advantage of the more accurate sky localization of TianQin I+II over TianQin in selecting the galaxies; the middle panels show the different distributions of the statistical redshifts for the two detector configurations. One can conclude that with fewer candidate host galaxies, the true host galaxy's redshift becomes more significant. Additionally, the distribution of redshift determined by photometric data appears to be more smooth due to large photo-z error, whereas the distribution determined by spectroscopic data shows larger fluctuations, implying a greater potential for constraining the Hubble constant. Notably, because the quality of the statistical redshift distribution for the host galaxy is mainly dependent on the spatial localization precision provided by the GW detection, we do not repeat the above illustration for other configurations where the sky localization is not significantly different.

It is slightly counter-intuitive that improved sky localization would result in a worse redshift estimate. This is because the photo-z estimate for any single galaxy is usually accompanied by a sizeable random error. When the GW signal is localized to a larger area, it involves a greater number of galaxies, and the intrinsic clustering of galaxies effectively averages out the random error. On the other hand, such averaging is less effective for more accurate sky localization. However, we anticipate that future detections will trigger an interest in a comprehensive survey of galaxies within the GW localization error box. Therefore, we expect that for events with a spatial resolution of less than $\Delta \Omega < 0.1 \text{ deg}^2$, spectroscopic redshift will be available for galaxies with an apparent magnitude $m_{\text{app}} \leq -21 \text{ mag}$ [173]. In practice, we simply adopt the median value of the photo-z as the "true" value of the spectroscopic redshift.

4 Results

To extract the Hubble constant from the dark standard sirens,
we use a Markov chain Monte Carlo (MCMC) algorithm—
emcee package, which is a Python implementation of an
affine-invariant MCMC ensemble sampler [174, 175]. In Fig-
ure 6, we illustrate how to estimate cosmological parameters
using the SBBH GW detections of TianQin I+II. We dem-
strate that although a single event may suffer from large un-
certainties due to its inability to identify the host galaxy, but
a number of events can cancel out the random error and result
in a more precise estimate of the Hubble constant.

Because of the uncertainty related to the luminosity dis-
tance, the redshift (Δz_{\text{photo}} and Δz_{\text{pe}}), and the cosmological model, a single GW event is frequently associated with a
large number of galaxies with a wide range of redshifts (see eqs.
(20a) and (20b)), which are shown as the horizontally
distributed dots in Figure 6. After constraining cosmologi-
cal parameters, the redshift range of candidate host galaxies
of the GW source will be considerably reduced, which is re-
ferred to as posterior redshift. The candidate host galaxies
within the posterior redshift range ultimately determine the
precision with which cosmological parameters can be esti-
mated. The other candidate host galaxies outside the pos-
terior redshift are just interference sources, and we cannot
exclude them when the cosmological parameters are not con-
strained.

The results of constraints on $H_0$ using SBBH GW signals
are shown in this section for different detector configurations,
including TianQin, TianQin I+II, TianQin+LISA, TianQin
I+II+LISA, TianQin+ET, and TianQin I+II+ET. To alleviate
the random effect of random realization, we repeat the calcu-
lation on 48 random realizations with different random seeds
for each configuration and the two weighting methods. Fur-
thermore, when reporting the constraining on $H_0$, the result
is marginalized over $\Omega_M$ instead of being fixed at a specific
$\Omega_M$ value.

4.1 TianQin and TianQin I+II

The current studies of the population properties of SBBH
merger events observed by LIGO and Virgo have revealed
a large uncertainty in the merger rate of SBBHs [20, 25, 160,
162], which also results in large uncertainty in the prediction
of the detection rate of GW events derived from SBBHs. We
studied the variation of the constraint precision of $H_0$ with
the number of GW events in a range of 6 to 120 events to
avoid the influence of the detection rate of GW events on the
constraint precision of $H_0$ and fully display the potential
of detectors. The constraints on $H_0$ for TianQin and TianQin
I+II are shown in Figure 7. The uncertainty of $H_0$ shrinks as
the number of detected GW events increases. In comparison
to the fiducial method, the weighted method can improve the
constraining precision of $H_0$ by a factor of about 2.

TianQin can detect approximately 11 SBBH GW events
over 5 years of operation (as illustrated in Table 1), with
which one can constrain $H_0$ to a precision of approximately
36.8% using the fiducial method and approximately 30.9%
using the weighted method, respectively. Due to the small
number of GW events, the constraints on cosmological pa-
rameters are very imprecise. A typical constraint result of
the parameters $h$ ($h \equiv \frac{H_0}{100 \text{ km s}^{-1} \text{ Mpc}^{-1}}$) and $\Omega_M$ from Tian-
Qin using the weighted method is shown in the left plot of
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**Figure 6** (Color online) Example of fitting the “$D_L-z$ relation” based on the dark standard siren observations of TianQin I-II. The solid green line represents injected cosmological parameters $H_0$ and $\Omega_M$. The dotted-dashed red line represents the most probable cosmology, while the two shaded areas represent confidence intervals of 68.27% (1$\sigma$) and 95.45% (2$\sigma$), respectively. The black error bars represent measurement errors in determining the luminosity distance to GW sources. The median hollow black triangles in each error bar represent the mean of the $D_L$ measurement with random statistical deviation, while the solid black dot represents the true value of $D_L$. The horizontal colored dots represent the redshift of selected galaxies for that particular source. The color hues from blue to red show the logarithms of the total weights of galaxies, and we assigned a value to the $D_L$ of each candidate host galaxy equal to the true $D_L$ of the GW source.
The constraint on $H_0$ with TianQin I+II is tighter than that with TianQin, as shown in Figure 7. Given the same number of GW events and the weighting method of candidate host galaxies, TianQin I+II can significantly improve the constraint of $H_0$. This improvement is mainly due to the more accurate spatial localization provided by TianQin I+II, as shown in Figure 4. Using the fiducial method and the weighted method, approximately 28 GW events are expected to be detected by TianQin I+II, and the precision of $H_0$ is expected to be approximately 26.3% and 14.4%, respectively. A typical cosmological parameter estimation using the weighted method for TianQin I+II is shown in the right plot of Figure 8. The non-Gaussian tail of the posterior probability distribution of $H_0$ becomes shorter as the rate of GW detection increases and the spatial localization of GW sources becomes more precise. Additionally, when using SBBH GW events, either for TianQin or TianQin I+II,
there are no effective constraints on $\Omega_M$ parameter. It is worth noting that the precision of $H_0$ estimation with TianQin using the weighted method is higher than that obtained using the fiducial method with TianQin I+II, indicating that in comparison to improved spatial localization, the more accurate weighting method has a larger impact on $H_0$ estimation.

4.2 Multi-detector network of TianQin and LISA

We then analyze scenarios in which LISA is added to the detector network. In Figure 9, we show the dependence of the precision of $H_0$ versus detection numbers, assuming TianQin+LISA and TianQin I+II+LISA. Again we observe that increasing the number of detections results in a more precise $H_0$ measurement. In Figure 10, we give a representative joint posterior probability of $h$ and $\Omega_M$ using the weighted method under the expected total detection rates (see Table 1 for details). We notice that TianQin+LISA has very similar constraining power to TianQin I+II because the two detection configurations have very similar localization precisions.

![Figure 9](image1)

**Figure 9** (Color online) Dependence of constraint precision of $H_0$ on the numbers of GW events for TianQin+LISA (red) and TianQin I+II+LISA (cyan). The fiducial method and the weighted method are shown in solid and dashed lines, respectively. Each error bar represents a 68.27% interval generated by 48 independent simulations. For comparison, similar results for TianQin I+II (gray) are also shown. The lines have been slightly shifted to improve the visual presentation.
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**Figure 10** (Color online) Example posterior probabilities of the parameters $h$ and $\Omega_M$ calculated using the weighted method for TianQin+LISA (left) and TianQin I+II+LISA (right). Each plot represents the joint posterior probability of $h$ and $\Omega_M$, with contours representing confidence levels of 1$\sigma$ (68.27%) and 2$\sigma$ (95.45%), respectively; the upper show the marginalized posterior distribution of the same parameters, with the dashed lines representing the 1$\sigma$ credible interval. In each panel, the solid cyan lines mark the true values of the parameters.
(Figure 4). Meanwhile, TianQin I+II+LISA can reduce uncertainty on $H_0$ by half as a result of improved localization. On the other hand, neither of the two detector network configurations imposes any meaningful constraint on $\Omega_m$.

For TianQin+LISA (TianQin I+II+LISA), about 38 (64) GW events are expected to be detected, and the precision of $H_0$ can be constrained to approximately 25.2% (12.2%) and approximately 11.6% (4.1%) by using the fiducial method and the weighted method, respectively. Similar to the case of TianQin and TianQin I+II, the constraint of $H_0$ by TianQin+LISA using the weighted method is stronger than that by TianQin I+II+LISA using the fiducial method.

Space-borne GW detectors/networks have excellent sky localizing capabilities, which enables the constraints on the Hubble constant through the observation of SBBH inspirals. However, such SBBH inspiral GW signals are relatively quieter; the relatively lower SNR leads to a larger uncertainty on luminosity distance, $\sigma_D / D_L \geq 0.1$. This fact limits the expected precision of $H_0$ from the SBBH inspiral observation with space-borne detectors.

4.3 Multi-band detection with TianQin and ET

A multi-band GW observation of SBBHs can significantly improve the constraining on the Hubble constant under the dark standard siren scenario since the multi-band observation combines advantages of both space-borne and ground-based detectors. Space-borne GW detectors can provide accurate sky localization, while ground-based detectors’ high SNR enables more precise luminosity distance estimation. This combination results in a smaller localization error box that is less susceptible to contamination from neighbouring galaxies, resulting in a more precise estimation of the redshift.

In Figure 11, we present the dependence of constraint precision of $H_0$ versus different detection numbers, under the multi-band GW detector networks TianQin+ET and TianQin I+II+ET. Notably, the TianQin I-II lines (gray) approximate a power-law relationship, while the lines for multi-band networks indicate a saturation from relative uncertainties around 1.8%, which also corresponds to a turning point for the trend of the lines, respectively. We observe that the multi-band network can quickly increase the precision of $H_0$ as more events are observed, but after the turning point, the precision improves only by $1/\sqrt{N}$, where $N$ is the number of GW events. Moreover, the precision is hard to reach the level of 1% even after 100 GW events are detected. Additionally, we notice that when adopting the weighted method, better precision leads to a quicker approach to saturation, which occurs in around 24 events for the TianQin I+II+ET network.

For TianQin+ET, about 44 GW events are expected to be detected via multiple band observation (as illustrated in Table 1), and the precision of $H_0$ can be constrained to approximately 4.7% and approximately 1.5% by using the fiducial method and the weighted method, respectively. Moreover, if TianQin I+II+ET is realized, approximately 112 GW events can be detected using multi-band observations in the optimistic case, and the precision of $H_0$ can be constrained to ~1%, using either the fiducial method (about 1.3%) or the weighted method (about 1.1%). Constraining $H_0$ to a precision of 1% would be very exciting as it has the potential to shed light on the Hubble tension.
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Figure 11  (Color online) Dependence of constraint precision of $H_0$ on the number of GW events for TianQin+ET (magenta) and TianQin I+II+LISA (green). The fiducial method and the weighted method are shown in solid and dashed lines, respectively. Each error bar represents a 68.27% interval from 48 independent simulations. Comparable results for TianQin I-II (gray) are also provided. The lines have been slightly shifted to improve the visual presentation.
The typical constraints on $h$ and $\Omega M$ using the weighted method for the multi-band networks are shown in Figure 12. The introduction of multi-band GW observation can greatly enhance the constraining power on the cosmological parameter $\Omega M$. While the fiducial method does not deliver significant and robust estimation, the weighted method can constrain $\Omega M$ to a precision of 0.13, or equivalently 42% for relative uncertainty, with the TianQin I+II+ET network.

5 Discussions

5.1 Important role of spectroscopic redshift

Considering that the sky localization error of almost all GW sources is less than 10 deg$^2$, it may be possible to use current or future spectroscopic observation facilities, such as the Large Sky Area Multi-Object Fiber Spectroscopic Telescope [176-178], the Dark Energy Spectroscopic Instrument [179], the 4-meter Multi-Object Spectroscopic Telescope (4MOST) [180], the TAIPAN [181], the Chinese Space Station Telescope [173], the James Webb Space Telescope [182, 183], and the Wide-Field Infrared Survey Telescope [184, 185], to perform galaxy survey and provide accurate estimations of redshifts for the galaxies located in the error box. In this section, we investigate to what extent a catalog of galaxies with spectroscopic redshifts can improve the constraint precision of $H_0$. Table 2 summarizes the constraint precision of $H_0$ under various detector configurations and under two assumptions that the survey galaxy catalog with photo-z and with assumed spectroscopic redshift, respectively.

We observe that the constraint precision of $H_0$ is quite low for TianQin. This is because the expected detection rate is low; the detected events are insufficient to suppress random fluctuations, and so the effect of spectroscopic redshift is not significant. However, for a network of detectors, one might anticipate a greater number of detected GW events, which emphasizes the uncertainty associated with the galaxy redshift measurement. We observe that employing spectroscopic redshift can significantly improve the precision of $H_0$ by a factor of 2. However, for TianQin I+II+ET, the saturation described in sect. 4.3 allows for extremely exact estimation of $H_0$ even without the spectroscopic redshift. But still, by using the weighted method and the spectroscopic redshift, one can expect the $H_0$ to be constrained to a level better than 1%.

5.2 Information gained from multiple band photometry information

The use of multi-band luminosity can aid in our comprehension of the redshift information. In this paper, we quantify the role of the multi-band luminosity information in this process. For different weighting scenarios, we calculate the information gain of statistical redshift distributions on top of the prior distribution. The information gain is defined as [186]:

$$
H = \int p(z|d_{GW}, d_{\text{survey}}, H, I) \log \frac{p(z|d_{GW}, d_{\text{survey}}, H, I)}{p(z|H, I)} dz,
$$

(21)

![Figure 12](image-url) (Color online) Example posterior probabilities of the parameters $h$ and $\Omega M$ calculated using the weighted method for TianQin+ET (left) and TianQin I+II+ET (right). In each plot, the lower left panel shows the joint posterior probability of $h$ and $\Omega M$, with the contours representing confidence levels of 1σ (68.27%) and 2σ (95.45%), respectively, the upper and right panels show the marginalized posterior distribution of the same parameters, with the dashed lines indicating a 1σ credible interval. In each panel, the solid cyan lines mark the true values of the parameters.
where $p(z|d_{GW}, d_{survey}, H, I)$ represents the posterior of redshift for candidate host galaxies of GW sources, $d_{survey}$ represents data of galaxy survey, and $p_c(z|H, I)$ is the prior distribution on redshift, which is defined by eq. (11).

We illustrate the information gains on statistical redshift in Figure 13, for four weighting methods: (1) the fiducial method, (2) single-band luminosity weighting method, (3) multiple band luminosities weighting method, and (4) position plus multi-band luminosity weighting method. A total of 2000 mock GW events are used. As can be shown, all methods yield a greater information gain when the localization error is smaller. With more information (in terms of luminosity and position), more information about statistical redshift can be gained. The peak of the marginalized distribution (shown on the top panel) demonstrates that for the four methods, each step provides an information gain increase of roughly 0.1 bits. Moreover, the information gain from the single-band luminosity weighting method is approximately 68.27% confidence interval.

| Network configuration | Constraint precision $\sigma H_0 /H_0 (%)$ |
|-----------------------|------------------------------------------|
|                       | Using photo-$z$ catalog | Using spectroscopic redshift catalog |
|                       | Fiducial method | Weighted method | Fiducial method | Weighted method |
| TianQin               | $36.8_{-1.8}^{+1.7}$ | $30.9_{-1.1}^{+1.1}$ | $29.7_{-4.2}^{+5.4}$ | $22.2_{-9.3}^{+4.8}$ |
| TianQin I+II          | $26.3_{-2.7}^{+5.9}$ | $14.4_{-1.8}^{+2.4}$ | $15.1_{-4.3}^{+4.2}$ | $7.9_{-1.2}^{+0.9}$ |
| TianQin+LISA          | $25.8_{-2.3}^{+5.4}$ | $11.6_{-1.9}^{+2.4}$ | $12.4_{-2.4}^{+4.2}$ | $6.4_{-0.8}^{+0.2}$ |
| TianQin I+II+LISA     | $12.2_{-2.3}^{+5.3}$ | $4.1_{-0.5}^{+0.6}$ | $5.7_{-2.0}^{+1.5}$ | $3.3_{-0.2}^{+0.0}$ |
| TianQin+ET            | $4.67_{-1.0}^{+1.40}$ | $1.51_{-0.13}^{+0.13}$ | $2.10_{-0.09}^{+0.03}$ | $1.32_{-0.09}^{+0.08}$ |
| TianQin I+II+ET       | $1.32_{-0.09}^{+0.07}$ | $1.05_{-0.06}^{+0.05}$ | $1.08_{-0.09}^{+0.10}$ | $0.95_{-0.09}^{+0.08}$ |

Figure 13 (Color online) Distribution of statistical redshift information gains for various weighting methods. The black, blue, red, and cyan dots or lines represent the results obtained by the fiducial method, single-band luminosity weighting, multiple band luminosities weighting, and the position plus multi-band luminosity weighting methods, respectively. This figure contains 2000 mock GW events detected from TianQin. The top panel shows the distribution of information gain obtained using these four methods, the bottom left panel shows the scatter distribution of information gain-localization co-moving volume of candidate host galaxies ($\Delta V_c$), the right panels decompose the scatters for better distinction.
the same for any of the five bands of $ugriz$. In most cases, the weighting method of using both location and multi-band luminosities can yield an information gain of as high as about 0.5 bits.

5.3 Potential to address the Hubble tension

Astronomers are puzzled by the Hubble tension, which describes the inconsistency between the two typical Hubble constant measurement methods, reported as $(74.03 \pm 1.42) \text{ km s}^{-1} \text{ Mpc}^{-1}$ from SNe Ia observations [7] (also see ref. [9]) and $(67.4\pm0.5) \text{ km s}^{-1} \text{ Mpc}^{-1}$ from the Planck CMB anisotropies measurements [3]. Both methods have remarkable accuracies of approximately $1.9\%$ and $0.7\%$, respectively. GW cosmology with dark standard sirens provides a fascinating new means of potentially explaining or resolving the Hubble tension, as it is expected to be much less impacted by systematic errors. However, an equally accurate measurement would be required to achieve so. With the TianQin detectors, even in the most optimal scenario where we assume TianQin I+II with the weighted method and a galaxy catalog with spectroscopic redshift, the estimated precision of $H_0$ can only reach $7.9\%$. When LISA is included, the precision can reach the level of $3.3\%$.

On the other hand, a multi-band GW detector network has a very prominent potential to estimate $H_0$ accurately. One can expect an $H_0$ precision of $1.51\%$ and $1.05\%$ for TianQin+ET and TianQin I+II+ET, respectively, which is very promising for addressing, or at the very least, shedding light on the nature of the Hubble tension.

According to some studies suggest that the multi-detector GW detections of MBHB mergers can also achieve precision close to (or even better than) $1\%$ for $H_0$ measurement. This level of precision is typically facilitated by the fact that the MBHB mergers may be registered with a very high SNR using space-borne GW missions [76, 78, 85, 187-189]. Meanwhile, since MBHB mergers may be detected at a very long distance, they may also be used to recover additional cosmological parameters in addition to $H_0$. However, the precision of $H_0$ with MBHB detections is highly sensitive to the detection of neighboring events, which usually have a very low detection rate; the high precision is not guaranteed [92, 93]. On the other hand, the higher detection rate of SBBHs indicates a highly likely prospect of using their inspiral GW signals to constrain $H_0$ with high precision.

5.4 $P$-$P$ plot check

To compensate for the selection effect of galaxies observations, we adopt a correction factor in eq. (12) with the goal of obtaining an unbiased estimate of the Hubble constant. We want to examine whether the conclusion is indeed unbiased, using both the weighted method and the fiducial method. To do this, we perform a series of $P$-$P$ plots to ensure consistency, as shown in Figure 14. The horizontal axis shows the credible level, while the vertical axis shows the fraction of simulations in which the true parameters are located within a certain credible interval. For a fully consistent method, we expect the $P$-$P$ plot to be alongside the diagonal line, with some degree of random fluctuations. For a more straightforward comparison, we perform Kolmogorov-Smirnov tests for different lines versus the diagonal line and present the calculated $p$-value in Table 3, with a larger $p$-value representing better consistency.

In the left panel, assuming that just photo-z is available for the galaxies, the majority of the solid lines (or the fiducial method) deviate significantly from the diagonal, with a general pessimistic tendency. This is because the posterior probability of the cosmological parameters using the fiducial method does not gain sufficient redshift information from a large number of candidate host galaxies, resulting in a large credible interval, but the true value has most likely already been enclosed. We observe, on the other hand, that the result from the weighted method (dashed lines) is more consistent with the diagonal line, fluctuating well within the $3\sigma$ confidence interval, which indicates a successful implementation of an unbiased estimator for the Hubble constant.

If galaxies have spectroscopic redshifts, both methods’ $P$-$P$ plots are statistically consistent with the diagonal for all configurations. This finding emphasizes the importance of accurate measurement of galaxy redshifts in estimating the Hubble constant.

5.5 Effect of eccentricity on multi-band GW detection

In this work, we focus on GW sources with very small eccentricities ($e_0 = 0.01$ at $0.01$ Hz). This is a reasonable assumption for binary black holes generated via an isolated binary channel, as the GW radiation is expected to circularize the orbit. However, if the SBBHs have a dynamical origin, they may retain higher eccentricities in the millihertz range [190, 191], which may affect the multi-band GW detection [192-194]. Indeed, the observations of GW190521 by LIGO and Virgo may suggest such a possibility [23, 195, 196]. For extreme eccentricities, the GW signals in the millihertz band may fall below the sensitivity of space-borne GW detectors [193]. Fortunately, the majority of SBBHs are not expected to be associated with extreme eccentricities [166, 197], and the general conclusion of our study should not be altered by the inclusion of eccentricities.
Figure 14. (Color online) P–P plot over 96 independent simulations on the estimation of the Hubble constant for various detector configurations. The p on the x axis is the credible level, and the CDF(p) (cumulative distribution function, CDF) on the y axis is the fraction of simulations with true parameters within the credible interval. Results with different configurations are shown in different colors, with the fiducial method, the weighted method, and the diagonal line shown in solid, dashed, and dotted-dashed lines, respectively. Different gray shadows represent 1σ, 2σ, and 3σ confidence intervals, respectively. The left panel makes the assumption that galaxies have photometric redshift, whereas the right panel makes the assumption that spectroscopic redshift is available.

Table 3. Meta p-value of the distribution of H₀ estimations obtained from multiple independent simulations under various detector configurations, in comparison to an expected uniform distribution over [0, 1]. The null hypothesis is set so that the two distributions are consistent; therefore, a p-value less than 0.05 indicates that the simulation results deviate significantly from the ideal result.

| Detector configuration | Using photo-z catalog | Using spectroscopic redshift catalog |
|------------------------|-----------------------|--------------------------------------|
|                        | p value               |                                      |
| TianQin                | 5.6 \times 10^{-9}   | 0.0756                               |
| TianQin I+II           | 3.8 \times 10^{-3}   | 0.2511                               |
| TianQin+LSA            | 2.3 \times 10^{-5}   | 0.2513                               |
| TianQin I+II+LSA       | 1.9 \times 10^{-3}   | 0.6767                               |
| TianQin+ET             | 2.6 \times 10^{-3}   | 0.1085                               |
| TianQin I+II+ET        | 0.0209                | 0.4074                               |

5.6 Other potential sources of constraint bias on the Hubble constant

Numerous factors can introduce bias into the estimation of the Hubble constant. We describe the potential sources of the bias in this work as follows.

- The detectable SBBH sources are primarily distributed in the $z \leq 0.2$, where Hubble's law can be used to approximate the expansion of the Universe. Therefore, in the majority of cases, the model-dependent $Q_M$ has no effect on the outcomes of our $H_0$ analysis results. However, a small number of GW events with $z \approx 0.2$ show a certain constraint ability on $Q_M$, such as the constraint results of TianQin+ET and TianQin I+II+ET. This implies that the cosmological model will introduce a bias when using higher redshift SBBH events to constrain $H_0$ with higher precision.

- In the GW event catalog simulation, the GW sources are randomly assigned to one of the galaxies in the survey galaxy catalog. However, the survey galaxy catalog may not contain the true host galaxy of the GW source in the actual $H_0$ estimation due to the selection effect such as the Malmquist bias. The absence of the true redshift of the GW source in the statistical redshift may also introduce a bias into the estimation of $H_0$.

- In the simulation setup, we use the median of photometric redshift as the true cosmological redshift of the galaxy. However, the actual photo-z measurements have an intrinsic scatter and deviation in relation to the spectroscopic redshifts.
If some of the detected SBBHs have a primordial black hole genesis, [200-204], the concept of a host galaxy may lose relevance. Furthermore, drawing conclusions based on the assumption that all SBBHs are produced astronomically may be deceptive.

Of course, there are methods to alleviate the bias. For example, the bias of \( H_0 \) caused by the cosmological model can be avoided by fitting model-independent high-order expansion of the \( D_L - z \) relation [205, 206], or using the model-independent parameter estimation method such as Gaussian processes [62, 66, 207]. The selection effect in the catalog of the galaxy survey can be corrected by conducting a follow-up deeper field galaxy survey triggered by the GW detection [208-210], utilizing both ground-based [211, 212] and space telescopes [173, 184]. By performing a follow-up spectroscopic measurement, the bias introduced by photo-z can be eliminated. Although the possibility of contamination by primordial black holes requires additional investigation, an internal consistency check as introduced in refs. [87, 92] may help in identifying and removing the anomaly.

6 Conclusions and outlook

In this work, we investigate the potential of using SBBH GW events (assuming the "Power Law+Peak" model) observed by space-borne GW detectors as dark standard sirens to constrain the Hubble constant. Several different detection scenarios are considered, for instance, single detectors, such as TianQin and TianQin I-II; multiple detector networks, such as TianQin + LISA and TianQin I-II + LISA; and multi-band GW detector network, such as TianQin + ET and TianQin I-II + ET. The redshift information is obtained statistically from the photometric survey galaxy catalog by matching the sky localization and possible redshift range of the SBBH sources with the position and redshift of galaxies (we adopt the GWENS catalog in this work). Two methods are used to assign the weight of galaxies, including the fiducial method, in which each galaxy within the error box has a uniform weight, and the weighted method, in which the weight of a galaxy is proportional to the total stellar mass of the galaxy derived from the multi-band luminosity through the Le Phare method.

In comparison to single detector detection, both multi-detector networks and multi-band GW observations can significantly improve detection rates and spatial localization. As compared with the fiducial method, the weighted method can significantly improve the constraint precision of the Hubble constant. Using the fiducial method and the weighted method, in the TianQin scenario, the constraint precision of \( H_0 \) is expected to be approximately 36.8% and approximately 30.9%, respectively; in the TianQin I-II detection scenario, the precision of \( H_0 \) is expected to be approximately 26.3% and approximately 14.4%, respectively. Using the weighted method, the constraint precision of \( H_0 \) in the TianQin + LISA and TianQin I-II + LISA detection scenarios is expected to be approximately 11.6% and approximately 4.1%, respectively. In the multi-band GW detection scenarios, the precision of the \( H_0 \) constrain by using the weighted method can approach around 1.5% and 1.1% under TianQin + ET configuration and TianQin I-II + ET configuration, respectively. It should be emphasized that both the weighted method and the multi-band GW detection significantly improve the constraint of \( H_0 \).

Apart from \( H_0 \), the space-borne GW detector can hardly constrain any other cosmological parameter, such as \( \Omega_M \), through the detections of SBBH inspiral GW signals. However, other cosmological parameters can be constrained by other types of GW sources, such as MBHB mergers [87, 88, 92]. MBHB sources generally have a very high SNRs, and their event horizons can extend to high redshifts (\( z \gg 1 \)). As a result, combining SBBH and MBHB GW observations enables a more thorough analysis of GW cosmology study.

Additionally, we study the extent to which spectroscopic redshift information improves the constraining power of the Hubble constant, which increases not just the precision of the Hubble constant but also the accuracy of the constraint. Finally, we evaluated the reliability of our Bayesian analysis framework and galaxy weighting method using the P-P plot method by performing a consistency test.

Certain concerns remain unresolved for future studies, such as incorporating a complete frequency response [141] or the time-delay interferometry response [213]. MCMC can also be used in place of the FIM method to obtain more realistic GW parameter estimations [214]. The calibration uncertainty of the laser interferometer on the ground-based GW detector might result in systematic errors in the luminosity distance measurement [215-217], such as for ET. We reserve such issues for future investigations.
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