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Abstract

Wind energy researchers have recently invited the scientific community to tackle three significant wind energy challenges to transform wind power into one of the more substantial, low-cost energy sources. The first challenge is to understand the physics behind wind energy resources better. The second challenge is to study and investigate the aerodynamics, structural, and dynamics of large-scale wind turbine machines. The third challenge is to enhance grid integration, network stability, and optimization. This chapter book attempts to tackle the second challenge by detailing the physics and mathematical modeling of wind turbine aerodynamic loads and the performance of horizontal and vertical axis wind turbines (HAWT & VAWT). This work underlines success in the development of the aerodynamic codes CARDAAV and Qbalde, with a focus on Blade Element Method (BEM) for studying the aerodynamic of wind turbines rotor blades, calculating the induced velocity fields, the aerodynamic normal and tangential forces, and the generated power as a function of a tip speed ration including dynamic stall and atmospheric turbulence. The codes have been successfully applied in HAWT and VAWT machines, and results show good agreement compared to experimental data. The strength of the BEM modeling lies in its simplicity and ability to include secondary effects and dynamic stall phenomena and require less computer time than vortex or CFD models. More work is now needed for the simulation of wind farms, the influence of the wake, the atmospheric wind flow, the structure and dynamics of large-scale machines, and the enhancement of energy capture, control, stability, optimization, and reliability.
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1. Introduction

Wind energy has been recognized as one of the fastest-growing energy sources in the world. The U.S. Energy Information Administration [1] reported that in 2020 the wind’s annual electricity generation exceeds 300 million MWh in the U.S., which surpassed the hydroelectric generation by 26 million MWh. In the last decade, the global cumulative wind power capacity installed has increased from
about 200 gigawatts (GW) in 2010 to more than 650 GW in 2019, as shown in Figure 1 [2, 3]. Compared to 2018, the global wind power installed capacity in 2019 represents a percentage increase of 19% with a 10% increase in new installation, which is the second-largest increase in the last decade. This increase was the result of the largest market from China (237029 MW), EU-28 (192231 MW), the USA (105433 MW), and India (37529) [3, 4]. With the continuous technology development of renewable energy, wind power becomes predominant than hydroelectric, biomass, or geothermal energy [5]. Currently, in Europe alone, electricity generated from wind turbines covers up to 11% of the electricity demand; by 2020, it will increase to 16.5%, and by 2030 it is expected that renewable energy could serve at least 27% of Europe electricity need, and will generate over three million jobs. Globally, in 2020 the anticipated wind energy will be dominated by China (38%), Europe (28%), US (16%), and India (7%) and by 2030, based on central scenario, it is expected to have a cumulative installation of 323 GW in Europe alone. Governments, policymakers, and energy utility companies currently employ a wide array of tools to encourage the deployment of various renewable energy technologies including investments, funds, cash, and tax credits incentives.

Before the COVID-19 pandemic, the Global Wind Report published by the Global Wind Energy Council expected a record of new wind installed capacity of 76.7 GW in 2020 [3]. However, given the unpredictable effects of COVID-19 on various renewable energy sectors, it is expected that the wind energy market will generally be slowing down, as the current control of the virus in the US, Europe, and China is still difficult to predict [2]. The International Energy Agency [6], in its new report on the market update outlook for 2020 and 2021, forecasts a 12% decrease in wind power growth compared to 2019. Statista, the online portal for statistics, reported that the global wind market is expected to add 73 gigawatts only instead of the previous predicted installed capacity of 76.7 [7]. The downturn is primarily attributed to project delays instead of cancelations. Yet, there is still a steady increase in global wind installed capacity; for example, the U.S. added 1821 megawatts (MW) of new installed capacity during 2020 Q1 [1], and India added 0.2 GW during January–March 2020 [8]. The International Energy Agency forecasts that over half of Europe’s wind growth will come from the Netherlands, Germany, Sweden, Spain, and the U.K. There are currently up to 205 GW wind power installed capacity in Europe, representing 15% of EU-28 of the electricity consumed in 2019 [4].

With the growing ambition and enthusiasm on using the power of the wind to generate clean energy, added to the increasing investments and the drop in wind turbine pricing, more fundamental research and exploration is needed in the design of such wind turbine machines, including environment, social, and economic aspects of meeting the future functionality of large-scale deployment in both onshore and offshore areas. The present study aims to tackle one of the major problems that the wind turbine research community is concerned with [9, 10] by focusing on the aerodynamic loads and performance of vertical and horizontal performance wind turbines (VAWT & HAWT). The study provides a thorough mathematical and physics modeling of VAWT and HAWT aerodynamics using the Double-Multiple-Stream tube model (DMS) and blade element momentum theory (BEM) [11, 12].

2. Previous work

In the last few years, significant research activities have been devoted to designing large-scale wind turbines with high hub height and large rotor diameter, making
wind turbines the world’s largest rotating machines. Wind turbine rotor diameters were in the range of 5 to 15 m during the 1980s, with an average capacity of 30 kilowatts. In the early 1990s, the wind turbine installed power reached 500 kW with a rotor diameter of 30 m. In 2000, the wind turbine installed power reached 1.0 MW with a rotor diameter of 50 m [13]. Since then, the size of wind turbines is getting larger and larger; in 2018, the power capacity increased to 2.6 MW with a diameter of 110 m, many wind farms have rotor diameters of up to 120 m 5-MW installed power. Current wind turbine technologies and advances in aerodynamics and structural analysis produce lighter and larger wind turbine machines with increased annual energy production [14]. Modern wind turbines may now reach 164 m of the rotor diameter and a power rating of 9.5 MW, such as the Vestas V164–9.5 MW. According to Statista [15], by 2021, the state-of-the-art wind turbine’s rotor diameter is estimated to reach 220 meters. Recently, General Electric revealed the Haliade-X, the largest prototype ever designed by the company for a new offshore wind turbine and the most powerful wind turbine machine operating at a 13 MW power output and a rotor diameter of 220 m [16].

With the growing development of wind turbines on a large scale and the increasing amount of wind electricity generated, the current wind energy market needs to be a more competitive, cost-effective, and reliable renewable energy source. The International Renewable Energy Agency (IRENA) [13] reported several programs, projects, and research been introduced to investigate the development of such wind turbine machines and stimulate their commercial growth. The plans include innovation in rotor blade design and materials, optimization of power electronics, incorporating smart/intelligent wind turbines, and using recycling of materials the vast amount of materials used in the wind energy sector.

A long-term strategy to address the scientific and current wind turbine technology has been initiated by the European Academy of Wind Energy (EAWE) in 2016 [10]. The goal was to study and analyze the main barriers and priorities and promote cooperation among researchers in fundamental and applied sciences of wind turbines as more fundamental research and exploration are needed to design such large wind turbines. The EAWE presented and discussed 11 research challenges in wind energy development, namely the materials and structures, the wind and turbulence, the Aerodynamics of wind turbines, the control and system identification, the electricity conversion, the reliability and uncertainty modeling, the design methods, the hydrodynamics, the soil characteristics and floating turbines, the offshore environmental aspects, the wind energy in the electric power system, and the societal and economic factors of wind energy. Three years later, in the United States, the wind energy researchers [9] from the US Department of Energy at the National Renewable Energy Laboratory (NREL) invited the scientific community to interdisciplinary collaboration to tackle three significant wind energy challenges to transform wind engineering into one of the significant global low-cost power generation sources. The first grand challenge is to improve the understanding of the physics behind the wind resource and atmospheric flow in the critical region where the wind machine operates, the second big challenge is to tackle the corresponding structural and dynamics of large-scale rotating wind turbine machines, and the third grand challenge is the enhancement of energy capture, control, network stability, grid integration, optimization, and reliability. Nevertheless, to stay competitive, the cost of electricity generated from wind turbines must continue to decline.

Up to 75% of the overall costs of wind turbine energy production are attributed to upfront costs. In terms of the wind turbine machine’s performance and cost, rotor blades are considered the most significant wind turbine parts. The aerodynamic design and optimum shape of the rotor blades, with a high lift to drag ratio, directly
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impact the wind turbine performance and power generated. There are currently
two types of modern wind turbine design: the Horizontal Axis Wind Turbine
(HAWT) as the traditional wind pump, and the Vertical Axis Wind Turbine
(VAWT) as the Darrieus design model. In both cases, the wind kinetic energy is
extracted by the turbine's blades and transformed into electrical power. Both wind
turbine machines are currently used offshore and onshore to generate electricity.
Although the HAWT is widely used, the VAWT offers a promising alternative due
to its mechanical and structural simplicity of harnessing wind energy, scaling down,
safety and accepting wind flow from any direction. However, this simplicity
encounters a significant challenge during the simulation and computation of the
aerodynamic loads. Indeed, during each rotation, the rotor blades encounter the
wake it generated, in addition to the wake generated by the rest of the blades, and
operate in a dynamic stall regime [11, 17]. Adding to this is the fluctuating nature of
the loads due to wind turbulence affecting the wind turbine's planned service life
and the power generated, as reported in [18, 19].

Many aerodynamic models for predicting the forces and the power generated by
a wind turbine have been developed. A complete state-of-the-art review, including
the appropriate references, is given by [17, 20–25]. The wind turbine loads analysis
can be achieved using three effective methods: the momentum method through
Blade Element Momentum (BEM), the vortex theory, and the Computational Fluid
Dynamics (CFD) method, and more recently using artificial intelligence (AI) to
predict wind speed and power performance [26]. With the increased development
and installation of wind turbines as wind farms, more work has been investigated in
the wake velocity deficits generated by the upfront wind turbines. It has been
reported that in a full-wake condition the wind turbine power loss may reach up to
40% [23]. The main objective of all the aerodynamic models is to first determine the
induced velocity field generated in the upwind and downwind of the rotor blade
where the flow through the wind turbine is considered to be subdivided into several
streamtube. Then, the lift and drag coefficient as a function of the incidence angle
needed to determine the normal, tangential forces as a function of the azimuth
angle and, finally, the torque and the generated power. It is important here to note
that the wind turbine performance is affected by many parameters such as wind
speed, tip-speed ratio (TSR), airfoil shape and size, turbine aspect ratio (H/R), the
solidity of the rotor, the swept area, the rotational speed, and other parameters such
as dynamic stall effects, the presence of spoilers. Wind turbine aerodynamic loads
and performance predictions in the vortex methods use lifting lines or surface to
represent rotor blade trailing and shed vorticity in the wake then; the induced
velocity is then determined at any point using the Biot-Savard law [21, 26]. Two
types of vortex models have been used in this approach: the fixed-wake and the
free-wake models. These vortex models need a significant amount of computer time
to predict the aerodynamic loads and performance of the wind turbine machine
more accurately than momentum models.

In the models using Navier–Stokes equations such as the case in a steady incom-
pressible laminar flow using finite volume method based on the widely known
“SIMPLER” algorithm [27], such models are well suited for wind farms as it can
compute the flow velocity everywhere in the rotational plane of the wind turbine
machine as well as in its vicinity. In a comparative study conducted by Perić et al.
[28] using Blade Element Method and CFD on two types of wind turbines, the DTU
10 MW RWT (Denmark Technical University 10 MW Reference Wind Turbine)
blade and the MEXICO blade (Model Rotor Experiments In Controlled Conditions),
the authors predict the aerodynamic performance of with an accuracy of 15%
accuracy for the 10 MW RWT blade and 6% accuracy for the MEXICO blade
experiment data. The author recognizes the CFD’s power to provide higher accuracy
compared to the BEM or vortex methods. While the BEM was limited to wind speeds of 10 to 12 m/s, the CFD method with \( k - \omega \) turbulence model performed the prediction with wind speeds up to a range of 20 m/s. However, the authors indicated that the main disadvantage is the high computational time required for such analysis [28]. The present study will concentrate on the DMS method due to its simplicity, ability to include secondary effects, and, more importantly, the fast computation and run time compared to vortex or numerical models. This model can easily be applied to both VAWT and HAWT.

3. Double, multiple streamtube model (DMS), CARDAAV code

In the Double, Multiple Streamtube models (DMS) developed initially been by Paraschivoiu [11, 29], the variation in the upwind and downwind induced velocities as a function of the azimuthal angle has been included. In this case, the wind turbine blade is divided into several elements assuming no interaction between the components. This method’s main principle is to determine the axial and angular induction factors using an iteration method. Then, the forces and power generated are defined in a similar manner to the VAWT. Figure 1 shows the double streamtube model principle where the machine is represented by a pair of actuator disks in tandem in the upwind and downwind zone, CARDAAV Code. The induced velocity decreases in the axial direction so that the downwind induced velocity is smaller than the upwind zone. With \( V_{\infty i} \) representing the local ambient wind velocity, \( V_e \) the equilibrium-induced velocity as shown in Figure 1, we can write the induced velocities as a function of the induced factor in the upwind zone named \( a \) and downwind zone named \( a' \).

\[
V = a V_{\infty i} \quad (1)
\]

\[
V_e = (2a - 1) V_{\infty i} \quad (2)
\]

\[
V' = a' V_e = a' (2a - 1) V_{\infty i} \quad (3)
\]

\[
V'' = (2a' - 1)(2a - 1) V_{\infty i} \quad (4)
\]

Figure 1.
Principle of the double multiple streamtube model.
The atmospheric wind shear in Eq. (5) is based on the Frost et al. model [30] where \( Z_{EQ} \) represents the height at the equator, \( V_\infty \) is the local ambient wind velocity in the vertical direction, \( V_{\infty i} \) is the ambient wind velocity at the equator, and \( \alpha_\infty \) is the exponent of the power-law, which in our simulation is taken to be 1/7.

\[
\frac{V_\infty}{V_{\infty i}} = \left( \frac{Z_\infty}{Z_{EQ}} \right)^{\alpha_\infty} \tag{5}
\]

The relative velocity and the local angle of attack in the upstream zone where the azimuth angle varies between \(-\pi/2 \leq \theta \leq \pi/2\), are given by:

\[
W^2 = V^2 \left[ (X - \sin \theta)^2 + \cos^2 \theta \cos^2 \delta \right] \tag{6}
\]

\[
\alpha = \arcsin \left[ \frac{\cos \theta \cos \delta}{\sqrt{(X - \sin \theta)^2 + \cos^2 \theta \cos^2 \delta}} \right] \tag{7}
\]

where \( X = \omega r \) is the tip-speed ratio, and \( \omega \) is the turbine rotational speed. For the downwind zone where the azimuth angle varies between \( \pi/2 \leq \theta \leq 3\pi/2 \) similar equations can be derived using \( W' \) and \( \alpha' \). The nondimensional normal and tangential forces as a function of the azimuth angle \( \theta \) are given by

\[
F_N(\theta) = \frac{c}{S} \int_{Z_R}^{Z_R + 2H} \left( \frac{W}{V_{\infty i}} \right)^2 C_N dZ \tag{8}
\]

\[
F_T(\theta) = \frac{c}{S} \int_{Z_R}^{Z_R + 2H} \left( \frac{W}{V_{\infty i}} \right)^2 C_T \cos \delta dZ \tag{9}
\]

Using the same modeling above for the upwind region, the downwind area can also be calculated with the azimuth angle between \( \pi/2 < \theta < 3\pi/2 \). The normal and tangential force coefficients of the blade section are given by

\[
C_N = C_L \cos \alpha + C_D \sin \alpha \tag{10}
\]

\[
C_T = C_L \sin \alpha - C_D \cos \alpha \tag{11}
\]

where the lift and drag coefficients \( C_L \) and \( C_D \) are computed by interpolating the available test data using both the local Reynolds number \( \left( \frac{R_e}{R_e^\infty} \right) \) and the local angle of attack. These coefficients are used up to an angle close to the static stall angle, from which point a dynamic-stall model is considered to estimate the dynamic lift and drag coefficients. The equations for the interference factor \( a(\theta) \) are given by [11].

\[
K[1 - a(\theta)] \cos \theta = a(\theta) f(\theta) \tag{12}
\]

\[
f(\theta) = \left( \frac{W}{V} \right)^2 \left[ C_N \cos \theta + C_T \left( \frac{\sin \theta}{\cos \delta} \right) \right] \tag{13}
\]

\[
K = \frac{8\pi}{Nc} \quad \text{and} \quad N \text{ is the number of blades. The upwind half-cycle of the rotor is divided into several angular tubes } d\theta, \text{ assuming a constant induced velocity for each of these tubes, Figure 2. The interference factor } a(\theta) \text{ can be written as}
\]

\[
a(\theta) = \frac{KK_0}{KK_0 + \int_{\theta}^{\theta+\frac{2\pi}{N}} f(\theta)d\theta} \tag{14}
\]
where \( K_0 = \sin (\theta + \Delta \theta/2) - \sin (\theta - \Delta \theta/2) \) and \( a(\theta) \) is computed numerically. A similar technique is then used for the downwind zone to determine the interference factor \( a'(\theta) \). The torque produced by the blade element as a function of the azimuth angle is calculated based on the lift and drag contributions \( C_{QL} \) and \( C_{QD} \):

\[
C_{QL} = \frac{Nc}{2 \pi SR} \int_{-\pi/2}^{\pi/2} Z_R \sin \alpha \left( \frac{W}{V_\infty} \right)^2 \left( \frac{r}{\cos \delta} \right) dZ d\theta
\]

\[
C_{QD} = \frac{Nc}{2 \pi SR} \int_{-\pi/2}^{\pi/2} Z_R \cos \alpha \left( \frac{W}{V_\infty} \right)^2 \left( \frac{r}{\cos \delta} \right) dZ d\theta
\]

Finally, the power generated due to the lift and the losses due to the drag is given by

\[
P_L = \frac{1}{2} \rho_\infty V_\infty^3 S(C_{QL}) \frac{\omega R}{V_\infty} \quad \text{and} \quad P_D = \frac{1}{2} \rho_\infty V_\infty^3 S(C_{QD}) \frac{\omega R}{V_\infty}
\]

The impact of atmospheric wind turbulence on a wind turbine’s aerodynamic loads can be included in the DMS model using a stochastic atmospheric wind. The induced velocities necessary for predicting the forces were computed for each Streamtube in both the upwind and downwind zones of the rotor, including the longitudinal and lateral fluctuation velocities resulting from the fluctuating atmospheric wind. A wind time series in the rotor’s upwind zone is created to produce the turbulent wind velocity. Using a time delay in the time series based on a linear variation, the turbulent wind speed in the downwind zone is generated [11]. The total velocity of the fluctuating atmospheric wind is a superposition of a mean part and a stochastic fluctuating part. The values of the fluctuations velocities are performed by using the Fast Fourier Transform. The time series are assumed to propagate downstream of the rotor with the speed of the airflow disturbed by the presence of the wind turbine. The simulation uses Double-Multiple Streamtube model (DMS) with up to 1512 stream tubes for the whole Darrieus rotor (21 vertical stream tubes and 72 lateral stream tubes at every five degrees [11]. In the presence of atmospheric turbulence, the relative velocity and the local angle of attack are given by [18]:

\[
W^2 = \left[ (V + u_f) \sin \theta + v_f \cos \theta - \omega t \right]^2 + \left[ v_f \sin \theta - (V + u_f) \cos \theta \right]^2 \cos^2 \delta
\]

\[
\alpha = \arcsin \left[ \frac{v_f \sin \theta - (V + u_f) \cos \theta}{W} \right] \cos \delta
\]

where \( V \) is the upwind velocity and \( u_f \) and \( v_f \) the fluctuation velocity components. The overall model developed “CARDAAS” performs the computation of
steady-state, CARDAAV as well as the stochastic response of aerodynamic loads when turbulence is included [11, 18, 22].

4. QBlade aerodynamic code

Based on the Blade Element Momentum (BEM) method for the performance prediction of horizontal axis wind turbines (HAWT) and the Double Multiple Streamtube (DMS) method for the performance prediction of vertical axis wind turbine (VAWT), QBlade is an open-source used for wind turbine simulation and distributed under the General Public License with (GPL) free access [31–33]. The code includes extensive post-processing functionality for the rotor and wind turbine simulations, including different rotor blades and variables. The main modules of the QBlade computer code are given in Table 1 [32]; the modules include the airfoil design, the viscous-inviscid coupled panel method XFOIL analysis, the airfoil polar extrapolation above the stall point, the HAWT and VAWT rotor blade design, the BEM simulation, the structural blade design and analysis, the simulation, and the turbulent wind field generator.

The theoretical formulation in QBlade is based on BEM and DMS. The rotor blade is discretized into a finite number of blade elements with defined cross-

| Module                                   | Object                  |
|------------------------------------------|-------------------------|
| Airfoil Design                           | Airfoil                 |
| XFOIL Direct Analysis                    | Polar                   |
| Polar Extrapolation to 360°              | 360° Polar              |
| HAWT Rotorblade Design                   | Blade                   |
| Turbine BEM Simulation                   | Turbine                 |
| QFEM - Structural Blade Design and Analysis | Structure             |
| FAST Simulation                          | FAST                    |
| Turbulent Wind Field Generator           | Wind Field              |

Table 1. QBlade objects structure and modules.
sections according to the radial position, profile, chord, twist, and length. Using the momentum theory, each blade section’s relative wind speed is computed, which is then used to calculate the angle of attack and the Determination of the airfoil lift and drag coefficients. Once these parameters are known, the aerodynamic normal and tangential forces are computed, then the thrust and torque of an element are determined. Similar to CARDAAV code, in QBlade, the iteration variables of the BEM method are the two induction factors, axial $a$, and radial $a'$ as shown in Figure 3 where $\alpha$ is the angle of attack, $\varnothing$ is the inflow angle, $\theta$ is the pitch angle, and $\beta$ is the twist angle. The wind velocity at the rotor blade is given by $V(1-a)$ in the horizontal direction, and the angular velocity is given by $\Omega r (1+a')$.

Based on Figure 3, the inflow angle $\varnothing$ and the relative velocity $V_R$ are given by the equations

$$\varnothing = \tan^{-1}\left[\frac{1-a}{\Omega r (1+a')}\right]$$  \tag{20}

$$V_R = V_\infty \frac{1-a}{\sin \varnothing}$$  \tag{21}

Using the momentum and BEM theory and the solidity $\sigma_r = \frac{Bc}{2\pi r}$ with $B$ the number of blades and $c$ the chord length, the axial and radial induction factors $a$ and $a'$ are computed from

$$a = \frac{1}{\frac{4 \sin^2 \varnothing}{\sigma_r N} + 1}$$ \text{ and } $$a' = \frac{1}{\frac{4 \sin \varnothing \cos \varnothing}{\sigma_r T} - 1}$$  \tag{22}

where the normal and tangential force coefficients of the blade section are given by

$$C_N = C_L \cos \varnothing + C_D \sin \varnothing$$  \tag{23}

$$C_T = C_L \sin \varnothing - C_D \cos \varnothing$$  \tag{24}

The iteration technique used in the above equations is first to initialize the axial and radial induction factor $a$ and $a'$, then compute the inflow angle from Eq. (20), the local angle of attack by subtracting the twist angle from inflow angle, use aerodynamic coefficients from tabulated airfoil data, compute $a$ and $a'$ from Eq. (22), compare the new axial and radial induction factors with the previous one,
if not satisfied, return to step 2 by recalculate the inflow angle again in Eq. (20) and repeat the process if satisfied compute aerodynamic loads and performance of the wind turbine. For the vortices that form at the rotor’s tip, resulting in added drag, the Prandtl tip loss factor is introduced [29, 33]. Figure 4 shows a flowchart of the algorithm used in QBlade.

5. Secondary effects

The computer code CARDAAV can evaluate several rotor shapes with a straight or curved blade and use a defined shape such as a parabola, catenary, or modified troposkien. The code also can include the so-called “secondary” Effects, such as the rotating tower, strut, and the spoiler. Another involved and unsteady phenomenon due to airfoil undergoing large and rapid variations of the angle of attack with time is the dynamic stall. During the rotor’s rotation, the drag and lift coefficients present
a different hysteresis than the case of static behavior. A dynamic delay of the stall to angles is substantially beyond the static stall angle, including massive recirculating regions moving downstream over the airfoil surface. In the case of VAWT, when the operational speed approaches its maximum, all the rotor blade sections go beyond the critical static stall angle of attack, the angle of attack changes substantially, and the entire blade operates under dynamic stall conditions, which will increase the unsteady blade loads and the wind machine structural fatigue. Different dynamic stall models with some modifications derived from static and dynamic airfoil tests have been incorporated into the CARDAAV computer code, such as the Gormont model and the indicial model [11, 34, 35]. Comparisons between aerodynamic performance predictions using dynamic-stall models show that the models provide a better prediction of the dynamic-stall regime characterized by a plateau oscillating near the experimental data of the rotor power function of wind speed [11].

6. Result and discussion

This section presents a selection of results obtained by performing aerodynamic loads and performance prediction using CARDAAV, different variants, and QBlade computer codes, including dynamic stall. Results were achieved on Sandia 17-m and 34 wind turbine machine [36] and compared to available experimental data. CARDAAV is the original code using an ambient constant ambient atmospheric wind speed, while CARDAAS code incorporated a stochastic wind to account for the atmospheric turbulence. Both CARDAAV and CARDAAS are based on DMS methods.

The viscous code 3DVF uses numerical methods to simulate the flow field of VAWTs in cylindrical coordinates based on the solution of steady, incompressible, and laminar Navier–Stokes equations. Different dynamic stall models have been incorporated into the aerodynamic codes, namely the original Gormont model, the indicial model, and the MIT model [11, 34, 37]. Figure 5 compares the normal force coefficient’s distribution as a function of azimuthal angle for 17-m wind turbine
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**Figure 5.** Normal force coefficient as a function of azimuthal angle for 17-m wind turbine machine at TSR = 2.86.
machine at TSR = 2.86 using CARDAAS and 3DVF codes and experimental data. Using CARDAAS with low turbulence intensity induces a low variation in the ensemble-averaged values compared to the high turbulence intensity; obviously, for 0 turbulence intensity, both CRDAAV and CARDAAS give the same results. Comparing the two codes, one can conclude that CARDAAS and 3DVF predict quite well the distribution of the normal force coefficient. However, 3DVF is more time-consuming.

Figure 6 compares the normal force coefficient’s distribution as a function of azimuthal angle for a 17-m wind turbine machine at TSR = 4.60 for a rotor rotation of 50.6 rpm. The distribution of the torque compares quite well with the experimental data. At the same time, it also gives the possibility to estimate the maximum and minimum torque encountered during the wind turbine rotation as a function of the azimuthal angle. Figure 7 compares the wind turbine’s theoretical performance with the experimental data for the Sandia 17-m turbine. The original CARDAA code does not include the variable interference factors used in CARDAAV code. As shown in this figure, CARDAA over predicts the power coefficient peak while CARDAAV shows a relatively good agreement with experimental data due to dynamic and secondary effects. Different dynamic stall models can be incorporated into the available aerodynamic codes. In Figure 8, the Gormont dynamic stall model and the improved Gormont model, along with the MIT dynamic stall models, have been used to predict the power generated by the wind turbine at different wind speeds.

All in all, the models forecast well the power generated by the wind turbine, but the early version of the Gormont over predict that power. In fact, the improved Gormont model by Paraschivoiu [11] takes into account the fact that high-level turbulence delays the onset of the dynamic stall. Based on that, the improved Gormont dynamic stall model is used at low turbulence zone only, namely between an azimuthal angle of 135 degrees and 15 degrees; the rest of the azimuthal angle will ignore the dynamic stall. In the MIT model case, the dynamic-stall regime is characterized by some variation compared to the improved Gormont model. In Figure 9, we present the case of the QBlade code used for HAWT and VAWT.
QBlade also uses the Blade Element Momentum (BEM) method and the DMS method to simulate HAWT and VAWT performance. Details on how to use QBlade can be found [31–33]. As an example, we generated the SG6043 airfoil pressure distribution generated using the XFOIL QBlade module. QBlade code can simulate the wake in the “Turbine Visualization” module, as shown in Figure 10. In Figure 11, we compare QBlade with CARDAAV code, including two dynamic stall models for the Sandia 34-m turbine, namely the indicial and improved Gormont models. The indicial model is used to simulate the effect of a dynamic stall at low

**Figure 7.**
Performance comparison between theoretical and experimental data for the Sandia 17-m turbine.

**Figure 8.**
Comparison of rotor power with different dynamic stall models at 50.6 rpm.
Figure 9. Example of the SG6043 airfoil pressure distribution generated by QBlade.

Figure 10. Example of the wake simulation generated by QBlade.
tip-speed ratios; it is basically centered on the fact the dynamic stall is considered to be a superposition of several different effects that can be independently explored by using indicial functions [34]. As shown by Figure 11, all models predict quite well the power generated by the wind turbine but QBLADE slightly over predicts the power compared to CARDAAV. More validation of the QBLADE code in the case of VAWT can be found in [38].

7. Conclusion

This book chapter emphasizes progress in the development of the aerodynamic codes for the prediction of HAWT and VAWT such as CARDAAV and Qbalde, with a focus on the BEMN and DMS methods for predicting aerodynamic and performance of wind turbines, including normal and tangential forces, torque, and the power generated by the wind turbine. The dynamic stall has been incorporated in this study to show the effects of this phenomenon on wind turbines’ performance. The codes have been successfully applied compared to available experimental data for the 17 m and 34 m wind turbine machines. The strength of the available codes lies in their simplicity, fast prediction, and ability to include secondary effects. More work is now needed to simulate wind turbine wake and predict the performance of wind turbine farms, which requires the understanding of the physics of the atmospheric wind flow, the structure and dynamics of large-scale machines, and the enhancement of energy capture, control, stability, optimization, and reliability.
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