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Time Consistency of the Mean-Risk Problem

Gabriela Kováčová, Birgit Rudloff

Abstract. Choosing a portfolio of risky assets over time that maximizes the expected return at the same time as it minimizes portfolio risk is a classical problem in mathematical finance and is referred to as the dynamic Markowitz problem (when the risk is measured by variance) or, more generally, the dynamic mean-risk problem. In most of the literature, the mean-risk problem is scalarized, and it is well known that this scalarized problem does not satisfy the (scalar) Bellman’s principle. Thus, the classical dynamic programming methods are not applicable. For the purpose of this paper we focus on the discrete time setup, and we will use a time-consistent dynamic convex risk measure to evaluate the risk of a portfolio. We will show that, when we do not scalarize the problem but leave it in its original form as a vector optimization problem, the upper images, whose boundaries contain the efficient frontiers, recurse backward in time under very mild assumptions. Thus, the dynamic mean-risk problem does satisfy a Bellman’s principle, but a more general one, that seems more appropriate for a vector optimization problem: a set-valued Bellman’s principle. We will present conditions under which this recursion can be exploited directly to compute a solution in the spirit of dynamic programming. Numerical examples illustrate the proposed method. The obtained results open the door for a new branch in mathematics: dynamic multivariate programming.
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1. Introduction

Richard Bellman (1954) introduced dynamic programming in his seminal work. Even today, it is an essential tool that is widely used in many areas of engineering, applied mathematics, economic theory, financial economics, and natural sciences. It allows one to break complicated multiperiod (scalar) optimization problems into a sequence of smaller and easier subproblems that can be solved in a recursive manner. We review the basic facts here, which make a comparison with the results of this paper easier.

Consider a time $t$ problem, for $t \in \{0, \ldots, T-1\}$, of the following form: Given a starting value $v_t$ of the state variable (e.g. initial wealth) at time $t$, we look for a sequence of decisions that minimizes the overall expected costs at time $t$

$$
V_t(v_t) := \min_{u_t, \ldots, u_{T-1}} \mathbb{E}\left[\sum_{s=t}^{T-1} f_s(v_s, u_s, z_s) + f_T(v_T)\right]
$$

subject to

$$
v_{s+1} = h_s(v_s, u_s, z_s),
$$

$$
u_s \in U_s(v_s),
$$

$$
z_s \in Z_s, \quad s = t, \ldots, T-1.
$$

where the scalar function $f_s$ represents the costs at time $s$ of choosing the admissible control (decision) $u_s \in U_s(v_s)$, observing the random variable $z_s \in Z_s$, and obtaining the new state $v_{s+1}$ from the state equation $h_s$ (see Bertsekas 2005). One calls $V_t$ the value function of the problem and considers $v_t$, the value of the state variable, as its argument.

The problem satisfies the Bellman equation (or Bellman’s principle and is called time consistent) if the value function $V_t(v_t)$ satisfies

$$
V_t(v_t) = \min_{u \in U_t(v_t)} \mathbb{E}\left[f_t(v_t, u, z_t) + V_{t+1}(h_t(v_t, u, z_t))\right],
$$

where we set $V_T(v_T) = f_T(v_T)$ for all $v_T$. Then, instead of solving one complicated dynamic problem (1), one can solve $T-1$ easier one-step problems (2) backward in time, where one uses the obtained value function $V_{t+1}$ as the input for the time $t$ problem. Equation (2) has the following economic interpretation: The optimal time $t$ value $V_t$ is the sum of the optimal cash flow in the current period plus the optimal value $V_{t+1}$ in the next period.

The term Bellman equation is used in connection with discrete-time problems. In continuous-time
optimization problems, the analogue is a partial differential equation called the Hamilton-Jacobi-Bellman equation. For the purpose of this paper, we will work in discrete time.

The aim of this paper is to deduce a similar Bellman equation for the mean-risk problem. The mean-risk problem has two objectives: minimizing the risk of the portfolio while maximizing the expected terminal value. Usually, a scalarization method is applied that turns the two-objective problem into a scalar one. But the obtained scalar problem does not satisfy the Bellman equation (2) and therefore turns out to be time inconsistent (see Bäuerle and Mundt 2008, Cui et al. 2012). Researchers have dealt with this problem by establishing different methods to solve this time-inconsistent scalar problem. For example, Li and Ng (2000) embed the time-inconsistent mean-variance problem into a one-parameter family of time-consistent optimal control problems. The game-theoretic interpretation of time inconsistency of Björk and Murgoci (2014) is used in Björk et al. (2014). A mean field approach, for example, is used in Ankirchner and Dermoune (2011), a dynamic change in the scalarization to turn the time-inconsistent problem into a time-consistent one is used in Karnam et al. (2017), and a time-varying trade-off is combined with relaxed self-financing restrictions, allowing the withdrawal of money out of the market, leading to a policy dominating the precommitted one, in Cui et al. (2012).

We propose a completely different approach. We propose to look at the original two-objective vector optimization problem (VOP)—and not at the scalarized one—and develop a Bellman equation tailored to the multiobjective nature of the problem.

The earliest results on dynamic vector-valued problems seem to be Brown and Strauch (1965), where a principle of optimality for problems with values in a partially ordered multiplicative lattice is provided. Li and Haines (1987) solve deterministic multiobjective problems through the envelope approach, where efficient frontiers at $t + 1$ for various values of the variables are expressed as parameterized curves and the non-dominated points at time $t$ are found as an envelope of the objectives of this family. Li (1990) extends this to risk-neutral stochastic multiobjective problems.

The problem considered here is a risk-averse problem, and we do not assume that the efficient frontiers have a parameterized representation. However, the proposed method is interpretation-wise also in line with Li and Haines (1990), where nonseparable scalar problems are considered that can be replaced by multiobjective problems with separable objectives.

While the previous literature provides ways to recursively solve (deterministic or risk-neutral) vector-valued dynamic problems, to the best of our knowledge, an explicit analogue of (2) for a VOP was not known yet. The reason is that it is per se not clear what the value function $V_i$ of a VOP is. This is related to the question of what is actually meant by “minimizing a vector function $\Gamma$.” Classically, one tried to find all feasible points $y$ whose image $\Gamma(y)$ is efficient (i.e., non-dominated). It did not mean to literally search for an infimum of $\Gamma$ with respect to the vector order, “as it may not exist, and even if it does, it is not useful in practice as it refers to so-called utopia points which are typically not realizable by feasible decisions” (see Hamel et al. 2015). Thus, in the classical framework, one cannot hope to obtain a solution in the sense that the “infimum of a vector function is attained,” and thus, the “infimum becomes a minimum” and the value of that minimum is the value $V_i$ of the problem. Thus, a value function is not defined.

This situation, however, changed drastically with the so-called lattice approach to VOPs that has been introduced very recently (see Löhne 2011, Hamel et al. 2015). In this approach, a vector function $\Gamma$ is extended to a set-valued function $G(y) = \Gamma(y) + \mathbb{R}^d_+$ of type “point plus cone,” and instead of a VOP with respect to (w.r.t.) $\Gamma$, a set-optimization problem w.r.t. $G$ is considered. This procedure is called the lattice extension of the VOP. Then, the solution concept of set optimization (see Löhne 2011, Hamel et al. 2015), is applied to this particular set-optimization problem and yields a new solution concept for the original VOP. The (lattice) infimum is now well defined, and the infimum attainment is part of this new solution concept. It turns out that the value function of a VOP in the lattice approach is nothing else than the upper image $P_i(v_i)$ of the VOP, that is, a set whose boundary contains the well-known efficient frontier.

Now that we have established a concept for the value function of a VOP, it makes sense for the first time to try to find an analogue of (2) for the VOP of interest, the mean-risk problem. Since the value function of interest turned out to be a set-valued function, recent results on backward recursions and time consistency for set-valued risk measures in Feinstein and Rudloff (2017) provided some intuition on the type of results one can expect. In contrast to the pure backward problem considered in Feinstein and Rudloff (2017), where a terminal random variable is given as the input, the problem here is more complicated, as it is a backward-forward problem since the initial capital is provided as an input.

One key result of this paper is to show that the upper images, that is, the value functions $P_i(v_i)$, recur backward in time, which provides a formula in total analogy to (2)

$$P_i(v_i) = \inf_{\psi \in \Phi_i} \inf_{k \geq n_0} \Gamma_1(-P_{i+1}(S_{i+1}^{-1}\psi_i)),$$
or equivalently
\[
P_I(v_t) = \text{cl}\left\{ \left( -\mathbb{E}_t(-x_1) \right) \left| S^*_t \psi_t = v_t, \psi_t \in \Phi_t, \right. \right. \\
\left. \left. (x_1, x_2) \in P_{t+1}(S^{T^*_t} \psi_t) \right\} \right. \right. .
\]

The details and notation will be introduced in the following sections. We will show that (3) can be rewritten as a series of one-time-step convex VOPs. Solving these recursively backward in time would solve the original dynamic mean-risk problem with upper image \( P_0(v_0) \). This is in total analogy to the scalar dynamic programming principle.

Of course, several challenges arise: How does one deal with the issue that in the backward recursion one needs to know the value function for any value \( v_t \) of the state variable at time \( t \)? In some scalar and some deterministic or risk-neutral multiobjective cases this is accomplished by, for example, deriving analytical solutions as functions of \( v_t \). However, in general, there is not much hope to expect analytical expressions for the solutions of VOPs. Efficient algorithms exist to compute a solution and the value function of the lattice extension, but analytical expressions will be a rare exception. In this paper, the problem will be resolved by using a coherent time-consistent risk measure to measure portfolio risk; this allows one to scale the problem, and so it suffices to solve in each node one VOP for the initial value \( v_t = 1 \).

Two numerical examples illustrate the theoretical results. In a two-asset market the mean-risk problem is solved over 2,500 time periods, corresponding to 10 years of daily trading. Once the investor chooses an efficient point on the frontier that he wants to reach, the optimal trading strategy is calculated forward in time on the realized path. The second example illustrates the results in a market with multiple assets.

The efficient trading strategy moves on the efficient frontiers over time and is thus naturally related to a moving (i.e., time- and state-dependent) scalarization that would make the scalarized problem time consistent in the scalar sense. This relates our results to the results of Karnam et al. (2017) and to the concept of time consistency in efficiency of Cui et al. (2012). The main difference is that the moving scalarization comes out implicitly as part of the solution in our approach, whereas in Karnam et al. (2017) it has to be found a priori, which can be done in some special cases, but was an open problem in the general case. An economic interpretation of the moving scalarization will be given in Section 4. The method proposed in this paper recurses the efficient frontiers backward in time, which corresponds to working with all scalarizations at the same time. However, one actually does not even need to compute the weights for this moving scalarization as one is primarily interested in the optimal trading strategy. Thus, the set-valued Bellman’s principle overcomes the problematic need to explicitly compute the moving scalarizations a priori, as there is no need to turn the problem into a scalar time-consistent problem, since the original problem can already be solved by the proposed multivariate dynamic programming principle and is thus already time consistent in the set-valued sense. This indicates that there is a more general concept in dynamic multivariate programming that addresses some of the problems in Karnam et al. (2017), but many open technical challenges in the general case still need to be addressed in future research. Thus, this paper can be seen as a first case study of a very general and new concept.

2. The Portfolio Selection Problem

In this section, we introduce the multiperiod mean-risk problem and all basic notation and definitions.

2.1. Preliminaries and Notation

On a finite discrete time horizon \( T = \{0, 1, \ldots, T\} \) consider a finite filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{T}}, \mathbb{P})\) with \( \mathcal{F}_0 \) trivial and \( \mathcal{F}_T = \mathcal{F} \). Without loss of generality we assume that all nontrivial events have positive probability, that is, \( \mathbb{P}(A) > 0 \) for all \( A \in \mathcal{F}, A \neq \emptyset \). The set of atoms in \( \mathcal{F}_t \) is denoted by \( \Omega_t \). The space of all bounded \( \mathcal{F}_t \)-measurable random variables is denoted by \( L_t := L_t^\infty(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}) \). For a subset \( B \subseteq L_t^\infty(\mathbb{R}^m) \), denote by \( \text{cl}B \) and \( \text{int}B \) the closure and the interior, respectively. A point \( \tilde{x} \in B \) is called minimal in \( B \) if \( \tilde{x} - L_t^\infty(\mathbb{R}^m) \cap B = 0 \). It is called weakly minimal if \( \tilde{x} - \text{int}L_t^\infty(\mathbb{R}^m) \cap B = 0 \).

The value of a random vector \( X \in L_t^\infty(\mathbb{R}^m) \) at a given atom (node) \( \omega_t \in \Omega_t \) is to be understood as its value at any outcome \( \omega \in \omega_t \), that is, \( X(\omega_t) := X(\omega) \). The product of two random variables is understood statewise, \((X \cdot Y)(\omega) := X(\omega) \cdot Y(\omega) \). Random vectors constantly equal to 1 (resp., 0) are denoted by \( 1 \) (resp., 0). We do not explicitly denote their dimensions as they should be clear from the context. For any \( A \in \mathcal{F}_t \) an indicator function \( I_A \) is defined as \( I_A(\omega) = 1 \) for \( \omega \in A \) and \( I_A(\omega) = 0 \) otherwise. The conditional expectation \( \mathbb{E}(\cdot | \mathcal{F}_t) \) is denoted by \( \mathbb{E}_t(\cdot) \).

2.2. Market Model, Feasible Portfolios, and Measurement of Risk

A market with \( d \) assets is modeled by a \( d \)-dimensional adapted discounted price process \((S_t)_{t=0,\ldots,T}\) on the probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{T}}, \mathbb{P})\). The existence of an underlying numéraire is assumed. The distribution of the prices is assumed to be known to the investor.
The probability measure $\mathbb{P}$ is not required to be the true market probability, but rather the one the investor believes to describe the market.

The investor enters the market at time $0$ with some wealth $v_0$, which is to be invested until terminal time $T$, and follows an adapted trading strategy $(\psi_s)_{s=0,\ldots,T−1}$. Here, $\psi_{s,t}$ denotes the number of units of an asset held in the interval between time $s$ and $s+1$. For the purposes of this work a market without transaction costs is considered. Any trading strategy the investor can follow needs to have the self-financing property, $S_t^s\psi_s = S_t^{s−1}\psi_{s−1}$ for $s = 1, \ldots, T − 1$. The value of the portfolio arising from a trading strategy $(\psi_s)_{s=0,\ldots,T−1}$ is

$$v_s := S_t^s\psi_{s−1},$$

for $s = 1, \ldots, T$. In the rare case when the dependency of the portfolio value from the trading strategy $\psi$ has to be made explicit, we will use the notation $v_{s,t}^{\psi}$ for $v_s$ instead. Since the underlying probability space is finite, the portfolio value $v_s$ for any trading strategy is a bounded $\mathcal{F}_s$-measurable random variable.

Either the market authorities or the investor herself can impose additional constraints on the positions the investor is allowed, or willing, to take. These are modeled by a sequence of constraints sets $(\Phi_s)_{s=0,\ldots,T−1}$, where each $\Phi_s \subseteq L_0(\mathbb{R}^d)$ is a closed conditionally convex set. Thus, we will consider the trading restrictions $\psi_s \in \Phi_s$ for $s = 0, \ldots, T − 1$.

Short-selling constraints, that is, the case $\Phi_s = L_0(\mathbb{R}^d)$, are studied in detail in Section 6. However, the derived theory works for any closed conditionally convex sets $\Phi_s$, $s = 0, \ldots, T − 1$.

We will use the term strategy and portfolio synonymously and will always mean a portfolio resulting from the strategy under consideration. An investor with wealth $v_t \in L_t$ at time $t$ will consider all possible portfolios with initial value $S_t^s\psi_t = v_t$ satisfying the above conditions. We will refer to such a portfolio as feasible and denote the set of all feasible portfolios by

$$\Psi_t(v_t) := \{ (\psi_s)_{s=0,\ldots,T−1} \mid S_t^s\psi_t = v_t, \psi_s \in \Phi_s, S_t^s\psi_{s−1} = S_t^{s−1}\psi_s, \psi_s \in \Phi_s, s = t + 1, \ldots, T − 1 \}.$$ 

Finally, to formulate the problem, we will specify how the mean and the risk of the terminal value are measured. The mean is as usual quantified by the conditional expectation. In this paper, the risk is assessed by a dynamic time-consistent convex risk measure, a concept widely used in the risk measure literature. Here we follow sections 2 and 6 of Detlefsen and Scandolo (2005) and section 1 of Riedel (2004) for definitions and properties.

**Definition 1.** A dynamic convex risk measure is a family $(\rho_t)_{t \in \mathbb{T}}$, where every $\rho_t : L_T \to L_t$ satisfies $\rho_t(0) = 0$ and, for any $X,Y \in L_T$ and $\Lambda \in L_t$, the following properties hold true:

- **conditional translation invariance:** $\rho_t(X + \Lambda) = \rho_t(X) - \Lambda$, 
- **monotonicity:** $X \leq Y \Rightarrow \rho_t(X) \geq \rho_t(Y)$, 
- **conditional convexity:** $\rho_t(\Lambda X + (1 - \Lambda)Y) \leq \Lambda \rho_t(X) + (1 - \Lambda) \rho_t(Y)$ for $0 \leq \Lambda \leq 1$.

The dynamic convex risk measure is called coherent if additionally each $\rho_t$ satisfies

- **conditional positive homogeneity:** $\rho_t(\Lambda X) = \Lambda \rho_t(X)$ for $\Lambda > 0$.

A dynamic risk measure $(\rho_t)_{t \in \mathbb{T}}$ is time consistent if for any $X,Y \in L_T$ and $0 \leq t \leq T − 1$ it satisfies $\rho_{t+1}(X) = \rho_{t+1}(Y) \Rightarrow \rho_t(X) = \rho_t(Y)$.

**Lemma 1.**

- Each element of a dynamic convex risk measure also satisfies locality (often also called regularity): $\rho_t(A)X = I_A \rho_t(X)$ for any $A \in \mathcal{F}_t$.
- For every dynamic risk measure $(\rho_t)_{t \in \mathbb{T}}$ time consistency is equivalent to recursiveness: $\rho_t(X) = \rho_t(-\rho_{t+1}(X))$ for any $X \in L_T$ and all $0 \leq t \leq T − 1$.
- Every convex risk measure on a finite probability space is a continuous functional.
- The negative conditional expectation, $-\mathbb{E}_t$, is a time-consistent dynamic coherent risk measure, which is additionally linear and strictly monotone.

Throughout this paper, we will work only with time-consistent dynamic convex risk measures and will for the sake of brevity just call them risk measures. In Section 6 we focus on time-consistent dynamic coherent risk measures and will use the term coherent risk measure then. We believe this should not lead to any misunderstanding. The assumption of time consistency of the risk measure is reasonable as it ensures that the investor’s risk assessment does not contradict itself over time.

Summarizing, we formulate the assumptions posed on the market and the investor, whose point of view is adopted throughout.

**Assumption 1.**

1. The investor’s perception of the market is represented by the adapted discounted price process $(S_s)_{s=0,\ldots,T}$ on a finite filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{T}}, \mathbb{P})$. The distributions of the prices are known.

2. The investor with wealth $v_t \in L_t$ at time $t$ considers only portfolios $(\psi_s)_{s=0,\ldots,T−1}$ which have initial value $v_t$ are self-financing, and satisfy $\psi_s \in \Phi_s$ for $s = t, \ldots, T − 1$ for given closed conditionally convex sets $\Phi_s \subseteq L_0(\mathbb{R}^d)$ modeling trading constraints. These three conditions form the set of feasible portfolios $\Psi_t(v_t)$.
3. The investor enters the market with wealth $v_0$ at time 0, which is to be invested there until terminal time $T$. It is assumed that $\Psi(v_0) \neq \emptyset$.

4. The investor evaluates portfolios by the mean and the risk of their terminal values $v_T$, where

   a. the mean is assessed by the conditional expected value $\mathbb{E}_t$,
   b. the risk is quantified by a time-consistent dynamic convex risk measure $(\rho_t)_{t \in T}$.

The nonemptiness of the set of feasible portfolios is only assumed at initial time 0. In Lemma 4 below we will show that this implies the nonemptiness of the set of feasible portfolios $\Psi_t(v_t)$ for all relevant investments $v_t$ that can be reached from wealth $v_0$.

### 2.3. Efficient Portfolios

A rational investor will only choose among non-dominated portfolios, so-called efficient portfolios. This concept in the setting of Assumption 1 will now be made precise together with the broader concept of weak efficiency, which also covers portfolios which are not strictly dominated. Since the investor can make decisions dynamically, the concept of efficiency is defined for every time point.

**Definition 2.** Under Assumption 1, a feasible portfolio $(\psi_t)_{t=1, \ldots, T-1} \in \Psi_t(v_t)$ is called time $t$ efficient for initial wealth $v_t$ if and only if there exists no other feasible portfolio $(\phi_t)_{t=1, \ldots, T-1} \in \Psi_t(v_t)$ such that

$$
\mathbb{E}_t(\psi_t^T) \geq \mathbb{E}_t(\phi_t^T), \quad \rho_t(\psi_t^T) \leq \rho_t(\phi_t^T),
$$

where at least one of the above inequalities is a strict inequality $\mathbb{P}$-almost surely (a.s.). The set of all such portfolios is called the time $t$ efficient frontier for initial wealth $v_t$.

A feasible portfolio $(\psi_t)_{t=1, \ldots, T-1} \in \Psi_t(v_t)$ is called time $t$ weakly efficient for initial wealth $v_t$ if both inequalities in (4) are strict for all $\omega_t \in \Omega_t$.

Efficiency is also called Pareto optimality, and weak efficiency is also called weak Pareto optimality. The term efficient frontier will also be used for the set of all objective values of efficient portfolios.

**Remark 1.** Note that the strict inequalities in the definitions of efficiency and weak efficiency differ as the first one is understood in the $\mathbb{P}$-a.s. sense (i.e., $X < Y$ $\mathbb{P}$-a.s. if and only if $X \leq Y$ and $\mathbb{P}(X < Y) > 0$) and the second one is omega-wise. The mathematical intuition behind this will become clear at the end of this subsection, where we relate (weak) efficiency to the order relation. For an economic interpretation note that for an efficient portfolio there cannot exist another portfolio that is not worse, but better in at least one component in at least one node. For a weakly efficient portfolio there should not be a portfolio that is better in all components in all states.

One may immediately notice in the above definition the dependency of efficiency on the wealth $v_t$. This is necessary, since in general it is not possible to derive an explicit relation between the efficient frontiers for different wealth. The situation simplifies when the risk measure is coherent. Then, the efficient frontiers, which is discussed in Section 6.1. The viewpoint of a single node $\omega_t \in \Omega_t$ for the definition of (weak) efficiency is discussed in the e-companion in Section EC.1.

To assign to each portfolio its mean-risk profile, we define a vector-valued function $\Gamma_t : L_2(\mathbb{R}^2) \rightarrow L_2(\mathbb{R}^2)$, which applies the negative conditional expectation and the risk measure component-wise to a random vector, that is,

$$
\Gamma_t(X) := (-\mathbb{E}_t(X_1), \rho_t(X_2)).
$$

For any feasible portfolio $\psi \in \Psi_t(v_t)$, the investor is at time $t$ interested in the value $\Gamma_t(V_t(\psi))$, where

$$
V_t(\psi) = \begin{pmatrix} v_t^T \\ \psi_t \\ \psi_{T-1}^T \\ \psi_T^T \\ \psi_{T-1}^T \end{pmatrix}
$$

is a two-dimensional vector of the terminal wealth. The reason for defining $\Gamma_t$ as a function of a random vector $V_t(\psi)$ rather than a random variable $v_t$ is a subsequent recursive form, which will appear in Section 5. The function $\Gamma_t(V_t(\cdot))$ is in a natural way connected to the definition of efficiency—the reader can easily convince themself that the ordering corresponding to Definition 2 is $\leq_{L_2(\mathbb{R}^2)}$, that the condition for time $t$ efficiency is equivalent to

$$
\exists \phi \in \Psi_t(v_t) : \Gamma_t(V_t(\phi)) \leq_{L_2(\mathbb{R}^2)} \Gamma_t(V_t(\psi))
$$

and that the condition for time $t$ weak efficiency corresponds to

$$
\exists \phi \in \Psi_t(v_t) : \Gamma_t(V_t(\phi)) \in \Gamma_t(V_t(\psi)) - \text{int} L_2(\mathbb{R}^2).
$$

Note that we will often use the shorthand notation $\psi := (\psi_t)_{t=1, \ldots, T-1}$ for the trading strategy. We believe the initial time $t$ is clear from the context, and this ambiguity is outweighed by the increased readability of the formulas. Since $\leq_{L_2(\mathbb{R}^2)}$ corresponds to the natural element-wise ordering in $L_2(\mathbb{R}^2)$, it will usually be denoted by $\preceq$. The ordering cone $L_2(\mathbb{R}^2)$ will only be stressed in the context of the optimization problem.

### 2.4. Mean-Risk as a VOP

The investor naturally prefers the efficient portfolios and, therefore, wishes to maximize the mean and minimize the risk—or simply to minimize the vector-valued function $\Gamma_t$ of the terminal wealth. Our approach
to portfolio selection is to formulate and to study the mean-risk as a VOP. Within this framework the mean-risk problem of the investor with wealth \( v_t \in L_t \) at time \( t \), denoted by \( D_t(v_t) \), is

\[
\min_{(\psi_t)_{t=0,\ldots,T-1}} \left( -\mathbb{E}_t(\psi_T) \right) \quad \text{w.r.t.} \quad \leq_{L_t(\mathbb{R}^2)}
\]

\[
\text{s.t.} \quad S^T_t \psi_s = v_s,
\]

\[
v_{s+1} = S^T_{s+1} \psi_s,
\]

\[
\psi_0 \in \Phi_s,
\]

\[
s = t, \ldots, T - 1. \tag{8}
\]

By using the notation of the biobjective function \( \Gamma_t \) and the terminal wealth \( V_T \), as well as the set of feasible portfolios \( \Psi_t(v_t) \) as defined in Assumption 1, problem \( D_t(v_t) \) in (8) can be written as

\[
\min \quad \Gamma_t(V_T(\psi)) \quad \text{w.r.t.} \quad \leq_{L_t(\mathbb{R}^2)}
\]

\[
\text{s.t.} \quad \psi \in \Psi_t(v_t).
\]

**Remark 2.** The set \( L_t(\mathbb{R}^2) \) is a vector space, and its subset \( L_t(\mathbb{R}^2) \) is a pointed convex cone, which is additionally closed and solid. Thus, the pair \( (L_t(\mathbb{R}^2), \leq_{L_t(\mathbb{R}^2)}) \) is a partially ordered vector space, and thus, a suitable image space for a VOP. The set \( \Psi_t(v_t) \) is closed, as it is determined via equalities and inclusion in closed sets. Therefore, as long as the feasible set \( \Psi_t(v_t) \) is nonempty, problem \( D_t(v_t) \) in (8) is a VOP, as defined in Löhne (2011).

Since we are working on a finite probability space, the sets \( L_t(\mathbb{R}^2) \) (resp., \( L_t(\mathbb{R}^4) \)) are finite dimensional and, therefore, isomorphic to the Euclidean space for some appropriate dimension. Consequently the mean-risk problem \( D_t(v_t) \) in (8) can be seen as a VOP with image space \( \mathbb{R}^d \) and variable space \( \mathbb{R}^m \) with appropriate dimensions.

The mean-risk problem is formulated for every point time \( t \) and for any wealth \( v_t \in L_t \). Together, these problems compose a family of mean-risk problems

\[
\mathcal{D} = \{ D_t(v_t) | t \in \{0, \ldots, T-1\}, v_t \in \mathcal{F}_t \text{-measurable} \},
\]

which will be the central object of this work. This family of problems can be interpreted in terms of dynamic programming: we study a dynamic system, a portfolio, which is at each point time \( t \) described by its value, the state variable. The decision maker, in this case the investor, influences the portfolio at each time point by her choice of positions in the individual assets (the trading strategy), which is the control variable. Afterward the market impacts the portfolio by a random change in the stock prices, which are the random shocks to the system. Our problem differs from standard dynamic programming only by considering two objectives simultaneously.

Since each problem \( D_t(v_t) \) in (8) is a VOP, all of the concepts from vector optimization are relevant for it. The following four notions will be used in the subsequent sections. The image of the feasible set of problem \( D_t(v_t) \) in (8) is denoted by

\[
\Gamma_t(\Psi_t(v_t)) := \{ \Gamma_t(V_T(\psi)) | \psi \in \Psi_t(v_t) \}.
\]

The upper image of \( D_t(v_t) \) in (8) will be denoted by

\[
\mathcal{P}_t(v_t) := \text{cl} \left( \Gamma_t(\Psi_t(v_t)) + L_t(\mathbb{R}^2) \right).
\]

A feasible portfolio \( \psi \in \Psi_t(v_t) \) is a minimizer of problem \( D_t(v_t) \) in (8) if

\[
(\Gamma_t(V_T(\psi)) - L_t(\mathbb{R}^2)) \cap \Gamma_t(\Psi_t(v_t)) = \emptyset, \tag{9}
\]

and it is a weak minimizer if

\[
(\Gamma_t(V_T(\psi)) - \text{int} \, L_t(\mathbb{R}^2)) \cap \Gamma_t(\Psi_t(v_t)) = \emptyset. \tag{10}
\]

The following lemma points out the connection between minimizing and efficient portfolios.

**Lemma 2.** A feasible trading strategy \( (\psi_s)_{s=t, \ldots, T-1} \) is a (weakly) efficient portfolio at time \( t \) for initial wealth \( v_t \) if and only if it is a (weak) minimizer of problem \( D_t(v_t) \) in (8).

**Proof.** Relations (6) and (7) show that (9) and (10) are equivalent to Definition 2. \( \square \)

Consequently, the efficient frontier and the weakly efficient frontier are contained in the boundary of the upper image. Associating an efficient portfolio to every minimal point of the upper image is possible when a compact feasible set is considered; this will be discussed in Lemma 9. Similarly to efficiency, the optimization problem can be formulated in a node-wise fashion; this is discussed in Section EC.1. As in the scalar case, convexity is a desirable property for an optimization problem.

**Lemma 3.** Each mean-risk problem \( D_t(v_t) \) in (8) is a convex VOP. The feasible set \( \Psi_t(v_t) \) and the objective function \( \Gamma_t(V_T(\cdot)) \) are conditionally convex. Furthermore, the objective function has the locality property.

The proof will be given in the e-companion to this paper in Section EC.2.

### 3. Time Consistency

Time consistency is a central issue in the fields of optimal control and risk-averse dynamic programming; however, there are slightly varying definitions that are used for this concept. In the context of efficient portfolios we decided to follow the approach used in Rudloff et al. (2014): A policy is time consistent if and only if the future planned decisions are actually going to be implemented. Or formulated differently, understanding that one only implements what is optimal if the
optimal policy is still optimal at all later time points w.r.t. the objectives at these times. In the portfolio selection setting, the investor wishes to choose a (weakly) efficient portfolio every time she makes a decision. It is reasonable then to assume that she will not implement any trading strategy which is not, at the moment, at least weakly efficient. This motivates the following definition.

**Definition 3.** The family of mean-risk problems $\mathcal{D}$ is called *time consistent w.r.t. weak minimizers* if and only if, for each time $t = 0, \ldots, T - 1$, $(\psi_t)_{t=1}^{T-1}$ being a weak minimizer of $D_t(v_t)$ in (8) implies $(\psi_t)_{t=1}^{T-1}$ being a weak minimizer of $D_{t+1}(S^T_{t+1} \psi_t)$ of (8).

Definition 3 is closely related to the *time consistency in efficiency* defined in Cui et al. (2012). They do not coincide completely, as in our setting one might need to place zero weight on the risk component instead of the expectation (see Lemmas EC.3 and EC.5).

By Lemma 2 our definition of time consistency applies the principle of optimality to the weakly efficient frontiers. Theorem 1 shows that the mean-risk problems satisfy this notion of time consistency, where Lemma 4 provides the recursiveness of the feasible set.

**Lemma 4.** A trading strategy is feasible, that is, $(\psi_t)_{t=1}^{T-1} \in \Psi_t(v_t)$, if and only if $S^T_t \psi_t = v_t$, $\psi_t \in \Phi_t$, and $(\psi_t)_{t=1}^{T-1} \in S_{t=1}^{T-1} \Psi_t(v_t)$.

The proof will be given in e-companion to this paper in Section EC.2.

**Theorem 1.** Under Assumption 1, the family of mean-risk problems $\mathcal{D}$ is time consistent w.r.t. weak minimizers (see Definition 3).

**Proof.** Consider some point $t$, an investment $v_t$, and any weak minimizer $(\psi_t)_{t=1}^{T-1}$ of problem $D_t(v_t)$ in (8). By Lemma 4, the truncated trading strategy is feasible for problem $D_{t+1}(S^T_{t+1} \psi_t)$ of (8); assume it is not a weak minimizer. Then there exists a feasible trading strategy $(\psi^*_{t})_{t=1}^{T-1} \in \Psi_{t+1}(S^T_{t+1} \psi_t)$ such that

$$-E_{t+1}(v^*_T \psi) < -E_{t+1}(v_T \psi), \quad \rho_{t+1}(v^*_T \psi) < \rho_{t+1}(v_T \psi),$$

for all $\omega_{t+1} \in \Omega_{t+1}$. By defining additionally $\phi_t := \psi_t$, a feasible $(\phi_t)_{t=1}^{T-1} \in \Phi_{t}(v_t)$ is obtained. Let us look at the values of the objectives for this portfolio. The tower property and the strict monotonicity of the expectation combined with (11) yield

$$-E_t(v^*_T) = E_t(-E_{t+1}(v^*_T \psi)) < E_t(-E_{t+1}(v_T \psi)) = -E_t(v_T \psi).$$

(12)

Define $\epsilon := \min_{\omega \in \Omega}(\rho_{t+1}(v^*_T \psi) - \rho_{t+1}(v_T \psi)) > 0$. Then $\rho_{t+1}(v^*_T \psi) - \epsilon I$. Combining this inequality with the monotonicity, translation invariance, and recursiveness of the risk measure yields

$$\rho_t(v^*_T) = \rho_t(-\rho_{t+1}(v^*_T \psi)) \leq \rho_t(-\rho_{t+1}(v_T \psi) + \epsilon I)$$

$$= \rho_t(-\rho_{t+1}(v_T \psi)) - \epsilon I = \rho_t(v_T \psi) - \epsilon I < \rho_t(v_T \psi).$$

(13)

Together, (12) and (13) contradict $(\psi_t)_{t=1}^{T-1}$ being a weak minimizer. Therefore, the assumption cannot hold, and $\mathcal{D}$ must be time consistent w.r.t. weak minimizers. □

Notice that throughout the proof of Theorem 1 only the properties of recursiveness, monotonicity, and translation invariance of the risk measure were used, but convexity was not needed. Indeed, the convexity of the risk measure was only necessary for proving the convexity of the VOP $D_t(v_t)$ in (8) in Lemma 3. Let us shortly consider the time-consistent dynamic version of the value at risk (see Cheridito and Stadje (2009) for details), and let us denote it by VaR. It lacks convexity, but has otherwise all the properties assumed. Naturally, if the risk is measured by VaR, the mean-risk problems are not convex, but the proof of Theorem 1 also works in that case. Thus, the mean-VaR problem is time consistent w.r.t. weak minimizers.

The trouble with weak efficiency is that a weakly efficient portfolio is not necessarily weakly efficient in every node (see the discussion in Section EC.1). Since the investor is ultimately interested in the realized path (nodes), this makes weak efficiency seem rather insufficient. One could in total analogy to Definition 3 define time consistency w.r.t. minimizers, which would be the property desired by the investor. It also corresponds to the principle of optimality used in the risk-neutral and determinstic case, for example, in Li (1990) and Li and Haimes (1987). Unfortunately, this property does not hold for the mean-risk problem in general. A sufficient condition guaranteeing it is the strict monotonicity of the risk measure, which is satisfied, for example, for the entropic risk measure, but is in general a rather strong assumption as, for example, tail-based risk measures lack it. In Section 6.1 a property stronger than time consistency w.r.t. weak minimizers but weaker than time consistency w.r.t. minimizers will be proven under additional assumptions (coherent risk measure and short-selling constraints). Then, for any chosen minimal mean-risk profile at time $t = 0$, there exists a trading strategy which stays efficient at all times. But even in the general setting we can obtain a result that guarantees at least weak efficiency in every node. In Lemma EC.2 in Section EC.1 on the node-wise approach it is shown that an efficient portfolio is at each subsequent time at least weakly efficient in every node.
4. Scalarization

In this section we relate minimizers of the mean-risk problem to weighted sum scalarizations of the problem. This leads to a connection between efficient portfolios and the investor’s risk aversion and allows one to relate our results to existing results in the literature on mean-variance problems.

Lemma 5. Under Assumption 1, to every portfolio \((\psi_t)_{t=0, \ldots, T-1}\) efficient at time 0 for wealth \(v_0\) corresponds a sequence of weights \((w_t)_{t=0, \ldots, T-1}\) such that at every time \(t\):

- \(w_t \in L^2(\mathbb{R}_+^2 \setminus \{0\})\) and
- the portfolio \((\psi_t)_{s=t, \ldots, T-1}\) is an optimal solution of a weighted sum scalarization of problem \(D_t(S^t_\psi \psi_{t-1})\) of (8) with weight \(w_t\).

The proof will be given in the e-companion to this paper in Section EC.2.

Since the weight \(w_t(\omega_t)\) can be normalized, it can be interpreted as a risk aversion. The sequence \((w_t)_{t=0, \ldots, T-1}\) then represents a time-varying state-dependent risk aversion. The given portfolio is then optimal at every time for an investor with this risk aversion solving a scalar mean-risk problem.

We can relate this to the results of Karnam et al. (2017), where it is shown that a scalar mean-variance problem can be made time consistent by a correct choice of the time-varying state-dependent risk aversions. Here, we obtained a sequence of time-varying state-dependent weights (or risk aversion), which make a portfolio efficient over time for the corresponding scalarized problem.

Note that this time-varying state-dependent risk aversion, which exists for each efficient portfolio and makes the scalarized problem time consistent in the classical (scalar) sense, also has an economic interpretation. At time \(t=0\) the investor makes a choice about the expected return and the risk she is willing to take. As time passes the market moves (either in her favor or not) and thus has an impact on the overall expectation and risk. If, for example, the market is moving in the favor of the investor, she is able to “cash in” part of her desired expected return and can then be more relaxed about it and still be consistent with her initial choice. The same holds true for the risk she chose. Thus, an investor makes a choice about her risk aversion only at time \(t=0\) and then the movement of the market determines her residual risk aversion at any time \(t>0\) that is consistent with her initial choice and the part of the expected return and the risk that is already realized up to time \(t\). This interpretation is in strong contrast to the classical view in the literature, where the investor chooses at each time her risk aversion (typically the same risk aversion). From our point of view, it is clear why this classical approach leads to a time-inconsistent problem in the scalar sense, as her new decision typically contradicts her decision made at earlier time points.

Note that also for the classical mean-variance problem there are economic reasons why the risk aversion should not be constant over time (see Björk and Murgoci (2014) and Björk et al. (2014), where a non-constant but predetermined risk aversion is chosen which still leads to a time-inconsistent problem). In contrast, Karnam et al. (2017) determine the moving scalarization that turns the problem into a time-consistent one, which thus relates directly to our approach.

The advantage of our approach is that one does not have to (and often cannot) calculate this time-varying state-dependent risk aversion a priori; it can rather be seen as an output of our approach, as it implicitly, by Lemma 5, corresponds to the optimal trading strategy.

5. Recursiveness and a Set-Valued Bellman’s Principle

In scalar dynamic programming, time consistency is closely related to the famous Bellman’s principle, which provides a recursive relation for the so-called value function of the problem. In the scalar setting, the value function simply maps the state (in our case, the wealth) to the infimum of the values the objective can attain. In this work, a dynamic problem is studied, which has already been demonstrated to be time consistent. It is then natural to wonder whether Bellman’s principle holds for the mean-risk problem. However, to answer this a different question arises—what would a Bellman’s principle look like for a mean-risk problem with vector-valued objective? And what would be the value function for this VOP? In this section we will answer these questions.

5.1. The Value Function of the Mean-Risk VOP

Naturally, the value function should be an infimum as in the scalar case. However, the infimum in the classical sense of the vector ordering has some well-known drawbacks: it is often a “utopia point,” it provides us with little information about the problem, and for some partially ordered vector spaces it might not even exist. These were also the reasons why recently the set optimization approach was used for defining a new solution concept for VOPs based, in total analogy to the scalar case, on infimum attainment and minimality (see, e.g., Löhne 2011). This suggests that a different candidate for the value function is needed. It turns out that the infimum appearing in the set optimization approach to VOP (see Hamel et al. 2015), provides a perfect candidate for a value function, and it has already been introduced here—the upper image.
Why is the upper image an infimum? In the set optimization approach to VOP one considers a “setified” objective function
\[ G_t(V_T(\psi)) := \Gamma_t(V_T(\psi)) + L_t(\mathbb{R}^2_+) . \]
This is a set-valued function mapping into the space of closed upper sets \( \mathbb{F} := \mathbb{P}(L_t(\mathbb{R}^2_+), L_t(\mathbb{R}^2_+)) = (A \subseteq L_t(\mathbb{R}^2_+) | \text{cl}(A + L_t(\mathbb{R}^2_+)) = A \). The space \( \mathbb{F} \) is a conlinear space (see Hamel et al. 2015) with a partial ordering \( \supseteq \). The pair \((\mathbb{F}, \supseteq)\) is a complete lattice, and the infimum of a subset \( A \subseteq \mathbb{F} \) is given by
\[ \inf_{(\mathbb{F}, \supseteq)} A = \text{cl} \bigcup_{A \in A} A. \]
Details on the theory of set optimization can be found in Hamel et al. (2015). By replacing the vector-valued objective function \( \Gamma_t \) in the mean-risk problem \( D_t(v_t) \) in (8) by the set-valued objective function \( G_t \), a set-valued mean-risk problem
\[ \min_{v_t \in \Psi_t(v_t)} G_t(V_T(\psi)) \text{ w.r.t. } \supseteq \]
\[ \text{s.t. } \psi \in \Psi_t(v_t) \]
is obtained. This set-valued problem is closely related to the original vector-valued problem since both have the same feasible points and the same minimizers (see chapter 7.1 in Hamel et al. 2015). The infimum of the mean-risk problem in \((\mathbb{F}, \supseteq)\) turns out to be the upper image as
\[ \inf_{\psi \in \Psi_t(v_t)} G_t(V_T(\psi)) = \text{cl} \bigcup_{\psi \in \Psi_t(v_t)} (\Gamma_t(V_T(\psi)) + L_t(\mathbb{R}^2_+)) \]
\[ = \text{cl}(\Gamma_t(V_T(v_t)) + L_t(\mathbb{R}^2_+)) \]
\[ = \mathbb{P}_t(v_t). \]

5.2. A Set-Valued Bellman’s Principle

Since the upper image corresponds to the infimum of the VOP in the set-valued sense, it is a suitable candidate for a value function. Bellman’s principle for the mean-risk problem should then be a recursive relation expressing the upper image of the problem \( D_t(v_t) \) in (8) via the upper images of the mean-risk problems at time \( t + 1 \). The following theorem is the main result of this section and provides the recursiveness of the value function, that is, the upper image, and thus establishes a Bellman equation for the mean-risk problem.

**Theorem 2.** The upper images of the mean-risk problems \( D_t(v_t) \) in (8) have a recursive form
\[ \mathbb{P}_t(v_t) = \text{cl} \left\{ \begin{pmatrix} -E_t(-x_1) \\ \rho_t(-x_2) \end{pmatrix} \right\} S_{t+1}^T \psi_t = v_t, \quad \psi_t \in \Phi_t, \]
\[ \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \in \mathbb{P}_{t+1}(S_{t+1}^T \psi_t). \] (14)

**Proof.** The proof is given in the Appendix. \( \square \)

Related to representation (14) is a one-time-step optimization problem, denoted by \( \tilde{D}_t(v_t) \),
\[ \min_{\psi_t(x_t, x_2)} \begin{pmatrix} -E_t(-x_1) \\ \rho_t(-x_2) \end{pmatrix} \text{ w.r.t. } \leq L_t(\mathbb{R}^2_+) \]
\[ \text{s.t. } S_t^T \psi_t = v_t, \quad \psi_t \in \Phi_t, \]
\[ \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \in \mathcal{P}_{t+1}(S_{t+1}^T \psi_t). \] (15)

For the problem to be well defined for all times, including the preterminal time \( T - 1 \), we define the set \( \mathcal{P}_T(v_T) \), which depends on the \( \mathcal{F}_T \)-measurable input \( v_T \), as
\[ \mathcal{P}_T(v_T) := \left\{ \begin{pmatrix} -v_T \\ -e_1 \end{pmatrix} \right\} + L_T(\mathbb{R}^2_+). \] (16)

We will prove the following two properties of this one-time-step optimization problem \( \tilde{D}_t(v_t) \) in (15), which will justify why relation (14) can be called a Bellman equation for the mean-risk problem.

**Lemma 6.** The upper image \( \tilde{P}_t(v_t) \) of problem \( \tilde{D}_t(v_t) \) in (15) coincides with the upper image of the original mean-risk problem \( D_t(v_t) \) in (8), that is,
\[ \tilde{P}_t(v_t) = \mathbb{P}_t(v_t). \] (17)

**Proof.** The proof is given in the Appendix, Section A.1. \( \square \)

**Lemma 7.** Problem \( \tilde{D}_t(v_t) \) in (15) is a convex VOP.

**Proof.** The proof is given in the Appendix, Section A.3. \( \square \)

These two properties ensure that a series of one-time-step convex VOPs \( \tilde{D}_t(v_t) \) in (15) can be solved backward in time in order to solve the original dynamic mean-risk problem \( D_t(v_t) \) in (8) via the upper images of the mean-risk problems at time \( t + 1 \). The only difference here is that, instead of a scalar optimization problem, a convex VOP is solved at each point in time. Algorithms to solve convex VOPs like those of Löhne et al. (2014) (or Ruszczyński and Vanderbei 2003), Löhne (2011), Hamel et al. (2014), Rudloff et al. (2017) in the linear case) can be used, which compute a solution to the VOP in the sense of Löhne (2011) and Löhne et al. (2014), but they also compute the upper image, which will then be used as an input for the constraints of the optimization problem at the previous time point.
Lastly, we provide an interpretation of (14) as a recursive infimum which is in total analogy to the scalar case (2). By Theorem 2 and Lemma 6, relation (14) can be rewritten as
\[ P_t(v_t) = \inf_{x \in P_{t+1}(S_{t+1}^T \psi_t)} \Gamma_t(-x) \tag{18} \]

Now define
\[ \Gamma_t(-P_{t+1}(S_{t+1}^T \psi_t)) := \inf_{x \in P_{t+1}(S_{t+1}^T \psi_t)} \Gamma_t(-x) \]

Then \( \psi_t \mapsto \Gamma_t(-P_{t+1}(S_{t+1}^T \psi_t)) \) is a set-valued function with values in the space \( \mathbb{F} \). Therefore, Equation (18), and thus (14), can be rewritten as
\[ P_t(v_t) = \inf_{S_{t+1}^T \psi_t} \Gamma_t(-P_{t+1}(S_{t+1}^T \psi_t)) \tag{19} \]

Thus, the value function at time \( t \) is a one-step minimization problem of the mean-risk function \( \Gamma_t \) applied to the value function at time \( t + 1 \). This provides an interpretation of (14) in total analogy to the scalar case (2): instead of a conditional expectation the corresponding mean-risk function \( \Gamma_t \) is applied to the value function one time ahead, and the infimum over all possible controls \( \psi_t \) is taken. This supports our interpretation of (14) as a Bellman equation.

Computational implementations and challenges are discussed in the next section. Furthermore, we see in Sections 6.2 and EC.1.2 how the upper images \( P_t(v_t) \) of \( D_t(v_t) \) in (15) computed backward in time can be used to compute an optimal trading strategy of the original dynamic mean risk problem \( D_t(v_t) \) in (8) forward in time on the realized path.

6. Implementing the Backward Recursion
In the previous section the recursive relation (14) representing a set-valued Bellman’s principle for the mean-risk problem was derived. The next natural step is to use (14) and the corresponding recursive VOP \( D_t(v_t) \) in (15) to solve the mean-risk problem backward in time. In this section we discuss some related challenges.

In theory the recursive problem \( D_t(v_t) \) in (15) provides a way to solve the mean-risk problem via backward recursion. However, an application of it in practice is in general not straightforward for the following reason. To solve problem \( D_t(v_t) \) in (15), the time \( t + 1 \) upper image \( P_{t+1} \) needs to be available for any wealth \( v_{t+1} = S_{t+1}^T \psi_t \). In general, there could be infinitely many values \( v_{t+1} \), so infinitely many problems \( D_{t+1} \) of (15) would need to be solved. In the scalar case, this does not pose a problem as long as the recursive problem can be solved analytically. Then the solution can be given as a function of the wealth. However, for a VOP an analytic solution is out of reach in general. However, in certain special cases, this problem can be addressed in an easy manner also for VOPs.

For example, the issue would disappear if it was possible to scale the upper images and thus the efficient frontiers for different wealth. This is possible if the risk measure can be scaled, that is, if the risk measure is coherent. The mean-risk with this additional assumption is studied in this section.

6.1. The Case of a Coherent Risk Measure
The following lemma provides desirable scaling properties of the mean-risk problem with coherent risk measure. To scale feasible trading strategies, the sets \( \Phi_s \) need to be cones.

**Lemma 8.** Aside from Assumption 1 let the risk measure \( (\rho_s)_{s=0,1,...,T} \) of the investor be coherent, and let each constraint set \( \Phi_s \) for \( s = 0, \ldots, T - 1 \) be a cone. Then for any time \( t \in \{0,1,\ldots,T-1\} \) and any \( v_t > 0 \) the following holds:

1. (Weakly) efficient strategies and (weak) minimizers scale; that is, if the portfolio generated by a strategy \( (\psi_s)_{s=t}^{s=T-1} \) is time-\( t \) (weakly) efficient for initial wealth \( 1 \) at time \( t \), then \( (v_t \cdot \psi_s)_{s=t}^{s=T-1} \) is time-\( t \) (weakly) efficient for initial wealth \( v_t \) at time \( t \).

2. The upper image scales; that is
\[ P_t(v_t) = v_t \cdot P_t(1). \]

3. (Weak) minimizers of the one-time-step problem scale; that is, if \( (\psi_t, x) \) is a (weak) minimizer of \( D_t(1) \) of (15), then \( (v_t \cdot \psi_t, v_t \cdot x) \) is a (weak) minimizer of \( D_t(v_t) \) of (15).

The proof will be given in the e-companion to this paper in Section EC.2.

Observe that the same scaling principle appears in the standard Markowitz problem. There, it is a consequence of a positive homogeneity of the standard deviation as well, which is used to measure the risk.

A corresponding version of Lemma 8 could be proven for negative wealth \( v_t < 0 \) and \( -1 \). For a general \( \mathcal{F}_t \)-measurable investment \( v_t \), the locality property would enable one to scale the strategies and upper image individually in each node. This would, however, complicate the implementation of the problem as the future value of the portfolio depends on the position that is taken, which is a variable of the problem.

Here we concentrate on a particular case of conical sets \( \Phi_s \), the short-selling constraints. These not only simplify the implementation of the problem, but also lead to additional properties studied below. Assumption 2 lists all the assumptions, which will from now on be added to the setting of Assumption 1.
**Assumption 2.**

1. The risk measure \((\rho_t)_{t=0,\ldots,T}\) of the investor is coherent.
2. Short-selling constraints \(\psi_s \geq 0\) for \(s = 0, \ldots, T - 1\) are imposed.
3. The prices are positive, that is, \(S_s > 0\) for \(s = 0, \ldots, T\), and the investor starts with positive wealth \(v_0 > 0\).

A direct consequence of Assumption 2 is a positive value of the portfolio \(v_t > 0\) at all times \(t\). Then the scaling property of the upper image in Lemma 8 can be directly used within the recursive problem \(\bar{D}_t(v_t)\) in (15), which is equivalent to

\[
\begin{aligned}
\min_{\psi_t \in \mathbb{R}^2} & \quad \left( -\mathbb{E}_t(-x_1) \right) \\
\text{s.t.} & \quad S_{t+1}^\top \psi_t = v_t, \\
& \quad \psi_t \geq 0, \\
& \quad \left( x_1 \quad x_2 \right) \in (S_{t+1}^\top \psi_t) \cdot \mathcal{P}_{t+1}(1).
\end{aligned}
\] (20)

In this formulation it suffices to solve at each time \(t\) only one problem, \(\bar{D}_t(1)\) of (15). Solutions and upper images for any other wealth can be recovered from it via scaling. This enables us to formulate Algorithm 1, which computes the upper image \(\mathcal{P}_0(v_0)\) via a finite number of recursive VOPs. In practice it might be advantageous to solve the node-wise problems instead (for more details see Section EC.1 in the e-companion).

**Algorithm 1**

1. Inputs: A financial market satisfying Assumptions 1 and 2, initial wealth \(v_0 > 0\).
2. \(\mathcal{P}_t(1) := -1 + L_t(\mathbb{R}^2)\)
3. for \(t = T - 1, \ldots, 0\) do
4. Use \(\mathcal{P}_{t+1}(1)\) to solve problem \(\bar{D}_t(1)\), obtain upper image \(\mathcal{P}_t(1)\)
5. end for
6. Scale the upper image, \(\mathcal{P}_0(v_0) = v_0 \cdot \mathcal{P}_0(1)\)
7. Output: \(\mathcal{P}_0(v_0)\) and a sequence of upper images \(\mathcal{P}_{T-1}(1), \ldots, \mathcal{P}_0(1)\)

In the general setting every efficient portfolio is a minimizer of the mean-risk problem (see Lemma 2) and, therefore, corresponds to a minimal point of the upper image. To obtain a one-to-one relation between the efficient frontier and the upper image, which is an output of the algorithms solving VOPs, one needs also the other direction. This is provided under Assumption 2 in the following lemma.

**Lemma 9.** Under Assumptions 1 and 2 the mean-risk problem \(D_t(v_t)\) in (8) is bounded, and all minimal points of the upper image \(\mathcal{P}_0(v_t)\) correspond to efficient portfolios.

The proof is given in the e-companion to this paper in Section EC.2.

**Remark 3.** Since the problems \(\bar{D}_t(v_t)\) in (8) and \(\bar{D}_t(1)\) in (15) share the same upper image, the results of Lemma 9 apply to the recursive problem \(\bar{D}_t(v_t)\) in (15) as well. Consider a minimal element (mean-risk profile) \(x_t \in \mathcal{P}_t(v_t)\) and a corresponding efficient portfolio \((\psi_t)_{t=0,\ldots,T-1}\). The pair \((\psi_t, \Gamma_{t+1}(V_t(\psi)))\) is then a minimizer of \(\bar{D}_t(v_t)\) in (15) that maps to \(x_t\).

### 6.2. Existence and Computation of an Efficient Portfolio

Now we return to the question of time consistency under Assumption 2 and will strengthen the results from Section 3. It will be shown that for every efficient mean-risk profile \(x^*_t \in \mathcal{P}_t(v_0)\) there exists a portfolio that is efficient at all times, and a method to compute such a portfolio will be proposed.

To understand the issue at hand, so far we know that the family of mean-risk problems \(D_t\) is time consistent w.r.t. weak minimizers (see Theorem 1). That means that if \((\psi^*_t)_{t=0,\ldots,T-1}\) is a weak minimizer of \(D_t(v_t)\) in (8), then the truncated strategy \((\psi^*_t)_{t=1,\ldots,T-1}\) is a weak minimizer of \(D_{t+1}(S_{t+1}^\top \psi^*_t)\) of (8). In general, an efficient portfolio is not guaranteed to remain efficient at subsequent times. (It might just be weakly efficient in a node-wise sense (see Lemma EC.2))

However, the setting of Assumption 2 together with the strong monotonicity of the expectation give us something that is stronger than time consistent w.r.t. weak minimizers, but weaker than time consistent w.r.t. minimizers. Lemma 10 will show that for every minimal point \(x^*_0 \in \mathcal{P}_0(v_0)\) there exists a trading strategy that is a minimizer and stays a minimizer for all time points (which is good enough for an investor, but different from the notion of time consistent w.r.t. minimizers, which would mean that all trading strategies that are minimizers stay minimizers).

Given a minimal point \(x^*_0 \in \mathcal{P}_0(v_0)\) the desired efficient portfolio can be found by revisiting the recursive problems \(\bar{D}_t\) forward in time with a fixed objective value (an element of the upper image). For a wealth \(v^*_t\) and a mean-risk profile \(x^*_t \in \mathcal{P}_t(v^*_t)\), consider the scalar problem, denoted by \(I_1^t(v^*_t, x^*_t)\),

\[
\begin{aligned}
\min_{\psi_t \in \mathbb{R}^2} & \quad \rho_t(-x_{t+1,2}) \\
\text{s.t.} & \quad S_{t+1}^\top \psi_t = v^*_t, \psi_t \geq 0, \\
& \quad \left( x_{t+1,1} \quad x_{t+1,2} \right) \in (S_{t+1}^\top \psi_t) \cdot \mathcal{P}_{t+1}(1), \\
& \quad \mathbb{E}_t(-x_{t+1,1}) \leq x^*_{t+1}.
\end{aligned}
\] (21)

At time 0 solving \(I_0^0(v^*_0, x^*_0)\) of (21) yields a pair \((\psi^*_0, x^*_1)\), a minimizer of problem \(\bar{D}_0(v_0)\) of (15) with objective value \(x^*_0\). After taking the position \(\psi^*_0\) at \(t = 0\), the investor’s portfolio has the value \(v^*_1 = S_1^\top \psi^*_0\) at \(t = 1\).
The random vector $x_t^*$ is an element of $P_1(v_t^*)$, but not necessarily a minimal one—it could be just weakly minimal—and therefore it does not necessarily correspond to an efficient portfolio. We will however show that the way problem $I_1(v_t^*, x_t^*)$ of (21) is formulated provides a minimizer of problem $D_1(v_t^*)$ of (15) with an objective value that is at least as good as $x_t^*$.

**Lemma 10.** Let Assumptions 1 and 2 be satisfied, and let a minimal element $x_t^* \in P_0(v_0)$ be chosen. Assume that the problems $I_1(v_t^*, x_t^*)$ in (21) for $t = 0, \ldots, T-1$ are iteratively solved, where the input for the time $t$ problem is given by a solution $(\psi_{t-1}^*, x_t^*)$ of the time $t-1$ problem by setting the wealth to be $v_t^* = S_{t-1}^T \psi_{t-1}^*$ with $v_0^* = v_0$.

1. Then for all $t = 0, \ldots, T-1$ there exists an optimal solution to problem $I_1(v_t^*, x_t^*)$ in (21), and any optimal solution $(\psi_t^*, x_{t+1}^*)$ is a minimizer of $D_1(v_t^*)$ in (15).
2. The trading strategy $(\psi_t^*)_{t=0, \ldots, T-1}$ obtained by this method is an efficient portfolio at time 0 for wealth $v_0$.

Furthermore, the truncated strategy $(\psi_s^*)_{s=1, \ldots, T-1}$ is an efficient portfolio for any time $t = 1, \ldots, T-1$ for the corresponding wealth $v_t^* = S_t^T \psi_{t-1}^*$.

The proof is given in the e-companion to this paper in Section EC.1.1.

The results here and the algorithms in Section EC.1.2 work with an efficient mean-risk profile $x_0^*$ as an input, but no restriction is placed on how the investor selects it. At least three possibilities suggest themselves—the investor can specify (a) the desired value of the risk measure (risk budget), (b) the desired expected terminal value, or (c) her (initial) risk aversion. Each of these options corresponds to one approach to scalarize the mean-risk problem, and in each case the corresponding minimal element of the upper image can be easily found.

| Table 1. Mean-Risk Profiles of Time-Inconsistent Strategies: Fixed Risk Aversion (for $\lambda = 0.5$ and $\lambda = 0.9$), Myopic (Stock Only, Bond Only), and the Naive One |
|---------------------------------------|----------------|----------------|----------------|----------------|
|                                       | Fixed $\lambda = 0.5$ | Fixed $\lambda = 0.9$ | Stock only | Bond only | Equally weighted |
| $-E_d(v_T)$                            | $-140.75$        | $-104.49$       | $-148.02$ | $-100$    | $-121.67$       |
| $CVaR_{R_{V_{10},p}}(v_T)$             | $-0.20$          | $-45.10$        | $-0.08$   | $-100$    | $-2.85$         |

Notes. Upper image (gray) and efficient frontier (black) at time 0 with initial wealth $v_0 = 100$ are depicted in the $(\rho, E)$ plane for a binomial market model with $T = 2500$ periods. A selected mean-risk profile is highlighted as a circle.

7. Examples

The results of Section 6 are now illustrated with two examples. The scalable setting of Assumptions 1 and 2 is, for convenience, combined with the additional assumption of independent and identically distributed returns. One can easily verify that in that case the upper images for a given time $t$ are identical in each node, conditionally on the same wealth being available. This simplifies the computations as it suffices to solve at each time $t$ only one node-wise optimization problem for wealth $v_t = 1$.

In both of the discussed examples the risk is assessed by the recursive Conditional Value-at-Risk ($CVaR$). The dynamic $CVaR$ is not a time-consistent risk measure; however, its recursive version, which is utilized here, does have the property of time consistency (for details see Cheridito and Stadje 2009). Furthermore, its polyhedral character (see Eichhorn and Römisch 2005) enables us to reformulate the one-time-step problem $D_1(v_t)$ in (15) as a linear VOP. Bensolve and Bensolve Tools were used for the calculations (see Löhne and Weißing 2016, Ciripoi et al. 2018). Alternatively, also the algorithm of Ruszczyński and Vanderbei (2003) could be applied, which was already used to solve large one-period mean-risk problems using real-world data in Ruszczyński and Vanderbei (2003).
Figure 2. (Color online) Portfolio Value and Trading Strategy Along a Representative Path in Example 1

Notes. Portfolio value \( v_t \) and trading strategy (\% in stock) are depicted along one selected path. Additionally, the moving scalarization (weight \( \lambda_1 \)), the expectation (\( E(v_T) \)), and the negative risk (\(-\rho(v_T)\)) are depicted. A scalarization \((1 - \lambda_1, \lambda_1)\) is represented by \( 0 \leq \lambda_1 \leq 1 \), the risk aversion.

Example 1. Firstly, a binomial market model is considered. Daily trading over a period of 10 years, leading to a model with \( T = 2,500 \) time periods, is considered. The parameters of the model were selected to obtain a 4\% annual mean return of the stock and no return of the bond, representing the discounted market prices. The \( CVaR \) is used at level \( \alpha = 1\% \). The upper image and the efficient frontier at the beginning of the 10-year period, computed via Algorithm 1 for wealth \( v_0 = 100 \), are displayed in Figure 1.

The obtained upper image is a polyhedron with 477 vertices. The efficient frontier contains portfolios with expected terminal values ranging between 102.48 and 148.02 and risks between \(-100\) and \(-73.90\), that is, these values are not annualized. We compare the thus obtained efficient frontier with three popular, but time-inconsistent, approaches: a fixed risk aversion, the myopic, and the naive (equally weighted) strategy. For a fixed risk aversion \( \lambda \) we consider a behavior where at each time the element of the frontier that is optimal for \( \lambda \) and a corresponding strategy are found, only to be abandoned at the next time. The myopic approach (see, e.g., Mossin 1968) repeatedly considers the problem over a horizon of one period. Because of the simplicity of the binomial model, the myopic problem leads to corner solutions of either full investment in the stock or full investment in the bond, depending on how the weight between the two objectives is chosen. Table 1 contains the expected terminal values and the recursive \( CVaR \) computed for these strategies over the 10-year period. Clearly, neither of them is efficient in the dynamic setting, and most of them are so far off the efficient frontier that we did not depict them in Figure 1. The extreme values of the risk measure are a consequence of the tendency of the \( CVaR \) to consider in the binomial model the worst-case scenario only.

Using Algorithm 3 (see Section EC.1.2 of the e-companion), a trading strategy can be computed for any selected efficient portfolio. For illustration, a target of an expected terminal value of 145 was chosen, leading to an efficient portfolio with risk of \(-94.8\). This is highlighted on the frontier in Figure 1 as a circle. The trading strategy along one representative path computed via Algorithm 3 is depicted in Figure 2. The trading strategy is represented by the value of the portfolio over time and the percentage of this value invested in the risky asset. Additionally, the values of the expectation \( E(v_T) \) as well as of the negative of the risk measure \(-\rho(v_T)\) along the path are provided. This allows us to observe the following pattern in the trading strategy. As long as the value of the portfolio value is sufficiently high, the stock is strongly preferred. When the value of the portfolio is low and gets closer to the current value of the negative risk, the strategy moves away from the stock toward the bond. Additionally, the polyhedral nature and low dimensionality of the upper images enable one to easily compute the weights corresponding to the moving scalarization along the

Figure 3. (Color online) Upper Images (Gray) and Efficient Frontiers (Black) in the \((\rho, \Xi)\)-Plane at Time 0 in a Market with Multiple Assets with \( T = 12 \) Periods (Example 2) for Initial Wealth \( v_0 = 100 \)

Notes. Upper images (gray) and efficient frontiers (black) at time 0 with initial wealth \( v_0 = 100 \) are depicted in the \((\rho, \Xi)\) plane for a market with multiple assets with \( T = 12 \) periods. The mean-risk problem was solved for three different levels \( \alpha \) of the \( CVaR \). The selected mean-risk profiles are highlighted as circles.
considered path. These weights are also depicted in Figure 2. In line with intuition, when the trading strategy is doing badly (i.e., the portfolio value is low and the exposure to the stock is reduced), the weight placed on the risk is increased, and vice versa.

Example 2. Secondly, a market with multiple assets or asset classes is considered. The first asset is a bond; for the remaining $d = 7$, the approach from Korn and Müller (2009) was used to generate correlated returns. In such a setting, each node of the event tree has $2^d = 128$ successors. Monthly trading over a one-year period is used in the example. To compare the effect of the level of the CVaR, the problem was solved for multiple values of $\alpha$. Figure 3 depicts the obtained efficient frontiers at the initial time for $\alpha = 1\%$, 2\%, and 5\%.

Since in this slightly more complex market model, different levels $\alpha$ of the CVaR lead to different values of the risk measure, the efficient frontiers vary as $\alpha$ changes. The shapes appear similar at different levels $\alpha$ of the risk measure. However, the range of the efficient values differs, as does the number of the vertices—the upper image is a polyhedron with 156, 146, and 107 vertices for $\alpha = 1\%$, 2\%, and 5\%, respectively. The effects can be observed more drastically in the trading strategies corresponding to efficient portfolios. This time a desired portfolio was selected by fixing the risk aversion (scalarization) $\lambda_0$ of the investor and determining an element of the frontier that is optimal for

$$\min - (1 - \lambda_0)E_0(v_T) + \lambda_0 \text{CVaR}_{\alpha,0}(v_T).$$

Optimal portfolios for $\lambda_0 = 0.5$ were chosen and are highlighted on the frontiers in Figure 3. The values of their mean-risk profiles are listed in Table 2, and the trading strategies obtained via Algorithm 3 along one path are depicted in Figure 4.

The most striking feature in Figure 4 is the tendency to forego diversification in the model with $\alpha = 1\%$. This can be understood as a result of the high weight placed on the worst-case scenario by the dynamic CVaR at this level. As a response, a single asset, which itself has the lowest value of CVaR, is disproportionately selected. This behavior is, however, strongly affected by the parameters of the market model used.

To compare the time-consistent dynamic portfolios obtained by the method of this paper with the time-inconsistent alternatives, the case of $\alpha = 2\%$ is considered. It is compared with the myopic portfolio and a strategy

Table 2. Mean-Risk Profiles of Efficient Portfolios Highlighted in Figure 3

| $\alpha$ | $-E_0(v_T)$ | $\text{CVaR}_{\alpha,0}(v_T)$ |
|----------|--------------|-----------------------------|
| 1\%      | -105.15      | -99.85                      |
| 2\%      | -105.14      | -99.89                      |
| 5\%      | -105.14      | -99.94                      |

Figure 4. (Color online) Trading Strategies on a Representative Path in Example 2

Notes. Trading strategies for the selected portfolio (see mean-risk profiles in Figure 3) along one selected path. Three different levels $\alpha$ of CVaR are considered. The bond is in the darkest color.

Figure 5. (Color online) Upper Image for $\alpha = 2\%$ in Example 2 with the Seven Mean-Risk Profiles Listed in Table 3
Table 3. Mean-Risk Profiles of the Seven Trading Strategies Considered in Example 2

|                         | Dynamic $\lambda_0 = 0.5$ | Dynamic $\lambda_0 = 0.9$ | Equally weighted | Myopic $\lambda = 0.5$ | Myopic $\lambda = 0.9$ | Fixed $\lambda = 0.5$ | Fixed $\lambda = 0.9$ |
|-------------------------|-----------------------------|-----------------------------|-------------------|------------------------|------------------------|------------------------|------------------------|
| $-E_0(v_T)$             | $-105.14$                   | $-104.73$                   | $-104.51$         | $-105.17$              | $-100$                 | $-105.17$              | $-101.23$              |
| $CVaR_{2\%}(v_T)$       | $-99.89$                    | $-99.97$                    | $-97.86$          | $-98.88$               | $-100$                 | $-98.85$               | $-99.72$               |

Figure 6. (Color online) Upper Images over Time for Risk Measure at Level $\alpha = 2\%$ in Example 2

Notes. The upper images are scaled to the value of the portfolio along the path depicted in Figure 4 starting with the optimal portfolio at initial time with risk aversion $\lambda_0 = 0.5$. Intermediate mean-risk profiles of this portfolio are highlighted in the figures as circles. The weights $(1 - \lambda_t, \lambda_t)$ corresponding to the moving scalarization along the path are given via the value of $\lambda_t$. 
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arising from a fixed risk aversion, each computed for values $\lambda = 0.5$ and $\lambda = 0.9$, and with the equally weighted portfolio. While the myopic and the naive strategy have the advantage of the equal computation, Figure 5 and Table 3 show them to be inefficient.

Lastly, Figure 6 shows the upper image and the efficient frontier of the problem at each time period. All of them are scaled to the corresponding value of the optimal dynamic portfolio along the path depicted in Figure 4. In each step of Algorithm 3, the value of the mean-risk profile of the computed portfolio is obtained. These are highlighted on the corresponding frontiers in Figure 6 in green. Note that these are the optimal (efficient) values rather than the inputs from the previous step of the algorithm, which might be only weakly minimal. Additionally the moving scalarization discussed in Section 4 was computed and is included in Figure 6. When the mean-risk profile is a vertex of the polyhedral upper image, the weight is not unique and the obtained interval for $\lambda_i$ is given.
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Appendix. Proof of the Results from Section 5.2
The aim of this section is to prove the main result, Theorem 2, which means to prove relation (14), which we restate here for the convenience of the reader:

$$\mathcal{P}_t(v_t) = \{ \Gamma_t(-x) \mid S_t^\top \psi_t = v_t, \psi_t \in \Phi_t, x \in \mathcal{P}_{t+1}(S_t^\top \psi_t) \}. \tag{14}$$

In relation (14), all feasible positions $\psi_t$ the investor can hold at time $t$ are considered, as well as all elements of the time $t + 1$ upper image corresponding to those positions $\psi_t$. Onto those elements of the time $t + 1$ upper image a mean-risk function $\Gamma_t : L_1(\mathbb{R}^2) \rightarrow L_1(\mathbb{R}^2)$ is applied. The function $\Gamma_t$ has properties similar to a risk measure, which are used in the subsequent proofs. We list them below together with a property of the upper image that will be needed later. Since the ordering cones $L_1(\mathbb{R}^2)$ correspond to the natural element-wise orderings in the corresponding spaces, we denote, for convenience and readability, orders generated by them with $\leq$ only.

**Lemma 11.** The function $\Gamma_t : L_1(\mathbb{R}^2) \rightarrow L_1(\mathbb{R}^2)$ has the following properties: for any $X, Y \in L_1(\mathbb{R}^2), r \in L_1(\mathbb{R}^2)$, and $\alpha \in \mathbb{R}$, the following holds:

- **conditional convexity:** $\Gamma_t(\alpha X + (1-\alpha)Y) \leq \alpha \Gamma_t(X) + (1-\alpha)\Gamma_t(Y)$ for $0 \leq \alpha \leq 1$;
- **recursiveness:** $\Gamma_t(X) = \Gamma_{t-1}(\Gamma_t(X));$
- **locality:** $\Gamma_t(\psi_t) = \Gamma_t(\Gamma_t)\text{ for any } X \in \mathcal{F}_t;$
- **continuity:** $\lim_{\|x\|_1 \rightarrow \infty} \Gamma_t(X) = \Gamma_t(\mathbf{0})$ when $\lim_{\|x\|_1 \rightarrow \infty} X^n = X$.

An upper image $\mathcal{P}$ of a VOP with a convex ordering cone $C$ satisfies the following monotonicity property: if $p \in \mathcal{P}$ and $p \leq q$, then $q \in \mathcal{P}$.

**Proof.** The properties of $\Gamma_t$ follow from the corresponding properties of the conditional expectation and the risk measure applied component-wise. Convexity of a cone $C$ corresponds to $C + C \subseteq C$. This implies the inclusion $\mathcal{P} + C \subseteq \mathcal{P}$, which is the above stated monotonicity property of $\mathcal{P}$. □

For the mean-risk problem, the time consistency of $\Gamma_t$ specifically means

$$\Gamma_t(V_{t+1}(\psi)) = \Gamma_t(-\Gamma_{t+1}(V_{t+1}(\psi))), \tag{22}$$

for any $\psi = (\psi_t)_{t=1,T} \in \Psi_t(v_t)$, where in (22) the notation $\psi$ is used once for the portfolio in the time interval $[t, T)$, and once for the portfolio in the time interval $[t + 1, T)$. Based on Equation (22) consider the auxiliary problem, denoted by $\bar{D}_t(v_t)$,

$$\min_{\psi_t \in \mathcal{P}_t(v_t)} \Gamma_t(-X) \text{ w.r.t. } S_{t+1}(\eta_t)$$

s.t. $S_{t+1}^\top \psi_t = v_{t+1}$, $\psi_t \in \Phi_t$, $x \in \Gamma_t(\Psi_{t+1}(S_{t+1}^\top \psi_t))$. \tag{23}

For the problem to be well defined at all time points, including the preterminal time $T - 1$, we set

$$\Gamma_t(\Psi_t(v_t)) := \left\{ \left[ -\frac{\partial_t}{\partial_t} \right] \right\}. \tag{24}$$

The feasible set of the problem $\bar{D}_t(v_t)$ in (23) is denoted by $\bar{\Psi}_t(v_t)$ and its image is denoted by $\Gamma_t(\bar{\Psi}_t(v_t))$. The following lemma shows a close connection between problems $\bar{D}_t(v_t)$ in (23) and $\bar{D}_t(v_t)$ in (23).

**Lemma 12.** For any time $t = 0, \ldots, T - 1$ and for any $\mathcal{F}_t$-measurable investment $v_t$ the mean-risk problem $\bar{D}_t(v_t)$ in (8) and the auxiliary problem $\bar{D}_t(v_t)$ in (23) share the same image of the feasible set, that is,

$$\Gamma_t(\bar{\Psi}_t(v_t)) = \Gamma_t(\bar{D}_t(v_t)).$$

**Proof.** By considering (24), the equivalence at time $T - 1$ is straightforward. For all other times $t$ and investments $v_t$ the equivalence follows from (22) and Lemma 4. □

The auxiliary problems $\bar{D}_t(v_t)$ in (23) are already recursive, as each problem $\bar{D}_t(v_t)$ in (23) uses its constraints the image of the feasible set of its successor problem $\bar{D}_{t+1}$ of (23). However, they will only serve as a stepping stone to prove the recursiveness of problems $\bar{D}_t(v_t)$ in (15) and relation (14).

There are several reasons for that. Firstly, problems $\bar{D}_t(v_t)$ in (23), despite being recursive, would not be suitable for practical implementations as the available solvers for VOPs (Ruszczynski and Vanderbei 2003, Löhne 2011, Hamel et al. 2014, Löhne et al. 2014, Rudloff et al. 2017) provide the user
with the upper image, rather than the images of the feasible set. One may note that the only difference to problem $\bar{D}_t(v_t)$ in (15) is indeed that in the constraints the image of the feasible set is replaced by the upper image. It will be proven in Lemma 6 that this will not change the upper images and thus neither the solutions nor the efficient points of the problems. The second reason for considering $\bar{D}_t(v_t)$ in (15) instead of $D_t(v_t)$ in (23) is that it is not clear whether problem $\bar{D}_t(v_t)$ in (23) is convex, in particular, if its feasible set $\Psi_t(v_t)$ is convex. Enlarging the feasible set by replacing the image of the feasible set by the upper image will ensure that we indeed obtain a convex VOP. This will be proven in Lemma 7.

A.1. Proof of Lemma 6

Recall now problem $\bar{D}_t(v_t)$ in (15), where we kept the objective function $\Gamma_t(x)$ the same as in problem $D_t(v_t)$ in (23) and just enlarged the feasible set by replacing the image of the feasible set $\Gamma_t(\Psi_t(S_{t+1}^T\psi_t))$ by the upper image $P_t(\Gamma_t(\Psi_t(S_{t+1}^T\psi_t)))$ for all $t = 1,\ldots,T-1$ consider

$$
\min_{\psi,\psi_t} \Gamma_t(-x) \text{ w.r.t. } \leq_{\Psi_t}(\mathbb{R}^n)
$$

s.t. $S_t^T\psi_t = v_t$, $\psi_t \in \Phi_t$, $x \in P_{t+1}(S_{t+1}^T\psi_t)$,

where we set

$$
P_t(\psi_t) := \Gamma_t(\Psi_t(\psi_t)) + L_t(\mathbb{R}^2).
$$

We will now prove Lemma 6 which states that the upper image $P_t(v_t)$ of the mean-risk problem (8) coincides with the upper image $P_t(v_t)$ of problem $\bar{D}_t(v_t)$ in (15), that is, $P_t(v_t) = P_t(v_t)$.

Proof of Lemma 6. By Lemma 12, problems $D_t(v_t)$ in (8) and $\bar{D}_t(v_t)$ in (23) have the same images of the feasible sets and, therefore, also the same upper images. Thus, proving $P_t(v_t) = P_t(v_t)$ is equivalent to proving $P_t(v_t) = P_t(v_t)$.

The objective functions of problems $D_t(v_t)$ in (23) and $\bar{D}_t(v_t)$ in (15) coincide; the two problems differ only in their feasible sets. Clearly, the feasible set $\Psi_t(v_t)$ of problem $\bar{D}_t(v_t)$ in (23) is a subset of the feasible set $\Psi_t(v_t)$ of problem $D_t(v_t)$ in (15), that is, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. As a consequence the same relation holds also for their upper images, that is, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. Thus, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$ will be proven in two steps. Firstly, it will be shown that $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. In the second step, we will use that the upper image $P_t(\psi_t)$ of problem $\bar{D}_t(v_t)$ in (23) coincides with the upper image $P_t(\psi_t)$ of problem $D_t(v_t)$ in (15) coincide; the two problems differ only in their feasible sets. Clearly, the feasible set $\Psi_t(v_t)$ of problem $\bar{D}_t(v_t)$ in (23) is a subset of the feasible set $\Psi_t(v_t)$ of problem $D_t(v_t)$ in (15), that is, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. As a consequence the same relation holds also for their upper images, that is, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. Thus, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$ will be proven in two steps. Firstly, it will be shown that $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. In the second step, we will use that the upper image $P_t(\psi_t)$ of problem $\bar{D}_t(v_t)$ in (23) coincides with the upper image $P_t(\psi_t)$ of problem $D_t(v_t)$ in (15) coincide; the two problems differ only in their feasible sets. Clearly, the feasible set $\Psi_t(v_t)$ of problem $\bar{D}_t(v_t)$ in (23) is a subset of the feasible set $\Psi_t(v_t)$ of problem $D_t(v_t)$ in (15), that is, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. As a consequence the same relation holds also for their upper images, that is, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$.

Thus, $\Psi_t(v_t) \subseteq \Psi_t(v_t)$ remains only to show that $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. This will be done in two steps. Firstly, it will be shown that $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. In the second step, we will use that $P_t(\psi_t) \subseteq \Psi_t(v_t)$. Since $L_t(\mathbb{R}^2)$ and $L_{t+1}(\mathbb{R}^2)$ are convex cones, all the upper images used here will have the monotonicity property introduced in Lemma 11.

Let us now show that $\Psi_t(v_t) \subseteq \Psi_t(v_t)$. Consider an arbitrary point $v \in \Psi_t(v_t)$. Thus, to prove corresponding feasible pair $(\psi_t, x)$ in $\Psi_t(v_t)$ such that $\psi_t = -x$. Feasibility means, in particular, that the random vector $x$ belongs to the time $t + 1$ upper image $P_t+S_{t+1}^T\psi_t$. By the definition of the upper image, there exists a sequence

$$
\psi_t + u(t_n) + r(t_n) \subseteq \Gamma_t(\Psi_t(S_{t+1}^T\psi_t)) + L_{t+1}(\mathbb{R}^2)
$$

converging toward $x$, where $u(t_n) \in \Gamma_t(\Psi_t(S_{t+1}^T\psi_t))$ and $r(t_n) \in L_{t+1}(\mathbb{R}^2)$. This yields new pairs $(\psi_t, \psi_t)$, which are feasible for the recursive problem $\bar{D}_t(v_t)$ in (15), and $(\psi_t, u(t_n))$, which are feasible for both $\bar{D}_t(v_t)$ in (23) and $\bar{D}_t(v_t)$ in (15). Feasibility, in particular, means that $\Gamma_t(-u(t_n)) \in \bar{P}_t(v_t)$. The monotonicity of the objective function implies $\Gamma_t(-u(t_n)) \leq \Gamma_t(-x(t_n))$, and combined with the monotonicity property of the upper image one obtains $\Gamma_t(-x(t_n)) \in \bar{P}_t(v_t)$ for all $n \in N$.

The finiteness of the underlying probability space ensures the continuity of the convex function $\Gamma_t$ (see Lemmas 11 and 1). The values $\Gamma_t(-x(t_n))$ then converge toward $p = \Gamma_t(-x)$, and as an upper image is closed, this proves that $P_t(v_t) \supseteq \Gamma_t(\Psi_t(v_t))$.

In the second part of the proof we will show that $P_t(v_t) \supseteq P_t(v_t)$. Consider any $p \in P_t(v_t)$. From the way an upper image is defined, there exists a sequence $p(n) = q(n)_m + r(n)_m \subseteq \Gamma_t(\Psi_t(v_t)) + L_t(\mathbb{R}^2)$ converging to $p$, where $q(n)_m \in \Gamma_t(\Psi_t(v_t))$ and $r(n)_m \in L_t(\mathbb{R}^2)$. For each index $n$ we know, from the previous part of the proof, that $p(n) \in P_t(v_t)$. Thus, by the monotonicity property of the upper image $p(n) \in P_t(v_t)$ for all $n \in N$. Thus, its limit $p$ also belongs to $P_t(v_t)$ as the upper image is closed by definition. □

A.2. Proof of Theorem 2

We are now ready to prove the recursive form (14) of the upper images $P_t(v_t)$ of the mean-risk problem $D_t(v_t)$ in (8) and the one-step problems $D_t(v_t)$ in (15), respectively.

Proof of Theorem 2. Lemma 6 establishes an equivalence between the upper images of the mean-risk problems $D_t(v_t)$ in (8) and the upper images of the recursive problems $D_t(v_t)$ in (15). As a consequence, the upper images of the mean-risk problems have the following recursive form:

$$
P_t(v_t) = \text{cl}\{(x) : S_t^T\psi_t = v_t, \psi_t \in \Phi_t, x \in \bar{P}_{t+1}(S_{t+1}^T\psi_t) + L_t(\mathbb{R}^2)\}.
$$

(25)

What remains to be shown is its equality to the right-hand side of (14), that is, that the cone can be omitted in (25). Thus, one has to show the following:

$$
\Gamma_t(\Psi_t(v_t)) + L_t(\mathbb{R}^2) \subseteq \Gamma_t(\Psi_t(v_t)).
$$

Consider an element $p + r$ of the set on the left-hand side, where $p \in \Gamma_t(\Psi_t(v_t))$ and $r \in L_t(\mathbb{R}^2)$. To the random vector $p$ in the set $\Gamma_t(\Psi_t(v_t))$ corresponds some feasible pair $(\psi_t, x) \in \Psi_t(v_t)$ such that $p = \Gamma_t(-x)$. Since the upper image $P_{t+1}(S_{t+1}^T\psi_t)$ has the monotonicity property, a pair $(\psi_t, x + r)$ is also feasible, that is, $(\psi_t, x + r) \in \Psi_t(v_t)$. The translation invariance of $\Gamma_t$ yields

$$
p + r = \Gamma_t(-x - r) \subseteq \Gamma_t(\Psi_t(v_t)).
$$

A.3. Proof of Lemma 7

For computation and implementation purposes, the convexity of the recursive problem is needed.

Lemma 13. The feasible set $\Psi_t(v_t)$ of problem $D_t(v_t)$ in (15) is conditionally convex.

Proof. Let $(\psi_t, x)$ and $(\phi_t, u)$ be feasible for problem $D_t(v_t)$ in (15), and let $\alpha \in \mathbb{R}$ with $0 \leq \alpha \leq 1$. The first two constraints are satisfied for a convex combination $\alpha\psi_t + (1 - \alpha)\phi_t$ by the linearity of portfolio value and conditional convexity of the set $\Phi_t$. We need to show that a convex combination of $x$ and $u$ will belong to the upper image $P_{t+1}(\alpha\psi_t + (1 - \alpha)\phi_t)$. Let us distinguish two cases.
Firstly, assume that the vectors $x$ and $u$ are from the sets $\Gamma_{t+1}(\mathcal{V}_{t+1}(\cdot)) + L_{t+1}(\mathbb{R}^n_+).$ Then there must exist trading strategies $(\psi_{t+1}^{(s)})_{s=t+1\ldots,T-1}$ and $(\phi_{t+1}^{(s)})_{s=t+1\ldots,T-1}$ feasible for the problems $D_{t+1}(\cdot)$ of (8) such that

$$x \geq \Gamma_{t+1}(V_T(\psi)), \quad u \geq \Gamma_{t+1}(V_T(\phi)).$$

By the conditional convexity of $\Gamma_{t+1}$ and linearity of $V_T,$ (26) yields

$$ax + (1 - \alpha)u \geq \Gamma_{t+1}(V_T(a\psi + (1 - \alpha)\phi)).$$

(27)

Since the self-financing constraints of the nonrecursive problems $D_{t+1}(\cdot)$ of (8) are linear and the constraint sets $\Phi$ are conditionally convex, the convex combination of the feasible strategies, $(a\psi_{t+1}^{(s)} + (1 - \alpha)\phi_{t+1}^{(s)})_{s=t+1\ldots,T-1},$ is feasible for problem $D_{t+1}(\mathcal{S}_{t+1}(a\psi + (1 - \alpha)\phi))$ of (8). This combined with the inequalities (27) means that the random vector $ax + (1 - \alpha)u$ is an element of the upper image $\mathcal{P}_{t+1}(\mathcal{S}_{t+1}(a\psi + (1 - \alpha)\phi)).$

Secondly, assume at least one of the vectors $x$ and $u$ is from the boundary of the corresponding upper image. Then there exist sequences of vectors $(x_{n+1})_n$ and $(u_{n+1})_n$ from the sets $\Gamma_{t+1}(\mathcal{W}_{t+1}(\cdot)) + L_{t+1}(\mathbb{R}^n_+)$ converging to $x$ and $u,$ respectively. From above we know that every convex combination $ax_{n+1} + (1 - \alpha)u_{n+1}$ lies in the upper image for the starting value $(a\psi_{t}^{(s)} + (1 - \alpha)\phi_{t}^{(s)})_n \mathcal{S}_{t+1}.$ Since the upper image is a closed set, also the limit of this sequence, $ax + (1 - \alpha)u,$ belongs to the upper image $\mathcal{P}_{t+1}(\mathcal{S}_{t+1}(a\psi + (1 - \alpha)\phi)).$ \hfill $\square$

**Proof of Lemma 7.** The convexity of the feasible set, which follows from Lemma 13, and the convexity of the objective given in Lemma 11 establish the convexity of the one-time-step optimization problem $\hat{D}_t(v_t)$ in (15). \hfill $\square$

---
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