Quark mass function from a one-gluon-exchange-type interaction in Minkowski space
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We present first results for the quark mass function in Minkowski space in both the spacelike and timelike regions calculated from the same quark-antiquark interaction kernel used in the latest meson calculations using the Gross equation. This kernel consists of a Lorentz vector effective one-gluon-exchange-type interaction, a vector constant, and a mixed scalar-pseudoscalar covariant linear confining interaction that does not contribute to the mass function. We analyze the gauge dependence of our results, prove the gauge independence of the constituent quark mass and mass gap equation, and identify the Yennie gauge as the appropriate gauge to be used in CST calculations. We compare our results in the spacelike region to lattice QCD data and find good agreement.
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I. INTRODUCTION

The highly non-perturbative nature of QCD in the low-energy regime makes the theoretical description of strong-interaction phenomena, such as confinement and dynamical chiral symmetry breaking (D\chiSB), very difficult. Nevertheless, many different approaches have been used to calculate the properties of QCD bound states and their reactions, such as lattice QCD [1–10], Bethe-Salpeter/Dyson-Schwinger (BSDS) equations [11–21], effective field theories [22, 23], Hamiltonian approaches [24–31], and various kinds of effective phenomenological quark models, which are often based on quark-quark interactions similar to the Cornell potential [32].

In this paper we report on significant progress made in the description of dynamical quark mass generation in a framework called the “Covariant Spectator Theory” (CST) [33, 34]. The CST is related to the BSDS formalism, from which it can be constructed, but it can also be viewed as a relativistic quark model, because its quark-quark interaction kernel contains a covariant phenomenological generalization of a linear confining potential, which is added to a one-gluon-exchange (OGE) kernel.

As the name “CST” indicates, one of its most important features is that it is relativistically covariant, and this strict covariance must be preserved in all modifications of the kernel or in approximations to the full CST equations (also called the “Gross equations”). These equations take the form of integral equations and are formulated in Minkowski space, as a consequence of which numerous singularities are encountered in the integrations over intermediate loop momenta. The zero-components of these loop momenta are then integrated by calculating only the residues of quark propagator poles, because the residues of the other poles (those in the kernel) tend to cancel. The remaining loop integrals are three-dimensional (but still covariant), which means that CST can also be categorized as a quasi-potential theory.

We have already shown that the CST approach is very capable of providing an excellent description of the masses of heavy and heavy-light mesons, even for highly excited states. However, our more ambitious aim is to make this framework self-consistent by including also the self-interaction of the quarks through the same kernel that describes the interaction between different quarks. This is equivalent to determining the dressed quark propagator, which can be expressed in terms of a dynamic quark mass (the “mass function”) and a wave function renormalization, both dependent on the quark four-momentum.

The calculation of the quark self-energy makes it feasible to implement an important constraint of QCD, namely the dynamical breaking of chiral symmetry. This is a key ingredient for a realistic description of the properties of light mesons, in particular the pion. How this can be done in CST, at least in principle, has been shown by Gross and Milana [35–37] already in the early 1990s, and later by Gross and Šťáhlík [38]. We have investigated this issue further more recently [39, 40], and found important constraints on the Lorentz structure of the kernel.

However, this previous work always assumed a simplified kernel in which the full one-gluon exchange was approximated by a constant, which is clearly not sophisticated enough to account for the meson spectrum of Refs. [41, 42]. It is the aim of this work to remove this simplification and to calculate the quark mass function and wave function renormalization from a kernel that includes the OGE mechanism exactly. If reasonable solutions can be obtained, it may indicate that the final goal of a completely self-consistent quark model in CST is
II. QUARK SELF-ENERGY AND THE DRESSED QUARK PROPAGATOR

A. General definitions

The dressed quark propagator $S(p)$ for a bare (current) quark mass $m_0$ and four-momentum $p$, is given by the non-linear equation

$$S(p) = S_0(p) - S_0(p)Z_2\Sigma(p)S(p),$$

where $S_0(p) = (m_0 - p - i\epsilon)^{-1}$ is the bare quark propagator, $Z_2$ is a renormalization constant (to be defined shortly), and $\Sigma(p)$ is the quark self-energy given by

$$\Sigma(p) = -i \int \frac{d^4k}{(2\pi)^4} V(p,k)S(k),$$

with $V(p,k)$ the interaction kernel. By iterating Eq. (2.1) the dressed quark propagator $S(p)$ can be written as an infinite series

$$S(p) = S_0(p) \sum_{n=0}^{\infty} \left[ -Z_2\Sigma(p)S_0(p) \right]^n = \frac{1}{m_0 - p + Z_2\Sigma(p) - i\epsilon}.$$  \hspace{1cm} (2.3)

Because $\not{p}^2 = p^2$, $\Sigma(p)$ has the form

$$\Sigma(p) = A(p^2) + \not{p} B(p^2),$$

and the dressed propagator [23] can be written

$$S(p) = \frac{Z(p^2)}{M(p^2) - \not{p} - i\epsilon} = \frac{Z(p^2)[M(p^2) + \not{p}]}{M^2(p^2) - \not{p}^2 - i\epsilon}.$$  \hspace{1cm} (2.5)

The wave function renormalization $Z(p^2)$ and the mass function $M(p^2)$ are given by

$$Z(p^2) = \frac{1}{1 - Z_2B(p^2)},$$

$$M(p^2) = Z(p^2) \left[ m_0 + Z_2A(p^2) \right],$$

respectively. The quark will be on-shell with a dressed (constituent) mass $m$ if the gap equation

$$M(m^2) = m$$

is satisfied, i.e., if $S(p)$ has a real pole at $p^2 = m^2$. In terms of the on-shell quantities $A_0 \equiv A(m^2)$ (and similarly for $B$ and $Z$), the on-shell condition (2.8) becomes

$$m = m_0 + Z_2(A_0 + mB_0),$$

conveniently written

$$\frac{m - m_0}{m} = Z_2 \left( \frac{A_0}{m} + B_0 \right).$$  \hspace{1cm} (2.10)

The existence of a real mass pole of the dressed quark propagator is one of the central assumptions of the CST approach. It should be stressed that the fact that a single quark may be on mass-shell does not contradict quark confinement in this approach. In CST, quark confinement is realized through the special properties of our confining kernel, which never allows both quark and antiquark (in meson states) or all three quarks (in baryon states) to be on-shell at the same time [35].

B. Expansion near the on-shell point and CST self-energy

Near the quark pole, after carefully expanding the quantities around $p^2 = m^2$ in order to obtain the correct residue, the dressed quark propagator (2.5) becomes

$$S(p) \approx \frac{Z_0(m + \not{p})}{(1 - 2mM_0')(m^2 - \not{p}^2 - i\epsilon)} = \frac{Z_2(m + \not{p})}{m^2 - \not{p}^2 - i\epsilon},$$

where $Z_2$, the renormalization constant generally introduced in Eq. (2.1), is here in CST given at the on-shell quark mass point $p^2 = m^2$ and includes the residue of the quark pole (see also, for example, Chapter 11 of Ref. [35]). This renormalization constant depends on parameters used to regularize divergent integrals. In our approach these integrals are regularized by form factors, and hence $Z_2$ depends on the form factor parameters. In addition, our $Z_2$ is defined at the quark mass pole $m$, so
we will have a different $Z_2$ for each flavor of quark. The implications of this observation are discussed briefly at the end of Sec. 3 B1 below, but a study of implications of the flavor (i.e. $m$) dependence of $Z_2$ is deferred to future work.

From Eqs. (2.6) and (2.7) we obtain
\[
M_0' = \frac{dM(p^2)}{dp^2} \bigg|_{p^2=m^2} = Z_0 Z_2 (A_0' + m B_0') ,
\]
and hence an expression for $Z_2$,
\[
Z_2 = \frac{Z_0}{1 - 2m M_0'} = \frac{1}{1 - Z_2 B_0 - 2m Z_2 (A_0' + m B_0')}. \tag{2.13}
\]

In the CST, the self-energy $\Sigma(\phi)$ is given by
\[
\Sigma(\phi) = -i \int_{k_0} V(p,k) S(k), \tag{2.14}
\]
where, $V(p,k) \equiv V(p,k;P)$ is the interaction kernel, which we take to be of the general form
\[
V(p,k) = \sum_K V_K^{\mu \nu} (p,k) \Theta^K_\mu \otimes \Theta^K_\nu \left[ \frac{1}{4} \sum_a \lambda_a \otimes \lambda_a \right]. \tag{2.15}
\]

Here, $V_K^{\mu \nu} (p,k)$ ($K = s,p,v$) is the momentum-dependent part, the $\Theta^K$'s ($\Theta^s = 1, \Theta^p = \gamma^5, \Theta^v = \gamma^\mu$) are Lorentz-covariant operators acting in Dirac space, and the $\lambda_a$'s are the usual Gell-Mann matrices of SU(3)$_{\text{color}}$. The action of the interaction kernel (2.15) as operator is defined as
\[
V(p,k) S(k) = \frac{4}{3} \sum_K V_K^{\mu \nu} (p,k) \Theta^K_\mu \otimes \Theta^K_\nu S(k) \Theta^K_\nu. \tag{2.16}
\]

The explicit form of the kernel will be specified shortly. The notation “$k_0$” in (2.14) indicates the CST prescription for performing the $k_0$ integration in the complex $k_0$ plane. It amounts to averaging the residues of the quark propagator poles in the upper and lower $k_0$ half-plane, and neglecting all residues of poles in the kernel (for more details see Ref. 39). Therefore
\[
i \int_{k_0} \equiv i \int \frac{d^4k}{(2\pi)^4} \bigg|_{k_0 \text{ propagator poles only}} = -\frac{1}{2} \sum_{\text{propagator pole terms}} \int_k , \tag{2.17}
\]
where
\[
\int_k \equiv \int \frac{d^3k}{(2\pi)^3} \frac{m}{E_k}. \tag{2.18}
\]

Then, Eq. (2.14) becomes
\[
\Sigma(\phi) = \frac{Z_2}{2} \sum_{\sigma=\pm} \int_k V(p,k_\sigma) \Lambda(\bar{k}_\sigma), \tag{2.19}
\]
with
\[
\Lambda(\bar{k}_\sigma) = \frac{m + \bar{k}_\sigma}{2m}. \tag{2.20}
\]

and $\sigma = \pm$ labels the positive- and negative-energy on-shell momenta (corresponding to the positions of the quark propagator poles), $k_\sigma = (\sigma E_k, \mathbf{k})$, with $E_k = \sqrt{m^2 + \mathbf{k}^2}$.

Notice that, similar as the self-energy (2.2), the CST self-energy (2.19) effectively includes all iterations of convoluted and aligned rainbow diagrams. The difference between (2.2) and (2.19) is that the latter involves the self-energy $\Sigma(\phi)$ under the integral only at the on-shell values $k = \hat{k}_\pm$, whereas (2.2) involves it at all $k$ values. Thus, the two self-consistent equations for the CST self-energy are the mass gap and the $Z_2$ equations, Eqs. (2.8) and (2.13), respectively. They fix the on-shell values $A_0$ and $B_0$ of the $A$ and $B$ functions, while Eq. (2.19) determines their off-shell behavior at arbitrary $p^2$.

The factor $Z_2$ in front of the integral in Eq. (2.19) appears for the following reason: because the Feynman diagram for the self-energy has all external lines “amputated”, we only obtain a factor $Z_2 = \sqrt{Z_2} \sqrt{Z_2}$ from the internal quark (a factor $\sqrt{Z_2}$ is associated with each quark line either entering or leaving an interaction vertex). This will lead to the renormalization of the couplings in the interaction kernel. Because a consistent renormalization procedure requires that all amplitudes be redefined by multiplying by factors of $\sqrt{Z_2}$ for each external line, the additional factors are included in Eq. (2.1), and thus in the series expansion (2.3)\footnote{The first term in the series (2.3), with $n = 0$, corresponds to the case when there is no interaction vertex and hence no factor of $Z_2$.} yielding an overall renormalization factor $Z_2^2$.

C. Interaction kernel

We choose the interaction kernel (2.15) as
\[
V(p,k) = V_i(p,k) + V_g(p,k) + V_c(p,k)
\]
\[
= \left\{ \left[ \frac{1}{2} \mathbf{1} \otimes \mathbf{1} + \gamma^5 \otimes \gamma^5 \right] - \gamma^\mu \otimes \gamma^\mu \left[ \Delta_{\text{g}}^{\mu \nu}(p^2) V_g(p,k) + \Delta^{\mu \nu}(p^2) V_c(p,k) \right] \right\} \times \left[ \frac{1}{4} \sum_a \lambda_a \otimes \lambda_a \right], \tag{2.21}
\]
where $V_i$ is a covariant generalization of a linear confining potential, $V_g$ is the short-range effective OGE interaction, and $V_c$ a covariant form of a constant potential, to
be specified below. The parameter \( \lambda \) (0 \( \leq \lambda \leq 1 \)) in the linear confining part parametrizes the mixing between scalar-pseudoscalar and vector Lorentz structures. The \( \Delta^{\mu\nu} \)'s are covariant factors that depend on the gauge parameter \( \xi \). In Ref. \[42\] we prove that this kernel satisfies the axial-vector Ward-Takahashi identity and is therefore consistent with chiral symmetry and its spontaneous breaking.

In the present work we set \( \lambda = 0 \), \( i.e. \), we use a pure scalar-pseudoscalar linear confining part. In Ref. \[44\] we found that the kernel (2.21) with \( \lambda \approx 0 \) gives a very good description of the heavy and heavy-light meson spectrum. Setting \( \lambda = 0 \) in this work has the advantage that the linear confining part gives no contribution to the CST self-energy (2.19). This is because this part does not contribute to the \( A \)-function of (2.4), and in the \( B \)-function the contributions from the scalar and pseudoscalar parts of the linear confining kernel cancel \[42\]. This simplifies the problem substantially while maintaining consistency with the contributions from the OGE and constant part of the kernel to the self-energy. The general case \( \lambda \neq 0 \) will be considered in future work.

III. SELF-ENERGY FROM ONE-GLUON-EXCHANGE KERNEL

A. Complications with self-energy calculations in CST

Before carrying out any specific calculations, we focus on a central problem with extending the CST to the calculation of self-energies.

Consider the self-energy for a quark of mass \( m \) and a gluon of mass \( M_g \). Ignoring spin, it is of the form

\[
\Sigma(p^2) \propto -i \int \frac{d^4k}{(2\pi)^4} \frac{1}{(D_q - i\epsilon)(D_g - i\epsilon)} \, .
\]

In the quark’s rest frame, where \( p = p^0 \equiv \{p_0,\mathbf{0}\} \) with \( p_0 > 0 \) (it should be noted that in this paper, we use a rather loose notation where \( p_0 \equiv p_0' \) always refers to the zeroth component of \( p' \), and not of the general \( p \)), the denominators are

\[
D_q - i\epsilon = (E_k - k_0 - i\epsilon)(E_k + k_0 + i\epsilon) ,
\]

\[
D_g - i\epsilon = M_g^2 - q^2 - i\epsilon = (E_k + p_0 - k_0 - i\epsilon)(E_k - p_0 + k_0 - i\epsilon) ,
\]

and

\[
E_k = \sqrt{M_g^2 + \mathbf{k}^2} \, .
\]

To calculate the residues of the quark poles at \( k_0 = \sigma E_k \), \( q^2 \) has to be replaced by

\[
q_0^2 = m^2 + p_0^2 - 2\sigma p_0 E_k \, .
\]

Because \( E_k \geq m \), \( D_g \) has zeros (and hence the gluon propagator has singularities) when

\[
M_g^2 \geq (m + p_0)^2 \quad \text{or} \quad M_g^2 \leq (m - p_0)^2 \, .
\]

On the other hand, \( D_g \) does not hit any singularities if

\[
(m - p_0)^2 \leq M_g^2 \leq (m + p_0)^2 \, .
\]

This singularity-free region is illustrated in Fig. 1. Note that \( D_g \) is not singular at the point \( p_0^2 = m^2 \) as long as \( 0 \leq M_g^2 \leq 4m^2 \).

The presence of a singular region for \( M_g^2 \leq (m - p_0)^2 \) is an undesirable feature of the CST calculation of self-energies. If \( k_0 = E_k \) (\( i.e. \), at the positive-energy quark pole) this singularity can be traced to the zero of the gluon denominator at the point \( E_k - E_k = p_0 \). This zero is the condition for the overlap of the gluon and quark poles in the lower half plane. Similarly, if \( k_0 = -E_k \) (at the negative-energy quark pole), the condition for the overlap of the gluon and quark poles in the upper half plane occurs at \( E_k - E_k = p_0 \). In either case, when quark and gluon poles overlap it is no longer justified to keep only one and neglect the other, and therefore the basic idea of CST is not applicable. It could appear unavoidable that the full BDS calculation has to be performed.

However, CST has so many positive features, such as three-dimensional integrations (as compared to four-dimensional integrations in BDS), that it is worthwhile looking for a less drastic alternative. The most important point in this context is that a CST calculation of the quark self-energy, \( i.e. \), one in which only the quark propagator poles are kept, makes it still possible to satisfy the constraints of chiral symmetry on the two-quark sector in a simple and elegant way, while maintaining complete consistency between the one- and two-quark problems. If the self-energy included the contributions of other poles than the ones of the quark propagator, this mechanism would no longer work. Instead of paying the high price of the complexity of four-dimensional integrations, we prefer to modify the kernel, in such a way, that overlapping poles are avoided both in the one- and the two-body CST
equations and consistency with chiral symmetry is maintained at the same time.

Note that the discussion above assumes that the gluon propagator is dressed in the simplest possible way: generating a fixed momentum independent mass $M_g$. Our discussion would be altered if the dressed gluon propagator had only cuts (and no poles) along the real axis \[49\] \[50\], or if the gluon mass function were momentum dependent with its own gap equation \[51\]. Study of these possibilities is well beyond the scope of this work, and these and many issues involving the dressed gluon propagator can be addressed when the gluon mass function is studied using the CST. Until then, in this first work, we assume the dressed gluon has a fixed mass and discuss how the shortcomings of the CST can be addressed under this assumption.

To find a sensible and practical solution to the problem as outlined above, we draw on past experience. The presence of unwanted singularities has been encountered before in the application of the CST to two- and three-nucleon scattering \[52\] \[53\]. Here, when the same nucleon is on-shell before and after the exchange of a meson, the meson momentum transfer $q^2 \leq 0$ and no singularities are encountered. But when alternate nucleons are on-shell, the momentum transfer $q^2$ of the exchanged meson propagators can become positive, and singularities appear. One of these singularities is a production singularity, expected and needed when the energies are large enough to produce physical mesons in the intermediate state, but the other is a spurious singularity that arises from negative energy nucleons, just as those that appear in the self-energy when $M_g^2 \leq (m-p_0)^2$. In the two-body problem it can be shown that these singularities are canceled by higher order diagrams (in that case the crossed boxes), so they are unphysical and need not be carefully evaluated.

Three prescriptions for the treatment of the meson propagators have been applied to the $NN$ problem. The first (A) need not be considered here. The second (B) is to leave $q^2$ unaltered and carefully integrate over the singularities (this was done in Ref. \[52\]), and the third (C) (used in Ref. \[53\]) is to replace $q^2$ in the denominator of the propagator by $-|q^2|$. These are the two choices we face here, and we have found, as will be shown shortly, that Prescription C most faithfully reproduces the physics expected from the contributions of OGE to the quark propagators.

We emphasize that this prescription does not alter any calculation for which $q^2 < 0$, which is always the case for the one-channel CST equations used for the study of the heavy and heavy-light meson spectrum. It does, however, have a significant effect on the calculation of the self-energy. One of the byproducts of this paper is a demonstration that Prescription C gives good results for self-energies, and hence is preferred to Prescription B. (For an in-depth discussion of these issues, see Appendix B of Ref. \[53\].)

There is a second problem that arises in the CST self-energy calculation: a form factor inserted to provide convergence for the $k$ integrals for the quark self-energy, will not provide such convergence if it is purely a function of $q^2$. The problem occurs when $p_0^2 = 0$. At that point, $q^2$ becomes a constant (equal to $m^2$) independent of $k$, and thus a function solely of $q^2$ cannot regularize the integral. We have considered this issue at some length, and the only way that we have discovered to avoid infinities in $A_g$ and $B_g$ at $p_0 \to 0$ is to use a form factor that depends on the covariant variable $(p \cdot k)^2/(k^2 p^2)$ instead of on $q^2$. This regularization form factor will be introduced below.

### B. Effective one-gluon-exchange kernel in general linear covariant gauge

The effective OGE kernel in arbitrary gauge is given by

$$\mathcal{V}_g(p,k) = 4\pi \sum_a \lambda_a \otimes \lambda_a \left[ \alpha_a \gamma_\mu \otimes \gamma_\nu \frac{\Delta_\mu\nu(q^2)}{(-q^2)} \right]$$

(3.7)

where

$$\Delta_\mu\nu(q^2) = Q_g(q^2) \left( g^{\mu\nu} \frac{q^2}{q^2} - \frac{q^\mu q^\nu}{q^2} \right) + \xi L_g(q^2) \frac{q^\mu q^\nu}{q^2},$$

(3.8)

is the gauge factor with $Q_g(q^2)$ and $L_g(q^2)$ transversal and longitudinal gluon dressing functions, respectively, $\xi$ is the gauge parameter, $\alpha_a$ is the unrenormalized strong coupling constant, and $g(y)$ is a regularization form factor depending on the covariant variable $y^2$

$$y^2 = \frac{(p \cdot k)^2}{p^2 k^2} \to \frac{E_k^2}{m^2},$$

(3.9)

where the limiting form emerges in the rest frame of $p$ with $k$ on-shell, so that $p = p^0$ and $k^2 = m^2$. The form factor will be normalized to 1 for on-shell $k$ at the point $p = k = 0$.

For the gluon dressing functions we use

$$Q_g(q^2) = L_g(q^2) = -\frac{q^2}{M_g^2 + |q^2|},$$

(3.10)

such that

$$\frac{\Delta_\mu\nu(q^2)}{(-q^2)} = \frac{1}{M_g^2 - |q^2|} \left[ g^{\mu\nu} - (1 - \xi) \frac{q^\mu q^\nu}{q^2} \right],$$

(3.11)

and the kernel becomes

$$\mathcal{V}_g(p,k) = 4\pi \sum_a \lambda_a \otimes \lambda_a \left[ \alpha_a g(y) \gamma_\mu \otimes \gamma_\nu \times \frac{1}{M_g^2 + |q^2|} \left[ g^{\mu\nu} - (1 - \xi) \frac{q^\mu q^\nu}{q^2} \right] \right].$$

(3.12)

The choice (3.10) effectively implements the Prescription C discussed in Sec. III A by both giving the gluon a
finite mass \( M_g \) and replacing \( q^2 \to -|q^2| \), which removes the singularity in the gluon propagator.

Because \( L(q^2) \neq 1 \) the longitudinal part gets also dressed, and one might object that this violates the Slavnov-Taylor identity for the gluon self-energy. This is indeed true for the OGE part of \( (3.12) \) alone. We should stress, however, that our OGE is only part of a phenomenological kernel that also includes a constant and a linear confining part, which are not necessarily purely transverse and they might also include longitudinal dressing effects. The gauge dependence of the confining part, which can be viewed as an effective multi-gluon exchange, is, however, far from clear, and computing the gluon self-energy self-consistently from the interaction kernel would go beyond the scope of this work.

1. Self-energy in Feynman-'t Hooft gauge

First we use only the \( g^{\mu\nu} \) term of the kernel \( (3.12) \), which corresponds to choosing \( \xi = 1 \), i.e., the Feynman-'t Hooft gauge. Working in the timelike region \( (p^2 > 0) \) in a frame where \( p = p' \), the quark self-energy is

\[
Z_2\Sigma_R(\phi) = Z_2\Sigma_R^{\xi=1}(\phi) = \frac{8\pi}{3} Z_2^2 \alpha_s \sum \int \frac{g(y)(4m - 2\hat{k}_\sigma)}{M_g^2 + |q^2|^2} |\partial^2 \nu\partial^2| \nonumber
\]

where we used the fact that \( g^2 \) is independent of the sign of \( E_k \). The reduced scalar self-energies become

\[
\bar{A}_\sigma(p_0^2) = \frac{32\pi}{3} m \sum \int \frac{g(y)}{D_\sigma} \nonumber
\]

\[
\bar{B}_\sigma(p_0^2) = -\frac{16\pi}{3} \sum \int \frac{\sigma E_k g(y)}{p_0} \frac{D_\sigma}{D_\sigma} \nonumber
\]

where the denominators are

\[
D_\sigma = M_g^2 + |q_\sigma|^2. \nonumber
\]

Note that here, and in this following discussion, we have removed a factor of \( Z_2^2 \alpha_s \) from the structure functions defined in Eq. \( (2.4) \); to avoid confusion these reduced structure function are written with a bar (i.e. \( Z_2 A \equiv Z_2^2 \alpha_s A \) and \( Z_2 B \equiv Z_2^2 \alpha_s B \)). The overall factor of \( Z_2^2 \alpha_s \) in \( (3.13) \) is the renormalized strong coupling constant

\[
\alpha_s^R = Z_2^2 \alpha_s. \nonumber
\]

The renormalization \( (3.16) \) of \( \alpha_s \) arises from a factor of \( \sqrt{Z_2} \) attached to each quark line either entering or leaving an interaction vertex. Because the invariants \( A \) and \( B \) were defined using the expansion \( (2.4) \), they include only one of the factors of \( Z_2 \), with the other factor \( Z_2 \) multiplying the LHS of Eq. \( (3.13) \) coming from the definition \( (2.3) \).

Notice that \( \alpha_s^R \) depends on the constituent quark mass \( m \) through \( Z_2 \), but this might not be the only dependence on the quark mass. We know that \( \alpha_s^R \) runs with \( q^2 \), and in a calculation of this kind the average value of \( q^2 \) depends on the quark mass. Hence a calculation that includes this running should predict how the average value of \( \alpha_s^R \) depends on \( m \), and the \( m \) dependence of \( Z_2 \) could be incorporated into this dependence. In this work we only consider the chiral limit, and \( \alpha_s^R \) here is given at the quark mass in the chiral limit. Once we have obtained results for heavy quark flavors – planned for a subsequent paper we will be able to predict how \( \alpha_s^R \) varies with the quark mass. This will provide an indirect way to assess the physical content of the model.

2. Self-energy in general linear covariant gauge

Next we generalize the self-energy calculation to general linear covariant gauges. For values \( \xi \neq 1 \), also the \( q^\mu q^\nu \) term of the kernel \( (3.12) \) contributes to the self-energy. This adds the term \( (1 - \xi)Z_2\Delta\Sigma_R(\phi) \) to the Feynman-'t Hooft-gauge contribution \( Z_2\Sigma_R(\phi) \), such that the self-energy in arbitrary gauge reads

\[
Z_2\Sigma_R^\xi(\phi) = Z_2\Sigma_R(\phi) + (1 - \xi)Z_2\Delta\Sigma_R(\phi), \nonumber
\]

with

\[
Z_2\Delta\Sigma_R(\phi) = -\frac{8\pi}{3} \alpha_s^R \sum \int \frac{g(y)}{D_\sigma} \left\{ \frac{\sigma (m + \hat{k}_\sigma)q}\right\}. \nonumber
\]

Using \( q_\sigma = \hat{k}_\sigma - p \) in the frame where \( p = p' \), the term in braces in \( (3.18) \) reduces to

\[
\frac{\sigma (m + \hat{k}_\sigma)q_\sigma}{q_\sigma} = m + \gamma^0 \left( \sigma E_k + \frac{2k_0 p_0}{q_\sigma^2} \right). \nonumber
\]

Combining this with the results from the Feynman-'t Hooft gauge gives

\[
\bar{A}_\sigma(p_0^2) = \frac{1}{4} [3 + \xi] \bar{A}_\sigma(p_0^2), \nonumber
\]

\[
\bar{B}_\sigma(p_0^2) = \frac{1}{2} [3 - \xi] \bar{B}_\sigma(p_0^2) - [1 - \xi] \bar{R}_\sigma(p_0^2), \nonumber
\]

where the superscript \( \xi \) indicates that \( A \) and \( B \) are calculated in an arbitrary gauge, and the remainder term is given by

\[
\bar{R}_\sigma(p_0^2) = \frac{16\pi}{3} \sum \int \frac{g(y)(k_\sigma)^2}{D_\sigma q_\sigma^2}. \nonumber
\]

C. Analysis of the integrals

We turn now to the evaluation of the integrals \( (3.14) \) and \( (3.21) \). Because the integrands involve the absolute value of \( q^2 \), their careful analysis is somewhat intricate. Here we only present the results, and refer to Appendix B for details.

In \( (3.14) \) and \( (3.21) \), it is convenient to change the radial integration variable from \( |k| \) to \( y = E_k/m, \) and
to introduce the dimensionless variable \( s = p_0^2/m^2 \), such that the dressed quark mass \( m \) can be scaled out:

\[
\begin{align*}
\bar{A}_g(s m^2) &= \frac{1}{m} \int_1^\infty dy \sqrt{y^2 - 1} g(y) A_g(s, y), \\
\bar{B}_g(s m^2) &= \frac{1}{m} \int_1^\infty dy \sqrt{y^2 - 1} g(y) B_g(s, y), \\
\bar{R}_g(s m^2) &= \frac{1}{m} \int_1^\infty dy \sqrt{y^2 - 1} g(y) R_g(s, y). \tag{3.22}
\end{align*}
\]

For \( s > 0 \), i.e., for timelike momenta \( p \), the interval of the \( y \) integration is divided into two regions by the point \( y_0 = \frac{1 - s}{\sqrt{s}} \).

In Region 1, where \( y \leq y_0 \), the functions in the integrands of (3.22) are

\[
\begin{align*}
A^1_g(s, y) &= \frac{16 \chi_1}{3 \pi (\chi_1^2 - 4y^2 s)}, \\
B^1_g(s, y) &= -\frac{16 g}{3 \pi (\chi_1^2 - 4y^2 s)}, \\
R^1_g(s, y) &= \frac{8(y^2 - 1)((1 + s) \chi_1 + 4y^2 s)}{3 \pi \rho^2 \rho^2 (s^2 - 1) - 4y^2 s)}. \tag{3.23}
\end{align*}
\]

where \( \rho^2 = q^2/m^2 \) and \( \chi_1 = m_g^2 + 1 + s \) with \( m_g = M_g/m \).

In Region 2 the functions in the integrands read

\[
\begin{align*}
A^2_g(s, y) &= \frac{16 \chi_2}{3 \pi (\chi_2^2 - 1 + s)^2}, \\
B^2_g(s, y) &= \frac{8 g(y + 1)}{3 \pi \sqrt{s}(\chi_2^2 - (1 + s)^2)}, \\
R^2_g(s, y) &= \frac{8(y^2 - 1)(1 + s) \chi_2 + 2y \sqrt{s}}{3 \pi \rho^2 \rho^2 (\chi_2^2 - (1 + s)^2)}. \tag{3.24}
\end{align*}
\]

where \( \chi_2 = m_g^2 + 2y \sqrt{s} \). Notice that the asymptotic points \( s = 0, s = \infty \) lie in Region 1, while the on-shell point \( s = 1 \) lies in Region 2.

When \( p \) is spacelike \( (s < 0) \) there is only one region, which we call Region 0, and the functions in the respective integrands are

\[
\begin{align*}
A^0_g(s, y) &= \frac{16}{3 \pi (m_g^2 + \rho^2)}, \\
B^0_g(s, y) &= 0, \\
R^0_g(s, y) &= \frac{8(y^2 - 1)(1 + s)}{3 \pi \rho^2 (m_g^2 + \rho^2)}. \tag{3.25}
\end{align*}
\]

where \( \rho^2 = \sqrt{(1 + s)^2 - 4y^2 s} \).

Comparing Regions 0 and 1, we observe that \( B_g \) is not continuous at \( s = 0 \). At first, this seems to be a serious problem, because a discontinuous self-energy can hardly be considered acceptable. However, a simple solution is to choose the gauge parameter \( \xi = 3 \) (known in the literature as the Yennie gauge [54]), such that \( B^\xi_g \) of Eq. (3.20) remains continuous at \( s = 0 \) despite the discontinuity of \( B^\xi_g \). It is worth emphasizing that this issue about discontinuity is not an unescapable feature of CST itself, but only a consequence of Prescription C for dealing with kernel singularities.

The large-\( s \) behavior of the self-energy invariants is independent of the gluon mass, as expected. The asymptotic behavior of the integrals helps to find reasonable values for the parameters of the form factor \( g \). We chose the form

\[
g(y) = \frac{\lambda_g^{2n}}{\lambda_g^{2n} + (y^2 - 1)^n}, \tag{3.26}
\]

for which the asymptotic integrals converge only when \( n \geq 3 \). We use \( n = 4 \) in our numerical computations, but the results are quite insensitive to the precise value of \( n \).

The behavior of \( g \) for different values of \( \lambda_g \) is shown in Fig. 2.

**D. Gauge independence at \( s = 1 \)**

Next we look at the on-shell point \( s = 1 \) (\( y^2 = m^2 \)), for which the functions in the integrands of (3.22) lie entirely in Region 2. The gap equation (2.10) for the OGE kernel can be written

\[
\frac{m - m_0}{m} = \alpha_s T^\xi_g, \tag{3.27}
\]

in terms of the function

\[
T^\xi_g = \frac{\bar{A}^\xi_g(m^2)}{m} + \bar{B}^\xi_g(m^2) = \int_1^\infty dy \sqrt{y^2 - 1} g(y) T^\xi_g(y), \tag{3.28}
\]

Another possibility to make \( B^\xi_g(\rho^2) \) continuous would be to impose constraints on the form factor \( g(y^2) \). However, this possibility is not further pursued here.
The general feature of the CST. To see this we multiply the self-energy of Eq. (3.17) by the on-shell projection operator $\Lambda(\bar{\rho}_x)$, and, using $\Lambda(\bar{\rho}_x)\bar{\rho}_x = \Lambda(\bar{\rho}_x)m$, we obtain

$$Z_2 \frac{\alpha_s^G}{\alpha_s^{\bar{G}}} \Lambda(\bar{\rho}_x) \Sigma^G(\bar{\rho}_x) = \left( \frac{m + \bar{\rho}_x}{2m} \right) \left[ \Lambda(\bar{\rho}_x)m \right] \left[ \Lambda(\bar{\rho}_x) m \right] T^G(\bar{\rho}_x) ,$$

which is independent of $\xi$ because of Eqs. (3.29) or (3.30), irrespective of which prescription is applied to handle the kernel singularities. In Appendix A we show that this gauge independence is a consequence of the fact that the $q^4 q^\alpha$-term of the kernel drops out of the CST Dyson equation (2.1) at the on-shell point. Only unprojected or off-shell results are sensitive to the gauge, and this limits the impact the choice of gauge can have on any calculation.

To study the conditions under which we obtain solutions of the gap equation, it is convenient to examine the dependence of $T^G_n$ on details of our model, such as the parameters $\lambda_g$ and $n$ of the form factor $g(y)$, and the method to handle singularities of the kernel. Figure 3 displays $T^G_n$ (using Prescription C) and $T^B_n$ (using Prescription B) for different values of the gluon mass $m_g$, of the form factor parameter $\lambda_g$ and for different exponents $n$. When $T^G_n \simeq 2$, the mass gap equation (3.27) in the chiral limit ($m_0 = 0$) is solved by a renormalized strong coupling constant

$$\alpha_s^G \simeq 0.5 \quad \text{for} \quad \lambda_g \simeq 7 ,$$

which corresponds to a typical OGE strength of calculations of the meson spectrum.

From the figure we can draw four important conclusions: (i) the solution to the mass gap equation is sensitive to the range parameter $\lambda_g$, and for $\lambda_g \simeq 7$ Prescription C gives a satisfactory solution if $m_g \simeq 2$; (ii) the solution is insensitive to $n$; (iii) the solution depends on $m_g$, but is qualitatively unchanged even for the extreme case $m_g = 0$; and (iv) we do not find a solution to the mass gap equation if Prescription B is used.

E. Quark mass and wave functions from one-gluon-exchange kernel for $s < 0$

Now we turn to a discussion of the quark mass function and wave function renormalization from the OGE kernel at negative $s$. We treat $\lambda_g$ as an adjustable parameter, but the other parameters are held fixed at

$$n = 4, \quad m_g = 2, \quad m = 0.3 \text{ GeV}, \quad m_0 = 0 ,$$

and Prescription C is used throughout.

The quark mass function

$$M(p^2) = \alpha_s^G A^G_n(p^2) Z(p^2)$$

with

$$Z(p^2) = \frac{1}{1 - \alpha_s^G B^G_n(p^2)}$$

4 Since we carried the color factor $\frac{4}{3}$ through the calculation, $\frac{4}{3} \alpha_s^G$ should be compared with the value of the strong coupling constant from the meson-spectrum paper [4].
for $s < 0$ is sensitive to the gauge and to the parameter $\lambda_\xi$. However, Fig. 4 shows that the dependence of our mass function on $\lambda_\xi$ is quite weak, and that our results in Landau gauge ($\xi = 0$) agree remarkably well with the lattice data of Ref. [9].

There are caveats one should keep in mind when comparing our mass and renormalization functions with lattice QCD data. The latter are only available for spacelike quark momenta in Landau gauge, so rigorously we should also only compare our Landau-gauge results with these data. On the other hand, for spacelike momenta our results do not depend much on the gauge, so a comparison with our results obtained in other gauges, in particular the Yennie gauge, makes sense as long as one stays away from the region close to $p^2 = 0$. However, one can also argue that the mass function and the wave function renormalization are not observables, and that therefore agreement or disagreement with the lattice data would not decide whether our CST results are reasonable or not. A real test requires the use of the dressed CST quark propagator in the calculation of genuine observables, such as in the calculation of meson properties. This is planned for the near future.

The renormalized strong coupling constant $\alpha_s^r$ for the parameters used in Fig. 4 are

$$\alpha_s^r = 0.722 \quad \text{for} \quad \lambda_\xi = 5,$$
$$\alpha_s^r = 1.577 \quad \text{for} \quad \lambda_\xi = 3.$$  (3.36)

Note that in these examples the values of $\lambda_\xi$ are smaller and the values of $\alpha_s^r$ are larger than the ones in Eq. (3.32).

Figure 5 shows the wave function renormalization $Z$, Eq. (3.35), for the cases shown in Fig. 4. Only the Yennie gauge gives a shape for $Z$ that dips below 1 for $p^2 \lesssim -8$ GeV$^2$, as predicted by the lattice data. However, in all gauges a zero in $R_g(p^2)$ appears at $p^2 = -m^2$ ($s = -1$) [recall (3.25)], which differs from the behavior of the lattice data. This might be corrected by using more realistic gluon dressing functions $Q_g$ and $L_g$ that include, for instance, a running gluon mass (see the discussion in the final section).

IV. SELF-ENERGY FROM A CONSTANT KERNEL

When the CST self-energy is calculated from the OGE kernel only, the value of $\alpha_s^r$ turns out to be unnaturally large as compared to the approximate value known from experiment [see the discussion in Sec. III.E and for the values see Eq. (3.36)]. As will be shown below, the presence of an additional constant in the kernel solves this issue and leads to realistic values of our model parameters.

A. Constant kernel in general linear covariant gauge

The covariant constant vector kernel we consider in this section is of the form

$$\mathcal{V}_c(p, \hat{k}_\nu) = \frac{C E_k}{2m}(2\pi)^3\delta^3(k - \frac{m}{\sqrt{p^2}}p) h(p^2)h(m^2) \times \gamma_\mu \otimes \gamma_\nu \Delta^{\nu\rho}(q^2),$$  (4.1)

where $C$ is the unrenormalized strength of the interaction and the normalization of the form factor $h$ (specified below) is

$$h(m^2) = 1.$$  (4.2)

A proof of covariance of this kernel can be found in Appendix D.
If the constant kernel is regarded as a correction to, or a partial substitution for the OGE contribution, it is gauge dependent as well, and (4.1) is the corresponding expression in general linear covariant gauge. The gauge-dependent factor is

$$
\Delta_c^{\mu\nu}(q^2) = Q_c(q^2) \left( g_{\mu\nu} - \frac{q_{\mu}q_{\nu}}{q^2} \right) + \xi L_c(q^2) \frac{q_{\mu}q_{\nu}}{q^2},
$$

(4.3)

and \( Q_c(q^2) \) and \( L_c(q^2) \) are the transverse and longitudinal dressing functions, respectively. In principle, \( L_c(q^2) \) is determined from the longitudinal part of the OGE kernel through the Slavnov-Taylor identity, but, as already discussed above, this would go beyond the scope of this work. Instead, in this work we choose, for simplicity, \( Q_c(q^2) = L_c(q^2) = 1 \).

**B. Self-energy and D\( \chi \)SB**

**1. Feynman-’t Hooft gauge**

Using the kernel (4.1) in Feynman-’t Hooft gauge \( (\xi = 1) \), the quark self-energy is

$$
Z_2\Sigma_c(p) = Z_2\Sigma_{\xi=1}(p) = -i Z_2 C h(p^2) \int_{k_0} \frac{d^4k}{(2\pi)^4} \frac{E_k}{2m} (2\pi)^3 \text{d}^4k \delta^3(k - \frac{m}{\sqrt{p^2}} p) \gamma^\mu S(k) \gamma_\mu
$$

$$
= -i Z_2 C h(p^2) \int_{k_0} \frac{dk_0}{(2\pi)^2} \frac{1}{2} \left( \frac{4m - 2s^0 k_0}{m^2 - k_0^2 - i\epsilon} \right)
$$

$$
= \bar{C}^r m \frac{h(p^2)}{2} \sum_a \left( 1 - \frac{1}{2} \sigma^a \gamma^0 \right) = \bar{C}^r m h(p^2),
$$

(4.4)

where, in the second line the covariant expression has been evaluated in the frame \( p = p^\perp \), fixing \( k = p = 0 \), and in the last line the average of the contributions from the poles at \( k_0 = \sigma m = \pm m \) is computed. As in Eq. (3.16), we write the final answer in terms of the scaled renormalized strength of the constant interaction

$$
\bar{C}^r m \equiv Z_2^2 C.
$$

(4.5)

We conclude that the invariant functions generated by the constant interaction are

$$
Z_2 A_c(p^2) = \bar{C}^r m h(p^2),
$$

$$
Z_2 B_c(p^2) = 0.
$$

(4.6)

Hence,

$$
Z(p^2) = 1,
$$

$$
M(p^2) = m_0 + Z_2 A_c(p^2) = m_0 + \bar{C}^r m h(p^2).
$$

(4.7)

In view of condition (4.2) and the mass gap equation (2.8), spontaneous chiral symmetry breaking requires \( \bar{C}^r = 1 \), a result we obtained before [39].

**2. General linear covariant gauge**

In arbitrary gauge \( (\xi \neq 1) \), the \( q^\mu q^\nu \) term of the kernel (4.1) contributes and the self-energy includes the additional term \( (1 - \xi) Z_2 \Delta \Sigma_c(p) \), where

$$
Z_2 \Delta \Sigma_c(p) = i Z_2 C h(p^2) \int_{k_0} \frac{d^4k}{(2\pi)^4} \frac{E_k}{2m} (2\pi)^3
$$

$$
\times \delta^3(k - \frac{m}{\sqrt{p^2}} p) \frac{g S(k) g}{q^2}
$$

$$
= i Z_2^2 C h(p^2) \int_{k_0} \frac{dk_0}{(2\pi)^2} \frac{E_k}{2m} \left[ \frac{\gamma^0 (m + \gamma^0 k_0) \gamma^0}{m^2 - k_0^2 - i\epsilon} \right]
$$

$$
= -\bar{C}^r m \frac{h(p^2)}{8} \sum_a \left( 1 + \sigma^a \gamma^0 \right) = -\frac{1}{4} \bar{C}^r m h(p^2).
$$

(4.8)

Comparing with the result in Feynman-’t Hooft gauge, Eq. (4.4), we see that, in arbitrary gauge, \( A_c \) is modified by a factor

$$
A_c^\xi = \frac{1}{4} (3 + \xi) A_c.
$$

(4.9)

Inserting this into the mass gap equation (2.8) gives

$$
\frac{m - m_0}{m} = \frac{1}{4} \bar{C}^r (3 + \xi),
$$

(4.10)

showing that, if \( \bar{C}^r \) is to satisfy the mass gap equation in an arbitrary gauge, it must itself be gauge dependent, \( i.e., \bar{C}^r \rightarrow \bar{C}_c^r \). For spontaneous chiral symmetry breaking,

$$
\bar{C}^r = \frac{4}{3 + \xi}.
$$

(4.11)

**FIG. 6.** The form factor \( h(p^2) \) plotted as a function of \( p^2 \) (in GeV\(^2\)). The solid black line has \( \lambda_8 = 5 \); the blue dashed line has \( \lambda_8 = 3 \). The other parameters are given in Eq. (3.33).
be written as

\[
Z_2 A(p^2) = \frac{1}{4} (3 + \xi) \left[ \eta \alpha_s^\pi + (1 - \eta) \frac{m C_s^\pi}{A_g(m^2)} \right] \tilde{A}_g(p^2)
\]

\[
= \frac{1}{4} (3 + \xi) \eta \alpha_s^\pi + (1 - \eta) \frac{m}{A_g(m^2)} \tilde{A}_g(p^2),
\]

where \( \eta \) is a mixing parameter and the constraint \( \xi = 0 \) was applied in the expression for \( Z_2 A(p^2) \). The results for the quark wave function renormalization and the quark mass function are then obtained by inserting the expressions of (5.1) into Eqs. (2.6) and (2.7), respectively.

Since the strong coupling constant is roughly known from experimental data (we will assume \( \alpha_s^\pi = 0.5 \) for the purposes of this paper), we choose \( \eta \) to reproduce this value regardless of the choice of \( \lambda_g \). Hence we define

\[
\eta \equiv \eta(\lambda_g) = \frac{\alpha_s^\pi}{\alpha_s^\pi(\lambda_g)}.
\]

With this constraint on \( \eta \), we can study the dependence of the mass function and of \( Z \) on the scale parameter \( \lambda_g \), knowing that the experimental value \( \alpha_s^\pi \) will always emerge.

We conclude that the contribution from the constant kernel in Eq. (5.1) effectively decreases the strength \( \alpha_s^\pi \) by a factor \( \eta \), such that the effective strength of the OGE contribution \( \eta \alpha_s^\pi \) assumes the experimental value \( \alpha_s^\pi \). Therefore, it seems as if the presence of a constant kernel somewhat corrects for the omission of the gluon-pole contributions in the CST self-energy calculation.

The results of this study are summarized in Figs. 8 and 9. They are sensitive to \( \lambda_g \), and the parameters for the three cases are shown in Table I. It should be stressed that only one parameter, \( \lambda_g \), has been roughly adjusted to agree with the data, while the other parameters were held fixed at some reasonable values given in Eq. (3.33) and the experimental strong coupling constant \( \alpha_s^\pi = 0.5 \) (this choice, while consistent with our recent calculations of the heavy and heavy-light meson spectrum [44,45], may be too small when more results are obtained for the light sector). The remaining parameters of Table I are determined by the gap equation. The mass functions for the three gauges are indistinguishable in the spacelike region for \( p^2 \lesssim -0.1 \text{ GeV}^2 \) where they describe remarkably well the lattice data from Refs. [9]. However, only the

| \( \xi \) | 0 | 1 | 3 |
|-------|---|---|---|
| \( \lambda_g \) | 3 | 2 | 1.5 |
| \( \eta(\lambda_g) \) | 0.317 | 0.155 | 0.087 |
| \( (1 - \eta)C_s^\pi \) | 0.911 | 0.845 | 0.608 |

C. Mass function from the constant kernel

If the constant kernel is to supplement the OGE kernel, then it is appropriate to choose the form factor \( h(p^2) \) to be \( \tilde{A}_g(p^2) \) normalized to unity at \( p^2 = m^2 \), according to (4.12):

\[
h(p^2) = \frac{\tilde{A}_g(p^2)}{\tilde{A}_g(m^2)}.
\]

In this way the constant potential is entirely determined through the scalar part of the OGE self-energy. Using the parameters (3.33) we consider the two cases

\[
\tilde{A}_g(m^2) = 0.26 \text{ GeV} \quad \lambda_g = 3,
\]

\[
\tilde{A}_g(m^2) = 0.603 \text{ GeV} \quad \lambda_g = 5.
\]

The form factor for each of these cases in the region \( s < 0 \) is shown in Fig. 8. One can see that it is almost independent of \( \lambda_g \). The mass function for this form factor is shown in Fig. 7. Since the mass gap equation (4.10) holds in both cases, the prediction for the mass function, in any gauge, is obtained by multiplying the form factors in Fig. 6 by \( m \),

\[
M(p^2) = m h(p^2).
\]

Our results look very similar to the lattice data of Ref. [9].

V. CONSTANT PLUS OGE SELF-ENERGY

Next, we calculate the quark self-energy when the OGE and constant kernels are added together. Since both \( \alpha_s^\pi \) and \( C_s^\pi \) were chosen to satisfy the mass gap equation separately, any linear combination of these contributions will also be a solution, suggesting that the combined result
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VI. SUMMARY AND CONCLUSIONS

We have presented the first CST calculation of a quark mass function in Minkowski space, for both spacelike and timelike quark momenta, from the same quark interaction kernel that is used in calculations of the heavy- and heavy-light meson spectra. The calculations are performed in the chiral limit of vanishing bare quark mass. The kernel contains a OGE mechanism, a covariant generalization of a constant interaction, and a linear confining interaction [44, 45]. However, we chose the confining interaction to be of purely Lorentz scalar and pseudoscalar type, such that the linear confining interaction does not contribute to the quark self-energy.

In previous work it was already shown how a dressed quark mass function in Minkowski space, that is consistent with DχSB, can be constructed in CST. However, only a simple constant interaction was used [39]. When employing a more realistic interaction kernel, including a OGE, this task becomes much more difficult, and one is initially faced with a number of new issues that require a careful treatment:

(i) A CST calculation of the quark self-energy that is consistent with the CST two-body calculations through chiral symmetry breaking requires the omission of the gluon propagator pole contributions in the loop integration (this study is limited to the use of a simple dressed gluon propagator with a constant mass). However, in this case the gluon poles can overlap with the quark poles and thus cannot be neglected anymore. This means that the basic idea behind the CST, namely that residues of poles in the kernel (OGE) are small compared to the ones of the quark propagators, breaks down. (ii) Another issue related to the omission of the gluon poles is due to divergent integrals of the self-energy invariants that lead to a pathological zero of the mass function near the origin, which is inconsistent with DχSB. (iii) The gap equation for the constituent quark mass, when solved by taking the principal value of the gluon singularities, does not
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**FIG. 8.** The mass function for the sum of constant and OGE kernels (in GeV) vs. \( p^2 \) (in GeV\(^2\)) for \( \xi = 0 \) (red dashed line), \( \xi = 1 \) (blue dotted line), and \( \xi = 3 \) (black solid line). For \( p^2 \lesssim -0.1 \) GeV\(^2\) the curves nearly lie on top of each other. The lattice QCD data are taken from Refs. [9] (red data points) and [10] (brown data points).

![Graphical representation of wave function renormalization](image-url)

**FIG. 9.** The wave function renormalization for the sum of constant and OGE kernels vs. \( p^2 \) (in GeV\(^2\)) for \( \xi = 0 \) (red dashed line), \( \xi = 1 \) (blue dotted line), and \( \xi = 3 \) (black solid line). For \( p^2 \lesssim -0.1 \) GeV\(^2\) the curves nearly lie on top of each other. The lattice QCD data are taken from Refs. [9] (red data points) and [10] (brown data points).
have a solution for positive $\alpha_s$.

We have shown in this work that issue (ii) can be dealt with by using a particular form factor that properly regularizes the integrals, while (i) and (iii) are resolved by introducing a gluon dressing, effectively giving the gluon a finite mass, and at the same time implementing a prescription that makes the dressed gluon propagator non-singular (the same “Prescription C” that has already been applied successfully in the CST theory of the NN and 3N systems [53]). The disadvantage of this method is that the mass function develops a discontinuity at $p^2 = 0$. Fortunately, the size of the discontinuity depends on the gauge, which led us to study the behavior of our results in general linear covariant gauges, characterized by the continuous gauge parameter $\xi$.

We find that the quark mass function is continuous at $p^2 = 0$ only for one particular value of the gauge parameter, namely when $\xi = 3$ (the so-called “Yennie gauge”). This led us to elect the Yennie gauge as the “the gauge of choice” for our CST calculations. For comparison, we also present results obtained in the Landau ($\xi = 0$) and in the Feynman-‘t Hooft gauge ($\xi = 1$). For on-shell quantities, such as the constituent quark mass $m$, that may be considered an “indirect observable”, or the on-shell self-energy, we find that they are independent of the gauge – a natural feature of the CST which is due to the decoupling of the $q^4 q'^4$ term of the kernel from the gap equation.

In the timelike region, except at the on-shell point, our mass functions depend quite strongly on the gauge, whereas in the spacelike region, except near $p^2 = 0$, the gauge dependence is very weak. If one model parameter of our kernel is roughly adjusted, while the remaining parameters are given some reasonable values, our mass function in the spacelike region can also be brought into close agreement with the existing lattice QCD data. This can be seen as an indication that Prescription C for curing the problem of kernel singularities is working well.

For the wave function renormalization, $Z(p^2)$, our results exhibit a similar gauge-dependence as the mass function. They do not agree as closely with the lattice data as the mass function does. However, one can also observe a substantial variation between different sets of lattice data, such that no strong conclusions can be drawn from this comparison. Nevertheless, preliminary studies with a running gluon mass suggest that the $p^2$ dependence of $Z(p^2)$ can still be modified.

The calculations of the dressed quark propagator in CST presented in this paper complete an important step towards our goal of constructing a covariant framework for the description of few-quark systems. It is now possible to use a realistic kernel together with consistently dressed quark propagators in a charge-conjugation-invariant CST calculation of bound states containing light quarks, and, in particular, to implement dynamical chiral symmetry breaking in pion systems.
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Appendix A: Proof of gauge independence at $s = 1$

In this appendix we prove that a $q^4 q'^4$-term of the interaction kernel considered in this paper does not contribute to the CST Dyson equation (2.1) at the on-shell point. As a consequence, the on-shell self-energy is gauge-parameter independent. Multiplying Eq. (2.1) with $[M^2(p^2) - p^2]$, taking the on-shell limit $p_0 \to \sigma E_p$ and using the gap equation (2.8) yields

$$m + \hat{p}_\sigma = - \lim_{p_0 \to \sigma E_p} S_0(p)[Z_2 \Sigma(p) S(p)[M^2(p^2) - p^2]]$$

$$= - \lim_{p_0 \to \sigma E_p} S_0(p) Z_2 \left[ \Sigma(p) + (1 - \xi) \Delta \Sigma(p) \right] \times [M(p^2) + \hat{p}], \quad (A1)$$

where $\Sigma(p) \equiv \Sigma^{\xi=1}(p)$ and $(1 - \xi) \Delta \Sigma(p)$ are the self-energy contributions from the $g^{\mu\nu}$ and the $q^4 q'^4$-terms of the kernel, respectively. Rewriting this equation gives

$$[-1 - S_0(\hat{p}_\sigma) Z_2 \Sigma(\hat{p}_\sigma)] (m + \hat{p}_\sigma)$$

$$= \lim_{p_0 \to \sigma E_p} S_0(p) (1 - \xi) Z_2 \Delta \Sigma(p) \left[ M(p^2) + \hat{p} \right]$$

$$= \lim_{p_0 \to \sigma E_p} (1 - \xi) \sum_\sigma \int_{\mathcal{I}} (\hat{k}_\sigma', \hat{p}_\sigma) \phi_\sigma \Lambda(\hat{k}_\sigma') \phi_\sigma$$

$$\times [M(p^2) + \hat{p}]$$

$$\times \left\{ m M(p^2) - p^2 + [m - M(p^2)] \hat{p} \right\} = 0 \quad (A2)$$

where $\mathcal{I}(\hat{k}_\sigma', \hat{p}_\sigma)$ depends on the details of the kernel and must satisfy

$$\lim_{p_0 \to \sigma E_p} q^2_\sigma \mathcal{I}(\hat{k}_\sigma', \hat{p}_\sigma) = \text{const.} \quad (A3)$$

Equation (A2) is identical to the gap equation (2.8), as can be seen by multiplying (A2) with $S_0^{-1}(\hat{p}_\sigma)/2m$ from the left,

$$(m - m_0) \Lambda(\hat{p}_\sigma) = Z_2 \Sigma(\hat{p}_\sigma) \Lambda(\hat{p}_\sigma)$$

$$= m Z_2 \left( A_0 + m + B_0 \right) \Lambda(\hat{p}_\sigma). \quad (A4)$$
This shows that the $q^a q^r$-term of a Lorentz-vector interaction kernel, such as the OGE and constant kernels considered here, does not contribute to the CST Dyson equation at the on-shell point, and therefore does not contribute to the gap equation and the generation of the dressed quark mass $m$.

**Appendix B: Reduction of the $\Sigma_g$ integrals**

Here we derive the results given in Sec. III C. For the analysis of the integrals (3.14) and (3.21), which were obtained in the rest frame where $p = p^r = \{p_0, 0\}$, it is convenient to scale out the quark mass $m$ by introducing the dimensionless variables $r_0 = p_0/m$, $s = r_0^2$, $m_g = M_g/m$, and express the integrals in terms of the integration variable $y = E_k/m$. Then

$$\frac{q^2}{m^2} = \rho^2 = 1 + s - 2\sigma y r_0, \quad \frac{D}{m^2} = d \sigma.$$  \hspace{1cm} (B1)

and, after the angular integration, the $k$-integration becomes a $y$-integration,

$$\int_k \frac{m^2}{4\pi^2} \int_1^\infty \sqrt{y^2 - 1} \, dy.$$  \hspace{1cm} (B2)

This gives the results

$$\frac{A_g(s m^2)}{m} = \int_1^\infty dy \sqrt{y^2 - 1} g(y) A_g(s, y),$$

$$\frac{B_g(s m^2)}{m} = \int_1^\infty dy \sqrt{y^2 - 1} g(y) B_g(s, y),$$

$$\frac{\bar{R}_g(s m^2)}{m} = \int_1^\infty dy \sqrt{y^2 - 1} g(y) \bar{R}_g(s, y),$$

where

$$A_g(s, y) = \frac{8}{3\pi} \sum_\sigma \frac{1}{d_\sigma},$$

$$B_g(s, y) = \frac{4y}{3\pi r_0} \sum_\sigma \frac{1}{d_\sigma},$$

$$\bar{R}_g(s, y) = \frac{4(y^2 - 1)}{3\pi} \sum_\sigma \frac{1}{\rho_\sigma^2 d_\sigma}.$$  \hspace{1cm} (B3)

1. **Timelike region $s > 0$**

To work out the implications of the absolute value of $q^2$ in Prescription C, we write $\rho_\sigma^2$ as

$$\rho_\sigma^2 = 2 |r_0| \left( y_0 - \sigma y \frac{r_0}{|r_0|} \right)$$  \hspace{1cm} (B5)

where we recall that $y \geq 1$ and

$$y_0 = \frac{1 + s}{2 |r_0|} \geq 1.$$  \hspace{1cm} (B6)

If $r_0 > 0$, $\rho_-$ is always positive, but $\rho_+$ may be either positive or negative. Conversely, if $r_0 < 0$, $\rho_+$ is always positive, but $\rho_-$ may be either positive or negative.

Because of the absolute values this separates the $y$ integration into two regions:

if $y \leq y_0$ : $\rho_+^2 > 0$, $\rho_-^2 > 0$, for any $r_0$ \hspace{1cm} Region 1,

if $y > y_0$ : $\begin{cases} \rho_+^2 < 0, \rho_-^2 > 0, \text{ for } r_0 > 0 \\ \rho_+^2 > 0, \rho_-^2 < 0, \text{ for } r_0 < 0 \end{cases}$ \hspace{1cm} Region 2.  \hspace{1cm} (B7)

Notice that $y_0 > 1$ for all values of $r_0$, except $r_0 = \pm 1$, where $y_0 = 1$.

a. **Region 1 ($y \leq y_0$)**

For either sign of $r_0$ the denominators in Region 1 become

$$d_+ \to m_g^2 + 1 + s - 2y r_0$$

$$d_- \to m_g^2 + 1 + s + 2y r_0.$$  \hspace{1cm} (B8)

Hence the combination of factors for the functions in the integrands in Region 1 combine to give results which will lead to the removal of the factors linear in $r_0$. Introducing the shorthand notation

$$\chi_1 \equiv m_g^2 + 1 + s$$

we obtain the following results:

$$A_1^g(s, y) = \frac{16 \chi_1}{3\pi(\chi_1^2 - 4y^2 s)},$$

$$B_1^g(s, y) = -\frac{16y^2}{3\pi(\chi_1^2 - 4y^2 s)},$$

$$R_1^g(s, y) = \frac{8(y^2 - 1)(1 + s)\chi_1 + 4y^2 s}{3\pi \rho_+^2 \rho_-^2(\chi_1^2 - 4y^2 s)}.$$  \hspace{1cm} (B9)

b. **Region 2 ($y > y_0$)**

In Region 2 the denominators depend on the sign of $r_0$:

if $r_0 > 0$ : $\begin{cases} d_+ \to m_g^2 - 1 - s + 2y r_0 \\ d_- \to m_g^2 + 1 + s + 2y r_0 \end{cases}$

if $r_0 < 0$ : $\begin{cases} d_+ \to m_g^2 + 1 + s - 2y r_0 \\ d_- \to m_g^2 - 1 - s - 2y r_0 \end{cases}$  \hspace{1cm} (B11)

Hence, the results depend on the sign of $r_0$, but the two cases in (B11) can be combined if written in terms of $|r_0|$ instead of $r_0$. Introducing the shorthand notation

$$\chi_2 \equiv m_g^2 + 2y |r_0|$$

the functions in the integrands become

$$A_2^g(s, y) = \frac{16 \chi_2}{3\pi(\chi_2^2 - (1 + s)^2)},$$

$$B_2^g(s, y) = -\frac{8y(1 + s)}{3\pi |r_0|(\chi_2^2 - (1 + s)^2)},$$

$$R_2^g(s, y) = \frac{8(y^2 - 1)(1 + s)(\chi_2 + 2y |r_0|)}{3\pi \rho_+^2 \rho_-^2(\chi_2^2 - (1 + s)^2)}.$$  \hspace{1cm} (B12)
These factors do not depend solely on \( s = r_0^2 \), but they are independent of the sign of \( r_0 \), and since they do not apply as \( r_0 \to 0 \) (notice that this point lies in Region 1, as discussed below), the apparent singularity in \( B_g^2 \) is never reached.

2. Spacelike region \( s < 0 \)

For the calculation with \( s < 0 \) we switch, for convenience, to a frame where \( p = \vec{p}^2 \equiv \{m r_0, 0\} \) (with the choice \( r_0 > 0 \)). The use of complex momenta is not a problem. The result is covariant and can therefore be transformed to real physical momenta by using a complex Lorentz transformation (see Appendix C). With this choice, the absolute value of the complex-valued function \( \rho_\pm^2 \) gives

\[
|\rho_\pm^2| \equiv \rho_c^2 = \sqrt{(1 + s)^2 - 4y^2 s} \tag{B14}
\]

(where now \( s = -r_0^2 \)). Hence the functions in the integrands for \( s < 0 \) (which we call Region 0) are

\[
A_g^0(s, y) = \frac{16}{3\pi(m_g^2 + \rho_c^2)} ,
B_g^0(s, y) = 0 ,
R_g^0(s, y) = \frac{8(y^2 - 1)(1 + s)}{3\pi \rho_c^2(m_g^2 + \rho_c^2)} . \tag{B15}
\]

Notice that \( R_g^0 \) has a zero at \( s = -1 \).

3. Limiting behavior and convergence of the integrals

We first study the behavior of these results near \( s = 0 \). When \( s \to 0^+ \), then \( y_0 \to \infty \), thus the integrals are given by the results from Region 1, Eq. (B10):

\[
A_g^1(0+, y) = \frac{16}{3\pi(m_g^2 + 1)} ,
B_g^1(0+, y) = -\frac{16y^2}{3\pi(m_g^2 + 1)^2} ,
R_g^1(0+, y) = \frac{8(y^2 - 1)}{3\pi(m_g^2 + 1)} . \tag{B16}
\]

However, as \( s \to 0^- \) we must take the results from Region 0, Eq. (B15):

\[
A_g^0(0-, y) = \frac{16}{3\pi(m_g^2 + 1)} ,
B_g^0(0-, y) = 0 ,
R_g^0(0-, y) = \frac{8(y^2 - 1)}{3\pi(m_g^2 + 1)} . \tag{B17}
\]

Notice that \( B_g^0 \) is not continuous at \( s = 0 \). We can, however, obtain a \( B_g^0(p_0^2) \), Eq. (C.20), that is continuous at \( p_0^2 = 0 \), if we choose the gauge parameter as \( \xi = 3 \), which corresponds to the Yennie gauge.\[\text{[C1]}\]

Next, we study the behavior of the functions in the integrands for large \( s \). When \( s \to +\infty \), then \( y_0 \to +\infty \), and we again need only the results from Region 1:

\[
A_g^1(s, y) \to s \to \infty \frac{16}{3\pi y} ,
B_g^1(s, y) \to s \to \infty \frac{16y^2}{3\pi y s^2} ,
R_g^1(s, y) \to s \to \infty \frac{8(y^2 - 1)}{3\pi s^2} . \tag{B18}
\]

For \( s \to -\infty \) we get

\[
A_g^0(s, y) \to s \to -\infty \frac{16}{3\pi y} ,
B_g^0(s, y) = 0 ,
R_g^0(s, y) \to s \to -\infty \frac{8(y^2 - 1)}{3\pi s^2} . \tag{B19}
\]

We see that the asymptotic results for \( A_g \) are symmetric and positive and the asymptotic behavior of \( R_g \) is antisymmetric. The asymptotic behavior of \( B_g \) shows, however, a problem similar to its behavior at \( s = 0 \), which can also be fixed by choosing \( \xi = 3 \). Note that the large \( s \) behavior of the self-energy invariants is independent of the gluon mass, as expected.

4. Prescription B

For comparison, we also record here the results obtained with the Prescription B, \( i.e., \) without using the Prescription C (see the discussion of Sec. III A). In that case the denominators are

\[
d_+ \to m_g^2 - 1 - s + 2y r_0 ,
d_- \to m_g^2 - 1 - s - 2y r_0 , \tag{B20}
\]

and the results (valid for all values of \( s \)) are

\[
A_g^B(s, y) = \frac{16\chi_B}{3\pi(\chi_B^2 - 4y^2 s)} ,
B_g^B(s, y) = \frac{16y^2}{3\pi(\chi_B^2 - 4y^2 s)} ,
R_g^B(s, y) = \frac{8(y^2 - 1)(1 + s)\chi_B - 4y^2 s}{3\pi \rho_c^2(\chi_B^2 - 4y^2 s)} . \tag{B21}
\]

where \( \chi_B = m_g^2 - 1 - s \).

Appendix C: Complex Lorentz transformations

Here we discuss the use of complex momenta in the calculation of the quark self-energy in the spacelike region where \( p^2 \leq 0 \) (\( i.e., \) \( s \leq 0 \)). The need for self-energy functions defined at \( s \leq 0 \) arises in the CST quark-quark scattering problem where the two quarks can have four-momenta

\[
\hat{p}_1 = \{E_p, 0, 0, |\vec{p}|\} ,
\hat{p}_2 = \{E_p - \mu, 0, 0, |\vec{p}|\} , \tag{C1}
\]
where \( P = \hat{p}_1 - p_2 = \{\mu,0\} \) is the momentum of the quark-quark system at rest, \( \hat{p}_1 \) is the on-shell momentum of quark 1 (in the z-direction for simplicity), and \( p_2 \) is the off-shell quark 2 with mass
\[
p^2_2 = \mu^2 + m^2 - 2\mu E_p \equiv m^2 s.
\]
When
\[
p^2 \geq \frac{(\mu^2 - m^2)^2}{4\mu^2},
\]
s is negative and \( m^2 s + p^2 \) is positive, and the four-momentum of quark 2 can be written
\[
p_2 = \{\sqrt{m^2 s + p^2},0,0,|p|\}
\[
= \left\{\sqrt{-p_0^2 + p^2},0,0,|p|\right\} \equiv \bar{p}'.
\]

Since the momenta \((C1)\) are real, it might seem appropriate to calculate the self-energy for \( s < 0 \) in a standard frame where \( p = \{0,0,0,p_0\} \), and obtain the result in the moving frame \((C4)\) by a Lorentz transformation (LT). In fact we have tried this and find that a whole new phenomenology is required in order to regulate the integrals, and this makes it difficult and somewhat arbitrary to relate the \( s < 0 \) calculation to the \( s > 0 \) one done in the rest frame where \( p = p' \equiv \{p_0,0\} \). Doing the calculation in the frame where \( p = p' \equiv \{ip_0,0\} \) is much more natural; the phenomenology required connects smoothly with that used for \( s > 0 \).

Since the self-energy calculation can be separated from the rest of the dynamics, we can use a complex LT to connect a calculation in the frame \( p = \bar{p}' \), \( m^2 s = \langle \bar{p}' \rangle^2 = -p_0^2 \), to one in a moving frame with four-momenta \((C4)\) (for a brief introduction to the complex Lorentz group, see e.g. Ref. 56). The transformation that accomplishes this, is given by
\[
\tilde{\mathcal{B}}(|p|\hat{z}) = \frac{1}{i p_0} \begin{pmatrix} \sqrt{-p_0^2 + p^2} & 0 & 0 & |p| \\ 0 & ip_0 & 0 & 0 \\ 0 & 0 & ip_0 & 0 \\ |p| & 0 & 0 & \sqrt{-p_0^2 + p^2} \end{pmatrix}
\]

such that
\[
\tilde{\mathcal{B}}(|p|\hat{z}) \bar{p}' = \bar{p}'',
\]
where \( \hat{z} \) is the unit vector in the z-direction. To establish that this is a LT it is sufficient to show that it satisfies
\[
\tilde{\mathcal{B}}^\dagger (|p|\hat{z}) G \tilde{\mathcal{B}} (|p|\hat{z}) = G,
\]
where \( G = \{g^{\mu\nu}\} = \text{diag}(1,-1,-1,-1) \).

Of course, equivalently we could have started with the four-momentum \( \bar{p}' \) of \((C4)\) and transformed it directly into \( \bar{p}' \) by means of the inverse of the transformation \((C5)\). What matters is that we can justify using the frame where \( p = \bar{p}' \) by the Lorentz invariance of our phenomenology.

\section*{Appendix D: Proof of covariance of \( \mathcal{V}_c \)}

The covariant constant kernel, defined in Eq. (11), is used in this paper only when \( p = 0 \). In this appendix we discuss how to use this kernel in general applications. First we focus on the case when \( p^2 \geq 0 \) and then generalize to results for \( p^2 < 0 \) by means of a complex LT (for the discussion of complex LT, see Appendix C).

In the CST, the constant kernel is defined only when at least one quark is on-shell, as shown diagrammatically in Fig. 10. Here we assume that the incoming quark is on-shell with four-momentum \( k = k_0 = \{\sigma E_k, k\} \) on-shell (denoted by the \( x \) on the line). In this case the quark may be either on its positive energy mass shell, with \( k_0 = E_k \), or on its negative energy mass shell with \( k_0 = -E_k \).

\subsection*{1. Timelike \( p \)}

In this paper, we use the definition 4.1 only when \( p = 0 \), i.e., in the frame where \( p = \bar{p}' \). In this case (4.1) becomes
\[
\mathcal{V}_c(p', k_\sigma) = \frac{CE_k}{2m} (2\pi)^3 \delta^3(k) \hbar(p_0^2) \gamma_\mu \otimes \gamma_\nu \Delta_\nu^{\mu}(q^2)
\]
\[
= \frac{C E_k}{2m} (2\pi)^3 \delta^3(k) \hbar |p_0|^2 \gamma_\mu \otimes \gamma_\nu \Delta_\nu^{\mu}(q^2)
\]
\[
= \frac{C E_k}{2m} (2\pi)^3 \delta^3(k) \hbar |p_0|^2 \gamma_\mu \otimes \gamma_\nu \Delta_\nu^{\mu}(q^2)
\]

where \( q^2 = m^2 + p_0^2 - 2\sigma E_k p_0 \). Because this kernel always acts under the integral \( f_k \), it effectively replaces all \( k_\sigma \) with \( \bar{p}_0 = \{\sigma m,0\} = \sigma \bar{p}' \) by the \( d^4k \) integration. Here we show that the result in other frames can be obtained by boosting the \( p = 0 \) result to an arbitrary frame where \( p \neq 0 \). Notice that (D1) is not manifestly covariant, but nevertheless covariant because it is defined in a particular frame and can be generalized by a boost to an arbitrary frame, giving the expression (4.1).

To show this we first consider the operator
\[
\mathcal{B} (|p|\hat{z}) = \frac{1}{p_0} \begin{pmatrix} \sqrt{p_0^2 + p^2} & 0 & 0 & |p| \\ 0 & p_0 & 0 & 0 \\ 0 & 0 & p_0 & 0 \\ |p| & 0 & 0 & \sqrt{p_0^2 + p^2} \end{pmatrix},
\]
that boosts the four-vector $p'$ in the rest frame to
$p' = \{ \sqrt{p_0'^2 + p^2}, 0, 0, |p| \}$ in a moving frame in the $z$-direction. Notice that the complex LT of \( (C3) \) is obtained from \( (D2) \) simply by replacing $p_0 \rightarrow ip_0$. The on-shell four-vector $\hat{p'_\sigma}$ transforms under the boost \( (D2) \) as
\[
B(\hat{p'_\sigma}) = \sigma \hat{p'}_\sigma = \sigma \frac{m}{p_0'}
\]
and hence
\[
\hat{p'}_\sigma = \frac{m}{p_0} \hat{p}' = \sigma \frac{m}{p_0} = \sigma \frac{m}{p}
\]
as required by relativity. Similarly, a boost in an arbitrary direction $\hat{p}$, denoted $B(p)$, which transforms $p'$ to
$p' = \{ \sqrt{p_0'^2 + p^2}, \hat{p} \}$, gives
\[
B(p) \hat{p'_\sigma} = \sigma \hat{p'}_\sigma = \sigma \frac{m}{p_0'} = \sigma \{ E_{p'}, \hat{p}' \}
\]
with
\[
\hat{p}' = \frac{m}{p_0} \hat{p} = \frac{m}{\sqrt{p^2}} \hat{p},
\]
so the transformed $\hat{p}'_\sigma$ is an on-shell four-vector, but with a three-vector part $\hat{p}'$ related to the three-vector part $p$ of $p'$ by \( \hat{D6} \). Therefore, the constant kernel in the boosted frame that provides the replacement $\hat{k_\sigma} \rightarrow \sigma \hat{p'}$ under the integral \( \int_k \), is given by
\[
\mathcal{V}_c(p', \hat{k_\sigma}) = \frac{C_E}{2m} \frac{(2\pi)^3 \delta^3 \left( \hat{p}' - \frac{m}{\sqrt{p_0'^2}} \hat{p} \right) \hbar(p') \gamma_\mu \otimes \gamma_\nu \Delta^{\mu\nu}_c(q^2_\sigma)}{\sqrt{p_0'^2 + p^2} + 2k \cdot \hat{p}}, \quad \hat{D7}
\]
where now
\[
q^2_\sigma = m^2 + p^2 - 2\sigma E_k p_0' + 2k \cdot \hat{p}
\]
\[
= m^2 + p_0'^2 - 2\sigma E_k \sqrt{p_0'^2 + p^2} + 2k \cdot \hat{p}. \quad \hat{D8}
\]

2. Spacelike $p$

Next we consider the case of spacelike momenta $p$. The above expression \( \hat{D7} \) also holds for spacelike momenta, i.e., when $p'$ is replaced by $\hat{p}'''$ with $\hat{p}'''^2 < 0$. Let $B(p)$ be a complex LT in arbitrary direction $\hat{p}$ [defined similarly as \( \hat{C5} \)] that transforms the timelike on-shell momentum $\hat{p}'_\sigma$ as
\[
B(\hat{p}') \hat{p}'_\sigma = \sigma \hat{p}'_\sigma = \sigma \frac{m}{ip_0} \hat{p}' = \sigma \{ E_{p'}, \hat{p}' \},
\]
and
\[
\hat{p}' = \frac{m}{ip_0} \hat{p} = \frac{m}{\sqrt{p'^2}} \hat{p}. \quad \hat{D10}
\]
We find that the transformed momentum $\sigma \hat{p}'$ has complex three-vector components \( \hat{D10} \), but is still a time-like on-shell vector as required by relativity:
\[
\hat{p}'_\sigma = \left( \frac{m}{ip_0} \right)^2 \hat{p}'_\sigma = \left( \frac{m^2}{p_0^2} \right)(-p_0^2) = m^2. \quad \hat{D12}
\]
Therefore, the covariant constant kernel $\mathcal{V}_c(p', \hat{k_\sigma})$ with spacelike $\hat{p}'$, obtained from transforming $\mathcal{V}_c(\hat{p}', \hat{k_\sigma})$ to arbitrary three-momenta $p \neq 0$ by means of a complex LT $B(p)$, is given by
\[
\mathcal{V}_c(p', \hat{k_\sigma}) = \frac{C_E}{2m} (2\pi)^3 \delta^3 \left( \hat{p}' - \frac{m}{ip_0} \hat{p} \right) h(-p_0^2) \gamma_\mu \otimes \gamma_\nu \times \Delta^{\mu\nu}_c(q^2_\sigma), \quad \hat{D13}
\]
where now
\[
q^2_\sigma = m^2 - p_0^2 - 2\sigma E_k \sqrt{-p_0^2 + p^2} + 2k \cdot \hat{p}. \quad \hat{D14}
\]
As anticipated, $\mathcal{V}_c(\hat{p}', \hat{k_\sigma})$ in \( \hat{D13} \) is just the expression one obtains from \( \hat{D7} \) by replacing $p_0 \rightarrow ip_0$ and it provides under the integral \( \int_k \) the replacement $\hat{k_\sigma} \rightarrow \sigma \hat{p}'$.

3. Quark self-energy

Here we explicitly demonstrate the covariance of the quark self-energy calculated from $\mathcal{V}_c$. In particular, we show that the function $A_3^\xi$ obtained in Eq. (4.9) is unchanged by a boost. The self-energy in a frame with $p \neq 0$ is
\[
\Sigma_\xi(p') = \frac{1}{2} \int_k \sum_{\sigma} \mathcal{V}_c(p', \hat{k_\sigma}) \Lambda(\hat{k_\sigma})
\]
\[
= \frac{Z_2 \hat{C}h(p'^2)}{8m} \sum_{\sigma} \gamma^\mu \left( m + \sigma \hat{p}' \right) \gamma_\nu \Delta^{\mu\nu}_c(q^2_\sigma)
\]
\[
= \frac{Z_2 \hat{C}h(p'^2)}{8m} \left\{ \sum_{\sigma} \left\{ \gamma^\mu \left( m + \sigma \hat{p}' \right) \gamma_\mu \right\} q^2_\sigma \right\}
\]
\[
= \frac{Z_2 \hat{C}h(p'^2)}{8m} \left\{ 2m (3 + \xi) \right\}
\]
\[
= \frac{1}{4} [3 + \xi] Z_2 \hat{C}h(p'^2) = A_3^\xi(p'^2), \quad \hat{D15}
\]
where we have used in the last step that
\[
\frac{\hat{q}_\sigma \hat{p} \hat{q}_\sigma}{q^2} = [B^{-1}(p)\gamma^0] \hat{p} [B^{-1}(p)\gamma^0] \quad (D16)
\]

is independent of \(\sigma\) because
\[
g_\sigma = [\sigma \hat{p} - \hat{p}]_\mu \gamma^\mu = [B(p)(\sigma \hat{p} - \hat{p})]_\mu \gamma^\mu = (\sigma m - p_0)[B^{-1}(p)\gamma^0],
\]
and \(q^2 = (\sigma m - p_0)^2\). Therefore, the correct result is recovered, which coincides with \([4.9]\) because \(p_0^2 = p^2\).

Analogously, for spacelike momenta \(\hat{p}\) we obtain
\[
\Sigma_B^\xi(\hat{p}) = \frac{1}{4} [3 + \xi] Z_2 C B(\hat{p}^2) = A_\xi(\hat{p}^2) = A_\xi(-p_0^2),
\]
where we have used in the calculation
\[
g_\sigma = (\sigma m - ip_0)[B^{-1}(p)\gamma^0] \quad (D19)
\]
and \(q^2 = (\sigma m - ip_0)^2\). The result \([D18]\) is obtained from \([4.9]\) by replacing with \(p_0 \rightarrow ip_0\), as anticipated.

---
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