Deep Highway Networks and Tree-Based Ensemble for Predicting Short-Term Building Energy Consumption
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Abstract: Predictive analytics play a significant role in ensuring optimal and secure operation of power systems, reducing energy consumption, detecting fault and diagnosis, and improving grid resilience. However, due to system nonlinearities, delay, and complexity of the problem because of many influencing factors (e.g., climate, occupants’ behaviour, occupancy pattern, building type), it is a challenging task to get accurate energy consumption prediction. This paper investigates the accuracy and generalisation capabilities of deep highway networks (DHN) and extremely randomized trees (ET) for predicting hourly heating, ventilation and air conditioning (HVAC) energy consumption of a hotel building. Their performance was compared with support vector regression (SVR), a most widely used supervised machine learning algorithm. Results showed that both ET and DHN models marginally outperform the SVR algorithm. The paper also details the impact of increasing the deep highway network’s complexity on its performance. The paper concludes that all developed models are equally applicable for predicting hourly HVAC energy consumption. Possible reasons for the minimum impact of DHN complexity and future research work are also highlighted in the paper.
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1. Introduction

Globally, there are growing concerns regarding the total energy consumption from the building sector, which is one of the main substantial users of energy. Buildings account for 40% of the world’s total energy consumption and contribute towards 30% of the total CO₂ emissions [1]. According to the current European Union (EU) roadmap, the EU is committed to reducing greenhouse gas emission by 20%, reaching a share of renewable energy in gross final energy by 20%, and reducing total primary energy consumption by 20%—by 2020 as compared to the 1990 levels [2]. In the non-domestic sector, hotels and restaurants are the third largest consumers of energy, accounting for 30%, 18%, 16% and 14% in Spain, France, the UK and the USA, respectively [3,4]. In Greece and Spain, hotels are responsible for about 1/3 of the total energy demand [5]. In hotels, nearly half of the electricity is used for space conditioning purposes [6]. Because of a significant amount of energy consumption, there have been increasing concerns on hotels’ energy use and efforts to effectively manage energy consumption. Predicting energy consumption over a wide range of time horizons is one of the key features of smart grids. It allows for building managers/owners to make informed decisions; e.g., increasing share of renewable energy sources and shifting energy use to off-peak times.
1.1. Context and Objectives

The gap between actual measured performance and predicted energy performance of buildings, typically addressed as ‘the performance gap’, is an increasing concern for the building industry [7]. The gap can be explained by a wide range of factors that get amplified during the lifecycle of the building [8–10]. The energy performance gap negatively impacts occupants’ comfort and energy consumption. Therefore, it is critical for energy managers/building owners to identify causes of operational energy performance gap and to take countermeasures as quickly as possible. Different researchers have tackled this problem by identifying performance gap and fault detection and diagnosis using time-dependent and steady-state analytical modelling, data-driven modelling or knowledge-based methods. The objective of this paper is to detail the performance of the developed machine learning models, which could be used to identify an energy performance gap, make informed decisions by energy managers/building owners, and detect and diagnose faults in a hotel building.

Accurate prediction of energy consumption is an exigent task due to system nonlinearities, delays, and complexity of the studied problem. Recently, a number of different techniques has been developed and applied to predict energy consumption at a building level. These techniques can be divided into data-driven and first principle methods.

First principle-based methods (e.g., TRNSYS, EnergyPlus, DOE-2) require detailed information about building features, and installed energy systems. These methods, because of their multi-domain modelling capabilities, often enable users to assess different design strategies with lower uncertainties [11]. However, because of the complex nature of human behaviour inside buildings, these methods do not perform well for occupied buildings [12]. Physical models can be computationally intensive and therefore an exhaustive exploration of parameter space for optimal control strategies could be infeasible. Because of these factors, a physical model of a building/energy system is mostly avoided, and a simpler, efficient and accurate data driven model is created. Data-driven techniques do not require detailed information about building characteristics or heating, ventilation and air conditioning (HVAC) systems. However, the computational cost of learning and hyper-parameters could be high for data-driven models. The prediction accuracy is also influenced by the quantity and quality of the available training dataset. The authors acknowledge the fact that, for both data-driven and detailed models, there is a trade-off between computational cost and prediction accuracy. Mostly, data-driven techniques are better suited for near real-time optimisation applications as they need significantly less prediction time and require less prior information about the buildings of interest.

Accurate energy prediction models are used by facility managers and utilities to effectively schedule and control continuously fluctuating energy supply and demand, and avoid penalties that could occur due to the difference between predicted and consumed energy. Machine learning models are often the preferred choice for real-time control applications because of their fast response time as compared to detailed simulation models [3]. Due to instability issues, most of the widely used machine learning techniques are likely to be unreliable. As the developed models in this paper could be used for optimal control, the stability of developed models is critical. In recent years, more advanced prediction methods (ensemble and deep learning) were developed to overcome the limitations of traditional methods.

1.2. Related Work

Deep-learning methods are one of the most efficient methods for classification problems and have been tested for numerous applications [13–16]. Among these methods, the recurrent neural network is capable of instantiating almost arbitrary dynamics and allowing the information flow to be “memorized” during the computation to enrich further processing. Recently, the performance of “Long Short-Term Memory” (LSTM)—a type of recurrent neural network method—has been tested in different research studies [17,18]. However, these techniques have been extensively applied in the vision domain; various other research works have also applied deep-learning methods for other research areas, e.g., cancer (diagnosis and detection) [19], chatbots and NLP (Natural Language Processing) [20], games (scoring
and human-level playing) [21], and heart diseases [22]. One of the limitations of deep-learning methods was that their performance did not improve with the increase in network’s depth. Recently, a number of improvements have been performed to tackle this issue, e.g., by using recurrent like behaviour in feed-forward models (ResNets [23], Inception/Xception [24], Highways [25]), introducing reinforcement learning, previous input auto-encoding and incremental layer learning, and evolution of learning rules (e.g., dropout, Adam, Nesterov, batches, blurring inputs). These improvements have significantly enhanced the performance of deep-learning methods.

With the growth in performance of deep learning methods and despite the fact that historical prediction models are less complex, numerous studies in the past few months proposed diverse deep learning approaches for estimating building energy consumption [26] and forecast/prediction [27–29] with both feed-forward and recurrent neural network models. Optimization of energy consumption through reinforcement learning has also recently been studied with deep learning models [30]. Deep learning is being used either as a predictive modeling tool or a feature extractor as in [31]. The study also showed that the feature extraction property is of more interest than the predictive property itself, which does not perform better than eXtreme Gradient Boosting in this case. In most cases, deep learning models’ hyperparameters are empirically chosen and in only a few cases do these parameters span a large part of the possible space. In particular, studies often show comparison with simplest networks’ models.

Support vector machines (SVMs) are used in different applications of the building energy sector, e.g., Liang and Du [32] applied the SVM method for fault detection and diagnoses (FDD) by combining SVM, and model-based FDD. Mohandes et al. [33] predicted wind speed and Esen et al. [34] modeled a ground-coupled heat pump system by using SVM. Support vector machines have recently attracted researchers’ focus in the field of building energy prediction. To the authors’ knowledge, the first work was reported by Dong et al. [35]. The authors applied SVM to predict monthly building energy consumption in a tropical region (Singapore). Outside dry-bulb temperature, solar radiation, and relative humidity were considered as input parameters. The weather data were collected from a weather station which was approximately 12 miles away from the buildings under investigation. Although the percent error was small, the inaccuracies in the results due to weather data were not discussed in the paper. Li et al. [36] and Li et al. [37] predicted hourly cooling load in an office building in China. The author also compared SVM with different artificial neural networks. The SVM method performed slightly better than neural network methods. This was because of the structural risk minimization principle of SVM, which is used to minimize the upper bound of the generalization error. On the other hand, artificial neural networks minimized the training error. The performance of SVM can be enhanced through combination with other computational intelligence techniques. To enhance the SVM by reducing the effect of noise and outliers in the data set, Li et al. [38] proposed fuzzy SVM. As in load prediction, the old data are less important as compared to the new data. SVM does not have the ability to distinguish a new pattern and therefore the authors proposed the fuzzy SVM method.

Decision trees (DT) are used to classify a dataset into various predefined target values or classes. A DT based model can be represented by logical statements/rules. Decision tree, tree-based ensemble algorithms, in particular, are less popular in building energy research domains. Decision tree based methods were used by Yu et al. [39] to predict energy consumption. The authors concluded that decision tree based algorithms could be used to develop reliable models. A decision support model to reduce a school building’s electricity was developed by Hong et al. [40]. The authors used decision trees to form a group of educational buildings based on electricity consumption. Hong et al. [41] used decision trees for clustering a type of multifamily housing complex based on gas consumption. Tso and Yau [42] compared regression analysis, DT and artificial neural networks (ANN) for predicting electricity consumption. The authors concluded that the DT algorithm could be a viable option for predicting energy consumption. In a recent study by Ahmad et al. [3], the authors compared the performance of ANN and random forest (RF)—a tree-based ensemble algorithm. However, ANN performed marginally better in this study, and the authors concluded that
both developed models have similar prediction accuracy and are equally applicable for predicting building energy consumption.

The paper compares the performance in prediction of hourly HVAC energy consumption of a hotel building by using three different machine learning (ML) approaches: deep highway networks, extremely randomised trees, and support vector regression. The research presented in this paper mainly addresses the following aspects:

- The use of tree-based ensemble techniques and deep highway networks for predicting HVAC energy consumption from contextual data;
- Studying the impact of networks’ depth on prediction performance of DHN models;
- Demonstrate a prediction error of nearly 6% (normalised root mean square error) on hourly data for two of the best currently known machine learning algorithms (tree-based ensembles and deep learning).

The paper addresses the problem of predicting energy consumption of a hotel building. Predicting energy consumption of hotels and restaurants is a challenging task as it does not exhibit clear patterns. From the literature review, it was found that none of the previous studies compared the performance of recently developed deep learning and tree-based ensemble methods. The presented research work also discusses whether there is a need to develop deep learning models for high-resolution prediction of energy consumption or the current state-of-the-art methods are equally comparable.

The rest of the paper is organised as follows: the methodology of the developed models is presented in Section 2. In Section 2.1, principles of deep highway networks, support vector regression, and extremely randomised trees are described. Prediction results are described in Section 3, whereas Section 4 presents comparison between three developed machine learning models along with discussions. Concluding remarks are drawn at the end of the paper.

2. Materials and Methods

This section introduces the three proposed data-driven techniques for predicting HVAC energy consumption. The section also details training and testing datasets along with the evaluation metrics used for comparing the studied techniques. In this paper, SVR is used for comparison purposes, as it is one of the most widely machine learning techniques in a built environment research domain. Figure 1 illustrates the schematic overview of the proposed research. Historical weather, energy consumption and occupancy data were retrieved from a database for developing prediction models. The data was pre-processed for model development by removing outliers and treating missing values. The data was also normalised for SVR algorithms. Important features were selected by using random forest and extra trees algorithms. The models’ hyper-parameters were tuned by using either a genetic algorithm (GA) (for deep highway network) or a step-wise search method (support vector regression and extra trees).
2.1. Machine Learning Algorithms

Three data-driven algorithms for predicting energy consumption are introduced in this section. These algorithms include deep highway networks (DHN), extremely randomised trees (ET) and support vector regression (SVR).
2.1.1. Support Vector Regression

Support vector machines are one of the most widely used machine learning approaches to predict energy consumption. They are divided into two main categories: support vector classification (SVC) and support vector regression (SVR) [43]. As the name suggests, SVR is used for regression problems and the main objective is to find a relationship between input and output features while assuming that the joint distribution of the features is unknown. The SVR algorithms map the input data into a high-dimensional feature space through a nonlinear mapping and performing a linear regression in this feature space [43].

For modelling a process, suppose that the normalized inputs vector is \( X_i \) (represents vector of input parameters) and \( Y_i \) represents the outputs; then, the set of samples is defined as \( \{(X_i, Y_i)\}_{i=1}^{N} \), where \( N \) is the length of training data set. The algorithm approximates the relationship between the outputs and inputs, while projecting input space in a higher dimensional space. In the present work, we make use of the framework defined in [44,45]:

\[
Y = f(X) = W \cdot \phi(X) + b,
\]

where \( \phi(X) \) represents the high-dimensional space, which is non-linearly mapped from the input data. The coefficients \( W \) and \( b \) are estimated by using Equation (2) i.e., by minimising a regularised risk function [44,45].

\[
\text{Minimize} : \frac{1}{2} ||W||^2 + C \frac{1}{N} \sum_{i=1}^{N} L_\epsilon (Y_i, f(X_i)),
\]

\[
L_\epsilon (Y_i, f(X_i)) = \begin{cases} 
0, & \text{if } |Y_i - f(X_i)| \leq \epsilon, \\
|Y_i - f(X_i)| - \epsilon, & \text{others}.
\end{cases}
\]

Minimizing \( ||W||^2 \) ensures as small \( W \) as possible. In the above equations, \( C \) is a penalty parameter (also known as regularisation parameter) that determines the balance between model flatness and tolerance with regard to errors that are larger than \( \epsilon \). The empirical error is denoted by the second term of Equation (2), which is measured by the \( \epsilon \)-intensity loss function (Equation (3)). The loss is zero, if the predicted value is within the \( \epsilon \)-tube. On the other hand, the loss is the difference between the radius \( \epsilon \) of the tube and predicted error, if the predicted value is outside the tube [36]. In order to relax constraints in the estimation of \( W \) and \( b \), slack variables \( \zeta_1 \) and \( \zeta_1^* \) are introduced leading the above equation to become the primal objective function given by Equation (4) [44,45]:

\[
\text{Minimize} \quad \zeta_1, \zeta_1^*, W, b : \frac{1}{2} ||W||^2 + C \frac{1}{N} \sum_{i=1}^{N} (\zeta_1 + \zeta_1^*),
\]

\[
\text{Subject to} : \begin{cases} 
Y_i - W \cdot \phi(x_i) - b \leq \epsilon + \zeta_1, \\
W \cdot \phi(x_i) + b \leq \epsilon + \zeta_1^*, \quad i = 1, 2, \ldots, N, \\
\zeta_1 \geq 0, \quad \zeta_1^* \geq 0.
\end{cases}
\]

This primal form of the optimization problem can be solved expressing the Lagrangian and then the dual form of the optimization problem [44,45].

Finally, the Mercer kernel \( K \) is defined as:

\[
K(X_i, X_j) = \exp \left( -\frac{||X_i - X_j||^2}{\delta^2} \right),
\]

which allows for expressing the inner products in the infinite dimensional features space \( \phi \) so that Equation (1) becomes [44,45]:
\[ Y = f(X) = \sum_{i=1}^{N} (\alpha_{i} - \alpha_{i}^*) K(X_i, X) + b, \]

where \( \alpha_{i}, \alpha_{i}^* \) are the Lagrange multipliers (constrained to be \( \geq 0 \)) and \( N \) the number of support vectors.

The normalized predicted output \( Y \), which is obtained from an SVR model, should be transformed into the actual prediction value by using the following equation:

\[ \hat{q} = q_{\text{min}} + Y \cdot (q_{\text{max}} - q_{\text{min}}). \]

2.1.2. Deep Highway Networks

Deep highway network (DHN) is a concept introduced in [25] by taking advantage of some of the properties of LSTM models in a purely feedforward fashion. In this work, the model proposed proved to be more stable in learning with an increase in the number of hidden layers than previous fully connected feedforward deep neural network models. This ability is obtained by introducing the following concepts. Generally, a feedforward Neural Network transformation of the input is given in Equation (8) [29]:

\[ y = H(x, W_H). \]

In the above equation, \( y \) is the output of the network, and \( H \) is the nonlinear transformation applied to the input \( x \) and weighted by a parameters matrix \( W_H \). \( H \) can consist of multiple layers of nonlinear transformation and their corresponding weights. Each of these layers receives inputs from the preceding layer’s outputs and outputs to the next layer. In a simplified form, a highway network can be defined by Equation (9) [29]:

\[ y = H(x, W_H) \cdot T(x, W_T) + x \cdot C(x, W_C). \]

The transform gate, \( T(x, W_T) \), transforms the input, whereas the carry gate \( (x, W_C) \) allows for carrying input in a possibly unchanged form through different layers of the network, depending on the weights applied. This property resembles the residual behavior of ResNets, where unchanged input is propagated in the deep structure of the network, helping the network to keep learning even with a high number of hidden layers (efficient ResNets can have up to 1000 layers in recent works [46]). Similarly to the work of Srivastava et al. [25], we used a carry gate defined by \( C = 1 - T \). The resulting transformations achieved by the network are summarized in Equation (10) [29]:

\[ y = H(x, W_H) \cdot T(x, W_T) + x \cdot (1 - T(x, W_T)). \]

Rectifier Linear Units (ReLu) [47] are used to populate the regular hidden layers and transform gate layers use a sigmoidal activation function. ReLu units are defined by Equation (11) [29]:

\[ y = \max(0, x), \]

with

\[ x = \sum_{i=1}^{K} w_i \ast x_i. \]

In the above equation, \( w_i \ast x_i \) is the weighted output value of the connected input neurons.

2.1.3. Extremely Randomized Trees

Extremely randomized trees or Extra-Trees (ET) [48] introduce stochasticity during the induction production of classical decision trees [49]. ET was developed as an extension of another tree-based
ensemble method (random forest) to be a more computationally efficient algorithm. From several experiments, it was found that Extra-Trees (ET) outperform other tree-based methods, including random forests (RF) [50]. The key difference between RF and ET are highlighted in [51]: (1) ET uses the entire data set for training a model (i.e., it does use tree bagging), whereas a random forest algorithm uses a bootstrap replica for training a machine learning model, and (2) ET randomly picks the best feature along with the corresponding value to split the node. Due to these main differences, ET is less likely to overfit a dataset and has reported better performance [48]. The ET splitting procedure for numerical attributes is detailed in [48]. ET relies on three main hyper-parameters that will be further optimized as detailed in Section 3.3. It consists of three factors: \( K \) is the number of randomly selected variables for splitting a node, \( n_{\text{min}} \) represents the minimum number of samples required for splitting an internal node, and \( M \), the number of trees formed in the ensemble model [45].

2.2. Data Description

The historical dataset of HVAC energy consumption was gathered from a hotel building in Madrid, Spain. Social parameters (e.g., number of rooms booked, the total number of guests on a particular day) were also retrieved from the hotel’s reservation system. Weather parameters were also collected from a nearby weather station. As hotels and restaurants do not exhibit clear energy consumption patterns as compared to other building types e.g., school buildings, which makes prediction a challenging task. Figure 2 shows electricity consumption of a school in Wales, UK and a hotel building in Madrid, Spain. It can be seen that there is a clear energy consumption pattern for the school building as the energy consumption is lower during the night and weekends. On the other hand, this is not the case for the hotel building.

For this study, one and a half year data was collected from the hotel’s building management system (BMS) with a collection interval of 5 min. The collected dataset contained air temperature, relative humidity, wind speed, dew point air temperature, hour of the day, day of the week, month of the year, total rooms booked, total number of guests and value of HVAC energy consumption. Table 1 summarizes the variables used in the development of prediction models. Figure 3 shows the hourly HVAC consumption values of the studied building from 15 January 2015 to 15 January 2016. Training data is taken as 80% of the dataset such that the first 7680 samples were used in training and validation phases and the remaining 3290 samples composed the test dataset. For each algorithm training, the dataset was shuffled with identical random seeds to ensure that the exact same training set was used.

Table 1. Summary of the variables used for training and testing.

| Input/Output Variables                      | Min  | Max  | Mean | Median |
|--------------------------------------------|------|------|------|--------|
| Outdoor air temperature (°C)               | −5.5 | 40.5 | 14.65| 13     |
| Dew point air temperature (°C)             | −12  | 20   | 4.84 | 5      |
| Outdoor air Relative Humidity (%)          | 7.95 | 100  | 58.69| 58.53  |
| Wind speed (mph)                           | 0    | 33.65| 6.35 | 4.6    |
| No. of rooms booked (-)                    | 23   | 111  | 79.50| 83     |
| No of guests (-)                           | 40   | 201  | 124.71| 127   |
| HVAC hourly energy consumption (kWh)       | 9.3  | 167.8| 47.78| 40.2   |
2.3. Model Evaluation Metrics

To evaluate the predictive performance of the developed models, four different metrics, i.e., root mean squared error (RMSE), mean absolute error (MAE), coefficient of determination ($R^2$) and normalised root mean squared error (NRMSE) were used. Determination coefficient is used to measure the correlation between the actual and predicted HVAC energy consumption values. The remaining three metrics are described as below:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}
\]  

(13)

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|
\]  

(14)
\[ NRMSE = \frac{RMSE}{y_{\text{max}} - y_{\text{min}}} \]  

where \( \hat{y}_i \) is the predicted value, \( y_i \) is the actual value, \( N \) is the total number of samples, and \( y_{\text{max}} \) and \( y_{\text{min}} \) are the maximum and minimum values of actual HVAC energy consumption, respectively.

For this work, the implementation of extra trees and support vector regression included in the scikit-learn (a machine learning library for Python programming language) [52]. DHN was implemented in Python programming language. All developed models are encapsulated in a Python library to allow online data acquisition and predictions updates. It is worth mentioning that the model presented by Dieleman [53] was adapted for this paper. The models were trained and tested on personal computers (Intel Core i7 3.20 GHz with 32 GB of installed memory (for SVR and ET) and Intel Xeon 32 CPU 1.30 GHz with 64 GB of installed memory (for DHN models)).

3. Results

This section details the impact of different algorithms associated with hyper-parameters on a model’s performance. A stepwise searching method was used to find optimal hyper-parameters values for SVR and ET models. For deep highway network models, a genetic algorithm based method was used for hyper-parameter tuning.

3.1. DHN Hyper-Parametric Tuning

A two stage hyper-parameter estimation was performed to find the best parameters for deep highway network models. At the first stage, a grid search was performed to highlight the best range of hyper-parameters. DHN models were trained by using a 5-fold cross-validation process, and setting a batch size inside epochs to 64 samples. Mean squared error was used as a criterion to evaluate training process. A Nesterov accelerated SGD (Stochastic Gradient Descent) update [54] was applied during the training phase. During the second stage, hyper-parameters of DHN were optimized using a genetic algorithm. The optimization problem and objective function of DHN hyper-parametric tuning can be represented by Equation (16):

\[ \min_{x \in X} f(x) \]  

where: \( x \) is the decision variables vector \([x_1, x_2, ..., x_n]\), \( n \) being the number of decision variables; and \( f(x) \) is the objective function. In this case, eight decision variables were used i.e., number of neurons in each hidden layer, number of hidden layers, number of training epochs, learning rate, momentum, output layer activation function, bias value of gate layers neurons, and model inputs. Among the input variables of the dataset, preliminary studies showed that the most impacting variables were: outside temperature, relative humidity, number of guests and HVAC consumption values. The model inputs’ decision variable states how many preceding values of each of these four input variables are used as input to the DHN model. Equation (16) is subject to ranges of values for each decision variable listed in Table 2.

The objective function of the problem is to minimize the normalized root mean squared error (NRMSE) on a testing dataset. The genetic algorithm optimisation was performed by considering 300 generations with a population size, mutation rate and crossover rate of 30, 0.1 and 0.5, respectively. The tournament selection method was used for selecting the five best individuals from a population. It is also worth mentioning that various previous values for input variables were also tried to improve the predictive performance of a DHN model.
Table 2. Possible values of hyper-parameters defining the space explored by the genetic algorithm.

| Decision Variable          | Possible Values                                      |
|---------------------------|------------------------------------------------------|
| Number of hidden layer neurons | [5, 10, 20, 30]                                      |
| Number of hidden layers   | [1, 5, 10, 20, 50]                                   |
| Epochs                    | [150, 200, 500, 1000, 2000]                          |
| Learning Rate             | [0.005, 0.05, 0.01]                                  |
| Momentum                  | [0.95, 0.99, 0.995]                                  |
| Activation function       | ['VlReLu', 'Sigmoid', 'Linear', 'ReLu']              |
| Bias                      | [−4.0, −3.0, −2.0, −1.0, 0.0, 1.0]                   |
| Model Inputs              | [[1, 1, 1, 2], [1, 1, 1, 24], [24, 24, 1, 24]]      |

Note: VlReLu: very leaky rectified linear unit; ReLu: Rectified linear units.

Table 3 shows the 10 best performances of DHN models in terms of NRMSE. For each model, different performance metrics are applied. The results showed that, for the top 10 best models, the prediction accuracy was always greater than $R^2$ value of 0.84. It was found that several combinations of networks can achieve best performance, and generally no hyper-parameter drives the predictive performance of the models. Experimental results showed that best performance was obtained with an input dimension of 73 i.e., taking as input the previous 24 h of outdoor dry-bulb air temperature, air relative humidity and HVAC energy consumption and only the past value of the number of guests. However, it is worth mentioning that the increase in performance is small as compared to the increase in the complexity of the model. Results depict that a higher number of layers does marginally improve the performance; however, the best five performances were obtained by using one-layered networks. In order to further investigate the influence of model complexity, Table 4 shows the best performances achieved by the least complex models. The results clearly show that a model with only five input units and one layer, taking as input only one or two past values of input variables can achieve an NRMSE value of nearly 6%, with an error increase of 0.1% as compared to the best performing models.
Table 3. Top 10 results among the deep highway networks (DHN) models.

| Model Inputs | Number of Neurons | Activation Function | Number of Layers | Training Epochs | Bias   | Learning Rate | Momentum | R²   | NRMSE (%) |
|--------------|-------------------|---------------------|------------------|-----------------|--------|---------------|----------|------|-----------|
| [24, 24, 1, 24] | 30 | ReLu | 1 | 150 | -3.0 | 0.01 | 0.95 | 0.84 | 6.007 |
| [1, 1, 1, 24] | 20 | VlReLu | 1 | 500 | -3.0 | 0.05 | 0.95 | 0.8492 | 6.008 |
| [1, 1, 1, 24] | 10 | Linear | 1 | 500 | -3.0 | 0.05 | 0.95 | 0.8490 | 6.011 |
| [1, 1, 1, 24] | 10 | Linear | 1 | 500 | 1.0 | 0.05 | 0.95 | 0.8490 | 6.013 |
| [1, 1, 1, 24] | 5 | Linear | 1 | 500 | -3.0 | 0.05 | 0.95 | 0.8489 | 6.014 |
| [1, 1, 1, 24] | 20 | VlReLu | 50 | 1000 | -2.0 | 0.005 | 0.95 | 0.8484 | 6.024 |
| [1, 1, 1, 24] | 5 | VlReLu | 1 | 1000 | -3.0 | 0.05 | 0.95 | 0.8482 | 6.028 |
| [1, 1, 1, 24] | 5 | Linear | 1 | 1000 | -3.0 | 0.05 | 0.95 | 0.8482 | 6.029 |
| [1, 1, 1, 24] | 20 | Linear | 20 | 500 | -1.0 | 0.005 | 0.95 | 0.8481 | 6.029 |
| [1, 1, 1, 24] | 10 | VlReLu | 50 | 2000 | -2.0 | 0.05 | 0.95 | 0.8481 | 6.030 |
| [1, 1, 1, 24] | 5 | VlReLu | 1 | 1000 | -3.0 | 0.05 | 0.95 | 0.8481 | 6.030 |

The “Model inputs” array is represented as [Outdoor air temperature, Relative humidity, No. of guests, previous hours HVAC energy consumption].

Table 4. Best results among the DHN models with minimal complexity.

| Model Inputs | Number of Neurons | Activation Function | Number of Layers | Training Epochs | Bias | Learning Rate | Momentum | R²   | NRMSE (%) |
|--------------|-------------------|---------------------|------------------|-----------------|------|---------------|----------|------|-----------|
| [1, 1, 1, 2] | 10 | VlReLu | 1 | 1000 | 0.0 | 0.05 | 0.95 | 0.8444 | 6.10 |
| [1, 1, 1, 2] | 10 | ReLu | 1 | 150 | -2.0 | 0.05 | 0.99 | 0.8416 | 6.16 |
| [1, 1, 1, 2] | 30 | VlReLu | 1 | 200 | -4.0 | 0.05 | 0.95 | 0.8431 | 6.13 |
| [1, 1, 1, 24] | 5 | Linear | 1 | 500 | -3.0 | 0.05 | 0.95 | 0.8489 | 6.014 |
| [1, 1, 1, 24] | 5 | Linear | 1 | 200 | -2.0 | 0.005 | 0.95 | 0.8445 | 6.10 |
| [1, 1, 1, 24] | 5 | ReLu | 1 | 1000 | 1.0 | 0.01 | 0.95 | 0.8425 | 6.14 |
3.2. SVR Hyper-Parametric Tuning

For support vector regression, penalty parameter \((C)\) and radius \((\epsilon)\) are two important tunable hyper-parameters to achieve better predictive performance. A small value of \(C\) results in a small weight on the training dataset, which could result in larger prediction errors on the testing dataset. This means that the trained model will under-fit the training data \([36]\). However, a larger value of \(C\) would result in over-fitting the training dataset. Larger values of penalty parameter \((C)\) will also reset the objective back to minimising the empirical risk only. On the contrary, larger values of \(C\) means a larger range of the value of support vectors, which means more data points can be selected \([35]\). \(\epsilon\) is indirectly related to the number of support vectors, and a larger value of \(\epsilon\) can result into fewer number of support vectors machines. In addition, it should be noted that a too large value of \(\epsilon\) can reduce the predictive accuracy of the model \([36]\). In order to maximize the performance of SVR model, we tuned these two hyper-parameters.

In this paper, the stepwise searching method was used to study the performance of developed SVR models by varying parameter settings for \(C\) and \(\epsilon\). The stepwise searching method has been previously used by many researchers e.g., \([35–37]\). In literature, there are many methods for tuning the hyper-parameters of machine learning models, grid search being the most frequently used. However, it is computationally extensive technique. As grid search computes performance at all pairs of \(\epsilon\) and \(C\) to get the performance surface, it has lower efficiency \([35]\). In stepwise search, we first conducted the search by fixing the value of \(\epsilon\) to find \(C\). In the next step, the first result of \(C\) was fixed to find \(\epsilon\). It is worth mentioning that stepwise search may result into sub-optimal hyper-parameters as it is assumed that all hyper-parameters are independent from each other. As a first step, the value of \(\epsilon\) was fixed to 0.1 and varied \(C\) over the range between \(2^{-7}\) and \(2^7\) to train an SVR model over the training dataset. The resulting models were then used to predict on a testing dataset to calculate performance metrics. From results, it was found that a model’s performance increases with an increase of \(C\). Initially, the performance of the SVR model increased with an increase of \(C\). However, with higher values of \(C\), the performance of the SVR model was slightly increased. The performance started to decline for values of \(C\) higher than \(2^6\). The higher values of \(C\) were also over-fitting the training dataset. A value of \(C = 2^{15}\) was also tried and it was concluded that higher values reduced the performance by over-fitting the training dataset. In addition, it was found that models trained with higher values of \(C\) are computationally expensive to train. Therefore, from results, a value of \(2^5\) was selected for \(C\).

After setting the value of \(C\) to \(2^5\), various values of \(\epsilon\) were tried to find its optimal value. From the results, it was found that smaller values of \(\epsilon\) did not have a significant influence on the performance on SVR model. The performance significantly reduced for values larger than 4. From results, a value of 2 was chosen for \(\epsilon\). Tables 5 and 6 show the results of different experiments for select \(C\) and \(\epsilon\).
Table 5. Results of different $C$, where $\epsilon = 0.1$.

| $C$ | $R^2$ (–) | RMSE (kWh) | MAE (kWh) |
|-----|-----------|------------|-----------|
| $2^{-7}$ | -0.336 | 12.501 | 10.601 |
| $2^{-6}$ | -0.307 | 12.362 | 10.448 |
| $2^{-5}$ | -0.259 | 12.132 | 10.188 |
| $2^{-4}$ | -0.176 | 11.726 | 9.752 |
| $2^{-3}$ | 0.021 | 10.700 | 8.795 |
| $2^{-2}$ | 0.380 | 8.518 | 6.912 |
| $2^{-1}$ | 0.670 | 5.926 | 4.658 |
| $2^0$ | 0.801 | 4.821 | 3.644 |
| $2^1$ | 0.829 | 4.472 | 3.316 |
| $2^2$ | 0.839 | 4.343 | 3.188 |
| $2^3$ | 0.843 | 4.288 | 3.123 |
| $2^4$ | 0.844 | 4.274 | 3.102 |
| $2^5$ | 0.844 | 4.269 | 3.091 |
| $2^6$ | 0.844 | 4.268 | 3.088 |
| $2^7$ | 0.844 | 4.269 | 3.087 |

Table 6. Results of different $\epsilon$, where $C = 2^5$.

| $\epsilon$ | $R^2$ (–) | RMSE (kWh) | MAE (kWh) |
|------------|-----------|------------|-----------|
| $2^{-10}$ | 0.84427 | 4.2675 | 3.0924 |
| $2^{-9}$ | 0.84428 | 4.2673 | 3.0922 |
| $2^{-8}$ | 0.84429 | 4.2671 | 3.0920 |
| $2^{-7}$ | 0.84427 | 4.2674 | 3.0922 |
| $2^{-6}$ | 0.84421 | 4.2682 | 3.0928 |
| $2^{-5}$ | 0.84416 | 4.2690 | 3.0927 |
| $2^{-4}$ | 0.84418 | 4.2686 | 3.0916 |
| $2^{-3}$ | 0.84426 | 4.2675 | 3.0903 |
| $2^{-2}$ | 0.84453 | 4.2639 | 3.0881 |
| $2^{-1}$ | 0.84467 | 4.2619 | 3.0849 |
| $2^0$ | 0.84477 | 4.2606 | 3.0877 |
| $2^1$ | 0.84536 | 4.2525 | 3.0896 |
| $2^2$ | 0.84027 | 4.3219 | 3.2041 |
| $2^3$ | 0.79878 | 4.8508 | 3.8013 |
| $2^4$ | 0.55341 | 7.2267 | 6.1642 |
| $2^5$ | -0.44957 | 13.0200 | 11.2723 |

3.3. ET Hyper-Parametric Tuning

For Extra trees algorithm, number of trees ($M$), number of samples required for splitting a node ($n_{\text{min}}$) and attribute selection strength parameter ($K$) are the three important hyper-parameters. The parameter $K$ represents the size of the random subsets of features to consider when splitting a node, and can be selected in the range $[1, ..., n]$, where $n$ is the total number of features. The total number of trees in the forest is represented by $M$; for our case, we fixed $M$ to 1000 trees. Larger values of smoothing parameter ($n_{\text{min}}$) would result in smaller trees, higher bias and smaller variance [48]. For hyper-parameter tuning, this parameter was varied in the range $[2, ..., 10]$ to investigate its influence on model’s accuracy. From results, it was found that changing $n_{\text{min}}$ did not yield a significant accuracy improvement on the hotel’s HVAC energy consumption dataset. For this problem, a value of 3 was chosen for $n_{\text{min}}$ as it resulted in slightly better performance than the default value used in the literature (i.e., 2). We also studied the influence of parameter $K$ on model’s accuracy and varied the parameter in the interval $[1, ..., n]$. For a value of $K = 1$, the splits are chosen in totally independent way of the output variable. On the other hand, a value of $K = n$ (total number of features), the attributes’ choice is not explicitly randomized and the effect of randomization will only act through the choice of cut-points [48]. We varied $K$ over its range and found that a value of $K = 4$ slightly improved the
model's accuracy. Results demonstrated that a value of $K = 1$ resulted in an under-fitted model with an $R^2$ value of 0.7485. The influence of tree depth on predictive accuracy shows that deeper trees resulted in better performance. The performance started to deteriorate for $d_{\text{max}}$ greater than 10. The trees with $d_{\text{max}} = 1$ resulted in higher values of RMSE, MAE and MSE, and lower value of $R^2$. From these results, it is clear that, on the studied dataset, extremely randomized trees' performance was more influenced by parameter $d_{\text{max}}$ instead of $n_{\text{min}}$ and $K$. This may vary from dataset to dataset; however, for most of the cases, default values of the parameters may result in acceptable performance. Table 7–9 show the results of various experiments for selecting ET hyper-parameters.

**Table 7.** Results of different $n_{\text{min}}$, where $K = n$ and $M = 1000$.

| $n_{\text{min}}$ | $R^2$ (–) | RMSE (kWh) | MAE (kWh) |
|------------------|-----------|------------|-----------|
| 2                | 0.819     | 4.601      | 3.405     |
| 3                | 0.822     | 4.564      | 3.377     |
| 5                | 0.828     | 4.485      | 3.312     |
| 7                | 0.832     | 4.427      | 3.266     |
| 10               | 0.837     | 4.372      | 3.223     |

**Table 8.** Results of different $K$, where $n_{\text{min}} = 3$ and $M = 1000$.

| $K$  | $R^2$ (–) | RMSE (kWh) | MAE (kWh) |
|------|-----------|------------|-----------|
| 1    | 0.7485    | 5.423      | 4.200     |
| 2    | 0.8091    | 4.724      | 3.555     |
| 3    | 0.8226    | 4.555      | 3.385     |
| 4    | 0.8246    | 4.529      | 3.353     |
| 5    | 0.8219    | 4.564      | 3.377     |

**Table 9.** Results of different $d_{\text{max}}$, where $n_{\text{min}} = 3$, $K = 4$ and $M = 1000$.

| $d_{\text{max}}$ | $R^2$ (–) | RMSE (kWh) | MAE (kWh) |
|------------------|-----------|------------|-----------|
| 1                | −0.3242   | 12.445     | 10.578    |
| 3                | 0.5323    | 7.396      | 6.128     |
| 5                | 0.7629    | 5.265      | 4.199     |
| 7                | 0.8281    | 4.484      | 3.413     |
| 9                | 0.8424    | 4.292      | 3.194     |
| 10               | 0.8427    | 4.288      | 3.167     |
| 15               | 0.8353    | 4.389      | 3.227     |
| 20               | 0.8262    | 4.508      | 3.331     |

4. Comparison and Discussion

Predictive performance of SVR, ET and DHN models are nearly comparable. Figure 4 illustrates the plot of actual hourly HVAC energy consumption vs. predicted energy consumption by the ET model. Models’ ability to accurately predict energy consumption is clearly illustrated by the level of linear relationship between predicted and measured values in Figure 4b. The figure shows the strong nonlinear mapping generalisation capabilities of the model, and it can be effectively used as prediction models for decision-making processes. Table 10 shows a comparison of models’ performance for both training and testing datasets. According to the results, DHN performed marginally better as compared to the other two developed models. For all three models, the $R^2$ value is higher than 0.84 and RMSE values were in the range of 3.08 and 4.28 for both training and testing datasets. From these results, it can be concluded that the developed models have the capabilities to accurately predict the hourly HVAC energy consumption.

From Table 10, it is demonstrated that all developed models have nearly comparable performances and could be equally used to accurately predict the hourly HVAC energy consumption. It was expected that the prediction accuracy will be significantly enhanced by using a deep learning algorithm due to
the ‘deep’ property of the network. However, this was not the case, as DHN performed marginally better than the other two ML algorithms. From tuning the hyper-parameters of DHN, it was found that the network complexity (i.e., increasing network’s number of layers, neurons and previous hours values of input variables) did not significantly improve the performance of the model. The possible reasons could be fourfold:

1. The obtained performance is optimal and no further improvement could be achieved;
2. The complexity may not have been increased enough to show significant changes in the performance of the model;
3. Some variables of interest may not have been taken into account;
4. The historical data used in this study is not sufficient to ensure the reliable training of a deep learning models’ deep highway network in our case.

Table 11 presents a comparison of predicted energy consumption by all developed models and actual HVAC energy consumption data. The mean values, which shows the central tendency within a data sample, of all models’ output closely resemble the mean value of actual data. Standard deviation values, which are used to quantify the amount of variations, of all models are slightly lower than the actual data. Median values of all models closely match with the actual data. The “tailedness” and “asymmetry” of the probability distribution of a real-valued random variable is measured by Skewness and Kurtosis. It was found that DHN model has slightly lower Kurtosis value as compared to the other models and actual dataset. Minimum and maximum values are used to identify outliers in the dataset, it was found that ET has comparatively higher minimum value as compared to the actual dataset. The results also show that all models have under predicted some of the higher values of HVAC energy consumption. This might be due to the fact that those values were under-represented in the training dataset.

Table 10. Comparison of extremely randomized trees (ET), support vector regression (SVR) and deep highway network (DHN) models.

| Model  | Training Dataset | Testing Dataset |
|--------|------------------|-----------------|
|        | RMSE (kWh) | R² (-) | RMSE (kWh) | MAE (kWh) |
| ET     | 4.284     | 0.8427 | 4.288     | 3.167     |
| SVR    | 4.252     | 0.8453 | 4.253     | 3.090     |
| DHN    | 3.087     | 0.8491 | 4.200     | 3.027     |

Figure 4. Results from extremely randomized trees model. (a) comparison between actual and predicted energy consumption from the extremely randomized trees (ET) model; (b) scatter chart illustrating the relationship between predicted and actual energy consumption.
Table 11. Statistical measures on testing dataset for DHN, ET and SVR.

| Factor/Variable       | Actual E.C. Data | DHN | ET  | SVR |
|-----------------------|------------------|-----|-----|-----|
| Mean                  | 37.08            | 37.16| 37.48| 37.09|
| Median                | 35.2             | 35.46| 35.88| 35.68|
| Standard Deviation    | 10.82            | 9.88 | 9.51 | 9.82 |
| Sample Variance       | 116.98           | 97.68| 90.51| 96.51|
| Kurtosis              | 1.14             | 0.62 | 1.10 | 0.97 |
| Skewness              | 0.96             | 0.82 | 0.93 | 0.88 |
| Range                 | 69.90            | 64.30| 58.25| 63.88|
| Minimum               | 17.2             | 16.84| 22.87| 18.31|
| Maximum               | 87.1             | 81.14| 81.12| 82.19|
| Sum                   | 121,981.7        | 122,245.60| 123,308.75| 122,015.85|

Figure 5 shows the violin plot for probability distribution for extremely randomized model during different hours of the testing dataset. A violin plot is similar to box-and-whisker plot, a box plot indicates variability outside the upper and lower quartiles with a box and whiskers. In a violin plot, the full probability density function in a mirrored form is presented on a vertical axis [55]. The white circle in the middle of the plot indicates median, and the upper and lower ends of the box inside the violin plot indicates the quartiles. In a violin plot, a long slender shape (e.g., such as for hour 9:00 a.m in Figure 5) indicates a large variation and therefore uncertainty in prediction. Short, wide shapes (e.g., hour 2:00 a.m in Figure 5) indicates low variance and concentrated probability mass. The violin charts in Figure 5 show that there is large variation for prediction error during the early morning and late afternoon (4:00 p.m.–5:00 p.m.).

![Violin plot showing probability distribution shapes for ET model during different testing hours, with quartiles and median indicated.](image-url)
5. Conclusions

Deep learning has shown promising learning and prediction capabilities for different applications. On the other hand, ensemble-based methods were recently developed to overcome problems in traditional methods (e.g., decision trees). This study proposed three machine learning methods to predict hourly HVAC energy consumption of a hotel. Notably, it presented the use of deep highway network—a deep learning method, extra trees—a tree-based ensemble method and a most widely used support vector regression. The paper compared their performance in terms of accuracy and computational efficiency. The analysis performed showed that all three methods have nearly comparable performances. Therefore, the proposed models can achieve accurate and reliable hourly prediction of HVAC energy consumption. The developed models can be used for demand-side management, optimal control and scheduling of HVAC systems, fault detection and diagnosis and predicting behaviour of energy system to mitigate potential uncertainties in smart grids. One of the aspects of this research was to find an answer as to whether deep learning is suitable for predicting high-resolution energy consumption or not. As DHN performed marginally better than the other two studied algorithms; for this problem, it may not be a favourable solution (considering the effort and time required number of different hyperparameters). As from DHN results, it was found that the network complexity did not significantly improve the model’s performance. Therefore, some remaining aspects to reflect on are to investigate the possible reasons in more details i.e., whether (1) the obtained performance is optimal and no further improvements could be achieved; (2) the network complexity has been increased enough to show significant changes in the performance; (3) some variables of interest are missing; and (4) enough historical data is used to ensure the reliable training of a deep learning model. These aspects will be further investigated in the future.
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