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ABSTRACT

Neural networks are well-known to be vulnerable to imperceptible perturbations in the input, called adversarial examples, that result in misclassification. Generating adversarial examples for source code poses an additional challenge compared to the domains of images and natural language, because source code perturbations must retain the functional meaning of the code. We identify a striking relationship between token frequency statistics and learned token embeddings: the L2 norm of learned token embeddings increases with the frequency of the token except for the highest-frequency tokens. We leverage this relationship to construct a simple and efficient gradient-free method for generating state-of-the-art adversarial examples on models of code. Our method empirically outperforms competing gradient-based methods with less information and less computational effort.
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1 INTRODUCTION

Although machine learning has been shown to be effective at a wide variety of tasks across computing, statistical models are susceptible to adversarial examples [36]. Researchers have developed effective techniques for adversarial example generation in the image domain [16, 26, 27] and in the natural language domain [6, 8, 12, 14, 23, 28], although work in the source code domain is less extensive (see Related Work). We focus on generating adversarial examples for neural program analyzers [2–5, 21], which draw highly successful techniques from the domain of natural language processing. Typically, neural models of code learn distributed representations of observed tokens, called token embeddings [2–5, 21, 24, 25].

We ask the question: are there interesting statistical relationships between training dataset distributions and learned token embeddings that can be leveraged to construct effective adversarial examples? We find that source code embeddings consistently exhibit a striking pattern: tokens with a low frequency in the training data correspond with low-L2-norm embeddings, and tokens with a high frequency in the training data correspond with high-L2-norm embeddings. Past an inflection point, very-high-frequency tokens correspond with low-L2-norm embeddings. We use this relationship to propose the Simple Trained Token Attack (STRATA), a state-of-the-art variable replacement adversarial attack technique in code2seq [4, 30, 31]. In particular, we find that there is a tight correlation between the L2 norm of a token embedding and the impact the token can have on the model when used in a variable replacement adversarial attack. We report that applying a simple token replacement attack using tokens identified by a high L2 norm can outperform other state-of-the-art attacks on code2seq. In addition, we can leverage the relationship between the token embedding L2 norm and the token frequencies to generate similarly effective black-box attacks. We proceed as follows: first, we empirically demonstrate the existence of a correlation between token frequency in the training data and learned token embedding L2 norm, then, based on this relationship, we construct effective, computationally efficient adversarial examples for the code2seq model.

2 HIGH FREQUENCY TOKENS FROM TRAINING SET EXHIBIT HIGHER L2 NORM

To demonstrate a statistical relationship that gives insight into the interpretation of learned distributed representations of tokens, we assay the relationship between the frequency of a token within the training set and the L2 norm of the post-training embedding vector in the code2seq model trained on different datasets.

code2seq. This model, developed by Alon et al. [4], is an encoder-decoder model inspired by seq2seq [35]; it operates on code rather than natural language. code2seq is the state-of-the-art model for code summarization, and therefore it represents a good target for adversarial attacks and adversarial training. The model is tasked to predict method names from the source code body of a method. The model considers both the structure of an input program’s Abstract Syntax Trees (ASTs) as well as the tokens corresponding to identifiers such as variable names, types, and invoked method names. To reduce the vocabulary size, identifiers are split into tokens by commonly-used delimiters such as camelCase and under_scores. code2seq then encodes these tokens into distributed embeddings. In this paper, we distinguish between token embeddings and identifier embeddings. Token embedding vectors are trained model parameters. Identifier embedding vectors are computed as a sum of the embeddings of the constituent tokens. If the identifier contains
We ask: can we construct highly effective variable-replacement attacks without requiring information about the L2 norm of the embedding vectors? We find that, for both questions, the answer is yes.

3.1 The variable replacement attack

Traditional adversarial attacks on discrete spaces involve searching the discrete space for semantically similar perturbations that yield a misclassification. Searching the space of all possible valid discrete perturbations can reduce the search space. However, restricting the search space to a set of predefined operations that maintain semantic invariance can reduce the search space. Gradient-based attacks on the embedding space may also be used in order to optimize the search of the space itself [30, 39]. However, gradient-based attacks are computationally expensive and rely heavily on knowledge of the exact parameters of the model.

We eliminate the need for an expensive search operation by performing a local variable name replacement attack using high-impact tokens. The observed frequency-L2 relationship motivates two ways to identify high-impact tokens: first, we should consider tokens with a high L2 norm embedding, and second, since we have established a correlation between high L2 norm embeddings and token frequency, we can use tokens selected on the basis of high frequency in the training data.

Thus, in our experiments, we choose high-impact tokens in three different ways:

1. **All**: Contains all tokens. Note that the number of tokens varies by dataset (Table 4);
2. **Top n by L2 norm**: Contains tokens for which their L2 norm embeddings are the n highest;
3. **Top n by frequency**: Contains only the n tokens which occur in the training data with highest frequency.

We propose three strategies to generate an identifier with a large L2-norm embedding:

1. **single**: pick a single token to use as the identifier;
2. **5-diff**: pick five different (not necessarily unique) tokens and concatenate them to form a compound identifier, which will have a higher expected L2 norm than single;

It is noted that very-high-frequency tokens have lower L2 norms. However, since very-high frequency tokens with low L2 norm are relatively rare, they are not expected to affect results significantly.
Table 1: Evaluation of F1 scores of the strata on our code2seq models, using vocabularies and replacement strategies as described in the Methods section. The baseline refers to the performance of the model on the original test dataset. For the Java models, samples were drawn from the java-small testing set such that each method included a local variable to perturb. All top-n scores use optimal values of n proposed in Table 4.

| Model                | Baseline | All | Top-n by L2 norm | Top-n by Frequency |
|----------------------|----------|-----|------------------|--------------------|
|                      | single   | 5-diff | 5-same | single   | 5-diff | 5-same | single   | 5-diff | 5-same |
| code2seq/java-small  | .369     | .381  | .350  | .310     | .362   | .263   | .214     | .372   | .284   | .231   |
| code2seq/java-med    | .564     | .548  | .531  | .492     | .513   | .416   | .375     | .513   | .385   | .345   |
| code2seq/java-large  | .608     | .536  | .547  | .488     | .542   | .396   | .360     | .548   | .427   | .388   |
| code2seq/python150k  | .313     | .274  | .250  | .209     | .249   | .198   | .153     | .256   | .211   | .172   |

Table 2: Effectiveness of targeted attacks on code2seq. All attacks employ the 5-same replacement strategy.

| Model                | Perturbation | % success |
|----------------------|--------------|-----------|
| code2seq/java-large  | L2, top 6k   | 37.1      |
| code2seq/java-large  | Freq, top 10k| 35.6      |
| code2seq/java-large  | All          | 3.9       |
| code2seq/java-med    | L2, top 3k   | 43.8      |
| code2seq/java-med    | Freq, top 3k | 39.1      |
| code2seq/java-med    | All          | 1.4       |
| code2seq/java-small  | L2, top 1k   | 58.7      |
| code2seq/java-small  | Freq, top 1.8k| 52.8     |
| code2seq/java-small  | All          | 2.1       |

(3) 5-same: pick a single token, and concatenate the token five times with itself to form a compound identifier, which will have the largest expected L2 norm, by the triangle inequality.2

First, we wish to construct untargeted adversarial attacks, i.e., attacks that aim to simply change the model prediction. For a given method in the source code, strata will generate an untargeted perturbation as follows:

(1) Select one random local variable v;

(2) Choose an adversarial token v* appropriately, using the chosen concatenation strategy (single, 5-diff, or 5-same). For white-box attacks, choose each token from a high-L2-norm vocabulary (top-n by L2 norm). For black-box attacks, choose each token with sufficiently high frequency (top-n by frequency). We discuss the optimal cutoff values (n) for L2 and frequency in the appendix.

(3) Replace v with v*.

For attacks on the Python dataset, since determining whether a variable is local or non-local is not always possible by looking at only the body of the method, the attack treats all variables as local.

To perform targeted attacks, in which the output includes a particular token t, we perform the same steps as for the untargeted attack, with the exception of choosing v* to be a 5-same concatenation of t.

4 RESULTS

To confirm that our attack strategy is successful, we compare the F1 score of each Java model on the java-small testing dataset baseline and on the dataset perturbed by each type of adversarial perturbation (Table 1). For the Python model, we compute F1 scores on the python150k testing dataset and the associated perturbations of the dataset. Lower F1 scores correspond with better attacks. The attack performance is optimal when using the 5-same replacement strategy and when tokens are selected by the optimal top-n by L2 norm vocabulary, but the attack also performs well when tokens are selected from the optimal top-n by frequency vocabulary. Thus, we confirm our hypothesis that we can improve the effectiveness of adversarial examples by selecting replacement identifiers with high token embedding L2 norm. Similarly, we can use the token frequency in the training dataset as an effective proxy to identify high-impact tokens. In fact, the F1 scores of the white-box L2-norm attack and the black-box frequency attack are similar, suggesting that the black-box method in which we choose adversarial tokens based on frequency alone can approximate the white-box attack.

Surprisingly, the F1 score of code2seq/java-small increased for random and frequency-based adversarial perturbations constructed with the single concatenation strategy, suggesting that code2seq/java-small relies less on variable names for classification than code2seq/java-med or code2seq/java-large. The attacks on code2seq/python150k were also highly effective, although the baseline accuracy for that model was already lower than the rest of the models.

4.1 Targeted attacks

We also demonstrate that when tokens with a large L2 norm are used for variable replacement, we can construct targeted adversarial attacks. The correspondence between embedding L2 norm and token frequency allows us to construct an analogous black-box attack in which we select high-frequency tokens rather than high embedding L2 norm tokens for variable replacement.

To assay the effectiveness of targeted attacks, we perform targeted attacks that target three different token vocabularies: (1) all valid tokens, (2) the optimized L2 vocabulary, and (3) the optimized frequency vocabulary, where vocabularies are optimized for code2seq/java-small, code2seq/java-med, or code2seq/java-large appropriately. We define a particular attack as successful if the selected token is included in the output. We measure the percent

---

2The triangle inequality states that ||x + y|| ≤ ||x|| + ||y||, and is equal (and thus maximized) when x and y are colinear, which occurs when x = y. This is easily generalized to five vectors.
Table 3: Comparison of F1 scores our method to gradient-based attacks described by Ramakrishnan et al. [31]. Both our model and the Ramakrishnan et al. [31] model are trained on java-small. We perform 5-same attacks.

| Adversarial attack                           | F1    | % of baseline |
|---------------------------------------------|-------|---------------|
| Ramakrishnan et al. [31] attacks            |       |               |
| Baseline                                    | .414  | 100           |
| Variable Replacement                        | .389  | 93.9          |
| Try-catch Statement Insertion               | .336  | 81.2          |
| Print Statement Insertion                   | .312  | 75.3          |
| Worst-case Transformation                   | .246  | 59.4          |
| STRATA                                      |       |               |
| Baseline                                    | .425  | 100           |
| Top 1k by L2                                | .316  | 74.4          |
| Top 1.8k by frequency                       | .328  | 77.2          |

of successful attacks, thus computing an aggregate effectiveness of targeted attacks (Table 2).

Table 2 reveals that code2seq is especially vulnerable to targeted attacks performed on high-impact tokens. The black-box (frequency) attack performs similarly to the white-box (L2) attack.

5 STRATA OUTPERFORMS SIMILAR ATTACKS

We compare our work with the gradient-based adversarial perturbations proposed by Ramakrishnan et al. [31], in which they attack a code2seq/java-small model. We consider the variable replacement, print statement insertion, try-catch statement insertion, and worst-case single transformation attacks for our comparison and report the performances from their paper. For a fair comparison, we include the examples in the training set that do not include local variables, and thus we do not even attempt to perturb them, hence why the F1 scores of the adversarial examples are larger than as reported in Table 1. We find that STRATA outperforms all attacks performed by Ramakrishnan et al. [31] except for the worst-case transformation, which is inherently a larger transformation than our variable-replacement attack. Since our technique is gradient-free, it is substantially more computationally efficient and does not rely on the parameters of the entire model, even in the white-box case.

6 RELATED WORK

Token embeddings in source code and natural language. Distributed representations of words and tokens have been proposed as a method to effectively train deep learning models on natural language and have been shown to have some compositional semantic structure [9, 13, 24, 25]. Similarly, source code token embeddings have been used for various tasks, including program repair, program analysis, predicting code correctness, and deep learning for code summarization [4, 5, 7, 11, 18, 19, 37].

Adversarial examples for models of code. There has been work on adversarial examples and model robustness in other domains [15, 22, 34, 36, 38]. Allamanis et al. [1] provide a comprehensive survey of prior research on models of code. Several papers develop techniques for generating adversarial examples on models of source code: Quiring et al. [29] perform adversarial attacks on source code by applying a Monte-Carlo tree search over possible transformations, and Zhang et al. [40] apply Metropolis-Hastings sampling to perform identifier replacement to create adversarial examples. Bielik and Vechev [10] improve on the adversarial robustness of models of code by developing a model that can learn to abstain if uncertain.

Adversarial examples for code2vec and code2seq. Yefet et al. [39] generate both gradient-based targeted and untargeted adversarial examples for code2vec Alon et al. [5]. Most directly related to our paper, Ramakrishnan et al. [31] perform gradient-based adversarial attacks and adversarial training on code2vec. Rabin and Alipour [30] evaluate the robustness of code2seq to semantic-preserving transformations.

Targeted attacks on models of code. As previously noted, Yefet et al. [39] propose a method for targeted adversarial examples for code2vec [5]. To our knowledge, at the time of writing, no other paper performs targeted attacks on code2seq.

7 CONCLUSION

In this work, we presented STRATA, a simple, gradient-free method for generating adversarial examples in discrete space that can be used to help build robustness in models of code. Because the L2 norm of an embedding vector can be approximated by the frequency in the training data, STRATA can be used to generate gradient-free white- and black-box attacks in a targeted and untargeted setting. We base our adversarial attack generation method on the observed relationship between the L2 norm of token embeddings and the frequency with which the tokens appear in the dataset. In particular, we find that low-frequency and very-high-frequency tokens exhibit low-L2-norm embeddings while high-frequency tokens exhibit high-L2-norm embeddings.

We believe that the relationship between token frequency and embedding L2 norm is general, and should extend to other neural models of code. In fact, we expect our result to extend to neural models of natural language as well, due to the similarities between the neural architectures and training techniques of natural language models and models of code.

We speculate that our observation that tokens with high embedding L2 norm can be effective candidates for variable replacement may help drive future work aiming to improve model robustness and defend against adversarial attacks. For example, a defender might use these statistics to help determine whether or not a particular variable name is adversarial. In addition, we expect the relationship between the frequency of tokens and the L2 norm of their embeddings to have broad implications that will drive insights into the underlying nature of embeddings. We expect that there many applications of our result which we do not explore in this paper.
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A IMPLEMENTATION

We assayed the effectiveness of the proposed token selection strategy by applying a simple local variable token replacement attack. We select a single locally-declared variable at random and rename it with an adversarial identifier which does not conflict with another name. Because the initial variable is locally declared, we know that changing the name will have no effect elsewhere in the program, and will have no behavioral effect. The token replacement, however, can effectively attack \texttt{code2seq}; example shown in the Appendix.

We use the \texttt{java-small} test set as testing data for \texttt{code2seq/java-small}, \texttt{code2seq/java-med}, and \texttt{code2seq/java-large}. This test set consists of approximately 57,000 examples; we exclude from our testing dataset all methods that cannot be attacked by our method, i.e. all methods without local variables, leaving approximately 40,000 examples. The \texttt{python150k} dataset consists of 50,000 testing examples.

Recall that we choose tokens for the variable replacement attack in three different ways:

1. \texttt{All}: Contains all tokens. Note that the number of tokens varies by dataset (Table 4);
2. \texttt{Top }\mathit{n} \texttt{ by L2 norm} contains tokens for which their L2 norm embedding vectors are the \mathit{n} highest;
3. \texttt{Top }\mathit{n} \texttt{ by frequency} contains only the \mathit{n} tokens which occur in the training data with highest frequency.

To obtain optimal thresholds of \mathit{n}, we swept the range of possibilities to find the \mathit{n} that minimizes F1 score, i.e., generates the best performing adversarial examples (Figure 2). We present the final values of \mathit{n} in Table 4.

B BILSTM MODEL

\texttt{BiLSTM}. Proposed by Graves et al. [17] as an extension of the LSTM architecture [20], the \texttt{BiLSTM} architecture was originally designed to operate on any sequential data and has been widely adopted in natural language processing. Similarly to natural language, source code can easily be tokenized to act as input for the architecture. Programs are treated as sentences, where each element of the program is considered to be a word. Syntactical constructs are tokenized, and identifiers split into components by camel case and underscores, similarly to \texttt{code2seq}. By contrast to \texttt{code2seq}, the \texttt{BiLSTM} model does not explicitly model the hierarchical and highly nested structure of programs, rather operating on program tokens sequentially. Token embeddings, however, are similarly trained to \texttt{code2seq} so that they capture semantic structure.

We find that the \texttt{BiLSTM} model exhibits the same relationship between the L2 norm of token embeddings and the frequency with which tokens appear in the training dataset (Figure 3).

Table 4: The name of the \texttt{code2seq} model trained on each dataset, along with optimal values of \mathit{n} for the top-\mathit{n} by frequency and L2 norm vocabularies, and the total number of tokens for each dataset.

| Dataset      | Model name             | Optimal \(n\) by frequency | Optimal \(n\) by L2 | Total tokens |
|--------------|------------------------|-----------------------------|---------------------|--------------|
| JAVAS--SMALL | \texttt{code2seq/java-small} | 1800 (2.51%)                | 1000 (1.39%)        | 71766        |
| JAVA-MED     | \texttt{code2seq/java-med}    | 3000 (1.65%)                | 3000 (1.65%)        | 181125       |
| JAVAS--LARGE | \texttt{code2seq/java-large} | 10000 (5.54%)               | 6000 (3.33%)        | 180355       |
| PYTHON150K   | \texttt{code2seq/python150k} | 1600 (1.99%)                | 1600 (1.99%)        | 80336        |

C TRAINING OF TOKEN EMBEDDINGS

Both \texttt{code2seq} and \texttt{BiLSTM} update token embeddings as frequently as that token appears during training, which is proportional to its representation in the training dataset. However, the training datasets have very large vocabularies consisting not only of standard programming language keywords, but also a huge quantity of neologisms, in the form of variable and method names. The frequency at which different tokens appear in \texttt{JAVA-LARGE} varies over many orders of magnitude, with the least frequent tokens occurring one time, and the most frequent

Figure 2: The F1 scores of the \texttt{code2seq} models, evaluated on the \texttt{java-small} or \texttt{python150k} testing dataset that has been adversarially perturbed with \texttt{strata} for given top-\(n\) parameters, using 5-\texttt{same} concatenation. A lower F1 score corresponds to a more effective attack.
over $10^8$ times. Source code models need to learn an embedding for each token. The enormity of the token vocabulary in the training set presents a problem for models; with current hardware it would be intractable to store or train this many embeddings. Therefore, both the code2seq and BiLSTM models threshold tokens by frequency, replacing the least common tokens with a generic “unknown” token. Note that this practice is also common in natural language domains to reduce vocabulary size. Tuning the thresholding parameter may reduce computational cost. We speculate that establishing a correlation between L2 norm and frequency may help identify optimal threshold values to minimize any decrease in accuracy associated with a reduction in the number of token embeddings. For example, we speculate that this parameter should remove as many tokens as possible without removing high-L2-norm tokens.

Interested in how this observed correlation relates to the initialization state of the distributed representations, we designed an experiment to test the relationship between pre- and post-training embeddings. Using the code2seq model, we randomly initialized the embeddings vectors and then measured the L2 distance between each vector’s initialization state and its post-training state. This distance is the distance that the embedding vector “moved” during the training process. We find that high-frequency tokens correspond with embedding vectors that move more significantly during training (Figure 4). Since token embedding vectors are updated only as frequently as they are observed by the model during training, this result is largely unsurprising. However, this experiment does imply that the relationship between frequency and L2 norm may have import for model accuracy. Given that 90% of the randomly initialized embedding vectors are virtually unchanged during training (Figure 4), we predict that the presence of these “low-motility” tokens are not likely to substantially influence the model’s prediction, since their values are randomly assigned and thus their position in the embedding space bears very little information to a model that does not over-fit to particular points.

D FULL COMPARISON WITH OTHER CODE2SEQ ATTACKS

We have shown that strata works well to attack the code2seq model and can outperform the attacks by Ramakrishnan et al. [31]. Here, we present a comparison by the transformations proposed by Rabin and Alipour [30]. In order to be able to compare the same metrics, we calculate the percent prediction change, which is the percent of the time that an adversarial change resulted in a change in prediction. A higher percent prediction change indicates a better attack.

In Table 5, we compare the performance of our attack to the performance of the transformations generated by Rabin and Alipour [30]. We find that the transformations performed by Rabin and Alipour [30] result in fewer prediction changes than strata. As above, the most effective strategy is our 5-same attack.

E CROSS-DATASET ATTACKS

We present two fully black-box attacks that do not require any information about the targeted code2seq model or dataset:

As a surrogate model, we train a code2seq model on any available dataset for the targeted programming language. To obtain adversarial examples from the surrogate, we identify optimal L2 and frequency cutoffs for this model. Using these cutoffs, we construct a vocabulary of the optimal top-n by frequency or by L2 norm. We show that these adversarial examples can be transferred to other models.

We present the results of the cross-dataset transfer attack proposed in Section ?? in Table 6. In particular, we generate both frequency and L2 strata adversarial examples. We use the L2 norm of the embeddings of code2seq/java-small, code2seq/java-med, and code2seq/java-large, and the token frequencies of java-small, java-med, and java-large to construct six different collections of adversarial examples, of which each collection is a perturbation of the java-small test set. We test each dataset on each model. Tables 6 and 7 show the results of the experiments, revealing that while the white-box and known-dataset attacks (the diagonals of the tables) outperform the cross-dataset attacks, the cross-dataset attacks are nonetheless effective. Furthermore, we note that L2-based cross-dataset attacks are more effective than frequency-based cross-dataset attacks, confirming that L2 norms can effectively identify tokens that are high impact in other models. We conclude that strata can be performed in a true black-box setting with no information about the model parameters nor the training dataset. The cross-dataset attack is likely effective due to similar distributions of the Java datasets. Similar to word frequencies in natural language corpora, we expect that most Java datasets should have a similar token distributions, and thus strata should transfer across models trained on different datasets.
Table 5: Comparison of the percent of the time the prediction is changed by strata and by an attack from Rabin et al. Both our attack and the attack from Rabin et al. target a code2seq/java-large. Note that our model is evaluated on the java-small testing dataset.

| Adversarial attack                      | % prediction change |
|----------------------------------------|---------------------|
| Variable renaming (Rabin et al.)       | 47.04               |
| Boolean Exchange (Rabin et al.)        | 51.43               |
| Loop Exchange (Rabin et al.)           | 42.51               |
| Permute Statement (Rabin et al.)       | 43.53               |
| All (strata, 5-same)                   | 77.3                |
| Top 6k by L2 (strata, 5-same)          | 86.3                |
| Top 10k by Frequency (strata, 5-same)  | 84.5                |

Table 6: F1 scores on adversarial data generated by a cross-dataset attack where vocabularies are constructed by using the L2 norm of the embeddings of the code2seq model trained on the particular dataset. The first column corresponds with the model that is being attacked, and the other columns correspond with the dataset from which the attack is constructed. Lower score means a better attack. All adversarial tokens are concatenated with 5-same. The boxed scores correspond with the baseline same-dataset attacks.

|                      | java-small (1k, L2) | java-med (3k, L2) | java-large (6k, L2) |
|----------------------|---------------------|-------------------|---------------------|
| code2seq/java-small  | 0.214               | 0.253             | 0.290               |
| code2seq/java-med    | 0.359               | 0.349             | 0.433               |
| code2seq/java-large  | 0.373               | 0.361             | 0.358               |

Table 7: F1 scores on adversarial data generated by a cross-dataset attack where vocabularies are constructed by using the frequency of tokens in the associated training dataset. The first column corresponds with the model that is being attacked, and the other columns correspond with the dataset from which the attack is constructed. Lower score means a better attack. All adversarial tokens are concatenated with 5-same. The boxed scores correspond with the baseline same-dataset attacks.

|                      | java-small (1.8k, freq) | java-med (3k, freq) | java-large (10k, freq) |
|----------------------|--------------------------|---------------------|-------------------------|
| code2seq/java-small  | 0.235                    | 0.248               | 0.279                   |
| code2seq/java-med    | 0.381                    | 0.377               | 0.417                   |
| code2seq/java-large  | 0.397                    | 0.392               | 0.387                   |

F EXAMPLES OF TARGETED ATTACKS

```java
public static int f(List<Integer> input) {
    int total = 0;
    for (int i=0; i<input.length; ++i) {
        total += input[i];
    }
    return total;
}
```

(a) Predicted as sum

```java
public static int f(List<Integer> input) {
    int answer = 0;
    for (int i=0; i<input.length; ++i) {
        answer += input[i];
    }
    return answer;
}
```

(b) Predicted as getInt

Figure 5: Changing local variable identifiers affects prediction. Left: Original Java method sum computes the sum of a list of integers. code2seq, trained on java-large, predicts that the method name is sum. Right: Perturbed Java method with the same behavior, but the local variable total has been replaced with answer, causing code2seq to misclassify this method as getInt.

To illustrate the effectiveness of strata targeted attacks more concretely, we target particular arbitrarily-picked tokens and measure the success rate over the entire testing set (Table 8) and find that though effectiveness can vary across different targets, the average effectiveness is quite high.
Table 8: Effectiveness of targeted attacks on code2seq/java-large using uncurated and arbitrarily picked tokens of high embedding vector L2 norm, sorted by % success.

| Target  | %   | Target  | %   | Target  | %   | Target  | %   |
|---------|-----|---------|-----|---------|-----|---------|-----|
| tournament | 86.3 | ftp      | 53.4 | concat  | 41.5 | combat  | 26.6 |
| redaction  | 70.5 | podam    | 45.3 | eternal | 37.3 | thursday | 23.9 |
| outliers   | 62.4 | wind     | 44.7 | orderby | 32.8 | girth   | 21.5 |
| mission    | 56.8 | weld     | 42.4 | reentry | 29.8 | ixor    | 16.4 |

G TRANSFERABILITY

In this section we show that gradient-based adversarial training as proposed by Ramakrishnan et al. [31] is not effective at improving robustness to strata. We test a code2seq model that has been trained to be robust to the gradient-based adversarial examples proposed by Ramakrishnan et al. [31], and find that the model is indeed robust to the gradient-based token-replacement perturbations. However, neither the original nor the robust model are impervious to perturbations produced by strata (Table 9). This result confirms that strata can effectively target models that are robust to some gradient-based perturbations; therefore it is a useful tool when hardening models of code, even when gradient-based perturbations are also being used.

Table 9: F1 scores of a non-robust and robust code2seq/java-small model on gradient-based adversarial perturbations and strata perturbations.

| Model    | No perturbations (F1) | Gradient perturbations (F1) | strata perturbations (F1) |
|----------|-----------------------|-----------------------------|----------------------------|
| Original | .363                  | .243                        | .212                       |
| Robust   | .367                  | .342                        | .240                       |

H COMPUTATIONALLY INEXPENSIVE

Current alternative methods for attacking models of source code with comparable results involve either an extensive search for optimal transformations or gradient-based optimization for token replacement, or a combination of the two [30, 31, 39]. Extensive searches are inherently computationally expensive and, in the case of gradient-based optimization, oftentimes require a GPU for efficient implementation. strata, however, can be implemented to run quickly on even CPU-only machines. After an initial pre-processing step to mark local variable names for easy replacement which took less than five minutes on our 24-core CPU-only machine, we were able to construct adversarial examples using strata on a dataset of 20,000 within seconds. The analogous gradient-based method proposed by Ramakrishnan et al. [31] took multiple hours on the same machine. The combined speed and effectiveness of strata will allow researchers to quickly harden their models against adversarial attacks with efficient large-scale adversarial training.

I LIMITATIONS

Our work does have some limitations. While we find that choosing tokens that have high-L2-norm embeddings to construct identifier replacements substantially improves the impact of variable replacement attacks on model accuracy when compared with random token selection on the code2seq model, we do not observe any increase in attack performance on the BiLSTM model. We hypothesize that the fact that code2seq splits identifiers into separate tokens and then sums the constituent token embeddings to construct the corresponding identifier embedding may cause higher-impact tokens to have an even larger embedding L2 norm. So, while the code2seq vulnerability relates to the correlation between frequency and embedding L2 norm, we have not yet uncovered the whole story.