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Abstract: Cloud computing is a technology in the field of computing which offer services to the customer from anywhere at any time [1]. In the cloud, resources are shared all around the work for quick servicing to the customer. The aggregation of two terms is referred as cloud computing. The term “cloud” is a pool of different resources offers services to the end customers and “computing” is done based on the Service Level Agreement (SLA) to make the resources efficiently to the customers. Load balancing is an important challenge in the environment of the cloud to increase the utilization of resources [3]. Here we proposed an algorithm which is based on load balancing and service broker policy. We user two representative thin the proposed approach local representative and global representative Local user representative is used to predict the parameters of user task and based on priority it allocate the task to the Virtual Machine (VM). Then for scheduling the task and provide the services to the users based on the available cloud brokers global user representative used Dynamic Optimal Load-Aware Service Broker (DOLASB), we used two scenario with different no. of user requests, in these scenario result of our proposed method is better as compared with the other existing methods in terms of Execution Time, Makespan, Waiting Time, Energy Efficiency and Throughput.
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I. INTRODUCTION

Cloud developer, provider and cloud user are three important stake holders of the cloud. Consumers or the customers of the cloud are referred as end customers. The service provider offer resources based on privacy policy, type of instance and type of interface. They utilize the services that are offered by the cloud and infrastructure service, software service, and platform services are used most frequently. User of the cloud services must agree to the service level agreement (SLA) defined by the cloud provider before utilizing the services. There is a requirement of cloud service broker as interface between the cloud resources and cloud service broker in order to share the resources dynamically. Cloud providers offer the private, public and hybrid cloud to the customers. Private clouds are used by business for their internal purposes. Public clouds are utilized by both the individuals or an organization based on their needs. Hybrid cloud is the integration of both the private and public cloud. It is used for both the internal and external purposes. Finally, the cloud developer organizes and convince the requirements of both the customers and the providers [5]–[8]. It is used for balancing the load in the entire system, scheduling and allocating the resources effectively [10].

II. CLOUD PERSPECTIVES

A. Challenges

The challenges in the environment of cloud includes allocation of resources, load balancing, availability and management of data, scalability, interoperability, performance, security, privacy and compatibility. The challenges that are faced is optimization of provisioning virtual network while increasing the revenue in data center network resources. The challenges in load balancing is based on download performance and utilization of storage [11].

B. Technologies

CMLB approach [12] is an efficient load balancing technique for the multimedia application related with cloud. CMLB fully reviews the load of all servers and the conditions of the network and thus attaining reasonable allocation of resources and scheduling. Even though this method is effective, it is not able to use the maximized resources very efficiently in order to maximize the throughput. LBACO [13] is an algorithm which powerfully balance the load of the whole system and the tasks cannot accommodate the heterogeneous processing. Cluster-based load balancing method [14] implement good in heterogeneous nodes and [15] effectively improves the utilization of resources and allocate the resources. Ant colony and network theory [16] method balanced the load efficiently in the distributed system and reviewed the complex networks. This method was used in the open cloud computing.

C. Design Issues

Cloud computing provide several services to the customer. The cloud customer requests their requirements to the cloud which can be represented in the form of
resources. Then the cloud provider will schedule the resources to the server.

There are several design issues related with such systems. Some of them are resource allocation [17], network scalability [18], dynamic allocation of resources [19], maximization of profit and discrimination of price [20], cost [21], scheduling [22], provisioning of resources [23], load balancing [24] etc. Load balancing ensure that the allocation of all computing resources are effectively and fairly, which make sure that not a single node is overloaded. It has become challenge for the cloud provider for solving the issues with the large number of cloud customer [26]. To allocate the resources effectively and properly and to convince the expectation of the customer, several algorithms are used for resource allocation [27].

III. MOTIVATION

Cloud computing is an information technology model which offers high-level efficient services to the cloud customers. The provider of the cloud offers the requested to the customers in the form of pay as you go, model. However, there are several issues in cloud computing like utilization of resources, throughput maximization, decreasing response time, overloading etc. This proposed work mainly focusing on Load balancing and Resource Allocation to overcome these issues. In our work, we are proposing a new algorithm for distribution of the load to improve the performance.

IV. PROPOSED METHODOLOGY

In this work, dynamic resource allocation scheme that predict the value of customer requests and selects the best QoS measured host for allocating several resources to a set of tasks so as to minimize task execution times. The proposed cloud brokering architecture consists of customer, multi representative system (local customer representative and global broker representative), and cloud provider. First a multiple Representative system is designed. This system includes a local user representative and global broker representative. The local user representative will organize all the resources using Multi-Representative Deep Reinforcement Learning. The global broker representative will allocate the task for resource utilization using Dynamic Optimal Load Aware Service Brokering scheme. Fig 1 shows the architecture of the proposed method.

A. Local User representative

The prediction will be done at the customer level in local user representative without burdening the global broker representative. The customer will provide a service request description consists of Quality-of-Service (QOS) parameters like accountability, agility, etc and number of VMs required. The local user representative calculate the amount of resources actually used. Every representative has assigned a customer and it used a function to monitor the all requests by that particular customer and after that it creates a resource utilization table and this table is updated after getting the new request.

B. Initial Setup

The cloud computing process contains two sections such as local user representatives, and global user representatives. Local user representative section use multi representative deep reinforcement learning (MRDRL) algorithm. This algorithm is used for predicted the customers information. Than the global user representative section use AIMMS algorithm is used to provide the optical development for the virtual resource in multi clouds. In the local user representative, we reviewed n number of customers, first, the consumers send request to the local user representative section for virtualized infrastructure with service request description. In local representative, number of representative be used i.e.) multi representative. So we use multi representative reinforcement learning algorithm to allocate the resource.

C. Multi Representative Deep Reinforcement learning

The Multi representative deep reinforcement learning algorithm is used for Prediction the customer level in local user representative without burdening the global broker representative. This algorithm contain two main components namely primary prediction component, and pattern change detection and matching component.
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D. Primary Prediction and Pattern change Detection Component

The primary prediction component uses the latest recent historical values, both previous environmental behaviour and key environment variables. This enabled the environmental history to provide an estimate future behaviour. These is a hybrid model, it comprising the ANN and ARIMA techniques for strength the time series prediction. The general concept of this techniques achieving higher accuracy consistently than the other type of time series. Then forecast the particular set of length of data’s to the pattern change detection and matching component. For example, the energy demand of the prediction data, the ANN performed in nonlinear data and ARIMA performed in the linear data. This prediction component is mainly used to continuously monitor the different type of data, and switch as appropriate time interval and calculate their accuracy values.

Pattern change detection component is mainly used to detect the forecast predicted data, if the predicted data is failed it provide the accurate predicted data’s. These detection and matching function is performed by two type of techniques such as virtual machine (VM), and energy efficacy of the data’s. The virtual machine detect the data’s based on the priority value. The priority value is measured by how much time the customer data’s run faster than the other customer. The scheduled task of the virtual machine is based on SLA objectives and produce the new predict data. These schedule (PSH) is performed by using three sub algorithms namely VM monitoring, Load balancing, and Pre-estimation. This schedules are used for proper performance and also reduce the SLA violations. In cloud computing the energy efficiency is classified in to power and energy model in the cloud data center. The power consumption is mainly concentrated on the CPU utilization. THE energy consumption is measured based on the power reduction. So, the energy and the power are related to each other to minimize the energy efficiency.

E. Power and Energy Model

The power consumption is measured by the CPU utilization. If the utilization is increased the total power value also increased. The percentage of the power is compared to the server full CPU utilization. Due to these utilization condition, off all the ideal server to increase the power consumption. It contain maximum amount of power consumption, if the CPU. The total energy consumption is measured by adding the data intensive, computation intensive, and communication intensive.

Mainly the energy consumption is reduced by the virtual machine (VM) and the SLA violation is reduced. From this value the percentage of the energy saving is measured.

F. Global Broker Representative

When a task arrives from local user representative outside the Cloud system, Task allocation platform (TAP) decides to allocate it to some host. The steps carried out in the global broker representative:

- Cloud providers are ranked based on the SMI attributes using weighted sum model.
- Global broker representative selects those providers who convince the minimum SMI score.
- An optimal deployment scheme is implemented by the broker representative in order to reduce the infrastructure cost.
- Once the best host is selected, then the tasks are assigned in a round robin scheduling fashion.

A whale optimization algorithm that selects probabilistically the host who’s measured QoS is the best to minimize the average response time for all tasks. The Global service broker representative section consist of some major issues like Optimization algorithm, SMI calculator, service catalogue, Deployment plan, Cloud provider. The result of the local user representative section is given to the interface manager part. These part will control all the information, unwanted activities, and data’s. The service catalogue is used to filters the data’s and detect the location, dynamic prices and availabilities of cloud services.

G. Optimization Algorithm

In the cloud computing the physical resources of the multi clouds are addressed by using mixed integer programming (MIP). This multi integer programming is also used to minimizing the cost of resource in the multi-cloud. To solve the specified optimization problem, modelling language is used that is AIMMS. The Multi integer programming specification is used in the AIMMS modelling language.

Modelling languages and solutions can be a meeting Specific optimization should be used to solve the problem. Benders decomposition are an approach to solving complexities is dividing them into mathematical programming problems.

H. SMI

The Service Measurement Index is an associated attributes, and critical characteristics are applied to the comparison of cloud services is available in the cloud provider. The SMI is a standard method for calculating any kind of cloud service, the service is based on the technical requirement and critical business. The SMI is divided into seven categories, each categories are refined by three or more attributes. Some attributes are service only in particular clouds, the others are financial and security in the cloud service.

V. EXPERIMENT AND RESULTS

Proposed method is analyzed seven parameter for each request like performance, accountability, agility, assurance, financial, security and privacy, to calculate the output which includes parameters like power consumption, makespan, throughput, and resource utilization. In this paper, we simulate the proposed algorithms using CloudSim and compare the above
parameter with roundrobin algorithm and other existing algorithms. System parameter setting is shown by Table 1 and we used two functions Local user representative function and Global broker representative function in our proposed approach and compare with round robin approach by changing the scenarios like here we take two scenarios in one scenario we are taking 10 requests and in other scenario we are taking 100 requests and in both scenario we are using two locations.

Table 1 Parameters Settings For Simulation

| Parameters                  | Values             |
|-----------------------------|--------------------|
| Bandwidth                   | 1024 – 2000 MB     |
| Memory size                 | 3072 – 12500 MB    |
| File size                   | 300 MB             |
| PE rating                   | 10000 – 40500 MIPS |
| Job length                  | 1246 – 10000 MI    |
| No of PE requirement        | 1-5                |

Each task carries the information under some attributes, Local user representative have to work on these type of user tasks. Firstly it have to predict user demand based on the history data for this it used MADRL algorithm. Table 2 shows the VM request by the user for scenario 1.

Table 2 The Parameter Of User Request (VM)

| Number of VM | Location | Sub location |
|--------------|----------|--------------|
| 1            | 1        | 46           |
| 2            | 1        | 57           |
| 3            | 1        | 87           |
| 4            | 1        | 43           |
| 5            | 1        | 76           |
| 6            | 2        | 65           |
| 7            | 2        | 33           |
| 8            | 2        | 62           |
| 9            | 2        | 80           |
| 10           | 2        | 50           |

We used seven parameter for each request like accountability, agility etc. Here Table 3(a) and Table 3(b) shows the request generated by the user includes all parameter values.

Table 3 (a): Generated Request With Parameters

| request | accountability | agility | assurance | Financial |
|---------|----------------|---------|-----------|-----------|
| VM1     | 9.44           | 0.65    | 0.33      | 0.14      |
| VM2     | 2.54           | 0.59    | 0.65      | 0.96      |
| VM3     | 3.22           | 0.17    | 0.93      | 0.6       |
| VM4     | 7.32           | 0.93    | 0.81      | 0.66      |
| VM5     | 6.21           | 0.68    | 0.78      | 0.5       |
| VM6     | 1.9            | 0.92    | 0.93      | 0.38      |
| VM7     | 1.73           | 0.12    | 0.64      | 0.24      |
| VM8     | 8.25           | 0.21    | 0.25      | 0.68      |
| VM9     | 1.58           | 0.86    | 0.62      | 0.64      |
| VM10    | 1.2            | 0.38    | 0.86      | 0.88      |

Table 3 (b): Generated Request With Parameters

| request | performance | security | privacy |
|---------|-------------|----------|---------|
| VM1     | 0.65        | 0.22     | 0.83    |
| VM2     | 0.72        | 0.52     | 0.87    |
| VM3     | 0.25        | 0.47     | 0.47    |
| VM4     | 0.1         | 0.97     | 0.88    |
| VM5     | 0.52        | 0.67     | 0.38    |
| VM6     | 0.93        | 0.37     | 0.53    |
| VM7     | 0.23        | 0.46     | 0.54    |
| VM8     | 0.76        | 0.27     | 0.9     |
| VM9     | 0.3         | 0.26     | 0.94    |
| VM10    | 0.75        | 0.3      | 0.54    |

Local user representative function used the MADRL to predict the customer request and make a list on priory bases. This list works as an input for the global user representative function. Then it used the DOLASB for minimizes the cloud customers cost and then. Table 4 shows the output of the bender decomposition optimal solution in both static and dynamic variables environment.

Table 4: Output Of The Global User Representative For Scenario 1

| Number of VM | Location (m) | Static $d_{iqm}$ | CP | Dynamic $d_{iqm}$ | CP |
|--------------|--------------|------------------|----|-------------------|----|
| VM 1         | 1            | 33               | 442| 33                | 442|
| VM 2         | 1            | 33               | 442| 47                | 445|
| VM 3         | 1            | 33               | 442| 21                | 377|
| VM 4         | 1            | 33               | 442| 27                | 357|
| VM 5         | 1            | 33               | 442| 37                | 372|
| VM 6         | 2            | 38               | 445| 18                | 408|
| VM 7         | 2            | 38               | 445| 42                | 408|
| VM 8         | 2            | 38               | 445| 19                | 397|
| VM 9         | 2            | 38               | 445| 31                | 358|
| VM10         | 2            | 38               | 445| 15                | 395|

Here table 5 shows the user cost and processing speed for each virtual
machine in dynamic cloud environments for the scenario 1.

| Number of VM | user cost \( E_q \) | Processing speed (Mbps) |
|--------------|----------------------|------------------------|
| VM 1         | 2S                   | 286                    |
| VM 2         | 2S                   | 161                    |
| VM 3         | 2S                   | 159                    |
| VM 4         | 2S                   | 296                    |
| VM 5         | 2S                   | 269                    |
| VM 6         | 3S                   | 128                    |
| VM 7         | 3S                   | 314                    |
| VM 8         | 3S                   | 295                    |
| VM 9         | 3S                   | 134                    |
| VM10         | 3S                   | 215                    |

VI. COMPARISON WITH EXISTING TECHNIQUES

In this section, we compare the resource utilization, throughput, energy consumption, makespan time, energy efficiency and waiting time of proposed algorithm with other existing algorithms.

A. Makespan

Makespan is also known as completion time which is taken by set of jobs for its complete execution. In the proposed approach it is equal to maximum completion time among all tasks.

\[
\text{Makespan} = \text{final execution time} - \text{Starting time} \quad (1)
\]

Figure 2: Comparison Of Makespan Of The Proposed With The Existing Method.

The Fig 2 shows the comparison of makespan for proposed method with existing algorithm. For this figure we used scenario 2 and in these cases, the proposed makespan value (589) is better than the existing method of ETVMC with 800 sec [28]. Here, we can also find that the proposed algorithm performed better when compared with the ETVMC algorithm for all types of workload.

B. Resource Utilization

The cloud infrastructure promises to offer efficient resource utilization for the datacenters, it includes CPU and memory utilization. Obviously the workloads increases, as well source utilization also increased. The equation of resource utilization \( ru \) is given below:

\[
ru = \frac{\sum_{i=1}^{n} \text{Actual time spent by resource to execute workload}}{\text{Total resource up time}}
\]

(2)

Figure 3: Comparison Of Resource Utilization For The Proposed With The Existing Methods.

Fig 3 shows that the resource utilization of proposed algorithm is 99.56% which is obviously better than the existing roundrobin, Min-Min and Max-Min approach of 79.65%, 70% and 73% respectively [25]. In the scenario 1 resource utilization for roundrobin is 79.89% and for proposed method is 99.86%, which is better.

C. Energy Efficiency

Data center is the most prominent in cloud computing, it contains number of servers, cables, air conditioner, network etc and consumes power and releases huge amount of Carbon-di-oxide (CO2). One of the most important challenge faced in cloud computing is the Optimization of Energy is the most important challenge in cloud computing. Energy efficiency equation is given below,

\[
\text{Energy Efficiency} = \frac{\sum_{i=1}^{n} \text{Number of workload executed in a datacenter}}{\text{Total energy consumed to executed those workload}}
\]

(3)

Figure 4: The Energy Efficiency Of Proposed With The Existing Algorithms.

Figure 4 shows the energy
efficiency of proposed method is 32.49% and 27%, 10% and 8% for methods such as ORRA, OLS-OSPE, and EAR-OSPE respectively [9].

D. Waiting Time

A task includes the number of activities, every activity has some waiting time and the average of these waiting time is known as the waiting time of the task as shown in the Equation (18). Waiting time =

\[ \sum_{j=1}^{n} \frac{W_{Pj} - W_{Qj}}{m} \]  

(4)

Where \( W_{Pj} \) is a workload execution starting time, \( W_{Qj} \) denotes the workload submission time, and \( m \) represent the number of workloads.

Figure 5: Waiting Time Of Proposed Comparison With The Existing Method.

The waiting time of proposed method is 98.71 sec and roundrobin is 182.62, Max-Min is 299 sec, Min-Min is 301 sec. Performance of the waiting time is varied with the number of tasks increases for three types of algorithms. [4]. Figure 5 shows that the proposed method is better than the existing method in respect of waiting time. In the scenario 1 waiting time is 98.86 sec for proposed and 182.89 for roundrobin.

E. Throughput

Work efficiency is same as throughput. The throughput is a performance of tasks by a computing specific period. It can be evaluated by the Equation (11).

Throughput = total execution time/total no. of workload  

(5)

Figure 6: Comparison Of Throughput For The Proposed With Existing Methods.

Figure 6 shows the throughput performance of proposed work which is 5.36 sec, comparison with 2.9 sec and 1.5 sec, throughput performance of the PSO (Particle swarm optimization) and TRS (thermal residual stresses) respectively.

F. Execution Time

As increase the throughput of the activity planning, execution time of the proposed model is decreased. This metric is analyzed by the Equation (20).

\[ ET = \sum_{j=1}^{m} \frac{W_{A_j} - W_{Q_j}}{m} \]  

(6)

Where the \( m \) represents is the number of workloads, \( W_{A_j} \) represent the completion time of workload and \( W_{Q_j} \) is a submission time of workload.

Figure 7: Execution Time Of Proposed Method Compared With Some Other Existing Methods.

Fig 7 shows the execution time of the proposed with existing method HYSARC and CMMS (Computerized maintenance management system). In this, the average execution time of HYSARC is 480 sec, CMMS is 500 sec, roundrobin is 120.70 and the proposed method is 121.09. cy.

G. Energy Consumption

With the workload increased, the energy consumption is affected. The energy consumption is calculated by equation (32).

Energyconsumption =
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\[(PC_{\text{Pmax}} - PC_{\text{Pmin}}) \times U_I + PC_{\text{Pmin}}\]  

(7)

Where \(PC_{\text{Pmax}}\) represent the extreme power consumption at the high load, \(PC_{\text{Pmin}}\) denotes the lowest power consumption in idle mode.

Figure 8: Comparison Of Energy Consumption For The Proposed Method With Existing Methods.

Figure 8 shows the energy efficiency comparison of proposed method with the AHDVC-MAD (Adaptive Heuristic for Dynamic VM Consolidation-Medium Absolute Deviation), AHDVC-IQR (Adaptive Heuristic for Dynamic VM Consolidation-Interquartile Range) and TVRSM. The value of DRA is decreased 3.8*10^7 J and the existing method is increased to 5.0*10^7 J [2]. The energy consumption value of of proposed method is 6.07 J, and 11 J for AHDVC-MAD and 12 J for AHDVC-IQR and 8 J for TVRSM.

VII. CONCLUSION

There are number of parameter used in the local broker representative as the performance metrics for calculation and it used MADRL-DRA algorithm to forecast the activities of the user’s request based on the service request description area. Global Broker representative used the output of the local user representative to schedule available tasks between the CP and CU. We used CloudSim platform as simulator for the results and experimental analyses for both the scenarios. We used 10 request in scenario-1 and 100 request in scenario 2. We can easily find by the Fig [2] to Fig[7] that proposed algorithm is better that the existing methods.
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