Profile of a Two-Dimensional Vortex Condensate Beyond the Universal Limit
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It is well known that an inverse turbulent cascade in a finite \((2\pi \times 2\pi)\) two-dimensional periodic domain leads to the emergence of a system-sized coherent vortex dipole. We report a numerical hyperviscous study of the spatial vorticity profile inside one of the vortices. The exciting force was shortly correlated in time, random in space, and had a correlation length \(l_f = 2\pi/k_f\) with \(k_f\) ranging from 100 to 12.5. Previously, it was found that in the asymptotic limit of small-scale forcing, the vorticity exhibits the power-law behavior \(\Omega(r) = (3\epsilon/\alpha)^{1/2} r^{-1}\), where \(r\) is the distance to the vortex center, \(\alpha\) is the bottom friction coefficient, and \(\epsilon\) is the inverse energy flux. Now we show that for a spatially homogeneous forcing with finite \(k_f\) the vorticity profile becomes steeper, with the difference increasing with the pumping scale but decreasing with the Reynolds number at the forcing scale. Qualitatively, this behaviour is related to a decrease in the effective pumping of the coherent vortex with distance from its center. To support this statement, we perform an additional simulation with spatially localized forcing, in which the effective pumping of the coherent vortex, on the contrary, increases with \(r\) and show for the first time that in this case the vorticity profile can be flatter than the asymptotic limit.

I. INTRODUCTION

The 2D Navier-Stokes equation forced at intermediate scales favors the transfer of energy to larger scales, a phenomenon known as an inverse cascade [1, 2]. Already the first experiments [4, 5] and numerical simulations [6, 7] on two-dimensional turbulence showed that in a finite domain with low bottom friction, the inverse cascade leads to the accumulation of energy at the system size and formation of coherent vortex structures. Subsequent numerical [9, 11] and experimental [12, 13] studies demonstrated that these vortices have well-defined isotropic mean profiles with a radial power-law decay of vorticity in the inner region. Analytical progress can be made if the condensate is strong compared to turbulence. Then the self-action of turbulent pulsations is small compared to the action of the mean flow, and a quasi-linear passive theory can be developed [14, 16]. If turbulence is excited at asymptotically small scales, the treatment allows one to derive an explicit formula for the condensate vorticity profile, \(\Omega(r) = (3\epsilon/\alpha)^{1/2} r^{-1}\), where \(\alpha\) is the bottom friction coefficient and \(\epsilon\) is the inverse energy flux. Since the profile does not depend on the type of small-scale dissipation and small-scale forcing, it was called universal [10]. Note that a similar quasi-linear approach was also used to describe jets in rectangular periodic domains [17], on a sphere [18], and on a periodic beta plane [19, 20].

Theoretical predictions in the universal limit agree with the results of numerical studies [10, 11]. In these works, the simulations were carried out in periodic domain with dimensions of \(2\pi \times 2\pi\), and the forcing wave number was at least \(k_f = 100\). In laboratory experiments, the length of the inertial interval for the inverse cascade is much shorter, so the question arises of how the vorticity profile will change as \(k_f\) decreases. In earlier experiments, the dependence \(\Omega(r) \propto r^{-1.25}\) was reported, although a rather large error in the determination of the exponent should be noted [12]. Here we systematically study the issue and demonstrate that for a random forcing with spatially homogeneous statistics the vorticity profile becomes steeper than the universal limit, with the difference increasing with the pumping scale but decreasing with the Reynolds number at the forcing scale. We discuss our results in the context of the Reynolds equation for the mean polar velocity of the vortex and conclude that the main distinction from the universal limit is that the effective pumping of the coherent vortex falls off as \(r\) increases, leading to the observed steeper behaviour. Comparison with the quasi-linear passive theory [14] shows that it overestimates the effective pumping of the coherent vortex, and we suppose that this is caused by the self-action of fluctuations, which we model by the eddy viscosity resulting in a reasonable agreement with the simulations.

Next, the following question naturally arises: is the self-organization of coherent vortices with a vorticity profile flatter than the universal limit possible? We show that the answer is positive, and to demonstrate this we consider the forcing that has been spatially localized at two small spots. It turns out that the external forcing has no pinning effect on the coherent vortices and most of the time they are far from the pumped regions. In this case, the effective pumping of vortices mostly occurs due to velocity fluctuations that they meet with their outer edges during their movement through the system. Therefore, the effective pumping of vortex has a maximum at a certain distance from its center and decreases as one moves towards the center of the vortex. This effective pumping profile results in a vorticity distribution that is flatter than the universal limit.

II. NUMERICAL METHODS

We solve the incompressible forced Navier-Stokes equation with hyperviscous dissipation and linear bottom friction for a
fluid with unit density in 2D:

$$\partial_t \mathbf{v} + (\mathbf{v} \nabla) \mathbf{v} = -\nabla p - \alpha \mathbf{v} - \nu (-\nabla^2) \mathbf{v} + \mathbf{f},$$

(1)

where $\mathbf{v}$ is 2D velocity, $p$ is the pressure, $\alpha$ is the friction coefficient, $\nu$ is the hyperviscosity, and $\mathbf{f}$ is a random forcing. The domain is a doubly periodic square box of size $L = 2\pi$. We work with an isotropic, shortly correlated in time forcing, with $\mathbf{f}$ of in the frequency range $k_f$, with $\varepsilon = \langle \mathbf{v} \cdot \mathbf{f} \rangle$ the average energy injection rate, and angular brackets denote time-averaging. In an unbounded system, the inverse energy cascade is terminated by the bottom friction at the scale $L_C \sim \varepsilon^{1/2} \alpha^{-3/2}$, where a balance between the energy flux and the bottom friction is achieved [21]. We assume that the friction coefficient $\alpha$ is small enough, so that $L < L_C$, and then the energy, transferred to the domain size $L$ by the inverse cascade, is accumulated there, giving rise to a mean (coherent) flow.

DNS results are obtained by integrating (1) in the vorticity formulation using the GeophysicalFlows.jl pseudospectral code [22], at resolution 256$^2$ and 512$^2$, with parameters $\varepsilon = 3.5 \cdot 10^{-4}$, $\alpha = 10^{-4}$, and $q = 8$. The pumping covariance spectrum is Gaussian with mean $k_f$ and standard deviation $\delta_f = 1.5 \ll k_f$. The high degree of hyperviscosity allows simulations to be performed with relatively low spatial resolution [9][11][17]. The initial condition in all our simulations is a state of rest, and each simulation is run until the system reaches a non-equilibrium stationary state, observed by the saturation of the total kinetic energy. After that, the simulation continued for some time, necessary to collect statistics. The time step is fixed for each simulation and it satisfies $\Delta t < c_0 \Delta x / v_{\max}$, where $\Delta x$ is the grid spacing, $v_{\max}$ is the maximum value of the velocity field projections on the axes of the Cartesian coordinate system, and $c_0$ is equal to $0.3 - 0.5$. The time step $\Delta t$ is also the correlation time of the exciting force $\mathbf{f}$.

In the first set of simulations ($A_1$-$D_1$), we vary the pumping wave number in the range from $k_f = 100$ to 12.5, while adjusting the hyperviscosity $\nu$ so that the Reynolds number at the forcing scale $Re = \varepsilon^{1/3} (\nu k_f^{4/3})$ is about 300, see Table 1. In agreement with previous studies [10][11][17], the flow reaches a condensate steady state, taking the form of a system-sized vortex dipole. The vortices drift slowly over time, with fast turbulent pulsations superimposed onto them (see Fig. 1 and video [23]). We find that in all cases a significant part of the injected energy $\varepsilon$ is dissipated due to hyperviscosity at high wave numbers $k > k_f$. This is consistent with recent numerical studies [11][17], but differs from the theoretical analysis of the universal limit [14][19], where it is assumed that all the energy is dissipated by bottom friction on large scales. To estimate the inverse energy flux from numerical data, we compute the energy dissipation rate by bottom friction during the steady state regime, $\varepsilon = \alpha \langle \int dx dy \mathbf{v}^2 / L^2 \rangle$. The corre-

| run | grid | $k_f$ | $\nu$ | $\alpha$ | $\varepsilon$ |
|-----|------|------|------|--------|-----------|
| $A_1$ | 512 | 100 | 5 $\cdot$ 10$^{-35}$ | 304 | $1.94 \cdot 10^{-4}$ |
| $B_1$ | 512 | 50 | 2 $\cdot$ 10$^{-30}$ | 313 | 2.01 $\cdot$ 10$^{-4}$ |
| $C_1$ | 256 | 25 | 8 $\cdot$ 10$^{-26}$ | 323 | 2.10 $\cdot$ 10$^{-4}$ |
| $D_1$ | 256 | 12.5 | 3.5 $\cdot$ 10$^{-21}$ | 305 | 2.17 $\cdot$ 10$^{-4}$ |
| $C_0$ | 256 | 25 | 2.4 $\cdot$ 10$^{-25}$ | 108 | 1.88 $\cdot$ 10$^{-4}$ |
| $C_2$ | 256 | 25 | 2.4 $\cdot$ 10$^{-26}$ | 1078 | 2.30 $\cdot$ 10$^{-4}$ |
| $C_3$ | 256 | 25 | 0.8 $\cdot$ 10$^{-26}$ | 3235 | 2.46 $\cdot$ 10$^{-4}$ |
| $C_4$ | 256 | 25 | 0.8 $\cdot$ 10$^{-27}$ | 32348 | 2.73 $\cdot$ 10$^{-4}$ |

TABLE I. Parameters for the DNS runs.

FIG. 2. Energy spectra for DNS runs $A_1$-$D_1$. 
The resulting vorticity distribution is obtained by averaging over all snapshots corresponding to the non-equilibrium steady state. The center of one of the vortices (identified by the vorticity maxima) is always at the center of the domain, and the mean vorticity profile is highly isotropic, and can be also described in terms of the mean polar velocity \( \overline{u_r} \) depending on the distance \( r \) from the vortex center, \( \Omega = (1/r)\partial_r (r \overline{U}) \). The mean polar velocity satisfies the Reynolds equation \( \alpha U + \nu (-\nabla^2)^{\frac{3}{2}} U = -\left( \partial_r + \frac{2}{r} \right) \langle u_r u_\phi \rangle \),

\[
(2)
\]

where \( u_r \) and \( u_\phi \) are radial and polar components of the turbulent velocity fluctuations, and angular brackets denote time-averaging. Therefore, the coherent vortex maintains its existence due to the Reynolds shear stress \( \langle u_r u_\phi \rangle \) (right-hand side), which balances the dissipative terms inside the vortex (left-hand side). The hyperviscous term is significant inside the vortex core \( [14] \), at distances \( r \lesssim R_\alpha = (\nu/\alpha)^{1/2} q \) and can be neglected outside, where the mean vorticity profile reveals the behaviour close to power-law for small-scale pumping, see Fig. 1b. Note that the velocity profiles inside the viscous core was analyzed in detail in Refs. [25, 26] in the case of an ordinary (\( q = 1 \)) viscous dissipation. This regime may be of interest for experiments with thin soap films [27] or freely suspended smectic films [28, 29], where friction against the bottom is absent. In what follows, we will focus on distances beyond the vortex core. We will use the scale \( R_\alpha \) to normalize all distances.

Fig. 1b shows that the mean vorticity profile of run \( A_1 \) is close to the universal limit, but as the forcing scale increases (runs \( B_1 - D_1 \)), the vorticity profiles become steeper. To study the dependence of the profile slope on the Reynolds number (runs \( C_0 - C_4 \)), we fix the pumping wave number \( k_p = 25 \) and change the hyperviscosity according to Table I. The resulting mean vorticity profiles are presented in Fig. 1c. It can be concluded that an increase in the Reynolds number at the forcing scale results in flatter vorticity profiles.

### III. EFFECTIVE PUMPING OF THE VORTEX

To discuss the obtained results, let us analyze how and why they differ from the universal limit. Recall that the universal limit formally follows from Eq. (2), if relation \( \langle u_r u_\phi \rangle = \varepsilon (1 - Q)/\Sigma \) is used for the Reynolds stress component, where \( \Sigma = r \partial_r (U/r) \) describes the mean-flow shear rate, and if one neglects the hyperviscous term, since the region \( r \gtrsim R_\alpha \), is analyzed \([14] \):

\[
\alpha U + \nu (-\nabla^2)^{\frac{3}{2}} U = -\left( \partial_r + \frac{2}{r} \right) \varepsilon \Sigma (1 - Q). \tag{3}
\]

Here \( Q \) can be thought of as a phenomenological parameter that describes the effective pumping intensity \( \varepsilon (1 - Q) \) of the coherent vortex. Now let us try to find the power-law solution of this equation in the form \( \Omega \propto r^{-\beta} , U \propto r^{1-\beta} \), etc., and we will immediately obtain that the value of \( 1 - Q \) should depend on \( r \) as \( 1 - Q \propto r^{2(1-\beta)} \). The universal limit corresponds to \( \beta = 1 \) and then the solution of this equation is \( U = (3\varepsilon/\alpha)^{1/2} r \), and, accordingly, \( \Omega = (3\varepsilon/\alpha)^{1/2} r^{-1} \), where \( \varepsilon = \varepsilon (1 - Q) \). However, if \( \beta > 1 \), then the effective pumping intensity of the coherent vortex \( \varepsilon (1 - Q) \) should decrease with increasing \( r \). Can we support this statement quantitatively?

Instead of power-law analysis of Eq. (3), which is not well suited to our DNS runs because the intervals of linear behaviour on the log-log plots are quite short (see Fig. 1b), we...
can integrate it directly

$$1 - Q = -\frac{\alpha \Sigma(r)}{\varepsilon r^2} \int_0^r d\xi \xi^2 U(\xi).$$

(4)

From numerical simulations, we know the dependencies $U(r)$ and $\Sigma(r)$, and thus can calculate the dependence of $1 - Q$ on $r$. Fig. 3 shows the results for parameters corresponding to runs $A_1$, $C_4$, and $C_5$, which are chosen for illustrative purposes (solid lines with markers). One can conclude that the effective pumping intensity $\varepsilon(1 - Q)$ of the coherent vortex actually decreases with increasing distance $r$ from its center, and the decrease is faster for steeper vorticity profiles. Note also that the effective pumping increases with increasing Reynolds number if the forcing scale is fixed.

The value of $Q$ can be also found theoretically in the framework of a quasi-linear treatment of relatively weak turbulent pulsations against the background of a strong coherent vortex (see Ref. [14] and Appendix A).

$$Q \approx 2\nu \int_0^\infty d\tau \int \frac{d^2k}{(2\pi)^2} k^2 \chi(k) \left[(k_1 - \Sigma r k_2)^2 + k_3^2\right]^{-q-1}$$

$$\times \exp \left[-2 \int_0^r d\tau' \Gamma \left(\sqrt{(k_1 - \Sigma r k_2)^2 + k_3^2}\right)\right],$$

(5)

where $\Gamma(k) = \alpha + \nu k^{2q}$ describes dissipation including both the bottom friction and the hyperviscosity term. For our parameters, the pumping covariance spectrum can be safely replaced by $\chi(k) = 2\pi \delta(k - k_f)/k_f$ and using the dependence $\Sigma(r)$ obtained from DNS, we can calculate $1 - Q$, see dotted lines in Fig. 3. It turns out that the quasi-linear theory correctly describes the effective pumping of the coherent vortex far from the outer region, but overestimates it on the periphery, especially for relatively small values of $k_f$.

We suppose that this overestimation is due to the self-action of fluctuations, which was neglected in the quasi-linear theory. Fig. 4 shows the intensity of velocity fluctuations, which weakly depends on the distance $r$ to the vortex center outside the viscous core. Based on these results, one can find that velocity fluctuations are indeed small compared to the mean flow, $(u_x^2 + u_y^2)^{1/2}/U \sim 0.1$. However, at the same time, the nonlinear self-action of fluctuations is significant compared to the dissipative terms at the forcing scale, which determine the value of $Q$, i.e., $|(u \nabla) u| \gg |\Gamma(k_f) u|$. To take into account the self-action of fluctuations phenomenologically, we propose to add an additional term $\nu_T k^2$ into $\Gamma(k)$, corresponding to eddy viscosity. Note that in this case there is also an additional contribution to the value of $Q$ proportional to the parameter $\nu_T$, see Appendix B. The correlation time of velocity fluctuations can be estimated as $1/\Sigma(r)$, and therefore the turbulent viscosity can be modelled as $\nu_T = \gamma/|\Sigma(r)|$, where $\gamma$ is a free parameter that is chosen to match the theory with the DNS. We found $\gamma \sim 4 \cdot 10^{-6}$ for run $A_1$, $\gamma \sim 2 \cdot 10^{-5}$ for run $B_1$, $\gamma \sim 10^{-4}$ for run $C_1$, and $\gamma \sim 1.5 \cdot 10^{-4}$ for run $C_5$. The results are shown in Fig. 3 with dashed lines and they demonstrate a reasonable agreement with the simulations.

IV. SPATIALLY LOCALIZED FORCING

Finally, we would like to address the question — is the self-organization of coherent vortices with a vorticity profile flatter than the universal limit possible? To the best of our knowledge, the observation of such vortices has not been reported in the literature until now. In accordance with the previous discussion, the existence of such vortices is feasible if the effective pumping intensity of the coherent vortex increases with distance from its center. To implement such situation, we consider a random forcing localized in space in two regions with radii $a = 0.1$, small compared to the expected sizes of coherent vortices, but large compared to the pumping scale ($k_f = 100$). The centers of the regions are located at points with coordinates $(\pm L/4, \pm L/4)$. In comparison with DNS run $A_1$, the amplitude of the external force was increased so that the power pumped into the system, averaged over the entire domain area, remained approximately the same.

After some time, a pair of coherent vortices rotating in opposite directions is formed in the system, see Fig. 5 and video [23]. In the stationary state, vortices slowly move through the system in random directions. The external forcing has no pinning effect on the vortices, see Fig. 6. So, the vortices explore all space uniformly.

The pumping creates fuel (turbulent pulsations) for the vor-
In the case of uniform pumping, at each moment of time, an external force excites fluctuations inside the vortex, which feed it. Now fluctuations are excited only in small regions, and the vortex spends most of the time away from them. In the process of its wandering, the vortex is fed by fluctuations that are encountered on its way. Thus, fluctuations penetrate into the vortex mostly from the outer region. In this case, it is reasonable to expect that the effective pumping of the vortex will have a maximum at some distance from its center. According to the previous analysis, such profile of the effective pumping should result in a vorticity distribution that is flatter than the universal limit.

The above qualitative reasoning can be supported by quantitative observations. Fig. 5b shows the radial profile of the mean vorticity distribution. It exhibits behavior flatter than the universal limit, in line with our expectations. Fig. 5c presents the dependence of the effective pumping intensity of the coherent vortex on distance from its center. The value of $1 - Q$ increases with $r$ inside the vortex and has a maximum at some distance from the vortex center, in accordance with the above qualitative arguments.

V. CONCLUSION

To conclude, we performed hyperviscous numerical study of the vortex condensate in forced 2D turbulence. In the case of spatially uniform pumping, the vorticity profile is steeper than the universal limit, with the difference increasing with the pumping scale but decreasing with the Reynolds number at the forcing scale. An analysis of the Reynolds equation for the mean polar velocity of a coherent vortex led us to the conclusion that this behaviour corresponds to a decrease in the effective pumping intensity of the coherent vortex with distance from its center. Inspired by this observation, we performed an additional simulation with spatially localized forcing, in which the effective pumping intensity of the coherent vortex, on the contrary, increases with $r$ and show that in this case the vorticity profile becomes flatter than the universal limit. Our findings demonstrate that spatially inhomogeneous forcing opens up an additional degree of freedom for controlling the self-organization of coherent vortices.

To explore the possibilities of this additional degree of freedom in future studies, it is reasonable to replace the periodic boundary conditions with no-slip or stress-free walls. In such systems, the positions of coherent vortex structures are almost fixed due to geometric constraints [12, 26, 30, 31], and therefore it will be relatively easy to design the desired spatial profile $\varepsilon(r)$ of pumping in the reference frame associated with the vortex.

Despite the relative simplicity of the system under study, the obtained results can be used to understand the processes of self-organization of large-scale vortex currents in the atmosphere and oceans. Since the pumping of such currents occurs in a non-uniform manner, further research in this direction looks promising. In addition to the mean velocity profile inside vortices, an important object of study is the velocity of a coherent vortex as a whole and its statistical properties. In the future, this will help to better understand the motion of hurricanes.
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Appendix A: Q-value calculation

The starting point of our analyses is expression (A12) in Ref. [14]

$$Q = 2 \int_0^{\infty} d\tau \int \frac{d^2p}{(2\pi)^2} \frac{\chi(p) \Gamma \left( \sqrt{(p_1 - \Sigma r p_2)^2 + p_2^2} \right)}{(p_1 - \Sigma r p_2)^2 + p_2^2} \exp \left[ -2 \int_0^{\tau} d\tau' \Gamma \left( \sqrt{(p_1 - \Sigma r' p_2)^2 + p_2^2} \right) \right], \quad (A1)$$

where $\Gamma(k) = \alpha + \nu k^{2g}$ describes dissipation including both the bottom friction $\alpha$ and the hyperviscosity term, $\chi(k)$ is the pumping covariance spectrum, and $\Sigma(r)$ is the mean-flow shear rate known from DNS. It is convenient to represent this expression as
the sum of two terms, \( Q = Q_\alpha + Q_\nu \), where

\[
Q_\alpha = 2\alpha \int_0^\infty d\tau \int \frac{d^2p}{(2\pi)^2} \frac{\chi(p)p^2}{(p_1 - \Sigma \tau p_2)^2 + p_2^2} \exp \left[-2 \int_0^\tau d\tau' \Gamma \left(\sqrt{(p_1 - \Sigma \tau' p_2)^2 + p_2^2}\right)\right],
\]

\[
Q_\nu = 2\nu \int_0^\infty d\tau \int \frac{d^2p}{(2\pi)^2} \frac{\chi(p)p^2}{(p_1 - \Sigma \tau p_2)^2 + p_2^2} \exp \left[-2 \int_0^\tau d\tau' \Gamma \left(\sqrt{(p_1 - \Sigma \tau' p_2)^2 + p_2^2}\right)\right].
\]

It can be shown that the first term is equal to \( Q_\alpha = \alpha(u_x^2 + u_y^2)/\varepsilon \), and the energy of velocity fluctuations was analyzed in detail in Ref. [15]. One must be careful, since this object is determined by the infrared integral. To demonstrate this explicitly, let us turn back to the wave vector \( k \), where \( k_1 = p_1 - \Sigma \tau p_2 \) and \( k_2 = p_2 \), and then

\[
Q_\alpha = 2\alpha \int \frac{d^2k}{(2\pi)^2} \int \frac{d\tau}{k_1 + \Sigma k_2)\frac{2}{k_2^2}} \chi(k_1 + \Sigma k_2, k_2) \exp \left[-2 \int_0^\tau d\tau' \Gamma \left(\sqrt{(k_1 + \Sigma \tau k_2)^2 + k_2^2}\right)\right].
\]

Next, we consider the small wave number \( k \ll k_f \). The pumping covariance spectrum \( \chi(q) \approx \frac{2\pi}{\delta_f k_f} \exp \left(-\frac{(q - k_f)^2}{2\delta_f^2}\right) \) is non-zero in a ring of radius \( k_f \) and width \( \delta_f \ll k_f \), therefore the integrand over \( \tau \) is non-zero only during the time interval \( \Delta \tau \sim \delta_f/|\Sigma|k \), and we come to the estimate

\[
Q_\alpha \sim \alpha \int \frac{dk}{k^2} \frac{\delta_f}{|\delta_f k_f|} 1 \exp \left(\frac{-k_f \Gamma(k_f)}{|\Sigma|k}\right) = \frac{\alpha k_f}{|\Sigma|} \int \frac{dk}{k^2} \exp \left(-\frac{k_f \Gamma(k_f)}{|\Sigma|k}\right).
\]

The presence of the exponent causes the integral to formally converge, but this happens on the wavenumbers \( k < k_f \Gamma(k_f)/|\Sigma| \). For typical parameters \( k_f \sim 10^2 \), \( \Gamma(k_f) \sim 10^{-4} \), \( |\Sigma| \sim 1 \), it can be found that the corresponding length scale is much larger than the vortex size, so the local approximation for velocity fluctuations is violated and the result of the formal calculation becomes incorrect. As a rough estimate, we can cut off the integral by the size \( R \sim 1 \) of the coherent vortex, and then we will get \( Q_\alpha \sim 0.01 \). Alternatively, we can use the expression \( Q_\alpha = \alpha(u_x^2 + u_y^2)/\varepsilon \) and measure the value of \( \langle u_x^2 + u_y^2 \rangle \) in DNS, see Fig. 3 in the main text. The second method leads to a similar estimate.

The term \( Q_\nu \) should be calculated using numerical integration. For our parameters, the pumping covariance spectrum can be safely replaced by \( \chi(q) = 2\pi\delta(q - k_f)/k_f \), since \( \delta_f \ll k_f \), that simplifies the problem. We found that the remaining integrals are better computed using local adaptive methods. The obtained values are much larger than \( Q_\alpha \) and for this reason \( Q \approx Q_\nu \). The corresponding expression was written in the main text, see equation (5).

### Appendix B: Turbulent viscosity

To take into account the self-action of fluctuations, we propose to add an additional term \( \nu_T k^2 \) into \( \Gamma(k) \), corresponding to eddy viscosity. Now \( Q = Q_\alpha + Q_\nu + Q_T \), and the term \( Q_\alpha \) can be neglected as before. For the remaining terms we found

\[
Q_\nu = 2\nu \int_0^\infty d\tau \int \frac{d^2p}{(2\pi)^2} \frac{\chi(p)p^2}{\nu_T k^2} \exp \left[-2 \int_0^\tau d\tau' \Gamma \left(\sqrt{(p_1 - \Sigma \tau p_2)^2 + p_2^2}\right)\right],
\]

\[
Q_T = 2\nu_T \int_0^\infty d\tau \int \frac{d^2p}{(2\pi)^2} \chi(p)p^2 \exp \left[-2 \int_0^\tau d\tau' \Gamma \left(\sqrt{(p_1 - \Sigma \tau p_2)^2 + p_2^2}\right)\right],
\]

where \( \Gamma(k) = \alpha + \nu k^2 + \nu_T k^2 \). Again, for simplicity the pumping covariance spectrum can be safely replaced by \( \chi(q) = 2\pi\delta(q - k_f)/k_f \), and the remaining integrals should be computed numerically. Note that the model for turbulent viscosity \( \nu_T = \text{const}/|\Sigma| \) used in the main text means that the value of \( \nu_T \) is greater near the periphery of the coherent vortex, since \( |\Sigma| \) decreases with increasing \( r \). This dependence is significant, since for a typical vortex the value of \( |\Sigma| \) changes up to 2 orders of magnitude.
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