HIGH-ORDER BDF FULLY DISCRETE SCHEME FOR BACKWARD FRACTIONAL FEYNMAN-KAC EQUATION WITH NONSMOOTH DATA
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Abstract. The Feynman-Kac equation governs the distribution of the statistical observable — functional, having wide applications in almost all disciplines. After overcoming challenges from the time-space coupled nonlocal operator and the possible low regularity of functional, this paper develops the high-order fully discrete scheme for the backward fractional Feynman-Kac equation by using backward difference formulas (BDF) convolution quadrature in time, finite element method in space, and some correction terms. With a systematic correction, the high convergence order is achieved up to 6 in time, without deteriorating the optimal convergence in space and without the regularity requirement on the solution. Finally, the extensive numerical experiments validate the effectiveness of the high-order schemes.
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Functional is a class of statistical observables, having wide applications in almost all disciplines [6]. Anomalous diffusions are ubiquitous in the nature world. The distribution of functionals for anomalous diffusion is governed by fractional Feynman-Kac equation [1, 6, 20]. From the point of view of practical applications, one has to resort to numerical method to get the solution of the fractional Feynman-Kac equation; there are already some works on this issue; see, e.g., [2, 3, 7, 22], but most of the numerical analyses of which need the regularity assumption on the exact solution and the functional. This paper provides the high-order schemes for the fractional Feynman-Kac equation without the regularity requirements on both the exact solution and the functional.

In the past few years, the high-order algorithms have been proposed extensively for fractional diffusion equation [4, 8, 10, 12, 21], the nonlocal property of which makes them keep the same computational cost but greatly improve the accuracy. As for fractional Feynman-Kac equation, there are less relative discussions; [2] studies the high-order scheme to solve backward fractional Feynman-Kac equation with truncated Lévy flights, and the detailed error and stability analyses for the 1-st order scheme are provided with some regularity assumptions on the solution; [3] provides a high-order scheme for the time tempered fractional Feynman-Kac equation when the solution \( G(x_0, \rho, t) \in C^2(\Omega) \). In practice, the regularity assumptions on the solution and functional are usually hard to be satisfied. So the robust numerical algorithms without any regularity assumptions are more practicable.

Recently, [15] provides 1-st and 2-nd order schemes to solve homogeneous backward fractional Feynman-Kac equation, and the relative error estimates without regularity assumptions are established, but higher-order scheme of this approach for backward fractional Feynman-Kac equation is still not available and there are many challenges in deriving the error estimates for the case with nonsmooth data. Here,
under the condition of ensuring the spatial accuracy, we provide a systematic $k$-th order $(k = 1, 2, \ldots, 6)$ fully discrete scheme with a complete error analysis for inhomogeneous backward fractional Feynman-Kac equation \cite{1 6}, i.e.,

\begin{equation}
\frac{\partial G(x_0, \rho, t)}{\partial t} = \alpha D_1^1-\alpha,x_0 \Delta G(x_0, \rho, t) - \rho \mathcal{U}(x_0)G(x_0, \rho, t) + f(x_0, \rho, t), \quad (x_0, t) \in \Omega \times (0, T],
\end{equation}

\begin{align*}
G(x_0, \rho, 0) &= G_0(x_0), \\
G(x_0, \rho, t) &= 0,
\end{align*}

where $G(x_0, \rho, t) = \int_{-\infty}^{\infty} G(x_0, \mathbb{A}, t)e^{-i\mathbb{A}t}d\mathbb{A}$ with $i$ being the imaginary unit; $G(x_0, \mathbb{A}, t)$ is the joint probability density function of finding the particle with the functional $\mathbb{A}$ at time $t$ and the initial position of the particle at $x_0$; the functional $\mathbb{A} = \int_0^t \mathcal{U}(x_0(\tau))d\tau$ with $U(x_0)$ being a prescribed function depending on the concrete applications \cite{6, 11} and $x_0(t)$ a trajectory of anomalous diffusion starting at $x_0$; $\Delta$ means the Laplace operator; $\alpha \in (0, 1)$; $f(x_0, \rho, t)$ is the source term; $\Omega$ is a bounded convex polygonal domain in $\mathbb{R}^n$ ($n = 1, 2, 3$) and we assume that $U(x_0)$ is bounded in $\Omega$ in this paper; $T$ is a fixed final time; $\alpha D_1^\alpha,x_0$ denotes Riemann-Liouville fractional substantial derivative defined by \cite{13}

\begin{equation}
\alpha D_1^\alpha,x_0 G(x_0, \rho, t) = e^{-\rho \mathcal{U}(x_0)} \alpha D_1^\alpha(e^{\rho \mathcal{U}(x_0)} G(x_0, \rho, t)), \quad \alpha \in (0, 1),
\end{equation}

and $\alpha D_1^\alpha$ means the Riemann-Liouville fractional derivative with its definition \cite{17}

\begin{equation}
\alpha D_1^\alpha G(x_0, \rho, t) = \frac{1}{\Gamma(1 - \alpha)} \frac{\partial}{\partial t} \int_0^t (t - \xi)^{-\alpha} G(x_0, \rho, \xi)d\xi, \quad \alpha \in (0, 1).
\end{equation}

Following \cite{22} and using the relationship between the Caputo and Riemann-Liouville fractional derivatives, one can get the equivalent form of Eq. (1.4), i.e.,

\begin{equation}
\begin{cases}
\alpha D_1^\alpha,x_0 G(x_0, \rho, t) - \Delta G(x_0, \rho, t) \\
= e^{-\rho \mathcal{U}(x_0)t} \alpha D_1^\alpha G(x_0, \rho, 0) + \alpha I_1^{1-\alpha,x_0} f(x_0, \rho, t), \quad (x_0, t) \in \Omega \times (0, T],
\end{cases}
\end{equation}

\begin{align*}
G(x_0, \rho, 0) &= G_0(x_0), \\
G(x_0, \rho, t) &= 0,
\end{align*}

where $\alpha I_1^{1-\alpha,x_0}$ means Riemann-Liouville fractional substantial integral defined by \cite{13}

\begin{equation}
\alpha I_1^{1-\alpha,x_0} f = \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} e^{-\rho \mathcal{U}(x_0)(t-s)} f(s)ds, \quad \alpha \in (0, 1).
\end{equation}

Compared with (1.4), we separate the operators $\alpha D_1^{1-\alpha,x_0}$ and $-\Delta$ to reduce the influences of the regularity of $U(x_0)$ on convergence order in space, it is more effective to establish the numerical scheme based on (1.3) instead of (1.1).

The correction scheme of higher-order BDF convolution quadrature for fractional evolution equation is provided in \cite{10}. If its idea is applied to solve Eq. (1.3), it may deteriorate the convergence order in space. The main reason is that the Riemann-Liouville fractional substantial derivative is a time-space coupled nonlocal operator, which makes $\beta(x_0, x_0)$ and $L^2$ projection $P_h$ non-commutable (one can refer to Secs. 2 and 3 for the definitions of the operators). Thus, to preserve the optimal convergence rates in space, we build the finite element scheme by applying the $L^2$ projection...
operators \( P_h \) on \( e^{-\rho U(x_0)t} \partial D^\alpha G_0 \) and \( I^{1-\alpha,x_0}_t f \) instead of \( G_0 \) and \( f \), which avoids estimating the errors aroused by \( \lambda \) eigenfunctions (normalized in the \( L^2(\Omega) \) norm) of operator \( A \). We conclude the paper with some discussions in the last section.

Throughout the paper, the generic constant \( C > 0 \) may be different at different occurrences and \( \epsilon > 0 \) is an arbitrarily small constant.

2. Preliminaries. We set \( A = -\Delta \) with a zero Dirichlet condition in the following. For any \( q \geq 0 \), denote the space \( H^q(\Omega) = \{ v \in L^2(\Omega) : \|v\|_{H^q(\Omega)} < \infty \} \) with the norm \[ \|v\|_{H^q(\Omega)}^q = \sum_{j=1}^{\infty} \lambda_j^q(v, \varphi_j)^2, \]

where \((\lambda_j, \varphi_j)\) are the eigenvalues ordered non-decreasingly and the corresponding eigenfunctions (normalized in the \( L^2(\Omega) \) norm) of operator \( A \).

Below we define sectors \( \Sigma_\theta \) and \( \Sigma_{\theta,\kappa} \) in the complex plane \( \mathbb{C} \), i.e., for \( \kappa > 0 \) and \( \pi/2 < \theta < \pi \),

\[ \Sigma_\theta = \{ z \in \mathbb{C} \setminus \{0\} : \arg z \leq \theta \}, \]

\[ \Sigma_{\theta,\kappa} = \{ z \in \mathbb{C} : |z| \geq \kappa, \arg z \leq \theta \}, \]

and the contour \( \Gamma_{\theta,\kappa} \) is defined by

\[ \Gamma_{\theta,\kappa} = \{ z \in \mathbb{C} : |z| = \kappa, \arg z \leq \theta \} \cup \{ z \in \mathbb{C} : z = re^{\pm i\theta} : r \geq \kappa \}, \]

oriented with an increasing imaginary part, where \( i \) denotes the imaginary unit and \( i^2 = -1 \). Then we denote \( \| \cdot \| \) as the operator norm from \( L^2(\Omega) \) to \( L^2(\Omega) \), and use the notation \( \tilde{u} \) as the Laplace transform of \( u \). According to the Laplace transforms of Riemann-Liouville fractional substantial derivative and integral \[13\], the Laplace transform representation of Eq. (1.3) can be given as

\[ (2.1) \quad \tilde{G}(z) = ((\beta(z,x_0))^\alpha + A)^{-1}((\beta(z,x_0))^\alpha - 1)G_0 + ((\beta(z,x_0))^\alpha + A)^{-1}(\beta(z,x_0))^\alpha - 1\tilde{f}, \]

where

\[ (2.2) \quad \beta(z,x_0) = z + \rho U(x_0) \]
and we denote it briefly by $\beta(z)$ below. Then we present an estimate of $\beta(z)$ and the regularity estimate of the solution of Eq. (1.3).

**Lemma 2.1** ([7]). Let $\beta(z)$ be defined in (2.2) and $U(x_0)$ is bounded in $\Omega$. By choosing $\theta \in (\frac{\pi}{2}, \pi)$ sufficiently close to $\frac{\pi}{2}$ and $\kappa > 0$ sufficiently large (depending on the value $|\rho|\|U(x_0)\|_{L^\infty(\Omega)}$), we have

1. For all $x_0 \in \Omega$ and $z \in \Sigma_{\theta,\kappa}$, it holds that $\beta(z) \in \Sigma_{\frac{\pi}{2}, \frac{\pi}{2}}$ and

\[
2.3 \quad C_1 |z| \leq |\beta(z)| \leq C_2 |z|,
\]

where $C_1$ and $C_2$ denote two positive constants. So $\beta(z)^{1-\alpha}$ and $\beta(z)^{\alpha-1}$ are both analytic functions of $z \in \Sigma_{\theta,\kappa}$.

2. The operator $((\beta(z))^\alpha + A)^{-1} : L^2(\Omega) \rightarrow L^2(\Omega)$ is well-defined, bounded, and analytic with respect to $z \in \Sigma_{\theta,\kappa}$, satisfying

\[
2.4 \quad \|A((\beta(z))^\alpha + A)^{-1}\| \leq C \quad \forall z \in \Sigma_{\theta,\kappa},
\]

and

\[
2.5 \quad \|((\beta(z))^\alpha + A)^{-1}\| \leq C|z|^{-\alpha} \quad \forall z \in \Sigma_{\theta,\kappa}.
\]

Combining (2.1) and Lemma 2.1, one can get the regularity estimate for the solution of Eq. (1.3) (refer to [18] for the detailed proof).

**Theorem 2.2.** Let $G(t)$ be the solution of Eq. (1.3). Assume $U(x_0)$ is bounded in $\Omega$. If $G_0 \in L^2(\Omega)$ and $\int_0^t (t-s)^{-\sigma/2} \|f(s)\|_{L^2(\Omega)} ds < \infty$, then we have the estimate

\[
\|G(t)\|_{H^\sigma(\Omega)} \leq C t^{-\sigma/2} \||G_0\|_{L^2(\Omega)} + C \int_0^t (t-s)^{-\sigma/2} \|f(s)\|_{L^2(\Omega)} ds, \quad \sigma \in [0, 2].
\]

3. **Modified high-order BDF fully discrete scheme.** In this section, we first use finite element method to discretize Laplace operator in (1.3). Then the modified high-order BDF fully discrete scheme is constructed based on finite element semi-discrete scheme and the corresponding correction criteria are also proposed.

Let $\mathcal{T}_h$ be a shape regular quasi-uniform partitions of the domain $\Omega$, where $h$ is the maximum diameter. Denote $X_h$ as piecewise linear finite element space

\[
X_h = \{ v_h \in C(\overline{\Omega}) : v_h|_T \in P^1, \forall T \in \mathcal{T}_h, \ v_h|_{\partial\Omega} = 0 \},
\]

where $P^1$ denotes the set of piecewise polynomials of degree 1 over $\mathcal{T}_h$. We denote by $(\cdot, \cdot)$ $L^2$ inner product and define the $L^2$-orthogonal projection $P_h : L^2(\Omega) \rightarrow X_h$ by

\[
(P_h u, v_h) = (u, v_h) \quad \forall v_h \in X_h.
\]

Then we use finite element method to discretize the operator $-\Delta$ and the finite element scheme of Eq. (1.3) can be written as: Find $G_h(t) \in X_h$ such that

\[
3.1 \quad (\partial_t^\alpha \phi(x_0) G_h(t), v_h) + (\Delta G_h, \nabla v_h) = (e^{-\rho U(x_0) t} \partial_t G(x_0, \rho, t), v_h) + (\partial_t^\alpha \phi(x_0) f(x_0, \rho, t), v_h) \quad \forall v_h \in X_h.
\]

Different from the traditional finite element scheme, we apply the $L^2$ projection $P_h$ on $e^{-\rho U(x_0) t} \partial_t G(x_0, \rho, t)$ and $\partial_t^\alpha \phi(x_0) f(x_0, \rho, t)$ instead of $G_0$ and $f$. Thus the errors between $P_h(e^{-\rho U(x_0) t} \partial_t G(x_0, \rho, t))$ and $e^{-\rho U(x_0) t} \partial_t G(x_0, \rho, t)$ and the
ones between $P_h(\rho_1^{1-\alpha,x_0}f(x_0, \rho, t))$ and $\rho_1^{1-\alpha,x_0}P_h(f(x_0, \rho, t))$ are no longer needed to be considered, which relaxes the regularity requirement on $U(x_0)$.

Next, we present the modified high-order BDF fully discrete scheme in detail. Let the time step size $\tau = T/N$ with $N \in \mathbb{N}$, $t_i = i\tau$, $i = 0, 1, \ldots, N$, and $0 = t_0 < t_1 < \cdots < t_N = T$. Introduce the generating function $\delta_{\tau,k}(\zeta)$ [14] and $\beta_{\tau,k}(z)$ ($k = 1, 2, \ldots, 6$) as

$$\delta_{\tau,k}(\zeta) = \frac{1}{\tau} \delta_k(\zeta) = \frac{1}{\tau} \sum_{i=1}^{k} (1 - \zeta)^i, \quad \beta_{\tau,k}(z) = \delta_{\tau,k}(e^{-\tau \beta(z)}),$$

where $\beta(z)$ is defined in (2.2). And $\delta_k(\zeta)$ has the following property.

**Lemma 3.1** [14]. $\delta_k(\zeta)$ is analytic and without zeros in a neighborhood of the closed unit disc $|\zeta| \leq 1$, with the exception of a zero at $\zeta = 1$, and $\delta_k(\zeta)$ satisfies that

$$|\arg \delta_k(\zeta)| \leq \pi - \vartheta_k \quad \text{for} \quad |\zeta| < 1,$$

where $\vartheta_k = 90^\circ, 90^\circ, 88^\circ, 73^\circ, 51^\circ, 18^\circ$ for $k = 1, \ldots, 6$, respectively.

Generally, according to the convolution quadrature [10, 14, 15, 16] generated by $k$-th order BDF, the Riemann-Liouville fractional derivative with $\alpha \in (0, 1)$ can be approximated by

$$0D_t^\alpha \varphi(t_n) \approx \sum_{i=0}^{n} d_i^{\alpha,k} \varphi^{n-i},$$

where $\varphi^n = \varphi(t_n)$ and

$$(\delta_{\tau,k}(\zeta))^\alpha = \sum_{i=0}^{\infty} d_i^{\alpha,k} \zeta^i.$$

Similarly, the Riemann-Liouville fractional substantial derivative can be approximated by

$$0D_t^{\alpha,x_0} \varphi(t_n) \approx \sum_{i=0}^{n} d_i^{\alpha,k} e^{-\rho U(x_0) t_i} \varphi^{n-i}.$$  

By using (3.3), we have the following $k$-th order BDF fully discrete scheme: Find $G_h^n \in X_h$ such that

$$\sum_{i=0}^{n-1} d_i^{\alpha,k} (e^{-t_i \rho U(x_0)} G_h^{n-i}, v_h) + (\nabla G_h^n, \nabla v_h)$$

$$= \sum_{i=0}^{n-1} d_i^{\alpha,k} (e^{-t_i \rho U(x_0)} G^0, v_h) + \sum_{i=0}^{n-1} d_i^{\alpha-1,k} (e^{-t_i \rho U(x_0)} f^{n-i}, v_h),$$

where $f^n = f(t_n)$ and $G^0 = G_0(x_0)$. In fact, for (3.4), the desired $k$-th order accuracy can be reached only under the condition that the solution is regular enough. So here, we try to modify the scheme and get a robust $k$-th order scheme for the case with nonsmooth data. First, by Taylor’s expansion, we split $f$ into

$$f(t) = \sum_{i=0}^{k-2} \frac{t^i}{i!} \partial_t^i f(0) + R_k(t),$$
Thus (3.6) can be expressed as

\[ R_k(t) = \frac{t^{k-1}}{(k-1)!} \partial_t^{k-1} f(0) + \frac{t^{k-1}}{(k-1)!} \partial_t^k f(t) \]

and ‘*’ denotes the convolution. To capture the regularity property of the solution at starting point, the k-th order BDF fully discrete scheme can be modified as: Find \( G_h^n \in X_h \) such that

\[
\begin{align*}
\sum_{i=0}^{n-1} d_i^{n,k} (e^{-t_i \rho U(x_0)} G_h^{n-i}, v_h) + (\nabla G_h^n, \nabla v_h) &- \sum_{j=1}^{k-1} \sum_{i=0}^{n-1} d_{n-j}^{n,k} (e^{-t_i \rho U(x_0)} G^0, v_h) \\
&+ \sum_{j=1}^{k-1} a_j^{(k)} d_{n-j}^{n-1,k} (e^{-t_i \rho U(x_0)} f^0, v_h) \\
&+ \sum_{j=1}^{k-2} \sum_{i=1}^{k-1} b_{i,j}^{(k)} \tau f d_{n-j}^{n-1,k} (e^{-t_i \rho U(x_0)} \partial_t f(0), v_h) \\
&\forall v_h \in X_h.
\end{align*}
\]

(3.6)

where \( a_j^{(k)} \) and \( b_{i,j}^{(k)} \) are coefficients to be determined below. Next, introduce \( A_h \) as

\[ (A_h u_h, v_h) = (\nabla u_h, \nabla v_h) \quad \forall u_h, v_h \in X_h. \]

Thus (3.6) can be expressed as

\[
\begin{align*}
\sum_{i=0}^{n-1} d_i^{n,k} (e^{-t_i \rho U(x_0)} G_h^{n-i}, v_h - P_h(e^{-t_i \rho U(x_0)} G^0)) + A_h G_h^n \\
= \sum_{j=1}^{k-1} a_j^{(k)} \sum_{i=0}^{n-1} d_{n-j}^{n,k} P_h(e^{-t_i \rho U(x_0)} G^0) + \sum_{i=0}^{n-1} d_i^{n-1,k} P_h(e^{-t_i \rho U(x_0)} f^{n-i}) \\
+ \sum_{j=1}^{k-1} a_j^{(k)} d_{n-j}^{n-1,k} P_h(e^{-t_i \rho U(x_0)} f^0) \\
+ \sum_{j=1}^{k-2} \sum_{i=1}^{k-1} b_{i,j}^{(k)} \tau f d_{n-j}^{n-1,k} P_h(e^{-t_i \rho U(x_0)} \partial_t f(0)).
\end{align*}
\]

(3.7)
Theorem 3.2. The solution of fully discrete scheme (3.7) can be represented as

\[
G^n_h = \frac{1}{2\pi i} \int_{\Gamma^\tau_{\theta,\kappa}} e^{zt_n} ((\beta_{r,k}(z))^\alpha + A_h)^{-1} P_h \left( (\beta_{r,k}(z))^{\alpha-1} \mu_k(e^{-\beta(z)^{-1} \tau}) G^0 \right) \, \text{d}z
\]

\[
+ \frac{1}{2\pi i} \int_{\Gamma^\tau_{\theta,\kappa}} e^{zt_n} ((\beta_{r,k}(z))^\alpha + A_h)^{-1} P_h \left( (\beta_{r,k}(z))^{\alpha-1} (\delta_{r,k}(e^{-\tau}))^{-1} \mu_k(e^{-\tau}) f^0 \right) \, \text{d}z
\]

\[
+ \frac{1}{2\pi i} \int_{\Gamma^\tau_{\theta,\kappa}} e^{zt_n} ((\beta_{r,k}(z))^\alpha + A_h)^{-1} \sum_{i=1}^{k-2} P_h \left( (\beta_{r,k}(z))^{\alpha-1} \eta_{k,i}(e^{-\tau}) \partial_i f(0) \right) \, \text{d}z
\]

\[
+ \frac{1}{2\pi i} \int_{\Gamma^\tau_{\theta,\kappa}} e^{zt_n} ((\beta_{r,k}(z))^\alpha + A_h)^{-1} P_h \left( (\beta_{r,k}(z))^{\alpha-1} \sum_{n=1}^{\infty} R^n_k e^{-zt_n} \right) \, \text{d}z
\]

with the contour \( \Gamma^\tau_{\theta,\kappa} = \{ z \in \mathbb{C} : \kappa \leq |z| \leq \frac{\pi}{\tau \sin(\theta)}, \arg z = \theta \} \cup \{ z \in \mathbb{C} : |z| = \kappa, \arg z \leq \theta \} \) and

\[
\mu_k(\zeta) = \delta_k(\zeta) \left( \frac{\zeta}{1-\zeta} + \sum_{j=1}^{k-1} a_j^{(k)} \zeta^j \right), \quad \gamma_l(\zeta) = \left( \frac{\zeta}{1-\zeta} \right)^l \frac{d^l}{d\zeta^l} \frac{1}{1-\zeta},
\]

\[
\eta_{k,i}(\zeta) = \left( \frac{\gamma_l(\zeta)}{l!} + \sum_{j=1}^{k-1} a_{l,j}^{(k)} \zeta^j \right) \tau^{l+1}.
\]

Here \( R^n_k = R_k(t_n) \).

Proof. Multiplying \( \zeta^n \) on both sides of (3.7) and summing \( n \) from 1 to \( \infty \) yield

\[
\sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{k=1}^{d^n_{\alpha,k}} e^{-t_i \rho U(x_k)} G^n_{h-i} \zeta^n + \sum_{n=1}^{\infty} A_h G^n_{h-1} \zeta^n
\]

\[
= \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{k=1}^{d^n_{\alpha,k}} P_h(e^{-t_{n-i} \rho U(x_k)} G^0) \zeta^n + \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{k=1}^{d^n_{\alpha,k}} a_{n-1,j}^{(k)} P_h(e^{-t_{n-i} \rho U(x_k)} f^0) \zeta^n
\]

\[
+ \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{k=1}^{d^n_{\alpha,k}} a_{n-1,j}^{(k)} P_h(e^{-t_{n-i} \rho U(x_k)} f^0) \zeta^n
\]

\[
+ \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{k=1}^{d^n_{\alpha,k}} a_{n-1,j}^{(k)} P_h(e^{-t_{n-i} \rho U(x_k)} f^0) \zeta^n
\]

\[
+ \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{k=1}^{d^n_{\alpha,k}} a_{n-1,j}^{(k)} P_h(e^{-t_{n-i} \rho U(x_k)} f^0) \zeta^n.
\]
Using definitions of $\delta_{r,k}$ and doing simple calculations lead to

\[
((\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha + A_h) \sum_{n=1}^{\infty} G^n_h \zeta^n
\]

\[
= P_h \left( (\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha \left( \frac{e^{-\tau \rho_U(x_0)}\zeta}{1 - e^{-\tau \rho_U(x_0)}\zeta} + \sum_{j=1}^{k-1} a^{(j)}_j (e^{-\tau \rho_U(x_0)}\zeta)^j \right) G^0 \right)
\]

\[
+ P_h \left( (\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha - 1 \left( \frac{\zeta}{1 - \zeta} + \sum_{j=1}^{k-1} a^{(j)}_j \zeta^j \right) f^0 \right)
\]

\[
+ \sum_{l=1}^{k-2} P_h \left( (\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha - 1 \left( \sum_{m=1}^{k-1} \left( \frac{\gamma_l(\zeta)}{l!} + \sum_{j=1}^{k-1} b^{(j)}_{l,j} \zeta^j \right) \tau^l \partial^l f(0) \right) \right)
\]

\[
+ P_h \left( (\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha - 1 \sum_{n=1}^{\infty} R_n^0 \zeta^n \right).
\]

According to Cauchy’s integral formula, it holds that

\[
G^n_h = \frac{1}{2\pi i} \int_{|\zeta| = \xi_r} \zeta^{-n-1} ((\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha + A_h)^{-1}
\]

\[
\cdot P_h \left( (\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha \left( \frac{e^{-\tau \rho_U(x_0)}\zeta}{1 - e^{-\tau \rho_U(x_0)}\zeta} + \sum_{n=1}^{k-1} a^{(n)}_n (e^{-\tau \rho_U(x_0)}\zeta)^n \right) G^0 \right) d\zeta
\]

\[
+ \frac{1}{2\pi i} \int_{|\zeta| = \xi_r} \zeta^{-n-1} ((\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha + A_h)^{-1}
\]

\[
\cdot P_h \left( (\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha - 1 \left( \frac{\zeta}{1 - \zeta} + \sum_{n=1}^{k-1} a^{(n)}_n \zeta^n \right) f^0 \right) d\zeta
\]

\[
+ \frac{1}{2\pi i} \int_{|\zeta| = \xi_r} \zeta^{-n-1} ((\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha + A_h)^{-1}
\]

\[
\cdot \sum_{l=1}^{k-2} P_h \left( (\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha - 1 \left( \sum_{m=1}^{k-1} \left( \frac{\gamma_l(\zeta)}{l!} + \sum_{j=1}^{k-1} b^{(j)}_{l,j} \zeta^j \right) \tau^l \partial^l f(0) \right) \right)
\]

\[
+ \frac{1}{2\pi i} \int_{|\zeta| = \xi_r} \zeta^{-n-1} ((\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha + A_h)^{-1}
\]

\[
\cdot P_h \left( (\delta_{r,k}(e^{-\tau \rho_U(x_0)}\zeta)^\alpha - 1 \sum_{n=1}^{\infty} R_n^0 \zeta^n \right) d\zeta,
\]

where $\xi_r = e^{-\tau(k+1)}$. Taking $\zeta = e^{-\tau}$ and deforming $\Gamma^\tau = \{z = \kappa + 1 + iy : y \in \mathbb{R}$ and $|y| \leq \pi/\tau\}$ to $\Gamma_{\theta,h}^\tau$ imply the desired results. \qed

To construct the modification criteria, using \ref{3.5}, we rewrite the solution of Eq.
\[ G = ((\beta(z))^{\alpha} + A)^{-1}((\beta(z))^{\alpha-1}G_0) \]
\[ + \sum_{i=0}^{k-2}((\beta(z))^{\alpha} + A)^{-1}((\beta(z))^{\alpha-1}z^{-i-1} \partial_i f(0)) \]
\[ + ((\beta(z))^{\alpha} + A)^{-1}((\beta(z))^{\alpha-1}R_k). \]

By comparing (3.8) and (3.9), to guarantee \( O(\tau^k) \) in time and \( O(h^2) \) in space accuracies at the same time, the following estimates are expected, i.e., for \( z \in \Gamma_{\tau,k}^\tau \),

\[ \| \mu_k(e^{-\tau z}) - 1 \| \leq C|z|^k \tau^k, \]
\[ \| \eta_{k,l}(e^{-\tau z}) - \frac{1}{z^{l+1}} \| \leq C|z|^{k-l-1} \tau^k, \quad l = 1, 2, \ldots, k-2, \]
\[ \| \beta_{\tau,k}(z) - \beta(z) \| \leq C|z|^{k+1} \tau^k, \]
\[ \| ((\beta_{\tau,k}(z))^{\alpha} + A)^{-1} - ((\beta_{\tau,k}(z))^{\alpha} + A_h)^{-1}P_h \| \leq Ch^2. \]

It’s easy to check that the last two estimates hold automatically; see Lemmas 4.1 and 4.4. For the first two estimates, similar to the derivations of coefficients in Section 2.2 of [11], the appropriate choices of \( a_{j}^{(k)} \) and \( b_{l,j}^{(k)} \) in (4.10) make them hold; see Tables 4.1 and 4.2.

Table 3.1: Value of \( a_{j}^{(k)} \)

| Order | \( a_{1}^{(k)} \) | \( a_{2}^{(k)} \) | \( a_{3}^{(k)} \) | \( a_{4}^{(k)} \) | \( a_{5}^{(k)} \) |
|-------|----------------|----------------|----------------|----------------|----------------|
| \( k = 2 \) | \( \frac{7}{1} \) | \( \frac{5}{1} \) | \( \frac{3}{1} \) | \( \frac{1}{1} \) | \( \frac{1}{1} \) |
| \( k = 3 \) | \( \frac{11}{2} \) | \( \frac{-5}{2} \) | \( \frac{3}{2} \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) |
| \( k = 4 \) | \( \frac{17}{3} \) | \( \frac{-7}{3} \) | \( \frac{5}{3} \) | \( \frac{1}{3} \) | \( \frac{1}{3} \) |
| \( k = 5 \) | \( \frac{23}{4} \) | \( \frac{-9}{4} \) | \( \frac{7}{4} \) | \( \frac{1}{4} \) | \( \frac{1}{4} \) |
| \( k = 6 \) | \( \frac{29}{5} \) | \( \frac{-11}{5} \) | \( \frac{9}{5} \) | \( \frac{1}{5} \) | \( \frac{1}{5} \) |

**Remark 3.1.** Similar to the proof of Theorem 7.2, the solution of (3.4) with \( f = 0 \) can be represented by

\[ G_h^n = \frac{1}{2\pi i} \int_{\Gamma_{\tau,k}^\tau} e^{zt}((\beta_{\tau,k}(z))^{\alpha} + A_h)^{-1}P_h((\beta_{\tau,k}(z))^{\alpha-1}e^{-\beta(z)\tau}G^0)dz. \]

Motivated by the idea provided in [11], a general way is to try to rewrite (3.11) as

\[ ((\beta_{\tau,k}(z))^{\alpha} + A_h) \sum_{n=1}^{\infty} (G_h^n - P_h e^{-\mu(t_n)\tau}G^0) e^{-zt} = A_h P_h ((\beta_{\tau,k}(z))^{\alpha-1}e^{-\beta(z)\tau}G^0) \]

and get \( k \)-th order scheme by adding some suitable terms to make

\[ \left\| \beta_{\tau,k}(z) \left( \frac{e^{-\beta(z)\tau}}{1 - e^{-\beta(z)\tau}} + \sum_{j=1}^{k-1} a_j^{(k)} e^{-\beta(z)\tau_j} \right) - 1 \right\| \leq C|z|^{k+1}\tau^k. \]
Using the same procedure as in the proof of Theorem 3.2, the solution of Eq. (4.1)

\[ \text{is obtained in} \ L^\infty \text{mates for the modified high-order BDF scheme. Then the optimal spatial convergence} \]

Caused by the term \((\beta_{\tau,k}(z))^{\alpha-1})\) in the right hand of Eq. (3.12), we need to modify numerical scheme in each step to keep \(O(k)\) convergence in time.

4. Error estimates. In this section, we first provide the temporal error estimates for the modified high-order BDF scheme. Then the optimal spatial convergence is obtained in \(L^2\) and \(H^1\)-norm.

Consider the time semi-discrete scheme

\[
\begin{align*}
\sum_{i=0}^{n-1} & a^{\alpha,k}_i (e^{-t_i \rho U(x_0)} G^{n-i} - (e^{-t_i \rho U(x_0)} G^0) + AG^n \\
= & \sum_{j=1}^{k-1} a^{\alpha,k}_{n-j} a^{(k)}_j (e^{-t_{n-j} \rho U(x_0)} G^0) + \sum_{i=0}^{n-1} d^{-1,k}_i (e^{-t_i \rho U(x_0)} f_{n-i}) \\
+ & \sum_{j=1}^{k-1} a^{(k)}_j d^{-1,k}_{n-j} (e^{-t_{n-j} \rho U(x_0)} f^0) \\
+ & \sum_{l=1}^{k-2} \sum_{j=1}^{k-1} b^{(k)}_{l,j} t^d d^{-1,k}_{n-j} (e^{-t_{n-j} \rho U(x_0)} \partial_t f(0)), \quad \text{in} \ \Omega, \\
G^0 & = G_0(x_0), \quad \text{in} \ \Omega, \\
G^0 & = 0, \quad \text{on} \ \partial \Omega.
\end{align*}
\]

Using the same procedure as in the proof of Theorem 3.2, the solution of Eq. (4.1)
can be expressed as

\begin{equation}
G^n = \frac{1}{2\pi i} \int_{\Gamma^n_{\theta,\kappa}} e^{zt_n}((\beta_{\tau,k}(z))^\alpha + A)^{-1} \left((\beta_{\tau,k}(z))^\alpha \mu_k(e^{-\beta(z)}t)G^0\right) dz
\end{equation}

\begin{align*}
+ \frac{1}{2\pi i} & \int_{\Gamma^n_{\theta,\kappa}} e^{zt_n}((\beta_{\tau,k}(z))^\alpha + A)^{-1} (\delta_{\tau,k}(e^{-\beta(z)})^{-1} \mu_k(e^{-\tau}f) dz \\
+ \frac{1}{2\pi i} & \int_{\Gamma^n_{\theta,\kappa}} e^{zt_n}((\beta_{\tau,k}(z))^\alpha + A)^{-1} \sum_{l=1}^{k-2} \left(\left((\beta_{\tau,k}(z))^\alpha \eta_{l-1}(e^{-\beta(z)})\right) dz \\
+ \frac{1}{2\pi i} & \int_{\Gamma^n_{\theta,\kappa}} e^{zt_n}((\beta_{\tau,k}(z))^\alpha + A)^{-1} \left(\beta_{\tau,k}(z)\eta_{l-1}(e^{-\beta(z)})\right) dz.
\end{align*}

Next, we give two lemmas about $\beta_{\tau,k}(z)$, $k = 1, \ldots, 6$.

**Lemma 4.1.** Let $\beta_{\tau,k}(z)$ be defined in (4.2) and $U(x_0)$ bounded in $\bar{\Omega}$. Denote $\Sigma^\alpha_{\theta,\kappa} = \{z \in \C \mid |z| \geq \kappa, \arg z \leq \theta, |Im(z)| \leq \frac{\pi}{2}, Re(z) \leq \kappa + 1 \}$ with $Im(z)$ being the imaginary part of $z$ and $Re(z)$ the real part of $z$. By choosing $\theta \in (\frac{\pi}{2}, \pi)$ sufficiently close to $\frac{\pi}{2}$ and $\kappa > 0$ large enough (depending on $\rho \|U(x_0)\|_{L^\infty(\Omega)}$), there exists a positive constant $\tau_*$ (depending on $\theta$ and $\kappa$) such that the following estimates hold when $\tau \leq \tau_*$. 

1. For all $x_0 \in \bar{\Omega}$ and $z \in \Sigma^\alpha_{\theta,\kappa}$, we have $\beta_{\tau,k}(z) \in \Sigma_{\pi-\theta_k+\tau,\kappa}$, where $\theta_k$ is given in Lemma 3.1, and

\[ C_1 |z| \leq |\beta_{\tau,k}(z)| \leq C_2 |z|. \]

2. The operator $((\beta_{\tau,k}(z))^\alpha + A)^{-1} : L^2(\Omega) \to L^2(\Omega)$ is well-defined, bounded, and analytic with respect to $z \in \Sigma^\alpha_{\theta,\kappa}$, satisfying

\[ \|A((\beta_{\tau,k}(z))^\alpha + A)^{-1}\| \leq C \quad \forall z \in \Sigma^\alpha_{\theta,\kappa}, \]

\[ \|((\beta_{\tau,k}(z))^\alpha + A)^{-1}\| \leq C|z|^{-\alpha} \quad \forall z \in \Sigma^\alpha_{\theta,\kappa}. \]

3. For all $x_0 \in \bar{\Omega}$ and the real number $\gamma$, there holds

\[ |(\beta(z))^{-1} - (\beta_{\tau,k}(z))^{-1}| \leq C\tau^k |z|^{-\gamma} \quad \forall z \in \Sigma^\alpha_{\theta,\kappa}, \]

where $\beta(z)$ is defined in (2.2).

**Proof.** According to (4.2), we have $\delta_k^{(i)}(z) \neq 0$ in the neighborhood of the unit circle. By choosing $\kappa \geq 8\rho \|U(x_0)\|_{L^\infty(\Omega)}$, $\theta$ sufficiently close to $\frac{\pi}{2}$ and $\tau \leq \frac{\pi}{2\tau}$, we have that $e^{-\tau \beta(z)}$ lies in the neighborhood of the unit circle and there exist two positive constants $C_1$ and $C_2$ such that

\begin{equation}
C_1 \leq \left|\frac{\delta_k(e^{-\tau \beta(z)})}{1 - e^{-\tau \beta(z)}}\right| \leq C_2 \quad \forall z \in \Sigma^\alpha_{\theta,\kappa}.
\end{equation}

From (4.2), there holds

\[ C_1 |z| \leq |\delta_{\tau,1}(e^{-\tau \beta(z)})| \leq C_2 |z|, \]

which leads to

\[ C_1 |z| \leq |\delta_{\tau,k}(e^{-\tau \beta(z)})| \leq C_2 |z|. \]
Combining Lemma 4.1, one has
\[
\beta_{\tau,k}(z) \in \Sigma_{\eta - \delta_k + \epsilon},
\]
which yields the second conclusion by using \(|\beta_{\tau,k}(z)| \geq C|z|\) and the resolvent estimate 9.

As for the third conclusion, there holds
\[
|\tau| |\beta(z)| \leq \frac{1}{2}, \quad \text{we obtain}
\]
\[
|\tau| |\beta(z)| \leq |\beta(z)| \gamma C \tau^k |\beta(z)|^k = C \tau^k |\beta(z)|^{\gamma+k}.
\]

As for \(\tau|\beta(z)| > 1/2\), we have
\[
\tau|z| \geq C \tau|\beta_{\tau,k}(z)| \geq C \quad \forall z \in \Gamma_{0,\kappa},
\]
\[
|\beta(z)| \gamma - (\beta_{\tau,k}(z)) ^\gamma| \leq |\beta(z)| \gamma C \tau^k |\beta(z)|^k = C \tau^k |\beta(z)|^{\gamma+k}.
\]

Thus the third conclusion is obtained.

**Lemma 4.2.** Let \(\delta_{\tau,k}(e^{-z\tau})\) be defined in (3.2), \(U(x_0)\) bounded in \(\bar{\Omega}\), and \(L = |\rho||U(x_0)||_{L^\infty(\bar{\Omega})}\). There exist positive constants \(\theta_0 \in \left(\frac{\tau}{2}, \frac{5\tau}{14}\right)\) and \(\tau_0\) such that if \(\theta \in \left(\frac{\tau}{2}, \theta_0\right)\) and \(\tau \in (0, \tau_0)\), then
\[
(4.4) \quad \delta_{\tau,k}(e^{-\beta(z)\tau}) \in \Sigma_{\eta - \delta_k + \epsilon} \quad \forall z \in \Gamma_{0,\kappa}^* \quad \text{and} \quad \forall x_0 \in \bar{\Omega}.
\]

**Proof.** Take \(\kappa (> 8L)\) sufficiently large, \(r = \text{Re}(\rho U(x_0))\), and \(\omega = i \cdot \text{Im}(\rho U(x_0))\) for \(x_0 \in \bar{\Omega}\). Here we choose \(\tau \leq \frac{1}{\kappa r + \tau}\) to make \(e^{-z\tau}\) lie in the neighborhood of 1. Taylor’s expansion and \(\tau|z| \leq C\) give
\[
(4.5) \quad \left| \frac{zt e^{-z\tau}}{1 - e^{-z\tau}} \right| \leq 1 + O(|z| \tau) \leq C.
\]

Combining (4.3), (4.6), and the bound of \(|\tau| \delta_{\tau,k}(e^{-z\tau})|\), i.e., \(|\tau| \delta_{\tau,k}(e^{-z\tau})| \leq 1 + \tau|\delta_{\tau,k-1}(e^{-z\tau})| \leq C\) for \(k > 1\) and \(|\tau| \delta'_{\tau,k}(e^{-z\tau})| \leq C\), we have, for some \(\sigma \in (0, 1)\)
\[
\frac{\delta_{\tau,k}(e^{-z\tau}) - \delta_{\tau,k}(e^{-z\tau})}{\delta_{\tau,k}(e^{-z\tau})} \leq C \left| \frac{1}{\delta_{\tau,k}(e^{-z\tau})} \right| - 1
\]
\[
\leq CL \left| \frac{\delta_{\tau,k}(e^{-z\tau}) - \delta_{\tau,k}(e^{-z\tau})}{\delta_{\tau,k}(e^{-z\tau})} \right| \leq C \left| \frac{\delta_{\tau,k}(e^{-z\tau}) - \delta_{\tau,k}(e^{-z\tau})}{\delta_{\tau,k}(e^{-z\tau})} \right|
\]
\[
\leq CL \left| \frac{\delta_{\tau,k}(e^{-z\tau}) - \delta_{\tau,k}(e^{-z\tau})}{\delta_{\tau,k}(e^{-z\tau})} \right| \leq C L \frac{\tau e^{-z\tau}}{1 - e^{-z\tau}} \leq C \frac{L}{\kappa}.
\]
where \( \delta'_{r,k}(\zeta) \) is the first order derivative about \( \zeta \). Taking \( \kappa \) large enough results in

\[
| \arg(\delta_{r,k}(e^{-r\tau e^{-z\tau}})) - \arg(\delta_{r,k}(e^{-z\tau})) | \leq \epsilon/4.
\]

Similarly, there holds, for some \( \sigma \in (0, 1) \)

\[
\left| \frac{\delta_{r,k}(e^{-\sigma\omega\tau e^{-r\tau} e^{-z\tau}}) - e^{-r\tau} e^{-z\tau}}{\delta_{r,k}(e^{-z\tau})} \right| \leq CT \frac{\tau e^{-2z\tau} e^{-r\tau}}{1 - e^{-r\tau} e^{-z\tau}} \leq C \frac{L}{\kappa}.
\]

Again, when \( \kappa \) is large enough, it holds

\[
| \arg(\delta_{r,k}(e^{-\omega\tau e^{-r\tau} e^{-z\tau}})) - \arg(\delta_{r,k}(e^{-z\tau})) | \leq \epsilon/4.
\]

From \([10]\), we have

\[
\delta_{r,k}(e^{-z\tau}) \in \Sigma_{\pi - \vartheta_k + \epsilon/2}.
\]

Thus

\[
\beta_{r,k}(z) = \delta_{r,k}(e^{-\tau(z + \rho U(x_0))}) \in \Sigma_{\pi - \vartheta_k + \epsilon}.
\]

According to the above two lemmas, the following temporal error estimates can be obtained.

**Theorem 4.3.** Let \( G(t_n) \) and \( G^n \) be the solutions of Eqs. \([3.13]\) and \([4.1]\), respectively. Assume \( U(x_0) \) is bounded in \( \Omega \). If \( G_0 \in L^2(\Omega), f \in C^{k-1}(0, T), L^2(\Omega) \), and \( \int_0^1 \| \partial^k_f f(s) \|_{L^2(\Omega)} ds < \infty \), then there holds

\[
\| G(t_n) - G^n \|_{L^2(\Omega)} \leq C t_n^{-k} \tau^k \| G_0 \|_{L^2(\Omega)} + C \sum_{l=0}^{k-1} \tau^k \int_0^1 \| \partial^l f(0) \|_{L^2(\Omega)} ds.
\]
where

$$I \leq C \left\| \int_{\Gamma_{\delta, \kappa, \theta}} e^{zt_n} \left( (\beta(z))^\alpha + A \right)^{-1} ( (\beta(z))^\alpha G_0) dz \right\|_{L^2(\Omega)},$$

$$II \leq C \left\| \int_{\Gamma_{\delta, \kappa, \theta}} e^{zt_n} \left( (\beta(z))^\alpha + A \right)^{-1} \left( (\beta(z))^\alpha \mu_k(e^{-\beta(z)^\tau} \Gamma_0) \right) dz \right\|_{L^2(\Omega)},$$

$$III \leq C \left\| \int_{\Gamma_{\delta, \kappa, \theta}} e^{zt_n} \left( (\beta(z))^\alpha + A \right)^{-1} \sum_{l=1}^{k-2} ( (\beta(z))^\alpha z^{-l-1} \partial_l f(0) ) dz \right\|_{L^2(\Omega)},$$

$$IV \leq C \left\| \int_{\Gamma_{\delta, \kappa, \theta}} e^{zt_n} \left( (\beta(z))^\alpha + A \right)^{-1} \left( (\beta(z))^\alpha \mu_k(e^{-\beta(z)^\tau} \Gamma_0) \right) dz \right\|_{L^2(\Omega)}.$$

For $I$, it has

$$I \leq C \left\| \int_{\Gamma_{\delta, \kappa, \theta}} e^{zt_n} \left( (\beta(z))^\alpha + A \right)^{-1} ( (\beta(z))^\alpha G_0) dz \right\|_{L^2(\Omega)} + \left\| \int_{\Gamma_{\delta, \kappa, \theta}} e^{zt_n} \left( (\beta(z))^\alpha + A \right)^{-1} ( (\beta(z))^\alpha G_0) dz \right\|_{L^2(\Omega)} - \left( (\beta(z))^\alpha + A \right)^{-1} \mu_k(e^{-\beta(z)^\tau} \Gamma_0) \right\|_{L^2(\Omega)}.$$

Combining Eq. 6.10 and Lemmas 2.1 and 4.1 yields

$$\left\| ( (\beta(z))^\alpha + A \right)^{-1} ( (\beta(z))^\alpha G_0) - ( (\beta(z))^\alpha + A \right)^{-1} \mu_k(e^{-\beta(z)^\tau} \Gamma_0) \right\|_{L^2(\Omega)} \leq \left\| ( (\beta(z))^\alpha + A \right)^{-1} ( (\beta(z))^\alpha G_0) - ( (\beta(z))^\alpha + A \right)^{-1} ( (\beta(z))^\alpha G_0) \right\|_{L^2(\Omega)} + \left\| ( (\beta(z))^\alpha + A \right)^{-1} ( (\beta(z))^\alpha G_0) - ( (\beta(z))^\alpha + A \right)^{-1} \mu_k(e^{-\beta(z)^\tau} \Gamma_0) \right\|_{L^2(\Omega)} \leq C z^{k-1} t_n \| G_0 \|_{L^2(\Omega)},$$

which leads to

$$I \leq C t_n^{k-1} \| G_0 \|_{L^2(\Omega)}.$$
Combining Eq. (3.10) and Lemmas 2.1 and 4.1 gives

\[ \text{As for } III, \text{ we have} \]

\[ \left\| \frac{C}{z^{l+1-k}} \frac{\| f \|_{L^2(\Omega)}}{t_n^{l+1-k}} \right\|_{L^2(\Omega)} \]

\[ \leq C \int_{\Gamma_{\theta,\kappa}} e^{zt_n} ((\beta(z))^\alpha + A)^{-1} \sum_{l=1}^{k-2} ((\beta(z))^\alpha z^{-l-1} \partial^l_t f(0)) \, dz \]

\[ \leq C \int_{\Gamma_{\theta,\kappa}} e^{zt_n} ((\beta(z))^\alpha + A)^{-1} \sum_{l=1}^{k-2} ((\beta(z))^\alpha z^{-l-1} \partial^l_t f(0)) \, dz \]

\[ \leq C \int_{\Gamma_{\theta,\kappa}} e^{zt_n} ((\beta(z))^\alpha + A)^{-1} \sum_{l=1}^{k-2} ((\beta(z))^\alpha z^{-l-1} \partial^l_t f(0)) \, dz \]

\[ \leq C z^{l+1-k} \frac{\| f \|_{L^2(\Omega)}}{t_n^{l+1-k}} \]

which implies

\[ III \leq C \tau^k t_n^{l+1-k} \frac{\| f \|_{L^2(\Omega)}}{t_n^{l+1-k}} \]

As for IV, it has

\[ IV \leq IV_1 + IV_2, \]

where

\[ IV_1 \leq C \int_{\Gamma_{\theta,\kappa}} e^{zt_n} ((\beta(z))^\alpha + A)^{-1} \sum_{l=1}^{k-2} ((\beta(z))^\alpha z^{-l-1} \partial^l_t f(0)) \, dz \]

\[ - \int_{\Gamma_{\theta,\kappa}} e^{zt_n} ((\beta,\kappa(z))^\alpha + A)^{-1} \left( \sum_{l=1}^{k-2} (\beta,\kappa(z))^\alpha \frac{t_n^{k-l}}{(k-l)!} \partial^l_e f(0) e^{-zt_n} \right) \, dz \]

\[ IV_2 \leq C \int_{\Gamma_{\theta,\kappa}} \frac{1}{2\pi i} e^{zt_n} ((\beta(z))^\alpha + A)^{-1} \left( \sum_{l=1}^{k-2} (\beta(z))^\alpha \frac{t_n^{k-l}}{(k-l)!} \partial^l_e f(0) e^{-zt_n} \right) \, dz \]
Simple calculations [10] lead to

\[
IV \leq C\tau^k \|\partial_t^{k-1} f(0)\|_{L^2(\Omega)} + C\tau^k \int_0^{t_n} \|\partial_t^k f(s)\|_{L^2(\Omega)} ds.
\]

Now, we provide the spatial error estimate.

**Lemma 4.4 ([18]).** Let \( v \in L^2(\Omega) \), \( U(x_0) \) be bounded in \( \tilde{\Omega} \) and \( z \in \Sigma^\tau_{\theta,\kappa} \) with \( \kappa \) largely enough, where \( \Sigma^\tau_{\theta,\kappa} \) is defined in Lemma 2. Denote \( w = ((\beta_{r,k}(z))^\alpha + A)^{-1}v \) and \( w_h = ((\beta_{r,k}(z))^\alpha + A_h)^{-1}P_h v \), where \( \beta_{r,k}(z) \) is defined in (3.2). Then one has

\[
\|w - w_h\|_{L^2(\Omega)} + h\|w - w_h\|_{H^1(\Omega)} \leq Ch^2\|v\|_{L^2(\Omega)}.
\]

**Proof.** The results can be similarly obtained as the proof in [18].

**Theorem 4.5.** Let \( G^n \) and \( G_h^n \) be the solutions of Eqs. (4.2) and (3.1) respectively and assume \( G_0 \in L^2(\Omega), f \in C^k([0, T], L^2(\Omega)) \), \( \int_0^T \|\partial_t^k f(s)\|_{L^2(\Omega)} ds < \infty \) and \( U(x_0) \) is bounded in \( \tilde{\Omega} \). Then we have

\[
\|G^n - G_h^n\|_{L^2(\Omega)} + h\|G^n - G_h^n\|_{H^1(\Omega)} \leq Ch^2T_n^{-\alpha}\|G_0\|_{L^2(\Omega)} + Ch^2\sum_{l=0}^{k-1}\|\partial_t^l f(0)\|_{L^2(\Omega)} + Ch^2 \int_0^{t_n} \|\partial_t^k f(s)\|_{L^2(\Omega)} ds.
\]

**Proof.** Subtracting (3.8) from (4.2) leads to

\[
\|G^n - G_h^n\|_{L^2(\Omega)} \leq C\left|\int_{\Gamma_{\theta,\kappa}^\tau} e^{-\tau t_n} \left( ((\beta_{r,k}(z))^\alpha + A)^{-1} - ((\beta_{r,k}(z))^\alpha + A_h)^{-1} P_h \right) \right|_{L^2(\Omega)}
\]

\[
\cdot \left( (\beta_{r,k}(z))^{\alpha-1} \mu_k (e^{-\beta(z)\tau})G^0 \right) dz + C\left|\int_{\Gamma_{\theta,\kappa}^\tau} e^{-\tau t_n} \left( ((\beta_{r,k}(z))^\alpha + A)^{-1} - ((\beta_{r,k}(z))^\alpha + A_h)^{-1} P_h \right) \right|_{L^2(\Omega)}
\]

\[
\cdot (\beta_{r,k}(z))^{\alpha-1} (\delta_{r,k}(e^{-\tau \eta}))^{-1} \mu_k (e^{-\tau \eta}) f^0 dz + C\left|\int_{\Gamma_{\theta,\kappa}^\tau} e^{-\tau t_n} \left( ((\beta_{r,k}(z))^\alpha + A)^{-1} - ((\beta_{r,k}(z))^\alpha + A_h)^{-1} P_h \right) \right|_{L^2(\Omega)}
\]

\[
\cdot \sum_{l=1}^{k-2} (\beta_{r,k}(z))^{\alpha-1} \eta_{l+1} (e^{-\tau \eta}) \partial_t^l f(0) dz + C\left|\int_{\Gamma_{\theta,\kappa}^\tau} e^{-\tau t_n} \left( ((\beta_{r,k}(z))^\alpha + A)^{-1} - ((\beta_{r,k}(z))^\alpha + A_h)^{-1} P_h \right) \right|_{L^2(\Omega)}
\]

\[
\cdot (\beta_{r,k}(z))^{\alpha-1} \tau \sum_{n=1}^\infty R_n^0 e^{-\tau t_n} dz \right|_{L^2(\Omega)}.
\]

Using Lemmas 4.1 and 4.4 lead to

\[
\|G^n - G_h^n\|_{L^2(\Omega)} \leq Ch^2T_n^{-\alpha}\|G_0\|_{L^2(\Omega)} + Ch^2\sum_{l=0}^{k-1}\|\partial_t^l f(0)\|_{L^2(\Omega)} + Ch^2 \int_0^{t_n} \|\partial_t^k f(s)\|_{L^2(\Omega)} ds.
\]
Similarly, we have
\[
\|G^n - G^n_h\|_{L^2(\Omega)} \leq C h t_n^{-\alpha} \|G_0\|_{L^2(\Omega)} + C h \sum_{l=0}^{k-1} \|\partial^l_t f(0)\|_{L^2(\Omega)} + C h \int_0^{t_n} \|\partial^k_t f(s)\|_{L^2(\Omega)} \, ds.
\]

Lastly, according to Theorems 4.3 and 4.5, the following error estimates of the fully discrete scheme are reached.

**Theorem 4.6.** Let \(G(t)\) and \(G^n_h\) be the solutions of Eqs. (1.3) and (3.7) respectively and assume \(G_0 \in L^2(\Omega), f \in C^{k-1}([0, T], L^2(\Omega)), \int_0^T (t-s)^{-\alpha} \|f(s)\|_{L^2(\Omega)} ds < \infty, \int_0^T \|\partial^k_t f(s)\|_{L^2(\Omega)} ds < \infty, \) and \(U(x_0)\) is bounded in \(\bar{\Omega}.\) Then one has
\[
\|G(t_n) - G^n_h\|_{L^2(\Omega)} \leq C h^2 t_n^{-\alpha} \|G_0\|_{L^2(\Omega)} + C h^2 \sum_{l=0}^{k-1} \|\partial^l_t f(0)\|_{L^2(\Omega)} + C h \int_0^{t_n} \|\partial^k_t f(s)\|_{L^2(\Omega)} \, ds
\]

\[
+ C t_n^{-k} \tau^k \|G_0\|_{L^2(\Omega)} + C \tau^k \sum_{l=0}^{k-1} t_n^{l+1-k} \|\partial^l_t f_0\|_{L^2(\Omega)}
\]

\[
+ C \tau^k \int_0^{t_n} \|\partial^k_t f(s)\|_{L^2(\Omega)} ds.
\]

5. **Numerical experiments.** In this section, we perform the numerical experiments to verify the effectiveness of the designed schemes. Since the exact solution \(G\) is unknown, to test the space convergence rates, we denote by
\[
E_h = \|G^n_h - G^n_{h/2}\|_{L^2(\Omega)},
\]
where \(G^n_h\) means the numerical solution of \(G\) at time \(t_n\) with mesh size \(h;\) similarly, to test the temporal convergence rates, we take
\[
E_\tau = \|G_\tau - G_{\tau/2}\|_{L^2(\Omega)},
\]
where \(G_\tau\) is the numerical solution of \(G\) at the fixed time \(t\) with step size \(\tau.\) The spatial and temporal convergence rates can be, respectively, obtained by calculating
\[
\text{Rate} = \frac{\ln(E_h/E_{h/2})}{\ln(2)}, \quad \text{Rate} = \frac{\ln(E_\tau/E_{\tau/2})}{\ln(2)}.
\]

For convenience, we take \(\Omega = (0, 1)\) and choose \(T = 1\) as a terminal time in the following examples. And all the computations are carried out in Julia 1.4.3 on a personal laptop. To observe the temporal convergence rates clearly, we use 80-bit precision float to do the computation and save the data.

**Example 5.1.** In this example, we take \(\rho = -1,\)
\[
f(x_0, \rho, t) = 0, \quad G(x_0, \rho, 0) = x_0(1 - x_0) \quad \text{and} \quad U(x_0) = \chi_{(0, 0.5)}(x_0),
\]
where \(\chi_{(a,b)}\) denotes the characteristic function on \((a, b).\) To investigate the convergence in temporal direction and eliminate the influence from spatial discretization, we
Table 5.1: Temporal errors and convergence rates

| α  | k \(1/\tau\) | Rate |
|----|---------------|------|
| 0.3| 2 | 1.3916E-06 | 5.2703E-09 | \(\approx 2.0029\) |
| 3  | 6.959E-08 | 9.8763E-10 | 1.5214E-11 | \(\approx 3.0068\) |
| 4  | 4.5036E-09 | 3.2977E-13 | 1.0025E-14 | \(\approx 5.0197\) |
| 5  | 4.1599E-10 | 8.5287E-15 | 1.9547E-16 | \(\approx 5.0197\) |
| 6  | 3.6025E-07 | 4.3156E-11 | 8.5287E-15 | \(\approx 5.0197\) |

\(\approx\) indicates the order of the rate.

Table 5.2: Temporal errors and convergence rates

| α  | k \(1/\tau\) | Rate |
|----|---------------|------|
| 0.7| 2 | 3.6346E-06 | 1.3630E-08 | \(\approx 2.0039\) |
| 3  | 2.1375E-07 | 3.8758E-09 | 7.6351E-12 | \(\approx 3.0083\) |
| 4  | 1.6696E-08 | 5.7657E-11 | 2.1854E-13 | \(\approx 4.0144\) |
| 5  | 1.8665E-09 | 1.3418E-12 | 4.0650E-14 | \(\approx 5.0222\) |
| 6  | 2.7567E-06 | 1.938E-14 | 8.2994E-18 | \(\approx 6.0318\) |

Example 5.2. Here, we take \(\rho = -1\),
\[
 f(x_0, \rho, t) = (1 - x_0)e^{-\rho}(0.5, 1)(x_0)^t, \quad G(x_0, \rho, 0) = 0 \quad \text{and} \quad U(x_0) = \chi((0.5, 1))(x_0).
\]
To avoid the influence on temporal errors from the spatial discretization, we choose \(h = 1/100\). We use (3.7) to solve (1.3) and present the corresponding temporal errors and convergence rates in Table 5.2. The convergence rates are steady and can reach up to order 6.

Example 5.3. In this example, we take \(\rho = -1 + \pi i\),
\[
 f(x_0, \rho, t) = 0, \quad G(x_0, \rho, 0) = -5\chi((0, 0.5))(x_0) + 5\chi((0.5, 1))(x_0), \quad \text{and} \quad U(x_0) = 3(x_0 + 0.5)^5\chi((0, 0.5))(x_0).
\]
We choose \(\tau = 1/200\) to decrease the errors caused by temporal discretizations. We use (3.7) to solve Eq. (1.3) and present the \(L^2\)- and \(H^1\)-norm errors and convergence rates in Tables 5.3 and 5.4, respectively. All the convergence rates are consistent with the predicted results.
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Table 5.3: $L^2$-norm errors in space and convergence rates

| $\alpha$ | $k \backslash h$ | 20    | 40    | 80    | 160   | 4096  | Rate  |
|-------|------------------|------|------|------|------|------|-------|
| 0.3   | 2                | 7.051E-06 | 1.761E-06 | 4.403E-07 | 1.1012E-07 | 7.523E-08 | 1.7994E-03 | 8.9919E-04 | 4.4953E-04 | 2.2476E-04 | 1.1238E-04 | 1.7994E-03 | 8.9919E-04 | 4.4953E-04 | 2.2476E-04 | 1.1238E-04 | 2.0003 |
|       | 3                | 7.051E-06 | 1.761E-06 | 4.403E-07 | 1.1007E-07 | 7.470E-08 | 2.0024 |
|       | 4                | 7.051E-06 | 1.761E-06 | 4.403E-07 | 1.1008E-07 | 7.469E-08 | 2.0026 |
|       | 5                | 7.051E-06 | 1.761E-06 | 4.403E-07 | 1.1009E-07 | 7.578E-08 | 1.9971 |
|       | 6                | 7.051E-06 | 1.761E-06 | 4.403E-07 | 1.1011E-07 | 7.419E-08 | 2.0056 |
| 0.8   | 2                | 2.0656E-06 | 5.161E-07 | 1.2901E-07 | 3.2251E-08 | 8.0778E-09 | 1.7994E-03 | 8.9919E-04 | 4.4953E-04 | 2.2476E-04 | 1.1238E-04 | 6.2678E-03 | 3.1320E-03 | 1.5658E-03 | 7.8285E-04 | 3.9142E-04 | 1.9974 |
|       | 3                | 2.0656E-06 | 5.161E-07 | 1.2901E-07 | 3.2251E-08 | 8.0778E-09 | 1.9973 |
|       | 4                | 2.0656E-06 | 5.161E-07 | 1.2901E-07 | 3.2248E-08 | 8.0629E-09 | 1.9998 |
|       | 5                | 2.0656E-06 | 5.161E-07 | 1.2901E-07 | 3.2248E-08 | 8.0769E-09 | 1.9973 |
|       | 6                | 2.0656E-06 | 5.161E-07 | 1.2901E-07 | 3.2248E-08 | 8.0928E-09 | 1.9945 |

Table 5.4: $H^1$-norm errors in space and convergence rates

| $\alpha$ | $k \backslash h$ | 256   | 512   | 1024  | 2048  | 4096  | Rate  |
|-------|------------------|------|------|------|------|------|-------|
| 0.3   | 2                | 6.267E-03 | 3.132E-03 | 1.565E-03 | 7.828E-04 | 3.914E-04 | 1.7994E-03 | 8.9919E-04 | 4.4953E-04 | 2.2476E-04 | 1.1238E-04 | 1.7994E-03 | 8.9919E-04 | 4.4953E-04 | 2.2476E-04 | 1.1238E-04 | 1.0000 |
|       | 3                | 6.267E-03 | 3.132E-03 | 1.565E-03 | 7.828E-04 | 3.914E-04 | 1.0000 |
|       | 4                | 6.267E-03 | 3.132E-03 | 1.565E-03 | 7.828E-04 | 3.914E-04 | 1.0000 |
|       | 5                | 6.267E-03 | 3.132E-03 | 1.565E-03 | 7.828E-04 | 3.914E-04 | 1.0000 |
|       | 6                | 6.267E-03 | 3.132E-03 | 1.565E-03 | 7.828E-04 | 3.914E-04 | 1.0000 |
| 0.8   | 2                | 1.799E-03 | 8.991E-04 | 4.495E-04 | 2.247E-04 | 1.123E-04 | 1.7994E-03 | 8.9919E-04 | 4.4953E-04 | 2.2476E-04 | 1.1238E-04 | 1.0000 |
|       | 3                | 1.799E-03 | 8.991E-04 | 4.495E-04 | 2.247E-04 | 1.123E-04 | 1.0000 |
|       | 4                | 1.799E-03 | 8.991E-04 | 4.495E-04 | 2.247E-04 | 1.123E-04 | 1.0000 |
|       | 5                | 1.799E-03 | 8.991E-04 | 4.495E-04 | 2.247E-04 | 1.123E-04 | 1.0000 |
|       | 6                | 1.799E-03 | 8.991E-04 | 4.495E-04 | 2.247E-04 | 1.123E-04 | 1.0000 |

Furthermore, to show the effectiveness of our scheme and the significance of corrections for all steps, we provide another comparative example. Applying the correction scheme provided in (14) to our problem and taking $L^2$ projection on $e^{-t_n\rho U(x_0)}G^0$, then one has the fully discrete scheme

\[
\begin{align*}
\sum_{i=0}^{n-1} d_i^{a,k}(e^{-t_i\rho U(x_0)}G_h^{n-i}, v_h) + (A_h G_h^n, v_h) + a_n^{(k)}(A_h P_h(e^{-t_n\rho U(x_0)}G^0), v_h) \\
= \sum_{i=0}^{n-1} d_i^{a,k}(P_h(e^{-t_i\rho U(x_0)}G^0), v_h) \quad \forall v_h \in X_h, \quad 1 \leq n \leq k - 1,
\end{align*}
\]

\[
\begin{align*}
\sum_{i=0}^{n-1} d_i^{a,k}(e^{-t_i\rho U(x_0)}G_h^{n-i}, v_h) + (A_h G_h^n, v_h) \\
= \sum_{i=0}^{n-1} d_i^{a,k}(P_h(e^{-t_i\rho U(x_0)}G^0), v_h) \quad \forall v_h \in X_h, \quad n \geq k,
\end{align*}
\]

And the source term $f$, initial data $G(x_0, \rho, 0)$, and $U(x_0)$ are taken to be the same as the immediately above example. The corresponding $L^2$- and $H^1$-norm errors and convergence rates are presented in Tables 5.3 and 5.4. It's easy to find that the con-
vergences rates of $H^1$-norm errors are optimal but the convergence rates of $L^2$-norm errors can’t achieve $O(h^2)$.

Table 5.5: $L^2$-norm errors in space and convergence rates

| $\alpha$ | $k/1/h$ | 256       | 512       | 1024      | 2048      | 4096      | Rate |
|----------|---------|-----------|-----------|-----------|-----------|-----------|------|
| 0.3      | 2       | 6.5612E-06| 2.1429E-06| 1.0074E-06| 5.1449E-07| 2.6272E-07| $\approx$ 0.9696|
|          | 3       | 1.4812E-05| 7.5213E-06| 3.8401E-06| 1.9463E-06| 9.8064E-07| $\approx$ 0.9889|
|          | 4       | 3.1889E-05| 1.6237E-05| 8.2196E-06| 4.1387E-06| 2.0772E-06| $\approx$ 0.9945|
|          | 5       | 5.4773E-05| 2.7724E-05| 1.3968E-05| 7.0136E-06| 3.5144E-06| $\approx$ 0.9969|
|          | 6       | 8.2820E-05| 4.1748E-05| 2.0980E-05| 1.0520E-05| 5.2679E-06| $\approx$ 0.9978|
| 0.8      | 2       | 2.9559E-06| 1.3904E-06| 7.0643E-07| 3.6011E-07| 1.8223E-07| $\approx$ 0.9827|
|          | 3       | 1.0324E-05| 5.2570E-06| 2.6619E-06| 1.3405E-06| 6.7271E-07| $\approx$ 0.9947|
|          | 4       | 2.2209E-05| 1.1224E-05| 5.6481E-06| 2.8338E-06| 1.4195E-06| $\approx$ 0.9974|
|          | 5       | 3.7832E-05| 1.9034E-05| 9.5523E-06| 4.7858E-06| 2.3953E-06| $\approx$ 0.9985|
|          | 6       | 5.6851E-05| 2.8532E-05| 1.4299E-05| 7.1590E-06| 3.5818E-06| $\approx$ 0.9991|

Table 5.6: $H^1$-norm errors in space and convergence rates

| $\alpha$ | $k/1/h$ | 256       | 512       | 1024      | 2048      | 4096      | Rate |
|----------|---------|-----------|-----------|-----------|-----------|-----------|------|
| 0.3      | 2       | 6.2678E-03| 3.1320E-03| 1.5658E-03| 7.8285E-04| 3.9142E-04| $\approx$ 1.0000|
|          | 3       | 6.2550E-03| 3.1256E-03| 1.5625E-03| 7.8124E-04| 3.9062E-04| $\approx$ 1.0000|
|          | 4       | 6.2357E-03| 3.1159E-03| 1.5577E-03| 7.7883E-04| 3.8941E-04| $\approx$ 1.0000|
|          | 5       | 6.2109E-03| 3.1036E-03| 1.5515E-03| 7.7574E-04| 3.8787E-04| $\approx$ 1.0000|
|          | 6       | 6.1818E-03| 3.0890E-03| 1.5443E-03| 7.7210E-04| 3.8604E-04| $\approx$ 1.0000|
| 0.8      | 2       | 1.7995E-03| 8.9920E-04| 4.4953E-04| 2.2476E-04| 1.1238E-04| $\approx$ 1.0000|
|          | 3       | 1.7884E-03| 8.9367E-04| 4.4677E-04| 2.2338E-04| 1.1169E-04| $\approx$ 1.0000|
|          | 4       | 1.7722E-03| 8.8558E-04| 4.4272E-04| 2.2135E-04| 1.1068E-04| $\approx$ 1.0000|
|          | 5       | 1.7524E-03| 8.7568E-04| 4.3777E-04| 2.1888E-04| 1.0944E-04| $\approx$ 1.0000|
|          | 6       | 1.7306E-03| 8.6475E-04| 4.3231E-04| 2.1615E-04| 1.0807E-04| $\approx$ 1.0000|

Example 5.4. We take $\rho = -1 + i$,

$$f(x_0, \rho, t) = x_0(1 - x_0)e^{-\rho\chi(0.5, 1)(x_0)t}; \quad G(x_0, \rho, 0) = 0, \quad \text{and} \quad U(x_0) = \chi(0.5, 1)(x_0).$$

We choose $\tau = 1/200$ to decrease the influence caused by temporal discretizations. Use (3.7) to solve (1.3) and present the corresponding temporal errors and convergence rates in Tables 5.7 and 5.8. All the results agree with the predictions.

To show the differences between the two different projections, we also compute this
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Table 5.7: $L^2$-norm errors in space and convergence rates

| $\alpha$ | $k/h$ | 20  | 40  | 80  | 160 | 320 | Rate |
|----------|-------|-----|-----|-----|-----|-----|------|
| 0.3      | 2     | 3.3965E-05 | 8.4921E-06 | 2.1231E-06 | 5.3077E-07 | 1.3269E-07 | $\approx$ 2.0000 |
|          | 3     | 3.3964E-05 | 8.4919E-06 | 2.1230E-06 | 5.3076E-07 | 1.3269E-07 | $\approx$ 2.0000 |
|          | 4     | 3.3964E-05 | 8.4918E-06 | 2.1230E-06 | 5.3076E-07 | 1.3269E-07 | $\approx$ 2.0000 |
|          | 5     | 3.3964E-05 | 8.4918E-06 | 2.1230E-06 | 5.3076E-07 | 1.3269E-07 | $\approx$ 2.0000 |
|          | 6     | 3.3964E-05 | 8.4919E-06 | 2.1230E-06 | 5.3076E-07 | 1.3269E-07 | $\approx$ 2.0000 |

Table 5.8: $H^1$-norm errors in space and convergence rates

| $\alpha$ | $k/h$ | 20  | 40  | 80  | 160 | 320 | Rate |
|----------|-------|-----|-----|-----|-----|-----|------|
| 0.3      | 2     | 2.5503E-03 | 1.2756E-03 | 6.3784E-04 | 3.1893E-04 | 1.5947E-04 | $\approx$ 1.0000 |
|          | 3     | 2.5502E-03 | 1.2755E-03 | 6.3784E-04 | 3.1893E-04 | 1.5947E-04 | $\approx$ 1.0000 |
|          | 4     | 2.5502E-03 | 1.2755E-03 | 6.3784E-04 | 3.1893E-04 | 1.5947E-04 | $\approx$ 1.0000 |
|          | 5     | 2.5502E-03 | 1.2755E-03 | 6.3784E-04 | 3.1893E-04 | 1.5947E-04 | $\approx$ 1.0000 |
|          | 6     | 2.5502E-03 | 1.2755E-03 | 6.3784E-04 | 3.1893E-04 | 1.5947E-04 | $\approx$ 1.0000 |

The relevant $L^2$- and $H^1$-norm errors and convergence rates are presented in Tables 5.7 and 5.8, which show that the numerical scheme (5.2) delivers an $O(h)$ accuracy in $H^1$-norm and only about $O(h^{0.9})$ accuracy in $L^2$-norm. Thus, according to the results in Tables 5.7 and 5.9, our schemes can solve Eq. (1.3) more effectively.

6. Conclusions. Functional, as an important class of statistical observables, plays a key role in uncovering the mechanism of anomalous dynamics and extending their applications. The probability density function of the functional for anomalous...
dynamics is governed by fractional Feynman-Kac equation. The time-space coupled operator of the equation, the possible low regularity of the functional, and the complex variables bring the challenges in effectively solving the equation. This paper carefully designs the numerical schemes, which can achieve the optimal time convergence rates up to order 6 and optical space convergence rate without any regularity assumptions on the solution. The convergence results are theoretically proved and numerically confirmed. More numerical experiments are also performed to show the benefits of the schemes presented in this paper comparing with the existing ones in solving the fractional Feynman-Kac equation.
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