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Abstract—We devise query-set independent mechanisms for the problem of differentially private query release. Specifically, a differentially private mechanism is constructed to publish a synthetic database, and “customized” companion estimators are then derived to provide the best possible answers. Accordingly, the distortion corresponding to the best mechanism at the worst-case query, named the minimax distortion, provides a fundamental characterization. For the general class of statistical queries, by deriving asymptotically sharp upper and lower bounds, we prove that the minimax distortion is \(O(1/n)\) as the database size \(n\) goes to infinity, with the squared-error distortion measure and fixed dimension of data entries.

I. INTRODUCTION

It is envisaged that in the forthcoming “big data” era, there will be an abundance of rich data about individuals in many domains, such as healthcare, mobile networks, social networks and web search. While data analysis uncovers scientific and societal insights, it also poses potential “threats” to personal privacy. It is therefore of great interest to establish a systematic understanding of privacy-preserving data analysis, aiming to provide utility for data analytics while preserving privacy.

To rigorously quantify privacy, the celebrated notion of differential privacy, introduced in a line of work \([1]–[3]\), has emerged as an analytical foundation for privacy-preserving data analysis. An information releasing mechanism is said to be \(\epsilon\)-differentially private if the change of an individual’s data alters the probability of any output instance by at most an \(e^\epsilon\) multiplicative factor. By this requirement, the presence of the record associated with an individual, or the record’s content, cannot be exactly deduced from the released information.

A central problem in differential privacy is how to provide accurate answers to as many as possible queries privately, which has been extensively studied by the literature through both interactive and non-interactive approaches (see, e.g., \([1], [2], [12]\)). Under the interactive approach, queries arrive online and each query consumes some privacy budget, and thus a delicate privacy allocation plan is needed. By contrast, the non-interactive approach uses all the privacy budget to generate a sanitized version of the database.

In this paper, we explore a non-interactive approach where a synthetic database is released by a differentially private mechanism whose form is independent of pre-given queries, which differentiates our work from the existing work \([1], [4]–[11]\). After the synthetic database is released, queries are answered by a “customized” estimator, rather than directly carried out as if the synthetic database were the actual database. In particular, the mechanism is constructed to “encode” rich stochastic structure into the synthetic database, and the estimator makes use of this structure (which is public information) and the query function. This approach decouples synthetic database generating and query answering. By introducing the flexibility of “customizing” estimators for different queries, it opens the possibility of deriving accurate answers for all queries in a general query class from the same released synthetic database.

Along this line, we take a minimax distortion view of differentially private query release. Consider a database consisting of \(n\) rows/entries, with each row having \(l\) binary attributes. Let the database be represented by a vector \(x\) of length \(n\). Consider an \(\epsilon\)-differentially private mechanism \(M\) for synthetic database release and let \(Y = M(x)\) denote the output. For each query \(q\) in a query class \(Q\), an estimator \(\hat{q}\) is used to answer the query based on the synthetic database, and the answer is denoted by \(\hat{q}(Y)\), as illustrated in Fig. 1. The accuracy of \(M\) for a query \(q \in Q\) is evaluated when an optimal estimator \(\hat{q}^*\) is in use, since an optimal estimator fully exploits the available information in the mechanism. To guarantee accuracy for all queries in the query class, the performance of \(M\) is measured by the worst-case distortion among queries in \(Q\). Then a fundamental characterization of differentially private query release is the following minimax distortion:

\[
\mathcal{D}_\epsilon = \inf_{\epsilon\text{-differentially private mechanisms}} \sup_{q \in Q, x \in \mathcal{D}^n} \mathbb{E}[\rho(\hat{q}^*(Y), q(x))],
\]

where \(\rho\) is a distortion measure, \(\hat{q}^*\) is the optimal estimator, and \(Y\) follows the probability distribution induced by \(x\) through the mechanism. This minimax distortion characterizes the best one can get from an \(\epsilon\)-differentially private synthetic database releasing mechanism for the worst-case query accuracy guarantee, yielding a minimax distortion view of...
differentially private query release. Our main contributions are summarized as follows.

1) We propose a two-phase approach for differentially private query release: First, a synthetic database is released by a query-set independent differentially private mechanism, aiming at providing accurate answers for all queries in a general query class; then queries are answered by customized estimators. Based on this approach, we take a minimax view of differentially private query release, where the minimax distortion $D_0$ is defined to be the distortion under the best $\epsilon$-differentially private synthetic database releasing mechanism for the worst-case query in a general query class. Accordingly, the best mechanism enables all queries in a general query class to be answered with the associated distortion upper bounded by the minimax distortion.

2) For the class of statistical queries (which is a generalization of the class of linear queries in the literature), we consider the minimax distortion $D^S_0$ with the squared-error distortion measure $\rho$, i.e., $\rho(s, t) = (s - t)^2$ for any $s, t \in \mathbb{R}$. We prove that the minimax distortion $D^S_0$ is $O(1/n)$ by deriving asymptotically sharp upper and lower bounds in the regime that the database size $n$ goes to infinity, for given data universe dimension $l$ and privacy level $\epsilon$. This characterizes the fundamental limit of differential privacy.

The upper bound on $D^S_0$ is achieved by a differentially private synthetic database releasing mechanism $E$ and the companion estimators. The mechanism $E$ can be viewed as an instance of the exponential mechanism and the randomized response mechanism. It encodes an independence structure into the released synthetic database that is exploited by the companion estimators. Under $E$ and the estimators, all the statistical queries can be answered with distortion $O(1/n)$, which guarantees reasonable accuracy in large databases. The mechanism $E$ satisfies the local model of differential privacy (see, e.g., [13]). However, we remark that the minimax distortion is for all differentially private mechanisms. We do not start from a local model but a local mechanism happens to be optimal in order.

Related Work: Differential privacy, introduced in the seminal work [1]–[6], has attracted extensive research studies. Non-interactive approaches have been preferred by the data-mining community and the statistics community. However, some negative results have been found about this approach. Dinur and Nissim [14] showed that noise of magnitude $o(\sqrt{n})$ is blatantly non-private against $n \log^2 n$ random queries. Dwork et al. [1] found little statistical difference between the distributions induced by two databases that have very different answers to the same query. These negative results motivate interactive approaches, where the number of queries was initially limited to a sublinear order of $n$ [1]. Subsequent work [6], [8] developed mechanisms that allow exponential number of predicate/linear queries to be answered with distortion $O(\text{polylog}(|Q|)/n^{1/3})$ and $O((\log(|Q|))^{1/2}/n^{1/2})$, respectively, where the latter is for $(\epsilon, \delta)$-differential privacy.

Non-interactive approach was revisited by Blum, Ligett and Roth [3], where the distortion for each predicate query is upper bounded by $O((\text{VCDIM}(Q))^{1/3}/n^{1/3})$, with VCDIM($Q$) being the VC-dimension of a concept class $Q$. A similar distortion bound $O((\log(|Q|))^{1/3}/n^{1/3})$ was achieved by the work of Hardt, Ligett and McSherry [9] for linear queries. A distortion bound $O((\log(|Q|))^{1/2}/n^{1/2})$ under $(\epsilon, \delta)$-differential privacy was also achieved in their work.

The minimax distortion studied in this paper is different from the statistical minimax risk, which is a classical framework for parameter estimation. Statistical minimax risk with constraint of local differential privacy has been studied by Duchi, Jordan and Wainwright [15], [16].

II. System Model

We consider the following model for a database. A database is represented by a vector $x$ of length $n$, with each entry corresponding to a row of the database and $n$ being the size of the database. Entries of $x$ are denoted by $x_1, x_2, \ldots, x_n$, and they take values from a domain $D = \{0, 1\}$, i.e., they have $l$ binary attributes. Then $D^n = \{(0, 1)^l\}^n$ denotes the set of all possible databases. Two databases $x, x' \in D^n$ are said to be neighbors if they differ on exactly one row, and $x \sim x'$ denotes the neighboring relation.

Information about a database is acquired through queries. A query is a function $q : D^n \rightarrow \mathcal{R}$, where $\mathcal{R}$ is some abstract range. Consider a database $x \in D^n$. The answer $q(x)$ to the query contains information about $x$; however, directly releasing $q(x)$ may compromise privacy, necessitating privacy-preserving information releasing mechanisms.

Definition 1. A mechanism $M$ is specified by an associated mapping $\mu_M : D^n \rightarrow \mathcal{P}$, where $\mathcal{P}$ is the set of probability measures on some measurable space $(S, \mathcal{F})$, called the range of the mechanism $M$. Taking a database $x \in D^n$ as the input, the mechanism $M$ outputs an $S$-valued random variable with distribution measure $\mu_M(x)$ on $(S, \mathcal{F})$.

Definition 2. (Dwork et al. [1], [2]) A mechanism $M$ is $\epsilon$-differentially private for some $\epsilon \in [0, +\infty]$ if for any pair of neighboring databases $x, x' \in D^n$, and any measurable $K \subseteq \mathcal{F}$,

$$\Pr\{M(x) \in K\} \leq e^\epsilon \Pr\{M(x') \in K\}. \quad (2)$$

Intuitively, differential privacy requires certain indistinguishability between the distributions induced by neighboring databases. The smaller $\epsilon$ is, the more indistinguishability is required, and hence the better privacy is. We call the parameter $\epsilon$ the level of differential privacy. Note that the differential privacy property of a mechanism is fully characterized by its associated mapping.

III. Minimax Distortion

We consider differentially private mechanisms for non-interactive synthetic database release. Specifically, let $\varphi(D^n)$ denote the power set of $D^n$. Then we consider differentially private mechanisms with range $(D^n, \varphi(D^n))$. Let $M$ be such a mechanism and $x \in D^n$ be a database. Then the output $Y = M(x)$ is a $D^n$-valued random variable, representing the released synthetic database. For each query $q$ in a query class
Q, an estimator \( \hat{q} : D^n \rightarrow R \) is used to answer the query based on the synthetic database, and thus the answer is denoted by \( \hat{q}(Y) \). The distortion between the actual answer \( q(x) \) and the released answer \( \hat{q}(Y) \) is measured by a distortion measure \( \rho \) on the range of the query \( q \). Note that as long as \( M \) is \( \epsilon \)-differentially private, arbitrary number of queries can be answered and any estimator can be used, with the level of differential privacy still preserved.

The proposed approach aims at privately releasing a synthetic database that permits accurate answers to be derived for all queries in a general query class. Therefore, a natural fundamental characterization of differentially private query release is the following minimax distortion: the distortion under the best differentially private synthetic database releasing mechanism (the “min” part) for the worst-case query in the query class (the “max” part). In what follows, we derive the formal definition of the minimax distortion.

For the sake of fair comparison, we assume that \( q \) is normalized, i.e., \( \max_{x,x' \in D^n} \rho(q(x), q(x')) = 1 \), which rules out trivial queries that map all possible databases to a constant. For each query \( q \), to guarantee that the released answers have “physical meanings,” we consider the estimators such that the answers released by them correspond to possible answers to the query \( q \) on real databases, i.e., the estimators in \( Q_q = \{ \hat{q} : D^n \rightarrow R \mid \hat{q}(D^n) \subseteq q(D^n) \} \), which we call proper estimators. For an estimator \( \hat{q} \in Q_q \) for the query \( q \), let us consider the worst-case distortion among all possible databases, i.e., \( \sup_{x \in D^n} E_Y \rho(\hat{q}(Y), q(x)) \) where the subscript \( Y \sim \mu_M(x) \) indicates that \( Y \) follows the distribution \( \mu_M(x) \), and the expectation is taken over all the randomness.

To minimize distortion, an estimator should be designed according to the mechanism \( M \) and the query \( q \), making use of all the available information, which is illustrated in Fig. 1. Therefore an optimal estimator \( \hat{q}^* \) is given by

\[
\hat{q}^* \in \arg \inf_{\hat{q} \in Q_q} \sup_{x \in D^n} E_Y \rho(\hat{q}(Y), q(x)).
\]

Note that the set \( Q_q \) contains only a finite number of estimators since it consists of mappings from \( D^n \) to \( q(D^n) \), which are both finite sets, indicating that the infimum in (3) can be attained. Since the information in a mechanism is fully exploited only when an optimal estimator is in use, the accuracy of an \( \epsilon \)-differentially private mechanism \( M \) for a query \( q \) is evaluated with an optimal estimator \( \hat{q}^* \), i.e., by the distortion

\[
\sup_{x \in D^n} E_Y \rho(\hat{q}^*(Y), q(x)).
\]

The synthetic database \( Y \) released by \( M \) is expected to answer all queries in a query class \( Q \). To guarantee accuracy for all queries in \( Q \), the performance of \( M \) is measured by the worst-case distortion among all queries in \( Q \), i.e., by

\[
\sup_{q \in Q} \left( \sup_{x \in D^n} E_Y \rho(q^*(Y), q(x)) \right).
\]

Let \( U_q \) be the set of mappings associated with \( \epsilon \)-differentially private mechanisms. The minimax distortion is defined as

\[
\mathcal{D}_\epsilon = \inf_{M \in U_q} \sup_{q \in Q} \left( \sup_{x \in D^n} E_Y \rho(q^*(Y), q(x)) \right).
\]

### IV. Statistical Queries

In this section, we study the minimax distortion for the class of statistical queries.

**Definition 3.** A statistical query \( q_\varphi : D^n \rightarrow R \) is specified by a sequence of functions

\[
\varphi = (\varphi_i : D \rightarrow R, i = 1, 2, \ldots),
\]

where each \( \varphi_i \) is a function of the \( i \)th row of the database, which we call a row function, and there is no constraint on its form except boundedness. Let \( a_i = \min_{v \in D} \varphi_i(v) \), \( b_i = \max_{v \in D} \varphi_i(v) \) and \( c_i = b_i - a_i \). Assume that for any \( i \in [n] \), \( a_i \leq a_i < b_i \leq b \) and \( c_i \geq c \) for some \( a, b, c \in R \) with \( c > 0 \).

Then \( q_\varphi \) is defined by

\[
q_\varphi(x) = \frac{1}{n} \sum_{i=1}^n \varphi_i(x_i),
\]

where \( x_1, \ldots, x_n \) are the rows of the database \( x \).

Note that the above definition of statistical query is a generalization of the so-called linear query (and its special form predicate/counting query) in the literature [4], [6], [8]–[10], [17], [18], since a linear query can be written as a statistical query with identical row functions for all the rows. Linear queries can be answered as long as the histogram of a database is known. However, histograms are often not sufficient for answering statistical queries, making the approaches that privately release histograms not applicable for statistical queries.

Denote the class of statistical queries by \( Q^S \) and consider the squared-error distortion measure \( \rho \), i.e., \( \rho(s,t) = (s-t)^2 \) for any \( s, t \in R \). Then the minimax distortion for statistical queries can be written as

\[
\mathcal{D}_\epsilon^S = \inf_{M \in U_q} \sup_{q \in Q^S, x \in D^n} E_Y \rho(\hat{q}_\varphi(Y), q_\varphi(x))^2.
\]

**Theorem 1.** The minimax distortion for statistical queries satisfies the following bounds:

\[
\frac{(1 - \Phi(1))^2}{2^4(1 + e^{-\epsilon})^3} \frac{1}{n} + o \left( \frac{1}{n} \right) \leq \mathcal{D}_\epsilon^S \leq \frac{4(b - a)^2(1 + 2^l - 1)e^{-\epsilon t}}{c^2(1 - e^{-\epsilon})^2} \frac{1}{n},
\]

where \( \Phi \) is the cumulative distribution function (CDF) of the standard Gaussian distribution, and \( a, b, c \) are the constants in Definition 3.

Consider the asymptotic regime that the database size \( n \) goes to infinity for given data universe dimension \( l \) and privacy level \( \epsilon \). Then the upper bound indicates that there exist query-set independent differentially private synthetic database releasing mechanisms and estimators such that all the statistical queries can be answered with distortion \( O(1/n) \). Further, the lower bound and the upper bound are of the same order in terms of database size, which shows that these bounds are
asymptotically tight in the considered regime. We derive these bounds in the following subsections.

Remark. We caution that when the privacy level $\epsilon$ or the data universe dimension $l$ also scales, the upper and lower bounds given here may not meet. For example, let $\epsilon = n^{-\beta}$ for some $\beta > 0$ and consider the joint asymptotic regime on the 2-dimensional $(n, 1/\epsilon)$-plane. In this case, the upper and lower bounds differ by a factor of the order of $n^{2\beta}$.

A. Upper Bound on the Minimax Distortion

According to the definition of the minimax distortion, the distortion under some specific $\epsilon$-differentially private mechanism and estimators serves as an upper bound on $D_{\epsilon}^E$.

Consider a synthetic database releasing mechanism $E$ with associated mapping $\mu_{\epsilon}$. For each database $x \in \mathcal{D}^n$, we use the PMF $p_{E}(x)$ to represent the distribution measure $\mu_{\epsilon}(x)$ since the output $E(x)$ has a discrete alphabet $\mathcal{D}^n$. Then let the mechanism $E$ be specified by

$$p_{E}(x)(y) = \frac{e^{-\epsilon d(x, y)}}{(1 + (2^l - 1)e^{-\epsilon})}, \quad x, y \in \mathcal{D}^n,$$

(10)

where $\epsilon \in [0, +\infty)$ and $d$ is the Hamming distance on $\mathcal{D}^n$. By the form of $p_{E}(x)$, the mechanism $E$ can be cast as an instance of the exponential mechanism with score function $-d$ [19].

Let $Y$ denote $E(x)$ and $Y_i$ denote the $i$th row of $Y$. Then by (10), the entries $\{Y_i, i \in [n]\}$ are independent and each entry $Y_i$ has the following PMF

$$p_{Y}(y_i) = \frac{e^{-\epsilon \delta(y_i, y)}}{1 + (2^l - 1)e^{-\epsilon}}, \quad y_i \in \mathcal{D}.$$

(11)

Therefore, the mechanism $E$ can also be viewed as a randomized response scheme, where the released database is generated by perturbing each individual’s data independently and distributed.

The differential privacy property of $E$ is given in the following lemma. The proof is standard and thus we omit it here due to space limit.

Lemma 1. The mechanism $E$ is $\epsilon$-differentially private.

Next we present the estimators companioned with $E$ for the class of statistical queries. Let $g(\epsilon) = 1 + (2^l - 1)e^{-\epsilon}$. For each $q_{\phi} \in \mathcal{Q}^S$, consider the estimator $\hat{q}_{\phi}^n : \mathcal{D}^n \rightarrow \mathcal{R}$ defined by

$$\hat{q}_{\phi}^n(y) = g(\epsilon) \frac{1}{1 - e^{-\epsilon}} - \frac{e^{-\epsilon}}{1 - e^{-\epsilon}} C_{\phi},$$

(12)

where

$$C_{\phi} = \frac{1}{\sum_{i=1}^{n} c_i \sum_{v \in \mathcal{D}} \varphi_i(v)}.$$

(13)

The answer given by $\hat{q}_{\phi}^n$ may not always be consistent with an actual database, in which case $\hat{q}_{\phi}^n \notin \mathcal{Q}_{\phi}$. Thus we consider the estimator $\bar{q}_{\phi} : \mathcal{D}^n \rightarrow \mathcal{R}$ defined by

$$\bar{q}_{\phi}(y) = \arg \min_{r \in \mathcal{Q}_{\phi}(\mathcal{D}^n)} |\hat{q}_{\phi}^n(y) - r|,$$

(14)

which quantizes the answer given by $\hat{q}_{\phi}^n$ to the closest value in $q_{\phi}(\mathcal{D}^n)$ and thus guarantees that $\bar{q}_{\phi}$ is a proper estimator.

Lemma 2. Under the mechanism $E$, the distortion of the estimator $\bar{q}_{\phi}$ satisfies the following upper bound:

$$\sup_{x \in \mathcal{D}^n} \mathbb{E}[(\bar{q}_{\phi}(Y) - q_{\phi}(x))^2] \leq \frac{4(b - a)^2(1 + (2^l - 1)e^{-\epsilon})^2}{c^2(1 - e^{-\epsilon})^2} \frac{1}{n},$$

(15)

where $a, b, c$ are the constants in Definition 3.

The proof of this lemma is given in our technical report [20]. In the proof, we first quantify the distortion of $\hat{q}_{\phi}^n$, and then we show that the quantization in $q_{\phi}$ degrades the performance guarantee by a factor no greater than 4. The intuition for the order $O(1/n)$ is that the mechanism $E$ perturbs each row of the underlying database independently, which encodes an independence structure into the released synthetic base, and then the estimator $\hat{q}_{\phi}^n$ exploits this structure. By the law of large numbers (LLN), the aggregate perturbation converges to the expectation, which is a constant determined by the query and thus can be removed in the estimator.

Compared with existing approaches, the synthetic database releasing mechanism $E$ does not require a priori knowledge of the queries of interest, and instead of answering query $q_{\phi}$ by $q_{\phi}(Y)$, the estimators $\hat{q}_{\phi}^n$ and $\bar{q}_{\phi}$ make more use of the stochastic structure in $Y$ encoded by the mechanism $E$.

Remark. In many cases, the value $C_{\phi}$ in the estimator $\hat{q}_{\phi}^n$ can be easily obtained rather than exhaustive calculation. See our technical report [20] for an example. The estimator $\hat{q}_{\phi}^n$ is more computationally efficient than $q_{\phi}$ since it does not need to find the value closest to $\hat{q}_{\phi}^n(Y)$ in $q_{\phi}(\mathcal{D}^n)$. Therefore, when we are not constricted to proper estimators, it is more desirable to use $\hat{q}_{\phi}^n$ from an implementation perspective.

B. Lower Bound on the Minimax Distortion

Consider any $\epsilon$-differentially private mechanism $M$. For any query $q_{\phi} \in \mathcal{Q}^S$, the form of the optimal estimator depends on $q_{\phi}$. Therefore with slight abuse of notation, we denote the optimal estimator by the function $\hat{q}^* : \mathcal{D}^n \times \mathcal{Q}^S \rightarrow \mathcal{R}$ and the answer by $\hat{q}^*(Y, q_{\phi})$, where $Y$ is the synthetic database released by the mechanism $M$. Then our goal is to derive a lower bound on the following worst-case distortion:

$$\sup_{q_{\phi} \in \mathcal{Q}^S, x \in \mathcal{D}^n} \mathbb{E}_{Y \sim \mu_{M}(x)}[(\hat{q}^*(Y, q_{\phi}) - q_{\phi}(x))^2].$$

(16)

Consider such a type of queries, each of which is specified by an element $z \in \mathcal{D}^n$ and defined by $q_{z}(x) = \frac{1}{n}d(x, z)$ for any $x \in \mathcal{D}^n$, where $d$ is the Hamming distance on $\mathcal{D}^n$. For any $v, v' \in \mathcal{D}$, let $\delta(v, v') = 0$ if $v = v'$ and $\delta(v, v') = 1$ otherwise. Then the query $q_{z}$ can be written as $q_{z}(x) = \frac{1}{n} \sum_{i=1}^{n} \delta(x, z_i)$, which indicates that $q_{z}$ is a statistical query. Let $\mathcal{Q}^Z = \{q_{z} : \mathcal{D}^n \rightarrow \mathcal{R} | q_{z}(x) = \frac{1}{n}d(x, z), z \in \mathcal{D}^n\}$. Then $\mathcal{Q}^Z \subset \mathcal{Q}^S$, and therefore the supremum over $q_{\phi} \in \mathcal{Q}^S$ in (16) is no smaller than the supremum over $q_{z} \in \mathcal{Q}^Z$.

To derive a lower bound on the above supremum over $q_{z} \in \mathcal{Q}^Z$, consider $\mathcal{D}^n$-valued random variables $X, Y$ and $Z$, where $X$ follows a uniform distribution. Given $X = x$, the conditional PMF of $Y$ is specified by the distribution measure $\mu_{M}(x)$, i.e., $p_{Y|X}(y \mid x) = \mathbb{P}(M(x) = y)$ for any $y \in \mathcal{D}^n$. 
The random variable $Z$ is independent of $X$ and $Y$ and also follows a uniform distribution.

Consider the query $q_Z$, which is the query in $Q^2$ specified by the random variable $Z$. Then

$$
\sup_{q_z \in Q^2, z \in D^n} \mathbb{E}_{Y \sim \mu_M(z)} \left[ |q^*(Y, q_z) - q_z(x)|^2 \right] = \sup_{q_z \in Q^2, z \in D^n} \mathbb{E} \left[ |q^*(Y, q_z) - q_z(X)|^2 \mid X = x, Z = z \right]
$$

$$
\geq \sum_{z \in D^n, x \in D^n} \mathbb{E} \left[ |q^*(Y, q_z) - q_z(X)|^2 \mid X = x, Z = z \right]
$$

$$
= \mathbb{E} \left[ |q^*(Y, q_z) - q_z(X)|^2 \right],
$$

where (a) is due to the independence between $Z$ and $(X, Y)$. Note that we construct the random variables $X$ and $Z$ only for the proof. Our result in Theorem 1 does not assume any stochastic model for the database or the query. Note that $q^*(Y, q_z)$ is a function of $Y$ and $Z$. Since the conditional expectation is precisely the minimum mean square estimator [21], we have

$$
\mathbb{E} \left[ |q^*(Y, q_z) - q_z(X)|^2 \right] \geq \mathbb{E} \left[ \mathbb{E}[q_Z(X) \mid Y, Z] - q_Z(X)^2 \right]
$$

$$
= \frac{1}{n^2} \mathbb{E} \left[ \mathbb{E}[d(X, Z) \mid Y, Z] - d(X, Z)^2 \right].
$$

Recall that the conditional PMF $p_{Y|X}(\cdot \mid x)$ is specified by the distribution measure $\mu_M(x)$. Then since the mechanism $M$ is $\epsilon$-differentially private, for any neighboring $x, x' \in D^n$ and any $y \in D^n$, $p_{Y|X}(y \mid x) \leq e^\epsilon p_{Y|X}(y \mid x')$. This inequality is needed in the proof of the following lemma, which gives a lower bound on the expectation in (18).

**Lemma 3.** There exists a constant $C$ such that

$$
\mathbb{E} \left[ \mathbb{E}[d(X, Z) \mid Y, Z] - d(X, Z)^2 \right] \geq \frac{1}{4} \left( 1 - \Phi(1) \right)^2 \gamma \sigma^2 \frac{C \rho}{\sigma^2},
$$

where $\Phi$ is the CDF of the standard Gaussian distribution,

$$
\gamma = \frac{1}{2(1 + \frac{\epsilon^2}{2})}, \quad \sigma^2 = \frac{1}{2^{2^\epsilon - 1}}, \quad \rho = \frac{1}{2^{2^\epsilon - 1}}.
$$

The proof is presented in our technical report [20]. By this lemma, for any $\epsilon$-differentially private mechanism $M$, the distortion is lower bounded as

$$
\sup_{q_z \in Q^2, z \in D^n} \mathbb{E}_{Y \sim \mu_M(z)} \left[ |q^*(Y, q_z) - q_z(x)|^2 \right] \geq \frac{(1 - \Phi(1))^2}{2^{2^\epsilon + 4(1 + \frac{\epsilon^2}{2}) - 1}} \frac{1}{n} + o \left( \frac{1}{n} \right),
$$

which further implies the lower bound in Theorem 1.

**V. CONCLUSION AND FUTURE WORK**

A two-phase approach was proposed for differentially private query release, where a fundamental characterization was given in terms of the minimax distortion. For the general class of statistical queries, asymptotically sharp bounds on the minimax distortion were derived in the regime that the database size $n$ goes to infinity. Our future research interest includes the joint asymptotic regime in terms of $n$, the data universe dimension $l$ and the differential privacy level $\epsilon$.
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