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Abstract

We study the negative flows of the hierarchy of the integrable Heisenberg Ferromagnet model and their soliton solutions. The first negative flow is related to the so-called short pulse equation. We provide a framework which generates Lax pairs for the other members of the hierarchy. The Inverse scattering, based on the dressing method is illustrated with the derivation of the one-soliton solution.
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1 Introduction

Since the discovery of the peaked soliton (peakon) solutions of the Camassa-Holm (CH) equation [6, 7] there is an enormous amount of research dedicated to integrable nonlinear equations in a non-evolutionary form. The interest to these equations is mainly because of the huge variety of the types of their solutions, especially their singular (nonclassical) solutions. Another important nonevolutionary equation is the Degasperis-Procesi (DP) equation [18, 19, 20], which allows for peakon and shock-peakon solutions. There are thousands of research papers dedicated to the CH, DP and related equations, here we mention only a few. A review on the subject could be found in [32, 34]. The peakon, soliton and cuspon solutions are derived for example in [2, 3, 35, 43, 44, 45, 12, 40]. Analytic and numerical aspects are studied e.g. in [9, 10, 11, 15, 16, 21, 30, 33] as well as in many other publications. Both CH and DP equations are in non-evolutionary form, since they contain $xxt$-derivative. On the other hand if they are written in evolutionary form, they become nonlocal. It has been also realised that both equation can be considered as “negative” flows of an AKNS or ZS hierarchy [1, 52, 53], e.g. [13, 14, 40]. The Fokas-Lenells equation [24, 42] is another example of a non-evolutionary equation from the DNLS-hierarchy (the hierarchy of the Derivative Nonlinear Schrödinger Equation). Integrable non-evolutionary equations with cubic nonlinearities have been found by Z. Qiao [48, 49, 50], and V. Novikov [47], see also the remark on the peakons of Qiao’s equation in [37] and the solutions in [38]. Actually the Qiao’s equation together with the CH equation belong to the bi-Hamiltonian hierarchy of equations described by Fokas and Fuchssteiner [25]. These equations also are negative flows (after change of the $x$-variable) of some known soliton hierarchies [37, 39]. This feature has motivated us to explore other examples of
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integrable non-evolutionary equations by looking at the negative flows of existing hierarchies of soliton equations.

2 Non-evolutionary integrable equations from the hierarchy of the Heisenberg Ferromagnet model: the first negative flow

2.1 Lax form representation and integrability

Let us start from the following spectral problem:

\[ i\psi_x = L\psi, \quad i\psi_t = M\psi, \] (1)

where the Lax [41] operator is like the one for the Heisenberg Ferromagnet (HF) model:

\[ L = \lambda S_0, \quad \text{with} \quad S_0 = \begin{pmatrix} \theta & m \\ -n & -\theta \end{pmatrix} \] (2)

and \( \theta = \text{const.} \) All functions are complex-valued. The \( M \)-operator for the first negative flow is taken in the form:

\[ M = \frac{1}{2\lambda} \sigma_3 + M_0 + \lambda h S_0 \] (3)

for an yet undetermined scalar function(al) \( h \) and \( M_0; \sigma_3 = \text{diag}(1, -1) \). Then the compatibility (zero-curvature) equation

\[ iL_t - iM_x + [L, M] = 0 \] (4)

produces the constraints \( (M_0)_{11} = -(M_0)_{22} = \text{const}, \ m = -i(M_0.x)_{12} \) and \( n = -i(M_0.x)_{21} \). The constant diagonal part of \( M_0 \) can be removed by a trivial gauge transformation, so we can take it to be zero. Then by introducing new variables

\[ m = iu_x, \quad n = iv_x, \]

we obtain for the \( sl(2, \mathbb{C}) \) element

\[ M_0 = \begin{pmatrix} 0 & -u \\ -v & 0 \end{pmatrix}. \]

Assuming further that all functions belong to the Schwartz class \( S(\mathbb{R}) \) in \( x \) for all \( t \in \mathbb{R} \), the arising differential equations are

\[ i(h\theta)_x + nu + mv = 0 \] (5)
\[ im_t - i(hm)_x - 2\theta u = 0 \] (6)
\[ in_t - i(hn)_x - 2\theta v = 0. \] (7)

The first equation is a differential constraint giving

\[ h = \frac{1}{\theta} uv \] (8)
and finally we arrive at the following system of coupled equations

\[
\begin{align*}
\frac{\partial u}{\partial t} + \frac{1}{\theta}(vu u_x)_x + 2\theta u &= 0 \quad (9) \\
\frac{\partial v}{\partial t} + \frac{1}{\theta}(vv v_x)_x + 2\theta v &= 0. \quad (10)
\end{align*}
\]

The first obvious reduction \( v = \bar{u} \) gives

\[
\frac{\partial u}{\partial t} + \frac{1}{\theta}(|u|^2 u_x)_x + 2\theta u = 0. \quad (11)
\]

Another possible reduction is \( u = v \) giving

\[
\frac{\partial u}{\partial t} + \frac{1}{3\theta}(u^3)_{xx} + 2\theta u = 0. \quad (12)
\]

The last two equations are known as the "short pulse equation" and clearly have solutions when \( u \) is real as well [51, 8, 4, 5]. Coupled short pulse equations and other generalisations are also at the focus of recent research [23, 36, 46].

### 2.2 Spectral theory and soliton solutions

The spectral theory of the HF Lax operator is in principle well known, see for example [22, 27, 28]. We are going to repeat briefly the known facts, since the negative flows have some specifics. From (1) with \( v = \bar{u} \) (and \( n = -\bar{m} \)) we have

\[
S_0^2 = (\theta^2 + |m|^2) \mathbb{1}.
\]

Therefore, in order to write the HF spectral problem in a canonical form, we need to change the variables, according to

\[
dy = \sqrt{\theta^2 + |m|^2} \, dx \quad (13)
\]

and introduce a new variable \( y \) as a function of \( x, t \). Moreover, (13) suggests that \( y \to \infty \) when \( x \to \infty \) and vice versa. We introduce

\[
S = \frac{1}{\sqrt{\theta^2 + |m|^2}} S_0, \quad S^2 = \mathbb{1}.
\]

The newly obtained the spectral problem is

\[
i \tilde{\psi}_y = \lambda \left( \begin{array}{cc} \frac{\theta}{\sqrt{\theta^2 + |m|^2}} & \frac{m}{\sqrt{\theta^2 + |m|^2}} \\ \frac{\bar{m}}{\sqrt{\theta^2 + |m|^2}} & \frac{-\theta}{\sqrt{\theta^2 + |m|^2}} \end{array} \right) \tilde{\psi} \equiv \lambda S(y) \tilde{\psi}(y, \lambda) \quad (14)
\]

Without loss of generality we can assume that \( \theta > 0 \) is a real constant, then the matrix \( S \) in the spectral problem (14) has the properties

\[
S = S^\dagger, \quad S^2 = \mathbb{1}, \quad \lim_{|y| \to \infty} S = \sigma_3. \quad (15)
\]

The spectral problem (14) then has the precise form of the one of the hierarchy of the Heisenberg ferromagnet (HF) model [22, 27, 28].
Due to the imposed reduction on \( S \), the eigenfunction \( \tilde{\psi}(y, \lambda) \) are \( SU(2) \) group-valued elements with the following property, whose verification is straightforward:

\[
\tilde{\psi}^{-1}(y, \lambda) = \tilde{\psi}^\dagger(y, \bar{\lambda})
\]

(16)

For simplicity where possible we will be omitting the variable \( t \), which can be considered as a parameter. The functions \( m(x, t) \), \( u(x, t) \) are assumed to belong in the space of the rapidly decreasing functions on \( \mathbb{R} \) (Schwartz class) when \( x \in \mathbb{R} \) for all values of \( t \), which could be considered as a fixed parameter when we study the spectral theory. Hence under the variable change (13) the functions are Schwartz class when \( y \in \mathbb{R} \) as well. Let us introduce the notation

\[
S = \begin{pmatrix}
    S_3 & S_{12} \\
    S_{12} & -S_3
\end{pmatrix},
\]

(17)

\( S \) takes values in the \( su(2) \) algebra. The inverse scattering method provides a solution for the components of \( S \) in terms of the so-called scattering data. In what follows we will outline briefly this method by using the so-called dressing procedure, [27]. The spectral problem (14) is equivalent to a canonical Zakharov - Shabat (ZS) spectral problem, [52, 53] under a gauge transformation such that \( \tilde{\psi}(y, \lambda) = H(y)\varphi(y, \lambda) \) for a non-degenerate matrix \( H(y) \). Indeed, the new spectral problem is

\[
i\partial_y \varphi(y, \lambda) + (Q(y) - \lambda\sigma_3)\varphi(y, \lambda) = 0, \quad Q(y) = iH^{-1}H_y
\]

(18)

Then, of course

\[
S = H\sigma_3H^{-1}
\]

(19)

and \( H \) determines \( S \) completely. Moreover, due to (15), we can consider that \( \lim_{|y| \to \infty} H(y) = \mathbb{1} \) and hence

\[
\lim_{|y| \to \infty} Q(y) = 0,
\]

(20)

\( Q(y) \in su(2) \). Due to (16) we have \( \varphi \) and \( H \) in \( SU(2) \) and

\[
\varphi^{-1}(y, \lambda) = \varphi^\dagger(y, \bar{\lambda}), \quad H^{-1} = H^\dagger, \quad HH^\dagger = \mathbb{1}.
\]

(20)

The dressing method works as follows. Starting from a trivial (or bare) solution \( Q(y, t) = 0 \), with its associated eigenfunction \( \varphi_0(y, t, \lambda) \), we may obtain an eigenfunction \( \varphi(y, t, \lambda) \) corresponding to soliton solutions, via the dressing factor \( g(y, t, \lambda) \), defined by the following

\[
\varphi(y, t, \lambda) = g(y, t, \lambda)\varphi_0(y, t, \lambda).
\]

(21)

The dressing factor \( g(y, t, \lambda) \in SU(2) \) is singular at each discrete eigenvalue \( \lambda = \lambda_n \) and is otherwise analytic for any complex \( \lambda \) and moreover from (20), (21) and (14)

\[
g^{-1}(y, \lambda) = g^\dagger(y, \bar{\lambda}),
\]

(22)

\[
ig_y + Qg - \lambda[\sigma_3, g] = 0.
\]

(23)

In the one-soliton case we consider a ZS dressing factor with one pole at \( \lambda = \mu \):

\[
g(y, \lambda)g^\dagger(y, \bar{\lambda}) = \mathbb{1},
\]

(24)

\[
g(y, \lambda) = \mathbb{1} + \frac{\mu - \bar{\mu}}{\lambda - \bar{\mu}}P(y),
\]

(25)
where \( P(y) \) is a projector, \( P^2 = P \). From (23)–(25) we obtain
\[
P^\dagger = P, \quad Q = (\mu - \bar{\mu})[\sigma_3, P],
\]
\[
iP_y + QP - \mu[\sigma_3, P] = 0,
\]
and hence the equation for \( P \) is
\[
iP_y - \bar{\mu}\sigma_3 P + \mu P\sigma_3 - (\mu - \bar{\mu})P\sigma_3 P = 0,
\]
From (23) when \( \lambda = 0 \) we have
\[
ig_y(y,0) + Q(y)g(t,0) = 0 \quad \text{or} \quad ig_y(y,0) + H^{-1}iH_yg(y,0) = 0, \quad \frac{\partial}{\partial y}(H(y)g(y,0)) = 0.
\]
Therefore we can choose the gauge transform
\[
H(y) = g^{-1}(y,0).
\]
Assuming a rank 1 projector
\[
P(y) = \frac{|F\rangle\langle F|}{\langle F|F\rangle}, \quad |F\rangle = (F_1, F_2)^T
\]
one can verify that (28) is satisfied if \( |F\rangle \) satisfies the bare equation \( Q(y) = 0 \)
\[
i\partial_y|F\rangle + (0 - \bar{\mu}\sigma_3)|F\rangle = 0.
\]
This way we can take \( |F\rangle = \varphi_0(y, \bar{\mu})|F_0\rangle \) where \( |F_0\rangle = (F_{01}, F_{02})^T \) is a constant vector and
\[
\varphi_0(y, \lambda) = e^{-i\bar{\sigma}_3(\lambda y + \frac{t}{\alpha})}
\]
is the solution of the bare spectral problem. Letting \( \mu = \alpha + i\omega \) one can evaluate the quantities
\[
\Delta = \langle \bar{F}|F\rangle = |F_1|^2 + |F_2|^2 = 2|F_{01}||F_{02}| \cosh \xi,
\]
\[
\xi(y,t) = 2\omega y - \frac{\omega t}{\alpha^2 + \omega^2} + \xi_0, \quad \xi_0 = \ln \left| \frac{F_{02}}{F_{01}} \right| = \text{const},
\]
\[
P = \frac{1}{\Delta} \begin{pmatrix} |F_1|^2 & \bar{F}_1F_2 \\ F_2F_1 & |F_2|^2 \end{pmatrix}.
\]
Furthermore,
\[
g(y,0) = \mathbb{1} + \frac{\bar{\mu} - \mu}{\mu} P
\]
and from (19), (30) we obtain
\[
S = \left( \mathbb{1} + \frac{\mu - \bar{\mu}}{\mu} P \right) \sigma_3 \left( \mathbb{1} + \frac{\bar{\mu} - \mu}{\mu} P \right).
\]
This is the one-soliton solution, related to eigenvalues \( \alpha \pm i\omega \) and dispersion law \( \frac{1}{2\alpha}\sigma_3 \). For the Heisenberg ferromagnet an analogous result could be found for example in \([22, 27]\). Explicitly the
components of $S$ are

$$S_3 = \frac{\theta}{\sqrt{\theta^2 + |m|^2}} = 1 - \frac{2\omega^2}{(\alpha^2 + \omega^2) \cosh^2 \xi(y, t)}$$  \hspace{1cm} (36)

$$S_{12} = \frac{m}{\sqrt{\theta^2 + |m|^2}} = -\frac{2i\omega e^{i\eta}}{(\alpha^2 + \omega^2) \cosh^2 \xi} (\omega \sinh \xi + i\alpha \cosh \xi)$$  \hspace{1cm} (37)

$$\eta(y, t) = 2\alpha y + \frac{\alpha t}{\alpha^2 + \omega^2} + \eta_0, \quad \eta_0 = \text{arg} \frac{\bar{F}_{01} F_{02}}{|F_{01} F_{02}|} = \text{const.}$$  \hspace{1cm} (38)

The variable change $x = X(y, t)$ could be obtained formally as $X = \frac{1}{\theta} \int S_3(y, t) dy$ which in this case gives

$$x = X(y, t) = \frac{y}{\theta} - \frac{\omega}{\theta(\alpha^2 + \omega^2)} \left[ \tanh \left( 2\omega y - \frac{\omega t}{\alpha^2 + \omega^2} + \xi_0 \right) + 1 \right].$$  \hspace{1cm} (39)

According to (36) the RHS has to be everywhere positive, which necessitates $|\alpha| > |\omega|$. Note that in parametric form

$$m(X(y, t), t) = \theta \frac{S_{12}}{S_3} = -\frac{2i\theta \omega e^{i\eta(y, t)}}{(\alpha^2 + \omega^2) \cosh^2 \xi(y, t) - 2\omega^2} (\omega \sinh \xi(y, t) + i\alpha \cosh \xi(y, t))$$

is nonsingular only if $|\alpha| > |\omega|$. The scattering data for this 1-soliton solution are provided by 4 real constants: two of them, $\alpha$ and $\omega$ related to the discrete eigenvalue $\mu = \alpha + i\omega$ and the other two, $\xi_0, \eta_0$ are related to the choice of initial position and initial phase of the soliton. The inconvenience here is that the solution of (11) is

$$u(x, t) = -i \int m(x, t) dx, \quad u(X(y, t), t) = -i \int S_{12}(y, t) dy$$

and requires an extra integration. This difficulty could be avoided as follows. The eigenfunction of (14) is

$$\tilde{\psi}(y, \lambda) = H(y) \varphi(y, \lambda) = g^{-1}(y, 0) g(y, \lambda) \varphi_0(y, \lambda)$$

where the time-dependent $\varphi_0(y, t, \lambda)$ is given in (31). We can write then

$$\tilde{\psi}(y, \lambda) e^{i\sigma_3 \frac{t}{2}} = g^{-1}(y, 0) g(y, \lambda) e^{-i\lambda \sigma_3 y}.$$

The quantity $\Psi(y, \lambda) = \tilde{\psi}(y, \lambda) e^{i\sigma_3 \frac{t}{2}}$ is still an eigenfunction of (14) and most importantly,

$$\Psi(y, \lambda) = g^{-1}(y, 0) g(y, \lambda) e^{-i\lambda \sigma_3 y},$$  \hspace{1cm} (40)

giving

$$\lim_{\lambda \to 0} \Psi(y, \lambda) = \mathbb{1}.$$ 

Thus one can expand about $\lambda = 0$:

$$\Psi(y, \lambda) = \mathbb{1} + \lambda \tilde{\psi}(y, 0) + \lambda^2 \frac{1}{2} \tilde{\psi} + \ldots,$$  \hspace{1cm} (41)

where the dot is a notation for a derivative with respect to $\lambda$. From (40)

$$\tilde{\psi}(y, 0) = -i\sigma_3 y - \frac{\mu - \bar{\mu}}{|\mu|^2} P(y).$$  \hspace{1cm} (42)
The (14) can be written also in the form
\[ i\Psi_y = \lambda \begin{pmatrix} \theta X_y(y, t) & i\partial_y u(X(y, t), t) \\ -i\partial_y \bar{u}(X(y, t), t) & -\theta X_y(y, t) \end{pmatrix} \Psi(y, \lambda) = \lambda \begin{pmatrix} \theta X & iu \\ -i\bar{u} & -\theta X \end{pmatrix} \Psi \] (43)

From (41) we obtain
\[ \begin{pmatrix} \theta X & iu \\ -i\bar{u} & -\theta X \end{pmatrix} \psi(y, 0) = \sigma_3 y - i\frac{\mu - \bar{\mu}}{|\mu|^2} P(y) \]
or after some straightforward calculations
\[ \theta X(y, t) = [i\dot{\psi}(y, 0)]_{11} = y - i\frac{\mu - \bar{\mu}}{|\mu|^2} [P(y)]_{11} = y + \frac{\omega e^{-\xi}}{(\alpha^2 + \omega^2) \cosh \xi}. \]

Taking into account the identity
\[ \frac{e^{-\xi}}{\cosh \xi} = 1 - \tanh \xi \]
we obtain
\[ \theta X(y, t) = y - \frac{\omega}{\alpha^2 + \omega^2} \tanh \xi + \text{const} \]
which is equivalent to (39) because \( X(y, t) \) is determined only up to an overall additive constant.

Similarly, we obtain the solution in parametric form
\[ u(X(y, t), t) = [\dot{\psi}(y, 0)]_{12} = -\frac{\mu - \bar{\mu}}{|\mu|^2} [P(y)]_{12} = \frac{-i\omega e^{i\eta(y, t)}}{(\alpha^2 + \omega^2) \cosh \xi(y, t)}. \]

Note that
\[ S_{12} = i\frac{\partial}{\partial y} u(X(y, t), t) = \frac{-2i\omega e^{i\eta(y, t)}(\omega \sinh \xi + i\alpha \cosh \xi)}{(\alpha^2 + \omega^2) \cosh^2 \xi(y, t)}, \]
which is exactly as in (37). The above representation can be viewed as a solution in parametric form, where \( y \) is the parameter. From (39) one can see that when \( \theta = 0 \) there are no smooth soliton solutions with these boundary conditions at \( x \to \pm \infty \). The experience with the CH and DP equations suggests that there might be singular solutions when \( \theta = 0 \).

### 3 The second negative flow

The second negative flow has a dispersion law \( \frac{1}{2\lambda^2} \sigma_3 \) which is proportional to the negative second power of the spectral parameter \( \lambda \). In this subsection for convenience we use same letters for different albeit analogous quantities. We denote \( m = iu_{xx}, \ n = iv_{xx} \), the \( L \) operator is as defined in (1)–(2), the \( M \)-operator is written as expansion in \( \lambda \) including also \( \lambda^{-1} \) and \( \lambda^0 \) while the \( \lambda^1 \) contribution is taken to be proportional to \( L \). The compatibility condition (4) gives the expression
\[ M = \frac{1}{2\lambda^2} \sigma_3 + \frac{1}{\lambda} \begin{pmatrix} 0 & -u_x \\ -v_x & 0 \end{pmatrix} + \begin{pmatrix} -u_x v_x & 2i\theta u \\ -2i\theta v & u_x v_x \end{pmatrix} + \lambda h S_0. \] (44)
where in addition
\[ h = 2i(uv_x - vu_x) \] (45)
and the equations
\[
\begin{align*}
u_{xxt} + 2\left((uv_x - vu_x)u_{xx}\right)_x + 2u_x v_x u_{xx} + 4\theta^2 u & = 0 \quad (46) \\
u_{xxt} - 2\left((uv_x - vu_x)v_{xx}\right)_x + 2u_x v_x v_{xx} + 4\theta^2 v & = 0. \quad (47)
\end{align*}
\]

The obvious reduction \( v = \bar{u} \) leads to a single equation
\[
u_{xxt} + 2\left((\bar{u}\bar{u}_x - \bar{u}u_x)u_{xx}\right)_x + 2|u_x|^2u_{xx} + 4\theta^2 u = 0. \quad (48)
\]

One can use the dressing method results to obtain the solutions of (63). Using the expansion (41) we have as before
\[
X(y, t) = \frac{i}{\theta} \hat{\Psi}_1(y, t, 0) = -\frac{i}{\theta} \hat{\Psi}_{22}(y, t, 0), \quad u_x(X(y, t), t) = \hat{\Psi}_{12}, \quad v_x(X(y, t), t) = -\hat{\Psi}_{21}. \quad (49)
\]

Moreover, the next order gives \( \frac{1}{2} \hat{\Psi}_x = \hat{\Psi}_x \hat{\Psi} \) and componentwise
\[
\frac{1}{2} \hat{\Psi}_{12, x} = \hat{\Psi}_{11, x} \hat{\Psi}_{12} + \hat{\Psi}_{12, x} \hat{\Psi}_{22}.
\]

This last expression could be integrated once by using (49) as well as integration by parts, giving
\[
u(X(y, t), t) = \frac{i}{2\theta} \left( \frac{1}{2} \hat{\Psi}_{12} - \hat{\Psi}_{12} \hat{\Psi}_{22} \right). \quad (50)
\]

By taking the 21-component, similarly we have
\[
v(X(y, t), t) = \frac{i}{2\theta} \left( \frac{1}{2} \hat{\Psi}_{21} - \hat{\Psi}_{21} \hat{\Psi}_{11} \right). \quad (51)
\]

This is consistent with the reduction \( u = \bar{v} \) which necessitates \( \hat{\Psi}_{11} = \hat{\Psi}_{22}, \quad \hat{\Psi}_{21} = -\hat{\Psi}_{12} \) and \( \hat{\Psi}_{21} = -\hat{\Psi}_{12} \).

Because of the new \( M \)-operator, instead of (31) we have a bare solution
\[
\varphi_0(y, t, \lambda) = e^{-i\sigma_3(\lambda y + \frac{t}{2\sqrt{\lambda}})}, \quad |F\rangle = \varphi_0(y, t, \mu)|F_0\rangle. \quad (52)
\]

The projector \( P \) again is given in terms of the components of \( F \) as in (34). The eigenfunction \( \Psi \) is defined as in (40), the expression (42) is the same, in addition
\[
\bar{\Psi}(y, t, 0) = -y^2 \mathbb{1} + \frac{2(\mu - \bar{\mu})}{\mu|\mu|^2} \lambda \sigma_3 - \mathbb{1}. \quad (53)
\]

We obtain the one-soliton solution of (63) corresponding to the pair of eigenvalues \( \alpha \pm i\omega \) in parametric form as
\[
u(X(y, t), t) = \frac{\omega e^{i\eta(y, t)}}{2\theta(\alpha^2 + \omega^2)^2 \cosh^2 \xi(y, t)},
\]
where
\[
\begin{align*}
\eta(y, t) &= 2\alpha y + \frac{(\alpha^2 - \omega^2)t}{(\alpha^2 + \omega^2)^2} + \eta_0, \quad \eta_0 = \arg \frac{\bar{F}_{01} F_{02}}{|F_{01} F_{02}|} = \text{const}, \\
\xi(y, t) &= 2\omega y - \frac{2\alpha \omega t}{(\alpha^2 + \omega^2)^2} + \xi_0, \quad \xi_0 = \ln \left| \frac{F_{02}}{F_{01}} \right| = \text{const}, \\
x = X(y, t) &= \frac{y}{\theta} - \frac{\omega}{\theta(\alpha^2 + \omega^2)} \tanh \xi + \text{const}. \quad (56)
\end{align*}
\]
4 The third negative flow

The next order negative flows could be obtained in a similar way. The third negative flow has a dispersion law \( \frac{1}{2\lambda^3}\sigma_3 \). The \( L \)-operator is like in (1)–(2) however \( m = iu_{xxx}, n = iv_{xxx} \), the \( M \)-operator due to (4) is

\[
M = \frac{1}{2\lambda^3}\sigma_3 + \frac{1}{\lambda^2} \begin{pmatrix} 0 & -u_{xx} \\ -v_{xx} & 0 \end{pmatrix} + \frac{1}{\lambda} \begin{pmatrix} -u_{xx}v_{xx} & 2i\theta u_x \\ -2i\theta v_x & u_{xx}v_{xx} \end{pmatrix} + \begin{pmatrix} 0 & R[u, v] \\ P[u, v] & 0 \end{pmatrix}
\]

\[+ 2i\theta (u_xv_{xx} - v_xu_{xx})\sigma_3 + \lambda hS_0. \tag{57}\]

The compatibility condition (4) gives in addition

\[
P = 4\theta^2 v + 2\partial_x^{-1}(u_{xx}v_{xx}v_{xxx}) \tag{58}
\]

\[
R = 4\theta^2 u + 2\partial_x^{-1}(v_{xx}u_{xx}u_{xxx}) \tag{59}
\]

\[
h = 4\theta(u_{xx}v_{xx} + v_{xx} - u_xv_x) - \frac{1}{\theta}u_{xx}^2v_{xx}^2 + \frac{2}{\theta}v_{xx}\partial_x^{-1}(v_{xx}u_{xx}u_{xxx}) + \frac{2}{\theta}u_{xx}\partial_x^{-1}(u_{xx}v_{xx}v_{xxx}) \tag{60}
\]

and the equations

\[
u_{xxxx} - (hu_{xxx})_x - 8\theta^3 u - 4\theta\partial_x^{-1}(v_{xx}u_{xx}u_{xxx}) - 4\theta(u_{xx}v_{xx} - v_xu_{xx})u_{xxx} = 0 \tag{61}
\]

\[
v_{xxxx} - (hv_{xxx})_x - 8\theta^3 v - 4\theta\partial_x^{-1}(u_{xx}v_{xx}v_{xxx}) + 4\theta(u_{xx}v_{xx} - v_xu_{xx})v_{xxx} = 0. \tag{62}
\]

The obvious reduction \( v = u \) leads to a single local equation

\[
u_{xxxx} - \left((8\theta uu_{xx} - 4\theta u_x^2 + \frac{1}{3\theta}u_{xx}^4)u_{xxx}\right)_x - \frac{4\theta}{3}u_{xx}^3 - 8\theta^3 u = 0 \tag{63}
\]

which contains nonlinear terms involving \( u \) and its derivatives up to the 5th power.

5 Conclusions

We have presented several integrable systems arising as negative flows of the well known HF hierarchy, which is gauge-equivalent to the hierarchy of the Nonlinear Schrödinger equation. We have outlined the application of the dressing method for the calculation of the soliton solutions. The multisoliton solutions could be obtained from the same scheme with

\[
g(y, \lambda) = \Pi + \sum_k A_k(y) \frac{\lambda - \mu_k}{\lambda}
\]

i.e. factors with several poles [27]. The limit \( \theta \to 0 \) also deserves special attention since the solutions in this case are likely to leave the Schwartz class of functions. The system (46)–(47) for example when \( \theta = 0 \) contains only cross-coupled terms. A comparison with the (quite possibly nonintegrable) cross-coupled system of two CH equations from [17], shows that one could expect interesting and unexpected properties due to the cubic-nonlinear interactions. The quadratic nonlinearities of the system in [17] for example lead to “waltzing” pairs of peakons, moving together, cf. also with the results in [31]. We mention also that there are interesting integrable examples with Lax representation containing both positive and negative powers of the spectral parameter like in [26]. The HF hierarchy in a general setting, related to Lax operators in homogeneous spaces and the associated structures including the recursion operators are studied in [28, 29].
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