The role of idiotypic interactions in the adaptive immune system: a belief-propagation approach
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Abstract. In this work we use belief-propagation techniques to study the equilibrium behaviour of a minimal model for the immune system comprising interacting T and B clones. We investigate the effect of the so-called idiotypic interactions among complementary B clones on the system’s activation. Our results show that B-B interactions increase the system’s resilience to noise, making clonal activation more stable, while increasing the cross-talk between different clones. We derive analytically the noise level at which a B clone gets activated, in the absence of cross-talk, and find that this increases with the strength of idiotypic interactions and with the number of T cells sending signals to the B clones. We also derive, analytically and numerically, via population dynamics, the critical line where clonal cross-talk arises. Our approach allows us to derive the B clone size distribution, which can be experimentally measured and gives important information about the adaptive immune system response to antigens and vaccination.

1. Introduction

The immune system is a complex collection of biological structures (molecules, cells, organs, etc.) that protects the organism from a variety of agents causing diseases, i.e. pathogens [1]. The first line of defence, called innate immune system, is composed by anatomical barriers, which include physical (e.g. epithelium), chemical (e.g. gut flora) and biological (e.g. saliva) barriers; it produces a generic response to a large class of different pathogens or substances causing diseases. The adaptive immune system produces a more targeted response to specific invaders, the antigens‡. The cells composing this part of the immune system, namely B and T lymphocytes, present B cell receptors (BCRs) and T cell receptors (TCRs) on their surfaces that are able to bind only to specific antigens or fragments of them [3, 4]. Hence, the resulting immune response is highly specialised and more effective. Moreover, the adaptive immunity keeps an immunological memory of the specific antigen: in subsequent encounters with the same antigen, the system produces stronger and faster immune responses. T cells and B cells recognise the antigens in a different way. In contrast to B cells, the T cells receptors do not bind to the antigen directly but rely on other cells (called antigen presenting cells or APC), such as B cells, dendritic cells, etc., which present short peptide fragments of antigen via proteins known as MHC molecules [1, 2, 3].

‡ "Foreign substances that induce specific immune responses or are the targets of such responses"[1].
Their roles in the immune response are also different: T clones regulate the immune response by sending excitatory or inhibitory signals in the form of signalling proteins, the cytokines, to the B clones: these confirmatory messages are essential to initiate the antibodies production [1]. B clones are indeed the only clones that can produce antibodies, proteins able to identify and neutralize the antigens. Once the immune response has been activated, B clones start to proliferate and clonally expand, producing clones of identical cells sharing the same antigen receptors.

Recently, following the development of experimental techniques such as high-throughput sequencing data [5] new interesting observables have become available, among which the clonal size distribution. All clones in the immune systems undergo a birth-death process, which is regulated and modified to achieve the desired immune response. Monitoring the clone size distribution is thus important to understand the immune system response to antigens and vaccinations [6]. Experiments and analytical work are now available for different cell types, both for humans and other species [6, 7, 8, 9].

Interestingly, the cells and molecules of the immune system can also recognize, react to and regulate each other forming an interacting network. In particular, B clones can bind, recognize and inhibit or excite each other forming the so-called idiotypic network of interactions; indeed, the antigens combining sites, i.e. idiotypes, which are expressed on the B cells surface also react to complementary receptors displayed on other B clones [10]. A schematic representation of the interactions among lymphocytes is shown in fig. 1. Different B-B interactions mechanisms have been proposed, e.g. via cell receptors or antibodies. In this work we do not enter the details of how such interactions arise, we just assume their existence and study their impact on the system’s behaviour. The first formulation of an immune network theory by N. K. Jerne [11] dates back to the early 1970s and was soon after followed by preliminary

---

§ Clones are group of T cells (B cells) sharing the same receptors TCR (BCR) [1].
experimental confirmations [12, 13, 14] and various mathematical models to capture this interaction mechanism [15]. In particular, linear idiotypic network models [16], where antibodies belonging to the \(i\)-th group could interact with antibodies of the \(i-1\) and \(i+1\)-th group, or a cyclic version of it [17] have been proposed, together with models with random connections between antibodies [18]. In these models the dynamics of the B clones concentration is modelled via large systems of coupled ODEs, mostly solved via numerical simulations. More recently, experiments also showed a new connection between the existence of an “idiotypic network” and the onset of autoimmune diseases, spotlighting the importance of such interactions and the need for a more careful analysis of its effects [19, 20, 21].

To this end, we extend previous models of B-T clones interactions using statistical mechanics tools [22, 23, 24, 25] to further investigate the effects of the idiotypic interactions on the clone activation level and immune response strength. Fully connected models of B-B interactions using statistical mechanics tools have been introduced in [26, 27] to study anergy in self-reactive clones and inhibitory effects of the idiotypic network. Our aim in this work, as we shall detail in the following, is to study the excitatory effects of idiotypic interactions between complementary B clones, namely between idiotypes and anti-idiotypes. In presence of a close complementarity between antigen and idiotype and between idiotype and anti-idiotype (due to idiotypic interactions), the latter may be interpreted as an internal image of the antigen, having BCRs resembling antigens themselves [1, 10, 28].

In the following section we will introduce in detail the mathematical model, its players and assumptions.

2. The model

In this section, we define a minimal model for the adaptive immune system, which comprises the interactions between B and T clones, essential to initiate an immune response, and the idiotypic interactions between B clones, with the aim to quantify their impact on the immune system activation. In our model T clones are binary variables or “spins” \(\sigma_i = \pm 1\), \(i = 1, \ldots, N\), depending on whether they are (+1) or not (−1) secreting cytokines. B clones are described by real variables \(b_\mu \in \mathbb{R}\), \(\mu = 1, \ldots, P\), characterising their log-concentrations with respect to a reference value. The interactions between T and B clones are mediated by cytokines, which can be excitatory or inhibitory. We model the interaction between a T clone \(i\) and a B clone \(\mu\), via a variable \(\xi_i^\mu\) which takes value 1 if the cytokine is excitatory, −1 if it is inhibitory and 0 if it is absent, due to the specificity of these interactions. Both \(\sigma\)’s and \(b\)’s are random variables and we expect that in equilibrium at inverse noise level \(\sqrt{\beta}\) their joint distribution \(p(\sigma, b|\xi, A)\) for any symmetric realisation of the cytokines patterns, is be given, by the Gibbs Boltzmann distribution [29, 30]

\[
p(\sigma, b|\xi, A) = \frac{e^{-\sqrt{\beta}H(\sigma, b|\xi, A)}}{Z},
\]

For symmetric interactions detailed balance ensures the convergence of the dynamics to a Boltzmann distribution [29].
with Hamiltonian

\[ H(\sigma, b|\xi, A) = -\sum_{i=1}^{N} \sum_{\mu=1}^{P} \xi_i \sigma_i b_\mu + \frac{1}{2\sqrt{\beta}} \sum_{\mu,\nu=1}^{P} b_\mu A_{\mu\nu} b_\nu . \] (2)

The matrix \( A = \{A_{\mu\nu}\} \) models interactions between B clones, also called idiotypic interactions [11, 10]. In the following, we will often drop the explicit dependence on the B-T interactions \( \xi \) and the matrix \( A \) in the Hamiltonian, which we will simply denote by \( H(\sigma, b) \), as well as in the Boltzmann distribution, \( p(\sigma, b) \), and in its marginals.

In this section, we choose a suitable form of the matrix \( A \) to mimic idiotypic interactions, discussing the model’s assumptions that motivate our choice. Moreover, we introduce the relevant quantities that we will monitor to probe the system’s behaviour. We will discuss the graph topology chosen for the B-T interactions in sec. 4, where a more convenient (factor graph) representation of the Boltzmann distribution will be introduced.

To investigate B-B interactions we choose the simplest configuration of the receptor space which retains the key biological features: (i) suppression effects preventing abnormal clonal expansion and (ii) excitatory signalling between complementary clones. We represent B clones receptors as binary strings and assume that complementary strings, like e.g. 010... and 101..., excite each other. Noting that one can always label each of \( P = 2^L \) binary strings of length \( L \) by an index \( i \), in such a way that the string complementary to \( i \) is labeled by \( i + P/2 \), we order the strings on a ring in such a way that each string sits close to similar strings and opposite to complementary ones. We assume that two strings interact if they match perfectly, i.e. if their Hamming distance is \( d = L \) (in order to reproduce all possible antibodies strings one would then need \( L = \mathcal{O}(\log P) \) [27]).

The reason for this choice is that B-B interactions are believed to be very specific [11, 31], with each B clone interacting with a number \( \mathcal{O}(1) \) of other clones. This model stems from the idea of an “internal image” of the antigen [1, 10, 28, 11] belonging to the B repertoire having a stimulatory effect on the antibody responding to the antigen. The antigen recognition process is based on cell receptors with binding sites complementary to the antigen itself, the so-called idiotypes [1]. Let us indicate the initial antibody recognising the antigen by \( Ab_1 \), and by \( Ab_2 \) the anti-idiotypic antibody able to recognise the antigen-binding site of \( Ab_1 \). Hence, the \( Ab_2 \), which is complementary to \( Ab_1 \), is structurally similar to the antigen and can be thought of as its internal image [32, 33].

The perfect matching assumption can be easily relaxed; for example, one may assume that each B clone does not only interact with the cell strictly complementary to it (with Hamming distance \( d = L \) ), but also with the \( L \) clones which are nearly complementary (with a Hamming distance \( d = L - 1 \)). We expect that as long as the connectivity of B clones is \( \sim L - d = \mathcal{O}(1) \) the effect is qualitatively very similar [¶]. We suppose that the \( \mu \)-th B clone expansion is triggered by the \( (\mu + P/2) \)-th B clone, which is precisely complementary to that B clone and each B clone dies at a certain rate. In the following we will denote by \( \mu = \mu + P/2 \) the complementary clone of the \( \mu \)-th B clone. For simplicity, we assume a unitary death rate for all clones. This leads us to the B-B interactions matrix

\[ A_{\mu\nu} = \delta_{\mu\nu} - k\delta_{\mu,(\nu+P/2) \mod P} , \] (3)

¶ Indeed, the number of interacting string will be \( \mathcal{O}(L^{L-d}) \ll 2^L \).
with \( k \in [0,1) \) representing the strength of idiotypic interactions. Assuming that each clone \( \mu \) is governed by the gradient descent on \( H(\sigma, b) \) [24], the non-zero diagonal terms \( A_{\mu\mu} \) model the natural death of cells in its population. Clearly, one could make several other choices for matrix \( A \). For example, intra-clonal competition can be introduced by allowing non-zero off-diagonal entries in \( A \). These elements would need to scale as \( 1/P \) to ensure that the decay term is overall \( O(1) \). Assuming that off-diagonal terms are all equal i.e. \( A_{\mu\nu} = 1/P \forall \mu \neq \nu \) and the overall log-concentration of clones \( \sum_\mu b_\mu = B \) is constant, the loss term in the population dynamics would gain a constant term \(-B/P\), which can be absorbed in the definition of \( b_\mu \). More general matrices can be chosen to account for the system’s heterogeneities. The choice in (3) also allows for a straightforward matrix inversion, which is useful for later analytical calculations. We note that \( A \) is a Toeplitz matrix, positive definite and symmetric with the properties \( A_{\mu\nu} = A((\mu - \nu)), A(n + P) = A(n) \) and \( A(n) = A(-n) \) and its inverse is

\[
(A^{-1})_{\mu\nu} = \frac{1}{1-k^2} \delta_{\mu\nu} + \frac{k}{1-k^2} \delta_{\mu,(-P/2)} \mod P . \tag{4}
\]

In the following we show that many important properties of the system described by Hamiltonian (2) are encoded in the marginal distribution of the \( \sigma \), which is found by integrating (1) over the variables \( b_\mu \)

\[
p(\sigma) = \frac{1}{Z} e^{-\beta H(\sigma)} , \tag{5}
\]

leading to a Boltzmann distribution with effective Hamiltonian

\[
H(\sigma) = -\frac{1}{2} \sum_{i,j=1}^{N} \sigma_i \sigma_j \sum_{\mu,\nu=1}^{P} \xi_{\mu i} (A^{-1})_{\mu\nu} \xi_{\nu j} . \tag{6}
\]

The latter involves only interactions between T clones, in the separable form \( J_{ij} = \xi_{T i} A^{-1} \xi_{T j} \) with \( \xi_{T i} = (\xi^1_i, \ldots, \xi^P_i) \), and thus describes an associative network with \( P \) diluted patterns \( \{\xi^\mu\}_{\mu=1}^{P} \) [24, 30, 34]. Here, the patterns \( \{\xi^\mu\} \) stored in the network represent T clonal strategies for B clonal activations. We can rewrite the Hamiltonian (6) as

\[
H(\sigma) = -\frac{1}{2} m^T(\sigma) A^{-1} m(\sigma) , \tag{7}
\]

in terms of the vector of magnetizations or order parameters \( m = (m_1, \ldots, m_P)^T \) and and its transpose \( m^T \). The magnetization defined as

\[
m_\mu(\sigma) = \sum_{i=1}^{N} \sigma_i \xi_i^\mu , \tag{8}
\]

gives the overlap between the system configuration \( \sigma \) and pattern \( \xi^\mu \), which quantifies the strength of the signal sent by T clones to B clone \( \mu \), or the activation of B clone \( \mu \).

Experimentally, one has access to the B clone size distribution, rather than \( p(\sigma) \). Hence, the relevant quantity to probe and compare the experimental data with the model behaviour is

\[
p(b) = \int d\sigma \sum_\sigma p(\sigma, b) \frac{1}{P} \sum_{\mu=1}^{P} \delta(b - b_\mu) . \tag{9}
\]
To this end, we rewrite (1) as
\[ p(\sigma, b) = 1/Z e^{-\frac{1}{2}b^T A b + \sqrt{\beta} m(\sigma)} \]
(10)
where \( Z = p(\sigma)p(b|\sqrt{\beta} A^{-1} m(\sigma)) \),
(11)
where we have completed the square in (10) and introduced the joint distribution of the B clone sizes
\[ p(b|\sqrt{\beta} A^{-1} m(\sigma)) = \sqrt{\det A} (2\pi)^{-N} e^{-\frac{1}{2}(b - \sqrt{\beta} A^{-1} m(\sigma))^T A (b - \sqrt{\beta} A^{-1} m(\sigma))} , \]
(12)
a multivariate Gaussian distribution with covariance matrix \( A^{-1} \). The marginal distribution for the \( \mu \)-th B clone, obtained by integrating the above over all \( b_\nu \) other than \( b_\mu \), will be Gaussian as well with
\[ p(b_\mu|\sqrt{\beta} (A^{-1} m(\sigma))_\mu) = \frac{1}{\sqrt{2\pi/(1 - k^2)}} e^{-\frac{1}{2} (b_\mu - \sqrt{\beta} (A^{-1} m(\sigma))_\mu)^2} . \]
(13)
Hence, from (9) we get
\[ p(b) = \frac{1}{Z'} \sum_\sigma p(\sigma) \frac{1}{P} \sum_{\mu=1}^P p(b|\sqrt{\beta} (A^{-1} m(\sigma))_\mu) . \]
(14)
Upon introducing the “rotated” overlaps \( \tilde{m}(\sigma) = A^{-1} m(\sigma) \) we get
\[ p(b) = \frac{1}{Z'} \int d\tilde{m} \sum_\sigma p(\sigma) \frac{1}{P} \sum_{\mu=1}^P \delta(\tilde{m} - \tilde{m}_\mu(\sigma)) p(b|\sqrt{\beta} \tilde{m}) \]
\[ = \frac{1}{Z'} \int d\tilde{m} P(\tilde{m}) p(b|\sqrt{\beta} \tilde{m}) , \]
(15)
where
\[ P(\tilde{m}) = \sum_\sigma p(\sigma) \frac{1}{P} \sum_{\mu=1}^P \delta(\tilde{m} - \tilde{m}_\mu(\sigma)) \]
(16)
and
\[ p(b|\sqrt{\beta} \tilde{m}) = \frac{1}{\sqrt{2\pi/(1 - k^2)}} e^{-\frac{1}{2} (b - \sqrt{\beta} \tilde{m})^2} . \]
(17)
This shows that the distribution of B clones sizes \( p(b) \) is readily determined from the distribution \( P(\tilde{m}) \) of rotated overlaps \( \tilde{m}(\sigma) \) in the ”marginalised” system involving only \( \sigma \), described by (7), where the \( b \) have been integrated out. Hence, the problem of computing B clones distributions, which are experimentally accessible in immunology, reduces to evaluating the overlap distribution in an associative memory with diluted and coupled patterns. In the absence of idiotypic interactions, i.e. for uncoupled patterns, it is seen numerically that for ratios \( \alpha = P/N \) not too large and for low noise level \( T \), the overlap distribution crosses-over from a unimodal distribution peaked in zero to a bimodal peaked at large values of the overlap [23]. In this work we derive a tight bound on the noise level \( T \) at which this cross-over takes place. Interestingly, this coincides with the critical temperature at which the system undergoes a phase
transition, from \( m = 0 \) to \( m \neq 0 \), in the regime of extremely diluted B-T interactions and sub-extensive number of B clones [24]. Since the B clones size distribution is a convolution of Gaussian distributions centered on the emerging values of the (rotated) overlaps, the phase where \( m \neq 0 \), can be regarded as the healthy phase of the immune system, where cells numbers are sustained. This may provide a theoretical explanation for the need of a basal activity of the immune system, by which T clones send signals to B clones. This is experimentally observed, even in the absence of antigens, and is believed to be one of the mechanisms to accomplish a homeostatic control of cell numbers [35].

In a similar fashion, we can calculate the equilibrium concentration of any B clone \( \mu \) and the activation of any T clone \( i \) via

\[
P_{i\mu}(\sigma, b) = \int db \sum_\sigma p(\sigma, b) \delta(b - b_\mu) \delta_{\sigma,\sigma_i} \\
= \frac{1}{Z} \sum_\sigma p(\sigma) \delta_{\sigma,\sigma_i} p(b|\sqrt{\beta} \tilde{m}_\mu(\sigma)) \\
= \frac{1}{Z'} \int d\tilde{m} p(b|\sqrt{\beta} \tilde{m}) \sum_\sigma p(\sigma) \delta_{\sigma,\sigma_i} \delta(\tilde{m} - \tilde{m}_\mu(\sigma)),
\]

showing again that all the information about the physics of the system is encoded in the marginalised distribution \( p(\sigma) \).

3. Summary of results

Using belief-propagation techniques [36, 37] and tools imported from neural networks [38, 34] and spin glasses [40], we investigate the effect of idiotypic interactions on the B-T clones system’s performance and response. In particular, we will show that idiotypic interactions:

- increase the single clone activation temperature, hence its resilience to noise (sec. 5.1);
- may help boost the proliferation of a B clone and improve the response to antigens (sec. 5, 6);
- widen the region in the phase space characterised by clonal cross-talk, i.e. interference among different clones in the system (sec. 7).

These results are robust and apply to a wider family of Toepliz matrix of interactions, accounting for excitatory signalling between B clones. In sec. 4, we will introduce a factor graph representation of the Boltzmann distribution of the marginalised system described by the Hamiltonian (7). This will allow us to derive recursive equations for the marginal distributions of T clones activation and formulae for the distributions of the overlaps (8), which quantify B clones activation. The details of the analytical derivation of the recursive equations can be found in Appendix A. Interestingly, as shown in the previous section (sec. 2), from the overlaps distribution we can derive the expression of experimentally accessible observables such as the distribution of B clone sizes (15). The latter gives important information about the response of the immune system in healthy and pathological situations [8, 9].

We first explore the cases that can be treated analytically, namely the paramagnetic phase (sec. 5), where clones act independently from each other and the results are disorder-independent, and the case
with ferromagnetic interactions (sec. 6), where there is no disorder in the system \((\xi^\mu = 1, \forall \mu)\). In particular, we are interested in the dependence of the overlap and clone size distribution on the noise \(T\) and the B-B interaction strength \(k\): varying the system’s parameters they exhibit a transition from a single peaked distribution centred around zero to a bimodal distribution peaked around non-zero value of overlap and clonal activation, as shown for example in figure 4. This transition was also numerically detected, in the absence of idiotypic interactions, in [23], however an analytical expression for the cross-over line in the parameter space was not available. In this paper, we are able to locate both analytically (sec. 5.1) and numerically (Appendix C) the line where this unimodal-bimodal transition takes place, defined as single cluster activation line, in the more general scenario where B clones interacts. The latter highlights the region in the parameter space \((k, T)\) where a single clone - independently from the others - becomes activated and receives signals to expand/contract. Our results show that increasing the idiotypic interactions strength \(k\), the temperature at which the clones become activated becomes higher (see for example fig. 7). Overall, B-B interactions help increase the stability of B clones activation against biological noise.

To investigate cross-talk effects between clones, we first consider the case with ferromagnetic interactions, where one can proceed analytically. In section 6, we study the system’s behaviour increasing the clonal cross-talk and obtain the critical line separating the region where clones act independently from the region where they feel the presence of other clones in the system, comparing it with the single cluster activation line (fig. 9). With this choice of interactions, we can also study the overlaps and B clone size distribution within the clonal cross-talk region.

In sec. 7, we consider the most general case with disordered interactions and we derive analytically and via population dynamics simulations the cross-talk critical line, in the space of model parameters. Details of the population dynamics algorithm are summarised in Appendix D. Via this analysis we obtain the cross-talk critical line and the comparison with the single cluster activation line for a regular graph topology in the parameter space \((T, L)\) - noise against factor degree - fixing the vertex degree \(K\) and varying the B-B interaction strength \(k\). We consider two examples of disorder: a case with symmetric patterns distribution (sec. 7.1.1), where the cross-talk line defines the transition from the paramagnetic phase to a spin-glass phase [25, 23] and a case with biased patterns distribution (sec. 7.1.2), focusing in particular on the case of ferromagnetic interactions to make contact with the results obtained in sec. 6. In the latter, the cross-talk line mark the transition from the paramagnetic to the ferromagnetic phase and for \(k = 0\) and regular graph topology indeed coincides with the one computed for the Bethe Lattice [39]. In fig. 15, 16 we show the phase diagrams for the two choices of disorder, symmetric and biased respectively. The effect of the idiotypic interactions is to widen the clonal cross-talk region, increasing the interference between B clones. In the presence of ferromagnetic interactions, this interference is constructive and induces a net contraction or expansion of the B clones. In the disordered case, within the cross-talk region each clone feels random fields due to the presence of other interacting clones, which may hinder the system’s parallel processing capabilities and the clonal activation.

Finally, in sec. 8, we discuss possible extensions of this model also suggesting experimental data that can be used to validate and refine the model.
4. Factor graph representation

We can visualize our system of $N$ T clones and $P$ B clones as a bipartite graph, $\mathcal{G} = (\mathcal{T}, \mathcal{B})$ where T clones constitute the $\mathcal{T}$ party and B clones represent the $\mathcal{B}$ party, with $N = |\mathcal{T}|$ and $P = |\mathcal{B}|$. We indicate with $\partial \mu = \{i : \xi^\mu_i \neq 0\}$ the set of T clones connected to the B clone $\mu$, and with $\partial i = \{\mu : \xi^\mu_i \neq 0\}$ the set of B clones connected to a particular clone $i$, i.e. $|\partial \mu|$ is the degree of a B clone $\mu$ and $|\partial i|$ is the degree of a T clone $i$ in the bipartite graph $\mathcal{G}$. In our analysis, we will consider random bipartite graph ensembles where the degrees $d_i = |\partial i|$ and $q_\mu = |\partial \mu|$ of the nodes in the two parties are drawn respectively from the distributions $P_d(d) = \frac{1}{N} \sum_{i=1}^N \delta_{d_i,d}$, $P_q(q) = \frac{1}{P} \sum_{\mu=1}^P \delta_{q,|\partial \mu|}$, and links are random and independent variables which take values $\xi^\mu_i \in \{+1, -1\}$. Conservation of links demands $\sum_{i=1}^N d_i = \sum_{\mu=1}^P q_\mu$, which gives, for large $N$, $N \langle d \rangle = P \langle q \rangle$, where averages are taken over $P_d(d)$ and $P_q(q)$. Different graph topologies have been considered, in the absence of idiotypic interactions, in [25], while here we mostly focus on regular graph topologies and on the role of B-B interactions.

To introduce a factor graph representation of the Boltzmann distribution (5) as a first step, we diagonalise the symmetric matrix $A$ by means of the similarity transformation $D = P^{-1} A P$, where $D$ is the diagonal matrix constructed from the eigenvalues $\{\lambda_\mu\}_{\mu=1}^P$ of $A$ and $P$ is the orthogonal matrix of eigenvectors ($P^{-1} = P^T$). Hence, we write the Hamiltonian 7 in terms of the transformed vector $v(\sigma) = P^{-1} M(\sigma)$

$$H(\sigma) = -\frac{1}{2} v^T(\sigma) D^{-1} v(\sigma) = -\frac{1}{2} \sum_\mu v_\mu^2(\sigma) \frac{1}{\lambda_\mu} .$$

This allows to write $p(\sigma)$, as defined in (5), in the factorised form

$$p(\sigma) = \frac{1}{Z'} \prod_{\mu=1}^P F_\mu(\sigma) ,$$

with factors

$$F_\mu(\sigma) = e^{\beta v_\mu^2(\sigma)/(2\lambda_\mu)} = \langle e^{v_\mu(\sigma)z} \sqrt{\beta/\lambda_\mu} \rangle_z$$

and

$$\langle f(z) \rangle_z = \int_{-\infty}^{+\infty} \frac{dz}{\sqrt{2\pi}} e^{-\frac{1}{2} z^2} f(z) .$$

After simple algebraic manipulations (see Appendix A for details) we can rewrite (20) as a product of $P/2$ factors

$$p(\sigma) = \frac{1}{Z'} \prod_{\mu=1}^{P/2} f_{\mu\hat{\mu}}(\{\sigma_k, k \in \partial \mu\}, \{\sigma_\ell, \ell \in \partial \hat{\mu}\}) ,$$

each involving a pair of complementary clones $\mu, \hat{\mu}$

$$f_{\mu\hat{\mu}}(\{\sigma_k, k \in \partial \mu\}, \{\sigma_\ell, \ell \in \partial \hat{\mu}\}) = \left\langle \exp \left[ \sqrt{\beta} \left( y_1 \sum_{k \in \partial \mu} \xi_k^\mu \sigma_k + y_2 \sum_{\ell \in \partial \hat{\mu}} \xi_{\ell}^{\hat{\mu}} \sigma_\ell \right) \right] \right\rangle_y ,$$

where $y_1, y_2$ are parameters of the model.
Figure 2. Schematic representation of the messages \( \phi_{j \rightarrow \nu} \) from node \( j \) to factors \( \nu \hat{\nu} \), and \( \psi_{\mu\hat{\mu} \rightarrow j} \), from the factors \( \mu \hat{\mu} \) to node \( j \) in the factor tree used to derive equations (54) and (55).

where

\[
\langle \cdots \rangle_y = \sqrt{1 - k^2} \int \frac{dy_1 dy_2}{2\pi} (\cdots) e^{-\frac{1}{2}y^T C^{-1} y} \tag{25}
\]

and

\[
C^{-1} = \begin{pmatrix}
1 & -k \\
-k & 1
\end{pmatrix}. \tag{26}
\]

Each factor \( f_{\mu\hat{\mu}} \) is a function of the \( T \) clones \( \{\sigma_k\} \) connected to the \( \mu \)-th B clone and the \( \{\sigma_i\} \) connected to the complementary clone \( \hat{\mu} \). Via this representation we note that the effect of the B-B interactions is equivalent to joining together \( T \) clones signalling to complementary B clones. A schematic representation of the factor graph is shown in fig. 2.

To compute relevant observables of the system, such as the distribution of overlaps quantifying B clones activation, we introduce the so-called cavity marginals \( P_{\mu\hat{\mu}}(\sigma_i) \) of \( \sigma_i \), when the \( i \)-th clone is coupled to either the factor \( \mu \) or its complementary \( \hat{\mu} \) and nothing else, and \( P_{\lambda\mu\hat{\mu}}(\sigma_i) \) of \( \sigma_i \) when coupled to all factors except \( \mu \) and its complement \( \hat{\mu} \). These are often referred to as the messages from factors \( \mu, \hat{\mu} \) to node \( i \) and from node \( i \) to factors \( \mu, \hat{\mu} \), respectively. For sparse interactions \( \{\xi_{\mu i}\} \), our factor graph will be locally tree-like in the thermodynamic limit, with typical loop lengths diverging (logarithmically) with \( N \), so we can use the Bethe-Peierls approximation [37, 36] to find the cavity distributions in a recursive fashion

\[
P_{\mu\hat{\mu}}(\sigma_i) = \prod_{\nu \in \partial i \setminus \mu\hat{\mu}} P_{\nu\hat{\nu}}(\sigma_i) ,
\]

\[
P_{\nu\hat{\nu}}(\sigma_i) = \frac{1}{Z_{\nu\hat{\nu}}} \sum_{\{\sigma_k \in \partial \nu \setminus i\}} f_{\nu\hat{\nu}}(\sigma_i, \{\sigma_k \in \partial \nu \setminus i\}) \prod_{k \in \partial \mu \setminus i} P_{\nu\hat{\nu}}(\sigma_k) , \tag{27}
\]

where \( \partial \nu \hat{\nu} = \partial \nu \cup \partial \hat{\nu} \) and \( Z_{\nu\hat{\nu}} \) ensures the normalisation of \( P_{\nu\hat{\nu}}(\sigma_i) \). In Appendix B we provide a formal derivation of the recursions (27) for a model defined on a factor tree and a schematic representation of
the graph used to derive the equations. Iterating these equations until convergence, we obtain exact solutions on trees and approximately exact solutions on locally tree-like graphs.

4.1. Distribution of overlaps

To study the activation properties of the system, i.e. its ability to retrieve stored patterns of clonal activation, encoded in the pattern overlaps $m_\mu = \sum_{k \in \partial \mu} \xi_k^\mu \sigma_k$, we look at the joint distribution of complementary clones activation

$$P_{\mu \bar{\mu}}(m, \hat{m}) = \langle \delta_{m, m_\mu(\sigma)} \delta_{\hat{m}, m_{\bar{\mu}}(\sigma)} \rangle = \sum_{\sigma} p(\sigma) \delta_{m, m_\mu(\sigma)} \delta_{\hat{m}, m_{\bar{\mu}}(\sigma)}.$$  \hspace{1cm} (28)

Inserting (23) in (28) and splitting the sums over spins attached to factors $\mu, \bar{\mu}$ from the sums over spins in the rest of the (tree-like) graph (which give the cavity marginals in the absence of the factors $\mu, \bar{\mu}$) we obtain

$$P_{\mu \bar{\mu}}(m, \hat{m}) = \sum_{\{\sigma_k \in \partial \mu \bar{\mu}\}} \int dy_1 dy_2 e^{-\frac{1}{2} y^T C^{-1} y} e^{\sqrt{\beta}(y_1 y_{m_\mu(\sigma)} + y_2 y_{m_{\bar{\mu}}(\sigma)})} \delta_{m, m_\mu(\sigma)} \delta_{\hat{m}, m_{\bar{\mu}}(\sigma)} \prod_{k \in \partial \mu \bar{\mu}} P_{\mu \bar{\mu}}(\sigma_k),$$  \hspace{1cm} (29)

where the cavity marginals $P_{\mu \bar{\mu}}(\sigma_k)$ must be computed recursively from equations (27). Finally, to compute the B clone size distribution $p(b)$ given in (15), we need the distribution of the rotated overlaps $\hat{m}_\mu = \frac{m_\mu}{1 - k^2} + \frac{k m_{\bar{\mu}}}{1 - k^2}$

$$P_{\mu \bar{\mu}}(\hat{m}) = \sum_{m, \hat{m}} P_{\mu \bar{\mu}}(m, \hat{m}) \delta \left( \hat{m} - \frac{m}{1 - k^2} - \frac{k m_{\bar{\mu}}}{1 - k^2} \right).$$  \hspace{1cm} (30)

In the following sections, we will solve the recursive equations (27) in two cases that can be treated analytically, namely the paramagnetic phase (sec. 5) and the case with ferromagnetic interactions (sec. 6) and we will compute the overlaps and clone sizes distributions in different regimes of the model’s parameters. In sec. 7 we numerically solve the recursive equations (27) for the general case with disordered interactions using a population dynamics algorithm.

5. Paramagnetic phase

One can easily see that $P_{\mu \bar{\mu}}(\sigma_k) = 1/2 \ \forall \ \mu, \bar{\mu}, k$ is always a solution of the recursive equations (27). We refer to this solution as the paramagnetic phase, where spins have probability 1/2 to be ±1. In this phase, the distribution of overlaps (29) for the clusters $\mu, \bar{\mu}$ simplifies to

$$P_{\mu \bar{\mu}}(m, \hat{m}) = \sum_{\{\sigma_k \in \partial \mu \bar{\mu}\}} \int dy_1 dy_2 e^{-\frac{1}{2} y^T C^{-1} y} e^{\sqrt{\beta}(y_1 y_{m_\mu(\sigma)} + y_2 y_{m_{\bar{\mu}}(\sigma)})} \delta_{m, m_\mu(\sigma)} \delta_{\hat{m}, m_{\bar{\mu}}(\sigma)} \prod_{k \in \partial \mu \bar{\mu}} P_{\mu \bar{\mu}}(\sigma_k),$$  \hspace{1cm} (31)

thus losing the dependence on the interaction with the other clusters in the graph. This means that in the paramagnetic phase each cluster in the graph behaves as if it were in isolation. Let us now analyse
and simplify (31). We use the delta constraints to remove the spin dependence from the exponential in
the numerator, then we perform the integration over \(y_1, y_2\) and the sum over the spins
\[
\sum_{\{\sigma_k \in \partial \mu, \sigma_\ell \in \partial \hat{\mu}\}} \delta_{m,m\mu}(\sigma) \delta_{\hat{m},\hat{m}\hat{\mu}}(\sigma) = \frac{1}{4\pi^2} \int dx_1 dx_2 e^{ix_1 m + ix_2 \hat{m}} \sum_{\{\sigma_k \in \partial \mu\}} e^{-ix_1 \sum_{k \in \partial \mu} \xi_k \sigma_k} \sum_{\{\sigma_\ell \in \partial \hat{\mu}\}} e^{-ix_2 \sum_{\ell \in \partial \hat{\mu}} \xi_\ell \sigma_\ell}
\]
\[
= \frac{1}{4\pi^2} \int dx_1 dx_2 e^{ix_1 m + ix_2 \hat{m}} (2\cos x_1)^{\vert \partial \mu \vert} (2\cos x_2)^{\vert \partial \hat{\mu} \vert}
\]
\[
= \sum_{r=0}^{\vert \partial \mu \vert} \binom{\vert \partial \mu \vert}{r} \delta_{m,2r-\vert \partial \mu \vert} \sum_{j=0}^{\vert \partial \hat{\mu} \vert} \binom{\vert \partial \hat{\mu} \vert}{j} \delta_{\hat{m},2j-\vert \partial \hat{\mu} \vert}, \tag{32}
\]
where we used the Fourier representation of the Kronecker δ's, the parity of the cosine function to drop
the ξ's from its argument, the binomial expansion of the powers of cosine and finally carried out the
integrations. This leads us to the discrete distribution
\[
P_{\mu \hat{\mu}}(m, \hat{m}) = \frac{1}{Z_{\mu \hat{\mu}}} e^{\frac{\beta}{1-\kappa^2}(m^2 + 2km\hat{m} + \hat{m}^2)} \binom{\vert \partial \mu \vert}{\frac{m+\vert \partial \mu \vert}{2}} \binom{\vert \partial \hat{\mu} \vert}{\frac{\hat{m}+\vert \partial \hat{\mu} \vert}{2}}, \tag{33}
\]
where
\[
Z_{\mu \hat{\mu}} = \sum_{r=0}^{\vert \partial \mu \vert} \left( \binom{\vert \partial \mu \vert}{r} \sum_{j=0}^{\vert \partial \hat{\mu} \vert} \binom{\vert \partial \hat{\mu} \vert}{j} e^{\frac{\beta}{1-\kappa^2}[(2r-\vert \partial \mu \vert)^2 + 2k(2r-\vert \partial \mu \vert)(2j-\vert \partial \hat{\mu} \vert) + (2j-\vert \partial \hat{\mu} \vert)^2]}
\]
ensures normalization of (33) and the binomials are zero for non-integer arguments.

**Figure 3.** 3D plot of the joint distribution of complementary B-clones overlaps \(P(m, \hat{m} | K)\) (36) for \(T = 5\) (left) and \(T = 10\) (right) and \(k = 0.5\). The distribution is computed for a regular graph with degree \(K = \hat{K} = 4\) in the paramagnetic phase. Note that here and elsewhere the support of the distribution
is discrete, \(m, \hat{m} \in \{-4, -2, 0, 2, 4\}\), and a continuous interpolating function has been used to guide the eye.

We note that in the paramagnetic phase the overlap distribution, from which our observables of
interest can be derived, does not depend on the nature of the interactions \(\{\xi_i^\mu\}\), and \(Z_{\mu \hat{\mu}}\) depends on
\(\mu, \hat{\mu}\) only through \(|\partial \mu|, |\partial \hat{\mu}|\). The distribution of rotated overlap follows as

\[
P_{\mu \hat{\mu}}(\hat{m}) = \sum_{m, \hat{m}} \frac{e^{\frac{\beta}{2} (m^2 + 2km\hat{m} + \hat{m}^2)}}{Z_{\mu \hat{\mu}}} \left(\frac{|\partial \mu|}{m + |\partial \mu|}\right) \left(\frac{|\partial \hat{\mu}|}{\hat{m} + |\partial \hat{\mu}|}\right) \delta \left(\hat{m} - \frac{m - k\hat{m}}{1 - k^2}\right).
\]  

(Averaging equations (33) and (35) over graphs with factors degree distribution \(P_q\), we obtain respectively

\[
P(m, \hat{m}|P_q) = e^{\frac{\beta}{2} (m^2 + 2km\hat{m} + \hat{m}^2)} \sum_{\kappa, \tilde{\kappa} \geq 1} P_q(\kappa) P_q(\tilde{\kappa}) \frac{1}{Z_{\kappa, \tilde{\kappa}}} \left(\frac{\kappa}{m + \kappa}\right) \left(\frac{\tilde{\kappa}}{\hat{m} + \tilde{\kappa}}\right).
\]  

and

\[
P(\hat{m}|P_q) = \sum_{\kappa, \tilde{\kappa} \geq 1} P_q(\kappa) P_q(\tilde{\kappa}) \frac{1}{Z_{\kappa, \tilde{\kappa}}} \sum_{m, \hat{m}} e^{\frac{\beta}{2} (m^2 + 2km\hat{m} + \hat{m}^2)} \times \left(\frac{\kappa}{m + \kappa}\right) \left(\frac{\tilde{\kappa}}{\hat{m} + \tilde{\kappa}}\right) \delta \left(\hat{m} - \frac{m - k\hat{m}}{1 - k^2}\right).
\]  

In the following we consider the regular graph case, \(P_q(\kappa) = \delta_{\kappa, K}\), for which we get

\[
P(m, \hat{m}|K) = \frac{e^{\frac{\beta}{2} (m^2 + 2km\hat{m} + \hat{m}^2)}}{Z} \left(\frac{K}{m + K}\right) \left(\frac{K}{\hat{m} + K}\right)
\]  

and

\[
P(\hat{m}|K) = \frac{1}{Z} \sum_{m, \hat{m}} e^{\frac{\beta}{2} (m^2 + 2km\hat{m} + \hat{m}^2)} \left(\frac{K}{m + K}\right) \left(\frac{K}{\hat{m} + K}\right) \delta \left(\hat{m} - \frac{m - k\hat{m}}{1 - k^2}\right).
\]  

We plot \(P(m, \hat{m}|K)\) in figure 3 for different values of the noise level (or temperature) \(T\). For high

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Plot of \(P(m|K)\) in the paramagnetic phase for a regular graph with degree \(K = 4\). Left panel: \(P(m|K)\) for different temperatures \(T = 1, 5, 10\) at fixed \(k = 0.5\). Right panel: \(P(m|K)\) for different B-B interaction strengths \(k = 0.1, 0.5, 0.9\) at fixed \(T = 5\). Note that the support of the distribution is discrete (markers), \(m \in \{-4, -2, 0, 2, 4\}\).}
\end{figure}

\(T\) temperature, the distribution is peaked around zero, meaning that in the absence of an antigenic field

\[\text{13}\]

\[\text{13}\]
there is no clonal expansion. Decreasing the temperature, the overlap distribution becomes peaked at
equal values of \( m = \hat{m} = \pm K \), meaning that pairs of interacting clones are likely to receive the same
signals, either both excitatory or both inhibitory. The system will fluctuate from one peak to the other
with a timescale \( \tau \) proportional to the exponential of the free-energy barrier between \( (m, \hat{m}) = \pm (K, K) \)
and \((0,0)\), hence exponentially large in the finite size \( K \) of the two clones \( \tau \sim e^{\beta K^2/(1-k)} \). This means
that any clone that has initially expanded, will eventually undergo a contraction in the absence of an
antigen, over a typical timescale that increases with the size \( K \) and the strength \( k \) of the idiotypic
interactions. Hence, one of the roles of idiotypic interactions is to prolong the short-term memory of
the system.

In fig. 4 we plot \( P(m|K) \) obtained by marginalising over \( \hat{m} \), for different values of the temperature
\( T \) and of the B-B interaction strength \( k \). The effect of increasing the B-B interactions strength \( k \) is
qualitatively similar to what we observe when decreasing the temperature. In the next section (5.1), we
will discuss more in detail the dependence on the parameters \( T \) and \( k \) of the transition from a bimodal
to a unimodal overlap distribution.

Finally, we plot the distribution of rotated overlaps that is needed to derive the B clone size
distribution. In fig. 5 (left panel) we show the behaviour of \( P(\hat{m}|K) \) when varying the temperature,
while in fig. 6 (left panel) we plot it for different values of \( k \). The behaviour is qualitatively similar
to what we discussed for \( P(m|K) \) and it directly affects the B clones size distribution. The latter can
be computed from \( P(\hat{m}|K) \) by using (15), (16), (17), and is shown in the right panels of the same
figures. Fig. 5 (right panel) shows that at high temperature the B clone size distribution is peaked in
zero, meaning that no clonal expansion or contraction occurs in the system. Lowering the temperature,
the distribution develops two peaks leading the system to oscillate, in the absence of an antigenic
field, between ”memorised” (expanded or contracted) states, where B clones are boosted or suppressed,
respectively. An antigenic field will force the system to remain in the expanded state. In fig. 6 (right
panel) one sees the peaks shifting at larger clonal sizes when \( k \) is increased, showing that idiotypic
interactions may help boosting the proliferation of B cells. Furthermore, when decreasing \( k \) at fixed \( T \)
the distribution crosses over from a bimodal to a unimodal distribution peaked in zero, meaning that clonal expansion and contraction are more resilient to noise in the presence of idiotypic interactions.

5.1. Crossover transition

In this section, we study the dependence on the noise level $T$ and on the idiotypic interaction strength $k$ of the crossover transition of the overlap distribution from unimodal to bimodal (see fig. 3 and 4). We note that this crossover transition is not a phase transition, due to the effective finite size $K$ of the system. In contrast with what happens in the case $K \sim N^{1-\gamma}$, with $\gamma < 1$ (and $P \sim N^{\gamma}$) analysed in [34], there is no order parameter that becomes non-zero at the crossover. Before the crossover, one has a broad distribution of the order parameter, peaked in zero, while after the crossover one has a typical timescale for the system to make a transition between one peak and the other, rather than a full ergodicity breaking. We will refer to the line in the $(T, k)$ plane where the crossover takes place, as the single cluster activation line, as it represents the onset of B clonal activation in the paramagnetic phase.

Numerically, it is possible to identify a crossover temperature by looking at the height difference between the peaks in 0 and $K$. This method is exact in the case $K = 2$, where the support consists of three points, and will provide a lower bound for the crossover temperature for $K > 2$ (an exact numerical method would consist in locating the temperature at which the peak in 0 stops being the maximum over the support of the distribution). We consider $P(m|K, P_q) = \sum_{K \geq 0} P_q(\hat{K}) \sum_{m} P(m, \hat{m}|K, P_q)$, which can be written as

$$P(m|K, P_q) = \sum_{K \geq 0} P_q(\hat{K}) \left( \frac{\sum_{j=0}^{K} \left( \binom{K}{j} e^{\beta (2j-K)^2/2 + 2km(2j-K)} \right) \left( \frac{K}{m+K} \right)}{\sum_{r=0}^{K} \left( \binom{K}{r} \sum_{s=0}^{K} \left( \binom{K}{s} e^{\beta [(2r-K)^2 + 2k(2r-K)(2s-K)+(2s-K)^2]} \right) \right)} \right), \quad (40)$$

where we have fixed the size of one clone to $K$ and marginalised over the overlap $\hat{m}$ of the other clone. Its size $\hat{K}$ is assumed, in what follows, to be drawn from a Poisson distribution $\pi_K$ with average $K$. We
plot in fig. 7 the peak difference $\Delta = P(K|K, \pi_K) - P(0|K, \pi_K)$ as a function of $T$ and $k$ and we show in fig. 8 (left panel) the line, in the plane $(T, k)$, where $\Delta$ first becomes positive. For low values of $K$, this is expected to give a good approximation for the activation line where the crossover transition occurs, and is seen to be in good agreement with the critical line $T_a = K/(1-k)$, theoretically predicted for regular graph topology\(^+\) and large size $K$ (dashed line). Alternatively, for a regular topology with degree $K_{Out} = 5, 10, 15, 20$ one can monitor the total cluster magnetization $m_t = m + \hat{m}$ via $P(m_t|K) = \sum_{m, \hat{m}} P(m, \hat{m}|K)\delta_{m_t, m + \hat{m}}$, although we expect here the peak difference $P(2K|K) - P(0|K)$ to give a worse estimate of the transition line, given to the larger support of the distribution. The latter can be written as

$$P(m_t|K) = \sum_m \sum_{\hat{m}} \frac{e^{-\beta} \delta^{(m^2 + 2km\hat{m} + \hat{m}^2)} \left( \frac{K}{m+K} \right) \left( \frac{1}{m+K} \right)}{\sum_{\ell=0}^{K} \sum_{j=0}^{K} e^{-2(1-k)^2} (2\ell-K)^2 + 2k(2\ell-K)(2j-K)+(2-j-k)^2} \delta_{m_t, m + \hat{m}}$$

and the line where the peak difference first becomes positive is plotted in fig. 8 (right panel). This indeed provides a lower bound on the activation temperature $T_a = K/(1-k)$ shown in the same plot, for guidance, as a dashed line.

Analytically, one can derive the single cluster activation line using bounds on the free energy and the stability conditions on the “paramagnetic point”, $(m, \hat{m}) = (0, 0)$. Details of the calculation can be found in Appendix C.

6. Ferromagnetic interactions

We can study cross-talks effects between clusters in the case of ferromagnetic interactions $\xi_i^\mu = \xi_i^\hat{\mu} = 1$, $\forall \ i, \mu, \hat{\mu}$, where we can progress analytically even away from the paramagnetic phase. To this purpose we consider spins interacting on a random regular factor-graph with $|\partial i| = L$ and $|\partial \mu| = |\partial \hat{\mu}| = K$. In

\(^+\) This provides the main node of the Poissonian distribution used here.
we can write the recursive equation (27) as $P_{\text{interactions}}(\tau, \phi) = P_{\text{interactions}}(\tau, \phi, \mu, \bar{\mu}),$ where $\mu, \bar{\mu}$ are all factors (24) are equivalent. It follows that all the cavity distributions are equivalent $P_{\text{cavity}} = \frac{1}{Z} \prod_{k=1}^{K} \int_{-\infty}^{+\infty} \mathcal{D}y \sum_{\sigma_k, \{\tau_k\}} e^{\sqrt{\beta} \sigma_1 + y_1 (\sqrt{\beta} \sum_{k=1}^{K-1} \sigma_k) + y_2 (\sqrt{\beta} \sum_{k=1}^{K} \tau_k)} e^{\beta \phi (\sum_{k=1}^{K-1} \sigma_k + \sum_{k=1}^{K} \tau_k)}$, consistent with results in [24].

Figure 8. Transition line in the plane $(T, k)$ from unimodal to bimodal distribution. Left: Zero-contour plot of the peak difference $\Delta$ in the plane $(T, k)$ monitoring $P(m|\mathcal{P})$ for a regular graph with degree $K = 3$ when coupled to a factor with Poisson distribution (average degree $K = 3$). Right: Zero-contour plot of the peak difference monitoring $P(m_{\text{all}}|K)$ with $K = 3$. The dashed lines represent the activation line $T_a = \frac{K}{1-K}$ predicted for large $K$, consistently with results in [24].

The thermodynamic limit $N \to \infty$, the graph is tree-like and due to the ferromagnetic nature of the interactions all factors (24) are equivalent. It follows that all the cavity distributions are equivalent $P_{\text{avg}}(w) = P_c(w), \forall w, \bar{w}$. Parametrizing them as $P_c(w) \propto e^{\beta \phi}$, and denoting $\mathcal{D}y = \frac{dy_1 dy_2}{2\pi} e^{-\frac{1}{2}y^2 C^{-1} y}$, we can write the recursive equation (27) as

$$P_c(w) = \frac{1}{Z} \left[ \int_{-\infty}^{+\infty} \mathcal{D}y \sum_{\{\sigma_k\}, \{\tau_k\}} e^{\sqrt{\beta} \sigma_1 + y_1 (\sqrt{\beta} \sum_{k=1}^{K-1} \sigma_k) + y_2 (\sqrt{\beta} \sum_{k=1}^{K} \tau_k)} e^{\beta \phi (\sum_{k=1}^{K-1} \sigma_k + \sum_{k=1}^{K} \tau_k)} \right]^{L-1},$$

where we denoted with $\sigma$ the spins attached to factor $\mu$, with $\tau$ those attached to $\bar{\mu}$, and assumed that, due to sparsity of interactions, $\sigma_i$ is attached to factor $\mu$ only.

For $\phi = 0$ we retrieve the paramagnetic phase analysed in sec. 5 with $P_c(\sigma_i) = 1/2$ $\forall \sigma_i = \pm 1$, while for $\phi \neq 0$ each cluster will receive a signal from the others, acting as a field. Summing over $\{\sigma_k\}, \{\tau_k\}$ we obtain

$$P_c(\sigma) = \frac{\left[ \int_{-\infty}^{+\infty} \mathcal{D}y \sum_{\{\sigma_k\}, \{\tau_k\}} e^{\sqrt{\beta} \sigma_1 + y_1 (\sqrt{\beta} y_1 + \beta \phi)} \right]^{L-1}}{\sum_{\sigma} \left[ \int_{-\infty}^{+\infty} \mathcal{D}y \sum_{\{\sigma_k\}, \{\tau_k\}} e^{\sqrt{\beta} \sigma_1 + y_1 (\sqrt{\beta} y_1 + \beta \phi)} \right]^{L-1}},$$

and using $P_c(1) = ae^{\beta \phi}$ and $P_c(-1) = ae^{-\beta \phi}$, we get

$$\phi = \frac{1}{2\beta} \log \frac{P_c(1)}{P_c(-1)}. \quad (44)$$

This leads to the following self-consistency equation for $\phi$

$$\phi = \frac{L - 1}{2\beta} \log \left( \frac{\int_{-\infty}^{+\infty} \mathcal{D}y \sum_{\{\sigma_k\}, \{\tau_k\}} e^{\sqrt{\beta} \sigma_1 + y_1 (\sqrt{\beta} y_1 + \beta \phi)} \right)^{L-1} \left[ \int_{-\infty}^{+\infty} \mathcal{D}y \sum_{\{\sigma_k\}, \{\tau_k\}} e^{\sqrt{\beta} \sigma_1 + y_1 (\sqrt{\beta} y_1 + \beta \phi)} \right]^K. \quad (45)$$
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Clearly $\phi = 0$ is always a solution, but we expect it to become unstable at low temperature. With simple manipulations we can write (45) in the following form

$$
\phi = \frac{L - 1}{2} \log \left( \sum_{\ell=0}^{K-1} \left( \binom{K-1}{\ell} \sum_{p=0}^{K} \binom{K}{p} e^{\frac{\beta((2\ell - K)^2 + (2p - K)^2 + 2k(2\ell - K) + 2(2p - K)(2p - K))}{1 - k^2}} + \delta_m, 2\ell - K \delta_\hat{m}, 2p - K \right) \right),
$$

where $J^T = (\sqrt{\beta}(2 + 2\ell - K), \sqrt{\beta}(2p - K))$ and $M^T = (\sqrt{\beta}(2\ell - K), \sqrt{\beta}(2p - K))$. Solving the integral in eq. (25) and using the matrix $C$ defined in (26) we obtain

$$
\phi = \frac{L - 1}{2} \log \left( \sum_{\ell=0}^{K-1} \left( \binom{K-1}{\ell} \sum_{p=0}^{K} \binom{K}{p} e^{\frac{\beta((2\ell - K)^2 + (2p - K)^2 + 2k(2\ell - K) + 2(2p - K)(2p - K))}{1 - k^2}} + \delta_m, 2\ell - K \delta_\hat{m}, 2p - K \right) \right). \tag{47}
$$

Via bifurcation analysis we can determine the critical temperature $T_c$ at which cavity fields bifurcate to a non-zero value (we will provide full details for general types of interactions in sec. 7). In fig. 9 (left), we plot the critical temperature $T_c$ as a function of the vertex and factor degree for two different values of the B-B interaction strength $k$: increasing $k$ widens the region where the cavity fields are non-zero, the so-called interference region. Given that in the ferromagnetic case the cavity fields are homogeneous, the interference between cytokine patterns is constructive and does not disrupt the system’s parallel retrieval of information. For a comparison between the critical temperature $T_c$ and the single cluster activation temperature $T_a$, see the right panel of fig. 9, where we plot the cavity field versus the temperature for fixed values of $K = 4$ and $L = 2$.

As in the paramagnetic case, we compute the overlap distribution defined in (28) for regular factor graphs with degree $K$ (generalizations to non-regular topologies are straightforward) from

$$
P(m, \hat{m} | K) = e^{\frac{\beta}{2(1 - k^2)}(m^2 + \hat{m}^2 + 2km\hat{m}) + \delta_m, 2\ell - K \delta_\hat{m}, 2p - K} \frac{\sum_{\ell=0}^{K} \left( \binom{K}{\ell} \sum_{p=0}^{K} \binom{K}{p} e^{\frac{\beta((2\ell - K)^2 + (2p - K)^2 + 2k(2\ell - K) + 2(2p - K)(2p - K))}{2(1 - k^2)}} + \delta_m, 2\ell - K \delta_\hat{m}, 2p - K \right)}{\sum_{\ell=0}^{K} \left( \binom{K}{\ell} \sum_{p=0}^{K} \binom{K}{p} e^{\frac{\beta((2\ell - K)^2 + (2p - K)^2 + 2k(2\ell - K) + 2(2p - K)(2p - K))}{2(1 - k^2)}} + \delta_m, 2\ell - K \delta_\hat{m}, 2p - K \right)}, \tag{48}
$$

where $\phi$ is self-consistently obtained from eq. (47). In fig. 10 we plot the distribution (48) for different values of the temperature and fixed degrees $K = 4$, $L = 2$. For $T > T_c$ where $\phi = 0$ (see fig. 9, right), the overlap distribution (48) reduces to (38), which describes the behaviour of a single cluster in the paramagnetic phase and does not depend on the nature (e.g. ferromagnetic or disordered) of the interactions. Since $T_c$ is larger than the single cluster activation temperature (see fig. 9, right), the system is found in the high-temperature regime of the paramagnetic phase and displays an overlap distribution peaked in zero. Lowering the temperature, $\phi$ becomes non-zero, hence each clone receives signals from other clones in the system. Therefore, we expect that the predictions obtained in the paramagnetic phase become inaccurate in this regime. Numerical evaluation of (48) shows that at low temperature one has again a crossover of the overlap distribution to an activated regime, where it displays a single peak at either positive or negative values of the magnetization, depending on the
initial conditions (see fig. 10, left). Indeed, clonal cross-talk manifests itself, in this regime, as a field that pins the system in one peak or the other, and the system develops a non-zero global magnetization (as for ferromagnetic interactions the field is homogeneous).

![Figure 9](image1.png)

**Figure 9.** Left: Critical temperature $T_c$ for the transition $\phi = 0 \rightarrow \phi \neq 0$ for a regular graph with degrees $K, L$ for the values of the B-B interaction strength $k = 0.5$ (orange) and $k = 0$ (blue). Right: Plot of $\phi$ as a function of the temperature $T$ for $K = 4$ and $L = 2$. Dashed lines represent the single cluster activation temperature (sec. 5).

Marginalising over $\hat{m}$, we can get information about the overlap distribution of the $\mu$-th B clone given that it interacts with his complement $\hat{\mu}$: in fig. 11 we plot it for different values of the temperature and the B-B interaction strength, and observe qualitatively the same transition described above. From the joint distribution $P(m, \hat{m}|K)$, we can compute the distribution $P(\tilde{m}|K)$ of rotated overlaps $\tilde{m}_\mu = \frac{m_\mu}{1-k^2} + \frac{km_{\hat{\mu}}}{1-k^2}$, which is plotted in fig. 12 (left panel) for different temperatures and in fig. 13 (left panel) for different values of $k$.
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**Figure 10.** Plot of $P(m, \hat{m}|K)$ (48) for $T = 5$ (left panel) and $T = 15$ (right panel) fixing $k = 0.5$, for a regular graph with $K = 4, L = 2$ with ferromagnetic interactions.
**Figure 11.** Plot of $P(m)$ for a regular graph with $K = 4, L = 2$ with ferromagnetic interactions. Left: $P(m)$ varying the temperature $T = 1, 10, 15$ with $k = 0.5$. Right: $P(m)$ varying B-B interaction strength $k = 0.1, 0.5, 0.9$ for $T = 10$.

**Figure 12.** Plot of $P(\hat{m} | K)$ (left) and the corresponding B clones distribution $P(b)$ (right) for different temperatures $T = 1, 5, 10$ for a regular graph with $K = 4, L = 2$ and $k = 0.5$ with ferromagnetic interactions.

**Figure 13.** Plot of $P(\hat{m} | K)$ (left) and the corresponding B clones distribution $P(b)$ (right) for different B-B interaction strength $k = 0.1, 0.5, 0.9$ for a regular graph with $K = 4, L = 2$ and $T = 5$ with ferromagnetic interactions.
We can finally use the rotated overlap distribution $P(\tilde{m})$ to derive the B clones size distribution, as shown in sec. 2. In fig. 12 and 13 (right panels) we show respectively its behaviour in temperature and in $k$. At low temperature, the B clone size distribution is peaked around non-zero values, meaning that B clones are expanding. Increasing $k$, increases the probability of having strong clonal expansions even at high noise levels. B clonal sizes are often experimentally measured as concentrations and are known to follow a Zipf’s law [6]. Using our definition of clonal sizes as (relative) log-concentrations $b = \log c/c_0$ we can get concentration distributions as $P(c) = \int P(b)\delta(c - e^b)db = \frac{1}{c}P(\log(c))$. In fig. 14 we show the log-log plot of $P(c)$ for different values of $T$ (left) and $k$ (right). In particular, we see that increasing $k$ and decreasing $T$, increases the probability of having clones in high concentrations. More in general, our model enables us to determine the single most important parameters that affect the tail behaviour of these distributions and might be useful to infer the network connectivity and operational noise in health and disease situations.

![Figure 14. Log-Log plot of $P(c)$ for a regular graph with $K = 4, L = 2$ with ferromagnetic interactions. Left: $P(c)$ varying the temperature fixing $k = 0.5$. Right: $P(c)$ varying $k$ for $T = 5$.](image)

7. Disordered interactions

In order to discuss more general cases of interactions it is useful to parametrise $P_{\mu\hat{\mu}}(\sigma_j)$, the message from factor $\mu$ and $\hat{\mu}$ to node $i$, by an effective field $\psi_{\mu\hat{\mu}\rightarrow j}$ and $P_{\nu\hat{\nu}}(\sigma_j)$, the message from node $j$ to factors $\mu, \hat{\mu}$, by the effective field $\phi_{j\rightarrow \nu\hat{\nu}}$ as

\begin{align}
P_{\mu\hat{\mu}}(\sigma_j) &\propto e^{\beta\sigma_j\psi_{\mu\hat{\mu}\rightarrow j}}, \\
P_{\nu\hat{\nu}}(\sigma_j) &\propto e^{\beta\sigma_j\phi_{j\rightarrow \nu\hat{\nu}}}.  
\end{align}  

(49)  

(50)
Using the relation \( \langle \sigma_j \rangle = \sum_{\sigma_j} \frac{P_{\mu\hat{\mu}}(\sigma_j)}{\sum_{\sigma_j} P_{\mu\hat{\mu}}(\sigma_j)} = \tanh(\beta \psi_{\mu\hat{\mu} \rightarrow j}) \) we can derive an expression for \( \psi_{\mu\hat{\mu} \rightarrow j} \). From (27) and the definition of \( f_{\mu\hat{\mu}}(\{\sigma_k \in \partial_\mu\}, \{\sigma_\ell \in \partial_{\hat{\mu}}\}) \) in (24), we have

\[
P_{\mu\hat{\mu}}(\sigma_j) = \frac{1}{Z_{\mu\hat{\mu}}} \sum_{\{\sigma_k\},\{\sigma_\ell\}} \int \frac{dy_1 dy_2}{2\pi} e^{-\frac{1}{2} y^2 C^{-1} y e^{\sqrt{3}(y_1 \sum_{k \in \partial_\mu} \xi_\mu^k \sigma_k + y_2 \sum_{\ell \in \partial_{\hat{\mu}}} \xi_{\hat{\mu}}^\ell \sigma_\ell)}
\]

\[
\times \left[ \prod_{k \in \partial_\mu \setminus j} P_{\mu\hat{\mu}}(\sigma_k) \right],
\]

where \( Z_{\mu\hat{\mu}} \) is the normalization. Manipulating (51) by using the parametrisation (50), yields

\[
P_{\mu\hat{\mu}}(\sigma_j) = \frac{\sqrt{1 - k^2}}{Z_{\mu\hat{\mu}}} \sum_{\{\sigma_k\},\{\sigma_\ell\}} \int \frac{dy_1 dy_2}{2\pi} e^{-\frac{1}{2} y^2 C^{-1} y e^{\sqrt{3}(y_1 \sum_{k \in \partial_\mu} \xi_\mu^k \sigma_k + y_2 \sum_{\ell \in \partial_{\hat{\mu}}} \xi_{\hat{\mu}}^\ell \sigma_\ell)}
\]

\[
\times \left[ \prod_{\ell \in \partial_{\hat{\mu}}} e^{(\sqrt{3} y_2 \xi_{\hat{\mu}}^\ell + \beta \phi_{\hat{\mu} \rightarrow \mu}) \sigma_\ell} \right].
\]

(52)

Note that due to the sparsity of the links, we assume that each spin is connected to either \( \mu \) or its complementary \( \hat{\mu} \) factor. Summing over \( \{\sigma_k\}, \{\sigma_\ell\} \), we obtain

\[
P_{\mu\hat{\mu}}(\sigma_j) = \frac{\sqrt{1 - k^2}}{Z_{\mu\hat{\mu}}} \int \frac{dy_1 dy_2}{2\pi} e^{-\frac{1}{2} y^2 C^{-1} y e^{\sqrt{3}(y_1 \sum_{k \in \partial_\mu} \xi_\mu^k \sigma_k + y_2 \sum_{\ell \in \partial_{\hat{\mu}}} \xi_{\hat{\mu}}^\ell \sigma_\ell)}
\]

\[
\times \left[ \prod_{\ell \in \partial_{\hat{\mu}}} 2 \cosh (\sqrt{3} y_2 \xi_{\hat{\mu}}^\ell + \beta \phi_{\hat{\mu} \rightarrow \mu}) \right].
\]

(53)

Hence the cavity fields in (49) are found as

\[
\psi_{\mu\hat{\mu} \rightarrow j} = \tanh \left( \frac{(\sinh \sqrt{3}(y_1 \xi_\mu^k) \prod_{k \in \partial_\mu \setminus j} \cosh (\sqrt{3} y_1 \xi_\mu^k + \beta \phi_{\hat{\mu} \rightarrow \mu}) \prod_{\ell \in \partial_{\hat{\mu}}} \cosh (\sqrt{3} y_2 \xi_{\hat{\mu}}^\ell + \beta \phi_{\hat{\mu} \rightarrow \mu})) y}{(\cosh \sqrt{3}(y_1 \xi_\mu^k) \prod_{k \in \partial_\mu \setminus j} \cosh (\sqrt{3} y_1 \xi_\mu^k + \beta \phi_{\hat{\mu} \rightarrow \mu}) \prod_{\ell \in \partial_{\hat{\mu}}} \cosh (\sqrt{3} y_2 \xi_{\hat{\mu}}^\ell + \beta \phi_{\hat{\mu} \rightarrow \mu})) y} \right).
\]

(54)

Finally, using the recursive equation (27) and the parametrisation (49), (50) it follows also that

\[
\phi_{j \rightarrow \nu \hat{\nu}} = \sum_{\mu \hat{\mu}} \psi_{\mu\hat{\mu} \rightarrow j}.
\]

(55)

The cavity fields equations (55), (54) can be iterated until convergence [36]. We can show analytically and check numerically that \( \psi_{\mu\hat{\mu} \rightarrow j} = 0, \forall \mu, \mu, j \) is a fixed point of (54) for any value of \( k \), simply using symmetries of the integral. In the following we will study the transition from zero to non-zero cavity fields and we will discuss how it affects the retrieval properties and the functioning of the system.

7.1. Distributions of cavity fields

In the large \( N \) limit the solution of the cavity equations (55), (54) can be characterised via the distribution of messages or fields, \( W_\psi(\psi) \) and \( W_\phi(\phi) \). The field distributions can be computed as
follows, denoting by $\Psi(\{\xi_1^\mu, \{\xi_1^\nu\}, \phi_{k\to \mu}, \phi_{e\to \mu}\})$ the r.h.s. of (54),

$$W_\psi(\psi) = \sum_e \frac{Q(e)e}{\langle e \rangle} \langle \langle \delta (\psi - \Psi(\phi_1, ..., \phi_{e-1}; \{\xi_1^1, ..., \xi_1^e\})) \rangle\rangle_{\xi, \phi},$$  

and taking the average over i.i.d. values of the (non-zero) $\{\xi^e\}$ and over i.i.d. fields $\phi_1, ..., \phi_{e-1}$ drawn from $W_\phi(\phi)$. In the above expression, $Q(e)e/\langle e \rangle$ is the probability of picking an edge connected to a cluster of degree $e$. Since the cluster is composed by the union of the nodes signalling to factor $\mu$ and $\hat{\mu}$, its degree distribution $Q(e)$ follows from the degree distribution of the disjoint factors $\mu, \hat{\mu}$ as

$$Q(e) = \sum_{q, \hat{q}} P_q(q) P_{\hat{q}}(\hat{q}) \delta(e - q - \hat{q}),$$  

and

$$\langle e \rangle = \sum_e Q(e)e = \sum_e \sum_{q, \hat{q}} e P_q(q) P_{\hat{q}}(\hat{q}) \delta(e - q - \hat{q}) = \sum_{q, \hat{q}} P_q(q) P_{\hat{q}}(\hat{q})(q + \hat{q}) = 2\langle q \rangle .$$

Similarly we have

$$W_\phi(\phi) = \sum_d \frac{dP_d(d)}{\langle d \rangle} \left\langle \left\langle \delta \left( \phi - \sum_{\mu=1}^{d-1} \psi_{\mu} \right) \right\rangle \right\rangle_{\xi, \psi},$$

where the average is over i.i.d. values of the (non-zero) $\{\xi^e\}$ and i.i.d. fields $\psi_1, ..., \psi_{d-1}$ drawn from $W_\psi(\psi)$. $P_d(d)$ represents the probability of picking a node of degree $d$. Field distributions can then be obtained numerically by a population dynamics (PD) algorithm [37], details of which are provided in Appendix D.

Transitions from zero to non-zero cavity fields can be located by monitoring bifurcations away from zero of the moments of the field distribution. Depending on the model’s parameters, either the first or the second moment will bifurcate away from zero first [25]. In Appendix E, we obtain analytically the critical lines of moments bifurcation for general graph topologies. The bifurcation conditions for the first and second moment read respectively

$$1 = \sum_d \frac{P_d(d) d(d-1)}{\langle d \rangle} \sum_{e, q} \frac{P_q(q) P_{q}(e - q) e}{2\langle q \rangle} \left[ (q - 1) \langle \Omega^a(\xi_1^1, ..., \xi_1^e) \rangle_{\xi} + (e - q) \langle \Omega^b(\xi_1^1, ..., \xi_1^e) \rangle_{\xi} \right],$$

$$1 = \sum_d \frac{P_d(d) d(d-1)}{\langle d \rangle} \sum_{e, q} \frac{P_q(q) P_{q}(e - q) e}{2\langle q \rangle} \left[ (q - 1) \langle (\Omega^a(\xi_1^1, ..., \xi_1^e))^2 \rangle_{\xi} + (e - q) \langle (\Omega^b(\xi_1^1, ..., \xi_1^e))^2 \rangle_{\xi} \right],$$

with

$$\Omega^a(\xi_1^1, ..., \xi_1^e) = \frac{\langle \sinh(\sqrt{3}y_1 \xi_1^1) \sinh(\sqrt{3}y_2 \xi_1^2) \prod_{r=3}^{q-1} \cosh(\sqrt{3}y_1 \xi_1^r) \prod_{\ell=q}^{e} \cosh(\sqrt{3}y_2 \xi_1^\ell) \rangle_y}{\prod_{r=1}^{q-1} \cosh(\sqrt{3}y_1 \xi_1^r) \prod_{\ell=q}^{e} \cosh(\sqrt{3}y_2 \xi_1^\ell) \rangle_y},$$

$$\Omega^b(\xi_1^1, ..., \xi_1^e) = \frac{\langle \sinh(\sqrt{3}y_1 \xi_1^1) \sinh(\sqrt{3}y_2 \xi_1^2) \prod_{r=3}^{q-1} \cosh(\sqrt{3}y_1 \xi_1^r) \prod_{\ell=q}^{e} \cosh(\sqrt{3}y_2 \xi_1^\ell) \rangle_y}{\prod_{r=1}^{q-1} \cosh(\sqrt{3}y_1 \xi_1^r) \prod_{\ell=q}^{e} \cosh(\sqrt{3}y_2 \xi_1^\ell) \rangle_y}.$$
In the next subsection, we will study the bifurcations specialising the calculation to different choices of the disorder. In particular, we will focus on the regular graph topology with vertex degree \( L \) and factor degree \( K \), choosing \( P_d(d) = \delta_{d,L} \) and \( P_q(q) = \delta_{q,K} \), and symmetric or biased patterns distributions.

### 7.1.1. Symmetric pattern distributions

We first consider the case of symmetrically distributed \( \xi \)'s, i.e. \( P(\xi) = \frac{1}{2} \delta_{\xi,+1} + \frac{1}{2} \delta_{\xi,-1} \). In this case there is no instability from growing means as the field distribution is always symmetric and, indeed, the r.h.s of (60) averages to zero. The bifurcation is, therefore, detectable from the instability of growing variances, while the mean remains zero. Specialising (61) to the regular graph case with \( P_d(d) = \delta_{d,L} \) and \( P_q(q) = \delta_{q,K} \) we get

\[
1 = (L - 1) \left[ (K - 1) \left( \frac{\langle \sinh^2(\sqrt{\beta} y_1) \cosh^{K-2}(\sqrt{\beta} y_1) \cosh^K(\sqrt{\beta} y_2) \rangle_y}{\langle \cosh^K(\sqrt{\beta} y_1) \cosh^K(\sqrt{\beta} y_2) \rangle_y} \right)^2 \\
+ K \left( \frac{\langle \sinh(\sqrt{\beta} y_1) \sinh(\sqrt{\beta} y_2) \cosh^{K-1}(\sqrt{\beta} y_1) \cosh^{K-1}(\sqrt{\beta} y_2) \rangle_y}{\langle \cosh^K(\sqrt{\beta} y_1) \cosh^K(\sqrt{\beta} y_2) \rangle_y} \right)^2 \right].
\]

We can easily compute the large \( T \)-limit (\( \beta \to 0 \)) in (62): the R.H.S clearly tends to zero, hence no solutions with non-zero fields exists at high temperature. For \( \beta \to \infty \) averages are dominated by large values of \( y_1, y_2 \) yielding \( \sinh^2(\sqrt{\beta} y_1) \sim \cosh^2(\sqrt{\beta} y_1) \) and \( 1 = (L - 1)(2K - 1) \). Hence, for a regular graph there is no bifurcation as long as \( L < \frac{2K}{2K-1} \). For the general \( \beta \)-dependence, we compute the Gaussian averages over \( y \) explicitly, obtaining

\[
\frac{1}{L - 1} = (K - 1) \left( \frac{\sum_{p=0}^{2} \sum_{r=0}^{K-2} \sum_{s=0}^{K} (-1)^p (2) (K-r) (K-s) e^{\frac{\beta}{2(1-k^2)}} \left( (K-2r-2p)^2+(K-2s)^2+2k(K-2r-2p)(K-2s) \right)}{\sum_{\ell,f=0}^{K} (K-\ell) (K-f) e^{\frac{\beta}{2(1-k^2)}} \left( (K-2\ell)^2+(K-2f)^2+2k(K-2\ell)(K-2f) \right)} \right)^2 \\
+ K \left( \frac{\sum_{n,h=0}^{1} \sum_{j,v=0}^{K-1} (-1)^{n+h} (1) (K-1) (K-1) \left( \sum_{1}^{n} \sum_{1}^{h} (1) (K-1) (1) e^{\frac{\beta}{2(1-k^2)}} \left( (K-2j-2h)^2+(K-2n-2v)^2+2k(K-2j-2h)(K-2n-2v) \right) \right)}{\sum_{\ell,f=0}^{K} (K-\ell) (K-f) e^{\frac{\beta}{2(1-k^2)}} \left( (K-2\ell)^2+(K-2f)^2+2k(K-2\ell)(K-2f) \right)} \right)^2.
\]

The latter condition gives the critical line for the variances bifurcation in \( T = 1/\beta \) as a function of \( L \). We plot this line in fig. 15, in the presence and in the absence of idiotypic interactions. We also compare the theoretical bifurcation line in (63) with the data obtained from population dynamics simulations (markers). For \( k = 0 \) the line is in agreement with results obtained in [25]. Increasing the B-B interactions strength, widens the interference region as one of the effects is to merge clusters (in this case of equal sizes) together. As in the case with ferromagnetic interactions, the role of the critical line consists in separating the region of clonal cross-talk from the region with no interference. However with disordered interactions the interference manifests itself as inhomogeneous fields and will therefore represent an additional source of noise in the system (besides the thermal noise). For \( T > T_c(K, L) \), the cavity fields are zero and each clique is signalling to a particular B clone, without feeling the interference of the others. In the neural networks jargon, the system works, in this region, as a parallel processor able to retrieve multiple cytokine patterns \( \xi^\mu \) simultaneously. For \( T < T_c(K, L) \) the system is in the
Figure 15. Critical line for symmetric patterns distribution (bifurcation in variance) in the plane $(T,L)$ for different values of B-B interaction strength $k = 0, 0.5$. We consider a regular graph with factor degree $K = 2$. At high temperature the system is in the paramagnetic phase, where clusters are independent of each other. Crossing the (solid) lines, cavity fields become non-zero and the clonal interference increases entering the cross-talk or spin glass (SG) region [37]. Markers (PD) represent numerical results obtained via population dynamics simulations (population size $M = 10^4$, see Appendix D for details). Dashed lines represent the single cluster (SC) activation temperatures, derived in sec. 5.1.

**Clonal cross-talk region** or so-called **spin glass phase** (SG) [25] where random fields act on each clique, reducing the parallel processing capabilities and making the signalling process to B clones less effective. The dashed lines highlight the temperature at which single clusters become active (see sec. 5.1) for different $k$. Lowering the temperature the system is subjected to both an increased clonal interference (crossing the solid lines) and to a unimodal-bimodal transition in the overlap distributions for single clusters. Increasing $k$, the temperature at which the cross-over transition happens increases, meaning that the system increases its tolerance to high noise levels.

### 7.1.2. Non-Symmetric pattern distributions
In this subsection we add a degree of asymmetry $a \in [-1,+1]$ to study the bifurcations in the first moment. Hence, we consider the $\xi$’s entries to be distributed according to $P(\xi) = \frac{1+a}{2} \delta_{\xi,+1} + \frac{1-a}{2} \delta_{\xi,-1}$. Computing the $\xi$-averages in (61) and specialising the equations for the regular graph case with $P_d(d) = \delta_{d,L}$ and $P_q(q) = \delta_{q,K}$ we get

\[
a^{-2} = (L - 1) \left[ (K - 1) \frac{\langle \sinh^2(\sqrt{\beta} y_1) \cosh^{K-2}(\sqrt{\beta} y_1) \cosh^K(\sqrt{\beta} y_2) \rangle_y}{\langle \cosh^K(\sqrt{\beta} y_1) \cosh^K(\sqrt{\beta} y_2) \rangle_y} \right.
+ \left. K \frac{\langle \sinh(\sqrt{\beta} y_1) \sinh(\sqrt{\beta} y_2) \cosh^{K-1}(\sqrt{\beta} y_1) \cosh^{K-1}(\sqrt{\beta} y_2) \rangle_y}{\langle \cosh^K(\sqrt{\beta} y_1) \cosh^K(\sqrt{\beta} y_2) \rangle_y} \right].
\]  

(64)
Note that when \( a \to 0 \) the transition point diverges and we recover the symmetric case. First, we analyse the limits for high and zero temperature: for \( \beta \to 0 \) eq. (64) does not admit any solution, hence the first moment is zero. At zero temperature, i.e. \( \beta \to \infty \), we have a transition to non-zero mean for \( a^{-2} = (L - 1)(2K - 1) \). For a regular graph with vertex degree \( L \) and factor degree \( K \), the general \( \beta \)-dependence can be obtained from

\[
a^{-2} \left( \frac{L}{L - 1} \right) = (K - 1) \left( \sum_{p=0}^{2} \sum_{r=0}^{K-2} \sum_{s=0}^{K} (-1)^p \binom{2}{p} \binom{K-2}{r} \binom{K}{s} e^{\frac{\beta}{2(1-k^2)}}((K-2r-2p)^2+(K-2s)^2+2k(K-2r-2p)(K-2s)) \right) \\
+ K \left( \sum_{n,h=0}^{1} \sum_{j,v=0}^{K-1} (-1)^{n+h} \binom{1}{n} \binom{K-1}{j} \binom{K-1}{v} \binom{1}{h} e^{\frac{\beta}{2(1-k^2)}}((K-2j-2h)^2+(K-2n-2v)^2+2k(K-2j-2h)(K-2n-2v)) \right) \\
\sum_{\ell,f=0}^{K} \binom{K}{\ell} \binom{K}{f} e^{\frac{\beta}{2(1-k^2)}}((K-2\ell)^2+(K-2f)^2+2k(K-2\ell)(K-2f))
\]

(65)

Note that, even in presence of a non-symmetric patterns distribution, there may be a bifurcation in the field variances at zero means, whose critical line will still be given by eq. (63). In this situation, the physical bifurcation is the first one taking place when lowering the temperature.

In fig. 16 we plot the critical line with \( k = 0.5 \) and \( k = 0 \) for \( a = 1 \), which retrieves the case of ferromagnetic interactions \( \xi^a = +1 \ \forall \ i, \mu \) analysed in sec. 6. Here the critical line is given by bifurcation of the means. The cross-talk region is enlarged by the presence of B-B interactions. Here however, interference is constructive, due to the ferromagnetic nature of interactions.

8. Conclusions and outlooks

In this work, we modelled the interacting system of B and T clones, main constituents of the adaptive immune system. In particular, we investigated the effect of idiotypic interactions among B clones, using belief propagation techniques and extending a previous model studied in the sub-extensive regime [24]. We derived cavity equations for the factor graph associated with the system and we discussed preliminary simple cases, which can be solved analytically. In particular, we considered the paramagnetic phase and ferromagnetic interactions and monitored the behaviour of the overlap distributions. The latter is useful to calculate the B clonal size distributions varying the temperature and the strength of the idiotypic interactions. We also derived the activation line where the overlap distribution shows a crossover behaviour from a phase of inactive to a phase of active B clones. We find, in particular, that B-B interactions increase the activation temperature making the system more resilient to noise. Indeed, one of the effects of the idiotypic network is to merge groups of T clones signalling to complementary B clones together, producing more stable signals and prolonging memory in the system. Having a model that predicts what are the most important parameters affecting the B clonal distribution is particularly welcome as this observable has recently become experimentally accessible and is important to understand the immune system’s state [8].

We then generalised our analysis to the case of disordered interactions. Here we calculated the critical line marking the onset of clonal cross-talk, both analytically via bifurcation analysis and
Figure 16. Critical line for the bifurcation of means for a regular graph with ferromagnetic interactions, i.e. $a = 1.$ and factor degree $K = 2.$ At high temperature the system is in the paramagnetic phase, where each cluster within the graph acts independently from the others. Crossing the (solid) lines for different $k'$s, cavity fields become non-zero and the clonal interference increases entering the cross-talk or ferromagnetic (FM) region. Markers (PD) represent numerical results obtained via population dynamics simulations (population size $M = 10^4$, see Appendix D for details). Dashed lines represent the single cluster (SC) activation temperatures, derived in sec. 5.1.

This work paves the way for an investigation of the immune system which is both theoretically sound and able to connect to experimental work. Pathways for future research may include the modelling of T-T interactions, which are known to play an important role in the self/non-self discrimination process [41], and the relaxation of the assumption that B clones and T clones evolve in the same thermal noise and on the same timescales, which could shed light on the effect of cellular environment on the immune response as shown recently in [42]. For example, B cells only undergo the somatic hypermutation process [1] to increase the affinity with antigens, which could introduce a different noise in their dynamics. Moreover, it would be interesting to modify the B-B interaction matrix $A$, still keeping the convenient Toepliz form, to include inhibitory effects (i.e. negative interactions) between similar clones. This would account for the important role of such interactions in the self/non-self discrimination process extensively discussed in previous models [26, 27]. More realistic models of B-B interactions may include a direct dependence on the distance between sequences [27] and heterogeneity in the interactions to account for the role of super-antigens [43]. The assumption that each T clone is able to secrete both excitatory and inhibitory cytokines may also be replaced with the more realistic scenario of two populations of T clones...
(helpers and regulators [1]), each responsible for sending one type of signal only. Finally, one could also investigate more closely the B-clone kinetics, for the case of a single clone acting independently from the others, and comparing it with the cooperative behaviours in chemical kinetics and cybernetics, as discussed in [44, 45].

On the experimental side, our study suggests that oscillations of single clone populations may be observed on typical timescales. The availability of experimental data on clonal expansions and contraction patterns in time, in the absence of antigens, may thus feed important information into the model. In addition, using maximum entropy models and repertoire sequencing data one could infer the effective parameter of the system such as the regime, given by $\alpha = \frac{P}{N}$. For instance, one could compute from the entropy an effective number of T, B clones sequencing the whole B cell repertoire and T cell repertoire (involved in T-dependent response) in healthy condition (as in this model we do not consider the direct effects of antigens). This would allow for direct comparisons between theoretical clone size distribution, consistent with the experimentally inferred regime, with the experimental one.
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Appendix A. Factor representation

In this section we work out the distribution

$$p(\sigma) = \frac{1}{Z} \prod_{\mu=1}^{P} F_{\mu}(\sigma), \quad (A.1)$$

where

$$F_{\mu}(\sigma) = \langle e^{v_{\mu}(\sigma)z} \sqrt{\beta/\lambda_{\mu}} \rangle_z, \quad (A.2)$$

with $\langle \cdot \rangle_z$ denoting the average (22) over a Gaussian distribution with zero mean and unit variance.

We recall that $v(\sigma) = P^{-1}M(\sigma)$ and $P$ is the orthogonal matrix whose columns are the eigenvectors $\{n^{\mu}\}_{\mu=1}^{P}$ of the matrix $A$ defined in (3). We can write

$$v_{\mu}(\sigma) = \sum_{\nu} (P^T)_{\mu\nu} M_{\nu}(\sigma) = \sum_{\nu} n^\mu_{\nu} M_{\nu}(\sigma) = \sum_{\nu} n^\mu_{\nu} \sum_{i \in \partial \nu} \xi^\nu_{\nu} \sigma_i, \quad (A.3)$$
where $\partial \nu = \{i : \xi_i^\nu \neq 0\}$ and $n_\nu^\mu$ is the $\nu$-component of the eigenvector $n^\mu$ of $A$, associated to the eigenvalue $\lambda_\mu$. The matrix $A$ has two eigenvalues, each with degeneracy $P/2$

$$\lambda_1 = 1 - k \quad \text{and} \quad \lambda_2 = 1 + k. \quad (A.4)$$

The $P/2$ eigenvectors $n^\mu$, $\mu = 1, \ldots, P/2$, associated to $\lambda_1$, have components

$$n_\nu^\mu = \frac{1}{\sqrt{2}}(\delta_{\nu,\mu} + \delta_{\nu,\mu + P/2}), \quad \mu = 1, \ldots, P/2, \quad (A.5)$$

whereas the $P/2$ eigenvectors $n^\mu$, $\mu = P/2 + 1, \ldots, P$, associated to $\lambda_2$, have components

$$n_\nu^\mu = \frac{1}{\sqrt{2}}(\delta_{\nu,\mu} - \delta_{\nu,\mu + P/2}), \quad \mu = P/2 + 1, \ldots, P. \quad (A.6)$$

Hence there are only two contributions to the sum over $\nu$ in (A.3)

$$v_\mu(\sigma) = \frac{1}{\sqrt{2}} \left( n_\mu^\mu \sum_{k \in \partial \mu} \xi_k^\mu \sigma_k + n_\mu^{P/2} \sum_{\ell \in \partial(\mu + P/2)} \xi_\ell^{\mu + P/2} \sigma_\ell \right). \quad (A.7)$$

Defining the scaled eigenvector $x^\mu = \frac{n^\mu}{\sqrt{2}x_\mu}$, we obtain

$$F_\mu(\sigma) = \left\langle \exp \left[ \sqrt{\beta} x_\mu^\mu \sum_{k \in \partial \mu} \xi_k^\mu \sigma_k + \sqrt{\beta} x_{\mu + P/2}^\mu \sum_{\ell \in \partial(\mu + P/2)} \xi_\ell^{\mu + P/2} \sigma_\ell \right] \right\rangle_z \quad (A.8).$$

Next, we split the product over $\mu$ in (A.1), to separate the contribution from $\mu \leq P/2$ and $\mu > P/2$

$$p(\sigma) = \frac{1}{Z} \prod_{\mu=1}^{P/2} \left\langle e^{v_\mu(\sigma) z \sqrt{\beta/\lambda_\mu}} \right\rangle_z \prod_{\nu=P/2+1}^{P} \left\langle e^{v_\nu(\sigma) z \sqrt{\beta/\lambda_\nu}} \right\rangle_z$$

$$= \prod_{\mu=1}^{P/2} \left\langle \exp \left[ \sqrt{\beta} z \left( x_\mu^\mu \sum_{k \in \partial \mu} \xi_k^\mu \sigma_k + x_{\mu + P/2}^\mu \sum_{\ell \in \partial(\mu + P/2)} \xi_\ell^{\mu + P/2} \sigma_\ell \right) \right] \right\rangle \times \prod_{\nu=P/2+1}^{P} \left\langle \exp \left[ \sqrt{\beta} z \left( x_\nu^\nu \sum_{k \in \partial \nu} \xi_k^\nu \sigma_k + x_{\nu + P/2}^\nu \sum_{\ell \in \partial(\nu + P/2)} \xi_\ell^{\nu + P/2} \sigma_\ell \right) \right] \right\rangle.$$ 

Setting $\nu = (\mu + P/2)_{modP}$ we have

$$p(\sigma) = \frac{1}{Z} \prod_{\mu=1}^{P/2} \left\langle \exp \left[ \sqrt{\beta} z \left( x_\mu^\mu \sum_{k \in \partial \mu} \xi_k^\mu \sigma_k + x_{\mu + P/2}^\mu \sum_{\ell \in \partial(\mu + P/2)} \xi_\ell^{\mu + P/2} \sigma_\ell \right) \right] \right\rangle \times \prod_{\mu=1}^{P/2} \left\langle \exp \left[ \sqrt{\beta} z \left( x_{\mu + P/2}^{\mu + P/2} \sum_{k \in \partial \mu} \xi_k^{\mu + P/2} \sigma_k + x_{\mu + P/2}^{\mu + P/2} \sum_{\ell \in \partial(\mu + P/2)} \xi_\ell^{\mu + P/2} \sigma_\ell \right) \right] \right\rangle. \quad (A.9)$$
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and combining the averages yields

\[
p(\sigma) = \frac{1}{Z} \prod_{\mu=1}^{P/2} \left\langle \exp \left[ \sqrt{\beta} \left( z_1 x^\mu_\mu + z_2 x^\mu_\hat{\mu} \right) \sum_{k \in \partial \mu} \xi^\mu_k \sigma_k + \sqrt{\beta} \left( z_1 x^\mu_\hat{\mu} + z_2 x^\mu_\mu \right) \sum_{\ell \in \partial \hat{\mu}} \xi^\mu_\ell \sigma_\ell \right] \right\rangle_{z_1, z_2},
\]

(A.10)

where \( \hat{\mu} = \mu + P/2 \) and \( \langle \cdot \rangle_{z_1, z_2} \) denotes the average over the distribution \( f(z_1)f(z_2) \) where \( f \) is a Gaussian distribution with zero mean and unit variance. For all \( \mu = 1, \ldots, P/2 \) we have

\[
\begin{align*}
z_1 x^\mu_\mu + z_2 x^\mu_\hat{\mu} &= \frac{1}{\sqrt{2(1-k)}} z_1 - \frac{1}{\sqrt{2(1+k)}} z_2, \\
z_1 x^\mu_\hat{\mu} + z_2 x^\mu_\mu &= \frac{1}{\sqrt{2(1-k)}} z_1 + \frac{1}{\sqrt{2(1+k)}} z_2.
\end{align*}
\]

(A.11)

Next we apply to variables \( z_1, z_2 \) the transformation \( y = Xz \) with

\[
X = \begin{pmatrix}
\frac{1}{\sqrt{2(1-k)}} & -\frac{1}{\sqrt{2(1+k)}} \\
\frac{1}{\sqrt{2(1-k)}} & \frac{1}{\sqrt{2(1+k)}}
\end{pmatrix},
\]

(A.13)

and rewrite (A.9) in terms of the variables \( (y_1, y_2) \). Using the Jacobian of the transformation \( (z_1, z_2) \rightarrow (y_1, y_2) \)

\[
J = \begin{pmatrix}
\frac{1}{\sqrt{2(1-k)}} & -\frac{1}{\sqrt{2(1+k)}} \\
\frac{1}{\sqrt{2(1-k)}} & \frac{1}{\sqrt{2(1+k)}}
\end{pmatrix},
\]

(A.14)

we have

\[
p(\sigma) = \frac{1}{Z} \prod_{\mu=1}^{P/2} \left\langle \exp \left[ \sqrt{\beta} y_1 \sum_{k \in \partial \mu} \xi^\mu_k \sigma_k + \sqrt{\beta} y_2 \sum_{\ell \in \partial \hat{\mu}} \xi^\mu_\ell \sigma_\ell \right] \right\rangle_{y},
\]

(A.15)

where

\[
\langle (\cdots) \rangle_y = \sqrt{1-k^2} \int \frac{dy_1 dy_2}{2\pi} (\cdots) e^{-\frac{1}{2}y^T C^{-1} y}
\]

(A.16)

and

\[
C^{-1} = (X^{-1})^T X^{-1} = \begin{pmatrix}
1 & -k \\
-k & 1
\end{pmatrix}.
\]

(A.17)

We can finally write \( P(\sigma) \) as a product of \( P/2 \) factors

\[
p(\sigma) = \frac{1}{Z} \prod_{\mu=1}^{P/2} f_{\mu \hat{\mu}}(\{\sigma_k, k \in \partial \mu\}, \{\sigma_\ell, \ell \in \partial \hat{\mu}\}),
\]

(A.18)

each involving a pair of (complementary) clones \( \mu, \hat{\mu} \)

\[
f_{\mu \hat{\mu}}(\{\sigma_k, k \in \partial \mu\}, \{\sigma_\ell, \ell \in \partial \hat{\mu}\}) = \left\langle \exp \left[ \sqrt{\beta} \left( y_1 \sum_{k \in \partial \mu} \xi^\mu_k \sigma_k + y_2 \sum_{\ell \in \partial \hat{\mu}} \xi^\mu_\ell \sigma_\ell \right) \right] \right\rangle_y.
\]

(A.19)
Appendix B. Derivation of the cavity equations on a factor tree

We consider the tree schematically represented in fig. B1. We start by removing the factor $\mu$ and its complementary factor $\hat{\mu}$ and we calculate the partition function of the tree $T_i(r)$ rooted in $i$ with depth $r$, in the absence of the pair $\mu, \hat{\mu}$

$$Z^{(0)}_{i\mu\hat{\mu}} = \sum_{\{\sigma_n \in T_i(r)\} \in T_i(r) \setminus \mu, \hat{\mu}} \prod_{\nu \in T_i(r) \setminus \mu, \hat{\mu}} f_{\nu\hat{\nu}}(\{\sigma_k \in \partial\nu\}, \{\sigma_{\ell \in \partial\hat{\nu}}\}) ,$$

where the 0-index highlights that the root is the 0-th layer of the tree. We can rewrite the above more economically as

$$Z^{(0)}_{i\mu\hat{\mu}} = \sum_{\{\sigma_n \in T_i(r)\} \in T_i(r) \setminus \mu, \hat{\mu}} \prod_{\nu \in T_i(r) \setminus \mu, \hat{\mu}} f_{\nu\hat{\nu}}(\{\sigma_k \in \partial\nu\}) ,$$

where we introduced the notation $\partial\nu\hat{\nu} = \partial\nu \cup \partial\hat{\nu}$ and $\sigma_k$ denotes any spin interacting with either $\nu$ or $\hat{\nu}$. Next, we compute the same quantity as above but fixing the spin $\sigma_i$. This gives the constrained partition function $Z^{(0)}_{i\mu\hat{\mu}}(\sigma_i)$ which represents the un-normalised marginal distribution of $\sigma_i$ in the absence of factors $\mu, \hat{\mu}$. Its normalised version gives the cavity distribution $P_{\mu\hat{\mu}}(\sigma_i)$, also defined as the “message” that site $i$ sends to factors $\mu, \hat{\mu}$

$$Z^{(0)}_{i\mu\hat{\mu}}(\sigma_i) = \sum_{\{\sigma_n \in T_i(r)\} \in T_i(r) \setminus \mu, \hat{\mu}} \prod_{\nu \in T_i(r) \setminus \mu, \hat{\mu}} \left[ f_{\nu\hat{\nu}}(\sigma_i, \{\sigma_k \in \partial\nu\hat{\nu}\}) \prod_{k \in \partial\nu\hat{\nu} \setminus i} \prod_{\rho \in T_k(r-1)} f_{\rho\hat{\rho}}(\{\sigma_s \in \partial\rho\hat{\rho}\}) \right] .$$

Figure B1. Schematic representation of the factor tree $T_i(r)$. 
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where we separated the contributions of the factors directly attached to \( i \) from those in the rest of the tree, which are independent of \( \sigma_i \). Rearranging the sums in the expression above we obtain

\[
Z_{i\mu\hat{\mu}}^{(0)}(\sigma_i) = \prod_{\nu \in \partial i \setminus \mu \hat{\mu}} \left[ \sum_{\{\sigma_k \in \partial \nu \setminus i\}} f_{\nu \hat{\nu}}(\sigma_i; \{\sigma_k \in \partial \nu \setminus i\}) \prod_{k \in \partial \nu \setminus i} \sum_{\{\sigma_{\rho \nu} \in T_k(r-1)\}} \prod_{\rho \in T_k(r-1) \setminus \nu \hat{\nu}} f_{\rho \bar{\rho}}(\{\sigma_{\nu \bar{\nu}}\}) \right].
\] (B.3)

The last sum in the expression, is nothing but the partition function \( Z_{k\nu \hat{\nu}}^{(1)}(\sigma_k) \) of the sub-tree rooted in \( k \) of depth \( r - 1 \), where the spin \( \sigma_k \) has been fixed. This leads to the following recursive relation

\[
Z_{i\mu\hat{\mu}}^{(0)}(\sigma_i) = \prod_{\nu \in \partial i \setminus \mu \hat{\mu}} \left[ \sum_{\{\sigma_k \in \partial \nu \setminus i\}} f_{\nu \hat{\nu}}(\sigma_i; \{\sigma_k \in \partial \nu \setminus i\}) \prod_{k \in \partial \nu \setminus i} Z_{k\nu \hat{\nu}}^{(1)}(\sigma_k) \right],
\] (B.4)

and more in general, one can write a recursion for the (un-normalised) cavity distribution at layer \( r \) in terms of those at layer \( r + 1 \)

\[
Z_{i\mu\hat{\mu}}^{(r)}(\sigma_i) = \prod_{\nu \in \partial i \setminus \mu \hat{\mu}} \left[ \sum_{\{\sigma_k \in \partial \nu \setminus i\}} f_{\nu \hat{\nu}}(\sigma_i; \{\sigma_k \in \partial \nu \setminus i\}) \prod_{k \in \partial \nu \setminus i} Z_{k\nu \hat{\nu}}^{(r+1)}(\sigma_k) \right].
\] (B.5)

The stationary solutions of the recursion equations then satisfy

\[
Z_{i\mu\hat{\mu}}(\sigma_i) = \prod_{\nu \in \partial i \setminus \mu \hat{\mu}} \left[ \sum_{\{\sigma_k \in \partial \nu \setminus i\}} f_{\nu \hat{\nu}}(\sigma_i; \{\sigma_k \in \partial \nu \setminus i\}) \prod_{k \in \partial \nu \setminus i} Z_{k\nu \hat{\nu}}(\sigma_k) \right].
\] (B.6)

Recalling the meaning of \( Z_{i\mu\hat{\mu}}(\sigma_i) \) as the un-normalised marginal distribution of \( \sigma_i \) where factors \( \mu, \hat{\mu} \) have been removed, one finally gets

\[
P_{\nu \hat{\nu}}(\sigma_i) = \frac{1}{Z_{\nu \hat{\nu}}} \sum_{\{\sigma_k \in \partial \nu \setminus i\}} f_{\nu \hat{\nu}}(\sigma_i; \{\sigma_k \in \partial \nu \setminus i\}) \prod_{k \in \partial \nu \setminus i} P_{\nu \hat{\nu}}(\sigma_k)
\] (B.8)

where \( Z_{\nu \hat{\nu}} \) ensures the normalisation of \( P_{\nu \hat{\nu}}(\sigma_i) \).

**Appendix C. Single cluster activation line**

In this appendix, we derive the line for the activation of a single cluster using simple bounds on the free-energy. In order to derive the activation line, we consider the distribution of the magnetizations \( m \in \{-K, \ldots, K\} \) and \( \hat{m} \in \{-\hat{K}, \ldots, \hat{K}\} \) in the cluster of size \( K + \hat{K} \)

\[
P(m, \hat{m} | K, \hat{K}) = \frac{1}{Z} e^{-\frac{\beta}{2} (m^2 + 2km\hat{m} + \hat{m}^2)} \left( \binom{K}{m} \binom{\hat{K}}{\hat{m}} \right),
\] (C.1)

where \( Z \) is the partition function of the system.
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where the normalising constant
\[
Z = \sum_{m, \hat{m}} e^{\frac{\beta}{2(1-k^2)} \left( m^2 + 2km\hat{m} + \hat{m}^2 \right)} \left( \frac{K}{K + m} \right) \left( \frac{\hat{K}}{\hat{K} + \hat{m}} \right)
\]  
(C.2)
gives the partition function. From it one can derive the free energy \( F = -\frac{1}{\beta} \log Z \), which is expected to give information on the “critical behaviour” of the cluster. We note that \( F \) cannot be directly computed but we can obtain bounds on this function by considering bounds for \( Z \). In particular, we can exploit the inequalities
\[
\frac{1}{K + 1} e^{KS \left( \frac{\beta}{r} \right)} \leq \left( \frac{K}{r} \right) \leq e^{KS \left( \frac{\beta}{r} \right)},
\]  
(C.3)
where \( S(p) = -p \log p - (1-p) \log (1-p) \). The second inequality, after the change of variables \( m = \frac{m}{K} \) and \( \hat{m} = \frac{\hat{m}}{\hat{K}} \), gives us the upper bound
\[
Z \leq \sum_{m, \hat{m}} e^{\frac{\beta}{2(1-k^2)} \left( K^2 m^2 + 2K\hat{K}km\hat{m} + \hat{K}^2 \hat{m}^2 \right) + KS \left( \frac{1 + m}{2} \right) + \hat{K}S \left( \frac{1 + \hat{m}}{2} \right)} \leq (2K + 1)(2\hat{K} + 1) e^{\sup_{m, \hat{m} \in [-1,1]} \phi_1(m, \hat{m})},
\]  
(C.4)
where we have defined the function
\[
\phi_1(m, \hat{m}) = \frac{\beta}{2(1-k^2)} \left( K^2 m^2 + 2kK\hat{K}km\hat{m} + \hat{K}^2 \hat{m}^2 \right) + KS \left( \frac{1 + m}{2} \right) + \hat{K}S \left( \frac{1 + \hat{m}}{2} \right),
\]  
(C.5)
from which the lower bound on the free energy follows
\[
F \geq \frac{1}{\beta} \left[ - \sup_{m, \hat{m} \in [-1,1]} \phi_1(m, \hat{m}) - \log \left( (2K + 1)(2\hat{K} + 1) \right) \right].
\]  
(C.6)
Let us now consider the function \( \phi_1(m, \hat{m}) \). The stationary points of this function satisfy the “mean-field” equations
\[
m = \tanh \left( \frac{\beta}{1 - k^2} \left( \hat{K}m + \hat{K}k\hat{m} \right) \right),
\]  
(C.7)
\[
\hat{m} = \tanh \left( \frac{\beta}{1 - k^2} \left( \hat{K}\hat{m} + Kkm \right) \right).
\]  
(C.8)
We note that the “paramagnetic” point \((m, \hat{m}) = (0, 0)\) is always a solution to the above equations. However, the point \((0, 0)\) becomes unstable when the largest eigenvalue of the Jacobian \( J \) of the system (C.7) evaluated in \((0, 0)\)
\[
J = \frac{\beta}{1 - k^2} \begin{pmatrix} K & \hat{K}k \\ \hat{K}k & \hat{K} \end{pmatrix}
\]  
(C.9)
becomes greater than one. This happens for
\[
\beta \geq \frac{2(1-k^2)}{K + \hat{K} + \sqrt{K^2 + 2K\hat{K} (2k^2 - 1) + \hat{K}^2}},
\]  
(C.10)
which for \( K = \hat{K} \) reduces to \( \beta \geq \frac{1-k}{K} \). In this regime, the point \((0, 0)\) ceases to be a maximum and becomes a saddle-point of the function \( \phi_1(m, \hat{m}) \). Interestingly, the line \( T = K/(1 - k) \) coincides
with the critical line of the real phase transition occurring in the system with a sub-extensive number $P \sim N^\gamma$ of extremely diluted patterns, with $\gamma < 1$, analysed in [24], where the typical size of a cluster is $K \sim N^{1-\gamma}$.

This connection is understood by looking at the first inequality in (C.3), which gives an upper bound on $F$. Let us define $\alpha$ such that $\hat{K} = \alpha K$ and set $\beta = \frac{\hat{\beta}}{K}$, then

$$Z \geq \frac{1}{(K+1)(\hat{K}+1)} \sum_{m, \hat{m}} e^{\frac{\beta}{1-k^2}(K^2m^2 + 2k K m\hat{m} + K^2 \hat{m}^2)} + \alpha S\left(\frac{1 + m}{2}\right) + \hat{K} S\left(\frac{1 + \hat{m}}{2}\right)$$

$$= \frac{1}{(K+1)(\hat{K}+1)} \sum_{m, \hat{m}} e^{K \phi_2(m, \hat{m})}$$

$$= \frac{e^{K \sup_{m_1, m_2 \in [-1, 1]} \phi_2(m_1, m_2)}}{(K+1)(\hat{K}+1)} \sum_{m, \hat{m}} e^{-K\left(\sup_{m_1, m_2 \in [-1, 1]} \phi_2(m_1, m_2) - \phi_2(m, \hat{m})\right)}, \quad \text{(C.11)}$$

where we have defined the function

$$\phi_2(m, \hat{m}) = \frac{\hat{\beta}}{2(1-k^2)} \left(m^2 + 2k \alpha m \hat{m} + \alpha^2 \hat{m}^2\right) + S\left(\frac{1 + m}{2}\right) + \alpha S\left(\frac{1 + \hat{m}}{2}\right). \quad \text{(C.12)}$$

From the above lower bound on $Z$ we get the upper bound

$$F \leq \frac{1}{\beta} \left[-K \sup_{m, \hat{m} \in [-1, 1]} \phi_2(m, \hat{m}) - \log \left(\sum_{m, \hat{m}} e^{-K\left(\sup_{m_1, m_2 \in [-1, 1]} \phi_2(m_1, m_2) - \phi_2(m, \hat{m})\right)}\right)\right. \left. + \log \left(1+(\hat{K}+1)(\alpha K+1)\right)\right]. \quad \text{(C.13)}$$

The stationary points of the function $\phi_2(m, \hat{m})$ satisfy the equations

$$m = \tanh\left(\frac{\beta}{1-k^2} \left(m + \alpha k \hat{m}\right)\right), \quad \text{(C.14)}$$

$$\hat{m} = \tanh\left(\frac{\beta}{1-k^2} \left(\alpha \hat{m} + k m\right)\right), \quad \text{(C.15)}$$

which, if we reverse the transformations $\hat{K} = \alpha K$ and $\beta = \frac{\hat{\beta}}{K}$, gives us again the mean-field equations (C.7). We note that $\phi_1(m, \hat{m}) = K \phi_2(m, \hat{m})$ when $K = \alpha K$ and $\beta = \frac{\hat{\beta}}{K}$, hence in the limit of large $K$ and assuming $\alpha < \infty$, the upper bound (C.13) and the lower bound (C.6) give for the free energy density $F_K \rightarrow -\frac{1}{\beta} \sup_{m, \hat{m} \in [-1, 1]} \phi_2(m, \hat{m})$ as $K \rightarrow \infty$. This suggests that the result (C.7) can be interpreted as the infinite size approximation of the finite size system (C.1), which gives the connection with results derived in [24]. This system becomes “critical”, i.e. develops bi-stability, when the equality in (C.10) is satisfied.
Appendix D. Population dynamics algorithm

In this section we provide formulae to compute the cavity fields in our population dynamics algorithm. Starting from the parametrisation of $P_{\mu \nu}(\sigma_i)$ introduced in Sec. 7

$$P_{\mu \nu}(\sigma_i) \propto e^{\beta \phi_{i \rightarrow \mu \nu} \sigma_i},$$

we can express the cavity field $\phi_{i \rightarrow \mu \nu}$ in terms of the cavity marginals

$$\phi_{i \rightarrow \mu \nu} = \frac{1}{2\beta} \log \left[ \frac{P_{\mu \nu}(+1)}{P_{\mu \nu}(-1)} \right].$$

which satisfies the recursion

$$P_{\mu \nu}(\sigma_i) = \prod_{\nu \in \partial \mu \backslash \mu} \sum_{\{\sigma_k \in \partial \nu \backslash \mu\}, \{\sigma_{\ell} \in \partial \nu\}} f_{\nu \dot{\nu}}(\sigma_i, \{\sigma_k \in \partial \nu \backslash \mu\}, \{\sigma_{\ell} \in \partial \nu\}) \prod_{k \in \partial \nu \backslash i} P_{\nu \dot{\nu}}(\sigma_k),$$

obtained by combining (B.7) and (B.8). Inserting the explicit expression for the factors

$$f_{\nu \dot{\nu}}(\sigma_i, \{\sigma_k, k \in \partial \nu\}, \{\sigma_{\ell}, \ell \in \partial \nu\}) = \left\langle \exp \left[ \sqrt{\beta} \left( y_1 \xi_i^\nu \sigma_i + y_1 \sum_{k \in \partial \nu \backslash i} \xi_k^\nu \sigma_k + y_2 \sum_{\ell \in \partial \nu} \xi_{\ell}^\nu \sigma_{\ell} \right) \right] \right\rangle_\nu,$$

we obtain

$$P_{\mu \nu}(\sigma_i) = \prod_{\nu \in \partial \mu \backslash \mu} \sum_{\{\sigma_k \in \partial \nu \backslash \mu\}, \{\sigma_{\ell} \in \partial \nu\}} \int \mathcal{D}y \exp \left[ \sqrt{\beta} \left( y_1 \xi_i^\nu \sigma_i + y_1 \sum_{k \in \partial \nu \backslash i} \xi_k^\nu \sigma_k + y_2 \sum_{\ell \in \partial \nu} \xi_{\ell}^\nu \sigma_{\ell} \right) \right] \times \prod_{k \in \partial \nu \backslash i} P_{\nu \dot{\nu}}(\sigma_k),$$

with $\mathcal{D}y = \sqrt{1-k^2} \frac{dy_1 dy_2}{2\pi} e^{-\frac{1}{2} y^T C^{-1} y}$. Expressing everything in terms of the fields $\phi_{k \rightarrow \nu \dot{\nu}}$ and introducing the variables $X_\nu = \sum_{k \in \partial \nu \backslash i} \xi_k^\nu \sigma_k$ and $\hat{X}_\nu = \sum_{\ell \in \partial \nu} \xi_{\ell}^\nu \sigma_{\ell}$, yields

$$P_{\mu \nu}(\sigma_i) = \prod_{\nu \in \partial \mu \backslash \mu} \sum_{X_\nu, \hat{X}_\nu} \int \mathcal{D}y \sqrt{\beta} (y_1 \xi_i^\nu \sigma_i + y_1 X_\nu + y_2 \hat{X}_\nu) \prod_{\{\sigma_k \in \partial \nu \backslash i\}} e^{\beta \phi_{\nu \nu \sigma_i \nu} \delta_{X_\nu, \sum_{k \in \partial \nu \backslash i} \xi_k^\nu \sigma_k} \times \prod_{\{\sigma_{\ell} \in \partial \nu\}} e^{\beta \phi_{\nu \nu \sigma_{\ell} \nu} \delta_{\hat{X}_\nu, \sum_{\ell \in \partial \nu} \xi_{\ell}^\nu \sigma_{\ell}}}. $$

Finally, we can integrate over $y$

$$\int \mathcal{D}y (\cdots) = \sqrt{1-k^2} \int \frac{dy_1 dy_2}{2\pi} (\cdots) e^{-\frac{1}{2} y^T C^{-1} y},$$

using

$$C^{-1} = \begin{pmatrix} 1 & -k \\ -k & 1 \end{pmatrix}.$$
with \( J^T = (\sqrt{\beta}(\xi^\nu_i \sigma_i + X_\nu), \sqrt{\beta} \hat{X}_\nu) \) and \( y^T = (y_1, y_2) \). Solving it by Gaussian integration gives
\[
\sqrt{1 - k^2} \int \frac{dy_1 dy_2}{2\pi} e^{-\frac{1}{2}y^T C^{-1} y + J^T y} = e^{\frac{1}{2} J^T C J}, \tag{D.10}
\]
with
\[
C = \begin{pmatrix}
\frac{1}{1-k^2} & \frac{k}{1-k^2} \\
\frac{k}{1-k^2} & \frac{1}{1-k^2}
\end{pmatrix}. \tag{D.11}
\]
Hence, we get
\[
e^{\frac{1}{2} J^T C J} = \exp \left( \frac{\beta}{2(1-k^2)} \left( (\xi^\nu_i \sigma_i + X_\nu)^2 + 2k \hat{X}_\nu (\xi^\nu_i \sigma_i + X_\nu) + \hat{X}_\nu^2 \right) \right). \tag{D.12}
\]
We insert this result in (D.6), obtaining
\[
P_{\nu \mu}(\sigma_i) = \prod_{\nu \in \partial i} \sum_{\mu \in \partial \nu} \exp \left( \frac{\beta}{2(1-k^2)} \left( (\xi^\nu_i \sigma_i + X_\nu)^2 + 2k \hat{X}_\nu (\xi^\nu_i \sigma_i + X_\nu) + \hat{X}_\nu^2 \right) \right) \times
\]
\[
\times \sum_{\{\sigma_k\} \in \partial \nu \backslash i} \prod_{k \in \partial \nu \backslash i} e^{\beta \phi_{k \rightarrow \nu \mu} \sigma_k} \delta_{X_\nu, \sum_{k \in \partial \nu \backslash i} \xi^\nu_k \sigma_k} \sum_{\{\sigma_\ell\} \in \partial \hat{\nu}} e^{\beta \phi_{\ell \rightarrow \hat{\nu} \sigma} \sigma_\ell} \delta_{\hat{X}_\nu, \sum_{\ell \in \partial \hat{\nu}} \xi^\ell_\hat{\nu} \sigma_\ell}. \tag{D.13}
\]
Lastly, we plug the expression in (D.2) in order to get the expression for the update of the cavity field.

\[\text{Figure D1.} \quad \text{Plot of } W(\phi) \text{ fields distribution for a regular random graph with } L = 2 = K, k = 0.5 \text{ and bias } a = 0 \text{ for } \beta = 0.05, 1. \text{ In the absence of B-B interactions, i.e. } k = 0, \text{ the topology reduces to a random regular graph with connectivity 2 and the field distribution is a } \delta \text{-peak centered in zero for all temperatures [25].}\]
\[ \phi_{i \rightarrow \mu} = \frac{1}{2\beta} \sum_{\nu \in \partial \mu} \log \left\{ \sum_{X_\nu, \hat{X}_\nu} \exp \left( \frac{\beta}{2(1-k^2)} \left( (\xi_i^{\nu'} + X_\nu)^2 + 2k\hat{X}_\nu (\xi_i^{\nu'} + X_\nu) + \hat{X}_\nu^2 \right) \right) \right\} \times \]

\[ \times \sum_{\sigma_k} \prod_{k \in \partial_i} e^{\beta \phi_{k \rightarrow \nu} \sigma_k} \delta_{X_\nu, \sum_{k \in \partial_i} \xi_i^{\nu'} \sigma_k} \sum_{\sigma_{\ell}} \prod_{\ell \in \partial_i} e^{\beta \phi_{\ell \rightarrow \nu} \sigma_{\ell}} \delta_{\hat{X}_\nu, \sum_{\ell \in \partial_i} \xi^{\nu'} \sigma_{\ell}} \] / \[ \left\{ \sum_{X_\nu, \hat{X}_\nu} \exp \left( \frac{\beta}{2(1-k^2)} \left( (\xi_i^{\nu'} + X_\nu)^2 + 2k\hat{X}_\nu (-\xi_i^{\nu'} + X_\nu) + \hat{X}_\nu^2 \right) \right) \times \]

\[ \times \sum_{\sigma_k} \prod_{k \in \partial_i} e^{\beta \phi_{k \rightarrow \nu} \sigma_k} \delta_{X_\nu, \sum_{k \in \partial_i} \xi_i^{\nu'} \sigma_k} \sum_{\sigma_{\ell}} \prod_{\ell \in \partial_i} e^{\beta \phi_{\ell \rightarrow \nu} \sigma_{\ell}} \delta_{\hat{X}_\nu, \sum_{\ell \in \partial_i} \xi^{\nu'} \sigma_{\ell}} \right\} \}. \quad (D.14) \]

This expression for the fields update will be used in the population dynamics algorithm.

**Algorithm**

We summarise here the main steps of the algorithm:

(i) Define the degree distributions \( Q(e) \) and \( P_d(d) \) - in our algorithm we used a regular graph with vertex degree \( L \) and factor degree \( K \).

(ii) Generate the links \( \xi = (\xi^1, \ldots, \xi^e) \) with \( e \) i.i.d. random variables with probability distribution \( P(\xi) = \frac{1+a}{2} \delta_{\xi,1} + \frac{1-a}{2} \delta_{\xi,-1} \), dependent on the parameter \( a \).

(iii) Extract a population composed of \( M \) fields \( \phi_i, i = 1, \ldots, M \) uniformly in the interval \([-f_{\text{max}}, f_{\text{max}}]\): their histogram defines the zero-step approximation of the field distribution \( W_\psi^0(\psi) \).

(iv) Start the iteration: choose \( e, d \) and generate \( \xi \)'s.

(v) Choose \( e-1 \) fields randomly: compute the updated field \( \phi_{\text{new}} \) using (D.14).

(vi) Choose randomly one field \( \phi_i \) and replace it with the field just computed.

**Figure D2.** Ferromagnetic case \( \xi = 1 (a = 1) \) on a regular graph \( L = 2, K = 2 \) with \( k = 0.5 \) for \( \beta = 1 \) (blue), 0.05 (green). When \( \beta = 1 \) the distribution is peaked around \( \phi = 2.66 \) as predicted analytically from (47).
In figure D1 we plot the field distribution $W(\phi)$ in different regions of the phase diagram fixing $k = 0.5$ and varying the temperature for disordered patterns drawn from a symmetric distribution i.e. $a = 0$. Starting from the high temperature regime, where the distribution is delta-peaked in $\phi = 0$, the variance increases as the temperature is decreased, when crossing the critical line. For ordered interactions, i.e. $a = 1$, the distribution, plotted in figure D2, shows a transition from a delta peak in $\phi = 0$ at high temperature, to a peak at non-zero values, when the critical line is crossed.

**Appendix E. Small fields expansion and bifurcation lines**

In this section, we derive the fields bifurcation lines for general topologies. To this end, we Taylor expand for small fields the rhs of equation (54), which reads

$$
\psi_{\mu\bar{\mu} \rightarrow i} = \text{atanh} \left( \frac{\langle \sinh(\sqrt{3} y_1 \xi_j^\mu) \prod_{k \in \partial\mu \setminus j} \cosh(\sqrt{3} y_1 \xi_k^\mu + \beta \phi_{k \rightarrow \mu\bar{\mu}}) \prod_{\ell \in \partial\bar{\mu}} \cosh(\sqrt{3} y_2 \xi_\ell^\mu + \beta \phi_{\ell \rightarrow \mu\bar{\mu}}) \rangle_y}{\langle \prod_{k \in \partial\mu} \cosh(\sqrt{3} y_1 \xi_k^\mu) \prod_{\ell \in \partial\bar{\mu}} \cosh(\sqrt{3} y_2 \xi_\ell^\mu) \rangle_y} + \frac{\langle \sinh(\sqrt{3} y_1 \xi_j^\mu) \sinh(\sqrt{3} y_2 \xi_\ell^\mu) \prod_{r \in \partial\mu \setminus j} \cosh(\sqrt{3} y_1 \xi_r^\mu) \prod_{p \in \partial\bar{\mu} \setminus \ell} \cosh(\sqrt{3} y_2 \xi_p^\mu) \rangle_y}{\langle \prod_{k \in \partial\mu} \cosh(\sqrt{3} y_1 \xi_k^\mu) \prod_{\ell \in \partial\bar{\mu}} \cosh(\sqrt{3} y_1 \xi_\ell^\mu) \rangle_y} \right)
$$

to the first order and set $\phi = 0$. This gives

$$
\Psi(\xi_j^\mu, \xi_k^\mu, \xi_\ell^\mu, \{\phi_{k \rightarrow \mu\bar{\mu}}\}, \{\phi_{\ell \rightarrow \mu\bar{\mu}}\}) \simeq \sum_{k \in \partial\mu \setminus j} \phi_{k \rightarrow \mu\bar{\mu}} \langle \sinh(\sqrt{3} y_1 \xi_j^\mu) \sinh(\sqrt{3} y_1 \xi_k^\mu) \prod_{r \in \partial\mu \setminus \{j\}} \cosh(\sqrt{3} y_1 \xi_r^\mu) \prod_{\ell \in \partial\bar{\mu}} \cosh(\sqrt{3} y_2 \xi_\ell^\mu) \rangle_y + \sum_{\ell \in \partial\bar{\mu}} \phi_{\ell \rightarrow \mu\bar{\mu}} \langle \sinh(\sqrt{3} y_1 \xi_j^\mu) \sinh(\sqrt{3} y_2 \xi_\ell^\mu) \prod_{r \in \partial\mu \setminus j} \cosh(\sqrt{3} y_1 \xi_r^\mu) \prod_{p \in \partial\bar{\mu} \setminus \ell} \cosh(\sqrt{3} y_2 \xi_p^\mu) \rangle_y = \sum_{k \in \partial\mu \setminus j} \phi_{k \rightarrow \mu\bar{\mu}} \Omega^a(\xi_j^\mu, \xi_k^\mu, \{\xi_\ell^\mu\}) + \sum_{\ell \in \partial\bar{\mu}} \phi_{\ell \rightarrow \mu\bar{\mu}} \Omega^b(\xi_j^\mu, \xi_\ell^\mu, \{\xi_p^\mu\}), \quad (E.2)
$$

where

$$
\Omega^a(\xi^1, \ldots, \xi^e) = \frac{\langle \sinh(\sqrt{3} y_1 \xi^1) \sinh(\sqrt{3} y_1 \xi^2) \prod_{r=1}^{q-1} \cosh(\sqrt{3} y_1 \xi^r) \prod_{\ell=q}^e \cosh(\sqrt{3} y_2 \xi^\ell) \rangle_y}{\langle \prod_{r=1}^{q-1} \cosh(\sqrt{3} y_1 \xi^r) \prod_{\ell=q}^e \cosh(\sqrt{3} y_2 \xi^\ell) \rangle_y}, \quad (E.3)
$$

$$
\Omega^b(\xi^1, \ldots, \xi^e) = \frac{\langle \sinh(\sqrt{3} y_1 \xi^1) \sinh(\sqrt{3} y_2 \xi^2) \prod_{r=1}^{q-1} \cosh(\sqrt{3} y_1 \xi^r) \prod_{\ell=q+1}^e \cosh(\sqrt{3} y_2 \xi^\ell) \rangle_y}{\langle \prod_{r=1}^{q-1} \cosh(\sqrt{3} y_1 \xi^r) \prod_{\ell=q}^e \cosh(\sqrt{3} y_2 \xi^\ell) \rangle_y}. \quad (E.4)
$$

Moments can be obtained using the fields distribution (56),(59) and averaging the small field expansion (E.2) over $\phi, \psi, \xi$. For the mean bifurcation we get

$$
\langle \psi \rangle_\psi = \langle \phi \rangle_\phi \sum_{e,q} \frac{P_y(q) P_y(e-q) e}{2(q)} \left[ (q - 1) \langle \Omega^a(\xi^1, \ldots, \xi^e) \rangle_\xi + (e - q) \langle \Omega^b(\xi^1, \ldots, \xi^e) \rangle_\xi \right], \quad (E.5)
$$

$$
\langle \phi \rangle_\phi = \langle \psi \rangle_\psi \sum_d \frac{P_y(d) d(d-1)}{\langle d \rangle}. \quad (E.6)
$$
Combining them we obtain

$$\langle \psi \rangle = \langle \psi \rangle \sum_{d,e,q} \frac{P_d(d)P_d(d-1)P_q(q)P_q(e-q)\xi}{2\langle d \rangle} \left[ (q-1)\langle \Omega^a(\xi^1,\ldots,\xi^e)\rangle \xi + (e-q)\langle \Omega^b(\xi^1,\ldots,\xi^e)\rangle \xi \right] ,$$

(E.7)

with solutions $$\langle \psi \rangle = 0$$ or

$$1 = \sum_d \frac{P_d(d)P_d(d-1)}{\langle d \rangle} \sum_{e,q} \frac{P_q(q)P_q(e-q)\xi}{2\langle q \rangle} \left[ (q-1)\langle \Omega^a(\xi^1,\ldots,\xi^e)\rangle \xi + (e-q)\langle \Omega^b(\xi^1,\ldots,\xi^e)\rangle \xi \right] .$$

(E.8)

For the variances we obtain

$$\langle \psi^2 \rangle = \langle \phi^2 \rangle \sum_{e,q} \frac{P_q(q)P_q(e-q)\xi}{2\langle q \rangle} \left[ (q-1)\langle (\Omega^a(\xi^1,\ldots,\xi^e))^2 \rangle \xi + (e-q)\langle (\Omega^b(\xi^1,\ldots,\xi^e))^2 \rangle \xi \right] ,$$

(E.9)

$$\langle \phi^2 \rangle = \langle \psi^2 \rangle \sum_d \frac{P_d(d)P_d(d-1)}{\langle d \rangle} .$$

(E.10)

Combining equations (E.9) and (E.10) we have

$$\langle \psi^2 \rangle = \langle \psi^2 \rangle \sum_{d,e,q} \frac{P_d(d)P_d(d-1)P_q(q)P_q(e-q)\xi}{2\langle d \rangle} \left[ (q-1)\langle (\Omega^a(\xi^1,\ldots,\xi^e))^2 \rangle \xi + (e-q)\langle (\Omega^b(\xi^1,\ldots,\xi^e))^2 \rangle \xi \right] ,$$

(E.11)

with solutions $$\langle \psi^2 \rangle = 0$$ or

$$1 = \sum_d \frac{P_d(d)P_d(d-1)}{\langle d \rangle} \sum_{e,q} \frac{P_q(q)P_q(e-q)\xi}{2\langle q \rangle} \left[ (q-1)\langle (\Omega^a(\xi^1,\ldots,\xi^e))^2 \rangle \xi + (e-q)\langle (\Omega^b(\xi^1,\ldots,\xi^e))^2 \rangle \xi \right] .$$

(E.12)

Both eq. (E.7) and (E.11) have a trivial solution with zero moments or a more complicated one, which gives us the line where moments become different from zero. This will depend on the system’s temperature, the B-B interaction strength, the graph topology encoded in the distributions $$P_d(d), Q(e)$$ and the distribution of the disordered interactions $$\xi$$'s.