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Abstract—In this work, we consider the use of a model-based decoder in combination with an unsupervised learning strategy for direction-of-arrival (DoA) estimation. Relying only on unlabeled training data we show in our analysis that we can outperform existing unsupervised machine learning methods and classical methods. The proposed approach consists of introducing a model-based decoder in an autoencoder architecture which leads to a meaningful representation of the statistical model in the latent space of the autoencoder. Our numerical simulations show that the performance of the proposed approach is not affected by correlated signals and performs well for both, uncorrelated and correlated, scenarios. This is a result of the fact, that, in the proposed framework, the signal covariance matrix and the DOAs are estimated simultaneously.

Index Terms—Direction-of-Arrival estimation, unsupervised learning, neural networks, model-based decoder

I. INTRODUCTION

Direction-of-arrival (DoA) estimation is the process of finding the directions from which several signals impinge on an antenna array. This estimation task has been a relevant research topic in array signal processing for many decades and is still prominent today [1], [2]. Some of the early algorithms like multiple signal classification (MUSIC) [3], or more recent ones like the sparse recovery $\ell_1$-SVD [4] and the sparse iterative covariance-based estimator (SPICE) [5], belong to the most employed methods in this field. Their application range is wide, for example, radar, sonar, wireless communications, etc.

In the case of correlated signals, MUSIC has degrading performance since it does not take into account the correlations between different signals. For a uniform linear array (ULA), e.g., spatial smoothing [6] has been introduced to circumvent this issue. In [7], the spatial smoothing was extended to uniform circular arrays (UCAs). However, this extension is only valid for certain array geometries where the distances between the antennas along the circle is small enough.

The last decade experienced a significant push in the direction of machine learning in a lot of fields of signal processing. Multiple new methods for DoA estimation were proposed that make use of deep neural networks. The authors in [8] train a regression neural network to obtain the model order and the DoAs. In [9], parts of the MUSIC algorithm are augmented using neural networks. A completely new structure which estimates the angles successively is proposed in [10]. An overview of the different kinds of methods is given in [11].

A drawback, which all of the described machine learning based methods have in common, is that all of them are trained in a supervised fashion. That means a labeled dataset with annotated angles for each sample needs to be acquired. In most applications, however, the existence of labeled data cannot be assumed or is only possible with high additional cost. An unsupervised learning strategy, in contrast, can work directly with measurements without prior annotating, which is an advantageous property. In [11], a first idea of an unsupervised learning approach is introduced, which is based on a sparse signal representation. In this manuscript, we propose a different technique based on the maximum likelihood (ML) principle in combination with an autoencoder (AE) structure. In particular, the decoder of the AE incorporates the statistical signal model and the encoder is implemented as a neural network, that delivers estimates of the model parameters similar to [11]. But using the framework of ML, the proposed method outperforms [11] significantly.

The contributions in this paper are an unsupervised method for DoA estimation that is neither limited to a specific array geometry nor does it require the assumption of uncorrelated signals. Furthermore, numerical simulations show that our method is able to outperform related unsupervised methods for DoA estimation in the described application cases.

II. SYSTEM MODEL

Assume that an antenna array which is equipped with $M$ antennas receives $K$ different signals from the far field. The corresponding DoAs are denoted by $\theta = [\theta_1, ..., \theta_K]^T$. After the narrowband system model, the signal vector at snapshot $t$ can be expressed as

$$y(t) = A(\theta)s(t) + n(t), \quad t = 1, ..., N$$  

where $s(t) \in \mathbb{C}^K$ and $n(t) \in \mathbb{C}^M$ are the signals sent by the users and additive noise, respectively. We assume that $s(t) \sim \mathcal{N}(0, C_s)$ and $n(t) \sim \mathcal{N}(0, \sigma^2 I)$. The matrix $A(\theta) \in \mathbb{C}^{M \times K}$ is the array manifold given as

$$A(\theta) = [a(\theta_1), ..., a(\theta_K)],$$

where $a(\theta_k)$ denotes the array response to the incoming angle $\theta_k$. 
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III. PROPOSED AUTOENCODER STRUCTURE

A. Stochastic Maximum Likelihood

When estimating a parameter vector $\theta$ based on some given observation $y$, the maximum likelihood (ML) estimator can be formulated as

$$\hat{\theta} = \arg \max_{\theta} p(y \mid \theta). \quad (3)$$

In the field of DoA estimation, commonly two such ML estimators are distinguished depending on the assumptions made on $s$ [1]. If the estimator sees $s$ as a deterministic but unknown parameter, we refer to this as deterministic ML (DML). On the other hand, if the estimator assumes the signals to be Gaussian with $s \sim N_C(0, C_s)$, the stochastic ML (SML) can be formulated. In the latter case, the distribution $p(y \mid \theta)$ is a zero-mean complex Gaussian distribution with covariance matrix

$$C_y = A(\theta)C_sA(\theta)^\dagger + \sigma^2 I, \quad (4)$$

which follows directly from the system model in (1). In general, the signal covariance matrix $C_s$ is not known at the receiver. The same holds for the noise variance $\sigma^2$. Only the $N$ snapshots $y(t), t = 1, \ldots, N$, are given, which are independent samples from the distribution $p(y \mid \theta)$. Note that this only holds for fixed angles $\theta$, which we assume to be constant during the $N$ snapshots. Thus, the aim of SML is the maximization of the joint likelihood of the snapshots with respect to $\theta$, $C_s$, and $\sigma^2$, i.e.:

$$\max_{\theta, C_s, \sigma^2} \prod_{t=1}^{N} \frac{1}{\pi^{M/2} \det(C_y)} \exp\left(-y(t)^\dagger C_y^{-1} y(t)\right). \quad (5)$$

Instead of solving (5), commonly the logarithm of the joint likelihood is maximized, which, after some reformulation steps, results in the minimization

$$\min_{\theta, C_s, \sigma^2} \left[ \ln \det(C_y) + \text{tr}\left(C_y^{-1} \hat{C}_y\right) \right], \quad (6)$$

with the sample covariance matrix

$$C_y = \frac{1}{N} \sum_{t=1}^{N} y(t)y(t)^\dagger. \quad (7)$$

Solving (6) is not straightforward since the likelihood function is not convex and, thus, can only be achieved with high complexity [8]. Hence, it is not a practical option to consider. Under the assumption of a good enough initial estimate, [12] utilizes a block gradient decent of (6) to optimize the results of an initial DoA estimation stage. But this can only serve as a refinement method and relies heavily on the initial estimate.

To provide a practical estimator of the SML solution we will introduce our method in the following section, which directly learns the solution to (6) by optimizing the log-likelihood using an AE structure.

Fig. 1. The proposed autoencoder structure with a model-based (MB) decoder according to (4). A neural network as an encoder delivers estimates of $\theta$, $C_s$, and $\sigma^2$ based on which the covariance matrix $C_y$ can be constructed.

B. Model-based Decoder

An autoencoder (AE) is a machine learning structure, which uses an encoder that maps from an input space to a lower dimensional latent space. A decoder maps the lower dimensional latent space back to the input space. The idea is that these latent representations capture the most important information about the input samples in a compressed way. In general, the latent variables cannot directly be interpreted. In [13], an overview on representation learning is given, where the AE is suggested as a suitable candidate. Different approaches on interpreting the latent variables of communication scenarios are presented in [14], [15].

The underlying idea of the proposed approach is to force the latent variables of the AE to resemble the parameters of interest in (6). This can be done by exchanging the decoder part of the AE with a deterministic model-based function, which incorporates the statistical model of the data. Only the encoder neural network is part of the learning process. Fig. 1 illustrates the proposed architecture. It is possible to see that estimated values of $\theta$, $C_s$, and $\sigma^2$, are obtained from the encoder based on the sample covariance, which is used as input for the AE. The construction of the covariance matrix $C_y$ according to (4), based on the estimated values, is used as the model-based decoder of the AE. Using the likelihood from (6) as a loss function, we can train a neural network to jointly estimate the angles, signal covariance matrix and noise variance without knowledge of their true values. Consequently, the proposed method is unsupervised. The benefit of using the model-based decoder architecture is the interpretability of the latent space. Not only are the DoAs learned during this process. Also the signal covariance matrix is learned and can, therefore, be estimated after training of the AE.

For the learning of $C_s$, we can use structural knowledge of the signal covariance matrix and reformulate it using the Cholesky decomposition as $C_s = LL^\dagger$, where $L$ is a lower triangular matrix. Using this decomposition, we ensure that the matrix $C_s$ is hermitian and positive-definite. Thus, when considering correlated signals, the proposed method also learns the correlations of the signals by estimating the real and imaginary part of the lower triangular matrix $L$. The output of the encoder can therefore be summarized as $\{\theta, L, \sigma^2\}$.

We will see in our simulations, that by learning and estimating the signal covariance matrix and the noise variance at the same time as the DoAs we find promising solutions to the
SML problem in (6) which lead to better DoA estimates than comparison methods.

C. Covariance Matching

In contrast to the proposed method, the unsupervised learning strategy in [11] uses a sparse signal representation in combination with a similar loss as the $\ell_1$-SVD method [4]. Both methods do not maximize the likelihood but rather focus on an element-wise squared error optimization of the covariance matrix similar to

$$\min_{\theta, C_s} \| \hat{C}_y - A(\theta)C_s A(\theta)^H \|_F^2,$$  \hspace{1cm} (8)

Our numerical simulations will demonstrate that ignoring the stochastic nature of the problem leads to inferior estimation results in contrast to the proposed method.

IV. NUMERICAL SIMULATIONS

We want to focus in our simulations on the algorithm itself and not on the optimization of the employed antenna array. Hence, we do not compare different array structures like in [16]-[19] but present the reader results for a uniform circular array (UCA). Simulations for a uniform linear array led to similar results. The choice of UCA is motivated by the fact, that methods for correlated signals tend to perform poorly for this array type. For a UCA, we have the following array response

$$a_{\text{UCA}}(\theta) = \begin{bmatrix} \exp\left(-j2\frac{\rho}{\lambda} \cos(\theta)\right) \\ \exp\left(-j2\frac{\rho}{\lambda} \cos\left(\theta - \frac{2\pi}{M}\right)\right) \\ \vdots \\ \exp\left(-j2\frac{\rho}{\lambda} \cos\left(\theta - \frac{2\pi(M-1)}{M}\right)\right) \end{bmatrix},$$  \hspace{1cm} (9)

where $R$ and $\lambda$ denote the radius of the circular array and the electromagnetic wavelength, respectively. For our simulations, we consider a ratio between radius and wavelength of 1. We also assume that the DoAs lie in the same plane as the UCA.

We evaluate all methods with data sampled from the system model in (1). The DoAs $\theta_k$ are drawn from a uniform distribution between 0 and $2\pi$ which spans the whole azimuthal field of view. The powers of the signals are drawn from a uniform distribution between $-9$ dB and 0 dB and are, subsequently, normalized to satisfy $\text{tr}(C_s) = 1$. Accordingly, we define the SNR as $\frac{\text{tr}(C_s)}{\sigma^2} = 1$. The number of antennas is $M = 9$ and we use $N = 100$ snapshots.

In the case where the incoming signals are correlated, i.e., $C_s$ is not diagonal, the resulting signal covariance matrix can be formulated as

$$C_s = \Lambda^{1/2} C_\rho \Lambda^{1/2},$$  \hspace{1cm} (10)

where $\Lambda$ is a diagonal matrix with the powers of the individual signals on its diagonal. The matrix $C_\rho$ denotes the correlation between the sources. For $K = 3$ signals, we define $C_\rho$ as

$$C_\rho = \begin{bmatrix} 1 & \rho & \rho^2 \\ \rho & 1 & \rho \\ \rho^2 & \rho & 1 \end{bmatrix},$$  \hspace{1cm} (11)

with $\rho \in [0, 1]$ denoting the correlation coefficient.

We compare the proposed method with the classical approaches MUSIC [3], $\ell_1$-SVD [4], and SPICE [5]. We also compare to the unsupervised learning method from [11]. For the case of correlated signals, the rootMUSIC extension to UCA [20] with and without spatial smoothing (SpS) as introduced in [7] is simulated. Unfortunately, the extension of rootMUSIC and SpS to UCA shows a weak performance. In the original paper, only particular angles are studied. When simulated with randomly drawn angles in the whole field of view the performance degrades drastically. This is observed independently of the condition $M \gg 2\pi R/\lambda$, which makes the extension of rootMUSIC and SpS to UCA not useful for our scenario. The methods of SPICE, MUSIC, and $\ell_1$-SVD as well as the method from [11] are all based on a grid, which we set to 1200 points in the range of 0 to $2\pi$.

The performance of the different estimators are compared using the root mean square periodic error (RMSPE)

$$\text{RMSPE} = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\mod(-\pi, \pi) (\hat{\theta}_k - \theta_k)}^2.$$  \hspace{1cm} (12)

The expectation over all possible angles is empirically estimated by $10^4$ Monte Carlo simulation runs.

A. Implementation Details

The architecture chosen for the encoder neural network in Fig. 1 consists of 4 convolution layers with channels 64, 128, 256 and 512. The kernel size is 3×3 for all layers and the stride is set to 2 for all layers, except for the first. The padding is set to 1 for all layers, except for the last. Each of the convolutions is followed by a ReLU activation function. The output of the convolution layers is fed into one linear layer with size 512. The output layer maps to the appropriate dimension for the latent variables $\theta, C_s,$ and $\sigma^2$.

Since the angles lie in the interval between 0 and $2\pi$, a sigmoid function scaled by $2\pi$ is applied to the $K$ outputs corresponding to the angles. We assume that the powers of the users satisfy $\text{tr}(C_s) = 1$, hence, when considering uncorrelated signals we can use the softmax function on the $K$ outputs of the neural network, which estimate the signal powers. In the case of correlated signals, the outputs directly estimate the real and imaginary part of the lower triangular matrix $L$. The last output of the network represents the learned noise variance which we force to be greater than zero by feeding the last element of the encoder output through the exponential function.

For the proposed model-based decoder (MBD), three different versions are trained. With $\text{diag}$ and $\text{full}$ we denote the assumption on the signal covariance matrix belonging to uncorrelated or correlated sources, respectively. In addition, we use two different loss functions, (6) and (8), which are denoted as $\text{ML}$ and $\text{Cov}$, respectively. The training data type is denoted as $\text{Uncorr}$ for uncorrelated signals and $\text{Corr}$ for correlated signals. In the latter case, the correlation coefficient $\rho$ is sampled uniform between 0 and 1. This comparison
is included to highlight the dependency of the performance on the assumption of correlated or uncorrelated signals. All hyperparameters of the method from [11] are chosen by means of a random search since not all of them were specified in the original work.

B. Training phase

During training of the proposed method samples are drawn from the system model in (1). The SNR is sampled uniformly in the interval $[-10\,\text{dB}, 30\,\text{dB}]$. We update the neural network weights with a learning rate of $10^{-4}$ using the Adam optimizer [21]. For the training, $16 \times 10^4$ batches with batch size 256 are used. Since we draw new samples continuously during the training, every gradient descent step is done on new unseen data samples. Using this learning method, the training of the model becomes robust to overfitting. After this offline training phase, which has no constraint on time and only needs to be performed once, the learned neural network weights are fixed and no additional data is needed in the application phase.

C. Simulation Results – Uncorrelated Signals

In Fig. 2, the results for uncorrelated signals are presented. Both models which are trained with the SML loss function, dark blue and light blue line, outperform the classical methods and the method from [11] for most SNR values. Additionally, it can be observed, that using (8) as the loss function (MBD-diag-Cov) results in inferior performance, which could also be a reason why the method of [11] does not perform as good as the proposed technique. Another observation made is that in the uncorrelated scenario the assumption on the matrix $C_s$ being diagonal (MBD-full-ML) is beneficial for the estimation. This can be ascribed to the fact that the set of possible solutions is constrained using prior knowledge. But even without using this prior information (MBD-full-ML) the proposed method leads to better results than the comparison methods for SNR values greater than 5 dB.

D. Simulation Results – Correlated Signals

Let us now relax the assumption of uncorrelated signals, which is a valid scenario when considering, e.g., multipaths. In Fig. 3, the RMSPE over the correlation coefficient is shown. It is visible that the comparison methods tend to degrade in their performances when the correlation coefficient increases. Only SPICE achieves almost the same performance for fully correlated signals, i.e., $\rho = 1$, as in the uncorrelated case. The proposed method using a full signal covariance matrix (MBD-full-ML) slightly improves with increasing correlation. This can be explained by the fact that we estimate the correlation coefficient simultaneously with the DoAs. In the case of full correlation, the performance gap in terms of the RMSPE is at its maximum. This behavior of the estimation error for fully correlated signals is further highlighted in Fig. 4 where the empirical cumulative distribution functions (CDFs) with respect to the RMSPE of all methods are illustrated. In this figure, also the rootMUSIC algorithm for UCA and its spatial smoothening (SpS) variant are included. For the proposed
method, over 95% of the test samples have an RMSPE lower than 10°, which means that very few outliers are present. In summary, we can conclude that the robustness to outliers is what makes the proposed method with full signal covariance matrix perform so well for fully correlated signals.

V. Conclusion

In this work, we proposed a novel unsupervised DoA estimator that is superior to existing unsupervised machine learning techniques, as well as conventional estimators. The proposed model-based decoder does not only outperform the comparison methods for uncorrelated signals. It is also extremely powerful in the case of correlated signals. Estimating all the signal/model parameters in the latent space of the autoencoder serves as a meaningful representation of the underlying statistical model. Since the method works completely independent of labeled training data, it is suitable for continuous improvement of a directional estimator in practical batch operation. Further investigations in our future work may include an extension to 3D angle estimation or removing the model order prerequisite, since in this work the model order is assumed to be given.

References

[1] H. Krim and M. Viberg, “Two decades of array signal processing research: the parametric approach,” IEEE Signal Processing Magazine, vol. 13, no. 4, pp. 67–94, 1996.
[2] Z. Ahmad and I. Ali, “Three decades of development in DOA estimation technology,” TELKOMNIKA Indonesian Journal of Electrical Engineering, vol. 12, 06 2014.
[3] R. Schmidt, “Multiple emitter location and signal parameter estimation,” IEEE Transactions on Antennas and Propagation, vol. 34, no. 3, pp. 276–280, 1986.
[4] D. Malioutov, M. Cetin, and A. Willsky, “A sparse signal reconstruction perspective for source localization with sensor arrays,” IEEE Transactions on Signal Processing, vol. 53, no. 8, pp. 3010–3022, 2005.
[5] P. Stoica, P. Babu, and J. Li, “SPICE: A sparse covariance-based estimation method for array processing,” IEEE Transactions on Signal Processing, vol. 59, no. 2, pp. 629–638, 2011.
[6] T.-J. Shan, M. Wax, and T. Kailath, “On spatial smoothing for direction-of-arrival estimation of coherent signals,” IEEE Transactions on Acoustics, Speech, and Signal Processing, vol. 33, no. 4, pp. 806–811, 1985.
[7] M. Wax and J. Sheinvald, “Direction finding of coherent signals via spatial smoothing for uniform circular arrays,” IEEE Transactions on Antennas and Propagation, vol. 42, no. 5, pp. 613–620, 1994.
[8] O. Bilal, N. Gametti, and T. Titer, “Performance advantages of deep neural networks for angle of arrival estimation,” in ICASSP 2019 - 2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2019, pp. 3907–3911.
[9] J. P. Merkofer, G. Revach, N. Shlezinger, and R. J. G. van Sloun, “Deep augmented MUSIC algorithm for data-driven DoA estimation,” in ICASSP 2022 - 2022 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2022, pp. 3596–3602.
[10] A. Barthelmee and W. Utschick, “Chainnet: Neural network-based successive spectral analysis,” arXiv preprint arXiv:2105.03742, 2021. [Online]. Available: https://arxiv.org/abs/2105.03742
[11] Y. Yuan, S. Wu, M. Wu, and N. Yuan, “Unsupervised learning strategy for direction-of-arrival estimation network.” IEEE Signal Processing Letters, vol. 28, pp. 1450–1454, 2021.
[12] A. Barthelmee and W. Utschick, “A machine learning approach to DoA estimation and model order selection for antenna arrays with subarray sampling,” IEEE Transactions on Signal Processing, vol. 69, pp. 3075–3087, 2021.
[13] Y. Bengio, A. Courville, and P. Vincent, “Representation learning: A review and new perspectives,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 35, pp. 1798–1828, 08 2013.
[14] F. Weisser, T. Mayer, B. Baccouche, and W. Utschick, “Generative-AI methods for channel impulse response generation,” in WSA 2021: 25th International ITG Workshop on Smart Antennas, 2021, pp. 1–6.
[15] M. Baur, M. Würth, M. Koller, V.-C. Andrei, and W. Utschick, “CSI clustering with variational autoencoding,” in ICASSP 2022 - 2022 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2022, pp. 5278–5282.
[16] Z. Tan, Y. C. Eldar, and A. Nehorai, “Direction of arrival estimation using co-prime arrays: A super resolution viewpoint,” IEEE Transactions on Signal Processing, vol. 62, no. 21, pp. 5565–5576, 2014.
[17] S. Qin, Y. D. Zhang, and M. G. Amin, “Generalized co-prime array configurations for direction-of-arrival estimation,” IEEE Transactions on Signal Processing, vol. 63, no. 6, pp. 1377–1390, 2015.
[18] P. Pal and P. P. Vaidyanathan, “Nested arrays: A novel approach to array processing with enhanced degrees of freedom,” IEEE Transactions on Signal Processing, vol. 58, no. 8, pp. 4167–4181, 2010.
[19] K. Han and A. Nehorai, “Nested vector-sensor array processing via tensor modeling,” IEEE Transactions on Signal Processing, vol. 62, no. 10, pp. 2542–2553, 2014.
[20] A. Tewfik and W. Hong, “On the application of uniform linear array bearing estimation techniques to uniform circular arrays,” IEEE Transactions on Signal Processing, vol. 40, no. 4, pp. 1008–1011, 1992.
[21] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv preprint arXiv:1412.6980, 2014. [Online]. Available: https://arxiv.org/abs/1412.6980