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Abstract. Cycle polytopes of matroids have been introduced in combinatorial optimization as a generalization of important classes of polyhedral objects like cut polytopes and Eulerian subgraph polytopes associated to graphs. Here we start an algebraic and geometric investigation of these polytopes by studying their toric algebras, called cycle algebras, and their defining ideals. Several matroid operations are considered which determine faces of cycle polytopes that belong again to this class of polyhedral objects. As a key technique used in this paper, we study certain minors of given matroids which yield algebra retracts on the level of cycle algebras. In particular, that allows us to use a powerful algebraic machinery. As an application, we study highest possible degrees in minimal homogeneous systems of generators of defining ideals of cycle algebras as well as interesting cases of cut polytopes and Eulerian subgraph polytopes.

1. Introduction

There are various ways to associate polyhedra to objects of interest in combinatorial optimization and discrete mathematics. A prominent example with many applications is the cut polytope $\text{Cut}^\square(G)$ of a graph $G$ which has taken the attention of researchers from many fields. Cut polytopes are well studied, see for example [3, 9, 10, 14]. Indeed, cut polytopes are closely related to some well-known problems, like the $\text{MAXCUT}$ problem (see for example [11, 12, 13]) and the four color theorem in graph theory (see [24]). Several geometric properties of cut polytopes of graphs have been studied for instance in [6, 22, 24, 28]. For more information about cut polytopes of graphs, see in particular the book of Deza and Laurent [11].

An important class of classical combinatorial objects is the one of matroids. As a generalization of polyhedral objects like cut polytopes, Barahona and Grötschel introduced in [2] the cycle polytope $P_{\text{Cyc}}(M)$ associated to a matroid $M$. From the geometric point of view these polytopes are the core objects studied in this paper. Observe that in the special case that the underlying matroid is the cographic matroid $M(G)^*$ of a graph $G$, the cycle polytope coincides with the cut polytope $\text{Cut}^\square(G)$. A description of the facets of cycle polytopes of binary matroids as well as other properties of interest can be found for instance in [1, 2, 7, 13, 19, 20, 21].

Another special case of interesting cycle polytopes of matroids arises when the underlying matroid $M(G)$ is graphic for a given graph $G$. This polytope is called the...
Eulerian subgraph polytope of $G$ and we denote it by $\text{Euler}(G)$, see for example [2]. Eulerian subgraphs occur in various context in graph theory, see for example [5].

In general, there are also toric algebras attached to 0/1-polytopes which have been of great interest from the point of view of both algebraic geometry and commutative algebra. See the books [4, 8, 25] concerning such algebras and their geometrical aspects. In the particular case of cut polytopes, the aforementioned toric algebras and their defining ideals, which were studied first in [34], are called cut algebras and cut ideals, respectively. For further studies around cut algebras and ideals, see, e.g., [15, 22, 23, 26, 27, 32, 33]. For applications to algebraic statistics related to binary graph models, Markov random fields and phylogenetic models on split systems as a generalization of binary Jukes-Cantor models, see for example [34].

In this paper, besides a better understanding of cycle polytopes of matroids in general, we study the associated toric algebras and ideals, called cycle algebras and cycle ideals. One of our main approaches is based on the investigation of certain operations on matroids to obtain faces of cycle polytopes, which belong again to this class of objects, as well as induced algebra retracts of cycle algebras.

The organization of the paper is as follows. In Section 2, we recall some ingredients on matroid theory used throughout the paper. In particular, we give a brief overview on some classical operations on matroids as well as well-known classes of matroids.

In Section 3, cycle polytopes are defined and basic properties of them are studied. In particular, operations on matroids are discussed which yield faces of cycle polytopes belonging again to this class of polytopes. We also pay particular attention to two special classes of cycle polytopes: cut and Eulerian subgraph polytopes.

In Section 4, we introduce cycle algebras and cycle ideals of matroids. Retracts of cycle algebras are considered to understand transition phenomena of algebraic properties of interest. In particular, we study retracts obtained by faces of cycle polytopes and very useful retracts which do not arise in this way. For this purpose, we first define the new notion of a matroidal retract of a matroid in Definition 4.6. Then, as one of our main results, Theorem 4.8 states that matroidal retracts induce algebra retracts. We also introduce binary matroidal retracts as a special case of matroidal retracts (see Definition 4.9). Finally, combining binary matroidal retracts with classical deletions as well as certain types of contractions, we get a new type of minors of binary matroids, which we call generalized series minors (in short, g-series minors) of a given binary matroid and which are crucial in the rest of the paper.

In Section 5, we study g-series minors in the case of cographic matroids. Theorem 5.1 has in particular as a corollary the main results in [33], which provides algebra retracts of cut algebras induced by neighborhood-minors of graphs.

In Section 6, we study highest possible degrees in minimal homogeneous systems of generators of cycle ideals. As starting point, in Lemma 6.1 it is characterized when the ideal is zero in terms of data of the underlying matroid. In Lemma 6.5 it is also observed that cycle ideals never contain linear forms. Moreover, Corollary 6.6 yields inequalities between the highest degree $\mu(M)$ of minimal homogeneous systems of generators of cycle ideals of a matroid $M$ and the ones obtained by various types of minors of $M$. In Theorem 6.7 we get cases where such inequalities are equalities.
In Section 7, we focus on small values of $\mu(M)$ for binary matroids. We discuss certain necessary and sufficient conditions for $\mu(M) \leq 2$ and $\mu(M) \leq 5$, respectively. The aforementioned conditions are given in terms of different excluded minors. In particular, all graphic and cographic matroids $M$ with $\mu(M) \leq 2$ are classified in one of the main results of the paper, Theorem 7.4. We also discuss the relationship of the results of this section and two conjectures posed in [34].

Throughout the paper, we discuss examples and also pose several problems and conjectures arising from different parts of our work.

2. Ingredients from matroid theory

In this section, we give a brief overview of some properties of matroids and certain operations on them as well as of some well-known classes of matroids which are of importance for this work. For a general discussion on matroids see, e.g., [30, 31].

Let $M$ be a matroid on the ground set $E(M)$, whose set of independent sets, bases (i.e. maximal independent sets) and circuits (i.e. minimal dependent sets) are denoted by $\mathcal{I}(M)$, $\mathcal{B}(M)$ and $\mathcal{C}(M)$, respectively. We may also write $E$, $\mathcal{I}$, $\mathcal{B}$ and $\mathcal{C}$ for the aforementioned sets if the matroid $M$ is known from the context.

The dual matroid $M^*$ of $M$ is the matroid with the same ground set $E$ as $M$ and whose set of bases is defined as $\mathcal{B}(M^*) = \{E - B : B \in \mathcal{B}(M)\}$. It is well-known that a set $C \subseteq E$ is a circuit of $M^*$ if and only if it is a minimal set having non-empty intersection with every basis of $M$. The elements of $\mathcal{B}(M^*)$ and $\mathcal{C}(M^*)$ are also called cobases and cocircuits of $M$. For any circuit $C$ and cocircuit $C^*$, one has

$$|C \cap C^*| \neq 1; \quad (1)$$

see, e.g., [30, Proposition 2.1.11]. Observe that $(M^*)^* = M$.

An element $e \in E$ is called a loop of $M$ if $\{e\}$ is a circuit. A pair of elements $e, f \in E$ are called parallel in $M$ if $\{e, f\}$ is a circuit. A parallel class of $M$ is a maximal subset of $E$ with the property that any two distinct elements of it are parallel, and no element is a loop. The loops, parallel elements and parallel classes of the dual matroid $M^*$ are called coloops, coparallel elements and coparallel classes of $M$. Coparallel classes of $M$ are also known as its series classes. A matroid is said to be simple (resp. cosimple) if it has no loops (resp. coloops) and no non-trivial parallel (resp. coparallel) classes. In particular, if $M$ is simple (resp. cosimple), then $\{e\}$ is a parallel (resp. coparallel) class of $M$ for any $e \in E$ and these are the only parallel (resp. coparallel) classes.

Recall that $M$ is connected if and only if for any two distinct elements of $E$, there is a circuit containing both of them; see, e.g., [30, Proposition 4.1.4]. It is well-known that $M$ is connected if and only if $M^*$ is connected; see, e.g., [30, Corollary 4.2.8].

Next, we recall two important matroid operations, namely deletion and contraction. By the deletion of $e \in E$ from $M$, one obtains a matroid denoted by $M \setminus e$ with the ground set $E - \{e\}$ and $\mathcal{C}(M \setminus e) = \{C \subseteq E - \{e\} : C \in \mathcal{C}(M)\}$. Repeating this procedure yields a deletion of a subset of the ground set. In particular, if $X \subseteq E$, then the restriction of $M$ to $X$ is defined as the deletion of $E - X$ from $M$, which is denoted by $M|_X$. This is the matroid on $X$ with $\mathcal{C}(M|_X) = \{C \subseteq X : C \in \mathcal{C}(M)\}$. \newpage
If $e$ is not a loop of $M$, then by the contraction of $e$ in $M$, one gets a matroid, denoted by $M/e$, with the ground set $E - \{e\}$ whose circuits are the minimal elements of $\{C - \{e\} : C \in \mathcal{C}(M)\}$. If $e$ is a loop of $M$, then by definition $M/e := M \setminus e$. Similar to deletion, one can contract a subset $T$ of $E$ in $M$. Then one obtains the matroid $M/T$ on the ground set $E - T$ and whose circuits are the minimal non-empty elements of $\{C - T : C \in \mathcal{C}(M)\}$.

Observe that duality, deletion and contraction are related to each other as follows:

\begin{equation}
M^*/T = (M \setminus T)^* \text{ and } M^* \setminus T = (M/T)^*.
\end{equation}

A minor of a matroid $M$ is a matroid which can be obtained from $M$ by a sequence of deletions and contractions. There are special types of minors in the literature such as parallel minors and series minors which we recall in the following: A parallel minor of $M$ is a matroid which can be obtained from $M$ by a sequence of contractions and parallel deletions. Here, a parallel deletion of $M$ is a matroid of the form $M \setminus e$ where $e$ is contained in a 2-circuit of $M$. A series minor of $M$ is a matroid which can be obtained from $M$ by a sequence of deletions and series contractions. Here, a series contraction of $M$ is a matroid of the form $M/e$ where $e$ is contained in a 2-cocircuit of $M$.

Observe that $N$ is a parallel minor of $M$ if and only if $N^*$ is a series minor of $M^*$.

Let $M$ and $N$ be two matroids. Then $M$ is said to be $N$-minor free if $M$ has no minor isomorphic to $N$. The notion of $N$-parallel minor free and $N$-series minor free are defined analogously.

Next, we recall another useful operation on matroids. Let $M_1$ and $M_2$ be two matroids with $E(M_1) \cap E(M_2) = \emptyset$. The direct sum or 1-sum $M_1 \oplus M_2$ of $M_1$ and $M_2$ is the matroid with $E(M_1 \oplus M_2) = E(M_1) \cup E(M_2)$,

\[ I(M_1 \oplus M_2) = \{I_1 \cup I_2 : I_i \in I(M_i), i = 1, 2\} \quad \text{and} \quad \mathcal{C}(M_1 \oplus M_2) = \mathcal{C}(M_1) \cup \mathcal{C}(M_2). \]

In the remaining part of this section, we briefly recall important classes of matroids which will be used throughout the paper. Let $m, n$ be non-negative integers. The uniform matroid $U_{m,n}$ is a matroid on the ground set $E$ of cardinality $n$ whose independent sets are exactly the subsets of $E$ of cardinality at most $m$. Therefore,

\[ \mathcal{C}(U_{m,n}) = \{C \subseteq E : |C| = m + 1\}. \]

In particular, the uniform matroids $U_{n,n}$ have no circuits. Indeed, they are the only matroids with this property, and are called free. Moreover, $U_{0,0}$, which is the unique matroid with the empty ground set, is called the empty matroid.

Let $A$ be an $m \times n$-matrix over a field $\mathbb{K}$, and let $E$ be the set of column labels of $A$. Moreover, let $\mathcal{I}$ be the set of subsets $X$ of $E$ for which the multiset of columns labeled by $X$ is linearly independent in $\mathbb{K}^m$. Then it is easily seen that $(E, \mathcal{I})$ is a matroid which is called the vector matroid of $A$. A matroid $M$ which is isomorphic to the vector matroid of a matrix over a field $\mathbb{K}$ is said to be representable over $\mathbb{K}$. A matroid which is representable over the field $\mathbb{F}_2$, i.e. the unique field with two elements, is called binary. There are various characterizations of binary matroids and here we summarize some of them which are used throughout the paper:
Theorem 2.1. ([30, Theorem 9.1.2 and Theorem 9.1.5]) Let $M$ be a matroid. Then the following statements are equivalent:

(a) $M$ is binary;
(b) $M$ is $U_{2,4}$-minor-free;
(c) For every circuit $C$ and cocircuit $C^*$ of $M$, $|C \cap C^*|$ is even;
(d) If $C_1$ and $C_2$ are distinct circuits of $M$, then $C_1 \Delta C_2 = (C_1 \cup C_2) \setminus (C_1 \cap C_2)$ is a disjoint union of circuits.

It is straightforward from Theorem 2.1 that the dual of a binary matroid is binary as well. Moreover, the class of binary matroids is minor-closed; see, e.g., [30, Proposition 3.2.4]. In particular, all different types of minors of binary matroids, which were mentioned in this section, are again binary matroids.

Let $G$ be a graph with the edge set $E = E(G)$. Attached to $G$ is the matroid $M(G)$ on the ground set $E$, whose circuits are exactly the edge sets of cycles of $G$. The matroid $M(G)$ is called the cycle matroid or polygon matroid of $G$. In particular, a loop and a parallel class in $M(G)$, respectively, correspond to a loop and a maximal set of pairwise parallel (or multiple) edges in $G$, respectively. Thus, $M(G)$ is a simple matroid if and only if $G$ is a simple graph, i.e. a graph with no loops and no parallel edges. For a graph $G$ with at least three vertices and no isolated vertices and loops, one has that $M(G)$ is connected if and only if $G$ is a 2-connected graph; see, e.g., [30, Proposition 4.1.8].

Let $e \in E$ which is not a loop of $G$. Then the graph $G \setminus e$ denotes the graph on the same vertex set as $G$ obtained by deleting the edge $e$ from $G$. Moreover, the graph $G/e$ denotes the graph which is obtained from $G$ by identifying the endpoints of $e$ and deleting $e$. This operation is called the contraction of the edge $e$ in $G$. Then

\[(3) \quad M(G) \setminus e = M(G \setminus e) \text{ and } M(G)/e = M(G/e),\]

for any $e \in E$. Note that similar to matroids, if $e$ is a loop in $G$, then $G/e = G \setminus e$. Observe that even if $G$ is a simple graph, then $G/e$ has not to be simple.

Any matroid isomorphic to $M(G)$ for some graph $G$, is called a graphic matroid. It is well-known that graphic matroids are representable over any field, and in particular, they are binary matroids; see, e.g., [30, Proposition 5.1.2]. It follows immediately from the well-known Whitney’s theorem that for any graphic matroid $M$, there exists a connected graph $G$ such that $M$ is isomorphic to $M(G)$.

A cographic matroid $M(G)^*$ is the dual of a graphic matroid $M(G)$. This is one way to see that cographic matroids are also binary. Recall that an edge cut in a graph $G$ is a set of edges $X$ such that $G \setminus X$ has more connected components than $G$. If $X$ consists of only one edge $e$, then $e$ is called a bridge of $G$. Observe that the circuits of $M(G)^*$ are exactly the minimal edge cuts of $G$; see, e.g., [30, Proposition 2.3.1]. A minimal edge cut of a graph is also called a bond. The loops of $M(G)^*$ are exactly the bridges of $G$, and $e, f$ are parallel elements of $M(G)^*$ if and only if $\{e, f\}$ is a minimal edge cut. Hence, $M(G)^*$ is simple, or equivalently $M(G)$ is cosimple, if and only if any minimal edge cut of $G$ has at least three elements, and, in particular, any edge of $G$ is contained in a cycle of $G$. 
Throughout this paper, all matroids are assumed to be non-free matroids, and, in particular, they are non-empty matroids.

3. Cycle polytopes of matroids

Let $M$ be a matroid. A cycle of $M$ is defined to be a disjoint union of some of its circuits. We denote the set of all cycles of $M$ by $\text{Cyc}(M)$. In particular, $\emptyset \in \text{Cyc}(M)$.

Attached to $M$ is a polytope $P_{\text{Cyc}}(M)$ in $\mathbb{R}^{E(M)}$, called the cycle polytope of $M$, which is defined as the convex hull of the characteristic vectors of cycles of $M$. Here a characteristic vector $\chi_C$ of a cycle $C$ of $M$ is a 0/1-vector in $\mathbb{Z}^{E(M)}$ whose $e^{th}$ coordinate is 1 if $e \in C$ and 0 otherwise.

If $M$ is a binary matroid, then $P_{\text{Cyc}}(M)$ is exactly the convex hull of all 0/1-vectors $x$ in $\mathbb{R}^{E(M)}$ such that $Ax \equiv 0 \pmod{2}$ where $A$ is the representation matrix of $M$ over $\mathbb{F}_2$. It follows from [2, Theorem 4.1] that

$$\dim P_{\text{Cyc}}(M) = \text{the number of coparallel classes of } M.$$

In the following theorem we determine certain faces of the cycle polytope of a matroid. First, recall that a face $F$ of a polytope $P$ is a subset of $P$ which is the intersection of $P$ with a hyperplane $H$ such that $P$ is entirely contained in one of the two half-spaces defined by $H$. The hyperplane $H$ is then called a supporting hyperplane of $P$. Moreover, a morphism of polytopes $P$ and $Q$ is a map $\varphi: P \to Q$ which can be extended to an affine map $\tilde{\varphi}: \text{aff}(P) \to \text{aff}(Q)$. If the morphism $\varphi$ is an isomorphism, then the polytopes $P$ and $Q$ are said to be affinely isomorphic.

**Theorem 3.1.** Let $M$ be a matroid and let $M'$ be a matroid obtained from $M$ by

(a) a deletion, or

(b) a series contraction, or

(c) a coloop contraction.

Then $P_{\text{Cyc}}(M')$ is affinely isomorphic to a face of $P_{\text{Cyc}}(M)$. In particular, if $M'$ is a series minor of $M$, then $P_{\text{Cyc}}(M')$ is affinely isomorphic to a face of $P_{\text{Cyc}}(M)$.

**Proof.** Let $E = E(M)$, $e \in E$ and $E' = E - \{e\}$. Then $\mathbb{R}^{E'}$ is naturally (isomorphic to) a subspace of $\mathbb{R}^{E}$. In the following, we denote the $f^{th}$ coordinate of a vector $u$ in $\mathbb{R}^E$ or $\mathbb{R}^{E'}$ by $u_f$, for any $f \in E$.

(a) First assume that $M' = M \setminus e$. Let $H$ be the hyperplane in $\mathbb{R}^E$ defined by $x_e = 0$, and let $F := P_{\text{Cyc}}(M) \cap H$. Then clearly $F$ is a face of $P_{\text{Cyc}}(M)$.

We claim that $P_{\text{Cyc}}(M')$ is affinely isomorphic to $F$. Since zero is an element of $\text{aff}(P_{\text{Cyc}}(M'))$ corresponding to the empty cycle of $M'$, we have that $\text{aff}(P_{\text{Cyc}}(M')) = \text{span}(P_{\text{Cyc}}(M'))$ is a subspace of $\mathbb{R}^E$.

Next, define

$$\varphi: P_{\text{Cyc}}(M') \to F$$

such that for any $w \in P_{\text{Cyc}}(M')$,

$$\varphi(w)_f = \begin{cases} w_f & \text{if } f \neq e, \\ 0 & \text{if } f = e. \end{cases}$$


The map \( \varphi \) is well-defined, because \( C(M') = \{ C \subseteq E - \{ e \} : C \in C(M) \} \) and thus for a characteristic vector \( \chi_{C'} \in \mathbb{R}^{E'} \) of a cycle \( C' \) of \( M' \) one knows that \( \phi(\chi_{C'}) \) is a characteristic vector of a cycle of \( M \) which lies in \( H \). Clearly, \( \varphi \) is the restriction of the affine/linear map
\[
\tilde{\varphi} : \text{aff}(P_{\text{Cyc}}(M')) \to \text{aff}(F) \subseteq \mathbb{R}^E
\]
such that for any \( w \in \text{aff}(P_{\text{Cyc}}(M')) \),
\[
\tilde{\varphi}(w)_f = \begin{cases} 
  w_f & \text{if } f \neq e, \\
  0 & \text{if } f = e.
\end{cases}
\]
Hence, \( \varphi \) is a morphism of the involved polytopes. By analogous reasons,
\[
\psi : F \to P_{\text{Cyc}}(M')
\]
defined as
\[
\psi(v)_e = v_f \text{ for any } v \in F \text{ and } f \neq e,
\]
is well-defined and is a morphism of the polytopes \( F \) and \( P_{\text{Cyc}}(M') \) which is the inverse to \( \varphi \). This concludes the proof of (a).

(b) Next assume that \( e \) and \( f \) are coparallel for some \( f \in E \), namely \( \{e, f\} \) is a cocircuit of \( M \), and let \( M' = M/e \). We claim that \( P_{\text{Cyc}}(M') \) is affinely isomorphic to \( P_{\text{Cyc}}(M) \).

Note that, since \( \{e, f\} \) is a cocircuit of \( M \), it follows from [1] that any circuit of \( M \) either contains both of \( e \) and \( f \), or contains none of them. As any cycle of \( M \) is a disjoint union of circuits, the same property holds for any cycle of \( M \). For \( v \in P_{\text{Cyc}}(M) \), this yields \( v_e = v_f \).

We define
\[
\varphi : P_{\text{Cyc}}(M') \to P_{\text{Cyc}}(M)
\]
such that for any \( w \in P_{\text{Cyc}}(M') \),
\[
\varphi(w)_{e'} = \begin{cases} 
  w_f & \text{if } e' = e, \\
  w_{e'} & \text{if } e' \neq e.
\end{cases}
\]
It follows from the discussion above and the relation of cycles of \( M' \) and \( M \) that \( \varphi \) is well-defined. Moreover, \( \varphi \) is the restriction of the affine/linear map
\[
\tilde{\varphi} : \text{aff}(P_{\text{Cyc}}(M')) \to \text{aff}(P_{\text{Cyc}}(M))
\]
defined as
\[
\tilde{\varphi}(w)_{e'} = \begin{cases} 
  w_f & \text{if } e' = e, \\
  w_{e'} & \text{if } e' \neq e.
\end{cases}
\]
for any \( w \in \text{aff}(P_{\text{Cyc}}(M')) \). Hence, \( \varphi \) is a morphism of the involved polytopes. By analogous reasons,
\[
\psi : P_{\text{Cyc}}(M) \to P_{\text{Cyc}}(M')
\]
defined as
\[
\psi(v)_{e'} = v_{e'} \text{ for any } v \in P_{\text{Cyc}}(M) \text{ and } e' \neq e,
\]
is a well-defined morphism of polytopes which is the inverse to \( \varphi \). Hence, \( P_{\text{Cyc}}(M') \) is isomorphic to \( P_{\text{Cyc}}(M) \).
(c) Finally, assume that \( e \) is a coloop of \( M \). Then, by (1), \( e \) is not contained in any circuit of \( M \). This implies that \( \mathcal{C}(M/e) = \mathcal{C}(M) = \mathcal{C}(M \setminus e) \), which yields
\[
\text{(4) } \text{Cyc}(M/e) = \text{Cyc}(M) = \text{Cyc}(M \setminus e).
\]
This implies that \( P_{\text{Cyc}}(M/e) = P_{\text{Cyc}}(M \setminus e) \subseteq \mathbb{R}^E \). Thus, by part (a), it follows that \( P_{\text{Cyc}}(M/e) \) is affinely isomorphic to a face of \( P_{\text{Cyc}}(M) \). Note that (4) also implies that the \( e \)-th coordinate of any vertex (and hence any element) of \( P_{\text{Cyc}}(M) \) is equal to zero. Hence, in this case, \( P_{\text{Cyc}}(M/e) \) is indeed affinely isomorphic to \( P_{\text{Cyc}}(M) \) itself, since by using the notation of part (a), we have \( F = P_{\text{Cyc}}(M) \). \( \square \)

In the following we consider two important special cases of cycle polytopes arising from graphs.

**Example 3.2.** Let \( G = (V, E) \) be a graph, and let \( M = M(G) \).

1. **Eulerian subgraph polytopes:** It is a classical fact in graph theory that a graph \( H \) is **Eulerian**, (i.e. all of its vertices have even degree) if and only if its edge set is the disjoint union of the edge sets of some cycles of \( H \). It follows that the cycles of \( M \) are exactly the edge sets of the Eulerian subgraphs of \( G \). Then the cycle polytope of \( M \) is indeed the convex hull of the incident vectors of the Eulerian subgraphs of \( G \), namely the vectors \( \delta_H \in \mathbb{R}^E \) with
\[
\delta_{H,e} = \begin{cases} 
1 & \text{if } e \in E(H), \\
0 & \text{otherwise},
\end{cases}
\]
where \( H \) is an Eulerian subgraph of \( G \) and \( e \in E \). This polytope is also known as the **Eulerian subgraph polytope**; see, e.g., \([2]\). In the following, we denote this polytope by \( \text{Euler}(G) \).

2. **Cut polytopes:** Given a subset \( A \) of \( V \), the **cut set** \( \text{Cut}(A) \) of \( G \) is a subset of \( E \) consisting of those edges of \( G \) which have exactly one endpoint in \( A \). The cut polytope of \( G \), which is denoted by \( \text{Cut}(\Box)(G) \), is the convex hull of the cut vectors \( \delta_A \in \mathbb{R}^E \) of \( G \), which are defined as
\[
\delta_{A,e} = \begin{cases} 
1 & \text{if } e \in \text{Cut}(A), \\
0 & \text{otherwise},
\end{cases}
\]
for any \( A \subseteq V \) and \( e \in E \). The cut polytope of \( G \) has been intensively studied by many authors; see, e.g., \([3, 9, 10, 12, 28, 27, 33, 34]\).

It is clear that any cut set \( \text{Cut}(A) \) is an edge cut (in the sense of Section 2) if \( A \neq \emptyset, V \). The converse is not true in general, but one can see that any minimal edge cut is a cut set. Hence, minimal edge cuts and minimal cut sets of \( G \) coincide. Then, it follows from \([33]\, \text{Exercises 4.1.27 and 4.1.28}\) that a subset \( C \) of \( E \) is a disjoint union of minimal edge cuts (i.e. a cycle of \( M^* \)) if and only if \( C = \text{Cut}(A) \) for some \( \emptyset \neq A \subset V \). Note that the zero vector corresponds to \( A = \emptyset \) and the empty cycle. Therefore, in this case, the cycle polytope of \( M^* \) is exactly the cut polytope of \( G \).
4. Cycle algebra of a matroid and its algebra retracts

Given a field \( K \), associated to any lattice polytope \( P \subseteq \mathbb{R}^d \) is a toric algebra \( K[P] \) whose generators bijectively correspond to the lattice points of \( P \), namely,
\[
K[P] = K[y^a z : a \in P \cap \mathbb{Z}^d].
\]
If \( P \subseteq \mathbb{R}_{\geq 0}^d \), then the algebra \( K[P] \) is a \( K \)-subalgebra of the polynomial ring \( K[y_1, \ldots, y_d, z] \) where \( y^a = y_1^{a_1} \cdots y_d^{a_d} \) with \( a = (a_1, \ldots, a_d) \in \mathbb{Z}^d \). The toric algebra \( K[P] \) is naturally a standard graded \( K \)-algebra (generated in degree 1) induced by setting \( \deg(z) = 1 \) and \( \deg(y_i) = 0 \) for all \( i = 1, \ldots, d \).

Now, let \( M \) be a matroid. We define the cycle algebra of \( M \) to be the toric algebra \( K[\text{Cyc}(M)] \), and to simplify the notation, we denote it by \( K[\text{Cyc}(M)] \). More precisely,
\[
K[\text{Cyc}(M)] := K[y^C z : C \in \text{Cyc}(M)]
\]
is a \( K \)-subalgebra of the polynomial ring \( R_M = K[y_e, z : e \in E(M)] \), where the monomial \( y^C = \prod_{e \in C} y_e \) corresponds to the characteristic vector \( \chi_C \) of \( C \). Let \( S_M = K[x_C : C \in \text{Cyc}(M)] \). One gets a representation for this toric ring by the following homogeneous \( K \)-algebra homomorphism:
\[
\phi_M : S_M \rightarrow K[\text{Cyc}(M)]
\]
\[
x_C \mapsto y^C z,
\]
for any \( C \in \text{Cyc}(M) \). The defining ideal of this algebra is denoted by \( I_{\text{Cyc}(M)} \) and we call it the cycle ideal of \( M \). The cycle ideal is a graded ideal in \( S_M \) generated by pure homogeneous binomials of the form \( \prod_{i=1}^d x_{C_i} - \prod_{i=1}^d x_{D_i} \) with \( C_i, D_i \in \text{Cyc}(M) \) and \( d \geq 1 \).

**Example 4.1.** Let \( G \) be a graph.

(1) **Eulerian algebras:** Let \( M = M(G) \). Then, we refer the associated cycle algebra and the cycle ideal, as the Eulerian algebra and the Eulerian ideal of \( G \), respectively, which are denoted by \( K[\text{Euler}(G)] \) and \( I_{\text{Euler}(G)} \), respectively. To the best of our knowledge, the Eulerian algebra has not been studied in the literature before.

(2) **Cut algebras:** Let \( M = M(G^*) \). If \( G \) is connected, then the corresponding cycle algebra and ideal is naturally identified with the cut algebra and cut ideal of \( G \), introduced in [34], (see also [33]). If \( G \) is disconnected, then the cycle algebra of \( M \) is naturally isomorphic to the cut algebra of \( G \), but cycle ideals could differ by linear forms (see [33, Proposition 3.2] and Lemma 6.5). We denote the cut algebra and ideal of \( G \) by \( K[\text{Cut}(G)] \) and \( I_{\text{Cut}(G)} \), respectively.

The main goal of this section is to provide useful algebra retracts of cycle algebras of matroids generalizing corresponding results of [33]. First let us recall the well-known definition of an algebra retract of a graded algebra. Here, if it is not stated otherwise, by “graded” we mean standard \( \mathbb{Z} \)-graded.
**Definition 4.2.** Let $A$ and $B$ be graded $\mathbb{K}$-algebras and let $\iota : A \rightarrow B$ be an (injective) homogeneous $\mathbb{K}$-algebra homomorphism. Then $A$ is called an algebra retract of $B$, if there exists a homogeneous (surjective) homomorphism of $\mathbb{K}$-algebras $\gamma : B \rightarrow A$ such that $\gamma \circ \iota = \text{id}_A$.

It is clear from the above definition that if $A$, $B$ and $C$ are graded $\mathbb{K}$-algebras such that $A$ is an algebra retract of $B$, and $B$ is an algebra of $C$, then $A$ is an algebra retract of $C$. Note that in this paper the homogeneous homomorphisms are not necessarily of degree 0, and also we do not consider more general types of algebra retracts, namely, arbitrary (non-graded) ones.

The highest degree of an element of a minimal homogeneous generating set, the projective dimension $\text{proj dim}_A(I)$ and the Castelnuovo-Mumford regularity $\text{reg}_A(I)$, and more generally, the graded Betti numbers $\beta_{i,j}^A(I)$ of a defining ideal $I$ of a graded $\mathbb{K}$-algebra $A/I$ where $A$ is a polynomial ring over a field $\mathbb{K}$ do not increase by retraction. A precise statement is:

**Proposition 4.3.** ([29, Corollary 2.5]) Let $R = A/I$ and $S = B/J$ be graded $\mathbb{K}$-algebras where $A$ and $B$ are polynomial rings over a field $\mathbb{K}$. Suppose that $R$ is an algebra retract of $S$, and $I$ and $J$ are graded ideals containing no linear forms. Then

(a) $\beta_{i,j}^A(I) \leq \beta_{i,j}^B(J)$ for all $i,j \in \mathbb{Z}_{\geq 0}$.
(b) $\text{proj dim}_A(I) \leq \text{proj dim}_B(J)$.
(c) $\text{reg}_A(I) \leq \text{reg}_B(J)$.

Observe that in Section 6 we will verify that cycle ideals of matroids contain no linear forms, and hence the above proposition is applicable to them.

We divide this section into two parts in which we discuss different types of algebra retracts. First, in Proposition 4.4, we consider a class of face retracts of cycle algebras of matroids. The following is indeed a consequence of Theorem 3.1.

**Proposition 4.4.** Let $M$ and $M'$ be two matroids such that $M'$ is obtained by a sequence of series minors and coloop contractions from $M$. Then $\mathbb{K}[\text{Cyc}(M')]$ is an algebra retract of $\mathbb{K}[\text{Cyc}(M)]$.

**Proof.** In general, for a lattice polytope $P \subseteq \mathbb{R}^d_{\geq 0}$ and a face $F$ of $P$, one has that $\mathbb{K}[F]$ is an algebra retract of $\mathbb{K}[P]$ (see, e.g., [4, Corollary 4.34]). This fact and applying Theorem 3.1 conclude the proof. □

**Remark 4.5.** Note that in spite of deletions, contractions (and hence arbitrary minors), in general, do not necessarily provide a face. For example, if $M$ is the cographic matroid of the 4-cycle $C_4$ and $e$ is an edge of $C_4$, then $P_{\text{Cyc}}(M/e) \cong P_{\text{Cyc}}(M(P_4)^*) \cong \text{Cut}^{\text{P}}(P_4)$ is not affinely isomorphic to any faces of $P_{\text{Cyc}}(M)$. Indeed, this example even shows that contraction may not provide an algebra retract at all; see [33, Remark 4.4].

Next, we provide other algebra retracts which are not necessarily induced by faces of cycle polytopes. The following definition is motivated by the proof of [33, Theorem 5.4]:
Definition 4.6. Let $M$ and $M'$ be two matroids with $E(M') \subseteq E(M)$. Suppose that there exist two maps $\lambda : \text{Cyc}(M') \to \text{Cyc}(M)$ and $\pi : \text{Cyc}(M) \to \text{Cyc}(M')$ which satisfy the following conditions:

(a) $\pi \circ \lambda = \text{id}_{\text{Cyc}(M')}$.

(b) If $\sum_{i=1}^{d} \chi C'_i = \sum_{i=1}^{d} \chi D'_i$ for some $C'_i, D'_i \in \text{Cyc}(M')$ with $i = 1, \ldots, d$ and $d \geq 1$, then $\sum_{i=1}^{d} \chi_{\lambda(C'_i)} = \sum_{i=1}^{d} \chi_{\lambda(D'_i)}$.

(c) If $\sum_{i=1}^{d} \chi C_i = \sum_{i=1}^{d} \chi D_i$ for some $C_i, D_i \in \text{Cyc}(M)$ with $i = 1, \ldots, d$ and $d \geq 1$, then $\sum_{i=1}^{d} \chi_{\pi(C_i)} = \sum_{i=1}^{d} \chi_{\pi(D_i)}$.

Then we say that $M'$ is a matroidal retract of $M$.

Remark 4.7. Using the notation in Definition 4.6, we would like to observe that a natural example of a map $\pi$ which satisfies condition (c), is:

$$\pi(C) = C \cap E(M'), \quad \text{for any } C \in \text{Cyc}(M).$$

The following theorem allows us to build up certain algebra retracts for the cycle algebra of a matroid which arise from matroidal retracts.

Theorem 4.8. Let $M$ be a matroid and let $M'$ be a matroidal retract of $M$. Then $\mathbb{K}[	ext{Cyc}(M')]$ is an algebra retract of $\mathbb{K}[	ext{Cyc}(M)]$.

Proof. Let $\lambda$ and $\pi$ be two maps with the desired properties of Definition 4.6. First we define the homomorphism

$$\tilde{\lambda} : S_{M'} \longrightarrow S_M$$

$$x_C \mapsto x_{\lambda(C)}.$$

Let $\iota$ be the induced map from $\tilde{\lambda}$, defined as follows:

$$\iota : S_{M'}/I_{\text{Cyc}(M')} \longrightarrow S_M/I_{\text{Cyc}(M)}$$

$$f + I_{\text{Cyc}(M')} \mapsto \tilde{\lambda}(f) + I_{\text{Cyc}(M)};$$

for any $f \in S_{M'}$. To check that $\iota$ is a well-defined map, it is enough to show that $\tilde{\lambda}(I_{\text{Cyc}(M')}) \subseteq I_{\text{Cyc}(M)}$. Let $f = \prod_{i=1}^{d} x_{C'_i} - \prod_{i=1}^{d} x_{D'_i}$ be an element of a minimal homogeneous generating set of $I_{\text{Cyc}(M')}$ for some $d \geq 1$, where $C'_i$'s and $D'_i$'s are cycles of $M'$. Then $\phi_{M'}(f) = 0$, since $I_{\text{Cyc}(M')} = \ker \phi_{M'}$. This together with the definition of the map $\phi_{M'}$ implies that $\prod_{i=1}^{d} y_{C'_i} = \prod_{i=1}^{d} y_{D'_i}$, or equivalently

$$\sum_{i=1}^{d} \chi_{C'_i} = \sum_{i=1}^{d} \chi_{D'_i}. $$

Since $M'$ is a matroidal retract of $M$, Definition 4.6(b) and (6), yield $\sum_{i=1}^{d} \chi_{\lambda(C'_i)} = \sum_{i=1}^{d} \chi_{\lambda(D'_i)}$, and then

$$\prod_{i=1}^{d} y^{\chi_{C'_i}} = \prod_{i=1}^{d} y^{\chi_{D'_i}}.$$

The latter equality implies that $\phi_{M'}(\tilde{\lambda}(f)) = 0$. Hence $\tilde{\lambda}(f) \in I_{\text{Cyc}(M)}$, as desired.
Next, we define the homomorphism
\[ \tilde{\pi}: S_M \rightarrow S_{M'} \]
\[ x_C \mapsto x_{\pi(C)}. \]

Let \( \gamma \) be the induced map from \( \tilde{\pi} \), as follows:
\[ \gamma: S_M/I_{Cyc(M)} \rightarrow S_{M'}/I_{Cyc(M')} \]
\[ f + I_{Cyc(M)} \mapsto \tilde{\pi}(f) + I_{Cyc(M')}, \]
for any \( f \in S_M \). To see that \( \gamma \) is a well-defined map, it suffices to show that \( \tilde{\pi}(I_{Cyc(M)}) \subseteq I_{Cyc(M')} \). Let \( f = \prod_{i=1}^d x_{C_i} - \prod_{i=1}^d x_{D_i} \) be an element of a minimal homogeneous generating set of \( I_{Cyc(M)} \) for some \( d \geq 1 \), where \( C_i \)'s and \( D_i \)'s are cycles of \( M \). Then \( \phi_M(f) = 0 \), since \( I_{Cyc(M)} = \ker \phi_M \). Thus, \( \prod_{i=1}^d y^{C_i} = \prod_{i=1}^d y^{D_i} \), or equivalently
\[ \sum_{i=1}^d \chi_{C_i} = \sum_{i=1}^d \chi_{D_i}. \]

Since \( M' \) is a matroidal retract of \( M \), it follows from Definition 4.6 (c) and (7) that \( \sum_{i=1}^d \chi_{\pi(C_i)} = \sum_{i=1}^d \chi_{\pi(D_i)} \), and then
\[ \prod_{i=1}^d y^{\pi(C_i)} = \prod_{i=1}^d y^{\pi(D_i)}. \]

Therefore, \( \phi_{M'}(\tilde{\pi}(f)) = 0 \), and hence \( \tilde{\pi}(f) \in I_{Cyc(M')} \), as desired.

Finally, we need to show that \( \gamma \circ \iota = \text{id}_{S_{M'/I_{Cyc(M')}}} \). Indeed, for any \( f \in S_{M'} \), we have
\[ \gamma \circ \iota(f + I_{Cyc(M')}) = \gamma(\tilde{\lambda}(f) + I_{Cyc(M)}) = \tilde{\pi}(\tilde{\lambda}(f)) + I_{Cyc(M')} = f + I_{Cyc(M')}, \]
where the last equality follows from Definition 4.6 (a), since \( M' \) is a matroidal retract of \( M \). Hence \( \mathbb{K}[\text{Cyc}(M')] \) is an algebra retract of \( \mathbb{K}[\text{Cyc}(M)] \). \( \Box \)

In Proposition 4.3 deletions and more generally series minors and coloop contractions were discussed to obtain algebra retracts. In the following we consider another type of contractions in binary matroids which are important for us in the sequel.

**Definition 4.9.** Let \( M \) be a binary matroid, and let \( E \) and \( E' \) be two disjoint subsets of \( E(M) \) such that \( |E| = |E'| = s \) with \( E = \{e_1, \ldots, e_s\} \) and \( E' = \{e'_1, \ldots, e'_s\} \) for some \( s \geq 1 \). Suppose that the following conditions hold:

(a) \( E' \in C(M) \).
(b) For any \( C \in C(M) \) and \( p = 0, \ldots, s-1 \), one has \( C \cap E' = \{e'_1, \ldots, e'_p\} \) if and only if either
   (i) \( C \cap E = \{e_{i_1}, \ldots, e_{i_p}\} \), or
   (ii) \( C \cap E = E - \{e_{i_1}, \ldots, e_{i_p}\} \).

Then we say that the binary matroid \( M/E' \) is a **binary matroidal retract** of \( M \).
Remark 4.10. Observe that condition (b) in Definition 4.9 is symmetric in terms of $E$ and $E'$. Indeed, it is easily seen that condition (b) is equivalent to the following condition:

For any $C \in \mathcal{C}(M)$ and $p = 0, \ldots, s - 1$, one has:

(i) $C \cap E' = \{e'_{i_1}, \ldots, e'_{i_p}\}$ implies that
\[
C \cap E = \{e_{i_1}, \ldots, e_{i_p}\} \quad \text{or} \quad E - \{e_{i_1}, \ldots, e_{i_p}\},
\]

(ii) $C \cap E = \{e_{i_1}, \ldots, e_{i_p}\}$ implies that
\[
C \cap E' = \{e'_{i_1}, \ldots, e'_{i_p}\} \quad \text{or} \quad E' - \{e'_{i_1}, \ldots, e'_{i_p}\}.
\]

Next, we show that binary matroidal retracts result in algebra retracts in the case of binary matroids. For this purpose, we use the following theorem which determines a nice property of binary matroids.

Theorem 4.11. ([30, Corollary 9.3.7]) Let $M$ be a binary matroid, let $C \in \mathcal{C}(M)$ and let $e \in E(M) - C$. Then, either $C \in \mathcal{C}(M/e)$ or $C$ is a disjoint union of two circuits of $M/e$. In both cases, $M/e$ has no other circuits contained in $C$.

The next fact is also useful in the proof of Theorem 4.13 below.

Remark 4.12. Note that it is clear that if $C$ is a circuit of an arbitrary matroid $M$ with $|C| \geq 2$ and $e \in C$, then $C - \{e\}$ is a circuit of $M/e$, see also [30, Page 317].

Theorem 4.13. A binary matroidal retract of a binary matroid is a matroidal retract.

Proof. Let $M$ be a binary matroid and let $M'$ be a binary matroidal retract of $M$. Then there are disjoint subsets $E$ and $E'$ of $E(M)$ as in Definition 4.9 such that $M' = M/E'$. The goal is to show that maps $\lambda$ and $\pi$ exist with the desired properties of Definition 4.6. At first, we define the map $\lambda$ as follows:

\[
\lambda : \text{Cyc}(M/E') \longrightarrow \text{Cyc}(M)
\]

\[
\lambda(C') \mapsto C' \cup \{e'_{i_j} : e_{i_j} \in C'\}.
\]

Note that in particular, $\lambda(\emptyset) = \emptyset$. We have to verify that $\lambda$ is well-defined, and for this, it remains to prove that for any non-empty $C' \in \text{Cyc}(M/E')$, one has $\lambda(C') \in \text{Cyc}(M)$. So, let $C' \neq \emptyset$ be a cycle of $M/E'$. Then there exist pairwise disjoint circuits $C_1, \ldots, C_t$ of $M/E'$, for some $t \geq 1$, such that $C' = \bigcup_{i=1}^{t} C_i$. By definition of $\lambda$, it is immediately clear that $\lambda(C_i)$’s are pairwise disjoint as well, and $\lambda(C') = \bigcup_{i=1}^{t} \lambda(C_i)$. To see that $\lambda(C') \in \text{Cyc}(M)$, it is enough to show that for each $i = 1, \ldots, t$, we have $\lambda(C_i) \in \text{Cyc}(M)$. For simplicity, we may assume right away that $C' \in \mathcal{C}(M/E')$. This implies that $C' = C - E'$ for some $C \in \mathcal{C}(M)$ with $C \neq E'$. Let

\[
C' \cap E = \{e_{j_1}, \ldots, e_{j_q}\}
\]

for some $q$ with $0 \leq q \leq s$. Then $C \cap E = \{e_{j_1}, \ldots, e_{j_q}\}$, since $C' \cap E = C \cap E$. We distinguish three cases:

Case 1. Assume that $q = 0$. Then Remark 4.10 (ii) yields $C \cap E' = \emptyset$, since $C \cap E = C' \cap E = \emptyset$ and since $C$ and $E'$ are two distinct circuits. Hence, $C = C'$. Thus, $\lambda(C') = C' = C \in \text{Cyc}(M)$. 
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Case 2. Assume that \( q = s \). This implies that \( E \subseteq C' \), and hence \( \lambda(C') = C' \cup E' \). It follows directly from Definition 4.9 that \( E' \in \mathcal{C}(M) \) and \( C' \cap E' = \emptyset \) by the choice of \( C' = C - E' \). By a similar argument as in Case 1, in Definition 4.9 (b) only the case \( C \cap E' = \emptyset \) is possible, because \( E = C' \cap E = C \cap E \). Thus, \( C' = C \) and \( \lambda(C') \in \text{Cyc}(M) \).

Case 3. Assume that \( 1 \leq q \leq s - 1 \). Then \( \lambda(C') = C' \cup \{e'_{j_1}, \ldots, e'_{j_q}\} \). By Definition 4.9 we have either \( C \cap E' = \{e'_{j_1}, \ldots, e'_{j_q}\} \) or \( C \cap E' = E' - \{e'_{j_1}, \ldots, e'_{j_q}\} \). In the first case we get \( \lambda(C') = C \) which is a circuit of \( M \), while in the second case one obtains \( \lambda(C') = C \Delta E' \) which is a cycle of \( M \), by Theorem 2.1 since \( M \) is a binary matroid and \( E' \in \text{Cyc}(M) \).

All together we see that \( \lambda \) is indeed well-defined. Related to \( \lambda \) it remains to show that condition (b) in Definition 4.6 holds. Let \( C_i, D_i \in \text{Cyc}(M/E') \) for \( i = 1, \ldots, d \) with \( d \geq 1 \), and assume that

\[
\sum_{i=1}^{d} \chi_{C_i} = \sum_{i=1}^{d} \chi_{D_i}.
\]

The goal is to prove that \( \sum_{i=1}^{d} \chi_{\lambda(C_i)} = \sum_{i=1}^{d} \chi_{\lambda(D_i)} \). For any \( e \in E(M) \), let \( m_e \) and \( m'_e \) denote the coordinate corresponding to \( e \) in \( \sum_{i=1}^{d} \chi_{\lambda(C_i)} \) and \( \sum_{i=1}^{d} \chi_{\lambda(D_i)} \), respectively. Using this notation, it remains to see that \( m_e = m'_e \). Note that if \( e \in E(M/E') \), then it is clear by the definition of \( \lambda \) that \( m_e \) is equal to the \( e \)-th coordinate of \( \sum_{i=1}^{d} \chi_{C_i} \), and \( m'_e \) is equal to the \( e \)-coordinate of \( \sum_{i=1}^{d} \chi_{D_i} \). Thus, in this case, \( m_e = m'_e \), according to (8). Next consider the remaining case \( e = e'_j \) in \( E' \) for some \( j \in \{1, \ldots, s\} \).

At first assume that \( m_e = 0 \). So, \( e = e'_j \notin \lambda(C_i) \) for all \( i = 1, \ldots, d \), and then \( e_j \notin C_i \) for all \( 1 = 1, \ldots, d \). Thus, by (8), we deduce that \( e_j \notin D_i \) for all \( i = 1, \ldots, d \). Therefore, it follows that also \( m'_e = 0 \) as desired.

In the second case assume that \( m_e = t \) for some positive integer \( t \). Then there exist exactly \( t \) different indices \( k_1, \ldots, k_t \in \{1, \ldots, d\} \) such that \( e \in \lambda(C_{k_i}) \) for all \( \ell = 1, \ldots, t \), because the sets \( \lambda(C_i) \) are disjoint as observed above. The definition of \( \lambda \) and the assumption \( e = e'_j \) yield that \( C_{k_1}, \ldots, C_{k_t} \) are the only cycles among \( C_i \)'s which contain \( e_j \). Thus, the \( e_j \)-th coordinate of \( \sum_{i=1}^{d} \chi_{C_i} \) is equal to \( t \), and hence by (8), the same coordinate of \( \sum_{i=1}^{d} \chi_{D_i} \) equals to \( t \). This means that there are exactly \( t \) different indices \( h_1, \ldots, h_t \) for which \( D_{h_1}, \ldots, D_{h_t} \) contain \( e_j \), and hence \( \lambda(D_{h_1}), \ldots, \lambda(D_{h_t}) \) are the only ones among \( \lambda(D_i) \)'s which contain \( e = e'_j \). This implies that \( m'_e = t \). This concludes the verification of Definition 4.6 (b).

Continuing the discussion that Definition 4.6 holds, we have to define an appropriate map \( \pi \). For this we set:

\[
\pi : \text{Cyc}(M) \rightarrow \text{Cyc}(M/E')
\]

\[
C \mapsto C - E'.
\]

Observe that in particular, \( \pi(\emptyset) = \pi(E') = \emptyset \). As a first task we have to see that \( \pi \) is well-defined and for this one has to show that for any non-empty cycle \( C \) of \( M \), \( C - E' \) is a cycle of \( M/E' \). Note that the cycle \( C \) can be written as \( C = \bigcup_{i=1}^{s} C_i \) for
some \( t \geq 1 \), where \( C_i \)'s are pairwise disjoint circuits of \( M \) for \( i = 1, \ldots, t \). Hence, \( C - E' \) is the disjoint union of the sets \( C_1 - E', \ldots, C_t - E' \). Thus, it is enough to show that for each \( i = 1, \ldots, t \), one has \( C_i - E' \in \text{Cyc}(M/E') \). So, without loss of generality, we may assume that \( C \in \mathcal{C}(M) \). To prove that \( C - E' \in \text{Cyc}(M/E') \), we distinguish two cases:

Case 1. Assume that \( C \cap E' = \emptyset \). Then \( C - E' = C \). Since \( M \) is a binary matroid, Theorem 4.11 implies that either \( C \in \mathcal{C}(M/e'_1) \) or \( C = C_1 \cup C_2 \) where \( C_1, C_2 \in \mathcal{C}(M/e'_1) \) and \( C_1 \cap C_2 = \emptyset \). Since \( M/e'_1 \) is a binary matroid as well, one can apply Theorem 4.11 to this matroid for contraction with respect to the element \( e'_2 \), and each of the probable circuits \( C \) or \( C_1 \) and \( C_2 \). Then, by repeating this procedure, after a finite number of steps, it follows that \( C \) is either a circuit of \( M/E' \) or a disjoint union of certain circuits of \( M/E' \). Hence \( C \) is a cycle of \( M/E' \), as desired.

Case 2. Assume that \( C \cap E' \neq \emptyset \). If \( C = E' \), then the claim is trivially true. So, suppose that \( C \neq E' \). Then, \( |C| \geq 2 \), since \( E' \) and \( C \) are both circuits and cannot contain each other. Moreover, if \( C \cap E' = \{e'_{j_1}, \ldots, e'_{j_\ell}\} \) for some \( 1 \leq \ell < s \), then for any proper subset \( T \) of \( \{e'_{j_1}, \ldots, e'_{j_\ell}\} \), one has \( |C - T| \geq 2 \). Thus, according to Remark 4.12 we have \( C - \{e'_{j_1}, \ldots, e'_{j_\ell}\} \in \mathcal{C}(M/\{e'_{j_1}, \ldots, e'_{j_\ell}\}) \). Since \( M/\{e'_{j_1}, \ldots, e'_{j_\ell}\} \) is a binary matroid, and \( E' \cap (C - \{e'_{j_1}, \ldots, e'_{j_\ell}\}) = \emptyset \), similar to the Case 1, by applying Theorem 4.11 repeatedly, it follows that \( C - E' \) is indeed a cycle of \( M/E' \).

It is clear that for any \( C \in \text{Cyc}(M) \), we have \( \pi(C) = C \cap E(M/E') \), which by Remark 4.7 implies that Definition 4.6 (c) also holds.

Finally, according to the definitions of the maps \( \lambda \) and \( \pi \), it is obvious that \( \pi \circ \lambda \) is the identity map on the \( \text{Cyc}(M/E') \), which verifies condition (a) in the definition of a matroidal retract. This concludes the proof that \( M' = M/E' \) is a matroidal retract of \( M \).

\( \blacksquare \)

**Problem 4.14.** The proof of Theorem 4.13 uses at several places the binary assumption. We leave it as an interesting question to decide whether an analogous statement of Theorem 4.13 holds or not, if one drops the word "binary" everywhere in Definition 4.9.

Motivated by the main results of this section, we introduce a type of minors arising from deletions and certain contractions:

**Definition 4.15.** Let \( M \) and \( M' \) be matroids where \( M' \) is obtained from \( M \) by a sequence of

(a) deletions,
(b) series contractions,
(c) coloop contractions, and
(d) binary matroidal retracts.

Then we call \( M' \) a **generalized series minor** (or shortly, **g-series minor**) of \( M \).
Remark 4.16. Observe that for a \( g \)-series minor, one is allowed to apply two more operations “coloop contraction” and “binary matroidal retract” on matroids compared to the case of a series minor. In particular, every series minor is a \( g \)-series minor.

The next corollary is an immediate consequence of Proposition 4.4, Theorem 4.8 and Theorem 4.13.

Corollary 4.17. Let \( M \) be a binary matroid and \( M' \) be a \( g \)-series minor of \( M \). Then \( \mathbb{K}[\text{Cyc}(M')] \) is an algebra retract of \( \mathbb{K}[\text{Cyc}(M)] \).

5. Generalized series minors of cographic matroids

In this section, we consider cographic matroids, which are in particular binary, and investigate certain \( g \)-series minors of them. The main goal here is to verify that Corollary 4.17 recovers one of the main results from [33] (see [33, Theorem 5.4]).

First, let us recall some definitions from [33]. Let \( G = (V, E) \) be a simple graph.

Recall that an induced subgraph \( G_T \) on any non-empty subset \( T \) of \( V \) is the subgraph of \( G \) whose vertex set is \( T \) and whose edges are those edges of \( G \) which have both endpoints in \( T \).

Next, let \( v \in V \). Then
\[
N_G(v) = \{ w \in V : w \text{ is a neighbor of } v \text{ in } G \},
\]
where a vertex \( w \in V \) is said to be a neighbor of \( v \) in \( G \), if it is adjacent to \( v \). Furthermore,
\[
N_G[v] = N_G(v) \cup \{ v \} \quad \text{and} \quad N_G(T) = \cup_{v \in T} N_G(v),
\]
for every non-empty subset \( T \) of \( V \).

Assume that \( V = W \cup W' \) with \( W \cap W' = \emptyset \) and \( W, W' \neq \emptyset \), and let \( H = G_W \) be the induced subgraph of \( G \) on \( W \). Suppose that there exists a vertex \( v \in W \) with \( W \cap N_G(W') \subseteq N_H[v] \). Then \( H \) is said to be a neighborhood-minor of \( G \).

Recall that a minor of \( G \) is a graph obtained from \( G \) by applying a sequence of the operations “edge deletion” and “edge contraction”, together with disregarding the isolated vertices. One can check that a neighborhood minor of a graph is indeed a minor of it, but the converse does not hold in general. For example, by removing an edge from a graph \( G \), one obtains a minor, but the obtained graph is not an induced subgraph of \( G \) while neighborhood minors are always induced subgraphs by definition.

We would like to remark that the notion of neighborhood-minors was defined in [33, Definition 5.2]. But, as it was mentioned in [33, Remark 5.3], in the special case that \( |W'| = 1 \) it has been previously considered in studying cut polytopes for different purposes; see, e.g., [9, Theorem 2].

In the following theorem, we see the relationship between neighborhood-minors of graphs and \( g \)-series minors of cographic matroids.

Theorem 5.1. Let \( G \) be a simple graph and \( H \) be a neighborhood-minor of \( G \). Then \( M(H)^* \) is a \( g \)-series minor of \( M(G)^* \).
Proof. Assume that $H$ is a neighborhood-minor of $G$ with $H = G_W$, where $V(G) = W \cup W'$ with $W \cap W' = \emptyset$ and $W, W' \neq \emptyset$ such that $W \cap N_G(W') \subseteq N_H[v]$ for some $v \in W$.

If $W \cap N_G(W') = \emptyset$, then $G$ is just the disjoint union of the two graphs $H$ and $G_{W'}$, and equivalently $M(G)^*$ is the direct sum of $M(H)^*$ and $M(G_{W'})^*$. In this case, it is easily seen that $M(H)^*$ is a $g$-series minor of $M(G)^*$, as desired, e.g. by using a suitable number of deletions.

Next we consider the case $W \cap N_G(W') \neq \emptyset$. First suppose that $G_{W'}$ is connected. Let $(W \cap N_G(W')) - \{v\} = \{v_1, \ldots, v_s\}$ for some $s \geq 0$, and let $e_i = \{v, v_i\}$ be the corresponding edges for all $i = 1, \ldots, s$.

Now, we consider at first certain actions at the level of graphs and then interpret them in the level of corresponding cographic matroids. Consider the following steps:

(i) By consecutive contractions of edges as well as deleting all loops which might occur during contractions, we get from $G_{W'}$ just a vertex of $W'$, say $w'$, since $G_{W'}$ is connected. In this way a new graph $G'$ is obtained from $G$ on the vertex set $W \cup \{w'\}$ such that $G'_W = G_W$, and

\[ W \cap N_{G'}(w') = W \cap N_G(W'). \tag{9} \]

In particular, $W \cap N_{G'}(w') \subseteq N_H[v]$.

(ii) We distinguish two cases:

1. Suppose that $v \in N_G(w')$. In this case we contract the edge $e = \{v, w'\}$. Note that some parallel edges to $e_1, \ldots, e_s$ might appear. By removing those new edges, we get $H$ as a minor of $G$.

2. Suppose that $v \notin N_G(w')$. Thus, it follows that $s \geq 1$. By (ii), we deduce that $w'$ is adjacent to all $v_1, \ldots, v_s$. Let $e_i' = \{w', v_i\}$ for $i = 1, \ldots, s$. Then, by removing the edges $e_1', \ldots, e_s'$, we obtain a graph, say $H'$, which is just the union of $H$ and the isolated vertex $w'$. Then, we disregard the isolated vertex and so we get the desired result.

Using the aforementioned steps, we interpret the equivalent and analogous steps at the level of cographic matroids:

(i)' As we discussed in Section 2, the contractions of edges and deletions of loops in step (i), result in certain deletions and coloop contractions, respectively, in the corresponding cographic matroids, and hence it follows that $M(G')^*$ is a $g$-series minor of $M(G)^*$.

(ii)' Corresponding to the cases (1) and (2) we have:

1. Case (1) implies that $e$ is an element of $M(G')^*$ which is deleted from $M(G')^*$. The possible occurring parallel edges in (1), imply certain co-parallel elements in the corresponding cographic matroid, and we contract them to obtain $M(H)^*$. Thus, in this case, $M(H)^*$ is a $g$-series minor of $M(G')^*$, and hence a $g$-series minor of $M(G)^*$ by (i)'.

2. Case (2) implies that $e$ is not an element of $M(G')^*$, but $e_1, \ldots, e_s$ are elements of $M(G')^*$ for some $s \geq 1$. Then one sees that

\[ E(M(G')^*) = E(H) \cup \{e_1', \ldots, e_s'\}. \]
Deleting the edges \( e'_1, \ldots, e'_s \) from \( G' \), yields the contraction \( M(H')^* = M(G')^*/\{e'_1, \ldots, e'_s\} \) from \( M(G')^* \). As \( w' \) is just an isolated vertex of \( H' \), one knows that \( M(H')^* \) and \( M(H)^* \) are isomorphic matroids. We claim that \( M(G')^*/\{e'_1, \ldots, e'_s\} \) is a binary matroidal retract of \( M(G')^* \). Let \( E = \{e_1, \ldots, e_s\} \) and \( E' = \{e'_1, \ldots, e'_s\} \), which are disjoint subsets of \( E(M(G')^*) \). Then it is clear that \( E' \) is a minimal edge cut of \( G' \), because deleting the edges in \( E' \) from \( G' \), disconnects the vertex \( w' \) from \( H \), and none of the proper subsets of \( E' \) disconnects \( G' \). Thus, \( E' \) is a circuit of \( M(G')^* \), and hence Definition 4.9 (a) is fulfilled. To verify (b) in the same definition, let \( C \in \mathcal{C}(M(G')^*) \). Then according to Example 3.2, it follows that \( C = \text{Cut}(A) \) is a minimal cut set of \( G' \) for a set \( \emptyset \neq A \subseteq V(G) \). Suppose that \( C \cap E' = \{e'_1, \ldots, e'_p\} \) for some \( p \in \{0, \ldots, s - 1\} \). If either \( v, w' \in A \) or \( v, w' \in A^c \), then just by the definition of a cut set we deduce that either \( A^c \cap \{v_1, \ldots, v_s\} = \{v_{i_1}, \ldots, v_{i_p}\} \) or \( A \cap \{v_1, \ldots, v_s\} = \{v_{i_1}, \ldots, v_{i_p}\} \), respectively, which implies that \( C \cap E = \{e_{i_1}, \ldots, e_{i_p}\} \). If \( v \in A \) and \( w' \in A^c \) or vice versa, then similarly it follows that \( C \cap E = E - \{e_{i_1}, \ldots, e_{i_p}\} \). Hence we obtain one implication of the statement of condition (2) in Definition 4.9. The other implication follows similarly by symmetry.

Finally, suppose that \( G_{W'} \) is disconnected with connected components on disjoint sets of vertices \( W'_1, \ldots, W'_r \). Set \( G_0 = G \) and \( G_t = G_{V-\cup_{i=1}^t W'_i} \) for all \( t = 1, \ldots, r \). Since \( H \) is a neighborhood-minor of \( G \), it follows that \( G_t \) is a neighborhood-minor of \( G_{t-1} \) for all \( t = 1, \ldots, r \). Notice that \( G_{W'_t} \) is clearly connected for each \( t \). Then, by changing the role of \( G_{W'} \) by \( G_{W'_t} \) and the role of \( G_W \) by \( G_t \) in the previous cases of the proof, no matter \( (V - \cup_{i=1}^t W'_i) \cap N_G(W'_t) \) is empty or not, it follows that \( M(G_t)^* \) is a \( g \)-series minor of \( M(G_{t-1})^* \) for all \( t \). Hence, \( M(H)^* \) is a \( g \)-series minor of \( M(G)^* \) which concludes the proof.

The next corollary follows immediately from Corollary 4.17 and Theorem 5.1.

**Corollary 5.2.** ([33, Theorem 5.4]) Let \( G \) be a simple graph and \( H \) be a neighborhood-minor of \( G \). Then \( \mathbb{K}[\text{Cut}(H)] \) is an algebra retract of \( \mathbb{K}[\text{Cut}(G)] \).

We see that neighborhood-minors yield a method for cographic matroids to obtain \( g \)-series minors and thus algebra retracts on the level of algebras. We end this section by posing the following problem concerning the Eulerian algebras of graphs to find similar results in this case.

**Problem 5.3.** Let \( H \) and \( G \) be two graphs. It would be interesting to provide some explicit graphical conditions on \( H \) and \( G \) under which \( M(H) \) is a \( g \)-series minor of \( M(G) \), and hence \( \mathbb{K}[\text{Euler}(H)] \) is an algebra retract of \( \mathbb{K}[\text{Euler}(G)] \).

6. THE COMPARISON OF THE HIGHEST DEGREES OF MINIMAL HOMOGENEOUS GENERATORS OF CYCLE IDEALS OF MATROIDS

In this section, we consider cycle ideals of matroids in more detail and in particular discuss certain situations where one can relate or compare the highest degree of
minimal homogeneous generating sets of cycle ideals of two matroids with each other. Let denote by \( \mu(M) \) the highest degree of an element of a minimal homogeneous generating set of \( I_{\text{Cyc}(M)} \) and set \( \deg(0) = -\infty \).

First we characterize when a cycle ideal is zero. Let \( M \) be matroid. For simplicity, let
\[
d(M) := \text{the number of coparallel classes of } M.
\]
As it was mentioned in Section 3, it is known that \( \dim P_{\text{Cyc}(M)} = d(M) \). This together with [4, Proposition 4.22] imply that the Krull dimension of the cycle algebra of \( M \) is given by
\[
\dim \mathbb{K}[\text{Cyc}(M)] = d(M) + 1,
\]
and hence
\[
(10) \quad \text{height } I_{\text{Cyc}(M)} = |\text{Cyc}(M)| - d(M) - 1.
\]

**Lemma 6.1.** Let \( M \) be a matroid. Then the following statements are equivalent:

(a) \( I_{\text{Cyc}(M)} = \langle 0 \rangle \);

(b) \( d(M) = |\text{Cyc}(M)| - 1 \).

**Proof.** The desired result follows from (10) and since clearly \( I_{\text{Cyc}(M)} = \langle 0 \rangle \) if and only if height \( I_{\text{Cyc}(M)} = 0 \), since it is a prime ideal. \( \square \)

**Corollary 6.2.** Let \( M \) be a cosimple matroid. Then the following statements are equivalent:

(a) \( I_{\text{Cyc}(M)} = \langle 0 \rangle \);

(b) \( |E(M)| = |\text{Cyc}(M)| - 1 \).

**Proof.** Since \( M \) is cosimple, \( \{e\} \) is a coparallel class of \( M \) for any \( e \in E(M) \) and these are the only coparallel classes, as it was mentioned in Section 2. Thus, \( d(M) = |E(M)| \) which together with Lemma 6.1 yield the desired result. \( \square \)

The following example provides a cosimple matroid satisfying the equivalent conditions of Corollary 6.2.

**Example 6.3.** The Fano matroid \( F_7 \) is a matroid with the ground set \( E = \{1, \ldots, 7\} \) whose bases are all 3-subsets of \( E \), except the ones shown in Figure 4 by straight lines and a curve, i.e. \( C_1 = \{1, 2, 6\}, C_2 = \{1, 3, 5\}, C_3 = \{2, 3, 4\}, C_4 = \{2, 5, 7\}, C_5 = \{3, 6, 7\}, C_6 = \{1, 4, 7\}, C_7 = \{4, 5, 6\} \). This implies that
\[
\mathcal{C}(F_7) = \{C_i, C_i^c : i = 1, \ldots, 7\},
\]
where \( C_i^c \) denotes the complementary set of \( C_i \) for each \( i \). Then, \( F_7 \) is in particular a simple matroid. Thus, one can observe that \( F_7^* \) is a cosimple matroid with
\[
\mathcal{C}(F_7^*) = \{C_i^c : i = 1, \ldots, 7\},
\]
and hence \( \text{Cyc}(F_7^*) = \{\emptyset\} \cup \mathcal{C}(F_7^*) \). Thus, Corollary 6.2 implies that \( I_{\text{Cyc}(F_7^*)} = \langle 0 \rangle \).

In the special case of cographic matroids of simple graphs, the cycle ideal is rarely zero. Indeed, \( I_{\text{Cut}(G)} \) is zero if and only if \( G \) is the complete graph \( K_2 \) or \( K_3 \), see [33, Proposition 3.1]. But, by Lemma 6.1 and Example 6.3, it seems that in general
Problem 6.4. It would be interesting to give an excluded minor characterization or explicit list of all matroids $M$ with $I_{\text{Cyc}(M)} = \langle 0 \rangle$.

Next, we investigate the numbers $\mu(M)$ for matroids whose cycle ideals are not zero.

Lemma 6.5. Let $M$ be a matroid. Then the following statements hold:

(a) $(I_{\text{Cyc}(M)})_1 = \langle 0 \rangle$. In particular, if $I_{\text{Cyc}(M)} \neq \langle 0 \rangle$, then $\mu(M) \geq 2$.

(b) If $M'$ is a matroid such that $\mathbb{K}[\text{Cyc}(M')]$ is an algebra retract of $\mathbb{K}[\text{Cyc}(M)]$, then $\mu(M') \leq \mu(M)$.

Proof. Part (a) follows, since by definition no binomial of the form $x_C - x_D$ belongs to $I_{\text{Cyc}(M)}$, where $C \neq D$ are cycles of $M$. Part (b) follows from part (a) together with Proposition 4.3 (a). □

We see by Lemma 6.5 (a) that cycle ideals never contain linear forms. As a consequence of Lemma 6.5 (b) together with Proposition 4.4, Theorem 4.8 and Corollary 4.17, some operations are considered in the next corollary under which the highest degree of a minimal homogeneous set of generators of the corresponding ideals does not increase.

Corollary 6.6. Let $M$ be a matroid and let $M'$ be a minor of $M$. Assume that one of the following holds:

(a) $M'$ is a series minor of $M$,

(b) $M'$ is a binary matroidal retract of $M$ and $M$ is binary, or

(c) $M'$ is a g-series minor of $M$ and $M$ is binary.

Then

$$\mu(M') \leq \mu(M).$$

Next, the following theorem provides some situations where the highest degrees of minimal homogeneous sets of generators of cycle ideals are the same, though the underlying matroids are not.
Theorem 6.7. Let $M$ and $M'$ be two matroids where $M'$ is obtained by either

(a) a coloop contraction, or

(b) a series contraction

of $M$. Then $\mu(M) = \mu(M')$.

Proof. 

(a) Assume that $M' = M/e$ where $e$ is a coloop of $M$. In the proof of Theorem 3.1 part (c), we observed that, in this case, $\text{Cyc}(M) = \text{Cyc}(M')$ and, in particular, no cycle of $M$ contains $e$. This, by definition, implies that $I_{\text{Cyc}(M)} = I_{\text{Cyc}(M')}$ (as ideals in $S_M = S_{M'}$), and hence $\mu(M) = \mu(M')$.

(b) Next assume that $M' = M/e$ where \{e, f\} is a cocircuit of $M$ for some $f \in E(M)$. By Corollary 6.6 (a), we have $\mu(M') \leq \mu(M)$. We claim that the other inequality also holds. For this, at first observe that

$$\text{Cyc}(M') = \{D - \{e\} : D \in \text{Cyc}(M)\}.$$ 

This indeed follows, since we have $\mathcal{C}(M') = \{C - \{e\} : C \in \mathcal{C}(M)\}$ which means that the sets $C - \{e\}$ are all minimal. The latter equation follows from the fact that if $C \in \mathcal{C}(M)$ with $e \in C$, then $C - \{e\}$ is not contained in any circuits of $M$ except $C$, since as it was discussed in the proof of Theorem 3.1 (b), any circuit of $M$ contains $e$ if and only if it contains $f$.

Indeed, in the critical case which is the case that $e \in C$, if $C - \{e\} \subseteq D$ for some $D \in \mathcal{C}(M)$, then $f \in D$ which yields $e \in D$. Therefore, $C \subseteq D$, and hence $C = D$, since both are circuits.

Define the homomorphism $\alpha : S_{M'} \rightarrow S_M$ with

$$\alpha(x_C) = \begin{cases} x_C & \text{if } f \notin C, \\ x_{C \cup \{e\}} & \text{if } f \in C, \end{cases}$$

for any $C \in \text{Cyc}(M')$. Then $\alpha$ clearly provides an isomorphism between $S_{M'}$ and $S_M$. Let $\{f_1, \ldots, f_k\}$ be a minimal homogeneous generating set for $I_{\text{Cyc}(M')}$. We claim that $\{\alpha(f_1), \ldots, \alpha(f_k)\}$ is a generating set for $I_{\text{Cyc}(M)}$. Then, it follows that $\mu(M) \leq \mu(M')$, since $\alpha$ is a homogeneous homomorphism of degree zero.

First we need to show that $\alpha(f_j) \in I_{\text{Cyc}(M)}$ for each $j$. Since $f_j \in I_{\text{Cyc}(M')}$, we may assume that $f_j$ is a homogeneous binomial, namely $f_j = \prod_{i=1}^d x_{C_i \setminus \{e\}} - \prod_{i=1}^d x_{D_i \setminus \{e\}}$ for some $d$ and $C_i, D_i \in \text{Cyc}(M)$. It follows that $\phi_{M'}(f_j) = 0$, and hence $\sum_{i=1}^d x_{C_i \setminus \{e\}} = \sum_{i=1}^d x_{D_i \setminus \{e\}}$. This implies that the number of those $C_i$'s and $D_i$'s which contain $f$ are the same. Since exactly such $C_i$'s and $D_i$'s also contain $e$, it follows that $\sum_{i=1}^d x_{C_i} = \sum_{i=1}^d x_{D_i}$ which yields

$$\alpha(f_j) = \prod_{i=1}^d x_{C_i} - \prod_{i=1}^d x_{D_i} \in I_{\text{Cyc}(M)},$$

as desired. Next, assume that $\mathcal{G}$ is a generating set of homogeneous binomials for $I_{\text{Cyc}(M)}$, and let $g \in \mathcal{G}$ with $g = \prod_{i=1}^d x_{C_i} - \prod_{i=1}^d x_{D_i}$ for some $d$ and some cycles $C_i$ and $D_i$ of $M$. Then $\alpha^{-1}(g) = \prod_{i=1}^d x_{C_i \setminus \{e\}} - \prod_{i=1}^d x_{D_i \setminus \{e\}}$ which is an element of $I_{\text{Cyc}(M')}$ by a similar argument as above. Hence,
we have $\alpha^{-1}(g) = \sum_{i=1}^{k} h_i f_i$ for some $h_i \in S_{M'}$, which implies that $g = \sum_{i=1}^{k} \alpha(h_i) \alpha(f_i)$. Thus, $\{\alpha(f_1), \ldots, \alpha(f_k)\}$ is indeed a generating set for $I_{\text{Cyc}(M)}$. This concludes the proof.

7. Cycle ideals generated in small degrees

In this section, cycle ideals of matroids $M$ with small values for $\mu(M)$ are considered. In particular, we discuss when cycle ideals are generated by quadrics. In the following denoted by $K_n$ we mean the complete graph with $n$ vertices.

**Lemma 7.1.** Let $M$ be a binary matroid. Consider the following statements:

(a) $\mu(M) \leq 2$.

(a’) $M$ is $M(K_4)$-minor free.

(b) $M$ is $M(K_4)$-g-series minor free.

(c) $M$ has no $M(K_4)$ as a minor obtained by deletions, series contractions or coloop contractions.

Then the following implications hold:

(a) $\Rightarrow$ (b) $\Rightarrow$ (c),

and

(a’) $\Rightarrow$ (b) $\Rightarrow$ (c).

**Proof.** Note that since $M(K_4)$ is self-dual, its cycle polytope is affinely isomorphic to the cut polytope of $K_4$. Therefore, (a) implies (b), by Corollary 6.6, since $I_{\text{Cyc}(M(K_4))}$ has a minimal generator of degree 4, see, e.g., [33, Example 7.1]. The other implications simply follow from Definition 4.15.

**Remark 7.2.** Here, we discuss the statements of Lemma 7.1 in the cases of some well known matroids.

(1) If $M$ is a connected graphic or cographic matroid, then by [30, Corollary 5.4.12] and the fact that $M(K_4)$ is a self-dual matroid it follows that (c) implies (a’). So (b), (c) and (a’) are equivalent in these cases. But, the next part shows that these equivalences do not hold in general.

(2) As we observed in Example 6.3, the cycle ideal of $F_7^*$ is zero. It follows from [30, Proposition 6.4.8] that $F_7$ and hence its dual $F_7^*$ are binary matroids. Therefore, $F_7^*$ satisfies conditions (a), (b) and (c) in Lemma 7.1. On the other hand, all contractions $F_7^*/e$, for any $e \in E(F_7^*)$, are isomorphic to $M(K_4)$, see, e.g., [30, Example 1.5.6]. Thus, $F_7^*$ does not satisfy (a’).

By a **series-parallel network** we mean a 2-connected graph obtained from the complete graph $K_2$ by subdividing and duplicating edges. It is clear that any series-parallel network is a planar graph. There are several ways to describe this class of graphs, see, e.g., [16]. There are also some equivalent statements in terms of the graphic matroid, see, e.g., [30, Corollary 5.4.12]. Using the two latter descriptions, Engström showed in [15] the following which in particular proved [34, Conjecture 3.5].
**Proposition 7.3.** (See [15, Corollary 2.8]) Let $G$ be a series-parallel network. Then $\mu(M(G)^*) \leq 2$.

In the next theorem we continue the discussion of Remark 7.2 (1) for graphic and cographic matroids. In the cographic case, this generalizes the main result of [15] related to cut ideals, while the graphic case related to Eulerian ideals is new to the best of our knowledge.

**Theorem 7.4.** Let $M$ be a graphic or cographic matroid of a simple connected graph. Then the statements (a), (b), (c) and (a') in Lemma 7.1 are equivalent.

**Proof.** According to Lemma 7.1 and Remark 7.2 (a), it remains to show that the equivalent conditions (b), (c) and (a') imply (a) in the graphic and cographic cases.

First assume that $M = M(G)^*$ where $G$ is a simple connected graph, and assume that (a') holds. Then, $M^* = M(G)$ is also connected and $M(K_4)$-minor free, by self-duality of $M(K_4)$. Hence, by [30, Corollary 5.4.12], it follows that $G$ is a series-parallel network. Thus, Theorem 7.3 yields $\mu(M(G)^*) \leq 2$, and hence (a) holds.

Next, assume that $M = M(G)$ where $G$ is a simple connected graph, and assume that (a') holds. Then, [30, Corollary 5.4.12] implies that $G$ is a series-parallel network, and hence a planar graph. So, it follows from [30, Corollary 6.6.6] that $M$ is a cographic matroid. Therefore, the desired result follows from the previous case. □

**Remark 7.5.**

1. A graphic matroid $M(G)$ is a connected simple binary matroid for which the statements (a), (b), (c) and (a') in Lemma 7.1 are equivalent according to Theorem 7.4, when $G$ is a connected simple graph.

2. A cographic matroid $M(G)^*$ is a connected cosimple binary matroid for which the statements (a), (b), (c) and (a') in Lemma 7.1 are equivalent according to Theorem 7.4, when $G$ is a connected simple graph.

3. The matroid $F_7^*$ is an example of a simple and cosimple connected binary matroid that is not cographic and for which the statements (a), (b) and (c) in Lemma 7.1 are equivalent, but (a') does not hold, as we saw in Remark 7.2.

Having Theorem 7.4 and Remark 7.5 in mind, we now pose the following conjecture:

**Conjecture 7.6.** Let $M$ be a connected binary matroid which is simple or cosimple. Then the statements (a), (b) and (c) in Lemma 7.1 are equivalent.

The next lemma also gives partial information about cycle ideals generated in degrees at most 5.

**Lemma 7.7.** Let $M$ be a binary matroid. Consider the following statements:

- (a) $\mu(M) \leq 5$;
- (b) $M$ is $M(K_5)^*$-g-series minor free;
- (c) $M$ has no $M(K_5)^*$ as a minor obtained by deletions, series contractions or coloop contractions.

Then the following implications hold:

$$(a) \Rightarrow (b) \Rightarrow (c).$$
Proof. It follows from [34, Table 1] that $\mu(M(K_5)^\ast) = 6$. Therefore, (a) implies (b), by Corollary 6.6. The other implication is clearly obtained from Definition 4.15. □

It would be interesting to provide certain classes of binary matroids for which the statements (a), (b) and (c) in Lemma 7.7 are equivalent, or to give any explicit characterization of matroids $M$ with $\mu(M) \leq 5$. Here, we pose the following conjecture:

**Conjecture 7.8.** Let $M$ be a connected binary matroid which is simple or cosimple. Then the statements (a), (b) and (c) in Lemma 7.7 are equivalent.

Note that in the case of cographic matroids of a simple connected graph (i.e., cut ideals case) Conjecture 7.8 was essentially stated in [34, Conjecture 3.6]. In the latter paper, the authors even suggest $\mu(M(G)^\ast) \leq 4$ instead of $\mu(M(G)^\ast) \leq 5$. Also, note that [34, Conjecture 3.6] was stated in terms of any minors in graphs, not special types of minors. Indeed, it is easily seen that if a simple graph $G$ has a complete graph $K_n$ as a (graphical) minor, then it can be obtained only by contraction of edges, deletion of loops or deletion of multiple edges (as well as removal of isolated vertices). This means that, the corresponding cographic matroid $M(G)^\ast$ has $M(K_n)^\ast$ as a minor which is obtained only by deletions, series contractions or coloop contractions, (i.e. the three conditions mentioned in Lemma 7.7 (c)).

Seeing Theorem 7.4 as well as the two conjectures posed in this section, it is natural to ask if there are examples of g-series minors which are not obtained only from deletions, series contractions or coloop contractions. We end this section with such an example:

**Example 7.9.** Let $M$ be the Fano plane $F_7$. Using the notation of Definition 4.9, let $E = \{e_1 = 4, e_2 = 5, e_3 = 3\}$ and $E' = \{e'_1 = 1, e'_2 = 2, e'_3 = 6\}$. Recall the circuits of $F_7$ from Example 6.3. We have that $E' = C_1$ is a circuit of $M$. It is easily seen that the desired conditions of Definition 4.9 are satisfied. The circuits of $M/E'$ are as follows:

\{3, 5\}, \{4, 7\}, \{3, 4\}, \{5, 7\}, \{1, 4, 5\}, \{1, 3, 7\}.

Thus, $M/E'$ is a binary matroidal retract of $M$, and hence a g-series minor. One observes that this minor can not be obtained only by deletions, series contractions or coloop contractions. Indeed, $M \backslash E'$ is different from $M/E'$, since its only circuit is $\{3, 4, 5, 7\}$. On the other hand, it can be seen that by replacing any of the three deletions in $M \backslash 1 \backslash 2 \backslash 6$ by contractions, we do not have series contractions or coloop contractions.
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