Transmon qubit readout fidelity at the threshold for quantum error correction without a quantum-limited amplifier
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High-fidelity and rapid readout of a qubit state is key to quantum computing and communication, and it is a prerequisite for quantum error correction. We present a readout scheme for superconducting qubits that combines two microwave techniques: applying a shelving technique to the qubit that reduces the contribution of decay error during readout, and a two-tone excitation of the readout resonator to distinguish among qubit populations in higher energy levels. Using a machine-learning algorithm to post-process the two-tone measurement results further improves the qubit-state assignment fidelity. We perform single-shot frequency-multiplexed qubit readout, with a 140 ns readout time, and demonstrate 99.5% assignment fidelity for two-state readout and 96.9% for three-state readout—without using a quantum-limited amplifier.
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INTRODUCTION

With the recent demonstrations of quantum error correction, superconducting circuits are one of the leading platforms toward the realization of a fault-tolerant quantum computer. However, despite the remarkable progress, achieving fast and high-fidelity single-shot readout of the qubits’ states remains a challenge. As a comparison, while the two-qubit gate fidelities are approaching the 0.1% error threshold, readout errors are typically at the 1% level for two-state readout. Similarly, the implementation of high-fidelity single- and two-qubit gates takes between 10 and 100 ns, while a readout measurement can take from hundreds of nanoseconds to a few microseconds. Notably, readout performances with fidelity >99% in less than 100 ns readout time have been achieved. Further improvement in the readout of superconducting qubits is therefore crucial to reliably cross the threshold of efficient error correction, which is estimated to be less than 0.5% for the break-even point. Moreover, having a fast and high-fidelity measurement scheme can boost the repetition rate for both quantum-computing and quantum-communication applications and is essential for achieving fast reset protocols.

In superconducting circuits, the state of a qubit is generally read out by detecting the dispersive frequency shift of a resonator coupled to the qubit. The predominant source of error is the relaxation of the qubit from the excited (|1⟩) to the ground (|0⟩) state during the readout. On short time scales, this error grows almost linearly with the ratio between the readout time and the qubit relaxation time, and can be mitigated by reducing the readout time. Various high-power readout schemes have been exploited to decrease the measurement time. Furthermore, Purcell filters and quantum-limited or near-quantum-limited amplifiers have been implemented and, with the combination of both, a readout fidelity exceeding 99% within 100 ns has been demonstrated.

Here, we report the implementation of an improved readout scheme that boosts the state-assignment fidelity and reduces the contribution of decay error during readout. Our readout strategy exploits the higher energy levels of the qubit and introduces a two-tone probing of the resonator to enhance the readout fidelity of multiple states. We demonstrate single-shot readout fidelity up to 99.5% (96.9%) for two-state (three-state) discrimination within 140 ns without using a quantum-limited amplifier. The techniques we present here offer significant protection against decay during readout, are straightforward to implement and can be readily integrated into state-of-the-art quantum-computing devices.

The circuit schematic is shown in Fig. 1. The device, whose fabrication is described in ref., consists of three fixed-frequency transmon qubits with transition frequencies ωq/2π at 5.36, 5.40, and 5.46 GHz for i = 1, 2, 3, respectively. Note that there is no direct coupling element between the qubits. Each qubit is coupled with a strength gj to a readout resonator of frequency ωr/2π = 6.45, 6.61, and 6.74 GHz. The three resonators are coupled with a strength J to a common Purcell filter that is embedded in the readout feedline. The Purcell-to-resonator coupling rates J/2π are designed to be at 60 MHz, while the qubit-resonator coupling rates gj/2π are much larger, about 250 MHz. The Purcell filter is centered at ωf/2π = 6.726 GHz with a linewidth of kΓ/2π = 820.9 MHz. The theoretical analysis and design details are discussed in Section I of the Supplementary Note. The device is cooled down to 10 mK and a microwave setup is used to measure the signal transmitted through the feedline. The complete experimental setup and device parameters resulting from basic characterization are reported in Section II of the Supplementary Note.
RESULTS

Exploiting higher energy levels

Typically, the qubit-excited-state decay is a major error source during readout, whose minimization requires performing the measurements in the shortest possible time\(^1\). To further mitigate this error, we first implement a shelving scheme that exploits the higher energy levels\(^{14,26,33–36,59,60}\). The pulse scheme is shown in Fig. 2a; a \(\pi/2\) and a \(\pi/2\)_j pulse are applied consecutively prior to the readout pulse so that the qubit population originally in the \(|1\rangle\) state is transferred to the \(|3\rangle\) state before readout. Thus, the qubit population that was in \(|1\rangle\) will take a longer time to decay to \(|0\rangle\) as the main relaxation channel is through cascading single-photon emission down the energy ladder, illustrated in Fig. 2b.

To quantify the possible improvement, we measure the population of the ground state \(p_0(t)\) as a function of the delay time \(t\) when the qubit is prepared in \(|0\rangle, |1\rangle, |2\rangle, \) and \(|3\rangle\) \((t = 0\) means that there is no delay between the last shelving pulse and the readout pulse). State preparation and measurement (SPAM) errors are mitigated by applying the inverse of the assignment matrix to the measurement results\(^41\). Then, the most probable physical state is acquired with a maximum likelihood estimator\(^42\). The data for Qubit 2 is shown in Fig. 2c. We find that when the qubit is prepared in \(|1\rangle\), the \(|1\rangle\)-state population decays during the readout by \(e = 1 - e^{-r_\tau/T_\text{rel}} = 2.24\%\) with relaxation time \(T_\text{rel} = 6.18\text{µs}\), giving a significant contribution to the readout error. The duration of our optimized readout pulse\(^43–45\) is \(r_\tau = 140\text{ns}\), which is minimized by optimizing the readout-pulse amplitude without introducing significant readout-induced mixing that contributes to the readout errors\(^46,47\).

We calculate the population \(p(t)\) in the \(|i\rangle\) state with the following rate equations:

\[
\begin{align*}
\dot{p}_0(t) &= p_1(t)/T_{01} + p_2(t)/T_{02} + p_3(t)/T_{03}, \\
p_1(t) &= -p_1(t)/T_{01} + p_3(t)/T_{12} + p_1(t)/T_{13}, \\
p_2(t) &= -p_2(t)/(T_{12} + T_{02}) + p_3(t)/T_{23}, \\
p_3(t) &= -p_3(t)/(T_{23} + T_{13} + T_{03}).
\end{align*}
\]

where \(T_\phi\) is the relaxation time from the \(|j\rangle\) to \(|i\rangle\) state as illustrated in the level diagram of Fig. 2b. In principle, the anharmonicity of the transmon is sufficient such that non-sequential decay through multi-level channels is exponentially suppressed. For example, the contribution of direct decay from \(|2\rangle\) to \(|0\rangle\) is found to be two orders of magnitude smaller than that from \(|2\rangle\) to \(|1\rangle\)\(^34\). For simplicity, we neglect the non-sequential decay terms and solve for the evolution of any \(|i\rangle\)-state population as a function of time \(t\) when the qubit is initialized in the \(|j\rangle\) state, denoted as \(p_j(t)\). Specifically, we first solve for \(p_0^{(2)}(t)\) and assume \(p_j^{(3)}(0) = 1\) in the absence of any error and neglect the effect of higher-energy levels by using the initial conditions \(p_0^{(3)} = p_1^{(2)} = p_2^{(2)} = 0\). We find:

\[
p_0^{(2)}(t) = 1 - T_{01}e^{-t/T_{01}} - T_{12}e^{-t/T_{12}}/T_{01} - T_{12}e^{-t/T_{12}}/T_{01} - T_{12},
\]

where \(T_{12} \approx \frac{1}{2}T_{01}\) for typical transmon parameters\(^34,48\).

The second and third terms in Eq. (2) are two decaying functions with opposite signs, hence the net result is no longer purely exponential. We also solve the rate equations of the system in Eq. (1) for \(p_3^{(3)}\), when the qubit is prepared in \(|3\rangle\), with the initial conditions \(p_0^{(3)} = p_1^{(3)} = p_2^{(3)} = 0\), and find the following:

\[
\begin{align*}
p_0^{(3)}(t) &= 1 - T_{01}^2/[T_{01} - T_{12}^2]/[(T_{01} - T_{12})(T_{01} - T_{23})] \cdot e^{-t/T_{01}} + T_{12}^2/[T_{01} - T_{12}^2]/[(T_{01} - T_{12})(T_{12} - T_{23})] \cdot e^{-t/T_{12}} - T_{23}^2/[T_{01} - T_{23}]/[(T_{12} - T_{23})] \cdot e^{-t/T_{23}}.
\end{align*}
\]

This equation contains a combination of exponential decays with different signs as well. Using the solutions that include the
non-sequential decay terms, which are presented as Eq. (S.10–S.13) in Section III of the Supplementary Note, we fit the data in Fig. 2c. We find excellent agreement between the data and the full model. Experimentally, we find that there is a significant deviation at short time scales if the non-sequential decay $T_{23}, T_{32}$, and $T_{13}$ are not taken into account, which is illustrated in Supplementary Fig. 2.

For Qubit 2, we find that the readout error from the $|1\rangle$ state is reduced from 2.24% to 0.057% after the application of a $n_{12}$ pulse, and to 8.7 $\times$ 10$^{-4}$% after a $n_{23}$ pulse. This is calculated by taking the difference between $p_2^{ji}(t = \tau_1)$ and $p_2^{ji}(0)$ in Fig. 2a. The remaining error is equivalent to the decay error of a qubit with $T_1 = 85.8$ $\mu$s using the standard readout method, achieving an order-of-magnitude improvement. For a longer-lived qubit, the percentage of decay errors that can be suppressed with shelving continues to grow closer to unity. However, other error contributions will likely become more prominent at this level.

**Two-state readout with a primary tone**

Having optimized the state-preparation pulses (see Methods section), we fine-tune the readout frequency to maximally separate the 2D in-phase and quadrature (IQ) histograms corresponding to the $|0\rangle$ and $|1\rangle$ states, as shown in Fig. 3a. Higher energy levels are indistinguishable from $|1\rangle$ in this configuration, and we can only distinguish between $|0\rangle$ and $|\bar{0}\rangle$ (NOT $|0\rangle$). To calibrate the readout, we prepare the qubit in either $|0\rangle$ or $|1\rangle$ and add the $n_{12}$ and $n_{23}$ pulses to transfer the $|1\rangle$-state population to the $|3\rangle$ state before the readout, as illustrated in Fig. 2a. First, we start with a single readout tone in the pulse which is referred to as the primary tone. To discard the results for which the initial state is not $|0\rangle$, we include a preselection pulse, i.e., an additional readout measurement before the sequence starts.

Through this preselection procedure, thermal and residual populations in the qubits are filtered from the outcomes. We perform simultaneous readout of all three qubits and calculate the single-qubit readout assignment fidelity $F_s(\pi) = 1 - (P(0|0) + P(\bar{0}|0))/2$, where $P(|i\rangle)$ is the classification probability, i.e., the probability that the $|i\rangle$ state is assigned given that the $|i\rangle$ state is initially prepared. This measure of readout fidelity takes all the error contributions into account, including imperfect state preparation before the readout sequence. The assignment fidelity for 80 repetitions, each containing 50,000 shots, is shown in Fig. 3c with $(F_1)$ and without $(F_2)$ implementation of the shelving technique. The data demonstrate a reduction in the overall error rate by 57% on average for the three qubits with the introduced readout scheme. We also compute the ideal readout fidelity $F_{id}$ by integrating the overlapping area of the Gaussian probability distributions after projecting the IQ data onto an optimal axis:

$$F_{id} = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\text{SNR}}{\sqrt{8}} \right) \right],$$

where the signal-to-noise ratio is

$$\text{SNR} = \frac{\langle S_0 \rangle - \langle S_{\bar{0}} \rangle}{\sigma_s},$$

with $S_i$ being the set of measurement outcomes and $\sigma_s$ being the standard deviation of the data set. For Qubit 2, the best assignment fidelity is 99.5% while the ideal fidelity exceeds 99.95%; see Fig. 3b for detailed histograms. In particular, the readout errors associated with the $|0\rangle$ and the $|\bar{0}\rangle$ state are $\epsilon_{|0\rangle} = P(\bar{0}|0) = 0.09\%$ and $\epsilon_{|\bar{0}\rangle} = P(0|\bar{0}) = 0.92\%$, respectively.

The error from qubit decay during readout contributes to 0.03% of the $|0\rangle$-state error $\epsilon_{|0\rangle}$. This suggests that the fidelity is predominantly limited by other sources of error. The most dominant source of error is due to imperfect state preparation and application of the shelving pulses. This contribution is at least 58% of the $|0\rangle$ error and is calculated based on the coherence limit of the qubit and serves as a lower bound. The measurement-induced mixing is the next dominant source of error. We estimate this contribution to be at most 10% of $\epsilon_{|0\rangle}$, since this affects both $\epsilon_{|0\rangle}$ and $\epsilon_{|\bar{0}\rangle}$ equally.

**Three-state readout with two tones**

Choosing the optimal readout frequency to attain the best two-state assignment fidelity leaves other higher-energy states indistinguishable from each other. However, the information of the $|2\rangle$-state population is crucial to detect leakage errors during gate calibrations and algorithms. To access this information, we introduce a secondary readout pulse with a readout frequency that maximizes the separation between $|1\rangle$ and $|2\rangle$. This pulse is multiplexed with the primary pulse to perform the readout measurements simultaneously.

We also use the $n_{12}$ and $n_{23}$ pulses to implement the shelving scheme. As the initial $|1\rangle$-level population is transferred to the $|3\rangle$ state and the $|2\rangle$-population is transferred to the $|1\rangle$ state, an error in $|1\rangle$-state assignment will occur if a cascade of decays happens from $|3\rangle$ to $|1\rangle$. The contribution of decay error during readout is...
reduced, leading to an improvement in assignment fidelity. To quantify the improvement, we need to solve Eq. (1) for the evolution of population $p_{1j}^{(1)}(t)$. The analytical solution is

$$p_{1j}^{(1)}(t) = T_{1j}^{(1)} \left[ \frac{(T_{01} - T_{12})}{(T_{01} - T_{23})} \frac{e^{(t-T_{01})}}{T_{1j}} \right] - T_{01} T_{1j}^{(1)} \left[ \frac{(T_{01} - T_{23})}{(T_{01} - T_{23})} \frac{e^{(t-T_{12})}}{T_{1j}} \right] + T_{01} T_{23} \left[ \frac{(T_{01} - T_{23})}{(T_{01} - T_{23})} \frac{e^{(t-T_{12})}}{T_{1j}} \right].$$

(6)

With the qubit being in the $|3\rangle$ state ($p_{1j}^{(3)}(0) = 1$), the effective population accumulation in $|1\rangle$ after a readout time of $t_r = 140$ ns is 0.035%. This is two orders of magnitude smaller than the error from a direct decay of the $|2\rangle$-state population with rate $1/T_{12}$, corresponding to 2.65%. Therefore, the contribution to the three-state readout error should be reduced by a similar factor.

The secondary tone is tuned up in the presence of the primary pulse. An initial estimate for the secondary readout frequency is where the $|1\rangle$- and $|2\rangle$-state responses are maximally separated in the IQ-plane (see Methods section). We then fine-tune this frequency such that $|0\rangle$ and $|3\rangle$ are distinguishable from each other as well. After optimization, the two readout pulses are typically a few MHz apart and are multiplexed in a single waveform for the readout. The transmitted signal is then processed with standard multiplexed readout techniques. We obtain two complex voltages after signal integration, each containing a pair of in-phase and quadrature values. Overlap errors are then filtered by comparing the results in post-processing. The response of the secondary tone when Qubit 2 is prepared in $|0\rangle$, $|1\rangle$, $|2\rangle$, and $|3\rangle$, with 50,000 repetitions per state, is shown in Fig. 4a. Since $|2\rangle$ and $|3\rangle$ are indistinguishable, we combine the results together and relabel them as the $|2\rangle$-state. We then formulate two methods to combine the results from the primary and secondary readout pulses to reconstruct the population initially prepared in $|0\rangle$, $|1\rangle$, and $|2\rangle$. The first method is a truth table (see Table 1) that takes the individual measurement results from the two tones as a pair of input values. There exists a unique initial state that is compatible with both results. For example, if the primary result is $|0\rangle$ and the secondary result is $|1\rangle$, then the initially prepared state must be $|2\rangle$. In case these two results cannot reach a common decision due to overlap error, the measurement is discarded.

The second method to discriminate the qubit state utilizes a feedforward neural network (FNN) that was specifically developed for multiplexed readout and treats the two data sets as a single system (see Methods section). The input to the neural network combines the in-phase ($I[n]$) and quadrature ($Q[n]$) data from the $n$th integrated signal of the two tones into a four-element vector $\{I[1], Q[1], I[2], Q[2]\}$. After being trained with a calibration data set, the neural network is able to classify two-tone results and give the initial qubit state as the output.

The resulting assignment matrix, shown in Fig. 4b, demonstrates an assignment fidelity of 96.9% for the three-state readout. This result shows a significant improvement over the average 94.2% assignment fidelity that we find using only a single readout pulse. This is achieved with an optimal readout frequency to distinguish between $|0\rangle$, $|1\rangle$, and $|2\rangle$ with the overall error rate reduced by 47%. The amount of suppression is achieved with the neural network that consistently outperforms the truth table by 13% in an overall error rate reduction.

A feature of the resulting assignment matrix is that the population originally in $|2\rangle$ has a higher probability to be misidentified as $|0\rangle$ than as $|1\rangle$, which is due to the shelving technique. Since the initial $|2\rangle$-state population is transferred to $|1\rangle$ before measurement, decaying to the ground state is more likely than the excitation back to higher energy levels.

We also investigate the effect of increased photon population in the resonators due to the secondary tone. A larger photon number leads to significant measurement-induced mixing and readout crosstalk that contribute to the overall readout error. We optimize the readout amplitude such that readout errors due to measurement-induced mixing remain small with the addition of the secondary tone. To investigate readout crosstalk, we determine the measurement-induced dephasing with and without the secondary tone. We find that the probabilities of a phase error in untargeted qubits is a factor of three larger on average due to the increase in photon number, as shown in Fig. 5. Mitigation strategies may be required if this contribution becomes significant for error-correction algorithms.

In the design of future devices, the qubits could be grouped into physically separated readout lines depending on their designation,
To further develop these readout techniques, more complex methods in the construction of the primary and secondary readout tones could be explored. Sophisticated deep neural-network methods could also be employed to aid state classification of the two-tone readout results\textsuperscript{51}. The possibility to generalize these techniques to further boost fidelity for multiplexed readout is a promising prospect for the future investigation of quantum computing with superconducting qubits.

**METHODS**

**Pulse calibration**

We optimize the parameters of the $\pi_{12}$ and $\pi_{23}$ pulses similar to the standard method developed for the $\pi_0$ pulse. The pulses have a cosine envelope with lengths set to be 50 ns as a starting point. We first prepare the qubit in $|1\rangle$ and conduct Rabi and Ramsey-like experiments between the higher energy levels to optimize the amplitude and frequency of the drive pulse. For shorter pulse lengths a proper derivative removal by adiabatic gate (DRAG)\textsuperscript{55,56} needs to be calibrated for the $\pi_{12}$ and $\pi_{23}$ pulses as well.

With the state-preparation pulses calibrated, we acquire the responses of the readout resonator when the qubit is prepared in $|0\rangle$, $|1\rangle$, $|2\rangle$, and $|3\rangle$, respectively, illustrated in Fig. 6a. We plot the in-phase and quadrature parts of the spectroscopy result, as shown in Fig. 6b. We calculate the distance between each point of a pair of trajectories, which represents the separation of the two respective state responses as a function of readout frequency. We find the readout frequencies that maximize $|0\rangle$-$|1\rangle$ separation for the primary tone, and $|1\rangle$-$|2\rangle$ separation for the secondary tone. As the readout tones are multiplexed into a single pulse, the frequency and phase of the secondary tone are fine-tuned to minimize the effect on the measurement performance of the primary tone. The readout power is adjusted such that the critical photon number is not surpassed, as shown in Section IV of the Supplementary Note.

**Feedforward neural network**

We utilize a feedforward neural network (FNN) with two hidden layers to discriminate the qubit state using the combined two-tone results. The choice of using an FNN over other methods such as support-vector machine (SVM) or non-linear support-vector machine (NSVM) is justified by the fact that an FNN could achieve greater performance when discriminating more than two states as well as better scalability\textsuperscript{57}. The FNN is also capable of transfer learning, where retraining of the network during future re-calibration of the system is significantly more efficient\textsuperscript{57}. On the other hand, an SVM or NSVM will need to be retrained from scratch every time. The advantage of using FNN is significant enough to warrant a wider application\textsuperscript{51,53,58}.

The network is implemented with Wolfram Mathematica. The input layer contains four nodes corresponding to the in-phase and quadrature components of the two-tone results, $i[n]$, $Q_1[n]$, $I_2[n]$, and $Q_2[n]$, of each individual single-shot measurement $n$. The first hidden layer contains 16 nodes, while the second layer has eight nodes. Each node comprised of the hidden layers is 2 nodes similar to $\pi_{12}$ and $\pi_{23}$ pulses as well.

The network is also fully compatible with quantum error-correction methods in the construction of the primary and secondary readout tones could be explored. Sophisticated deep neural-network methods could also be employed to aid state classification of the two-tone readout results\textsuperscript{51}. The possibility to generalize these techniques to further boost fidelity for multiplexed readout is a promising prospect for the future investigation of quantum computing with superconducting qubits.
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