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Abstract

This thesis is a study of large sets of unit vectors in $\mathbb{C}^n$ such that the absolute value of their standard inner products takes on only a small number of values.

We begin with bounds: what is the maximal size of a set of lines with only a given set of angles? We rederive a series of upper bounds originally due to Delsarte, Goethals and Seidel, but in a novel way using only zonal polynomials and linear algebra. In the process we get some new results about complex $t$-designs and also some new characterizations of tightness.

Next we consider constructions. We describe some generic constructions using linear codes and Cayley graphs, and then move to two specific instances of the problem: mutually unbiased bases and equiangular lines. Both cases are motivated by problems in quantum computing, although they have applications in digital communications as well.

Mutually unbiased bases are collections of orthonormal bases with a constant angle between vectors from different bases. We construct some maximal sets in prime-power dimensions, originally due to Calderbank, Cameron, Kantor and Seidel, but again in a novel way using relative difference sets or distance-regular antipodal covers. We also detail their numerous relations to other combinatorial objects, including symplectic spreads, orthogonal decompositions of Lie algebras, and spin models. Peripherally, we discuss mutually unbiased bases in small dimensions that are not prime powers and in real vector spaces.

Equiangular lines are collections of vectors with only one angle between them. We use difference sets from finite geometry to construct equiangular lines: these sets do not have maximal size, but they are maximal with respect to having all entries of the same absolute value. We also include some negative results about constructions of maximal sets in large dimensions.
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Chapter 1

Introduction

The field of quantum information has seen enormous growth in the last five years, as the concept of a quantum computer inches closer to reality. This growth has produced a variety of new and interesting combinatorial problems. At the same time, some of the mathematics behind these problems, particularly the combinatorics of quantum measurements, is not very well studied. For this reason, the study of complex vectors with only a few angles has become active and relevant.

Let \( u \) and \( v \) be unit vectors in \( \mathbb{C}^n \). For the purposes of this work, the angle between \( u \) and \( v \) is

\[
|u^*v|^2.
\]

An \( s \)-distance set is a set of vectors in which only \( s \) angles occur. This thesis examines \( s \)-distance sets of maximal size. In particular, we consider 1-distance sets, also called equiangular lines, and 2-distance sets which can be partitioned into orthonormal bases, which are called mutually unbiased bases.

Background

Historically, the study of unit vectors has been tied closely to information theory. In the theory of communication sequences, \( u^*v \) is called the cross-correlation between \( u \) and \( v \), and the objective is to minimize its absolute value (see Golomb and Gong [37]). For example, suppose vectors \( u \) and \( v \) (called signals) are sent down the same communications channel at the same time in the form \( x = u + v \). If their cross-correlation is 0, then the receiver can decompose \( x \) into its original parts by projecting onto the subspaces spanned by \( u \) and \( v \). More generally, the probability of error in decomposing \( x \) is a function of \( |u^*v| \). Matched filter detection is one example of this process: see Proakis [62] for details. In the same way that finding large sets with large minimal distance is the fundamental problem in coding theory, finding large sets with small maximal cross-correlation is one of the fundamental problems in signal design.
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In fact, many results about angles between unit vectors are essentially translations from coding theory. Given a codeword \( x = (x_1, \ldots, x_d) \) in \( \mathbb{Z}_p^d \), we can construct a vector \( x' \in \mathbb{R}^d \) via the map

\[
x'_i := (-1)^{x_i}.
\]

Then the cross-correlation between \( x' \) and \( y' \) in \( \mathbb{R}^d \) is a function of the Hamming distance between \( x \) and \( y \). More generally, using \( p \)-th primitive roots of unity, codewords in \( \mathbb{Z}_p^d \) translate into vectors in \( \mathbb{C}^d \).

The study of real unit vectors is older than that of complex vectors. Haantjes [39] first considered the problem of real equiangular lines in 1948, under the guise of elliptic geometry. Seidel and others made important advances, culminating in the characterization of real equiangular lines in terms of regular two-graphs in the early 1970’s (see Seidel [67]). At the same time, sequence analysts were considering cross-correlation of binary sequences, beginning as early as 1953 with Barker [9]. Golomb for example (see [37]) constructed binary sequences with low correlation from cyclic difference sets. Real mutually unbiased bases have barely been studied, but they are closely related to Hadamard matrices, which date back as far as Sylvester in 1867.

When complex lines were studied historically, it was typically either as an afterthought to the real case or with the goal of having low cross-correlation regardless of the number of angles. Delsarte, Goethals and Seidel [27] developed some important bounds in 1974 as an extension of their work on real vectors; Welch developed relevant bounds for signal sets in the same year. Constructions were investigated only sporadically: Lerner [55] might have been the first in 1961. Interest in mutually unbiased bases started in 1981, when Ivanovic [44] found maximal sets of bases and showed their usefulness in quantum applications. The development of complex equiangular lines was even later; Zauner [74] introduced them in the quantum setting in 1999.

Quantum mechanics

Since quantum information plays such a large role in the applications for the problems at hand, we briefly review the postulates of quantum mechanics, focusing on measurements. For a more detailed review, see Nielsen and Chuang [60] Chapter 2.

The first postulate of quantum mechanics says that the state of any isolated physical system is described by a state vector \( \psi \), which is a unit vector in a fixed complex Hilbert space. More precisely, the phase of the vector does not matter: it suffices to consider the vector projectively or up to a complex scalar unit. Often we represent a state by its projection matrix \( \rho = \psi \psi^* \), which is called a density matrix. This is a Hermitian matrix with rank 1 and trace 1.

Of course in practice no system is isolated, and a state from one system can be entangled with others. A unit vector \( \psi \) is known as a pure state, while a mixed state is a collection of pure states, each occurring with a certain probability.
Suppose $v_i$ occurs with probability $p_i$. Then this mixed state is represented by the density matrix

$$\rho = \sum_i p_i v_i v_i^*.$$  

Thus an arbitrary mixed state is represented by a positive semidefinite Hermitian matrix with trace of 1.

The second postulate of quantum mechanics states that evolution in a closed quantum system is given by a unitary transformation. That is, if $U$ is unitary, then $v \mapsto Uv$ represents a change in the system (or, equivalently, $\rho \mapsto U\rho U^*)$. Note that if $v$ is a unit vector then so is $Uv$. Unitary evolutions do not play a role in this thesis.

The third postulate describes how a quantum system is measured or observed using a collection of matrices $M = \{M_1, \ldots, M_m\}$ such that

$$\sum_{i=1}^m M_i^* M_i = I.$$  

Each matrix in $M$ is called a measurement operator, and the collection is called a measurement. Each $M_i$ is assigned a certain probability: given a state $\rho$, we say that outcome $i$ occurs with probability

$$p_i = \text{Tr}(M_i \rho M_i^*).$$

The fact that the matrices $M_i^* M_i$ sum to the identity implies that the probabilities sum to 1. The state $M_i \rho M_i^*$, suitably normalized, is the resulting state after measurement with outcome $i$. If $\rho = vv^*$, then $p_i$ is the length of the vector $M_i v$, and that vector is the resulting state vector after normalization.

In situations when the measurement probabilities are more important than the resulting state, the matrices $M_i$ are sometimes replaced by $E_i := M_i^* M_i$. This is called the Positive Operator-Valued Measurement or POVM formalism. A POVM is a collection of Hermitian, positive semidefinite matrices which sum to the identity.

One type of measurement of particular interest is the projective or von Neumann measurement. In such a measurement, each $M_i$ is a projection onto an orthogonal subspace. Since the matrices of $M$ sum to $I$, the direct sum of the corresponding subspaces is all of $\mathbb{C}^n$. Suppose $M_i$ is the projection onto a one-dimensional subspace, say $M_i = uu^*$, where $u$ is a unit vector. If $\rho = vv^*$ is a pure state, then the probability of outcome $i$ is

$$p_i = \text{Tr}(M_i \rho M_i^*) = \text{Tr}(M_i \rho) = \text{Tr}(uu^* vv^*) = |u^* v|^2.$$  

This connection between measurements and complex angles is the prime motivation for the problems in this thesis.

The fourth postulate of quantum mechanics states that quantum systems are composed using tensor products. If $v_1$ and $v_2$ are states in Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$, then the state of the composite system is $v_1 \otimes v_2$. This postulate allows
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for quantum entanglement: a state \( \psi \) in \( \mathcal{H}_1 \otimes \mathcal{H}_2 \) is entangled if it cannot be written as a tensor product of states in \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \). For the purposes of quantum computation, the most common states are qubits: vectors in a 2-dimensional space. However, we will work with systems in arbitrary dimensions.

Outline

Our study of maximal sets of complex unit vectors has two components: bounds, and constructions.

We begin with a brief review of association schemes (Chapter 2), as schemes and distance-regular graphs hide underneath all of the work in this thesis. We then consider upper bounds on the size of an \( s \)-distance set in Chapter 3. These are mostly due to Delsarte, Goethals, and Seidel \cite{Delsarte1973}, but we develop them in a different manner using zonal harmonics. Along the way, we get some new characterizations of equality and some new results about complex \( t \)-designs, which are closely related to \( s \)-distance sets. The theory of bounds on complex lines has a well-developed, unified structure and it fits into the larger theories of both Delsarte spaces and polynomial spaces. There is also a nice symmetry between \( s \)-distance sets and \( t \)-designs.

On the other hand, actually constructing maximal \( s \)-distance sets seems to be difficult, and no general technique is known. In Chapter 4 we develop some general constructions for sets of lines using error-correcting codes and Cayley graphs with few eigenvalues. These constructions work better for mutually unbiased bases (Chapter 5) than for equiangular lines (Chapter 6): they produce maximal sets for the former. In fact more progress has been made with mutually unbiased bases overall; numerous connections to combinatorics have been discovered. Conversely, maximal sets of equiangular lines are really only understood on an algebraic level at the present time. In both cases, the problem of finding maximal sets remains open for most dimensions.
Chapter 2

Weighted Matrix Algebras

In this chapter we give a brief introduction to homogeneous weighted adjacency algebras, and Hermitian algebras in particular. These algebras are a slight generalization of association schemes: the larger framework is needed to describe some results in Chapter 3. At the end of the chapter we specialize to association schemes and distance-regular graphs, both of which will arise frequently in later chapters.

2.1 Weighted adjacency algebras

A weighted adjacency matrix of a graph $G$ is a matrix $A$ indexed by the vertices of $G$ with entries satisfying

$$|A_{a,b}| = \begin{cases} 1, & ab \text{ is an arc;} \\ 0, & \text{otherwise}. \end{cases}$$

We will always assume our adjacency matrices are Hermitian. Let $A \circ B$ denote the Schur product of $A$ and $B$:

$$(A \circ B)_{a,b} = A_{a,b} B_{a,b}.$$ 

A coherently-weighted configuration is a set of weighted adjacency matrices $A = \{A_0, \ldots, A_d\}$ such that

(a) $A_i \circ A_j = 0$ for $i \neq j$,

(b) $A_i A_j$ is in the span of $A$, and

(c) $I$ is a sum of elements of $A$.

A configuration is homogeneous if $I$ is an element of $A$. In this case we always take $A_0 = I$. 
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This terminology is not standard. That is, \( A \) is not a coherent configuration in the sense of Cameron \[13\]; it is the weighting which is coherent and not the configuration. Higman \[41\] calls \( A \) a configuration with a coherent weight. Throughout this chapter, a configuration will refer to a homogeneous, Hermitian, coherently-weighted configuration.

Since products are in the span of \( A \), there are constants \( p_{ij}(k) \) such that

\[
A_i A_j = \sum_{k=0}^{d} p_{ij}(k) A_k.
\]

These constants are called the intersection numbers. Every matrix in the algebra is Hermitian, so the matrices commute and \( p_{ij}(k) = p_{ji}(k) \). In a homogeneous configuration, \( p_{ii}(0) = (A_i^2)_{a,a} \) for any vertex \( a \). This is the number of vertices adjacent to \( a \) in the graph of \( A_i \). For this reason \( p_{ii}(0) \) is called the valency of \( A_i \).

The algebra generated by \( A \) has dimension \( d + 1 \). Since \( A_i^k \) is in this algebra for each \( k \), the minimal polynomial of \( A_i \) has degree at most \( d + 1 \), and \( A_i \) has at most \( d + 1 \) distinct eigenvalues. Since the matrices of \( A \) are Hermitian and commute, they are simultaneously diagonalizable. Let \( E_0, E_1, \ldots \) be the projection matrices onto the distinct eigenspaces of \( A \), with \( p_{ij} \) the eigenvalue of \( A_i \) for \( E_j \). By “distinct eigenspaces”, we mean that each \( E_j \) projects on a subspace of an eigenspace for \( A_i \), and for each \( j \neq k \), there is at least one \( i \) such that \( E_j \) and \( E_k \) do not project onto the same eigenspace of \( A_i \).

2.1.1 Theorem. If \( A = \{A_0, \ldots, A_d\} \) is a Hermitian coherently-weighted configuration, then there are orthogonal idempotents \( E_0, \ldots, E_d \) in the span of \( A \) such that

\[
\begin{align*}
(a) \quad & \sum_j E_j = I, \\
(b) \quad & A_i E_j = p_{ij} E_j, \text{ and} \\
(c) \quad & \{E_0, \ldots, E_d\} \text{ is a basis for } \text{span}(A).
\end{align*}
\]

Proof. Since the matrices \( E_0, E_1, \ldots \) are projection matrices onto distinct eigenspaces, they are orthogonal idempotents. Since \( A_i \) is Hermitian, it has a spanning set of eigenvectors; hence the projection matrices sum to the identity. From (a) and (b) it follows that

\[
A = AI = A \sum_j E_j = \sum_j p_{ij} E_j,
\]

and so the idempotents span \( A \). Thus there are at least \( d + 1 \) idempotents.

We claim that each projection matrix \( E_j \) is in \( \text{span}(A) \). Since \( A_i E_j = p_{ij} E_j \), we get that for any polynomial \( p(x) \),

\[
p(A_i) E_j = p(p_{ij}) E_j.
\]
Fix \( j \), let \( m(x) \) be the minimal polynomial of \( A_i \), and let \( f_i(x) = m(x)/(x - p_{ij}) \).

Then
\[
f_i(A_i) = f_i(A_i)I = \sum_k f_i(A_i)E_k = \sum_k f_i(p_{ik})E_k = \sum_{k:p_{ik}=p_{ij}} f_i(p_{ij})E_k.
\]

Since \( E_j \) and \( E_k \) correspond to different eigenvalues for some \( A_i \), and \( E_j E_k = 0 \), we find that \( f_0(A_0) \cdots f_d(A_d) \) is a multiple of \( E_j \). Thus \( E_j \) is a polynomial in \( A \).

Since the projection matrices are orthogonal, they are linearly independent. Each one is in \( \text{span}(A) \), so there are exactly \( d+1 \) of them and we have a basis.

The projection matrices \( E_j \) are called the idempotents of the configuration, and the constants \( p_{ij} \) are the eigenvalues. Let \( v \) be the number of vertices in the configuration (that is, the matrices are \( v \times v \)). Since \( A \) spans the configuration, there are constants \( q_{ij} \) such that
\[
E_j = \frac{1}{v} \sum_i q_{ji} A_i.
\]

The constants \( q_{ji} \) are called the dual eigenvalues. Note that in a homogeneous configuration,
\[
\text{Tr}(E_j) = \frac{1}{v} \sum_i q_{ji} \text{Tr}(A_i) = q_{j0}.
\]

Since \( E_j \) is a projection matrix, \( q_{j0} \) also equals \( \text{rk}(E_j) \).

Define a matrix of eigenvalues \( P \) and a matrix of dual eigenvalues \( Q \) as follows:
\[
P_{ij} = p_{ji}, \quad Q_{ij} = q_{ji}.
\]

Also let \( \Delta_n \) denote the diagonal matrix with entries \( p_{ii}(0) \), and let \( \Delta_m \) be diagonal with entries \( q_{j0} \).

2.1.2 Lemma. If \( A \) is a Hermitian configuration, then
\[
PQ = vI.
\]

If \( A \) is also homogeneous, then
\[
P^T \Delta_m = \Delta_n Q.
\]

Proof. The matrix \( P \) is the change of basis matrix from \( A_i \) to \( E_j \), and up to a constant \( v \), its inverse is \( Q \). For the second equation, taking the trace of \( A_i E_j = p_{ij} E_j \), we get
\[
\text{Tr}(A_i E_j) = p_{ij} \text{Tr}(E_j) = p_{ij} q_{j0}.
\]

Now writing \( E_j \) as \( \frac{1}{v} \sum_k q_{jk} A_k \),
\[
\text{Tr}(A_i E_j) = \frac{1}{v} \sum_k q_{jk} \text{Tr}(A_i A_k).
\]
But $A_i$ and $A_k$ are orthogonal for $i \neq k$, so this simplifies to
\[
p_{ij}q_{j0} = \frac{1}{v} \sum_k q_{ji} \text{Tr}(A_i^2) = q_{ji}p_{ii}(0).
\]

Entry-wise, this is the second matrix equation.

In fact, Lemma 2.1.2 can be extended to the non-homogeneous case without too much difficulty. If $A$ is Hermitian but not homogeneous, then $A$ decomposes into a direct sum of homogeneous subalgebras.

2.1.3 Corollary. The intersection numbers and dual eigenvalues of a Hermitian coherently-weighted configuration can be written in terms of the eigenvalues.

Proof. From the previous lemma it is clear that the dual eigenvalues can be written in terms of the eigenvalues. For the intersection numbers, begin with
\[
A_i A_j = \sum_k p_{ij}(k) A_k.
\]

Multiplying both sides by $I = \sum_l E_l$, we get
\[
\sum_k p_{ij}(k) A_k = \sum_l A_i A_j E_l = \sum_l p_{il}p_{jl} E_l.
\]

Now writing $E_l$ as $\frac{1}{v} \sum_k q_{lk} A_k$, we get
\[
\sum_k p_{ij}(k) A_k = \frac{1}{v} \sum_{l,k} p_{il}p_{jl} q_{lk} A_k.
\]

However, the $A_i$’s are linearly independent. Therefore,
\[
p_{ij}(k) = \frac{1}{v} \sum_l p_{il}p_{jl} q_{lk}.
\]

There is a standard matrix inner product for configurations:
\[
\langle A, B \rangle := \text{Tr}(A^* B) = \text{sum}(\tilde{A} \circ B),
\]
where $\text{sum}(A)$ is the sum of all the entries of $A$. Both the matrices of $A$ and the projection matrices are orthogonal with respect to this inner product.

2.2 Example: Seidel matrices

A Seidel matrix is a symmetric matrix with 0 on the diagonal and off-diagonal entries of $\pm 1$. Each Seidel matrix $S$ can be considered a type of adjacency
matrix for a graph, where \( u \) and \( v \) are adjacent if and only if \( S_{uv} = -1 \). If \( A \) is the standard adjacency matrix of the graph, then

\[
S = J - I - 2A.
\]

Suppose \( S \) is a Seidel matrix with only two eigenvalues. Then the minimal polynomial of \( S \) has degree 2, and so

\[
S^2 = aS + bI
\]

for some constants \( a \) and \( b \). Moreover, \( S \) is a weighted adjacency matrix and Hermitian, so it follows that \( \mathcal{A} = \{I, S\} \) is a Hermitian homogeneous configuration.

Seidel matrices with two eigenvalues come from sets of real equiangular lines of maximal size. Let \( X = \{v_1, \ldots, v_n\} \) be unit vectors in \( \mathbb{R}^d \) such that

\[
v_i^T v_j = \pm \alpha
\]

for some constant \( \alpha \) and all \( i \neq j \). Such lines are equiangular with angle \( \alpha^2 \). Then the Gram matrix of \( X \) has the form \( G = I + \alpha S \), where \( S \) is a Seidel matrix. We call \( S \) the Seidel matrix corresponding to \( X \).

2.2.1 Lemma. Let \( X \) be a set of \( n \) equiangular lines in \( \mathbb{R}^d \) with angle \( \alpha^2 \). Then

\[
|X| \leq \frac{d(1 - \alpha^2)}{1 - d\alpha^2}.
\]

Equality holds if and only if

\[
\sum_{i=1}^n v_iv_i^T = \frac{n}{d}I.
\]

Lemma 2.2.1 is called the relative bound, and in Chapter 3 we prove an analogous result for complex lines. For a more direct proof, see Godsil and Royle [36, Lemma 11.3.2].

2.2.2 Corollary. If the relative bound holds with equality, then the Seidel matrix of \( X \) has two eigenvalues. Conversely, any Seidel matrix with two eigenvalues corresponds to a set of equiangular lines satisfying the relative bound with equality.

Proof. Let \( M \) be the \( d \times n \) matrix with columns \( \{v_1, \ldots, v_n\} \). Then

\[
M^T M = G = I + \alpha S,
\]

and

\[
MM^T = \sum_{i=1}^n v_iv_i^T = \frac{n}{d}I.
\]
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Now $M^T M$ and $MM^T$ have the same nonzero eigenvalues and multiplicities. Letting $\lambda^{(m)}$ denote an eigenvalue $\lambda$ with multiplicity $m$, it follows that the spectrum of $S$ is

$$\Lambda = \left\{ -\frac{1}{\alpha} (n-d), \frac{n-d}{d\alpha} \right\}.$$  

For the converse, suppose $S$ has order $n$ and eigenvalues $\lambda_{1}^{(m_1)}$ and $\lambda_{2}^{(m_2)}$. Without loss of generality, $\lambda_1 < 0$. If we let $\lambda_1 = -1/\alpha$ and $m_1 = n - d$, then $m_2 = d$ and the spectrum of $S$ is $\Lambda$. Therefore $G = I + \alpha S$ is positive semidefinite with rank $d$, so it is the Gram matrix of a set of lines $\{v_1, \ldots, v_n\}$ in $\mathbb{R}^d$. Those lines are equiangular because all off-diagonal entries of $G$ have the same absolute value. Again using the fact that $M^T M$ and $MM^T$ have the same nonzero eigenvalues, we see that $MM^T$ has exactly one eigenvalue, $n/d$. Thus

$$MM^T = \sum_{i=1}^{n} v_i v_i^T = \frac{n}{d} I,$$

which implies that Lemma 2.2.1 is satisfied with equality. □

Since multiplying the unit vector $v_i$ by $-1$ will not affect its angle with any other vector, two Seidel matrices are considered equivalent if one can be obtained from the other by multiplying row $i$ and column $i$ by $-1$. The corresponding operation on the graph, which consists of replacing the neighbourhood of a vertex by its complement, is called switching. An equivalence class of graphs under this operation is called a switching class or two-graph. If $\Gamma$ and $\Gamma'$ are graphs from the same switching class, then their Seidel matrices have the same eigenvalues. A two-graph whose Seidel matrix has only two eigenvalues is called a regular two-graph. In this way, maximal sets of real equiangular lines are characterized graph-theoretically. For more details about real equiangular lines, see Seidel [67] or Godsil and Royle [36].

2.3 Example: monomial groups

A matrix is monomial if exactly one entry is non-zero in every row and column. Every monomial matrix is of the form

$$M = DP,$$

where $D$ is diagonal, and $P$ is a permutation matrix. We call $P$ the underlying permutation of $M$. Suppose $G$ is a group of monomial matrices, with $D_1 P_1$ and $D_2 P_2$ in $G$. Then

$$D_1 P_1 D_2 P_2 = D_1 (P_1 D_2 P_1^{-1}) P_1 P_2$$

is also in $G$. Since $P_1 D_2 P_1^{-1}$ is diagonal, so is $D_1 (P_1 D_2 P_1^{-1})$. Thus $P_1 P_2$ is the underlying permutation, and it follows that the underlying permutations of $G$ also form a group.
The centralizer of a matrix group $G$ is the set of matrices

$$C(G) = \{ M : Mg = gM \text{ for all } g \in G \}.$$ 

The centralizer is a matrix algebra in that it is closed under addition and multiplication and contains $I$.

**2.3.1 Lemma.** Let $M$ be a matrix and $G$ a monomial group. Then $M$ is in $C(G)$ if and only if for each $DP$ in $G$ with $D$ diagonal and $P$ the matrix of permutation $\pi$,

$$M_{\pi(x),\pi(y)} = \frac{D_{x,y}}{D_{x,x}} M_{x,y} \quad \text{for all } x, y.$$ 

**Proof.** Each $DP$ commutes with $M$ if and only if the entries

$$(DPM)_{x,\pi(y)} = D_{x,x} M_{\pi(x),\pi(y)}$$

and

$$(MDP)_{x,\pi(y)} = M_{x,y} D_{y,y}$$

are equal for every $x$ and $y$. \hfill \square

Higman [41] showed how to construct a homogeneous configuration from the centralizer of a monomial group using induced representations. Let $G$ act transitively on a set $X$, and set $H = G_a$ for some fixed $a \in X$. Also fix $R$ as a set of coset representatives for $H$, so that every $g \in G$ can be written uniquely in the form

$$g = rh, \quad r \in R, h \in H.$$ 

Now associate each $x \in X$ with the unique coset representative $r_x \in R$ such that

$$x = r_x(a).$$

Then the action of $G$ on $X$ can be described as follows: if $gr_x = r_y h$ for some $r_y \in R$ and $h \in H$, then

$$g(x) = gr_x(a) = r_y h(a) = r_y(a) = y.$$ 

Finally, let $\lambda$ be a fixed linear character of $H$. For each $g \in G$, we define an $|X| \times |X|$ matrix $M(g)$ by its action on the standard basis $\{e_x : x \in X\}$. If $gr_x = r_y h$, then

$$M(g) : e_x \mapsto \lambda(h)e_y.$$ 

It is not difficult to verify that $\{M(g) : g \in G\}$ is a representation of $G$. Clearly each $M(g)$ is also monomial, so we have a monomial group.

**2.3.2 Theorem.** The centralizer of $\{M(g) : g \in G\}$ has a basis which is a homogeneous coherently-weighted configuration.

In general, the configuration in Theorem 2.3.2 will not be Hermitian. A monomial matrix is flat if all its non-zero entries have the same absolute value; each $M(g)$ is flat. Also, in the case when $H$ is a normal subgroup, the quotient group $G/H$ acts regularly on $X$. In fact, if $G$ is any group of flat monomial matrices such that the underlying group of permutations is regular, then the centralizer of $G$ has a basis which is a homogeneous configuration.
2.4 Association schemes

A symmetric association scheme is a Hermitian homogeneous configuration $\mathcal{A}$ such that every $A_i \in \mathcal{A}$ is 0-1, and

$$\sum_{i=0}^{d} A_i = J.$$ 

Since $A_i$ is 0-1, it is a Schur idempotent:

$$A_i \circ A_i = A_i.$$

This implies that the span of $\mathcal{A}$ is closed with respect to Schur multiplication, which is not true of coherent configurations in general. The weighted adjacency algebra of an association scheme is called a Bose-Mesner algebra.

2.4.1 Lemma. If $\mathcal{A}$ is an association scheme, then

$$E_0 = \frac{1}{v} J$$

is an idempotent of the scheme, and the corresponding eigenvalue for $A_i$ is the valency $p_{ii}(0)$.

Proof. Since $A_i$ is Hermitian and 0-1, it is symmetric and therefore the adjacency matrix of a graph $G_i$. Since $(A_i^2)_{a,a} = p_{ii}(0)$, this graph is regular with valency $p_{ii}(0)$. Therefore $1$, the all-ones vector, is an eigenvector with eigenvalue $p_{ii}(0)$. Denote the idempotent matrix for this eigenspace by $E_0$.

In any connected regular graph, the valency is an eigenvalue of multiplicity 1. Therefore if $E_0$ has rank $k$, each $G_i$ has at least $k$ components. More specifically, there is a $k$-cell partition $\pi$ of the vertex set such that the partition of components of $G_i$ is a refinement of $\pi$. But $\sum A_i = J$, so every pair of vertices is an edge in some $G_i$ and therefore $k = 1$. Thus $E_0$ is the projection onto the space spanned by $1$.

Since $E_i \circ E_j$ is in the span of $\mathcal{A}$, there are also constants $q_{ij}(k)$ such that

$$E_i \circ E_j = \frac{1}{v} \sum_k q_{ij}(k) E_k.$$ 

These constants are called the Krein parameters. The proof of the following is similar to Corollary 2.1.3.

2.4.2 Corollary. The intersection numbers, Krein parameters, and dual eigenvalues of a scheme can all be written in terms of the eigenvalues.

Suppose $\mathcal{A}$ is an association scheme and $a$ is adjacent to $b$ in $G_k$, the graph corresponding to $A_k$. Then the $(a,b)$ entry of $A_iA_j$ is the number of vertices $c$ adjacent to $a$ in $G_i$ and adjacent to $b$ in $G_j$. It follows that the intersection
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number \( p_{ij}(k) \) is a nonnegative integer. (Again this is not true of configurations in general.) The next theorem is slightly more difficult, but it is an important condition for proving that a scheme with a given set of parameters does not exist.

2.4.3 Theorem. The Krein parameters of a scheme are nonnegative. \( \square \)

Proof. The parameter \( q_{ij}(k) \) is the eigenvalue of \( E_i \circ E_j \) for eigenspace \( E_k \). Now \( E_i \otimes E_j \) is a projection matrix, so it is positive semidefinite. But \( E_i \circ E_j \) is a principal submatrix, so it is also positive semidefinite and therefore \( q_{ij}(k) \geq 0 \). \( \square \)

2.5 Distance-regular graphs

Let \( d(a, b) \) denote the distance between two vertices \( a \) and \( b \) in a graph \( G \), and let \( \Gamma_i(a) \) denote the \( i \)-th neighbourhood of \( a \): the set of vertices at distance \( i \) from \( a \). Then \( G \) is distance-regular if, for every \( a \) and \( b \), the size of \( \Gamma_i(a) \cap \Gamma_j(b) \) depends only on \( i, j \), and \( d(a, b) \).

Let \( G_i \) denote the distance-\( i \) graph of \( G \): \( a \) and \( b \) are adjacent in \( G_i \) if they are at distance \( i \) in \( G \). Then \( G = G_1 \). Also let \( A_i \) be the adjacency matrix of \( G_i \), with \( A_0 = I \). Then each \( A_i \) is a symmetric 0-1 matrix, and if \( d \) is the diameter of \( G \) then

\[
\sum_{i=0}^{d} A_i = J.
\]

If \( G \) is distance-regular, then the \((a, b)\)-entry of \( A_i A_j \) depends only on the distance between \( a \) and \( b \). Therefore there are constants \( p_{ij}(k) \) such that

\[
A_i A_j = \sum_k p_{ij}(k) A_k,
\]

and so \( \{A_0, \ldots, A_d\} \) is an association scheme.

Suppose \( (A_1 A_i)_{a,b} \) is nonzero. Then there is a vertex \( c \) at distance 1 from \( a \) and distance \( i \) from \( b \), and so \( a \) and \( b \) must be at distance \( i-1, i \) or \( i+1 \). Therefore if \( G \) is distance-regular, the intersection numbers of the scheme can be simplified: there are constants \( a_i, b_{i-1}, \) and \( c_{i+1} \) such that

\[
A_1 A_i = b_{i-1} A_{i-1} + a_i A_i + c_{i+1} A_{i+1}.
\] (2.5.1)

If \( a \) and \( b \) are at distance \( i \), then \( b_i \) is the number of vertices \( c \) at distance 1 from \( a \) and \( i+1 \) from \( b \). Similarly \( c_i \) is the number at distance 1 from \( a \) and \( i-1 \) from \( b \). There is some redundancy here: the number of neighbours of \( a \) is \( a_i + b_i + c_i = k \), the valency of the graph. Also, \( c_0 = 1 \) and \( b_d = 0 \). The intersection numbers are often encapsulated in an intersection array:

\[
\{b_0, b_1, \ldots, b_{d-1}; c_1, c_2, \ldots, c_d\}.
\]
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When \( i = 2 \) in (2.5.1), we get
\[
c_2 A_2 = A_1^2 - a_1 A_1 - b_0 I,
\]
which is a quadratic polynomial in \( A_1 \). More generally, induction shows that \( A_i \) is a polynomial of degree \( i \). A configuration in which each \( A_i \) is a polynomial of degree \( i \) in \( A_1 \) is called \( P \)-polynomial.

2.5.1 Theorem. An association scheme is \( P \)-polynomial if and only if its Schur idempotents are the distance matrices of a distance-regular graph. \( \square \)

Dually, a configuration is \( Q \)-polynomial if each idempotent \( E_j \) is Schur polynomial of degree \( j \) in \( E_1 \). In other words, for some polynomial \( q \) of degree \( j \),
\[
(E_j)_{a,b} = q((E_1)_{a,b}).
\]

For more about association schemes and distance-regular graphs, see Brouwer, Cohen and Neumaier [15] or Godsil [35].

2.6 Example: distance-regular covers

Let \( G \) be a distance-regular graph with diameter \( d \). Then \( G \) is antipodal if any two vertices at distance \( d \) from a given \( x \) are also at distance \( d \) from each other. Equivalently, there is a partition \( \pi \) of the vertices such that \( x \) and \( y \) are in the same cell if and only if they are at maximum distance. The cells of \( \pi \) are called fibres.

Given a graph \( G \) with antipodal partition \( \pi \), the quotient graph \( G/\pi \) has the fibres of \( \pi \) as vertices, with \( \pi_i \) and \( \pi_j \) adjacent if there are vertices in \( \pi_i \) and \( \pi_j \) that are adjacent in \( G \). Assume \( d \geq 3 \); then from distance-regularity it follows that all the fibres have the same size, and if two fibres are adjacent in \( G/\pi \), then there is a matching between them in \( G \). If every fibre has size \( n \), we call \( G \) an \( n \)-fold cover of \( G/\pi \).

2.6.1 Theorem. Let \( G \) be antipodal and distance-regular with intersection array
\[
\{b_0, \ldots, b_{d-1}; c_1, \ldots, c_d\}.
\]
Then \( G/\pi \) has diameter \( m = \lfloor d/2 \rfloor \). If \( d = 2m \), and \( G/\pi \) is an \( n \)-fold cover, then \( G/\pi \) has intersection array
\[
\{b_0, \ldots, b_{m-1}; c_1, \ldots, nc_m\}.
\]
If \( d = 2m + 1 \), then \( G/\pi \) has intersection array
\[
\{b_0, \ldots, b_{m-1}; c_1, \ldots, c_m\}. \quad \square
\]

For a full proof, consult Brouwer et al. [15] or Gardiner [31]. We prove a more specific case.
2.6.2 Theorem. If $G$ is an antipodal distance-regular cover of the complete bipartite graph $K_{k,k}$, then the intersection array of $G$ is

$$\{k, k - 1, k - \lambda, 1; 1, \lambda, k - 1, k\}, \quad (2.6.1)$$

where $\lambda$ divides $k$.

Proof. Suppose $G$ is a distance-regular $n$-fold antipodal cover of $K_{k,k}$. For any quotient graph, the natural mapping from $G$ to $G/\pi$ is a homomorphism; therefore since $K_{k,k}$ is bipartite, so is $G$.

Now fix a vertex $x$, and suppose $G$ has diameter at least 6. Then there are vertices at distance 3 from every vertex in the cell of $x$, and so the quotient graph has diameter 3. But $K_{k,k}$ has diameter 2, so by contradiction, $G$ has diameter at most 5. Now suppose $G$ has distance 5. Let $y$ and $z$ be adjacent vertices at distance 2 and 3 from $x$ respectively. Then the fibres of $y$ and $z$ are adjacent and both at distance 2 from the fibre of $x$, giving an odd cycle in the quotient graph. By contradiction, $G$ must have diameter 4.

We can now build up the intersection array $\{b_0, b_1, b_2, b_3; c_1, c_2, c_3, c_4\}$. A distance-regular graph is bipartite if and only if $a_i = 0$ for all $i$, and since $a_i + b_i + c_i = k$, we know that $c_i = k - b_i$. Clearly $b_0 = k$, the valency of the graph, and since $c_1 = 1$, we know $b_1 = k - 1$. Similarly, antipodality implies that $b_3 = 1$ and therefore $c_3 = k - 1$. Letting $c_2 = \lambda$, we get $b_2 = k - \lambda$, and so the intersection array has the form of (2.6.1).

To see that $\lambda$ divides $k$, use the intersection array to count the number of vertices at each distance from $x$. The number at distance 4 is $(k - \lambda)/\lambda$, which must be an integer.

It can be shown that if $G$ is an antipodal distance-regular cover, then every eigenvalue of $G/\pi$ is an eigenvalue of $G$ with the same multiplicity. Thus if $G$ is an $n$-fold cover of $K_{k,k}$, then 0 and $\pm k$ are eigenvalues. However we can obtain all eigenvalues of a distance-regular graph from its intersection array: for an $n$-fold cover of $K_{k,k}$ they are 0, $\pm k$ and $\pm \sqrt{k}$, with multiplicities $2(k - 1)$, 1, and $k(n - 1)$ respectively.
Chapter 3

Bounds

The goal of this chapter is to find upper bounds on the size of $s$-distance sets. Most significantly, in $\mathbb{C}^d$ there can be at most $d^2$ equiangular lines and at most $d + 1$ mutually unbiased bases. When equality holds, the lines can be characterized in terms of $t$-designs.

Most of the bounds in this chapter were first discovered by Delsarte, Goethals, and Seidel [27] in 1974. Their approach relied heavily on the “addition formula” for harmonic polynomials due to Koornwinder [53]; instead, we use zonal polynomials to obtain the same results, as well as some new ones.

Zonal polynomials can be described in the context of both polynomial spaces and Delsarte spaces. Polynomial spaces were introduced by Godsil [34] as a common framework for deriving results about block designs (due to Ray-Chaudhuri and Wilson [63]) and real spherical designs (due to Delsarte, Goethals, and Seidel [28]). Delsarte spaces were formalized by Neumaier [59] based on the work in Delsarte’s thesis [27], which covers block designs as well as bounds on error-correcting codes.

Both polynomial spaces and Delsarte spaces provide a general framework; we provide the details on how they apply to complex lines. To do this, we rely on a treatment of harmonic polynomials due to Vilenkin and Šapiro [69]. As a result of this chapter, we obtain all of the results of Delsarte, Goethals, and Seidel without any difficult complex analysis; linear algebra is the major tool involved. The existence of certain weighted adjacency algebras (also found by Delsarte et al.) falls out of the analysis.

We also get some new results about complex $t$-designs, which are a generalization of block designs to complex vector spaces. Neumaier characterized maximal $s$-distance sets as minimal $t$-designs in any Delsarte space. Our main result is a characterization of the same form but using a slightly different bound, one which is more appropriate when 0 is one of the angles.
3. BOUNDS

3.1 Harmonic polynomials

Informally, a function \( f \) is harmonic if it satisfies the Laplacian equation \( \Delta f = 0 \). In this section, we consider harmonic polynomials \( f(z) : \mathbb{C}^d \to \mathbb{C} \) which are homogeneous in both \( z \) and \( \overline{z} \).

Let \( \text{Hom}(k, l) \) denote the polynomials \( f : \mathbb{C}^d \to \mathbb{C} \) of the form

\[
f(z) = f(z_1, \ldots, z_d; \overline{z}_1, \ldots, \overline{z}_d),
\]

where \( f \) is homogeneous of degree \( k \) in \( \{ z_i \} \) and homogeneous of degree \( l \) in \( \{ \overline{z}_i \} \). In this context, the Laplacian is

\[
\Delta := \frac{\partial^2}{\partial z_1 \partial \overline{z}_1} + \ldots + \frac{\partial^2}{\partial z_d \partial \overline{z}_d}.
\]

For the purposes of partial differentiation, the variables \( z_i \) and \( \overline{z}_i \) are considered independent. The Laplacian operator commutes with unitary transformations: if \( U \) is a unitary mapping on \( \mathbb{C}^d \), then for any \( f : \mathbb{C}^d \to \mathbb{C} \),

\[
\Delta(f \circ U) = (\Delta f) \circ U.
\]

Let \( \nabla \) denote the gradient with respect to \( z_1, \ldots, z_d \), namely

\[
\nabla f := \left( \frac{\partial f}{\partial z_1}, \ldots, \frac{\partial f}{\partial z_d} \right)^T,
\]

and \( \overline{\nabla} \) the gradient with respect to \( \overline{z}_1, \ldots, \overline{z}_d \). Then the following product rule for the Laplacian is easy to verify.

3.1.1 Lemma (Product Rule).

\[
\Delta(fg) = f\Delta g + g\Delta f + \nabla f \cdot \nabla g + \overline{\nabla} g \cdot \nabla f.
\]

Define the harmonic polynomials \( \text{Harm}(k, l) \) as the kernel of \( \Delta \) in \( \text{Hom}(k, l) \). Note that \( \text{Harm}(k, l) \) is a complex vector space. Let

\[
Z := z_1 \overline{z}_1 + \ldots, z_d \overline{z}_d,
\]

and let \( [A, B] \) be the commutator

\[
[A, B] := AB - BA.
\]

3.1.2 Lemma. If \( f \) is in \( \text{Hom}(k, l) \), then

\[
[\Delta, Z]f = (d + k + l)f.
\]

If \( f \) is also harmonic, then

\[
\Delta^r Z^r f = \frac{(d + k + l + r - 1)!r!}{(d + k + l - 1)!} f.
\]
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Proof. Note that $\Delta Z = d$. Then,

$$[\Delta, Z]f = \Delta Z f - Z \Delta f$$
$$= (Z \Delta f + f \Delta Z + \nabla f \cdot \nabla Z + \nabla f \cdot \nabla Z) - Z \Delta f$$
$$= (d + k + l) f.$$

A little work shows that $\Delta Z^r = r(d + r - 1)Z^{r-1}$. Then when $f$ is harmonic,

$$\Delta^r Z^r f = \Delta^{r-1}(\Delta Z^r f)$$
$$= \Delta^{r-1}(f \Delta Z^r + Z^r \Delta f + \nabla f \cdot \nabla Z^r + \nabla f \cdot \nabla Z^r)$$
$$= \Delta^{r-1}(f \Delta Z^r + r(k + l)Z^{r-1} f)$$
$$= r(d + r + k + l - 1)\Delta^{r-1}Z^{r-1} f.$$

The result follows by induction.

3.1.3 Corollary. If $f \neq 0$, then $Z f$ is not harmonic.

Proof. From Lemma 3.1.2 it is clear that if $f$ is harmonic then $Z f$ is not. Otherwise, let $q$ be the minimum such that $\Delta^q f = 0$. Taking $\Delta^{q-1}$ of the first equation in Lemma 3.1.2, it is a straightforward induction on $q$ to show that

$$\Delta^q Z f = c \Delta^{q-1} f,$$

for some $c \neq 0$. This implies that $Z f$ is not harmonic, since $\Delta^{q-1} f$ is nonzero.

The following theorem is due to Vilenkin and Šapiro [69].

3.1.4 Theorem.

$$\text{Hom}(k, l) = \text{Harm}(k, l) \oplus Z \text{Hom}(k - 1, l - 1).$$

Proof. The proof is by induction on the smallest value of $q$ such that $\Delta^q f = 0$, for $f \in \text{Hom}(k, l)$. Assume the decomposition holds for $f$ when $\Delta^q f = 0$, and consider $f$ such that $\Delta^{q+1} f = 0$. Then $\Delta^q f$ is harmonic, so by the previous lemma,

$$\Delta^q Z^q (\Delta^q f) = c \Delta^q f,$$

where $c$ is the constant $(d + k + l - q - 1)!q!/(d + k + l - 2q - 1)!$. Rearranging,

$$\Delta^q [c - Z^q \Delta^q] f = 0.$$

Since $(c - Z^q \Delta^q) f$ satisfies the induction hypothesis, there is some $g \in \text{Harm}(k, l)$ and $h \in \text{Hom}(k - 1, l - 1)$ such that

$$(c - Z^q \Delta^q) f = g + Zh.$$

Again rearranging,

$$cf = g + Z(h + Z^{q-1} \Delta^q f).$$
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We conclude that $c_f$, and therefore $f$, can be decomposed appropriately.

Next, we show the decomposition is unique. Suppose not; then subtracting two distinct decompositions, we see that $0 = g + Zh$ for some $g \in \text{Harm}(k,l)$ and $h \in \text{Hom}(k-1,l-1)$. Now applying the decomposition to $h$ and repeating, we get

$$0 = g_0 + Zg_1 + \ldots + Z^s g_s,$$

where each $g_i$ is harmonic and without loss of generality $g_s \neq 0$. Take $\Delta^s$ of both sides. Since $\Delta^s Z^s g_i$ is a nonzero multiple of $g_i$, say $c_i g_i$, we get

$$0 = \Delta^s g_0 + \Delta^s Z g_1 + \ldots + \Delta^s Z^s g_s.$$

But $\Delta^s g_i = 0$ for each $i$, so we conclude that $c_s g_s = 0$. By contradiction, the decomposition must be unique.

\[3.1.5\] Corollary. Let $f \in \text{Hom}(k,l)$, with $q = \min\{k,l\}$. Then

$$f = f_0 + Z f_1 + \ldots + Z^q f_q,$$

where $f_i$ is in $\text{Harm}(k-i,l-i)$.

From the proof of Theorem 3.1.4, we get a formula for the orthogonal projection from $\text{Hom}(k,l)$ onto its subspace $\text{Harm}(k,l)$.

\[3.1.6\] Corollary. Let $P$ denote the projection $\text{Hom}(k,l) \to \text{Harm}(k,l)$, and let $m = \min\{k,l\}$. Then

$$P = \left(1 - \frac{(d + k + l - 2 - 1)!}{(d + k + l - 1 - 1)!} Z \Delta \right) \ldots \left(1 - \frac{(d + k + l - 2m - 1)!}{(d + k + l - m - 1)!} Z^m \Delta^m \right).$$

Proof. Consider $f \in \text{Hom}(k,l)$ such that $\Delta^q f \neq 0$ but $\Delta^{q+1} f = 0$, and let $P_q$ denote the projection for this $f$. As noted in the theorem, $\Delta^q [c_q - Z^q \Delta^q] f = 0$, where

$$c_q = \frac{(d + k + l - q - 1)!}{(d + k + l - 2q - 1)!}.$$

Now let

$$\left(1 - \frac{Z^q \Delta^q}{c_q}\right) f = g + Zh$$

with $g$ harmonic, so $P_{q-1}$ maps $(1 - Z^q \Delta^q/c_q)f$ to $g$. But then

$$f = g + Z \left(h + \frac{Z^{q-1} \Delta^q f}{c_q}\right),$$

so $P_q$ maps $f$ to $g$ also. Thus

$$P_q = P_{q-1} \left(1 - \frac{Z^q \Delta^q}{c_q}\right).$$

Note that if $\Delta^q f = 0$, then $P_{q+1} f = P_q f$. Therefore when $q = m = \min\{k,l\}$, $P_q$ applies to all of $\text{Hom}(k,l)$ and so $P = P_m$. With the initial condition $P_0 = 1$, we get the formula above. \[\square\]
Vilenkin and Šapiro reformulated this projection as
\[
P = \min\{k,l\} \sum_{r=0}^{\min\{k,l\}} (-1)^r \frac{(d+k+l-r-2)!(d+k+l-2)!}{r!(d+k+l-r-2)!} Z^r \Delta^r.
\]
We can also use Theorem 3.1.4 to find the dimension of Harm(k,l). Since
the number of monomials of degree k in d variables is \((d+k-1)_d\), the dimension
of Hom(k,l) is
\[
\dim(Hom(k,l)) = \binom{d+k-1}{d-1} \binom{d+l-1}{d-1}.
\]
Then using the decomposition in Theorem 3.1.4,
\[
\dim(Harm(k,l)) = \binom{d+k-1}{d-1} \binom{d+l-1}{d-1} - \binom{d+k-2}{d-1} \binom{d+l-2}{d-1}.
\]

3.1.1 Inner product

Define an inner product on complex functions as follows:
\[
\langle f, g \rangle := \int_{\Omega} f(z)g(z) \, d\omega(z).
\]
Here \(\Omega\) is the unit sphere in \(\mathbb{C}^d\), and \(\omega\) is the unique measure on \(\Omega\) which is
invariant under unitary transformations and normalized so that
\[
\int_{\Omega} d\omega(z) = 1.
\]
This means that in addition to the usual properties of a complex inner product,
for any unitary \(U\) on \(\mathbb{C}^d\) we have
\[
\langle f, g \rangle = \langle f \circ U, g \circ U \rangle.
\]
In fact, this inner product is consistent with our previous direct sum of Hom(k,l)
in Theorem 3.1.4: the components of the direct sum are orthogonal.

3.1.7 Theorem. Let \(f\) be in Harm(k,l) and let \(g\) be in Hom(k-i,l-i) for
some \(i > 0\). Then
\[
\langle f, g \rangle = 0.
\]

See Rudin [65 Chapter 12] for a proof, or see Axler, Bourdon, and Ramey [6,
Proposition 5.9] for the analogous result on the real sphere, which is standard
in harmonic analysis. In particular, if \(f\) is in Harm(k,k), then
\[
\int_{\Omega} f(z) \, d\omega(z) = \langle 1, f \rangle = 0.
\]
We now examine integration over the unit sphere in more detail. Consider a function of the form
\[ f(z) = z_1 g(z_2, \ldots, z_d; \overline{z}_2, \ldots, \overline{z}_d). \]
For every point \( a = (a_1, a_2, \ldots, a_d) \) on the unit sphere, there is a point \( a' = (-a_1, a_2, \ldots, a_d) \) such that \( f(a') = -f(a) \). By symmetry about zero, we conclude that \( \langle 1, f \rangle = 0 \). More generally, only monomials in \( Z_i := z_i \overline{z}_i \) can have nonzero inner product with 1. In that case, integration is given by the following theorem. For a proof see Rudin [65], who attributes it to Bungart [16].

3.1.8 Theorem. If \( f(z) = Z_1^{a_1} \cdots Z_d^{a_d} \), then
\[ \int_{\Omega} f(z) \, d\omega(z) = \frac{(d-1)!a_1! \cdots a_d!}{(d-1+a_1+\ldots+a_d)!}. \]

3.1.9 Corollary. For any \( f \in \text{Hom}(t,t) \),
\[ \int_{\Omega} f(z) \, d\omega(z) = \frac{(d-1)!}{t!(d-1+t)!} \Delta^t f. \]

Proof. It is not difficult to verify that if \( f \) is a monomial in \( Z_i \), say \( Z_1^{a_1} \cdots Z_d^{a_d} \), then
\[ \Delta^t f = t!a_1! \cdots a_d! \]
and if \( f \) is a monomial in \( \text{Hom}(t,t) \) but not a monomial in \( Z_i \) then \( \Delta^t f \) is zero. \( \square \)

3.2 Zonal polynomials

A zonal function on a set \( \Omega \) is a function \( Z_a \), for \( a \in \Omega \), such that the value of \( Z_a(z) \) depends only on the distance between \( a \) and \( z \) (the “zone” of \( z \) with respect to \( a \)). In this section we consider zonal polynomials on the unit sphere in \( \mathbb{C}^d \). Here, the distance between two points \( a \) and \( b \) on \( \Omega \) is defined to be \( |a^*b| \).

If \( f: \mathbb{C} \rightarrow \mathbb{C} \) is any univariate polynomial, then \( f_a(z) := f(|a^*z|^2) \) is a function on \( z \in \Omega \) which depends only on \( |a^*z| \). Since \( |a^*z|^2 = (a^*z)(z^*a) \) is a polynomial in \( z \) and \( \overline{z} \), so is \( f_a \). If \( f \) is not homogeneous, then terms in \( f_a \) can be padded with powers of \( Z = \sum z_i \overline{z}_i \), which do not affect the value of the function on \( \Omega \). Thus \( f_a \) defines a polynomial in \( \text{Hom}(r,r) \), where \( r \) is the degree of \( f \). Such functions are called the zonal polynomials of \( \Omega \). The zonal polynomials of degree at most \( r \) are denoted \( Z(\Omega, r) \).

We give one important example of zonal polynomials. For \( a \in \Omega \), define \( Z_a \in \text{Harm}(k,l) \) such that for every \( p(x) \in \text{Harm}(k,l) \),
\[ \langle Z_a, p \rangle = p(a). \]
Since Harm\((k,l)\) is a finite-dimensional inner-product space, \(Z_a\) exists and is unique. Note that for any \(a\) and \(b\) in \(\Omega\),
\[
Z_a(b) = \langle Z_b, Z_a \rangle = \overline{\langle Z_a, Z_b \rangle} = Z_b(a).
\]

### 3.2.1 Lemma

In Harm\((k,k)\),
\[
Z_a(b) = Z_b(a).
\]

**Proof.** It suffices to show that \(Z_a\) is real-valued. Let \(p = \text{Im } Z_a\), the imaginary part of \(Z_a\), which is a real-valued homogeneous polynomial. Then
\[
0 = \text{Im } p(a) = \langle \text{Im } Z_a, p \rangle = \langle \text{Im } Z_a, \text{Im } Z_a \rangle.
\]
For any inner product, \(\langle f, f \rangle \geq 0\), with equality only if \(f = 0\). Thus \(\text{Im } Z_a = 0\), and \(Z_a\) is real.

Note that the set \(\{Z_a : a \in \Omega\}\) spans Harm\((k,l)\). For, suppose that \(v\) is in \(\text{span}\{Z_a\}^\perp\), the subspace of polynomials orthogonal to the span of all \(Z_a\). Then
\[
v(a) = \langle Z_a, v \rangle = 0,
\]
from which it follows that \(v = 0\) and \(\text{span}\{Z_a\} = \text{Harm}(k,l)\). Since \(Z_a\) is defined by the inner product, it is also unitarily invariant:
\[
Z_a(z) = Z_{Ua}(Uz).
\]
Furthermore, the unitary mappings preserve distance, and using unitary matrices any pair of points can be mapped to any other pair with the same distance between them. It follows that \(Z_a(z)\) depends only on \(|a^*z|^2\).

### 3.2.2 Corollary

\(Z_a\) in Harm\((k,k)\) is a zonal polynomial.

**Proof.** Using unitary mappings, it suffices to show the result for a single point \(a \in \Omega\), say \(a = e_d\), the \(d\)-th standard basis vector in \(\mathbb{C}^d\). Then on \(\Omega\), \(Z_a(z)\) depends only on \(|a^*z|^2 = z_d\overline{z}_d\). More generally (again using unitary rotations), if we consider \(Z_a\) as a polynomial on \(\mathbb{C}^d\), then \(Z_a\) depends only on \(z_d\overline{z}_d\) and \(Z = \sum z_i\overline{z}_i\). It follows that \(Z_a\) may be written as a polynomial in \(z_d\overline{z}_d\) and \(Z\). Setting \(Z = 1\) on \(\Omega\), we have a polynomial in \(z_d\overline{z}_d = |a^*z|^2\).

This zonal polynomial is called the zonal harmonic with pole \(a\).

### 3.2.1 Orthogonal zonal polynomials

By Corollary 3.2.2 any zonal harmonic \(Z_a \in \text{Harm}(k,k)\) may be written
\[
Z_a(z) = g_k(|a^*z|^2)
\]
for some univariate polynomial \(g_k\) of degree \(k\). At this point we change notation for the zonal harmonics, since they are defined by \(a\) and \(g\). Relabel \(Z_a\) as
\[
g_{k,a}(z) := g_k(|a^*z|^2).
\]
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Since \( g_{k,a} \) is in \( \text{Harm}(k,k) \), by Theorem 3.1.4 it is orthogonal to \( \text{Hom}(i,i) \) for \( i < k \). In particular, it is orthogonal to \( g_{k,b} \) for any \( b \in \Omega \). For this reason, \( g_{k,a} \) is called a zonal orthogonal polynomial with respect to \( a \).

The zonal orthogonal polynomials have many nice properties. For example, by definition,

\[
\langle g_{k,b}, g_{k,a} \rangle = g_{k,a}(b) = g_k(|a^*b|^2),
\]

Another example is the following. This result, known as the addition formula for \( \text{Harm}(k,k) \), was first proved by Koornwinder (see [52], [53]).

3.2.3 Theorem. Let \( S_1, \ldots, S_N \) be an orthonormal basis for \( \text{Harm}(k,k) \), and let \( a \) and \( b \) be in \( \Omega \). Then

\[
\sum_{i=1}^{N} S_i(a) S_i(b) = g_k(|a^*b|^2).
\]

Proof. Using Gram-Schmidt orthonormalization,

\[
g_{k,a} = \sum_{i=1}^{N} \langle S_i, g_{k,a} \rangle S_i.
\]

But recall that \( \langle g_{k,a}, S_i \rangle = S_i(a) \). Taking the conjugate,

\[
g_{k,a} = \sum_{i=1}^{N} \overline{S_i(a)} S_i,
\]

which implies

\[
\sum_{i=1}^{N} S_i(a) S_i(b) = g_{k,a}(b) = g_k(|a^*b|^2). \quad \blacksquare
\]

3.2.4 Corollary.

\( g_k(1) = \dim(\text{Harm}(k,k)) \).

Proof. Setting \( a = b \) in the addition formula,

\[
\sum_{i=1}^{N} S_i(a) S_i(a) = g_k(|a^*a|^2) = g_k(1).
\]

The previous line is independent of the choice of \( a \). Integrating over all of \( \Omega \),

\[
g_k(1) \int_{\Omega} d\omega = \sum_{i=1}^{N} \int_{\Omega} \overline{S_i(a)} S_i(a) \ d\omega(a)
\]

\[
= \sum_{i=1}^{N} \langle S_i, S_i \rangle
\]

\[
= N. \quad \blacksquare
\]
3.2. ZONAL POLYNOMIALS

Since \( g_{k,a} \) is harmonic, we can find an explicit formula for \( g_k \) using the projection from \( \text{Hom}(k,k) \) into \( \text{Harm}(k,k) \) given by Corollary 3.1.6. Let \( a = e_d \), and consider

\[
f_k(z) := |a^*z|^{2k} = (z_d a_d)^k.
\]

Clearly \( f_k \) is a zonal polynomial in \( \text{Hom}(k,k) \); the corresponding univariate polynomial is \( x^k \). Note that \( \Delta f_k = k^2 f_k - 1 \). Its projection onto \( \text{Harm}(k,k) \) is

\[
P(f_k) = \sum_{r=0}^{k} (-1)^r \frac{(d + 2k - r - 2)!}{(d + 2k - 2)!} Z^r \Delta^r f_k
\]

\[
= \sum_{r=0}^{k} (-1)^r \frac{(d + 2k - r - 2)!k!^2}{(d + 2k - 2)!r!(k - r)!^2} Z^r f_{k-r}.
\]

On \( \Omega \), we may take \( Z = 1 \). Then the univariate polynomial underlying \( P(f_k) \) is (abusing notation slightly):

\[
P(x^k) = \sum_{r=0}^{k} (-1)^r \frac{(d + 2k - r - 2)!k!^2}{(d + 2k - 2)!r!(k - r)!^2} x^{k-r}.
\]

Normalizing this polynomial so that the value at 1 is \( \dim(\text{Harm}(k,k)) \), we get

\[
g_k(x) = \frac{d + 2k - 1}{(d - 1)!} \sum_{r=0}^{k} (-1)^r \frac{(d + 2k - r - 2)!}{r!(k - r)!^2} x^{k-r}.
\]

Explicitly, the first few polynomials are

\[
g_0(x) = 1,
\]

\[
g_1(x) = (d + 1)(dx - 1),
\]

\[
g_2(x) = \frac{d(d + 3)}{4}((d + 1)(d + 2)x^2 - 4(d + 1)x + 2).
\]

We will refer to these polynomials as the Jacobi polynomials: up to a constant they are equivalent to a class of the usual Jacobi polynomials. In addition to defining orthogonal zonal polynomials, they are orthogonal in their own right. Fix \( a \in \Omega \), and define the following inner product on univariate polynomials:

\[
\langle f, g \rangle := \langle f_a, g_a \rangle
\]

where \( f_a \) is the zonal polynomial with respect to \( a \) induced by \( f \). Clearly, for the Jacobi polynomials with \( i \neq k \),

\[
\langle g_i, g_k \rangle = 0.
\]

A sequence of polynomials \( g_0, g_1, \ldots \) with \( g_i \) of degree \( i \) is called an orthogonal polynomial sequence if the polynomials are pairwise orthogonal with respect to an inner product satisfying

\[
\langle f, g \rangle = \langle 1, fg \rangle.
\]  \hfill (3.2.1)
3. BOUNDS

Our inner product is defined in terms of integration of zonal polynomials, and it satisfies condition (3.2.1) whenever \( f \) and \( g \) are real valued. Hence the Jacobi polynomials are an orthogonal polynomial sequence. The next lemma is a standard result.

3.2.5 Lemma. An orthogonal polynomial sequence satisfies the following three-term recursion: there are constants \( a_k, b_k \) and \( c_k \) such that

\[
a_k g_{k+1} = (x - b_k) g_k - c_k g_{k-1}.
\]

Proof. Since \( x g_k \) has degree \( k + 1 \), it is a linear combination of \( \{g_0, \ldots, g_{k+1}\} \).

Using Gram-Schmidt orthonormalization,

\[
x g_k = \sum_{i=0}^{k+1} \frac{\langle g_i, x g_k \rangle}{\langle g_i, g_i \rangle} g_i.
\]

But for \( i < k - 1 \), \( x g_i \) is a polynomial of degree less than \( k \), and so

\[
\langle g_i, x g_k \rangle = \langle x g_i, g_k \rangle = 0.
\]

Therefore, there are constants \( a_k, b_k, \) and \( c_k \) such that

\[
x g_k = a_k g_{k+1} + b_k g_k + c_k g_{k-1}.
\]

For the Jacobi polynomials, this three term recurrence was computed explicitly by Delsarte, Goethals, and Seidel [27]. Define

\[
\lambda_k = \frac{k}{d + 2k - 1}; \quad \mu_k = \frac{k + 1}{d + 2k}.
\]

Then

\[
g_{k+1} = \frac{x + (\lambda_k - 1) \mu_k + \lambda_k (\mu_{k-1} - 1)}{\lambda_{k+1} \mu_k} g_k - \frac{(\lambda_{k-1} - 1) (\mu_{k-1} - 1)}{\lambda_{k+1} \mu_k} g_{k-1}.
\]

The Jacobi polynomials which are so useful in \( \text{Harm}(k, k) \) can also be adapted for \( \text{Hom}(k, k) \). Define the Jacobi sum polynomial of degree \( k \) to be

\[
p_k(x) := \sum_{r=0}^{k} g_r(x).
\]

Since \( g_r \) has real coefficients, so does \( p_k \). Now consider \( p_{k,a} \), the zonal polynomial with pole \( a \) induced by \( p_k \). As with \( g_{k,a} \), we may pad with multiples of \( Z \) and therefore assume \( p_{k,a} \) is in \( \text{Hom}(k, k) \).

The harmonic decomposition of \( \text{Hom}(k, k) \) in Theorem 3.1.4 and the fact that \( g_r(1) = \dim(\text{Harm}(r, r)) \) imply that

\[
p_r(1) = \dim(\text{Hom}(r, r)).
\]
3.2. ZONAL POLYNOMIALS

3.2.6 Lemma. The Jacobi sum $p_{k,a}$ is the unique polynomial in $\text{Hom}(k,k)$ such that for every $f \in \text{Hom}(k,k)$,

$$\langle p_{k,a}, f \rangle = f(a).$$

Proof. By Corollary 3.1.5 and the fact that multiples of $\mathbb{Z}$ do not change the inner product, it suffices to show the result for $f \in \text{Harm}(i,i)$, where $i \leq k$. But $\text{Harm}(i,i)$ and $\text{Harm}(r,r)$ are orthogonal for $i \neq r$, so

$$\langle p_{k,a}, f \rangle = \langle g_{r,a}, f \rangle = f(a).$$

3.2.2 $\text{Harm}(k+1,k)$ zonals

All of the results in the previous section about zonal polynomials in $\text{Harm}(k,k)$ can be extended to $\text{Harm}(k+1,k)$. Define $h_{k,a}$ to be the unique polynomial in $\text{Harm}(k+1,k)$ such that

$$\langle h_{k,a}, p \rangle := p(a).$$

Then similarly to Corollary 3.2.2, we find that

$$h_{k,a}(z) = (a^*z)h_k(|a^*z|^2)$$

for univariate polynomials $h_k$. The addition formula for $\text{Harm}(k+1,k)$ is again due to Koornwinder. The proof is nearly identical to that of Theorem 3.2.3.

3.2.7 Theorem. Let $S_1, \ldots, S_N$ be an orthonormal basis for $\text{Harm}(k+1,k)$, and let $a$ and $b$ be in $\Omega$. Then

$$\sum_{i=1}^N S_i(a)S_i(b) = (a^*b)h_k(|a^*b|^2).$$

As in Corollary 3.2.4,

$$h_k(1) = \text{dim}(\text{Harm}(k+1,k)).$$

Projecting the polynomial

$$f_k(z) := (a^*z)|a^*z|^{2k} = z^{k+1}a^{k}$$

from $\text{Hom}(k+1,k)$ to $\text{Harm}(k+1,k)$ and normalizing, we get an explicit formula:

$$h_k(x) = \frac{d + 2k}{(d-1)!} \sum_{r=0}^{k} (-1)^r \frac{(d + 2k - r - 1)!}{r!(k - r + 1)!(k - r)!} x^{k-r}.$$

The first few polynomials are

$$h_0(x) = d,$$

$$h_1(x) = \frac{d(d+2)}{2}((d+1)x - 2),$$

$$h_2(x) = \frac{d(d+1)(d+4)}{12}((d+2)(d+3)x^2 - 6(d+2)x + 6).$$
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Finally, the three term recurrence for $h_k$ is

$$h_{k+1} = \frac{x + \lambda_{k+1} (\mu_k - 1) + (\lambda_k - 1) \mu_k}{\lambda_{k+1} \mu_{k+1}} h_k - \frac{(\lambda_k - 1)(\mu_{k-1} - 1)}{\lambda_{k+1} \mu_{k+1}} h_{k-1},$$

with $\lambda_k$ and $\mu_k$ defined as in (3.2.2).

The Jacobi sum polynomial for $\text{Hom}(k+1, k)$ is

$$q_k(x) := \sum_{r=0}^{k} h_r(x).$$

From the harmonic decomposition of $\text{Hom}(k+1, k)$, we get

$$q_k(1) = \dim(\text{Hom}(k+1, k)),$$

and for every $f \in \text{Hom}(k+1, k)$,

$$\langle q_k, f \rangle = f(a).$$

3.3 $s$-distance sets

We are interested in sets of complex lines with restrictions on the angles between them. Let $X$ be a subset of $\Omega$, the unit sphere in $\mathbb{C}^d$. The degree set of $X$ is the set

$$A = \{ \alpha : |x^* y|^2 = \alpha, x \neq y \in X \}.$$

Then $X$ an $s$-distance set if $|A| = s$. We always assume a projective line occurs at most once in $X$, so that $1 \notin A$. If $X$ is the set of lines from mutually unbiased bases, then $A = \{0, \alpha\}$. If $X$ is a set of equiangular lines, then $|A| = 1$.

The following result, due to Delsarte, Goethals and Seidel [27], is called the absolute bound. The proof is adapted from Godsil [35, Theorem 14.4.1].

3.3.1 Theorem. Let $X$ be an $s$-distance set. Then

$$|X| \leq \dim(\text{Hom}(s, s)).$$

If $0$ is in the degree set of $X$, then

$$|X| \leq \dim(\text{Hom}(s, s - 1)).$$

Proof. Let $A$ be the degree set of $X$, with $1 \notin A$. The annihilator of $A$ is

$$f(x) = \prod_{\alpha \in A} (x - \alpha).$$

Now for each $v \in X$, consider the zonal polynomial with pole $v$ induced by $f$:

$$f_v(z) := f(|v^* z|^2).$$
3.4. \textit{t}-DESIGNS

In general, \( f_v \) is not homogeneous; however, by padding terms with \( Z = \sum z_i \bar{z}_i \), we may take \( f_v \) in \( \text{Hom}(s,s) \). For any \( u \neq v \) in \( X \), note that \( f_u(v) = 0 \), while \( f_v(v) \neq 0 \). This implies that \( \{ f_v : v \in X \} \) is a linearly independent set. Since the polynomials are independent, they must number fewer than the dimension of the space in which they reside.

When one of the angles is 0, consider the polynomials \( f_v(z) = (v^* z)f(|v^* z|^2) \), where \( f \) is the annihilator of \( A - \{0\} \). These polynomials reside in \( \text{Hom}(s,s-1) \), and the proof is similar.

If equality holds, then the set \( \{ f_v : v \in X \} \) spans \( \text{Hom}(s,s) \) (or \( \text{Hom}(s,s-1) \) in the case of \( 0 \in A \)).

\textbf{3.3.2 Corollary.} Let \( X \) be a set of equiangular lines in \( \mathbb{C}^d \). Then

\[ |X| \leq d^2. \]

\[ \square \]

\subsection{3.4 \textit{t}-designs}

Let \( X \) be a finite subset of \( \Omega \), and let \( f \in \text{Hom}(k,l) \) and \( g \in \text{Hom}(m,n) \) be polynomials. Then \( \langle f,g \rangle_X \) denotes the average of \( fg \) over \( X \):

\[ \langle f,g \rangle_X := \frac{1}{|X|} \sum_{z \in X} f(z)g(z). \]

We call \( X \) a \textit{t-design} if for every \( f \) in \( \text{Hom}(t,t) \),

\[ \langle 1,f \rangle_X = \langle 1,f \rangle. \]

That is, the average of \( f \) over \( X \) is the same as the average of \( f \) over all of \( \Omega \).

\textbf{3.4.1 Lemma.} A subset \( X \) is a \textit{t-design} if and only if for every \( f \in \text{Harm}(k,k) \) with \( 1 \leq k \leq t \),

\[ \sum_{z \in X} f(z) = 0. \]

\textit{Proof.} Recall that if \( f \) is in \( \text{Harm}(k,k) \), then \( \langle 1,f \rangle = 0 \). Thus if \( X \) is a \textit{t-design}, \( \langle 1,f \rangle_X = 0 \). Conversely, if \( \langle 1,f \rangle_X = 0 = \langle 1,f \rangle \) for every harmonic \( f \), the polynomial decomposition in Corollary \ref{3.1.5} implies that \( \langle 1,f \rangle_X = \langle 1,f \rangle \) for every \( f \) in \( \text{Hom}(t,t) \). \( \square \)

Note that if \( f \) is in \( \text{Hom}(t-1,t-1) \), then \( Zf \) is in \( \text{Hom}(t,t) \) and takes the same values as \( f \) on \( \Omega \). It follows that if \( X \) is a \textit{t-design}, it is also a \((t-1)\)-design.

A design has \textit{strength} \( t \) if \( t \) is the largest value such that it is a \textit{t-design}.

\textbf{3.4.2 Theorem.} If \( X \) is a \textit{t-design}, then

\[ |X| \geq \dim(\text{Hom}(\lceil t/2 \rceil, \lfloor t/2 \rfloor)). \]
3. BOUNDS

Proof. Let $S_1, \ldots, S_N$ be an orthogonal basis for $\text{Hom}([t/2], [t/2])$. Then $S_i S_j$ is in $\text{Hom}(t,t)$. Since $X$ is a $t$-design,

$$\langle S_i, S_j \rangle = \langle 1, S_i S_j \rangle_X = \langle S_i, S_j \rangle_X.$$

So the polynomials $S_i : X \to \mathbb{C}$ are orthogonal, and therefore independent, as functions on $X$. The space of functions on $X$ has dimension $|X|$.

If equality holds, then the basis for $\text{Hom}([t/2], [t/2])$ is also a basis for the functions on $X$. Bannai and Hoggar [8] have shown that equality can only hold for $t < 6$.

Another lower bound on the size of a $t$-design is the following, known as the linear programming bound (see [35, Theorem 14.5.3]).

**3.4.3 Lemma.** Let $X$ be a $t$-design, and let $p \in \text{Hom}(t,t)$ be real and non-negative on $X$. Then for any $a \in X$,

$$|X| \geq \frac{p(a)}{\langle 1, p \rangle}.$$

Proof. Since $p$ is nonnegative on $X$,

$$p(a) \leq \sum_{z \in X} p(z) = |X| \langle 1, p \rangle_X.$$

But $X$ is a $t$-design, so $\langle 1, p \rangle_X = \langle 1, p \rangle$, and the result follows.

If equality holds, then $p(z) = 0$ for every $z$ in $X$ except $a$.

3.5 Relative bounds

In this section we establish tighter upper bounds for $s$-distance sets and $t$-designs. In the following, $g_r$ is the Jacobi polynomial of degree $r$.

**3.5.1 Lemma.** For any finite subset $X$ of $\Omega$,

$$\sum_{a,b \in X} g_r(|a|^2 b^2) \geq 0.$$

Proof.

$$\sum_{a,b \in X} g_r(|a|^2 b^2) = \sum_{a,b \in X} \langle g_r, g_r \rangle = \left\langle \sum_{a \in X} g_r, \sum_{a \in X} g_r \right\rangle \geq 0.$$
Note that equality holds in Lemma 3.5.1 if and only if \( \sum_{a \in X} g_{r,a} = 0 \), which occurs if and only if \( \langle 1, g_{r,a} \rangle_X = 0 \) for every \( a \in \Omega \).

The following result is called the relative bound for \( s \)-distance sets. It is due to Delsarte, Goethals and Seidel [27], although the proof is adapted from [35, Theorem 16.4.2]. Note that the Jacobi polynomials span \( \mathbb{R}[x] \), so any univariate polynomial may be written as a linear combination of them.

### 3.5.2 Theorem

Let \( X \subseteq \Omega \) have finite degree set \( A \), and let \( F(x) \in \mathbb{R}[x] \) be a polynomial such that

(a) \( F(\alpha_i) \leq 0 \) for each distance \( \alpha_i \in A \), and

(b) if \( F(x) = \sum_r c_r g_r(x) \), then \( c_r \geq 0 \) for all \( r \) and \( c_0 > 0 \).

Then

\[ |X| \leq \frac{F(1)}{c_0}. \]

**Proof.** Let \( F_a \) denote the zonal polynomial induced by \( F \) with pole \( a \), so that \( F_a(b) = F(|a^* b|^2) \leq 0 \) for \( b \neq a \). Summing over all \( b \in X \),

\[ |X| \langle 1, F_a \rangle_X \leq F_a(a) = F(1). \]

Again averaging over all \( a \in X \),

\[ F(1) \geq \sum_{a \in X} \langle 1, F_a \rangle_X \]
\[ = \sum_{a \in X} \sum_r c_r \langle 1, g_{r,a} \rangle_X \]
\[ = \sum_r c_r \sum_{a \in X} \langle 1, g_{r,a} \rangle_X . \]

By Lemma 3.5.1, the inner sum is non-negative for \( r > 0 \). If \( r = 0 \), then \( g_{0,a}(b) = 1 \) for all \( b \), and hence,

\[ F(1) \geq c_0 \sum_{a \in X} \langle 1, g_{0,a} \rangle_X \]
\[ = c_0 |X|. \]

Equality holds in Theorem 3.5.2 if and only if \( F(\alpha_i) = 0 \) for every \( \alpha_i \in A \), and for every \( r > 0 \), either \( c_r = 0 \) or \( \langle 1, g_{r,a} \rangle_X = 0 \) for every \( a \in \Omega \). Since \( \{g_{r,a} : a \in \Omega\} \) spans \( \text{Harm}(r,r) \), we have the following:

### 3.5.3 Corollary

If equality holds in Theorem 3.5.2 and \( c_r > 0 \) for every \( r \) less than \( s \), the degree of \( F \), then \( X \) is an \( s \)-design. Conversely, if \( X \) is an \( s \)-design and \( F(\alpha_i) = 0 \) for every \( \alpha_i \in A \), then equality holds in Theorem 3.5.2.

An \( s \)-distance set of size \( n \) in \( C^d \) which is also a \( t \)-design is sometimes called a \((d,n,s,t)\)-configuration.

The following bound is due to Wootters and Fields [72], while the equality condition is due to Klappenecker and Rötteler [50].
3. BOUNDS

3.5.4 Corollary. Let $X$ be the lines from a set of mutually unbiased bases in $\mathbb{C}^d$. Then

$$|X| \leq d(d + 1).$$

Equality holds if and only if $X$ is a 2-design.

Proof. It is not difficult to show that the angle between lines from different bases in $X$ must be $1/d$. Thus $A = \{0, 1/d\}$. Let $F(x)$ be the annihilator of $A$:

$$F(x) = x \left( x - \frac{1}{d} \right).$$

Expanding in terms of the Jacobi polynomials, we find that each $c_i > 0$, and in particular,

$$c_0 = \frac{d - 1}{d^2(d + 1)}.$$

Now note that $F(1) = 1 - 1/d$ and apply Theorem 3.5.2. For equality, apply Corollary 3.5.3.

The relative bound for equiangular lines is the following.

3.5.5 Corollary. Let $X$ be a set of equiangular lines in $\mathbb{C}^d$ with angle $\alpha < 1/d$. Then

$$|X| \leq \frac{d(1 - \alpha)}{1 - d\alpha}.$$

Equality holds if and only if $X$ is a 1-design.

Proof. Let $F$ be the annihilator of $A = \{\alpha\}$:

$$F(x) = x - \alpha = \frac{1}{d(d + 1)} g_1(x) + \left( \frac{1}{d} - \alpha \right) g_0(x).$$

Now apply Theorem 3.5.2. For equality, apply Corollary 3.5.3.

A particularly interesting case of equality in Theorem 3.5.2 is when $X$ is an $s$-distance set and $F$ is the Jacobi sum polynomial $p_s$. In this case, $F(1)/c_0$ is $\dim(\text{Hom}(s, s))$, and equality is obtained in the bound in Theorem 3.3.1.

3.5.6 Corollary. If $X$ is an $s$-distance set and

$$|X| = \dim(\text{Hom}(s, s)),$$

then $X$ is a $2s$-design.

Proof. Recall from Theorem 3.3.1 that if $|X| = \dim(\text{Hom}(s, s))$, then the zonal polynomials $\{f_a : a \in X\}$ induced by the annihilator $f$ of $A$ are a basis for $\text{Hom}(s, s)$. Now consider $p_{s,a}$ and $f_b$; by Lemma 3.2.6,

$$\langle p_{s,a}, f_b \rangle = f_b(a).$$
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This inner product is 0 when \( a \neq b \) and \( f(1) \neq 0 \) otherwise. This implies that \( \{p_s,a : a \in X\} \) is a second basis for \( \text{Hom}(s,s) \). It also implies that \( p_s,a \) is a constant multiple of \( f_a \); thus, \( p_s(a_i) = 0 \) (and the hypotheses of Theorem 3.5.2 are satisfied).

On the other hand, since \( f(\alpha_i) = p_s(\alpha_i) = 0 \) for every \( \alpha_i \), the average of \( p_s,a(z) f_b(z) \) over \( X \) is

\[
\langle p_s,a,f_b \rangle_X = \begin{cases} f(1), & a = b; \\ 0, & \text{otherwise}. \end{cases}
\]

We conclude that \( \langle p_s,a,f_b \rangle_X = \langle p_s,a,f_b \rangle \), for all \( a \) and \( b \). Since both of these sets are bases, we have \( \langle f,g \rangle_X = \langle f,g \rangle \) for every \( f \) and \( g \) in \( \text{Hom}(s,s) \). But since \( \langle f,g \rangle = \langle 1,fg \rangle \), this implies \( \langle 1,f \rangle_X = \langle 1,f \rangle \) for every \( f \) in \( \text{Hom}(2s,2s) \). □

The argument in Theorem 3.5.2 yields another bound (again due to Delsarte, Goethals, and Seidel) which is most useful when one of the angles of \( X \) is 0.

### 3.5.7 Theorem

Let \( X \subseteq \Omega \) have finite degree set \( A \), and let \( F(x) \in \mathbb{R}[x] \) be a polynomial such that

(a) \( \alpha_i F(\alpha_i) \leq 0 \) for each distance \( \alpha_i \in A \), and

(b) if \( F(x) = \sum_r c_r h_r(x) \), then \( c_r \geq 0 \) and \( c_0 > 0 \).

Then

\[ |X| \leq F(1)/c_0. \]

**Proof.** Similarly to Lemma 3.5.1 since

\[ |a^* b|^2 h_r(|a^* b|^2) = (a^* b) \langle h_{k,a}, h_{k,b} \rangle = \langle ah_{k,a}, bh_{k,b} \rangle, \]

we get

\[
\sum_{a,b \in X} |a^* b|^2 h_r(|a^* b|^2) \geq 0,
\]

with equality if and only if \( (1,ah_{r,a})_X = 0 \) for every \( a \in \Omega \). Since \( \alpha_i F(\alpha_i) \leq 0 \),

\[
|X|F(1) \geq \sum_{a,b \in X} |a^* b|^2 F(|a^* b|^2)
= \sum_r c_r \sum_{a,b \in X} |a^* b|^2 h_r(|a^* b|^2)
\geq c_0 \sum_{a,b \in X} |a^* b|^2 h_0(|a^* b|^2).
\]

Since \( xh_0(x) = g_1(x)/(d+1) + g_0(x) \), this reduces to

\[
|X|F(1) \geq c_0 \sum_{a,b \in X} \frac{g_1(|a^* b|^2)}{d+1} + g_0(|a^* b|^2)
= c_0 |X|^2.
\]

□
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Equality holds if and only if \( \alpha_i F(\alpha_i) = 0 \) for every \( \alpha_i \), and for every \( r > 0 \) and \( a \in \Omega \), either \( c_r = 0 \) or \( \langle 1, ah_{r,a} \rangle_X = 0 \). This latter condition implies \( \langle 1, f \rangle_X = 0 \) for every \( f \in \text{Harm}(r + 1, r) \). Applying this result when \( F \) is the annihilator of \( A - \{0\} = \{1/d\} \) gives another proof of Corollary 3.5.4 for mutually unbiased bases. Equality implies \( \langle 1, f \rangle_X = 0 \) for every \( f \in \text{Hom}(2, 1) \).

When \( X \) is an \( s \)-distance set with \( 0 \in A \) and \( F \) is the Jacobi sum polynomial \( q_{s-1} \), equality in Theorem 3.5.7 implies equality in the second half of Theorem 3.3.1 as well.

3.5.8 Corollary. If \( X \) is an \( s \)-distance set with \( 0 \in A \) and

\[ |X| = \dim(\text{Hom}(s, s - 1)), \]

then \( X \) is a \((2s - 1)\)-design. \( \Box \)

There is also a relative bound for \( t \)-designs. This result is due to Neumaier [59], although the analogous result over the reals was first given by Delsarte et al. [28].

3.5.9 Theorem. Let \( X \) be a \( t \)-design, and let \( F(x) \in \mathbb{R}[x] \) be a polynomial such that

(a) \( F(\alpha) \geq 0 \) for every \( \alpha \) in the degree set of \( X \), and \( F(1) > 0 \);

(b) if \( F(x) = \sum_r c_r g_r(x) \), then \( c_0 > 0 \) and \( c_r \leq 0 \) for \( r > t \).

Then

\[ |X| \geq F(1)/c_0. \]

Proof. As in the proof of Theorem 3.5.2 if \( F_a \) is the zonal polynomial induced by \( F \), then \( F_a(b) \geq 0 \), and

\[ |X| \langle 1, F_a \rangle_X \geq F(1). \]

Averaging over all \( a \in X \),

\[
F(1) \leq \sum_{a \in X} \langle 1, F_a \rangle_X \\
= \sum_r c_r \sum_{a \in X} \langle 1, g_{r,a} \rangle_X.
\]

Again the inner sum is non-negative. Consider the three cases for \( r \). When \( r > t \), \( c_r \) is non-positive by assumption. When \( 0 < r \leq t \), the inner sum is 0 because \( g_{r,a} \) is harmonic and \( X \) is a \( t \)-design. When \( r = 0 \), \( g_{0,a} = 1 \). It follows that

\[
F(1) \leq c_0 \sum_{a \in X} \langle 1, g_{0,a} \rangle_X + \sum_{r > t} c_r \sum_{a \in X} \langle 1, g_{r,a} \rangle_X \\
\leq c_0 |X|.
\]

\( \Box \)
Equality holds in Theorem 3.5.9 if and only if \( F(\alpha) = 0 \) for every \( \alpha \) in the degree set \( A \) of \( X \), and for every \( r > t \), either \( c_r = 0 \) or \( \sum_{a \in X} g_{r,a} = 0 \).

There is an analogous theorem working in \( \text{Hom}(k+1,k) \) that is most useful when 0 is in the degree set. The proof of the following is similar to that of Theorem 3.5.9 but this result is new.

3.5.10 Theorem. Let \( X \) be a \( t \)-design, and let \( F(x) \in \mathbb{R}[x] \) be a polynomial such that

(a) \( \alpha F(\alpha) \geq 0 \) for every \( \alpha \) in the degree set of \( X \), and \( F(1) > 0 \);

(b) if \( F(x) = \sum_r c_r h_r(x) \), then \( c_0 > 0 \) and \( c_r \leq 0 \) for \( r \geq t \).

Then

\[ |X| \geq F(1)/c_0. \]

Combining the theorems of this section gives useful information when \( X \) is both an \( s \)-distance set and a \( t \)-design. Theorem 3.5.2 together with Theorem 3.5.9 give the following.

3.5.11 Corollary. Let \( X \) be an \( s \)-distance set and a \( t \)-design with \( t \geq s \). If the annihilator \( F(x) = \sum_r c_r h_r(x) \) of the degree set of \( X \) satisfies \( c_r \geq 0 \) for each \( r \), then

\[ |X| = F(1)/c_0. \]

Similarly, from Theorems 3.5.7 and 3.5.10

3.5.12 Corollary. Let \( X \) be an \( s \)-distance set and a \( t \)-design with \( t \geq s \) and 0 in \( A \), the degree set of \( X \). If the annihilator \( F(x) = \sum_r c_r h_r(x) \) of \( A \) satisfies \( c_r \geq 0 \) for each \( r \), then

\[ |X| = F(1)/c_0. \]

As with Theorem 3.5.2, the case of equality in Theorem 3.5.9 when \( t = 2s \) and \( F = p_s = \sum_{r=0}^{s} g_r \) is of particular interest. Here \( F(1) = \dim(\text{Hom}(t/2,t/2)) \), the lower bound in Theorem 3.4.2. If equality holds, then any basis for \( \text{Hom}(s,s) \) spans the functions on \( |X| \). Now suppose \( X \) has a finite degree set \( A \), and let \( f \) be the annihilator of \( A \). Then with \( a \in X \), the zonal polynomial \( f_a \) (restricted to \( X \)) is in \( \text{Hom}(s,s) \). We conclude that \( f \) has degree at most \( s \) and therefore \( |A| \leq s \).

3.5.13 Corollary. If \( X \) is a \( 2s \)-design with finite degree set and

\[ |X| = \dim(\text{Hom}(s,s)), \]

then \( X \) is an \( s \)-distance set.

Combining Corollary 3.5.6 with Corollary 3.5.13 we get:

3.5.14 Corollary. Let \( X \) be a set of lines in \( \mathbb{C}^d \). Then any two of the following conditions imply the third:
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(a) $X$ is an $s$-distance set;
(b) $X$ is a $2s$-design;
(c) $|X| = \dim(\text{Hom}(s,s))$.

One example is when $X$ is a maximal set of equiangular lines. This corollary was observed by Renes et al. [64] and Zauner [74].

3.5.15 Corollary. Let $X$ be a set of lines in $\mathbb{C}^d$. Then any two of the following conditions imply the third:

(a) $X$ is a set of equiangular lines;
(b) $X$ is a $2$-design;
(c) $|X| = d^2$.

Finally, consider equality in the new relative bound, Theorem 3.5.10. Suppose $F = q_{s-1} = \sum_{r=0}^{s-1} h_r$, with $t = 2s - 1$, and equality holds. Then $F(1) = \dim(\text{Hom}(s,s-1))$, so equality holds in Theorem 3.4.2 and any basis for $\text{Hom}(s,s-1)$ spans the functions on $|X|$. Now assume $0$ is in the degree set $A$ of $X$, and let $f$ be the annihilator of $A - \{0\}$. Then for $a \in X$,

$$f_a(x) := (a^*x)f(|a^*x|^2)$$

is in $\text{Hom}(s,s-1)$. Therefore $f$ has degree at most $s - 1$, and so $|A| \leq s$.

3.5.16 Corollary. If $X$ is a $(2s-1)$-design with finite degree set $A$ containing $0$ and

$$|X| = \dim(\text{Hom}(s,s-1)),$$

then $X$ is an $s$-distance set.

The next result combines Corollary 3.5.16 with Corollary 3.5.8.

3.5.17 Corollary. Let $X$ be a set of lines in $\mathbb{C}^d$ with $0$ in the degree set of $X$. Then any two of the following conditions imply the third:

(a) $X$ is an $s$-distance set;
(b) $X$ is a $(2s-1)$-design;
(c) $|X| = \dim(\text{Hom}(s,s-1))$.

If $s = 1$ in Corollary 3.5.17, then $X$ is an orthonormal basis for $\mathbb{C}^d$. Thus any orthonormal basis is a 1-design. When $s = 2$, the degree set of $X$ is $\{0, 2/(d+2)\}$ and we have a 3-design. Three examples are known: a set of 6 lines in $\mathbb{C}^2$, which form three mutually unbiased bases; a set of 40 lines in $\mathbb{C}^4$, constructed from the Witting polytope (See Coxeter [22] Section 12.5); and a set of 126 lines in $\mathbb{C}^6$ due to Mitchell [58].
3.6 Algebras

Let $X \subseteq \Omega$ have degree set $A = \{\alpha_1, \ldots, \alpha_s\}$ and let $\alpha_0 = 1$. Then define a set of matrices $A = \{A_0, \ldots, A_s\}$ with rows and columns indexed by $X$ such that

$$(A_i)_{a,b} := \begin{cases} 1, & |a^*b|^2 = \alpha_i; \\ 0, & \text{otherwise}. \end{cases}$$

Note that the matrices are Schur idempotents with $A_0 = I$ and $\sum_i A_i = J$. In this section, we consider the conditions under which $A$ is an association scheme. The results are due to Delsarte, Goethals, and Seidel, although some of the proofs are new.

Define a second set of matrices $E_0, E_1, \ldots$ also indexed by $X$ as follows:

$$(E_r)_{a,b} := \frac{1}{|X|} g_r(|a^*b|^2).$$

Each $E_r$ is real, symmetric, and in the span of $A$:

$$E_r = \frac{1}{|X|} \sum_i g_r(\alpha_i) A_i.$$

3.6.1 Lemma. If $X$ is a $2e$-design, then $E_0, \ldots, E_e$ are orthogonal idempotents.

Proof. Consider the product of $E_i$ and $E_j$, for any $i, j \leq e$:

$$(E_iE_j)_{a,b} = \frac{1}{|X|} \sum_{z \in X} g_i(|a^*z|^2)g_j(|b^*z|^2)$$

$$= \langle 1, g_i a g_j b \rangle_X.$$

Since $i + j \leq 2e$ and $X$ is a $2e$-design, this term equals $\langle 1, g_i a g_j b \rangle$. But $g_i a$ and $g_j b$ are orthogonal for $i \neq j$, and otherwise their inner product is $g_i(|a^*b|^2)$. Thus,

$$E_iE_j = \begin{cases} E_i, & i = j; \\ 0, & \text{otherwise}. \end{cases}$$

The same argument shows that if $X$ is a $(2e+1)$-design, then $E_0, \ldots, E_{e+1}$ are linearly independent. Since these matrices are in span$(A)$, a space of dimension $s + 1$, we have:

3.6.2 Corollary. If $X$ is an $s$-distance set and a t-design, then $t \leq 2s$. 

If $X$ is an $s$-distance set and a $2s$-design, then $E_0, \ldots, E_s$ are linearly independent and therefore spanning in span$(A)$. Since $E_0, \ldots, E_s$ are closed under matrix multiplication, it follows that span$(A)$ is also closed under matrix multiplication, and we have an association scheme. In fact, we can relax these conditions slightly.
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3.6.3 Theorem. If $X$ is an $s$-distance set and a $2(s-1)$-design, then $\mathcal{A}$ is an association scheme.

Proof. Since $X$ is a $2(s-1)$-design, $E_0, \ldots, E_{s-1}$ are linearly independent. We claim that $I$ is independent of $E_0, \ldots, E_{s-1}$. For, suppose that $I$ is a linear combination of $E_r$, say

$$I = \sum_{r=0}^{s-1} c_r E_r.$$ 

Examining the $(a,b)$-entry of $I$, we see that for every $\alpha_i, i > 0$,

$$\sum_{r=0}^{s-1} c_r g_r(\alpha_i) = 0.$$ 

But this implies that $\sum_{r=0}^{s-1} c_r g_r$, a polynomial of degree at most $s - 1$, has $s$ distinct zeros. By contradiction, we conclude that $I, E_0, \ldots, E_{s-1}$ are linearly independent. These matrices therefore span $\mathcal{A}$, and since they are closed under multiplication, $\mathcal{A}$ an association scheme. $\square$

3.6.4 Corollary. If $X$ is any set of equiangular lines, or the lines from a set of $d+1$ mutually unbiased bases, then $\mathcal{A}$ is an association scheme. $\square$

If $X$ is a set of equiangular lines, then $\mathcal{A} = \{I, J - I\}$ is the association scheme of a complete graph. If $X$ is a set of mutually unbiased bases, then $\mathcal{A}$ is the association scheme of a complete multipartite graph.

When $t = 2s$, we claim that $E_0, \ldots, E_s$ are the idempotents of the scheme $\mathcal{A}$. To see that the idempotents sum to $I$, note that when $|a^*b|^2 = \alpha_i$, the $(a,b)$-entry of the sum is

$$\left(\sum_{r=0}^{s} E_r\right)_{a,b} = \frac{1}{|X|} \sum_{r=0}^{s} g_r(\alpha_i) = \frac{p_r(\alpha_i)}{|X|}.$$ 

Since $|X| = \text{dim}(\text{Hom}(s,s)) = p_r(1)$, the diagonal entries are 1. That the off-diagonal entries are 0 follows from the fact that $p(x)$ is a multiple of the annihilator of the degree set of $X$, as in the proof of Corollary 3.5.6.

In the following, let $p_{i,j}(0)$ denote the valency of $A_i$ (the sum of the entries of any row of $A_i$).

3.6.5 Lemma. If $X$ is an $(s+r)$-design, then

$$A_i E_r = \frac{p_{i,j}(0) g_r(\alpha_i)}{g_r(1)} E_r.$$ 

Proof. There is a unique polynomial of degree $s$ with a given $s+1$ fixed values. Let $f_i$ be the polynomial of degree $s$ such that $f_i(\alpha_j) = \delta_{ij}$ (the Kronecker
delta function on the degree set of $X$), and let $f_{i,a}$ be its zonal polynomial at pole $a$. Then
\[(A_i E_r)_{a,b} = \frac{1}{|X|} \sum_{|a^* b| = \alpha_i} g_r(|b^* c|^2) = \langle f_{i,a}, g_{r,b} \rangle_X.\]

When $X$ is an $(s+r)$-design, this equals $\langle f_{i,a}, g_{r,b} \rangle$. Now express $f_i$ in terms of the Jacobi polynomials, say
\[f_i(x) = \sum_{l=0}^{s} c_l g_l(x).\]

Recalling that $g_{r,a}$ is orthogonal to all zonal polynomials of lower degree, we then have
\[\langle f_{i,a}, g_{r,b} \rangle = \sum_{l=0}^{s} c_l \langle g_{l,a}, g_{r,b} \rangle = c_r g_r(|a^* b|^2).\]

To find $c_r$, consider the diagonal entries:
\[(A_i E_r)_{a,a} = \frac{1}{|X|} p_{ii}(0) g_r(\alpha_i) = c_r g_r(1).\]

Thus $c_r = p_{ii}(0) g_r(\alpha_i)/|X| g_r(1)$, and the result follows.

Recall from Chapter 2 that an association scheme is $Q$-polynomial if each idempotent $E_r$ is a Schur polynomial of degree $r$ in $E_1$. Since $g_r$ is a polynomial of degree $r$ in $g_1$, and the entries of $E_r$ are defined in terms of $g_r$ and $\alpha_i \in A$, it follows that the association scheme in Theorem 3.6.3 is $Q$-polynomial.

### 3.6.1 Gram-matrix algebras

There is a second weighted adjacency algebra associated with certain $s$-distance sets. When $X$ has degree set $A = \{\alpha_1, \ldots, \alpha_s\}$ (and $\alpha_0 = 1$), define matrices $A' = \{A'_0, \ldots, A'_s\}$ indexed by $X$ such that
\[(A'_i)_{a,b} := \begin{cases} a^* b, & |a^* b|^2 = \alpha_i; \\ 0, & \text{otherwise.} \end{cases}\]

Note that if $G$ is the Gram-matrix of $|X|$, then
\[A'_i = G \circ A_i.\]

If 0 is in the degree set of $X$, say $\alpha_s = 0$, then $A'_s = 0$. Thus span($A'$) is dimension $s$ when $0 \in A$ and dimension $s + 1$ otherwise. Note that $A'_i$ is now
Hermitian instead of symmetric. If $A_i' A_j'$ is also Hermitian, then $A_i'$ and $A_j'$ commute; thus when span($A'$) is an algebra, it is commutative. Define a second set of idempotents:

$$(E_r')_{a,b} = \frac{1}{|X|} (a^* b) h_r(|a^* b|^2).$$

Again $E_r'$ is now Hermitian. Each $E_r'$ is still in the span of $A'$. The proof of the following is almost identical to Lemma 3.6.1.

3.6.6 Lemma. If $X$ is a $(2e + 1)$-design, then $E_0', \ldots, E_e'$ are orthogonal idempotents.

Similarly, if $X$ is a $2e$-design, then $E_0', \ldots, E_e'$ are linearly independent.

If $X$ is both an $s$-distance set and a $(2s + 1)$-design, then the fact that $E_0', \ldots, E_s'$ are spanning and closed under multiplication shows that span($A'$) is an algebra. As with the association schemes, these hypotheses can be generalized.

3.6.7 Theorem. Let $X$ be an $s$-distance set. If $X$ is also a $(2s - 1)$-design, then span($A'$) is an algebra. Alternatively, if $X$ is a $(2s - 3)$-design and 0 is in the degree set of $X$, then span($A'$) is an algebra.

Proof. First consider the case when $X$ is a $(2s - 1)$-design and 0 is not in the degree set of $X$. The same argument as in the proof of Theorem 3.6.7 shows that $I, E_0', \ldots, E_{s-1}'$ are linearly independent, and since these matrices are spanning in span($A'$) and closed under multiplication, we have an algebra. Similarly, when $X$ is a $(2s - 3)$-design and 0 is in the degree set, then $I, E_0', \ldots, E_{s-2}'$ are linearly independent, spanning, and multiplicatively closed.

3.6.8 Corollary. Let $X$ be the lines from any set of mutually unbiased bases, or a set of
d

$$|X| = \frac{d(1 - \alpha)}{1 - \alpha d}$$
equiangular lines with angle $\alpha$ in $\mathbb{C}^d$. Also let $A_1'$ be the Gram matrix of $X$. Then the span of $A' = \{I, A_1'\}$ is an algebra.

Proof. Any orthonormal basis is a 1-design, and the disjoint union of 1-designs is also a 1-design. Therefore the lines from any set of mutually unbiased bases form a 1-design. If $X$ is the set of equiangular lines, then equality holds in Corollary 3.5.5 and again we have a 1-design. In either case, Theorem 3.6.7 applies.

As with the previous association schemes, the orthogonal idempotents $E_r'$ are the projections onto the eigenspaces of $A_i'$.

3.6.9 Lemma. Let $X$ be an $s$-distance set. If $X$ is a $(s + r + 1)$-design, or if $X$ is an $(s + r)$-design and 0 is in the degree set of $X$, then

$$A_i'E_r' = \frac{p_{\alpha_i}(0) \alpha_i h_r(\alpha_i)}{h_r(1)} E_r'.$$
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Proof. Let $f_i$ be the unique polynomial of degree $s$ such that $f_i(\alpha_j) := \delta_{ij}$. If 0 is in the degree set of $X$, then we may ignore the value of $f_i$ at 0 and assume $f_i$ has degree $s - 1$. Then let $f_{i,a}$ be the zonal polynomial of $f_i$ at pole $a$ in $\text{Harm}(s + 1, s)$. That is,

$$f_{i,a}(z) = \begin{cases} (a^* z), & |a^* z|^2 = \alpha_i; \\ 0, & \text{otherwise}. \end{cases}$$

Then

$$(A'_i E'_r)_{a,b} = \langle h_{r,b}, f_{i,a} \rangle_X,$$

and the proof now follows that of Lemma 3.6.5.

3.7 Real bounds

Essentially all of the results in this chapter have analogues for real projective lines. Over the reals, we work in $\text{Hom}(k)$, the set of polynomials from $\mathbb{R}^d$ to $\mathbb{R}$ which are homogenous of degree $k$. The Laplacian is the real restriction of the complex Laplacian, namely

$$\Delta := \frac{\partial^2}{(\partial x_1)^2} + \ldots + \frac{\partial^2}{(\partial x_d)^2}.$$

The group of unitary transformations is replaced with the group of orthogonal transformations. The harmonic polynomials $\text{Harm}(k)$ are the elements $f$ of $\text{Hom}(k)$ satisfying $\Delta f = 0$.

Compared to the complex situation, harmonic functions over the reals are well-studied; see for example Axler, Bourdon, and Ramey [6] for the standard results. In particular, letting

$$|x|^2 = x_1^2 + \ldots + x_n^2,$$

we have the following analogue of Theorem 3.1.4.

3.7.1 Theorem.

$$\text{Hom}(k) = \text{Harm}(k) \oplus |x|^2 \text{Hom}(k - 2).$$

Since the dimension of $\text{Hom}(k)$ is $\binom{d+k-1}{d-1}$, we conclude that

$$\dim(\text{Harm}(k)) = \binom{d+k-1}{d-1} - \binom{d+k-3}{d-1}.$$ 

Let $\Omega$ denote the unit sphere in $\mathbb{R}^d$, and let $\omega$ denote the unique measure which is invariant with respect to orthogonal transformations. The inner product on real functions is

$$\langle f, g \rangle := \int_{\Omega} f(x)g(x) d\omega(x),$$
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and if \( f \) is in Harm\((k)\) and \( g \) is in Hom\((k - 2)\), then \( f \) and \( g \) are orthogonal.

Using zonal polynomials, we can get an explicit formula for the projection from Hom\((k)\) to Harm\((k)\). The Jacobi polynomials for the reals are (see [6, Theorem 5.38])

\[
g_k(x) := (d + 2k - 2) \sum_{r=0}^{\lfloor r/2 \rfloor} (-1)^r \frac{(d + 2k - 2r - 4)!}{r!(k - 2r)!(d - 2)!} x^{k-2r}.
\]

These are the unique polynomials such that the induced zonal polynomials \( g_{k,a} \)
satisfy

\[
\langle g_{k,a}, p \rangle = p(a)
\]

for every \( a \in \Omega \) and \( p(x) \in \text{Harm}(k) \).

With these fundamentals in place, we can establish bounds for real projective s-distance sets and t-designs. Define an s-distance set as a set such that the degree set

\[
A := \{(x^T y)^2 : x, y \in X, x \neq y\}
\]

has size \( s \), and a t-design as a set \( X \) such that for every \( f \) in Hom\((2t)\),

\[
\langle 1, f \rangle_X = \langle 1, f \rangle.
\]

This type of real t-design is in some way a generalization of a t-(v, k, \lambda) block design: if \( X \) is the set of characteristic vectors of the blocks of a t-(v, k, \lambda) design, and \( \Omega \) is the set of all \( \{0, 1\} \) vectors in \( \mathbb{R}^v \) with \( k \) ones, then for all \( f \in \text{Hom}(t) \) the average value of \( f \) over \( X \) is the same as the average value of \( f \) over \( \Omega \).

3.7.2 Theorem. If \( X \) is a real s-distance set, then

\[
|X| \leq \dim(\text{Hom}(2s)),
\]

with equality if and only if \( X \) is a 2s-design. If \( X \) is a 2t-design, then

\[
|X| \geq \dim(\text{Hom}(2t)),
\]

with equality if and only if \( X \) is an t-distance set.

Both the absolute bounds above and the relative bounds below can be proved by restricting the complex case to the reals.

3.7.3 Theorem. Let \( X \subseteq \Omega \) be an s-distance set, and let \( F(x) = \sum c_r g_r(x) \) be a real polynomial with \( c_0 > 0 \). If \( F(\alpha_i) \leq 0 \) for each \( \alpha_i \in A \) and \( c_r \geq 0 \) for each \( r \), then

\[
|X| \leq F(1)/c_0.
\]

If \( X \) is a t-design, \( F(\alpha) \geq 0 \) for every \( \alpha \in A \), and \( c_r \leq 0 \) for \( r > t \), then

\[
|X| \geq F(1)/c_0.
\]
3.7. REAL BOUNDS

Just as in the complex case, by defining a set of Schur-idempotent matrices in terms of the distances in $X$, we get an algebra whose eigenvalues are the values of the Jacobi polynomials. Over the complex numbers, by considering the zonal polynomials in $\text{Harm}(k+1,k)$ instead of $\text{Harm}(k,k)$, we established additional results particular to when 0 is in the degree set. Over the reals, we consider $\text{Harm}(2k+1)$ instead of $\text{Harm}(2k)$, and the results are similar.

Delsarte, Goethals, and Seidel also considered the case of non-projective vectors on the real unit sphere. If we define the degree set of $X$ to be

$$A := \{x^Ty : x, y \in X, x \neq y\},$$

then an $s$-distance set in $\mathbb{R}^d$ satisfies

$$|X| \leq \dim(\text{Hom}(s) \oplus \text{Hom}(s-1)).$$

If we define a $t$-design to be a set $X$ such that $\langle 1, f \rangle_X = \langle 1, f \rangle$ for all $f \in \text{Hom}(k)$, $k \leq t$, then a $t$-design satisfies

$$|X| \geq \dim(\text{Hom}(\lfloor t - 1/2 \rfloor) \oplus \text{Hom}(\lceil t - 1/2 \rceil)).$$

In this situation, the results are no stronger when 0 is in the degree set.
Chapter 4

General Constructions

In this chapter, we present several general constructions for $s$-distance sets, which we will eventually specialize to mutually unbiased bases and equiangular lines. We begin with difference sets in abelian groups, and then relate those difference sets to Cayley graphs. Finally, we describe two ways to obtain $s$-distance sets from linear codes: one using coset graphs, and the other mapping codewords directly to complex lines.

The results in this chapter are new unless otherwise noted, although specific instances of these constructions have been applied in several situations. Calderbank, Cameron, Kantor and Seidel [17] used Kerdock codes to construct mutually unbiased bases, while Delsarte and Goethals [26] used BCH codes with three non-trivial weights to construct generalized Hadamard matrices.

4.1 Difference sets

Let $G$ be an abelian group which is written multiplicatively. We work in the group algebra of $G$; denote the identity of $G$ by $1_G$ and identify a subset $D$ of $G$ with its sum in the algebra:

$$D = \sum_{g \in D} g.$$

Also let $D^{-1}$ denote the sum of the inverses of $D$:

$$D^{-1} := \sum_{g \in D} g^{-1}.$$

Then $DD^{-1}$ is called the set of differences of $D$. Informally, $D$ is a difference set if $DD^{-1}$ has some sort of regular structure. For example, $DD^{-1}$ is a $(v, k, \lambda)$-difference set if $G$ has size $v$, $D$ has size $k$, and

$$DD^{-1} = k1_g + \lambda(G\setminus\{1_g\}).$$
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If $\chi$ is a character of $G$, then extending linearly $\chi$ can be evaluated at any element of the group algebra. That is, if $x = \sum_{g \in G} c_g g$ for some constants $c_g$, then

$$\chi(x) := \sum_{g \in G} c_g \chi(g).$$

4.1.1 Lemma. Let $G$ be an abelian group of size $v$ and let $D$ be a subset of $G$ of size $d$ such that $D$ generates $G$, and $DD^{-1}$ takes exactly $s$ distinct values on the nontrivial characters of $G$. Then there is an $s$-distance set of size $v$ in $\mathbb{C}^d$.

Proof. Let $\chi_a$ be a character of $G$ and $v_a$ the restriction of $\chi_a$ to $D$, written as a vector in $\mathbb{C}^{|D|}$. Then

$$v_a^* v_b = \sum_{g \in D} \overline{\chi_a(g)} \chi_b(g) = \sum_{g \in D} \chi_{ba^{-1}}(g),$$

where $\chi := \chi_{ba^{-1}}$ is another character of $G$. In terms of the group algebra, this sum is simply $\chi(D)$. Since

$$\overline{\chi(g)} = \chi(g^{-1}),$$

the absolute value of this sum is

$$\chi(D) \overline{\chi(D)} = \chi(DD^{-1}).$$

Thus if $\chi(DD^{-1})$ takes only $s$ different values, then the lines $v_a$ form an $s$-distance set.

4.1.2 Corollary. If $D$ is a $(v,k,\lambda)$-difference set, then there is a set of $(k^2 - k + \lambda)/\lambda$ equiangular lines in $\mathbb{C}^k$.

Proof. If $D$ is a $(v,k,\lambda)$-difference set, then

$$DD^{-1} = (k - \lambda) 1_G + \lambda G,$$

and consequently $v = (k^2 - k + \lambda)/\lambda$. Now consider the value of $DD^{-1}$ evaluated at a character $\chi$. If $\chi$ is the trivial character, then $\chi(DD^{-1}) = k^2$. Note that $\chi_{ba^{-1}}$ is trivial only when $a = b$. Otherwise, $\chi(G) = 0$ and $\chi(DD^{-1}) = k - \lambda$. Thus for every $a \neq b$, the absolute value of the angle between $v_a$ and $v_b$ is a constant. Normalizing so that these vectors become unit vectors, we have a set of equiangular lines.

4.2 Graphs

The results of the previous section can also be described in the language of graph theory.
When \( G \) is a group and \( D \) is a subset of \( G \), let \( X(G, D) \) denote the Cayley digraph of \( G \) with connection set \( D \): the graph with vertex set \( G \) and arc set
\[
E := \{(x, x + d) : x \in G, d \in D\}.
\]
If \( D \) is inverse-closed and \( 0 \notin D \), then \( X(G, D) \) is a graph. It is a standard result (see Godsil [35, Section 12.9], for example) that the eigenvalues of \( X(G, D) \) have an explicit formula in terms of characters.

**4.2.1 Lemma.** If \( \chi \) is a character of \( G \), then \( \chi \) is an eigenvector of \( X(G, D) \) with eigenvalue \( \chi(D) \).

**Proof.** Let \( A \) be the adjacency matrix of \( X(G, D) \) and let \( E \) be the arc set. Then
\[
(A\chi)_x = \sum_{xy \in E} \chi(y) = \sum_{d \in D} \chi(x + d) = \chi(x) \sum_{d \in D} \chi(d).
\]
Thus \( A\chi = \chi(D)\chi \).

Note that the absolute value of \( \chi(D) \) is \( \chi(D^{-1}) \). Combining this result with Lemma 4.1.1 we get an \( s \)-distance set from any Cayley graph. An eigenvalue of \( X(G, D) \) is nontrivial if it is not the valency \( |D| \).

**4.2.2 Theorem.** If \( X(G, D) \) is connected and has exactly \( s \) nontrivial eigenvalues which are distinct in absolute value, then there is an \( s \)-distance set of size \( |G| \) in \( C_{|D|} \). 

For any digraph \( X(G, D) \), there is a simple graph on twice as many vertices with essentially the same eigenvalues. Let \( A \) be the adjacency matrix of \( X(G, D) \), and consider the simple graph with adjacency matrix
\[
B := \begin{pmatrix} 0 & A \\ A^T & 0 \end{pmatrix}.
\]
Suppose \( \chi \) is an eigenvalue of \( A \) with eigenvector \( \chi(D) \). Since \( A \) is the adjacency matrix of \( X(G, D) \), it follows that \( A^T \) is the adjacency matrix of \( X(G, D^{-1}) \). Thus \( \chi \) is also an eigenvector of \( A^T \), with eigenvalue \( \chi(D^{-1}) = \chi(D) \).

**4.2.3 Lemma.** If \( A \) is the adjacency matrix of \( X(G, D) \) and \( B \) is the adjacency matrix of the corresponding simple graph, then for each eigenvalue \( \lambda \) of \( A \), both \( |\lambda| \) and \( -|\lambda| \) are eigenvalues of \( B \).

**Proof.** Let \( v \) be an eigenvector of \( A \), so \( Av = \lambda v \). Then \( A^T v = \overline{\lambda} v \). (To see this, note that it is true if \( v \) is a character of \( G \), and the characters of \( G \) are a spanning set of eigenvectors.) It follows that the space spanned by \( (0, v)^T \) and \( (v, 0)^T \) is a two-dimensional invariant subspace of \( B \). Moreover,
\[
\begin{pmatrix} 0 & A \\ A^T & 0 \end{pmatrix} \begin{pmatrix} \lambda v \\ |\lambda| v \end{pmatrix} = |\lambda| \begin{pmatrix} \lambda v \\ |\lambda| v \end{pmatrix},
\]
and
\[
\begin{pmatrix} 0 & A \\ A^T & 0 \end{pmatrix} \begin{pmatrix} \lambda v \\ -|\lambda| v \end{pmatrix} = -|\lambda| \begin{pmatrix} \lambda v \\ -|\lambda| v \end{pmatrix}.
\]
Thus \( |\lambda| \) and \( -|\lambda| \) are eigenvalues of \( B \).
Note that the graph for $B$ is bipartite and has an abelian group (namely $G$) acting regularly on the shores of the bipartition. If fact, this construction is reversible.

**4.2.4 Lemma.** Let $G$ be an automorphism group which acts regularly on each shore of a bipartite graph $\Gamma$. Then there is a subset $D$ such that the absolute value of the eigenvalues of $X(G, D)$ are the same as those of $\Gamma$.

**Proof.** Suppose the two shores of $\Gamma$ have vertex sets $Y$ and $Z$, so $G$ acts on $Y$ and $Z$. Choose $y_1 \in Y$ arbitrarily, and for each $g \in G$, define $y_g$ to be $y_1^g$, the action of $g$ on $y_1$. Similarly define $z_1$ and $z_g$. Finally, let

$$D := \{ g \in G : z_g \sim y_1 \}.$$ 

We claim that $X(G, D)$ is the desired graph. To see this, let $B = \begin{pmatrix} 0 & A \\ A^T & 0 \end{pmatrix}$ be the adjacency matrix of $\Gamma$, where the first block is indexed by $Y$ and the second by $Z$. Since $y_v$ is adjacent to $z_{v+g}$ for every $g \in D$, in fact $A$ is the adjacency matrix of $X(G, D)$. The result now follows from Lemma 4.2.3.

Lemma 4.2.4 and Theorem 4.2.2 together imply the next result.

**4.2.5 Theorem.** Let $\Gamma$ be a connected, bipartite, $d$-regular graph with an abelian group $G$ acting regularly on each shore of the bipartition. If $\Gamma$ has $s$ nontrivial eigenvalues which are distinct in absolute value, then there is an $s$-distance set of size $|G|$ in $C^d$.

4.3 Codes

In addition to designs and graphs, codes may also be used to construct complex lines.

Let $V(n, q)$ denote the $n$-dimensional vector space over $GF(q)$ with standard basis $e_1, \ldots, e_n$. Also let $d(x, y)$ denote the Hamming distance between vectors $x$ and $y$: the number of coordinates in which $x$ and $y$ differ. Now suppose $C$ is an $(n, k)$-linear code over $GF(q)$. (That is, $C$ is a $k$-dimensional subspace of $V(n, q)$.) The coset graph of $C$, denoted $\Gamma(C)$, is the graph with the cosets of $C$ as vertices and $x + C$ and $y + C$ adjacent if some $w \in y + C$ is at Hamming distance one from $x$. If the minimum distance between any two codewords in $C$ is at least 2, then $\Gamma(C)$ is simple. The coset graph of $C$ is a Cayley graph with connection set

$$S := \{ \alpha e_i + C : \alpha \in GF(q)^*, 1 \leq i \leq n \}.$$ 

We usually assume the minimum distance in $C$ is at least 3, so that each $\alpha e_i + C$ is a distinct coset.

For every $(n, k)$-linear code $C$, there is a corresponding $(n, n-k)$-linear code called the dual code:

$$C^\perp := \{ x \in V(n, q) : x^T c = 0 \text{ for all } c \in C \}.$$
Note that \((C^\perp)^\perp = C\). As the following lemma from [35, Section 12.9] shows, \(C^\perp\) is closely related to \(\Gamma(C)\).

**4.3.1 Lemma.** If \(c \in C^\perp\) has Hamming weight \(a\), then
\[
\lambda = (q - 1)n - qa
\]
is an eigenvector of \(\Gamma(C)\).

**Proof.** Let \(M\) be a generator matrix of \(C^\perp\), so that \(C^\perp\) is the row space of \(M\) and \(C\) is the kernel. Then let \(\psi\) be the mapping from the column space of \(M\) to \(V(n, q)/C\) defined as follows: for any \(x \in V(n, q)\),
\[
\psi(\mathbf{M}x) := x + C.
\]
This mapping is well-defined, because if \(x\) and \(y\) are in the same coset of \(C\), then \(y = x + c\) for some \(c \in C\), and
\[
\mathbf{M}y = \mathbf{M}(x + c) = \mathbf{M}x + \mathbf{M}c = \mathbf{M}x.
\]
It follows that \(V(n, q)/C\) is isomorphic to the column space of \(M\). With this identification, if \(\chi\) is a nontrivial character of \(GF(q)\) and \(a\) is in the column space of \(M\),
\[
\chi_a(x + C) := \chi(a^T \mathbf{M}x)
\]
is a character of \(V(n, q)/C\). Therefore the eigenvalues of \(\Gamma(C)\) are
\[
\chi_a(S) = \sum_{i=1}^{n} \sum_{\alpha \in GF(q)^*} \chi(a^T \mathbf{M}(\alpha e_i)).
\]
However, \(a^T \mathbf{M}\) is a codeword of \(C^\perp\): call it \(z\). In the \(i\)-th coordinate of \(z\), we have
\[
\sum_{\alpha \in GF(q)^*} \chi(\alpha z^T e_i) = \begin{cases} q - 1, & z^T e_i = 0; \\ -1, & \text{otherwise.} \end{cases}
\]
Hence the eigenvalue \(\chi_a(S)\) is a function of the weight of \(z\). Furthermore, all eigenvalues of \(\Gamma(C)\) can be found this way.

Combining the previous lemma with Theorem 4.2.2 gives the following.

**4.3.2 Theorem.** Let \(C\) be an \((n, k)\)-linear code over \(GF(q)\) with exactly \(s\) nonzero weights, where \(q > 2\) and \(C^\perp\) has minimum distance at least 3. Then there is an \(s\)-distance set of size \(|C|\) in \(\mathbb{C}^{n(q-1)}\).
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4.3.3 Corollary. Let $C$ be an $(n,k)$-linear code over $GF(2)$ with exactly $s$ nonzero weights, where $C^\perp$ has minimum distance at least 3. If $1 \notin C^\perp$, then there is an $s$-distance set of size $|C|$ in $\mathbb{R}^n$. If $1 \in C^\perp$, then there is an $\lfloor s/2 \rfloor$-distance set of size $|C|/2$ in $\mathbb{R}^n$.

There is a second, more direct construction of $s$-distance sets from codes. Let $q = p^r$, let $\omega$ be a primitive $p$-th root of unity, and let $\text{Tr}$ denote the trace function from $GF(q)$ to $GF(p)$. Then

$$\chi(a) := \omega^{\text{Tr}(a)}$$

is a character of $GF(q)$. Now define $\phi$ to be the homomorphism which takes a codeword $c = (c_1,\ldots,c_n) \in C$ to $\mathbb{C}^n$:

$$\phi(c) := (\chi(c_1),\ldots,\chi(c_n)).$$

If $C$ is a linear code, then $\phi(C)$ is closed under Schur multiplication (that is, coordinate-wise multiplication). We will call $c$ balanced if every nonzero element of $GF(q)$ occurs the same number of times in the coordinates of $c$.

4.3.4 Theorem. Let $C$ be an $(n,k)$-linear code over $GF(q)$, $q > 2$, with exactly $s$ nonzero weights such that every codeword is balanced. Then $\phi(C)$ is an $s$-distance set of size $|C|$ in $\mathbb{C}^n$.

Proof. Suppose $x$ and $y$ are in $C$. Since $C$ is linear, $y - x$ and $0$ (the all-zeros vector) are also in $C$, and

$$\phi(x)^*\phi(y) = \phi(0)^*\phi(y - x) = 1^*\phi(y - x).$$

Therefore it suffices to consider the sum of the coordinates of $\phi(c)$, for each $c \in C$. Suppose each nonzero element of $GF(q)$ occurs $a$ times in $\phi(c)$, so the weight of $c$ is $a(q - 1)$. Since the trace function is onto, each $\omega^i$ with $i \neq 0$ occurs $aq/p$ times. But the $p$-th roots of unity sum to zero, and the remaining coordinates of $\phi(c)$ are 1, so we have

$$1^*\phi(c) = n - qa.$$

Thus if only $s$ distinct nonzero weights occur in $C$, then only $s$ distinct values occur in the angles of $\phi(C)$.

When $C$ is a code over $GF(2)$, every codeword is balanced and each $\phi(c)$ is real. Thus if $C$ has $s$ nonzero weights, then $\phi(C)$ is an $s$-distance set in $\mathbb{R}^n$. In this case $\phi(C)$ coincides with the construction in Corollary 4.3.3.

It is common for linear codes to contain 1, which is not a balanced codeword. We will say $c \in C$ is near-balanced if there is some $\alpha \in GF(q)$ such that every element of $GF(q)$ except $\alpha$ occurs the same number of times in $c$. Note that 1 is near-balanced, and that if $c$ is balanced then $c + 1$ is near-balanced. If every element except 0 occurs $a$ times in $c$, then $c$ has weight $n - (q - 1)a$ while $c + 1$ has weight $n - a$. 
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4.3.5 Theorem. Let \( C \) be an \((n,k)\)-linear code over \( \text{GF}(q) \) with every codeword near-balanced, \( 1 \in C \), and weight set

\[
\{0, n, n - a_1, n - (q-1)a_1, \ldots, n - a_s, n - (q-1)a_s\}.
\]

Then \( \phi(C) \) is an \( s \)-distance set of size \( |C|/q \) in \( \mathbb{C}^n \).

Proof. The proof is the same as in Theorem 4.3.4, noting that since \( \phi(c) \) and \( \phi(c + 1) \) span the same 1-dimensional vector space, each element of the \( s \)-distance set occurs \( q \) times.

Using a near-balanced property in a class of tri-weight extended-BCH codes of length \( n = p^{2m} \) and dimension \( k = 3m + 1 \), Delsarte and Goethals \[26\] produced a set of \( p^m - 1 \) generalized Hadamard matrices of order \( p^{2m} \). The connection between generalized Hadamard matrices and mutually unbiased bases will be discussed in Chapter 5.

4.3.6 Corollary. Let \( C \) be an \((n,k)\)-linear code over \( \text{GF}(2) \) with \( 1 \in C \) and \( s \) distinct nonzero weights. Then \( \phi(C) \) is an \( \lfloor s/2 \rfloor \)-distance set of size \( |C|/2 \) in \( \mathbb{R}^n \).

4.3.1 Codes over \( \mathbb{Z}_4 \)

Codes over \( \mathbb{Z}_4 \) may also be used to construct lines with restricted angles, using tools that are the same as with finite fields: coset graphs, and a direct mapping from codewords into complex space.

If we take \( \mathbb{Z}_4 \) to be the set \( \{-1,0,1,2\} \), then the Lee weight of \( x \in \mathbb{Z}_4 \) is

\[
wt(x) := |x|.
\]

The Lee distance between \( x \) and \( y \) is then the Lee weight of \( x - y \). The Lee distance between two “vectors” in \( \mathbb{Z}_4^n \) is the sum of the Lee distances of the coordinates. A code over \( \mathbb{Z}_4 \) is a subset of \( \mathbb{Z}_4^n \), and a code is linear if it is a submodule.

We begin with coset graphs. Assume \( C \) is a \( \mathbb{Z}_4 \)-linear code. Then \( \Gamma(C) \) is the coset graph of \( C \) if its vertices are the cosets of \( C \), with \( x + C \) and \( y + C \) adjacent when they contain vectors at Lee distance 1. If \( e_1, \ldots, e_n \) denotes the standard basis for the free module \( \mathbb{Z}_4^n \), then as a Cayley graph \( \Gamma(C) \) has connection set

\[
S = \{\pm e_i : 1 \leq i \leq n\}.
\]

A linear code \( C \) over \( \mathbb{Z}_4 \) has a dual code

\[
C^\perp := \{x \in \mathbb{Z}_4^n : x^T c = 0 \text{ for all } c \in C\}.
\]

We still have \((C^\perp)^\perp = C\). A generator matrix for \( C \) is a matrix over \( \mathbb{Z}_4 \) such that \( C \) is the row space. It follows that \( C^\perp \) is the \( \mathbb{Z}_4 \)-kernel of the generator of \( C \). Without loss of generality, we may assume that the matrix has the form

\[
M = \begin{pmatrix}
I & A & B \\
0 & 2I & 2C
\end{pmatrix}.
\]
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In this case, if $A$ has $k_1$ rows and $C$ has $k_2$ rows, then $|C| = 4^{k_1}2^{k_2}$. For more details on $\mathbb{Z}_4$-linear codes, see Hammons et al. [40].

Now suppose $M$ is a generator for $C^\perp$, so that $C$ is the kernel. Using the same isomorphism between the column space of $M$ and $\mathbb{Z}_4^n/C$ as in Lemma 4.3.1, we get the following analogous result.

4.3.7 Lemma. If $c \in C^\perp$ has Lee weight $a$, then

$$\lambda = 2(n-a)$$

is an eigenvalue of $\Gamma(C)$. \hfill $\square$

Since the eigenvalues of $\Gamma(C)$ depend only on the Lee weights of $C^\perp$, Theorem 4.2.2 gives the following result.

4.3.8 Corollary. Let $C$ be a linear code in $\mathbb{Z}_4^n$ with exactly $s$ nonzero Lee weights. Then there is an $s$-distance set of size $|C|$ in $\mathbb{C}^{2n}$. \hfill $\square$

We now proceed to the direct mapping from $\mathbb{Z}_4$-codes to complex vectors. Let $i = \sqrt{-1}$, and let

$$\chi(x) := i^x.$$

Then the character $\chi$ can be extended to a homomorphism from $\mathbb{Z}_4^n$ to $\mathbb{C}^n$: for $c = (c_1, \ldots, c_n) \in C$,

$$\phi(c) := (\chi(c_1), \ldots, \chi(c_n)).$$

We examine the angles in $\phi(C)$. As with codes over finite fields, if $C$ is linear, then $\phi(C)$ is closed under Schur multiplication.

Suppose there are $n_j$ occurrences of $j$ in codeword $c$, for $j \in \{0, 1, 2, 3\}$. Then the Lee weight of $c$ is

$$wt(c) = n_1 + n_3 + 2n_2 = n - (n_0 - n_2).$$

Similarly, the weight of $wt(c + 21)$ is $n + (n_0 - n_2)$. Therefore

$$wt(c + 21) = 2n - wt(c),$$

and if $1 \in C$, then the Lee weights of $C$ are symmetric about $n$. The weights of $c + 1$ and $c - 1$ are $n + (n_1 - n_3)$ and $n - (n_1 - n_3)$ respectively.

4.3.9 Theorem. Let $C$ be a linear code in $\mathbb{Z}_4^n$ with $1 \in C$ and Lee weights

$$\{0, n, 2n, a_1, 2n - a_1, \ldots, a_t, 2n - a_t\}.$$

Then $\phi(C)$ is an $s$-distance set of size $|C|/4$ in $\mathbb{C}^n$, where $s \leq \binom{t+3}{2}$.

Proof. As with codes over finite fields, it suffices to consider the absolute value of $1^T\phi(c)$, for each $c \in C$. Since $n_i$ is the number of occurrences of $\omega^i$ in $\phi(c)$,

$$|1^T\phi(c)|^2 = |(n_0 - n_2) + i(n_1 - n_3)|^2$$

$$= (n_0 - n_2)^2 + (n_1 - n_3)^2$$

$$= (n - wt(c))^2 + (n - wt(c - 1))^2.$$
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Therefore, the angle depends only on the weights of $c$ and $c - 1$ (or equivalently, $c + 21$ and $c + 1$). When $c$ is not a multiple of 1, each of $(n - wt(c))^2$ and $(n - wt(c - 1))^2$ can take one of $t + 1$ possible values, namely $(n - a_j)^2$ for $1 \leq j \leq t$, or 0. This leads to at most $\binom{t+2}{2}$ possible values for $(n - wt(c))^2 + (n - wt(c - 1))^2$, and so $\phi(C)$ is at most a $(t+2)$-distance set. Because $\phi(c)$ and $\phi(c + 1)$ are the same vector projectively, each vector occurs 4 times in $\phi(C)$. □

Calderbank, Cameron, Kantor, and Seidel [17] use this direct mapping to construct maximal sets of mutually unbiased bases from $\mathbb{Z}_4$-Kerdock codes. They also use the binary version of $\phi$ to construct real mutually unbiased bases from classical Kerdock codes.
Chapter 5

Mutually Unbiased Bases

Mutually unbiased bases have received considerable attention in the last few years, most likely because of their surprising number of connections to combinatorics. For example, Calderbank, Cameron, Kantor, and Seidel [17] described maximal sets of bases using symplectic spreads and Kerdock codes, while Boykin, Sitharam, Tiep, and Wocjan [13] described them using orthogonal decompositions of $sl_n(\mathbb{C})$. Several authors have made analogies between maximal sets and affine planes. Pairs of mutually unbiased bases are equivalent to complex Hadamard matrices, while triples of bases can be constructed from type-II matrices.

Regardless of the combinatorial connections, however, little is known about how many bases actually exist in most dimensions. Recall from Corollary 3.5.4 that at most $d + 1$ mutually unbiased bases exist in $\mathbb{C}^d$. When $d$ is a prime power, equality holds. On the other hand, in dimension 6 for example, three mutually unbiased bases have been constructed in several ways, but no-one has proved or disproved the existence of four or more. For most values of $d$, the best known construction yields far less than $d + 1$ sets.

Maximal sets of bases were first constructed for prime dimensions in 1980 by Alltop [3], who was working in the context of communication sequences. In 1981, Ivanovic [44] rediscovered the sets in prime dimensions and put them in the quantum setting; his construction was extended to prime powers by Wootters and Fields [72] in 1989. Since then, several other constructions have appeared: Klappenecker and Rötteler [49] gave a shorter proof of the unbiasedness of Wootters and Fields’ bases, and Bandyopadhyay, Boykin, Roychowdhury, and Vatan [7] gave yet another description of the same bases. Calderbank et al. gave their construction in 1996 in a context unrelated to quantum information.

In this chapter, we offer a new construction of maximal sets of mutually unbiased bases in prime-power dimensions using relative difference sets and commutative semifields, or equivalently using antipodal covers of complete bipartite graphs. We then show that the resulting bases are equivalent to those of Calderbank et al., and that all other known maximal sets are encompassed by this construction. We also consider dimensions which are not prime-powers,
focusing on $d = 6$.

**Applications**

Mutually unbiased bases were introduced by Ivanovic as a tool for recovering a quantum state from a series of measurements. Let $\rho$ be a density matrix of order $d$. Since $\rho$ is a $d \times d$ Hermitian matrix with trace 1, it is specified by $d^2 - 1$ real parameters. Now suppose $\rho$ is measured with respect to an orthonormal basis. The resulting state of the measurement is one of the $d$ basis elements, each of which occurs with a certain probability. These probabilities sum to 1, so they have $d - 1$ degrees of freedom. Thus at least $d + 1$ different measurements are required to determine $\rho$ completely from measurement statistics.

Ivanovic showed that $d + 1$ mutually unbiased bases are sufficient to reproduce $\rho$, and Wootters and Fields showed that unbiased bases are the optimal measurements in terms of statistical error. More precisely, in theory $\rho$ can be reconstructed from any $d + 1$ complete measurements. In practice, this is done by preparing $\rho$ and then measuring it in each basis a finite number of times. Since we are finding probabilities by measuring a finite number of events, the results will be only approximate. This error is minimized when the bases are unbiased.

More recently, mutually unbiased bases have been used in quantum cryptography. The classic BB84 protocol [10] uses a pair of mutually unbiased bases in $\mathbb{C}^2$ to distribute a cryptographically secure bit-string. This protocol can easily be generalized to use $q$ bases in $\mathbb{C}^q$ to distribute a string on $q$ symbols. However, other protocols using mutually unbiased bases have also been developed (see Nikolopoulos and Alber [61] for a review). As well, there are applications to quantum fingerprinting (see Scott, Walgate, and Sanders [66]) and quantum tomography (Pittenger and Rubin [5] and Gibbons, Hoffman, and Wootters [32]).

**Preliminaries**

Let $B = \{B_0, \ldots, B_m\}$ be a collection of bases of $\mathbb{C}^d$. Recall that $B$ is mutually unbiased if each $B_i$ is orthonormal and there is some constant $\alpha$ such that for $u$ and $v$ in different bases,

$$|\langle u, v \rangle|^2 = \alpha.$$

It is convenient to write the elements of a basis as the columns of a matrix. Then $B_i$ is orthonormal if and only if the matrix $B_i$ is unitary, and $B_i$ and $B_j$ are mutually unbiased if and only if the matrix $B_i^* B_j$ is flat: all entries of $B_i^* B_j$ have the same absolute value.

By applying unitary transformations, we may assume without loss of generality that $B_0 = I$. If $B_i$ is unbiased with $B_0$, then all entries of $B_i$ have absolute value $\sqrt{\alpha}$. But $B_i$ is unitary, so $B_i^* B_i = I$, which implies that

$$\alpha = \frac{1}{d}.$$
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A flat matrix $H$ satisfying $H^*H = dI$ is sometimes called a complex Hadamard matrix. We may also assume without loss of generality that the first row of each flat $B_i$ ($i \neq 0$) is the all-ones vector.

In Corollary 3.6.8, we noted that the lines from any set of mutually unbiased bases form a 1-design, and if $G$ is the Gram matrix, then $\{I, G\}$ is a coherently-weighted configuration. One further condition comes from Corollary 3.5.4: the lines from $d + 1$ mutually unbiased bases in $\mathbb{C}^d$ form a 2-design.

5.1 A construction for prime powers

In Theorem 4.2.2, we showed if $X(G, D)$ is a Cayley digraph $X(G, D)$ with $s$ distinct absolute values of nontrivial eigenvalues, then the characters of $G$ restricted to $D$ form an $s$-distance set in $\mathbb{C}^{|D|}$. In the case of mutually unbiased bases, the relevant graph is a certain type of distance-regular graph called an antipodal cover of $K_{n,n}$. Equivalently, mutually unbiased bases can be constructed from semi-regular relative different sets, which can be found using commutative semifields.

These observations are new, although the resulting maximal sets of bases were previously constructed by Calderbank, Cameron, Kantor, and Seidel [17] using symplectic spreads.

5.1.1 Relative difference sets

Recall that $D \subseteq G$ is a $(v, k, \lambda)$-difference set if

$$DD^{-1} = k1_G + \lambda(G \setminus \{1_G\}),$$

and that these sets produce equiangular lines, as in Corollary 1.1.2. For mutually unbiased bases, we need a different type of set. A relative difference set in $G$ is a subset $D$ such that for some normal subgroup $N$,

$$DD^{-1} = |D|1_G + \lambda(G \setminus N).$$

If $|N| = n$, $|G| = mn$ and $|D| = k$, then $D$ is called a $(m, n, k, \lambda)$-relative difference set, and $N$ is called the excluded subgroup. If $m = k$, then $D$ is semi-regular. In this case, $k = \lambda n$.

5.1.1 Lemma. Let $D$ be a semi-regular $(k, n, k, \lambda)$-relative difference set in an abelian group $G$. Then there are $n + 1$ mutually unbiased bases in $\mathbb{C}^k$.

Proof. By Lemma 1.1.1, it suffices to show that the characters of $G$ evaluated at $DD^{-1}$ have absolute value $0$, $\sqrt{k}$, and $k$. This is a standard result (see Beth, Jungnickel and Lenz [11, Lemma 10.9]) which we include for completeness.

Let $\chi$ be character of $G/N$. Then $\chi$ induces a character of $G$ which is constant on the cosets of $N$: for $a \in G$ and $n \in N$, define

$$\chi(a + n) := \chi(a + N).$$
5. MUTUALLY UNBIASED BASES

These characters form a subgroup of the characters of $G$, which we denote $H$. Now evaluating the characters of $G$ at $DD^{-1}$, we get

$$\chi(DD^{-1}) = k\chi(1_G) + \lambda\chi(G\setminus N).$$

If $\chi$ is the trivial character $\chi_1$, then this sum is $k^2$. If $\chi$ is in $H$, then $\chi$ is trivial on $N$, and so $\chi(G\setminus N) = -n$. If $\chi$ is not in $H$, then $\chi(G) = \chi(N) = 0$. Therefore,

$$\chi(DD^{-1}) = \begin{cases} k^2, & \chi = \chi_1; \\ 0, & \chi \neq \chi_1, \chi \in H; \\ k, & \chi \notin H. \end{cases}$$

Consequently the $k$ characters in each coset of $H$ are orthogonal when restricted to $D$. Those $n$ cosets, in conjunction with the standard basis, form a set of $n+1$ mutually unbiased bases. \qed

For a survey of semi-regular relative difference sets in abelian groups, see Davis and Jedwab [23].

5.1.2 Commutative semifields

Informally, a semifield is a field in which multiplication need not be associative. Formally, a finite set $E$ with operations $+$ and $\circ$ is a semifield if

(a) $(E, +)$ is an abelian group;
(b) $(E, \circ)$ has an identity $1$;
(c) if $x \circ y = 0$, then either $x = 0$ or $y = 0$; and
(d) $\circ$ is left and right distributive over $+$.

Since there are no zero divisors in $E$, the additive subgroup of $E$ generated by $1$ is a finite field of prime order, say $GF(p)$. Since $E$ is an additive group and multiplication by $GF(p)$ distributes over addition, $E$ is a vector space over $GF(p)$. Thus the order of $E$ is a prime power. For a survey of finite semifields, see Cordero and Wene [21].

Let $E$ be a finite semifield. We construct an incidence structure with points $(x, y) \in E^2$ and lines defined by

$$[m, z] := \{(x, m \circ x + z) : x \in E\}$$

for $m$ and $z$ in $E$. This is the affine plane coordinatized by $E$, with one parallel class of lines (the one with infinite slope) removed. We construct a difference set on an automorphism group of this structure.

Let $T_{a,b}$ be the map on points defined by

$$T_{a,b}(x, y) := (x + a, y + b).$$
Then $T_{a,b}$ is an automorphism: for a point on the line $[m, z],
\begin{align*}
T_{a,b}(x, m \circ x + z) &= (x + a, m \circ x + z + b) \\
&= (x + a, m \circ (x + a) - m \circ a + z + b).
\end{align*}
Thus $T_{a,b}$ maps $[m, z]$ to $[m, z + b - m \circ a]$. Similarly, if we define $S_{a,b}$ on lines
such that
\[ S_{a,b}([m, z]) := [m + a, z + b] \]
the $S_{a,b}$ is an automorphism mapping $(x, y)$ to $(x, y + b + a \circ x)$. In general the
group of automorphisms generated by $T_{a,b}$ and $S_{a,b}$ is not abelian, but it has a
large abelian subgroup. Define
\[ G_{a,b} := T_{a,b}S_{a,0} \]
Then let $G$ be the set of all $G_{a,b}$ and let $D$ be the subset of $G$ with $b = 0$. The
following result is due to Hughes \[43\] in 1956.

5.1.2 Theorem. If $E$ is a commutative semifield, then $G$ is an abelian group
and $D$ is an $(|E|, |E|, |E|, 1)$-relative difference set.

Proof. From the definition of $G_{a,b}$, we have
\[ G_{a,b}(x, y) = (x + a, y + b + a \circ x). \]
We first show $G$ is a group.
\begin{align*}
G_{a,b}G_{c,d}(x, y) &= G_{a,b}(x + c, y + d + c \circ x) \\
&= (x + c + a, y + d + c \circ x + b + a \circ (x + c)) \\
&= G_{a+c,b+d+a\circ c}(x, y).
\end{align*}
Therefore $G_{a,b}G_{c,d} = G_{a+c,b+d+a\circ c}$, so $G$ is an abelian group when multiplication
is commutative in $E$.

Next we show $D$ is a relative difference set. Note that the inverse of $G_{a,0}$ in $G$ is $G_{-a,0}$. Then an arbitrary element of $DD^{-1}$ is of the form
\[ G_{a,0}G_{-b,0}b = G_{a+b,0}b. \]
If we let
\[ N := \{G_{0,b} : b \in E\}, \]
then no element of $N$ occurs in $DD^{-1}$ except $G_{0,0}$. Furthermore, every element
of $G \setminus N$ occurs exactly once. For, suppose $G_{a-b,0}b = G_{c-d,0}d$. Then
$a - b = c - d$, and substituting into the second index,
\[ -(a - b) \circ b = -(a - b) \circ d. \]
We conclude that either $G_{a-b,0}b = G_{0,0}$, or $(a, b) = (c, d)$. \qed
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5.1.3 Corollary. If $E$ is a finite commutative semifield of order $q$, then there is a set of $q + 1$ mutually unbiased bases in $\mathbb{C}^q$. \hfill $\Box$

By finding the characters of the group $G$, we can give explicit formulas for the mutually unbiased bases arising from Corollary 5.1.3.

We consider the case when $E$ is a semifield of odd order first. Then $E$ is a vector space over $GF(p)$; let $a^T x$ denote the standard scalar product from $E \times E$ to $GF(p)$, and let $\omega$ be a $p$-th root of unity.

5.1.4 Lemma. When $|E|$ is odd, the characters of $G$ have the form

$$\chi_{y,z}(G_{a,b}) = \omega^{z^T(a^2 - 2b) + 2y^T a}$$

for $a, b, y, z \in E$.

Proof.

$$\chi_{y,z}(G_{a,b})\chi_{y,z}(G_{c,d}) = \omega^{z^T(a^2 - 2b) + 2y^T a} \omega^{z^T(c^2 - 2d) + 2y^T c} = \omega^{z^T((a+c)^2 - 2(b+d+ac)) + 2y^T (a+c)} = \chi_{y,z}(G_{a+c,b+d+ac}).$$ \hfill $\Box$

In fact, the scalar product $a^T x$ can be replaced with any nondegenerate bilinear form. When $E$ is a field, let $\text{Tr}$ denote the trace function from $E$ to $GF(p)$.

5.1.5 Corollary. When $E$ is a finite field of odd order, the characters of $G$ have the form

$$\chi_{y,z}(G_{a,b}) = \omega^{\text{Tr}(z(a^2 - 2b) + 2ya)}.$$ \hfill $\Box$

Next suppose $E$ is a semifield of even order. Here $E$ is a vector space over $GF(2)$, but we “lift” to a ring over $\mathbb{Z}_4$. Let $e_1, \ldots, e_m$ be the standard basis for $E$ over $GF(2)$, and let $\hat{e}_1, \ldots, \hat{e}_m$ be the standard basis for a free module $R$ over $\mathbb{Z}_4$. Then we can embed every element of $E$ into $R$ as follows: if $x = \sum_j x_j e_j$ with $x_j \in \mathbb{Z}_2$, then

$$x \mapsto \hat{x} := \sum_{j=1}^m x_j \hat{e}_j.$$ Any element of $R$ can be written uniquely in the form $\hat{x} + 2\hat{y}$, for some $x$ and $y$ in $E$. Note that the embedding map does not preserve addition; however,

$$2(\hat{x} + \hat{y}) = 2(\hat{x} + \hat{y}).$$

Multiplication in $R$ is defined by

$$\hat{e}_j \hat{e}_k := e_j \circ e_k$$

for basis elements and then extended linearly to all of $R$. It follows that multiplication distributes over addition. Again multiplication is not preserved by the embedding map, but

$$2(\hat{x} \circ \hat{y}) = 2\hat{x} \hat{y}.$$
Finally, since \( \hat{x} + \hat{y} = \hat{x + y + 2\hat{z}} \) for some \( z \in E \), we find that
\[
(\hat{x} + \hat{y})^2 = (\hat{x + y + 2\hat{z}})^2 = (\hat{x + y})^2.
\]
We can now write down the characters of \( G \). If \( \hat{x} = \sum_j x_j \hat{e}_j \) and \( \hat{y} = \sum_j y_j \hat{e}_j \), then
\[
\hat{x}^T \hat{y} := \sum_{j=1}^m x_j y_j
\]
is a bilinear map from \( R \times R \) to \( \mathbb{Z}_4 \). Let \( i \) be a primitive 4-th root of unity.

5.1.6 Lemma. When \( |E| \) is even, the characters of \( G \) have the form
\[
\chi_{y,z}(G_{a,b}) = i^{\hat{z}^2(a^2 - 2\hat{b}) + 2\hat{y}^2 \hat{a}}
\]
for \( a, b, y, z \in E \).

Proof. With the observations above, the proof is the same as in Lemma 5.1.4. □

Suppose \( E \) is the finite field \( GF(2^m) \). Let \( \theta \) be a primitive element of \( E \), and assume \( \theta \) has minimal polynomial \( f(x) \in \mathbb{Z}_2[x] \). It follows from Hensel’s Lemma (see [57, Theorem 13.4]) that there is a unique “lifting polynomial” \( h(x) \in \mathbb{Z}_4[x] \) such that \( f(x) = h(x) \mod 2 \) and \( h(x) \) divides \( x^{2^m - 1} - 1 \mod 4 \). Then \( R \) is the Galois ring defined as follows:
\[
GR(4^m) := \mathbb{Z}_4[x]/(h(x)).
\]
If \( \xi \) is a root of \( h(x) \) in \( R \), then the set
\[
T := \{0, 1, \xi, \ldots, \xi^{2^m - 2}\}
\]
is call the Teichmüller set of \( R \). Every element of \( R \) is congruent mod 2 to exactly one element of \( T \). Therefore, we may take \( T \) to be the embedding of \( E \) in \( R \). That is, for each \( x \in GF(2^m) \), define \( \hat{x} \) to be the unique element in the Teichmüller set of \( GR(4^m) \) such that
\[
\hat{x} = x \mod 2.
\]
If \( z = \hat{x} + 2\hat{y} \) for \( \hat{x} \) and \( \hat{y} \) in \( T \), then the Galois ring trace is defined by
\[
\text{Tr}(z) = \hat{x} + 2\hat{y} + \hat{x}^2 + 2\hat{y}^2 + \ldots + \hat{x}^{2^m - 1} + 2\hat{y}^{2^m - 1}.
\]
This is a linear map from \( R \) to \( \mathbb{Z}_4 \). For more details on Galois rings, see Hammons, Kumar, Calderbank, Sloane, and Solé [40] or McDonald [57].

5.1.7 Corollary. When \( E \) is a field of even order, the characters of \( G \) have the form
\[
\chi_{y,z}(G_{a,b}) = i^{\text{Tr}(\hat{z}(\hat{a}^2 - 2\hat{b}) + 2\hat{y}\hat{a})}.
\]
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In each of the above cases, since the relative difference set is \( \{ G_{a,0} : a \in E \} \), the mutually unbiased bases are the characters \( \chi_{y,z} \) restricted to the set with \( b = 0 \) and suitably normalized. For example, when \( E \) is an odd semifield, the bases have matrix form

\[
(W_z)_{a,y} := \frac{1}{\sqrt{q}} \omega^{a^T(a\circ a) + 2y^T a},
\]

for \( a, y \) and \( z \) in \( E \).

5.1.3 Symplectic spreads

There is a direct correspondence between commutative semifields and symplectic spreads, due to Kantor [47]. As a result, our mutually unbiased bases can also be constructed from spreads: this was done by Calderbank, Cameron, Kantor, and Seidel [17] in 1996.

Let \( V \) be a vector space of dimension \( n \) over \( GF(q) \). A spread in \( V^2 \) is a collection of \( n \)-dimensional subspaces \( U_0, \ldots, U_{q^n} \) such that

\[
\{ U_i - \{0\} : 0 \leq i \leq q^n \}
\]

is a partition of \( V^2 - \{0\} \). Let \( \text{col}(M) \) denote the column space of a matrix \( M \). Then using unitary transformations, we can assume without loss of generality that

\[
U_0 = \text{col} \begin{pmatrix} 0 \\ I \end{pmatrix},
\]

and for \( i \geq 1 \),

\[
U_i = \text{col} \begin{pmatrix} I \\ M_i \end{pmatrix}.
\]

Also without loss of generality, \( M_1 = 0 \). Then \( U_i \) and \( U_j \) have a trivial intersection if and only if

\[
\begin{pmatrix} I & I \\ M_i & M_j \end{pmatrix}
\]

is invertible, which occurs if and only if \( M_i - M_j \) is invertible. Thus, we are looking for a collection of \( q^n \) matrices of order \( n \) with invertible differences. For this reason a spread refers to either a collection of subspaces or the corresponding collection of matrices.

Spreads can be used to construct affine planes in the same manner as semifields. The line \( y = m \circ x + b \) with elements from a semifield is replaced with \( y = Mx + b \), with \( M \) from a spread and \( y, x, \) and \( b \) from \( V \).

5.1.8 Lemma. Let \( E \) be a semifield of order \( q^n \), a vector space of dimension \( n \) over \( GF(q) \). For each \( a \) in \( E \), let \( M_a \) be the \( GF(q) \)-linear transformation corresponding to multiplication by \( a \). Then \( \{ M_a : a \in E \} \) forms a spread.
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**Proof.** The linear transformation $M_a$ is the unique matrix such that

$$M_a x = a \circ x$$

for every $x \in E$. Since

$$M_a x - M_b x = ax - bx = (a - b) \circ x = M_{a-b} x,$$

we see that $M_a - M_b = M_{a-b}$. Thus $M_a - M_b$ is invertible for every $a \neq b$. □

Conversely, given an additively closed spread on $V$ containing the identity, associate each element $a \in V$ with a spread matrix $M_a$. Choose $M_0 = 0$ and $M_1 = I$. Then, with multiplication defined by

$$a \circ x := M_a x,$$

$V$ becomes a semifield.

Now let $B$ be a bilinear form on a vector space. Then $B$ can be represented as a matrix: $B(x,y) = x^T B y$. We call $B$ alternating if $B(x,y) = -B(y,x)$; equivalently, the matrix of $B$ is skew-symmetric. There is a non-degenerate alternating bilinear form on a vector space $W$ if and only if it has even dimension, say $W = V^2$. A subspace $U_i \subseteq V^2$ is totally isotropic if $B$ vanishes on $U_i$. That is, $B(x,y) = 0$ for every $x$ and $y$ in $U_i$.

A spread in $V^2$ is symplectic is there is a nondegenerate alternating bilinear form for which every subspace in the spread is totally isotropic. As an example, consider the spread from a commutative semifield $E$ in Lemma 5.1.8. Let $a^T b$ denote the standard vector space scalar product for $E$, and define a bilinear form on $E^2$ by

$$[(a_1, b_1), (a_2, b_2)] := a_2^T b_1 - a_1^T b_2.$$  

For each matrix $M_i$ representing multiplication by $a$ in $E$, the corresponding subspace $U_i$ in the spread has elements of the form $(x, M_i x)$. Then $U_i$ is isotropic if and only if, for all $x$ and $y$ in $E$,

$$[(x, M_i x), (y, M_i y)] = y^T (M_i - M_i^T) x = 0.$$  

Thus the spread from Lemma 5.1.8 is symplectic if and only if each $M_i$ is symmetric.

We now describe the construction of Calderbank, Cameron, Kantor, and Seidel. Let $V = GF(p)^m$, and consider a vector space of dimension $|V|$ over $\mathbb{C}$ with standard basis $\{e_v : v \in V\}$. Then for each $a \in V$, define the $|V| \times |V|$ generalized Pauli matrices by the following linear maps:

$$X(a) : e_v \mapsto e_{v+a},$$

$$Y(a) : e_v \mapsto \omega^{a^T v} e_v,$$

where $\omega$ is a $p$-th primitive root of unity. We work with the group

$$G = \langle X(a), Y(a) : a \in V \rangle / (\omega I),$$
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which has size $p^{2m}$. This group is abelian, and every element of $G$ can be written uniquely in the form

$$X(a)Y(b)(\omega I)$$

for some $a, b \in V$. Then $V^2$ is isomorphic to $G$ as a vector space via the following map:

$$\phi : (a, b) \mapsto X(a)Y(b)(\omega I).$$

For,

$$\phi(a_1 + a_2, b_1 + b_2) = X(a_1 + a_2)Y(b_1 + b_2)(\omega I)$$

$$= (X(a_1)Y(b_1)(\omega I))(X(a_2)Y(b_2)(\omega I))$$

$$= \phi(a_1, b_1)\phi(a_2, b_2).$$

Define a bilinear form on $G$ as follows:

$$[\phi(a_1, b_1), \phi(a_2, b_2)] := a_2^T b_1 - a_1^T b_2.$$ 

This form is nondegenerate and alternating.

5.1.9 Lemma. The matrices $X(a_1)Y(b_1)$ and $X(a_2)Y(b_2)$ commute if and only if $a_2^T b_1 - a_1^T b_2 = 0$.

Proof. Consider the action of the matrices on $e_v$:

$$X(a_1)Y(b_1)X(a_2)Y(b_2)e_v = \omega^{a_1^T b_1} X(a_1)Y(b_1)e_{v+a_2}$$

$$= \omega^{a_1^T b_1 + (v+a_2)^T b_1} e_{v+a_1+a_2}$$

$$= \omega^{a_2^T b_1} X(a_1 + a_2)Y(b_1 + b_2)e_v.$$

Similarly,

$$X(a_2)Y(b_2)X(a_1)Y(b_1) = \omega^{a_1^T b_1} X(a_1 + a_2)Y(b_1 + b_2).$$

The matrices coincide if and only if $\omega^{a_2^T b_1} = \omega^{a_1^T b_1}$. \hfill $\square$

Thus a set of matrices $\{X(a_1)Y(b_1)\}$ commute whenever the bilinear form vanishes on the set $\{(a_i, b_i)\}$. Since every $X(a)Y(b)$ is normal, a set of commuting matrices of that form are simultaneously diagonalizable.

For example, the set $Y(V) := \{Y(a) : a \in V\}$ is commuting, and the standard basis $\{e_a : a \in V\}$ is a complete set of orthonormal eigenvalues for $Y(V)$. Similarly, if

$$e_a^* := \frac{1}{\sqrt{p^m}} \sum_{v \in V} \omega^{a^T v} e_v,$$

then $\{e_a^* : a \in V\}$ is a complete set of eigenvalues for $X(V) := \{X(a) : a \in V\}$. Moreover, the bases $\{e_a\}$ and $\{e_a^*\}$ are mutually unbiased.

5.1.10 Theorem. Let $U_0, \ldots, U_{p^m}$ be a symplectic spread in $G$, and let $B_i$ be an orthonormal basis of eigenvalues for the matrices of $U_i$. Then $\{B_0, \ldots, B_{p^m}\}$ is a set of $p^m + 1$ mutually unbiased bases in $\mathbb{C}^{p^m}$. \hfill $\square$
Calderbank, Cameron, Kantor, and Seidel proved this theorem by finding a large number of isomorphisms of $G$, so that every pair of $p^m$ commuting matrices are equivalent to $X(V)$ and $Y(V)$ under some isomorphism.

In fact, we can show explicitly that the mutually unbiased bases from semifields in Corollary 5.1.3 are equivalent to those from symplectic spreads in Theorem 5.1.10.

Let $E$ be a commutative semifield of order $q = p^m$, and for $a \in E$ let $M_a$ be the matrix representing multiplication by $a$.

5.1.11 Lemma. Fix $z \in E$, and for each $a \in E$, let $b_a = 2M_a^Tz$. Then the set $U_z = \{X(a)Y(b_a) : a \in E\}$ is commuting.

Proof. Recall that $X(a_1)Y(b_1)$ and $X(a_2)Y(b_2)$ commute if and only if $a_2^Tb_1 = a_1^Tb_2$. Here,

$$a_2^Tb_1 = 2a_2^TM_a^Tz = 2(M_a, a_2)^Tz = 2(a_1 \circ a_2)^Tz,$$

and similarly

$$a_1^Tb_2 = 2(a_2 \circ a_1)^Tz.$$

Since the semifield is commutative, the expressions are equal and the matrices commute.

Thus the space over $GF(p)$ spanned by $U_z$ is isotropic, and the set of all such $U_z$ is a symplectic spread.

For odd order, the mutually unbiased bases in Corollary 5.1.3 have matrix form

$$(W_z)_{x,y} := \frac{1}{\sqrt{q}} \omega^{x^T(a \circ x) + 2y^Tx},$$

for $x, y, z \in E$.

5.1.12 Lemma. Let $b = 2M_a^Tz$ in $E$, where $|E|$ is odd. Then the columns of $W_z$ form a spanning set of eigenvectors for $X(a)Y(b)$.

Proof. Let $(W_z)_y$ denote the $y$-th column on $W_z$.

$$X(a)Y(b)(W_z)_y = X(a)Y(b) \sum_{x \in G} \omega^{-x^T(a \circ x) + 2y^Tx}e_x$$

$$= \sum_{x \in G} \omega^{z^T(a \circ x) + 2(y+b)^Tx}e_{x+a}$$

$$= \sum_{x \in G} \omega^{z^T(x+a)^2 + 2y^T(x+a) + b^Tx - 2z^T(a \circ x) - z^T(a \circ a) - 2y^Ta}e_{x+a}.$$
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Therefore the previous expression simplifies to
\[ X(a)Y(b)(W_z)_y = \omega^{-z^T(a \circ a) - 2y^T a} \sum_{x \in G} \omega^{x^T(x + a)^2 + 2y^T(x + a)} e_{x + a} \]
\[ = \omega^{-z^T(a \circ a) - 2y^T a} (W_z)_y. \]

The even case is similar. Let \( E \) have even-order, and for \( x \in E \) let \( \tilde{x} \) be the embedding of \( E \) into the free module \( R \) over \( \mathbb{Z}_4 \), as in Lemma [5.1.6]. Then the bases in Corollary [5.1.3] have matrix form
\[ (W_z)_{x,y} := \frac{1}{\sqrt{q}} i^{\langle \tilde{z}, \tilde{x}^2 \rangle + \langle 2\tilde{y}, \tilde{x} \rangle}. \]

5.1.13 Lemma. Let \( b = M_a^T z \) in \( E \), where \( |E| \) is even. Then the columns of \( W_z \) form a complete set of eigenvectors for \( X(a)Y(b) \).

Proof. As in Lemma [5.1.12].

The situation in which \( E \) is a field is special. In the odd case, let \( x, y, \) and \( z \) be in \( GF(q) \), and let
\[ (W_z)_{x,y} := \frac{1}{\sqrt{q}} i^{\text{Tr}(zx^2 + 2yx)}. \]

Then when \( b = 2az \) in \( GF(q) \), the columns of \( W_z \) form a complete set of eigenvectors for \( X(a)Y(b) \). In the even case, let \( T \) be the Teichmüller set of the Galois ring \( R \), and for \( x, y, \) and \( z \) in \( T \), let
\[ (W_z)_{x,y} := \frac{1}{\sqrt{q}} i^{\text{Tr}(zx^2 + 2yx)}. \]

Then the columns of \( W_z \) form a complete set of eigenvectors for \( X(a)Y(b) \) when \( b = az \).

5.1.4 Covering graphs

Any difference set determines a bipartite graph with a group of automorphisms acting on the colour classes. In the case of \( (n,k,n,\lambda) \)-relative difference sets, the graph has an interesting structure.

5.1.14 Theorem. There exists an \( (n,k,n,\lambda) \)-relative difference set if and only if there exists an \( n \)-fold distance-regular cover of \( K_{k,k} \) whose automorphism group has a subgroup acting regularly on each colour class.

Proof. Let \( D \) be an \( (n,k,n,\lambda) \)-relative difference set in \( G \), with excluded subgroup \( N \). Define a graph \( \Gamma \) with vertices \( \mathbb{Z}_2 \times G \) and edges as follows:
\[ (0,x) \sim (1,y) \iff y - x \in D. \]
5.1. A CONSTRUCTION FOR PRIME POWERS

Clearly, $\Gamma$ is bipartite, and the automorphism group

$$\{ \phi_a : (i,x) \mapsto (i,x+a) \mid a \in G \}$$

acts regularly on each colour class.

We show that $\Gamma$ is a distance-regular antipodal cover. Without loss of generality, consider the neighbourhoods of $(0,0)$. The first neighbourhood of $(0,0)$ is $\{(1,y) : y \in D\}$, while $(0,x)$ is at distance 2 if and only if there is some $y \in D$ such that $y-x$ is also in $D$. But this occurs if and only if $x$ is a difference in $D$. We have (for $x \neq 0$):

$$d((0,0),(0,x)) = \begin{cases} 
2, & x \notin N; \\
4, & x \in N.
\end{cases}$$

Since $N$ is a subgroup of $G$, vertices at distance 4 from $G$ are also at distance 4 from each other: $N$ is antipodal. If $x \notin N$, then $x$ occurs $\lambda$ times as a difference in $D$, and therefore $(0,x)$ has $\lambda$ common neighbours with $(0,0)$. From this information, it follows that $\Gamma$ is distance-regular with intersection array

$$\{k,k-1,k-\lambda,1;1,\lambda,k-1,k\}.$$ 

This is the intersection array of an antipodal cover of $K_{k,k}$.

The converse is similar. Let $X$ and $Y$ be the two colour classes of an antipodal distance-regular $n$-fold cover of $K_{k,k}$, and assume the group $G$ acts regularly on both $X$ and $Y$. Identify $G$ with $X$ as follows: fix some $x \in X$, and for each $u \in X$ let $g_u$ be the unique element of $G$ such that $g_u(x) = u$. Now for some fixed $y \in Y$, define

$$D := \{g_u \in G : u \sim y\}.$$ 

Using similar counting arguments, it follows that $D$ is an $(n,k,n,\lambda)$-difference set. If we identify $Y$ with $G$ by uniquely letting $h_v \in G$ satisfy $h_v(y) = v$ for each $v \in Y$, then the excluded subgroup is

$$N := \{h_v \in G : d(v,y) \in \{0,4\}\}.$$

Note that the graph $\Gamma$ in the proof of Theorem 5.1.14 has

$$\phi : (i,x) \mapsto (1-i,-x)$$

as an automorphism in addition to the automorphism acting on the colour classes. Therefore the graph corresponding to a relative difference set is vertex transitive (but not necessarily Cayley with respect to an abelian group).

An $(n,k,n,\lambda)$-relative difference set is also equivalent to a symmetric transversal design $ST(n,\lambda)$ admitting a Singer group. See Jungnickel [46] for details.
5. MUTUALLY UNBIASED BASES

5.2 Equivalence of known constructions

In this section, we consider vectors projectively: two vectors are considered the same if they span the same 1-dimensional space. Note that the angle $|x^*y|^2$ does not depend on the choice of unit vector $x$ within the subspace $\langle x \rangle$. Two sets of complex lines are equivalent if there is a unitary matrix $U$ which maps one to the other. Recall that $U$ preserves the angles between vectors:

$$|(Ux)^*(Uy)| = |x^*U^*Uy| = |x^*y|.$$  

For two equivalent sets of mutually unbiased bases, say $B = \{B_0, B_1, \ldots, B_n\}$ and $B' = \{B'_0, \ldots, B'_n\}$, this means that two vectors from the same basis $B_i$ will be mapped to the same basis $B'_j$ for some $j$. Here, we show that all of the known maximal sets of mutually unbiased bases are equivalent to the ones in Section 5.1. The results in this section are new.

We work with bases in matrix form. Let $q = p^m$ be odd with $p > 3$, and let $\omega$ be a primitive $p$-th root of unity. For $x, y$, and $z$ in $GF(q)$, define a $q \times q$ matrix with entries

$$(A_z)_{x,y} := \frac{1}{\sqrt{q}} \omega^{\text{Tr}((x+z)^3+y(x+z))}.$$

We call this an Alltop matrix, as it was Alltop [3] who showed that for $p > 3$, the set $\{A_z : z \in GF(q)\}$ together with $I$ is a maximal set of mutually unbiased bases. Also consider the bases constructed in Corollary 5.1.3 in the case where the semifield $E$ is just $GF(q)$:

$$(W_z)_{x,y} := \frac{1}{\sqrt{q}} \omega^{\text{Tr}(zx^2+2yx)}.$$

We call $W_z$ a Wootters & Fields matrix (see [72] for their construction).

5.2.1 Theorem. For $p > 3$, the Alltop matrices are equivalent as mutually unbiased bases to the Wootters & Fields matrices.

Proof. For convenience, let

$$\chi(x) := \omega^{\text{Tr}x}.$$  

Multiply each $A_a$ on the left by the unitary matrix $A_0^*$. Since $A_0^* = A_0^{-1}$, this map takes $A_0$ to $I$ and $I$ to $A_0^*$ (which, after dividing column $x$ by $\omega^{\text{Tr}x^3}$, is $W_0$). In the remaining cases:

$$(A_0^*A_a)_{x,y} = \sum_{z \in GF(q)} (A_0^*)_{x,z} (A_a)_{z,y}$$

$$= \frac{1}{q} \sum_{z \in GF(q)} \chi(-z^3-xz) \chi((z+a)^3+y(z+a))$$

$$= \frac{1}{q} \sum_{z \in GF(q)} \chi(3az^2 + (3a^2 + y - x)z + (a^3 + ya)).$$
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This expression is known as a Weil sum and can be evaluated with the following formula from Lidl and Niederreiter [56, Theorem 5.33]:

\[
\sum_{z \in GF(q)} \chi(a_2z^2 + a_1z + a_0) = \chi\left(a_0 - \frac{a_1^2}{4a_2}\right) \eta(a_2) G(\eta, \chi).
\]

Here \(\eta(a_2)\) is the quadratic residue of \(a_2\) and \(G(\eta, \chi)\) is a Gaussian sum which is independent of \(a_0, a_1\) and \(a_2\). Thus,

\[
(A_0^* A_a)_{x,y} = \frac{1}{q} \chi \left(\frac{12a_4 + 12ga^2 - (3a^2 + y - x)^2}{12a}\right) \eta(3a) G(\eta, \chi).
\]

Now divide each column by its entry in the row \(x = 0\), namely \((A_0^* A_a)_{0,y}\). (This does not affect the absolute value of the angle between the columns.) Most of the terms cancel. The result is

\[
\frac{(A_0^* A_a)_{x,y}}{(A_0^* A_a)_{0,y}} = \chi \left(-\frac{x^2 + 2x(3a^2 + y)}{12a}\right) \eta(3a) G(\eta, \chi).
\]

We conclude that pre-multiplying by \(A_0^*\) maps \(A_a\) to \(W_{-1/12a}\), up to the column permutation \(y \mapsto (3a^2 + y)/6\). Thus the mutually unbiased bases are equivalent.

A third construction of maximal sets of bases in odd prime-power dimensions is due to Bandyopadhyay, Boykin, Roychowdhury, and Vatan [7]. They partition the Generalized Pauli matrices into maximal commuting sets and show that the common eigenvectors of these sets are mutually unbiased. Their partition is that of Lemma 5.1.12: for each \(z \in GF(q)\),

\[
\{X(a)Y(2az) : a \in GF(q)\}
\]

is commuting set. This implies that their construction is a special case of the bases in Corollary 5.1.3 when \(E\) is a field.

5.2.2 Corollary. The mutually unbiased bases of Bandyopadhyay, Boykin, Roychowdhury, and Vatan are equivalent to the Wootters & Fields matrices. \(\square\)

There are fewer constructions for even dimensions \(q = 2^m\). Let \(R = GR(4^m)\), let \(T\) be the Teichm"uller set and let \(\text{Tr} : R \rightarrow \mathbb{Z}_4\) be the Galois ring trace. The Wootters & Fields matrices are, for \(x, y, z\) in \(T\) and \(i = \sqrt{-1}\),

\[
(W_z)_{x,y} := \frac{1}{\sqrt{q}} i^{\text{Tr}(zx^2 + 2yx)}.
\]
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Since $\text{Tr}(x^2) = \text{Tr}(x)$ in $R$, the exponent $\text{Tr}(zx^2 + 2yx)$ can be simplified to $\text{Tr}((z + 2y)x)$ (for some $z$). This description was given by Klappenecker and Rötteler \[19\]. These matrices are again equivalent to those in Corollary 5.1.3 when $E$ is a field. Lemma 5.1.13 shows that the columns of these matrices are eigenvectors for the generalized Pauli matrices, but it is instructive to see this explicitly.

Recall that for $x \in GF(q)$, there is a unique $\hat{x} \in T$ such that $\hat{x} = x \mod 2$. Using this bijection, the generalized Pauli matrices act on $T$. If $x$ and $y$ are in $T$, then in general $x + y$ is not. However, $T$ is closed under multiplication, so $(x + y)^2 = x^2 + y^2 + 2xy$ is in $T$, and so is its square root $x + y + 2\sqrt{xy}$. Moreover, $x + y + 2\sqrt{xy}$ is the unique element of $T$ congruent to $x + y \mod 2$.

Therefore, the Pauli matrices act on $T$ as follows:

\[
X(a) : e_v \mapsto e_{v + a + 2\sqrt{ya}}; \\
Y(a) : e_v \mapsto e^{i\text{Tr}(2avy)}e_v.
\]

5.2.3 Lemma. Let $b = az$ in $T$. Then the columns of $W_z$ form a complete set of eigenvectors for $X(a)Y(b)$.

Proof. Let $(W_z)_y$ denote the $y$-th column on $W_z$.

\[
X(a)Y(b)(W_z)_y = X(a)Y(b) \sum_{x \in G} i^{\text{Tr}(zx^2 + 2yx)}e_x \\
= \sum_{x \in G} i^{\text{Tr}(zx^2 + 2yx + 2bx)}e_{x + a + 2\sqrt{ya}} \\
= \sum_{x \in G} i^{\text{Tr}(z(x+a)^2 + 2y(x+a) + 2bx - 2ax - za^2 - 2yza)}e_{x + a + 2\sqrt{ya}} \\
= i^{-\text{Tr}(za^2 + 2yaz)} \sum_{x \in G} i^{\text{Tr}(z(x+a)^2 + 2y(x+a))}e_{x + a + 2\sqrt{ya}} \\
= i^{-\text{Tr}(za^2 + 2yaz)}(W_z)_y.
\]

In the second last line, $(x + a)^2 = (x + a + 2\sqrt{ya})^2$ and $2(x + a) = 2(x + a + 2\sqrt{ya})$.

As with in the odd case, this description of the Wootters & Fields matrices in dimension $2^n$ as the eigenvalues of generalized Pauli matrices was given by Bandyopadhyay et al. \[7\].

5.3 Non-prime-power dimensions

We have seen that $n + 1$ mutually unbiased bases in $\mathbb{C}^k$ can be constructed from $(k, n, k, \lambda)$-relative difference sets, and that a $(k, k, 1)$-relative difference set exists whenever $k$ is a prime power. For other dimensions, the largest known general construction is the following, due to Rötteler and Klappenecker \[19\].
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5.3.1 Lemma. Suppose there exist \( n \) mutually unbiased bases in both \( \mathbb{C}^{k_1} \) and in \( \mathbb{C}^{k_2} \). Then there exist \( n \) mutually unbiased bases in \( \mathbb{C}^{k_1 k_2} \).

Proof. Let \( A_1, \ldots, A_n \) be mutually unbiased bases (in matrix form) in \( \mathbb{C}^{k_1} \), and \( B_1, \ldots, B_n \) mutually unbiased in \( \mathbb{C}^{k_2} \). Then for \( i \neq j \), both \( A_i^* A_j \) and \( B_i^* B_j \) are flat matrices, and

\[
(A_i \otimes B_i)^* (A_j \otimes B_j) = (A_i^* A_j) \otimes (B_i^* B_j)
\]

is also flat. Thus

\[
A_1 \otimes B_1, \ldots, A_n \otimes B_n
\]

is a set of mutually unbiased bases in \( \mathbb{C}^{k_1 k_2} \). \( \square \)

5.3.2 Corollary. Let \( d = p_1^{e_1} \cdots p_r^{e_r} \), where \( p_1, \ldots, p_r \) are distinct primes. Then there exists a set of

\[
\min\{p_1^{e_1}, \ldots, p_r^{e_r}\} + 1
\]

mutually unbiased bases in \( \mathbb{C}^d \). \( \square \)

Wocjan and Beth \[71\] have a construction which slightly improves the lower bound in certain square dimensions: they construct \( n + 2 \) bases in dimension \( d = k^2 \) from a set of \( n \) mutually orthogonal Latin squares of size \( k \times k \). However, nothing better than Corollary 5.3.2 is known for most \( d \). The bound implies that there are at least three mutually unbiased bases in any dimension; in Section 5.4 we construct three in every dimension using spin models.

5.3.1 Dimension 6

At least three and at most seven mutually unbiased bases exist in \( \mathbb{C}^6 \): the exact number is not known. Here we consider the possibility that more than three exist.

If \( B_0 \) and \( B_1 \) are mutually unbiased, then without loss of generality \( B_0 = I \) and \( B_1 \) is a complex Hadamard matrix. The list of known Hadamard matrices of order 6 is short. Let \( s \) and \( t \) be complex numbers of absolute value 1, let \( i = \sqrt{-1} \), and let \( \omega \) be a primitive third root of unity. Then

\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & i & -i & -i & i \\
i & -1 & t & -t & -i & i \\
i & -i & -i & -i & -i & i \\
i & -i & t & -i & -t & i \\
i & -i & -t & t & -1 & -1
\end{pmatrix}
\] (5.3.1)

and

\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & \omega & \omega & \omega & \omega & \omega \\
1 & \omega^2 & \omega^2 & \omega & \omega & \omega \\
-1 & s & -s & t & -t & -t \\
1 & -s \omega & -s \omega & t \omega^2 & -t \omega^2 & -t \omega^2 \\
1 & -s \omega^2 & -s \omega & t \omega & -t \omega & -t \omega
\end{pmatrix}
\] (5.3.2)
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are complex Hadamard. Note that (5.3.1) is symmetric, while (5.3.2) is the character table of \( \mathbb{Z}_6 \) when \( s = t = 1 \). Now let

\[ d := \frac{1 - \sqrt{3}}{2} + i \sqrt{\frac{3}{2}}. \]

Then

\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & -d & -d^2 & d & d^2 \\
1 & d & 1 & d^2 & -d^3 & d^2 \\
1 & -d^2 & d^2 & -1 & d^2 & -d^2 \\
1 & d^2 & -d^3 & d^2 & 1 & -d \\
1 & d & d^2 & -d^2 & -d & -1
\end{pmatrix}
\]  (5.3.3)

is skew-symmetric Hadamard. Two Hadamard matrices \( B_1 \) and \( B_2 \) are equivalent if

\[ B_1 = P_1 D_1 B_2 D_2 P_2, \]

where \( P_i \) is a permutation matrix and \( D_i \) is diagonal (with all diagonal entries having the same absolute value). Up to equivalence, (5.3.1), (5.3.2) and (5.3.3) is the complete list of known order-6 Hadamard matrices. To this list, we add another class, which is skew-symmetric and a generalization of (5.3.3).

\[ \text{5.3.3 Lemma. Let } s, t \text{ and } u \text{ be complex numbers of absolute value 1 satisfying} \]

\[ stu + s + t + u + 2 = 0. \]

Then

\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & -s & s & 7 & -7 \\
1 & -\bar{s} & -1 & u & \bar{s} & -u \\
1 & \bar{s} & \bar{u} & 1 & \bar{stu} & 7 \\
1 & t & s & stu & 1 & u \\
1 & -t & -\bar{u} & t & \bar{u} & -1
\end{pmatrix}
\]  (5.3.4)

is a complex Hadamard matrix.

To see that (5.3.4) is a generalization of (5.3.3), take \( s = t = d^2 \) and \( u = -\bar{d} \). Theorem 5.1.14 and Lemma 5.1.1 show that any distance regular antipodal \( n \)-fold cover of \( K_{k,k} \) with an appropriate automorphism group produces a set of \( n + 1 \) mutually unbiased bases in \( \mathbb{C}^k \). In fact, a 3-fold cover of \( K_{6,6} \) exists. It was found by Faradžev, Ivanov, and Ivanov [29], although this description is due to Aldred [1], who works with a so-called tank-trap (see [2] for more details).

Let \( T_0 \) be a \( 3 \times 5 \) matrix where each entry is a subset of \( \{\infty, 0, \ldots, 4\} \). The \( i \)-th row of \( T_0 \) (for \( i \in \mathbb{Z}_5 \)) is

\[ \{(\infty, i), \{1 + i, 4 + i\}, \{2 + i, 3 + i\}\}. \]
Each row is a 1-factor of $K_6$, and the entire array is a 1-factorization. Define two more arrays $T_1$ and $T_2$ by shifting the columns of $T_0$:

$$T_j(i, h) = T_0(i, h - j).$$

Here columns are indexed mod 3. Clearly $T_1$ and $T_2$ are also 1-factorizations.

Now define the cover of $K_{6,6}$: let $B_i$ and $W_i$ be the fibres of the two colour classes, where $B_i(j)$ is the $j$-th vertex in fibre $i$ (taking $0 \leq j \leq 2$ and $0 \leq i \leq 4$). Then

$$B_i(j) \sim W_k(h)$$

if and only if $k \in T_j(i, h)$.

Additionally, set $B_\infty(j) \sim W_k(j)$ and $W_\infty(j) \sim B_k(j)$ for all $j$ and $k$.

Clearly, there is a matching between $B_i$ and $W_k$, since $T_j(i, h) = T_{j+l}(i, h+l)$ and therefore $B_i(j)$ and $W_k(h)$ if and only if $B_i(j + l)$ and $W_k(h + l)$ are. To see that $B_i(j)$ and $B_j(j')$ have two common neighbors for $i \neq i'$, note that $W_k(h)$ is a common neighbour if and only if $k$ is in both $T_0(i, h - j)$ and $T_0(i', h - j')$. As $h$ runs over the columns of $T_0$, by inspection $T_0(i, h - j)$ and $T_0(i', h - j')$ have nontrivial intersection exactly twice. A similar argument applies for the vertices of $B_\infty$, and it follows that the graph is a distance-regular antipodal cover.

If this graph had an automorphism group which acted regularly on each colour class, then four mutually unbiased bases would exist in $\mathbb{C}^6$. Unfortunately, no such automorphism group exists. An exhaustive computer search of the two abelian groups of order 18 shows that there is no relative difference set of size 6.

### 5.4 Type-II matrices

In this section, we consider the connection between mutually unbiased bases and a class of type-II matrices called spin models. The term “spin model” refers to a model of statistical mechanics that the matrices represent, while “type II” refers to the second Reidemeister move, an operation under which any link invariant must remain constant. The connection between the two was found by Jones [45]. For more of an introduction to knot theory, link invariants, and the connections to Lie algebras, see Kauffman [48]. The results in this section, unless otherwise noted, are due to Godsil.

Let $W$ be an $n \times n$ matrix with no zero entries. Then the Schur inverse of $W$ is the matrix $W^{(-)}$ such that

$$W \circ W^{(-)} = J.$$

An invertible, Schur-invertible matrix $W$ is type II if

$$WW^{(-)T} = nI.$$

Recall that if $W$ is mutually unbiased with $I$ in $\mathbb{C}^n$, then $W$ is unitary and flat with entries of absolute value $1/\sqrt{n}$. Then

$$W^{(-)} = nW.$$
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which implies that \( W \) is type II. More generally, any two of the following imply the third:

(a) some real multiple of \( W \) is unitary;
(b) \( W \) is flat;
(c) \( W \) is type II.

Moreover, satisfying all three conditions is equivalent to some multiple of \( W \) being unitary and mutually unbiased with \( I \). There is another characterization of type-II matrices due to Godsil and Chan [33].

5.4.1 Lemma. An \( n \times n \) matrix \( W \) is type II if and only if
\[
\text{Tr}(AW^{-1}BW) = \text{Tr}(A)\text{Tr}(B),
\]
for every diagonal \( A \) and \( B \).

Define the Schur ratio of columns \( i \) and \( j \) of \( W \) to be the \( i \)-th column of \( W \) Schur-divided by the \( j \)-th column:
\[
W_{i/j} := W e_i \circ W e_j^{(-)}.
\]
Then \( W \) is a spin model if \( W \) is type II, and every \( W_{i/j} \) is an eigenvector for \( W \).

One example of a spin model is the following: let \( \theta \) be a root of unity such that \( \theta^2 \) is a primitive \( n \)-th root, and define an \( n \times n \) matrix
\[
W_{ij} := \theta^{(i-j)^2}.
\]
Clearly, \( W \) is flat, and
\[
(W^*W)_{ij} = \sum_k \theta^{-(i-k)^2+(j-k)^2} = \theta^{i^2-j^2} \sum_k \theta^{2k(i-j)} = \begin{cases} n, & i = j; \\ 0, & i \neq j. \end{cases}
\]
Thus \( W/\sqrt{n} \) is unitary and \( W \) is type II. Moreover,
\[
(W_{j/i})_k = \theta^{-(i-k)^2+(j-k)^2} = \theta^{i^2-j^2} \omega^{2(i-j)k},
\]
which is an eigenvector for the circulant \( W \). Thus \( W \) is a spin model.

5.4.2 Lemma. Let \( W \) be an \( n \times n \) spin model and let \( D_j \) be diagonal with
\[
(D_j)_{i,i} := \sqrt{n}(W_{i,-})_{i,j}.
\]
Then
\[
D_j WD_j^{-1} = W^{-1}D_j W.
\]
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Proof. Let $W_{i/j}$ have eigenvalue $\lambda_{i/j}$. Since the $i$-th column of $D_j W$ is $\sqrt{n}W_{i/j}$, an eigenvector, it follows that $WD_j W = D_j W \Lambda_j$, where $\Lambda_j$ is diagonal with $(\Lambda_j)_{ii} = \lambda_{i/j}$. Now using Lemma 5.4.1 with $A = E_{ii}$ (the matrix with $ii$ entry 1 and zeros elsewhere) and $B = D_j^{-1}$, we get

$$
\text{tr}(D_j) = n \text{Tr}(E_{ii} W^{-1} D_j^{-1} W)
= n \text{Tr}(E_{ii} \Lambda_j (D_j W)^{-1})
= n(\Lambda_j)_{ii}(D_j W)^{-1}_{ii},
$$

From which it follows that $\Lambda_j = D_j$.

If $D$ is diagonal and all diagonal entries have absolute value 1, then $D$ is unitary. Then $D^{-1} WD$ is unitary whenever $W$ is unitary, and moreover $D^{-1} WD$ is flat whenever $W$ is flat. Therefore, when $W$ is a unitary spin model and $D = D_j$, we have that $D_j WD_j^{-1} = W^{-1} D_j W$ is both flat and unitary.

5.4.3 Corollary. If $W$ is a unitary spin model, then $I$, $W$, and $D_j W$ are mutually unbiased.

Since there is a spin model of order $n$ for every $n$, spin models produce three mutually unbiased bases in every dimension.

All of the known maximal sets of mutually unbiased bases are equivalent to sets of the form

$$
B = \{I, W, D_1 W, \ldots, D_{n-1} W\},
$$

where $W$ is a flat type-II matrix and $D_i$ is diagonal with entries of absolute value 1. In particular, $W$ is the character table of an abelian group, and $\{D_0 = I, D_1, \ldots, D_{n-1}\}$ is also a group of diagonal matrices. If the diagonals do form a group so that $D_i^* D_j = D_k$, then $B$ is a set of mutually unbiased bases if and only if

$$(D_i W)^* (D_j^* W) = W^* D_k W$$

is flat for each $D_k$.

5.4.1 Orthogonal decompositions of Lie algebras

Here we describe an important connection between mutually unbiased bases and subalgebras of $sl_n(\mathbb{C})$ discovered by Boykin, Sitharam, Tiep, and Wocjan [14].

A Lie algebra is an algebra with a skew-symmetric bilinear bracket multiplication satisfying the Jacobi identity:

$$\left[X, [Y, Z]\right] + [Y, [Z, X]] + [Z, [X, Y]] = 0.$$

Note that skew-symmetry implies that $[X, X] = 0$. Given an associative algebra $A$, the Lie product

$$[X, Y] := XY - YX$$

turns $A$ into a Lie algebra. The algebra we are interested in is $sl_n(\mathbb{C})$, the set of $n \times n$ complex matrices with trace zero. This Lie algebra is simple: the only
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proper ideal is the trivial ideal. As a vector space over $\mathbb{C}$, the dimension of $\mathfrak{sl}_n(\mathbb{C})$ is $n^2 - 1$.

A Cartan subalgebra of a simple Lie algebra is a maximal abelian subalgebra. If $\mathcal{H}$ is an abelian subalgebra of $\mathfrak{sl}_n(\mathbb{C})$ in which every matrix is normal, then commutativity implies that $\mathcal{H}$ is simultaneously diagonalizable. The traceless diagonal matrices form a vector space of dimension $n - 1$, so $\dim(\mathcal{H}) \leq n - 1$ with equality if and only if $\mathcal{H}$ is Cartan.

Since the bracket product is bilinear, the map $X \mapsto [A, X]$ is a linear operation, denoted $\text{ad} A$. The Killing form of a Lie algebra is a nondegenerate bilinear form defined by

$$K(X, Y) := \text{Tr}(\text{ad}X \, \text{ad}Y).$$

In the case of $\mathfrak{sl}_n(\mathbb{C})$, it can be shown that this reduces to

$$K(X, Y) = 2n \text{Tr}(XY).$$

Now suppose the Lie algebra $A$ can be decomposed (as a vector space) into a direct sum of Cartan subalgebras:

$$A = \mathcal{H}_0 \oplus \ldots \oplus \mathcal{H}_h.$$

An orthogonal decomposition refers to one in which every $\mathcal{H}_i$ and $\mathcal{H}_j$ are orthogonal with respect to the Killing form. In the case of $\mathfrak{sl}_n(\mathbb{C})$, the decomposition has $n + 1$ subalgebras.

See Kostrikin and Tiep [54] for a more detailed introduction to orthogonal decompositions or de Graaf [24] for Lie algebras in general.

5.4.4 Theorem. There exists a set of $k$ mutually unbiased bases in $\mathbb{C}^n$ if and only if there exists a set of $k$ pairwise orthogonal normal Cartan subalgebras of $\mathfrak{sl}_n(\mathbb{C})$. In particular, there exists a maximal set of mutually unbiased bases if and only if there exists a normal orthogonal decomposition.

Proof. Let $\mathcal{H}_0, \ldots, \mathcal{H}_k$ be a set of normal Cartan subalgebras. Since $\mathcal{H}_i$ is simultaneously diagonalizable, let $D_i$ be a complete set of orthonormal eigenvectors for $\mathcal{H}_i$. We show that the set of $D_0, \ldots, D_k$ are mutually unbiased.

Suppose $H_i$ is in $\mathcal{H}_i$, so $H_i D_i = B_i D_i$ for some diagonal $D_i$. Then for different $i$ and $j$, since $K(H_i, H_j) = 0$ we have

$$2n \text{Tr}(H_i H_j) = 2n \text{Tr}(B_i D_i B_i^* B_j D_j B_j^*) = \text{Tr}(D_i (B_j^* B_i)^{-1} D_j (B_j^* B_i)) = 0.$$

Note also that $\text{Tr}(D_i) = \text{Tr}(H_i) = 0$. Now the set of diagonals $D_i$ for $\mathcal{H}_i$, together with $I$, span the space of all diagonal matrices. Letting $W = B_j^* B_i$, we have for any diagonals $D$ and $D'$,

$$\text{Tr}(D W^{-1} D' W) = \text{Tr}(D) \text{Tr}(D').$$

By Lemma 5.4.3, $W$ is type II. Since $W$ is also unitary, it is therefore flat, and hence $B_i$ and $B_j$ are mutually unbiased. The converse is similar. \hfill \Box
A Cartan subalgebra $\mathcal{H}$ is monomial if it has a basis of monomial matrices. Similarly, a set of mutually unbiased bases is monomial if it is equivalent to a set of bases which are the eigenvalues of monomial Cartan subalgebras. The following theorem is from Kostrikin and Tiep [54].

5.4.5 Theorem. In $\text{sl}_6(\mathbb{C})$ there are at most 3 pairwise orthogonal monomial Cartan subalgebras.

5.4.6 Corollary. In dimension 6, there are at most 3 monomial mutually unbiased bases.

As an example, the subalgebras spanned by the matrices in Lemma 5.1.11 are monomial. This implies that all known maximal sets of mutually unbiased bases are monomial, since all known maximal sets are equivalent to a set constructed from symplectic spreads.

5.5 Real MUBs

In this section we review what is known about mutually unbiased bases in $\mathbb{R}^d$. While these bases are not as useful as the complex ones for quantum measurements, they do have connections to coding theory. Moreover, the questions of existence are probably much easier, because the search space for unbiased bases is finite for any given dimension.

In the complex case, at most $d + 1$ mutually unbiased bases exist in $\mathbb{C}^d$; here, at most $d/2 + 1$ bases exist in $\mathbb{R}^d$. However, more can be said depending on the particular value of $d$.

If $B_0$ and $B_1$ are real and mutually unbiased, then by applying an orthogonal transformation we may assume $B_0 = I$ and $B_1$ is flat. Up to some scalar multiple, a real, flat, unitary matrix is a Hadamard matrix, which can exist only in dimensions which are multiples of 4.

5.5.1 Lemma. At most 2 real mutually unbiased bases exist in $\mathbb{R}^{4s}$ if $s$ is not square.

Proof. Let $B_i$ be mutually unbiased with $I$. The angle between lines from different bases is $\alpha = 1/4s$, and

$$B_i = \frac{1}{\sqrt{4s}} H_i,$$

where $H_i$ is a Hadamard matrix. Now suppose $B_1$ and $B_2$ are mutually unbiased with each other as well as $I$. Then

$$B_1^T B_2 = \frac{1}{4s} H_1^T H_2$$

is flat and also has entries of absolute value $1/\sqrt{4s}$. Since the entries of $H_1^T H_2$ are integers, this implies $\sqrt{4s}$ is an integer and $s$ is square.
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Boykin, Sitharam, Tarifi, and Wocjan [13] used another counting argument for Hadamard matrices to find a second bound.

5.5.2 Lemma. At most 3 real mutually unbiased bases exist in $\mathbb{R}^{4s}$ if $s$ is odd.

A result analogous to Corollary 3.6.8 applies to real bases: if $G$ is the Gram matrix of a set of real mutually unbiased bases, then $\{I, G\}$ is coherently-weighted configuration.

5.5.1 Constructions

Sets of complex lines with small angles may be used to construct sets of real lines.

5.5.3 Lemma. Let $X$ be a set of vectors in $\mathbb{C}^d$ such that

$$|u^*v|^2 \leq \epsilon$$

for all $u$ and $v$ in $X$. Then there is a set of $2|X|$ vectors in $\mathbb{R}^{2d}$ satisfying the same bound.

Proof. Let $v = (a_1 + ib_1, \ldots, a_d + ib_d)$ be a vector in $X$, with $a_j$ and $b_j$ real. Then we construct two vectors in $\mathbb{R}^{2d}$:

$$v_1 = (a_1, b_1, \ldots, a_d, b_d),$$
$$v_2 = (b_1, -a_1, \ldots, b_d, -a_d).$$

Note that $v_1$ and $v_2$ are orthogonal. Similarly, given $u = (c_1 + id_1, \ldots, c_n + id_n)$ construct $u_1$ and $u_2$. Then

$$|u^*v|^2 = \left|\sum_j (a_j - ib_j)(c_j + id_j)\right|^2$$
$$= \left|\sum_j a_j c_j + b_j d_j + i(a_j d_j - b_j c_j)\right|^2$$
$$= \left(\sum_j a_j c_j + b_j d_j\right)^2 + \left(\sum_j a_j d_j - b_j c_j\right)^2$$
$$= |v_1^T u_1|^2 + |v_2^T u_2|^2.$$

Since $|u^*v|^2$ is at most $\epsilon$, so is each of $|v_1^T u_1|^2$ and $|v_2^T u_2|^2$. Similarly,

$$|u^*v|^2 = |v_1^T u_1|^2 + |v_2^T u_2|^2.$$

Therefore all of the angles between $v_1$, $v_2$, $u_1$, and $u_2$ are at most $\epsilon$. $\square$
5.5. REAL MUBS

Suppose \( d \) is a power of 2, and \( B_0 = I, \ldots, B_d \) is one of the known maximal sets of mutually unbiased bases in \( \mathbb{C}^d \). Applying Lemma 5.5.3 produces a maximal set of \( d + 1 \) mutually unbiased bases in \( \mathbb{R}^{2d} \). These sets were originally constructed by Cameron and Seidel [19].

Several of the results for complex lines in Chapter 4 can be specialized to real lines for fields of characteristic 2. For example, Theorem 4.2.2 implies that if the graph \( X(\mathbb{Z}_2^k, D) \) has exactly \( s \) nontrivial eigenvalues which are distinct in absolute value, then there is an \( s \)-distance set of size \(|G|\) in \( \mathbb{R}^{(D)} \). Another example is Corollary 4.3.6 in which codes of length \( n \) over \( \mathbb{Z}_2 \) are mapped to \( \mathbb{R}^n \) via \( x \mapsto (-1)^x \). In fact, as noted by Cameron and Seidel [19] and Calderbank et al. [17], applying Corollary 4.3.6 to binary Kerdock codes produces maximal sets of mutually unbiased bases. (Kerdock codes are closely related to orthogonal spreads, which have the same role for real bases as symplectic spreads do for complex bases.)

The binary Kerdock code \( K(m) \) is a code of length \( 2^m \) with the following weight distribution:

| Weight   | Multiplicity |
|----------|--------------|
| 0        | 1            |
| \( 2^{m/2} \pm 2^{m/2-1} \) | \( 2^m(2^{m-1} - 1) \) |
| \( 2^{m/2} \) | \( 2^{m+1} - 2 \) |
| \( 2^m \) | 1            |

After discarding one of \( \{x, 1 + x\} \), without loss of generality the remaining code has these weights:

| Weight   | Multiplicity |
|----------|--------------|
| 0        | 1            |
| \( 2^{m/2} - 2^{m/2-1} \) | \( 2^m(2^{m-1} - 1) \) |
| \( 2^{m/2} \) | \( 2^m - 1 \) |

Mapping \( \{0, 1\} \) to \( \{1, -1\} \), the words of weight \( 2^{m/2} \) are orthogonal to \( 0 \), and the words of weight \( 2^{m/2} - 2^{m/2-1} \) all have angle \( 2^{m/2} \) with \( 0 \). Since the Kerdock code is distance transitive, the same angles occur for any codewords, and these lines form a set of \( 2^{m-1} \) real mutually unbiased bases. Together with the standard basis, this is a maximal set.

When the dimension is not a power of 2, Boykin et al. [13] gave a construction using Latin squares. Given a \( \sqrt{d} \times \sqrt{d} \) Hadamard matrix and \( k \) mutually orthogonal Latin squares of order \( \sqrt{d} \), there exist \( k + 2 \) mutually unbiased bases in \( \mathbb{R}^d \). This is the best known lower bound for \( d \neq 2^m \).
Chapter 6

Equiangular Lines

Equiangular lines are perhaps the most interesting instance of complex lines with few angles. They have an even wider range of applications than mutually unbiased bases and have significant connections to combinatorics (for example, Corollary [3.5.15] showed that maximal sets of equiangular lines are equivalent to minimal complex 2-designs). Most intriguingly, there is significant evidence that maximal sets exist in every dimension, but only a small number of dimensions actually have proofs. In this chapter, we summarize the known maximal sets and try to extend the ideas to higher dimensions.

Applications

Like mutually unbiased bases, one of the primary motivations for studying complex equiangular lines comes from quantum measurements. A measurement \( \{M_1, \ldots, M_n\} \) is informationally complete if it is possible to recover any density matrix \( \rho \) from the measurement statistics \( p_i = \text{Tr}(M_i \rho M_i^*) \). Since \( \rho \) is a \( d \times d \) Hermitian matrix with trace 1, it has \( d^2 - 1 \) degrees of freedom. Therefore an informationally complete measurement must have at least \( d^2 \) matrices (since the probabilities \( p_i \) sum to 1, a measurement’s degrees of freedom is one fewer than the number of matrices).

If \( M_i \) has rank one, then \( E_i := M_i^* M_i \) is proportional to a projection matrix for a pure quantum state, say \( v_i \). A measurement is symmetric if \( \text{Tr}(E_i E_j) \) is a constant for all \( i \neq j \); such measurements make it particularly easy to reconstruct \( \rho \). With this in mind, a symmetric informationally complete POVM or SIC-POVM is a symmetric POVM consisting of \( d^2 \) rank-one matrices with constant trace. Since the matrices sum to \( I \), each \( E_i \) has trace \( 1/d \). Since

\[
\text{Tr}(E_i E_j) = \frac{1}{d^2} |v_i^* v_j|^2
\]

is a constant, a SIC-POVM is equivalent to a set of \( d^2 \) equiangular lines in \( \mathbb{C}^d \).

One example of a quantum application of equiangular lines is in fingerprinting. In classic fingerprinting, Alice first sends a message \( x \) to Bob over an
unsecured public channel. Then Alice sends Bob a single bit \( a \) from \( x \) over an authenticated public channel. (Alice chooses a position in \( x \) at random, and transmits the bit \( a \) along with its position so that Bob may compare \( a \) to the appropriate bit in \( x \).) If \( a \) matches \( x \), then Bob takes the message to be authentic; this will always be the case if Eve did not tamper with \( x \). However, Eve might replace \( x \) with \( y \), which also matches \( a \). This is called one-sided error.

The authentication process is repeated with different bits \( a \) until Alice and Bob are satisfied.

To minimize error, Alice and Bob might choose an initial pool of valid messages \( C \) such that any pair from \( C \) has a small number of bits in common; this ensures that the probability of authenticating \( y \) instead of \( x \) is small. If \( p(x, y) \) is the number of bits \( x \) and \( y \) have in common, then the goal is minimize the worst-case error probability:

\[
P_{wce} = \max_{x \neq y \in C} p(x, y).
\]

This could be accomplished, for example, with a binary error-correcting code of large distance.

In quantum fingerprinting, assume the authentication “bit” is some pure quantum state \( \rho(x) = v_x v_x^* \). Authentication consists of measuring \( \rho(x) \) using the POVM \( \{ E_1 = \rho(x), E_2 = I - \rho(x) \} \). The message is authenticated if the outcome is 1 (that is, \( \rho(x) \) is measured with respect to \( E_1 \)). Again there is a one-sided error, where with some probability Bob could take a substitute message \( \rho(y) \) as valid. If the valid message pool is a finite set of pure states \( C \), then the worst-case error probability is

\[
P_{wce} = \max_{x \neq y \in C} |v_x^* v_y|^2.
\]

This error is minimized when \( C \) is a set of equiangular lines.

For more details on quantum fingerprinting, see for example Scott, Walgate, and Sanders [66]. Equiangular lines have several other applications to quantum information: like mutually unbiased bases, they have been used in quantum cryptographic protocols (see Fuchs and Sasaki [30]) and in quantum tomography (see Caves, Fuchs, and Schack [20]). Minimizing the error \( P_{wce} \) also has applications in classical communications. In that context, maximal sets of equiangular lines are sometimes called Grassmannian frames (see Strohmer and Heath [68]) or 2-uniform \((n, d)\)-frames (see Bodmann and Paulsen [12]).

### Background

The problem of equiangular lines in \( \mathbb{C}^d \) was studied as early as 1975 by Delsarte, Goethals, and Seidel [27], who, in addition to proving the upper bound of \( d^2 \) lines, found maximal sets in dimensions 2 and 3. Since then, others such as Hoggar [42] and König [51] have examined lines in \( \mathbb{C}^d \) with various applications in mind. Equiangular lines were introduced in the quantum setting by Zauner [74] in 1999. The first major progress in finding maximal sets in \( \mathbb{C}^d \) was made by
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Renes, Blume-Kohout, Scott and Caves [64] in 2003, when they found numerical solutions for \( d \leq 45 \). This strongly suggests that \( d^2 \) lines exist for every \( d \), but a proof seems elusive. Analytic solutions have now been found for \( d \leq 8 \) and \( d = 19 \).

Corollary 3.5.15 (the relative bound) stated that if \( X \) is a set of equiangular lines in \( \mathbb{C}^d \) with angle \( \alpha \), then

\[
|X| \leq \frac{d(1 - \alpha)}{1 - d\alpha},
\]

with equality if and only if \( X \) a 1-design. Solving for \( \alpha \), we get one case of the Welch Lower Bound (see [70]).

6.0.4 Corollary. If \( X \) is a set of equiangular lines in \( \mathbb{C}^d \), then

\[
\alpha \geq \frac{|X| - d}{d(|X| - 1)},
\]

with equality if and only if \( X \) is a 1-design.

Corollary 3.5.15 (the absolute bound) stated that if \( X \) is a set of \( d^2 \) equiangular lines in \( \mathbb{C}^d \), then \( X \) is a 2-design. In this case, the relative bound implies that

\[
\alpha = \frac{1}{d + 1}.
\]

6.1 Fiducial vectors

In Section 5.1 we introduced the generalized Pauli matrices \( X(a) \) and \( Y(a) \) for \( a \) in some finite vector space \( V \). We can also define these matrices over \( \mathbb{Z}_d \). Let \( \{e_j : j \in \mathbb{Z}_d\} \) be the standard basis for \( \mathbb{C}^d \), and let \( \omega \) be an \( d \)-th primitive root of unity in \( \mathbb{C} \). Then the Pauli matrices for \( \mathbb{Z}_d \) act as follows:

\[
X(j) : e_k \mapsto e_{k+j};
\]

\[
Y(j) : e_k \mapsto \omega^{jk}e_k.
\]

When \( d \) is prime, \( X(j) \) and \( Y(j) \) coincide with the Pauli matrices for a vector space.

The quotient group

\[
G := \langle X(j)Y(k) : j, k \in \mathbb{Z}_d \rangle / \langle \omega I \rangle
\]

has order \( d^2 \), and every element can be written uniquely as \( X(j)Y(k)/\omega I \). Moreover, \( G \) is isomorphic to \( \mathbb{Z}_d^2 \) as a free module over \( \mathbb{Z}_d \). As in Lemma 5.1.9, \( X(j)Y(k) \) commutes with \( X(j')Y(k') \) if and only if \( j'k = jk' \). The proof of the following is the same as that of Lemma 5.1.12. Note that if \( \theta = -e^{\pi i/d} \), then \( \theta^2 = \omega \) is a primitive \( d \)-th root of unity, while \( \theta^d \) is 1 or -1 if \( d \) is odd or even respectively.
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6.1.1 Lemma. Define $\theta = -e^{\pi i/d}$, and let $k = jz$ in $\mathbb{Z}_d$. Then

$$\phi_{z,y} := \theta^{yz^2 + 2yx} e_x$$

is an eigenvector for $X(j)Y(k)$. Moreover, for each $z$, the set $\{\phi_{z,y} : y \in \mathbb{Z}_d\}$ spans $\mathbb{C}^d$.

Almost all of the known constructions of maximal sets of equiangular lines have the form

$$\{X(j)Y(k)v : j, k \in \mathbb{Z}_d\}$$

for some $v \in \mathbb{C}^d$. The vector $v$ is called the fiducial vector. The lone exception is Hoggar’s set of 64 lines in $\mathbb{C}^8$, which uses the group $\mathbb{Z}_2^3$ instead of $\mathbb{Z}_8$. Hoggar’s construction is discussed in Section 6.3.

Zauner [74] finds a fiducial vector for every $d \leq 5$, and Renes et al. [64] find all possible vectors for $d \leq 4$. In dimension 2, there are two possible vectors (up to orbits under the Pauli group):

$$v := \frac{1}{\sqrt{6}} \begin{pmatrix} \pm \sqrt{3} \pm i/2 \pm/2 \sqrt{3} \end{pmatrix}.$$  

In dimension 3, there is an infinite number of fiducial vectors. One example is

$$v := \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix}.$$  

For dimensions 4, 5, 6, and 7, Renes et al. found that there are 16, 80, 96, and 336 vectors respectively. However, the analytic descriptions become more complicated as the dimension increases. Grassl [38] gives a fiducial vector in dimension 6 which takes two-thirds of a page to describe. Appleby [4] found analytic solutions for $d = 7$ and $d = 19$.

Denote by $GP(d)$ the group of matrices of the form $\theta^k X(i)Y(j)$, with $i, j \in \mathbb{Z}_d$ and $k \in \mathbb{Z}_{2d}$. Then the Clifford group $C(d)$ is the group of unitary matrices $U$ that normalize $GP(d)$:

$$UGP(d)U^* = GP(d).$$

Suppose $U$ is in the Clifford group, and $M$ is in $GP(d)$. Then there is some other $M'$ in $GP(d)$ such that

$$(Uv)^* M (Uv) = v^* M' v.$$  

Thus if $v$ is a fiducial vector, then so is $Uv$.

An operation $U : \mathbb{C}^d \rightarrow \mathbb{C}^d$ is anti-linear if, for all $\alpha, \beta \in \mathbb{C}$ and $u, v \in \mathbb{C}^d$,

$$U(\alpha u + \beta v) = \alpha^* U(u) + \beta^* U(v).$$
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Any anti-linear operation is a linear operation composed with the complex conjugacy operation. Let $U^* : \mathbb{C}^d \to \mathbb{C}^d$ denote the unique operation such that 

$$u^* U(v) = v^* U^*(u)$$

for any $u$ and $v$. Then an anti-unitary operation is an anti-linear operation such that $U \circ U^*$ is the identity. The extended Clifford group $EC(d)$ is the group of unitary and anti-unitary operations that normalize $GP(d)$.

Each of the fiducial vectors constructed by Renes et al. [64] is an eigenvector for some element $U$ in the extended Clifford group. Moreover, each such $U$ has order 3. Zauner [74] conjectures that this is the case in all dimensions. (See Appleby [4] for more details.)

6.2 The difference set construction

Corollary 4.1.2 showed that if $D$ is a $(v,k,\lambda)$-difference set in an abelian group $G$, then the characters of $G$, restricted to $D$, are a set of $v$ equiangular lines in $\mathbb{C}^k$. Since $v = (k^2 - k + \lambda) / \lambda$, this produces the most lines for a given $k$ when $\lambda = 1$ and $v = k^2 - k + 1$. These lines are maximal with respect to the relative bound (Corollary 3.5.5).

If $k = q + 1$ for some prime power $q$, then the Singer subgroup for $PG(2,q)$ is a cyclic group of size $v = q^2 + q + 1$ containing a $(v,k,1)$-difference set. (For details, see Beth, Jungnickel, and Lenz [11, Theorem VI.1.9].) The lines from this set were constructed by König [51] in 1999 and then rediscovered by Xia, Zhou, and Giannakis [73]. (König observed the construction only when $q$ is prime, while Xia, Zhou, and Giannakis in fact found the more general difference set construction of Corollary 4.1.2 for any cyclic group.)

Since the lines in this construction are characters (restricted to a particular subset), the vectors are flat. Although the lines are not maximal with respect to the absolute bound, they are maximal with respect to flatness. The following result is new.

6.2.1 Lemma. There are at most $k^2 - k + 1$ flat equiangular lines in $\mathbb{C}^k$.

Proof. Let $\{v_1, \ldots, v_m\}$ be a set of $m$ flat equiangular lines in $\mathbb{C}^k$, and let $e_1, \ldots, e_k$ be the standard basis. Then consider the Gram matrix $G$ of

$$X := \{v_1 v_1^*, \ldots, v_m v_m^*, e_1 e_1^*, \ldots, e_k e_k^*\}$$

For vectors $u$ and $v$, the entry in the Gram matrix is

$$G_{uv^*, vv^*} = \text{Tr}(uu^* vv^*) = |u^* v|^2.$$ 

Assume $|v_i^* v_j|^2 = \alpha$. Then we have

$$G = \left(\begin{array}{cc}
\alpha J + (1 - \alpha)I & \frac{1}{k} J \\
\frac{1}{k} J & I
\end{array}\right),$$

where $J$ is the $k 	imes k$ matrix with 1’s on the diagonal and 0’s elsewhere.
where each $J$ is an appropriately sized all-ones matrix. Using elementary row operations, $G$ is row-equivalent to

$\begin{pmatrix} (\alpha - \frac{1}{k})J + (1 - \alpha)I & 0 \\ \frac{1}{k}J & I \end{pmatrix}$.

It is then easy to find the eigenvalues of $G$. When the relative bound from Corollary 3.5.5 holds, $G$ has rank $m + k - 1$. Otherwise, it has full rank $m + k$. In either case, the rank, which is also the dimension of the span of $X$, is at least $m + k - 1$. But $X$ is a subset of the Hermitian matrices, a space of dimension $k^2$. Thus

$m + k - 1 \leq k^2$,

and so $m \leq k^2 - k + 1$.

6.3 Hoggar’s construction

In this section and the next, we discuss two particular constructions of equiangular lines due to Hoggar [42] and Appleby [4], and we show that certain natural generalizations do not work in higher dimensions. Lemmas 6.3.2 and 6.4.1 are new.

Hoggar found 64 equiangular lines in $\mathbb{C}^8$. He worked with quaternions, but there is a simple description of his construction using generalized Pauli matrices. Let $V = GF(2)^3$. Then the Pauli matrices $\{X(a), Y(a) : a \in V\}$ generate a group of size 128 in which every element may be written $\pm X(a)Y(b)$.

6.3.1 Lemma. Let

$r := \sqrt{2}$, $s := \frac{1 + i}{\sqrt{2}}$, $t := \frac{1 - i}{\sqrt{2}}$,

and let

$v := (0, 0, s, t, s, -s, 0, r)$.

Then

$\{X(a)Y(b)v : a, b \in V\}$

is a set of 64 equiangular lines in $\mathbb{C}^8$.

It is natural to ask if there is a similar construction for other powers of two. Let $V(k, 2) = GF(2)^k$, and consider the group $G_k$ generated by the Pauli matrices of $V(k, 2)$.

6.3.2 Lemma. For any $v \in \mathbb{C}^{2^k}$, the lines

$\{X(a)Y(b)v : a, b \in V(k, 2)\}$

can only be equiangular for $k \in \{1, 3\}$.  

6.3. HOGGAR’S CONSTRUCTION

Proof. Let $X$ and $Y$ denote the $2 \times 2$ Pauli matrices. Then modulo $-I$, the matrices of $G_k$ have the form

$$\Omega_k := \{I, X, Y, XY\}^\otimes k,$$

and the angles of interest have the form $v^* M v$, for $M \in \Omega_k$. Let $v = (v_1, \ldots, v_d)$, where $d = 2^k$. Then the angles will give a system of constraints on the values of $v_i$.

Let $\alpha_j = v_j^* v_j$. Then from $v^* I v = 1$, we get

$$\alpha_1 + \ldots + \alpha_d = 1.$$

Next consider

$$|v^* (I \otimes \ldots \otimes I \otimes Y) v| = \frac{1}{\sqrt{d + 1}}.$$

Since $v_j^* v_j$ is real, the value of $v^* (I \otimes \ldots \otimes I \otimes Y) v$ must be real, and we get

$$\alpha_1 - \alpha_2 + \ldots + \alpha_{d-1} - \alpha_d = \pm \frac{1}{\sqrt{d + 1}}.$$

More generally, let $\alpha = (\alpha_1, \ldots, \alpha_d)$, and let $H$ be the following $d \times d$ Hadamard matrix:

$$H = \left( \begin{array}{cc} 1 & 1 \\ 1 & -1 \end{array} \right)^\otimes k.$$

Then by considering $v^* A v$ for $A \in \{I, Y\}^\otimes k$, we get the following system of real equations:

$$H \alpha = \frac{1}{\sqrt{d + 1}} \begin{pmatrix} \sqrt{d + 1} \\ \vdots \\ \pm 1 \end{pmatrix}.$$

Since $H^{-1} = \frac{1}{2} H$, this system is easily solved for $\alpha$:

$$\alpha_j = \frac{\sqrt{d + 1} + l_j}{d \sqrt{d + 1}}, \quad (6.3.1)$$

for some odd integer $l_j$.

Generalizing this, suppose $a \in V(k, 2)$ and $a^T a = 1$ (mod 2). Let $\sigma$ be the involution of $V(k, 2)$ corresponding to $X(a)$, so that $\sigma$ takes the coordinate for $x \in V(k, 2)$ to the coordinate for $x + a$. Also let $f_j = v_{\sigma(j)}^* v_j$. Then from $v^* X(a) v$, we get

$$f_1 + f_1^* + \ldots + f_{d-1} + f_{d-1}^* = \pm \frac{1}{\sqrt{d + 1}}.$$

Again, since $f_j + f_j^*$ is real, the right-hand side is also real. From $v^* X(a) Y(a) v$, we get

$$f_1 - f_1^* + \ldots + f_{d/2} - f_{d/2}^* = \pm \frac{i}{\sqrt{d + 1}}.$$
Here, both the left and right sides are purely imaginary. In fact for each \( b \in V \), from \( v^*X(a)Y(b)v \) we get a purely real or purely imaginary linear constraint involving \( \pm f_j \) and \( \pm f_j^* \). Letting \( f = (f_1, f_1^*, \ldots, f_{d-1}, f_{d-1}^*) \), we have

\[
HPf = \frac{1}{\sqrt{d+1}} \begin{pmatrix} \pm 1 \\ \pm i \\ \vdots \\ \pm 1 \\ \pm i \end{pmatrix},
\]

for some permutation \( P \). The solutions in \( f \) are of the form

\[
f_j \in \frac{\pm \{0, 2, 4, \ldots\} \pm \{0, 2, 4, \ldots\} i}{d\sqrt{d+1}}.
\]

Thus,

\[
f_j f_j^* = \frac{m_j}{d^2(d+1)},
\]

for some integer \( m_j \); that is, \( f_j f_j^* \) is rational. However,

\[
f_j f_j^* = v_{\sigma(j)}^* v_j v_{\sigma(j)} = \alpha_j \alpha_{\sigma(j)}.
\]

This is true for all \( \sigma \), so \( \alpha_j \alpha_{j'} \) is rational for any \( j \neq j' \). From (6.3.1),

\[
\alpha_j \alpha_{j'} = \frac{d+1 + l_j l_{j'} + (l_j + l_{j'})\sqrt{d+1}}{d^2(d+1)},
\]

which is rational if and only if \( \sqrt{d+1} \) is rational or \( l_j = -l_{j'} \). If \( l_j = -l_{j'} \) for all \( j \neq j' \), then there are only two possible indices of \( j \) and \( j' \), so \( d = 2 \). On the other hand, \( \sqrt{2^k+1} \) is rational only if \( k = 3 \). We conclude that the lines can only be equiangular for \( d \in \{2, 8\} \).

### 6.4 Almost flat constructions

Appleby [4] constructed fiducial vectors in dimensions 7 and 19, which have a very similar description. Recall that if \( d \) is prime, the Legendre symbol on \( \mathbb{Z}_d \) is defined as follows:

\[
\left( \frac{x}{d} \right) := \begin{cases} 
0, & x = 0; \\
1, & x \text{ is a quadratic residue mod } d; \\
-1, & x \text{ is not a quadratic residue mod } d.
\end{cases}
\]

More generally, the Jacobi symbol is defined for any odd \( d \). If \( d = p_1^{k_1} p_2^{k_2} \ldots p_r^{k_r} \), then the Jacobi symbol is

\[
\left( \frac{x}{d} \right) := \left( \frac{x}{p_1} \right)^{k_1} \left( \frac{x}{p_2} \right)^{k_2} \ldots \left( \frac{x}{p_r} \right)^{k_r}.
\]
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Now define two constants:

\[ a := \sqrt{\frac{1}{d+1} - \frac{1}{d}}, \quad b := \sqrt{\frac{1}{d+1} + \frac{d-1}{d}}, \]

and consider the following equation in \( y \):

\[ (2by + (d-1)ay^2 - a)^2 + 4(1-y^2)(b-ay)^2 = \frac{1}{a^2(d+1)}. \] (6.4.1)

This equation is quartic; call the solutions \( y_1, y_2, y_3, y_4 \). Then both of Appleby’s fiducial vectors \( v = (v_1, \ldots, v_d) \) have the form

\[ v_x = \begin{cases} ae^{i\cos^{-1}(y_j)(\frac{\pi}{2})}, & 1 \leq x \leq d - 1; \\ b, & x = d. \end{cases} \]

The question, then, is whether or not there are fiducial vectors of this form for dimensions other than 7 and 19. For each odd \( d \), we can solve equation (6.4.1) and test if \( v \) is fiducial with each solution \( y_j \). Using Maple, we find that there are no other fiducial vectors of this form for odd \( d \) less than 400.

However, we can at least confirm that for fiducial vectors that are flat except for one entry, the absolute values of the entries must be exactly Appleby’s choices of \( a \) and \( b \). The following result is new.

6.4.1 Lemma. Let \( v \) be a fiducial vector in \( \mathbb{C}^d \) such that one entry of \( v \) has squared absolute value \( b \), and all other entries have squared absolute value \( a \). Then

\[ a = \frac{1 \pm 1/\sqrt{d+1}}{d}; \quad b = \frac{1 \mp (d-1)/\sqrt{d+1}}{d}. \]

Proof. Assume without loss of generality that the first entry of \( v \) has absolute value \( b \). Let \( v = v_1, v_2, \ldots, v_d^* \) be the action of the Pauli matrices on \( v \), where for \( j, k \leq d \), the \( k \)-th entry of \( v_{dj+k} \) has absolute value \( b \). Then consider the Gram matrix of

\[ X := \{v_1v_1^*, \ldots, v_dv_d^*, e_1e_1^*, \ldots, e_de_d^*\}. \]

Clearly, \(|e_l^*v_{dj+k}|^2 \) is \( b \) if \( l = k \) and \( a \) otherwise. For simplicity, let \( \alpha = 1/(d+1) \). Then the Gram matrix (written with \((d+1)^2 \) blocks of size \( d \)) is

\[ G = \begin{pmatrix} \alpha J + (1-\alpha)I & \alpha J & \ldots & \alpha J & aJ + (b-a)I \\ \alpha J & \alpha J + (1-\alpha)I & \ldots & \alpha J & \alpha J + (b-a)I \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ aJ + (b-a)I & aJ + (b-a)I & \ldots & aJ + (1-\alpha)I & aJ + (b-a)I \end{pmatrix}. \]

By subtracting linear combinations of the last \( d \) rows, we can find the eigenvalues of \( G \). Let

\[ x := \alpha - 2ab - (d-2)a^2; \quad y := (b-a)^2. \]
Then $G$ is equivalent by row and column operations to

$$G' = \begin{pmatrix}
  xJ + (1 - \alpha - y)I & xJ - yI & \ldots & xJ - yI & 0 \\
  xJ - yI & xJ + (1 - \alpha - y)I & \ldots & xJ - yI & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  xJ - yI & xJ - yI & \ldots & xJ + (1 - \alpha - y)I & 0 \\
  0 & 0 & \ldots & 0 & I \\
  \end{pmatrix},$$

which has the following eigenvalues:

$$\{1^{d}, (1 - \alpha)^{(d^2-d)}, (1 - \alpha - dy)^{(d-1)}, (1 - \alpha + d^2 x - dy)^{(1)}\}.$$ 

Since the elements of $X$ are Hermitian matrices, the rank of $G$ must be at most $d^2$; therefore, the last two eigenvalues must be 0. Solving for $a$ and $b$, we get the stated values. \qed
Chapter 7

Future Work

A number of issues relating to the construction of maximal sets of complex lines are unresolved. Most importantly:

- How many mutually unbiased bases exist in $\mathbb{C}^d$, when $d$ is not a prime power? Are all maximal sets of mutually unbiased bases monomial?

- Do $d^2$ equiangular lines exist in $\mathbb{C}^d$ for every $d$? If so, are they always the orbits of fiducial vectors?

Another issue is raised by the weighted adjacency algebras of Chapter 2. At present, the Gram-matrix algebras of Delsarte, Goethals, and Seidel in Section 3.6 are the only known examples that come from Hermitian (but not symmetric) homogeneous coherently-weighted configurations. It would be interesting to know if other examples exist, and if so, whether or not they also have combinatorial interpretations. Also, recall that the weighted adjacency matrices of Section 3.6 have the form

$$A_i' = A_i \circ G,$$

where $G$ is a Gram matrix and $A_i$ is a Schur idempotent in an association scheme. Is that true of every Hermitian homogeneous coherently-weighted configuration?

Yet another issue comes from the constructions of Chapter 4. While Chapter 3 gives bounds on the size of an $s$-distance set for any $s$, very little is known about constructions for $s \geq 3$. Historically there has been less motivation to study the problem in its full generality, and the difficulty almost certainly increases with $s$. Even when $s = 2$, apart from the results already mentioned, there are only a few known constructions: Delsarte et al. [27] refer to 2-distance sets of size 45 in $\mathbb{C}^5$ and size 4060 in $\mathbb{C}^{28}$, each of which satisfies the relative bound with equality. However, it seems likely that the results in Chapter 4 could be applied when $s$ is greater than 2, and this would be worth investigating.
7. FUTURE WORK

Mutually unbiased subspaces

There is one extension of these problems that seems to be very well motivated: using subspaces instead of unit vectors. Recall that if $M_u$ and $M_v$ are the projection matrices onto the one-dimensional subspaces spanned by vectors $u$ and $v$ respectively, then the angle between $u$ and $v$ is

$$|u^*v|^2 = \text{Tr}(M_uM_v).$$

More generally, given two subspaces $U$ and $V$ with projection matrices $M_U$ and $M_V$, consider $\text{Tr}(M_U:M_V)$, which we call the overlap between $U$ and $V$. If $U$ and $V$ are orthogonal, then $\text{Tr}(M_UM_V) = 0$. What, then, is the maximum size of a collection of subspaces of a fixed dimension with a given set of overlaps? This question has some important implications in quantum computing.

Recall from the introduction that a projective measurement in quantum mechanics is a set of projection matrices $M_1, \ldots, M_n$ which decompose $\mathbb{C}^d$ into orthogonal subspaces. Call a collection of measurements mutually unbiased if each measurement is projective and the overlap between any two subspaces from distinct measurements is some fixed $\alpha$. Mutually unbiased bases are a special case. In terms of subspaces, the objective here is to find a maximal 2-distance set with overlaps $\{0, \alpha\}$, where the subspaces can be partitioned into orthogonal decompositions of $\mathbb{C}^n$.

At first glance it may appear that this problem may be reduced to that of finding mutually unbiased bases by observing that the inner product space of $d \times d$ matrices is isomorphic to $\mathbb{C}^{d^2}$. However, because the matrices we are looking for must be projections, the two questions are not equivalent.

Such collections of measurements are useful in quantum tomography, where the objective is to reproduce a quantum state using only certain restricted types of measurements. Gibbons, Hoffman, and Wootters [32] described how to perform quantum tomography using a Wigner function, which, given a state $\rho$ and collection of projective measurements $\{M_i\}$, is essentially a formula for reconstructing $\rho$ from the measurement statistics $\text{Tr}(M_i\rho)$. Gibbons et al. only considered mutually unbiased bases, but their method applies to any mutually unbiased projections. Investigating the existence of these subspaces is therefore a natural direction for future research.
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