Abstract

Unsupervised Domain Adaptation for semantic segmentation has gained immense popularity since it can transfer knowledge from simulation to real (Sim2Real) by largely cutting out the laborious per pixel labeling efforts at real. In this work, we present a new video extension of this task, namely Unsupervised Domain Adaptation for Video Semantic Segmentation. As it became easy to obtain large-scale video labels through simulation, maximizing Sim2Real knowledge transferability is one of the promising directions for resolving the fundamental data-hungry issue in the video. To tackle this new problem, we present a novel video-specific two-phase adaptation scheme. In the first step, we train the model using labeled source videos and align the features from source to target with the guidance of video context. In the second step, we train the model on target videos using pseudo labels. To obtain dense and accurate pseudo labels, we exploit the temporal information in the video. By combining these two steps, we construct a solid video adaptation method. On the ‘VIPER to Cityscapes-VPS’ adaptation scenario, we show that our proposals significantly outperform all the previous image-based UDA methods both on image-level (mIoU) and video-level (VPQs) evaluation metrics.

Introduction

A pixel-level understanding of different semantics, object instances, and temporal changes in a video provides primitive information for various vision applications such as autonomous driving, robot control, and augmented reality. Video semantic segmentation has been regarded as one of the representative proxies for this challenging goal. While a large number of learning-based approaches under two main research directions of improving accuracy [Nilsson and Sminchisescu 2017; Li, Shi, and Lin 2018] and efficiency [Shelhamer et al. 2016; Zhu et al. 2017] have been presented, the scarcity of the available video labels turns out to be the bottleneck of further advances in this field.

Recently, simulators based on video game engines, which can quickly generate an unlimited amount of high-quality, diverse video labels, emerged as an attractive alternative for laborious human labeling. However, the model trained on simulated data suffers from the fundamental domain shift [Sankaranarayanan et al. 2018], and thus the severe performance drop in the real world is inevitable without proper adaptation. To remedy these distribution shifts, the community has put a great effort into developing domain adaptation techniques. While there has been a flurry of advances, most of the previous studies overlook temporal context that limits its adaptation still to an image level and thus cannot scale to video model adaptation.

In this work, we present a novel video-specific adaptation method that is comprised of two phases. The first phase is an adversarial video training (VAT) step that uses video context to train the model and align the features from source to target. Specifically, a tube matching loss is introduced to explicitly capture temporal changes of shape and boundaries of each segment. Also, a sequence discriminator is presented to adapt the features better using spatio-temporal information. The second phase is a video self-training (VST) step that focuses on the target data learning with the generated pseudo labels. To obtain more dense and accurate pseudo labels, we aggregate information from the neighboring frames. We show that these two phases are complementary and form a compelling video adaptation method, which sets strong
baseline scores on challenging VIPER (Richter, Hayden, and Koltun 2017) to CityscapeVPS (Kim et al. 2020) adaptation scenario. We summarize our contributions as follows:

1. We firstly define and explore unsupervised domain adaptation for video semantic segmentation.

2. We design a novel two-phase video domain adaptation scheme. The two main components are Video Adversarial Training (VAT) and Video Self Training (VST). We show that both are essential and complementary in constructing a compelling video adaptation method.

3. We validate our proposal on the Viper to Cityscape-VPS scenario. We show that our method significantly outperforms all the previous image-based UDA approaches both on image-specific (mIoU) and video-specific (V PQ (Kim et al. 2020)) evaluation metrics. Our results clearly show the importance of developing video-specific adaptation techniques.

Related Works

Domain Adaptive Semantic Segmentation

A number of domain adaptation techniques have been studied in various vision tasks. Among them, domain adaptive semantic segmentation, which requires the challenging adaptation of structured output at a pixel level, are two dominant paradigms in this field: Adversarial learning-based (Tsai et al. 2018; Vu et al. 2019; Wang et al. 2020) and Self-training-based (Zou et al. 2018; 2019). Some works investigated combining these two methods to reduce the domain gap further (Li, Yuan, and Vasconcelos 2019; Pan et al. 2020; Shin et al. 2020; Mei et al. 2020). However, we note these methods are still limited at image-level adaptation, which cannot scale to video-level adaptation as it overlooks important temporal information. Recently, (Chen et al. 2020) attempted to utilize information across the frames for binary segmentation of medical images. However, its framework neither aims for video segmentation nor employs explicit temporal feature aggregations, which we empirically show that it is inferior to our framework on complex urban scene video segmentation.

In this work, we carefully designed a two-phase video adaptation framework that explicitly aggregates and utilizes temporal information, which has been rarely studied in earlier works.

Video Semantic Segmentation

A dense understanding of video is one of the long-standing fundamental vision problems that have various applications. As a representative proxy, video semantic segmentation has been actively studied to improve accuracy and efficiency. However, most current video segmentation benchmarks provide annotations for only a single frame per video clip (Cordts et al. 2016; Yu et al. 2020), mainly due to laborious dense labeling efforts. We instead explore video simulated learning, which allows us to avoid expensive manual labeling, and propose a strong video adaptation method.

Preliminary

For better understanding of our proposals, we provide preliminaries based on the state-of-the-art image domain adaptive segmentation framework, IAST (Mei et al. 2020).

Problem Setting in image UDA

We assume that both the data and labels, $\{x_s, y_s\} \in \{X_S, Y_S\}$, are available in source domain. In contrast, the data, $x_t \in X_T$, is only available in target domain.

Image Adversarial training(IAT)

Adversarial training in image DA can be conducted via minimizing source-specific segmentation loss and generative adversarial loss. We denote $G$, $P_s = G(x_s)$ and $P_t = G(x_t)$ as semantic segmentation network, predicted source, and target segmentation map, respectively. Source-specific segmentation loss is defined as $L_{seg}(P_s, y_s)$, where $L_{seg}$ is cross-entropy.

To align the distribution between source and target image, adversarial learning (Tsai et al. 2018) is applied.

$$L_{Adv,I}(G, D_t) = \mathbb{E}_{x_s \sim X_S} [\log D_t(P_s)] + \mathbb{E}_{x_t \sim X_T} [\log (1 - D_t(P_t))]$$

A image discriminator $D_t$ tries to discriminate between target segmentation map $P_t$ and source segmentation map $P_s$, while the segmentation network $G$ attempts to fool the discriminator. Therefore, full objective function in IAT can be summarized as below:

$$L_{IAT}(G, D_t) = L_{seg}(P_s, y_s) + \lambda_{Adv}L_{Adv,I}(G, D_t)$$

Image Self training(IST)

Self-training iteratively generates pseudo labels and re-trains the model. In typical, the pseudo label $\hat{y}_t$ can be formulated as

$$\hat{y}_t^{(k)} = \arg \max_{k \in K} \mathbb{I}_{P_t^{(k)} > \theta_t^{(k)}} P_t^{(k)}$$

where $\mathbb{I}$ is a function which returns the input if the condition is true or ignores otherwise. $\hat{y}_t^{(k)}$ and $P_t^{(k)}$ are pseudo label and prediction for class $k$, respectively. When the confidence is above a certain threshold $\theta_t^{(k)}$, the predicted class is selected as a pseudo label.

Defining proper threshold $\theta_t^{(k)}$ is crucial for cutting out the noisy pseudo labels. In practice, IAST (Mei et al. 2020) adjusts it for each images to diversify the pseudo labels. The threshold of current image $\theta_t^{(k)}$, is decided as follows:

$$\theta_t^{(k)} = \beta \theta_{t-1}^{(k)} + (1 - \beta) \Psi(x_t, \theta_{t-1}^{(k)})$$

$$\Psi(x_t, \theta_{t-1}^{(k)}) = \mathbb{P}(x_t | \theta_{t-1}^{(k)} \ | \theta_t^{(k)})$$

$\theta_t^{(k)}$ is a moving averaged threshold with a momentum factor $\beta$. $\Psi(x_t, \theta_{t-1}^{(k)})$ represents the threshold for acquiring the current instance. $\alpha$ controls the proportion of pseudo labels, and $\gamma$ is a weight decay parameter to reduce pseudo labels with low confidence.

---

1 We provide detailed analysis in the supplementary material.
Given pseudo labels on the target domain, the image self-training loss can be defined as:

$$L_{IST}(G) = \lambda_{seg, s} L_{seg}(P_s, y_s) + \lambda_{seg, t} L_{seg}(P_t, \hat{y_t}) + \lambda_{reg} L_{reg}(P_t, \hat{y_t})$$ (5)

The third term represents additional regularization for self-training (Zou et al. 2019; Mei et al. 2020). For more details, please refer to the original papers.

**Methods**

**Problem Setting in Video UDA**

Video domain adaptation aims to transfer space-time knowledge from labeled source domain $S$ to the unlabeled target domain $T$. Different from the single frame setting in image UDA, source set consists of temporally ordered frame sequences, $x_s := \{x_{S,1}, x_{S,2}, ..., x_{S,t}, ...\}$ ($x_s \in X_s$) and corresponding label sequences, $y_s := \{y_{S,1}, y_{S,2}, ..., y_{S,t}, ...\}$ ($y_s \in Y_s$). In the target domain, we have data without labels. We denote target frame sequences as $x_t := \{x_{T,1}, x_{T,2}, ..., x_{T,t}, ...\}$ ($x_t \in X_T$).

**Overview of Proposed Method**

Unlike static images, videos have rich temporal and motion information. To train a model with such information, we propose a novel two-phase approach that is consists of video adversarial training (VAT) and video self-training (VST). In the VAT step, the model learns source domain knowledge using video labels, and adapts its features from source to target. In the VST step, the model directly learns target domain knowledge based on the generated pseudo labels. We note that video context is explicitly utilized in both steps. Fig. 2 shows the overview of the proposed method. We detail each step in the following sections.

**Video Adversarial Training (VAT)**

In this step, we aim to learn source domain knowledge using video labels and adapt the features from source to target via adversarial loss. Specifically, given input source frames $x_{S, t}, x_{S, t-\tau}$ from time $t$ and $t-\tau$, the image semantic segmentation model $G$ predicts “soft-segmentation maps” $P_{S,t}, P_{S,t-\tau}$. A conventional frame-level semantic segmentation is learned from applying the standard cross-entropy loss to each frames.

We further leverage source labels and designed a new video level supervision signal, tube matching loss, that can capture the finer temporal changes of each segment. Also, to facilitate the adversarial learning with the additional temporal context, we present sequence discriminator. We detail each in the following.

**Tube Matching Loss**

Training a model with each frame independently apparently misses rich temporal information. Here, we propose a novel tube matching loss that compares the tube prediction of each class with the groundtruth tube, which aims to capture and correct the boundary and shape changes of every segment in the video. We consider two-length tube in this paper due to the GPU memory limit. In particular, we denote $\tilde{U}_{S(t, t-\tau)} = [P_{S,t}, P_{S,t-\tau}]$ as the sequence of source prediction that is a concatenation of two soft segmentation maps in temporal dimension. $\tilde{U}_{S(t, t-\tau)}^{(k)} = [P_{S,t}^{(k)}, P_{S,t-\tau}^{(k)}]$ is a segment tube of class $k$. Groundtruth tube $U_{S(t, t-\tau)}^{(k)}$ is defined similarly. The tube matching loss is instantiated with the dice coefficient (Milletari, Navab, and Ahmadi 2016) between the prediction $\tilde{U}_{S(t, t-\tau)}$ and groundtruth $U_{S(t, t-\tau)}$.

$$L_{tube}(\tilde{U}_{S(t, t-\tau)}, U_{S(t, t-\tau)}) = \sum_{k=1}^{K} [1 - \text{Dice}(\tilde{U}_{S(t, t-\tau)}^{(k)}, U_{S(t, t-\tau)}^{(k)})]$$ (6)

![Figure 2: The overview of the proposed unsupervised domain adaptation for video semantic segmentation](image-url)
The dice coefficient is insensitive to number of each class prediction and defined as

$$\text{Dice}(p, q) = \frac{2 \sum (pq)}{\sum p^2 + \sum q^2}$$  \hspace{1cm} (7)$$

We empirically show that the tube matching loss allows the model to learn more discriminative feature compared to the baseline model trained only with the standard frame-level cross-entropy loss, indicating that incorporating the temporal context in feature learning is crucial.

**Sequence Discriminator** To alleviate domain discrepancy both in space and time, we propose to use sequence discriminator. Different from image discriminator \cite{Tsai_2018_CVPR, Vu_2019_CVPR}, sequence discriminator \(D_V\) takes sequence of soft segmentation maps as an input. The discriminator is trained to discriminate sequence of source and target. At the same time, the segmentation model attempts to fool the discriminator. The video GAN loss is as follows:

$$L_{Adv, V}(G, D_V) = E_{x_{S,t} \sim X_S} \left[ \log D_V(\tilde{U}_{S(t,t-\tau)}) \right]$$

$$+ E_{x_{T,t} \sim X_T} \left[ \log(1 - D_V(\tilde{U}_{T(t,t-\tau)}) \right]$$  \hspace{1cm} (8)$$

where \(\tilde{U}_{T(t,t-\tau)}\) is sequence of prediction on target images, \(x_{T,t}\) and \(x_{T,t-\tau}\). By construction, the semantic segmentation model learns to align sequence distribution between source and target.

**Full objective function for VAT** Total loss function is defined as

$$L_{VAT}(G, D_v) = \sum_{i=t, t-\tau} \left[ L_{seg}(P_{S,i}, y_{S,i}) \right]$$

$$+ L_{tube}(\tilde{U}_{S(t,t-\tau)}, \tilde{U}_{S(t,t-\tau)}) + \lambda V L_{Adv, V}(G, D_V)$$  \hspace{1cm} (9)$$

Along with per-frame cross entropy loss, the tube matching loss force model to produce accurate and consistent prediction on source domain, while video gan loss adapts the learned representation to the target domain.

**Video Self Training (VST)** Different from previous methods \cite{Zou_2018_CVPR, Mei_2020_CVPR} that treat each image independently, we predict pseudo label at the clip level as a whole which leads to robustly cut-out the noisy predictions. In the training time, we additionally consider the pseudo label refinement step to further eliminate error in the pseudo label. To benefit from temporal information both in pseudo label generation and pseudo label refinement, we aggregate predictions and employ temporal consensus of pseudo label across the different time steps.

**Temporally Aggregated Prediction** In pseudo label generation step, we take two neighbor frames \(x_{T,j} (j \in \{i-1, i+1\})\), to aggregate their predictions onto a target frames, \(x_{T,i}\). Given a target frame \(x_{T,i}\) and a neighbor frame \(x_{T,j}\), pixel-level correspondence is estimated by an optical flow network(e.g. FlowNet2.0 \cite{Ilg_2016_ECCV}). The predicted soft-segmentation maps on the neighbor frame are warped to the target frame as follows. To aggregate diverse prediction from multiple frames, we average the predictions from target and neighbor frame when the warped prediction is not occluded. The non-occluded map from \(x_{T,j} \Rightarrow x_{T,i}\) is defined by \(I_{j \Rightarrow i} = \{ O_{j \Rightarrow i} > th \}\) where \(th\) is threshold value and \(O_{t \Rightarrow t-1} = \exp(-\alpha ||x_{T,i} - W_{j \Rightarrow i}(x_{T,j})||_2)\) denotes the occlusion mask which is calculated from the warping error between target frame \(x_{T,i}\) and warped neighbor frame \(W_{j \Rightarrow i}(x_{T,j})\). The aggregated prediction at target frame is computed as,

$$P_{T,i} = \frac{P_{T,i} + \sum_{j} I_{j \Rightarrow i} W_{j \Rightarrow i}(P_{T,j})}{1 + \sum_{j} I_{j \Rightarrow i}}$$  \hspace{1cm} (10)$$

Thus, sequence of aggregated prediction for a clip \(x_T\) is expressed as, \(\tilde{U}_{T(1:N)}^A = \{ P_{T,1}^A, P_{T,2}^A, ..., P_{T,N}^A \}\) where \(N\) represent total frame number of each clip. We abbreviate above process as Aggregate.

**Clip Adaptive Pseudo Label Generation** As consecutive frames share a large amount of redundant information, we...
define each clip after Aggregate process as a single instance.

The threshold of current clip $\theta_t^{(k)}$, for class k, is defined as follows:

$$\theta_t^{(k)} = \beta \theta_{t-1}^{(k)} + (1 - \beta) \Psi(x_T, \theta_{t-1}^{(k)})$$

The same threshold $\theta_t^{(k)}$ is adopted to each frame, which is exponential moving average between threshold of previous clip $\theta_{t-1}^{(k)}$ and $\Psi(x_T, \theta_{t-1}^{(k)})$, $\Psi(x_T, \theta_{t-1}^{(k)})$ is acquired similar to IAST, while the operating unit is sequence of predictions rather than a prediction of single image. The overall pseudo label generation is summarized in Algorithm. 1.

Full objective function for VST Overall loss function is expressed as

$$L_{VST}(G) = \sum_{t=1}^{T-\tau} [L_{seg}(P_{T,T}, RF(\hat{y}_{T,t})) + \lambda_{reg} L_{reg}(P_{T,T}, RF(\hat{y}_{T,t}))]$$

Pseudo Label Refinement via Temporal Consensus

Corresponding pixels across the video should belong to the same class. However, in practice, it is not always held on the pseudo labels. To eliminate such noise in pseudo label level, we implement pseudo label refinement with temporal correspondence. Specifically, reference pseudo label $\hat{y}_{T,t-\tau}$ is warped onto current pseudo label $\hat{y}_{T,t}$ and check the consensus between them. If not, the model is not learned from the region. The refined current pseudo label $RF(\hat{y}_{T,t})$ can be formulated as follow:

$$RF(\hat{y}_{T,t}) = \mathbb{1}_{[\hat{y}_{T,t} = W_{t-\tau,t}(\hat{y}_{T,t-\tau})]}$$

### Experiments

#### Datasets

We evaluate our video domain adaption framework on the synthetic-to-real scenarios: VIPER (Richter, Hayder, and Koltun 2017) to Cityscapes-VPS (Kim et al. 2020). The VIPER dataset has 254,064 video frames and corresponding semantic labels. We only take 42,455 images on “day” conditions as training data. Cityscapes-VPS is video-level extension of Cityscapes dataset (Cordts et al. 2016), which further annotate 5 frames out of each 30-frames video clip. Following official split in (Kim et al. 2020), we use 400 clips to train a model and evaluated on 50 validation sequences.

#### Baselines

We compare our methods with several baselines. (1) Source-only is a model naively trained on source domain. (2) Adversarial based image UDA methods include AdaptSegNet (Tsai et al. 2018), Advent (Vu et al. 2019) which rely solely on GAN based adversarial training. (3) Self-training based image UDA methods, CBST (Zou et al. 2018), CRST (Zou et al. 2019), CCM (Li et al. 2020) and FDA (Yang and Soatto 2020), iteratively generate pseudo-labels and retrain the models. (4) Advanced methods such as IntraDA (Pan et al. 2020) and IAST (Mei et al. 2020) combine adversarial and self-training. In addition, we build strong baselines, CBST* and CRST*, by applying each methods on top of adversarially adapted model that is used in IAST.

#### Evaluation Metric

The predicted results should be both accurate as groundtruth and consistent in time. We first evaluate image-level semantic segmentation performance using standard mean intersection of union(mIoU). In addition, we
borrow the video panoptic quality (VPQ) \cite{kim2020} to measure the video-level accuracy. To fit the task of video semantic segmentation, we view the prediction of each class as single instance (i.e. stuff) when the video panoptic quality is calculated. We call the modified VPQ metric $VPQ_s$ in this paper. We measure mIoU and $VPQ_s$ on 15 common classes.

### Implementation details
Motivated by \cite{liu2020}, we adopt image semantic segmentation models and process each video frame independently for inference. We use a pre-trained ResNet-50 \cite{he2015} as backbone network and adapt Deeplabv2 \cite{chen2017} as semantic segmentation head. Due to the limitation of GPU memory, we randomly select 2 consecutive frames during training. From the image discriminator architecture in \cite{tsai2018; vu2019}, we replace the first 2D convolution layer with 3D convolution layer of temporal stride 2. This modification allows the discriminator $D_V$ to take sequence of predictions as input. We set $th$ to 0.7 for cutting out the occluded area.

### Comparison with State-of-the-art
In Table.\[1\] and Table.\[2\] we report the quantitative adaptation performance on VIPER to Cityscapes-VPS. We compare proposed method with Source-only model, state-of-the-art image UDA-models including adversarial based \cite{tsai2018; vu2019}, self-training based \cite{zou2018; zou2019}, and combined methods \cite{mei2020}.

For image-level evaluation, proposed method shows best mIoU 51.91\% with healthy margin. For example, we boost the state-of-the-art image-level UDA method, IAST, by +2.55\% mIoU. It implies that per-frame semantic segmentation quality is improved by effectively leveraging spatio-temporal context in training time. Furthermore, as shown in the video metric and Fig.\[4\] we can clearly observe that our model produce both accurate and consistent prediction compared to the baselines. Note that proposed method introduce no computational overhead in the inference time.

### Ablation Study on VAT
We show the contribution of proposed component to VAT performance in Table.\[3\]

| Method | Dice Adv. | Metric |
| --- | --- | --- |
| Single | Tube | Image | Video | mIoU | $VPQ^s$ |
| (1) | ✔ | ✔ | 34.02 | 21.17 |
| (2) | ✔ | ✔ | 43.95 | 29.78 |
| (3) | ✔ | ✔ | 44.03 | 29.51 |
| (4) | ✔ | ✔ | 44.75 | 30.27 |
| Ours | ✔ | ✔ | 45.53 | 30.81 |

Table 3: Ablation study on video adversarial training. We empirically verify the effectiveness of proposed tube matching loss and sequence discriminator.

| Method | ST | Agg. | Reg. | Ref. | mIoU | $VPQ^s$ |
| --- | --- | --- | --- | --- | --- | --- |
| Video Adversarial Training | ✔ | ✔ | ✔ | ✔ | 45.53 | 30.81 |
| Class Balanced \cite{zou2018} | ✔ | ✔ | ✔ | ✔ | 47.63 | 32.26 |
| Instance Adaptive \cite{mei2020} | ✔ | ✔ | ✔ | ✔ | 47.98 | 32.31 |
| Clip Adaptive | ✔ | ✔ | ✔ | ✔ | 49.18 | 33.48 |
| +Aggregated prediction | ✔ | ✔ | ✔ | ✔ | 49.52 | 34.02 |
| +Regularization | ✔ | ✔ | ✔ | ✔ | 51.52 | 35.78 |
| +Temporal Refinement | ✔ | ✔ | ✔ | ✔ | 51.90 | 36.43 |

Table 4: Ablation study on video self-training. “Agg.”, “Reg.” and “Ref.” denote temporally aggregated prediction, regularization and online pseudo label refinement, respectively.

### Effectiveness of Tube Matching Loss.
We first investigate the impact of the tube matching loss. In model-(4), We add tube matching loss on top of the image-level adaptation model(model-(2)). As improved image and video metrics indicate, we confirm that tube-matching loss helps to learn spatio-temporal knowledge in source domain, which results in powerful video domain knowledge transfer to target domain. For more comprehensive insight, we further report the result of model-(3) that involve image-level degradation of tube matching loss (e.g. $L_{tube}(P_{S,i}, y_{S,i})$). In terms of $VPQ^s$, model-(3) presents even worse performance than the simple image-level adaptation model. It implies that the improvements are truly based on the tube-level design of loss, not just from using the image-level dice coefficient.

### Effectiveness of Sequence Discriminator.
We also explore the efficacy of the sequence discriminator. Our final VAT model in Table.\[3\] further adopts sequence discriminator instead of image discriminator. We empirically confirm that the sequence discriminator allows better adaptation by
Additionally leveraging temporal information. As a result, our VAT model achieves 1.5 mIoU and 1.0 VPQ over the prior adversarial method, which provides better pseudo labels to the self-training phase.

**Ablation Study on VST**

**Effectiveness of Proposed Pseudo Label Generation Strategy.** Here, we study the efficacy of clip adaptive pseudo label generation. We compare it with the previous state-of-the-art image-based pseudo label generation approaches: class-balanced (Zou et al. 2018), instance adaptive (Mei et al. 2020). As shown in Table 4, the model trained with the proposed clip adaptive pseudo labels shows the best performance. Plus, adopting the presented ‘temporally aggregated prediction’ further improves the performance. Finally, we also provide qualitative results in the Table 5. For example, both “people” and “car” classes are overlooked in previous approaches but densified with our method. Quantitatively and qualitatively, we clear see that our clip adaptive pseudo label generation generates more accurate and temporally consistent labels, which ultimately increase the performance of self-training.

**Importance of video adversarial training.** Here we study how different first-phase adversarial methods affect the final performance. We compared them using the same video self-training in the second-phase. The results are summarized in Table 5. Without any proposals in VAT, the final performance drop by a significant margin, showing the efficacy of our proposals. The best performance is achieved when all the proposals (i.e., tube matching and video discriminator) are used together. This again shows the importance of exploring the video context in designing the adaptation technique. We also provide qualitative pseudo labels when using IAT and VAT in Fig. 6. We obtain much dense and accurate pseudo labels with the video-level adversarial pre-training.

**Visual analysis of online pseudo label refinement.** We illustrate the role of online pseudo label refinement in the Fig. 7. It removes noisy pseudo labels by checking temporal consensus. For example, original pseudo labels mislabel bicycle regions as a person, while the refinement process successfully eliminates such parts. As a result, this process prevents the model from constantly fitting to noise, showing the better performance (Table 4).

| Adversarial Training | Self-Training | mIoU   | VPQ*   |
|----------------------|--------------|--------|--------|
| (2) Ours             | Ours         | 48.58  | 33.95  |
| (3) Ours             | Ours         | 50.18  | 34.83  |
| (4) Ours             | Ours         | 50.70  | 35.66  |
| Ours                 | Ours         | 51.90  | 36.43  |

Table 5: **Importance of video adversarial training.** We run our full VST phase on the different adversarial models.

**Conclusion**

In this paper, we explore a new domain adaptation task, unsupervised domain adaptation for video semantic segmentation. We present a novel framework that consists of two video-specific domain adaptive training: VAT and VST. In the first step, we distill source knowledge using standard cross entropy loss and the newly presented tube matching loss jointly. Meanwhile, the VAT is applied for the feature alignment. In the second step, the video self-training is used for target data learning. The temporal information is leveraged to generate dense, accurate pseudo labels. We significantly outperform all the previous strong image-based UDA baselines on Viper to CityscapeVPS scenario. We hope many follow-up studies being presented in the future based on our proposals and results.
Appendices

In this supplementary section, we provide,

A. Additional evaluations on other datasets,
B. Comparisons with (Chen et al. 2020)
C. Details of a new UDA framework that supports multiple popular UDA approaches in a unified platform,
D. The impact of online pseudo label refinement,
E. Additional analyses of the pseudo labels,
F. Limitations and discussions of the proposals,
G. More qualitative adaptation results on Cityscape-VPS.

A. Additional Evaluations on Other Datasets

To show that our proposal is indeed general across the datasets, we additionally evaluate our method and baselines on two more benchmarks: (a) weather adaptation: CamVid-Sunny to CamVid-Foggy and (b) synthetic-to-real: SYNTHIA-Seq to Cityscape-VPS.

For CamVid (Brostow, Fauqueur, and Cipolla 2009), it contains 5 video sequences of a total of 701 annotated frames. We use 4 sunny video as the source domain and 1 foggy video as the target domain. We compare the proposed method with the state-of-the-art baselines in the Table. 8 and Table. 9 Synthia-Seq (Ros et al. 2016) has 7 video sequences under different scenarios and traffic conditions. Among them, We only take 1928 images captured on virtual city as source domain. Experimental results are shown in the Table. 10 and Table. 11. We can see that our proposal consistently achieves the state of the art on the proposed benchmarks.

B. Comparisons with (Chen et al. 2020)

In the main paper, we claim that their framework shows inferior performance on complex video semantic segmentation. To provide experimental evidence, we conduct quantitative comparisons with (Chen et al. 2020) on CamVid-Sunny to CamVid-Foggy. For fair comparisons, we run our method in the similar setting with (Chen et al. 2020). Specifically, we adopt PSPNet (Zhao et al. 2017) as a segmentation model with ResNet-50 backbone. The results are shown in the Table. 12. The proposed method outperforms (Chen et al. 2020) with healthy margins.

C. New UDA framework

One of the paper’s main contributions is presenting a new UDA framework that supports multiple popular and contemporary UDA approaches for semantic segmentation. Specifically, our framework contains eight strong UDA baselines in a unified platform. A list is given as follows,

Adversarial-based
- AdaptSegNet (Tsai et al. 2018): adapting structured output semantic segmentation logits, proposed in 2018.
- Advent (Vu et al. 2019): adapting entropy maps, proposed in 2019.

Self-training-based
- CBST (Zou et al. 2018): class-balanced pseudo label generation, proposed in 2018.
- CRST (Zou et al. 2019): confidence regularized self-training, proposed in 2019.
- FDA (Yang and Soatto 2020): fourier domain adaptation for semantic segmentation, proposed in 2020.
- CCM (Li et al. 2020): content-consistent matching for domain adaptive semantic segmentation, proposed in 2020.

Combining above two methods
- IntraDA (Pan et al. 2020): unsupervised intra-domain adaptation for semantic segmentation through self-supervision, proposed in 2020.
- IAST (Mei et al. 2020): instance adaptive pseudo label generation, proposed in 2020.

We believe this framework is by far the first complete UDA toolbox. Upon this framework, we developed our new proposals, video adversarial training (VAT) and video self-training (VST), and enabled fair apple-to-apple comparisons. The codes and models will be released.

D. The impact of online pseudo label refinement

In the main paper, we exploit the temporal information in pseudo label generation so that the temporally inconsistent labels are cut-out. Another reasonable baseline is to directly borrow the reference information to fill-in the missing labels in current frame. In practice, we propagate the pseudo label information in the reference frame (\(\hat{y}_{T,t}\)) to the target frame (\(\hat{y}_{T,t}\)) using flow-based warping function (\(W_{t\rightarrow t}\)). The overall procedure can be formulated as,

\[
Prop(\hat{y}_{T,t}) = R_{T,t} \ast \hat{y}_{T,t} + (1 - R_{T,t}) \ast \hat{y}_{t\rightarrow t} \ast W_{t\rightarrow t}(\hat{y}_{T,t})
\]

where \(R_{T,t} = \{1, y_i^{(h,w)} \neq 0\}\) is pseudo label region of current image, \(\hat{y}_{t\rightarrow t}\) is the non-occluded map from \(x_{T,t}\) to \(x_{T,t}\) and \(\ast\) represents element-wise multiplication.

The comparison results are summarized in Table. 6. We observe that \(fill-in\) approach is inferior to the baseline, whereas the proposed \(cut-out\) algorithm shows improvement over it. We see this phenomenon comes from the in-nature noise in the pseudo label, and thus cut-out-based regularization is better than fill-in-based label accumulation. To back our claim, we also provide qualitative results in Fig. 7. We can observe the general tendency that our cut-out based label refinement less accumulates erroneous labels than the fill-in based approach.

E. Additional analysis of Pseudo Labels

In the main paper, we already highlight the effectiveness of the proposed pseudo label generation strategy by showing quantitative and qualitative comparisons in Table 4 and Figure 5. Besides, we measure mIoU of different pseudo labels and name it as P-mIoU. For fair comparisons, We tune
of “Adversarial-then-Self training” framework itself, it is also important for better video DA methods.
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Table 6: Comparative performance on online refinement. We experiment different online refinement methods on top of proposed VAT and VST.

| Method       | mIoU | V P/Q* |
|--------------|------|--------|
| Base         | 67.8 | 53.78  |
| Base+fill-in | 67.9 | 53.78  |
| Base+cut-out | 66.4 | 55.36  |

Table 7: P-mIoU of different pseudo labels. CB and IA denote class balanced (Zou et al. 2018) and instance adaptive (Mei et al. 2020) pseudo label generation methods, respectively.

| Proportion | CB  | IA  | Ours |
|------------|-----|-----|------|
| 0.3        | 51.52 | 35.78 | 55.91 |
| 0.4        | 50.0  | 34.78 | 51.91 |

the hyperparameter \( \alpha \) (see Preliminary in the main paper) of each method to have the same proportion of pseudo labels. The results are in the Table. We again observe that our proposal generates the most accurate pseudo labels regardless of the proportion. It implies that leveraging the additional temporal information is essential.

F. Qualitative results with Video Demo

We release video results on test sets of cityscapes dataset (Cordts et al. 2016). Our method shows much clearer results on certain classes that the FlowNet cannot capture well. For example, in Fig. 8, we see that the adaptation results of “Sidewalk” class is inferior to IAST frame-wise (Ilg et al. 2016), which is trained on the external simulated data. This inevitably brings inferior adaptation when training of adversarial methods. Thus, for the better final performance, it is unclear what criteria to choose the model by. While this issue is an inherent limitation of “Adversarial-then-Self training” framework itself, it is also important for better video DA methods.

G. Limitations and Discussions

In order to make the proposed video UDA framework more competitive and facilitate the future research, we point out a few specific items that call for continuing efforts:

- FlowNet dependency. Currently, the overall pseudo label generation in our framework highly relies on the FlowNet (Ilg et al. 2016), which is trained on the external simulated data. This inevitably brings inferior adaptation results on certain classes that the FlowNet cannot capture well. For example, in Fig. 8(d)-(f) we see that the adaptation results of “Sidewalk” class is inferior to IAST framework (Mei et al. 2020) (see Fig. 8(a)-(c)), which originates from the imperfect pseudo labels (see Fig. 8(a)-(c)). One possible strategy might be learn to adapt without the FlowNet. We expect deeper explorations in this directions in the future.

- How to select the initial model for VST. As pointed out in Figure 6 of the main paper, the quality of the pseudo labels largely depends on the initial model. Even with the same adversarial methods, it is hard to select the best iteration without target domain labels due to the unstable training of adversarial methods. Thus, for the better final performance, it is unclear what criteria to choose the model by. While this issue is an inherent limitation of “Adversarial-then-Self training” framework itself, it is also important for better video DA methods.
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### Table 8: Image semantic segmentation results (mIoU) on CamVid-Sunny → CamVid-Foggy.

| Method                  | Arch. | Bicyclist | Building | Car | Pole | Fence | Pedestrian | Road | Sidewalk | Sign | Sky | Tree | mIoU(%) |
|-------------------------|-------|-----------|----------|-----|------|-------|------------|------|----------|------|-----|------|---------|
| Source-only             | -     | 56.08     | 64.80    | 82.97 | 18.56 | 23.87 | 53.05      | 87.95 | 63.08    | 8.45 | 90.16 | 68.92 | 52.54   |
| AdaptSegNet (Tsai et al. 2018) | AT   | 47.94     | 78.98    | 74.48 | 12.30 | 25.23 | 43.52      | 82.02 | 54.73    | 4.06 | 86.84 | 77.73 | 55.54   |
| CRST* (Zou et al. 2018)  | A+S   | 65.80     | 84.61    | 85.30 | 24.99 | 40.13 | 61.54      | 89.73 | 74.41    | 5.42 | 91.27 | 80.33 | 63.88   |
| CRST* (Zou et al. 2018)  | A+S   | 65.93     | 84.48    | 85.64 | 24.84 | 39.90 | 61.72      | 89.66 | 74.26    | 5.33 | 91.22 | 80.50 | 63.95   |
| IAST (Mer et al. 2020)  | A+S   | 65.35     | 85.00    | 86.60 | 21.65 | 39.87 | 60.88      | 80.34 | 72.21    | 7.10 | 91.36 | 80.89 | 65.75   |
| Ours                    | A+S   | 69.78     | 85.19    | 86.48 | 24.35 | 40.21 | 61.72      | 91.36 | 76.64    | 10.75 | 91.54 | 81.79 | 65.44   |

### Table 9: Video semantic segmentation results (V P P Q (%) on CamVid-Sunny → CamVid-Foggy.

| Method                  | Arch. | Building | Car | Pole | Fence | Pedestrian | Road | Sidewalk | Sign | Sky | Tree | V P P Q (%) |
|-------------------------|-------|----------|-----|------|-------|------------|------|----------|------|-----|------|-------------|
| Source-only             | -     | 79.00    | 34.31 | 72.30 | 23.51 | 11.36      | 28.13 | 72.08    | 57.82 | 10.46 | 64.24 | 47.81       |
| AdaptSegNet (Tsai et al. 2018) | AT   | 83.29    | 40.14 | 77.26 | 22.08 | 9.03       | 27.96 | 72.12    | 58.06 | 38.93 | 5.00  | 75.49       |
| CRST* (Zou et al. 2018)  | A+S   | 87.61    | 43.96 | 77.81 | 32.46 | 23.43      | 35.59 | 75.34    | 59.68 | 10.03 | 81.44 | 54.85       |
| CRST* (Zou et al. 2018)  | A+S   | 86.07    | 43.77 | 79.12 | 31.17 | 27.47      | 38.94 | 77.11    | 80.47 | 59.48 | 12.47 | 82.43       |
| IAST (Mer et al. 2020)  | A+S   | 88.34    | 48.68 | 80.42 | 34.19 | 28.88      | 39.51 | 79.74    | 59.30 | 9.36  | 83.05 | 57.16       |
| Ours                    | A+S   | 89.84    | 50.51 | 81.46 | 32.98 | 30.27      | 40.39 | 80.91    | 81.13 | 59.87 | 8.79  | 84.40       |

### Table 10: Image semantic segmentation results (mIoU) on SYNTHIA-Seq → Cityscapes-VPS benchmark.

| Method                  | Arch. | Bicyclist | Building | Car | Pole | Fence | Sky | person | rider | car | mIoU(%) |
|-------------------------|-------|-----------|----------|-----|------|-------|-----|--------|-------|-----|---------|
| Source-only             | -     | 76.02     | 16.89    | 62.67 | 0.64 | 1.49  | 6.40 | 59.59  | 61.39 | 17.10 | 50.62   |
| AdaptSegNet (Tsai et al. 2018) | AT   | 84.39    | 19.15    | 66.34 | 0.10 | 0.25  | 6.14 | 57.95  | 59.21 | 17.95 | 62.90   |
| CRST* (Zou et al. 2018)  | A+S   | 84.98    | 28.85    | 70.48 | 2.29 | 1.79  | 9.78 | 64.58  | 67.74 | 24.17 | 69.47   |
| CRST* (Zou et al. 2018)  | A+S   | 83.49    | 33.70    | 71.79 | 1.01 | 2.11  | 13.56 | 69.23  | 69.08 | 23.33 | 73.11   |
| IAST (Mer et al. 2020)  | A+S   | 85.74    | 37.25    | 73.36 | 4.42 | 3.07  | 13.89 | 73.08  | 70.12 | 26.79 | 73.34   |
| Ours                    | A+S   | 88.15    | 39.20    | 75.04 | 4.17 | 4.36  | 14.89 | 74.93  | 73.10 | 28.75 | 73.70   |

### Table 11: Video semantic segmentation results (V P P Q (%) on SYNTHIA-Seq → Cityscapes-VPS benchmark.

| Method                  | Arch. | Bicyclist | Building | Car | Pole | Fence | Pedestrian | Road | Sidewalk | Sign | Sky | Tree | V P P Q (%) |
|-------------------------|-------|-----------|----------|-----|------|-------|------------|------|----------|------|-----|------|-------------|
| Source-only             | -     | 4.19      | 35.34    | 35.55 | 8.31 | 2.14  | 22.63      | 54.07 | 45.70    | 9.63 | 5.17  | 37.61 | 21.49       |
| VideoGAN (Chen et al. 2020) | -    | 8.98      | 50.44    | 37.24 | 15.27 | 2.84  | 31.62      | 58.33 | 62.63    | 3.45 | 49.68 | 62.77 | 34.18       |
| Source-only             | -     | 5.91      | 30.37    | 33.42 | 0.03 | 0.0   | 44.86      | 22.48 | 0.02     | 47.15 | 37.90 | 22.02 | 43.82       |
| Ours                    | A+S   | 16.76     | 70.81    | 44.94 | 0.49 | 19.5  | 17.22      | 41.23 | 41.07    | 0.10 | 86.31 | 60.01 | 43.82       |

### Table 12: Quantitative comparisons of ours with (Chen et al. 2020) on CamVid-Sunny → CamVid-Foggy. † denotes the source only model reproduced in this paper.
Figure 7: **Visualization of pseudo-labels w/o and w/ the online refinements.** The proposed cut-out refinement successfully eliminate noise on the pseudo labels by checking temporal consensus. However, fill-in based method makes additional noise on pseudo labels.

Figure 8: **Visualization of cause and effect in our failure case.** Our model is comparably weak to certain class, which could be originated from pseudo label generation process. Detail analysis is on Sec.F