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Abstract. We consider the sample average approximation method for a stochastic multiobjective programming problem constrained by parametric variational inequalities. The first order necessary conditions for the original problem and its sample average approximation (SAA) problem are established under constraint qualifications. By graphical convergence of set-valued mappings, the stationary points of the SAA problem converge to the stationary points of the true problem when the sample size tends to infinity. Under proper assumptions, the convergence of optimal solutions of SAA problems is also obtained. The numerical experiments on stochastic multiobjective optimization problems with variational inequalities are given to illustrate the efficiency of SAA estimators.

1. Introduction. We consider the following stochastic multiobjective mathematical program constrained by parametric variational inequality

\[
\begin{align*}
\min & \quad \mathbb{E}[\phi(x, y, \xi(w))] \\
\text{s. t.} & \quad y \in \Gamma, (\mathbb{E}[F(x, y, \xi(w))), z - y) \leq 0, \forall z \in \Gamma, \\
& \quad (x, y) \in C,
\end{align*}
\]

where \(\phi : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^l\) is locally Lipschitz continuous and \(F : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^m\) is continuously differentiable. \(\Gamma = \{y \in \mathbb{R}^m | \mathbb{E}[g_i(y, \xi(w))] \leq 0, i = 1, 2, \cdots, q; \mathbb{E}[g_i(y, \xi(w))] = 0, i = q + 1, \cdots, p\}\). The function \(g_i : \mathbb{R}^m \to \mathbb{R}\) is convex, twice continuously differentiable, \(i = 1, 2, \cdots, q\); and \(g_i : \mathbb{R}^m \to \mathbb{R}\) is affine, \(i = q + 1, \cdots, p\). \(C\) is a nonempty closed convex subset of \(\mathbb{R}^n \times \mathbb{R}^m\). \(\xi : \Omega \to \Theta \subset \mathbb{R}^d\) is a vector of random variables defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\). \(\mathbb{E}[\cdot]\) denotes
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the expected value with respect to the distribution of $\xi$. To simplify the notation, we write $\xi(w)$ as $\xi$ in this context.

Many practical problems can be translated into the above problem (P). For example, consider a firm that use $n$ different resources to produce $m$ products. The firm wishes to maximize the expected profit and minimize the expected excess of employees subjected to its own resources constraints and the maintenance of expected market share constraints. Let $(x, y) \in \mathbb{R}^n \times \mathbb{R}^m$ be the firm’s production and marketing level. $(u, v) \in \mathbb{R}^n \times \mathbb{R}^m$ is the competitor’s production and marketing level. The variable $\xi$ denotes the market demand which is unknown and is usually determined by some random factors such as prices and consumers. Let the objective be the vector-valued function $\mathbb{E}[\phi(x, y, \xi)] := (-\mathbb{E}[\phi_1(x, y, \xi)], \mathbb{E}[\phi_2(x, y, \xi)])$, where $\mathbb{E}[\phi_1(x, y, \xi)]$ is the expected profit and $\mathbb{E}[\phi_2(x, y, \xi)]$ is the expected excess of employees. The resource utilization of the firm is denoted by $s_j(x, y)$ for product $j$ and the firm’s market share is denoted by $f_i(x, y, u, v, \xi)$ for product $i$. For a given $(x, y)$, the firm’s minimum expected market share for the $i$-th production is given by

$$h_i(x, y) = \min_{(u,v) \in \Gamma} \{\mathbb{E}[f_i(x, y, u, v, \xi)]\},$$

where $\Gamma = \{(u, v) | \mathbb{E}[g(u, v, \xi)] \leq 0\}$ is the feasible set of competitors. Hence the optimal production and market level of the firm can be obtained by the following multiobjective optimization problem

$$\min \ \mathbb{E}[\phi(x, y, \xi)]$$

s. t. $s_j(x, y) \leq a_j, j = 1, 2, \cdots, n,$

$$h_i(x, y) \geq b_i, i = 1, 2, \cdots, m,$$

where $a_j$ denotes the total amount of resource $j$ and $b_i$ denotes the minimum threshold of market share of product $i$. Suppose that the functions $f_i$ and $g$ are differentiable in $(u, v)$ and $\Gamma$ is a convex set, then the above problem is equivalent to the following optimization problem with parametric variational inequality constraint

$$\min \ \mathbb{E}[\phi(x, y, \xi)]$$

s. t. $s_j(x, y) \leq a_j, j = 1, 2, \cdots, n,$

$$h_i(x, y) \geq b_i, i = 1, 2, \cdots, m,$$

$$(u, v) \in \Gamma, (\nabla_{x,y} \mathbb{E}[f_i(x, y, u, v, \xi)], (u, v) - (u', v')) \leq 0,$$

$$\forall (u', v') \in \Gamma, i = 1, 2, \cdots, m.$$
Analogous to ordinary deterministic models, Patriksson [25] firstly studied the stochastic mathematical program with equilibrium constraints. It is a generalization of deterministic MPECs and has been further investigated in [28], [32]. For stochastic multiobjective problems with equilibrium constraints, there is little result on this aspect. A popular method to deal with stochastic programming problems is the sample average approximation (SAA) method where the expected valued is approximated by its sample average. In this paper, we exploit this method to approximate the problem (P). Let $\xi^1, \ldots, \xi^N$ be an independent and identically distribution (iid) sampling of $\xi$, then we consider the following sample approximation

\[
\begin{align*}
\min \quad & \frac{1}{N} \sum_{k=1}^{N} \phi(x, y, \xi^k) \\
\text{s. t.} \quad & y \in \Gamma_N, \left(\frac{1}{N} \sum_{k=1}^{N} F(x, y, \xi^k), z - y\right) \leq 0, \forall z \in \Gamma_N, \\
& (x, y) \in C,
\end{align*}
\]

where $\Gamma_N = \{ y \in \mathbb{R}^m | \frac{1}{N} \sum_{k=1}^{N} g_i(y, \xi^k) \leq 0, i = 1, 2, \ldots, q; \frac{1}{N} \sum_{k=1}^{N} g_i(y, \xi^k) = 0, i = q + 1, \ldots, p \}.$

Sample average approximation methods have been employed in solving stochastic multiobjective programming problems. [9] used the SAA method to solve the one-stage stochastic multiobjective optimization problem. It proposed a scalarization approach to settle the SAA problem and analyzed the convergence of SAA problems when the sample size was increased to infinity. [29] seemed to be first to deal with the two-stage stochastic MPEC by SAA methods and obtained the asymptotic consistency of optimal values and optimal solutions of the problem. Other comprehensive discussion on theory, numerical methods about solving stochastic multiobjective programming problems by SAA refers to [2], [15], [31]. Following the techniques of sample average approximation methods, we use the sample average to approximate the expectations of the objectives and constraints, then analyze the convergence of SAA problems.

For the problems (P) and (SAA-P), we change the multiobjective programming problems into their equivalent scalar optimization problems by evaluation functions. Due to the inclusion relation of subdifferentials for composite functions, the first order necessary condition of the problem is constructed. Under linear independent constraint qualification and strict complementary condition, we obtain the stability of composite set-valued mappings generated by parametric variational inequalities. Utilizing graph convergence results of variational analysis, we prove that the stationary points of (SAA-P) converge to these which are also the stationary points of (P). Furthermore, we establish the convergence of optimal solutions of (SAA-P) by posing some proper conditions.

The rest of this paper is organized as follows. Section 2 gives some basic definitions and results on variational analysis. In section 3, firstly, the first order necessary conditions for the original problem and its SAA problem are provided. Secondly, the asymptotic convergence of stationary points of SAA problems is proved. Furthermore, we obtain the convergence of optimal solutions of SAA problems. Some numerical results on stochastic multiobjective optimization problems with variational inequalities are given in section 4.

2. Preliminaries. This section gives the notations and reviews some results in variational analysis. The detailed discussion on these subjects can be found in [7],
\[ \|M\| := \max_{M \in \mathcal{M}} \|M\| \]

if \( \mathcal{M} \) is a compact set of vectors. Moreover, \( d(x, D) := \inf_{x' \in D} \|x - x'\| \) denotes the distance from a point \( x \) to a set \( D \). For two compact sets \( \mathcal{C} \) and \( \mathcal{D} \), denote by
\[
\mathcal{D}(\mathcal{C}, \mathcal{D}) := \sup_{x \in \mathcal{C}} d(x, \mathcal{D})
\]

the deviation from \( \mathcal{C} \) to \( \mathcal{D} \). \( B(x, \delta) \) denotes the open ball with radius \( \delta \) and center \( x \), which is \( B(x, \delta) := \{ x' : \|x' - x\| < \delta \} \). \( B \) is used to denote a closed unit ball in a finite dimensional space. For a continuously differentiable mapping \( F : \mathbb{R}^n \to \mathbb{R}^m \), \( \mathcal{J}F(x) \) denotes the Jacobian of \( F \) at \( x \).

Let \( S : \mathbb{R}^m \Rightarrow \mathbb{R}^m \) be a set-valued mapping and \( \limsup_{x \to \bar{x}} S(x) \) denotes the Painlevé-Kuratowski outer-limit
\[
\limsup_{x \to \bar{x}} S(x) := \{ v \in \mathbb{R}^m \mid \exists \text{sequence} x_k \to \bar{x}, v_k \to v \text{ with } v_k \in S(x_k), k = 1, 2, \ldots \}. 
\]

Given a nonempty set \( \Omega \subset \mathbb{R}^n \), fix \( \bar{x} \in \Omega \) and define
\[
\hat{N}_\Omega(\bar{x}) = \{ x^* \in \mathbb{R}^n \mid \limsup_{x \to \bar{x}} \frac{\langle x^*, x - \bar{x} \rangle}{\|x - \bar{x}\|} \leq 0 \}
\]

the regular normal cone (known also as the prenormal cone or Fréchet normal cone) to \( \Omega \) at \( \bar{x} \). The basic normal cone to \( \Omega \) at \( \bar{x} \) is defined by
\[
N_\Omega(\bar{x}) = \limsup_{x \to \bar{x}} \hat{N}_\Omega(x),
\]

which is also well known as the limiting or Mordukhovich normal cone. This two cones agree with the normal cone of convex analysis when \( \Omega \) is convex. The following proposition provides the normal cone to sets with constraint structure.

**Proposition 1.** [26] Let \( \Gamma = \{ x \in \Gamma \mid F(x) \in D \} \) for closed set \( \Gamma \subset \mathbb{R}^n, D \subset \mathbb{R}^m \), a \( C^1 \) mapping \( F : \mathbb{R}^n \to \mathbb{R}^m \). Written componentwise as \( F(x) = (f_1(x), \ldots, f_m(x)) \).

At any \( \bar{x} \in C \), one has
\[
\hat{N}_C(\bar{x}) \supset \left\{ \sum_{i=1}^m y_i \nabla f_i(\bar{x}) \mathbf{1} + z \mid y \in \hat{N}_D(F(\bar{x})), z \in \hat{N}_\Gamma(\bar{x}) \right\},
\]

where \( y = (y_1, \ldots, y_m) \). On the other hand, one has
\[
N_C(\bar{x}) \subset \left\{ \sum_{i=1}^m y_i \nabla f_i(\bar{x}) \mathbf{1} + z \mid y \in N_D(F(\bar{x})), z \in N_\Gamma(\bar{x}) \right\}
\]

at any \( \bar{x} \in C \) satisfying the constraint qualification that
\[
\left\{ \begin{array}{l}
\text{the only vector } y \in N_D(F(\bar{x})) \text{ for which } \sum_{i=1}^m y_i \nabla f_i(\bar{x}) \in N_\Gamma(\bar{x}) \text{ is } y = (0, \ldots, 0). \\
\end{array} \right. 
\]

(1)

If in addition to this constraint qualification the set \( \Gamma \) is regular at \( \bar{x} \) and \( D \) is regular at \( F(\bar{x}) \), then \( C \) is regular at \( \bar{x} \) and
\[
N_C(\bar{x}) = \left\{ \sum_{i=1}^m y_i \nabla f_i(\bar{x}) \mathbf{1} + z \mid y \in N_D(F(\bar{x})), z \in N_\Gamma(\bar{x}) \right\}.
\]
Given a set-valued mapping $S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ and a point $(\bar{x}, \bar{y})$ with its graph $\text{gph} S := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^m \mid y \in S(x)\}$, the coderivative $D^* S(x, y) : \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ is defined by
\[
D^* S(x, y)(y^*) = \{x^* \in \mathbb{R}^n \mid (x^*, -y^*) \in \mathcal{N}_{\text{gph} S}(\bar{x}, \bar{y})\}.
\]
Recall that $S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ has the (Aubin) Lipschitz-like property around $(\bar{x}, \bar{y}) \in \text{gph} S$ with modulus $l \geq 0$ if there are neighborhoods $U$ of $\bar{x}$ and $V$ of $\bar{y}$ such that
\[
S(x) \cap V \subset S(u) + l\|x - u\|_B, \forall x, u \in U.
\]
A weaker property than Lipschitz-like property is the calmness, which is that $S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ is said to be calm at $(\bar{x}, \bar{y}) \in \text{gph} S$ with $l \geq 0$ if there are neighborhoods $U$ of $\bar{x}$ and $V$ of $\bar{y}$ such that
\[
S(x) \cap V \subset S(\bar{x}) + l\|x - \bar{x}\|_B, \text{for all } x \in U.
\]
An important condition to fully characterize the Lipschitz-like property and calmness property is the coderivative criterion, which is also called the Mordukhovich criterion, that is
\[
D^* S(\bar{x}, \bar{y})(0) = \{0\}.
\]
Recall that the multiobjective optimization problem (MOP) $\min_{(x, y) \in \Lambda} f(x, y)$, where $f = (f_1, f_2, \cdots, f_l)$ is defined from $\mathbb{R}^n \times \mathbb{R}^m$ to $\mathbb{R}^l$ and $\Lambda$ is the feasible set of (MOP). A point $(\bar{x}, \bar{y}) \in \Lambda$ is said to be

- a Pareto solution if and only if there is no element $(x, y) \in \Lambda$ satisfying $\forall j \in \{1, 2, \cdots, l\}, f_j(x, y) \leq f_j(\bar{x}, \bar{y})$ and $\exists j_0 \in \{1, 2, \cdots, l\}, f_{j_0}(x, y) < f_{j_0}(\bar{x}, \bar{y})$;
- a weakly Pareto solution if and only if there is no element $(x, y) \in \Lambda$ satisfying $\forall j \in \{1, 2, \cdots, l\}, f_j(x, y) < f_j(\bar{x}, \bar{y})$.

The following lemma gives the relations of the solutions between the multiobjective optimization problem and its scalar problem.

**Lemma 2.1.** The function $\psi : \mathbb{R}^l \rightarrow \mathbb{R}$ is defined on the function value space $f(\Lambda)$. If $\psi$ is a strictly monotonically increasing (monotonically increasing) function of $f(x, y)$, then the optimal solution of single-objective optimization problem (SOP) $\min_{(x, y) \in \Lambda} (\psi \circ f)(x, y)$ is equivalent to the Pareto solution (weakly Pareto solution) of (MOP).

**Proof.** It is easy to prove that the Pareto solution (weakly Pareto solution) of (MOP) is the optimal solution of (SOP) and we omit the proof of this part. Suppose that $(\bar{x}, \bar{y})$ is an optimal solution of (SOP). By a contradiction that $(\bar{x}, \bar{y})$ is not the Pareto solution of (MOP), then there exists $(x^*, y^*) \in \Lambda$ such that
\[
\begin{align*}
f_j(x^*, y^*) &\leq f_j(\bar{x}, \bar{y}), \forall j \in \{1, 2, \cdots, l\}, \\
f_{j_0}(x^*, y^*) &< f_{j_0}(\bar{x}, \bar{y}), \exists j_0 \in \{1, 2, \cdots, l\}.
\end{align*}
\]
Because that $\psi$ is strictly monotonically increasing, it follows from (2) that
\[
(\psi \circ f)(x^*, y^*) < (\psi \circ f)(\bar{x}, \bar{y}),
\]
which is a contradiction, and the conclusion holds.

The subdifferentials of Lipschitz composite functions have the following property.
Lemma 2.2. [21] Let \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^l \) be strictly Lipschitz at \((\bar{x}, \bar{y})\) and \( \psi : \mathbb{R}^l \to \mathbb{R} \) is Lipschitz continuous around \( f(\bar{x}, \bar{y}) \), then

\[
\partial (\psi \circ f)(\bar{x}, \bar{y}) \subset \bigcup_{u^* \in \partial \psi(f(\bar{x}, \bar{y}))} \partial (u^*, f)(\bar{x}, \bar{y}).
\]

At last we review the outer semicontinuity of set valued mappings. A set-valued mapping \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \) is said to be closed at \( \bar{x} \) if for \( x_k \to \bar{x} \), \( y_k \in S(x_k) \) and \( y_k \to \bar{y} \), it implies \( \bar{y} \in S(\bar{x}) \).

Definition 2.3. A set-valued mapping \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \) is outer semicontinuous (osc) at \( \bar{x} \) if

\[
\limsup_{x \to \bar{x}} S(x) \subset S(\bar{x})
\]

or equivalently \( \limsup_{x \to \bar{x}} S(x) = S(\bar{x}) \).

The outer continuity convergence of set-valued mappings can be described equivalently from several aspects. It helps to prove the outer semicontinuity of composite set-valued mappings.

Proposition 2. Let \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \) be a set-valued mapping, then the following assertions are satisfied:

(i) \( S \) is osc (everywhere) if and only if \( \text{gph} S \) is closed in \( \mathbb{R}^n \times \mathbb{R}^m \);
(ii) \( \limsup_{x \to \bar{x}} S(x^v) \subset S(\bar{x}) \iff \text{D}(S(x^v), S(\bar{x})) \to 0 \) as \( v \to \infty \).

Proof. (i) This equivalence is the result of [26, Theorem 5.7 (a)].

(ii) The equivalence is obtained directly from [11, p.59]. \( \square \)

Proposition 3. Let \( S : \mathbb{R}^n \to \mathbb{R}^m \) be a single-valued continuous mapping and \( T : \mathbb{R}^m \rightrightarrows \mathbb{R}^p \) is a set-valued mapping with a closed graph, then the following statements hold.

(i) The coderivative mapping \( D^*T(\cdot, \cdot)(\cdot) \) is osc on \( \mathbb{R}^n \).
(ii) The composite set-valued mapping \( S \circ T := S(\cdot)D^*T(\cdot, \cdot)(\cdot) \) is osc on \( \mathbb{R}^n \).

Proof, (i) From [31, Proposition 2.7], the graph of \( D^*T(\cdot, \cdot)(\cdot) \) is closed, then the assertion holds from Proposition 2 (i).

(ii) Because of Proposition 2, it only needs to verify the closedness of the graph of \( S \circ T \). Take \((z_k, \vartheta_k) \in \text{gph}(S \circ T)\) and \( \vartheta_k = u_k \zeta_k \), where \( u_k \in S(z_k) \), \( \zeta_k \in D^*T(z_k,v_k)(\eta_k) \), \( z_k \in T(v_k) \). Suppose that \((z_k, v_k) \to (z, v)\), \( u_k \to u \), \( (\zeta_k, \eta_k) \to (\zeta, \eta) \), \( \vartheta_k \to \vartheta \). Since

\[
\zeta_k \in D^*T(z_k,v_k)(\eta_k) \iff (\zeta_k, -\eta_k) \in N_{\text{gph}T}(z_k,v_k)
\]

and the normal cone mapping is osc, we have \((\zeta, -\eta) \in N_{\text{gph}T}(z,v)\) and \( \zeta \in D^*T(z,v)(\eta) \). The mapping \( S \) is continuous, then \( \vartheta = u\zeta \in S(z)D^*T(z,v)(\eta) \), which means \((z, \vartheta) \in \text{gph}(S \circ T)\). This proves the closeness of \( S \circ T \). \( \square \)

3. Asymptotic convergence of stationary points. In this section we intend to investigate the asymptotic convergence of stationary points of (SAA-P) when the sample size tends to infinity. Firstly, the first order necessary conditions for the original problem (P) and its SAA problem (SAA-P) are established. Secondly, we prove that the stationary points of (SAA-P) converge to these which are also the stationary points of (P). At last, we give the convergence of optimal solutions of (SAA-P).
3.1. First order necessary condition for the original problem. Before the main discussion, some assumptions are made on the objective functions and constraint functions. They are popularly used to analyze stochastic programming problems by SAA methods.

Assumption 3.1. Let \( \phi(x, y, \xi), f(x, y, \xi), g_i(y, \xi), i = 1, 2, \ldots, p \) be defined as in (P).

(A1) \( \mathbb{E}[\phi(x, y, \xi)], \mathbb{E}[f(x, y, \xi)] \) and \( \mathbb{E}[g_i(y, \xi)], i = 1, 2 \ldots, p \), are well defined on \( \mathbb{R}^n \times \mathbb{R}^m \).

(A2) Let \( \vartheta(x, y, \xi) \) and \( \sigma(y, \xi) \) denote any element in the collection of functions \( \{\phi(x, y, \xi), \nabla f(x, y, \xi)\} \) and \( \{\nabla g_i(y, \xi), \nabla^2 g_i(y, \xi), i = 1, 2, \ldots, p\} \). There exist positive measurable functions \( \kappa(\xi) \) and \( \kappa'(\xi) \) such that

\[
\|\vartheta(x', y', \xi) - \vartheta(x, y, \xi)\| \leq \kappa(\xi)(\|x' - x\| + \|y' - y\|), \quad \forall x', x \in \mathbb{R}^n, y', y \in \mathbb{R}^m,
\]

\[
\|\sigma(y', \xi) - \sigma(y, \xi)\| \leq \kappa'(\xi)\|y' - y\|, \quad \forall y', y \in \mathbb{R}^m
\]

for almost every \( \xi \), where \( [\kappa(\xi)] < \infty \) and \( [\kappa'(\xi)] < \infty \).

(A3) There exist nonnegative measurable functions \( \kappa(\xi) < \infty \) and \( \kappa'(\xi) < \infty \) such that

\[
\sup_{x, y} \max\{\|\phi(x, y, \xi)\|\} \leq \kappa(\xi),
\]

\[
\sup_y \max\{\|\rho(y, \xi)\|\} \leq \kappa'(\xi)
\]

for \( \xi \), \( \psi(x, y, \xi) \) and \( \rho(y, \xi) \) are any element in the collection of functions \( \{\phi(x, y, \xi), f(x, y, \xi), \nabla \phi(x, y, \xi), \nabla f(x, y, \xi)\}, \{g_i(y, \xi), \nabla g_i(y, \xi), \nabla^2 g_i(x, y, \xi), i = 1, 2, \ldots, p\} \).

To ease the notation, we rewrite the set \( \Gamma \) in parametric variational inequalities as the following representation

\[ \Gamma = \{y \in \mathbb{R}^n \mid \mathbb{E}[g(y, \xi)] \in \mathcal{K}\}, \]

where \( g(y, \xi) := (g_1(y, \xi), \ldots, g_p(y, \xi)) \) and \( \mathcal{K} := \mathbb{R}^q \times \{0\}_{p-q} \). Replace the parametric variational inequality in (P) by

\[ 0 \in \Psi(x, y) + \mathcal{N}_\Gamma(y), \quad (3) \]

where \( \Psi(x, y) := \mathbb{E}[F(x, y, \xi)] \). Under Assumption 3.1, \( \mathbb{E}[g(y, \xi)] \) is continuously differentiable and \( \mathbb{E}\mathbb{E}[g(y, \xi)] = \mathbb{E}[\mathcal{J}g(y, \xi)] \). When \( \mathbb{E}[\mathcal{J}g(y, \xi)] \) is linearly independent for \( y \in \mathbb{R}^m \), by Proposition 1, we have

\[ \mathcal{N}_\Gamma(y) = p(y)^T \mathcal{N}_\mathcal{K}(r(y)), \quad (4) \]

where

\[ p(y) = \mathbb{E}[\mathcal{J}g(y, \xi)], \quad r(y) = \mathbb{E}[g(y, \xi)]. \]

Denote by \( \Xi := \{(x, y) \in C \mid 0 \in \Psi(x, y) + \mathcal{N}_\Gamma(y)\} \) the feasible set of (P).

Let \( \mathcal{L} : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^q \rightarrow \mathbb{R}^m \) be an auxiliary function defined by

\[ \mathcal{L}(x, y, d) = \Psi(x, y) + p(y)^T d. \quad (5) \]

Define the set-valued mapping \( \mathcal{M} : \mathbb{R}^2p \rightrightarrows \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^q \) by

\[ \mathcal{M}(\vartheta) = \{(x, y, d) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^q \mid (r(y), d)^T + \vartheta \in \text{gph}\mathcal{N}_\mathcal{K}\}. \quad (6) \]

It follows from [22] that if \( (x, y) \) is a feasible solution of (P) and \( p(y) \) has full row rank, then \( \mathcal{L}(x, y, d) = 0 \) has a unique solution \( d \in \mathcal{N}_\mathcal{K}(r(y)) \). Denote by \( \Lambda(x, y) = \{d \in \mathbb{R}^q \mid \mathcal{L}(x, y, d) = 0, d \in S(y)\} \) where \( S(y) = \mathcal{N}_\mathcal{K}(r(y)) \). For \( \bar{y} \in \mathbb{R}^m \),
denote \( I(\bar{y}) := \{i | \mathbb{E}[g_i(\bar{y}, \xi)] = 0, \ 1 \leq i \leq q\} \), \( J := \{1, 2, \cdots, q\}\setminus I \) and \( L := \{q + 1, q + 2, \cdots, p\}. \)

To simplify the main results, the coderivative of a normal cone mapping is given under assumption of strict complementarity conditions.

**Assumption 3.2.** The strict complementarity condition holds at \( \bar{y} \), that is
\[
\bar{d}_i > 0, \ i \in I(\bar{y})
\]
for all \( \bar{d} \in \mathcal{N}_K(r(\bar{y})). \)

**Proposition 4.** Suppose that Assumption 3.1 and Assumption 3.2 are satisfied. Let \( Q(\bar{y}) := \mathcal{N}_F(\bar{y}) \) and \( \bar{v} \in Q(\bar{y}). \) Assume that \( p_{1\cup J}(\bar{y}) \) has full row rank, then for \( \bar{d} \in \Lambda(\bar{x}, \bar{y}) \) and \( \bar{u} \in \mathbb{R}^m \), it holds that
\[
D^*Q(\bar{y}, \bar{v})(\bar{u}) = \bigcup_{\bar{d} \in \Lambda(\bar{x}, \bar{y})} \left\{ (\mathcal{J}p(\bar{y})^T \bar{d})^T \bar{u} + \mathcal{J}r(\bar{y})^T D^*p_{1\cup J}(\bar{y}, \bar{d})(p(\bar{y}) \bar{u}) \right\}.
\] (7)

**Proof.** Since \( p_{1\cup J}(\bar{y}) \) has full row rank at \( \bar{y} \), from [24, Theorem 4.1], the mapping \( \mathcal{M} \) is clams at \((0, \bar{y}, \bar{d})\), then we have
\[
D^*Q(\bar{y}, \bar{v})(\bar{u}) \subset \bigcup_{\bar{d} \in \Lambda(\bar{x}, \bar{y})} \left\{ (\mathcal{J}p(\bar{y})^T \bar{d})^T \bar{u} + \mathcal{J}r(\bar{y})^T D^*p_{1\cup J}(\bar{y}, \bar{d})(p(\bar{y}) \bar{u}) \right\}.
\]

Under Assumption 3.2, the equality is obtained from [35, Lemma 3.3]. \( \Box \)

Next we put forward the first order necessary condition of the true problem under the linear independent constraint qualification.

**Assumption 3.3.** The linear independent constraint qualification is satisfied, namely the matrix
\[
\begin{bmatrix}
\mathcal{J}_{x,y}, \mathcal{L}(\bar{x}, \bar{y}, \bar{d}) \\
p_{1\cup J}(\bar{y})
\end{bmatrix}
\]
is of full row rank.

**Theorem 3.1.** Suppose that Assumption 3.1-3.3 are satisfied. The function \( \phi \) is Lipschitz continuous for almost every \( \xi \in \Theta \) and \( \mathcal{J}_{x,y}F(x, y, \xi) \) has full row rank at \((\bar{x}, \bar{y})\) for almost every \( \xi \in \Theta \). The probability space of \( \xi \) is nonatomic. Let \((\bar{x}, \bar{y})\) be a local weakly Pareto solution of \((P)\) and \( \bar{d} \) is a solution of \( \mathcal{L}(\bar{x}, \bar{y}, \bar{d}) = 0. \) Then there exist \( \mu^* \neq 0 \) and \( \bar{u} \in \mathbb{R}^m \) such that
\[
0 \in \mathbb{E}[\partial(\mu^*, \phi(\cdot, \cdot, \xi))(\bar{x}, \bar{y})] + \mathbb{E}[\nabla F(\bar{x}, \bar{y})]^T \bar{u} + \mathcal{N}_C(\bar{x}, \bar{y}) + \mathbb{E}[\nabla^2 g(\bar{y}, \xi)] \bar{d} \bar{u} + \mathbb{E}[\nabla g(\bar{y}, \xi)] D^* \mathcal{N}_E(\mathbb{E}[\nabla g(\bar{y}, \xi)], \bar{d})(\mathbb{E}[\nabla g(\bar{y}, \xi)]) \bar{u}.
\] (8)

**Proof.** Since \((\bar{x}, \bar{y})\) is the weakly Pareto solution of \((P)\), it follows from Lemma 2.1 that \((\bar{x}, \bar{y})\) is the optimal solution of \( \{\min(\psi \circ \mathbb{E}[\phi(\cdot, \cdot, \xi)])(x, y) \mid (x, y) \in \Xi\} \). By Lemma 2.2, there is \( \mu^* \in \partial \psi(\mathbb{E}[\phi(\bar{x}, \bar{y}, \xi)]) \) such that
\[
0 \in \partial(\mu^*, \mathbb{E}[\phi(\cdot, \cdot, \xi)])(\bar{x}, \bar{y}) + \mathcal{N}_E(\bar{x}, \bar{y}).
\] (9)

Since \( \phi \) is Lipschitz continuous with respect to \( x, y \) for almost every \( \xi \in \Theta \), from Assumption 3.1, we obtain that \( \mathbb{E}[\phi(\cdot, \cdot, \xi)] \) is Lipschitz and therefore \( \langle \mu^*, \mathbb{E}[\phi(\cdot, \cdot, \xi)] \rangle \) is also Lipschitz. It follows from [33, Theorem 2.1] that
\[
\partial(\mu^*, \mathbb{E}[\phi(\cdot, \cdot, \xi)])(\bar{x}, \bar{y}) \subset \mathbb{E}[\partial(\mu^*, \phi(\cdot, \cdot, \xi))(\bar{x}, \bar{y})].
\]

Hence, (9) becomes
\[
0 \in \mathbb{E}[\partial(\mu^*, \phi(\cdot, \cdot, \xi))(\bar{x}, \bar{y})] + \mathcal{N}_E(\bar{x}, \bar{y}).
\] (10)
Under Assumption 3.3, the mapping $\mathcal{P}$ is calm at $(0_{2m}, 0_{2p}, \bar{x}, \bar{y}, \bar{d})$, where $\mathcal{P} : \mathbb{R}^m \times \mathbb{R}^p \rightrightarrows \mathbb{R}^m \times \mathbb{R}^p$ is given by

$$\mathcal{P}(x, \vartheta) = \{(x, y, d) \in \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^p \mid \mathcal{L}(x, y, d) + z = 0\} \cap \mathcal{M}(\vartheta).$$  \hfill (11)

From [24, Theorem 3.2] and $\mathcal{J}_{x,y}F(x, y, \xi)$ having full row rank at $(\bar{x}, \bar{y})$, we have

$$\mathcal{N}_{\Xi}(\bar{x}, \bar{y}) = \bigcup_{\vartheta \in \Lambda(\xi, y)} [\mathcal{N}_C(\bar{x}, \bar{y}) + \nabla \Psi(\bar{x}, \bar{y})^T \bar{u} + D^* Q(\bar{y}, -\Psi(\bar{x}, \bar{y}))(\bar{u})].$$  \hfill (12)

Combining (10), (12) and Proposition 4, we obtain that (8) is satisfied. \hfill \square

**Remark.** We discuss the subdifferential calculus of random functions. When $f(x, y, \xi)$ is locally Lipschitz continuous with respect to $x, y$ for almost every $\xi$, we have

$$\partial f(x, y, \xi) \subset \partial^C f(x, y, \xi) = \text{clconv} \partial f(x, y, \xi),$$

where $\partial f, \partial^C f$ denote the limiting subdifferential and Clarke generalized subdifferential of $f$. Moreover, $\mathbb{E}[f(x, y, \xi)]$ is also Lipschitz continuous for $x, y$ and it holds that

$$\partial \mathbb{E}[f(x, y, \xi)] \subset \mathbb{E}[\partial f(x, y, \xi)].$$

When $f$ is Clarke regular at $x, y$ for almost every $\xi$, the equality holds. While the probability space $(\Omega, \mathcal{F}, P)$ is non-atomic or the atoms are convex, one has

$$\mathbb{E}[\partial f(x, y, \xi)] = \mathbb{E}[\partial^C f(x, y, \xi)] = \mathbb{E}[\text{conv} \partial f(x, y, \xi)] = \mathbb{E}[\partial f(x, y, \xi)].$$

If $f$ is convex with respect to $x, y$ for almost every $\xi$, the above subdifferentials are same. In general, the Clarke generalized subdifferential is larger than the limiting subdifferential and has better properties when the probability space $(\Omega, \mathcal{F}, P)$ is non-atomic. Hence, using Clarke generalized subdifferentials to characterize the first order necessary conditions is quite favorable when $\phi(x, y, \xi)$ is nonconvex and nonsmooth for fixed $\xi$.

### 3.2. First order necessary condition for the SAA problem.

Analogously, we establish the first order necessary condition of corresponding SAA problems. Rewrite the sample average approximation of parametric variational inequalities admitting the following representation

$$0 \in \hat{F}^N(x, y) + \mathcal{N}_{\Gamma_N}(y)$$  \hfill (13)

with $\Gamma_N = \{y \in \mathbb{R}^m \mid \hat{g}^N(y) \in \mathcal{K}\}$, where

$$\hat{F}^N(x, y) := \frac{1}{N} \sum_{k=1}^N F(x, y, \xi^k), \quad \hat{g}^N(y) := \frac{1}{N} \sum_{k=1}^N g(y, \xi^k).$$  \hfill (14)

Similarly, denote $\hat{p}^N(y) := \mathcal{J} \hat{g}^N(y)$ and $\Xi_N := \{(x, y) \in C \mid 0 \in \hat{F}^N(x, y) + \mathcal{N}_{\Gamma_N}(y)\}$ which is the approximation feasible set of (SAA-P). The SAA auxiliary function of $\mathcal{L}(x, y, d)$ is given by

$$\hat{\mathcal{L}}^N(x, y, d) := \hat{F}^N(x, y) + \hat{p}^N(y)^T d.$$  

The SAA multifunctions $\hat{\mathcal{M}}^N(\vartheta)$ and $\hat{\mathcal{P}}^N(z, \vartheta)$ are provided by

$$\hat{\mathcal{M}}^N(\vartheta) := \{(x, y, d) \in \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^p \mid (\hat{g}^N(y), d)^T + \vartheta \in \text{gph} \mathcal{N}_{\mathcal{K}}\}$$

and

$$\hat{\mathcal{P}}^N(z, \vartheta) := \{(x, y, d) \in \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^p \mid \hat{\mathcal{L}}^N(x, y, d) + z = 0\} \cap \hat{\mathcal{M}}^N(\vartheta).$$

Moreover, denote by $\Lambda_N(x, y) = \{d \in \mathbb{R}^p \mid \hat{\mathcal{L}}^N(x, y, d) = 0, d \in S_N(y)\}$ the SAA mapping of $\Lambda(x, y)$ where $S_N(y) = \mathcal{N}_{\mathcal{K}}(\hat{g}^N(y))$. 
The following proposition estimates the coderivative of $\hat{Q}^N(y) := \mathcal{N}_\mathcal{F}(y)$ in (13).

**Proposition 5.** Let $(\bar{x}^N, \bar{y}^N) \to (\bar{x}, \bar{y})$ as $N \to \infty$ with $(\bar{x}^N, \bar{y}^N) \in \Xi_N$ for each $N$. Taking $\bar{w}^N \in \hat{Q}^N(y)$, suppose that $p_{I\cup J}(y)$ has full row rank at $\bar{y}$. For each $N$, there is $\bar{d}^N \in \Lambda_N(\bar{x}^N, \bar{y}^N)$. Then for every $\bar{w}^N \in \mathbb{R}^p$, it holds that

$$D^*\hat{Q}^N(\bar{y}^N, \bar{w}^N)(\bar{u}^N) = \bigcup_{\bar{d}^N \in \Lambda_N(\bar{x}^N, \bar{y}^N)} \left\{ \hat{p}^N(\bar{y}^N)^T D^*\mathcal{N}_K(\hat{g}^N(\bar{y}^N), \bar{d}^N)(\bar{w}^N) + \nabla^2 \hat{g}^N(\bar{y}^N) \bar{d}^N \bar{u}^N \right\},$$

where $\bar{w}^N := \hat{p}^N(\bar{y}^N)^T \bar{u}^N$.

**Proof.** When $p_{I\cup J}(y)$ has full row rank at $\bar{y}$, it follows from [24, Theorem 4.1] that $\mathcal{M}_N$ is clasm at $(0_{2p}, \bar{y}^N)$ almost surely with $\bar{d}^N \in \Lambda_N(\bar{x}^N, \bar{y}^N)$ for each $N$, then

$$D^*\hat{Q}^N(\bar{y}^N, \bar{w}^N)(\bar{u}^N) = \nabla^2 \hat{g}^N(\bar{y}^N) \bar{d}^N \bar{u}^N + D^*(\mathcal{N}_K \circ \hat{g}^N)((\bar{y}^N), \bar{w}^N)(\hat{p}^N(\bar{y}^N)^T \bar{u}^N).$$

Consider the set-valued mapping $\mathcal{T} := \mathcal{N}_K \circ \hat{g}^N$ and observe that

$$\text{gph} \mathcal{T} = \{(y, d) \in \mathbb{R}^m \times \mathbb{R}^p \mid (\hat{g}^N(y), d)^T \in \text{gph} \mathcal{N}_K\}.$$  

Because gph $\mathcal{T} = M(0)$ in [13, Theorem 4.4] and $p_{I\cup J}(y)$ has full row rank at $\bar{y}$, we obtain

$$\mathcal{N}_{\text{gph} \mathcal{T}}(\bar{y}^N, \bar{d}^N) \subset \begin{pmatrix} \hat{p}^N(\bar{y}^N) \\ 0 \end{pmatrix} \mathcal{N}_{\text{gph} \mathcal{N}_K}(\hat{g}^N(\bar{y}^N), \bar{d}^N).$$

It follows from Proposition 1 that

$$\mathcal{N}^{*}_{\text{gph} \mathcal{T}}(\bar{y}^N, \bar{d}^N) \supset \begin{pmatrix} \hat{p}^N(\bar{y}^N) \\ 0 \end{pmatrix} \mathcal{N}^{*}_{\text{gph} \mathcal{N}_K}(\hat{g}^N(\bar{y}^N), \bar{d}^N).$$

Since the strict complementarity condition is satisfied at $(\bar{y}, \bar{d})$, gph $\mathcal{N}_K$ is normally regular at $(r(\bar{y}), \bar{d})$. Combining (17) and (18), we conclude that the equality (17) holds. Hence,

$$D^*(\mathcal{N}_K \circ \hat{g}^N)((\bar{y}^N), \bar{d}^N)(\hat{p}^N(\bar{y}^N)^T \bar{u}^N) = \hat{p}^N(\bar{y}^N)^T D^*\mathcal{N}_K(\hat{g}^N(\bar{y}^N), \bar{d}^N)(\hat{p}^N(\bar{y}^N)^T \bar{u}^N).$$

From (16) and (19), we have that (15) is satisfied.  

The following lemma provides the convergence properties of approximation functions.

**Lemma 3.2.** Suppose that Assumption 3.1 are satisfied. Let $\{(\bar{x}^N, \bar{y}^N)\}$ be a sequence converging to $(\bar{x}, \bar{y})$ as $N$ tends to infinity with $(\bar{x}^N, \bar{y}^N) \in \Xi_N$ for each $N$. Then

$$\hat{\phi}^N(\bar{x}^N, \bar{y}^N) \to \mathbb{E}[\phi(\bar{x}, \bar{y}, \bar{\xi})],$$

$$\hat{F}^N(\bar{x}^N, \bar{y}^N) \to \mathbb{E}[F(\bar{x}, \bar{y}, \bar{\xi})],$$

$$\hat{g}^N(\bar{y}^N) \to \mathbb{E}[g(\bar{y}, \bar{\xi})],$$

$$\nabla \hat{F}^N(\bar{x}^N, \bar{y}^N) \to \mathbb{E}[\nabla F(\bar{x}, \bar{y}, \bar{\xi})] = \nabla \mathbb{E}[F(\bar{x}, \bar{y}, \bar{\xi})],$$

$$\nabla \hat{g}^N(\bar{y}^N) \to \mathbb{E}[\nabla g(\bar{y}, \bar{\xi})] = \nabla \mathbb{E}[g(\bar{y}, \bar{\xi})],$$

$$\nabla^2 \hat{g}^N(\bar{y}^N) \to \mathbb{E}[\nabla^2 g(\bar{y}, \bar{\xi})] = \nabla^2 \mathbb{E}[g(\bar{y}, \bar{\xi})].$$

**Proof.** The proof is similar to [35, Lemma 3.1].
In what follows, we derive the first order necessary condition for the SAA problem.

**Theorem 3.3.** Suppose that Assumption 3.1-3.3 are satisfied. \( \phi \) is Lipschitz continuous for almost every \( \xi \in \Theta \) and \( J_{x,y}F(x,y,\xi) \) has full row rank at \((\bar{x}, \bar{y})\) for almost every \( \xi \in \Theta \). Let \((\bar{x}^N, \bar{y}^N)\) be a local weakly Pareto solution of (SAA-P) and \((\bar{x}, \bar{y})\) is a cluster point of \((\bar{x}^N, \bar{y}^N)\). Let \( \bar{d}^N \) be a solution of \( \tilde{F}(\bar{x}^N, \bar{y}^N, \bar{d}) = 0 \). Then there exists a bounded multiplier \( \bar{\mu}^N \in \mathbb{R}^m \) such that

\[
0 \in \mathcal{F}_N(\bar{x}^N, \bar{y}^N) + \nabla \hat{F}(\bar{x}^N, \bar{y}^N)^T \bar{d}^N + \mathcal{N}_C(\bar{x}^N, \bar{y}^N) + \nabla^2 \hat{g}(\bar{y}^N) \bar{d}^N \bar{u}^N,
\]

where \( \mathcal{F}_N(\bar{x}^N, \bar{y}^N) = \frac{1}{N} \sum_{k=1}^{N} \partial(\mu^*, \phi^*)(\bar{x}^N, \bar{y}^N) \). We call the pair \((\bar{x}, \bar{y}, \bar{u})\) which satisfies (20) the stationary pair of the problem (SAA-P).

**Proof.** When Assumption 3.2 and 3.3 hold, the multifunctions \( \mathcal{M}^N \) and \( \hat{P}^N \) are clamped at points \((0_{2p}, \bar{y}^N, \bar{d}^N)\) and \((0_{m}, 0_{2p}, \bar{x}^N, \bar{y}^N, \bar{d}^N)\) almost surely with \( \bar{d}^N \in \Lambda_N(\bar{x}^N, \bar{y}^N) \) for each \( N \). From Lemma 2.1, there is \( \mu^* \in \partial \psi(\phi^N(\bar{x}^N, \bar{y}^N)) \) such that

\[
0 \in \partial(\mu^*, \phi^*)(\bar{x}^N, \bar{y}^N) + \mathcal{N}_E(\bar{x}^N, \bar{y}^N).
\]

Because

\[
\partial(\mu^*, \phi^*)(\bar{x}^N, \bar{y}^N) = \partial \left[ \frac{1}{N} \sum_{k=1}^{N} (\mu^*, \phi(\cdot, \cdot, \xi^k)) \right] \bar{x}^N, \bar{y}^N \]

\[
\subset \frac{1}{N} \sum_{k=1}^{N} \partial(\mu^*, \phi(\cdot, \cdot, \xi^k)) \bar{x}^N, \bar{y}^N,
\]

combining (21), (22) and Proposition 5, we obtain that (20) holds.

Next we prove the boundedness of \( \bar{u}^N \). Assume a contradiction that \( \|\bar{u}^N\| \to \infty \) as \( N \to \infty \), then there exists \( \alpha^N \to 0 \) as \( N \to \infty \) such that almost surely \( \alpha^N \bar{u}^N \to \bar{u}, \|\bar{u}\| \neq 0 \). Multiplying (20) by \( \alpha^N \), we obtain

\[
0 \in \partial(\mu^*, \phi^*)(\bar{x}^N, \bar{y}^N)\alpha^N + \nabla \hat{F}(\bar{x}^N, \bar{y}^N)^T \alpha^N \bar{u}^N + \alpha^N \mathcal{N}_C(\bar{x}^N, \bar{y}^N) + \nabla^2 \hat{g}(\bar{y}^N) \bar{d}^N \alpha^N \bar{u}^N + \alpha^N \mathcal{N}_C(\bar{x}^N, \bar{y}^N) + \nabla^2 \hat{g}(\bar{y}^N) \bar{d}^N \alpha^N \bar{u}^N .
\]

Since \( \phi(x,y,\xi) \) is Lipschitz, \( \langle \mu^*, \phi^* \rangle \) is also Lipschitz. From [21, Corollary 1.81], \( \bar{w}^N \) is bounded. By virtue of [26, Proposition 6.6], \( \mathcal{N}_C(\cdot, \cdot, \cdot) \) is outer semicontinuous, that is

\[
\limsup_{N \to \infty} \mathcal{N}_C(\bar{x}^N, \bar{y}^N) \subset \mathcal{N}_C(\bar{x}, \bar{y}).
\]

From Proposition 3 (i), we obtain that \( D^+ \mathcal{N}_K \) is outer semicontinuous. It follows from Lemma 3.2 that

\[
\limsup_{N \to \infty} D^+ \mathcal{N}_K(\bar{g}(\bar{y}, \xi), \bar{d})(\nabla \hat{g}(\bar{y}^N) \bar{u}^N)
\subset D^+ \mathcal{N}_K(\bar{g}(\bar{y}, \xi), \bar{d})(\nabla \hat{g}(\bar{y}, \xi) \bar{u}).
\]
Combining (24) and (25), let $N \to \infty$, it exists $\nu \in D^*\mathcal{N}_K(\mathbb{E}[g(\bar{y}, \xi)], \bar{d})(\mathbb{E}[\nabla g(\bar{y}, \xi)]\bar{u})$ and $\rho \in \mathcal{N}_C(\bar{x}, \bar{y})$ almost surely such that

$$0 + \mathbb{E}[\nabla F(\bar{x}, \bar{y}, \xi)]^T\bar{u} + 0 \cdot \rho + \mathbb{E}[\nabla^2 g(\bar{y}, \xi)]^T\bar{u} + 0 \cdot \mathbb{E}[\nabla g(\bar{y}, \xi)]^Tv = 0.$$ 

From Assumption 3.3, we obtain $\bar{u} = 0$, which is a contradiction, then $\bar{u}^N$ is bounded. 

3.3. Convergence of stationary points of the SAA problem. This subsection gives the convergence of stationary points of (SAA-P). The stationary sequence of (SAA-P) converges to the points which are also the stationary points of (P) when the sample size tends to infinity. To begin with, the following proposition provides the convergence of SAA coderivatives.

**Proposition 6.** Suppose that Assumption 3.1 and Assumption 3.2 are satisfied. Let $\{(\bar{y}^N, \bar{v}^N)\} \subset \mathbb{R}^m \times \mathbb{R}^m$ be a sequence converging to $(\bar{y}, \bar{v})$ as $N \to \infty$ with $(\bar{y}^N, \bar{v}^N) \in \text{gph} \tilde{Q}^N$. If $\text{p}(\bar{y})$ has full row rank at $\bar{y}$, then it holds that

$$\mathbb{D}(D^*\tilde{Q}^N(\bar{y}^N, \bar{v}^N)(\bar{u}^N), D^*Q(\bar{y}, \bar{v})(\bar{u})) \to 0 \text{ as } N \to \infty.$$ 

**Proof.** By Proposition 2, it suffices to prove $\limsup_{N \to \infty} D^*\tilde{Q}^N(\bar{y}^N, \bar{v}^N)(\bar{u}^N) \subset D^*Q(\bar{y}, \bar{v})(\bar{u})$. Let $\tilde{\zeta}^N \to \zeta$, $N \to \infty$ and $\tilde{\zeta}^N \in D^*\tilde{Q}^N(\bar{y}^N, \bar{v}^N)(\bar{u}^N)$. Since $\tilde{\zeta}^N \in D^*\tilde{Q}^N(\bar{y}^N, \bar{v}^N)(\bar{u}^N)$, from (15) in Proposition 5, there exists $d^N \in \Lambda_N(\bar{x}^N, \bar{y}^N)$ satisfying

$$\tilde{\zeta}^N = \nabla^2 \bar{g}^N(\bar{y}^N)d^N\bar{u}^N + \tilde{p}^N(\bar{y}^N)^TD^*\mathcal{N}_K(\bar{g}^N(\bar{y}^N), d^N) (\tilde{p}^N(\bar{y}^N)^T\bar{u}^N).$$

Hence there is $\eta^N \in D^*\mathcal{N}_K(\bar{g}^N(\bar{y}^N), d^N) (\tilde{p}^N(\bar{y}^N)^T\bar{u}^N)$ such that

$$\tilde{\zeta}^N = \nabla^2 \bar{g}^N(\bar{y}^N)d^N\bar{u}^N + \tilde{p}^N(\bar{y}^N)^T\eta^N. \quad (26)$$

From [31, Proposition 2.7], $D^*\mathcal{N}_K$ is osc and there is $\eta \in \mathbb{R}^p$ such that $\tilde{\eta}^N \to \eta$ as $N \to \infty$, $\tilde{\eta} \in D^*\mathcal{N}_K(r(\bar{y}), \bar{d}) (p(\bar{y})^Tu^N)$. Let $N \to \infty$ in (26), we obtain

$$\zeta = (\mathbb{E}[\nabla^2 g(\bar{y}, \xi)]\bar{d})^T\bar{u} + p(\bar{y})^T\bar{\eta},$$

which means

$$\zeta \in (Jp(\bar{y})^T\bar{d})^T\bar{u} + Jr(\bar{y})^T D^*\mathcal{N}_K(r(\bar{y}), \bar{d})(p(\bar{y})^Tu)$$

with $\bar{d} \in \Lambda(\bar{x}, \bar{y})$. From (7) in Proposition 4, we obtain $\zeta \in D^*Q(\bar{y}, \bar{v})(\bar{u})$ and the proof is completed. 

Now we give the convergence of stationary points. For simplicity, let

$$\mathcal{A}(\bar{x}, \bar{y}, \bar{u}) := \mathbb{E}[\theta(\mu^*, \phi(\cdot, \cdot, \xi))(\bar{x}, \bar{y})] + \mathbb{E}[\nabla F(\bar{x}, \bar{y}, \xi)]^T\bar{u} + \mathcal{N}_C(\bar{x}, \bar{y}) + \mathbb{E}[\nabla^2 g(\bar{y}, \xi)\bar{d}]\bar{u} + \mathbb{E}[\nabla g(\bar{y}, \xi)]D^*\mathcal{N}_K(\mathbb{E}[g(\bar{y}, \xi)], \bar{d})(\mathbb{E}[\nabla g(\bar{y}, \xi)]\bar{u})$$

and

$$\mathcal{F}^N(\bar{x}^N, \bar{y}^N, \bar{u}^N) := \mathbb{E}[\nabla F(\bar{x}^N, \bar{y}^N, \bar{u}^N) + \nabla^2 g(\bar{y}^N)\bar{d}^N\bar{u}^N] + \mathcal{N}_C(\bar{x}^N, \bar{y}^N) + \mathbb{E}[\nabla g(\bar{y}^N)D^*\mathcal{N}_K(\mathbb{E}[g(\bar{y}^N), \bar{d}^N])](\mathbb{E}[\nabla g(\bar{y}^N)]\bar{u}^N).$$

The first order necessary conditions in (8) and (20) can be written as

$$0 \in \mathcal{A}(\bar{x}, \bar{y}, \bar{u}) \quad (29)$$

and

$$0 \in \mathcal{F}^N(\bar{x}^N, \bar{y}^N, \bar{u}^N) \quad (30)$$
correspondingly. From [26, Theorem 5.37], if $A^N$ converges to $A$ graphically at $(\bar{x}, \bar{y}, \bar{u})$ and (30) is satisfied, then (29) holds, which means that $(\bar{x}, \bar{y}, \bar{u})$ is the stationary pair of (P). Firstly, recall some basic definitions related to the graphical convergence.

**Definition 3.4.** [26] For a sequence of set-valued mappings $S^v : R^n \rightrightarrows R^m$, the graphical outer limit, denoted by $(g - \limsup_v S^v)(x)$, is the mapping having as its graph of the set $\limsup_v (\text{gph } S^v)$:

$$\text{gph}(g - \limsup_v S^v)(x) = \limsup_v (\text{gph } S^v).$$

The graphical inner limit, denoted by $(g - \liminf_v S^v)(x)$, is the mapping having as its graph of the set $\liminf_v (\text{gph } S^v)$:

$$\text{gph}(g - \liminf_v S^v)(x) = \liminf_v (\text{gph } S^v).$$

When the graphical outer and inner limits agree, the graphical limit $(g - \lim_v S^v)(x)$ is said to exist.

**Proposition 7.** [26] For any sequence $S^v : R^n \rightrightarrows R^m$, one has

$$(g - \limsup_v S^v)(x) = \bigcup_{\{x^v \to x\}} \limsup_{v \to \infty} S^v(x^v) = \lim_{\delta \to 0} \left[ \limsup_{v \to \infty} S^v(x + \delta B) \right]$$

and

$$(g - \liminf_v S^v)(x) = \bigcup_{\{x^v \to x\}} \liminf_{v \to \infty} S^v(x^v) = \lim_{\delta \to 0} \left[ \liminf_{v \to \infty} S^v(x + \delta B) \right].$$

Furthermore, $S^v$ converges graphically to $S$ if and if only, at each point $\bar{x} \in R^n$, one has

$$\bigcup_{\{x^v \to x\}} \limsup_{v \to \infty} S^v(x^v) \subset S(\bar{x}) \subset \bigcup_{\{x^v \to x\}} \liminf_{v \to \infty} S^v(x^v).$$

Now we give the main convergent results.

**Theorem 3.5.** Let $A : R^n \times R^m \rightrightarrows R^{m+n}$ and $A^N : R^n \times R^m \rightrightarrows R^{m+n}$ be defined as in (27) and (28) respectively. Suppose that the assumptions in Theorem 3.1 are satisfied. Let $\{(\bar{x}^N, \bar{y}^N)\}$ be a sequence of stationary points satisfying (20) and $(\bar{x}, \bar{y})$ is a cluster point of $(\bar{x}^N, \bar{y}^N)$, then

$$(g - \limsup_N A^N)(\bar{x}, \bar{y}, \bar{u}) \subset A(\bar{x}, \bar{y}, \bar{u}). \quad (31)$$

Moreover, $(\bar{x}, \bar{y})$ satisfies the first order necessary condition (8).

**Proof.** Firstly, we prove that (31) is satisfied. From Proposition 7, it needs to prove

$$\bigcup_{\{(\bar{x}^N, \bar{y}^N, \bar{u}^N) \to (\bar{x}, \bar{y}, \bar{u})\}} \limsup_{N \to \infty} A^N(\bar{x}^N, \bar{y}^N, \bar{u}^N) \subset A(\bar{x}, \bar{y}, \bar{u}).$$

Without loss of generality, assume that $(\bar{x}^N, \bar{y}^N, \bar{u}^N) \to (\bar{x}, \bar{y}, \bar{u})$ as $N \to \infty$. From [1], one has

$$\Upsilon^N(\bar{x}^N, \bar{y}^N) \to E[\text{conv}\partial(\mu^*, \phi(\cdot, \cdot, \xi))(\bar{x}, \bar{y})]$$

as $N \to \infty$. Since the probability space of $\xi$ is nonatomic, it holds that $E[\text{conv}\partial(\mu^*, \phi(\cdot, \cdot, \xi))(\bar{x}, \bar{y})] = E[\partial(\mu^*, \phi(\cdot, \cdot, \xi))(\bar{x}, \bar{y})]$, and we obtain

$$\Upsilon^N(\bar{x}^N, \bar{y}^N) \to E[\partial(\mu^*, \phi(\cdot, \cdot, \xi))(\bar{x}, \bar{y})]$$

as $N \to \infty$. \quad (32)
It follows from Lemma 3.2 that
\[ \lim_{N \to \infty} F^N(\bar{x}^N, \bar{y}^N)^T \bar{u}^N = \mathbb{E}[\nabla F(\bar{x}, \bar{y}, \xi)]^T \bar{u}. \] (33)

Similarly, we get
\[ \lim_{N \to \infty} \nabla^2 \hat{g}^N(\bar{y}^N) \hat{d}^N \bar{u}^N = \mathbb{E}[\nabla^2 g(\bar{y}, \xi) \hat{d}] \bar{u}. \] (34)

Put \( S := \nabla g \) and \( T := N_K \) in Proposition 3 (ii) and we obtain that \( \nabla g D^* N_K \) is outer semicontinuous, hence,
\[ \limsup_{N \to \infty} \nabla \hat{g}^N(\bar{y}^N) D^* N_K(\hat{g}^N(\bar{y}^N), \hat{d}^N)(\nabla \hat{g}^N(\bar{y}^N) \bar{u}^N) \subset \mathbb{E}[\nabla g(\bar{y}, \xi)] D^* N_K(\mathbb{E}[g(\bar{y}, \xi)], \hat{d})(\mathbb{E}[\nabla g(\bar{y}, \xi)] \bar{u}). \] (35)

Combining Lemma 3.2 and (32-35), we have
\[ \limsup_{N \to \infty} A^N(\bar{x}^N, \bar{y}^N, \bar{u}^N) \subset A(\bar{x}, \bar{y}, \bar{u}), \]
and therefore (31) holds. Since \( (\bar{x}^N, \bar{y}^N) \) satisfies the first order necessary condition (20) which is \( 0 \in A^N(\bar{x}^N, \bar{y}^N, \bar{u}^N) \), according to the above proof, \( A^N \) graphically converges to \( A \). Then \( (\bar{x}, \bar{y}) \) is the stationary point of (8) by applying [26, Theorem 5.37] to \( A^N \). \( \square \)

3.4. Convergence of optimal solutions. Another important focus on SAA methods is the convergence of optimal solutions. As we know, when a problem is convex, the stationary point is equivalent to the optimal solution. Exploiting well known scalar results for (MOP), referring to [6, Theorem 2.5], [14] and [19], the convergence of optimal solutions of SAA problems is obtained.

The assumptions on the functions are given as follows.

\( (H_1) \) \( \phi(x, y, \xi) \) is strictly convex on \( R^n \times R^m \) for almost every \( \xi \in \Theta \).

\( (H_2) \) \( F(x, y, \xi) \) is monotone on \( R^n \times R^m \) for almost every \( \xi \in \Theta \).

**Theorem 3.6.** Suppose that the assumptions \((H_1), (H_2)\) are satisfied, then we have
\[ \bigcup_{\mu \in R_+^m \setminus \{0\}} \min_{(x, y) \in \Xi} \langle \mu, \mathbb{E}[\phi(x, y, \xi)] \rangle = E_W. \]

Moreover, for each \( N \) and almost every \( \xi \in \Theta \), we have
\[ \bigcup_{\mu \in R_+^m \setminus \{0\}} \min_{(x, y) \in \Xi^N} \langle \mu, \phi_N(x, y) \rangle = E_W^N. \]

**Proof.** From \( (H_1) \), \( (H_2) \) and [10], \( \Xi \) is convex for almost every \( \xi \in \Theta \). By [3, Theorem 2], the first equality holds. In the same way, the second equality holds from [6, Theorem 2.5]. \( \square \)

The following proposition provides the properties of weakly Pareto solution sets.

**Proposition 8.** Under \((H_1)\) and \((H_2)\), the following assertions hold:

(i) The weakly Pareto solution set \( E_W \) is compact, and for each \( N \), the SAA weakly Pareto solution set \( E_W^N \) is also compact for almost every \( \xi \in \Theta \).

(ii) The weakly Pareto solution set \( E_W \neq \emptyset \), and for each \( N \), the SAA weakly Pareto solution set \( E_W^N \neq \emptyset \) for almost every \( \xi \in \Theta \).
Theorem 3.7. Suppose that assumptions \((H_1, H_2)\) are satisfied and \(p_{I \cup J}(y)\) has full row rank at \(\bar{y}\) for almost every \(\xi \in \Theta\). The sets \(E_W\) and \(E_W^N\) are given in Theorem 3.6. Assume that, for some \((\bar{x}, \bar{y}) \in E_W\), there exists a sequence \((\bar{x}^N, \bar{y}^N) \in \Xi_N\) such that \((\bar{x}^N, \bar{y}^N) \to (\bar{x}, \bar{y})\) as \(N \to \infty\). Then we have

\[
\mathbb{D}(E_W^N, E_W) \to 0 \quad \text{as} \quad N \to \infty.
\]

Proof. It is sufficient to prove \(\lim \sup_{N \to \infty} E_W^N \subseteq E_W\). Take \((\bar{x}^N, \bar{y}^N) \in \Xi_N\) and let \((\bar{x}^N, \bar{y}^N) \to (\bar{x}, \bar{y})\) as \(N \to \infty\). Since \((\bar{x}^N, \bar{y}^N) \in \Xi_N\), by Theorem 3.6, there is \(\mu \in \Xi\) such that \(\mu \in \Xi_N\). Then, we have

\[
\mathbb{D}(E_W^N, E_W) \to 0 \quad \text{as} \quad N \to \infty.
\]

Before proving the convergence of optimal solutions, it needs to establish the convergence of feasible sets of (SAA-P), which is equivalent to prove the convergent property of solution mappings of SAA parametric variational inequalities.

**Proposition 9.** Suppose Assumption 3.1 are satisfied. Let \(S(x)\) and \(S_N(x)\) be the solution mappings to (3) and (12). \(\{\bar{x}^N\} \subset \mathbb{R}^n\) is a sequence converging to \(\bar{x}\) as \(N \to \infty\). Moreover, \(p_{I \cup J}(y)\) has full row rank at \(\bar{y}\), then we have

\[
\mathbb{D}(S_N(\bar{x}^N), S(\bar{x})) \to 0 \quad \text{as} \quad N \to \infty.
\]

Proof. From Proposition 9 (ii), it suffices to prove \(\lim \sup_{N \to \infty} S_N(\bar{x}^N) \subseteq S(\bar{x})\). Let \(\bar{y}\) be a cluster point of \(\bar{y}^N\) and \(\bar{y}^N \in S_N(\bar{x}^N)\). Without loss of generality, assume \(\bar{y}^N \to \bar{y}\) as \(N \to \infty\). Since \(\bar{y}^N \in S_N(\bar{x}^N)\), one has

\[
0 \in F_N(\bar{x}^N, \bar{y}^N) + N_{\Gamma_N}(\bar{y}^N).
\]

The matrix \(p_{I \cup J}(y)\) has full row rank at \(\bar{y}\), then

\[
N_{\Gamma_N}(\bar{y}^N) = \nabla \bar{g}^N(\bar{y}^N) N_K(\bar{y}^N).
\]

Combining (36) and (37), there exists \(\bar{d}^N \in N_K(\bar{y}^N)\) such that

\[
F_N(\bar{x}^N, \bar{y}^N) + \nabla \bar{g}^N(\bar{y}^N) \bar{d}^N = 0.
\]

Now we prove that \(\bar{d}^N\) is bounded. By contradiction, there exists \(\alpha^N \to 0\) such that \(\alpha^N \bar{d}^N \to \bar{d}, \bar{d} \neq 0\) as \(N \to \infty\). Multiplying both sides of (38) by \(\alpha^N\) and let \(N \to \infty\), we obtain \(p(\bar{y}) \bar{d} = 0\). Since \(p_{I \cup J}(\bar{y})\) has full row rank, it holds \(\bar{d}_{i,I \cup J} = 0\) when \(i \in I \cup J\). By \(E[\bar{y}^N(\bar{y}, \xi)] < 0\) and the definitions of normal cones, it has \(\bar{d}_i = 0, i \notin I \cup J\). Hence \(\bar{d} = 0\), which is a contradiction. Without loss of generality, there exists \(\bar{d} \in R^n\) such that \(\bar{d}^N \to \bar{d}, \bar{d} \in N_K(\bar{y})\) as \(N \to \infty\). From (38), we have

\[
0 \in \Psi(\bar{x}, \bar{y}) + p(\bar{y})^T N_K(\bar{y}),
\]

which means \(\bar{y} \in S(\bar{x})\) under the basic constraint qualification. The proof of this theorem is completed. \(\square\)

Now we give the almost surely convergence of weakly Pareto solution sets of (SAA-P) under Theorem 3.6.
For the problem becomes the following minimization of functions as follows:

\[ \psi = \min \{0 + C \xi \} \]

**Example 1.** We consider the following stochastic bi-objective optimization problem:

\[
\begin{align*}
\min \quad & \mathbb{E}[\phi_1(x, y, \xi), \phi_2(x, y, \xi)] \\
\text{s.t.} \quad & 0 \leq y \perp F(x, y, \xi) \geq 0, \\
& (x, y) \in C,
\end{align*}
\]

where

\[
\begin{pmatrix}
\phi_1(x, y, \xi) \\
\phi_2(x, y, \xi)
\end{pmatrix} = \begin{pmatrix}
x^2 - 2x - y + \xi \\
\frac{1}{4}x^2 - x + \frac{5}{8} + \frac{1}{2}y + \frac{3}{4} \xi
\end{pmatrix}, \quad F(x, y, \xi) = y - x - \xi.
\]

The random variable \( \xi \) follows a uniform distribution on \([1, 2]\) and the feasible set \( C = [0, 2] \times [0, 2] \). From the complementarity constraint problem, there is a unique solution \( y \) related to \( x \) and \( \xi \), which is

\[
y(x, \xi) = \begin{cases} x - \xi, & \text{if } \xi \leq x, \\ 0, & \text{otherwise.}\end{cases}
\]

Consequently, the expectations of bi-objective functions are as follows:

\[
\begin{align*}
\mathbb{E}[\phi_1(x, y, \xi)] &= x^2 - 2x - \int_1^x (x - t)dt + \frac{3}{2} = \frac{1}{2}x^2 - x + 1, \\
\mathbb{E}[\phi_2(x, y, \xi)] &= \frac{1}{4}x^2 - x + \frac{5}{8} + \frac{1}{2} \int_1^x (x - t)dt + \frac{3}{4} = \frac{1}{2}x^2 - \frac{3}{2}x + \frac{13}{8}.
\end{align*}
\]

From the graph of bifunctions, it is easy to obtain \( E_w = [1, \frac{3}{2}] \times [0, \frac{1}{2}] \). Take the evaluation function \( \psi(z_1, z_2) = \frac{1}{2}z_1 + 2z_2 \), then the above multiobjective optimization problem becomes the following minimization of functions as follows:

\[
\min \psi(\mathbb{E}[\phi_1(x, y, \xi), \phi_2(x, y, \xi)]) = \min_{x \in [0, 2]} \left[ \frac{5}{4}x^2 - \frac{7}{2}x + \frac{15}{4} \right].
\]

It is easily obtained that the optimal value of above problem is \( \psi_{\min} = 1.3 \) and the optimal solution is \( x_{\min} = \frac{7}{2} \).

Now, let \( \xi = (\xi^1, \xi^2, \cdots, \xi^N) \) be given, for each sample \( \xi^k, k = 1, 2, \cdots, N \), and the corresponding solution of complementarity constraint problems is provided by

\[
y^k(x, \xi^k) = \begin{cases} x - \xi^k, & \text{if } \xi^k \leq x, \\ 0, & \text{otherwise,}\end{cases}
\]
which means \( y^k(x, \xi^k) = \max\{x - \xi^k, 0\} \). The SAA bi-objective functions become

\[
\hat{\phi}^N_1(x, y) = x^2 - 2x - \frac{1}{N} \sum_{k=1}^{N} \max\{x - \xi^k, 0\} + \frac{1}{N} \sum_{k=1}^{N} \xi^k,
\]

\[
\hat{\phi}^N_2(x, y) = \frac{1}{4} x^2 - x + \frac{5}{8} + \frac{1}{2N} \sum_{k=1}^{N} \max\{x - \xi^k, 0\} + \frac{1}{2N} \sum_{k=1}^{N} \xi^k,
\]

and the SAA scalarization optimization problem becomes

\[
\min \psi(\hat{\phi}^N_1, \hat{\phi}^N_2) = \min \left[ x^2 - 3x + \frac{5}{4} + \frac{1}{2N} \sum_{k=1}^{N} \max\{x - \xi^k, 0\} + \frac{3}{2N} \sum_{k=1}^{N} \xi^k \right],
\]

where \( \hat{\phi}^N_i := \hat{\phi}^N_i(x, y), i = 1, 2 \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Convergence of SAA optimal values.}
\end{figure}

For the sample size \( N = 1, 2, \ldots, 300 \), we give the optimal values and optimality solutions of SAA scalarization problems and numerical results are provided in Figure 1, Figure 2. From Figure 1, the optimal value of SAA scalarization problems tends to the true optimal value as the sample size \( N \) increases and the errors between two values are small. It illustrates that the SAA scalarization method dealing with this problem is reasonable. The component \( x \) in \( E_w \) is \([1, \frac{3}{2}] \). By virtue of Theorem 3.6, the weakly (SAA) Pareto solution set is equivalent to the optimal solution set of (SAA) scalarization problems. In Figure 2, it provides the SAA optimal solutions of SAA problems. It is shown that most solutions belong to \([1, \frac{3}{2}]\), which means that the deviation between the weakly SAA Pareto solution set and its true Pareto solution set is small.

**Example 2.** In this example we consider a stochastic bi-objective optimization problem with complementarity constraints in two dimensions
Figure 2. Convergence of SAA optimal solutions.

$$\begin{align*}
\min \quad & \mathbb{E}[\phi_1(x, y, \xi), \phi_2(x, y, \xi)] \\
\text{s. t.} \quad & 0 \leq y \perp F(x, y, \xi) \geq 0, \\
& (x, y) \in C,
\end{align*}$$

where $x = (x_1, x_2), y = (y_1, y_2)$ and $\xi = (\xi_1, \xi_2)$. The bi-objective functions is given by

$$\begin{pmatrix}
\phi_1(x, y, \xi) \\
\phi_2(x, y, \xi)
\end{pmatrix} = \begin{pmatrix}
\frac{x_1^2}{2} + \frac{x_2^2}{2} + x_1 + x_2 - y_1 - y_2 + 2\xi_1 + \xi_2 \\
-2x_1x_2 + 3(x_1 - x_2) + 2y_1 + 2y_2 + \frac{2}{3}\xi_1 + 4\xi_2
\end{pmatrix}.$$  

The mapping $F$ and the feasible set $C$ are given by

$$F(x, y, \xi) = \begin{pmatrix}
y_1 - x_1 + \xi_1 \\
y_2 - x_2 + \xi_2
\end{pmatrix}, \quad C = [0, 1] \times [0, 1] \times [0, 1] \times [0, 1].$$

The random variable $\xi$ is uniformly distributed on $[0, 1] \times [0, 1]$. From the complementarity constraint problem, the unique solution $y$ related to $x$ and $\xi$ is

$$y_i(x_i, \xi_i) = \begin{cases} x_i - \xi_i, & \text{if } \xi_i \leq x_i, \\
0, & \text{otherwise.}
\end{cases}$$

where $i = 1, 2$. Similarly, the expectations of bi-objective functions are

$$\mathbb{E}[\phi_1(x, y, \xi)] = \frac{x_1^2}{2} + \frac{x_2^2}{2} + x_1 + x_2 - \int_0^{x_1} (x_1 - t) dt - \int_0^{x_2} (x_2 - t) dt$$
$$+ 2\int_0^1 t dt + \int_0^1 t dt$$
$$= x_1 + x_2 + \frac{3}{2},$$
\[ E[\phi_2(x,y,\xi)] = -2x_1x_2 + 3(x_1 - x_2) + 2 \int_0^{x_1} (x_1 - t) \, dt + 2 \int_0^{x_2} (x_2 - t) \, dt + \frac{2}{3} \int_0^1 t \, dt + 4 \int_0^1 t \, dt = x_1^2 + x_2^2 - 2x_1x_2 + 3x_1 - 3x_2 + \frac{7}{3}. \]

Figure 3. The boundary of set \( E[\phi(C,\cdot)]. \)

The Pareto solution set image \( E[\phi(C,\cdot)] \) is the quadrilateral curvilinear domain \( \overline{A_1 A_2 A_3 A_4} \) with \( A_1(\frac{3}{2},\frac{7}{3}), A_2(\frac{5}{2},\frac{1}{3}), A_3(\frac{7}{2},\frac{19}{3}), A_4(\frac{7}{2},\frac{7}{3}). \) The parabolic arcs \( \overline{A_1 A_2}, \overline{A_1 A_3}, \overline{A_2 A_4}, \overline{A_3 A_4} \) are given by following representations: for \( s \in [0,1], \)

\[ \overline{A_1 A_2} : s \rightarrow (s + \frac{3}{2}, s^2 - 3s + \frac{7}{3}), \quad \overline{A_1 A_3} : s \rightarrow (s + \frac{3}{2}, s^2 + 3s + \frac{7}{3}), \]
\[ \overline{A_2 A_4} : s \rightarrow (s + \frac{5}{2}, s^2 + s + \frac{1}{3}), \quad \overline{A_3 A_4} : s \rightarrow (s + \frac{5}{2}, s^2 - 5s + \frac{19}{3}). \]

The true Pareto solution set image is the arc \( \overline{A_1 A_2} \) (in bold in Figure 3). By the definitions of Pareto solution sets and complementarity constraints, the true Pareto solution set is \( E = \{0\} \times [0,1] \times \{0\} \times [0,1]. \) Choose \( \psi(z_1,z_2) = z_1 + z_2, \) then the above multiobjective optimization problem becomes

\[ \min \psi(E[\phi_1(x,y,\xi), \phi_2(x,y,\xi)]) = \min \left[ (x_1 - x_2)^2 + 4x_1 - 2x_2 + \frac{23}{6} \right]. \]

By computation, we obtain \( \psi_{\min} = 2.8333 \) and \( x_{\min} = (0.0000, 0.0990). \)

Analogous to Example 1, the SAA bi-objective functions are provided by

\[ \hat{\phi}_1^N(x,y) = x_1^2 + x_2^2 + x_1 + x_2 - \frac{1}{2} \sum_{k=1}^N \max\{x_1 - \xi_1^k, 0\} + \frac{2}{N} \sum_{k=1}^N \xi_1^k \]
\[ - \frac{1}{N} \sum_{k=1}^N \max\{x_2 - \xi_2^k, 0\} + \frac{1}{N} \sum_{k=1}^N \xi_2^k, \]
\[ \hat{\phi}^N_2(x, y) = -2x_1x_2 + 3(x_1 - x_2) + \frac{2}{N} \sum_{k=1}^{N} \max\{x_1 - \xi^k_1, 0\} + \frac{2}{3N} \sum_{k=1}^{N} \xi^k_1 \]
\[ + \frac{2}{N} \sum_{k=1}^{N} \max\{x_2 - \xi^k_2, 0\} + \frac{4}{N} \sum_{k=1}^{N} \xi^k_2. \]

Hence the SAA scalarization problem becomes
\[
\min \left[ \frac{x_1^2}{2} + \frac{x_2^2}{2} - 2x_1x_2 + 4x_1 - 2x_2 + \frac{1}{N} \sum_{k=1}^{N} \max\{x_1 - \xi^k_1, 0\} + \frac{8}{3N} \sum_{k=1}^{N} \xi^k_1 \right. \\
\left. + \frac{1}{N} \sum_{k=1}^{N} \max\{x_2 - \xi^k_2, 0\} + \frac{5}{N} \sum_{k=1}^{N} \xi^k_2 \right].
\] (39)

**Figure 4.** Convergence of SAA optimal values.

In this example, for \( N = 1, 2, \ldots, 300 \), we give the convergence of optimal values of SAA scalarization problems when the sample size \( N \) increases and the numerical results are presented in Figure 4. From Figure 4, the optimal value of SAA scalarization problems converges to the true optimal value as the sample size \( N \) grows and the convergence tends to stable gradually. It demonstrates that this example is well approximated by the sample average and the performance of SAA methods is carried out quite well.

**Example 3.** We consider the following stochastic bi-objective optimization problem with variational inequality constraint
\[
\min \quad \mathbb{E}[\phi_1(x, y, \xi), \phi_2(x, y, \xi)] \\
\text{s. t.} \quad \langle \mathbb{E}[F(x, y, \xi)], z - y \rangle \leq 0, \ z \in \Gamma, \ (x, y) \in C,
\]
where
\[
\begin{pmatrix}
\phi_1(x, y, \xi) \\
\phi_2(x, y, \xi)
\end{pmatrix} = \begin{pmatrix}
5x^2 - 8x - y + \xi \\
2x^2 - 16x + 2y - \xi
\end{pmatrix}, \quad F(x, y, \xi) = 2(y - x - \xi).
The set $\Gamma = \{ y \mid E[g(y, \xi)] \leq 0 \}$ and $g(y, \xi) = \xi + 2 - 2y$. The random variable $\xi$ follows a uniform distribution on $[0, 2]$ and the feasible set $C = [0, 3] \times [0, 3]$. From the variational inequality problem, there is a unique solution $y$ related to $x$ and $\xi$, which is

$$y(x, \xi) = \begin{cases} 1 + \frac{1}{2} \xi, & \text{if } \xi \leq 2 - 2x, \\ x + \xi, & \text{otherwise.} \end{cases}$$

Consequently, the expectations of bi-objective functions are as follows:

$$E[\phi_1(x, y, \xi)] = 5x^2 - 8x - \int_0^2 (1 + \frac{1}{2} t - t)dt - \int_2^{2x} (x + t - t)dt$$

$$= 4x^2 - 8x - 1,$$

$$E[\phi_2(x, y, \xi)] = 2x^2 - 16x + \int_0^2 [2(1 + \frac{1}{2} t) - t]dt + \int_2^{2x} [2(x + t - t)]dt$$

$$= 4x^2 - 16x + 4.$$

From the graph of bifunctions, it is easy to obtain $E_w = [1, 2] \times [2, 3]$. Take the evaluation function $\psi(z_1, z_2) = z_1 + z_2$, then the above multiobjective optimization problem becomes the following minimization of functions as follows:

$$\min \psi(E[\phi_1(x, y, \xi), \phi_2(x, y, \xi)]) = \min_{x \in [0, 3]} \left[ 8x^2 - 24x + 3 \right].$$

It is easily obtained that the optimal optimal solution is $x_{\min} = \frac{3}{2}$.

Let $\xi = (\xi^1, \xi^2, \cdots, \xi^N)$ be given, for each sample $\xi^k, k = 1, 2, \cdots, N$, and the corresponding solution of complementarity constraint problems is provided by

$$y^k(x, \xi^k) = \begin{cases} 1 + \frac{1}{2} \xi^k, & \text{if } \xi^k \leq 2 - 2x, \\ x + \xi^k, & \text{otherwise.} \end{cases}$$

The SAA bi-objective functions become

$$\hat{\phi}_1(x, y) = 5x^2 - 8x - \frac{1}{N} \sum_{k=1}^{N} y^k(x, \xi^k) + \frac{1}{N} \sum_{k=1}^{N} \xi^k,$$

$$\hat{\phi}_2(x, y) = 2x^2 - 16x + \frac{2}{N} \sum_{k=1}^{N} y^k(x, \xi^k) - \frac{1}{N} \sum_{k=1}^{N} \xi^k,$$

and the SAA scalarization optimization problem becomes

$$\min \psi(\hat{\phi}_1(x, y), \hat{\phi}_2(x, y)) = \min \left[ 7x^2 - 24x + \frac{1}{N} \sum_{k=1}^{N} y^k(x, \xi^k) \right].$$

For the sample size $N = 1, 2, \cdots, 300$, the optimal solutions of SAA scalarization problems and numerical results are provided in Figure 5. The component $x$ in $E_w$ is $[1, 2]$. By virtue of Theorem 3.6, the weakly (SAA) Pareto solution set is equivalent to the optimal solution set of (SAA) scalarization problems. It is shown that all the solutions belong to $[1, 2]$, which means that the deviation between the weakly SAA Pareto solution set and its true Pareto solution set is zero.
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