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Abstract

Modeling geophysical systems as dynamical systems and regressing their vector field from data is a simple way to learn emulators for such systems. We show that when the kernel of these emulators is also learned from data (using kernel flows, a variant of cross-validation), then the resulting data-driven models are not only faster than equation-based models but are easier to train than neural networks such as the long short-term memory neural network. In addition, they are also more accurate and predictive than the latter. When trained on observational data for the global sea-surface temperature, considerable gains are observed by the proposed technique in comparison to classical partial differential equation-based models in terms of forecast computational cost and accuracy. When trained on publicly available re-analysis data for temperatures in the North-American continent, we see significant improvements over climatology and persistence based forecast techniques.

1 Introduction

The numerical simulation of geophysical processes for forecasting is limited by high computational costs, parameterization requirements across various domains, and the spatial/temporal resolution of fast processes. Data-driven methods are becoming increasingly popular for surrogate modeling (emulation) or data analyses of all or a portion of the processes involved in numerical weather prediction [18, 11, 26, 29]. These include deep learning, and neural network methods [34, 33, 28, 22], which have shown exceptional performance at the cost of a loss of interpretability. We combine interpretable kernel methods with kernel selection methods (Kernel Flows [19], as presented in [10] for learning dynamical systems) for the forecasting of geophysical data sets and show competitive results at exceptionally low computational costs for sub-seasonal temperature forecasting when the underlying kernels are also learned from data. In particular, we demonstrate that these methods provide interpretable and computationally efficient alternatives¹ to deep learning architectures, which are infrastructure hungry and require off-nominal assessments for model interpretability. The framework proposed here is amenable to physics emulation, a-posteriori error estimation, input and model form uncertainty-quantification while being computational inexpensive from a learning perspective. The goal of this study is not to claim superiority over other geophysical emulators but to advocate using simple data-driven methods as effective baselines before migrating to compute hungry deep learning methods.

2 Related work

Temperature forecasting is a crucial capability for several applications relevant to agriculture, energy, industry, tourism, and the environment. Improved accuracy in short and long-term forecasting of air and sea-surface temperature has
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¹Trained neural networks themselves can also be viewed as kernel machines [6, 9] or warping kernels regressors [20].
significant implications for cost-effective energy policy, infrastructure development, and downstream economic consequences [5]. The current state of the art in temperature forecasting is obtained with partial differential equation (PDE) based methods [27, 16]. Since these methods generally require solving large systems of equations with high-performance computing resources, they are limited by access and considerations of energy-efficiency.

This area has recently become a popular application of machine learning (ML) methods due to the promise of comparable (if not greater) forecast accuracy at a fraction of the computational cost. This also enables uncertainty quantification through ensemble forecasts, which are impossible for PDE-based methods due to their excessive computational complexity. For these reasons, there has been a great degree of interest in building ML ‘emulators’ or ‘surrogate models’ from various geophysical data sets. There have been several studies on the use of machine learning for accelerating geophysical forecasts in recent times. Several rely on using machine learning methods to devise parameterizations for processes that contribute a significant cost to the numerical simulation of the weather and climate [4, 8, 1, 23, 17]. Other studies have looked at complete system emulators (i.e., forecasting from data alone) with a view to forecasting without any use of and consequent limitations of equation based methods [14, 28, 35, 24, 3, 25]. Other studies have looked at utilizing historical information for forecasting specific processes using data from the process alone [30, 15, 31]. Opportunities and perspectives for the use of data-driven methods for the geosciences may be found in [12, 7].

In this article, we introduce an entirely data-driven method for forecasting the maximum air temperature over the North-American continent. We achieve this by obtaining a low-dimensional affine subspace approximation of the temperature field on which a reduced system is evolved. Both dimensionality reduction and system evolution are performed using data-driven techniques alone, with the former employing a proper-orthogonal decomposition and the latter combining kernel methods with a cross-validation technique known as Kernel Flows. We remark that in contrast to the growing popularity of deep learning methods for forecasting, we propose using classical dimensionality reduction and time-series forecasting with suitable inductive biases. Our competitive results motivate the creation of simple data-driven baselines that compare favorably to PDE-based methods without specialized neural architectures.

3 Data set(s)

3.1 Weekly averaged sea surface temperature

For our geophysical emulation, we use the open-source National Oceanic and Atmospheric Administration (NOAA) Optimum Interpolation sea surface temperature (SST) V2 data set. Seasonal fluctuations in this data set cause strong periodic structure, although complex ocean dynamics still lead to rich phenomena. Temperature snapshot data is available on a weekly basis on a one-degree grid. This data set has previously been used in data-driven forecasting and analysis tasks (for instance, see [13, 2]), particularly from the point of view of identifying seasonal and long-term trends for ocean temperatures by latitude and longitude. Each “snapshot” of data comprises a temperature field in an array of size 360 \( \times \) 180 (i.e., the longitudes and latitudes of a one-degree resolution grid), which corresponds to the average sea-surface temperature magnitude for that week. Prior to its utilization for forecasting, a mask is used to remove missing locations in the array that corresponds to the land area. The nonzero data points then are flattened to obtain an \( \mathbb{R}^Z \)-dimensional vector as our final snapshot for a week.

This data is available from October 22, 1981, to June 30, 2018 (i.e., 1,914 snapshots). We utilize the period of October 22, 1981, to December 31, 1989, for training and validation (427 snapshots). The remaining data set (i.e., 1990 to 2018) is used for testing (1,487 snapshots). This breakdown of the data set into training and testing is commonly used [2] and the 8-year training period captures seasonal as well as subdecadal trends in the data set. The training data is utilized to obtain data points given by a window of inputs and a window of outputs corresponding to the desired task of forecasting the future, given observations of the past sea-surface temperatures. These data points are then split into training and validation sets. We note that this forecast is performed non-autoregressively—that is, the data-driven method is not utilized for predictions beyond the desired window size. Since this data set is produced by combining local and satellite temperature observations, it represents an attractive forecasting task for data-driven methods.

\[ \text{Available at https://www.esrl.noaa.gov/psd/} \]
3.2 North-American daily midnight surface temperature

The National Centers for Environmental Prediction’s (NCEP) North-American Mesoscale Forecast System (NAM) [27] is one of the main mesoscale models used for guiding public and private sector meteorologists. NAM runs four times daily at three different spatial scales: (1) Full North-American 12-km resolution; (2) 4-km Continental US (CONUS) nest, 6-km Alaska nest, and 3-km Hawaii and Puerto Rico nests. These domains are one-way nested inside the 12-km domain; (3) High-resolution nested domain which has a different location each cycle based upon the NCEP Service Centers and National Weather Service Offices. For this work, analysis data from NAM was used, using the 12-km resolution grid for the surface temperature. The NAM data is collected in a time period between the 28th of October 2008 to the 20th of September 2018 on a daily cadence. In particular, we measure the temperature at midnight on each day in this temporal domain. This corresponds to 3569 snapshots of sea and land surface temperature data.

4 Methods

4.1 Dimensionality reduction: Proper orthogonal decomposition

Proper orthogonal decomposition (POD) provides a systematic method to project dynamics of a high dimensional system onto a lower-dimensional subspace. We suppose that a single snapshot of the full system is a vector in \( \mathbb{R}^N \), where \( N \) could be the number of grid points at which the field is resolved. Observing the system across a number of time points gives us the snapshots \( \theta_1, \ldots, \theta_T \), with mean subtracted by convention. The aim of POD is to find a small set of orthonormal basis vectors \( v_1, \ldots, v_M \), with \( M \ll N \), which approximates the spatial snapshots,

\[
\theta_t \approx \sum_{j=1}^M a_j(t) v_j, \quad t = 1, \ldots, T,
\]

and so allows us to approximate the evolution of the full \( N \) dimensional system by considering only the evolution of the \( M \) coefficients \( a_j(t) \). POD chooses the basis, \( v_j \), to minimize the residual with respect to the \( L_2 \) norm,

\[
R = \sum_{t=1}^T ||\theta_t - \sum_{j=1}^M a_j(t) v_j||^2.
\]

Defining the snapshot matrix, \( S = [\theta_1 | \cdots | \theta_T] \), the optimal basis is given by the \( M \) eigenvectors of \( SS^T \), with largest eigenvalues, after which, the coefficients are found by orthogonal projection, \( a_j(t) = \langle \theta_t, v_j \rangle \) [32].

For both of our data sets, we take only the training data snapshots, say \( D_1, \ldots, D_T \), from which we calculate the mean \( \bar{D} = (1/T) \sum_j D_j \), hence defining the mean subtracted snapshots \( \Theta_t = D_t - \bar{D} \). We then create the snapshot matrix, \( S \), and find numerically the \( M \) eigenvectors of \( SS^T \) with largest eigenvalues. From this, we train models, \( \mathcal{N} \), to forecast the coefficients

\[
(a(t+1), a(t+2), \ldots, a(t+K)) \approx (\hat{a}(t+1), \hat{a}(t+2), \ldots, \hat{a}(t+K)) = \mathcal{N}(a(t), a(t-1), \ldots, a(t-K)).
\]

making predictions of future coefficients given previous ones. Here, \( K \) is the duration of the embedding delay chosen as a hyperparameter.

To test the predictions on unseen data, \( E_1, \ldots, E_k \), we take the mean \( \bar{D} \), and vectors \( v_j \) calculated from the training data to get that

\[
a_j(t) = \langle E_t - \bar{D}, v_j \rangle, \quad j = 1, \ldots, M,
\]

which will be used by the model \( \mathcal{N} \) to make a prediction for future coefficients. The prediction for the coefficients \( \hat{a} \), can be converted into predictions in the physical space by taking \( \hat{D} + \sum_j \hat{a}_j v_j \). This procedure only makes use of testing data to pass into the model, not to train the model in any way. Crucially, to make a forecast of \( E_{t+1}, E_{t+2}, \ldots, E_{t+K} \), only previous measurements \( E_t, E_{t-1}, \ldots \) are needed.
4.2 Cross-validation for temporal forecasting

The method employed for temporal forecasting was introduced in [10] for learning dynamical systems from data. It is a kernel ridge regression with a kernel learned from data from a variant of cross-validation known as Kernel Flows [19].

To describe this method let \(x_1, \ldots, x_n\) be a time series in \(\mathbb{R}^d\) (\(d\) is, in our application, the number of modes used for prediction). Our goal is to forecast \(x_{n+1}\) given the observation of \(x_1, \ldots, x_n\). We work under the assumption that this time series can be approximated by a solution of a dynamical system of the form

\[
z_{k+1} = f^\tau(z_k, \ldots, z_{k-m+1}),
\]

where \(\tau \in \mathbb{N}^\ast\) and \(f^\tau\) may be unknown. Here, in our application, each \(z_k\) is time-window of POD coefficients, i.e. of the form \(z_k = (x_{k-\tau}, \ldots, x_k)\) where \(\tau\) is the length of the forecast window (\(\tau = 8, 7\) in our respective data sets). Given \(\tau \in \mathbb{N}^\ast\) (\(\tau = \tau\) in our experiments), the approximation of the dynamical system can then be recast as that of interpolating \(f^\tau\) from pointwise measurements

\[
f^\tau(X_k) = Y_k \quad \text{for} \quad k = 1, \ldots, N,
\]

with \(X_k := (x_{k+\tau-1}, \ldots, x_k), Y_k := x_{k+\tau}\) and \(N = n - \tau\). For the experiments in this study, forecasts of length \(\tau\) are concatenated during testing to obtain predictions in the entire testing timescales.

Given a reproducing kernel Hilbert space of candidates \(\mathcal{H}\) for \(f^\tau\), and using the relative error in the RKHS norm \(\|\cdot\|_{\mathcal{H}}\) as a loss, the regression of the data \((X_k, Y_k)\) with the kernel \(K\) associated with \(\mathcal{H}\) provides a minimax optimal approximation [21] of \(f^\tau\) in \(\mathcal{H}\). This interpolant (in the absence of measurement noise) is

\[
f(x) = K(x, X)(K(X, X))^{-1}Y,
\]

where \(X = (X_1, \ldots, X_N), Y = (Y_1, \ldots, Y_N), k(X, X)\) for the \(N \times N\) matrix with entries \(k(x_i, x_j)\), and \(k(x, X)\) is the \(N\) vector with entries \(k(x, x_i)\). This interpolation has also a natural interpretation in the setting of Gaussian process (GP) regression: (i.) (7) is the conditional mean of the centered GP \(\xi \sim \mathcal{N}(0, K)\) with covariance function \(K\) conditioned on \(\xi(X_k) = Y_k\), and (ii.) the interpolation error between \(f^\tau\) and \(\hat{f}\) is bounded by the conditional standard deviation of the GP \(\xi\), i.e.

\[
|f^\tau(x) - f(x)| \leq \sigma(x) \|f^\tau\|_{\mathcal{H}},
\]

with

\[
\sigma^2(x) = K(x, x) - K(x, X)(K(X, X))^{-1}K(x, X)^T.
\]

Evidently, the accuracy of the proposed approach depends on the kernel \(K\), and, as in [10], we also learn that kernel from the data \((X_k, Y_k)\) with Kernel Flows (KF) [19].

Given a family of kernels \(K_\theta(x, x')\) parameterized by \(\theta\), the KF algorithm can then be described as follows [19, 36]:

i. Select random subvectors \(X^b\) and \(Y^b\) of \(X\) and \(Y\) (through uniform sampling without replacement in the index set \(\{1, \ldots, N\}\))

ii. Select random subvectors \(X^c\) and \(Y^c\) of \(X^b\) and \(Y^b\) (by selecting, at random, uniformly and without replacement, half of the indices defining \(X^b\))

iii. Let

\[
\rho(\theta, X^b, Y^b, X^c, Y^c) := 1 - \frac{Y^c^T K_\theta(X^c, X^c)^{-1}Y^c}{Y^b^T K_\theta(X^b, X^b)^{-1}Y^b},
\]

be the squared relative error (in the RKHS norm \(\|\cdot\|_{K_\theta}\) defined by \(K_\theta\)) between the interpolants \(u^b\) and \(u^c\) obtained from the two nested subsets of the dataset and the kernel \(K_\theta\)

iv. Evolve \(\theta\) in the gradient descent direction of \(\rho\), i.e. \(\theta \leftarrow \theta - \delta \nabla_\theta \rho\)

v. Repeat.

In the following, we denote the use of RKHS to forecast POD coefficients as the POD-RKHS emulation framework. We will be using a kernel that is a combination of the triangular kernel, locally periodic kernel, polynomial, gaussian, Laplace and other generic kernels.

\[\rho := \|d^b - u^b\|_{K_\theta}^2 / \|d^b\|_{K_\theta}^2, \text{ with } u^b(x) = K_\theta(x, X^b)K_\theta(X^b, X^b)^{-1}Y^b \quad \text{and } u^c(x) = K_\theta(x, X^c)K_\theta(X^c, X^c)^{-1}Y^c, \] and \(\rho\) admits the representation (10) enabling its computation.
Figure 1: POD Coefficient predictions for the NOAA-SST data set using POD-RKHS. We utilize the time period of October 22, 1981, to December 31, 1989, for training and validation (427 snapshots). The remaining data set (i.e., 1990 to 2018) is used for testing (1,487 snapshots) and is shown here.

5 Experiments

In the following section, we outline results from the use of the POD-RKHS framework for forecasting on the aforementioned data sets. We also provide metrics that evaluate the accuracy of the forecasts and compare them with baseline techniques. Our first set of results are shown for the NOAA-SST data set. The ability to forecast weekly averaged coefficients eight weeks at a time is shown in Figure 1, (for the testing period), where it can be observed that the lower order structures are predicted with high fidelity. The framework shows deviations in the finer scale content (mode 3) as one approaches the end of the testing period indicating potential extrapolation. Similar behavior was observed in [15, 31] as well, where a deep LSTM was used to forecast in this reduced space (henceforth POD-LSTM).

Time series assessments for various point probes in the Eastern Pacific are shown for a testing sub-window (where all data is available) in Figure 2. The plot indicates a competitive testing performance when compared to state-of-the-art equation-based methods such as the Community Earth System Model (CESM) and U.S. Navy Hybrid Coordinate Ocean Model (HYCOM). The former is a climate simulator, and the latter is an operational forecast system giving short term predictions. Both these techniques require vast computational resources, whereas our forecast is performed on a single node machine without any accelerator.

Some qualitative comparisons of the predictions are shown in Figure 3 where an acceptable agreement between different methods and the remote-sensing data set is observed (see Table 1). A closer examination of the mean squared error during the entire testing period, shown in Figure 4 where POD-RKHS is seen to give sufficiently accurate predictions in the entire domain, including the vital Eastern Pacific region. With the testing period being around 18 years, the El-Niño Southern Oscillation (ENSO) oscillation, occurring at a frequency of 2-7 years [29], is captured more accurately in comparison to CESM. In terms of times to solution, data-driven models provided forecasts for the given time period (1981–2018) almost instantaneously. This can be contrasted with CESM (for the forecast period of 1920–2100), which required 17 million core-hours on Yellowstone, the National Center for Atmospheric Research (NCAR) high-performance computing resource, for each of the 30 members of the large ensemble. While compute costs in such high detail are not available for HYCOM, this short-term ocean prediction system runs daily at the Navy Department of Defense Supercomputing Resource Center, with daily data typically accessible within 48 hours of the initial run time. Benchmarking for the 1/25 degree HYCOM forecasts (twice finer than the reference data used here) indicates the requirement of 800 core-hours per day of forecast on a Cray XC40 system. For a more appropriate comparison, we also take into account the computational cost for the search of an optimal LSTM architecture and its training. While the POD-RKHS method requires approximately 40 seconds to train on a single node machine without acceleration, the LSTM being compared with was discovered using 3 hours of wall time on 128 compute nodes of the Theta supercomputer with the Intel Knights Landing architecture. POD-RKHS was trained only once on one Intel Corei7 x86_64 CPU without any acceleration. The best LSTM was retrained on our data set for a longer duration of approximately 20 seconds on the same single node machine. Subsequent assessments on a different data set (in the next set of experiments) indicate that the RKHS continues to be competitive in training costs.

Our second set of assessments are performed for the NOAA-NCEP NAM data set for sea and land surface air

\[^{4}\text{https://www.hycom.org/dataserver}\] \[^{5}\text{https://www.hycom.org/attachments/066\_talk\_COAPS\_17a.pdf}\]
Figure 2: Probe time-series comparisons for NOAA-SST from CESM, HYCOM and POD-RKHS within the testing regime at two different locations. The data are plotted for weeks between April 5, 2015, and June 17, 2018.

Table 1: RMSE breakdown (in Celsius) for different forecast techniques compared against the POD-LSTM forecasts between April 5, 2015, and June 24, 2018, in the Eastern Pacific region (between -10 to +10 degrees latitude and 200 to 250 degrees longitude). POD-RKHS matches the accuracy of the process-based models for this particular metric and assessment and that of an optimized LSTM [15] using neural architecture search.

|                | Week 1 | Week 2 | Week 3 | Week 4 | Week 5 | Week 6 | Week 7 | Week 8 |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|
| POD-LSTM       | 0.62   | 0.63   | 0.64   | 0.66   | 0.66   | 0.69   | 0.66   | 0.65   |
| CESM           | 1.88   | 1.87   | 1.83   | 1.85   | 1.86   | 1.87   | 1.86   | 1.83   |
| HYCOM          | 0.99   | 0.99   | 1.03   | 1.04   | 1.02   | 1.05   | 1.03   | 1.05   |
| POD-RKHS       | 0.76   | 0.67   | 0.66   | 0.69   | 0.69   | 0.72   | 0.77   | 0.76   |

Note that the difficulty of extracting the extremely high-frequency features contributes to the poor capture of extreme events during emulation. The reconstruction accuracy from the forecast is compared in a series of assessments beginning with root-mean-squared error (RMSE) assessments as shown in Figure 6 for the testing time period. POD-RKHS is seen to provide competitive results in comparison to persistence and climatology at the lower latitudes. In contrast, exceptional gains are seen at the higher latitudes with far reduced RMSE values from the proposed framework. Note that errors across all frameworks were maximum in the Northern section of the continent, proving the increasing difficulty of predicting in that region using data-driven techniques. Figure 7 plots the contours for improvements in the correlation coefficient and cosine similarities when compared to climatology. While correlation coefficients indicate regions where the predictions improve over the baselines in an averaged sense, Cosine similarities indicate the ability to detect extreme fluctuations in a forecast. The contours indicate that the proposed framework improves on extreme fluctuation detection over climatology in the north region of the spatial domain as well. Similar trends are observed for comparisons with persistence with large gains in Cosine similarities in the Northern part of the spatial domain.

For the purpose of comparison, we also outline the performance of a standard LSTM framework (manually selected in comparison to [15]) for forecasting on the NAM data set. The problem formulation is identical, with the LSTM utilizing a window of inputs of 7 days length and forecasting the POD coefficient trajectories for the next 7 days. We train 55 instances of this LSTM, consisting of 3 stacked LSTMs and 50 neurons for each of the linear operations in each cell, and select the one with the best training and validation performance. The 55 LSTM architectures were trained using an Nvidia V100 GPU and required 5 hours of wall time. For each training, an early stopping criterion is utilized to terminate training if validation losses do not improve for ten successive training epochs. Figure 8 shows predictions from the testing data using the trained LSTM with clear indications of poor capture of dynamics. These are confirmed by contour plots for the RMSE, shown in Figure 6, where the POD-LSTM framework is the weakest of all the data-driven methodologies presented here. Figure 9 examines potential improvements in the correlations...
Figure 3: Contour plots for various forecasts (a-POD-RKHS, b-HYCOM, c-CESM, d-Truth), indicating how low-dimensional manifold based emulation reduces the ability to capture fine-scaled features in the flow-field. HYCOM, with the finest resolution, is seen to capture small scale information most accurately. Note, however, that the POD-based emulation framework is competitive in an averaged sense, as seen through RMSE metrics.

Figure 4: Contour plots for RMSE error over the entire testing period (1990-2018) for the NOAA-SST data set for POD-RKHS (a) and CESM (b). The results indicate that the proposed low-dimensional emulator captures the long term behavior of the SST fluctuations more accurately than CESM.
and Cosine similarities within the spatial domain of the data set for this experiment. Climatology and persistence are seen to comprehensively outperform a standard LSTM architecture. We note that this result is not meant to justify mistrust of all deep learning architectures but propose the use of classical kernel-based methods for the construction of baselines.

We now compare the training and testing times of the proposed framework with those of LSTM methods with standard architectures. The POD-RKHS method required a total of 136 seconds to train, whereas the POD-LSTM methods took an average of 330 seconds to train. Although the choice of user-defined hyperparameters in both these methods may change these values, their training times are comparable.

6 Discussion

In this article, we have employed a simple kernel ridge regression method for the forecasting of geophysical time series. We have shown that when the kernel is also learned from data (via Kernel Flows), then the proposed framework provides competitive and computationally efficient baselines for the geophysical emulation of two temperature-based data sets given by the weekly averaged sea-surface temperature (NOAA-SST) and the daily resolved midnight temperature (NCEP-NAM). In both cases, the proposed method recovers a stable temporal behavior in a low-dimensional manifold. Importantly, for the second data set, strong stochasticity is handled elegantly by the proposed framework to obtain superior metrics when compared to climatology or persistence. Comparisons with the POD-LSTM framework, commonly used for non-intrusive reduced-order modeling, are also favorable. While an LSTM obtained through expensive parallelized neural architecture search slightly outperforms the proposed framework for the relatively smooth NOAA-SST time-series data, the proposed framework is much more successful in the case of the stochastic NCEP-NAM temperature data. Training costs of the proposed method and the LSTM are also comparable, with both providing model fits in similar training duration on single node machines without any specialized deep learning accelerators.

Extensions to this work include learning stochastic emulators and the addition of more covariates to the training data to emulate larger fractions of the earth system model. The latter may be obtained by concatenating reduced representations of the flow field (in truncated POD space) to obtain a larger, more informative state vector. Another avenue for exploration is to use kernel flows for obtaining reduced-representations themselves in a unified pipeline for geophysical emulation. Both these endeavors are instrumental for pushing data-driven forecast horizons to regimes where classical methods are untrustworthy.

7 Data availability

The data that support the findings of this study are openly available in Github at https://github.com/Romit-Maulik/POD_RKHS.
Figure 6: Testing RMSEs for predictions on the NAM data as compared to climatology and persistence baselines for the POD-RKHS and POD-LSTM frameworks. This result indicates the use of one potential LSTM with manual tuning - further improvements may be obtained through neural architecture and hyperparameter search as seen in [15].
Figure 7: Metric improvements on climatology (top) and persistence (bottom) using the POD-RKHS time-series emulator. The north domain of the data set shows improved performance by the proposed framework, particularly for extreme fluctuation detection (indicated by Cosine similarity improvement). Overall correlation with the truth is seen to be improved throughout the domain.

Figure 8: Predictions for the NOAA-NCEP NAM POD Coefficients using a POD-LSTM framework. This prediction was obtained with 3 stacked LSTM cells, each with 50 neurons for all the internal operations. An LSTM that provided the best training and validation performance among 55 restarts was chosen. The total time to train these LSTMs was 5 hours on an Nvidia V100 GPU. It is observed that the LSTM architecture is sensitive to the stochastic nature of the data.
Figure 9: Metric improvements on climatology (top) and persistence (bottom) using the LSTM time-series emulator. Vast stretches (i.e., the white regions) of the domain show poorer performance for POD-LSTM against climatology and persistence baselines.
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