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Abstract:
Many discoveries and decisions in science are now being made on the basis of analyzing datasets. To gain useful information from raw medical data, data analytic uses insights to benefit the entire lifecycle of medical data. In this paper, medical data analysis notebooks are presented for collaborative and reproducible research. They provide a broad and practical introduction to medical data analysis with different data types such as images and texts. We aim to provide Jupyter notebooks to help those new to the medical data analysis field. Three exploratory coding activities including different data types are introduced: (i) Building, evaluating and interpreting deep learning models with EHR data, (ii) 2D mammogram medical imaging data analysis using CNNs for dense breasts classification, and (iii) Label recognition in radiology reports. Jupyter notebooks are useful for learning how to analyze different medical datasets and identify patterns that will improve any hospitals’ and clinicians' computer-aided medical decision-making process. Leveraging advances in exploratory data analysis in healthcare requires collaboration between clinicians and data scientists.

1. Introduction

In recent years, the rise in the use of social media and digitalization of social and economic activity was the source of unprecedented amounts of data, mostly in an unstructured form: weblogs, videos, speech recordings, photographs, e-mails, tweets [1, 2]. This data can be analysed to extract relevant and insightful information on business or society, and that is thanks to big data analysis tools and techniques.

This is why we believe that big data analysis and related technologies deep learning, cloud computing and scalable machine learning are a cornerstone to a medical data analysts. That being said, in addition to the benefits it offers, big data comes with many hurdles as well: (i) With continuously increasing interest from different sectors, there is also an increasing demand for skilled data experts, with colleges unable to satisfy that need, nor to incorporate big data within themselves causing millions of students to miss on such an opportunity. (ii) The available machines can not keep up with the rate at which data is generated leading to crashes and lower quality of the analysis. And that, in turn, creates a need for more scalable systems to store and process data. (iii) The sheer size of data in itself makes it prone to mistakes and data loss, for example, think of an average establishment trying keeping records of all its thousands of students across several categories. (iv) Data safety and integrity becomes a paramount worry to both authorities and institutions. The existing security protocols are not developed with big data in mind making them unfit for it, and the nature of the data and its continuous updating make it neither easy nor cheap to manage.

With these difficulties in mind, we develop an exploratory medical data analysis notebooks, aiming at familiarizing them with the key technologies employed to store, manipulate and analyze medical data. In this work, we cover the basic tools for statistical analysis, the Python programming language, and various machine learning algorithms.
2. Material and Methods

Computational notebooks are an open-source interactive web-based application streamlining and simplifying literate programming [3, 4]. Initially, Jupyter notebooks supported only Python. Then it extended the support to different programming languages via Jupyter kernels. Notebooks combine text, code, and visualization in a single JSON document. It is parsed and displayed in a human-friendly format. The code is split into logical sections named “code cells”. So, they can be executed interactively. Another worth noting benefit of running individual code chunks is that one can choose to run some parts only once while others can be repeatedly executed. Many researchers and data analysts are rapidly adopting this new medium.

2.1. Python for Data Analysis & Visualization

Pandas is one of the most popular Python libraries that provide high-performance, easy-to-use data structures and data analysis tools [5]. Using Pandas, researchers can handle of missing data, align data automatically or explicitly, perform group-by operations, convert differently-indexed data into DataFrame objects, perform slicing, indexing, and subset of large data sets, merge and join data sets, and reshaped and pivoted of data sets. Also, Python has several visualization libraries, namely Matplotlib [6], Seaborn [7], and Folium [8] for presenting data visually.

2.2. Python for Machine Learning

Python has machine learning library named scikit-learn [9]. It has many learning algorithms such as supervised (regression, classification) and unsupervised (clustering) models. Researchers can analyze the performance of the model using different metrics and deploy methods to select between models. Also it enables users to engineer the right features for a given problem on any dataset.

2.3. Unstructured Data Analysis

We first need to understand what we are dealing with. At this point, we can divide the data structures into three main categories: structured, semi-structured and unstructured data. Any data that we can store, process and access in a relational and meaningful way can be classified as structured data. The data are stored in a relational and clean way in databases. The structure of the data and its relationship with each other is known. As an example of structured data, we can consider the data that e-commerce sites, applications and businesses produce and store in their daily operations. Data that has no relation to each other, is unprocessed and does not have a structure or format can be called unstructured data. The data size is large and it is not easy to make the data meaningful and structured. The data can include a mix of text files, videos and images. We can describe semi-structured as a combination of structural and non-structural data. If the data can be associated and easily processed but not configured, it can be classified as a file, not on a system, or semi-structured data if on a service. Semi-structured data includes data that contains structured data properties but is not stored in traditional databases. Examples of semi-structured data are XML, text and web services [10]. Python Natural Language Toolkit (NLTK) [11] is mostly used for processing and handling text and Scikit-learn [13] includes machine learning applications so it can be used all areas where machine learning can be applied.

3. Coding Activities

This section introduces the three exploratory coding activities. Traditionally, an educational setting had a well-defined learning domain, with students as users at the receiving end, while the domain experts and teachers guide them through the learning process with the help of suitable technology prepared by them. Following sub-sections include a brief description of the laboratories.

3.1. Setup Data Analysis Environment

Here are instructions for getting their system ready to follow along with the core tools and libraries we use: Python has become the go-to programming language for data science and machine learning. So, the first step is installing Python. Anaconda is a data science distribution for Python and R. It is also a package manager and it will also help us to create environment for data science. Also, Anaconda is the recommended way to install Jupyter (IPython) Notebooks [4]. Jupyter Notebook is the interactive environment where you will be writing all your code, creating files and doing visualizations as well. Anaconda comes with a lot of required data science packages pre-installed. A new virtual environment (medical_data_analysis) is created and all the required packages are installed. After activating virtual environment, some Python packages are installed for data science which are most frequently required for other exploratory coding activities: aequitas [12], sqlite3, ipython-sql, numpy, pandas, matplotlib, seaborn, plotly, scipy, scikit-learn,
scikit-image, tensorflow, nltk, transformers, and gensim.

3.2. Building, Evaluating and Interpreting Models with EHR Data
This sub-section include interesting tools to work with EHR (Electronic Health Record) data in artificial intelligence. Firstly, we get hands-on with using Tensorflow DenseFeatures for building a simple regression model. Next, we first review some common evaluation metrics for EHR models and then learn to implement brier scores for model evaluation. Then, we conduct a demographic bias analysis and become familiar with a framework out of the University of Chicago called Aequitas [13]. We use this Aequitas for group bias and fairness disparity analysis.

In this part, we focus on just building a simple Tensorflow regression model with TF DenseFeatures on Heart Disease Data Set to predict resting blood pressure (trestbps field in the dataset). Tensorflow DenseFeatures, combining features, like those from the TensorFlow Feature Columns API, into a dense representation for the model. We can only use certain TF Feature Columns with DenseFeatures: numeric, embedding, bucketized, and indicator columns. We use the Sequential API. Replacing unknown values to NaN, dataset concatenation, dropping missing values, and selecting important features are implemented in pre-processing step. After this step, the first five columns of data are as shown in Table 1.

| Table 1. An overview from data |
|-----------------------------|
| **sex** | **age** | **trestbps** | **thalach** |
| male | 32.0 | 95 | 127 |
| male | 34.0 | 115 | 154 |
| male | 36.0 | 110 | 125 |
| female | 38.0 | 105 | 166 |
| female | 38.0 | 110 | 156 |

Tensorflow feature columns can be combined into a list that can be passed to the DenseFeatures layer. Then, we add this ‘dense_feature_layer’ as the first layer to the model and this will handle the combining of feature inputs to the model.

The dataset was randomly divided into two independent datasets with 80% and 20% for training and testing, respectively. The batch size, epoch number, and root mean square error probability are 128, 1000, and 0.001 respectively. We evaluate the success/fail of model in terms of two measures such as Mean Absolute Error (MAE) and Mean Squared Error (MSE). Their values are 14.76 and 339.49, respectively. Table 2 shows the converted regression problem to binary classification problem. Here, score is 1 if predicted resting blood pressure is higher than 130. Also, label value is the the truth value. It consists 5 of 46 test samples. Table 3 shows performance results of binary classification.

| Table 2. Five test samples of binary classification |
|----------------|
| **pred** | **actual_value** | **score** | **Label_value** |
| 139.877350 | 95.0 | 1 | 0 |
| 132.572052 | 115.0 | 1 | 0 |
| 139.877350 | 170.0 | 1 | 1 |
| 132.572052 | 160.0 | 1 | 1 |
| 126.265846 | 140.0 | 0 | 1 |

It is important to note that bias within models can restrict or limit patient access to key medical benefits from government aid programs. Programs using machine learning algorithms to help automate approvals of key government benefits are becoming more commonplace. However, it is just as important to consider how bias can unintentionally occur. Another reason that you want to consider bias in models is that in order to create better treatments for patients we need to find better ways to select and recruit patients that represent the wider population that a drug/treatment would be targeted for.

| Table 3. Performance results of binary classification |
|----------------|
| **precision** | **recall** | **f1-score** | **support** |
| 0 | 0.22 | 0.21 | 0.22 | 19 |
| 1 | 0.46 | 0.48 | 0.47 | 27 |
| accuracy | 0.37 | 46 |
| macro avg | 0.34 | 0.35 | 0.34 | 46 |
| weighted avg | 0.36 | 0.37 | 0.37 | 46 |

In many cases, there may be systemic biases for key groups and while this cannot always be prevented, bringing awareness of limitations and biases can give a more accurate picture of a treatment’s effectiveness across different demographics. Unintended bias that is not intentional and often is not even apparent to the creator of a model and it represents the unconscious or unintentional biases that come with the artificial intelligence models. Demographic Group Bias Analysis includes selecting groups to be analyzed, preparing data, and analyzing different metrics with the groups. Here, ‘score’ and ‘label_value’ fields are used for boilerplate preprocessing input data. After this step, Table 4 shows summarized metric view for group counts and absolute ones. Opening forms of abbreviations in Table 4 are as following: tpr: true positive rate, tnr: true negative rate for :
false omission rate, \( fdr \): false discovery rate, \( fpr \): false positive rate, \( fnr \): false negative rate, \( npv \): negative predictive value, \( ppr \): predictive positive ratio. Figure 1 illustrates the all group metrics. Reference group information is as following: 'pred':'126.82-128.04', 'actual_value':134.00-141.50'. Figure 2(a) shows false positive rate disparity for actual_value field. Figure 2(b) shows true positive rate disparity for pred field.

Preds valued between 128.04-134.04 and 136.34-141.51 are over 10x more likely to be truly identified than reference group (preds valued between 126.82-128.04). Figure 3 shows FPR fairness. Red bars mean false/not fair determination.

3.3. 2D Medical Imaging Data Analysis

Different clinical imaging tools are available. X-rays, computed tomography (CT), magnetic resonance imaging (MRI), and ultrasound are such technologies. X-rays down at the body from a single direction to capture a single image.

### Table 4. Summarized metric view

| attribute_name | attribute_value | tpr  | tnr  | for  | fdr  | fpr  | fnr  | npv  | precision | ppr  | pprev | prev |
|----------------|-----------------|------|------|------|------|------|------|------|-----------|------|--------|------|
| pred           | 126.82-128.04   | 0.0  | 1.0  | 0.67 | NaN  | 0.33 | NaN  | 1.0  | 0.50      | 0.57 | 1.00   | 0.50 |
| pred           | 128.04-134.04   | 1.0  | 0.00 | 1.00 | NaN  | 0.50 | 0.00 | 1.0  | 0.50      | 0.00 | 1.00   | 0.50 |
| pred           | 136.34-141.51   | 1.0  | 0.00 | NaN  | 0.42 | 1.00 | 0.00 | NaN  | 0.58      | 0.43 | 1.00   | 0.58 |
| actual_value   | 120.00-134.00   | 0.4  | 0.33 | 0.60 | 0.67 | 0.67 | 0.40 | 0.33 | 0.21      | 0.55 | 0.45   |      |
| actual_value   | 134.00-141.50   | 0.7  | NaN  | 1.00 | 0.00 | NaN  | 0.3  | 1.00 | 0.25      | 0.70 | 1.00   |      |
| actual_value   | 141.50-178.00   | 0.5  | NaN  | 1.00 | 0.00 | NaN  | 0.5  | 1.00 | 0.21      | 0.50 | 1.00   |      |
| actual_value   | 95.00-120.00    | NaN  | 0.31 | 0.00 | 1.00 | 0.69 | NaN  | 1.00 | 0.32      | 0.69 | 0.00   |      |

Figure 1. All group metrics plot

Figure 2. FPR and TPR disparity for different attributes

(a) FPR DISPARITY: ACTUAL_VALUE

(b) TPR DISPARITY: PRED

Not labeled above: A: 136.34-141.51, 10.00
CT uses x-ray, but they emit x-rays from many different angles around the human body to capture more detail from more different angles. MRI uses strong magnetic fields and radio waves to create images of areas of the body from all different angles. Ultrasound utilizes high-frequency sound waves beyond the audible limit of human hearing to generate images. Out of these different imaging tools, x-ray and ultrasound are the only 2D imaging tool. Every imaging center and hospital have a Picture Archiving and Communication System (PACS). These systems allow for all medical imaging to be stored in the hospital's servers and transferred to different departments throughout the hospital. Classification, segmentation [14], and localization [15] the most important types of 2D imaging algorithms. A mammogram shows how dense breasts are. Women with dense breasts have a higher risk of getting breast cancer. In this part, we classify mammogram images into two classes: dense and fatty. Firstly, some preprocessing steps such as removing potential noise from images (e.g. background extraction), normalization (zero-mean, standardization), image augmentation, and resizing imaged for CNN architecture's required input. Here, image augmentation includes horizontal flip, height shift and width shift, rotation, shearing and zooming. After augmentation step, Figure 4 shows some examples of our augmented training data. We use VGG16 model [16] with pre-trained ImageNet weights. Then, fine-tuning is implemented. Layers types and other parameters of used model is given in Figure 5. Optimizer, loss function, learning rate, and epoch number are Adam(lr=1e-4), binary crossentropy, binary accuracy, and 10 respectively. Binary accuracy of the model is 0.66.

### 3.4. Label Recognition in Radiology Reports

In this part, we extract disease labels information from unstructured medical text (clinical reports) for patients [17]. We use Stanford report test document. It consists of 1,000 X-ray reports that have been manually labeled by a board certified radiologist for the presence or lack of presence of different pathologies (see Figure 6 for an example report). Figure 7 shows the first five rows of dataset. To label dataset is to search for presence of different keywords in the impression text. A list of relevant keywords for each pathology is prepared for detecting the presence of each label. For instance, related keywords for airspace opacity are: opaci, decreased translucency, increased density, airspace disease, air-space disease, air space disease, infiltrate, infiltration, interstitial marking, interstitial pattern, interstitial lung, reticular pattern, reticular marking, reticulation, parenchymal scarring, peribronchial thickening, wall thickening, scar.
For impression texts, all label can be retrieved. For impression text of “Diffuse Reticular Pattern, which can be seen with an atypical infection or chronic fibrotic change. no Focal Consolidation.”, retrieved labels are Airspace Opacity, Consolidation, and Pneumonia. Performance of labeler can be evaluated with F1-score metric regarding retrieved and expected labels. Table 5 shows the labeler performance. Using some preprocessing operations such as converting pattern such as "and/or" to "or", replacing repeated whitespace with just one space, and removing redundant punctuation, performance can be improved. Also, negative mentions and dependency parsing can be used to improve the performance of labeler.

Table 5. Samples from unstructured clinical reports

| Label               | F1-score |
|---------------------|----------|
| Cardiomegaly        | 0.718    |
| Lung Lesion         | 0.641    |
| Airspace Opacity    | 0.923    |
| Edema               | 0.708    |
| Consolidation       | 0.270    |
| Pneumonia           | 0.369    |
| Atelectasis         | 0.646    |

4. Discussions

4.1. Study Limitations
Our study has several limitations. There are many types of medical imaging technologies. First, we use only mammogram images in example of 2D imaging data process. Maybe, other 2D medical images or 3D images can be used to extend this study. Second, we present three reproducible notebook activities. We aim to encourage new to the field begin their informatics projects. We plan to make more collaboration with clinicians, radiologist, pathologists, and biomedical engineering about medical diagnosis, prognosis, and treatment activities.

4.2. Study Significance
Working in multidisciplinary teams is a long championed concept to address challenges such as diabetic retinopathy, skin cancer detection from images, smoking status and medication identification from unstructured patient records for artificial intelligence research, and to increase its impact in medicine. In this context, we present three different activities with this study. As a results, multidisciplinary teams can set clear vision
for collaborative and reproducible research, create clear data inclusion and exclusion criteria for initial data draw, and insight for what natural language processing/machine learning methods might be better at addressing different clinical problems.

5. Conclusion

Exploratory notebooks specifically focused on the medical data analysis have been presented in this paper. We firstly give theoretical background information about medical data analysis using different environments/structures such as spreadsheets, SQLlite, and Python based. Then, three exploratory coding activities are presented. The first one focuses on EHR data analysis using Python wrangling skills and deep learning models. The second one focuses on image processing based medical data analysis. The last one is unstructured data analysis on clinical reports. As a result, we aim to help those new to the field begin their informatics projects.

Also, we will be taking into account the clinical and industry stakeholders’ requirements while presenting the notebooks. These requirements can be listed as: innovative medical data analysis applications for different purposes with different types of input, methods for pattern analysis, supporting for big data platforms that offer distributed run environments.
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