Quasiperiodic quantum heat engines with a mobility edge
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Steady-state thermoelectric machines convert heat into work by driving a thermally generated charge current against a voltage gradient. In this work, we propose a new class of steady-state heat engines operating in the quantum regime, where a quasiperiodic tight-binding model that features a mobility edge forms the working medium. In particular, we focus on a generalization of the paradigmatic Aubry-André-Harper (AAH) model, known to display a single-particle mobility edge that separates the energy spectrum into regions of completely delocalized and localized eigenstates. Remarkably, these two regions can be exploited in the context of steady-state heat engines as they correspond to ballistic and insulating transport regimes. This model also presents the advantage that the position of the mobility edge can be controlled via a single parameter in the Hamiltonian.

We exploit this highly tunable energy filter, along with the peculiar spectral structure of quasiperiodic systems, to demonstrate large thermoelectric effects, exceeding existing predictions by several orders of magnitude. This opens the route to a new class of highly efficient and versatile quasiperiodic steady-state heat engines, with a possible implementation using ultracold neutral atoms in bichromatic optical lattices.
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1. INTRODUCTION

Scientific activity in the area of thermal machines has been boosted in recent years by the increasing importance that society is placing on sustainable energy. The inevitable tendency toward miniaturization and the importance of recycling waste heat provide strong motivations to consider microscopic thermal machines, for which quantum effects can become relevant [1,2] and may even be exploited (see, for example, Refs. [3–10]). Thermoelectric engines, in particular, do not rely on macroscopic moving parts. Instead, they convert heat into power through nonequilibrium steady-state currents of microscopic particles, e.g., electrons or atoms, flowing between two reservoirs. Unfortunately, bulk thermoelectrics are generally quite inefficient [11]. This drawback, together with the unprecedented level of control achieved in nanotechnology, has fuelled both experimental and theoretical research to identify and characterize new nanoscale systems to be harnessed as efficient thermal engines [12–17].

A central concept in thermoelectric energy conversion is energy filtering: In order to obtain a strong thermoelectric response, it is necessary to allow only particles in a finite energy window to flow [18,19]. This effect is generally realized either by engineering the thermodynamic variables of the reservoirs [11,20] or by tuning the transport characteristics of the sample so that it displays an energy-dependent transmission probability. In this work, we follow the latter approach by exploiting the spectral characteristics of the central system; in particular, we use a mobility edge as an energy filter. A mobility edge separates localized eigenstates from extended ones in systems with an energy-dependent localization transition. The most famous example is the three-dimensional Anderson model, where random disorder drives localization [21,22], leading to a diverging thermoelectric response in the vicinity of the mobility edge [23,24]. However, this enhancement does not appear in lower spatial dimensionalities, where all states are localized by infinitesimal disorder, independently of their energy [25].

Yet if the random disorder is replaced by a quasiperiodic potential, incommensurate with the underlying periodicity of the lattice, a localization transition with a mobility edge can occur even in one dimension. A paradigmatic example is the Aubry-André-Harper (AAH) model [26,27]. The AAH model shows a phase transition from a completely delocalized phase to a completely localized phase as the strength of the quasiperiodic potential is increased [26]. At the critical point, both the spectrum of the AAH model and the eigenfunctions have a fractal nature [28,29], a property that is also of interest to mathematicians [30,31]. The standard AAH model features no mobility edge in any of the phases. However, adding perturbations to the AAH model, e.g., by allowing beyond-nearest-neighbor hopping or, as in the present work, by deforming the on-site potential, leads in many cases to the occurrence of a mobility edge [32–41].

Quasiperiodic systems, with and without mobility edges, and with tunable interaction strength, have been realized in experiments on ultracold atoms trapped by two optical lattices with different wavelengths [42–46]. These systems formed the basis of recent investigations into many-body localization and the effect of interactions in the presence of a mobility edge [46–50]. The peculiar transport properties of...
noninteracting quasiperiodic systems have recently been characterized [51–54], and their possible applications as rectifiers have been highlighted [55,56]. On the other hand, completely different experiments have made tremendous progress in realizing two-terminal transport measurements with ultracold atoms [57–61].

Motivated by these works, here we propose another interesting application of quasiperiodic systems: namely, as the working medium of a quantum thermal machine. To that end, we perform the first characterization of the thermoelectric properties of a one-dimensional quasiperiodic system. We focus on the generalized AAH (GAAH) model recently introduced in Ref. [34], for which an exact analytical expression for the mobility edge is known. The spectral properties [62,63] and the open-system particle transport properties of the GAAH model [53] have been previously investigated. Focusing on the experimentally relevant linear-response regime, we compute the transport coefficients using a Landauer-Büttiker approach and use these to quantify the performance of a GAAH heat engine as a function of temperature. We show how the remarkable spectral properties of quasiperiodic systems give rise to a versatile and efficient quantum thermal machine. In particular, the position of the mobility edge can be tuned by modifying a single parameter in the Hamiltonian, while the presence of ballistic states above the mobility edge leads to significant power output even in the limit of large system size. We also demonstrate that the combination of ballistic transport and a mobility edge enhances efficiency when compared to a homogeneous wire. Finally, we show that the physics described here is not only limited to our chosen model but is also expected to hold true in more general cases.

The rest of this article is organized as follows. In Sec. II, we describe the general set-up and recall the Landauer-Büttiker formalism for characterizing transport in the linear response regime. The GAAH model and its spectral characteristics are discussed in Sec. III. Our main results are presented and discussed in Sec. IV, where we compute the transport properties and thermodynamic performance of the GAAH machine for specific examples. We summarize and conclude in Sec. V.

II. AUTONOMOUS THERMOELECTRIC MACHINES

A. General setup

In this work, we exclusively focus on two-terminal devices that function as autonomous thermal machines. A thermoelectric function may best be understood by example. Consider a situation typical in mesoscopic physics, where two metallic leads are connected to a central region, as illustrated in Fig. 1. The two leads are electron reservoirs assumed to be in thermal equilibrium, with well-defined chemical potentials $\mu_L$, $\mu_R$ and temperatures $T_L$, $T_R$. In the long-time limit, the central system reaches a nonequilibrium steady state characterized by nonzero charge and heat currents. These currents are not generated by any external drive, but entirely by the temperature bias or the difference in the chemical potentials, so the machine is said to be autonomous.

We assume without loss of generality that the left reservoir is hotter than the right one, i.e., $T_L > T_R$. The temperature difference induces an electrical current $J_e = eJ_N$ from the left reservoir into the right one, with $e$ being the electron charge and $J_N$ being the particle current. The associated energy current is denoted by $J_N$. As a consequence of these currents, in each unit of time a quantity of heat $J_h^L$ flows out of the left reservoir while $J_h^R$ flows into the right reservoir. From the first law of thermodynamics and the conservation of charge and energy, the expressions for the heat currents are found to be

$$J_h^v = J_L^v - \mu_vJ_N$$

(1)

for $v = L, R$. The difference between the heat currents corresponds to the power developed by moving electrons from a low chemical potential to a higher one, viz.,

$$P = J_L^L - J_R^R = J_N\Delta\mu = J_e\Delta V,$$

(2)

where $\Delta\mu = \mu_R - \mu_L$ is the chemical potential difference and $\Delta V = \Delta\mu/e$ is the applied voltage. The system behaves as a heat engine whenever $P > 0$, in which case the efficiency is given by

$$\eta = \frac{P}{J_e} = 1 - \frac{J_R}{J_L}.$$  

(3)

The expression is the same as for a standard cyclic thermal engine, and it is bounded from above by the corresponding Carnot efficiency $\eta_C = 1 - T_R/T_L$. 

B. Thermodynamics in linear response

From here on, we consider the linear-response regime, where the differences between chemical potentials $\Delta\mu = \mu_L - \mu_R$ and temperatures $\Delta T = T_L - T_R$ are small compared to their averages. This regime is relevant for numerous experimental platforms, ranging from semiconductor [66,67] and molecular [68] electronics to ultracold atoms [61]. The extension of the present work beyond linear response is straightforward but significantly more involved and will form the topic of a future publication.

In the linear-response regime, the electric $J_e$ and heat $J_h = J_h^L$ currents can be expressed as linear combinations of the generalized forces or affinities driving transport [11,64,69,70]. This relation is compactly represented via the Onsager matrix [71] as

$$\begin{pmatrix} J_e \\ J_h \end{pmatrix} = \mathcal{L} \begin{pmatrix} \Delta\mu/eT \\ \Delta T/T^2 \end{pmatrix},$$

$$\mathcal{L} = \begin{pmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{pmatrix}.$$  

(4)
with $L_{12} = L_{21}$ if the system satisfies time-reversal symmetry. The electrical conductance $G$, the thermal conductance $K$, and the Seebeck factor (or thermopower) $S$ are defined as

$$G = \left. \left( \frac{J_e}{\Delta V} \right) \right|_{\Delta T = 0} = \frac{L_{11}}{T},$$  \hspace{1cm} (5)$$

$$K = \left. \left( \frac{J_h}{\Delta T} \right) \right|_{\Delta T = 0} = \frac{1}{T^2} \det \mathcal{L} L_{11},$$  \hspace{1cm} (6)$$

$$S = -\left. \left( \frac{\Delta V}{\Delta T} \right) \right|_{\Delta T = 0} = \frac{1}{T} \frac{L_{12}}{L_{11}}.$$  \hspace{1cm} (7)$$

These three transport coefficients fully characterize heat-to-work conversion in the nonequilibrium steady state.

For a time-reversal symmetric system in the linear-response regime, the maximum thermodynamic efficiency $\eta_{\text{max}}$ reachable by the device can be written in terms of a single dimensionless parameter $ZT = \frac{\eta_{\text{max}}^2}{K}$ as [72]

$$\eta_{\text{max}} = \frac{\eta_c}{2} \frac{\sqrt{ZT + 1}}{\sqrt{ZT + 1} + 1}. \hspace{1cm} (8)$$

Larger values of $ZT$ correspond to higher efficiencies. In particular, as $ZT \to \infty$, the Carnot efficiency is obtained, $\eta_{\text{max}} \to \eta_c$, which usually implies zero power output. In order to evaluate the capability of a system under practical conditions, we thus focus on another quantity: the efficiency at maximum power [73], which can be expressed as

$$\eta(P_{\text{max}}) = \frac{\eta_c}{2} \frac{ZT}{ZT + 2}. \hspace{1cm} (9)$$

This tends to $\eta_c/2$ for $ZT \to \infty$, which is equivalent to the Curzon-Ahlborn (CA) bound [74] in the linear-response regime.

The figure of merit $ZT$ is an important index to categorize thermoelectrics [15,66] (even though it may over- or underestimate the performance of the engine outside of the linear-response regime). Most current thermoelectric devices work with $ZT \approx 1$ and it is often stated that $ZT \approx 3$ would be required in order to compete with alternative technologies [11]. Suggestions to increase $ZT$ include the use of nanostructures [14,16,75] and the breaking of time-reversal symmetry [76–79]. For quantum-coherent transport, however, perhaps the simplest way to increase performance is to use an energy filter, as discussed in the following section.

C. Landauer-Büttiker formalism

We now specifically focus on the coherent regime, where the particles, here spinless electrons, crossing the central region undergo elastic scattering events without dissipation of energy. The currents in this case are given by the Landauer-Büttiker formalism via the integrals

$$J_e = \frac{2e}{h} \int dE \tau(E) [f_L(E) - f_R(E)],$$  \hspace{1cm} (10)$$

$$J_h^\nu = \frac{2}{h} \int dE (E - \mu^\nu) \tau(E) [f_L(E) - f_R(E)],$$  \hspace{1cm} (11)$$

where the factor 2 is due to the spin degeneracy, and $f_L(E) = \left\{ 1 + \exp[(E - \mu_L)/k_B T_L] \right\}^{-1}$ is the Fermi-Dirac distribution of bath $\nu = L, R$, with $h$ and $k_B$ being the Planck and Boltzmann constants, respectively. The transmission function $\tau(E)$ encodes the probability for an electron at energy $E$ to tunnel from the left to the right reservoir through the central region.

In the linear-response regime, we may Taylor expand the Fermi-Dirac distributions around reference thermodynamic variables $\mu = \mu_R$ and $T = T_R$. Comparing the result with Eq. (4) gives $L_{11} = e^2 T L_0$, $L_{12} = L_{21} = eT L_1$, and $L_{22} = T L_2$, where

$$I_k = \frac{2}{h} \int dE (E - \mu)^k \tau(E) [-f'(E)],$$

$$f'(E) = \frac{\partial f}{\partial E} = -4k_BT \cosh^2(E - \mu)/(2k_BT)^{-1}. \hspace{1cm} (12)$$

Note that $f'(E)$ is an even function centered around $\mu$ with a width of order $k_BT$.

Let us now examine the effect of an energy filter. The central system behaves as an energy filter whenever the transmission function $\tau(E)$ is zero for energies above or below a certain value. This is a mechanism to break the particle-hole symmetry in the transmission probability is therefore crucial to achieve a finite thermoelectric response.

FIG. 2. An efficient thermoelectric device can be obtained through the use of an energy filter in the central system, blocking the transport at certain energies. The temperature bias drives particle (hole) transport above (below) the chemical potential, leading to zero net electric current in the presence of particle-hole symmetry. Finite electric current and, consequently, output power are instead obtained by differentiating the dynamics of the particles at energies above and below the chemical potential.
D. Transmission function for one-dimensional wires

As is evident from the above discussion, the fundamental object governing the behavior of an autonomous engine is the transmission function \( \tau(E) \), which depends on the microscopic details of the central system and its coupling to the reservoirs. In this work, we focus on the situation where a one-dimensional (1D) tight-binding model of noninteracting fermions is connected at the boundaries to two noninteracting reservoirs. This is described by a generic Hamiltonian \( \hat{H} = \hat{H}_S + \hat{H}_{SE} + \hat{H}_E \). The Hamiltonian of the system is given by

\[
\hat{H}_S = \sum_{i=1}^{N-1} t_i (\hat{a}_i^\dagger \hat{a}_{i+1} + \mathrm{H.c.}) + \sum_{i=1}^{N} V_i \hat{a}_i^\dagger \hat{a}_i, \tag{14}
\]

where \( V_i \) is the on-site energy of site \( i \), \( t \) is the tunneling constant and \( \hat{a}_i \) is the fermionic annihilation operator of site \( i \). The reservoirs are described by quadratic fermionic Hamiltonians with infinitely many degrees of freedom. The combined Hamiltonian of both baths is given by

\[
\hat{H}_E = \sum_{\nu=L,R} \sum_{k} \varepsilon_{\nu} d_{\nu \nu, k}^\dagger d_{\nu, k}, \tag{15}
\]

where \( \varepsilon_{\nu,k} \) are the single-particle eigenenergies of leads and \( d_{\nu, k} \) are annihilation operators for the corresponding eigenmodes. We assume a bilinear system-reservoir coupling of the form

\[
\hat{H}_{SE} = \sum_{\nu=L,R} (t_{\nu L} \hat{a}_L^\dagger \hat{d}_{\nu L} + t_{\nu R} \hat{a}_R^\dagger \hat{d}_{\nu R} + \mathrm{H.c.}), \tag{16}
\]

where \( t_{\nu L} \) and \( t_{\nu R} \) describe the amplitude for electrons to tunnel from the left and right leads onto the wire. Note that first site of the system is coupled to the left lead (denoted by the subscript \( L \)) and the last site of the system is coupled to the right lead (denoted by the subscript \( R \)). Each bath is described by a spectral function

\[
\bar{\gamma}_{L/R}(E) = 2\pi \sum_k \theta |\langle \nu |, \nu \rangle_k|^2 \delta(E - \varepsilon_{\nu,k}). \tag{17}
\]

We make the wide-band limit (WBL) approximation, taking spectral functions that are identical and independent of energy: \( \bar{\gamma}_{L}(E) = \bar{\gamma}_{R}(E) = \gamma \).

For this situation, the transmission function \( \tau(E) \) can be exactly calculated using nonequilibrium Green’s functions (NEGF) [80,81]. To this end, we first write the system Hamiltonian as

\[
\hat{H}_S = \sum_{ij} H_{ij} \hat{a}_i^\dagger \hat{a}_j, \tag{18}
\]

where \( H \) is a symmetric tridiagonal matrix with diagonal entries \( |V_i| \) and off-diagonal entries equal to \( t \). The retarded single-particle NEGF of the setup is given by the \( N \times N \) matrix \( G(E) = M^{-1}(E) \), with

\[
M(E) = [E \mathbb{1} - H - \Sigma_L(E) - \Sigma_R(E)]. \tag{19}
\]

where \( \mathbb{1} \) is the \( N \times N \)-dimensional identity matrix and \( \Sigma_{L,R}(E) \) are \( N \)-dimensional matrices representing the self-energies of the baths. The transmission function is then given by \( \tau(E) = \text{Tr}[\Gamma_L(E)G^r(E)\Gamma_R(E)G(E)] \) [82], where the level-width functions are defined as \( \Gamma_{L,R}(E) = i(\Sigma_{L,R}^+(E) - \Sigma_{L,R}(E)) \). For our setup, the matrices \( \Sigma_L(E) \) and \( \Sigma_R(E) \) have only one nonzero element each, given by \( [\Sigma_L(E)]_{11} = [\Sigma_R(E)]_{NN} = -i\gamma/2 \). The expression for the transmission function thus simplifies to

\[
\tau(E) = \frac{\gamma^2 |G_{1N}(E)|^2}{|\det[M(E)]|^2}. \tag{20}
\]

III. THE GENERALIZED AUBRY-ANDRÉ-HARPER MODEL

A spectacular realization of the energy filtering mechanism discussed in Sec. II C is the mobility edge associated with the metal-insulator transition of the Anderson model [21,23,24]. Here, random disorder localizes only the low-energy part of the spectrum, while high-energy states remain extended. This leads to an asymmetric transmission function and hence a diverging thermopower in the vicinity of the mobility edge, which separates the localized, insulating states from the extended, conducting ones. The Anderson metal-insulator transition occurs in three spatial dimensions [21], while in lower dimensions, and in the absence of interparticle interactions, all states are localized in the thermodynamic limit [25].

Here, instead, we focus on the thermoelectric properties of quasiperiodic systems, which have a disorderer, yet nonrandom, potential that leads to localization. Remarkably, quasiperiodic systems can exhibit a mobility edge even in one spatial dimension, unlike the case of random disorder.

The particular quasiperiodic model that we choose is the generalized Aubry-André-Harper (GAAH) model given by following on-site potential [34]

\[
V_j^{\mathrm{GAAH}} = \frac{2\lambda \cos(2\pi b j + \varphi)}{1 - \alpha \cos(2\pi b j + \varphi)}. \tag{21}
\]

Here, \( \lambda \) indicates the strength of the potential, \( \varphi \) is a phase that shifts the origin of the potential, \( b \) is an irrational number, and \( \alpha \in (-1, 1) \). Choosing \( b \) to be an irrational number makes the cosine incommensurate with the underlying periodicity of the lattice. Of course, in experiments, truly irrational numbers do not exist. Nevertheless, the model is always realized for a finite system of size \( N \) if \( b = p/q \) is taken as a rational number, with \( q > N \) and \( p, q \) coprime, such that the potential has a different value on every site.

For \( \alpha = 0 \), the GAAH model reduces to the Aubry-André-Harper (AAH) model [26]. In the AAH model, the quasiperiodic nature of the potential gives the spectrum a fractal structure and leads to a delocalization-localization transition depending just on \( \lambda \) [26]. The critical point of the transition in the AAH model occurs at \( \lambda = t \). For \( \lambda > t \) all single-particle eigenstates are completely delocalized, leading to ballistic transport, while for \( \lambda < t \), all single-particle eigenstates are localized. For \( \lambda = t \), the states are multifractal and lead to counterintuitive anomalous transport behavior as recently demonstrated [51,52,54]. The AAH model does not feature a mobility edge in any phase.

For \( \alpha \neq 0 \), the GAAH model features a mobility edge in energy, separating the regions of completely delocalized and localized states in the same spectrum. Most interestingly, for this model, the energy of the mobility edge has been shown
The GAAH model has been explored in Ref. [53]. The precise high-temperature nonequilibrium phase diagram of the $\lambda$ changing thus, the position of the mobility edge can be tuned by the values of $\alpha$, knowledge of the position of the mobility edge for given ratio (IPR) [31] as a function of energy, we use the inverse participation

$\text{IPR} = \sum_n |\Phi_{\ell n}|^4,$

1) $E_c = -\frac{1}{\alpha} \text{sign}(\lambda) (|t| - |\lambda|)$. (22)

Thus, the position of the mobility edge can be tuned by changing $\lambda$ and $\alpha$, leading to a much richer phase diagram. The high-temperature nonequilibrium phase diagram of the GAAH model has been explored in Ref. [53]. The precise knowledge of the position of the mobility edge for given values of $\lambda$ and $\alpha$ makes the GAAH model ideal for investigation of low-temperature thermoelectric properties in one-dimensional (1D) quasiperiodic systems.

One important difference between the mobility edges appearing in the GAAH model and in the three-dimensional Anderson model is in the nature of the conducting states. The conducting states in the case of the GAAH model support ballistic transport [53], whereas those in the three-dimensional Anderson model support diffusive transport. As we will see, this has a major effect on the power output of our quasiperiodic quantum thermal machine.

In order to quantify the localization properties of the spectrum as a function of energy, we use the inverse participation ratio (IPR)

The pivotal calculation for our results is the transmission function, which is independent of the temperature and the chemical potential of the reservoirs. In Fig. 4, we display the spectrum of the system and the corresponding transmission function for two different pairs of values of $\lambda$ and $\alpha$. We see that the mobility edge and the clusters of ballistic states lying above it generally give rise to a highly asymmetric transmission profile, which is conducive to a large thermoelectric response. The choice of the two parameters in the model, moreover, gives control over the structure of the spectrum, determining the position of the mobility edge and the number of ballistic states above it.

For our numerical calculations, here and henceforth we choose $b = (\sqrt{5} + 1)/2$ to be the golden mean [34].

IV. RESULTS

A. Transmission function

The pivotal calculation for our results is the transmission function, which is independent of the temperature and the chemical potential of the reservoirs. In Fig. 4, we display the spectrum of the system and the corresponding transmission function for two different pairs of values of $\lambda$ and $\alpha$. We see that the mobility edge and the clusters of ballistic states lying above it generally give rise to a highly asymmetric transmission profile, which is conducive to a large thermoelectric response. The choice of the two parameters in the model, moreover, gives control over the structure of the spectrum, determining the position of the mobility edge and the number of ballistic states above it.

A general property of quasiperiodic 1D systems is that the spectrum has fractal properties [31], which are reflected in the fine-grained structure of the transmission function [53]. While these fractal properties depend on the exact choice of the quasiperiodic potential, the asymmetry of the transmission function and the occurrence of bands of ballistic states are generic to many 1D quasiperiodic systems with a mobility edge. As we show in Sec. IV E, it is this generic behavior that governs thermoelectric properties, irrespective of further details.
We begin by studying the low-temperature behavior, choosing $T = 0.1 (t/k_B)$. This temperature regime is relevant for experiments involving ultracold atoms in optical lattices [57] and allows us to clearly distinguish the nontrivial spectral structures reflected in the behavior of the transport coefficients.

We observe in Fig. 5 that the electrical and thermal conductances closely follow the structure of the transmission function, with significant transport occurring only within the conducting bands around and above the mobility edge. Moreover, we notice that the Wiedemann-Franz law does not hold over, we notice that the Wiedemann-Franz law does not hold.

C. Efficiency at maximum power

From the study of low-temperature transport, it is clear that by tuning the chemical potential it is possible to obtain an extremely efficient autonomous thermal machine at finite power output. In order to study the machine’s performance more systematically, we now focus on the conditions for generating the maximum power. In the linear-response regime with fixed $\Delta T$, the power is maximized when $\Delta \mu = eS\Delta T/2$. 

![FIG. 5. (a) Electric conductance and (b) thermal conductance as a function of chemical potential at fixed temperature $T = 0.1(t/k_B)$.](image1)

![FIG. 6. (a) Seebeck factor and (b) thermoelectric figure of merit as a function of chemical potential at fixed temperature $T = 0.1(t/k_B)$.](image2)
equivalently, the optimal $\eta$ of electric power, with an efficiency reaching $T = \text{absolute maximum power}$. In this section, we explore the performance of the quasiperiodic thermal machine with a focus on cases where $J_N > 0$. As before, we distinguish situations where $J_N > 0$ and $J_N < 0$—corresponding to heat transport by particles or holes, respectively—and perform a separate maximization for each case.

In Fig. 8, we show the maximum power and the corresponding efficiency as a function of temperature. We first focus on cases where $J_N > 0$. The power grows linearly at high temperature, while $\mu^*$ decreases, as shown in the inset of Fig. 8. The drop in efficiency visible around $T \lesssim t/k_B$ is due to the particular structure of the spectrum: Here, the transport window includes both ballistic bands, leading to a more symmetric transmission function. At even higher temperature, $\mu^*$ lies below $E_c$ on the localized side, and the whole structure of the spectrum is exploited. All ballistic bands are included in the transport window (giving high power), but the transmission profile remains asymmetric and enhances the thermoelectric response (giving high efficiency). Therefore, the properties of the GAAH model are here essential to obtain an efficient thermal machine with finite power output at high temperature.

We repeat this study of maximum power for chemical potentials where $J_N < 0$, shown by the dashed blue lines in Fig. 8. The machine initially produces more power in this region, but as the temperature increases the recorded power output assumes values closer to those of the previous case and we see the two lines overlap in the plot, since the transport window broadens to cover the whole spectrum. The efficiency at maximum power converges to the CA bound, i.e., $\eta_{\text{CA}}/2$, more quickly than in the case where $J_N > 0$. Moreover, the optimal chemical potential increases with temperature, with $\mu^*$ moving well above the uppermost edge of the ballistic region for large $T$. Therefore, the strong thermoelectric response here is due mainly to the band edge.

Nevertheless, the presence of the mobility edge still enhances efficiency. In order to show this, we compute analogous data for a clean tight-binding wire, corresponding to Eq. (14) but with $V_0 = 0$ and with $r = \gamma$ as before. In this case, particle-hole symmetry is broken at the edges of the spectrum located at energies $E = \pm 2t$. This leads to two perfectly symmetric points of maximum power, whose distance from
the center of the conducting region (inset).

the center of the spectrum at \( E = 0 \), one below and the other above, increases with temperature. As shown in Fig. 9, the efficiency saturates the CA bound at high temperature, while the maximum power is higher than for the GAAH model due to the larger number of conducting states. However, at low and intermediate temperatures where the spectral characteristics can be resolved, the thermoelectric efficiency of the clean wire, due exclusively to the presence of band edges, is lower than for a quasiperiodic system supporting a mobility edge also.

E. Beyond the GAAH model: A phenomenological transmission function

The GAAH model has a fractal spectrum which is reflected by the position of the peaks in the transmission function. Here we show that the fine-grained structure of this fractal spectrum is unimportant for the physics described above. To that end, we study the transport properties of the setup by modeling its transmission function with a series of boxcar functions of height and width corresponding to the different ballistic regions of the GAAH model. By construction, these boxcar functions lack any fine structure whatsoever.

In Fig. 10(a), the boxcar approximation is plotted together with the exact transmission function from Fig. 4(b). With this phenomenological transmission function, we now calculate the transport properties. Figure 10(b) shows the electrical conductance \( G \) as obtained from the phenomenological approach along with the exact value of \( G \) for the GAAH model, showing excellent agreement up to an overall scale factor. The factor occurs because, due to the fractal nature of the spectrum of the GAAH model, the integral of the true transmission function of the GAAH model is a fraction of that of the boxcar transmission function. Other Onsager coefficients obtained from the phenomenological model also differ by the same overall factor. This, in turn, means that quantities defined as a ratio of the Onsager coefficients show excellent agreement with the GAAH model. This is shown in Fig. 10(d) for the efficiency at maximum power. Because of the extreme simplicity of the phenomenological transmission function, the contribution from each boxcar function can be calculated analytically for both \( G \) and \( S \). Furthermore, this phenomenological transmission function can also be arrived at more microscopically in the weak system-bath coupling limit (see Appendix B).

This exercise shows that the physics described in previous sections is not a specific property of the GAAH model that we have considered here. Any system with similar coarse-grained features in its transmission function will show the same qualitative behavior. Such transmission functions are expected in other quasiperiodic 1D systems with a mobility edge separating ballistic and localized states. Hence, our results exemplify the thermoelectric properties of all such systems.

V. CONCLUSIONS

Nanoscale thermoelectrics rely on the principle of energy filtering, where only particles within a certain energy window are allowed to flow. Here, we have shown that the localization transition in certain quasiperiodic systems gives rise to an effective energy filter and thus a novel class of efficient quantum thermal machines. In particular, we have characterized the thermoelectric properties of a generalized Aubry-André-Harper model proposed in Ref. [34]. This model displays several remarkable spectral features, including a mobility edge in one dimension, whose position as a function of the Hamiltonian parameters is known analytically, and conducting bands lying above the mobility edge that support ballistic transport. We have shown how these properties can be exploited to design a versatile and efficient heat engine.
These results rely on the assumption of weak applied bias, so that the response of the system is linear in the temperature and chemical-potential differences. Future work will extend the analysis to far-from-equilibrium scenarios in order to assess the full nonlinear response of the system. Here, the ability to tune the transmission profile of quasiperiodic systems by changing their Hamiltonian parameters could prove crucial in obtaining high efficiency at finite power output [19].

Our proposal could be experimentally tested using ultracold neutral atoms trapped in bichromatic optical lattices. Although realizing the specific GAAH potential (21) may be challenging in this context, it is possible to engineer 1D quasiperiodic systems with a mobility edge by other means, e.g., by lowering the primary lattice depth so that hopping processes beyond nearest neighbor play a role [33,35–37]. These systems, which have been experimentally realized recently [45,46], have similar spectral features and thus should display similar thermoelectric properties to the GAAH model studied in this work. For example, if we assume the same nearest-neighbor interaction term $t \sim h \times 500 \text{ Hz}$ adopted in the laboratory for $^{40}$K atoms at $0.15 \, T_F$ [46], where $T_F$ is the Fermi temperature, our units for temperature read $1 \, t/k_B \sim 0.1 \, T_F$. Working in the linear-response regime simplifies our theoretical analysis, but it determines a very low power output ($t^2/h \sim 2.0 \times 10^{-28} \, W$). We expect the power to be considerably higher if generated using the toolbox of two-terminal transport measurements that has been developed for ultracold neutral atoms, where large applied biases have been demonstrated [57–61]. Furthermore, the effect of attractive or repulsive interparticle interactions could be experimentally investigated in such a setup. Here, a rich interplay between many-body localization, superfluidity, and nonequilibrium transport phenomena is expected to emerge.

Looking further ahead, many other families of quasiperiodic systems exist, displaying the whole gamut of possible transport behaviors (see, for example, Ref. [83]) and topological effects [84]. However, the thermoelectric properties of these systems are virtually unexplored as yet. Our work represents a demonstration of the promise of quasiperiodic thermal machines, but their full potential for quantum thermodynamics remains to be uncovered.
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**APPENDIX A: DEPENDENCE ON SYSTEM-BATH COUPLING**

The study of the proposed quasiperiodic thermoelectric is characterized by a large number of parameters to control and tune in order to reach the highest possible efficiency at finite power output. In the main text, we show the properties of the thermal machine computed at an intermediate coupling regime, with $\gamma$ fixed equal to $t$. The analysis of the efficiency is, in fact, independent of this choice. In order to show this, we compute the Onsager coefficients of the same system, keeping the temperature and chemical potential constant and changing just the strength of the coupling between the central chain and the reservoirs. We have found that the forms of $L_{11}$, $L_{12}$, and $L_{22}$ as function of chemical potential remain the same regardless of $\gamma$, up to an overall factor. A change in the coupling constant affects just the magnitude of the coefficients, as is evident from the conductance plotted in Fig. 11(a). The magnitude initially increases with $\gamma$, but, after reaching a maximum at an optimum $\gamma^*_c$, it drops as the particles begin to be scattered back to the reservoirs without entering the central region because of the high impedance mismatch. The same kind of behavior is observed also for the other coefficients $L_{12}$ and $L_{22}$ in all temperature ranges. Quantities deriving from a ratio of the Onsager coefficients, such as the thermopower $S$ and the figure of merit ZT, are thus independent of $\gamma$, as shown in Fig. 11(b).

As a consequence, in the limit of large system size it is possible to maximize the power output of the machine while keeping its efficiency constant, just by tuning the coupling of the chain to the baths in the setup. In Fig. 12, we collect, for different values of $\gamma$, results for the maximum power and the efficiency at the chemical potential which gives the highest value for the electric power output when $T = 0.1 \, t/k_B$. The corresponding value of the chemical potential is the same at every $\gamma$ and the efficiency remains constant apart from small numerical fluctuations, as expected. We see, instead, the power rising linearly for small $\gamma$, reaching the highest value at $\gamma \sim 2.0 \, t$, and subsequently decaying with a power law. The parameter $\gamma$ can be then fixed without loss of generality, and, moreover, can be used to control the maximum power output without affecting the efficiency of the thermal machine.

FIG. 11. Dependence of the transport properties on the system-bath coupling strength $\gamma$. (a) Electrical conductance as a function of the distance between the chemical potential and the mobility edge, obtained for multiple choices of $\gamma$. All curves have the same form and differ only in their magnitude. (b) Figure of merit around the mobility edge for different $\gamma$. Since the three coefficients show the same behavior, their combination is $\gamma$ independent and the different curves completely overlap. We adopt the same quasiperiodic chain used in the main text, fixing the temperature at $T = 0.1 \, t/k_B$. 

\[ G(t^2/h) \]

\[ L_{11} = 0.01 \, t \]

\[ L_{12} = 0.04 \, t \]

\[ L_{22} = 0.05 \, t \]

\[ \gamma = 1.0 \, t \]

\[ \gamma = 1.5 \, t \]

\[ \gamma = 2.0 \, t \]

\[ \gamma = 10.0 \, t \]

\[ \mu - E_c(t) \]

\[ ZT \]
It is evident that in order to get a coefficient $L_{12}$ different from zero, the eigenstates need to behave differently for energy above or below the chemical potential $\mu$. With this condition, the Seebeck coefficient, which is introduced in Eq. (7) and enters quadratically in the definition of the figure of merit, can assume finite values. If the spectrum of the system contains an isolated cluster of eigenstates, the strongest thermoelectric effects arises when the chemical potential is placed at their edges, since there are no states contributing below or above a certain index $n^*$ in the sum appearing in Eqs. (B3)–(B5). On the other hand, for a system exhibiting a mobility edge at $E_c = E_{n^*}$, the eigenfunctions scale with the system size $N$ as follows:

$$\Phi_{2n}^2 \sim e^{-N} \text{ if } n < n^*,$$

$$\Phi_{2n}^2 \sim \frac{1}{N} \text{ if } n > n^*. \tag{B6}$$

The sums can be then split into two parts: the terms for $n < n^*$ and for $n > n^*$. The former terms will go to zero as $N$ increases, while the latter will converge to a finite value.

We now make a further assumption that the eigenfunctions $\Phi_{2n}$ contribute approximately the same weight for each value of $n > n^*$ in Eqs. (B3)–(B5). The Onsager coefficients for large enough $N$ can be thus approximated, up to a proportionality constant, by

$$L_{11} \propto \gamma e^2 T \frac{1}{N} \sum_{n < n^*} (-f'(E_n)), \tag{B7}$$

$$L_{12} \propto \gamma e^2 \sum_{n > n^*} (E_n - \mu)[-f'(E_n)], \tag{B8}$$

$$L_{22} \propto \gamma T \sum_{n > n^*} (E_n - \mu)^2[-f'(E_n)]. \tag{B9}$$

We display in Fig. 13 the comparison between the exact computation carried out through the Landauer-Büttiker integrals and the predictions of the above equations. We notice that the proportionality constant, independent of the system size, is the same for all three Onsager coefficients. As a consequence, it does not affect quantities such as the thermopower, the figure of merit, or the efficiency. Therefore, we see that we only require the single-particle eigenvalues of the system to accurately recover the essential physics, up to a proportionality constant.

Now, we take one further step of approximation. We note that the single-particle eigenvalues occur in clusters, as evidenced by the ballistic bands in Fig. 4(b). Because of quasiperiodicity, these eigenvalue clusters have a finer self-similar structure. We now choose to completely ignore this finer structure and replace the summations in Eqs. (B3), (B8), and (B9) by integrals over the width of each ballistic band. This amounts to phenomenologically modeling the transmission function by a series of boxcar functions, as done in Sec. IV E. With this simplified assumption, we can derive closed-form analytical expressions for the contribution from each boxcar function to the Onsager coefficients $L_{11}$ and $L_{12}$.

FIG. 12. (a) Efficiency at maximum power as a function of the system-bath coupling, for a fixed chemical potential, $\mu - E_c = 1.57 t$. Since the Onsager coefficients are modified by the same prefactor when $\gamma$ is changed, the efficiency remains constant. (b) Maximum power transferred by the machine at the same values of $\gamma$. It is evident that it is possible to tune the system-bath coupling in such a way to optimize power without changing efficiency.

APPENDIX B: ANALYTICAL RESULTS IN THE WEAK-COUPLING LIMIT

In Sec. II C, we describe the importance of breaking the symmetry between the dynamics of the electrons above and below the chemical potential, or, in other words, the electron-hole symmetry, in order to obtain a good thermoelectric. A simple way to realize this effect is to put an energy filter on the central system to prevent the transmission at certain energies. This may be achieved, for example, by a band edge or a mobility edge. Here we analytically demonstrate the enhancement of thermoelectric effects due to this mechanism.

The particle and heat currents in a one-dimensional system among two fermionic reservoirs, within the WBL approximation and in the weak system-bath coupling limit, can be expressed directly as a function of the eigenstates of the isolated system [52]:

$$J_e = 2e \gamma \sum_{n=1}^{N} \Phi_{2n}^2 \frac{\Phi_{2n}^L}{\Phi_{2n}^L + \Phi_{2n}^R} [f_L(E_n) - f_R(E_n)], \tag{B1}$$

$$J_h = 2 \gamma \sum_{n=1}^{N} \Phi_{2n}^2 \frac{\Phi_{2n}^R}{\Phi_{2n}^L + \Phi_{2n}^R} [f_L(E_n) - f_R(E_n)], \tag{B2}$$

where $\Phi_{2n}$, $l = L, R$ is the component of the $n$th eigenstate on the first ($l = L$) or the last ($l = R$) site of the chain. In the linear-response regime, we thus obtain the Onsager coefficients for reference values of $\mu$ and $T$:

$$L_{11} = 2e \gamma e^2 T \sum_{n=1}^{N} \frac{\Phi_{2n}^2 \Phi_{2n}^R}{\Phi_{2n}^L + \Phi_{2n}^R} [-f'(E_n)], \tag{B3}$$

$$L_{12} = 2e \gamma e T \sum_{n=1}^{N} \frac{\Phi_{2n}^2 \Phi_{2n}^R}{\Phi_{2n}^L + \Phi_{2n}^R} (E_n - \mu)[-f'(E_n)], \tag{B4}$$

$$L_{22} = 2 \gamma T \sum_{n=1}^{N} \frac{\Phi_{2n}^2 \Phi_{2n}^R}{\Phi_{2n}^L + \Phi_{2n}^R} (E_n - \mu)^2[-f'(E_n)]. \tag{B5}$$

The expressions above are strictly valid only in the weak system-bath coupling regime. However, for larger $\gamma$ the only error is an overall multiplicative factor, which is the same for all the currents and Onsager coefficients. Considerations about quantities defined through ratios of Onsager coefficients can be then regarded as generic, since these prefactors cancel each other.

The expressions above are strictly valid only in the weak system-bath coupling regime. However, for larger $\gamma$ the only error is an overall multiplicative factor, which is the same for all the currents and Onsager coefficients. Considerations about quantities defined through ratios of Onsager coefficients can be then regarded as generic, since these prefactors cancel each other.

It is evident that in order to get a coefficient $L_{12}$ different from zero, the eigenstates need to behave differently for energy above or below the chemical potential $\mu$. With this condition, the Seebeck coefficient, which is introduced in Eq. (7) and enters quadratically in the definition of the figure of merit, can assume finite values. If the spectrum of the system contains an isolated cluster of eigenstates, the strongest thermoelectric effects arise when the chemical potential is placed at their edges, since there are no states contributing below or above a certain index $n^*$ in the sum appearing in Eqs. (B3)–(B5). On the other hand, for a system exhibiting a mobility edge at $E_c = E_n$, the eigenfunctions scale with the system size $N$ as follows:

$$\Phi_{2n}^2 \sim e^{-N} \text{ if } n < n^*,$$

$$\Phi_{2n}^2 \sim \frac{1}{N} \text{ if } n > n^*. \tag{B6}$$

The sums can be then split into two parts: the terms for $n < n^*$ and for $n > n^*$. The former terms will go to zero as $N$ increases, while the latter will converge to a finite value.

We now make a further assumption that the eigenfunctions $\Phi_{2n}$ contribute approximately the same weight for each value of $n > n^*$ in Eqs. (B3)–(B5). The Onsager coefficients for large enough $N$ can be thus approximated, up to a proportionality constant, by

$$L_{11} \propto \gamma e^2 T \frac{1}{N} \sum_{n < n^*} [-f'(E_n)], \tag{B7}$$

$$L_{12} \propto \gamma e^2 \sum_{n > n^*} (E_n - \mu)[-f'(E_n)], \tag{B8}$$

$$L_{22} \propto \gamma T \sum_{n > n^*} (E_n - \mu)^2[-f'(E_n)]. \tag{B9}$$

We display in Fig. 13 the comparison between the exact computation carried out through the Landauer-Büttiker integrals and the predictions of the above equations. We notice that the proportionality constant, independent of the system size, is the same for all three Onsager coefficients. As a consequence, it does not affect quantities such as the thermopower, the figure of merit, or the efficiency. Therefore, we see that we only require the single-particle eigenvalues of the system to accurately recover the essential physics, up to a proportionality constant.

Now, we take one further step of approximation. We note that the single-particle eigenvalues occur in clusters, as evidenced by the ballistic bands in Fig. 4(b). Because of quasiperiodicity, these eigenvalue clusters have a finer self-similar structure. We now choose to completely ignore this finer structure and replace the summations in Eqs. (B7), (B8), and (B9) by integrals over the width of each ballistic band. This amounts to phenomenologically modeling the transmission function by a series of boxcar functions, as done in Sec. IV E. With this simplified assumption, we can derive closed-form analytical expressions for the contribution from each boxcar function to the Onsager coefficients $L_{11}$ and $L_{12}$.
To state the result concisely, we define the following three functions:

\[ A = \tanh\left(\frac{\mu - E_1}{2k_B T}\right), \quad B = \tanh\left(\frac{E_2 - \mu}{2k_B T}\right), \]

\[ C = \log\left[\cosh\left(\frac{\mu - E_1}{2k_B T}\right)\text{sech}\left(\frac{E_2 - \mu}{2k_B T}\right)\right]. \]

The contribution to \( L_{11} \) and \( L_{22} \) from a band of ballistic states between \( E_1 \) and \( E_2 \) is then given by

\[ L_{11} \propto e^{2T_y \gamma} \frac{N}{N} [A + B], \quad (B10) \]

\[ L_{12} \propto e^{2T_y \gamma} \frac{N}{N} [(E_1 - \mu)A + (E_2 - \mu)B + 2k_B TC]. \quad (B11) \]

To show the correctness of these results, we plot the conductance \( G \) and Seebeck coefficient \( S \) for chemical potentials \( \mu \) close to the mobility edge. At low temperatures, only one cluster contributes, and this contribution should match the exact formula. Indeed, we see that \( G \) is qualitatively identical to a proportionality constant, while \( S \) is both qualitatively and quantitatively the same. The Seebeck coefficient starts to deviate for higher \( \mu \) due to contributions from the next cluster of ballistic states. This can be remedied by modifying the boxcar function corresponding to the next cluster, as shown in obtaining Fig. 10(c).
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