**Abstract:** The validation of numerical tools employed in the analysis of incidental transients in a fusion reactor is a topic of main concern. KIT is taking part in this task providing both experimental data and by performing numerical analysis in support of the main codes used for the safety analyses of the Helium Cooled Pebble Bed (HCPB) blanket concept. In recent years, an experimental campaign has been performed in the KIT-HELOKA facility to investigate the behavior of a First Wall Mock-Up (FWMU) under Loss Of Flow Accident (LOFA) conditions. The aim of the experimental campaign was twofold: to check the expected DEMO thermal-hydraulics conditions during normal and off-normal conditions and to provide robust data for code validation. The present work is part of these validation efforts, and it deals with the analysis of the LOFA experimental campaign with the system code MELCOR 1.8.6 for fusion. A best-estimate methodology has been used in support of this analysis to ease the distinction between user’s assumptions and code limitations. The numerical analyses are here described together with their goals, achievements, and lesson learnt.
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**1. Introduction**

Two breeding blanket (BB) concepts are under development for the EU DEMO (Demonstration Power Plant): the Helium Cooled Pebble Bed (HCPB) BB concept and the Water Cooled Lithium Lead (WCLL) BB concept [1]. The HCPB blanket concept is characterized by EUROFER as structural material, the advanced ceramic breeder material based on a mixture of Li$_4$SiO$_4$ and Li$_2$TiO$_3$, and Be$_{12}$Ti as neutron multiplier material [2].

In recent years, the Karlsruhe Institute of Technology (KIT) has performed several experimental campaigns to qualify the HCPB design and to provide experimental data for code validation studies [1,3]. One of these campaigns involved a First Wall Mock-Up (FWMU) under different Loss Of Flow Accident (LOFA) conditions [4].

The mock-up consists of a P92 steel plate crossed by 10 U-shaped channels (Figure 1) [5]. The channels are divided into two groups fed by independent headers. The mock-up is heated in the central zone through to a beam gun, and the LOFA event is reproduced closing a valve on the outlet header of five channels (in the remaining five channels, the mass flow rate remains in nominal conditions). Several LOFA scenarios are investigated depending on the percentage of valve opening: valve 60% open, 40% open, 20% open, 10% open, 5% open, and 0% open (full LOFA).
The present paper is part of these validation studies performed at KIT. Some representative tests of the FWMU-LOFA experimental campaign have been reproduced with the MELCOR 1.8.6 for fusion. The code is adopted for the accident analyses for DEMO in-vessel components in EUROfusion [6]. The aim is to assess the capabilities of three aspects of the code:

- The hydrodynamic model implemented in MELCOR;
- The capability to reproduce heat transfer phenomena among adjacent heat structures;
- The fluid-wall heat transfer.

The approach to perform this study is the same adopted for the RELAP5-3D code [4]: mean tests are depicted from the experimental tests carried out, and a best-estimate methodology is used to ease the distinction between user’s effects and code limitations. The adopted best-estimate methodology is the “Best-Estimate Model Calibration and Prediction through Experimental Data Assimilation” methodology [7]. This rigorous methodology is based on the information theory and the Bayes’ theorem, and it requires an accurate model-oriented choice of parameters and responses to provide best-estimated evaluations of the selected parameters and responses. The theoretical details of this methodology can be found in [7], while the Best-estimate for SYstem Codes software (BeSYC) used to apply it is described in [8] (References [4,8] are published in the same Applied Sciences issue. The reader is advised to look at the two papers for further information concerning the LOFA experimental campaign and the software used to apply the best-estimate methodology).

2. Materials and Methods

2.1. The Mock-Up

The FWMU is a 710 × 405 × 45 mm plate made of P92 steel crossed by 10 U-shaped cooling channels (Figure 1) [5]. Each channel has a 15 × 15 mm square section with rounded edges (4 mm radius). Two circular nozzles (8 mm diameter and 2 mm thickness) feed each channel: one in horizontal direction and one in the vertical one. A counter-current flow is established through neighbor channels, i.e., if one channel is fed through the horizontal channel, the adjacent one is fed through the vertical nozzle. Steel walls (5 mm thickness)
separate the straight parts of the u-tubes and each channel from the neighboring ones. The upper and lower plates are 3 and 27 mm thick, respectively.

2.2. HELOKA-HP Facility

HELOKA-HP is an experimental facility for testing helium-cooled components at high temperature and high pressure. The facility consists of an 8-shaped loop, with a test section on the hot leg side [9]. The test section is enclosed in a cylindrical vessel reproducing DEMO operational vacuum conditions.

A complex piping arrangement (Figure 2) connects the single hot leg of the facility with the 10 channels of the FWMU. Two separated inlet headers are used to split the coolant flow through the two channel groups. In the same way, two different outlet headers collect the helium coming from the FWMU.

![Figure 2. Arrangement of the pipes feeding the FWMU.](image)

Several sensors are installed along the pipes. Inlet coolant temperatures are measured for Channels 3 and 8, whereas outlet coolant temperatures and pressures are measured on Channels 2, 3, 4, 8, and 9 (the temperature sensor on Channel 7 was defective, so it is not considered). Differential pressure sensors are also installed on these channels, providing a measure of the pressure drop occurring across them. Additionally, two flow meters measure the mass flow rate on the two outlet headers. No pressure nor temperature measurements are performed on Channels 1, 5, 6 and 10. A complete description of the facility can be found in [9].

2.3. Pressure Drop Characterization Tests

The FWMU was originally manufactured to test different manufacturing techniques, and then it was repurposed for the LOFA experimental campaign [4]. To evaluate the manufacturing quality, and to get an understanding of the flow behavior through each channel, the FWMU was subjected to several pressure drop characterization tests [10]. The tests were carried out injecting air at different mass flow rates into each one of the ten channels of the FWMU. The air at the inlet was kept at constant temperature (20 °C) and at nearly constant pressure (~6 bar), whilst the mass flow rate was decreased, step by step. Different mass flow rate profiles were employed for each channel and for each entrance direction (horizontal or vertical). The boundary conditions adopted are aimed at reproducing the Reynolds number foreseen in the LOFA experimental campaign.

These tests resulted in a large amount of experimental data that showed an overall good flow behavior, except for Channels 1 and 2. These two channels resulted affected by high pressure losses due to an imperfect construction. This behavior made them unsuitable for the LOFA tests and pushed for a peculiar experimental setup (see next section).
2.4. LOFA Tests

The LOFA experimental campaign was performed with the purpose of evaluating the response of the FW under accidental conditions [4]. The tests were carried out keeping a constant heat flux on top of the FWMU central zone (Channels 3, 4, 7 and 8), while reducing the helium flow through Channels 1–5. The heated channels were selected starting from the outcomes of the pressure drop characterization tests [10]. The reduction was obtained installing a valve on the outlet header of the circuit and modifying its opening degree. Six scenarios were investigated with valve opening of 60%, 40%, 20%, 10%, 5%, and 0% respectively. A valve fully closed at 0% is also called full LOFA. Simultaneously, efforts were made to keep the flow in the circuit feeding Channels 6–10 as stable as possible being the two inlet headers fed by the same circuit.

The experimental campaign investigated two different heat loads: 300 and 330 kW/m². The heat was provided through an electron beam gun installed outside the cylindrical vacuum tank. The duration of the tests was limited to avoid the increase of the surface temperature above the design limit of 550 °C.

Several repetitions were performed throughout the days to gather a sufficient number of repetitions. The aim was to use these repetitions to investigate only “average” tests in the post-test analysis phase. Further details on the experimental campaign can be found in [4].

2.5. Basic of the Best-Estimate Methodology

In support of the validation work, the “Best-Estimate Model Calibration and Prediction through Experimental Data Assimilation” methodology was applied [7]. This methodology is based on the evaluation of best-estimated “parameters” and “responses” starting from experimental and computational data. The correlations between computed parameters and responses (namely sensitivities) are investigated applying a brute force method with a variation of a single parameter in the order of ±3–5% with respect to the “default” value [11].

The outcome of the methodologies are the best-estimated evaluations of the parameters, the responses, and their uncertainties. The best-estimated uncertainties are contained in variance–covariance matrices also exploiting the influence of each parameter (or response) on the others. These results can be used to write best-estimate code input decks and to perform statistical analyses. The methodology is applied by means of the BeSYC software, which is described in [8].

2.6. MELCOR Models

2.6.1. Single-Channel Model

The MELCOR 1.8.6 single-channel model was developed with the aim to reproduce the thermal-hydraulic behavior of a single FWMU channel during the Pressure Drop Characterization Tests. Starting from a geometry-based model, a “doubling” procedure was applied with the purpose to find a discretization having a sufficient low influence on the computed results. The number of control volumes (CVs) was increased progressively until the difference among the pressure drops in two subsequent discretizations was below 1/1000 of the pressure at the outlet. The additional L/D ≥ 1 requirement was applied to avoid too-small Courant time-steps.

The obtained model consisted in 16 volumes for each nozzle and 28 volumes for the square tube (Figure 3). An additional time-independent volume was employed to impose fluid conditions at the inlet, whilst a time-dependent junction was applied at the outlet to set the mass flow rate. Since, in MELCOR, it is possible to specify the time-dependent flow path only in terms of velocities, an appropriate control function (CF) was created to calculate the velocities considering the fluid properties and the mass flow rates at the outlet.
Figure 3. Single-channel model (out of scale).

Heat structures (HSs) were added to represent the horizontal and vertical nozzle tubes and the FWMU steel structure. In particular, a total of 97 HSs were employed to simulate the top and bottom plates, the lateral wall and the inner wall separating the straight parts of the square tube. For all the structures, a constant temperature (20 °C) was imposed on the external surface facing the “environment”, whereas a convective boundary condition (with the heat transfer coefficient calculated by MELCOR itself) was applied to the inner surface. Since the P-92 steel is not included in the MELCOR 1.8.6 database for materials, its properties (specific heat, conductivity, and density) were defined as a function of temperature through three different tabular functions (TFs). All the values in the tables are the ones proposed in [4].

2.6.2. Complete Model

The single-channel mode was used as basis to develop the model to simulate the selected LOFA scenarios. The entire FWMU installation and most of the pipes present in the test section of the HELOKA-HP facility were reproduced paying particular attention to the real geometry and dimensions of the system, still trying to minimize the nodalization influence on the results.

The MELCOR model for the entire FWMU installation was the result of the merging of ten single-channel calibrated models. Compared to these single-channel models, only a slight modification in the number of CVs modeling horizontal and vertical nozzles was introduced to have a more accurate representation of their real length. The CVs were initially set in non-equilibrium state, and they were filled with pure Helium as a working fluid. Heat structures were employed to model the steel nozzles as well as the FWMU plate. In particular, HSs for the upper and lower part of the plate (henceforth, Top and Bottom plates, respectively) were arranged in order to have a direct correspondence between upper and lower structures. In addition, more HSs were created to reproduce the walls between the tubes. An adiabatic condition was imposed on the outer side of all the structures, except the ones under direct heat load, whereas convective heat transfer coefficients were evaluated by the code itself on the inner side, employing the Dittus–Boelter correlation. The heat load was considered constant for the duration of each test and homogeneous on the whole heated area.

To compensate for the lack of a conduction model in MELCOR and considering the importance of the heat exchange among neighboring HSs during a LOFA event [4], a
A conduction model was introduced through control functions to reproduce the temperature distribution of the top plate of FWMU, especially when under heat load. The model was based on the principle that each rectangular heat structure constituting the top plate exchanges heat with four neighbor HSs, one for each side. The exchanged heat was imposed as an internal power source for each structure through a control function, the value of which was defined as the sum of the contribution from the surrounding HSs, as shown in Figure 4.

![Figure 4. Wall–wall heat transfer model.](image)

The piping system was reproduced by means of control volumes and flow paths. Given the presence of temperature, pressure, and flow sensors, it was possible to reduce the portion of the facility to be modeled from the position of the inlet temperature sensors up to the flowmeter at the outlet (Figure 2). These pipes are:

- The inlet pipes spanning from the inlet temperature/pressure sensors up to the Swagelok connecting them with the FWMU nozzles;
- The outlet pipes from the FWMU nozzles up to the two outlet headers (one for Channels 1–5, and the other for Channels 6–10);
- The outlet headers up to the position of the flow meters.

The piping arrangement adopted in the facility makes the outlet headers the sole flow connections between the channels of each branch (the two branches are independent). For all inlet/outlet pipes and for both headers, a “doubling” procedure similar to the one presented for the single-channel model was applied, still considering a maximum influence on the results equivalent to 1/1000 of the lowest pressure in the system.

Inlet conditions of each tube were set through 10 time-dependent volumes, whilst two time-dependent flow paths were modeled in order to impose the mass flow rate for the two circuits cooling the FWMU. Attention was also paid to the correct reproduction of the pressure losses across the pipes: proper form losses coefficients were employed in the bends or in the segments with flow area variations.

3. Results

3.1. Pressure Drop Characterization Tests

The single-channel model was used to reproduce the Pressure Drop Characterization Tests, and the BE methodology was applied to calibrate it. Since the purpose of the characterization tests was the evaluation of the pressure drops across each one of the 10 channels constituting the FWMU, the selected response for the methodology was the pressure difference ($\Delta p$) between inlet and outlet. Instead, four parameters were selected for each channel:

- The loss coefficient in the junction connecting the vertical nozzle to the FWMU channel ($K_v$);
- The loss coefficient in the 180° bend ($K_b$);
- The loss coefficient in the junction connecting the FWMU channel to the horizontal nozzle ($K_h$);
- The surface roughness ($\varepsilon$).
The choice to consider each channel independent from the others is pushed from the different behavior shown by each channel in the pressure drop characterization tests. However, albeit independent, the initial parameter values were adopted identical for all the channels, with an exception for Channel 1, for which the default results were too distant from the experimental ones (this discrepancy is linked with the faulty welding described in Section 2.3).

As an outcome of the best-estimate methodology, mean calibrated parameters were obtained (Table 1). As it can be depicted from Table 1, the calibrated surface roughness is identical for each channel, and it is also identical to the initial assumed value. This behavior highlights their small influence on these tests. Instead, the spreading of the $K_v$, $K_b$, and $K_h$ values indicate their preeminent influence in shaping the pressure losses through the channels. The different values shown for each channel are a direct reflection of the different pressure losses experimentally shown through the tests.

| Ch. | Horizontal Inlet | Vertical Inlet |
|-----|-----------------|----------------|
|     | $K_v$           | $K_b$          | $K_h$         | $K_v$           | $K_b$          | $K_h$         |
| 1   | 1.45 ± 0.24     | 0.71 ± 0.16    | 1.60 ± 0.40   | 1.69 ± 0.24     | 0.50 ± 0.12    | 1.60 ± 0.40   | 1.70 ± 0.17  |
| 2   | 1.06 ± 0.19     | 0.62 ± 0.14    | 1.53 ± 0.38   | 1.15 ± 0.18     | 0.41 ± 0.10    | 1.53 ± 0.38   | 1.70 ± 0.17  |
| 3   | 0.99 ± 0.18     | 0.60 ± 0.14    | 1.52 ± 0.38   | 1.01 ± 0.17     | 0.39 ± 0.10    | 1.51 ± 0.38   | 1.70 ± 0.17  |
| 4   | 0.88 ± 0.18     | 0.56 ± 0.14    | 1.50 ± 0.38   | 0.80 ± 0.17     | 0.36 ± 0.10    | 1.49 ± 0.38   | 1.70 ± 0.17  |
| 5   | 0.93 ± 0.18     | 0.58 ± 0.14    | 1.51 ± 0.38   | 1.11 ± 0.18     | 0.40 ± 0.10    | 1.52 ± 0.38   | 1.70 ± 0.17  |
| 6   | 0.89 ± 0.18     | 0.56 ± 0.14    | 1.51 ± 0.38   | 0.93 ± 0.17     | 0.38 ± 0.10    | 1.50 ± 0.38   | 1.70 ± 0.17  |
| 7   | 0.97 ± 0.18     | 0.59 ± 0.14    | 1.52 ± 0.38   | 0.94 ± 0.17     | 0.38 ± 0.10    | 1.50 ± 0.38   | 1.70 ± 0.17  |
| 8   | 0.85 ± 0.18     | 0.55 ± 0.14    | 1.50 ± 0.38   | 0.78 ± 0.16     | 0.36 ± 0.10    | 1.48 ± 0.38   | 1.70 ± 0.17  |
| 9   | 0.87 ± 0.18     | 0.55 ± 0.14    | 1.50 ± 0.38   | 0.86 ± 0.17     | 0.37 ± 0.10    | 1.49 ± 0.38   | 1.70 ± 0.17  |
| 10  | 0.88 ± 0.18     | 0.56 ± 0.14    | 1.50 ± 0.38   | 0.86 ± 0.17     | 0.37 ± 0.10    | 1.49 ± 0.38   | 1.70 ± 0.17  |

The results coming from an input deck adopting these values are compared against the experimental data and the initial estimation in Figure 5 (only Channels 3, 4, 7, and 8 in the flow directions relevant for the LOFA transients). As it can be seen, the Best-Estimate runs reproduce the behavior observed in the experimental tests well enough, even though deviations at high air mass flow rates (>32/34 g/s) are shown. Most likely, the reason is to be found in the set of adopted parameter values for each channel. In principle, a high number of sets can be able to match the pressure drops at each given mass flow rate, but finding a set capable to reproduce all of them together is a more complex task. Therefore, the differences at high mass flow rate suggest only that the chosen set—through the best-estimate methodology—is good enough to reproduce the total pressure drop when its behavior is quasi-linear, but that is not sufficient when the pressure drops stray from linearity.

3.2. Pre-Calibrations

As a matter of fact, the calibration of the FWMU is not sufficient for the correct reproduction of the LOFA transients because the complete model consists of more pipes than only the FWMU ones. To overcome this burden, two sets of pre-calibration were performed to calibrate the pressure drops, the surface roughness, and the parameters involved in the heat transfer:

- the first one considering the thermal–hydraulic conditions characterizing the steady-state at both 300 and 330 kW/m², without applying any heat load;
- the second one considering the thermal–hydraulic conditions characterizing the steady-state at both 300 and 330 kW/m$^2$, with the application of the heat load hitting the portion of the top plate.

![Figure 5. Results of the pressure drop characterization tests: Channels 3 and 4 (horizontal inlet), and Channels 7 and 8 (vertical inlet).](image)

The first set of calibration addressed the parameters related to the pressure drops (pressure drop coefficients and surface roughness), whereas the second one was mainly devoted to obtaining the best-estimated values for the parameters relevant for the heat exchange between coolant and heat structures, and between the heat structures themselves. Since different aspects are involved in the thermal behavior of the system, the following parameters were selected for the second set of calibrations:
- Material properties: conductivity, specific heat, and density of the P92 steel;
- Conduction-related parameters: thickness of the heat structures under heat load, exchange areas among HSs, and characteristic length of all the HSs composing the top plate;
- Convection-related parameters: sensitivity coefficients linked to the Dittus–Boelter formulation embedded.

As responses, the outlet pressures of Channels 2–4 and 7–9 were selected for the calibrations without heat load (the pressure in the other channels was not taken into consideration since no experimental data are available), while the outlet temperatures of Channels 2–4 and 8–9 were adopted for the calibrations with heat load.

A marked improvement was found in the pressure values obtained by MELCOR 1.8.6 after the calibrations with the best-estimate pressures within the uncertainties range of the experimental results for almost all the considered channels. As for the temperature, the results are acceptable considering the nature of the MELCOR code. However, temperatures calculated by MELCOR are lower than the experimental data for all the channels under evaluation \( \Delta T = 2–5 \, \text{K} \), showing that the code is not able to reproduce the heating coming from the friction. Table 2 shows the comparison between the experimental data and the results achieved from best-estimate code run at the steady-states at 330 kW/m\(^2\) (with and without heat load). In total, 103 parameters (more than 1500 terms modified in the input decks) have been calibrated in these pre-calibrations.

### Table 2. Results of the pre-calibration at the 330 kW/m\(^2\) steady-states (with and without heat flow).

| Responses         | Experimental Results | Best-Estimated Results |
|-------------------|----------------------|------------------------|
| \( \Delta p \) — Ch. 2 (MPa) | 7.70 ± 0.015         | 7.67 ± 7.6 × 10\(^{-3}\) |
| \( \Delta p \) — Ch. 3 (MPa) | 7.69 ± 0.015         | 7.67 ± 7.5 × 10\(^{-3}\) |
| \( \Delta p \) — Ch. 4 (MPa) | 7.7 ± 0.015          | 7.67 ± 7.7 × 10\(^{-3}\) |
| \( \Delta p \) — Ch. 7 (MPa) | 7.72 ± 0.015         | 7.71 ± 8.2 × 10\(^{-3}\) |
| \( \Delta p \) — Ch. 8 (MPa) | 7.71 ± 0.015         | 7.71 ± 8.2 × 10\(^{-3}\) |
| \( \Delta p \) — Ch. 9 (MPa) | 7.72 ± 0.015         | 7.71 ± 8.2 × 10\(^{-3}\) |
| Outlet T. — Ch. 2 (°C) | 302.5 ± 1.5          | 300.2 ± 0.2           |
| Outlet T. — Ch. 3 (°C) | 324.2 ± 1.6          | 320.6 ± 0.4           |
| Outlet T. — Ch. 4 (°C) | 321.1 ± 1.6          | 315.6 ± 0.3           |
| Outlet T. — Ch. 7 (°C) | 323.5 ± 1.6          | 319.6 ± 0.3           |
| Outlet T. — Ch. 8 (°C) | 305.4 ± 1.5          | 301.7 ± 0.1           |

### 3.3. LOFA Tests with a Sensitivity Matrix Coming from the Pre-Calibrations

The MELCOR 1.8.6 complete model was employed to simulate 11 LOFA scenarios (the same ones investigated with RELAP5-3D [4]):
- Six cases for the heat load of 300 kW/m\(^2\): 0% valve open (full LOFA), 5%, 10%, 20%, 40%, and 60%;
- Five cases for the heat load of 330 kW/m\(^2\): 0% valve open, 5%, 10%, 20%, and 40%.

Each MELCOR input deck was created starting from the parameters obtained from the preliminary calibrations and employing the initial conditions related to each individual scenario. Then, the sensitivities coming from the preliminary calibrations were considered as a good starting point for the subsequent analysis with the best-estimate methodology. The different scenarios can be divided into three categories:
C1. LOFAs not approaching the 550 °C limit (40% and 60% valve open). Damages on the surface under heat load may arise if this temperature is exceeded, so 550 °C is used as a safety limit;

C2. LOFAs approaching the 550 °C limit, but without showing symptoms of back-flows (5%, 10%, and 20% valve open);

C3. LOFAs approaching the 550 °C limit and showing signs of back-flows (0% valve open).

In contrast to those performed in [4], the “average” tests investigated in the present paper are not created taking into account all the repetitions performed during the different days, but only those performed on a specific day. This reduced set of experiments was chosen being sufficiently representative of the whole experimental campaign.

The comparison between the experimental data and the best-estimate results obtained from the best-estimate methodology for the 40% valve opening scenario at 300 kW/m²—representative for category C1—are shown in Figure 6 (outlet pressure) and Figure 7 (outlet temperature). As it can be observed, the code is able to correctly simulate both the pressure and the temperature trends, but quantitative differences exist in the latter because of the impossibility to reproduce the friction heating. These results show also a small range of uncertainty for the temperatures due to use of a sensitivity matrix obtained in steady-state conditions instead of transient conditions.

Figure 6. Outlet coolant pressure—300 kW/m², 40% valve opening scenario.
The results for the 10% valve opening scenario at 300 kW/m$^2$ are reported in Figures 8 and 9 (scenario representative of the C2 category). In this scenario, the residual coolant flow rate is not sufficient to control the temperature increase, and the tests terminated after a few seconds to comply with the 550 °C safety limit. This scenario is again well-reproduced, but the temperature trends shown by the MELCOR code differ from the experimental ones. These differences are probably linked to the reproduction of the heat transfer among neighbor structures: a too-fast heat exchange among Channels 4 and 8 is established, and the temperature increase is faster (compared to the experimental trends) on Channel 8 (not is LOFA conditions) and slower on Channel 4. The outcome of this behavior is a maximum temperature on Channels 4 roughly 10 °C below than the experimental figure (6–7 °C linked to the friction heating and 3–4 °C related to the heat exchange). By contrast, the temperature in Channel 8 reaches the experimental value at about 29 s, but in a steady-state condition, it was below the experimental value of about 5 °C.

Finally, the results for the 0% valve opening scenario at 300 kW/m$^2$ are shown in Figures 10 and 11 (scenario representative of the C3 category), respectively. This scenario is characterized by the establishment of small back-flows through the channels under LOFA conditions. The effects of this phenomenon are shown on the coolant temperature trend between 16 and 23 s: the temperature increase suddenly stops because the cold coolant is transported back from the outlet header into the mock-up. The coolant in the outlet header is colder than the coolant exiting from Channels 3 and 4, being a mixture of the coolant that crossed also the channels not under heat load (Channels 1, 2, and 5). The establishment of back-flows also turns the outlet temperature sensors into inlet sensors because they start to measure the temperature of the coolant before crossing the mock-up.
Figure 8. Outlet coolant pressure—300 kW/m², 10% valve opening scenario.

Figure 9. Outlet coolant temperature—300 kW/m², 10% valve opening scenario.
Figure 10. Outlet coolant pressure—300 kW/m², 0% valve opening scenario.

Figure 11. Outlet coolant temperature—300 kW/m², 0% valve opening scenario.
The results for this last scenario are again in quite good agreement with the experimental trends, especially concerning the outlet coolant pressure (Figure 10). For the temperature, the same discrepancy found for the 10% valve opening scenario is also present in this scenario (temperature trends different from the experimental ones), but the most important difference is the lack of back-flow in Channel 4 (Figure 11). The same issue was also found in the analysis with the RELAP5-3D code [4]. In this analysis, this behavior is linked primarily to the assumption made regarding the coolant inlet pressure in Channels 1 and 5: since no measurements are performed on these channels, a mean value coming from the reading of Channels 2–4 is used. Other factors playing a role on this issue are also:

- The pressure drop coefficients in reverse direction were not re-calibrated while analyzing the steady-state at 300 and 330 kW/m$^2$ (both with and without heat load) since no experimental data are available;
- The inlet coolant pressure and temperature are available only for few channels.

Overall, the results of each scenario agree sufficiently well with the experimental data, thus suggesting the validity of the models adopted in the MELCOR code. The capabilities of the hydrodynamic model are ensured by the very good agreement achieved concerning the pressure evolution in the channels. The capability to reproduce heat transfer phenomena among adjacent heat structures is demonstrated by the evolution of the coolant temperature in Channels 8 and 9 when the LOFA occurs in Channels 1–5. At the same time, the evolution of the coolant temperature in Channels 3 and 4 shows the capabilities of the fluid-wall heat transfer model (Dittus–Boelter correlation).

### 3.4. Full LOFA Scenario at 300 kW/m$^2$ with Calculated Sensitivities

The analyses performed adopting a sensitivity matrix calculated starting from a steady-state condition were sufficient to demonstrate the capabilities of the MELCOR 1.8.6 code. However, these analyses left two open questions:

- Too-small uncertainty ranges for the outlet coolant temperatures;
- The lack of back-flows in C3 scenarios.

The first issue is probably linked to the use of a sensitivity matrix coming from steady-state conditions, while the second one is probably linked to the assumptions made for the coolant inlet pressure through Channels 1 and 5. To prove the correctness of these two explanations, the Full LOFA scenario at 300 kW/m$^2$ has been re-investigated calculating the sensitivity matrix adopting the brute force method. The set of parameters considered in this analysis was also extended to include the inlet coolant pressure in Channels 1 and 5.

The outlet coolant temperatures from the channels under heat load are shown in Figure 12, while Figure 13 shows the results achieved from the two sensitivity runs performed considering the inlet pressure from Channel 1 as parameter. The results achieved demonstrate that the small uncertainty ranges shown in Figures 7, 9 and 11 are mostly linked with the use of a sensitivity matrix obtained from a steady-state calculation.

However, the uncertainty ranges obtained in MELCOR 1.8.6 are smaller than those obtained in RELAP5-3D [4], but this is not surprising considering that RELAP5-3D offers more options and models to reproduce the thermal-hydraulics of the system.

Instead, the behavior of two sensitivity runs performed considering the inlet pressure from Channel 1 as parameters show that a small variation of this parameter can completely change the outcome of the calculations (non-linear variation in the surrounding of the nominal parameter value). This supports the same conclusion drawn in [4] that linked the inconsistent behavior of the temperature in the C3 scenarios with the user’s assumption made and not with the code.
Figure 12. Outlet coolant temperature—300 kW/m², 0% valve opening scenario with the sensitivity matrix recalculated.

Figure 13. Outlet coolant temperature—300 kW/m², 0% valve opening scenario. Comparison of the two runs adopting the coolant inlet pressure in Channel 1 as parameter for the best-estimate methodology.

4. Conclusions

This paper reports the activities concerning the validation of MELCOR 1.8.6 for fusion against experimental data investigating the behavior of a FWMU in DEMO relevant conditions. The strategy adopted for this activity capitalizes the previous experience with RELAP5-3D [4]. The validation work was divided into two phases: the creation of a
The results show that the best-estimate response obtained with the MELCOR code well reflect the behavior of system in the Pressure Drop Characterization Tests, for all ten cooling channels. Minor differences are found when high air mass flow rates are involved.

The MELCOR 1.8.6 validation was pursued further, with the development of a new model to reproduce the entire FWMU installation and most of the pipes present in the test section of the HELOKA-HP facility. The code was able to reproduce the pressures in the system in all the LOFA scenarios, whereas it showed some difficulties when dealing with temperatures. Despite the lack of an apt model to account for the frictional heating, MELCOR 1.8.6 was able to reproduce the temperature trend, with only minor discrepancies. The additional analysis performed recalculating the sensitivity matrix for the full LOFA scenario at 300 kW/m² supports these conclusions, demonstrating that the small uncertainty range and the discordant temperature behavior in the C3 scenarios are mostly linked to user’s assumptions.

Overall, considering that MELCOR is not a pure thermal–hydraulic code, the results are sufficiently robust to state the overall validity of the employed models in DEMO relevant conditions.
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