REGULARITY OF QUASI-LINEAR EQUATIONS WITH HÖRMANDER
VECTOR FIELDS OF STEP TWO

GIOVANNA CITTI AND SHIRSHO MUKHERJEE

Abstract. If the smooth vector fields $X_1, \ldots, X_m$ and their commutators span the tangent space at every point in $\Omega \subseteq \mathbb{R}^N$ for any fixed $m \leq N$, then we establish the full interior regularity theory of quasi-linear equations $\sum_{i=1}^m X_i^* A_i(X_1 u, \ldots, X_m u) = 0$ with $p$-Laplacian type growth condition. In other words, we show that a weak solution of the equation is locally $C^{1,\alpha}$.
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1. Introduction

The development of partial differential equations arising from families of noncommuting vector fields has been conspicuous since the fundamental work of Hörmander [29]. Such equations, nowadays referred to as sub-elliptic equations, are not elliptic in general. Nevertheless, they have a remarkable structural similarity with elliptic equations. This has been evident in the theory that sub-elliptic linear equations entail, where the given non-commuting vector fields $X_1, \ldots, X_m$ on a domain $\Omega \subseteq \mathbb{R}^N$ satisfy the, so-called, Hörmander’s rank condition

$$\dim \left( \text{Lie}(X_1, \ldots, X_m) \right) = N,$$

at every point in $\Omega$. It was first used in [29] to show that the linear operator $L u = \sum_{i=1}^m X_i^* X_i u$, called sub-elliptic Laplacian or sub-Laplacian, is hypoelliptic. Later, it was found that it also satisfies estimates of the form

$$\|u\|_{S^{k+2,p}} \leq c(N, p) \left( \|L u\|_{S^{k,p}} + \|u\|_{S^{k,p}} \right),$$

where $S^{k,p}$ are Sobolev spaces defined by the vector fields (see Section 2 for details), which clearly shows the resemblance to the corresponding elliptic estimates. This has been unveiled at increasing levels of generality by Folland-Stein [21], Folland [20] and Rothschild-Stein [43]. Their methods also reflect the importance of the special case when the vector fields are left-invariant with respect to a Nilpotent Lie group. The Hörmander’s condition (1.1) endows a stratification on the Lie algebra of such groups and they are called Carnot Groups (see [1]). Later, it has been shown by Nagel-Stein-Wainger [41] (see also Sánchez-Calá [44]) that in the general case,
the Carnot-Carathéodory metric is equivalent to the natural metrics intrinsic to the given vector fields, that are generalizations of the homogeneous metrics of Carnot groups.

These subsequently lead to the development of an extensive literature and nowadays, the theory of linear sub-elliptic equations is largely established. It naturally leads to the inquiry for a regularity theory of quasi-linear equations in the sub-elliptic setting, similar to that of quasi-linear elliptic equations. This area has remained relatively open over the years and the present paper is aimed towards this pursuit.

Let \( \Omega \subset \mathbb{R}^N \) be an open, simply connected bounded domain and \( X_1, \ldots, X_m \) be smooth vector fields with \( m \leq N \) such that they, along with their commutators, span the tangent space at every point in \( \Omega \). This is a special case of (1.1), referred to as the “step two hypothesis” by Nagel-Stein [40], where commutators up to second-order are considered in place of the full Lie algebra generated by the vector fields (see (2.1)). We consider the equation

\[
\text{div}_H(A(\mathcal{X}u)) = \sum_{i=1}^m X_i^* A_i(\mathcal{X}u) = 0 \quad \text{in} \; \Omega,
\]

where \( \mathcal{X}u = (X_1 u, \ldots, X_m u) \) is the sub-elliptic gradient, \( X_i^* \) is the formal adjoint of \( X_i \) and \( A : \mathbb{R}^m \to \mathbb{R}^m \) is a given \( C^1 \) function that satisfies the following structure condition,

\[
(\delta + |z|^2)^{\frac{p-2}{2}}|\xi|^2 \leq \langle DA(z) \xi, \xi \rangle \leq L(\delta + |z|^2)^{\frac{p-2}{2}}|\xi|^2;
\]

\[
|A(z)| \leq L |z| (\delta + |z|^2)^{\frac{p-2}{2}},
\]

for every \( z, \xi \in \mathbb{R}^m \), with \( 1 < p < \infty \), \( L \geq 1 \) and \( \delta \geq 0 \). The equation (1.2) with (1.3) is modelled on the degenerated sub-elliptic equation

\[
\text{div}_H ((\delta + |\mathcal{X}u|^2)^{\frac{p-2}{2}} \mathcal{X}u) = 0,
\]

which, for \( \delta = 0 \), is called the sub-elliptic \( p \)-Laplacian equation \( \text{div}_u(|\mathcal{X}u|^{p-2} \mathcal{X}u) = 0 \).

In the Euclidean setting, it is known that weak solutions of the classical \( p \)-Laplacian equation \( \text{div}(|\nabla u|^{p-2} \nabla u) = 0 \) are locally \( C^{1,\alpha} \), as shown independently by DiBenedetto [10], Lewis [32] and Tolksdorf [45] using techniques descending from the seminal work of De Giorgi [9]. Hence, for the sub-elliptic case, \( C^{1,\alpha} \)-regularity of weak solutions with respect to the metrics introduced in [41] is likewise expected. The sub-elliptic Poincaré inequality was first proved by Jerison [30] which leads to the Sobolev embedding theorem which has been later shown in different levels of generality by Garofalo-Nhieu [24], Franchi-Lu-Wheeden [23], Hajlasz-Koskela [28], etc. However, obtaining higher regularity of the gradient \( \mathcal{X}u \) using the classical techniques is quite difficult even in the case of step two, due to the non-commutativity of the vector fields. For previous results and similar theories in this direction, we refer to [2, 6, 7, 19, 13, 14, 35, 34, 12, 36, 42, 4] and references therein. Recently, the problem has been resolved for the case of the Heisenberg Group (see [47, 39]), which is the most trivial example of a step two Carnot group where the vector space of commutators is one dimensional. The case of non-Nilpotent groups like SU(3) and compact semi-simple Lie groups has been considered in [16]. In this paper, we prove the \( C^{1,\alpha} \)-regularity for the most general step two case.

First, we show that the sub-elliptic gradient is locally bounded as our first main result.

**Theorem 1.1.** If \( u \in S^{1,p}(\Omega) \) is a weak solution of equation (1.2) equipped with the structure condition (1.3) for any \( 1 < p < \infty \) and \( \delta \geq 0 \), then \( \mathcal{X}u \in L^\infty_{\text{loc}}(\Omega, \mathbb{R}^m) \). Moreover, for any \( x_0 \in \Omega \) and metric ball \( B_r = B_r(x_0) \subset \Omega \), we have

\[
\sup_{B_{sr}} |\mathcal{X}u| \leq \frac{c}{(1 - \sigma)^{Q/p}} \left( \int_{B_r} (\delta + |\mathcal{X}u|^2)^{\frac{p}{2}} \, dx \right)^{\frac{1}{p}},
\]

for any \( 0 < \sigma < 1 \), where \( c = c(N, p, L) > 0 \) and \( Q = Q(x_0) = \lim \inf_{s \to 0^+} \frac{\log(|B_s(x_0)|)}{\log(s)} \).
The following Corollary is an easy consequence of Theorem 1.1.

**Corollary 1.2.** If \( u \in S^{1,p}(\Omega) \) is a weak solution of equation (1.2) equipped with the structure condition (1.3) for any \( 1 < p < \infty \) and \( \delta \geq 0 \), then \( u \in C^{0,1}_{\text{loc}}(\Omega) \). Moreover, for any metric ball \( B_r \subset \Omega \), we have

\[
|u(x) - u(y)| \leq c \left( \frac{\int_{B_r} (\delta + |\mathbf{X}u|^2)^\frac{p}{2} \, dx}{\max(B_r)} \right)^{\frac{1}{p}} d_c(x, y)
\]

for any \( x, y \in B_r \), where \( c = c(N, p, L) > 0 \) and \( d_c \) is the Carnot-Carathéodory metric.

Second, we show that the sub-elliptic gradient is locally Hölder continuous with respect to the Carnot-Carathéodory metric. The following theorem is the second main result of this paper.

**Theorem 1.3.** If \( u \in S^{1,p}(\Omega) \) is a weak solution of equation (1.2) equipped with the structure condition (1.3) for any \( 1 < p < \infty \) and \( \delta \geq 0 \), then there exists a positive \( \alpha = \alpha(N, p, L) \leq 1 \) such that \( \mathbf{X}u \in C^{0,\alpha}_{\text{loc}}(\Omega, \mathbb{R}^m) \). Moreover, for any concentric metric balls \( B_r \subset B_{r_0} \subset \Omega \), we have

\[
\max_{1 \leq i \leq m} \text{osc}_{B_r} X_i u \leq c \left( \frac{r}{r_0} \right)^\alpha \left( \frac{\int_{B_{r_0}} (\delta + |\mathbf{X}u|^2)^\frac{p}{2} \, dx}{\max(B_{r_0})} \right)^{\frac{1}{p}}
\]

for any \( 0 < r < r_0 \), where \( c = c(N, p, L) > 0 \) is a constant.

The following Corollary is an easy consequence of Theorem 1.3 and Schauder estimates [46].

**Corollary 1.4.** If \( u \in S^{1,p}(\Omega) \) is a weak solution of equation (1.2) equipped with the structure condition (1.3) for any \( 1 < p < \infty \) and \( \delta > 0 \), moreover if \( A \) is smooth, then \( u \in C^\infty(\Omega) \).

The significance of this paper lies mainly in the fact that it shows the left invariance of the vector fields with respect to a Lie group is superfluous for the purpose of regularity. As reflected by the results in this paper, all necessary techniques and estimates are independent of any Lie group structure on \( \mathbb{R}^N \). Therefore, the commutation relations between the vector fields are quite arbitrary within the restriction of the step two hypothesis. This is much more general than that for the case of the Heisenberg Group or any other Carnot groups of step two.

In order to get the full regularity, the general structure of the vector fields makes it necessary to obtain Caccioppolli type estimates of every possible type by testing the equations satisfied by \( X_i u \) and \([X_i, X_j] u\) for all \( i, j \) with every combination of the vector fields and their commutators. The interplay between the estimates leading to the proofs of the theorems is similar to the earlier works. The guiding principle remains that the behavior of homogeneous sub-elliptic equations (1.2) is similar to that of inhomogeneous elliptic equations with an integrable right-hand side (this role is played by the extra terms containing the commutators for the sub-elliptic case).

Hence, the high integrability of the commutators (Corollary 3.9 and similar others) allows the use of De Giorgi type techniques. The double truncation \( \nu = \min \left( \mu(r)/8, \max(\mu(r)/4 - X_i u, 0) \right) \) with \( \mu(r) = \max_{1 \leq i \leq m} \sup_{B_r} |X_i u| \), has been used within the estimates particularly to deal with the singular case \( 1 < p < 2 \), similarly as in [39]. This argument originates in the earlier works [45, 33], etc. The Riemannian approximation is used for the local Lipschitz continuity.

The paper is organized as follows. All necessary notations and preliminaries are provided in Section 2 and the apriori Caccioppolli type estimates are proved in Section 3. Then, the proof of Theorem 1.1 is provided in Section 4. In Section 5, further requisite estimates are obtained that lead to the proof of Theorem 1.3 in the end.

Finally, we remark that the present regularity results seem to be the best possible ones within the framework of the existing techniques and methods. The estimates of this paper use properties that are specific to step two in subtle ways which, apparently do not have any immediate generalization for higher-order commutators. We believe the regularity theory involving vector fields satisfying the general Hörmander’s condition (1.1) would require new fundamental ideas.
2. Notations and Preliminaries

In this section, we develop relevant notations and provide basic properties and previously known results that shall be used throughout this paper.

Here onwards we assume the set of smooth vector fields \( \{X_1, \ldots, X_m\} \) defined on \( \Omega \subseteq \mathbb{R}^N \) for some integer \( m \leq N \), satisfy the step two hypothesis of Nagel-Stein [40]; precisely,
\[
(2.1) \quad X_1, \ldots, X_m \quad \text{and} \quad [X_j, X_k] \quad \forall \; j, k \in \{1, \ldots, m\} \quad \text{span the tangent space at each} \; x_0 \in \Omega.
\]

The nontrivial case occurs if \( m < N \) because the case of equality is identical to the familiar Euclidean setting. We choose an enumeration of the commutators as \( \{T_1, \ldots, T_n\} \) such that \( \{X_1, \ldots, X_m, T_1, \ldots, T_n\} \) span the whole tangent space, for some integer \( 0 < n \leq m(m-1)/2 \).

For a function \( u : \Omega \to \mathbb{R} \), let us denote the gradients as
\[
\nabla u = (X_1 u, \ldots, X_m u) \quad \text{and} \quad Tu = (T_1 u, \ldots, T_n u).
\]

The nontrivial case occurs if \( m < N \) because the case of equality is identical to the familiar Euclidean setting. We choose an enumeration of the commutators as \( \{T_1, \ldots, T_n\} \) such that \( \{X_1, \ldots, X_m, T_1, \ldots, T_n\} \) span the whole tangent space, for some integer \( 0 < n \leq m(m-1)/2 \).

For a function \( u : \Omega \to \mathbb{R} \), let us denote the gradients as
\[
\nabla u = (X_1 u, \ldots, X_m u) \quad \text{and} \quad Tu = (T_1 u, \ldots, T_n u).
\]

The nontrivial case occurs if \( m < N \) because the case of equality is identical to the familiar Euclidean setting. We choose an enumeration of the commutators as \( \{T_1, \ldots, T_n\} \) such that \( \{X_1, \ldots, X_m, T_1, \ldots, T_n\} \) span the whole tangent space, for some integer \( 0 < n \leq m(m-1)/2 \).

For a function \( u : \Omega \to \mathbb{R} \), let us denote the gradients as
\[
\nabla u = (X_1 u, \ldots, X_m u) \quad \text{and} \quad Tu = (T_1 u, \ldots, T_n u).
\]

The nontrivial case occurs if \( m < N \) because the case of equality is identical to the familiar Euclidean setting. We choose an enumeration of the commutators as \( \{T_1, \ldots, T_n\} \) such that \( \{X_1, \ldots, X_m, T_1, \ldots, T_n\} \) span the whole tangent space, for some integer \( 0 < n \leq m(m-1)/2 \).

For a function \( u : \Omega \to \mathbb{R} \), let us denote the gradients as
\[
\nabla u = (X_1 u, \ldots, X_m u) \quad \text{and} \quad Tu = (T_1 u, \ldots, T_n u).
\]

The nontrivial case occurs if \( m < N \) because the case of equality is identical to the familiar Euclidean setting. We choose an enumeration of the commutators as \( \{T_1, \ldots, T_n\} \) such that \( \{X_1, \ldots, X_m, T_1, \ldots, T_n\} \) span the whole tangent space, for some integer \( 0 < n \leq m(m-1)/2 \).

For a function \( u : \Omega \to \mathbb{R} \), let us denote the gradients as
\[
\nabla u = (X_1 u, \ldots, X_m u) \quad \text{and} \quad Tu = (T_1 u, \ldots, T_n u).
\]
to the vector fields, as shown in [41]. Let \( \{Y_1, \ldots, Y_{m+n}\} = \{X_1, \ldots, X_m, T_1, \ldots, T_n\} \). We observe that we can associate an integer, called formal degree, \( d_j = \deg(Y_j) \in \{1, 2\} \); indeed, we define that \( \deg(Y_j) = 1 \) if \( Y_j \in \text{span}\{X_1, \ldots, X_m\} \) and \( \deg(Y_j) = 2 \) otherwise. Then, it is not difficult to see that (2.2) and (2.1) respectively imply:

(a) For every \( j, k \) we have \( [Y_j, Y_k] \in \text{span}\{Y_i : d_i \leq d_j + d_k\} \);  
(b) \( Y_1, \ldots, Y_{m+n} \) span the whole tangent space.

Then, we can define following metric as in Nagel-Stein-Wainger [41]. For any \( r > 0 \), let \( \Gamma \) be the class of absolutely continuous curves \( \gamma : [0, 1] \rightarrow \Omega \) satisfying the differential equation

\[
\gamma'(t) = \sum_j a_j(t)Y_j(\gamma(t)) \quad \text{with} \quad |a_j(t)| < r^{d_j},
\]

then the metric is defined as

\[
(2.8) \quad \rho(x, y) = \inf \{ r > 0 : \exists \gamma \in \Gamma, \gamma(0) = x, \gamma(1) = y \}.
\]

Proposition 1.1 in [41], imply that within compact subsets of \( \Omega \), we have

\[
(2.9) \quad c_1|x - y| \leq \rho(x, y) \leq c_2|x - y|^{1/2} \quad \forall \ x, y \in \Omega \subseteq \mathbb{R}^N
\]

for some positive constants \( c_1, c_2 \). Let us denote the metric balls \( B_r(x) = \{ y \in \mathbb{R}^N : \rho(x, y) < r \} \) and it has been shown in [41] that they follow all standard properties. In general \( m + n \geq N \) and it is possible to choose a local basis \( Y_{i_1}, \ldots, Y_{i_N} \) for the tangent space. For every such \( I = (i_1, \ldots, i_N) \), letting \( d(I) = d_{i_1} + \ldots + d_{i_N} \) and

\[
\Lambda(x, r) = \sum_I |\lambda_I(x)||r^{d(I)}|
\]

where \( \lambda_I(x) = \det(a_{j,k}(x)) \) whenever \( Y_{i_j} = \sum_k a_{j,k}\partial_{x_k} \), one can estimate the volume of the balls. Thus, \( \Lambda \neq 0 \) whenever \( Y_{i_1}, \ldots, Y_{i_N} \) is a basis for the tangent space. Let \( |E| \) be the Lebesgue measure of \( E \) for any \( E \subseteq \mathbb{R}^N \). Then, from Theorem 1 in [41], there exists \( c_2 > c_1 > 0 \) such that we have

\[
c_1 \Lambda(x, r) \leq |B_r(x)| \leq c_2 \Lambda(x, r)
\]

in compact subsets of \( \Omega \). Therefore, let us denote

\[
(2.10) \quad Q(x) = \liminf_{r \to 0^+} \frac{\log(|B_r(x)|)}{\log(r)},
\]

so that we have \( c_1^r r^Q \leq |B_r(x)| \leq c_2^r r^Q \) in compact subsets of \( \Omega \) for some \( c'_2 > c'_1 > 0 \) and \( Q = Q(x) \). Since, \( \Lambda \) is a polynomial in \( r \) of fixed degree, hence \( Q \) is lower semi-continuous. It is a deep result of Nagel-Stein-Wainger [41, Theorem 4], that the metric \( \rho \) is equivalent to the CC-metric \( d_c \). Henceforth, in the rest of the paper, we shall denote CC-metric balls by \( B_r \) without loss of generality and \( Q \) as the local dimension.

Remark 2.1 (Step 2 Carnot Groups). For a special case, when the vector fields are left invariant with respect to a Nilpotent Lie Group on \( \mathbb{R}^N \) along with the hypothesis (2.1), then it is called a Carnot Group of step 2. In that case, if \( X_1, \ldots, X_m \) are linearly independent, then we have \( m + n = N \), the metric \( \rho \) is equivalent to the metric induced by the homogeneous norm of the group, and \( Q = m + 2n \). Also, the commutation relations are more special than (2.2), we have \( [X_i, T_k] = 0 \) and \( [X_i, X_j] = \sum_{k=1}^n a_{i,j}^{(k)} T_k \) where \( a_{i,j}^{(k)} \)'s are precisely prescribed by the composition law of the group. Furthermore, if it is a free group then we have \( n = m(m - 1)/2 \).

The Hölder classes \( C^{k,\alpha} \) (also denoted as \( \Gamma^{k,\alpha} \)) has been introduced by Folland and Stein, see [20, 22]. The functions in these classes are Hölder continuous with respect to the CC-metric.
2.16\[\parallel\text{which is a Banach space with the norm } \|u\|_{C^{\alpha,0}(\Omega)} = \|u\|_{L^\infty(\Omega)} + |u|_{C^{0,\alpha}(\Omega)}, \text{ where the Hölder semi-norm is defined as}\]

\[ (2.11) \quad \left| u(x) - u(y) \right| \leq M d_c(x, y)^\alpha, \quad \forall x, y \in \Omega. \]

It is a Banach space with the norm \( \|u\|_{C^{\alpha,0}(\Omega)} = \|u\|_{L^\infty(\Omega)} + |u|_{C^{0,\alpha}(\Omega)}, \) where the Hölder semi-norm is defined as

\[ (2.11) \quad [u]_{C^{\alpha,0}(\Omega)} = \sup_{x, y \in \Omega, x \neq y} \frac{|u(x) - u(y)|}{d_c(x, y)^\alpha}. \]

For any \( k \in \mathbb{N}, \) the spaces \( C^{k,\alpha}(\Omega) \) are defined inductively as follows: we say that \( u \in C^{k,\alpha}(\Omega) \)

\[ (2.12) \quad \left| A(x)u - A(x)w \right| \leq \alpha \left( \sum_{i=1}^m A_i(x)X_i u - A_i(x)X_i w \right) \]

holds, see [30, 28]. This leads to the following Sobolev inequality,

\[ (2.13) \quad \left( \int_{B_r} |v|^{\frac{2q}{q-\beta}} \, dx \right)^{\frac{q-\beta}{q}} \leq c r \left( \int_{B_r} |X v|^q \, dx \right)^{\frac{1}{q}}, \]

for all \( v \in S^{1,q}(B_r) \) and \( 1 < \beta < Q \) with \( Q = Q(x_0). \)

2.2. Sub–elliptic equations. If \( u : \Omega \rightarrow \mathbb{R} \) is a weak solution of (1.2), then for every test function \( \phi \in C_0^\infty(\Omega), \) we have

\[ (2.14) \quad \int_{\Omega} \langle A(\nabla u), \nabla \phi \rangle \, dx = \sum_{i=1}^m \int_{\Omega} A_i(\nabla u)X_i \phi \, dx = 0. \]

Furthermore, for all non-negative \( \phi \in C_0^\infty(\Omega), \) if the integral above is positive (resp. negative) then \( u \) is called a weak supersolution (resp. subsolution) of the equation (1.2).

It is easy to see that (1.3) implies the following ellipticity condition

\[ (2.15) \quad \langle A(z), z \rangle \geq c(p) |z|^2 (\delta + |z|^2)^{q-2} \]

and also the following strong monotonicity inequality

\[ (2.16) \quad \langle A(z) - A(w), z - w \rangle \geq \frac{1}{L'} (\delta + |z|^2 + |w|^2)^{q-2} |z - w|^2 \]

for all \( z, w \in \mathbb{R}^m, \) where \( c(p) > 0 \) and \( L' = L'(p, L) > 0. \)

The inequalities (2.15) and (2.16) can be used to prove the existence of a weak solution of equation (1.2), by standard variational methods. In fact, given any \( u_0 \in S^{1,p}(\Omega), \) there exists a unique weak solution \( u \in S^{1,p}(\Omega) \) of the following Dirichlet problem

\[ (2.17) \quad \begin{cases} \text{div}_H(A(\nabla u)) = 0 \text{ in } \Omega; \\ u - u_0 \in S^{1,p}(\Omega). \end{cases} \]
The uniqueness follows from the comparison principle, i.e. if $u$ and $v$ respectively are weak super and subsolution of the equation (1.2) and $u \geq v$ on $\partial \Omega$ in the trace sense, then we have $u \geq v$ a.e. in $\Omega$. This can be shown easily by appropriate test functions on the equation (2.17).

**Remark 2.4 (Divergence-free vector fields).** Given a vector field $X$, its formal adjoint with respect to the Euclidean volume form (Lebesgue measure) is defined as $X^*$, so that for any $v \in C_0^\infty(\Omega)$, we have

$$\int_\Omega v X^* u \, dx = \int_\Omega u X v \, dx,$$

where $X^* u = -X u - \text{div}(X) u$. For simplicity, we assume that the given vector fields $X_1, \ldots, X_m$ are divergence-free, i.e. $\text{div}(X_i) = 0$. Hence, we have that $T_1, \ldots, T_n$ are also divergence-free, from the formula $\text{div}([X_i, X_j]) = X_i(\text{div}(X_j)) - X_j(\text{div}(X_i))$. The general case is a perturbation by a lower order term and can be obtained with minor modification. Moreover, in particular, if the $X_i$’s are left-invariant with respect to a Lie group then they are always divergence-free with respect to the Haar measure of the group which is the Lebesgue measure up to multiples. In more general cases if the vector fields are defined on a manifold and the adjoint defined with respect to a volume form, then with appropriate geometric conditions (e.g. metrics with certain curvature conditions or manifolds with Killing forms, contact forms, etc.) divergence-free frames can exist and it is possible to write the equation (1.2) with respect to such frames having structure conditions similar to (1.3). We refer to [4] for details.

Henceforth, we assume $X_1, \ldots, X_m$ are divergence-free, so that $X_i^* = -X_i$ and $T_k^* = -T_k$.

**Remark 2.5 (The case of $\delta = 0$).** If apriori estimates are available for the case of $\delta > 0$ and if the constants are independent of $\delta$, then the case $\delta = 0$ follows as well by a standard regularization technique. A brief outline is as follows.

Let $A$ satisfy the structure condition (1.3) for the case $\delta = 0$, i.e. for all $z, \xi \in \mathbb{R}^m$,

$$|z|^{p-2}|\xi|^2 \leq \langle DA(z) \xi, \xi \rangle \leq L|z|^{p-2}|\xi|^2;$$

$$|A(z)| \leq L|z|^{p-1}.$$  

There are many ways to define a regularization. In particular, for any $0 < \delta < 1$, one can define

$$A_\delta(z) = \left(1 - \eta_\delta(|z|)\right)A(z) + \eta_\delta(|z|)(\delta + |z|^2)^{\frac{p-2}{2}} z,$$

where $\eta_\delta \in C_0^1([0, \infty))$ can be chosen (see [38]) such that $A_\delta \to A$ uniformly on compact subsets of $\mathbb{R}^m$ as $\delta \to 0^+$ and the structure condition

$$\frac{1}{L}(\delta + |z|^2)^{\frac{p-2}{2}}|\xi|^2 \leq \langle DA_\delta(z) \xi, \xi \rangle \leq L'(\delta + |z|^2)^{\frac{p-2}{2}}|\xi|^2;$$

$$|A_\delta(z)| \leq L'|z|(\delta + |z|^2)^{\frac{p-2}{2}},$$

holds for some $L' = L'(p, L) > 1$. Given a weak solution $u \in S^{1,p}(\Omega)$ of (1.2), we consider $u_\delta$ as the weak solution of the following regularized equation

$$\begin{cases}
\text{div}_\mu(A_\delta(\mathfrak{X} u_\delta)) = 0 & \text{in } \Omega'; \\
u_\delta - u \in S_0^{1,p}(\Omega'),
\end{cases}$$

for any $\Omega' \subset \subset \Omega$. Now, for the case of $\delta > 0$ whenever we obtain uniform estimates for $\mathfrak{X} u_\delta$ (with constants independent of $\delta$), taking limit $\delta \to 0^+$, one can show that (1.5) and (1.7) also hold for the case of $\delta = 0$.

Therefore, we shall assume $\delta > 0$ without loss of generality, hereafter.
3. Apriori Estimates

In this section, we consider the equation

\[(3.1) \quad \text{div}_y (A(xu)) = 0 \quad \text{in} \Omega, \]

where \( A : \mathbb{R}^m \to \mathbb{R}^m \) is a given \( C^1 \)-function that satisfies the structure condition

\[
(3.2) \quad F(|z|)|\xi|^2 \leq \langle DA(z) \xi, \xi \rangle \leq L F(|z|)|\xi|^2;
\]

\[|A(z)| \leq L |z| F(|z|), \]

for every \( z, \xi \in \mathbb{R}^m \), given \( F : [0, \infty) \to [0, \infty) \) and \( L > 1 \). We assume \( F \) to be continuous in \((0, \infty)\) and there exists \( \delta_0 > 0 \) such that \( F(t) \geq \delta_0 \) for all \( t > 0 \).

Here onwards, we denote \( u \in S^{1,2}_{\text{loc}}(\Omega) \) as a weak solution of the equation (3.1). Furthermore, in this section we assume apriori that

\[(3.3) \quad xu \in S^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^m), \quad Tu \in S^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^n) \cap L^\infty_{\text{loc}}(\Omega, \mathbb{R}^n). \]

Thus, (3.3) implies \( Y_j u, [X_i, Y]u \in L^2_{\text{loc}}(\Omega) \) for any \( i, j \), where \( Y = X_j \) or \( Y = T_k \). We only require the regularity (3.3) for the apriori estimates and the assumption shall be removed later by an approximation argument.

**Lemma 3.1.** Let \( Y = X_j \) or \( Y = T_k \). For every \( \varphi \in C^\infty_0(\Omega) \), we have

\[(3.4) \quad \sum_{i,j} \int_\Omega D_j A_i(xu)Y_j u X_i \varphi \, dx = \sum_{i=1}^m \int_\Omega A_i(xu)[X_i, Y]\varphi \, dx. \]

**Proof.** Given any \( \varphi \in C^\infty_0(\Omega) \), we choose \( \phi = Y \varphi \) on (2.14) and use integral by parts, to obtain

\[
0 = \sum_{i=1}^m \int_\Omega A_i(xu)X_i Y \varphi \, dx
\]

\[
= \sum_{i=1}^m \int_\Omega A_i(xu)Y X_i \varphi \, dx + \sum_{i=1}^m \int_\Omega A_i(xu)[X_i, Y] \varphi \, dx
\]

\[
= - \sum_{i=1}^m \int_\Omega Y(A_i(xu)) X_i \varphi \, dx + \sum_{i=1}^m \int_\Omega A_i(xu)[X_i, Y] \varphi \, dx.
\]

The proof is finished by using chain rule \( Y(A_i(xu)) = \sum_{j=1}^m D_j A_i(xu)Y X_j u \) on (3.5). \( \square \)

Using \( Y X_j = X_j Y - [X_j, Y] \) on (3.4), we have the following variant;

\[
\sum_{i,j} \int_\Omega D_j A_i(xu)X_j Y u X_i \varphi \, dx = \sum_{i,j} \int_\Omega D_j A_i(xu)[X_j, Y] u X_i \varphi \, dx
\]

\[
+ \sum_{i=1}^m \int_\Omega A_i(xu)[X_i, Y] \varphi \, dx
\]

for every \( \varphi \in C^\infty_0(\Omega) \). Thus for \( Y = X_i \), we have

\[
\sum_{i,j} \int_\Omega D_j A_i(xu)X_j X_i \varphi \, dx = \sum_{i,j} \int_\Omega D_j A_i(xu)[X_j, X_i] u X_i \varphi \, dx
\]

\[
+ \sum_{i} \int A_i(xu)[X_i, X_i] \varphi \, dx,
\]

\[(3.7) \quad \text{for every} \varphi \in C^\infty_0(\Omega). \]
and for \(Y = T_k\), using integral by parts on the last term, we have

\[
\sum_{i,j} \int_{\Omega} D_j A_i(\xi u) X_j T_k u X_i \varphi \, dx = \sum_{i,j} \int_{\Omega} D_j A_i(\xi u) |X_j, T_k| u X_i \varphi \, dx - \sum_{i,j} \int_{\Omega} \varphi D_j A_i(\xi u) |X_i, T_k| X_j u \, dx.
\]

(3.8)

3.1. Caccioppoli type inequalities. Here we provide Caccioppoli type estimates satisfied by the derivatives of a weak solution \(u\) of equation (3.1).

Lemma 3.2. For any \(\beta \geq 0\) and \(\eta \in C_0^\infty(\Omega)\), there exists \(c = c(N, L) > 0\) such that

\[
\int_{\Omega} \eta^2 F(|\xi u|)|Tu|^\beta |\xi Tu|^2 \, dx \leq \frac{c}{\tau} (\beta + 1)^2 \int_{\Omega} (\eta^2 + |\xi \eta|^2) F(|\xi u|)|Tu|^\beta (|\xi u|^2 + |Tu|^2) \, dx + \tau \int_{\Omega} \eta^2 F(|\xi u|)|Tu|^\beta |\xi \xi u|^2 \, dx,
\]

(3.9)

for any arbitrary \(0 < \tau < 1\).

Proof. In (3.8), we choose \(\varphi = \varphi_k = \eta^2 |Tu|^\beta T_k u\) on (3.8) and sum over \(k \in \{1, \ldots, n\}\), to obtain the following,

\[
\sum_{i,j,k} \int_{\Omega} \eta^2 |Tu|^\beta D_j A_i(\xi u) X_j T_k u X_i T_k u \, dx + \beta \sum_{i,j,k} \int_{\Omega} \eta^2 |Tu|^\beta - 1 T_k u D_j A_i(\xi u) X_j T_k u X_i (|Tu|) \, dx
\]

\[
= -2 \sum_{i,j,k} \int_{\Omega} \eta |Tu|^\beta T_k u D_j A_i(\xi u) X_j T_k u X_i \eta \, dx + \sum_{i,j,k} \int_{\Omega} D_j A_i(\xi u) |X_j, T_k| u X_i \varphi_k \, dx
\]

\[
+ \sum_{i,j,k} \int_{\Omega} \varphi_k D_j A_i(\xi u) |X_i, T_k| X_j u \, dx
\]

(3.10)

Then, we use the structure condition (3.2) to estimate both sides of (3.10). The left hand side of the above is estimated as

\[
\text{LHS of (3.10)} \geq \int_{\Omega} \eta^2 F(|\xi u|)|Tu|^\beta |\xi Tu|^2 \, dx + \beta \int_{\Omega} \eta^2 F(|\xi u|)|Tu|^\beta |\xi (|Tu|)|^2 \, dx
\]

(3.11)

We estimate the right hand side of (3.10), one by one.

Using (3.2) and Young’s inequality, we have

\[
|R_1| \leq c \int_{\Omega} |\eta| F(|\xi u|)|Tu|^\beta |\xi Tu| |\xi \eta| \, dx
\]

(3.12)

\[
\leq \varepsilon \int_{\Omega} \eta^2 F(|\xi u|)|Tu|^\beta |\xi Tu|^2 \, dx + \frac{c}{\varepsilon} \int_{\Omega} |\xi \eta|^2 F(|\xi u|)|Tu|^\beta + 2 \, dx.
\]
Notice that

\[
R_2 = \sum_{i,j,k} \int_{\Omega} \eta^2 D_j A_i(\Phi u)[X_j, T_k] u X_i(|Tu|^{\beta} T_k u) \, dx
\]

\[+ 2 \sum_{i,j,k} \int_{\Omega} \eta D_j A_i(\Phi u)[X_j, T_k] u |Tu|^{\beta} T_k u X_i \eta \, dx = R_{2,1} + R_{2,2}.
\]  

Using (3.2) and (2.2) followed by Young’s inequality, we have

\[
|R_{2,1}| \leq c(\beta + 1) \int_{\Omega} \eta^2 F(|\Phi u|)(|\Phi u| + |Tu|)|Tu|^\beta |\Phi Tu| \, dx
\]

\[\leq \varepsilon \int_{\Omega} \eta^2 F(|\Phi u|)|Tu|^\beta |\Phi Tu|^2 \, dx
\]

\[+ \frac{c}{\varepsilon}(\beta + 1)^2 \int_{\Omega} \eta^2 F(|\Phi u|)|Tu|^\beta (|\Phi u|^2 + |Tu|^2) \, dx
\]

Similarly, we have

\[
|R_{2,2}| \leq c \int_{\Omega} |\eta| F(|\Phi u|)|Tu|^\beta + 1 (|\Phi u| + |Tu|)|\Phi \eta| \, dx
\]

which is clearly majorised by the right hand side of (3.9) from Young’s inequality.

Then, \( R_3 \) is estimated using (3.2), (2.4) and Young’s inequality on each term as

\[
|R_3| \leq c \int_{\Omega} \eta^2 F(|\Phi u|)|Tu|^\beta + 1 (|\Phi u| + |\Phi Tu|) + |\Phi u| + |Tu| \, dx
\]

\[\leq \varepsilon \int_{\Omega} \eta^2 F(|\Phi u|)|Tu|^\beta |\Phi Tu|^2 \, dx + c\left(\frac{1}{\varepsilon} + \frac{1}{\tau}\right) \int_{\Omega} \eta^2 F(|\Phi u|)|Tu|^\beta (|\Phi u|^2 + |Tu|^2) \, dx
\]

\[+ \tau \int_{\Omega} \eta^2 F(|\Phi u|)|Tu|^\beta |\Phi \Phi u|^2 \, dx,
\]

for any \( 0 < \tau < 1 \). Combining (3.12), (3.14), (3.15), (3.16) with \( \varepsilon = 1/6 \), it is easy to obtain (3.9) and the proof is finished.

\[\Box\]

\textbf{Remark 3.3.} For the special case when \( X_1, \ldots, X_m \) are left invariant with respect to a step 2 Carnot Group, we have \( [X_i, T_k] = 0 \) and hence, it corresponds to the case of \( \tau = 0 \) in (3.9), i.e.

\[
\int_{\Omega} \eta^2 F(|\Phi u|)|Tu|^\beta |\Phi Tu|^2 \, dx \leq c(\beta + 1)^2 \int_{\Omega} |\Phi \eta|^2 F(|\Phi u|)|Tu|^\beta + 2 \, dx.
\]

Nevertheless, it does not make any difference in the subsequent results.

The following is the Caccioppoli type estimate of the vector fields.

\textbf{Lemma 3.4.} For any \( \beta \geq 0 \) and \( \eta \in C^\infty_0(\Omega) \), there exists \( c = c(N, L) > 0 \) such that

\[
\int_{\Omega} \eta^2 F(|\Phi u||\Phi u|\beta |\Phi \Phi u|^2 \, dx \leq c \int_{\Omega} (|\Phi \eta|^2 + |\eta T \eta|) F(|\Phi u|)|\Phi u|^\beta + 2 \, dx
\]

\[+ c(\beta + 1)^4 \int_{\Omega} \eta^2 F(|\Phi u|)|\Phi u|^\beta (|\Phi u|^2 + |Tu|^2) \, dx.
\]

\textbf{Proof.} Let \( \varphi_l = \eta^2 |\Phi u|^\beta X_l u \) with \( \eta \in C^\infty_0(\Omega) \) and \( \beta \geq 0 \). Notice that

\[
X_i \varphi_l = \eta^2 |\Phi u|^\beta X_i X_l u + \beta \eta^2 |\Phi u|^\beta - 1 X_l u X_i (|\Phi u|) + 2 \eta |\Phi u|^\beta X_i u X_l \eta.
\]
We take $Y = X_l$ and $\varphi = \varphi_l$ in (3.6) and take summation over $l \in \{1, \ldots, m\}$ to obtain

$$
\sum_{i,j,l} \int_{\Omega} \eta^2 |\mathbf{X}u|^\beta D_j A_i(\mathbf{X}u) X_j X_l u X_i u dx \\
+ \beta \sum_{i,j,l} \int_{\Omega} \eta^2 |\mathbf{X}u|^\beta - 1 X_l u D_j A_i(\mathbf{X}u) X_j X_i u(\mathbf{X}u) dx \\
= \sum_{i,j,l} \int_{\Omega} \eta^2 |\mathbf{X}u|^\beta D_j A_i(\mathbf{X}u)[X_j, X_l] u X_i u dx \\
+ \beta \sum_{i,j,l} \int_{\Omega} \eta^2 |\mathbf{X}u|^\beta - 1 X_l u D_j A_i(\mathbf{X}u)[X_j, X_l] u X_i (\mathbf{X}u) dx \\
- 2 \sum_{i,j,l} \int_{\Omega} \eta|\mathbf{X}u|^\beta X_l u D_j A_i(\mathbf{X}u) X_j X_i u \eta dx \\
+ \sum_{i,l} \int_{\Omega} A_i(\mathbf{X}u)[X_l, X_i] \varphi_l dx = J_1 + J_2 + J_3 + J_4,
$$

(3.18)

where $J_i$ are the consecutive items of the right hand side of the above.

First, we estimate the left hand side of (3.18) using (3.2) to have

$$
\text{LHS of (3.18)} \geq \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta|\mathbf{X}u|^2 dx + \beta \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta(\mathbf{X}u)^2 dx \\
\geq \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta|\mathbf{X}u|^2 dx.
$$

(3.19)

For the right hand side of (3.18), we claim that the following holds,

$$
|J_i| \leq \varepsilon \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta|\mathbf{X}u|^2 dx + \frac{c}{\varepsilon} \int_{\Omega} (|\mathbf{X}u|^2 + |\eta T \eta|) F(|\mathbf{X}u|)|\mathbf{X}u|^\beta + 2 dx \\
+ \frac{c}{\varepsilon} (\beta + 1)^4 \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta (|\mathbf{X}u|^2 + |T u|^2) dx,
$$

(3.20)

for any $0 < \varepsilon < 1$ and $i \in \{1, 2, 3, 4\}$, where $c = c(N, L) > 0$. Then (3.20) with a choice of small enough $\varepsilon = \varepsilon(N, L) > 0$ together with (3.19) would imply (3.17), thereby finishing the proof. We shall prove (3.20) by estimating each $J_i$ of (3.18), one by one.

Using (3.2), (2.2) and Young’s inequality, note that

$$
|J_1| + |J_2| \leq c(\beta + 1) \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta|\mathbf{X}u|^2 dx \\
\leq \varepsilon \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta|\mathbf{X}u|^2 dx \\
+ \frac{c}{\varepsilon} (\beta + 1)^2 \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta (|\mathbf{X}u|^2 + |T u|^2) dx,
$$

(3.21)

and the claim (3.20) follows for $i = 1, 2$. Similarly, for $J_3$ we have

$$
|J_3| \leq c \int_{\Omega} \eta|F(|\mathbf{X}u|)|\mathbf{X}u|^\beta + 1|\mathbf{X}u||\mathbf{X}u| \eta dx \\
\leq \varepsilon \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta|\mathbf{X}u|^2 dx + \frac{c}{\varepsilon} \int_{\Omega} |\mathbf{X}u|^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta + 2 dx.
$$

(3.22)

To estimate $J_4$, first note that

$$
[X_1, X_l] \varphi_l = \eta^2 |\mathbf{X}u|^\beta [X_1, X_l] X_l u + \beta \eta^2 |\mathbf{X}u|^\beta X_l u [X_1, X_l] (|\mathbf{X}u|) + 2 \eta |\mathbf{X}u|^\beta X_l u [X_1, X_l] \eta,
$$
and we rewrite $J_4$ as

$$J_4 = \sum_{i,l} \int_{\Omega} \eta^2 |\mathbf{X}u|^\beta A_i(\mathbf{X}u)[X_i, X_l]u \, dx$$

$$+ \beta \sum_{i,l} \int_{\Omega} \eta^2 |\mathbf{X}u|^{\beta-1} X_l u A_i(\mathbf{X}u)[X_i, X_l](|\mathbf{X}u|) \, dx$$

$$+ 2 \sum_{i,l} \int_{\Omega} \eta |\mathbf{X}u|^\beta X_l u A_i(\mathbf{X}u)[X_i, X_l] \eta \, dx = J_{4,1} + J_{4,2} + J_{4,3}. \tag{3.23}$$

The estimate of the last term is straightforward. Using (3.2) and (2.2), we have

$$|J_{4,3}| \leq c \int (|\eta T \eta| + |\eta \mathbf{X} \eta|)F(|\mathbf{X}u|)|\mathbf{X}u|^{\beta+2} \, dx, \tag{3.24}$$

which is majorised by the right hand side of (3.20). To estimate the rest of (3.23), we shall use $[X_i, X_l][X_l u] = X_l[X_i, X_l]u + [[X_i, X_l], X_l]u$ and

$$[X_i, X_l](|\mathbf{X}u|) = |\mathbf{X}u|^{-1} \sum_{k=1}^m X_k u[X_i, X_l]X_k u = |\mathbf{X}u|^{-1} \sum_{k=1}^m X_k u(X_k[X_i, X_l]u + [[X_i, X_l], X_k]u),$$

to split the first two terms as $J_{4,1} = J_{4,1,1} + J_{4,1,2}$ and $J_{4,2} = J_{4,2,1} + J_{4,2,2}$ so that the second terms i.e. $J_{4,1,2}$ and $J_{4,2,2}$ contain the terms with the commutator of commutators.

We rewrite the first terms by integral by parts as

$$J_{4,1,1} + J_{4,2,1} = \sum_{i,l} \int_{\Omega} \eta^2 |\mathbf{X}u|^\beta A_i(\mathbf{X}u)X_l[X_i, X_l]u \, dx$$

$$+ \beta \sum_{i,j,k} \int_{\Omega} \eta^2 |\mathbf{X}u|^{\beta-2} X_l u A_i(\mathbf{X}u)X_k u X_k[X_i, X_l]u \, dx$$

$$= - \sum_{i,l} \int_{\Omega} X_l \left( \eta^2 |\mathbf{X}u|^\beta A_i(\mathbf{X}u) \right)[X_i, X_l]u \, dx$$

$$- \beta \sum_{i,l,k} \int_{\Omega} X_k \left( \eta^2 |\mathbf{X}u|^\beta - 2 X_k u X_k u A_i(\mathbf{X}u) \right)[X_i, X_l]u \, dx. \tag{3.25}$$

Then, further computation of the terms in (3.25) followed by the use of (3.2) and (2.2) yields

$$|J_{4,1,1}| + |J_{4,2,1}| \leq c(\beta + 1)^2 \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta |\mathbf{X}u||X_l u| + |T u| \, dx$$

$$+ c(\beta + 1) \int_{\Omega} |\eta| F(|\mathbf{X}u|)|\mathbf{X}u|^{\beta+1}|X_l u|(|\mathbf{X}u| + |T u|) \, dx$$

$$\leq \varepsilon \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta |\mathbf{X}u|^2 \, dx$$

$$+ \sum_{\varepsilon} (\beta + 1)^4 \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta (|\mathbf{X}u|^2 + |T u|^2) \, dx$$

$$+ c \int_{\Omega} |\mathbf{X}u|^2 F(|\mathbf{X}u|)|\mathbf{X}u|^{\beta+2} \, dx, \tag{3.26}$$
where the latter inequality of the above follows by using Young’s inequality on both items. Now we are only left with

\[ J_{4,1,2} + J_{4,2,2} = \sum_{i,l} \int_{\Omega} \eta^2 |\mathcal{X} u|^\beta A_i(\mathcal{X} u) [|[X_i, X_l], X_l]u \, dx \]

(3.27)

\[ + \beta \sum_{i,l,k} \int_{\Omega} \eta^2 |\mathcal{X} u|^\beta -2 X_l u A_i(\mathcal{X} u), X_k u [|[X_i, X_l], X_k]u \, dx \]

To estimate (3.27), we use (2.5) to have

\[ |J_{4,1,2}| + |J_{4,2,2}| \leq c(\beta + 1) \int_{\Omega} \eta^2 F(|\mathcal{X} u|)|\mathcal{X} u|^\beta +1 (|\mathcal{X} u| + |T u|) \, dx, \]

(3.28)

which is estimated easily just as in (3.26). Thus, (3.26), (3.27) and (3.24) together imply that the claim (3.20) holds for \( i = 4 \) as well. This completes the proof of the the claim (3.20) and hence the proof of the lemma. \( \square \)

The following is a reverse type inequality similar to earlier papers, see [36, 47, 38], etc.

**Lemma 3.5.** For any \( \beta \geq 2 \) and all non-negative \( \eta \in C_0^\infty(\Omega) \), we have

\[ \int_{\Omega} \eta^{\beta+2}F(|\mathcal{X} u|)|T u|\beta |\mathcal{X} \mathcal{X} u|^2 \, dx \leq c(\beta + 1)^4 K \eta \int_{\Omega} \eta^\beta F(|\mathcal{X} u|)|\mathcal{X} u|^2 |T u|^{\beta-2} |\mathcal{X} \mathcal{X} u|^2 \, dx \]

(3.29)

for some constant \( c = c(N, L) > 0 \), where \( K \eta = ||\eta||_L^2 + ||\mathcal{X} \eta||_L^2 \).

**Proof.** Recalling (3.4) with \( Y = X_l \) and \( \varphi = \varphi_l \), we have

\[ \sum_{i,l} \int_{\Omega} D_j A_i(\mathcal{X} u) X_i X_j u X_i \varphi_l \, dx = \sum_{i=1}^m \int_{\Omega} A_i(\mathcal{X} u)[|X_i, X_l]| \varphi_l \, dx, \]

(3.30)

where we use \( \varphi_l = \eta^{\beta+2}|T u|\beta X_l u \), where \( \eta \in C_0^\infty(\Omega) \) is non-negative and \( \beta \geq 2 \). Note that

\[ X_i \varphi_l = \eta^{\beta+2}|T u|\beta X_i X_l u + \beta \eta^{\beta+2}|T u|^{\beta-1} X_l u X_i(|T u|) + (\beta + 2) \eta^{\beta+1} X_i \eta|T u|^{\beta} X_l u. \]

Using this on the above, we obtain

\[ \sum_{i,j} \int_{\Omega} \eta^{\beta+2}|T u|\beta D_j A_i(\mathcal{X} u) X_i X_j u X_l u \, dx \]

\[ = -\beta \sum_{i,j} \int_{\Omega} \eta^{\beta+2}|T u|^{\beta-1} X_l u D_j A_i(\mathcal{X} u) X_i X_j u X_i(|T u|) \, dx \]

(3.31)

\[ - (\beta + 2) \sum_{i,j} \int_{\Omega} \eta^{\beta+1}|T u|^{\beta} X_l u D_j A_i(\mathcal{X} u) X_i X_j u X_i \eta \, dx \]

\[ - \sum_{i,j} \int_{\Omega} \varphi_l D_j A_i(\mathcal{X} u)[|X_i, X_l]| \varphi_j u \, dx, \]

where we have used integral by parts on the term in the right hand side of (3.30). Now we use \( X_i X_l = X_l X_i + [X_i, X_l] \) on the left hand side term and then sum over \( l \in \{1, \ldots, m\} \) both sides.
of (3.31) to obtain
\[
\sum_{i,j,l} \int_{\Omega} \eta^{\beta+2}|T u|^{\beta} D_j A_i(\xi u) X_j u X_i u dx
\]
\[= - \sum_{i,j,l} \int_{\Omega} \eta^{\beta+2}|T u|^{\beta} D_j A_i(\xi u) X_j u X_i, X_j] u dx \]
\[= \beta \sum_{i,j,l} \int_{\Omega} \eta^{\beta+2}|T u|^{\beta-1} X_i u D_j A_i(\xi u) X_j u X_i u (|T u|) dx \]
\[- (\beta + 2) \sum_{i,j,l} \int_{\Omega} \eta^{\beta+1}|T u|^{\beta} X_i u D_j A_i(\xi u) X_j u X_i, \eta dx \]
\[- \sum_{i,j,l} \int_{\Omega} \eta^{\beta+2}|T u|^{\beta} X_i u D_j A_i(\xi u) X_i, X_i] X_j u dx \]
\[= I_1 + I_2 + I_3 + I_4. \tag{3.32} \]

We will estimate both sides of (3.32) as follows.

For the left hand side, the structure condition (3.2) implies that

\[\text{LHS of (3.32)} \geq \int_{\Omega} \eta^{\beta+2} F(|\xi u|) |T u|^{\beta} |\xi \xi u|^2 dx.\]

For the right hand side of (3.32), we will show that for each item, the following estimate holds,

\[|I_k| \leq c \varepsilon \int_{\Omega} \eta^{\beta+2} F(|\xi u|) |T u|^{\beta} |\xi \xi u|^2 dx \]
\[+ \frac{c}{\varepsilon} (\beta + 1)^4 K_\eta \int_{\Omega} \eta^{\beta+2} F(|\xi u|) |\xi u|^2 |T u|^{\beta-2} |\xi \xi u|^2 dx, \tag{3.33} \]

for \(k = 1, 2, 3, 4\). Then, a choice of a small enough \(\varepsilon = \varepsilon(N, L) > 0\), completes the proof.

To prove the claim (3.33), first we note that using (2.6) on (3.9) of Lemma 3.2 along with minor modifications, we can obtain

\[\int_{\Omega} \eta^{\beta+4} F(|\xi u|) |T u|^{\beta} |\xi \xi u|^2 dx \leq c (\beta + 1)^2 K_\eta \int_{\Omega} \eta^{\beta+2} F(|\xi u|) |T u|^2 (|\xi u|^2 + |\xi \xi u|^2) dx \tag{3.34} \]

where \(K_\eta = \|\eta\|_{L^\infty}^2 + \|\xi \eta\|_{L^\infty}^2\). This shall be used multiple times below.

First, to prove that (3.33) holds for \(I_1\), we note that

\[I_1 = - \sum_{i,j,l} \int_{\Omega} \eta^{\beta+2}|T u|^{\beta} D_j A_i(\xi u) X_j u X_i, X_i] u dx \]
\[= - \sum_{i,j,l} \int_{\Omega} \eta^{\beta+2}|T u|^{\beta} X_i u D_j A_i(\xi u) X_i, X_i] u dx, \]
from chain rule. Then integration by parts yields

\[I_1 = \sum_{i,l} \int_{\Omega} A_i(\xi u) X_i (\eta^{\beta+2}|T u|^{\beta}[X_i, X_l] u) dx \]
\[= \sum_{i,l} \int_{\Omega} \eta^{\beta+2} A_i(\xi u) X_i ([T u]^{\beta}[X_i, X_l] u) dx \]
\[- (\beta + 2) \sum_{i,l} \int_{\Omega} \eta^{\beta+1} A_i(\xi u) X_i [T u]^{\beta}[X_i, X_l] u dx = I_{1,1} + I_{1,2}. \]
Hence, we have

\[
I_{1,1} = \sum_{i,l} \int_{\Omega} \eta^{\beta+2} A_i(\mathbf{x}u)|Tu|^\beta X_i[X_i, X_l]u \, dx
\]

\[
= I_{1,1,1} + I_{1,1,2}.
\]

For \(I_{1,1,1}\), using (2.2) and (3.2), we have

\[
|I_{1,1,1}| \leq c \int_{\Omega} \eta^{\beta+2} F(\|\mathbf{x}u\|)|\mathbf{x}u| |Tu|^\beta |\mathbf{x}Tu| \, dx + c \int_{\Omega} \eta^{\beta+2} F(\|\mathbf{x}u\|)|\mathbf{x}u| |Tu|^\beta |\mathbf{x}\mathbf{x}u| \, dx
\]

\[
\leq \frac{\varepsilon}{(\beta + 1)^2 K_\eta} \int_{\Omega} \eta^{\beta+4} F(\|\mathbf{x}u\|)|Tu|^\beta |\mathbf{x}Tu|^2 \, dx + \frac{c}{\varepsilon} (\beta + 1)^2 K_\eta \int_{\Omega} \eta^\beta F(\|\mathbf{x}u\|)|\mathbf{x}u|^2 |Tu|^\beta \, dx
\]

\[
+ \varepsilon \int_{\Omega} \eta^{\beta+2} F(\|\mathbf{x}u\|)|Tu|^\beta |\mathbf{x}\mathbf{x}u|^2 \, dx + \frac{c}{\varepsilon} \int_{\Omega} \eta^{\beta+2} F(\|\mathbf{x}u\|)|Tu|^\beta |\mathbf{x}\mathbf{x}u|^2 \, dx,
\]

where the latter inequality is obtained by using Young’s inequality on both terms. Then, using (3.34) to estimate the first term of the right hand side of the above, it is not hard to see that

\[
|I_{1,1,1}| \leq c \varepsilon \int_{\Omega} \eta^{\beta+4} F(\|\mathbf{x}u\|)|Tu|^\beta |\mathbf{x}Tu|^2 \, dx + \frac{c}{\varepsilon} (\beta + 1)^2 K_\eta \int_{\Omega} \eta^\beta F(\|\mathbf{x}u\|)|\mathbf{x}u|^2 |Tu|^\beta \, dx
\]

holds for \(0 < \varepsilon < 1\), \(K_\eta = \|\eta\|_\infty^2 + \|\mathbf{x}\|_\infty\) and some large enough \(c = c(N, L) > 0\). Thus, we have that \(I_{1,1,1}\) satisfies the estimate of the claim (3.33).

For \(I_{1,1,2}\), we just use \(\|[X_i, X_l]u\| \leq 2|\mathbf{x}\mathbf{x}u|\) along with (3.2) and Young’s inequality to get

\[
|I_{1,1,2}| \leq c \beta \int_{\Omega} \eta^{\beta+2} F(\|\mathbf{x}u\|)|\mathbf{x}u| |Tu|^\beta |\mathbf{x}u| |\mathbf{x}Tu| \, dx
\]

\[
\leq \frac{\varepsilon}{(\beta + 1)^2 K_\eta} \int_{\Omega} \eta^{\beta+4} F(\|\mathbf{x}u\|)|Tu|^\beta |\mathbf{x}Tu|^2 \, dx
\]

\[
+ \frac{c}{\varepsilon} (\beta + 1)^2 K_\eta \int_{\Omega} \eta^\beta F(\|\mathbf{x}u\|)|\mathbf{x}u|^2 |Tu|^\beta |\mathbf{x}\mathbf{x}u|^2 \, dx.
\]

Then, using (3.34) to estimate the first term similarly as before, it is easy to see that \(I_{1,1,2}\) also satisfies the estimate of the claim (3.33).

For \(I_{1,2}\), we similarly use (3.2), \(\|[X_i, X_l]u\| \leq 2|\mathbf{x}\mathbf{x}u|\) and Young’s inequality to obtain

\[
|I_{1,2}| \leq c(\beta + 1) \int_{\Omega} \eta^{\beta+4} |X_\eta F(\|\mathbf{x}u\|)|\mathbf{x}u| |Tu|^\beta |\mathbf{x}\mathbf{x}u| \, dx
\]

\[
\leq c \varepsilon \int_{\Omega} \eta^{\beta+2} F(\|\mathbf{x}u\|)|Tu|^\beta |\mathbf{x}\mathbf{x}u|^2 \, dx + \frac{c}{\varepsilon} (\beta + 1)^2 \int_{\Omega} \eta^\beta |\mathbf{x}\eta|^2 |Tu|^\beta |\mathbf{x}u|^2 \, dx.
\]

Combining (3.36), (3.37) and (3.38), we conclude that the claim (3.33) holds for \(I_1\).

Similarly, we estimate \(I_2\) by structure condition (3.2) and Young’s inequality to get

\[
|I_2| \leq c \beta \int_{\Omega} \eta^{\beta+2} F(\|\mathbf{x}u\|)|\mathbf{x}u| |Tu|^\beta |\mathbf{x}\mathbf{x}u| |\mathbf{x}Tu| \, dx,
\]

which is estimated exactly as \(I_{1,1,2}\) and thus the claim (3.33) holds for \(I_2\).

For \(I_3\), we have by structure condition (3.2), that

\[
|I_3| \leq c(\beta + 1) \int_{\Omega} \eta^{\beta+4} |X_\eta F(\|\mathbf{x}u\|)|\mathbf{x}u| |Tu|^\beta |\mathbf{x}\mathbf{x}u| \, dx,
\]

which is estimated exactly as \(I_{1,2}\) and thus the claim (3.33) holds for \(I_3\) as well.
Finally, we note that
\[ I_4 = - \sum_{i,j,l} \int_{\Omega} \eta^{\beta+2} |T u|^{\beta} X_i u D_j A_i(\xi u) X_j[X_i, X_l] u \, dx \]
\[ + \sum_{i,j,l} \int_{\Omega} \eta^{\beta+2} |T u|^{\beta} X_i u D_j A_i(\xi u) [X_i, X_l], X_j] u \, dx \]
\[ = I_{4,1} + I_{4,2}. \]

From (2.2) and (3.2), we find that
\[ |I_{4,1}| \leq c \int_{\Omega} \eta^{\beta+2} F(|\xi u|)|\xi u||T u|^{\beta} |\xi T u| \, dx + c \int_{\Omega} \eta^{\beta+2} F(|\xi u|)|\xi u||T u|^{\beta} |\xi \xi u| \, dx \]
which is estimated exactly as \( I_{1,1,1} \). For \( I_{4,2} \), we use (3.2) followed by (2.5) and (2.6) used successively to obtain
\[ |I_{4,2}| \leq c \int_{\Omega} \eta^{\beta+2} F(|\xi u|)|\xi u||T u|^{\beta} (|\xi u| + |\xi \xi u|) \, dx, \]
The first term of the above is estimated from (2.6) and the second term is exactly equal to the second term of (3.39). Thus, from (3.39) and (3.40) we conclude that the claim (3.33) holds for \( I_4 \) and the proof is finished.

Remark 3.6. It is not difficult to see that from the above proof, the case \( \beta = 0 \) leads to
\[ \int_{\Omega} \eta^{2} F(|\xi u|)|\xi \xi u|^{2} \, dx \leq c \left( \| \eta \|_{L^{\infty}}^{2} + \| \xi \eta \|_{L^{\infty}}^{2} \right) \int_{\text{supp}(\eta)} F(|\xi u|)|\xi u|^{2} \, dx, \]
since all the terms containing \( \beta|T u|^{\beta-1} \) in the proof vanish in the first steps of the estimates.

The following corollary is proved by using (2.6) and Hölder’s inequality on Lemma 3.5.

Corollary 3.7. Given \( \beta \geq 2 \) and non-negative \( \eta \in C_{0}^{\infty}(\Omega) \), we have \( c = c(N, L) > 0 \) such that
\[ \int_{\Omega} \eta^{\beta+2} F(|\xi u|)|T u|^{\beta} |\xi \xi u|^{2} \, dx \leq c \frac{2}{\beta} (\beta + 1)^{2} K_{\eta} \frac{\beta^{2}}{2} \int_{\Omega} \eta^{2} F(|\xi u|)|\xi u|^{\beta} |\xi \xi u|^{2} \, dx \]
where \( K_{\eta} = \| \eta \|_{L^{\infty}}^{2} + \| \xi \eta \|_{L^{\infty}}^{2} \) and \( c = c(N, L) > 0 \).

Proof. The right hand side of (3.29) is estimated by Hölder’s inequality as
\[ \int_{\Omega} \eta^{\beta} F(|\xi u|)|\xi u|^{2}|T u|^{\beta-2} |\xi \xi u|^{2} \, dx \]
\[ \leq \left( \int_{\Omega} \eta^{\beta+2} F(|\xi u|)|T u|^{\beta} |\xi \xi u|^{2} \, dx \right)^{\frac{\beta}{\beta+2}} \left( \int_{\Omega} \eta^{2} F(|\xi u|)|\xi u|^{\beta} |\xi \xi u|^{2} \, dx \right)^{\frac{2}{\beta+2}}. \]
Then, using Young’s inequality on (3.43) and combining with (3.29), the proof is finished.

Now, we can remove the error term in (3.17) and obtain the following apriori estimate. This shall be used to prove local Lipschitz regularity of weak solutions.

Lemma 3.8. For any \( \beta \geq 2 \) and all non-negative \( \eta \in C_{0}^{\infty}(\Omega) \), we have that
\[ \int_{\Omega} \eta^{2} F(|\xi u|)|\xi u|^{\beta} |\xi \xi u|^{2} \, dx \leq c(\beta + 1)^{12} K_{\eta} \int_{\text{supp}(\eta)} F(|\xi u|)|\xi u|^{\beta+2} \, dx, \]
where \( K_{\eta} = \| \eta \|_{L^{\infty}}^{2} + \| \xi \eta \|_{L^{\infty}}^{2} + \| \eta T \eta \|_{L^{\infty}} \) and \( c = c(N, L) > 0 \).
Proof. Let us recall (3.17) and rewrite it as
\begin{equation}
\int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta |\mathbf{X}u|^2 \, dx \leq c(\beta + 1)^4 \int_{\Omega} \left( \eta^2 + |\mathbf{X}\eta|^2 + |\eta T\eta| \right) F(|\mathbf{X}u|)|\mathbf{X}u|^\beta + 2 \, dx \\
+ c(\beta + 1)^4 \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta |Tu|^2 \, dx.
\end{equation}
(3.45)

It is clear that we need to estimate only the last term of the right hand side of (3.45). We estimate it by Hölder’s inequality and Young’s inequality as
\begin{equation}
c(\beta + 1)^4 \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta |Tu|^2 \, dx
\end{equation}
(3.46)
\begin{equation}
\leq c(\beta + 1)^4 \left( \int_{\Omega} \eta^{\beta + 2} F(|\mathbf{X}u|)|Tu|^\beta + 2 \, dx \right)^{\frac{2}{\beta + 2}} \left( \int_{\text{supp}(\eta)} F(|\mathbf{X}u|)|\mathbf{X}u|^\beta + 2 \, dx \right)^{\frac{\beta}{\beta + 2}}
\end{equation}
\begin{equation}
\leq c h^{\frac{\beta + 2}{2}} \int_{\Omega} \eta^{\beta + 2} F(|\mathbf{X}u|)|Tu|^\beta + 2 \, dx + \frac{c}{h^{\beta + 2}} (\beta + 1)^{4(\beta + 2)} \int_{\text{supp}(\eta)} F(|\mathbf{X}u|)|\mathbf{X}u|^\beta + 2 \, dx
\end{equation}
(3.47)
for some $h > 0$ to be chosen later. The first term of the right hand side of (3.46) is estimated using (2.6) and Corollary 3.7 as
\begin{equation}
ch^{\frac{\beta + 2}{2}} \int_{\Omega} \eta^{\beta + 2} F(|\mathbf{X}u|)|Tu|^\beta + 2 \, dx \leq c h^{\frac{\beta + 2}{2}} \int_{\Omega} \eta^{\beta + 2} F(|\mathbf{X}u|)|Tu|^\beta |\mathbf{X}u|^2 \, dx
\end{equation}
(3.48)
\begin{equation}
\leq (ch)^{\frac{\beta + 2}{2}} (\beta + 1)^{2\beta} K_\eta^{\beta/2} \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta |\mathbf{X}u|^2 \, dx.
\end{equation}
Now, for a large enough $c = c(N, L) > 0$ and small enough $\varepsilon > 0$, we take
\begin{equation}
h = \frac{\varepsilon}{c(\beta + 1)^{4\beta/(\beta + 2)} K_\eta^{\beta/(\beta + 2)}},
\end{equation}
so that the above implies
\begin{equation}
ch^{\frac{\beta + 2}{2}} \int_{\Omega} \eta^{\beta + 2} F(|\mathbf{X}u|)|Tu|^\beta + 2 \, dx \leq \varepsilon^{\frac{\beta + 2}{2}} \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta |\mathbf{X}u|^2 \, dx
\end{equation}
(3.49)
Then, it is not difficult to observe that (3.49) used in (3.46) followed by (3.46) used in (3.45) with the choice of $h$ in (3.48) for a small enough $\varepsilon = \varepsilon(N, L) > 0$, leads to
\begin{equation}
\int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}u|^\beta |\mathbf{X}u|^2 \, dx \leq c(\beta + 1)^{4(\beta + 2)/\beta + 4} K_\eta \int_{\text{supp}(\eta)} F(|\mathbf{X}u|)|\mathbf{X}u|^\beta + 2 \, dx,
\end{equation}
for some $c = c(N, L) > 0$. This completes the proof. \qed

The following corollaries would be essential for proving the $C^{1,\alpha}$-regularity of weak solutions.

**Corollary 3.9.** For any $\beta \geq 2$ and all non-negative $\eta \in C_0^\infty(\Omega)$, we have that
\begin{equation}
\int_{\Omega} \eta^{\beta + 2} F(|\mathbf{X}u|)|Tu|^\beta + 2 \, dx \leq c(\beta) K_\eta^{\beta + 2} \int_{\text{supp}(\eta)} F(|\mathbf{X}u|)|\mathbf{X}u|^\beta + 2 \, dx,
\end{equation}
(3.50)
where $K_\eta = \|\eta\|_{L^\infty}^2 + \|\mathbf{X}\eta\|_{L^\infty}^2 + \|\eta T\eta\|_{L^\infty}$ and $c(\beta) = c(N, L, \beta) > 0$.

**Proof.** It is easy to see that from (2.6), we have
\begin{equation}
\int_{\Omega} \eta^{\beta + 2} F(|\mathbf{X}u|)|Tu|^\beta + 2 \, dx \leq c \int_{\Omega} \eta^{\beta + 2} F(|\mathbf{X}u|)|Tu|^\beta |\mathbf{X}u|^2 \, dx
\end{equation}
and then (3.50) follows easily from Corollary 3.7 and (3.44). This completes the proof. \qed
Corollary 3.10. For any $\beta \geq 2$ and all non-negative $\eta \in C_0^\infty(\Omega)$, we have that
\begin{equation}
\int_\Omega \eta^{\beta+4} F(|Xu|)|Tu|^\beta |XTu|^2 \, dx \leq c(\beta)K_\eta^{\frac{\beta+4}{2}} \int_{\text{supp}(\eta)} F(|Xu|)|Xu|^\beta+2 \, dx,
\end{equation}
where $K_\eta = \|\eta\|_{L^\infty}^2 + \|X\eta\|_{L^\infty}^2 + \|\eta Ty\|_{L^\infty}$ and $c(\beta) = c(N, L, \beta) > 0$.

Proof. Recalling the variant (3.34) of (3.9) of Lemma 3.2, we have
\begin{equation}
\int_\Omega \eta^{\beta+4} F(|Xu|)|Tu|^\beta |XTu|^2 \, dx \leq c(\beta + 1)^2 K_\eta \int_\Omega \eta^{\beta+2} F(|Xu|)|Tu|^\beta (|Xu|^2 + |X Xu|^2) \, dx.
\end{equation}
The second term of the right hand side of the above is estimated from Corollary 3.7 and (3.44) and the first term of the right hand side of the above is estimated by Hölder’s inequality as
\begin{equation}
\int_\Omega \eta^{\beta+2} F(|Xu|)|Tu|^\beta |Xu|^2 \, dx \leq \left( \int_\Omega \eta^{\beta+2} F(|Xu|)|Tu|^\beta+2 \, dx \right)^{\frac{\beta}{\beta+2}} \left( \int_\Omega \eta^{\beta+2} F(|Xu|)|Xu|^\beta+2 \, dx \right)^{\frac{2}{\beta+2}}
\end{equation}
and it is further estimated from (3.50). Combining all the estimates, the proof is finished.

Finally, we need the following Corollary, which also relies on (3.42), (3.44) and (3.50).

Corollary 3.11. For any $\beta \geq 2$ and all non-negative $\eta \in C_0^\infty(\Omega)$, we have that
\begin{equation}
\int_\Omega \eta^{\beta+4} F(|Xu|)|Xu|^\beta |XTu|^2 \, dx \leq c(\beta)K_\eta^{\frac{\beta+4}{2}} \int_{\text{supp}(\eta)} F(|Xu|)|Xu|^\beta+2 \, dx,
\end{equation}
where $K_\eta = \|\eta\|_{L^\infty}^2 + \|X\eta\|_{L^\infty}^2 + \|\eta Ty\|_{L^\infty}$ and $c(\beta) = c(N, L, \beta) > 0$.

Proof. By testing the equation (3.8) with $\varphi_k = \eta^{\beta+4} |Xu|^\beta T_k u$ and summing over $k \in \{1, \ldots, n\}$, we get
\begin{equation}
\sum_{i,j,k} \int_\Omega \eta^{\beta+4} |Xu|^\beta D_j A_i(Xu) X_j T_k u X_i T_k u \, dx
\end{equation}
\begin{equation}
\begin{aligned}
&= -(\beta + 4) \sum_{i,j,k} \int_\Omega \eta^{\beta+3} |Xu|^\beta T_k u D_j A_i(Xu) X_j T_k u X_i \eta \, dx \\
&\quad - \beta \sum_{i,j,k} \int_\Omega \eta^{\beta+4} |Xu|^\beta-1 T_k u D_j A_i(Xu) X_j T_k u X_i (|Xu|) \, dx \\
&\quad + \sum_{i,j,k} \int_\Omega D_j A_i(Xu) |X_j, T_k| u X_i \varphi_k \, dx \\
&\quad + \sum_{i,j,k} \int_\Omega \varphi_k D_j A_i(Xu) |X_i, T_k| X_j u \, dx \\
&= L_1 + L_2 + L_3 + L_4.
\end{aligned}
\end{equation}

From the structure condition (3.2),
\begin{equation}
\text{LHS of (3.53)} \geq \int_\Omega \eta^{\beta+4} F(|Xu|)|Xu|^\beta |XTu|^2 \, dx + \beta \int_\Omega \eta^{\beta+4} F(|Xu|)|Xu|^\beta |T u| |XTu| \, dx
\end{equation}
\begin{equation}
\geq \int_\Omega \eta^{\beta+4} F(|Xu|)|Xu|^\beta |XTu|^2 \, dx.
\end{equation}

We estimate the right hand side of (3.53), one by one. We claim that for $i \in \{1, 2, 3, 4\}$,
\begin{equation}
|L_i| \leq \varepsilon \int_\Omega \eta^{\beta+4} F(|Xu|)|Xu|^\beta |XTu|^2 \, dx + \frac{c(\beta)}{\varepsilon} K_\eta^{\frac{\beta+4}{2}} \int_{\text{supp}(\eta)} F(|Xu|)|Xu|^\beta+2 \, dx,
\end{equation}
which, with a small enough $\varepsilon = \varepsilon(N, L) > 0$, is enough to conclude the proof.
First, using (3.2) and Young’s inequality, we have

$$|L_1| \leq c(\beta + 1) \int_{\Omega} |\eta|^{\beta + 3} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta |\mathcal{X} T u||\mathcal{X} u| \eta \, dx$$

(3.56)

$$\leq \varepsilon \int_{\Omega} \eta^{\beta + 4} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta |\mathcal{X} T u|^2 \, dx + \frac{c}{\varepsilon} (\beta + 1)^2 \int_{\Omega} \eta^{\beta + 2} |\mathcal{X} u|^2 F(|\mathcal{X} u|)|\mathcal{X} u|^\beta |\mathcal{T} u|^2 \, dx,$$

and the claim (3.55) follows from Hölder’s inequality and (3.50). Similarly, we have

$$|L_2| \leq c\beta \int_{\Omega} \eta^{\beta + 4} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta - 1 |\mathcal{T} u||\mathcal{X} T u||\mathcal{X} u| \, dx$$

(3.57)

$$\leq \varepsilon \int_{\Omega} \eta^{\beta + 4} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta |\mathcal{T} u|^2 \, dx + \frac{c}{\varepsilon} \beta \int_{\Omega} \eta^{\beta + 4} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta - 2 |\mathcal{T} u|^2 |\mathcal{X} u|^2 \, dx,$$

where the last term in the right hand side of (3.57) is estimated by Hölder’s inequality as

$$\int_{\Omega} \eta^{4} F(|\mathcal{X} u|)|\mathcal{T} u|^2 |\mathcal{X} u|^\beta - 2 |\mathcal{X} u|^2 \, dx$$

$$\leq \left( \int_{\Omega} \eta^{2} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta |\mathcal{X} u|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{\Omega} \eta^{\beta - 2} F(|\mathcal{X} u|)|\mathcal{T} u|^2 \, dx \right)^{\frac{1}{2}}.$$ 

and the claim (3.55) follows from (3.42) and (3.44).

To continue the estimates, note that

$$L_3 = \sum_{i,j,k} \int_{\Omega} \eta^{\beta + 4} |\mathcal{X} u|^\beta T_j A_i(\mathcal{X} u)[X_j,T_k] u X_i T_k u \, dx$$

(3.58)

$$+ \beta \sum_{i,j,k} \int_{\Omega} \eta^{\beta + 3} |\mathcal{X} u|^\beta T_k u D_j A_i(\mathcal{X} u)[X_j,T_k] u X_i \eta \, dx$$

$$- \beta \sum_{i,j,k} \int_{\Omega} \eta^{\beta + 4} |\mathcal{X} u|^\beta - 1 T_k u D_j A_i(\mathcal{X} u)[X_j,T_k] u X_i (|\mathcal{X} u|) \, dx.$$ 

Using (3.2) and (2.2), we obtain

$$|L_3| \leq c \int_{\Omega} \eta^{\beta + 4} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta (|\mathcal{X} u| + |\mathcal{T} u|) |\mathcal{X} T u| \, dx$$

$$+ c(\beta + 1) \int_{\Omega} \eta^{\beta + 3} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta |\mathcal{T} u| (|\mathcal{X} u| + |\mathcal{T} u|) |\mathcal{X} \eta| \, dx$$

$$+ c\beta \int_{\Omega} \eta^{\beta + 4} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta - 1 |\mathcal{T} u| (|\mathcal{X} u| + |\mathcal{T} u|) |\mathcal{X} \mathcal{X} u| \, dx,$$

and then, by Young’s inequality on all the above terms, we have

$$|L_3| \leq \varepsilon \int_{\Omega} \eta^{\beta + 4} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta |\mathcal{X} T u|^2 \, dx$$

(3.59)

$$+ \frac{c}{\varepsilon} (\beta + 1)^2 \int_{\Omega} \eta^{\beta + 2} (\eta^2 + |\mathcal{X} \eta|^2) F(|\mathcal{X} u|)|\mathcal{X} u|^\beta (|\mathcal{X} u|^2 + |\mathcal{T} u|^2) \, dx$$

$$+ c\beta^2 \int_{\Omega} \eta^{\beta + 4} F(|\mathcal{X} u|)|\mathcal{X} u|^\beta - 2 |\mathcal{T} u|^2 |\mathcal{X} \mathcal{X} u|^2 \, dx,$$

which is estimated similarly as $L_1$ and $L_2$ in (3.56) and (3.57) above.

Finally, we note that

$$L_4 = \sum_{i,j,k} \int_{\Omega} \eta^{\beta + 4} |\mathcal{X} u|^\beta T_k u D_j A_i(\mathcal{X} u)[X_i,T_k] X_j u \, dx$$

...
which, by (3.2) and (2.4), leads to

\[ |L_4| \leq c \int_{\Omega} \eta^{\beta+4}F(|\mathbf{X}u|)|\mathbf{X}u|^\beta|T\mathbf{u}|(|\mathbf{X}\mathbf{X}u| + |\mathbf{X}T\mathbf{u}| + |\mathbf{X}u| + |T\mathbf{u}|) \, dx, \]

which is a linear combination of the right hand sides of the estimates \(L_1, L_2\) and \(L_3\) of the above, and hence is estimated accordingly. Thus (3.55) holds for all \(L_i\)'s and the proof is finished. \(\square\)

Remark 3.12. Similarly as in the case of (3.41), it is not hard to see that from the above proof, the case \(\beta = 0\) leads to

\[ \int_{\Omega} \eta^2 F(|\mathbf{X}u|)|\mathbf{X}T\mathbf{u}|^2 \, dx \leq cK_\eta \int_{\text{supp}(\eta)} F(|\mathbf{X}u|)(|\mathbf{X}u|^2 + |T\mathbf{u}|^2) \, dx, \]

with \(K_\eta = \|\eta\|_{L^\infty}^2 + \|\mathbf{X}\eta\|_{L^\infty}^2 + \|\eta T\eta\|_{L^\infty}\), since all the terms containing \(\beta|\mathbf{X}u|^{\beta-1}\) vanish.

4. Local Lipschitz Continuity

In this section, we shall prove Theorem 1.1 using the Caccioppoli type estimate (3.44) obtained in Section 3 and an approximation argument. We shall fix \(x_0 \in \Omega\) and denote all CC-balls as \(B_r = B_r(x_0)\) with dimension \(Q = Q(x_0)\). Notice that whenever \(\delta > 0\), the function

\[ F(t) = (\delta + t^2)^{\frac{\mu}{2}} \]

satisfies all conditions in the beginning of Section 3 for any \(1 < p < \infty\) and (3.2) is identical to the structure condition (1.3). The substitution (4.1) on the estimate (3.44) followed by the use of Sobolev inequality and Moser’s iteration, gives us the estimate of Theorem 1.1 subject to the apriori assumption (3.3). The proof is standard, we provide a brief outline below.

**Theorem 4.1.** If \(u \in S^{1,2}_{\text{loc}}(\Omega)\) is a weak solution of equation (1.2) and (3.3) holds, then

\[ \sup_{B_{\delta r}} |\mathbf{X}u| \leq \frac{c}{(1 - \sigma)^{Q/p}} \left( \int_{B_r} (\delta + |\mathbf{X}u|^2)^{\frac{Q}{p}} \, dx \right)^{\frac{1}{Q}} \]

holds for any \(0 < \sigma < 1\), where \(1 < p < \infty\), \(\delta > 0\) and \(c = c(N, p, L) > 0\).

**Proof.** We rewrite the Caccioppoli type estimate (3.44) with the substitution (4.1) to have

\[ \int_{\Omega} \eta^2 (\delta + |\mathbf{X}u|^2)^{\frac{Q}{p} - 2} |\mathbf{X}^\beta \mathbf{X}u|^\beta |\mathbf{X}\mathbf{X}u|^2 \, dx \leq c(\beta + 1)^{12} K_\eta \int_{\text{supp}(\eta)} (\delta + |\mathbf{X}u|^2)^{\frac{Q}{p} - 2} |\mathbf{X}u|^{\beta + 2} \, dx \]

for any \(\beta \geq 2\), where \(K_\eta = ||\eta||_{L^\infty}^2 + ||\mathbf{X}\eta||_{L^\infty}^2 + ||\eta T\eta||_{L^\infty}\). Letting \(w = (\delta + |\mathbf{X}u|^2)^{\mu/2}\) and using a standard choice of test function \(\eta \in C_0^\infty(B_r)\) such that \(0 \leq \eta \leq 1\) and \(\eta \equiv 1\) in \(B_{\delta r}\) for \(0 < \delta r < r\), \(|\mathbf{X}\eta| \leq 4/(r - r')\) and \(|\mathbf{X}\mathbf{X}\eta| \leq 16N/(r - r')^2\), (4.3) implies

\[ \int_{B_{\delta r}} w^{\gamma} |\mathbf{X}w|^2 \, dx \leq \frac{c(\gamma + 1)^{12}}{(r - r')^2} \int_{B_r} w^{\gamma + 2} \, dx \]

for large enough \(\gamma\). Using Sobolev’s inequality (2.13) for \(q = 2\) on (4.4), we get that

\[ \left( \int_{B_{\delta r}} w^{(\gamma + 2)\kappa} \, dx \right)^{\frac{1}{\kappa}} \leq \frac{c(\gamma + 1)^{14}}{(r - r')^2} \int_{B_r} w^{\gamma + 2} \, dx, \]

where \(\kappa = Q/(Q - 2)\). Standard Moser’s iteration is carried out by taking an appropriate sequence \(\gamma_i\) and \(r_i = \sigma r + (1 - \sigma)r/2^i\) on the above, then the standard interpolation argument [11, p. 299–300] leads to (4.2) and thereby completes the proof. \(\square\)
4.1. Riemannian Approximation. The sub-Riemannian metric generated by the vector fields \( \{X_1, \ldots, X_m\} \) are approximated in the Gromov-Hausdorff sense via Riemannian approximation generated by \( \{X_1^\varepsilon, \ldots, X_m^\varepsilon\} \), which is a relabelling of \( \{X_1, \ldots, X_m, \varepsilon T_1, \ldots, \varepsilon T_n\} \), as \( \varepsilon \to 0^+ \) and generates the norm \( \cdot \bar{} \) on \( \mathbb{R}^{m+n} \). The second order vector fields remain \( \{T_1^\varepsilon, \ldots, T_n^\varepsilon\} = \{T_1, \ldots, T_n\} \). In other words, the approximate vector fields in consideration are

\[
\{X_1^\varepsilon, \ldots, X_m^\varepsilon, T_1^\varepsilon, \ldots, T_n^\varepsilon\} = \{X_1, \ldots, X_m, \varepsilon T_1, \ldots, \varepsilon T_n, T_1, \ldots, T_n\}
\]

which is exactly the step 2 case of the approximations provided in [5, 3]. The idea is to be able to carry out everything above with \( X_j^\varepsilon \) and \( T_k^\varepsilon \) in place of \( X_j \) and \( T_k \). The reason for the relabelling (4.5) is that the equation with respect to \( X_j^\varepsilon \)'s become automatically elliptic since \( \{X_1, \ldots, X_m, T_1, \ldots, T_n\} \) spans the tangent space and hence, we can assume as much apriori regularity as needed. Then the conclusion shall follow with the limit \( \varepsilon \to 0^+ \) provided that all constants do not blow up. We briefly illustrate in the following that this indeed is the case when the set up of the beginning of Section 2 is re-written in terms of the approximation (4.5).

We denote the approximation gradients as

\[
\mathcal{X}^\varepsilon u = (X_1^\varepsilon u, \ldots, X_m^\varepsilon u) = (X_1 u, \ldots, X_m u, \varepsilon T_1 u, \ldots, \varepsilon T_n u), \quad T^\varepsilon u = Tu
\]

and \( \mathrm{div}^\varepsilon \) is similarly defined. Hence, \( \mathcal{X}^\varepsilon u \to (X u, 0) \) and \( |\mathcal{X}^\varepsilon u|^2 = |X u|^2 + \varepsilon^2 |T u|^2 \to |X u|^2 \) as \( \varepsilon \to 0^+ \). Given \( A : \mathbb{R}^m \to \mathbb{R}^m \) that satisfies (1.3), one can define \( A_\varepsilon : \mathbb{R}^{m+n} \to \mathbb{R}^{m+n} \) as

\[
A_\varepsilon(z) = (1 - \eta_c(z))\tilde{A}(z) + \eta_c(z)(\delta + |z|^2)^{p-2}z
\]

similarly as (2.20) for any \( 0 < \varepsilon < 1 \), where \( \tilde{A}(z) = (A(z), 0) \) for any \( \bar{z} = (z, z') \in \mathbb{R}^{m+n} \) and \( \eta_c \in C^0,1([0, \infty)) \) can be chosen (see [38]) such that \( A_\varepsilon \to A \) uniformly on compact subsets as \( \varepsilon \to 0^+ \) and the structure condition

\[
\frac{1}{L'}(\delta + |\bar{z}|^2)^{\frac{p-2}{2}}|\bar{\xi}|^2 \leq \langle D A_\varepsilon(\bar{z})\bar{\xi}, \bar{\xi} \rangle \leq L'(\delta + |\bar{z}|^2)^{\frac{p-2}{2}}|\bar{\xi}|^2;
\]

holds for any \( \bar{z}, \bar{\xi} \in \mathbb{R}^{m+n} \), for some \( L' = L'(p, L) > 1 \). Since (4.7) ensures that the equation \( \mathrm{div}^\varepsilon(A_\varepsilon(\mathcal{X}^\varepsilon u)) = 0 \) is uniformly elliptic on \( \Omega \), hence it has all necessary regularities including (3.3). As an example we see that

\[
\mathrm{div}^\varepsilon \left( (\delta + |\mathcal{X}^\varepsilon u|^2)^{\frac{p-2}{2}}\mathcal{X}^\varepsilon u \right) = 0 \quad \text{in} \ \Omega,
\]

is a natural regularization of the sub-elliptic \( p \)-Laplacian (1.4).

From the step 2 hypothesis (2.1), note that \( \{X_1, \ldots, X_m, T_1, \ldots, T_n\} \) spans the tangent space automatically implies \( \{X_1, \ldots, X_m, (1 + \varepsilon)T_1, \ldots, (1 + \varepsilon)T_n\} \) spans the tangent space for any \( 0 \leq \varepsilon \leq 1 \) and therefore, any vector field can be written as linear combinations of \( \{X_1^\varepsilon, \ldots, X_m^\varepsilon, T_1^\varepsilon, \ldots, T_n^\varepsilon\} \) with bounded coefficients; in particular the commutators \( [X_j^\varepsilon, X_j^\varepsilon] \) and \( [X_j^\varepsilon, T_j^\varepsilon] \) satisfy commutation relations similar to (2.2) with uniformly bounded coefficients as in (2.3) independent of \( \varepsilon \). Hence, all constants in the following inequalities are independent of \( \varepsilon \) as well. But establishing sub-elliptic metrics similarly as in Section 2 is non-trivial. Indeed, we have to similarly define

\[
\{Y_1^\varepsilon, \ldots, Y_m^\varepsilon, T_1^\varepsilon, \ldots, T_n^\varepsilon\} = \{X_1^\varepsilon, \ldots, X_m^\varepsilon, T_1^\varepsilon, \ldots, T_n^\varepsilon\}
\]

and define an approximate degree \( d_j^\varepsilon = \deg(Y_j^\varepsilon) \in \{1, 2\} \) so that \( \deg(Y_j^\varepsilon) = 1 \) and \( \deg(T_j^\varepsilon) = 2 \) (as \( \varepsilon \to 0^+ \) it is easy to see that \( \deg^\varepsilon \to \deg \) with deg as defined earlier in Section 2). As before, \( Y_1^\varepsilon, \ldots, Y_m^\varepsilon, T_1^\varepsilon, \ldots, T_n^\varepsilon \) span the whole tangent space and \( Y_j^\varepsilon, Y_k^\varepsilon \in \text{span}\{Y_j^\varepsilon : d_j^\varepsilon \leq d_j^\varepsilon + d_k^\varepsilon\} \) and we are in the set up of Nagel-Stein-Wainger [41]. However, when we have

\[
[Y_j^\varepsilon, Y_k^\varepsilon] = \sum_{d_j^\varepsilon \leq d_j^\varepsilon + d_k^\varepsilon} c_{j,k}^l(\varepsilon) Y_l^\varepsilon,
\]
the coefficients $c^j_{j,k}(\varepsilon)$ will be unbounded as $\varepsilon \to 0^+$. In principle this could be a problem as the doubling constant for the metric balls in [41] depends on these coefficients. In other words, letting $d^\varepsilon(I)$ defined with respect to $d^\varepsilon_j$ and $\Lambda^\varepsilon(x,r) = \sum_j |\lambda^\varepsilon_j(x)|^2 d^\varepsilon_j(I)$ where $\lambda^\varepsilon_j(x) = \det(a^\varepsilon_{j,k}(x))$ whenever $Y^\varepsilon_{ij} = \sum_k a^\varepsilon_{j,k}\partial_{x_j}$ as earlier, there exists $c_2(\varepsilon) > c_1(\varepsilon) > 0$ such that we have

$$c_1(\varepsilon)\Lambda^\varepsilon(x,r) \leq |B^\varepsilon_2(x)| \leq c_2(\varepsilon)\Lambda^\varepsilon(x,r)$$

due to [41], where $B^\varepsilon_2 \subset \Omega$ are the metric balls defined similarly as in Section 2. Nevertheless, it has been shown by Capogna-Citti-Rea [5, Proposition 4.4] (see also [3]) that there exists $0 < \varepsilon < 1$ such that for every $0 < \varepsilon < \varepsilon$, the constants $c_1(\varepsilon)$ and $c_2(\varepsilon)$ may be chosen to be independent of $\varepsilon$ in compact subsets of $\Omega$. The argument involves a very delicate use of exponentiation of sub-families of the vector fields depending on $\varepsilon < r$ or $r < \varepsilon < \varepsilon$.

Combining all the above statements, we can conclude that the approximate vector fields $(4.5)$ has all the required properties to carry out the estimates of Section 3 for the equation $\text{div}^\varepsilon_H(A_\varepsilon(X^\varepsilon u)) = 0$ and the constants are independent of $\varepsilon$. The constants of Poincaré and Sobolev inequalities are also stable under $\varepsilon \to 0$, we refer to [3]. Hence, we conclude from Theorem 4.1 that

$$\sup_{B^\varepsilon_{\theta r}} |X^\varepsilon u|_{C^\varepsilon} \leq \frac{c(N,p,L)}{(1-\sigma)^{Q/p}} \left( \int_{B^\varepsilon_2} (\delta + |X^\varepsilon u|^{2\varepsilon}_2)^\frac{p}{2} dx \right)^{\frac{1}{p}}$$

holds for any $0 < \sigma < 1$. It is known that $B^\varepsilon_{\theta} \to B_{\theta}$ in terms of Hausdorff distance as $\varepsilon \to 0^+$, where $B_{\theta} \subseteq \Omega$ is the concentric CC-ball (see [25]). This shall be used in the following.

4.2. Proof of Theorem 1.1. We are ready to prove Theorem 1.1 by a standard approximation argument and similar as in the Euclidean setting, that incorporates the approximation in order to remove the apriori regularity (3.3).

Proof of Theorem 1.1. Let $B_r = B_r(x_0) \subset \Omega$ be fixed and $B^\varepsilon_{\theta r}$ be a sequence of metric balls with limit $B_{\theta}$ as the Hausdorff distance limit. We shall denote similarly also for concentric balls of smaller radii. Given $u \in S^{1,p}(\Omega)$ as a weak solution of $(1.2)$, there exists a smooth approximation $\phi_k \in C^\infty(B_r)$ such that $\phi_k \to u$ in $S^{1,p}(B_r)$ as $k \to \infty$. Now, let $u^\varepsilon_k$ be the weak solution of the following Dirichlet problem,

$$\begin{cases}
\text{div}^\varepsilon_H(A_\varepsilon(X^\varepsilon u^\varepsilon_k)) = 0 & \text{in } B^\varepsilon_{\theta r} \\
\phi_k - u^\varepsilon_k \in S^{1,p}_0(B^\varepsilon_{\theta r}).
\end{cases}$$

for some $\theta = \theta(N) < 1$. The choice of test function $u^\varepsilon_k - \phi_k$ on $(4.10)$, yields

$$\int_{B^\varepsilon_{\theta r}} \langle A_\varepsilon(X^\varepsilon u^\varepsilon_k), X^\varepsilon u^\varepsilon_k \rangle dx = \int_{B^\varepsilon_{\theta r}} \langle A_\varepsilon(X^\varepsilon \phi_k), X^\varepsilon \phi_k \rangle dx.$$

In this case, we have an ellipticity condition similar to $(2.15)$, which together with the structure condition $(4.7)$ leads to

$$\int_{B^\varepsilon_{\theta r}} (\delta + |X^\varepsilon u^\varepsilon_k|^{2\varepsilon}_2)^\frac{p}{2} dx \leq c \int_{B^\varepsilon_{\theta r}} (\delta + |X^\varepsilon \phi_k|^2)^\frac{p}{2} dx + o(\varepsilon)$$

$$\leq c \int_{B^\varepsilon_{\theta r}} (\delta + |X u|^2)^\frac{p}{2} dx + o(\varepsilon) + o(1/k)$$

for $c = c(N,p,L) > 0$ and $o(\varepsilon), o(1/k) \to 0$ as $\varepsilon \to 0^+$ and $k \to \infty$. Now, from $(4.9)$, we have

$$\sup_{B^\varepsilon_{\theta r}} |X^\varepsilon u^\varepsilon_k|_{C^\varepsilon} \leq \frac{c}{(1-\sigma)^{Q/p}} \left( \int_{B^\varepsilon_{\theta r}} (\delta + |X^\varepsilon u^\varepsilon_k|^{2\varepsilon}_2)^\frac{p}{2} dx \right)^{\frac{1}{p}}$$

for some $c = c(N,p,L) > 0$, $\sigma \in (0, 1)$. Then a standard argument follows, since $(4.12)$ ensures that there exists $u' \in S^{1,p}(B^\varepsilon_{\theta r})$ such that up to a subsequence $u^\varepsilon_k \to u'$. As $u^\varepsilon_k - \phi_k \in S^{1,p}_0(B^\varepsilon_{\theta r})$, 
hence we have $u' - u \in S^{1,p}_0(B_{2r})$. We have a monotonic inequality similar to (2.16), using that one can show that $u'$ is a weak solution of (1.2). From uniqueness, $u' = u$. Taking $\varepsilon \to 0^+$ and $k \to \infty$ along the convergent subsequence in (4.13) and (4.12), we conclude
\[
\sup_{B_{2r}} |\mathcal{X}u| \leq \frac{c}{(1 - \sigma)^{Q/p}} \left( \int_{B_r} (\delta + |\mathcal{X}u|^2)^\frac{Q}{2} \, dx \right)^{\frac{1}{p}}
\]
for some $c = c(N, p, L) > 0$ and (1.5) follows from the above by a simple covering argument. This, together with Remark 2.5, concludes the proof. $\square$

5. The local $C^{1,\alpha}$ regularity

Throughout this section, we denote $u \in S^{1,p}(\Omega)$ as a weak solution of equation (1.2) satisfying the structure condition (1.3) with $\delta > 0$. Equipped with Theorem 1.1, we have $\mathcal{X}u \in L^\infty_{loc}(\Omega, \mathbb{R}^n)$, which together with $\delta > 0$, implies that
\[
\nu^{-1} |\xi|^2 \leq \langle DA(\mathcal{X}u) \xi, \xi \rangle \leq \nu |\xi|^2; \quad |A(\mathcal{X}u)| \leq \nu |\mathcal{X}u|,
\]
holds locally in $\Omega$, for some $\nu = \nu(N, p, L, |\mathcal{X}u|_{L^\infty}, \delta) > 0$. The equation $\text{div}_u \mu(A(\mathcal{X}u)) = 0$ with condition (5.1), has been considered by Domokos-Manfredi [15] (and previously by Capogna [2] for the case of the vector fields $X_1, \ldots, X_m$ being left invariant with respect to the Heisenberg Group). From [15, Theorem 5.2], we have that
\[
\mathcal{X}u \in S^{1,2}_{loc}(\Omega, \mathbb{R}^m) \cap C^{0,\alpha}_{loc}(\Omega, \mathbb{R}^m), \quad T u \in S^{1,2}_{loc}(\Omega, \mathbb{R}^n) \cap C^{0,\alpha}_{loc}(\Omega, \mathbb{R}^n),
\]
which is, in fact, stronger than (3.3). Also, we resume the notation (4.1), i.e. $F(t) = (\delta + t^2)^{\frac{p-2}{2}}$ throughout this section and therefore all lemmas and apriori estimates of Section 3 are also valid in the settings of this section. The local boundedness of $\mathcal{X}u$ allows us to define
\[
\mu_i(r) = \sup_{B_r} |X_i u|, \quad \mu(r) = \max_{1 \leq i \leq m} \mu_i(r),
\]
for any ball $B_r \subset \Omega$ and $i \in \{1, \ldots, m\}$.

Note that the function $h(t) = (\delta + t^2)^{\frac{p-2}{2}} = F(t) t^q$ is non-decreasing on $[0, \infty)$ whenever $q \geq 0$ and $\beta + q - 2 \geq 0$ and hence, we have the inequality
\[
F(|\mathcal{X}u|)|\mathcal{X}u|^q = (\delta + |\mathcal{X}u|^2)^{\frac{p-2}{2}} |\mathcal{X}u|^q \leq c(m, p, q)(\delta + |\mathcal{X}u|^2)^{\frac{p-2}{2}} \mu(r)^q \quad \text{in } B_r,
\]
where $c(m, p, q) = m^{(q+p-2)/2}$ if $p \geq 2$ and $c(m, p, q) = m^{q/2}$ if $1 < p < 2$. Inequalities of the type (5.4) shall be used multiple times in the local estimates.

Similarly as [39], we fix any $l \in \{1, \ldots, m\}$ and consider the following double truncation
\[
\nu := \min \big( \mu(r)/8, \max(\mu(r)/4 - X_l u, 0) \big).
\]
In the setting of Euclidean spaces, similar truncations have been used previously in [45, 33], etc. The main property of $\nu$ that is used in the integral estimates is the fact that it avoids any possible singularities within the set
\[
E = \{ x \in \Omega : \mu(r)/8 < X_l u < \mu(r)/4 \},
\]
as easily seen from the following inequality
\[
\mu(r)/8 \leq |\mathcal{X}u| \leq m^{\frac{1}{2}} \mu r \quad \text{in } E \cap B_r,
\]
which shall be used several times throughout this section. Furthermore, note that
\[
\mathcal{X} \nu = \begin{cases} -X_l u & \text{a.e. in } E; \\ 0 & \text{a.e. in } \Omega \setminus E \end{cases}, \quad \text{and} \quad T \nu = \begin{cases} -T X_l u & \text{a.e. in } E; \\ 0 & \text{a.e. in } \Omega \setminus E, \end{cases}
\]
which shall be exploited in the following integral estimates. The technique of involving the truncation in the Caccioppoli type estimates is useful particularly for the singular case $1 < p < 2$, whereas the required estimates can be obtained in easier ways for the case $p \geq 2$.

Finally, we remark that properties similar to the above also holds corresponding to (5.9)

\[
\nu' = \min \left( \mu(r)/8, \max(\mu(r)/4 + X_l u, 0) \right),
\]

and all following estimates involving $\nu'$ shall also hold for $\nu'$. Henceforth, we shall only be using the truncation $\nu$ without loss of generality.

5.1. Caccioppoli type inequalities with truncation. We prove certain integral estimates of the gradient by testing (3.4) with the truncation $\nu$ being incorporated in the test function. Due to (5.7), these will eventually lead to an estimate similar to that of a uniformly elliptic equation without the singular weight.

The following lemma is a truncated analogue of Lemma 3.4. The proof follows along the direction of [39, Lemma 3.1] but it is lengthier due to the commutation relations (2.2).

**Lemma 5.1.** For any $\beta, \kappa \geq 0$ and all non-negative $\eta \in C_0^\infty(\Omega)$, we have that

\[
\int \eta^{\beta + 2} \nu^{\beta + 2} \varphi(\eta |\mathbf{u}|^\kappa |\mathbf{X}\mathbf{u}|^2) \, dx
\leq c(\beta + 1)^2 \int \eta^{2\beta} (|\mathbf{X}\eta|^2 + |T\eta|) \nu^{\beta + 2} \varphi(\eta |\mathbf{u}|^\kappa + 2) \, dx
\]

\[
+ c(\beta + 1)^2 (\kappa + 1)^2 \int \eta^{\beta + 2} \nu^{\beta + 2} \varphi(|\mathbf{X}\mathbf{u}|^\kappa |\mathbf{x}|^2) \, dx
\]

\[
+ c(\kappa + 1)^4 \int \eta^{\beta + 2} \nu^{\beta + 2} \varphi(|\mathbf{X}\mathbf{u}|^\kappa (|\mathbf{u}|^2 + |\mathbf{x}|^2)) \, dx,
\]

where $\nu$ is as in (5.5) and $c = c(N, p, L) > 0$.

**Proof.** For any $k \in \{1, \ldots, m\}$, we take $Y = X_k$ in (3.6) to have

\[
\sum_{i,j} \int \Omega D_i A_i(\mathbf{X}\mathbf{u}) X_j X_k u X_i \varphi \, dx = \sum_{i,j} \int \Omega D_j A_i(\mathbf{X}\mathbf{u}) [X_j, X_k] u X_i \varphi \, dx
\]

\[
+ \sum_i \int \Omega A_i(\mathbf{X}\mathbf{u})[X_i, X_k] \varphi \, dx,
\]

and then, we choose $\varphi = \eta^{\beta + 2} \nu^{\beta + 2} |\mathbf{X}\mathbf{u}|^\kappa X_k u$ with a non-negative test function $\eta \in C_0^\infty(\Omega)$ and $\beta, \kappa \geq 0$ on (5.11) to obtain

\[
\int \Omega \sum_{i,j} \eta^{\beta + 2} \nu^{\beta + 2} D_j A_i(\mathbf{X}\mathbf{u}) X_j X_k u X_i (|\mathbf{X}\mathbf{u}|^\kappa X_k u) \, dx
\]

\[
= - (\beta + 2) \int \Omega \sum_{i,j} \eta^{\beta + 1} \nu^{\beta + 2} |\mathbf{X}\mathbf{u}|^\kappa X_k u D_j A_i(\mathbf{X}\mathbf{u}) X_j X_k u X_i \eta \, dx
\]

\[
- (\beta + 2) \int \Omega \sum_{i,j} \eta^{\beta + 2} \nu^{\beta + 1} |\mathbf{X}\mathbf{u}|^\kappa X_k u D_j A_i(\mathbf{X}\mathbf{u}) X_j X_k u X_i \nu \, dx
\]

\[
+ \sum_{i,j} \int \Omega D_j A_i(\mathbf{X}\mathbf{u})[X_j, X_k] u X_i (\eta^{\beta + 2} \nu^{\beta + 2} |\mathbf{X}\mathbf{u}|^\kappa X_k u) \, dx
\]

\[
- \sum_i \int \Omega [X_i, X_k] (A_i(\mathbf{X}\mathbf{u})) \eta^{\beta + 2} \nu^{\beta + 2} |\mathbf{X}\mathbf{u}|^\kappa X_k u \, dx
\]

\[
= I_1^k + I_2^k + I_3^k + I_4^k,
\]
where integral by parts is applied to the last item in (5.11). Then, by taking summation over \( k \in \{1, \ldots, m\} \), we end up with

\[
\int_{\Omega} \sum_{i,j,k} \eta^{\beta+2} v^{\beta+2} D_j A_i(\mathcal{X}u) X_j X_k u X_i(|\mathcal{X}u|^\kappa X_k u) \, dx = \sum_{k}^{4} \sum_{j}^{4} I_j^k,
\]

where \( I_j^k \)’s are the respective terms of the right hand side of (5.12).

In the following, we estimate both sides of (5.13). For the left hand of (5.13), first note that 
\( X_i(|\mathcal{X}u|^\kappa X_k u) = |\mathcal{X}u|^\kappa X_i X_k u + X_i(|\mathcal{X}u|^\kappa) X_k u \), hence by the structure condition (1.3), we have

\[
\sum_{i,j,k} D_j A_i(\mathcal{X}u) X_j X_k u X_i(|\mathcal{X}u|^\kappa X_k u) \geq F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u|^2,
\]

which gives us the following estimate for the left hand side of (5.13) as

\[
\text{left of (5.13)} \geq \int_{\Omega} \eta^{\beta+2} v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u|^2 \, dx.
\]

To estimate the right hand side of (5.13), we shall show that \( I_j^k \) satisfies

\[
|I_j^k| \leq c \varepsilon \int_{\Omega} \eta^{\beta+2} v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u|^2 \, dx
\]

\[
+ \frac{c}{\varepsilon} (\beta + 1)^2 \int_{\Omega} \eta^{\beta} (|\mathcal{X}\eta|^2 + |\mathcal{T}\eta|) v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa \, dx
\]

\[
+ \frac{c}{\varepsilon} (\beta + 1)^2 (\kappa + 1)^2 \int_{\Omega} \eta^{\beta+2} v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa \, dx
\]

\[
+ \frac{c}{\varepsilon} (\kappa + 1)^4 \int_{\Omega} \eta^{\beta+2} v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa \, dx,
\]

for each \( k \in \{1, \ldots, m\} \) and each \( j = 1, 2, 3, 4 \), where \( c = c(N, p, L) > 0 \) and \( 0 < \varepsilon < 1 \) is small enough. Then (5.10) follows from the above estimates (5.14) and (5.15) for both sides of (5.13). Thus the proof of the lemma is finished, modulo the proof of (5.15). In the rest, we prove (5.15) in the order of \( j = 1, 2, 3, 4 \).

First, for \( j = 1 \), by the structure condition (1.3) and Young’s inequality that

\[
|I_j^k| \leq c (\beta + 1) \int_{\Omega} \eta^{\beta+1} |\mathcal{X}\eta| v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u| \, dx,
\]

\[
\leq c \varepsilon \int_{\Omega} \eta^{\beta+2} v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u|^2 \, dx
\]

\[
+ \frac{c}{\varepsilon} (\beta + 1)^2 \int_{\Omega} \eta^{\beta} |\mathcal{X}\eta|^2 v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa \, dx,
\]

Thus (5.15) holds for \( I_j^k \).

Second, when \( j = 2 \), by the structure condition (1.3) and Young’s inequality,

\[
|I_j^k| \leq c (\beta + 1) \int_{\Omega} \eta^{\beta+2} v^{\beta+1} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u| |\mathcal{X}v| \, dx,
\]

\[
\leq c \varepsilon \int_{\Omega} \eta^{\beta+2} v^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u|^2 \, dx
\]

\[
+ \frac{c}{\varepsilon} (\beta + 1)^2 \int_{\Omega} \eta^{\beta+2} v^{\beta} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}v|^2 \, dx,
\]

which proves (5.15) for \( I_j^k \).
Third, when \( j = 3 \), we note that
\[
|X_i(\eta^{\beta+2}v^{\beta+2}|\mathbf{X}u|X_ku)| \leq (\kappa + 1)\eta^{\beta+2}v^{\beta+2}|\mathbf{X}u|X_ku| + (\beta + 2)\eta^{\beta+1}v^{\beta+1}|\mathbf{X}u|X_ku|
\]
Thus by the structure condition (1.3) and (2.2), we have
\[
|I^k_3| \leq c(\kappa + 1) \int_\Omega \eta^{\beta+2}v^{\beta+2}F(|\mathbf{X}u||\mathbf{X}u|X_ku|)(|Tu| + |\mathbf{X}u|) \, dx
\]
This proves (5.15) for \( I^k_3 \).

Finally, we are left with the case \( j = 4 \) and the estimate is more involved. Recalling our choice of test function \( \varphi = \eta^{\beta+2}v^{\beta+2}|\mathbf{X}u|X_ku \), we note that
\[
I^k_4 = - \sum_i \int_\Omega [X_i, X_k](A_i(\mathbf{X}u)) \varphi \, dx
\]
This proves (5.15) for \( I^k_3 \).

Finally, we are left with the case \( j = 4 \) and the estimate is more involved. Recalling our choice of test function \( \varphi = \eta^{\beta+2}v^{\beta+2}|\mathbf{X}u|X_ku \), we note that
\[
I^k_4 = - \sum_i \int_\Omega [X_i, X_k](A_i(\mathbf{X}u)) \varphi \, dx
\]
where integration by parts is used to get the last term of the above. Let us denote
\[
w = \eta^{\beta+2}|\mathbf{X}u|X_ku.
\]
so that we can rewrite \( \varphi = v^{\beta+2}w \) and hence, we have \( \mathbf{X}\varphi = (\beta + 2)v^{\beta+1}w\mathbf{X}v + v^{\beta+2}\mathbf{X}w \). Using this, note that (5.19) becomes
\[
I^k_4 = (\beta + 2) \int_\Omega v^{\beta+1}w \sum_i \left( X_k(A_i(\mathbf{X}u)) X_i v - X_i(A_i(\mathbf{X}u)) X_k v \right) \, dx
\]
where we denote the first and the second integral in the right hand side of the above by \( R^k \) and \( P^k \), respectively. We shall estimate both of them one by one. First, by the structure condition
which is estimated similarly as in the last part of the proof of Lemma (5.25) and hence, we rewrite
\[ P \]
To estimate (5.24), from which it follows by Young’s inequality that
\[ \frac{c}{\varepsilon} (\beta + 1)^2 \int \eta^{\beta+1} \eta^{-1} \eta^{\beta+1} F(|\mathbf{x}|) |\mathbf{x}| |\mathbf{x}| \eta | d\mathbf{x} \]
To estimate \( P_k \), we use integration by parts again to get
\[ P_k = (\beta + 2) \int \eta^{\beta+1} \sum_i A_i(\mathbf{x}) \left( X_i v X_i w - X_k v X_i w \right) d\mathbf{x} \]
For \( P_k \), we have by the structure condition (1.3) that
\[ |P_k| \leq c(\beta + 1)(\kappa + 1) \int \eta^{\beta+2} \eta^{\beta+1} F(|\mathbf{x}|) |\mathbf{x}| |\mathbf{x}| |\mathbf{x}| \eta | d\mathbf{x} \]
from which it follows by Young’s inequality that
\[ |P_k| \leq c \varepsilon \int \eta^{\beta+2} \eta^{\beta+2} F(|\mathbf{x}|) |\mathbf{x}| |\mathbf{x}| |\mathbf{x}| \eta | d\mathbf{x} \]
To estimate \( P_k \), we note that
\[ |X_i, X_k| = \eta^{\beta+2} |\mathbf{x}| |\mathbf{x}| \eta^{\beta+1} X_k u |X_i, X_k| (|\mathbf{x}|) \]
and hence, we rewrite
\[ P^k_2 = \int \eta^{\beta+2} \eta^{\beta+2} \sum_i A_i(\mathbf{x}) |\mathbf{x}|^{\kappa} |X_i, X_k| X_k u d\mathbf{x} \]
which is estimated similarly as in the last part of the proof of Lemma 3.4. The estimate of \( P^k_{2,3} \) is straightforward. Using (3.2) and (2.2), we have
\[ |P^k_{2,3}| \leq c(\beta + 1) \int \eta^{\beta+1} \eta^{-1} |\mathbf{x}| |\mathbf{x}| \eta | d\mathbf{x} \]
which is clearly majorised by the right hand side of (5.15).
To estimate the rest of \((5.25)\), we shall use \([X_i, X_k]X_ku = X_k[X_i, X_k]u + [[X_i, X_k], X_k]u\) and
\([X_i, X_k](|\mathcal{X}u|) = |\mathcal{X}u|^{-1} \sum_{j=1}^m X_j u [X_i, X_k] X_j u = |\mathcal{X}u|^{-1} \sum_{j=1}^m X_j u (X_j |X_i, X_k| u + [[X_i, X_k], X_j] u),

to split the first two terms as \(P_{k, 1}^k = P_{2, 1, 1}^k + P_{2, 1, 2}^k\) and \(P_{k, 2}^k = P_{2, 2, 1}^k + P_{2, 2, 2}^k\) so that the second terms i.e. \(P_{2, 1, 2}^k\) and \(P_{2, 2, 2}^k\) contain the terms with the commutator of commutators.

Now we rewrite the first terms of \(P_{k, 2}^k\) using integral by parts as
\[
P_{k, 1, 1}^k + P_{k, 2, 1}^k = \sum_i \int_\Omega \eta^{\beta+2} \nu^{\beta+2} A_i(|\mathcal{X}u|)|\mathcal{X}u|^\kappa [X_i, X_k]u dx + \kappa \sum_{i,j} \int_\Omega \eta^{\beta+2} \nu^{\beta+2} A_i(|\mathcal{X}u|)|\mathcal{X}u|^\kappa [-X_k u X_j u X_j u X_i, X_k] u dx
\]
(5.27)

Then, further computation of the terms in (5.27) followed by the use of (3.2) and (2.2) yields
\[
|P_{k, 1, 1}^k| + |P_{k, 2, 1}^k| \leq c(\kappa + 1)^2 \int_\Omega \eta^{\beta+2} \nu^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u| (|\mathcal{X}u| + |Tu|) dx + c(\beta + 1)(\kappa + 1) \int_\Omega \eta^{\beta+1} \nu^{\beta+1} |\mathcal{X}u|^\kappa |\mathcal{X}v| (|\mathcal{X}u| + |Tu|) dx + c(\beta + 1)(\kappa + 1) \int_\Omega \eta^{\beta+1} \nu^{\beta+1} |\mathcal{X}u|^\kappa |\mathcal{X}y| (|\mathcal{X}u| + |Tu|) dx,
\]
and then, by Young’s inequality on each term, we get
\[
|P_{k, 1, 1}^k| + |P_{k, 2, 1}^k| \leq c\varepsilon \int_\Omega \eta^{\beta+2} \nu^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}u|^2 dx + \frac{c}{\varepsilon} (\kappa + 1)^4 \int_\Omega \eta^{\beta+2} \nu^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa (|\mathcal{X}u|^2 + |Tu|^2) dx + c(\beta + 1)^2 \int_\Omega \eta^{\beta+2} \nu^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa |\mathcal{X}v|^2 dx + c(\beta + 1)^2 \int_\Omega \eta^{\beta+1} |\mathcal{X}y|^2 \nu^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa + 2 dx
\]
(5.28)

Now we are only left with
\[
P_{k, 1, 2}^k + P_{k, 2, 2}^k = \sum_i \int_\Omega \eta^{\beta+2} \nu^{\beta+2} A_i(|\mathcal{X}u|)|\mathcal{X}u|^\kappa [[X_i, X_k], X_k] u dx + \kappa \sum_{i,j} \int_\Omega \eta^{\beta+2} \nu^{\beta+2} A_i(|\mathcal{X}u|)|\mathcal{X}u|^\kappa - 2 X_k u X_j u [[X_i, X_k], X_j] u dx
\]
(5.29)

To estimate (5.29), we use (3.2) and (2.5) to get
\[
|P_{k, 1, 2}^k| + |P_{k, 2, 2}^k| \leq c(\kappa + 1) \int_\Omega \eta^{\beta+2} \nu^{\beta+2} F(|\mathcal{X}u|)|\mathcal{X}u|^\kappa + 1 (|\mathcal{X}u| + |Tu|) dx,
\]
(5.30)

which is estimated easily to get the right hand side of (5.15). Thus, combining the estimates above we can see that the claimed estimate (5.15) holds also for \(P_{\Delta}^k\) and the proof is finished. \(\square\)

The following lemma is a truncated analogue of Corollary 3.11.
Lemma 5.2. Let $B_r \subset \Omega$ and $\eta \in C_0^\infty(B_r)$ be fixed. Then, for any $\tau \in (\frac{1}{2}, 1)$ and $\beta \geq 0$,

$$\int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)} F(|\mathbf{X}u|) |\mathbf{X}u|^4 |\mathbf{X}Tu|^2 \, dx$$

(5.31)

$$\leq c_0 \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)} F(|\mathbf{X}u|) |\mathbf{X}u|^4 (|Tu|^2 + |Xu|^2) \, dx$$

$$+ c\mu(r)^4(1-\tau) K_{\eta}^{2-\tau} \left( \int_{B_r} F(|\mathbf{X}u|) |\mathbf{X}u|^4 \frac{1}{x^2} \, dx \right)^{1-\tau} \mathcal{I}$$

holds for any small enough $c_0 = c_0(N, p, L, \tau) > 0$, where $c = c(N, p, L, \tau) > 0$ is large enough, $K_{\eta} = ||\eta||_{L^\infty} + ||\mathbf{X}\eta||_{L^\infty} + ||\mathbf{X}^2 \eta||_{L^\infty}$, and

$$\mathcal{I} = c(\beta + 1)^2 \int_{\Omega} \eta^{\beta+2}(\eta^2 + |\mathbf{X}\eta|^2 + \eta|\mathbf{T}\eta|) v^{\beta+4} F(|\mathbf{X}u|) |\mathbf{X}u|^4 \, dx$$

(5.32)

$$+ c(\beta + 1)^2 \int_{\Omega} \eta^{\beta+4} v^{\beta+2} F(|\mathbf{X}u|) |\mathbf{X}v|^2 \, dx$$

$$+ c \int_{\Omega} \eta^{\beta+4} v^{\beta+4} F(|\mathbf{X}u|) |\mathbf{X}u|^2 |\mathbf{T}u|^2 \, dx.$$

Proof. Let us denote the left hand side of (5.31) by $M$, i.e.

$$M = \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)} F(|\mathbf{X}u|) |\mathbf{X}u|^4 |\mathbf{X}Tu|^2 \, dx,$$

for any fixed $1/2 < \tau < 1$ and $\beta \geq 0$. Now, we recall (3.8), i.e.

$$\sum_{i,j} \int_{\Omega} D_j A_i(\mathbf{X}u) X_j T_k u X_i \varphi \, dx = \sum_{i,j} \int_{\Omega} D_j A_i(\mathbf{X}u) [X_j, T_k] u X_i \varphi \, dx$$

(5.34)

$$- \sum_{i,j} \int_{\Omega} \varphi D_j A_i(\mathbf{X}u)[X_i, T_k] X_j u \, dx.$$

We use $\varphi = \varphi_k = \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)} |\mathbf{X}u|^4 T_k u$ on (5.34) and take summation over $k \in \{1, \ldots, n\}$, to obtain

$$\sum_{i,j,k} \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)} |\mathbf{X}u|^4 D_j A_i(\mathbf{X}u) X_j T_k u X_i T_k u \, dx$$

$$= -(\tau(\beta + 2) + 4) \sum_{i,j,k} \int_{\Omega} \eta^{\tau(\beta+2)+3} v^{\tau(\beta+4)} |\mathbf{X}u|^4 T_k u D_j A_i(\mathbf{X}u) X_j T_k u X_i \eta \, dx$$

$$- \tau(\beta + 4) \sum_{i,j,k} \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)} T_k u D_j A_i(\mathbf{X}u) X_j T_k u X_i \mathbf{v} \, dx$$

(5.35)

$$- 4 \sum_{i,j,k} \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)} |\mathbf{X}u|^2 T_k u D_j A_i(\mathbf{X}u) X_j T_k u X_i T_k u \, dx$$

$$+ \sum_{i,j,k} \int_{\Omega} D_j A_i(\mathbf{X}u)[X_j, T_k] u X_i \varphi_k \, dx$$

$$- \sum_{i,j,k} \int_{\Omega} \varphi_k D_j A_i(\mathbf{X}u)[X_i, T_k] X_j u \, dx$$

$$= K_1 + K_2 + K_3 + K_4 + K_5,$$

where the integrals in the right hand side of (5.35) are denoted by $K_1, K_2, K_3, K_4, K_5$ in order. To prove the lemma, we estimate both sides of (5.35) as follows.
For the left hand side, we have by the structure condition (1.3) that
\begin{equation}
(5.36) \quad \int \eta^{r(\beta+2)+4} v^{r(\beta+4)} F(|Xu|)|Xu|^4 |X Tu|^2 \, dx = M,
\end{equation}
and for the right hand side of (5.35), we estimate each item \( K_i \), one by one. Let us denote
\begin{equation}
(5.37) \quad \tilde{K} = \int \eta^{(2\tau-1)(\beta+2)+6} v^{(2\tau-1)(\beta+4)} F(|Xu|)|Xu|^4 |Tu|^2 |X Tu|^2 \, dx,
\end{equation}
which shall appear frequently in the following.

First, we estimate \( K_1 \) by the structure condition (1.3) and Hölder’s inequality, to get
\begin{equation}
(5.38) \quad |K_1| \leq c(\beta + 1) \int \eta^{r(\beta+2)+3} v^{r(\beta+4)} F(|Xu|)|Xu|^4 |T Tu| |X \eta| \, dx \\
\leq c(\beta + 1) \left( \int \eta^{(2\tau-1)(\beta+2)+6} v^{(2\tau-1)(\beta+4)} F(|Xu|)|Xu|^4 |T Tu|^2 |X Tu|^2 \, dx \right)^{\frac{1}{2}} \\
\times \left( \int \eta^{\beta+2} v^{\beta+4} F(|Xu|)|Xu|^4 |X \eta|^2 \, dx \right)^{\frac{1}{2}} \\
= c(\beta + 1) \tilde{K}^{\frac{1}{2}} \left( \int \eta^{\beta+2} v^{\beta+4} F(|Xu|)|Xu|^4 |X \eta|^2 \, dx \right)^{\frac{1}{2}}.
\end{equation}

Second, we estimate \( K_2 \) also by the structure condition (1.3) and Hölder’s inequality,
\begin{equation}
(5.39) \quad |K_2| \leq c(\beta + 1) \int \eta^{r(\beta+2)+4} v^{r(\beta+4)+1} F(|Xu|)|Xu|^4 |T Tu| |X v| \, dx \\
\leq c(\beta + 1) \left( \int \eta^{(2\tau-1)(\beta+2)+6} v^{(2\tau-1)(\beta+4)} F(|Xu|)|Xu|^4 |T Tu|^2 |X Tu|^2 \, dx \right)^{\frac{1}{2}} \\
\times \left( \int \eta^{\beta+4} v^{\beta+2} F(|Xu|)|Xu|^4 |X v|^2 \, dx \right)^{\frac{1}{2}} \\
= c(\beta + 1) \tilde{K}^{\frac{1}{2}} \left( \int \eta^{\beta+4} v^{\beta+2} F(|Xu|)|Xu|^4 |X v|^2 \, dx \right)^{\frac{1}{2}}.
\end{equation}

Similarly, we estimate \( K_3 \) by structure condition (1.3) and Hölder’s inequality. We have
\begin{equation}
(5.40) \quad |K_3| \leq c \int \eta^{r(\beta+2)+4} v^{r(\beta+4)} F(|Xu|)|Xu|^3 |T Tu| |X Xu| \, dx \\
\leq c \left( \int \eta^{(2\tau-1)(\beta+2)+6} v^{(2\tau-1)(\beta+4)} F(|Xu|)|Xu|^4 |T Tu|^2 |X Tu|^2 \, dx \right)^{\frac{1}{2}} \\
\times \left( \int \eta^{\beta+4} v^{\beta+4} F(|Xu|)|Xu|^2 |X Xu|^2 \, dx \right)^{\frac{1}{2}} \\
= c\tilde{K}^{\frac{1}{2}} \left( \int \eta^{\beta+4} v^{\beta+4} F(|Xu|)|Xu|^2 |X Xu|^2 \, dx \right)^{\frac{1}{2}} \leq c\tilde{K}^{\frac{1}{2}} \mathcal{I}^{\frac{1}{2}},
\end{equation}
where the last inequality of the above follows from Lemma 5.1 with
\[
\mathcal{I} = c(\beta + 1)^2 \int \eta^{\beta+2} (\eta^2 + |X \eta|^2 + \eta |T \eta|) v^{\beta+4} F(|Xu|)|Xu|^4 \, dx \\
+ c(\beta + 1)^2 \int \eta^{\beta+4} v^{\beta+2} F(|Xu|)|Xu|^4 |X v|^2 \, dx \\
+ c \int \eta^{\beta+4} v^{\beta+2} F(|Xu|)|Xu|^2 |Tu|^2 \, dx,
\]
which is a rearrangement of the right hand side of (5.10) (with \( \kappa = 2 \) and \( \beta \mapsto \beta + 2 \).
In fact, we can combine (5.38), (5.39) and (5.40) to obtain

\[(5.41) \quad |K_1| + |K_2| + |K_3| \leq c\tilde{K}^{1/2}T^{1/2}.\]

Then \(\tilde{K}\) is estimated by Hölder’s inequality as

\[
(5.42) \quad \tilde{K} = \int_{\Omega} \eta^{(2r-1)(\beta+2)+6} v^{(2r-1)(\beta+4)} F(|\mathcal{X}u|)|\mathcal{X}u|^4 T^{|u|} |\mathcal{X}T^{|u|}| dx \\
\leq \left( \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{(\beta+4)+1} F(|\mathcal{X}u|)|\mathcal{X}u|^4 |\mathcal{X}T^{|u|}|^2 dx \right)^{2r-1} \\
\times \left( \int_{\Omega} \eta^{\tau(\beta+2)+4} F(|\mathcal{X}u|)|\mathcal{X}u|^4 |\mathcal{X}T^{|u|}|^2 dx \right)^{1-r} \\
= M^{2r-1} H^{1/2},
\]

where \(M\) is as in (5.33) and \(H\) is the second integral on the right hand side of (5.42), i.e.

\[(5.43) \quad H = \int_{\Omega} \eta^{2r+4} F(|\mathcal{X}u|)|\mathcal{X}u|^4 |\mathcal{X}T^{|u|}|^2 dx,
\]

which is estimated using Corollary 3.10 and (5.4) with \(q = 2/(1 - \tau)\), as

\[(5.44) \quad H \leq c\mu(r)^4 \int_{\Omega} \eta^{q+2} F(|\mathcal{X}u|)|T^{|u|}|^q |\mathcal{X}T^{|u|}|^2 dx \leq cK_{\eta}^{2+2} \mu(r)^4 \int_{B_r} F(|\mathcal{X}u|)|\mathcal{X}u|^q dx
\]

where \(K_{\eta} = \|\eta\|^q_{L_{\infty}} + \|\mathcal{X}\eta\|^q_{L_{\infty}} + \|\eta T \mathcal{X}\eta\|_{L_{\infty}}\) and \(c = c(N, p, L, \tau) > 0\).

To estimate the rest, we note that

\[
(5.45) \quad K_4 = \sum_{i,j,k} \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)+1} |\mathcal{X}u|^4 T^{|u|} D_j A_i(\mathcal{X}u)[X_j, T_k] u X_i T_k u dx \\
+ (\tau(\beta + 2) + 4) \sum_{i,j,k} \int_{\Omega} \eta^{\tau(\beta+2)+3} v^{\tau(\beta+4)+1} |\mathcal{X}u|^4 T^{|u|} D_j A_i(\mathcal{X}u)[X_j, T_k] u X_i \eta dx \\
+ \tau(\beta + 4) \sum_{i,j,k} \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)+1} |\mathcal{X}u|^4 T^{|u|} D_j A_i(\mathcal{X}u)[X_j, T_k] u X_i \eta dx \\
+ 4 \sum_{i,j,k,l} \int_{\Omega} \eta^{\tau(\beta+2)+4} v^{\tau(\beta+4)+1} |\mathcal{X}u|^2 T^{|u|} D_j A_i(\mathcal{X}u)[X_j, T_k] u X_i X_l u dx
\]

Then \(K_{4,0}\) is estimated by (1.3), (2.2) and Hölder’s inequality as

\[
|K_{4,0}| \leq c(\beta + 1) \int_{\Omega} \eta^{(\beta+2)+4} v^{(\beta+4)+1} F(|\mathcal{X}u|)|\mathcal{X}u|^4 \left(|T^{|u|}| + |\mathcal{X}u|\right) |\mathcal{X}T^{|u|}| dx \\
\leq c(\beta + 1) \left( \int_{\Omega} \eta^{(2r-1)(\beta+2)+6} v^{(2r-1)(\beta+4)} F(|\mathcal{X}u|)|\mathcal{X}u|^4 \left(|T^{|u|}|^2 + |\mathcal{X}u|^2\right) |\mathcal{X}T^{|u|}|^2 dx \right)^{1/2} \\
\times \left( \int_{\Omega} \eta^{\beta+4} v^{\beta+4} F(|\mathcal{X}u|)|\mathcal{X}u|^4 dx \right)^{1/2} \\
= c(\beta + 1) \tilde{K} \left( \int_{\Omega} \eta^{\beta+4} v^{\beta+4} F(|\mathcal{X}u|)|\mathcal{X}u|^4 dx \right)^{1/2} \leq c\tilde{K}^{1/2}T^{1/2},
\]
where $\bar{K}$ is the term similar to but larger than $K$ and is estimated similarly as

$$
\bar{K} = \int \eta^{(2\tau-1)(\beta+2)+6} \nu^{(2\tau-1)(\beta+4)} F(|\mathcal{X} u|)|\mathcal{X} u|^4 (|Tu|^2 + |Xu|^2)|XTu|^2 \, dx
$$

\begin{equation}
\leq c \left( \int \eta^{\tau(\beta+2)+4} \nu^{\tau(\beta+4)} F(|\mathcal{X} u|)|\mathcal{X} u|^4 |XTu|^2 \, dx \right)^{\frac{2\tau-1}{\tau}}
\times \left( \int \eta^{2\tau+4} F(|\mathcal{X} u|)|\mathcal{X} u|^4 (|Tu|^2 + |Xu|^2)|XTu|^2 \, dx \right)^{\frac{1}{1-\tau}}
= cM^{\frac{2\tau-1}{\tau}} (H + H')^{\frac{1}{1-\tau}},
\end{equation}

for some $c = c(N, p, L, \tau) > 0$, $H$ is in (5.43) and

\begin{equation}
H' = \int \eta^{2\tau+4} F(|\mathcal{X} u|)|\mathcal{X} u|^4 |XTu|^2 \, dx,
\end{equation}

which is estimated using Corollary 3.11 and (5.4) with $q = 2/(1 - \tau)$, as

\begin{equation}
H' \leq c\mu(r)^4 \int \eta^{\beta+2} F(|\mathcal{X} u|)|\mathcal{X} u|^4 |XTu|^2 \, dx \leq cK^4 \mu(r)^4 \int F(|\mathcal{X} u|)|\mathcal{X} u|^9 \, dx
\end{equation}

where $K_\eta = \|\eta\|_{L^1} + \|\mathcal{X} \eta\|_{L^\infty} + \|\nu T \eta\|_{L^\infty}$ and $c = c(N, p, L, \tau) > 0$.

Since we have $\|\mathcal{X} \eta, T \eta\|_{L^2} \leq c (|Tu|^2 + |Xu|^2)$ from (2.2), it is not hard to see that the estimates of $K_{4.1}, K_{4.2}, K_{4.3}$ can be performed by Hölder's inequality in exactly the same way as that of $K_1, K_2, K_3$, i.e. (5.38),(5.39),(5.40) respectively, where $|Xu|^2$ being replaced by $(|Tu|^2 + |Xu|^2)$. In other words, we have

\begin{equation}
|K_{4.1}| + |K_{4.2}| + |K_{4.3}| \leq cK^4 \mathcal{I}^\frac{1}{2},
\end{equation}

where $\mathcal{I}$ is as in (5.32) and

\begin{equation}
K = \int \eta^{(2\tau-1)(\beta+2)+6} \nu^{(2\tau-1)(\beta+4)} F(|\mathcal{X} u|)|\mathcal{X} u|^4 |Tu|^2 \left(|Tu|^2 + |Xu|^2\right) \, dx,
\end{equation}

which can be estimated similarly as above to obtain

\begin{equation}
K \leq c \left( \int \eta^{\tau(\beta+2)+4} \nu^{\tau(\beta+4)} F(|\mathcal{X} u|)|\mathcal{X} u|^4 |Tu|^2 \, dx \right)^{\frac{2\tau-1}{\tau}}
\times \left( \int \eta^{2\tau+4} F(|\mathcal{X} u|)|\mathcal{X} u|^4 (|Tu|^2 + |Xu|^2)|Tu|^2 \, dx \right)^{\frac{1}{1-\tau}}
= cM^{\frac{2\tau-1}{\tau}} H^{\frac{1}{1-\tau}},
\end{equation}

where $H$ is the term analogous to $H$ and $H'$ as in (5.43) and (5.47) which can be estimated similarly by (3.50) and

\begin{equation}
M = \int \eta^{\tau(\beta+2)+4} \nu^{\tau(\beta+4)} F(|\mathcal{X} u|)|\mathcal{X} u|^4 |Tu|^2 \, dx.
\end{equation}

Finally, we recall that

$$
K_5 = -\sum_{i,j,k} \int \eta^{\tau(\beta+2)+4} \nu^{\tau(\beta+4)} |\mathcal{X} u|^4 T_k u D_j A_i (\mathcal{X} u)|X_i, T_k|X_j u \, dx,
$$

which is estimated by (1.3) and (2.4) as

\begin{equation}
|K_5| \leq c \int \eta^{\tau(\beta+2)+4} \nu^{\tau(\beta+4)} F(|\mathcal{X} u|)|\mathcal{X} u|^4 |Tu|(|Xu| + |XTu| + |Tu|) \, dx
\leq c(K_0^{\frac{1}{2}} + \bar{K}^{\frac{1}{2}} + \tilde{K}^{\frac{1}{2}} + \mathcal{K}^{\frac{1}{2}}) \mathcal{I}^{\frac{1}{2}},
\end{equation}
where the latter inequality is obtained from Hölder’s inequality and the previous estimates, where \( \bar{K}, \tilde{K} \) and \( K \) are as in (5.46) and (5.50), \( \mathcal{I} \) is as in (5.32) and the first term of (5.53) estimated similarly as

\[
K_0 = \int_\Omega \eta^{(2r-1)(\beta+2)+6} v^{(2r-1)(\beta+4)} F(|\mathfrak{X}u|)|\mathfrak{X}u|^8 \, dx \leq cM_0 \frac{2^{r-1}}{2^r} H_0^{1-r},
\]

where \( M_0 \) and \( H_0 \) are the analogous terms containing only \( \mathfrak{X}u \) in place of \( Tu \) or \( \mathfrak{X}Tu \). Combining all the estimates of the above, we finally have

\[
M \leq c(\tilde{K}^{1/2} + \hat{K}^{1/2} + K^{1/2}) \mathcal{I}^{1/2}
\leq c \left( M^{2r-1} + \tilde{M}^{2r-1} + M_0^{2r-1} \right) (H + H' + \hat{H} + H_0)^{1-r} \mathcal{I}^{1/2}
\]

which, by Young’s inequality, leads to

\[
M \leq c_0(M + M_0) + c(H + H' + \hat{H} + H_0)^{1-r} \mathcal{I}^{1-r},
\]

which, with the estimates (5.44) and (5.48), implies (5.31) and the proof is finished. \(\square\)

**Remark 5.3.** For the special case when \( X_1, \ldots, X_m \) are left invariant with respect to a step 2 Carnot Group, since we have \( [X_i, T_k] = 0 \), hence it corresponds to the case of \( c_0 = 0 \) for (5.31). However, it does not make any difference because of the following corollary.

**Corollary 5.4.** Let \( B_r \subset \Omega \) and \( \eta \in C_0^\infty(B_r) \) be fixed. Then, for any \( \tau \in (\frac{1}{2}, 1) \) and \( \beta \geq 0 \),

\[
\int_\Omega \eta^{\beta+4} v^{(\beta+4)} F(|\mathfrak{X}u|)|\mathfrak{X}u|^4 |\mathfrak{X}T u|^2 \, dx \leq c \mu \tau K_\eta^{1-\tau} \left( \int_{B_r} F(|\mathfrak{X}u|)|\mathfrak{X}u|^\frac{2}{1-\tau} \, dx \right)^{1-\tau} \mathcal{I}^\tau
\]

where \( \mathcal{I} \) is as in (5.32), \( K_\eta = \|\eta\|_{L^\infty}^2 + \|\mathfrak{X}\eta\|_{L^\infty}^2 + \|\eta T \eta\|_{L^\infty} \) and \( c = c(N, p, L, \tau) > 0 \).

**Proof.** The first term in the right hand side of (5.31) can be estimated by Hölder’s inequality as

\[
\int_\Omega \eta^{\beta+4} v^{(\beta+4)} F(|\mathfrak{X}u|)|\mathfrak{X}u|^4 (|Tu|^2 + |\mathfrak{X}u|^2) \, dx
\leq \left( \int_\Omega \eta^{\beta+4} v^{(\beta+4)} F(|\mathfrak{X}u|)|\mathfrak{X}u|^2 (|Tu|^2 + |\mathfrak{X}u|^2) \, dx \right)^{\tau}
\times \left( \int_\Omega \eta^{2r-1} v^{2r-1} F(|\mathfrak{X}u|) |\mathfrak{X}u|^{2r-1} (|Tu|^2 + |\mathfrak{X}u|^2) \, dx \right)^{1-\tau}
\leq c \mathcal{I}^\tau (H + H_0)^{1-r},
\]

where \( \mathcal{I} \) is as in (5.32) and \( H, H_0 \) are as in the proof of Lemma 5.2, which can be estimated easily by (5.50) as earlier. This concludes the proof. \(\square\)

5.2. **The main Lemma.** We are ready to prove the main lemma for the proof of the \( C^{1,\alpha} \) regularity. This is a Caccippolli type estimate of the truncation that is devoid of the weight \( F(|\mathfrak{X}u|) = (\delta + |\mathfrak{X}u|^2)^{\frac{N}{2}} \) which is similar to estimates for equations with uniform ellipticity.

Towards this, we fix \( B_r \subset \Omega \) and use a standard test function \( \eta \in C_0^\infty(B_r) \) that satisfies

\[
0 \leq \eta \leq 1 \quad \text{in } B_r, \quad \eta \equiv 1 \quad \text{in } B_{r/2},
\]

\[
|\mathfrak{X}\eta| \leq 4/r \quad \text{and} \quad |\mathfrak{X}\mathfrak{X}\eta| \leq 16N/r^2 \quad \text{in } B_r,
\]

and hence from (2.6), \( K_\eta = \|\eta\|_{L^\infty}^2 + \|\mathfrak{X}\eta\|_{L^\infty}^2 + \|\eta T \eta\|_{L^\infty} \leq c/r^2 \) for large enough \( c = c(N) > 0 \).

The following is the main lemma of this section, which has been proved previously in [39] for the special case when \( X_1, \ldots, X_m \) are left invariant with respect to the Heisenberg Group. In the Euclidean case, similar estimates have been proved earlier, see [45, 33], etc.
Lemma 5.5. Let $v$ be the truncation as in (5.5) and $\eta \in C_0^\infty(B_r)$ satisfy (5.57). Then we have the inequality

$$
\int_{B_r} \eta^{\beta+4}v^{\beta+2}|\mathbf{X}v|^2 \, dx \leq \frac{c}{r^2} (\beta+1)^2 \mu(r)^4 |B_r|^{1-1/\gamma} \left( \int_{B_r} \eta^{\beta} v^{\gamma} \, dx \right)^{1/\gamma},
$$

(5.58)

for any $\beta \geq 0$ and $\gamma > 1$, where $c = c(N, p, L, \gamma) > 0$ is a constant.

Proof. We shall assume $1 < \gamma < 3/2$ without loss of generality, since (5.58) can be extended to the full range by applying Hölder’s inequality to the right-hand side.

Recall that $v = \min \left( \frac{\mu(r)}{8} \max \left( \frac{\mu(r)}{4} - X_M, 0 \right) \right)$ as in (5.5), for some fixed $l \in \{1, \ldots, m\}$.

For this $l$, we test (3.7) with the function $\varphi = \eta^{\beta+4}v^{\beta+3}$ for $\beta \geq 0$ and $\eta \in C_0^\infty(B_r)$ as given, which is allowed since it follows from (5.2) and (5.8) that $\mathbf{X}v \in L^2_{\text{loc}}(\Omega; \mathbb{R}^m)$ and $Tv \in L^2_{\text{loc}}(\Omega; \mathbb{R}^n)$. Thus, we obtain

$$
-(\beta+3) \sum_{i,j} \int_{\Omega} \eta^{\beta+4}v^{\beta+2}D_j A_i(\mathbf{X}u)X_j X_iu X_i v \, dx

= (\beta+4) \sum_{i,j} \int_{\Omega} \eta^{\beta+3}v^{\beta+3} D_j A_i(\mathbf{X}u)X_j X_i u X_i \eta \, dx

- (\beta+4) \sum_{i,j} \int_{\Omega} \eta^{\beta+3}v^{\beta+3} D_j A_i(\mathbf{X}u)[X_j, X_i]u X_i \eta \, dx

- (\beta+3) \sum_{i,j} \int_{\Omega} \eta^{\beta+4}v^{\beta+2} D_j A_i(\mathbf{X}u)[X_j, X_i]u X_i \eta \, dx

- \sum_i \int_{\Omega} A_i(\mathbf{X}u)[X_i, X_i](\eta^{\beta+4}v^{\beta+3}) \, dx.

(5.59)

We can combine the first two terms of the right hand side and rewrite (5.59) as

$$
-(\beta+3) \sum_{i,j} \int_{\Omega} \eta^{\beta+4}v^{\beta+2} D_j A_i(\mathbf{X}u)X_j X_i u X_i v \, dx

= (\beta+4) \sum_{i,j} \int_{\Omega} \eta^{\beta+3}v^{\beta+3} D_j A_i(\mathbf{X}u)X_j X_i u X_i \eta \, dx

- (\beta+3) \sum_{i,j} \int_{\Omega} \eta^{\beta+4}v^{\beta+2} D_j A_i(\mathbf{X}u)[X_j, X_i]u X_i v \, dx

- \sum_i \int_{\Omega} A_i(\mathbf{X}u)[X_i, X_i](\eta^{\beta+4}v^{\beta+3}) \, dx

= I_1 + I_2 + I_3,

(5.60)

where we denote the terms in the right hand side of (5.60) by $I_1, I_2, I_3$, respectively and we estimate both sides of (5.60) in the following.

For the left hand side, from (5.8), the structure condition (1.3) and (5.7), we have

$$
\text{left of (5.60)} \geq (\beta+3) \int_{E} \eta^{\beta+4}v^{\beta+2} F(|\mathbf{X}u|)|\mathbf{X}v|^2 \, dx

\geq c_0(\beta+1)F(\mu(r)) \int_{B_r} \eta^{\beta+4}v^{\beta+2}|\mathbf{X}v|^2 \, dx,

(5.61)$$
for some constant \( c_0 = c_0(N, p, L) > 0 \), where \( E \) as in (5.6). For the right hand side of (5.60), we claim that each item \( I_1, I_2, I_3 \) satisfies

\[
|I_k| \leq \frac{c_0}{6} (\beta + 1) F(\mu(r)) \int_{B_r} \eta^{\beta+2} v^{\beta+2} |X| \, dx \\
+ \frac{c}{r^2} (\beta + 1)^2 F(\mu(r)) \mu(r)^4 \int_{B_r} \eta^{\beta} v^{\beta} \, dx,
\]

(5.62)

where \( k = 1, 2, 3, 1 < \gamma < 3/2 \) and \( c = c(N, p, L, \gamma) > 0 \). Then (5.58) follows from the estimate (5.61) for the left hand side of (5.60) and the above claim (5.62) for each item in the right, thereby completing the proof. Thus, we are only left with proving the claim (5.62). To this end, we estimate each \( I_k \) one by one, in the rest of the proof.

First, from chain rule, notice that

\[
I_1 = (\beta + 2) \sum_i \int \eta^{\beta+3} v^{\beta+3} X_i (A_i(Xu)) X_i \eta \, dx
\]

where the latter equality is due to integral by parts. Then by structure condition (1.3),

\[
|I_1| \leq c (\beta + 1)^2 \int \eta^{\beta+2} v^{\beta+2} F(||Xu||)|Xu||(\eta^2 + \eta|X\eta|) \, dx \\
+ c (\beta + 1)^2 \int \eta^{\beta+3} v^{\beta+3} F(||Xu||)|Xu||Xv||\eta| \, dx
\]

(5.63)

where \( c = c(N, p, L) > 0 \). For the latter inequality of (5.63), we have used (5.4). Now we apply Young’s inequality to the last term of (5.63) to end up with

\[
|I_1| \leq \frac{c_0}{6} (\beta + 1) F(\mu(r)) \int_{B_r} \eta^{\beta+4} v^{\beta+2} |X| \, dx \\
+ \frac{c}{r^2} (\beta + 1)^3 F(\mu(r)) \mu(r)^4 \int_{B_r} \eta^{\beta} v^{\beta} \, dx,
\]

(5.64)

where \( c = c(N, p, L) > 0 \) and \( c_0 \) is the same constant as in (5.61). The claimed estimate (5.62) for \( I_1 \), follows from the above estimate (5.64) and Hölder’s inequality.

Second, we estimate \( I_2 \) by structure condition (1.3) and (2.2), to have

\[
|I_2| \leq c (\beta + 1) \int \eta^{\beta+4} v^{\beta+2} F(||Xu||)|Xv||(|Tu| + |Xu|) \, dx,
\]

and it is important to note that the above integral is supported on \( E \) from (5.8). Therefore, it follows by Hölder’s inequality that

\[
|I_2| \leq c (\beta + 1) \left( \int_E \eta^{\beta+4} v^{\beta+2} F(||Xu||)|Xv|^2 \, dx \right)^{\frac{1}{2}} \left( \int_E \eta^{\gamma(\beta+2)} v^{\gamma(\beta+2)} F(||Xu||) \, dx \right)^{\frac{1}{2}}
\]

\[
\times \left( \int \eta^{q} F(||Xu||)(|Tu|^q + |Xu|^q) \, dx \right)^{\frac{1}{q}},
\]

(5.65)
where $q = 2\gamma/(\gamma - 1)$. The fact that the first two integrals are on $E$ is crucial as \((5.7)\) can be exploited to carry out the following estimates,

\[
\int_E \eta^{\beta+4} v^{\beta+2} F(|\mathbf{X} u|)|\mathbf{X} v|^2 \, dx \leq c F(\mu(r)) \int_{B_r} \eta^{\beta+4} v^{\beta+2} |\mathbf{X} v|^2 \, dx,
\]

and

\[
\int_E \eta^{\gamma(\beta+2)} v^{\gamma(\beta+2)} F(|\mathbf{X} u|) \, dx \leq c F(\mu(r)) \mu(r)^{2\gamma} \int_{B_r} \eta^{\gamma\beta} v^{\gamma\beta} \, dx,
\]

which cannot be done otherwise (unless $t \mapsto F(t)$ is increasing which corresponds to $p \geq 2$ for the $p$-Laplacian). The last integral of \((5.65)\) is estimated from \((3.50)\) and \((5.4)\) to get

\[
\int_{\Omega} \eta^q F(|\mathbf{X} u|)(|T u|^q + |\mathbf{X} u|^q) \, dx \leq \frac{c}{r^q} \int_{B_r} F(|\mathbf{X} u|)|\mathbf{X} u|^q \, dx \leq \frac{c}{r^q} |B_r| F(\mu(r)) \mu(r)^q,
\]

for some $c = c(N, p, L, \gamma) > 0$. Combining the above three estimates \((5.66)\), \((5.67)\) and \((5.68)\) for the three integrals in \((5.65)\) respectively, we end up with

\[
|I_2| \leq \frac{c}{r^p} (\beta + 1) F(\mu(r)) \mu(r)^2 |B_r|^{\frac{q-1}{q}} \left( \int_{B_r} \eta^{\beta+4} v^{\beta+2} |\mathbf{X} v|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{B_r} \eta^{\gamma\beta} v^{\gamma\beta} \, dx \right)^{\frac{1}{2q}},
\]

from which, together with Young’s inequality, the claim \((5.62)\) for $I_2$ follows.

Finally, for $I_3$, we have

\[
I_3 = - \sum_i \int_{\Omega} A_i(|\mathbf{X} u|)|X_i, X_i|)(|\eta^{\beta+4} v^{\beta+3}|) \, dx
\]

\[
= - (\beta + 4) \sum_i \int_{\Omega} \eta^{\beta+3} v^{\beta+3} A_i(|\mathbf{X} u|)|X_i, X_i| \eta \, dx
\]

\[
- (\beta + 3) \sum_i \int_{\Omega} \eta^{\beta+4} v^{\beta+2} A_i(|\mathbf{X} u|)|X_i, X_i| \eta v \, dx = I_3^1 + I_3^2,
\]

where we denote the last two integrals in the above equality by $I_3^1$ and $I_3^2$, respectively. The estimate for $I_3^1$ easily follows from the structure condition \((1.3)\) and \((5.4)\) as

\[
|I_3^1| \leq c(\beta + 1) \int_{\Omega} \eta^{\beta+3} v^{\beta+3} F(|\mathbf{X} u|)|\mathbf{X} u|(|T \eta| + |\mathbf{X} \eta|) \, dx
\]

\[
\leq \frac{c}{r^p} (\beta + 1) F(\mu(r)) \mu(r)^4 \int_{B_r} \eta^{\beta} \, dx,
\]

and by Hölder’s inequality, $I_3^1$ satisfies estimate \((5.62)\). To estimate $I_3^2$, we use the structure condition \((1.3),(2.2)\) and \((5.8)\) to get

\[
|I_3^2| \leq c(\beta + 1) \int_E \eta^{\beta+4} v^{\beta+2} F(|\mathbf{X} u|)|\mathbf{X} u|(|\mathbf{X} v| + |T v|) \, dx,
\]

\[
\leq c(\beta + 1) \int_E \eta^{\beta+4} v^{\beta+2} F(|\mathbf{X} u|)|\mathbf{X} u|(|\mathbf{X} \mathbf{X} u| + |T \mathbf{X} u| + |\mathbf{X} u| + |T u|) \, dx.
\]

As before, it is crucial that the above integral is supported on $E$ of \((5.6)\) since we require more weight of $|\mathbf{X} u|$ to estimate \((5.71)\), which can be endowed by virtue of \((5.7)\). First, we note that by Hölder’s inequality, we have

\[
|I_3^2| \leq c(\beta + 1) \left( \int_E \eta^{\gamma(\beta+2)} v^{\gamma(\beta+4)(\gamma-1)} F(|\mathbf{X} u|) \, dx \right)^{\frac{1}{2}}
\]

\[
\times \left( \int_E \eta^{(2-\gamma)(\beta+2)+4} v^{(2-\gamma)(\beta+4)} F(|\mathbf{X} u|)|\mathbf{X} u|^2 (|\mathbf{X} \mathbf{X} u|^2 + |T \mathbf{X} u|^2 + |\mathbf{X} u|^2 + |T u|^2) \, dx \right)^{\frac{1}{2}}.
\]
Then, using (5.7), we can obtain

\[ |I_3^2| \leq c(\beta + 1)F(\mu(r))^2 \mu(r)^2(2^\gamma - 1) - \left( \int_{B_r} \eta^{\gamma \beta} v \eta^{\gamma \beta} dx \right)^\frac{1}{\gamma} (M' + M + \bar{M} + M_0) \]

where, we denote

\[ M = \int_{\Omega} \eta^{(2-\gamma)(\beta + 2) + 4} v^{(2-\gamma)(\beta + 4)} |Xu|^4 F(|Xu|)|XTu|^2 dx, \]

and \( M', \bar{M}, M_0 \) are the other analogous terms containing \( |Xu|^2, |T u|^2 \) and \( |Xu|^2 \) respectively, in place of \( |XTu|^2 \) in (5.73). Note that \( M, \bar{M} \) and \( M_0 \) are the same terms as defined in the proof of Lemma 5.2, with \( \tau = 2 - \gamma \) when \( 1 < \gamma < 3/2 \). Then, \( M \) is estimated by Lemma 5.2 and Corollary 5.4, \( M' + \bar{M} + M_0 \) is estimated by Hölder’s inequality exactly as in (5.56) in the proof of Corollary 5.4 (to estimate the term corresponding to \( M' \), Lemma 5.1 and (3.44) are further used) and hence, we have

\[ M' + M + \bar{M} + M_0 \leq \frac{c}{4^{\gamma - 2}} \mu(r)^{4(\gamma - 1)} \left( \int_{B_r} F(|Xu|)^2 |\nabla \chi|^2 \right)^{\gamma - 1} |T_{\gamma - 1}| \]

for some \( c = c(N, p, L, \gamma) > 0 \), where \( I \) is as in (5.32), i.e.

\[ I = c(\beta + 1)^2 \int_{\Omega} \eta^{\gamma \beta} v^{(2-\gamma)(\beta + 4)} F(|Xu|)|Xu|^4 dx \]

\[ + c(\beta + 1)^2 \int_{\Omega} \eta^{\gamma \beta} v^{(2-\gamma)(\beta + 4)} F(|Xu|)|Xu|^4 |Xv|^2 dx \]

\[ + c \int_{\Omega} \eta^{\gamma \beta} v^{(2-\gamma)(\beta + 4)} F(|Xu|)|Xu|^2 |T u|^2 dx. \]

It is evident that each term of \( I \) is estimable from (5.4). Indeed, the first term of \( I \) is estimated by Hölder’s inequality and (5.4) to get

\[ \int_{\Omega} \eta^{\gamma \beta} v^{\beta + 4} F(|Xu|)|Xu|^4 (\eta^2 + |Xu|^2 + \eta |\nabla u|) \]

\[ \leq \frac{c}{r^2} F(\mu(r))^2 \mu(r)^8 |B_r|^1 \left( \int_{B_r} \eta^{\gamma \beta} v \eta^{\gamma \beta} dx \right)^\frac{1}{\gamma}. \]

For the second term of \( I \), we have

\[ \int_{\Omega} \eta^{\beta + 4} v^{\beta + 2} F(|Xu|)|Xu|^4 |Xv|^2 dx \leq cF(\mu(r))^2 \mu(r)^4 \int_{B_r} \eta^{\beta + 4} v^{\beta + 2} |Xv|^2 dx. \]

For the third term of \( I \), we use Hölder’s inequality, (3.50) and (5.4) to obtain

\[ \int_{\Omega} \eta^{\beta + 4} v^{\beta + 4} F(|Xu|)|Xu|^2 |T u|^2 dx \]

\[ \leq \left( \int_{\Omega} \eta^{\beta + 4} v^{\beta + 4} F(|Xu|)|Xu|^2 |T u|^2 dx \right)^{\gamma - 1} \]

\[ \times \left( \int_{\Omega} \eta^{(\beta + 2) + 4} v^{(\beta + 4)} F(|Xu|)|Xu|^2 dx \right)^\frac{1}{\gamma} \]

\[ \leq \frac{c}{r^2} F(\mu(r))^2 \mu(r)^8 |B_r|^1 \left( \int_{B_r} \eta^{\gamma \beta} v \eta^{\gamma \beta} dx \right)^\frac{1}{\gamma} \]

for some \( c = c(N, p, L, \gamma) > 0 \). Combining (5.75), (5.76) and (5.77), we get

\[ I \leq c(\beta + 1)^2 F(\mu(r))^2 \mu(r)^4 \mathcal{J} \]
where we denote
\begin{equation}
\mathcal{J} = \int_{B_r} \eta^{4+1} \nu^{3+2} |\nabla u|^2 \, dx + \frac{\mu(r)4}{r^2} |B_r|^{-\frac{1}{2}} \left( \int_{B_r} \eta^{\nu+1} \nu \, dx \right)^{\frac{1}{2}}.
\end{equation}

Using (5.78) and (5.4) on (5.74), we obtain
\[ M' + M + M_0 \leq \frac{c}{r^{\nu+1}} (\beta + 1)^{2(\nu+1)} F(\mu(r)) \mu(r)^6 |B_r|^{-1} \mathcal{J}^{2-\gamma}, \]
which is further used in (5.72) to obtain
\[ |I_3^t| \leq \frac{c_0}{r^{\nu+1}} (\beta + 1)^{3-\gamma} F(\mu(r)) \mu(r)^{2\gamma} \mathcal{J}^{\frac{2}{4\gamma}} |B_r| \left( \int_{B_r} \eta^{\nu+1} \nu \, dx \right)^{\frac{1}{2}}. \]

Then, by Young’s inequality, we end up with
\[ |I_3^t| \leq \frac{c_0}{12} (\beta + 1) F(\mu(r)) \mathcal{J} + \frac{c}{r^{\nu+1}} (\beta + 1)^{\frac{4}{4\gamma} - 1} F(\mu(r)) \mu(r)^4 |B_r|^{-\frac{1}{2}} \left( \int_{B_r} \eta^{\nu+1} \nu \, dx \right)^{\frac{1}{2}}, \]
where \( c_0 > 0 \) is the same constant as in (5.62) and \( \mathcal{J} \) as in (5.79). Thus, \( I_3^t \) satisfies an estimate similar to (5.62) and hence the claim (5.62) for \( I_3 \) follows, since both \( I_3^t \) and \( I_3^t \) satisfy similar estimates. This concludes the proof of the claim (5.62), and hence the proof of the lemma.

The following corollary follows from Lemma 5.5 by using Sobolev’s inequality (2.13) on (5.58) and carrying out Moser’s iteration. We refer to [39, Corollary 3.5] for the proof. In the Euclidean setting, similar statements have been proved earlier in [10, 45], etc.

**Corollary 5.6.** There exists a constant \( \theta = \theta(N, p, L) > 0 \) such that the following holds for any ball \( B_r \subset \Omega \). If we have
\begin{equation}
|\{ x \in B_r : \chi x u < \mu(r)/4 \}| \leq \theta |B_r|
\end{equation}
for an index \( l \in \{1, \ldots, m\} \), then
\[ \inf_{B_{r/2}} \chi u \geq 3\mu(r)/16. \]

Analogously, if we have
\begin{equation}
|\{ x \in B_r : \chi x u > -\mu(r)/4 \}| \leq \theta |B_r|,
\end{equation}
for an index \( l \in \{1, \ldots, m\} \), then
\[ \sup_{B_{r/2}} \chi u \leq -3\mu(r)/16. \]

### 5.3. De Giorgi's method.
It is evident that, equipped with Lemma 5.5 and Corollary 5.6, the problem is reduced to the case for that of a uniformly elliptic equation where the Hölder continuity of the gradient has been shown in the fundamental work of De Giorgi [9]. The techniques have been adopted for degenerated equations for the Euclidean case in [31, 18, 10, 45], etc. and for the case of the Heisenberg Group in [36, 47, 39], etc.

To this end, some notations are in order. For any \( B_{\rho0} \subset \mathbb{R}^N \), the De Giorgi’s class \( DG^+(B_{\rho0}) \) consists of functions \( w \in S^{1,2}(B_{\rho0}) \cap L^\infty(B_{\rho0}) \), which satisfy the inequality
\begin{equation}
\int_{B_{\rho'}} |\nabla (w-k)^+|^2 \, dx \leq \frac{\gamma}{(\rho - \rho')^2} \int_{B_{\rho'}} |(w-k)^+|^2 \, dx + \chi^2 |A_{k,\rho}^+(w)|^{1-\frac{2}{\gamma}} \cdot \gamma^{\frac{1}{\gamma}}
\end{equation}
for some \( \gamma, \chi, \epsilon > 0 \), where \( A_{k,\rho}^+(w) = \{ x \in B_{\rho} : (w-k)^+ = \max(w-k, 0) > 0 \} \) for any arbitrary \( k \in \mathbb{R} \), the balls \( B_{\rho'}, B_{\rho} \) and \( B_{\rho0} \) are concentric with \( 0 < \rho' < \rho \leq \rho0 \). Also, \( A_{k,\rho}^-(w) \) and the class \( DG^-(B_{\rho0}) \) are similarly defined and \( DG(B_{\rho0}) = DG^+(B_{\rho0}) \cap DG^-(B_{\rho0}) \). All properties of classical De Giorgi class functions, also hold for these classes.

In order to establish integral inequality of the type (5.82) for the gradient, we require the following lemma. The proof is similar to Lemma 4.1 of [39] but more involved.
Lemma 5.7. Let $B_{r_0} \subset \Omega$ and $0 < r < r_0/2$ be fixed. Suppose that there is $\tau > 0$ such that
\begin{equation}
|\mathbf{x}u| \geq \tau \mu(r) \quad \text{in} \quad A^+_{k,r}(X_i u),
\end{equation}
for an index $l \in \{1, \ldots, m\}$ and a constant $k \in \mathbb{R}$. Then for any $q \geq 4$ and any $0 < r'' < r' \leq r$, we have the following inequality,
\begin{equation}
\int_{B_{r''}} F(|\mathbf{x}u|) |\mathbf{x}(X_i u - k)^+|^2 \, dx \leq \frac{c}{(r'' - r')^2} \int_{B_{r'}} F(|\mathbf{x}u|) |(X_i u - k)^+|^2 \, dx + cK|A^+_{k,r}(X_i u)|^{1 - \frac{2}{q}},
\end{equation}
where $K = r_0^{-2} |B_{r_0}|^{2/q} \mu(r_0)^2 F(\mu(r_0))$ and $c = c(N, p, L, q, \tau) > 0$.

Proof. Note that we can assume $|k| \leq \mu(r_0)$ without loss of generality, since otherwise all the terms vanish. Recalling (3.6) with $Y = X_i$, we have
\begin{equation}
\sum_{i,j} \int_{\Omega} D_j A_i(\mathbf{x}u) X_j X_i u X_i \varphi \, dx = \sum_{i,j} \int_{\Omega} D_j A_i(\mathbf{x}u) [X_j, X_i] u X_i \varphi \, dx \quad + \sum_{i} \int_{\Omega} A_i(\mathbf{x}u) [X_i, X_i] u X_i \varphi \, dx,
\end{equation}
(5.84)
and any $\eta \in C^\infty_0(B_r)$ is a standard cutoff function such that $\eta = 1$ in $B_r$ and $|\eta| + |\mathbf{x} \eta| \leq 2/(r' - r'')$, we choose $\varphi = \eta^2 (X_i u - k)^+$ as a test function in equation (5.84) to get
\begin{equation}
\sum_{i,j} \int_{B_r} \eta^2 D_j A_i(\mathbf{x}u) X_j X_i u X_i ((X_i u - k)^+) \, dx
\end{equation}
(5.85)
\begin{align*}
&= -2 \sum_{i,j} \int_{B_r} \eta (X_i u - k)^+ D_j A_i(\mathbf{x}u) X_j X_i u X_i \eta \, dx \\
&\quad + \sum_{i,j} \int_{\Omega} D_j A_i(\mathbf{x}u) [X_j, X_i] u X_i (\eta^2 (X_i u - k)^+) \, dx \\
&\quad - \sum_{i,j} \int_{B_r} \eta^2 (X_i u - k)^+ D_j A_i(\mathbf{x}u) [X_i, X_i] X_i u \, dx \\
&= J_1 + J_2 + J_3,
\end{align*}
where integral by parts is performed on the last term of (5.84). From (1.3), note that
\begin{equation}
\text{LHS of (5.85)} \geq \int_{B_r} \eta^2 F(|\mathbf{x}u|) |\mathbf{x}(X_i u - k)^+|^2 \, dx,
\end{equation}
(5.86)
and we now estimate each $J_i$ of the right hand side of (5.85), one by one.

From (1.3) and Young’s inequality, we have
\begin{align*}
|J_1| &\leq c \int_{B_r} |\eta|| (X_i u - k)^+ | F(|\mathbf{x}u|) |\mathbf{x}u| |\mathbf{x} \eta| \, dx \\
&\leq \varepsilon \int_{B_r} \eta^2 F(|\mathbf{x}u|) |(X_i u - k)^+|^2 \, dx + c \varepsilon \int_{B_r} |\mathbf{x} \eta|^2 F(|\mathbf{x}u|) |(X_i u - k)^+|^2 \, dx.
\end{align*}
(5.87)
Similarly, from (1.3), (2.2) and Young’s inequality, we have
\begin{align*}
|J_2| &\leq c \int_{\Omega} F(|\mathbf{x}u|) \left( |\mathbf{x}u| + |Tu| \right) \left( \eta^2 |\mathbf{x}(X_i u - k)^+| + |\eta| |\mathbf{x} \eta|| (X_i u - k)^+| \right) \, dx \\
&\leq \varepsilon \int_{B_r} \eta^2 F(|\mathbf{x}u|) |(X_i u - k)^+|^2 \, dx + \varepsilon \int_{B_r} |\mathbf{x} \eta|^2 F(|\mathbf{x}u|) |(X_i u - k)^+|^2 \, dx \\
&\quad + c \varepsilon \int_{A^+_{k,r}} \eta^2 F(|\mathbf{x}u|) |(\mathbf{x}u)^2 + |Tu|^2| \, dx.
\end{align*}
(5.88)
Then the last term of the above is estimated by Hölder’s inequality, (3.50) and (5.83) as

$$\int_{A_{k,r}^+} \eta^2 F(|\mathbf{X}u|)(|\mathbf{X}u|^2 + |T\mathbf{u}|^2) \, dx$$

(5.89)

$$\leq \left( \int_{B_{r/2}} F(|\mathbf{X}u|)(|\mathbf{X}u|^q + |T\mathbf{u}|^q) \, dx \right)^{\frac{2}{q}} \left( \int_{A_{k,r}^+} F(|\mathbf{X}u|) \, dx \right)^{1 - \frac{2}{q}}$$

$$\leq c r_0^{-2} \mu_0^2 \mu(\mu_0) |\mathbf{X}u|^{k} X_{k,r}^+(X_i u) |1 - \frac{2}{q}$$

for some $c = c(N, p, L, q, \tau) > 0$.

Finally, for $J_3$, by (1.3), (2.2) and Hölder’s inequality,

$$|J_3| \leq \int_{B_r} \eta^2 F(|\mathbf{X}u|)(|X_i u - k| + |\mathbf{X}\mathbf{X}u| + |X T\mathbf{u}| + |\mathbf{X}u| + |T \mathbf{u}|) \, dx$$

$$\leq \left( \int_{A_{k,r}^+} \eta^2 (|X_i u - k| + 2F(|\mathbf{X}u|)(|\mathbf{X}\mathbf{X}u|^2 + |X T\mathbf{u}|^2 + |\mathbf{X}u|^2 + |T \mathbf{u}|^2) \, dx \right)^{\frac{1}{2}} \left( \int_{A_{k,r}^+} F(|\mathbf{X}u|) \, dx \right)^{\frac{1}{2}}$$

The estimate of integrand with the terms $|\mathbf{X}u|^2 + |T \mathbf{u}|^2$ of the above is same as (5.89). However, estimating the first two terms of the above integrand is more delicate; the use of (3.41), (3.61) or any other estimate of Section 3 right away would not be appropriate because the support $A_{k,r}^+$ would be lost that way, thereby producing terms larger than the required right hand side.

To circumvent this, we require the following variants of the Caccioppoli type estimates that is similar to [47, 39]. For any $\kappa \geq 0$, we test (3.8) with $\varphi_k = \eta^2 (|X_i u - k| + 2|T \mathbf{u}|^\alpha T_k u$. Then, taking summation over $k \in \{1, \ldots, n\}$, we obtain

$$\sum_{i,j,k} \int_{\Omega} \eta^2 (|X_i u - k| + 2|T \mathbf{u}|^\alpha D_j A_i(\mathbf{X}u) X_j T_k u X_i T_k u \, dx$$

$$+ \kappa \sum_{i,j,k} \int_{\Omega} \eta^2 |T \mathbf{u}|^{\alpha - 1} T_k u (|X_i u - k| + 2D_j A_i(\mathbf{X}u) X_j T_k u X_i (|T \mathbf{u}|) \, dx$$

$$= -2 \sum_{i,j,k} \int_{\Omega} \eta (|X_i u - k| + 2|T \mathbf{u}|^\alpha T_k u D_j A_i(\mathbf{X}u) X_j T_k u X_i \eta \, dx$$

(5.90)

$$- 2 \sum_{i,j,k} \int_{\Omega} \eta^2 (|X_i u - k| + 2|T \mathbf{u}|^\alpha T_k u D_j A_i(\mathbf{X}u) X_j T_k u X_i ((X_i u - k)^+ \, dx$$

$$+ \sum_{i,j,k} \int_{\Omega} D_j A_i(\mathbf{X}u) [X_j, T_k] u X_i \varphi_k \, dx$$

$$+ \sum_{i,j,k} \int_{\Omega} \varphi_k D_j A_i(\mathbf{X}u) [X_i, T_k] X_j u \, dx$$

$$= U_1 + U_2 + U_3 + U_4$$

From the structure condition (1.3), we have

(5.91) \quad \text{LHS of (5.90)} \geq \int_{B_r} \eta^2 F(|\mathbf{X}u|)(|X_i u - k| + 2|T \mathbf{u}|^\alpha |X T \mathbf{u}|^2 \, dx.$$

The right hand side of (5.90) is estimated as follows. Let us denote

(5.92) \quad \mathcal{M} = \int_{B_r} \eta^2 F(|\mathbf{X}u|)X(X_i u - k)^+ \, dx + \int_{B_r} (\eta^2 + |X \eta|^2) F(|\mathbf{X}u|)(X_i u - k)^+ \, dx.
Then, from (1.3) and Hölder’s inequality, we have
\[
|U_1| + |U_2| \leq c \int_{B_r} |\eta||X_i u - k|^2 F(|\mathcal{X} u|)|T u|^\kappa + 1|\mathcal{X} T u| |\mathcal{X} \eta| \, dx
\]
\[\leq c M^{\frac{1}{2}} \left( \int_{B_r} \eta^2 |X_i u - k|^2 F(|\mathcal{X} u|)|T u|^{2\kappa+2}|\mathcal{X} T u|^2 \, dx \right)^{\frac{1}{2}}. \tag{5.93} \]

To continue the estimates, note that
\[
U_3 = \sum_{i,j,k} \int_{\Omega} \eta^2 |X_i u - k|^2 |T u|^\kappa D_j A_i(\mathcal{X} u)[X_j, T_k]u X_i X_k u \, dx
\]
\[+ \kappa \sum_{i,j,k} \int_{\Omega} \eta^2 |T u|^\kappa - 1 T_k u(X_i u - k)^2 D_j A_i(\mathcal{X} u)[X_j, T_k]u X_i(|T u|) \, dx \]
\[+ 2 \sum_{i,j,k} \int_{\Omega} \eta |(X_i u - k)^2 |T u|^\kappa T_k u D_j A_i(\mathcal{X} u)[X_j, T_k]u X_i \eta \, dx \]
\[+ 2 \sum_{i,j,k} \int_{\Omega} \eta^2 (X_i u - k)^2 |T u|^\kappa T_k u D_j A_i(\mathcal{X} u)[X_j, T_k]u X_i((X_i u - k)^2) \, dx, \tag{5.94} \]

which, from (1.3), (2.2) and Hölder’s inequality leads to
\[
|U_3| \leq c(\kappa + 1) \int_{\Omega} \eta^2 F(|\mathcal{X} u|)(X_i u - k)^2 |T u|^\kappa (|\mathcal{X} u| + |T u|)|\mathcal{X} T u| |\mathcal{X} \eta| \, dx
\]
\[+ c \int_{\Omega} |\eta||X_i u - k|^2 |T u|^\kappa + 1 (|X_i u| + |T u|)|\mathcal{X} \eta| \, dx \]
\[+ c \int_{\Omega} \eta^2 |(X_i u - k)^2 |F(|\mathcal{X} u|)|T u|^\kappa + 1 (|X_i u| + |T u|)|\mathcal{X} (X_i u - k)^2| \, dx \]
\[\leq c(\kappa + 1) M^{\frac{1}{2}} \left( \int_{B_r} \eta^2 |(X_i u - k)^2 F(|\mathcal{X} u|)|T u|^{2\kappa}(|\mathcal{X} u|^2 + |T u|^2)|\mathcal{X} T u|^2 \, dx \right)^{\frac{1}{2}} \]
\[+ c M^{\frac{1}{2}} \left( \int_{B_r} \eta^2 (X_i u - k)^2 |F(|\mathcal{X} u|)|T u|^{2\kappa+2}(|\mathcal{X} u|^2 + |T u|^2)(|\mathcal{X} T u|^2) \right)^{\frac{1}{2}}. \tag{5.95} \]

Finally, from (1.3), (2.4) and Hölder’s inequality, we have
\[
|U_4| \leq c \int_{\Omega} \eta^2 F(|\mathcal{X} u|)(X_i u - k)^2 |T u|^\kappa + 1 (|X \mathcal{X} u| + |X T u| + |\mathcal{X} u| + |T u|) \, dx
\]
\[\leq c M^{\frac{1}{2}} \left( \int_{B_r} \eta^2 (X_i u - k)^2 F(|\mathcal{X} u|)|T u|^{2\kappa+2}(|X \mathcal{X} u|^2 + |X T u|^2 + |\mathcal{X} u|^2 + |T u|^2) \, dx \right)^{\frac{1}{2}}, \tag{5.96} \]

which combined with the previous estimates (5.90), (5.91), (5.93) and (5.95), leads to
\[\int_{B_r} \eta^2 F(|\mathcal{X} u|)(X_i u - k)^2 |T u|^\kappa |\mathcal{X} T u|^2 \, dx \leq c(\kappa + 1) M^{\frac{1}{2}} a(2\kappa + 2) \tag{5.97} \]
\[a(\kappa) = \int_{B_r} \eta^2 (X_i u - k)^2 F(|\mathcal{X} u|)(|T u|^\kappa + |\mathcal{X} u|^\kappa)(|X \mathcal{X} u|^2 + |X T u|^2 + |\mathcal{X} u|^2 + |T u|^2) \, dx \]

for any \( \kappa \geq 0 \). Notice that the left hand side of (5.96) contains a part of \( a(\kappa) \). To get the other parts one requires similar estimates. From the symmetric structure of commutation relations...
(2.2), it is not difficult to see that a similar estimate can be obtained as above by testing (3.8) with \( \varphi_k = \eta^2 |(X_i u - k)^+|^2 |\mathbf{x}|^{N} |T_k u| \), i.e. we can obtain
\[
(5.98) \quad \int_{B_r} \eta^2 F(|\mathbf{x}|)(|X_i u - k|^+)^2 |\mathbf{x}|^{N} |T_k u|^2 \, dx \leq c(\kappa + 1) \mathcal{M}^{1/2} \|a(2\kappa + 2)^{1/2}.
\]
Similarly, it is also not hard to see that by taking \( \varphi_l = \eta^2 |(X_i u - k)^+|^2 (|\mathbf{x}|^{N} + |T_k u|^2) X_i u \) as the test function in (3.7) and following the steps similarly as above, we can obtain
\[
(5.99) \quad \int_{B_r} \eta^2 F(|\mathbf{x}|)(|X_i u - k|^+)^2 (|\mathbf{x}|^{N} + |T_k u|^2) |\mathbf{x}|^{N} |T_k u|^2 \, dx \leq c(\kappa + 1) \mathcal{M}^{1/2} \|a(2\kappa + 2)^{1/2}.
\]
Finally, the following is easy to see from Young’s and Hölder’s inequality that
\[
(5.100) \quad \int_{B_r} \eta^2 F(|\mathbf{x}|)(|X_i u - k|^+)^2 (|\mathbf{x}|^{N} + |T_k u|^2) (|\mathbf{x}|^{N} + |T_k u|^2) \, dx \leq c \mathcal{M}^{1/2} \|a(2\kappa + 2)^{1/2}.
\]

Thus, by adding (5.96), (5.98), (5.99) and (5.100), we finally get
\[
(5.101) \quad a(\kappa) \leq c(\kappa + 1) \mathcal{M}^{1/2} \|a(2\kappa + 2)^{1/2},
\]
for any \( \kappa \geq 0 \), where \( \mathcal{M} \) is as in (5.92). We iterate (5.101) with the sequence \( \kappa_j = 2^j - 2 \) for \( j \in \mathbb{N} \) and letting \( c = c(N, p, L, j) \) and \( a_j = a(\kappa_j) \), so that we get
\[
(5.102) \quad a_1 \leq (c \mathcal{M})^{1/2} a_2^{1/2} \leq \cdots \leq (c \mathcal{M})^{(1-1/2^j)} a_{j+1}^{1/2^j}
\]
for every \( j \in \mathbb{N} \). Now, for a large enough \( j \) to be chosen later, we estimate using all the apriori estimates obtained finally in Section 3, i.e. (3.44), (3.50), (3.51), (3.52), to get
\[
(5.103) \quad a_{j+1} \leq \frac{c \mu(r_0)^{2}}{r_0^{j+1/4}} \left( \int_{B_{r_0}} F(|\mathbf{x}|u)|\mathbf{x}|^{N} |k_j|^{j+1/2} \, dx \leq c r_0^{-\kappa_j(j+1/2)} F(\mu(r_0)) \mu(r_0)^{\kappa_j(j+1/2)} |k_j|^{j+1/2} \right).
\]

Now we are ready to estimate \( J_3 \). Notice that, from (5.83) we have
\[
|\mathcal{J}_3| \leq c a_1^{1/2} \left( \int_{A_{k,r}^+} F(|\mathbf{x}|u) |\mathbf{x}|^{N} |k_j|^{j+1/2} \, dx \right)^{1/2} \leq c a_1^{1/2} F(\mu(r_0))^{1/2} |A_{k,r}^+(X_i u)|^{1/2}
\]
for some \( c = c(N, p, L, \tau) > 0 \). Then, applying the iteration (5.102) and the estimate (5.103),
\[
|\mathcal{J}_3| \leq c \mathcal{M}^{1/2(1-1/2^j)} a_{j+1}^{1/2+1/2} F(\mu(r_0))^{1/2} |A_{k,r}^+(X_i u)|^{1/2}
\]
\[
\leq \frac{c}{r_0^{(1+1/2^j)}} \mathcal{M}^{1/2(1-1/2^j)} F(\mu(r_0))^{1/2+1/2} |\mu(r_0)|^{(1+1/2^j)} |A_{k,r}^+(X_i u)|^{1/2}(1/2^j + 1/2^j) |A_{k,r}^+(X_i u)|^{1/2}
\]
Then, by Young’s inequality, we finally obtain
\[
(5.104) \quad |\mathcal{J}_3| \leq \mathcal{M}/2 + cr_0^{-2} F(\mu(r_0)) \mu(r_0)^2 |\mu(r_0)|^{1/2} |A_{k,r}^+(X_i u)|^{2/(2^j + 1)}
\]
for some \( c = c(N, p, L, q, r, j) > 0 \). This, with \( j = j(q) \) \( q \in \mathbb{N} \) such that \( 2^j/(2^j + 1) \geq 1 - 2/q \), gives us the required estimate. Combining (5.87) and (5.88),(5.89) with a small enough \( \varepsilon > 0 \) and (5.104) with the choice of \( j = j(q) \), we finally end up with
\[
\int_{B_r} \eta^2 F(|\mathbf{x}|u) |\mathbf{x}(X_i u - k)^+|^2 \, dx \leq c \int_{B_r} (\eta^2 + |\mathbf{x}|^2) F(|\mathbf{x}|u)(|X_i u - k|^+)^2 \, dx
\]
\[
+ cr_0^{-2} \mu(r_0)^2 F(\mu(r_0)) |B_{r_0}|^{2/\tau} |A_{k,r}^+(X_i u)|^{1-\tau/2}
\]
for some \( c = c(N, p, L, q, \tau) > 0 \) and the proof is finished. \( \square \)

Remark 5.8. Some observations on Lemma 5.7 are in order:

1. We can obtain a similar inequality, corresponding to that of Lemma 5.7 with \( (X_i u - k)^+ \) replaced by \( (X_i u - k)^- \) and \( A_{k,r}^+(X_i u) \) replaced by \( A_{k,r}^-(X_i u) \).
(2) It can be observed from the proof that Lemma 5.7 holds without the condition (5.83), for the case of $p \geq 2$ and for this range, it is possible to prove the $C^{1,\alpha}$ regularity directly following the direction of the classical result of DiBenedetto [10], without using anything related to the truncation from the previous subsections. However, for the full range $1 < p < \infty$, the application of Lemma 5.7 shall be made in the following whenever Corollary 5.6 ensures the condition (5.83).

Let us fix $B_{r_0} \subset \Omega$. For any $0 < r < r_0$, similarly as (5.3), let us denote

$$\omega_l(r) = \text{osc}_{B_r} X_l u, \quad \omega(r) = \max_{1 \leq l \leq m} \omega_l(r),$$

and it is clear that we have $\omega(r) \leq 2\mu(r)$. The following oscillation Lemma is a consequence of Lemma 5.7 and Corollary 5.6. Its proof is the same as [39, Theorem 4.3] and quite similar to those in [10, 45], etc. Nevertheless, we provide a brief outline for sake of completeness.

**Lemma 5.9.** There exists a constant $s = s(N, p, L) \geq 0$ such that for every $0 < r \leq r_0/16$, we have the following,

$$\omega(r) \leq (1 - 2^{-s})\omega(8r) + 2^{s}(\delta + \mu(r_0)^2)^{\frac{1}{2}} \left( \frac{r}{r_0} \right)^{\alpha},$$

where $\alpha = 1/2$ when $1 < p < 2$ and $\alpha = 1/p$ when $p \geq 2$.

**Proof.** Letting $\alpha$ be as given, note that we may assume

$$\omega(r) \geq (\delta + \mu(r_0)^2)^{\frac{1}{2}} \left( \frac{r}{r_0} \right)^{\alpha},$$

since, otherwise, (5.105) is true with $s = 0$. In the following, we assume that (5.106) is true we divide the proof into two alternative cases, similarly as in [10, 45, 39], etc.

**Case 1.** For at least one index $l \in \{1, \ldots, m\}$, we have either

$$\{x \in B_{4r} : X_l u < -\mu(4r)/4\} \leq \theta |B_{4r}| \quad \text{or} \quad \{x \in B_{4r} : X_l u > \mu(4r)/4\} \leq \theta |B_{4r}|,$$

where $\theta = \theta(N, p, L) > 0$ is the constant in Corollary 5.6. Then, from Corollary 5.6, we have

$$|X u| \geq 3\mu(2r)/16 \quad \text{in} \quad B_{2r},$$

which allows us to use Lemma 5.7 with $q = 2Q$ to obtain

$$\int_{B_{r''}} |(X u - k)^{+}|^2 \leq \frac{c}{(r'' - r)^2} \int_{B_{r'}} |(X u - k)^{+}|^2 dx + cKF(\mu(2r))^{-1} |A_{k,r'}^{\pm}(X u)|^{1 -\frac{2}{Q}}$$

for any $0 < r'' < r' \leq 2r$, $i \in \{1, \ldots, m\}$ and all $k \in \mathbb{R}$, where $K = r_0^{-1/4}|B_{r_0}|^{1/2} \mu(r_0)^{3} F(\mu(r_0))$. This implies that $X_i u$ belongs to the De Giorgi class $DG^+(B_{2r})$ for each $i \in \{1, \ldots, m\}$ and hence, it satisfies an oscillation lemma, see [9, 31, 27], etc. from which, as in [39], it is not hard to obtain (5.105).

**Case 2.** If Case 1 does not happen, then for every $i \in \{1, \ldots, m\}$, we have

$$\{x \in B_{4r} : X_i u < -\mu(4r)/4\} \leq \theta |B_{4r}| \quad \text{and} \quad \{x \in B_{4r} : X_i u > \mu(4r)/4\} \leq \theta |B_{4r}|.$$

Then, note that, on the set $\{X u \geq \mu(8r)/4\}$, we trivially have

$$|X u| \geq \mu(8r)/4 \quad \text{in} \quad A_{k,8r}^{\pm}(X u)$$

for all $k \geq \mu(8r)/4$. Thus, we can apply Lemma 5.7 with $q = 2Q$ to conclude that

$$\int_{B_{r''}} |(X u - k)^{+}|^2 \leq \frac{c}{(r'' - r)^2} \int_{B_{r'}} |(X u - k)^{+}|^2 dx + cKF(\mu(8r))^{-1} |A_{k,r'}^{\pm}(X u)|^{1 -\frac{2}{Q}}$$
where $K = r_0^{-2}|B_{r_0}|^{1/2}B_{r_0}^2F(\mu(0))$, whenever $k \geq k_0 = \mu(8r)/4$ and $0 < r'' < r' \leq 8r$. Then, we have standard estimates for the supremum and infimum of $X_iu$, see [27, 31], etc. such that for some $s_1 = s_1(n, p, L) > 0$ he following holds,

$$
\sup_{B_{2r}} X_iu \leq \sup_{B_{2r}} X_iu - 2^{-s_1} (\sup_{B_{2r}} X_iu - \mu(8r)/4) + cK^{1/2} F(\mu(8r))^{-1/2} r^{1/2}.
$$

and from the second part of Case 2 and Remark 5.8, we similarly have

$$
\inf_{B_{2r}} X_iu \geq \inf_{B_{2r}} X_iu + 2^{-s_1} ( - \inf_{B_{2r}} X_iu - \mu(8r)/4) - cK^{1/2} F(\mu(8r))^{-1/2} r^{1/2}.
$$

Combining (5.113) and (5.114) as in [39], one can also get (5.105) and the proof is finished. □

From (5.105) of Lemma 5.9, it is easy to prove Theorem 1.3 for $\delta > 0$ by a standard iteration argument which is classical. We refer to [27, 31, 26], etc. for details. Since all the constants in the above estimates are independent of $\delta$, hence from the arguments of Remark 2.5, we can obtain (1.7) also for $\delta = 0$. Thus, the proof of Theorem 1.3 is complete.

5.4. Concluding Remarks. Here are some further remarks about the method and techniques used above throughout the paper and some discussion on further generalizations.

1. All the apriori estimates for the equation (3.1) in Section 3, rely only on the structure conditions (3.2) and are independent of the “p” of the p-Laplacian. The other arguments in the later sections can also be appropriately generalized for the regularity theory of more general classes of equations; e.g. the equation $\text{div}_{\mu} (f(|\mathbf{X}u|)\mathbf{X}u) = 0$ with $f$ as any doubling differentiable function on $(0, \infty)$ so that $t \mapsto tf(t)$ is monotonic, admits weak solutions in sub-elliptic Orlicz-Sobolev spaces (defined similarly as Definition (2.3)) which can be similarly shown to be locally $C^{1,\alpha}$ whenever $1 + |\mathbf{X}u|^\alpha f(|\mathbf{X}u|)/f(|\mathbf{X}u|)$ is positive and finite. We refer to [38, 37] for the case of the Heisenberg group.

2. In the special case when the vector fields are left invariant with respect to a Carnot group of step 2 (in particular, the Heisenberg group as in [47, 39]), the commutation relations are more special than (2.2) as mentioned earlier in Remark 2.1, up to the choice of exponential coordinates. This is why, in that case the estimates are simpler and some of the items in the integral estimates gets suppressed, see Remark 5.3. But, unlike the previous case for the Heisenberg group by Mukherjee-Zhong [39], here the lengths of the main crucial lemmas like Lemma 5.2 and Lemma 5.7 are drastically extended and Corollary 3.11, Corollary 5.4, etc. have to be added. Also, in [47], the approximation has been accomplished by a Hilbert-Haar theory for the case of the Heisenberg group, which depends on the group law and hence does not have an easy analogue for the case of general Hörmander vector fields (some deeper theorems and newer adaptations are needed for it). Therefore, in this paper, we have used the Riemannian approximation which is more natural and easier to use.

3. The generalization of the above techniques from step 2 to any higher step does not seem to be immediately available. The inequalities (2.4) and (2.5) in their present form, do not lead to anything useful for the case of step 3 or any higher step. The higher order commutators have more intricate structures. For instance, letting $X_1^{(s)}, \ldots, X_k^{(s)}$ as vector fields corresponding to s-th order commutators, the nature of the intermediate integral estimates for $\mathbf{X}^{(s)}u$ is unclear. In case of a Carnot group of step r, i.e. 1 $\leq s \leq r$, notice that $|\mathbf{X}^{(s)}u| \neq |\mathbf{X}^{(s)}\mathbf{X}u|$ except for the cases of $s = r$ (as $X_iX_j^{(r)} = X_j^{(r)}X_i$ for the last step of the Lie algebra) and $s = 1$ (from the definition of the norm even though $X_iX_j \neq X_jX_i$). This feature leads to serious difficulties in the integral estimates for the intermediary steps that do not occur in a set up where these two are the only possible
alternatives, i.e. the step 2 case with $s = 1, 2$. Similar features typical to vector fields of step 2 Carnot groups are also imbibed in more general step 2 vector fields. Lastly, we refer to [17] for some results on certain special cases of vector fields in higher steps.
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