Experimental realization of time-dependent phase-modulated continuous dynamical decoupling
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The coherence times achieved with continuous dynamical decoupling techniques are often limited by fluctuations in the driving amplitude. In this work, we use time-dependent phase-modulated continuous driving to increase the robustness against such fluctuations in a dense ensemble of nitrogen-vacancy centers in diamond. Considering realistic experimental errors in the system, we identify the optimal modulation strength, and demonstrate an improvement of an order of magnitude in the spin-preservation of arbitrary states over conventional single continuous driving. The phase-modulated driving exhibits comparable results to previously examined amplitude-modulated techniques, and is expected to outperform them in experimental systems having higher phase accuracy. The proposed technique could open new avenues for quantum information processing and many body physics, in systems dominated by high-frequency spin-bath noise, for which pulsed dynamical decoupling is less effective.

PACS numbers: 76.30.Mi

One of the main challenges in quantum information processing, quantum computing and quantum sensing is the preservation of arbitrary spin states. For example, the sensitivity of nitrogen-vacancy (NV) ensemble-based AC magnetometry scales as a square-root of the coherence time [1–8]. Moreover, long ensemble spin coherence times could open new avenues for studying many body dynamics of interacting spins [9–11]. The commonly used technique for improving coherence times and preserving arbitrary states is dynamical decoupling (DD) sequences [12–18]. Although pulsed DD is very efficient for a variety of physical systems, continuous driving-based decoupling (i.e., spin-lock) has an advantage when the power spectrum of the noise bath contains a significant contribution (i.e., spin-lock) has an advantage when the power spectrum of the noise bath contains a significant contribution from high-frequency terms, such that relevant correlation times are shorter than the duty cycle achievable by pulsed techniques [15–16]. However, in these continuous schemes, amplitude fluctuations of the driving source itself limit the achieved coherence times, raising the need for a fault tolerant driving [16–18, 23].

One common approach for overcoming fluctuations in the driving amplitude is to flip the phase of the continuous driving every time increment $\tau$ (i.e., to apply a “rotary echo”, [24]). However, in the basis of the dressed states, these techniques are equivalent to pulsed DD, having the same disadvantages, such as additional imperfections due to the application of non-ideal pulses, and the disability of mitigating amplitude fluctuations that are faster than the flipping rate $1/\tau$. Another approach for overcoming these fluctuations is to apply an additional continuous driving in the perpendicular axis [Fig. 1(a)]. In order to avoid the use of an extra microwave (MW) source, the same effective Hamiltonian can be generated by a time-dependent modulation of the amplitude or phase of the original driving. Recently, such time-dependent amplitude modulation was experimentally demonstrated in a system of single isolated NV centers, achieving an order of magnitude improvement in the coherence time over a single continuous driving [19].

In this work, we demonstrate the effectiveness of the same approach for a dense ensemble of NVs, and implement a technically advantageous time-dependent phase modulation approach [Fig. 1(b)] [22], producing a similar order of magnitude improvement in the coherence times. By additionally considering the effect of amplitude/phase modulation on the preservation of the spin component along the driving axis, and by taking into account the reduction of the fluorescence signal contrast due to the modulation, we identify the optimal modulation strength for the preservation of arbitrary spin states of the NV ensemble.

We describe the non-interacting NV ensemble in our system as an effective two level system under continuous driving. The Hamiltonian of the system is given by

$$H = \frac{\omega_0}{2} \sigma_z + f(t)\sigma_x + \Omega_1 \cos(\omega_0 t)\sigma_z,$$

where $\omega_0$ is the energy of the $|0\rangle \leftrightarrow |1\rangle$ transition, $f(t)$ represents the effective time-dependence of the spin-bath noise, and $\Omega_1$ is the continuous driving amplitude (Rabi frequency). Moving to the rotating frame with respect to $H_0 = \frac{\omega_0}{2} \sigma_z$, under the rotating wave approximation yields

$$H_1 = \frac{\Omega_1}{2} \sigma_x + f(t)\sigma_z.$$
For a small amplitude of the second driving, amplitude $\Omega_2$ scheme, utilizing two microwave sources: first driving with $\Omega_1$ along the x axis and second driving with amplitude $\Omega_2$ along the z axis. For $\Omega_2 < \Omega_1$, the effective Hamiltonian $H_{\text{eff}}$ is reproduced, significantly reducing amplitude fluctuations of the first driving.

(b) Phase-modulated double driving scheme, utilizing a single microwave source, and time-dependent phase modulation $\delta(t) = 2\alpha\sin(2\Omega_1 t)$, reproducing the same effective Hamiltonian $H_{\text{eff}}$ (appendix A).

For Rabi frequencies much larger than the significant frequencies in the power spectrum of the noise, the second term in the Hamiltonian is greatly diminished, leading to the decoupling of the spin-bath, thereby increasing the coherence time of a spin state initialized along the perpendicular (y) axis. Experimentally, however, fluctuations in the applied driving amplitude $\delta\Omega_1(t)$ will eventually limit the achieved coherence times [10, 22, 23]. In order to overcome the effect of such fluctuations, an additional driving with a frequency $\Omega_1$ and an amplitude $\Omega_2$ can be applied along the z axis [Fig. 1(a)]. The resulting effective Hamiltonian in the second interaction picture, with respect to $H_{I_2} = \frac{\Omega_2}{2}\sigma_z$, yields

$$H_{I_2} = \frac{\Omega_2}{2}\sigma_z + \frac{\delta\Omega_1(t)}{2}\sigma_x. \quad (3)$$

For a small amplitude of the second driving, $\frac{\Omega_2}{\Omega_1} < 1$, and assuming that the amplitude fluctuations from the MW source scale accordingly, $\delta\Omega_2 = \frac{\Omega_2}{\Omega_1}\delta\Omega_1$, the remaining fluctuations $\delta\Omega_2 < \delta\Omega_1$ will result in further enhancement of the coherence times. In fact, such an implementation does not require an additional MW source. By applying a single drive, either with time-dependent amplitude modulation of the form [Fig. 1(a)], same technique used in [10]

$$\Omega_1[\cos(\omega_0 t) + \alpha \sin(\Omega_1 t) \cos(\omega_0 t + \frac{\pi}{2})]\sigma_x =$$

$$= \Omega_1 \cos(\omega_0 t)[\sigma_x + \alpha \sin(\Omega_1 t)\sigma_y], \quad (4)$$

or with time-dependent phase modulation of the form [Fig. 1(b)],

$$\Omega_1 \cos(\omega_0 t + \alpha \sin(\Omega_1 t))\sigma_x =$$

$$= \Omega_1 \cos(\omega_0 t)\{\cos[\alpha \sin(\Omega_1 t)]\sigma_x + \sin[\alpha \sin(\Omega_1 t)]\sigma_y\}, \quad (5)$$

where $\alpha \equiv 2\frac{\Omega_2}{\Omega_1}$ is the “modulation strength”, the form of the Hamiltonian $H_{\text{eff}}$ is reproduced (appendix A). Experimentally, such drivings can be produced by an arbitrary waveform generator (AWG). If the timing resolution of the AWG is much larger than $\omega_0$, the waveforms (4, 5) can be programmed explicitly. In our case, however, the timing resolution was limited to 1 ns, and the modulation of the amplitude/phase was created through in-phase-and-quadrature (I/Q) mixing: two (“I” and “Q”) waveforms of the I/Q mixer were introduced from two separate channels of the AWG as waveforms, [1, \alpha \sin(\Omega_1 t)] for the amplitude modulation scheme and $\{\cos[\alpha \sin(\Omega_1 t)], \sin[\alpha \sin(\Omega_1 t)]\}$ for the phase modulation scheme.

We performed measurements on an isotopically pure (99.99% $^{12}$C) diamond sample with nitrogen concentration of $\sim 2 \times 10^{17}$ cm$^{-3}$ and NV concentration of $\sim 4 \times 10^{14}$ cm$^{-3}$, grown via chemical vapor deposition (Element Six). A 532 nm laser was used to induce fluorescence from $\sim 10^4$ NV centers within a $\sim 20$ μm$^3$ measurement volume, and the resulting fluorescence signal was measured using a single photon counting module. After Zeeman-splitting the ground state energy levels using a $\sim 40$ Gauss permanent magnet, continuous driving at a Rabi frequency $\Omega_1 \approx 9$ MHz was introduced resonantly with the $|0\rangle \leftrightarrow |1\rangle$ transition (SRS SG384 signal generator). The time-dependent phase/amplitude of the driving was generated using I/Q modulation, produced by two output channels of an AWG with 1 GHz sampling rate (Agilent 33621A). Using a fast oscilloscope, we experimentally estimated the relative amplitude fluctuations as $\Delta A/A \approx 0.75\%$ and phase fluctuations as $\Delta \phi \approx 7$ mrad.

We first measured the decoherence of the ensemble spin state in the presence of a single driving field without time-dependent modulations (equivalent to a typical “Rabi” driving experiment). A resonant $\frac{\pi}{2}$-pulse, initializing the state along the y axis, was followed by driving along the x axis. The state was then rotated onto the z-axis of the Bloch sphere using another $\frac{\pi}{2}$-pulse, and the fidelity of the state was determined from the fluorescence signal contrast (appendix D). The decoherence curve was extracted by scanning the total driving time.
Figure 2: (Color online) Fidelity of the ensemble spin state (appendix D) after performing continuous driving along the $x$ axis. (a) Conventional continuous driving with no modulation, and double driving with phase modulation strength $\alpha = 0.1$, for a state initialized along the $y$ axis ($T_2$ decay with “Rabi” oscillations). (b) Double driving with different phase modulation strengths for a state initialized along the $x$ axis ($T_1\rho$ decay).

We then repeated these measurements while introducing amplitude and phase dependent modulations, according to equations (4), (5).

In Fig. 2(a) we demonstrate an order of magnitude improvement in the coherence time, from $T_2 = 0.81$ µs using conventional single continuous driving with no modulation (“Rabi” experiment) up to $T_2 = 8.3$ µs using phase modulation with a strength of $\alpha = 0.1$ [eq. (5)]. Note that the spin state does not decay to zero in the timescale decipated in the plot, due to the existence of an off-resonant hyperfine term, which decays on the longitudinal relaxation timescale $T_1$. By performing a similar analysis, we extracted the coherence time for different modulation strengths (Fig. 3). There is a good agreement between the experimental results and a simulation of decoherence considering Orenstein-Uhlenbeck spin-bath model and continuous driving with time-dependent phase modulation (appendix B). On the one hand, larger values of $\alpha$ are required to increase the coherence times in the presence of large inhomogeneous broadenings, which are significant for spin ensembles. On the other hand, fluctuations in the second driving $d\Omega_2$ still remain, and although they are much weaker than the fluctuations in the first driving, if the modulation strength $\alpha$ is too large, these second-order fluctuations will eventually limit the coherence times. Considering these effects, given the inhomogeneities, spin-bath noise and amplitude fluctuations in our system, a maximal coherence time of $T_2 \approx 15$ µs is predicted by simulations, with a modulation strength of $\alpha \approx 0.3$.

Similar results were obtained in the case of amplitude modulation [eq. (4)] with equivalent strengths (appendix C), in agreement with previous observations with the exact same technique on single isolated NV centers [16]. The choice between phase and amplitude modulation is uniquely motivated by experimental considerations. Theoretically, both approaches yield the same Hamiltonian expressed in eq. (3). Experimentally, however, the limiting factor for extending the coherence time is the remaining fluctuations in the modulated parameter (amplitude / phase). In our case, since both amplitude and phase originate from the same experimental source (two identical channels of the same AWG), the results are very similar. However, we expect that by using an AWG with faster sampling rate, allowing the full modulated waveform to be directly programmed, much higher phase accuracy could be achieved. In such a case, the phase modulation approach is expected to outperform amplitude modulation for equivalent modu-
lation strengths. The order of magnitude improvement in the coherence times is also consistent with the results for single NVs [16], with the only difference being that here, much larger modulation strengths are needed due to the inhomogeneities over the ensemble’s measurement volume.

Since we are interested in preserving arbitrary states (and not just a particular state perpendicular to the driving axis), we also performed the same experiment with the spin state initialized along the driving axis (x) [Fig. 2(b)]. Without introducing modulation, this experiment represents conventional spin-locking, resulting in a measured relaxation time of $T_{1,\rho} \approx 1800 \mu$s, compared to a longitudinal relaxation of $T_1 \approx 5900 \mu$s. In this case, since phase/amplitude fluctuations are not completely canceled, and due to the discrete sampling of the AWG, the application of phase/amplitude modulation reduces the efficiency of the spin locking, resulting in a simultaneous reduction of the relaxation time $T_{1,\rho}$, as well as of the absolute measured fluorescence contrast [Fig. 2(b)]. This degradation is plotted in Fig. 4 as a function of modulation strength: at a modulation strength of $\alpha = 0.1$ both relaxation time and signal contrast drop by a factor of $\lesssim 2$, and for modulations larger than $\alpha = 0.2$, the contrast drops below the noise floor level [Fig. 2(b)], making such modulations irrelevant for the preservation of arbitrary spin states. Note that the experimental results in Fig. 4 do not completely agree with the simulation results. In particular, while simulations predict saturation in the relaxation time, experimental results demonstrate degradation in this parameter as a function of the modulation strength. We believe that this disagreement is caused by phase fluctuations in the driving, as well as inhomogeneities in such fluctuations over the measurement volume, which are not properly taken into account in the theoretical model, and will be studied in a future work.

For general applications in quantum information processing, quantum computing and quantum sensing, one needs to preserve an arbitrary state of the spin ensemble, while maintaining a reasonably high signal contrast, which will be applicable for measurements. As a result, for each physical system, the modulation strength $\alpha$ has to be optimized to achieve the highest possible coherence time with minimal loss of signal contrast for states initialized along the driving axis. In our system, a value of $\alpha = 0.1$ offers a good compromise, increasing the off-axis coherence time by an order of magnitude up to $T_2 \approx 8 \mu$s, while shortening the on-axis relaxation time ($T_{1,\rho} \approx 1000 \mu$s) and contrast (1.26%) by less than a factor of 2 from a conventional spin-lock.

To summarize, we have shown that time-dependent phase modulation can improve the coherence time of a dense ensemble of NVs by more than an order of magnitude over conventional continuous DD. In our system, using a modulation strength of $\alpha = 0.1$, the coherence of any arbitrary spin state of the ensemble is preserved up to $T_2 \approx 8 \mu$s, with a degradation of less than a factor of

![Figure 4](color online) (a) Experimental results and (b) simulations of the relaxation time of the spin ensemble state after performing phase-modulated continuous driving as a function of the phase modulation strength. The state was initialized along the driving axis. (c) Initial fluorescence signal contrast measured in the same experiment.
two in the contrast of a state initialized along the driving axis. These resulting coherence times are comparable to those achieved by previously studied amplitude modulation, and can be further improved for an experimental implementation with AWG [Fig. 1(a)] having higher timing resolutions. The obtained results could potentially be useful for overcoming decoherence due to spin-bath environments having significant high-frequency terms, where pulsed DD schemes are no longer effective. In such conditions, the coherence times achieved in this work could significantly contribute to sensing applications, as well as the study of many body spin physics.
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Appendix A: Derivation of the double driving scheme

Let us consider a two level system with an energy gap $\omega_0$ and random spin-bath noise $f(t)$ along $\sigma_z$, under a continuous driving with amplitude $\Omega_1$ and time-dependent phase modulation of the form $\phi(t) = 2\frac{\Omega}{\hbar} \sin(\Omega t)$. If the fluctuation in the driving amplitude is $\delta\Omega_1(t)$, the Hamiltonian of the system takes the form

$$H = \frac{\omega_0}{2} \sigma_z + f(t)\sigma_z + [\Omega_1 + \delta\Omega_1(t)] \cos[\omega_0 t + \phi(t)]\sigma_x.$$

By moving to the rotating frame, with respect to $H_0 = \frac{\omega_0}{2} \sigma_z$, the effective Hamiltonian yields $H_1 = U^\dagger H U - H_0$, with the evolution operator $U = e^{-iH_0 t}$. Since $U$ commutes with $\sigma_z$, only the $\sigma_x$ term is affected by $U^\dagger H U$:

$$\cos[\omega_0 t + \phi(t)]e^{\frac{i\Omega_1 t}{\hbar}} \sigma_x e^{-\frac{i\Omega_1 t}{\hbar}} =$$

$$\cos[\omega_0 t + \phi(t)][\cos(2\omega_0 t + \phi(t))]\sigma_x - \sin(\omega_0 t)\sigma_y =$$

$$\frac{1}{2} \{ \cos[\phi(t)] + \cos[2\omega_0 t + \phi(t)] \} \sigma_x -$$

$$\frac{1}{2} \{ \sin[\phi(t)] + \sin[2\omega_0 t + \phi(t)] \} \sigma_y.$$

In the rotating wave approximation, the rotating terms can be neglected. In the limit $\Omega_2 \ll \Omega_1$ we get $\cos[\phi(t)] \rightarrow 1$, $\sin[\phi(t)] \rightarrow \phi(t) = 2\frac{\Omega_1}{\hbar} \sin(\Omega_1 t)$. Under these assumptions, the Hamiltonian in the first interaction picture yields

$$H = \frac{\Omega_1 + \delta\Omega_1(t)}{2} \sigma_x - [\Omega_2 + \delta\Omega_2(t)] \sin(\Omega_1 t)\sigma_y + f(t)\sigma_z.$$

If the Rabi frequency $\Omega_1$ is much larger than the dominant frequencies of the spin-bath, the last term is greatly diminished. By moving to the rotating frame, with respect to $H_0 = \Omega_1/2 \sigma_x$, the remaining part of the first term is $\delta\Omega_1(t)/2 \sigma_x$. The second term yields

$$- \sin[\Omega_1 t]e^{\frac{i\Omega_1 t}{\hbar}} \sigma_y e^{-\frac{i\Omega_1 t}{\hbar}} =$$

$$\sin[\Omega_1 t] [\sin(\Omega_1 t)\sigma_z - \cos(\Omega_1 t)\sigma_y] =$$

$$\frac{1}{2} \{ [1 - \cos(2\Omega_1 t)] \sigma_z - \sin(2\Omega_1 t)\sigma_y \}.$$

In the rotating wave approximation, the rotating terms can be neglected, and the Hamiltonian in the second interaction picture yields

$$H_{I_2} = \frac{\Omega_2 + \delta\Omega_2(t)}{2} \sigma_z + \frac{\delta\Omega_1(t)}{2} \sigma_x,$$

which in the case of small $\delta\Omega_2$ yields to Eq. 3

Appendix B: Simulation details

In order to simulate the decoherence of the spin state under continuous driving, the initial state taken into account was along the axis perpendicular to the driving (the “$z$” axis). Due to the hyperfine coupling with nitrogen nuclear spins, 1/3 of the initial state was detuned from the driving frequency by $\sim \pm 2.2$ MHz, where the width of each peak was set to 1 MHz (Normally distributed). The decoherence curves were simulated under the evolution of the Hamiltonian in the first interaction picture (appendix A), where both the spin bath-noise $f(t)$, and amplitude fluctuations $\delta\Omega_1$, $\delta\Omega_2$ were modeled as Ornstein-Uhlenbeck (OU) processes $\mathcal{B}[23][26]$. The OU processes had a zero expectation value and a correlation function of $(f(t)f(t')) = \frac{\tau c}{2} e^{-\frac{|t-t'|}{\tau}}$, where $\tau$ is the correlation time of the noise and $c$ is the diffusion coefficient. For both spin-bath and amplitude fluctuations, the OU process was realized by an exact algorithm [27], given by the time propagation $f(t + \Delta t) = f(t)e^{-\frac{\Delta t}{\tau}} + n\sqrt{2(1 - e^{-\frac{\Delta t}{\tau}})}$ for a time step of $\Delta t$ and a unit Gaussian random number $n$. For the spin-bath noise $f(t)$, we used a correlation time of $T_B = 10$ µs and a diffusion coefficient of $c_B \approx 6.6667 \times 10^{-5}$ MHz², estimated from the nitrogen (P1) defect concentration in the sample (in accordance with a pure dephasing time of $T_\varphi = 200$ ns and a $T_2 = 300$ µs by a Hahn Echo pulse). For the amplitude fluctuations, we chose $\tau_\Omega = 500$ µs and set $c_\Omega = \frac{2(\delta_\Omega(t))^2}{\tau_\Omega}$, where $\delta_\Omega = 0.75\%$ is the relative amplitude error, which was determined experimentally. Spin-dynamic simula-
tions under this evolution led to theoretical decoherence curves similar to Fig. 2(a).

The simulations were performed for different modulation strengths $\alpha$, and typical decay times $T_2$ were extracted for each $\alpha$ by a simple exponential fitting. The red dots in Fig. 3 represent simulation results for these decoherence times at various modulation strengths, in agreement with the experimental results.

Appendix C: Phase versus amplitude modulation results

In Fig. 5 we demonstrate the similarity between the results obtained from amplitude (Eq. 4) and phase (Eq. 5) modulation with equal strength $\alpha = 0.1$. Since both amplitude and phase were introduced by the same channels of the AWG acting as the same noise source, these results are comparable. Other modulation strengths provided comparable results as well. We expect that by using an AWG with faster sampling rate, allowing the full modulated waveform to be directly programmed, much higher phase accuracy could be achieved, thus providing an advantage to the phase-modulated scheme.

Appendix D: Description of fidelity measurements

Our measurements presented in figure 2 are performed as follows: we first use a long ($\sim 10\mu$s) 532 nm laser pulse to initialize the ensemble state along the $z$ axis, measure the resulting fluorescence level $I_0$, and then rotate the state toward the $x$ axis using a resonant $\pi/2$ pulse. In order to extract the decoherence curves, we next need to measure the fidelity between this initial state and the final state after the modulated continuous driving is applied. In order to overcome technical drifts (such as instabilities from the laser / AOM), we project our final state twice using resonant $\pi/2$ pulses: the first time toward the $z$ axis, and the second time toward the $-z$ axis, and measure the resulting fluorescence levels $I_{f1}, I_{f2}$ respectively. In order to express the fidelity between the final and initial states, these resulting fluorescence levels are then divided by the initial fluorescence level $r_1 = I_{f1}/I_0$, $r_2 = I_{f2}/I_0$, and in order to overcome the above-mentioned instabilities, the final results (the $y$ axis in the plots) is expressed in terms of contrast between these two values $C = \frac{r_1 - r_2}{r_1 + r_2}$.
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