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Abstract
A two-phase online anomaly detection method based on support vector clustering (SVC) in the presence of non-stationary data is developed in this paper which permits arbitrary-shaped data clusters to be precisely treated. In the first step, offline learning is performed to achieve an appropriate detection model. Then the current model dynamically evolves to match the rapidly changing real-world data. To reduce the dimension of the quadratic programming (QP) problem emerging in the SVC, self-organizing map (SOM) and a replacement mechanism are used to summarize the incoming data. Thus, the proposed method can be efficiently and effectively useable in real time applications. The performance of the proposed method is evaluated by a simulated dataset, three subsets extracted from the KDD Cup 99 dataset, and the keystroke dynamics dataset. Results illustrate capabilities of the proposed method in detection of new attacks as well as normal pattern changes over the time.
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1. Introduction

Today a vast quantity of information exchange is performed through computer networks and an increasing need exists for early prevention against emerging network threats by intrusion detection systems (IDS). An IDS is a security tool that monitors all activity on a network and detects any attempts which may destroy confidentiality, integrity or availability of computer networks or systems. To have an efficient and effective IDS, patterns of previously observed activity are usually analyzed to determine normal traffic or attack specifications. Such specifications can be used in newly observed patterns for intrusion detection.

Rule-based detection, commonly known as misuse detection, and anomaly detection systems are two classes of IDSs. A rule-based detection system uses rules which are formed by analyzing previous different intrusion events to detect known attacks. Although it provides good results in detecting occurrences of previously known attacks, there is a very low chance to detect new attack types and variants of the known attacks. In the recent case, the rules should be manually modified for future use.

Anomaly detection is based on the assumption that abnormal behavior differs from a previously learned normal behavior. Accordingly, machine learning approaches have been widely used in network anomaly detection. Depending on which machine learning approach is used, anomaly detection can be performed supervised or unsupervised. Supervised anomaly detection makes a model of normal data using labeled data and detects deviation from the normal model in observed data. The drawback of this type of system is that finding proper labeled data is almost difficult.

In unsupervised anomaly detection which uses easy-to-obtain unlabeled data, it is assumed that the number of normal data is much more than abnormal data. In this type of anomaly detection, the aim is to detect instances which do not confirm the normal model as attack. Clustering as an unsupervised technique is usually used in this case.

Evolution of intrusion detection systems from 1987 in which Denning proposed an intrusion-detection model to recent years is investigated by Aburomman and Ibne Reaz. They have reviewed information relative to classifier designs, employed datasets, feature selection, clustering techniques, baseline classifiers and main researches on comparisons, dataset validation, accuracy detection measures, and other test configurations.

However, a serious challenge which classical anomaly detection systems are facing is the changes of normal data and emerging new types of attacks. In recent years, online anomaly detection systems are introduced to overcome this problem. In the case of using unsupervised learning techniques, online anomaly detection systems utilize ideas of online clustering and streaming data clustering simultaneously.

1.1. Previous works

An adaptive and dynamic clustering framework was developed in Ref. 1 for online anomaly detection. In this proposed framework, an initial model is constructed using the K-means clustering method and then it gradually evolves according to the current state of online data. However, the K-means algorithm may terminate in a locally optimal and the number of clusters (K) must be supplied by the user which is a restrictive fact working in non-stationary state in real-world applications. In Ref. 3 a genetic-X-means clustering algorithm (GXCA) which is a hybridization of genetic algorithm (GA) and the iterative optimal X-means algorithm was presented. This approach can lead to an increase in detection performance by reducing the risk of local optimality.

An adaptive growing hierarchical self-organizing map (A-GHSOM) approach for network intrusion detection was proposed in Ref. 15. In fact, A-GHSOM is an expansion of the growing hierarchical self-organizing map (GHSOM) formerly proposed in Ref. 16 based on self-organizing map (SOM). It is notable that K-means and SOM are recommended for data with spherical cluster shapes. So, in cases where there are nonspherical clusters, performance can drop down. An online oversampling principal component analysis algorithm to address anomaly detection in a large amount of data via an online updating technique based on oversampling the target instance and extracting the principal direction of the data was proposed in Ref. 19. However, this method cannot handle the multi-clustering structure and high dimensional data. In Ref. 20, a framework of...
autonomic intrusion detection that fulfills online and adaptive intrusion detection over unlabeled HTTP traffic streams in computer networks was introduced. The framework employed the affinity propagation (AP) algorithm to learn a subject’s behaviors through dynamical clustering of the streaming data. However, in this method, it has been assumed that normal and attack data are in spherical cluster shape.

1.2. Paper contributions
To address previously mentioned shortages of the current unsupervised online anomaly detection systems, a new method is proposed for online anomaly detection based on support vector clustering (SVC) which can be used efficiently when no special assumption about shape and density of data region is guaranteed. SVC can handle arbitrary-shaped clusters through its boundary-based clustering model. So, the proposed anomaly detection method makes it possible to be more precise. SVC has the ability to deal with high-dimensional data by employing a kernel function. Therefore, the proposed method, which uses SVC as the core clustering technique, can be used when high-dimensional data survey is needed for anomaly detection.

In the proposed method, clustering structure can be modified over the time to be consistent with the non-stationary environment through repeating SVC at some appropriate time sections. A data summarization tool based on SOM is proposed to reduce required computational time and effect of outlier data. Also, an autonomous replacement mechanism controls combination and amount of data which are used for clustering by SVC over the time. Using the proposed data summarization tool and the replacement mechanism causes to store relatively small amounts of the observed data over the time.

The performance of the proposed method is evaluated through experiments using datasets including a simulated dataset, the KDD Cup 99 dataset, and the keystroke dynamics dataset. Tow recently published online anomaly detection methods in Ref. 1 and Ref. 15 are also used as the benchmarks.

1.3. Paper organization
The rest of the paper is organized as follows: Section 2 explains the proposed framework in details. Evaluations using three datasets are performed in Section 3 followed by the discussion in Section 4. The conclusion is made in Section 5.

2. Proposed framework
In this section, the framework of the proposed online anomaly detection method is explained at first and then each part is discussed in details. This framework encompasses all procedures which are used in this paper for online anomaly detection.

2.1. Overall framework
As illustrated in Fig. 1, the proposed anomaly detection method in this paper consists of two phases. In the first phase, a training dataset is initially summarized by SOM. Then the summarized data is fed to the SVC to construct normal and attack cluster boundaries. In this paper, it is assumed that attack instances are a very small part of all the data. This assumption makes it possible to identify clusters of normal and attack data. In the second phase, the boundaries are used to determine the label of the data that will stream to the system. In addition, reconstruction of the cluster boundaries is done when a tangible deviation from the current state takes place.
2.2. Offline learning

SOM

As mentioned in the previous subsection, SOM is used to summarize the data in this paper. In its basic form, SOM consists of nodes arranged in a lower dimensional (commonly 2-dimensional) lattice to find good mapping from the high-dimensional input data to the lower-dimensional representation of the nodes. Each node is associated with a weight vector with the same dimension \( d \) as the input data. In the training process of a SOM, each instance in the input data is presented to the map and the winning unit or the best matching unit (BMU) is identified according to a distance measure. Consider \( x \), \( w_{ij} \), and \( N_c \) as the input data, weight vector connecting the input data to an output node with coordinates provided by indices \( i \) and \( j \), and the neighborhood around the BMU, respectively. Thus, the training process of SOM can be summarized as illustrated in Fig. 2. However, the weight vectors related to the BMUs in a trained SOM are used to be clustered by the SVC in this paper. In fact, the BMUs are considered as summarized data for subsequent processing. This can reduce the amount of computation at the later stages.

**Step 1:** Initialize all \( w_{ij} \), Choose a value for the neighborhood \( N_c \), and an initial learning rate \( \alpha \).

**Step 2:** Choose an instance \( x \) from the input dataset.

**Step 3:** Select the winning unit, \( c \), so that:

\[
\|x - w_c\| = \min_{ij} \|x - w_{ij}\|
\]

**Step 4:** Update the weights as:

\[
w_{ij}(t + 1) = \begin{cases} 
    w_{ij}(t) + \alpha(t)[x - w_{ij}(t)] & \text{if } (i,j) \in N_c(t) \\
    w_{ij}(t) & \text{if } (i,j) \notin N_c(t)
\end{cases}
\]

**Step 5:** Decrease the learning rate and the neighborhood according to an appropriate scheme.

**Step 6:** Repeat steps (2)–(5) until the convergence criterion is satisfied.
SVC

Consider the dataset \( Y = \{y_1, y_2, \ldots, y_N\} \), \( Y \subset \mathbb{R}^d \). The optimization piece of SVC tries to find a minimum hypersphere containing data in a new and usually higher dimensional space, namely feature space. The optimization problem is expressed as follows:

\[
\begin{align*}
\min_{a, \xi, R} & \quad R^2 + C \sum_{i=1}^{N} \xi_i \\
\text{Subject to:} & \quad \|\Phi(y_i) - a\|^2 \leq R^2 + \xi_i \\
& \quad \xi_i \geq 0.
\end{align*}
\]

(1)

Therein \( \Phi \) is the non-linear map from the input space to the feature space, \( \xi \) is the slack variable to incorporate soft constraints, \( a \) is the hypersphere center, \( R \) is the hypersphere radius, and \( C \) the penalty parameter. The Wolfe dual for the problem in Eq. (1) is as Eq. (2).22

\[
\begin{align*}
\max_{\beta} & \quad \sum_{i} \beta_i < \Phi(y_i), \Phi(y_i) > - \sum_{ij} \beta_i \beta_j < \Phi(y_i), \Phi(y_j) > \\
\text{Subject to:} & \quad 0 \leq \beta_i \leq C \\
& \quad \sum_{i} \beta_i = 1.
\end{align*}
\]

(2)

With the kernel trick, \( k(y_i, y_j) = \langle \Phi(y_i), \Phi(y_j) \rangle \), and using Gaussian kernel as \( k(y_i, y_j) = \exp(-q\|y_i - y_j\|^2) \) in which \( q \) is the scale parameter, the recent optimization problem converts to optimization problem indicated in Eq. (3). This optimization problem can be solved by a range of methods.23

\[
\begin{align*}
\max_{\beta} & \quad \sum_{i} \beta_i k(y_i, y_i) - \sum_{ij} \beta_i \beta_j k(y_i, y_j) \\
\text{Subject to:} & \quad 0 \leq \beta_i \leq C \\
& \quad \sum_{i} \beta_i = 1.
\end{align*}
\]

(3)

It is proven that in the quadratic programming presented by Eq. (3), the image of point \( y_i \) with \( 0 < \beta_i < C \) lies on the surface of the feature space hypersphere. Such a point will be referred to as a support vector or SV. SVs lie on cluster boundaries.

Points with \( \beta_i = 0 \) are mapped to the inside of the feature space hypersphere and with \( \beta_i = C \), they lie outside the feature space hypersphere.22 The value of the other variable \( R \), radius of the hypersphere, can be calculated by Eq. (4) for an arbitrary SV.

\[
R(y)^2 = \|\Phi(y) - a\|^2 = k(y, y) - 2 \sum_{i} \beta_i k(y, y_i) + \sum_{ij} \beta_i \beta_j k(y_i, y_j).
\]

(4)

The basic approach of the labeling piece in SVC is to identify clusters by computing a complete graph and taking connected components of the graph as clusters which is well-known as a complete graph (CG) method. The CG is represented by an adjacent matrix, \( A \), which is formulated based on an observation that given a pair of data points that belong to different clusters, any path that connects them must exit from the hypersphere. Thus, that path contains a segment of points \( \tilde{y} \) such that \( R(\tilde{y}) > R \). So, the adjacency matrix can be formed by Eq. (5).

\[
A_{ij} = \begin{cases} 
1 & \forall \forall \tilde{y} \in \text{line}(y_i, y_j), R(\tilde{y}) \leq R \text{ otherwise.} \\
0 & 
\end{cases}
\]

(5)

Checking the line segment is implemented by sampling a number of points. Since such a procedure is time consuming, in a modified method, the CG is formed only for SVs, namely the support vector graph (SVG) method21 which is used in this paper. The other points are labeled according to their nearest SV.

2.3. Online anomaly detection and learning

As illustrated in Fig. 3, which is a detailed form of Fig. 1, in the first phase, namely offline learning, two sets are formed. Set \( S^b \) contains \( n_b \) BMUs which come from the SOM. The second set, \( S^n \), includes those of newly observed data which stand out of the current normal and attack data clusters. \( S^n \) is empty at the beginning.

Online anomaly detection and learning to track the changes in real-world data are performed as the new observed data stream to the system. The distance of a new datum \( y \) and the members of \( S^b \) which are shown by \( y_i^b \) (\( i = 1, 2, \ldots, n_b \)) is calculated. If the minimum distance is less than a predefined parameter, \( \epsilon_1 \), \( y \) is labeled similar to the closest \( y^b \).
Otherwise, $y$ is labeled similar to the nearest $y^b$ and at the same time, $y$ is added to $S^n$. In the recent case, the distance between the new datum and the nearest $y^b$ is added to a cumulatively storing variable $D_{cum}$. When $D_{cum}$ reaches a predefined threshold, $\epsilon_2$, all vectors in $S^n$ are fed to the SOM. In this situation, $S^n$ will be flushed and the BMU with the biggest number of the attracted vector, $y^{out}$, is put out. Now the coefficient matrix of the problem indicated in Eq. (3) is changed and a new solution which forms the new normal and attack data clusters will be obtained by solving the new QP problem. These cluster boundaries are considered as the basis to determine label of the new data until the next modification.

### 2.4. Example

An example of the overall process of the proposed method is presented in Fig. 4. In fact, this example clearly shows the steps of the proposed methods for a typical dataset. As illustrated in this figure, initial data are summarized by SOM and are fed to SVC to determine initial normal and attack data cluster boundaries or model. This model will be used until sufficient evidence is found for the next update. After summarizing the data that don’t confirm the current models, a new set of the BMUs is formed using replacement mechanism. These BMUs are used to update models by SVC. This process will continue as long as the data flow continues.

![DIAGRAM](image_url)

Fig. 3. Process of the proposed online anomaly detection and learning method
3. Experiments

Three datasets are exploited in this section to demonstrate the effectiveness of the proposed online anomaly detection method. Following Ref. 24, a simulated dataset is firstly generated which can give reader an idea about typical environment which the proposed method is designated for it. The KDD Cup 99 intrusion detection dataset is then adopted to produce three subsets to be used in evaluation process. The third one is a keystroke dynamics dataset which is introduced in Ref. 25. The following two standard measures are also selected for evaluating the proposed method26:

- Detection rate (DR): ratio between the number of correctly detected anomalies and the total number of anomalies.
- False positive rate (FPR): ratio between the number of data records from the normal class that are misclassified as anomalies and the total number of data records from the normal class.

All computations are performed on a computer with intel core i5 CPU 2.53 GHz processor and in MATLAB® 7.1 programming language. YALMIP modeling and optimization toolbox in MATLAB® is also used to solve the QP problems during simulation process to obtain the solution.

3.1. Simulated dataset

To simulate a non-stationary environment in which normal data pattern changes over the time and new attack data emerges while there is no related historical detected pattern, Eq. (6) to Eq. (9) are used. Eq. (6) and (7) are used to create normal data in 5 close time sections. By means of Eq. (6), 2000 data instances are created in 200 steps. At a step \( k \), 10 random data is created. Then all 2000 data are randomly mixed to eliminate sequential nature which exists in. As presented in Fig. 5(a), this procedure...
yields a nonspherical shape and data density is also different over data region. A relatively smaller cluster is created by Eq. (8) as an attack data cluster which encloses 200 data instances. The last 200 attack data are mixed by 2000 normal data to form initial dataset applicable in offline learning.

To generate normal data to be used in online anomaly detection and learning, Eq. (7) is used at \( \tau = 1,2,3, and 4 \). For each value of \( \tau \), 500 data instances are generated in 50 steps. These data are appended according to \( \tau \). This procedure leads to changing pattern for normal data as illustrated in Fig. 5(b). A new attack cluster is also created using Eq. (9).

Members of such cluster are mixed by the new normal data and gradually streams to the anomaly detection system.

\[
[N_{data}(k)] = \begin{bmatrix}
2 \cos(\theta_1(k)) + 6 \\
3 \sin(\theta_1(k)) + 2.6 \\
+ Mrnd(k), k = 1,2,\ldots,200.
\end{bmatrix} \times 1_{10}
\]

(6)

\[
[N_{data}(k)] = \begin{bmatrix}
2 \cos(\theta_1(k)) + 6 \\
3 \sin(\theta_1(k)) + 2.6 + \frac{\tau}{4} \times N_2 \\
+ Mrnd(k), k = 1,2,\ldots,200.
\end{bmatrix}
\]

(7)

In Eq. (6) to (9), \( Mrnd(k) \) is a random matrix of vectors in 2D space generated at each step using MATLAB® function \texttt{mvnrnd}. The dispersal \( S(k) \) of the random matrix \( Mrnd(k) \) and the arguments \( \theta_1(k) \) and \( \theta_2(k) \) change at each step according to:

\[
S(k) = S(k - 1) + \frac{S_{end} - S_{ini}}{N - 1},
\]

(10)

\[
\theta(k) = \theta(k - 1) + \frac{\theta_{end} - \theta_{ini}}{N - 1}.
\]

(11)

The parameters of Eq. (10) and Eq. (11) are set as \( S_{ini} = 0.01, S_{end} = 0.0125, \theta_{1,ini} = \frac{5\pi}{6}, \theta_{2,ini} = 0, \theta_{1,end} = \frac{\pi}{4}, \text{ and } \theta_{2,end} = \frac{\pi}{4} \).

Values of DR and FPR are calculated for the proposed anomaly detection system using the simulated dataset. The dataset is also introduced to two benchmark methods. The first benchmark method from Ref. 1, HSK, employs a hybrid of SOM and K-means algorithm in its online anomaly detection method. In this method, the K-means technique (with \( K = 2 \)) is used when necessity of modifying current cluster centers or deriving a new attack cluster from a normal cluster is specified for instances introduced by a SOM. The second benchmark method is adaptive growing hierarchical self organizing map (A-GHSOM) proposed in Ref. 15. Please note that only those functions of A-GHSOM are considered which are not dependent to human intervention.

Mean and standard deviation (SD) of DR, FPR for 10 runs and average time needed to specify cluster of a new observed data instance (AT) are given in Table 1. The results show that the proposed method can yield acceptable metrics in the challenging simulated environment when data clusters are nonspherical. It is notable that stable performance of the proposed method is of being on optimum solution over clustering procedure using SVC.
Online AD based on SVC

Fig. 5. Initial dataset and changes which take place over the time, (a) Initial dataset generated by Eq. (6) & (8) including normal data at time $\tau = 0$ and data related to Attack 1, (b) Normal data at time $\tau = 0$ and $\tau = 4$, a new attack (Attack 2) is appeared later over the time.

Table 1. Results of using the proposed method for simulated dataset, $q = 2$, $c = 1$, $\varepsilon_1 = 0.2$, $\varepsilon_2 = 5$, $n_0 = 30$, SOM lattice structure: $10 \times 10$ for offline learning and $2 \times 2$ for online learning, and $\alpha = 0.2$.

| Dataset            | HSK DR | FPR | AT (s) | A-GHISOM | DR | FPR | AT (s) | Proposed method | DR | FPR | AT (s) |
|--------------------|--------|-----|--------|----------|----|-----|--------|----------------|----|-----|--------|
| Simulated dataset  | Mean   | SD  | Mean   | SD       | Mean| SD  | Mean   | SD      | Mean| SD  | Mean   |
|                    | 0.30   | 0.12| 0.24   | 0.10     | 0.001|     | 0.001  |        | 0.72| 0.00| 0.19   | 0.004 |

3.2. The KDD Cup 99 dataset

The KDD Cup 99 dataset has been the most wildly used dataset for the evaluation of anomaly detection methods and is built based on the data captured in DARPA’98 IDS evaluation program managed by the MIT Lincoln Labs. The KDD Cup 99 dataset consists of 4,940,000 single connection vectors each of which contains 41 features and is labeled as either normal or one of the 24 attack types. The attack types fall in one of the following categories: denial of service (DoS), remote to user (R2L), user to root (U2R) and probing. Although the label of the KDD Cup 99 is known for all data instances, in this paper it is assumed that it is unknown and is used only for evaluation of the proposed method.

In this subsection, three subsets I, II, and III have been selected from the KDD Cup 99. Each subset consisted of 20000 data and contained mutually exclusive attacks which were a small portion of the subsets (approximately 1%). To conduct the experiment, one dataset was used in offline training and then all of the three subsets were applied as online data for testing the system. The number and type of attacks which were mixed with normal data in each subset are presented in Table 2. The subsets have been fed to the benchmark methods too. The results are located in Table 3 which illustrates performance of the proposed method in presence of previously unseen data. To emphasize the effectiveness of the proposed method, the subsets which have been used to test the system are processed by both the offline trained model and the model with online learning.
3.3. The keystroke dynamics dataset

In its basic form, the keystroke dynamics dataset consists of 20400 data which are arranged as a table with 34 columns. Each row of data corresponds to the timing information for a single repetition of the password by a single subject (or a typist). There are totally 51 subject identified by a unique code from s002 to s057. For each subject, 400 records are presented. 31 features of a record contain timing information for one password typing by a subject. These data can be considered as a digital fingerprint to distinguish people by their typing rhythms. However, in this paper, two subsets are produced from the keystroke dynamics dataset. The first one contains of 400 records related to s002 as normal data and 40 records randomly selected from typing information of s011 as attack data. This subset is considered as initial data in offline training. The second subset contains of 400 records related to s007 as normal data and 40 records randomly selected from typing information of s004 as a new attack data. It’s notable that the records of s007 are relatively close to records of s002 and are considered as a drifted form of the initial data. The subsets have been fed to the proposed and the benchmark methods. The results are located in Table 4.

| Subset I | Subset II | Subset III |
|----------|-----------|------------|
| Attack category | Attack type | Number of data | Attack category | Attack type | Number of data | Attack category | Attack type | Number of data |
| DoS | smurf | 85 | ftp_write | 8 | ipsweep | 62 |
| | Back | 15 | guess_passwd | 53 | Probing | nmap | 21 |
| | neptune | 75 | Phf | 4 | portsweep | 61 |
| | Land | 21 | Imap | 12 | satan | 61 |
| | teardrop | 25 | multihop | 7 | | |
| | Pod | 10 | R2L+U | 2R | | |
| Total | 231 | 243 | 205 |

| Test No. | Training Set | Testing Set | HSK | A-GHSOM | Proposed method |
|----------|--------------|-------------|-----|--------|----------------|
| | | | Offline | Online | Offline | Online | Offline | Online |
| 1 | I | I | 0.94 | 0.32 | 0.91 | 0.26 | 0.68 | 0.01 | 0.76 | 0.01 | 0.92 | 0.17 | 0.93 | 0.11 |
| 2 | II | II | 0.98 | 0.32 | 0.98 | 0.32 | 0.20 | 0.00 | 0.42 | 0.02 | 0.38 | 0.17 | 0.94 | 0.08 |
| 3 | III | III | 1.00 | 0.32 | 0.95 | 0.19 | 0.27 | 0.01 | 0.31 | 0.01 | 0.74 | 0.17 | 0.94 | 0.03 |
| 4 | II | I | 0.94 | 0.28 | 0.94 | 0.20 | 0.76 | 0.03 | 0.70 | 0.02 | 0.93 | 0.21 | 0.91 | 0.13 |
| 5 | II | II | 0.38 | 0.28 | 0.46 | 0.13 | 0.75 | 0.01 | 0.73 | 0.01 | 0.98 | 0.21 | 0.97 | 0.05 |
| 6 | III | III | 1.00 | 0.28 | 0.99 | 0.16 | 0.57 | 0.04 | 0.62 | 0.02 | 0.83 | 0.21 | 0.96 | 0.07 |
| 7 | III | I | 0.94 | 0.23 | 0.82 | 0.18 | 0.48 | 0.05 | 0.74 | 0.02 | 0.34 | 0.06 | 0.93 | 0.10 |
| 8 | II | II | 0.38 | 0.23 | 0.77 | 0.17 | 0.18 | 0.00 | 0.57 | 0.01 | 0.38 | 0.17 | 0.97 | 0.16 |
| 9 | III | III | 1.00 | 0.22 | 0.96 | 0.12 | 0.54 | 0.01 | 0.73 | 0.03 | 1.00 | 0.17 | 1.00 | 0.19 |
| Mean | | | 0.84 | 0.28 | 0.87 | 0.19 | 0.49 | 0.01 | 0.62 | 0.016 | 0.72 | 0.17 | 0.95 | 0.10 |
| AT(s) | | | 0.00025 | 0.0012 | 0.00035 |
4. Discussion

According to growing threats for computer networks, designing an anomaly detection system which can detect abnormal behavior in the presence of unlabeled data, arbitrary shaped data clusters, and previously unseen attacks is desirable. On the other hand, in real time applications, automatically quick response to the changing environment is necessary. The proposed online anomaly detection method overcomes these challenges by using support vector clustering which is an unsupervised learning approach to clustering arbitrary-shaped data for situation in which distribution of data is unknown. A new framework is also proposed in this paper to control optimization problem dimension in order to achieve ability of real time response to new streamer data. Dynamically reconstructing cluster boundaries, which are proposed in this article, conveniently meet the emerging needs of rapidly changing real-world data. The proposed framework ensures that computational time is mainly dependent on the SOM lattice dimension. It is because only a constant number of BMUs is used over the time which is at most equal to the offline learning SOM lattice dimension. Furthermore, using kernel function in SVC makes the proposed model capable to handle high dimensional data. In fact, dimension of QP problem in Eq. (3) only depends on the number of data which are considered to be clustered (number of BMUs). In this framework, beside online anomaly detection, only information of a constant number of BMUs and those data existing in $S^n$ is stored. So, there is no need to store incoming data.

5. Conclusions

In this paper, a new two-phase method based on support vector clustering is proposed for online anomaly detection. In the first phase, offline learning is performed to identify normal and attack clusters based on unlabeled data. To reduce the dimension of the clustering problem and computational time in SVC, the initial and streaming data are summarized by SOM. To adjust the generated model in the first phase to the new observations, dynamic clustering is used for reconstruction of cluster boundaries in case of necessity. YALMIP modeling and optimization solver in MATLAB® used to solve the emerging QP problem. The performance of the proposed method was evaluated through experiments using a challenging simulated dataset, three subsets of the KDD Cup 99 dataset, and two subset of keystroke dynamics dataset. The results illustrate higher performance of the proposed online method in comparison to the benchmark methods based on HSK and A-GHSOM considering DR and FPR measures while response time is still acceptable. Specifically, experiments showed that the proposed method can detect anomalous cases more precisely in comparison with competing techniques when groups of data are not in spherical shape as well as dimension of data is considerably high. FPR for the proposed method was also better than of HSK but A_GHSOM showed better performance in this measure. However, results in tables 1, 3, and 4 illustrated that DR for A-GHSOM decreased significantly when dimension of data increased. Nevertheless, the proposed method has a stable performance.
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