Phase Randomness in a Semiconductor Laser: the Issue of Quantum Random Number Generation
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Gain-switched lasers are in demand in numerous quantum applications, particularly, in systems of quantum key distribution and in various optical quantum random number generators. The reason for this popularity is natural phase randomization between gain-switched laser pulses. The idea of such randomization has become so familiar that most authors use it without regard to the features of the laser operation mode they use. However, at high repetition rates of laser pulses or when pulses are generated at a bias current close to the threshold, the phase randomization condition may be violated. This paper describes theoretical and experimental methods for estimating the degree of phase randomization in a gain-switched laser. We consider in detail different situations of laser pulse interference and show that the interference signal remains quantum in nature even in the presence of classical phase drift in the interferometer provided that the phase diffusion in a laser is efficient enough. Moreover, we formulate the relationship between the previously introduced quantum reduction factor and the leftover hash lemma. Using this relationship, we develop a method to estimate the quantum noise contribution to the interference signal in the presence of phase correlations. Finally, we introduce a simple experimental method based on the analysis of statistical interference fringes, providing more detailed information about the probabilistic properties of laser pulse interference.

I. INTRODUCTION

Phase randomness between pulses of a gain-switched semiconductor laser is an essential ingredient of quantum key distribution (QKD) systems and quantum random number generators (QRNGs). Inasmuch as amplified spontaneous emission dominates below threshold in a semiconductor laser [1, 2], phase correlations of the electromagnetic field are destroyed very quickly between laser pulses under the gain switching. Therefore, many authors often assume implicitly that pulses from a gain-switched laser have no phase relationship to each other. The security analysis of QKD protocols, particularly decoy-BB84 protocol [3, 5], assumes that the laser emits light pulses that are a mixture of coherent states with uniformly distributed phases. Similar assumption is usually made when considering laser pulse interference as a quantum entropy source for some optical QRNGs [6,12]. In real experiments, however, phase correlations may still occur and may thus lead to loss of security. Therefore, phase diffusion between laser pulses should be treated carefully in these applications.

The main reason for correlations between phases of pulses emitted by a gain-switched semiconductor laser is an insufficient delay between subsequent pulses, during which the phase does not have enough time to “diffuse”. Also, a high value of the bias current does not allow the attenuation between laser pulses to be high enough to provide fast decoherence. It was estimated in [6] that enough for application in QRNG randomness could be achieved with the laser pulse repetition rate up to 20 GHz in assumption that attenuation between pulses reaches 100 dB. The same authors demonstrated later an optical QRNG with the distributed feedback (DFB) gain-switched laser operating at pulse repetition rate of 5.825 GHz [7]. In [13], the phase randomness between pulses with the repetition rate of 10 GHz was demonstrated to be enough for QKD applications.

The issue of the phase randomness of attenuated laser pulses used as quantum states for QKD has been widely discussed in the literature [13,16]. It was shown that phase correlations enhance the distinguishability of quantum states [14], which is directly related to the security of the decoy-BB84 protocol; therefore, when the phase between coherent states is not well randomized, the performance of the QKD system will be substantially reduced. In fact, it was demonstrated experimentally that Eve could employ phase correlations to compromise the
quantum key [15][16]. The dependence of the state distinguishability (imbalance of the quantum coin [17]) on the degree of phase correlations between laser pulses or rather on the value of the standard deviation $\sigma_\phi$ of phase fluctuations has been investigated numerically in [13]. Authors demonstrated that the imbalance decreases as the standard deviation increases converging to finite values for large $\sigma_\phi$.

In [12], there has been introduced the concept of the quantum reduction factor, which allows estimating the contribution of classical noise to the interference of laser pulses. The proposed approach assumes that $\sigma_\phi$ is large enough ($\sigma_\phi > 2\pi$), such that one may consider any classical contribution to phase fluctuations to be buried under the noise of spontaneous emission. The situation $\sigma_\phi < 2\pi$ has not been considered in [12]; however, the definition of the quantum reduction factor should be now modified to take the lack of phase randomness into account. In this paper, we propose a method, which allows including these correlations into the model for a QRNG based on the interference of laser pulses. We discuss this in section [14].

Another motivation for this paper was that there is no well-established theoretical approach in the literature that would allow estimating the pulse repetition rate and appropriate values of the pump current, at which the phase randomness could be still considered purely quantum and thus sufficient for application in a QRNG. Here, we intend to formulate a theoretical approach, which provides a clear criterion for the phase diffusion efficiency at any pulse repetition rate and any value of the pump current.

In addition to a theoretical model, which allows analyzing the dependence of $\sigma_\phi$ on laser parameters, it is useful to have a reliable experimental method to measure the phase diffusion between pulses of a gain-switched laser. A standard approach is to use visibility of interference fringes as a criterion of phase randomness (see, e.g., [13]). Such an approach provides a useful experimental probe to estimate the effectiveness of the phase diffusion. However, it does not allow distinguishing various noise contributions to the interference signal, such as the photodetector noise or intrinsic fluctuations of laser pulse intensity. We will demonstrate here that it is possible to set up the experiment in such a way that the experimental data would be sensitive to the mentioned classical noises, so that they could be separated from the phase fluctuations by choosing an appropriate mathematical model. We discuss this in section [IV] (for more details see [12]).

In section [III] we consider the most essential features of the interference of laser pulses with random phases, provide a method to estimate the quantum noise contribution to the interference signal in the presence of phase correlations, and develop a numerical approach to follow the dependence of the phase diffusion on the pump current and the pulse repetition rate. In section [III] we provide the reader with experimental results on the phase diffusion measurements. Finally, in sections [IV] and [V] discussions and conclusions are given.

II. THEORETICAL CONSIDERATIONS

A. Interference of laser pulses with random phases

In most textbooks on optics, the interference of light in a Mach-Zehnder interferometer is usually considered using the example of a plane-polarized monochromatic wave, which is divided by a first beam splitter and gets into the interferometer arms. In the general case, one of the arms can be longer or, e.g., may contain some object. After passing through the interferometer arms, the two resulting waves are then met at the second beam splitter, where the interference occurs. The result of the interference depends on the phase acquired by the wave in the long arm of the interferometer (or rather by the phase difference between the arms). In the case of a quasi-monochromatic wave, the result of the interference will also depend on the relationship between the time delay $\Delta T$ of the long arm and the coherence time $\tau$ of light. If $\Delta T \ll \tau$, one may assume that electric fields meeting at the second beam splitter have the form:

$$E_1(t) = E_0 \exp \left( i \varphi_0^1 + i \omega_0 t \right),$$
$$E_2(t) = E_0 \exp \left[ i \varphi_0^2 + i \omega_0 (t + \Delta T) \right],$$

where $\omega_0$ is the mid-frequency of the field and where we assumed for simplicity that both beam splitters of the interferometer are ideal 50:50 beam splitters. We also assume that losses in the interferometer arms are the same (or may be neglected), so that the real amplitudes of the interfering fields are equal to $E_0$. The result of the interference $S$ in one of the output ports of the interferometer will then be written as follows:

$$S \equiv |E_1 + E_2|^2 = 4E_0^2 \cos^2 \left( \frac{\omega_0 \Delta T}{2} \right).$$

It is clear from Eq. (2) that the interference depends on the carrier frequency of the field, which is a standard result.

A somewhat different result is obtained when considering the interference of the two monochromatic waves from independent laser sources [15]. To observe the interference in this case, it is sufficient to take a single beam splitter and to send laser beams into its input ports. If the intensities of the two laser beams are the same, then the monochromatic waves interfering at the beam splitter can be written as follows:

$$E_1(t) = E_0 \exp \left( i \varphi_0^1 + i \omega_0 t \right),$$
$$E_2(t) = E_0 \exp \left[ i \varphi_0^2 + i \omega_0 (t + \tau) \right],$$

where $\varphi_0^1$ and $\varphi_0^2$ are random initial phases of the fields and $\omega_0 \tau$ corresponds to a phase difference due to the optical path difference of the light beams. The result of
the interference in one of the output ports of the beam splitter can be written as follows:

\[ S = 4E_0^2 \cos^2 \left( \frac{1}{2}(\omega_0 \tau + \Delta \varphi) \right), \tag{4} \]

where \( \Delta \varphi = \varphi_2^0 - \varphi_1^0 \). In the general case, the phase difference \( \Delta \varphi \) is a random function of time, and for incoherent beams it fluctuates very quickly, so that the interference cannot be observed. In the case of independent quasi-monochromatic laser beams, \( \Delta \varphi \) is still a function of time, but its variations occur quite slowly, so that the interference can be easily observed.

Note that if the two independent laser beams with fields, as in Eq. (3), are brought into the same input port of an unbalanced interferometer, the result of the interference will be determined by the following relation:

\[ S = 4E_0^2 \cos^2 \left( \frac{\omega_0 \Delta T}{2} \right) \cos^2 \left( \frac{1}{2}(\omega_0 \tau + \Delta \varphi) \right). \tag{5} \]

An important difference between the interference of independent coherent laser beams (Eq. (4)) and interference of a monochromatic wave with itself (Eq. (2)) is that the former depends on the phase difference \( \Delta \varphi \) and \( \omega_0 \tau \) associated with the "prehistory" of the interfering beams.

Let us now consider the interference of pulses from a semiconductor laser when the pump current does not fall below threshold, i.e., when the laser operates in a continuous mode, and the modulation current "cuts out" pulses from the continuous laser beam (we neglect the effect of chirp). We will further assume that the sequence of laser pulses obtained in this way is fed into the unbalanced interferometer with the time delay equal to the pulse repetition period \( \Delta T = 1/f_p \) (the pulse repetition frequency). With such an interferometer, we will observe the interference of the two neighboring pulses. Obviously, this case is similar to the interference of a monochromatic wave with itself with the only difference that the envelopes of the interfering components now depend on time, and instead of Eq. (1) we should write:

\[
E_1(t) = \sqrt{Q_1(t)} \exp(\imath \varphi_0^0 + \imath \omega_0 t), \\
E_2(t) = \sqrt{Q_2(t)} \exp[\imath \varphi_0^0 + \imath \omega_0 (t + \Delta T)],
\]

where \( Q_1 \) and \( Q_2 \) are field intensities. Here, we will assume that optical pulses have a Gaussian shape:

\[
Q_1(t) = Q_0 e^{-\frac{t^2}{2\tau^2}}, \quad Q_2(t) = Q_0 e^{-\frac{(t-\Delta t)^2}{2\tau^2}},
\]

where \( \tau \) is the width of the pulse and \( \Delta t \) takes into account the inaccuracy of the pulse overlap. In the general case, \( \Delta t \) can be associated with a difference between the pulse repetition period and the time delay in the interferometer, as well as with the time jitter of laser pulses. Below, we will assume that \( \Delta t \) is associated only with jitter, whereas the time delay \( \Delta T \) in the long arm of the interferometer ideally matches the pulse repetition period.

The result of the interference of laser pulses with fields from Eq. (6) is

\[ S = Q_1 + Q_2 + 2\sqrt{Q_1 Q_2} \cos(\omega_0 \Delta T). \tag{8} \]

In the case of the pulse interference, it is useful to determine the integral signal \( \tilde{S} \) corresponding to the "area" under the interference pulse normalized to the "area" of the signal passing through one of the interferometer arms:

\[ \tilde{S} = \frac{\Delta T/2}{\int_{-\Delta T/2}^{\Delta T/2} S(t)dt}, \tag{9} \]

whence using Eqs. (7) and (8) and extending integration limits up to \( \pm \infty \) (this can be done if the width \( w \) is significantly smaller than the pulse repetition period \( \Delta T \)) we will have:

\[ \tilde{S} = 2 [1 + \eta \cos(\omega_0 \Delta T)], \tag{10} \]

where visibility \( \eta = \exp[-\Delta t^2/(8w^2)] \) depends on the ratio between jitter \( \Delta t \) and the pulse width \( w \). It is important to note here that visibility of the interference in this extreme case does not depend on the spectral composition of light, but depends only on jitter, i.e., on the quality of the electrical pattern that sets the sequence of laser pulses. However, if the time jitter is small, \( \Delta t \ll w \), one may assume that \( \eta \approx 1 \), which yields \( \tilde{S} = 4\cos^2(\omega_0 \Delta T/2) \), and the result of the pulse interference is determined by the phase evolution \( \omega_0 \Delta T \) and does not depend on jitter.

Now let us consider the above scheme of laser pulse interference \( \Delta T = 1/f_p \), but now with the semiconductor laser operating under the gain switching. If the coherence of radiation in the cavity is destroyed during the time while the laser is under the threshold, then we may assume that the pulses meeting at the interferometer’s output originate from independent sources. The result of the interference, therefore, should be similar to that obtained in Eq. (4). In fact, by analogy with Eq. (3), let us write the fields in the interfering pulses:

\[
E_1(t) = \sqrt{Q_1(t)} \exp(\imath \varphi_1^0 + \imath \omega_0 t), \\
E_2(t) = \sqrt{Q_2(t)} \exp[\imath \varphi_2^0 + \imath \omega_0 (t + \Delta t)],
\]

where the phase change \( \omega_0 \tau \) from Eq. (4) is replaced here by \( \omega_0 \Delta t \) since the "prehistory" is related in this case with jitter, due to which different pairs of pulses do not always arrive at the second beam splitter simultaneously. Moreover, we will assume that \( Q_1 \) and \( Q_2 \) in Eq. (11) are again defined by Eq. (7).

Let us first consider the case when there is no jitter. The integral signal \( \tilde{S} \) will then have a simple form:

\[ \tilde{S} = 4\cos^2(\Delta \varphi/2), \tag{12} \]
As can be seen from a comparison of Eqs. (12) and (10), the result of the interference of independent laser pulses does not include the carrier frequency of the electromagnetic field. This means that if we take a laser of another wavelength and use it to prepare a similar pair of pulses with the same initial phases, then the result of the interference of this new pair of pulses will be the same as in the previous case. This result differs significantly from the interference of a continuous monochromatic wave in an unbalanced interferometer, for which the shift of the carrier frequency leads to the change in the result of the interference.

Now let us consider the interference of independent pulses in the presence of jitter. In this case, the result of the interference of fields from Eq. (11) will have the following form:

$$\tilde{S} = 2 \left[ 1 + \eta \cos(\omega_0 \Delta t + \Delta \varphi) \right], \quad (13)$$

If $\Delta t \ll w$, we may put $\eta \approx 1$, which yields $\tilde{S} = 4 \cos^2 \left( \frac{\omega_0 \Delta t + \Delta \varphi}{2} \right)$, whence it is clear that the result of the interference is strongly dependent on jitter since the latter is included in the cosine argument. Moreover, for a fixed $\Delta \varphi$, the interference of pulses in this case will, in essence, be determined by jitter. Indeed, for frequencies commonly used in telecommunications, $\omega_0/(2\pi) \sim 10^{14}$ Hz, even highly stable frequency oscillators with jitter of hundreds of femtoseconds, $\Delta t \sim 10^{-13}$, will not allow obtaining the stable interference (at fixed $\Delta \varphi$), because $\omega_0 \Delta t \gg 1$. It should be noted here that the time jitter of laser pulses from a gain-switched laser is generally much larger than the intrinsic jitter of the driving electrical signal. This fact is related to a delay between the leading edge of the pump current pulse and the onset of lasing (the so-called turn-on delay), which depends on the amplitude (peak-to-peak value $I_b$) of the modulation current. Due to fluctuations in $I_b$, the turn-on delay will also fluctuate, which will lead to an additional contribution to jitter.

Comparing Eqs. (13) and (10), we may write the following condition (in assumption that the influence of jitter on visibility can be neglected):

$$4 \cos^2 \left( \frac{\omega_0 \Delta t + \Delta \varphi}{2} \right) \rightarrow 4 \cos^2 \left( \frac{\omega_0 \Delta T}{2} \right), \quad (14)$$

which determines the transition of the laser from the gain switching mode to continuous generation. It is important to note that the left-hand side of Eq. (14) is valid when the bias current $I_b$ is significantly below threshold current $I_{th}$, whereas the right-hand side is valid when $I_b$ is much higher than $I_{th}$. Obviously, the transition given by Eq. (14) is equivalent to the following conditions: $\Delta \varphi \rightarrow \omega_0 \Delta T$ and $\Delta t \rightarrow 0$, which are satisfied if we assume that $\Delta \varphi$ and $\Delta t$ are random variables with Gaussian distributions, whose average values are $\omega_0 \Delta t$ and 0, respectively, and whose standard deviations $\sigma_\varphi \equiv \sigma_\varphi(I_b)$ and $\sigma_\Delta t \equiv \sigma_\Delta t(I_b)$ are decreasing functions of the bias current, and they tend to zero when $I_b$ is much higher than $I_{th}$.

In a QRNG based on the interference of laser pulses, the phase difference $\Delta \varphi$ plays the role of a quantum entropy source since its random values are determined by quantum nature of spontaneous emission. In contrast, the jitter-related phase change $\omega_0 \Delta t$ should be treated as classical noise. For typical jitter values ($10^{-12}$ s), the phase evolution $\omega_0 \Delta t$ can take on very large values, significantly exceeding $\Delta \varphi$; therefore, at first glance, it seems that randomness obtained from the interference of laser pulses cannot be considered quantum. This could be true if, with a large range of $\omega_0 \Delta t$ values, the spread of $\Delta \varphi$ values was small enough. However, the influence of jitter on the phase difference between laser pulses can be ignored at small values of $\sigma_\varphi$ (small spread of $\Delta \varphi$ values). Indeed, in this case, adjacent laser pulses cannot be considered as pulses from two independent sources since they are now phase correlated. This means that such pulses should be considered "cut out" from a continuous quasi-monochromatic wave (albeit with a short coherence time), for which the effect of jitter on the phase evolution is absent.

The above reasoning shows that substantiation of quantum nature of laser pulse interference is a "thin place" of QRNG implementation. Indeed, continuing the above reasoning, one can come to the conclusion that for a sufficiently large value of $\sigma_\varphi$ (at least for $\sigma_\varphi > \pi$) interfering laser pulses can be considered independent and one should take into account the jitter-related phase change $\omega_0 \Delta t$. Inasmuch as classical contribution from $\omega_0 \Delta t$ can significantly exceed quantum contribution from $\Delta \varphi$, a reasonable question arises: does the QRNG cease to be quantum in this case? In fact, it is easy to see that QRNG still should be considered quantum. Indeed, inasmuch as the sum $\omega_0 \Delta t + \Delta \varphi$ is in the argument of the cosine, an adversary who knows all the $\Delta t$ values in advance or may even control them will not be able to say anything definite about the result of the interference (beyond what he a priori knows about the probability density of the interference signal), if $\Delta \varphi$ exhibits a large spread of values. In other words, even in the presence of a classical contribution from $\omega_0 \Delta t$ the result of the interference from Eq. (13) remains nondeterministic, unpredictable and uncontrollable, i.e., satisfies the requirements for the quantum noise. This means that when considering the interference of laser pulses with random phases in the context of a QRNG, the phase change associated with jitter can be excluded from consideration.

Finally, note that the result of interference is also influenced by the spread in the intensities of laser pulses associated with fluctuations of the pump current. We will assume below that such fluctuations are sufficiently small, so that we can neglect the change in the shape of the laser pulse and assume that only its "area" changes slightly from pulse to pulse. Thus, the fields in interfering pulses can be written in the following form:

$$E_1(t) = \sqrt{s_1 Q_1(t)} \exp \left( i \varphi^0_1 + i \omega_0 t \right),$$
$$E_2(t) = \sqrt{s_2 Q_2(t)} \exp \left( i \varphi^0_2 + i \omega_0 t \right), \quad (15)$$
where we have introduced two independent random variables, \( s_1 \) and \( s_2 \), associated with the spread of intensities of interfering pulses. For simplicity, we may assume that both \( s_1 \) and \( s_2 \) exhibit Gaussian distribution with the mean value \( s_1 = s_2 = 1 \) and a standard deviation of \( \sigma_s \). The integral interference signal \( \hat{S} \) for the fields from Eq. (15) will then have the form:

\[
\hat{S} = s_1 + s_2 + 2\eta \sqrt{s_1 s_2} \cos(\Delta \phi).
\]  

(16)

**B. Probability density function and the quantum reduction factor**

In [20], the influence of chirp, jitter, and relaxation oscillations on the probability density of the integral interference signal \( \hat{S} \) has been considered in assumption that \( \Delta \phi \) values are distributed uniformly in the range \([0, \pi]\). In particular, the chirp has been shown to enhance the influence of jitter on visibility \( \eta \), so that the condition \( \Delta t \ll \omega \) does not always allow neglecting fluctuations of \( \eta \). Nevertheless, it was shown that the \"chirp + jitter\" effect could be significantly decreased for relatively short laser pulses by cutting off the high-frequency part of the spectrum. As for sufficiently long laser pulses, the effect of the chirp on the interference can be obviously neglected (even without spectral filtering) if the \"area\" under the main relaxation peak is much smaller than the \"area\" under the rest of the pulse. With this in mind, we will assume below that we deal with quite long laser pulses or use spectral filtering, so that the chirp has no significant effect on the interference. We will thus neglect jitter-related fluctuations of the visibility. In this case, the probability distribution function (PDF) \( f_{\hat{S}} \) of the integral signal \( \hat{S} \) can be defined as a derivative of a corresponding cumulative distribution function. The latter represents an integral of the PDF defining joint fluctuations of \( \Delta \phi, s_1, s_2, \) and \( \zeta \), where \( \zeta \) is the Gaussian classical detector noise, which should be added to the integral signal: \( \hat{S} \rightarrow \hat{S} + \zeta \). Generally, an analytical expression for \( f_{\hat{S}} \) cannot be found; therefore, the analysis of various contributions to \( f_{\hat{S}} \) is performed numerically with Monte-Carlo simulations.

It was shown in [12] that one can extract quantum noise from the interference signal by introducing the parameter called the quantum reduction factor (QRF) \( \Gamma \). This parameter shows how much the raw random sequence should be reduced (or compressed) by the randomness extractor in order to filter out possible hidden correlations associated with classical noise. The idea of the QRF is based on a comparison of the experimentally observed PDF \( f_{\hat{S}} \) with ideal (or quantum) PDF \( f_{\hat{S}}^Q \). The latter can be found from Eq. (16) in assumption that the only random variable is \( \Delta \phi \) (whereas \( s_1 \) and \( s_2 \) are fixed to their average values), and

\[
f_{\Delta \phi} = \begin{cases} 
1/\pi, & \Delta \phi \in [0, \pi) \\
0, & \Delta \phi \notin [0, \pi) 
\end{cases}
\]  

(17)

One can easily show that

\[
f_{\hat{S}}^Q(y) = \left[ \pi \sqrt{(y - \hat{S}_{\min})(\hat{S}_{\max} - y)} \right]^{-1},
\]  

(18)

where

\[
\hat{S}_{\min} = s_1 + s_2 - 2\eta \sqrt{s_1 s_2},
\]

\[
\hat{S}_{\max} = s_1 + s_2 + 2\eta \sqrt{s_1 s_2}.
\]  

(19)

The function given by Eq. (18) with \( s_1 = s_2 = 1 \) and \( \eta = 1 \) is shown in Fig. 1 by black dashed lines; one can see that \( f_{\hat{S}}^Q \) is U-shaped, and tends to infinity at \( \hat{S}_{\min} \) and \( \hat{S}_{\max} \) (in the case under consideration, \( \hat{S}_{\min} = 0 \) and \( \hat{S}_{\min} = 4 \)).

It was shown that the definition of \( \Gamma \) depends on the method of digitizing the random signal [12]. When digitizing with a comparator, one can define as follows:

\[
\Gamma = \frac{1}{2 - H_\infty},
\]  

(20)

where the min-entropy is defined as

\[
H_\infty = -\log_2 \left( \int_{\hat{S}_{\min}}^{\hat{S}_{\max}} f_{\hat{S}}(y)dy \right),
\]  

(21)

and \( \hat{S}_{\max} \) is a threshold value, which should be chosen such that the area under the \( f_{\hat{S}}(y) \) curve to the left and to the right of \( \hat{S}_{\max} \) was 1/2. (With such a definition, we may also treat \( \hat{S}_{\max} \) as a mean value of the distribution.) Note that the quantum PDF \( f_{\hat{S}}^Q \) is implicitly contained in Eq. (21) via the lower limit of the integral. If we substitute \( f_{\hat{S}}^Q \) instead of \( f_{\hat{S}} \) into Eq. (21), the min-entropy will have the sense of ideal or quantum min-entropy, which we denote as \( H_{\infty}^Q \); obviously, \( H_{\infty}^Q = 1 \).

It is important to keep in mind that the definition of the QRF given by Eqs. (20) and (21) is directly related to the quantum characteristics of the quantum PDF \( f_{\hat{S}}^Q \).
to the assumption that $f_{\Delta \varphi}$ is uniform. In the general case, however, $f_{\Delta \varphi}$ is Gaussian:

$$f_{\Delta \varphi}(x) = \frac{1}{\sigma_{\varphi}\sqrt{2\pi}} \exp \left( -\frac{(x - \Delta \theta)^2}{2\sigma_{\varphi}^2} \right), \quad (22)$$

where $\Delta \theta = \omega_0 \Delta T$, and the value of the random variable $\Delta \varphi$ we have denoted as $x$. To find the quantum PDF $f_{S_{th}}^Q$ in this case, we use a well-known theorem applicable to monotonic functions, according to which the probability density $f_y(y)$ of a random variable $Y = g(X)$ is given by the following formula:

$$f_y(y) = f_X(g^{-1}(y)) \frac{d}{dy}(g^{-1}(y)), \quad (23)$$

where $y$ is the value of a random variable $Y$, $f_X$ is a PDF of a random variable $X$, and $g^{-1}(y)$ is the inverse function. To apply this theorem to a random function $S(\Delta \varphi)$ defined by Eq. (16), we have to divide the domain of $S(\Delta \varphi)$ into intervals, where it is piecewise monotonic. Obviously, $S(\Delta \varphi)$ is monotonically decreasing in the intervals $\Delta \varphi \in I^m = \{2m\pi, (2m+1)\pi\}$ (m is integer), whereas it is monotonically increasing in the intervals $\Delta \varphi \in I^m = \{(2m-1)\pi, 2m\pi\}$ (we introduced here the notation $I^m$ and $I^m$ for the intervals of monotonicity). In the intervals of monotonicity, there exist inverse functions, which we will denote as $S^{-1}_+ = \tilde{S}^{-1}_+(y)$ and $S^{-1}_- = \tilde{S}^{-1}_-(y)$. It is easy to see from Eq. (16) that

$$\tilde{S}^{-1}_+(y) = \pm \arccos \left( \frac{2y - \tilde{S}_{\max} - \tilde{S}_{\min}}{\tilde{S}_{\max} - \tilde{S}_{\min}} \right) + 2\pi m, \quad (24)$$

where the "plus" sign refers to $\tilde{S}_+^{-1}$, and the "minus" sign refers to $\tilde{S}_-^{-1}$ (the value of the random variable $\tilde{S}$ we have denoted as $y$). According to Eq. (23), the PDF of a piecewise monotonic function defined in such a way can be written in the following form:

$$f_{S_{th}}^Q = \sum_{i=1}^{I^m} f_{\Delta \varphi}(\tilde{S}^{-1}_i)(\tilde{S}^{-1}_i)'|, \quad (25)$$

where

$$(\tilde{S}^{-1}_i)' \equiv \frac{d}{dy}\tilde{S}^{-1}_i(y)$$

$$= \pm \sqrt{\left( y - \tilde{S}_{\min}\right)(\tilde{S}_{\max} - y)}^{-1}, \quad (26)$$

and where the "minus" sign refers to the derivative of $\tilde{S}^{-1}_-$, whereas the "plus" sign refers to the derivative of $\tilde{S}^{-1}_+$. Substituting Eq. (26) into Eq. (25) and using Eqs. (22) and (24) we will obtain:

$$f_{S_{th}}^Q(y) = \left[ \sigma_\varphi \sqrt{2\pi(y - \tilde{S}_{\min})(\tilde{S}_{\max} - y)} \right]^{-1}$$

$$\times \sum_{p=\pm1} \sum_{m=-\infty}^{\infty} \exp \left( -\frac{1}{2\sigma^2_\varphi} \left[ p\alpha_y + 2\pi m - \Delta \theta \right]^2 \right), \quad (27)$$

where we used the shorthand notation

$$\alpha_y = \arccos \left( \frac{2y - \tilde{S}_{\max} - \tilde{S}_{\min}}{\tilde{S}_{\max} - \tilde{S}_{\min}} \right). \quad (28)$$

The sum in Eq. (27) converges to

$$f_{S_{th}}^Q(y) = \sum_{p=\pm1} \sum_{2\pi} \frac{J\left(\frac{pa_y - \Delta \theta}{2} - e^{-\sigma^2_\varphi/2}\right)}{2\pi \sqrt{y - \tilde{S}_{\min}}(\tilde{S}_{\max} - y)}, \quad (29)$$

where $J(u, q)$ is the Jacobi theta function:

$$J(u, q) = 1 + 2 \sum_{j=1}^{\infty} q^{j^2} \cos(2ju). \quad (30)$$

An important difference between PDFs given by Eqs. (18) and (29) is that the latter depends on $\Delta \theta$. The form of the $f_{\tilde{S}}^Q$ function at various values of $\Delta \theta$ for the cases $\sigma_\varphi = \pi/4, \pi/2, \pi$ is shown in Fig. 1 where it is assumed that $\sigma_\eta = \sigma_\eta = \sigma_\pi = 1$ and $\eta = 1$. When $\sigma_\varphi = \pi/4$, the function $f_{\tilde{S}}^Q$ substantially differs from $f_{\tilde{S}}^Q$ at any value of $\Delta \theta$ (recall that the $f_{\tilde{S}}^Q$ function given by Eq. (18) is shown by the black dashed line). The values $\Delta \theta = 0$ and $\Delta \theta = \pi$ yield in the substantial shift of the PDF into the region of constructive (blue line) and destructive (green line) interference, respectively, whereas at $\Delta \theta = \pi/2$ the PDF exhibits a maximum at $\tilde{S} = 2$. When $\sigma_\varphi = \pi/2$, the shift is still clearly visible at $\Delta \theta = 0$ and $\Delta \theta = \pi$, whereas $f_{\tilde{S}}^Q$ and $f_{\tilde{S}}^Q$ become almost indistinguishable at $\Delta \theta = \pi/2$. Finally, when $\sigma_\varphi = \pi$, the $f_{\tilde{S}}^Q$ function is weakly dependent on $\Delta \theta$ and is almost indistinguishable from $f_{\tilde{S}}^Q$ at any value of $\Delta \theta$.

Let us return to the definition of the QRF. At first glance, we are not prohibited to use of formulas [20] and [21] in the case when $\sigma_\varphi$ is quite small. The only difference here would be the dependence of the threshold value $\tilde{S}_{th}$ in Eq. (21) on both $\sigma_\varphi$ and $\Delta \theta$. To clarify this, let us consider the calculated dependences $\tilde{S}_{th}(\sigma_\varphi)$ for the three values of $\Delta \theta$ shown in Fig. 2. One can see from the figure that $\tilde{S}_{th}$ is almost independent on both $\sigma_\varphi$ and $\Delta \theta$ when $\sigma_\varphi > \pi$; in addition, the threshold value remains
equal to \((\tilde{S}_{\text{max}} + \tilde{S}_{\text{min}})/2\) and does not depend on \(\sigma_\varphi\), when \(\Delta \theta = \pi/2\). However, \(\tilde{S}_{\text{th}}\) differs significantly from \((\tilde{S}_{\text{max}} + \tilde{S}_{\text{min}})/2\) at smaller values of \(\sigma_\varphi\), if \(\Delta \theta\) is far from \(\pi/2\). Thus, \(\tilde{S}_{\text{th}} \to \tilde{S}_{\text{max}}\) at \(\Delta \theta = 0\) and \(\tilde{S}_{\text{th}} \to \tilde{S}_{\text{min}}\) at \(\Delta \theta = \pi\) when \(\sigma_\varphi\) approaches zero. It seems that such a dependence of \(\tilde{S}_{\text{th}}\) on \(\sigma_\varphi\) and \(\Delta \theta\) should not affect the quantum noise extraction method itself since \(\tilde{S}_{\text{th}}\) is explicitly included in the definition of \(\Gamma\). Nevertheless, one can show that the use of Eqs. (20) and (21) is hardly possible when \(\sigma_\varphi < \pi\).

The main reason for this statement is that \(f_S^Q\) function averaged over \(\Delta \theta\) becomes equal to \(f_S^Q\):

\[
\frac{1}{2\pi} \int_0^{2\pi} f_S^Q(\Delta \theta) d\Delta \theta = f_S^Q. \tag{31}
\]

It follows from Eq. (31) that an adversary may “mimic” the large-\(\sigma_\varphi\) PDF via controlling \(\Delta \theta\), such that the user employing \(f_S\) to monitor the contribution of classical noise will believe that he is still working with a quantum entropy source. In fact, the phase \(\Delta \theta\) in the long arm of the interferometer should be considered as a “classical” parameter, which can be predicted or even controlled (at least in principle) by a third party. Indeed, since \(\Delta \theta\) is related to the optical path difference of the interferometer arms, it is enough for an adversary to control the temperature near the device to get insight into the value of the signal \(\tilde{S}\). Thus, using the dependence of \(\tilde{S}_{\text{th}}\) on \(\sigma_\varphi\) and \(\Delta \theta\), an adversary may predict (with a probability different from 1/2) each bit of the random sequence digitized by a comparator when \(\sigma_\varphi < \pi\).

In contrast, it can be shown that the PDF of the phase difference \(\Delta \varphi\) may be assumed uniform with high accuracy, when \(\sigma_\varphi > 2\pi\); in other words, we may neglect the difference between \(\tilde{f}_S^Q\) and \(f_S^Q\) in this case. Indeed, inasmuch as \(\Delta \varphi\) is in the argument of the cosine in Eq. (16), the Gaussian PDF \(f_{\varphi|\varphi}\) from Eq. (22) may be substituted for \(\varphi \in [0, \pi]\) by the following one (see Appendix in [12]):

\[
\tilde{f}_{\Delta \varphi}(x) = \frac{1}{2\pi} \sum_{\rho = \pm 1} J \left( \frac{x}{2} + \frac{\rho \Delta \theta}{2}, e^{-\sigma_\varphi^2/2} \right). \tag{32}
\]

and should be put to 0 when \(x \notin [0, \pi]\). Here \(J(u, q)\) is again the Jacobi theta function defined by Eq. (30). Inasmuch as \(q < 1\) in this case, the series in Eq. (32) rapidly converges, so the value of the theta function may be estimated with just the two first terms: \(J(u, q) \approx 1 + 2q \cos(2u)\), whence one can see that \(J(u, q)\) deviates from 1 by a value \(2q \sim 10^{-8}\) at \(\sigma_\varphi = 2\pi\).

Thus, we may conclude that fluctuations of the phase difference \(\Delta \varphi\) in Eq. (16) can be considered quantum when \(\sigma_\varphi > 2\pi\), whereas they become highly sensitive to variations of \(\Delta \theta\) when \(\sigma_\varphi < \pi\) and cannot be used as a quantum entropy source. But what about the range from \(\pi\) to \(2\pi\)? We may just look at Fig. 4 and Fig. 2 and repeat again that \(f_S^Q\) is almost indistinguishable from \(f_S^Q\), when \(\sigma_\varphi\) is in this range. At first sight, one may just soften the restriction imposed on the values of \(\sigma_\varphi\) and assume for simplicity that everything still works and the formulas [19], [20] and [21] are valid when \(\sigma_\varphi > \pi\). Nevertheless, it would be useful to have a quantitative estimate for the difference between \(f_S^Q\) and \(f_S^Q\) when \(\sigma_\varphi\) is in the range from \(\pi\) to \(2\pi\), and, if necessary, to modify the QRF in order to take into account the possible influence of an adversary.

In the information theory, the difference between the two distributions, \(P_X Y\) and \(P_Y Y\), is generally measured in terms of a statistical distance \(d\), which for the countable set \(\Omega\) of elementary events can be defined as follows [21]:

\[
d = \frac{1}{2} \sum_{a \in \Omega} |P_X(a) - P_Y(a)|, \tag{33}
\]

where \(P_X(a)\) is a probability that the random variable \(X(Y)\) takes a value \(a\). By analogy with Eq. (33), the statistical distance between the PDFs \(f_S^Q\) and \(f_S^Q\) can be written in the form of the following integral:

\[
d = \frac{1}{2} \int_{S_{\text{min}}}^{S_{\text{max}}} \left| f_S^Q(y) - f_S^Q(y) \right| dy, \tag{34}
\]

where \(f_S^Q\) and \(f_S^Q\) are defined by Eqs. (29) and (18), respectively. It is not very convenient, however, to calculate numerically the integral in Eq. (34) since \(f_S^Q\) and \(f_S^Q\) have singularities at \(S_{\text{min}}\) and \(S_{\text{max}}\), therefore, it is reasonable to define \(d\) as a statistical distance between \(f_{\Delta \varphi}\) and \(f_{\Delta \varphi}\), namely:

\[
d = \frac{1}{2} \int_0^\pi \left| \tilde{f}_{\Delta \varphi}(x) - \pi^{-1} \right| dx, \tag{35}
\]

where \(\tilde{f}_{\Delta \varphi}\) is defined by Eq. (32). One can easily check (e.g., numerically) that both definitions, Eq. (34) and Eq. (35), are equivalent.

The dependence of the statistical distance defined by Eq. (35) on \(\sigma_\varphi\) and \(\Delta \theta\) in the form of a color map is shown in Fig. 3 on the left. The slices of the map at different values of \(\Delta \theta\) are shown in Fig. 3 on the right. First of all, it is clear that the statistical distance is highly sensitive to the value of \(\Delta \theta\). Thus, \(d\) is at least 7 orders of magnitude smaller at \(\Delta \theta = \pi(m + 1/2)\) than at \(\Delta \theta = \pi m\). In fact, one can see from Fig. 3 that \(d \approx 10^{-9}\) at \(\Delta \theta = \pi/2\) and \(d \approx 10^{-2}\) at \(\Delta \theta = 0\) when \(\sigma_\varphi = \pi\). Another interesting feature is that the \(d(\sigma_\varphi)\) curves are not significantly different from each other in the range of \(\Delta \theta\) close to \(\pi m\), whereas significant difference between them is clearly seen in the vicinity of \(\Delta \theta = \pi(m + 1/2)\) (compare, e.g., curves at \(\Delta \theta = 90^\circ\) and \(\Delta \theta = 89.9^\circ\) in Fig. 3 on the right). It is also seen from Fig. 3 that the greatest value of \(d\) does not exceed \(10^{-8}\) when \(\sigma_\varphi > 2\pi\),
with an 8-bit analog-to-digital converter (ADC) can be considered as an (8, k)-source, if the min-entropy of the obtained binary sequence does not exceed k. Here, the value of n in the definition of the (n, k)-source was put to a bit resolution b of an ADC; however, the digitized random signal may be also grouped into much longer binary sequences with arbitrary n, which will be then considered as a random variable on \(\{0, 1\}^n\) with \(n > b\).

Using the above definitions, we may now give a strict definition of a (seeded) randomness extractor. Let us first recall that a seed is an additional random binary sequence with (quasi-)uniform distribution. Further, let there be an \((n, k)\)-source \(X\) with distribution \(P_X\) and a seed having a uniform distribution on \(\{0, 1\}\). Then the function \(E(P_X) : \{0, 1\}^n \times \{0, 1\}^l \rightarrow \{0, 1\}^m\) is called a \((k, \varepsilon)\) extractor, if the resulting distribution on \(\{0, 1\}^m\) is \(\varepsilon\)-close to uniform. Obviously, the length \(l\) of a seed should be quite small, at least it should be shorter than the output, \(l < m\), because otherwise the extractor will become trivial, i.e. it would be possible to output the seed itself.

Seeded randomness extractors are generally implemented via the so-called 2-universal hash-functions, whose effectiveness is guaranteed by the leftover hash lemma (LHL) \[21\]. According to this lemma, the transformation \(\{0, 1\}^n \rightarrow \{0, 1\}^m\) defined by a set of 2-universal hash-functions and performed on the \((n, k)\)-source is a \((k, \varepsilon)\)-extractor, if

\[
m = k - 2\log_2(1/\varepsilon),
\]

where \(\varepsilon\) is the required error parameter. The sense of this theorem can be roughly reformulated as follows. If there is a binary string of length \(n\) obtained from a weak entropy source, then one can extract \(m\) truly random bits with the use of a set of 2-universal hash-functions, and the upper bound for \(m\) is the value of the min-entropy of the raw sequence. Generally, \(nH_{\infty}\) bits could be extracted from the raw sequence with a hypothetical ideal randomness extractor; however, according to the LHL, 2-universal hash-functions allow extracting such number of bits (\(m = k = nH_{\infty}\)) only with \(\varepsilon = 1\), which does not guarantees the uniformity of the output sequence. In other words, the number of truly random bits that can be extracted with the use of 2-universal hash functions is less than \(nH_{\infty}\); however, we can guarantee the uniformity of the resulting distribution (up to the error parameter \(\varepsilon\)). In cryptographic applications, \(\varepsilon\) is chosen over a wide range of values: \(\varepsilon \sim 10^{-10} \sim 10^{-30}\).

Instead of the error parameter \(\varepsilon\) one can use the ratio between the lengths of the input and output binary sequences, which is sometimes referred to as a reduction factor: \(\gamma = n/m\). Using the leftover hash lemma, one can easily find the relationship between \(\varepsilon\) and \(\gamma\). Indeed, inserting \(m = n/\gamma\) into Eq. \(36\) we will find:

\[
\varepsilon = 2^{-n/\gamma},
\]
where

\[ r = \frac{k\gamma/n - 1}{2\gamma}. \] (38)

In a similar way, we can find the relationship between the QRF and \( \varepsilon \). However, it should be noted here that the raw binary sequence, obtained by digitizing (with a comparator) a random interference signal, is already uniform from the point of view of classical randomness (of course, with the proper choice of the threshold voltage on the comparator). Obviously, such a raw sequence does not require additional post-processing; therefore, the LHL is not applicable here in the usual sense. That is why the definition of the QRF dispenses with LHL. Nevertheless, we can formally insert \( m = n/\Gamma \) into Eq. (36) taking also into account that we are interested in quantum entropy, so that we should write \( k = nH_Q^\otimes = n \), which yields

\[ \frac{n}{\Gamma} = n - 2\log_2(1/\varepsilon_c), \] (39)

where we have introduced an effective error parameter \( \varepsilon_c \), which is related with the contribution of classical noise and not with the non-uniformity of the raw binary sequence. One can easily find from Eq. (39) that

\[ \varepsilon_c = 2^{-nR}, \] (40)

where

\[ R = \frac{\Gamma - 1}{2\Gamma}. \] (41)

Continuing to develop this approach, we can use Eq. (39) to solve the problem indicated in the title of this section. First, we note that to consider the classical contribution from \( \Delta \theta \) in \( S \), it is necessary to increase the value of the QRF introducing a modified factor \( \tilde{\Gamma} \), such that \( \tilde{\Gamma} > \Gamma \) at \( \sigma_\varphi \in [\pi, 2\pi] \) and \( \Gamma = \tilde{\Gamma} \) at \( \sigma_\varphi > 2\pi \).

As was shown in the previous section, the statistical distance between \( f_{\Delta \varphi} \) and the uniform distribution exhibits maximum when \( \Delta \varphi = \pi m \) (let us denote the corresponding value of \( d \) as \( d_{\pi m}(\sigma_\varphi) \)); therefore, it makes sense to use \( d_{\pi m}(\sigma_\varphi) \) as a parameter characterizing the non-uniformity of \( f_{\Delta \varphi} \). Since we neglect the non-uniformity of \( f_{\Delta \varphi} \) at \( \sigma_\varphi > 2\pi \), it seems appropriate to determine the error parameter as

\[ \varepsilon_Q \equiv \varepsilon_Q(\sigma_\varphi) = \frac{d_{\pi m}(2\pi)}{d_{\pi m}(\sigma_\varphi)}. \] (42)

The modified quantum reduction factor \( \tilde{\Gamma} \) can be then defined as follows:

\[ \frac{n}{\tilde{\Gamma}} = n - 2\log_2(1/\varepsilon_c) - 2\log_2(1/\varepsilon_Q), \] (43)

whence, using Eq. (40), we may find the relation between \( \tilde{\Gamma} \) and \( \Gamma \):

\[ \tilde{\Gamma}(\sigma_\varphi) = \frac{n\Gamma}{n - 2\log_2(1/\varepsilon_Q)}. \] (44)

One can see from Eqs. (42) and (44) that \( \varepsilon_Q = 1 \) at \( \sigma_\varphi = 2\pi \), so \( \tilde{\Gamma} \) becomes equal to \( \Gamma \). We may thus write for QRF:

\[ \text{QRF} = \begin{cases} \infty, & \sigma_\varphi < \pi; \\ \tilde{\Gamma}, & \sigma_\varphi \in [\pi, 2\pi]; \\ \Gamma, & \sigma_\varphi > 2\pi. \end{cases} \] (45)

D. Stochastic rate equations

A fundamental noise source in the output of a laser is the quantum shot noise due to the random electron transitions producing spontaneous emission events \([22,20]\). Probability properties of spontaneous transitions are determined by their relation to zero-point (vacuum) fluctuations of the electromagnetic field \([27,28]\), which are generally considered to be perfectly uncorrelated and broadband. Therefore phase fluctuations in a semiconductor laser are generally assumed to have the same properties. It is sometimes argued that the description of quantum noise in a semiconductor laser should be performed with the method developed by M. Lax \([29,30]\). Namely, one should use a Markovian model for a set of atoms and a radiation field interacting with some reservoirs, which are defined mathematically by a set of damping constants and a set of non-commuting noise operators (quantum Langevin forces). In many cases, however, it is preferable to employ the simple model developed by C. Henry \([22]\), who showed how the spontaneous emission should be incorporated into the classical field rate equation for a semiconductor laser, such that the drift and diffusion coefficients for the field intensity and the phase remained consistent with the fully quantum description. For our purposes, a standard system of laser rate equations with classical Langevin terms \([1,22,26,31,32]\) is well-suited; therefore, we will use here this approach. (See Appendix A for more details on stochastic rate equations we use here for simulations.)

E. Phase diffusion: Monte-Carlo simulations

For the numerical study of the phase diffusion between the pulses of a single-mode gain-switched semiconductor laser, we performed Monte-Carlo simulations of the phase evolution between adjacent optical pulses using Eq. (A16). The pump current was assumed to have a form of a square wave, \( I(t) = I_b + I_p(t) \), where \( I_b \) is the bias current and \( I_p(t) \) changed abruptly from \( 0 \) to \( I_p \). We performed integration of Eq. (A16) from \( 0 \) to time \( T_p \) corresponding to a period of pulse repetition, i.e. the phase was allowed to diffuse during the time between two adjacent pulses. Initial conditions \((N_0, Q_0 \text{ and } \varphi_0) \) were chosen so that there were no transients. After each such integration, we obtained a value \( \varphi(T_p) \) of a random phase, which exhibited Gaussian distribution, whose standard
deviation we have denoted as $\sigma_\varphi(T_p) \equiv \sigma_\varphi$. 50 000 iterations (random values of $\varphi(T_p)$) were found to be enough to find a value of $\sigma_\varphi$ for given values of $I_b$, $I_p$ and a given set of laser parameters. In Fig. 4, we presented the dependence of $\sigma_\varphi$ on the bias current $I_b$ at different values of the pulse repetition rate $f_p = 1/T_p$; we used three different values of $f_p$: 2.5 GHz, 5 GHz, 10 GHz. At each pulse repetition rate, we calculated several curves corresponding to different values of $I_p$. For each $I_p$, we chose the range of the bias current variation from the value $I_{b\text{min}}$ corresponding to stable pulsation at a given $I_p$ up to the threshold value defined by $I_{th} = N_{th}c/\tau_e$. The gain compression factor $\Gamma$ in Fig. 4 was put to 20 W$^{-1}$.

Other laser parameters used in simulations are listed in Table I. In order to achieve high performance and reduce the computation time, we performed computations on a Compute Unified Device Architecture (CUDA) platform with the Nvidia video card equipped by a CUDA-powered graphics processing unit.

One can see from Fig. 4 that $\sigma_\varphi$ increases towards lower values of the bias current. This reflects the fact that the number of carriers decreases faster at a lower pump current between laser pulses, which leads to a faster decrease of the field intensity inside the laser cavity and, consequently, to a faster decoherence due to spontaneous emission. An interesting feature here is a non-monotonic behavior of $\sigma_\varphi(I_b)$ curves, which exhibit "damped oscillations". In section IV, we will discuss this result and provide an explanation of these "oscillations".

### III. EXPERIMENT

#### A. Experimental setup description

An obvious way to measure the phase diffusion between pulses of a gain-switched laser is to measure the pulse interference using an unbalanced Mach-Zehnder interferometer (uMZI), whose time delay is chosen to be equal to the laser pulse repetition period. It should be noted that it is difficult to use a fiber-optic interferometer for phase diffusion measurements due to the temperature drift in the fiber. In fact, due to its relatively large size, it is quite problematic to stabilize it in temperature; therefore, thermal fluctuations may introduce significant errors to the measured values of $\sigma_\varphi$, especially if a measurement takes a long time. Also, it is difficult to make the fiber-optic delay line that would precisely correspond to a predetermined value of the pulse repetition rate using just a fiber fusion splicer. Because of this, we used an integrated uMZI, where it is quite simple to implement active temperature stabilization and to perform fine adjustment of the phase difference between the interferometer arms.

Schematic representation of the experimental setup used to measure phase diffusion between laser pulses is shown in Fig. 5. We employed the 1550 nm distributed feedback (DFB) laser module (Gooch & Housego, AA0701) of 12 Gbps modulation bandwidth. The bias current was controlled by the high-stability laboratory power supply, whereas modulation signals of 2.5 and 1.25 GHz were generated by a phase-locked loops followed by a broadband amplifier. The optical signal was detected with the InGaAs fixed gain amplified detector (Thorlabs, PDA10C08B10).

### TABLE I. Laser parameters used in simulations.

| Parameter                               | Value   |
|-----------------------------------------|---------|
| Photon lifetime $\tau_{ph}$, ps         | 1.0     |
| Electron lifetime $\tau_e$, ns          | 1.0     |
| Quantum differential output $\eta$      | 0.3     |
| Transparency carrier number $N_{tr}$    | $6.0 \times 10^7$ |
| Threshold carrier number $N_{th}$       | $6.5 \times 10^7$ |
| Spontaneous emission coupling factor $C_{sp}$ | $10^{-5}$ |
| Confinement factor $\Gamma$             | 0.12    |
| Linewidth enhancement factor $\alpha$   | 6       |
| Central lasing frequency $\omega_0/(2\pi)$, THz | 193.548 |
allowed for much faster phase modulation (up to several kilohertz). Since for our experiments there was no need to change the phase with such a frequency, we used the Peltier element to vary the phase in the interferometer arms.

B. Phase diffusion measurements

The main object of measurements in our experiments was the probability density function of laser pulse interference $f_S$. Before proceeding to the study of experimental PDFs, it seems appropriate to simulate the interference statistics. For simulations, we used Eq. (16) with $\eta = 1$, and random amplitudes $s_1$, $s_2$ with Gaussian PDF: $s_1 = \tilde{s}_1 = 1$ and $\sigma_s = 0.05$. The same value of the standard deviation was assumed for the additive Gaussian noise: $\sigma_\zeta = 0.05$. We varied the standard deviation of phase diffusion $\sigma_\varphi$ from $\pi$ to 0 with a step of $\pi/10$. The theoretical evolution of the interference PDF with such a change of $\sigma_\varphi$ is shown in Fig. 6 on the left. One can see that when $\sigma_\varphi$ is close to $\pi$, the PDF has two pronounced maxima near $\tilde{S} = 0$ and $\tilde{S} = 4$ with the left maximum noticeably thinner and higher than the right one. When decreasing $\sigma_\varphi$ (and assuming that the phase change $\Delta \theta$ in the interferometer is zero), the right maximum of the PDF starts to grow, and when $\sigma_\varphi$ tends to zero, the PDF turns into a Gaussian curve with standard deviation equal to $2\sigma_s + \sigma_\zeta$. Corresponding evolution of $\sigma_S$ (standard deviation of $f_S$) is shown in Fig. 6 on the right: when $\sigma_\varphi > \pi$, $\sigma_S$ tends to the value $\sigma_S = \sqrt{2}$, which corresponds to the standard deviation of the quantum PDF $f_S^Q$ defined by Eq. (18).

1. Experimental PDFs

Figures 7 and 8 (on the left) show experimental statistics of the normalized interference signal, which were recorded as histograms with the oscilloscope at a laser pulse repetition rate of 1.25 and 2.5 GHz, respectively, at various bias currents $I_b^{\text{exp}}$ (the procedure of normalization is explained in Appendix C). As was shown in section II E (see Fig. 4), at sufficiently high values of the modulation current ($I_b > 30$ mA) and not very high values of the pulse repetition frequency ($f_p < 5$ GHz), $\sigma_\varphi$ below the $2\pi$-value decreases linearly when increasing the bias current $I_b$. So, we may consider that the linear increase of the bias current in the experiment is equivalent to a linear decrease in $\sigma_\varphi$.

One can see that experimental PDFs repeat the evolution shown in Fig. 6. Note, however, that experimental statistics (particularly in case of short optical pulses without spectral filtering) is generally affected by the "chirp + jitter" effect [20]. Therefore, to achieve a good correspondence between theoretical and experimental PDFs, we put the optical filter between the inter-
The experimental dependence of the probability density function of the normalized interference signal $\tilde{S}$ on the bias current $I_{b}^{exp}$ (on the left) and the corresponding dependence of its standard deviation $\sigma_{\tilde{S}}$ (on the right) at pulse repetition frequency $f_{p} = 1.25$ GHz.

When performing simulations in Fig. 4, it was convenient to define the bias current $I_{b}$ as the minimum value of the pump current. (The peak-to-peak value $I_{p}$ of the modulation current was "measured" from $I_{b}$.) However, in the experiment, it was convenient to define the pump current as $I_{p}^{exp}(t) = I_{b}^{exp} + I_{p}^{exp}(t)$, where $I_{p}^{exp}(t)$ is changed from $-I_{p}^{exp}/2$ to $I_{p}^{exp}/2$. In this case, the minimum value of the pump current is $I_{b}^{exp} - I_{p}^{exp}/2$. In Fig. 7, the pump current axes are plotted in terms of $I_{b}^{exp}$.

The dependences of the standard deviation $\sigma_{\tilde{S}}$ of the normalized signal $\tilde{S}$ on the bias current at $f_{p} = 1.25$ GHz are shown in Figs. 7 and 8 on the right. (For each value of $I_{b}^{exp}$, we set $\Delta \theta = 0$ by adjusting the temperature of the interferometer.) One can see that the experimental dependences $\sigma_{\tilde{S}}(I_{b}^{exp})$ are in a good agreement with the theoretical dependence $\sigma_{\tilde{S}}(\sigma_{\phi})$ shown in Fig. 6. Comparing theoretical dependence $\sigma_{\tilde{S}}(\sigma_{\phi})$ in Fig. 6 with experimental dependences $\sigma_{\tilde{S}}(I_{b}^{exp})$ in Figs. 7 and 8 and $f_{p} = 2.5$ GHz are shown in Figs. 7 and 8 on the right. (For each value of $I_{b}^{exp}$ we set $\Delta \theta = 0$ by adjusting the temperature of the interferometer.)
and $\sigma_b$ one can easily estimate (just by eye) what value of the bias current approximately corresponds to $\sigma_\varphi = \pi/2$ (at this value the curve $\sigma_b(I_b^{exp})$ starts to bend) and to $\sigma_\varphi = \pi$ (at this value the curve $\sigma_b(I_b^{exp})$ reaches the maximum).

We can also employ the $\sigma_b(I_b^{exp})$ curves to estimate the peak-to-peak value of the modulation current. Thus, it is quite reasonable to assume that the bend in the curve occurs when $I_b \approx I_{th}$; therefore, for the corresponding value of $I_b^{exp}$ we may write the simple equation: $I_b^{exp} - I_p^{exp}/2 = I_{th}$. The threshold current $I_{th}$ of our laser was approximately 10 mA, so, at 1.25 GHz we had $I_b^{exp} \approx 70$ mA, whereas at 2.5 GHz we had $I_p^{exp} \approx 40$ mA.

2. Interference fringes

A more accurate estimate of $\sigma_\varphi$ can be obtained by analyzing conventional interference fringes (the dependences of the mean value $\bar{S}$ on the phase change $\Delta\varphi$ in the interferometer), and also by investigating the curves $\sigma_b(\Delta\varphi)$, which we refer here to as $\sigma_b$-fringes or statistical interference fringes. To measure fringes at a given value of the bias current, we varied the temperature of the interferometer (with the step of 10 mK for the delay line of 800 ps and with the step of 20 mK for the delay line of 400 ps) and for each temperature recorded the experimental fringes extracted from these data at some selected values of the bias current are shown in Figs. 10 for $f_p = 1.25$ GHz and in Fig. 11 for $f_p = 2.5$ GHz.

It can be easily shown [13, 33] that standard deviation of the phase diffusion $\sigma_{\varphi}$ can be calculated via the relation $\sigma_{\varphi} = \sqrt{2 \ln \eta}$, where $\eta$ is the visibility of the pulse interference. Visibility, in turn, can be obtained by fitting interference fringes (filled circles in Figs. 10 and 11) with the formula $\langle \bar{S} \rangle = 2[1 + 2\eta \sin(\Delta \varphi + \varphi_0)]$, where $\varphi_0$ is an auxiliary fitting parameter, which allows taking into account the “initial phase” of the fringe. However, we will use here another approach, namely, we will perform the joint fit of both $\langle \bar{S} \rangle$ and $\sigma_b$ dependences on $\Delta \varphi$ with the use of Eqs. (16) and (22). The main advantage of such an approach is that it allows determining not only $\sigma_\varphi$, but also $\sigma_s$ (standard deviation of normalized laser pulse intensity fluctuations). In the context of a QRNG, this is extremely useful because intensity fluctuations are generally treated as classical noise, which should be properly taken into account when extracting quantum noise from the interference of laser pulses. The result of the joint fit for each pair of curves is shown in Figs. 10 and 11 by solid red lines.

Statistical interference fringes differ significantly from the sinusoid and cannot be generally fitted as conventional interference fringes. Particularly, they may exhibit different depth of a dip at constructive and destructive interference. Visibility, in turn, can be obtained by fitting conventional interference fringes (filled circles in Figs. 10 and 11) with the use of Eqs. (16) and (22). The main advantage of such an approach is that it allows determining not only $\sigma_\varphi$, but also $\sigma_s$ (standard deviation of normalized laser pulse intensity fluctuations). In the context of a QRNG, this is extremely useful because intensity fluctuations are generally treated as classical noise, which should be properly taken into account when extracting quantum noise from the interference of laser pulses. The result of the joint fit for each pair of curves is shown in Figs. 10 and 11 by solid red lines.

FIG. 11. Experimental dependences of the mean value $\langle \bar{S} \rangle$ of the interference signal on the phase shift $\Delta \varphi$ (filled circles) and corresponding statistical interference fringes $\sigma_b(\Delta \varphi)$ (empty circles) at pulse repetition frequency of 2.5 GHz.
and $\sigma_b$ are presented in Fig. 12. As was discussed above, experimental PDFs at various values of $\sigma_\varphi$ (or rather at various values of $I_b^{\text{exp}}$) are almost indistinguishable when $\sigma_\varphi > \pi$; therefore, we may measure the standard deviation of phase diffusion with acceptable precision only when $\sigma_\varphi < \pi$. However, assuming linear evolution of $\sigma_\varphi$ and $\sigma_b$ with $I_b^{\text{exp}}$ (at least in the range from $\pi$ to $2\pi$), we may always extrapolate these dependences as shown in Fig. 12 by dashed lines.

IV. DISCUSSION

In the context of a QRNG, the main result of the phase diffusion measurements are dependences $\sigma_\varphi(I_b^{\text{exp}})$ and $\sigma_b(I_b^{\text{exp}})$ shown in Fig. 12. These dependences clearly show what $I_b^{\text{exp}}$ values should be used to ensure that interference of laser pulses acts as uncorrelated quantum entropy source. We see from Fig. 12 that for 1.25 GHz the bias current values $I_b^{\text{exp}} > 43$ mA yield $\sigma_\varphi < \pi$. According to Eq. (45), this means that the phase between neighboring laser pulses correlates significantly, such that these pulses cannot be used for QRNG. In the range between 43 and 37 mA, $\sigma_b$ belongs to the range $[\pi, 2\pi]$, such that we should use the factor $\tilde{\Gamma}$ (Eq. (44)) for randomness extraction. Finally, when $I_b^{\text{exp}} < 37$ mA, we may neglect any phase correlations between laser pulses and assume that $f_\varphi$ is uniform, which allows employing the factor $\Gamma$ from Eq. (20). At 2.5 GHz, the laser should be employed at values $I_b^{\text{exp}} < 28$ mA: between 19 and 28 mA we should use the QRF $\tilde{\Gamma}$, whereas at $I_b^{\text{exp}} < 19$ mA one may use $\Gamma$.

Equally important are dependences $\sigma_b(I_b^{\text{exp}})$. As was shown in [12], experimental estimation of the QRF is hampered by the fact that the definition of the min-entropy (Eq. (21)) contains the quantity $\hat{S}_{\text{min}}$, which is difficult to determine in practice. It was therefore proposed to determine $\Gamma$ via precalculated curves $\Gamma(B)$, where $B$ is defined by the following ratio:

$$B = \frac{\text{whole PDF width}}{\text{distance between PDF maxima}}. \quad (46)$$

The curve $\Gamma(B)$ can be computed with the use of Eqs. (16) and (17) in assumption of a certain value of $\sigma_b$. Experimentally measured dependences $\sigma_b(I_b^{\text{exp}})$ thus allow computing proper dependences $\Gamma(B)$.

The nature of the damped oscillations in theoretical curves $\sigma_\varphi(I_b)$ in Fig. 11 can be understood by referring to the work of C. Henry [34], where the author provides an explanation for the additional peaks appearing in a spectrum of a semiconductor laser. The satellite peaks were related to the time dependence of the mean square phase change $\langle \Delta \varphi^2 \rangle$, which, in addition to a linear dependence, exhibits damped periodical variations caused by relaxation oscillations. It was shown that

$$\langle \Delta \varphi^2 \rangle \propto \exp(-\gamma_d t) \cos(\omega_r t - 3\delta), \quad (47)$$

where $\gamma_d$ and $\omega_r$ are the damping rate and the angular frequency of relaxation oscillations, respectively, and $\cos \delta = \omega_r/\sqrt{\omega_r^2 + \gamma_d^2}$. Obviously, the quantity $\sigma_\varphi$ we have considered so far corresponds to $\sqrt{\langle \Delta \varphi^2 \rangle}$, however, the mean square phase change $\langle \Delta \varphi^2 \rangle$ in Eq. (47) was derived for the continuous wave phase (i.e., above threshold), whereas the standard deviation plotted in Fig. 4 was calculated for the “large signal”. In other words, $\sigma_\varphi$ in Fig. 11 contains the evolution of the phase below threshold (when the laser does not emit) as well as above threshold (when the laser emits the pulse). We may thus divide $\sigma_\varphi$ into two parts: the one part is related to the phase evolution below threshold and should decrease monotonically with the increase of $I_b$, whereas the second part is related to the phase diffusion above threshold (during the laser pulse emission) and should exhibit oscillations according to Eq. (47). In fact, increase of the bias current leads to the increase of the laser pulse duration, which is equivalent to the increase of time $t$ in Eq. (47). So, damped oscillation in the $\sigma_\varphi(I_b)$ curves are driven by the competition between the oscillating growth of $\langle \Delta \varphi^2 \rangle$ with $I_b$ during laser pulse emission and monotonic decrease of $\langle \Delta \varphi^2 \rangle$ with $I_b$ between laser pulses. At sufficiently high values of $I_b$, when the width of the laser pulse becomes approximately equal to the width of the electric pulse and thus ceases to grow with increasing $I_b$, the dependence $\sigma_\varphi(I_b)$ becomes monotonically decreasing.

V. CONCLUSIONS

In this work, we provided a general description of a quantum entropy source based on the interference of laser pulses and explicitly formulated important problems (of both a purely theoretical and practical nature), which are often overlooked in the development of QRNGs. We have considered in detail the different modes of laser pulse interference and have shown that the interference signal remains quantum in nature even in the presence of classical phase drift in the interferometer if the phase diffusion obeys the relation $\sigma_\varphi > 2\pi$. We have explicitly formulated the relationship between the previously introduced quantum reduction factor [12] and the leftover hash lemma. Using this relationship, we developed a method to estimate the quantum noise contribution to the interference signal in the presence of phase correlations when $\pi < \sigma_\varphi < 2\pi$. Finally, in addition to conventional interference fringes, we proposed to use statistical interference fringes to obtain more detailed information about the probabilistic properties of laser pulse interference. We hope that the theoretical and experimental results presented here will be useful for the developers of QRNGs, and may also help in the preparation of probabilistic models necessary for the certification of such devices.
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Appendix A: Derivation of stochastic rate equations

According to C. Henry [22], a spontaneous emission event is described as a randomly occurring increase of the field amplitude and an accompanying random change in the phase \( \varphi \) of the optical field. The complex field amplitude \( E(t) \) is assumed to increase by \( \Delta E_k \), which has an absolute value equal to 1 and the phase \( \varphi + \theta_k \), i.e., \( \Delta E_k = \exp[i(\varphi + \theta_k)] \), where \( \theta_k \) is a random angle. Note that the electric field \( E \) is assumed here to be normalized such that its absolute square corresponds to the average photon number \( Q \) inside the laser cavity: \( Q = |E|^2 \) or \( E = Q \exp(i\varphi) \). It is important to emphasize that despite its correspondence to the average photon number, the quantity should be referred to as a normalized intensity rather than to as a photon number, \( N_{ph} \). This feature is not relevant when considering dynamics of averaged quantities since \( \langle Q \rangle = \langle N_{ph} \rangle \) (here, angular brackets denote ensemble averaging); however, it becomes relevant when considering stochastic equations, inasmuch as \( N_{ph} \) and \( Q \) have different distributions and diffusion coefficients [23].

It is assumed that different events producing the change \( \Delta E_k \) are uncorrelated, such that the spontaneous emission noise \( F_E(t) \) may be written as a sequence of \( \delta \)-pulses:

\[
F_E(t) = \sum_k \Delta E_k \delta(t - t_k)
\]  

(A1)

with uncorrelated \( t_k \). The rate of these events obviously corresponds to the average rate of radiative spontaneous emission into the lasing mode, which can be written as \( C_{sp} R_{sp} \), where \( R_{sp} \) is the total average rate of radiative spontaneous emission and the \( C_{sp} \) factor corresponds to the fraction of spontaneously emitted photons that end up in the active mode under consideration. According to a general approach, the spontaneous emission noise may be introduced just by adding the complex Langevin force \( F_E(t) \) to the right-hand side of the single-mode laser rate equation for the complex slowly varying electric field amplitude [11, 22, 26, 31, 32]:

\[
dE = \frac{1}{2\tau_{ph}}(1 + i\alpha)(G_L - 1)Edt + F_E(t)dt,
\]

(A2)

where \( \alpha \) is the linewidth enhancement factor (the Henry factor [22]), \( \tau_{ph} \) corresponds to the inverse decay rate of the field intensity and is generally treated as a photon lifetime, and the normalized dimensionless linear gain \( G_L = (N - N_{tr})/(N_{th} - N_{tr}) \) depends on the carrier number \( N \), where \( N_{tr} \) and \( N_{th} \) are the carrier numbers at transparency and threshold, respectively. According to Eq. (A1), \( F_E(t) \) satisfies the general relations:

\[
\langle F_E(t) \rangle = 0, \quad \langle F_E(t)F_E(t - \tau) \rangle = 0,
\]

(A3)

and

\[
\langle F_E(t)F_E^*(t - \tau) \rangle = 2D_{EE}\delta(\tau),
\]

(A4)

where the asterisk means the complex conjugate. To determine the coefficient \( D_{EE} \) one should compute \( \langle F_E(t)F_E^*(u) \rangle \), where \( u = t - \tau \). According to Eq. (A1), this quantity is the product of two sums of delta functions, where all cross terms are zero since \( \delta(t - t_k)\delta(u - t_l) \) is zero unless \( t_k = t_l \); hence

\[
F_E(t)F_E^*(u) = \sum_k \delta(t - u)\delta(u - t_k).
\]

(A5)

Finally, the averaging can be performed by replacing \( \sum_k \) in Eq. (A5) by \( C_{sp} R_{sp} \int dt_k \). Thus, we have after averaging:

\[
\langle F_E(t)F_E^*(t - \tau) \rangle = C_{sp} R_{sp} \delta(\tau).
\]

(A6)

Comparing this to Eq. (A4) we obtain \( 2D_{EE} = C_{sp} R_{sp} \), such that we can write

\[
F_E = \sqrt{\frac{C_{sp} R_{sp}}{2}} (\xi_1 + i\xi_2),
\]

(A7)

where \( \xi_1 \) and \( \xi_2 \) are independent random variables representing the normalized white Gaussian noise and obey the following relations:

\[
\langle \xi_i(t) \rangle = 0, \quad \langle \xi_i(t)\xi_j(t - \tau) \rangle = \delta_{ij}\delta(\tau).
\]

(A8)

Writing the normalized electric field as \( E = x_1 + ix_2 \) and separating the real and imaginary parts of Eq. (A2) we will obtain the following system:

\[
dx_1 = h_1 dt + g_{11} x_1 dt + g_{12} x_2 dt,
\]

\[
dx_2 = h_2 dt + g_{21} x_1 dt + g_{22} x_2 dt,
\]

(A9)

where

\[
h_1 = \frac{1}{2\tau_{ph}}(G_L - 1)x_1 - \frac{\alpha}{2\tau_{ph}}(G_L - 1)x_2,
\]

\[
h_2 = \frac{1}{2\tau_{ph}}(G_L - 1)x_2 + \frac{\alpha}{2\tau_{ph}}(G_L - 1)x_1,
\]

(A10)

\[
g_{11} = g_{22} = \sqrt{\frac{C_{sp} R_{sp}}{2}}, \quad g_{12} = g_{21} = 0.
\]

Introducing variables \( x'_1 \) and \( x'_2 \) by the relations

\[
x'_1 = u_1(x_1, x_2) \equiv Q = x_1^2 + x_2^2,
\]

\[
x'_2 = u_2(x_1, x_2) \equiv \varphi = \arctan(x_2/x_1),
\]

(A11)

and using the Itô formula [35] written for our case as
we will obtain the following set of stochastic rate equations:

\[
dx' = \left\{ \frac{\partial u_i}{\partial t} + \sum_{k=1}^{2} h_k \frac{\partial u_i}{\partial x_k} + \frac{1}{2} \sum_{j=1}^{2} \sum_{k,m=1}^{2} g_{mj}g_{ik} \frac{\partial^2 u_i}{\partial x_m \partial x_k} \right\} dt + \sum_{j=1}^{2} g_{kj} \frac{\partial u_i}{\partial x_k} dW_j, \tag{A12}\]

enough to make significant low-frequency contributions, while at higher frequencies they are damped by diffusion \[38\]. Therefore, carrier fluctuations are usually assumed to be negligible, when modeling stochastic properties of laser radiation. We will thus assume below that \( F_N = 0 \).

Finally, rate equations for \( N \) and \( Q \) should be modified to take into account the gain saturation \[37 \[38\]. This can be performed by substituting \( G_L \) by \( G = G_L/\sqrt{1 + 2\gamma_QQ} \approx G_L(1 - \gamma_QQ) \), where \( \gamma_Q \) is the dimensionless gain compression factor. (The rate equation for the phase is generally left unchanged.) Sometimes, it is more convenient to use instead of \( \gamma_Q \) the gain compression factor \( \gamma_P \) related to the output optical power \( P \), which can be defined as \( \gamma_P = \frac{P}{2\gamma_QQ}\frac{\tau_{ph}}{(\eta_d\hbar\omega_0)} \), where \( \eta_d \) is the differential quantum output (don’t confuse it with visibility, for which we used above similar notation), and \( \hbar\omega_0 \) is the photon energy. For typical semiconductor lasers, \( \gamma_P \) may reach a few dozens of \( W^{-1} \) \[20\], here we will assume that it is in the range 10–40 \( W^{-1} \).

The system of stochastic differential equations (SDEs) \[A13\] and \[A15\] with stochastic terms given by Eq. \[A14\] can be solved numerically with the Euler-Maruyama method \[35\], which is the simplest time discrete approximation used for integration of SDEs. In this method, each component of the solution of the vector valued SDE is approximated by a continuous time stochastic process defined via the iterative scheme with the time differential \( dt \) substituted by the conventional time increment \( \Delta = t_{n+1} - t_n \) and the independent ”differentials” \( dW_1 \) and \( dW_2 \) approximated by the increments \( \Delta W_{1,2} = W_{1,2}(t_{n+1}) - W_{1,2}(t_n) \), which are assumed to be normally distributed with zero mean value and variance equal to \( \Delta \). We can write \( \Delta W_{1,2} = \xi_{1,2}\sqrt{\Delta} \), where \( \xi_{1,2} \) are discrete Gaussian random variables with zero mean and variance equal to 1. Thereby, our system of SDEs can be written in the following form suitable for the direct numerical integration:

\[
\begin{align*}
Q_{n+1} &= Q_n + \left( \frac{N_n - N_{tr}}{N_{th} - N_{tr}} \frac{1}{\sqrt{1 + 2\gamma_QQ_n}} - 1 \right) \frac{Q_n}{\tau_{ph}} \Delta + \frac{N_n}{\tau_{e}} + 2 \sqrt{\frac{C_{sp}N_nQ_n}{2\tau_{e}}} \left( \xi_{1}^n \cos \varphi_n + \xi_{2}^n \sin \varphi_n \right) \sqrt{\Delta}, \\
\varphi_{n+1} &= \varphi_n + \frac{\alpha}{2\tau_{ph}} \left( \frac{N_n - N_{tr}}{N_{th} - N_{tr}} - 1 \right) \Delta + \sqrt{\frac{C_{sp}N_n}{2\tau_{e}}} \left( \xi_{1}^n \cos \varphi_n - \xi_{2}^n \sin \varphi_n \right) \sqrt{\Delta}, \tag{A16} \\
N_{n+1} &= N_n + \frac{I_n}{e} \Delta - \frac{N_n}{\tau_{e}} \Delta - \frac{Q_n}{\tau_{ph} N_{th} - N_{tr}} \frac{1}{\sqrt{1 + 2\gamma_QQ_n}} \Delta,
\end{align*}
\]

where we used the notations: \( Q_n \equiv Q(t_n), N_n \equiv N(t_n), \varphi_n \equiv \varphi(t_n), I_n \equiv I(t_n), \xi_{1,2}^n \equiv \xi_{1,2}(t_n) \).
It should be taken into account that direct implementation of the Euler-Maruyama scheme may lead to an unphysical result, namely to negative values of $N$ and $Q$; therefore, Eq. (A16) should be solved with constraint that $N$ and $Q$ are non-negative. Note that this feature persists for the second order scheme (e.g., the Milstein scheme [35]) albeit the latter somewhat minimizes such unphysical trajectories. In simulations shown below, we used the first order (Euler-Maruyama) scheme. Note that we performed integration at different reasonable integration steps $\Delta < 0.1 \tau_{ph}$; the results obtained at different $\Delta$ were the same for all simulations.

Appendix B: Controlling the interferometers

As was described in section III A, we used for measurements a chip with a cascade of unbalanced Mach-Zehnder interferometers (two of them are shown in Fig. 5). To choose the desired delay line, we used an additional balanced interferometers placed between the unbalanced ones; there were seven interferometers on the chip in total: 4 balanced and 3 unbalanced with the delay lines $\Delta T_1 = 200 \text{ ps}$, $\Delta T_2 = 400 \text{ ps}$, and $\Delta T_3 = 800 \text{ ps}$ (each MZI was also equipped by a thermo-optical phase modulator). Due to such a configuration, the evolution of phase in the interferometers has a cumulative effect, such that splitting ratios depend on the set of phases in all four balanced interferometers. To determine the phases that must be set on thermo-optical modulators in order to select the required delay line, let us write a system of recursive equations that describe propagation of an optical pulse through a cascade of interferometers:

$$E_{in}(t) = 1/4 \cdot E_{in}(t)(1 \pm e^{i\varphi_c^1}),$$

$$E_{23}^{\pm}(t) = 1/\sqrt{2} \cdot [E_{12}^{\pm}(t - \Delta T_1) \pm E_{12}^{\mp}(t)e^{i\varphi_c^1}],$$

$$E_{34}^{\pm}(t) = 1/\sqrt{2} \cdot [E_{23}^{\pm}(t) \pm E_{23}^{\mp}(t)e^{i\varphi_c^2}],$$

$$E_{45}^{\pm}(t) = 1/\sqrt{2} \cdot [E_{34}^{\pm}(t - \Delta T_2) \pm E_{34}^{\mp}(t)e^{i\varphi_c^3}],$$

$$E_{56}^{\pm}(t) = 1/\sqrt{2} \cdot [E_{45}^{\pm}(t) \pm E_{45}^{\mp}(t)e^{i\varphi_c^3}],$$

$$E_{67}^{\pm}(t) = 1/\sqrt{2} \cdot [E_{56}^{\pm}(t - \Delta T_3) \pm E_{56}^{\mp}(t)e^{i\varphi_c^4}],$$

$$E_{out}^{\pm}(t) = 1/\sqrt{2} \cdot [E_{67}^{\pm}(t) \pm E_{67}^{\mp}(t)e^{i\varphi_c^4}],$$

where $E_{in}(t)$ is the electric field in the input laser pulse, $E_{mn}^{\pm}(t)$ stands for the electric field in the laser pulse being between the $m$-th and $n$-th interferometers at time $t$, and the signs ”$+$” and ”$-$” correspond to different ports of the corresponding directional coupler. Photodetectors connected to the output ports $+$ and $-$ measure the intensities $|E_{out}^{+}|$ and $|E_{out}^{-}|$, respectively. (We will assume for simplicity that $|E_{in}(t)|^2$ is defined by the Gaussian curve: $|E_{in}(t)|^2 = \exp[-t^2/(2w^2)]$, where $w$ is the rms width of the pulse.)

It is easy to see that configuration of splitting ratios, which defines the choice of the delay line, does not depend on phases $\varphi_u^k$ determining phase shifts in unbalanced interferometers; therefore, for simplicity, they can be put to zero. It is interesting to note that if we put also $\varphi_c^1 = \varphi_c^2 = \varphi_c^3 = \varphi_c^4 = 0$, we will obtain using (B1):

$$|E_{out}^{-}| = 0, \quad |E_{out}^{+}| = \exp \left[ -\frac{(t - \Delta T_2)^2}{2w^2} \right],$$

i.e., the incoming laser pulse passes through the delay line $\Delta T_2 = 400 \text{ ps}$ and outputs to the port ”$+$” (and nothing is output to the port ”$-$”).

To "close" all the delay lines, the following phase configuration should be used: $\varphi_c^1 = \varphi_c^2 = 0, \varphi_c^3 = \varphi_c^4 = \pi$, which yields

$$|E_{out}^{-}| = 0, \quad |E_{out}^{+}| = \exp \left[ -t^2/(2w^2) \right].$$

To choose the interferometer with $\Delta T_3 = 800 \text{ ps}$, one should put: $\varphi_c^1 = 0, \varphi_c^2 = \pi, \varphi_c^3 = \varphi_c^4 = \pi/2$, which provides

$$|E_{out}^{-}| = \frac{1}{4} \left[ e^{-\frac{t^2}{4w^2}} + e^{-\frac{(t - \Delta T_3)^2}{4w^2}} \right]^2,$$

$$|E_{out}^{+}| = \frac{1}{4} \left[ e^{-\frac{t^2}{4w^2}} + e^{-\frac{-(t - \Delta T_3)^2}{4w^2}} \right]^2.$$

![FIG. 13. Schematic representation of a cascade of interferometers on the chip we used in the experiment (on the top) and the output of the system for various configurations of phases $\varphi_c^k$, in assumption that a single laser pulse of the Gaussian shape with the rms width of 20 ps arrives at the input of the interferometer.](image-url)
The theoretical statistical fringes at various values of $\sigma_\varphi$ and $\sigma_s$ are shown in Fig. 13 in assumption that a single laser pulse of the Gaussian shape with the rms width of 20 ps arrives at the input of the interferometer.

**Appendix C: Signal normalization**

When constructing experimental PDFs, it is extremely important to perform proper normalization. To obtain the normalized signal defined by Eq. (9), it was taken into account that even in the absence of optical power, the "area" under the signal from the photodetector (i.e. the measured energy contained in the pulse) can be different from zero; therefore, in all experiments, we preliminary determined the "origin" $S_{\text{zero}}$. In addition, we estimated the losses in the interferometer arm. For this, we set the pulse repetition rate to 312.5 MHz (the repetition period of 3.2 ns) and set the voltage on the TOPM-controller such that the optical pulse does not enter any of the delay lines, and all the corresponding optical power goes out to the port connected to the photodetector. The optical energy per pulse was determined as the area under the photodetector signal (in picowatts) in the range from 0 to 3.2 ns (the position of zero on the time axis was chosen arbitrarily). ($S_{\text{zero}}$ was measured as the area of the photodetector signal in the same range, but with the laser turned off.) Then the delay line of 800 ps was selected and the area under the photodetector signal was again measured in the same range, the value of which we designated now $S_{800}$. It is clear from Eq. (B4) (see also Fig. 13) that the insertion loss of the delay line $\Delta T_3 = 800$ ps (in dB) can be estimated using the formula

$$\alpha_{800} = 10 \log_{10} \left\{ \frac{(S_0 - S_{\text{zero}})}{2(S_{800} - S_{\text{zero}})} \right\}.$$ 

We obtained $\alpha_{800} \approx 1.3$ dB. The pulse repetition rate was then set to 1.25 GHz and the pulse energy $S_0$ (without entering the delay line) was measured in the range from 0 to 800 ps. Then, the histogram of the interference PDF (over the pulse area) was recorded. Each value along the $x$-axis was normalized according to the formula:

$$\tilde{S} = 10^{\alpha_{800}/10} \frac{x - S_{\text{zero}}}{S_0 - S_{\text{zero}}}.$$ 

In a similar way, we normalized the signal at 2.5 GHz. For the delay line $\Delta T_2 = 400$ ps we obtained $\alpha_{400} \approx 0.7$ dB.

**Appendix D: $\sigma_\varphi$-fringes**

Figure 14 demonstrates theoretical statistical interference fringes at various values of $\sigma_\varphi$ and $\sigma_s$. One can see that the depth of the dip in the $\sigma_\varphi$-curve at constructive interference ($\Delta \theta = 0$) decreases when increasing $\sigma_s$, and such an asymmetry of the fringe is more pronounced at smaller $\sigma_\varphi$. Although the analysis of $\sigma_\varphi$-fringes is not as straightforward as fitting conventional interference fringes, it allows getting deeper insight into statistical features of the pulse interference and can be thus a useful tool.
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