Non-Normalizable Densities in Strong Anomalous Diffusion: Beyond the Central Limit Theorem

Adi Rebenshtok,1 Sergey Denisov,2,3,4 Peter Hänggi,3 and Eli Barkai1

1Department of Physics, Institute of Nanotechnology and Advanced Materials, Bar-Ilan University, Ramat-Gan 52900, Israel
2Samy State University, Rimsky-Korsakov Street 2, 40007 Samy, Ukraine
3Institute of Physics, University of Augsburg, Universitätstrasse 1, D-86135 Augsburg, Germany
4Department for Bioinformatics, Lobachevsky State University, Gagarin Avenue 23, 603950 Nizhny Novgorod, Russia

(Received 17 December 2013; published 17 March 2014)

Strong anomalous diffusion, where \( \langle |x(t)|^q \rangle \sim t^{\nu(q)} \) with a nonlinear spectrum \( \nu(q) \neq \text{const} \), is wide spread and has been found in various nonlinear dynamical systems and experiments on active transport in living cells. Using a stochastic approach we show how this phenomenon is related to infinite covariant densities; i.e., the asymptotic states of these systems are described by non-normalizable distribution functions. Our work shows that the concept of infinite covariant densities plays an important role in the statistical description of open systems exhibiting multifractal anomalous diffusion, as it is complementary to the central limit theorem.
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Consider particles diffusing in a medium with their total number conserved. Within a probabilistic approach the density \( P(x, t) \) is normalized to unity \( \int_{-\infty}^{\infty} P(x, t)dx = 1 \) for any time \( t \). It follows naturally that the steady state of a system in equilibrium is normalized, e.g., the Boltzmann-Gibbs distribution which serves as the basis of statistical physics in thermal equilibrium. In contrast, infinite ergodic theory is a branch of mathematics that investigates dynamical systems whose invariant density is non-normalizable [1,2]. Current models characterized by non-normalized densities include intermittent maps [3–5] and the momentum distribution of particles in optical lattice [6–8]. These systems attain equilibrium; i.e., the non-normalized densities are an extension of Boltzmann-Gibbs-like states [6,7], and unfortunately we conclude that real-life applications of infinite ergodic theory are limited. Here we investigate unbounded systems which are not in equilibrium, inspired by infinite ergodic theory, we find that non-normalized covariant densities (defined below) play an important role in the description of anomalous diffusion. The potential applications of infinite covariant densities in real world experiments is shown to be vast. These uncommon densities provide a detailed description of the rare fluctuations in strong anomalous diffusion.

Strong anomalous diffusion deals with processes, with a long time \( t \) asymptotic behavior, satisfying \( \langle |x(t)|^q \rangle \sim t^{\nu(q)} \), \( q > 0 \), where \( \nu(q) \) is not a constant [9], in contrast with standard Brownian motion where \( \nu(q) = 1/2 \). Such diffusion has been detected in a variety of processes: in the transport in two-dimensional incompressible velocity fields [9], particle spreading in billiard systems [10–14], avalanche dynamics of sand pile models [15], and in statistics of occupation times of renewal processes [16]. Recent experiments on the active transport of polystyrene beads in living cells [17], theoretical investigation of cold atoms in optical lattices [18] and flows in porous media [19] further confirmed the generality of strong anomalous diffusion.

Remarkably, in all these systems a piecewise-linear scaling, with \( \nu \nu(q) \sim q \) below some critical value of \( q \), and with \( \nu \nu(q) \sim q - b \) above this critical value, was found. An analytical approach to this bilinear scaling, for deterministic chaotic dynamics was presented in Ref. [11]. Such strong anomalous diffusion is an indication of the breakdown of mono-scaling theories which predict \( P(x, t) \sim t^{\nu} f(x/t^\nu) \), e.g., normal diffusion where \( f(\cdot) \) is Gaussian. In this Letter we explain how this breakdown is related to non-normalizable densities. By investigating a large class of stochastic processes, the so-called Lévy walks [20–23], we demonstrate how these densities describe statistics of strong anomalous diffusion. Our work shows how infinite covariant densities are complementary to the Lévy-Gauss central limit theorem, which presents the mathematical foundation of diffusion phenomena.

The Lévy walk model [20–23] is a widely applicable process describing strong anomalous diffusion [24]. To demonstrate the broad validity of our approach we consider two different classes of the model and four examples. In the velocity model [25], a particle in one dimension starts at the origin \( x = 0 \) at time \( t = 0 \) and travels with velocity \( v_1 \), drawn from a probability density function (PDF) \( F(v) \). The duration of the traveling event \( \tau_1 \) is drawn from the PDF \( \psi(\tau) \). The process is then renewed, namely, a new velocity \( v_2 \) and flight duration \( \tau_2 \) are drawn from \( F(v) \) and \( \psi(\tau) \) respectively. The process continues in this manner until time \( t \). The position of the particle is \( x = \int_0^t v(t)dt \), as usual. In the jump model [25,26], a particle first waits on \( x = 0 \) for time \( \tau \), drawn from \( \psi(\tau) \), and performs a jump with probability 1/2 to a distance \( x = v_0 \tau \) or \( x = -v_0 \tau \).
where \( v_0 = \text{const.} \). The process is then renewed. For the velocity model we assume that \( F(v) = F(-v) \) and that all the moments of \( F(v) \) are finite. We will address three cases: (i) a two-state velocity model, \( F(v) = [\delta(v - v_0) + \delta(v + v_0)]/2 \), (ii) a Gaussian, and (iii) exponential velocity PDFs. The main ingredient of the Lévy walk model is the waiting time PDF of the power law form

\[
\psi(x) \sim \frac{A}{|\Gamma(-\alpha)|} x^{-(1+\alpha)}
\]

with \( 1 < \alpha < 2 \) and \( A > 0 \). This choice of parameters insures that the average waiting time, \( \langle \tau \rangle \), is finite but the variance of the waiting time is infinite. These types of random walks have been widely investigated and specific values of \( \alpha \) have been recorded in several experiments [27–34] and calculated from first principle models [35,36].

Montroll-Weiss equation.—Let \( P(x,t) \) be the PDF of the particle’s position at time \( t \). The well known Montroll-Weiss equation [25,26] gives the Fourier-Laplace transform of variables in a function

\[
\begin{align*}
\frac{\partial P(k,t)}{\partial t} &= k^2 P(k,t) - i k v_0 \psi(x) P(k,t) + \psi(x) \tilde{f}_a(ikv_0t), \\
\psi(x) &\equiv \frac{1}{1 - \alpha} \left[ x - v_0 \langle \tau \rangle \right]/\Gamma(1-\alpha),
\end{align*}
\]

where \( \tilde{f}_a(ikv_0t) \) is a hypergeometric function. Next we invert the asymptotic expression \( P_A(k,t) \), Eq. (5), using the inverse Fourier transform and Eq. (7). Since we use the exact expressions for the long time behavior of the moments of the process, one may be tempted to believe that this procedure finally yields the long time limit of the normalized spreading packet \( \tilde{P}(x,t) \). Indeed for normal transport, for example, when the waiting times are exponentially distributed, this procedure yields the familiar Gaussian distribution. Instead, for the two-state Lévy walk model, we find

\[
P_A(x,t) = \frac{1}{\pi^2 2 v_0} \frac{A}{|\Gamma(1-\alpha)|} \left[ x/v_0 t \right]^{-(1+\alpha)} \left[ \alpha - (\alpha - 1) x/v_0 t \right],
\]

for \( |x| \leq v_0 t \), \( x \neq 0 \),

while \( P_A(x,t) = 0 \) for \( |x| > v_0 t \). Notice that in the vicinity of \( x \to 0 \) we find \( P_A(x,t) \sim |x|^{-\alpha} \); therefore, it is non-normalizable. Within our approach we first take the long time limit (in the calculation of the moments) and only then perform the inverse Fourier transform. These two mathematical operations do not commute, namely, the inverse Fourier transform of \( P(k,t) \), for any finite \( t \), yields a normalized density. Still as we proceed to show, the non-normalized state Eq. (8) describes statistical properties of the spreading packet of particles and hence physical reality.

Infinite covariant density.—We now define the infinite covariant density (ICD) according to

\[
\lim_{t \to \infty} \pi^2 P(x,t) = I_{cd}(\tilde{v}),
\]

where \( \tilde{v} \equiv x/t = \int_0^t v(t)dt/t \) is the \( t \to \infty \) time averaged velocity of the particle. Since both \( P(x,t) \) and \( P_A(x,t) \) provide the asymptotic moments of the process, in the asymptotic regime Eqs. (8), (9) give

\[
I_{cd}(\tilde{v}) = K_\alpha c_\alpha |\tilde{v}|^{-(1+\alpha)} \left[ 1 - \frac{\alpha - 1}{\alpha} \frac{\tilde{v}}{v_0} \right],
\]
if \(|\bar{v}|/v_0 \leq 1\); otherwise, \(I_{cd}(\bar{v}) = 0\), and \(c_{\bar{v}} = \sin(\pi \alpha/2) \times \Gamma(1+\alpha)/\pi\), \(K_{\bar{v}} = A(|\bar{v}|^\alpha)\cos(\pi \alpha/2)/\langle \bar{v} \rangle\) with \(|\bar{v}|^\alpha = \int_0^\infty |v|^\alpha f(v) dv\). Here \(K_{\bar{v}}\) is the anomalous diffusion constant, a measurable observable, soon to be discussed.

**Universality.**—The non-normalized density is a generic feature of Lévy walk processes. A detailed calculation for the jump model yields

\[
I_{cd}^{\text{jump}}(\bar{v}) = K_{\bar{v}} c_{\bar{v}} |\bar{v}|^{-(1+\alpha)}[1 - |\bar{v}|/v_0] \quad (11)
\]

for \(|\bar{v}|/v_0 < 1\) and \(K_{\bar{v}} = A(v_0)^\alpha \cos(\pi \alpha/2)/\langle \bar{v} \rangle\) [39]. The ICD Eqs. (10), (11) exhibit universal features: the scaling variable is \(\bar{v} = x/t\), the power law divergence in the limit \(\bar{v} \to 0\), and the dependence of the density only on asymptotic properties of \(\psi(\tau)\). Notice that for the jump model, Eq. (11) shows that we obtain zero density at \(\bar{v} = v_0\), while for the two-state velocity model Eq. (10) shows a finite density at \(\bar{v} = v_0\). This is because the velocity mechanism propagates the particles further if compared with the jump approach. This indicates that the ICD can distinguish between these two models and hence is a valuable tool in data analysis [40].

For the Gaussian velocity distribution, \(F(v) = (\sqrt{2\pi} v_0)^{-1} \exp(-v^2/2v_0^2)\), we find

\[
P_{cd}^G(\bar{v}) = K_{\bar{v}} c_{\bar{v}} |\bar{v}|^{-(1+\alpha)} \left(1 - \frac{2^{1/2} \Gamma(\frac{2}{1+\alpha})}{\Gamma(\frac{3+\alpha}{2})} \frac{|\bar{v}|}{v_0} \right)
\]

\[- \frac{K_{\bar{v}} c_{\bar{v}} (v_0)^{-1-(1+\alpha)}}{2^{(1+\alpha)/2} \alpha \Gamma(\frac{3+\alpha}{2})} \times_3 F_3 \left(\frac{3}{2}, \frac{1+\alpha}{2}, 1+\frac{\alpha}{2}; \frac{3+\alpha}{2}, \frac{1+\alpha}{2}, \frac{3+\alpha}{2}, -\frac{\bar{v}^2}{2v_0^2}\right), \tag{12}\]

which once more exhibits the characteristic divergence at \(\bar{v} \to 0\). We also obtained the ICD for an exponential distribution of velocities \(F(v) = (\sqrt{2\pi} v_0)^{-1} \exp(-v^2/2v_0^2)\), which is soon presented graphically together with the ICDs of the other models.

**Significance of the ICD and its physical meaning.**—Clearly, the ICD is not normalizable due to its behavior close to \(\bar{v} \to 0\). Hence it is not immediately obvious that it describes the concentration of particles. The role of the ICD is, however, twofold. First, we define observables which are integrable with respect to the ICD, e.g., \(|\bar{v}|^q\) provided that \(q > \alpha\). The averages of these observables are given by the ICD, for example,

\[
\langle |\bar{v}|^q \rangle = t^{1-\alpha} \int_{-\infty}^{\infty} |\bar{v}|^q I_{cd}(\bar{v}) d\bar{v} \quad (13)
\]

so that \(\langle |x(t)|^q \rangle = r^q \langle |\bar{v}|^q \rangle\) [41]. Second, to attain the ICD from data, one should plot \(r^q P(x,t)\) versus \(x/t\), where \(P(x,t)\) is the concentration of particles. This type of plot will collapse in the limit of long times onto a master curve: the ICD, Eq. (9). Thus, the ICD is a property of the spreading packet, and not merely a mathematical tool with which we calculate averages. This procedure is presented in Fig. 1, where we see excellent agreement between the theory and simulations.

**Relation between ICD and the anomalous diffusion constant \(K_{\bar{v}}\).**—From Fig. 1, we see that the convergence to the ICD is slow in the vicinity of the origin \(\bar{v} = x/t \approx 0\). In this region the packet \(P(x,t)\) satisfies the fractional diffusion equation [23],

\[
\frac{\partial P_{cen}(x,t)}{\partial t} = K_{\bar{v}} \nabla^\alpha P_{cen}(x,t), \tag{14}\]

where the fractional derivative is given by its Fourier representation \(\nabla^\alpha \rightarrow -|k|^\alpha\). This equation is derived from Eq. (2), assuming \(x \sim t^{1/\alpha}\), while the ICD implies \(x \sim t\). The solution of Eq. (14) is

\[
P_{cen}(x,t) \sim 1 \left[ \left(\frac{K_{\bar{v}}}{K_{\bar{v}}^*}\right)^{1/\alpha} \right] L_{\bar{v}} \left[ x \left(\frac{K_{\bar{v}}}{K_{\bar{v}}^*}\right)^{-1/\alpha} \right], \tag{15}\]

where \(L_{\bar{v}}(x)\) is the symmetric Lévy distribution [43]. An observable like \(|\bar{v}|^q\) with \(q > \alpha\) is not integrable with respect to the Lévy PDF Eq. (15). To see this recall that \(L_{\bar{v}}(x) \sim |x|^{-(1+\alpha)}\) so the Lévy PDF has a diverging second moment. Precisely for that reason we need the ICD. Averages of observables like \(|\bar{v}|^q\) with \(q > \alpha\) are given by the ICD as mentioned, while the Lévy PDF describes the scaling behavior of \(P(x,t)\) at the central region only, and thus cannot be used to give information even on the mean square displacement \((\bar{v}^2(t))\). The opposite is also true. For example, \(|\bar{v}|^q\) is non-integrable with respect to the ICD for \(q < \alpha\), and hence its mean should be evaluated by using the Lévy PDF, Eq. (15). Thus Lévy’s central limit theorem [43] and the ICD provide complementary information on the
that if we measure the diffusion constant as a function of the limit of infinite time. For finite but long times there is a crossover behavior, and both are needed for a complete statistical description of the process.

Matching the two solutions.—There must be a connection between the Lévy PDF and the ICD, since they must match in intermediate regions. Using \( L_\alpha(x) \sim c_\alpha |x|^{-(1+\alpha)} \) for large \(|x|\), we obtain from Eq. (15),

\[
\tau^\alpha P_{\text{cen}}(x, t) \sim c_\alpha K_\alpha |x|/t^{1-\alpha},
\]

which is the same as that found in Eqs. (10)–(12) when \( \tilde{v} \to 0 \). Hence the large \( x \) behavior of \( P_{\text{cen}}(x, t) \) matches the small argument behavior of the ICD. This, in turn, implies that if we measure the diffusion constant \( K_\alpha \) and exponent \( \alpha \) by observing the central part of the packet, we can predict the behavior of the ICD at the origin since

\[
I_{\text{cd}}(\tilde{v}) \sim K_\alpha c_\alpha |\tilde{v}|^{-(1+\alpha)} \quad \text{for } \tilde{v} \to 0.
\]

As shown in Fig. 2, this relation is universal for the class of models under investigation.

Crossover behavior.—As shown, the ICD is reached in the limit of infinite time. For finite but long times there exists a crossover velocity \( \tilde{v}_c \) above which the ICD serves as a good approximation for the density of particles, when scaled properly. At the origin we have \( \tau^\alpha P(x, t)_{t=0} \sim \tau^\alpha L_\alpha(0)/(K_\alpha t^{1/\alpha}) \), which is plotted in Fig. 1 together with numerics. Using \( \tau^\alpha P_{\text{cen}}(x, t)_{t=0} = I_{\text{cd}}(\tilde{v}_c) \) as the definition of the crossover velocity \( \tilde{v}_c \), we find using Eqs. (15), (17) \( \tilde{v}_c = \tau^{-(\alpha-1)/\alpha}(K_\alpha)^{1/\alpha}|c_\alpha|L_\alpha(0)^{1/(1+\alpha)} \) with \( L_\alpha(0) = \Gamma(1+\alpha^{-1})/\pi \). This crossover velocity \( \tilde{v}_c \) is shown in Fig. 1 (for three times). Since \( \tilde{v}_c \) approaches zero as a power law, the convergence of numerical data to the ICD is slow, especially when \( \alpha \to 1 \) from above [44].

Strong anomalous diffusion.—Our results show a deep connection between strong anomalous diffusion and ICDs. Using Eqs. (9), (13), (15) we obtain

\[
\langle |x(t)|^q \rangle = \left\{ \begin{array}{ll}
M_q^c t^{\alpha/q}; & q < \alpha, \\
M_q^c t^{q+1-\alpha}; & q > \alpha.
\end{array} \right.
\]

Thus, the model exhibits strong anomalous diffusion similar to that found in many systems briefly discussed in the introduction. The amplitudes \( M_q^c \) and \( M_q^\alpha \) can be obtained by using Lévy and ICDs respectively. For the two-state model we get

\[
M_q^\alpha = (K_\alpha)^{q/\alpha} \frac{\Gamma(1-q/\alpha)}{\Gamma(1-q)\cos(\pi q/2)}, \quad M_q^c = 2K_\alpha c_\alpha q^{q/\alpha} \frac{\Gamma(1-q/\alpha)}{\Gamma(q-q-\alpha)(q-\alpha+1)}.
\]

These amplitudes diverge as \( q \) approaches \( \alpha \) from below or above, an indication of a dynamical phase transition.

ICDs and Gaussian diffusion.—What happens to the ICD when the models yield Gaussian diffusion, i.e., when the variance of the waiting time PDF Eq. (1) is finite? In that case, the center part of the packet is described well by the Gaussian central limit theorem [25,26]. Still, the outer parts of \( P(x, t) \) are given by the ICD. For example, for \( 2 < \alpha < 3 \) in Eq. (1), integer moments greater than the second are described by the ICD, not by Gaussian statistics (details to be published). Thus, an ICD can be present even when the observed diffusion at the central part of \( P(x, t) \) is normal.

Discussion and summary.—The fact that strong anomalous diffusion is a phenomenon observed in a great variety of different systems, serves as evidence of the universality of the ICD concept. In addition, in many systems where strong anomaly was found, one may pinpoint the signatures of the Lévy walk type of dynamics. For example, the infinite horizon Lorentz model, with a tracer particle moving in an array of scatterers, is known to induce long ballistic flights reminiscent of the Lévy walk model [22,45,46], with \( \alpha \to 2 \). Likewise, the experiments on active transport in a live cell [17], where the connection to the Lévy walk was proven by removing long jumps from the trajectories and observing a transition from strongly anomalous to normal diffusion. Simply said, the applications of Lévy walks are vast and it follows that the same is true for the applications of ICDs. Beyond the conceptual beauty of non-normalizable densities which give rise to a certain universality, in the sense of universal scaling \( x \sim t \), the scaling function itself captures some of the fine details of the model (as opposed to Lévy and Gaussian densities) and hence the information in the ICD is crucial for precise characterisation of an anomalous process. Related deviations from mono-scaling were also observed in models with a drift [47], though further work is called for to relate ICDs to biased diffusion models.
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