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Abstract

Large-scale magnetogenesis is analyzed within the Palatini approach when the gravitational action is supplemented by a contribution that is nonlinear in the Einstein-Hilbert term. While the addition of the nonlinear terms does not affect the scalar modes of the geometry during the inflationary phase, the tensor-to-scalar ratio is nonetheless suppressed. In this context it is plausible to have a stiff phase following the standard inflationary stage provided the potential has a quintessential form. The large-scale magnetic fields can even be a fraction of the nG over typical length scales of the order of the Mpc prior to the gravitational collapse of the protogalaxy.
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1 Introduction

Higher-order actions are a recurrent theme in various areas of physics and are often invoked as a short-scale modifications of the underlying theory. Their addition to the Einstein-Hilbert action is a key element of quantum theories in curved background geometries \[1, 2\]. Quadratic gravitational actions also appear in the first string tension correction to the (tree-level) effective action \[3, 4, 5\] and often involve the Euler-Gauss-Bonnet combination \[6, 7\]. In four space-time dimensions the generalized Gauss-Bonnet theorem states that the homonym combination of quadratic invariants is a topological term and coincides with the Euler number so that its metric variation vanishes exactly. In single-field inflationary models the conventional (tree level) scalar-tensor action can be regarded as the first term of a generic effective field theory where the higher derivatives are suppressed by the negative powers of a large mass-scale associated with the fundamental theory that underlies the effective description \[8\]. In this case the leading correction (containing all possible terms with four derivatives) also includes higher-order curvature terms.

When gravitation is treated within the metric approach the higher-derivative terms are always associated, in spite of their physical origin, to a short-distance modification of the Einstein-Hilbert theory. In four-dimensions, unless the higher-order corrections do not contain the Euler-Gauss-Bonnet combination, the metric approach suggests that further degrees of freedom may appear \[10\]. It has been noted long ago that the Palatini and the metric formulations are inequivalent in the case of higher-order actions (see e.g. \[11, 12\] and references therein). If the inflationary models are treated within the Palatini approach (and in the presence of higher order gravitational contributions) the physical situation is quite interesting and has been recently explored in various papers \[13, 14, 15\]. In the Palatini formulation the nonlinear gravity action does not introduce supplementary degrees of freedom but it modifies the relation among the existing ones \[13, 14, 15\]. In the context of conventional inflationary models this means, in particular, that the relation between the inflaton and the curvature scale may be modified as it happens when the original higher-derivative Starobinsky model \[22\] is analyzed within the Palatini approach as pointed out in Ref. \[13\]. If the inflaton is minimally coupled in the presence of a higher-order gravity action various classes of inflationary models that are currently under pressure because of an excessive tensor to scalar ratio \[23, 24, 25\] become viable again within the Palatini approach \[14, 15\]. This idea has been developed in various frameworks by changing both the matter contribution and the nonlinear gravitational action \[16, 18, 19, 20, 21\].

Among the various potentials that could be rescued in the framework of the Palatini formulation some classes of quintessential inflationary models are particularly interesting \[16\] since, in their original formulation \[26\], they involve power law inflationary potentials (typically quartic \[27\]) which are replaced by inverse power-laws \[28\] during the conventional quintessential evolution \[29\]. For some classes of inflationary potentials this scenario is at odds with the current observational evidence since the corresponding tensor-to-scalar ratio is too large. Indeed the power-law potentials in the conventional metric analysis are severely
constrained [23, 24, 25] (see also [32]) and this has been the case since the final data release of the WMAP collaboration [30, 31]. The corresponding limits on the tensor to scalar ratio $r_T$ can be however evaded in the Palatini formulation [13, 14, 15, 16] exactly because the nonlinear gravity action changes the relation between the slow-roll parameters and ultimately suppresses $r_T$.

If quintessential inflation is analyzed in the Palatini formalism and in the context of a nonlinear gravitational action the scalar modes of the geometry produced by the inflationary evolution and in the subsequent stiff epoch are not affected but the tensor power spectra and the related $r_T$ are suppressed. The high-frequency spike of the relic graviton spectrum is squeezed and the whole signal is suppressed [33] at least when the higher-order contributions appearing in the action are explicitly decoupled from the inflaton [16]. The post-inflationary evolution involves a stiff epoch whose potential role has been suggested in various different scenarios. The first speculations suggesting that the early expansion rate could have been much slower than radiation go back to the mid sixties [34, 35, 36]. After the formulation of conventional inflationary models Ford [37] noted that gravitational particle production at the end of inflation could account for the entropy of the present universe and observed that the backreaction effects of the created quanta constrain the length of a stiff post-inflationary phase by making the expansion dominated by radiation. It has been later argued by Spokoiny [38] that various classes of scalar field potentials exhibit a transition from inflation to a stiff phase dominated by the kinetic energy of the inflaton.

The purpose of this paper is to discuss the interplay between the evolution of the Abelian hypercharge fields possibly present during inflation and the Palatini formulation of quintessential inflation when the gravitational action contains contributions that are nonlinear in the Einstein-Hilbert term. Since the inflaton and the quintessence field are unified in a single quantity the physical description is more economical. Furthermore the presence of a long stiff phase increases the total number of inflationary $e$-folds presently accessible to large-scale observations [39]. For the sake of concreteness we shall therefore analyze the following four-dimensional action:

$$S = -\frac{1}{2\ell_P^2} \int d^4x \sqrt{-G} J(R) + \int d^4x \sqrt{-G} \left[ \frac{1}{2} G^{\alpha\beta} \partial_\alpha \varphi \partial_\beta \varphi - V(\varphi) \right]$$

$$- \frac{1}{16\pi} \int d^4x \sqrt{-G} \left[ \sigma(\varphi) Y_{\alpha\beta} Y^{\alpha\beta} + \overline{\sigma}(\varphi) Y_{\alpha\beta} \widetilde{Y}^{\alpha\beta} \right], \quad (1.1)$$

where $\ell_P = \sqrt{8\pi G}$ and $R$ denotes, for convenience, the Ricci scalar defined in terms of the Palatini connections $\Gamma^\lambda_{\alpha\beta}$ that do not share the same relation of the Christoffel symbols with the derivatives of the metric tensor $G_{\mu\nu}$. The first term of Eq. (1.1) denotes the gravitational action while the second and third contributions account for the dynamics of the inflaton $\varphi$ and of the gauge fields. In the case of the Einstein-Hilbert action (i.e. $J(R) = R$) the Palatini and the metric approach are equivalent. However, as already mentioned, in the presence of higher derivatives this is not the case. In Eq. (1.1) $Y_{\alpha\beta}$ and $\widetilde{Y}^{\alpha\beta}$ are, respectively, the
Abelian gauge field strength and its dual defined in terms of the Palatini metric:

\[
\tilde{Y}^{\alpha\beta} = \frac{1}{2} E^{\alpha\beta\rho\sigma} Y_{\rho\sigma}, \quad E^{\alpha\beta\rho\sigma} = \frac{\epsilon^{\alpha\beta\rho\sigma}}{\sqrt{-G}},
\]

(1.2)

where \(\epsilon^{\alpha\beta\rho\sigma}\) denotes the totally antisymmetric (Levi-Civita) symbol. If we define the four-dimensional gauge coupling as \(g = \sqrt{4\pi/\sigma}\) the action for the Abelian fields can always be expressed as:

\[
S_{\text{gauge}} = -\int d^4x \frac{\sqrt{-G}}{4g^2} \left[ Y_{\alpha\beta} Y^{\alpha\beta} + \left( \frac{\sigma}{\sigma} \right) Y_{\alpha\beta} \tilde{Y}^{\alpha\beta} \right].
\]

(1.3)

While it will be assumed throughout that \(\sigma = \sigma(\varphi)\) and \(\sigma = \sigma(\varphi)\), different situations can be imagined where the gauge coupling depend upon some other spectator as it happens in low-scale quintessential inflation [40]. The presence of a direct coupling between the gauge fields and the inflaton-quintessence field breaks Weyl invariance and may potentially produce large-scale magnetic fields whose origin is still under intense debate [41, 42, 43]. Various models of explicit breaking of the Weyl invariance have been investigated and it would be impossible to account here for all the proposals. The action (1.2) actually generalises and unifies two different perspectives associated with the pseudoscalar [44, 45, 46] and scalar couplings [47, 48, 49] of the gauge kinetic term to the inflaton. The presence of the pseudoscalar vertex in Eq. (1.2) permits the production of hypermagnetic gyrotropy which may be ultimately responsible of the baryon asymmetry of the universe [50, 51, 52]. Unlike all the previous analyses of Eq. (1.2) we shall consider here an explicit model based on quintessential inflation and complemented by a nonlinear action in the Palatini approach.

The layout of this investigation is the following. In section 2 the governing equations of the system are analyzed; particular attention is to the overall consistency between the Palatini and the Einstein frames. Section 3 deals with the physical aspects of the inflationary and of the quintessential evolutions; the suppression of \(r_T\) is revisited in the specific framework of this scenario. In the second part of this section we discuss the evolution of the gauge coupling and its parametrization. The quantum mechanical description of the hyperelectric and hypermagnetic fields appears in section 4 where the power spectra are derived in the inflationary stage; in the second part of the section the power spectra are deduced in the stiff and in the radiation-dominated stages. The main phenomenological implications are analyzed in section 5 where we separately consider the constraints on the gauge spectra during the inflationary stage and in the post-inflationary epoch. The magnetogenesis requirements are then examined by assuming that the evolution of the gauge coupling either freezes during the stiff epoch or in the radiation stage. The concluding remarks are contained in section 6.

\footnote{We remark, in this respect, that the present framework cannot be obviously reduced to the case of a plateau-like potential supplemented by a kinetic phase (possibly added by hand). Furthermore plateau-like potentials (even if deduced within a higher-derivative model like the one of Ref. [22]) are normally not analyzed within the Palatini approach and do not obviously lead to a quintessential phase when the inflaton goes to zero.}
2 Palatini and Einstein frames

To avoid confusions it is useful to appreciate that the Palatini frame introduced here is not related with the so-called Jordan frame customarily introduced when the scalar-tensor theories are analyzed in the metric approach. While in the Palatini frame (P-frame in what follows) the connections do not have the standard form in terms of the derivatives of the metric, in the Einstein frame (E-frame in what follows) the connections have the conventional Levi-Civita expression. For this reason one could refer to the Levi-Civita fame but this terminology is uncommon. The differences and the analogies between the Palatini and the Einstein frames will now be introduced. Even if each of the two frames has its own advantages, the two descriptions can be used interchangeably provided their connection is clearly established and this is actually one of the purposes of this section.

2.1 The P-frame

The extremization of the action (1.1) with respect to the metric variation implies:

$$F \mathcal{R}_{\mu\nu} - \frac{f}{2} G_{\mu\nu} = \ell_p^2 T_{\mu\nu}^{(P)}, \quad F(\mathcal{R}) = \frac{\partial f}{\partial \mathcal{R}},$$ (2.1)

where $T_{\mu\nu}^{(P)}$ is the total energy momentum in the P-frame:

$$T_{\mu\nu}^{(P)} = \partial_\mu \varphi \partial_\nu \varphi - G_{\mu\nu} \left[ \frac{1}{2} G^{\alpha\beta} \partial_\alpha \varphi \partial_\beta \varphi - V(\varphi) \right] + \frac{1}{2g^2} \left[ -Y_{\mu\alpha} Y_{\nu}^{\alpha} + \frac{1}{4} G_{\mu\nu} Y_{\alpha\beta} Y^{\alpha\beta} \right].$$ (2.2)

The extremization of the action (1.1) with respect to the variation of the Palatini connections $\Gamma_{\alpha\beta}^\lambda$ implies instead the following condition

$$\nabla_\lambda \left( \sqrt{-G} G^{\alpha\beta} F \right) = 0.$$ (2.3)

Equation (2.3) does not define a Levi-Civita connection however it can be brought in that form by defining a rescaled metric $\mathcal{G}_{\alpha\beta}$:

$$\mathcal{G}_{\alpha\beta} = F G_{\alpha\beta} \quad \Rightarrow \quad \nabla_\lambda \left( \sqrt{-\mathcal{G}} \mathcal{G}^{\alpha\beta} \right) = 0.$$ (2.4)

Equation (2.4) now implies that the Palatini connection does have the Levi-Civita form in terms of the rescaled metric $\mathcal{G}_{\alpha\beta}$. The two different metrics $\mathcal{G}_{\alpha\beta}$ and $G_{\alpha\beta}$ define two complementary physical frames that will be generically referred to as the Einstein and the Palatini frames respectively. While the inflationary evolution is more conveniently studied in the E-frame, the stiff dynamics becomes simpler in the P-frame. The two frames will be shown to be equivalent both at the level of the background and for the corresponding
inhomogeneities. If both sides of Eq. (2.2) are contracted with the Palatini metric the result is:

\[ \mathcal{R}(G) = -\ell_p^2 T^{(P)} = \ell_p^2 \left( G^{\alpha\beta} \partial_\alpha \varphi \partial_\beta \varphi - 4V \right). \] (2.5)

In Eq. (2.5) the notation \( \mathcal{R}(G) \) reminds that the corresponding contraction is performed in terms of the Palatini metric, i.e. \( \mathcal{R}(G) = G^{\alpha\beta} \mathcal{R}_{\alpha\beta} \). The same contraction can be performed with respect to the Einstein metric and this operation will then be denoted as \( \mathcal{R}(G) = G^{\alpha\beta} \mathcal{R}_{\alpha\beta} \). It should be clear, from the above considerations, that \( \mathcal{R}(G) \) and \( \mathcal{R}(G) \) do not coincide.

### 2.2 From the P-frame to the E-frame

In the Palatini frame Eq. (2.1) is supplemented by the evolution of \( \varphi \) and by the equations of the gauge fields. In particular by extremizing the action (1.1) with respect to the variation of \( \varphi \) we will have:

\[ \frac{1}{\sqrt{-G}} \partial_\alpha \left( \sqrt{-G} G^{\alpha\beta} \partial_\beta \varphi \right) + V_{,\varphi} + \frac{1}{16\pi} \left[ \sigma_{,\varphi} Y_{\alpha\beta} Y^{\alpha\beta} + \sigma_{,\varphi} Y_{\alpha\beta} \bar{Y}^{\alpha\beta} \right] = 0, \] (2.6)

where \( V_{,\varphi} = \partial_\varphi V \) and similarly for the susceptibilities \( \sigma_{,\varphi} = \partial_\varphi \sigma \) and \( \sigma_{,\varphi} = \partial_\varphi \sigma \). Always in the P-frame the evolution equation for the gauge fields follows from the corresponding variation of Eq. (1.1)

\[ \partial_\alpha \left( \sqrt{-G} \sigma Y^{\alpha\beta} \right) + \partial_\alpha \left( \sqrt{-G} \sigma \bar{Y}^{\alpha\beta} \right) = 0, \] (2.7)

\[ \partial_\alpha \left( \sqrt{-G} \bar{Y}^{\alpha\beta} \right) = 0. \] (2.8)

Equations (2.6) and (2.7)–(2.8) demonstrate that the equations for the inflaton and for the gauge fields have a standard expression in the P-metric. Conversely the evolution of the geometry becomes simpler in the E-frame metric \( \bar{G}_{\mu\nu} \) where the connections \( \Gamma_{\alpha\beta}^\mu \) have the standard Levi-Civita form. In the E-frame the expressions of the gauge potentials and of the gauge fields are different; in particular for the transformation \( G_{\mu\nu} \rightarrow \bar{G}_{\mu\nu} = F G_{\mu\nu} \) suggested by Eq. (2.4) the gauge potentials transform as

\[ Y_{\alpha} \rightarrow Z_{\alpha} = Y_{\alpha}, \quad Y^{\alpha} \rightarrow Z^{\alpha} = Y^{\alpha}/F. \] (2.9)

The rationale for the result is quite simple but since it is potentially confusing we remind that the second expression in Eq. (2.9) follows from writing, in the new frame, \( Z^{\alpha} = \bar{G}^{\alpha\beta} Z_{\beta} = \bar{G}^{\alpha\beta} Y_{\beta} \); since \( \bar{G}^{\alpha\beta} = G^{\alpha\beta}/F \) we finally have, as expected, \( Z^{\alpha} = G^{\alpha\beta} Y_{\beta}/F = Y^{\alpha}/F \). In the same way we can deduce the transformations for the gauge field strengths and for their duals:

\[ Y_{\alpha\beta} \rightarrow Z_{\alpha\beta} = Y_{\alpha\beta}, \quad Y^{\alpha\beta} \rightarrow Z^{\alpha\beta} = Y^{\alpha\beta}/F^2, \] (2.10)

\[ \bar{Y}^{\alpha\beta} \rightarrow \bar{Z}^{\alpha\beta} = \bar{Y}^{\alpha\beta}, \quad \bar{Y}^{\alpha\beta} \rightarrow \bar{Z}^{\alpha\beta} = \bar{Y}^{\alpha\beta}/F^2. \] (2.11)
Note that the dual field strength in the $P$-frame has been already introduced in Eq. (1.2). In the $E$-frame $\tilde{Z}^{\alpha\beta}$ will be defined in terms of the corresponding metric:

$$\tilde{Z}^{\alpha\beta} = \frac{1}{2} E^{\alpha\beta\rho\sigma} Z_{\rho\sigma}, \quad E^{\alpha\beta\rho\sigma} = \frac{\epsilon^{\alpha\beta\rho\sigma}}{\sqrt{-G}}. \quad (2.12)$$

But since $\sqrt{-G} = F^2 \sqrt{-\tilde{G}}$ we also have that Eqs. (1.2) and (2.12) transform, as they must, according to Eq. (2.11).

### 2.3 The governing equations in the $E$-frame

In the $E$-frame the analog of Eq. (2.1) follows from the corresponding transformation between the two metrics and the final result is:

$$FR_{\mu\nu}(G) = \frac{f}{2F} G_{\mu\nu} + \ell^2 \mathcal{T}_{\mu\nu}^{(E)}, \quad (2.13)$$

where $T_{\mu\nu}^{(E)}$ denotes the total energy-momentum tensor in the $E$-frame, i.e.

$$T_{\mu\nu}^{(E)} = \partial_\mu \varphi \partial_\nu \varphi - G_{\mu\nu} \left[ \frac{1}{2} G^{\alpha\beta} \partial_\alpha \varphi \partial_\beta \varphi - \frac{V}{F} \right] + \frac{F}{2g^2} \left[ -Z_{\mu\alpha} Z^\alpha_{\nu} + \frac{1}{4} G_{\mu\nu} Z^{\alpha\beta} Z^{\alpha\beta} \right]. \quad (2.14)$$

The gauge part of the energy-momentum tensor is readily obtained by taking into account the transformations of Eqs. (2.10)–(2.11). As already mentioned $R_{\mu\nu}(G)$ and $R_{\mu\nu}(\tilde{G})$ differ by a conformal transformation and, in particular,

$$R_{\mu\nu}(G) = R_{\mu\nu}(\tilde{G}) - 2 \left[ \partial_\mu q \partial_\nu q - G_{\mu\nu} (\partial q)^2 \right] + 2 \left[ \nabla_\mu \nabla_\nu q + \frac{G_{\mu\nu}}{2} \nabla^2 q \right], \quad (2.15)$$

where $q$ is the natural logarithm of the conformal factor (i.e. $q = \ln \sqrt{F}$); moreover, for notational convenience, we adopted the shorthand notations $\nabla^2 q = G^{\alpha\beta} \nabla_\alpha \nabla_\beta q$ and $(\partial q)^2 = G^{\alpha\beta} \partial_\alpha q \partial_\beta q$. If we introduce $\mathcal{G}_{\mu\nu}$ (i.e. the Einstein tensor in the $E$-frame) Eq. (2.13) can also be expressed as:

$$\mathcal{G}_{\mu\nu} = -\frac{f}{2F^2} G_{\mu\nu} + \frac{\ell^2}{F} \left[ T_{\mu\nu}^{(E)} - \frac{T_{\mu\nu}^{(E)}}{2} \right], \quad \mathcal{G}_{\mu\nu} = \mathcal{R}_{\mu\nu}(G) - \frac{1}{2} \frac{G_{\mu\nu}}{G} \mathcal{R}(G). \quad (2.16)$$

As already suggested after Eqs. (2.6) and (2.7)–(2.8) the evolution of the inflaton will be slightly more cumbersome in the $E$-frame description and it is:

$$\mathcal{G}^{\alpha\beta} \nabla_\alpha \nabla_\beta \varphi + \frac{V_\varphi}{F} = \frac{1}{F} \mathcal{G}^{\alpha\beta} \partial_\alpha F \partial_\beta \varphi - \frac{1}{16\pi} \left( \sigma_\varphi Z_{\alpha\beta} Z^{\alpha\beta} + \sigma_\varphi Z_{\beta\alpha} \tilde{Z}^{\alpha\beta} \right). \quad (2.17)$$

Note that while the covariant gradient of $\varphi$ coincides in both frames (i.e. $\nabla_\alpha \varphi = \nabla_\alpha \varphi$) we have instead $\nabla_\mu \nabla_\nu \varphi \neq \nabla_\mu \nabla_\nu \varphi$; furthermore in the $E$-frame $\nabla_\mu \nabla_\nu \varphi = (\partial_\mu \partial_\nu \varphi - \Gamma^\alpha_{\mu\nu} \partial_\alpha \varphi)$.
where now $\Gamma_{\mu\nu}^{\alpha}$ has the standard Levi-Civita expression in terms of $G_{\mu\nu}$. Finally, in the $E$-frame the evolution of the gauge fields reads:

$$\nabla_{\alpha} (\sigma Z^{\alpha\beta}) + \nabla_{\alpha} (\sigma \tilde{Z}^{\alpha\beta}) = 0,$$

(2.18)

with $\nabla_{\alpha} \tilde{Z}^{\alpha\beta} = 0$. By appropriately using Eqs. (2.4) and (2.10)-(2.11) it will always be possible to switch from one frame to the other.

### 2.4 Consistency between the $P$- and the $E$-frame

Once a specific form of $f(R)$ is selected the two frames must be consistent not only in principle but also in practice. In what follows we shall focus on the case where $f(R)$ contains a quadratic correction on top of the Einstein-Hilbert term:

$$f(R) = R - \alpha R^2, \quad F(R) = 1 - 2\alpha R,$$

(2.19)

with $\alpha = \alpha / M^2$. In what follows on top of the Planck mass $M_P$ there will be two further scales $M \leq M_P$ (associated with $\alpha$) and $M \ll M \leq M_P$ (controlling the transition between the inflationary and the quintessential evolutions). If Eq. (2.1) is contracted with the $P$-metric $G_{\mu\nu}$ we obtain:

$$\overline{R}(\bar{G}) = -\ell_P^2 T^{(P)}, \quad \Rightarrow \quad F = 1 + 2\alpha \ell_P^2 \left[ 4V - G^{\alpha\beta} \partial_{\alpha} \phi \partial_{\beta} \phi \right].$$

(2.20)

In the $E$-frame Eq. (2.20) translates into an relation determining $F$ in terms of the inflaton potential and of its kinetic term, i.e.

$$F = 1 + 2\alpha \ell_P^2 \left[ 4V - F G^{\alpha\beta} \partial_{\alpha} \phi \partial_{\beta} \phi \right] \Rightarrow F = \frac{1 + 2Q}{F_0},$$

(2.21)

where the two auxiliary variables $Q$ and $F_0$ are defined as:

$$Q = \alpha \ell_P^2 G^{\alpha\beta} \partial_{\alpha} \phi \partial_{\beta} \phi, \quad F_0 = 1 + 8\alpha \ell_P^2 V.$$

(2.22)

We shall often need to evaluate $Q$ and $F_0$ on the background; to avoid potential ambiguities we now stress that $\overline{Q}$ and $\overline{F_0}$ denote the background values associated with the quantities appearing in Eq. (2.22). In section 3 we shall specifically consider the case where the metric is homogeneous in both frames, i.e. $G_{\mu\nu} = a_E^2 \eta_{\mu\nu}$ and $G_{\mu\nu} = a_P^2 \eta_{\mu\nu}$. As a consequence of the transformation between the $E$-frame and the $P$-frame (see Eq. (2.4)), all the homogeneous quantities will change accordingly; so for instance we will have that:

$$a_P^2 \rightarrow a_E^2 = \left( \frac{1 + 2Q}{F_0} \right) a_P^2, \quad \mathcal{H}_P \rightarrow \mathcal{H}_E = \mathcal{H}_P + \bar{q},$$

(2.23)

where $\bar{q} = (1/2) \ln \bar{P}$ indicates the background value of the quantity introduced in Eq. (2.15).

We also note that in Eq. (2.23), as usual, $\mathcal{H}_E = a'_E / a_E$ and $\mathcal{H}_P = a'_P / a_P$. To avoid the proliferation of the indices we shall denote the scale factors in the two frames as $a$ and $b$, i.e.

$$a \equiv a_E, \quad b \equiv a_P, \quad \mathcal{H}_E \equiv \mathcal{H}.$$

(2.24)
Let us finally remind that the conformal time coordinate is the same in the two frames whereas the cosmic times will be different and, in particular, we will have that $dt_E = d\tau/a(\tau)$ and $dt_P = d\tau/b(\tau)$. As soon as $F \to 1$ the cosmic times defined in the two frames coincide.

### 2.5 Rescaled potential and rescaled action

In the standard metric approach the higher derivatives introduce supplementary propagating degrees of freedom [10] unless the nonlinear corrections either coincide with the Euler-Gauss-Bonnet term or they are proportional to it through an inflaton-dependent coupling. In the Palatini approach the presence of higher derivatives may instead change the relation between the matter action and the curvature scale. In this respect we consider Eq. (2.16) and note that, in the case of Eq. (2.19), the kinetic term of the scalar field and the corresponding potential can be rescaled through $F_0$ according to the following transformation (see e.g. [13, 14, 15, 16]):

$$\partial_{\mu}\phi \to \frac{\partial_{\mu}\phi}{\sqrt{F_0}}, \quad V \to W = \frac{V}{F_0}. \tag{2.25}$$

From Eq. (2.21) we can write $F = (1 + 2Q)/F_0$ and if this expression is inserted into Eq. (2.16), the rescalings of Eq. (2.25) lead to the following form of the governing equation:

$$G_{\mu\nu} = \ell^2 P \left\{ (1 + 2Q) \partial_\mu \varphi \partial_\nu \varphi + G_{\mu\nu} \left[ W - \frac{(\partial \varphi)^2}{2} (1 + Q) \right] \right\},$$

$$+ \frac{\ell^2 P}{2g^2} (-Z_{\mu\alpha} Z_{\nu}^{\alpha} + \frac{G_{\mu\nu}}{4} Z_{\alpha\beta} Z^{\alpha\beta}). \tag{2.26}$$

With the same strategy, starting directly from Eq. (2.17) we have:

$$\frac{1}{\sqrt{-G}} \partial_\alpha \left[ \sqrt{-G} G_{\alpha\beta} \partial_\beta \varphi (1 + 2Q) \right] + (1 - 4Q^2) W_{,\varphi}$$

$$+ \frac{1}{16\pi F_0} \left( \sigma_{,\varphi} Z_{\alpha\beta} Z^{\alpha\beta} + \sigma_{,\varphi} Z_{\alpha\beta} \tilde{Z}^{\alpha\beta} \right) = 0. \tag{2.27}$$

It is a bit lengthy but not difficult to verify, as expected, that Eq. (2.27) follows from the Bianchi identity $\nabla_\mu G^\mu = 0$. The equations of the gauge fields derived in Eq. (2.18) are not affected by the rescaling (2.25) which instead modifies the gauge energy-momentum tensor of Eq. (2.26). The system written in the form given by Eqs. (2.26)–(2.27) follows from the variation of the total action

$$S = -\frac{1}{2\ell^2 P} \int d^4x \sqrt{-G} R(G) + \int d^4x \sqrt{-G} \left[ \frac{1}{2} G^{\alpha\beta} \partial_\alpha \varphi \partial_\beta \varphi (1 + Q) - W \right]$$

$$- \int d^4x \frac{\sqrt{-G}}{4g^2} \left[ Z_{\alpha\beta} Z^{\alpha\beta} + \left( \frac{\varphi}{\sigma} \right) Z_{\alpha\beta} \tilde{Z}^{\alpha\beta} \right]. \tag{2.28}$$

The results of Eqs. (2.26)–(2.27) and (2.28) also demonstrate that the addition of a quadratic term in the Palatini approach does not introduce supplementary degrees of freedom in the $E$-frame. The same conclusion is reached by working in the $P$-frame.
3 Inflationary and quintessential evolutions

The background evolution can be studied either in the $E$- or in the $P$-frame but during inflation the former is more convenient than the latter. We shall bound our attention to the case where $V(\varphi)$ dominates at early times and leads to stage of accelerated expansion while it becomes quickly subleading after the end of inflation. This is what happens in quintessential inflationary scenarios where the inflaton and the quintessence field coincide. The possible suppression of the late-time potential has been implicitly suggested in Refs. [37, 38]. When the inflaton and the quintessence field are identified this class of (dual) potentials arise quite naturally since they imply and a stage of accelerated expansion at early and at recent times [26, 27, 28, 37, 38].

3.1 Evolution equations of the system

We consider now the general system of equations in Friedmann-Robertson-Walker metric written in the conformal time coordinate $\tau$. In particular we follow the conventions established in Eqs. (2.23)–(2.24) for the homogeneous backgrounds: $a$ denotes the scale factor in the $E$-frame and $H = a'/a$. From the (00) component of Eq. (2.26) we have:

\[ H^2 + \kappa = \frac{\ell_p^2}{3} \left[ \frac{\varphi'^2}{2} \left( 1 + 3Q \right) + W a^2 \right] + \frac{\ell_p^2 a^2}{3} (\rho_B + \rho_E), \]

where $\kappa$ denotes the spatial curvature and, by definition, $Q = \alpha \ell_p (\varphi'^2/a^2) \bar{F}_0$ is the value of $Q$ evaluated on the homogeneous background (see Eq. (2.22) and discussion thereafter). In Eq. (3.1) $\rho_B$ and $\rho_E$ are the hypermagnetic and hyperelectric energy densities, respectively. Even if $\rho_E$ and $\rho_B$ will turn out to be fully inhomogeneous it is useful to keep track of all these terms to evaluate explicitly the backreaction of the produced gauge fields on the homogeneous background. As we shall discuss in sections 4 and 5 in average $\rho_B$ and $\rho_E$ must not exceed the homogeneous background of Eq. (3.1).

The explicit form of $\rho_E$ and $\rho_B$ follows from the expressions of the gauge field strengths in the $E$-frame where the components of $Z^{\alpha\beta}$ read $Z^{i0} = e^i/a^2$ and $Z^{ij} = -\epsilon^{ijk} b_k/a^2$ so that and corresponding energy densities are expressed as:

\[ \rho_B = \frac{B^2}{8\pi a^4}, \quad \rho_E = \frac{E^2}{8\pi a^4}, \quad \bar{B} = \sqrt{\sigma} a^2 \bar{b}, \quad \bar{E} = \sqrt{\sigma} a^2 \bar{e}, \]

where $\bar{B}$ and $\bar{E}$ are the canonical fields whose evolution is derived from Eq. (2.18) and it is given by:

\[ \tilde{\nabla} \times \bar{B} = \frac{1}{\sqrt{\sigma}} \partial_\tau (\sqrt{\sigma} \bar{E}) + \frac{\sigma'}{\sigma} \bar{B}, \]

\[ \tilde{\nabla} \times \bar{E} + \sqrt{\sigma} \partial_\tau \left( \frac{\bar{B}}{\sqrt{\sigma}} \right) = 0, \]

\[ \tilde{\nabla} \cdot \bar{E} = 0, \quad \tilde{\nabla} \cdot \bar{B} = 0, \]
where $\vec{\nabla}$ now denotes the ordinary three-dimensional gradient. Equations (3.3)-(3.4) have been written under the assumption that $\sigma$ and $\bar{\sigma}$ are homogeneous and they describe the amplification of the quantum fluctuations of the gauge fields during the inflationary stage. The backreaction terms associated with $\rho_E$, $\rho_B$ and $\vec{E} \cdot \vec{B}$ also appear in Eq. (2.27) whose explicit expression becomes:

$$\ddot{\phi}'' + 2H\dot{\phi}' + \frac{2Q}{2Q+1} \phi' + (1-2Q)W_{,\phi} + \frac{1}{1+2Q} \left[ \frac{a^2 \sigma_{,\phi}}{\sigma} (\rho_B - \rho_E) + \frac{\bar{\sigma}_{,\phi}}{4\pi a^2 \sigma} \vec{E} \cdot \vec{B} \right] = 0. \quad (3.6)$$

In Eq. (3.6) $\rho_B$ and $\rho_E$ scale as in Eq. (3.2) but both terms are multiplied by $a^2$; this is only a consequence of the conformal time parametrization.

The evolution of the background geometry can also be phrased in the cosmic time parametrization. In this respect the only caveat is that, while the conformal time coordinate is the same in both frames, the cosmic time does change between the $E$-frame and the $P$-frame (see also Eq. (2.23) and discussion thereafter). In the cosmic time coordinate (related to $\tau$ as $a(\tau) d\tau = dt$) Eq. (3.1) reads:

$$H^2 + \frac{\kappa}{a^2} = \frac{\ell_P^2}{a^2} \left[ \frac{\phi^2}{2} (1 + 3Q) + W \right] + \frac{\ell_P^2}{3} (\rho_B + \rho_E), \quad (3.7)$$

where now $\overline{Q} = \pi \ell_P^2 \dot{\varphi}^2 T_\varphi$ and the overdot denotes a derivation with respect to $t$. In the cosmic time coordinate Eq. (3.6) becomes:

$$\ddot{\phi} + 3H\dot{\phi} + \frac{2\overline{Q}}{1+2Q} \phi' + (1-2\overline{Q})W_{,\phi} + \frac{1}{1+2Q} \left[ \frac{\sigma_{,\phi}}{\sigma} (\rho_B - \rho_E) + \frac{\bar{\sigma}_{,\phi}}{4\pi a^2 \sigma} \vec{E} \cdot \vec{B} \right] = 0. \quad (3.8)$$

Finally the $(ij)$ component of Eq. (2.26) in the cosmic time parametrization reads

$$2\dot{\mathcal{H}} + 3H^2 = \frac{\kappa}{a^2} + \ell_P^2 \left[ W - \frac{1+\overline{Q}}{2} \phi^2 \right] + \ell_P^2 (p_B + p_E), \quad (3.9)$$

where $p_E = \rho_E/3$ and $p_B = \rho_B/3$. For the sake of conciseness we did not report the analog of Eq. (3.9) in the conformal time but it is immediate to obtain by transforming back from the cosmic time to the $\tau$ parametrization.

### 3.2 The early inflationary stage

The form of Eq. (2.25) suggests that in the limit $\alpha \gg 1$ the rescaled potential is suppressed in spite of the shape of $V(\phi)$; more precisely we can write:

$$\lim_{\alpha \gg 1} \frac{W}{V} = \frac{1 + 8\overline{Q}}{1 + 8\overline{Q}} \frac{M_P^2 M^2}{8\overline{\alpha}}, \quad (3.10)$$

where, as discussed above, $\overline{\alpha} = \alpha / M^2$. According to Eq. (3.10), if $V$ inflates $W$ will describe an inflationary evolution with a suppressed slow-roll parameter and a lower tensor to scalar
ratio. For the same reason we can write $Q$ as:

$$Q = \frac{2 \epsilon_0 \pi f_0^2 V}{3(1 + 8\pi f_0^2 V)} \ll 1, \quad \epsilon_0 = \frac{M_P^2}{2} \left( \frac{V,\phi \phi V}{V} \right)^2, \quad (3.11)$$

where $\epsilon_0 < 1$ is the slow-roll parameter associated with the potential $V$; since we are here considering the inflationary branch of the potential, Eq. (3.11) also implies $Q \ll 1$. It is relevant to stress that $\epsilon_0$ is now the slow-roll parameter in the limit $\alpha \to 0$, i.e. when the quadratic corrections disappear. When $\alpha \neq 0$ the slow-roll parameter will be simply denoted by $\epsilon$. The relation between $\epsilon$ and $\epsilon_0$ directly follows from the definition of $W$ in terms of $V$ given in Eq. (2.25) (see also Eq. (3.10)); the result is:

$$\epsilon = \frac{M_P^2}{2} \left( \frac{W,\bar{\phi}}{W} \right)^2 = \frac{\epsilon_0}{F_0}. \quad (3.12)$$

It follows from Eqs. (3.11)–(3.12) that for $\alpha \gg 1$ we have that $\epsilon \ll \epsilon_0 < 1$; this means that Eqs. (3.7)–(3.8) and (3.9) take the form:

$$3 H^2 M_P^2 = W, \quad 3 H \ddot{\bar{\phi}} + W,\bar{\phi} = 0, \quad 2 \dot{H} M_P^2 = -\ddot{\bar{\phi}}^2, \quad (3.13)$$

during the inflationary stage of expansion. Equations (3.13) are nothing but the standard slow-roll equations written in the case of a rescaled potential $W(\bar{\phi})$. According to Eq. (3.13), when $\alpha \neq 0$ we can also introduce the second slow-roll parameter conventionally denoted by $\eta$:

$$\eta = \frac{M_P^2}{2} \left( \frac{W,\bar{\phi}}{W} \right)^2 = \eta_0 - \frac{24\epsilon_0 \pi f_0^2 V}{1 + 8\pi f_0^2 V} \to \eta_0 - 3\epsilon_0, \quad (3.14)$$

where the last (physical) limit in Eq. (3.14) refers to $\alpha \gg 1$. From the analysis of scalar modes during the inflationary stage [16] it follows that the scalar spectral index and the corresponding amplitude of the scalar power spectrum will be given by:

$$n - 1 \simeq -6\epsilon + 2\eta + \mathcal{O}(\epsilon^2), \quad A^{(s)} = \frac{W}{24\pi^2 \epsilon M_P^4}, \quad (3.15)$$

where $n$ denotes the scalar spectral index in the case $\alpha \neq 0$. In the limit $\alpha \to 0$ the analog of Eq. (3.15) will be instead given by:

$$n_0 - 1 \simeq -6\epsilon_0 + 2\eta_0 + \mathcal{O}(\epsilon_0^2), \quad A_0^{(s)} = \frac{V}{24\pi^2 \epsilon_0 M_P^4}, \quad (3.16)$$

where $n_0$ denotes the scalar spectral index for $\alpha \to 0$. Thanks to Eq. (3.14), Eqs. (3.15)–(3.16) imply that the scalar spectral indices coincide $n = n_0$; furthermore since $\epsilon = \epsilon_0/F_0$ and $W = V/F_0$, Eqs. (3.15)–(3.16) demand that $A_0^{(s)} = A^{(s)}$. The same analysis can be repeated for the tensor modes [16]. In particular, as expected, when $\alpha \neq 0$

$$n^{(t)} \simeq -2\epsilon + \mathcal{O}(\epsilon^2) \quad A^{(t)} = \frac{2 W}{3 \pi^2 M_P^4}, \quad (3.17)$$
where the exact definition of the tensor spectral index has been included together with its slow-roll limit. If $\alpha \to 0$ the tensor spectral index and the corresponding amplitude are instead:

\[
\begin{align*}
n_0^{(t)} &= -2\epsilon_0, \\
A_0^{(t)} &= \frac{2V}{3\pi^2 M_P^4}.
\end{align*}
\] (3.18)

The mutual relation of Eq. (3.17) and Eq. (3.18), to lowest order in the slow-roll approximation reads

\[
\begin{align*}
n^{(t)} &= n_0^{(t)} / \bar{F}_0, \\
A^{(t)} &= A_0^{(t)} / \bar{F}_0.
\end{align*}
\] (3.19)

If we now divide the tensor amplitude $A^{(t)}$ given in Eq. (3.17) by the scalar amplitude of Eq. (3.15) the explicit expression of the tensor to scalar ratio $r_T$ in the case $\alpha \neq 0$ becomes:

\[
r_T = \frac{A^{(t)}}{A^{(s)}} = 16\epsilon = \frac{16\epsilon_0}{\bar{F}_0},
\] (3.20)

showing the tensor-to-scalar ratio in the case $\alpha \neq 0$ get reduced in comparison with $\alpha \to 0$.

### 3.3 Dual potentials and quintessential inflation

The $\alpha$-suppression of Eq. (3.10) is particularly relevant for those potentials that are at variance with the actual determinations of the tensor-to-scalar ratio $[23 \; 24 \; 25]$ like the monomials (i.e. $V \propto \varphi^n$) whose associated tensor-to-scalar ratio is too large to be compatible with the values inferred from the temperature and polarization anisotropies of the microwave background. The monomials are also interesting since they can be used to build minimal models of quintessential inflation where the inflaton and the quintessence field are unified by reducing, in this way, the number of parameters. For these two reasons we shall focus, for the sake of concreteness, on the situation where $V(\varphi)$ has a dual form: a power-law shape for $\varphi < 0$ while it is suppressed as an inverse power of $\varphi$ for $\varphi \geq 0$. A particular example along this direction is $[26]$:

\[
\begin{align*}
V(\varphi) &= \lambda(\varphi^4 + M^4), \quad \varphi \leq 0, \\
V(\varphi) &= \lambda M^8/(\varphi^4 + M^4), \quad \varphi > 0,
\end{align*}
\] (3.21)

where $M$ is a further scale related with the dominance of the quintessence field and already mentioned after Eq. (2.19). The initial data for the inflationary evolution are assigned in the regime $\varphi \ll -M_P$ with $\dot{\varphi}^2 \ll V$. In the case $\alpha \to 0$ we have that the total number of $e$-folds and the initial value of the field are determined, as usual, by:

\[
N = \frac{\varphi_i^2 - \varphi_f^2}{8M_P^2}, \quad \left(\frac{\varphi_i}{M_P}\right)^2 \simeq 8(N + 1),
\] (3.22)

where $\varphi_f$ follows from the condition $\epsilon_0(\varphi_f) \simeq 1$. If the total number of $e$-folds is between 70 and 100 the initial value of $\varphi$ in units of $M_P$ will be between $-20$ and $-30$ ad this is why we assumed $\varphi \ll -M_P$. The specific value of $\lambda$ is fixed by considering the scalar modes
that exited the Hubble radius about 60 e-folds before the end of inflation implying that \( \lambda \simeq 3.9 \times 10^{-14} \) where the amplitude of the scalar mode has been estimated as \( A^{(s)} = 2.41 \times 10^{-9} \).

The unsuppressed value of the slow-roll parameter is therefore given by \( \tau_0 \simeq (N + 1)^{-1} \) where the field has been evaluated approximately \( N \)-e-folds before the end of inflation; the corresponding value for the tensor to scalar ratio is \( 16/(N + 1) \). In the case \( N \sim O(60) \) we would have that \( \tau_0 \simeq 0.016 \) and a tensor to scalar ratio \( O(0.26) \) which is not compatible with the current observational determinations \[23, 24, 25\]. If \( \alpha \neq 0 \) all the properties of the inflationary branch of the potential (3.21) are preserved with the difference that \( \epsilon \) and \( r_T \) are now suppressed. For typical values of \( \alpha = O(100) \) and \( M = O(10^{-3})M_P \) the value of \( \epsilon \) diminishes from 0.016 to \( \epsilon \simeq 0.001 \); similarly the tensor-to-scalar ratio passes from 0.26 to 0.03. Other specific cases of the parameters could be considered; however the general idea illustrated here is largely independent on the specific parameters and, to some extent, even on the shape of the inflationary potential. In this sense Eq. (3.21) might have a different power during inflation or even a different shape. We finally note that the rescaled potential of Eq. (3.10) could be also expressed as:

\[
\frac{W(V)}{V} = \frac{1}{1 + V/V_1}, \quad W_1 = \frac{M^2 M_P^2}{8\alpha},
\]

so that a suppression of the tensor-to-scalar ratio may occur provided \( V(\phi_i)/W_1 \gg 1 \). This condition becomes more explicit by using Eq. (3.21) for \( \phi < 0 \):

\[
8\alpha \lambda \left( \frac{\phi_i}{M_P} \right)^4 \left( \frac{M_P}{M} \right)^2 \gg 1.
\]

But if we assume a quartic form of the potential \((\phi_i/M_P)^2 = 8(N + 1)\) and, with this specification the condition (3.24) is equivalent to:

\[
\left( \frac{M}{M_P} \right) \ll \sqrt{512 \alpha \lambda (N + 1)}.
\]

Equation (3.25) can be made even more explicit by estimating the value of \( \lambda \) from the observed value of the scalar power spectrum. In other words, to first-order in the slow-roll approximation we will have that \( \lambda = 3\pi^2 A^{(s)}/[8(N + 1)^3] \) where \( A^{(s)} = 2.41 \times 10^{-9} \); for \( N = 60 \) the previous expression evaluates to \( \lambda = 3.9 \times 10^{-14} \) and Eq. (3.25) becomes:

\[
\left( \frac{M}{M_P} \right) < \sqrt{\frac{192 \pi^2 A^{(s)}}{8(N + 1)}} \sqrt{\alpha} = 2.1 \times 10^{-3} \left( \frac{A^{(s)}}{2.41 \times 10^{-9}} \right)^{1/2} \sqrt{\frac{\alpha}{N + 1}}.
\]

### 3.4 Post-inflationary evolution

For the dual potentials illustrated in Eq. (3.21) the post-inflationary evolution (i.e. \( \phi \geq 0 \)) will be initially dominated by the kinetic energy of the inflaton-quintessence field. From Eq. 3For the actual numerical value of the scalar and tensor amplitudes we shall always refer to the pivot scale \( k_p = 0.002\text{Mpc}^{-1} \).
we see that, as soon as inflation ends, $V \ll W_1$; thus, after an irrelevant transition regime, the background will be dominated by the kinetic energy of the inflaton/quintessence field. As already mentioned above the typical scale $M = \mathcal{O}(10^6)$ GeV is related to the dark energy dominace \[26\] so that $\varphi_f \gg M$ and the ratio

$$
\frac{V(\varphi_f)}{W_1} = \frac{8\alpha \lambda (M/M_P)^2 (M/M)^2}{((\varphi_f/M)^4 + 1)} \ll 1,
$$

is negligible for all practical purposes. Indeed, for typical values of $\lambda$ and $M$ [i.e. $\lambda = \mathcal{O}(10^{-14})$, $M = \mathcal{O}(10^{-3})M_P$] we would have that while the denominator will bring a further suppression, the numerator at the right hand side of Eq. (3.27) is already of the order of $10^{-60}$; this means that, in spite of the values of $\alpha$ and $M$ $V \ll W_1$ will always be negligible at the end of inflation and right after it. Thus, after the end of inflation the potential can be safely neglected; furthermore if $V \ll W_1$ in Eq. (3.23) we also have that:

$$
W(\varphi) \simeq V(\varphi), \quad F_0 \to 1, \quad \varphi \simeq \varphi_f.
$$

Equation (3.28) means that we can directly estimate $F$ in the $P$-frame from Eq. (2.20) where

$$
F = 1 + 2\pi \ell_P^2 \left[ 4V - G^{\alpha\beta} \partial_\alpha \varphi \partial_\beta \varphi \right] \to 1 - 2\pi \frac{\varphi'^2}{M_P b^2}.
$$

In the absence of potential and assuming that the amplified gauge fields are always small (as we shall see it is the case in the following section) Eq. (2.6) can be immediately solved

$$
\varphi' = \varphi_f \left( \frac{b_1}{b} \right)^2 \Rightarrow F = 1 - 12\alpha \left( \frac{H_1}{M} \right)^2 \left( \frac{b_1}{b} \right)^6 \to 1.
$$

Since after inflation the two frames coincide Eqs. (3.29)–(3.30) also imply

$$
a(\tau) = b(\tau) = \sqrt{\frac{\tau}{\tau_1}}, \quad \varphi(\tau) = \sqrt{2M_P \ln (a/a_1)}.
$$

In the regime defined by Eqs. (3.30)–(3.31) we have that $\overline{Q} = \alpha(H_1/M)^2(a_1/a)^6 \to 0$ and this is consistent with Eq. (2.20) because $F_0 \to 1$ and $F \to 1$. From now on the main physical steps coincide with the ones of the standard quintessential evolution (see e.g. \[26, 27, 28, 40\]). In the cosmic time coordinate the evolution (3.31) corresponds to $a(t) \simeq (t/t_1)^{\beta}$ with $\beta = 1/3$. It will be practical, for phenomenological purposes (see next section), to parametrize the stiff evolution in terms of the following two parameters:

$$
\beta = \frac{d \ln a}{d \ln t}, \quad 1/3 \leq \beta < 1/2, \quad \xi_e = \frac{H_e}{H_1} < 1.
$$

The parameter $\beta$ controls the expansion rate during the stiff phase and it will be taken to be $1/3 \leq 1/3 < 1/2$. Of course Eqs. (3.30)–(3.31) imply that $\beta = 1/3$; we shall however consider different values of $\beta$ just to account for the more general situation where, after
inflation, a stiff phase is present. In Eq. (3.32) $H_1$ and $H_r$ denote the expansion rates at the beginning and at the end of the stiff phase, respectively. While the upper bound on $\xi_r$ is obvious by definition (since $H_r < H_1$) there is also a lower bound that is fixed by the backreaction considerations as originally discussed by Ford [37]. If we suppose that during the inflationary phase there are $N$ non-conformally coupled species that are amplified with a quasi-flat spectrum their energy density will scale as $N^2 H^4 (a_1/a)^4$ and this value will dominate the background at a putative scale $\xi_r$ defined by:

$$\xi_r = \left( \frac{\pi^2 N}{6} \frac{r_T A(s)}{2 - 4\beta} \right)^{1/2}.$$  
(3.33)

Since $N$ is much larger than 1 [e.g. $N = O(100)$] we have that $\xi_r \leq \xi_r < 1$. As the curvature scale decreases $\varphi$ will evolve in a background dominated by radiation. It can be shown in general terms that, in both cases, $\varphi$ will increase as $\varphi \propto (t/t_*)^{1/3}$ where $t$ denotes the cosmic time coordinate [26, 28]: the precise rate of increase actually depends on the inverse power of the potential and the power 1/3 refers to the case $V = \lambda M^8 / (\varphi^4 + M^4)$ of Eq. (3.21). The quintessence background will therefore dominate, by definition, at a typical curvature scale comparable with the present value of the Hubble rate. In the quintessential stage of the model $\Phi_0 = \Phi = 1 + 24 \alpha (H_0/M)^2$ where $H_0/M = O(10^{-57})$. This means, incidentally, that in spite of the value of $\alpha$ the $P$-frame and the $E$-frame coincide.

### 3.5 The evolution of the gauge coupling

There have been various proposals for the evolution of the gauge coupling during a stage of inflationary expansion. The simplest possibility compatible with the present scenario is that $g = \sqrt{4\pi/\sigma}$ increases all along the inflationary stage and then freezes later on. In this case $\sigma(\tau)$ will decrease as a function of $\tau$ and the evolution the susceptibility can be assigned either as a function of the inflaton field (i.e. $\sigma = \sigma(\varphi)$) or in terms of the scale factor (e.g. $\sigma = \sigma(a)$). Taking into account Eqs. (3.10)–(3.13) the evolution during inflation is simply described by:

$$3H^2 M_P^2 = W \simeq \frac{M^2 M_P^2}{8\alpha}, \quad \ddot{\varphi} = -\sqrt{2\epsilon H M_P} \simeq -\frac{\sqrt{\epsilon}}{2\sqrt{3\alpha} M M_P}.$$  
(3.34)

For $\alpha \gg 1$ the expansion rate is $H \simeq M/\sqrt{8\alpha}$ and $a(\tau) = (-\tau H)^{-1}$. If $g(\tau)$ increases for $\tau \rightarrow -1/H$ we could always phrase the evolution of the susceptibility in terms of the (expanding) scale factor, i.e. $\sigma_{inf} \propto a^{-c_{inf}}$ where $c_{inf} > 0$ is a parameter that depends on the explicit form the of the coupling. The objective here is to constrain the rate of evolution of $\sigma$ by imposing all the relevant limits together with the magnetogenesis requirements. In this approach the obtained gauge fields will be solely expressed in terms of the properties of the background supplemented by the rates of evolution of $\sigma$; according to this logic in the stiff epoch a similar expression will hold, e.g. $\sigma_{stiff} \propto a^{-c_{stiff}}$. Finally, during the radiation-dominated stage $\sigma_{rad} \propto a^{-c_{rad}}$. Since the evolution of the scale factor is continuous
across the various stages of the model the three parameters \( c_{inf}, c_{stiff} \) and \( c_{rad} \) are always positive semidefinite and will be ultimately related to the evolution in the conformal time coordinate \( \tau \). For instance if \( \sigma_{inf}(a) \simeq a^{-c_{inf}} \) we will have that, in terms of the conformal time coordinate \( \sigma_{inf} \propto (-\tau/\tau_1)^{2\gamma} \) with \( \gamma = c_{inf}/[2(1 - \epsilon)] \). We are therefore led to consider the following evolution for the gauge susceptibilities:

\[
\sigma_{in}(\tau) = \sigma_1 \left(-\frac{\tau}{\tau_1}\right)^{2\gamma}, \quad \tau \leq -\tau_1,
\]

\[
\sigma_{st}(\tau) = \sigma_1 \left[1 + \frac{\gamma}{\delta} \left(\frac{\tau}{\tau_1} + 1\right)\right]^{-2\delta}, \quad -\tau_1 < \tau \leq \tau_r,
\]

\[
\sigma_{rad}(\tau) = \sigma_{st}(\tau) \left[1 + \frac{(\gamma/\zeta) (\tau_r/\tau_1) (\tau/\tau_r - 1)}{(\gamma/\delta)(\tau_r/\tau_1 + 1)}\right]^{-2\zeta}, \quad \tau \geq \tau_r,
\]

where \( \gamma > 0 \) while \( \delta \geq 0 \) and \( \zeta \geq 0 \); in Eqs. (3.35)–(3.36) and (3.37) the subscripts parametrize the evolution during the inflationary stage and during the stiff phase. Equation (3.37) corresponds to the regime where the gauge coupling flattens during the radiation epoch and \( \zeta \ll 1 \). During inflation (i.e. for \( \tau \leq -\tau_1 \)) the rate of variation \( \mathcal{F}_{inf} = \sqrt{\sigma'}/\sqrt{\sigma} \) is simply given by \( \gamma/\tau \). In the subsequent stiff and radiation epochs \( \mathcal{F} \) can be instead expressed as:

\[
\mathcal{F}_{st} = -\frac{\delta}{y(\tau)}, \quad \tau_r < \tau - \tau_1, \quad \text{where} \quad y(\tau) = \tau + (q_1 + 1)\tau_1,
\]

\[
\mathcal{F}_{rad} = -\frac{\delta}{z(\tau)}, \quad \tau \geq \tau_r, \quad \text{where} \quad z(\tau) = \tau + (q_2 - 1)\tau_r,
\]

where \( q_1 \) and \( q_2 \) are defined in terms of \( \gamma, \delta \) and \( \zeta \):

\[
q_1 = \delta/\gamma, \quad q_2 = \frac{(\gamma/\delta)(\tau_r/\tau_1 + 1) + 1}{(\gamma/\zeta)(\tau_r/\tau_1)}.
\]

It is relevant to mention that since \( \sigma \) is continuous and differentiable also \( \mathcal{F} \) will be continuous. Note that, at the end of inflation, \( y(-\tau_1) = q_1\tau_1 \) while at the onset of the radiation stage \( z(\tau_r) = q_2 \tau_r \).

The evolution of the gauge coupling is indirectly constrained by the thermalization process. The produced particles during the stiff phase interact via the exchange of gauge bosons and their concentration will be roughly given by \( n = N T^3 \) where \( T \simeq H_1(a_1/a) \) is the kinetic temperature which eventually coincides with the thermodynamic temperature after thermalization \( [26,37,38] \). If the interactions take place via the exchange of gauge bosons the cross section will be proportional to \( \alpha_g/T^2 \) where \( \alpha_g = g^2/(4\pi) = 1/\sigma \). When the cross section multiplied by the concentration becomes comparable with the expansion rate \( \mathcal{P} \)ERmalization takes place and this occurs, approximately, when \( \alpha_g N T \simeq H \). In the case of a generic stiff phase we have that \( H \simeq H_1(a_1/a)^{1/\beta} \) so that we have that the thermalization will take place at a typical curvature scale \( H_{th} \):

\[
\xi_{th} = \left(\frac{H_{th}}{H_1}\right) = \left(N \alpha_{g, th}\right)^{1/(1-\beta)}.
\]
where, by definition, $\alpha_{g,\text{th}} = \alpha_g(\tau_{\text{th}})$ is the value of the gauge coupling at thermalization. The estimate (3.40) together with the timeline of the scenario suggest that either the gauge coupling freezes during the stiff phase or it will get to a constant value in the radiation epoch. In both cases we will have to demand that thermalization takes place before radiation dominates. This condition will then implies that $\xi_{\text{th}} > \xi_r \geq \xi_r$. If we now recall the explicit expression of (3.33) we have that

$$N^\prime(1-3\beta)/(1-\beta(1-2\beta)) \alpha_g^{2/(1-\beta)} > \left(\frac{\pi r_T A^{(s)}}{6}\right)^{1/(1-2\beta)}.$$  

(3.41)

Equation (3.41) is always verified in the case the evolution of the gauge coupling is given by Eqs. (3.35)–(3.36) and (3.37). For instance in the case $\beta = 1/3$ (which is probably the most realistic situation) we have that $\alpha_{g,\text{th}} > (\pi r_T A^{(s)}/6)$. If the gauge coupling freezes when $\alpha_g = O(0.01)$, Eq. (3.41) will be safely satisfied.

According to Eq. (3.41) the gauge coupling should not be too small around thermalisation and this requirement excludes, in practice, the possibility that $g(\tau)$ decreases by always remaining perturbative throughout all the stages of the evolution. Let us consider, in this respect, the dual evolution of Eqs. (3.35)–(3.36) and (3.37); the dual case can be simply obtained by transforming

$$\gamma \to -\tilde{\gamma}, \quad \delta \to -\tilde{\delta}, \quad \zeta \to -\tilde{\zeta},$$  

(3.42)

with $\tilde{\gamma} > 0$, $\tilde{\delta} \geq 0$ and $\tilde{\zeta} \geq 0$. If the transformation (3.42) is applied to Eqs. (3.35)–(3.36) and (3.37) we have that $\sigma \to 1/\sigma$ (and $g \to 1/g$). Incidentally the transformation (3.42) exchanges also the magnetic and electric power spectra as we shall briefly see later on [55, 56]. From Eq. (3.42) the gauge coupling always decreases and we therefore have two possibilities: either $g_i = O(1)$ at the onset of inflation or $g_i \gg 1$. If $g_i = O(1)$ the constraint (3.41) cannot be satisfied; conversely if $g_i \gg 1$ will be strongly coupled at the beginning. Recalling that $g_i = \sqrt{4\pi/\sigma_i}$, from the dual version of Eq. (3.35) we will have

$$\sqrt{\sigma_i} = \sqrt{\sigma_1} \left(\frac{a_i}{a_f}\right)^{\tilde{\gamma}} \ll 1 \Rightarrow g_i = \frac{\sqrt{4\pi}}{\sqrt{\lambda_i}} \gg 1.$$  

(3.43)

Since $N = O(60)$ is the total number of inflationary $e$-folds, $(a_i/a_f)^{\tilde{\gamma}} = e^{-N} \ll 1$. Equation (3.43) implies that the evolution of the gauge coupling starts from a non-perturbative regime unless $\sqrt{\lambda_1}$ is extremely large: only in this way we would have $\sqrt{\lambda_i} = O(1)$. Whenever $\sqrt{\lambda_1} \gg 1$ the gauge coupling will be extremely minute at the end of inflation and this is at odds with the fact that during the decelerated stage of expansion we would like to have $g^2 = O(10^{-2})$ but not much smaller. In what follows we shall focus on the case where the gauge coupling increases and then freezes (either during the stiff phase or in the radiation epoch) by always remaining perturbative. More contrived cases could be imagined but the purpose here is just to illustrate the simplest situation compatible with quintessential inflation in the Palatini formulation.
4 The spectra of the gauge fields

Assuming, for the sake of concreteness, that the electroweak temperature $T_{ew}$ is $O(100)$ GeV, when $T < T_{ew}$ the $SU_L(2) \otimes U_Y(1)$ symmetry is broken down to $U_{ew}(1)$ and the produced gauge fields will survive ordinary magnetic fields evolving in an electrically neutral plasma. For $T > T_{ew}$ the electroweak symmetry is restored while around $T \simeq T_{ew}$ the ordinary magnetic fields are proportional to the hypermagnetic fields through the cosine of the Weinberg’s angle $\theta_W$, i.e. $\cos \theta_W \vec{B}$. The modes reentering for $T > T_{ew}$ may affect the baryon asymmetry [49, 50, 51, 52]. In what follows, for reasons of opportunity, we shall mainly be concerned with the modes reentering just prior to decoupling and affecting the magnetogenesis requirements.

4.1 Quantum description of the gauge fields

To compute the hypermagnetic and hyperelectric power spectra we start from the gauge part of Eq. (2.28) and deduce the explicit form of the Hamiltonian under the assumption that both $\sigma$ and $\bar{\sigma}$ are homogeneous:

$$\hat{H}_Z(\tau) = \frac{1}{2} \int d^3x \left[ \hat{\pi}^2_i + \mathcal{F} \left( \hat{\pi}_i \hat{Z}_i + \hat{\pi}_i \hat{Z}_i \right) + \partial_i \hat{Z}_k \partial^i \hat{Z}_k - \left( \frac{\sigma'}{\sigma} \right) \hat{Z}_i \partial_j \hat{Z}_k \epsilon^{ijk} \right],$$

(4.1)

where $\hat{Z}_i$ is the quantum field operator corresponding to the (rescaled) vector potential $Z_i = \sqrt{\sigma/(4\pi)} Z_i$ defined in the Coulomb gauge [57] which is the most convenient since it is invariant under Weyl rescaling. In Eq. (4.1) $\hat{\pi}_i = \hat{Z}_i' - \mathcal{F} \hat{Z}_i$ denotes the canonical momentum operator; to make the notation more concise, the rate of variation of the gauge coupling $\mathcal{F} = \sqrt{\sigma'}/\sqrt{\sigma}$ has been introduced throughout. The evolution equations of the field operators following form the Hamiltonian (4.1) are (units $\hbar = c = 1$ will be adopted):

$$\hat{\pi}_i' = i \left[ \hat{H}_Z, \hat{\pi}_i \right] = -\mathcal{F} \hat{\pi}_i + \nabla^2 \hat{Z}_i + \frac{\sigma'}{\sigma} \epsilon_{ijk} \partial^j \hat{Z}_k,$n

$$\hat{Z}_i' = i \left[ \hat{H}_Z, \hat{Z}_i \right] = \hat{\pi}_i + \mathcal{F} \hat{Z}_i.$$ (4.2)

The field operators of Eq. (4.2) obey the canonical commutation relations at equal times

$$\left[ \hat{Z}_i(\vec{x}_1, \tau), \hat{\pi}_j(\vec{x}_2, \tau) \right] = i \Delta_{ij} \left( \vec{x}_1 - \vec{x}_2 \right),$$ (4.3)

where, as usual in the Coulomb gauge, $\Delta_{ij}(\vec{x}_1 - \vec{x}_2) = \int d^3k e^{i\vec{k}(\vec{x}_1 - \vec{x}_2)} p_{ij}(\vec{k})/(2\pi)^3$ [with $p_{ij}(\vec{k}) = (\delta_{ij} - \hat{k}_i \hat{k}_j)$] is the transverse generalization of the Dirac delta function ensuring that both the field operators and the canonical momenta are divergenceless. The mode expansion for the hyperelectric and hypermagnetic fields in the circular basis is:

$$\hat{E}_i(\vec{x}, \tau) = -\sum_{\alpha = \pm} \int \frac{d^3k}{(2\pi)^{3/2}} \left[ g_{k,\alpha}(\tau) \hat{a}_{k,\alpha} \varepsilon^{(\alpha)}_i(\vec{k}) e^{-i\vec{k} \cdot \vec{x}} + \text{h.c.} \right],$$ (4.4)

$$\hat{B}_k(\vec{x}, \tau) = -i \sum_{\alpha = \pm} \sum_{\alpha = \pm} \int \frac{d^3k}{(2\pi)^{3/2}} k_j \left[ f_{k,\alpha}(\tau) \hat{a}_{k,\alpha} \varepsilon^{(\alpha)}_i(\vec{k}) e^{-i\vec{k} \cdot \vec{x}} - \text{h.c.} \right].$$ (4.5)
In Eq. (4.5) the right (i.e. $R$) and left (i.e. $L$) polarizations are defined, respectively, by:

$$\hat{\xi}(\pm)(\hat{k}) = \hat{\xi}_{\oplus}(\hat{k}) \pm i \hat{\xi}_{\otimes}(\hat{k}), \quad \hat{\xi}^{(+)}(\hat{k}) \equiv \hat{\xi}_{R}(\hat{k}), \quad \hat{\xi}^{(-)}(\hat{k}) \equiv \hat{\xi}_{L}(\hat{k}),$$

(4.6)

and $\hat{k}$, $\hat{\xi}_{\oplus}$ and $\hat{\xi}_{\otimes}$ denote a triplet of mutually orthogonal unit vectors defining, respectively, the direction of propagation and the two linear (vector) polarizations. From Eq. (4.6) the vector product of $\hat{k}$ with the circular polarizations will be given by $\hat{k} \times \hat{\xi}(\pm) = \mp i \hat{\xi}(\pm)$. The hyperelectric field operator coincides (up to a sign) with the canonical momentum [i.e. $\hat{E}_{i} = -\hat{\pi}_{i} = -\sqrt{\sigma}(\hat{Z}_{i}/\sqrt{\sigma})$] while the hypermagnetic field operator is simply $\hat{B}_{k} = \epsilon_{ijk} \partial_{j} \hat{Z}_{j}$. The hypermagnetic and hyperelectric mode functions [i.e. $f_{k,\alpha}(\tau)$ and $g_{k,\alpha}(\tau)$ respectively] must preserve the commutation relations (4.3) and this is why their Wronskian $W_{\alpha} = f_{k,\alpha} g_{k,\alpha}^{\ast} - f_{k,\alpha}^{\ast} g_{k,\alpha} \rightarrow i$ for each of the two circular polarizations. The actual evolution of the mode functions follows by inserting the expansions (4.4)–(4.5) into Eq. (3.3)–(3.4) we can reobtain, after some simple algebra, the equations for the mode function already derived in Eqs. (4.7)–(4.8) from the evolution of the operators in the Heisenberg description.

Inserting the explicit expressions of the field operators of Eqs. (4.4)–(4.5) into Eqs. (3.3)–(3.4) we can reobtain, after some simple algebra, the equations for the mode function already derived in Eqs. (4.7)–(4.8) from the evolution of the operators in the Heisenberg description.

The quantum mechanical initial conditions imposed on the mode functions are fully justified since we shall consider the situation where the total number of inflationary $e$-folds is always larger than $O(60)$. This means that potentially relevant classical inhomogeneities have been already dissipated. In the case of minimal duration of inflation the logic will be necessarily different (see e.g. [58, 59]). We also note that in the case of a stiff post-inflationary stage the maximal number of $e$-folds accessible to large-scale measurements may be even much larger than $O(60)$ [39, 40]; in fact we have

$$N_{\text{max}} = 60 + \frac{1}{4} \ln \left( \frac{h_{0}^{2} \Omega_{R0}}{4.15 \times 10^{-5}} \right) - \ln \left( \frac{h_{0}}{0.7} \right)$$

$$+ \frac{1}{4} \ln \left( \frac{A^{(s)}}{2.4 \times 10^{-9}} \right) + \frac{1}{4} \ln \left( \frac{r_{T}}{0.01} \right) - (1/2 - \beta) \ln \xi_{r}.$$  

(4.9)

As in Eq. (3.32) $\beta$ denotes the rate of expansion during the stiff phase and $\xi_{r} = H_{r}/H_{1}$. Note that, on a purely phenomenological ground, $H_{r}$ cannot be smaller than the one of nucleosynthesis (i.e. approximately $H_{r} > 10^{-44} M_{P}$); thus, in principle, $\xi_{r}$ can be smaller than $\xi_{r}^{\ast}$ provided the reheating occurs just prior to the formation of the light nuclei [4]. Thus, if $\beta - 1/2 < 0$ (as it happens in $\beta = 1/3$ when the post-inflationary background is dominated by stiff sources), $N_{\text{max}}$ may increase even by $15 \ e$-folds.

\[4\] When we say that, in principle, $\xi_{r}$ can be smaller than $\xi_{r}^{\ast}$, we simply mean that this situation is possible but not plausible. If this should happen the dominance of radiation must anyway take place before the synthesis of the light nuclei. This must be true in spite of the (possibly contrived) dynamics leading to such a situation.
4.2 General forms of the gauge power spectra

From the Fourier transform of the field operators \([4.4]–[4.5]\)

\[
\hat{E}_i(\vec{q},\tau) = -\sum_{\alpha=\pm} \left[ \varepsilon_i^{(\alpha)}(\vec{q}) g_{q,\alpha} \hat{a}_{q,\alpha} + \varepsilon_i^{(\alpha)*}(-\vec{q}) g_{q,\alpha}^* \hat{a}_{-q,\alpha}^\dagger \right], \tag{4.10}
\]

\[
\hat{B}_k(\vec{p},\tau) = -i \epsilon_{ijk} \sum_{\alpha=\pm} \left[ p_i \varepsilon_j^{(\alpha)}(\vec{p}) f_{p,\alpha} \hat{a}_{p,\alpha} + p_i \varepsilon_j^{(\alpha)*}(-\vec{p}) f_{p,\alpha}^* \hat{a}_{-p,\alpha}^\dagger \right], \tag{4.11}
\]

where \(\epsilon_{ijk}\) is the Levi-Civita symbol in three-dimensions. As a consequence the two-point functions constructed from Eqs. \([4.10]\) and \([4.11]\) will consists of the symmetric contribution and of the corresponding antisymmetric part\(^5\)

\[
\langle \hat{E}_i(\vec{k},\tau) \hat{E}_j(\vec{p},\tau) \rangle = \frac{2\pi^2}{k^3} \left[ P_E(k,\tau) p_{ij}(\vec{k}) + i P_E^G(k,\tau) \varepsilon_{ij\ell} \hat{k}^\ell \right] \delta^{(3)}(\vec{p} + \vec{k}), \tag{4.12}
\]

\[
\langle \hat{B}_i(\vec{k},\tau) \hat{B}_j(\vec{p},\tau) \rangle = \frac{2\pi^2}{k^3} \left[ P_B(k,\tau) p_{ij}(\vec{k}) + i P_B^G(k,\tau) \varepsilon_{ij\ell} \hat{k}^\ell \right] \delta^{(3)}(\vec{p} + \vec{k}), \tag{4.13}
\]

where \(p_{ij}(\vec{k}) = \delta_{ij} - \hat{k}_i \hat{k}_j\) is the standard traceless projector. The superscript \((G)\) reminds that power spectra of Eq. \([4.15]\) determine the corresponding gyrotropies defined, respectively, by the expectation values of the two pseudoscalar quantities \(\langle \vec{B} \cdot \hat{\nabla} \times \vec{B} \rangle\) and \(\langle \vec{E} \cdot \hat{\nabla} \times \vec{E} \rangle\). In Eqs. \([4.12]–[4.13]\) \(P_E(k,\tau)\) and \(P_B(k,\tau)\) denote the hyperelectric and the hypermagnetic power spectra whose explicit expression is given by:

\[
P_E(k,\tau) = \frac{k^3}{4\pi^2} \left[ |g_{k,-}|^2 + |g_{k,+}|^2 \right], \quad P_B(k,\tau) = \frac{k^5}{4\pi^2} \left[ |f_{k,-}|^2 + |f_{k,+}|^2 \right]. \tag{4.14}
\]

In the limit \(\sigma \to 0\) the gyrotrropic contributions of Eqs. \([4.12]–[4.13]\)

\[
P_E^G(k,\tau) = \frac{k^3}{4\pi^2} \left[ |g_{k,-}|^2 - |g_{k,+}|^2 \right], \quad P_B^G(k,\tau) = \frac{k^5}{4\pi^2} \left[ |f_{k,-}|^2 - |f_{k,+}|^2 \right] \tag{4.15}
\]

vanish. The reason is that, in this limit, the evolution of the two circularly polarized mode functions coincide (see Eqs. \([4.7]–[4.8]\) so that

\[
\sigma \to 0, \quad P_E^G(k,\tau) \to 0, \quad P_B^G(k,\tau) \to 0. \tag{4.16}
\]

If \(\sigma \neq 0\) the mechanism discussed in this investigation generates the spectrum of the hypermagnetic gyrotropy. The modes reentering prior to the electroweak phase transition must be released into fermions later on \([50]\) so that the presence of \(\sigma\) provides a mechanism for the baryon asymmetry generation that has been investigated in various frameworks. Only for reasons of space and opportunity we leave aside these important applications that complements the phenomenological considerations of the following section. It should be however

\(^5\)The expectation values are computed from Eqs. \([4.10]–[4.11]\), by recalling that \(2 \varepsilon_i^{(+)}(\vec{k}) \varepsilon_j^{(-)}(\vec{k}) = [p_{ij}(\vec{k}) - i \epsilon_{ij\ell} \hat{k}^\ell] \).
remarked that the slopes of the superhorizon hypermagnetic spectra are practically unaf-
fected by the relative strength of the parity-breaking terms. Therefore we do not expect that
the addition of $\sigma$ will change the phenomenological considerations of the following section.

We finally recall that for the forthcoming applications what matters are not the comoving
spectra of Eqs. (4.11)–(4.15) but rather their physical counterpart. From the relations be-
tween the physical and the comoving fields introduced prior to Eqs. the physical power
spectra are given by:

$$P_{X}(k, \tau) = \frac{P_{X}(k, \tau) C_{X}(\tau)}{A^{4}(\tau)}$$

(4.17)

where $P_{X}(k, \tau)$ generically denotes either the hypermagnetic or the hyperelectric field. Let
us finally remind that the energy density of the gauge fields follows from the corresponding
energy-momentum tensor derived from the action. Using Eqs. (4.12)–(4.13) we can obtain
the averaged energy density of the parametrically amplified gauge fields; to compare this
estimate with the energy density of the background geometry we introduce the so-called
spectral energy density in critical units:

$$\Omega_{Z}(k, \tau) = \frac{1}{\rho_{\text{crit}}} \frac{d\langle \rho \rangle}{d \ln k} = \frac{2}{3H^{2} M_{p}^{2} A^{4}} \left[ P_{E}(k, \tau) + P_{B}(k, \tau) \right]$$

(4.18)

where we expressed $\Omega_{Y}(k, \tau)$ both in terms of the comoving and of the physical power
spectra. To guarantee the absence of dangerous backreaction terms in Eqs. (3.1)–(3.6) and
(3.7)–(3.9) the value of $\Omega_{Y}(k, \tau)$ must always be subcritical throughout the various stages of
the evolution and for all relevant scales; this requirement must be separately verified both
during and after inflation.

4.3 The power spectra during inflation

In the case $\sigma \rightarrow 0$ the solution of Eqs. (4.7)–(4.8) during the inflationary stage the expression
of the mode functions follows from Eq. (3.35) and it is given by:

$$f_{k}(\tau) = \frac{N_{f}}{\sqrt{2k}} \sqrt{-k^{2} H_{\gamma-1/2}^{(1)}(-k \tau)}, \quad N_{f} = \sqrt{\frac{\pi}{2}} e^{i\pi(1+|2\gamma-1|)/4},$$

$$g_{k}(\tau) = N_{g} \sqrt{\frac{k}{2}} \sqrt{-k^{2} H_{\gamma+1/2}^{(1)}(-k \tau)}, \quad N_{g} = \sqrt{\frac{\pi}{2}} e^{i\pi \gamma/2},$$

(4.19)

where $g_{k,+} = g_{k,-} = g_{k}$ and $f_{k,+} = f_{k,-} = f_{k}$. In Eq. (4.19) $H_{\alpha}^{(1)}(z)$ are the Hankel
functions of first kind \[53, 54\]; as a consequence the mode functions satisfy the Wronskian
normalization condition $f_{k}(\tau)g_{k}(\tau) - f_{k}(\tau)g_{k}(\tau) = i$ (recall, in this respect, that $H_{\alpha}^{(1)}(z) =
H_{\alpha}^{(2)}(z)$). From Eq. (4.19) the comoving power spectra during inflation are given by:

$$P_{B}(k, \tau) = a^{4} H^{4} D(|\gamma - 1/2|) \left( \frac{k}{a H} \right)^{5-|2\gamma-1|},$$

(4.20)

$$P_{E}(k, \tau) = a^{4} H^{4} D(\gamma + 1/2) \left( \frac{k}{a H} \right)^{4-2\gamma},$$

(4.21)
where the function $D(x)$ is defined as $D(x) = 2^{2x-3} \Gamma^2(x)/\pi^3$. The spectral energy density of Eq. (A.1) must be always subcritical (i.e. $\Omega_{\mathcal{Z}}(k, \tau) \ll 1$) for $\tau \leq -\tau_1$ and $|k\tau| \leq 1$; this requirement is not always satisfied even if, during the inflationary phase, $H \ll M_P$. The first term inside the square bracket at the right hand side of Eq. (A.1) denotes the magnetic contribution while the second term is the electric result. We finally mention that from Eqs. (4.20)–(4.21) it is immediate to obtain the gauge spectra in the case of decreasing gauge coupling. Following the logic of Eq. (3.42) we actually have that for $\gamma \to -\tilde{\gamma}$ the power spectra are exchanged i.e. $P_B(k, \tau) \to \tilde{P}_E(k, \tau)$ and $P_E(k, \tau) \to \tilde{P}_B(k, \tau)$; therefore the explicit expressions of $\tilde{P}_B(k, \tau)$ and $\tilde{P}_E(k, \tau)$ are:

$$\tilde{P}_B(k, \tau) = a^4 H^4 D(\tilde{\gamma} + 1/2) \left( \frac{k}{aH} \right)^{4-2\tilde{\gamma}},$$

$$\tilde{P}_E(k, \tau) = a^4 H^4 D(|\tilde{\gamma} - 1/2|) \left( \frac{k}{aH} \right)^{5-|2\tilde{\gamma}-1|}. \quad (4.22)$$

The results of Eqs. (4.22)–(4.23) are a manifestation of the duality symmetry [55, 56] and follow directly from the transformation properties of Eqs. (4.7)–(4.8) under $\sigma \to 1/\sigma$ and in the limit $\sigma \to 0$. The same symmetry can be used to obtain the explicit form of the power spectra in the other stages of the model. As already discussed after Eq. (3.42) we shall preferentially discuss the case of increasing gauge coupling since this is comparatively less constrained.

4.4 The power spectra during the stiff phase

During the stiff phase (i.e. for $\tau_r > \tau \geq |\tau_1|$) the continuous parametrization of $\sqrt{\sigma}$ given in Eq. (3.36) implies that the solutions of Eqs. (4.7)–(4.8) with the correct asymptotic conditions are:

$$\begin{pmatrix}
  f_k(\tau) \\
  g_k(\tau)/k
\end{pmatrix} =
\begin{pmatrix}
  A_{ff}(k, \tau, \tau_1) & A_{fg}(k, \tau, \tau_1) \\
  A_{gf}(k, \tau, \tau_1) & A_{gg}(k, \tau, \tau_1)
\end{pmatrix}
\begin{pmatrix}
  \bar{f}_k \\
  \bar{g}_k/k
\end{pmatrix}, \quad (4.24)
$$

where

$$\bar{f}_k = f_k(-\tau_1) \quad \text{and} \quad \bar{g}_k = g_k(-\tau_1) \quad (4.25)$$

denote the values of the mode functions at end of the inflationary phase and the matrix elements at the right hand side of Eq. (4.24) can be found in appendix A. The entries of the matrix appearing in Eq. (4.24) are not all of the same order; indeed from the explicit expressions of Eqs. (A.1)–(A.2) we can prove that, in the limit $x_1 = |k\tau_1| \ll 1$, the following hierarchy is always verified:

$$\frac{A_{ff}(k, \tau, \tau_1) k f_k}{A_{fg}(k, \tau, \tau_1) \bar{g}_k} \simeq \frac{A_{gf}(k, \tau, \tau_1) k \bar{f}_k}{A_{gg}(k, \tau, \tau_1) \bar{g}_k} = O(x_1^\alpha), \quad (4.26)$$

\(^6\)The transformations transforming Eq. (4.7) into Eq. (4.8) (and vice versa) are $f_{k, \alpha} \to g_{k, \alpha}/k$ and $g_{k, \alpha} \to -k f_{k, \alpha}$. 
where we introduced the combination\(^{7}\) \(\alpha = \gamma + 3/2 - |\gamma - 1/2|\). In practice the condition \(x_1 \ll 1\) is always verified since it only amounts to requiring that the various \(k\)-modes are smaller than the maximal frequency of the spectrum. The result of Eq. (4.26) implies that, in spite of the value of \(\gamma\), the correction \(\mathcal{O}(x_1^\alpha)\) in Eq. (4.27) is always negligible for \(x_1 \ll 1\) so that the explicit form of the mode functions from Eq. (4.24) are:

\[
\begin{align*}
&f_k(\tau) = \frac{A_{fg}(k, \tau, \tau_1)}{k} g_k \left[ 1 + \mathcal{O}(x_1^\alpha) \right], \\
g_k(\tau) = \frac{A_{gg}(k, \tau, \tau_1)}{k} g_k \left[ 1 + \mathcal{O}(x_1^\alpha) \right].
\end{align*}
\]

(4.27)

Since \(f_{k,+} = f_{k,-} = f_k\) and \(g_{k,+} = g_{k,-} = g_k\) the explicit form of the comoving power spectra for \(\tau_r < \tau < -\tau_1\) is obtained after inserting Eq. (4.27) into Eq. (4.14):

\[
\begin{align*}
P_B(k, \tau) &= a^4 H^4_1 (\gamma + 1/2) |A_{fg}(k, \tau, \tau_1)|^2 \left( \frac{k}{a_1 H_1} \right)^{4-2\gamma}, \\
P_E(k, \tau) &= a^4 H^4_1 (\gamma + 1/2) |A_{gg}(k, \tau, \tau_1)|^2 \left( \frac{k}{a_1 H_1} \right)^{4-2\gamma}.
\end{align*}
\]

(4.28) \hspace{1cm} (4.29)

These spectra can be computed for any range of the parameters. However since the relevant physical scales for magnetogenesis will reenter prior to equality (and generally after BBN) the physical range of the parameters corresponds to the scales that are still larger than the effective horizon (i.e. \(|k\tau| \ll 1\)) for \(|\tau_1|\tau < \tau_r\); in this case \(A_{fg}(k, \tau, \tau_1)\) and \(A_{gg}(k, \tau, \tau_1)\) can be approximated as:

\[
\begin{align*}
&A_{fg}(k, \tau, \tau_1) = \frac{x}{(2\delta + 1)} \left( \frac{x}{q_1 x_1} \right)^\delta \left[ 1 + \mathcal{O}(x^2) \right], \\
&A_{gg}(k, \tau, \tau_1) = \left( \frac{x}{q_1 x_1} \right)^\delta \left[ 1 + \mathcal{O}(x^2) \right].
\end{align*}
\]

(4.30)

Equation (4.30) is valid in the limit \(x_1 \ll 1\) and \(x/x_1 \simeq |\tau/\tau_1| \gg 1\). Therefore the explicit form of the power spectra to leading order is:

\[
\begin{align*}
P_B(k, \tau) &= a^4 H^4_1 C_B(\gamma, \delta) \left( \frac{k}{a_1 H_1} \right)^{4-2\gamma-2\delta} \left( \frac{k}{a H} \right)^{2\delta+2}, \\
P_E(k, \tau) &= a^4 H^4_1 C_E(\gamma, \delta) \left( \frac{k}{a_1 H_1} \right)^{4-2\gamma-2\delta} \left( \frac{k}{a H} \right)^{2\delta}.
\end{align*}
\]

(4.31) \hspace{1cm} (4.32)

The numerical coefficients \(C_E(\gamma, \delta)\) and \(C_B(\gamma, \delta)\) are relevant for the final result but only depend on \(\gamma\) and \(\delta\); in the first approximation we can consider they give a contribution ranging between \(10^{-2}\) and 1:

\[
C_B(\gamma, \delta) = \frac{2^{2\gamma-2}}{\pi^3 (2\delta + 1)^2} \left( \frac{\delta}{\gamma} \right)^{-2\delta} \Gamma^2(\gamma + 1/2), \quad C_E(\gamma, \delta) = (2\delta + 1)^2 C_B(\gamma, \delta).
\]

(4.33)

\(^{7}\) This combination has obviously nothing to do with the coefficient appearing in the nonlinear gravitational action; we think that this remark will prevent any possible confusion.
In practice the interesting physical range of Eqs. (4.31)–(4.32) and (4.33) is realized for $\delta > 1/2$ and $k\tau \ll 1$. When $0 < \delta \ll \gamma$ the explicit expressions of the hypermagnetic and hyperelectric power spectra are:

\[
P_B(k, \tau) = a_1^4 H_1^4 D(\gamma + 1/2) \left( \frac{k}{a_1 H_1} \right)^{4-2\gamma-2\delta} F^2_B(k\tau, \delta),
\]

\[
P_E(k, \tau) = a_1^4 H_1^4 D(\gamma + 1/2) \left( \frac{k}{a_1 H_1} \right)^{4-2\gamma-2\delta} F^2_E(k\tau, \delta),
\]  

(4.34)

where $F_B(x, \delta)$ and $F_E(x, \delta)$ are defined as:

\[
F_B(x, \delta) = \left( \frac{q_1}{2} \right)^{-\delta} \sqrt{\frac{x}{2}} \Gamma(\delta + 1/2) J_{\delta+1/2}(x),
\]

\[
F_E(x, \delta) = \left( \frac{q_1}{2} \right)^{-\delta} \sqrt{\frac{x}{2}} \Gamma(\delta + 1/2) J_{\delta-1/2}(x).
\]  

(4.35)

The results of Eqs. (4.34)–(4.35) only assume $x_1 < 1$ and $0 \leq \delta \ll \gamma$ and can be evaluated either for $k\tau \ll 1$ or for $k\tau \gg 1$.

4.5 The power spectra during in the radiation stage

For $\tau > \tau_r$ we have that $\sigma(\tau)$ is given by Eq. (3.37) the correctly normalized solutions of Eqs. (4.7)–(4.8) are:

\[
\begin{pmatrix}
    f_k(\tau) \\
    g_k(\tau)/k
\end{pmatrix}
= \begin{pmatrix}
    B_{ff}(k, \tau, \tau_1, \tau_r) & B_{fg}(k, \tau, \tau_1, \tau_r) \\
    B_{gf}(k, \tau, \tau_1, \tau_r) & B_{gg}(k, \tau, \tau_1, \tau_r)
\end{pmatrix}
\begin{pmatrix}
    \tilde{f}_k \\
    \tilde{g}_k/k
\end{pmatrix},
\]

(4.36)

where this time

\[
\tilde{f}_k = f_k(\tau_r) \quad \text{and} \quad \tilde{g}_k = g_k(\tau_r)
\]  

(4.37)

denote the values of the mode functions at end of the stiff phase. The matrix elements appearing in Eq. (4.36) are reported in appendix A. This time the hierarchy between the different terms of the solution is more complicated. To simplify the various terms appearing in Eq. (A.5)–(A.6) we then consider the physical limit $x_r = |k\tau_r| \ll 1$:

\[
B_{ff}(k, \tau, \tau_1, \tau_r) = \left( \frac{q_2 x_r}{2} \right)^{\zeta} \left[ \sqrt{\frac{x}{2}} \Gamma(1/2 - \zeta) J_{-\zeta-1/2}(x) + O(x_r) \right] + O\left( (q_2 x_r)^{1-\zeta} \right),
\]

\[
B_{fg}(k, \tau, \tau_1, \tau_r) = \left( \frac{q_2 x_r}{2} \right)^{1-\zeta} \left[ \sqrt{\frac{x}{2}} \Gamma(1/2 + \zeta) J_{\zeta+1/2}(x) + O(x_r) \right] + O\left( (q_2 x_r)^{1+\zeta} \right),
\]

\[
B_{gf}(k, \tau, \tau_1, \tau_r) = \left( \frac{q_2 x_r}{2} \right)^{\zeta} \left[ -\sqrt{\frac{x}{2}} \Gamma(1/2 - \zeta) J_{1/2-\zeta}(x) + O(x_r) \right] + O\left( (q_2 x_r)^{1-\zeta} \right),
\]

\[
B_{gg}(k, \tau, \tau_1, \tau_r) = \left( \frac{q_2 x_r}{2} \right)^{1-\zeta} \left[ \sqrt{\frac{x}{2}} \Gamma(1/2 + \zeta) J_{\zeta-1/2}(x) + O(x_r) \right] + O\left( (q_2 x_r)^{1+\zeta} \right).
\]

(4.38)

If the gauge coupling freezes during the stiff phase then $\zeta = 0$; conversely if it freezes during the radiation epoch we will have that $\zeta \ll \delta$. This is why Eq. (4.38) has been obtained in
the case $\zeta < 1/2$ which encompasses both situations, as we shall also see more precisely from section 5. If we now recall the hierarchies of Eq. (4.26) we can write $\tilde{f}_k$ and $\tilde{g}_k$ as:

\[
\tilde{f}_k = A_f g(k, \tau, \tau_1) \frac{\bar{g}_k}{k}, \quad \tilde{g}_k = A_g g(k, \tau, \tau_1) \bar{g}_k.
\] (4.39)

From Eqs. (4.38)–(4.39) the mode functions for $\tau > \tau_r$ become:

\[
f_k(\tau) = \frac{\bar{g}_k}{k} \left[ B_{ff}(k, \tau, \tau_1) A_f g(k, \tau, \tau_1) + B_{fg}(k, \tau, \tau_1, \tau_r) A_g g(k, \tau, \tau_1) \right],
\]

\[
g_k(\tau) = \frac{\bar{g}_k}{k} \left[ B_{fg}(k, \tau, \tau_1) A_f g(k, \tau, \tau_1) + B_{gg}(k, \tau, \tau_1, \tau_r) A_g g(k, \tau, \tau_1) \right].
\] (4.40)

Recalling that $f_{k,+} = f_{k,-} = f_k$ and $g_{k,+} = g_{k,-} = g_k$ the explicit form of the comoving power spectra for $\tau > \tau_r$ is obtained after inserting Eq. (4.40) into Eq. (4.14):

\[
P_B(k, \tau) = \frac{k^3 |\bar{g}_k|^2}{2\pi^2 q_1^2} \frac{k \tau_r}{k \tau_1} \left[ \frac{B_{ff}(k, \tau, \tau_1, \tau_r)}{1 + 2\delta} |k \tau_r| + \frac{B_{fg}(k, \tau, \tau_1, \tau)}{1 + 2\delta} |k \tau| \right]^2.
\] (4.41)

\[
P_E(k, \tau) = \frac{k^3 |\bar{g}_k|^2}{2\pi^2 q_1^2} \frac{k \tau_r}{k \tau_1} \left[ \frac{B_{fg}(k, \tau, \tau_1, \tau_r)}{1 + 2\delta} |k \tau_r| + \frac{B_{gg}(k, \tau, \tau_1, \tau_r)}{1 + 2\delta} |k \tau| \right]^2.
\] (4.42)

If we take the limits $k \tau_1 \ll 1$ and $k \tau_r \ll 1$ by keeping $k \tau$ free to vary we have that Eqs. (4.41)–(4.42):

\[
P_B(k, \tau) = a_1^4 H_1^4 \mathcal{C}(\tau_1, \tau_1, \gamma, \delta, \zeta) \left( k \frac{a_r H_r}{a_1 H_1} \right)^{4-2\gamma-2\zeta} \left( \frac{a_r H_r}{a_1 H_1} \right)^{4-2\gamma-2\delta} Q_B^2(k, k \tau, \zeta).
\] (4.43)

\[
P_E(k, \tau) = a_1^4 H_1^4 \mathcal{C}(\tau_1, \tau_1, \gamma, \delta, \zeta) \left( k \frac{a_r H_r}{a_1 H_1} \right)^{4-2\gamma-2\zeta} \left( \frac{a_r H_r}{a_1 H_1} \right)^{4-2\gamma-2\delta} Q_E^2(k, k \tau, \zeta).
\] (4.44)

The two functions $Q_B(k, k \tau, \zeta)$ and $Q_B(k, k \tau, \zeta)$ appearing in Eqs. (4.12)–(4.13) can be defined for generic values of their arguments and they are:

\[
Q_B(x, y, \zeta) = \sqrt{x} \left[ \Gamma(\zeta + 1/2) J_{\zeta+1/2}(x) + \frac{q_2/2}{1 + 2\delta} \Gamma(1/2 - \zeta) y^{2\zeta+1} J_{-\zeta-1/2}(x) \right] (4.45)
\]

\[
Q_E(x, y, \zeta) = \sqrt{x} \left[ \Gamma(\zeta + 1/2) J_{-\zeta-1/2}(x) - \frac{q_2/2}{1 + 2\delta} \Gamma(1/2 - \zeta) y^{2\zeta+1} J_{1/2-\zeta}(x) \right]. (4.46)
\]

Note, furthermore, that $\mathcal{C}(\tau_1, \tau_1, \gamma, \delta, \zeta)$ does not depend on $\tau$ and it is given by:

\[
\mathcal{C}(\tau_1, \tau_1, \gamma, \delta, \zeta) = \frac{2^{2(\gamma+\zeta)-3}}{\pi^3} \Gamma^2(\gamma + 1/2)(\gamma/\delta)^{-2\delta} \left( \frac{(\gamma/\delta)(\tau_r/\tau_1 + 1)}{(\gamma/\zeta)(\tau_r/\tau_1)} \right)^{-2\zeta} q_2^{2\zeta}. (4.47)
\]

The expression for $\mathcal{C}(\tau_1, \tau_1, \gamma, \delta, \zeta)$ looks quite complicated but it simplifies considerably in the case $\tau_r \gg \tau_1$:

\[
\lim_{\tau_r \gg \tau_1} \mathcal{C}(\tau_1, \tau_1, \gamma, \delta, \zeta) = \frac{2^{2(\gamma+\zeta)-3}}{\pi^3} \Gamma^2(\gamma + 1/2)(\gamma/\delta)^{-2\delta}, (4.48)
\]

where it has been used that, according to Eq. (A.6), $q_2 \simeq (\zeta/\delta)$ when $\tau_r \gg \tau_1$. From the phenomenological viewpoint we have that this is indeed the relevant regime since

\[
\frac{\tau_r}{\tau_1} = \frac{a_1 H_1}{a_r H_r} \equiv \xi_r^{-1} \gg 1
\] (4.49)

where the last inequality follows when $\xi_r \gg 1$ and $\beta < 1/2$ (see also Eq. (3.32)).
5 Some phenomenological aspects

The quintessential inflationary scenarios analyzed within the Palatini approach are compatible with the current observational data and it is therefore interesting to discuss in some detail the possible constraints stemming from the magnetogenesis considerations. The two complementary phenomenological possibilities that will be scrutinized correspond to the results already derived on section 4. The first option is that the gauge coupling freezes during the stiff phase; in practice this case corresponds to $\delta \ll \gamma$ while $\zeta = 0$. The second possibility is that the gauge coupling is still evolving during the stiff phase but gets to a constant value in the radiation stage; this second situation is realized when $\zeta \ll \delta$. From the numerical viewpoint, as we shall see, values of $\delta < \mathcal{O}(0.1)$ will be effectively indistinguishable from the case $\delta \to 0$ and the same comment also holds for the variation of $\zeta$.

5.1 Constraints on the parameter space

We shall now consider the bounds on the variation of the gauge coupling by separately examining the constraints during inflation and in the subsequent stages of expansion. For $\tau > \tau_r$ the tenets of the concordance paradigm [60] will be adopted together with the conventional notations.

5.1.1 Inflationary constraints

During inflation the spectral energy density associated with the gauge fields can be immediately deduced by inserting Eqs. (4.19) into Eq. (4.18):

$$\Omega_Z^{(inf)}(k, \tau) = \frac{1}{12\pi} \left(\frac{H}{M_P}\right)^2 (-k\tau)^5 \left[ |H_{\gamma-1/2}^{(1)}(-k\tau)|^2 + |H_{\gamma+1/2}^{(1)}(-k\tau)|^2 \right],$$

(5.1)

where the superscript reminds that the spectral energy density is computed in the inflationary stage. The relevant physical limit of Eq. (5.1) is when the wavelengths are larger than the expansion rate or, in terms of the wavenumbers, $k < aH$; in this case Eq. (5.1) becomes:

$$\Omega_Z^{(inf)}(k, \tau) = \frac{2}{3} \left(\frac{H}{M_P}\right)^2 \left[ D(\gamma - 1/2) \left| \frac{k}{aH} \right|^{5-2\gamma-1} + D(\gamma + 1/2) \left| \frac{k}{aH} \right|^{1-2\gamma} \right].$$

(5.2)

From Eqs. (4.20)–(4.21) and (5.2) the hyperelectric spectra are scale-invariant for $\gamma \to 2$ while the hypermagnetic component steeply increases [i.e. $P_B(k, \tau) \propto |k\tau|^2$ for $k\tau \ll 1$] so that the condition $\Omega_Z^{(inf)}(k, \tau) \ll 1$ is safely satisfied. If $1/2 < \gamma \leq 2$ the requirement $\Omega_Z^{(inf)}(k, \tau) \ll 1$ always holds for $|k\tau| \ll 1$. Finally, if $\gamma > 2$ the hypermagnetic spectrum becomes even steeper while the hyperelectric spectrum diverges in the limit $k\tau \ll 1$: in this case the bound $\Omega_Z^{(inf)} \ll 1$ is not satisfied so that the whole class of models $\gamma > 2$ must

---

8In particular $\Omega_M0$ and $\Omega_R0$ denote the (present) critical fractions of the matter and radiation; $h_0$ is the Hubble rate in units of Hz Mpc/km; $r_T$ denotes the tensor to scalar ratio. These quantities have been already introduced in the previous sections.
be excluded. Equation (5.2) has been deduced in the most constraining regime, namely when the relevant wavelengths are larger than the Hubble radius. The steepness of the hypermagnetic spectrum during the inflationary stage in the limit \( \gamma \to 2 \) does not imply that the magnetic fields will also be minute at the galactic scale after the gauge coupling flattens out. This swift conclusion would only be true provided the hypermagnetic magnetic power spectrum at the end of inflation is not modified at late times (i.e. for \( \tau > -\tau_1 \) or even for \( \tau > \tau_r \)). This is, however, not the case as we saw from the results of the previous section and of appendix A. We shall nonetheless require that \( 0 < \gamma < 2 \) since, for \( \gamma > 2 \), the spectral energy density is overcritical already during the inflationary stage.

### 5.1.2 Constraints from the stiff phase

If the gauge coupling freezes during the stiff phase the spectral energy density follows by inserting Eqs. (4.24) into Eq. (4.18). As discussed in Eqs. (4.27)–(4.30) the general expressions could be simplified in the relevant physical limits where \( k\tau_1 \ll 1 \) and \( |\tau_1| < \tau < \tau_r \). Therefore from Eqs. (4.34)–(4.35) the explicit form of \( \Omega_{Z}^{(st)}(k, \tau) \) is given by:

\[
\Omega_{Z}^{(st)}(k, \tau) = \frac{\pi r_T A^{(s)}}{24} \left( \frac{a_1}{a} \right)^{4-2/\beta} D(\gamma + 1/2) \left( \frac{k}{a_1 H_1} \right)^{4-2\gamma-2\delta} U(k\tau, \delta),
\]

where we introduced \( U(k\tau, \delta) = F_E^2(k\tau, \delta) + F_B^2(k\tau, \delta) \). We stress that the superscript in \( \Omega_{Z}^{(st)}(k, \tau) \) now reminds that the magnetic fields are computed during the stiff phase. As already mentioned, in Eq. (5.3) \( \beta \) measures the expansion rate between \( \tau_1 \) and \( \tau_r \) (see Eq. (3.32) and discussion therein). Equation (5.3) does not apply if the gauge coupling is still evolving during radiation and this will be the last class of constraints discussed in the following subsection. It is relevant to remark, in this respect, that the freezing of the gauge coupling does not imply the reentry of a given scale. On the contrary the gauge coupling may freeze at different epochs while the typical scales relevant to the magnetogenesis considerations are bound to reenter right before matter-radiation equality, as we shall more specifically discuss hereunder. Because the gauge coupling reaches its flat limit for \( \delta \to 0 \), Eq. (5.3) holds, in practice, for \( \delta \ll \gamma \) and for \( \delta \ll \beta \); in this limit, in spite of the value of \( k\tau \) we have that the contribution of \( U(k\tau, \delta) \) can be neglected since:

\[
\lim_{\delta \to 0} [F_E^2(k\tau, \delta) + F_B^2(k\tau, \delta)] \to 1.
\]

Furthermore, thanks to the inflationary bound we must also require that \( \gamma < 2 \) which implies that \( \Omega_{Z}^{(st)}(k, \tau) \) is an increasing or quasi-flat function of the wavenumber. If we evaluate Eq. (5.3) at the end of inflation and for the maximal amplified wavenumber of the spectrum, the critical energy bound reads:

\[
\Omega_{Z}^{(st)}(a_1 H_1, \tau_1) = \frac{\pi r_T A^{(s)}}{24} D(\gamma + 1/2) \ll 1.
\]

The condition of Eq. (5.5) depends on \( \gamma \) very mildly since \( D(\gamma + 1/2) \ll O(1) \) in the range \( 0 < \gamma < 2 \) where the spectral energy density is subcritical during inflation. Since \( r_T < 0.01 \)
Eq. (5.5) implies $\Omega_{Z}^{(st)}(a_{1}H_{1},r_{1}) < O(10^{-10})$. The bound on the spectral energy density is more constraining at $r_{r}$ because, during the stiff phase, the expansion rate is slower than in the radiation stage; from Eq. (5.3) the explicit expression of $\Omega_{Z}^{(st)}(k,\tau_{r})$ is

$$\Omega_{Z}^{(st)}(k,\tau_{r}) = \frac{\pi}{24} D(\gamma + 1/2) r_{T} A^{(s)} \left(\frac{a_{1}}{a_{r}}\right)^{4-2/\beta} \left(\frac{k}{a_{1} H_{1}}\right)^{4-2\gamma-2\delta} U(k\tau_{r},\delta).$$  \tag{5.6}

The spectral energy density can be evaluated for the maximal frequency (which is also the most constraining one). Again the contribution of $U(k\tau_{r},\delta)$ just gives a constant contribution which goes to 1 in the case $\delta \ll 1$. Thus, for $k = k_{1} = a_{1} H_{1}$ Eq. (5.6) demands:

$$\Omega_{Z}^{(st)}(k_{1},\tau_{r}) = \frac{\pi}{24} D(\gamma + 1/2) r_{T} A^{(s)} \xi_{r}^{4\beta-2} < 1.$$  \tag{5.7}

Since $\xi_{r} = H_{r}/H_{1} < 1$ and $\beta < 1/2$ (see Eq. (3.32)) the condition $\Omega_{Z}^{(st)}(k_{1},\tau_{r}) < 1$ depends on the value of $\xi_{r}$. As long as $\Omega_{Z}^{(st)}(k_{1},\tau_{r}) < 1$ we will also have that $\Omega_{Z}^{(st)}(k,\tau_{r}) < 1$ for all the $k < k_{1}$. For instance for $k = k_{r} = a_{r} H_{r}$ we will have that

$$\frac{\Omega_{Z}^{(st)}(k_{r},\tau_{r})}{\Omega_{Z}^{(st)}(k_{1},\tau_{r})} = \xi_{r}^{(\beta-1)(4-2\gamma-2\delta)},$$  \tag{5.8}

which is always smaller than 1 provided

$$\bar{\xi}_{r} \leq \xi_{r} < 1, \quad (\gamma + \delta) < 2, \quad \delta \ll \gamma, \quad \delta \ll \beta < 1/2.$$  \tag{5.9}

It is finally useful to recall that $k/(a_{1} H_{1})$ depends on the comoving scale but also on the cosmological parameters:

$$\frac{k}{a_{1} H_{1}} = 10^{-23.05} \left(\frac{k}{\text{Mpc}^{-1}}\right) \left(\frac{r_{T}}{0.01}\right)^{-1/4} \left(\frac{k_{0}^{2} \Omega_{R0}}{4.15 \times 10^{-5}}\right)^{-1/4} \left(\frac{A^{(s)}}{2.41 \times 10^{-9}}\right)^{-1/4} \xi_{r}^{1/2-\beta}.$$  \tag{5.10}

showing that for the typical scales relevant for the magnetogenesis problem $k/(a_{1} H_{1}) < O(10^{-23})$ since $\beta < 1/2$ and $\xi_{r} \ll 1$; this happens for the same reason already mentioned in connection with Eq. (4.9) where we argued that the existence of a stiff phase affects the determination of the maximal number of e-folds presently accessible to large-scale observations [39, 40].

### 5.1.3 Constraints from the radiation stage

The physical possibilities described in the present and in the previous subsections are somehow mutually exclusive: either the gauge coupling freezes in the stiff phase (i.e. $\delta \ll \gamma$ and $\delta \ll \beta$) or it freezes during the radiation epoch (implying $\zeta \ll \delta$ and $\zeta \ll \beta$). Furthermore if $\sigma$ flattens out for $\tau > \tau_{r}$ we will also have that $(\gamma + \delta) < 2$, with $\delta > 0$; in other words in this case $\delta$ will not have to be much smaller than 1 as it happens instead in Eq. (5.9). Since
\( \gamma < 2 \) (because of the inflationary limit) we will have that \( \gamma < 2 - \delta \). With these caveats, the expression of \( \Omega_Z^{(\text{rad})}(k, \tau) \) follows from Eqs. (4.43)-(4.44) and (4.45)-(4.46):

\[
\Omega_Z^{(\text{rad})}(k, \tau) = \frac{2H_1^4a_1^4}{3H^2a^4M_P^2} \mathcal{C}(\tau_1, \tau_r, \gamma, \delta, \zeta) \left( \frac{k}{H_r a_r} \right)^{4-2\gamma-2\zeta} \left( \frac{a_r H_r}{a_1 H_1} \right)^{4-2\gamma-2\delta} \mathcal{V}(k, \tau, \tau_r, \zeta),
\]

(5.11)

where, for the sake of conciseness, we introduced

\[
\mathcal{V}(k, \tau, \tau_r, \zeta) = Q_E^2(k\tau, k\tau_r, \zeta) + Q_B^2(k\tau, k\tau_r, \zeta).
\]

(5.12)

Since in the limit \( \zeta \ll \gamma \) (and for fixed values of the other arguments) we have that \( \mathcal{V}(k, \tau, \tau_r, \zeta) \to 1 \), when deriving the relevant bounds we shall omit \( \mathcal{V}(k, \tau, \tau_r, \zeta) \) which will be instead taken into account in the numerical discussion. The other useful strategy is to introduce explicitly \( \xi \), which is always much smaller than 1; in this case we can use the limit (4.47) and Eq. (5.11) becomes, after some algebra:

\[
\Omega_Z^{(\text{rad})}(k, \tau) = \frac{2H_1^4a_1^4}{3H^2a^4M_P^2} \mathcal{C}(\gamma, \delta, \zeta) \left( \frac{k}{H_r a_r} \right)^{4-2\gamma-2\zeta} \xi_r^{(1-\beta)(4-2\gamma-2\delta)}.
\]

(5.13)

Since the above expression applies for \( k < k_r \) and \( \tau \geq \tau_r \) the most constraining bound will arise for \( k = \mathcal{O}(a_r H_r) \); in this case Eq. (5.13) becomes:

\[
\Omega_Z^{(\text{rad})}(k_r, \tau) = \frac{\pi}{24} r_T \mathcal{A}(s) \xi_r^{4\beta-2} \mathcal{C}(\gamma, \delta, \zeta) \xi_r^{(1-\beta)(4-2\gamma-2\delta)}.
\]

(5.14)

It follows that \( \Omega_Z^{(\text{rad})}(k_r, \tau) < 1 \) provided \( \xi_r \leq \xi_r < 1 \). In fact we will recover the same condition of Eq. (5.9) with one difference: from Eq. (5.14) we had \( (\gamma + \zeta) < 2 \); now this condition is equivalent, in practice, to \( \gamma < 2 \) since \( \zeta \ll 1 \).

### 5.2 The magnetogenesis requirements

The non-screened vector modes of the hypercharge field project on the electromagnetic fields through the cosine of the Weinberg angle so that the hypermagnetic power spectra must be multiplied by \( \cos^2 \theta_W \) as soon as they reenter the Hubble radius. Defining with \( \tau_k = 1/k \) the reentry time of a generic wavelength, the ratio between \( \tau_k \) and the time of matter-radiation equality \( \tau_{eq} \) is given by (\( \tau_k/\tau_{eq} = \sqrt{2(H_0/k)\Omega_{M0}/\sqrt{\Omega_{R0}}} \)); in more explicit terms we have:

\[
\frac{\tau_k}{\tau_{eq}} = 1.06 \times 10^{-2} \left( \frac{h_0^2\Omega_{M0}}{0.1386} \right) \left( \frac{h_0^2\Omega_{R0}}{4.15 \times 10^{-5}} \right)^{-1/2} \left( \frac{k}{\text{Mpc}^{-1}} \right)^{-1}.
\]

(5.15)

Equation (5.15) implies that the wavenumbers relevant to the magnetogenesis considerations [i.e. \( k = \mathcal{O}(\text{Mpc}^{-1}) \)] reentered prior to matter radiation equality. The evolution of the mode functions in the presence of the conductivity has been discussed in the past and we just remind the main points. For \( \tau > \tau_k \) the conductivity dominates so that the evolution of the magnetic and of the electric mode functions is modified as:

\[
g_k' = -k^2 f_k - \sigma_{em} g_k, \quad f_k' = g_k.
\]

(5.16)
Figure 1: We illustrate the physical power spectrum by fixing $\xi_r$ to its minimal value compatible with the backreaction constraints. The common logarithms of the square root of the physical power spectra (in nG units) are illustrated on the various curves appearing in both plots.

In Eq. (5.16) $\sigma_{em}$ denotes the electromagnetic conductivity since the modes of the field reenter after symmetry breaking. According to Eq. (5.16) the electric fields are suppressed by the finite value of the conductivity, the magnetic fields are not dissipated for typical scales smaller than the magnetic diffusivity scale. The evolution described by Eq. (5.16) can be systematically solved as an expansion in $(k/\sigma_{em})$ by setting initial conditions at $\tau = \tau_k$. Let us assume, for instance, that the gauge coupling freezes during the radiation stage:

$$f_k(\tau) = B_g f(k, \tau_1, \tau_k) g_{k_F}^{-1/2} e^{-k^2/\sigma_{em}}$$

$$g_k(\tau) = \left(\frac{k}{\sigma_{em}}\right) B_{gg}^{(k, \tau_1, \tau_k)} g_{k_F}^{-1/2} e^{-k^2/\sigma_{em}}$$

(5.17)

where the magnetic diffusivity scale $k_\sigma$ has been defined as $k_\sigma^{-2} = \int_{\tau_k}^{\tau} dz/\sigma_{em}(z)$. While the estimate of $k_\sigma$ can be made accurate by computing the transport coefficients of the plasma in different regimes (see e.g. [61]), for the present purposes this is not necessary since the ratio $(k/k_\sigma)^2$ is so small, for the phenomenologically interesting scales, that the negative exponentials in Eq. (5.17) evaluate to 1. In fact by taking $\tau = \tau_{eq}$ we have that $k_\sigma$ turns out to be:

$$\left(\frac{k}{k_\sigma}\right)^2 = \frac{4.75 \times 10^{-26}}{\sqrt{2 h_0^2 \Omega_{M0}(z_{eq} + 1)}} \left(\frac{k}{\text{Mpc}^{-1}}\right)^2$$

(5.18)

where $\Omega_{M0}$ is the present critical fraction in matter and $z_{eq} + 1 = a_0/a_{eq} \simeq \mathcal{O}(3200)$ is the redshift of matter-radiation equality. The conductivity has been discussed in the past in various papers. None of them are specifically concerned with the specific scenario discussed here. However, as a reference, the approach used here reproduces the one of Refs. [49, 62].
These analyses have been later revisited in [62, 63]. In both papers it is suggested that an extra phase could be patched after inflation. This perspective has been originally discussed in Ref. [51].

According to the standard lore the observed large-scale fields in galaxies (and to some extent in clusters) should have been much smaller before the gravitational collapse of the protogalaxy. Compressional amplification enhances the initial values of the magnetic seeds by 4 or even 5 (see e.g. [43]): when the protogalactic matter collapsed by gravitational instability over a typical scale $\mathcal{O}(\text{Mpc})$ the mean matter density before collapse was of the order of $\rho_{\text{crit}}$. Conversely right after the collapse the mean matter density became, approximately, six orders of magnitude larger than the critical density. Since the physical size of the patch decreases from 1 Mpc to 30 kpc the magnetic field increases, because of flux conservation, of a factor $(\rho_a/\rho_b)^{2/3} \sim 10^4$ where $\rho_a$ and $\rho_b$ are, respectively the energy densities right after and right before gravitational collapse.
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**Figure 2:** The values of the physical power spectra have been illustrated when $\beta$ is fixed to its fiducial theoretical value (i.e. $\beta = 1/3$) while $\xi_r$ is free to vary in the range $\xi_r \geq \xi_r$.

Most of the work in the context of the dynamo theory focuses on reproducing the correct features of the magnetic field of our galaxy (see, e.g. [65, 66, 67]). The dynamo term may be responsible for the origin of the magnetic field of the galaxy even if, in what follows, we shall not assume the existence of a strong galactic dynamo action but rather establish a range of initial conditions that might be complemented by the dynamo activity. In short the idea is the following: the typical rotation period of the galaxy is $\mathcal{O}(10^8)$ yrs and comparing this figure with the typical age of the galaxy, $\mathcal{O}(10^{10}\text{yrs})$, it can be concluded that the galaxy performed about 30 rotations since the time of the protogalactic collapse. The achievable amplification produced by the dynamo instability can be at most of $10^{13}$, i.e. about 30
Thus, if the present value of the galactic magnetic field is $O(\mu G)$, its value right after the gravitational collapse of the protogalaxy might have been as small as $O(10^{-10})$ nG over a typical scale of 30–100 kpc. The compressional amplification and the dynamo action are typically combined together so that the magnetogenesis requirements roughly demand that the magnetic fields at the time of the gravitational collapse of the protogalaxy should be approximately larger than a (minimal) power spectrum between $O(10^{-32})$ nG$^2$ and $O(10^{-22})$ nG$^2$:  

$$\log \left( \frac{\sqrt{P_{B}^{\text{(phys)}}}}{\text{nG}} \right) \geq -\omega, \quad 11 < \omega < 16. \quad (5.19)$$

The least demanding requirement of Eq. (5.19) (i.e. $\sqrt{P_{B}^{\text{(phys)}}} \geq 10^{-16}$ nG) follows by assuming that, after compressional amplification, every rotation of the galaxy increases the initial magnetic field of one $e$-fold. According to some this requirement is not completely since it takes more than one $e$-fold to increase the value of the magnetic field by one order of magnitude and this is the rationale for the most demanding condition of Eq. (5.19), i.e. $\sqrt{P_{B}^{\text{(phys)}}} \geq 10^{-11}$ nG.

### 5.2.1 Freezing during the stiff stage

If the freezing occurs during the stiff phase we can safely ignore the dependence of the gauge coupling for $\tau > \tau_r$. Furthermore during the stiff stage we will have that $0 < \delta \ll \gamma$. This means that the magnetogenesis constraints will depend essentially on four distinct parameters: $\xi_r$ and $\beta$ (parametrizing the evolution during the stiff phase), $\gamma$ (i.e. the
rate of evolution of the gauge coupling during the inflationary stage), and the comoving wavenumber $k$. For typical values of $N = O(100)$ and for $r_T < 0.07$ [23, 24, 25] we have that $\xi_r = O(10^{-14})$. We can therefore fix $\xi_r = \bar{\xi}_r$ and consider the variation of $\beta$, $\gamma$ and $k$. This analysis is illustrated in Fig. 1. In both plots of Fig. 1 we report the common logarithm of $\sqrt{P_B^{(\text{phys})}(k, \tau_k)}$ in units of nG where $\tau_k$ defines the reentry of the scales relevant for magnetogenesis. The various contours in both plots corresponds to the curves where the magnetic power spectrum takes the same values. In the left plot of Fig. 1 the $(\beta, \gamma)$ plane is illustrated while in the plot at the right we consider instead the $(\gamma, k)$ plane. We see that for $1 < \gamma < 2$, $\beta = O(1/3)$ and $k = O(\text{Mpc}^{-1})$ the magnetogenesis requirements of Eq. (5.19) are approximately satisfied. Since the requirements of Eq. (5.19) are satisfied for $\xi_r = \bar{\xi}_r$, $\xi_r = \xi_r$ and consider the variation of $\xi_r$.

This complementary slice of the parameter space is illustrated in Fig. 2. Larger values of $\xi_r$ (i.e. shorter stiff phases) practically do not change the actual values of the power spectra if the scale is fixed. Conversely for fixed $\gamma$ (see the plot at the right in Fig. 2) the values of the power spectrum decreases sharply when $\xi \gg \bar{\xi}_r$. Having analyzed the orders of magnitude of the problem, in Fig. 3 we concentrate on the interplay between the requirements of Eq. (5.19) and the constraints stemming from the spectral energy density deduced in Eqs. (5.5)–(5.6) and in Eqs. (5.8)–(5.9). In the left plot we consider the $(\beta, \gamma)$ plane. The regions

\begin{align*}
\beta &\leq O(1/3) \text{ and } 1 < \gamma < 2, \text{ it is interesting to fix exactly } \beta \rightarrow 1/3 \text{ and consider } \xi_r \geq \bar{\xi}_r. \\
\text{This complementary slice of the parameter space is illustrated in Fig. 2. Larger values of } \xi_r \text{ (i.e. shorter stiff phases) practically do not change the actual values of the power spectra if the scale is fixed. Conversely for fixed } \gamma \text{ (see the plot at the right in Fig. 2) the values of the power spectrum decreases sharply when } \xi \gg \bar{\xi}_r. \text{ Having analyzed the orders of magnitude of the problem, in Fig. 3 we concentrate on the interplay between the requirements of Eq. (5.19) and the constraints stemming from the spectral energy density deduced in Eqs. (5.5)–(5.6) and in Eqs. (5.8)–(5.9). In the left plot we consider the } (\beta, \gamma) \text{ plane. The regions}
\end{align*}

$^9$Here we simply mean that for fixed $k$ and $\gamma$ an increase in $\xi_r$ does not change the value of the power spectrum as it is clear from the left plot of Fig. 2 where the contours are approximately constant with $\xi_r$. When $\gamma$ and $\beta$ are fixed an increase of $\xi_r$ entails a decrease of the power spectrum (see the right plot of Fig. 2).
with different shadings correspond to the classes of limits mentioned in Eq. (5.19): the
darker area illustrate the most constraining requirement while the lighter shading accounts
for the less constraining conditions appearing in Eq. (5.19). With the same notations the
plane \((\xi_r, \gamma)\) is illustrated in the right plot. In both plots of Fig. 3 we took into account all
the relevant backreaction constraints during the stiff phase. In summary, when the gauge
coupling freezes during the stiff epoch the magnetogenesis constraints are satisfied provided
the following conditions are met:

\[
\frac{1}{3} \leq \beta < \frac{1}{2}, \quad \xi \geq \xi_r, \quad 1.2 \leq \gamma < 2, \quad \delta \ll \gamma.
\]  

(5.20)

We finally conclude by noting that the variation of \(r_T\) has clearly some impact on the
magnetogenesis requirements so that we consistently selected for all the plots \(r_T = 0.01\)
[23, 24, 25]. Smaller values of \(r_T\) do not change the conclusions discussed here. The recent
analyses of Ref. [25] seem to imply further reductions of \(r_T\) but even an excursion of 1 order
of magnitude (i.e. \(r_T \to 0.001\)) remains overall compatible with the general trends observed
here.

5.2.2 Freezing during the radiation stage

![Figure 5: We illustrate the region where the critical energy density bound and the magne-
togenesis constraints are satisfied. In this case all the parameters are fixed except \(\beta\) and
\(\xi_r\).](image)

If the freezing of the gauge coupling takes place during the radiation stage we must focus
on the case \(\zeta \ll \delta\) while \(\delta\) can be comparable with \(\gamma\). This means that the backreaction
constraints of Eqs. (5.13)–(5.14) and the limits of Eq. (5.19) will not only depend on \(\xi_r, \beta\)
and $\gamma$ but also on $\delta$. This case is illustrated in Figs. 4 and 5. The notations are exactly the ones already established in the previous figures. Both in Figs. 4 and 5 the plots at the left illustrate the allowed region of the parameter space where all the constraints and the magnetogenesis requirements are satisfied. In the plots at the right (both in Figs. 4 and 5) we instead illustrate the same section of the parameter space by reporting the corresponding values of the power spectra in nG units. In the left plot of Fig. 4 the values of $\xi_r$ and $\beta$ have been fixed to their fiducial values. In the $(\gamma, \delta)$ plane the region where the magnetogenesis constraints are satisfied coincides, broadly speaking, with the region where $\gamma = O(\delta)$.

In Fig. 5 we finally illustrated the situation where all parameters are fixed except $\beta$ and $\xi_r$. In the left plot we present the allowed region of the parameter space. In the plot at the right we instead present the values of the power spectra. We can then conclude that in the case when the gauge coupling freezes during the radiation stage the fiducial region of the parameters is given by

$$\zeta \ll \gamma = O(\delta), \quad 1/3 \leq \beta < 1/2, \quad \xi \geq \xi_r.$$  (5.21)

Again also in this case we could choose different values of $r_T$ and $h_0$. However the differences will be irrelevant for the present purposes. In spite of the fact that $\beta$ and $\xi_r$ have been considered as free parameters, it is interesting to remark that the allowed region of the parameter space pins down an area that roughly coincides with the theoretical expectation: a fairly long stiff phase dominated by kinetic energy of the inflaton/quintessence field.
6 Concluding considerations

The addition of higher-order curvature corrections is quite common in various classes of inflationary models and in the effective theory of inflation. While the addition of nonlinear contributions to the gravitational action is customarily discussed within the metric approach, in this paper we investigated the possibility of large-scale magnetogenesis in a quintessential inflationary scenario based on the Palatini formulation.

In the perspective developed here the addition of a nonlinear term does not affect the scalar modes of the geometry during the inflationary phase but the tensor-to-scalar ratio is suppressed. Among the various models that could be analyzed within the Palatini formulation there are the dual potentials where the inflaton and the quintessence fields are identified. Provided the late-time potential has a quintessential form, it is natural to have a long stiff stage following the standard inflationary phase. Both aspects of this scenario have a positive impact for the magnetogenesis considerations. The suppression of $r_T$ and the presence of long stiff phase affect the maximal number of $e$-folds accessible to large-scale observations and also increase the energy density of the magnetic fields which remains nonetheless bounded by the backreaction constraints. The objective has been to constrain the rate of evolution of the gauge coupling by imposing all the relevant limits together with the magnetogenesis requirements.

After examining in detail the evolution during the inflationary stage and in the post-inflationary phase, we computed the physical gauge spectra which turn out to be essential for the phenomenological purposes. We argued that the gauge coupling may freeze either during the stiff phase or in the radiation epoch but, in both cases, the magnetogenesis requirements are met. The values of the magnetic power spectra may reach $0.01 n G^2$ roughly corresponding to values of the physical fields $O(0.1) \ n G$ over typical length scales between a fraction of the Mpc and 100 Mpc prior to the gravitational collapse of the protogalaxy. The magnetogenesis requirements are therefore satisfied together with all the backreaction constraints both during and after inflation. The idea discussed here can also be applied to the scenarios characterized by different forms of the dual potential and by complementary parametrizations of the nonlinear action. While the overall logic and the general results are expected to be similar the details of the models might lead to some modifications.
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A Explicit form of the matrix elements

The explicit expressions of the matrix elements appearing in Eq. (4.24) are:

\[
A_{ff}(k, \tau, \tau_1) = \frac{\pi}{2} \sqrt{q_1 x_1} \sqrt{ky} \left[ Y_{\mu-1}(q_1 x_1) J_\mu(ky) - J_{\mu-1}(q_1 x_1) Y_\mu(ky) \right],
\]
\[
A_{fg}(k, \tau, \tau_1) = \frac{\pi}{2} \sqrt{q_1 x_1} \sqrt{ky} \left[ J_\mu(q_1 x_1) Y_\mu(ky) - Y_\mu(q_1 x_1) J_\mu(ky) \right],
\]
\[
A_{gf}(k, \tau, \tau_1) = \frac{\pi}{2} \sqrt{q_1 x_1} \sqrt{ky} \left[ Y_{\mu-1}(q_1 x_1) J_{\mu-1}(ky) - J_{\mu-1}(q_1 x_1) Y_{\mu-1}(ky) \right],
\]
\[
A_{gg}(k, \tau, \tau_1) = \frac{\pi}{2} \sqrt{q_1 x_1} \sqrt{ky} \left[ J_\mu(q_1 x_1) Y_{\mu-1}(ky) - Y_\mu(q_1 x_1) J_{\mu-1}(ky) \right].
\] (A.1)

In Eqs. (A.1) \( J_\alpha(z) \) and \( Y_\alpha(z) \) are the standard Bessel functions [53, 54]. For the sake of conciseness the various arguments appearing in Eq. (A.1) have been defined in the following manner:

\[
x_1 = k \tau_1, \quad y(\tau) = \tau + (q_1 + 1) \tau_1, \quad q_1 = \delta / \gamma, \quad \mu = \delta + 1/2.
\] (A.2)

Equation (A.2) shows that, within the present notations, \( y(-\tau_1) = q_1 \tau_1 \) which also implies (by definition of \( x_1 \)) that \( ky(-\tau_1) = q_1 k \tau_1 = q_1 x_1 \). As expected from the continuity of the mode functions, we also have that

\[
A_{fg}(k, -\tau_1, \tau_1) = A_{gf}(k, -\tau_1, \tau_1) = 0, \quad A_{ff}(k, -\tau_1, \tau_1) = A_{gg}(k, -\tau_1, \tau_1) = 1.
\] (A.3)

While the first two results of Eq. (A.3) follow from the definitions of Eq. (A.2), the Wronskian of the Bessel functions [53, 54] is required to deduce the second pair of relations. The matrix appearing Eq. (4.24) is unitary since:

\[
A_{ff}(k, \tau, \tau_1) A_{gg}(k, \tau, \tau_1) - A_{fg}(k, \tau, \tau_1) A_{gf}(k, \tau, \tau_1) = 1,
\] (A.4)

as it can also be verified from the explicit matrix elements of Eq. (A.1) and from standard recurrence relations involving the Bessel functions and their Wronskians. The explicit expressions of the matrix elements appearing in Eq. (4.36) will be instead given by:

\[
B_{ff}(k, \tau, \tau_1, \tau_r) = \frac{\pi}{2} \sqrt{q_2 x_r} \sqrt{kz} \left[ Y_{\nu-1}(q_2 x_r) J_\nu(kz) - J_{\nu-1}(q_2 x_r) Y_\nu(kz) \right],
\]
\[
B_{fg}(k, \tau, \tau_1, \tau_r) = \frac{\pi}{2} \sqrt{q_2 x_r} \sqrt{kz} \left[ J_\nu(q_2 x_r) Y_\nu(kz) - Y_\nu(q_2 x_r) J_\nu(kz) \right],
\]
\[
B_{gf}(k, \tau, \tau_1, \tau_r) = \frac{\pi}{2} \sqrt{q_2 x_r} \sqrt{kz} \left[ Y_{\nu-1}(q_2 x_r) J_{\nu-1}(kz) - J_{\nu-1}(q_2 x_r) Y_{\nu-1}(kz) \right],
\]
\[
B_{gg}(k, \tau, \tau_1, \tau_r) = \frac{\pi}{2} \sqrt{q_2 x_r} \sqrt{kz} \left[ J_\nu(q_2 x_r) Y_{\nu-1}(kz) - Y_\nu(q_2 x_r) J_{\nu-1}(kz) \right].
\] (A.5)

As in the case of Eq. (A.2), the various arguments appearing in Eq. (A.5) have been defined as:

\[
x_r = k \tau_r, \quad z(\tau) = \tau + (q_2 - 1) \tau_r, \quad q_2 = \left[ \frac{\xi}{\delta} + \xi \left( \frac{\tau_1}{\tau_r} \right) \left( \frac{\delta + \gamma}{\gamma \delta} \right) \right], \quad \nu = \xi + 1/2.
\] (A.6)
It can be immediately checked that, as in the case of Eq. (A.4) the coefficients of Eq. (A.5) obey:

\[ B_{ff}(k, \tau, \tau_1, \tau_r)B_{gg}(k, \tau, \tau_1, \tau_r) - B_{fg}(k, \tau, \tau_1, \tau_r)B_{gf}(k, \tau, \tau_1, \tau_r) = 1. \]  

(A.7)

Furthermore full analogy with Eq. (A.3) we will also have that

\[ B_{fg}(k, \tau_r, \tau_1, \tau_r) = B_{gf}(k, \tau_r, \tau_1, \tau_r) = 0, \quad B_{ff}(k, \tau_r, \tau_1, \tau_r) = B_{gg}(k, \tau_r, \tau_1, \tau_r) = 1, \]

(A.8)

as it can be explicitly seen by using Eq. (A.6) and the Wronskians of the Bessel functions [53, 54].
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