N-electron valence perturbation theory with reference wavefunctions from quantum computing: application to the relative stability of hydroxide anion and hydroxyl radical
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Quantum simulations of the hydroxide anion and hydroxyl radical are reported, employing variational quantum algorithms for near-term quantum devices. The energy of each species is calculated along the dissociation curve, to obtain information about the stability of the molecular species being investigated. It is shown that simulations restricted to valence spaces incorrectly predict the hydroxyl radical to be more stable than the hydroxide anion. Inclusion of dynamical electron correlation from non-valence orbitals is demonstrated, through the integration of the variational quantum eigensolver and quantum subspace expansion methods in the workflow of N-electron valence perturbation theory, and shown to correctly predict the hydroxide anion to be more stable than the hydroxyl radical, provided that basis sets with diffuse orbitals are also employed. Finally, we calculate the electron affinity of the hydroxyl radical using an aug-cc-pVQZ basis on IBM’s quantum devices.

I. INTRODUCTION

The simulation of many-body quantum systems is an important application for a quantum computer [1–6]. In the context of quantum chemistry, an important example of such an application is the electronic structure problem, namely solving for the ground or low-lying eigenstates of the electronic Schrödinger equation for the Born-Oppenheimer Hamiltonian [7–9].

In recent years, a variety of quantum algorithms has delivered promising results in the calculation of potential energy curves, ground- and excited-state energies and ground-state correlation functions for a variety of molecules [2–6]. Notwithstanding this progress, the limitations of contemporary quantum computation platforms have resulted in most quantum electronic structure simulations reported to date employing minimal basis sets (i.e. describing core and valence orbitals only) or being restricted to active spaces of a few orbitals and electrons. While these simulations include some electronic correlation, thanks to the ability to entangle electrons within the active space, the dynamical correlation arising from inactive orbitals is important to obtain quantitatively and qualitatively correct results.

In recent years, a number of hybrid quantum-classical algorithms have been proposed, which aim to combine simulations on contemporary quantum computation platforms with pre- and post-processing operations carried out on classical computers, in order to achieve more expressive computations [10–18].

In the present work, we integrate the variational quantum eigensolver (VQE) [19–22] and quantum subspace expansion (QSE) [23–25] methods in the workflow of N-electron valence perturbation theory (NEVPT2) [26–29].

The combination of VQE and QSE gives an approximation for the ground and excited states of the Born-Oppenheimer Hamiltonian within an active space of valence orbitals and electrons based on intrinsic atomic orbitals (IAOs) [30–37]. Information from these calculations is then used to compute a perturbative correction to the ground-state energy provided by VQE, that accounts for one- and two-electron transitions from active to inactive orbitals. We apply the NEVPT2 formalism to examine the relative stability of the hydroxide anion and hydroxyl radical.

Although the hydroxyl radical is known experimentally to strongly bind an electron [38–40], Hartree-Fock calculations [41] predict the excess electron to be unbound. The electron affinity of hydroxyl radical is therefore entirely due to differential effects of electron correlation between the neutral and the anion, a feature that makes the problem particularly interesting for theoretical calculations [42–50].

The remainder of the present work is organized as follows. The NEVPT2 formalism and its integration with VQE and QSE are described in Section II. Results are presented in Section III, conclusions are drawn in Section IV, and an appendix reports additional computational details.

II. METHODS

We begin with a brief overview of multi-reference perturbation theory, and an instructional account of the working equations used in the present study. Our starting point is the Born-Oppenheimer Hamiltonian written in second quantization (Chemists notation),

\[ \hat{H} = h_0 + \sum_{p \sigma} \hbar \alpha_p \hat{c}_{p \sigma}^\dagger \hat{c}_{p \sigma} + \sum_{p p' q q' \tau \tau'} \frac{\epsilon_{p \sigma q q'} \epsilon_{p' \tau q' q'}^\dagger \hat{c}_{p \sigma \tau} \hat{c}_{p' \tau q' q'}^\dagger \hat{c}_{p' \tau q' q'} \hat{c}_{p \sigma \tau}^\dagger}{2} \]  

(1)
where indices $p', q', s'$ label spatial orbitals in a finite orthonormal basis, and $\sigma, \tau \in \{\uparrow, \downarrow\}$ are spin indices. The nucleus-nucleus Coulomb interaction is described by

$$h'_0 = \sum_{\alpha<\beta} \frac{Z_{\alpha} Z_{\beta}}{||R_\alpha - R_\beta||},$$  

where $R_\alpha$ and $Z_\alpha$ are the position and atomic number of nucleus $\alpha$. The coefficients

$$h_{p'p'} = \int dr \varphi_{p'}(r) \left[ -\frac{1}{2} \nabla^2 - \sum_{\alpha=1}^{N_{\text{nuc}}} \frac{Z_\alpha}{||r - R_\alpha||} \right] \varphi_p(r)$$

$$v_{p'q',s'} = \int dr_1 \int dr_2 \frac{\varphi_{p'}(r_1) \varphi_{p'}(r_1) \varphi_q(r_2) \varphi_s(r_2)}{r_{12}}$$

(3)

describe the one-electron part of the Hamiltonian and the electron-electron Coulomb interaction respectively. Hartree units are used throughout, the numbers of spin-up and spin-down electrons and nuclei are $N_\uparrow, N_\downarrow$, and $N_{\text{nuc}}$ respectively, and orbitals $\varphi_p$ are assumed real-valued, which ensures $(p|r_q)$ has 8-fold symmetry.

Following published literature [28, 29], we partition the spatial orbitals into three sets: (i) core (doubly-occupied) with indices $i, j, k$ (ii) active with indices $t, u, v, w$ and (iii) external (unoccupied) with indices $a, b, c$. We construct core, active, and external orbitals with a procedure based on the formalism of IAOs [30]. IAOs are localized molecular orbitals arising from a simple algebraic construction, free from input from first-principle numerical simulations, that can be used to define atomic core and valence orbitals, polarized by the molecular environment. These orbitals can exactly represent self-consistent field wave functions. As IAOs span the molecular valence space, they represent a natural starting point for perturbative inclusion of single and double excitations into external orbitals. See Appendix A 1 for more details.

In this case the 1s core orbital of oxygen is frozen, leading to the transformed Hamiltonian

$$\hat{H} = h_0 + \sum_{p'p} h_{p'p} c_{p\sigma} c_{p\sigma} + \sum_{prqs} \frac{v_{prqs}}{2} c_{p\sigma} c_{q\tau} c_{r\sigma} c_{s\tau}$$

(4)

where the coefficients $h_0$, $t_{pr}$, and $v_{prqs}$ are detailed in Appendix A 2 and the indices $p, r, q, s$ are used to indicate active or external orbitals. The Hamiltonian is written as the sum of a Dyall operator [51],

$$\hat{H}_d = \sum_{\sigma} \varepsilon_\sigma c_{\sigma\sigma} c_{\sigma\sigma} + \hat{H}_{\text{act}},$$

(5)

and of a perturbation $\hat{V} = \hat{H} - \hat{H}_d$. In Eq. (5), the orbital energies $\varepsilon_\sigma$ are defined as the eigenvalues of the projection of the Fock operator $\hat{F}$ on the external space, and

$$\hat{H}_{\text{act}} = h_0 + \sum_{tu} h_{tu} c_{tu\sigma} c_{tu\sigma} + \sum_{tuvw \sigma} \frac{v_{tuvw}}{2} c_{\sigma\sigma} c_{\tau\sigma} c_{\nu\sigma} c_{\omega\sigma}$$

(6)

is the restriction of the Born-Oppenheimer Hamiltonian to the active space. The second-order energy contribution can be written as

$$-E_{\text{PT2}} = \sum_{\nu \neq 0} \frac{|\langle \Psi_\nu | \hat{V} | \Psi_0 \rangle|^2}{E_\nu - E_0}$$

(7)

where $(\Psi_\nu, E_\nu)$ are the eigenpairs of the Dyall Hamiltonian $\hat{H}_d$, where $\nu = 0$ corresponds to the ground state. Eq (7) is the second-order energy expression from the Rayleigh-Schrödinger perturbation theory, which yields the exact energy of the second-order $N$-electron valence perturbation theory (NEVPT2) [26–29].

In order to evaluate Eq. (7), it is necessary to know all the eigenvalues and eigenvectors of the Dyall Hamiltonian such that $\langle \Psi_\nu | \hat{V} | \Psi_0 \rangle \neq 0$. To elucidate the structure of such eigenstates, it is useful to recall that the action of $\hat{V}$ over the ground state reads

$$\hat{V} | \Psi_0 \rangle = \sum_{a\sigma} c_{a\sigma} \tilde{O}_{a\sigma}^{(1)} + \sum_{a>b\sigma} c_{a\sigma} c_{b\sigma} \tilde{O}_{ab\sigma}^{(2)} + \sum_{ab\sigma} c_{a\sigma} c_{b\sigma} \tilde{O}_{ab\sigma}^{(3)} | \Psi_0 \rangle$$

(8)

where the operators

$$\tilde{O}_{a\sigma}^{(1)} = \sum_t h_{at} \tilde{c}_{t\sigma} + \sum_{tv} v_{atuv} \tilde{c}_{u\tau} \tilde{c}_{v\sigma} \tilde{c}_{t\sigma} ,$$

$$\tilde{O}_{ab\sigma}^{(2)} = \sum_t v_{atu} \tilde{c}_{u\sigma} \tilde{c}_{t\sigma} ,$$

$$\tilde{O}_{ab\sigma}^{(3)} = \sum_t v_{atu} \tilde{c}_{u\sigma} \tilde{c}_{t\sigma}$$

(9)

respectively remove a particle with spin $\sigma$, two particles with identical spins $\sigma$, and two particles with opposite spin from the active space. In the light of Eq. (9), Eq. (7) takes the form

$$-E_{\text{PT2}} = \sum_{\lambda} \frac{|\langle \Phi_\lambda^{(\sigma)} | \tilde{O}_{a\sigma}^{(1)} | \Phi_0 \rangle|^2}{\varepsilon_\lambda + E_\lambda - E_0}$$

$$+ \sum_{\lambda} \frac{|\langle \Phi_\lambda^{(\sigma)} | \tilde{O}_{ab\sigma}^{(2)} | \Phi_0 \rangle|^2}{\varepsilon_\lambda + E_\lambda - E_0}$$

$$+ \sum_{\lambda} \frac{|\langle \Phi_\lambda^{(\sigma)} | \tilde{O}_{ab\sigma}^{(3)} | \Phi_0 \rangle|^2}{\varepsilon_\lambda + E_\lambda - E_0}$$

(10)

where $E_0$ and $\Phi_0$ denote the ground-state energy and wavefunction of $\hat{H}_{\text{act}}$, and $\Phi_0$ has $(N_\uparrow, N_\downarrow)$ particles. In addition, $(\Phi_\lambda^{(\sigma)}, E_\lambda^{(\sigma)}), (\Phi_\lambda^{(\sigma)}, E_\lambda^{(\sigma)})$ denote the eigenpairs of the active-space Hamiltonian $\hat{H}_{\text{act}}$ in the sectors of the Fock space with $(N_\uparrow - 1, N_\downarrow), (N_\uparrow - 1, N_\downarrow - 1)$ particles, etc.

Unlike Eq. (7), the last expression for the correlation energy involves solutions of the Schrödinger equation in
the remainder of this work, we endeavor to assess the retention of a limited number of excited states (ES). In general, measurements on a quantum computer and, since in as explained in Appendix A 3. Computing $\Delta S$ requires $O(N)$ flops on a classical computer. An analogous procedure is carried out to compute the energies $\tilde{E}_\sigma^\alpha$, $\tilde{E}_\sigma^\dagger$ and the coefficients $\omega_{uv,\lambda}^\sigma$, $\omega_{uv,\lambda}^\dagger$. (iii) the transition matrix elements appearing in Eq. (10) are computed with the formulas reported in Appendix A 3, and $E_{PT2}$ is evaluated.

### A. Computational cost and accuracy limitations

We now quantify the computational cost of the procedure outlined in the previous Section. We denote with $N_{act}$ the number of active orbitals and with $N_{qse}$ the number of QSE states, which is $N_{act}$ ($N_{act}^2 - N_{act}$)/2, $N_{act}^2$ for the three sets of states in Eq. (11).

Computing the QSE overlap and Hamiltonian matrices exemplified in Eq. (12) requires $O(N_{act}^4 N_{qse}^2)$ measurements of Pauli operators. Solving the eigenvalue equation (13) requires $O(N_{qse}^3)$ flops on a classical computer.

Computing the transition matrix elements in Eq. (10) require $O(N_{qse}^2 N_{act}^2)$ flops on a classical computer, as explained in Appendix A 3. Computing $\Delta E$ requires $O(N_{qse}^3 N_{ext}^2)$ flops on a classical computer.

The overall cost is of $O(N_{act}^4 N_{qse}^2) = O(N_{act}^8)$ Pauli measurements on a quantum computer and, since in general $N_{ext}$ is in general much larger than $N_{act}$, of $O(N_{act}^8)$ additional operations on a classical computer. The Ansatz Eq. (11) introduces two approximations with respect to NEVPT2 [26]: first, the replacement of the exact ground state (GS) with a VQE Ansatz; second, the retention of a limited number of excited states (ES). In the remainder of this work, we endeavor to assess the impact of both approximations on the final results, by comparing:

(i) NEVPT2 with exact GS and exact ES, denoted NEVPT2(FCI,FCI),
(ii) NEVPT2 with exact GS, and ES approximated by Eq. (11), denoted NEVPT2(FCI,QSE),
(iii) NEVPT2 with VQE Ansatz, and ES approximated by Eq. (11), denoted NEVPT2(Ansatz,QSE).

Comparison of (i) versus (ii), and (ii) versus (iii), provides a way to assess the impact of the QSE and VQE approximations on the accuracy of NEVPT2, respectively.

### B. Additional computational details

The calculations performed in this work involved initial pre-processing by the quantum chemistry code PySCF [52, 53]) on classical computers, to generate optimized mean-field orbitals and Hamiltonian coefficients prior to performing computations with quantum simulators. The restricted closed- and open-shell Hartree-Fock (RHF and ROHF respectively, also denoted SCF) states were chosen as the initial states for all of the calculations described here. We compared SCF calculations with correlated calculations employing Møller-Plesset perturbation theory (MP2), coupled-cluster with singles and doubles and perturbative triples (CCSD and CCSD(T) respectively), and full configuration interaction (FCI or exact diagonalization) [9]. All correlated calculations used the frozen core approximation (1s orbital for oxygen). This leads to $N_{act} = 5$ orbitals for all basis sets, and $N_{ext}$ ranging from 11 (6-31++) to 121 (aug-cc-pVQZ) orbitals.

Having selected a set of single-electron orbitals for each of the studied species, VQE computations were performed with quantum simulators. We used IBM’s open-source library for quantum computing, Qiskit [54]. Qiskit contains implementations of techniques to map the fermionic Fock space onto the Hilbert space of a register of qubits, and an implementation of the VQE algorithm. Here we use the tapering-off technique [55, 56] to account for molecular orbital point group symmetries which reduces the number of qubits required for a simulation. In analogy with conventional symmetry-adapted quantum chemistry calculations, this reduction does not introduce additional approximations in the calculations. For the systems considered here, the tapering-off technique reduced the number of qubits to $n_q = 6$.

In the VQE algorithm, we took our wavefunction in the form of a quantum circuit, which was either the quantum unitary coupled cluster with singles and doubles q-UCCSD as implemented in Ref. [57], or the following $R_y$ Ansatz,

$$|\Psi(\theta)\rangle = \prod_{k=1}^{n_q} \prod_{i=0}^{n_q-1} R_y^{i}(\theta^k_{i}) E \prod_{i=0}^{n_q-1} c_i X_{i+1} ,$$

$$E = \prod_{i=0}^{n_q-2} c_i X_{i+1} ,$$

$$\theta$$
where $|\Psi_{init}\rangle$ is an initial wavefunction (here, the restricted closed- or open-shell Hartree-Fock state), $n_q$ is the number of qubits, $R_y(\theta) = \exp(-i\theta Y_i/2)$ is a $Y$ rotation of an angle $\theta$ applied to qubit $i$, $c_i X_{i+1}$ is a CNOT gate with control and target qubits, $i$ and $i+1$ respectively, and $n_r$ is an integer denoting the number of times a layer of entangling gates followed by a layer of $Y$ rotations is repeated. In this study, to ensure an accurate representation of the ground-state wavefunction by the $R_y$ Ansatz, we chose $n_r = 3$, corresponding to the quantum circuit shown in Appendix A 4.

We then minimized the expectation value of the Hamiltonian with respect to the parameters, $\theta$ in the circuit. The minimization was carried out using the classical optimization method, L-BFGS-B [58, 59]. We ran our experiments on the ideal statevector simulator of Qiskit. Once the VQE had completed, we obtained the optimized variational form and the estimate for the ground state energy. In addition, we measured the operators required to construct the QSE overlap and Hamiltonian matrices, Eq. (12).

We performed hardware experiments on IBM’s 27-qubit processors ibm_kolkata and ibm_auckland based on the Falcon architecture. We employed readout error mitigation [60–62] as implemented in Qiskit Runtime [63] to correct measurement errors. We also used a zero-noise extrapolation method introducing additional CNOT gates to account for errors introduced during the expensive 2-qubit entangling operations, as described in Refs [64, 65].

### III. RESULTS

In this section, we simulated the hydroxide anion (OH$^-$) and hydroxyl radical (OH*) using split-valence 6-31G++, and 6-31+ +G** basis sets [66] and correlation-consistent aug-cc-pVXZ basis sets [67]. For each species, we computed the potential energy curve, namely the ground-state energy as a function of the OH bond length $R_{OH}$. We focused on the interval $0.8 \text{ \AA} \leq R_{OH} \leq 1.2 \text{ \AA}$ since it includes the experimental gas-phase equilibrium bondlengths of OH$^-$ (0.964Å) and OH* (0.970 Å) [68]. For each species, we fit the computed potential energy curve to the Morse potential functional form, and extract the equilibrium bondlength $R_{eq} = \text{argmin}_R E(R)$ and the equilibrium ground-state energy $E_{min} = E(R_{eq})$. We used this information to compute the ground-state energy difference between radical and anion,

$$\Delta E = E_{\text{radical}}(R_{eq,\text{radical}}) - E_{\text{anion}}(R_{eq,\text{anion}}) \quad (15)$$

which was compared with the experimental electron affinity for the hydroxyl radical of 1.828eV (42.1547 kcal/mol) [68].

### A. Split-valence bases

In Fig. 1 and 2 we compute the potential energy curve of OH$^-$ and OH* using the split-valence 6-31+ +G, and 6-31++G** basis sets respectively. Numerical values are listed in Tables I and II.

As seen, Hartree-Fock incorrectly predicts the radical to be more stable than the anion in all these basis sets, meaning that $\Delta E_{SCF} < 0$. Both VQE and FCI simulations carried out in an active space constructed using IAOs increase $\Delta E$, but preserve the incorrect ordering predicted by Hartree-Fock. This is because the diffuse nature of the atomic orbitals in the underlying basis set is mainly reflected in the external orbitals, rather than in the core and valence (active) ones. Therefore, NEVPT2(FCI,FCI), NEVPT2(FCI,QSE) and NEVPT2(Ansatz,QSE) with $R_y$ or q-UCCSD Ansatz correctly identify the anion as the more stable species, since the underlying basis set contains diffuse functions.

We emphasize that NEVPT2(Ansatz,QSE) are in good agreement with NEVPT2(FCI,QSE) for this simple problem, and that the main source of deviations between NEVPT2(FCI,FCI) and NEVPT2(Ansatz,QSE) is the approximation Eq. (11) for excited states. For the system considered here, the approximation Eq. (11) results in deviations of 4-5 kcal/mol from NEVPT2(FCI,FCI). On the other hand, NEVPT2(FCI,FCI) results are only 1-2 kcal/mol away from FCI results. A similar trend is seen for equilibrium bondlengths, which are a few mÅ from FCI results for all basis sets.

Addition of polarization functions on top of diffuse functions from 6-31+ +G to 6-31+ +G** improves the agreement between NEVPT2(Ansatz,QSE) and experimental results. These quantities differ by 12 kcal/mol when the 6-31+ +G** basis is used. However, such a deviation is naturally expected, given the incompleteness of split-valence bases and the approximations affecting NEVPT2(Ansatz,QSE).

### B. Correlation-consistent augmented bases

To address the basis set incompleteness error, in Fig. 3 we performed simulations with correlation-consistent augmented bases aug-cc-pVXZ, $x =$D,T,Q or equivalently 2, 3, 4. Hartree-Fock and correlation energies are fit to the exponential Ansatz $E_x^{\text{HF}} = a + b e^{-cx}$ with $x = 2, 3, 4$ and the power-law Ansatz $E_x^{\text{a}} = a' + b' x^{-3}$ with $x = 3, 4$ respectively. This standard procedure extrapolates the energy to the complete basis set (CBS) limit as $E_{CBS} = a + a'$ [69, 70].

Equilibrium bondlengths and electron affinities extrapolated at CBS level of theory are reported in Table III. As seen, extrapolated equilibrium bondlengths from NEVPT2(FCI,FCI) are within 0.1 Angstrom from both CCSD and experimental values, and the QSE approximation introduces additional deviations, of order 0.01 Å. Electron affinities from NEVPT2(FCI,FCI) and
CCSD are within 1.2 kcal/mol from each other, and 3-4 kcal/mol away from the experimental value. The QSE approximation causes an additional deviation of 5 kcal/mol from NEVPT2(FCI,FCI) results, which underestimates the electron affinity.

C. Calculations on quantum devices

Finally, we evaluate the electron affinity of OH\* using IBM quantum hardware. We use an aug-cc-pVQZ basis, we study the five representative bondlengths $R_{\text{OH}} = 0.8, 0.9, 1.0, 1.1, 1.2$ Å, and we carry out simulations on IBM’s processors ibm_kolkata and ibm_auckland based on the Falcon architecture, as shown in Figure 4.

Results from hardware experiments with and without (ROEM, RAW) readout error mitigation (ROEM) are shown. A zero-noise extrapolation (ZNE) \[64, 65\] is also conducted, with the aim of further mitigating the impact of noise.

As seen in Figure 4, NEVPT2 energies computed on both devices are $\sim$300 milliHartree above statevector results. Deviations between computed and statevector energies decrease to $\sim$75 milliHartree when ROEM and ZNE are used in conjunction. Nevertheless, the qualitative behavior of both anion and radical is correctly captured by the hardware experiments upon extrapolation.

We estimate the equilibrium geometries and energies of radical and anion by fitting the computed energies to a
### TABLE I. Equilibrium bondlengths for OH$^-$ (anion) and OH$^*$ (radical), and energy difference between anion and radical, using the methods defined in Section II and an underlying 6-31++G basis. Values of $R_{\text{anion}}$ and $R_{\text{radical}}$ reflect the location of symbols in Fig 1, left and middle panels. Values of $\Delta E$ correspond to the values shown in the right panel of Fig 1. The change in the sign of $\Delta E$ indicates the anion is predicted to be more stable than the radical when the full basis is used in NEVPT2 or FCI simulations.

| method             | $R_{\text{anion}}$ [Å] | $R_{\text{radical}}$ [Å] | $\Delta E$ [kcal/mol] |
|--------------------|-------------------------|---------------------------|------------------------|
| SCF                | 0.96596(16)             | 0.96661(22)               | -2.450(23)             |
| $R_y$/IAO          | 1.00462(105)            | 0.99734(53)               | -0.702(86)             |
| q-UCCSD/IAO        | 1.00442(17)             | 0.99720(14)               | -1.386(16)             |
| FCI/IAO            | 1.00442(17)             | 0.99720(14)               | -1.389(16)             |
| NEVPT2($R_y$,QSE)  | 0.98837(81)             | 0.99306(57)               | 21.030(73)             |
| NEVPT2(q-UCCSD,QSE)| 0.98813(13)             | 0.99275(13)               | 20.187(14)             |
| NEVPT2(FCI,QSE)    | 0.98813(13)             | 0.99274(13)               | 20.181(14)             |
| NEVPT2(FCI,FCI)    | 0.99569(13)             | 0.99638(16)               | 28.209(16)             |
| FCI                | 0.99957(15)             | 0.99905(16)               | 30.324(16)             |

### TABLE II. Equilibrium bondlengths for OH$^-$ (anion) and OH$^*$ (radical), and energy difference between anion and radical, using the methods defined in Section II and an underlying 6-31++G$^*$ basis. Values of $R_{\text{anion}}$ and $R_{\text{radical}}$ reflect the location of symbols in Fig 2, left and middle panels. Values of $\Delta E$ correspond to the values shown in the right panel of Fig 2.

| method             | $R_{\text{anion}}$ [Å] | $R_{\text{radical}}$ [Å] | $\Delta E$ [kcal/mol] |
|--------------------|-------------------------|---------------------------|------------------------|
| SCF                | 0.94806(9)              | 0.95462(19)               | -3.161(20)             |
| MP2                | 0.96349(22)             | 0.96453(22)               | 52.733(26)             |
| CCSD               | 0.95951(11)             | 0.96638(20)               | 37.826(19)             |
| CCSD(T)            | 0.96354(11)             | 0.96895(15)               | 42.294(15)             |
| NEVPT2($R_y$,QSE)  | 0.95366(46)             | 0.96708(89)               | 28.445(85)             |
| NEVPT2(q-UCCSD,QSE)| 0.95469(6)              | 0.96758(12)               | 27.602(12)             |
| NEVPT2(FCI,QSE)    | 0.95469(6)              | 0.96757(12)               | 27.591(12)             |
| NEVPT2(FCI,FCI)    | 0.97209(11)             | 0.97738(16)               | 29.914(16)             |
| FCI                | 0.97255(10)             | 0.97806(13)               | 31.684(13)             |

### TABLE III. Equilibrium bondlengths for OH$^-$ (anion) and OH$^*$ (radical), and energy difference between anion and radical, using various classical (SCF, MP2, CCSD, NEVPT2(FCI,FCI), CCSD(T)) and quantum computing methods (NEVPT2($R_y$,QSE), NEVPT2(q-UCCSD,QSE)). Results are extrapolated to the complete basis set limit (CBS) as described in the main text. The experimental value of 42.1547 kcal/mol is taken from Ref. [68].

| method             | $R_{\text{anion}}$ [Å] | $R_{\text{radical}}$ [Å] | $\Delta E$ [kcal/mol] |
|--------------------|-------------------------|---------------------------|------------------------|
| SCF                | 0.94174(9)              | 0.94994(34)               | -2.423(35)             |
| MP2                | 0.96349(22)             | 0.96453(22)               | 52.733(26)             |
| CCSD               | 0.95951(11)             | 0.96638(20)               | 37.826(19)             |
| CCSD(T)            | 0.96354(11)             | 0.96895(15)               | 42.294(15)             |
| NEVPT2($R_y$,QSE)  | 0.94413(46)             | 0.95488(59)               | 39.135(67)             |
| NEVPT2(q-UCCSD,QSE)| 0.94211(4)              | 0.95591(46)               | 38.329(39)             |
| NEVPT2(FCI,QSE)    | 0.94211(4)              | 0.95590(46)               | 38.316(39)             |
| NEVPT2(FCI,FCI)    | 0.96216(10)             | 0.96601(23)               | 39.446(21)             |

Morse potential, and we estimate the electron affinity of the radical as the difference between such equilibrium energies. Due to a cancellation of errors, electron affinities are in qualitative agreement with the statevector value, though accompanied by error bars of several kcal/mol.

In Figure 5, we perform simulations analogous to those of Fig. 4, using a classical simulator (specifically IBM’s qasm simulator) with a noise model derived from the calibration of the ibm_kolkata and ibm_auckland processors. As seen, deviations between simulated and statevector results are less pronounced than in the case of hardware simulations, leading to considerably lower statistical un-
FIG. 3. Potential energy curves of OH$^-$ (anion, left) and OH$^*$ (radical, middle) from Hartree-Fock (top) and NEVPT2(VQE,QSE) using Dunning’s aug-cc-pVxZ bases with x=D,T,Q (dotted, dot-dashed, and dashed lines respectively) and an $R_y$ Ansatz with linear connectivity for VQE calculations. Energies are extrapolated to the complete basis set (CBS, solid red lines) with standard procedures, and crosses denote equilibrium bondlengths and energies. Right: energy difference between anion and radical from Hartree-Fock (top) and NEVPT2(VQE,QSE) (bottom) as a function of basis set cardinality number $x^{-3}$.

FIG. 4. Top: NEVPT2(VQE,QSE) potential energy curves of OH$^-$ (anion, left) and OH$^*$ (radical, middle) and electron affinity of OH$^*$ (right) from noiseless classical simulations (black dotted lines, marked statevector) and quantum hardware ibm auckland and ibm kolkata (shades of blue and orange respectively), using Dunning’s aug-cc-pVQZ basis. Data without error mitigation (RAW), with readout error mitigated (ROEM), and with ROEM and zero-noise extrapolation (ZNE) are marked by plus, diamond, right-pointing triangle markers on ibm auckland and cross, square, and bottom-pointing triangle markers on ibm kolkata. Lines denote fit to a Morse potential. Bottom: Differences between hardware and statevector potential energy curves (left, middle) and electron affinity of OH$^*$ (right).
FIG. 5. Top: NEVPT2(VQE,QSE) potential energy curves of OH$^-$ (anion, left) and OH$^*$ (radical, middle) and electron affinity of OH$^*$ (right) from classical simulations, both noiseless (black dotted lines, marked statevector) and with noise model from devices ibm_auckland and ibm_auckland (shades of green and brown respectively), using Dunning’s aug-cc-pVQZ basis. Data without error mitigation (RAW), with readout error mitigated (ROEM), and with ROEM and zero-noise extrapolation (ZNE) are marked by plus, diamond, right-pointing triangle markers on ibm_auckland and cross, square, and bottom-pointing triangle markers on ibm_auckland. Lines denote fit to a Morse potential. Bottom: Differences between hardware and statevector potential energy curves (left, middle) and electron affinity of OH$^*$ (right).

noise channels such a depolarization, amplitude damping, and bit flipping.

IV. CONCLUSION

In this work, we integrated the VQE and QSE techniques in the workflow of the NEVPT2 method, and demonstrated such an inclusion focusing on the relative stability of the hydroxide anion and hydroxyl radical. NEVPT2 allows for perturbative inclusion of dynamical correlation arising from non-valence orbitals, thereby improving the potential energy curves produced by quantum computing simulations limited to valence spaces. Indeed, simulations in valence spaces by construction capture electronic correlation only within the active space. Therefore, perturbative or full inclusion of virtual orbitals is necessary to cover the dynamical correlations with methods like coupled cluster and multireference configuration interaction model, and very important to obtain quantitative agreement with experimental values, especially for sensitive quantities such as polarizabilities or thermochemical properties.

On the other hand, the approach proposed here scales only as $\mathcal{O}(N_{ext}^2)$, due to the perturbative nature of the treatment of external orbitals. Furthermore, it does not involve the additional cost of variationally optimizing the orbitals, as in other approaches [71, 72]. Therefore, this procedure can capture dynamical correlation energy at reasonable cost with respect to the size of the external space.

This approach is an example of a hybrid quantum-classical approach using quantum and classical computers in synergy to achieve a more accurate result.

We expect that the perturbative inclusion of dynamical correlation from external orbitals, as a technique to partially overcome the limitations of calculations employing small basis sets and/or small active spaces, will prove useful in the simulation of chemical species by quantum algorithms on contemporary quantum devices.
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Appendix A: Computational details

In this Appendix, we provide additional details about the computational methods used in the present work.

1. Orbital construction

In this Subsection, we describe the construction of core, active, and external orbitals.

1. First, we choose an underlying basis of atomic orbitals (AOs), \( \{ \chi_{\mu} \}_{\mu=1}^M \).

2. Then, we perform a restricted Hartree-Fock calculation, yielding a set of molecular orbitals (MOs),

\[
|\psi_k\rangle = \sum_{\mu} C_{\mu k}^{\text{MO}} |\chi_\mu\rangle , \quad k = 1 \ldots M \tag{A1}
\]

and a Fock operator \( \hat{F} \).

3. From the MOs, we construct a set of intrinsic atomic orbitals (IAOs) using standard procedures \cite{52, 53},

\[
|\eta_f\rangle = \sum_{\mu} C_{\mu f}^{\text{IAO}} |\chi_\mu\rangle , \quad f = 1 \ldots N_{\text{iao}} \tag{A2}
\]

4. The occupied MOs are by construction \cite{30} spanned by the IAOs, and thus can be written as

\[
|\psi_i\rangle = \sum_f C_{f i}^{\text{occ}} |\eta_f\rangle , \quad i = 1 \ldots N_\uparrow \tag{A3}
\]

\[
C^{\text{occ}} = (S^{\text{IAO}})^{-1} \left[ (C^{\text{IAO}})^T S^{\text{AO}} C^{\text{MO}} \right] ,
\]

with \( S_{\mu \nu}^{\text{AO}} = \langle \chi_\mu | \chi_\nu \rangle \) and \( S_{f g}^{\text{IAO}} = \langle \eta_f | \eta_g \rangle \).

The valence virtual orbitals, which are the orthogonal complement of the occupied MOs in the subspace spanned by IAOs, are computed with a standard Gram-Schmidt procedure,

\[
|\xi_l\rangle = \sum_f C_{f i}^{\text{virt}} |\eta_f\rangle = N_{\text{iao}} - N_\uparrow \tag{A4}
\]

with \( \langle \xi_l | \psi_i \rangle = 0 \).

5. Core orbitals are the lowest-energy occupied MOs,

\[
|\varphi_i\rangle = |\psi_i\rangle , \quad i = 1 \ldots N_f \tag{A5}
\]

Valence orbitals are the non-core occupied MOs and valence virtuals,

\[
|\varphi_p\rangle = \begin{cases} |\psi_i\rangle , & i = N_f + 1 \ldots N_\uparrow \\ |\xi_l\rangle , & l = N_{\text{iao}} - N_\uparrow \end{cases} \tag{A6}
\]

6. To construct external orbitals, we form the projector

\[
\hat{P} = \sum_i |\varphi_i\rangle \langle \varphi_i | + \sum_p |\varphi_p\rangle \langle \varphi_p | \tag{A7}
\]

on the subspace spanned by core and active orbitals, and the projector \( \hat{Q} = \mathbb{1} - \hat{P} \) onto its orthogonal complement. We then project the Fock operator onto the orthogonal complement of the core+active space,

\[
\hat{F}' = \hat{Q} \hat{F} \hat{Q} \tag{A8}
\]

External orbitals are the eigenvector of \( \hat{F}' \) in the orthogonal complement of the core+active space,

\[
\hat{F}' |\varphi_a\rangle = \varepsilon_a |\varphi_a\rangle , \quad \hat{Q} |\varphi_a\rangle = |\varphi_a\rangle \tag{A9}
\]

Equations (A5), (A6), and (A9) correspond to the core, active, and external orbitals respectively.

2. Core freezing

In this Subsection we report, for completeness, the standard frozen-core procedure used to remove core orbitals from the simulation. With the indices \( i, j \) and \( p, r, q, s \) we respectively denote core and non-core (active or external) orbitals.

\[
\hat{H} = \hbar \omega + \sum_i 2h_{ii} + \sum_{pr} \hbar \omega \hat{c}_{pi} \hat{c}_{pi} + \sum_{ij} 2\varepsilon_j - \varepsilon_i + \sum_{pr} \left[ \varepsilon_j - \varepsilon_i \right] \hat{c}_{pi} \hat{c}_{pi} \tag{A10}
\]

The Hamiltonian can then be written as in Eq. (4) with

\[
h_0 = \hbar \omega + \sum_i 2h_{ii} + \sum_{ij} 2\varepsilon_j - \varepsilon_i \tag{A11}
\]

3. Computation of transition matrix elements

In this Subsection, we detail the computation of the transition matrix elements in Eq. (10). In general, to achieve this goal one has to measure additional operators on a quantum computer. When Eq. (11) is adopted, on the other hand, the outcomes of these additional measurements are trivially related to the QSE overlap matrices.
To verify this point, let us first observe that one- and two-body density matrices are trivially related to the QSE overlap matrices. Indeed,
\[
\rho_{uu}^\sigma = \langle \Phi_0 | \hat{c}_{u\sigma}^\dagger \hat{c}_{u\sigma} | \Phi_0 \rangle = S_{uu}^\sigma , \quad (A12)
\]
and similarly
\[
\rho_{uw}^\sigma = \langle \Phi_0 | \hat{c}_{u\sigma}^\dagger \hat{c}_{w\tau} \hat{c}_{w\tau}^\dagger \hat{c}_{v\sigma}^\dagger | \Phi_0 \rangle = \left( -1 \right)^{\delta_{w\tau} + \delta_{u\ell}} S_{uv}^\sigma \Omega_{\ell,0} \quad (A13)
\]
and
\[
\begin{align*}
\Omega_{\lambda,0} &= \langle \Phi_0 | \hat{O}_a^{(1)} | \Phi_0 \rangle = \sum_u \omega_u^\lambda \langle \Phi_0 | \hat{c}_{u\sigma}^\dagger \hat{O}_a^{(1)} | \Phi_0 \rangle = \sum_u \omega_u^\lambda \sum_t \Omega_{u,t}^{\sigma} \rho_{ut}^{\sigma} + \sum_{u,v} \omega_{u,v} \sum_t \Omega_{u,t}^{\sigma} \rho_{ut}^{\sigma} \\
\Omega_{\lambda,ab} &= \langle \Phi_0 | \hat{O}_a^{(2)} | \Phi_0 \rangle = \sum_{u,v} \omega_{u,v}^\lambda \langle \Phi_0 | \hat{c}_{u\sigma}^\dagger \hat{c}_{v\tau} \hat{O}_a^{(2)} | \Phi_0 \rangle = \sum_{u,v} \omega_{u,v} \sum_t \Omega_{u,t}^{\sigma} \rho_{vt}^{\sigma} \\
\Omega_{\lambda,ab}^{\dagger} &= \langle \Phi_0 | \hat{O}_a^{(3)} | \Phi_0 \rangle = \sum_{u,v} \omega_{u,v}^\lambda \langle \Phi_0 | \hat{c}_{u\sigma}^\dagger \hat{c}_{v\tau} \hat{O}_a^{(3)} | \Phi_0 \rangle = \sum_{u,v} \omega_{u,v} \sum_t \Omega_{u,t}^{\sigma} \rho_{vt}^{\sigma}
\end{align*}
\]

The cost of computing the terms of Eq. (A16) is respectively $O(N_{\text{ext}}N_{\text{act}}^3 + N_{\text{ext}}N_{\text{act}}N_{\text{QSE}})$, and $O(N_{\text{ext}}^2 N_{\text{act}} + N_{\text{ext}}^2 N_{\text{act}}^2 N_{\text{QSE}})$ operations.

4. $R_y$ variational form

The quantum circuit defining the variational form used in the present work is shown in Fig. 6.

The initial state $|x_0, x_1, x_2, x_3, x_4, x_5\rangle$ is the computational basis state (i.e., a tensor product of eigenstates of the $Z$ Pauli operator) representing the Hartree-Fock state in presence of tapering. For the anion and radical, this is respectively $(x_0, x_1, x_2, x_3, x_4, x_5) = (1, 0, 1, 1, 1, 0)$ and $(x_0, x_1, x_2, x_3, x_4, x_5) = (1, 0, 1, 1, 0, 0)$. Observables such as the active-space Hamiltonian $H_{\text{act}}$ and the QSE overlap and Hamiltonian operators Eq. (12) are represented as linear combinations of Pauli operators $P = \otimes_{i=0}^{n-1} \sigma_i$ with standard mappings [54, 55].

At the end of the circuit, Pauli operators $P$ are measured, and the results of these measurements are used to compute expectation values of relevant operators using standard techniques [54].
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