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Abstract
Internet service providing industry is considered a mainstay for all types of organizations all over the world. In order to be competitive, internet service providers (ISPs) need to realize that all service quality attributes do not carry the same value in customers’ eyes. Therefore, the present study proposes a rationally appealing methodological framework for prioritizing attributes of the SERVQUAL model without restricting them to their dimensions. The responses on 22 attributes of service quality collected from 401 internet users were processed through a triangulation approach comprising three ranking methods: Relative to an Identified Distribution Integral Transformation (RIDIT), Grey Relational Analysis (GRA), and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS). A correlational study of these results was also computed using Spearman’s rank-order correlation coefficient, which proved positive. The consistent outcomes reveal a definite set of users’ priorities for the quality attributes of internet services, and it denies the general thought that the rate of internet service providers is the primary concern of customers. The findings uniquely contribute by highlighting important facets of service quality from customers’ viewpoint. The study would benefit ISPs to empathize customers’ needs corresponding to essential attributes. In this way, they would be able to rationalize the budget for top-ranked features, and redesign operational strategies accordingly.
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Introduction
The internet service providing industry is currently considered the backbone for all types of organizations across the world. It is flourishing day by day, and has become a major industry worldwide (World Bank, 2019). Despite the increase in the number of users, its adoption in different sectors is lower than the expected level. The reason could be assigned to substandard quality and disapproval of clients (Keskar et al., 2020). Thus, management and marketers of ISPs need to identify customers’ priorities regarding service quality attributes.

Service quality is an important hallmark of an organization, which attracts and retains its customers. At the same time, it is a measuring tool to analyze the level of service provided to the customers (Nguyen, 2014). Service quality commonly evaluates the variance between customers’ expectations and their perceptions of the service. The perception of service quality is made up of a customer’s perception of the overall superiority of the service (Bitner & Hubbert, 1994). It implies that service quality is essentially assessed on a degree of relativity through customers’ experience, word of mouth, or advertisement (Cravens & Piercy, 2006). Therefore, the connectivity providers are looking for significant service attributes and techniques to fulfill the diverse requirements of their clients. But since this industry serves a vast market, Internet Service Providers (ISPs) face problems differentiating overall service quality attributes from customers’ point of view. Consequently, several studies such as Quach et al. (2016) and Nguyen (2014) have been conducted on ISP service quality to determine the attributes that influence ISP customers’ demand. The numerous approaches are used to assess service quality are, for example, nationally developed indices (Johnson, Gustafsson et al., 2001; Andreassen & Lervik, 1999), Service Quality Indexes (SQI) based on random utility theory and discrete choice models (Eboli & Mazzulla, 2007), Customer Satisfaction Indexes (CSI) (Eboli & Mazzulla, 2009), refined SERVQUAL methodology.
(model) measured on a RATER scale (Parasuraman et al., 1991). Among these approaches, SERVQUAL is the most widely used technique across all sectors providing services (Morton et al., 2016) due to its suitability for customers’ expectations of all industries.

However, the established literature (e.g., Kumar, 2018; Quach et al., 2016) confirms that several studies were conducted on prioritizing service quality dimensions of the SERVQUAL model. Thus, researchers ranked five dimensions of the SERVQUAL model in the last decades (Nazarian et al., 2012; Quach et al., 2016; Thaichon & Jebarajakirthy, 2016), but no study was carried out to prioritize individual constituents of the model to analyze the attributes that remarkably sway customer satisfaction. These preceding studies assume that quality improvement decisions are driven mainly by prioritizing quality dimensions, making it difficult to assist in scrupulous decision-making. Therefore, a rational solution to gain a competitive advantage would be prioritizing quality attributes rather than the SERQUAL model’s dimensions to overcome difficulties in making customer-focused strategic decisions. That is, if needs are set precisely, management would be able to take satisfactory actions for improving quality (Kumar, 2018; Quach et al., 2016). Considering these arguments, the following research questions arise: In what priority order do service quality attributes (regardless of dimensions) define customers’ expectations from the perspective of internet service providers? Is the method applied to rank these attributes reliable?

In this context, the current study has been designed to array service quality attributes (without restricting them to their dimensions) from customers’ perspectives about services provided by ISPs. An analytical triangulation approach comprising three techniques has been deployed to set priorities based on customers’ demands. In this approach, more than two analyzing techniques are used to study, examine, or evaluate the dataset for validation (Hussein, 2009). The techniques used in this study are: Relative to an Identified Distribution Integral Transformation (RIDIT), Grey Relational Analysis (GRA), and Preference by Similarity to Ideal Solution (TOPSIS), followed by Spearman’s rank-order correlation. This research would help distinguish valuable attributes that achieve more customers’ satisfaction to enhance ISPs’ quality of services. Thus, findings would be invaluable for ISPs who, considering budgetary constraints, may focus on a few attributes that preponderate customers’ requirements.

In Section 2, we review the related work in the service quality of ISPs. Section 3 presents the methodology adopted for the current study. Section 4 describes the triangulation approach applied for the study. The stepwise description of RIDIT, GRA and TOPSIS analysis has been presented. Section 5 elaborates data analysis and results, whereas section 6 discusses these findings. Finally, sections 7 and 8 provide the conclusion and future directions, respectively.

**Literature Review**

Nowadays, ISP organizations are facing a challenge to understand customers’ demands and levels of satisfaction. According to a World Bank (2016), customers’ level of satisfaction concerning ISPs is very low. The primary reason for this is the inability to obtain detailed documentation or a survey report on critical problems and weak service areas of ISPs (Thaichon, Lobo, Prentice, et al., 2014). The other reason could be the inability to find the proper solution to these problems and weak service areas. In this regard, the present study draws on the literature of both service quality and its prioritizing methods to develop a better understanding in the context of ISPs.

Internet service is a process in which different devices are used to send and receive information over a long distance (Nguyen, 2014). It creates a powerful effect on the economy; the US is an excellent example of it, as per Gruber (2005). There are reasons to accept that the role of service quality is vital in high-tech services to modify a customer’s acceptance. Due to its strong and extensive impact, internet service providers try to pay maximum attention to augment the service quality. Moreover, detailed research has been done in order to measure the effects of service quality dimensions on ISP (Pathak et al., 2018; Thaichon & Jebarajakirthy, 2016). We have found from the literature that diverse research has been conducted to find the relation between customers’ expectations and quality of services, as well as between customer satisfaction and service dimensions (Miranda et al., 2018; Tommasetti et al., 2017). ISP services’ whole philosophy and success depend on the quality (Quach et al., 2016). In 1982, Boulding et al. (1993) defined services as immaterial procedures portrayed as exercises instead of particular concrete items (Agwu et al., 2018; Rezaei et al., 2018). Strombeck and Shu (2014) stated that quality talks about a product or service, which is error-free, or the attributes of a product or service that fulfills user needs. Various researchers defined service quality in different words, but the crux is that the service is said to be quality when users’ requirements regarding services become fulfilled (Felix, 2017). Referring to previous research, it has become necessary to develop a hierarchy process to tell priority demands related to services of ISPs to the customers (Thaichon, Lobo, Prentice, et al., 2014).

Earlier studies proved that customer satisfaction is an antecedent of service quality (Parasuraman et al., 1988). The other fact is that if a customer did not achieve a level of satisfaction, it is evident that he/she would change the firm, and never recommend it to anybody (Ali et al., 2015). The higher satisfaction level will have the higher potential for customers to repurchase the services or products. It is vital in attaining customer loyalty, and in addition, it enables the organizations to expand market share (Agwu et al., 2018). There are different meanings of customer satisfaction, as well as debates over this issue as customers can or cannot satisfy with the same perceived level of satisfaction.
Service providers that satisfy their customers will keep more customers, increase loyalty and earn more profits (Kumar, 2018). Many researchers firmly believe that the idea of customer satisfaction is not only a business objective but also a debatable service quality or marketing concept. Customer satisfaction may be well-defined as an “attitude” on the series of contacts. Gong and Yi (2018) asserted that the customers’ satisfaction depends on the global evaluation of service quality, and at every single argument of collaboration between products/services providers and customers, customers will have their quality judgments. Besides, Dimyati and Subagio (2018) described several consumer behavior models, where customers’ satisfaction determined the post-purchase evaluation based on the outcome of the products or services. The accumulation of positive service experiences could also increase customer satisfaction (Gao & Lai, 2015). In a nutshell, customer satisfaction is the fulfillment of customers’ expectations. Oliver (2010) described this as an outcome of the product or service, or its attribute, providing a pleasant level of satisfaction related to expectation.

The expectation is influenced by previous experience. If the previous experiences have been met by that time, the existing desire will be acclimated with the more elevated amount of satisfaction (Pizam et al., 2016). In practice, when their expectations meet the services delivered results and procedures, customers will be satisfied. Customers have set different expectations conditional to the context. In the process of purchasing, the expectation is the definite outcome in terms of satisfaction. When we talk about service quality, the expectation will drive the customers’ requirements and needs. Miranda et al. (2018) stated that expectations are an outcome of customer’s different experiences and market analysis. Choi (2013) indicated that customer expectations raise what the customers think a provider should offer. It is also observed that customers’ expectations change irregularly with the invention of modern technologies, the likeness of society and the used services. This is why it is probably difficult for marketers to understand the actual expectation of customers, but it is also imperative to hold the changing graph of expectations in every period. Zeithaml and Bitner (2003) determined that this is beneficial for companies as this trend reduce the risks of losing customers to other competitors.

Overall, the absolute service performances, past experiences, emphatic policies, and the defined steps of positioning strategies employed by service providers substantially impact customer expectations. All of these aspects will develop the anticipated services in customers’ minds. Customers can distinguish service quality due to inconsistencies between the expected service and perceived service.

Quach et al. (2016) contends that the customers’ acuity of service quality is the fundamental factor for the success of services. Parasuraman et al. (1988) well described that customers expect service providers to offer what they need instead of what providers would have to offer. Parasuraman et al. (1988) categorized customers’ acuity about service quality into five dimensions. The study initially identified 97 attributes that directly affect the quality of service. These attributes were categorized into 10 service quality dimensions. Then authors collapsed these 10 dimensions into 5 with 22 items. These dimensions are famous for the acronym RATER to represent reliability, assurance, tangibles, empathy, and responsiveness. Various researchers (Hizam & Ahmed, 2019; Kondasani, 2016; Margolis & Providencia, 2021; Miranda et al., 2018; Panda & Kondasani, 2017) have highlighted the SERVQUAL model’s applicability because it fits all industries to identify customer expectations. The other good side of SERVQUAL is that it also deals with customized and personalized service attributes, whereas other quality models do not cover it (Ramanathan et al., 2018; Rezaei et al., 2018; Saeedpoor et al., 2015).

The reliability dimension in this service industry is related to the primary service performance. Internet reliability quality dimension includes quick response, problem-solving as it arises, quality internet delivery on time and strong signal (Liu et al., 2015). Previous research also reveals that up-to-date and reliable information sources affect the service offerings and result in the right way (Nguyen, 2014), and construct a reliable connection between service providers and their users (Thaichon & Jebarajakirith, 2016). Assurance emphasizes the employees’ know-how, knowledge and skill to convey a sense of trust in the service provider to the customer. Tangibles deal with the physically appealing attributes, including infrastructure and equipment that facilitates internet connection. However, domestic Internet services customers are not capable of seeing what sort of services their ISP owns or leases. For them, the tangibles are linked to service attributes that physically exist, for example, modern equipment, visually appealing facilities, well-dressed employees and other amenities (Nguyen, 2014). Under empathy, customer care and individual attention are discussed. Empathy refers to the service provider’s careful and individualized attention to its customers. Responsiveness refers to the willingness of employees to perform service quickly and to assist the user. Abdolvand et al. (2006) emphasized that service providers must focus on providing better customer care to improve their quality of service. A survey result of the Turkish telecommunications industry reveals that an important factor contributing to perceived quality is the efficient handling of customer complaints (Nguyen, 2014). Similarly, a customer who receives the service provider’s prompt and reasonable response upon facing a service failure is strongly recommended to assess the organization’s service level (Panda & Kondasani, 2017). The established literature (e.g., Kumar, 2018; Pakdil and Harwood, 2005) confirmed that several studies had been done on prioritizing service quality dimensions without distinguishing the individual items.
Considering the above discussion, ISPs must evaluate not only dimensions but also service quality attributes that affect customer satisfaction and retention. These attributes can be helpful for ISPs to improve their level of service to get customer satisfaction. Keeping in mind the end goal of distinguishing the most valuable customer characteristics, this study has applied techniques to rank elements, factors, or attributes. Multi-criteria decision-making (MCDM) approaches such as The Relative to an Identified Distribution Integral Transformation (RIDIT), Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) and Grey Relational Analysis (GRA) are good and systematic ways to rank items (Bhattacharya & Kumar, 2017; Kondasani, 2016). Therefore, this research has employed a triangular approach based on RIDIT, GRA, and TOPSIS analyses to better order attributes from customers’ perspectives.

Bross first introduced RIDIT analysis in 1958, and later different researchers improved it (Beder & Heim, 1990; Bhattacharya & Kumar, 2017). RIDIT analysis is an effective method to study the data, following the Likert scale (Bross, 1958). There are no assumptions in RIDIT analysis for the population distribution of the study, so it is a “distribution-free” analysis (Beder & Heim, 1990; Bhattacharya & Kumar, 2017; Bross, 1958). Kruskal–Wallis (W) is a statistical test in RIDIT analysis, which confirms the results for “goodness of fit” (Bhattacharya & Kumar, 2017; Sadhukhan et al., 2015). On the other hand, TOPSIS was developed by Hwang and Yoon (1981). The best solution should be close to the positive ideal solution and far away from the negative ideal solution. Mostly, the positive ideal solution set comprises all the important (or highest) possible values from the positive criteria, whereas the negative ideal solution set consists of all the less important (or lowest) possible values from the negative criteria. In Deng (1989) built up the theory of the grey system to address system uncertainty. Grey Relational Analysis (GRA) is a quantitative analysis technique used to investigate the relationship between components. This technique helps identify quantitative and qualitative relationships with insufficient information from numerous factors.

**Methodology**

**Sample and Procedure**

This research aims to prioritize the items of the SERQUAL model (without restricting them to their dimensions) from customers’s perspectives about the services provided by internet service providers. In order to investigate the suggested research problem using a quantitative technique, data were collected through 22 items of the SERVQUAL questionnaire modified for ISPs measured on the Likert scale. Non-probability based convenience sampling technique was employed to contact internet users of ISPs at Lahore (a provincial capital), Pakistan. For this research, a person was supposed to be an internet user if he/she uses internet service daily. This can be any person who can navigate the Web browser (Thaichon, Lobo, & Mitsis, 2014). The respondents were ensured anonymity and confidentiality, and they provided their written consent to participate in the survey. The overall response rate of the study was 87.4% (437/500), of which 7.2% were inefficiently or improperly filled. Therefore, the valid response rate of the study was 80.6% (401/500). The final sample size corresponds with the suggested minimum by the previous studies conducted using the same techniques (e.g., Arshad Ali et al., 2020; Majumdar et al., 2020). The respondents gave their written informed consent before the response. The data were collected through a self-administered questionnaire by approaching them physically through personal contacts to obtain a high response rate. We used residential internet users as subjects for this study because they can be representatives of the population.

As a pre-requisite, the respondents were 18 years of age who used internet services. The descriptive statistics reveal that 47.4% (199) of the sample comprised males, while 52.3% (211) included females. Total responses with complete data are 401, and 63.6% of responses were of persons aged 26 to 35. The age group above 45 years contained only 2.7% of the respondents. The survey included 59.4% employees and 13.7% students who filled in the questionnaire.

Furthermore, in order to increase the validity or rigor of results, the triangulation strategy has been adopted (Golafshani, 2003). Triangulation enhances scientific rigor by validating the results obtained from one methodological procedure with results obtained from a different procedure. It also addresses perspectival biases and omissions introduced because each specific method or technique is suited to investigating certain types of questions and aspects of the phenomenon rather than others. Moreover, this approach intends to reveal complementarity, convergence and dissonance between the findings (Hussein, 2009). There are various types of triangulation (Denzin, 1978; Farquhar et al., 2020; Jick, 1979): (1) Methodological (multiple methods in a single study), (2) Data (Multiple data collection techniques or data sources), (3) Analytical (Multiple analytical techniques on the same dataset within a single-method study), (4) Theoretical (Multiple theories and paradigms for the same dataset), (5) Contextual (Involving multiple contexts of settings, locations, organizational units and time), and (6) investigator (Multiple researchers, collecting data or interpreting results).

Analytical triangulation has been used to establish ex-post reliability of results. This technique utilizes multiple strategies for investigating the same dataset to validate (Hussein, 2009). It strengthens the validity, reliability and replicability of the results, and widening the span of inquiry. In this way, the results are robust to the technique used, eliminating endogeneity issues (Nielsen et al., 2020). The current research has developed triangulation while using three prioritizing analytical techniques: RIDIT, GRA, and TOPSIS.
Techniques of the Study

RIDIT Analysis

The process of RIDIT analysis is given below in detail (Bross, 1958; Sadhukhan et al., 2015). Let’s presume a list of n categories with m items from the “extremely important” to the “unimportant” scale. Then,

Step 1: Calculate reference dataset RIDITs

a. Total responses can be severed as a reference dataset if the identification of the population is not easy. Therefore, the selected sample is used as a reference dataset.

b. Calculate \( f_j \) (frequency) for all response categories, where \( j = 1, 2, 3, \ldots, n \).

c. Calculate \( F_j \), the accumulated frequency mid-point for all responses’ categories.

\[
F_j = \frac{1}{2} f_j + \sum_{k=1}^{j-1} f_k \quad \text{where } j = 1, 2, \ldots, n
\]

d. For reference dataset, calculate RIDIT value called \( R_j \) for all responses categories, where \( j = 1, 2, \ldots, n \).

\[
R_j = \frac{F_j}{N}
\]

For the Likert scale survey, the total number of responses is \( N \). By definition, the normal estimation of \( R \) is always 0.5 for the reference dataset.

Step 2: Compute RIDITs and mean RIDITs

For comparison datasets, calculate RIDITs and mean RIDITs. A comparison dataset includes the response frequency for each Likert scale item category. Because this illustration contains “m” Likert scale items, there will be an “m” comparison dataset.

a. Calculate RIDIT value \( r_j \) for all scale items categories, where \( i = 1, 2, \ldots, n \).

\[
r_j = \frac{R_j \pi_j}{\pi_i}
\]

\( \pi_j \) is the category j frequency for the \( i \)th scale item, and \( \pi_i \) is a short form for the summation of the scale item \( i \) frequencies for all categories, that is, \( \pi_i = \sum_{k=1}^{n} \pi_{ik} \).

b. Calculate means RIDIT \( \rho_i \) for all Likert scale items.

\[
\rho_i = \sum_{k=1}^{n} \pi_{ik}
\]

c. Calculate the interval of confidence for \( \rho_i \). If the size of the reference dataset is enormous compared to the size of any comparison dataset, the confidence interval of 95% of any \( \rho_i \) is:

\[
\rho_i \pm \frac{1}{\sqrt{3n}}
\]

d. Test the following hypothesis using Kruskal–Wallis statistics \( W \).

\[
\begin{align*}
H_0 &: \forall i, \rho_i = 0.5 \\
H_a &: \exists i, \rho_i \neq 0.5
\end{align*} \quad W = 12 \sum_{i=1}^{m} \pi_i (\rho_i - 0.5)^2
\]

\( W \) follows an \((m-1)\) degree of freedom distribution of \( \chi^2 \). If \( H_0 \) cannot be accepted, examine the relationship among confidence intervals of \( \rho \).

GRA (Grey Relational Analysis)

The GRA relational analysis introduced below is a process for analyzing discrete data series in grey system theory, and is suitable for data collected through the Likert scale.

The GRA analysis proceeds through seven steps. The process is as follows:

1. Generating reference data series \( x_0 \)

\[
x_0 = (d_{01}, d_{02}, \ldots, d_{0n}) \]  \hspace{1cm} (1)

where \( n \) is the number of participants. The \( x_0 \) reference data series is generally composed of \( n \) values that represent the most favored responses.

2. General comparison data series \( x_i \)

\[
x_i = (d_{i1}, d_{i2}, \ldots, d_{in}) \]  \hspace{1cm} (2)

where \( i = 1, 2, \ldots, k \).

3. Computing the difference data series \( \Delta_i \)

\[
\Delta_i = (|d_{01} - d_{i1}|, |d_{02} - d_{i2}|, \ldots, |d_{0n} - d_{in}|) \]  \hspace{1cm} (3)

4. Finding the global maximum value \( \Delta_{\text{max}} \) and minimum value \( \Delta_{\text{min}} \) in the data series.

\[
\Delta_{\text{max}} = \max (\max \Delta_i) \quad \Delta_{\text{min}} = \max (\max \Delta_i)
\]  \hspace{1cm} (4)

5. Transforming each data point in each difference data series to the grey relational coefficient. Let \( Y_{ij} \) represents the \( j \)th data point’s grey relational coefficient in the \( i \)th data series, then

\[
Y_{ij} = \frac{\Delta_{\text{min}} + \omega \Delta_{\text{max}}}{\Delta_{ij} + \omega \Delta_{\text{max}}}
\]  \hspace{1cm} (5)
where $\Delta(i)$ is the $j$th value in $\Delta_i$ difference data series, $\omega$ is a value between 0 and 1. The coefficient $\omega$ is used in the data series to compensate for the effect of $\Delta_{\text{max}}$ being an extreme value. Generally, the $\omega$ value can be set to 0.5.

6. Gray relational grade is computed for each data series of differences. Let $\omega_i$ represent grey relational grade for the $i$th scale item and assume that data points in the series are of the same weights, $\tau_{in} = \frac{\sum_{j=1}^{m} \gamma(i,j)}{m}$

The magnitude of $\tau_i$ reflects the overall degree of standardized deviance of the $i$th original data series from the reference data series. In general, a scale item with a high value of $\tau_i$ indicates that the respondents have a high degree of favored consensus on a particular dimension.

7. Sorting $\tau$ values into descending or ascending order to facilitate the managerial interpretation of the results.

**TOPSIS Analysis**

The approach for TOPSIS takes six steps and has been given below:

**Step 1.** Define the normalized decision matrix (i.e., the matrix with a score of suppliers on several criteria. Let $x_{ij}$ be the numerical score of alternative $i$ on criterion $j$.

$$Md = \begin{pmatrix}
    d_{11} & \cdots & d_{1j} \\
    d_{21} & \cdots & d_{2j} \\
    \vdots & \ddots & \vdots \\
    d_{nj} & \cdots & d_{nj}
\end{pmatrix}$$

The corresponding normalized value $r_{ij}$ is defined as:

$$r_{ij} = \frac{x_{ij}}{\sqrt{\sum_{i=1}^{m} x_{ij}^2}}, i = 1, 2, \ldots, m; \ j = 1, 2, \ldots, n.$$ 

**Step 2.** Determine the matrix of weighted normalized decisions. The weighted normalized value $v_{ij}$ is defined as: $v_{ij} = w_{ij} r_{ij}, i = 1, 2, \ldots, m; j = 1, 2, \ldots, n$

where $w_{ij}$ is the weight attached to criterion $j$.

**Step 3.** Determine the positive ideal and negative ideal alternatives denoted by $A^{*}$ and $A^{-}$ respectively, and are defined as:

$$A^{*} = \{(\max v_{ij} \mid j \in J), (\min v_{ij} \mid j \in J') \mid i = 1, 2, \ldots, m\}$$

$$A^{-} = \{v_{1j}^+, \ldots, v_{mj}^+\}$$

$$A^{-} = \{v_{1j}^-, \ldots, v_{mj}^-\}$$

where $J$ and $J'$ are benefit and cost criteria, respectively.

**Step 4.** In this step, the distance $s_i^+$ between alternative $i$ and $A^{*}$ is determined, as well as the distance $s_i^-$ between alternative $i$ and $A^{-}$. In TOPSIS, the $n$-dimensional Euclidean distance is used to calculate these distances, hence

$$s_i^+ = \sqrt{\sum_{j=1}^{n} (v_{ij} - v_{ij}^*)^2}, \text{ where } i = 1, 2, \ldots, m$$

and

$$s_i^- = \sqrt{\sum_{j=1}^{n} (v_{ij} - v_{ij}^-)^2}, \text{ where } i = 1, 2, \ldots, m$$

**Step 5.** Calculate the relative distance $c_i^*$ to the ideal alternative, defined as:

$$c_i^* = \frac{s_i^-}{s_i^+ + s_i^-}, 0 < c_i^* < 1, \text{ where } i = 1, 2, \ldots, m$$

**Step 6.** Rank the preference dataset order.

**Validating Results of Rank Order Among Triangulation**

It is evident that the three ranking techniques are expected to produce somewhat different priority orders of service attributes. Therefore, it often becomes challenging to select the final priority order result emanating from a particular ranking method. In such a situation, a test statistic called Spearman’s rank-order correlation is estimated.

**Spearman’s rank-order correlation.** This test statistic calculates the monotonicity of the relationship between the rank order results of any two ranking techniques. The following equation shows the test statistic:

$$\gamma = \frac{6 \sum d_i^2}{n^3 - n}, \text{ where } d_i = \text{difference in the paired ranks, and}$$

$n = \text{number of areas}$

In this study, the outcomes from the three techniques were compared pairwise, and the results of the ranking order from
a particular technique were selected based on their statistical correlational values.

Results
Firstly, a descriptive analysis of each variable was conducted. Secondly, RIDIT, GRA, and TOPSIS analyses were performed to juxtapose the outcomes. After that, Spearman’s rank-order correlation was applied to these methods to check monotonicity among the outcomes.

To know the customers’ expectations for ISPs, 22 attributes of SERVQUAL have been used, as shown in Table 1.

\[
W = 12 \times (401 \times (0.4445 - 0.5)^2 + 401 \times (0.6135 - 0.5)^2 + 401 \times (0.5723 - 0.5)^2 \\
+ 401 \times (0.5371 - 0.5)^2 + 401 \times (0.4369 - 0.5)^2 + 401 \times (0.4792 - 0.5)^2 \\
+ 401 \times (0.4505 - 0.5)^2 + 401 \times (0.5441 - 0.5)^2 + 401 \times (0.4687 - 0.5)^2 \\
+ 401 \times (0.5048 - 0.5)^2 + 401 \times (0.4684 - 0.5)^2 + 401 \times (0.4742 - 0.5)^2 \\
+ 401 \times (0.4774 - 0.5)^2 + 401 \times (0.4662 - 0.5)^2 + 401 \times (0.4836 - 0.5)^2 \\
+ 401 \times (0.4625 - 0.5)^2 + 401 \times (0.4561 - 0.5)^2 + 401 \times (0.5181 - 0.5)^2 \\
+ 401 \times (0.5278 - 0.5)^2 + 401 \times (0.5729 - 0.5)^2 + 401 \times (0.5370 - 0.5)^2 \\
+ 401 \times (0.503 - 0.5)^2
\]

RIDIT Analysis
The results from the RIDIT analysis have been recapitulated in Tables 2 and 3. The customers’ expected service quality for the internet service providing industry is taken as the reference dataset.

Table 2 illustrates customers’ responses in the form of frequencies and presents RIDITs of the reference dataset for each category in the last row.

Kruskal–Wallis (W) calculation. The statistical relevance of RIDIT analysis was assessed based on Kruskal–Wallis (W) value. The Kruskal–Wallis (W) for customer expected attributes of service quality is calculated as follows:

Table 1. Attributes and Their Codes.

| Dimension       | Attributes (Variables)                                      | Codes |
|-----------------|------------------------------------------------------------|-------|
| Tangible        | Modern Equipment                                          | ME    |
|                 | Visually Appealing Facilities                             | VAF   |
|                 | Well-dressed Customer Service Staff                       | WDCS  |
|                 | Visually attractive materials                             | VAM   |
| Reliability     | Services as per the commitment                           | SPC   |
|                 | Reassuring when problems arise                            | RPA   |
|                 | Services delivered at times promised                      | SDTP  |
|                 | Right service at the first time                           | RSFT  |
|                 | Accurate records                                          | AR    |
| Responsiveness  | Customer service staff makes information obtainable       | CSIO  |
|                 | Customer service staff Prompt Service                     | CSPS  |
|                 | Customer service staff willing to help                    | CSWH  |
|                 | Customer service staff respond to requests                | CSRR  |
| Assurance       | Customer service staff are trustworthy                    | CSTW  |
|                 | Customers feel safe in dealings                           | FSD   |
|                 | Customer service staff are polite                         | CSP   |
|                 | Customer service staff have good knowledge of services    | CSKS  |
| Empathy         | Provide individualized attention                          | PIA   |
|                 | Operate at convenient hours                              | OCH   |
|                 | Customer service staff provide Personal attention         | CSRA  |
|                 | Best interests of the customer                            | BIC   |
|                 | Understand customer needs                                 | UCN   |
Table 2. RIDITs for the Reference Dataset.

| Attributes | 5 | 4 | 3 | 2 | 1 | \(\Pi_i\) |
|------------|---|---|---|---|---|--------|
| ME         | 163 | 160 | 60 | 17 | 1 | 401    |
| VAF        | 56 | 177 | 124 | 30 | 14 | 401    |
| WDCS       | 107 | 119 | 136 | 25 | 14 | 401    |
| VAM        | 103 | 165 | 116 | 9  | 8  | 401    |
| SPC        | 178 | 137 | 69  | 15 | 2  | 401    |
| RPA        | 172 | 106 | 78  | 37 | 8  | 401    |
| SDTP       | 188 | 103 | 79  | 28 | 3  | 401    |
| RSFT       | 117 | 134 | 114 | 25 | 11 | 401    |
| AR         | 157 | 141 | 83  | 17 | 3  | 401    |
| CSIO       | 127 | 165 | 75  | 24 | 10 | 401    |
| CSPS       | 162 | 130 | 91  | 10 | 8  | 401    |
| CSWH       | 153 | 147 | 72  | 23 | 6  | 401    |
| CSRR       | 143 | 162 | 73  | 15 | 8  | 401    |
| CSTW       | 150 | 161 | 69  | 13 | 8  | 401    |
| FSD        | 149 | 139 | 91  | 20 | 2  | 401    |
| CSP        | 149 | 166 | 69  | 12 | 5  | 401    |
| CSKS       | 174 | 121 | 86  | 16 | 4  | 401    |
| PIAS       | 139 | 121 | 104 | 32 | 5  | 401    |
| OCH        | 115 | 156 | 104 | 15 | 11 | 401    |
| CSPA       | 102 | 138 | 107 | 26 | 28 | 401    |
| BIC        | 115 | 145 | 111 | 21 | 9  | 401    |
| UCN        | 139 | 139 | 93  | 19 | 11 | 401    |

| \(F_1\) | 3058 | 3132 | 2004 | 449 | 179 | 8822 |
| \(\frac{1}{2} f_j\) | 1529 | 1566 | 1002 | 224.5 | 89.5 |
| \(F_j\) | 1529 | 4624 | 7190 | 8418.5 | 8732.5 |
| \(R_j\) | 0.173317 | 0.5241442 | 0.81500735 | 0.954262 | 0.9898549 |

Table 3. RIDITs for the Reference Datasets and Prioritization of Attributes.

| Attributes | 5 | 4 | 3 | 2 | 1 | \(P_i\) | Lower bound | Upper bound | Priority ranking |
|------------|---|---|---|---|---|--------|-------------|-------------|-----------------|
| ME         | 0.0705 | 0.2091 | 0.1219 | 0.0405 | 0.0025 | 0.4445 | 0.4156 | 0.4733 | 2 |
| VAF        | 0.0242 | 0.2314 | 0.2520 | 0.0714 | 0.0346 | 0.6135 | 0.5847 | 0.6424 | 22 |
| WDCS       | 0.0462 | 0.1555 | 0.2764 | 0.0595 | 0.0346 | 0.5723 | 0.5434 | 0.6011 | 20 |
| VAM        | 0.0445 | 0.2157 | 0.2358 | 0.0214 | 0.0197 | 0.5371 | 0.5083 | 0.5659 | 18 |
| SPC        | 0.0769 | 0.1791 | 0.1402 | 0.0357 | 0.0049 | 0.4369 | 0.4080 | 0.4657 | 1 |
| RPA        | 0.0743 | 0.1386 | 0.1585 | 0.0880 | 0.0197 | 0.4792 | 0.4504 | 0.5081 | 11 |
| SDTP       | 0.0813 | 0.1346 | 0.1606 | 0.0666 | 0.0074 | 0.4505 | 0.4217 | 0.4793 | 3 |
| RSFT       | 0.0506 | 0.1752 | 0.2317 | 0.0595 | 0.0272 | 0.5441 | 0.5152 | 0.5729 | 19 |
| AR         | 0.0679 | 0.1843 | 0.1687 | 0.0405 | 0.0074 | 0.4687 | 0.4399 | 0.4975 | 8 |
| CSIO       | 0.0549 | 0.2157 | 0.1524 | 0.0571 | 0.0247 | 0.5048 | 0.4760 | 0.5336 | 14 |
| CSPS       | 0.0700 | 0.1699 | 0.1850 | 0.0238 | 0.0197 | 0.4684 | 0.4396 | 0.4973 | 7 |
| CSWH       | 0.0661 | 0.1921 | 0.1463 | 0.0547 | 0.0148 | 0.4742 | 0.4453 | 0.5030 | 9 |
| CSRR       | 0.0618 | 0.2117 | 0.1484 | 0.0357 | 0.0197 | 0.4774 | 0.4485 | 0.5062 | 10 |
| CSTW       | 0.0648 | 0.2104 | 0.1402 | 0.0309 | 0.0197 | 0.4662 | 0.4374 | 0.4950 | 6 |
| FSD        | 0.0644 | 0.1817 | 0.1850 | 0.0476 | 0.0049 | 0.4836 | 0.4547 | 0.5124 | 12 |
| CSP        | 0.0644 | 0.2170 | 0.1402 | 0.0286 | 0.0123 | 0.4625 | 0.4337 | 0.4913 | 5 |
| CSKS       | 0.0752 | 0.1582 | 0.1748 | 0.0381 | 0.0099 | 0.4561 | 0.4273 | 0.4849 | 4 |
| PIA        | 0.0601 | 0.1582 | 0.2114 | 0.0762 | 0.0123 | 0.5181 | 0.4893 | 0.5469 | 15 |
| OCH        | 0.0497 | 0.2039 | 0.2114 | 0.0357 | 0.0272 | 0.5278 | 0.4990 | 0.5567 | 16 |
| CSPA       | 0.0441 | 0.1804 | 0.2175 | 0.0619 | 0.0691 | 0.5729 | 0.5441 | 0.6018 | 21 |
| BIC        | 0.0497 | 0.1895 | 0.2256 | 0.0500 | 0.0222 | 0.5370 | 0.5082 | 0.5659 | 17 |
| UCN        | 0.0601 | 0.1817 | 0.1890 | 0.0452 | 0.0272 | 0.5031 | 0.4743 | 0.5320 | 13 |
$W = 226.60444424$ and $\chi^2(22 - 1) = 32.671$

Since Kruskal–Wallis $W$ is significantly large, it is concluded that internet users’ priorities order is extraordinarily different from scale items order. In Table 3, $p_i$ values represent that these attributes have different levels of importance in customers’ opinions.

After this analysis, 22 attributes of the SERVQUAL model have been organized in priority order according to customers’ expected internet services. The most important attributes influencing the selection of an ISP are SPC, ME, SDTP, CSKS and CSP; whereas the least essential attributes are VAM, RSFT, WDCS, CSPA, and VAF.

**GRA (Grey Relational analysis)**

The GRA method was also applied to the same dataset, which contains responses of ISPs’ users. The outcomes of the GRA method are calculated and summed up in the given Tables A1–A3 (shown in the Appendix) and 4.

Calculated GRA scores and the GRA ranks for each of the attributes have been shown in Table 4. According to the opinion of 401 ISP customers, SPC (Services as per commitment) is the most critical attribute. Second is SDTP (Services delivered at times promised); ISP provides good service on committed time without compromising quality. The third important attribute is ME (Modern Equipment) in the ISP industry. It expresses that the ISP customers give high importance to services committed within the time frame given by internet service providers.

**TOPSIS Analysis**

For TOPSIS analysis, 22 service attributes were treated as alternatives, whereas importance levels as selection criteria for the attributes preference, where the level of importance were Likert scale points (i.e., 1, 2, 3, 4, and 5) with equal weights.

The positive ideal solution maximized the importance levels 5 and 4 while minimized the priority levels 1 to 3. On the other hand, the negative ideal solution maximized the order levels 1 to 3, and minimized the importance levels 4 to 5. In the end, TOPSIS scores ($P_i$) were calculated for all service attributes from positive ideal solutions and negative ideal solutions denoted by $S_i^+$ and $S_i^-$ respectively, as shown in Table 5.

According to the opinion of 401 ISP customers, ME (Modern Equipment) is the most critical attribute. Second is SPC (Services as per commitment); ISP provides good service without compromising quality. The third essential attribute is CSTW (Customer service staff are trustworthy) in the ISP industry. It emerged that the ISPs customers give great importance to commitments and trust made by internet service providers.
As previously discussed, the three methods applied for data ranking in the current research are well-known, but these methods are different in their approaches and steps, thus ordering the attributes differently. The hierarchy of attributes gained from RIDIT, GRA and TOPSIS methods are compared as portrayed in Table 6.

It is interesting to observe from Table 6 that 5 out of 22 attribute positions given by the three methods are the same, while 9 out of the remaining 17 positions assigned by the two analyses are similar. After comparing these three methods (RIDIT, GRA, and TOPSIS), the findings reliably show that higher importance has been given to the service attributes: ME, SPC and SDTP.

| Dimension | Attributes | RIDIT | GRA | TOPSIS |
|-----------|------------|-------|-----|--------|
| Tangible  | ME         | 2     | 3   | 1      |
|           | VAF        | 22    | 22  | 21     |
|           | WDCS       | 20    | 20  | 22     |
|           | VAM        | 18    | 18  | 18     |
| Reliability | SPC      | 1     | 1   | 4      |
|           | RPA        | 11    | 9   | 13     |
|           | SDTP       | 3     | 2   | 12     |
|           | RSFT       | 19    | 19  | 19     |
|           | AR         | 8     | 7   | 7      |
| Responsiveness | CSIO   | 14    | 14  | 10     |
|           | CSPS       | 7     | 5   | 9      |
|           | CSWH       | 9     | 10  | 5      |
|           | CSRR       | 10    | 11  | 6      |
| Assurance | CSTW       | 6     | 8   | 2      |
|           | FSD        | 12    | 12  | 11     |
|           | CSP        | 5     | 6   | 3      |
|           | CSKS       | 4     | 4   | 8      |
| Empathy   | PIA        | 15    | 15  | 15     |
|           | OCH        | 16    | 16  | 16     |
|           | CSPA       | 21    | 21  | 20     |
|           | BIC        | 17    | 17  | 17     |
|           | UCN        | 13    | 13  | 14     |

In light of Spearman’s correlation results, all three methods have a strong relationship. However, RIDIT analysis has a more substantial relationship with both TOPSIS and GRA.

Spearman’s rank-order correlation. In order to check the relationship among rankings obtained from these techniques: RIDIT, GRA, and TOPSIS, Spearman’s rank-order correlation coefficients have been calculated (SadhuKhan et al., 2015). The summary results in the form of a pairwise correlation of rank orders between any two ranking methods for SERVQUAL items have been presented in Table 7.

In Table 7 it can be observed that 14 attributes out of 22 ranked by all the three methods are similar, while the remaining attributes’ ranking was also not so different. Initially, it was discovered through GRA and RIDIT that the main considerable factors are services as per commitment, services delivered at times promised, modern equipment, and customer service staff are trustworthy. These factors are considered the most important factors for the service quality dimension. However, in order to confirm the ranking, and make a convincing opinion about the priorities that customers allocated to the attributes, we utilized Spearman’s rank-order correlation. Hence, these three strategies (RIDIT, GRA, and TOPSIS) ingrained among researchers show consistency in the outcomes. However, the RIDIT analysis has an additional statistical comparison test between the Kruskal–Wallis (W) and the chi-squared, which, analyzes the outcomes for the goodness of fit. Besides, Spearman’s rank coefficients reveal that attributes’ ranking obtained from RIDIT analysis is strongly associated with the other two ranking techniques. In short, the outcomes from all these three techniques are satisfactory, but the prioritization of SERVQUAL attributes obtained from the RIDIT is considered better.

**Discussion**

Pakistan is the 10th largest customer globally, with more than 100 million internet users (Pakistan Telecommunication Authority [PTA], 2020). Since ISP’s quality influences customer satisfaction (Ariff et al., 2013), it is vital to study the service quality parameters of the internet connectivity in such an economy. Overall service quality is a determining factor that drives the wave of customers’ perception toward ISPs (Thaichon, Lobo, & Mitsis, 2014); however, the dimensions of service quality impact customer satisfaction differently (Joudeh & Dandis, 2018). In this regard, the current study contributes by further investigating the role of each item to increase the granularity of assessing the effect compared with overall service quality and its dimensions. In this research, the authors highlighted the hierarchal importance of each component of the SERVQUAL model in the context of internet service providers (ISPs) through an appealing methodological framework. Furthermore, in order to strengthen the validity, ex-post reliability, and replicability of the results, and widen the span of inquiry, the current research has developed analytical triangulation using three prioritizing techniques: RIDIT, GRA, and TOPSIS.

Hence, these three strategies (RIDIT, GRA, and TOPSIS) ingrained among researchers show consistency in the outcomes. However, the RIDIT analysis has an additional statistical comparison test between the Kruskal–Wallis (W) and the chi-squared, which, analyzes the outcomes for the goodness of fit. Besides, Spearman’s rank coefficients reveal that attributes’ ranking obtained from RIDIT analysis is strongly associated with the other two ranking techniques. In short, the outcomes from all these three techniques are satisfactory, but the prioritization of SERVQUAL attributes obtained from the RIDIT is considered better.
Spearman’s rank-order correlation. Spearman’s rank-order correlation revealed that RIDIT analysis is strongly associated with the other two ranking techniques. In light of these research findings, RIDIT analysis results are considered the best. The triangulation approach revealed that internet users give much importance to internet service providers’ commitments and up-to-date technologies. Moreover, the results indicated that attributes like SPC, ME, SDTP, CSKS, and CSP are some of the most critical aspects while CSWT, CSPS, and AR turned out to be essential attributes to fulfill customers’ needs and demands, whereas VAM, RSFT, WDCS, CSPA, and VAF are not too many important attributes.

Although past studies have been conducted to analyze the effect of SERQUAL model dimension-wise rather than item-wise, the recent research (e.g., Barua et al., 2018; Hammoud et al., 2018; Ye et al., 2017) is in agreement with the current research because the items representing the general characteristics have been found significantly related to customer’s satisfaction in various domains. Furthermore, when we analyzed the top-ranked attributes of service quality, the following themes have emerged: Commitment, Equipment, and Service staff’s knowledge, politeness, trustworthiness and promptness. The findings are consistent with the previous regression-based studies. For example, according to Gounaris and Venetis (2002) and Thaichon, Lobo, and Mitsis (2014), trustworthiness, honesty, skillful practices, and level of empathy and consideration of ISP lead to customers’ satisfaction.

The study also revealed that service as per commitment (SPC) is vital to customers’ needs and demands. It contributes a lot to business in terms of generating revenue and creating repute for the brand. Customer service staff having good knowledge of services (CSKS) is explained as providing complete and accurate information to the customers. The survey also shows that every individual does not demand customer service staff’s personal attention, which is less important for the customers. The study further describes that visually appealing facilities (VAF) have less influence on customer attitude and companies should consider that people are not too much interested in their visually appealing facilities. Thus, the study suggests that focusing on specific service attributes would enhance customer satisfaction and reduce costs. Therefore, the managers should consider paying less attention to peripheral features while allocating resources.

**Conclusions and Implications**

Service quality is emerging as a dynamic approach to gain a competitive advantage in the service industry by fulfilling customers’ relevant demands. The challenging competitive environment of the internet-driven Pakistani sector with more than 100 million users builds pressure on service providers to differentiate themselves with continuous improvement in service quality attributes. ISPs need to get authentic information of the perception of customers about the quality of service they provide. It enables them to devise relevant strategies to avoid customer switching, securing long-term growth.

In this context, this study was conducted to prioritize attributes of the SERVQUAL model for internet service providers from the perspective of 401 internet users using the triangulation approach. In the triangulation approach, more than two analyzing techniques are used to study, examine, or evaluate the data set for the purpose of validation (Hussein, 2009). Three different methods were chosen and juxtaposed to present customers’ preferences. An effective triangulation approach has been proposed by combining Relative to an Identified Distribution Integral Transformation (RIDIT), Grey Relational Analysis (GRA) and Preference by Similarity to Ideal Solution (TOPSIS) analyses. Furthermore, Spearman’s correlation confirmed that RIDIT analysis outcomes are more appropriate for this study.

The study has contributed to the literature of service quality in the context of internet service-providing companies. The findings can be regarded as robust due to the triangulation design of the study. Service quality as a whole is broadly viewed as a fundamental determining component of customers’ satisfaction. Even though service quality is a multidimensional concept, not all dimensions affect customers’ utility uniformly (Quach et al., 2016). Further on these lines, this study proposes that individual items contribute differently to the satisfaction level of internet service users, which is essential for the sustainable success of ISPs. It would enable ISPs to curtail switching and churn rates by analyzing the hierarchy of the attributes of the SERVQUAL model.

The outcomes of this research could be a valuable asset to aid managers of ISPs to focus on enhancing the satisfaction of customers and minimizing long-term budgeting by paying attention to essential attributes only. Succinctly, it would surely be a comprehensive tool for practitioners and academicians to act as a way forward for ISPs to appreciate their customers’ expectations.

**Limitations and Future Research**

Although the present research offers valuable insights, it has certain limitations that can act as an opportunity for future research. First, the ranking of ISPs service quality attributes was carried out on the community from a generic perspective without focusing on any organization. More studies should be conducted in different service organizations and diverse cultural contexts to generalize the ranking patterns of service quality attributes. Furthermore, data were collected using convenient sampling, while probabilistic techniques are recommended for future investigations to increase the representativeness of the sample.
Since internet users are not homogeneous, the elements of service quality might have diverse effects across different clusters of internet users. Therefore, an investigation of these groups is recommended to formulate market segmentation strategies. Similarly, longitudinal research design may be helpful to comprehend the changing patterns of customers’ cognition and behaviors with time. Additionally, research scope is limited to SERVQUAL model attributes, while future studies should explore other service attributes and service quality models. The researchers should also consider ranking techniques other than RIDIT, GRA, and TOPSIS.

Appendix

Table A1. Customer Responses Dataset.

| d1 | d2 | d170 | d171 | d172 | d240 | d241 | d242 | d307 | d308 | d309 | d399 | d400 | d401 |
|----|----|------|------|------|------|------|------|------|------|------|------|------|------|
| x1 | x2 | x3   | x4   | x5   | x6   | x7   | x8   | x9   | x10  | x11  | x12  | x13  | x14  |
| 5  | 4  | 3    | 4    | 5    | 4    | 5    | 4    | 4    | 5    | 5    | 5    | 5    | 5    |
| 5  | 5  | 5    | 4    | 5    | 4    | 5    | 5    | 5    | 5    | 5    | 4    | 4    | 4    |
| 5  | 5  | 5    | 4    | 5    | 4    | 5    | 5    | 5    | 5    | 5    | 4    | 4    | 4    |
| 5  | 5  | 5    | 4    | 5    | 4    | 5    | 5    | 5    | 5    | 5    | 4    | 4    | 4    |
| 5  | 5  | 5    | 4    | 5    | 4    | 5    | 5    | 5    | 5    | 5    | 4    | 4    | 4    |
| 5  | 5  | 5    | 4    | 5    | 4    | 5    | 5    | 5    | 4    | 4    | 4    | 4    | 3    |
| 5  | 5  | 5    | 4    | 5    | 4    | 5    | 5    | 5    | 4    | 4    | 4    | 4    | 3    |

Table A2. Difference Data Series.

| Δ1 | Δ2 | Δ3 | Δ4 | Δ5 | Δ6 | Δ7 | Δ8 | Δ10 | Δ11 | Δ12 | Δ13 | Δ14 | Δ15 | Δ16 | Δ17 | Δ18 | Δ19 | Δ20 | Δ21 | Δ22 |
|----|----|----|----|----|----|----|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0  | 1  | 2  | 1  | 0  | 1  | 0  | 1  | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 1   | 1   | 1   | 0   |
| 0  | 0  | 1  | 0  | 0  | 1  | 0  | 1  | 2   | 0   | 1   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0  | 1  | 0  | 0  | 0  | 1  | 0  | 0  | 1   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0  | 0  | 1  | 0  | 0  | 0  | 2  | 2   | 2   | 0   | 0   | 1   | 1   | 1   | 1   | 2   | 0   | 2   | 2   | 1   |
| 2  | 2  | 2  | 2  | 2  | 2  | 2  | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 1  | 2  | 2  | 2  | 2  | 2  | 2  | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 1  | 0  | 2  | 2  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   |
| 1  | 0  | 1  | 0  | 2  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0  | 1  | 2  | 1  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0  | 0  | 2  | 2  | 2  | 2  | 2  | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 1  | 0  | 1  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 1  | 1  | 2  | 1  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 1  | 2  | 3  | 2  | 1  | 1  | 1   | 1   | 2   | 1   | 1   | 1   | 1   | 1   | 1   | 2   | 1   | 1   | 1   | 1   | 2   |
| 1  | 2  | 2  | 2  | 2  | 2  | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 2  | 0  | 0  | 0  | 0  | 0  | 2   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 1   | 1   | 1   | 1   | 1   |

Appendix
Table A3. Grey Relational Grade.

| $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | $\gamma_4$ | $\gamma_5$ | $\gamma_6$ | $\gamma_7$ | $\gamma_8$ | $\gamma_9$ | $\gamma_{10}$ | $\gamma_{11}$ | $\gamma_{12}$ | $\gamma_{13}$ | $\gamma_{14}$ | $\gamma_{15}$ | $\gamma_{16}$ | $\gamma_{17}$ | $\gamma_{18}$ | $\gamma_{19}$ | $\gamma_{20}$ | $\gamma_{21}$ | $\gamma_{22}$ |
|-----------|------------|------------|------------|------------|------------|------------|------------|------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 1.00      | 0.67       | 0.50       | 0.67       | 1.00       | 0.67       | 0.67       | 1.00       | 1.00       | 1.00         | 1.00         | 0.67         | 1.00         | 1.00         | 1.00         | 1.00         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 1.00         |
| 1.00      | 1.00       | 1.00       | 0.67       | 1.00       | 0.67       | 1.00       | 1.00       | 1.00       | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 0.67         | 1.00         | 1.00         |
| 0.67      | 0.67       | 0.50       | 0.67       | 0.67       | 1.00       | 1.00       | 0.67       | 0.67       | 0.50         | 1.00         | 0.67         | 1.00         | 0.67         | 1.00         | 0.67         | 1.00         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         |
| \ldots    | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       |
| 0.67      | 1.00       | 1.00       | 1.00       | 1.00       | 0.67       | 1.00       | 1.00       | 1.00       | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 0.67         | 1.00         |
| 1.00      | 1.00       | 1.00       | 0.67       | 1.00       | 1.00       | 1.00       | 0.50       | 0.50       | 0.50         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 0.67         | 0.67         | 0.67         | 0.67         |
| 0.67      | 0.67       | 0.67       | 0.50       | 1.00       | 0.67       | 0.67       | 1.00       | 1.00       | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 0.67         | 1.00         | 1.00         | 1.00         |
| \ldots    | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       |
| 0.50      | 0.50       | 0.50       | 0.50       | 0.50       | 0.50       | 0.50       | 0.50       | 0.50       | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         | 0.50         |
| 0.67      | 0.50       | 0.67       | 0.67       | 1.00       | 1.00       | 1.00       | 1.00       | 0.50       | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 0.67         | 0.67         | 0.67         | 0.67         |
| 0.67      | 0.67       | 1.00       | 0.67       | 0.50       | 1.00       | 1.00       | 0.67       | 1.00       | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 0.67         | 0.67         | 0.67         | 0.67         |
| \ldots    | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots     | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       | \ldots       |
| 0.67      | 0.50       | 1.00       | 1.00       | 0.67       | 0.40       | 0.40       | 0.50       | 0.67       | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         |
| 0.50      | 1.00       | 1.00       | 1.00       | 1.00       | 1.00       | 1.00       | 1.00       | 1.00       | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         | 1.00         |
| 0.50      | 1.00       | 1.00       | 1.00       | 1.00       | 0.50       | 1.00       | 1.00       | 1.00       | 1.00         | 0.67         | 1.00         | 0.67         | 1.00         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         | 0.67         |

Average ($\tau$) Of GRA Grade:

$0.765087$ $0.630091$ $0.670823$ $0.691438$ $0.74314$ $0.745968$ $0.768994$ $0.690773$ $0.748878$ $0.749709$ $0.741596$ $0.73857$ $0.747382$ $0.737739$ $0.749709$ $0.761596$ $0.713549$ $0.699917$ $0.664417$ $0.69468$ $0.721779$
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