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ABSTRACT In model-based testing, the test suites are derived from design models of system specification documents instead of actual program codes to reduce cost and time of testing. In search-based software testing approach, the nature inspired meta-heuristic search algorithms are used for automating and optimizing the test suite generation process of software testing. This paper proposes a concrete model-based testing framework; using UML behavioral state chart model along with the hybrid version of the two most popular nature inspired algorithms, Firefly algorithm (FA) and Differential Algorithm (DE). The hybrid algorithm is adopted to generate optimized test suits for the benchmark triangle classification problem. Experimental results evidently show that the hybrid FA-DE search algorithm outperforms the individual model-based Firefly and Differential Evolution algorithm’s performances in terms of time complexity, better exploration and exploitation as well as variations in test case generation process. The framework generates optimized test data for complete transition path coverage of the available feasible paths of the example problem.

INDEX TERMS Firefly algorithm, differential evolution, hybrid FA-DE algorithm, object oriented testing, path coverage, search-based testing, model-based testing.

I. INTRODUCTION

The software development organizations spend more than two third of the project development cost on product testing. The main intention of testing is to define some specific set of test suites that are capable enough to reveal the hidden errors/mistakes associated with the software under test thus avoiding bugs or system failures in future [37], [53]. The two most universally adapted testing strategies followed by testers are functional testing commonly known as black box testing and structural testing, popularly known as white box testing [67]–[71]. White box testing tests the logical flows, the key control flow paths, and program logics of the software under test. The black box testing tests the functions or modules of the software, verifying the outputs generated for a given set of inputs.

Currently in major sectors like banking, stock markets, telecommunication, health management, university management, internet applications, rocket launching systems and mobile applications etc., almost in every domain the widespread use of object-oriented programming approach is noticed. The popularity of the object-oriented programming concept is due to its modular structure and specific features like encapsulation, polymorphism, inheritance, dynamic binding etc. [22] that make the development and modification of applications quite simple in comparison to structured programming style. The object-oriented testing paradigm, popularly known as grey box testing was introduced in late 80s, the main challenges and complexities encountered in this approach is the testing of the specific
features introduced by object-oriented programming concepts. The specific programming features that make the object-oriented programming popular also made it too critical to test. Therefore, a different testing style known as model-based testing approach was adapted for object-oriented testing [39]. In the model-based testing approach the test cases are derived directly from system specification and design documents, i.e. mainly from the dynamic models also known as behavioural models of software systems instead of actual programme codes [49], it is a very tough task and an open research problem [22], [27]. The existing testing strategies are still incompetent to generate optimal set of test cases or test suites for critical path coverage and therefore the researcher community is still trying to figure out some new frameworks or methodologies for the complete automation of the process of object-oriented testing [30]. In last two decades researchers have started applying the meta-heuristic search algorithms [40], [43]–[45] to the field of model-based testing [22], [31], [34], [39], [78] for generating optimized test cases or test sequences.

Nature inspired algorithms are gradually being hybridised [86], [87] keeping in mind the best features of different algorithms, [1], [18], [24], [32], [48], [63] to obtain more variation and quality in the solutions, as some metaheuristics are very efficient in exploration where as others are good at exploitation. The hybrid metaheuristic techniques are created by combining two search algorithms where balance between exploration and exploitation is maintained, one algorithm is better in exploration and other one in exploitation [86]. The Firefly Algorithm (FA) is a stochastic, population-based metaheuristic, that has proved its efficiency in solving NP hard problems, in various fields of engineering and industry like wireless network design, market pricing, structural optimization, robotics etc. [11], [16]. Many versions of Firefly algorithms are applied for solving various problems in the fields like cryptanalysis [18], graph colouring [17], speech reorganization [3], for improving the speed of convergence, for diagnosing Parkinson’s disease, for feature selection [6]–[8] and to provide microarray data for cancer prediction [1], [3], [7]. Similarly, the Differential Evolution (DE) algorithm is based on the evolutionary principle of survival of the fittest; it’s a very popular algorithm, proving its excellence in global optimization, at the same time hybridization of DE with several other algorithms have provided excellent results [29].

Keeping the above research findings in mind, in this paper a novel FA-DE algorithm has been proposed along with a framework for model-based testing of object-oriented programs, using UML behavioural state chart model. The proposed hybrid algorithm provides good exploitation feature using Firefly Algorithm (FA) and enhanced exploration feature using Differential Evolution (DE) algorithm to generate balanced test suits for the benchmark triangle classification problem. Initially, the UML State chart models are converted to state chart graphs (SCG), then feasible test sequences are extracted from the SCG graph and finally model-based hybrid FA-DE algorithm is applied to select a suitable set of test suites from a vast set of possible test suits for testing those feasible paths. Efficiency of the algorithm is verified using the benchmark triangle classification problem. Hence, the objectives of the proposed proposal would be achieved by implementing the following modules.

1) Development and generation of object-oriented test suites for triangle classification problem using FA based model.
2) Development of a DE based object-oriented model for generation and verification of test suits for the same classical problem.
3) Development of FA-DE hybrid model for test suit generation and its performance verification using the triangle classification problem.
4) An extensive set of experiments has been performed on a well-known benchmark triangle classification problem and a comparative analysis with state-of-the-art methods including single and hybrid metaheuristics.

The remaining parts of the paper are arranged as follows. Section II provides a detailed literature review, section III provides explanations of the hybrid metaheuristic algorithms with parameter settings; Section IV describes the proposed framework for test suit generation, and Section V explains the detailed experimental set up and statistical analysis of the experimental results. Finally, the paper provides the conclusions and possible future directions in Section VI.

II. LITERATURE REVIEW

At present the newly emerging subdomain of testing, search-based software testing had shown promising results in the field of software testing, where metaheuristic nature inspired algorithms, predominantly evolutionary Genetic algorithms (GA), genetic programming (GP), bio-inspired algorithms including particle swarm optimization (PSO), Ant colony optimization (ACO), Firefly Algorithm (FA), and Cuckoo search (CS) algorithms were employed in automating the process of test case generation and test case prioritization [33], [68], [76]. The nature inspired evolutionary algorithms mainly the Genetic algorithms or genetic programming and swarm based metaheuristic algorithms [19], [32] including PSO, ACO, CS and FA were used for generating test data or test cases targeting specific coverage criteria [12].

In last two decades as there was a paradigm shift from structured programming approach towards object, oriented programming approach a new testing methodology known as model based testing was adapted to test the object-oriented programs. Then researchers started applying the metaheurisitic search algorithms both evolutionary as well as swarm based [43]–[45] to the field of model-based testing [22], [31], [34], [39], [70] for generating optimized test cases or test sequences.

The metaheuristic algorithms, also known as nature-inspired algorithms are robust optimizers coming under the category of stochastic algorithms. The metaheuristic algorithms were developed replicating the natural processes such
as the gravitational force of attraction, various laws of physics, harmonics, principles of chemistry, the adaptability features followed by the nature i.e. the process of evolution and the intelligentsia shown by its various species starting from micro-organisms like bacteria to birds, honey bees, flies, fishes, frogs, monkeys, wolfs and many more [81].

The popular and widely applied metaheuristic algorithms include Genetic Algorithms (GAs) [33], [73], [75], Particle Swarm Optimization algorithm (PSO) [41], [42], [59], [60], [65], Artificial Bee Colony algorithm (ABC) [25], Cuckoo Search algorithm (CS) [15], [19], [26], [35], Firefly Algorithm (FA) [11], [20], [32], [37], [46], Differential evolution (DE) algorithms [25], [29], [30], [85], Ant colony optimization (ACO) [55] etc.

Though more than 300 types of nature inspired metaheuristic algorithms are available in the literature [82], the most widely accepted and popular primary algorithms mainly include the Genetic algorithms (GAs), Differential evolution algorithms (DE), Artificial Bee Colony algorithms (ABC), particle swarm optimization algorithms (PSO), fireflies algorithm (FA) and ant colony optimization algorithm (ACO). The metaheuristic bio-inspired algorithms have proved their proficiency in solving complex real world application problems in versatile fields of Engineering like language recognition using firefly algorithm [3], in speech recognition where the parameters of a fuzzy neural network are optimized using Firefly algorithm [13] in electronics circuit design, in problems of traffic optimization using popular metaheuristics like GA, DE, ACO, GP (genetic programming), ABC etc [36], in enhancing the image contrast using FA with chaotic sequence and data classification using ACO [8], [52], in healthcare the firefly model is used for Parkinson’s disease diagnosis and classification [5]–[7], in Robotics, where swarm based Glow worm optimization algorithm with multimodal functions was used for collective robotics applications similarly GA and PSO Algorithms were used for Intelligent Robot Path Optimization [16], [59].

Gradually with wider use of metaheuristics it was observed that these algorithms are not suitable for solving all kinds of problems and a specific metaheuristic algorithm shows excellent performance in solving a particular problem whereas the same algorithm shows worst performance in solving another type of problem, therefore one or a few metaheuristic algorithms cannot be standardized to get optimized solutions for all types of problems. Problem definition, fitness function, and parameters play a major role in the performance of those metaheuristic algorithms. Therefore gradually the hybrid approaches combining two metaheuristics are adapted for solving complex problems, a hybrid model based TVIW-PSO-GSA algorithm and SVM was applied for Classification Problems [60], a binary hybrid grey wolf optimization technique was used for feature selection [61] and some added applications like layout designing, graphics and art designing [28].

The model-based testing framework using metaheuristics seems too complex and difficult, as a small number of standard papers are available and the area still remains challenging to the researchers, Kari and Kumar [15] used a model based Cuckoo search algorithm for test suite optimization, similarly Shirole and Kumar [34] provided a detailed analysis on the model-based test case generation processes using UML behavioural models, Utting et al. [39] provided a thorough taxonomy of the various model based testing approaches. Since last two decades more than seventy percent of research work in the field of model-based testing using metaheuristics, is mainly based on genetic algorithms [33], [72] or genetic programming [9]. Many researchers have already suggested that instead of individual metaheuristic algorithms the hybrid models are more suitable for providing better-optimized solutions due to their combined exploration and exploitation capabilities [86]. In literature, very less number of papers [84] are available, where hybrid algorithms are applied for model-based testing of object-oriented programs. In this section out of the vast number of available papers, the basic papers have been provided, which have proved to be useful in providing a detailed analysis and through understanding of the metaheuristic algorithms, hybrid metaheuristic algorithms, application of those metaheuristic and hybrid metaheuristic algorithms in the broad area of search based testing and model based testing.

Uzun et al. [77] have described that search based software testing is the emerging field of software engineering domain where the software testing problem is reformulated as a search problem to select an appropriate and specific set of test suites using some metaheuristic algorithms and the fitness function is defined on the basis of certain coverage metric. They have mentioned that although a number of search-based optimization techniques are available but still a very little theoretical analysis is available regarding the suitability of the problem for specific testing problems, they also suggested that a hybrid global search approach may be suitable for solving the test data generation problem.

Daniel et al. [87] have made an exhaustive literature study of bio-inspired algorithms during past few decades and they find out that the number of metaheuristic bio-inspired optimization approaches have reached to such unprecedented levels that it may dark the future prospects of this research field. They have addressed the problem by proposing two comprehensive, principle-based taxonomies thus allowing the future researchers to organize the existing and upcoming algorithmic developments on the basis of two well defined criteria i.e. the source of inspiration and the behavior of each algorithm. In this work they have reviewed more than three hundred publications dealing with nature-inspired and bio-inspired algorithms, and the most interestingly they revealed that more than one-third of the reviewed bio-inspired solvers are versions of classical algorithms mainly Genetic algorithms, particle swarm optimization algorithm, Ant colony optimization algorithm etc.. The authors have also suggested that the hybridisation of the existing algorithms may produce new algorithmic behaviours and the results may be able to solve complex problems which still remain unsolved using...
existing single metaheuristic algorithms and once solid proof is provided that the hybrid approaches are able to compensate the increasing complexity then those approaches would be gradually incorporated using existing taxonomies of metaheuristic algorithms.

Khari and Kumar [15] have presented a cost effective and time efficient Cuckoo Search (CS) algorithm for test data optimization; they have provided a detailed statistical study for validating their results.

Zhang et al. [48] have proposed a hybrid firefly algorithm combining the advantages of firefly (FA) and differential evolution (DE) algorithms and also verified the performance of the hybrid algorithm using benchmark unimodal and multimodal functions. The experimental results show that the hybrid firefly algorithm had better performance than the original versions of FA, DE and PSO algorithms in convergence rate and in avoidance of getting trapped in local minima.

Nayyar et al. [51]–[53], Durbhaka et al. [54], Nayyar and Nguyen [55], Diwaker et al. [56], and Gheisari et al. [57] have provided a detailed understanding on evolutionary algorithms including GA, and swarm based algorithms including ACO, ABO, PSO, Glow worm, Cockroach swarm optimization, Cat swarm optimization, Dolphin echo location, Eagle strategy, monkey search algorithm etc., highlighting the various computational models, the versatile approaches along with their applications in the newly emerging complex fields of engineering including IOT, AI, Big data, Data mining and Robotics.

Panda and Dash [23] have provided a detailed overview of the popular metaheuristic algorithms since last two decades including Cuckoo Search(CS), Gravitational search algorithm(GSA), Genetic Algorithms(GA), Particle swarm optimization(PSO), Differential Evolution(DE) and Artificial Bee Colony algorithm(ABC) and have compared the performances of the algorithms to generate test data for path coverage based testing.

Sahoo et al. [84] have used a hybrid bee colony algorithm combining Particle swarm optimization(PSO) and Bee Colony (ABC) algorithms along with unified modelling language (UML) combination diagram for optimized test data generation using the UML state chart diagram and sequence diagram of an ATM system.

Panthi and Mohapatra [27] used firefly algorithm for generating optimized and prioritized test sequences from UML state machine diagrams. The firefly algorithms have proved themselves in solving numerical optimization problems, i.e. the NP hard problems and also the firefly algorithm reduces the overall computational effort by 86 and 74 percent respectively in comparison to Genetic algorithm(GA) and particle swarm optimization algorithm(PSO).

Srivastava et al. [37] have used a modified firefly algorithm along with guidance matrix for generating optimal test paths. They claim that their methodology is capable of generating optimal discrete independent test paths that are highly useful in software testing.

Guohua et al. [83] have presented a very recent detailed review on popular strategies known as ensemble strategies that could be incorporated to different stages of population-based algorithms, to enhance their efficiency, precision and robustness. These ensemble techniques improve the computational intensiveness of the population-based algorithms by providing versatile tools and paradigms to design a better algorithm that would be able to handle versatile optimization problems. Here the adapted controlling parameters are updated automatically depending on the type and complexity of optimization algorithms, i.e. the algorithm tuning is performed by those automatically adapted parameters instead of normal hit and trial method.

Grosan and Abraham [86] stated that although evolutionary computation has solved many practical problems in engineering, business, commerce, etc., still sometimes they fail to give better performance due to poor parameters selection or in appropriate problem representation. This is in accordance with the No Free Lunch theorem, which states that for any algorithm, any high performance over one class of problems is paid by poor performance in another class, therefore the need for hybrid evolutionary algorithms is emphasized and they explained the several possibilities for hybridization of the metaheuristic algorithms along with they presented a detailed review of the available hybrid frameworks using PSO, ACO, Bacteria foraging algorithm(BFO) and some generic hybrid evolutionary architectures developed during the last couple of decades.

The object-oriented testing paradigm was introduced in late 80s, where the main challenge was the testing of the specific features of the object-oriented programming concepts such as inheritance, multiple inheritance, polymorphism, encapsulation and overloading [22]. At the same time, it is also unavoidable to ensure the quality and dependability of the software. The best way out for reducing cost and handling program complexity during software testing of object-oriented software is the complete automation and optimization of its entire product testing phase.

In earlier 90s Panda and Dash [22], tried to apply the traditional testing techniques in testing object-oriented programs and recommended that these programs can only be tested by considering the message passing between the objects or change of states of the objects i.e. taking into consideration the dynamic behaviour of the system. Therefore, generating test cases from design documents rather than codes would be more appropriate.

Sharma et al. [33] proposed that the model-based testing approach mainly concentrates on test case generation and test result evaluation using a model. A software model mainly describes the system behaviour in terms of the input sequences accepted by the system, a set of conditions, actions, the data flow between its modules and routines.

Panda and Dash [22] described that the code-based testing approaches are not applicable in object-oriented programs testing, due to the specific features of Object-Oriented programming concepts like data encapsulation, data abstraction,
dynamic binding etc. and therefore model-based testing approaches are used for the testing of object-oriented programs. Some of the popular software testing models include the unified modelling language (UML) models, finite state machines (FSM) models, Markov chains model and formal models. The design artefacts, mainly the UML behavioural models are mostly used by researchers for testing; these include Use case model, Activity model, State chart model, sequence model, object model and component model. A group of researchers also used combinatorial models fusing two UML models like Use case and sequence model, Activity and sequence model, state chart and sequence model etc. Ananya and Swapan [2] demonstrated that the UML models cannot be used directly for testing; some intermediate representation is required for using those UML models in testing. A lot of research work is conducted in this direction and the popular techniques include symbolic execution, OCL (Object control language), Directed graph (DG), System sequence diagram (SSD), Sequence diagram graph (SDG), Extended control flow graph (ECFG), State machine graph, Activity graph, Message flow graph (MFG), Use case diagram graph (UDG), Communication tree, object oriented graph (OOG).

Srivastava et al. [37] revealed that it is a very tough task to analyse UML models, in particular the behavioural models as they capture the dynamic system behaviour. Specifically, for object-oriented programs, many researchers propose the automation of software testing process but till date test sequence generation and complete test coverage remains an open research problem. The existing testing strategies cannot guarantee the exact and optimal set of test cases or test suites for coverage of the critical paths as well as quality of testing.

Saeed et al. [49] explained that optimization algorithms are broadly classified into two primary categories; first, one is the deterministic algorithms and the second one is stochastic algorithms. Deterministic algorithms include the algorithms like Hill Climbing, Newton-Raphson Method, Simplex method etc., for similar set of initial values; these algorithms obtain similar set of final values. The stochastic algorithms always produce a new set of solutions even though they begin with the same set of initial points. These algorithms include some advantages as well as disadvantages. The advantages include shared information, preservation of good solutions and very few chances of getting confused with local best as the global best. The disadvantages include, these are complex metaheuristic algorithms, require a lot of parameter settings and show better performance with large data sets.

In model-based testing approach appropriate test suites can be extracted from UML models to test object-oriented programs, a detailed view of the literature available on model-based testing in last two decades is presented in TABLE I. Though around more than two decades of research work has been carried out, still we require some concrete framework to automatically generate optimized and prioritized test suites for the hassle free model-based testing of object-oriented programs and software.

In the literature, few papers are available for model-based test data generation employing firefly algorithm [27], [37]. The authors have used the ATM state chart model and vending machine model as a case study for their problem. Srivastava et al. [37] have used a combined graph reduction technique with firefly algorithm to generate discrete and independent paths. Panthi and Mohapatra [27] have generated optimized and prioritized test sequences from UML state machine models, specifically generated test sequences for the composite states. Samuel et al. [31] generated test cases from UML state machine diagrams by applying transformed predicate functions.

The exhaustive search of the available literatures of last five years showed the availability of only one research work based on model-based testing using hybrid Bee colony algorithm [84]. In this work optimised path sequences are generated from UML combinational diagrams, the state-chart sequence diagram system graph (SCSEDG) of the ATM withdrawal operation. The hybrid Bee colony algorithm is developed by merging PSO and Bee colony algorithm where first the initial population was randomly generated and the fitness function of individual solutions was calculated and then the candidate solutions were ranked according to the fitness value. Afterwards the solutions were divided into two groups, the best solution are kept and the worst solutions are replaced with a copy of the best solutions, then the two metaheuristic algorithms are separately applied to get best optimal solutions. Here the solutions are path sequences and the optimized path is only one, the best path having minimum cost.

This work has much similarity with our work in terms of the model-based testing approach using UML diagrams as well as hybrid algorithms, but this approach cannot be compared with our work, as our objective is to generate test data for every feasible path targeting transition path coverage, also in our case the case study is the benchmark triangle classification problem having four paths and in the above work the case study is for ATM withdrawal operation, and their objective is to select only one path sequence having minimum cost.

After performing an in-depth study of the available literature on model-based testing using metaheuristic algorithms, it was observed that very few papers are available on the use of hybrid metaheuristic in the field of model based testing, no concrete framework is still available for automatic test suite generation with complete path coverage. In order to overcome the above difficulties, this paper proposed a novel FA-DE algorithm which generates optimal test suits fulfilling complete transition path coverage for model-based testing of object-oriented programs.
The table below presents a literature review on model-based testing, highlighting key papers and their contributions:

| Year of Publication | Title of paper | Author | What Research work is proposed from abstract | Advantages/ disadvantages |
|---------------------|----------------|--------|---------------------------------------------|---------------------------|
| 2018                | Model-Driven Architecture Based Testing: A Systematic Literature Review | Uzunet et al. [77] | Model driven architecture-based testing mainly derives test cases from the system architecture models. Here the authors have analyzed 739 papers and identified 31 of them exactly related to the area and provided a thorough review identifying the current research directions and the methodologies followed. | They have suggested that the field is still novice and the approaches followed in those papers are quite different from each other in the test goals, modeling approaches as well as in the test data generation process. |
| 2015                | Review of model-based approach for automating the test case generation for Object Oriented Systems. | Rajvir et al.[78] | The authors have provided a detailed survey on the publications related to the various test data generation techniques using UML behavioral models. | This paper suggested that the most difficult part of the model-based testing approach is to decide and fit a specific model to a specific problem and no concrete guidelines are available to measure the suitability of the techniques used. |
| 2013                | UML Behavioral Model-based Test Case Generation: A Survey | S.Mabesh [79] | This paper provided a survey on the different UML model-based testing techniques, giving special emphasis on the UML behavioral diagrams like sequence, state chart and activity diagrams. | This work provided a clear classification of the various research approaches used for test case generation, like formal specification, Model-based graph based, UML specification etc. It suggested that the different behavioral models are able to capture the different features of the same scenario and therefore appropriate test cases can be designed using this model-based testing approach. |
| 2011                | Automated test cases Generation for object Oriented software | Shanthi et al.[80] | This paper proposed an automatic test case generation technique using UML class models, Genetic algorithm, and Depth first search algorithm along with transition path coverage criteria. | The specification-based test case generation approach is generating test cases from UML class models. But it is not validated with any other test case generation approach. |
| 2009                | Object-Oriented Software and UML-Based Testing: A Survey Report | S. Supavita.[81] | This report summarized noteworthy published works in object-oriented software testing and UML-based testing areas over the past 15 years. It included innovations in the concepts, techniques, and approaches. | It suggested some areas which could be explored further in the domain of UML model-based object-oriented testing, like application of symbolic execution techniques, data flow testing techniques and aspect-oriented software. |
| 2006                | A Taxonomy of Model-based Testing | Uiting et al. [39] | This paper provided an overall review on the model-based testing paradigm in seven dimensions. It provided the advantages disadvantages along with the approaches used and issues arise in model-based testing process. | This research work provided a concrete conceptual framework to analyze and categorize different model-based testing approaches and their usability along with the supporting tools available. It also provided the research challenges and limitations encountered in this field of model-based testing and test data generation. |
TABLE 1. (Continued.) Literature review on model-based testing.

| Year | Model-based Testing of Object-Oriented Systems | Rumpe et al.[82] | It argued that an approach using models as central development artifact needs to be added to the portfolio of software engineering techniques, to further increase efficiency and flexibility of the development as well as quality and reusability of results. Then test case modeling is examined in depth and related to an evolutionary approach to model transformation. A number of test patterns are proposed that have proven helpful to the design of testable object-oriented systems. In contrast to other approaches, this approach uses explicit models for test cases instead of trying to derive (many) test cases from a single model. | The proposal made in this paper is part of a pragmatic approach to model-based software development. This approach uses models as primary artifact for requirements and design documentation, code generation and test case development and includes a transformational technique to model evolution for efficient adaptation of the system to changing requirements and technology, to optimize architectural design and fix bugs. To ensure the quality of such an evolving system, intensive sets of test cases are an important prerequisite. They are modeled in the same language, namely UML, and thus exhibit a good integration and allow us to model system and tests in parallel. Therefore, we can conclude that techniques such as model-based development, model evolution and test-first design will change software engineering and add new elements to its portfolio. |

III. PROPOSED HYBRID MODEL-BASED TESTING APPROACH

Nature inspired algorithms are good at solving many complex problems in different fields of science and engineering efficiently. There are several stochastic model-based nature inspired algorithms and out of them the Firefly (FA) and Differential Evolution (DE), have outperformed in various complex optimization problems. The detailed descriptions of FA and DE along with their algorithms have been presented in the Algorithm 1 and Algorithm 2. However, both algorithms have some inherent limitations such as FA searches nearby local regions and take more time to converge, whereas DE explores more randomly due to its mutation operator and gets premature convergence. Therefore, integrating the respective merits of FA and DE, a hybrid algorithm, denoted as FA-DE is proposed in Algorithm 3 to obtain quality test suites for testing object-oriented programs.

A. FIREFLY ALGORITHM

Firefly algorithm (FA) is a population-based optimization technique in the swarm intelligence family and it is proposed by Yang and He [46], Yang et al. [47]. This algorithm is inspired by the swarming and flashing light characteristics of the fireflies. In the summer night group of fireflies in the sky produce flashing light for two fundamental reasons, to attract their partners for mating and to protect themselves from potential predators [8].

However, the flashing lights follow two physical laws: first, the light intensity ($I$) is inversely proportional to the distance ($r$) in the form of $I \alpha 1/r^2$ light intensity decreases as the distance increases and second, the intensity of light exponentially decreases due to absorption of light in the air.

| Algorithm 1 | Firefly Algorithm (FA) |
|-------------|------------------------|
| **Input:** | Objective function $f(x)$, number of decision variables (D), parameters bounds $[L, U]$ |
| **Output:** | Optimal candidate solution |
| 1. Initialize parameters: Population size (N), $\gamma$, $\beta_0$, $\alpha$ |
| 2. Initialize a set of random fireflies $x_i$, $\{1, \ldots, N\}$ |
| 3. Compute light intensity $f(x_i)$ for all fireflies |
| 4. Define the light absorption coefficient ($\gamma$) |
| 5. while $t < MaxGen$ do |
| 6. for $i \leftarrow 1$ to $N$ do |
| 7. for $j \leftarrow 1$ to $N$ do |
| 8. Compute the distance $r_{ij}$ between two fire flies $x_i$ and $x_j$ using Euclidean distance in Eq.(4) |
| 9. if light intensity $f(x_i) < f(x_j)$ then |
| Less-brighter firefly moves towards more-brighter firefly |
| 10. Compute attractiveness varies with absorption parameter ($\gamma$) and distance ($r_{ij}$) using Eq.(3) |
| 11. Move firefly $x_i$ towards firefly $x_j$ using Eq.(5) |
| 12. Update new solution $x_i(new)$ and its light intensity $f(x_i)(new)$ |
| 13. end if |
| 14. end for |
| 15. end for |
| 16. Sort light intensity of the fireflies to update the best solution |
| 17. $t = t + 1$ |
| 18. **end while** |

Therefore, in FA algorithm the intensity of light is associated with fitness value of the cost function to be optimized...
The FA can be formulated based on following three rules:

1) All fireflies assumed to be unisex so any firefly can be attracted to other fireflies irrespective their sex for mating.
2) The attractiveness is proportional to light intensity of the fireflies.
3) The light intensity of a firefly is determined by the cost function that is to be optimized.

From the above rules, it is understood that FA has been designed using two important issues: i) the variation of light intensity and ii) formulation of the attractiveness that is inversely proportional to the distance. Hence, the attractiveness of a firefly can be established with its flashing light intensity which in turn is considered as fitness value of the corresponding firefly. In addition, flashing light of firefly also gets absorbed in the air. Hence, the attractiveness is inversely varies with distance (r) and adsorption (γ) which can be derived as follows:

\[
I = I_0e^{-γr} \tag{1}
\]

where \(I_0\) denotes the light intensity of the firefly with distance \(r = 0\), and the light absorption is assumed with a fixed light absorption coefficient. In order to avoid singularity at \(r = 0\) in Eq. (1) we can combine inverse square law and adsorption using Gaussian form as follows.

\[
I = I_0e^{-γr^2} \tag{2}
\]

Similarly, the attractiveness (β) is also the function of distance and adsorption. The attractiveness of a firefly is determined based on light intensity of the fireflies in its neighborhood in Gaussian form and it is defined as follows.

\[
β = β_0e^{-γr^2} \tag{3}
\]

where \(β_0\) is the initial attractiveness of a firefly which is initialized with a constant value at distance \(r = 0\). The terms light intensity I and attractiveness \(β\) are by some means equivalent. The term light intensity indicates total light emitted by a firefly, the term attractiveness denotes amount of light that someone can see and being observed by other fireflies at a distance (r). The distance between any two fireflies in a group \(x_i\) and \(x_j\) can be computed by Euclidean distance in the Cartesian space, as follows.

\[
r_{ij} = \|x_i - x_j\| = \sqrt{\sum_{k=1}^{d} (x_{ik} - x_{jk})^2} \tag{4}
\]

where \(d\) denotes the dimensionality of each firefly; \(x_i\) and \(x_j\) are the \(i^{th}\) and \(j^{th}\) fireflies of the population. In the FA, movement of each firefly takes place based on the principle that the \(i^{th}\) firefly attracts another \(j^{th}\) firefly when \(j^{th}\) firefly is more attractive than \(i^{th}\) firefly. The movement of the fireflies is formulated in the algorithm as follows

\[
x_{i+1} = x_i + β_0e^{-γr^2} \|x_{ik} - x_{jk}\| + α \left( rand - \frac{1}{2} \right) \tag{5}
\]

where \(α\) is a randomization parameter and third term generate random number in the range \([-1, 1]\) from the Gaussian distribution. Eq. (5) represents new position of the \(j^{th}\) firefly consists of three terms: the current position of \(i^{th}\) firefly, move to \(j^{th}\) firefly which is more attractive, and a random walk in the range of \([-1, 1]\). Finally, the steps of Firefly optimization are summarized in Algorithm 1.

B. DIFFERENTIAL EVOLUTION ALGORITHM

Differential Evolution (DE) is a stochastic population-based optimization technique in the evolutionary algorithms family and it is proposed by Rainer Storn and Kenneth Price [29]. DE algorithm works on the principle of evolution theory of nature i.e. survival of the fittest [39]. It primarily consists of two operators namely, mutation and recombination. In DE, the main role is played by the mutation operation and it is followed by the recombination operator. In evolutionary algorithms, each candidate solution is known as a genome or chromosome. However, in DE candidate solutions are referred to as vectors with three different names such as target vectors, donor vectors, and trial vectors. The classical DE algorithm comprises four major steps: initialization, mutation, recombination, and selection. Initialization step randomly initializes population and controlling parameters of the algorithm for one time. Then, last three steps of the algorithm are repeated iteratively till maximum number of generations is reached or termination criterion is satisfied. The candidate solutions are referred as target vectors that are randomly generated within the search space restricted by lower and upper bounds such as,

\[
x_{\text{min}} = (x_{\text{min},1}, x_{\text{min},2}, \ldots, x_{\text{min},d}) \text{ and } x_{\text{max}} = (x_{\text{max},1}, x_{\text{max},2}, \ldots, x_{\text{max},d}).
\]

Then, we can initialize the \(j^{th}\) component of the \(i^{th}\) target vector as follows, where \(rand\) is a uniformly distributed random number that varies within 0 and 1.

\[
x_{ij} = x_{\text{min},j} + \text{rand} \cdot (x_{\text{max},j} - x_{\text{min},j}) \tag{6}
\]

1) MUTATION

After the initialization step, DE algorithm generates \(i^{th}\) donor/mutant vector \(v_{ij}^n\) corresponding to each target/parent vector \(x_{ij}^n\) in \(n^{th}\) iteration using mutation operator. Two most popular mutation operators are formulated as mentioned below:

\[
DE/rand/1 \quad v_{ij}^n = x_{R1}^n + F \cdot (x_{R2}^n - x_{R3}^n) \tag{7a}
\]

\[
DE/best/1 \quad v_{ij}^n = x_{\text{best}}^n + F \cdot (x_{R1}^n - x_{R2}^n) \tag{7b}
\]

where random numbers \(R_1/ = R_2/ = R_3\) within the range of \([1, 2, \ldots, N_p]\); One of the control parameter F is known as scaling factor which is a positive real number in the range of \([0, 2]\). In this work, we use these two mutation operators in the experiment that offer better result over other variants of mutation strategies. Unlike GA, in the DE algorithm the target vector is not involved in mutation operation.
Algorithm 2 Differential Evolution Algorithm

**Input:** Fitness function $f$, number of decision variables ($D$), parameters bounds (lower bound ($lb$), upper bound ($ub$))

**Output:** Best candidate solution

1: Initialize control parameters: maximum number of generations ($MaxGen$), population size ($Np$), Scaling factor ($F$) and crossover probability ($Pc$)

2: Initialize random candidate solutions $x_i$

3: while $t < MaxGen$ do

4: for $i \leftarrow 1$ to $Np$ do

5: Select randomly three target vectors $x_{R_1}$, $x_{R_2}$, and $x_{R_3} \in Np$

6: Generate the donor vector $v_i$ using mutation operation

7: end for

8: for $i \leftarrow 1$ to $Np$ do Perform binomial crossover operation

9: $G_i$ is a randomly generated natural number in the range [1, 2, $\ldots$ , $d$], rand$_{i,j}$ is a randomly generated real number that varies in between [0, 1]. Next, the exponential crossover, we first need to choose a random integer number ($n$) between [1, 2, $\ldots$ , $d$]. Before nth component, all components of target vector are copied to the trial vector, then nth variable from donor vector is directly copied to corresponding position of the trial vector. For subsequent components, real valued random numbers are generated between [0, 1]. If rand$_{i,j} \leq P_c$, Then copy the components from donor vector to trial vector. When rand$_{i,j} > P_c$, copy remaining components of target vector to the trial vector. In this work, both the crossover operators have been used to maintain diversity in the solutions; here the solutions are the different test cases. From the experiment results, it was revealed that exponential crossover produces variation in the test cases, which is needed for all paths coverage.

3) SELECTION

Based on fitness values of target (parent) and trial (offspring) vectors, the greedy selection scheme is adopted to decide survival condition of the vectors to the next generation ($n + 1$). The selection procedure is expressed as:

$$x_i^{n+1} = \begin{cases} u_i^n, & \text{iff } (u_i^n) \geq (x_i^n) \\ x_i^n, & \text{otherwise} \end{cases}$$ (9)

where $f(.)$ is the objective (cost) function to be maximized. It is necessary to mention that we consider only maximization problem in this paper.

C. PROPOSED HYBRID FIREFLY-DIFFERENTIAL EVOLUTION ALGORITHM

In order to improve the quality of the solutions and overcome the limitations of both individual Firefly and Differential evolution algorithms, this paper introduced a novel hybrid model-based framework established on the hybrid version of Firefly(FA) and Differential evolution(DE) algorithms. In proposed work, quality of the solutions means to generate test cases for the transition path coverage of the feasible paths present in the objective function, from all parts in the search space. It is only possible when both exploitation and exploration features are simultaneously justified in a metaheuristic optimization technique. Each metaheuristic algorithm has its own capacity to improve either exploitation or exploration characteristics.

Recently, researchers are showing interest to use hybrid approach. [86] by combining more than one algorithm together in a single framework, to improve quality of the solutions, by giving importance to both exploitation and exploration features. In this work, firefly and differential evolution algorithms are combined to form an efficient hybrid metaheuristic approach, referred to as hybrid FA-DE algorithm, in which the algorithms FA and DE will work together for simultaneously increasing the exploitation and exploration capability.
As a result, the gap between exploitation and exploration decreases, that increases the number of test cases for each path. The FA has good exploitation capability because each firefly moves towards another brighter one neighbour firefly. In this way, all the fireflies of the population make different clusters based on their attractiveness property. Similarly, DE is an evolutionary algorithm which has higher exploration capability due to its mutation operator that is used for all candidate solutions in the population to increase randomness in the search space.

In FA, every firefly gets attracted to another brighter firefly and if the firefly is unable to find any neighbourhood brighter one then it tries to find another firefly through a random walk [20], [21], [47]. Here the DE algorithm [48] replaces the random walk feature used for exploration of the search space for the desired firefly. Differential evolution algorithm uses mutation and crossover operators only on those fireflies that cannot find a brighter one. When any firefly is unable to find a nearest brighter one then it is considered that the firefly may be the local best. At this point, in this case the DE operators such as mutation and crossover promote the firefly in avoiding the situation of getting trapped in local minima and provide quality test suits for object-oriented programs. The detailed steps of the hybrid FA-DE is given in Algorithm 3. The hybrid FA and DE algorithm has been designed as follows, FIGURE.1.

An individual firefly is attracted to its neighborhood firefly when the later firefly is brighter in the population based on its fitness. This process continues until the maximum number of fireflies in the population is reached. To ensure diversity, only some specific fireflies are selected for the execution of DE with greater random number [0, 1] in comparison to the rate of selection of FA. Thus it can be concluded that the DE improves exploration capability and convergence speed. Therefore, the combination of FA and DE algorithms is useful to increase the random search behavior of the proposed hybrid algorithm, for getting high quality solutions in the form of uniform number of test cases for all paths coverage.

**D. TIME COMPLEXITY OF HYBRID FIREFLY AND DIFFERENTIAL EVOLUTION ALGORITHM**

All of the metaheuristic algorithms are used to solve NP hard complex engineering optimization problems in polynomial time. They are less complex in design and easy to implement. Hence, they produce efficient results compared to other conventional optimization techniques.

Nowadays, many hybrid metaheuristic algorithms have been proposed for engineering design applications to provide consistent and better results than the individual metaheuristic algorithms. In practice, the design of hybrid model-based algorithm is to eliminate the limitations of individual metaheuristic algorithms at the cost of a little bit more time complexity. In this work, a hybrid FA-DE algorithm is proposed by combining the best exploitation property of FA and exploration feature of DE, with the expectation of generating consistent test suits by covering entire problem space in less computing time. Firefly algorithm consists of two inner loops of maximum size (n), the population size and one outer loop of size t, which is the maximum number of generations of the FA. Hence the time complexity of Firefly in worst case is $O(n^2t)$. Similarly, DE has the same time complexity which is $O(n^2t)$. In case of small n (our case, n = 50 maximum) and small t (our case, t = 30 maximum), the computation cost is relatively linear with respect to t. In general, the major computational time is expended in the evaluations of fitness function, which is same for all metaheuristic algorithms. In case of the proposed hybrid FA-DE algorithm, if a firefly fails to get neighbourhood brighter firefly then DE algorithm is executed in place of the random walk feature in FA. Hence, the proposed hybrid FA-DE algorithm takes same constant time i.e., $O(n^2t)$ which is relatively inexpensive than the standard FA, DE and other hybrid algorithms as mentioned in the literature [46].

**IV. PROPOSED FRAMEWORK**

This paper suggests a framework as shown in FIGURE. 2 to generate a set of suitable test suits from UML state chart.
Algorithm 3 Proposed Hybrid FA-DE Algorithm

**Input:** Objective function $f$, number of decision variables ($D$), parameters bounds $[L, U]$

**Output:** Optimal test suite

1. Initialize parameters: Population size ($N$), $\gamma$, $\beta_0$, $\alpha$, $F$ and $Pc$
2. Initialize random candidate solutions $x_i$, $\{1, \cdots, N\}$
3. Evaluate fitness of each firefly $f(x_i)$

**while** $t < \text{MaXGen}$ **do**

MaXGen: Maximum number of generations

4. **for** each firefly $x_i$ **do**
5. **for** each firefly $x_j$ **do**
6. **if** $f(x_j) > f(x_i)$ **then**
7. Calculate the Euclidean distance between $x_i$ and $x_j$ using Eq.(4)
8. Calculate attractiveness ($\beta$) using Eq.(5)
9. **end if**
10. **end for**
11. **end for**
12. Update new population based on $f$ ($x_{new}$)
13. **end if**
14. **end for**
15. **end for**
16. **for** each target vector $x_i$ **do**
17. **if** rand $() < R$ **then** Execute DE algorithm when random value $[0, 1] < \text{Selection rate}(R)$
18. Select three target vectors randomly $x_{R1}$, $x_{R2}$, and $x_{R3} \in N$
19. Generate donor vector for each target vector $x_i$ using mutation operator Eq.(7)
20. Generate trial vector $u_i$ using crossover operator as follows Eq.(8)
21. Evaluate the objective function based on trial vector $f(u_i)$
22. Update individual candidate solution of the new population based on fitness
23. **end if**
24. **end for**
25. $t = t + 1$
26. **end while**
27. Return optimal test suit

The hybrid FA-DE optimization algorithm has been used to generate test suites and here the path-based coverage criteria determines the fitness of the candidate solutions. In this work, the performance of the proposed hybrid FA-DE algorithm was implemented and compared among metaheuristic algorithms including FA, DE, PSO, CS and our recently published hybrid particle swarm optimization and gravitational search algorithm (PSO-GSA) [22] and hybrid Cuckoo search and simulated annealing (CS-SA) [24] metaheuristic algorithms for test suites generation. The first experiment determines optimal control parameter values of the proposed algorithm, then the second experiment compares four metaheuristic algorithms to point out the importance of the proposed hybrid algorithm, and finally the third experiment compares the model using hybrid FA-DE algorithm. Initially the UML state chart model is converted to state chart graph. Then the start node of the state chart graph(SCG) is assigned weight=1, edges are also assigned with weight=1, here the parent node number is the weight for the child node and if a child node has many parent nodes then the sum of all parent node weights is the weight of the child node [19]. Then Depth first search is applied to traverse the SCG graph, tracing the feasible paths and the total path cost, i.e. the sum of node weights and edge weights assigned to each path. Here the total path weight is the fitness function for each feasible path [24]. After calculation of the fitness function, the fireflies are generated randomly at each node and the sum of the edge and node weights is the fitness function of respective fireflies. Finally, the hybrid FA-DE metaheuristic algorithm is applied to generate test suits for path based coverage of the feasible paths.

V. EXPERIMENTS AND RESULT ANALYSIS

Here in the example problem, the UML state chart is developed using ArgoUML, and then the test suites are generated using MATLAB R2016b. The experiments were performed on Intel Core TM i3 CPU, 2.0GHz speed, 4GB RAM, running on 64-bit windows.

This paper suggested a framework to generate optimized test suits for the model-based testing of object-oriented programs using UML state chart model and hybrid metaheuristic FA-DE algorithm. In this framework for test suite generation, first of all the UML state chart model is developed for the example case study, ‘the benchmark triangle classification problem’, using ArgoUML case tool as shown in FIGURE 3. Then the state model is converted to start chart graph (SCG), as shown in FIGURE 4, where the states of the state chart model are considered as nodes of the SCG graph. In the next step DFS graph traversal algorithm is applied to traverse the SCG graph for generating the feasible path sequences and from those feasible path sequences the total path weight of respective path sequences is calculated. The path weight is the fitness function of the problem, and it’s a maximizing optimization problem.

The hybrid FA-DE optimization algorithm has been used to generate test suites and here the path-based coverage criteria determines the fitness of the candidate solutions. In this work, the performance of the proposed hybrid FA-DE algorithm was implemented and compared among metaheuristic algorithms including FA, DE, PSO, CS and our recently published hybrid particle swarm optimization and gravitational search algorithm (PSO-GSA) [22] and hybrid Cuckoo search and simulated annealing (CS-SA) [24] metaheuristic algorithms for test suites generation. The first experiment determines optimal control parameter values of the proposed algorithm, then the second experiment compares four metaheuristic algorithms to point out the importance of the proposed hybrid algorithm, and finally the third experiment compares the
effectiveness of the proposed FA-DE algorithm with FA, DE, PSO, CS, PSO-GSA, CS-SA algorithms.

A. EXPERIMENTAL SETUP

The Classic Triangle classification problem is the benchmark problem used by many researchers, [22], [23] since last three decades in the domain of software testing specifically test data generation [34]. The generated test suites must hold test data that satisfies the triangle characteristics and distinctive attributes of this problem, thus putting it in a very specific group of benchmark software testing problem. Separate sets of data are required for different categories of triangles like isosceles, scalene and equilateral, which is too complex to figure out manually [25]. The triangle classification problem has been used as a case study for generating test suites using metaheuristic algorithms like Cuckoo search, Particle swarm optimization etc., [22]–[26], and is already recommended as a benchmark problem in the domain of test cases and test data generation. Therefore, the triangle classification problem is used in this work as a case study to generate test suites using metaheuristic FA, DE and hybrid FA-DE algorithms.

B. EXPERIMENT 1: PARAMETER TUNING OF THE PROPOSED ALGORITHM

The performance of the metaheuristic algorithms is very much sensitive to their control parameters values. In this work, different combination of parameters values have been tried on the proposed FA-DE algorithm to get test suite for all the feasible paths of the benchmark program. The two common control parameters of all metaheuristic algorithms are the maximum number of generations and population size. In this work all the metaheuristic algorithms were examined with three different sizes of populations and generations i.e. 10, 20, and 30. First of all keeping number of generations constant, the model-based algorithm was executed repeatedly for the above three population sizes with different combinations of control parameters. For FA-DE algorithm five control parameters were needed to be tuned, out of which FA contains three control parameters: mutation coefficient($\alpha$), attraction coefficient ($\beta_0$) and light absorption coefficient($\gamma$) and DE comprises of the other two control parameters: scaling factor ($F$) and crossover rate ($P_C$). The range of values for $\alpha = (0.1, 0.2, 0.3, 0.4, 0.5)$, $\beta_0 = (1, 2, 3)$, $\gamma = (1, 2, 3)$, $F = (1.1, 1.2, 1.3, 1.4, 1.5)$, and $P_C = (0.6, 0.7, 0.8, 0.9, 1)$ obtained 10, 125 different configurations of control parameters. The proposed FA-DE algorithm was run 30 times for each configuration of the control parameters to tune the optimal control parameters values. The optimal control parameter values of the proposed FA-DE algorithm are given in TABLE III.

C. EXPERIMENT 2: NUMERICAL EXPERIMENTS AND COMPARISONS

In order to analyse the behaviour of each metaheuristic algorithm in a large search space, all the experiments were

### TABLE 2. Path sequences for triangle classification problem.

| Path | Path Sequence | Type       |
|------|--------------|------------|
| Path 1 | S1-S3       | Not-a-Triangle |
| Path 2 | S1-S2-S4  | Scalene     |
| Path 3 | S1-S2-S5  | Isosceles   |
| Path 4 | S1-S2-S6  | Equilateral |
performed for the search space bounded with the range \([-10,000 \text{ to } 10,000]\). In addition, the experiments were conducted keeping population size fixed at 30 with varying the total number of generations to 10, 20, and 30. Similarly, the experiments were repeated keeping the number of generation fixed at 10 with varying population size to 10, 20, and 50. For each configuration of parameters population and generation, each algorithm was run 30 times to compute descriptive statistics on the test suite results. The descriptive statistics computed for the result of test data includes minimum, maximum, mean, standard deviation to evaluate the effectiveness and suitability of the proposed FA-DE hybrid algorithm over individual FA and DE algorithms. The statistical results produced by individual FA, DE, and hybrid FA-DE algorithms were presented in TABLE IV and TABLE V. The test data generation at each generation is depicted in graphical manner for varying population size and numbers of generations are represented in Figure 5 and Figure 6. In the TABLE IV and TABLE V, the minimum test cases interpret minimum path coverage i.e., the minimum number of test cases generated for a particular path in one of the algorithm executions. It points out the lower bound in test cases generation for a particular path. Similarly, the maximum test cases infer maximum path coverage i.e., the maximum number of test cases generated for a particular path in one of the algorithm executions. It points out the upper bound in test cases generation for a particular path.

In this experiment, if a minimum value is zero, then it indicates that in at least one of the executions that particular path has not been covered. If a maximum value is zero that means that no test case has been generated for a path in 30 times execution of the algorithm. In the results, it is clearly observed that one minimum value is zero in the proposed FA-DE hybrid algorithm. The mean test cases indicate average number of test cases generated for a particular path in the total number of executions of the algorithm. The proposed FA-DE algorithm ensured large mean value of the test cases for all paths; however, it is not true for all paths in case of FA and DE. Another important statistic is the standard deviation that indicates the variations in test cases generation in the number of times of execution. Depending on the statistics in TABLE IV and TABLE V, mainly the mean and standard deviation values are closer for all paths in the proposed FA-DE than FA and DE.

In addition, it was also observed that FA has more exploitation capability that leads to some path coverage, a large number of times than other paths. Similarly, DE has better exploration capability that implies more paths were covered with closer values than FA. These results motivate us to hybrid FA and DE to produce a set of balanced and stable statistics values with much improved generation of test suites as compared to FA and DE. In many cases the FA and DE generated zero data for path 2 and 3 whereas the proposed hybrid FA-DE algorithm provides uniform number of test data for every path. By comparing TABLE IV, and TABLE V, it is clearly evident that for a small population and generation, FA and DE, are not able to generate adequate number of test suits for all the four paths. On the other hand, FA-DE is quite efficient in generating stable and uniform test suits for all the four paths specifically for path3 which is a critical path of the problem. The FIGURE 5 (a, b, c) and 6 (a, b, c) depict the tests suites generated for the triangle classification problem by DE, similarly,FIGURE 5 (d, e, f) and 6(d, e, f) show the test cases generated by FA and DE algorithms. These results motivate us to hybrid FA-DE algorithm. The above derived inference aligns with the projected graph depicted in FIGURE 5 (g, h, i) and FIGURE 6 (g, h, i). Hence, the proposed hybrid FA-DE algorithm generates optimal test suits uniformly for all the test paths which are pictorially shown using bar chart in FIGURE 7.

### TABLE 3. Proposed hybrid FA-DE parameters.

| Parameters | Description                  | Values |
|------------|------------------------------|--------|
| \(\beta_0\) | Initial value attraction coefficient | 2      |
| \(\gamma\) | Light absorption coefficient | 2      |
| \(\alpha\) | Mutation coefficient         | 0.3    |
| \(\alpha_{\text{damp}}\) | Mutation coefficient damping ratio | 0.97   |

### D. EXPERIMENT 3: STATISTICAL ANALYSIS OF METAHEURISTIC ALGORITHMS

In this experiment, the effectiveness of test suits generation by the proposed hybrid FA-DE algorithm was analyzed and compared with existing widely used metaheuristic algorithms such as PSO, DE, FA, and CS. These algorithms were mainly chosen keep-
| Generation (Gen)/Population (Pop) | Model-based Algorithm | Path1 | Path2 | Path3 | Path4 |
|-------------------------------|----------------------|-------|-------|-------|-------|
|                               | FA                   | 50    | 2     | 0     | 139   |
|                               | DE                   | 44    | 117   | 0     | 8     |
|                               | FA-DE                | 35    | 36    | 27    | 16    |
| Gen=10 Pop=30                 | Minimum              | FA    | 152   | 17    | 12    | 246   |
|                               | Maximum              | DE    | 134   | 229   | 44    | 48    |
|                               |                      | FA-DE | 117   | 102   | 127   | 101   |
|                               | Mean                 | FA    | 102.73| 6.66  | 3.83  | 186.63|
|                               |                      | DE    | 88.1  | 182.16| 7.76  | 21.76 |
|                               |                      | FA-DE | 74.2  | 75.16 | 79.4  | 71.23 |
|                               | Standard Deviation   | FA    | 25.36 | 3.82  | 3.36  | 27.36 |
|                               |                      | DE    | 21.06 | 24.87 | 7.86  | 9.05  |
|                               |                      | FA-DE | 19.89 | 12.26 | 17.59 | 18.61 |
| Gen=20 Pop=30                 | Minimum              | FA    | 166   | 118   | 5     | 214   |
|                               | Maximum              | DE    | 26    | 443   | 0     | 4     |
|                               |                      | FA-DE | 11    | 13    | 39    | 127   |
|                               | Mean                 | FA    | 236   | 168   | 39    | 280   |
|                               |                      | DE    | 134   | 560   | 19    | 26    |
|                               |                      | FA-DE | 269   | 263   | 296   | 281   |
|                               | Standard Deviation   | FA    | 192.46| 149.06| 20.5  | 237.96|
|                               |                      | DE    | 51.9  | 530.26| 5.7   | 12.03 |
|                               |                      | FA-DE | 103.23| 144.16| 144.93| 206.56|
| Gen=30 Pop=30                 | Minimum              | FA    | 194   | 159   | 8     | 312   |
|                               | Maximum              | DE    | 38    | 789   | 0     | 4     |
|                               |                      | FA-DE | 13    | 28    | 133   | 236   |
|                               | Mean                 | FA    | 314   | 249   | 68    | 461   |
|                               |                      | DE    | 88    | 859   | 13    | 19    |
|                               |                      | FA-DE | 279   | 337   | 380   | 438   |
|                               | Standard Deviation   | FA    | 277.8 | 227.76| 37.43 | 357   |
|                               |                      | DE    | 53.53 | 831.9 | 5.03  | 10.53 |
|                               |                      | FA-DE | 111.96| 197.53| 256.26| 334.23|
|                               |                      | FA    | 26.32 | 18.34 | 15.06 | 39.55 |
|                               |                      | DE    | 12.34 | 15.36 | 3.99  | 4.35  |
|                               |                      | FA-DE | 74.53 | 83.20 | 77.07 | 65.63 |
TABLE 5. Test suite generation using hybrid FA, DE, and FA-DE with fixed number of generation (10) and variation in population size (10, 20, 50).

| Generation/Population | Metaheuristic Optimization Algorithm | Path1 | Path2  | Path3 | Path4 |
|-----------------------|-------------------------------------|-------|--------|-------|-------|
|                       | **Minimum**                         |       |        |       |       |
| Gen=10 Pop=10         | FA                                  | 21    | 15     | 2     | 36    |
|                       | DE                                  | 10    | 67     | 0     | 0     |
|                       | FA-DE                               | 3     | 4      | 14    | 29    |
| Gen=10 Pop=20         | FA                                  | 37    | 30     | 7     | 47    |
|                       | DE                                  | 35    | 86     | 4     | 6     |
|                       | FA-DE                               | 31    | 33     | 40    | 50    |
| Gen=10 Pop=50         | FA                                  | 30.1  | 24.2   | 4.1   | 41.6  |
|                       | DE                                  | 18.3  | 77.8   | 1.5   | 2.7   |
|                       | FA-DE                               | 14.5  | 22.8   | 24.3  | 38.4  |
|                       | **Mean**                            | 5.06  | 4.63   | 1.96  | 4.03  |
|                       | **Standard Deviation**               | 7.54  | 6.49   | 1.43  | 1.82  |
|                       |                                     | 9.59  | 9.46   | 7.95  | 9.44  |
| Gen=10 Pop=20         | **Minimum**                         | 55    | 28     | 1     | 69    |
|                       | FA                                  | 11    | 132    | 0     | 0     |
|                       | DE                                  | 9     | 36     | 22    | 54    |
|                       | FA-DE                               | 82    | 54     | 11    | 103   |
| Gen=10 Pop=50         | **Maximum**                         | 54    | 180    | 7     | 10    |
|                       | FA                                  | 65    | 78     | 64    | 91    |
|                       | DE                                  | 32.5  | 157.3  | 3.7   | 6.5   |
|                       | FA-DE                               | 37    | 51.9   | 35.2  | 75.9  |
| Gen=10 Pop=50         | **Mean**                            | 7.85  | 7.85   | 3.11  | 10.46 |
|                       | **Standard Deviation**               | 13.07 | 14.05  | 2.71  | 3.40  |
|                       |                                     | 21.35 | 12.04  | 13.35 | 13.14 |
| Gen=10 Pop=50         | **Minimum**                         | 129   | 71     | 3     | 182   |
|                       | FA                                  | 12    | 86     | 40    | 113   |
|                       | DE                                  | 50    | 380    | 3     | 6     |
|                       | FA-DE                               | 174   | 144    | 34    | 269   |
| Gen=10 Pop=50         | **Maximum**                         | 95    | 418    | 17    | 28    |
|                       | FA                                  | 187   | 221    | 227   | 219   |
|                       | DE                                  | 159.7 | 117.7  | 17.3  | 208.3 |
|                       | FA-DE                               | 12.50 | 18.64  | 12.41 | 24.05 |
| Gen=10 Pop=50         | **Mean**                            | 76.1  | 398.8  | 10.2  | 14.9  |
|                       | **Standard Deviation**               | 95.8  | 140.9  | 107.8 | 155.5 |
|                       |                                     | 12.94 | 14.45  | 4.46  | 6.29  |
| Gen=10 Pop=50         | **FA-DE**                           | 59.18 | 47.61  | 65.37 | 35.77 |

ing in mind their popularity as well as successful in various fields of complex software engineering problems including test data generation, test sequence generation, test case prioritization, etc., At the same time, the proposed FA-DE was also compared with our published hybrid algorithms: PSO-GSA and CS-SA. The performance of these algorithms is
FIGURE 5. Test suite generation using DE (a, b, c), FA (d, e, f) and Hybrid FA-DE (g, h, i) with fixed population size 30 and variations in the number of generations (10, 20, 30).

compared using descriptive statistics and statistical hypothesis. In this experiment, number of test cases and execution time metrics were used for the statistical analysis and comparison. The descriptive statistics used to analysis test cases for different path of triangle classification problem and execution time of metaheuristic algorithms include: minimum, maximum, mean, median, mode, standard deviation, and standard error. In addition, to this single factor ANOVA is used to verify whether or not the results of the metaheuristic algorithms, those are significantly different from each other. Referring to the results in TABLE VI, it is clearly observed that mean, median; standard deviation values for all three paths such as Path1, Path2, and Path4 are nearly closer for DE and PSO algorithms which mean that both algorithms symmetrically cover three paths except Path 3. Based on the standard error it can be justified that DE is more stable than PSO. Furthermore, DE contains less control parameters than PSO that makes it quite easy for tuning. Similarly, by comparing statistical values, it was found that the FA is more stable and efficient than CS. Execution time in seconds of all mentioned algorithms for triangle classification problem were given in TABLE X. The statistical minimum, maximum, mean, median, and mode values of execution time for all the algorithms showed that PSO takes less time than all other algorithms. Based on the standard deviation and standard error values, PSO and DE take low values for all
paths coverage in 30 times execution than other algorithms. Similarly, among FA and CS, FA takes less time than CS. Therefore DE and FA algorithms were selected for hybridization. Statistically, it was concluded that the performance of DE and FA is better than PSO and CS metaheuristic algorithms. Hence, it motivated us to hybrid FA-DE for better exploitation and exploration over a wide range of search space \([-10000, 10000]\). In order to compare the proposed FA-DE, our two recent works namely PSO-GSA and CS-SA were implemented to generate test suite.

The statistical results of test cases for four different paths were presented in TABLE VII. In which the proposed FA-DE algorithm was compared with PSO-GSA and CS-SA hybrid algorithms. The statistical results as mean and median values of FA-DE for all four paths are thinly closed and balanced than PSO-GSA and CS-AS closed and balanced than PSO-GSA and CS-AS algorithms. Similarly, variation of standard deviation and standard error of the three hybrid algorithms are very small with respect to individual metaheuristic algorithms as discussed in TABLE VI and the FA-DE outperforms PSO-GSA and CS-SA. Furthermore, the execution time of all algorithms discussed here is given in TABLE X. The statistical results are showing that the standard deviation and standard error of FA-DE is smaller than other two hybrid algorithms,
TABLE 6. Descriptive statistics for the test suite generation using FA, DE, PSO and CS with fixed population size (30) and number of generation (10).

| Descriptive Statistics | Min  | Max  | Mean | Median | Mode | Standard deviation | Standard error |
|------------------------|------|------|------|--------|------|--------------------|---------------|
| FA                     |      |      |      |        |      |                    |               |
| Path 1                 | 50   | 152  | 102.73 | 101.5 | 116  | 25.36              | 4.63          |
| Path 2                 | 2    | 17   | 6.67  | 6      | 4    | 3.82               | 0.69          |
| Path 3                 | 0    | 12   | 3.83  | 3      | 3    | 3.66               | 0.66          |
| Path 4                 | 139  | 246  | 186.63 | 193   | 176  | 27.36              | 4.99          |
| DE                     |      |      |      |        |      |                    |               |
| Path 1                 | 44   | 134  | 88.1  | 85.5   | 112  | 21.06              | 3.84          |
| Path 2                 | 117  | 229  | 102.16 | 106   | 118  | 24.87              | 3.54          |
| Path 3                 | 0    | 44   | 7.77  | 7      | 16   | 7.86               | 1.43          |
| Path 4                 | 8    | 142  | 91.76 | 92     | 134  | 22.05              | 3.65          |
| PSO                    |      |      |      |        |      |                    |               |
| Path 1                 | 41   | 166  | 94.7  | 95     | 123  | 27.55              | 5.03          |
| Path 2                 | 53   | 229  | 138.7 | 136    | 151  | 43.55              | 7.95          |
| Path 3                 | 0    | 75   | 26.53 | 14     | 5    | 26.18              | 4.78          |
| Path 4                 | 12   | 102  | 36.73 | 29.5   | 28   | 22.01              | 4.01          |
| CS                     |      |      |      |        |      |                    |               |
| Path 1                 | 15   | 36   | 24.56 | 25     | 25   | 5.66               | 1.03          |
| Path 2                 | 26   | 278  | 260.93 | 269  | 265  | 44.68              | 8.15          |
| Path 3                 | 0    | 6    | 3     | 3      | 2    | 1.43               | 0.26          |
| Path 4                 | 1    | 10   | 3.5   | 3      | 3    | 1.92               | 0.35          |

i.e. PSO-GSA and CS-SA. In addition, through statistical hypothesis, it can be verified whether all the algorithms used in the experiments were performing in similar way or significantly different by using the test suites generated by the respective metaheuristic algorithms for all four paths along with their execution times. In order to check this hypothesis, the single factor ANOVA has been used in our experiment. Initially, a null hypothesis was specified, which states that Null hypothesis (H0): All algorithms used in this experiment have equally performed without significant difference. Then, one Alternative hypothesis was defined (H1): states that the set of algorithms used in the experiments are performance wise significantly different. Referring to the results of TABLE VIII and TABLE IX based on single factor ANOVA on test case generation and execution time of all algorithms, the Null hypothesis was rejected using F-critical value (2.14). The F test statistic (54.07) is greater than F-critical value (2.14) in TABLE VIII at 5 % level of significance. Hence, hypothesis (H0) is rejected and the result of test cases for all paths is significantly different among all algorithms. Also, another performance metric is execution time and the F test statistic (2703.15) was obtained using single factor ANOVA which is greater than F-critical value (2.14) at 5 % level of significance.

E. DISCUSSION
As the performance of the metaheuristic algorithms is affected by the improper selection of the control parameters, in the first experiment, the proposed algorithm was executed with different combination of control parameters to tune optimal control parameters.

In the second experiment, the performance of the proposed FA-DE was evaluated and statistically compared to FA and DE metaheuristic algorithms. The results presented in the TABLE IV and TABLE V revealed that the performance of the proposed FA-DE in large search space is superior over FA and DE. In the third experiment, using TABLE VI, TABLE VII and TABLE X showed the motivation behind the selection of the specific two algorithms, FA and DE for hybridization over other recently popular metaheuristic algorithms such as PSO and CS. Then, the performance of the hybrid FA-DE was statistically compared with our recently published PSO-GSA and CS-SA hybrid algorithms and it was well established that the proposed algorithm is superior in terms of generation of balanced test suites and inexpensive execution time.

Finally, using TABLE VIII and TABLE IX based on test cases for each paths and execution time of each algorithms TABLE X, by using single factor ANOVA, the null hypothesis was statistically rejected and alternative hypothesis was accepted which states that the test suite generated by different metaheuristic algorithms in the experiments are significantly different and by descriptive statistics it was showed that the proposed FA-DE hybrid algorithm can be an alternative method for test suite generation in object-oriented testing domain of software testing. From the analysis of experimental results and computation time, it can be concluded that the new hybrid FA-DE algorithm has the capability to achieve promising performance. The proposed hybrid FA-DE method has the following advantages: (1) the experimental results indicated that both algorithms indeed add complementary features results in increasing test suite coverage performance. (2) As DE algorithm is executed based on selection rate whenever, a firefly fails to get neighborhood brighter firefly then DE. Hence, the execution time of the proposed FA-DE algorithm is slightly higher than the execution time of FA algorithm. (3) Due to the balanced exploitation and exploration characteristics, the proposed method performs superior than existing metaheuristic algorithms. (4) Most of time, it generates test cases symmetrically for all critical paths. A comparison among all the algorithms is depicted pictorially in FIGURE 7. The major limitation of the proposed FA-DE algorithm is that the performance is sensitive to proper tuning of control parameters.

The proposed framework can be applied for testing real life problems, i.e. the test suites can be derived
TABLE 7. Descriptive statistics for the test suite generation using hybrid PSO-GSA, CS-SA and FA-DE with fixed number of generation (10) and population size (20).

| Table 7 | Descriptive Statistics | Min | Max | Mean | Median | Mode | Standard deviation | Standard error |
|---------|------------------------|-----|-----|------|--------|------|-------------------|----------------|
| PSO-GSA | Path 1                 | 56  | 79  | 65.93| 67.5   | 71   | 5.91             | 1.08           |
|         | Path 2                 | 11  | 124 | 107.16| 110    | 105  | 19.52            | 3.56           |
|         | Path 3                 | 35  | 69  | 53.9 | 52.5   | 49   | 9.67             | 1.76           |
|         | Path 4                 | 53  | 90  | 69.66| 68     | 59   | 9.85             | 1.79           |
| CS-SA   | Path 1                 | 53  | 122 | 76.97| 74     | 66   | 15.89            | 2.9            |
|         | Path 2                 | 75  | 147 | 114.5| 113.5  | 106  | 18.24            | 3.33           |
|         | Path 3                 | 34  | 91  | 61.4 | 61     | 61   | 14.67            | 2.67           |
|         | Path 4                 | 18  | 81  | 47.13| 45.5   | 48   | 14.92            | 2.72           |
| FA-DE   | Path 1                 | 35  | 117 | 74.2 | 74     | 88   | 19.89            | 3.63           |
|         | Path 2                 | 36  | 102 | 75.16| 76     | 76   | 12.26            | 2.23           |
|         | Path 3                 | 27  | 127 | 79.4 | 82.5   | 83   | 17.59            | 3.21           |
|         | Path 4                 | 16  | 101 | 71.23| 74     | 72   | 18.61            | 3.39           |

TABLE 8. Single factor anova results based on test data generation of FA, DE, PSO, CS, PSO-GSA, CS-SA, and FA-DE algorithms.

| Table 8 | Source of Variation | SS      | df | MS    | F       | P-value | F-critical |
|---------|---------------------|---------|----|-------|---------|---------|-----------|
|         | Between Groups      | 118751.4| 6  | 19791.9 | 54.07  | 1.65E-39| 2.14      |
|         | Within Groups       | 74299.87| 203| 366.092|         |         |           |
|         | Total               | 193051.3| 209|       |         |         |           |

TABLE 9. Single factor anova results based on execution time of FA, DE, PSO, CS, PSO-GSA, CS-SA, and FA-DE algorithms.

| Table 9 | Source of Variation | SS   | df | MS    | F        | P-value | F-critical |
|---------|---------------------|------|----|-------|----------|---------|-----------|
|         | Between Groups      | 459.76| 6  | 76.62 | 2703.15  | 1.1E-190| 2.14      |
|         | Within Groups       | 5.754| 203| 0.02  |          |         |           |
|         | Total               | 465.51| 209|       |          |         |           |

TABLE 10. Execution time (in seconds) statistics of FA, DE, PSO, CS, PSO-GSA, CS-SA, and FA-DE algorithms.

| Table 10 | Algorithms | FA  | DE   | PSO  | CS   | PSO-GSA | CS-SA | FA-DE |
|----------|------------|-----|------|------|------|---------|-------|-------|
| Minimum  |            | 0.036| 0.051| 0.041| 0.057| 0.039   | 4.079 | 0.06  |
| Maximum  |            | 0.154| 0.089| 0.06 | 0.217| 0.1     | 6.58  | 0.127 |
| Mean     |            | 0.055| 0.059| 0.051| 0.07 | 0.052   | 4.291 | 0.069 |
| Median   |            | 0.046| 0.057| 0.051| 0.061| 0.042   | 4.199 | 0.095 |
| Mode     |            | 0.044| 0.052| 0.051| 0.06 | 0.04    | 4.199 | 0.095 |
| Standard Deviation | | 0.02 | 0.006| 0.004| 0.029| 0.018   | 0.443 | 0.01  |
| Standard Error | | 0.0037 | 0.0016| 0.0012| 0.005| 0.003   | 0.08  | 0.0018 |

VI. CONCLUSION

Automatic test suite generation in object-oriented programming is a challenging task. This paper proposes a novel hybrid FA-DE framework to generate optimized test suits targeting path-based coverage criteria of testing. The Firefly algorithm and Differential Evolution algorithm have proven their efficiency in solving many engineering optimization problems.
Our proposed framework has successfully generated optimal test suites for effective testing of object-oriented programs using UML state chart model.

The proposed framework is simulated using the benchmark triangle classification problem. The simulation results of the hybridized FA-DE algorithms clearly established the hybrid algorithms efficiency in uniform exploration and exploitation of the solution space, thus generating uniform test suits for all the feasible paths of the example problem, achieving full path coverage. Whereas the individual FA and DE algorithms, efficiently generated test suits for some specific paths. Therefore, the efficiency of the proposed Framework in generating uniform test suits for all the four paths of Triangle Classification problem can be attributed to the exploitation and exploration capabilities of the hybrid algorithm. This framework can be further enhanced by using the hybrid version of other metaheuristic algorithms and different UML models, taking into consideration large data sets. In addition to this the work will be extended by using ensemble strategies of metaheuristic algorithms [78] for test data generation in model-based testing of object-oriented programs.
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