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Abstract—This paper studies the device activity detection problem in a multi-cell massive multiple-input multiple-output (MIMO) system, in which the active devices transmit signature sequences to multiple base stations (BSs) that are connected to a central unit (CU), and the BSs cooperate across multiple cells to detect the active devices based on the sample covariance matrices at the BSs. This paper demonstrates the importance of exploiting the knowledge of channel large-scale fadings in this cooperative detection setting through a phase transition analysis, which characterizes the length of signature sequences needed for successful device activity detection in the massive MIMO regime. It is shown that when the large-scale fadings are known, the phase transition for the multi-cell scenario is approximately the same as that of a single-cell system. In this case, the length of the signature sequences required for reliable activity detection in the multi-cell system can be made to be independent of the number of cells through cooperation, in contrast to the case where the large-scale fadings are not known. Further, this paper considers the case in which the fronthaul links between the BSs and the CU have capacity constraints and proposes a novel cooperation scheme based on the quantization of preliminary detection results at the BSs and the reconstruction of the sample covariance matrices at the CU. Simulations show that the proposed method significantly outperforms the scheme of directly quantizing the matrices at the BS. This paper demonstrates the importance of exploiting spatial dimensions \([5]\), the inter-cell interference remains a serious impairment. This paper explores the use of a cloud radio-access network (C-RAN) architecture to mitigate inter-cell interference. In a C-RAN, the BSs are connected to a central unit (CU) via fronthaul links and can cooperate to perform inter-cell interference cancellation. The main finding of this paper is that if the large-scale fadings from all the devices to all the BSs are known, then by exploiting such knowledge, the performance of a cooperative multi-cell system can have approximately the same scaling in the length of signature sequences and the number of (active) devices as a single-cell system in the massive MIMO regime. Further, practical quantization schemes can be designed to take into account the capacity constraints of the fronthaul links between the BSs and the CU.

The device activity detection problem for mMTC can be formulated as a compressed sensing problem because of the sporadic nature of the device activities. Specifically, device activity can be obtained through joint activity detection and channel estimation using sparse recovery methods. This compressed sensing approach is taken in \([5]\), \([6]\), where an approximate message passing (AMP) algorithm is used to recover the device activity and the instantaneous channel state information (CSI) simultaneously. When the BS is equipped with massive MIMO, it is possible to take advantage of the channel hardening effect and to use an alternative approach of jointly estimating the device activity and only the large-scale fading component of the channel of each device (instead of the instantaneous channel realization). This approach, pioneered in \([7]\), is termed the covariance approach, because it is based on a sample covariance matrix of the received signal. As compared to the compressed sensing approach, the covariance approach has the key advantage that it is capable of detecting a much larger number of active devices at a given pilot length. Specifically, an analytic scaling law derived in \([8]\) shows that the required signature length \(L\) for reliably identifying \(K\) active devices from \(N\) potential devices scales as \(L^2 = O(K \log^2 (N/K))\). The phase transition for the covariance approach is also studied in \([9]\) but from a different perspective, where a numerical optimization problem is used to characterize the minimum value of \(L\) needed for reliable activity detection at given \(N\) and \(K\).

The analyses in \([8]\), \([9]\) are obtained assuming a single-cell system without considering inter-cell interference. For multi-cell systems, treating inter-cell interference as noise at full frequency reuse would lead to poor performance. One way to combat the inter-cell interference problem is through multi-cell cooperation. For a multi-cell system consisting of \(B\) cells and \(N\) potential devices per cell, if all \(B\) BSs are connected...
to a CU via fronthaul links, then they can be considered as a super BS, and accordingly, the multi-cell system becomes a large virtual single-cell system with $BN$ potential users and $BK$ active users. Based on the scaling law analysis in [8], [9], one may conclude that the signature sequence length $L$ required for successful detection should scale as $L^2 = O(BK \log^2(N/K))$. But this scaling law depends on $B$. For practical networks where $B$ is large, this is undesirable.

The key observation of this paper is the following. The scaling law derived in [8], [9] assumes that the BS does not know the large-scale fading, so it needs to jointly detect the device activities and the large-scale fadings. But in many practical deployment scenarios, the devices are stationary, so their large-scale fadings are fixed and can be obtained in advance. This paper shows that in these scenarios, by exploiting the knowledge of the large-scale fading from the devices to all the BSs, it is possible to derive an algorithm for device activity detection in the multi-cell setting that has approximately the same scaling law as a single-cell system, i.e., with a required signature sequence length for reliable detection that does not depend on $B$. This is achieved using cooperative detection at the CU that identifies the active devices in all cells simultaneously. It shows that the knowledge of large-scale fadings can bring significant benefits to activity detection in the multi-cell setting.

This paper also studies the practical scenario in which the fronthaul links between the BSs and the CU have finite capacities. We propose novel quantization schemes for the multi-cell covariance approach that significantly reduces the capacity requirements of the fronthaul links as compared to the naive approach of direct quantization of the covariance matrices.

A. Related Work

The sparse activity detection with non-orthogonal signature sequences is closely related to a compressed sensing problem. Due to the large-scale nature of this problem in the context of mMTC, the computationally efficient AMP algorithm [10] is well suited for solving the compressed sensing problem, and various AMP based device activity detection algorithms have been previously proposed. For single-cell systems, [5], [6], [11] consider the AMP based joint activity detection and channel estimation, and [12], [13] further take the data detection into account. The use of AMP for multi-cell systems has also been used for joint activity and data detection [20]. The coordinate descent algorithm is used in [7], [20] for solving the MLE or NNLS problem. To speed up the convergence of the coordinate descent algorithm, a Bernoulli sampling strategy for the coordinate selection is proposed in [21].

While [7], [20], [21] assume single-cell systems, the use of the covariance approach for multi-cell systems is considered in [22], where a cooperative activity detection strategy that exploits the sparsity and similarity between neighboring BSs is proposed. This paper differs from [22] in assuming the knowledge of channel large-scale fading, which is assumed to be unknown in [22]. One of the main conclusions of this paper is that exploiting large-scale fading significantly impacts the activity detection performance in the multi-cell setting. In addition, this paper further considers the effect of finite-capacity constraints on the fronthaul links between the BSs and the CU. The covariance approach is also used in [23] for the cell-free massive MIMO system. Although [23] also assumes that the large-scale fading is available, [23] exploits the largescale fading information in a different way and we compare the performances numerically. Finally, we mention the work [24], which studies the impact of the inter-cell interference on the covariance based activity detection. However, cooperation among the BSs is not considered in [24].

B. Main Contributions

This paper studies the sparse activity detection in a multi-cell massive MIMO system with C-RAN architecture by exploiting the channel large-scale fading information. The main contributions of this work are as follows:

- By incorporating the large-scale fading information into the covariance based method, this paper formulates the cooperative activity detection problem as an MLE problem and analyzes the performance limit of the MLE in the massive MIMO regime, where the number of antennas at each BS tends to infinity asymptotically. A numerical phase transition analysis is then carried out, which characterizes the required length of the signature sequences to ensure reliable activity detection for a given number of (active) devices.

- The phase transition analysis demonstrates the importance of exploiting the large-scale fading information for activity detection in a cooperative multi-cell system. Numerically, the phase transition curve in the multi-cell scenario is shown to be similar to that in the single-cell scenario, which means that the required signature sequence length in a cooperative multi-cell system can be made to be comparable to that of a single-cell scenario when the number of antennas is sufficiently large.
To deal with the capacity limits of the fronthaul links between the BSs and the CU, this paper proposes a quantization scheme at the BSs that includes a preliminary activity detection and a uniform quantization of the detection results at the BSs for fronthaul transmission as the first stage. At the CU, the sample covariance matrices are reconstructed, based on which a final cooperative activity detection is performed. As compared to directly quantizing the entries of the sample covariance matrices at the BSs, the proposed method can substantially reduce the fronthaul rate requirements.

C. Paper Organization and Notation

The remainder of this paper is organized as follows. Section II introduces the system model. Section III considers the special single-cell case, and Section IV demonstrates how the large-scale fading information can be incorporated into the phase transition analysis. Section V considers the activity detection in the multi-cell case; its phase transition analysis is presented in Section VI. Section VII compares the activity detection in the multi-cell case and multi-cell cases. Section VIII considers the quantization design accounting for capacity-limited fronthaul links. Numerical results are provided in Section IX. Conclusions are drawn in Section X.

Throughout this paper, lower-case, boldface lower-case, and boldface upper-case letters denote scalars, vectors, and matrices, respectively. Calligraphy letters denote sets. Superscripts $(\cdot)^H$, $(\cdot)^T$, $(\cdot)^*$ denote conjugate transpose, transpose, conjugate, respectively. Further, $\mathbf{I}$ denotes identity matrix with appropriate dimensions, $\mathbb{E}[\cdot]$ denotes expectation, $|\cdot|$ denotes the determinant of a matrix or the cardinality of a set, $\text{tr}(\mathbf{X})$ denotes the trace of $\mathbf{X}$, $\text{diag}(x_1, \ldots , x_n)$ denotes a (block) diagonal matrix formed by $x_1, \ldots , x_n$ (or $\mathbf{X}_1, \ldots , \mathbf{X}_n$), $\|x\|_2$ denotes the $\ell_2$ norm of $x$. We use $\triangleq$ to denote definition, $\circ$ for element-wise product, and $\otimes$ for Kronecker product. A complex Gaussian distribution with mean $\mu$ and covariance $\Sigma$ is denoted by $\mathcal{CN}(\mu, \Sigma)$.

II. SYSTEM MODEL

Consider an uplink massive MIMO multi-cell system consisting of $B$ cells. Each cell contains one BS equipped with $M$ antennas. We assume a C-RAN architecture, in which all $B$ BSs are connected to a CU via fronthaul links such that the received signals can be collected and jointly processed at the CU for inter-cell interference mitigation. We assume that there are $N$ single-antenna devices in each cell but only $K \ll N$ devices are active during any coherence interval. Let $a_{bn}$ indicate the activity of device $n$ in cell $b$, i.e., $a_{bn} = 1$ if the device is active and $a_{bn} = 0$ otherwise. Let $g_{bn}h_{bn}$ denote the channel between device $n$ in cell $b$ and BS $i$, where $h_{bn} \in \mathbb{C}^L$ is the Rayleigh fading component following $\mathcal{CN}(0, \mathbf{I})$, and $g_{bn}$ is the large-scale fading coefficient including path-loss and shadowing. For device identification, each device is associated with a unique sequence $s_{bn} \in \mathbb{C}^L$ with $L$ being the sequence length. In the uplink pilot stage, all active devices transmit their signature sequences as random access requests. Assuming that the sequences are transmitted synchronously, the received signal at BS $b$ can be expressed as

$$Y_b = \sum_{n=1}^{N} a_{bn}s_{bn}g_{bn}h_{bn}^T + \sum_{n=1}^{N} \sum_{j\neq b} a_{jn}s_{jn}g_{jn}h_{jn}^T + \mathbf{W}_b$$

$$= \mathbf{S}_b \mathbf{A}_b \mathbf{G}_b^{\frac{1}{2}} \mathbf{H}_bb + \sum_{j\neq b} \mathbf{S}_j \mathbf{A}_j \mathbf{G}_j^\frac{1}{2} \mathbf{H}_bj + \mathbf{W}_b, \quad (1)$$

where $\mathbf{S}_j = [s_{j1}, \ldots , s_{jN}] \in \mathbb{C}^{L \times N}$ is the signature sequence matrix of the devices in cell $j$, $\mathbf{A}_j = \text{diag}(a_{j1}, \ldots , a_{jN})$ is a diagonal matrix that indicates the activity of the devices in cell $j$, $\mathbf{G}_j = \text{diag}(g_{j1}^2, \ldots , g_{jN}^2)$ contains the large-scale fading components between the devices in cell $j$ and BS $b$, $\mathbf{H}_{bj} = [h_{bj1}, \ldots , h_{bjN}]^T \in \mathbb{C}^{N \times M}$ is the Rayleigh fading channel between the devices in cell $j$ and BS $b$, and $\mathbf{W}_b$ is the additive Gaussian noise that follows $\mathcal{CN}(0, \sigma_w^2 \mathbf{I})$, where $\sigma_w^2$ is the variance of the background noise normalized by the transmit power for notational simplicity. Since both $\mathbf{A}_j$ and $\mathbf{G}_j$ are diagonal, we can define a diagonal matrix $\mathbf{\Gamma}_j \triangleq \mathbf{A}_j \mathbf{G}_j \in \mathbb{R}^{N \times N}$ with diagonal entries $\gamma_{bjn} \triangleq a_{jn}g_{jn}^2, \forall n$, and re-write (1) as

$$Y_b = \mathbf{S}_b \mathbf{\Gamma}_b^{\frac{1}{2}} \mathbf{H}_bb + \sum_{j\neq b} \mathbf{S}_j \mathbf{\Gamma}_j^{\frac{1}{2}} \mathbf{H}_bj + \mathbf{W}_b. \quad (2)$$

For notational simplicity, we also use $\mathbf{a}_j \triangleq [a_{j1}, \ldots , a_{jN}]^T \in \mathbb{R}^N$ and $\mathbf{\gamma}_j \triangleq [\gamma_{j1}, \ldots , \gamma_{jN}]^T \in \mathbb{R}^N$ to denote the diagonal entries of $\mathbf{A}_j$ and $\mathbf{\Gamma}_j$, respectively.

The aim is to detect the active devices in the system based on the received signals $Y_b, b = 1, \ldots , B$ (or their quantized version, if the fronthaul links between the BSs and the CU have finite-capacity constraint). This is equivalent to estimating the activity indicator matrix $\mathbf{A}_b, \forall b$ in (1), or alternatively the non-zero diagonal entries of $\mathbf{\Gamma}_b, \forall b$ in (2), since the activity indicator is binary. It can be shown that a sufficient statistic of this detection problem is the set of sample covariance matrices of the received signals, defined as

$$\hat{\Sigma}_b = \frac{1}{M} Y_b Y_b^H, \quad b = 1, \ldots , B. \quad (3)$$

So instead of using the received signals $Y_b, \forall b$, we can design device activity detection algorithms based on the above sample covariance matrices. This approach is known as the covariance method.

In this paper, we assume that the large-scale fading components $G_{bj}, \forall b, j$ are known at the BS, and study the benefits of exploiting the large-scale fadings in the covariance based device activity detection.

III. COVARIANCE BASED DEVICE ACTIVITY DETECTION IN SINGLE-CELL SYSTEMS

We start by considering the special single-cell scenario ($B = 1$) to show how the large-scale fading information can be incorporated into the covariance based method and the impact of knowing the large-scale fading on the phase transition of the covariance based activity detection method. To simplify the notation, we remove all the cell and BS indices in (1) and (2), and index the devices by $n$ only.
A. Covariance Approach

We briefly review the basic idea of the covariance approach for activity detection. From (1), the received signal at the BS in the single-cell scenario can be written as

$$Y = SAG^\frac{1}{2}H + W.$$  

(4)

where $S$ denotes the signature sequence matrix of the devices in a single-cell setup. The covariance approach treats the activity indicator matrix $A$ and the large-scale fading matrix $G$ as a set of deterministic parameters while treating the Rayleigh fading matrix $H$ and noise $W$ as random samples drawn from complex Gaussian distributions. Since the signature sequence matrix $S$ is fixed, the covariance of the received signal $Y$ can be computed as

$$\Sigma = \frac{1}{M}E[YY^H] = SAG^H + \sigma^2 W,$$

(5)

where the expectation is taken with respect to the Rayleigh fading components and the background noise.

To detect the active devices, we consider the MLE of $A$ or $\Gamma$, depending on whether the large-scale fading matrix $G$ is known, based on $Y$. Notice from (3) that the received signals at the $M$ antennas are i.i.d. due to the fact that the Rayleigh fading components are i.i.d. over the antennas. Let $y_m$ denote the received signal at the $m$-th antenna. We have that $y_m$ follows $CN(0, \Sigma)$, where $\Sigma$ is given in (5).

If the large-scale fading matrix $G$ is known, the likelihood function of observing $Y$ given $A$ can be expressed as

$$p(Y | a) = \prod_{m=1}^{M} p(y_m | a) = \frac{1}{|\pi \Sigma|^M} \exp \left( - \text{tr} \left( M\Sigma^{-1}Y \right) \right),$$

(6)

and it depends on the received signal $Y$ via the sample covariance matrix $\Sigma$ only. Thus, the maximization of $p(Y | a)$ can be cast as the following minimization problem

$$\begin{align*}
\text{minimize} \quad & \log |\Sigma| + \text{tr} \left( \Sigma^{-1}Y \right) \\
\text{subject to} \quad & a_n \in \{0, 1\}, \quad \forall n. \tag{7a}
\end{align*}$$

(7a)

Problem (7) is a challenging combinatorial problem due to the binary constraint (7b). To make the problem (7) more tractable, we can relax the constraint $a_n \in \{0, 1\}$ to $a_n \in [0, 1]$, and express the relaxed problem as

$$\begin{align*}
\text{minimize} \quad & \log |\Sigma| + \text{tr} \left( \Sigma^{-1}Y \right) \\
\text{subject to} \quad & a_n \in [0, 1], \quad \forall n. \tag{8a}
\end{align*}$$

(8a)

The above formulation can be contrasted with the case of the large-scale fading matrix $G$ being unknown, in which case the likelihood function $p(Y | \gamma)$ remains a Gaussian distribution function, but the constraints are different. In this case, the MLE of $\Gamma$ can be formulated as [7]

$$\begin{align*}
\text{minimize} \quad & \log |\Sigma| + \text{tr} \left( \Sigma^{-1}Y \right) \\
\text{subject to} \quad & \gamma_n \in [0, +\infty), \quad \forall n, \tag{9a}
\end{align*}$$

(9a)

where the constraint (9b) is due to the fact that the large-scale fading components are non-negative.

B. Coordinate Descent Algorithms

The activity detection problems (9) and (9) are in a similar form, so they can be solved using the same algorithmic framework. Although the problems are not convex (because the log-determinant term is concave), the coordinate descent algorithm that iteratively updates the coordinates of $a$ and $\gamma$ is quite effective for solving both (9) and (9).

For the case where the large-scale fading matrix $G$ is known, the coordinate descent algorithm updates the current estimate $\hat{a}_n$ of $a_n$ by $\hat{a}_n \leftarrow \hat{a}_n + d$ with other $\hat{a}_j, j \neq n$ fixed at each iteration, and the resulting optimization problem to determine $d$ can be expressed as

$$\begin{align*}
\min_d \quad & \log (1 + dg_\Sigma s_n^{-1}s_n) - \frac{dg_\Sigma s_n^{-1}s_n}{1 + dg_\Sigma s_n^{-1}s_n} \\
\text{s. t.} \quad & d \in [-\hat{a}_n, 1 - \hat{a}_n].
\end{align*}$$

(10)

where $\hat{\Sigma} = \sum_{n=1}^{N} \hat{a}_n g_n s_n^{-1} h + \sigma^2 W$. By taking the derivative of the objective function, a closed-form solution to (10) can be derived as

$$d = \max \left\{ \theta \left( g_n, -\hat{a}_n \right), 1 - \hat{a}_n \right\},$$

(11)

where

$$\theta = (\hat{\Sigma}^{-1} s_n^{-1} s_n - s_n^{-1} s_n \hat{\Sigma}^{-1} s_n) \left( s_n^{-1} s_n \right)^{-2}.$$

(12)

For the case where the large-scale fading matrix $G$ is unknown, the coordinate descent algorithm updates the current estimate $\tilde{\gamma}_n$ by $\tilde{\gamma}_n \leftarrow \tilde{\gamma}_n + d$ with other $\tilde{\gamma}_j, j \neq n$ fixed in a similar way as in (10), and $d$ can be determined in closed-form as [7]

$$d = \max \left\{ \theta, -\tilde{\gamma}_n \right\},$$

(13)

where $\theta$ is given by (12) with $\hat{\Sigma} = \sum_{n=1}^{N} \tilde{\gamma}_n s_n^{-1} h + \sigma^2 W$.

We observe from (11) and (13) that the computational complexity in both cases is dominated by the matrix-vector multiplications and the matrix inversion in (12). Using rank-1 update for computing the matrix inversion, the complexity at each iteration can be reduced to $O(L^2)$.

IV. Phase Transition Analysis of Covariance Based Detection in Single-Cell Case

We now present a performance analysis of the covariance based activity detection in the single-cell scenario. The analysis is based on a phase transition in the massive MIMO regime where $M$ tends to infinity. Specifically, we answer the following question: Given $N$ potential devices in the cell and a set of non-orthogonal signature sequences $s_n, \forall n$ of length $L$, how many active devices (i.e., $K$) can be reliably detected in the asymptotic massive MIMO regime?

Note that analyzing the performance of the coordinate descent algorithm for solving (8) and (9) is a challenging problem, because the coordinate descent algorithm is not guaranteed to converge to the global optimum solutions. Instead, we make an idealized assumption that the global optima of
can be obtained, and focus on analyzing the performance of the globally optimal solutions.

For the case where the large-scale fading coefficients are not known, the phase transition analysis has already been carried out in [9]. In this section, we first review the analysis in [9], then extend the analysis to the case where the large-scale fadings are known, and finally quantitatively compare the two cases.

A. Case of Large-Scale Fading Not Known

We first discuss the case where the large-scale fadings are unknown, and the device activity is obtained by solving (9). For notational clarity, let \( \gamma^0 \) be the true value of \( \gamma \), and let \( \hat{\gamma}^{ML} \) be the optimal solution to (9). For device activity detection in the massive MIMO regime, we hope that

\[
\hat{\gamma}^{ML} \rightarrow \gamma^0, \quad M \rightarrow \infty,
\]

so that the device activity can be reliably obtained from \( \hat{\gamma}^{ML} \). The condition (14) is also known as the consistency of the MLE. Based on the estimation theory, the consistency requires that the true parameter is identifiable. However, for the detection in the massive MIMO regime, we hope that the intersection \( \gamma \) is that the intersection of the MLE is not obvious when the size of \( \gamma^0 \) is much greater than the dimensions of the sample covariance matrix \( \hat{\Sigma} \), i.e., \( N \gg L^2 \). In such case, there are more parameters to estimate than the number of observations.

A precise characterization of the condition to ensure (14) is obtained in [9] by analyzing the associated Fisher information matrix, which is defined as

\[
[J(\gamma)]_{ij} = E \left[ \left( \frac{\partial \log p(Y|\gamma)}{\partial \gamma_i} \right) \left( \frac{\partial \log p(Y|\gamma)}{\partial \gamma_j} \right) \right],
\]

where the expectation is taken with respect to \( Y \). By noticing that the likelihood function \( p(Y|\gamma) \) is a Gaussian distribution function, \( J(\gamma) \) can be computed as [9]

\[
J(\gamma) = M (P \odot P^*),
\]

where \( P \triangleq S^H (S \Gamma S^H + \sigma^2 \mathbf{I})^{-1} S \). The condition under which (14) is ensured can be stated as follows.

**Theorem 1 ([9])**: Consider the MLE problem in (9) for device activity detection with a given signature sequence matrix \( S \) and noise variance \( \sigma^2 \). Let \( \hat{\gamma}^{ML} \) be the solution to (9), and let \( \gamma^0 \) be the true value of \( \gamma \) whose \( N - K \) zero entries are indexed by \( I \), i.e.,

\[
\mathcal{I} \triangleq \{ i \mid \gamma^0_i = 0 \}.
\]

Define

\[
\mathcal{N} \triangleq \{ x \mid x^T J(\gamma^0) x = 0, x \in \mathbb{R}^N \},
\]

\[
\mathcal{C} \triangleq \{ x \mid x_i \geq 0, i \in \mathcal{I}, x \in \mathbb{R}^N \},
\]

where \( x_i \) is the \( i \)-th entry of \( x \). Then a necessary and sufficient condition for \( \hat{\gamma}^{ML} \rightarrow \gamma^0 \) as \( M \rightarrow \infty \) is that the intersection of \( \mathcal{N} \) and \( \mathcal{C} \) is the zero vector, i.e., \( \mathcal{N} \cap \mathcal{C} = \{ 0 \} \).

An interpretation of Theorem 1 is as follows.

- \( \mathcal{N} \) is the null space of \( J(\gamma^0) \), which contains the directions starting from \( \gamma^0 \) towards its neighborhood such that the likelihood function \( p(Y|\gamma^0) \) stays unchanged, i.e.,

\[
p(Y|\gamma^0) = p(Y|\gamma^0 + t \mathbf{x}),
\]

for small positive \( t \) and any \( Y \).
- \( \mathcal{C} \) is a cone containing the directions starting from \( \gamma^0 \) towards the feasible region \([0, \infty)^N\), i.e.,

\[
\gamma^0 + t \mathbf{x} \in [0, +\infty)^N,
\]

for small positive \( t \).
- \( \mathcal{N} \cap \mathcal{C} = \{ 0 \} \) ensures that \( \gamma^0 \) is uniquely identifiable around its neighborhood via the likelihood function \( p(Y|\gamma) \), which is necessary for \( \hat{\gamma}^{ML} \rightarrow \gamma^0 \). The sufficiency comes from the fact that the local and the global identifiability are equivalent for the device activity detection problem in [9].

Theorem 1 is useful in the sense that the condition \( \mathcal{N} \cap \mathcal{C} = \{ 0 \} \) can be tested using linear programming [9], thus providing a way to numerically identify the phase transition of the activity detection problem in the large \( M \) limit.

It is worth mentioning that by plugging (16) into (18), the expression of the subspace \( \mathcal{N} \) can be simplified as [9]

\[
\mathcal{N} = \{ x \mid \hat{\Sigma} x = 0, x \in \mathbb{R}^N \},
\]

where \( \hat{\Sigma} \) is an \( L^2 \times N \) matrix formed by the column-wise Kronecker product of \( \mathbf{S}^* \) and \( \mathbf{S} \) as follows

\[
\hat{\Sigma} = [s_1^* \otimes s_1, s_2^* \otimes s_2, \ldots, s_N^* \otimes s_N],
\]

which indicates that \( \hat{\Sigma} \) is determined by the signature sequence matrix only.

B. Case of Known Large-Scale Fading

We now extend the analysis of [2] to the case where the large-scale fadings are known, and the device activity is obtained by solving (9). Let \( \mathbf{a}^0 \) be the true value of \( \mathbf{a} \), and let \( \hat{\mathbf{a}}^{ML} \) be the solution to (8). Similar to (14), for reliable activity detection in the massive MIMO regime, we want to identify condition under which \( \hat{\mathbf{a}}^{ML} \) is consistent, i.e.,

\[
\hat{\mathbf{a}}^{ML} \rightarrow \mathbf{a}^0, \quad M \rightarrow \infty.
\]

Following the approach used in the case with unknown large-scale fadings in the previous subsection, we analyze the Fisher information matrix associated with the MLE problem [8], which is

\[
[J(\mathbf{a})]_{ij} = E \left[ \left( \frac{\partial \log p(Y|\mathbf{a})}{\partial a_i} \right) \left( \frac{\partial \log p(Y|\mathbf{a})}{\partial a_j} \right) \right].
\]

Note here a slight abuse of the notation for \( J(\cdot) \), but it is clear from the context that \( J(\mathbf{a}) \) and \( J(\gamma) \) denote two different matrices. By plugging (6) into (25), the Fisher information matrix can be computed as

\[
J(\mathbf{a}) = M (Q \odot Q^*),
\]

where \( Q = \mathbf{G}^H (\mathbf{S} \Gamma \mathbf{S}^H + \sigma^2 \mathbf{I})^{-1} \mathbf{S} \mathbf{G}^H \). Based on the Fisher information matrix, a necessary and sufficient condition to ensure consistency of \( \hat{\mathbf{a}}^{ML} \) can be established.
\textbf{Theorem 2:} Consider the MLE problem in (8) for device activity detection with a given sequence matrix $S$, noise variance $\sigma^2_w$, and a large-scale fading matrix $G$. Let $\hat{a}^{ML}$ be the solution to (8), and let $a^0$ be its true value whose $N - K$ zero entries are indexed by $I$, i.e.,

$$I \triangleq \{ i | \gamma_i^0 = 0 \}. \quad (27)$$

Define

$$\mathcal{N}^\prime \triangleq \{ x | x^T J(a^0)x = 0, x \in \mathbb{R}^N \}, \quad (28)$$

$$\mathcal{C}^\prime \triangleq \{ x | x_i \geq 0 \text{ if } i \in \mathcal{I}, x_i \leq 0 \text{ if } i \notin \mathcal{I}, x \in \mathbb{R}^N \}, \quad (29)$$

where $x_i$ is the $i$-th entry of $x$. Then a necessary and sufficient condition for $a^0 \rightarrow \hat{a}^{ML}$ as $M \rightarrow \infty$ is that the intersection of $\mathcal{N}^\prime$ and $\mathcal{C}^\prime$ is the zero vector, i.e., $\mathcal{N}^\prime \cap \mathcal{C}^\prime = \{0\}$.

\textbf{Proof:} The proof follows the same idea for proving Theorem 1 in [9]. The only difference lies in the construction of $\mathcal{C}^\prime$, which is due to the constraints $0 \leq a_i \leq 1, \forall i$, in (8b) for the case where the large-scale fading information is exploited. Specifically, $\mathcal{C}^\prime$ defined in (29) ensures that for any $x \in \mathcal{C}^\prime$ and small positive $t$, $a^0 + tx$ is still feasible, i.e., $a^0 + tx \in [0,1]^N$.

Note that Theorem 2 is established in a form similar to Theorem 1 and thus the condition $\mathcal{N}^\prime \cap \mathcal{C}^\prime = \{0\}$ in Theorem 2 can also be interpreted similarly. Further, both conditions can be verified by linear programming. However, there are some important differences between these two conditions. First, the null spaces in (28) and (13) are different, which is due to the fact that they correspond to different Fisher information matrices. To see this difference more clearly, we can plug (26) into (28) to get a simplified expression of (28) as follows

$$\mathcal{N}^\prime = \{ x | \tilde{S}Gx = 0, x \in \mathbb{R}^N \}. \quad (30)$$

As compared to (22), the null space $\mathcal{N}^\prime$ in (30) depends on not only the signature sequences but also the large-scale fading coefficients. Second, the cone $\mathcal{C}^\prime$ in (29) is much more constrained than that in (19) due to the extra constraints $x_i \leq 0, i \notin \mathcal{I}$. These new constraints are caused by $a_i \leq 1, \forall i$, in (8b). The cone $\mathcal{C}^\prime$ in (29) can be seen as a collection of directions $x \in \mathbb{R}^N$ starting from $a^0$ such that $a^0 + tx$ still lies in the feasible region, i.e.,

$$a^0 + tx \in [0,1]^N, \quad (31)$$

for small positive $t$. It is necessary to require $x_i \leq 0, i \notin \mathcal{I}$ such that (31) holds because $a_i^0 = 1, i \notin \mathcal{I}$.

It is worth noting that despite these differences, the two conditions in Theorem 2 and Theorem 1 are closely related as stated by the following proposition.

\textbf{Proposition 1:} $\mathcal{N}^\prime \cap \mathcal{C}^\prime \neq \{0\}$ implies $\mathcal{N} \cap \mathcal{C} \neq \{0\}$.

\textbf{Proof:} If there exists a non-zero vector $x \in \mathcal{N}^\prime \cap \mathcal{C}^\prime$, we can then construct a real vector $\tilde{x} = Gx$ and it can be verified that $\tilde{x} \in \mathcal{N} \cap \mathcal{C}$.

This result agrees with the intuition that if we cannot get a consistent estimation of the activity indicator $a^0$ by exploiting the large-scale fading coefficients, then we cannot get a consistent estimation of $\gamma$ without knowing the large-scale fadings. However, the converse is not true, which means that we may still have $\hat{a}^{ML} \rightarrow a^0$ in some cases even with $\hat{\gamma}^{ML} \rightarrow \gamma^0$ as $M$ tends to infinity.

There is an interesting symmetry property for the condition $\mathcal{N}^\prime \cap \mathcal{C}^\prime = \{0\}$, due to the extra constraints $x_i \leq 0, i \notin \mathcal{I}$ in $\mathcal{C}^\prime$. Note that cone $\mathcal{C}^\prime$ in (29) is determined by $\mathcal{I}$. Let $\mathcal{J}$ be the complement set of $\mathcal{I}$ with respect to $\{1,2,\ldots,N\}$, i.e.,

$$\mathcal{J} = \{1,2,\ldots,N\} - \mathcal{I}, \quad (32)$$

based on which we define cone $\mathcal{C}^\prime$ similarly to (29) as follows

$$\mathcal{C}^\prime \triangleq \{ x | x_i \geq 0 \text{ if } i \in \mathcal{J}, x_i \leq 0 \text{ if } i \notin \mathcal{J}, x \in \mathbb{R}^N \}. \quad (33)$$

We then have the following result.

\textbf{Proposition 2:} $\mathcal{N}^\prime \cap \mathcal{C}^\prime = \{0\}$ implies $\mathcal{N}^\prime \cap \mathcal{C}^\prime = \{0\}$, and vice versa.

\textbf{Proof:} This can be proved by noting that $\mathcal{C}^\prime = -\mathcal{C}'$ and $\mathcal{N}^\prime = -\mathcal{N}'$. Here, the negative sign operates on every element of the set. The relationship $\mathcal{C}^\prime = -\mathcal{C}'$ holds because of (32), and $\mathcal{N}^\prime = -\mathcal{N}'$ holds because $\mathcal{N}'$ is a subspace.

A consequence of Proposition 2 is as follows. Let us consider the following two device activity detection problems that differ in only the number of active devices: i) there are $K$ active devices which are specified by $\mathcal{I}$; and ii) there are $N-K$ active devices which are specified by $\mathcal{J}$. Proposition 2 states that in the large $M$ limit, if we can detect the $K$ active devices in $\mathcal{I}$, then we can also detect the $N-K$ active devices in $\mathcal{J}$, and vice versa. In other words, by exploiting the knowledge of large-scale fadings, the covariance based method is able to reliably detect the active devices not only when the active devices are sparse (i.e., $\frac{K}{N-K} \ll 1$), but also when the inactive devices are sparse (i.e., $\frac{N-K}{N-K} \ll 1$). This is more powerful than the case without exploiting the knowledge of large-scale fadings.

It is important to state a caveat that the phase transition analysis gives the performance limit of the covariance method as $M$ goes to infinity. In practice, $M$ is finite, and further the required values of $M$ to achieve a target detection error rate for different problems can be quite different. For the above problem, the number of antennas needed to achieve the phase transition limit when the inactive devices are sparse would actually have to be impractically large. This is because the quality of the sample covariance matrices would degrade as the number of active devices becomes large. In practice, the device activity detection problem always operates in the regime where the active devices are sparse. In this case, the performance for the case of knowing large-scale fading is only slightly better than not knowing large-scale fading in the single-cell setting. Thus, the above result is mainly of theoretical interest.

\section{V. Covariance Based Cooperative Activity Detection in Multi-Cell Systems}

We now study the device activity detection problem in the multi-cell scenario, where the inter-cell interference becomes a limiting factor if each BS operates independently. To alleviate the inter-cell interference, we assume a C-RAN architecture and consider cooperative device activity detection at the CU. In this section, we assume infinite-capacity fronthaul links between the BSs and the CU such that the received signals at the BSs can be ideally collected at the CU.
A. Limitation of Treating Interference as Noise

We first discuss the impact of the inter-cell interference on the covariance based device activity detection if each BS simply treats the inter-cell interference as noise. We show that reliable activity detection may not be achieved using the covariance approach even in the massive MIMO regime.

Consider the case where the large-scale fadings are known. Based on (1), the covariance of the received signal \( Y_b \) at BS \( b \) can be expressed as

\[
\Sigma_b = \frac{1}{M} \mathbb{E}[Y_b Y_b^H] = S_b A_b G_{bb} S_b^H + \sum_{j \neq b} S_j A_j G_{bj} S_j^H + \sigma_w^2 I, \tag{34}
\]

where \( \sum_{j \neq b} S_j A_j G_{bj} S_j^H \) is the covariance of the inter-cell interference. BS \( b \) aims to detect the device activity in cell \( b \), i.e., \( A_b \), while treating \( \sum_{j \neq b} S_j A_j G_{bj} S_j^H \) as noise. As compared to (3) in the single-cell case, we observe that the detection of \( A_b \) from \( \Sigma_b \) in (34) becomes much more challenging, because the covariance of the inter-cell interference \( \sum_{j \neq b} S_j A_j G_{bj} S_j^H \) depends on the device activities in other cells which change over time and are difficult to track. A straightforward way to deal with the time-varying interference covariance is to approximate \( \sum_{j \neq b} S_j A_j G_{bj} S_j^H \) by its time average, which can be computed as

\[
\mathbb{E}\left[ \sum_{j \neq b} S_j A_j G_{bj} S_j^H \right] = \frac{K}{N} \sum_{j \neq b} S_j G_{bj} S_j^H, \tag{35}
\]

where the expectation is taken with respect to \( A_j \) by noting that \( K \) out of \( N \) devices are active in each coherence interval. Besides using this time average, other possible methods include approximating the interference covariance by some structured matrix, e.g., a diagonal matrix or a scaled identity matrix [24]. However, these methods inevitably introduce approximation errors in the modeling of the interference covariance matrix, which leads to severe performance loss when \( M \) is large, as shown by simulation in Section IX. For the case where the large-scale fading components are unknown, the impact of the inter-cell interference is similar.

B. Cooperative Detection with Unknown Large-Scale Fading

Instead of treating inter-cell interference as noise at each BS, we now consider cooperative activity detection at the CU. We first consider the case where the large-scale fading coefficients are unknown, and the CU aims to estimate \( \Gamma_{bj} = A_j G_{bj}, \forall b, j \in \{1, \cdots, B\} \).

Similar to the single-cell case, we formulate the problem using the MLE of \( \Gamma_{bj}, \forall b, j \in \{1, \cdots, B\} \). Based on (1), the received signal at the \( m \)-th antenna of BS \( b \), denoted by \( y_{bn} \), follows \( CN(0, \Sigma_b) \), where \( \Sigma_b \) is given in (34). Let \( \gamma \) denote the collection of \( \gamma_{bj}, \forall b, j \in \{1, \cdots, B\} \). The likelihood function of \( Y_b \) can be expressed as

\[
p(Y_b | \gamma) = \frac{1}{\pi|\Sigma_b|^M} \exp\left( - \text{tr} \left( M \Sigma_b^{-1} \Sigma_b \right) \right), \tag{36}
\]

Note that given \( \gamma \), the received signals \( Y_b \) are independent because of the i.i.d. Rayleigh fading channels. The likelihood function of \( Y_1, \cdots, Y_B \) can then be written as

\[
p(Y_1, \cdots, Y_B | \gamma) = \prod_{b=1}^{B} p(Y_b | \gamma), \tag{37}
\]

and the maximization of the log-likelihood function can be cast as a minimization problem as

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \sum_{b=1}^{B} \left( \log |\Sigma_b| + \text{tr} \left( \Sigma_b^{-1} \Sigma_b \right) \right) \quad \text{(38a)} \\
\text{subject to} & \quad \gamma_{bjn} \in [0, \infty), \forall b, j, n, \quad \text{(38b)}
\end{align*}
\]

whose solution depends on the received signals at the BSs via the sample covariance matrices \( \hat{\Sigma}_b, b = 1, \cdots, B \). Note that the above problem is very similar to the single-cell case, and it can also be solved using the coordinate descent algorithm with closed-form solutions.

However, it turns out that the detection performance of (38) is not much better than treating-interference-as-noise. The main reason is that the number of unknown parameters to be estimated in (38) is \( NB^2 \), which is much larger than the number of the devices, \( N \). In other words, the requirement to estimate the large-scale fadings \( \Gamma_{bj} \) from all the active devices to all the BSs is significantly more difficult than the single-cell case.

It is worth noting that (38) is not the best possible problem formulation, because it does not take into consideration the interdependencies among \( \Gamma_{bj} \), which can in theory be exploited. Such interdependencies come from two facts: i) \( \Gamma_{bj} = A_j G_{bj} \); and ii) \( G_{bj} \) should satisfy certain constraints imposed by the geometry of the locations of the active devices and the locations of the BSs in the network. But, it is quite challenging to incorporate such interdependencies into the detection algorithm; see Section IX.

C. Cooperative Detection with Known Large-Scale Fading

The way to substantially improve detection performance is to gain knowledge of large-scale fadings and to exploit such knowledge in cooperative activity detection at the CU. When \( G_{bj}, \forall b, j \) are available, the CU can focus on detecting the device activities, i.e., \( A_b, \forall b \), without having to estimate \( G_{bj} \). In this case, the likelihood function \( p(Y_b | a_1, \cdots, a_B) \) remains a Gaussian distribution with covariance matrix \( \Sigma_b \). Further, \( Y_b \) for \( b = 1, \cdots, B \) are independent given \( a_1, \cdots, a_B \). Therefore, the maximization of the likelihood function \( p(Y_1, \cdots, Y_B | a_1, \cdots, a_B) \) can be cast as the following minimization problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{b=1}^{B} \left( \log |\Sigma_b| + \text{tr} \left( \Sigma_b^{-1} \Sigma_b \right) \right) \quad \text{(39a)} \\
\text{subject to} & \quad a_{bn} \in \{0, 1\}, \forall b, n, \quad \text{(39b)}
\end{align*}
\]

However, it turns out that (39) is not much better than treating-interference-as-noise. The main reason is that the number of unknown parameters to be estimated in (39) is \( NB^2 \), which is much larger than the number of the devices, \( N \). In other words, the requirement to estimate the large-scale fadings \( \Gamma_{bj} \) from all the active devices to all the BSs is significantly more difficult than the single-cell case.
To deal with the binary constraint \( \{0, 1\} \), we consider a relaxed version of the problem as

\[
\min_{a_0, \ldots, a_B} \sum_{b=1}^{B} \left( \log |\Sigma_b| + \text{tr} \left( \Sigma_b^{-1} \tilde{\Sigma}_b \right) \right) \quad (40a)
\]

subject to \( a_{bn} \in [0, 1], \forall b, n \). \( (40b) \)

For the cooperative activity detection, we also use the coordinate descent framework to alternatively update the entries of \( a_0, \ldots, a_B \). At each iteration, we update the estimate \( \tilde{a}_{bn} \) by \( \tilde{a}_{bn} \leftarrow \tilde{a}_{bn} + d \) while keeping other activity indicators fixed. The optimization problem to determine \( d \) can be expressed as

\[
\min_d \sum_{b=1}^{B} \log \left( 1 + d g_{b\gamma_{bn}} s_{b}^T \Sigma_b^{-1} s_b \right) - d g_{b\gamma_{bn}} s_{b}^T \Sigma_b^{-1} \tilde{\Sigma}_b \sum_{b=1}^{B} s_b
\]

subject to \( d \in [-\tilde{a}_{bn}, 1 - \tilde{a}_{bn}] \). \( (41b) \)

Note that unlike the problem \( (10) \), which admits a closed-form solution, the closed-form solution for the problem \( (41) \) cannot be easily obtained because the derivative of the objective function involves a polynomial function whose degrees depend on \( B \). However, since \( d \) is a scalar, we can use a one-dimensional search to obtain the optimal \( d \) or we can use a root-finding algorithm to identify the roots of the polynomial function and to determine the minimizer of \( (41) \).

### VI. Phase Transition Analysis of Covariance Based Detection in Multi-Cell Case

We now analyze the performance of the covariance based cooperative activity detection in \( (40) \) for multi-cell systems assuming that the large-scale fadings are known. Following the analysis in the single-cell case, we assume that \( (40) \) can be solved to global optimality, and focus on the phase transition analysis as \( M \) tends to infinity.

Let \( \tilde{a}_{b}^{\text{ML}} \) denote the solution to \( (40) \), and let \( a_{b}^{0} \) be the true value of device activities for \( b = 1, \ldots, B \). We aim to identify the condition under which the estimates are consistent, i.e.,

\[
\tilde{a}_{b}^{\text{ML}} \rightarrow a_{b}^{0}, \quad M \rightarrow \infty, \quad \forall b = 1, \ldots, B. \quad (42)
\]

Again, the Fisher information matrix plays an essential role in the analysis. We use the notation \( \tilde{a} = [a_1^T, \ldots, a_B^T]^T \in \mathbb{R}^{BN} \) with the estimated and true values of \( \tilde{a} \) denoted as \( \tilde{a}_{b}^{\text{ML}} \) and \( a_{b}^{0} \), respectively. Let \( A = \text{diag}(A_1, \ldots, A_B) \in \mathbb{R}^{BN \times BN} \), \( G_b = \text{diag}(G_{b1}, \ldots, G_{bB}) \in \mathbb{R}^{BN \times BN} \), and \( S = [S_1, \ldots, S_B] \in \mathbb{C}^{L \times BN} \). Based on the likelihood function \( p(Y_b|a) \), the Fisher information matrix of \( \tilde{a} \) can be computed as

\[
J(\tilde{a}) = M \sum_{b=1}^{B} (Q_b \otimes Q_b^*) \quad (43)
\]

where \( Q_b = G_b^{-1} \tilde{S}^H (\tilde{S}G_b \tilde{S}^H + \sigma_a^2 I) \tilde{S}G_b^{-1} \). Based on the Fisher information matrix, the condition for the consistency of MLE can be established as follows:

**Theorem 3:** Consider the MLE problem in \( (40) \) for device activity detection with a given signature sequence matrix \( S \in \mathbb{C}^{L \times BN} \) and noise variance \( \sigma_a^2 \). Let \( \tilde{a}_{b}^{\text{ML}} \) be the solution of \( (40) \), and let \( a_{b}^{0} \) be its true value whose \( B(N-K) \) zero entries are indexed by \( I \), i.e.,

\[
\tilde{a}_{b} = \{ i | \tilde{a}_{b}^{0} = 0 \},
\]

where \( \tilde{a}_{b}^{0} \) being the \( i \)-th entry of \( \tilde{a}_{b}^{0} \). Define

\[
N'' \triangleq \{ x | x^T J(a_{b}^{0}) x = 0, x \in \mathbb{R}^{BN} \},
\]

\[
C'' \triangleq \{ x | x_i \geq 0 \text{ if } i \in I, x_i \leq 0 \text{ if } i \notin I, x \in \mathbb{R}^{BN} \},
\]

where \( x_i \) is the \( i \)-th entry of \( x \). Then a necessary and sufficient condition for \( \tilde{a}_{b}^{\text{ML}} \rightarrow a_{b}^{0} \) as \( M \rightarrow \infty \) is that the intersection of \( N'' \) and \( C'' \) is the zero vector, i.e., \( N'' \cap C'' = \{ 0 \} \).

**Proof:** The proof follows the same line as in the proof of Theorem 2 except for the difference in dimensionality.

By plugging \( (43) \) into \( (44) \) and by noticing that \( Q_b \otimes Q_b^* \) is positive semi-definite, \( (44) \) can be re-written as \( N'' = \{ x | x^T (Q_b \otimes Q_b^*) x = 0, \forall b, x \in \mathbb{R}^{BN} \} \). Similar to \( (30) \), the expression of \( N'' \) can be further simplified as

\[
N'' = \{ x | \tilde{S}G_b x = 0, \forall b, x \in \mathbb{R}^{BN} \},
\]

where \( \tilde{S} = [S_{11}^* \otimes s_{11}, \ldots, s_{BN}^* \otimes s_{BN}] \in \mathbb{C}^{L \times BN} \) is the column-wise Kronecker product of \( \tilde{S}^* \) and \( \tilde{S} \). We observe from \( (47) \) that \( N'' \) is solely determined by the signature sequence matrix \( S \) and the large-scale fading matrices \( G_b, \forall b \).

Just as in the single-cell case, the condition \( N'' \cap C'' = \{ 0 \} \) can be verified by linear programming under fixed values of \( N, L, K \) and fixed \( S \) and \( G_b \). This linear programming problem is explicitly written out in Section VII.

As a further remark, \( N'' \cap C'' = \{ 0 \} \) also has a symmetric property, similar to the single-cell case with known large-scale fadings. Let \( J \) be the complement set of \( I \) with respect to \( \{1, 2, \ldots, BN\} \). Define

\[
C'' \triangleq \{ x | x_i \geq 0 \text{ if } i \in J, x_i \leq 0 \text{ if } i \notin J, x \in \mathbb{R}^{BN} \}.
\]

Then we have the following result.

**Proposition 3:** \( N'' \cap C'' = \{ 0 \} \) implies \( N'' \cap \tilde{C}'' = \{ 0 \} \), and vice versa.

The above result indicates that by exploiting the large-scale fading, the phase transition curves in the multi-cell and single-cell scenarios are similarly shaped.

### VII. Comparison of Phase Transitions of Multi-Cell vs Single-Cell Systems

We have seen that with known large-scale fadings, the phase transition curves of the covariance method in the multi-cell and single-cell cases are characterized by \( N'' \cap C'' = \{ 0 \} \) and \( N'' \cap C'' = \{ 0 \} \), respectively. We now explicitly compare these two via linear programming.

First, consider the multi-cell case, where we need \( N'' \cap C'' = \{ 0 \} \). Note that \( \tilde{S} \) in \( (47) \) is complex while \( N'' \) is a real subspace, we need to separate the real and imaginary parts of \( \tilde{S} \). Let \( r_{ij} = \tilde{S}^{1 \times BN} \) be the \( i \)-th row of the signature matrix \( S \). Since \( \tilde{S} \) is the column-wise Kronecker product of \( S^* \) and \( \tilde{S} \).
the real and imaginary parts of rows of \( \mathbf{S} \) can be represented by the following two sets of row vectors:

\[
\{ \text{Re}(r_{ij}) \circ \text{Re}(r_{ij}) + \text{Im}(r_{ij}) \circ \text{Im}(r_{ij}) \mid 1 \leq i \leq j \leq L \}
\]

and

\[
\{ \text{Re}(r_{ij}) \circ \text{Im}(r_{ij}) - \text{Im}(r_{ij}) \circ \text{Re}(r_{ij}) \mid 1 \leq i < j \leq L \}.
\]

These two sets consist of \( L^2 \) vectors in \( \mathbb{R}^{1 \times BN} \). Let \( \mathbf{D} \in \mathbb{R}^{L^2 \times BN} \) be the matrix formed by all \( L^2 \) row vectors from the two sets. Furthermore, let \( \mathbf{D} = [(\mathbf{DG}_1)^T, \ldots , (\mathbf{DG}_B)^T]^T \in \mathbb{R}^{BL^2 \times BN} \). Then the condition \( \mathcal{N}' \cap \mathcal{C}' = \{ 0 \} \) is equivalent to the infeasibility of the following linear programming problem

\[
\begin{align}
\text{find} & \quad x \\
n\text{subject to} & \quad \mathbf{D}x = 0, \\
& \quad x_i \geq 0, i \in \mathcal{I}, \\
& \quad x_i \leq 0, i \notin \mathcal{I}, \\
& \quad \sum_{i \in \mathcal{I}} x_i - \sum_{i \notin \mathcal{I}} x_i = 1,
\end{align}
\]

where \( x \in \mathbb{R}^{BN} \), and the constraint \( 51e \) guarantees that \( x \) is non-zero. We observe from \( 51b \) that \( x \) should lie in a \( (BN - BL^2) \) dimensional null space of \( \mathbf{D} \). This is a random subspace due to the randomness of the signature matrix and the large-scale fading. Notice here that knowing the large-scale fading is crucial since the definition of this subspace depends on \( \mathbf{G}_1, \mathbf{G}_2, \ldots , \mathbf{G}_B \).

Next consider the single-cell case corresponding to the condition \( \mathcal{N}' \cap \mathcal{C}' = \{ 0 \} \). The real and imaginary parts of rows of \( \hat{\mathbf{S}} \) in \( 30 \) can be expressed by \( L^2 \) vectors in \( \mathbb{R}^{1 \times N} \) similar to \( 49 \) and \( 50 \), and these \( L^2 \) vectors can form an \( L^2 \times N \) matrix \( \mathbf{C} \). Let \( \mathbf{G} = \mathbf{CG} \in \mathbb{R}^{L^2 \times N} \). Then the condition \( \mathcal{N}' \cap \mathcal{C}' = \{ 0 \} \) is equivalent to the infeasibility of the following linear programming problem

\[
\begin{align}
\text{find} & \quad x \\
n\text{subject to} & \quad \hat{\mathbf{C}}x = 0, \\
& \quad x_i \geq 0, i \in \mathcal{I}, \\
& \quad x_i \leq 0, i \notin \mathcal{I}, \\
& \quad \sum_{i \in \mathcal{I}} x_i - \sum_{i \notin \mathcal{I}} x_i = 1,
\end{align}
\]

where \( x \in \mathbb{R}^N \).

We observe that problems \( 51 \) and \( 52 \) are in the same form, except the difference in dimensionality. The problem \( 51 \) aims to find a non-zero vector in a \( (BN - BL^2) \) dimensional subspace with its \( (BN - BK) \) entries being non-negative and the other \( BK \) entries being non-positive, whereas the problem \( 52 \) aims to find a non-zero vector in an \( (N - L^2) \) dimensional subspace with its \( (N - K) \) entries being non-negative and the other \( K \) entries being non-positive.

The crucial fact is that the dimension of the subspace and the number of the constraints simply scale by a factor of \( B \) when we go from the single-cell to the multi-cell case. Since the phase transitions depend on the ratio of these dimensions, we expect the phase transition curve for the multi-cell to be similar to that of the single-cell cases. We numerically compare the two in Section IX and observe that the curves in fact closely match each other.

Note that when the large-scale fadings are not known, the phase transitions for the single-cell and for the multi-cell cases would be completely different. This is because the corresponding null spaces have the dimension \( N - L^2 \) in the single-cell case, and \( BN - L^2 \) in the multi-cell case; they are not scaled versions of each other.

VIII. QUANTIZATION DESIGN FOR COVARIANCE BASED COOPERATIVE DETECTION

So far, we have assumed that the received signals (or the sample covariance matrices) at the BSs can be made available exactly to the CU for joint detection. In practice, the BSs and the CU are connected by capacity-limited fronthaul links, thus the signals at the BSs need to be quantized before they can be forwarded to the CU. The quantization error impairs the cooperative activity detection at the CU. In this section, we study the design of quantization schemes for cooperative activity detection under capacity-limited fronthauls. We consider cooperative activity detection that exploits the large-scale fading information.

The design of the optimal quantization scheme for cooperative activity detection is challenging due to the fact that the detection result obtained from \( 40 \) is a complicated function of the sample covariance matrices. In this section, we consider the following two heuristic quantization strategies: 1) Each BS computes and quantizes entries of its local sample covariance matrix to forward to the CU; 2) Each BS performs a preliminary activity detection based on the sample covariance matrix and quantizes the detection results for transmission to the CU, where the sample covariance matrices are approximately reconstructed and the cooperative activity detection is then performed. We show that this novel second strategy has a significantly better performance.

A. Quantization of Sample Covariance Matrix

Since the cooperative activity detection at the CU, i.e., \( 40 \), depends on the received signals \( \mathbf{Y}_b \) via the sample covariance matrices \( \hat{\mathbf{S}}_b \), instead of quantizing \( \mathbf{Y}_b \) of size \( L \times M \), a more efficient way at large \( M \) is to quantize the \( L \times L \) matrix \( \hat{\mathbf{S}}_b \). We use a uniform scalar quantizer as follows

\[
\hat{\mathbf{S}}_b^Q = Q(\hat{\mathbf{S}}_b), \forall b,
\]

where \( Q(\cdot) \) is a real-valued uniform scalar quantization function applied to the real and imaginary parts separately of each entry of \( \hat{\mathbf{S}}_b \). We assume that each real or imaginary part is quantized with \( 2^R_b \) levels, where \( R_b \) is the number of quantization bits per scalar. Since \( \hat{\mathbf{S}}_b \) is a Hermitian matrix, the BS only needs to transmit the upper (or lower) triangular part of \( \hat{\mathbf{S}}_b \) to the CU, which includes \( L^2 \) real-valued scalars. Thus the overall number of bits is \( R_b L^2 \). Note that the dynamic range of the elements of \( \hat{\mathbf{S}}_b \) can be large due to the randomness of the channels and the device activity. To achieve a small quantization error, a large \( R_b \) is usually needed.
B. Quantization Based on Preliminary Detection

In this subsection, we propose a novel quantization strategy in which each BS performs a local preliminary detection of nearby devices based on its local sample covariance matrix, then sends quantized detection results to the CU. This is more efficient than directly quantizing the sample covariance matrix. Specifically, each BS $b$ performs a local detection to estimate the activity indicators $a_{jn}$ based on $\Sigma_b$ by solving the following problem,

\[
\begin{align*}
\text{minimize} & \quad \log |\Sigma_b| + \text{tr} \left( \Sigma_b^{-1} \Sigma_b \right) \\
\text{subject to} & \quad a_{jn} \in [0, 1], \forall j, n,
\end{align*}
\] (54a)

which corresponds to maximizing the log-likelihood function $p(Y_b|a_1, \ldots, a_B)$. In problem formulation (54), we assume that BS $b$ detects all the devices in the $B$ cells for simplicity. However, due to computational complexity and communication overhead, each BS $b$ can typically only detect activities of limited number of devices in practice. For example, we can consider a scenario in which each BS only aims to detect the activity pattern of devices in its own cell and the devices in the immediate neighboring cells. This is a reasonable scenario since the interference from other non-neighboring cells is typically weak and can be incorporated into the noise term.

We further note that to perform the optimization in (54), all the sequence matrices $S_j, \forall j$ need to be known at each BS $b$, which can be accomplished by information exchange via the CU.

Similar to problem [8] for the single-cell case, problem (54) can be solved efficiently using the coordinate descent algorithm with closed-form solutions. We denote the results of (54) by $\hat{a}_{jn}^b, \forall j, n$, where superscript $b$ indicates that these estimates are obtained at BS $b$. We then quantize $\hat{a}_{jn}^b$ using a uniform scalar quantizer as follows

\[
\hat{a}_{jn}^b = \mathcal{Q}(\hat{a}_{jn}^b), \forall j, n,
\]

where $\mathcal{Q}(\cdot)$ is the real-valued quantization function with $2^{R_b}$ levels. Since $\hat{a}_{jn}^b \in [0, 1]$, the dynamic range of $\hat{a}_{jn}^b$ is much smaller than that of the entries of the sample covariance matrix, and therefore the value of $R_b$ could be much less than $R_s$ in the quantization of the sample covariance matrix. Since the number of estimated activity indicators is $NB$, the overall number of bits is $R_b NB$ using fixed-length codewords to represent quantization levels.

We point out that the number of bits can be substantially reduced by using variable-length lossless data compression such as Huffman coding. This is because most of the indicators $\hat{a}_{jn}^b$ are zero or one, due to the fact that the device activities are sparse. Therefore, the overall number of bits needed to be forwarded to the CU can be much smaller than that in the quantization of the sample covariance.

Once the quantized activity indicators $\hat{a}_{jn}^b, \forall j, n, b$ are collected at the CU, the CU can reconstruct all the sample covariance matrices according to (54) as follows

\[
\Sigma_b = \sum_{j=1}^{B} S_j \bar{A}_b^j G_{bj} S_j^H + \sigma_o^2 I, \forall b,
\]

where $\bar{A}_b^j = \text{diag}\{\hat{a}_{j1}^b, \ldots, \hat{a}_{jN}^b\}$. Finally, the CU can perform cooperative activity detection based on the reconstructed sample covariance matrices $\Sigma_b, \forall b$ as follows

\[
\begin{align*}
\text{minimize} & \quad \sum_{b=1}^{B} \log |\Sigma_b| + \text{tr} \left( \Sigma_b^{-1} \Sigma_b \right) \\
\text{subject to} & \quad a_{bm} \in [0, 1], \forall b, n.
\end{align*}
\] (57b)

As compared to the problem (40) for infinite-capacity fronthaul links, the above problem formulation uses the reconstructed sample covariance matrices at the CU instead of the true sample covariance matrices. The rationale for employing this reconstruct-and-detect approach is that for a device, say device $n$ in cell $j$, it is difficult to directly aggregate the quantized activity indicator estimates $\hat{a}_{jn}^b, \forall b$ from the $B$ BSs since the accuracy levels of these estimates could be substantially different. Specifically, the results obtained from the BSs that are closer to the device are much more reliable, and the aggregation procedure should take the reliability into account, which is not straightforward. On the other hand, the quantized activity indicators preserve the essential information on device activity in the sample covariance matrix, so the reconstructed sample covariance matrix is a good approximation for device activity detection.

IX. NUMERICAL RESULTS

In this section, we use simulation results to demonstrate the benefit of exploiting the knowledge of large-scale fadings. We consider a cellular network with hexagonal cells where BS-to-BS distance is 500m and the potential users are uniformly distributed in the network. The channel path-loss is modeled as $128.1 + 37.6 \log_{10}(d)$, where $d$ is BS-device distance in km. To ensure that the channel gains are bounded, we assume that the potential users are located at least 50m away from the BS. The transmit power of each device is set as 23dBm, and the background noise power is $-169$dBm/Hz over 10MHz.

We assume that all signature sequences have i.i.d. entries that are generated from a complex Gaussian distribution with zero mean and unit variance.

A. Single-Cell Scenario

We begin with the single-cell scenario with $N = 1000$ devices uniformly distributed within the cell. To obtain a numerical phase transition analysis of the covariance based activity detection, we numerically test the necessary and sufficient condition described in Theorem 1 or Theorem 2 under a variety of choices of $L$ and $K$. In Fig. 1 we draw the region of $(L^2/N, K/N)$ in which the condition is satisfied or not satisfied. The result is obtained based on 100 realizations of the random sequences and device activity patterns for each given $K$ and $L$. The error bars indicate the range beyond which either all 100 realizations or zero realization satisfy the condition. To validate the results of Theorem 1 and Theorem 2 we also use the coordinate descent (CD) algorithm to solve the detection problem in (9) or (8) in the large $M$ limit, i.e., with ideal sample covariance matrix, to empirically plot a phase transition curve.
We observe from Fig. 1 that the curves obtained by the analysis and by the CD algorithm match very well. Moreover, Fig. 1 shows that the feasible region is much larger when the large-scale fading is exploited. This is mainly due to the symmetry of the phase transition curve with respect to $K/N = 0.5$, which is implied by Proposition 2.

The phase transition only provides the performance limit as the number of antennas goes to infinity. To compare performance under finite $M$, we plot the detection error against the number of antennas in Fig. 2. We assume $L = 25$ and $K = 30, 40$ such that $(L^2/N = 0.625, K/N = 0.03, 0.04)$ lies in the feasible region for both cases with and without knowing the large-scale fadings. Note that there are two types of errors in activity detection: missed detection and false alarm, which can be traded off by adjusting the value of the threshold. For convenience, we select the threshold to achieve a point where two probabilities are equal. We observe from Fig. 2 that exploiting the large-scale fading information leads to a slightly better detection performance in this single-cell case.

**B. Multi-Cell Scenario with Infinite-Capacity Fronthauls**

We consider a multi-cell system consisting of 7 hexagonal cells with wrap-around at the boundary and $N = 200$ devices uniformly distributed within each cell. In this subsection, the fronthauls between the BSs and the CU are assumed to have infinite capacity, so the sample covariance matrices are available at the CU exactly.

Fig. 3 shows the numerical phase transition analysis of the covariance based activity detection in the multi-cell case. For comparison, we also plot the phase transition in the single-cell case. The multi-cell curves are obtained in a similar way as in Fig. 1. For the case with known large-scale fadings, we numerically test the condition in Theorem 2 under a variety of choices of $L$ and $K$ given $N = 200$. We also use the CD algorithm to solve the detection problem in (40) with ideal sample covariance matrices to validate the phase transition curve. For the case with unknown large-scale fadings, the phase transition curve corresponds to the problem formulation in (38). We observe from Fig. 3 that the multi-cell curves obtained by the analysis and by the CD algorithm match well. We also observe that exploiting the large-scale fading information leads to much larger feasible region as compared to the case with unknown large-scale fadings in the multi-cell scenario. Moreover, with known large-scale fadings, the phase transition curves in the single-cell and the multi-cell cases are very similar, which means that the covariance based detection can work well in a similar region of $(L^2/N, K/N)$ in both single-cell and multi-cell cases as the number of antennas tends to infinity.

It should be mentioned that although the phase transition curves for single-cell and multi-cell cases are similar, as shown in Fig. 3, their detection performances may still differ when the number of antennas is finite. In Fig. 4, we compare the detection error probabilities in the multi-cell and single-cell...
cases with known large-scale fadings under finite $M$. We set $N = 200$ and $K = 20$ for both cases. We observe from Fig. 4 that the covariance based detection method performs better in the single-cell case, and the performance gap becomes larger as $L$ increases.

In Fig. 5 we consider three additional detection methods that can be used in the multi-cell case as benchmarks to illustrate the performance of the cooperative detection considered in this paper. These three methods are

- **Treating Inter-cell Interference as Noise**: This is the scheme discussed in Section V-A, in which each BS operates independently to detect the active devices in the cell while treating inter-cell interference as noise. The covariance of the inter-cell interference is approximated by its time average.

- **Cooperative Detection Using Geometry of Location Information**: In this scheme, the CU determines the activity of device $n$ in cell $b$ by estimating $\gamma_{jbn} = a_{bn} g_{jbn}, j \in B_{bn}$, where $B_{bn}$ is the set of closest BSs to this device. Note that the values of $\gamma_{jbn}$ across $j \in B_{bn}$ have interdependencies because of the device and the BS locations. To perform cooperative detection, we assume that the CU has a radio map of all possible values of $\gamma_{jbn}, j \in B_{bn}$, based on the possible device locations. We then use CD to estimate $\gamma_{jbn}, j \in B_{bn}$. Specifically, we update $\gamma_{jbn}, j \in B_{bn}$ at each step simultaneously by using exhaustive searching on this radio map (or possibly declaring that the user is not active). We use $|B_{bn}| = 3$, i.e., three closest BSs, in the simulations.

- **Low Complexity Detection with Known Large-Scale Fadings [23]**: The CU estimates $a_{bn}$ iteratively based on the sample covariance matrix at a single BS $i$ that has the largest channel gain, i.e., $i = \arg \max_j \{ g_{jbn} \}$.

We assume $N = 200$, $K = 20$ and $L = 20$. We observe from Fig. 5 that the cooperative activity detection scheme proposed in this paper outperforms the above three strategies. We also observe that without knowing the large-scale fadings, the improvement by the cooperative detection scheme based on the geometry of location information is marginal as compared to simply treating inter-cell interference as noise.

C. Multi-Cell Scenario with Capacity-Limited Fronthauls

Finally, we study the impact of quantization for capacity-limited fronthauls. We compare two quantization schemes: i) quantization of the sample covariance matrix; and ii) quantization of the activity indicators after a preliminary detection at each BS, as in Section VIII. We consider the multi-cell setup with $N = 200$, $K = 20$, and $L = 20$.

Fig. 6 shows how many quantization bits per real-valued scalar are needed to approach the infinite-capacity fronthaul result. We observe from Fig. 6 that for the sample covariance matrix quantization, at least 14 bits are needed to achieve a performance close to the infinite-capacity fronthaul case, whereas for the activity indicator quantization, a similar performance can be achieved with 2 bits per scalar.

Note that as there are more scalars to be quantized in the activity indicator quantization scheme, for fair comparison, we should sum up the total number of quantization bits. Further, the quantization bits can be compressed via entropy coding. For the activity indicator quantization scheme, due to the fact that most of the activity indicators are zero or one, they are highly compressible. In contrast, the quantization bits in the sample covariance matrix quantization scheme cannot be compressed much further. In Fig. 7 we compare the overall number of quantization bits needed to approach the case with infinite-capacity fronthauls. We use Huffman coding for compression in both cases. We observe that quantizing the activity indicators can substantially reduce the fronthaul requirements as compared to quantizing the sample covariance matrices.

X. Conclusion

This paper studies the benefit of exploiting the large-scale fading information for device activity detection in a cooperative multi-cell massive MIMO system. We use a covariance
based activity detection method and present a numerical phase transition analysis that quantifies the required length of the signature sequences to ensure reliable detection for a given number of (active) devices in the massive MIMO regime. The analysis shows that the required sequence length in the multi-cell case can be made to be almost the same as that in the single-cell case by cooperative detection in a C-RAN architecture, but only if the large-scale fading information is exploited. This paper also proposes a novel quantization design over the fronthaul of the C-RAN that includes a preliminary detection at the BSs and a covariance reconstruction at the CU for the case where the fronthauls have finite-capacity constraints. As compared to directly quantizing the sample covariance matrices, the proposed scheme can significantly save fronthaul resources.

Fig. 6. Performance comparison of two quantization schemes for multi-cell activity detection.

Fig. 7. Comparison of overall number of bits needed in these two quantization schemes.
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