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Abstract

Image composition plays a common but important role in photo editing. To acquire photo-realistic composite images, one must adjust the appearance and visual style of the foreground to be compatible with the background. Existing deep learning methods for harmonizing composite images directly learn an image mapping network from the composite to the real one, without explicit exploration on visual style consistency between the background and the foreground images. To ensure the visual style consistency between the foreground and the background, in this paper, we treat image harmonization as a style transfer problem. In particular, we propose a simple yet effective Region-aware Adaptive Instance Normalization (RAIN) module, which explicitly formulates the visual style from the background and adaptively applies them to the foreground. With our settings, our RAIN module can be used as a drop-in module for existing image harmonization networks and is able to bring significant improvements. Extensive experiments on the existing image harmonization benchmark datasets show the superior capability of the proposed method. Code is available at https://github.com/junleen/RainNet.

1. Introduction

Image composition is one of the most common operations in image editing [41, 3] and data augmentation [6, 44], etc. However, generating a realistic composite image by taking an object from one image and combining it with a new background image usually requires professional composers to adjust the appearance of the foreground objects by photo editing software like Adobe Photoshop, and ensure the realism of the generated image. To alleviate this burden, image harmonization is introduced for adjusting the foreground and making it seamlessly integrated into the new image with less human involvement, especially for non-expert users.

However, what makes a composite image appear more realistic? In this paper, we present a new perspective for image harmonization. Let us take Fig. 1 for example. Fig. 1 shows three different real photos (small-sized images with red border) that hold different visual properties. When an unfitting foreground object with special visual properties is pasted into a new image with incompatible visual features, we can easily distinguish it from real photos. This is an unsolved problem and has emerged for years, which we call visual style discrepancy. Specifically, in this paper, we define the visual style of an image as visual properties including illumination, color temperature, saturation, hue, texture etc., which varies from image to image. To make a composite image look more realistic, we must ensure a more consistent visual style between the foreground and the background.

Abundant image harmonization approaches have been proposed for improving the realism of composite images. Traditional methods address the harmonization problem by transferring statistics of hand-crafted features between foreground and background regions, such as color [28, 29, 41, 32]. However, these methods only work in simple cases...
where the foreground image is already consistent with the background image. Recently, more deep learning-based methods [2, 3, 34, 45] have been proposed for generating harmonious images in an end-to-end manner. Zhu et al. [45] propose to adopt a discriminative model to predict the realism of a composite image and assist optimization of color adjustment. Tsai et al. [34] propose an end-to-end learning approach for image harmonization while only constraining semantic information learning in the encoder. Cun et al. [3] adopt a spatial-separated attention module to enforce the network to learn the foreground and background features separately, failing to ensure the style consistency between these two parts. To sum up, none of these methods really consider the realism from the perspective of visual style consistency. Cong et al. [2] propose to use a domain verification discriminator and adversarial loss [10] to improve domain-consistency between foreground and background regions but neglect to explicitly transform the foreground features in the generator. However, performance improvement brought by such an auxiliary discriminator is limited (i.e., 0.27dB for PSNR, which is revealed in [2]).

To address these issues, in this work, we reframe image harmonization as a background-to-foreground style transfer problem, where we render the foreground image to hold similar visual style of the background image. Taking style guidance from background information is of great importance because the foreground image should be converted to own different appearances when pasted into different background images (as illustrated in Fig. 1). To generate style-consistent and realistic-looking composite images, we expect a unified transferring operation to adaptively adjust the style of the foreground objects to be in perfect harmony with new background images even collected in different environments. Therefore, in this work, we propose a learnable layer, named Region-aware Adaptive Instance Normalization (RAIN) layer, to learn the style from background images and apply it to the foreground objects. By taking convolutional features and the foreground mask as input, the RAIN layer aligns the channel-wise mean and variance of the foreground activation to match those learned from the background. The details of the proposed RAIN module are presented in Fig. 3. It is worth mentioning that our RAIN layer can be easily applied to existing image harmonization networks and encourage performance improvements.

The contributions of this work are as follows. 1) To the best of our knowledge, we are the first to introduce the style concept of background images and regard the image harmonization task as a style transferring problem. 2) We propose a novel Region-aware Adaptive Instance Normalization (RAIN) method, which captures the style information only from the background features and applies it to the foreground for image harmonization tasks. Our RAIN module is simple yet effective and can be used as a plug-and-play module for existing image harmonization networks to enhance their performance. 3) Extensive experiments demonstrate that our method surpasses the state-of-the-art methods by a large margin.

2. Related work

Image harmonization aims to adjust a foreground image to seamlessly match a background image. Traditional methods mainly focus on matching the appearance of the foreground with background regions based on handful of handcrafted heuristics, such as color statistics [29, 28, 41], gradient information [15, 27, 33], multi-scale statistical features [32], semantic information [34, 35]. These methods directly match appearance to harmonize a composite image while paying less attention to visual realism. Johnson et al. [17] introduce a data-driven approach to improve the realism of computer-generated images by retrieving a small number of real images from an image dataset and transfer the features of color, tone, texture, etc. Lalonde et al. [19] predict the realism of images by learning global and local statistics from natural images. With the advances of deep learning, more deep learning-based methods [3, 2, 34, 45] draw much attention due to their impressive results. Different from these works, we start from the perspective of background-to-foreground style transfer, and push the limit of image harmonization performance by introducing a novel RAIN module, which separates our approach from previous methods.

Neural style transfer is designed to render a photo with special visual style captured from artistic creations while retaining the content information from the original image. Earlier style transfer methods concentrate on texture synthesis or transfer [7, 8, 20, 36]. Gatys et al. [9] first introduce a method to match feature statistics in pre-trained convolutional networks and demonstrate impressive artistic style transfer. To achieve the goal of real-time style transfer, Johnson et al. [16] propose a novel feed-forward perceptual loss with a pre-trained VGG network [31]. Later, Huang et al. [11] propose Adaptive Instance Normalization (AdaIN) to achieve arbitrary style transfer from the perspective of feature normalization. Besides AdaIN, other normalization methods [5, 37] were also proposed for fast stylization and later adopted in various vision tasks [12, 21, 23, 43, 40].

Normalization layers include unconditional normalization (Batch Normalization (BN) [15], Instance Normalization (IN) [37], Layer Normalization (LN) [1], Group Normalization (GN) [39], etc.) and conditional normalization (Conditional Batch Normalization (CBN) [4], Conditional Instance Normalization (CIN) [5], SPADE [25], Region Normalization (RN) [42], and AdaIN [11], etc.). Note that unconditional normalization aligns the mean and variance of features without guidance from external data. On the con-
In this paper, we seek ways to establish a connection between the background and the foreground. Therefore, we regard image harmonization as a new style transfer task in which we transfer style from the background to the foreground instance.

3. Our approach

Our goal is to learn a mapping network for the foreground image and ensure that the foreground image is compatible with the background. To achieve this goal, we introduce our Region-aware Adaptive Instance Normalization (RAIN) for improving the performance of basic networks.

3.1. Problem formulation

We consider a foreground image and a background image as $I_f$ and $I_b$ respectively. The foreground mask is denoted by $M$, which indicates the region to be harmonized in the composite image $I_c$. Accordingly, the background mask is $M = 1 - M$. The object composition process is formulated as $I_c = M \odot I_f + (1 - M) \odot I_b$,

where $\odot$ is the Hadamard product. In this paper, we define the harmonization model as generator $G$, and the harmonized image as $\hat{I} = G(I_c, M)$, where $G$ is a learnable model that we expect to optimize for making $\hat{I}$ close to the ground truth image $I$ by $\|G(I_c, M) - I\|_1$.

3.2. Region-aware Adaptive Instance Normalization (RAIN)

The input of our normalization module consists of two parts, i.e., the foreground mask, and the convolutional features (see in Fig. 3). Without loss of generality, we take the RAIN module in the $i$-th layer of $G$ for example. Let $F^i \in \mathbb{R}^{H^i \times W^i \times C^i}$ be the activations and $M^i \in \mathbb{R}^{H^i \times W^i}$ be the resized foreground mask in the $i$-th layer, where $H^i, W^i, C^i$ denote the height, width, and number of channels of feature $F^i$, respectively. We propose a simple yet effective normalizing method called Region-aware Adaptive Instance Normalization (RAIN).

As depicted in Fig. 3, we first multiply the input features $F^i$ by the foreground mask and its corresponding background mask. Then we normalize the foreground features by IN [37], and then affine the normalized features with learned scale and bias from the background features. The new activation value $\tilde{F}^i$ at site $(h, w, c)$ in the foreground region is computed by:

$$\tilde{F}_{h,w,c}^i = \gamma_c^i F_{h,w,c}^i - \mu_c^i \left/ \sigma_c^i \right. + \beta_c^i,$$  \hspace{1cm} (1)

where $\mu_c^i$ and $\sigma_c^i$ are the channel-wise mean and variance of
any layers of the basic network. In this work, we train our network. Theoretically, our RAIN module can be applied in three attention blocks in the decoder part for our work architecture. Following [2, 3], in this work, we add without any feature normalization layers as our basic network.

Baseline

The comprehensive experimental results demonstrate the efficacy of the proposed method.

Why is RAIN effective? Briefly, RAIN helps the model to capture the visual style information from the background image and inject it into the foreground, so that the generated foreground objects are more compatible with the new background.

Consider a simple case with Region Normalization (RN) [42] that performs feature normalization for the foreground features and the background features separately. In each normalization layer, the foreground features will not provide any guidance for the model to transform the foreground features. Consequently, the model can only transform the foreground image to hold the average back-ground visual statistics in the training data, leading to unsatisfactory harmonizing results. However, when performing normalization with BN or IN, the foreground features will be normalized with the same mean and variance as the background features, where the mean and variance are statistically measured from the whole global feature map. Unfortunately, the styles of background features will be shifted by those statistics from the foreground and limit the style consistency learning in subsequent layers.

In contrast with other normalization methods, our RAIN module only transfers the statistics from the background features to the normalized foreground features, without the influences from inconsistent foreground objects. As plotted in Fig. 6, IN and BN outperform RN, while our RAIN outperforms IN and BN by a large margin, demonstrating the reasonableness of our aforementioned analysis.

4. Implementation

Datasets. To demonstrate the efficacy of our approach, we analyze the performance of our model against previous methods on the benchmark dataset iHarmony4 [2]. According to [2], iHarmony4 consists of 4 sub-datasets (i.e., HCOCO, HAdobe5K, HFlicker and Hday2night), and 73147 pairs of synthesized composite images and corresponding ground truth images are provided. In our experiments, we follow the train-test split as [2] suggested.

Training. We trained the model by Adam [18] optimizer with a learning rate of 0.0002, and optimized our model with the same objective that DoveNet [2] uses. Our model was optimized for 100 epochs on an Nvidia GTX 2080Ti GPU, with input images resized to 256×256 and batch size set to 12. Detailed training objectives of our model are presented in the supplementary materials.
### Table 1. Quantitative performance comparisons of PSNR metric on the four sub-datasets of iHarmoni4 [2]. The numbers in red and blue represent the best and second-best performance. As can be found from the results, our approach performs favorably against other methods.

| Method               | Venue   | HCOCO | HAdobe5k | HFlickr | Hday2night | Average |
|----------------------|---------|-------|----------|---------|------------|---------|
| Input composite      | -       | 33.94 | 28.16    | 28.32   | 34.01      | 31.63   |
| Lalonde and Efros [19] | ICCV’07 | 31.14 | 29.66    | 26.43   | 29.80      | 30.16   |
| Xue et al. [41]      | TOG’12  | 33.32 | 28.79    | 28.32   | 31.24      | 31.40   |
| Zhu et al. [45]      | ICCV’15 | 33.04 | 27.26    | 27.52   | 32.32      | 30.72   |
| DIH [34]             | CVPR’17 | 34.69 | 32.28    | 29.55   | 34.62      | 33.41   |
| S2AM [3]             | TIP’20  | 35.47 | 33.77    | 30.03   | 34.50      | 34.35   |
| DIH [34]             | CVPR’17 | 35.83 | 34.34    | 30.21   | 35.18      | 34.75   |
| Baseline             | This work | 37.08 | 36.22    | 31.64   | 34.83      | 36.12   |
| RainNet              | Ours    | 38.02 | 37.35    | 31.90   | 35.02      | 33.92   |

### Table 2. We measure the error of different methods in foreground ratio range based on the whole test set. fMSE indicates the mean square error of the foreground region. The numbers in red and blue indicate the best and second-best results.

| Method               | Venue   | 0% ~5% | 5% ~15% | 15% ~100% | Average |
|----------------------|---------|--------|---------|-----------|---------|
| MSE                  | fMSE    | MSE    | fMSE    | MSE       | fMSE    |
| Lalonde and Efros [19] | ICCV’07 | 41.52  | 1481.59 | 120.62    | 1309.79 | 444.65  | 1467.98 | 150.53  | 1433.21 |
| Xue et al. [41]      | TOG’12  | 31.24  | 1325.96 | 132.12    | 1459.28 | 479.53  | 1555.69 | 155.87  | 1141.40 |
| Zhu et al. [45]      | ICCV’15 | 33.30  | 1297.65 | 145.14    | 1577.70 | 682.69  | 2251.76 | 204.77  | 1510.17 |
| DIH [34]             | CVPR’17 | 18.92  | 799.17  | 64.23     | 725.86  | 228.86  | 768.89  | 76.77   | 773.18  |
| S2AM [3]             | TIP’20  | 15.09  | 623.11  | 48.33     | 540.54  | 177.62  | 592.83  | 59.67   | 594.67  |
| DoveNet [2]          | CVPR’20 | 14.03  | 591.88  | 44.90     | 504.42  | 152.07  | 505.82  | 52.36   | 549.96  |
| Baseline             | This work | 19.21  | 841.61  | 64.54     | 749.36  | 241.15  | 803.05  | 79.97   | 808.68  |
| RainNet              | Ours    | 11.66  | 550.38  | 32.05     | 378.69  | 117.41  | 389.80  | 40.29   | 469.60  |

5. Experimental Results

In this section, we conduct extensive experiments to demonstrate the efficacy of our method. We first compare our best model (RainNet) to current state-of-the-art methods both qualitatively and quantitatively in Sec. 5.1. Then, we investigate the design choice of RAIN for our generator in Sec. 5.2. Subjective evaluations and further discussions are presented in Sec. 5.3 and Sec. 5.4, respectively.

5.1. Comparison with existing methods

**Performance on different sub-datasets.** To quantitatively validate our approach, we adopt the evaluation protocols from previous work [2, 34, 3]. We first train our model on the whole training set. Then we evaluate the trained model on given testing images by measuring mean square error (MSE) and PSNR score for the synthesized images. The results of all previous methods as well as our RainNet are given in Table 1. It can be observed that the baseline model attains comparable performance of DIH [34]. Benefiting from the proposed RAIN module, our RainNet improves the baseline by a reduction of 39.68 in MSE metric, and a performance gain of 2.2 in PSNR for all datasets. Although DoveNet [2] is slightly favorable to our approach in Hday2night dataset, our model achieves the best results on HCOCO, HAdobe5k, and HFlickr and outperforms [2] by a large margin in average performance.

**Influence of foreground ratios.** We next examine the influence of different foreground ratios on the harmonization models. Following [2], we split the images into three groups according to different foreground ratio ranges, i.e., 0% ~5%, 5% ~15%, and 15% ~100%. We compare the performance by metrics of MSE and fMSE. For fMSE, we only calculate the MSE of the foreground regions. The comparison results are presented in Table 2. As can be found, on one hand, the model performance in terms of MSE downgrades as the foreground ratios increases while fMSE is less likely to be influenced by foreground ratios. On the other hand, our model outperforms [2] by 80.36 in the fMSE metric and improves the performance of the baseline model by 39.68, 339.08 in MSE, fMSE, respectively.

**Qualitative comparisons.** We proceed to take a closer look at model performance and provide qualitative comparisons with the previous competing methods. From the sample results in Fig. 4, it can be easily observed that our method better integrates the foreground objects into the background image, achieving much better visual consistency compared to other methods. For instance, in the
Figure 4. **Qualitative comparison.** We present example results of our RainNet against three state-of-the-art methods. The samples are taken from the testing dataset of iHarmony4 [2].

Figure 5. **Example results on real composite images.** We present real composite images, foreground mask, the results of three state-of-the-art methods, and the proposed model. The samples are taken from the testing dataset of [34]. Our method achieves better harmonized visual results than competing methods.
We first investigate the performance of RAIN.

Table 3. Ablation studies. The numbers in red and blue represent the best and second-best performance.

Figure 6. Comparisons of different normalization methods on PSNR metric. Without normalization (labeled by None), the model performance heavily deteriorates.

second row of Fig. 4, the background image is underexposed, while the foreground objects (balloons) are much brighter, leading to unrealistic visual results. Both DIH and DoveNet cannot adjust the foreground to be compatible with the dim backgrounds, while S2AM generates the least realistic result. Our RainNet achieves more photorealistic results with context consistency by adaptively learning the style features from the background and applying to the foreground objects. Fig. 5 gives another three typical samples picked from 99 real composited images evaluated in [34]. Although there is no ground truth image as a reference, we can still observe significant improvements of visual style consistency achieved by our approach.

5.2. Ablation study

In this section, we conduct comprehensive ablation studies to demonstrate the effectiveness of our RAIN module. Different from Sec. 5.1, we resort to three alternative measures (i.e., foreground L1 norm (fL1), PSNR, and SSIM [38]) for quantitative evaluation.

**Efficacy of RAIN.** We first investigate the performance gain brought by our RAIN module compared to other normalization methods, i.e., RN, IN, and BN. To begin with, we apply RN to the baseline model and observe stable model training curves and better performance than that without normalization layers (See in Table 3 and Fig. 6). Note that RN only performs batch normalization for the background (foreground) features within all background (foreground) regions, respectively. This operation splits the background and foreground features and prevents the network from propagating information from the background to the foreground, thus cannot generalize well in image harmonization tasks.

We proceed to add IN and BN to the baseline. As can be found in Table 3 and Fig. 6 (the purple and green curves), the baseline+IN/BN outperforms the baseline method and baseline+RN by a large margin. Potential explanations can be analyzed from two aspects. On one hand, feature normalizing operations can help to stabilize and benefit the training process of deep neural networks, yielding better convergence. On the other hand, performing feature normalization with IN or BN enables the foreground features to be modified by the mean and variance statistically measured from both the foreground features and the background features. Therefore, the model can learn to adjust the visual properties of the foreground objects somehow.

Furthermore, we replace the normalization layer in the decoder network with RAIN while setting the normalization layer to IN in the encoder, then train the network under the same settings. The results are plotted in Fig. 6 (red curve). Obviously, thanks to our novel RAIN module, the model with RAIN-Decoder outperforms other normalization methods and achieves the best performance on average.

**Which layer to add RAIN?** In order to exploit the best implementation strategy for RAIN, we conduct experiments by gradually adding and removing the RAIN layers in the RainNet network. Here we compare several variants that are boosted by RAIN module in different convolutional stages (more variants and comparisons are presented in the supplementary materials). Note that in the middle layers of
the generator, the spatial size of convolutional features decreases significantly. For instance, when we resize the foreground mask to 4 × 4, the valid pixels of the foreground mask are rather rare. Under these circumstances, our RAIN downgrades to Instance Normalization. So we gradually remove RAIN layers from the 4 outermost layers in the encoder and decoder. (a) Baseline+RAIN-Decoder: we add RAIN layer to the decoder and IN to the encoder. (b) Baseline+RAIN-Encoder: in contrast to (a), we use RAIN a layer only for the encoder and use IN for the decoder. (c) Baseline+RAIN-k: we add k (k=1,2,3,...) RAIN layers to the outermost four layers of the encoder and decoder, and IN to the remaining layers.

The quantitative comparison results are provided in Table 3 and Fig. 7. Our observations can be summarized as follows:

1) Baseline+RAIN-Encoder achieves comparable performance of that with IN, while Baseline+RAIN-Decoder outperforms RAIN-Encoder by a large margin. The differences indicate the better choices of RAIN for the decoder and IN for the encoder.
2) Starting from Baseline+RAIN-Decoder, we decrease the number of RAIN layers in the decoder, while adding as many RAIN layers to the outermost parts of the encoder, i.e., Baseline+RAIN-4. The model attains dropped performance but still better than Baseline+IN.
3) Baseline+RAIN-1 slightly outperforms Baseline+RAIN-2, Baseline+RAIN-3, and Baseline+RAIN-4 by minor improvements. However, when compared to IN, BN, and RN, the improvements brought by our RAIN are significant.

From the experimental results, we conclude that adopting RAIN in the decoder and IN in the encoder or using the similar structure as Baseline+RAIN-k are better choices. One probable reason is that some visual-consistency related features (e.g., color tone, illumination etc.) are likely to be related to the low-level features extracted in the shallow layers of convolutional neural networks, so the layers that are closest to the network’s input and output impose greater impacts on estimation error. Another reason is that the deployment of the RAIN in the symmetrical layers of the encoder and decoder helps the concatenated features have the same mean-variance in the background and foreground regions, which is helpful for the filters to stabilize the training and converge to better performance.

**Adding RAIN to previous work.** To apply RAIN in existing methods, we conduct experiments with DIH [34]. We first implement DIH (with segmentation branch) in PyTorch [26] and then train the basic network. In order to add RAIN to DIH, we replace BN with IN in the encoder, and RAIN with BN in the harmonization decoder. The performance of DIH model reaches to 33.36dB of PSNR while the new model with RAIN achieves 33.84dB (+0.48dB). Detailed illustrations can be found in the supplementary materials.

### 5.3. User study

Table 4 shows the user evaluation results on real-world composited images collected by DIH [34]. Specifically, we invited 11 volunteers to rate and choose the most realistic harmonized images from 5 given images. Those 5 images include the original composite image and its corresponding 4 harmonized versions created by DIH, S²AM, DoveNet, and Ours. We randomly shuffle the displaying order of 5 images to ensure that the users do not know which model each image belongs to. Each user is asked to evaluate for the whole set (99 images). As shown in the Table 4, RainNet attains more votes than the rest, which demonstrates the effectiveness of the proposed approach.

### 5.4. Discussions and limitations

**Discussions.** Obviously, benefiting from RAIN module, RainNet achieves a higher PSNR score and lower estimation error than previous DoveNet [2] by 1.37dB and 12.07, respectively. Although we found that parts of these improvements are attributed to our generator settings, in which we only learn to modify the foreground image and copy the background pixels from the input, thus reducing the error of the background, we attain lower foreground estimation errors (fMSE). fMSE is fair for all methods. Furthermore, comparing to IN, RainNet remarkably improves the performance of a baseline model and achieves the best scores on average, which demonstrates the superiority of the proposed RAIN module.
Limitations. Despite the improvements, our proposed approach still faces with two major confusions. First, it is not very clear why applying RAIN only in the encoder brings little improvement. Second, our model will soften the sharp foreground object and reduce the visual style discrepancy in the samples with dark background and sharp foreground objects. Future investigation in these issues should be required.

6. Conclusion

In this paper, we propose to solve the visual style inconsistency problem in image harmonization and present a simple yet effective Region-aware Adaptive Instance Normalization (RAIN) module, which outperforms previous normalization methods by a large margin. We have also exploited the best implementation choice of RAIN for the baseline network. Moreover, we demonstrate the efficacy of RAIN by applying RAIN into existing networks, e.g., DIH, and observe performance gains over these models.
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A. Overview

In this supplementary, we provide implementation details in Sec. B, including the detailed architecture of attention block, and model training objective. We also conduct more ablation studies to exploit better applying strategy of the proposed RAIN method (Sec. C). More comparison results on real composite images are presented in Sec. D. Finally, we discuss the failure case in Sec. E.

B. Implementation Details

B.1. Attention Block

Attention block has been proven to bring noticeable improvements to the simple U-Net architecture [2, 3]. Following the prior work, we add three attention blocks in the decoder part for baseline network (the structure of generator is presented in Section 3 of the main paper). The detailed structure of attention block is presented in Fig. 8.

Specifically, in each attention block, we take the concatenation of the encoder feature and the decoder feature as the input of the block. To fuse the concatenated features, we use an 1 × 1 convolutional layer and a Sigmoid activation function σ to acquire coefficients map, which is denoted as $W \in \mathbb{R}^{C \times H \times W}$. Then we acquired the modulated feature $F_{out}$ by multiplying the concatenated features by the map in element-wise manner:

$$F_{out} = W \circ F_{in},$$

where $\circ$ denotes the element-wise multiplication.

B.2. Improving Image Composites

![Figure 8. Illustration of the adopted attention block.](image-url)
In this paper, we define the composite image as $I_c$, the foreground mask as $M$. The harmonization model is denoted by $G$, and the harmonized image by $\hat{I} = G(I_c, M)$. Our aim is to optimize the model $G$ to make $\hat{I}$ close to the ground truth image $I$ by a reconstruction loss:

$$L_{rec}(G, I, I_c, M) = \|G(I_c, M) - I\|_1.$$ (7)

Due to the widespread applications of adversarial training in many computer vision tasks, we also adopt adversarial training method and follow the training strategy in [2, 3]. The adversarial loss can be written as follows:

$$L_{adv}(D, I, \hat{I}) = E_{I}[\max(0, 1 - D(I))] + E_{\hat{I}}[\max(0, 1 + D(\hat{I}))],$$ (8)

and

$$L_{adv}(G, I_c, M) = -E_{I_c}[D(G(I_c, M))],$$ (9)

where $D$ tries to distinguish between natural-realistic images $I$ and harmonized samples $\hat{I}$, while $G$ aims to generate samples that look similar to the real observations. Introducing adversarial loss can, in theory, learn the model $G$ that generate images as realistic as the real [10, 14].

Besides the global discriminator, we also adopt the setting of domain verification loss [2], which has been proved to bring modest improvements for image harmonization. Specifically, we construct real and fake samples by grouping image pairs of $(I \circ M, I \circ (1 - M))$ and $(\hat{I} \circ M, \hat{I} \circ (1 - M))$, respectively. To perform domain-oriented optimization, we first utilize a domain encoder $E_D$ to obtain the feature representations of the foreground image and the background image. We denote the feature representations as $l_f$ and $l_b$, respectively. Equally, $l_f$ and $l_b$ are extracted from harmonized image $\hat{I}$ by the same domain encoder. To acquire domain verification loss, following [2], we use one more domain discriminator $D_v$ which incorporate the domain encoder $E_D$ and measure the similarity of $l_f$ and $l_b$ by:

$$D_v(I, M) = l_f \cdot l_b,$$ (10)

where $\cdot$ means the inner product of two vectors.

Afterward, we measure the domain verification loss as follows:

$$L_v(D_v, I, \hat{I}, M) = E_{I}[\max(0, 1 - D_v(I, M))] + E_{\hat{I}}[\max(0, 1 + D_v(\hat{I}, M))],$$ (11)

$$L_v(G, I_c, M) = -E_{I_c}[D_v(G(I_c, M), M)].$$ (12)

By using domain verification loss, the discriminator is encouraged to distinguish similar domain features for positive foreground-background pairs from negative foreground-background pairs.

In our experiments, $D$ and $D_v$ share the same structure as [2], and we apply the well-know spectral normalization [24] for two discriminators to stabilize training procedure. The domain encoder utilizes Partial Convolutions [22] to extract domain code for regions with irregular shape, avoiding information leakage from unmasked regions.

Our full objective is:

$$L(D, D_v, I, \hat{I}, M) = \lambda_1 L_{adv}(D, I, \hat{I}) + \lambda_2 L_v(D_v, I, \hat{I}, M),$$ (13)

$$L(G, I, I_c, M) = \lambda_1 L_{adv}(G, I_c, M) + \lambda_2 L_v(G, I_c, M) + \lambda_3 L_{rec}(G, I, I_c, M),$$ (14)

where $\lambda_1 = \lambda_2 = 1$, and $\lambda_3 = 100$.

| Type | Method | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|------|--------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|
| I    | Baseline + RAIN-Decoder-1 | IN | IN | IN | IN | IN | IN | IN | IN | IN | R  | R  | R  | R  |
|      | Baseline + RAIN-Decoder-2 | IN | IN | IN | IN | IN | IN | IN | IN | IN | R  | R  | R  | R  |
|      | Baseline + RAIN-Decoder-3 | IN | IN | IN | IN | IN | IN | IN | IN | IN | R  | R  | R  | R  |
|      | Baseline + RAIN-Decoder-4 | IN | IN | IN | IN | IN | IN | IN | IN | IN | R  | R  | R  | R  |
|      | Baseline + RAIN-Decoder   | IN | IN | IN | IN | IN | IN | IN | IN | IN | IN | IN | IN | IN |
|      | Baseline + RAIN-Encoder   | R  | R  | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |
| II   | Baseline + RAIN-1         | R  | IN | IN | IN | IN | IN | IN | IN | IN | IN | R  | R  | R  | R  |
|      | Baseline + RAIN-2         | R  | R  | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |
|      | Baseline + RAIN-3         | R  | R  | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |
|      | Baseline + RAIN-4         | R  | R  | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |
|      | Baseline + RAIN-5         | R  | R  | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |
|      | Baseline + RAIN-6         | R  | R  | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |
| III  | Baseline + RAIN-Inner-3   | IN | IN | IN | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |
|      | Baseline + RAIN-Inner-4   | IN | IN | R  | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |
|      | Baseline + RAIN-Inner-5   | IN | IN | R  | R  | R  | R  | R  | R  | R  | R  | IN | IN | IN | IN |

Table 5. Designing choices of RAIN. IN: Instance Normalization, R: RAIN.
In this section, we conduct more experiments to validate the efficacy of our method. Theoretically, our RAIN module can be applied in any layers of the basic network. In this section, we train our baseline with different designing strategies of applying our RAIN module.

As presented in Table 5, we exploit better implementations of RAIN module by designing three main types of structures of the basic network: I) we gradually replace IN with RAIN in the decoder or encoder; II) we add RAIN modules to the outermost layers of the network; III) we add RAIN modules to the innermost layers of the network. We conduct these experiments with fixed random seed for better reproduction. The convergence results are presented in Fig. 9.

From Fig. 9(a), it is obvious that more RAIN layers in the decoder brings more stable training process and better convergence performance. When we only add one RAIN layer at the last normalization layer of the network, i.e., Baseline+RAIN-Decoder-1, we attain the least PSNR results (purple curve). As we add more RAIN layers to the decoder, we obtain noticeable improvements. Another interesting conclusion is that adding more RAIN layers to the decoder brings no benefits when we have already added four RAIN layers in the decoder(green curve and red curve). This may be ascribed to the reasons that when the feature size is small enough, e.g., 4×4 or 8×8, our RAIN module will equal to IN. Therefore, equal performances of Baseline+RAIN-Decoder and Baseline+RAIN-Decoder-4 are observed in our experiments.

In Fig. 9(b) and Fig. 9(c), we visualize the convergence curves of methods within type II and III. It is clear that using symmetric normalization method for the network benefits the model optimizing process and leads to better convergent performance. Specifically, from subfigure 9(b), Baseline+RAIN-5 and Baseline+RAIN-6 outperform other methods, while Baseline+RAIN-1 performs slightly better than the Baseline+RAIN-2/3/4.

Figure 9. Convergence curves on PSNR metric. (a) Type I. We only add RAIN layers to the decoder or encoder. (b) Type II: we add RAIN modules to the outermost layers of the network; (c) Type III: we add RAIN modules to the innermost layers of the network. (d) Convergence curves of DIH [34] and DIH+RAIN on PSNR metric. Better viewed in color with zoom in.

C. More ablation studies

In this section, we conduct more experiments to validate the efficacy of our method. Theoretically, our RAIN module can be applied in any layers of the basic network. In this section, we train our baseline with different designing strategies of applying our RAIN module.

As presented in Table 5, we exploit better implementations of RAIN module by designing three main types of structures of the basic network: I) we gradually replace IN with RAIN in the decoder or encoder; II) we add RAIN modules to the outermost layers of the network; III) we add RAIN modules to the innermost layers of the network. We conduct these experiments with fixed random seed for better reproduction. The convergence results are presented in Fig. 9.

From Fig. 9(a), it is obvious that more RAIN layers in the decoder brings more stable training process and better convergence performance. When we only add one RAIN layer at the last normalization layer of the network, i.e., Baseline+RAIN-Decoder-1, we attain the least PSNR results (purple curve). As we add more RAIN layers to the decoder, we obtain noticeable improvements. Another interesting conclusion is that adding more RAIN layers to the decoder brings no benefits when we have already added four RAIN layers in the decoder(green curve and red curve). This may be ascribed to the reasons that when the feature size is small enough, e.g., 4×4 or 8×8, our RAIN module will equal to IN. Therefore, equal performances of Baseline+RAIN-Decoder and Baseline+RAIN-Decoder-4 are observed in our experiments.

In Fig. 9(b) and Fig. 9(c), we visualize the convergence curves of methods within type II and III. It is clear that using symmetric normalization method for the network benefits the model optimizing process and leads to better convergent performance. Specifically, from subfigure 9(b), Baseline+RAIN-5 and Baseline+RAIN-6 outperform other methods, while Baseline+RAIN-1 performs slightly better than the Baseline+RAIN-2/3/4.
In Fig. 9(c), we visualize the convergent curves of those methods with RAIN modules inserted in the middle part of the network. It can be observed that Baseline+RAIN-Inner-5 is much better than Baseline+RAIN-Inner-3 but much worse than Baseline+RAIN-5. To analyze the observation, note that the visual style defined in this work is close to image visual properties, including illumination, color temperature, saturation, hue, and texture, etc. In other words, visual properties in image harmonization task are more related to low-level feature representations learned by convolutional network in the first few layers of the encoder and the last few layers in the decoder. Therefore, adding the same amount of RAIN layers to the middle layers of the baseline network is less competitive than adding to the outermost layers.

**Adding RAIN to previous work.** We first re-implemented DIH in PyTorch and pretrain the whole model for the first 400 epochs. Then we freeze the segmentation branch and optimize the encoder and harmonization branch for another 600 epochs. To add RAIN to DIH, we replace BN with IN in the encoder, and BN with RAIN in the harmonization decoder. Note that we only predict the foreground objects like RainNet does. In Fig. 9(d), we present the performance curve of DIH and its variant. It can be easily conclude that RAIN module stabilizes the optimizing process and brings significant improvements to existing network.

**D. Results on real composite images**

In this section, we present the sample results of real composite image used in [34] and [2] and compare our method to other competing methods in Fig. 11, 12 and 13. As can be found, our method achieves better visual consistency between the foreground and the background images and outperforms other methods in most cases.

**E. Failure case**

As has been referred in the main submission, the proposed RainNet fails to deal with the case of images with a blurred background with a sharp foreground object. Fig. 10 shows an example. As can be found, S²AM [3] performs better than the proposed RainNet and other methods. However, these methods also fail to produce consistent boundary, introducing observable visual artifacts and deteriorating the visual quality.
Figure 11. **Example results on real composite images.** We present real composite images, foreground mask, three state-of-the-art methods, and the proposed model. The samples are taken from the testing dataset of [34]. Our method achieves better harmonized visual results than competing methods.
| Input | Foreground Mask | DIH | DoveNet | S^2AM | RainNet |
|-------|-----------------|-----|---------|-------|---------|

Figure 12. **Example results on real composite images.** We present real composite images, foreground mask, three state-of-the-art methods, and the proposed model. The samples are taken from the testing dataset of [34]. Our method achieves better harmonized visual results than competing methods.
Figure 13. Example results on real composite images. We present real composite images, foreground mask, three state-of-the-art methods, and the proposed model. The samples are taken from the testing dataset of [34]. Our method achieves better harmonized visual results than competing methods.