Time Series Analysis for Assessing and Forecasting of Road Traffic Accidents - Case Studies
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Abstract: Road traffic accident is one of the main causes of injuries and fatalities worldwide, serious injuries and mortality in road collisions being a public health problem. The paper gives a overview of time series modeling and forecasting with application in road traffic injuries monitoring. After presenting of the main models and the methodological issues used in Box-Jenkins approach, the paper discusses two case studies, using a multiplicative \textit{SARIMA} model and an intervention model, for a time series representing the number of mortal traffic accidents in USA, and the road traffic accidents with death and serious injuries in the UK, before and after the imposition of the Arabian embargo in November 1973.
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1 Introduction

Road traffic accident is one of the main causes of injuries and fatalities worldwide. According to the World Medical Association, (2006), [1], serious injuries and mortality in road collisions are a public health problem with consequences similar to those of major diseases such as cancer and cardiovascular disease. It is estimated that road traffic accident will become the 6th leading cause of death in the world and take the 3rd place of disability by the year 2020, [2]. Injuries, deaths and disabilities resulting are considered as a major public health concerns to which inadequate attention has been paid so far, [3], [4].

Road traffic accidents has a decreasing trend in developed countries, but a higher number of injuries is reported in developing nations, [4], [5], [6], [7]. Injuries due to road traffic accidents are one of the main health care problems, which are preventable as the experience of many developed countries. The prevention and control of health events implies implementation of appropriate programs, and adoption of laws (e.g. seat belt law among others) in the legislation on the mortalities resulting from car accidents, etc. Trend assessment and forecasting the data can provide useful information to increase the quality of decision in this field. There are different statistical methods to forecast mortality and serious injuries resulting from traffic accidents. A such statistical method is time series analysis, whose main purpose is modeling and forecasting of data provided from road traffic accidents.

A time series is defined as a sequence of measurements, usually equally spaced and ordered in time. Statistical methods applied to time series data were originally developed mainly in econometrics, but they are used in many other fields, such as physics and engineering, environment, medicine, etc. The first applications in this field were in forecasting, the purpose being to produce an accurate forecast of the future data or measurements for an observed time series.

Applications of time series analysis in road traffic mortality and serious injuries are reported in [8], [9], [10], among others.

The paper is organized as follows. In Section 2 is given a general view on the time series models, regression and intervention models, to be used in modeling and forecasting of road traffic injuries. Section 3 discusses some methodological aspects of time series modeling and forecasting, based on Box-Jenkins methodology, with the emphasis on practical aspects. Section 4 presents a case study using a multiplicative \textit{ARIMA} model for a time series representing the number of mortal traffic accidents, monthly recorded, in USA in the period 1973-1978, while the Section 5 has as object modeling of a interrupted time series, an example of intervention analysis, using the road traffic accidents with death and serious injuries in the UK, before and after the imposition of the Arabian embargo in November 1973.
2 Time series models

The statistical approaches adopted in time series modeling and forecasting usually rely on multiplicative \textit{SARIMA} (Seasonal Auto Regressive Integrated Moving Average) model. A such model has the following form for the time series \(z_t\), [11]:

\[
\phi(B) \Phi(B^s) \nabla^d \nabla_s^D z_t = \theta(B) \Theta(B^s) a_t \tag{1}
\]

where \(a_t\) is a white noise and

\[
\phi(B) = 1 + \phi_1 B + \phi_2 B^2 + \cdots + \phi_p B^p;
\]

\[
\theta(B) = 1 + \theta_1 B + \theta_2 B^2 + \cdots + \theta_q B^q;
\]

\[
\Phi(B^s) = 1 + \Phi_s B^s + \Phi_{2s} B^{2s} + \cdots + \Phi_{ps} B^{ps};
\]

\[
\Theta(B^s) = 1 + \Theta_s B^s + \Theta_{2s} B^{2s} + \cdots + \Theta_{qs} B^{qs};
\]

with \(B\) the time delay operator, \(Bz_t = z_{t-1}\), \(\nabla z_t = (1 - B)z_t - z_{t-1}\), nonseasonal differentiating operator, and \(\nabla_s z_t = (1 - B^s)z_t - z_{t-s}\), seasonal differentiating operator: \(d\) is the nonseasonal differentiating order, \(D\) is the seasonal differentiating order and \(s\) is the seasonal period of the series.

The model is defined as \textit{SARIMA}(\(p, d, q\))(\(P, D, Q\))\(_s\) where \((p, d, q)\) denotes nonseasonal orders, and \((P, D, Q)\) seasonal order of the model. The model is presented in Fig. 1.

![Figure 1: Multiplicative model \textit{SARIMA} \(p, d, q\)(\(P, D, Q\))\(_s\)](image)

The multiplicative form of the model simplifies the stationarity and invertibility conditions checking; these conditions can be separately checked, for seasonal and nonseasonal coefficients of the model.

Starting from the general form of the model \textit{SARIMA} it can be obtain related models: \textit{AR} (Auto Regressive), \textit{MA} (Moving Average), \textit{ARMA} (Auto Regressive Moving Average) and \textit{ARIMA} (Auto Regressive Integrated Moving Average), with or without seasonal components. These models are identified by the mean of the autocorrelation (\textit{ACF}) and the partial autocorrelation functions (\textit{PACF}).

In some situations, it is known that some external events can affect the variables for which the practitioner intends to forecast the future time series values. Dynamic models, used in this case, include several variables, as input variables, which are intended to take into account in the dynamics model, the mentioned exception events. A special kind of \textit{SARIMA} model with input series is called an intervention model or interrupted time series (ITS) model, [12]. In an intervention model, the input series is an indicator variable that contains discrete values that flag the occurrence of an event affecting the response series. This event is an intervention in or an interruption of the normal evolution of the response time series, which, in the absence of the intervention, is usually assumed to be a pure \textit{SARIMA} process. As examples of practical interventions can be mentioned: the effect of different promotions activities on the sales, the effect of strikes on the volume of the products and the price of the products, the effect of medication on the health of the patient, the effect of the exchange of the laws in the legislation on the mortalities resulting from car accidents, etc. In this case, some variables as step function, consisting of ”zero” values and ”unit” values, before and after application respectively change policy, medication, or exchange of laws are included in the model, as an external variable.

A such intervention model can be represented like a transfer function (\textit{TF}) model (see Fig. 2), where \(z_t\) is the value of the endogenous variable at time \(t\), \(u_t = [u_{t1}, \ldots, u_{tr}]^T\) is the vector of exogenous variables, and \(a_t\) is a white noise error.

\[
\Omega_i(B) = \omega_{i0} + \omega_{i1} B + \omega_{i2} B^2 + \cdots + \omega_{i,n_i} B^{n_i}; \; i = 1, 2, \ldots, r
\]

\[
\Delta_i(B) = 1 + \delta_{i1} B + \delta_{i2} B^2 + \cdots + \delta_{i,n_i} B^{n_i}; \; i = 1, 2, \ldots, r
\]

\[
\phi(B), \; \theta(B), \; \Phi(B^s) \; \text{and} \; \Theta(B^s) \; \text{have been described above.}
\]

3 Methodological Aspects

The time series model construction usually include the following stages, [11]:

- Identification (specification) of the time series model using some data analysis tools (different graphical representations, autocorrelation functions (\textit{ACF}) and partial autocorrelation functions (\textit{PACF}) in order to determine the types of transformations to obtain stationarity and to estimate the degree of differentiation needed to
Model parameter estimation of the time series implies the use of efficient methods (such as maximum likelihood, among others) for parameter estimation, standard errors and their correlations, dispersion of residuals, etc.

Model evaluation (validation) aims to establish the model suitability, or to make some simplifications in structure and parameter estimates. Key elements for model validation refers to residuals which can not be justified, these being any residuals of abnormal value that can not be explained by the action of known external factors or other variables; also the correlations and partial correlations of the residuals prove useful tools in model evaluation.

More explanations of the process, e.g. [13], often add a preliminary stage of data preparation and a final stage of model application, or forecasting.

Visual analysis of series data allows a first image on the series’ non-stationarity and on the presence of a seasonal pattern in the data. The final decision on the inclusion of seasonal elements in the time series model will be taken after the autocorrelation function (ACF) and partial autocorrelation function (PACF) analysis, as well as after the estimation results analysis; the visual analysis of the data can provide useful additional information.

Significant changes in the mean value of the series data require nonseasonal differentiation of the first order, while the varying of the rate for average value imposes the nonseasonal differentiation of the second order of the series. Strong seasonal variations usually require, not more than the seasonal differentiation of the first order of the series’ data. Autocorrelation function of the series offers information on the nonseasonal and seasonal degrees to be used to obtain the stationarity of the data.

An ARMA stationary process is characterized by theoretical autocorrelation and partial autocorrelation functions tending to zero. The autocorrelation function tends to zero after the first \( q - p \) values of the delay, following the evolution of an exponential function or of a damped sinusoidal function, and the partial autocorrelation function is canceled after the first \( p - q \) values of the delay, [14].

An AR or MA seasonal process is characterized by similar autocorrelation and partial autocorrelation functions, corresponding to nonseasonal processes, but the coefficients of autocorrelation and partial autocorrelation functions, significant for the seasonal process, appear at multiple seasonal delay values.

At the stage of model identification a special attention will be given to nonseasonal autocorrelation coefficients with absolute values of the associated \( t \) statistic test exceeding the value 1.6, [14]. Model parameters, associated to these coefficients prove to be significant from the statistical point of view, in the estimation stage.

In the identification and validation-diagnosis stages, the attention will be focused on the coefficients of seasonal autocorrelations with the absolute values of the \( t \) statistic test associated which overcome 1.25 value. The seasonal parameters estimates \( AR \) or \( MA \), associated to these coefficients, will appear more significant in the estimation stage. If the residual autocorrelation function has zeros values, from statistical point of view, to seasonal delays: \( s, 2s, \ldots \), and to the delays of the form \( 0.5s, 1.5s \), and in the vicinity of seasonal delays: \( s + 1, s - 1, 2s + 1, 2s - 1, \ldots \), the same warning level will be used: 1.25. More information on the methodology used in this case can be found in [14] and [15].

In the estimation stage, the use of the initial estimates of the model parameters of the value of 0.1 leads to good results in most cases; better initial estimates for model parameters can be obtained based on the autocorrelation and partial autocorrelation functions, used to determine the structure of the model. In this stage as model parameters will be retain those for which \( |t| \geq 2 \), [14]. The criteria Akaike Information Criterion (AIC), Bayesian information criterion (BIC) or Schwarz information criterion (also SIC,
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4 Road Traffic Accidents with Death in the USA

The analyzed time series represents the number of mortal traffic accidents, monthly recorded, in USA in the period 1973-1978. The time series contains 72 values and is represented in Fig. 2.

Figure 3: Number of mortal traffic accidents, monthly recorded, in USA: 1973-1978.

The series presents a strong seasonal pattern, with maximum and minimum values in each year, in July and in February, respectively. The presence of a trend component in data is not very clear.

4.1 Model Identification

The estimated ACF of the original time series is presented in Fig. 3 and points out the non-stationarity in mean value of data, as well as the presence of a seasonal component of period $s = 12$.

The series of nonseasonal differences $(1 - B)z_t$ is given in Fig. 4.

![Figure 4: Series of nonseasonal differences $w_t = (1 - B)z_t$.](image)

From ACF analysis, it can be noted the stationarity in mean value of data series and the presence of a seasonal component of period $s = 12$, that imposes data seasonal differentiation of $(1 - B)z_t$ series. The resulted series $w_t = (1 - B^{12})(1 - B)z_t$ is presented in Fig. 5.

![Figure 5: Series $w_t = (1 - B^{12})(1 - B)z_t$.](image)

It can be noted a data variance decreasing, that justifies the last differentiation operation, but an increasing of the mean value of the series from 3.281 to 28.830, significant reporting to standard deviation value; this suggest to include a constant term, $\theta_0$, in the model structure.

The analysis of the first 11 coefficients of ACF of $\{w_t\}$ series concludes that only the first autocorrelation coefficient is significant different from 0, from statistical point of view; this suggest to choose for the nonseasonal component of series in multiplicative $ARIMA$ model of a $MA(1)$ factor of the form $(1 - \theta_1 B)$. This hypothesis is according with slow
damping of the ACF for reduced values of the delay.

The estimation of the ACF values for the delays 12, 24, 36: −0.333, −0.099 and 0.013, respectively, suggests for seasonal component of the series, in the multiplicative ARIMA model, a MA(1)₁₂ factor of the form \((1 - \Theta₁₂ B^{12})\); this hypothesis is according with the slow damping of the ACF for the delays 12, 24 and 36. Consequently, we will adopt, as first model form for the original series, one of the form \(ARIMA(0, 1, 1)(0, 1, 1)_{12}\) with a constant term \(θ₀\):

\[
(1 - B)(1 - B^{12})z_t = θ₀ + (1 - θ₁B)(1 - Θ₁₂ B^{12})a_t
\]

(2)

4.2 Model Parameter Estimation

Model parameter estimation results are given in Fig. 6.

| Model Coefficients | Estimated Value | t-Val. | 95% Inf. Lim | 95% Upp. Lim |
|--------------------|----------------|--------|--------------|--------------|
| theta 1            | 0.432          | 3.511  | -0.186       | 0.677        |
| theta 12           | 0.497          | 3.996  | -0.248       | 0.746        |
| theta 0            | 26.461         | 1.725  | -4.226       | 57.149       |

Correlation matrix of model coefficients:

|       | 1     | 2     | 3     |
|-------|-------|-------|-------|
| 1     | 1.0000|       |       |
| 2     | .0076 | 1.0000|       |
| 3     | .0949 | -.2046| 1.0000|

ARMSE: .1115907E+06  d.f.: 56
AMPE: .3005798E+01

Figure 6: Parameter estimates for model \(ARIMA(0, 1, 1)(0, 1, 1)_{12}\) with a constant term \(θ₀\).

Model coefficient estimates are significantly different from 0, from statistical point of view, with absolute values of test statistics \(t\), for a significance level of 5%, over critical value 2.0, excepting the coefficient \(θ₀\), slightly below this value (1.725). Also, each of the model coefficients satisfy the invertibility condition: \(|\hat{θ}_i| < 1\) and \(|\hat{Θ}_{12}| < 1\), respectively. The correlation matrix of the model coefficients shows a very reduced correlation between the coefficient estimates.

4.3 Model Validation

Residuals of model (2) are presented in Fig. 7.

The single value of residual ACF significant different from 0, from statistical point of view, having an absolute value of the statistic test \(t\) of 2.038, at a significance level of 5%, is associated with the delay 7. How this delay is of the form \(0.5s + 1\) \((s = 12)\), it is necessary to reformulate the model of the series. A similar peak appears at the same value of the delay in \(f_{acf}\). The statistics value \(χ^2\) Ljung-Box, [15], \(Q_{LB} = 20.377\), is not significant for a significance level of 5% and 17 degrees of freedom, and from this point of view the model can be accepted.

4.4 Model Reformulating, Parameter Estimation and Model Validation

The peak from residual ACF, which appears at delay value 7, suggests inclusion in the model (2) of a term of the form \(θ₇B^{7}\), resulting the following model structure for the original data series:

\[
(1 - B)(1 - B^{12})z_t = θ₀ + (1 - θ₁B - θ₇B^{7})\times(1 - Θ₁₂ B^{12})a_t
\]

(3)

The estimation results for the model (3) are presented in Fig. 8. It can be noted a reduction of ARMSE and AMPE criteria in comparison with parameter estimation results for model (2).

All model coefficients have associate absolute values of the statistic test \(t\) bigger than 2.0 and are slow correlated. Also, it is satisfied the necessary condition for invertibility of nonseasonal model component \((\hat{θ}_1 + \hat{θ}_7 < 1)\), and seasonal component satisfies invertibility condition \((|\hat{Θ}_{12}| < 1)\). The model residuals are presented in Fig. 9.

These functions have not values to invalidate the residuals independence, according to Section 3, and consequently the model (3) can be accepted as model for the original data series.
4.5 Forecasting

Series forecasting has been performed for the next 6 months using the last determined model. Forecasting results and the real values of the series, are given numerical and graphical in Fig. 10 and Fig. 11, respectively.

![Figure 10: Forecasting results for a horizon of 6 months using the model ARIMA(0, 1, 2)(0, 1, 1)_12 with a constant term $\theta_0$.](image)

Figure 10: Forecasting results for a horizon of 6 months using the model $ARIMA(0, 1, 2)(0, 1, 1)_{12}$ with a constant term $\theta_0$.

The forecasting is performed on long-term, without taking into account the values of the data series, when they became available.

5 Road Traffic Accidents with Death and Serious Injuries in the UK

The time series making the object of the analysis is of the form $z_t = (1 - B^4)w_t - 305.2$, where $\{w_t\}$ represents the number of persons in road traffic accidents in the UK with death and serious injuries, registered quarterly, in period 1969-1983. The data $\{w_t\}$ come from [21]; the data also make the object of the analysis in [15], representing a typical case of analysis intervention. The time series is represented in Fig. 12.

![Figure 11: Original series and prediction results for model ARIMA(0, 1, 2)(0, 1, 1)_12 with a constant term $\theta_0$.](image)

Figure 11: Original series and prediction results for model $ARIMA(0, 1, 2)(0, 1, 1)_{12}$ with a constant term $\theta_0$.
z_t = \omega \zeta_{s,t,T}^{(s)} + v_t \tag{5}

has been used the least squares method (LS), resulting the following model with exogenous variable:

z_t = -485.378 \zeta_{s,t,T}^{(s)} + v_t \tag{6}

with \sigma_v^2 = 211370.

The model residuals are given in Fig. 14.

The residuals of the model (6) have been modeled using the nonlinear least squares methods, resulting the following model for these:

v_t = a_t + 0.654a_{t-1} + 0.356a_{t-2} + 0.272a_{t-3} - 0.430a_{t-4} \tag{7}

with \sigma_a^2 = 93673, significantly reduced in comparison with \sigma_v^2.

5.3 Model Validation

For the model residuals, \{a_t\}, presented in Fig. 14, it can be noted that they do not present extreme values and variations in variance. The residual autocorrelation function was used for the residuals independence hypothesis checking: It can be noted that both, the t statistics analysis, as well as Ljung-Box statistics (Q_{LR} = 14.317 for 15 degrees of freedom) at a level of significance of 5% proved this hypothesis. Consequently, the resulted intervention model can be accepted for the investigated process.

5.4 Comments

Knowing the intervention model structure, the parameters of the global model have been directly estimated:

z_t = \omega \zeta_{s,t,T}^{(s)} + v_t \tag{8}
where \(v_t\) has the structure of a \(MA(4)\) model. The resulted model was of the form:

\[
  z_t = -441.50 + a_t + 0.537a_{t-1} + 0.385a_{t-2} + 0.277a_{t-3} - 0.423a_{t-4}
\]

Actually tried model parameter estimation for a more general structure which included a term of the form \(\phi_1 z_{t-1}\); this term proved to be insignificant from a statistical point of view. The variance of the new residuals resulted to be \(\hat{\sigma}^2_a = 88141.600\).

From the residual autocorrelation function of resulted model it can be noted, by the \(t\) statistics analysis (the values of this statistics are lower than in previous case), as well as by Ljung-Box statistics \((Q_{LB} = 11.327\) for 15 degrees of freedom) at a level of significance of 5%, that the resulted intervention model can be accepted for the investigated process.

### 6 Conclusions

The time series analysis of road traffic accidents using multiplicative \(ARIMA\) models and the attractive features of the Box-Jenkins approach provide an adequate description to the data in this field. The \(ARIMA\) processes are a very rich class of possible models and it is usually possible to find a process which provides an adequate description to the data. Monthly pattern was the best time process for forecasting. Also, the intervention analysis proved to be a useful approach to model interrupted time series, in this case, when such time series are generated as the result of training drivers to obey traffic laws such as using of the seat belt, some economical constraints, etc. The approach provides a convenient framework which allows an analyst to think about the data, and to find an appropriate statistical model which can be used to help answer relevant questions about the data.
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