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Abstract

We study the Stochastic Multi-armed Bandit problem under bounded arm-memory. In this setting, the arms arrive in a stream, and the number of arms that can be stored in the memory at any time, is bounded. The decision-maker can only pull arms that are present in the memory. We address the problem from the perspective of two standard objectives: 1) regret minimization, and 2) best-arm identification. For regret minimization, we settle an important open question by showing an almost tight hardness. We show $\Omega(T^{2/3})$ cumulative regret in expectation for arm-memory size of $(n - 1)$, where $n$ is the number of arms. For best-arm identification, we study two algorithms. First, we present an $O(r)$ arm-memory $r$-round adaptive streaming algorithm to find an $\varepsilon$-best arm. In $r$-round adaptive streaming algorithm for best-arm identification, the arm pulls in each round are decided based on the observed outcomes in the earlier rounds. The best-arm is the output at the end of $r$ rounds. The upper bound on the sample complexity of our algorithm matches with the lower bound for any $r$-round adaptive streaming algorithm. Secondly, we present a heuristic to find the $\varepsilon$-best arm with optimal sample complexity, by storing only one extra arm in the memory.

1 Introduction

The Stochastic Multi-armed Bandits (MAB) problem is a classical framework used to capture decision-making in uncertain environments. Starting with the seminal work of Robbins [1952], a significant body of work has been developed to address theoretical as well as practical aspects of the MAB problem. See, e.g. Bubeck and Cesa-Bianchi [2012] for a textbook treatment of the area. In addition to being theoretically interesting, the MAB problem also finds many practical applications in multiple areas, including on-line advertising (Tran-Thanh et al., 2014a), crowd-sourcing (Tran-Thanh et al., 2014b), and clinical trials (Chakravorty and Mahajan, 2014). Hence, the study of MAB and its variants is of central interest in multiple fields, including online learning and reinforcement learning.

In the MAB setting, a decision-maker is faced with $n$ choices (called arms) and has to sequentially choose one of the $n$ arms (referred to as pulling an arm). Based on the pulled arm, the decision-maker gets a reward drawn from a corresponding reward distribution that is unknown to the decision-maker. The MAB problem has been extensively studied with one of the following two goals: regret minimization and best-arm identification. In the regret minimization literature, several algorithms such as UCB1 (Auer et al., 2002), Thompson Sampling (Thompson, 1933; Agrawal and Goyal, 2012), and KL-UCB (Garivier and Cappé, 2011) have been proposed whose regret bounds are within a constant factor of the optimal regret (Lai and Robbins, 1985). Algorithms for the best-arm identification problem such as the Median-Elimination algorithm by Even-Dar et al. (2002) have optimal (upto constants) sample complexity for this problem.

Each of the algorithms mentioned above needs to store the reward statistics (e.g. the number of pulls and mean reward of an arm observed so far) of all the arms in the memory. In many of the applications of the MAB problem, the number of arms (set of advertisements, crowd-workers, etc.) could be very large and the algorithm...
may not be able to simultaneously store all the arms in the memory. Additionally, the arms could arrive online, i.e., the algorithm may not have access to the entire set of arms at the beginning. The streaming model, first formalized in the seminal work of [Alon et al. (1996)], has been developed to handle data streams where the data arrives online and an algorithm has access to only a limited amount of memory. In this work, we study a setting where an algorithm can store statistics from only a fixed number of arms \( m < n \), where \( m \) is called the space complexity of the algorithm. Now, our revised goal is to study the trade-off between space complexity vs. expected regret and space complexity vs. sample complexity, respectively.

We follow a standard model in this setup and address both regret minimization and best-arm identification under streaming constraints. Here, \( n \) arms arrive one by one in a stream, and we have bounded arm-memory of \( m \), i.e., at any time step at most \( m \) (\(< n\)) number of arms can be stored in the memory. We call \( m \) the space complexity of the algorithm. At any time step \( t \), the algorithm can only pull an arm that is currently in memory and then, if needed, the algorithm can choose to discard some of the arms that are currently in memory. If, at some time step \( t \), the number of arms in memory is less than \( m \), then the algorithm can choose to store up to total \( m \) arms in the memory. Note that, if the arm that is read into memory had previously been in memory and was subsequently discarded before being read back into memory, then the algorithm does not have access to any of the previous reward statistics of the arm. In streaming terminology, algorithms that are allowed to read back an arm that was previously discarded from memory are called multi-pass algorithms. Otherwise, they are called single-pass algorithms.

In one of the earliest works that studies the MAB problem with bounded arm-memory, [Herschkorn et al. (1996)] study the infinite-armed MAB problem where only a single arm is stored in the memory at any time step and an arm that is once discarded from the memory cannot be recalled. The work of [Lu and Liu (2011)] studies a different variation of bounded memory in the learning from experts setting, where the constraint is on the number of time steps for which the rewards can be stored by the algorithm and not on the number of arms. In our work, we focus on the finite-armed MAB problem. Recently, the MAB problem where arms arrive in a stream and arm-memory is bounded, has been studied in both regret minimization and best-arm identification frameworks.

The work of [Liau et al. (2018)] and [Chaudhuri and Kalyanakrishnan (2020)] studies the MAB problem with bounded arm-memory to minimize the expected cumulative regret over \( T \) time steps. The algorithms in both these works are multi-pass algorithms, i.e., they assume that an arm discarded from the memory can be again read back into the memory later. [Liau et al. (2018)] propose an upper-confidence bound based algorithm with \( O(1) \) space complexity, which achieves an expected cumulative regret bound of \( O\left( \sum_{i \neq \star} \log\left( \frac{\Delta_i}{\Delta_{\star}} \frac{T}{nm} \right) \right) \), which is within \( \log\left( \frac{\Delta_i}{\Delta_{\star}} \right) \) factor of the UCB-1 regret bound ([Auer et al. (2002)]). Depending on the instance, the regret of this algorithm can be very high. [Chaudhuri and Kalyanakrishnan (2020)] propose an algorithmic framework, which is given \( m \) as input and uses a MAB algorithm as a black-box. When the MAB algorithm used is UCB-1, their algorithm achieves expected regret of \( O(nm + n^{3/2}m\sqrt{T \log(T/nm)}) \).

The recent work of [Assadi and Wang (2020)] studies the best-arm identification variant of this problem. First, they propose an algorithm for the best-coin identification problem (equivalent to MAB with Bernoulli reward distributions), which keeps exactly one extra coin in the memory at any time and has optimal sample complexity. They further extend their algorithm to the top-\( k \) coins identification problem, which stores \( k \) coins in the memory and has optimal sample complexity. Crucially though, both algorithms assume that the gap parameter \( \Delta \), which is the difference in the expected rewards of the best and the second-best coins, is known to the algorithm. Throughout our work, we deal with the case when \( \Delta \) is not known to the algorithm.

Our Contribution

We study the MAB problem under bounded arm-memory, where \( n \) arms arrive in a stream and at most \( m < n \) arms can be stored in the memory at any time. In this work, we study the trade-off between space complexity vs. expected regret and space complexity vs. sample complexity.

**Regret minimization:** Our first result settles an open question stated in both [Liau et al. (2018)] and [Chaudhuri and Kalyanakrishnan (2020)] pertaining to the lower bound on the expected cumulative regret in this model.
Using information-theoretic machinery related to KL-divergence, we show that any single-pass algorithm in this model will incur an expected regret of $\Omega(T^{2/3}/m^{1/3})$. Interestingly, this result holds for any $m < n$ which shows that even if the algorithm is allowed to store $n-1$ arms in memory at any time, we cannot hope to get a better regret guarantee. This almost matches with the $O(T^{2/3})$ bound on the expected cumulative regret, obtained by the standard uniform-exploration algorithm.

**Best-arm identification:** We propose an $r$-round ($1 \leq r \leq \log^* n$) adaptive $(\varepsilon, \delta)$-PAC streaming algorithm. Adaptive algorithms are well-studied in active learning. In $r$-round adaptive streaming algorithm, the arm pulls in each round is decided based on the observed outcomes in the previous rounds, and the best-arm is then output at the end of $r$ rounds. Our algorithm stores $O(r)$ arms in memory at any time, and its sample complexity asymptotically matches with the lower bound for any $r$-round adaptive algorithm by Agarwal et al. (2017). In particular, when $r = \log^* n$, our algorithm achieves the optimal worst-case sample complexity $O\left(\frac{n}{\log(1/\delta)}\right)$ for any best-arm identification algorithm (Even-Dar et al. (2002)) and has space complexity $O(\log^* n)$.

This problem was also studied by Assadi and Wang (2020) and their algorithm was claimed to be an $(\varepsilon, \delta)$-PAC algorithm with optimal sample complexity and $O(\log^* n)$ space complexity. However, we show that due to an oversight in their analysis, the algorithm of Assadi and Wang (2020) is not $(\varepsilon, \delta)$-PAC. In Appendix D, we construct a family of input instances for which the algorithm will output a non-$\varepsilon$-best arm with probability significantly larger than $\delta$. We note here that for the special case when $r = \log^* n$, our algorithm does provide the guarantees claimed in Assadi and Wang (2020).

This leads us to the question of finding $(\varepsilon, \delta)$-PAC guarantee with optimal sample complexity while using only $O(1)$ arm-memory. Towards this, we propose an algorithm that stores exactly one extra arm in the memory. We then show that under the assumption of random-order arrival of arms, our algorithm outputs an $\varepsilon$-best arm with high confidence when the expected rewards of the arms are drawn from some standard distributions. We conclude by experimentally showing that our algorithm performs well on randomly generated input without any assumptions on the arrival order of the arms.

**Notation**

Let $[k]$ (where $k \in \mathbb{N}$) denote the set $\{1, 2, \ldots, k\}$. Let log denote the binary logarithm. For integers $r \geq 0$, and $a \geq 1$, $\log^r(a)$ denotes the iterated logarithm of order $r$, i.e., $\log^r(a) = \max\{\log(\log^{r-1}(a)), 1\}$ and $\log^0(a) = a$. Hence, $\log^{\log^* n}(n) = 1$. Let $\mathbb{P}$, $\mathbb{E}$ denote probability and expectation, respectively.

## 2 Model and Problem Definition

An instance of the MAB problem is defined as the tuple $(n, (\mu_i)_{i \in [n]})$, where $n$ is the number of arms. A pull of arm $i$ gives a reward in $[0, 1]$ drawn from a distribution with mean $\mu_i \in [0, 1]$ that is unknown to the decision-maker beforehand. We study this problem in a **bounded arm-memory** setting where the arms arrive in a stream, and at any time-step, the algorithm can only store a subset of the arms in memory. Any arm that the algorithm wants to pull, either immediately or in the future, has to be present in the memory. An arm that is not present in the memory cannot be pulled.

In the literature, MAB problems have been studied with the following objectives: 1) regret minimization, and 2) best-arm identification. Next, we formalize these two notions and their adaptation to our setting.

The regret of a MAB algorithm can be thought of as the loss suffered by it due to not knowing the reward distributions of the arms beforehand. Let $i^* = \arg\max_{i \in [n]} \mu_i$. Then $\text{arm}_{i^*}$ is the best arm and let $\mu^* = \mu_{i^*}$. The cumulative regret (also called the pseudo-regret) of an algorithm over $T$ time-steps is defined as follows:

**Definition 1 (Cumulative Regret).** Given an instance $(n, (\mu_i)_{i \in [n]})$ of the MAB problem, the cumulative regret of an algorithm after $T$ rounds is defined as $R(T) = \mu^* \cdot T - \sum_{i=1}^{T} \mu_{i_t}$, where $\text{arm}_{i_t}$ is the arm pulled by the algorithm at time $t \in [T]$, and $\mu^* = \max_{i \in [n]} \mu_i$.

The expected cumulative regret of an algorithm is defined as $\mathbb{E}[R(T)] = \mu^* \cdot T - \sum_{t=1}^{T} \mathbb{E}[\mu_{i_t}]$, where the expectation is over the randomness in the algorithm and the distribution of rewards. In the model with
bounded arm-memory, the goal is to minimize expected cumulative regret while storing at most \( m \) \((< n)\) arms in memory at any time-step. Note that, popular algorithms such as UCB-1 [Auer et al. (2002)] and Thompson sampling [Thompson (1933)] store all \( n \) arms in memory, i.e., they have space complexity \( O(n) \).

For best-arm identification, the goal of a decision-maker is to output the best arm \( \mathbf{a}_n^* \), using the minimum number of arm pulls. In practice, a relaxed goal is to find an arm which is close to the best arm in terms of the expected reward. We formalize this notion below.

**Definition 2** \((\varepsilon,\delta)\)-PAC Algorithm. Given an approximation parameter \( \varepsilon \in [0,1) \) and a confidence parameter \( \delta \in [0,1/2) \), an algorithm \( \mathcal{A} \) is said to be an \((\varepsilon,\delta)\)-PAC algorithm if it outputs an \( \varepsilon \)-best arm with probability at least \( 1 - \delta \).

Traditionally, the goal in the best-arm identification problem is to design an algorithm that minimizes the total number of arm pulls. Under the streaming setup, given bounded arm-memory \( m \), the goal now is to find an \( \varepsilon \)-best arm which is close to the best arm in terms of the expected reward.

**Definition 3** \((\varepsilon)\)-best arm. Given a parameter \( \varepsilon \in (0,1) \), \( \mathbf{a}_i \) with mean reward \( \mu_i \) is said to be an \( \varepsilon \)-best arm if \( \mu_i \geq \mu^* - \varepsilon \). Otherwise we call the arm a non-\( \varepsilon \)-best arm.

The reward gap of \( \mathbf{a}_i \) is defined as \( \Delta_i = \mu^* - \mu_i \). Without loss of generality, we assume that the best arm is unique, i.e., \( \Delta_i > 0 \) for all \( i \neq i^* \).

Our best-arm identification algorithm in Section \( 4 \) is an \( r \)-round adaptive streaming algorithm, where in each round \( j \in [r] \), only a subset of the arms processed in round \( j \) is sent to round \( j + 1 \) and the rest of the arms are discarded from the memory. Additionally, once an arm is discarded, it cannot be pulled in any subsequent rounds, i.e., it is a single-pass algorithm. The set of arms to be sent to round \( j + 1 \) is decided based only on the outcomes in rounds \( 1 \) to \( j \). Further, once an arm reaches round \( j + 1 \), the number of times the arm will be sampled in round \( j + 1 \) gets decided before the sampling begins. This number only depends on the round index, i.e., \( j + 1 \) and the outcomes of the pulls of any arm up to the round \( j \). All arms in the stream are pulled in round \( 1 \) and the arm output after round \( r \) is the best-arm guess of the algorithm.

The \( r \)-round adaptive algorithm model was discussed in great detail by [Agarwal et al. (2017)]. If \( r = 1 \), then the algorithm is said to be non-adaptive. The algorithm is said to be fully adaptive if \( r \) is unbounded. If the algorithm is fully adaptive then there is a potential to reduce the sample complexity but the downside of full-adaptivity is that such algorithms are highly sequential. This is because the set of arms to be sampled in a given round can only be determined after we observe the outcomes of pulls of the arms up to the previous round. In contrast, algorithms with only a few rounds of adaptivity enable us to enjoy the benefits of parallelism.

Some of our results in Section \( 4 \) hold for random-order arrival of arms, which we define next. Let \( (n, (\mu_i)_{i \in [n]}) \) be an instance of the MAB problem. Let, \( \sigma : [n] \to [n] \) be a permutation and let \( (\mathbf{a}_{\sigma(i)})_{i \in [n]} \) be the ordering of \( (\mathbf{a}_i)_{i \in [n]} \) under \( \sigma \). Define \( S_n = \{ \sigma : \sigma \text{ is a permutation of } [n] \} \). Under the random-order arrival model, we assume that the arrival order of the arms in the stream is determined by a permutation \( \sigma \in S_n \), which is drawn uniformly at random from the set \( S_n \). The arms arrive in the order in which they appear in the tuple \( (\mathbf{a}_{\sigma(i)})_{i \in [n]} \), i.e., the first arm to arrive in the stream is \( \mathbf{a}_{\sigma(1)} \), followed by \( \mathbf{a}_{\sigma(2)} \), and so on. Random-order arrival is a well-studied model in optimization under uncertainty due to its connection with secretary problem and optimal stopping theory [Karlin and Lei (2015)]. The algorithm of [Chaudhuri and Kalyanakrishnan (2020)] also uses an analogous random shuffling of arms.

### 3 Regret Minimization

In this section, we study limitations of bounded arm-memory for regret minimization. An adaptation of uniform-exploration algorithm (see [Sivkins (2019)]) achieves expected cumulative regret of \( O(T^{2/3}) \) with an arm-memory of two. The algorithm keeps in memory one arm \( \mathbf{a}_n^* \), called the king, with the best empirical mean \( \hat{\mu}_{\mathbf{a}_n^*} \) among the arms seen so far. Whenever a new arm \( \mathbf{a}_i \) arrives, \( \mathbf{a}_i \) is sampled \( (T/n)^{2/3} \) times to obtain its empirical mean \( \hat{\mu}_i \). Then \( \hat{\mu}_i \) is compared with \( \hat{\mu}_{\mathbf{a}_n^*} \). If \( \hat{\mu}_{\mathbf{a}_n^*} < \hat{\mu}_i \), then \( \mathbf{a}_i \) becomes the
In the above instances, after the algorithm tries out all the arms, it returns the king as the best-arm and continues to sample it for the rest of the time horizon.

A question left open in (Chaudhuri et al. [2020]) is to provide a lower bound on the expected cumulative regret of an algorithm with bounded arm-memory. We settle the question by showing that any single-pass algorithm for such a setting incurs at least $\Omega(T^{2/3})$ regret. Our result is based on KL-divergence, which we define below.

**Definition 4.** Let $\Omega$ be a finite sample space and $p, q$ be two probability distributions on $\Omega$. KL-divergence is defined as:

$$\text{KL}(p, q) = \sum_{x \in \Omega} p(x) \ln(p(x)/q(x)) = \mathbb{E}_p[\ln(p(x)/q(x))].$$

Now we state some fundamental properties of KL-divergence that will be needed in this section.

**Theorem 1.** (Slivkins [2019]). KL-divergence satisfies the following properties:

- Pinsker’s inequality: For any event $A \subset \Omega$, we have $2(p(A) - q(A))^2 \leq \text{KL}(p, q)$.
- Chain rule for product distributions: Let the sample space be a product $\Omega = \Omega_1 \times \Omega_2 \times \ldots \times \Omega_t$. Let $p, q$ be two distributions on $\Omega$ such that $p = p_1 \times p_2 \times \ldots \times p_t$ and $q = q_1 \times q_2 \times \ldots \times q_t$, where $p_j, q_j$ are distributions on $\Omega_j$ for each $j \in [t]$. Then $\text{KL}(p, q) = \sum_{j=1}^t \text{KL}(p_j, q_j)$.
- Random coins: Let $B_\epsilon$ denote a Bernoulli distribution with mean $(1 + \epsilon)/2$. Then $\text{KL}(B_\epsilon, B_0) \leq 2\epsilon^2$ and $\text{KL}(B_\epsilon, B_0) \leq \epsilon^2$, for all $\epsilon \in (0, 1/2)$.

Our main result is the following theorem.

**Theorem 2.** In the MAB setting, fix the number of arms $n$ and the time horizon $T$. For any online MAB algorithm, if we are allowed to store at most $m < n$ arms, then there exists a problem instance such that $\mathbb{E}[R(T)] \geq \Omega(T^{2/3}/m^{7/3})$.

**Proof.** We consider 0-1 rewards and the following family of problem instances $\{I_j : j \in \{0, \ldots, m\}\}$ each containing $n$ arms, with parameter $\epsilon > 0$ (where $\epsilon = 1/m^{1/3}$):

$$I_0 = \{\mu_i = 1/2, \quad \text{for } i \neq n; \quad \mu_n = 1, \quad \text{for } i = n.\}$$

$$\forall j \in [m], \quad I_j = \{\mu_i = (1 + \epsilon)/2, \quad \text{for } i = j; \quad \mu_i = 1/2, \quad \text{for } i \neq j.\}$$

In the above instances, $\mu_i$ denotes the expected reward of arm $i$, the $i$-th arm to arrive in the stream.

Note that a deterministic algorithm that directly stores the first $m$ arms in the memory and has the least expected regret among all such deterministic algorithms, can not have a worse regret compared to any other algorithm that processes the first $m$ arms in some different manner. This is because the processing of any such algorithm can be replicated by an algorithm which directly stores the first $m$ arms. So we fix a deterministic algorithm $A$ which directly stores the first $m$ arms in the memory.

We next set up the sample space. Let $L = 1/(4m^2\epsilon^2)$. Further, let $(r_s(i) : i \in [m], s \in [L])$ be a tuple of mutually independent Bernoulli random variables where $r_s(i)$ has expectation $\mu_i$. We interpret $r_s(i)$ as the reward obtained when arm $i$ is pulled for the $s$-th time and the tuple is called the *rewards table*. The sample space is then expressed as $\Omega = \{0, 1\}^{m \times L}$ and any $\omega \in \Omega$ can be interpreted as a realization of the rewards table.

Each instance $I_j$, where $j \in \{0, \ldots, m\}$, defines a distribution $P_j$ on $\Omega$ as follows:

$$P_j(A) = \mathbb{P}[A \mid I_j], \quad \text{for each } A \subseteq \Omega$$
Given an instance $\mathcal{I}_j$ where $j \in \{0, \ldots, m\}$, let $P_j^{i,s}$ be the distribution of $r_s(i)$ under this instance. Then we have that $P_j = \prod_{i \in [m], s \in [L]} P_j^{i,s}$.

Let $S_t \subseteq \{\text{arm}_{1}, \text{arm}_{2}, \ldots, \text{arm}_{m}\}$ denote the subset of first $m$ arms which are discarded from memory till (and including) time step $t$ by the algorithm $\mathcal{A}$. If $\text{arm}_{i}$ is discarded before the algorithm begins pulling arms, call this time step 0, then we include $\text{arm}_{i}$ in the set $S_0$ where $i \in [m]$. As time horizon $T$ is fixed and we will eventually discard all arms at the end of time horizon, we can assume that $S_T = \{\text{arm}_{1}, \text{arm}_{2}, \ldots, \text{arm}_{m}\}$.

For all $\omega \in \Omega$, let $T_\omega = \text{arg min}_{0 \leq t \leq T} \{t : S_t \neq \emptyset\}$, i.e., $T_\omega$ is the number of time steps since the beginning of the algorithm $\mathcal{A}$ when some arm in $\{\text{arm}_{1}, \text{arm}_{2}, \ldots, \text{arm}_{m}\}$ is discarded from memory for the first time.

Let $A_1 = \{\omega \in \Omega : T_\omega \leq L\}$ be the set of reward realizations for which $T_\omega \leq L$. Now fix some arm $i \in \{\text{arm}_{1}, \text{arm}_{2}, \ldots, \text{arm}_{m}\}$. Define $A_2 = \{\omega \in \Omega : \text{arm}_{i} \in S_{T_\omega}\}$ to be the event that the $\text{arm}_{i}$ belongs to $S_{T_\omega}$. Now, let $A' = A_1 \cap A_2$ be the set of reward realizations such that $\forall \omega \in A'$, $T_\omega \leq L$ and $\text{arm}_{i}$ is discarded from memory at the time step $T_\omega$. Also, for any event $A \subseteq \Omega$, let $\overline{A} = \Omega \setminus A$.

Now we have the following observation for instance $\mathcal{I}_0$.

**Observation 1.** If $\omega \in A_1$, then the algorithm $\mathcal{A}$ would incur regret of $\Omega(\frac{1}{m^2\epsilon^2})$ on the instance $\mathcal{I}_0$.

Let $i' = \text{arg max}_{i \in [m]} P_0(\text{arm}_{i})$. We obtain the next observation due to the fact that $L = o(T)$.

**Observation 2.** For all $\omega \in A'$, the regret for instance $\mathcal{I}_i$ is at least $\frac{T-T_\omega}{T \cdot m} = \Omega(\epsilon T)$.

Now we will prove the following inequality which will be useful in our analysis:

$$m \cdot P_{i'}(A') + P_0(\overline{A_1}) \geq \frac{1}{4}. \quad (1)$$

The above inequality is trivially true if $P_0(\overline{A_1}) \geq 1/4$. Therefore, let us assume $P_0(\overline{A_1}) \leq 1/4$, i.e., $P_0(A_1) \geq 3/4$. Then $P_0(A') \geq 3/(4m)$, by averaging argument. Using Theorem 1 for distributions $P_0$ and $P_{i'}$, we obtain:

$$2(P_0(A') - P_{i'}(A'))^2 \leq \text{KL}(P_0, P_{i'}) \quad \text{(by Pinsker's inequality)}$$

$$= \sum_{i \in [m]} \sum_{t=1}^L \text{KL}(P_0^{i,t}, P_{i'}^{i,t}) \quad \text{(by chain rule)}$$

$$= \sum_{i \in [m] \setminus \{i'\}} \sum_{t=1}^L \text{KL}(P_0^{i,t}, P_{i'}^{i,t}) + \sum_{t=1}^L \text{KL}(P_0^{i',t}, P_{i'}^{i',t})$$

$$\leq 0 + L \cdot 2\epsilon^2.$$

In the last inequality, the first term of the summation is zero because all arms $\text{arm}_{i}$, where $i \in [m] \setminus \{i'\}$, have identical reward distributions under instances $\mathcal{I}_0$ and $\mathcal{I}_{i'}$. To bound the second term in the summation, we use the last property from Theorem 1. Thus we have, $P_0(A') - P_{i'}(A') \leq \epsilon \sqrt{L}$, Hence, $P_{i'}(A') \geq P_0(A') - \epsilon \sqrt{L} \geq (3/(4m)) - (1/2m) = 1/(4m)$. Here, we use $P_0(A') \geq 3/(4m)$ and $L = 1/(4m^2\epsilon^2)$. Hence, if $P_0(\overline{A_1}) \leq \frac{1}{4}$ then $m \cdot P_{i'}(A') \geq \frac{1}{4}$. This proves Inequality (1).

Now suppose that we choose an instance $\mathcal{I}$ uniformly at random from the family of $m+1$ instances $\{\mathcal{I}_j : j \in \{0, \ldots, m\}\}$, i.e., we have $P[\mathcal{I} = \mathcal{I}_j] = 1/(m+1)$ for any $j \in \{0, \ldots, m\}$. Then,

$$\mathbb{E}[R(T)] \geq \mathbb{P}[\mathcal{I} = \mathcal{I}_0] \cdot P_{i'}(A') \cdot \Omega(\epsilon T) + \mathbb{P}[\mathcal{I} = \mathcal{I}_0] \cdot P_0(\overline{A_1}) \cdot \Omega\left(\frac{1}{m^2 \cdot \epsilon^2}\right)$$

$$\geq \frac{1}{m+1} \cdot (m \cdot P_{i'}(A')) \cdot \Omega\left(\frac{\epsilon T}{m}\right) + \frac{1}{m+1} \cdot P_0(\overline{A_1}) \cdot \Omega\left(\frac{1}{m^2 \cdot \epsilon^2}\right)$$

$$= \left( m \cdot P_{i'}(A') + P_0(\overline{A_1}) \right) \cdot \Omega\left(\frac{T^{2/3}}{m^{2/3}}\right)$$

$$= \Omega\left(\frac{T^{2/3}}{m^{2/3}}\right)$$
The first inequality follows from Observation 1 and 2. In the last equality, we have used Inequality 1. Note that the expectation is taken over that choice of input instance and randomness in reward.

Since a randomized algorithm is a distribution over deterministic algorithms, the above result also holds for any randomized algorithm. Also, by slight modification to the above family of instances, we can show the same lower bound on the expected cumulative regret even under the assumption that arms arrive in a random-order (see Appendix A for details).

### 4 Best-arm Identification

In this section, we design an \((\varepsilon, \delta)\)-PAC algorithm which minimizes the total number of arm pulls while storing at most \(m < n\) arms in memory.

Towards this goal, we propose a general algorithmic framework (Algorithm 1), which is an \(r\)-round adaptive streaming algorithm for \(r \in \lceil \log^* n \rceil\). This algorithm has the optimal sample complexity for any \(r\)-round adaptive streaming algorithm (refer to Appendix B for a detailed discussion) and stores \(O(r)\) arms in memory at any time step. Intuitively, in each of the \(r\) rounds, we keep a running best arm candidate (denoted \(\text{arm}_i^*\) for round \(i\)) in the memory. Once we see sufficient number (\(= c_i\) for round \(i\)) of arms in a round, we send \(\text{arm}_i^*\) to the next round. At each round \(i\), only one out of every \(c_i\) arms is sent to round \(i + 1\). For higher round indices, the number of arms reaching that round decreases rapidly. Hence, each arm can be sampled more number of times for a more refined comparison without affecting the sample complexity.

Our algorithm is related to the recent work by Assadi et al. (2020). They proposed an \((\varepsilon, \delta)\)-PAC algorithm for this setting which has optimal sample complexity and stores at most \(\log^* n\) arms in memory at any time step. We remark here that their analysis has an oversight, due to which their algorithm will output a non-\(\varepsilon\)-best arm with probability much greater than \(\delta\) for some input sequences. We refer the reader to Appendix C for a detailed discussion. Unlike their algorithm, whenever a new arm arrives we do not again sample the stored best arm for comparison. Instead, we reuse the stored empirical mean of the best arm for the comparison. Due to this subtle difference, for \(r = \log^* n\), our algorithm does in fact provide the guarantees claimed in (Assadi et al. 2020). In this section we use the terms round and level interchangeably. For simplicity during the analysis, we ignore the ceil in the expression of \(s_i\) and \(c_i\).

**Theorem 3.** Algorithm 1 is an \((\varepsilon, \delta)\)-PAC algorithm with sample complexity \(O\left(\frac{n}{\varepsilon^2} \cdot (\log^{(r)}(n) + \log(\frac{1}{\delta}))\right)\) and space complexity \(O(r)\) where \(1 \leq r \leq \log^* (n)\).

**Proof.** We prove this theorem using the following lemmas. Lemma 4 shows that the sample complexity of our algorithm is \(O\left(\frac{n}{\varepsilon^2} \cdot (\log^{(r)}(n) + \log(\frac{1}{\delta}))\right)\). Lemma 5 gives the proof of correctness. Further, at each of the \(r\) levels we store a single arm along with its empirical mean, implying the space complexity of our algorithm.

**Lemma 4.** The sample complexity of the algorithm is \(O\left(\frac{n}{\varepsilon^2} \cdot (\log^{(r)}(n) + \log(\frac{1}{\delta}))\right)\).

**Proof.** If \(r = 1\), then the total number of samples is \(n \cdot s_1 = O\left(\frac{n}{\varepsilon^2} \cdot (\log(\log(n)) + \log(\frac{1}{\delta}))\right)\). Let \(c_0 := 1\). So for the rest of the analysis we assume that \(r \geq 2\) and define \(c_i := 2^{c_{i-1}}, \forall i > r\). Note that since \(2 \leq r \leq \log^* (n)\), \(c_2 \geq 2\) and \(c_i \geq 2^{c_{i-1}}, \forall i \geq 2\). For any level \(\ell - 1\), we send one arm from level \(\ell - 1\) to level \(\ell\) for every \(c_{\ell - 1}\) arms seen (this is excluding the arms sampled in Step 17). Hence during the Modified Selective Promotion, the number of arms that can reach any level \(\ell\) is at most \(n / (\prod_{i=0}^{\ell-1} c_i)\). Each arm arriving at level \(\ell\) is pulled exactly \(s_\ell\) times. Also note that we can sample up to \((r - 1) \cdot s_\ell\) times in the Step 17. Since, we have \(r\) levels, the total
Algorithm 1

1: \{ε_ℓ\}_{ℓ=1}^r : ε_ℓ = ε/2^{ℓ+1}.
   //Intermediate gap parameter.
2: \{β_ℓ\}_{ℓ=1}^r : β_ℓ = 1/ε_ℓ.
3: \{s_ℓ\}_{ℓ=1}^r : s_ℓ = [2β_ℓ(ιlog^{(r+1−ℓ)}(n) + log(2^{0.5}))]. //Samples per arm in level ℓ.
4: \{c_ℓ\}_{ℓ=1}^r : c_ℓ = [ιlog^{(r−ℓ)}(n)].
   //Number of arms in level ℓ.
5: Counters: C_1, C_2, . . . , C_r initialized to 0.
6: Stored arms: arm_r^∗, arm_r^2, . . . , arm_r^∗, where arm_r^∗ is the arm with the highest empirical mean at ℓ-th level.
7: Stored empirical means: µ_1^∗, µ_2^∗, . . . , µ_r^∗, where µ_r^∗ is the highest empirical mean of ℓ-th level, initialized to 0.
8: \textbf{while} a new arm arm_i arrives in the stream \textbf{do}
9: \hspace{1cm}Read arm_i to memory.
10: \textbf{Modified Selective Promotion:} Starting from level ℓ = 1:
11: \hspace{1cm}Sample arm_i for s_ℓ times and compare its empirical mean with µ_r^∗.
12: \hspace{1cm}If µ_ℓ < µ_r^∗, drop arm_i. Otherwise, replace arm_i with arm_r^∗ and make µ_r^∗ equal to µ_r^∗.
13: \hspace{1cm}Increase C_ℓ by 1.
14: \hspace{1cm}If C_ℓ = c_ℓ and r = 1, return arm_r^∗ as the selected arm and terminate the Algorithm.
15: \hspace{1cm}If C_ℓ = c_ℓ, make C_ℓ and µ_r^∗ equal to 0, send arm_r^∗ to the next level by calling Line 11 with (ℓ = ℓ + 1).
16: \textbf{end while}
17: If there is any arm which is stored in a level below r, then promote it to level r and sample it for s_r times. Let arm_{r−1}^∗ be the arm with highest empirical mean µ_{r−1}^∗ among the arms which were sampled, where ℓ′ ∈ [r − 1].
18: \textbf{If} µ_r^∗ > µ_{r−1}^∗ \textbf{then} Return arm_{r−1}^∗
19: \textbf{Else} Return arm_r^∗

The number of samples can be bounded as:

\[
\begin{align*}
\sum_{ℓ=1}^{r} n \prod_{ℓ=0}^{r−1} c_ℓ \cdot s_ℓ + (r−1) \cdot s_r \\
\leq \sum_{ℓ=1}^{r} 2nβ_ℓ(ιlog^{(r+1−ℓ)}(n) + log(2^{0.5})) + r \cdot s_r \\
\leq n \cdot s_1 + r \cdot s_r + \frac{2n}{ε^2} \sum_{ℓ=2}^{r} 4^{ℓ+1} \cdot \left( \frac{ιlog^{(r+1−ℓ)}(n)}{c_{ℓ−1} \cdot c_{ℓ−2}} + \frac{2ℓ \cdot log(2)}{c_{ℓ−1} \cdot c_{ℓ−2}} \right) \\
\text{(Since, } \prod_{ℓ=0}^{r−1} c_ℓ \geq c_{ℓ−1} \cdot c_{ℓ−2}, β_ℓ = 4^{ℓ+1}/ε^2, \text{ and } log(2^{2ℓ}/δ^2) \leq log(2^{2ℓ}/δ^2) \leq 2ℓ log(2/δ)) \\
\leq n \cdot s_1 + r \cdot s_r + (2 \cdot 4^{5} \cdot n/ε^2) \sum_{ℓ=2}^{∞} \left( 4^{ℓ−4}/c_{ℓ−2} + (2^{2} \cdot 4^{5} \cdot n/ε^2) \cdot log(2/δ) \right) \sum_{ℓ=2}^{∞} (4^{ℓ−3}/c_{ℓ−1}) \\
\text{(Since, } c_{ℓ−1} = ιlog^{(r+1−ℓ)}(n), \text{ and } (ℓ/c_{ℓ−2}) \leq 4) \\
\leq n \cdot s_1 + r \cdot s_r + O(n/ε^2) (1 + log(2/δ)) \\
\text{(Since, } \sum_{ℓ=0}^{5} \frac{4^{ℓ−2}}{c_ℓ} = O(1), \text{ and } \sum_{ℓ=6}^{∞} \frac{4^{ℓ−2}}{ε^2} < 1) \\
\leq O(n/ε^2) \cdot (ιlog^{(r)}(n) + log(1/δ)) \\
\text{(Since, } r \cdot s_r = O(n/ε^2)(1 + log(1/δ)) \text{ and } n \cdot s_1 = O(n/ε^2) \cdot (ιlog^{(r)}(n) + log(1/δ))).
\end{align*}
\]
Definition 5. Let the P.D.F. and C.D.F. of a distribution \( D \) be \( g(x) \) and \( F(x) \), respectively. Then the truncated distribution \( D \) with support \((a, b)\) is a distribution where P.D.F. and C.D.F. are \( \left\{ \frac{g(x)}{F(b) - F(a)} \right\} \) for \( x \in (a, b) \) and \( \left\{ \frac{F(x) - F(a)}{F(b) - F(a)} \right\} \) for \( x \in (a, b) \) and \( 1 \) for \( x > b \), \( 0 \) for \( x \leq a \), respectively.

In the following theorem we show that if the arms arrive in random order and the means of arms come from various common distributions, then Algorithm 2 is successful with reasonable probability. See Appendix G for the proof.

5 Towards Constant Arm-Memory

In this section, we take a step towards designing an \((\varepsilon, \delta)\)-PAC algorithm which has optimal sample complexity, while using only \( O(1) \) arm-memory.

Assadi and Wang (2020) have proposed an algorithm which stores only one extra arm, assuming \( \Delta \) is known. They maintain a candidate best-arm (king) and assign it a certain budget, essentially denoting the number of permissible arm pulls. For each arriving arm, both king and the new arm are sampled for some number of times, if needed in multiple levels, until either the king wins against the new arm (by having a higher empirical mean at one of the levels) or the budget of the king is exhausted. If the budget is exhausted then the arm is replaced with the new arm and the process is repeated. The number of samples and budget is proportional to \( 1/\Delta^2 \) and this careful choice of budget ensured smaller sample complexity. However, when \( \Delta \) is not known a similar approach will not work. See Appendix F for more details.

Inspired by their framework, we propose Algorithm 2 for the case when \( \Delta \) is not known to the algorithm. In Step 10, we go to the next level of challenge subroutine only if there is a good chance that the newly arrived arm is significantly better compared to the king. Intuitively, we ensure two properties: (i) king only lose to an arm that has significantly better mean compared to the king, and (ii) when the true best-arm arrives, it can only lose to the king.

We experimentally show that this algorithm performs well on randomly generated input and provide a theoretical justification for these experimental results as follows.

Random Order Arrival

Definition 5. Let the P.D.F. and C.D.F. of a distribution \( D \) be \( g(x) \) and \( F(x) \), respectively. Then the truncated distribution \( D \) with support \((a, b)\) is a distribution where P.D.F. and C.D.F. are \( \left\{ \frac{g(x)}{F(b) - F(a)} \right\} \) for \( x \in (a, b) \) and \( \left\{ \frac{F(x) - F(a)}{F(b) - F(a)} \right\} \) for \( x \in (a, b) \) and \( 1 \) for \( x > b \), \( 0 \) for \( x \leq a \), respectively.

In the following theorem we show that if the arms arrive in random order and the means of arms come from various common distributions, then Algorithm 2 is successful with reasonable probability. See Appendix G for the proof.
Algorithm 2

1: \{s_\ell\}_{\ell=1}^\infty : s_\ell = [\frac{2}{\ln(1/2)} \cdot \ln\left(\frac{\ell}{10}\right) + 3]$

2: \begin{align*}
   b := [\frac{2}{\ln(1/2)} \cdot C \cdot \ln\left(\frac{\ell}{2}\right) + s_1]. & \text{ //Here, } C \text{ is a large constant that we choose later.}
\end{align*}

3: Let \textbf{king} be the first available arm and set its budget \( \phi := \phi(\text{king}) = 0 \).

4: \textbf{while} A new arm \textbf{arm}_i \textbf{arrives in the stream} \textbf{do}

5: \quad Increase the budget \( \phi(\text{king}) \) by \( b \).

6: \quad \textbf{Challenge subroutine:} For level \( \ell = 1 \to +\infty \):

7: \quad \quad If \( \phi(\text{king}) < s_\ell \): we declare \textbf{king} defeated, make \textbf{arm}_i \ the \textbf{king}, initialize its budget to 0 and go to Step 5.

8: \quad \quad Otherwise, we decrease \( \phi(\text{king}) \) by \( s_\ell \) and sample both \textbf{king} and \textbf{arm}_i \ for \( s_\ell \) times.

9: \quad Let \( \hat{\mu}_\text{king} \) and \( \hat{\mu}_i \) denote the empirical means of \textbf{king} and \textbf{arm}_i \ in this trial.

10: \quad If \( \hat{\mu}_\text{king} > \hat{\mu}_i - 0.495\varepsilon \), we declare \textbf{king} winner and go to the next arm in the stream; otherwise we go to the next level of challenge (increment \( \ell \) by one).

11: \textbf{end while}

12: Return \textbf{king} as the selected best-arm.

Theorem 6. Let the means of the arms come from one of the following distributions with support in \((0,1]\) : uniform, truncated normal, truncated lognormal, truncated exponential, beta, truncated gamma, truncated weibull. Then, under random order arrival, asymptotically (i.e., when \( n \to \infty \)) the probability that Algorithm 2 returns an \( \varepsilon \)-best arm is greater than or equal to \( 0.9(1-\delta) \), \( \forall \varepsilon \leq 1/10 \).

Randomly generated input stream

We now consider finding the \( \varepsilon \)-best arm when the means of \( n \) arms are i.i.d. samples from a distribution with C.D.F. \( F(x) \). Let \( F_n(x) \) be the empirical distributions of the means of these \( n \) arms. Then, we have that \( \sup_{x \in \mathbb{R}} | F_n(x) - F(x) | \to 0 \) as \( n \to \infty \), due to Glivenko-Cantelli theorem. For practical purposes, \( F(x) \approx F_n(x) \) for \( n \geq 10^5 \). Due to Theorem 6, for certain well-known distributions, under random order arrival, Algorithm 2 returns an \( \varepsilon \)-best arm with probability at least \( 0.9(1-\delta) \), \( \forall \varepsilon \leq \frac{1}{10} \). This implies that for any set of such \( n \) arms, for at least \( \frac{n!}{n!} \)\( n \) out of a total \( n! \) permutations, Algorithm 2 returns an \( \varepsilon \)-best arm with probability at least \( (1-\delta) \). Hence, the probability that for a randomly generated input stream, Algorithm 2 will output an \( \varepsilon \)-best arm is at least \( 0.9(1-\delta) \). Here, the probability is calculated over all possible input streams.

Experimental evaluation

We now give experimental evidence that in practice Algorithm 2 returns an \( \varepsilon \)-arm with high confidence, even when we reduce the number of samplings by a factor of 40000. In the experiments, we run the algorithm on \( R \) different instances and for each instance means of \( n \) arms were sampled from a distribution \( D \) with support in \((0,1]\), mean = \( \mu \) and variance = \( \sigma^2 \). Also we set \( C = 117, \varepsilon = 1/10, \delta = 1/10 \). After we obtain the mean of an arm, the arm has Bernoulli reward distributions with that mean. In Figure 1a, \( R = 1000, n = 10^6, D \) is the truncated normal distribution, \( \mu = 1/2, \sigma^2 = 1/2 \). In Figure 1b, \( R = 100, n = 10^5, D \) is the truncated normal distribution, \( \mu = 1/2, \sigma^2 = 1/2 \). In Figure 1c, \( R = 100, n = 10^6, D \) is the uniform distribution, \( \mu = 1/2, \sigma^2 = 1/12 \). In Figure 1d, \( R = 1000, n = 10^5, D \) is the uniform distribution, \( \mu = 1/2, \sigma^2 = 1/12 \). See Appendix 4 for the experimental evaluation for more distributions. In all these cases, we almost always return an arm with mean within at most 0.05 (< 1/10 = \( \varepsilon \)) from the mean of the best-arm.
6 Conclusion

We study the MAB problem with bounded arm-memory where the arms arrive in a stream. We study two standard objectives: regret minimization and best-arm identification.

For regret minimization, Peköz (2003) show that when $m = 1$, a single-pass algorithm can have linear regret unless the reward distributions of arms satisfy some additional conditions. Liau et al. (2018) conjecture an instance-dependent lower bound on the expected regret. (Chaudhuri et al. 2020) leave it as an open problem to prove a lower bound on the expected regret of any bounded arm-memory algorithm. Our first result shows a lower bound of $\Omega(T^2/m^{7/3})$ on the expected cumulative regret for single-pass MAB algorithms with bounded arm-memory. The lower bound holds for any $m < n$. This shows a nice dichotomy for $T \gg n$, as one can obtain expected cumulative regret of $O(\sqrt{nT})$ by standard UCB1 algorithm, where we are allowed to store $n$ arms. Note that the question of proving a lower bound on the regret of multi-pass algorithms remains open.

The best-arm identification problem in a streaming model has been studied by (Assadi et al. 2020). We propose an $r$-round adaptive $(\varepsilon, \delta)$-PAC streaming algorithm that uses $O(r)$ arm-memory ($r \in \left[\log^* n\right]$) and has tight sample complexity. We also propose a best-arm identification algorithm that stores exactly one extra arm in the memory and outputs an $\varepsilon$-best arm with high confidence for most standard distributions. We note that Algorithm 2 and the techniques used in its analysis for random order arrival may help in resolving the problem with adversarial order arrival of arms.

Another interesting question is to find the top-$k$ arms in the stream. For this problem, under the assumption that $\Delta$ is known, (Assadi et al. 2020) propose an algorithm that has optimal sample complexity and stores exactly $k$ arms in the memory at any time-step. Note that our algorithm in Section 4 can be directly extended to find the top-$k$ arms having optimal $r$-round sample complexity and $O(kr)$ space complexity, even when $\Delta$ is not known beforehand. It would be interesting to see if these ideas can be extended to an $(\varepsilon, \delta)$-PAC algorithm that finds the top-$k$ arms using the optimal number of samples, while improving the space complexity to say, $O(k+r)$.
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A Regret Minimization under Random Order Arrival

**Theorem 7.** In the MAB setting, fix the number of arms $n$ and the time horizon $T$. For any online MAB algorithm, if we are allowed to store at most $m < n$ arms, then in the setting of random order arrival there exists an input instance such that $\mathbb{E}[R(T)] \geq \Omega\left(\frac{T^{2/3}}{m^{7/3}}\right)$.

We consider 0-1 rewards and the 2 input instances $\mathcal{I}_1, \mathcal{I}_2$ each containing $n$ arms, with parameter $\epsilon > 0$ (where $\epsilon = \frac{1}{m^{1/3}T^{1/3}}$):

$$\mathcal{I}_1 = \left\{ \begin{array}{l}
\mu_i = (1 + \epsilon)/2 \quad \text{for } i = 1 \\
\mu_i = 1/2 \quad \text{for } i \neq 1
\end{array} \right.$$  

$$\mathcal{I}_2 = \left\{ \begin{array}{l}
\mu_i = 1/2 \quad \text{for } i \neq n \\
\mu_i = 1 \quad \text{for } i = n
\end{array} \right.$$  

In the above instances, $\mu_i$ denotes the expected reward of the $i^{th}$ arm in the input instance.

Let us fix a deterministic algorithm $A$ that directly stores the first $m$ arms in the memory. We choose an input instance uniformly at random. Let this input instance be $\mathcal{I}$. Then under random-order arrival setting one of the $n$ permutations of $\mathcal{I}'$ is chosen uniformly at random and is sent as the input stream to the Algorithm $A$. Note that this equivalent to choosing a permutation $P$ from $2n$ total distinct permutations of $\mathcal{I}_1$ and $\mathcal{I}_2$ uniformly at random and sending it to the Algorithm $A$. Now assume that $m \leq n - 1$. Let $\mathcal{I}_1'$ be the collection of distinct permutations of $\mathcal{I}_1$ such that the arm with expected reward of $(1 + \epsilon)/2$ is in the first $m$ positions of the permutation. Similarly, let $\mathcal{I}_2'$ be the collection of distinct permutations of $\mathcal{I}_2$ such that the arm with expected reward of $1$ is not in the first $m$ positions of the permutation. Clearly $|\mathcal{I}_1'| = m$ and $|\mathcal{I}_2'| = n - m$. Using arguments similar to Section 3, we can show that $\mathbb{E}[R(T)|P \in \mathcal{I}_1' \cup \mathcal{I}_2'] \geq \Omega\left(\frac{T^{2/3}}{m^{7/3}}\right)$. Hence, we have the following:

$$\mathbb{E}[R(T)] \geq \mathbb{P}[P \in \mathcal{I}_1' \cup \mathcal{I}_2'] \cdot \mathbb{E}[R(T)|P \in \mathcal{I}_1' \cup \mathcal{I}_2']$$  

$$\geq \frac{n - m + m}{2n} \cdot \Omega\left(\frac{T^{2/3}}{m^{7/3}}\right)$$  

$$\geq \Omega\left(\frac{T^{2/3}}{m^{7/3}}\right)$$

The above result should hold for any randomized algorithm too as randomized algorithm are a distribution over deterministic algorithms.

B Important Inequalities

**Lemma 8.** (Hoeffding’s inequality). Let $Z_1, \ldots, Z_n$ be independent bounded variables with $Z_i \in [0, 1]$ for all $i \in [n]$. Then

$$\mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} (Z_i - \mathbb{E}[Z_i]) \geq t\right) \leq e^{-2nt^2},$$

and

$$\mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} (Z_i - \mathbb{E}[Z_i]) \leq -t\right) \leq e^{-2nt^2},$$

for all $t \geq 0$.

**Lemma 9.** Let $\mu_{x_1}$ and $\mu_{x_2}$ be two different arms with means $\mu_1$ and $\mu_2$. Suppose $\mu_1 - \mu_2 \geq \theta$ and we sample each arm $\frac{K}{n}$ times to obtain empirical biases $\hat{\mu}_1$ and $\hat{\mu}_2$. Then,

$$\mathbb{P}(\hat{\mu}_1 \leq \hat{\mu}_2) \leq 2 \cdot e^{(-K/2)}$$
Proof.

\[ \mathbb{P}(\hat{\mu}_1 > \hat{\mu}_2) = \mathbb{P}\left(\mu_1 - \theta > \frac{\theta}{2} < \hat{\mu}_1 + \frac{\theta}{2} \right) \]
\[ = \mathbb{P}\left(\mu_1 - \theta > \frac{\theta}{2} < \mu_2 + \frac{\theta}{2} \right) \]
\[ \geq (1 - e^{-2 \cdot \frac{\theta}{\sqrt{n}}}) \cdot (1 - e^{-2 \cdot \frac{\theta}{\sqrt{n}}}) \]
\[ \geq (1 - 2 \cdot e^{-K/2}). \]

(Due to Hoeffding’s Inequality)

Hence, \( \mathbb{P}(\hat{\mu}_1 \leq \hat{\mu}_2) \leq 2 \cdot e^{-K/2}. \) \( \square \)

Theorem 10 (Berry-Esseen Theorem). There exists a positive constant \( C \leq 1 \) such that if \( X_1, X_2, \ldots, X_n \) are i.i.d. random variables with \( \mathbb{E}[X_i] = 0, \mathbb{E}[X_i^2] = \sigma^2 > 0, \) and \( \mathbb{E}[|X_i|^3] = \rho < \infty, \) and if we define

\[ Y_n = \frac{X_1 + X_2 + \ldots + X_n}{n} \]

to be the sample mean, with \( F_n \) being the cumulative distribution function of \( \frac{Y_n - \mu}{\sigma} \), and \( \Phi \) be the cumulative distribution function of the standard normal distribution \( \mathcal{N}(0, 1) \), then for all \( x \) and \( n \),

\[ |F_n(x) - \Phi(x)| \leq \frac{C \rho}{\sigma^3 \sqrt{n}}. \]

C Omitted Proofs from Section 4

Claim 1. For any level \( \ell < r \), let \( \text{arm}^\ell \) be the best arm to ever reach this level. Then, with probability at least \( 1 - \frac{\delta}{2^\ell}, \) an arm with reward gap at most \( \varepsilon_\ell \) from \( \text{arm}^\ell \) is sent to level \( \ell + 1 \) or is sampled in Step 17.

Proof. Let us consider some level \( \ell \) and a set of arms \( \text{arm}^\ell_1, \text{arm}^\ell_2, \ldots, \text{arm}^\ell_{c_\ell} \), which increases the counter \( C_\ell \) from 0 to \( c_\ell \). Denote the best arm among them as \( \text{arm}' \) and let \( \text{arm}^\ell_\ast \) be the empirically best arm seen so far since the arrival of \( \text{arm}^\ell \). Our algorithm works as follows: once an arm arrives at level \( \ell \), it is pulled \( s_\ell \) number of times. Next, we compare its empirical mean with that of \( \text{arm}^\ell_\ast \), which was computed when the arm corresponding to \( \text{arm}^\ell_\ast \) arrived at level \( \ell \). The arm with the greater empirical mean is maintained as \( \text{arm}^\ell_\ast \) and its empirical mean is stored for future comparisons. Once \( C_\ell = c_\ell \), \( \text{arm}^\ell_\ast \) is sent to level \( \ell + 1 \). Note that if \( 0 < C_\ell < c_\ell \), and the condition in Step 8 is not satisfied then we will sample \( \text{arm}^\ell_\ast \) in the Step 17. Note that this is equivalent to simultaneously pulling each of the \( c_\ell \) arms \( s_\ell \) number of times, and then sending the empirically best arm to level \( \ell + 1 \).

Using Lemma 9 we can show that at any level \( \ell \), if two arms have reward gap \( \mu_i - \mu_j \geq \varepsilon_\ell \) then \( \mathbb{P}[\hat{\mu}_i < \hat{\mu}_j] \leq \frac{\delta}{2^{\ell + 1 + c_\ell}} \). Since at most \( c_\ell \) arms arrive at level \( \ell \) before the counter \( C_\ell \) reaches \( c_\ell \) or the condition in Step 8 is not satisfied, taking union bound we have that the probability that an arm with reward gap \( \geq \varepsilon_\ell \) with respect to \( \text{arm}^\ell \) is either sent to level \( \ell + 1 \) or is sampled in the Step 17 is at most \( \frac{\delta}{2^{\ell + 1 + c_\ell}} \cdot c_\ell = \frac{\delta}{2^{\ell + c_\ell}}. \) \( \square \)

Claim 2. Let \( \text{arm}^r \) be the best arm among the arms which reached level \( r \) including the arms which were sampled in Step 17 of Algorithm 7. Then, with probability at least \( 1 - \frac{\delta}{2^{r + 1}}, \) an arm with reward gap at most \( \varepsilon_r \) from \( \text{arm}^r \) is returned by the Algorithm.

Proof. Using Lemma 9 we can show that among the arms that are being considered here, if two arms have reward gap \( \mu_i - \mu_j \geq \varepsilon_r \) then \( \mathbb{P}[\hat{\mu}_i < \hat{\mu}_j] \leq \frac{\delta}{2^{r + c_r}}. \) As \( c_r = n, \) by taking union bound we get that with probability at least \( 1 - \frac{\delta}{2^{r + 1}}, \) an arm with reward gap at most \( \varepsilon_r \) from \( \text{arm}^r \) is returned by the Algorithm. \( \square \)
D Adversarial Example for Assadi and Wang (2020)

In this section, we show an adversarial example to show that the algorithm of [Assadi and Wang (2020)] is not $(\varepsilon, \delta)$-PAC. First, we state the algorithm of [Assadi and Wang (2020)] (Algorithm 3) here for completeness. The algorithm takes as input $n \in \mathbb{N}$ arms arriving in a stream in an arbitrary order, an approximation parameter $\varepsilon \in (0, 1/2)$, and the confidence parameter $\delta \in (0, 1)$. We first define some notation that is used throughout this work, which is consistent with the notation used in Assadi and Wang (2020).

\begin{align*}
\{r_\ell\}_{\ell=1}^\infty & : r_1 = 4, r_{\ell+1} = 2^{r_\ell}; & \text{(intermediate parameters used to define } s_\ell \text{ below)} \\
\varepsilon_\ell & = \varepsilon/(2^{r_\ell-1}); & \text{(intermediate estimate of gap parameter)} \\
\beta_\ell & = 1/\varepsilon_\ell^2; \\
\{s_\ell\}_{\ell=1}^\infty & : s_\ell = 4\varepsilon_\ell(\ln(1/\delta) + 3r_\ell); & \text{(number of samples per arm in level } \ell) \\
\{c_\ell\}_{\ell=1}^{|\log^* n|+1} & : c_1 = 2^{r_1}; c_\ell = 2^{r_\ell}/2^{r_{\ell-1}}; & \text{(the number of arms processed in level } \ell \text{ before sending } \text{arm}_i^{\ast} \text{ to level } \ell + 1) \\
\end{align*}

For Algorithm 3 to be $(\varepsilon, \delta)$-PAC, it has to find an $\varepsilon$-best arm with probability at least $1 - \delta$. We next provide a formal argument for why Algorithm 3 is not an $(\varepsilon, \delta)$-PAC algorithm by providing a counterexample.

**Algorithm 3**

1: $\{r_\ell\}_{\ell=1}^\infty : r_1 := 4, r_{\ell+1} = 2^{r_\ell};$  
2: $\varepsilon_\ell = \varepsilon/(2^{r_\ell-1});$  
3: $\beta_\ell = 1/\varepsilon_\ell^2;  
4: s_\ell = 4\beta(\ln(1/\delta) + 3r_\ell);  
5: c_1 = 2^{r_1}, c_\ell = 2^{r_\ell}/2^{r_{\ell-1}}(\ell \geq 2);  
6: Counters: $C_1, C_2, \ldots, C_\ell$ initialized to 0 where $\ell = |\log^* n| + 1$.  
7: Stored arms: $\text{arm}_1^{\ast}, \text{arm}_2^{\ast}, \ldots, \text{arm}_n^{\ast}$ the most biased arm of $\ell$-th level.  
8: Stored empirical means: $p_1, p_2, \ldots, p_n$ the highest empirical mean of $\ell$-th level.  
9: **while** A new arm $\text{arm}_i$ arrives in the stream do  
10: Read $\text{arm}_i$ to memory  
11: **Aggressive Selective Promotion:** Starting from level $\ell = 1$:  
12: Sample both $\text{arm}_i$ and $\text{arm}_i^{\ast}$ for $s_\ell$ times.  
13: Drop $\text{arm}_i$ if $p_\text{arm}_i < p_\text{arm}_i^{\ast}$; otherwise replace $\text{arm}_i^{\ast}$ with $\text{arm}_i$.  
14: Increase $C_\ell$ by 1.  
15: If $C_\ell = c_\ell$, make $C_\ell$ equal to 0, send $\text{arm}_i^{\ast}$ to the next level by calling Line 12 with $(\ell = \ell + 1)$.  
16: **end while**  
17: Return $\text{arm}_i^{\ast}$ as the selected most bias arm.

Let the arms arrive in the stream be $\text{arm}_1, \ldots, \text{arm}_n$, where $n > (c_1 \cdot c_2)$. Let $\text{arm}_i$ be the $i$th arm to arrive in the stream and has a mean $p_i$, where $i \in [n]$. For all $i > c_1 \cdot c_2$, let $p_i = 0$. For all $i \leq c_1 \cdot c_2$, let $p_i = \frac{1}{2} - (\frac{1}{c_1} - 1) \cdot \frac{1}{2^{r_2}}$. Let $\text{arm}_{k_1}, \text{arm}_{k_2}, \ldots, \text{arm}_{k_{c_2}}$ be the first $c_2$ arms which arrive at level 2 (note that all the arms which arrive at level 2 after $\text{arm}_{k_{c_2}}$ will have a mean of 0). Let $\text{arm}_1^{\ast}$ be the most biased arm (based on the sampling) at the end of Aggressive Selection Promotion step for level $\ell = 2$ for $\text{arm}_{k_{c_2}}$. Now $C_2 = c_2$ after the arrival of $\text{arm}_{k_{c_2}}$. Thus $\text{arm}_1^{\ast}$ will be sent to level 3. As all the following remaining arms have lesser means, at the end, the algorithm finally returns an arm with mean less than or equal to the mean of $\text{arm}_2$. Note that for all $i \in [c_2)$, all the arms in the set $\{\text{arm}_{i+1}, \ldots, \text{arm}_{i+c_2}\}$ have the same mean and one among them is sent as $\text{arm}_i^{\ast}$ to level 2. Therefore $p_{k_i} = p_{k_{c_2}} - (i - 1)\frac{b}{2}$, where $b = 2^{15} - 2$ and $p_{k_{c_2}} = \frac{1}{2}$. So for any $i \in [c_2 - 1]$, $p_{k_i} - p_{k_{i+1}} = \frac{b}{2}$. We will show that with probability $> \delta$, we send $\text{arm}_{k_{c_2}}$ to level 3, and $\frac{1}{2} - p_{k_{c_2}} > \varepsilon$. 
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For $i \in [c_2]$, let $Y_i$ denote the reward when we sample the arm $\text{arm}_{k_i}$ for the $t$-th time. We assume that $Y_i \sim \text{Bern}(p_{k_i})$ and $\text{Var}[Y_i] = p_{k_i}(1 - p_{k_i})$ (Note that this is a reasonable assumption as the Algorithm 3 should work for any distribution). For $i \in [c_2 - 1]$, let $Z_i = Y_i - Y_{i+1}$. Clearly, $\mu_i := \mathbb{E}[Z_i] = \frac{c}{i}$. Let $\sigma_i := \text{Var}[Z_i]$. Let us assume that $\varepsilon < \frac{1}{5}$ (Later we will choose $\varepsilon$ in such a way so that this condition is satisfied). In this case, $\sigma_i^2 = \text{Var}[Y_i] + \text{Var}[Y_{i+1}] > 2(p_{k_{c_2}})(1 - p_{k_{c_2}}) > \frac{2}{5}$. Let $Z_i = Z_i^t + ... + Z_i^{c_2}$. Note that, if every arm from the set arm$_{k_1}$, arm$_{k_2}$, ..., arm$_{k_{c_2}}$ when it arrives in the level 2 beats arm$_k$ in the challenge, then arm$_{k_{c_2}}$ will be sent to level 3. Thus, $\{Z_i < \varepsilon, \forall i \in [c_2 - 1]\} \subseteq \{\text{arm}_{k_{c_2}} \text{ is sent to level 3}\}$.

Assuming that $\delta$ and $\varepsilon$ are very small (which we will choose appropriately to bound the error), we approximate (using the central limit theorem) the distribution of $Z_i$ using the normal distribution $\mathcal{N}(\mu_i, \sigma_i^2)$.

$$
\mathbb{P}[Z_i < 0] = \mathbb{P}[Z_i > 2s_2\mu_i] \\
= 1 - \frac{1}{2} \left(1 + \text{erf}\left(\frac{s_2\mu_i}{\sqrt{2s_2\sigma_i^2}}\right)\right) \\
= \text{erf}\left(\frac{s_2\mu_i}{\sqrt{2s_2\sigma_i^2}}\right) = 2 \cdot \frac{\text{erf}\left(\frac{s_2\mu_i}{\sqrt{2s_2\sigma_i^2}}\right)}{2} \\
\geq \frac{\text{erf}\left(\frac{200\sqrt{\frac{5}{b}}}{\sqrt{\ln\left(\frac{e^{3r_2}}{b}\right)}}\right)}{2} \\
\geq \frac{\sqrt{\gamma - 1}}{2} \cdot e^{-2000 - \ln\left(\frac{e^{3r_2}}{b}\right)} (\text{Since erf}(x) \geq (\gamma - 1)^{1/2}e^{-\gamma x^2}, \forall x \geq 0, \text{where } \gamma := \sqrt{2e/\pi}) \\
= \frac{\sqrt{\gamma - 1}}{2} \left(\frac{\delta}{e^{3r_2}}\right)^{2000 - \ln\left(\frac{e^{3r_2}}{b}\right)}.
$$

Thus, we can lower bound the probability that arm$_{k_{c_2}}$ is sent to level 3 as follows:

$$
\mathbb{P}[\text{arm}_{k_{c_2}} \text{ is sent to level 3}] \geq \mathbb{P}[Z_i < 0, \forall i \in [c_2 - 1]] \\
= \prod_{i \in [c_2 - 1]} \mathbb{P}[Z_i < 0] \\
= \prod_{i \in [c_2 - 1]} \left(\frac{\sqrt{\gamma - 1}}{2} \cdot e^{-2000 - \ln\left(\frac{e^{3r_2}}{b}\right)}\right)^{c_2 - 1} \\
= \left(\frac{\sqrt{\gamma - 1}}{2} \cdot e^{-2000 - \ln\left(\frac{e^{3r_2}}{b}\right)}\right)^{c_2 - 1}.
$$

Consider that function $f(x) = x^{1 - \frac{2000 - \ln\left(\frac{e^{3r_2}}{b}\right)}{b^2}}$. Since $f(x)$ is an increasing and convex function, there is a constant $c$ such that $f(c) > 2$. This implies that for $\delta = e^{-c}$ we have the following:

$$
\mathbb{P}[\text{arm}_{k_{c_2}} \text{ is sent to level 3}] \geq \frac{\delta}{K} \\
= f(c)e^{-c} \\
> 2\delta.
$$

Now, we bound the error in calculation of the above probability. Using the Berry-Esseen theorem, the error $\varepsilon_i$ of calculating $\mathbb{P}[Z_i < 0]$ is upper bounded by $\frac{C}{\sigma_i^2 \sqrt{2}} \leq \frac{\delta}{\sqrt{\ln(\frac{1}{\delta})}}$, where $C \leq 1, \rho = \mathbb{E}[|Z_i - \mu_i|^3] \leq 16$.
8 (as $|Z'_i - \mu_i| \leq 2$) and $\sigma_i^2 = \text{Var}[Z'_i - \mu_i] = \text{Var}[Z'_i]$. Also we assumed $\text{Var}[Z'_i] > \frac{3}{2}$ (we will choose $\epsilon$ in such a way that this is satisfied). If we choose $\epsilon$ such that $\epsilon < \frac{\delta}{2 \ln(\frac{1}{\delta})}$ and $\epsilon < \frac{1}{5}$, then $\epsilon_i < \frac{\delta}{5}$. Hence, we can conclude that $\mathbb{P}[^{\text{arms}}_{i=2}]$ is sent to level $3| > 2\delta - \sum_{i=1}^{c-1} \epsilon_i > 2\delta - \delta = \delta$.

As $\frac{1}{2} - p_{k=2} = \left(\frac{2c-1}{2c}\right) \cdot \epsilon$, we can conclude that with probability $> \delta$, the Algorithm 3 returns an arm with reward gap $> \epsilon$.

E Lower bound for $r$-round adaptive streaming algorithm

In this section, we use the following lower bound for $r$-round adaptive offline algorithm model defined in Agarwal et al. (2017) to provide a lower bound on the sample complexity for any $r$-round adaptive streaming algorithm.

**Lemma 11.** (Agarwal et al. (2017)). For any parameter $\Delta \in (0, 1/2)$ and any integer $n, k \geq 1$, there exists a distribution $D$ on input instances of the $k$ most biased coins problem with $n$ coins and gap parameter $\Delta_k = \Delta$ such that for any integer $r \leq 1$, any $r$-round algorithm that finds the $k$ most biased coins in the instances sampled from $D$ with probability at least $3/4$ has a sample complexity $\Omega\left(\frac{n}{\epsilon^2 r^4} \cdot \log^r (n/k)\right)$.

Any $r$-round adaptive offline algorithm is same as $r$-round adaptive streaming algorithm except for the following two points:

1. In an $r$-round adaptive offline algorithm all the arms can be simultaneously stored in the memory, whereas arm-memory is usually bounded in an $r$-round adaptive streaming algorithm.
2. In an $r$-round adaptive offline algorithm, in any round $j$, all the arms are sampled simultaneously. On the other hand, in an $r$-round adaptive streaming algorithm all the arms in the round $j$ need not be sampled simultaneously, and they can also be sampled one after the other.

Any $r$-round adaptive streaming algorithm can be replicated by an $r$-round adaptive offline algorithm such that the worst-case sample complexity is the same in both the algorithms. Next, we present the following lemma.

**Lemma 12.** For any approximation parameter $\epsilon \in (0, 1/2)$ and any integer $n \geq 1$, there exists a distribution $D$ on input instances of the best-arm identification problem with $n$ arms such that for any integer $r \geq 1$, any $r$-round adaptive streaming algorithm that finds the $\epsilon$-best arm in the instances sampled from $D$ with probability at least $3/4$ has a sample complexity $\Omega\left(\frac{n}{\epsilon^2 r^4} \cdot \log^r (n)\right)$.

*Proof.* We present the proof idea. Let $A$ be an $r$-round adaptive streaming algorithm with the lowest worst-case sample complexity which finds the $\epsilon$-best arm with probability at least $3/4$. Now we replicate the algorithm $A$ using an $r$-round offline algorithm $B$ for best-arm identification such that its worst-case sample complexity is equal to that of $A$. Due to Lemma [11], the worst-case sample complexity of $B$ is $\Omega\left(\frac{n}{\epsilon^2 r^4} \cdot \log^r (n)\right)$. Hence, the worst-case sample complexity of $A$ is $\Omega\left(\frac{n}{\epsilon^2 r^4} \cdot \log^r (n)\right)$. $\square$

F Adversarial Example for Constant Arm-Memory Algorithm based on Assadi and Wang (2020)

In this section, we show an adversarial example for Constant Arm-memory Algorithm based on Assadi and Wang (2020) when the parameter $\Delta$ is unknown where $\Delta$ is the gap between the best arm and the second best arm. For completeness, we present this algorithm below (Algorithm 4).

Let $\text{arm}_1, \text{arm}_2, \ldots, \text{arm}_n$ be the stream of arms which arrive. For each $i \in [n]$, $\mu_i$ is the expected reward of arm $\text{arm}_i$. Define the input stream such that $\mu_i = \mu_1 - (i - 1) \frac{\epsilon}{n-2}$. Note that for any $i \in [n-1]$, $\mu_i - \mu_{i+1} = \frac{\epsilon}{n-2}$. Let $\mu_1 = \frac{1}{2}$.
We now show that there exist $\delta, \varepsilon > 0$ such that with probability $1 - \delta$, an arm with reward gap $\geq \varepsilon$ is returned by the Algorithm. Let $k$ be the maximum value of $\ell$ such that $\sum_{i=2}^{\ell} 3^i \leq C$. Let $Y_{i,t}$ denote the reward when we sample the arm $\text{arm}_i$ for the $t$th time at level $\ell$. Then, $\text{Var}[Y_{i,t}] = \mu_i(1 - \mu_i)$. Let $Z_{i,t} = Y_{i,t} - Y_{i+1,t}$. Clearly $p_i := \mathbb{E}[Z_{i,t}] = \frac{\varepsilon}{2\sqrt{2}}$. Let $\sigma_i^2 := \text{Var}[Z_{i,t}]$. Let us assume that $\varepsilon < \frac{1}{5}$ and $n >> 100$ (We will later choose $\varepsilon$ and $n$ in a way so that this condition is satisfied). In this case, $\sigma_i^2 = \text{Var}[Y_{i,t}] + \text{Var}[Y_{i+1,t}] > 2(\mu_i)(1 - \mu_i) > \frac{2}{5}$. Let $Z_i = Z_{i,1} + Z_{i,2} + \ldots + Z_{i,s_i}$. Assuming that $\delta, \varepsilon$ are very small (which we will choose appropriately to bound the error) we approximate (using Central Limit Theorem) the distribution of $Z_i$ using the normal distribution $N(s_i p_i, s_i \sigma_i^2)$.

$$
\mathbb{P}[Z_i < 0] = \mathbb{P}[Z_i > 2s_i p_i] \\
= 1 - \frac{1}{2}[1 + \text{erf}\left(\frac{s_i p_i}{\sqrt{2s_i \sigma_i^2}}\right)] \\
= \frac{\text{erfc}\left(\frac{s_i p_i}{\sqrt{2s_i \sigma_i^2}}\right)}{2} \\
\geq \frac{\text{erfc}\left(\frac{s_i p_i \sqrt{5}}{2\sqrt{2\pi}}\right)}{2} \\
\geq \frac{\text{erfc}\left(\frac{\sqrt{5} \cdot s_i p_i / 2}{n^{1/2}} \sqrt{\ln(1/\theta)}\right)}{2} \\
\geq \frac{\sqrt{\gamma - 1}}{2} e^{-\frac{5 s^2 p_i^2}{(n-2)^2} \ln(4)} \\
= \frac{\sqrt{\gamma - 1}}{2} e^{-\frac{5 s^2 p_i^2}{(n-2)^2}}. 
$$

( Since, $\text{erfc}(\cdot)$ is a decreasing function and $\sigma_i^2 \geq 2/5$ )

( substituting value of $s_i$, $\text{erfc}(\cdot)$ is a decreasing function)

( as $\text{erfc}(x) \geq (\sqrt{\gamma - 1}) e^{-\gamma x^2}$, $\forall x \geq 0$, where $\gamma = \sqrt{2e/\pi}$ )

Algorithm 4

1. $\{r_{\ell}\}_{\ell=1}^\infty : r_{\ell} = 3^\ell$
2. $\{s_{\ell}\}_{\ell=1}^\infty : s_{\ell} = \frac{2}{\ell} \cdot \ln \left(\frac{\ell}{2}\right) \cdot r_{\ell}$
3. $b := \frac{2}{\ell} \cdot C \cdot \ln \left(\frac{\ell}{2}\right) + s_{\ell}$
4. Let $\text{king}$ be the first available arm and set its budget $\phi := \phi(\text{king}) = 0$
5. while A new arm $\text{arm}_i$ arrives in the stream do
6. Increase the budget $\phi(\text{king})$ by $b$.
7. Challenge subroutine: For level $\ell = 1$ to $+\infty$:
8. If $\phi(\text{king}) < s_{\ell}$: we declare $\text{king}$ defeated, make $\text{arm}_i$ the king, initialize its budget to 0 and go to Step 5
9. Otherwise, we decrease $\phi(\text{king})$ by $s_{\ell}$ and sample both king and $\text{arm}_i$ for $s_{\ell}$ times.
10. Let $\hat{\mu}_\text{king}$ and $\hat{\mu}_i$ denote the empirical biases of king and $\text{arm}_i$ in this trial.
11. If $\hat{\mu}_\text{king} > \hat{\mu}_i$, we declare $\text{king}$ winner and go to the next arm in the stream; otherwise we go to the next level of challenge (increment $\ell$ by one).
12. end while
13. Return $\text{king}$ as the selected most bias arm.
Hence, we now have
\[
P[\text{arm}_{j+1} \text{ becomes king by defeating arm}_i] \geq P[\forall \ell \in [k], Z_{i,\ell}^f < 0]
\geq \left( \frac{\sqrt{\gamma}-1}{2} \frac{5 \cdot 3^k \cdot k \cdot \gamma}{(n-2)^2} \right)^k
= \frac{\delta \cdot (n-2)^2}{K}
\] (where \( K = \left( \frac{2}{\sqrt{\gamma}-1} \right)^k \))

Now we choose \( n \) such that \((n-2)^2/(n-1) >>> 5 \cdot 3^k \cdot k \cdot \gamma\).

Consider the function \( f(x) = e^x \left( \frac{1 - 5 \cdot 3^k \cdot k \cdot \gamma \cdot (n-1)}{(n-2)^2} \right) \). Since \( f(x) \) is an increasing and convex function, there is a constant \( c \) such that \( f(c) > 2 \). This implies that for \( \delta = e^{-c} \) we have the following:

\[
P[\text{arm}_n \text{ is returned as king by the algorithm}] \geq P[\forall i \in [n-1], \text{arm}_{j+1} \text{ becomes king by defeating arm}_i]
\geq \left( \frac{\delta \cdot (n-2)^2}{K} \right)^{n-1}
= e^c \left( \frac{1 - 5 \cdot 3^k \cdot k \cdot \gamma \cdot (n-1)}{(n-2)^2} \right) \cdot \delta
= f(c) \cdot \delta
> 2\delta.
\]

Now we bound the error in calculation of the above probability. By Berry-Esseen theorem, the error \( e_i^f \) of calculating \( P[Z_{i,\ell}^f < 0] \) is upper bounded by \( \frac{C \rho \cdot \ln(n)}{\sigma_i \sqrt{n}} \leq \frac{16n}{\sqrt{\ln(\frac{1}{\delta})}}. \) Here \( C \leq 1, \rho = E[Z_{i,\ell}^f - p_i]^3 \leq 8 \text{as } |Z_{i,\ell}^f - p_i| \leq 2 \) and \( \sigma_i^2 = \text{Var}[Z_{i,\ell}^f - p_i] = \text{Var}[Z_{i,\ell}^f] \). Also we assumed \( \text{Var}[Z_{i,\ell}^f] > \frac{2}{\delta} \) (we will choose \( \varepsilon \) in such a way that this is satisfied). If we choose \( \varepsilon \) such that it is less than \( \frac{\delta \sqrt{\ln(\frac{1}{\delta})}}{16 \cdot n} \) and it is also less than \( \frac{1}{\delta} \), then \( e_i^f < \frac{\delta}{\sqrt{n}} \). Therefore \( P[\text{arm}_n \text{ is returned as king by the algorithm}] > 2\delta - \sum_{i=1}^{n-1} \sum_{\ell=1}^{k} e_i^f > 2\delta - \delta = \delta \).

We also have experimental evidence for this result. We ran the experiment on problem instances of this adversarial type with number of arms \( = 5500001 \), mean of the best arm \( = 1/2, \varepsilon = 1/10 \). We ran ten independent experiments with different realizations due to different values from sampling. Each time the algorithm didn’t return \( \varepsilon \)-best arm.

### G Algorithm with constant arm-memory

We now tweak the Algorithm in Section F and show that our new proposed Algorithm deals with the following:

- works well both theoretically and experimentally on the counter example for the algorithm mentioned in Section F
- works well theoretically on random order arrival for well known distributions
- works well experimentally on any randomly generated input from some well known distributions.

**Lemma 13.** Let \( \text{arm}_1 \) and \( \text{arm}_2 \) be two different arms with biases \( \mu_1 \) and \( \mu_2 \). Suppose \( \mu_1 - \mu_2 \geq 0.5\varepsilon \) and we sample each arm \( s_{i,t} \) times to obtain empirical biases \( \hat{\mu}_1 \) and \( \hat{\mu}_2 \). Then,
\[
P(\hat{\mu}_1 \leq \hat{\mu}_2 + 0.495\varepsilon) \leq 2 \cdot e^{(-\ln(\frac{1}{2}) \cdot t)}.
\]
Proof.

\[ \mathbb{P}(\hat{\mu}_1 > \hat{\mu}_2 + 0.495\varepsilon) \geq \mathbb{P}\left(\mu_1 - \frac{\varepsilon}{400} < \hat{\mu}_1 \text{ and } \hat{\mu}_2 < \mu_2 + \frac{\varepsilon}{400}\right) \]

\[ = \mathbb{P}\left(\mu_1 - \frac{\varepsilon}{400} < \hat{\mu}_1\right) \cdot \mathbb{P}\left(\hat{\mu}_2 < \mu_2 + \frac{\varepsilon}{400}\right) \]

\[ \geq (1 - e^{-\frac{\varepsilon}{400}}) \cdot (1 - e^{-\frac{\varepsilon}{400}}) \quad \text{(Due to Hoeffding’s Inequality)} \]

\[ \geq (1 - 2 \cdot e^{-\frac{\varepsilon}{400}}). \]

Hence, we have \( \mathbb{P}(\hat{\mu}_1 \leq \hat{\mu}_2 + 0.495\varepsilon) \leq 2 \cdot e^{-\frac{\varepsilon}{400}}. \)

Lemma 14. Let \( \text{arm}_1 \) and \( \text{arm}_2 \) be two different arms with biases \( \mu_1 \) and \( \mu_2 \). Suppose \( \mu_1 - \mu_2 \leq 0.49\varepsilon \) and we sample each arm \( s_\ell \) times to obtain empirical biases \( \hat{\mu}_1 \) and \( \hat{\mu}_2 \). Then,

\[ \mathbb{P}(\hat{\mu}_1 \geq \hat{\mu}_2 + 0.495\varepsilon) \leq 2 \cdot e^{-\frac{\varepsilon}{400}}. \]

Proof.

\[ \mathbb{P}(\hat{\mu}_1 < \hat{\mu}_2 + 0.495\varepsilon) \geq \mathbb{P}\left(\hat{\mu}_1 < \mu_1 + \frac{\varepsilon}{400} \text{ and } \mu_2 - \frac{\varepsilon}{400} < \hat{\mu}_2\right) \]

\[ = \mathbb{P}\left(\hat{\mu}_1 < \mu_1 + \frac{\varepsilon}{400}\right) \cdot \mathbb{P}\left(\mu_2 - \frac{\varepsilon}{400} < \hat{\mu}_2\right) \]

\[ \geq (1 - e^{\frac{-\varepsilon}{400}}) \cdot (1 - e^{\frac{-\varepsilon}{400}}) \quad \text{(Due to Hoeffding’s Inequality)} \]

\[ \geq (1 - 2 \cdot e^{\frac{-\varepsilon}{400}}). \]

Hence, we have \( \mathbb{P}(\hat{\mu}_1 \geq \hat{\mu}_2 + 0.495\varepsilon) \leq 2 \cdot e^{-\frac{\varepsilon}{400}}. \)

Lemma 15. In a challenge subroutine, if \( \mu_i - \mu_{\text{king}} \geq 0.5\varepsilon \), then the probability that \( \text{arm}_i \) does not become the king is at most \( \frac{\varepsilon}{2} \).

Proof.

\[ \mathbb{P}(\text{arm}_i \text{ loses to king } \leq \sum_{\ell=1}^{\ell} \mathbb{P}(\text{arm}_i \text{ loses to king at level } \ell | \text{arm}_i \text{ has not lost until } \ell - 1) \]

\[ \leq \sum_{\ell=1}^{\ell} 2 \cdot e^{-\frac{\varepsilon}{400}} \quad \text{(From Lemma 13)} \]

\[ < (\delta/2) \cdot \sum_{\ell=1}^{\ell} e^{-3^\ell} \]

\[ < \delta/8. \]

Since the budget is finite, king will lose to \( \text{arm}_i \) with probability at least \( 1 - \delta/8 \) in finite time.

The next lemma is an adaptation of Lemma 3.3 in (Assadi et al. 2020).

Lemma 16. In Algorithm 2, if any incoming arm does not lose to the king (denoted \( \text{arm}_{\text{king}} \)) at a level \( \ell \) with probability at most \( 2 \cdot e^{-\frac{\varepsilon}{400} \cdot 3^\ell} \), then the probability that \( \text{arm}_{\text{king}} \) loses to any incoming arm is at most \( \delta'/2 \).

Lemma 17. Let \( \mu_{\text{king}} \) be the bias of the current king (\( \text{arm}_{\text{king}} \)). If the future arms in the stream don’t have a bias in the range \( (\mu_{\text{king}} + 0.49\varepsilon, \mu^*) \) where \( \mu^* \) is the bias of the most-biased arm, then the probability that the king is ever defeated is at most \( \delta'/8 \).

Proof. The lemma follow from Lemma 16 and Lemma 14 by substituting \( \delta' = \delta/4 \).
Lemma 18. Let the \( \mu^* \) be the bias of the most-biased arm. If a arm \( a \) with bias \( \mu_i \in [\mu^* - 0.49\varepsilon, \mu^*] \) becomes the king, then the probability that arm \( a \) is ever defeated as a king is at most \( \delta/8 \).

Proof. This follows directly from Lemma 17.

Corollary 19. If the input stream is the counter example for the algorithm mentioned in the Section \( F \) then the probability that Algorithm 2 returns a non-\( \varepsilon \)-best arm is at most \( \delta/8 \).

Random Order Arrival

Let the number of arms \( n \) in the input set of arms be very large such that the distribution of means of the input set of arms becomes sort of continuous. Let this distribution have a P.D.F \( f(x) \). Let \( \mu^* \) be the mean of the best arm. We choose a random permutation of our input and send it as an input stream to Algorithm 2.

Lemma 20. Under random order arrival, probability that Algorithm 2 returns an \( \varepsilon \)-best arm is at least

\[
\inf_{p' \in [\mu^* - 0.99\varepsilon, \mu^* - 0.5\varepsilon]} \left\{ (1 - \delta) \cdot \left( \frac{\int_{p' + 0.5\varepsilon}^{\mu^*} f(x) dx}{\int_{p' + 0.49\varepsilon}^{\mu^*} f(x) dx} + \frac{\int_{\mu^* - 0.49\varepsilon}^{\mu^*} f(x) dx}{\int_{\mu^* - 0.49\varepsilon}^{\mu^*} f(x) dx} \right) \right\}.
\]

Proof. Let the number of arms in the input stream having their means in the range \( [0, \mu^* - 0.99\varepsilon) \) be \( k \). For all \( 1 \leq \ell \leq k \), let \( S_\ell \) be the set of all possible input streams containing exactly \( \ell \) out of the \( k \) arms above. Let \( t_\ell \) denote the sequence of first \( \ell \) arms to arrive in the stream and let \( t_\ell = \{q_1, q_2, \ldots, q_\ell\} \in S_\ell \). Let king\( \ell \) denote the arm that is the king after the \( \ell \)-th arm has been processed by the algorithm. Let king\( \ell \) = arm\( i \) with probability \( q_i \), \( \forall i \in \ell \), where \( q_i \geq 0 \) for all \( i \in \ell \), \( \sum_{i=1}^{\ell} q_i = 1 \). Let \( X \) be a random variable such that \( X = i \) if and only if the first arm in the stream which has mean in the range \( [\mu^* - 0.99\varepsilon, \mu^*] \) is the \( i \)-th arm in the stream. Let \( X = \ell + 1 \). Then we assume that the king is arm\( i \) (with mean \( \mu_i \)) just before the \( (\ell + 1) \)-th arm arrives where \( i \in \ell \). If the arms arriving in the stream at position \( \ell + 1 \) and later have means in the range \( [0, \mu_i + 0.49\varepsilon] \), then from Lemma 17 we know that arm\( i \) continues to be the king with probability at least \( (1 - \delta/8) \).

Let \( p' = \max\{\mu^* - 0.99\varepsilon, \mu_i + 0.49\varepsilon\} \). Clearly \( \mu^* - 0.99\varepsilon \leq p' < \mu^* - 0.5\varepsilon \). Consider the first time an arm with mean in the range \( [p', \mu^*] \) arrives in the stream. Let \( T_1 \) be the set of arms whose biases lie in the range \( [p', \mu^*] \) and \( T_2 \) be the set of all arms whose biases lie in the range \( [\mu^* - 0.49\varepsilon, \mu^*] \). Let arm\( a \) be the event that the first arm \( a \) from \( T_1 \) which arrives in the stream belongs to \( T_2 \). Let arm\( a \) be the event that the first arm \( a \) from \( T_1 \) which arrives in the stream does not belong to \( T_2 \). If king\( \ell \) = arm\( i \) and the event arm\( a \) occurs then \( a \) is returned as the king by our Algorithm at the end with a probability of at least \( (1 - \delta/8) \). This happens because when the arm \( a \) arrives, the king at that time has mean less than \( \mu^* - 0.99\varepsilon \) with probability at least \( (1 - \delta/8) \), and due to Lemma 15 arm\( a \) becomes the new king with probability at least \( (1 - \delta/8) \). Due to Lemma 18 arm\( a \) continues to remain as king with probability at least \( (1 - \delta/8) \). Hence if the event arm\( a \) occurs then \( a \) is returned as the king by our Algorithm at the end with a probability of at least \( (1 - \delta/8) \).

Now assume that instead the event arm\( a \) has occurred. Let \( B_{a_2} \) be the event that the first arm \( a_2 \) from the set \( T_1 \) to arrive in the stream has a mean \( \mu_{a_2} \). Let us assume that \( B_{a_2} \) has occurred and \( \mu_{a_2} \) belongs to the range \( [p' + 0.01\varepsilon, \mu^* - 0.5\varepsilon] \). Due to Lemma 15 arm\( a_2 \) becomes the king with probability at least \( (1 - \delta/8) \). If the means of the arms coming to stream after \( a_2 \) belongs to the range \( [0, \mu_{a_2} + 0.49\varepsilon] \), then \( a_2 \) continues to be the king with probability at least \( (1 - \delta/8) \). If the first arm \( a_3 \) arriving in the stream with mean in the range \( [\mu_{a_2} + 0.5\varepsilon, \mu^*] \) comes before the first arm \( a_4 \) arriving in the stream with bias in the range \( (\mu_{a_2} + 0.49\varepsilon, \mu_{a_2} + 0.5\varepsilon] \), then \( a_3 \) becomes the king with probability at least \( (1 - \delta/8) \) and continues to remain as the king with probability at least \( (1 - \delta/8) \). Let us denote this event of arm\( a_3 \) coming before arm\( a_4 \) by \( B_1 \). Note that if \( X = 1 \), then we can repeat the above analysis by considering \( p' = \mu^* - 0.99\varepsilon \). Let \( C_1 \) be the event that \( \varepsilon \)-best arm is returned by the Algorithm and let \( C_2 \) be the event that an arm with mean in the range \( [\mu^* - 0.49\varepsilon, \mu^*] \) is returned by the algorithm.
\[ \mathbb{P}[C_1 | \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \]
\[ \geq \mathbb{P}[C_2 | A_1, \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \cdot \mathbb{P}[A_1 | \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \]
\[ + \sum_{a_2 B_2 \in \{p' + 0.01 \varepsilon, p - 0.5 \varepsilon\}} \left( \mathbb{P}[C_2 | B_1, B_{a_2}, \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \right) \]
\[ \cdot \mathbb{P}[B_1 | B_{a_2}, \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \cdot \mathbb{P}[B_{a_2} | \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \]
\[ \geq (1 - \delta/8)^3 \cdot \frac{\int_{p - 0.49 \varepsilon}^p f(x) dx}{\int_{p'}^p f(x) dx} + \int_{\min\{p' + 0.01 \varepsilon, p - 0.5 \varepsilon\}}^{p - 0.5 \varepsilon} \left( 1 - \delta/8 \right)^5 \cdot \left( \frac{\int_{x + 0.5 \varepsilon}^p f(x) dx}{\int_{x + 0.49 \varepsilon}^p f(x) dx} \right) (1 - \delta) \cdot \left( \frac{\int_{p - 0.5 \varepsilon}^p f(x) dx}{\int_{p'}^p f(x) dx} + \int_{p - 0.49 \varepsilon}^p f(x) dx \right) \]
\[ = (1 - \delta) \cdot \left( \frac{\int_{p - 0.5 \varepsilon}^p f(x) dx}{\int_{p'}^p f(x) dx} + \int_{p - 0.49 \varepsilon}^p f(x) dx \right). \]

Similarly, if \( X = 1 \) then we have the following:

\[ \mathbb{P}[C_1 | \text{X} = 1] \geq (1 - \delta) \cdot \left( \frac{\int_{p - 0.5 \varepsilon}^p f(x) dx}{\int_{p'}^p f(x) dx} + \int_{p - 0.49 \varepsilon}^p f(x) dx \right). \]

\[ \mathbb{P}[C_1 | \text{X} = \ell + 1, t_\ell = \{c_1, \ldots, c_\ell\}] \]
\[ = \sum_{i=1}^\ell \mathbb{P}[\text{king}^\ell = c_i | \text{X} = \ell + 1, t_\ell = \{c_1, \ldots, c_\ell\}] \cdot \mathbb{P}[C_1 | \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \]
\[ = \sum_{i=1}^\ell q_{c_i} \cdot \mathbb{P}[C_1 | \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \]
\[ \geq \min_{i \in \ell} \mathbb{P}[C_1 | \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \]

We have,
\[ \mathbb{P}[C_1 | \text{X} = \ell + 1] = \sum_{(c_i)_{i \in \ell} \sim S_\ell} \mathbb{P}[t_\ell = \{c_1, \ldots, c_\ell\} \cdot \mathbb{P}[C_1 | \text{X} = \ell + 1, t_\ell = \{c_1, \ldots, c_\ell\}] \]
\[ \geq \min_{(c_i)_{i \in \ell} \sim S_\ell} \mathbb{P}[C_1 | \text{X} = \ell + 1, t_\ell = \{c_1, \ldots, c_\ell\}] \]

\[ \mathbb{P}[C_1] = \sum_{i \in [k+1]} \mathbb{P}[\text{X} = i] \cdot \mathbb{P}[C_1 | \text{X} = i] \]
\[ \geq \min_{i \in [k+1]} \mathbb{P}[C_1 | \text{X} = i] \]
\[ \geq \min \left\{ \mathbb{P}[C_1 | \text{X} = 1], \min_{(c_i)_{i \in \ell} \sim S_\ell} \min_{i \in \ell} \mathbb{P}[C_1 | \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \right\} \]
\[ \geq \min \left\{ \mathbb{P}[C_1 | \text{X} = 1], \min_{(c_i)_{i \in \ell} \sim S_\ell} \min_{i \in \ell} \mathbb{P}[C_1 | \text{X} = \ell + 1, \text{king}^\ell = c_i, t_\ell = \{c_1, \ldots, c_\ell\}] \right\} \]
\[ \geq \inf_{p' \in [p-0.99 \varepsilon, p-0.5 \varepsilon]} \left( (1 - \delta) \cdot \left( \frac{\int_{\min\{p' + 0.01 \varepsilon, p - 0.5 \varepsilon\}}^{p - 0.5 \varepsilon} f(x) dx}{\int_{p'}^p f(x) dx} + \int_{p - 0.49 \varepsilon}^p f(x) dx \right) \right). \]
Performance under various distributions

The following distributions are truncated distributions and the support is (0, 1]. Note that the following calculations are made assuming \( \varepsilon = \frac{1}{10} \). Lower bound on the probability that Algorithm 2 returns an \( \varepsilon \)-best arm, for various truncated distributions like Normal, lognormal, exponential, beta, gamma, Weibull, and uniform distribution is at least \( 0.9(1 - \delta) \). Note that as \( \varepsilon \) tends to 0, the distributions mentioned earlier behave similar to uniform distribution on the range \([1 - \varepsilon, 1]\). So the lower bound of \( P[\text{Algorithm 2 returns an } \varepsilon \text{-best arm}] \) tends to \( 0.927(1 - \delta) \) which is the lower bound on this probability for the uniform distribution and it does not change with \( \varepsilon \).

### Distribution

| Distribution | \( f(x) \) | Probability that Algo. 4 returns an \( \varepsilon \)-best arm |
|--------------|------------|-----------------------------------------------------------|
| Uniform      | 1          | \( \geq 0.927(1 - \delta) \)                             |
| Normal       | \( e^{-x^2} / \sqrt{\pi} \) | \( \geq 0.924(1 - \delta) \)                             |
| Gamma        | \( x^{\alpha-1} \cdot e^{-x} / \Gamma(\alpha) \) | \( \geq 0.924(1 - \delta) \)                             |
| Beta         | \( x^{\frac{\beta}{\Gamma(1/\beta)}} \cdot e^{-x} / \Gamma(1/\beta) \) | \( \geq 0.924(1 - \delta) \)                             |
| Exponential  | \( 2e^{-2x} \) | \( \geq 0.923(1 - \delta) \)                             |
| Weibull      | \( x < 0 : 0 \) \( x \geq 0 : 2xe^{-x^2} \) | \( \geq 0.925(1 - \delta) \)                             |
| Lognormal    | \( \frac{1}{x^{3/2} \sqrt{3\pi} e^{-(\ln(x))^2/3}} \) | \( \geq 0.925(1 - \delta) \)                             |

H Experiments

We now provide detailed experimental evaluation of Algorithm 2 and show that it returns an \( \varepsilon \)-best arm with high confidence even when we reduce the number of samples \( s_\ell \) per arm at each level \( \ell \) by a factor of 40000. We ran the algorithm on \( R = 100 \) different instances. For each instance, the means of each of the \( n = 10^5 \) arms were sampled from a distribution \( D \) with support \((0, 1]\), mean \( \mu \), and variance \( \sigma^2 \). Note that if \( D \) is a truncated distribution then \( \mu \) and \( \sigma^2 \) denote the mean and variance of the non-truncated version of \( D \), denoted \( D' \). Also we set \( C = 117, \varepsilon = 1/10, \delta = 1/10 \). For \( i \in [n] \), let \( \mu_i \) be the mean obtained for arm \( i \). The reward distribution of arm \( i \) is then Bernoulli(\( \mu_i \)).

We next provide the details of the distributions corresponding to the figures in Figure 2. Note that we consider the truncated version, \( D' \), of the following distributions, \( D' \), supported on \((0, 1]\).

1. Figure 2a: \( D' = \text{Beta}(\alpha = 10, \beta = 1) \)
2. Figure 2b: \( D' = \text{Exp}(\lambda = 2) \)
3. Figure 2c: \( D' = \text{Gamma}(k = 0.5, \theta = 1) \)
4. Figure 2d: \( D' = \text{N}(\mu = 1/2, \sigma^2 = 1/10) \)
5. Figure 2e: \( D' = \text{N}(\mu = 1/2, \sigma^2 = 1/5) \)
6. Figure 2f: \( D' = \text{N}(\mu = 1/2, \sigma^2 = 1/100) \)
7. Figure 2g: \( D' = \text{N}(\mu = 1/2, \sigma^2 = 1/20) \)
8. Figure 2h: \( D' = \text{lognormal}(\mu = 0, \sigma^2 = 3/2) \)
9. Figure 2i: \( D' = \text{Weibull}(\lambda = 1, k = 2) \)
In all these cases, we almost always return an arm with mean within at most 0.05 ($< 1/10 = \varepsilon$) from the mean of the best-arm.