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Abstract

In today’s data-driven world, recommender systems (RS) play a crucial role to support the decision making process. They serve both end users to make better choices as well as organizations to better understand their customers. As users become continuously connected to the internet, they become less patient and less tolerant to obsolete recommendations made by RS underpinning services they consume such as movie recommendations on Netflix or books to read on Amazon. This, in turn, requires a continuous training of the RS systems to cope with both the online fashion of data and the changing nature of user tastes and interests, known as concept drift.

In general, a streaming (online) RS has to address three requirements: continuous training and recommendation, handling concept drifts and ability to scale. In literature, approaches for streaming recommender systems have been proposed. Mostly, they address the first two requirements and do not consider scalability. That is because, they run the training process on a single machine. Such a machine, no matter how powerful it is, will eventually fail to cope with the volume of the data, a lesson learned from big data processing.

To tackle the third challenge, we propose a Splitting and Replication mechanism for building distributed streaming recommender systems. Our mechanism is inspired by the successful shared-nothing architecture that underpins contemporary big data processing systems. We have applied our mechanism on two well-known approaches for online recommender systems, namely, matrix factorization using Incremental Stochastic Gradient Descent (ISGD) and item-based collaborative filtering using modified incremental cosine similarity. We have implemented our mechanism on top of Apache Flink, a distributed stream processing system. We conducted experiments comparing the performance of the baseline (single machine) approach with our distributed approach. By evaluating on different data sets, not only improvement in processing latency and throughput but also in accuracy has been observed. Our experiments show online recall improvement by 40% with more than 50% less memory consumption.
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1. Introduction

Today, we are living in a world driven by decisions resulting from the analysis of big data. Data-driven decisions are not only limited to optimizing strategic and business related findings, but also day-to-day choices can be improved by data collected from daily transactions and decisions, such as what restaurant to have lunch in, which vacation destination to travel to, and which product to buy. Recommender systems [1] have arisen to predict and recommend items that could meet user’s preferences. Recommender systems are the backbone supporting the business of different business verticals like, e-commerce, e.g. Amazon, entertainment, e.g. Netflix, tourism and transportation, e.g. suggestions in Google maps, etc.

In principle, recommender systems learn some similarity from users’ feedback, whether it is an explicit rating like stars ratings or implicit ratings like listening to a song many times. This feedback updates a rating matrix $R^{n \times m}$ where the rows are representing $n$ users and the columns are the $m$ items and the rating of user $u$ towards item $i$ is the intersection between the user’s row and item’s column is represented as $r_{ui}$. Traditionally, this learning, like other machine learning jobs, takes place in an offline mode. That is, finite sets of user-item feedback are collected and a model iterates over this data trying to fill the empty cells of $R$ reducing some error function [1]. Among the different types of recommender systems: content-based, collaborative filtering, and knowledge-based, collaborative filtering (CF) is generally the most applicable [1]. The one million dollars Netflix Prize is considered a paradigm shift towards using CF.

As users become more continuously connected to the internet, they become less patient and less tolerant to obsolete recommendations made by RS underpinning services they consume. In return, an RS has to train more frequently and on web-scale volumes of data arriving at high speed. That, in practice, shifts the task of training an RS from offline on a finite set of data where the learning model can iterate several times to an online setting where the model has to process the user-item feedback once and has to continuously alternate between recommending and learning. Moreover, the learning has to be done in a distributed setup to cope with the large volumes of the data.

To develop a web-scale online recommender system, the following requirements have to be addressed:

1. The learning model must be able to produce a result and be updated after each feedback has been received without passing over all the past data (latency)
2. Concept drifts ought to be taken care of by adjusting the model with each feedback to adapt to the change in users’ tastes and preferences.
3. Learning from big data must be processed in a distributed streaming environment (scalability)

In literature, techniques have been proposed [2] to handle mainly the first requirement and partially the second one. Very little work has been proposed to address the third requirement, we discuss that in more detail in Section 3. The work in this paper has been mainly designed to handle the third requirement of distributing the streaming recommendation algorithms by adopting the shared-nothing architecture. Shared-nothing
architecture is the distribution architecture behind the success of the different big data processing systems from the early days of Hadoop to the latest development of stream processing systems like Apache Flink \( \text{[3]} \) and Beam \( \text{[4]} \). We propose a novel technique of Splitting and Replication to allow distribution with replication of user-item feedback across different machines in the computing cluster. We apply our technique to two different streaming recommendation algorithms. Preliminary results of this work have been reported in our previous work \( \text{[1]} \). In this paper, we extensively extend our work. In particular, the main contributions of this paper can be summarized as follows:

1. Proposing the splitting and replication technique by adopting the shared-nothing architecture for distributing the streaming recommender systems
2. Two online streaming algorithms (ISGD \( \text{[5]} \), Cosine similarity \( \text{[6]} \)) have been adapted in distributed versions utilizing splitting and replication mechanism
3. To account for state growth and to handle concept drifts, two different techniques from cache management, least recently used LRU and least frequently used LFU, have been applied over the distributed versions of the streaming algorithms.
4. A comparative evaluation with the baseline of the two algorithms on two data sets has been conducted showing the superiority of our approach not just in the processing speed and memory consumption but also in the improved online recall (accuracy). Our experiments show online recall improvement by 40% with more than 50% less memory consumption.

The rest of this paper is organized as follows. Background about the problem formulation and CF is given in Section 2. Related work on distributed recommender systems is discussed in Section 3. Our contribution of the splitting and replication technique along with adaptation of ISGD \( \text{[5]} \) and item Cosine similarity \( \text{[6]} \) are detailed in Section 4. Section 5 describes the evaluation setup and details the experimental results of our technique. Finally, conclusions and outlook to future work is communicated in Section 6.

2. Background and Preliminaries

In general, recommender systems can be categorized according to the type of data used to train them. There are three broad classes of such systems: content-based \( \text{[7]} \), collaborative filtering \( \text{[8]} \), and knowledge-based \( \text{[9]} \) systems. Nevertheless, some systems can use hybrid approaches combining two or more of the basic models \( \text{[1]} \). In this paper, we are interested in collaborative filtering approaches as they utilize users and community ratings without the overhead of representing items nor the knowledge background of the users.

Collaborative filtering Assumes that the system has \( n \) users and \( m \) items and the rating matrix representing the rating from user \( u \) to an item \( i \) is \( R^{n \times m} \). Rows in \( R \) represent the users and the columns are the items while the intersection between them is the rating \( r_{ui} \). \( R \) is very sparse matrix as users usually rate a small subset of the items and likewise, an item is rated by a very small subset of users \( \text{[1]} \). CF goal is

\[ \text{Reference has been removed due to double-blind restriction} \]
to predict the ratings of all the missing items to then recommend the items with high predicted ratings. CF can be further classified into neighborhood-based and model-based methods. Neighborhood-based methods depend on finding similarity between users or items. Model-based methods apply machine learning techniques to learn a model from the rating matrix. In general, neighborhood methods outperform model-based methods when learning from sparse rating matrices [1]. Moreover, neighborhood methods are simpler to implement and this is more convenient in an online (streaming) setup. Thus, in the rest of this paper we are focusing on neighborhood methods.

The problem of learning from the rating matrix for neighborhood CF methods can be reduced to a common optimization problem of low-rank matrix factorization [10, 11]. Starting with the low-rank matrix factorization, a loss function \( L \) is characterized to minimize the cost of errors which implies to minimize the square of the differences between the real ratings \( R_{nm} \) and the expected ratings \( \hat{R}_{nm} \):

\[
L = \min U, I. \sum_{(u,i) \in D} (R_{ui} - U_u \cdot I_i)^2 + \lambda (\|U_u\|^2 + \|I_i\|^2)
\] (1)

The second term in the loss function, Equation 1 is the L2 regularization term that is added to eliminate overfitting, whereas \( \lambda \) is the regularization parameter. Since the optimization problem to solve Equation 1 is non convex, traditional convex optimization methods do not work. Many approaches have been proposed to solve this problem like alternating least squares(ALS) which minimizes the loss function by alternating between fixing the users’ vectors \( U_u \)'s or items’ vectors \( I_i \)'s. While one of them is fixed the other one can be solved using the least-squares problem. Stochastic gradient descent SGD [12] is another approach to tackle the minimization of the loss function \( L \). SGD iterates over each rating \( r_{ui} \) seeking to estimate the predicted error \( \hat{e}_{ui} \) by firstly initializing the matrix by random numbers. Then, SGD calculates the error resulting from the prediction:

\[
e_{ui} = r_{ui} - U_u \cdot I_i^T
\] (2)

Iteratively, SGD iterates to minimize the prediction error companion to its sequences of updates to the users vectors (Equation 3) and items vectors (Equation 4) with learning rate \( \eta \) until computation converges.

\[
U_u := U_u + \eta (err_{ui} \cdot I_i - \lambda U_u)
\] (3)

\[
I_i := I_i + \eta (err_{ui} \cdot U_u - \lambda I_i)
\] (4)

In a streaming setup, iterating over all data points until convergence is not possible to due both the unbounded nature of the stream as well as the huge latency implied by iteration. Vinagre et al. [5] proposed ISGD as an incremental matrix factorization algorithm that is based on SGD. For every received user-item rating, ISGD updates the model. So this algorithm overcomes the first two challenges mentioned in Section 1.

Apart from matrix factorization, the core of neighborhood-based methods is to define a similarity measure among users or items. One of the most widely used similarities
metrics is Cosine similarity in the range $[0, 1]$ where values are proportional to similarity [Equation 5]. Vectors $\vec{i}$ and $\vec{j}$ can represent users or items respectively.

$$Sim(\vec{i}, \vec{j}) = \frac{\vec{i} \cdot \vec{j}}{||\vec{i}|| \times ||\vec{j}||}$$

(5)

where $||\vec{i}||$ is the Euclidean norm of vector $i$

The incremental Cosine similarity algorithm, which is proposed in [6], has been adopted in this work. The authors adapted the Cosine similarity metric for calculating the items' similarities and the estimated rate for introducing incremental recommendation for implicit feedback. The authors divided the calculation of similarity score of item pairs that can be naturally incremented as shown in Equation 6.

$$Sim(ip, iq)' \leftarrow \frac{\sum_{u \in U} \min(r_{up}, r_{uq}) + \Delta \min(r_{up}, r_{uq})}{\sqrt{\sum r_{up} + \Delta r_{up}} \sqrt{\sum r_{uq} + \Delta r_{uq}}}$$

(6)

where $Sim(ip, iq)'$ is the similarity after considering a new received rating interaction, e.g. $r_{up}$. To estimate the rating for the unseen items for each user which is given by the weighted average rating of the top $k$ similar items rated before by the user (item’s neighbors), the estimated rating can be calculated as per Equation 7 where the $N^k(ip)$ is the item's neighbors.

$$\hat{r}_{u,p} = \frac{\sum_{i_q \in N^k(ip)} \text{sim}(ip, iq) r_{u,i_q}}{\sum_{i_q \in N^k(ip)} \text{sim}(ip, iq)}$$

(7)

Cosine similarity and ISGD have been adopted in our work to make them scalable, more details are given in Section 4.

3. Related Work

Many distributed (scalable) approaches have been proposed for batch (offline) recommendation algorithms. Low-rank matrix factorization is the preponderant among them. A core challenge in such distributed approaches is how to split the enormous matrix $R$. Gemulla et al. [13] proposed a way to partition $R$ by dividing it into $d$ blocks called stratum where their column and rows do not overlap and permute over the entire matrix by $\pi$ permutations. Sebastian Schelter et. al [14] have proposed another approach to distribute the computation of SGD; the authors adapted the parameter server architecture [15] to run SGD in that setting. In that approach, factorized matrices $U$ and $I$ are divided over computing nodes in a cluster, naming them the parameter nodes and the same for the input data $R$ is distributed over machines representing the learner machines in the architecture. For each record in $R$, each learning machine is responsible for fetching the needed vectors from the parameter machine to update them and write them back on the parameters machines. The authors adapted the architectures to minimize the communication between nodes by partitioning $R$ first by the key of user. So, when updating $U$ or $I$, one of them turns to be local. The parameter server architecture suffers from the overhead of managing locking made on vectors when being updated by the learners. To avoid this overhead, a parallelization scheme called HOGWILD! is proposed.
HOGWILD!’s authors proved that SGD can be run in parallel without locking if most updates affect non-overlapping parts of the model, i.e., different cells of $R$.

In the literature, there is no much work on online (streaming) RS. Agrarwal et al. [17] partially address the problem of online training recommender systems by first initializing the model in an offline setting and then use it for prediction and updating the model in an online setting. For fully online training and prediction, Papagelis et al. [18] have adapted the Pearson correlation similarity metric to work incrementally by updating the value between users when a new rating comes in the user-user similarity matrix while the last values of similarities are kept in the memory. Another approach [19] computes user similarity based on the tally of items rated by each user kept in matrix $F$, which can be incremented for streaming scenarios. The square matrix $F$ describes user-user similarity. StreamRec is proposed in [20] as an online recommender system using Cosine similarity between user vectors. Zaouali et al. [21] utilize Jaccard similarity between users which can be incrementally computed by nature. All of the mentioned approaches can be modified to calculate item-item similarity. Online low-rank matrix factorization approaches have also been proposed. Most of them utilize SGD as it can be adapted to be incrementally calculated. Vinagre et al. [5] propose ISGD, we have discussed ISGD in Section 2. Xiangna et al. [22] propose an online matrix factorization algorithm eALS capitalizing on the Alternating Least square ALS matrix factorization algorithm [10]. In addition, the authors propose optimization techniques to tackle the expensive computations by reducing the missing ratings depending on item’s popularity. These approaches maintain the model on a single machine, i.e., no-distributed processing.

Offline (batch) distribution techniques of the rating matrix $R$ are not applicable in an online (streaming) context, as they assume that the size of $R$ is known beforehand. In the streaming context, the overall matrix $R$ is changing as new ratings may introduce new rows, columns, or both in $R$. Muqeeet et al. [24] propose an approach to tackle the challenge of the changing size of $R$ by utilizing the master-slave architecture. The master node doles out blocks from $R$ dynamically to the free workers and locks all the other blocks dependent on rows or columns related to the working block. After the worker finishes the processing, the worker conveys back to the master node to free the locked blocks. Another responsibility of the master is to route the user-item ratings to the workers that need them. Consequently, the training samples are distributed over workers. Additionally, the matrices $U$ and $I$ are distributed over data stores called matrix stores. Obviously, embracing locking can lead to deadlocks in addition to the processing and memory overhead of maintaining locks.

TencentRec [6] is an online distributed approach for item-based collaborative filtering that is developed by Tencent corporation. TencentRec is implemented on top of Apache Storm [24]. TencentRec adapts Cosine similarity metric to work incrementally. However, the user-item rating history is maintained in a shared centralized state (memory). We follow a similar approach for computing the similarity in a distributed way. Yet, we also distribute and replicate the state to faithfully follow a shared-nothing architecture. We give more details in the next section.

4. Splitting and Replication of User-Item Rating

In this section, we describe our approach to address the scalability requirements for an online recommender system. We benefit from the shared-nothing architecture on
which modern distributed data processing system, i.e. big data systems, are built. The scalability feature of such systems is to partition data into disjoint splits where each split is processed by a separate node (worker). However, for recommender systems, it is necessary to learn from the ratings of similar users or to learn about similar items. In this case, a pure partitioning limits the learning opportunities for a recommender system and thus reduces the chance of offering interesting items to users. To combat this limitation, we introduce a factor of replication of item and user vectors. This replication will allow some of the vectors to be present on more than one worker. In this case, each worker can still learn from local information without need to synchronize with other workers. We call our approach Splitting and Replication. Our approach is further motivated by the observation that incremental stochastic gradient descent can run in parallel without locking if the predominance of the updates undergoes minor modification to the model. This has been analyzed and proved in [16]. Figure 1 shows how our approach fits in the processing pipeline of a stream of ratings.

Figure 2 shows the inner working of our approach. The input for the Splitting and Replication mechanism is a stream of ratings’ interactions in tuples format \((\text{user}, \text{item}, \text{rating})\). To control the number of splits and replications, we use the hyperparameter \(n_c\) which is the number of the workers in the cluster and replication factor \(n_i\). Partitioning based on either the user or the item only is not possible, because streaming recommen-
dation algorithms should be updated incrementally with the new coming records, and a
user’s representation i.e. vector of every user and item’s representation (vector) should
be both accessible to the worker to apply the learning algorithm. If the stream is parti-
tioned by the user only, all the items that are being rated can reside on a single worker
in the cluster, and likewise, if the partitioning was based on items only. The splitting
and replication mechanism comes over the aforementioned problem by partitioning by
the pair of the user and item (user,item) as the partitioning key with allowing replica-
tion of user and items without synchronization. The main objectives of the mechanism
are guaranteeing that each user-item pair hits only one node and controlling the size of
partitions to guarantee scalability. Replication is a by-product as several items can still
appear on the same worker as they will be associated with other users. Likewise, several
users will appear on the same worker. Once the user rating has been directed to a worker,
it is used by an incremental recommender algorithm to both generate a recommendation
and to update the recommender model maintained by the algorithm.

Algorithm 1 Rating routing

\textbf{Input:} a tuple of \((u,i,r)\) of ratings, \(n_c\) the number of nodes,
\(n_i,w\) control the replication

\textbf{Output:} key the worker identifier to which the rating tuple is routed

\[ n_{ciw} \leftarrow \frac{n_c}{n_i} + w \]

\texttt{itemsWorkersCandidatesList} \leftarrow \phi

\texttt{usersWorkersCandidatesList} \leftarrow \phi

\texttt{itemHash} \leftarrow i \text{ modulo } n_i

\texttt{userHash} \leftarrow u \text{ modulo } n_{ciw}

\textbf{for} \(x = 0 \ldots n_{ciw}\) \textbf{do}

\texttt{itemsWorkersCandidatesList} = \texttt{itemsWorkersCandidatesList} \cup \{\texttt{itemHash} \ast \n_{ciw} + x\}

\textbf{for} \(y = 0 \ldots n_i\) \textbf{do}

\texttt{usersWorkersCandidatesList} = \texttt{usersWorkersCandidatesList} \cup \{\texttt{userHash} +
(y \ast n_i) + w\}

\texttt{key} \leftarrow \texttt{itemsWorkersCandidates} \cap \texttt{usersWorkersCandidates}

\textbf{return} \texttt{key.first}()

The splitting and replication mechanism routes the user-item ratings to worker nodes.
First, it distributes the stream over \(n_c\) workers in the cluster while the pair can reside
on just a single node. The mechanism replicates the representation of users and items
over cluster nodes based on replication factor \(n_i\). The replication here does not imply
that they share the same values nor are they synchronized. But, it means that the
replication of belonging, for instance, two vectors on different nodes can represent the
same user. Yet, each vector of them is calculated separately based on the neighborhood
of interactions within the same node as shown in figure 2.

In many cases, the number of items is considerably smaller compared to the number of
users. This encourages us to manage the splitting by replicating the items’ representation
over the nodes more than or equal to users’ representation, and that can be controlled
through mechanism’s parameters. Hence, the items matrix can be divided into \( n_i \) splits. As a constraint for gaining the best possible scalability from the algorithm to utilize all the available workers, the number of workers in the cluster \( n_c \) should be equal to \( n_i^2 + w \cdot n_i \), where \( w \in \mathbb{N}_0 \). For example, if \( n_i = 2 \), the items’ state ought to be split into two halves and each half should be stored on half of the nodes while the users’ state is partitioned over \( n_c/2 \) of the nodes. The \( n_c, n_i, \) and \( w \) are parameters for splitting and replication mechanisms so, they are the knobs to control the replication factor with respect to the nature of every use case. For accomplishing the previously mentioned partitioning, a generated key is assigned to the received tuple of the stream to ensure that the representation of the user/item pair is directed to only one worker, the key is produced through three primary steps, firstly every item is hashed using modulo \( n_i \) and each user is hashed using modulo \( n_c/n_i + w \), the yield of the hashing is utilized as a seed to generate the candidates’ workers ids that the user or item may reside. The candidates’ workers are generated through the accompanying formulas shown in Algorithm 1. The last step to get the key, which is utilized for directing the tuples to the workers, is to get the common key in the generated lists and how guaranteeing a single worker by pair coming from two main considerations.

In the following subsections, we adapt two incremental algorithms to work with our splitting and replication mechanism. Namely, in Section 4.1, we adapt ISGD for matrix factorization and make it distributed. Similarly, in Section 4.2, we develop a distributed version of the incremental Cosine similarity.

### 4.1. Distributed Matrix Factorization

DISGD is the proposed algorithm utilizing the Splitting and Replication mechanism for accomplishing the scaling of ISGD. Coming to ISGD, it is the adapted version of the SGD algorithm, it works incrementally, and updates itself using only the recent event coming from the stream of ratings. Compared to SGD, ISGD has two primary differences. First, it proceeds with a single pass over the available data. Second, it manages just a positive Boolean rating matrix. Thus, the error is measured by \( \text{err}_{ui} = 1 - \hat{R}_{ui} \). For every received user-item rating, ISGD re/calculates user and item vectors as per equations 3 and 4 where \( \eta \) is the gradient step size. DISGD parallelizes ISGD as shown in Algorithm 2. Basically, the newly received rating tuple is routed to a worker where the respective user and item vectors on that worker are updated in an incremental fashion.

### 4.2. Distributed Incremental Cosine Similarity

Distributed Incremental Cosine Similarity (DICS) has utilized the modified Cosine similarity metric proposed by TencentRec \[6\] as described in Section 2. The application of our Splitting and Replication mechanism on top of the incremental Cosine similarity is described in Algorithm 3. Each worker memory (state) contains \( \text{pairCount} \) of every pair of items on the worker and the user-item rating history is saved in the form of a hash table where the key is the user identifier and the value is the list of rated items per user. Upon receiving a user-item rating, it is first routed to the target worker. On that worker, based on the saved user’s history rated items, the estimated ratings for unrated items by user are calculated as per Equation 7. This estimate is used in the next step to generate the top-N recommendation list for the user. Next, the algorithm updates all the related rated items by the user and all the items’ pairs similarities which contain the current item.
Algorithm 2 DISGD

**Input:** a stream $S$ of $⟨u,i,r⟩$ ratings, $N$ size of recommendation list, $λ, η$ to control learning for SGD, $n_i$ replication factor, and $k$ the number of latent features

**Output:** Top $N$ recommendation list

$n_c ← n_i^2 + w$

for each $s ∈ S$

  $key ← generateKey(s,n_i,n_c,w)$

  Forward $s$ to worker $key$

  On the receiving worker $key$ of $s$ do:

  for each $p ∈ I$

    if $p ∉ user’s rated items$ then

      $r_{up} = U_u.I_p^T$

      emit $⟨u,Top N recommendation list⟩$

    if $s.u ∉ Rows(U)$ then

      $U_u ← Vector(size : k)$

      $U_u ∼ N(0,0.1)$

    if $s.i ∉ Rows(I)$ then

      $I_i ← Vector(size : k)$

      $I_i ∼ N(0,0.1)$

    $err_{ui} ← 1 - U_u.I_i^T$

    $U_u ← U_u + η(err_{ui}.I_i - λU_u)$

    $I_i ← I_i + η(err_{ui}.U_u - λI_i)$

Algorithm 3 DICS

**Input:** a stream $S$ of $⟨u,i,r⟩$ ratings, $N$ size of recommendation list, $n_i$ replication factor, and $k$ the number of latent features

**Output:** Top $N$ recommendation list

$n_c ← n_i^2 + w$

for each $s ∈ S$

  $key ← generateKey(s,n_i,n_c,w)$

  Forward $s$ to worker $key$

  On the receiving worker $key$ of $s$ do:

  for each $p ∈ I$

    if $p ∉ user’s rated items$ then

      calculate $r_{up}$ as per Equation

      emit $⟨u,Top N recommendation list⟩$

    for each item pair $∈ items’ pairs$

      update $sim(i_p,i_q)$ as per Equation
5. Evaluation

In this section, we discuss the evaluation of the Splitting and Replication mechanism against baseline centralized approaches. The justification of system selection for our approach is given in Section 5.1. The experimental setup and evaluation metrics are discussed in Section 5.2. Finally, evaluation results are discussed in Section 5.3.

5.1. System Selection and Implementation

To develop a proof of concept of our approach, we have investigated the top three open-source distributed stream processing systems: Apache Storm [24], Apache Spark [25], and Apache Flink [3]. As indicated in [6], Storm is built with no support for stateful computations. In our case, state is holding the rating matrix $R$. State has to be partitioned across nodes in the distributed system. On the other hand, both Spark and Flink support distributed stateful computations on data streams. However, Spark has two limitations. First, it has limited support for application developers to work with stateful computations outside the predefined APIs. Second, it works with so-called micro-batches. That is, it emulates stream processing by processing a small number of received items at a time. On the other hand, Flink is a native stream processing engine that allows element-by-element processing. Moreover, it gives a rich set of APIs to manage the distributed state by application developers [26]. Flink streaming engine outperforms the other engines in terms of latency [27, 28]. For these reasons, we realized our splitting and replication mechanism on top of Apache Flink, namely version 1.8.1.

5.2. Setup and Evaluation Metrics

Our evaluation is based on comparing the baseline (single machine) implementation of the ISGD and Cosine similarity with the distributed approach achieved by applying our splitting and replication mechanism. For the distributed setup, we deployed Flink on a cluster that comprises three nodes with 96 cores each. Each core is running at 2.3 GHz with 30 GB of main memory on each node. All the single-node solutions are implemented on top of Apache Flink with a configuration to run on a single core. For reproducibility purposes, all the implementation and experiments are publicly available on GitHub 2.

The traditional approach of evaluating batch recommender systems is by splitting the dataset into training and testing parts [1]. Collaborative filtering algorithms are trained on the training part of the data, whereas the unseen testing part is used to update the model until convergence. Unfortunately, the aforementioned evaluation scenario is not applicable in the (online) streaming scenario. That is because, data are theoretically unbounded. Hence, the splits into training and testing cannot be applied. Additionally, each data element on the stream, a user-item rating in our case, should be processed once to update the model and to give recommendations. Moreover, it is quite challenging to compensate for the real bias due to the recommendation list presented to the users as the user’s behaviors are affected directly by what is recommended and it is more probable to interact with what the user sees. For these challenges, we adapt prequential evaluation proposed in [29, 2]. Prequential evaluation is used in evaluating

https://github.com/heidyhazem/DSRS
online machine learning algorithms. We adapt it to evaluate the performance of online recommender systems. Namely, we adapt it to measure the recall of recommendations (Algorithm 4). The prequential evaluation using recall works as follows: for every coming rating \((\text{user}, \text{item}, \text{rate})\), it is used first for generating top-N recommendations. Online recall returns 1 if the item is within the top-N recommendations, otherwise it is 0. Then, the item is used for training.

In addition to using recall for measuring the accuracy of the recommender algorithms, we compare latency, throughput and memory overhead of the different configurations. For the prequential evaluation we set \(N = 10\). We compute a moving average of recall over a window of 5000 elements, i.e., user-item ratings. All the algorithms’ hyper-parameters have been selected by optimizing the first 20% of the datasets (handling the cold startup problem [30, 31]).

For our distribution approach, we configured the replication factor \(n_i \in \{2, 4, 6\}\) and the number of the workers is the least possible \(n_c = n_i^2\) configuration to obtain the benefit from the splitting and replication technique. Hence, the corresponding \(n_c \in \{4, 16, 36\}\) workers.

To cope with the unboundedness of data streams, we have employed techniques from cache management [32] to control the growth of the partitions of the rating matrix \(R\) held by each node in the cluster. Namely, we employ least frequently used (LFU) and least recently used (LRU) techniques. We refer to them as forgetting techniques. We measure their effect on the memory size, the number of entries in \(R\). We do not measure the memory in bytes, as this is tricky with Flink [28]. Rather, we provide two visualizations. The first shows the distribution of count frequencies for items and users. The second shows the evolution of users/items count over the time. The forgetting techniques have two main parameters the first one is the trigger threshold parameter that defines when the scanning should be triggered and the second parameter is the controller parameter to define which items/users should be deleted. The trigger threshold parameter in LFU in the experiments has been defined by a certain count of records \(c\) so, after processing every \(c\) records the scan starts while in LRU has been defined by a certain time \(t\) so, after \(t\) time the scan starts. The controller parameter in LFU is the frequency of item is requested or count of users’ requests towards items. The controller parameter in LRU is a threshold for the difference between the current time and last timestamp for user/item. For the sake of studying the effects of the forgetting techniques, LRU’s parameters are chosen.
to get the best recall while LFU’s parameters are optimized to get the least memory consumption.

In this work, two datasets have been used for evaluation purposes. The first dataset is the Movielens 25M3. The second dataset is the Netflix Prize dataset4 which is widely used in benchmarks [33, 34]. Both datasets’ ratings are on an ordinal scale from 1 to 5 stars. Preprocessing steps have been applied to the datasets. First, the datasets have been ordered ascending based on the timestamp for emulating the streaming data. Second, since the central online algorithms are working only on binary ratings, positive feedback only is considered from the data sets. For this, we have filtered out the feedback of fewer than 5 stars. The datasets’ characteristics after filtering are reported in Table 1.

| Dataset          | Ratings | Users  | Items | avg ratings/user | avg ratings/item | Sparsity     |
|------------------|---------|--------|-------|------------------|-----------------|--------------|
| MovieLens-25M    | 3612474 | 155002 | 27133 | 23.3             | 133              | 99.91%       |
| Netflix          | 4086048 | 394106 | 3001  | 10.6             | 1361.5           | 99.65%       |

Table 1: Datasets characteristics after filtering

5.3. Results
5.3.1. DISGD

In this section, we discuss the evaluation of DISGD compared to the central version ISGD as the baseline. The D/ISGD hyperparameters values used in equations 3 and 4 are as follows, $\lambda = 0.01$, $\mu = 0.05$, and the latent feature $k = 10$.

![Figure 3](https://grouplens.org/datasets/movielens/)  
**Figure 3:** Moving average Recall@10 for ISGD (central) and DISGD for different $n_i$

![Figure 3](https://www.netflixprize.com/leaderboard.html)

Figure 3 captures the recall performance over time for the different $n_i$ configurations. Obviously, the splitting and replication mechanism dramatically improves the recall for both datasets over the centralized ISGD. The average recall is enhanced from 3% to more than 40% based on the $n_i$ and the dataset. Empirically, there is a direct positive correlation between the recall and $n_i$.

The DISGD memory distribution for different $n_i$ is plotted in Figure 4. Although our approach admits some replication of values across nodes, the overall size of respective

3 https://grouplens.org/datasets/movielens/  
4 https://www.netflixprize.com/leaderboard.html
user and items states are almost linearly reduced as we distribute the work over more nodes. For instance, the case of the MovieLens data set, the state for users representation (Figure 4a) reaches the maximum size of 155K as reported in Table 1. With our splitting and replication mechanism, the user’s state size is appreciably lessened while increasing \( n_i \), the mean of the distribution for \( n_i = 2 \) is dropped to around half, and for \( n_i = 4, n_i = 6 \), the mean equals 23% and 15% of central configuration users’ state mean respectively. Regarding items’ state reduction (Figure 4b), it also drops obviously with increasing \( n_i \). The mean of items’ state distribution drops to 43%, 19%, 12.9% of the mean of the central configuration items’ state for \( n_i = 2, 4, 6 \) respectively which indicates the great gain obtained from the splitting and replication mechanism and this can be extended with increasing \( n_i \) or enlarging \( w \) to better distribute the users’ state. The same pattern of state size drop can be observed for the Netflix users state (Figure 4c) and items state (Figure 4d) respectively.

As stated earlier, to control the expected unlimited growth of users and items states in a production setting, we employed LFU and LRU as means to forget respective user/item vectors from the state (memory) of the workers. Figure 5 shows the effect of the respective techniques on the recall for the two data sets. Obviously, the recall is still better than the centralized approach. Surprisingly, by comparing respective figures to the non-forgetting configuration, e.g. comparing figures 5a and 5b to Figure 3a, we can observe that the forgetting techniques have enhanced the recall. Albeit being a slight enhancement, this shows how forgetting old user taste to items can enhance the prediction, possibly because
Figure 5: The effect of applying forgetting techniques on Recall@10 for ISGD (central) and DISGD for the different $n_i$ values of concept drift occurrence, in addition to the control of memory growth. In particular, LRU leads to better recall compared to LFU. The same can be observed for the Netflix data set, figures 5c and 5d.

Figure 6: Comparison of the effect of LFU and LRU on Recall@10 for ISGD (central) and DISGD for the different $n_i$ values.

A closer look comparing the recall performance with and without using forgetting techniques using different $n_i$ configurations is plotted in Figure 6. It is clear that LRU
performs better than LFU while LFU’s recall sometimes drops below central and LRU and this behavior can be observed in figures 6d and 6e with \( n_{i} = 2, 4 \) for Netflix dataset. This can be explained by the aggressive forgetting parameters tuning applied on LFU. So, there is a trade-off between gaining performance with flushing obsolete data but it is up to limit after that the accuracy starts to drop.

Figure 6: Comparison of the effect of LFU and LRU on Recall@10 for ISGD (central) and DISGD for the different \( n_{i} \) values

Figure 7: The effect of applying forgetting techniques on memory distribution for MovieLens data set

Figure 6: Comparison of the effect of LFU and LRU on Recall@10 for ISGD (central) and DISGD for the different \( n_{i} \) values
As forgetting techniques are mainly employed to control the memory consumption growth, Figure 7 shows the effect of LRU and LFU on the memory distribution for the MovieLens dataset. For $n_i = 2$, the mean of the users’ distribution falls down to 0.071 and 0.025 of the $n_i = 2$ users’ state mean for LRU and LFU respectively. Likewise, the items’ state drops to 0.428 and 0.13 of $n_i = 2$ items’ state mean for LRU and LFU. For replication factor $n_i = 4$, the mean of the users’ distribution drops to 0.118 and 0.019 of the users’ state mean for LRU and LFU respectively whereas the items’ state drops...
to 0.39 and 0.18 of items’ state mean. More gain with $n_i = 6$ as the mean of the users’ distribution comes down to 0.42 and 0.034 of the users’ state mean for LRU and LFU respectively and 0.21 of $n_i = 6$ items’ state mean.

Figure 8 shows the throughput of centralized ISGD against the DISGD under all configurations discussed for $n_i$ with and without applying forgetting techniques. The DISGD throughput for Movielens has been improved around 38 times compared to ISGD for $n_i = 2$ with LFU. The best improvement for $n_i = 4$ occurs with LRU where it has been enhanced 139 times over ISGD. The best throughput recorded for $n_i = 6$ happens with LFU where the throughput has been improved 461 times against ISGD throughput. The same enhancement behavior can be captured with the Netflix dataset where the best throughput has been enhanced 25, 86 and 241 times over ISGD throughput for $n_i = 2$, $n_i = 4$, and $n_i = 6$ with LFU respectively.

5.3.2. DICS

In this section, we discuss the evaluation of the incremental Cosine similarity calculation in the central case (the baseline) compared to the distributed version obtained by applying our splitting and replication mechanism. The flow of experiments is similar to that of Section 5.3.1.

![Figure 9](image)

Figure 9: Moving average Recall@10 for Cosine similarity central/distributed for the different $n_i$ values

Similar to DISGD, the application of the splitting and replication mechanism makes improvements for the recall. This is shown in Figure 9. However, the scale of improvement is not the same as in DISGD. This is attributed to the nature of the recommendation approach. For the Movielens dataset (Figure 9a), the distributed approach starts to have gains over the baseline with $n_i = 6$. For the Netflix dataset (Figure 9b), the gain is observed starting from replication factor $n_i = 2$. In general, the average recall is enhanced from 3% to more than 40% depending on the replication factor $n_i$ and the dataset. Again, it is demonstrated empirically that there is a positive correlation between the recall and $n_i$.

The central version with the ML25M dataset has been left to process the data for 11 days and it has just processed 8356 records so the job was killed. Applying our splitting and replication mechanism, the jobs completed successfully. As a consequence of incomplete processing of data for the central configuration, we do not report memory consumption and other aspects for the rest of the experiments.
Moving to study how memory consumption distribution looks like, Figure 10 plots these distributions for users and items vectors for the Movielens and Netflix data sets respectively. For the Movielens dataset, the user’s state size (Figure 10a) is considerably reduced as $n_i$ increases. The mean of users’ state distribution dropped from 30897.85 for $n_i = 2$ to 18928.42 for $n_i = 4$ and to 12530.09 for $n_i = 6$. The mean of items’ state (Figure 10b) goes from 2765.174 to 1813.77 and to 1234.08 for $n_i = 2, 4, 6$ respectively. The same reduction behavior can be observed for the Netflix dataset. The mean of users’ state distribution (Figure 10c) drops from 96115.62 to 38983.9 and to 22787.59 whereas the items’ state distributions (Figure 10d) means are reduced from 1227.12 to 591.92 and to 386.11 for $n_i = 2, 4, 6$ respectively.

Next, we report about the effect of applying forgetting techniques on recall and memory consumption. Figure 11 plots the effect of applying the two different forgetting techniques for the different replication factors. It is important to remind that for the Movielens data set, we do not plot data for the central configuration as it did not complete. Other than that, the forgetting techniques can accomplish acceptable recall compared to the non-forgetting version.
Figure 11: The effect of applying forgetting techniques on Recall@10 for Cosine similarity central and distributed for the different $n_i$ values
Figure 12: Comparison of the effect of LFU and LRU on Recall@10 for the distributed Cosine similarity for the different $n_i$ values.

Figure 12 provides a one-to-one comparison of LFU and LRU for the different replication factor configurations. The impact of the aggressive forgetting represented in LFU led to a considerable loss in the recall like in figures 12e and 12f although it achieves better results in figures 12a and 12d for $n_i = 2$ for Movielens and Netflix datasets. This can be explained as: increasing the parallelism leads to a smaller share of state for each worker, even with the replication, makes the recall more sensitive to the removal of items from the state by applying LFU.

Overall, splitting and replication along with forgetting techniques have a positive impact on not only the memory consumption but also the recall of the recommender algorithms. However, the magnitude of the gain is different among the algorithms. DISGD benefits more in the improvement of the recall compared to DICS. This is inherent to the
nature of the algorithm. It is out of scope for this paper to study why there is difference in recall improvement.

Figure 13 shows the effect of LRU and LFU on the memory distribution for the Netflix dataset for DISC. For \( n_i = 2 \), the mean of the users’ distribution falls down to 0.071 and 0.025 of the \( n_i = 2 \) users’ state mean for LRU and LFU respectively. Likewise, the items’ state drops to 0.428 and 0.13 of \( n_i = 2 \) items’ state mean for LRU and LFU. For replication factor \( n_i = 4 \), the mean of the users’ distribution drops to 0.118 and 0.019 of the users’ state mean for LRU and LFU respectively whereas the items’ state drops
to 0.39 and 0.18 of items’ state mean. More gain with \( n_i = 6 \) as the mean of the users’ distribution comes down to 0.42 and 0.034 of the users’ state mean for LRU and LFU respectively and 0.21 of \( n_i = 6 \) items’ state mean.

Figure 14 shows the throughput of centralized incremental Cosine similarity against the DICS under all configurations discussed for \( n_i \) with and without applying forgetting techniques. Overall, splitting and replication improves the throughput six orders of magnitude in the case of the Movielens dataset. For the Netflix dataset, there is about one order of magnitude gain. Forgetting techniques still make improvements on the throughput, however, not with the same scale as is achieved with DISGD. This is due to the inherent slowness in the incremental Cosine similarity. The nature of the algorithm stores complex structures in the state, with each item, we store a list of similar items. So, when removing items, we have to iterate and remove relevant items as well. So, the gain of throughput due to splitting is wasted in iterating over the items in memory. The tuning of LFU parameters to forget faster has amplified the loss in throughput due to the frequent invocation of the forgetting procedure.

6. Conclusion and Future Directions

In this work, splitting and replication mechanism has been proposed to make streaming recommender systems scalable. The mechanism’s capability has been studied with two different streaming algorithms ISGD and incremental Cosine similarity and has been applied on two different datasets Netflix and Movielens25M. To cope with stream unboundedness, forgetting techniques, namely Least Recently Used (LRU) and Least Frequently Used (LFU) have been applied as well. The proposed mechanism has adopted the shared-nothing architecture. It has been implemented using Flink APIs. The proposed mechanism adds an edge to the streaming algorithms to overcome the locking and synchronization problems implied by the need to synchronize model parameters while learning from the stream of data. The scalability of the algorithm has been tested in addition to the quality of the streaming recommender algorithms and the results show that the algorithms operate well in distributed environments. The quality of the distributed recommender systems has been assessed using incremental recall in the context of prequential evaluation. the splitting and replication mechanism is able to scale the
streaming recommender systems and the enhancements are not limited to parallelization only but extend to the recommender systems’ accuracy in terms of recall.

Albeit the preliminary results show the power of the mechanism, further improvements can be added in future. During our experiments, we observed skewness of data distribution. The data distribution change might lead to skewness in the load on workers. Load rebalancing techniques already exist in the literature, however, the effect of moving/merging state on the performance of the algorithm is unknown and is an interesting subject for our future work. Additionally, the splitting and replication mechanism can be tested with other streaming recommender algorithms and with different forgetting techniques like sliding window and gradual forgetting. These are also interesting directions for future work.
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