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ABSTRACT
We show convergence of the gradients of the Schrödinger potentials to the (uniquely determined) gradient of Kantorovich potentials in the small-time limit under general assumptions on the marginals, which allow for unbounded densities and supports. Furthermore, we provide novel quantitative stability estimates for the optimal values and optimal couplings for the Schrödinger problem (SP), that we express in terms of a negative order weighted homogeneous Sobolev norm. The latter encodes the linearized behavior of the 2-Wasserstein distance between the marginals. The proofs of both results highlight for the first time the relevance of gradient bounds for Schrödinger potentials, that we establish here in full generality, in the analysis of the short-time behavior of Schrödinger bridges. Finally, we discuss how our results translate into the framework of quadratic Entropic Optimal Transport, that is a version of SP more suitable for applications in machine learning and data science.

1. Introduction
The Schrödinger problem (SP) as introduced by E. Schrödinger himself in the seminal work [1] consists in finding the most likely evolution of a cloud of independent Brownian particles between two observed configurations. When the two observation times are very close, SP converges in a suitable sense to the optimal transport (OT) problem. This connection was first understood by Mikami in [2] and deeply investigated thereafter. By now, researchers from diverse areas ranging from functional inequalities [3] to statistical machine learning [4], control engineering [5], and numerics for PDEs [6] find common ground on the study of SP.

In its classical formulation, given two probability measures $\mu, \nu$ (i.e. the two observed configurations), SP consists in

$$\text{minimize } \mathcal{H}(\pi|R_{0,T}) \text{ under the constraint } \pi \in \Pi(\mu, \nu),$$

where $R_{0,T} \in \mathcal{P}(\mathbb{R}^{2d})$ denotes the heat kernel $R_{0,T}(\text{d}x\text{d}y) \propto \exp(-|x-y|^{2}/2T)\text{d}x\text{d}y$, $\Pi(\mu, \nu)$ denotes the set of of couplings between $\mu$ and $\nu$, whereas for any two probability
measures \( p, q \) the quantity \( \mathcal{H}(p|q) \) is the relative entropy of \( p \) w.r.t. \( q \), defined as

\[
\mathcal{H}(p|q) := \begin{cases} 
\int \log \frac{dp}{dq} \, dp & \text{if } p \ll q, \\
+\infty & \text{otherwise}.
\end{cases}
\]

We postpone to Section 2 a precise definition of the relative entropy \( \mathcal{H}(\cdot|q) \) when the reference \( q \) is not a probability measure. The mathematical formulation of SP as an entropy minimization problem comes from the theory of large deviations (Sanov’s Theorem), which states that the large deviation rate function for the empirical measure of independent Brownian motions is equal to the relative entropy w.r.t. the stationary Wiener measure. Interestingly, an equivalent formulation of SP as a stochastic optimal control problem (via Girsanov’s Theorem, [7, Theorem 2]) is possible, that is, SP is equivalent to

\[
\text{minimize } \| x^P(t,x) \|^2_{L^2(dt\times dp)} \text{ among the path-probabilities } P \in \mathcal{P}([0,T],\mathbb{R}^d) \text{ s.t. } P\text{-a.s. it holds }
\]

\[
\begin{align*}
\text{d}X_t &= x^P(t,X_t)\text{d}t + \text{d}B_t, \\
X_0 &\sim \mu, \quad X_T \sim \nu.
\end{align*}
\]

The above control problem has to be understood as choosing the drift \( x^P \) that steers the system from \( \mu \) to the target measure \( \nu \) and that at the same time minimizes the cost of such deviation (i.e. \( \| x^P(t,x) \|^2_{L^2(dt\times dp)} \)). For this reason the optimizer in the above problem is usually referred to as optimal control or optimal corrector. This dynamical interpretation of SP provides also a tight connection with PDEs. Indeed, the optimal corrector is of gradient type, that is, \( x(t,x) = \nabla u_t(x) \), and \( u_t \) solves the Hamilton–Jacobi–Bellman equation

\[
\begin{cases}
\partial_t u_t + \frac{1}{2} \Delta u_t + \frac{1}{2} |\nabla u_t|^2 = 0 \\
u_T = \psi,
\end{cases}
\]

for some measurable function \( \psi \) as final condition (see e.g., [8, Proposition 6]).

Remarkably, SP is also equivalent to the entropic optimal transport problem (EOT), which is of great interest in data science and machine learning, and which amounts to

\[
\text{minimize } \int \frac{|x - y|^2}{2} \, d\pi + \varepsilon \mathcal{H}(\pi|\mu \otimes \nu) \text{ under the constraint } \pi \in \Pi(\mu,\nu),
\]

with \( \varepsilon > 0 \) being a regularization parameter. Note indeed that, in the stochastic control interpretation of SP, \( T \) plays the role of a time horizon, so that the marginals \( \mu, \nu \) are respectively observed at the times \( t=0 \) and \( t=T \). But if the time interval \([0,T]\) is rescaled to \([0,1]\), then \( T \) can be naturally interpreted as a diffusion/regularization parameter, as after algebraic manipulations it appears in (1.1) in front of the Laplacian. Hence, if \( \text{Ent}(\cdot) \) denotes the relative entropy w.r.t. the Lebesgue measure and we take into account the following identity

\[
T\mathcal{H}(\pi|R_{0,T}) - T\text{Ent}(\mu) - T\text{Ent}(\nu) - d \log(2\pi T) = \int \frac{|x - y|^2}{2} \, d\pi + T\mathcal{H}(\pi|\mu \otimes \nu) \text{ for any } \pi \in \Pi(\mu,\nu),
\]
we immediately deduce the equivalence between SP and EOT. This allows to translate
results from SP to EOT and viceversa. There are however some small differences
between the two and, perhaps more importantly, some hypotheses that are natural from
the viewpoint of particle systems, may not be so from a computational standpoint, and
viceversa. We shall elaborate more on this point at various places throughout the
article.

The present article aims at bringing some new insights on two basic questions,
namely: the convergence of the gradient of the Schrödinger potentials (the entropic
counterpart to Kantorovich potentials) in the small-time limit; and the stability of optimal
solutions with respect to variations in the marginal inputs. In a nutshell, our main
contributions are:

- Theorem 1.1, where we show under a curvature-dimension condition and a finite
  Fisher information assumption a strong $L^2$-convergence result for the gradient of
  the Schrödinger potentials (resp. Schrödinger map) to the uniquely determined gra-
dient of (any) Kantorovich potential (resp. to the Brenier map [9]). See (1.5) and
Section 1.1 for the terminology.
- Theorem 1.2, where we exhibit explicit upper bounds for the symmetric relative
  entropy between optimal plans for different sets of marginals. These stability
  bounds are expressed in terms of a weighted Sobolev norm between marginals and
  some universal constants depending on curvature lower bounds on the underlying
  manifold.

For both results, we shall provide right after their statements an extensive comparison
with the rapidly developing literature on the subject and further comments. An aspect
that, however, deserves to be pointed out at this stage is the fact that Theorem 1.1 can
be linked with the Monge-Ampère equation. Indeed, it is well-known that in $\mathbb{R}^d$ (and
under suitable assumptions that we will not detail; the reader may refer to the survey
[10]) the Brenier map is the gradient of a convex function $u$ solving

$$\det(D^2 u(x)) = \frac{\rho(x)}{\sigma(\nabla u(x))}, \quad \text{for } \mu\text{-a.e. } x,$$

coupled with the “boundary condition” $\nabla u(\text{supp}(\mu)) = \text{supp}(\nu)$, where $\rho, \sigma$ are the
densities w.r.t. the Lebesgue measure of $\mu, \nu$, respectively. This allows to state that $x - 2T \psi^T$ is an “approximated” solution to the above Monge–Ampère equation, $\psi^T$ being
the first Schrödinger potential in the pair $(\psi^T, \phi^T)$ associated with $\mu$ and $\nu$ (cf. (1.5)).

The backbone of our proof strategy are gradient estimates for Schrödinger potentials,
that we call corrector estimates in view of the above stochastic control interpretation,
since they provide contractive estimates for $\|x^p(t, x)\|_{L^2(d\rho)}$ for $t \in [0, T]$. These bounds
have been put forward in [11] to show a quantitative form of convex entropy decay
along entropic interpolations and are here proven under much weaker assumptions. So
far, corrector estimates have found applications in the proof of new functional inequal-
ities and in the study of the long-time behavior of entropic interpolations, see [11,12]
for example, and are known to be equivalent to the celebrated Bakry–Émery condition,
see [13]. However, to the best of our knowledge, the results of this article are the first
to show the interest of such bounds in the analysis of the convergence of SP toward OT, in which one has to deal with short-time limits instead of large-time limits. It is worth pointing out that the problem we consider here is the Schrödinger problem in its large deviations formulation.

Outline. We continue this introduction by presenting the main mathematical objects studied in this work. We then move to the statement of the main results, that are Theorem 1.1 and Theorem 1.2. Section 2 provides some additional background on SP, recalls some known results on the subject, and contains the proof of the aforementioned corrector estimates. Section 3 is devoted to the proof of the convergence to the Brenier map. The proof of the stability estimates is carried out in Section 4 and in its final part we show how these results can lead to new stability estimates for the quadratic entropic OT problem. Finally, we prove in Appendix A an auxiliary result on the log-integrability of measurable functions under some positive and negative $L^p$-moments, upon which all calculations made in Section 4 rely.

Setting and notation. In this work we are going to consider a generalization of the classical SP to a more abstract setting and with a non-trivial dynamics. For this reason, let us consider a weighted manifold $(M, g, m)$, where $(M, g)$ is a smooth, connected, complete (possibly non-compact) Riemannian manifold without boundary and with metric tensor $g$, and $m$ denotes the $\sigma$-finite invariant measure associated to the SDE

$$dX_t = -\nabla U(X_t) \, dt + \sqrt{2} \, dB_t,$$

(1.2)

that is, $dm(x) = e^{-U(x)} \text{vol}(dx)$, where $U$ is a $C^2$ potential and $B_t$ denotes a standard Brownian motion on the Riemannian manifold $(M, g)$. By $d$ we shall denote the geodesic distance induced by $g$, so that we will more often refer to $(M, d, m)$ rather than to $(M, g, m)$.

Let $R_{0,T}$ denote the joint law at time 0 and $T$ of the solution of the previous SDE started at its equilibrium measure $m$ and denote its density by $p_T = \frac{dR_{0,T}}{d(m \otimes m)}$. Then, for any two probability measures $\mu, \nu \in \mathcal{P}(M)$ the Schrödinger problem and the Schrödinger cost are respectively defined as the following variational problem and its optimal value

$$C_T(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \mathcal{H}(\pi | R_{0,T}).$$

(SP)

As we have already mentioned before, one of the reasons why SP has become more and more popular nowadays is that it can be seen as an entropic regularization for the Optimal Transport problem. This has been particularly studied in the more natural setting of EOT, whose abstract formulation reads as follows

$$S^\varepsilon(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \int c(x, y) \, d\pi + \varepsilon \mathcal{H}(\pi | \mu \otimes \nu), \quad \varepsilon > 0,$$

($\varepsilon$EOT)

for any given cost function $c \in L^1(\mu \otimes \nu)$ and noisy regularization parameter $\varepsilon > 0$. We refer the reader to the lecture notes [14] for an extensive introduction to abstract EOT and its connections with SP. The above problem admits a unique optimizer $\pi^\varepsilon_{\mu, \nu} \in \Pi(\mu, \nu)$ and its density is of the form
\[
\frac{d\pi_{\mu,\nu}^{\mu,\nu}}{d(\mu \otimes \nu)} = \exp \left( \frac{\varphi_e \otimes \psi_e - c}{\varepsilon} \right) \mu \otimes \nu \text{-a.s.} \tag{1.3}
\]

where \((\varphi_e \otimes \psi_e)(x,y) := \varphi_e(x) + \psi_e(y)\), for two measurable functions \(\varphi_e \in L^1(\mu)\) and \(\psi_e \in L^1(\nu)\), unique up to the trivial transformation \((\varphi_e, \psi_e) \mapsto (\varphi_e + c, \psi_e - c)\) with \(c \in \mathbb{R}\), whom we will refer to as the (entropic) potentials.

Related to SP and the EOT problem above, respectively taking the small-time and small-noise limit, is the dual formulation of the Monge-Kantorovich problem and the associated potentials. That is,
\[
\frac{1}{4} \mathcal{W}_2^2(\mu, \nu) = \sup_{\varphi \in L^1(\mu), \psi \in L^1(\nu)} \left( \int \varphi \, d\mu + \int \psi \, d\nu \right), \tag{1.4}
\]

where \(\mathcal{W}_2^2(\mu, \nu)\) denotes the Wasserstein distance of order two. Two functions \((\varphi_0, \psi_0)\) forming an optimal dual pair are called Kantorovich potentials.

As concerns the marginals, we are going to assume that they satisfy
\[
\text{either one of the following holds}
\]

- \((M, d, m)\) satisfies \(\text{CD}(\kappa, N)\) for some \(\kappa \in \mathbb{R}\) and \(N < +\infty\), or
- \((M, d, m)\) satisfies \(\text{CD}(\kappa, \infty)\) for some \(\kappa \in \mathbb{R}\) and \(m(M) = 1\), \tag{CD}

For the reader who is not familiar with the Bakry–Émery theory of lower Ricci bounds for diffusion Markov semigroups, beside suggesting the monograph [15] for the precise definitions of the \(\text{CD}(\kappa, N)\) and \(\text{CD}(\kappa, \infty)\) conditions, we would like to give a brief explanation. Recalling that \(m := e^{-U} \text{vol}\), the constant \(\kappa\) plays the role of a lower bound on the Bakry–Émery Ricci curvature tensor \(\text{Ric}_U := \text{Ric}_g + \text{Hess}(U)\), while \(N\) has to be seen as an upper bound on the effective dimension of the generator induced by \(1.2\). In a more compact way, \(\text{CD}(\kappa, N)\) holds if and only if
\[
\text{Ric}_U \geq \frac{\nabla U \otimes \nabla U}{N - n} \geq \kappa g, \quad n := \dim(M).
\]

For instance, if \(M\) is endowed with \(m = \text{vol}\) and has Ricci curvature bounded from below by \(\kappa\), then the \(\text{CD}(\kappa, N)\) condition holds with \(N = \dim(M)\), as in this case \(U = 0\) and the Bakry–Émery Ricci curvature tensor coincides with the classical one, while the generator induced by \(1.2\) coincides with the Laplace-Beltrami operator. As an example of \(\text{CD}(\kappa, \infty)\) space, instead, one should think of \(\mathbb{R}^d\) endowed with the standard Gaussian \(\gamma_d\). In this case, \(\text{CD}(1, \infty)\) holds but no \(\text{CD}(\kappa, N)\) for \(\kappa \in \mathbb{R}\) can be satisfied (for instance, because \(\text{CD}(\kappa, N)\) implies that \(m\) is locally doubling, which is not the case for \(\gamma_n\)). This shows why \(N\) is not a topological dimension but is instead related to the generator induced by \(1.2\), which in this case is the Witten Laplacian \(\Delta_g - \nabla U \cdot \nabla\).

As concerns the marginals, we are going to assume that they satisfy
\[
\mu, \nu \in \mathcal{P}_2(M) \quad \text{and} \quad \mathcal{H}(\mu|m), \mathcal{H}(\nu|m) < +\infty; \tag{H1}
\]

and that either
\[
\begin{align*}
\frac{d\mu}{dm}, \frac{d\nu}{dm} \in L^\infty(m) \text{ and are compactly supported, or}
\end{align*}
\]

- for \( p = \mu, \nu, \frac{dp}{dm} \) is locally bounded away from zero on \( \text{int}(\text{supp}(p)) \) and \( p(\partial\text{supp}(p)) = 0. \) (H2)

The curvature-dimension condition and (H1) imply (cf. Proposition 2.2 below) that SP admits a unique minimizer, which we will refer to as the Schrödinger optimal plan \( \pi^{\mu, \nu, T} \in \Pi(\mu, \nu) \), and that there exist two measurable functions \( \varphi = \varphi^T, \psi = \psi^T \), known as the Schrödinger potentials and unique up to the trivial transformation \( (\varphi, \psi) \mapsto (\varphi + c, \psi - c) \) with \( c \in \mathbb{R} \), such that
\[
\frac{d\pi^{\mu, \nu, T}}{dR_{0,T}} = e^{\varphi \otimes \psi} \quad \text{R}_{0,T}\text{-a.s.} \tag{1.5}
\]

Equivalently, there exist two non-negative measurable functions \( f, g \), unique up to the trivial transformation \( (f, g) \mapsto (cf, c^{-1}g) \) with \( c > 0 \), such that
\[
\frac{d\pi^{\mu, \nu, T}}{dR_{0,T}} = f \otimes g \quad \text{R}_{0,T}\text{-a.s.} \tag{1.6}
\]

where \( (f \otimes g)(x, y) := f(x)g(y) \). The pair \( (f, g) \) is known in the literature under the name of \( fg\)-decomposition.

We are going to show (cf. Proposition 2.4 below) that, solely under assumptions (H1) and (H2), the curvature-dimension condition entails the following estimates for the gradients of the Schrödinger potentials
\[
\|\nabla \varphi^T\|_{L^2(\nu)}^2 \leq \frac{1}{E_{2k}(T)} [C_T(\mu, \nu) - \mathcal{H}(\nu|m)], \quad \|\nabla \psi^T_0\|_{L^2(\mu)}^2 \leq \frac{1}{E_{2k}(T)} [C_T(\mu, \nu) - \mathcal{H}(\mu|m)] \tag{1.7}
\]

where \( \psi^T_0 := \log P_T e^\varphi, \varphi^T := \log P_T e^\varphi, P_T \) denotes the semigroup associated to the SDE (1.2) (defined for any non-negative measurable function \( u \) as the conditional expected value \( P_t u(x) := \mathbb{E}[u(X_t)|X_0 = x] \), cf. [15]) and where \( E_{2k} \) is defined as
\[
E_{2k}(t) := \int_0^t e^{2ks}ds. \tag{1.8}
\]

We refer to this type of bounds as corrector estimates. Indeed, it is immediate to observe that \( \varphi^T := \log P_T e^\varphi \) and \( \psi^T_t := \log P_{T-t} e^\varphi \) solve the following Hamilton–Jacobi–Bellman (HJB) equations
\[
\begin{cases}
\partial_t \psi^T_t + |\nabla \psi^T_t|^2 + \Delta \psi^T_t = 0
\end{cases}
\quad \text{and} \quad
\begin{cases}
\partial_t \varphi^T_t - |\nabla \varphi^T_t|^2 - \Delta \varphi^T_t = 0
\end{cases}
\]

on \([0, T] \times M\). The former (up to the scaling parameter 1/2) corresponds to (1.1) and its validity comes from the fact that \( \nabla \psi^T_t \) is the optimal corrector in the stochastic optimal control formulation. The second HJB equation can be seen as a time-reversal of the former, and indeed \( \nabla \varphi^T_t \) provides the optimal corrector for a time-reversed SP. For this
reason $\nabla \psi^T_t$ and $\nabla \varphi^T_t$ are also usually referred to respectively as forward and backward corrector. Let us further observe that above we consider the same semigroup $(P_t)_{t\in[0,T]}$ for both the forward and backward corrector since the underlying dynamics (1.2) is reversible in time.

The aim of this article is showing that the curvature-dimension condition (CD) and the corrector estimates (1.7) allow to tackle two different aspects of the Schrödinger problem. On the one hand, they will be instrumental to show the convergence of the gradients of the potentials in the small-time limit; on the other hand, they will lead to new stability estimates for SP.

1.1. Convergence of the gradients of the Schrödinger potentials

A cornerstone result in (quadratic) optimal transport [9] states (actually under weaker assumptions than the standing ones on $\mu, \nu$) the existence of a measurable function $\tau : M \to M$ such that $\tau_\# \mu = \nu$ and

$$\int d^2(x, \tau(x)) \, d\mu = W_2^2(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int d^2(x, y) \, d\pi. \quad (1.9)$$

The function $\tau$ is called the Brenier map from $\mu$ to $\nu$. After [16, Proposition 3.1], [17, Theorem 1.1] (see also the discussion therein) it is well known that $\tau = \text{Id} - 2\nabla \varphi^0$, where $\varphi^0$ is a Kantorovich potential associated to (1.4). Our first main contribution is the strong convergence of the rescaled gradients of the Schrödinger potentials to $\nabla \varphi^0$, which is uniquely determined although $\varphi^0$ is not, and thus the Schrödinger map $\text{Id} - 2T\nabla \varphi^T$ from $\mu$ to $\nu$ to the Brenier map from $\mu$ to $\nu$. To state the result, we introduce the Fisher information, which is defined for any probability measure $\rho \leq m$ as the quantity

$$\mathcal{I}(\rho) := \begin{cases} \left\| \nabla \log \frac{d\rho}{dm} \right\|_{L^2(\rho)}^2 & \text{if } \nabla \log \frac{d\rho}{dm} \in L^2(\rho), \\ +\infty & \text{otherwise.} \end{cases}$$

**Theorem 1.1.** Suppose $(M, d, m)$ satisfies (CD) and that (H1) holds true. If $\frac{d\mu}{dm}$ is locally bounded away from 0 on $\text{int}(\text{supp}(\mu))$, if $\mu(\partial \text{supp}(\mu)) = 0$ and if the Fisher information $\mathcal{I}(\mu)$ is finite, then the Schrödinger map from $\mu$ to $\nu$ converges strongly in $L^2(\mu)$ to the Brenier map from $\mu$ to $\nu$ in the small-time limit. Equivalently, there are $(\varphi^0, \psi^0)$ Kantorovich potentials such that as $T \downarrow 0$

$$T \nabla \varphi^T \to \nabla \varphi^0 \quad \text{strongly in } L^2(\mu).$$

A similar result holds for $T \nabla \psi^T$ under the corresponding assumptions on $\nu$.

1.1.1. Literature review

For both SP and EOT the small-time and small-noise limits have been extensively studied in the literature. For what concerns the convergence of the rescaled entropic cost to the squared Wasserstein distance, the first result is that of [2], eventually generalized in [18]. As a further step in the analysis of this convergence, in [19] (in
dimension one), in [20] (for the multi-dimensional case) and most recently in [21], the first-order Taylor expansion of the entropic cost has been investigated showing that the first-order coefficient is given by the sum of the relative entropies of the marginals. Under stronger assumptions on the marginals, the second and fourth authors determined in [11] the second-order Taylor expansion of the entropic cost showing that the second-order term is related to the average of the Fisher information along the geodesic between the marginals (an analogous result has also been obtained slightly later in [22]). Most recently, in [23] the fourth author and his coauthors analyze the small-noise limit in the EOT setting under very general assumptions on the cost function which allow for non-uniqueness of the optimal transport coupling for instance.

Alongside this line of work, in [2] and [24] it is shown that in the small-time and small-noise limits the optimal solutions to SP and EOT respectively converge to the optimal coupling of the OT problem. When it comes to the convergence of dual optimizers, in the EOT setting it is proven in [25] that the entropic potentials \( (\varphi_0, \psi_0) \) converge to the Kantorovich potentials (when the latter are unique) associated to the Monge-Kantorovich problem with cost \( c \)

More precisely, in [25] the authors prove in the small-noise limit \( \varepsilon \downarrow 0 \) that the sequences \( \{\varphi_{\varepsilon}\}_{\varepsilon>0} \) and \( \{\psi_{\varepsilon}\}_{\varepsilon>0} \) are (strongly) compact in \( L^1(\mu) \) and \( L^1(\nu) \) respectively, and that their accumulation points are optimizers of the above Monge-Kantorovich problem. Adapting their proof strategy and relying on [26], we show under a curvature-dimension condition a similar convergence statement for SP, that is, that the Schrödinger potentials \( (T \varphi^T, T \psi^T) \), as defined in (1.5), \( L^1 \)-strongly converge (up to restricting to a subsequence) to a pair of Kantorovich potentials \( (\varphi^0, \psi^0) \). This is proven in Lemma 3.1. Heuristically speaking, this follows from the connection between EOT and SP given by taking \( \varepsilon = T \) and \( c = -T \log \frac{d\operatorname{ReT}}{d(\mu \otimes \nu)} \) in \((\varepsilon\text{EOT})\), which leads to \( S^T(\mu, \nu) = T C_T(\mu, \nu), \ \pi^T_{\mu} \equiv \pi^{\mu \cdot \nu, T} \) and to the equality \( T(\varphi^T \oplus \psi^T) = \varphi_T \oplus \psi_T \) between the Schrödinger potentials \( (\varphi^T, \psi^T) \), as defined in (1.5), and the entropic potentials, as defined in (1.3).

Regarding the convergence of the gradients of the Schrödinger potentials, to the best of our knowledge Theorem 1.1 is a novelty in the setting we are dealing with. Indeed, closely related results have been obtained in [27] and [23], but in a more restrictive setting (the quadratic Euclidean EOT problem) and under strong regularity assumptions. As regards to [27], uniform bounds on the Hessian of the Kantorovich potential \( \varphi^0 \) are required to prove a modified version of the aforementioned convergence. Furthermore, the authors work in a very specific setting where the marginals \( \mu, \nu \) are compactly supported and with densities globally bounded away from 0 and \( \infty \) on their supports. Moreover they show the convergence of the gradients of the potentials associated to a modified EOT where \( \mu \) and \( \nu \) are replaced by empirical measures associated to an \( n \)-sample; therefore they take a regularization parameter \( \varepsilon \) depending on the batch size \( n \) and then consider the limit \( n \to \infty \). A result closer to Theorem 1.1 can be found instead in [23], but again the marginals \( \mu, \nu \) have compact, smooth, and uniformly
convex supports and their densities are Hölder continuous and bounded away from 0 therein.

### 1.2. Quantitative stability in terms of a weighted homogeneous Sobolev norm

As a second main contribution, we are interested in explicitly quantifying how sensitive are the optimal costs and optimal plans in SP to variations of the marginal constraints. In this respect, we show (cf. Theorem 1.2) that the curvature-dimension condition implies a rather general and explicit stability result in terms of the symmetric relative entropy, that is,

\[ \mathcal{H}^{ym}(\mu, \tilde{\mu}) := \mathcal{H}(\mu | \tilde{\mu}) + \mathcal{H}(\tilde{\mu} | \mu), \]

and in terms of a negative-order weighted homogeneous Sobolev norm, which is defined for any signed measure \( \nu \) as follows:

\[ \| \nu \|_{\dot{H}^{-1}(\mu)} := \sup \left\{ \langle h, \nu \rangle : \| h \|_{\dot{H}^1(\mu)} \leq 1 \right\}, \quad \text{where } \| h \|_{\dot{H}^1(\mu)}^2 := \int |\nabla h|^2 d\mu. \]

This dual norm on the space of signed measures encodes the linearized behavior of the Wasserstein distance \( \mathcal{W}_2 \) for infinitesimal perturbations (see [28] and references therein). For instance, if \( \mu \in \mathcal{P}_2(\mathbb{R}^d), \mu \ll \mathcal{L}_d \) and \( \tilde{\mu}^\varepsilon = (1 + \varepsilon h) \mu \) for some \( h \in L^\infty(\mu) \) with \( \int_{\mathbb{R}^d} h d\mu = 0 \), then [29, Theorem 7.26] implies

\[ \| \mu - \tilde{\mu}^\varepsilon \|_{\dot{H}^{-1}(\mu)} = \varepsilon \| h \|_{\dot{H}^{-1}(\mu)} \quad \text{and} \quad \lim_{\varepsilon \to 0} \frac{\mathcal{W}_2(\mu, \tilde{\mu}^\varepsilon)}{\varepsilon}. \]

Moreover, [28] provides non-asymptotic comparisons between this Sobolev norm and the Wasserstein distance. In particular, it always holds \( \mathcal{W}_2(\mu, \tilde{\mu}) \leq 2 \| \mu - \tilde{\mu} \|_{\dot{H}^{-1}(\mu)} \), and when \((M, d, \text{vol})\) has non-negative Ricci curvature and if the densities \( \frac{d\mu}{d\text{vol}} \) and \( \frac{d\tilde{\mu}}{d\text{vol}} \) are bounded away from 0 and \( \infty \), the norm \( \| \mu - \tilde{\mu} \|_{\dot{H}^{-1}(\mu)} \) is equivalent to the Wasserstein distance \( \mathcal{W}_2(\mu, \tilde{\mu}) \).

Apart from the curvature-dimension condition (CD) and from (H1) and (H2), we assume the following integrability condition on the reference measure:

\[ \exists r > 0 : \int m(B_{\sqrt{r}}(x))^r e^{d^2(x, z)} d\text{vol}(x) < +\infty \quad \forall z \in M. \quad (I) \]

The reason why we assume the above condition is that our computations will heavily rely on integrating the Schrödinger potentials of one problem against the marginal constraints of the other, which requires enough integrability for the former.

Notice that if \( m \) is a probability measure, the previous assumption is met as soon as \( e^{d^2(x, z_0)} \in L^1(m) \) for some \( r > 0 \) and \( z_0 \in M \), which is true for instance under a positive curvature condition \( \text{CD}(\kappa, \infty) \) with \( \kappa > 0 \). Indeed the latter implies a logarithmic Sobolev inequality with parameter \( \kappa^{-1} \) [15, Corollary 5.7.1] and then by means of Herbst’s argument [15, Proposition 5.4.1] we get \( e^{d^2(x, z_0)} \in L^1(m) \) for any \( r < \frac{\kappa}{2} \). Moreover, as soon as \( m \) is a probability measure the above condition (I) is time-independent and therefore it allows to consider the small-time limit for SP.
Theorem 1.2. Let \((M, d, m)\) satisfy (CD) and (I). For any \((\mu, \nu)\) and \((\bar{\mu}, \bar{\nu})\) satisfying (H1) and (H2) it holds
\[
\mathcal{H}^{\text{sym}}(\pi^{\mu-\nu,T}, \pi^{\bar{\mu}-\bar{\nu},T}) \leq \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) + \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) \\
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{C_T(\mu, \nu) - \mathcal{H}(\mu|m)}\|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \sqrt{C_T(\mu, \nu) - \mathcal{H}(\nu|m)}\|\nu - \bar{\nu}\|_{H^{-1}(\nu)} \right] \\
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{C_T(\bar{\mu}, \bar{\nu}) - \mathcal{H}(\bar{\mu}|m)}\|\bar{\mu} - \mu\|_{H^{-1}(\mu)} + \sqrt{C_T(\bar{\mu}, \bar{\nu}) - \mathcal{H}(\bar{\nu}|m)}\|\bar{\nu} - \nu\|_{H^{-1}(\nu)} \right]
\]
(1.10)
where \(E_{2k}\) is defined as in (1.8). Moreover, under the same assumptions it also holds
\[
\mathcal{H}^{\text{sym}}(\pi^{\mu-\nu,T}, \pi^{\bar{\mu}-\bar{\nu},T}) \leq \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{I}(\mu)} + \sqrt{C_T(\mu, \nu) - \mathcal{H}(\mu|m)}\|\mu - \bar{\mu}\|_{H^{-1}(\mu)} \right] \\
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{I}(\bar{\mu})} + \sqrt{C_T(\bar{\mu}, \bar{\nu}) - \mathcal{H}(\bar{\mu}|m)}\|\bar{\mu} - \mu\|_{H^{-1}(\mu)} \right] \\
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{I}(\nu)} + \sqrt{C_T(\mu, \nu) - \mathcal{H}(\nu|m)}\|\nu - \bar{\nu}\|_{H^{-1}(\nu)} \right] \\
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{I}(\bar{\nu})} + \sqrt{C_T(\bar{\mu}, \bar{\nu}) - \mathcal{H}(\bar{\nu}|m)}\|\bar{\nu} - \nu\|_{H^{-1}(\nu)} \right].
\]
(1.11)

It is worth pointing out that this result and the forthcoming (1.12), (1.13) require (H2) only because the latter is required for the corrector estimates. Moreover, as it has already been mentioned, the integrability condition (I) does not play any role in the constants appearing in the above (and the following) stability bound. Indeed one could, at least formally, perform the computations that lead to (1.10) and (1.11) without this integrability condition.

1.2.1. Literature review
Recently, there has been an increasing interest in the quantitative stability for the EOT problem, which is strongly linked to SP. A first stability estimate for EOT in a general setting has been established in [30]. There, the authors, without any integrability assumption, manage to prove a qualitative stability result by relying on a geometric notion inspired by the cyclical monotonicity property in Optimal Transport. To the best of our knowledge, the first quantitative stability result is due to Carlier and Laborde in [31] in the context of multi-marginal EOT. By considering bounded marginals equivalent to a common reference probability measure and a bounded cost, they show that the potentials are Lipschitz-continuous in \(L^2\) and \(L^\infty\) w.r.t. the densities of the marginals. As far as concerns quantitative stability for the primal optimizers, the first result appeared in the work [32]. There the authors prove on compact metric spaces a quantitative uniform stability along Sinkhorn’s algorithm which implies stability for EOT and more precisely an explicit \(W_1\)-Lipschitzianity of the optimizers w.r.t. the marginals. More recently, in [33] a quantitative stability result that holds on general metric spaces is shown, thus removing the compactness assumption at the cost of requiring some
exponential integrability with respect to the marginals (condition met for instance when the marginals are sub-Gaussians). More precisely the authors prove a $\frac{1}{d^p}$ Hölder continuity for $W_p$ provided that the cost function satisfies an abstract condition, introduced there in order to bound the optimal values of EOT by means of the Wasserstein distance between the corresponding optimizers. Such condition is met for a wide enough class of cost functions such as $c(x, y) = |x - y|^p$ on the Euclidean space, with $p \in (1, \infty)$. Nevertheless, it is not easily verifiable in general, and in particular when considering the case $c = -T \log p_T$ (which allows to translate results from EOT into results for SP). Lastly, it is worth mentioning that in the most recent [34] the authors study the qualitative stability of the Schrödinger potentials associated to EOT in a general setting assuming the cost function $c$ satisfies $e^{\beta c} \in L^1(\mu \otimes \nu)$ for some $\beta > 0$, which leads to the convergence of Sinkhorn’s algorithm. The (CD) condition does not have a natural counterpart in the EOT setting, where the results we have just discussed have been established; for this reason our stability result is not implied by any of the stability bounds mentioned above.

**Remark 1.3** (On the integrability condition (I)). The condition
\[ e^{rd'(x,z_0)} \in L^1(m) \quad \text{for some } r > 0 \text{ and } z_0 \in M, \quad m(M) = 1 \]
should be compared with (6.8) and (6.9) in [14] in the EOT setting, by considering the cost function $c(x, y) = -T \log p_T$, combined with a Gaussian heat kernel lower bound (cf. (2.11) and (2.12) below). There, the authors are interested in getting uniform bounds on the Schrödinger potentials along Sinkhorn’s iterates. However let us stress out that [14] requires $e^{rd'(x,y)} \in L^1(\mu \otimes \nu)$ for some $r > \frac{1}{2}$, which in particular does not suit the most interesting EOT regime, that is, the small-noise (or equivalently small-time) limit. On the contrary, our condition only requires $r > 0$ independently from the time-window $[0, T]$ and moreover we are able to pass the integrability assumption on the equilibrium measure $m$. This suits more the stability setting since we would like to keep the assumptions on the marginals as light as possible. As we have already mentioned before, in the most recent work [34] the authors manage to prove the uniform integrability of the potentials along Sinkhorn’s algorithm by solely requiring $e^{rd'(x,y)} \in L^1(\mu \otimes \nu)$ for some $r > 0$ overcoming the small-noise issue present in [14]. In conclusion, it is not surprising that our stability results require (I), since we need enough integrability for the potentials, which is analogous to requiring $e^{rd'(x,y)} \in L^1(\mu \otimes \nu)$ in the EOT setting.

**Remark 1.4.** The cost $C_T(\mu, \nu)$ appearing on the right-hand sides of (1.10) and (1.11) can be bounded by the independent coupling $\mathcal{H}(\mu \otimes \nu|\mathcal{R}_{0,T})$ and henceforth (by combining (2.13), (2.12), and (2.6)) by the quantity
\[
T \cdot C_T(\mu, \nu) \leq T \cdot \mathcal{H}(\mu|m) + T \cdot \mathcal{H}(\nu|m) + C(T + T^2) + M_2(\mu) + M_2(\nu) \\
+ C \cdot T[M_1(\mu) + M_1(\nu)],
\]
where $M_1(\mu)$, $M_1(\nu)$ and $M_2(\mu)$, $M_2(\nu)$ denote the first and second moments of $\mu$ and $\nu$ and the constant $C \geq 0$ is independent of the marginals (and it is equal to 0 if $(M, d, m)$ satisfies a CD($\kappa, \infty$) condition with $m(M) = 1$). We have kept the explicit dependence on the cost in (1.10) because this gives a bound which is sharper compared to the one with the independent coupling $\mathcal{H}(\mu \otimes \nu|\mathcal{R}_{0,T})$, especially in the small-time limit $T \downarrow 0$. 


Remark 1.5 (Sharpness in the long-time regime). Under a non-negative curvature condition we know that in the long-time limit $\pi^{\mu,\nu,T} \rightarrow \mu \otimes \nu$ (cf. [35, Lemma 3.1]) and hence we expect
\[
\mathcal{H}^\text{sym}(\pi^{\mu,\nu,T}, \pi^{\mu',\nu,T}) \rightarrow \mathcal{H}^\text{sym}(\mu \otimes \nu, \mu' \otimes \nu') = \mathcal{H}^\text{sym}(\mu, \mu') + \mathcal{H}^\text{sym}(\nu, \nu').
\]
This shows that the previous bound (1.10) under a non-negative curvature condition is sharp. Indeed, if $\kappa \geq 0$ (1.10) implies
\[
\limsup_{T \to \infty} \mathcal{H}^\text{sym}(\pi^{\mu,\nu,T}, \pi^{\mu',\nu,T}) \leq \mathcal{H}^\text{sym}(\mu, \mu') + \mathcal{H}^\text{sym}(\nu, \nu')
\]
and the above convergence is exponentially fast (of order $\approx e^{-\kappa T}/\sqrt{T}$). This is another confirmation that under the corrector estimates and a non-negative curvature condition we are able to efficiently describe the exact behavior of the Schrödinger problem, as it has already been shown in the context of the entropic turnpike estimates (cf. [11, Theorem 1.4] in the classic setting, [36, Theorem 1.5] for the mean field SP and [37, Theorem 1.7] for the kinetic SP).

Remark 1.6. A stability result can also be stated at the level of the optimal value of the Schrödinger problem, after renormalizing it as follows
\[
S_T(\mu, \nu) = T \mathcal{C}_T(\mu, \nu) - T \mathcal{H}(\mu|m) - T \mathcal{H}(\nu|m).
\]
More precisely, our computations show that the quantity $S_T$ (hereafter called entropic cost) satisfies (cf. Proposition 4.4)
\[
|S_T(\mu', \nu') - S_T(\mu, \nu)| \leq T[\mathcal{H}^\text{sym}(\mu, \mu') \wedge \mathcal{H}^\text{sym}(\nu, \nu')]
\]
\[
+ \frac{T}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{C}_T(\mu, \nu) - \mathcal{H}(\mu|m)} \right] \|\mu - \mu'\|_{H^{-1}(\mu)} + \sqrt{\mathcal{C}_T(\mu, \nu) - \mathcal{H}(\nu|m)} \|\nu - \nu'\|_{H^{-1}(\nu)}
\]
\[
+ \frac{T}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{C}_T(\mu', \nu) - \mathcal{H}(\mu'|m)} \right] \|\mu' - \mu\|_{H^{-1}(\mu')} + \sqrt{\mathcal{C}_T(\mu', \nu) - \mathcal{H}(\nu'|m)} \|\nu' - \nu\|_{H^{-1}(\nu')}
\]
(1.12)
and, under a finite Fisher information assumption, we can deduce that the Schrödinger cost enjoys certain Lipschitz-type estimates w.r.t. the $H^{-1}$ norm (cf. Proposition 4.6)
\[
|\mathcal{C}_T(\mu', \nu') - \mathcal{C}_T(\mu, \nu)| \leq \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{I}(\mu) + \mathcal{C}_T(\mu, \nu) - \mathcal{H}(\mu|m)} \right] \|\mu - \mu'\|_{H^{-1}(\mu)}
\]
\[
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{I}(\mu') + \mathcal{C}_T(\mu', \nu) - \mathcal{H}(\mu'|m)} \right] \|\mu' - \mu\|_{H^{-1}(\mu')}
\]
\[
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{I}(\nu) + \mathcal{C}_T(\mu, \nu) - \mathcal{H}(\nu|m)} \right] \|\nu - \nu'\|_{H^{-1}(\nu)}
\]
\[
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{\mathcal{I}(\nu') + \mathcal{C}_T(\mu', \nu) - \mathcal{H}(\nu'|m)} \right] \|\nu' - \nu\|_{H^{-1}(\nu')}.
\]
(1.13)

In the EOT setting, the Lipschitzianity of the costs is a well-studied problem. The most general and recent result is the one in [33] where the authors manage to prove...
Lipschitzianity with respect to the $p$-Wasserstein distance provided that the cost function satisfies a certain abstract condition introduced therein. The above estimates (1.12) and (1.13) are less tight than theirs, however as we have already mentioned our setting does not satisfy their abstract condition in general. Moreover, since the negative Sobolev norm is intimately related to the $W_2$-distance, the above bounds may lead to a $W_2$-Lipschitz estimate. We will address this in a future line of work.

**Remark 1.7.** Let us mention that both Theorem 1.2 and the Lipschitz type bounds above are well behaved in the small-time limit $T \downarrow 0$. Indeed, since we have

$$\lim_{T \to 0} TC_T(\mu, \nu) = \frac{W_2^2(\mu, \nu)}{4}, \quad (1.14)$$

(cf. [38, Remark 5.11] for CD($\kappa, N$), or next section and Remark 3.2 for CD($\kappa, \infty$)), if (CD), (H1), (H2) and (I) (for some fixed time window $T_0 > 0$) hold true and if $H^{sym}(\mu, \bar{\mu})$, $H^{sym}(\nu, \bar{\nu})$ are both finite, then after rescaling it holds

$$\limsup_{T \to 0} \mathcal{H}^{sym}(\pi^{\mu-\nu, T}, \pi^{\mu-\nu, T}_T) \leq \frac{W_2(\mu, \nu)}{2} \left[ \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \|\nu - \bar{\nu}\|_{H^{-1}(\nu)} \right]$$

$$+ \frac{W_2(\bar{\mu}, \bar{\nu})}{2} \left[ \|\bar{\mu} - \mu\|_{H^{-1}(\bar{\mu})} + \|\bar{\nu} - \nu\|_{H^{-1}(\bar{\nu})} \right],$$

$$\limsup_{T \to 0} |S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \nu)| \leq \frac{W_2(\mu, \nu)}{2} \left[ \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \|\nu - \bar{\nu}\|_{H^{-1}(\nu)} \right]$$

$$+ \frac{W_2(\bar{\mu}, \bar{\nu})}{2} \left[ \|\bar{\mu} - \mu\|_{H^{-1}(\bar{\mu})} + \|\bar{\nu} - \nu\|_{H^{-1}(\bar{\nu})} \right].$$

The $T$ prefactor on the left-hand side of the first displacement should not be surprising. For instance, it also appears in the quantitative stability bounds for the optimizers of EOT (cf. [33, Theorem 3.11]). In fact, we cannot expect in general to bound the symmetric entropy of two optimal couplings since, even assuming the weak convergence of the Schrödinger optimizer $\pi^{\mu-\nu, T}$ to the optimal $W_2$-coupling $\pi^{\mu, \nu}_0$, it may happen that $\mathcal{H}^{sym}(\pi^{\mu, \nu}_0, \pi^{\mu, \nu}_0) = +\infty$ while the right-hand side stays finite. For instance, consider $M = (0, 1)$ with the marginals $\mu, \nu, \bar{\mu}$ equal to the Lebesgue measure on $(0, 1)$ and $d\bar{\nu}(x) = (\log 2)2^x$ dx. Then $\mathcal{H}^{sym}(\nu, \bar{\nu})$ and the left-hand sides of our bounds are finite but $\mathcal{H}^{sym}(\pi^{\mu, \nu}_0, \pi^{\mu, \nu}_0) = +\infty$ since the two optimal couplings $\pi^{\mu, \nu}_0$ and $\pi^{\mu, \nu}_0$ have disjoint supports (the first is supported on the diagonal while the latter is supported on the graph of $L(x) = \log_2 x$). For sake of completeness, the finiteness of $\|\bar{\nu} - \nu\|_{H^{-1}(\bar{\nu})}$ is due to [28, Theorem 5], while the finiteness of $\|\bar{\nu} - \nu\|_{H^{-1}(\bar{\nu})}$ follows from the former and [28, Lemma 2].

**Remark 1.8** (An application to the quadratic EOT). For the interested reader, in Section 4.1 we provide an explicit connection between SP and the Euclidean EOT problem with quadratic cost
\[ S^e(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \int |x - y|^2 \, d\pi + \varepsilon \, \mathcal{H}(\pi|\mu \otimes \nu), \quad \varepsilon > 0, \]

and we show how our estimates and results can be translated to the EOT setting. Here we just mention the fact that our results work for any choice of marginals in \( \mathcal{P}_2(\mathbb{R}^d) \) just satisfying a modified version of (H1) and (H2), where the reference measure \( m \) should be replaced by the Lebesgue measure, without requiring any sub-Gaussianity property. Indeed in Section 4.1 we will show that if \( \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}), \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) \) are both finite then, by introducing the constant \( C_\varepsilon = \frac{\varepsilon}{2} \log(4\pi\varepsilon) \) we may write

\[
|S^e(\bar{\mu}, \bar{\nu}) - S^e(\mu, \nu)| \leq \varepsilon [\mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) \wedge \mathcal{H}^{\text{sym}}(\nu, \bar{\nu})] \\
+ 2 \left[ \sqrt{S^e(\mu, \nu) + \varepsilon \, \mathcal{H}(\nu|\mathcal{L}_d) + C_\varepsilon \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \sqrt{S^e(\mu, \nu) + \varepsilon \, \mathcal{H}(\mu|\mathcal{L}_d) + C_\varepsilon \|\nu - \bar{\nu}\|_{H^{-1}(\nu)}} \right] \\
+ 2 \left[ \sqrt{S^e(\bar{\mu}, \bar{\nu}) + \varepsilon \, \mathcal{H}(\bar{\nu}|\mathcal{L}_d) + C_\varepsilon \|\bar{\mu} - \mu\|_{H^{-1}(\bar{\mu})} + \sqrt{S^e(\bar{\mu}, \bar{\nu}) + \varepsilon \, \mathcal{H}(\bar{\mu}|\mathcal{L}_d) + C_\varepsilon \|\bar{\nu} - \nu\|_{H^{-1}(\bar{\nu})}} \right]
\]

and

\[
\varepsilon \, \mathcal{H}^{\text{sym}}(\pi^\mu, \pi^\nu) \leq \varepsilon \, \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) + \varepsilon \, \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) \\
+ 2 \left[ \sqrt{S^e(\mu, \nu) + \varepsilon \, \mathcal{H}(\nu|\mathcal{L}_d) + C_\varepsilon \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \sqrt{S^e(\mu, \nu) + \varepsilon \, \mathcal{H}(\mu|\mathcal{L}_d) + C_\varepsilon \|\nu - \bar{\nu}\|_{H^{-1}(\nu)}} \right] \\
+ 2 \left[ \sqrt{S^e(\bar{\mu}, \bar{\nu}) + \varepsilon \, \mathcal{H}(\bar{\nu}|\mathcal{L}_d) + C_\varepsilon \|\bar{\mu} - \mu\|_{H^{-1}(\bar{\mu})} + \sqrt{S^e(\bar{\mu}, \bar{\nu}) + \varepsilon \, \mathcal{H}(\bar{\mu}|\mathcal{L}_d) + C_\varepsilon \|\bar{\nu} - \nu\|_{H^{-1}(\bar{\nu})}} \right].
\]

Similarly to what happens in the small-time limit for SP (cf. Remark 1.7 above), the above stability estimates behave well in the small-noise limit (cf. (4.16) below).

2. Preliminaries

This section is divided in two halves. In the first part, after recalling the setting, auxiliary results, and introducing further notation, in Proposition 2.2 we prove the existence of the \( fg \)-decomposition and of the Schrödinger potentials. The second half is dedicated to the proof of the corrector estimates (1.7) which is given in Proposition 2.4.

2.1. Setting

We start by recalling the assumptions on the triplet \((M, d, m)\) that will hold true throughout the whole article: \(M\) is a smooth, connected, complete (possibly non-compact) Riemannian manifold without boundary and with metric tensor \(g\); \(d\) is the distance induced by \(g\); \(m\) denotes the \(\sigma\)-finite measure \(d\text{m}(x) = e^{-U(x)} \text{vol}(dx)\), where \(\text{vol}\) is the volume measure of \(M\) and \(U\) is a \(C^2\) potential. We denote by \(\mathcal{P}_p(M), p \geq 1\), the set of probability measures on \(M\) with finite \(p\)-moment, that is such that for a fixed (HTML translation failed) it holds

\[ M_p(p) := \int d^p(y, z_0) dp(y) < +\infty. \]

Let us also notice that \(\mathcal{P}_2(M) \subseteq \mathcal{P}_1(M)\) and in particular \(M_1(p) \leq 1 + M_2(p)\) for any \(p \in \mathcal{P}_2(M)\).
The curvature assumption (CD) will also be always satisfied by the triplet \((M, \text{d}, \mu)\) and it yields many important consequences, both analytical and geometric. First of all, the heat kernel \(p_t = \frac{\text{d}R_{t \mu}}{\text{d}m} \) enjoys a Gaussian lower bound. More precisely, under the CD\((\kappa, N)\) condition with \(N < \infty\), from [39, Theorem 1.1 and Theorem 1.2] we know that for every \(\delta > 0\) there exist \(C_1, C_2\) depending only on \(\kappa, N, \delta\) such that

\[
p_t(x, y) \geq \frac{1}{C_1 m(B_{\sqrt{t}}(x))} \exp \left( -\frac{\text{d}^2(x, y)}{4(4 - \delta) t} - C_2 t \right)
\]

(2.1)

for all \(x, y \in M\) and all \(t > 0\). On the other hand, if we assume that \((M, \text{d}, \mu)\) satisfies CD\((\kappa, \infty)\) with \(m(M) = 1\), then by [40, Corollary 1.3] it holds

\[
p_t(x, y) \geq \exp \left( -\frac{\kappa \text{d}^2(x, y)}{2(1 - e^{-\kappa t})} \right), \quad \forall x, y \in M, \ \forall t > 0.
\]

(2.2)

As a further consequence of the CD\((\kappa, \infty)\) condition, the semigroup \(P_t\) satisfies the \(L^\infty\)-Lipschitz regularization [41, Theorem 6.8]

\[
\sqrt{2E_{2\kappa}(t)} \Lip(P_t u) \leq \|u\|_{L^\infty(m)}, \quad \forall t > 0, \ u \in L^\infty(m),
\]

(2.3)

where \(E_{2\kappa}\) is defined as in (1.8). Let us recall that also Hamilton’s gradient estimate [42, 43] (see also [44]) holds true under CD\((\kappa, \infty)\): for any positive \(u \in L^p \cap L^\infty(m)\) for some \(p \in [1, \infty)\) it holds

\[
t |\nabla \log P_t u|^2 \leq (1 + 2\kappa^{-1} t) \log \left( \frac{\|u\|_{L^\infty(m)}}{P_t u} \right).
\]

(2.4)

Finally, let us recall that the CD\((\kappa, N)\) condition with \(N < \infty\) entails the Bishop-Gromov inequality (see for instance [45, Theorem 2.3]): for any \(x \in \text{supp}(m) = M\) and \(0 < r \leq R \leq \pi \sqrt{(N - 1)/\kappa^+}\), where \((N - 1)/\kappa^+ = +\infty\) if \(\kappa \leq 0\), it holds

\[
\frac{m(B_r(x))}{m(B_R(x))} \geq \begin{cases} \int_0^r \sin \left( t \sqrt{\frac{\kappa}{(N - 1)}} \right)^{N-1} \text{d}t, & \text{if } \kappa > 0, \\ \frac{r^N}{R^N}, & \text{if } \kappa = 0, \\ \int_0^R \sinh \left( t \sqrt{-\frac{-\kappa}{(N - 1)}} \right)^{N-1} \text{d}t, & \text{if } \kappa < 0. \end{cases}
\]

(2.5)

As a consequence of (2.5), in the following lemma we point out a technical integrability property of the reference measure \(m\) that in Proposition 2.2 will guarantee the existence and uniqueness of the solution to SP as well as the existence of the \(f_g\)-decomposition.

**Lemma 2.1.** Let \((M, \text{d}, \mu)\) satisfy CD\((\kappa, N)\) with \(N < +\infty\). Then for any \(r > 0\) it holds

\[
(\log m(B_{r}(\cdot)))^+ \in L^1(\mu), \quad \forall \mu \in \mathcal{P}_1(M).
\]

**Proof.** Assume \(\kappa < 0\). If we fix \(\bar{x} \in M\) and observe that \(B_r(x) \subset B_d(x, \bar{x}) + r(\bar{x})\), then by (2.5)
\[
\log m(B_r(x)) \leq C_1 m(B_r(\bar{x})) \int_0^{d(x,\bar{x})+r} \sinh \left( t \sqrt{-\kappa/(N-1)} \right)^{N-1} dt \leq C_2 e^{C_3 d(x,\bar{x})},
\]

where \(C_1, C_3\) only depend on \(\kappa, N, r\) and \(C_2\) also depends on \(\bar{x}\). As a consequence,

\[
\log m(B_r(x)) \leq \log C_2 + C_3 d(x,\bar{x})
\]

and therefore \((\log m(B_r(\cdot)))^+ \in L^1(\mu)\) for any \(\mu \in \mathcal{P}_1(M)\). In the case \(\kappa \geq 0\), the argument works verbatim, the only difference being in the application of the Bishop–Gromov inequality.

At this stage, let us also recall the definition of the relative entropy when the reference \(m\) is not a probability measure (see [35, Section 2] and [8, Appendix A] for more details). As \(m\) is \(\sigma\)-finite, there exists a measurable function \(W : M \to [0, +\infty)\) such that

\[
z_W := \int e^{-W} \, dm < +\infty.
\]

Then, for any \(p \in \mathcal{P}(M)\) such that \(W \in L^1(p)\) we can define the relative entropy with respect to \(m\) as

\[
\mathcal{H}(p|m) := \mathcal{H}(p|m_W) - \int W \, dp - \log z_W,
\]

where \(m_W := z_W^{-1} e^{-W} \, m \in \mathcal{P}(M)\) and \(\mathcal{H}(p|m_W)\) is defined via the standard definition of relative entropy between probabilities, given in the introduction. Moreover, it is immediate to see that the above definition is independent of the choice of the measurable function \(W : M \to [0, +\infty)\) satisfying \(z_W < +\infty\). In particular, thanks to [46, Theorem 4.24], \(W\) can be chosen as \(C d^2(\cdot,x_0)\) for any \(x_0 \in M\) and \(C > 0\) sufficiently large, whence the lower semicontinuity of \(\mathcal{H}(\cdot|m)\) w.r.t. \(W_2\)-convergence. We are now ready to prove the main result of this subsection, about the existence of an \(fg\)-decomposition as in (1.6) for the unique minimizer in (SP).

**Proposition 2.2.** Let \((M,d,m)\) satisfy \((CD)\) and suppose the marginals \(\mu, \nu\) satisfy \((H1)\). Then (SP) admits a unique minimizer \(\pi^{\mu,\nu,T} \in \Pi(\mu,\nu)\) and there are two non-negative measurable functions \(f, g\) satisfying (1.6), that is,

\[
\frac{d\pi^{\mu,\nu,T}}{d\mathcal{R}_{0,T}}(x,y) = f(x) \, g(y) \quad R_{0,T}\text{-a.s.}
\]

They are \(m\)-a.e. unique up to the trivial transformation \((f,g) \mapsto (cf,g/c)\) for some \(c > 0\) and moreover \(\varphi = \log f \in L^1(\mu), \psi = \log g \in L^1(\nu)\). Finally, \(f\) and \(g\) satisfy the Schrödinger system

\[
\begin{cases}
\mu = fP_T g \, m, \\
\nu = P_T f \, g \, m.
\end{cases}
\]

Since the \(fg\)-decomposition is unique up to a scalar multiplicative factor, through the whole article we are going to assume the following symmetric normalization
The existence and uniqueness of $\pi^{\mu \to \nu,T} \in \Pi(\mu, \nu)$ and $f, g$, as well as the validity of the Schrödinger system (2.8) follow from [38, Proposition 2.1] once we establish that $\mathcal{H}(\mu \otimes \nu | R_{0,T})$ is finite. In order to prove that, let us derive a lower bound for $\log p_T$. First, assume that $(M, d, m)$ satisfies $\text{CD}(\kappa, \infty)$ for some $\kappa \in \mathbb{R}$ and $m(M) = 1$. From (2.2) we get the lower bound

$$\log p_T(x,y) \geq - \frac{\kappa}{2(e^{\kappa T} - 1)} \log d(x,y)^2 \leq 2(d^2(x,z) + d^2(y,z))$$ valid for any $z \in M$ and $e^{\kappa T} - 1 \geq \kappa T$, implies

$$\log p_T(x,y) \geq - \frac{d^2(x,z)}{T} - \frac{d^2(y,z)}{T}.$$ (2.10)

On the other hand, if $\text{CD}(\kappa, N)$ holds with $N < +\infty$, then from the heat kernel lower bound (2.1) we obtain

$$\log p_T(x,y) \geq - \log \left[ C_1 m(B_{\sqrt{T}}(x)) \right] - C_2 T - \frac{d^2(x,z)}{T} - \frac{d^2(y,z)}{T}.$$ (2.12)

In both cases, thanks to Assumption (H1) and Lemma 2.1 with $r = \sqrt{T}$ we conclude that $- \int \log p_T \, d(\mu \otimes \nu) \in [-\infty, +\infty)$, which leads to the well-defined summation

$$\mathcal{H}(\mu \otimes \nu | R_{0,T}) = \mathcal{H}(\mu | m) + \mathcal{H}(\nu | m) - \int \log p_T \, d(\mu \otimes \nu) < +\infty.$$ (2.13)

Finally, by arguing as in (2.13), we know that $\mathcal{H}(\mu \otimes \nu | R_{0,T}^\mu)$ is also finite, where $R_{0,T}^\mu \in \mathcal{P}(\mathbb{R}^{2d})$ is the probability measure defined as $R_{0,T}^\mu(dx, dy) := p_T(x,y)\mu(dx)m(dy)$. Since for any $\pi \in \Pi(\mu, \nu)$ it holds

$$\mathcal{H}(\pi | R_{0,T}) = \mathcal{H}(\pi | R_{0,T}^\mu),$$

clearly $\pi^{\mu \to \nu,T}$ minimizes $\mathcal{H}(\cdot | R_{0,T}^\mu)$ as well, over the set of couplings $\Pi(\mu, \nu)$. Given the above premises, the integrability of $\varphi$ and $\psi$ follows from [14, Corollary 1.13 and Remark 2.22] applied to the independent coupling $\mu \otimes \nu$ and to the probability reference $R_{0,T}^\mu$. \hfill \Box

### 2.2. Corrector estimates

We are going to prove the corrector estimates (1.7) via an approximation argument. First we will assume that the marginals have compact support and bounded densities, then we will extend it to the case in which $f, g \in L^{\infty}(m)$, and finally to the case when the second condition in (H2) is satisfied by relying on a finite-dimensional approximation argument where the second marginal is fixed while the first marginal constraint is
replaced by a finite-dimensional one. More precisely, since \((M,d)\) is separable we know that there exists a countable dense family of bounded measurable functions \(\{\phi_i\}_{i \in \mathbb{N}}\) such that

\[
(\text{proj}_{x_i})\# \pi = \mu \iff \int \phi_i(x) d\pi(x,y) = \int \phi_i d\mu \quad \forall \ i \in \mathbb{N}.
\]

Therefore for any fixed \(K \in \mathbb{N}\) we may define the convex and closed (in total variation) set

\[
Q_K^{\nu} := \left\{ \pi \in \mathcal{P}(M \times M) : (\text{proj}_{x_2})\# \pi = \nu \right\}
\]

and then consider the associated minimization problem

\[
\inf_{\pi \in Q_K^{\nu}} \mathcal{H}(\pi|R_{0,T}).
\] (2.14)

The next lemma, whose proof is postponed to the end of this section, shows that the above problem gives an approximation of SP.

**Lemma 2.3.** Let \((M,d,m)\) satisfy (CD) and suppose that the marginals \(\mu, \nu\) satisfy (H1). Then the above minimization problem (2.14) admits a unique optimizer \(\pi^K \in Q_K^{\nu}\), whose density is given by

\[
\frac{d\pi^K}{dR_{0,T}}(x,y) = f_K(x) \cdot g_K(y) \quad \text{with} \quad f_K = C \cdot \exp \left( \sum_{i=1}^{K} \lambda_i \phi_i \right) \in L^\infty(m)
\] (2.15)

for some constant \(C > 0\) and multipliers \(\lambda_i \in \mathbb{R}\). Moreover, \(g_K\) converges \(m\)-a.e. to \(g\) and \(P_{T}f_K\) converges \(m\)-a.e. to \(P_{T}f\) on \(\text{supp}(\nu)\). Finally, the optimal value \(\mathcal{H}(\pi^K|R_{0,T})\) converges to \(C_T(\mu,\nu)\) as \(K \to \infty\).

**Proposition 2.4.** Let \((M,d,m)\) satisfy (CD), suppose the marginals \(\mu, \nu\) satisfy (H1) and let \(f, g\) be as in Proposition 2.2 and satisfying the normalization (2.9). Then, if \(\frac{d\nu}{dm}\) is locally bounded away from 0 on \(\text{int}(\text{supp}(\nu))\) and \(\nu(\partial\text{supp}(\nu)) = 0\) it holds

\[
\| \nabla \log P_{T}f \|_{L^2(\nu)}^2 \leq \frac{1}{E_{2K}(T)} [C_T(\mu,\nu) - \mathcal{H}(\nu|m)],
\] (2.16)

where \(E_{2K}\) is defined as in (1.8). In particular, it is part of the statement the fact that \(\log P_{T}f \in W_{loc}^{1,2}(\text{int}(\text{supp}(\nu)))\) with \(\| \nabla \log P_{T}f \| \in L^2(\nu)\).

Similarly, if \(\frac{d\mu}{dm}\) is locally bounded away from 0 on \(\text{int}(\text{supp}(\mu))\) and \(\mu(\partial\text{supp}(\mu)) = 0\), then \(\log P_{T}g \in W_{loc}^{1,2}(\text{int}(\text{supp}(\mu)))\) with \(\| \nabla \log P_{T}g \| \in L^2(\mu)\) and it holds

\[
\| \nabla \log P_{T}g \|_{L^2(\mu)}^2 \leq \frac{1}{E_{2K}(T)} [C_T(\mu,\nu) - \mathcal{H}(\mu|m)].
\] (2.17)

In particular, both (2.16) and (2.17) hold true if the marginals satisfy (H2).

**Proof.** We will only prove inequality (2.16), as (2.17) follows by completely analogous techniques.
As a preliminary step, let us assume that \( \mu, \nu \) have bounded supports and bounded densities \( \frac{d\mu}{dm}, \frac{d\nu}{dm} \). Under this extra hypothesis, it holds
\[
\int |\nabla \log P_t f|^2 d\nu \leq e^{-2\kappa (T-t)} \int |\nabla \log P_t f|^2 d\zeta^{\mu-\nu,T},
\]  
(2.18)
where \( \zeta^{\mu-\nu,T} \) is the \( T \)-entropic interpolation from \( \mu \) to \( \nu \) at time \( t \). If \( (M, d, m) \) satisfies \( \text{CD}(\kappa, N) \) with \( N < \infty \), this is a consequence of Grönwall lemma applied to the functions \( \alpha(t) := \int |\nabla \log P_t f|^2 d\zeta^{\mu-\nu,T} \), and \( \beta(t) := e^{2\kappa (T-t)} \int |\nabla \log P_t f|^2 d\nu \) as on the one hand by [11, Lemmas 3.6 and 3.7] together with [38, Proposition 4.8] (which justifies the computations of [11, Lemmas 3.6 and 3.7] in the non-compact and possibly negatively curved setting) we have
\[
\alpha \in C^1((0, T]) \quad \text{and} \quad \alpha'(t) \leq -2\kappa \alpha(t), \; \forall t \in (0, T]
\]  
(2.19)
while on the other hand it is readily verified that \( \beta' = -2\kappa \beta; \) since \( \alpha(T) = \beta(T) \), it must hold \( \alpha(t) \geq \beta(t) \) for all \( t \in (0, T] \), namely (2.18).

If instead \( (M, d, m) \) satisfies \( \text{CD}(\kappa, \infty) \) and \( m(M) = 1 \), the reader should refer to [35, Lemma 2.2]: this grants the validity of (2.19) for
\[
\alpha_\delta(t) := c_\delta \int |\nabla \log (P_t f + \delta)|^2 \, (P_t f + \delta)(P_t f - \delta) m \, dm,
\]
where \( \delta > 0 \) is any positive number and \( c_\delta \) is a normalizing constant, so that \( c_\delta(P_t f + \delta)(P_t f - \delta) m \) is a probability measure. By considering \( \beta_\delta(t) := e^{2\kappa (T-t)} \int |\nabla \log (P_t f + \delta)|^2 (P_t f + \delta) m \, dm \), by the same argument as before we obtain \( \alpha_\delta(t) \geq \beta_\delta(t) \) for all \( t \in (0, T] \) and \( \delta > 0 \), whence (2.18) by passing to the limit as \( \delta \downarrow 0 \) by the Dominated Convergence Theorem. Indeed, note first that
\[
|\nabla \log (P_t f + \delta)|^2 \, (P_t f + \delta)(P_t f - \delta) m \leq |\nabla \log P_t f|^2 P_t f (P_t f - \delta) m \leq C(\kappa, t)(P_t f) \, |\nabla \log P_t f| (P_t f - \delta)
\]
where the last inequality is due to Hamilton’s gradient estimate (2.4), \( C(\kappa, t) \) being some constant that only depends on \( \kappa, t \). Then, thanks to the standing assumptions on \( \mu, \nu \) and the Gaussian heat kernel lower bound (2.10), by [38, Proposition 2.1] we know that \( f, g \in L^\infty(m) \). By the maximum principle this implies that the previous right-hand side is bounded, hence integrable as \( m(M) = 1 \), and thus provides an admissible dominating function.

Now, by multiplying by \( e^{2\kappa (T-t)} \) and integrating over \( t \in [0, T] \) in (2.18) we deduce that
\[
E_{2\kappa}(T) \int |\nabla \log P_t f|^2 d\nu \leq \int_0^T \int |\nabla \log P_t f|^2 d\zeta^{\mu-\nu,T} \, dt = C_T(\mu, \nu) - \mathcal{H}(\nu|m),
\]
where the identity is justified by the following representation of the entropic cost
\[
C_T(\mu, \nu) = \mathcal{H}(\nu|m) + \int_0^T \int |\nabla \log P_t f|^2 d\zeta^{\mu-\nu,T} \, dt
\]  
(2.20)
(see [47, Proposition 4.1] paying attention to the different rescaling and Remark 2.5 below). Inequality (2.16) is thus proved, as well as the last part of the statement.
Now let us remove the additional assumptions on $\mu, \nu$ in a two-steps procedure.

**1st step.** In addition to (H1), assume that $\mu, \nu$ are such that the associated $f, g \in L^\infty(m)$. Then fix $x \in M$ and introduce $f_n := \mathbb{1}_{B_n(x)} f, g_n := \mathbb{1}_{B_n(x)} g$, so that (2.16) holds true for 

$$
\mu_n := c_n f_n P_T g_n \quad \text{and} \quad \nu_n := c_n g_n P_T f_n,
$$

where $c_n$ is a normalization constant (note that by self-adjointness of $P_T$ it is the same for both measures $\mu_n$ and $\nu_n$). Namely

$$
\int |\nabla \log P_T f_n|^2 d\nu_n \leq \frac{1}{E_{2k}(T)} \left[ C_T(\mu_n, \nu_n) - \mathcal{H}(\nu_n|m) \right].
$$

Observing that $|\nabla \log P_T f_n| \geq |\nabla \log (P_T f_n + \delta)|$ for any $\delta > 0$, the inequality above implies in particular that

$$
\int |\nabla \log (P_T f_n + \delta)|^2 d\nu_n \leq \frac{1}{E_{2k}(T)} \left[ C_T(\mu_n, \nu_n) - \mathcal{H}(\nu_n|m) \right]
$$

(2.21)

for all $\delta > 0$. Let us now pass to the limit as $n \to \infty$.

To this end, observe first that $P_T f_n \to P_T f$ and $P_T g_n \to P_T g$ pointwise as $n \to \infty$. Indeed

$$
\left| P_T f_n(x) - P_T f(x) \right| = \left| \int (\mathbb{1}_{B_n(x)}(y) - 1) f(y) P_T(x, y) \, d\mathcal{M}(y) \right|
$$

$$
\leq \|f\|_{L^\infty} \int |\mathbb{1}_{B_n(x)}(y) - 1| P_T(x, y) \, d\mathcal{M}(y)
$$

and the right-hand side vanishes as $n \to \infty$ by dominated convergence. This allows to handle the right-hand side of (2.21) in the following way. As concerns the term $C_T(\mu_n, \nu_n)$, on the one hand,

$$
\int \log f_n \, d\mu_n \leq \int \log f \, d\mu_n = \int (\log f)^+ \, d\mu_n - \int (\log f)^- \, d\mu_n
$$

$$
\leq c_n \int (\log f)^+ \, d\mu - \int (\log f)^- \, d\mu_n,
$$

where we have used $f_n \leq f$ and, as a consequence of the maximum principle, also $P_T g_n \leq P_T g$. This implies that

$$
\limsup_{n \to \infty} \int \log f_n \, d\mu_n \leq \int (\log f)^+ \, d\mu - \liminf_{n \to \infty} \int (\log f)^- \, d\mu_n
$$

$$
\leq \int (\log f)^+ \, d\mu - \int (\log f)^- \, d\mu = \int \log f \, d\mu,
$$

since $c_n \to 1$ and $f_n P_T g_n \to f P_T g$ pointwise (as already discussed before) together with Fatou lemma. On the other hand, one can show in an analogous fashion that

$$
\limsup_{n \to \infty} \int \log g_n \, d\nu_n \leq \int \log g \, d\nu.
$$

Since
we conclude that

$$\limsup_{n \to \infty} C_T(\mu_n, \nu_n) \leq C_T(\mu, \nu).$$  \hspace{1cm} (2.22)$$

Second, as regards $H(\nu_n|m)$, note that $g_nP_Tf_n \to gP_Tf$ m.a.e. together with $g_nP_Tf_n \leq gP_Tf \in L^1(m)$ entails $g_nP_Tf_n \to gP_Tf$ in $L^1(m)$ by dominated convergence, whence $\nu_n \to \nu$. Moreover,

$$|M_2(\nu_n) - M_2(\nu)| \leq \left| \int d^2(\cdot, \bar{x}) \, d\nu_n - \int d^2(\cdot, \bar{x}) g_n P_Tf_n \, dm \right|$$

$$+ \left| \int d^2(\cdot, \bar{x}) g_n P_Tf_n \, dm - \int d^2(\cdot, \bar{x}) \, d\nu \right|$$

$$\leq (c_n - 1) M_2(\nu) + \int d^2(\cdot, \bar{x}) \left| \frac{g_n P_Tf_n}{g_P_Tf} - 1 \right| \, d\nu \to 0, \text{ as } n \to \infty,$$

again by $c_n \to 1$ and dominated convergence (recall indeed that $\nu \in \mathcal{P}_2(M)$ by (H1) and $g_n P_Tf_n \leq gP_Tf$, so that $\frac{g_n P_Tf_n}{gP_Tf} \in [0, 1]$). Therefore $W_2(\nu_n, \nu) \to 0$ and, by lower semicontinuity of the entropy w.r.t. $W_2$-convergence,

$$\limsup_{n \to \infty} (-\mathcal{H}(\nu_n|m)) \leq -\mathcal{H}(\nu|m).$$  \hspace{1cm} (2.23)$$

Passing to the left-hand side of (2.21), fix $k \in \mathbb{N}$ and note that for all $n \geq k$ we have

$$\int |\nabla \log (P_Tf_n + \delta)|^2 \, d\nu_n \geq \frac{1}{c_k} \int |\nabla \log (P_Tf_n + \delta)|^2 \, d\nu_k = \frac{1}{c_k} \int_{B_k(\bar{x})} |\nabla \log (P_Tf_n + \delta)|^2 \, d\nu_k,$$

since $c_n \geq 1$. We now claim that $|\nabla \log (P_Tf_n + \delta)| \to G$ in $L^2(\bar{B}_k(\bar{x}), \nu_k)$ for some $G$ such that $|\nabla \log (P_Tf + \delta)| \leq G$. To this end, observe that by the $L^\infty$-Lipschitz regularization (2.3) it holds $|\nabla P_Tf_n| \leq C_{T,\kappa} \|f\|_{L^\infty(m)}$, where $C_{T,\kappa}$ only depends on $T$ and $\kappa$ given by (CD). Since $f_n \leq f$, this implies

$$\int_{B_k(\bar{x})} |\nabla \log (P_Tf_n + \delta)|^2 \, dm \leq \frac{C_{T,\kappa}^2}{\delta^2} m(B_k(\bar{x})) \|f\|_{L^\infty(m)}^2.$$  \hspace{1cm}$$

The functions $(|\nabla \log (P_Tf_n + \delta)|)_{n \in \mathbb{N}}$ are thus equi-bounded in $L^2(\bar{B}_k(\bar{x}), m)$ and this implies that, up to subsequences, they converge to some function $G \in L^2(\bar{B}_k(\bar{x}), m)$ weakly in $L^2(\bar{B}_k(\bar{x}), m)$. Since $\log (P_Tf_n + \delta)$ converges m.a.e. to $\log (P_Tf + \delta)$, by [48, Lemma 4.3(b)] $|\nabla \log (P_Tf + \delta)| \leq G$. As for $|\nabla \log (P_Tf_n + \delta)| \to G$ in $L^2(\bar{B}_k(\bar{x}), \nu_k)$, this directly follows from the weak convergence in $L^2(\bar{B}_k(\bar{x}), m)$ and the fact that, under the current assumptions, $\frac{d\nu}{dm} \in L^\infty(m)$. Combining the claim with the lower semicontinuity of the $L^2(\nu_k)$-norm w.r.t. weak convergence we obtain

$$\liminf_{n \to \infty} \int_{B_k(\bar{x})} |\nabla \log (P_Tf_n + \delta)|^2 \, d\nu_k \geq \int_{B_k(\bar{x})} G^2 \, d\nu_k \geq \int_{B_k(\bar{x})} |\nabla \log (P_Tf + \delta)|^2 \, d\nu_k.$$  \hspace{1cm}$$

From this inequality, (2.22) and (2.23) we end up with
we have used and it is just needed in the following discussion. First, notice that the right-hand side above is uniformly bounded in \( K \in \mathbb{N} \) since \textbf{Lemma 2.3} ensures that \( C_T(\mu^K, \nu) = \mathcal{H}(\pi^K | R_0, \tau) \) converges to \( C_T(\mu, \nu) \). As concerns the left-hand side, fix \( x \in \text{int}(\text{supp}(\nu)) \). By assumption there exist \( r, \alpha > 0 \) such that \( \bar{B}_r(x) \subset \text{supp}(\nu) \) and \( \frac{d\nu}{dm} \geq \alpha \) \( m \text{-a.e.} \) in \( \bar{B}_r(x) \), so that, for any fixed \( \delta > 0 \) it holds

\[
\int |\nabla \log P_{TfK}|^2 d\nu \geq \int |\nabla \log (P_{TfK} + \delta)|^2 d\nu \geq \alpha \int_{\bar{B}_r(x)} |\nabla \log (P_{TfK} + \delta)|^2 dm.
\]
As a byproduct of these bounds we have
\[
\limsup_{k \to \infty} \int_{B_r(x_k)} |\nabla \log (P_T f_K + \delta)|^2 \, dm \leq \alpha^{-1} E_{2k}(T)^{-1} \left[ C_T(\mu, \nu) - \mathcal{H}(\nu|m) \right] < +\infty.
\]

The functions \( |\nabla \log (P_T f_K + \delta)| \) are thus equi-bounded in \( L^2(\bar{B}_r(\bar{x}), m) \) and this implies that, up to subsequences, they converge to some function \( G_\delta \in L^2(\bar{B}_r(\bar{x}), m) \) weakly in \( L^2(\bar{B}_r(\bar{x}), m) \). Moreover, from Lemma 2.3 we also have that \( \log (P_T f + \delta) \) converges m.a.e. to \( \log (P_T f + \delta) \) in \( \bar{B}_r(\bar{x}) \). Therefore, relying again on [48, Lemma 4.3(b)] we conclude that \( |\nabla \log (P_T f + \delta)| \leq G_\delta \) on \( \bar{B}_r(\bar{x}) \). In particular, it is worth stressing that in this case [48, Lemma 4.3(b)] also ensures that \( \log (P_T f + \delta) \in W^{1,2}(\bar{B}_r(\bar{x})) \), which does not follow from the regularizing effect of \( P_T \), because of the possible lack of integrability of \( f \).

To replicate the proof given in the previous step we also need that \( |\nabla \log (P_T f_K + \delta)| \to G_\delta \) in \( L^2(\bar{B}_r(\bar{x}), \nu) \), but this may fail, as \( \frac{d\nu}{dm} \) needs not belong to \( L^\infty(m) \). For this reason, let us introduce \( [\nu]^N := \min\{g_k P_T f_K, N\} m \) for \( N \in \mathbb{N} \), so that the left-hand side of (2.24) can be trivially estimated from below as

\[
\int_{B_r(\bar{x})} |\nabla \log P_T f_K|^2 \, d[\nu]^N \leq \int_{B_r(\bar{x})} |\nabla \log P_T f_K|^2 \, d\nu \leq \frac{1}{E_{2k}(T)} \left[ C_T(\mu^N, \nu) - \mathcal{H}(\nu|m) \right].
\]

Since now \( \frac{d[\nu]^N}{dm} \in L^\infty(m) \) by construction, \( |\nabla \log (P_T f_K + \delta)| \to G_\delta \) in \( L^2(\bar{B}_r(\bar{x}), \nu) \) implies the weak convergence toward the same limit in \( L^2(\bar{B}_r(\bar{x}), [\nu]^N) \). Combining these considerations with the lower semicontinuity of the \( L^2([\nu]^N) \)-norm, we obtain

\[
\liminf_{k \to \infty} \int_{B_r(\bar{x})} |\nabla \log (P_T f_K + \delta)|^2 d[\nu]^N \geq \int_{B_r(\bar{x})} G_\delta^2 d[\nu]^N \geq \int_{B_r(\bar{x})} |\nabla \log (P_T f + \delta)|^2 d[\nu]^N
\]

whence

\[
\int_{B_r(\bar{x})} |\nabla \log (P_T f + \delta)|^2 d[\nu]^N \leq \frac{1}{E_{2k}(T)} \left[ C_T(\mu, \nu) - \mathcal{H}(\nu|m) \right].
\]

Choosing now \( (x_k)_{k \in \mathbb{N}} \subset \text{int}(\text{supp}(\nu)) \) dense and denoting by \( r_k \) the radii associated to each \( x_k \) according to the previous construction, so that \( \text{int}(\text{supp}(\nu)) = \bigcup_k \bar{B}_{r_k}(x_k) \), by a diagonal argument there exists \( G \in L^2_{\text{loc}}(m) \) such that \( |\nabla \log (P_T f_K + \delta)| \to G \) in \( L^2(\bar{B}_{r_k}(x_k), m) \) and \( L^2(\bar{B}_{r_k}(x_k), [\nu]^N) \) for every \( k \in \mathbb{N} \) and, by [48, Lemma 4.3(b)], \( |\nabla \log (P_T f + \delta)| \leq G \) m.a.e since \( \log (P_T f_K + \delta) \to \log (P_T f + \delta) \) m.a.e. in \( \text{supp}(\nu) \).

Setting \( B_k := \bigcup_{i=1}^k \bar{B}_{r_i}(x_i) \), by the same reasoning as above (noting that the choice of \( N \) does not depend on the point \( x_k \)) we obtain

\[
\int_{B_k} |\nabla \log (P_T f + \delta)|^2 d[\nu]^N \leq \frac{1}{E_{2k}(T)} \left[ C_T(\mu, \nu) - \mathcal{H}(\nu|m) \right], \quad \forall k \in \mathbb{N}.
\]

Taking the limit as \( k \to \infty \), by \( \nu(\partial \text{supp}(\nu)) = 0 \) we infer that \( |\nabla \log (P_T f + \delta)| \) actually belongs to \( L^2([\nu]^N) \). Passing then to the limit as \( N \to \infty \) and \( \delta \downarrow 0 \), by monotonicity and again the fact that \( \nu(\partial \text{supp}(\nu)) = 0 \) we precisely obtain (2.16) for \( \mu, \nu \) as in the statement.
Remark 2.5. In [47, Proposition 4.1], the dynamical representation formula (2.20) for the entropic cost is actually proved under a $\text{CD}(\kappa,N)$ assumption with $N < \infty$. However, the very same argument works also if $(M,d,m)$ satisfies $\text{CD}(\kappa,\infty)$ and $m(M) = 1$. Indeed, the proof of [47, Proposition 4.1] essentially relies on the regularity and integrability of $t \mapsto \rho_t := P_tf \cdot P_{T-t}g$, $t \mapsto \log P_tf$, $t \mapsto \log P_{T-t}g$ (and of their gradients) and these properties can be extended to the case $N = \infty$ as follows.

As concerns the regularity, given that $\mu, \nu$ have bounded densities and supports, the lower bound (2.10) on the heat kernel allows to deduce that $f,g \in L^\infty(m)$ with bounded supports too, exactly as in [38, Proposition 2.1 and Theorem 2.2]. Then the smoothing property of $P_T$ entails $C^\infty$-regularity, see [49, Theorem 3.1].

Proof of Lemma 2.3. The existence and uniqueness of the minimizer $\pi^K \in Q^\nu_K$ is guaranteed by [14, Proposition 1.17]. Moreover, from the same reference we have $\pi^{\mu-\nu,T} \ll \pi^K$ and

$$\pi^K \to \pi^{\mu-\nu,T} \text{ in total variation and } \mathcal{H}(\pi^K|_{R_{0,T}}) \to \mathcal{H}(\pi^{\mu-\nu,T}|_{R_{0,T}}) = C_T(\mu,\nu).$$

(2.25)

Let us now prove (2.15). Firstly, notice that if we introduce the marginal $\mu^K := (\text{proj}_{x_1})_*\pi^K$, then it immediately follows that $\pi^K \in \Pi(\mu^K,\nu) \subseteq Q^\nu_K$ is the unique optimizer of the Schrödinger problem with marginals $\mu^K$, $\nu$ and $C_T(\mu^K,\nu) = \mathcal{H}(\pi^K|_{R_{0,T}})$. Owing to (2.25), $\mathcal{H}(\mu^K|m) \leq \mathcal{H}(\pi^K|_{R_{0,T}})$ is eventually finite for $K$ large enough and therefore Proposition 2.2 yields the existence of two positive measurable functions $f_K$, $g_K$ such that $R_{0,T}$-a.s. it holds $\frac{d\pi^K}{dx}(x,y) = f_K(x) \cdot g_K(y)$ with $\log f_K \in L^1(\mu^K)$ and $\log g_K \in L^1(\nu)$. Then, in view of the additive property of the relative entropy [8, Equation (72) in Appendix A] we may write

$$\mathcal{H}(\pi|_{R_{0,T}}) = \mathcal{H}(\nu|m) + \int \mathcal{H}(\pi(\cdot|:\text{proj}_{x_2} = y)|m_{P_T}(y)) \ d\nu(y) \quad \forall \pi \in Q^\nu_K,$$

where $m_{P_T}(y) = R_{0,T}(\cdot|:\text{proj}_{x_2} = y) \in \mathcal{P}(M)$ is the probability measure whose density is given by $p_T(x,y)dm(x)$. Therefore minimizing (2.14) is equivalent to solving for any fixed $y \in \text{supp}(\nu)$ the problem

$$\inf_{q(\cdot)|_{Q^\nu_K}} \mathcal{H}(q(y)|m_{P_T}(y)) \quad \text{with} \quad Q_K := \left\{ q \in \mathcal{P}(M) : \int \phi_i dq = \int \phi_i d\mu \quad \forall \ i = 1,\ldots,K \right\},$$

instead if $q^* : M \to \mathcal{P}(M)$ denotes the stochastic kernel associated to the minimizers of the above problem (whose existence and uniqueness, for any fixed $y \in \text{supp}(\nu)$, are
once again ensured by [14, Proposition 1.17]) then $\pi^K = q^* \otimes \nu$. Moreover, by arguing as in [14, Example 1.18] for any fixed $y \in \text{supp}(\nu)$ we can write
\[
\frac{dq^*(y)}{d(mP_T(y))}(x) = c(y) \exp \left( \sum_{i=1}^{K} b_i(y) \phi_i(x) \right)
\]
for some constants $c(y) > 0$ and $b_i(y) \in \mathbb{R}$, possibly depending on $y$. By combining the above expression, the $f_K$, $g_K$-decomposition and the Schrödinger system associated to $C_T(\mu^K, \nu)$ (cf. (2.8) in Proposition 2.2) we deduce that
\[
f_K(x)g_K(y) = \frac{d\pi^K}{dR_{0,T}}(x,y) = \frac{d(q^* \otimes \nu)}{d(mP_T \otimes m)}(x,y) = \frac{d\nu}{dm}(y) \frac{dq^*(y)}{d(mP_T(y))}(x) = g_K(y)P_{Tf_K}(y) c(y) \exp \left( \sum_{i=1}^{K} b_i(y) \phi_i(x) \right).
\]
Henceforth, for any $y \in \text{supp}(\nu)$ it holds
\[
f_K(x) = P_{Tf_K}(y) c(y) \exp \left( \sum_{i=1}^{K} b_i(y) \phi_i(x) \right)
\]
and since the above left-hand side does not depend on the choice of $y$, we may choose a fixed $y^* \in \text{supp}(\nu)$ and write
\[
f_K(x) = P_{Tf_K}(y^*) c(y^*) \exp \left( \sum_{i=1}^{K} b_i(y^*) \phi_i(x) \right) \in (0, +\infty).
\]
This proves (2.15) with $C := P_{Tf_K}(y^*) c(y^*)$ and $\lambda_i := b_i(y^*)$.

Finally, we claim that we can fix a renormalization for the decomposition $f_K$, $g_K$ (which is unique up to a multiplicative constant) such that $g_K$ converges m-a.e. to $g$. In order to do so, note that the convergence in total variation in (2.25) implies that (along a non-relabeled subsequence)
\[
f_K(x)g_K(y) = \frac{d\pi^K}{dR_{0,T}}(x,y) \rightarrow \frac{d\pi^{\mu, \nu, T}}{dR_{0,T}}(x,y) = f(x)g(y), \quad \text{R}_{0,T}\text{-a.s.}
\]
and a fortiori $m \otimes m$-a.e., thanks to the (CD) assumption and the Gaussian lower bounds (2.10) and (2.12). If $A \subseteq M \times M$ denotes the subset where the latter limit holds pointwise and $A^c$ its complement, then $m \otimes m(A^c) = 0$ and Fubini’s Theorem implies that for m-a.e. $x \in M$ it holds $m(A^c_x) = 0$, where the section is defined as $A_x := \{y : (x,y) \in A\}$. Combining this with $\mu \ll m$ we deduce that there exists an element $x^* \in \text{int}(\text{supp}(\mu))$ such that $f(x^*) \neq 0$ and $m(A^c_{x^*}) = 0$. We have therefore proven that
\[
f_K(x^*)g_K(y) \rightarrow f(x^*)g(y) \quad \text{for m-a.e. } y.
\]
By renormalizing the $f_K$, $g_K$-decomposition in such a way that $f_K(x^*) = f(x^*) \in (0, +\infty)$, (2.26) reads as
\[
g_K \rightarrow g \quad \text{m-a.e.}
\]
As a direct consequence of this and (2.8) we get the m-a.e. convergence of $P_{Tf_K}$ to $P_{Tf}$ on $\text{supp}(\nu)$, since the marginal $\nu$ is always the same at each step $K \in \mathbb{N}$.
3. Proof of the convergence of the gradients

As already mentioned in the Introduction, the first step in the proof of Theorem 1.1 is to show the convergence of the Schrödinger potentials to the Kantorovich ones as the parameter $T$ vanishes. To achieve this, we will rely on [25, Proposition 5.1] and on [26, Theorem 1.1], which states that uniformly on compact subsets of $M \times M$ it holds

$$T \log p_T(x,y) \xrightarrow{T \downarrow 0} -\frac{1}{4} d^2(x,y).$$

Before starting with the proof, let us fix some notations. First, let $\rho := \frac{d\mu}{dm}$ and $\sigma := \frac{d\nu}{dm}$ denote the densities of the marginals. Then let $(\varphi^T, \psi^T)$ denote the unique Schrödinger potentials (as introduced in (1.5)) satisfying the symmetric normalization (2.9), i.e.,

$$\int \varphi^T \, d\mu - H(\mu|m) = \int \psi^T \, d\nu - H(\nu|m);$$

let $(\Phi_T, \Psi_T)$ be the unique entropic potentials for $(\varepsilon\text{EOT})$ (as defined in (1.3)) with $\varepsilon = T$ and cost $c_T(x,y) := -T \log p_T(x,y)$ satisfying the symmetric normalization

$$\int \Phi_T \, d\mu = \int \Psi_T \, d\nu$$

and, similarly, let $(\varphi^0, \psi^0)$ be a pair of Kantorovich potentials (defined in (1.4)) satisfying the symmetric normalization

$$\int \varphi^0 \, d\mu = \int \psi^0 \, d\nu. \tag{3.1}$$

Let us stress that, when rescaled by a factor $T$, the potentials $(\varphi^T, \psi^T)$ coincide with the entropic potentials for $(\varepsilon\text{EOT})$ with $\varepsilon = T$ and $\tilde{c}_T := -T \log \frac{d\pi_T}{d\mu \otimes \nu}$. Although similar, this EOT problem is different from the one associated with $c_T$; in particular, $(\varphi^T, \psi^T)$ is different from $(\Phi_T, \Psi_T)$, whence the choice of the uppercase notation to avoid confusion.

Indeed

$$\tilde{c}_T(x,y) = c_T(x,y) + T \log \rho(x) + T \log \sigma(y),$$

and therefore, even if for $T$ fixed the two EOT problems have the same minimizers and the same optimal values, the corresponding potentials differ. More precisely, it holds

$$T \varphi^T = \Phi_T + T \log \rho \quad \text{and} \quad T \psi^T = \Psi_T + T \log \sigma. \tag{3.2}$$

Hence, even if $(\varphi^T, \psi^T)$ are the Schrödinger potentials, from the EOT viewpoint it may be more convenient to work with $c_T$, and thus $(\Phi_T, \Psi_T)$, because of the dynamical interpretation of the cost as transition kernel of the associated SDE (1.2).

As concerns $(\varphi^0, \psi^0)$, due to the lack of regularity of the OT problem (1.4), even after the normalization (3.1) uniqueness of the Kantorovich potentials may fail. Some results in this direction are known for some specific examples, for instance in the Euclidean case if at least one marginal is absolutely continuous with respect to the Lebesgue measure and if its support is connected then uniqueness holds [50, Appendix B]. However here we are interested in the convergence of the Schrödinger map $\text{Id} - 2T \nabla \varphi^T$ to the
Brenier map \( \tau \) (as introduced above in (1.9)), whose uniqueness instead holds true in our setting. More precisely, \( \tau = \text{Id} - 2 \nabla \phi^0 \) with \( \phi^0 \) a Kantorovich potential as fixed above (cf. [16, Proposition 3.1], [17, Theorem 1.1] and discussion therein).

After this premise, let us show the strong convergence of the Schrödinger potentials (possibly along a subsequence), which will be pivotal in the subsequent proof of Theorem 1.1.

**Lemma 3.1** \((L^1\text{-convergence of the potentials)}\) Assume that \((M,d,m)\) satisfies (CD) and that \(\mu, \nu\) satisfy (H1). Then it holds:

- \(\{\Phi_T\}_{T \in [0,1]}\) and \(\{\Psi_T\}_{T \in [0,1]}\) are strongly precompact in \(L^1(\mu)\) and \(L^1(\nu)\) respectively and their accumulation points are Kantorovich potentials \((\phi^0, \psi^0)\) for (1.4);
- or equivalently, \(\{T \phi^T\}_{T \in [0,1]}\) and \(\{T \psi^T\}_{T \in [0,1]}\) are strongly precompact in \(L^1(\mu)\) and \(L^1(\nu)\) respectively and their accumulation points are Kantorovich potentials \((\phi^0, \psi^0)\) for (1.4).

If the Kantorovich potentials \((\phi^0, \psi^0)\) associated to (1.4) are unique, then it holds

\[ \Phi_T \to \phi^0 \text{ strongly in } L^1(\mu) \quad \text{and} \quad \Psi_T \to \psi^0 \text{ strongly in } L^1(\nu), \]

and equivalently

\[ T \phi^T \to \phi^0 \text{ strongly in } L^1(\mu) \quad \text{and} \quad T \psi^T \to \psi^0 \text{ strongly in } L^1(\nu). \]

**Proof.** First, notice that the equivalence between the statements follows from (3.2) and the finite entropy condition in (H1). By [25, Proposition 5.1], to obtain the desired convergence for \(\Phi_T\) and \(\Psi_T\) it is sufficient to show that \(c_T := -T \log p_T \to d^2/4\) uniformly on compact subsets as \(T \to 0\) and that there exists a function \(\bar{c}(x,y) = \bar{c}_1(x) + \bar{c}_2(y)\) with \(\bar{c}_1 \in L^1(\mu)\) and \(\bar{c}_2 \in L^1(\nu)\) such that \(c_T \leq \bar{c}\) for all \(T\) sufficiently small, say \(T \leq 1\).

Under the CD\((\kappa,N)\) condition with \(N < \infty\), using the heat kernel lower bound (2.1) and assuming without loss of generality that \(T \leq 1\), so that \(\log m(B_{\sqrt{T}}(x)) \leq \log m(B_1(x))\), we see that

\[ c_T(x,y) \leq T \log C_1 + T \log m(B_{\sqrt{T}}(x)) + \frac{d^2(x,y)^2}{4 - \delta} + C_2T^2 \]

\[ \leq T \log C_1 + (T \log m(B_1(x)))^+ + \frac{d^2(x,y)^2}{4 - \delta} + C_2T^2. \]

By the trivial inequality \(d^2(x,y)^2 \leq 2(d^2(x,z) + d^2(y,z))\) valid for any \(z \in M\) we conclude that \(c_T(x,y) \leq c_T'(x) + c_T''(y)\) with

\[ c_T'(x) := (T \log m(B_1(x)))^+ + \frac{2}{4 - \delta}d^2(x,z), \quad c_T''(y) := T \log C_1 + \frac{2}{4 - \delta}d^2(y,z) + C_2T^2. \]

By the fact that \(\nu \in \mathcal{P}_2(M)\), it is clear that \(c_T''\) can be dominated by a \(\nu\)-integrable function not depending on \(T\). As regards \(c_T'\) it follows from \(\mu \in \mathcal{P}_2(M)\) and **Lemma 2.1** which gives the \(\mu\)-integrability of the positive part of \(\log m(B_1(\cdot))\).
On the other hand, if we assume that \((M, d, m)\) satisfies \(CD(\kappa, \infty)\) with \(m(M) = 1\), then leveraging on the heat kernel lower bound \((2.2)\) we see that
\[ c_T(x, y) \leq \frac{\kappa T}{2(1 - e^{-\kappa T})} d^2(x, y) \]
and in this case the trivial inequality \(d^2(x, y) \leq 2(d^2(x, z) + d^2(y, z))\), valid for any \(z \in M\), readily provides us with functions \(c'_T, c''_T\) which are \(\mu\)- and \(\nu\)-integrable respectively.

Finally, in both cases, the fact that \(c_T \rightarrow d^2/4\) uniformly on compact subsets of \(M \times M\) as \(T \downarrow 0\) is ensured by \([26, \text{Theorem 1.1}]\). Therefore we can apply \([25, \text{Proposition 5.1}]\), which concludes our proof.

\[ \square \]

**Remark 3.2.** Let us mention that the previous result gives as a direct consequence a new proof of the small-time limit of the renormalized Schrödinger cost, that is, under the same assumptions of Lemma 3.1 we have proven
\[ \lim_{T \rightarrow 0} TC_T(\mu, \nu) = \frac{\mathcal{W}_2^2(\mu, \nu)}{4}. \]
We are now ready to prove the convergence of the gradients.

**Proof of Theorem 1.1.** For the readers’ convenience we divide our proof into four steps.

**1st step: weak compactness of the gradients in \(L^2(\mu)\).** From the identity \(\mu = \mathcal{P}_T g\ m\) we deduce that \(\log \rho = \varphi_T + \psi_0^T\), where \(\psi_0^T := \log \mathcal{P}_T e^{\psi_T}\) and hence
\[ \|T \nabla \varphi_T\|_{L^2(TM, \mu)} = \|T \nabla \log \rho - T \nabla \psi_0^T\|_{L^2(TM, \mu)} \leq T \|\nabla \log \rho\|_{L^2(TM, \mu)} + T \|\nabla \psi_0^T\|_{L^2(TM, \mu)}. \]
The correctors estimate \((1.7)\) allows to control the last term as
\[ \|\nabla \psi_0^T\|_{L^2(TM, \mu)}^2 \leq \frac{1}{\mathcal{E}_{2x}(T)} [C_T(\mu, \nu) - \mathcal{H}(\mu|m)] \]
whence
\[ \|T \nabla \varphi_T\|_{L^2(TM, \mu)} \leq T \sqrt{\mathcal{I}(\mu)} + \frac{T}{\mathcal{E}_{2x}(T)} \sqrt{T C_T(\mu, \nu) - T \mathcal{H}(\mu|m)}. \]
This inequality together with the fact that \(\lim_{T \downarrow 0} \frac{\mathcal{E}_{2x}(T)}{T} = 1\), \(\lim_{T \downarrow 0} TC_T(\mu, \nu) = \frac{1}{4} \mathcal{W}_2^2(\mu, \nu)\) (cf. Remark 3.2) and \(\mathcal{I}(\mu) < +\infty\) implies that
\[ \limsup_{T \rightarrow 0} \|T \nabla \varphi_T\|_{L^2(TM, \mu)} \leq \frac{\mathcal{W}_2(\mu, \nu)}{2}. \]
(3.4)
Therefore, the sequence \(\{T \nabla \varphi_T\}\) is weakly compact in \(L^2(\mu)\).

**2nd step: weak convergence of the gradients in \(L^2(\mu_k)\).** Fix \(k \in \mathbb{N}\) and define \(\rho_k := \min\{\rho, k\}, \mu_k := \rho_k m\) (note that \(\mu_k\) needs not be a probability measure). We claim that for any \(k\) (large enough) and for any weakly convergent subsequence of \(\{T \nabla \varphi_T\}_{T > 0}\)
there exist a Kantorovich potential \( \varphi^0 \) and a subsubsequence \( T_n \downarrow 0 \) such that 
\[ T_n \nabla \varphi^T_n \rightharpoonup \nabla \varphi^0 \] 
in \( L^2(TM, \mu_k) \).

First, note that for any subsequence of \( \{ T \nabla \varphi^T \}_{T > 0} \), we can consider the corresponding subsequence of \( \{ T \varphi^T \}_{T > 0} \) and deduce from Lemma 3.1 that there exist a Kantorovich potential \( \varphi^0 \in L^1(\mu) \) and a subsequence \( T_n \downarrow 0 \) such that \( T_n \varphi^T_n \rightharpoonup \varphi^0 \) strongly in \( L^1(\mu) \), and a fortiori in \( L^1(\mu_k) \) because \( \mu_k \leq \mu \) trivially. Moreover, the family \( \{ T \nabla \varphi^T \}_{T > 0} \) is weakly compact also in \( L^2(TM, \mu_k) \). Hence, given a subsequence of \( \{ T \nabla \varphi^T \}_{T > 0} \) weakly converging to some \( \zeta_k \in L^2(TM, \mu_k) \) there exists \( T_n \downarrow 0 \) such that 
\[ T_n \varphi^T_n \rightharpoonup \varphi^0 \] 
in \( L^1(\mu_k) \) and 
\[ T_n \nabla \varphi^T_n \rightharpoonup \zeta_k \] 
in \( L^2(TM, \mu_k) \). (3.5)

Our claim is proven once we show that the weak limit \( \zeta_k \) actually does not depend on \( k \) and coincides with the weak gradient \( \nabla \varphi^0 \) m.a.e.

To this end, fix \( x \in \text{int}(\text{supp}(\mu)) \). By assumption there exists an open neighborhood \( B \subset \text{supp}(\mu) \) of \( x \) and a constant \( c > 0 \) such that \( \rho \geq c \) m.a.e. on \( B \). Without loss of generality, we can assume that \( B = B(x, r) \) for some radius \( r > 0 \). In this way compactness in \( L^2(B, \mu) \) implies compactness in \( L^2(B, m) \) and, a fortiori, in \( L^2(B, \text{vol}) \), since \( m = e^{-U} \text{vol} \) and \( c' \leq e^{-U} \leq C' \) on \( B \) for some constants \( c' \), \( C' > 0 \). More explicitly,
\[ c'T^2 \int_B |\nabla \varphi^T|^2 \, d\text{vol} \leq T^2 \int_B |\nabla \varphi^T|^2 \, d\text{dm} \leq \frac{T^2}{c} \int_B |\nabla \varphi^T|^2 \, d\mu \leq \frac{1}{c} \| T \nabla \varphi^T \|^2_{L^2(\mu)} \] 
(3.6)
and the right-hand side is uniformly bounded in \( T \) by (3.4).

Now, inspired by the proof of [51, Proposition 2.14], we observe that the Neumann Laplacian on the smooth compact Riemannian manifold with boundary \( (\overline{B}, g, \text{vol}|_{\overline{B}}) \) has a spectral gap (see e.g., [52]). This is equivalent to the fact that \( \text{vol}|_{\overline{B}} \) satisfies a Poincaré inequality, whence in particular
\[ \int_B |T \varphi|^2 \, d\text{vol} \leq \left( \int_B T \varphi \, d\text{vol} \right)^2 + C_P \int_B |T \nabla \varphi|^2 \, d\text{vol} \]
for some constant \( C_P > 0 \). Note that the first term on the right-hand side is uniformly bounded in \( T_n \), since by the fact that \( \rho_k \geq c \) (provided \( k \geq c \)) and \( c' \text{vol} \leq m \leq C' \text{vol} \) m.a.e. in \( B \), (3.5) implies \( T_n \varphi^T_n \rightharpoonup \varphi^0 \) in \( L^1(B, \text{vol}) \), so that \( (\int_B T_n \varphi^T_n \, d\text{vol})^2 \) converges to \( (\int_B \varphi^0 \, d\text{vol})^2 \) as \( T_n \downarrow 0 \). The second one is bounded as well by (3.6). Hence we obtain compactness in \( L^2(B, \text{vol}) \) for the subsequence \( \{ T_n \varphi^T_n \}_{n \in \mathbb{N}} \).

As a consequence, there exist a non-relabeled subsequence and \( \zeta \in L^2(B, \text{vol}) \) such that \( T_n \varphi^T_n \rightharpoonup \zeta \) in \( L^2(B, \text{vol}) \). On the other hand, by (3.5) we know that \( T_n \varphi^T_n \rightharpoonup \varphi^0 \) in \( L^1(\mu_k) \). This implies that \( \zeta = \varphi^0 \mu_k \)-a.s. on \( B \) and, as a byproduct, that 
\[ T_n \varphi^T_n \rightharpoonup \varphi^0 \] 
in \( L^2(B, \text{vol}) \) (3.7)
without passing to a subsequence. Indeed let us consider an arbitrary non-negative \( \phi \in C^\infty_c(B) \), so that \( \phi \in L^1 \cap L^\infty(B, \text{vol}) \), and start observing that
\[ \left| \int_B \phi (\varphi^0 - \zeta) \, d\text{vol} \right| \leq \left| \int_B \phi (\varphi^0 - T_n \varphi^T_n) \, d\text{vol} \right| + \left| \int_B \phi (T_n \varphi^T_n - \zeta) \, d\text{vol} \right|. \]
The second term vanishes since $T_n \rho^T_n \to \bar{\epsilon}$ in $L^2(B, \text{vol})$. As for the first one, note that

$$\left| \int_B \phi(\varphi^0 - T_n \varphi^T_n) \, \text{dvol} \right| \leq \|\phi\|_\infty \int_B |\varphi^0 - T_n \varphi^T_n| \, \text{dvol} \leq \frac{1}{c} \|\phi\|_\infty \int_B |\varphi^0 - T_n \varphi^T_n| \, \text{dvol} \leq \frac{1}{c} \|\phi\|_\infty \int_B |\varphi^0 - T_n \varphi^T_n| \, \text{dvol} \leq \frac{1}{c} \|\phi\|_\infty \int_B |\varphi^0 - T_n \varphi^T_n| \, \text{dm}$$

where for the second and third inequality we have used once more that $m \geq c \text{vol}$ and $\rho_k \geq c$ m-a.e. on $B$ respectively. Hence, from $T_n \varphi^T_n \to \varphi^0$ in $L^1(\mu_k)$ it follows the weak convergence $T_n \varphi^T_n \to \varphi^0$ in $L^2(B, \text{vol})$, without passing to any subsequence.

Now we are ready to prove the claim of this second step. Take $\beta \in C_0^\infty(B, TM)$ and observe that the assumption $I(\mu) < \infty$ can be equivalently restated as $\nabla \sqrt{\rho} \in L^2(TM, m)$. As a consequence, and by definition of $\rho_k$, $\nabla \sqrt{\rho_k} \in L^2(TM, m)$ too and this fact together with $\rho_k \leq k$ justifies the validity of the chain rule $\nabla \rho_k = \nabla \left( (\sqrt{\rho})^2 \right) = 2\sqrt{\rho_k} \nabla \sqrt{\rho_k}$ and proves that $|\nabla \rho_k| \in L^2(B, m)$, whence the applicability of the integration by parts formula, so that

$$T \int \langle \nabla \varphi^T, \beta \rangle \, \text{d}\mu_k = -T \int \varphi^T \text{div}(\beta) \, \text{d}\mu_k - T \int \varphi^T \langle \beta, \nabla \rho_k \rangle \, \text{dm}.$$ 

On the one hand, for the left-hand side we know that

$$\lim_{T_n \to 0} \int \langle \nabla \varphi^T_n, \beta \rangle \, \text{d}\mu_k = \int \langle \bar{\epsilon}, \beta \rangle \, \text{d}\mu_k = \int \langle \rho_k \bar{\epsilon}, \beta \rangle \, \text{d}\mu_k.$$ 

As concerns the right-hand side, the fact that $\text{div}(\beta)$ is bounded in $B$ and the strong convergence in (3.5) ensure that

$$\lim_{T_n \to 0} \int \varphi^T_n \text{div}(\beta) \, \text{d}\mu_k = \int \varphi^0 \text{div}(\beta) \, \text{d}\mu_k = \int \varphi^0 \rho_k \text{div}(\beta) \, \text{dm}.$$ 

For the limit of the second term, $\langle \beta, \nabla \rho_k \rangle \in L^2(m)$ together with $\text{supp}(\beta) \subset B, e^{-U/2} \leq \sqrt{C} \in B$ and $T \varphi^T \to \varphi^0$ in $L^2(B, \text{vol})$, proved in (3.7) above, allow us to deduce that

$$\lim_{T_n \to 0} \int \varphi^T_n \langle \beta, \nabla \rho_k \rangle \, \text{dm} = \int \varphi^0 \langle \beta, \nabla \rho_k \rangle \, \text{dm}.$$ 

Hence, after rearrangement,

$$- \int \varphi^0 \rho_k \text{div}(\beta) \, \text{dm} = \int \langle \rho_k \bar{\epsilon}, \beta \rangle \, \text{dm} + \int \varphi^0 \langle \beta, \nabla \rho_k \rangle \, \text{dm} = \int \langle \beta, \rho_k \bar{\epsilon} + \varphi^0 \nabla \rho_k \rangle \, \text{dm},$$

which means that $\nabla(\varphi^0 \rho_k) = \rho_k \bar{\epsilon} + \varphi^0 \nabla \rho_k$ on $B$ by definition of weak gradient.

To conclude that $\bar{\epsilon} = \nabla \varphi^0$ on $B$, recall that $\rho_k \in W^{1,2}(B)$. Using the lower bound $\rho_k \geq c$ m-a.e. on $B$, by chain rule we get that also $\rho_k^{-1} \in W^{1,2}(B)$ and therefore, by Leibniz rule,

$$\nabla \varphi^0 = \nabla(\varphi^0 \rho_k \cdot \rho_k^{-1}) = \frac{\nabla(\varphi^0 \rho_k)}{\rho_k} + \varphi^0 \rho_k \nabla(\rho_k^{-1}) = \bar{\epsilon} \quad \text{m-a.e. on } B.$$ 

Since $B$ was obtained starting from an arbitrary $x \in \text{int}(\text{supp}(\mu))$, we conclude that $\bar{\epsilon} = \nabla \varphi^0$ m-a.e. in $\text{int}(\text{supp}(\mu))$ and therefore, up to changing the weak limit on a $\mu$-null set we have proven that.
\[ T_n \nabla \varphi^T \rightarrow \nabla \varphi^0 \quad \text{in} \quad L^2(TM, \mu_k). \quad (3.8) \]

**3rd step: weak convergence of the gradients in \( L^2(\mu) \).** We now claim that the result above can be improved to
\[ T_n \nabla \varphi^T \rightarrow \nabla \varphi^0 \quad \text{in} \quad L^2(TM, \mu). \]

To this end, fix \( \beta \in L^2 \cap L^\infty(TM, \mu) \) and start observing
\[
\left| \int \langle T_n \nabla \varphi^T \rangle - \nabla \varphi^0, \beta \rangle \, d\mu \right| \leq \left| T_n \int \langle \nabla \varphi^T, \beta \rangle (\rho - \rho_k) \, d\mu \right| + \left| \int \langle T_n \nabla \varphi^T - \nabla \varphi^0, \beta \rangle \, d\mu_k \right| 
+ \left| \int \langle \nabla \varphi^0, \beta \rangle (\rho - \rho_k) \, d\mu \right|.
\]

Recalling that \( \mathcal{W}_2(\mu, \nu) = 2 \| \nabla \varphi^0 \|_{L^2(TM, \mu)} \) (see [48, Theorem 10.3], paying attention to the different rescaling), we see that the third term on the right-hand side vanishes as \( k \to \infty \) by dominated convergence theorem. As concerns the first one, let us first estimate it as follows
\[
\left| T_n \int \langle \nabla \varphi^T, \beta \rangle (\rho - \rho_k) \, d\mu \right| \leq T_n \int \| \nabla \varphi^T, \beta \| \left( 1 - \frac{\rho_k}{\rho} \right) \, d\mu \leq \| \beta \| \int T_n \| \nabla \varphi^T \| \left( 1 - \frac{\rho_k}{\rho} \right) \, d\mu 
\leq \| \beta \| \| T_n \| \| \nabla \varphi^T \|_{L^2(TM, \mu)} \| 1 - \frac{\rho_k}{\rho} \|_{L^2(\mu)}
\]
and then observe that \( \| T_n \nabla \varphi^T \|_{L^2(TM, \mu)} \) is bounded as \( T_n \downarrow 0 \) by (3.4), while \( \| 1 - \frac{\rho_k}{\rho} \|_{L^2(\mu)} \to 0 \) as \( k \to \infty \) by dominated convergence. This allows to deduce that, given \( \varepsilon > 0 \) there exists \( k' \) independent of \( T_n \) so that
\[
\left| \int \langle T_n \nabla \varphi^T - \nabla \varphi^0, \beta \rangle \, d\mu \right| \leq \left| \int \langle T_n \nabla \varphi^T - \nabla \varphi^0, \beta \rangle \, d\mu_{k'} \right| + 2\varepsilon.
\]

Taking now the limit as \( T_n \downarrow 0 \), the right-hand side converges to \( 2\varepsilon \) by (3.8) and the arbitrariness of \( \varepsilon \) together with the density of \( L^2 \cap L^\infty(TM) \) in \( L^2(TM, \mu) \) allows to conclude that \( T_n \nabla \varphi^T \rightarrow \nabla \varphi^0 \) in \( L^2(TM, \mu) \) as claimed.

**4th step: strong convergence of the gradients in \( L^2(\mu) \).** The previous step and the uniqueness of the Brenier map \( \tau = 1d - 2\nabla \varphi^0 \) grant that the whole sequence of gradients converges
\[ T \nabla \varphi^T \rightarrow \nabla \varphi^0 \quad \text{in} \quad L^2(TM, \mu_k), \quad \forall k \in \mathbb{N}, \]
which automatically implies
\[
\liminf_{T \to 0} \| T \nabla \varphi^T_0 \|_{L^2(TM, \mu_k)} \geq \| \nabla \varphi^0 \|_{L^2(TM, \mu_k)}.
\]

Recalling again that \( \mathcal{W}_2(\mu, \nu) = 2 \| \nabla \varphi^0 \|_{L^2(TM, \mu)} \), we deduce from (3.4) that
\[
\lim_{T \to 0} \| T \nabla \varphi^T_0 \|_{L^2(TM, \mu)} = \| \nabla \varphi^0 \|_{L^2(TM, \mu)}.
\]

Since in a Hilbert space such as \( L^2(TM, \mu) \) weak convergence plus convergence of the norm implies strong convergence, we obtain the desired conclusion. \( \square \)
Remark 3.3. The previous proof runs exactly in the same way if we consider the entropic potentials \( (U_T, W_T) \) instead of the rescaled Schrödinger potentials \( (T\varphi^T, T\psi^T) \). Moreover, the weak compactness in the first step can be proven without assuming finite Fisher information \( \mathcal{I}(\mu) \), since

\[
\| T\nabla \Phi_T \|_{L^2(\mu)} = \| T\nabla \varphi^T - T\nabla \log \rho \|_{L^2(\mu)} = T \| \psi_0^T \|_{L^2(\mu)}.
\]

However, even though we are considering the entropic potentials \( (U_T, W_T) \), the assumption of finite Fisher information \( \mathcal{I}(\mu) < +\infty \) is needed in the second step where we identify the weak limit of \( \{ \Phi_T \}_{n \in \mathbb{N}} \) with \( \nabla \varphi^0 \).

Corollary 3.4. Under the same assumptions of Theorem 1.1, if \( \mu \) satisfies a Poincaré inequality, then the convergence of the potentials in Lemma 3.1 holds true also in \( L^2(\mu) \).

4. Proofs of the quantitative stability estimates

In this section we show how from the corrector estimates (1.7) it is possible to derive novel quantitative stability estimates for SP. Firstly we prove Theorem 1.2 and as a byproduct we deduce in Proposition 4.4 a certain stability estimate for the entropic cost. Alongside we show how a finite Fisher information assumption gives similar bounds independent of the symmetric relative entropy between the marginals. Finally, we conclude the section with an application of our results to the EOT setting with quadratic cost function.

Throughout the whole section \( (f, g) \) denotes the \( fg \)-decomposition for \( C_T(\mu, \nu) \) while \( (\bar{f}, \bar{g}) \) denotes the corresponding one for \( C_T(\bar{\mu}, \bar{\nu}) \) and we implicitly assume that both are renormalized according to (2.9). Before moving to the proof of Theorem 1.2 let us give some \( L^p \)-bounds (with respect to the reference measure \( m \)) for \( (P_Tg)^{-1} \) and \( (P_Tf)^{-1} \), that combined with Lemma A.1 will be pivotal for the validity of all the computations performed hereafter.

Lemma 4.1. Assume (CD), (I) and (H1). Then \( (P_Tg)^{-1} \in L^p(m) \) and \( (P_Tf)^{-1} \in L^p(m) \) with \( p = r T \). More precisely, it holds

\[
\|(P_Tg)^{-1}\|_p \leq C_1 \exp \left[ \frac{M_2(\nu)}{T} - \frac{S_T(\mu, \nu)}{2T} + C_2 T \right],
\]

\[
\|(P_Tf)^{-1}\|_p \leq C_1 \exp \left[ \frac{M_2(\mu)}{T} - \frac{S_T(\mu, \nu)}{2T} + C_2 T \right],
\]

where the constants \( C_1 > 0 \) and \( C_2 \geq 0 \) do not depend on the marginals \( \mu, \nu \) and neither on \( f \) or \( g \). Moreover if \( \kappa \geq 0 \) or if CD(\( \kappa, \infty \)) with \( m(M) = 1 \) holds, then \( C_2 = 0 \).

**Proof.** We will only prove the first inequality since the proof of the second runs exactly in the same fashion. Firstly, notice that from Jensen’s inequality it follows
\[
\log P_T g(x) = \log \int g(y) p_T(x,y) \, d\mu(y) = \log \int g(y) p_T(x,y) \sigma(y)^{-1} \, d\nu(y) \\
\geq \int \log g \, d\nu - \int \log \sigma \, d\nu + \int \log p_T(x,y) \, d\nu(y) \\
= \frac{1}{2} \left[ C_T(\mu, \nu) - \mathcal{H}(\mu | m) - \mathcal{H}(\nu | m) \right] + \int \log p_T(x,y) \, d\nu(y) \\
= \frac{S_T(\mu, \nu)}{2T} + \int \log p_T(x,y) \, d\nu(y),
\]
where the last step follows from (2.9). On the one hand, if \((M, d, m)\) satisfies CD(\(\kappa, \infty\)) for some \(\kappa \in \mathbb{R}\) and if \(m(M) = 1\), then from (2.11) we deduce the lower bound
\[
\log P_T g(x) \geq \frac{S_T(\mu, \nu)}{2T} - \frac{d^2(x, z_0)}{T} - \frac{M_2(\nu)}{T}.
\]
Therefore if we take \(p = r \ T\) we have, owing to (I),
\[
\|(P_T g)^{-1}\|_p^p = \left( \int (P_T g)^{-p} \, d\mu \right)^{1/p} = \int e^{-p \log P_T g} \, d\mu \\
\leq \exp \left[ p \left( \frac{M_2(\nu)}{T} - \frac{S_T(\mu, \nu)}{2T} \right) \right] \int e^{d^2(x, z_0)} \, d\mu(x) \\
\leq C_1^p \exp \left[ p \left( \frac{M_2(\nu)}{T} - \frac{S_T(\mu, \nu)}{2T} \right) \right].
\]
On the other hand if CD(\(\kappa, N\)) holds with \(N < +\infty\), the lower bound (2.12) leads to
\[
\log P_T g(x) \geq \frac{S_T(\mu, \nu)}{2T} - \log \left[ C_1^p m(B_{\sqrt{T}}(x)) \right] - C_2^p T - \frac{d^2(x, z_0)}{T} - \frac{M_2(\nu)}{T}.
\]
Therefore if we consider again \(p = r \ T\), up to relabeling the positive constant \(C_1\) at each step, we have
\[
\|(P_T g)^{-1}\|_p^p = \left( \int (P_T g)^{-p} \, d\mu \right)^{1/p} = \int e^{-p \log P_T g} \, d\mu \\
\leq C_1^p \exp \left[ p \left( \frac{M_2(\nu)}{T} - \frac{S_T(\mu, \nu)}{2T} + C_2 T \right) \right] \left[ m(B_{\sqrt{T}}(x)) \right]^{1/p} e^{d^2(x, z_0)} \, d\mu(x) \\
\leq C_1^p \exp \left[ p \left( \frac{M_2(\nu)}{T} - \frac{S_T(\mu, \nu)}{2T} + C_2 T \right) \right].
\]
This concludes our proof. \(\square\)

We are now ready to prove the quantitative stability estimate for the optimizers of SP.

**Proof of Theorem 1.2.** Let us start with proving the first estimate (1.10). Let us assume that \(\mathcal{H}^{\text{sym}}(\mu, \bar{\mu}), \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) < \infty\), otherwise our claim is trivial. First, notice that we can write
\[ \mathcal{H}(\pi^{\mu-\nu,T}|\pi^{\mu-\nu,T}) - \mathcal{H}(\nu|\bar{\nu}) - \mathcal{H}(\mu|\bar{\mu}) \]
\[ = \int \log \frac{f(x)g(y)}{f(x) \bar{g}(y)} \, d\pi^{\mu-\nu,T}(x,y) - \int \log \frac{g_{\pi f}}{g_{\pi f} \bar{g}} \, d\nu - \int \log \frac{\bar{g}_{\pi f}}{\bar{g}_{\pi f} \bar{g}} \, d\mu \]
\[ = \int \log \frac{P_{T \bar{g}}(x) P_{\pi f}(y)}{P_{\pi \bar{g}}(x) P_{\pi f}(y)} \, d\pi^{\mu-\nu,T}(x,y) \]
\[ = \int [\log P_{T \bar{g}}(x) + \log P_{\pi f}(y) - \log P_{\pi \bar{g}}(x) - \log P_{\pi f}(y)] \, d\pi^{\mu-\nu,T}(x,y). \]

We claim that the above right-hand side is equal to
\[ \int \log P_{T \bar{g}} d\mu + \int \log P_{\bar{f}} d\nu - \int \log P_{T \bar{g}} d\mu - \int \log P_{\bar{f}} d\nu. \tag{4.2} \]

Since \( \mathcal{H}(\mu|m), \mathcal{H}(\nu|m) \) are both finite, thanks to Proposition 2.2 we already know that \( \log P_{\pi \bar{g}} \in L^1(\mu) \) and \( \log P_{\pi f} \in L^1(\nu) \) and that under our normalization (2.9) they read as
\[ -\int \log P_{T \bar{g}} d\mu = -\int \log P_{T \bar{f}} d\nu = \frac{S_T(\mu, \nu)}{2T} \in (-\infty, +\infty). \]

Hence for the claim to be true it only remains to prove that
\[ (\log P_{T \bar{g}})^- \in L^1(\mu) \quad \text{and} \quad (\log P_{\bar{f}})^- \in L^1(\nu), \tag{4.3} \]

because this implies that \( \int \log P_{T \bar{g}} d\mu, \int \log P_{\bar{f}} d\nu > -\infty \), whence the fact that (4.2) is a well-defined summation. We will prove (4.3) by relying on Lemmata 4.1 and A.1.

We consider two different cases.

**1st case:** \( m \in \mathcal{P}(M) \). Consider the positive measurable function
\[ h = 1_{\{P_{\pi \bar{g}} < 1\}} \cdot P_{T \bar{g}} + 1_{\{P_{\pi \bar{g}} \geq 1\}} \]
and notice that \( (\log P_{T \bar{g}})^- = -\log h \). Since \( m(M) = 1 \) and \( h \leq 1 \) we have \( h \in L^1(m) \); moreover \( h^{-1} \in L^{rT}(m) \) since
\[ \|h^{-1}\|_{rT} = \int h^{-rT} \, dm = \int \left[ 1_{\{P_{\pi \bar{g}} < 1\}}(P_{T \bar{g}})^{-rT} + 1_{\{P_{\pi \bar{g}} \geq 1\}} \right] \, dm \leq \|(P_{T \bar{g}})^{-1}\|_{rT} + m\{P_{T \bar{g}} \geq 1\} \]
and the right-hand side is finite because \( m\{P_{T \bar{g}} \geq 1\} \leq 1 \) and \( (P_{T \bar{g}})^{-1} \in L^{rT}(m) \) by Lemma 4.1. Therefore we may apply Lemma A.1 with \( q = m \) and \( p = \mu \) and deduce
\[ \int |\log h| \, d\mu \leq 2^{\mathcal{H}(\mu|m)-1} \left\{ \frac{1}{rT} \log_2 \left[ 1 + \left( 1 + \|(P_{T \bar{g}})^{-1}\|_{rT} \right) \right] \right\} < +\infty. \]
Hence, we have proven that
\[ 0 \leq \int (\log P_{T \bar{g}})^- \, d\mu = \int |\log h| \, d\mu < +\infty, \quad \text{which is equivalent to} \quad (\log P_{T \bar{g}})^- \in L^1(\mu). \]

**2nd case:** \( m \not\in \mathcal{P}(M) \). The proof is similar to the previous case, however we work with the probability measure \( mW \) (defined via (2.7)) instead of \( m \). Indeed, since we are assuming \( H(\mu|m) < +\infty \), there exists a positive measurable function \( W : M \to [0, +\infty) \)
such that
\[ z_W = \int e^{-W} \, dm < +\infty, \quad W \in L^1(\mu) \quad \text{and} \quad \mathcal{H}(\mu|m_W) < +\infty, \]
where \( m_W := z_W^{-1}e^{-W}m \in \mathcal{P}(M) \). By considering the same positive measurable function
\[ h = 1_{\{P_Tg \leq 1\}} P_Tg + 1_{\{P_Tg \geq 1\}} \]
we are guaranteed once again that \( \|h\|_{L^1(m_W)} \leq 1 \) and that
\[
\|h^{-1}\|_{L^r(m_W)}^r = \int h^{-r} \, dm_W = \left[ \left[ 1_{\{P_Tg < 1\}} (P_Tg)^{-r} + 1_{\{P_Tg \geq 1\}} \right] \right] \, dm_W
\]
\[
\leq \|(P_Tg)^{-1}\|_{L^r(m_W)}^r + m_W \{P_Tg \geq 1\} \leq \|(P_Tg)^{-1}\|_{L^r(m_W)}^r + 1,
\]
By arguing in the same way as in the second half of Lemma 4.1 (since \( m \) is not a probability, recall that we are under the CD(\( \kappa, N \)) condition with \( N < +\infty \)) we see that
\[
\|(P_Tg)^{-1}\|_{L^r(m_W)}^r = \int (P_Tg)^{-r} \, dm_W
\]
\[
\leq C_1^T \exp \left[ rT \left( \frac{M_2(\bar{\nu})}{T} - \frac{S_T(\bar{\mu}, \bar{\nu})}{2T} + C_2 \right) \right] \int m(B_T(x))T e^{rT(x, a_0)} \, dm_W(x) < +\infty,
\]
where we have used the fact that \( W \geq 0 \) and the integrability condition (I). Therefore we have shown that \( \|(P_Tg)^{-1}\|_{L^r(m_W)}^r \) is finite and once again from Lemma A.1 (this time with \( q = m_W \) and \( p = \mu \)) we deduce
\[
\int |\log h| \, d\mu \leq 2 e^{\mathcal{H}(\mu|m_W^{-1})} \left\{ \frac{1}{rT} \log \left[ 1 + \left( \|(P_Tg)^{-1}\|_{L^r(m_W)}^r \right)^{\frac{1}{r}} \right] \right\} < +\infty.
\]
Hence, we have proven that
\[
0 \leq \int (\log P_Tg)^- \, d\mu = \int |\log h| \, d\mu < +\infty, \quad \text{which is equivalent to} \quad (\log P_Tg)^- \in L^1(\mu).
\]
By arguing in the same way we can also prove that \( (\log P_Tf)^- \in L^1(\nu) \), whence the validity of (4.3). From this, we deduce that \( \int \log P_Tg \, d\mu, \int \log P_Tf \, d\nu \in (-\infty, +\infty] \) and that (4.2) is a well-defined summation. As a consequence it follows
\[
\mathcal{H}(\mu^{\mu-\nu}, \nu) - \mathcal{H}(\nu | \bar{\nu}) - \mathcal{H}(\mu | \bar{\mu}) = \int \log P_Tg \, d\mu + \int \log P_Tf \, d\nu - \int \log P_Tg \, d\mu - \int \log P_Tf \, d\nu.
\]
(4.4)
By exchanging the roles of \( \mu, \nu \) and \( \bar{\mu}, \bar{\nu} \) we can also write
\[
\mathcal{H}(\nu^{\nu-\bar{\nu}}, \bar{\nu}) - \mathcal{H}(\bar{\nu} | \nu) - \mathcal{H}(\bar{\mu} | \mu) = \int \log P_Tg \, d\bar{\mu} + \int \log P_Tf \, d\bar{\nu} - \int \log P_Tg \, d\bar{\mu} - \int \log P_Tf \, d\bar{\nu},
\]
(4.5)
which added to (4.4) gives
\[
\mathcal{H}^{\text{sym}}(\pi^{\mu-\nu,T}, \pi^{\bar{\mu}-\bar{\nu},T}) = \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) + \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) - \int \log P_T g \, d(\mu - \bar{\mu}) - \int \log P_T \tilde{g} \, d(\bar{\mu} - \mu)
\]
\[
- \int \log P_T f \, d(\nu - \bar{\nu}) - \int \log P_T \tilde{f} \, d(\bar{\nu} - \nu)
\]
\[
\leq \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) + \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) + \|\nabla \log P_T g\|_{L^1(\mu)} \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \|\nabla \log P_T \tilde{g}\|_{L^1(\mu)} \|\bar{\mu} - \mu\|_{H^{-1}(\mu)}
\]
\[
+ \|\nabla \log P_T f\|_{L^1(\nu)} \|\nu - \bar{\nu}\|_{H^{-1}(\nu)} + \|\nabla \log P_T \tilde{f}\|_{L^1(\nu)} \|\bar{\nu} - \nu\|_{H^{-1}(\nu)}.
\]

Let us point out that so far we have not relied on the assumption (H2), which is needed now when applying the corrector estimates. Indeed, given the above bound, inequality (1.10) follows from the corrector estimates (cf. Proposition 2.4).

The proof of (1.11) under the assumption of finite Fisher information is postponed after the next mixed integrability result, which complements what we have proven so far and which is necessary for the integral computations that will follow.

\textbf{Corollary 4.2.} Let \((M, d, m)\) satisfy (CD) and (I). For any \((\mu, \nu)\) and \((\bar{\mu}, \bar{\nu})\) satisfying (H1), (H2) and such that \(\|\mu - \bar{\mu}\|_{H^{-1}(\mu)}, \|\bar{\mu} - \mu\|_{H^{-1}(\mu)}, \|\nu - \bar{\nu}\|_{H^{-1}(\nu)}, \text{ and } \|\bar{\nu} - \nu\|_{H^{-1}(\nu)}\) are all finite and with \(\mathcal{H}^{\text{sym}}(\mu, \bar{\mu}), \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) < \infty\), we have
\[
\log P_T g, \ \log P_T \tilde{g} \in L^1(\mu) \cap L^1(\bar{\mu}) \ \text{and} \ \log P_T f, \ \log P_T \tilde{f} \in L^1(\nu) \cap L^1(\bar{\nu}).
\]
As a consequence we deduce that also
\[
\log f, \ \log \tilde{f} \in L^1(\mu) \cap L^1(\bar{\mu}) \ \text{and} \ \log g, \ \log \tilde{g} \in L^1(\nu) \cap L^1(\bar{\nu}).
\]

\textit{Proof.} As mentioned in the previous proof we already know, thanks to Proposition 2.2, that
\[
\log P_T g \in L^1(\mu), \ \log P_T f \in L^1(\nu), \ \log P_T \tilde{g} \in L^1(\bar{\mu}), \text{and} \ \log P_T \tilde{f} \in L^1(\bar{\nu}).
\]
Now, given our assumptions, the left-hand side of (4.4) is finite (thanks to Theorem 1.2) and since we have \(\log P_T g \in L^1(\mu), \ \log P_T f \in L^1(\nu)\) and \(\int \log P_T g \, d\mu, \ \int \log P_T \tilde{g} \, d\mu, \ \int \log P_T f \, d\nu, \ \int \log P_T \tilde{f} \, d\nu \in (-\infty, +\infty)\) (from the proof of Theorem 1.2), we deduce that
\[
\log P_T g \in L^1(\mu) \ \text{and} \ \log P_T \tilde{f} \in L^1(\nu).
\]
Similarly, working with (4.5) we get \(\log P_T g \in L^1(\bar{\mu})\) and \(\log P_T f \in L^1(\bar{\nu})\).

Finally, from what we have just proven above and thanks to \(\mathcal{H}^{\text{sym}}(\mu, \bar{\mu}), \mathcal{H}^{\text{sym}}(\nu, \bar{\nu})\) being finite we deduce
\[
\log \frac{f}{\tilde{f}} \in L^1(\mu) \cap L^1(\bar{\mu}) \ \text{and} \ \log \frac{g}{\tilde{g}} \in L^1(\nu) \cap L^1(\bar{\nu}),
\]
which combined with \(\log f \in L^1(\mu), \ \log g \in L^1(\nu), \ \log \tilde{f} \in L^1(\bar{\mu}) \ \text{and} \ \log \tilde{g} \in L^1(\bar{\nu})\) gives our final assertion. \(\square\)

\textbf{Resuming the proof of Theorem 1.2.} Let us now prove (1.11). Without loss of generality we may assume that the Fisher information of the marginals and the negative Sobolev
norms are all finite, otherwise the claimed estimate is trivial. Let us start by showing that this guarantees the finiteness of the symmetric relative entropies \( \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}), \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) \). Indeed, since \( \mathcal{I}(\mu) < +\infty \) we have \( \nabla \log \frac{d\mu}{dm} \in L^2(\mu) \) and therefore by the definition of \( \| \mu - \bar{\mu} \|_{\dot{H}^{-1}(\mu)} \) we deduce

\[
\left| \int \log \frac{d\mu}{dm} \ d(\mu - \bar{\mu}) \right| \leq \sqrt{\mathcal{I}(\mu)} \| \mu - \bar{\mu} \|_{\dot{H}^{-1}(\mu)} < +\infty.
\]

Thanks to the above bound and to the finiteness of \( \mathcal{H}(\mu|m) \) and \( \mathcal{H}(\bar{\mu}|m) \) we are allowed to write

\[
\int \log \frac{d\bar{\mu}}{d\mu} \ d\bar{\mu} = \int \left[ \frac{d\bar{\mu}}{dm} \log \frac{d\bar{\mu}}{dm} + \left( \frac{d\mu}{dm} - \frac{d\bar{\mu}}{dm} \right) \log \frac{d\mu}{dm} - \frac{d\mu}{dm} \log \frac{d\mu}{dm} \right] dm
\]

\[
\quad = \mathcal{H}(\bar{\mu}|m) - \mathcal{H}(\mu|m) + \int \log \frac{d\mu}{dm} \ d(\mu - \bar{\mu}) < +\infty,
\]

which reads as \( \mathcal{H}(\bar{\mu}|\mu) < +\infty \). Let us just mention that above the Radon–Nikodym derivative is well defined since, under our assumption, \( \bar{\mu} \sim \mu \) are equivalent. Indeed, if there were a Borel subset \( A \subset \mathcal{M} \) such that \( \mu(A) = 0 \) and \( \bar{\mu}(A) > 0 \), then by choosing as test function \( h \) (a mollified version of) \( \mathbb{1}_A \) we would get \( \| \mu - \bar{\mu} \|_{\dot{H}^{-1}(\mu)} = +\infty \) which we are assuming to be finite; therefore \( \bar{\mu} \ll \mu \). Similarly one can prove \( \mu \ll \bar{\mu} \), and hence \( \bar{\mu} \sim \mu \). We have thus proven that \( \mathcal{H}(\bar{\mu}|\mu) \) is finite. By reasoning in the same fashion one can prove that \( \mathcal{H}(\mu|\bar{\mu}), \mathcal{H}(\bar{\nu}|\nu) \) and \( \mathcal{H}(\nu|\bar{\nu}) \) are also finite, whence the finiteness of the symmetric entropies.

At this stage, the proof is similar to the one already presented above. It is indeed enough to notice that

\[
\mathcal{H}^{\text{sym}}(\pi^{\mu \rightarrow \nu}, T, \pi^{\bar{\mu} \rightarrow \bar{\nu}}, T)
\]

\[
= \int \log f \ d(\mu - \bar{\mu}) + \int \log \bar{f} \ d(\bar{\mu} - \mu) + \int \log g \ d(\nu - \bar{\nu}) + \int \log \bar{g} \ d(\bar{\nu} - \nu)
\]

\[
\leq \| \nabla \log f \|_{L^2(\mu)} \| \mu - \bar{\mu} \|_{\dot{H}^{-1}(\mu)} + \| \nabla \log \bar{f} \|_{L^2(\bar{\mu})} \| \bar{\mu} - \mu \|_{\dot{H}^{-1}(\bar{\mu})}
\]

\[
+ \| \nabla \log g \|_{L^2(\nu)} \| \nu - \bar{\nu} \|_{\dot{H}^{-1}(\nu)} + \| \nabla \log \bar{g} \|_{L^2(\bar{\nu})} \| \bar{\nu} - \nu \|_{\dot{H}^{-1}(\bar{\nu})},
\]

and that we can bound the \( L^2 \)-norm of the gradient of the potentials in terms of the Fisher information, that is,

\[
\| \nabla \log f \|_{L^2(\mu)} \leq \| \nabla \log \frac{d\mu}{dm} \|_{L^2(\mu)} + \| \nabla \log P_T g \|_{L^2(\mu)} = \sqrt{\mathcal{I}(\mu)} + \| \nabla \log P_T g \|_{L^2(\mu)}
\]

and analogously for the other three summands.

Before moving to the proof of the stability estimates presented in (1.12) and (1.13), we need another technical result given by the following

**Lemma 4.3.** Let \( (M, d, m) \) satisfy (CD) and (I). For any \( (\mu, \nu) \) and \( (\bar{\mu}, \bar{\nu}) \) satisfying (H1), (H2) and such that \( \| \mu - \bar{\mu} \|_{\dot{H}^{-1}(\mu)}, \| \bar{\mu} - \mu \|_{\dot{H}^{-1}(\mu)}, \| \nu - \bar{\nu} \|_{\dot{H}^{-1}(\nu)}, \) and \( \| \bar{\nu} - \nu \|_{\dot{H}^{-1}(\bar{\nu})} \) are all finite and with \( \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}), \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) < \infty \), it holds
Applying Lemma 4.3 we deduce that
\[ \int \log \frac{P_T f}{P_T g} \, d\nu \leq \int \log \frac{f}{g} \, d\mu \quad \text{and} \quad \int \log \frac{P_T g}{P_T f} \, d\mu \leq \int \log \frac{g}{f} \, d\nu. \]

Analogous bounds hold when we exchange the roles between \((\mu, \nu, f, g)\) and \((\bar{\mu}, \bar{\nu}, \bar{f}, \bar{g})\).

**Proof.** Since \(\mathcal{H}(\nu | \bar{\nu}) \leq \mathcal{H}(\pi^{\mu - \bar{\nu}, T} | \pi^{\mu - \bar{\nu}, T})\), by means of the \(fg\)-decomposition the inequality reads as
\[ \int \log \frac{P_T f}{P_T g} \, d\nu + \int \log \frac{g}{f} \, d\mu \leq \int \log \frac{f}{g} \, d\mu + \int \log \frac{g}{f} \, d\nu, \]
which yields the first inequality. The other bound can be proven in the same way. \(\square\)

By following the same line of reasoning applied for the stability of the optimal plans, we can now deduce the following

**Proposition 4.4.** Let \((M, d, m)\) satisfy \((CD)\) and \((I)\). For any \((\mu, \nu)\) and \((\bar{\mu}, \bar{\nu})\) satisfying \((H1), (H2)\), and such that \(\|\mu - \bar{\mu}\|_{\overrightarrow{H}^{-1}(\mu)}, \|\bar{\mu} - \bar{\nu}\|_{\overrightarrow{H}^{-1}(\bar{\nu})}, \|\nu - \bar{\nu}\|_{\overrightarrow{H}^{-1}(\bar{\nu})}\) are all finite and with \(\mathcal{H}^{sym}(\mu, \bar{\mu}), \mathcal{H}^{sym}(\nu, \bar{\nu}) < \infty\), it holds
\[ S_T(\mu, \nu) - S_T(\bar{\mu}, \bar{\nu}) \leq T \left[ \mathcal{H}(\bar{\mu} | \mu) \wedge \mathcal{H}(\bar{\nu} | \nu) \right] + \frac{T}{E_{2k}(T)} \sqrt{C_T(\mu, \nu) - \mathcal{H}(\mu | m)} \|\mu - \bar{\mu}\|_{\overrightarrow{H}^{-1}(\mu)} + \frac{T}{E_{2k}(T)} \sqrt{C_T(\mu, \nu) - \mathcal{H}(\nu | m)} \|\nu - \bar{\nu}\|_{\overrightarrow{H}^{-1}(\nu)}, \]
where \(E_{2k}\) is defined as in (1.8), from which it follows
\[ |S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \nu)| \leq T [\mathcal{H}^{sym}(\mu, \bar{\mu}) \wedge \mathcal{H}^{sym}(\nu, \bar{\nu})] \]
\[ + \frac{T}{E_{2k}(T)} \left[ \sqrt{C_T(\mu, \nu) - \mathcal{H}(\mu | m)} \|\mu - \bar{\mu}\|_{\overrightarrow{H}^{-1}(\mu)} + \sqrt{C_T(\mu, \nu) - \mathcal{H}(\nu | m)} \|\nu - \bar{\nu}\|_{\overrightarrow{H}^{-1}(\nu)} \right] \]
\[ + \frac{T}{E_{2k}(T)} \left[ \sqrt{C_T(\bar{\mu}, \bar{\nu}) - \mathcal{H}(\bar{\mu} | m)} \|\bar{\mu} - \mu\|_{\overrightarrow{H}^{-1}(\mu)} + \sqrt{C_T(\bar{\mu}, \bar{\nu}) - \mathcal{H}(\bar{\nu} | m)} \|\bar{\nu} - \nu\|_{\overrightarrow{H}^{-1}(\nu)} \right]. \]

**Proof.** First of all, since the assumptions of Corollary 4.2 are met, the following computations are all well-defined. With this said, let us start by noticing that
\[ S_T(\mu, \nu) = T \ C_T(\mu, \nu) - T \ \mathcal{H}(\mu | m) - T \ \mathcal{H}(\nu | m) = -T \int \log P_T g \, d\mu - T \int \log P_T f \, d\nu, \]
and therefore
\[ S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \nu) = T \int \log P_T g \, d\mu + T \int \log P_T f \, d\nu - T \int \log P_T \bar{g} \, d\bar{\mu} - T \int \log P_T \bar{f} \, d\bar{\nu} \]
\[ = T \int \log \frac{P_T g}{P_T \bar{g}} \, d\mu + T \int \log \frac{P_T f}{P_T \bar{f}} \, d\nu - T \int \log P_T \bar{g} \, d(\bar{\mu} - \mu) - T \int \log P_T \bar{f} \, d(\bar{\nu} - \nu). \]

Applying Lemma 4.3 we deduce that
\[ S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \nu) \leq T \int \log \frac{P_Tg}{P_Tg} \, d\mu + T \int \log \frac{f}{f} \, d\mu \]

\[ - T \int \log P_Tg \, d(\bar{\mu} - \mu) - T \int \log P_Tf \, d(\bar{\nu} - \nu) \]

\[ = T \int \frac{d\mu}{d\bar{\mu}} \, d\mu - T \int \log P_Tg \, d(\bar{\mu} - \mu) - T \int \log P_Tf \, d(\bar{\nu} - \nu) \]

\[ = T\mathcal{H}(\mu|\bar{\mu}) - T \int \log P_Tg \, d(\bar{\mu} - \mu) - T \int \log P_Tf \, d(\bar{\nu} - \nu). \]

(4.6)

Notice that above we could have used Lemma 4.3 on the other integral \( \int \log \frac{P_Tg}{P_Tg} \, d\mu \) and therefore we would have got \( \mathcal{H}(\nu|\bar{\nu}) \) instead of \( \mathcal{H}(\mu|\bar{\mu}) \). Therefore we can state

\[ S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \nu) \leq T \left[ \mathcal{H}(\mu|\bar{\mu}) \wedge \mathcal{H}(\nu|\bar{\nu}) \right] - T \int \log P_Tg \, d(\bar{\mu} - \mu) - T \int \log P_Tf \, d(\bar{\nu} - \nu) \]

\[ \leq T \left[ \mathcal{H}(\mu|\bar{\mu}) \wedge \mathcal{H}(\nu|\bar{\nu}) \right] + T \|\nabla \log P_Tg\|_{L^2(\bar{\mu})} \|\bar{\mu} - \mu\|_{H^{-1}(\bar{\mu})} \]

\[ + T \|\nabla \log P_Tf\|_{L^2(\bar{\nu})} \|\bar{\nu} - \nu\|_{H^{-1}(\bar{\nu})}. \]

By exchanging the roles between \((\mu, \nu)\) and \((\bar{\mu}, \bar{\nu})\) and by arguing in the same way we also get

\[ S_T(\mu, \nu) - S_T(\bar{\mu}, \bar{\nu}) \leq T \left[ \mathcal{H}(\bar{\mu}|\mu) \wedge \mathcal{H}(\bar{\nu}|\nu) \right] + T \|\nabla \log P_Tg\|_{L^2(\mu)} \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} \]

\[ + T \|\nabla \log P_Tf\|_{L^2(\nu)} \|\nu - \bar{\nu}\|_{H^{-1}(\nu)}, \]

and therefore we deduce

\[ |S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \nu)| \leq T [\mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) \wedge \mathcal{H}^{\text{sym}}(\nu, \bar{\nu})] \]

\[ + T \|\nabla \log P_Tg\|_{L^2(\mu)} \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + T \|\nabla \log P_Tf\|_{L^2(\nu)} \|\nu - \bar{\nu}\|_{H^{-1}(\nu)} \]

\[ + T \|\nabla \log P_Tg\|_{L^2(\bar{\mu})} \|\bar{\mu} - \mu\|_{H^{-1}(\bar{\mu})} + T \|\nabla \log P_Tf\|_{L^2(\bar{\nu})} \|\bar{\nu} - \nu\|_{H^{-1}(\bar{\nu})}. \]

Given the above, the thesis follows from the corrector estimates (cf. Proposition 2.4). □

Remark 4.5. Notice that in the cases where we change just one marginal (e.g. \( \mu = \bar{\mu} \)), we can get rid of the relative entropy between the marginals in the above result. Therefore in order to get a bound without the symmetric relative entropy of the marginals it is enough to consider the case where one of the marginals is frozen by means of the trivial inequality

\[ |S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \nu)| \leq |S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \bar{\nu})| + |S_T(\mu, \nu) - S_T(\mu, \nu)|. \]

(4.7)

Let us conclude by showing that, under the finite Fisher information assumption, we may write a stability estimate for the Schrödinger costs without involving the symmetric relative entropies on the right-hand side.

Proposition 4.6. Let \((M, d, m)\) satisfy (CD) and (I). For any \((\mu, \nu)\) and \((\bar{\mu}, \bar{\nu})\) satisfying (H1) and (H2) we have
\[
|C_T(\bar{\mu}, \bar{\nu}) - C_T(\mu, \nu)| \leq \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{I(\bar{\mu}) + I(\mu)} \right] \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} \\
+ \frac{1}{\sqrt{E_{2k}(T)}} \left[ \sqrt{I(\bar{\nu}) + I(\nu)} \right] \|\nu - \bar{\nu}\|_{H^{-1}(\nu)},
\]
where \(E_{2k}\) is defined as in (1.8).

**Proof.** The proof runs like the one given in Proposition 4.4 observing that, similarly to (4.6), we can write
\[
C_T(\bar{\mu}, \bar{\nu}) - C_T(\mu, \nu) \leq \int \log \tilde{f} \, d(\mu - \mu) + \int \log \tilde{g} \, d(\nu - \bar{\nu}) - \left[ H(\mu|\bar{\mu}) + H(\nu|\bar{\nu}) \right]
\]
and therefore it holds
\[
|C_T(\bar{\mu}, \bar{\nu}) - C_T(\mu, \nu)| \leq \left\| \nabla \log f \right\|_{L^2(\mu)} \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \left\| \nabla \log f \right\|_{L^2(\mu)} \left\| \bar{\mu} - \mu \right\|_{H^{-1}(\mu)} \\
+ \left\| \nabla \log g \right\|_{L^2(\nu)} \|\nu - \bar{\nu}\|_{H^{-1}(\nu)} + \left\| \nabla \log g \right\|_{L^2(\nu)} \left\| \bar{\nu} - \nu \right\|_{H^{-1}(\nu)}.
\]

Notice that in the above result we are able to consider the stability directly between the Schrödinger costs \(C_T(\mu, \nu)\) and \(C_T(\bar{\mu}, \bar{\nu})\). This is indeed due to the fact that we are working in a finite Fisher information setting.

### 4.1. Application to EOT with quadratic cost

In this section we translate the stability results stated in Theorem 1.2 and Proposition 4.4 to the Euclidean EOT setting with quadratic cost
\[
S^w(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \int |x - y|^2 \, d\pi + \varepsilon \, H(\pi|\mu \otimes \nu), \quad \varepsilon > 0.
\]
We will manage to do that under sufficiently general conditions, so that our results will apply to any couple of marginals \(\mu, \nu \in P_2(\mathbb{R}^d)\) with finite relative entropy w.r.t. the Lebesgue measure \(L_d\) on \(\mathbb{R}^d\) and with densities w.r.t. \(L_d\) locally bounded away from 0 on their support and such that \(\mu(\partial \text{supp}(\mu)) = \nu(\partial \text{supp}(\nu)) = 0\); or with bounded and compactly supported densities. For later reference, let \(\pi^w_{\varepsilon}\) denote the minimizer (which exists and is unique since \(\mu, \nu \in P_2(\mathbb{R}^d)\), cf. [14, Theorem 4.2]).

In what follows we are going to consider a Schrödinger problem equivalent to the above (4.8), where the underlying stochastic dynamics is given by the law of the Ornstein–Uhlenbeck process
\[
dX_t = -\kappa X_t dt + \sqrt{2} \, dW_t,
\]
\((B_t)\), being a \(d\)-dimensional Brownian motion and \(\kappa > 0\) a curvature parameter (whose value will be specified later). The above SDE admits as unique invariant measure the
Gaussian distribution \( m \sim \mathcal{N}(0, \kappa^{-1}I_d) \), that is, \( \text{d}m(x) \sim e^{-\frac{d}{2}\vert x \vert^2} \text{d}x \), which satisfies the curvature condition \( \text{CD}(\kappa, \infty) \) and hence a logarithmic Sobolev inequality with parameter \( \kappa^{-1} \) [15, Corollary 5.7.1]. Then, Herbst’s argument [15, Proposition 5.4.1] implies that \( m \) satisfies the integrability condition (I) for any \( r < \kappa/2 \). Notice that for any choice of \( \kappa > 0 \) we have

\[
\mathcal{H}(\mu|m) = \mathcal{H}(\mu|\mathcal{L}_d) + \frac{\kappa}{2} M_2(\mu) + \frac{d}{2} \log \frac{2\pi}{\kappa} < +\infty \tag{4.10}
\]

and similarly \( \mathcal{H}(\nu|m) < +\infty \).

Now, let us consider a final time in SP such that \( \frac{\varepsilon\kappa}{4} = \sinh(\kappa T) \), i.e.,

\[
T := \frac{1}{\kappa} \log \left( \frac{\varepsilon\kappa}{4} + \sqrt{\frac{\varepsilon^2\kappa^2}{16} + 1} \right) \tag{4.11}
\]

and let \( \mathcal{R}_{0,T} = \mathcal{L}(X_0, X_T) \) denote the joint law at times 0 and \( T \) of the Ornstein–Uhlenbeck process solving (4.9) started at the invariant measure \( m \), whose density is given by the transition kernel

\[
p_T(x, y) = \frac{\text{d}R_{0,T}}{\text{d}(m \otimes m)}(x, y) = \frac{1}{(1 - e^{-2\kappa T})^d} \exp \left\{ -\frac{\vert x \vert^2 - 2e^{\kappa T} x \cdot y + \vert y \vert^2}{\frac{2}{\kappa} (e^{2\kappa T} - 1)} \right\}.
\]

Then, thanks to our choice of \( T \), for any coupling \( \pi \in \Pi(\mu, \nu) \) it holds

\[
\int_{\mathbb{R}^d} \vert x - y \vert^2 \text{d}\pi + \varepsilon \mathcal{H}(\pi|m \otimes m) = M_2(\mu) + M_2(\nu) - 2 \int_{\mathbb{R}^d} x \cdot y \, \text{d}\pi + \varepsilon \mathcal{H}(\pi|m \otimes m)
\]

\[
= -\frac{d\varepsilon}{2} \log (1 - e^{-2\kappa T}) + (1 - e^{-\kappa T})(M_2(\mu) + M_2(\nu)) - \varepsilon \int_{\mathbb{R}^d} \log p_T(x, y) \, \text{d}\pi + \varepsilon \mathcal{H}(\pi|m \otimes m)
\]

\[
= -\frac{d\varepsilon}{2} \log (1 - e^{-2\kappa T}) + (1 - e^{-\kappa T})(M_2(\mu) + M_2(\nu)) + \varepsilon \left[ \mathcal{H}(\pi|m \otimes m) - \int_{\mathbb{R}^d} \log \frac{\text{d}R}{\text{d}(m \otimes m)} \, \text{d}\pi \right]
\]

\[
= -\frac{d\varepsilon}{2} \log (1 - e^{-2\kappa T}) + (1 - e^{-\kappa T})(M_2(\mu) + M_2(\nu)) + \varepsilon \mathcal{H}(\pi|\mathcal{R}_{0,T}) - \varepsilon \mathcal{H}(\pi|m) - \varepsilon \mathcal{H}(\nu|m).
\]

Therefore the above EOT problem (4.8) has the same minimizer of SP with reference given by the above-chosen \( \mathcal{R}_{0,T} \) and their values are linked according to the following identity

\[
S^\varepsilon(\mu, \nu) = \varepsilon C_T(\mu, \nu) - \varepsilon \mathcal{H}(\pi|m) - \varepsilon \mathcal{H}(\nu|m) - \frac{d\varepsilon}{2} \log (1 - e^{-2\kappa T}) + (1 - e^{-\kappa T})(M_2(\mu) + M_2(\nu))
\]

\[
= \varepsilon \frac{T}{\varepsilon} S_T(\mu, \nu) - \frac{d\varepsilon}{2} \log (1 - e^{-2\kappa T}) + (1 - e^{-\kappa T})(M_2(\mu) + M_2(\nu)). \tag{4.12}
\]

Since we are interested in stability results, take also \( \bar{\mu}, \bar{\nu} \in \mathcal{P}_2(\mathbb{R}^d) \) such that

\[
\mathcal{H}(\bar{\mu}|\mathcal{L}_d), \mathcal{H}(\bar{\nu}|\mathcal{L}_d) < +\infty \quad \text{and} \quad \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}), \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) < +\infty.
\]

We are now ready to apply Proposition 4.4 and get...
\[
|S^e(\bar{\mu}, \bar{\nu}) - S^e(\mu, \nu)| \\
\leq \frac{\varepsilon}{T} |S_T(\bar{\mu}, \bar{\nu}) - S_T(\mu, \nu)| + (1 - e^{-\kappa T})(|M_2(\bar{\mu}) - M_2(\mu)| + |M_2(\bar{\nu}) - M_2(\nu)|) \\
\leq \varepsilon \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) + (1 - e^{-\kappa T})(|M_2(\bar{\mu}) - M_2(\mu)| + |M_2(\bar{\nu}) - M_2(\nu)|) \\
+ \frac{\varepsilon}{\sqrt{E_{2k}(T)}} \left[ \sqrt{C_T(\mu, \nu) - \mathcal{H}(\mu | m)} \| \mu - \bar{\mu} \|_{H^{-1}(\mu)} + \sqrt{C_T(\mu, \nu) - \mathcal{H}(\nu | m)} \| \nu - \bar{\nu} \|_{H^{-1}(\nu)} \right] \\
+ \frac{\varepsilon}{\sqrt{E_{2k}(T)}} \left[ \sqrt{C_T(\bar{\mu}, \nu) - \mathcal{H}(\bar{\mu} | m)} \| \mu - \bar{\mu} \|_{H^{-1}(\mu)} + \sqrt{C_T(\bar{\mu}, \nu) - \mathcal{H}(\bar{\nu} | m)} \| \nu - \bar{\nu} \|_{H^{-1}(\nu)} \right].
\]

(4.13)

Since for any coupling \( \pi \in \Pi(\bar{\mu}, \mu) \) we can write
\[
|M_2(\bar{\mu}) - M_2(\mu)| = \left| \int \| x \|^2 - \| y \|^2 \, d\pi \right| \leq \int \| x(x - y) \| \, d\pi + \int \| y(x - y) \| \, d\pi \\
\leq \left( \sqrt{M_2(\bar{\mu})} + \sqrt{M_2(\mu)} \right) \left( \int \| x - y \|^2 \, d\pi \right)^{\frac{1}{2}},
\]
by minimizing the right-hand side over \( \pi \in \Pi(\mu, \nu) \) we end up with
\[
|M_2(\bar{\mu}) - M_2(\mu)| \leq \left( \sqrt{M_2(\bar{\mu})} + \sqrt{M_2(\mu)} \right) \mathcal{W}_2(\bar{\mu}, \mu)
\]
and (4.13) reads as
\[
|S^e(\bar{\mu}, \bar{\nu}) - S^e(\mu, \nu)| \leq \varepsilon \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) + (1 - e^{-\kappa T}) \left( \sqrt{M_2(\bar{\mu})} + \sqrt{M_2(\mu)} \right) \mathcal{W}_2(\bar{\mu}, \mu, \nu) \\
+ \frac{\varepsilon}{\sqrt{E_{2k}(T)}} \left[ \sqrt{C_T(\mu, \nu) - \mathcal{H}(\mu | m)} \| \mu - \bar{\mu} \|_{H^{-1}(\mu)} + \sqrt{C_T(\mu, \nu) - \mathcal{H}(\nu | m)} \| \nu - \bar{\nu} \|_{H^{-1}(\nu)} \right] \\
+ \frac{\varepsilon}{\sqrt{E_{2k}(T)}} \left[ \sqrt{C_T(\bar{\mu}, \nu) - \mathcal{H}(\bar{\mu} | m)} \| \mu - \bar{\mu} \|_{H^{-1}(\mu)} + \sqrt{C_T(\bar{\mu}, \nu) - \mathcal{H}(\bar{\nu} | m)} \| \nu - \bar{\nu} \|_{H^{-1}(\nu)} \right].
\]

(4.14)

Similarly, since \( \pi^{\mu \rightarrow \nu, T} \) is also the optimizer of the EOT problem (4.8), we can translate Theorem 1.2 into a stability result between the optimal plans for (4.8), that is, between \( \pi^{\mu, T}_{e} \) and \( \pi^{\mu, T}_{e} \):
\[
\varepsilon \mathcal{H}^{\text{sym}}(\pi^{\mu, T}_{e}, \pi^{\mu, T}_{e}) = \frac{\varepsilon}{T} \mathcal{H}^{\text{sym}}(\pi^{\mu \rightarrow \nu, T}, \pi^{\mu \rightarrow \nu, T}) \leq \varepsilon \mathcal{H}^{\text{sym}}(\mu, \bar{\mu}) + \varepsilon \mathcal{H}^{\text{sym}}(\nu, \bar{\nu}) \\
+ \frac{\varepsilon}{\sqrt{E_{2k}(T)}} \left[ \sqrt{C_T(\mu, \nu) - \mathcal{H}(\mu | m)} \| \mu - \bar{\mu} \|_{H^{-1}(\mu)} + \sqrt{C_T(\mu, \nu) - \mathcal{H}(\nu | m)} \| \nu - \bar{\nu} \|_{H^{-1}(\nu)} \right] \\
+ \frac{\varepsilon}{\sqrt{E_{2k}(T)}} \left[ \sqrt{C_T(\bar{\mu}, \nu) - \mathcal{H}(\bar{\mu} | m)} \| \mu - \bar{\mu} \|_{H^{-1}(\mu)} + \sqrt{C_T(\bar{\mu}, \nu) - \mathcal{H}(\bar{\nu} | m)} \| \nu - \bar{\nu} \|_{H^{-1}(\nu)} \right].
\]

(4.15)

Given the above bounds one can now get explicit estimates by choosing the curvature parameter \( \kappa > 0 \).

**Remark 4.7** (Small-noise limit). Let us point out that the above bounds are stable when \( \varepsilon \to 0 \). Indeed (4.11) guarantees us that the small-noise limit \( \varepsilon \to 0 \) is equivalent to the
small-time limit $T \to 0$ and moreover the ratio $\frac{\epsilon}{T}$ stays finite since

$$\frac{\epsilon}{T} = \frac{\epsilon \kappa}{\kappa T} = \frac{4 \sinh(\kappa T)}{\kappa T} = 2 \frac{e^{\kappa T} - e^{-\kappa T}}{\kappa T} \to 4, \quad \text{as} \quad T \to 0.$$ 

Therefore in the small-noise limit, from (1.14) we deduce for (4.8) the following stability results

\[\lim_{\epsilon \to 0} |S^\epsilon(\bar{\mu}, \bar{\nu}) - S^\epsilon(\mu, \nu)| \leq 2 \mathcal{W}_2(\mu, \nu) \left[ \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \|\nu - \bar{\nu}\|_{H^{-1}(\nu)} \right] \]
\[+ 2 \mathcal{W}_2(\mu, \nu) \left[ \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \|\bar{\nu} - \nu\|_{H^{-1}(\nu)} \right],\]
\[\lim_{\epsilon \to 0} \epsilon \mathcal{H}^{sym}(\pi^\epsilon_{\bar{\mu}, \bar{\nu}}, \pi^\epsilon_{\mu, \nu}) \leq 2 \mathcal{W}_2(\mu, \nu) \left[ \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \|\nu - \bar{\nu}\|_{H^{-1}(\nu)} \right]
\[+ 2 \mathcal{W}_2(\mu, \nu) \left[ \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \|\bar{\nu} - \nu\|_{H^{-1}(\nu)} \right],\]

which agree, up to a scaling constant, with Remark 1.7 in the Schrödinger setting.

Notice that the above small-noise limit is independent from the choice of $\kappa > 0$. This suggests us to take the limit $\kappa \downarrow 0$ directly in (4.14) and (4.15). Indeed from (4.11) it follows $T \to \epsilon/4$ as $\kappa \downarrow 0$. Furthermore, by rearranging (4.12) we notice that

\[T \mathcal{C}_T(\mu, \nu) - T \mathcal{H}(\mu|m) = \frac{T}{\epsilon} S^\epsilon(\mu, \nu) - \frac{T}{\epsilon} (1 - e^{-\kappa T}) (M_2(\mu) + M_2(\nu)) + T \mathcal{H}(\nu|m) \]
\[+ \frac{d}{2} \log(1 - e^{-2\kappa T}) \]
\[= \frac{T}{\epsilon} S^\epsilon(\mu, \nu) - \frac{T}{\epsilon} (1 - e^{-\kappa T}) (M_2(\mu) + M_2(\nu)) + T \mathcal{H}(\nu|\mathcal{L}_d) \]
\[+ \frac{\kappa T}{2} M_2(\nu) + \frac{d}{2} \log \left( \frac{4\pi T}{1 - e^{-2\kappa T}} \right) \]

and therefore we have

\[\lim_{\kappa \to 0} T \mathcal{C}_T(\mu, \nu) - T \mathcal{H}(\mu|m) = \frac{1}{4} S^\epsilon(\mu, \nu) + \frac{\epsilon}{4} \mathcal{H}(\mu|\mathcal{L}_d) + \frac{1}{4} C_\epsilon, \]

where $C_\epsilon = \frac{d}{2} \log (4\pi \epsilon)$. As a consequence, by taking the limit in the right-hand sides of (4.14) and (4.15), we deduce that

\[|S^\epsilon(\bar{\mu}, \bar{\nu}) - S^\epsilon(\mu, \nu)| \leq \epsilon \mathcal{H}^{sym}(\mu, \bar{\mu}) \wedge \mathcal{H}^{sym}(\nu, \bar{\nu}) + \epsilon \mathcal{H}(\nu|\mathcal{L}_d) \]
\[+ 2 \left[ \sqrt{S^\epsilon(\mu, \nu) + \epsilon \mathcal{H}(\nu|\mathcal{L}_d) + C_\epsilon \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \sqrt{S^\epsilon(\mu, \nu) + \epsilon \mathcal{H}(\mu|\mathcal{L}_d) + C_\epsilon \|\nu - \bar{\nu}\|_{H^{-1}(\nu)}} \right] \]
\[+ 2 \left[ \sqrt{S^\epsilon(\mu, \nu) + \epsilon \mathcal{H}(\nu|\mathcal{L}_d) + C_\epsilon \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \sqrt{S^\epsilon(\mu, \nu) + \epsilon \mathcal{H}(\mu|\mathcal{L}_d) + C_\epsilon \|\nu - \bar{\nu}\|_{H^{-1}(\nu)}} \right] \]
\[+ 2 \left[ \sqrt{S^\epsilon(\mu, \nu) + \epsilon \mathcal{H}(\nu|\mathcal{L}_d) + C_\epsilon \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \sqrt{S^\epsilon(\mu, \nu) + \epsilon \mathcal{H}(\mu|\mathcal{L}_d) + C_\epsilon \|\nu - \bar{\nu}\|_{H^{-1}(\nu)}} \right] \]
\[+ 2 \left[ \sqrt{S^\epsilon(\mu, \nu) + \epsilon \mathcal{H}(\nu|\mathcal{L}_d) + C_\epsilon \|\mu - \bar{\mu}\|_{H^{-1}(\mu)} + \sqrt{S^\epsilon(\mu, \nu) + \epsilon \mathcal{H}(\mu|\mathcal{L}_d) + C_\epsilon \|\nu - \bar{\nu}\|_{H^{-1}(\nu)}} \right] \]
Notice that from the above bounds, we get the validity of (4.16) in the small-noise limit $\epsilon \downarrow 0$
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Appendix A. A log-integrability lemma

Let us start by recalling a few interesting facts about Orlicz spaces. Let \( q \) be a probability measure on a measurable space \( (\Omega, \Sigma) \) and consider the Young functions

\[
\theta(t) := e^t - 1, \quad \theta^*(s) = \begin{cases} 
se \log s - s + 1 & \text{if } s > 0, \\
1 & \text{if } s = 0.
\end{cases}
\]

where \( \theta^*(s) := \sup_{t \in \mathbb{R}} \{ st - \theta(t) \} \). The Orlicz space associated to the Young function \( \theta \), denoted by \( L_\theta(q) \), is defined as the space of measurable functions \( f : \Omega \to \mathbb{R} \) with finite Luxemburg norm
\begin{equation*}
\|f\|_{\theta} := \inf \left\{ b > 0 : \int \frac{|f|}{b} \, dq \leq 1 \right\}.
\end{equation*}

To be precise we should make explicit reference to the underlying probability \( q \), when talking about Luxemburg norms; however we will omit such reference when it is clear from the context.

When dealing with finite relative entropies, the Orlicz space associated to \( \theta^* \) (defined analogously as for \( \theta \)) plays a natural role. Indeed, for any probability \( p \) with \( \mathcal{H}(p|q) < +\infty \) we have

\[
\left\| \frac{dp}{dq} \right\|_{\theta^*} = \inf \left\{ b > 0 : \int \theta^* \left( \frac{1}{b} \frac{dp}{dq} \right) dq \leq 1 \right\} = \inf \left\{ b > 0 : \frac{1}{b} \mathcal{H}(p|q) - \frac{1}{b} (1 + \log b) + 1 \leq 1 \right\}
\]

\[
= \inf \left\{ b > 0 : \mathcal{H}(p|q) - 1 \leq \log b \right\} = e^{\mathcal{H}(p|q) - 1}.
\]

Finally, let us recall that for any \( f \in L_\theta(q) \) and \( f \in L_\theta(q) \) we have

\[
\int |f| \, dq \leq 2\|f\|_{\theta} \|g\|_{\theta'},
\]

which is a consequence of the trivial inequality

\[
st \leq \theta(t) + \theta'(s) \quad \forall s, t > 0.
\]

After this digression, let us prove the following lemma, which is pivotal in our reasoning since it allows to deduce the log-integrability of any positive measurable function under the sole hypotheses of finite relative entropy and some positive and negative integrability of the same function.

**Lemma A.1.** Let \( h \) be a positive measurable function and \( p, q \in \mathbb{P}(\Omega) \) with \( \mathcal{H}(p|q) < \infty \). If there exist \( p, q > 0 \) such that \( h \in L^p(q) \) and \( h^{-1} \in L^q(p) \), then \( \log h \in L^1(p) \). More precisely, it holds

\[
\int |\log h| \, dp \leq 2 \cdot e^{\mathcal{H}(p|q) - 1} \left[ \frac{1}{1 \wedge p \wedge q} 1 \log 2 \left( q \{ h \geq 1 \}^{1 - \frac{1}{q}} \| h \|_{L^q(q)} + q \{ h < 1 \}^{1 - \frac{1}{p}} \| h^{-1} \|_{L^p(p)} \right) \right],
\]

and also

\[
\int |\log h| \, dp \leq 2 \cdot e^{\mathcal{H}(p|q) - 1} \left[ 1 \log 2 \left( \| h \|_{L^p(q)}^{p \wedge q} + \| h^{-1} \|_{L^q(p)}^{p \wedge q} \right) \right].
\]

**Proof.** By means of the Orlicz-Young inequality (A.1) we have

\[
\int |\log h| \, dp = \int \frac{dp}{dq} \log h \, dq \leq 2 \| \log h \|_{\theta} \left\| \frac{dp}{dq} \right\|_{\theta'} = 2 \| \log h \|_{\theta} \cdot e^{\mathcal{H}(p|q) - 1}.
\]

Therefore it suffices to show that the above Luxemburg norm \( \| \log h \|_{\theta} \) is finite. For any \( b > 0 \) we have

\[
\theta \left( \frac{|\log h|}{b} \right) \, dq = \int \theta \left( \frac{|\log h|}{b} \right) \, dq = \int_{\{ h \geq 1 \}} h^\frac{1}{b} \, dq + \int_{\{ h < 1 \}} h^{\frac{1}{b} - 1} \, dq - 1.
\]

Before proceeding, let us point out that the above right-hand side is always non-negative since it is greater or equal to \( q \{ h \geq 1 \} + q \{ h < 1 \} - 1 = 0 \).

Now consider any parameter \( \delta \in (0, \infty) \) (to be fixed later) and fix \( b \geq \frac{1}{\delta \wedge p \wedge q} \). For the sake of notation, let \( P := \{ h \geq 1 \} \) and its complementary \( N := \{ h < 1 \} \). In what follows we are going to assume that both \( q(P) > 0 \) and \( q(N) > 0 \); the case \( q(P) \in \{ 0, 1 \} \) can be treated in the same fashion. Now, introduce the probability measures on these sets induced by \( q \), that is,

\[
dq_P(x) := \frac{dq(x)}{q(P)} \quad \text{and} \quad dq_N(x) := \frac{dq(x)}{q(N)}.
\]
Since $q_b \geq 1$, from Jensen’s inequality we deduce that

$$
\int_{\{h \geq 1\}} h^{\frac{1}{2}} dq = q(P) \left( \int h^{\frac{1}{2}} dq \right)_{p,v} \leq q(P) \left( \int h^{\frac{1}{2}} dq \right)_{p,v}^{\frac{1}{\theta}}
$$

$$
= q(P)^{1-\frac{1}{\theta}} \left( \int h^{\frac{1}{2}} dq \right)_{p,v}^{\frac{1}{\theta}} \leq q(P)^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^{\frac{1}{\theta}}.
$$

Similarly, from $p b \geq 1$ we deduce that

$$
\int_{\{h < 1\}} \left( \frac{1}{h} \right)^{\frac{1}{2}} dq = q(N) \left( \int h^{\frac{1}{2}} dq \right)_{p,v} \leq q(N) \left( \int h^{\frac{1}{2}} dq \right)_{p,v}^{\frac{1}{\theta}}
$$

$$
= q(N)^{1-\frac{1}{\theta}} \left( \int h^{\frac{1}{2}} dq \right)_{p,v}^{\frac{1}{\theta}} \leq q(N)^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^{\frac{1}{\theta}}.
$$

For the sake of brevity let $\lambda := q(P)$. Since also $\delta b \geq 1$, from (A.5) and the concavity of $x^\frac{1}{\theta}$ we deduce

$$
\int \theta \left( \frac{\log h}{b} \right) dq \leq \lambda^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^\theta + (1 - \lambda)^{1-\frac{1}{\theta}} \| h^{-1} \|_{L^2(q)}^{\frac{1}{\theta}} - 1
$$

$$
= \lambda \left( \frac{\| h \|_{L^2(q)}^\delta}{\lambda^\frac{1}{\theta}} \right)^{\frac{1}{\theta}} + (1 - \lambda) \left( \frac{\| h^{-1} \|_{L^2(q)}^\delta}{(1 - \lambda)^{\frac{1}{\theta}}} \right)^{\frac{1}{\theta}} - 1
$$

$$
\leq \left( \lambda^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^\delta + (1 - \lambda)^{1-\frac{1}{\theta}} \| h^{-1} \|_{L^2(q)}^\delta \right)^{\frac{1}{\theta}} - 1 \leq 1,
$$

where the last inequality holds as soon as $b \geq \frac{1}{\delta} \log_2 (\lambda^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^\delta + (1 - \lambda)^{1-\frac{1}{\theta}} \| h^{-1} \|_{L^2(q)}^\delta)$. Therefore, if we take

$$
\bar{b} := \frac{1}{\delta \wedge p \wedge q} \log_2 \left( \lambda^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^\delta + (1 - \lambda)^{1-\frac{1}{\theta}} \| h^{-1} \|_{L^2(q)}^\delta \right),
$$

we deduce that

$$
\| \log h \|_\theta \leq \bar{b} = \frac{1}{\delta \wedge p \wedge q} \log_2 \left( \lambda^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^\delta + (1 - \lambda)^{1-\frac{1}{\theta}} \| h^{-1} \|_{L^2(q)}^\delta \right).
$$

From this last result and (A.4) it follows that $\log h \in L^1(q)$ and that

$$
\int | \log h | dp \leq 2 e^{\rho(p,q)-1} \left[ \frac{1}{\delta \wedge p \wedge q} \log_2 \left( \lambda^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^\delta + (1 - \lambda)^{1-\frac{1}{\theta}} \| h^{-1} \|_{L^2(q)}^\delta \right) \right].
$$

By taking $\delta = 1$ we immediately get (A.2). In order to get the second bound, take $\delta := p \wedge q$. Then (A.6) reads as

$$
\| \log h \|_\theta \leq \frac{1}{p \wedge q} \log_2 \left( \lambda^{1-\frac{1}{\theta}} \| h \|_{L^2(q)}^p + (1 - \lambda)^{1-\frac{1}{\theta}} \| h^{-1} \|_{L^2(q)}^q \right).
$$

Since $\lambda = q(P) \in [0,1]$ we deduce that
\[
\log_2 \left( (1 - q(P))^{1 - \frac{\log q}{p + q}} \right) \leq \log_2 \sup_{\lambda \in [0, 1]} \left( \lambda^{1 - \frac{\log q}{p + q}} + (1 - \lambda)^{1 - \frac{\log q}{p + q}} \right)
\]

\[
= \left\{ \begin{array}{ll}
\log_2 \left( ||h||_{L^q(x)}^p + ||h^{-1}||_{L^q(x)}^p \right) & \text{if } p \leq q \\
\log_2 \left( ||h||_{L^q(x)}^q + ||h^{-1}||_{L^q(x)}^q \right) & \text{if } q < p
\end{array} \right.
\]

and hence

\[
\lim_{q \to 0} \frac{\log h(x)}{q} \leq \frac{1}{p - q} \log_2 \left( ||h||_{L^q(x)}^p + ||h^{-1}||_{L^q(x)}^p \right).
\] (A.9)

As a byproduct of the above bound and (A.4) we get (A.3). \hfill \Box

**Remark A.2.** When \(q \{h \geq 1\} \in \{0, 1\}\), the bound (A.3) can be improved. Indeed from (A.8) we straightforwardly deduce that

\[
\int |\log h| dp \leq \left\{ \begin{array}{ll}
2 e^{\frac{p}{p} - 1} \left( \frac{1}{p - q} \log_2 ||h||_{L^p(x)} \right) & \text{if } q \{h \geq 1\} = 1, \\
2 e^{\frac{p}{p} - 1} \left( \frac{1}{p - q} \log_2 ||h^{-1}||_{L^p(x)} \right) & \text{if } q \{h \geq 1\} = 0.
\end{array} \right. \] (A.10)

**Corollary A.3.** If \(p \wedge q \leq 1\) in the previous Lemma, then it holds

\[
\int |\log h| dp \leq 2 e^{\frac{p}{p} - 1} \left[ \frac{1}{p - q} + \log_2 \left( ||h||_{L^q(x)} + ||h^{-1}||_{L^q(x)} \right) \right]. \] (A.11)