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Abstract—The application of machine learning (ML) in computer systems introduces not only many benefits but also risks to society. In this paper, we develop the concept of ML governance to balance such benefits and risks, with the aim of achieving responsible applications of ML. Our approach first systematizes research towards ascertaining ownership of data and models, thus fostering a notion of identity specific to ML systems. Building on this foundation, we use identities to hold principals accountable for failures of ML systems through both attribution and auditing. To increase trust in ML systems, we then survey techniques for developing assurance, i.e., confidence that the system meets its security requirements and does not exhibit certain known failures. This leads us to highlight the need for techniques that allow a model owner to manage the life cycle of their system, e.g., to patch or retire their ML system. Put altogether, our systematization of knowledge standardizes the interactions between principals involved in the deployment of ML throughout its life cycle. We highlight opportunities for future work, e.g., to formalize the resulting game between ML principals.

I. INTRODUCTION

Like any maturing technology, machine learning (ML) is transitioning from a stage of unfettered innovation to increasing calls to mitigate the risks associated with its deployment. In the context of ML systems, these potential risks include privacy violations (e.g., leaking sensitive training data), unfair predictions (e.g., in facial recognition), misinformation (e.g., generative models facilitating the creation of deepfakes), or a lack of integrity (e.g., self-driving car accidents due to an incorrect understanding of their environment). At the societal level, there is a need to ensure that applications of ML balance these risks with the benefits brought by their improved predictive capabilities, just as practical systems security balances the cost of protection with the risk of loss [1].

Machine learning governance standardizes the interactions between principals involved in the deployment of ML with the aim of ensuring a responsible application of ML, i.e., one that is beneficial to society.

Governance in ML differs from existing research in several ways. Indeed, the attack surface of ML algorithms has been the subject of many studies; for instance, work on adversarial ML [2] evaluated the worst-case performance of ML under various threat models. However, this line of work often focuses on narrow aspects, such as the technical limitations of ML algorithms, and studies these limitations in isolation. For instance, while it is known how to train a model privately [3], [4], the impact of private learning on model robustness is less studied [5] thus affecting our ability to deploy such algorithms in settings where the model must be aligned with multiple social norms. It, thus, remains unclear how companies and institutions applying ML should manage the different risks associated with ML. This is exacerbated in the online setting where a model is not static but rather iteratively trained and deployed. These difficulties have also manifested themselves in inadequate regulation, as illustrated by the focus on anonymization in privacy regulation [6] despite its well-known limitations [7]. As a result, regulators are unable to formalize, implement, and enforce regulation that contains the societal risks of ML.

In this paper, we systematize knowledge from security and privacy research on ML to outline a practical approach to ML governance. Our approach is four-fold and can be thought of as defining the types of interactions that principals (defined in § III-B) of an ML ecosystem will require to develop the trust needed to ensure responsible applications of ML. While existing research on adversarial ML (and more broadly trustworthy ML) serves as a foundation for some of the approaches, our systematization identifies open problems and potential failures that the computer security community needs to tackle.

First, we observe that trust requires that one make unforgeable and undeniable claims of ownership about an ML model and its training data. This establishes the concept of identity, which identifies a key principal in the ML application: its owner. This is a prerequisite to holding model developers accountable for the potential negative consequences of their ML algorithms; if one is unable to prove that a model belongs to a certain entity, it will be impossible to hold the entity accountable for the model’s limitations.

Once ownership of the model is established, the second component of our approach to ML governance is accountability. Here, we attribute model failures to the model owner and its end users, and establish the responsibility of these different principals for failures of the model. These failures may have been identified through the use of the system, but could also result from external scrutiny by entities such as regulators. We thus also discuss how to audit an ML application to identify and attribute failures that have yet to be discovered.

To prevent failures in their ML application, and to foster trust from end users, model owners will then deploy a set of techniques to obtain assurance. Loosely defined, these techniques establish confidence that the system meets specific requirements. The model owner here wishes to make certain claims establishing guarantees of controlled risk for their ML application. While these claims are currently often made post-
hoc, by inspecting the trained model, we argue that future research should focus on the training algorithm. We discuss ways that these claims can be substantiated by, for instance, proactively collecting evidence during training or providing documentation to end users.

Finally, the fourth component of our approach realizes that the trade-off between ML risks and benefits will be regularly re-evaluated by the different principals involved. As such, we outline how there will be a need for mechanisms that allow one to dynamically edit models after they were released: this lifecycle management is analogous to common practices in software development like versioning. This represents challenges in how one can remove behavior already learned by a model (i.e., machine unlearn) and learn new behaviors, but also retire the model altogether.

These interactions between model owners, users, and regulators are at the core of our approach to ML governance and result in a formal formulation of what it means to balance the risks of applying ML (see § III-D). Concretely, we present a Stackelberg game among the principals involved in an ML governance scenario. The approach is more general, and can capture competing interests of the principals as well as the possible trade-offs, thus delineating the Pareto frontier.

To summarize, our contributions are the following:

- We define the problem of ML governance as balancing the risks of ML with its benefits. Specifically, ML governance supposes that society has defined norms that serve as the basis for characterizing trade-offs between risks and benefits. We formalize the interactions between ML principals: i.e., model owners making claims of having managed certain risks (e.g., privacy, fairness, robustness, etc.), end user who seek to trust these claims, and regulators who seek to audit such claims and verify compliance.
- We systematize approaches to establishing identity in ML through data and model ownership in § IV. This serves as the foundation for holding model owners and other ML principals accountable for failures of ML in § V, through a combination of techniques for attribution and auditing.
- We systematize research on techniques for assurance, i.e., proactively building confidence that an ML system meets specific security requirements.
- We outline the need for mechanisms that manage models throughout their lifecycle, e.g., enabling model owners to version usefully. We show how current efforts on machine unlearning provide a partial yet incomplete response to this need, and that a more comprehensive approach is needed to develop the ability to patch ML systems.

We recognize that developing solutions for ML governance is not purely a technical problem because many of the trade-offs that need to be characterized involve a societal component. Given the intended readership of this paper, we put an emphasis on how computer science research can contribute mechanisms for ML governance, but this assumes that the design of these mechanisms will be informed by societal needs. Put another way, this SoK leads us to identify opportunities for collaboration with communities beyond computer science, i.e., opportunities for interactions that inform the goals of computer science research, but also that would help increase adoption of technical concepts beyond computer science. We thus hope that our manuscript will be of interest to readers beyond the computer security and ML communities.

II. BACKGROUND

A. Machine Learning Primer

In this paper, we focus on the supervised learning problem in machine learning. We are given a dataset $D = \{(x_i, y_i)\}_{i \in [n]}$ of inputs $x_i$ and labels $y_i$ (encoded as one-hot vectors) and wish to learn a function $M$ that can map the inputs $x_i$ to $y_i$. For a given task we associate a loss function $L$ which characterizes the error of a given function $M$ in predicting the labels of the dataset. A common choice (for classification tasks) for the loss function is cross-entropy, defined as:

$$L_{CE} = -y_i \ln(M(x_i))$$

The function $M$, or model, is typically represented as a parameterized function whose parameters, the weights, ideally minimize the loss function $L$ on dataset $D$. In practice, when a closed-form solution cannot be found, the main process of finding a low error model is done by iteratively tuning weights $w$ that parameter the model $M_w$ via gradient descent. We typically add a further level of stochasticity to the optimization process by applying the update rule with respect to the loss computed on a batch of data $(\hat{x}, y)$ which is randomly sampled from the dataset $D$. To be specific the update rule is given by:

$$w_{t+1} = w_t - \eta \frac{\partial L}{\partial w} |_{w_t, x_i}$$

where $\eta$ is a hyper-parameter one tunes.

Once the model is trained, it is deployed to make predictions on points it has not seen during training. To evaluate how well a model will generalize to these new points, one typically retains a holdout set of labeled data points to measure the performance of the model upon completing its training.

B. Operational Life-cycle

Machine learning models have a life cycle. They are trained on collected (or generated data) that is processed and optimized to perform a task which often involves recognizing a pattern in the collected data (training). The model is then used to perform the learned task on new data, that is, to infer the said patterns in never-before-seen data. At the high level, we can distinguish 3 operational life-cycle steps which can be further subdivided into smaller steps.

Data preparation 1/2: Collection. This is the step that gathers data: complexity and governance difficulties in this process may stem from legal, technical (which data to collect is hard to define), or business issues (there is no incentive to collect that data).

Data preparation 2/2: Cleaning. Here we transform a dataset $D$ which has been collected into a dataset $D'$ which is amenable to ML methods. This includes
decisions may demonstrate significant unwanted biases (the life cycle before or after training. For instance, model problem can produce an objective that is at most as good accurately and improve the solution found as done in LASSO [8].

Model development 2/2: Testing. The model is evaluated with a set of metrics estimated on a holdout set of data before the model is confronted with current production data. This evaluation typically assumes that holdout from the same distribution than training data is available.

Model deployment 1/2: Model Serving. The model is deployed at scale, often using a different software framework than the one used to train it. Much of our discussion on governance focuses on mitigating risks that manifest themselves through failures at this stage.

Model deployment 2/2: Model Retirement. This step carries important consequences for governance despite being often omitted. We will discuss how to maintain multiple versions of a model, and what the implications are for choosing to retire (or not) a model.

III. DEFINING ML GOVERNANCE

A. Overview

Conceptually, ML governance can be thought of as a set of solutions for balancing the benefits of applying ML with the risks it creates, often at the level of society. Governance is a prerequisite to build trust between principals involved and affected by an ML development. We describe such principals in detail in § III-B, but for now it is useful to assume that they are three types of principals: the model owner (i.e., the company or institution creating and deploying the model), the end user, and a regulator. Governance imposes constraints on how principals interact throughout the lifecycle of an ML application (as covered previously in § II-B).

The benefits of an ML pipeline are often application-specific. Typically, these benefits are defined by or at least motivate the model owner, e.g., applying ML will generate profit for a company. One may think that the model’s usefulness (i.e., utility) is tied to a performance metric (e.g., accuracy) and every other consideration can only decrease it. This is true if we view training as an optimization problem; having additional constraints limits the feasibility set. From an asymptotic statistical learning perspective, any constrained problem can produce an objective that is at most as good as the unconstrained problem. However, other considerations may be just as important as utility—in particular at steps of the life cycle before or after training. For instance, model decisions may demonstrate significant unwanted biases (e.g., misclassifying individuals from minorities) and prompt the model owner to reassess their data collection and algorithmic choices. Thus, deploying ML comes with inherent risks to the different principals interacting with the ML pipeline: users may have concerns with models analyzing their data, regulators may seek to limit potential harm to society (e.g., limit unfair predictions). We detail these risks in § III-C.

These varied risks, however, do not carry equal meaning and urgency for all principals involved in creating, using, and regulating these models. Because risk definition is inherently tied to a given principal, e.g., due to their own goals and incentives, and various principal definitions may come into conflict with one another, model governance is best formalized as a game. Each principal participating in the game is optimizing for their own set of constrained objectives at any point in time, which improves the principal’s trust in the ML pipeline and its other principals. The metrics underlying these objectives may differ from accuracy, and may be worst-case in nature. Thus, many established practices for evaluating ML fall short of providing the guarantees necessary for ML governance.

B. Principals, Incentives, and Capabilities

Defining governance requires understanding the various principals in the ecosystem and their capabilities and incentives. We begin enumerating them below. In certain settings these principals may not always be separate entities—a data collector could also be the model builder—in which case such a principal may assume multiple of the roles defined below.

1) End User: This principal is using a system deploying ML. It may be a customer of a company, a patient at a hospital, a citizen asking for government benefits, etc.

2) Model Owner: This principal is one with a particular task that can be solved using ML. They communicate their requirements to the model builders, and clearly specifies how this trained model can be accessed (and by whom).

3) Model Builder: This principal is responsible for interpreting the model owner’s requirements and designing an ML solution for them. To do so, the builder requires access to representative data from the domain (see data collector below), and an appropriate choice of training algorithm (and approach). The model builder or model owner will then be responsible for deployment.

4) Data Collector: This principal is responsible for sourcing the data as per the model owner and builder’s requirements so as to ensure that the learnt model performs well and complies with various characteristics (such as ensuring data privacy etc.).

5) Adversaries: The adversary is any entity that wishes to disrupt any phase of the ML life cycle. They may have varying control and access over the ML system.

6) Trusted Arbitrator: This principal is required in situations where (i) auditing of services provided is required (e.g., a legal agency or a mandated organization verifying if deployed models are compliant with GDPR), or (ii) there is a requirement for arbitration between two

---

1 Given the training dynamics, the constraints may direct the search accurately and improve the solution found as done in LASSO [8].
principals (in situations related to ownership resolution). We also refer to this principal as the regulator.2

C. Risks

We highlight three classes of risks relevant to ML governance that have been studied extensively in the literature. We also outline different failure modes inducing these risks (that can occur at different stages of the ML pipeline). Awareness of the risks present provides design goals and considerations that impact the creation, deployment, and retention of the model, and these failure modes will later shape our discussion on accountability and assurance in § V and VI. Though we do not exhaustively cover all risks due to space constraints, the governance aspects which constitute this paper are generic and can be expected to generalize to other risks.

1. Integrity: Losing integrity (i.e., correctness of the system outputs) is the immediate risk that a model owner tries to minimize, for example, via training the most accurate and robust model. The integrity of a model needs to take into account the overall system this model is deployed within. Integrity risk quantifies the lack of alignment between the output of the ML system and what was expected from it.

The accidental failures that cause integrity risks stem from the reliance of ML models on data; data used to train models need to possess specific properties and must be (pre-)processed in specific ways to enable effective training (§ IV-A). This ensures that models are resilient to outliers (data points that are outside the range of those expected) [9], [10]. Another failure mode for integrity is that of concept drifts (where the distribution of data changes over time) [11], [12]. Collectively, both these issues result in the model failing to generalize.

Adversary-induced failures follow. At training time, adversaries incorporate data poisons (which are specifically perturbed data points) which result in poor generalization (i.e., indiscriminate poisoning attacks [13]), or targeted misclassification (i.e., targeted poisoning attacks [13]). Poisoning adversaries can assume that the data collector uses the labels provided with the poisons, or can also specify their own labels [14], [15]. The former is known to be ineffective for large parameterized models [16], while the latter is effective across the spectrum. Poisoning is effective across a range of learning paradigms [17], [18], and across different threat models [19]. Backdoor attacks use a different strategy; a specific trigger pattern induces a misclassification, and can be added to any input whilst generic poisoning ensures misclassification of inputs belonging to a particular class [20].

During inference, adversaries can strategically modify inputs called adversarial examples (whilst ensuring that they are indistinguishable from their benign counterparts). This induces a misclassification [21], [22]. These evasion attacks are known to be effective across a wide range of hypothesis classes [21], [23]–[26], and learning frameworks [27]–[29]. Initially introduced in vision [21], [22], evasion has now been demonstrated for a wide variety of domains including audio [30]–[32] and text [33]–[36]. Attacks can also be physically realized [31], [37], [38] and constrained such that samples generated for evasion preserve input semantics [32], [34], [39]–[42].

2. Privacy: Data is fundamental to training. Research has demonstrated how models trained without privacy considerations can leak sensitive information [43], [44]. This has raised concerns about the use of data containing sensitive information and its consequences for individuals and groups alike. Thus, privacy is increasingly becoming a societal norm [45]. This is perhaps best illustrated by legislative work seeking to adapt protective regulations such as the GDPR to the context of ML applications [46]. Thus, setting aside the value of upholding privacy as a human norm, growing regulation of data usage means that it is in the interest of model owners to respect privacy-preserving practices. Indeed, not mitigating privacy risks in their ML applications could result in a poor reputation for the model owner and compliance complications.

Additionally, memorization of training data is essential for generalization of ML models [47], [48], and recent work shows encouraging the model to memorize may help its performance and convergence rate [49]. However, memorization could also lead to accidental failures: a model can memorize sensitive data, such as credit card numbers, inadvertently [44]. Such secret information may then be leaked at inference time, e.g., when the model tries to auto-complete a sentence talking about credit cards. As shown by the authors, the only effective method among those evaluated is differentially private training [4], often at the expense of model performance.

There are also known adversary-induced failures. In a membership inference attack, an adversary wishes to determine if a given data point was used to train the model. Adversaries initially assumed access to confidential information from the black-box model [43] which was shown sufficient to determine membership. Following this, research has further improved (and simplified) black-box attacks [5], [50]–[53], for instance by performing label-only attacks [54], [55]. Instead, white-box attacks further leverage information held in model parameters [56]–[59], or gradient updates [60].

Beyond membership inference, other attacks attempt to reconstruct data. In attribute inference attacks, the adversary attempts to impute missing values in a partially populated record using access to an ML model [61]. Model inversion attacks aim to reconstruct data points that are likely from the training dataset. In the classification setting, Fredrikson et al. [62] exploit confidence information from the prediction vectors (based on the same overfitting assumption made earlier). With a similar intuition, Yang et al. [63] use an autoencoder to reconstruct the input from the confidence vectors, while Zhang et al. [64] use GANs to aid reconstruction. More recent attacks (applicable in distributed training regimes, such as federated learning [65]) enable successful reconstruction.

3Federated learning is a paradigm where multiple clients jointly learn a model by training a local model on their private datasets and sharing gradients which are aggregated at a central entity.
from gradients [59], [60], [66]–[69].

3. Fairness: ML models rely on extracting patterns in data, and unwanted biases are reflected within historically-collected data [70], [71]. Unmitigated, these biases transfer into algorithmic decisions that are fed back into the decision making process, thus aggravating the situation. Furthermore, algorithmic decisions themselves can also encode new biases that were not initially present in historical data [72]; this may be due to poor quality [73], and even the careless use of fairness constraints. [74]

Like integrity and privacy, the challenges of algorithmic fairness can be considered through the lens of attacks and defenses. One can consider, for example, a prejudiced adversary that attempts to sabotage a model performance against a particular sub-group; but this also risks the integrity of the model. But does guaranteeing integrity mean that we have ensured fairness? The answer is no.

Unlike integrity and privacy, fairness risks largely stem from data collection and processing steps. In an ideal world, (i) we would have balanced datasets to train our models on, and (ii) the predictions of models would apply equally to different members of the population which would, in turn, ensure future balancedness of our datasets because model contributions to historical data would be balanced. But in most areas of critical concern in algorithmic fairness, neither is the case because there is a de-facto sampling process often (implicitly) encoded in the processes that produce the data collected [75]; an essential factor that should thus be considered under data collection. For example, in pre-trials where a judge has to assess the risk of accepting or rejecting bail, the defendants are only being subject to algorithmic predictions because they have been arrested in the first place. Mitchell et al. [75] provide a broad overview on various fairness risks associated with three broad categories: (i) data bias: both statistical—which evolves from lack of representation (i.e., selective labels [76]), and societal—which indicates a normative mismatch [73]; (ii) model bias: influence of choice of hypothesis [77] and even interpretability, and (iii) evaluation: how today’s predictions can alter decision subjects’ behaviors, thus requiring new predictions in the future. We will discuss such performative qualities of models in § III-D1.

We quickly note that alleviating fairness risks in the “ideal” way above would inherently be incompatible with controlling privacy and integrity risks, since our samples sizes are limited by the size of the smallest sub-population, which potentially limits the generalization of our models which not only threatens integrity but can also have adverse effects on privacy [43].

D. The Governance Games

ML governance follows from the interaction of the principals (§ III-B) who are independent decision-makers with goals that may or may not align with each other. For instance, a model owner’s desire of achieving robustness may exacerbate leakage of an end user’s private information [5], [78] because adversarial training encourages the model to generate predictions that are especially stable for data points that are close to ones in the training set. We can thus see ML governance as a multi-agent system and analyze dynamics between the principals using standard tools from game theory [79]. Solutions to this game affect the degree of trust among principals and towards the application of ML itself. In many governance scenarios, principals act sequentially, after they perceive the effects of other principals’ decisions. This naturally leads to a leader-follower, or Stackelberg competition structure [80].

1) Stackelberg formulation of learning problems: Work using Stackelberg competitions considers the strategic behavior of a principal (the follower) whose objective is distinct from that of the leader. This improves over the adversarial assumption of works that use a zero-sum game formulation (i.e., Yao’s principle [81]) which requires that the follower’s objective be exactly the opposite of the leader’s. The most relevant application of Stackelberg competitions to our discussion is found in strategic classification [82]. There, the subjects of algorithmic classification are strategic. After observing the decision made, these subjects can adjust their features to achieve a better classification outcome. This is also an example of classification having performative qualities [83]: participants adjusting their features causes a distribution shift, which in turn means that the future predictions of the model may be neither fair or optimal w.r.t. the new distribution. In practice, this requires model maintainers to re-train, or employ an online learning setup to preserve their model’s integrity and fairness.

Using a similar Stackelberg competition, Perdomo et al. [83] propose an equilibrium notion called performative stability. Models that are performative stable produce predictions that would remain optimal under the distribution shifts that result from their own predictions. Similarly, Brückner et al. [84] consider spam filtering and analyze an adversarial prediction game between a learner (leader) who tries to classify spam and an adversary (follower) that observes the learner’s decisions with the goal of producing less detectable spam.

2) Beyond two-player competitions: As useful as Stackelberg games are, they only cover a subset of interactions that principals may have with each other as part of an ML governance scenario. In other scenarios, several principals may be deciding without observing their opponent actions. For example, a model owner may be unaware of possible future regulatory efforts, an end user may modify its trust assumptions about using ML services, multiple model builder contractors could enter bidding competitions to train a model, etc. This requires a strategic-form game usually captured in the form of a pay-off table [80].

However, such a table may be difficult to assemble because interactions can be repeating over time in several stages: principals’ expected risks and pay-offs should be adjusted with the perceived effects of their decisions in the future. In such cases, an extensive-form game which can be represented as a decision tree can capture multi-stage games with observed
actions; it shows (i) the set of principals, (ii) the order of their decisions, (iii) their choices at their respective decision points, aka strategy sets; (iv) their pay-off (or cost) as a function of their own choice as well as the history of the choices made prior to it, (v) information sets: the information available to each principal at any decision point, and finally (vi) the probability distribution over any exogenous event [80].

We believe extensive-form games are a promising avenue to formalize interactions between principals and develop ML governance in a principled way. Figure 1 illustrates this with a hypothetical ML governance scenario. The regulator would like to ensure fairness and privacy guarantees so it requires that a (pure) DP [85] mechanism be used with a budget of $\varepsilon < 10$. For fairness, the regulator requires demographic parity [86] with at most $\gamma < 10\%$ disparity between sub-populations. The model owner can choose its own specifications for $\varepsilon$ and $\gamma$ and commission two model builders to produce the models. Model builders are now in a bidding competition to achieve the most performant model within specification. They may choose different architectures, source their data from various data collectors (not shown in the figure for brevity), etc. In particular, they get to choose how they allocate their privacy budget between these different steps of the ML life cycle [87]. We note that model builder 2 does not observe its rival’s decision (hence the non-singleton information set of builder 1 is annotated with dots). Therefore, the sub-game between the two builders is a strategic-form game played simultaneously between the two as no one goes first. Finally, the model owner accepts one model and rejects the other. Model builder pay-offs are assigned at this stage. Next, the regulator can verify achieved fairness and privacy guarantees, and issue proportional fines/incentives for the model owner if they are within specification, or even improve upon it. For instance, privacy-minded regulators could devise fines that scale with the gap between the achieved $\varepsilon$ in practice and the regulatory specified one; or a fairness regulator may propose tax breaks for model owners who have achieved a certifiably fairer prediction model. Since the game is repeated, the regulator can learn from the history of the game and update the regulation (if necessary) for the next stage of the game.

3) Solution Concepts: Calculating Nash equilibria is an NP-hard problem [88]. As a result, most classical solution concepts for extensive-form games make simplifying assumptions which limit their applicability to governance games. These include (i) assuming sub-game perfect equilibria, (ii) amenability to backward induction, or (iii) agents adopting behavioral strategies [80]. While computing exact strategies may be intractable in the presence of multiple principals or continuous strategy sets, or when the interaction are recurring across a time horizon [89], [90]; approximations such as correlated equilibria (a superset of Nash equilibria) [80] are easier to find by iterative mechanisms, and have recently seen a flurry of research for their efficient calculation even in the presence of multiple principals and across a time horizon [91]. Furthermore, in many realistic scenarios principals may have incomplete information about the game (known as Bayesian games [80]). For example, in Figure 1, model builders may not know the technologies (and therefore, the privacy/privacy guarantees) that their rival is able to achieve.

Recently, new solution concepts have been introduced [92]–[94] that tackle these challenges by combining ML with established techniques such as backward induction.

Call to action: As discussed in the introduction, research on the limitations of ML often considers a single class of risk. When the interplay between risks is considered, two classes of risk are isolated to study their interplay and integrity is often one of them. For instance, the ML community has recently started to realize the importance of considering strategic decision makers and subjects which has led to new and practical definitions of robustness [83]. The security community has also long depended on game theoretical studies of potential adversaries [95]. We posit that it is time for the research community to discover the more complex interplay of a realistic governance scenario with (i) multiple principals, (ii) independent pay-offs and objective functions, (iii) allowing for possibly imperfect information. We believe such a multi-faceted approach would alleviate issues that have plagued single-objective approaches, such as choosing hyper-parameter values for parametric definitions of privacy or fairness.
IV. Establishing Identity in ML Systems

The notion of identity is fundamental to computer security [96]. Developing the notion of identities involves first recognizing which principals are involved in a system and second how they interact with this system as it takes actions over objects. Thus, identities are a prerequisite to holding principals accountable for failures of the system (e.g., who should be held responsible for the failures of an ML model deployed by a self-driving car?).

Similar to other systems, those that incorporate ML need to integrate access control mechanisms to ensure that principals are authorized to interact with the system. We identified a number of principals in § III-B. For instance, an end user may need to authenticate themselves before they are allowed to query an MLaaS API, just like authentication could be necessary to query a database. However, because ML systems introduce new, often implicit, information flows between data and models, they call for specific mechanisms.

In particular, we focus on three areas of interest: the training data, the test data, and the learned model. In the following subsections, we define ownership as the process of associating a principal with these key components of an ML system. Later, in § V, we focus on how we can hold principals accountable for model failures once identities relevant to data and models have been clearly established through the process of ownership resolution.

A. Data Ownership

Data is one of the foundational pillars of a functional ML model, both at training and inference (test) time.

Training Data: During learning, the training data is used to compute the objective function being optimized to find the model’s parameters (recall Equation 1). Since the existence of training data is a prerequisite to obtaining a model, the entity owning the training data plays an integral role in the governance of the ML system.

Specifically, understanding who collected the data can enable answering various questions regarding (i) representativeness: if the collector paid attention to ensure that the data collected is not stagnant and captures effects such as domain/concept shifts (where applicable) [97], (ii) data cleanliness: if the data is processed for usage, and sanitization techniques (such as the use of robust statistics) are applied [98], (where applicable, especially for detecting poisons [99]), (iii) fairness: if the data collected is representative of the downstream task and various subgroups (as specified by the model owner of § III-B) [100], and (iv) feature engineering: if the data was pre-processed correctly for various downstream tasks (such as private/fair learning) [101].

Cryptographic primitives are essential in establishing and protecting data ownership by enforcing confidentiality. Applications of homomorphic encryption [102] to ML would provide the principal data confidentiality whilst still enabling training. Yet, the use of cryptography introduces computational bottlenecks and makes it difficult to leverage hardware acceleration, often requiring secure hardware [103], [104]. We discuss the application of homomorphic encryption to ML in more detail in § VI. In addition, there has been a shift from centralized learning to distributed learning techniques (such as federated learning [65]) to enable co-locating data and computation. Additionally, these learning techniques are assumed to provide data privacy as the data never leaves the data owner’s site [60]. Federated learning proposes to have individual data owners compute model updates locally on their data rather than share this data with a central server. The central server then relies on cryptographic primitives (such as secure aggregation [105]) to aggregate updates from different data owners. Other approaches involve using techniques from secure multi-party computation (MPC) to enable training [106]–[113], but most suffer from poor scalability.

Defining data ownership legally is complex, if only because defining data itself is complex. Under most jurisdictions facts, that is the building blocks of the information recorded directly or indirectly as measurable data, are not protected by copyright law [114]. Hence, the question of data ownership shifts from the protection of individual data records to their collection, arrangement, and derived works. Collections of data and derived works from data may be unprotected by copyright law depending on a number of conditions such as (i) under the merge doctrine [115], [116], if their exposition is inherently tied to the facts and data they represent, or (ii) if the arrangement is not considered original enough, as evaluated in court, e.g., a phone book alphabetical order is not protected.

For ML, this may entail that if a data collection pipeline being deployed is deemed not sufficiently novel, the collected dataset may not be protected by copyright law. Observe that copyright on a dataset would not prevent someone from using individual data points but rather significantly copying the entire dataset. Depending on the jurisdiction, the status of ownership over personal information and the existence of a personal data ownership right is debated [114]. Canada leans towards only providing access but not ownership of personal information whereas in the EU the existence of a personal data ownership right has been argued.

Test Data: At inference, the model is deployed to predict unseen data. Unlike training data, test data does not influence the model permanently (i.e., it does not impact the values of the model parameters). That said, test data can still be responsible for model behavior that may make ML governance more difficult to achieve. For instance, test data may contain adversarial examples [23] that affect the integrity of model predictions or sensitive data that should not be revealed to the model owner directly. Thus, like for training data, both technical and legal means are required to establish and protect test data ownership.

As discussed earlier, cryptography can address certain aspects of test data ownership as well. For instance, homomorphic encryption enables a model to perform inference without having a cleartext view of the input point [117]–[119]. The same can be achieved using techniques from MPC. This is helpful in scenarios where proprietary medical records can not be shared between institutions [120]–[122]. Here again,
moving from a central to a distributed setup for ML can help foster trust for the data owners [123].

B. Model Ownership

Model ownership is often a broad term used to refer to the ownership of the model’s sensitive parameters that were obtained after the (computationally intensive) training process. Defining ownership is necessitated by the existence of various threats that infringe the confidentiality of the model, and the need to be able to hold principals that own ML models accountable for the failures of their models.

What is model extraction? Attackers may target the confidentiality of ML models with a model extraction attack for three reasons: (i) data collection and labeling is time-consuming and expensive [124], (ii) the training process is computationally expensive (especially in many deep learning applications) [125], and (iii) knowledge of the model can serve as reconnaissance to mount a follow-up attack against the model in the white-box threat model rather than black-box. Models that are proprietary could be released through the model in the white-box threat model rather than black-box. Models that are proprietary could be released through reverse engineering process, ranging from the exact model parameters to replicating output behaviors for specific input data points.

Extraction is demonstrated in various domains, such as images [129], text [130], and for simple hypothesis classes [131], and more complicated ones such as DNNs [132], [133]; assuming grey-box access [134], and more strict black-box regimes [135]. Some recent attacks do not pose inference queries to models, then it is formalized as model extraction [128]; the objective of the adversary is to succeed with as few queries as possible to avoid detection. By repeatedly posing (inference) queries to the trained model, the adversary recovers the model’s functionality. But functionality is an abstract concept; Jagielski et al. [129] provide a detailed taxonomy of what exactly an adversary can recover through this reverse engineering process, ranging from the exact model parameters to replicating output behaviors for specific input data points.

But how does the adversary generate queries? Assuming that the adversary has access to the dataset used to train a model, or the distribution from which it was sampled from, is a strong assumption to make. To alleviate these concerns, Truong et al. [138] propose a refinement to the work of Kariyappa et al. [139]; they propose a data-free extraction method based on disagreement between the victim (i.e., trained model) and model being trained by the adversary. A query synthesis active learning-based approach was used by Chandrasekaran et al. [131] for extracting simple hypothesis classes; this provides asymptotic bounds on the number of queries needed. The same authors also argue that pool-based active learning strategies can be used when the adversary does have access to a pool of unlabelled data, and Jagielski et al. [129] propose using semi-supervised learning techniques such as MixMatch [140] to practically instantiate extraction.

Why is it impossible to prevent model stealing? Various defenses have been proposed to prevent the adversary from learning enough information to enable extraction [141]. These range from reducing precision of the outputs [128], to more sophisticated approaches such as randomized model selection [142], [143], adding noise in responses [144], protecting data points near decision boundaries by differential privacy [145], or perturb outputs to mislead gradient-based optimization algorithms (e.g., SGD) [146]. However, such approaches are rendered ineffective with an adaptive extraction strategy [131], or introduce utility degradation. Chandrasekaran et al. [131] state the inevitability of extraction. The authors argue that any utilitarian model (i.e., one that is reasonably accurate) leaks information which enables extraction.

How can one prove ownership? To prove ownership, the process of watermarking was considered. Digital watermarking has been used to covertly embed a marker into digital media to later prove ownership infringements [147]. In the context of watermarking ML models, the model owner encodes a specific query response pair into the training procedure (analogous to embedding a marker), and can verify if a model is indeed their own on observing such behaviours at the time of inference [148]. This process is fundamentally similar to the concept of backdooring [149], without any adversarial intent (with the additional requirement that watermarks are non-forgeable). However, recent work [150] demonstrates that watermarking is not resilient to model extraction; Jia et al. [150] propose an approach that remedies this issue, but with a nominal performance penalty.

All forms of watermarking rely on encoding specific secret information into the training algorithm. Recent research suggests that there exists various forms of secret information already available to the true model owner, obtained during the process of training. This includes the order in which data is sampled, intermediate checkpoints, hyperparameter values, the intermediate values of model weights, etc. One proposal to prove model ownership relies on the honest model owner logging such information during the training procedure. Since DNN training is a stochastic process, the intermediary states obtained during training are hard to guess without access to the secret information aforementioned. If a trusted third party can reproduce these states (within some acceptable tolerance threshold) with the help of the honest principal’s secret information, then the honest principal’s ownership of the model is validated. This is the premise of the proof-of-learning approach to enable ownership [151].

Call to action: First, notice that claiming model ownership and differentiating between two models are two sides of the same coin. It is unclear if existing metrics (such as the distributional distance between model parameters or predictions) capture the closeness, and research is needed on this front. Second, most techniques to detect extraction rely on minor changes to the training procedure. More research is needed to understand if intrinsic properties of the ML model can serve as its fingerprint (ergo enabling ownership resolution).
C. Is model ownership separate from data ownership?

Maini et al. proposed dataset inference that validates whether a model was trained using a specific training set (or training-set distribution) [152]. This is related to model ownership because as long as only the model owner has access to the (proprietary) training data, the model owner can prove ownership. However, in other cases (such as training using public data), this technique cannot prove ownership.

Recall that from a legal angle, collections and derived works from data may at times be unprotected by copyright law. Because ML is known to memorize [47], models might not be protected by copyright law unless the model builder can show that their implementation non-trivially included significant original work. Similarly, content synthesized by generative models [153], and language models such as GPT-3 [154] could be, as derived work, respectively protected or in violation of copyright law [114]. In Canada, but not necessarily in other jurisdictions like the European Union, copyright generally requires at least one human author—thus excluding automated art generation processes from copyright protection [114]. Given that instances of sufficiently original (and/or difficult) derived work have been allowed copyright [114], if a DNN satisfies such a condition that would allow for the distinction between data ownership and model.

V. HOLDING ML PRINCIPALS ACCOUNTABLE

Identities, as established in § IV, serve multiple purposes [96]; one of them involves enabling accountability. In conjunction with traditional access control mechanisms, the notion of identity provided by data and model ownership in the context of ML allows us to establish the responsibility of principals interacting with an ML system. This is defined as accountability, and is different from the process of ascertaining accountability which we define as attribution. Indeed, accountability is essential when ML models produce undesirable behaviors (i.e., failures) such as the ones discussed in § III-C. Some of these failure modes will be known and need to be attributed to a principal (we outline these earlier in § III-B). This is similar to how malware analysis will seek to identify whether a malware originated from a state actor or not. Principals held responsible could be the model owner, but also end users (e.g., if they are attempting to steal a model, or to have it produce an incorrect prediction with an adversarial example). Other failure modes of the model may be initially unknown but uncovered by external scrutiny of an ML pipeline, e.g., by a regulator through an auditing process discussed later in this section.

A. Attribution of Known ML Failures

Recall that we define attribution as the process used to identify principals responsible for model failures. Here, we discuss detection of the failures discussed earlier in § III-C. This is a precursory requirement for attribution.

1. Outliers: A considerable amount of research investigates how to identify when DNNs are predicting on out-of-distribution (OOD) samples. The model’s confidence for different outputs can be made more uniform on OOD samples [155]–[160], or the model can be trained explicitly to assign a confidence score which can be used to tell how likely the input was out of distribution [24], [161], [162]. Other methods have also been introduced to distinguish the outputs of DNNs on OOD and in-distribution samples [163]–[167], including approaches based on inspecting the model’s internal representations, training set, or performing statistical testing [168]–[172]. These approaches could be applied to hold any principal querying the model on OOD samples accountable.

2. Concept Drift: The model builder may attempt to detect drifts in the training data distribution to hold the data collector accountable. Lu et al. [11] summarize past research into three broad themes: (i) error rate based detection (a model’s deteriorating performance serves as an indicator of shifts) [173]–[186], (ii) data distribution based detection (which try and discern differences in the distribution of previous and new inputs) [187]–[192], and (iii) multiple hypothesis test drift detection (which differ from the previous two by utilizing more than one test to discern drift) [193]–[199]. Note that the two latter approaches could also be used by the data collector to hold potential downstream data contributors accountable.

3. Data Poisoning: Attribution of poisoning can be done either at the data collection or model training stages. To the best of our knowledge, the only known techniques belonging to the former category utilize insight from outlier/anomaly detection [200], [201]. For the latter, research focuses on finding relationships between poisoned data and special behaviors in the representation space (or activations of hidden layers) [202]–[204], investigate the gradients [205], or observe changes in the learned decision boundaries [206], [207].

4. Adversarial Examples: To distinguish adversarial examples from legitimate inputs, detection techniques often first pre-process the inputs. This includes replacing the input by its internal model representations [208], [209], transforming the inputs [210], [211], applying dimensionality reduction techniques [212], [213]. After pre-processing, a classifier or statistical tests distinguish distributions of adversarial and legitimate inputs [168], [211], [212], [214]. However, only a small fraction of the proposed detection techniques are evaluated against an adaptive attacker [215], which may prevent robust attribution of adversarial examples and jeopardize accountability.

5. Model Extraction: To attribute queries contributing to a model extraction attack, Juuti et al. [141] compare the distribution of distances between queries. However, if an adversary leverages public data (which is in-distribution), the proposed detection method fails. It is unknown if other techniques can be devised for this in-distribution querying regime as well.

6. Privacy Attacks: There currently exist no mechanisms to identify if privacy attacks (such as membership inference or data reconstruction) are occurring at inference time. This is due to the nature of the attack: adversaries query the model with (potentially) in-distribution data and observe the outputs.
**Call to action:** Discovering approaches that can detect and attribute (adaptive) membership inference while it is being performed remains an open problem.

7. Synthetic Content: Generative models have revolutionized content generation [216]–[218]; while this is useful in many scenarios (such as private data release [219]), it also introduces a myriad of problems. For instance, content produced by generative adversarial networks [220] is being actively used in disinformation campaigns [221]. A number of approaches were proposed in order to detect such fake content [222]–[225] (including large-scale competitions [226]). Attributing synthetic content to a particular generative model is difficult because models are often capable of producing [153] and encoding [227] any arbitrary content and allow for encoding of arbitrary contents. A promising approach is to study model components explicitly, e.g., upampling components which produce spectral aliasing [224].

B. Auditing to Identify New Model Failures

Our discussion thus far has focused on techniques devised to detect failure models that are well known and understood. An alternative involves auditing mechanisms. To this end, we first define ML auditing and present how ML logging can support it. We then discuss storage, privacy, and security (open) problems that result.

**What is ML auditing?** Bishop defines an audit as a formal examination by a (third) party to determine a chain of events and actors [96]. In the case of ML, this definition must be extended to include the verification of the claimed properties of a model, such as its lack of bias or presence of adversarial robustness. As noted in § III-B, the different logical entities may, in practice, refer to the same principal. Hence, we call an audit *internal* (resp. external) when the model owner and auditor are the same entity (resp. independent entities). Observe that an internal audit is a proactive action similar to a white-box assessment, and may rely on model logs i.e., data records collected on the model and its inputs. On the contrary, an external audit is similar to a black-box assessment, and may only rely on model querying when the model owner cannot be trusted. Prior literature tends to conflate audit with external audit. This leads to a pessimistic view of ML audit as a non-feasible task. This distinction helps us introduce alternate auditing methods including logs which are promising but completely unexplored. This apparently simple distinction provides deeper insight: (i) during internal audits, the regulators have white-box access to model internals, code, and logs; this enables easier verification of purported functionality as opposed to external audits where regulators only observe the functionality with no internal knowledge, and (ii) leveraging internal logs may alleviate technical limitations of an external audit e.g., the current lack of guarantees with regards to model robustness when the auditor can only query the model.

For instance, the model deletion code (i.e., internal audit) of SISA unlearning [228] can be reviewed for correctness i.e., one only needs to check if a model is being trained without the data-point to be unlearned, while external verification (i.e., external audit) of unlearning (through query access) remains challenging (because approaches like membership inference introduce a large number of false positives). For private learning, mechanisms like DP-SGD [4] come with a privacy accountant that trivially tracks expenditure, but the privacy of the models can also be audited through computationally expensive means post-hoc [229], [230]. In the context of algorithmic fairness, model owners are being asked to conduct fairness audits [231], [232]. Despite the well-intentioned tools that have arrived as a result [233], given poor incentives for model owners, we are now faced with the risk of fake fairness audit reports [234]. Prominently, Aivodji et al. demonstrates how using an interpretable proxy allows model owners to evade accurate fairness audits [235].

Much like system and application logs are well-known as a fundamental tool in incident investigations in non-ML settings [96], a model should never be separated from its logs.

**Why is logging hard for ML?** In general, knowing what and when to log is non-trivial and highly use-case dependent. Additionally, log storage space is finite, and overhead induced by logging is challenging in many other domains [236]. Logging in ML differs from non-ML applications because of (i) ML pipeline control-path explosion dependent on external events, the data, and randomness which increases the content required to be logged, (ii) the different ML-specific steps, like training and testing, of the model life cycle which require logging very diverse and step-specific information, and (iii) there is a need, parallel to that in system and application logs, to focus on both identifying principals responsible for a specific high-dimensional input but also, specifically for ML, tracking certain model properties (required for accountability and attribution respectively). Consequently, the ML logged information may greatly differ from traditional event logs used in application, network, and system security. For example, the proof (or log, albeit it is not referred as such) created in the work of Jia et al. [151] is created with the explicit goal of proving model (parameter) ownership and requires information about data used to train the model, randomness used in the training process (which is hard to precisely capture), and tracks the change in model parameters as training progresses.

**Maintaining log confidentiality.** Lastly, when designing an ML auditing system based on logs, the privacy and security of that system itself should be taken into account. Here again, ML introduces specific issues. First, since logs may be accessed by auditors, they represent a risk and must be sanitized [96]. As illustrated in other sections, this sanitization is not trivial and in the case of logging is further complicated by its stream nature. This (important) requirement makes ML logging hard in practice. Second, adversaries may try to simultaneously pose threats to the ML model and log analysis system (if it is ML-based). For example, Travers et al. [237] propose evasion attacks for audio-based ML models whilst ensuring that intermediary steps (which can be considered as logs) are within acceptable levels.
VI. ASSURANCE IN ML

In addition to being transparent about failures resulting from the ML system’s use, which they can be held responsible for as shown previously in § V, ML principals will need to establish trust in their application of ML techniques. Bishop distinguishes trust, which is the often ill-defined belief that a system is secure, from assurance which is a set of techniques by which one builds confidence from evidence that a system meets its security requirements [96]. Here, by security we refer to the broader mitigation of risks identified in § III-C. One well-known example of such techniques is formal methods for verification, which have started to emerge for ML systems [239]–[243]. We discuss these techniques and others, following the operational life-cycle described in § II-B

A. Assurance during Data Preparation

Assurance in the context of data preparation ensures that models learnt satisfy specific properties (e.g., privacy, robustness, fairness, etc.). Assurance can be provided through data sanitization (e.g., removal of data poisons) [9], [10] and checks for concept drift [11], bias alleviation [244], [245], and subgroup representation [246], [247]. To the best of our knowledge, there has been no work that provides formal guarantees about a dataset providing the aforementioned properties. It is also unclear how such guarantees would be provided. An alternative approach to providing assurance involves providing documentation showing the processes used during data collection met certain criteria that are designed to provide assurance; Gebru et al. [248] proposed datasheets for datasets, a generic documentation scheme meant to be used to verify the data collector employed practices sufficient to alleviate known failures, and other work have further expanded on (or proposed similar measures) [249]–[252].

B. Assurance for Training

As in the case of prior components of the life cycle, assurance can either be obtained post-hoc (i.e., after training completes), or be obtained during training. Recall that assurance is required among various axes, which we describe next.

Integrity: In the context of evasion attacks, robustness is provably provided using two main strategies. The first is adversarial training [253] and its variants [254]–[261]. Such strategies are formalized such that assurance is encoded into the training algorithm and an auditor would have to inspect the algorithm itself to understand what properties were provided. An alternative approach involves providing a certificate of robustness [240], [262] which provides a certificate indicating that the trained model is robust to perturbations within a pre-defined $p$–norm radius. To the best of our knowledge, Steinhardt et al. [263] proposed the first certified data poisoning defense by proving an upper bound on the model’s loss in the presence of an adversary. However, as they pointed out, their methods have to run on clean data, which is often impractical. Ma et al. [264] propose DP as a solution against poisoning and provide theoretical bounds on the number of poisons tolerable by such models. Weber et al. [265] and Levine et al. [266] both propose newer certified defenses against data poisoning; the former uses techniques similar to randomized smoothing [240] and the latter uses collective knowledge from an ensemble of models to prove robustness. Finally, integrity of the computation and model parameter values can also be verified by a mechanism that provides a proof associated with the particular run of gradient descent which produced the model parameters, as suggested by Jia et al. [151].

Privacy: Several approaches can be taken to preserve data privacy. The de-facto approach is to utilize DP learning. Proposed initially by Chaudhuri et al. [3], DP learning has evolved from the objective perturbation approach proposed by the authors to more sophisticated techniques which involve adding noise during optimization [4], or during aggregating votes from disjoint learners [267]. These newer approaches have tighter forms (and analyses) of privacy accounting (i.e., calculating $\varepsilon$). In the decentralized setting, approaches such as CaPC [123] provide assurances about data confidentiality and privacy. Recent research [229], [230] demonstrates that the privacy accounting during training is not tight (in practical scenarios), and could benefit from external audits.

Randomness: Unsurprisingly, providing assurance that sources of randomness in the process of learning are cryptographically secure is essential. Research demonstrates that, if manipulated, the order of the batches served to a model during training can itself result in a lack of generalization guarantees from the training algorithm, resulting in a lack of integrity for the model parameters output by this training algorithm [268]. Furthermore, randomness in data sampling is fundamental to amplification results demonstrated for DP learning [4], [269], [270]. Providing assurances on this matter is an open problem.

Fairness: For individual fairness, [271] produces a formal certification by ensuring the representations of similar points are kept close in the latent space. For subgroup fairness definitions, however, the primary focus has been in designing unfairness mitigation techniques despite data bias issues. Considering a core ML task (often classification) as an example, these techniques can be categorized into (i) pre-processing, where algorithms re-weight, obfuscate, transform, and/or remove samples to satisfy a notion of fairness [244], [272]–[275]; (ii) in-processing, where additional constraints are added to the optimization procedure to result in fairer models [245], [276]–[278]; or (iii) post-processing, where the output is changed to match a desired distribution [279]–[281]. Other methods have been developed to empirically assure the fairness of a model by thoroughly documenting its performance on different sub-populations [282], [283].

Despite improving fairness, an important limitation of these techniques is that they do not strictly provide formal fairness guarantees. To obtain assurance of fairness during the training
C. Assurance at Deployment

When a model is deployed as a service, there are mainly two entities possibly interacting with the model: the service provider who publishes the model, and the end users querying the model. In this section, we discuss assurance provided by the service providers to the end user.

To build end user confidence, service providers may aim to show two features of their service: (i) integrity, that is the computation is performed correctly and the prediction is indeed made by the model being advertised (rather than for instance a simpler but cheaper model), and (ii) maintain confidentiality of the query made by the users which can contain sensitive information. For example, hospitals may query online healthcare ML models to diagnose patients’ diseases, where the queries could contain the patients’ (private/confidential) health condition.

Integrity: End users would require assurance regarding the correctness of the prediction generated by the model. The field of verified computations [287] is designed to allow a principal to verify the correctness of outsourced computation. The main issue with using off-the-shelf techniques from verified computations literature on DNN inference is the large overhead incurred. To solve this issue, building on Thaler et al.’s [288] work towards efficient verified computing, Ghodsi et al. [289] introduce SafetyNets which applies verified computing techniques to inference operations efficiently. Note that verifying the integrity of computation is fundamentally different from approaches that assure confidence of (or trust in) the prediction [170]

Confidentiality: Another concern of using MLaaS is regarding the confidentiality of the data used to query the ML models. To this end, several approaches rely on homomorphic encryption [117], [118], [290]–[292], or use MPC techniques for inference [106], [123]. Both these approaches rely on cryptographic techniques which are provably correct.

VII. LIFE CYCLE MANAGEMENT OF ML SYSTEMS

The techniques presented thus far do not preclude ML models from needing modifications: training from scratch to remove certain pathological behaviors learned by the model may be expensive [228] and leveraging backups will not solve issues which are embedded in the backup model’s weights. The process of patching an ML system, a form of maintenance, is thus the last component of our approach to governance. In the following, we outline what these different processes would look like for ML systems.

A. Patching ML Systems

1. Unlearning: After deployment, the model owner may lose access to part of the data used to train the model. This may be due to detecting data poisons, or outliers, or for legal reasons. For example, this may be the case when the data collector raises privacy concerns and invokes the right-to-be-forgotten [293], [294]. The process of obtaining a model without the influence of said data-point(s) is referred to as machine unlearning [295].

Various forms of unlearning have been proposed which offer different guarantees. For example, retraining a model from scratch would give a concrete guarantee to the end-user the unlearned model is now independent of the data the user revoked access to. However, this comes with large (training) costs. One could modify the model’s architecture and training pipeline to reduce the retraining cost [228], but to some the cost may still be too high. Alternatively, the approach of Sekhari et al. [296] states that a model with strong privacy guarantees (i.e., DP-privacy) does not need to be modified to forget a user as it does not leak user-specific information in the training dataset, and thus unlearning requires no additional computational resources. However, private models are often not utilitarian [72], [101]. To find a middle ground between computational costs and performance, an alternative approach is to define an unlearning rule (for example adding a hessian-vector product) that modifies a model such that the resultant model would be similar to a model that had not trained on the users’ data [297]–[300].

Unlearning highlights the importance of modeling interactions between ML principals and the interplay between different risks raised (§ III-D). For example, a user’s decision to revoke access to their information can itself leak information about them having been in the training dataset if it is made adaptively [301]–[303].

Call to action: Regulators will play an important role in deciding what should be forgotten (and to what degree) for the various scenarios when parts of the training dataset must be removed. It could be that any unlearning method that mitigates privacy leakage would suffice for dealing with users revoking access to their data. In contrast, it might be that for data poisoning (where there could be grave security risks) the model owner would need to completely retrain or give some guarantee of changing the weights sufficiently to remove the threat. Determining this is subject to future research.

---

**Call to action:** The algorithmic fairness community has recently recognized the importance of considering the broader “algorithmic system” [286], to consider social actors and decision making context. While we agree with the message, we posit that we need to go beyond studying fairness—or any single class of risk on its own—and consider the complex but realistic interplay of the principals in the broader context of ML governance. Given the importance of data in all such systems, a concrete step is to research fairer, more accurate, and non-privacy-invasive data collection practices.
2. Fine-tuning: One may also want to additionally learn new model behaviors. This can be achieved by fine-tuning models. Fine-tuning is needed in two scenarios: in (i) online learning [304], i.e., more and more data becomes available after the model is trained so it is preferable to fine-tune the model on more data to improve its performance, and (ii) transfer learning [305], where one wants to fine-tune a trained model to help a different but related task, e.g., classifying traffic signs used in another country. If the model’s capacity remains fixed or training data previously used is not repeatedly used to train the model, one must take care in avoiding catastrophic forgetting: by learning a new behavior, the model may inadvertently perform poorly on data points it has previously analyzed [306].

B. Retiring ML Systems

Following our discussion of unlearning, it is easy to see that one may consider retiring an ML model altogether when a large portion of the training data is requested to be unlearned (and the remaining data is insufficient to obtain a performant model). Apart from unlearning, there may be other reasons for a model owner to choose to retire an ML pipeline. This includes ethical concerns where retiring the data itself may help prevent further ethical concerns, e.g., as discussed by Peng et al. [307]. Regulators will here again play a crucial role, and may decide to develop frameworks that encourage ML principals to retire their data and models when appropriate.

VIII. Discussion

Our systematization led us to develop a framework for ML governance. Through the concepts of ownership, accountability, assurance, and life cycle management, we foster trust between principals involved in an ML application. Our game formulation proposes to explicitly search for equilibria that balance the benefits of ML with its risks. Space constraints prevented us from discussing certain aspects that remain relevant to achieving governance. For instance, deploying ML involves computer systems that support ML but are not captured in our analysis; such computer systems are implicitly assumed to form the trusted computing base. Hence, our solutions for governance largely rely on the security of these systems themselves. Beyond this aspect, we now outline avenues for future work to strengthen our understanding of governance.

Risk Interplay: Through this work, we have delved into understanding various facets of risk associated with ML. The game formulation explains the interaction between various principals and how this leads to a constant recalibration of risk. Yet, we pointed out how there remains a limited understanding of the interplay between the various risks themselves. Limited research has been conducted to analyze the interplay of the various facets of risk in unison; research however has been conducted to understand this interaction in a pair-wise manner (i.e., relationship between utility and robustness [308], or privacy and fairness [309]), but this paints an incomplete picture as discussed in § III-D.

Inter-principal Trust: An important goal of governance is to improve trust between ML principals. Hence, documenting clearly the limitations of ML systems is of paramount importance to communicate clearly when a satisfactory approach to governance cannot be found. For this reason, we believe that approaches analogous to the one taken by dataset cards [248] will complement well our work on governance. This also relates to research on explainability which seeks to enable end users to understand the logic behind learning algorithms. There are two lines of work here: (i) feature-level, and (ii) concept-level attribution. The former attributes every feature (e.g., pixels in an image) to a prediction [310]–[312]. The latter attributes higher-level concepts to a prediction [313]–[315].

Interpretability: The techniques discussed in § V arm principals in identifying various issues. However, they may not understand why these issues occur and consequently may have a difficult time resolving them. Ensuring that the learning and prediction process of many ML algorithms is interpretable (particularly to non-experts) is paramount to enable more widespread and trustworthy usage.

Parameterization: Furthermore, the assurance provided is often parameterized. For example, the assurance provided by DP learning is the expenditure of privacy (ε). However, interpreting these parameters is non-trivial for the average user. It is also cumbersome for the user to specify their requirements (for example, privacy requirements) to model builders for the same reason. Parameterized definitions are not easily accessible, and this further impedes governance. Additionally, recent research [316] suggests that user expectations for privacy do not match what is provided. Thus, this difference between mental models and reality can also impede governance. While similar to the earlier discussion on interpretability, we wish to highlight that parameterization is more focused on providing principals knowledge to bootstrap the training process, while interpretability provides tools to better understand its outcomes.

Trust in Regulators: We implicitly assumed that the regulator principal is trustworthy and seeks to preserve the society from ML risks. This may not always be the case, for instance in settings where ML is used by authoritarian regimes. Additionally, trusted regulators may not be privy to sensitive information in reality, as such forms of data transfer are strictly governed by laws [317].

Legal Challenges: While we have taken care to highlight certain legal challenges raised by ML governance, there currently lacks interdisciplinary work on law and ML. Studying the technical problem in isolation is unsatisfactory because without a match between law and techniques, techniques will not see adoption. For instance, the technical community focuses on DP but legal frameworks focus on anonyimization [46]. This gap results in a lack of adoption of advances made to privately learn from data. Sometimes the inverse problem holds: while laws against disparate impact have long been in effect; it has been fairly recently that we have seen their adoption by the ML community [272].
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