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Precise atom manipulation through deep reinforcement learning

Since its first demonstration in the 1990s, atom manipulation using a scanning tunneling microscope (STM) is the only experimental technique capable of realizing atomically precise structures for research on exotic quantum states in artificial lattices and atomic-scale miniaturization of computational circuitry based on individual atoms. The ability to autonomously arrange atomic structures with precision will enable the scaling up of nanoscale fabrication and expand the range of artificial structures hosting exotic quantum states. However, the a priori unknown manipulation parameters, the possibility of spontaneous tip apex changes, and the difficulty of modeling tip-atom interactions make it challenging to select manipulation parameters that can achieve atomic precision throughout extended operations. Here we use deep reinforcement learning (DRL) to control the real-world atom manipulation process. Several state-of-the-art reinforcement learning (RL) techniques are used jointly to boost data efficiency. The DRL agent learns to manipulate Ag adatoms on Ag(111) surfaces with optimal precision and is integrated with path planning algorithms to complete an autonomous atomic assembly system. The results demonstrate that state-of-the-art DRL can offer effective solutions to real-world challenges in nanofabrication and powerful approaches to increasingly complex scientific experiments at the atomic scale.
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Atomic-scale manipulation in scanning tunneling microscopy has enabled the creation of quantum states of matter based on artificial structures and extreme miniaturization of computational circuitry based on individual atoms. The ability to autonomously arrange atomic structures with precision will enable the scaling up of nanoscale fabrication and expand the range of artificial structures hosting exotic quantum states. However, the a priori unknown manipulation parameters, the possibility of spontaneous tip apex changes, and the difficulty of modeling tip-atom interactions make it challenging to select manipulation parameters that can achieve atomic precision throughout extended operations. Here we use deep reinforcement learning (DRL) to control the real-world atom manipulation process. Several state-of-the-art reinforcement learning (RL) techniques are used jointly to boost data efficiency. The DRL agent learns to manipulate Ag adatoms on Ag(111) surfaces with optimal precision and is integrated with path planning algorithms to complete an autonomous atomic assembly system. The results demonstrate that state-of-the-art DRL can offer effective solutions to real-world challenges in nanofabrication and powerful approaches to increasingly complex scientific experiments at the atomic scale.
environments. Besides achieving super-human performances in games and simulated environments, state-of-the-art DRL algorithms’ improved data efficiency and stability also opens up possibilities for real-world adoptions in automation. In scanning probe microscopy, machine learning approaches have been integrated to address a wide variety of issues and DRL with discrete action spaces has been adopted to automate tip preparation and vertical manipulation of molecules.

In this work, we show that a state-of-the-art DRL algorithm combined with replay memory techniques can efficiently learn to manipulate atoms with atomic precision. The DRL agent, trained only on real-world atom manipulation data, can place atoms with optimal precision over 100 episodes after ~2000 training episodes. Additionally, the agent is more robust against tip apex changes than a baseline algorithm with fixed manipulation parameters. When combined with a path-planning algorithm, the trained DRL agent forms a fully autonomous atomic assembly algorithm which we use to construct a 42 atom artificial lattice with atomic precision. We expect our method to be applicable to surface/adsorbate combinations where stable manipulation parameters are not yet known.

**Results and discussion**

**DRL implementation**

We first formulate the atom manipulation control problem as a RL problem to solve it with DRL methods (Fig. 1a). RL problems are usually formalized as Markov decision processes where a decision-making agent interacts sequentially with its environment and is given goal-defining rewards. The Markov decision processes can be broken into episodes, with each episode starting from an initial state and terminating when the agent accomplishes the goal or when the maximum episode length is reached. Here the goal of the DRL agent is to move an adatom to a target position as precisely and efficiently as possible. In each episode, a random target position \(s_0\) is sampled from the DRL agent’s current policy \(\pi\) based on the current state \(s_t\). The policy \(\pi\) is modeled as a multi-variate Gaussian distribution with mean and covariance given by the policy neural network. The action \(a_t\) includes the conductance \(G\), bias \(V\), and the two-dimensional tip position at the start (end) of the manipulation \(x_{\text{tip,start}} (x_{\text{tip,end}})\), which are used to move the STM tip to try to move the adatom to the target position. The atom manipulation goal is to bring the adatom as close to the target position as possible. For Ag on Ag(111) surfaces, the fcc (face-centered cubic) and hcp (hexagonal close-packed) hollow sites are the most energetically favorable adsorption sites.

From the geometry of the adsorption sites, the error \(\epsilon\) is limited to ranges from 0 nm to \(1\) depending on the target position. Therefore, the episode is considered successful and terminates if the \(\epsilon\) is lower than \(\frac{\sqrt{3}}{2}\). The STM image of an Ag adatom on Ag substrate. Bias voltage 1 V, current setpoint 500 pA.
stored in the replay memory buffer as a tuple \((s_t, a_t, r_t, s_{t+1})\) and used for training the DRL algorithm.

In this study, we use a widely adopted approach for assembling atom arrangements - lateral manipulation of adatoms on (111) metal surfaces. A silver-coated PtIr-tip is used to manipulate Ag adatoms on an Ag(111) surface at \(-5\) K temperature. The adatoms are deposited on the surface by crash-landing the tip onto the substrate in a controlled manner (see Methods section). To assess the versatility of our method, the DRL agent is also successfully trained to manipulate Co adatoms on a Ag(111) surface (see Methods section).

Due to difficulties in resolving the lattice of the close-packed metal (111) surface in STM topographs, target positions are sampled from a uniform distribution regardless of the underlying Ag(111) lattice orientation. As a result, the optimal atom manipulation error \(\varepsilon\), defined as the distance between the adatom and the target positions \(\varepsilon = \|\mathbf{x}_{\text{adatom}} - \mathbf{x}_{\text{target}}\|\), is limited from 0 nm to \(\frac{2}{3}\sqrt{3} = 0.166\) nm, as shown in Fig. 1b and Methods, where \(a = 0.288\) nm is the lattice constant on the Ag(111) surface. Therefore, in the DRL problem, the manipulation is considered successful and the episode terminates if \(\varepsilon\) is smaller than \(\frac{2}{3}\sqrt{3}\). The reward is defined as

\[
r_t(s_t, s_{t+1}) = \frac{-(\varepsilon_{t+1} - \varepsilon_t)}{a} + \begin{cases} 
-1 & \text{if } \varepsilon_{t+1} \geq \frac{2}{3}\sqrt{3} \\
1 & \text{if } \varepsilon_{t+1} < \frac{2}{3}\sqrt{3} 
\end{cases}
\]

where the agent receives a reward +1 for a successful manipulation and \(-1\) otherwise, and a potential-based reward shaping term \(-\frac{\varepsilon_t}{a}\) that increases reward signals and guides the training process without misleading the agent into learning sub-optimal policies.

Here, we implement the soft actor-critic (SAC) algorithm\(^{43}\), a model-free and off-policy RL algorithm for continuous state and action spaces. The algorithm aims to maximize the expected reward as well as the entropy of the policy. The state-action value function \(Q\) (modeled with the critic network) is augmented with an entropy term. Therefore, the policy \(\pi\) (also referred to as the actor) is trained to succeed at the task while acting as randomly as possible. The agent is encouraged to take different actions that are similarly attractive with regard to expected reward. These designs make the SAC algorithm robust and sample-efficient. Here the policy \(\pi\) and \(Q\)-functions are represented by multilayer perceptrons with parameters described in Methods. The algorithm trains the neural networks using stochastic gradient descent, in which the gradient is computed using experiences sampled from the replay buffer and extra fictitious experiences based on Hindsight Experience Replay (HER)\(^{44}\). HER further improves data efficiency by allowing the agent to learn from experiences in which the achieved goal differs from the intended goal. We also implement the Emphasizing Recent Experience sampling technique\(^{45}\) to sample recent experience more frequently without neglecting past experience, which helps the agent adapt more efficiently when the environment changes.

Agent training and performance
The agent’s performance improves along the training process as reflected in the reward, error, success rate, and episode length, as shown in Fig. 2a, b. The agent minimizes manipulation error and achieves 100 % success rate over 100 episodes after -2000 training episodes or equivalently 6000 manipulations, which is comparable to the amount of manipulations carried out in previous large-scale atom-assembly experiments\(^{15-17}\). In addition, the agent continues to learn to manipulate the adatom efficiently with more training, as shown by the decreasing mean episode length. Major tip changes (marked by arrows in Fig. 2a, b) lead to clear yet limited deterioration in the agent’s performance, which recovers within a few hundreds more training episodes.

The training is ended when the DRL agent reaches near-optimal performance after each of the several tip changes. In the agent’s best performance, it achieves a 100% mean success rate and 0.089 nm
mean error over 100 episodes, significantly lower than one lattice constant (0.288 nm), and the error distribution is shown in Fig. 2c. Even though we cannot determine if the adatoms are placed in the nearest adsorption sites to the target without knowing the exact site positions, we can perform probabilistic estimations based on the geometry of the sites. For a given manipulation error \( \varepsilon \), we can numerically compute the probability \( P(x_{\text{atom}} = x_{\text{nearest}} | \varepsilon) \) that an adatom is placed at the nearest site to the target for two cases: assuming that only fcc sites are reachable (the blue curve in Fig. 2c) and assuming that fcc and hcp sites are equally reachable (the red curve in Fig. 2c) (see Methods section). Then, using the obtained distribution \( p(\varepsilon) \) of the manipulation errors (the gray histogram in Fig. 2c), we can estimate the probability that an adatom is placed at the nearest site

\[
P(x_{\text{atom}} = x_{\text{nearest}}) = \int p(\varepsilon)P(x_{\text{atom}} = x_{\text{nearest}} | \varepsilon) d\varepsilon \quad (2)
\]

to be between 61% (if both fcc and hcp sites are reachable) and 93% (if only fcc sites are reachable).

Baseline performance comparison

Next, we compare the performance of the trained DRL algorithm with a set of manually tuned baseline manipulation parameters: bias \( V = 10 \text{ mV} \), conductance \( G = 6 \mu\text{A/V} \), and tip movements shown in Fig. 2f under three different tip conditions (Fig. 2d, e). While the baseline achieves optimal performance under tip condition 2 (100% success rate over 100 episodes), the performances are significantly lower under the other two tip conditions, which have 92% and 68% success rates, respectively. In contrast, the DRL agent maintains relatively good performances within the first 100 episodes of continued training and eventually reaches success rates >95% after more training under the new tip conditions. The results show that, with continued training, the DRL algorithm is more robust and adaptable against tip changes than fixed manipulation parameters.

Adsorption site statistics

The data collected during training also yields statistical insight into the adatom adsorption process and lattice orientation without atomically resolved imaging. For metal adatoms on close-packed metal (111) surfaces, the fcc and hcp hollow sites are generally the most energetically favorable adsorption sites \(^{46-48}\). For Ag adatoms on the Ag(111) surface, the energy of fcc sites is found to be < 10 meV lower than hcp sites in theory \(^{46-48}\) and STM manipulation experiments \(^{47}\). Here the distribution of manipulation-induced adatom movements from the training data shows that Ag adatoms can occupy both fcc and hcp sites, evidenced by the six peaks ~\( \frac{a}{2} \) = 0.166 nm from the origin (Fig. 3a). We also note that the adsorption energy landscape can be modulated by neighboring atoms and long-range interactions \(^{49}\). The lattice orientation revealed by the atom movements is in good agreement with the atomically resolved point contact scan in Fig. 3b.

Artificial lattice construction

Finally, the trained DRL agent is used to create an artificial kagome lattice \(^{50}\) with 42 adatoms shown in Fig. 3c. The Hungarian algorithm \(^{51}\) and the rapidly-exploring random tree (RRT) search algorithm \(^{52}\) break down the construction into single-adatom manipulation tasks with manipulation distance <2 nm, which the DRL agent is trained to handle. The Hungarian algorithm assigns adatoms to their final positions to minimize the total required movement. The RRT algorithm plans the paths between the start and final positions of the adatom while avoiding collisions between adatoms – note that it is possible that the structure in Fig. 3c contains 1 or 2 dimers, but these were likely formed before the manipulation started as the agent avoids atomic collisions. Combining these path planning algorithms with the DRL agent results in a complete software toolkit for robust, autonomous assembly of artificial structures with atomic precision.

The success in training a DRL model to manipulate matter with atomic precision proves that DRL can be used to tackle problems at the atomic level, where challenges arise due to mesoscopic and quantum effects. Our method can serve as a robust and efficient technique to automate the creation of artificial structures as well as the assembly and operation of atomic-scale computational devices. Furthermore, DRL by design learns directly from its interaction with the environment without needing supervision or a model of the environment, making it a promising approach to discover stable manipulation parameters that are not straightforward to human experts in novel systems.
In conclusion, we demonstrate that by combining several state-of-the-art RL algorithms and thoughtfully formalizing atom manipulation into the RL framework, the DRL algorithm can be trained to manipulate adatoms with atomic precision with excellent data efficiency. The DRL algorithm is also shown to be more adaptive against tip changes than fixed manipulation parameters, thanks to its capability to continuously learn from new experiences. We believe this study is a milestone in adopting artificial intelligence to solve automation problems in nanofabrication.

Methods
Experimental preparation
The Ag(111) crystal (MaTecK GmbH) is cleaned by several cycles of Ne sputtering (voltage 1 kV, pressure $5 \times 10^{-3}$ mbar) and annealing in UHV conditions ($p < 10^{-5}$ mbar). Atom manipulation is performed at ~5 K temperature in a Createc LT-STM/AFM system equipped with Createc DSP electronics and Createc STM/AFM control software (version 4.4). Individual Ag adatoms are deposited from the tip by gently indenting the surface with a Pt/Ir STM probe. The current traces are standardized and repeated/truncated to contain detailed information about the distances and directions of atom movements with respect to the underlying lattice. 25 As shown in Fig. 2, in the high-bias regime, a significant change in atom movement is observed, and tunneling conductance range as Ag (bias = 5–3 V, tunneling conductance = 8–24 nA/V) shown in Suppl. Fig. 1 and a high-bias range (bias = 1.5–3 V, tunneling conductance = 8–24 nA/V) shown in Suppl. Fig. 2. In the high-bias regime, a significantly lower tunneling conductance is sufficient to manipulate Co atoms due to a different manipulation mechanism. In addition, a high bias (-V) combined with a higher tunneling conductance (+μA/V) might lead to tip and substrate damage.

Manipulating Co atoms on Ag(111) with deep reinforcement learning
In addition to Ag adatoms, DRL agents are also trained to manipulate Co adatoms on Ag(111). The Co atoms are deposited directly into the STM at 5 K from a thoroughly degassed Co wire (purity > 99.99%) wrapped around a W filament. Two separate DRL agents are trained to manipulate Co adatoms precisely and efficiently in two different parameter regimes: the standard close proximity range with the same bias and tunneling conductance range as Ag (bias = 5–15 mV, tunneling conductance = 3–6 μA/V) shown in Suppl. Fig. 1 and a high-bias range (bias = 1.5–3 V, tunneling conductance = 8–24 nA/V) shown in Suppl. Fig. 2. In the high-bias regime, a significantly lower tunneling conductance is sufficient to manipulate Co atoms due to a different manipulation mechanism. In addition, a high bias (-V) combined with a higher tunneling conductance (+μA/V) might lead to tip and substrate damage.

Atom movement classification
STM scans following the manipulations constitute the most time-consuming part of the DRL training process. In order to reduce STM scan frequency, we developed an algorithm to classify whether the atom has likely moved based on the tunneling current traces obtained during manipulations. Tunneling current traces during manipulations contain detailed information about the distances and directions of atom movements with respect to the underlying lattice as shown in Suppl. Fig. 3. Here we join a one-dimensional convolutional neural network (CNN) classifier and an empirical formula to evaluate whether atoms have likely moved during manipulations and if further STM scans should be taken to update their new positions. Due to the algorithm, STM scans are only taken after ~90% of the manipulations in the training shown in Fig. 2a, b.

CNN classifier
The current traces are standardized and repeated/truncated to match the CNN input dimension = 2048. The CNN classifier has two convolutional layers with kernel size = 64 and stride = 2, a max pool layer with kernel size = 4 and stride = 2 and a dropout layer with a probability = 0.1 after each of them, followed by a fully connected layer with a sigmoid activation function. The CNN classifier is trained with the Adam optimizer with learning rate = $10^{-3}$ and batch size = 64. The CNN classifier is first trained on ~10,000 current traces from a previous experiment. It reaches ~80% accuracy, true positive rate, and true negative rate on the test data. The CNN classifier is continuously trained with new current traces during DRL training.

Empirical formula for atom movement prediction
We establish the empirical formula based on the observation that current traces often exhibit spikes due to atom movements, as shown in Suppl. Fig. 3. The empirical formula classifies atom movements as

\[
\text{atom movement} = \begin{cases} 
\text{True} & \text{if } \frac{dI}{d\tau} \geq c \cdot \sigma(I(\tau)) \\
\text{False} & \text{otherwise}
\end{cases}
\]  

where $I(\tau)$ is the current trace as function of manipulation step $\tau$, $c$ is a tuning parameter set to 2–5 and $\sigma$ is the standard deviation. In the DRL training, a STM scan is performed

- when the CNN prediction is positive;
- when the empirical formula prediction is positive;
- at random with probability = 20–40%; and
- when an episode terminates.

Probability of atom occupying the nearest site as a function of $\epsilon$
By analyzing the adsorption site geometry and integrating over possible target positions as shown in Suppl. Fig. 4, we compute the probability an atom is placed at the nearest site to the target at a given error $P(x_{\text{adatom}} = x_{\text{nearest}}|\epsilon)$.

When only fcc sites are considered, we can observe the probability follows

\[
P_{\text{fcc}}(x_{\text{adatom}} = x_{\text{nearest}}|\epsilon) = \begin{cases} 
1 & \epsilon \leq \frac{\epsilon_0}{\sqrt{2}} \\
0 & \epsilon \geq \frac{\epsilon_0}{\sqrt{2}}
\end{cases}
\]  

Alternatively, when both fcc and hcp sites are considered, the probability follows

\[
P_{\text{fcc+hcp}}(x_{\text{adatom}} = x_{\text{nearest}}|\epsilon) = \begin{cases} 
1 & \epsilon \leq \frac{\epsilon_0}{\sqrt{3}} \\
0 & \epsilon \geq \frac{\epsilon_0}{\sqrt{3}}
\end{cases}
\]  

Assignment and path planning method
Here we use existing python libraries for the Hungarian algorithm and the rapidly-exploring random tree (RRT) search algorithm to plan the manipulation path. For the Hungarian algorithm used for assigning each adatom to a target position, we use the linear sum assignment function in Scipy \[\text{https://docs.scipy.org/doc/scipy-0.18.1/reference/generated/scipy.optimize.linear_sum_assignment.html}\]. The cost matrix input for the linear sum assignment function is the Euclidean distance between each pair of adatom and target position. Because the DRL agent is trained to manipulate atoms to target positions in any direction, we need to combine it with an any-angle path planning algorithm. We use the rapidly-exploring random tree (RRT) search algorithm implemented in the PythonRobotics python library \[\text{https://github.com/AtsushiSakai/PythonRobotics/tree/master/PathPlanning}\]. The RRT algorithm searches for paths between the adatom position and target position without colliding with other adatoms. However, it is worth noting that the RRT algorithm might not find optimal or near-optimal paths.

Actions of trained agent
Here we analyze the mean and stochastic actions output by the trained DRL agent at the end of the training shown in Fig. 2a, b for 1000 states as shown in Suppl. Fig. 5. The target positions $(x_{\text{target}}, y_{\text{target}})$ are randomly sampled from the range used in the training and the adatom
positions are set as \((x_{\text{adatom}}, y_{\text{adatom}}) = (0, 0)\). Several trends can be observed in the action variables output by the trained DRL agent. First, the agent intuitively favors using higher bias and conductance. During the training shown in Fig. 2, the DRL agent is observed to use increasingly large bias and conductance as shown in Suppl. Fig. 5. Also, analysis of the average bias and conductance over 100 episodes as a function of the number of episodes (see Suppl. Fig. 6) shows that the agent uses larger biases and conductance with increasing training episodes. Second, like in baseline manipulation parameters, the agent also moves the tip slightly further than the target position. But, different from the baseline tip movements (the tip moves to the target position extended by a constant length = 0.1 nm), the DRL agent moves the tip to the target position extended by a span that scales with the distance between the origin and the target. Fitting \(x_{\text{end}} (y_{\text{end}})\) as a function of \(x_{\text{target}} (y_{\text{target}})\) with a linear model yields \(x_{\text{end}} = 1.02x_{\text{target}} + 0.08\) and \(y_{\text{end}} = 1.04y_{\text{target}} + 0.03\) (indicated by the black lines in Suppl. Fig. 5b, c). Third, the agent also learns the variance function of \(r\) in the action variables output by the trained DRL agent. First, the SAC algorithm.

**Tip changes**

During training, significant tip changes occurred due to the tip crashing deeply into the substrate surface and requiring tip apex reshape to perform manipulation using baseline parameters. It led to an abrupt decrease in the DRL agent’s performance (shown in Fig. 2a, b) and changes in the tip height and topographic contrast in the STM scan (shown in Suppl. Fig. 7). After continued training, the DRL agent learns to adapt to the new tip conditions by manipulating with slightly different parameters as shown in Suppl. Fig. 8.

**Kagome lattice assembly**

We built the kagome lattice in Fig. 3b by repeatedly building 8-atom units shown in Suppl. Fig. 9. In all, 8–15 manipulations were performed to build each unit, depending on the initial positions of the adatoms, the optimality of the path planning algorithm, and the performance of the DRL agent. Overall, 66 manipulations were performed to build the 42-atom kagome lattice with atomic precision. One manipulation together with the required STM scan takes roughly one minute. Therefore, the construction of the 42-atom kagome lattice takes around an hour, excluding the deposition of the Ag adatoms. The building time can be reduced by selecting a more efficient path planning algorithm and reducing STM scan time.

**Alternative reward design**

In the training presented in the main text, we used a reward function (Eq. (1)) that is solely dependent on the manipulation error \(\varepsilon = \|x_{\text{adatom}} - x_{\text{target}}\|\). During the experiment, we considered including a term \(r' \propto (x_{\text{adatom}, t+1} - x_{\text{adatom}, t}) \cdot x_{\text{target}}\) to the reward function to encourage the DRL agent to move the adatom toward the direction of the target. However, this term rewards the agent for moving the adatom in the direction of the target even as it overshoots the target. When the \(r'\) term is included in the reward function, the DRL agent trained for 2000 episodes shows a tendency to move the adatom overly far in the target direction as shown in Suppl. Fig. 10.

**Soft actor-critic**

We implement the soft actor-critic algorithm with hyperparameters based on the original implementation\(^\text{a}\) with small changes as shown in Table 1.

**Emphasizing recent experience replay**

In the training the gradient descent update is performed in the end of each episode. We perform \(K\) updates with \(K = \text{episode length}\). For update step \(k = 0 ... K\), we uniformly sample from the most recent \(c_k\) data points according to the emphasizing recent experience replay sampling technique\(^b\), where

\[
    c_k = \max(N \cdot \eta^{\frac{1000}{\min}}c_{\min})
\]

where \(N\) is the length of the replay buffer and \(\eta\) and \(c_{\min}\) are hyper-parameters used to tune how much we emphasize recent experiences set to 0.994 and 300, respectively.

**Hindsight experience replay**

We use the ‘future’ strategy to sample up to three goals for replay\(^c\). For a transition \((s_t, a_t, r_t, s_{t+1})\) sampled from the replay buffer, \(\max(\text{episode length} - r, 3)\) goals will be sampled depending on the number of future steps in the episode. For each sampled goal, a new transition \((s_{t'}, a_{t'}, r_{t'}, s_{t'+1})\) is added to the minibatch and used to estimate the gradient descent update of the critic and actor neural network in the SAC algorithm.

**Data availability**

Data collected by and used for training the DRL agent, parameters of the trained neural networks, and codes to access them are available at https://github.com/SINGROUP/Atom_manipulation_with_RL.

**Code availability**

The Python code package used to control the software, train the DRL agent and perform the automatic atom assembly is provided at https://github.com/SINGROUP/Atom_manipulation_with_RL.
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