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Abstract

We study a lossy source coding problem for a memoryless remote source. The source data is broadcast over an arbitrarily varying channel (AVC) controlled by an adversary. One output of the AVC is received as input at the encoder, and another output is received as side information at the decoder. The adversary is assumed to know the source data non-causally, and can employ randomized jamming strategies arbitrarily correlated to the source data. The decoder reconstructs the source data from the encoded message and the side information. We prove upper and lower bounds on the adversarial rate distortion function for the source under randomized coding. Furthermore, we present some interesting special cases of our general setup where the above bounds coincide, and thus, provide their complete rate distortion function characterization.

I. INTRODUCTION

Consider the communication scenario depicted in Fig. 1. A memoryless source outputs an independent and identically distributed (i.i.d.) data vector \( \mathbf{X} \), which is broadcast over a memoryless channel \( W_{Y,Z|X,J} \). Apart from the source, this channel has an input \( J \) from an adversary, and it has two outputs \( Y \) and \( Z \). The output \( Y \) is fed to the source encoder which encodes it into a message \( M \). The decoder receives the other output \( Z \) and the message \( M \), and wants to reconstruct \( \mathbf{X} \) under an average distortion criterion. The adversary knows \( \mathbf{X} \) non-causally, and is allowed to employ randomized vector jamming strategies arbitrarily correlated with it, thereby inducing an arbitrarily varying channel (AVC) \( \Theta \). As is common in AVC-related channel coding problems, we first undertake a study of this setup under randomized coding in this paper, where we assume that the encoder-decoder share an unbounded amount of randomness \( \Theta \), unknown to the adversary. We prove a maximin lower bound and a minimax upper bound for the rate distortion function for this arbitrarily varying remote source under randomized coding.

In standard source coding scenarios involving noisy observations (e.g. noisy source coding [2] or source coding with side information [3]), the noise statistics are known a priori. In our setup, however, the jamming signal of the malicious adversary renders these statistics completely arbitrary and unknown, thereby making its analysis considerably more challenging. Furthermore, as depicted in Fig. 1, the jamming noise controls the observations \( Y \) as well as \( Z \). Thus, the adversary in our problem can jointly degrade the compression as well as the decoding/estimation phases of communication.

Lossy source coding has been studied extensively since the seminal work by Shannon [4], and the field has subsequently been advanced in many directions (cf. [5], [6]). Apart from noisy source coding [2] and source coding with side information [3], some of the other prominent directions related to this work include source coding under several distortion measures [7] and universal source coding [8]. Particularly relevant are the compound and universal coding problem formulations which have appeared for classical coding, noisy/indirect coding, coding under several distortion measures, and coding with side information (cf. [9], [7], [10], and some of the references therein). Our problem also has a direct connection to universal noisy source coding problems which present a wider set of challenges (cf. [7]) compared to their noise-free counterparts. Another closely related model is that of an arbitrarily varying source (AVS) introduced in [11]. This model is further studied under variable rate codes in [12]. Inspired by an adversary capable of switching among different sources, Berger [13] introduced a different AVS. In his problem, a multiplexer with inputs from several memoryless sources with a common alphabet and a single output, feeds data to the encoder. The multiplexer is controlled by a strictly causal switching adversary. An extension of results under adversaries with causal as well as non-causal knowledge of the data has subsequently appeared in [14].

The rest of the paper is organized as follows. In Section II, we first introduce the notation and problem setup. We state our main result in Section III. The proof of our main result is presented in Section IV. Finally, we discuss some implications of our work, and make concluding remarks in Section V.

†This work was done when Amitalok J. Budkuley was with the Dept. of Electrical Engineering at IIT Bombay, Mumbai-India.
II. Notation and Problem Setup

A. Notation and Preliminaries

We denote random variables by upper case letters (e.g. $X$), the values they take by lower case letters (e.g. $x$) and their alphabets by calligraphic letters (e.g. $\mathcal{X}$). We use boldface notation to denote random vectors (e.g. $\mathbf{X}$) and their values (e.g. $x$). Here, the vectors are of length $n$ (e.g. $\mathbf{X} = (X_1, X_2, \ldots, X_n)$), where $n$ is the block length of operation. Let us also denote $X^i = (X_1, X_2, \ldots, X_i)$ and $x^i = (x_1, x_2, \ldots, x_i)$ as well as $X^k_i = (X_i, X_{i+1}, \ldots, X_k)$ and $x^k_i = (x_i, x_{i+1}, \ldots, x_k)$. We use the $L_\infty$ (denoted by $\| \cdot \|_\infty$) norm for vectors. For a set $\mathcal{X}$, let $\mathcal{P}(\mathcal{X})$ be the set of all probability distributions on $\mathcal{X}$. Similarly, let $\mathcal{P}(\mathcal{X}|\mathcal{Y})$ be the set of all conditional distributions of a random variable with alphabet $\mathcal{X}$ conditioned on another random variable with alphabet $\mathcal{Y}$. For two random variables $X$ and $Y$, we denote the marginal distribution of $X$ obtained from the joint distribution $P_{X,Y}$ by $[P_{X,Y}]_X$. Distributions corresponding to strategies adopted by the adversary are denoted by $Q$ instead of $P$ for clarity. The set of all conditional distributions $\mathcal{P}(\mathcal{J}|\mathcal{X})$ is specifically denoted by $\mathcal{D}$. In cases where the subscripts are clear from the context, we sometimes omit them to keep the notation simple. Deterministic functions will be denoted in lowercase (e.g. $f$). We denote a type of $X$ by $T_X$. Given sequences $x$, $y$, we denote by $T_X$ the type of $x$, by $T_{X,Y}$ the joint type of $(x, y)$ and by $T_{X|Y}$ the conditional type of $x$ given $y$. For $\epsilon \in (0, 1)$, the set of $\epsilon$-typical set of $x$ sequences for a distribution $P_X$ is $\mathcal{T}_\epsilon^n(P_X) = \{ x : \| T_X - P_X \|_\infty \leq \epsilon \}$. In addition, for a joint distribution $P_{X,Y}$ and $x \in \mathcal{X}^n$, the conditionally typical set of $y$ sequences, conditioned on $x$, is defined as $\mathcal{T}_\epsilon^n(P_{X,Y}|x) = \{ y : \| T_{X,Y} - P_{X,Y} \|_\infty \leq \epsilon \}$.

B. The Problem Setup

Refer the communication setup depicted in Fig. 1. Let $\mathcal{X}$, $\mathcal{Y}$, $\mathcal{Z}$, $\mathcal{J}$ and $\mathcal{X}$ denote finite sets. Consider an i.i.d. source with distribution $P_X$ and alphabet $\mathcal{X}$. We assume without loss of generality that $P_X(x) > 0$, $\forall x \in \mathcal{X}$. A length-$n$ block of data $X$ is sent over a noisy AVC. This channel has two inputs $X \in \mathcal{X}$ and $J \in \mathcal{J}$ and two outputs $Y \in \mathcal{Y}$ and $Z \in \mathcal{Z}$, and its behaviour is given by the memoryless distribution $W_{Y,Z|X,J}$. In Fig. 1, the two inputs $X$ and $J$ are from the source and the jamming adversary respectively. The output $Y$ is available at the encoder and $Z$ is available at the decoder. We assume that the adversary knows $X$ non-causally. Given inputs $x$, $j$, we observe $y$ and $z$ with probability given by

$$P(Y = y, Z = z | X = x, J = j) = \prod_{i=1}^{n} W_{Y,Z|X,J}(y_i, z_i | x_i, j_i).$$

The encoder compresses $Y$ and transmits a message $M$ losslessly to the decoder. Using $M$ and the available side information $Z$, the decoder outputs an estimate $\hat{X}$. The quality of the estimate is measured in terms of the average per-letter distortion $d(X, \hat{X}) = \frac{1}{n} \sum_{i=1}^{n} d(x_i, \hat{x}_i)$, where $d : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}^+$ denotes a single-letter distortion measure with $d_{\text{max}} = \max_{(x, \hat{x}) \in \mathcal{X} \times \mathcal{X}} d(x, \hat{x}) < \infty$.

An $(n, R)$ deterministic code of block length $n$ and rate $R$ is a pair $(\psi, \phi)$ of mappings, consisting of the encoder map $\psi : \mathcal{Y}^n \rightarrow \{1, 2, \ldots, 2^nR\}$, and the decoder map $\phi : \{1, 2, \ldots, 2^nR\} \times \mathcal{Z}^n \rightarrow \mathcal{X}^n$. The encoder sends the message $M = \psi(Y)$ to the decoder over an error free channel. An $(n, R)$ randomized code of block length $n$ and rate $R$ is a random variable which takes values in the set of $(n, R)$ deterministic codes. We denote by $(\Psi, \Phi)$ the encoder and decoder for this $(n, R)$ randomized code. This forms the shared randomness $\Theta$. The message sent is $M = \Psi(Y)$. For this $(n, R)$ randomized code, the average distortion $D^{(n)}$ is given by

$$D^{(n)} = \max_{Q_{X|J}} \mathbb{E}[d(X, \Phi(\Psi(Y), Z))],$$

where the expectation is over the shared randomness $\Theta = (\Psi, \Phi)$, the source, the channel and the adversary’s jamming action. Given a target distortion $D$, a rate $R$ is achievable if for any $\epsilon > 0$ there exists an $n_0(\epsilon)$ such that for every $n \geq n_0(\epsilon)$ there exists an $(n, R)$ randomized code with the resulting average distortion $D^{(n)} \leq D + \epsilon$. We define the rate distortion function $R(D)$ as the infimum of all achievable rates. Our aim is to determine the rate distortion function $R(D)$.

III. The Main Result

Recall that $\mathcal{D} = \mathcal{P}(\mathcal{J}|\mathcal{X})$ denotes the set of all conditional distributions of $J$ given $X$. For any distribution $Q_{J|X} \in \mathcal{D}$, the system model gives the single-letter joint distribution $P_X Q_{J|X} W_{Y,Z|X,J}$. Let

$$D_0 = \min_{\hat{x}(\cdot)} \max_{Q_{J|X} \in \mathcal{D}} \mathbb{E}[d(X, \hat{x}(Y, Z))],$$

and

$$D_1 = \min_{\hat{x}(\cdot)} \max_{Q_{J|X} \in \mathcal{D}} \mathbb{E}[d(X, \hat{x}(Z))].$$

Here $D_0$ is the minimax average distortion when both $Y$ and $Z$ are available at the decoder, while $D_1$ is the minimax distortion when the decoder has access to only the side information $Z$ (Please see discussion in Sec. IV-A). Let $U$ be an auxiliary random
variable with a finite alphabet \( \mathcal{U} \) and conditional distribution \( P_{U|Y} \), such that \((X, J, Z) \leftrightarrow Y \leftrightarrow U \) forms a Markov chain. The joint distribution of \((X, J, Y, Z, U)\) is then given by \( P_X Q_{J|X} W_{Y,Z|X,J} P_{U|Y} \). We now define the following:

\[
R^*_U(D) := \begin{cases} 
\min_{P_{U|Y}} \max_{Q_{J|X} \in \mathcal{Q}} I(U;Y) & \text{if } D \in [D_0, D_1] \\
0, & \text{if } D > D_1,
\end{cases}
\]

(3)

where the minimization is over \( P_{U|Y} \in \mathcal{P}(\mathcal{U}|\mathcal{Y}) \) and \( \hat{x} : \mathcal{U} \times \mathcal{Z} \rightarrow \mathcal{X} \) such that \( \mathbb{E}[d(X, \hat{x}(U, Z))] \leq D \), \( \forall Q_{J|X} \in \mathcal{Q} \). Clearly, we may restrict the cardinality of \( U \) to \( |U| \leq |\mathcal{X}| \) which is the number of possible functions from \( Z \) to \( \mathcal{X} \).

\[
R^*_L(D) := \begin{cases} 
\max_{Q_{J|X} \in \mathcal{Q}} \min_{P_{U|Y}} I(U;Y) & \text{if } D \in [D_0, D_1] \\
0, & \text{if } D > D_1,
\end{cases}
\]

(4)

where the minimization is over \( P_{U|Y} \in \mathcal{P}(\mathcal{U}|\mathcal{Y}) \) and \( \hat{x} : \mathcal{U} \times \mathcal{Z} \rightarrow \mathcal{X} \) such that \( \mathbb{E}[d(X, \hat{x}(U, Z))] \leq D \) for the specified \( Q_{J|X} \). Here, we may restrict the cardinality of \( U \) to \( |U| \leq |\mathcal{Y}| + 1 \); this cardinality bound follows in a manner similar to [3]. We next state our main result.

**Theorem 1.** The adversarial rate distortion function \( R(D) \) for the arbitrarily varying remote source problem in Fig. 1 under randomized coding satisfies

\[
R^*_L(D) \leq R(D) \leq R^*_U(D).
\]

Our setup can be considered to be an “arbitrarily varying remote” version of the Wyner-Ziv setup [3], where both the input to the encoder as well as the side-information are corrupted by the adversary. The setup gives two interesting special cases by limiting the adversary’s control to either one of these (i.e., \( Y \) or \( Z \)). If the adversary controls only \( Y \), i.e., \( W_{Y,Z|X,J} = W_{Y|X,J} P_{Z|X} \), then the order of maximum and minimum can be interchanged. This is a consequence of the convexity-concavity properties of \( I(U;Y) - I(U;Z) \). Specifically, \( I(U;Y) - I(U;Z) \) is concave in \( Q_{J|X} \) and convex in \( P_{U|Y} \). We can now use the Minimax theorem [16] to conclude that the minimax and the maximin are equal. Similarly, if the adversary controls only \( Z \), that is, when only the side-information is arbitrarily varying \((W_{Y,Z|X,J} = P_{Y|X} W_{Z|X,J})\), then again one can show that \( I(U;Y) - I(U;Z) \) is convex and concave in \( P_{U|Y} \) and \( Q_{J|X} \) respectively. Hence, the maximum and minimum can be interchanged. In both these special cases, the upper bound and the lower bound in Theorem 1 match, and they give a characterization of the optimum rate.

IV. PROOF OF THEOREM 1

A. Achievability

We present an outline of the achievability proof. The detailed proof can be found in Appendix A. Observe that if \( D > D_1 \), then we can estimate \( X \) using an estimator \( \hat{x}(z) \) based solely on the side information \( Z \). Thus, for \( D > D_1 \), \( R(D) = 0 \).

Let us now assume that \( D_1 \geq D \geq D_0 \). We fix an arbitrary \( P_{U|Y} \) and \( \hat{x}(u, z) \), and prove the achievability of the rate

\[
R(P_{U|Y}, \hat{x}) := \max_{Q_{J|X} \in \mathcal{Q}} I(U;Y|Z)
\]

\[
= \max_{Q_{J|X} \in \mathcal{Q}} \left( I(U;Y) - I(U;Z) \right),
\]

where the equality follows from the Markov chain \( U \leftrightarrow Y \leftrightarrow Z \). We rewrite this rate as

\[
R(P_{U|Y}, \hat{x}) = \max_{Q_{J|X} \in \mathcal{Q}} \left( I_{P_Y}(U;Y) - I_{Q_{J|X}}(U;Z) \right)
\]

\[
\geq \max_{Q_{J|X} \in \mathcal{Q}} \max_{P_Y \in \mathcal{P}(\mathcal{Y})} \left( I_{P_Y}(U;Y) - I_{Q_{J|X}}(U;Z) \right) - \epsilon/4,
\]

where we have \( P_Y := [P_X Q_{J|X} W_{Y,Z|X,J}]_{Y} \). Note that \( P_Y \) is a function of \( Q_{J|X} \). Here, we write \( P_Y \) to mean that \( \|P_Y - P_Y\|_\infty \leq f(\epsilon) \). We have used a function \( f(\cdot) \) such that \( f(\epsilon) > 0 \) for \( \epsilon > 0 \), and \( |I_{P_Y}(U;Y) - I_{P_Y}(U;Y)| \leq \epsilon/4 \) if

\[1\] In order to have a convex domain, we need to rewrite the minimization as a minimization only over \( P_{U|Y} \) where the alphabet of \( U \) is the set of Shannon strategies at the decoder; see [15] for details.

\[2\] Here we indicate \( I(U;Y) \) as a function of only \( P_{U|Y} \) as \( P_{U|Y} \) is fixed in our discussion of achievability. For the same reason, we indicate \( I(U;Z) \) only as a function of \( Q_{J|X} \), as \( P_X, P_{U|Y} \), and \( W_{Y,Z|X,J} \) are fixed in our discussion.
The existence of such a function follows from the uniform continuity of \( I(U;Y) \) as a function of \( P_Y \) for fixed \( P_{U|Y} \). Now interchanging the maximizations, we get

\[
R^{(P_{U|Y}; x)} \geq \max_{P_Y \in \mathcal{P}(Y)} \left\{ \max_{Q_{J|X} \in \mathcal{Q}} \left( I_{P_X} (U; Y) - I_{Q_{J|X}} (U; Z) \right) - \frac{\epsilon}{4} \right\}
\]

Now for every type \( T_Y \in \mathcal{P}(Y) \), we define

\[
R_U (T_Y) := I_{T_Y} (U; Y) + \frac{\epsilon}{4} \quad \text{(6)}
\]

\[
\tilde{R}(T_Y) := \min_{Q_{J|X} \in \mathcal{Q}} I_{Q_{J|X}} (U; Z) - \frac{\epsilon}{4} \quad \text{(7)}
\]

**Code Construction:**
- We will now describe the generation of a random code. We assume that both the encoder and decoder share the ensemble of all possible such codes, and they jointly select a code at random from this ensemble using their shared randomness \( \Theta \).
- This is equivalent to generating the code randomly and then sharing it between the encoder and the decoder.
- For each type \( T_Y \in \mathcal{P}(Y) \), we generate \( 2^{nR_U (T_Y)} \) vectors i.i.d. \( \sim P_U \), where \( P_U := [T_Y P_{U|Y}]_U \), to form the codebook \( C(T_Y) \). The codebook \( C(T_Y) \) is randomly partitioned into \( 2^{n(\tilde{R}(T_Y) - R(T_Y))} \) bins.
- The randomly generated code containing the list of binned codebooks for each \( T_Y \) is shared between the encoder and the decoder.

**Encoder operations:**
- The encoder, upon observing a vector \( y \), computes its type \( T_Y \). It checks if there is at least one codeword in \( C(T_Y) \) which is jointly typical with \( y \) with respect to (w.r.t.) the joint distribution \( T_Y P_{U|Y} \). The encoder then sends \( T_Y \) and the bin index of such a codeword in \( C(T_Y) \), selecting one uniformly at random if there is more than one possibility.
- Since there are at most a polynomial number of types, for large enough \( n \), the rate required to convey \( T_Y \) is at most \( \epsilon/4 \).
- So, the rate of the full message is bounded as

\[
R \leq \max_{T_Y} (R_U (T_Y) - \tilde{R}(T_Y)) + \frac{\epsilon}{4}
\]

using (5), (6) and (7)

**Decoder operations:**
- The decoder knows \( T_Y \) and the bin index sent by the encoder; it also knows \( Z = z \) as the side information. The decoder identifies the set of conditional types

\[
\mathcal{Q}^{(n)}(T_Y) = \{ T_{J|X} \in \mathcal{Q} : [P_X T_{J|X} W_{Y;Z|X,J}]_{Y;f^{(e)}} \approx T_Y \}
\]

such that the resulting \( Y \)-marginal distribution is close to \( T_Y \).
- The decoder then checks within the bin if there is a codeword \( \mathbf{u} \) such that \( (\mathbf{u}, z) \) is jointly typical w.r.t. the distribution \([P_X T_{J|X} W_{Y;Z|X,J} P_U]_{U,Z}\) for some type \( T_{J|X} \in \mathcal{Q}^{(n)}(T_Y) \). If there is a unique such codeword \( \mathbf{u} \), then it chooses that codeword, otherwise it chooses an arbitrary codeword \( \mathbf{u} \) from the bin. Using this codeword \( \mathbf{u} \) and \( z \), it then outputs \( \tilde{x} \), where \( \tilde{x}_i = f(u_i, z_i), i = 1, 2, \ldots, n \).

**Average distortion analysis:**
- We first analyse the error probability in decoding the right codeword \( \mathbf{u} \). A decoding error can occur due to three possibilities:
  1) Encoder does not find any codeword \( \mathbf{u} \in C(T_Y) \) that is jointly typical with \( y \) w.r.t. \( T_Y P_{U|Y} \). The probability that there is no such codeword in \( C(T_Y) \) is exponentially small (by covering lemma) since \( R_U (T_Y) = I_{T_Y} (U; Y) + \epsilon/4 \).
  2) Let us assume that the encoder succeeded in finding a suitable codeword \( \mathbf{u} \). For this correct codeword \( \mathbf{u} \) and the actual conditional type \( T_{j|x} \) instantiated by the adversary, we will argue that \( \mathbf{u} \) will satisfy the decoding condition with high
probability (w.h.p.) \(^1\) First, w.h.p. \(y\) is typical w.r.t. \(P_X T_{j|x} W_{Y,Z|X,j} Y\), i.e., \(T_y\) is “close” to \([P_X T_{j|x} W_{Y,Z|X,j} Y]\). In that case, \(T_{j|x} \in \mathcal{D}^{(n)}(T_y)\) is one of the conditional types considered by the decoder for the code associated with \(T_y\). Secondly, w.h.p. \((y,u)\) is jointly typical w.r.t. \(T_y P_U|Y\) and so it is also jointly typical w.r.t. the distribution \([P_X T_{j|x} W_{Y,Z|X,j} Y P_U|Y]\) (though with a bigger slack). Now, using a version of the refined Markov lemma \(^{17}\) (Lemma 5), it follows that w.h.p., \((x,j,y,u,z)\) is jointly typical w.r.t. \(P_X T_{j|x} W_{Y,Z|X,j} Y P_U|Y\). In particular, \((u,z)\) is jointly typical w.r.t. \([P_X T_{j|x} W_{Y,Z|X,j} P_U|Y]\).

3) Now, let us consider all the wrong codewords in the Bin. For any type \(Q_{j|X} \in \mathcal{D}^{(n)}(T_y)\), the probability that at least one of the wrong codewords will be jointly typical with \(z\) w.r.t. \([P_X Q_{j|X} W_{Y,Z|X,j} Y P_U|Y]\) is exponentially small due to the choice of \(R(T_y)\) (by packing lemma). By taking union bound over all \(Q_{j|X}\), the probability that any of them will be jointly typical with \(z\) w.r.t. \([P_X Q_{j|X} W_{Y,Z|X,j} P_U|Y]\) for any such \(Q_{j|X}\) is exponentially small.

- We now note that if \((x,j,y,u,z)\) is jointly typical w.r.t. \(P_X T_{j|x} W_{Y,Z|X,j} P_U|Y\), then \((x,j,y,u,z,\bar{x})\) is jointly typical w.r.t. \(P_X T_{j|x} W_{Y,Z|X,j} P_U|Y 1_{(\bar{x} = \bar{z}(U,Z))}\), and thus, \((x,\bar{x})\) is jointly typical. Finally, the average distortion \(E[d(X, \bar{X})]\) is bounded using the typical average lemma.

Remark 2. We have taken the code and binning rates (see (6) and (7)) such that their difference is more than the max term in (5). A crucial feature of our achievability scheme is the choice of \(R(T_y)\) in (7), which motivated the expression of \(R(D,U,\bar{z})\) as in (5). We now explain the insight behind this choice of \(R(T_y)\). It is worth noting that instead of taking the rate as the minimum value of \(I_Q(U; Z) - 1/4\) over all \(Q_{j|X}\) such that \([P_X Q_{j|X} W_{Y,Z|X,j} Y] = T_y\), we have taken it to be the minimum over all \(Q_{j|X}\) such that \([P_X Q_{j|X} W_{Y,Z|X,j} Y]\) is “close” to \(T_y\). Firstly, a part of our proof relies on bounding the probability of error by union bounding over the (polynomial number of) conditional types (in \(\mathcal{D}^{(n)}(T_y)\)) that the decoder considers. For the union bound to work, the decoder cannot consider every conditional distribution \(Q_{j|X}\), which gives the right \(P_Y\), as the number of such distributions can be infinite. Secondly, specially since the decoder only searches over the conditional types and not every conditional distribution \(Q_{j|X}\), it may not find any conditional type that gives exactly \(T_y\) as the marginal on \(Y\). Thirdly, our proof argument relies on the fact that the instantiated conditional type \(Q_{j|X}\) is considered by the decoder, i.e., it is in \(\mathcal{D}^{(n)}(T_y)\). However \([P_X Q_{j|X} W_{Y,Z|X,j} Y]\) is only guaranteed (w.h.p.) to be close to \(T_y\), and this is the reason for defining \(\hat{R}(T_y)\) and \(\mathcal{D}^{(n)}(T_y)\) with a slack in the resulting marginal on \(Y\).

B. The proof of the lower bound

We will prove now that any achievable rate is lower bounded by the maximin lower bound in (4). We consider \(D_1 = D \geq D_0\). Consider an \((n, R)\) randomized code which achieves an average distortion of \(D^{(n)}\), i.e., the code is such that

\[
\frac{1}{n} \sum_{i=1}^{n} E[d(X_i, \bar{X}_i)] \leq D^{(n)}
\]

under any jamming distribution \(Q_{j|X}\). In particular, it satisfies the distortion constraint under the i.i.d. jamming distribution \(Q_{j|X}\) with

\[
Q_{j|X}(j|x) := \prod_{i=1}^{n} Q_{j|X}(j_i|x_i).
\] (8)

Under this jamming distribution, \((X_i, Y_i, Z_i)\), \(\forall i\), form an i.i.d. sequence with joint distribution given by \(P_X P_Y Z|X\), where \(P_{Y,Z|X}(y,z|x) = \sum_j W_{Y,Z|X,j}(y,z|x,j) Q_{j|X}(j|x)\), \(\forall (x, y, z)\). Let us define

\[
F(D, Q_{j|X}) := \min_{P_U|Y} I(U; Y|Z),
\] (9)

where the minimization is over \(P_U|Y \in \mathcal{P}(\mathcal{U}|Y)\), \(\bar{x}: \mathcal{U} \times \mathcal{Z} \rightarrow \bar{X}\) such that \(E[d(X, \bar{x}(U,Z))] \leq D\) under the given \(Q_{j|X}\). It then follows using a similar argument as in the converse for the Wyner-Ziv problem \(^{18}\) that (see Appendix C for details)

\[
R \geq F(D^{(n)}, Q_{j|X}).
\] (10)

Hence, by the continuity of \(F(D, Q_{j|X})\) in \(D\) (Lemma \(^{18}\) in Appendix C),

\[
R(D) \geq F(D, Q_{j|X}).
\]

Since this is true for any \(Q_{j|X} \in \mathcal{D}\), we have the lower bound.

\(^{3}\)All our w.h.p. statements hold under “except for an exponentially small probability.”
V. Conclusion

In this paper, we studied a setup of lossy source coding for an arbitrarily varying remote source with side-information. As a natural first step, we gave upper and lower bounds for the rate-distortion function for the randomized coding setup. The proof of achievability employed novel techniques. We also presented interesting special cases of our setup, and completely characterized their rate distortion function. The deterministic coding version is open and is under current investigation.
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Appendix A

Proof of Achievability

In this detailed proof of achievability, we begin with the description of our randomized coding scheme.

Code Construction:

- As discussed in the outline, the random code $C$ is a list of individual codes $C(T_Y)$ for every type $T_Y \in \mathcal{F}(n)(\mathcal{Y})$. This list of codes is shared as the common randomness $\Theta$ between the encoder-decoder.
- For a fixed type $T_Y \in \mathcal{F}(n)(\mathcal{Y})$, our code $C(T_Y)$ is a binned codebook comprising $2^{nR_U(T_Y)} = 2^{n(R(T_Y)+\tilde{R}(T_Y))}$ vectors $U_{j,k}$, where $j = 1, 2, \ldots, 2^{nR(T_Y)}$ and $k = 1, 2, \ldots, 2^{n(\tilde{R}(T_Y))}$. Here $R_U(T_Y)$ and $\tilde{R}(T_Y)$ are as given in (6) and (7) respectively, and $\tilde{R}(T_Y) = R_U(T_Y) - \tilde{R}(T_Y)$. Every codeword $U_{j,k}$ is chosen i.i.d. $\sim P_U$, where $P_U := [P_{U|Y}T_Y]_U$. There are $2^{nR(T_Y)}$ bins indexed by $j$, with each bin containing $2^{n(\tilde{R}(T_Y))}$ codewords indexed by $k$. Let $B_{m}(T_Y)$ denote the bin with index $m$. Thus, our code $C$ is the list containing $C(T_Y); T_Y \in \mathcal{F}(n)(\mathcal{Y})$.

Encoding:

- Given input $Y$, the encoder determines its type $T_Y$ to identify $C(T_Y)$. In $C(T_Y)$, it finds a codeword $U_{m,l}$, where $m \in \{1, 2, \ldots, 2^{nR(T_Y)}\}$ and $l \in \{1, 2, \ldots, 2^{n(\tilde{R}(T_Y))}\}$, such that
  \[ ||T_{U_{m,l}}Y - P_{U|Y}T_Y||_\infty \leq \delta_2(\delta). \]  

  Here $\delta_2(\delta) > 0$ is a fixed constant (the choice of $\delta_2(\delta)$ is indicated in Lemma 4). This implies that $U_{m,l}$ and $Y$ are jointly typical according to the distribution $P_{U|Y}T_Y$. If no such $U_{m,l}$ is found, then the encoder chooses $U_{1,1}$. If more than one $U_{m,l}$ satisfying (11) exist, then the encoder chooses one uniformly at random from amongst them. Let $U = U_{M,L}$ denote the chosen codeword.
- The encoder transmits $T_Y$ and the bin index $M$ losslessly to the decoder.

Decoding:

- Let the bin index $m$ and side information $z$ be received at the decoder. In addition, the decoder knows the type $T_Y$ of the encoder’s input $Y$, and so the code $C(T_Y)$ used by the encoder.
- For some fixed parameter $\gamma(\delta) > 0$ (the choice of $\gamma(\delta)$ is indicated in Lemma 5), the decoder determines the set of codewords
  \[ \mathcal{L}_\gamma(\delta)(m, z) = \{ u \in B_{m}(T_Y) : ||T_{u,z} - [P_XT_{J|X}W_{Y,Z|X,J}P_{U|Y}]_{U,Z}||_\infty \leq \gamma(\delta), \text{ for some } T_{J|X} \in \mathcal{L}(T_Y) \}. \]

  Here $\mathcal{L}(T_Y) := \{ T_{J|X} \in \mathcal{F}(n)(\mathcal{J}|\mathcal{X}) : [P_XT_{J|X}W_{Y,Z|X,J}P_{U|Y}]_{U,Z} \approx T_Y \}$.
  - If $\mathcal{L}_\gamma(\delta)(m, z)$ contains exactly one codeword, then the decoder chooses it. Otherwise it chooses $u_{m,1}$. Let the chosen codeword be $U_{m,1}$.
  - The decoder outputs $\hat{x}$, where $\hat{x} = \hat{x}(u_{m,1}, \tilde{l}, z_i)$.

Average distortion analysis:

We first analyse the error in decoding the codeword $U = U_{M,L}$ chosen by the encoder. The decoder makes an error if one or more of the following events occur.

\[ E_{\text{enc}} = \{ (U_{j,k}, Y) \notin T_{m}^{n}(P_{U|Y}T_Y), \forall j, k \} \]
\[ E_{\text{dec1}} = \{ (U, Z) \notin \mathcal{L}_\gamma(\delta)(M, Z) \} \]
\[ E_{\text{dec2}} = \{ (U_{L',l}, Z) \in \mathcal{L}_\gamma(\delta)(M, Z) \text{ for some } l' \neq L \} \]

\[ 4 \text{Here } \delta > 0 \text{ is a function of } \epsilon, \text{ such that } \delta \to 0 \text{ as } \epsilon \to 0 \text{ and it is such that } 15 \text{ holds.} \]
Then, using the union bound we can express the probability of decoding error by
\[
P(E) \leq \mathbb{P}(E_{enc}) + \mathbb{P}(E_{dec,1} \mid E_{enc}) + \mathbb{P}(E_{dec,2} \mid E_{enc}).
\] (13)
We will show that for every \( \epsilon > 0 \) there exists small enough \( \delta > 0 \) such that \( \mathbb{P}(E) \to 0 \) as \( n \to \infty \). We first make the following obvious claim.

**Claim 3.** Let \( U \) be generated i.i.d. \( \sim P_U \). Then, with probability at least \( (1 - |U|e^{-2n\delta^2}) \), \( U \in \mathcal{T}_n^U(P_U) \).

Let us define this “good” event as \( A_U := \{ U \in \mathcal{T}_n^U(P_U) \} \). We now state the following lemma which guarantees that the first term in (13) is vanishingly small.

**Lemma 4.** Under the event \( A_U \), there exist \( \delta_2(\delta), f_1(\delta, \epsilon) > 0 \), where \( \delta_2(\delta), f_1(\delta, \epsilon) \to 0 \) as \( \delta, \epsilon \to 0 \), such that the encoder finds a codeword \( U \) with probability at least \( 1 - 2^{-n f_1(\delta, \epsilon)} \) such that \( (Y, U) \in \mathcal{T}_n^U(P_{U|Y} T_Y) \).

The proof of this lemma follows from the covering lemma [18, Lemma 3.3]. Note that this lemma specifies the \( \delta_2(\delta) \) parameter which appears in the definition of the encoder in (11). This lemma implies \( \mathbb{P}(E_{enc}) \to 0 \) as \( n \to \infty \). Our next lemma addresses the remaining two terms in the RHS of (13).

**Lemma 5.** Let the codeword chosen be \( U \) (where \( U \in \mathcal{T}_n^U(P_U) \)) and let the output on the channel \( W_{Y,Z|X,J} \) be \( (Y, Z) \). Then, (a) there exists \( \gamma(\delta) > 0 \), where \( \gamma(\delta) \to 0 \) as \( \delta \to 0 \), such that except for an exponentially small probability, \( U \in \mathcal{L}_{\gamma(\delta)}(M, Z) \). (b) there exists \( f_2(\delta, \epsilon) > 0 \), where \( f_2(\delta, \epsilon) \to 0 \) as \( \delta, \epsilon \to 0 \), such that
\[
\mathbb{P}(U_{M', U} \in \mathcal{L}_{\gamma(\delta)}(M, Z), \text{ for some } U' \neq L) \leq 2^{-n f_2(\delta, \epsilon)}.
\] (14)

The proof of this lemma can be found in Appendix B. This lemma specifies the parameter \( \gamma(\delta) \) which appears in the the decoder operation in (12). Lemma 5 implies that \( \mathbb{P}(E_{dec,1} \mid E_{enc}) + \mathbb{P}(E_{dec,2} \mid E_{enc}) \to 0 \) as \( n \to \infty \). Hence, we can conclude that \( \mathbb{P}(E) \to 0 \) as \( n \to \infty \).

We now get a bound on the average distortion. Toward this, we first make the following claim.

**Claim 6.** There exists \( r(\delta), f_3(\delta, \epsilon) > 0 \), where \( r(\delta), f_3(\delta, \epsilon) \to 3 \delta_3(\delta), \) such that \( \mathbb{P}((X, \tilde{X}) \in \mathcal{T}_n^{\alpha}(P_{X, \tilde{X}})) \geq 1 - 2^{-n f_3(\delta, \epsilon)} .
\)

**Proof:** By Claim 15 in App. B with high probability, \((X, J, Y, Z, U)\) is \( \delta_4 \)-typical according to the joint distribution \( P_X T_{J|X} W_{Y,Z|X,J} P_{U|Y} \). As \( \tilde{X} \) is a deterministic function of \((U, Z)\), it follows by the conditional typicality lemma (see Lemma 9 in Appendix B) that with probability at least \((1 - |X||J||Y||Z||U||\tilde{X}|2^{-2n\delta_4^2})\), the tuple \((X, J, Y, Z, U, \tilde{X})\) is \( 3 \delta_4 \)-typical, and hence \((X, \tilde{X})\) is \( r(\delta) \)-typical, where \( r(\delta) := 3|X||\tilde{X}|\delta_4(\delta) \). This completes the proof.

We now show that the average distortion for the code \( C \) can be made arbitrarily close to \( D \). Let \( \tilde{E} := \{(X, \tilde{X}) \notin \mathcal{T}_n^{\alpha}(P_{X, \tilde{X}})\} \). From Claim 6 we know that \( \mathbb{P}(\tilde{E}) \to 0 \) as \( n \to \infty \). Then,
\[
\mathbb{E}[d(X, \tilde{X})] = \mathbb{P}(\tilde{E})\mathbb{E}[d(X, \tilde{X}) \mid \tilde{E}] + \mathbb{P}(\tilde{E})\mathbb{E}[d(X, \tilde{X}) \mid \tilde{E}]
\leq \mathbb{P}(\tilde{E})\mathbb{E}[d(X, \tilde{X}) \mid \tilde{E}] + \mathbb{E}[d(X, \tilde{X}) \mid \tilde{E}].
\]
Recall that \( d_{\text{max}} < \infty \). In addition, from the typical average lemma we know that \( \mathbb{E}[d(X, \tilde{X}) \mid \tilde{E}] \leq D + h(\delta) \), where \( h(\delta) > 0 \) and \( h(\delta) \to 0 \) as \( \delta \to 0 \). Thus,
\[
\mathbb{E}[d(X, \tilde{X})] \leq \mathbb{P}(\tilde{E})d_{\text{max}} + D + h(\delta) \tag{a}
\leq D + \epsilon.
\] (15)
As \( \mathbb{P}(\tilde{E}) \to 0 \) as \( n \to \infty \), we choose a large enough \( n \) and a small enough \( \delta \to 0 \) to get (a). This implies that the average distortion can be made arbitrarily close to \( D \). We have, thus, shown that for any \( \epsilon > 0 \), the rate \( R \leq \max_{Q_{J|X}} (I(U; Y) - I(U; Z)) + \epsilon \) is achievable. This completes the proof of the achievability.

**APPENDIX B**

**PROOF OF LEMMA 5**

Let us define \( \delta_0 = \delta/2 \). Consider the “good” encoder event \( E_{enc}^c = \{(Y, U) \in \mathcal{T}_n^U(P_{U|Y} T_Y)\} \). We now state and prove some necessary claims.

**Claim 7.** Let \( X \) be generated i.i.d. \( \sim P_X \). Then, with probability at least \( (1 - |X|e^{-2n\delta_0^2}) \), \( X \in \mathcal{T}_n^X(P_X) \).

Let us define this “good” event as \( A_X := \{ X \in \mathcal{T}_n^X(P_X) \} \).

**Claim 8.** Let \((x, j)\) be a pair of vectors where \( x \in \mathcal{T}_n^X(P_X) \). Then, \((x, j) \in \mathcal{T}_n^X(P_X T_{j|x}) \).

Let us denote the event that \((X, J)\) is jointly typical w.r.t. \( P_X T_{J|X} \) as \( A_{X, J} \). By the above claim, we have \( A_X \subseteq A_{X, J} \).
Lemma 9 (Conditional typicality lemma). Let $s \in T_{S_{\delta}}^n(P_S)$ and $T$ be generated from $s$ using the memoryless distribution $W_{T|S}$. Then,

$$\Pr \left( (s, T) \in T_{S_{\delta}}^n(P_S, W_{T|S}) \right) \geq 1 - |S||T|e^{-2n\delta^2_0}. \quad (16)$$

Proof: We need to show that

$$\Pr \left( |T_{s,T}(s,t) - P_S(s)W_{T|S}(t|s)| > 2\delta_0 \right)$$

is exponentially small for all $s,t$. We consider two cases.

Case I: $T_s(s) \leq \delta_0$. As $s \in T_{S_{\delta}}^n(P_S)$, this implies that $P_S(s) \leq T_s(s) + \delta_0 \leq 2\delta_0$. Then, $\forall(s,t)$,

$$|T_{s,T}(s,t) - P_S(s)W_{T|S}(t|s)| = |T_s(s)T_{T|S}(t|s) - P_S(s)W_{T|S}(t|s)|$$

$$\leq \max (T_s(s)T_{T|S}(t|s), P_S(s)W_{T|S}(t|s)) \leq 2\delta_0 \cdot 1 = 2\delta_0.$$

Thus, for such $s$, $\Pr \left( |T_{s,T}(s,t) - P_S(s)W_{T|S}(t|s)| > 2\delta_0 \right) = 0$.

Case II: $T_s(s) > \delta_0$. Using Chernoff-Hoeffding’s theorem [19, Theorem 1] for each $t \in T$, we have

$$\Pr(\|W_{T|S}(t|s) - T_{T|S}(t|s)\| > \delta_0, \text{ for any } t) \leq |T|e^{-2n\delta^2_0}.$$

Now, it can be easily checked that $|W_{T|S}(t|s) - T_{T|S}(t|s)| \leq \delta_0$ and $|P(t) - T_s(t)| \leq \delta_0$ together imply

$$|T_s(s)T_{T|S}(t|s) - P_S(s)W_{T|S}(t|s)| \leq 2\delta_0 + \delta_0^2 \leq 3\delta_0.$$

Hence, (16) follows by taking union bound over all $s \in S$. □

Claim 10. With probability at least $(1 - |X||J||Y||Z|e^{-2\delta^2_n})$, $(X, J, Y, Z)$ are jointly $3\delta_0$-typical according to the distribution $P_ST_{X|X}W_{Y,Z|X,J}.$

The proof of this result follows from Lemma 9. We now consider this “good” event $A_{X,I,Y,Z}$, where $A_{X,I,Y,Z} := \{(X, J, Y, Z) \in T_{S_{\delta}}^n(P_XT_{J|X}W_{Y,Z|X,J})\}.$

Claim 11. Under the event $A_{X,I,Y,Z}$, $Y$ is $\delta_1$-typical w.r.t. $P_Y = [P_XT_{J}|X]W_{Y,Z|X,J}|Y$, where $\delta_1(\delta) = 3|X||J||Z|\delta_0(\delta) \to 0$ as $\delta \to 0$. That is, $\|T_Y - P_Y\|_{\infty} \leq 3|X||J||Z|\delta_0(\delta).$

The proof is straightforward, and hence, omitted. The above claim implies that, except for an exponentially small probability, the decoder considers the conditional type $T_{Y|X}$ for decoding.

Claim 12. Under $E_{\text{enc}}$ and $A_{X,I,Y,Z}$, $(Y, U)$ are jointly $\delta_2$-typical according to the distribution $P_YP_U|Y$, where $P_Y = [P_XT_{J}|X]W_{Y,Z|X,J}|Y$ and $\delta_2(\delta) := 3|X||Y||Z|\delta_0(\delta) + \delta_2 \to 0$ as $\delta \to 0$.

Proof: Note that

$$\|P_YP_U|Y - T_{U|Y}\|_{\infty} \leq \|P_YP_U|Y - T_{U|X}P_U|Y\|_{\infty} + \|T_{Y|X}P_U|Y - T_{U|X}\|_{\infty}$$

$$\leq 3|X||Y||Z|\delta_0 + \delta_2 \quad \text{ (using } E_{\text{enc}} \text{ and } E_{xjyz}).$$

where $\delta_2 = 3|X||Y||Z|\delta_0 + \delta_2.$ □

Claim 13. There exists $g(\delta) > 0$, where $g(\delta) \to 0$ as $\delta \to 0$, such that $\forall u \in T_{U_{\delta}}^n(P_U|Y)P_Y|Y$, 

$$P_U(U = u|Y = y) \leq 2^{-n(H(U|Y) - g(\delta))}, \quad (17)$$

where $H(U|Y)$ is computed with the distribution $P_U|YP_Y$. □

Proof of claim: We have two cases.

Case I: When $u \in T_{U_{\delta}}^n(P_U|Y)T_Y|Y \cap T_{U_{\delta}}^n(P_U|Y)T_Y|Y$. Then we note that

$$\Pr \left( (U = u) | Y = y \right)$$

$$= \Pr (U = u, U \in T_{U_{\delta}}^n(P_U|Y)T_Y|Y) | Y = y$$

$$= \Pr (U \in T_{U_{\delta}}^n(P_U|Y)T_Y|Y) \Pr (U = u | Y = y) \leq \Pr (U = u | Y = y) \leq \Pr (U = u | Y = y)$$

$$= \Pr (U_{1,1} = u | Y = y, U_{1,1} \in T_{U_{\delta}}^n(P_U|Y)T_Y|Y).$$

(17)
where \( g_1(\delta_3) \to 0 \) as \( \delta_3 \to 0 \). Since \(|P_Y - T_y|_1 \leq |\mathcal{Y}| : ||P_Y - T_y||_\infty \leq 3|\mathcal{X}||\mathcal{J}||\mathcal{Z}|\delta_0 \), and \(|P_Y P_{U|Y} - T_{\mathcal{U}} P_{U|Y}|_1 \leq |\mathcal{U}| |\mathcal{Y}| |\delta_3 \), using \( \square \) Lemma 2.7, we get

\[
|H_{P_Y}(Y) - H_{T_Y}(Y)| \leq 3|\mathcal{X}||\mathcal{J}||\mathcal{Z}| |\delta_0 \cdot \log \left( \frac{1}{3|\mathcal{X}||\mathcal{J}||\mathcal{Z}|} \right) \\
|H_{P_Y P_{U|Y}}(U, Y) - H_{T_Y P_{U|Y}}(U, Y)| \leq |\mathcal{U}| |\mathcal{Y}| |\delta_3 \cdot \log \left( \frac{1}{\delta_3} \right)
\]

Together, the above two equations imply

\[
|H_{P_Y P_{U|Y}}(U|Y) - H_{T_{\mathcal{U}} P_{U|Y}}(U|Y)| \leq 2|\mathcal{U}| |\mathcal{Y}| |\delta_3 \cdot \log \left( \frac{1}{\delta_3} \right).
\]

By defining \( g_2(\delta_3) := g_1(\delta_3) + 2|\mathcal{U}| |\mathcal{Y}| |\delta_3 \cdot \log \left( \frac{1}{\delta_3} \right) \), we get

\[
P(U = u|Y = y) \leq \frac{1}{2} \cdot 2^{-n(\delta_3(\mathcal{U}|\mathcal{Y}) - g_2(\delta_3))}
\]

Case II: When \( u \notin T^n_\delta(\mathcal{P}_{U|Y} T_Y) \). For such a \( u \), the encoder outputs it only if \( U_{1,1} = u \) and there is no codeword which is jointly typical with \( Y \) w.r.t. \( P_{U|Y} T_Y \). Thus,

\[
P(U = u|Y = y) \leq P(U_{1,1} = u|Y = y)
\]

\[
\leq 2^{-n(H_{P_Y P_{U|Y}}(U|Y) - g_3(\delta_2))}
\]

\[
\leq 2^{-n(H_{P_Y P_{U|Y}}(U|Y) - g_4(\delta_2))}
\]

where \( g_4(\delta_2) = g_3(\delta_2) + |\mathcal{U}| |\mathcal{Y}| |\delta_3 \cdot \log \left( \frac{1}{\delta_3} \right) \).

Combining the two cases, and taking \( g(\delta) = \max(g_2(\delta_3), g_4(\delta_3)) \), the lemma follows.

**Lemma 14 (Refined Markov Lemma)**. Suppose \( X \to Y \to Z \) is a Markov chain, i.e., \( P_{X,Y,Z} = P_Y P_{X|Y} P_{Z|Y} \). Let \((x, y) \in T^n_\delta(P_{X,Y}) \) and \( Z \sim P_Z \) be such that

(a) \( P((y, z) \notin T^n_\delta(P_{Y,Z})) \leq \epsilon \), where \( \epsilon > 0 \),

(b) for every \( z \in T^n_\delta(P_{Y,Z}) \),

\( P_Z(z) \leq 2^{-n(H(Z|Y) - g(\delta_0))} \)

for some \( g : \mathbb{R}^+ \to \mathbb{R}^+ \), where \( g(\delta_0) \to 0 \) as \( \delta_0 \to 0 \).

Then, there exists \( \delta : \mathbb{R}^+ \to \mathbb{R}^+ \), where \( \delta(\delta_0) \to 0 \) as \( \delta_0 \to 0 \), such that

\[
P((x, y, z) \notin T^n_{\delta(\delta_0)}(P_{X,Y,Z})) \leq 2^{|\mathcal{X}||\mathcal{Y}||\mathcal{Z}| \epsilon^{-nK} + \epsilon}
\]

Here \( K > 0 \) and \( K \) does not depend on \( n \), \( P_{X,Y} \), \( P_Z \) or \((x, y)\) but does depend on \( \delta_0 \), \( g \) and \( P_{Z|Y} \). Further, the \( \delta \) function does not depend on \((x, y)\), \( P_{X,Y} \) or \( P_Z \).

We now use the above lemma to prove the following claim.

**Claim 15**. There exists \( \delta_4(\delta) > 0 \), where \( \delta_4(\delta) \to 0 \) as \( \delta \to 0 \), such that except for a small probability, \((X, J, Z, Y, U)\) is jointly \( \delta_4 \)-typical w.r.t. \( P_{X,J,Z,Y,U} P_{U|Y} \).

*Proof*: Let us assume that \( A_{X,J,Z,Y,U} \) is true. Now we use the refined Markov lemma (Lemma 14) on the Markov chain \((X, J, Z) \to Y \to U\). Then, by Claims 12 and 13 \( U \) is chosen such that both conditions (a) and (b) in Lemma 14 are satisfied. Thus, the claim follows.

We define this “good” event as \( A_{X,J,Y,Z,U} := \{ (X, J, Z, Y, U) \in T^n_\delta(P_{X,J,Z,Y,U} P_{U|Y}) \} \).

**Claim 16**. There exists \( \gamma(\delta) > 0 \), where \( \gamma(\delta) \to 0 \) as \( \delta \to 0 \), such that except for an exponentially small probability, \( U \in \mathcal{L}_\gamma(\delta) (M, Z) \).

In the refined Markov lemma presented in \( \square \), condition (b) also has a lower bound on \( P_Z(z) \). However, the lower bound is not used in the proof given in \( \square \), and hence, can be removed. Here, we state this lemma without any lower bound. We also note that condition (a) and the upper bound on the probability of a typical sequence imply that probability of too many typical sequences can not be too small; and so some essence of the lower bound in condition (b) is already implied by these. Thus, it is not surprising that the lower bound is not needed for the lemma to hold.
Proof: Consider the event $A_{X,J,Y,Z,U}$. Under this event, $(U, Z)$ are $\gamma(\delta)$-typical w.r.t. $P_{U,Z} = [P_X T_{J,X} W_{Y,Z,X,J} P_{U|Y} U_{Y,Z}]$, where $\gamma(\delta) = |\mathcal{X}| |\mathcal{J}| |\mathcal{Y}| |\mathcal{Z}|$. Thus, the claim follows from Claim 15.

This completes the proof of the first part of the lemma. The proof of the second part directly follows from the following claim.

Claim 17. There exists $f_2(\delta, \epsilon) > 0$, where $f_2(\delta, \epsilon) \to 0$ as $\delta, \epsilon \to 0$, such that
\[
\mathbb{P} \left( \exists M, L' \in \mathcal{L}_{\gamma(\delta)}(M, Z), \text{ for some } L' \neq L \right) \leq 2^{-nf_2(\delta, \epsilon)}.
\]

Proof: Note that the codewords $\{M, L'\}_{L' \neq L}$ are independently generated, and hence, $\{M, L'\}_{L' \neq L}$ and $Z$ are independent. Consider a fixed conditional type $T_{J,X} \in \mathcal{D}(T_Y)$, and let the resulting distribution $P_{U,Z} = [P_X T_{J,X} W_{Y,Z,X,J} P_{U|Y} U_{Y,Z}]$. Then,
\[
\mathbb{P} \left( \exists M, L' \in \mathcal{L}_{\gamma(\delta)}(P_{U,Z}), \text{ for some } T_{J,X} \in \mathcal{D}(T_Y) \right) \leq (n + 1)^{|U||Z|} 2^{-nf_2(\delta, \epsilon)} \leq 2^{-nf_2(\delta, \epsilon)}.
\]

This completes the proof of the lemma.

\section*{Appendix C}

Here we prove (10). We first state the following useful lemma.

Lemma 18. For a fixed $Q_{J|X} \in \mathcal{Q}$, $F(D, Q_{J|X})$ is a non-decreasing, convex and continuous function of $D$.

Proof: The proof of Lemma 15 can be given using similar arguments as in the proof of the same statement about the rate-distortion function for the Wyner-Ziv problem [3]. We provide the proof below for completeness.

To prove that $F(D, Q_{J|X})$ is a non-increasing function of $D$, note that the minimization in the definition of $F(D, Q_{J|X})$ is over the set $\mathcal{S} = \{(P_{U|Y}, \tilde{x}(.)): \mathbb{E}[d(X, \tilde{X})] \leq D \}$. So, for $D'_2 > D'_1$, the corresponding domains of minimization satisfy $\mathcal{S}_2 \supset \mathcal{S}_1$. Thus $F(D'_2, Q_{J|X}) \leq F(D'_1, Q_{J|X})$.

To prove the convexity of $F(D, Q_{J|X})$ as a function of $D$, note that the minimization over $P_{U|Y}$ and $\tilde{x}(.)$ can be rewritten as a minimization over only $P_{U|Y}$ in a manner similar to [15]. Then, the alphabet of the auxiliary random variable $U$ is the set of ‘Shannon strategies’. To establish the convexity, we will first show that for given $Q_{J|X} \in \mathcal{Q}$ and fixed $P_X$ and $W_{Y,Z,X,J}$, $I(U: Y|Z)$ is convex in $P_{U|Y}$. Toward this, consider the joint distribution $P_{X,Y,Z,U} = [P_X Q_{J|X} W_{Y,Z,X,J} P_{U|Y}]_{X,Y,Z,U}$. For fixed $P_Z$, we know that $I(U; Y|Z)$ is a convex function of $P_{U|Y}[20]$. Now $P_{U,Y|Z} = P_{Y|Z} P_{U|Y}$, where the last equality follows from the Markov chain $(X, J, Z) \to (Y) \to U$. As $P_X, Q_{J|X}$ and $W_{Y,Z,X,J}$ are fixed, it follows that $P_{Y,Z}$ is fixed, and hence, $I(U; Y|Z)$ is a convex function of $P_{U|Y}$.

Now consider two distortion values $D'_1, D'_2$, such that $P_{U|Y}^{(1)}$ and $P_{U|Y}^{(2)}$ achieve the values $F(D'_1, Q_{J|X})$ and $F(D'_2, Q_{J|X})$ respectively. Let us define the convex combinations $D_\lambda = \lambda D'_1 + (1 - \lambda) D'_2$ and $P_{U|Y}^{(\lambda)} = \lambda P_{U|Y}^{(1)} + (1 - \lambda) P_{U|Y}^{(2)}$. Note that the other factors of the joint distribution $P_{X,J,Y,Z,U} = P_X Q_{J|X} W_{Y,Z,X,J} P_{U|Y}$ are fixed here. So the average distortion is linear in $P_{U|Y}$, and thus, $P_{U|Y}^{(\lambda)}$ is a feasible distribution for $D_\lambda$. Thus
\[
F(D_\lambda, Q_{J|X}) \leq I_{p(\lambda)}(U; Y|Z) = \lambda I_{p(1)}(U; Y|Z) + (1 - \lambda) I_{p(2)}(U; Y|Z) = \lambda F(D'_1, Q_{J|X}) + (1 - \lambda) F(D'_2, Q_{J|X}).
\]
Here (a) follows from the convexity of $I(U; Y|Z)$ w.r.t. $P_{U|Y}$. This proves the convexity of $F(D, Q_{J|X})$ w.r.t. $D$.

Finally, the continuity of $F(D, Q_{J|X})$ follows from its convexity [21].

In the following, for the given code and the i.i.d. jamming distribution $Q_{J|X}$, we denote $D_\epsilon := E[d(X_i, \tilde{X}_i)]$. Now we have
\[
nR \geq H(M|Z, \Theta) = I(Y; M|Z, \Theta) = \sum_{i=1}^n I(Y_i; M|Y_i^{i-1}, Z, \Theta).
\]
\[= \sum_{i=1}^{n} I(Y_i; M, Y^{i-1}, Z^{i-1}, Z_{i+1}^n, \Theta|Z_i)\]
\[= \sum_{i=1}^{n} I(Y_i; U_i|Z_i)\]
\[\geq \sum_{i=1}^{n} \min_{P_{U_i|Y_i} P_{X_i|U_i, Z_i}} I(U_i; Y_i|Z_i)\]
\[= n \left( \sum_{i=1}^{n} \frac{1}{n} F(D_i, Q_{JX}) \right)\]
\[= nF\left( \sum_{i=1}^{n} \frac{D_i}{n}, Q_{JX} \right)\]
\[\geq nF(D^{(n)}, Q_{JX}).\]

Under the memoryless jamming strategy of the adversary given in (8), \(Y_i\) and \((Z^{i-1}, Z_{i+1}^n, Y^{i-1}, \Theta)\) are independent, conditioned on \(Z_i\). This gives us (a). By defining \(U_i = (M, Y^{i-1}, Z^{i-1}, Z_{i+1}^n, \Theta)\), we have (b). For (c), note first that from (8), it follows that \(U_i \leftrightarrow Y_i \leftrightarrow Z_i\), \(\forall i\). The minimization in (c) can hence be taken over pairs \((P_{U_i|Y_i}, P_{X_i|U_i, Z_i})\) such that \(E[d(X_i, \tilde{X}_i)] \leq D_i\) under \(Q_{JX}\). We get (d) from the fact that the distortion constraint in the minimization being linear in \(P_{X_i|U_i, Z_i}\), allows us to replace it with a function \(\tilde{F}(\cdot, \cdot)\) of \(u, z\) as in the definition of \(F(D, Q_{JX})\) in [9]. Finally, (e) and (f) follow respectively from the convexity and non-decreasing nature of \(F(D, Q_{JX})\) (from Lemma 18) where we note that \((1/n) \sum_i D_i \leq D^{(n)}\). This establishes (10).
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