Analysis of voxel-based 3D object detection methods efficiency for real-time embedded systems
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Abstract—Real-time detection of objects in the 3D scene is one of the tasks an autonomous agent needs to perform for understanding its surroundings. While recent Deep Learning-based solutions achieve satisfactory performance, their high computational cost renders their application in real-life settings in which computations need to be performed on embedded platforms intractable. In this paper, we analyze the efficiency of two popular voxel-based 3D object detection methods providing a good compromise between high performance and speed based on two aspects, their ability to detect objects located at large distances from the agent and their ability to operate in real time on embedded platforms equipped with high-performance GPUs. Our experiments show that these methods mostly fail to detect distant small objects due to the sparsity of the input point clouds at large distances. Moreover, models trained on near objects achieve similar or better performance compared to those trained on all objects in the scene. This means that the models learn object appearance representations mostly from near objects. Our findings suggest that a considerable part of the computations of existing methods is focused on locations of the scene that do not contribute with successful detection. This means that the methods can achieve a speed-up of 40-60% by restricting operation to near objects while not sacrificing much in performance.

Index Terms—3D object detection, point cloud, Lidar, embedded platforms, depth zones

I. INTRODUCTION

3D object detection is an important task for Autonomous Systems and Robotics, as it provides to the (robotic) agent information needed to perceive its surroundings. Detection of objects needs to be performed in a highly-reliable and real-time manner in order to allow the agent to naturally interact with the environment and avoid collisions. It can be used as the first processing step for path planning, navigation, and/or interaction with objects in the 3D scene. Many methods have been proposed to approach the 3D object detection task, which can be categorized based on the type of data they receive as input: those using monocular images with depth estimation [1], [2] or 2D- to-3D regression [3], [4], those using binocular images which can provide relative depth of the objects in the scene information [5]–[7], those using point clouds commonly generated by a Lidar sensor [8]–[11], or hybrid methods combining point clouds with images [12]–[14].

Lidar is the most expensive sensor used for 3D object detection, but point cloud-based methods are those providing the best compromise between performance and speed. Point clouds are obtained from firing a set of laser beams and receiving their reflections to calculate exact 3D coordinates of the contact points. The generated point cloud is unordered and sparse and, therefore, it cannot be directly processed by regular Convolutional Neural Networks (CNNs) which are the de-facto choice in 2D object detection methods operating on (grid-structured) images. To address this issue, several approaches were proposed to transform the point cloud into a grid-structured format, that can be used as input to CNNs. Projection-based methods use plane projections [15], [16] to create multi-view images of the scene, spherical [17] or cylindrical [18] projections to create a 2D map where each pixel corresponds to a point in a scene. Voxel-based methods select a sub-scene to process and split it into a 3D grid of voxels (volumetric elements) [8] to apply 3D convolutions, or a 2D grid of pillars [9]–[11] to apply 2D CNNs. While point-cloud based methods are able to achieve good performance in general, class-wise limitations emerge from the increasing sparsity of the point cloud with respect to the distance of the objects from the Lidar sensor, making small objects practically undetectable when they are far away from the Lidar sensor.

In this paper we provide an experimental analysis of the performance of voxel-based methods in relation to the objects’ distance from the Lidar sensor. We split the 3D scene used by these methods in two sub-scenes determined by using different depth zones from the Lidar sensor, namely the near sub-scene containing the points of objects close to the Lidar sensor (half of the scene along the forward-axis) and the far sub-scene containing the points of objects far away from the Lidar sensor (the rest of the scene). We experimentally show that two of the most successful voxel-based methods, i.e. PointPillars [9] and TANet [10], fail to detect small objects appearing in the far sub-scene and that training the models on objects appearing in the near sub-scene leads to performance that is similar or even better than the performance achieved by considering all objects during training. This result indicates that the models trained on all objects in the scene are likely to learn object representations only based on the near objects and try to apply them to objects far away from the Lidar sensor, which are described by a much smaller number of points. Our experimental analysis leads to an important suggestion: in application scenarios involving low-power processing units and requiring real-time operation one should focus on the objects belonging to the near sub-scene, as this leads to a considerable computational cost reduction and the detection rate for small objects belonging to the rest of the scene is low. We observed that following this strategy, a speed-up of 40-60% is achieved leading to real-time operation on embedded GPUs.
The remainder of the paper is organized as follows: Section II provides a description of the related works. Section III describes the process we follow to define different sub-scenes for 3D object detection based on the respective depth zones and the protocol followed in our experimental analysis. Section IV provides the results of the analysis. Section V concludes the paper and formulates directions for future work.

II. RELATED WORK

In this Section we provide information regarding the real-time operation of existing 3D object detection methods exploiting Lidar-based point clouds in relation to processing on embedded platforms. Then, we briefly describe the PointPillars [9] and the TANet [10] methods which are used in our experimental analysis.

A. Real-time operation in DL-based 3D object detection

Deep Learning (DL) based methods gained a lot of attention for solving tasks in Autonomous Systems and Robotics due to their high performance. While for visual-based methods real-time operation is commonly defined at a 30 FPS inference speed, for Lidar-based methods like those targeting 3D object detection the desired FPS is defined by the specifications of the adopted Ladar sensor. Most available Lidar sensors operate at 10-20 FPS and, thus, Lidar-based methods target an operation at 10-20 FPS as the methods will not be able to process point clouds at a higher speed than it can be generated [19], [20]. However, even though this choice seems reasonable for isolated application of 3D object detection methods during experiments, Autonomous Systems in real-life applications need to perform a variety of tasks using embedded processing platforms with 3D object detection being a pre-processing step to higher-level analysis tasks, like path planning, navigation and interaction with objects in the scene. Therefore, aiming at the frame rate determined by the Lidar sensor does not lead to satisfactory speed in practice. The availability of high-power embedded platforms like the NVIDIA Jetson AGX Xavier with a powerful GPU and shared CPU-GPU memory (making it a suitable choice for running DL models) allows the adoption of DL-based methods in real-life applications. However, even though such embedded platforms contain powerful GPUs, their capabilities still lack compared to the high-end (desktop) GPUs which are used to develop and test 3D object detection methods. Therefore, efficient method design and usage are needed for the adoption of the DL models in real-life applications involving 3D object detection. Recently, the method in [21] proposed a DL model for 3D object detection that operates at 10 FPS on the NVIDIA Jetson AGX Xavier, which still is far from the commonly considered real-time operation of 30 FPS.

3D object detection and tracking methods are frequently based on ideas coming from the much more mature 2D object detection problem. This is due to that many 3D object detection methods use 2D CNNs as backbone networks and, therefore, optimization strategies that target object detection in 2D can be extended to the 3D case too. Speed up approaches that have been proposed for 2D object detection include the use of knowledge distillation to train high-performing compact backbone networks [22], layer pruning to reduce the number of computations in a high-performing backbone network while not sacrificing much in performance [23], and network quantization in which the backbone network is changed by replacing 32/64-bit floating-point operations with faster low-bit integer operations [24], [25]. In this paper we follow a different approach, which focuses on the input data received by Lidar-based methods. The speed-up approaches described above focusing on the efficiency of the backbone networks can be combined with our approach to further increase processing speed, as they are focusing on complementary aspects of the overall system.

B. PointPillars and TANet methods

PointPillars [9] is one of the fastest Lidar-based 3D Object Detection methods, and it is commonly used as part of other methods [10], [11], [14]. It selects a part of the scene in a cuboid shape with boundaries of \([0, x], [-y, y], [z_0, z_1]\), as illustrated in Figure 1. In order to transform the (unstructured) point cloud into a grid structure it performs quantization based on a 2D grid along the \(x\) (forward-axis) and \(y\) (left-right-axis) dimensions to form the so-called pillars. A pillar is a voxel of size \(v = (v_x, v_y, v_z)\) with its size on the vertical-axis being equal to all the available space, i.e. \(v_z = z_1 - z_0\). The \(x\) and \(y\) axes are usually quantized using same-sized bins, i.e. \(v_x = v_y\). Points in pillars are processed to create pillar-wise features that are stored in a pseudo-image where each cell represents a pillar. This image is processed by a Fully Convolutional Network (FCN) [28] with final classification and regression branches.

TANet [10] is a slower but more accurate method and is one of the most accurate methods for objects of small size. TANet follows similar processing steps with PointPillars, but it uses a Triple Attention mechanism to create more robust and accurate features for each pillar by combining point-wise, channel-wise and voxel-wise attentions. These pillar features are stored in a pseudo-image in the same way as in PointPillars, but they are processed by a more complex DL model performing Coarse-to-Fine Regression. This DL model consists of a Coarse network with an architecture similar to the Fully-Convolutional Network (FCN) in PointPillars, and a Refine network which uses features from the Coarse network to make more accurate predictions.

The size of a pseudo-image created by both methods depends on the number of pillars that can fit into the scene. For

\[1\] Selection of the sub-scene depends on the class of interest and the adopted dataset. KITTI [26], which is the most widely used dataset to evaluate 3D object detection methods, provides annotations only for the objects laying inside the part of the scene inside the field-of-view of a camera placed close to the Lidar sensor. Thus, only the frontal part of the point cloud is processed. NuScenes [27], which is another widely used dataset, has 6 cameras alongside a Lidar, so in every direction there is an input from both cameras and Lidar, allowing to use all points generated by the Lidar. In this paper we follow the setup used in KITTI. Extension of our approach to the setup of NuScenes is straightforward.
the sub-scene with limits $[0, x]$ along forward-axis and $[-y, y]$ along left-right-axis, the size of the pseudo-image is given by:

$$W = \frac{2y}{v_y} \quad \text{and} \quad H = \frac{x}{v_x},$$

Increasing the size of pillars, when processing the same scene, leads to a smaller pseudo-image and faster inference. The same effect is obtained by decreasing the size of the sub-scene for fixed-sized pillars. PointPillars and TANet are using FCNs to process the pseudo-image and, therefore, the trained model can be directly applied to pseudo-images of different sizes. However, there is a compromise between fast inference and performance which needs to be considered when selecting the size of the pillars and the size of the scene.

### III. Methodology

As it was mentioned before, voxel-based methods process the part of the scene inside the field-of-view of a camera placed close to the Lidar sensor, as shown in Figure 1. We refer to the part of the scene processed by the voxel-based methods as full-scene hereafter. Considering the fact that the features of each pillar are generated only based on the points inside it in an independent to the rest of the pillars manner and that the density of points inside pillars placed at different distances from the Lidar sensor in the scene is different, it is natural to split the full-scene in sub-scenes based on depth zones, i.e. to divide the full-scene with respect to the forward-axis, as illustrated in Figure 1 where two depth zones with the same dimensions are defined. Even though the near sub-scene and the far sub-scene have the same size in the 3D scene, the number of points belonging to each of them is very different due to the difference in distances between objects inside these two sub-scenes and the Lidar sensor. For instance, the near sub-scene on KITTI evaluation set used in TANet [10] for class Car contains 17,026 points on average, while the far sub-scene contains only 1,127 points on average. This means that the point cloud corresponding to the far sub-scene is sparser by a factor of 10 compared to the point cloud of the near sub-scene. Having such a small number of points in the far sub-scene rises questions related to the efficiency of using voxel-based methods with voxelization grid of a fixed size for all locations of the 3D scene, as well as the object class multimodality inherited by the different levels of sparsity at different distances from the Lidar sensor. By comparing the pseudo-image generated by voxel-based methods corresponding to the full-scene and the pseudo-images corresponding to the near and far sub-scenes, it can be seen that the two latter pseudo-images correspond to two (non-overlapping) parts of the first pseudo-image, each having half of its size. As the point cloud in the far sub-scene is much sparser, the corresponding pseudo-image contains a large number of empty pillars. That is, the model needs to learn different representations for objects belonging to the same class (despite the fact that they may have very similar appearance and orientation) due to high differences in point cloud sparsity.

To determine the effect of adopting different sizes of scenes and pseudo-images in the performance and speed of voxel-based methods, we conduct an extensive evaluation based on the following steps:

- We train models with pillar sizes $v_x = v_y = d$, with $d$ taking values in the set $\{16, 20, 24, 28\}$. For each pillar size, class combination and method, we train a model on objects appearing in the full-scene and another model trained on objects appearing in the near sub-scene. We use Car and Pedestrian+Cyclist class combinations as in the original PointPillars and TANet.

- We evaluate each model on the full-scene and on the near sub-scene. Therefore, each model is evaluated on scenes of size equal to those used during its training process and on scenes with a different size compared to the scenes used during its training process.

- When evaluating the models using objects belonging to the near sub-scene, we measure their performance considering all ground-truth objects in the full scene and considering only the ground-truth objects inside the near sub-scene.

By applying these experiments we can compare performance of trained models when applied to the full-scene and to the near sub-scene, calculating the drop of performance between these two cases. This alone cannot give full information about the ability of the models to detect objects in the far sub-scene due to influence of the uneven objects’ class and difficulty distributions between near and far sub-scenes, and thus the evaluation of the models on the near sub-scene considering only ground-truth objects inside it can be used to
Fig. 2. Performance evaluation of PointPillars and TANet models on the full-scene and the near sub-scene. Models with name \{16, 20, 24, 28\} have a corresponding voxel size. Models with suffix “-near” are trained on a near sub-scene. Each model is evaluated on the full-scene and the near sub-scene, therefore having 2 points per line, where the leftmost point corresponds to the near sub-scene evaluation and the rightmost point corresponds to the full-scene evaluation. Red circles represent AP values of TANet models and turquoise triangles represent AP values of PointPillars models. Red/turquoise lines represent difference in AP of the full-scene and near sub-scene evaluations.

determine the performance loss caused by not detecting the objects inside the far sub-scene.

IV. EXPERIMENTS

We analyze the performance of models obtained using two voxel-based methods, i.e. PointPillars [9] and TANet [10]. We follow the configurations of these two methods, i.e. we use a scene with limits \([0, 69.12]\) for forward-axis, \([-39.68, 39.68]\) for left-right axis and \([-3, 1]\) for vertical axis for class Car; and a scene with limits \([0, 47.36]\) for forward-axis, \([-19.84, 19.84]\) for left-right axis and \([-2.5, 0.5]\) for vertical axis for classes Pedestrian and Cyclist. These limits were designed for the voxel size 16 and are slightly adjusted for the other voxel sizes, so that the resulting pseudo-images have a width and a height dimensions that are multiples of 8, which is required by the structure of the methods’ FCN modules. The near sub-scene for class Car has limits \([0, 34.56]\) for forward-axis, \([-39.68, 39.68]\) for left-right axis and \([-3, 1]\) for vertical axis, while for the classes Pedestrian and Cyclist it has limits \([0, 47.36]\) for forward-axis, \([-19.84, 19.84]\) for left-right axis and \([-2.5, 0.5]\) for vertical axis.

We train each models for 160 epochs with batch size 2 and evaluate on the 3,769 samples from the evaluation subset of KITTI [10]. The Average Precision (AP) [29] metric is used to evaluate detection accuracy on the three object difficulty levels defined in the dataset, namely easy, moderate and hard. The object difficulty level depends on the size of its 2D projection on the camera plane and its occlusion level [26]. Each model is evaluated on a desktop GPU NVIDIA GeForce GTX 1080Ti and the embedded platforms NVIDIA Jetson Tx2 and NVIDIA Jetson AGX Xavier. We use the MAXN power mode for both Tx2 and Xavier for maximum performance. The results of evaluation are given in Figure 2.

| Car    | Pedestrian | Cyclist |
|--------|------------|---------|
| 75%    | 15%        | 4%      |

Table I: DISTRIBUTION OF OBJECT CLASSES IN THE EVALUATION SUBSET OF KITTI DATASET AND OBJECT DIFFICULTIES ON A FAR SUB-SCENE.

As can be seen in Figure 2 the drop in performance when evaluating on the full-scene and near-scene is identical for each class across different difficulties, but is the lowest for objects with easy difficulty level and class Car. This can be explained by the distribution of class difficulties given in the Table I. Class Car is the most represented in the dataset and difficulty level easy is the least present in the far sub-scene, meaning that there is an insufficient number of selected objects to make a difference in performance.

Performance for class Pedestrian is changing the least and this can be described either by the lack of objects belonging to this class in the far sub-scene, or the inability of models to detect these objects on the far sub-scene. Considering the difference between evaluations on the full-scene and the near sub-scene for class Pedestrian from Figure 3 we can conclude that there are enough objects belonging to class Pedestrian on the far sub-scene to make a higher difference, but they remain undetected by the models.
Comparing the performance of models trained on the full-scene and on the near sub-scene, it can be seen that their results are almost identical but, in some cases, models trained on the near sub-scene lead to a better performance than the corresponding models trained on the scene (i.e. 16-near for Pedestrian+Cyclist). However, these models have never been trained on objects of the far sub-scene, meaning that they apply features learned from near objects to far objects having a different point cloud structure. The fact that the model trained on near objects achieved better performance indicates that models trained on the full-scene fail to learn separate features for far objects and try to apply features learned by near objects on objects appearing in the full-scene.

As shown in Figure 4 application of a model on the near sub-scene leads to a 25% increase in FPS on average on a desktop GPU, 40% increase on an NVIDIA Jetson AGX Xavier and 60% increase on an NVIDIA Jetson Tx2. Tx2 is the least powerful system among those tested, therefore only the 28 PointPillars model applied on the near sub-scene can run in real-time for a Lidar with sampling rate of 10 Hz. The 16 PointPillars model when applied on the near sub-scene and 20-28 PointPillars models applied on both full-scene and near sub-scene on Xavier can also be called real-time for a Lidar with sampling frequency of 10 Hz. Near 28 PointPillars model is close to real-time for a 20 Hz Lidar.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we analyzed the performance of two popular voxel-based 3D object detection methods providing a good compromise between high performance and speed based on their ability to detect objects appearing in locations of the scene that are far away from the Lidar sensor, and their speed when deployed on embedded platforms equipped with high-performance GPUs. Our analysis shows that these methods mostly fail to detect distant small objects due to the sparsity of the input point clouds at large distances. Moreover, models trained on near objects achieve similar or better performance compared to those trained on all objects in the scene. This means that the models learn object appearance representations mostly from near objects. Our findings suggest that a considerable part of the computations of existing methods is focused on locations of the scene that do not contribute with
successful detection. This means that the methods can achieve a speed-up of 40-60% by restricting operation to near objects while not sacrificing much in performance. A possible remedy towards addressing these limitations of voxel-based 3D object detection methods could be the application of complementary models that can achieve high performance on lower-resolution pseudo-images encoding the contents of the far sub-scene, in combination with the model operating on the near sub-scene, as this approach can lead to an increase in performance and in the total inference speed.
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APPENDIX

TANet inference speed: During the evaluation of TANet\footnote{https://github.com/happinessisz/TANet}, we noticed that the ratio of the inference speed between TANet and PointPillars were lower, than stated 30 to 60 FPS. TANet code has timers to count inference time of separate modules, counting total inference time for the evaluation pass and the number of samples processed. The average inference time is computed by dividing total time over the number of processed samples. We implemented additional timers that count FPS for each inference and the average FPS for the whole evaluation pass independently. The resulting FPS were quite different and the reason is that TANet counts each processed frame twice: once in \texttt{voxelnet.py :: predict\_coarse} and second in \texttt{voxelnet.py :: predict\_refine}, increasing the value \texttt{total\_inference\_count} by \texttt{batch\_size} every pass. Both functions are called to create final prediction, so the inference time is computed once per prediction, but the frames’ counter is increased twice, reporting higher FPS than it should be.
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