Deep Active Learning for Text Classification with Diverse Interpretations
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ABSTRACT
Recently, Deep Neural Networks (DNNs) have made remarkable progress for text classification, which, however, still require a large number of labeled data. To train high-performing models with the minimal annotation cost, active learning is proposed to select and label the most informative samples, yet it is still challenging to measure informativeness of samples used in DNNs. In this paper, inspired by piece-wise linear interpretability of DNNs, we propose a novel Active Learning with DivErse iNterpretations (ALDEN) approach. With local interpretations in DNNs, ALDEN identifies linearly separable regions of samples. Then, it selects samples according to their diversity of local interpretations and queries their labels. To tackle the text classification problem, we choose the word with the most diverse interpretations to represent the whole sentence. Extensive experiments demonstrate that ALDEN consistently outperforms several state-of-the-art deep active learning methods.
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1 INTRODUCTION
In recent years, Deep Neural Networks (DNNs) have achieved the state-of-the-art supervised performance in numerous research tasks. Among them, a typical task in natural language processing is text classification, where deep models such as Convolutional Neural Networks (CNNs) [14] and Recurrent Neural Networks (RNNs) [28] are often adopted. However, such deep models require a large number of labeled samples, which are expensive and labor-consuming to obtain in real-world applications. Fortunately, active learning, which aims to identify and label the most informative samples from a pool of unlabeled data to train deep models with limited labels, is a promising approach to relieve this problem [1, 3, 29, 33].

Existing works on active learning mainly select samples based on uncertainty and diversity. Taking Expected Gradient Length (EGL) [12] as an example, it computes the sample uncertainty as the norms of gradients of losses with respect to the model parameters. Following EGL, EGL-Word [33] selects the word with the largest EGL among all samples to query its label so as to maximize the model performance for text classification. In addition, Bayesian Active Learning by Disagreement (BALD) [6] measures the uncertainty according to the probabilistic distribution of the model output via Bayesian inference, where an approximation by dropout is usually incorporated [5]. On the other hand, to measure the diversity of samples, some works define the active learning task as a CORESET problem [24] and uses the embedding of the last layer in deep models as the representation of samples. There are also attempts to trade off between uncertainty and diversity [13, 29]. For example, Batch Active learning by Diverse Gradient Embeddings (BADGE) [1] can be viewed as a combination of EGL and CORESET. Meanwhile, there are empirical experiments to evaluate above approaches on text classification [3, 21, 26, 30].

Recently, the interpretability of DNNs has received increasingly attention, among which most works focus on local piece-wise interpretability [2, 22]. To be specific, previous works [2, 10, 17] investigate the local interpretability of DNNs and show that a deep model with piece-wise linear activations, e.g., Maxout [8] and the family of ReLU [7, 18], can be regarded as a set of numerous local linear classifiers. The linear separable regions corresponding to these linear classifiers can be determined by the local piece-wise interpretations in DNNs that are calculated via gradient backpropagation [15, 23, 27, 32] or feature perturbation [4, 9]. In other words, samples used in a DNN could be divided into numerous linearly separable regions according to their local interpretations and samples in the same linearly separable region are classified by the same local linear classifier [2]. Therefore, fitting a DNN model is roughly equivalent to fitting all the linear classifiers in different linearly separable regions. Inspired by this, we propose to actively select samples in different linearly separable regions with the maximally diverse local interpretations, so that linear classifiers in different linearly separable regions can be all well trained.

In this paper, we propose a novel Active Learning with DivErse iNterpretations (ALDEN) approach for text classification. In our
proposed approach, we first calculate the local interpretations in DNN for each sample as the gradient backpropagated from the final predictions to the input features [15, 23]. Then, we use the most diverse interpretation of words in a sample to measure its diversity. Accordingly, we select unlabeled samples with the maximally diverse interpretations for labeling and retrain the model with these labeled samples. We conduct experiments on two text classification datasets, with two representative deep classifiers: CNN [14] and Bi-directional Long Short-Term Memory (BiLSTM). Extensive experimental results show that ALDEN can constantly outperform state-of-the-art deep active learning approaches.

2 LOCAL INTERPRETATIONS IN DEEP NEURAL NETWORKS

Recently, extensive works have been conducted to study local piece-wise interpretability of DNNs, which can be computed using the gradient backpropagation from the predictions to the input features [15, 16, 23, 27, 32]. To be specific, we first train a deep model and obtain the prediction $\hat{y}_i$ given input features $x_i$ of a specific sample. Then, we can calculate local interpretations as

$$I_i = \frac{\partial \hat{y}_i}{\partial x_i}.$$  

(1)

As in Li et al. [15], local interpretations could be formulated by

$$\hat{y}_i \approx I_i x_i^T + b,$$  

(2)

where $b$ is the bias term. As mentioned in previous works [2, 17, 22], a DNN model with piece-wise linear activation functions (such as Maxout and ReLU [7, 8, 18]) can be regarded as a combination of numbers of local linear classifiers, which are activated by the local interpretations in DNN. That is to say, local interpretations $I_i$ of each sample $x_i$ as calculated in Eq. (1) can be partitioned into several clusters and each of them corresponds to a specific local linear classifier. With the local piece-wise interpretations in DNNs, samples can be divided into numerous linearly separable regions and samples in the same linearly separable region are classified by the same local linear classifier [2]. Therefore, fitting a DNN model means fitting all the linear classifiers in different linearly separable regions. Accordingly, if we select samples according to diverse local interpretations, different linear classifiers in different linearly separable regions can be optimized in a more balanced way, so that the corresponding DNN model can be better trained. Thus, we argue that adopting local interpretations in DNN could potentially benefit deep active learning.

To demonstrate that the local interpretations in DNNs can help promote deep active learning, we present a concrete example as shown in Figure 1, where example data are drawn from a probability distribution $p(y_i = 1 | x_i) = \sigma(x_{i,1} \cdot x_{i,2})$, where $x_{i,1}$ and $x_{i,2}$ are uniformly drawn from $[-5.0, 5.0]$, and $\sigma(\cdot)$ is the sigmoid function. The distribution of these artificially generated samples is shown in Figure 1a, which exhibits clear nonlinear characteristics. In addition, it is seen there are roughly four linearly separable regions, corresponding to the four triangle areas. For these samples, we run $k$-Means clustering on the representations generated by CORESET [24] and BADGE [1], as well as local interpretations in a Multi-Layer Perceptron (MLP) model, all trained on the example data. We set the number of clusters in $k$-Means to 4 and present the results in Figures 1b, 1c, and 1d respectively. We can observe that CORESET focuses on the original feature distribution and different classes, while BADGE pays more attention to the decision boundaries. Clearly, we can only use local interpretations to distinguish the four linearly separable regions. Therefore, with the help of local interpretations in DNNs, we are able to identify samples in different linearly separable regions. Inspired by this observation, we propose a deep active learning strategy to better fit all the linear classifiers corresponding to the DNN model.

3 THE PROPOSED ALDEN APPROACH

In this section, we introduce the ALDEN approach for text classification in detail.

3.1 Problem Formulation

In this work, we apply pool-based active learning in the batch mode [3, 25, 31, 33]. Specifically, we have a small set of labeled samples $\mathcal{L}$ and a large set of unlabeled samples $\mathcal{U}$. Sample $x_i \in \mathcal{L}$ is associated with label $y_i$, while sample $x_j \in \mathcal{U}$ has no labels. The feature vector $x_i$ is denoted as $x_i = (x_{i,1}, x_{i,2}, ..., x_{i,|x_i|})$, where $x_{i,j}$ is a word in the

Figure 1: Illustrating local interpretations in DNNs. We artificially generate a series of data samples that could be roughly divided into four linearly separable regions (shown in four triangle areas). We perform $k$-Means clustering on the example data, where the representations of samples are from CORESET [24] and BADGE [1], as well as the local interpretations in DNNs computed using Eq. (1). The clusters are shown in four different colors. It is seen that only with interpretations we are able to correctly identify the four linearly separable regions.
sample. With the labeled samples in \( L \), we can train a text classifier \( f(x; \theta) : X \rightarrow Y \). We need to develop an active learning strategy to select samples from \( U \) and add them to \( L \) for further training the classifier. We set the label budget to \( K \) samples per iteration of sample selection and train the model for a total of \( N \) iterations.

### 3.2 Approach Details

Regarding active learning for text classification, similar to Eq. (1), for a word in a specific sample used in a deep text classifier, we can compute its local interpretation as

\[
I_{i,j} = \frac{\partial \hat{y}_i}{\partial x_{i,j}},
\]

where \( \hat{y}_i \) is the prediction of sample \( x_i \). Equivalently, we can also calculate Eq. (3) using word embedding \( e_{i,j} \) of word \( x_{i,j} \):

\[
I_{i,j} = \frac{\partial \hat{y}_i}{\partial e_{i,j}} e_{i,j}^T.
\]

Recall that the local interpretation of a word indicates its contribution to the final prediction; similar to Eq. (2), the prediction can be approximated [15] as

\[
\hat{y}_i \approx \sum_{1 \leq j \leq |x_i|} \frac{\partial \hat{y}_i}{\partial e_{i,j}} e_{i,j}^T + b.
\]

Consider that local interpretations (i.e., the contribution to the model predictions) of the same word may be different among different samples, due to the complex nonlinear feature interactions modeled by deep models [2, 17, 22]. As discussed in Section 2, we need to select samples with the diverse local interpretations, so that linear classifiers in different linearly separable regions can be well optimized. Meanwhile, since diverse interpretations indicate different decision regions in the deep model, samples with the maximally diverse interpretations can provide the most comprehensive information to learn diverse decision logics in the deep model. For the task of text classification, as different samples consist of various numbers of words, we need to start with analyzing local interpretations of words in each sample. In particular, we calculate the interpretation diversity of a word \( x_{i,j} \) compared to the same word appeared in labeled samples

\[
D(L, x_{i,j}) = \min_{L \in \mathcal{L}, 1 \leq m \leq |x_i|} \left\| I_{i,j} - I_m, w \right\|,
\]

which is similar to the distance calculation in the greedy \( k \)-Center algorithm [24]. However, some words may not appear in the labeled samples, which makes it infeasible to directly calculate Eq. (6). As a remedy, we search for the most similar embedding of the word appearing in the labeled samples as the neighbor, which is formulated as

\[
N(L, x_{i,j}) = \arg\min_{L \in \mathcal{L}, 1 \leq m \leq |x_i|} \left\| e_{i,j} - e_m, w \right\|,
\]

Then, we can rewrite Eq. (6) as

\[
D(L, x_{i,j}) = \min_{L \in \mathcal{L}, 1 \leq m \leq |x_i|} \left\| I_{i,j} - I_m, w \right\|,
\]

Considering that there are various numbers of words in sentences, which brings difficulties in directly using the local interpretations of all words in a sample. Therefore, we adopt a pooling strategy for active learning. Recall that in EGL-Word [33], the word with the largest EGL is used to represent the whole sentence. Aligning with EGL-Word, we also use the word with the maximally diverse interpretation to represent the whole sample for active learning. Formally, for a sample \( x_i \) \( \in \mathcal{U} \), we have

\[
D(L, x_i) = \max_{1 \leq j \leq |x_i|} D(L, x_{i,j}).
\]

Based on the metric calculated using Eq. (9), we can select the unlabeled sample that has the maximally diverse interpretation for labeling:

\[
x = \arg\max_{x_i \in \mathcal{U}} D(L, x_i).
\]

Since we are given a budget of \( K \) in each iteration, we repeat the above process for \( K \) times to select and label \( K \) samples. Algorithm 1 summarizes the training procedure of the ALDEN approach.

---

**Algorithm 1:** The ALDEN approach

**Data:** Labeled samples \( L \), unlabeled samples \( U \), budget \( K \) in each iteration, and the number of iterations \( N \).

1. Train an initial model \( f(x \mid \theta_0) \) on \( L \).
2. for \( n = 1, 2, ..., N \) do
3.     for \( x_i \in L \cup U \) do
4.         Calculate prediction \( \hat{y}_i = f(x_i \mid \theta_{n-1}) \).
5.         Calculate the local interpretation \( I_{i,j} \) according to Eq. (4).
6.     end for
7.     for \( k = 1, 2, ..., K \) do
8.         for \( x_i \in U \) do
9.             for \( 1 \leq j \leq |x_i| \) do
10.                Find the neighbor \( N(L, x_{i,j}) \) of word \( x_{i,j} \)
11.                Compute the diversity \( D(L, x_{i,j}) \) of local interpretations of \( x_{i,j} \) according to Eq. (8).
12.                Compute the diversity \( D(L, x_i) \) of the local interpretation of \( x_i \) according to Eq. (9).
13.                Select and label the sample \( x \) having the most diverse local interpretations.
14.                \( L = L \cup \{x\} \)
15.                \( U = U \setminus \{x\} \)
16.         end for
17.     end for
18.     Train a new model \( f(x \mid \theta_n) \) on \( L \).
19. end for
20. return The final model \( f(x \mid \theta_N) \).

---

### 4 EXPERIMENTS

In this section, we empirically evaluate our proposed ALDEN approach on the task of text classification.

#### 4.1 Baseline Approaches

To evaluate the effectiveness of ALDEN, we compare it with the following approaches:
Table 1: Normalized area under curve scores of learning curves. The larger the values, the better the performances.

| Model   | Subj BiLSTM | CNN | MR BiLSTM | CNN |
|---------|-------------|-----|-----------|-----|
| RND     | 0.688       | 0.658 | 0.531     | 0.594     |
| EGL-Word | 0.750       | 0.775 | 0.644     | 0.650     |
| BALD    | 0.757       | 0.773 | 0.645     | 0.658     |
| CORESET | 0.752       | 0.764 | 0.612     | 0.659     |
| BADGE   | 0.744       | 0.767 | 0.619     | 0.641     |
| ALDEN   | **0.803**   | **0.814** | **0.700** | **0.746** |

- **RND** is a simple baseline which randomly selects samples in each iteration.
- **EGL-Word** [33] is an extension of EGL [12], which utilizes norms of gradients to measure uncertainty for the task of text classification.
- **BALD** [11] is an uncertainty-based approach based on Bayesian inference. We apply dropout approximation [5, 6] in our experiments, where the dropout rate is set to 0.5.
- **CORESET** [24] uses the representations of the last layer in DNN as the representations.
- **BADGE** [1] can be viewed as a combination of EGL and CORESET.

4.2 Experimental Settings

To evaluate the performance of ALDEN, we use two sentence classification datasets\(^1\): **Subj** [19] and **MR** [20], which contain 5000, 5331 positive samples and 5000, 5331 negative samples respectively. In our experiments, we use accuracy as the evaluation metric. We run each approach 10 times and report the median of results. We randomly select 60%, 20%, and 20% samples in each dataset for training, validation, and testing respectively. We train a word2vec\(^2\) model on each dataset to initialize the word embeddings and set the hidden dimensionality to 100. We use two deep models: BiLSTM and CNN for comprehensive evaluation. For the implementation of BiLSTM, we use a single bidirectional LSTM layer with 100 hidden units. For the implementation of CNN, we set the filter size to (3, 4, 5) and set the hidden dimension to 100 as well. In both BiLSTM and CNN, we apply the ReLU activation and the dropout rate is set to 0.5. We use 2% samples in the training set as the initial seed labeled set. Furthermore, we label 2% samples in the training set during each iteration until 50% samples in the training set have been labeled. In other words, we set \(N\) yo 24 and \(K\) to 2% of training samples for each dataset.

4.3 Results and Analysis

We present the learning curve of the performance with different ratios of labeled samples in Figure 2. It is seen from the figure that in most cases, active learning approaches outperform random selection, which demonstrates the necessity of deep active learning. EGL-Word and BALD perform similarly and they both slightly outperform CORESET and BADGE. Meanwhile, it is clear that ALDEN constantly outperform other compared approaches, which is demonstrated especially in the middle parts of the learning curves.

Additionally in Table 1, we calculate the normalized area under curve scores of learning curves in Figure 2. This metric evaluates the global performance of each compared approach and it is evident that ALDEN achieves the best performance. In summary, these results strongly demonstrate the advantages of our proposed ALDEN approach.

5 CONCLUSION

In this paper, inspired by the local piece-wise interpretability of DNNs, we introduce the linearly separable regions of samples to the problem of deep active learning. For the task of text classification, we propose a novel ALDEN approach, which selects and labels samples according to the diverse interpretations of unlabeled sample. Specifically, we use the most diverse interpretation of words in a sample to measure the sample diversity. Experimental results on two text classification datasets with CNN and BiLSTM as classifiers show that the ALDEN approach is able to consistently outperform state-of-the-art deep active learning approaches.
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