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Abstract
School guidance is declared an integral part of the education and training process, as it accompanies students in their educational and professional choices. Accordingly, the current situation in light of the Covid-19 epidemic requires a reconsideration of school guidance together with the methods of accompanying the student to choose the field that suits his/her personality, knowledge qualifications, perceptual and intellectual skills in order to achieve an excellent educational level that enables the learner to work in future professions. The current study aims to predict a student's potential and provide support for academic guidance. This paper emphasizes the importance of supervised machine learning and classification algorithms to predict the personality type based on student traits. Based on the information gathered, the results of this study indicate that it contributes significantly to providing a comprehensive approach to support academic self-orientation.
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1 Introduction
Information and communication technology (ICT) has become a strategic choice in tomorrow's school project, and one of its most essential pillars because controlling these technologies is one of the most important ways to prepare young people to face the challenges of the future. ICT in education provides more outstanding performance, visual control, better perception, and faster learning (Delić-Zimić and Gadžo 2018). In the academic journey, the student needs a particular support from specialists in media and guidance in order to be able to get a comprehensive idea of future academic prospects and job opportunities associated with future academic selection based on his/her capabilities, qualifications, desires, and personality. The main barriers faced by student resides in making the right decision about what academic path to follow. Mostly, the guidance choices fail when academic choices are based on unsupervised foundations and information or emanate from the desires of the surroundings and the parents' aspirations, which do not necessarily reflect the student's qualifications. An up-and-coming technology to achieve this objective is the use of artificial intelligence, the internet of things (El Mrabet et al. 2021a), machine learning, and data mining (Memiş et al. 2022a). The use of machine learning in an educational environment is more common in smart learning, predicting student performance, and predicting academic orientation. Machine learning applications related to predicting academic careers are increasing rapidly and can profoundly influence the field of education. It is able to track student interest, aptitudes and analyze student behavior and reactions (Asthana and Hazela 2020). There are many parameters to be taken into account to consider regarding school guidance, such as students' personalities. We can use student traits obtained from teachers in each subject to create the groups of students classified into personalities. The ability to predict a student's personality is crucial in determining their academic path and vocational career. In this paper, we will focus on supervised machine learning to classify students according to the six personalities presented by Holland's theory (Holland 1997).
2 Background

Artificial intelligence proved its efficiency in solving data science problems in all fields, and education, in turn, has had its share in this technological revolution. As a result, wide variety of machine learning algorithms from different paradigms are used successfully in education. In this section, we will review the fundamentals and algorithms of supervised machine learning and highlight specific learning and optimization approaches.

2.1 Machine learning

Machine learning (ML) is a scientific study of the algorithms that computer systems use to efficiently perform a specific task without using multiple explicit instructions (Ihya et al. 2020); it indicates how computers can learn or improve their performance data. Machine learning algorithms adopt a mathematical model that relies on data samples, called “training data,” to make predictions or decisions without being explicitly programmed to perform a specific task.

Several researchers have developed relevant classification algorithms to make the appropriate decision (Memiş et al. 2021). There are three crucial types of machine learning algorithms, as shown in Fig. 1.

2.2 Supervised machine learning

Supervised machine learning is the most popular for performing machine learning operations where algorithms rely on existing labeled data to classify new data. As the learning period progresses over time, the algorithm will identify the relationships between the predefined classes. This trained algorithm is then fed onto the unlabeled test dataset to categorize them into similar groups (Uddin et al. 2019). Among the supervised learning algorithms that we will be deal with in more detail in the following sections, we cite logistic regression, KNN, decision tree, Naive Bayes classifier, neural network supervised, SVM. Supervised learning methods are commonly leveraged in different fields to solve two main categories of problems: regression and classification (El Mrabet et al. 2021b).

2.3 Classification algorithms

In machine learning, classification is one of the essential aspects of supervised learning, in which the computer system learns from the input data and then uses this learning to classify new observations. The field of data classification is of increasing importance due to the unpredictability, large amount, and complexity of real-world data (Erkan 2020). the goal of this study is to independently determine learners’ personalities according to the traits (input data) of each student. Knowledge discovery and data mining use various classification methods and techniques. Classification algorithms generally contain two phases:

- Learning phase: In this phase, a classification model is built from the training data. The classification algorithm leverages the labeled input data to adjust the classification model by reducing errors that occurred from the learning.
- Test phase: In this phase, the built-in model is used to assign a label to an unlabeled test instance based on the model obtained in the first phase (Learning phase).

To improve the classification performance, the concept of fuzzy sets (Memiş et al. 2022b) is used, listed among the widespread mathematical tools defined to deal with uncertainty. In the following subsections, we will discuss the five major classification algorithms (Logistic regression, KNN, Decision tree, Naive Bayes, SVM), and also present some of their characteristics and how they work in order to choose
the best performing algorithm for decision making in our smart guidance system.

2.3.1 Logistic regression

It is a robust and well-established mathematical model of supervised classification, widely used in statistics to guess the posterior probability of an event based on a set of inputs (Uddin et al. 2019). Logistic regression works with binary data, which means two possible ways to find the probability of an event occurring (P = 1) or not (P = 0)—taking the example of school guidance by considering only two classes: Good orientation P = 1 and poor orientation P = 0.

2.3.2 K nearest neighbors

The k nearest neighbors (KNN) algorithm is one of the simplest, most basic, and oldest classification algorithms that store all available cases to classify new cases based on a measure of similarity (Pandey et al. 2019). It is a non-parametric classification system that completely circumvents the problem of probability densities. The 'K' represents the number of nearest neighbors considered to take the vote; this means that the decision is made by examining the labels of the K nearest samples (Jiang et al. 2012). Figure 2 illustrates how the KNN works to classify a new object. For example, for K = 3, the new object (triangle) is classified with the category "star." However, it was classified with "square" when K = 7.

2.3.3 Decision tree

The decision tree (DT) is one of the most popular classification methods, and the oldest, they appeared in the 1960s in the fields of research in psychology and sociology (Kasperczuk and Dardzinska 2018). It is represented in an intuitive tree format to classify data elements in a tree structure. The nodes of a decision tree normally have several levels where the first is called the root node (containing all the observations), the second level contains a series of branches having at least one child whose intersections produce us nodes which are called internal nodes (represent tests on input attributes). Based on the test result, the classification algorithm branches to the appropriate child nodes until it reaches the leaf node. These leaf nodes correspond to the decision results, i.e., the classes to be predicted (Uddin et al. 2019).

The general idea of a decision tree is to build a tree T from a set of observations S, as shown in Fig. 3. If all our observations S belong to a class C, then the node is considered as a leaf node and receives label C; otherwise, the algorithm selects the following most informative attribute and builds sub-trees until the last criterion is met (Khelfaoui and Sedkaoui 2020). The first step is to define the most informative attribute, generally based on the entropy method, which measures the homogeneity of a sample. The second step is to calculate the information gain that measures the relative change in entropy for the independent attribute.

2.3.4 Naive Bayes

The Naive Bayes algorithm is a classification technique based on Bayes' theorem of conditional probabilities. This theorem describes the probability of an event based on prior knowledge of the conditions associated with that event, and it states that if we have a hypothesis H and a proof E. It is a reasonably intuitive, simple, and robust algorithm for predictive modeling whose main objective is to treat each feature independently (Sedkaoui 2018).

Figure 4 illustrates a "black" triangle that represents the new sample instance which must be classified either in the "star" class or in the "square" class according to the class which achieves the most significant posterior probability. To classify the "Triangle" object, we must draw a circle around this object which includes several adjacent points.

2.3.5 Support vector machine

The support vector machine (SVM) is another simple algorithm that produces precision results with less computing...
power (Cristianini and Shawe-Taylor 2000). It is among the best-known algorithms that rely on linear or nonlinear separation data (classes) using a hyperplane (actually a line) while maximizing the marginal distance for the two classes and minimizing classification errors. As shown in Fig. 5, the marginal distance for a class is the distance between the hyperplane and the nearest instance called support vectors.

### 3 Related works

Machine learning provides a great advantage in predicting performance and organizing the field of education (Velakanti and Mathur 2020). This new paradigm in the field of education is very beneficial in representing student learning to predict the student's future behavior, such as knowledge, learning behavior, and cognitive abilities. In simple terms, machine learning technology performs analyzes based on students' data and makes the decision-making process automatic and consolidated (Asthana and Hazela 2019). The application of machine learning in education environment takes many forms to improve the teaching and learning process:

- Predicting career paths.
- Predicting student performance.
- Precise grading.
- Predicting academic guidance.
- Increasing efficiency.
- Personalization in the classroom.
- Personalized learning path.
- Personalization and choice behavior.

Several researchers focus on applying machine learning techniques and data mining to make a conscious decision in the educational field (Velakanti and Mathur 2020; Asthana and Hazela 2019; Gray and Perkins 2019; Chung and Lee 2019). Shatnawi et al. (2014) conducted a study on a smart academic advisory system called (SAAS) using data mining techniques to improve students’ performance by proposing courses that meet their current needs. The system successfully creates a list of association rules that guide specific students to choose courses that similar students enroll in. Oskouei and Askari (2014) established predictive models for high school student's performance based on several classification and prediction algorithms (Naive Bayes, C4.5, random forest, neural networks) to improve the accuracy of predicting students’ academic results. The results showed that gender, family, and parental education level influence students’ academic performance. In Zahour et al. (2020), the authors concentrate on Chatbot application as an online guidance agent to support undergraduate and graduate students to make their decisions on the choice of academic and career paths. The proposed approach focuses on students' personalities to define the predominant personality type and get a suitable career path. In El Mrabet and Moussa (2019), the writers suggest a smart school guidance system called "ETC guidance system," its role is to reduce failure academic guidance and create an environment conducive to the successful adaptation of school guidance according to students’ cognitive trends and soft skills using the internet of things. The system offers an innovative solution to guide students in smart cities to choose a conscious and promising career path. Sacin et al. (2009) propose a recommendation system based on data mining techniques to help students make a suitable decision on their academic journey. This system provides support for the student to better choose the number of courses to enroll in, based on students' experience, especially of previous students with similar academic achievements. Castellano et al. (2008) proposed collaborative recommender systems that help people in the academic orientation field in order to support counselors helping high school students to make decisions about their academic guidance. The system uses students'
grades as input data to suggest their academic possibilities by providing multiple recommendations.

4 Contribution

The current research aims to use students’ traits as a metric measure to reveal the relationship between personality behaviors and academic guidance. The main theories of personality recognition provide career orientation professionals around the world with a set of techniques and concepts they can use to guide students towards a suitable career. These theories are based on various personality models, such as big five factor personality (De Raad and Mlačić 2015), Myers Briggs type indicator (King and Mason 2020), vocational personalities in work environment (van Vianen, 2018), and DiSC personality assessment (Utami et al. 2019). In addition, the guidance system is partly designed on the theory of professional decision-making. The theory of professional decision-making is one of the most important theories that discuss the conditions for career success, methods of job selection, and the factors affecting the most appropriate choice of a professional field.

The main idea of the theory refers to the necessity of individuals using their dominant and distinct characteristics in the search for a profession that suits them. The theory also suggests that people who choose to work in an environment like their personality type are more likely to succeed and achieve a high job satisfaction rate. Holland’s theory indicates six basic types of work environments, as shown in Table 1. This contribution aims mainly to develop a robust system to predict the academic orientation path of the student from the analysis of personality traits. Therefore, this work comes to tackle the limitations of previous research works regarding academic orientation, where most of the papers cited in the related works section followed a simple method based on student grades, gender, personality as a metric of orientation; furthermore, they did not go through a qualitative approach based on an ontological paradigm of applying student traits studies. The main contribution of this work is the ability to predict the student’s academic path by collecting a learner’s personality traits from several teachers and continuously processing those trait evaluations using classification algorithms. We used for that purpose an online learner paradigm that improves the classification models with continuous-increasing of student trait evaluation data.

5 Research methodology

The main objective of this study is to advance knowledge in the field of vocational guidance to discover patterns to suggest the right academic guidance. More precisely, this research has two specific objectives. The first is to identify the most associated traits with a student’s personality. The second objective is to determine the traits of individuals who have high interests in a specific professional field.

5.1 Personality classification

In this research, the learner personality classification focuses on supervised machine learning. Figure 6 illustrates the methodology used in this research, which is based on four algorithms: decision tree, logistic regression, KNN, and SVM. We used the following ML tools to test these classification algorithms, namely Python, Anaconda, and Jupyter Notebook. The easiest way to program with Python is to install the Anaconda distribution, which bundles several preinstalled tools and libraries for scientific computing and data science. Among the tools offered by Anaconda, an interactive environment called Jupyter. It is a web application that allows you to share code and run it in the same user interface.

5.2 Data collection

The system uses actual data from the registration pool of qualifying high school learners. The data collected in this test represents a database of 350 samples. Before giving a reading on the result of the performance, which was deduced based on the different graphs of ROC sensitivity/specificity curves “receiver operating characteristics,” it is important to describe the framework adopted in this performance evaluation:

- Split training data and test data have been adopted in this performance test by removing 30% of the complete data set for test data, and 70% of the data is dedicated to training data. It is very important that the training data is more important than the test data to be sure that the models are trained with sufficient data variability. In contrast, test data is used to assess effectiveness (actual performance).
- The data-set size went up to 50,000 observations, with only 350 real observations taken from the field; the rest is generated from an extrapolation technique with an injection of a few noise observations.
5.3 The predictive model using the decision tree

The performance evaluation of the decision tree (DT) classification model for the six classes (six personalities for the classification) was also using the ROC curve. Figure 7 illustrates the result of the graph obtained.

The adjustment and regularization parameters of the DT model are chosen after establishing the "cross-validation” technique. The following parameters represent the configuration adopted to evaluate our DT classification model:

- Maximum depth: represents the maximum depth to be considered for creating the decision tree. This parameter significantly impacts the algorithm’s convergence because if the depth is very small, the algorithm may
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stop before it converges. In our case, this parameter is configured to a maximum of 100.

– Minimum samples for node division: This parameter is configured with the default value of 2. It represents the number of observations required in a node to divide it.

As shown in Fig. 7, the graph represents the six ROC curves of each personality class produced during the evaluation of the decision tree model. The six ROC curves are pretty close, where the AUC is between 0.77 and 0.87 with an average of 0.80, which gives a fairly good classification performance reading. Yet the difference obtained between the six personality classes is judged by having an unbalanced data distribution or perhaps by a probable introduction of outliers of the traits during the evaluation by some teachers. For example, in the ROC graph of DT, it turns out that when the TPR is between 0 and 0.6, the FPR is almost zero, so if TPR goes up from 0.6, the FPR is linearly increasing with the TPR. This means that the more the model gives correct predictions for a personality class, the more it even predicts the personality class in the classification of other personality classes that are judged to be incorrect.

5.4 The predictive model using the logistic regression

The performance evaluation of the "logistic regression" (LR) model for the six personality classes was using the ROC curve. Figure 8 illustrates the result of the graph obtained. The model's fit and regularization parameters are chosen after several tests via training and test data variation using techniques such as "cross-validation." The following adjustment and regularization parameters represent the configuration adopted to evaluate our RL classification model:

– Maximum iterations: represents the maximum number of iterations-epochs for the differentiable optimization algorithm (gradient descent) to end. In our case, this parameter is configured to a maximum of 5000 iterations.

– Learning rate: represents the amount with which the cost function (error function) decreases. Technically speaking, this is the pace at which the optimization algorithm moves. In our case, the learning rate is set at 0.2.

As shown in Fig. 8, the graph of the ROC curve reflects six ROC curves, each corresponding to a personality class. The six ROC curves are quite close, where the AUC “Area Under Curve” is between 0.66 and 0.78, with an average of 0.73. Yet personality class 1 had the lowest AUC value, which means that this personality is ranked lower compared to other personalities. This can be judged by having:

– An unbalanced distribution of data between personality 1 and the other personalities: in the data-set used, the density of observations for personality 1 is very small compared to the other personalities.

Fig. 6 Systematic approach to predicting personality

Fig. 7 ROC curve of the decision tree model

Fig. 8 ROC curve of the logistic regression model
– Possible, there were bad evaluations obtained by some teachers (outliers of traits) for personality 1.

Seeing that the problem we are trying to solve in our context is obviously a multiple classification (six personality classes) and not a binary classification, so this implies finding a decision threshold that leads to maximizing the TPR "true positive rate" and at the same time to minimize the FPR "false positive rate" of the average ROC curve for the six personality classes, in our case we see that with TPR of 0.7~ and FPR of 0.34~ we could choose a suitable decision threshold for the RL algorithm.

5.5 The predictive model using the KNN

The performance evaluation of the KNN classification model for the six personality classes was also using the ROC curve. Figure 9 illustrates the result of the graph obtained. The “K” regularization parameter of the KNN model is chosen after performing the “cross-validation” technique. In our case, the parameter K is configured with the value 17; this means that the KNN algorithm will be based on the 17 observations closest to the new value to be predicted to perform the classification. Just a reminder, the KNN does not have a training step, but on the contrary, it goes directly to the classification step for each new entry. This means that the KNN algorithm is always expensive in terms of time-consuming when predicting a new value. However, as illustrated in Fig. 9, the graph shows the six produced ROC curves corresponding to each personality class, its curves are quite very close, or the AUC is between 0.61 and 0.75 with an average of 0.65, which gives a classification performance reading pretty average. Furthermore, as the ROC graph illustrates, it turns out that when the TPR is between 0 and 0.3, the FPR is almost zero, so if TPR goes up by 0.3, the FPR is linearly increasing with the TPR.

5.6 The predictive model using the SVM

Figure 10 shows the performance evaluation of the "SVM" classification model for the six personality classes. After establishing the "cross-validation" technique, the model’s adjustment and regularization parameters are chosen.

The following parameters represent the final configuration adopted to evaluate our SVM classification model:

– Maximum iteration: the maximum number of iteration-epochs for the SVM optimization algorithm to complete is configured to 10,000 iterations.
– Learning rate: In our assessment test, the learning rate is set at 0.08.

As the SVM ROC graph illustrates, the six ROC curves for each personality class are a bit scattered, where the AUC is between 0.68 and 0.82 with an average of 0.72, which gives a reading of fairly average classification performance. In our case, the SVM model took enough time to converge due to the learning rate being too small (set to 0.08); this implies more iterations added by the optimization algorithm. As the ROC graph illustrates, it turns out that when the TPR...
is between 0 and 0.5, the FPR is almost constant in the value 0, so if TPR goes up by 0.5, the FPR is linearly increasing with the TPR.

### 6 Interpretation summary

The result obtained from the above ROC curves and also time-consuming captured during our benchmark test for the different algorithms: KNN, LR, DT, and SVM are summarized in Tables 2 and 3. The result shows that the average performance of all classes for different models are not above 80%, where the DT model comes in the first place with an AUC average of 0.8, it follows the LR model with an average AUC of 0.73, after that, it comes the SVM model with an average AUC of 0.72 and finally the KNN with only an average AUC of 0.65. In terms of time-consuming, Table 2 shows that the KNN and SVM are very expensive compared to LR and DT. For KNN, the K has chosen, which is K = 17, is a reason for the huge time-consuming that could be reduced during the ever-increasing of new data (new teachers’ evaluations).

The result cannot be considered sufficient for now to confirm the model maturity, and we can explain that with the following reasons:

- The distribution of the dataset used is imbalanced, from the 350 student trait evaluations, some traits may not be significantly present, and that could then the others may dominate the fitting model process, thus, may cause the model to be unable to learn from the other traits with lower variance.

In our study for the smart school guidance, two points are essential to judge the maturity of our approach:

- Our approach requires following an online-learning strategy that permits the model chosen to auto-improve the performance in real-time while introducing new teachers’ evaluations. Hence, selecting the suitable model will require taking into account the time consumption of the model during the prediction stage; for example, the KNN may not be very suitable in this context.

- We initiated our approach by predicting student personalities based on the trait evaluation established by the teachers; then, it comes into play the second part of this approach by predicting the professional careers of each student based on its predicted personality.

### 7 Conclusion

This research offers a promising perspective for new learning environments for ensuring quality education. On the other hand, this research introduces the concept of smart school based on integrating a career guidance system so that the awareness of guidance of students in innovative institutions is beneficial in providing informed career choices. The reflections presented in this research fall within the framework of designing an intelligent orientation environment that depends on the personality type. Indeed, to achieve this goal, we were interested in machine learning techniques and, in particular, in classification algorithms. The approach adopted consists of measuring the performance of classification algorithms to predict the personality of each learner. We carried out a method of predicting the school path based on the learner’s traits. Several supervised machine learning techniques are evaluated based on their predictive ability, including KNN, SVM, decision tree, and logistic regression, and decision tree and logistic regression are shown to offer good prediction accuracy. Specifically, the decision tree has demonstrated up to 0.80 successes in terms of performance. The present findings will be an essential step for future research on school guidance. From the preliminary results obtained, we noted that it is very difficult to make
a relevant choice among the classification algorithms since the actual number of samples is very small, so future studies should include more data on educational guidance. It is also preferable to build a database of educational guidance over several years. This requires the development of central data acquisition, monitoring, and storage system. Using these databases to train classification algorithms can improve the prediction of a learner’s academic path. Our approach potentially impacts the guidance system, and combinations of these methods can better design an automatic guidance system. Future works aim to predict the learner’s suitable academic and professional sector according to various criteria, such as personality traits, cognitive skills, cognitive abilities, and tendencies. We rely on more widely used machine learning algorithms for classification problems that we did not mention in the manuscript, especially the Neural Network algorithm.
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