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Abstract—This letter demonstrates the use of unsupervised machine learning to enable performance self-diagnosis of next-generation cellular networks. We propose two simplified applications of unsupervised learning that can enable real-time performance self-diagnosis on edge nodes such as the radio access network intelligent controller (RIC). The first application detects anomalous performance and finds its root cause of faults, configuration, or network procedure failures. The second application uses clustering to learn the relationship between two performance measures. Our proposed applications run in near-constant time complexity, making them, combined with subject-matter expertise validation, suitable real-time RIC applications for network diagnosis.
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I. INTRODUCTION

The proliferation of machine learning (ML) in wireless communications applications in the fifth generation of wireless communications (5G) and beyond motivates the introduction of general purpose computational hardware to the transmit and receiving communication ends [1]. In a cellular system, these ends are the user equipment (UE) and the base station (BS). Industry standards have enabled edge storage and computation in next-generation radio access networks (RAN), such as the Open-RAN RAN intelligent controller (RIC), where network data operations can be performed either real-time or non-real-time [2]. Next-generation RAN data can be broadly classified into fault management (FM), performance management (PM), and configuration management (CM) data. While PM data is often aggregated in time intervals, FM and CM data are instantaneous since they are event-driven. PM data can be further classified as counters and key performance indicators (KPIs), which are derived from these counters as important measures of performance of the services offered by the network and are defined in the standards [3]. An architectural sketch of the BS, edge node, and network data is shown in Fig. 1.

While the level of detail of PM counters is left to vendors, PM counters contain RAN-reported causes for RAN procedure failures (e.g., call setup, call release, handovers) as well as measurements related to the uplink and downlink across protocol stack layers. Combined together with the changes and faults that occur on a BS, an observability space or universe is formed per BS, which includes confounding variables and therefore causal analysis can be performed. The larger this observability space is (i.e., in terms of the number of elements captured), the more causes of performance degradation can be considered and the more pairs can be constructed for relationship discovery. We use the term feature to refer to any of these elements.

The use of unsupervised learning involves inferring patterns in data without a known true reference. Hence, one known challenge in employing unsupervised learning is that it requires a subject-matter expert intervention.

Another challenge is practicality, where simplification of the problem statement helps reduce required implementation efforts and thus the monetary expenses involved in execution. In this letter, we show how to overcome these challenges and enable two different use cases related to automation of performance self-diagnosis in next-generation RAN.

Prior work related to automating RAN performance monitoring and self-optimizing can be found in [4]–[7]. Automating diagnosis of RAN was studied in [4], where individual models of specific KPIs were devised using supervised learning. However, as next-generation networks continue to evolve, the number and complexity of KPIs will also evolve, posing a challenge to such models. A random forest classifier was used to construct an influence matrix, based on feature importance, which may indicate correlation but not causality. Learning probability densities of performance data to detect KPI degradation was studied in [7]. However, the focus was for PM data only (i.e., no CM or FM data) and no attribution to a root cause—two aspects covered in our letter.

This letter makes two specific contributions:

1) Create a simplified approach to automate RAN self-diagnosis in real-time using a single class of learners and show two applications of this class of learners.
2) Create a transformation that enables combining different data sources with different natures (i.e., event driven vs. aggregated) to a single design matrix.

To this extent, we demonstrate two applications: 1) root cause analysis using anomaly detection and exclusion of features known to the subject-matter expert not to cause the anomaly despite their strong correlation and 2) relationship...
discovery using clustering and aggregation to derive a tabular lookup structure as a function of two RAN data features.

II. NETWORK MODEL

In this letter, we consider a system composed of multiple BSs. Each BS has a group of UEs in its respective service area. We impose no constraints on the services, direction, frequency bands, antenna count, or mobility on either the UEs or the BSs. This is justified since an observability space contains information about all these areas.

Protocol stack: with a focus on the RAN air interface (i.e., between the BS and the UE), the data generated by the BS can either 1) have an impact on the network at different layers in the protocol stack (in the case of faults or configuration) or 2) observe the performance of these different layers (in the case of performance).

Edge nodes: next-generation networks introduce the concept of the “edge node.” This edge node resides alongside the BS and has the capability to collect the FM, CM, and PM data generated by the BS. It further can run code that implements the contributions presented in this letter. This edge node can be the RIC as mentioned earlier, which enables near real-time and extensible capability through modular software plug-ins, such as the two applications presented in this letter.

III. PRIMER ON UNSUPERVISED LEARNING

This section explains the relevant details of the two unsupervised learning algorithms used in this letter.

A. Density Based Spatial Clustering

“Density based spatial clustering of applications with noise” (DBSCAN) [8] is an unsupervised learning algorithm that groups points with high neighbors count as high “density.” It marks single points in low-density regions as anomalous.

Training: DBSCAN identifies a set of points in the dataset with adequate neighbors and constructs clusters from them based on their Euclidean distance from these neighbors. A cluster is formed if it has a minimum number of points. Then, the algorithm expands the clusters formation by computing the distance and cluster size for each neighboring point for all points in the dataset. An anomalous point has a low number of neighbors at a minimum distance from itself.

Hyperparameters: $\epsilon > 0$ specifies how close points should be to each other to be considered a part of a cluster (distance below $\epsilon$ means that these points become neighbors). The minimum number of samples (minPts) define the least number of points in a cluster that can form a “dense” region. These hyperparameters can be tuned using grid search.

Outcome: DBSCAN stops once it has visited all points in the dataset. A binary column vector $x_{1b}$ is produced indicating whether a value from $x_1$ is anomalous (1) or not (0).

B. One-Dimensional k-Means Clustering

The $k$-means clustering algorithm [9] partitions the data into distinct clusters, minimizing the sum of the square of the Euclidean distance of these data points with respect to defined cluster centroids. A label is assigned to each data point based on its closest centroid.

IV. DATA CONSTRUCTION

While obtaining data for the mere purposes of authoring this letter posed a significant challenge, combining readily available RAN data comprising PM, CM, and FM comes with another challenge. On the one hand, the PM data reports $P := [p_1, p_2, \ldots, p_r], P \in \mathbb{R}^{m \times r}$ are an aggregation of counters and KPIs with periodicity $\Delta T > 0$ and a time window $W > 0$ where $m := \lfloor W/\Delta T \rfloor$. On the other hand, the CM data C and FM data F are event-driven (i.e., once a hardware fault appeared or disappeared or a parameter change was made). Given that these events do not have to happen at a periodicity boundary, a step of time binning (i.e., rounding to a uniformly spaced boundary) then integration of these discrete events take place first, as shown in Fig. 2. To explain this, consider if an alarm $a$ occurred on a BS at time $t_1$, then we can represent this as $f^{a}(t) := \delta(t - t_1)$, where $\delta[.]$ is the unit impulse function. Similarly, when the alarm $a$ is cleared at time $t_1 < t_2 \leq +\infty$, then we have $f^{\text{clear}}(t) := \delta(t - t_2]$. Here we use the notation $\tilde{t}_i$ as a binned time $t_i$ with respect to the periodicity $\Delta T$ (i.e., $\tilde{t}_i := \lfloor t_i/\Delta T \rfloor \Delta T$). This enables us to construct a rectangular pulse $F^{a}(t)$ the duration of which is the difference in the binned time it took the alarm to be cleared (i.e., $\tilde{t}_2 - \tilde{t}_1$). This pulse value is 1 or 0 whether an
alarm occurred or was cleared within $t$. It is similar to derive the CM signal $C^{(b)}(t)$ following the same logic used for FM where parameter $b$ changes from $\alpha$ to $\beta$ at times $t_1$ and $t_2$.

For a group of faults $F := \{1, \ldots, p\}$, we can construct several column vectors $f'_x := [F^{(x)}(t)]_{t=0}^{m-1}, x \in F$. Similarly, for a group of parameter changes $P := \{1, \ldots, q\}$, the parameter change column vectors can be written as $c'_y := [C^{(y)}(t)]_{t=0}^{m-1}, y \in P$.

The edge node of a given BS can now construct a design matrix $M \in \mathbb{R}^{m \times n}$, $M := [p_1, \ldots, p_r, f'_1, \ldots, f'_p, c'_1, \ldots, c'_q]$. $M$ contains in each row PM, FM, and CM values for a particular period. For this matrix, the number of rows $m := \lfloor W/\Delta T \rfloor$ as shown earlier. The number of columns $n$ is the sum $n := r + p + q$.

V. Root Cause Analysis

An RCA algorithm in RAN has to answer two questions: 1) Which configuration change, fault, or RAN procedure failure caused a degradation in a given KPI? 2) How certain can we be about the answer compared to that of a subject-matter expert?

Unsupervised learning: to answer the first question, we construct a two-dimensional dataset comprising the degraded KPI and another column from the design matrix $M$ and apply the DBSCAN algorithm on this dataset as an anomaly detection function $f: \mathbb{R} \rightarrow \{0, 1\}$. This converts the design matrix $M$ to a binary matrix $M_b := [m_{b1}, \ldots, m_{bn}], m_{b1} \in \{0, 1\}^n, m_{b2} \in \{1, 2, \ldots, n\}$, where each element is zero if not anomalous in its respective column and equal to one if anomalous. Let the $v$-th column in $M$ be the column of the degraded KPI, where $m_{bv}$ is set whether the KPI is above or below an absolute threshold. The hyperparameters of DBSCAN are optimized through grid search cross validation.

Correlation: The next step in the approach is to study the correlation between $m_{bv}$ and all other columns. We apply a modified Pearson’s Phi correlation coefficient $\phi(\cdot, \cdot)$ pairwise (where it is set to zero for the $v$-th column since a KPI degradation cannot be its own root cause) and rank the columns based on their correlation absolute value where it is defined. This circumvents the problem of high data (i.e., data where higher values are considered good such as throughput) and low data (i.e., data where lower values are considered good such as the drop rate). The pair-wise correlation enables us to construct a column vector of correlations $r_v \in \mathbb{R}^n$.

Causality: given that a correlation does not imply causality, a causality filter $u \in \{0, 1\}^n$ is applied to the output, the entries of which map to the same order of the counters and KPIs in $r_v$. This reduces the number of elements based on whether a highly correlated column in the data is known by a subject-matter expert to also be a cause. The subject-matter expert builds this vector only once for every KPI. The element-wise product of the two vectors $g := u \odot r_v$ finally enables writing the RCA as:

$$i^* := \arg \max_{i \in [1, n]} |g_i|.$$  

We use the value of this $i^*$-th element in $r_v$ as a measure of certainty that the $i$-th column in $M$ is the root cause of the degradation of the $v$-th column, which is the answer of the second question. This could be a CM, FM, or PM data column, as explained in this section. We show the major steps of our proposed RCA algorithm in Algorithm 1.

Hyperparameter tuning: the hyperparameters are $\epsilon$ and minPts. These hyperparameters are tuned using grid search to maximize $|\phi(\cdot, \cdot)|$, as discussed in Section III and Section VII.

Run-time complexity: the run-time complexity of the proposed RCA using DBSCAN is in $O(n)$, which we validate in Section VII. For a fixed $n$, it becomes $O(1)$.

VI. Relationship Discovery

Relationship discovery learns a tabular estimation that describes a monotonic relationship of one PM data feature (i.e., the independent variable) to another (i.e., the target variable) in the presence of heteroscedasticity and often incomplete or missing data in either one of the two data features.

The idea of generating such relationships from data is not new. In essence, it converts a parametric equation of two quantities into a standard form through simultaneously solving both quantities for the parameter variable. In RAN performance data, the parameter variable is time (e.g., during the time window $W$ as we showed in Section IV).

The reason we revisit this idea in PM data for RAN is threefold: 1) simultaneously solving for two equations requires the existence of such equations, which is not the case in PM data in RAN, where only counters and KPIs are collected and tabulated, 2) known closed-form solutions, if exist, may be derived for ideal cases or scenarios that do not hold in...
a practical network, and 3) not all the values belonging to the domain of the function to be learned are always present in the PM data during the time window of interest $W$ (i.e., discontinuity). We show how our proposed technique behaves under these three challenges.

**Closed-form solutions:** consider two PM data counters or KPIs such as the uplink spectral efficiency (SE) and the uplink signal-to-interference-plus-noise ratio (SINR) as measured on the uplink channel. If we assume perfectly known channel state information (CSI) at the UE, then due to Shannon:

$$\text{SE} = \log_2(1 + \text{SINR}),$$

which is a closed-form and a theoretical upper limit for the SE. For the downlink the channel quality indicator (CQI) can be used as an integer proxy for the downlink SINR. However, in practical networks with interference, link adaptation, and imperfect knowledge of the CSI during a given time window $W$, where a relationship curve is desired, this known closed-form formula becomes less applicable. In fact, there are other RAN performance relationships that may not have a known closed-form such as the downlink traffic volume vs. the number of active users.

**Unsupervised learning:** we propose the use of one-dimensional $k$-means clustering with the cluster centroids that are equi-distant and span the range of the independent variable. We then aggregate the values of the dependent variable of the samples belonging to each cluster of the $k$ clusters.

To explain this, let us use $p_X$ and $p_Y$ as the independent and target variables respectively. These can be any of the column vectors from the PM data $P$ as motivated in Section [V]. Then for a cluster size $k > 0$, we initialize the clusters centroids $k := \{\min(p_X), \ldots, \max(p_X)\}, k \in \mathbb{R}^k$. Since $k$-means is effectively a function that accepts $p_X$ and returns the label of the cluster that the data point belongs to, we write $p_X(k) := \text{kmeans}(p_X; k)$.

**Aggregation:** given the labels $p_X(k)$, we can aggregate all the data points from $p_Y$ that belong to a given label $j$, effectively partitioning the $p_X$-$p_Y$ space:

$$[y]_j := \begin{cases} \text{aggregate}(p_Y | p_X = j), & \#(p_X = j) > \gamma \\ \text{NaN} & \text{otherwise} \end{cases}$$

where $j \in [0, k-1]$, $k \leq m$, and $\gamma > 0$ is a threshold of significant sample size. This aggregation step (e.g., average or max) in constructing $y \in \mathbb{R}^k$ helps reduce the impact of heteroscedasticity on the data. For clusters with inadequate or no samples (i.e., NaN or missing data), an imputation technique in $y$ (e.g., replacing with last value) can work. $k$-means converts the labels to their respective centroids $x = \text{centroid}(p_X^{(k)}; k)$, which enables constructing a lookup tabular structure $D := [x, y]$ as a data-driven function. The final step is to pass $y$ through a smoothing function $\gamma \to \tilde{y}$ the choice of which can be left to the subject-matter expert to enhance the function for visual presentation. We show the major steps of our proposed technique in Algorithm [2].

**Hyperparameter tuning:** there are three hyperparameters here: 1) the number of clusters $k$, 2) $\text{aggregate}(\cdot)$, and 3) the threshold $\gamma$. We fix the random generator seed to 0.

While our proposed technique attributes the target variable as a function of an independent variable, it is not considered a supervised learning regression. Here is why: 1) regression uses the true value of the target variable to minimize a cost function (i.e., typically the difference between the true and predicted values of the target variable), a function which cannot be defined since we only have predicted values and 2) the variance of the difference between the true and predicted target variable must be constant across observations in regression (i.e., homoscedasticity), while we account for heteroscedasticity through aggregation, as we stated earlier.

**Run-time complexity:** the run-time of the relationship discovery for a fixed $k$ is $O(n)$. We validate this claim in Section [VII].

### VII. SIMULATION

#### A. Setup

We show the simulation parameters in Table 1. Using a mobile operator dataset comprising PM, FM, and CM data, we construct a design matrix $M$ as in Section [V] and per BS with an hourly periodicity (i.e., $\Delta T = 1$ row per hour). This matrix has $n = 266$ columns of counters, KPIs, alarms, and parameter changes. The KPI we study ($m_{_{\text{tm}_{_{v}}}}$) is the bearer drop rate. An example of counter building this KPI ($m_{_{\text{tm}_{_{v}}}}$) is the number of releases due to connection loss with UE.

For the proposed automated RCA method, we use a time window $W$ of 5 working days. Therefore, we have $W/\Delta T = 5 \times 24/1 = 120$ rows of data per BS. We set minPts to 5 and search over $\epsilon$ as shown in Table II to maximize $|\phi(\cdot, \cdot)|$ and simulate two scenarios: Scenario A uses only the hour of busiest traffic per working day (the busy hour) and therefore has only 5 rows per BS. Scenario B uses all hours per day.

For the proposed relationship discovery method, we also use hourly data to generate relationship plots but for one BS and a period of one month. This is necessary to capture some seasonality and unusual traffic patterns in the data (and hence heteroscedasticity). We set the number of clusters $k = 30$ and show scatter plots based on reported PM. Similarly, we simulate two scenarios: Scenario A has a known closed-form solution and Scenario B is not known to have a closed-form solution. As a benchmark for both scenarios, we use a regression model with adequate complexity: a fully connected dense neural network (DNF) regressor the depth of which is 10 and the width of which is 24 with the adaptive moments variant of stochastic gradient descent to optimize the mean squared error loss function. We use rectified linear activation.

| Algorithm | Parameter | Setting |
|-----------|-----------|---------|
| RCA       | Normalized window size $W/\Delta T$ | \{5, 120\} |
|           | DBSCAN $\epsilon$ | \{0.1, 0.3, 0.5\} |
| Relationship | aggregate($\cdot$) | \{max, average\} |
| Discovery | Threshold $\gamma$ | \{100, 200\} |

| TABLE I | SIMULATION SETTINGS |
|---------|----------------------|
|         | Algorithm Parameter | Setting |
| RCA     | Normalized window size $W/\Delta T$ | \{5, 120\} |
|         | DBSCAN $\epsilon$ | \{0.1, 0.3, 0.5\} |
| Relationship | aggregate($\cdot$) | \{max, average\} |
| Discovery | Threshold $\gamma$ | \{100, 200\} |

| TABLE II | RCA PERFORMANCE |
|----------|------------------|
|          | Scenario A | Scenario B |
| $W/\Delta T$ | Accuracy | $W/\Delta T$ | Accuracy |
| 5         | 0.8913     | 120          | 0.9932     |
functions in the hidden layers. We train the model using the entire data to capture all variance in the data and then plot.

B. Performance Measures

Measuring the performance of the two proposed approaches is challenging due to their unsupervised nature. However, using the expert’s input $i^*_\text{true}$ and the output $i^*$ from (1), we define an accuracy measure for RCA as:

$$\text{Accuracy} := \frac{1}{m} \sum_{i=1}^{m} \mathbb{1}[i^* = i^*_\text{true}]. \quad (4)$$

For relationship discovery, a similar measure does not exist; however, a check that plots do not violate known upper bounds or subject matter expertise understanding can be used, especially in the presence of the DNN plotted regression.

C. Discussion

We start the discussion with the RCA algorithm. The results in Table [I] shows the accuracy of RCA as computed using (4). The accuracy is low in Scenario A since the number of data points 5 is too small to construct density regions and correctly detect anomalies. However, this accuracy increases in Scenario B as the number of data points increases making the formation of such regions more likely. We show detected anomalies in our studied KPI at 1% and one counter in Fig. [3].

Fig. [4a] shows that RCA runs in $O(n)$. However, with a fixed size $M$ per BS for every time window, it becomes $O(1)$.

Next, for the relationship discovery algorithm in Fig. [5], we observe that the known theoretical upper bound relating the SINR with the SE is not being violated by the plot generated by the algorithm in Fig. [5]. Further, when the relationship involves a discrete quantity, such as the number of users shown in Fig. [5], we observe the poor performance of the DNN regressor as it underfits the data making our relationship discovery application suitable for such cases.

Relationship discovery runs in near-constant time as shown in Fig. [5]. Contrast this with the DNN the run-time complexity of which is linear in the number of data points (with much steeper slope). The reason for this slight deviation from constant run-time is due to the strict convergence criterion, which intuitively depends on the number of data points.

An insight from this discussion is that this near-constant run-time complexity combined with subject-matter expert validation checkpoints can make unsupervised learning suitable for real-time diagnosis. These checkpoints serve as an opportunity to re-adjust the hyperparameters of models and also a sanity check against unexpected outcomes.

VIII. Conclusion

In this letter, we proposed two simplified applications of unsupervised learning for the use of real-time performance self-diagnosis in next-generation RAN. The algorithms behind these two applications run in near-constant time making them suitable for real-time analysis. As in any unsupervised learning algorithm, the subject-matter expert input is needed to validate outputs. An interesting extension is to connect these applications with means to enable networks to perform autonomous optimization of service-related objectives (e.g., throughput or latency) or radio resource management related objectives (e.g., handovers and resource allocation). This is an idea that can not only enable intelligent self-diagnosis in real-time RIC in 5G, but even in 6G and beyond.
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