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Abstract—A variety of methods have been applied to the architectural configuration and learning or training of artificial deep neural networks (DNN). These methods play a crucial role in the success or failure of the DNN for most problems and applications. Evolutionary Algorithms (EAs) are gaining momentum as a computationally feasible method for the automated optimisation and training of DNNs. Neuroevolution is a term which describes these processes of automated configuration and training of DNNs using EAs. While many works exist in the literature, no comprehensive surveys currently exist focusing exclusively on the strengths and limitations of using neuroevolution approaches in DNNs. Prolonged absence of such surveys can lead to a disjointed and fragmented field preventing DNNs researchers from adopting neuroevolutionary methods in their own research, resulting in lost opportunities for improving performance and wider application within real-world deep learning problems. This paper presents a comprehensive survey, discussion and evaluation of the state-of-the-art works on using EAs for architectural configuration and training of DNNs. Based on this survey, the paper highlights the most pertinent current issues and challenges in neuroevolution and identifies multiple promising future research directions.
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I. INTRODUCTION

Deep learning algorithms [51], [59], [83], a subset of machine learning algorithms, are inspired by deep hierarchical structures of human perception as well as production systems. These algorithms have achieved extraordinary results in different exciting areas including computer vision [17], speech recognition [52], [102], board games [128] and video games [101], to mention a few examples. The design of deep neural networks (DNNs) architectures (along with the optimisation of their hyperparameters) as well as their training plays a crucial part for their success or failure [93].

Architecture search is an area of growing interest as demonstrated by the large number of scientific works published in recent years. Broadly speaking these works can be classified into one of two categories: evolution-based methods [5], [82], sometimes referred as neuroevolution [88], [149], and reinforcement learning (RL) methods [142]. Other methods falling outside these two categories have also been proposed in the specialised literature including Monte Carlo-based simulations [106], random search [11] and random search with weights prediction [14], hill-climbing [33], grid search [150], Bayesian optimisation [12], [68].

RL architecture-search methods started gaining momentum thanks to their impressive results [60], [160], [90], [154], [156], [157], and more recently, EA architecture-search methods started yielding impressive results in the automatic configuration of DNNs architectures [134], [91], [44]. Moreover, it has been reported that neuroevolution requires less computational time compared to RL methods [101], [134], [139].

In their simplest terms a DNN is a feedforward artificial neural network (ANN) with many hidden layers. Each of these layers constitutes a non-linear information processing unit. This simple description encapsulates the incredible capabilities of DNNs. Usually having two or more hidden layers in an ANN qualifies as a DNN. By adding more layers and more units within a layer, a DNN can represent functions of increasing complexity [51].

Evolutionary Algorithms (EAs) [5], [82], also known as Evolutionary Computation systems, are nature-inspired stochastic techniques that mimic basic principles of life. These automatic algorithms have been with us for several decades and are highly popular given that they have proven competitive in the face of challenging problems' features such as discontinuities, multiple local optima, non-linear interactions between variables, among other characteristics [31]. They have also proven to yield competitive results in multiple real-world problems against other Artificial Intelligent methods as well as results achieved by human experts [75], [77].

Finding a well-performing architecture is often a very tedious and error-prone process for Deep Learning researchers. Indeed, Lindauer and Hutter [89] remark that there are over 300 works published in the area of Neural Architecture Search [89]. In this work, we focus our attention exclusively in architecture EAs-based search methods in DNNs as well EAs-based approaches in training DNNs. Particularly, this work considers both landmark EAs, such as Genetic Algorithms [60], Evolution Strategies [13], [118] and Genetic Programming [76] as well as more recent EA variants, such as Differential Evolution [114], NeuroEvolution of Augmenting Topologies [133] and Grammatical Evolution [121]. Furthermore, we consider the main deep learning architectures, as classified by Liu et al. [93], that have been used in neuroevolution, including Autoencoders [24], Convolutional Neural Networks [79], Deep Belief Networks [151], Restricted Boltzmann Machines [93], [105]. Other deep learning architectures considered in this study include Recurrent Neural Networks [67] and Long Short Term Memory [46].

1Evolutionary Programming [39] is another landmark EA, but to the best of our knowledge, there are no neuroevolution works using this paradigm.
Previous literature reviews in the area include those conducted by Floreano et al. [38] and Yao [149], carried out more than one and two decades ago, respectively. More recent works include Stanley et al. [132] and Darwish et al. [23]. The former work explains the influence of modern computational power at scale in allowing the grand ambitions of neuroevolution and deep learning from many years ago to be achieved and fulfilled. The latter work delivers a broader and high-level introduction and overview of swarm intelligence and EAs in the optimisation of the hyperparameters and architecture for neural networks in the data analytics domain. In contrast to these works, our paper provides a new contribution to complement these studies by concentrating on the details of configuration and design of neuroevolution approaches in deep learning. We carefully consider how EAs approaches are applied in deep learning and in particular their specific configuration for this purpose.

The goal of our paper is to provide a timely and comprehensive review in neuroevolution in DNNs. The work is aimed at those researchers and practitioners that are either working in the area or are eager to start working in this exciting growing research area. The configuration and design of artificial deep neural networks is error prone, time consuming and difficult. Our paper will highlight the strengths of EAs as a competitive approach to architecture design. We expect this article will attract the attention of researchers in the DL and EA communities to further investigate effective and efficient approaches to addressing new challenges in neuroevolution in DNNs.

Given the specific nature of this paper, an extensive literature review was undertaken. This involved searches in many online databases using a combination of search strategies in order for this review to be methodologically sound. This literature review aims to outline the state-of-the-art and current practice in the domain of neuroevolution by critically evaluating and integrating the findings of all relevant and high-quality individual studies we have found in this area. To establish the extent of existing research and to conduct an exhaustive search representative of all studies that have been conducted on our topic of interest is a major challenge. As the topic of Neuroevolution in Deep Neural Networks straddles several important areas of research in Computer Science: Neural Networks, Machine Learning, and Evolutionary Algorithms there is a need to search widely in order to capture works which appear in one or more of these research areas. We used searches of Google Scholar, IEEE Xplore, ACM Digital Library, ScienceDirect, arXiv, Springer, Citeseer, the archive of Proceedings of Neural Information Processing Systems, and the archive of Proceedings of International Conference on Machine Learning. We strongly believe our paper outlines our estimation of the state-of-the-art in neuroevolution in DNNs at this point in time.

The rest of the paper is organised as follows. Section II provides some background to DL and EAs. Section III discusses how the architectures of DNNs can be evolved efficiently using EA approaches. This moves onto a discussion in Section IV on the training of DNNs with EAs. Section V sets out some of the major challenges and fertile avenues for future work. Finally, the paper closes with some concluding remarks in Section VI.

II. BACKGROUND

A. Deep Neural Networks

The concept of deep learning originated from the study on artificial neural networks (ANNs). An ANN consists of multiple, simple, connected units denominated neurons, each producing a sequence of real-valued activations and, by carefully adjusting the weights, the ANNs can behave as desired. Depending on the problems and the way the neurons are connected, the process of training an ANN may require “long casual chains of computational stages” [124]. Deep learning emerged as a concept from works such as Hinton et al. [59] and has subsequently become a very active research area [93]. A deep learning algorithm is a class of machine learning algorithms using multiple layers to progressively extract higher level features from the raw data input. The term deep then refers specifically to the number of layers through which the raw data is transformed. In deep learning, each subsequent level attempts to learn in order to transform input data into a progressively more abstract and composite representation. Neuroevolution in DNNs has been applied to the development of a wide range of ANNs including, but not limited to, Convolutional Neural networks, Autoencoders, Deep Belief Networks and Recurrent Neural Networks. In the next sections, we summarise these.

1) Deep Learning Architecture: Convolutional Neural Networks (CNNs): CNNs have shown impressive performance in processing data with a grid-like topology. The deep network consists of a set of layers each containing one or more planes. Each unit in a plane receives input from a neighbourhood in the planes of the previous layer. This idea of connecting units to receptive fields dates back to the 1960s with the perceptron and the animal visual cortex organisation discovered by Hubel and Wiesel [63]. The input, such as an image, is convolved with trainable kernels or filters at all offsets to produce feature maps. These filters include a layer of connection weights.

Usually, four pixels in a feature map form a group and this is passed through a function, such as sigmoid function or hyperbolic tangent function. These pixels produce additional feature maps in a layer. \( n \) planes are normally used in each layer so that \( n \) features can be detected. These layers are called convolutional layers. Once a feature is detected, its exact location is less important and convolutional layers are followed by another layer in charge of performing local averaging and sub-sampling operation. Due to the high dimensionality of the inputs, a CNN classifier may cause overfitting. This problem is addressed by using a pooling process, also called sub-sampling or down-sampling, that reduces the overall size of the signal. Normally, the CNN is trained with the usual backpropagation gradient-descent procedure proposed by Lecun et al. [84].

The learning attractive process of a CNN is determined by three key elements: (i) sparse interaction that reduces the computational processing with kernels that are smaller than the inputs, (ii) parameter sharing that refers to learn one set of parameters instead of learning one set at each location, and finally, (iii) equivariance representation that means that whenever the input changes, the output changes in the same manner [51]. CNNs were the first successful deep learning
architectures applied to face detection, handwriting recognition, image classification, speech recognition, natural language processing and recommender systems.

The evolution of these CNN architectures has been slow but remarkable. For example, LeNet [84] proposed in the late 1990s and AlexNet [79], proposed a decade later, are very similar with two and five convolutional layers, respectively. Moreover, they also used kernels with large receptive fields in the layer close to the input and smaller filters closer to the output. A major difference is that the latter used rectified linear units as activation function, which became a standard in neuroevolution in designing CNNs. Since 2012, the use of novel and deeper models took off. For example, in 2014, Simonyan and Zisserman [129] won the Imagenet challenge with their proposed 19-layer model known as VGG19. Other networks have been proposed that not only are deeper but use more complex building blocks. For example, in 2015, Szegedy et al. [143] proposed GoogLeNet, also known as Inception, which is a 22-layer network that used inception blocks. In 2015, the ResNet architecture, consisting of the so-called ResNet blocks, proposed by He et al. [58] won the ImageNet challenge. Moreover, multiple CNNs variants have been proposed such as combining convolutions with an autoencoder [65], using RBMs in a CNN [29], to mention a few examples. A description of the variants of this network can be found in [93].

2) Deep Learning Architecture: Autoencoders (AEs): Autoencoders are simple learning circuits which are designed to transform inputs into outputs with the minimum amount of distortion. An autoencoder consists of a combination of an encoder function and a decoder function. The encoder function converts the input data into a different representation and then the decode function converts the new representation back to the original form. AEs attempt to preserve as much information as possible and they provide range-bounded outputs which make them suitable for data pre-processing and iterative architectures such as DNNs [80]. Despite this work appearing in 2020, the authors suggest that there is “still relatively little work exploring the application (of evolutionary approaches to neural architecture search) to autoencoders. In 2012 Baldi [7] argued that while autoencoders “taken center stage in the deep architecture approach” there was still very little theoretical understanding of autoencoders with deep architectures to date. Choosing an appropriate autoencoder architecture in order to process a specific dataset will mean that the autoencoder is capable of learning the optimal representation of the data [18]. Encoding autoencoders within a chromosome representation means that such an approach could be broad enough to consider most autoencoder variations [18]. As an unsupervised feature learning approach, autoencoders attempt to learn a compact representation of the input data whilst retaining the most important information of the representation. This representation is expected to completely reconstruct the original input. This makes initialisation of the autoencoder critical [61]. Whilst autoencoders can induce very helpful and useful representations of the input data they are only capable of handling a single sample and are not capable of modelling the relationship between pairs of samples in the input data.

3) Deep Learning Architecture: Deep Belief Networks (DBNs): Deep Belief Networks can be implemented in a number of ways including Restricted Boltzmann Machines (see Section II-A4) and Autoencoders (see Section II-A2). DBNs are well suited to the problem of feature extraction and have drawn “tremendous attention recently” [152]. DBNs, like other traditional classifiers, have a very large number of parameters and require a great deal of training time [19]. When Restricted Boltzmann Machines (RBMs) are stacked together they are considered to be a DBN. The fundamental building blocks of a DBN are RBMs consisting of one visible layer and one hidden layer. When DBNs are applied to classification problems the feature vectors from data samples are used to set the values of the states of the visible variables of the lower layer of the DBN. Then the DBN is trained to generate a probability distribution over all possible labels of the input data. They offer a good solution to learn hierarchical feature representations from data.

4) Deep Learning Architecture: Other network types: In this subsection we introduce some of other popular and well-studied network architectures namely: Recurrent Neural Networks (RNNs), Restricted Boltzmann Machines (RBMs), and Long Short Term Memory (LSTM).

RNNs: In the case of CNNs input is a fixed-length vector and eventually produce a fixed-length vector as output. The number of layers in the CNN determine the amount of computational steps required. Recurrent Neural Networks (RNNs) are more flexible and they allow operation across a sequence of vectors. The connections between the units in the network form a directed cycle and this creates an internal state of the network allowing to exhibit dynamic temporal behaviour. This internal hidden state allows the RNN to store a lot of information about the past efficiently. RNNs are well suited to sequential data prediction and this has seen them being applied to areas such as statistical language modelling and time-series prediction. However, the computational power of RNNs make them very difficult to train. The principal reasons for this difficulty are mainly due to the exploding and the vanishing gradient problems [67]. In theory RNNs can make use of information in arbitrarily long sequences but in reality they are limited to considering look-back at only a few steps.

RBMs: A Restricted Boltzmann Machine (RBM) is a network of symmetrically connected neuron like units which are designed to make stochastic decisions about whether to be on or off. They are an energy-based neural network. In a RBM there are no connections between the hidden units and multiple hidden layers. Learning occurs by considering the hidden activities of a single RBM as the data for training a higher-level RBM [122]. There is no communication or connection between layers and this is where the restriction is introduced to a Boltzmann machine. The RBMs are probabilistic models using a layer of hidden binary variables or units to model the distribution of a visible layer of variables. RBMs have been successfully applied to problems involving high dimensional data such as images and text [82]. As outlined by Fischer and Igel [36], RBMs have been the subject of recent research after being proposed as building blocks of multi-layer learning architectures or DBNs. The concept here is that hidden
neurons extract relevant features from the data observations. These features can then serve as input to another RBM. By this so-called stacking of RBMs in this fashion way, a network can learn features from features with the goal of arriving at a high level representation [102].

LSTM: Long-short-term memory (LSTM) networks are a special type of recurrent neural networks capable of learning long-term dependencies. They work incredibly well on a large variety of problems and are currently widely used. LSTMs are specifically designed to avoid the problem of long-term dependencies. The basic unit within the hidden layer of an LSTM network is called a memory block containing one or more memory cells and a pair of adaptive, multiplicative gating units which gate input and output to all cells in the block [40]. In LSTM networks, it was possible to circumvent the problem of the vanishing error gradients in the network training process by method of error back propagation. An LSTM network is usually controlled by recurrent gates called forgetting gates. Errors are propagated back in time through a potentially unlimited number of virtual layers. In this way, learning takes place in LSTM, while preserving the memory of thousands and even millions of time intervals in the past. Network topologies such as LSTM can be developed in accordance with the specifics of the task. Recurrent neural networks (RNNs) with long short-term memory (LSTM) have emerged as an effective and scalable model for several learning problems related to sequential data [53]. Gers and Schmidhuber [47] showed that standard RNNs fail to learn in the presence of time lags exceeding as few as five to ten discrete-time steps between relevant input events and target signals. LSTM are not affected by this problem and are capable of dealing with minimal time lags in excess of 1000 discrete-time steps. In studies such as those by Gers and Schmidhuber [47], LSTM clearly outperforms previous RNNs not only on regular language benchmarks (according to previous research) but also on context-free languages benchmarks.

B. Evolutionary Algorithms

Evolutionary Algorithms (EAs) [5], [23] refer to a set of stochastic optimisation bio-inspired algorithms that use evolutionary principles to build robust adaptive systems. The field has its origins in four landmark evolutionary methods: Genetic Algorithms [60], [49], Evolution Strategies [119], [49], Evolutionary Programming [39], and Genetic Programming [76]. The key element of these algorithms is undoubtedly flexibility allowing the practitioner to use elements from two or more different EAs techniques. This is the reason why the boundaries between these approaches are no longer distinct allowing to have a more holistic EA framework [98] via [37].

EAs work with a population of \(\mu\)-encoded potential solutions to a particular problem. Each potential solution, commonly known as individual, represents a point in the search space, where the optimum solution lies. The population is evolved by means of genetic operators, over a number of generations, to produce better results to the problem. Each member of the population is evaluated using a fitness function to determine how good or bad the potential solution is in the problem at hand. The fitness value assigned to each individual in the population probabilistically determines how successful the individual will be at propagating (part of) its code to further generations. Better performing solutions will be assigned higher values (for maximisation problems) or lower values (for minimisation problems).

The evolutionary process is carried out by using genetic operators. Most EAs include operators that select individuals for reproduction, generate new individuals based on the selected individuals and ultimately determine the composition of the individuals in the population at the following generation. Selection, crossover and mutation are key genetic operators used in most EAs paradigms. The selection operator is in charge of choosing one or more individuals from the population based on their fitness values. Multiple selection operators have been proposed. One of the most popular selection operators is tournament selection for its simplicity. The idea is to select the best individual from a pool, normally of size \(\mu = [2-7]\), from the population. The stochastic crossover, also known as recombination, operator exchanges material normally from two selected individuals. This operator is in charge of exploiting the search space. The stochastic mutation operator makes random changes to the genes of the individual. This operator is in charge of exploring the search space. The mutation operator is important to guarantee diversity in the population as well as recovering genetic material lost during evolution.

The evolutionary process explained before is repeated until a condition is met. Normally, until a maximum number of generations has been executed. The population in the last generation is the result of exploring and exploiting the search space over a number of generations. It contains the best evolved potential solutions to the problem and may also represent the global optimum solution. Alg. [1] shows the general steps of a EA for a deep CNN network design.

1) Evolutionary Algorithm: Genetic Algorithms (GAs): This EA was introduced by Holland [60] in the 1970s and highly popularised by Goldberg [49]. This was due to the fact of achieving extraordinary results as well as reaching multiple research communities including machine learning and neural networks. GAs were frequently described as function optimisers, but now the tendency is to consider GAs as search algorithms able to find near-optimal solutions. Multiple forms of GAs have been proposed in the specialised literature. The bitstring fixed-length representation is one of the most predominant encodings used in GAs. Crossover, as the main genetic operator, and mutation as the secondary operator, reproduce offspring over evolutionary search.

2) Evolutionary Algorithm: Genetic Programming (GP): This EA is a subclass of GAs and was popularised by Koza [76] in the 1990s. GP is a form of automated programming. Individuals are randomly created by using functional and terminal sets, that are required to solve the problem at hand. Even though multiple types of GP have been proposed in the specialised literature, the typical tree-like structure is the predominant form of GP in EAs. Cartesian GP [100] is another form of GP, which has been used in neuroevolution in DNNs [135], [136].
Algorithm 1 A common EA process for network design. Adapted from [148]

1: **Input:** the reference dataset $D$, the number of generations $T$, the number of individuals in each generation $N$, the mutation and crossover probabilities $P_m$ and $P_c$;
2: **Initialisation:** generating a set of randomised individuals $\{M_0, n\}_{n=1}^N$, and computing their recognition accuracies;
3: **for** $t = 1, 2, \ldots, T$ **do**
4:   **Selection:** producing a new generation $\{M'_t, n\}_{n=1}^N$ with a Russian roulette process on $\{M_{t-1}, n\}_{n=1}^N$;
5:   **Crossover:** for each pair $\{M_{t-1, n-1}, M_{t, 2n}\}_{n=1}^{N/2}$, performing crossover with probability $P_c$;
6:   **Mutation:** for each non-crossover individual $\{M_{t, n}\}_{n=1}^N$, performing mutation with probability $P_m$;
7: **Fitness evaluation:** computing the fitness (e.g., recognition accuracy) for each new individual $\{M_t, n\}_{n=1}^N$;
8: **end for**
9: **Output:** a set of individuals in the final generation $\{M_T, n\}_{n=1}^N$ with their fitness values.

3) Evolutionary Algorithm: Evolution Strategies (ES): These EAs were introduced in the 1960s by Rechenberg [119] and Schwefel [125]. ES are generally applied to real-valued representations of optimisation problems. In ES, mutation is the main operator whereas crossover is the secondary, optional, operator. Historically, there were two basic forms of ES, known as the $(\mu, \lambda)$-ES and the $(\mu + \lambda)$-ES. $\mu$ refers to the size of the parent population, whereas $\lambda$ refers to the number of offspring that are produced in the following generation before selection is applied. In the former ES, the offspring replace the parents whereas in the latter form of ES, selection is applied to both offspring and parents to form the population in the following generation. Nowadays, the Covariance Matrix Adaptation-ES, proposed in the 1990s by Hansen [55], [56], [57], is the state of the art ES that adapts the full covariance matrix of a normal search (mutation) distribution.

4) Evolutionary Algorithm: Evolutionary Programming (EP): These EAs were proposed in the 1960s by Fogel, Owens and Walsh [39] and very little differences are observed between ES and EP. The main difference, however, between these two EAs paradigms is the lack of use of crossover in EP whereas this genetic operator is secondary, and rarely used, in ES. Another difference is that in EP, normally $M$ parents produce $M$ offspring, whereas in ES the number of offspring produced by genetic operators is higher than their parents.

5) Evolutionary Algorithm: Others: Multiple evolutionary-based algorithms have been proposed in the specialised literature. Relevant to this work are Differential Evolution (DE), Grammatical Evolution (GE) as well as NeuroEvolution of Augmenting Topologies (NEAT).

DE: Differential Evolution (DE) was proposed by Price and Storn [114] in the 1990s. The popularity of this EA is due to the fact that has proven to be highly efficient in continuous search spaces and it is often reported to be more robust as well as achieving a faster convergence speed compared to other optimisation methods [115]. Unlike traditional EAs, the DE-variants perturb the population members with the scaled differences of randomly selected and distinct population members.

GE: Grammatical Evolution (GE) is a grammar-based EA proposed by Ryan et al. [121] in the 1990s. A genotype-phenotype mapping process is used to generate (genetic) programs by using a binary string to select production rules in a Backus-Naur form grammar definition. GE can be seen as a special form of GP, where one of the main differences is that unlike GP, GE does not perform the evolutionary process on the programs themselves.

NEAT: NeuroEvolution of Augmenting Topologies (NEAT) is a form of EA proposed by Stanley and Miikkulainen [133] in the 2000s. NEAT is a technique for evolving neural networks. Three elements are crucial for NEAT to work: (i) historical marking, that allows solutions to be crossed over, (ii) speciation, that allows for defining niches and (iii) starting from minimal structure, that allows to incrementally find better solutions.

III. EVOLVING DNNs ARCHITECTURES THROUGH EVOLUTIONARY ALGORITHMS

A. The Motivation

In recent years, there has been a surge of interest in methods for neural architecture search. Broadly, they can be categorised in one of two areas: evolutionary algorithms or reinforcement learning. Recently, EAs have stated gaining momentum for designing deep neural networks architectures [34], [38], [74], [91], [99], [116], [117], [133], [148]. The popularity of these algorithms is due to the fact that they are gradient-free, population-based methods that offer a parallelised mechanism to simultaneously explore multiple areas of the search space while at the same time offering a mechanism to escape from local optima. Moreover, the fact that the algorithm is inherently suited to parallelisation means that more potential solutions can be simultaneously computed within acceptable wall-clock time. Steady increase in computing power, including graphics processing units with thousands of cores, will contribute to speed up the computational calculations of population-based EAs.

B. The Critique

Despite the popularity of EAs for designing deep neural network architectures, they have also been criticised in the light of being slow learners as well as being computationally expensive to evaluate [31]. For example, when using a small population-based EA of 20 individuals (potential solutions) and using a training set of 50,000 samples, one generation alone (of hundreds, thousands or millions of generations) will require one million evaluations through the use of a fitness function.
C. Deep Learning Architecture: Convolutional Neural Networks

Agapitos et al. [1] used a tree-based GP system to evolve a hierarchical feature construction as well as a classification system with feedforward processing. Inspired by the work carried out by Bengio et al. [10] where they empirically demonstrated, using DBN, that greedy-unsupervised layer-training strategy helps to optimise deep networks, Agapitos et al. trained a new layer of CNN of image transformation at the time with the goal to learn a stack of gradually better representations. The authors attained good results using the MNIST dataset. Dufourq and Bassett [30] used a GA to evolve CNN architectures. The encoding used by the authors also allowed them to evolve the learning rate denoting the value which is applied during the training optimisation. They used different operations and sizes of filters including one and two-dimension convolution, one and two-dimension max pooling, dropout, among others. They tested their approach in both image classification tasks as well as in sentiment analysis tasks. Chromosomes using two-dimensional convolution were penalised for a text sentiment problem. The authors used a fitness function with two aggregate elements, one denoting the accuracy and the other the complexity of the solution captured by the number of parameters used by a chromosome. The authors reported competitive results compared to state-of-the-art algorithms on the balanced-based and digit-based EMNIST dataset as well as in the Fashion dataset. Desell [28] proposed an algorithm based on NEAT [133] to evolve CNN architectures. Desell carried out some modifications to the NEAT algorithm to evolve CNN architectures through selection, crossover and mutation. Whereas all operators played an important role to produce well-behaved CNNs, it was interesting to see how the use of mutation, involving 7 types of operations, seemed to be crucial to the competitive results reported on the MNIST dataset.

Zoph et al. [157] proposed NASNet search space defined by a predetermined outer structure depicted in Fig. 1 with the ultimate goal of enabling transferability. This structure is composed of convolutional cells, called normal cell (coloured in pink in Fig. 1 (a)) and reduction cell (coloured in grey), repeated many times. The former type of cells returns a feature map of the same dimensions whereas the latter returns a feature map where its height and width is reduced by a factor of two. All cells of the same type are constraint to have the same architecture and it was found beneficial that architectures of normal cells were different to the architectures of reduced cells. The goal of their architecture search process was to discover the architectures of these two types of cells, an example of this is denoted in Fig. 1 (b). In 2019, Real et al. [116] proposed AmoebaNet-A to evolve an image classifier achieving superior accuracy over hand-designed methods for the first time. The authors used a population-based EA with each fixed length member encoding the architecture of CNNs. To do so, they used the NASNet search space [157]. The goal of their EA-based approach was to discover the architectures of the normal cells and the reductions cells as depicted in Fig. 1 (a). Real et al. used a modified version of tournament selection and two types of mutation as two genetic operators in charge of driving evolution. Tournament selection (see Section II to read about how this works) was modified so that the newest genotypes were chosen over older genotypes. The mutation operator involved one of two operations taking place once for each individual: the hidden state mutation and the op mutation. To execute any of these types of mutation, first a random cell is chosen, then a pairwise combination is stochastically selected (see Fig. 1 (c)), and finally, one of these two pairs is picked randomly. This hidden state is replaced with another hidden state with the constraint that no loop is formed. The op mutation differs only in modifying the operation used within the selected hidden state. Fig. 1(d) shows how these two mutation operations work. The authors used the CIFAR-10 dataset to test their proposed AmoebaNet-A and compared it against a reinforcement learning-based method and random search, achieving better accuracy results as well as reducing the computational time required by their algorithm compared to the other two methods. Moreover, the authors used the fittest chromosome found by their algorithm and retrained it using the Imagenet dataset. With this, they also reported encouraging accuracy results compared with other architecture search methods.

In a different constraint setting, Xie et al. [148] proposed Genetic CNN to automatically learn the structures of CNNs with a limited number of layers as well as limited sizes and operations of convolutional filters, to mention a few constraints adopted by them. The authors adopted a GA with binary fixed-length representation to represent parts of evolved network. In their studies, each network is composed by various stages and each of these is composed of nodes that represent convolutional operations. The binary encoding adopted by Xie et al. represents the connection between a number of ordered nodes. This representation allowed the authors to use crossover, along with roulette selection and mutation. They defined a stage as the minimal unit to apply crossover and mutation. This allowed them to maintain the ordered nodes defined in the genotype and produce valid potential solutions only. Even with the restrictions adopted in their work, the authors achieved competitive accuracy results using the CIFAR-10 and MNIST datasets. They also demonstrated how their approach can be generalised by using the learned architecture on the ILSVRC2012 large-scale dataset. This was achieved because their approach was able to produce chain-shaped networks such as AlexNet [79], VGGNet [29], multiple-path networks such as GoogLeNet [143] and highway networks such as Deep ResNet [55], which have been reported to be beneficial when applied to computer vision problems.

Real et al. [117] used an EA to automatically optimise CNN architectures. Individual architectures are encoded as a graph, where the vertices represent rank-3 tensors: two of these represent the spatial coordinates of the image and the third is the number of channels. Activation functions, such as batch-normalisation [64] with rectified linear units (ReLus) or plain linear units, are applied to the vertices. The authors primarily used 11 types of mutations falling into one of three different categories including inserting layers, removing layers as well as using a mutation to modify layers parameters. Although
they also conducted studies using three forms of crossover, Real et al. indicated that none of these improved the results yielded by mutation operators. The authors also indicated that at the beginning of the search, the EA was susceptible to becoming trapped at local optima. To this end, they applied five mutations per reproduction and decreased this to one at a later stage during evolution. Real et al. used back-propagation to optimise the weights of the CNNs. Because training a large model is incredibly slow within their evolutionary setting, the authors partly addressed this by allowing children to inherit their parents’ weights when layers had matching shapes. They also used a high-computational setting (250 computers) to carry out their experiments. In their results, the authors reported competitive average accuracy results over five independent runs in the CIFAR-10 and CIFAR-100 datasets compared to state-of-the-art algorithms including ResNet [58]. It is interesting to see how the authors reported encouraging results using CGP to automatically configure CNN architectures regardless of the sample size used in their work. For example, the CNN architecture produced by CGP for the small dataset scenario is wider compared to the architecture yielded by CGP for the standard scenario.

Suganuma et al. [136] used Cartesian GP [100] (CGP) to automatically design CNN architectures. The genotype encodes information on the type and connections of the nodes. Fig. 2 (a) depicts this idea. These types include ConvBlock, ResBlock, max pooling, average pooling, summation and concatenation. ConvBlock consists of standard convolution processing followed by batch normalisation and ReLU [105] whereas ResBlock is a ConvBlock followed by tensor summation. The CGP encoding scheme represents the program as a directed acyclic graph in a two-dimensional grid of $N_r$ rows by $N_c$ columns. Fig. 2 (b) provides an example of the phenotype, obtained from Fig. 2 (a), in the case of a grid defined by $N_r = 2$ by $N_c = 3$. The corresponding CNN architecture is depicted in Fig. 2 (c). In their experiments, the authors used the CIFAR-10 dataset as well as a portion of this. As evaluating each of the CGP individuals is expensive, they adopted a simple $(1+\lambda)$ ES (see Section II). The authors’ approach achieved competitive results compared with well-known methods including ResNet [58]. It is interesting to see how the authors reported encouraging results using CGP to automatically configure CNN architectures regardless of the sample size used in their work. For example, the CNN architecture produced by CGP for the small dataset scenario is wider compared to the architecture yielded by CGP for the standard scenario.

Assunção et al. [3], [4] proposed DENSER, an hybrid mechanism of GAs and (Dynamic Structured) Grammatical Evolution (GE) [121], to evolve DNNs architectures. The outer layer of their proposed approach is in charge of encoding the macro structure of the DNNs evolved by means of GAs. Dynamic Structured GE is in charge of the inner layer that encodes the parameters of the DNNs in a backaurus form. The authors used the typical genetic operators,
including selection, two forms of crossovers (one-point and bit-mask) and three types of mutations (add, replicate and remove unit) in the outer GA-based layer. Furthermore, they used three types of mutations in the inner GE-based layer. To test their approach, the authors used multiple datasets including CIFAR-10, CIFAR-100, MNIST, Fashion-MNIST, SVHN and Rectangles. Similarly to the works conducted by Miikulainen et al. [99] and Suganuma et al. [136], Assunção et al. performed only 10 epochs to train the DNNs due to the high computational cost associated to this. The authors ran 10 runs and reported competitive results compared to state-of-the-art algorithms including using other automatic CNNs designing methods. It is interesting to note that when the authors computed the average fitness and the average number of hidden layers across the entire population, they noticed that these two trends were opposite. That is, as the fitness increases over time, the number of hidden layers decreases over time. This would suggest that these two metrics are in conflict when optimising CNNs architectures.

Sun et al. [141] proposed the use of a population-based GA, of a fixed-length encoding, to evolve, by means of selection, crossover and mutation, unsupervised DNNs for learning meaningful representations for computer vision tasks. Their approach included two main parts (i) finding the optimal architectures in DNNs, the desirable initialisation of weights as well as activation functions, and (ii) fine-tuning all the parameter values in connection weights from the desirable initialisation. The first was primarily achieved by using an encoding, which was inspired by the work conducted by Zhang et al. [133], who captured all of the elements described in (i). As one gene represents on average 1,000 parameters in this encoding, the exploitation achieved by crossover is reduced.

To overcome this problem, Sun et al. used backpropagation in Part (ii). By hand-crafting the various parts of their approach, the authors demonstrated how the local search adopted in Part (i) was necessary in order to achieve promising results.

Recently, Sun et al. [140] proposed a GA, named Evolving Deep CNNs, to automatically discover CNN architectures and corresponding connection weight values. Inspired by the large computational resources reported in the work by Real et al. [117] who used 250 high-end computers, Sun et al. aimed to tackle the use of this resource intensive setting. They proposed a cost-effective method to evaluate the fitness of the individuals in the population allowing them to execute 30 independent runs, as normally adopted by the EA community, in each of the 9 datasets used in their experiments. Moreover, they also used the normal evolutionary operators from EAs, including selection, mutation and crossover. The latter operator was not used in the studies carried out by Real et al. [117]. This was a limitation in Real’s work because crossover deals with exploiting the search space. In Sun et al.’s approach each variable-length chromosome encodes the convolutional layer, the pooling layer and the full connection layer. Because hundred of thousands connection weights may exist in one convolutional or full connection layer these should not be directly encoded into the chromosome. Thus, Sun et al. used two statistical measures: the standard deviation and the average value of the connection weights. By doing so, they were able to efficiently evaluate each chromosome in the population. They evaluated each individual by using the classification error as well the number of connection weights. To mitigate the computational time required to evaluate the chromosomes along with the normally CNN deep architectures the authors restricted the training to a small number of epochs (≤ 10).
It is in the last epoch where the fitness is computed for each of the chromosomes in the population. Crossover was applied by using unit alignment, which basically groups parts of the same type, cross them over, and finally, use a restoring phase to put the units back in their corresponding positions in the chromosome. The authors reported highly encouraging results with many cases achieving better results compared to state-of-the-art algorithms in the datasets commonly used by the deep learning community.

van Wyk and Bosman [144] described and evaluated their proposed neural architecture search (NAS) method to automate the process of finding an optimal CNN architecture for the task of arbitrary image restoration. Their work demonstrates the potential feasibility for performing NAS under significant memory and computational time constraints. The ImageNet64x64 dataset was chosen for evaluation. The training set was used for gradient-based optimisation of the NNs performance on unseen data. The authors find that the human-based configured architecture was heavily overparameterised while this was not the case with the evolved NN which performed the tasks with a significantly lower number of total parameters. Sun et al. [139] proposed an encoding strategy built on the state-of-the-art blocks namely ResNet and DenseNet. The authors used a variable length GA that allowed them to automatically evolve CNNs architectures of unrestricted depth. Sun et al. used selection, crossover and mutation to evolve candidate solutions. Given the nature of the variable length encoding used in their approach, the authors employed a repair mechanism that allowed them to produce valid CNNs. The authors used the CIFAR-10 and the CIFAR-100 datasets and compared their results against 9 manually designed methods, 4 semi-automatic methods and 5 automatic methods. Interestingly their results outperformed all hand-crafted methods as well as all semi-automatic methods in terms of the classification error rate.

Evolutionary Multi-objective Optimisation [21, 22, 25], explained in Section IV-C, has been hardly used in the automatic configuration of DNNs networks as well as in the optimisation of their hyperparameters. Works on the latter include the recent approach proposed by Kim et al. [71], where the authors used speed and accuracy as two conflicting objectives to be optimised by means of EMO through the use of the Nondominated Sorting Genetic Algorithm II (NSGA-II) [26]. The authors reported interesting results using three classification tasks, including the use of the MNIST, CIFAR-10 and the Drowsy Behaviour Recognition datasets. Inspired by the Kim et al. [71] study, Lu et al. [94] used the same EMO with the same conflicting objectives. It is worth noting that Lu et al. [94] empirically tested multiple computational complexity metrics to measure speed including number of active nodes, number of active connections between nodes and floating-point operations (FLOPs), to mention some. Lu et al. indicated that the latter metric was more accurate and used it as a second conflicting objective for optimisation. Moreover, the authors used an ingenious bitstring encoding in their genetic algorithm which allowed them to use common and robust genetic operators normally adopted in GAs, including homogeneous crossover and bit-flip mutation (at most one change for each mutation operation). The authors tested their EMO approach with the CIFAR-10 and CIFAR-100 datasets achieving competitive results against state-of-the-art algorithms, including reinforcement learning-based approaches and human expert configurations.

Wang et al. [145] explored the ability of differential evolution to automatically evolve the architecture and hyperparameters of deep CNNs. The method called DECNN uses differential evolution where control of the evolution rate is managed by the a differential value. The DECNN evolves variable-length architectures for CNNs. An IP-based encoding strategy is implemented here to use a single IP address to represent one layer of a DNN. This IP address is then pushed into a sequence of interfaces corresponding to the same order as the layers in DNNs. Six of the MNIST datasets are used for benchmark testing and the DECNN performed very competitively with 12 state-of-the-art competitors over the six benchmarks. Martín et al. [97] proposed EvoDeep which is an EA designed to find the best architecture and optimise the necessary parameters to train a DNN. It uses a Finite-State Machine model in order to determine the possible transitions between different kind of layers, allowing EvoDeep to generate valid sequences of layers, where the output of one layer fits the input requirements of the next layer. It is tested on the benchmark MNIST datasets. The authors report that the high computational resources required to train the DNN means that future work is needed to make the whole process more computationally efficient.

D. Deep Learning Architecture: AutoEncoders

Suganuma et al. [135] used Cartesian Genetic Programming [100], adopting an ES (1+λ) technique, and using selection and mutation operators only, to optimise DNS architectures for image restoration. To this end, the authors used convolutional autoencoders (CAEs) built upon convolutional layers and skip connections. By optimising the network in a confined search space of symmetric CAEs, the authors achieved competitive results against other methods without the need of using adversarial training and sophisticated loss functions, normally employed for image restoration tasks.

So et al. [130] evolved a transformer network to be used in sequence-to-sequence language tasks. The encoding search space adopted by the authors was inspired by the NASNet search space proposed by Zoph et al. [157], see Fig. 1 (a). This was modified to express characteristics found in state-of-the-art feed-forward seq2seq networks such as the transformer network used in their work. The minimally tuned search space helped them to seed the initial population using a known transformer model. Because computing the fitness of the population, through the use of the negative log perplexity of the validation set, is time consuming, So et al. proposed Progressive Dynamic Hurdles. In essence, the latter allowed promising solutions to be trained using larger training datasets compared to poor potential solutions. The proposed mechanism, using selection and mutation operators only, yielded better results compared to transformer models in the language tasks used in their studies. Hajewski et al. [54] describe an efficient and scalable EA for neural network architecture
search with application to the evolution of deep encoders. Lander and Shang [80] introduce EvoAE an evolutionary algorithm for training autoencoders for DNNs. This proposed methodology is aimed at improving the training time of autoencoders for constructing DNNs. The EvoAE approach searches in the network weight and network structure space of the autoencoders simultaneously allowing for dual optimality searching. Large datasets are decomposed into smaller batches to improve performance. The good performance on large datasets distributed in cloud-based systems could be a major advantage of this approach as a population of high quality autoencoders can be created efficiently.

Luo et al. [95] propose a novel semi-supervised autoencoder called a discriminant autoencoder for application in fault diagnosis. Here, the proposed discriminant autoencoder has a different training process and loss function from traditional autoencoders. In the case of the discriminant autoencoder it is capable of extracting better representations from the raw data provided. A completely different loss function is used and the representations extracted by the discriminant autoencoder can generate bigger differences between the sample classes. The discriminant autoencoder makes full use of labels and feature variables to obtain the optimal representations, based on which the centers of the groups of samples that can be separated as much as possible. Ashfahani et al. [2] propose DEVDAN as a deep evolving denoising autoencoder for application in data stream analytics. DEVDAN demonstrates a proposal of a denoising autoencoder which is a variant of the traditional autoencoder but focused on retrieving the original input information from a noise perturbation. DEVDAN features an open structure where it is capable of initiating its own structure from the beginning without the presence of a pre-configured network structure. DEVDAN can find competitive network architecture compared with state-of-the-art methods on the classification task using ten prominent datasets (including MNIST).

E. Deep Learning Architecture: Deep Belief Networks

In the work by Chen et al. [19] the authors use DBNs to automatically extract features from images. They propose the EFACV (Evolutionary Function Array Classifier Voter) which classifies features from images extracted by a DBN (composed of stacked RBMs). An evolutionary strategy is used to train the EFACV and it is mainly used for binary classification problems. For multi-class classification problems it is necessary to have multiple EFACV. The EFACV shows fast computational speed and a reduction in overall training time. Experiments are performed on the MNIST dataset. Liu et al. [92] describe structure learning for DNNs based on multiobjective optimisation. They propose a multiobjective optimisation evolutionary algorithm (MOEA). The DBN and its learning procedure use an RBM to retain the DN layer by layer. It is necessary to remove unimportant or unnecessary connections in DNN and move toward discovering optimal DNN connection structure which is as sparse as possible without lost of representation. Experiments based on the MNIST and CIFAR-10 datasets with different training samples indicate that the MOEA approach is effective.

Zhang et al. [151] use DBNs for a prognostic health management system in aircraft and aerospace design. DBNs offer a promising solution as they can learn powerful hierarchical feature representations from the data provided. The authors propose MODBNE (multiobjective deep belief networks ensemble) which is a powerful multiobjective evolutionary algorithm named MOEA based on decomposition. This is integrated into the training of DBNs to evolve multiple DBNs simultaneously with accuracy and diversity as two conflicting objectives in the problem. The DBN is composed of stacked RBMs which are trained in an unsupervised manner. MODBNE is evaluated and compared against a prominent diagnostics benchmarking problem with the NASA turbofan engine degradation problem. In the proposed approach the structural parameters of the DBN are strongly dependent on the complexity of the problem and the number of training samples available. The approach worked outstandingly well in compassion to other existing approaches. GPU-based implementations will be tested in the future for MODBNE to investigate the acceleration of computational processing speed. Zhang et al. [152] consider the problem of cost-sensitive learning methods. The idea of cost-sensitive learning is to assign misclassification costs for each class appropriately. While the authors report that there are very few studies on cost-sensitive DBNs these networks have drawn a lot of attention by researchers recently. Imbalances in the classes in input data is a problem. If there is a disproportionate number of class instances this can affect the quality of the applied learning algorithms. Zhang et al. argue that DBNs are very well placed to handled these type of imbalanced data problems. The ECS-DBN (Evolutionary Cost-Sensitive Deep Belief Network) is proposed to deal with such problems by assigning differential misclassification costs to the data classes. The ECS-DBN is evaluated on 58 popular Knowledge Extraction-based on Evolutionary Learning (KEEL) benchmark datasets.

F. Other networks: LSTM, RRN, RBM

Shinozaki and Watanabe [127] proposes an optimisation strategy for DNN structure and parameters using an EA and a GA. The DNN structure is parameterised by a directed acyclic graph. Experiments are carried out on phoneme recognition and spoken digit detection. All of the experiments were conducted upon a massively parallel computing platform where the experiments were ran using 62 general-purpose computing on graphics processing units (GPGPUs). RBMs are used in the training phase. Ororbia et al. [108] develop an evolutionary algorithm called EXAMM (Evolucionary eXploration of Augmenting Models) which is designed to devolve recurrent neural networks (RNNs) using a selection of memory structures. RNNs are particularly well suited to the task of performing prediction of large-scale real-world time series data. EXAMM was design to select from a large number of memory cell structures and this allowed the evolutionary approach to yield the best performing RNN architecture.

In Peng et al. [110] the authors propose the LSTM (long short-term memory) neural network which is capable of analysing time series over long time spans in order to make
predictions and effectively tackle the vanishing gradient problem. Their study uses differential evolution (DE) to identify the hyperparameters of the LSTM. DE approaches have been shown to outperform other approaches such as particle swarm optimisation and GAs. The authors claim that this is the first time that DE has been used to choose hyperparameters for LSTM for forecasting applications. As forecasting involves complex continuous nonlinear functions, the DE approach is well suited to these types of problems. Goncalvez et al. [50] introduce a neuroevolution algorithm called the Semantic Learning Machine (SLM) which has been shown to outperform other similar methods in a wide range of supervised learning problems. SLM is described as a geometric semantic hill climber approach for NNs following a $1 + \lambda$ strategy. In the search for the best NN architecture configuration this allows the SLM to concentrate on the current best NN without drawing any penalties for this. The crucial aspect of the SLM approach is the genetic semantic mutation which takes a parent NN and generates a child NN.
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G. Final Comments

The use of evolution-based method in designing deep neural networks is already a reality as discussed in this section. Different EAs methods with different representations have been used, ranging from landmark evolutionary methods including Genetic Algorithms, Genetic Programming and Evolution Strategies up to using hybrids combining, for example, the use of Genetic Algorithms and Grammatical Evolution. In a short period of time, we have observed both ingenious representations and interesting approaches achieving extraordinary results against human-based design networks [116] as well as state-of-the-art approaches, in some case employing hundred of computers [117] to using just a few GPUs [140]. We have also learnt that most of the neuroevolution studies has focused their attention in designing deep CNNs. Other networks have also been considered including AE, RBM, RNN, LSTM and DBM, although there are just a few neuroevolution works considering the use of these types of networks.

Table I contains extracted information from almost 30 selected papers in neuroevolution. We selected these papers in our own ad-hoc way in order to find a selection of papers which succinctly demonstrated the use of neuroevolution in deep neural networks. The table is order in alphabetically order of the lead-author surname and summarises: the EA representation used, the representation of individuals, which genetic operators are used, and the EA parameters. The table also outlines the computational resources used in the corresponding study by attempting to outline the number of GPUs used. A calculation of the GPU days per run is approximated in the same way as Sun et al. [139]. The table states which benchmark datasets are used in the experimental analysis. Finally, the table indicates if the neural network architecture has been evolved automatically or by using a semi-automated approach whilst also indicating the target DNN architecture. Every selected paper does not report the same information which some papers omitting details about the computation resources used and others omitting information about the number of runs performed. One of the very interesting outputs from this table is that there are numerous differences between the approaches used by all of the papers listed in the table. We see crossover being omitted from several studies mostly due to encoding adopted by various researchers. Population size and selection strategies for the EAs change between studies. While MNIST and CIFAR are clearly the most popular benchmark datasets we can see many examples of studies using benchmark datasets from specific application domains.

IV. TRAINING DEEP NEURAL NETWORKS THROUGH EVOLUTIONARY ALGORITHMS

A. Motivation

Backpropagation has been one of the most successful and dominant methods used in the training of ANNs over the past number of decades [120]. This simple, effective and elegant method applies Stochastic Gradient Descent (SGD) to the weights of the ANN where the goal is to keep the overall error as low as possible. However, as remarked by Morse and Stanley [104] the widely held belief, up to around 2006, was that backpropagation would suffer loss of its gradient within DNNs. This turned out to be a false assumption and it has subsequently been proved that backpropagation and SGD are effective at optimising DNNs even when there are millions of connections. Both backpropagation and SGD benefit from the availability of sufficient training data and the availability of computational power. In a problem space with so many dimensions the success of using SGD in DNNs is still surprising. Practically speaking, SGD should be highly susceptible to local optima [104]. EAs perform very well in the presence of saddle points as was discussed in Section I.

B. The critique

As there are no guarantees of convergence the solutions computed using EAs are usually classified as near optimal. Population-based EAs are in effect an approximation of the gradient as this is estimated from the individuals in a population and their corresponding objectives. On the other hand, SGD computes the exact gradient. As a result some researchers may consider EAs unsuitable for DL tasks for this reason. However, it has been demonstrated that the exact approximation obtained by SGD is not absolutely critical in the overall success of DNNs using this approach. Lillicrap et al. [88] demonstrated that breaking the precision of the gradient calculation has no negative or detrimental effect on learning. Indeed, Morse and Stanley [104] speculated that the reason for the lack of research focus on using evolutionary computation in DNNs was not entirely related to concerns around the gradient. It more than likely resulted from the belief that new approaches to DNN could emerge from outside of SGD.

C. Deep Learning Architecture: Convolutional Neural Networks

Such et al. [134] proposed a gradient-free method to evolve the weights of convolutional DNNs by using a simple GA, with a population of chromosomes of fixed length. The proposed mechanism successfully evolved networks with over four million free parameters. Some key elements in the study conducted by Such et al. to successfully evolve these large neural networks include (i) the use of the selection and mutation genetic operators only (excluding the use of the crossover operator), (ii) the use of a novel method to store large parameter vectors compactly by representing each of these as an initialisation seed plus the list of the random seeds that produces the series of mutations that produced each parameter vector, (iii) the use of a state-of-the-art computational setting, including one modern computer with 4 GPUs and 48 CPU cores as well as 720 CPU cores across dozens of computers. Instead of using a reward-based optimisation techniques by means of a fitness function, Such et al. used novelty search [85] that rewards new behaviours of individuals. The authors used reinforcement learning benchmark problems including atari 2600 [9], [101], hard maze [87] and humanoid locomotion [15]. They demonstrated how their proposed approach is competitive with state-of-the-art algorithms in these
problems including DQN\cite{101}, policy-gradient methods\cite{126} and ES \cite{123}.

Pawelczyk et al. \cite{109} focused their attention in encoding CNNs with random weights using a GA, with the main goal to let the EA to learn the number of gradient learning iterations necessary to achieve a high accuracy error using the MNIST dataset. It was interesting to observe that their EA-based approach reported the best results with around 450 gradient learnt iterations compared to 400 constant iterations which yielded the best overall results.

D. Deep Learning Architecture: Autoencoders

David and Greental \cite{24} used a GA of fixed length to evolve the weight values of an autoencoder DNN. Each chromosome was evaluated by using the root mean squared error for the training samples. In their experiments, the authors used only 10 individuals with a 50% elitism-policy. The weights of these individuals were updated using backpropagation and the other half of the population were randomly generated in each generation. They tested their approach with the well-known CIFAR-10 dataset. They compared their approach vs. the traditional autoencoder using SVM, reporting a better classification error when using their proposed GA-assisted method for the autoencoder DNN (1.44% vs. 1.85%). In their studies, the authors indicated that the reason why their method produced better results was because gradient descent methods such as backpropagation are highly susceptible to being trapped at local optima and their GA method helped to prevent this.

Fernando et al. \cite{35} introduced a differentiable version of the Compositional Pattern Producing Network (CPPN) called the Differentiable Pattern Producing Network (DPPN). The DPPN approach attempts to combine the advantages and results of gradient-based learning in NN with the optimisation capabilities of evolutionary approaches. The DPPN has demonstrated superior results for the benchmark dataset MNIST. A generic evolutionary algorithm is used in the optimisation algorithm of DPPN. The results indicate that the DPPNs and their associated learning algorithms have the ability to dramatically reduce the number of parameters of larger neural networks. The authors argue that this integration of evolutionary and gradient-based learning allows the optimisation to avoid becoming stuck in local optima points or saddle points.

E. Other Relevant Works

Morse and Stanley \cite{104} proposed an approached called limited evaluation evolutionary algorithm (LEEA), that effectively used a population-based GA of fixed length representation to evolve, by means of crossover and mutation, 1000 weights of a fixed-architecture network. The authors took inspiration from SGD that can compute an error gradient from a single (or small batch of) instance of the training set. Thus, instead of computing the fitness of each individual in the population using the whole training set, the fitness is computed using a small fraction. This results in an EA that computationally similar to SGD. However, using such approach is also one of the weakness in LEAA because it does not generalise to whole training sample. To mitigate this, the authors proposed two approaches: (i) the use of a small batch of instances and (ii) the use of a fitness function that consider both the performance on the current mini-batch and the performance of individuals’ ancestors against their mini-batches. To test their idea, the authors used a function approximation task, a time series prediction task and a house price prediction task and compared the results yield by their approach against SGD and RMSProp. They showed how their LEAA approach was competitive against the other approaches. Even when the authors do not use DNNs, but a small artificial NN, it is interesting to note how this can be used in a DNN setting.

Khadka and Tumer \cite{70} remark that Deep Reinforcement Learning methods are “notoriously sensitive to the choice of their hyperparameters and often have brittle convergence properties”. These methods are also challenged by long time horizons where there are sparse rewards. EAs can respond very positively to these challenges where the use of fitness metrics allows EAs to tolerate the sparse reward distribution and endure long time horizons. However, EAs can struggle to perform well when optimisation of a large number of parameters is required. The authors introduce their Evolutionary Reinforcement Learning (ERL) algorithm. The EA is used to evolve diverse experiences to train an RL agent. These agents are then subjected to mutation and crossover operators to create the next generation of agents. From the results outlined in the paper this ERL can be described as a “population-driven guide” that guides or biases exploration towards states with higher and better long-term returns, promoting diversity of explored policies, and introduces redundancies for stability.

Recurrent Neural Networks (RNNs) (see Section II-A3) incorporate memory into an NN by storing information from the past within the hidden states network. In \cite{69}, Kahdka et al. introduce a new memory-augmented network architecture called the Modular Memory Unit (MMU). This MMU disconnects the memory and central computation operations without requiring costly memory management strategies. Neuroevolutionary methods are used to train the MMU architecture. The performance of the MMU approach with both gradient descent and neuroevolution are examined in the paper. The authors find that neuroevolution is more repeatable and generalizable across tasks. The MMU NN is designed to be highly configurable and this characteristic is exploited by the the neuroevolutionary algorithm to evolve the network. Population size is set to 100 with a fraction of elites set at 0.1. In the fully differentiable version of the MMU gradient descent performs better for Sequence Recall tasks than neuroevolution. However, neuroevolution performs significantly better than gradient descent in Sequence Classification tasks.

F. Final Comments

In the early years of neuroevolution, it was thought that evolution-based methods might exceed the capabilities of backpropagation\cite{149}. As ANNs, in general, and as DNNs, in particular, increasingly adopted the use of stochastic gradient descent and backpropagation, the idea of using EAs for training DNNs instead has been almost abandoned by the
DNN research community. EAs are a “genuinely different paradigm for specifying a search problem” \[104\] and provide exciting opportunities for learning in DNNs. When comparing neuroevolutionary approaches to other approaches such as gradient descent, authors such as Khadka et al. \[69\] urge caution. A generation in neuroevolution is not readily comparable to a gradient descent epoch.

Despite the fact that it has been argued that EAs can compete with gradient-based search in small problems as well as using neural networks with a non-differentiable activation function \[96\], the encouraging results achieved in the 1990s \[48\], \[103\], \[113\] have inspired recently some researchers to carry out research in training DNNs including the works conducted by David and Greental \[24\] and Fernando et al. \[35\] both works using deep AE as well as the works carried out by Pawelczyk et al. \[109\] and Such et al. \[134\], both studies using deep CNNs.

Table II is structured in a similar way to Table I. As with Table I we selected these papers in our own ad-hoc way in order to find a selection of papers which succinctly demonstrated the use of EAs in the training of DNNs. As before we see mutation and selection used by all of the selected works with crossover omitted in certain situations. We see greater diversity in the types of benchmark datasets used with a greater focus on domain-specific datasets and problems.

V. FUTURE WORK ON NEUROEVOLUTION IN DEEP NEURAL NETWORKS

A. Surrogate-assisted EAs in DNNs

EAs have successfully been used in automatically designing artificial DNNs, as described throughout the paper, and multiple state-of-the-art algorithms have been proposed in recent years including genetic CNN \[148\], large-scale evolution \[117\], evolving deep CNN \[140\], hierarchical evolution \[91\], to mention but a few successful examples. Despite their success in automatically configuring DNNs architectures, a common limitation in all these methods is the training time needed, ranging from days to weeks in order to achieve competitive results. Surrogate-assisted, or meta-model based, evolutionary computation uses efficient models, also known as meta-models or surrogates, for estimating the fitness values in evolutionary algorithms \[66\]. Hence, a well-posed surrogate-assisted EC considerably speeds up the evolutionary search by reducing the number of fitness evaluations while at the same time correctly estimating the fitness values of some potential solutions.

The adoption of this surrogate-assisted EA is limited in the research discussed in this paper and is dealt with in a few limited exceptions. For example, in a recent work, Sun et al. \[137\] demonstrated how meta-models, using ensemble members, can be successfully used to correctly estimate the accuracy of CNNs. They were able to considerably reduce the training time, e.g., from 33 GPU days to 10 GPU days, while still achieving competitive accuracy results compared to state-of-the-art algorithms. A limitation in Sun et al.’s approach is the unknown number of training runs that is necessary to achieve a good prediction performance.

B. Mutations and the neutral theory

We have seen that numerous studies have used selection and mutation only to drive evolution in automatically finding a suitable DNN architecture (Section III) or to train a DNN (Section IV). Tables I and II present a summary of the genetic operators used by various researchers. Interestingly, a good number of researchers have reported highly encouraging results when using these two genetic operators, including the works conducted by Real et al. \[116\], \[117\] using GAs and hundreds of GPUs as well as the work carried out by Suganuma et al. \[136\] employing Cartesian Genetic Programming and using a few GPUs.

Kimura’s neutral theory of molecular evolution \[72\], \[73\] states that the majority of evolutionary changes at molecular level are the result of random fixation of selectively neutral mutations. A mutation from one gene to another is neutral if it does not affect the phenotype. Thus, most mutations that take place in natural evolution are neither advantageous...
nor disadvantageous for the survival of individuals. It is then reasonable to extrapolate that, if this is how evolution has managed to produce the amazing complexity and adaptations seen in nature, then neutrality should aid also EAs. However, whether neutrality helps or hinders the search in EAs is ill-posed and cannot be answered in general: one can only answer this question within the context of a specific class of problems, (neutral) representation and set of operators [40, 41, 42, 43, 44, 45, 111, 112]. We are not aware of any works in neuroevolution in DNN on neutrality, but there are some interesting encodings adopted by researchers including Suganuma’s work [136] (see Fig. 2) that allow the measurement of the level of neutrality present in evolutionary search and indicate whether its presence is beneficial or not in certain problems and DNNs. If neutrality is beneficial, taking into consideration specific class of problems, representations and genetic operators, this can also have an immediate positive impact in the training time needed because the evaluation of potential EA candidate solutions will not be necessary.

C. Multi-objective Optimisation

The vast majority of works reviewed in this paper have focused their attention in the direct or indirect optimisation of one objective only. For example, when training a CNN in a computer vision supervised classification task, the classification error is normally adopted as a metric of performance for this type of network. Perhaps, one of the reasons why taking into account one objective has been the norm in the specialised literature is because the optimisation of one objective has been enough to yield extraordinary results (for example in the application domain of route optimisation [8]). Another potential reason could be due to the fact that two or more objectives can be conflicting with each other making the (optimisation) task very difficult to accomplished [21, 22, 25].

Multi-objective optimisation (MO) is concerned with the simultaneous optimisation of more than one objective function. When such functions are in conflict, a set of trade-off solutions among the objectives is sought as no single global optimum exists. The optimal trade-offs are those solutions for which no objective can be further improved without degrading one of the others. This idea is captured in the Pareto dominance relation: a solution \( x \) in the search space is said to Pareto-dominate another solution \( y \) if \( x \) is at least as good as \( y \) on all objectives and strictly better on at least one objective. This is an important aspect in EMO (Evolutionary MO) [21, 22, 25] because it allows solutions to be ranked according to their performance on all objectives with respect to all solutions in the population. EMO is one of the most active research areas in EAs. Yet it is surprising to see that EMO approaches have been scarcely used for the automatic configuration of artificial DNNs architectures or learning in DNNs. Often, the configuration of these artificial DNNs require simultaneously satisfying multiple objectives such as reducing the computational calculation of these on the training dataset while attaining high accuracy. EMO offers an elegant and efficient framework to handle these conflicting objectives. We are aware of only a few works in the area e.g., [71, 92, 94, 151], as summarised in Section [11] [13].

D. Fitness Landscape Analysis of DNNs and Well-posed Genetic Operators

As we have seen throughout the paper, all of the works in neuroevolution in DNNs have used core genetic operators including selection and mutation. Crossover has also been used in most of these works. The use of these operators are summarised in Tables [1] and [11]. The use of crossover, sometimes referred as recombination, can sometimes be difficult to adopt depending on the encoding used and some variants have been proposed such as in the study carried out in [140]. Other studies have adopted standard crossover operators such as those discussed in [71]. There are, however, no works carried out in the area of neuroevolution in DNNs that have focused their attention in explaining why the adoption of a particular genetic operator is well-suited for that particular problem.

The notion of fitness landscape [140] has been with us for several decades. It is a non-mathematical aid that has proven to be very powerful in understanding evolutionary search. Viewing the search space, defined by the set of all potential solutions, as as landscape, a heuristic algorithm such as an EA, can be thought of as navigating through it to find the best solution (essentially the highest peak in the landscape). The height of a point in this search space, represents in an abstract way, the fitness of the solution associated with that point. The landscape is therefore a knowledge interface between the problem and the heuristic-based EA. This can help researchers and practitioners to define well-behaved genetic operators, including mutation and crossover, over the connectivity structure of the landscape.

E. Standardised Scientific Neuroevolution Studies in DNNs

As described in Section [11] multiple DNNs architectures have been proposed in the specialised literature including CNNs, DBNs, RBMs and AEs. Each of these DNNs considers multiple elements such as the activation function, type of learning, to mention a few examples. As indicated previously, EAs are incredible flexible allowing researchers to use elements from two or more different EAs methods. Moreover, multiple variants of each of these elements exists such as having multiple options from where to chose to exploit and explore the search space. Many of the research works reviewed in this paper have compared their results with those yield by neuroevolution-based state-of-the-art algorithms. However, it is unclear why some techniques are better than others. Is it because of the type of operators used? Is it because of the representation adopted in these studies or is it because of the type of learning employed during training? Due to the lack of standardised studies in neuroevolution on DNNs, it is difficult to draw final conclusions that help us to identify what elements are promising in DNNs.

F. Diversifying the use of benchmark problems and DNNs

There is little argument that the availability of new and large datasets combined with ever increasingly powerful computational resources have allowed DNNs to tackle and solve hard problems in domains such as image classification, speech
processing and many others. Image classification is certainly considered as the primary benchmark against which to evaluate DNNs \[155\]. These benchmark datasets (many of which are outlined in Table III) are used as a means of comparing the computational results of experimental setups created by different research groups. We believe that the success of DNNs coupled with the need to tackle complex problems in other domains sees a growing need for DNNs to expand to other domains. In order to assess how successful DNNs are in other domains and with other practical problems robust and comprehensive benchmark datasets will be required. Indeed, we believe that without such benchmarks it may be difficult to make convincing arguments for the success and suitability of DNNs for problems in other domains beyond image classification, machine translation, and problems involving object recognition.

It is critical that benchmark datasets are available freely and as open-data. Stallkamp et al. \[131\] argue that in a niche area such as traffic sign recognition it can be difficult to compare published work because studies are based on different data or consider classification in different ways. The use of proprietary data in some cases, which is not publicly available, makes comparison of results difficult. Authors such as Zhang et al. \[151\] access data from a prognostic benchmarking problem related to NASA and Aero-Propulsion systems. Specific problem domains outside of those of vision, speech recognition and language also have benchmark datasets available but may be less well-known. Zhang et al. \[152\] use datasets from KEEL (Knowledge Extraction based on Evolutionary Learning) but also use a real-world dataset from a manufacturing drilling machine in order to obtain a practical evaluation. Chen and Li \[20\] comment that as we see data getting bigger (so called Big Data) deep learning will continue to play an ever increasingly important role in providing big data predictive analytics solutions, particularly with the availability of increased processing power and the advances in graphics processors. However, while the potential of Big Data is without doubt, new ways of thinking and novel algorithmic approaches will be required to deal with the technical challenges. Algorithms that can learn from massive amounts of data are needed \[20\] and this may make it difficult to define benchmark datasets within the Big Data domain.

## VI. CONCLUSIONS

This paper has provided a comprehensive survey of neuroevolution approaches in Deep Neural Networks (DNNs) and has discussed the most important aspects of application of Evolutionary Algorithms (EAs) in deep learning. The target audience of this paper is a broad spectrum of researchers and practitioners from both the Evolutionary Computation and Deep Learning (DL) communities. The paper highlights where EAs are being used in DL and how DL is benefiting from this. Readers with a background in EAs will find this survey very useful in determining the state-of-the-art in neural architecture search methods in general. Additionally, readers from the DL community will be encouraged to consider the application of EAs approaches in their DNN work. Configuration of DNNs is not a trivial problem. Poorly or incorrectly configured networks can lead to the failure or under-utilisation of DNNs for many problems and applications. Finding well-performing architectures is often a very tedious and error-prone process. EAs have been shown to be a competitive and successful means of automatically creating and configuring such networks. Consequently, neuroevolution has great potential to provide a strong and robust toolkit for the DL community in future. The article has also outlined and discussed important issues and challenges in this area.
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