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ABSTRACT Human falls are considered as an important health problem worldwide. Fall detection systems can alert when a fall occurs reducing the time in which a person obtains medical attention. In this regard, there are different approaches to design fall detection systems, such as wearable sensors, ambient sensors, vision devices, and more recently multimodal approaches. However, these systems depend on the types of devices selected for data acquisition, the location in which these devices are placed, and how fall detection is done. Previously, we have created a multimodal dataset namely UP-Fall Detection and we developed a fall detection system. But the latter cannot be applied on realistic conditions due to a lack of proper selection of minimal sensors. In this work, we propose a methodological analysis to determine the minimal number of sensors required for developing an accurate fall detection system, using the UP-Fall Detection dataset. Specifically, we analyze five wearable sensors and two camera viewpoints separately. After that, we combine them in a feature level to evaluate and select the most suitable single or combined sources of information. From this analysis we found that a wearable sensor at the waist and a lateral viewpoint from a camera exhibits 98.72% of accuracy (intra-subject). At the end, we present a case study on the usage of the analysis results to deploy a minimal-sensor based fall detection system which finally reports 87.56% of accuracy (inter-subject).

INDEX TERMS Ambient assisted living, fall detection, health monitoring system, human activity recognition, machine learning, sensor fusion.

I. INTRODUCTION
Falls are considered as an important health problem worldwide [1]. Fall detection systems can alert when a fall occurs reducing the time in which a person obtains medical attention. Patients, especially elders, often remain laying on the floor worsening the psychological and physical harm caused by the fall. This problem has gained a lot of attention from the research community since the phenomenon of population ageing is occurring around the world [2]. Fall detection systems can help to provide rapid provision of assistance when fall occurs [3].

Fall detection systems have been developed with wearable sensors, ambient sensors and vision devices [5] using one of these three approaches or, recently, a combination of multimodal devices. Each of these modalities have advantages and drawbacks. Wearable sensors are portable, affordable, easy to install, reliable, robust, and can be embedded in commonly used devices as smart phones and smart watches [6]. They keep on tracking the subject’s activities in different places. The main disadvantages are that sensors have to be worn sometimes for a long time and they are obtrusive. Vision devices do not have to be worn (except for motion capture sensors), but they have a limited range of vision. Multi-camera approaches can solve this problem with the drawback of increasing the cost. Cameras have also privacy issues, occlusion, and the quality of data is sensitive to environmental changes [6], [7].

Therefore, fall detection systems vary, first of all, in the types of sensors selected for data acquisition, the location in which the sensors are placed, and how detection is done. There are two main classification approaches for fall detection systems: wearable and wireless. Wearable sensors are more accurate than wireless sensors since they have a higher frequency of data capture, but they are more obtrusive and have a higher cost. Wireless sensors are less accurate but they are more comfortable and less obtrusive than wearable sensors.
A multimodal sensors approach is needed and facilitate ergonomic use specially among elders. In order to simplify the system to decrease the obtrusiveness and facilitate ergonomic use, it is important to deploy a realistic system. In addition, in our system, we first collected an extensive dataset, namely UP-Fall Detection, from 17 subjects performing different falls and activities of daily living (ADLs). Then, we analyzed different combinations of sensors (modalities) to perform a fall detection classifier. We achieved an F-score metric of 70.44% using five inertial measurement units (IMUs), one brainwave sensor and two RGB-cameras. Context sensors did not influence in the detection process. If we implemented an improved analysis on sensor selection and placement is necessary for better understanding the performance of fall detection systems with minimal sources of information.

From early reviews of fall detection systems like Noury et al. [4] to more recent surveys namely Igual et al. [3], researchers point out the need of focusing fall detection systems in real conditions deployment. Most of the works related to fall detection have good performance when developing technology and testing in datasets build in laboratory conditions. Nevertheless, there is little use in daily geriatric practice for this systems due to the high number of false alarms caused by uncontrolled factors of real-world scenarios [3]. For this reason, an extra effort must be made to prove our model in a practical app that could be used in real scenarios.

The contributions of this paper to address all the above mentioned issues are:

- A methodological analysis to determine the minimal number of sensors required and their best placement for developing a robust fall detection system.
- A mobile application deployment that can be used in real scenarios built with the selected minimal sensors.
- A data set and online testing to evaluate the classification performance through the inter-patient paradigm in realistic conditions.

The paper is organized in the following parts. Section II gives an overview of practices in multimodal sensor location for fall detection. Section III describes the UP-Fall Detection dataset employed and the comparative analysis implemented for this study. Section IV presents the experiments and results of the comparative analysis. Then, Section V shows a preliminary case study on the deployment of a fall detection system using the results obtained in this work. Section VI discusses the comparative analysis and the findings of the case study. Finally, we conclude the paper.
II. MULTIMODAL SENSOR LOCATION FOR FALL DETECTION

This section presents a review of the related work focusing on defining the best sensor position for fall detection. This analysis describes approaches using wearable sensors and camera viewpoints for fall detection. There are many works in fall detection, but we only include those that perform an explicit analysis for selecting the best sensor combination and/or placement.

A. LOCATION ANALYSIS OF WEARABLE SENSORS FOR FALL DETECTION

We discuss the related work that aim to determine the best placement for wearable sensors. Table 1 summarizes the following description.

A comparison of wearable sensor placement on the human body for fall detection is discussed in [13]. The author focused on sensor positioning analyzing 31 combinations from locations like in right wrist, right thigh, right ankle, chest, waist and head. Fourteen subjects performed 20 simulated falls and 16 ADLs. From these exhaustive combination experiments, the waist location using a single sensor was found to be suited placement. A similar analysis based on single positions was presented by [16] using the same dataset [13]. In this case, the authors implemented different machine learning classifiers: J48 decision trees (DT), k-nearest neighbors (KNN), random forest (RF), random committee (RC) and support vector machines (SVM). They found waist and thigh positions as the best locations. Using the UMAFall dataset [18], Santoyo et al. [17] presented a systematic assessment evaluating the importance of location of five sensors for fall detection. They compared the performance of combinations of these sensors using SVM, KNN, naïve Bayes (NB) and DT learning models. They concluded that location of wearable sensors is more influential than the type of classifier implemented. The best result was obtained when sensors were placed on chest, waist, or these two locations combined [18].

Aguiar et al. [14] presented a fall detection system based on the accelerometer embedded on a smart-phone located in trousers’ front pocket (side is not determined) and the belt. They compared sensitivity, specificity and accuracy metrics using three algorithms: DT, KNN and NB. Their results showed no significant difference in performance regarding both smart-phone locations. Kau et al. [15] proposed a fall detection system based also on the accelerometer of a smart-phone using a cascade classification architecture. Regarding the location, this work compared the performance of the system in terms of accuracy, detection rate and false alarm rate of four different positions namely left ankle, right ankle, chest and waist. Five subjects performed one type of fall and nine ADL. Although other metrics like sensitivity and specificity were used, the only conclusion regarding the accelerometer position was that chest location obtained the best accuracy for fall detection in their experiments.

As noticed in Table 1, fall detection performance depends on sensor location and selection of machine learning models, but there is not a clear pattern on how to select them properly. In this regard, the selection of sensor placements might depend on the configuration of each fall detection system.

In a related survey, Rucco et al. [20] provided a literature review regarding the sensor technologies for fall risk assessment, fall prevention and fall detection. They present an overview of the type and location of wearable sensors for the monitoring and assessment of falls during static and dynamic tasks. Their analysis shows that the methodologies in general consider two sensors at maximum and accelerometers and gyroscopes are the most commonly used. They found that the trunk is the most used for positioning the sensors for dynamic stability.

B. CAMERA PLACEMENT FOR FALL DETECTION

According to [21], fall detection systems based on a single RGB camera are often viewpoint-dependent. A new dataset is needed when the camera is moved to a different viewpoint and in particular at different height. Therefore, different camera
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**Table 1. Related work comparing performance of wearable sensor placement for fall detection.**

| Ref. | Sensors | Location | Combination | Falls, ADLs | Algorithms | Best performance | Conclusion |
|------|---------|----------|-------------|-------------|------------|-----------------|------------|
| [14] | Accelerometer from smartphone | Trouser pocket, belt | Single | 10 falls, 9 non-fall scenarios | DT, KNN, NB | Sensitivity 97%, specificity 98.6%, accuracy 97.6% | Very similar performance in both locations |
| [15] | Accelerometer from smartphone | Left ankle, right ankle, chest, waist | Single | 1 fall, 7 ADLs | FSM, SVM | Accuracy 98.23% | Best accuracy in chest |
| [13] | 6 MTw Sensors | Head, chest, waist, right wrist, right thigh, right ankle | 31 | 20 falls, 16 ADLs | KNN, J48, DT, SVM, RF, RC | Waist accuracy 99.87%, specificity 99.96%, sensitivity 99.76% | Best performance in waist |
| [16] | 6 MTw Sensors | Head, chest, waist, right wrist, right thigh, right ankle | 31 | 20 falls, 16 ADLs | KNN, J48, DT, SVM, RF, RC | Waist accuracy 99.28%, specificity 99.48% | Best performance in waist and thigh |
| [17] | Smartphone 4 wearable sensors | Thigh pocket, chest, waist, right wrist, right ankle | 31 | 3 falls, 11 ADLs | SVM, KNN, NB, DT | Sensitivity 95%, specificity 95% | Best performance in waist and chest single or combined |
| [18] | Smartphone 4 wearable sensors | Thigh pocket, chest, waist, right wrist, right ankle | 31 | 3 falls, 7 ADLs | 4 threshold algorithms | Sensitivity 60%, specificity 95% | Best performance in wrist/waist combination |

DT: decision trees, KNN: k-nearest neighbors, NB: naïve Bayes, FSM: finite state machine, BDM: Bayesian decision making, LSM: least squares method, DTW: dynamic time warping, ANN: artificial neural networks, SVM: support vector machines, RF: random forest, RC: random committee.
viewpoints in a dataset collection can help identify whether a given algorithm have the viewpoint-independent property. This arises on the necessity of reliable camera-based fall detection systems regardless the position of the subject during a fall.

The research efforts found are more in the sense of achieving the cooperation of multiple cameras to make the system robust and to avoid occlusion [11], [22]. Only a few vision-based approaches for fall detection address, in some way, the issue of camera placement [23]–[25], but none of them show results that could be compared.

A recurrent neural network with long short term memory architecture that models the temporal dynamics of the 2D pose information of a fallen person was developed by Hasan et al. [26] in order to address the environmental problems of visual based approaches. Huang et al. [27] also proposed a novel 2D video-based fall detection pipeline with human pose estimation as the method of feature augmentation. They used OpenPose to extract the coordination of human body keypoints in raw RGB data which are input of a convolutional network for feature extraction. Binary classification is afterwards achieved with high sensitivity and specificity performance.

In [23], the authors discussed that a monocular computer vision system is efficient only if the camera is placed sideways. Occlusion is the most common reason for failure in this kind of system. In order to minimize occlusion with furniture, Nait-Charif et al. [28] set-up ceiling mounted wide-angle cameras. They acquired information tracking a person in two semantic zones for two days, with different light conditions. Mounting the cameras in the ceiling avoided occlusion, but they were not able to capture the vertical motion as when a camera is sideways, which is very useful for fall detection.

A multi-view approach is presented in [24]. In this study, posture classification for fall detection was performed merging the decision provided by independently processing cameras. Through theoretical analysis, the authors determined the minimum number of cameras and their placement for detecting falls. Authors stated that placing two cameras in orthogonal viewing direction to the motion provides a 100% true negative detection rate.

A statistical method for fall detection based on Kinect cameras was proposed in [25]. In this work, authors combined viewpoint-invariance collecting all training data from one viewpoint and all test data were collected from another point of view with the purpose of evaluating the robustness of the system to camera displacements.

Similarly to sensor location, the viewpoint dependence of cameras is highly related to the setup of the fall detection system. Thus, a case-by-case basis analysis for best location and selection of sources of information is required for fall detection.

### III. ANALYSIS FOR SENSOR LOCATION

This section presents the methodology for the analysis of sensor selection and placement in our fall detection system.

First, we present the UP-Fall Detection dataset to understand the configuration setup of our system. Then, we describe the methodology for the analysis on selecting the minimum number of sources of information in our system.

This study was approved and regulated by the Research Committee of the School in Engineering at Universidad Panamericana (Mexico). All the subjects in the study filled out an agreement considering the regulations and data policies pertinent. During the whole procedure, the subjects retained their right to participate voluntarily in the experiments.

#### A. UP-FALL DETECTION SYSTEM CONFIGURATION

In our previous work [11], we developed a multimodal fall detection system. We used multiple sources of information: five IMUs as wearable sensors, one helmet to extract an average brainwave signal, six ambient infrared sensors and two RGB cameras. We placed five Mbientlab MetaSensor wearable sensors that collected raw data from 3-axis accelerometer, 3-axis gyroscope and one ambient light transducer. These sensors were positioned in the body at neck, waist, left wrist, right pocket’s trousers and left ankle, as the most preferred locations based on literature [3], [18], [19]. The helmet was an electroencephalograph (EEG) NeuroSky MindWave helmet that measured the average EEG signals using a sensor located at the forehead. We placed 6 infrared sensors around the scenario as contextual data retrieval, so a person located inside this mesh could be detected. We also placed two Microsoft LifeCam Cinema cameras at 1.82m above the floor, one in lateral view and the other one in front view to the actions performed. The whole system was built in a controlled laboratory room keeping the same positions of ambient sensors and cameras. Also, a mattress was placed at the center of the laboratory for secure purposes during falls.

| Action ID | Type | Description | Time (s) |
|-----------|------|-------------|---------|
| 1         | Fall | Go forward using hands until laying | 10      |
| 2         |      | Go forward using knees until laying | 10      |
| 3         |      | Go backwards until laying | 10      |
| 4         |      | Go side-wards until laying | 10      |
| 5         |      | As sitting to an empty chair until laying | 10      |
| 6         | ADL  | Walking     | 60      |
| 7         |      | Standing    | 60      |
| 8         |      | Sitting     | 60      |
| 9         |      | Picking up an object | 10      |
| 10        |      | Jumping     | 30      |
| 11        |      | Laying      | 60      |
| 20        | Unknown | Otherwise, falling until knees | –     |

We collected a large data set namely UP-Fall Detection [11], using the system described above, and it was publicly released for the community. This data set recorded 17 healthy young adults without impairment performing 5 types of falls and 6 different simple ADLs that were repeated 3 times. Table 2 summarizes the actions (falls and activities) collected in the fall detection system. Specifically,

1. https://sites.google.com/up.edu.mx/har-up/
if a subject remained in knees after falling, then we considered this as a particular case. All types of falls and ADLs were considered independent and non-overlapping. Notice that all actions related to falls are actually a sequence of activities such that every time the subjects start in standing up position, then the subject falls and lastly the subject remains laying on the mattress (or in knees). For more information about this data set, see reference [11].

B. METHODOLOGY FOR SENSOR LOCATION ANALYSIS
Throughout this work, we consider the usage of the five IMU wearable sensors and the two RGB cameras, as shown in Figure 1. Infrared sensors (context) were not taken into account since, in our previous work, we determined that those did not impact to the performance of the fall detection system, significantly [11].

FIGURE 1. Layout of the sensors and camera viewpoints comprising the analysis of the fall detection system in this work.

In this work, we propose to analyze each IMU and camera separately in order to determine the predictability power of the system depending on the single location of IMUs into the body or the viewpoint of the cameras. Then, we propose to explore the predictability power of the system using a multi-sensor feature level basis approach. This sensor fusion considers the combination of features from one IMU sensor with features from one camera viewpoint. At the end, a statistical analysis is proposed to determine the minimal sensor (possibly a suitable combination of features) scheme for our fall detection system. To achieve this analysis, we propose the next workflow: (i) temporal segmentation, (ii) feature extraction and labeling, (iii) sensor modality selection, (iv) building machine learning models and (v) evaluation. The methodology follows in this work is presented in Figure 2. Details are described below.

1) TEMPORAL SEGMENTATION
First, we isolate the raw data from IMU sensors and RGB cameras. We performed a temporal segmentation, i.e. windowing, to the data. This procedure is typically implemented in fall detection systems for temporal abstraction [29]. Then, we selected three different window lengths of 1 second, 2 seconds and 3 seconds size to evaluate the impact of these windows to the overall fall detection system. Segments were obtained through the raw data with 50% of overlapping.

2) FEATURE EXTRACTION AND LABELING
We extracted different temporal and frequential features from windows, but it depended on the sensor type. Within each window frame of IMU sensors, 12 temporal features and 6 frequential features from the fast Fourier transform of the raw signals were extracted, as shown in Table 3.

TABLE 3. Temporal and frequential features extracted from window frames of raw data.

| Type   | Feature               | Reference |
|--------|-----------------------|-----------|
| temporal | mean                  | [29]      |
|         | standard deviation    | [30]      |
|         | root mean square      | [31]      |
|         | maximal amplitude     | [32]      |
|         | minimal amplitude     | [32]      |
|         | median                | [33]      |
|         | number of zero-crossing| [31]  |
|         | skewness              | [34]      |
|         | kurtosis              | [34]      |
|         | first quartile        | [33]      |
|         | third quartile        | [33]      |
|         | autocorrelation       | [32]      |
| frequential | mean                 | [31]      |
|          | median                | [31]      |
|          | entropy               | [33]      |
|          | energy                | [33]      |
|          | principal frequency   | [33]      |
|          | spectral centroid     | [33]      |

In addition, we extracted motion features from temporal window frames of RGB cameras. For each pair of consecutive images, we computed the relative motion of pixels using the Horn-and-Schunck optical flow method [35]. This results in two matrices of values, with the same size as the images, that represents (i.e. pixel-wise) the magnitude of displacement of pixels in the horizontal and vertical axes, namely \( u \) and \( v \), respectively. From that, we computed the resultant relative motion of pixels as the Euclidean displacement, \( d \), from \( u \) and \( v \) components. We treated formed a matrix with the \( d \) values per pixel, and we treated it as an image. Thus, we resized it to a fixed size of \( 20 \times 20 \) pixels. We then computed the mean values of these images within a temporal window frame. We represented this mean matrix as a feature vector of 400 elements by unrolling it for further experimentation.

To this end, each IMU comprised 126 features (12 temporal and 6 frequential features) per channel (3-axes accelerometer, 3-axes gyroscope and 1 light intensity values). Each camera comprised 400 visual features as described above. For this analysis, we use the full feature set per device; thus no feature selection was done.

Furthermore, the action labels, included in the UP-Fall Detection dataset, are twelve numeric values representing the classes of action, as shown in Table 2. However, in this work, we considered for classifying a fall or no-fall action within a window frame. Thus, we changed the tags of actions from ADLs (6-11 IDs) and the unknown actions (ID 20) as class-0 (no-fall). As stated before, fall types are actually sequences of
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FIGURE 2. Methodology for minimal sensor analysis. Data from IMU sensors and camera viewpoints are retrieved from the UP-Fall Detection dataset. Then, data is segmented using windowing. Feature extraction and labeling is done within each window frame. After that, a selection among three different modalities of sensors is done. With these data, machine learning models are built. Finally, an evaluation on the different sensor modalities is performed.

three actions: while the subject is standing up (tagged here as no-fall), while the subject is falling down (tagged as class-1 or fall), and while the subject remains laid on the mattress or in knees (tagged as no-fall). Lastly, we tagged the most frequent class within a window frame.

3) SENSOR MODALITY SELECTION

We conducted two main experiments for determining the influence of single sensor location or viewpoint from cameras into the predictability power of the fall detection system. Then, we conducted a third experiment for determining the influence of combining one IMU sensor with one camera viewpoint. These experiments are listed below:

- **Experiment 1 – Single IMU sensor.** We took the feature set corresponding to an IMU sensor for building a machine learning model. We repeated this experiment for each IMU sensor location.
- **Experiment 2 – Single camera viewpoint.** We took the feature set corresponding to a camera viewpoint for building a machine learning model. We repeated this experiment for each camera viewpoint namely lateral view (camera 1) and front view (camera 2).
- **Experiment 3 – Feature sensor fusion.** We took the feature sets from the best ranked IMU sensor and the best ranked camera viewpoint to combine them and to build a machine learning model. Figure 3 shows this combination procedure.

4) BUILDING MACHINE LEARNING MODELS

We built four supervised machine learning classifiers to detect actions as fall or no-fall using the feature sets as inputs. A brief description of these methods are presented following:

- **Random forest** (RF). This is one of the most used methods in fall detection and human activity recognition [36]. It implies an ensemble of decision trees aiming to process the inputs into them, and computing the output class as the most frequent solution of the given trees.
- **Support vector machines** (SVM). It is also a popular classifier for fall detection [3]. The underlying of SVM is to transform the inputs into another space easily separable by hyper-planes. The latter are built over kernels that are trained to fulfill the classification task.
- **Multi-layer perceptron** (MLP). This is a classical artificial neural network using perceptrons as activation functions. It is typically employed for general nonlinear classification [37].
- **k-nearest neighbors** (KNN). This is an instance-based method that seeks the k-nearest neighbors of training points and compares them with an input data point. The output response is based on the most frequent class observed in the neighbors [37].

Since the data set is unbalanced (i.e. more no-fall than fall tags), we balanced the data set doing an over-sampling in the minority class (fall) by doubling the samples. We also performed a sub-sampling of the majority class (no-fall) to one third. Lastly, we split the data as follows: we retrieved the feature data associated with each subject, then these feature data per subject were split in 70% for training and 30% for testing. This allows us to have 70% training data of each subject, and the remaining data of each subject for testing.

Training parameters in the classification models were set as follows. RF were implemented with 2 estimators and one bootstrap. SVM were set with a radial basis function (RBF) kernel with coefficient $c = 1$ and tolerance value of 0.001. MLP were implemented with rectified linear units (ReLU) as activation functions in a one hidden layer of 100 neurons; for training we used a penalty parameter of 0.0001, a batch size of 200 with shuffling, a tolerance value of 0.0001, a regularization coefficient of $1 \times 10^{-9}$ and a stochastic gradient method over 10 epochs. KNN was used with 5 neighbors with the Euclidean distance metric. Then, we conducted ten repetitions for each classifier model and we reported its average performance. Notice that this analysis was done for each feature data set at different window lengths (i.e., 1-sec, 2-sec and 3-sec).

5) EVALUATION

We evaluated the performance of the different configurations (window lengths, sources of information and machine learning models) of the fall detection system in terms of...
four metrics: accuracy (1), precision (2), sensitivity (3) and F-score (4), where $TP$, $TN$, $FP$ and $FN$ represent true positive, true negative, false positive and false negative values.

$$\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN}$$ (1)

$$\text{precision} = \frac{TP}{TP + FP}$$ (2)

$$\text{sensitivity} = \frac{TP}{TP + FN}$$ (3)

$$F\text{-score} = 2 \times \frac{\text{precision} \times \text{sensitivity}}{\text{precision} + \text{sensitivity}}$$ (4)

### IV. RESULTS OF THE SENSOR LOCATION ANALYSIS

This section reports the results of our analysis over the UP-Fall Detection system in order to determine the minimum number of sensors or possibly a minimal combination of them. Results are ordered as the experiments described in Section III-B3.

#### A. RESULTS OF EXPERIMENT 1 – SINGLE IMU SENSOR

We implemented an independent learning model for each window-length feature data set related to a single IMU sensor. Table 4 summarizes the results for each single IMU sensor located at left ankle, waist, neck, right pocket and left wrist. It also reports the mean and standard deviation (in parenthesis) of all metrics evaluated over 10 repetitions. Bold numbers represent the best values (in window length) per classifier.

In Table 4, it can be observed that RF performed the best in terms of accuracy and F-score, independently on the location of the IMUs. In contrast, MLP and KNN performed the worst. The two metrics, mentioned earlier, are valuable in the sense that accuracy corresponds to the ratio of the total number of correct predictions and the number of samples, while F-score measures the harmonic average of the precision and sensitivity. In terms of precision, SVM always computed the best. On the other hand, window lengths of 2-sec and 3-sec allowed, in almost all the cases, the best estimations in fall detection, as seen in Table 4. This result can be explained in the sense that falls have mean time duration of 2 seconds, and these window lengths can capture the falls better than partitions of 1-sec lengths.

In Table 5, it is summarized the ranking of the IMU sensors per performance classifier, based on the F-score, obtained from the previous results. It shows single IMU sensors sorted left-to-right. As observed, the best performance is obtained using the single IMU sensors: waist, neck and right pocket (i.e. the IMU types in the shadowed region). Also, ankle and left wrist IMU sensors performed the worst. Lastly, Table 6 shows the window length preference per single IMU sensor as the best performance of each classifier. Notice that the most frequent window lengths per classifier are: 3-sec for RF, 3-sec for SVM, 2-sec for MLP and 2-sec for KNN.

To this end, we conclude that the top three locations of IMU sensors are waist, neck and right pocket using RF and SVM over features extracted in windows of three seconds (and overlapping of 1.5 seconds).

#### B. RESULTS OF EXPERIMENT 2 – SINGLE CAMERA VIEWPOINT

We conducted a similar analysis for each camera viewpoint. We implemented an independent learning model for each window-length feature data set. Table 7 summarizes the results for each camera viewpoint: lateral view (camera 1) and frontal view (camera 2). It reports the mean and standard deviation (in parenthesis) of all the metrics evaluated over the 10-fold cross-validation approach, and bold numbers represent the best values (in window length) per classifier.

From Table 7, it can be observed that RF performs the best based on accuracy and F-score, independently on the camera viewpoint. SVM, KNN and MLP reached poor performance. For camera 1 (lateral view), MLP was the worst model classifier; SVM was the worst for camera 2. In addition, Table 8 summarizes the rankings of the most suitable camera viewpoint depending on the classifier, sorted by the F-score. Notice that the lateral view (camera 1) performed the best. Also, RF classifier outperformed in this modality against the other learning models. Moreover, Table 9 shows the window length preference per camera viewpoint to get the best performance in each classifier.

Thus, the best location of a camera is the lateral view, with reference to the human body, using RF in 3-sec window length segments with overlapping of 1.5 seconds.

#### C. RESULTS OF EXPERIMENT 3 – FEATURE SENSOR FUSION

From the above results, we considered two possible positions of IMU sensors, i.e. waist and right pocket. These locations represent good choices by elderly people since those are the most frequent acceptable wearable locations and, also, these are the most correlated body locations reported in literature [13]. In addition, we considered the lateral view (camera 1) as the preferred camera viewpoint.

In that sense, we combined each selected IMU sensor with camera 1. This means that all features from both the IMU sensor and the camera were joint together for training purposes (see Figure 3). Table 10 reports the results in performance of these combinations using the four classifiers with the 3-sec window length, as defined before. As it can be observed, RF is the learning model that best performed in terms of accuracy and F-score in both wearables and cameras. In terms of the modalities, the combination using the waist wearable and the lateral view (camera 1) performed the best.

#### D. ANALYSIS OF THE RESULTS

In Table 11 we summarized the results obtained in the above analysis based on the RF model and 3-sec window length. As shown, accuracy and F-score values are very similar, thus a statistical analysis was conducted. We calculated the non-parametric statistical Wilcoxon test [38] for comparing the five modalities and determining the significant difference


| IMU type | Classifier | Window | Accuracy (%) | Precision (%) | Sensitivity (%) | F-score (%) |
|----------|------------|--------|--------------|---------------|----------------|-------------|
|          |            | Left Ankle |               |               |                |             |
|          |            | SVM     | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 1-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 2-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | SVM     | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |
|          |            | RF      | 3-sec        | 95.65 (0.29)  | 71.29 (1.91)   | 80.53 (2.12) |

**TABLE 4.** Metrics of the IMU sensors. It includes the mean (standard deviation) values. Numbers in bold represent the best metrics per classifier.
among them, using a confidence level of \( \alpha = 0.05 \). Table 12 shows the \( p \)-values among the different modalities in terms of accuracy, precision, sensitivity and F-score. Figure 4 shows a graphical representation of this statistical analysis using critical difference (CD) diagrams.

It can be observed that the lateral viewpoint is significantly different from the other combinations in terms of accuracy and F-score. In addition, waist and right pocket modes are similar, as well as, the combinations are similar among themselves. From this analysis, it can be concluded that using a single camera with lateral view will not be able to get an accurate performance, and all of the other modes can be used indistinguishably. In this regard, it is possible to say that a minimal configuration of a single sensor is preferable than those with multiple sources.

### V. CASE STUDY: MINIMAL SENSOR-BASED UP-FALL DETECTION SYSTEM

After the analysis for sensor location, we conducted a preliminary deployment of a minimal sensor-based system for fall detection using the configuration setup of our UP-Fall Detection system. This case study aims to evaluate the classification performance through the inter-patient paradigm [39].

From Table 11, we decided to use only the IMU sensor related to the right pocket location. This decision came from the fact that a device located in the trouser’s pocket is easier to adopt than any other wearable device. In addition, there is no strong evidence that using a combination of a single IMU sensor and a camera viewpoint will increase the accuracy of the fall detection system, as demonstrated in the statistical analysis. Four key factors influenced our decision: (i) the sensor analysis considers indistinguishable using a single sensor or a combination of sources, (ii) a minimal configuration using a single sensor is preferable than those with multiple sources, (iii) easiness in smartphone adoption from the user’s point of view [6], and (iv) cameras are associated to privacy concerns that may increase difficulties for adoption in users [7]. Thus, we decided to implement the fall detection system in a smartphone device located in the right pocket of the subjects. To validate our minimal sensor-based fall detection system, we deployed a machine learning model (only using information from the UP-Fall Detection dataset) in a mobile application, and then we tested the system under realistic conditions and with new an previously unseen subjects to the model.

In activity recognition and fall detection sensor orientations are commonly considered as fixed across acceleration signal sequences, however this assumption cannot be held in real world applications [40]. The acceleration signals describe three orthogonal acceleration components in the sensor reference system which is not always well-aligned with the body reference system [41]. The orientation varies depending on how the subject carries the smartphone. We cannot assume the landscape orientation in a pocket of the subject when falling [42]. The effects of different placements and orientations of the device on the accuracy must be studied in [40], [41]. In order to consider realistic conditions, several orientations of smartphone placement must be considered to simulate different natural settings.

### A. MOBILE APPLICATION DEPLOYMENT

We developed a mobile application for the operating system iOS v13.0. The mobile application was able to collect data from the embedded sensors in an iPhone XS smartphone, specifically from a three-axis accelerometer and a three-axis gyroscope. Feature extraction and machine learning model prediction were executed locally and in real-time on

| Classifier | Window length |
|------------|---------------|
|            | Left Ankle | Waist | Neck | Right Pocket | Left Wrist |
| RF         | 3-sec     | 1-sec | 2-sec | 2-sec        | 1-sec       |
| SVM        | 1-sec     | 1-sec | 2-sec | 2-sec        | 1-sec       |
| MLP        | 3-sec     | 2-sec | 2-sec | 2-sec        | 2-sec       |
| KNN        | 2-sec     | 2-sec | 2-sec | 2-sec        | 2-sec       |

### FIGURE 4. CD diagrams of the statistical analysis conducted in the best sensor modalities. W: Waist, RP: Right Pocket, LV: Lateral View.
TABLE 7. Metrics of the camera viewpoints. It includes the mean (standard deviation) values. Numbers in bold represent the best metrics per classifier.

| Camera | Classifier | Window | Accuracy (%) | Precision (%) | Sensitivity (%) | F-score (%) |
|--------|------------|--------|--------------|---------------|----------------|-------------|
|        | RF         | 1-sec  | 84.30 (0.38) | 48.95 (1.16)  | 50.73 (2.15)   | 49.80 (1.41) |
|        |            | 2-sec  | 86.02 (0.62) | 55.59 (1.76)  | 61.76 (2.89)   | 58.50 (2.09) |
|        |            | 3-sec  | **87.83 (0.68)** | **59.24 (2.07)** | **65.75 (4.35)** | **62.27 (2.78)** |
|        | SVM        | 1-sec  | 84.56 (0.10) | 17.24 (18.22) | 0.45 (0.56)    | 0.88 (1.08)  |
|        |            | 2-sec  | 83.82 (0.24) | 47.42 (6.38)  | 6.96 (1.74)    | 11.97 (2.64) |
|        |            | 3-sec  | **84.70 (0.44)** | **50.92 (4.20)** | **16.09 (2.27)** | **24.25 (2.05)** |
|        | MLP        | 1-sec  | 70.79 (27.71) | 3.07 (6.14)   | **20.0 (40.0)** | 5.33 (10.65) |
|        |            | 2-sec  | 70.42 (27.23) | **3.19 (6.39)** | **20.0 (40.0)** | **5.51 (11.01)** |
|        |            | 3-sec  | **84.69 (0.0)** | 0.0 (0.0)    | 0.0 (0.0)      | 0.0 (0.0)    |
|        | KNN        | 1-sec  | 83.24 (0.26) | 42.01 (1.44)  | 24.10 (1.36)   | 30.62 (1.39) |
|        |            | 2-sec  | 83.08 (0.60) | 45.53 (2.64)  | 29.90 (2.37)   | 36.05 (2.23) |
|        |            | 3-sec  | **84.23 (0.59)** | **48.05 (2.66)** | **36.65 (3.15)** | **41.52 (2.65)** |
|        | RF         | 1-sec  | 82.65 (0.44) | 43.59 (1.35)  | 44.03 (1.76)   | 43.79 (1.31) |
|        |            | 2-sec  | 85.25 (0.59) | **53.50 (1.72)** | 58.20 (3.62)   | **55.71 (2.23)** |
|        |            | 3-sec  | **85.45 (0.92)** | **52.32 (2.81)** | **58.32 (4.66)** | **55.06 (2.85)** |
|        | SVM        | 1-sec  | 84.64 (0.0)  | 0.0 (0.0)     | 0.0 (0.0)      | 0.0 (0.0)    |
|        |            | 2-sec  | 83.98 (0.15) | 2.0 (6.0)     | **0.10 (0.31)** | **0.20 (0.59)** |
|        |            | 3-sec  | **84.69 (0.0)** | 0.0 (0.0)    | 0.0 (0.0)      | 0.0 (0.0)    |
|        | MLP        | 1-sec  | 63.86 (31.75) | 4.61 (7.04)   | 30.0 (45.83)   | 7.99 (12.20) |
|        |            | 2-sec  | **77.23 (20.42)** | **1.60 (4.79)** | 10.0 (30.0)    | 2.75 (8.26)  |
|        |            | 3-sec  | 50.0 (34.69) | **7.66 (7.66)** | **50.0 (50.0)** | **13.28 (13.28)** |
|        | KNN        | 1-sec  | 82.64 (0.25) | 38.43 (1.16)  | **21.61 (1.39)** | 27.63 (1.25) |
|        |            | 2-sec  | 82.41 (0.35) | **40.47 (2.05)** | **21.59 (1.88)** | **28.13 (1.96)** |
|        |            | 3-sec  | **82.72 (0.63)** | **37.08 (3.67)** | **18.21 (1.73)** | **24.40 (2.20)** |

TABLE 8. Ranking (left-right) of the best camera per classifier, based on the F-score (in parenthesis). Shadowed region represents the top classifiers performing fall detection.

| Classifier | Camera viewpoint |
|------------|-----------------|
| RF         | (62.27) Lateral View (55.71) Front View |
| SVM        | (24.25) Lateral View (0.20) Front View |
| MLP        | (13.78) Front View (5.51) Lateral View |
| KNN        | (41.52) Lateral View (28.13) Front View |

TABLE 9. Preferred window length in camera view per classifier.

| Classifier | Window length | Lateral View | Front View |
|------------|---------------|--------------|------------|
| RF         | 3-sec         | 2-sec        |
| SVM        | 3-sec         | 2-sec        |
| MLP        | 2-sec         | 3-sec        |
| KNN        | 3-sec         | 2-sec        |

FIGURE 5. Mobile application design. (left) Workflow of the fall detection system on the device, and (right) a screenshot of the application for online testing purposes.
We did ten repetitions for training the RF model, and the best model obtained was selected. Then, we deployed this RF model into the smartphone device using the Core ML framework [44] to integrate our machine learning model into the mobile application. For testing purposes, we included a data acquisition and collection procedure on the device that captures raw signals from the sensors. These data and their timestamps were stored in files to create a new data set (see Section V-B). The mobile application also included a simple graphical user interface (Figure 5) to get information about the subject ID, action ID and number of repetition (trial) performed. Notice that data acquisition, feature extraction, model prediction, and fall estimation run in real-time on the device.

### B. DATA SET FOR ONLINE TESTING

We created a new data set with different subjects, in contrast to the UP-Fall Detection dataset, for inter-patient evaluation scheme. We recruited 5 young subjects without any impairments (1.70 ± 0.05 m height and 63.8 ± 6.3 kg weight), 2 males and 3 females, ranging from 19 to 24 years old. They performed the same 11 actions as summarized in Table 2, three trials each. The same laboratory conditions and instrumentation were used, as described in Section III-A. In addition, we used an iPhone XS smartphone and the mobile application presented above. We collected raw data from the three-axis accelerometer and the three-axis gyroscope at 100 Hz. We used the lateral view camera (camera 1) for manual inspection and tagging of sequences of actions during falls.

For this new data set, we changed the orientation of the smartphone in each trial. In the first trial (orientation 1), the smartphone was oriented upside down and with the screen flipped to the body of the subject. In the second trial (orientation 2), the smartphone was oriented upright and with the screen flipped to the body of the subject. In the third trial (orientation 3), the smartphone was oriented upright and with the screen flipped out the body of the subject.

### C. RESULTS OF ONLINE TESTING

This section reports the preliminary results of the deployed fall detection system in the smartphone, following the analysis of sensor location proposed in Section III.

Table 14 summarizes the results of the inter-patient online testing in the three orientations of the smartphone. The overall performance obtained was 87.56% of accuracy and 69.79% of sensitivity. It can be observed that the performance of the deployed system depends on the orientation of the smartphone. For instance, both orientation 2 and orientation 3,
TABLE 14. Inter-patient performance of the online testing for each orientation of the smartphone in the right pocket. It reports the accuracy and sensitivity metrics for each subject, and the average.

| Subject | Orientation 1 | | Orientation 2 | | Orientation 3 | |
|---------|--------------|--------------|--------------|--------------|--------------|
|         | accuracy (%) | sensitivity (%) | accuracy (%) | sensitivity (%) | accuracy (%) | sensitivity (%) |
| 1       | 70.94        | 45.71        | 92.94        | 80.0          | 92.42        | 83.33          |
| 2       | 80.20        | 75.0         | 93.51        | 100.0         | 95.09        | 100.0          |
| 3       | 72.25        | 66.67        | 87.14        | 50.0          | 85.71        | 37.50          |
| 4       | 75.59        | 71.43        | 91.63        | 75.0          | 95.26        | 33.33          |
| 5       | 83.17        | 28.57        | 98.56        | 100.0         | 98.09        | 80.0           |
| Average | 75.79        | 57.78        | 91.79        | 69.23         | 92.55        | 57.50          |

where the smartphone was oriented upright, performed better than orientation 1 based on the accuracy metric. It is remarkable to say that the IMUs in the UP-Fall Detection dataset were randomly oriented [11], thus orientation in the online testing gives insights on the preferable orientation of the smartphone (i.e., upright or upside-down). In terms of the sensitivity metric, all the orientations performed similar results, with some preference on orientation 2 (the screen of the smartphone is flipped to the body of the subject).

FIGURE 6. Normalized confusion matrices of the average performance in the inter-patient evaluation: (a) orientation 1, (b) orientation 2, (c) orientation 3, and (d) overall performance (87.56% of accuracy and 69.79% of recall).

Thus, our proposed deployed fall detection system based on a smartphone outperforms the work reported in [45].

VI. DISCUSSION

Our results showed that the three best wearable sensor locations are at waist, neck (near chest) and right pocket (thigh). These results are consistent with the top locations (waist, chest and thigh) reported in the related work (Table 1). Regarding the camera, when a fall occurs in real life situations, we cannot know if the person is seen by the camera from a lateral or frontal viewpoint. Under simulated conditions in our experiments, the lateral viewpoint shows slightly better performance. This result is consistent with [23] which states that sideways view present better results for fall detection. If vision devices are only used in a fall detection system, achieving the cooperation of multiple cameras to gain robustness and avoid occlusion is suggested.

From the results of the analysis of sensor placement, it is evident that there is a decreasing in the predictive power of this deployed fall detection system (overall accuracy of 87.56%) when comparing with the binary classifier model trained directly from the UP-Fall Detection dataset (overall accuracy of 98.57%, see Table 11). Differences in sensors, e.g. sampling rate, resolution, orientation, limited the performance of the deployed model. Furthermore, the deployed model was a direct translation from the one obtained from the UP-Fall Detection dataset. Thus, advanced techniques, e.g. transfer learning, should be applied for improving the performance of the deployed fall detection system.

In terms of our case study using a smartphone, we consider this preliminary experiment successful in the sense that it is possible to minimize the number of sensors and features to achieve a fall detection system even in an inter-patient scheme. Two reasons affected the decision to use an smartphone in this study, to say, the easiness of adoption and the built-in IMU sensors providing the same channels information as the ones used in the UP-Fall Detection dataset. Due to all the simplification procedure and the different factors identified, the minimal sensor-based fall detection system still reaches a significant accuracy (87.56%). This also shows that the proposed methodological analysis for sensor location can be applied on a realistic fall detection system.

Lastly, we aware that the dataset contains data from falls simulated by young healthy adults without any impairments. This can cause some differences with real falls in elderly.
However, we did not recruited elderly people mainly due to safety and healthy issues.

VII. CONCLUSION

In this work, we determined the minimal number of sensors required for developing an accurate fall detection system, using the configuration of the UP-Fall Detection dataset. After the analysis on single IMU sensors placed on different locations into the body and two camera viewpoints, we identified that the best combination was the waist IMU sensor and the lateral viewpoint of the camera, reaching 98.72% of accuracy. Moreover, we found from a statistical analysis that this combination is significantly similar to use the right pocket IMU sensor in both single or combined with a camera in lateral viewpoint. From this methodological analysis, we then implemented a minimal sensor-based fall detection system using a smartphone. Due to the several simplifications and differences in technical specifications of the sensors encountered in our experimentation, the smartphone-based fall detection system achieved an overall accuracy of 87.56%.

For future work, we are considering to use transfer learning for improving the performance of the smartphone-based system. Also, we are investigating the creation of a dedicated distributed hardware for fall detection system.
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