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Abstract—Guessing Random Additive Noise Decoding (GRAND) is a universal decoding algorithm that can be used to perform maximum likelihood decoding. It attempts to find the errors introduced by the channel by generating a sequence of possible error vectors in order of likelihood of occurrence and applying them to the received vector. Ordered reliability bits GRAND (ORBGRAND) integrates soft information received from the channel to refine the error vector sequence. In this work, ORBGRAND is modified to produce a soft output, to enable its use as an iterative soft-input soft-output (SISO) decoder. Three techniques specific to iterative GRAND-based decoding are then proposed to improve the error-correction performance and decrease computational complexity and latency. The OFEC code as a case study, the proposed techniques are evaluated, yielding substantial performance gain and astounding complexity reduction of 48% to 85% with respect to the baseline SISO ORBGRAND.
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I. INTRODUCTION

Guessing Random Additive Noise Decoding (GRAND) [1], whose earliest roots can be found in [2], has been recently proposed as a practical way to perform maximum likelihood (ML) or near-ML decoding. It can be implemented with low complexity, and is a universal decoding algorithm, as it can decode any type of code. Instead of using the code structure to detect and correct errors, GRAND tries to guess the error vector applied to the transmitted codeword; ML decoding can be achieved by scheduling the estimated error vectors from the more likely to the least likely.

Some evolutions on the GRAND concept integrate soft information received from the channel to devise a refined error vector schedule [3], [4]. Ordered Reliability Bits GRAND (ORBGRAND) [4] sorts the channel soft information in order of reliability, and schedules the error patterns based on their logistic weights. Improvements to ORBGRAND have been recently proposed [5], [6], together with practical implementations of hardware decoders [7], [8] that showcase different trade-offs between performance and complexity.

GRAND-based decoding is well suited for short, high rate codes. These are often used as component codes in concatenated forward error-correction (FEC) schemes like product codes [9] and staircase codes [10], that are usually decoded iteratively. The enhanced error-correction performance of soft-input soft-output (SISO) decoders can greatly reduce the number of iterations necessary to achieve the desired bit error rate (BER), and lower the error floor [11]. However, no incarnation of GRAND is naturally SISO.

In this paper, ORBGRAND is modified to enable iterative SISO decoding. Starting from a straightforward implementation, three optimizations are then proposed, that address the iterative use of SISO ORBGRAND to enhance error-correction performance and decrease computational complexity and latency. The OFEC code [12] is used as a case study to show the impact of the proposed techniques on BER and complexity, demonstrating substantial performance improvement and tremendous complexity reduction of 48% to 85% with respect to the baseline SISO ORBGRAND.

The rest of the paper is organized as follows. Section II introduces GRAND-based decoding, together with the basic details on the OFEC. Section III details the modifications necessary to make ORBGRAND a SISO algorithm, while in Section IV the proposed enhancements are described. Finally, Section V draws the conclusion.

II. PRELIMINARIES

A. GRAND-based decoding

Let \( C \) be a binary linear block code code, with \( G \) its \( k \times n \) generator matrix and \( H \) the \( (n-k) \times n \) parity check matrix. The \( k \)-bit vector \( u \) is encoded into the \( n \)-bit codeword \( x \) through \( x = u \cdot G \). The codebook of \( C \) is composed of all the \( 2^k \) possible \( x \), that satisfy the following:

\[
\forall x \in C, H \cdot x^T = 0,
\]

where \( 0 \) is the all-zero vector. Let \( x \) be transmitted over a noisy channel, and let \( y \) be the received soft-value vector, with the associated hard-decision vector \( HD(y) = x \oplus e \), where \( e \) is the error vector applied by the channel. In case \( H \cdot HD(y)^T \neq 0 \), errors have been detected. In the remainder of this work, the elements of \( y \) are logarithmic likelihood ratios (LLRs), and binary phase shift keying (BPSK) signaling is assumed, where zeros are mapped to \(+1\) and ones are mapped to \(-1\).

The GRAND algorithm proposed in [1] tries to find the error vector \( e \) applied by the channel. An error vector \( \hat{e} \) is generated, allowing the computation of \( \hat{x} = HD(y) \oplus \hat{e} \). The codebook is queried by computing \( H \cdot \hat{x}^T \); if the result is \( 0 \), the decoding is successful, otherwise a new \( \hat{e} \) is generated. GRAND repeats the above steps until a valid codeword is found; however, GRAND with abandonment (GRANDAB, [1]) terminates the decoding process after a maximum number of codebook queries \( Q_{max} \). The \( Q_{max} \) parameter has a large impact on the error-correction performance, average and worst case latency, and throughput of not only GRANDAB, but all practical versions of GRAND-based decoding.

To achieve ML decoding, the attempted \( \hat{e} \) should be scheduled in descending order of likelihood. For binary symmetric channels the optimal ordering is of increasing Hamming
weight \( HW \) of \( \hat{e} \), but this is not the case for additive white Gaussian noise channels (AWGN). Using the soft information vector \( y \) instead of \( HD(y) \) only, ORBGRAND [4] infers a refined schedule for \( \hat{e} \). The elements of vector \( y \) are sorted in ascending order of reliability, i.e. of increasing magnitude in case of LLRs, leading to a permutation \( \pi \) of bit indices and the associated sorted vector \( \pi(y) \). Error vectors \( \hat{e} \) are applied to \( \pi(y) \) in ascending \textit{logistic weight order} (LWO). Given the ordered vector \( v = (v_0, \ldots, v_{HW-1}) \) that contains the indices of the nonzero entries of \( \hat{e} \), and its length \( HW \), then the logistic weight \( LW \) of \( \hat{e} \) can be computed as:
\[
LW(\hat{e}) = \sum_{i=0}^{HW-1} (v_i + 1).
\]
Error vectors with the same \( LW \) can be scheduled in any order, for example in ascending \( HW \). In [5], an improved logistic weight order (iLWO) schedule was proposed, where the weights of \( \hat{e} \) are calculated as:
\[
iLW(\hat{e}) = \sum_{i=0}^{HW-1} (i + 1) \cdot (v_i + 1).
\]
The iLWO resulting from the above \( iLW \) favors error vectors with low \( HW \) and potentially high \( LW \) over vectors with low \( LW \) but high \( HW \), and substantially improves the BER of ORBGRAND as the channel \( E_b/N_0 \) increases.

\section{OFEC}

GRAND-based decoding algorithms are universal, as they can be used to decode any linear block code. GRAND is particularly interesting for the decoding of short, high-rate codes, for which it can achieve ML performance with limited complexity, whereas as \( n \) increases the implementation cost rises significantly, while the code rates for which good performance can be obtained decrease. Since non-universal decoding algorithms tend to benefit from long codes, FEC schemes currently used in standardized communications often consider large \( n \). However, shorter codes are commonly used as component codes for concatenated FEC schemes, like product codes [9] and staircase codes [10]. Concatenated FEC schemes are widespread in optical communication standards, as they enable high net coding gain and high throughput. A recent, representative example of such FEC schemes is the so-called OFEC adopted by the 400 Gb/s Open ROADM Multi-Source Agreement [12], also used for 450km distance transmissions scenarios of the G.709.3 standard [13], and considered among candidates for 800 Gb/s communications as well [14]. OFEC is a staircase-like code where every bit is part of two component codewords. The component code is a two-error-correcting Bose-Chaudhuri-Hocquenghem (BCH) [15] code extended by an overall parity bit, for a total length of \( n = 256 \) and dimension \( k = 239 \). The BCH generator polynomial is \( g_c = 0x18D \) defined on \( GF(2^8) \), with a field generator polynomial \( g_F = 0x171 \). The OFEC is shown to be able to yield a very steep waterfall at an input BER \( \approx 0.02 \), for a net coding gain of 11.1 dB [12]. This performance is achieved through three SISO decoding iterations followed by two hard-input hard-output (HIHO) iterations. Chase decoding [16] with a large number of test patterns is used in the SISO iterations, while bounded distance decoding is used to clear residual errors in the HIHO iterations.

\section{Iterative SISO Decoding with ORBGRAND}

GRAND is an inherently HIHO decoding algorithm, as \( HD(y) \) is the only input the decoder considers. Soft GRAND and ORBGRAND [3], [4] consider soft inputs; however, the decoding output is still the vector of bits \( \hat{x} \), thus being soft-input hard-output (SIHO) algorithms. While it is possible to iterate HIHO decoders, SISO iterative decoding substantially improves error-correction performance with a limited number of iterations, and helps lowering error floors. GRAND has been applied as an HIHO decoder for product codes in [17], but no SISO decoder based on GRAND has been proposed so far.

While some decoding algorithms are inherently SISO, like the belief propagation algorithm often used to decode low-density parity-check codes [18], HIHO and SIHO algorithms need to be modified to be used in SISO iterative decoding. In particular, inspired by the method initially proposed in [19] to perform iterative SISO Chase decoding on turbo product codes, SIHO algorithms can be adapted to SISO [20]. Let \( \hat{y}^{i-1} \) be the soft output of iteration \( i - 1 \), and thus the input of iteration \( i \). If \( i = 0 \), then \( \hat{y}^{i-1} = y \). After the decoding process, given the decoder first codeword candidate \( \hat{x} \), i.e. the original output of the SIHO algorithm, let us assume that a second, less likely competitor candidate \( \hat{x}^C \) is found as well. The distance metric \( M(C) \) expressing the Euclidean distance between \( \hat{x} \) (\( \hat{x}^C \)) and the hard decision over the input \( HD(\hat{y}^{i-1}) \) is computed as:
\[
M = 2 \sum_{j=\hat{x}_j \neq HD(\hat{y}_j^{i-1})} |\hat{y}_j^{i-1}|,
\]
where \( 0 \leq j < n \), and the difference between the two is defined as:
\[
\delta = \frac{M(C) - M}{2}.
\]
The decoder soft output \( \hat{y}^i \) at iteration \( i \) can be computed as:
\[
\hat{y}_j^i = y_j + \alpha^i \cdot \epsilon_j,
\]
where \( \alpha^i \) is a scaling factor associated to iteration \( i \), and the extrinsic information vector \( \epsilon \) is calculated as follows:
\[
\epsilon_j = \left\{ \begin{array}{ll}
\gamma^i \cdot \delta \cdot (1 - 2\hat{x}_j) & \text{if } \hat{x}_j = \hat{x}_j^C,
\delta \cdot (1 - 2\hat{x}_j) - \hat{y}_j^{i-1} & \text{if } \hat{x}_j \neq \hat{x}_j^C, \\
\beta^i \cdot (1 - 2\hat{x}_j) & \text{if } \hat{x}_j^C \text{ was found}.
\end{array} \right.
\]
In (7), \( \gamma^i \) and \( \beta^i \) are iteration-dependent scaling factors, while \( (1 - 2\hat{x}_j) \) maps bits to \( \pm 1 \). The third case takes into account the possibility that \( \hat{x}_j^C \) could not be found by the decoder, its intended meaning being that the decoder is extremely confident of the correctness of \( \hat{x} \). It is worth noting that in the original formulation [19] the soft information is computed by comparing \( \hat{x} \) to all other returned valid candidates: a common simplification considers only the most likely competitor \( \hat{x}_j^C \), as shown above.
In the remainder of the paper, the decoding of OFEC is always assumed to involve three SISO iterations followed by two HIHO iterations. The HIHO iterations are performed through GRANDAB, each of them attempting all error vectors with $HW \leq 2$ ($Q_{\text{max}} \approx 2^{13}$). The SISO iterations are performed through ORBGRAND, with the soft output computed according to (4)-(7), and the LLRs being quantized with 4 bits. The iteration-dependent scaling factors for the three SISO iterations are set as follows: $\alpha^i = \beta^i = \gamma^i \in \{3/8, 5/8, 7/8\}$. In case of inherently parallel decoding algorithms like Chase and list decoders, multiple codeword candidates are returned with high probability, and the competitor candidate codeword $\hat{x}^C$ is readily available. On the other hand, ORBGRAND is conceptually serial, and it stops as soon as $\hat{x}$ is found. In [21], ORBGRAND continues the decoding process after $\hat{x}$ is found to build a list of candidate codewords. Similarly, as a first step towards effective SISO iterative decoding, ORBGRAND is made to continue the decoding process until also $\hat{x}^C$ is identified, or until the maximum number of codebook queries $Q_{\text{max}}$ is reached. In the following Section, this straightforward approach is refined to improve error-correction performance and reduce complexity and latency.

IV. ENHANCED LOW-COMPLEXITY SISO ORBGRAND

A. Iteration-dependent error vector schedule

The error-correction performance of ORBGRAND, given a certain $Q_{\text{max}}$, can strongly depend on the error vector schedule. The iLWO schedule in [5] was proposed as an improvement to the LWO schedule of [4]. The generally lower $HW$ of the error vectors attempted by iLWO caters to the typical input error rates when $n \approx 100$ and the output BER is low enough, i.e. an input BER < 0.01. The considered OFEC, and concatenated FEC schemes designed to be decoded iteratively in general, can however work with higher input BER (0.02 in case of OFEC). Moreover, the length of the OFEC component codeword is $n = 256$; even though it is a concatenated FEC scheme, and it can thus be optimistically assumed that half of each decoded codeword is already error-free thanks to previous decoding, the average number of errors in the newly-received $n/2$ bits is larger than...
2.5. The circle-marked blue curves in Fig. 1 show the BER obtained with ORBGRAND decoding, \( Q_{\text{max}} = 2^{15} \), for the LWO schedule (solid line) and iLWO schedule (dashed line). \( Q_{\text{max}} = 2^{13} \) is a practical limit, that strikes a good trade-off between performance, worst case latency, and throughput [7]. The iLWO schedule is shown to outperform LWO at BER \( \leq 3 \cdot 10^{-4} \), but LWO has an advantage at higher BER thanks to the averagely higher \( HW \) of its error vectors.

Given that the input BER seen by iteration \( i \) is approximately the output BER of iteration \( i - 1 \), iterations are effectively working on different channels. As such, it can be advantageous to tailor the error vector schedule to the different iterations. The x-marked black curves in Fig. 1 have been obtained using LWO in earlier iterations and iLWO in later ones. It can be seen that using LWO at iteration \( i = 0 \), followed by iLWO at \( i \in \{1, 2\} \) outperforms all other schedule combinations. LWO performs better than iLWO at the high input BER seen by the first iteration, while the following ones can exploit the lower input BER and further reduce it thanks to the improved performance of the iLWO schedule at low input BER.

### B. Efficient \( \hat{x}_C \) search

As stated earlier in this Section, ORBGRAND does not naturally provide multiple codeword candidates, being focused on the identification of \( \hat{x} \). It could be tempting to simply ignore \( \hat{x}_C \), and always compute \( \epsilon \) according to the third case in (7). However, this choice results in strong BER degradation with respect to the optimal case, since the reliability of \( \hat{x} \) is not computed relatively to one of its closest competitors, and is thus often overestimated or underestimated. Fig. 2 plots the BER for three different decoding choices when the same error vector schedule is applied to all soft iterations, with \( Q_{\text{max}} = 2^{13} \). The square-marked orange curves show the BER when \( \hat{x}_C \) is never identified (no \( \hat{x} \)), while in the x-marked black curves \( \hat{x}_C \) is instead found through Chase decoding with 32 test patterns (Chase-aided \( \hat{x} \)), with a success rate of more than 95%: among the codewords returned by Chase, the one with the smallest \( \delta \) that is different from \( \hat{x} \) is chosen as \( \hat{x}_C \). It can be seen that the availability of \( \hat{x}_C \) allows for a substantial gain in performance. Unfortunately, simply continuing the decoding after \( \hat{x} \) has been found leads to very low success rates of finding \( \hat{x}_C \) within \( Q_{\text{max}} \) (<10% at all iterations). Such low availability of \( \hat{x}_C \) is reflected on the circle-marked blue curves (attempted \( \hat{x} \)) in Fig. 2, that show only marginal improvement with respect to the orange curves. Consequently, as portrayed by the solid curves in Fig. 3, the average number of queries \( Q \) performed in the search of \( \hat{x}_C \) is very close to \( Q_{\text{max}} \), even when the average \( Q \) to find \( \hat{x} \) decreases as \( i \) and \( E_b/N_0 \) increase. Chase decoding can be mimicked by an ad-hoc ORBGRAND-GRAND mixed schedule, that however is code-specific (as it requires knowledge of code characteristics like the innate error correction capability of the component code) and requires a very large number of queries, \( Q_{\text{max}} \approx 2^{20} \) in case of OFEC. Thus, achieving a high success rate of finding \( \hat{x}_C \) in this way is only feasible in presence of very relaxed latency constraints, and at the cost of the universality of the GRAND-based decoder.

Fig. 4 plots the BER for \( Q_{\text{max}} = 2^{15} \) and \( Q_{\text{max}} = 2^{16} \) for no, attempted, and Chase-aided search of \( \hat{x}_C \), with LWO for \( i = 0 \) and iLWO for \( i \in \{1, 2\} \). The square-marked orange curves do not show improvement with respect to the same
curves with $Q_{\text{max}} = 2^{13}$ (see Fig. 2). This is an important observation, because it reveals that, if $x^C$ is ignored, a higher probability of finding $x$ does not help improving the BER. On the other hand, the potential gain in presence of $x^C$ is larger, as indicated by the x-marked black curves. As $Q_{\text{max}}$ increases and the decoding continues after the identification of $x$, the probability of finding $x^C$ rises to more than 25% for $Q_{\text{max}} = 2^{15}$ and to more than 45% for $Q_{\text{max}} = 2^{16}$. This is due to the fact that at low enough BER, the average $Q$ required to find $x$ does not increase significantly with $Q_{\text{max}}$; consequently, the increasingly numerous remaining $Q_{\text{max}} - Q$ queries can be used to search for $x^C$. The circle-marked blue curves in Fig. 4 reflect this enhanced success rate, being closer to the Chase-aided curves than their counterpart in Fig. 2. The average $Q$ required to identify $x^C$ is nevertheless very high, being close to 27000 for $Q_{\text{max}} = 2^{15}$ and to 50000 for $Q_{\text{max}} = 2^{16}$, much higher than that of $x$. Thus, if the search for $x$ consumes most of the available $Q_{\text{max}}$ queries, it is very unlikely that $x^C$ will be found. Moreover, as can be observed from the orange curves in Fig. 2 and 4, an $x$ identified after a large number of queries does not contribute to BER reduction if not paired with $x^C$. Following the above observations, the search for $x^C$ can be made more efficient. A different maximum number of queries is allocated to the search for the two codeword candidates, respectively $Q_{\text{max}}$ and $Q_{\text{max}}^C$. If $x$ is found within $Q_{\text{max}}$, then $x^C$ can be searched until up to $Q_{\text{max}}$ total queries have been attempted. On the other hand, if $x$ is not found within $Q_{\text{max}}$ queries, the decoding stops. This method is a kind of early termination (ET), and it is thus labeled ET search. The triangle-marked red curve in Fig. 4 has been obtained with the aforementioned ET search with $Q_{\text{max}} = 2^{13}$ and $Q_{\text{max}}^C = 2^{10}$; it can be seen that its performance tends to that of the standard search approach with $Q_{\text{max}} = 2^{16}$. However, the average $Q$ of the ET search is substantially lower, as it can be observed in Fig. 5. Early iterations in particular can greatly benefit from ET even at high $E_b/N_0$. At $E_b/N_0 = 6.5$dB, where both the standard and the proposed ET search have BER $< 10^{-6}$, the ET search yields between 7% ($i = 2$) to 37% ($i = 0$) lower average $Q$.

C. Iteration-dependent $Q_{\text{max}}$ and $Q_{\text{max}}^C$

As mentioned in Section IV-A, each iteration is effectively working on a different channel, and thus benefits from an ad-hoc error vector schedule. In the same way, the maximum number of queries $Q_{\text{max}}$ ($Q_{\text{max}}^C$) should be adapted to the different conditions each iteration works with. In particular, given that as $i$ increases the channel improves, $Q_{\text{max}}$ and $Q_{\text{max}}^C$ can be reduced at later iterations without substantial BER loss. Fig. 6 plots the BER for ET search, where $Q_{\text{max},i} \geq Q_{\text{max},i+1}$ and $Q_{\text{max},i}^C \geq Q_{\text{max},i+1}^C$ at all iterations, and serves as a reference. With $Q_{\text{max},2} = 2^{12}$ and $Q_{\text{max},2}^C = 1.25 \cdot 2^{15}$ (x-marked orange curve), there is no discernible disadvantage with respect to the reference. If the maximum number of queries is reduced at $i = 1$ as well (circle-marked black curve), a slightly more substantial loss can be observed, that nevertheless converges to the reference curve at lower BER. With $Q_{\text{max},2} = 2^{11}$ and $Q_{\text{max},2}^C = 2^{15}$ (square-marked blue curve), a 0.01dB loss is observed at BER $= 10^{-7}$. Thanks to this approach, the average $Q$ can be substantially reduced, as it can be observed in Fig. 7. Of particular interest are the solid black curves, that refer to $i = 2$. 

---

Fig. 6: BER for iteration-dependent $Q_{\text{max}}$ and $Q_{\text{max}}^C$ ET search, with LWO for $i = 0$ and iLWO for $i \in \{1, 2\}$. Dotted curves are $i = 0$, dashed curves are $i = 1$, solid curves are $i = 2$.

Fig. 7: Total average $Q$ for iteration-dependent $Q_{\text{max}}$ and $Q_{\text{max}}^C$ ET search, with LWO for $i = 0$ and iLWO for $i \in \{1, 2\}$. Dotted curves are $i = 0$, dashed curves are $i = 1$, solid curves are $i = 2$. 

---

[Diagram of BER vs $E_b/N_0$ with legends for different query limits]
for the same cases as Fig. 6. They are shown to yield 23–46% average $Q$ reduction at high SNR and 50–66% at low SNR with respect to the already efficient ET search is observed. Compared to the standard search with $Q_{\text{max}} = Q_{\text{min}}^{C} = 2^{10}$, the reduction reaches 48% at high SNR and 85% at low SNR.

V. CONCLUSION

In this work, the Ordered Reliability Bits GRAND algorithm has been adapted for iterative soft-input soft-output decoding, and its base version has been enhanced for better performance and lower complexity. Taking the OFEC code as an example, it has been shown that by adapting the error vector schedule to the different iterations, the error-correction performance of the decoder can be improved. An efficient search method for the competitor codeword candidate required for soft output computation has been proposed, that can greatly reduce the computational complexity and decoding latency at a very small performance cost. Finally, this method has been further simplified by adapting its parameters to the iterative nature of the decoder, leading to an overall average latency reduction that reaches values ranging between 48% and 85% with respect to the baseline SISO ORBGRAND.
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