Transition state theory characterizes thin film macrospin dynamics driven by an oscillatory magnetic field: Inertial effects
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Abstract
Understanding the magnetization switching process in ferromagnetic thin films is essential for many technological applications. We investigate the effects of periodic driving via magnetic fields on a macrospin system under explicit consideration of inertial dynamics. This is usually achieved by extending the Landau–Lifshitz–Gilbert equation with a term including the second time derivative of the magnetization. The dynamics of the magnetization switching can then be characterized by its switching rate. We apply methods from transition state theory for driven systems to resolve the rate of magnetization switching in this general case. In doing so, we find that magnetization exhibits resonance-like behavior under certain driving conditions, and it can be affected strongly by the system’s relaxation rate.
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1. Introduction

Single-domain nanomagnets have been studied extensively, in part because of their potential use in magnetic storage devices such as magnetoresistive random access memories (MRAMs) [1]. These applications in spintronics require control over the magnetization switching process in a ferromagnetic thin film. The application of a step function change in a static magnetic field is perhaps the simplest way to flip or drive the magnetization of a magnetic device. Stoner and Wohlfarth [2] characterized the corresponding magnetic model while also allowing for uniaxial anisotropy, and it is now well understood [3,4]. Although such static magnetic fields can be used to drive macrospins, they tend to be quite large and thus attention has recently shifted towards more elaborate switching strategies to minimize energy requirements. For example, microwave-assisted switching [5–9] has been employed successfully by several groups, where alternating magnetic fields perpendicular to the easy axis are used to excite the precession of the magnetic moment. Such steps or pulses in the magnetic fields facilitate magnetization switching along the easy axis [10–13]. Control of magnetization switching has also been achieved using rotating radio-frequency fields perpendicular to the easy axis [14,15].

In this paper, we focus on the macrospin dynamics driven by a single alternating field along the easy axis in the absence of any static external fields. Magnetization switching requires the crossing of the energy barrier separating two potential wells corresponding to spin up and spin down, respectively. We report the consequences on macrospins after their magnetization has been lifted near the barrier region but the flip has not yet occurred. This barrier gives rise to invariant manifolds that determine the switching behavior and are directly linked to the switching rate between the two potential wells. Using a harmonic driving field, the dynamics near the barrier can be modified to yield different switching rates. The dynamics of such systems is usually described by the Landau–Lifshitz–Gilbert (LLG) equation, which has only a two-dimensional phase space.
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Some of us used the LLG equation within a transition state theory (TST) framework previously to reveal the phase space dynamics near the energy barrier and to obtain rates for magnetization switching when the inertia is neglected [16]. Without driving, the macrospins can be described by the invariant manifold of the transition state (TS), and the stability of those spins on the TS is quantified by the decay rate of macrospins in their vicinity. In a driven system, such as when torque is exerted on the macrospin by an oscillatory field, this manifold is time dependent, but can nevertheless be characterized. Here, we show that the associated decay rate can be computed using the methods of nonequilibrium TST [17, 18], even when inertial terms are included. For simplicity, we consider only the case when the torque exerted by the oscillatory field is in the direction of the easy axis.

In chemical reaction theory and more general activated dynamics problems [19], TST has been established as a useful, though often approximate, approach for calculating reaction rates. It has been adopted to non-chemical problems, such as atomic physics [20], solid state physics [21], cluster formation [22, 23], diffusion dynamics [24, 25], and cosmology [26–28]. TST approaches have been used previously by other groups [29, 30] to calculate the thermal stability of magnetic states. As we noted above, a time-dependent TST can also provide decay rates under the influence of an external oscillating driving field [16]. We extend these considerations here to address the magnetic moment in a periodically oscillating magnetic field using an extension of TST for driven systems when considering inertia. In particular, we found that an external driving’s amplitude and frequency can influence these properties.

In this paper, we now consider the LLG equation extended by an inertial term [31, 32], which has proven [33, 34] to describe the magnetization dynamics at picosecond time scales. From the dynamical point of view, the inclusion of inertia introduces a four-dimensional phase space which can give rise to added complexity. The extended model also features an additional material parameter, the relaxation time $\tau$, that can influence the rates and phase space dynamics as a function of the driving parameters. Here, we focus on the case of sufficiently large $\tau$ to ensure that the governing differential equations remain second order. We further reveal the effects of a harmonic driving field on the rate of magnetization switching via a statistical approach using TST.

We start by introducing the thin-film model system of Fig. 1(a) in Sec. 2.1. A brief overview of TST in the context of the magnetization switching problem is provided in Sec. 2.2, including an overview of numerical methods implemented in this framework. We demonstrate in Sec. 3.1 that TST can be applied to uniformly magnetized systems. The results of our TST-based analysis are reported in Secs. 3.2 and 3.3.

2. Methods and materials

2.1. Inertial terms in the driven thin-film model

We previously used the Gilbert equation [35–37] to describe magnetization while ignoring the inertial term [16]. This is justified as long as the macrospin dynamics are not too fast. However, inertial effects play an important role for fast spin dynamics on a time scale of the order or below picoseconds [34]. While the Gilbert equation of motion
accounts for precession (in the first term) and damping (in the second term), inclusion of inertial effects \[ m = -\gamma m \times H_{\text{eff}} + \alpha \dot{m} \times m + \alpha \tau m \times \dot{m}, \] manifests itself as a third term in the extended equation

\[ m = -\gamma m \times H_{\text{eff}} + \alpha \dot{m} \times m + \alpha \tau m \times \dot{m}, \quad (1) \]

where the unit vector \( m(t) \) is the evolution of the direction of magnetization whose magnitude is \( M_S \), the parameter \( \gamma \) is the gyromagnetic factor, \( \alpha \) is a non-dimensional damping parameter, \( \tau \) is the relaxation time, and \( H_{\text{eff}} = H_0 + H_{\text{an}} + H_{\text{ext}} \) (cf. Fig. 1). In turn, the effective magnetic field can be written as the gradient of the free-energy potential \( U \), i.e., \( H_{\text{eff}} = -(1/M_S)\nabla_u U \). Curiously Eq. (1) arises not just from the framework of the breathing Fermi surface model \[2, 3, 9, 39\], but also from a complementary non-equilibrium thermodynamics approach \[31\]. It has also been benchmarked through a ferromagnetic resonance experiment \[33\].

Here, we use the free energy \[40, 41\] of a ferromagnetic single-domain layer with a time-dependent but uniform magnetization. In the following, such a layer will be referred to as a thin film with uniform magnetization \( M(t) \), cf. Fig. 1 This model includes the uniaxial anisotropy field \( H_{\text{an}} \), the demagnetization field \( H_d \) inducing a shape anisotropy, and the external driving \( H_{\text{ext}} \) of an infinite thin film. The free-energy potential can be written as

\[ U(m, t) = \frac{1}{2} K \sum_i m_i^2 + \frac{1}{2} M_S^2 m_i^2 - M_S H \sin(\omega t) m_i, \quad (2) \]

where the easy axis of the magnetic material lies in \( z \)-direction, and the thin film lies in the \( yz \)-plane. Here, \( H_K = |H_{\text{eff}}|/m \) is the anisotropy field, and \( H \) and \( \omega \) are the amplitude and frequency of the external driving field \( H_{\text{ext}} \), respectively. While we recognize that the thin film is small enough to accommodate macromagnets, we approximate the shape anisotropy using the form for an infinitely extended thin film for simplicity. This approximation amounts to ignoring the relative contribution of \( m_i^2 \) from shape anisotropy, which in the current case is small compared to the leading term in the potential, or which in any case amounts to a rescaling of the coefficients of the squared magnetization component terms. Hence the potential includes only the additional term in \( m_i^2 \) to account for shape anisotropy. Figure 2(a) shows the potential from Eq. (2) in spherical coordinates at \( t = 0 \), where the spin up state corresponds to the region around \( \theta = 0 \) and the spin down state to \( \theta = \pi \). For \( t = 0 \) there is a rank-1 saddle point at \( \theta = \phi = \pi/2 \), which oscillates periodically around this position over time. Figure 2(b) shows an example trajectory obtained from the equation of motion (1) and the potential from Eq. (2).

Equation (1) can be written explicitly as

\[ \tau \dot{m} = -\frac{1}{\alpha} m \times \dot{m} - \frac{\gamma}{\alpha} m \times (m \times H_{\text{eff}}) - \dot{m} - \tau m^2 \quad (3) \]

for \( \tau > 0 \), and as the LLG equation

\[ m = \left(-\frac{1}{\alpha^2} \frac{\gamma}{\alpha} m \times \dot{m} - \frac{\gamma}{1+\alpha^2} m \times (m \times H_{\text{eff}}) \right) \quad (4) \]

for \( \tau = 0 \). The important difference between Eqs. (3) and (4) is that the inertial term completely changes the phase space structure of the macromagnets. Without inertial effects, the LLG equation (4) is a first-order differential equation for the dynamics of the magnetic moment on a sphere, i.e., there are no independent velocities or momenta. In such a case, we have a two-dimensional phase space described by the angles \( (\theta, \phi) \) for the orientation of the macromagnets. When applying TST to the magnetization switching process, \( \theta \) is the reaction coordinate and \( \phi \) formally plays the role of a momentum coordinate \[16\]. However, with inertial effects, the macromagnets’ velocity in the second-order differential equation (3) must be taken into account. It extends the phase space from two to four dimensions described by angles and angular velocities \( (\theta, \phi, \dot{\theta}, \dot{\phi}) \). As a consequence, the limit of small \( \tau \lesssim 1 \) in Eq. (1) becomes non-trivial due to the discontinuous change of the phase-space dimension. Thus formally and numerically, the two-dimensional phase space is appropriate for \( \tau = 0 \)—i.e., without inertial effects—as addressed in Ref. \[16\], and the four-dimensional phase space is valid for sufficiently strong inertial effects when \( \tau \gtrsim 1 \).

For the numerical calculations, we use units where \( \gamma = 1 \) and \( M_S = 1 \). This corresponds to \( (\gamma M_S)^{-1} \) and \( M_S \) as the units of time \( t \) and magnetic field \( H \), respectively. In these units, we set parameters

\[ \alpha = 0.01, \quad \tau = 20, \quad \text{and} \quad H_K = 0.5 \quad (5) \]
which includes kinetic and potential energy terms, and the Rayleigh dissipation function

\[ R = \frac{\alpha}{2} \left[ \dot{\phi}^2 \sin^2(\theta) + \dot{\theta}^2 \right]. \]  

The equations of motion in Euler coordinates can be recovered using the Euler-Lagrange equation

\[ \frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} - \frac{\partial L}{\partial q_i} + \frac{\partial R}{\partial q_i} = 0. \]  

In terms of the spinning top, setting \( \alpha = \tau = 0 \) results in pure precession, where trajectories follow equipotential lines of the potential \( U(\theta, \phi) \). Inclusion of damping—i.e., \( \alpha \neq 0 \) and \( \tau = 0 \)—leads to a damped precession converging towards the minimum of the potential. The further inclusion of inertia—i.e., \( \alpha \neq 0 \) and \( \tau \neq 0 \)—leads to additional nutation and the complex dynamics addressed in this paper.

2.2. Transition state theory

2.2.1. Adapting TST to macrospin decays

The model described in Sec. 2.1 features two metastable configurations along the \( z \)-direction. They are separated by a potential barrier oscillating around the \( xy \)-plane. Any flip between the magnetization states has to pass over the
time-dependent energy barrier. A magnetization configuration is trapped or might flip depending on whether or not its energy is sufficient to pass through the rank-1 saddle point. The flipping rate is therefore highly dependent upon the dynamics of the phase space in the vicinity of the rank-1 saddle. The question of reaction rates between such metastable configurations arises frequently in chemical reactions, where TST has been established to calculate these reaction rates \[44-48\]. Recent work \[17, 49-53\] has addressed the use of TST for driven chemical reactions which is applied here to address the driven magnetization switching problem.

Given a potential energy function and an equation of motion, TST is concerned with constructing a recrossing-free DS separating spin-down and spin-up basins in phase space. The rate is then calculated by the directional flux through the DS. The resulting instantaneous decay rate is

\[ k(t) = \frac{\dot{N}(t)}{N(t)}, \]

where \( N(t) \) is the time-dependent reactant population. In the original formulation, the DS was fixed, planar and orthogonal to the reactive direction. While a useful approximation, it overestimates the rates because of recrossings and neglect of the stochastic forces.

### 2.2.2. Normally hyperbolic invariant manifolds for macrospins

A major advance in improving TST has arisen from the identification of geometric properties of the phase space to generalize the DS through the association of the rank-1 saddle point with a normally hyperbolic invariant manifold (NHIM) \[54-60\]. This \((2d-2)\)-dimensional manifold consists of all trajectories trapped forever in the saddle point region. In the following, these trajectories will be referred to as TS trajectories. It is complemented by the \((2d - 1)\)-dimensional stable and unstable manifolds \(W_s\) and \(W_u\) consisting of trajectories converging to the NHIM for \(t \to \infty\) and \(t \to -\infty\), respectively. Figure 3 shows a two-dimensional cut of the magnetization’s four-dimensional phase space, reducing stable and unstable manifold to a line and the NHIM to a point. The stable and unstable manifolds divide the phase space into four distinct regions, where (I) the spin stays up, (II) the spin flips from down to up, (III) the spin stays down, and (IV) the spin flips up to down. A recrossing-free DS must only slice through the regions (II) and (IV), and thus has to be anchored at the NHIM.

The problem of constructing a recrossing-free DS thus reduces to finding the NHIM. Different numerical algorithms exist for this task, e.g., those based on Lagrangian descriptors and variants thereof \[17, 61-63\]. Here, we choose the binary contraction method (BCM): Any initial point can be classified numerically using an interaction region around the saddle, where trajectories leaving it are clearly classified as either spin-up or spin-down configurations. This
region does not necessarily have to be defined via the unstable direction of the saddle (i.e., $\theta$) as long as it enables a clear classification. In practice, we found that choosing $\phi \in [0.1\pi, 0.9\pi]$ allowed such classification. The resulting binary classification can be performed for the forward and backward time direction, thus yielding the four distinct regions (I)–(IV) introduced above. Since the NHIM is of codimension 2, the phase space can always be reduced to an effectively two-dimensional problem using cuts transverse to the NHIM, as illustrated in Fig. 3.

Several numerical approaches for using the NHIM to calculate rates are now available: the ensemble method [51, 52, 64], the Floquet method [65], and the local manifold analysis (LMA) [28, 51]. Conceptually, all of these methods work by initializing an appropriate ensemble on one side of the DS and counting the number of crossings over time. The methods, however, differ significantly in the way the ensemble is modeled mathematically and propagated computationally. In the cut shown in Fig. 3, the NHIM is a point of intersection at the closure of all four regions, and is obtained here, and throughout the present work, using the BCM [66].

2.2.3. Decay rates between macrospin states

There exist various methods for determining the decay rate of a TS trajectory $\Gamma_0$. In this paper, we adopt the LMA because we had found earlier that it provides a good compromise between computational efficiency and the extent of data that it readily provides. The computationally expensive step is usually the propagation of many individual problems addressed here), the propagation can be replaced by an analytical calculation revealing the stability of the system near the NHIM. In the following, without loss of generality, we choose coordinates such that the TS trajectory $\Gamma_0$ is always located at the origin. Furthermore, we assume that the DS is parallel to the $v_\phi$-axis, cf. Fig. 3.

Specifically, we first obtain the Jacobian

$$J = \frac{\partial (\theta, \phi, v_\theta, v_\phi)}{\partial (\theta, \phi, v_\theta, v_\phi)}$$

(11)

for the four-dimensional phase space of the equations of motion with $v_\theta = \dot{\theta}$ and $v_\phi = \dot{\phi}$. Two of the eigenvectors of $J$ locally point in the direction of the stable and unstable manifolds while the other two are tangent to the NHIM. In the following calculations, we consider a $(\theta, v_\theta)^T$-section of phase space with fixed $\phi, v_\phi$ and time $t_0$. In this two-dimensional frame, the eigenvector pointing in the stable direction is $\tilde{\Gamma}^s = (\theta^s, v_\theta^s)^T$, while the eigenvector pointing in the unstable direction is $\tilde{\Gamma}^u = (\theta^u, v_\theta^u)^T$. We now consider an equidistant, linear ensemble on the reactant side, parameterized by

$$\tilde{\Gamma}(a, t) = -\tilde{\Gamma}(t) + a\tilde{\Gamma}^u(t)$$

(12)

with $a \in [0, 1]$. The ensemble is initialized in a $(\theta, v_\theta)^T$-section of phase space with fixed bath coordinates $\phi$ and $v_\phi$, and thus depends implicitly on these latter coordinates. The norms of the eigenvectors $\tilde{\Gamma}^s(t_0)$ and $\tilde{\Gamma}^u(t_0)$ at initial time $t_0$ are chosen such that $\tilde{\Gamma}(1, 0) = \tilde{\Gamma}(t_0) + \tilde{\Gamma}^u(t_0)$ is located on the DS. The DS can be described by a normal vector $\tilde{n} = (1, 0)^T$ in the section of the ensemble. Furthermore, we define $\tilde{\Gamma}(t)$ and $\tilde{\Gamma}^s(t)$ as the time evolution of states initially located at $\tilde{\Gamma}(t_0)$ and $\tilde{\Gamma}^s(t_0)$, respectively.

The value of $d\tilde{\Gamma}^s(t)$, at which the ensemble pierces the DS, depends on the length of $\tilde{\Gamma}^s(t)$ and $\tilde{\Gamma}^u(t)$ and is initially $d\tilde{\Gamma}^s(t_0) = 1$. Since the number of reacted particles in the ensemble is proportional to $d\tilde{\Gamma}^s$, Eq. (10) becomes

$$k(t_0) = -d\tilde{\Gamma}^s(t_0).$$

(13)

To determine $d\tilde{\Gamma}^s(t_0)$ we use the fact that

$$\tilde{n} \cdot \tilde{\Gamma}(d\tilde{\Gamma}^s(t), t) = 0$$

(14)

by definition. Differentiating this identity relation with respect to time yields

$$0 = \frac{d}{dt}\tilde{n} \cdot \tilde{\Gamma}(d\tilde{\Gamma}^s(t), t)$$

$$= \tilde{n} \cdot \left[ -\frac{d\tilde{\Gamma}^s(t)}{dt} + \frac{d\tilde{\Gamma}^u(t)}{dt} \tilde{\Gamma}^u(t) + d\tilde{\Gamma}^s(t) \frac{d\tilde{\Gamma}^u(t)}{dt} \right] + \tilde{n} \cdot \left[ \frac{\partial \tilde{\Gamma}(d\tilde{\Gamma}^s(t), t)}{\partial \phi} \frac{d\phi(t)}{dt} + \frac{\partial \tilde{\Gamma}(d\tilde{\Gamma}^s(t), t)}{\partial v_\phi} \frac{dv_\phi(t)}{dt} \right].$$

(15)
Here, the \( \text{d} \phi(t) / \text{d}t \) and \( \text{d}v_\phi(t) / \text{d}t \) terms describe how the ensemble moves out of the initial plane during propagation. We can discard \( a^{DS}(t) \) by evaluating Eq. (15) at time \( t_0 \). Using \( \theta^0 = \theta^s \) and the linearized equation of motion \( \text{d} \Gamma / \text{d}t = J \Gamma \) in the full four-dimensional phase space, Eq. (15) can be rewritten as

\[
d^\text{DS}(t_0) = -J_{\theta,0} v^\theta_0 - v^\theta_0 + \frac{1}{\theta^0} \frac{\text{d} \theta^\text{DS}}{\text{d}t} \tag{16}
\]

with \( \text{d} \theta^\text{DS} = \bar{n} \cdot [(\partial \Gamma / \partial \phi) \text{d} \phi + (\partial \Gamma / \partial v_\phi) \text{d} v_\phi] \). The first term on the right hand side of Eq. (16) can be interpreted as the difference in the slopes of stable and unstable manifolds in the plane. The second term takes care of the ensemble drifting out of plane, i.e., the change of the position of the DS when changing the orthogonal modes \( \phi \) and \( v_\phi \).

The resulting rate

\[
k(\phi, v_\phi, t) = \frac{v^\theta_0 - v^\theta_0}{\theta^0} - \frac{\theta^0}{\theta^0} \frac{\text{d} \theta^\text{DS}(t_0 + \delta t) - \text{d} \theta^\text{DS}(t_0)}{\text{d} \delta t}, \tag{17}
\]

once again, only depends on the difference of slopes \( v_0/\theta \) of the linearized stable and unstable manifolds in plane and the movement of the NHIM out of plane. For the numerical rate calculations in this paper, we first find trajectories on the NHIM using the methods described in Sec. 2.2.2. Given a specific point \((\phi, v_\phi)\) on the NHIM at time \( t_0 \), we calculate the difference of the stable and unstable manifolds’ slopes \( (v^\theta_0 - v^\theta_0)/\theta^0 \) in a two-dimensional phase-space cut transverse to the NHIM, i.e., the reaction coordinates \( \phi \) and \( v_\phi \). A trajectory is propagated for time \( \delta t \) starting at the current location of the NHIM \((\theta^0, \phi, v^\theta_0, v^\phi_0)\) at time \( t_0 \). Due to the definition of the DS, the change \( \theta^0(t_0 + \delta t) - \theta^0(t_0) \) corresponds to the term \( \text{d} \theta^\text{DS}(t_0 + \delta t) - \text{d} \theta^\text{DS}(t_0) \) in Eq. (17).

The parameters of the LLG equation enter the rate indirectly by specifying the exact geometry of the NHIM, and the stable and unstable manifolds.

3. Results

3.1. Application of TST

The inclusion of dissipation and gyroscopic effects creates additional challenges to the application of TST to magnetization switching [16].

Figure 2(b) shows a typical trajectory. The magnetization vector moves towards alignment with the z-axis. This trajectory approximately follows equipotential lines, with the Gilbert damping relaxing the trajectory to the minimum of the potential. The additional inertia creates nutation loops that can be seen as wiggles along the general path of the trajectory. In the forward and backward time direction, a typical trajectory loses and gains energy, respectively, in doing so. Thus the motion of the magnetization in the backward direction would lead to ever growing nutation loops.

We found that the dynamics of the magnetization satisfies the necessary assumptions for TST only when we consider cases in which the relaxation times exceed a certain threshold (here \( \tau \gtrsim 1 \), depending on the driving parameters). The reliable classification of trajectories into spin-up and spin-down domains is a central requirement for the numerical determination of the NHIM’s position using the BCM. This is only possible when the dynamics is sufficiently dominated by a bottleneck that gives rise to a well-defined DS. For \( \tau \lesssim 1 \), however, we found that the predominant nutation circles do not admit such a structure or a clear classification as spin-up or spin-down states. The classification in backward time direction is impossible in this parameter regime, for example. Therefore, all of the structure of the reaction geometry and the associated rate calculations reported here are limited to cases in which the relaxation times are above the observed relaxation threshold (\( \tau \gtrsim 1 \)), as noted in Section 2.1. For the purposes of this paper, this is not a significant limitation since recent studies [34] suggest relaxation times \( \tau \) on the order of 2 to 20 when specified in the dimensionless units of this work.

3.2. Dynamics on the NHIM

For a system with \( \tau = 0 \) described by the standard LLG equation [4], the NHIM is a single trajectory. However, for \( \tau > 0 \), described by Eq. (3), the NHIM becomes a two-dimensional, time-dependent manifold, and therefore the dynamics on the NHIM needs to be considered in calculating the rate.

For any set of parameters, the dynamics on the NHIM can be visualized using Poincaré cuts. We found that any initial starting point on the NHIM will converge towards a single periodic trajectory on the NHIM over time due to
Figure 4: Periodic TS trajectories on the NHIM. We use a reference parameterization \((H = 0.15, \omega = 1.6\pi, \text{and } \tau = 20)\) shown as a black solid curve in all three panels. For the reference system in Eq. (6), this corresponds to \(H = 1.5 \times 10^5 \text{ A m}^{-1}, \omega = 7.0 \text{ THz, and } \tau = 90.21 \text{ ps.}\) All other curves correspond to different parameterizations across the three panels. (a) At fixed \(H = 0.15\) and \(\omega = 1.6\pi\), the relaxation time \(\tau\) is varied. The trajectory for \(\tau = 0\) was determined via the standard LLG equation. (b) At fixed \(\tau = 20\) and \(H = 0.15\), the driving frequency \(\omega\) is varied. (c) At fixed \(\tau = 20\) and \(\omega = 1.6\pi\), the driving amplitude \(H\) is varied.

Figure 4 shows the periodic TS trajectory for different sets of parameters. In Fig. 4(a), the relaxation time is varied at fixed driving frequency and driving amplitude. For most values of the relaxation time, the TS trajectory is close to the TS trajectory of the system without inertia. At \(\tau = 20\), the resonant condition (18) is met and the trajectory exhibits a particularly large amplitude. In Fig. 4(b), the driving frequency is varied at fixed driving amplitude and relaxation time. The amplitude of the oscillation highly depends on the frequency. In the limit of low frequency, the TS trajectory converges towards the trajectory of the saddle point on the free-energy potential (2). In the limit of high frequency, the TS trajectory shrinks to a point. In the intermediate range, the TS trajectory exhibits resonant behavior, increasing the amplitude of the oscillation to a maximum. In Fig. 4(c) the driving amplitude is varied at fixed driving frequency and relaxation time. The amplitude of the oscillation increases strictly monotonically with driving amplitude.

3.3. Rates

We now calculate the instantaneous and average rates for magnetization switching associated with the TS trajectory. The instantaneous rates depend on time because they are evaluated at a time-dependent position relative to the time-dependent location of the TS while experiencing a time-dependent driving force; cf. Eq. (17).

We found, though not shown, that the rate over time is periodic with the driving field with twice the frequency of driving \(\omega = 2\pi/T\) and an average value dependent on frequency and amplitude of the driving. This could have been expected because the rate over time depends on the geometry of the system’s phase space along the trajectory.

\[\omega = \frac{\sqrt{1 + a\tau^2 H}}{a\tau}.\]
that carries the DS. For the periodic TS trajectory, the rate is therefore periodic with the driving by construction. Furthermore, the system exhibits the invariance

$$H_{\text{eff}}(\theta, \phi, t) \cdot \hat{e}_j = -H_{\text{eff}}(\pi - \theta, \pi - \phi, t + T/2) \cdot \hat{e}_j,$$  \hspace{1cm} (19)

where $\hat{e}_j$ is one of the unit vectors $\hat{e}_0$ or $\hat{e}_2$. Together with the TS trajectory’s related symmetry (cf. Fig. 4)

$$m(\theta, \phi, t) = m(\pi - \theta, \pi - \phi, t + T/2),$$  \hspace{1cm} (20)

this imposes further constraints on the rate, forcing $k(t)$ to be periodic with twice the period of the driving. Similar observations have previously been made in other physical systems [16, 51, 64].

Figure 5(b) shows the averaged rate as a function of driving frequency $\omega$ and amplitude $H$. The averaged rate decreases with increasing $H$ across the parameter space shown in Fig. 5(b). At driving frequencies approaching $\omega = 1.68\pi$, the rate reaches a minimum. A slight increase in the frequency results in a sharp increase of the rate as the driven rate converges on the static rate. The minimum of the rate for different dimensionalities of the phase space of the equation with and without inertia, and confirms the applicability and accuracy of our numerical TST implementation.
4. Conclusion and outlook

In this paper, we report the use of TST to calculate rates of magnetization switching in a model system considering inertial terms and under the influence of external driving fields. We employed a modified version of the LLG equation in a free-energy potential featuring a periodically driven rank-1 saddle as our model system. We used methods from TST to identify the NHIM and to calculate the rate of magnetization flips. We successfully identified the NHIM for cases with large relaxation times.

In this work, we confirmed the use of TST in the context of the macrospin problem by demonstrating that it recapitulates several known properties of driven macrospins. While the amplitude of spin trajectories is highly dependent on the amplitude and frequency of the driving, we find that the system did not exhibit chaotic behavior in the regimes considered here. Moreover, the NHIM contains a periodic orbit that allows us to characterize properties of the macrospin dynamics. For example, this periodic TS trajectory exhibits a resonance—i.e., a non-monotonic dependence of the width of the TS trajectory on the frequency of the driving—which might have been expected from prior work in the literature (cited above). Our results are also consistent with those obtained using the standard LLG equation in the limit of vanishing relaxation time. While this limiting result may be expected from a physical point of view, it is still an important indicator that the equations with and without inertia correspond to phase spaces with a different number of dimensions.

We found that any initial point on the NHIM converges towards the periodic TS trajectory. This confirms that the TST structure is useful in identifying stable regions in the context of the decay of macrospins. While we did not find bifurcations in the rate over the parameter space explore here, we can conjecture their existence at more extreme conditions given our earlier findings in the context of chemical reactions [52, 68].

We also calculated the instantaneous rates along the periodic TS trajectory. These rates have twice the frequency as the external driving. Their values drop significantly at specific combinations in frequency and inertia when the periodic TS trajectory is in resonance. The inclusion of inertia therefore allows for richer dynamics on the NHIM due to increased dimensionality of the phase space with the inclusion of the momentum variables. Thus the average rate of magnetization switching exhibits complex responses to external driving in correspondence with the changing phase space structure of the TS trajectory that is only available through the use of the nonequilibrium TST formalism. The verification of this phenomenon is also a challenge that remains to be done. For practical applications, the inclusion of spin-transfer torque is relevant, and the TST formalism can be extended to include such effects. The investigation of such effects remains to be done.
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