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Abstract

Stereo matching is a fundamental building block for many vision and robotics applications. An informative and concise cost volume representation is vital for stereo matching of high accuracy and efficiency. In this paper, we present a novel cost volume construction method which generates attention weights from correlation clues to suppress redundant information and enhance matching-related information in the concatenation volume. To generate reliable attention weights, we propose multi-level adaptive patch matching to improve the distinctiveness of the matching cost at different disparities even for textureless regions. The proposed cost volume is named attention concatenation volume (ACV) which can be seamlessly embedded into most stereo matching networks, the resulting networks can use a more lightweight aggregation network and meanwhile achieve higher accuracy, e.g. using only 1/25 parameters of the aggregation network can achieve higher accuracy for GwcNet. Furthermore, we design a highly accurate network (ACVNet) based on our ACV, which achieves state-of-the-art performance on several benchmarks. The code is available at https://github.com/gangweiX/ACVNet.

1. Introduction

Stereo matching which establishes dense correspondences between pixels in a pair of rectified stereo images is a key enabling technique for many applications such as robotics, augmented reality, and autonomous driving. Despite of extensive studies in this field, how to concurrently achieve a high inference accuracy and efficiency is critical for practical applications yet remains challenging.

Recently, convolutional neural networks have exhibited great potential in this field [2, 7, 12, 20]. State-of-the-art CNN stereo models typically consist of four steps, i.e. feature extraction, cost volume construction, cost aggregation and disparity regression. Cost volume which provides initial similarity measures for left image pixels and possible corresponding right image pixels is a crucial step of stereo matching. An informative and concise cost volume representation from this step is vital for the final accuracy and computational complexity. Learning-based methods explore different cost volume representations. DispNetC [12] computes a single-channel full correlation volume between the left and right feature maps. Such full correlation volume provides an efficient way for measuring similarities, but it loses much content information. GC-Net [9] constructs a 4D concatenation volume by concatenating left and right feature maps along all disparity levels to provide abundant content information. However, the concatenation volume completely ignores similarity measurements, and thus requires extensive 3D convolutions for cost aggregation to learn similarity measurements from scratch. To tackle the above drawbacks, GwcNet [7] concatenates the group-wise correlation volume with a compact concatenation volume to encode both matching and content information in the final 4D cost volume. However, the data distribution and characteristics of a correlation volume and a concatenation volume are quite different, i.e. the former represents the similarity measurement obtained through dot product, and the latter is the concatenation of the unary features. Simply concatenating the two volumes and regularizing them via 3D convolu-
This work aims to explore a more efficient and effective form of cost volume, which can significantly alleviate the burden of cost aggregation and meanwhile achieve the state-of-the-art accuracy. We build our model based on two key observations: first, the concatenation volume contains rich but redundant content information; second, the correlation volume which measures feature similarities between left and right images can implicitly reflect relationships among neighboring pixels in an image, i.e., nearby pixels which belong to the same class tend to have close similarities. This suggests that utilizing the correlation volume which encodes pixel relationship prior can facilitate a concatenation volume to significantly suppress its redundant information and meanwhile maintain sufficient information for matching in the concatenation volume.

With these intuitions in mind, we propose an attention concatenation volume (ACV) which exploits a correlation volume to generate attention weights to filter concatenation volume (see Figure 2). To have a reliable correlation volume, we propose a novel multi-level adaptive patch matching method to produce more accurate similarity measures, which employs multi-size patches with adaptive weights for matching pixels at different feature levels. The ACV can achieve a higher accuracy and meanwhile significantly alleviate the burden of cost aggregation. Experimental results show that after replacing the combined volume of GwcNet with our ACV, only four 3D convolutions for cost aggregation can achieve better accuracy than GwcNet which employs twenty eight 3D convolutions for cost aggregation. Our ACV is a general cost volume representation that can be seamlessly integrated into various 3D CNN stereo models for performance improvement. Results show that after applying our method, PSMNet and GwcNet can respectively achieve additional a 42% and 39% accuracy improvement.

Based on the advantages of the proposed ACV, we design an accurate stereo matching network ACVNet, which ranks the 2nd on the KITTI 2012 [5] and KITTI 2015 [13] benchmark, the 2nd on Scene Flow [12], and the 3rd on the ETH3D [15] benchmark among all the published methods (see Figure 1). It is noteworthy that our ACVNet is the only method that ranks top 3 concurrently on all four datasets above, demonstrating its good generalization ability to various scenes. Regarding the inference speed, our ACVNet is the fastest among the top 10 methods in the KITTI benchmarks. Meanwhile, we also design a real-time version of ACVNet, named ACVNet-Fast, which outperforms state-of-the-art real-time methods [4, 10, 20, 22].

2. Related work

Recently, CNN-based stereo models [7,9,12,14,21,23] have achieved impressive performance on most of the standard benchmarks. Most of them devote to improving the accuracy and efficiency of cost volume construction and cost aggregation, which are the two key steps of stereo matching.

Cost volume construction. Existing cost volume representation can be roughly categorized into three types: the correlation volume, the concatenation volume and a combined volume by concatenating the two volumes. DispNetC [12] utilizes a correlation layer to directly measures the similarities of left and right image features to form a single-channel cost volume for each disparity level. Then, 2D convolution is applied to aggregate contextual information. Such full correlation volume demands low memory and computational complexity, yet the encoded information is too limited (i.e. large content information loss in the channel dimension) to achieve a satisfactory accuracy. GC-Net [9] uses the concatenation volume, which concatenates the left and right CNN features to form a 4D cost volume for all disparities. Such 4D concatenation volume preserves abundant content information from all feature channels and thus outperforms the correlation volume in terms of better accuracy. However, as the concatenation volume does not explicitly encodes similarity measures, it requires a deep stack of 3D convolutions to aggregate costs of all disparities from scratch. To overcome the above drawbacks, GwcNet [7] proposes the group-wise correlation volume and concatenates it with a compact concatenation volume to form a combined volume, which aims to combine the advantages of two volumes. However, directly concatenating two types of volumes without considering their respective characteristics yields an inefficient use of the complementary strengths in the two volumes. As a result, deep stacking 3D convolutions in the hourglass architecture are still demanded for cost aggregation in GwcNet [7].

Following the 4D combined cost volume, cascade cost volumes [6,16,19] further reduce the memory and computational complexity of cost volume construction by building a cost volume pyramid in a coarse-to-fine manner to progressively narrow down the target disparity range and refine the depth map. However, such coarse-to-fine strategy inevitably involves accumulated errors, i.e. errors in a previous stage can hardly be compensated in the latter stages and in turn yield large errors for some cases. While our ACV only adjusts the weights of different disparities. Thus, although the attention weights are imperfect, the concatenation volume which contains rich context, can help amend errors via the subsequent aggregation network.

Cost aggregation. The goal of this step is to aggregate contextual information in the initial cost volume to derive accurate similarity measures. Many existing methods [1,2,14] exploit a deep 3D CNN to learn an effec-
The structure of our proposed ACVNet. The construction process of ACV consists of three steps: initial concatenation volume construction, attention weights generation and attention filtering. Exploiting the generated attention weights to filter the initial concatenation volume can suppress redundant information and enhance matching-related information, deriving attention concatenation volume.

Cost volume construction and aggregation are two tightly-coupled modules which jointly determine the accuracy and efficiency of a stereo matching network. In this work, we propose a highly efficient yet informative cost volume representation, named attention concatenation volume, by using the similarity information encoded in the correlation volume to regularize the concatenation volume so that only a lightweight aggregation network is demanded to achieve an overall high efficiency and accuracy.

3. Method

3.1. Attention concatenation volume

The construction process of attention concatenation volume (ACV) consists of three steps: initial concatenation volume construction, attention weights generation and attention filtering.

**Initial concatenation volume construction.** Given an input stereo image pair whose size is $H \times W \times 3$, for each image, we obtain unary feature maps $f_l$ and $f_r$ for the left and right images respectively from CNN feature extraction. The size of feature maps of $f_l$ ($f_r$) is $N_c \times H/4 \times W/4$ ($N_c = 32$). The initial concatenation volume is then formed by concatenating the $f_l$ and $f_r$ for each disparity level as,

$$C_{concat}(\cdot, d, x, y) = \text{Concat} \{ f_l(x, y), f_r(x-d, y) \},$$  \hspace{1cm} (1)

the accordingly size of $C_{concat}$ is $2N_c \times D/4 \times H/4 \times W/4$, $D$ denotes the maximum of disparity.

**Attention weights generation.** The attention weights aim to filter the initial concatenation volume so as to emphasize useful information and suppress irrelevant information. To this end, we generate attention weights by extracting geometric information from correlations between a pair of stereo images. Conventional correlation volume is obtained by computing pixel-to-pixel similarity which becomes unreliable for textureless regions due to lack of sufficient matching clues. To address this problem, we propose a more robust correlation volume construction method via

![Figure 3. Multi-level adaptive patch matching. Atrous patches with kernel size 3 × 3 and different rates can adaptively learn weights for different level. (a), (b) and (c) are for three-level feature maps respectively, $l_1$, $l_2$ and $l_3$. Leveraging large-size patch to include more contextual information to better distinguish the matching costs of different disparities for high-level feature maps.](image)
multi-level adaptive patch matching (MAPM). Figure 3 illustrates the key idea of our MAPM. We obtain feature maps at three different levels $l_1$, $l_2$ and $l_3$ from the feature extraction module, and the number of channels for $l_1$, $l_2$ and $l_3$ is 64, 128 and 128 respectively. For each pixel at a particular level, we utilize an atrous patch with a predefined size and adaptively learned weights to calculate the matching cost. By controlling the dilation rate, we ensure that the patch’s scope is related to feature map level and meanwhile maintains the same number of pixels in similarity calculation for the center pixel. The similarity of two corresponding pixels is then a weighted sum of correlations between corresponding pixels within in the patch (denoted by red and orange colors in Figure 3).

We adopt the group-wise idea of GwNet [7] to split features into groups and compute correlation maps group by group. Three levels feature maps of $l_1$, $l_2$ and $l_3$ are concatenated to form $N_f$-channel unary feature maps ($N_f$=320). We equally divide $N_f$ channels into $N_g$ groups ($N_g$=40), and accordingly the first 8 groups are from $l_1$, the middle 16 groups are from $l_2$, and the last 16 groups are from $l_3$. Feature maps of different levels will not interfere with each other. We denote the $g$th feature group as $f^g_l$, and multi-level patch matching volume $C_{patch}$ is computed as,

$$C_{patch}^l(g, d, x, y) = \frac{1}{N_f/N_g} \sum_{(i,j)\in \Omega_k} \omega_{ij}^g \cdot C_{ij}^g(d, x, y)$$

$$C_{ij}^g(d, x, y) = (f^g_l(x-i, y-j), f^g_l(x-i-d, y-j)),$$

where $C_{patch}^k (k\in (1, 2, 3))$ represents matching cost of different feature level $k$. $(\cdot, \cdot)$ is the inner product, $(x, y)$ represents the pixel’s location, and $d$ denotes different disparity level. $\Omega_k = (i, j) (i, j \in (-k, 0, k))$ is a nine-point coordinate set, defining the scope of the patch on the $k$-level feature maps (denoted by red and orange pixels in Figure 3 ($k\in (1, 2, 3)$). $\omega_{ij}^k$ represents the weight of a pixel $(i, j)$ in the patch on the $k$-level feature maps and is learned adaptively during the training process. The final multi-level patch matching volume is then obtained by concatenating matching costs $C_{patch}^k (k\in (1, 2, 3))$ of all levels,

$$C_{patch} = \text{Concat} \left( C_{patch}^1, C_{patch}^2, C_{patch}^3 \right),$$

we denote the derived multi-level patch matching volume as $C_{patch} \in \mathbb{R}^{N_g\times D\times H\times W\times 4}$, we then apply two 3D convolutions and a 3D hourglass network [7] to regularize $C_{patch}$, and then use another convolution layer to compress the channels to 1 and derive the attention weights, i.e. $A \in \mathbb{R}^{1\times D\times H\times W\times 4}$.

To obtain accurate attention weights of different disparity to filter the initial concatenation volume, we use ground truth disparity to supervise $A$. Specifically, we adapt the same soft argmin function (in Equ. 5) as GC-Net [9] to obtain the disparity estimation $d_{att}$ from $A$. We compute smooth L1 loss between $d_{att}$ and disparity ground truth to guide network learning process for deriving accurate attention weights.

**Attention filtering.** After obtaining the attention weights $A$, we use it to eliminate redundant information in the initial concatenation volume and in turn enhance its representation ability. The attention concatenation volume $C_{ACV}$ at channel $i$ is computed as,

$$C_{ACV}(i) = A \odot C_{concat}(i),$$

where $\odot$ represents the element-wise product, and the attention weights $A$ is applied to all channels of the initial concatenation volume.

### 3.2. ACVNet architecture

Based on the ACV, we design an accurate and efficient end-to-end stereo matching network, named ACVNet. Figure 2 shows the architecture of our ACVNet which consists of four modules of unary feature extraction, attention concatenation volume construction, cost aggregation and disparity prediction. In the following, we introduce each module in details.

**Feature extraction.** We adopt the three-level ResNet-like architecture in [7]. For the first three layers, three convolutions of $3\times3$ kernel with strides of 2, 1 and 1 are used to downsample the input images. Then, 16 residual layers [8] are followed to produce unary features at 1/4 resolution, i.e. $l_1$, 6 residual layers with more channels are followed to obtained large receptive fields and semantic information, i.e. $l_2$ and $l_3$. Finally, all feature maps ($l_1$, $l_2$, $l_3$) at 1/4 resolution are concatenated to form 320-channel feature maps for the generation of attention weights. Then two convolutions are applied to compress the 320-channel feature maps to 32-channel feature maps for construction of the initial concatenation volume, which are denoted as $f_l$ and $f_r$.

**Attention concatenation volume construction.** This module takes the 320-channels feature maps for attention weights generation, and $f_l$ and $f_r$ for initial concatenation volume construction. Then attention weights are used to filter the initial concatenation volume to produce a 4D cost volume for all disparities, as described in Section 3.1.

**Cost aggregation.** We process the ACV using a pre-hourglass module which consists of four 3D convolutions with batch normalization and ReLU, and two stacked 3D hourglass networks [7], each of which mainly consists of four 3D convolutions and two 3D deconvolutions stacked in an encoder-decoder architecture, see Figure 2.

**Disparity prediction.** Three outputs are obtained in the cost aggregation, see Figure 2. For each output, following GwNet [7], two 3D convolutions are employed to output a 1-channel 4D volume, then we upsample and convert it into
a probability volume by softmax function along the disparity dimension. Finally, the predicted value is computed by the soft argmin function [9],

\[
d = \sum_{k=0}^{D_{\text{max}}-1} k \cdot p_k,
\]

where \( k \) denotes disparity level, \( p_k \) denotes the corresponding probability. The three predicted disparity maps are denoted as \( d_0, d_1, d_2 \).

### 3.3. ACVNet-Fast

We also construct a real-time version of ACVNet, named ACVNet-Fast. ACVNet-Fast adopts the same feature extraction but with fewer layers and disparity prediction modules as ACVNet. Figure 4 shows the architecture of ACVNet-Fast, the main differences between ACVNet-Fast and ACVNet lie in ACV construction and aggregation.

Specially, we construct the multi-level patch matching volume based on 1/8 resolution feature maps, and then use two 3D convolutions and a 3D hourglass network to regularize it to obtain the attention weights of 1/8 resolution i.e. \( A^f \in \mathbb{R}^{1 \times D/8 \times H/8 \times W/8} \). To achieve real-time performance without sacrificing too much accuracy, we narrow disparity search space by sampling \( h(h=6) \) hypotheses near the predicted disparity \( d^f_{\text{att}} \in \mathbb{R}^{H/2 \times W/2} \) obtained by upsampled attention weights at 1/2 resolution. These hypotheses \( D_{\text{hyp}} \in \mathbb{R}^{h \times H/2 \times W/2} \) is uniformly sampled within the range of \( (d^f_{\text{att}} - h/2, d^f_{\text{att}} + h/2) \). According to these hypotheses, we construct sparse concatenation volume and sample attention weights to get sparse attention weights. Then we construct sparse attention concatenation volume \( C^s_{\text{ACV}} \in \mathbb{R}^{2N/2 \times H/2 \times W/2} \) by Equ. 4.

For cost aggregation, we only use two 3D convolutions and one 3D hourglass network to regularize \( C^s_{\text{ACV}} \). As the matching information contained in \( C^s_{\text{ACV}} \) is very effective, only a very lightweight aggregation network is required. In this way, we achieve a good balance of accuracy and speed.

### 3.4. Loss function

For ACVNet, the final loss is given by,

\[
L = \lambda_{\text{att}} \cdot \text{Smooth}_{L_1}(d_{\text{att}} - d^{gt}) + \sum_{i=0}^{i=2} \lambda_i \cdot \text{Smooth}_{L_1}(d_i - d^{gt}),
\]

where \( d_{\text{att}} \) is obtained by attention weights \( A \) in Section 3.1, \( \lambda_{\text{att}} \) represents the coefficient for the predicted \( d_{\text{att}} \), \( \lambda_i \) represents the coefficient for the \( i \)th predicted disparity and \( d^{gt} \) denotes the ground-truth disparity map. For ACVNet-Fast, the final loss is given by,

\[
L^f = \lambda_{\text{att}}^f \cdot \text{Smooth}_{L_1}(d^f_{\text{att}} - d^{gt}) + \lambda^f \cdot \text{Smooth}_{L_1}(d^f - d^{gt}),
\]

where \( d^f \) is final output of ACVNet-Fast. The \( \text{Smooth}_{L_1} \) is the smooth L1 loss.

### 4. Experiment

In this section, we present ablation studies to explore different designs of the ACV, analyze computational complexity and demonstrate the universality of ACV. Finally we evaluate the proposed models on multiple datasets, such as Scene Flow [12], KITTI [5,13] and ETH3D [15].

#### 4.1. Datasets and evaluation metrics

**Scene Flow** is a collection of synthetic stereo datasets which provides 35454 training image pairs and 4370 testing image pairs with the resolution of 960×540. This dataset provides dense disparity maps as ground truth. For Scene Flow dataset, we utilized the widely-used evaluation metrics end-point error (EPE) and percentage of disparity outliers D1. The outliers are defined as the pixels whose disparity errors are greater than max(3px, 0.05d^*) where \( d^* \) denotes the ground-truth disparity.

**KITTI** includes KITTI 2012 [5] and KITTI 2015 [13]. KITTI 2012 and 2015 are datasets for real-world driving scenes. KITTI 2012 contains 194 training stereo image pairs and 195 testing images pairs, and KITTI 2015 contains 200 training stereo image pairs and 200 testing image pairs. Both datasets provide sparse ground-truth disparities obtained with LIDAR. The resolution of KITTI 2015 is 1242×375, and that of KITTI 2012 is 1226×370.

**ETH3D** is a collection of grayscale stereo pairs from indoor and outdoor scenes. It contains 27 training and 20 testing image pairs with sparse labeled ground-truth. Its disparity range is just in the range of 0-64. The percentage of pixels with errors larger than 2 pixels (bad 2.0) and 1 pixel (bad 1.0) are reported.

#### 4.2. Implementation details

We implement our methods with PyTorch and perform our experiment using NVIDIA RTX 3090 GPUs. For all
the experiments, we use the Adam [11] optimizer, with $\beta_1 = 0.9, \beta_2 = 0.999$. For ACVNet, the coefficients of four outputs are set as $\lambda_{att}=0.5, \lambda_0=0.5, \lambda_1=0.7, \lambda_2=1.0$. For ACVNet-Fast, the coefficients of two outputs are set as $\lambda_{att}=0.5, \lambda=1.0$. For Scene Flow, we first train attention weights generation network for 64 epochs and then train the remaining network for another 64 epochs. Finally we train complete network for 64 epochs. The initial learning rate is set to 0.001 decayed by a factor of 2 after epoch 20, 32, 40, 48 and 56. For KITTI, we finetune the pre-trained Scene Flow model on the mixed KITTI 2012 and KITTI 2015 training sets for 500 epochs. Then another 500 epochs are trained on the separate KITTI 2012/2015 training set. The initial learning rate is 0.001 and decreases by half at the 300th epoch.

4.3. Ablation study

Multi-level adaptive patch matching. The proposed multi-level adaptive patch matching is a general method that can be applied to most existing stereo models based on the correlation volume. In this study, we take GwcNet [7] as a baseline and replace the original point matching based correlation construction method with ordinary patch matching and our multi-level adaptive patch matching to derive three comparison methods, i.e., GwcNet-[7], GwcNet-p and GwcNet-mp in Table 1. Ordinary patch matching utilizes a fixed size patch ($3 \times 3$) and equal weights for all pixels in the patch. Results show that only a slight improvement can be achieved by GwcNet-p compared with original GwcNet [7], but the proposed multi-level patch matching has a very significant improvement.

Attention concatenation volume. We evaluate different strategies for constructing the ACV on Scene Flow [12]. We still take GwcNet [7] as our baseline, replace its combined volume with our ACV and keep the subsequent aggregation and disparity prediction modules the same. Figure 5 shows three different ways of constructing the ACV. Figure 5 (a) directly averages the multi-level patch matching volume along the channel dimension and multiply it with the concatenation volume, denoted as GwcNet-mp-att. As shown in Table 1, just this simple approach can dramatically improve the accuracy. Apparently, when using multi-level patch matching volume to filter concatenation volume, the accuracy of multi-level patch matching volume is crucial and largely affects the final performance of the network, so we use an hourglass architecture of 3D convolutions to aggregate it, which is denoted as GwcNet-mp-att-hg shown in Figure 5 (b). The results in Table 1 show that GwcNet-mp-att-hg improve the D1 and EPE by 7.9% and 8.7% respectively compared with GwcNet-mp-att. To further explicitly constrain multi-level patch matching volume during training, we use the softmax and soft argmin function for regression to obtain the predicted disparity, and use the ground truth to supervise the disparity, denoted as GwcNet-mp-att-hg-s shown in Figure 5 (c). Compared with the GwcNet-
mp-att-hg, GwcNet-mp-att-hg-s improves the D1 and EPE by 17.1% and 11.5% respectively with no computational cost increase in the inference stage. Overall, by replacing the combined volume in GwcNet [7] with our ACV, our GwcNet-mp-att-hg-s model achieves 42.8% and 39.5% improvement for D1 and EPE compared with GwcNet [7], demonstrating the effectiveness of ACV.

4.4. Computational complexity analysis

An ideal cost volume should require few parameters for subsequent aggregation network and meanwhile enable a satisfactory disparity prediction accuracy. In this subsection, we analyze the complexity of ACV in terms of the number of parameters demanded in the subsequent aggregation network and the corresponding accuracy. We use GwcNet [7] as the baseline. In original GwcNet [7], it uses a three stacked hourglass networks for cost aggregation. We first replace the combined volume in the original GwcNet [7] with our ACV with other parts remain the same. The corresponding model is denoted as Gwc-acv-3 in Table 2. The results show that compared with GwcNet [7], Gwc-acv-3 improves D1 and EPE by 42.8% and 39.5% respectively. We further reduce the number of hourglass networks from 3 to 2, 1, and 0, the correspondingly derived models are denoted as Gwc-acv-2, Gwc-acv-1 and Gwc-acv-0. The results in Table 2 show that, as the number of parameters reduced in the aggregation network, the prediction errors slightly increase. More importantly, after using our ACV, the stereo model without any hourglass network, i.e., Gwc-acv-0, even outperforms GwcNet. To achieve a both high accuracy and efficiency, we choose Gwc-acv-2 as our final model, and we denote it as ACVNet.

4.5. Universality and superiority of ACV

To demonstrate the universality of our ACV, we integrate our ACV into three state-of-the-art models, i.e. GwcNet [7], PSMNet [2] and CFNet [16], and compare the performance of the original models with those after using our ACV. Specifically, we denote the model after applying our method as GwcNet-ACV, PSMNet-ACV and CFNet-ACV for comparison respectively. As shown in Table 3, the EPE is reduced by 39.5% for GwcNet [7], 42.2% for PSMNet [2] and 14.4% for CFNet [16].

We experimentally compare our ACV with cascaded approaches. We apply the two-stage cascaded method proposed by [6] to GwcNet, the corresponding model is denoted as Gwc-CAS. As shown in Table 4, our ACV outperforms cascaded approach. We think the superior performance of ACV to the cascaded approach is because the latter could suffer from irreversible cumulative errors as it directly discards disparities that is beyond the prediction range. However, our ACV only adjusts the weights of different disparities. Thus, although the attention weights are imperfect, the concatenation volume which contains rich context, can help amend errors to some extent via the subsequent aggregation network.

4.6. ACVNet performance

Scene Flow. As shown in Table 5, our method achieves state-of-the-art performance. We can observe that our ACVNet improves EPE accuracy by 38.4% and meanwhile...
Table 7. Quantitative evaluation on KITTI 2012 [5] and KITTI 2015 [13]. For KITTI 2012, we report the percentage of pixels with errors larger than x disparities in both non-occluded (x-noc) and all regions (x-all), as well as the overall EPE in both non occluded (EPE-noc) and all the pixels (EPE-all). For KITTI 2015, we report D1 metric in background regions (bg), foreground areas (fg), and all. **Bold**: Best, **Underscore**: Second best.

| Method           | KITTI 2012 [5] | KITTI 2015 [13] | Run-time (s) |
|------------------|----------------|-----------------|--------------|
|                  | 2-noc  | 2-all | 3-noc  | 3-all | EPE noc | EPE all | D1-bg | D1-fg | D1-all |            |
| GC-Net [9]       | 2.71   | 3.46  | 1.77   | 2.30  | 0.6    | 0.7    | 2.21  | 6.16  | 2.87   | 0.9        |
| PSMNet [2]       | 2.44   | 3.01  | 1.49   | 1.89  | 0.5    | 0.6    | 1.86  | 4.62  | 2.32   | 0.41       |
| EdgeStereo [17]  | 2.32   | 2.88  | 1.46   | 1.83  | **0.4**| **0.5**| 1.84  | 3.30  | 2.08   | 0.32       |
| GwcNet [7]       | 2.16   | 2.71  | 1.32   | 1.70  | 0.5    | **0.5**| 1.74  | 3.93  | 2.11   | 0.32       |
| GANet-deep [24]  | 1.89   | 2.50  | 1.19   | 1.60  | **0.4**| **0.5**| 1.48  | 3.46  | 1.81   | 1.8        |
| AefNet [25]      | **1.83**| **2.35**| 1.17   | 1.54  | 0.5    | **0.5**| 1.51  | 3.80  | 1.89   | 0.48       |
| HITNet [18]      | 2.00   | 2.65  | 1.41   | 1.89  | **0.4**| **0.5**| 1.74  | 3.20  | 1.98   | 0.02       |
| CFNNet [16]      | 1.90   | 2.43  | 1.23   | 1.58  | **0.4**| **0.5**| 1.54  | 3.56  | 1.88   | 0.18       |
| LEAStereo [3]    | 1.90   | 2.39  | **1.13**| **1.45**| 0.5    | **0.5**| **1.40**| **2.91**| **1.65**| **0.3**     |
| ACVNet (ours)    | **1.83**| **2.35**| **1.13**| **1.47**| **0.4**| **0.5**| **1.37**| **3.07**| **1.65**| **0.2**     |

Figure 6. Qualitative results on Scene Flow [12] and KITTI [5,13]. The first two columns show results on Scene Flow, the middle two columns show results on KITTI 2012, and the last two columns show results on KITTI 2015.

has a faster inference speed compared with the state-of-the-art method LEAStereo [3], i.e. 0.2s vs. 0.3s.

**KITTI.** As shown in Table 7 and Figure 1, our ACVNet outperforms most existing published methods and ranks No.2 in KITTI 2012 and KITTI 2015 leaderboards. It is worth mentioning that our ACVNet is also the fastest among the top 10 methods in the KITTI benchmark leaderboards.

**ETH3D.** As shown in Table 5, our ACVNet outperforms the state-of-the-art methods, HITNet [18] and CFNNet [16].

To sum up, our ACVNet shows excellent performance on the above four datasets, and it is worth mentioning that our ACVNet is also the only method that ranks top 5 concurrently in all four datasets, which represents the good generalization ability of our method to various scenes. The current SOTA methods always perform poorly in some certain scenarios, e.g. LEAStereo [3] has poor accuracy on Scene Flow; the performance of HITNet [18] in real-world scenarios (KITTI and ETH3D) is far inferior to our ACVNet.

4.7. ACVNet-Fast performance

To demonstrate the outstanding performance of our ACVNet-Fast, we compared it with the current classic real-time networks on Scene Flow [12] and KITTI [5,13] benchmark. As shown in Table 6, our method achieves a very good balance between inference time and accuracy.

5. Conclusion

In this paper, we propose a novel cost volume, named attention concatenation volume (ACV), which generates attention weights based on similarity measures to filter concatenation volume. We also propose a novel multi-level adaptive patch matching method to produce accurate similarity measures even for textureless regions. Based on ACV, we design a highly accurate network (ACVNet), which shows excellent performance on four public benchmarks, i.e., KITTI 2012&2015, Scene Flow and ETH3D.
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