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Abstract—This paper introduces SmartBelt, a wearable microphone array on a belt that performs sound source localization and returns the direction of arrival with respect to the user waist. One of the haptic motors on the belt then vibrates in the corresponding direction to provide useful feedback to the user. We also introduce a simple calibration step to adapt the belt to different waist sizes. Experiments are performed to confirm the accuracy of this wearable sound source localization system, and results show a Mean Average Error (MAE) of 2.90°, and a correct haptic motor selection with a rate of 92.3%. Results suggest the device can provide useful haptic feedback, and will be evaluated in a study with people having hearing impairments.

I. INTRODUCTION

Hearing assistive devices such as bone-anchored hearing devices and cochlear implants have a limited ability to locate and separate sounds [1]–[3]. This is an issue as localization is an important auditory ability for safely moving in space and detecting sounds in environments such as schools, restaurants, busy streets and workplaces. Hearing in noise is facilitated by the localization of sounds in order to turn the head towards the speaker (the source of the sound) and utilize additional speech cues such as lip-reading and facial expressions to extract a message from high background noise. Haptic devices have been shown to significantly improve the localization of sounds [4]. Studies have also shown that auditory localization can be improved by training [5]. People lacking access to visual information are particularly reliant on their auditory localization capacities to move autonomously and safely [6]–[9].

Robot audition offers interesting solutions to perform sound source localization using microphone arrays in dynamic environments. The existing approaches are well-suited for assisting a human with sound localization tasks as: 1) microphone arrays are available in arbitrary geometries as robots come in many different shapes; and 2) they can run on portable low-cost hardware powered by a battery. There are three main types of sound source localization methods: 1) steered-power beamformers; 2) subspace decomposition methods; 3) machine learning-based approaches.

Steered-Response Power with Phase Transform (SRP-PHAT) consists in steering a beamformer in different potential direction of arrivals (DoAs) around the microphone array [10]. It is also possible to break down the problem for each pair of microphones, using the Generalized Cross-Correlation with Phase Transform (GCC-PHAT) [11]. The computational load however increases with the number of microphones and the number of potential DoAs [12]. To reduce the complexity, the search can first be done on a coarse grid, and then finished with a finer grid [13]. Another approach is the Singular Value Decomposition with Phase Transform (SVD-PHAT), which relies on Singular Value Decomposition of the SRP-PHAT projection matrix to project the observation on a vector with the principal components [14], [15]. A k-d tree is then used to speed up the search for the most likely direction of arrival of sound. These approaches require the a priori geometry of the microphone array to be known, which can be an issue if the microphones are installed on a deformable surface.

Subspace decomposition consists of methods such as MULTiple SiGnal Classification (MUSIC) [16] and Estimation of Signal Parameters via Rotational Invariance Technique (ESPRIT) [17]. While MUSIC was formerly used with narrowband signals, it was adapted for wideband signals such as speech with the Standard Eigenvalue Decomposition MUSIC (SEVD-MUSIC) algorithm [18]. SEVD-MUSIC assumes that speech is more powerful than noise for each frequency bin, which is not always the case. The Generalized Eigenvalue Decomposition with MUSIC (GEVD-MUSIC) overcomes this limitation by performing decomposition with respect to the noise spatial correlation matrix [19]–[21]. GEVD-MUSIC however suffers from the non-orthogonality of the bases spanning the noise subspace, which in turn impacts the accuracy of localization. Generalized Singular Value Decomposition with MUSIC (GSVD-MUSIC) is proposed to enforce bases orthogonality and improve localization accuracy [22]. MUSIC-based methods however rely on eigenvalue or singular value decomposition in real-time, which involves a significant amount of computations, and usually require expensive hardware.

Machine learning approaches have recently gained in popularity for a wide range of audio processing tasks, including multi-channel sound source localization. They usually involve training a neural network for a specific microphone array geometry, based on simulated and/or recorded audio data. For instance, it is shown that localization with a uniform linear array can be performed by training a convolutional
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neural network (CNN) using white noise signals [23], [24]. Convolutive and Recursive Neural Networks (CRNNs) can also be used to estimate DoAs for a specific class of sounds [25], [26]. Although these deep learning methods show accurate DoA estimation, they have two major drawbacks: 1) they need a significant amount of training data for a specific microphone array geometry, which makes quick calibration difficult; and 2) they require expensive hardware to perform inference as they have numerous weight parameters.

In this paper, we propose a new device, called SmartBelt, that can be installed on a user waist. This belt performs sound source localization with multiple microphones using GCC-PHAT with binary time-frequency masks, and provides haptic feedback using motors to inform the user regarding the direction of arrival of sound. There are three main contributions in this paper: 1) we introduce and describe the first belt that performs audio localization and provides haptic feedback; 2) we propose a simple yet effective calibration for the belt to adapt to different waist sizes; and 3) we demonstrate that this belt can estimate DoA accurately and provide useful haptic feedback. This paper is organized as follows. Section II introduces the hardware and the proposed algorithm. Section III demonstrates how the belt performs in real conditions. Finally, section IV concludes with final remarks and suggests future work.

II. **SmartBelt**

The proposed SmartBelt device consists of custom made hardware and uses algorithms based on GCC-PHAT to estimate the DoA of the sound source of interest.

A. **Hardware**

The proposed hardware consists of 8 microphones fixed on the belt perimeter and 15 haptic motors. The haptic motors are fixed to the internal side of the belt, and a microphone is also installed every two motors on the external side of the belt on 3-D printed supports, as shown in Figure 1. The geometry of the microphone array is unknown a priori, but it is assumed that the motors are spaced evenly on the belt.

![SmartBelt Layout](https://example.com/smartbelt_layout.png)

Fig. 1. SmartBelt Layout

The microphones are plugged in a 8SoundsUSB sound card that performs synchronized sampling of the microphones [27], connected to a Raspberry Pi 4 (RP4) board [28] via USB. Each haptic motor is connected to a MOSFET module, which is interfaced with a General Purpose Input/Output (GPIO) pin on the RP4. A portable power bank with USB ports powers the RP4 and the MOSFETs, which can store enough energy to power the SmartBelt for many hours. The sound card, MOSFETs, RP4 and power bank are installed in a backpack carried by the user. Cables exit the backpack and connect to the belt from behind. A haptic motor simply vibrates in the direction of the sound source for one second, and the recordings are done between vibrations to avoid faulty DoA estimations. Figure 2 shows the hardware for SmartBelt, and Figure 3 illustrates the connection schematic.

![SmartBelt Hardware](https://example.com/smartbelt_hardware.png)

B. **Algorithms**

1) **TDoA Estimation**: The proposed system captures the audio signals from the microphones and compute a Short-Time Fourier Transform (STFT) for each canal \( c \in C \) = \{1, 2, ..., 8\} over windows of \( N \in \mathbb{N} \) samples for a total of \( T \in \mathbb{N} \) frames, denoted as \( X_c(t,f) \in \mathbb{C} \), where \( t \in \{1,2,\ldots,T\} \) stands for the frame index and \( f \in \{0,1,\ldots,N/2\} \) stands for the frequency bin index. The cross-correlation \( R(t,f) \in \mathbb{C} \) is computed in the frequency domain for each pair of microphones \( (u,v) \in Q \) (where \( Q = \{(x,y) \in \mathbb{C}^2 : x < y\} \)) as follows:

\[
R_{u,v}(t,f) = X_u(t,f)X_v(t,f)^*,
\]

(1)
Fig. 3. Diagram with the connections between the different hardware components of the SmartBelt

where \((\ldots)^*\) stands for the complex conjugate. The Time Difference of Arrival (TDoA) estimation for each pair of microphones \((u, v)\) used here relies on the Generalized Cross-Correlation with Phase Transform (GCC-PHAT) approach, which makes use of the inverse Fast Fourier Transform (iFFT) to estimate the correlation in the time domain as follows:

\[
    r_{u,v}(t, \tau) = \sum_{f=0}^{N-1} M(t, f) \frac{R_{u,v}(t, f)}{|R_{u,v}(t, f)|} \exp(-j2\pi f \tau/N),
\]

where \(\tau \in \mathbb{Z}\) corresponds to the time delay in samples, \(j = \sqrt{-1}\) and \(\ldots\) stands for the magnitude of the complex number. A binary time-frequency mask \(M(t, f) \in \{0, 1\}\) is generated to capture only regions different from background noise (estimated during silence periods), as previously investigated in [29], [30]. The TDoA \(\tau_{u,v}(t)\) at each frame \(t\) is then obtained by finding the peak in the correlation signal:

\[
    \tau_{u,v}(t) = \arg\max_{\tau} r_{u,v}(t, \tau). \tag{3}
\]

All the TDoAs are accumulated in a buffer of \(T\) frames, and the final TDoA corresponds to the mode:

\[
    \tau_{u,v} = \text{Mod}(\tau_{u,v}(t)). \tag{4}
\]

As the exact geometry of the microphone array is unknown, a calibration step is required to map the TDoAs of all pairs of microphones to each potential DoA, and assign a specific DoA for each haptic motor position.

2) **Calibration:** Each person has a unique morphology (waist circumference, width, etc.), which can also change over time due to health related issues (e.g. pregnancy, sedentary life style, aging). For this reason, a fast and quick calibration procedure with minimal hardware requirement is desirable. The goal is to associate each haptic motor to a DoA azimuth angle (in degrees).

The user first positions themselves at an approximate angle, and then a loudspeaker a few meters away plays a white noise signal at the same height and for 3 seconds. The belt records the audio signals, estimates the TDoA for each pair of microphones, and stores them in memory. The user then orients themselves in another direction, and the same procedure is repeated. The eight calibration directions are set to \(0^\circ, 45^\circ, 90^\circ, 135^\circ, 180^\circ, 225^\circ, 270^\circ\) and \(315^\circ\). The system then estimates the TDoAs for each of the 360 angles (with a resolution of 1 degree) by performing linear interpolation with the eight calibration directions and associated TDoAs. A lookup table is then generated with each DoA and the corresponding 28 TDoAs:

\[
    \begin{bmatrix}
        0 \\
        1 \\
        \vdots \\
        359
    \end{bmatrix} \rightarrow \begin{bmatrix}
        \tau_{1,2}^0 & \tau_{1,3}^0 & \tau_{1,4}^0 & \ldots & \tau_{7,8}^0 \\
        \tau_{1,2}^1 & \tau_{1,3}^1 & \tau_{1,4}^1 & \ldots & \tau_{7,8}^1 \\
        \vdots & \vdots & \vdots & \ldots & \vdots \\
        \tau_{1,2}^{359} & \tau_{1,3}^{359} & \tau_{1,4}^{359} & \ldots & \tau_{7,8}^{359}
    \end{bmatrix}. \tag{5}
\]

The haptic motors \(\{2, 4, 6, 8, 10, 12, 14\}\) are positioned midway between the pair of microphones \(\{(1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7), (7, 8)\}\). This implies that when the sound source faces directly one of these motors, the TDoA estimated at the corresponding pair of microphones corresponds to 0 (both microphones are equidistant from the motor). Using this property, it is possible to associate a DoA angle (between \(0^\circ\) and \(360^\circ\)) to each haptic motor with an even index. We denote these angles as \(\theta_2, \theta_4, \theta_6, \theta_8, \theta_{10}, \theta_{12}\) and \(\theta_{14}\). Figure 4 shows how the DoA of the haptic motors can be estimated. It is interesting to note that the calibration angles can be more or less accurate (i.e. they can differ from the exact values of \(0^\circ, 45^\circ, \ldots, 315^\circ\)). In fact, the interpolated angles can be slightly off and generate a reference scale that is imperfect, but the predicted DoA at test time and the reference haptic motor DoAs are both on this same scale, which compensates for the difference.

The haptic motors 3, 5, 7, 9, 11 and 13 are equidistant to neighbor motors which DoAs are known. Using linear interpolation, the DoAs can be computed as follows:

\[
    \theta_3 = \frac{\theta_2 + \theta_4}{2}, \quad \theta_5 = \frac{\theta_4 + \theta_6}{2}, \quad \theta_7 = \frac{\theta_6 + \theta_8}{2}, \\
    \theta_9 = \frac{\theta_8 + \theta_{10}}{2}, \quad \theta_{11} = \frac{\theta_{10} + \theta_{12}}{2}, \quad \theta_{13} = \frac{\theta_{12} + \theta_{14}}{2}. \tag{6}
\]

Finally, the DoAs of the two last haptic motors 1 and 15 are estimated as follows:

\[
    \theta_1 = \frac{3\theta_2 - \theta_3}{2}, \quad \theta_{15} = \frac{3\theta_{14} - \theta_{13}}{2}. \tag{7}
\]

3) **Localization:** Once the belt is properly calibrated, it can be used to localize the DoA of a sound stimulus that would normally draw the attention of a person with normal hearing function (e.g. phone ringing, car honking). Once the belt localizes the sound of interest, the haptic motor that
A sound source generates white noise at eight different angles around the belt (0°, 45°, ..., 315°). The TDoAs are estimated for each calibration angle, and are connected using linear interpolation. The DoA angles aligned with the haptic motors with even indices correspond to the zero-crossing for pairs of microphones (1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7) and (7, 8). Only the TDoAs that correspond these 8 pairs out of 28 are shown for clarity. In this example, the DoA associated to haptic motor 6 is $\theta_0 = 170^\circ$

matches this direction vibrates to provide feedback to the user.

The TDoAs are computed the same way as in Section II-B.1. The score between the computed TDoAs ($\hat{r}_{u,v}$) and the TDoAs in the lookup table ($r_{u,v}^\theta$) for each potential DoA $\phi$ generated during calibration is obtained using a Squared Exponential Kernel (to make it more robust to potential outliers):

$$f(\phi) = \sum_{u=1}^{8} \sum_{v=u+1}^{8} \sigma^2 \exp \left( -\frac{(\hat{r}_{u,v} - r_{u,v}^\phi)^2}{2l^2} \right).$$

(8)

The predicted DoA $\phi^*$ then corresponds to the potential DoA with the highest score:

$$\phi^* = \arg\max_{\phi} \{ f(\phi) \},$$

(9)

and the belt activates the haptic motor with the closest DoA $\theta_i$ to the predicted DoA $\phi^*$:

$$\theta_i^* = \arg\min_{i} \{|\theta_i - \phi^*|\}.$$  

(10)

III. EXPERIMENTS

The belt is tested in controlled real-life conditions to demonstrate the versatility of the proposed system amongst different users. The frame ($N$) and hop ($\Delta N$) sizes are chosen to ensure a 23 msec analysis window with an overlap of 50%. The Squared Exponential Kernel parameters $l$ and $\sigma$ are chosen empirically to provide good localization accuracy. Table I shows the parameters used for the experiments.

| Parameter | Value |
|-----------|-------|
| $N$       | 1024  |
| $\Delta N$| 512   |
| $l$       | 0.707 |
| $\sigma$  | 1     |

A bluetooth speaker is used as the sound source, and a general purpose cardboard with 40 azimuth angles (0°, 9°, 18°, ..., 342°, 351°) serves as a reference for the orientation of the user. The speaker is approximately 2 m from the user and at the same height. Tests are performed in the center of a large room with moderate reverberation. For now the system is limited to scenarios where strong early reflections can be ignored. For testing, multiple sounds of interests are used: 1) truck horn; 2) car driving by; 3) car horn; 4) car braking; 5) phone ringing; 6) speed car accelerating. Each sound has a duration of approximately 2 seconds. The DoA estimation is performed using the full segment. The belt is worn by two male participants with different waist sizes. Calibration is performed by playing white noise at eight angles (0°, 45°, ..., 315°). The test sounds are then played at each one of the 40 azimuth angles. Figure 5 demonstrates the experimental setup used to evaluate the performance of the belt.

Using the calibration procedure described earlier, the DoAs associated to each haptic motor are obtained and shown in Table II. The results demonstrate that it is possible to easily recover the positions of the haptic motors using the proposed calibration method as they are moved on the belt to accommodate for the different waist sizes.

The test sounds are played at each position on the loudspeaker, and the predicted (\phi) and reference (\gamma) DoAs angles are compared. The Mean Absolute Error (MAE) is then computed for each test sound and participant as follows:

$$\text{MAE} = \frac{1}{40} \sum_{k=1}^{40} |\phi_k - \gamma_k|.$$  

(11)
where $\phi_k$ and $\gamma_k$ stand for the predicted and baseline angle at position $k$, where $k \in \{1, 2, \ldots, 40\}$.

Table III shows the MAE for each sound and participant. The results confirm the accuracy of the proposed method to estimate the DoA. On average, both MAEs are similar, with values of $2.69^\circ$ and $3.11^\circ$ for participants A and B, respectively, and an overall average of $2.90^\circ$. This is similar to MAE in humans, estimated in some studies to 3 degrees for wideband sounds coming from a specific direction [31].

Based on the predicted DoAs, we choose the haptic motor that needs to provide feedback. The chosen motor is compared to the one that should be activated given the theoretical DoA, and a ratio of good match is computed. Table IV shows these results. In general, the belt provides a high fidelity haptic feedback with most sounds, with an average of 92.5% and 92.1% for participants A and B respectively, and an overall average of 92.3%. Note that the lowest performances are observed with the truck horn sound, which is expected as for this sound segment, most of the power lies in the low frequencies, and GCC-PHAT performs better with wideband signals.

| Sound                  | Participant A | Participant B |
|------------------------|---------------|---------------|
| Truck horn             | 4.55$^\circ$  | 3.25$^\circ$  |
| Car driving by         | 2.45$^\circ$  | 2.83$^\circ$  |
| Car horn               | 2.23$^\circ$  | 4.80$^\circ$  |
| Car braking            | 2.65$^\circ$  | 2.25$^\circ$  |
| Phone ringing          | 2.50$^\circ$  | 3.25$^\circ$  |
| Speed car accelerating | 1.73$^\circ$  | 2.25$^\circ$  |
| **Average**            | **2.69$^\circ$** | **3.11$^\circ$** |

Table IV: Proportion of good match between activated haptic motors and haptic motors that should be activated

| Sound                  | Participant A | Participant B |
|------------------------|---------------|---------------|
| Truck horn             | 77.5%         | 82.5%         |
| Car driving by         | 100.0%        | 90.0%         |
| Car horn               | 95.0%         | 87.5%         |
| Car braking            | 92.5%         | 100.0%        |
| Phone ringing          | 95.0%         | 95.0%         |
| Speed car accelerating | 95.0%         | 97.5%         |
| **Average**            | **92.5%**     | **92.1%**     |

IV. Conclusion

This paper presents three contributions: 1) we introduce the first belt that can perform sound source localization at 360$^\circ$ around a user; 2) we propose a simple calibration procedure to adjust the belt for participants with different waist sizes; and 3) we demonstrate that the belt provides accurate DoA estimation and haptic feedback. So far, a simple time-frequency mask is applied to detect a single non-stationary sound source and ignore stationary noise. In practice however, it would be important to trigger the haptic feedback only for sounds of interest. To achieve this, joint sound source detection and localization could be applied to each pair of microphones [32]. Moreover, the performance of GCC-PHAT deteriorates with narrower bandwidth sounds, as observed in the experiments with the truck horn sound. It would therefore be useful to combine the inter-level difference between microphones with the delay of propagation information. Moreover, a new prototype could be built with MEMS microphones connected in daisy chain, which would reduce the amount of wiring, reduce the power consumption, and make the device more portable.

Given the challenges associated with the use of only amplification to transmit auditory localization information, one potential application of the SmartBelt would be to couple it to a hearing aid device or cochlear implant. In this way, the haptic motors could contribute additional vibrotactile stimulation complementing the auditory information transmitted via the hearing device. Currently there is little
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information in the literature regarding the benefits of multimodal stimulation for the improvement of auditory capacities such as localization. Future work could include measuring the functional consequences of vibrotactile stimulation without amplification on a normal-hearing population. Later experiments could be carried out on clinical populations with hearing losses of various degrees coupled to different types of hearing devices. Combining multimodal stimuli has been shown to improve reaction time, perceptual precision and accuracy [33]–[37] which is particularly important when navigating a physical environment such as a busy street. Future experiments will look at the degree to which threshold auditory localization perception can be improved by combining haptic and auditory stimulation.
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