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Abstract: We show how affine and projective special Kähler manifolds emerge from the structure of quantization. We quantize them and construct natural (wavefunction) representations for the corresponding coherent states. These in turn are shown to satisfy the precise generalizations of the BCOV holomorphic anomaly equation (hep-th/9309140), thus extending the work in hep-th/9306122. As a byproduct of the analysis we construct the explicit general solution to the holomorphic anomaly equation.
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1. Introduction

Special Kähler manifolds have been studied in the physics literature since the seminal papers [ST], [dWLPSV], [WP], [G]. These split into two main categories. The first are known as affine special Kähler manifolds (or rigid special Kähler manifolds) while the second as projective special Kähler manifolds (or local special Kähler manifolds). While the former arise as moduli spaces of vector-multiplets in rigid $N = 2$ supersymmetric four dimensional gauge theories (e.g. [ST], [SW1], [SW2]), the latter arise analogously in the corresponding
(locally supersymmetric) supergravity theories (e.g. [dWLPSV][WP], [S]). The structure of projective special Kähler manifolds has also been rediscovered within the framework of string theory ([CFG], [CV], [BCOV]), thus providing a microscopical description of the vector-multiplet moduli spaces in the aforementioned four dimensional theories. Mathematically, special Kähler manifolds have been defined both extrinsically ([C], [BC]) and intrinsically [Fr]. Of great relevance is also [CL], where central results of [BCOV] have been understood and extended within a rigorous mathematical framework.

Focusing on the string theory perspective, projective special Kähler manifolds arise as moduli spaces of certain two dimensional closed topological string theories whose underlying topological field theories are obtained as topological twists of $N = (2, 2)$ two dimensional conformal field theories, most notably sigma models into complex three dimensional Calabi-Yau manifolds. The fundamental object of study in these topological string theories is the generating functional of all scattering amplitudes of closed topological string states. In fact, much of the attention is reserved to states that correspond to so-called marginal fields. These are fields that induce infinitesimal deformations of the corresponding topological field theory to a “neighboring one”. In [BCOV] it was shown that this restricted generating functional satisfies a differential equation, which was named the holomorphic anomaly equation. More precisely the restricted generating functional is of the form:

$$Z(u, p),$$

where $u$ stands for a choice of marginal field, while $p$ labels the topological conformal field theory within which the scattering of marginal fields takes place. And the name “holomorphic anomaly” is due to the fact that if one departs from genus zero scattering surfaces one finds that the generating functional has non-holomorphic dependence on the space of $p$'s, namely the moduli space of topological field theories attached to a given initial one. In [Wi] it was shown how a similar structure to that of the holomorphic anomaly equation arises if one performs a version of geometric quantization of the moduli space of $B$-model topological conformal field theories, where the special Kähler manifold is a moduli space of complex structures of complex three dimensional Calabi-Yau manifolds.

In this paper we expand on the work of [Wi], showing, in fact, how the very structure of special Kähler manifold, both affine and projective, arises as the simplest quantizable geometry. Moreover, in our framework we recover the precise form of the holomorphic anomaly equation of [BCOV], while at the same time providing its general solution. It is important to stress that just as in [Wi], also in the present work, the perspective is not a microscopical one. In particular, our derivation of the holomorphic anomaly equation is not ascribed to the detailed knowledge of the moduli spaces of Riemann surfaces. Crucial to our construction is instead the approach of [Fed2] to the quantization of symplectic manifolds. In close analogy to [Wi], though in much greater generality, in this framework the
holomorphic anomaly equation translates to a parallel transport equation with respect to a flat connection $A$ on a Hilbert bundle over the classical phase space.

The present work develops as follows. In section 2 we recall the very basics of quantization. In section 3 we intend to provide a simple review of the approach in [Fed2] to the quantization of symplectic manifolds. In section 4.1 we show how affine special Kähler manifolds arise as the “simplest” quantizable spaces. Complementary to the developments of the aforementioned sections is the representation, in 4.3, of the coherent states corresponding to the affine special Kähler manifolds. The crucial notion here is that of coherent tangent bundle. Subsequently in 4.4 we show how the thus constructed wavefunction, at this point only for strictly Riemannian affine special Kähler manifolds, satisfies a version of the holomorphic anomaly equation, which we shall call throughout simply master equation. In 4.5 and 4.6 we then provide its general solution. In 5 we start the study of the projective special Kähler manifolds of interest in the physics literature. These arise as quotients of affine conic, but Lorentzian, affine special Kähler manifolds. Thus first we unravel the structure of conic special Kähler manifold in a way best suited for our formalism, also providing a possible quantum interpretation 5.1 for the conic structure. Subsequently we define the quantization of Lorentzian affine special Kähler manifolds (sections 5.3 and 5.4) and finally we show how to quantize the quotient, projective special Kähler manifold in 5.5. In this way we arrive at the desired master equation, while simultaneously having provided its general solution.

2. Quantization review

In this section we will review the general principles underlying quantization of classical phase spaces. The basic ingredients are a classical phase space, which we will assume to be a smooth manifold $M$, a space of quantum states, which by definition is complex projective space $\mathbb{P}^n$ of a priori arbitrary dimension $n$, and a quantization map. This is a map

$$\phi : M \to \mathbb{P}^n$$

identifying the classical state space (or a portion thereof) as a subset of the space of quantum states\(^1\). The image of this map, $\phi(M)$, is known as the space of coherent states. Part of the problem of quantization is the classification of such triples. Complementary to that, is the task of transporting the basic invariants of $\mathbb{P}^n$ via $\phi$ to $M$. The basic algebraic invariant of interest is the maximal compact subgroup $G$ of $\text{Aut}(\mathbb{P}^n)$. This can also be viewed as the group of automorphisms

\(^1\)As classical mechanics should in principle be recovered from quantum mechanics, $\phi$ should be in some sense faithful, e.g. an immersion or even embedding.
of \( \mathbb{P}^n \) endowed with the pairing:

\[
(x, y) := \frac{|\langle x, y \rangle|}{||x|| ||y||},
\]

where \( \langle \cdot, \cdot \rangle \) denotes a sesquilinear product on \( \mathbb{C}^{n+1} \). It is the result of Wigner’s Theorem, that \( G \) is composed exactly of the unitary and antiunitary transformations of \( (\mathbb{C}^{n+1}, \langle \cdot, \cdot \rangle) \). The space of quantum observables is the Lie algebra \( \mathfrak{g} = \text{Lie}(G) \), while what is known as the algebra of quantum observables is its universal enveloping algebra \( U(\mathfrak{g}) \).

The algebra of classical observables is recovered as follows. Let \( F \in U(\mathfrak{g}) \), then its classical counterpart is a complex valued function \( f : M \to \mathbb{C} \) given by:

\[
f(p) = \langle \phi(p), F \phi(p) \rangle.
\]

The universal enveloping algebra is represented by the so-called star-product \( \star \), which by definition must satisfy:

\[
(f \star g)(p) := \langle \phi(p), F \cdot G \phi(p) \rangle.
\]

In the following we will suppress one degree of arbitrariness in the choice of the quantization triple, namely the dimension of projective space. In fact, without loss of generality, we are allowed to consider the direct limit:

\[
\mathbb{P}^{\infty} := \lim_{n \to \infty} \mathbb{P}^n.
\]

This in turn can be viewed as \( \mathcal{H}/\mathbb{C}^{*} \), where \( \mathcal{H} \) is an infinite dimensional separable Hilbert-space. It is important to remark, as it will be crucial in what follows, that any two such Hilbert-spaces are isomorphic. Before venturing into the more general case, it will be useful to recall the very well known quantization of \( \mathbb{R}^{2d} \).

### 2.1. The simplest case: \( M = \mathbb{R}^{2d} \)

Given the definition of quantization above, a priori there are a multitude of quantization maps \( \phi \) of \( \mathbb{R}^{2d} \). However its canonical quantization presupposes a much more rigid structure than that of a smooth manifold. Indeed \( \mathbb{R}^{2d} \) is identified with its group of translations \( \Gamma \), or more precisely with an orbit, e.g. \( \Gamma \cdot e \), where \( e \) denotes the identity element \( e = 0 \in \mathbb{R}^{2d} \). Then the quantization maps reduce to the projective representations:

\[
\rho : \Gamma \to \text{Aut}(\mathbb{P}^{\infty}).
\]

As is well known these are in one-to-one correspondence with the family of linear representations:

\[
\hat{\rho} : \hat{\Gamma} \to \text{Aut}(\mathcal{H}).
\]
labeled by a central extension $\hat{\Gamma}$ of $\Gamma$. These in turn are fully specified by the choice of a skew-symmetric bilinear form $\omega^{-1} \in \bigwedge^2 (\text{Lie}(\Gamma))^*$. Passing to the Lie algebra description altogether, $\text{Lie}(\hat{\Gamma})$ is then specified by the following commutation relations:

$$[\hat{x}^i, \hat{x}^j] = i\omega^{-1}(x^i, x^j).$$

By a slight abuse of notation, we have multiplied the generators by $i = \sqrt{-1}$, so that these will be represented as self-adjoint operators. We will restrict attention to the case where $\omega^{-1}$ is non-degenerate. Although this is no real loss of generality in the present case, it will be in the following sections, where the space $(\mathbb{R}^{2d}, \omega^{-1})$ is generalized to a Poisson manifold, while we will be solely interested in the symplectic case. In the non-degenerate case, $\hat{\Gamma}$ is known as a Heisenberg group, and these are in fact all equivalent. This simply follows from the fact that any non degenerate skew-symmetric matrix can be brought to canonical form $\epsilon$ by an invertible matrix $\Lambda$, as

$$\Lambda^T \omega \Lambda = \epsilon.$$ 

It will be useful in the following to introduce further canonical objects: $\eta$, the standard euclidean metric, and the complex structure $I$ given by:

$$\eta = I\epsilon.$$ 

Part of the Stone-von-Neumann-Mackey Theorem states that $\hat{\Gamma}$ has a unique, up to isometry, unitary irreducible and infinite dimensional representation on a separable Hilbert-space. In fact, since infinite dimensional separable Hilbert-spaces are all equivalent, we can view each such $\mathcal{H}$ as furnishing such an irreducible representation. Indeed this is realized as follows. First, presupposing canonical form, split $\text{Lie}_\mathbb{C}(\hat{\Gamma})$ into raising and lowering subalgebra spanned by the operators:

$$\hat{x}^i(\eta + i\epsilon)_{ij} \quad \text{and} \quad \hat{x}^i(\eta - i\epsilon)_{ij}$$

respectively. The former are commonly known as annihilation while the latter as creation operators. Then choose an orthonormal basis $\{|n\rangle\}$ of $\mathcal{H}$ enumerated by $n \in \mathbb{N}_0^d$. Declare $|0\rangle$ to be the highest weight vector and let the action of $\hat{x}^i(\eta - i\epsilon)_{ij}$ be specified by:

$$\hat{x}^i(\eta - i\epsilon)_{ij}|n\rangle \sim |n + e_j\rangle,$$

where $e_j$ denotes the unit vector in the $j$th direction and $\sim$ indicates equal up to a suitable unique proportionality factor. At this point we can turn to the representation $\hat{\rho}$:

$$\hat{\rho}(p) = \exp(i\omega_{ij}\hat{x}^i\hat{x}^j),$$

Roughly speaking the requirement that the phase-space be symplectic replaces the notion that the quantization map $\phi$ should be “faithful”.

---

\[ ^2 \text{Roughly speaking the requirement that the phase-space be symplectic replaces the notion that the quantization map } \phi \text{ should be “faithful”.
}^{\text{footnote}}\]
where \( p = (x^1, \ldots, x^{2d}) \). Given this representation, it is straightforward to obtain the quantization map:

\[
\phi(p) = \hat{\rho}(p)|\psi\rangle,
\]

(2.1)

where \( |\psi\rangle \) is an arbitrary, nonzero, state in \( \mathcal{H} \). This choice is irrelevant, it can be removed by an automorphism of \( \mathbb{P}^n \). If we choose \( |\psi\rangle = |0\rangle \), we recover the canonical notion of coherent state:

\[
|x\rangle = \exp(i\omega_{ij}x^i\hat{x}^j)|0\rangle.
\]

(2.2)

This in particular satisfies:

\[
\hat{x}^i(\eta + i\epsilon)_{ij}|x\rangle = x^i(\eta + i\epsilon)_{ij}|x\rangle,
\]

namely, it is an eigenstate of the annihilation operators.

For the sake of completeness we will sketch how to extract the star-product in the particular case \( M = \mathbb{R}^2 \). While the above notation is convenient as a reference for future sections, we will, solely for this independent appendix to this review section, use the common notation with annihilation operator \( a \) and creation operator \( a^\dagger \), which up to a factor are equivalent to the ones defined above. Then the canonical coherent states are usually denoted as \( |\alpha\rangle \), where \( \alpha = (1/\sqrt{2})(y^1 + iy^2) \) and \((y^1, y^2) = x\) are the coordinates of a point \( p \in \mathbb{R}^2 \). Then, from the defining property:

\[
a|\alpha\rangle = \alpha|\alpha\rangle,
\]

one can recover the state \( |\alpha\rangle \) as:

\[
|\alpha\rangle = \exp\left(-\frac{1}{2} |\alpha|^2\right) \sum_{n \geq 0} \frac{\alpha^n}{\sqrt{n!}} |n\rangle,
\]

where we have normalized \( |\alpha\rangle \) to 1. Moreover, in the usual notation:

\[
\hat{\rho}(p) =: U(\alpha) = \exp(\alpha a^\dagger + \overline{\alpha} a).
\]

Then

\[
(f \ast g)(p) = \langle \alpha | F \cdot G | \alpha \rangle
\]

\[
= \sum_{n \geq 0} \frac{1}{n!} \langle 0 | U(-\alpha) F U(\alpha) (a^\dagger)^n | 0 \rangle \langle 0 | a^n U(-\alpha) G U(\alpha) | 0 \rangle
\]

\footnote{The more general case \( M = \mathbb{R}^{2d} \) is then obtained in a straightforward fashion.}
\[
\sum_{n \geq 0} \frac{1}{n!} \{0|\text{ad}_{-\alpha}^{-1}[U(-\alpha)FU(\alpha)]|0\}\{0|\text{ad}_{+\alpha}^{+1}[U(-\alpha)FU(\alpha)]|0\}
\]

\[
= \sum_{n \geq 0} \frac{1}{n!} \left( \frac{\partial^n}{\partial \alpha^n} f \right)(p) \left( \frac{\partial^n}{\partial \alpha^n} g \right)(p)
\]

\[
= \left( f \exp \left( \frac{\hbar}{2} \langle \nabla, (\eta^{-1} + i\epsilon^{-1}) \nabla \rangle \right) g \right)(p).
\]

In order to appreciate the significance of the star product in physics, one should introduce Planck’s constant \( \hbar \), which we have implicitly set to 1. The latter is reintroduced precisely by the following change of coordinates: \((y_1, y_2) \mapsto (\sqrt{\hbar} y_1, \sqrt{\hbar} y_2)\). Then the star product reads:

\[
(f \star g)(p) = \left( f \exp \left( \frac{\hbar}{2} \langle \nabla, (\eta^{-1} + i\epsilon^{-1}) \nabla \rangle \right) g \right)(p).
\]

Using the above one can now, in particular, recover Hamilton’s equations of classical mechanics as the classical limit \((\hbar \to 0)\) of Heisenberg’s equations.

### 3. A more general case: quantization of symplectic manifolds

We are now faced with the problem of generalizing this beautiful yet very special construction for \( \mathbb{R}^{2d} \) to the general case of a symplectic manifold \( M \) of dimension \( 2d \). For this, we follow Fedosov’s method [Fed1, Fed2]. Accordingly we construct quantization maps as follows. First we choose a point \( p \in M \) and declare that this be mapped to the point \( \phi(p) =: |p\rangle \in \mathbb{P}^\infty \). Next, we declare that any other point \( p' \) in the vicinity (to be explained later) of \( p \) be mapped to the point:

\[
p' \to \phi(p') := U(p', p)|p\rangle,
\]

for some \( U(p', p) \in \text{Aut}(\mathbb{P}^\infty) \). In particular it must be continuously connected to the identity, therefore \( U(p', p) \) is unitary. In fact, thanks to the QR decomposition of matrices, this is no loss of generality. Let’s now erect a (at this point arbitrary) coordinate system \( \{x^k\} \) in a neighborhood \( V_p \) of \( p \). And let’s define the object

\[
-A(p) = \frac{\partial}{\partial x^k} U(p', p) \bigg|_{p'=p} dx^k.
\]

We can interpret \( A \) as a flat connection on a \( \mathbb{P}^\infty \)-bundle over \( X \). For computational purposes however, it is more convenient to work on the corresponding \( \mathcal{H} \)-bundle where, by a slight abuse of notation, the connection \( A \) is allowed to
have holonomies in the centre of $\text{Aut}(\mathbb{P}^\infty)$ namely $\mathbb{C}^\ast$. That is, $A$ satisfies the Maurer-Cartan equation:

$$dA + A \wedge A \in \Omega^2(M, \mathbb{C}).$$

In other words, $A$ is projectively flat as a connection on the $\mathcal{H}$-bundle. Without loss of generality we can however assume that, as a connection on the $\mathcal{H}$-bundle, $A$ is flat, namely:

$$dA + A \wedge A = 0. \tag{3.1}$$

For this we simply have to twist the $\mathcal{H}$-bundle by a hermitian line-bundle with a connection whose curvature precisely cancels that of $A$. We shall hitherto refer to the state $|p\rangle$ parallel transported by $A$, viewed as an element in $\mathcal{H}$, as $|p\rangle_A$. Clearly $U(p', p)$ can be written in the form:

$$U(p', p) = \mathcal{P} \exp \left( - \int_\gamma A \right),$$

where $\mathcal{P}$ stands for path-ordered, $\gamma : [0, 1] \to M$ is a path with endpoints $\gamma(0) = p, \gamma(1) = p'$, and since $A$ is flat the result of the integration only depends on the homotopy class $[\gamma]$. In particular, if we restrict attention to a simply connected, or even better, contractible neighborhood of $p$, then the result of integration is completely independent of the chosen path and in that case we are allowed to refer to the integral as $\int_p^{p'}$. One could also do this globally if one replaces $M$ with its universal cover altogether.

So far the discussion was very general, in that we have not required any special properties of $M$ other than it be smooth and we have traded the notion of quantization map for that of a flat connection on an $\mathcal{H}$-bundle. The interesting step is now to find a good classification of the solutions to (3.1). We will assume at this point that $M$ is symplectic, and we choose $V_p$ to be a Darboux patch, namely a coordinate neighborhood where the symplectic form $\omega$ is flat. Attached to this flat symplectic form we have a corresponding Heisenberg algebra with generators $\hat{x}^i$ and $\mathcal{H}$ is the corresponding irreducible representation. The intuition behind this is to envisage the tangent space $T_p M$ at each point $p \in M$ as a copy of $\text{Lie}(\Gamma)$. In a suitable sense every self-adjoint operator of $\mathcal{H}$ is an element of $U(\text{Lie}(\Gamma))$. In informal terms, this follows from the following decomposition of the projector on the highest weight state $|0\rangle$:

$$|0\rangle\langle 0| = \sum_{k \in \mathbb{N}_0^d} (-1)^k \frac{(a^\dagger)^k a^k}{k!} = \sum_{k \in \mathbb{N}_0^d} (-1)^k \binom{a^\dagger a}{k}.$$

In the above we have used multi-index notation. This decomposition allows us to expand $A$ as follows:

$$A(p) = i \sum_{l=0}^\infty \sum_{i_1 \leq \cdots \leq i_l} (\alpha_{i_1, \ldots, i_l, k}(p) \hat{x}^{i_1} \cdots \hat{x}^{i_l} + h.c) dx^k. \tag{3.2}$$
Equation (3.1) thus decomposes into an infinite number of equations. More precisely (3.2) is well defined in the topology defined by the seminorms:

$$||⟨ψ_1| · |ψ_2⟩||$$ with $ψ_1 ∈ S_d, ψ_2 ∈ H,$

where by $S_d ⊂ H$ we denote the space of states whose coefficients $c_n$ in the expansion $ψ_1 = ∑_n c_n|n⟩$ tend to zero as $||n|| → ∞$, faster than any polynomial of $n ∈ N^d_0$. Thus the notation $S_d$ is suggestive for Schwarz-space, although this should not be taken literally. At this point we remark that the canonical, Poissonian coherent states of $M = ℜ^{2d}$ are elements of $S_d$. What this restriction on the topology implies, is that for the perturbative ansatz (3.2) to be well-defined, we should represent the state $|p⟩_A$ as a wavefunction whose corresponding complete sequence of linear functionals has as corresponding sequence of states, elements of $S_d$. We will define such wavefunctions in section 4.3.

Returning to the infinite sequence of equations encoded in (3.1), we will see in the following that each equation specifies a certain geometrical structure on $M$. The philosophical perspective one could take about the above expansion is that, as we increase the order in perturbation theory we are chiseling step by step, through equation (3.1), the geometry of a Darboux patch of $M$. In particular we assume that at each step in perturbation theory the Darboux patch be smooth, however this does not impose that the limiting structure be. In other words, our initial assumption that $M$ be smooth could in principle be omitted for the limiting geometries. As a check, and for matters of convention, let’s recover the simplest case $M = ℜ^{2d}$ in this formalism. There the perturbation expansion stops at first order:

$$A = i(α_k + ω_{ik} ˆx^k)dx^k.$$  

Thus, solving (3.1) yields the following two equations:

$$dα = -\frac{1}{2}ω$$

$$∂_k(ω_{il} ˆx^l)dx^k ∧ dx^k = 0.$$  

The second equation is automatically satisfied. Thus, apart from an irrelevant phase:

$$U(p′, p) = P \exp \left(−i ∫_p^{p′} \left(−\frac{1}{2}ω_{ik}x^i + ω_{ik} ˆx^i\right)dx^k\right).$$

4. Somewhere in between: special geometries

In this section we shall investigate the geometry of phase-spaces whose associated connection $A$ stops at second order in the perturbative expansion (3.2). We will

---

\(^4\)This space is also known as the space of rapidly decreasing sequences, which can be equipped with a Fréchet topology.
show in section 4.2 that these spaces are actually equivalent to the ones whose
collection stops at first order. As will become clear in the following sections this
class includes affine (Riemannian) special Kähler manifolds.

First we will investigate equation (3.1) to second order. Furthermore we will
assume that, to first order, $A$ reduces to the flat case. The connection $A$ then
takes the form:

$$A = i(\alpha_k + \omega_{ik}\dot{x}^i + D_{ijk}\dot{x}^i\dot{x}^j)dx^k,$$

where, given that $A$ is hermitian, and without loss of generality, $D_{ijk} \in \mathbb{R}$ and
$D_{ijk} = D_{jik}$. Equation (3.1) becomes:

$$d\alpha = -\frac{1}{2}\omega_{krt} - D_{lkr} = 0 \quad (4.2)$$

$$\partial_k D_{ijl} - \partial_l D_{ijk} - 2(D_{isk} D_{rjl} + D_{jsk} D_{ril})\omega^{sr} = 0. \quad (4.3)$$

We now introduce the following object:

$$G^j_{ki} = 2D_{ilk}\omega^{lj}.$$

The symmetry of $D_{ijk}$ in its first two indices translates to:

$$G^j_{ki}\omega_{lj} - G^j_{kj}\omega_{li} = 0,$$

that is:

$$G_k \omega + \omega G^T_k = 0.$$

In other words, $G_k$ is a symplectic matrix. In terms of $G_k$, equations (4.2) and
(4.3) read:

$$G^l_{ik} - G^l_{ki} = 0$$

$$\partial_k G_l - \partial_l G_k - [G_k, G_l] = 0.$$

We will learn in section 4.2 that $G$ is a connection on the tangent bundle of $M$.
Then the first equation is the statement that $G$ is torsion-free, while the second
means that $G$ is flat. So to summarize, the second order quantizations correspond
to symplectic manifolds with a flat symplectic connection.

**4.1. Kähler manifolds: holomorphic connections**

We now sharpen our analysis to the case where the phase-space $M$ is a complex
symplectic manifold, that is, a Kähler manifold, when endowed with the appropri-}
ate compatible metric $g = J\omega$, where $J \in \Gamma(M, \text{End}(TM))$ denotes its complex
structure. We then ask when it is that the above constructed quantization map
is compatible with $J$. We define compatibility as follows.

---

5Recall that a connection that is both compatible with the symplectic form and torsion free is
known as a symplectic connection, while if it is not torsion free it is called quasi-symplectic.
**Definition 4.1.** A quantization map \( \phi : M \to \mathbb{P}^\infty \) defined by a projectively flat unitary connection \( A \), is compatible with the complex structure of \( M \), if \( A \) admits the following decomposition:

\[
A = \frac{1}{2} (B + B^\dagger),
\]

where \( B \) is a holomorphic, projectively flat connection. That is, \( \phi \) induces a holomorphic map to \( \mathbb{P}^\infty \).

It is straightforward to check that the above decomposition for \( A \) is unique with \( B \) given by:

\[
B = A_r (\delta^r_k + i J^r_k) dx^k.
\]

We will now check, at first order, what conditions on the geometry of \( M \) must be imposed in order for the compatibility condition of definition 4.1 to be fulfilled. The holomorphic connection is given by:

\[
B = i \left( \omega + ig \right)_l \delta^l_k dx^k = i \left( \left( \delta^r_k + i J^r_k \right) \alpha_r - (\omega + ig)_{kl} \right) dx^k.
\]

Let \( \Omega \) denote the curvature of \( B \), then the projective flatness condition reads:

\[
\left( i \partial_k (\alpha_l + \omega_l \delta^l_i) (\delta^r_k + i J^r_k) - \frac{1}{2} [(g + i \omega)_{kl} \delta^l_i, (g + i \omega)_{lj} \delta^j_i] \right) dx^k \wedge dx^l = \Omega \quad (4.4)
\]

\[
\partial_k (\omega - ig)_{kl} - \partial_l (\omega - ig)_{ik} = 0.
\]

The second equation reduces to

\[
\partial_k g_{il} - \partial_l g_{ik} = 0.
\]

That is, there are Darboux coordinates where:

\[
g_{il} = \partial_l f_i = \partial_i f_l = \partial_i \partial_l K,
\]

where \( f_i \) and \( K \) are real valued functions on \( M \). In fact it is straightforward to observe that \( K \) is a Kähler potential for \( M \). Moreover, while an arbitrary Kähler potential is defined up to holomorphic functions, \( K \) is defined only up to linear ones.

To end the above analysis we shall return to equation (4.4), which now reduces to:

\[
\Omega = -\frac{i}{2} \omega - J^r_l \partial_r \alpha_k dx^k \wedge dx^l,
\]

which, in the gauge:

\[
\alpha = -\frac{1}{2} J^r_k \partial_l K dx^k \quad (4.5)
\]
becomes:

\[ \Omega = -\frac{i}{2} \omega. \]

We shall denote this gauge for \( \alpha \) as canonical. We now assume that a second order quantizable manifold admits a gauge in which \( B \) is of the particular form just considered. This is the case exactly when, in the above Darboux coordinates the flat symplectic connection \( G \) vanishes. That is the Darboux coordinates are \((d + G)\)-flat. Then, in arbitrary coordinates the constraint on the metric reads:

\[ d_{d+G}J = 0. \]

We thus obtain exactly the definition of affine special Kähler manifold (see e.g. [Fr]). In the following section we shall finally show the equivalence of first and second order quantizable spaces. To conclude this section we shall formalize our findings with the following

**Theorem 4.2.** A Kähler manifold with quantization map \( \phi : M \to \mathbb{P}^\infty \) whose corresponding flat connection \( A \) is first-order in a suitable coordinate system, and is compatible with the complex structure of \( M \), is precisely an affine special Kähler manifold.

### 4.2. Symplectomorphisms as gauge transformations

Here we will show how symplectomorphisms act on the coherent state \(|p\rangle\), thus allowing us in particular to transform the flat connection \( A \) from special to arbitrary Darboux coordinates. In particular we will show that every second order connection \( A \) of the form (4.1) can be brought to first order, under a suitable symplectic change of coordinates. From now on, we shall denote by \( A_s \) the first order connection \( A \) in special Darboux coordinates. Let \( \sigma : M \to M \) denote a local symplectomorphism on \( M \), and let \( \Sigma : TM \to TM \) denote its differential. Then \( \sigma \) acts on \( H \) via the unitary map:

\[ S := \exp\left( -if - \frac{i}{2} (\log(\Sigma))_{ij} \hat{x}^i \hat{x}^j \right), \tag{4.6} \]

where \( f \) is an arbitrary real function and the second term is antihermitian if and only if \( \sigma \) is a symplectomorphism. The function \( f \) can be included as \( \sigma \) should only act projectively on \( H \). To verify that \( \sigma \) acts via \( S \) we simply need to use the fact that \( H \) is an irreducible representation of the Heisenberg algebra, thus reducing the problem to the following single check:

\[ S \hat{x}^k S^{-1} = \Sigma^k_l \hat{x}^l. \]

For this we shall consider the one parameter family of symplectomorphisms defined by \( \Sigma_t := \exp(t \log(\Sigma)) \) and will show that it is in correspondence with
\[ S_t = \exp(-t(\text{i} f + \frac{i}{2}(\log(\Sigma) \omega)_{ij} \hat{x}^i \hat{x}^j)) \]. To this aim we only need to verify that the two families agree in the immediate neighborhood of \( t = 0 \):

\[
\frac{d}{dt} (S_t \hat{x}^k S_t^{-1}) |_{t=0} = -\frac{i}{2}(\log(\Sigma) \omega)_{ij} [\hat{x}^i \hat{x}^j, \hat{x}^k]
\]

\[
= -\frac{i}{2}(\log(\Sigma) \omega)_{ij} (i \omega^{ik} \hat{x}^j + i \omega^{jk} \hat{x}^i)
\]

\[
= \frac{1}{2}(\log(\Sigma)^T - \omega^{-1} \log(\Sigma) \omega) \hat{x}
\]

\[
= \log(\Sigma)^k \hat{x}^l,
\]

where, in the last step, we have used the fact that \( \Sigma \) is a symplectomorphism.

On the flat connection \( A \), \( S \) acts as a gauge transformation. Let’s take \( A = A_s \), then, under a coordinate transformation:

\[
(A_s)_k \mapsto \Sigma^l_k \left( S(A_s)_l S^{-1} + S \partial_l S^{-1} \right).
\] (4.7)

In order to compute \( S \partial_k S^{-1} \) we resort once again to the flows \( \Sigma_t \) and \( S_t \) and compare the time derivatives at arbitrary time \( t \):

\[
\frac{d}{dt} S_t \partial_k S_t^{-1} = S_t \partial_k \left( if + \frac{i}{2}(\log(\Sigma) \omega) \hat{x}^i \hat{x}^j \right) S_t^{-1}
\]

\[
= i \partial_k f + \frac{i}{2}(\partial_k (\log(\Sigma)) \omega) \Sigma^l_k \Sigma^l_j \hat{x}^i \hat{x}^j
\]

\[
= i \partial_k f + \frac{i}{2}((\Sigma \partial_k (\log(\Sigma)) \Sigma^l_k \Sigma^l_j) \hat{x}^i \hat{x}^j
\]

\[
= i \partial_k f + \frac{i}{2}((\Sigma \partial_k (\log(\Sigma)) \Sigma^{-1} \omega) \hat{x}^i \hat{x}^j
\]

\[
= \frac{d}{dt} \left( if \partial_k f - \frac{i}{2}(\Sigma (\partial_k) \Sigma^{-1} \omega) \hat{x}^i \hat{x}^j \right).
\]

Therefore:

\[
(A_s)_k \mapsto i S(\Sigma^l_k \alpha_l + \omega_l \Sigma^l_k \hat{x}^i) S^{-1} + \frac{i}{2} \Sigma^l_k \partial_l f - \frac{i}{2} \Sigma^l_k (\Sigma (\partial_l \Sigma^{-1}) \omega) \hat{x}^i \hat{x}^j
\]

\[
= i \left( \Sigma^l_k (\alpha_l + \partial_l f) + \omega_l \hat{x}^i - \frac{1}{2} \Sigma^l_k (\Sigma (\partial_l \Sigma^{-1}) \omega) \hat{x}^i \hat{x}^j \right).
\] (4.8)

We thus recovered the general form (4.1) and verified that indeed \( G \) is a connection on the tangent bundle to \( M \). Moreover, in (4.8) we also observe that \( i \alpha \) should be viewed as a connection on a line-bundle over \( M \). More precisely, the transformation properties of \( \alpha \) under the gauge transformation \( \exp(-i f) \) show that this line bundle is precisely the pullback of the unitary tautological bundle \( \mathcal{H} \to \mathbb{P}^{\infty} \), or Hopf-fibration, via the quantization map. Henceforth we shall denote the operator \( S \) corresponding to the differential \( \Sigma \) as \( S_\Sigma \).
4.3. The “coherent” tangent bundle

In this section we will give an explicit realization of the state \(|p\rangle_A\) as a wavefunction \(Z_A(u, p)\). The following discussion in fact applies to any Kähler manifold. We wish the wavefunction to correspond to a covariant tensor on \(M\) thus allowing us to speak of the state \(|p\rangle_A\) as a coordinate independent object. We thus define the wavefunction as follows:

\[
Z_A(u, p) = _{p, A}\langle u|p\rangle_A,
\]

where \(|u\rangle_{p, A} \in \mathcal{H}\) is a state that corresponds to a point \(u^i\partial_i \in T_p M\). As discussed in section 2.1, the correct choice for \(|u\rangle_{p, A} \in \mathcal{H}\) that reflects the vector-space structure of \(T_p M\), is that of a coherent-state (2.1). In order to make this state covariant with respect to the choice of the flat connection \(A\), we define it through the property:

\[
\hat{x}^T (g + i\omega)|u\rangle_{p, A} = u^T (g + i\omega)|u\rangle_{p, A},
\]

that is \(|u\rangle_{p, A}\) is the eigenstate of the annihilation operators \(\hat{x}^i (g + i\omega)_{ij}\) defined according to the Kähler structure and coordinate system induced by the flat connection \(A\). Clearly, this state is an element of \(\mathcal{S}_d\), hence in the above defined wavefunction realization, our perturbation expansion (3.2) is completely well defined.

It is worth remarking here, that under the involution \(J \rightarrow -J, g \rightarrow -g, \omega \rightarrow \omega\) or the involution \(J \rightarrow J, g \rightarrow -g, \omega \rightarrow -\omega\) we would map a positive normed state to a “negative normed state”, which is therefore non-existent as an element of a (positive) Hilbert-space. We shall forget this remark until we encounter Lorentzian conic special Kähler manifolds in section 5. Here, and until otherwise stated, we will restrict ourselves to Riemannian Kähler manifolds.

The fundamental property of \(|u\rangle_{p, A}\), is that under a symplectomorphism with differential \(\Sigma\) and corresponding unitary operator \(S_{\Sigma}\), it transforms as follows:

\[
|u\rangle_{p, \tilde{A}} \sim S_{\Sigma}\Sigma^T u\rangle_{p, A},
\]

where by \(\sim\) we mean equal up to a phase and where \(\tilde{A}\) is the gauge transformed connection (4.7). Equation (4.10) follows immediately from the fact that both the left- and right-hand side satisfy the defining equation (4.9) with \(g + i\omega\) replaced by \(\tilde{g} + i\tilde{\omega}\). This property translates to the following property for the wavefunction:

\[
Z_{\tilde{A}}(u, p) = _{p, \tilde{A}}\langle u|p\rangle_{\tilde{A}}
\]

\[
= _{p, \tilde{A}}\langle u|S_{\Sigma}S_{\Sigma}^{-1}|p\rangle_{\tilde{A}}
\]

\[
= _{p, \tilde{A}}\langle u|S_{\Sigma}|p\rangle_A
\]

\[
= _{p, A}\langle \Sigma^T u|p\rangle_A
\]

\[
\sim Z_A(\Sigma^T u, p),
\]  

(4.11)
that is, \( Z_\lambda(u, p) \) should be viewed as a section of the line-bundle \( \pi^*(\mathcal{L} \otimes \mathcal{L}'^\vee) \to TM \) where \( \pi : TM \to M \) is the canonical projection of the tangent-bundle, \( \mathcal{L} \) is the pullback, under the quantization map, of the tautological line-bundle on \( \mathbb{F}^\infty \), and \( \mathcal{L}' \) is, at this point unspecified, unitary line bundle whose introduction is due to the fact that (4.10) is an “equation up to a phase”. Equivalently, property (4.11) says that the object \( Z_\lambda(\cdot, p) \) is an element of \( \Gamma(M, (\mathcal{L} \otimes \mathcal{L}'^\vee) \otimes S^*TM) \), which is what we set out to achieve. By \( S^* \) we have denoted symmetric tensors.

Now we shall give an explicit expression for \(|u\rangle_{p, \tilde{A}}\). To this aim we use the fact that for a Kähler manifold, if \( \omega \) is in canonical form, the map transforming Darboux to Riemann normal coordinates erected at a point \( p \in M \) is a symplectomorphism at \( p \). Let’s denote the differential from Riemann normal coordinates at \( p \) by \( \Lambda \) and corresponding gauge transformation by \( S \Lambda \), then:

\[
|u\rangle_{p, \tilde{A}} \sim S \Lambda |\Lambda^T u\rangle_{\text{flat}}, \tag{4.12}
\]

where by \(|u\rangle_{\text{flat}}\), we denote the canonical, Poissonian coherent state (2.2).

For the following we will need to know how the Heisenberg algebra acts on \(|u\rangle_{p, \tilde{A}}\) and also how \(|u\rangle_{p, \tilde{A}}\) depends on \( p \). Armed with the standard result in the flat case, under the assumption that the state is normalized to 1, we obtain:

\[
\hat{x}|u\rangle_{p, \tilde{A}} = \left( \frac{1}{2}(1 - iJ)^T u + \frac{1}{2}(g^{-1} - i\omega^{-1}) \nabla u + \frac{1}{4}(1 + iJ)^T u \right) |u\rangle_{p, \tilde{A}}. \tag{4.13}
\]

It will be convenient in later sections to introduce the following notation:

\[
v := \frac{1}{2}(1 - iJ)^T u, \\
D_v := (1 - iJ) \nabla u.
\]

Thus equation (4.13) takes the form:

\[
\hat{x}|u\rangle_{p, \tilde{A}} = \left( v + \frac{1}{2}g^{-1}D_v + \frac{1}{2}\right) |u\rangle_{p, \tilde{A}}.
\]

We will also be needing the following simple identities. First of all:

\[
_{p, \tilde{A}}\langle 0|u\rangle_{p, \tilde{A}} = \exp \left( -\frac{1}{4}||u||^2_{g(p)} \right)
\]

and for any state \(|\psi\rangle\), \( \langle \psi|u\rangle_{p, \tilde{A}} \) is of the form:

\[
\langle \psi|u\rangle_{p, \tilde{A}} = \exp \left( -\frac{1}{4}||u||^2_{g(p)} \right) f_\psi(1 - iJ)^T u),
\]
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where $f_{\psi}$ is an arbitrary, appropriately normalizable, analytic function. Moreover, if we assume that:

$$p,A \langle 0|\psi \rangle \neq 0,$$

then we can write $f_{\psi}$ as the exponential of a power series in $u$.

Next we turn to the dependence of $|u\rangle_{p,A}$ on $p$. We shall thus analyse the action of the coordinate vectorfields at $p$ on $|u\rangle_{p,A}$:

$$\frac{\partial}{\partial x^k}|u\rangle_{p,A} = \text{phase} \cdot \left( \frac{\partial}{\partial x^k} - i\beta_k \right) S_\Lambda |\Lambda^T u\rangle_{\text{flat}}$$

$$= \left( -i\beta_k + (\partial_k S_\Lambda) S_\Lambda^{-1} + (\partial_k \Lambda)^i_j (\Lambda^{-1})^s_r \frac{\partial}{\partial u^s} \right) |u\rangle_{p,A}$$

$$= \left( -i\beta_k + \frac{i}{2} (\Lambda (\partial_k \Lambda^{-1})\omega)_{ij} \hat{x}^i \hat{x}^j - u^r (\Lambda (\partial_k \Lambda^{-1}))^s_r \frac{\partial}{\partial u^s} \right) |u\rangle_{p,A}.$$

In the above we have introduced a connection $i\beta = i\beta_k dx^k$ with $\beta_k \in \mathbb{R}$ on $\mathcal{L}'$. Now we use the fact that $\Lambda$ is related to the Levi-Civita connection through:

$$\Gamma_k = -\Lambda \partial_k \Lambda^{-1}.$$

Of course the above is valid only at $p$, moreover, because of that, the connection $\beta_k$ should not be expected to be flat. Finally we obtain:

$$\left( \frac{\partial}{\partial x^k} + i\beta_k - u^s (\Gamma^s_{kr} \partial_{u^r} \frac{\partial}{\partial u^s}) + \frac{i}{2} (\Gamma_k \omega)_{ij} \hat{x}^i \hat{x}^j \right) |u\rangle_p = 0 \quad (4.14)$$

More explicitly we have:

$$\left( \frac{\partial}{\partial x^k} + i\beta_k - u^s (\Gamma^s_{kr} \partial_{u^r} \frac{\partial}{\partial u^s}) + \frac{i}{2} (\Gamma_k \omega)_{ij} \hat{x}^i \hat{x}^j \right) |u\rangle_p = 0.$$

At this point it is important to notice that as we chose the map $\Lambda$ to Riemann normal coordinates we could have also chosen a vielbein. The difference reflects itself in the choice of connection $\beta$. More generally, the states $|u\rangle_p$ are parallel transported along $M$ (up to a phase) by the lift to the Hilbert bundle of any metric compatible and (quasi-)symplectic connection on $TM$. Choosing the vielbein instead of the map to Riemann normal coordinates corresponds to the Weitzenböck connection [We], which while not torsion free as the Levi-Civita connection, is flat. To see this we resort to the defining equation (4.9). Let $B$ denote a connection on $TM$. Choose a path $\gamma : [0,1] \rightarrow M$. The statement that $|u\rangle_p$ is parallel transported (up to a phase) by the lift of $B$ along $\gamma$ is:

$$\left[ \mathcal{P} \exp \left( \int_0^t \gamma^* B \right) \right]^T u \sim \mathcal{P} \exp \left( -\frac{i}{2} \int_0^t (\gamma^* B \omega)_{ij} \hat{x}^i \hat{x}^j \right) |u\rangle_{\gamma(0)}.$$

We will discuss normalization conditions shortly.

Of course this is valid only locally, however for parallelizable manifolds (e.g. Lie groups) this can hold globally.
The above is equivalent to:
\[
(g(\gamma(t)) - i\omega)_{ij}\dot{x}^i{\mathcal{P}}\exp\left(\frac{i}{2} \int_0^t (\gamma^* B\omega)_{ij} \dot{x}^i \dot{x}^j\right) |u\rangle_{\gamma(0)}
\]
\[
= (g(\gamma(t)) - i\omega)_{ij} \left[\mathcal{P}\exp\left(\int_0^t \gamma^* B\right)\right]^T u \right]^j \mathcal{P}\exp\left(\frac{i}{2} \int_0^t (\gamma^* B\omega)_{ij} \dot{x}^i \dot{x}^j\right) |u\rangle_{\gamma(0)},
\]
which infinitesimally reads:
\[
0 = X^k \left(\partial_k g_{ij} (\dot{x}^j - u^j) - (g - i\omega)_{ij} (B_k)^i_j (\dot{x}^i - u^i)\right) |u\rangle_0
\]
\[
= X^k \left( (\partial_k g_{ij} - (B_k)^i_j g_{ij} - g_d (B_k)^i_j) + i ((B_k)^i_j \omega_{lj} + \omega_{il} (B_k)^j_l) \right) (\dot{x}^j - u^j) |u\rangle_0.
\]
We thus obtain that whatever the choice of \(X\) and thus \(\gamma\), the above is fulfilled provided \(B\) is compatible with both metric and symplectic form.

To end this section we shall discuss the normalization condition on \(Z_A(u,p)\). By this we mean the property that if \(|p_0\rangle_A\) is normalized to 1 for a given point \(p_0 \in M\) so will \(|p\rangle_A\) for any other \(p \in M\) due to the fact that the flat connection \(A\) induces a unitary parallel transport. In order to express this property in terms of \(Z_A(u,p)\), recall that in ordinary quantum mechanics, that is the quantum mechanics of \(M = \mathbb{R}^d\), the identity operator is expressed in terms of the coherent states as follows:
\[
\text{Id} = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^{2n}} |u\rangle\langle u| \, du^1 \wedge \cdots \wedge du^{2d}.
\]
(4.15)
Thus, resorting to (4.12), in our case we obtain:
\[
\text{Id} = \frac{1}{(2\pi)^d} \int_{T_p M} \sqrt{\det(g_A(p))} \, |u\rangle_{p,A} \langle u| \, du^1 \wedge \cdots \wedge du^{2d},
\]
(4.16)
and therefore:
\[
1 = \frac{1}{(2\pi)^d} \int_{T_p M} \sqrt{\det(g_A(p))} \, |Z_A(u,p)|^2 \, du^1 \wedge \cdots \wedge du^{2d}.
\]
(4.17)
In the above we have denoted the metric by \(g_A\) to emphasize that it is expressed in the coordinate system corresponding to \(A\).

4.4. Master equation
At this point we have all the ingredients to formulate the master equation. By this we mean the statement that \(|p\rangle_A\) is parallel transported by the flat connection \(A\), expressed as a differential equation for the wavefunction \(Z_A(u,p)\). Using (4.14) we obtain:
\[
0 = p_A(u) \frac{\partial}{\partial p^k} + A_k |p\rangle_A
\]
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\[ \frac{\partial}{\partial x^k} Z_A(u, p) - \frac{\partial}{\partial x^k} \langle p, A(u) | p \rangle_A + p, A \langle u | A_k p \rangle_A = \left( \frac{\partial}{\partial x^k} - i \beta_k - u^r \Gamma^s_{kr} \frac{\partial}{\partial u^s} \right) Z_A(u, p) + p, A \langle u | - i \left( \frac{1}{2} (\Gamma_k \omega)_{ij} \hat{x}^i \hat{x}^j + A_k | p \rangle_A \right) \]

Resorting to (4.13) we thus obtain:

\[ \left( \frac{\partial}{\partial x^k} - u^r \Gamma^s_{kr} \frac{\partial}{\partial u^s} + i \alpha_k - \beta_k - i \omega_{ki} (\bar{v} + \frac{1}{2} g^{-1} D_v + \frac{1}{2} v)^i \right. \]
\[ \left. + i \epsilon_{2} C_{kij} (\bar{v} + \frac{1}{2} g^{-1} D_v + \frac{1}{2} v)^i (\bar{v} + \frac{1}{2} g^{-1} D_v + \frac{1}{2} v)^j \right) Z_A(u, p) = 0, \quad (4.18) \]

where the tensor \( C \) is given by:

\[ C_{kij} = ((\Gamma_k - G_k) \omega)_{ij}. \]

Equation (4.18) should be viewed as a version of the holomorphic anomaly equation of [BCOV], which is the master equation for the generating function of topological closed-string amplitudes. However at this point this statement is not completely transparent. Indeed in our case the phase space is an affine special Kähler manifold, while what should play the role of a classical phase space in topological string theory is the vector-multiplet moduli space of \( \mathcal{N} = (2, 2) \) conformal field theories. This has the structure of a projective special Kähler manifold. We shall tackle this geometry in section 5.5. The crucial point is that projective special Kähler manifolds can be recovered as quotients of affine conic (however Lorentzian) special Kähler manifolds.

A further remark, that we will clarify in later sections, is that so far Planck’s constant \( \hbar \) has not manifestly appeared in our quantization scheme. At this point, its introduction would be merely as an arbitrary rescaling of the symplectic form. We will instead see in section 5.5 how the notion of Planck’s constant arises naturally in the passage from affine to projective geometry.

Before delving into these matters we will analyze the solution to the master equation. We shall denote by \( |p\rangle^s \) the coherent state of \( p \in M \) and \( |u\rangle_p^s \) the coherent state of \( u \in T_p M \) in special Darboux coordinates gauge. Then, the master equation reduces to:

\[ \left( \frac{\partial}{\partial x^k} - u^r \Gamma^s_{kr} \frac{\partial}{\partial u^s} + i \alpha_k - \beta_k - i \omega_{ki}(\bar{v} + \frac{1}{2} v)^i \right. \]
\[ \left. + \frac{i}{2} (\Gamma_k \omega)_{ij} \bar{v}^i \bar{v}^j + \frac{i}{8} (\Gamma_k \omega)_{ij}(g^{-1} D_v + v)^i (g^{-1} D_v + v)^j \right) Z_s(u, p) = 0, \]
where we have used \( \omega_{ki}(g^{-1}D_k)^i = i(D)_{ki} \) and the fact that \( \Gamma_k\omega \) splits into holomorphic and anti-holomorphic components. This is immediately verified using the explicit formula:

\[
(\Gamma_k\omega)_{ij} = \frac{1}{2} \partial_i \partial_k \partial_i K J_j,
\]

Since \( C \) is a tensor, it will split in holomorphic and anti-holomorphic components in any coordinate system. Thus the equation above is valid in general with \( (\Gamma_k\omega)_{ij} \) replaced by \( C_{kij} \). It will be convenient in the following to split the master equation into its holomorphic and anti-holomorphic parts. In the following we shall compute in special Darboux coordinates. The anti-holomorphic part is then given by:

\[
(1 + iJ)^k_i \left( \frac{\partial}{\partial x^k} - \frac{1}{2} v^r \Gamma_s^{kr}(D_v)_s + i(\alpha_k - \beta_k) - \frac{i}{2} \omega_{ki} v^i \\
+ \frac{1}{2} (D_v)_k + \frac{i}{2} C_{kij} \pi^j \right) Z_s(u, p) = 0,
\]

while the holomorphic part reads:

\[
(1 - iJ)^k_i \left( \frac{\partial}{\partial x^k} - \frac{1}{2} v^r \Gamma_s^{kr}(D_v)_s + i(\alpha_k - \beta_k) - i\omega_{ki} v^i \\
+ \frac{i}{8} C_{kij}(g^{-1}D_v + v)^j(g^{-1}D_v + v)^i \right) Z_s(u, p) = 0.
\]

We shall now assume:

\[
p, A \langle 0 | p \rangle_A \neq 0. \tag{4.19}
\]

This is no loss of generality as long as one restricts attention to a small enough neighborhood of \( p \). Then as discussed in section 4.3, we are allowed to write the following ansatz for \( Z_s(u, p) \):

\[
Z_s(u, p) = \exp \left( \sum_{n \geq 0} \sum_{i_1, \ldots, i_n} \frac{1}{n!} C^m_{i_1, \ldots, i_n} \pi^{i_1} \cdots \pi^{i_n} - \frac{1}{4} ||u||_g^2 \right),
\]

where the \( C^m \)'s are symmetric tensors. For the following we shall need a few identities:

\[
(D_v)_k v^j = 0 \\
(D_v)_k \pi^j = (1 + iJ)^l_k \\
||u||^2_g = 2 \pi^i v^j g_{ij}.
\]

First we analyze the equation arising from the anti-holomorphic part of the flat connection:
\[ 0 = \sum_{n \geq 0} \sum_{i_1, \ldots, i_n} \frac{1}{n!} v^k \partial_k C_{i_1, \ldots, i_n}^{n} \bar{v}^{i_1} \cdots \bar{v}^{i_n} \]
\[ + \frac{1}{n!} v^k \sum_{r=1}^{n} C_{i_1, \ldots, i_n}^{m} \bar{v}^{i_1} \cdots \bar{v}^{i_r} \frac{i}{2} \partial_k J_s^{i_r} u^s \cdots \bar{v}^{i_n} \]
\[ + \frac{1}{(n-1)!} v^k C_{i_1, \ldots, i_n}^{m} \bar{v}^{i_1} \cdots \bar{v}^{i_n} \]
\[ + i v^k (\alpha_k - \beta_k) + \frac{i}{2} C_{kij} v^i v^j. \]

(4.20)

Now we use the fact that in a Kähler manifold, the complex structure is parallel transported by the Levi-Civita connection. In components this reads:
\[ \partial_k J_s^{r} + J_s^{ir} \Gamma_{kt}^{r} - J_t^{ir} \Gamma_{ks}^{r} = 0. \]

We substitute for \( \partial_k J_s^{r} \) in (4.20). The part of the expression involving the Levi-Civita connection thus becomes:
\[ \frac{i}{2n!} v^k \sum_{r=1}^{n} C_{i_1, \ldots, i_n}^{m} \bar{v}^{i_1} \cdots [-J_s^{ir} \Gamma_{kt}^{r} + J_t^{ir} \Gamma_{ks}^{r}] u^s \cdots \bar{v}^{i_n} \]
\[ = - \frac{1}{n!} v^k \Gamma_{ks}^{r} v^r \sum_{r=1}^{n} C_{i_1, \ldots, i_n}^{m} \bar{v}^{i_1} \cdots \bar{v}^{r} \cdots \bar{v}^{i_n} \]
\[ = 0. \]

We thus obtain the following recursive formula:
\[ C_{i_1, \ldots, i_n+1}^{n+1} \bar{v}^{i_1} \cdots \bar{v}^{i_{n+1}} = - v^k \partial_k C_{i_1, \ldots, i_n}^{m} \bar{v}^{i_1} \cdots \bar{v}^{i_n} \]
for all \( n \geq 3 \), while the lower terms yield:
\[ C_{i_1}^{1} \bar{v}^{i_1} = - v^k \partial_k C^{0} - i v^k (\alpha_k - \beta_k) \]
\[ C_{i_1, i_2}^{2} \bar{v}^{i_1} \bar{v}^{i_2} = - v^k \partial_k C_{i_1}^{1} \bar{v}^{i_1} \]
\[ C_{i_1, i_2, i_3}^{3} \bar{v}^{i_1} \bar{v}^{i_2} \bar{v}^{i_3} = - v^k \partial_k C_{i_1, i_2}^{2} \bar{v}^{i_1} \bar{v}^{i_2} - i C_{i_1, i_2}^{2} v^i v^j \]

At this point it is convenient to introduce complex coordinates \((z^1, \ldots, z^d)\) with \( d = \dim(M) / 2 \) that we shall label with greek letters. We shall further denote by \( \nabla^{(0,1)} \) the anti-holomorphic part of the Levi-Civita covariant derivative. We now introduce the covariant tensors \( C^n \) defined by:
\[ C^n = \left( \frac{-1}{2n} \right) C_{i_1, \ldots, i_n} (1 + i J)_{j_1}^{i_1} \cdots (1 + i J)_{j_n}^{i_n} \]
\[ = C_{\mu_1, \ldots, \mu_n}^{i_1, \ldots, i_n} dz^{i_1} \cdots dz^{i_n}, \]
where by “·” we denote the symmetrized tensor product. The above equations then take the form:

\[
\begin{align*}
C^1 &= \overline{\partial} C^0 + i(\alpha_{\overline{\nu}} - \beta_{\overline{\nu}}) d\overline{\nu} \\
C^3 &= \nabla^{(0,1)} C^2 + i C_{\overline{\mu_1}, \overline{\mu_2}, \overline{\mu_3}} d\overline{\overline{\nu}}_1 d\overline{\overline{\nu}}_2 d\overline{\overline{\nu}}_3 \\
C^{n+1} &= \nabla^{(0,1)} C^n \quad \forall n \geq 1, n \neq 2.
\end{align*}
\] (4.21) (4.22) (4.23)

Notice, in particular, that the solution to the master equation is completely determined by a single object, \(C^0\). Clearly the latter is given by:

\[
p \langle 0 \mid p \rangle = \exp(C^0(p)) =: c(p).
\]

Notice, that thanks to property (4.11), this quantity is independent of \(A\). Indeed the above is a section of \(L \otimes L'\rightarrow M\) which (by assumption (4.19)) is non-vanishing over the open set under consideration. This section is, in turn, determined by the holomorphic part of the master equation. For its analysis, it is convenient to replace the wavefunction by the inhomogeneous tensor:

\[
C = \exp \left( \sum_{n \geq 0} \frac{(-1)^n}{n!} C^n \right).
\]

In terms of this, the anti-holomorphic part of the master equation reads:

\[
\left( \nabla^{(0,1)} + i(\alpha_{\overline{\nu}} - \beta_{\overline{\nu}}) d\overline{\nu} + d\overline{\overline{\nu}} \partial_{\overline{\nu}} + i \frac{i}{2} C_{\mu \nu \rho} d\overline{\overline{\nu}}_1 d\overline{\overline{\nu}}_2 d\overline{\overline{\nu}}_3 \right) C = 0.
\] (4.24)

The holomorphic part instead becomes:

\[
\left( \partial + i \frac{i}{2} d\mu C_{\mu \nu \rho} g^{\overline{\nu} \overline{\rho}} g^{\sigma \sigma} t_{\overline{\mu}} t_{\overline{\rho}} + i(\alpha_{\mu} - \beta_{\mu}) d\mu - \frac{i}{2} \omega \right) C = 0.
\] (4.25)

The above can be seen as yielding an infinite number of differential equations for the section \(c\).

Now we shall analyse the integrability of the master equation. As we will see, and as is to be expected, this precisely specifies the line-bundle \(\mathcal{L}'\). The result of this computation are the following three equations, namely the (0, 2), (1, 1) and (2, 0) components of the underlying Maurer-Cartan equation respectively:

\[
\begin{align*}
\partial_{\overline{\nu}}(\alpha_{\overline{\nu}} - \beta_{\overline{\nu}}) - \partial_{\overline{\nu}}(\alpha_{\overline{\nu}} - \beta_{\overline{\nu}}) &= 0 \\
\partial_{\mu}(\alpha_{\mu} - \beta_{\mu}) - i\partial_{\mu}(\alpha_{\mu} - \beta_{\mu}) &= \frac{1}{2} \left( C_{\mu \nu \sigma} g^{\overline{\nu} \overline{\sigma}} C_{\overline{\nu} \overline{\sigma}} + 2 g_{\mu \nu} \right) \\
\partial_{\mu}(\alpha_{\nu} - \beta_{\overline{\nu}}) - \partial_{\overline{\nu}}(\alpha_{\mu} - \beta_{\mu}) &= 0.
\end{align*}
\]

In particular, choosing \(\alpha\) in canonical form (4.5), we have:
\[ \partial_{\mu} \beta_\tau - \partial_{\tau} \beta_\mu = 0 \]
\[ i \partial_\mu \beta_\tau - i \partial_\tau \beta_\mu = -\frac{1}{2} C_{\mu \rho \sigma} g^{\rho \sigma} g^{\tau \rho} C_{\tau \mu \rho} = -\frac{1}{2} R_{\mu \tau} = \frac{i}{2} \rho_{\mu \tau} \]
\[ \partial_\mu \beta_\nu - \partial_\nu \beta_\mu = 0, \]

where \( R_{\mu \tau} \) and \( \rho_{\mu \tau} \) denote the components of the Ricci tensor and Ricci form respectively. See appendix A for the identity used in the second equation. Thus, since smooth line-bundles are completely specified by their first Chern class we obtain that \( L' \) is isomorphic, as a smooth bundle, to the square-root of the canonical bundle. Moreover \( \beta \) is in canonical form:

\[ \beta = i(\partial - \overline{\partial})\chi \]

and up to holomorphic gauge transformations, we can choose:

\[ \chi = \frac{1}{4} \log \sqrt{\det g}. \]

We can trivially twist the line-bundle \( L \otimes L'^{\vee} \) to an anti-holomorphic line-bundle by multiplying \( C \) by an appropriate factor. We thus define:

\[ S := (\det g)^{\frac{i}{4}} e^{\overline{K}}. \]

Finally, in terms of \( S \), the master equation acquires the form of a “(anti-) holomorphic-anomaly equation”:

\[ \left( \nabla^{(0,1)} - \overline{\partial} K - \frac{1}{2} \overline{\partial} \log \sqrt{\det g} + d\overline{z}^\sigma i \partial_\sigma + \frac{i}{2} C_{\mu \rho \sigma} dz^{\rho} d\overline{z}^\sigma d\overline{z}^\mu \right) S = 0 \]  
\[ \left( \partial + \frac{i}{2} d\sigma C_{\mu \rho \sigma} g^{\rho \sigma} i \partial_\mu \partial_\sigma - \frac{i}{2} \omega \right) S = 0. \]  

Now, we shall consider the section of the holomorphic line-bundle \((L \otimes L'^{\vee})_{\text{hol}}:\n\]

\[ s(p) := \exp(S^0). \]

The first order component of the holomorphic part of the master equation reads:

\[ \partial_\mu s = -\frac{i}{2} C_{\mu \rho \sigma} g^{\rho \sigma} \left( D^{(0,1)} D^{(0,1)} s \right)_{\overline{\rho \sigma}} \]

where \( D^{(0,1)} \) denotes the anti-holomorphic part of the Levi-Civita connection twisted by the Chern connection on \((L \otimes L'^{\vee})_{\text{hol}}, \) which is naturally a hermitian line-bundle with hermitian form:

\[ h = (\det g)^{-\frac{i}{4}} e^{-K}. \]
In fact, the integrability of the master equation ensures that a solution \( s \) to (4.28) lifts, through the recursion relations (4.21–4.23), to a solution of the full master equation. Of course, a priori, there are, if any, more than one solution to the above equation. Indeed in the simplest case, i.e. \( M = \mathbb{R}^{2d} \), there are infinitely many solutions. This follows immediately from the fact that, in that particular case, the tensor \( C \) vanishes and thus any anti-holomorphic section \( s \) solves the problem. Recall that this arbitrariness corresponds to the freedom of choosing the image of a particular marked point on \( M \) via the quantization map. The canonical quantization of \( \mathbb{R}^{2d} \) has as solution \( s = 1 \). In the next subsection we will construct the general solution for any affine special Kähler manifold.

4.5. Constructing the solution I: the role of special coordinates

In this section we will give an explicit expression for the Green’s function of the holomorphic anomaly equation, thereby providing its general solution. We start by choosing an arbitrary point \( p_0 \in M \) and declare that:

\[
p_0 \mapsto |p_0\rangle_A := |y\rangle_{p_0,A}.
\]

Now we ask where a point \( p \), in its Darboux neighborhood, is mapped to. For this we shall consider the action of the annihilation operators on \( |p\rangle \)

\[
\hat{x}^T(g + i\omega)_{p_0,A}|p\rangle_A = \hat{x}^T(g + i\omega)_{p_0,A}U(p,p_0)|y\rangle_{p_0,A}
\]

\[
= U_A(p,p_0) \left( U_A(p_0,p)\hat{x}^TU_A(p,p_0) \right) (g + i\omega)_{p_0,A}|y\rangle_{p_0,A}.
\]

The \( p \) dependent operator \( \hat{x}^T \) is found by computing its infinitesimal variation:

\[
\frac{\partial}{\partial x^k} (U_A(p,p')\hat{x}^lU_A(p',p))|_{p'=p} = [A_k, \hat{x}^l]
\]

\[
= i[\omega_{ik}\hat{x}^l - D_{ijk}\hat{x}^j, \hat{x}^l]
\]

\[
= -\omega_{ik}\omega^{jl} - 2D_{ijk}\omega^{jl}\hat{x}^l
\]

\[
= \delta^l_k - G^l_{ ki}\hat{x}^i.
\]

Bringing the last term to the left hand side we thus obtain:

\[
(\partial_k + G_k) (U_A(p,p')\hat{x}U_A(p',p))|_{p'=p} = \delta^l_k,
\]

therefore:

\[
U_s(p_0,p)\hat{x}U_s(p,p_0) = \hat{x} + x^p_{p_0},
\]

where \( x^p_{p_0} \) is the coordinate vector of \( p \) in special Darboux coordinates around \( p_0 \). Therefore:

\[
\hat{x}^T(g + i\omega)_{p_0,s}|p\rangle_s = (x^p_{p_0} + y)^T(g + i\omega)_{p_0}|p\rangle_s,
\]
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hence:

$$|p\rangle_s \sim |x^p_{p_0} + y\rangle_{p_0,A_s}. $$

From the point of view of topological string theory, what the above equation
means is that the topological conformal field theory corresponding to the point
$p$ is related to the one at $p_0$ by a deformation whose modulus corresponds to the
special coordinate vector of $p$ relative to $p_0$.

Now we shall fix the phase ambiguity. We will need the following identity:

$$\left( (D_v)_k + \frac{1}{2} (g - i\omega)_{kj} u^j \right) |u\rangle_p = 0$$

and for simplicity, until otherwise stated we shall denote $x^p_{p_0}$ simply by $x$. Then

$$0 = \left( \frac{\partial}{\partial x^k} + i(\alpha_k - \gamma_k) - i\omega_{kj} x^j \right) |x + y\rangle_{p_0,A_s}$$

$$= \left( \frac{\partial}{\partial x^k} + i(\alpha_k - \gamma_k) - i\omega_{kj}(v + \frac{1}{2}g^{-1}_{p_0} D_v + \frac{1}{2}v^k) \right) |x + y\rangle_{p_0,A_s}$$

$$= i(\alpha_k - \gamma_k - \frac{1}{2}\omega_{kj}(x + y)^j) |x + y\rangle_{p_0,A_s},$$

where $i\gamma_k = \partial_k \theta$ and $\theta$ is the phase discrepancy. Also, in the present case,
$v = (1/2)(1 - iJ)x$. Thus, since we have chosen $\alpha$ in canonical form:

$$\gamma_k = \alpha_k - \frac{1}{2}\omega_{kj}(x + y)^j$$

$$= -\frac{1}{2} J^l_k \partial_l K - \frac{1}{2}\omega_{kj}(x + y)^j.$$

So we have:

$$|p\rangle_s = \exp \left( \frac{i}{2} \int_{p_0}^p (J^l_k \partial_l K + \omega_{kj}(x + y)^j) dx^k \right) |x + y\rangle_{p_0,A_s}.$$ 

Now we are left to compute the kernel:

$$K(u, p; x + y, p_0) := p, A_s, \langle u | p \rangle_y^y, \quad (4.29)$$

Given the above, the general solution to the master equation over a special Darboux patch is given by:

$$Z(u, p)^f = \int_{T_{p_0}^M} \sqrt{\operatorname{det} g_{s}(p_0)} dy^1 \wedge \cdots \wedge dy^{2d} K(u, p, x + y, p_0) \cdot \operatorname{exp} \left( -\frac{1}{4} ||y||^2_{g_{s}(p_0)} \right) f((1 + iJ_0)y),$$

where $f$ is any analytic gaussian-integrable function. The final step is thus to
obtain an expression for the states $|u\rangle_{p,s}$ that is valid over an entire Darboux
patch, rather than just at a point as we previously defined them in (4.12).
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4.6. Constructing the solution II: revisiting the coherent tangent bundle

In this section we will give a patchwise description of the coherent states \(|u\rangle_{p,s}\). The simplest way to find \(|u\rangle_p\) is through the defining differential equations (4.9, 4.13, 4.14). It is convenient to express \(|u\rangle_{p,s}\) as the wavefunction \(\psi_u(q, J) = \langle q|u\rangle_{p,s}\), where \(J\) is the complex structure matrix at the point \(p\) and \(|q\rangle\) is the eigenstate of \(\hat{q}\) with vector of eigenvalues \(q\). Here the vector of operators \(\hat{q}\) is the upper half of the vector \(\hat{x}\) in special Darboux coordinates, that is the position coordinates, rather than the momentum coordinates, which we will not label to avoid confusion with the label \(p\) that stands for the point on the manifold on which these wavefunctions are erected. Accordingly we will need to split metric and symplectic form in \(d \times d\) blocks:

\[
\begin{pmatrix}
R_1 & R_2 \\
R_2^T & R_4
\end{pmatrix}, \quad \omega = \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}.
\]

Then (4.9) becomes:

\[
\left( \begin{array}{cc}
R_1 & R_2 + i \\
R_2^T - i & R_4
\end{array} \right) \left( \begin{array}{c}
q - u_q \\
-i \nabla_q - u_p
\end{array} \right) \psi_u(q, J) = 0,
\]

which is equivalent to:

\[
\nabla_q \psi_u = (i \tau(q - u_q) + i u_p) \psi_u,
\]

where

\[
\tau = R_4^{-1}(i - R_2^T) = -(R_2 + i)^{-1} R_4
\]

is a symmetric matrix called the complex modulus and encodes one-to-one the complex structure \(J(p)\). In particular \(\tau\) is an element of the Siegel upper-half space \([MNN]\), which we shall denote as \(\mathbb{H}_d\). A consequence of which is that:

\[
\det \text{Im}\tau > 0.
\]

The solution to (4.32) is then:

\[
\psi_u(q, \tau) = \mathcal{N}(\tau, u) \exp \left( \frac{i}{2} (q - u_q), \tau(q - u_q) \right) + i u_p q,
\]

where \(\mathcal{N}(\tau, u)\) is yet to be determined. The latter is however constrained by three conditions. The first is the normalization condition on \(|u\rangle_{p,s}\) while the second and third are the defining equations (4.13, 4.14). The first implies:

\[
\mathcal{N}(\tau, u) = |\mathcal{N}(\tau, u)| e^{i\theta(\tau,u)}
\]
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where:

\[
|\mathcal{N}| = \left( \int_{\mathbb{R}^d} dq \left| \exp \left( \frac{i}{2} \langle q - u_q, \tau(q - u_q) \rangle + i u_p q \right) \right|^2 \right)^{-\frac{1}{2}} = \pi^{-d/4} (\det \text{Im} \tau)^{1/4}.
\]

Equation (4.13) then reduces to:

\[
(\nabla_{u_q} + \nabla_{u_p}) \theta = -\frac{1}{2} (u_p + \tau u_q).
\]

Solving for the real and imaginary parts separately we obtain:

\[
\theta = -\frac{1}{2} \langle u_q, u_p \rangle + \gamma(\tau).
\]

Thus we arrive at the following solution:

\[
\psi_u(q, \tau) = \pi^{-d/4} (\det \text{Im} \tau)^{1/4} \exp \left( i \gamma(\tau) - \frac{i}{2} \langle u_q, u_p \rangle + \frac{i}{2} \langle (q - u_q), \tau(q - u_q) \rangle + i u_p q \right),
\]

where the only undetermined quantity is the phase \(\gamma(\tau)\). The phase is fixed (always up to an irrelevant constant), by equation (4.14) and the choice of the connection \(\beta\) on \(\mathcal{L}'\). In particular equation (4.14) yields:

\[
\partial_k \gamma = -\beta_k - \frac{1}{2} \text{tr} \left( (\Gamma_k \omega)_{pp} \text{Im} \tau \right).
\]

Here we remark the similarity of \(\psi_u(q, \tau)\) with the wavefunctions discussed in [DVV]. At this point we have all the ingredients to compute the kernel (4.29) of the master equation. We start with the computation of the overlap between a coherent state at \(p_0\), where the complex modulus is \(\tau_1\), and one at \(p\) with complex modulus \(\tau_2\):

\[
\tau_2 \langle u_2 | u_1 \rangle_{\tau_1} = \int d^d q \overline{\psi(q, u_2, \tau_2)} \psi(q, u_1, \tau_1) =
\]

\[
(2i)^{d/2} \frac{(\det \text{Im} \tau_1)^{1/4}(\det \text{Im} \tau_2)^{1/4}}{(\det (\tau_1 - \tau_2))^{1/2}} \cdot \exp \left( -\frac{i}{2} \langle u_{q,1}, z_1 \rangle + \frac{i}{2} \langle u_{q,2}, \bar{z}_2 \rangle - \frac{i}{2} \langle (z_1 - \bar{z}_2), (\tau_1 - \tau_2)^{-1}(z_1 - \bar{z}_2) \rangle \right)
\]

\[
\cdot \exp \left( i \int_{p_0}^p \left( \beta + \frac{1}{2} \text{tr} (\Gamma_k \omega)_{pp} \text{Im} \tau) dx^k \right) \right),
\]

where we have introduced the complex coordinates \(z = u_p - \tau u_q\). We shall now denote by \(z_1\) the coordinates corresponding to \(u_1 = x + y\) and by \(z_2\) the ones corresponding to \(u\), then the kernel is given by:

\[
K(u, p; x + y, p_0) = (2i)^{d/2} \frac{(\det \text{Im} \tau_1)^{1/4}(\det \text{Im} \tau_2)^{1/4}}{(\det (\tau_1 - \tau_2))^{1/2}}.
\]
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\[
\exp \left( -i \int_{p_0}^p \left( (\alpha - \beta) - \frac{1}{2} \omega_{kj}(x + y)^j dx^k - \frac{1}{2} \text{tr}((\Gamma_k \omega)_{pp} \text{Im} \tau) dx^k \right) \right) \\
\exp \left( -\frac{1}{4} ||u||_{g(p)}^2 - i \frac{2}{2} \langle u_{q,1}, z_1 \rangle + \frac{1}{2} \langle \overline{z}_2, R_4(p) \overline{z}_2 \rangle - i \frac{2}{2} \langle (z_1 - \overline{z}_2), (\tau_1 - \overline{\tau}_2) \rangle \right).
\]

We thus conclude the study of affine Riemannian special Kähler manifolds having provided the general solution (4.31) to the master equation (4.18).

5. Conic special Kähler manifolds

First of all we shall recover the structure of a projective special Kähler manifold in a way best suited for our quantization technique. Before that we shall recall the standard definitions (see e.g. [LMVV] for a comprehensive review).

**Definition 5.1. (Projective special Kähler manifold - 1)** A projective special Kähler manifold is a holomorphic quotient of an affine conic special Kähler manifold by its defining holomorphic \( \mathbb{C}^* \) action.

**Definition 5.2. (Conic special Kähler manifold - 1)** An affine conic special Kähler manifold is an affine special Kähler manifold equipped with a free holomorphic \( \mathbb{C}^* \) action whose generating holomorphic vectorfield \( H \) is a homothetic Killing vectorfield for the flat symplectic connection:

\[
(d + G)H = \pi^{(1,0)} := \frac{1}{2} (1 - iJ)_k^l dx^k \otimes \partial_l. \tag{5.1}
\]

Recall, that by definition of affine special Kähler: \( d_{d+G} \pi^{(1,0)} = 0 \). This ensures the existence of a vectorfield that satisfies the equation above. The restriction here, is that this vectorfield is required to be holomorphic.

We shall now analyse equation (5.1) in special Darboux coordinates. We shall introduce the vectorfield \( X \) through:

\[
H = \pi^{(1,0)}(-iX) = -\frac{i}{2} (1 - iJ)X.
\]

Without loss of generality, we can choose \( X \) real. Then equation (5.1) becomes:

\[
\partial_i(-JX)^j = \delta_i^j \tag{5.2}
\]

\[
\partial_iX^j = J_i^j. \tag{5.3}
\]

Thus, up to an irrelevant constant vectorfield, from the second equation we obtain:

\[
X^j = \omega^{ij} \partial_i K,
\]
which can be recast in the form

\[ dK = \iota_X \omega, \]

that is, \( X \) is the Hamiltonian vectorfield with Hamiltonian the special Kähler potential. From the first equation we obtain:

\[
0 = (\partial_i J^k) X^k \\
= (\partial_i g_{kr}) \omega^{rj} X^k \\
= \omega^{rj} (X^k \partial_k g_{ij}) \\
= -\omega^{jr} ((L_X g)_{ji} + g([X, \partial_j], \partial_i) + g(\partial_j, [X, \partial_i])) \\
= -\omega^{jr} ((L_X g)_{ji} + \omega_{ji} + \omega_{ij}) \\
= -\omega^{jr} (L_X g)_{ji}.
\]

Therefore equation (5.2) is equivalent to:

\[ L_X g = 0. \tag{5.4} \]

Since \( X \) determines \( g \), the above is a differential equation for \( K \) and defines a particular class of special Kähler metrics, namely the conical ones. Another way to read equation (5.4) is as follows:

\[
0 = \omega^{kl} \partial_k K \partial_l g_{ij} \\
= 2g^{ks} \partial_k K C_{sij}.
\]

From this it follows:

\[ C_{ijk} H^k = 0. \]

We thus arrive at our best suited definition for conic special Kähler manifolds:

**Definition 5.3. (Conic special Kähler manifold - 2)** A conic special Kähler manifold is an affine special Kähler manifold whose symplectic vectorfield \( X \), defined locally through \( dK = \iota_X \omega \) is simultaneously a Killing vectorfield for the Kähler metric \( g \).

The existence of the vectorfield \( X \) implies that the function \( K \) can be extended from a special Darboux patch to any simply connected patch containing it, in particular to a patch which is dense in \( M \).

Now we shall shortly digress to recover the above geometric structure from the point of view of quantization. For this we will have to find yet two other ways to write identity (5.4):

\[
0 = \omega^{kl} \partial_k K \partial_l g_{ij} \\
= \omega^{kl} \partial_k K \partial_l \partial_j K
\]
\[ \partial_i (\omega^{kl} g_{lj} \partial_k K) - \omega^{kl} g_{ik} g_{lj}, \]

which becomes:
\[ \partial_i (J^k_j \partial_k K) = \omega_{ij} \]

and because of the non-degeneracy of \( \omega \) this is equivalent to:
\[ \partial_i (g^{jk} \partial_k K) = \delta^i_j, \]

which integrates to:
\[ g^{jk} \partial_k K = x^i, \]
from which:
\[ \partial_k K = g_{ki} x^i = \partial_k (\partial_i K x^i) - \partial_k K. \]

Therefore, up to an irrelevant constant that can be absorbed in the definition of \( K \):
\[ 2K = \partial_i K x^i = \partial_i K g^{ij} \partial_j K = ||X||_g^2, \]
meaning in particular that \( K \) describes a conic special Kähler manifold if and only if it is homogeneous of degree 2 in special Darboux coordinates.

5.1. Digression: a guess for the quantum origin of the conic property

In this section we shall attempt a guess for the quantum origin of the conic property for a special Kähler manifold. It seems as though it comes from the requirement that the special Kähler potential \( K \) be the classical counterpart of a quantum Hamiltonian \( \hat{K} \) that preserves the space of coherent states. More precisely, \( \hat{K} \) should preserve the space of coherent states as a subspace of \( \mathcal{H} \), thus with no phase ambiguities, provided \( \alpha_k \) is set to:
\[ \alpha_k = -\frac{1}{2} \omega_{ik} x^i. \]  

Thus we have the property:
\[ K(p) = s(p|\hat{K}|p)_s \]
and the statement that \( \hat{K} \) preserves the space of coherent states with no phase ambiguities, is:
\[ \exp(i\hat{K}t)|p\rangle_s = |\chi_t(p)\rangle_s, \]  
where by \( \chi_t \) we denote the canonical flow of \( K \). Infinitesimally the above reads:
\[ i\hat{K}|p\rangle_s = X^k A_k(p)|p\rangle_s \]
\[= -iX^k (\alpha_k + \omega_{ik} \hat{x}^i) |p\rangle_s. \quad (5.7)\]

Applying \[s\langle p|\] to the above equation we obtain the desired result:
\[
K = \frac{1}{2} X^k \omega_{ik} x^i - s\langle p|\hat{x}^i|p\rangle_s \omega_{ik} X^k
\]
\[
= -\frac{1}{2} \partial_i K x^i + \partial_i K s\langle p|\hat{x}^i|p\rangle_s
\]
\[
= \frac{1}{2} \partial_i K x^i.
\]
In the last step we used the fact that \[s\langle p|\hat{x}^i|p\rangle_s = x^i.\] This follows from:
\[
\partial_j (s\langle p|\hat{x}^i|p\rangle_s) = s\langle p|[A_j(p), \hat{x}^i]|p\rangle_s
\]
\[
= i\omega_{kj} [\hat{x}^k, \hat{x}^i]
\]
\[
= \delta^i_j.
\]

Now we shall ask under what changes of gauge for \[\alpha\], equation (5.7) remains unaltered.\(^8\) Clearly the gauge transformations are reduced to:
\[
|p\rangle_s \rightarrow \exp(if(p))|p\rangle_s \quad \text{with} \quad f \in C^\infty(M) \quad \text{such that} \quad X \cdot f = 0.
\]

Now, the structure of a conic special Kähler manifold is necessary for (5.6) to be fulfilled, but it is by no means sufficient. Indeed, in the simplest case of \(\mathbb{R}^{2d}\) one can check that the admissible \(K\)'s are reduced to quadratic ones. What distinguishes the case \(M = \mathbb{R}^{2d}\) is not the connection \(A\), but rather an initial choice \(|p_0\rangle_s\) for a definite marked point \(p_0 \in M\). Thus turning the argument around, once \(K\) is fixed, equation (5.6) puts constraints on this choice. Let
\[
\Delta(p_2, p_1) := s\langle p_2|p_1\rangle_s,
\]
then, one such natural constraint is:
\[
\Delta(p_2, p_1) = \Delta(\chi_t(p_2), \chi_t(p_1)).
\]
Infinitesimally, the above becomes the following equation:
\[-i(\partial_i K(p_2) - \partial_i K(p_1)) \omega_{ik} \frac{\partial}{\partial x^i_1} \Delta(p_2, p_1) = \frac{1}{2} \partial_i K(p_2) (x^i_2 - x^i_1) \Delta(p_2, p_1).\]
As stated before, for fixed \(K\) this can be viewed as a differential equation for \(\Delta\) while, for fixed \(\Delta\) it can be viewed as a constraint on the choice of \(K\). There is in fact an even more elementary constraint on \(K\) if we allow \(M\) to contain the point at the origin of the coordinate system. Then, indeed, the only homogeneous degree 2 functions are the quadratic ones. Therefore, in the more general case we need to assume that \(0 \notin M\). This condition however is but a consequence of the further requirement entailed in definition 5.2 that the action of \(X\) be free as \(0\) would clearly be a fixed point. In fact it is the unique fixed point and there the metric is singular.

\(^8\)Notice that for a conic special Kähler manifold, the gauge (5.5) is the same as canonical gauge (4.5).
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5.2. Coping with negative signature

In this section we shall investigate how the definition of quantization should be modified in the case of a non-Riemannian Kähler manifold. This is of interest since precisely moduli spaces of $N = (2, 2)$ 2-d super conformal field theories are of this type. Recall that in the discussion of the coherent tangent bundle it was crucial that $M$ be Riemannian, otherwise the definition of coherent state would have implied the existence of negative normed states in the Hilbert space. Let’s start with the simplest case, namely again $M = \mathbb{R}^2$, this time however we shall change the Kähler structure as follows: $\omega \rightarrow -\omega$, $J \rightarrow J$ and $g \rightarrow -g$. Under this change, the Heisenberg algebra is changed to:

$$[\hat{x}, \hat{p}] = -i$$

and in terms of the annihilation operator $a = (1/\sqrt{2})(\hat{x} + i\hat{p})$ and creation operator $b = (1/\sqrt{2})(\hat{x} - i\hat{p})$:

$$[a, b] = -1.$$ 

We shall now define the highest weight state $v_0$ as before through:

$$av_0 = 0.$$ 

Then a basis for the highest weight representation is furnished by:

$$v_n = \frac{b^n}{\sqrt{n!}}v_0, \ n \in \mathbb{N}_0.$$ 

At this point we realize the impossibility of finding, in this representation, a positive definite sesquilinear bilinear form with respect to which $\hat{x}$ and $\hat{p}$ are self-adjoint. Indeed given such a bilinear form $B$, we would have:

$$0 < B(bv_0, bv_0) = B(v_0, abv_0) = B(v_0, [a, b]v_0) = -B(v_0, v_0),$$

which is clearly contradictory. Instead, what we can require is the existence of two bilinear forms $B_+$ and $B_-$. We shall require the former to be positive definite and sesquilinear, thus introducing a Hilbert space topology on the representation. However $B_+$ will have the property that $\hat{x}$ and $\hat{p}$ are anti-self-adjoint with respect to it. On the other hand $B_-$ is non-degenerate sesquilinear such that $\hat{x}$ and $\hat{p}$ are self-adjoint, but it will be indefinite. Under the normalization $B_+(v_0, v_0) = B_- (v_0, v_0) = 1$ we thus obtain:

$$B_+(v_m, v_n) = \delta_{m,n} \quad B_-(v_m, v_n) = (-1)^n \delta_{m,n}.$$ 

Thus $\{v_n\}_{n \in \mathbb{N}_0}$ form an orthonormal basis of the Hilbert space $\mathcal{H}$. We can define $B_-$ in terms of $B_+$ as:

$$B_-(\cdot, \cdot) = B_+(\cdot, (-1)^{ln} \cdot).$$
A suggestive way of interpreting \((-1)^{ba}\) is as \((-1)^{F}\) where \(F\) is a “fermion-number” operator. For this we need to introduce the following decomposition of \(H\):

\[
H = H_{\text{even}} \oplus H_{\text{odd}},
\]

where \(H_{\text{even}}\) is the subspace spanned by \(v_n\) with \(n\) even and \(H_{\text{odd}}\) is defined analogously. Then we define fermion fields \(\psi_1\) and \(\psi_2\) by:

\[
\begin{align*}
\psi_1 v_{2n} &= 0 \\
\psi_1 v_{2n+1} &= v_{2n} \\
\psi_2 v_{2n} &= v_{2n+1} \\
\psi_2 v_{2n+1} &= 0 \\
\forall n &\in \mathbb{N}_0.
\end{align*}
\]

Then \(\psi_1\) and \(\psi_2\) satisfy the following properties:

\[
\{\psi_1, \psi_2\} = 1
\]

and

\[
B_+ (\psi_1, \cdot) = B_+ (\cdot, \psi_2).
\]

Finally we can define \(F\) by:

\[
F = \psi_2 \psi_1.
\]

On \(H\) we can furthermore define the differential:

\[
Q = \psi_1 ba.
\]

This allows us to single out \(v_0\), which is the unique invariant state under the \(U(1)\) action:

\[
R(\theta) := e^{i\theta ba},
\]

as the unique representative of \(Q\)-cohomology \(H_Q(H)\).

Now let’s turn to coherent states. These are now given by:

\[
|\alpha\rangle = \exp(-\alpha b + \overline{\alpha} a)v_0 = \exp\left(\frac{|\alpha|^2}{2}\right) \sum_{n \geq 0} \frac{(-\alpha)^n}{\sqrt{n!}} v_n.
\]

Clearly the translation operator is not unitary any more, that is, it is not an isometry with respect to \(B_+\), but it is an isometry with respect to \(B_-\). It is in fact unbounded, but clearly its domain includes the coherent states. Now we shall generalize the above discussion to understand the structure of the coherent tangent bundle for an arbitrary Lorentzian Kähler manifold.

**5.3. The coherent tangent bundle in the Lorentzian case**

In this section we will construct the coherent tangent bundle in the case of a general Lorentzian Kähler manifold. An important result will be that contrary to the Riemannian case, in the present case the Hilbert-bundle is not necessarily
trivial, in particular it cannot in general be trivialized on an entire Darboux patch. The caveat stems from the fact that in the Lorentzian case one needs to make a choice of two “negative” directions, and this choice depends non trivially, not only on the symplectic form, but also on the metric, which contrary to the symplectic form, cannot be flat on an entire patch unless the Riemann curvature vanishes. In this section we will show however that if one makes a choice of negative directions at a given point $p_0 \in M$, this choice can be extended to an open neighborhood $V_+$ containing $p_0$. Ultimately the detailed choice at $p_0$ will be irrelevant.

We start by considering a point $p_0 \in M$ and erect a Darboux coordinate system in the neighborhood of $p_0$ such that at $p_0$ the metric is the standard Lorentzian metric\(^9\). The coherent tangent bundle at $p_0$ will then be the collection of states defined by:

$$\hat{x}^T (\eta + i \epsilon) |u\rangle_{p_0} = u^T (\eta + i \epsilon) |u\rangle_{p_0}.$$ 

In particular there will be a state $|0\rangle_{p_0}$. The representation of the Heisenberg algebra thus obtained with highest weight $|0\rangle_{p_0}$, as we have observed in the above section, is naturally not a Hilbert space, but rather a vector space equipped with the pairing $B_-$, with respect to which $\hat{x}^i$ are hermitian, which is defined precisely as in section 5.2 with $a$ and $b$ corresponding to the first coordinates $x^1$ and $x^{d+1}$. We also observed in the previous section that we can however endow this vectorspace with the structure of a Hilbert space $\mathcal{H}$ with scalar product $B_+$ with respect to which $\hat{x}^1$ and $\hat{x}^{d+1}$ are anti-hermitian while the rest are hermitian.

Now we ask how large the Darboux neighborhood $V_+$ of $p_0$ is allowed to be for the coherent states $|u\rangle_p$ for $p \in V_+$ to belong to the same Hilbert space $\mathcal{H}$. We shall denote by $Sp^\epsilon$ the symplectic group with symplectic form $\epsilon$, then the previous question is clearly equivalent to determining the subset:

$$Sp^\epsilon_+ := \{ \Lambda \in Sp^\epsilon \mid |0\rangle^\Lambda \in \mathcal{H} \},$$

where $|0\rangle^\Lambda$ is defined through the condition:

$$(\Lambda^T \hat{x})^T (\eta + i \epsilon) |0\rangle^\Lambda = 0. \quad (5.8)$$

Then, denoting by $V^{max}_+$ the maximal Darboux patch containing $p_0$:

$$V^{max}_+ = \{ p \in V^{max} \mid \exists \Lambda \in Sp^\epsilon_+ \text{ s.t. } g(p) = \Lambda \eta \Lambda^T \}.$$ 

As we have seen explicitly in section 4.3, in the Riemannian case, $Sp_+ = Sp$ and therefore $V^{max}_+ = V^{max}$. This is but a consequence of the Stone von Neumann theorem that asserts, in particular, the uniqueness of unitary irreducible representations of the Heisenberg algebra. The Lorentzian case, however, corresponds

\(^9\)This can obviously also be achieved for special Darboux patches in special Kähler manifolds.
to non-unitary representations, and indeed, as we will show, $Sp'_{+} \subsetneq Sp'$. We will show however that $Sp'_{+}$ contains an open neighborhood of the identity, a requirement to, at least locally, quantize $M$. As a concrete representation for $\mathcal{H}$ we choose the usual $L^2(\mathbb{R}^d)$ where $\hat{x}$ acts as:

$$\hat{x} = \hat{E} \begin{pmatrix} q \\ -i\nabla_q \end{pmatrix},$$

where:

$$\hat{E} := \begin{pmatrix} E & 0 \\ 0 & E \end{pmatrix}$$

and:

$$E = \begin{pmatrix} i & 0 \\ 0 & 1_{(d-1 \times d-1)} \end{pmatrix}.$$

Then, resorting to the notation in section 4.6, equation (5.8) becomes:

$$(R_1 R_2 - iE^2 R_2 + iE^2 R_4) \hat{E} \begin{pmatrix} q \\ -i\nabla_q \end{pmatrix} \psi_0(q, \Lambda) = 0,$$

with $\psi_0(q, \Lambda)$ the wavefunction corresponding to $|0\rangle^\Lambda$. The above is equally well written as:

$$\nabla_q \psi = i\hat{\tau} q \psi,$$

where:

$$\hat{\tau} := -E^{-1}(R_2 + iE^2)^{-1} R_1 E = -E^{-1} R_4^{-1}(R_2^T - iE^2) E,$$

thus:

$$\psi(q) = N \exp(i\langle q, \hat{\tau} q \rangle)$$

and $\psi \in L^2(\mathbb{R}^d)$ provided:

$$\text{Im} \hat{\tau} > 0. \quad (5.9)$$

Since the above is an open set, by local continuity of $\Lambda(p)$, $g(\Lambda)$ and $\hat{\tau}(g)$, $V_{+}^{\max}$ contains an open neighborhood of $p_0$. One can easily check by way of counterexample that condition (5.9) is non trivial and in particular $Sp'_{+} \subsetneq Sp'$. Consider now the complex modulus:

$$\tau := E\hat{\tau} E^{-1}.$$ 

Clearly $\tau$ is in the Siegel upper half space. From this we deduce the complete characterization of $Sp'_{+}$:

$$Sp'_{+} = \{ \Lambda \in Sp' \mid \text{Im}(E^{-1}(\tau(\Lambda) E) > 0) \}.$$

35
At this point we shall study the states $|u\rangle^A$, which we shall rename $|u\rangle_\tau$. Following the analogous steps for $|0\rangle^A$ we obtain that the corresponding wavefunction $\psi_u(\tau, q)$ is of the form:

$$\psi_u(\tau, q) = N(\tau, u) \exp\left(\frac{i}{2}\langle(q - E^{-1}u_q), \tilde{\tau}(q - E^{-1}u_q)\rangle + i\langle E^{-1}u_p, q \rangle\right).$$

Just as the normalization constant in section 4.6, here $N(\tau, u)$ is fixed by three analogous conditions. The first is a normalization condition with respect to $B_-$ instead of $B_+$:

$$1 = \tau \langle u | (-1)^F | u \rangle_\tau = \int_{\mathbb{R}^d} d^d q \overline{\psi}_u(\tau, q) \psi_u(\tau, E^2 q).$$

Solving for $|N|$ yields:

$$|N(\tau, u)| = \pi^{-d/4}(\det \text{Im} \tau)^{1/4}.$$ 

The second condition on $\psi_u(\tau, q)$ is equation (4.13) which remains unchanged in the Lorentzian case. As in section 4.6, let $\theta$ be defined through:

$$N(\tau, u) = |N(\tau)| e^{i\theta(\tau, u)}.$$ 

Then (4.13) is equivalent to:

$$\nabla_u \theta + E^2 \tau E^2 \nabla_{up} \theta = -\frac{1}{2} E^2 \tau u_q - \frac{1}{2} E^2 u_p,$$

the solution to which is:

$$\theta(\tau, u_q, u_p) = -\frac{1}{2} \langle u_p, E^2 u_q \rangle + \gamma(\tau).$$

Therefore in the Lorentzian case, the wavefunction of the coherent state $|u\rangle_\tau$ is given by:

$$\psi_u(\tau, q) = \pi^{-d/4}(\det \text{Im} \tau)^{1/4} \exp(i\gamma(\tau)).$$

$$\exp\left(\frac{i}{2}\langle(q - E^{-1}u_q), \tilde{\tau}(q - E^{-1}u_q)\rangle + i\langle E^{-1}u_p, q \rangle - \frac{i}{2} \langle u_p, E^2 u_q \rangle\right).$$

Using (4.14) we can again fix the phase. For $M$ affine special Kähler, on a special Darboux patch we obtain:

$$\partial_k \gamma = -\beta_k - \frac{1}{2} \text{tr}([\Gamma_k \omega]_{pp}) \text{Im} \tau E^2).$$

At this point we can compute the overlap $\tau_2 \langle u_2 | (-1)^F | u_1 \rangle_{\tau_1}$, which, as in the Riemannian case, essentially corresponds to the propagator of the master equation:

$$\tau_2 \langle u_2 | (-1)^F | u_1 \rangle_{\tau_1} := \int_{\mathbb{R}^n} \overline{\psi}_{u_2}(\tau_2, q) \psi_{u_1}(\tau_1, E^2 q)$$
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\[
(2i)^{d/2} \left( \frac{(\det \text{Im} \tau_1)^{1/4}(\det \text{Im} \tau_2)^{1/4}}{(\det(\tau_1 - \tau_2))^{1/2}} \right) \\
\exp \left( -i \int_{p_0}^{p} \left( \frac{i}{2} \langle E^2 u_q, 1, z_1 \rangle + \frac{i}{2} \langle E^2 u_{q,2}, z_2 \rangle - \frac{i}{2} \langle E^2(z_1 - z_2), (\tau_1 - \tau_2)^{-1}(z_1 - z_2) \rangle \right) \right) \\
\exp \left( i \int_{p_0}^{p} \left( \beta + \frac{1}{2} \text{tr}((\Gamma_k \omega)_{pp} \text{Im} \tau E^2) dx^k \right) \right),
\]

where, as in the Riemannian case, we have introduced the complex coordinates \( z = u_p - \tau u_q \). Thus the expression is identical to the one in the Riemannian case with the only difference that the bilinear form on configuration space is now the standard Minkowski bilinear form \( \langle E^2, \cdot, \cdot \rangle \) instead of the standard scalar product. Analogously to the case of Riemannian affine special Kähler manifolds where the propagator is given by \((4.29)\), we shall see in the next section that in the Lorentzian case the propagator is given by:

\[
K(u, p, x, y; p_0) := \exp \left( -i \int_{p_0}^{p} \left( \alpha - \beta - \frac{1}{2} \omega_{kj}(x + y)^j dx^k - \frac{1}{2} \text{tr}((\Gamma_k \omega)_{pp} \text{Im} \tau E^2) dx^k \right) \right) \cdot \\
\exp \left( -\frac{1}{4} ||u||^2 g(\eta) \right) \\
\exp \left( -i \langle E^2 u_q, 1, z_1 \rangle + \frac{1}{4} \langle z_2, R_4(p) \rangle - \frac{i}{2} \langle E^2(z_1 - z_2), (\tau_1 - \tau_2)^{-1}(z_1 - z_2) \rangle \right),
\]

where we have used the same notation as in section 4.6.

5.4. Remarks on the quantization of Lorentzian conic special Kähler manifolds

In this section we shall first discuss how the quantization of Riemannian affine special Kähler manifolds translates to the Lorentzian case, show how to project to positive normed states, and then discuss normalization conditions of the wavefunction \( Z(u, p) \) thus presenting the form of the general solution to the master equation. We shall develop the first point in the form of a series of remarks:

- To quantize an appropriate Darboux neighborhood \((V_+, p_0) \in M\), one chooses the Darboux coordinates such that \( g(p_0) = \eta \).

- Locally quantization involves a triple \((V_+, \phi, \mathbb{P}^\infty)\), but contrary to the Riemannian case, now \( \mathbb{P}^\infty \) is endowed with the pairing

\[
(v, w)_- = \frac{|B_- (v, w)|}{(B_-(v, v) B_- (w, w))^{1/2}}.
\]
and the group of automorphisms of $\mathbb{P}^\infty$ is defined accordingly.

- The flat connection $A$ does thus no longer induce a unitary parallel transport, but rather a parallel transport that is an isometry w.r.t. $B_-$.

- One must choose generators of the Heisenberg algebra $\hat{x}^i$, such that $\hat{x}^1$ and $\hat{x}^{d+1}$ are anti-hermitian w.r.t. $B_+$, while the rest are hermitian.

- The form of the operator $S_{\Sigma}$ introduced as $S$ in (4.6) is left unchanged, and it is now an isometry w.r.t. $B_-$. 

- As a consequence in order for the tensorial property (4.11) of $Z(u, p)$ to hold, the definition of the wavefunction must be replaced by:

$$Z(u, p) := p.A (u|(-1)^F |p\rangle_A.$$ 

With the above modifications the quantization procedure of affine Lorentzian special Kähler manifolds proceeds without change as the one for Riemannian affine special Kähler manifolds until the end of section 4.4 with the only exception of the normalization conditions (4.15, 4.16, 4.17). One last remark regards section 5.1 where, in the Lorentzian case, all matrix elements of the form $\langle p_2|O|p_1\rangle$ must be replaced with $\langle p_2|(-1)^F O|p_1\rangle$.

**5.4.1. Projecting onto “positive normed” states: the coherent horizontal bundle**

Let $M$ be a conic special Kähler manifold of dimension $2d$, we shall distinguish between three regions of $M$:

- $M_+ := \{p \in M|K(p) > 0\}$,
- $M_0 := \{p \in M|K(p) = 0\}$,
- $M_- := \{p \in M|K(p) < 0\}$.

As discussed earlier $M_0$ is singular with a conic singularity approaching $x = 0$. Now we shall concentrate on $M_-$. There, an orthonormal basis of negative or “timelike directions” in the tangent bundle $TM_-$ is given by the hamiltonian vectorfield $X$ and $JX$. Indeed:

$$g(X, X) = g(JX, JX) = 2K < 0.$$ 

Therefore, on the orthogonal complement with respect to $g$ of $X$ and $JX$, $g$ is positive definite. We thus define the horizontal bundle as:

$$HM := \{V \in TM_-| g(V, X) = g(V, JX) = 0\}.$$
In particular $HM$ is the image of a section $P \in \Gamma(M_-, \text{End}(TM_-))$ of projections $P(p)$, which in special coordinates is given by:

$$P^j_k = \delta^j_k - \frac{1}{2} \partial_k \log |K| g^{ij} \partial_i K + \frac{1}{2} f^j_k \partial_k \log |K| \omega^{ij} \partial_i K.$$  \hspace{1cm} (5.10)

Corresponding to $HM$ there is a quantum counterpart that we shall name coherent horizontal bundle, defined as the sub-bundle of the trivial Hilbert-bundle, given by the image of the section of projection operators $P \in \Gamma(M_-, \text{End}(\mathcal{H}))$, where $P(p, A)$ is an orthogonal projection at every point $p$. This projection is the obvious generalization of the projector onto $v_0$ of section [5.2]. Thus, the action of $P(p, A)$ on the basis $|u\rangle_{p,s}$ is given by:

$$P(p, A)|u\rangle_{p,s} := \exp \left( -\frac{1}{4} \left| (1 - P(p))u \right|_{g(p)}^2 \right) |P(p)u\rangle_{p,s}$$

$$= \exp \left( -\frac{1}{2K(p)} \left| g(H(p), u) \right|^2 \right) |P(p)u\rangle_{p,s}.$$  

It is an easy exercise to check that $P$ is self-adjoint w.r.t $B_-$.  

5.4.2. Normalization conditions and the general solution

Now we shall pass to normalization conditions. In the Lorentzian case, equations (4.16, 4.17) are modified to:

$$(-1)^F = \frac{1}{(2\pi)^n} \int_{T^0_M} du^1 \wedge \cdots \wedge du^{2d} \sqrt{\det g} \cdot \exp \left( \frac{1}{K(p)} \left| g(H(p), u) \right|^2 \right) |Pu - (1 - P)u\rangle_{p,A,p,A}.$$  

And the normalization is with respect to $B_-$ rather than $B_+$, therefore:

$$1 = \frac{1}{(2\pi)^n} \int_{T^0_M} \sqrt{\det g} \exp \left( \frac{1}{K(p)} \left| g(H(p), u) \right|^2 \right) \cdot Z_A(Pu - (1 - P)u, p)Z_A(u, p) du^1 \wedge \cdots \wedge du^{2d}.$$  

It follows that the general solution to the master equation is then given by:

$$Z(u, p)^f = \int_{T^0_M} dy^1 \wedge \cdots \wedge dy^{2d} \sqrt{\det g_s(p_0)} \exp \left( \frac{1}{K(p_0)} \left| g(H(p_0), y) \right|^2 \right) \cdot \left( K_-(u, p, x_s + y, p_0) \exp \left( -\frac{1}{4} \left| y \right|_{g_s(p_0)}^2 \right) f((1 + iJ_0)y) \right).$$  \hspace{1cm} (5.11)

where $f$ is an arbitrary normalizable function w.r.t. $B_-$.  
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5.5. The quantization of projective special Kähler manifolds

In this section we will construct the wavefunction \( Z_{\text{red},A}(u,p) \) for an arbitrary projective special Kähler manifold \( \tilde{M} \) of dimension \( 2d \) that arises as a holomorphic quotient of a Lorentzian conic special Kähler manifold \( M \) of dimension \( 2d + 2 \). First of all, it is convenient at this point to introduce complex coordinates and express \( H \) in terms of these. We shall stay in the special Darboux coordinate system, and erect corresponding holomorphic coordinates \((z^0, \ldots, z^d)\). Then (5.1) becomes:

\[
\partial_\mu H^\nu = \delta^\nu_\mu.
\]

Therefore:

\[
H = z^\mu \partial_\mu,
\]

where the vector of complex special coordinates is related to the vector of Darboux coordinates \( x = (x_q, x_p) \) via:

\[
z = x_p - \tau x_q.
\]

The quotient of \( M \) by \( H \) clearly has as holomorphic functions the ones defined on \( M \) of homogeneous degree 0, therefore \( \tilde{M} \) can be covered by affine patches as \( \tilde{M}_0 \) with coordinates \((y^1, \ldots, y^d)\) given by:

\[
(z^0, z^1, \ldots, z^d) = (\lambda, \lambda y^1, \ldots, \lambda y^d),
\]

with \( \lambda \neq 0 \). In this new coordinate system \((\lambda, y^1, \ldots, y^d)\):

\[
H = \lambda \frac{\partial}{\partial \lambda}.
\]

From now on we shall label the coordinates \( y \) and \( z \) with \((\alpha, \beta, \gamma)\) and \((\mu, \nu, \rho, \sigma)\) respectively. Analogously we will label the corresponding real coordinates with non-capital and capital latin letters respectively. At this point we can express the projection \( P \) introduced in (5.10) in complex coordinates:

\[
P^\nu_\mu = \delta^\nu_\mu - \frac{1}{2} \partial_\mu \log |K| g^{\nu\sigma} \partial_\sigma K + \frac{1}{2} J^\rho_\mu \partial_\sigma \log |K| \omega^{\nu\rho} \partial_\sigma K
\]

\[
= \delta^\nu_\mu - \frac{1}{2} \partial_\mu \log |K| (g^{\nu\sigma} - i\omega^{\nu\rho} \partial_\sigma K)
\]

\[
= \delta^\nu_\mu - \partial_\mu \log |K| g^{\nu\sigma} \partial_\sigma K
\]

\[
= \delta^\nu_\mu - z^\rho \partial_\mu \log |K|
\]

\[
P^\rho_\mu = 0
\]

\[
P^\sigma_\mu = 0
\]

\[
P^\tau_\mu = \delta^\tau_\mu - z^\rho \partial_\mu \log |K|.
\]

Therefore, in particular, in special coordinates we have the following holomorphic frame for the horizontal bundle:

\[
V_\alpha = \sum_\mu \partial_\mu P^\nu_\mu \partial_\nu
\]
\[
\frac{\partial z^\mu}{\partial y^\alpha} (\delta_\mu^\nu - z^\mu \partial_\mu \log |K|) \partial_\nu \\
= \frac{\partial}{\partial y^\alpha} - \left( \frac{\partial}{\partial y^\alpha} \log |K| \right) z^\nu \partial_\nu \\
= \frac{\partial}{\partial y^\alpha} - \left( \frac{\partial}{\partial y^\alpha} \log |K| \right) \lambda \frac{\partial}{\partial \lambda},
\]

where \( \Sigma^\mu_\alpha = dz^\mu / dy^\alpha \). We can now define the wavefunction reduced to the projective special Kähler manifold:

**Definition 5.4.** The quantization of the holomorphic quotient \( \tilde{M} \) is given by the reduced wavefunction:

\[
Z_{\text{red},A}(u,p) := p,A \langle \Sigma T u | P^g(p,A)(-1)^F | p \rangle_A.
\]

Therefore:

\[
Z_{\text{red},A}(u,p) := \exp \left( -\frac{1}{4}\|P(p)\Sigma^T u\|_{g(p)}^2 - \frac{1}{2K(p)}|g(H(p),\Sigma^T u)|^2 \right) C_{\text{red}}(u^i \partial_i),
\]

where

\[
C_{\text{red}} = \iota^*(C \circ P),
\]

and by \( \iota \) we have denoted the inclusion of the level set \( \lambda \) in \( M \). In particular we have

\[
C_{\text{red}} = \exp \left( \sum_{n \geq 0} \frac{(-1)^n}{n!} C_{\text{red}}^n \right),
\]

with, in special coordinates:

\[
(C_{\text{red}}^n)_{\pi_1,...,\pi_n} = C_{\pi_1,...,\pi_n} \left( \frac{\partial z_{\bar{\pi}_1}}{\partial y_{\bar{\pi}_1}} - z_{\bar{\pi}_1} \frac{\partial}{\partial y_{\bar{\pi}_1}} \log |K| \right) \cdots \left( \frac{\partial z_{\bar{\pi}_n}}{\partial y_{\bar{\pi}_n}} - z_{\bar{\pi}_n} \frac{\partial}{\partial y_{\bar{\pi}_n}} \log |K| \right)
\]

and:

\[
\frac{\partial z^0}{\partial y^\alpha} - z^0 \frac{\partial}{\partial y^\alpha} \log |K| = -\lambda \frac{\partial}{\partial y^\alpha} \log |K| \\
\frac{\partial z^\beta}{\partial y^\alpha} - z^\beta \frac{\partial}{\partial y^\alpha} \log |K| = \lambda \left( \delta_\beta^\alpha - y^\beta \frac{\partial}{\partial y^\alpha} \log |K| \right).
\]

We shall extend the \( y \) coordinate system to incorporate \( y^0 := 1 \), and define \( h \) through:

\[
K(z,\bar{z}) = -|\lambda|^2 h(y,\bar{y}),
\]

then:

\[
(C_{\text{red}}^n)_{\pi_1,...,\pi_n} = X^n C_{\pi_1,...,\pi_n} \left( \delta_{\bar{\pi}_1}^\alpha - y_{\bar{\pi}_1} \frac{\partial}{\partial y_{\bar{\pi}_1}} \log h \right) \cdots \left( \delta_{\bar{\pi}_n}^\alpha - y_{\bar{\pi}_n} \frac{\partial}{\partial y_{\bar{\pi}_n}} \log h \right).
\]
At this stage we can determine the master equation satisfied by  $C_{\text{red}}$. We shall proceed analogously to the affine case. Thus we start by collecting the following computational building blocks. The first crucial building block is the Kähler structure on the projective manifold $\tilde{M}$:

\[
\tilde{g}_{\alpha\beta} = \sum_{\mu} P_{\mu} g_{\alpha\beta} P_{\beta} = \lambda \Sigma_{\alpha} P_{\mu} g_{\beta\mu} \\
= \Sigma_{\alpha} \left( g_{\alpha\beta} - \frac{1}{K} \partial_{\alpha} K \partial_{\beta} K \right) \\
= -|\lambda|^2 \left( \partial_{\alpha} \partial_{\beta} \log h - \frac{1}{h} \partial_{\alpha} h \partial_{\beta} h \right) \\
= K \partial_{\alpha} \partial_{\beta} \log h.
\]

The form obtained in the last step shows that $\tilde{g}$ is indeed a Kähler metric, not on the holomorphic quotient of $M$ by the action of $H$, but rather on the symplectic quotient of $M$ by the action of $X$ where $K$ is constant. Indeed the above precisely defines the Marsden-Weinstein quotient. We thus define the normalized Kähler metric:

\[
\hat{g}_{\alpha\beta} := \partial_{\alpha} \partial_{\beta} \log h.
\]

We shortly digress to observe that formula (5.13) means that the value of $K$ on the corresponding symplectic quotient is related to Planck’s constant via:

\[
K = \frac{-1}{\hbar}.
\]

In other words, Planck’s constant precisely labels the choice of symplectic quotient:

\[
M_{\hbar} \sim K^{-1}(-\hbar^{-1})/S^1.
\]

Here $\sim$ means homeomorphic.

Now we shall consider the dependence of $P(p, A)|\Sigma^T u\rangle_{p, A}$ on $p$. We shall do this in steps. First we shall consider the dependence on $p$ of the canonical coherent state $|\Lambda^T P \Sigma^T u\rangle$, where we have used the same notation as in section 4.3. We obtain:

\[
\partial_K |\Lambda^T P \Sigma^T u\rangle = (\partial_K (\Lambda^T P \Sigma^T) u, \Lambda^{-1} \nabla_{P \Sigma^T u}|\Lambda^T P \Sigma^T u\rangle) \\
= u^T (\Sigma P^T \Gamma_K + \partial_K (\Sigma P^T)) \nabla_{P \Sigma^T u}|\Lambda^T P \Sigma^T u\rangle.
\]

We now introduce the differential $\tilde{\Sigma}$ from $y$ to $z$ coordinates. In particular:

\[
\tilde{\Sigma}_{\alpha} := \frac{\partial y_{\alpha}}{\partial z_{\mu}} = \lambda^{-1} \left( \delta_{\alpha}^{\mu} - y_{\alpha}^{\mu} \delta_{\mu}^{\emptyset} \right).
\]

Then we have:

\[
P^T \tilde{\Sigma} P^T = P^T.
\]
Therefore:
\[ \nabla_{\Sigma T u} = P^T \Sigma \nabla u + (1 - P^T) \nabla_{\Sigma T u}. \]
Substituting in (5.14) we obtain:
\[ \partial_K |\Lambda^T P\Sigma T u) = u^T \left( \Gamma_K \nabla u + (\Sigma P^T \Gamma_K + \partial_K(\Sigma P^T)) (1 - P^T) \nabla_{\Sigma T u} \right) |\Lambda^T P\Sigma T u). \]
In the above we have defined the connection:
\[ \tilde{\Gamma}_K = \Sigma P^T \Gamma_K P + \partial_K(\Sigma P^T) P^T \Sigma. \] (5.15)

As we show in appendix B, the connection \( \tilde{\Gamma} \) splits into purely holomorphic and anti-holomorphic components with \( \tilde{\Gamma}_{\alpha\beta} = (\tilde{\Gamma}_{\alpha\beta})^* \) and can be expressed in terms of the Levi-Civita connection \( \hat{\Gamma} \) of \( \hat{g} \) as follows:
\[ \tilde{\Gamma}_{\alpha\beta} = \hat{\Gamma}_{\alpha\beta} + \partial_\alpha \log |K| \delta_\beta ^\gamma \]
\[ \tilde{\Gamma}_{0\beta} = \lambda^{-1} \delta_\beta ^\gamma, \]
where we have denoted by 0 the coordinate \( \lambda \). In particular \( \tilde{\Gamma} \) is compatible with the metric \( \hat{g} \).

Now we turn to the dependence on \( p \) of the coherent state \( P(p,A)|\Sigma T u\rangle \)
proper. In fact, to tackle the reduced tensor \( C_{red} \) directly we compute:
\[ \partial_K \left( \exp \left( \frac{1}{4} ||P(p)|\Sigma T u||^2_{g(p)} \right) |P\Sigma T u\rangle_{p,A} \right) = \]
\[ \left( -i \beta_K - \frac{i}{2} (\Gamma_K \omega)_{IJ} \hat{x}^I \hat{x}^J + u^T \Gamma_K \nabla u \right) \left( (\Sigma P^T \Gamma_K + \partial_K(\Sigma P^T)) (1 - P^T) \right) \frac{\partial}{\partial (P\Sigma T u)^S} \frac{\partial}{\partial (P\Sigma T u)^S}. \]
\[ \exp \left( \frac{1}{4} ||P(p)|\Sigma T u||^2_{g(p)} \right) |P\Sigma T u\rangle_{p,A}. \]

In the above we have used the metric compatibility of \( \hat{\Gamma} \). At this point we need to compute the action of \( \hat{x} \) on the coherent state. However only the components of \( \hat{x} \) along the horizontal bundle act naturally as differential operators. We shall now focus our attention on those:
\[ \Sigma^T P \hat{x} \left( \exp \left( \frac{1}{4} ||P(p)|\Sigma T u||^2_{g(p)} \right) |P\Sigma T u\rangle_{p,A} \right) \]
\[ = \left( \frac{1}{2} \Sigma^T P(1 - i\hat{J}) P\Sigma^T u + \frac{1}{2} \Sigma^T P(g^{-1} - i\hat{\omega}^{-1}) P\Sigma \nabla u \right) \exp \left( \frac{1}{4} ||P(p)|\Sigma T u||^2_{g(p)} \right) |P\Sigma T u\rangle_{p,A} \]
\[ = \left( \frac{1}{2} (1 - i\hat{J})^T u - \frac{1}{2K} (\hat{g}^{-1} - i\hat{\omega}^{-1}) \nabla u \right) \exp \left( -\frac{1}{4} K ||u||^2_{g(p)} \right) |P\Sigma T u\rangle_{p,A}. \]
Now we shall present the explicit form of the master equation:

$$\sum P^T_{p,A}(\Sigma^T u)[P^\dagger(p,A)(-1)^F(d+A)|p]_A = 0.$$  

Using (4.13), we arrive at the master equation for $C_{\text{red}}(u_i\partial_i)$:

$$
\left( (\Sigma P^T \nabla_x)_k - u^i (\hat{\Gamma}_k)^i_s \frac{\partial}{\partial u^s} + i(\Sigma P^T (\alpha - \beta))_k \right. \\
+ iK \dot{\omega}_{ik} \left( \frac{1}{2}(1 - i\hat{J})^T u - \frac{1}{2K}(\hat{g}^{-1} - i\hat{\omega}^{-1})\nabla_u \right)^i \\
+ \frac{i}{2}C_{kij} \left( \frac{1}{2K}(\hat{g}^{-1} - i\hat{\omega}^{-1})\nabla_u \right)^i \left( \frac{1}{2K}(\hat{g}^{-1} - i\hat{\omega}^{-1})\nabla_u \right)^j \\
+ \frac{i}{2}C_{kij} \left( \frac{1}{2}(1 - i\hat{J})^T u \right)^i \left( \frac{1}{2}(1 - i\hat{J})^T u \right)^j \\
- u^i (\Sigma P^T)^K_k \left( (\Sigma P^T \Gamma_K + \partial_K(\Sigma P^T)) (1 - P^T) \right)_r \frac{\partial}{\partial(P \Sigma^T u)^S} C_{\text{red}}(u^i \partial_i) = 0.
$$

(5.16)

Before expressing the master equation in holomorphic and anti-holomorphic parts, we shall decompose the last term of (5.16) in holomorphic and anti-holomorphic parts. Since $C_{\text{red}}$ has only anti-holomorphic legs, in complex coordinates the holomorphic part is given by:

$$
- (\Sigma P^T)^{\bar{\sigma}}_\beta d\bar{y} \bar{\Sigma}^\sigma_{\bar{\rho}} (\partial_\sigma P^{\bar{\rho}}_{\bar{\tau}}) (1 - P)^{\bar{\rho}}_{\bar{\tau}} \partial_{\bar{\nu}} C_{\text{red}} \\
= (\Sigma P^T)^{\bar{\sigma}}_\beta d\bar{y} \partial_\sigma \bar{g}_{\bar{\tau} \bar{\nu}} \log |K| \bar{z}^{\bar{\tau}} \partial_{\bar{\nu}} C_{\text{red}} \\
= d\bar{y} \bar{g}_{\bar{\sigma} \bar{\tau}} \bar{z}^{\bar{\tau}} \partial_{\bar{\nu}} C_{\text{red}},
$$

while the anti-holomorphic part reads:

$$
- (\Sigma P^T)^{\bar{\sigma}}_\beta d\bar{y} \bar{\Sigma}^\sigma_{\bar{\rho}} (P_{\bar{\tau} \bar{\nu}} \Gamma_{\bar{\tau} \bar{\nu}} + \partial_{\bar{\nu}} P^{\bar{\rho}}_{\bar{\tau}}) (1 - P)^{\bar{\rho}}_{\bar{\tau}} \partial_{\bar{\nu}} C_{\text{red}} \\
= 0.
$$

The above is a result of the following identity:

$$
(P^{\bar{\tau}}_{\bar{\sigma}} \Gamma^{\bar{\tau}}_{\bar{\sigma}} + \partial_{\bar{\nu}} P^{\bar{\rho}}_{\bar{\tau}})(1 - P)^{\bar{\rho}}_{\bar{\tau}} \\
= (\Gamma^{\bar{\tau}}_{\bar{\sigma}} + \partial_{\bar{\tau}} P^{\bar{\sigma}}_{\bar{\nu}})(1 - P)^{\bar{\rho}}_{\bar{\tau}} \\
= (g^{\bar{\nu}} \partial_{\bar{\sigma}} g_{\bar{\nu} \bar{\tau}} + \partial_{\bar{\sigma}} P^{\bar{\nu}}_{\bar{\tau}})(1 - P)^{\bar{\rho}}_{\bar{\tau}} \\
= \frac{1}{K} \partial_{\bar{\sigma}} (z^{\bar{\nu}} g_{\bar{\nu} \bar{\tau}}) z^{\bar{\tau}} - (\bar{g}^{\bar{\nu}} \partial_{\bar{\tau}} \log |K| + z^{\bar{\tau}} \partial_{\bar{\sigma}} \partial_{\bar{\nu}} \log |K|) z^{\bar{\nu}} \partial_{\bar{\sigma}} \log |K| \\
= \frac{\partial_{\bar{\sigma}} \partial_{\bar{\tau}} K}{K} z^{\bar{\nu}} - \frac{\partial_{\bar{\sigma}} \partial_{\bar{\nu}} K}{K} z^{\bar{\tau}} \\
= 0.
$$
In the first step above we have used the fact that in special coordinates:

\[ z\overline{\Gamma}_r = g^{-1}z\overline{\partial}_r \gamma = 0. \]  \hspace{1cm} (5.17)

We are thus left to compute

\[ z\overline{\partial}_\gamma \mathcal{C}_{\text{red}}. \]

For this we need to resort to (4.24) using (5.17). We obtain:

\[ z\overline{\partial}_\gamma \mathcal{C}_{\text{red}} = (i^* \left( z\overline{\partial}_\gamma \mathcal{C} \right) \circ P) \]
\[ = (i^* \left( \left( -z\overline{\partial}_\gamma - i(\alpha - \beta)(\overline{H}) \right) \mathcal{C} \right) \circ P) \]
\[ = \left( -\overline{\lambda} \frac{\partial}{\partial \lambda} + dy\overline{\partial}_\gamma - i(\alpha - \beta) \left( \overline{\lambda} \frac{\partial}{\partial \lambda} \right) \right) \mathcal{C}_{\text{red}}. \]

In order to isolate the dependence of \( \mathcal{C}_{\text{red}} \) on \( \lambda \) and \( \overline{\lambda} \), we use the fact that in \( y \) coordinates \( C_{\alpha\beta\gamma} \) is holomorphic homogeneous of degree 2 in \( \lambda \). Thus, we define the normalized \( \mathcal{C} \) tensor through:

\[ C_{\alpha\beta\gamma}(\lambda, y) = \lambda^2 \hat{\mathcal{C}}_{\alpha\beta\gamma}(y). \]

At this point we have all the ingredients to express the master equation (5.16) in holomorphic and anti-holomorphic parts. The anti-holomorphic part reads:

\[ \left( \nabla^{(0,1)}_{\overline{\gamma}} - (\overline{\partial}_r \log h) \overline{\lambda} \frac{\partial}{\partial \lambda} + i(\alpha - \beta)_{\overline{\gamma}} - i(\overline{\partial}_r \log h)(\alpha - \beta) \left( \overline{\lambda} \frac{\partial}{\partial \lambda} \right) \right)\]
\[ + \frac{i\overline{\lambda}^2}{2} \hat{\mathcal{C}}_{\gamma\beta\gamma} dy\overline{\gamma} dy\gamma \] \[ \mathcal{C}_{\text{red}} = 0, \] \hspace{1cm} (5.18)

while the holomorphic part reads:

\[ \left( \partial_\alpha - (\partial_\alpha \log h) \lambda \frac{\partial}{\partial \lambda} + i(\alpha - \beta)_\alpha - i(\partial_\alpha \log h)(\alpha - \beta) \left( \lambda \frac{\partial}{\partial \lambda} \right) \right) \]
\[ + dy\overline{\gamma} \hat{g}_{\gamma\overline{\gamma}} \left( -\overline{\lambda} \frac{\partial}{\partial \lambda} + dy\overline{\partial}_\gamma - i(\alpha - \beta) \left( \overline{\lambda} \frac{\partial}{\partial \lambda} \right) \right) \]
\[ - iK \hat{\omega}_{\alpha\beta\gamma} dy\overline{\gamma} + \frac{i\overline{\lambda}^2}{2K^2} \hat{\mathcal{C}}_{\alpha\beta\gamma} \hat{g}^{\beta\overline{\gamma}} \hat{g}^{\gamma\overline{\gamma}} \hat{t}_{\alpha\gamma} \hat{t}_{\overline{\gamma}} \] \[ \mathcal{C}_{\text{red}} = 0. \]

There are of course two further equations left, inherited from the master equation of the conic affine special Kähler manifold \( M \). We have already made full use of the anti-holomorphic part to express the last term in (5.16) as a differential operator on \( \mathcal{C}_{\text{red}} \). From the holomorphic part we obtain instead:

\[ \left( \frac{\partial}{\partial \lambda} + i(\alpha - \beta) \right) \mathcal{C}_{\text{red}}(u^i \partial_i) = 0, \] \hspace{1cm} (5.19)
which in components reads:
\[ \left( \frac{\partial}{\partial \lambda} + i(\alpha - \beta) \right) \left( \frac{\partial}{\partial \lambda} \right) C_{red}^0 = 0 \]
\[ C_{red}^n(\lambda, \lambda, y, \overline{y}) = \tilde{C}_{red}^n(\lambda, y, \overline{y}) \quad \forall n \geq 1. \]

With (5.19) the holomorphic part of the master equation simplifies to:
\[ \left( \partial_{\alpha} + i(\alpha - \beta)_{\alpha} + dy\overline{\gamma} \hat{g}_{\alpha \overline{\gamma}} \left( -\lambda \frac{\partial}{\partial \lambda} + dy\overline{\alpha} \right) - dy\overline{\gamma} \hat{g}_{\alpha \overline{\gamma}} \left( i(\alpha - \beta) \left( \frac{\partial}{\partial \lambda} \right) - K \right) \right. \\
\left. + \frac{i\lambda^2}{2K^2} \hat{C}_{\alpha \beta \gamma} \hat{g}^\overline{\beta} \hat{g}^\overline{\gamma} \tau_{\overline{\tau}} \tau_{\alpha} \hat{\alpha} \right) C_{red} = 0. \] (5.20)

As a last step we will choose for \( \alpha \) and \( \beta \) the gauge adopted in section 4.4 and we will express the master equation (5.18, 5.19, 5.20) as an equation for \( S_{red} \), which analogously to \( S \) in section 4.4, is defined as:
\[ S_{red} = (\det g)^{\frac{1}{2}} e^\frac{K}{2} C_{red}. \]

Noticing that in this gauge:
\[ \beta(H) = \beta(\overline{H}) = 0, \]
we obtain that (5.18, 5.20):
\[ \left( \nabla_{\alpha}^{(0,1)} - (\partial_{\alpha} \log h) \overline{\lambda} \frac{\partial}{\partial \lambda} - 2i\beta_{\alpha} + t_{\alpha} + \frac{i\lambda^2}{2} \hat{C}_{\alpha \beta \gamma} \hat{g}^\overline{\beta} \hat{g}^\overline{\gamma} \tau_{\overline{\alpha}} \tau_{\overline{\beta}} \hat{\alpha} \right) S_{red} = 0, \] (5.21)
\[ \left( \partial_{\alpha} + dy\overline{\gamma} \hat{g}_{\alpha \overline{\gamma}} \left( -\lambda \frac{\partial}{\partial \lambda} + dy\overline{\alpha} \right) + i\lambda^2 \hat{C}_{\alpha \beta \gamma} \hat{g}^\overline{\beta} \hat{g}^\overline{\gamma} \tau_{\overline{\alpha}} \tau_{\overline{\beta}} \hat{\alpha} \right) S_{red} = 0, \] (5.22)
while (5.19) becomes:
\[ \frac{\partial}{\partial \lambda} S_{red} = 0. \] (5.23)

We have finally arrived at the precise generalization (5.21, 5.22, 5.23) of the holomorphic anomaly equation of \([BCOV]\) while at the same time having provided its general solution (5.11, 5.12).
6. Concluding remarks

In the present paper we have shown how special Kähler manifolds arise from the structure of quantization, and constructed their quantum counterpart. Crucial to our constructions was the central idea developed in [Wi] and the formalism of [Fed2]. We have shown how a general version of the holomorphic anomaly equation of [BCOV] arises in our construction while at the same time providing its general solution.

The present work needs however to be further developed to understand better the physical, string theoretic, meaning of these solutions. In particular it is still to be understood, from a quantization perspective, how to isolate the analogue of the generating function of closed topological strings in a given D-brane configuration [NW]. In this regard, it seems as though a starting point for these developments within this work could be the discussion at the end of section 5.1.
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A. A few identities of Special Geometry

Here we shall just give the form of the Ricci tensor for an affine special Kähler manifold, as it is needed in section 4.4. For the sake of coherence we will compute it in special Darboux coordinates. We shall need the expression for the Christoffel symbols, that reduces to
\[ \Gamma^k_{ij} = \frac{1}{2} g^{kr} \partial_r \partial_i \partial_j K \]
and in particular the following identity:
\[ J_i^r \partial_r \partial_k \partial_l K = -(\partial_k J_i^r) g_{rl} \]
\[ = - (\partial_k (g_{is} \omega^s)) g_{rl} \]
\[ = \partial_k \partial_s \partial_s J_i^s . \]

Equivalently the tensor \( C \), which in special Darboux coordinates reads
\[ C_{ijk} = \frac{1}{2} J_i^r \partial_r \partial_j \partial_k K , \]
is symmetric. Moreover the fact that \( \partial_i \partial_j \partial_k K \) is symmetric implies that \( C \) splits into holomorphic and anti-holomorphic parts. From the above, in particular, it follows:
\[ \Gamma^k_{ki} = \frac{1}{2} g^{kr} \partial_r \partial_k \partial_i K \]
\[ = \frac{1}{2} \omega^{ks} J_s^r \partial_r \partial_k \partial_i K \]
\[ = \frac{1}{2} \omega^{ks} \partial_r \partial_k \partial_s J_i^r \]
\[ = 0, \]
hence:
\[ R_{ij} = \partial_k \Gamma^k_{ij} - \partial_j \Gamma^k_{ki} + \Gamma^k_{kl} \Gamma^l_{ji} - \Gamma^k_{jl} \Gamma^l_{ki} \]
\[ = \partial_h \Gamma^h_{ij} - \Gamma^k_{ji} \Gamma^h_{ki} . \]

The first term can be rewritten as follows:
\[ \partial_k \Gamma^k_{ij} = \frac{1}{2} (\partial_k g^{kr}) \partial_r \partial_j \partial_i K + \frac{1}{2} g^{kr} \partial_k \partial_i \partial_j \partial_r K \]
\[ = \frac{1}{2} g^{kr} \partial_k \partial_r \partial_j \partial_i K \]
\[ = - \frac{1}{2} \partial_i g^{kr} \partial_k \partial_j \partial_r K \]
\[ = \frac{1}{2} \omega^{ks} \partial_r \partial_k \partial_i K \omega^{lr} \partial_r \partial_j \partial_k K \]
The second term in the expression for the Ricci tensor can instead be rewritten as:

$$-\Gamma^l_j k_i = -\frac{1}{4} g^{kr} \partial_r \partial_j \partial_k \partial_i K = \frac{1}{4} g^{kr} J_r^l \partial_r \partial_j \partial_k \partial_i K = \frac{1}{4} g^{kr} J_r^l \partial_i \partial_j \partial_k \partial_a K J^a_i g^{ks} \partial_s \partial_k \partial_i K = -\frac{1}{4} g^{kr} J_r^l \partial_i \partial_j \partial_a K J^a_i g^{ks} \partial_s \partial_k \partial_i K = -g^{kr} C_{rju} g^{lu} C_{lki}. $$

Thus, finally:

$$R_{ij} = g^{ks} C_{isl} g^{lr} C_{kjr}. $$

**B. The connection on the horizontal bundle**

Here we analyze the connection $\tilde{\Gamma}$ defined in (5.15) and express it in terms of the Levi-Civita connection $\hat{\Gamma}$ of $\hat{g}$.

First we will show that $\tilde{\Gamma}$ is compatible with the metric $\tilde{g}$. We thus compute:

$$\left( \partial_K - u^T \tilde{\Gamma}_K \nabla_u \right) ||u||^2_{\tilde{g}} = u^T \partial_K \left( \Sigma P^T g P \Sigma^T \right) u - 2 u^T \left( \Sigma P^T \Gamma_K P^T \tilde{\Sigma} + \partial_K (\Sigma P^T) P^T \tilde{\Sigma} g P \Sigma^T \right) u = u^T \partial_K \left( \Sigma P^T g P \Sigma^T \right) u - 2 u^T \left( \Sigma P^T \Gamma_K P^T g \Sigma^T + \partial_K (\Sigma P^T) P^T g P \Sigma^T \right) u = u^T \partial_K \left( \Sigma P^T g P \Sigma^T \right) u - 2 u^T \left( \Sigma P^T \Gamma_K g \Sigma^T + \partial_K (\Sigma P^T) g P \Sigma^T \right) u = 0. $$

Now we shall express $\tilde{\Gamma}$ in terms of $\hat{\Gamma}$. We start by expressing the latter using the fact that $\hat{g}$ is Kähler:

$$\hat{\Gamma}^\gamma_{\alpha \beta} = \left( K \tilde{\Sigma} P g^{-1} P^T \Sigma \partial_\alpha \left( \frac{1}{K} \Sigma P^T g P \Sigma^T \right) \right)^\gamma_{\beta} = \left( \tilde{\Sigma} P g^{-1} P^T \Sigma \left( \partial_\alpha (\Sigma P^T) g P \Sigma^T + \Sigma P^T \partial_\alpha g P \Sigma^T + \Sigma P^T g \partial_\alpha (P \Sigma^T) \right) \right)^\gamma_{\beta} = -\partial_\alpha \log |K|\delta^\gamma_\beta.$$

$$=\hat{\Gamma}^\gamma_{\alpha \beta} - \partial_\alpha \log |K|\delta^\gamma_\beta. $$
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The remaining components of $\tilde{\Gamma}$ are given by:

$$\tilde{\Gamma}^\gamma_{\alpha\beta} = \left( \partial_\alpha (\Sigma P^T) P^T \tilde{\Sigma} \right)^\gamma_{\beta}$$

$$= \Sigma^\mu_\beta \partial_\mu P^\nu_\lambda \lambda^{-1} (\delta^\gamma_\nu - y^\gamma \delta^0_\nu)$$

$$= \Sigma^\mu_\beta \partial_\mu \partial_\mu \log |K| \lambda^{-1} z^\nu (\delta^\gamma_\nu - y^\gamma \delta^0_\nu)$$

$$= 0.$$

Similarly:

$$\tilde{\Gamma}^\gamma_{0\beta} = 0,$$

while

$$\tilde{\Gamma}^\gamma_{0\beta} = \left( \frac{\partial}{\partial \lambda} (\Sigma P^T) P^T \tilde{\Sigma} \right)^\gamma_{\beta}$$

$$= \frac{\partial}{\partial \lambda} \left( \lambda \delta^\mu_\beta - z^\mu \partial_\beta \log |K| \right) \lambda^{-1} (\delta^\gamma_\mu - y^\gamma \delta^0_\mu)$$

$$= \lambda^{-1} \delta^\gamma_\beta.$$

Finally:

$$\tilde{\Gamma}^\gamma_{\alpha\beta} = (\tilde{\Gamma}^\gamma_{\alpha\beta})^*$$

$$\tilde{\Gamma}^\gamma_{0\beta} = (\tilde{\Gamma}^\gamma_{0\beta})^*.$$
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