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Abstract. Android malware attacks are increasing daily at a tremendous volume, making Android users more vulnerable to cyber-attacks. Researchers have developed many machine learning (ML)/ deep learning (DL) techniques to detect and mitigate android malware attacks. However, due to technological advancement, there is a rise in android mobile devices. Furthermore, the devices are geographically dispersed, resulting in distributed data. In such scenario, traditional ML/DL techniques are infeasible since all of these approaches require the data to be kept in a central system; this may provide a problem for user privacy because of the massive proliferation of Android mobile devices; putting the data in a central system creates an overhead. Also, the traditional ML/DL-based android malware classification techniques are not scalable. Researchers have proposed federated learning (FL) based android malware classification system to solve the privacy preservation and scalability with high classification performance. In traditional FL, Federated Averaging (FedAvg) is utilized to construct the global model at each round by merging all of the local models obtained from all of the customers that participated in the FL. However, the conventional FedAvg has a disadvantage: if one poor-performing local model is included in global model development for each round, it may result in an under-performing global model. Because FedAvg favors all local models equally when averaging. To address this issue, our main objective in this work is to design a dynamic weighted federated averaging (DW-FedAvg) strategy in which the weights for each local model are automatically updated based on their performance at the client. The DW-FedAvg is evaluated using four popular benchmark datasets, Melgenome, Drebin, Kronodroid and Taudromd used in android malware classification research. The results show that our proposed approach is scalable, privacy preserved, and capable of outperforming the traditional FedAvg for android malware classification in terms of accuracy, F1 score, AUC score and FPR score.
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1 Introduction

Now a days, android has become one of the most widely and popularly used operating system [2]. Also, the threats (android malware) in the android operating system have increased at a rapid rate. It has been found that the share of android malware is higher than 46% among all types of mobile malwares and 400% increase in android-based malware since 2010 [13]. Malware is a type of malicious software that targets the mobile devices running on android operating system. Android devices now have new features for installing and using apps compared to traditional computers. Because of this new feature there is a chance that the android device become vulnerable to android malwares [1] and it could be even difficult to safe guard the devices properly from the malwares. Malware infected devices posses serious threats to not only the users but also an organization.

With the advancement of machine learning (ML) or deep learning (DL) algorithms their application in android malware classification is increasing day by day due to its effectiveness [10]. Furthermore, traditional ML/DL based malware classification techniques are not suitable and scalable in the current scenario (rapid growth of mobile devices) because of the following reasons:

1. Decentralised data: users are geographically located so generated data is distributed.
2. Data have sensitive information such as location data, online identifiers (IP address) etc.

Federated cybersecurity is one of the newest and emerging approach in malware detection and classification [5]. It makes the detection of cyber threats more secure and also use the IoT network system efficiently. This paper focuses on a detailed study of federated models for cybersecurity and machine learning by dividing them into two parts. The first one describes the FL and how it can be applied in cybersecurity for IoT and the second part addresses cybersecurity for FL. This survey mainly focuses on security approaches and also give importance to performance issues related to FL. Security attacks and preventive measures are summarized and also performance issues in FL for IoT networks are also described proficiently. In [9], authors have proposed a federated-learning (FL) architecture along with android malware detection algorithm, known as Fed-IIoT. This architecture consists of two parts, first one is participant side, where the data has been triggered by two dynamic poisoning attacks based on generative adversarial network (GAN) and federated GAN; and the second one is server side, which monitors the global model and gives a shape to the robust collaboration training model. This model proposes to avoid anomaly in aggregation by a GAN network defense algorithm to detect the vulnerabilities in the server side and also adjusts and adapts Byzantine defense algorithm on Krum and Medium to increase its effectiveness. By using Fed-IIoT, devices can safely communicate
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with each other with no privacy issues. These features are employed to classify different malwares by using convolutional neural networks (CNN). Similar kind of research found in [4], where a new technique called permission maps is developed, which provides combined information of android permissions and their severity levels. The training phase of the Perm-Maps is supported by a federated architecture. A CNN model then is employed to classify different malwares. At last, a feature selection approach is applied to reduce the computational effort and CNN training processes. Authors in [7] has developed LiM ('Less is More'), which is a malware classification framework that uses federated learning to detect and categorise dangerous programmes by protecting the privacy of others. LiM employs a safe semi-supervised ensemble learning and FL that maximises malware classification accuracy. Researchers have proposed federated learning based approaches for android malware classification [9]. In traditional FL, Federated Averaging (FedAvg) is utilized to construct the global model at each round by merging all of the local models obtained from all of the customers that participated in the FL. However, the conventional FedAvg has a disadvantage: if one poor-performing local model is included in global model development for each round, it may result in an under-performing global model. Because FedAvg favors all local models equally when averaging.

To solve this above mentioned issues, we propose a dynamic weighted federated averaging (DW-FedAvg) strategy in which the weights for each local model are automatically updated based on their performance at the client to classify android malware classification. The main contributions of our paper are as follows:

- We present a dynamic weighted federated averaging (DW-FedAvg) strategy in federated learning framework for android malware classification.
- The proposed DW-FedAvg is capable of delivering a high accuracy global classifier without accessing the distributed data while classifying android malwares.
- The experimental results based on the popular Drebin, Malgenome, Kronodroid and Tu(andromd data sets showed that the DW-FedAvg achieves high accuracy, it is scalable.

The rest of the paper is structured as follows: brief introduction to the ideas of android malware and federate learning are presented in Section 2. In Section 3, the material and methods for DW-FedAvg is presented and in Section 4, the experiment results and discussion is provided. Finally the paper ends with the conclusion in Section 5.

2 Preliminaries

Here in this section we have provided the brief introduction about android malware and federated learning.
2.1 Android Malware

Android malware is a type of malicious software that targets the mobile devices running on android operating system. It has been growing at a significant rate. It has been found that the share of android malware is higher than 46% than that among all types of mobile malwares [13]. There is also 400% increase in android-based malware since 2010 [13]. Android devices now have new features for installing and using apps compared to traditional computers. This new feature makes it even difficult for the android operating system to defend against android malware [1].

2.2 Federated Learning

Federated Learning (FL [8, 12]) is a promising distributed machine learning approach that enables mobile local clients to build a powerful global model by collaborating with a global server. The mobile devices share a local model developed from the sensitive data accessible to those devices without sharing the sensitive data with other parties. Clearly, in FL there are two parties involved in the whole approach, global server and local clients (end users or edge user devices) [8].

The main functions of local clients are: (1) access to the local data, develop the model and perform the corresponding learning task (2) sharing the developed local model to the global server (3) receive the global model and replace the local model with the global model.

The main functions of the global server are: (1) collect the shared local models from local clients; (2) create the global model by model averaging (called Federated Averaging) of all the collected local models; (3) broadcast the global model to all the local models participated in the Federated Averaging (FedAvg).

In federated learning the global server and local clients continues performing the above mentioned functions until a desirable model accuracy is achieved [11]. In Fig. 1 the general framework of FL is presented.

3 Materials and Methods

In this section, the proposed approach details, the benchmark dataset description, experimental setup, and finally the performance metric are provided.

3.1 Proposed Approach

At each round of FL, a global model is created by averaging (Federated Averaging (FedAvg)) all of the local models received from all of the clients that participated in the FL. However, the traditional FedAvg has a drawback: such as if one poor-performing local model is included in global model construction for each round, it might result in an under-performing global model. Because FedAvg prioritizes all local models equally while averaging. In this scenario, we
Fig. 1. The general framework of federated learning

can use the weighted averaging approach, in which a weight is assigned to each of the local models. The weight assigned to each local model is very challenging because it’s done by trial and error and the overall performance depends on the weight assignment. So, to solve this problem, in this paper, our main motivation is to develop a dynamic weighted federated averaging (DW-FedAvg) approach where the weights for each local model are adjusted automatically based on their performance at the client. The FedAvg is performed at global server based on the following Eq. 1 as follows:

$$w^g_t = \frac{1}{N_c} \sum_{i=1}^{N_c} w^l_{t-1,i}$$  \hspace{1cm} (1)

Now, the DW-FedAvg is performed based on the Eq. 2 at global server:

$$w^g_t = \frac{1}{N_c} \sum_{i=1}^{N_c} \beta_i \cdot w^l_{t-1,i}$$  \hspace{1cm} (2)

Where the $w^g_t$ is the global model created at time $t$, $N_c$ is the total number of local model received at global server, it also indicates total number of clients participated in the FL, $w^l_{t-1,i}$ is the local model received from all the clients at time $t - 1$ and the $\beta$ is the dynamic weights associated with each local models received. In this paper, we have considered full participation from all the clients in the FedAvg and DW-FedAvg.

The dynamic weight $\beta$ is adjusted automatically based on each local model’s performance at client’s end. To do so, the global server first consider each local model has equal powerful, hence equal priority. The global server creates the a global priority index matrix which contains the weights corresponding to each
local models. Then the weights are adjusted automatically based on the local models performance. The dynamic weight changes are based on the following condition:

- Initialize: $\beta_{i,t} = \frac{1}{N_c}$, $\alpha$(the reward/penalty factor) = 0.2.
- $Acc_p \leftarrow 0$ and $Acc_c \leftarrow$ all local model’s test accuracy.
- If round == 1 then $Acc_p = Acc_c$.
- Elself $Acc_c > Acc_p$ then $\beta_{t,i} = \beta_{t,i} + \beta_{t,i} \times \alpha$.
- Else $Acc_c < Acc_p$ then $\beta_{t,i} = \beta_{t,i} - \beta_{t,i} \times \alpha$.
- Else do nothing.
- Weight re-scaling: $\beta_{t,i} = \frac{\beta_{t,i}}{\sum(\beta_{t,i})}$
- repeat everything till all rounds end.

3.2 Dataset Description

We have used four datasets for our approach which are publicly available. The brief description of those considered datasets are as follows:

1. **Malgenome**: This dataset contains features from 3799 app samples where 2539 are benign and 1260 are android malwares from Android malware genome project [10]. It contains total features of 215.
2. **Drebin**: This dataset contains features from 15036 app samples where 9476 are benign and 5560 are android malwares from Drebin project [12]. It also contains 215 features.
3. **Tunadromd**: This dataset [3] contains features from 4465 app samples where 903 are benign and 3565 are android malwares. It contains total features of 241.
4. **Kronodrid**: This dataset contains features from 78137 app samples where 36935 are benign and 41382 are android malwares [6]. It contains total features of 463.

The brief description of those considered benchmark datasets are presented in TABLE 1.

| Dataset Name | No. of Samples | No. of attributes/features | Class labels |
|--------------|----------------|---------------------------|--------------|
| Malgenome    | 3799           | 215                       | Benign (2539); Malware (1260) |
| Drebin       | 15036          | 215                       | Benign (9476); Malware (5560) |
| Tunadromd    | 4465           | 241                       | Benign (903); Malware (3565) |
| Kronodrid    | 78137          | 463                       | Benign (36935); Malware (41382) |
3.3 Experimental setup

Herewith the machine setup, software development, experimental environment and parameter setup are as follows:

- **Machine configuration:** Ubuntu 20.04 64 bit OS, processor core-i7-7700HQ with RAM 24 Gb-2400MHz and 4Gb-Nvidia GTX-1050 graphics.
- **Software development:** The DW-FedAvg is implemented in Python 3.7 with the help of TensorFlow 2.0 and Keras in the backend.
- **Base classifier and optimizer:** For the base classifier we have used 4-layer feed-forward network with 1st hidden layer contains 200 neurons 2nd hidden layer contains 100 and the 3rd hidden layer contains 50 neurons. The selection of layers is done by trail-error approach because there is approach to set it automatically. In hidden layers ReLU is the activation function and in the output layer sigmoid is the activation function. In the output layer sigmoid being the activation function is because we have considered binary classification (Benign or Malware). For training the neural network we have used Stochastic Gradient Descent (SGD) optimizer because its popularly used in federated approach.
- **Parameter setup:** The batch size of the DW-FedAvg is 32, the epoch is 32. We have used 80-20 Hold-Out cross-validation technique to train and test the model and the overall performance comparison. The learning rate of SGD is 0.01.
- **Source-code:** The source code and implementation details of our proposed approach can be found in Github\(^1\).

3.4 Performance Metric

The accuracy, F1-score, area under the ROC curve (AUC) and False Positive Rate (FLR) are metrics for evaluating classification model. For binary classification, the mathematical formulae are as calculated in terms of positives and negatives:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}, \quad F1 - \text{score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},
\]

\[
\text{AUC} = \frac{\Sigma \text{Rank}(+) - |+| - |+|}{\Sigma + |+|}, \quad \text{FPR} = \frac{FP}{FP + FN}.
\]

Where TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False Negatives. \(\Sigma \text{Rank}(+\)\) is the sum the ranks of all the positively classifier samples, | + | is total number of positive samples and | - | is the total negative samples present in the dataset.

4 Results, Analysis and Discussion

In this section, we summarize the experimental results of our proposed DW-FedAvg and make a comparison with traditional FedAvg [8] under different

\(^1\) The source code can be found in GitHub at: https://github.com/officialarijit/DW-FedAvg
number of clients and different number of rounds. For our experiment we have considered a total of 3 different client scenario (5, 10, and 15). Also, two different rounds are considered such as 10 and 20. The average test average test accuracy, F1-score, AUC and FPR of the global model are presented in Table 2 and 3. The better results are in bold in the table.

Table 2. Global model’s average test accuracy, F1-score, AUC and FPR comparison between FedAvg and DW-FedAvg for 10 rounds

| Dataset  | Number of Clients | Accuracy | F1-score | AUC | FPR | Accuracy | F1-score | AUC | FPR |
|----------|------------------|----------|----------|-----|-----|----------|----------|-----|-----|
| Drehin   | 5                | 0.9821±0.01 | 0.9653±0.00 | 0.9855±0.00 | 0.9727±0.00 | 0.9826±0.00 | 0.9769±0.00 | 0.9970±0.00 | 0.0258±0.00 |
|          | 10               | 0.9912±0.00 | 0.9741±0.00 | 0.9862±0.00 | 0.9720±0.00 | 0.9741±0.00 | 0.9742±0.00 | 0.9874±0.00 | 0.0392±0.00 |
|          | 15               | 0.9841±0.00 | 0.9684±0.00 | 0.9747±0.00 | 0.9740±0.00 | 0.9869±0.00 | 0.9916±0.00 | 0.9941±0.00 | 0.0400±0.00 |
| Malgenome| 5                | 0.9891±0.00 | 0.9555±0.00 | 0.9969±0.00 | 0.9843±0.00 | 0.9863±0.00 | 0.9947±0.00 | 0.9975±0.00 | 0.0514±0.00 |
|          | 10               | 0.9901±0.00 | 0.9703±0.00 | 0.9968±0.00 | 0.9861±0.00 | 0.9864±0.00 | 0.9971±0.00 | 0.9987±0.00 | 0.0541±0.00 |
|          | 15               | 0.9891±0.00 | 0.9703±0.00 | 0.9968±0.00 | 0.9861±0.00 | 0.9864±0.00 | 0.9971±0.00 | 0.9987±0.00 | 0.0541±0.00 |
| Kromodroid| 10              | 0.9548±0.00 | 0.9699±0.00 | 0.9870±0.00 | 0.9514±0.00 | 0.9516±0.00 | 0.9598±0.00 | 0.9851±0.00 | 0.0671±0.00 |
|          | 15               | 0.9608±0.00 | 0.9711±0.00 | 0.9856±0.00 | 0.9666±0.00 | 0.9578±0.00 | 0.9592±0.00 | 0.9944±0.00 | 0.0745±0.00 |
| Tsandroid | 10              | 0.9841±0.00 | 0.9821±0.00 | 0.9983±0.00 | 0.9813±0.00 | 0.9945±0.00 | 0.9917±0.00 | 0.9947±0.00 | 0.0392±0.00 |
|          | 15               | 0.9799±0.00 | 0.9876±0.00 | 0.9977±0.00 | 0.9910±0.00 | 0.9844±0.00 | 0.9947±0.00 | 0.9975±0.00 | 0.0215±0.00 |

For the Malgenome dataset our proposed DW-FedAvg approach has shown almost similar score or greater score in all aspect (accuracy, F1 score, auc score and FPR score) compare to the traditional FedAvg approach. In the first comparison 2, (where no. of rounds is 10) there are 5 clients. Our proposed DW-FedAvg approach provides an increased accuracy and F1 score of 0.02% and an increased auc score of 0.05% and a decreased FPR score of 0.21% than the FedAvg approach for those first 5 clients. For 10 clients, it gives almost similar accuracy, F1 score and auc score as that of FedAvg approach, whereas the FPR score has been increased to 0.93%. Likewise for 15 clients, it gives a slight decrease or almost similar accuracy, F1 score and auc score as that of FedAvg approach, whereas the FPR score has been increased to 0.48%. Similarly for round 20, it is also tested among 5, 10 and 20 clients. For 5 clients, it gives almost similar accuracy, F1 score and auc score as that of FedAvg approach, whereas the
FPR score has been increased to 0.36%. For 10 clients, our proposed approach provides an increased accuracy of 0.17% and F1 score of 0.23% and an increased FPR score of 0.1% than the FedAvg approach. For 15 clients, it gives a slight decrease or almost similar accuracy, F1 score and auc score as that of FedAvg approach, while the FPR score has increased to 0.23%.

Similarly for the Drebin dataset, our DW-FedAvg approach also provides almost similar score or greater score in all aspect compare to the traditional FedAvg approach. This dataset has also been tested through two rounds-10 and 20. In round 10, it is tested among 5, 10 and 20 clients. For 5 clients, the model provides a significant increase of accuracy of 0.32%, F1 score of 0.46% and auc score of 0.01% as that of FedAvg approach. For 10 clients, our proposed approach gives almost similar accuracy, F1 score and auc score as that of FedAvg approach, whereas the FPR score has increased to 0.19%. For 15 clients, our DW-FedAvg approach provides an increased accuracy of 0.37%, F1 score of 0.51%, auc score of 0.05% and an FPR score of 0.42% than the FedAvg approach. Similarly for round 20, it is tested among 5, 10 and 20 clients. For 10 clients, a significant increase of accuracy score of 0.48%, F1 score of 0.7% and auc score of 0.04% is observed in our approach than the FedAvg approach. For 5 and 15 clients, it gives a slight decrease or almost same accuracy, F1 score, auc score and FPR score as that of FedAvg approach.

For the Kronodroid dataset, our proposed DW-FedAvg approach provides almost similar score or greater score as well in all aspect i.e., accuracy, F1 score, auc score and FPR score, in compare to the traditional FedAvg approach. Likewise, the other datasets, this dataset has also been tested through two rounds-10 and 20. In both the rounds, it is tested among 5, 10 and 20 clients. In round 10, for 5 and 10 clients, our proposed approach gives a slight decrease or almost similar accuracy, F1 score, auc score and FPR score as that of FedAvg approach. For 15 clients, our proposed approach gives almost similar accuracy, F1 score and the auc score, whereas there is a significant increase of the FPR score of 0.31% than the FedAvg approach. In round 20, for 20 clients, our proposed approach gives almost similar score or greater score as that of FedAvg approach. For 5 and 10 clients, the accuracy, F1 score and the auc score of our approach almost remains same as that of FedAvg approach, while the FPR score has been increased to 0.1% and 0.13% respectively than the FedAvg approach. Likewise, for Tuandromd dataset, our DW-FedAvg approach also provides almost similar score or greater score in all aspect in compare to the traditional FedAvg approach. This dataset has also been tested through two rounds-10 and 20. In round 10, it is tested among 5, 10 and 20 clients. For 5 and 15 clients, our approach provides almost similar accuracy, F1 score, auc score and FPR score to that of FedAvg approach. For 10 clients, there is a significant increase of accuracy by 0.17%, F1 score by 0.1% and auc score by 0.02% and a slight decrease of FPR score by 0.07%. In round 20, for 5 clients, our approach provides almost similar accuracy, F1 score, auc score and FPR score to that of FedAvg approach. For 10 clients, our DW-FedAvg approach provides a significant increase of the accuracy by 0.24%, F1 score by 0.14% and auc score
by 0.02% and a slight decrease of FPR score by 0.07% than the FedAvg approach. For 20 clients, our approach provides an increase in auc score by 0.21%, whereas the accuracy, F1 score and the FPR score remains almost same as that of FedAvg approach.

The FedAvg approach takes the average of the local models. Our DW-FedAvg approach adjusts the weight based on the model performance. Our approach rewards best performing models whereas penalizes the poor performing models. In case of too many local models with poor classifiers, our DW-FedAvg approach dynamically penalizes weights based on their performance, and thus minimum number of models are getting rewarded. Therefore, the dynamic average overall decreases the accuracy of the model. On the other hand, traditional FedAvg performs average on the local models and does not dynamically adjust the weights of the local models, thus it does not have any effect on accuracy degradation.

In traditional FedAvg approach, simple averaging of the local models is done, and it results into a global model. Thus, equal priority is given to all the models. On the other hand, our DW-FedAvg approach dynamically adjusts the weight of the local models based on their performance. Our approach penalizes the poor performing classifiers whereas rewards the best performing classifiers. By doing the simple average can create a bad global model for the fact that if a global model performs poorly. Our approach prioritizes the best performing models. As more priority is given to better performing models, the global model gives a better result in the accuracy of our approach.

Finally, from the detailed comparison shows that our approach has outperformed traditional FedAvg for some clients in both the rounds for both the datasets. It also shows the advantage of dynamically adjusting the weights based on the best performing and poor performing models for both the rounds.

5 Conclusion

In this paper, we have proposed a dynamic weighted federated averaging (DW-FedAvg) approach where the weights for each local model are adjusted automatically based on their performance at the client to create a powerful global model in federated learning based android malware classification. Our proposed DW-FedAvg gives a reward of dynamic weightage to the best performing model and subtract the dynamic weightage from the poor performing local models. The effectiveness of our proposed approach is evaluated using four benchmark datasets Drebin, Malgenome, Kronodroid and Tuandromd. The results show that our proposed approach has outperformed the traditional FedAvg under different number of clients and different rounds while classifying android malware’s.

As a future work, we have plans to work with semi-supervised approach for classifying android malware’s’. We want to integrate our approach on different machine learning algorithms other than CNN such as SVM to create a new approach called Federated SVM. Also, deploying this proposed system into real scenario and examine how will it performs.
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