THE GEOMETRY OF TORIC SCHEMES

FRED ROHRER

Abstract. Geometric properties of schemes obtained by gluing algebras of monoids, including separation and finiteness properties, irreducibility, normality, catenarity, dimension, and Serre’s properties ($S_k$) and ($R_k$), are investigated. This is used to show how the geometry of a toric scheme over an arbitrary base is influenced by the geometry of the base.

Introduction

During the last forty years, the theory of toric varieties was generalised in several directions. But the generalisation that seems to be the most natural and the most important — the study of toric varieties from a scheme-theoretical point of view — was never actually carried out, although it is necessary for attacking fundamental questions such as whether or not the Hilbert scheme of a toric variety exists. It is clear that to do this one has to be able to make arbitrary base changes. Hence, instead of considering toric varieties over an algebraically closed field $k$ one needs to study toric schemes, i.e., “toric varieties over arbitrary base schemes”. To this end, also starting with a fan $\Sigma$, we perform the same construction as for toric varieties but replace throughout $k$ by an arbitrary ring $R$; this yields an $R$-scheme, and by gluing we can generalise this to an arbitrary base scheme $S$. So, we end up with an $S$-scheme $t_{\Sigma}(S) : X_{\Sigma}(S) \to S$, called the toric scheme over $S$ associated with $\Sigma$. Its construction is functorial in $S$ and compatible with base change. While $X_{\Sigma}(S)$ still shares a lot of nice properties, being flat and of finite presentation over $S$, it can be as ugly as its base $S$. For example (and supposing $\Sigma \neq \emptyset$), we will see below that it is separated, irreducible, normal, universally catenary, or Cohen-Macaulay if and only if $S$ is so, and that even if $\Sigma$ is regular then $X_{\Sigma}(S)$ is regular if and only if $S$ is so. In particular, the Weil divisor techniques that are often used on toric varieties are in general not available on a toric scheme.

Toric schemes in this sense were mentioned briefly in [14] (for regular fans and mainly in case $R = \mathbb{Z}$), but besides this, no literature about toric schemes seems to be available. (The equivalent description of toric varieties in terms of torus operations in the classical case was generalised in [20] to base rings that are discrete valuation rings. However, already there the two descriptions — via fans and via torus operations — are no longer equivalent. For details about this divergence and also the case of more general valuation rings we refer the reader to the recent preprint [18] by Gubler.)

For greater clarity, a generalisation of the above construction is described in this article. Namely, in Section 1 we study functorial properties of algebras of monoids
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and introduce a general construction that turns a certain projective system \( \mathbb{M} \) of monoids into an \( S \)-scheme \( t_{\mathbb{M}}(S) : X_{\mathbb{M}}(S) \to S \) for every scheme \( S \). Toric schemes will be defined as a special case of this construction, which is moreover related to \( F_1 \)-schemes in the sense of Deitmar (cf. [12]). In Section 2 we show that \( t_{\mathbb{M}}(S) \) has certain properties and apply this to see how the geometry of \( S \) influences the geometry of \( X_{\mathbb{M}}(S) \) and vice versa. We define toric schemes in Section 3 and apply the results from Section 2 to obtain a first description of the geometry of toric schemes, before we extend it with results about regularity specific to toric schemes.

Our results point out where the geometry of toric schemes differs from the geometry of toric varieties, and hence give a first glimpse at the difficulties that are met when studying toric schemes. Still, it is the author’s hope that this article will help to extend the “remarkably fertile testing ground for general theories” provided by toric varieties (as Fulton puts it in [13]) from the narrow setting of varieties to the more natural setting of schemes.

The material in this article is part of the author’s Dissertation [25] (available on his homepage), to which the reader is referred for more details.

Notations and conventions: In general we use the terminology of Bourbaki’s *Éléments de mathématique* and Grothendieck’s *Éléments de géométrie algébrique*. Monoids are understood to be additively written and commutative, rings are understood to be commutative, and algebras are understood to be commutative, unital and associative. We use the categories \( \text{Hom}(C, D) \) (functors from \( C \) to \( D \) for categories \( C \) and \( D \)), \( C / S \) and \( C^/S \) (objects in \( C \) over or under \( S \), respectively, for a category \( C \) and \( S \in \text{Ob}(C) \)), \( \text{Mon} \) (monoids), \( \text{Ann} \) (rings), \( \text{Alg}(R) \) (\( R \)-algebras for a ring \( R \)), \( \text{Sch} \) (schemes), and \( \text{Sch}/R := \text{Sch}/\text{Spec}(R) \) (for a ring \( R \)).

1. Gluing algebras of monoids

Functors of algebras of monoids are the objects of study in this section. We briefly review their definition and some base change and further commutation results, in particular with respect to formation of rings of fractions. Then, a general construction of schemes from certain projective systems of monoids, dubbed *openly immersive*, is treated; toric schemes will be obtained as a special case of this in Section 3. The reader will notice similarities to \( F_1 \)-schemes in the sense of Deitmar ([12]), and we will make this connection more precise at the end of this section.

(1.1) Let \( R \) be a ring. The forgetful functor \( \text{Alg}(R) \to \text{Mon} \) mapping an \( R \)-algebra onto its underlying multiplicative monoid has a left adjoint that maps a monoid \( M \) onto its algebra over \( R \), denoted by \( s(R, M) : R \to R[M] \). This is also functorial in \( R \), hence we get a diagram of categories

\[
\begin{array}{ccc}
\text{Ann} \times \text{Mon} & \xrightarrow{s} & \text{Ann}. \\
\downarrow \text{pr}_1 & \ & \downarrow \text{pr}_1 \\
\end{array}
\]

Composition with \( \text{Spec}: \text{Ann}^\circ \to \text{Sch} \) and setting \( t := \text{Spec} \circ s \) yields a diagram

\[
\begin{array}{ccc}
\text{Ann}^\circ \times \text{Mon}^\circ & \xrightarrow{t} & \text{Sch}. \\
\downarrow \text{Spec} \circ \text{pr}_1 & \ & \downarrow \text{Spec}(\text{pr}_1) \\
\end{array}
\]
For a monoid $M$, the $R$-module underlying $R[M]$ is the free $R$-module with basis the set underlying $M$, yielding a map $\exp_{R,M} : M \to R[M]$; if no confusion can arise we set $e_m := \exp_{R,M}(m)$ for $m \in M$.

(1.2) Let $F \in \text{Ob}(\text{Hom}(\text{Ann}(M), \text{Ann})/\text{Id}_{\text{Ann}})$. For a ring $R$ and a monoid $M$, the maps

$M \to \text{Hom}_R(F(R), F(R)[M]), \quad m \mapsto (x \mapsto xe_m)$

and

$M \to R[M] \otimes_R F(R), \quad m \mapsto e_m \otimes 1$

induce mutually inverse morphisms in $\text{Alg}(F(R))$ between $R[M] \otimes_R F(R)$ and $F(R)[M]$ that are natural in $R$ and $M$. So, there is a canonical isomorphism

$\bullet \cdot \bullet \otimes F(\bullet) \cong F(\bullet) \bullet$

in $\text{Hom}(\text{Ann} \times \text{Mon}, \text{Ann})/\text{F}^{\text{pr}}$. In particular, for a ring $R$ and an $R$-algebra $R'$ there is a canonical isomorphism

$R[M] \otimes_R R' \cong R'[\bullet]$

in $\text{Hom}(\text{Mon}, \text{Alg}(R'))$. Furthermore, as $R[\bullet]$ commutes with coproducts the above yields for $k \in \mathbb{N}$ a canonical isomorphism

$\bullet \left[ \bigoplus_{i=1}^k [\bullet] \right] \cong \bigotimes_{i=1}^k \bullet [\bullet] \cong \bullet [\bullet] \cdots [\bullet]$\n
in $\text{Hom}(\text{Ann} \times \text{Mon}^k, \text{Ann})/\text{pr}_1$.

(1.3) Let $M$ be a monoid. For $T \subseteq M$ we denote by $M - T$ the monoid of differences of $M$ with negatives in $T$ and by $\varepsilon_T$ the canonical epimorphism $M \to M - T$; if $T = \{ t \}$ then we write $M - t$ and $\varepsilon_t$ instead of $M - T$ and $\varepsilon_T$. If $T'$ is the submonoid of $M$ generated by $T$ then $M - T = M - T'$. If $T = M$ then $\text{Diff}(M) := M - T$ is a group, called the group of differences of $M$. An element $m \in M$ is called cancellable if $m + k = m + l$ implies $k = l$ for $k, l \in M$, and $M$ is called cancellable if every element of $M$ is cancellable. Furthermore, $M$ is called torsionfree if $rm = rn$ implies $m = n$ for $m, n \in M$ and $r \in \mathbb{N}^*$, and integrally closed if it is cancellable and $rm \in M$ implies $m \in M$ for $m \in \text{Diff}(M)$ and $r \in \mathbb{N}^*$. If $T \subseteq M$, then $\varepsilon_T$ is a monomorphism if and only if every $m \in T$ is cancellable. Hence, $M$ is cancellable if and only if $\varepsilon_M$ is a monomorphism, and then we consider $M$ as a submonoid of $\text{Diff}(M)$. If $M$ is cancellable, then it is torsionfree if and only if $\text{Diff}(M)$ is so.

(1.4) Let $R$ be a ring, and let $M$ be a monoid. If $T \subseteq M$ is a subset then the $R[M]$-algebras

$R[\varepsilon_T] : \ R[M] \to R[M - T] \quad \text{and} \quad \eta_{\exp_{R,M}(T)} : \ R[M] \to \exp_{R,M}(T)^{-1}(R[M])$

are canonically isomorphic. So, if $t \in M$ then the $R[M]$-algebras

$R[\varepsilon_t] : \ R[M] \to R[M - t] \quad \text{and} \quad \eta_{\varepsilon_t} : \ R[M] \to R[M]_{\varepsilon_t}$

are isomorphic, and thus

$\text{Spec}(\bullet \varepsilon_t) : \ \text{Spec}(\bullet [M - t]) \to \text{Spec}(\bullet [M])$

\footnote{For a subset $S \subseteq R$ we denote by $S^{-1}R$ the ring of fractions of $R$ with denominators in $S$ and by $\eta_S$ the canonical morphism $R \to S^{-1}R$; if $S = \{ s \}$ then we write $R_s$ and $\eta_s$ instead of $S^{-1}R$ and $\eta_S$.}
is an open immersion in \(\text{Hom}(\text{Ann}, \text{Sch})\) \cite{11.1.6.6}.

Now, let \(S \subseteq R[M]\) be a subset, and set \(T := S \cap R\) and \(U := \eta_T[M](S)\). By \cite{11.2} there are unique morphisms \(f, g, h\) of rings yielding commutative diagrams

\[
\begin{array}{ccc}
R & \xrightarrow{\eta_T} & T^{-1}R \\
\downarrow{s(R,M)} & & \downarrow{\eta_M} \\
R[M] & \xrightarrow{\eta_S} & S^{-1}(R[M])
\end{array} \quad \begin{array}{ccc}
(T^{-1}R)[M] & \xrightarrow{\eta_M} & U^{-1}((T^{-1}R)[M]) \\
\downarrow{\eta_M} & & \downarrow{\eta_M} \\
(T^{-1}R)[M] & \xrightarrow{\eta_M} & U^{-1}((T^{-1}R)[M])
\end{array}
\]

and

\[
\begin{array}{ccc}
R & \xrightarrow{s(R,M)} & R[M] \\
\downarrow{\eta_T} & & \downarrow{\eta_T[M]} \\
T^{-1}R & \xrightarrow{s(T^{-1}R,M)} & (T^{-1}R)[M] \\
\downarrow{\eta_M} & & \downarrow{\eta_M} \\
(T^{-1}R)[M] & \xrightarrow{\eta_M} & U^{-1}((T^{-1}R)[M])
\end{array}
\]

in Ann. As \(g\) and \(h\) are mutually inverse we see that the \(R[M]\)-algebras

\[
\eta_S: R[M] \to S^{-1}(R[M]) \quad \text{and} \quad \eta_T \circ \eta_T[M]: R[M] \to U^{-1}((T^{-1}R)[M])
\]

are canonically isomorphic.

(1.5) Let \(I\) be a category. On use of the canonical isomorphism

\[
\text{Hom}(I^o, \text{Ann} \times \text{Mon}) \cong \text{Hom}(I^o, \text{Ann}) \times \text{Hom}(I^o, \text{Mon})
\]

we obtain from \cite{11.1} a diagram

\[
\begin{array}{ccc}
\text{Hom}(I^o, \text{Ann}) \times \text{Hom}(I^o, \text{Mon}) & \xrightarrow{\text{pr}_1} & \text{Hom}(I^o, \text{Ann}) \\
\downarrow{\text{Hom}(I^o, \bullet)} & & \\
\text{Hom}(I^o, \bullet) & \xrightarrow{s} & \text{Hom}(I^o, \text{Ann}).
\end{array}
\]

If no confusion can arise we write \(\bullet \circ \bullet\) instead of \(\text{Hom}(I^o, \bullet \circ \bullet)\) and \(s\) instead of \(\text{Hom}(I^o, s)\). Denoting by \(c: \text{Ann} \to \text{Hom}(I^o, \text{Ann})\) the functor that maps a ring \(R\) onto the constant functor with value \(R\) and setting \(c' := c \times \text{Id}_{\text{Hom}(I^o, \text{Mon})}\) we get a diagram

\[
\begin{array}{ccc}
\text{Ann} \times \text{Hom}(I^o, \text{Mon}) & \xrightarrow{\text{copr}_1} & \text{Hom}(I^o, \text{Ann}) \\
\downarrow{\bullet \circ c'} & & \\
\text{Hom}(I^o, \bullet) & \xrightarrow{s \circ c'} & \text{Hom}(I^o, \text{Ann}).
\end{array}
\]

Denoting by \(d: \text{Sch} \to \text{Hom}(I, \text{Sch})\) the functor that maps a scheme \(S\) onto the constant functor with value \(S\) we end up with a diagram

\[
\begin{array}{ccc}
\text{Ann}^o \times \text{Hom}(I^o, \text{Mon})^o & \xrightarrow{\text{Spec}(\bullet \circ \bullet) \circ \text{pr}_1} & \text{Hom}(I^o, \text{Sch}) \\
\downarrow{\text{Spec}(\bullet \circ \bullet) \circ c'} & & \\
\text{Spec}(\bullet \circ \bullet) \circ \text{Hom}(I^o, \bullet) & \xrightarrow{\text{Spec}(\bullet \circ \bullet) \circ s \circ c'} & \text{Hom}(I^o, \text{Sch}).
\end{array}
\]

If no confusion can arise we write \(t\) instead of \(\text{Hom}(I^o, t)\).

\footnote{By abuse of language, a morphism in \(\text{Hom}(\text{Alg}(R)^o, \text{Sch}_{/R})\) is called an (open or closed) immersion if its values are so.}
(1.6) Let \( I \) be a preordered set and let \( M = ((M_i)_{i \in I}, (p_{ij})_{i \leq j}) \) be a projective system in \( \text{Mon} \) over \( I \). For \( i \in I \) we set
\[
X_{M,i}(\bullet) := \text{Spec}(\bullet[M_i]) : \text{Ann} \to \text{Sch}
\]
and
\[
t_{M,i}(\bullet) := t(\bullet, M_i) : X_{M,i}(\bullet) \to \text{Spec}(\bullet),
\]
and for \( i, j \in I \) with \( i \leq j \) we set
\[
t_{M,i,j}(\bullet) := \text{Spec}(\bullet[p_{ij}]) : X_{M,i}(\bullet) \to X_{M,j}(\bullet).
\]
If \( R \) is a ring then we say that \( M \) is \textit{openly immersive for} \( R \) if \( t_{M,i,j}(R) \) is an open immersion for all \( i, j \in I \) with \( i \leq j \), and then it is openly immersive for every \( R \)-algebra (1.2). We say that \( M \) is \textit{openly immersive} if it is openly immersive for \( \mathbb{Z} \), or — equivalently — for every ring.

Now, let \( R \) be a ring, and suppose that \( I \) is a lower semilattice and that \( M \) is openly immersive for \( R \). Then (1.6) implies that the inductive system
\[
((X_{M,i}(R) \xrightarrow{t_{M,i,j}(R)} \text{Spec}(R))_{i \in I}, (t_{M,i,j}(R))_{i \leq j})
\]
in \( \text{Sch}_R \) has an inductive limit
\[
t_M(R) : X_M(R) \to \text{Spec}(R)
\]
such that for every \( i \in I \) the canonical morphism \( t_{M,i}(R) : X_{M,i}(R) \to X_M(R) \) is an open immersion by means of which we consider \( X_{M,i}(R) \) as an open subscheme of \( X_M(R) \). The inductive limit \( X_M(R) \) can be understood as obtained by gluing the family \( (X_{M,i}(R))_{i \in I} \) along \( (X_{M,\inf(i,j)}(R))_{(i,j) \in I^2} \). In particular, \( (X_{M,i}(R))_{i \in I} \) is an affine open covering of \( X_M(R) \) whose image is closed under nonempty, finite intersections.

The above gives rise to a functor
\[
X_M : \text{Alg}(R)^\circ \to \text{Sch}_R
\]
over \( \text{Spec} \) together with open immersions \( t_{M,i} : X_{M,i} \to X_M \). For an \( R \)-algebra \( R' \) the diagram of categories
\[
\begin{array}{ccc}
\text{Alg}(R') & \xrightarrow{X_M} & \text{Sch}_R \\
\otimes_R R' \downarrow & & \downarrow \otimes_R R' \\
\text{Alg}(R) & \xrightarrow{X_M} & \text{Sch}_R \\
\end{array}
\]
commutes up to canonical isomorphism (1.2). So, defining a functor
\[
X_M : \text{Sch} \to \text{Sch}
\]
over \( \text{Id}_{\text{Sch}} \) (with structural morphism denoted by \( t_M \)) by setting
\[
X_M(\bullet) := X_M(\mathbb{Z}) \times \bullet,
\]
it follows that \( X_M(\text{Spec}(R)) \) and \( X_M(R) \) for a ring \( R \) are canonically isomorphic and will henceforth be identified, and that we have an open covering \( (X_{M,i})_{i \in I} \) of \( X_M \).

If \( S \) is a scheme and \( (U_i)_{i \in I} \) is an open covering of \( S \), then the canonical injections \( U_i \hookrightarrow S \) induce open immersions \( X_M(U_i) \hookrightarrow X_M(S) \) by means of which we consider the \( X_M(U_i) \) as open subschemes of \( X_M(S) \), and it follows that \( (X_M(U_i))_{i \in I} \) is an open covering of \( X_M(S) \).
If $S$ is a scheme and $i \in I$ then the codiagonal of the free $\mathbb{Z}$-module $\mathbb{Z}[M_i]$ is a retraction of the canonical injection $\mathbb{Z} \to \mathbb{Z}[M_i]$ and in particular a surjective morphism in Ann, hence it induces by base change a closed immersion $S \to X_{M,i}(S)$ that is a section of $t_{M,i}(S)$. So, if $I \neq \emptyset$ we get an immersion $S \to X_M(S)$ that is a section of $t_M(S)$, called canonical.

(1.7) Example If $I$ is a lower semilattice and $M = ((M_i)_{i \in I}, (p_{ij})_{i \leq j})$ is a projective system in $\text{Mon}$ over $I$ such that for $i, j \in I$ with $i \leq j$ there is a $t_{ij} \in M_j$ with $M_i = M_j - t_{ij}$ and $p_{ij} = \varepsilon_{t_{ij}}$, then $M$ is openly immersive (1.3) and hence gives rise to a functor $X_M: \text{Sch} \to \text{Sch}$ over $\text{Id}_{\text{Sch}}$.

(1.8) The above has some connections with the “geometry over the field with one element”. There, one is mainly concerned with what happens “below $\mathbb{Z}$”, while we want to know what happens “above $\mathbb{Z}$”, i.e., after changing the base to an arbitrary ring. This question has seemingly not yet been studied much, although a few related observations for $\mathbb{F}_1$-schemes can be found in [10] and [13].

We try now to shed light upon the aforementioned connections. There are different approaches to $\mathbb{F}_1$—see [21] for an overview. The one that seems closest to our theory is Deitmar’s ([12]), which is equivalent to the approach by Toën-Vaqué ([20], [27]). In [12], an $\mathbb{F}_1$-scheme is defined as a topological space furnished with a sheaf of monoids that is locally isomorphic to spectra of monoids.

Let $M = ((M_i)_{i \in I}, (p_{ij})_{i \leq j})$ be an openly immersive projective system in $\text{Mon}$ over a lower semilattice $I$. Taking spectra this yields an inductive system $((\text{Spec}(M_i))_{i \in I}, (\text{Spec}(p_{ij}))_{i \leq j})$ of (affine) $\mathbb{F}_1$-schemes. If the morphisms $\text{Spec}(p_{ij})$ are open immersions, then this inductive system has an inductive limit $Z_M$ that can be understood as the $\mathbb{F}_1$-scheme obtained by gluing $(\text{Spec}(M_i))_{i \in I}$ along $(\text{Spec}(M_{\inf(i,j)}))_{i,j \in I}$, and ascent to $\mathbb{Z}$ maps this $\mathbb{F}_1$-scheme to $X_M(\mathbb{Z})$, i.e.,

$$Z_M \otimes_{\mathbb{F}_1} \mathbb{Z} \cong X_M(\mathbb{Z})$$

([12], cf. [27] Proposition 42]). So, we need to know whether or not the morphisms $\text{Spec}(p_{ij})$ are open immersions of $\mathbb{F}_1$-schemes. By [27] Theorem 30 this holds if and only if $p_{ij}$ is isomorphic to the canonical morphism of a monoid of differences obtained by inverting a single element. Therefore, we can construct $Z_M$ as above if and only if $M$ is of the form described in (1.7).

Conversely, we may ask whether every $\mathbb{F}_1$-scheme is of the form $Z_M$ for an openly immersive projective system $M$ as in (1.7). At present the author is ignorant of an answer to this. There is an obvious notion of quasiseparatedness for $\mathbb{F}_1$-schemes such that the analogue of [17] 1.6.1.12 holds, and $\mathbb{F}_1$-schemes of the form $Z_M$ are clearly quasiseparated. So, it would be interesting to know whether $\mathbb{F}_1$-schemes are always quasiseparated. (Note that they are not necessarily separated by [10] 3.5.)

2. Geometric properties

Throughout this section let $I$ be a lower semilattice, let $M = ((M_i)_{i \in I}, (p_{ij})_{i \leq j})$ be an openly immersive projective system in $\text{Mon}$ over $I$, let $r := \sup_{i \in I}(\text{rk}(\text{Diff}(M_i)))$,

\[3\]In more recent works on Deitmar’s approach as well as in the more general approaches by Connes and Consani ([6], [7], [8], [9]), monoids are replaced by pointed monoids, but since ascent to $\mathbb{Z}$ includes factoring out the absorbing element this difference need not bother us.
and let \( S \) be a scheme. By abuse of language, we call \( M \) cancellable, torsionfree, integrally closed, of finite type, finite, or zero if \( M_i \) is so for every \( i \in I \).

We start by treating separation, flatness and finiteness properties.

(2.1) **Proposition**

a) \( t_M(S) \) is quasiseparated; it is separated if and only if \( M_{i\text{af}}(i,j) \) is generated by \( p_{i\text{af}}(i,j)(M_i) \cup p_{i\text{af}}(i,j)(M_j) \) for \( i, j \in I \) or \( S = \emptyset \).

b) If \( I \) is finite then \( t_M(S) \) is quasicompact.

c) \( t_M(S) \) is flat; it is faithfully flat if and only if \( I \neq \emptyset \) or \( S = \emptyset \).

**Proof.** Considering its covering \( (X_M,i(\mathbb{Z})); i \in I \) we see that \( X_M(\mathbb{Z}) \) is quasiseparated and quasicompact, yielding the first claim in a) and b) by base change (\[17\] I.6.1.12; I.6.1.10; I.6.1.9; I.6.1.2; I.6.1.5). The second claim in a) is clear if \( S \) is affine, hence holds in general by base change (\[17\] I.5.3.9; I.5.3.1). If \( I \) holds in general by base change (\[17\] I.5.3.9; I.5.3.1). If \( I \) is finite then \( (1) \) implies (2). If \( I \) is finite then \( (1) \) follows by base change (\[17\] I.6.1.12; I.6.1.5). The second claim in a) is clear if \( I \) is finite then \( (1) \) follows by base change (\[17\] I.6.1.12; I.6.1.5). The second claim in a) is clear if \( I \) is finite then \( (1) \) follows by base change (\[17\] I.6.1.12; I.6.1.5). The second claim in a) is clear if \( I \) is finite then \( (1) \) follows by base change (\[17\] I.6.1.12; I.6.1.5).

□

(2.2) **Corollary**

a) \( X_M(S) \) is quasiseparated if and only if \( S \) is quasiseparated or \( I = \emptyset \).

b) If \( X_M(S) \) is separated then \( S \) is separated or \( I = \emptyset \); if \( M_{i\text{af}}(i,j) \) is generated by \( p_{i\text{af}}(i,j)(M_i) \cup p_{i\text{af}}(i,j)(M_j) \) for \( i, j \in I \) or \( S = \emptyset \) then the converse holds.

c) If \( X_M(S) \) is quasicompact then \( S \) is quasicompact or \( I = \emptyset \); if \( I \) is finite then the converse holds.

**Proof.** Considering the canonical immersion \( S \to X_M(S) \) we see that (quasi-)separation of \( X_M(S) \) implies (quasi-)separatedness of \( S \), while the converse statements follow from (2.1) (\[17\] I.6.1.9; I.5.3.1)). Quasicompactness of \( X_M(S) \) implies quasicompactness of \( S \) by (2.1) (\[17\] I.6.1.9; I.5.3.1), while the converse follows from (2.1) (\[17\] I.6.1.9; I.5.3.1)).

□

(2.3) **Proposition**

Consider the following statements: (1) \( M \) is of finite type or \( S = \emptyset \); (2) \( t_M(S) \) is locally of finite presentation; (3) \( t_M(S) \) is locally of finite type; (4) \( t_M(S) \) is of finite presentation; (5) \( t_M(S) \) is of finite type. Then, (1)–(3) are equivalent; if \( I \) is finite then (1)–(5) are equivalent.

**Proof.** If \( M \) is of finite type then \( t_M,i(\mathbb{Z}) \) is of finite presentation for every \( i \in I \), hence \( t_M(\mathbb{Z}) \) is locally of finite presentation, and thus \( t_M(S) \) is locally of finite presentation (\[17\] I.6.2.5; I.6.2.1; I.6.2.6); so, (1) implies (2). If \( t_M(S) \) is locally of finite type and \( S \neq \emptyset \) then there exists a field \( K \) such that \( t_M(K) \) is locally of finite type, hence if \( i \in I \) then the \( K \)-algebra \( K[M_i] \) is of finite type, and thus \( M_i \) is of finite type (\[17\] I.6.2.3; I.6.2.5, \[16\] 7.7); so, (3) implies (1). The claim follows now from (2.1) (a), b).

□

Next we give conditions for several properties related to noetherianness and the property of being jacobsonian to be respected and reflected by \( X_M \). We call a scheme topologically (locally) noetherian if its underlying topological space is (locally) noetherian, and pointwise noetherian if the stalks of its structure sheaf are noetherian.

(2.4) **Proposition**

a) \( X_M(S) \) is locally noetherian if and only if \( S \) is locally noetherian and \( M \) is of finite type, or \( I = \emptyset \).
b) If $X_M(S)$ is noetherian then $S$ is noetherian and $M$ is of finite type, or $I = \emptyset$; if $I$ is finite then the converse holds.

c) If $X_M(S)$ is pointwise noetherian then $S$ is pointwise noetherian or $I = \emptyset$; if $M$ is of finite type then the converse holds.

d) Consider the following statements: (1) $X_M(S)$ is topologically locally noetherian; (2) $S$ is topologically locally noetherian or $I = \emptyset$. If $I$ is finite then it holds (1) $\Rightarrow$ (2); if $M$ is of finite type then it holds (2) $\Rightarrow$ (1).

e) If $X_M(S)$ is topologically noetherian then $S$ is topologically noetherian or $I = \emptyset$; if $I$ is finite and $M$ is of finite type then the converse holds.

f) If $X_M(S)$ is a Jacobsonian scheme then $S$ is Jacobsonian or $I = \emptyset$; if $M$ is of finite type then the converse holds.

Proof. Suppose that $X_M(S)$ is locally noetherian and $I \neq \emptyset$. If $U = \text{Spec}(R)$ is an affine open subscheme of $S$ and $i \in I$ then $X_M,i(U)$ is an open subscheme of $X_M(S)$, hence locally noetherian, thus $R[M_i]$ is noetherian, and therefore $U$ is noetherian and $M_i$ is of finite type ([17] 1.4.1.7: 1.2.7.3). So, $S$ is locally noetherian and $M$ is of finite type. The converse is clear by [23] and [17] 1.6.2.2, and so a) is proven. b) is clear by [17] 1.2.7.2, a) and [22] c). Considering the canonical immersion $S \hookrightarrow X_M(S)$ we see that if $X_M(S)$ is pointwise noetherian then $S$ is so or $I = \emptyset$. Conversely, suppose that $S$ is pointwise noetherian. If $U = \text{Spec}(R)$ is an affine open subscheme of $S$, $i \in I$, and $p \in \text{Spec}(R[M_i])$, then $R_{p \cap R[M_i]}$ is noetherian, hence so is the ring of fractions $R[M_i]/p$ of $R_{p \cap R[M_i]}$ and therefore $X_M,i(R)$ is pointwise noetherian. Thus, $X_M(S)$ is pointwise noetherian, and c) is proven. To show the first claims in d) and e) it suffices by [23] b), c) to show that the target of a surjective (and quasicompact) morphism of schemes whose source is topologically (locally) noetherian is also topologically (locally) noetherian; this is straightforward to prove. The second claims in d) and e) follow from [23] 2.6 or from d) and [22] c), respectively. Finally, considering the canonical immersion $S \hookrightarrow X_M(S)$, the first claim in f) holds by [17] 1.6.4.3, while the second one follows from [23] and [17] 1.6.4.7.

Now we turn to catenarity and universal catenarity. We call a ring $R$ universally catenary if every $R$-algebra of finite type is catenary, and we call a scheme universally catenary if the stalks of its structure sheaf are universally catenary.

(2.5) Proposition We consider the following statements: (1) $S$ is universally catenary or $I = \emptyset$; (2) $X_M(S)$ is universally catenary; (3) $X_M(S)$ is catenary. If $M$ is of finite type then it holds (1) $\Leftrightarrow$ (2); (3) $\Rightarrow$ (1) if $M$ is cancellable, torsionfree, of finite type, and nonzero and $S$ is pointwise noetherian, then (1)–(3) are equivalent.

Proof. (1) implies (2) by [23]. Considering the canonical immersion $S \hookrightarrow X_M(S)$ we see that (2) implies (1). Suppose that the conditions of the second statement are fulfilled and that $X_M(S)$ is catenary. Let $U = \text{Spec}(R)$ be an affine open subscheme of $S$, so that $X_M(U)$ is an open subscheme of $X_M(S)$ and hence catenary. There exists $i \in I$ with $M_i \neq 0$, implying $\text{Diff}(M_i) \cong \mathbb{Z}^m$ for $m \in \mathbb{N}^*$. Therefore, $R[\mathbb{Z}^m]$ is a ring of fractions of the catenary ring $R[M_i]$, hence catenary, and $R[\mathbb{Z}]$ is a quotient of the catenary ring $R[\mathbb{Z}^m]$, hence catenary. Writing $R[T] := R[\mathbb{N}]$, the open sets

\footnote{In contrast to [17] IV.5.6.3 we do not require a universally catenary scheme to be locally noetherian.}
$D(T)$ and $D(T - 1)$ cover $\text{Spec}(R[T])$ and are both isomorphic to $\text{Spec}(R[Z])$ and thus catenary. Therefore, $R[N]$ is catenary, and thus $R$ is universally catenary by Ratliff’s Theorem [23] 2.6 (cf. [23] Theorem 31.7, Corollary 1) which is easily seen to hold for pointwise noetherian instead of noetherian rings. So, $S$ is universally catenary. 

The following results give conditions under which $t_M(S)$ is irreducible, connected, reduced, or normal – see [17] IV.4.5.5; IV.6.8.1 for the relevant definitions –, and under which $X_M$ respects and reflects irreducibility, connectivity, reducedness, and normality. As applications we show that $X_M$ commutes with $\bullet_{\text{red}}$, and we give a description of the irreducible or connected components of $X_M(S)$ in terms of the corresponding components of $S$.

(2.6) Proposition Suppose that $M$ is torsionfree. If $M$ is cancellable then $t_M(S)$ is connected; if moreover $I \neq \emptyset$ then $t_M(S)$ is irreducible. If $M$ is of finite type then $t_M(S)$ is reduced; if $M$ is moreover integrally closed then $t_M(S)$ is normal.

Proof. Let $K$ be a field and let $i \in I$. If $M$ is cancellable then $X_{M,i}(K)$ is integral ([16] 8.1]), hence irreducible, and in particular nonempty and connected. Thus, if $I \neq \emptyset$ then considering its covering $(X_{M,i}(K))_{i \in I}$ it follows from [4] II.4.1 Proposition 7] that $X_M(K)$ is irreducible. This implies the first claim. If $M$ is of finite type then $X_{M,i}(K)$ is reduced ([16] 9.9]), and if $M$ is moreover integrally closed then $X_{M,i}(K)$ is normal ([16] 12.6], [4] V.1.5 Proposition 16, Corollaire 1]. So, $X_M(K)$ is reduced (or normal, respectively), and thus the second claim follows from 2.1c) and 2.1a).

(2.7) Proposition If $X_M(S)$ is reduced then $S$ is reduced or $I = \emptyset$; if $M$ is torsionfree then the converse holds.

Proof. If $X_M(S)$ is reduced and $I \neq \emptyset$ then $S$ is reduced by 2.1c) and [17] IV.2.1.13. The converse is clear if $I = \emptyset$. If $S$ is reduced, $U$ is an affine open subscheme of $S$, and $i \in I$, then $U$ is reduced, hence so is $X_{M,i}(U)$ ([16] 9.9]), and therefore $X_M(S)$ is reduced.

(2.8) Corollary If $M$ is torsionfree then there is a canonical isomorphism

$$X_M(\bullet)_{\text{red}} \cong X_M(\bullet_{\text{red}}).$$

Proof. Let $S$ be a scheme. We have a commutative diagram of schemes

\[
\begin{array}{ccc}
X_M(S)_{\text{red}} & \xrightarrow{j} & X_M(S_{\text{red}}) \\
\downarrow & & \downarrow \text{red} \\
X_M(S) & \xrightarrow{i} & S
\end{array}
\]

where the unmarked morphisms are the canonical ones and the quadrangle is cartesian ([17] I.4.5.13]). Moreover, $i$ is a closed immersion, hence $j$ is a monomorphism, the vertical morphisms are homeomorphisms ([17] I.4.5.3]), and $X_M(S_{\text{red}})$ is reduced (2.7). Therefore, $X_M(S_{\text{red}})$ is a reduced subscheme of $X_M(S)$ with underlying topological space the underlying topological space of $X_M(S)$, and thus equal to $X_M(S)_{\text{red}}$. So, $j$ is an isomorphism that is moreover functorial in $S$. 

\[\text{\footnote{The proof that catenary of } R[Z] \text{ implies catenary of } R[N] \text{ is due to Laurent Moret-Bailly via MathOverflow.net.}}\]
(2.9) Proposition  a) If $X_M(S)$ is connected then $S$ is connected or $I = \emptyset$; if $M$ is torsionfree and cancellable, and if moreover $I$ is finite, or $M$ is of finite type, or $S$ is affine and $I$ has a smallest element, then the converse holds.

b) If $X_M(S)$ is irreducible then $S$ is irreducible and $I \neq \emptyset$; if $M$ is torsionfree and cancellable then the converse holds.

c) If $X_M(S)$ is integral then $S$ is integral and $I \neq \emptyset$; if $M$ is torsionfree and cancellable then the converse holds.

d) If $X_M(S)$ is normal then $S$ is normal or $I = \emptyset$; if $M$ is torsionfree and integrally closed then the converse holds.

Proof.  a) The first claim holds by [2.4] c) and [3] 1.11.2 Proposition 4. Suppose that the conditions of the second statement are fulfilled and that $S$ is connected and $I \neq \emptyset$. If $I$ is finite or $M$ is of finite type then [2.4] b), c), [2.6] 2.6 and [17] 1.7.3.10; IV.4.5.7 imply that $X_M(S)$ is connected. If $S$ is affine then $X_M(S)$ is connected ([16] 11.7: 10.8), [3] II.4.3 Proposition 15, Corollaire 2]), and since $I$ has a smallest element it follows that $X_M(S)$ is connected ([3] 111.1 Proposition 2]). b) The first claim holds by [2.4] c) and [3] II.4.1 Proposition 4. For the converse it follows from [3] II.4.1 Proposition 3] that it suffices to show that if $R$ is a ring such that $\text{Spec}(R)$ is irreducible and $i \in I$, then $X_M,S(R)$ is irreducible. But in this situation, $R_{\text{red}}$ is integral, hence $R[M_i]_{\text{red}} \cong R_{\text{red}}[M_i]$ is integral ([28] [16] 8.1) and thus $X_M(S)(R)$ is irreducible. c) follows immediately from b) and [2.4] d) The first claim holds by [2.4] c) and [17] IV.2.1.13. For the converse, suppose that $S$ is normal, let $U = \text{Spec}(R)$ be an affine open subscheme of $S$, let $i \in I$, and let $p \in \text{Spec}(R[M_i])$. Then, $R$ is normal, hence $R_{p\cap R}[M_i]$ is integral and integrally closed ([16] 12.11), and thus so is its ring of fractions $R[M_i]_p$ ([3] V.1.5 Proposition 16, Corollaire 1]). Therefore, $X_M,S(R)$ is normal, and the claim is proven. □

(2.10) Corollary  Suppose that $M$ is torsionfree and cancellable, and that $I \neq \emptyset$.

a) The maps $Z \mapsto X_M(Z)$ and $Z \mapsto t_M(S)(Z)$ induce mutually inverse bijections between the sets of irreducible components of $S$ and $X_M(S)$.

b) If $I$ is finite, or $M$ is of finite type, or $S$ is affine and $I$ has a smallest element, then the maps $Z \mapsto X_M(Z)$ and $Z \mapsto t_M(S)(Z)$ induce mutually inverse bijections between the sets of connected components of $S$ and $X_M(S)$.

Proof.  a) If $Z$ is an irreducible component of $S$ then $X_M(Z)$ is an irreducible closed subset of $X_M(S)$ ([2.4] b)), and if $Y$ is an irreducible closed subset of $X_M(S)$ containing $X_M(Z)$ then $t_M(S)(Y)$ is irreducible and contains $Z$, implying $t_M(S)(Z) = Z$ and thus $X_M(Z) = Y$. Conversely, if $Z$ is an irreducible component of $X_M(S)$ then $t_M(S)(Z)$ is irreducible, and if $Y$ is an irreducible closed subset of $S$ containing $t_M(S)(Z)$ then [2.4] b) shows that $X_M(Y)$ is an irreducible closed subset of $X_M(S)$ containing $Z$, implying $Z = X_M(Y)$. This proves the claim. b) is shown analogously on use of [2.4] a). □

Next we treat Serre’s properties $(S_k)$ and Cohen-Macaulayness. Recall that for $k \in \mathbb{N}$ a scheme $X$ is said to have property $(S_k)$ if it is locally noetherian and depth$(\mathcal{O}_{X,x}) \geq \min\{k, \dim(\mathcal{O}_{X,x})\}$ for every $x \in X$, and a morphism of schemes is said to have property $(S_k)$ if it is flat and its fibres have $(S_k)$. Furthermore, a scheme or morphism of schemes is called Cohen-Macaulay if it has $(S_k)$ for every $k \in \mathbb{N}$ ([17] IV.5.7.1-2; IV.6.8.1]).
(2.11) Proposition  If \( \mathcal{M} \) is torsionfree, of finite type, and integrally closed, then \( t_{\mathcal{M}}(S) \) is a Cohen-Macaulay morphism.

Proof. If \( K \) is a field then \( X_{\mathcal{M}}(K) \) is a Cohen-Macaulay scheme by \([27]\) a) and Hochster’s Theorem \([19\) Theorem 1] (cf. \([27\) 6.10]), so the claim follows from \([27\) c).

(2.12) Corollary  Suppose that \( \mathcal{M} \) is torsionfree, of finite type, and integrally closed.

a) If \( k \in \mathbb{N} \), then \( X_{\mathcal{M}} \) has \( (S_k) \) if and only if \( S \) has \( (S_k) \) or \( I = \emptyset \).

b) \( X_{\mathcal{M}}(S) \) is a Cohen-Macaulay scheme if and only if \( S \) is a Cohen-Macaulay scheme or \( I = \emptyset \).

Proof. Immediately from \([27\) a), \([27\) c), \([27\) and \([17\) IV.6.1.1].

The last task in this section is to describe \( \dim(X_{\mathcal{M}}(S)) \) in terms of \( \dim(S) \). Under certain hypotheses we give lower and upper bounds, and a precise formula if \( S \) is in addition locally noetherian. This allows us to quickly derive characterisations of equidimensionality, artinianness, and finiteness of schemes of the form \( X_{\mathcal{M}}(S) \).

(2.13) Proposition  If \( \mathcal{M} \) is cancellable and \( r \in \mathbb{N} \) then

\[
\dim(S) + r \leq \dim(X_{\mathcal{M}}(S)) \leq (r + 1) \dim(S) + r;
\]

if \( S \) is moreover locally noetherian then

\[
\dim(S) + r = \dim(X_{\mathcal{M}}(S)).
\]

Proof. If \( R \) is a ring and \( M \) is a cancellable monoid with \( m := \text{rk}(\text{Diff}(M)) \in \mathbb{N} \), then \( \dim(R[M]) = \dim(\text{Diff}(M)) = \dim(R[\mathbb{N}^m]) \) (\([16\) 21.4; \([17\) 17.1]), hence \( \dim(R) + m \leq \dim(R[M]) \leq (m + 1) \dim(R) + m \) (\([11\) 4.1]), and if \( R \) is moreover noetherian then \( \dim(R) + m = \dim(R[M]) \) (\([11\) VIII.3.4 Proposition 7, Corollaire 3]). Choosing an affine open covering of \( S \), this yields the claim (\([17\) IV.5.1.4]).

(2.14) Corollary  a) If \( \mathcal{M} \) is torsionfree and cancellable, \( r < \infty \), and \( S \) is locally noetherian, then \( X_{\mathcal{M}}(S) \) is equidimensional if and only if \( S \) is equidimensional or \( I = \emptyset \).

b) If \( \mathcal{M} \) is cancellable and of finite type, and \( I \) is finite, then \( X_{\mathcal{M}}(S) \) is artinian if and only if \( S \) is artinian and \( \mathcal{M} \) is finite, or \( S = \emptyset \), or \( I = \emptyset \).

c) If \( \mathcal{M} \) is torsionfree, cancellable, and of finite type, and \( I \) is finite, then \( t_{\mathcal{M}}(S) \) is finite if and only if \( \mathcal{M} \) is zero or \( S = \emptyset \).

Proof. a) If \( I \neq \emptyset \) then \( S \) is equidimensional if and only if \( \dim(Z) = \dim(S) \) for every irreducible component \( Z \) of \( S \). Since \( S \) is locally noetherian this holds if and only if \( \dim(X_{\mathcal{M}}(Z)) = \dim(Z) + r = \dim(S) + r \) for every irreducible component \( Z \) of \( S \) (2.13), and this is equivalent to \( X_{\mathcal{M}}(S) \) being equidimensional (2.10). b) If \( S = \emptyset \) or \( I = \emptyset \) this is clear. Otherwise, \( X_{\mathcal{M}}(S) \) is artinian if and only if \( X_{\mathcal{M}}(S) \) is noetherian and \( \dim(X_{\mathcal{M}}(S)) \leq 0 \). This holds if and only if \( S \) is noetherian and \( \dim(S) + r \leq 0 \) (2.4 b), (2.13), hence if and only if \( S \) is noetherian, \( \dim(S) \leq 0 \), and \( r = 0 \), and thus if and only if \( S \) is artinian and \( r = 0 \) (\([17\) 1.2.8.2]). c) Suppose that \( t_{\mathcal{M}}(S) \) is finite and that \( S \neq \emptyset \) and \( I \neq \emptyset \). There exists a field \( K \) such that \( t_{\mathcal{M}}(K) \) is finite (\([17\) II.6.1.5]). It follows that \( X_{\mathcal{M}}(K) \) is locally noetherian and \( t_{\mathcal{M}}(K) \) is faithfully flat.
(2.3a), (2.3c)), implying \( r = \dim(K) + r = \dim(X_M(R)) = \dim(K) = 0 \) \( \text{[17 IV.5.4.2]} \), and therefore \( M_i = 0 \) for every \( i \in I \). The converse is clear. \( \square \)

3. Toric schemes

Throughout this section let \( V \) be an \( \mathbb{R} \)-vector space of finite dimension, let \( n := \dim_{\mathbb{R}}(V) \), let \( N \) be a \( \mathbb{Z} \)-structure on \( V \), and let \( M := N^* \) denote the dual \( \mathbb{Z} \)-structure on the dual space \( V^* \).

Before defining toric schemes we briefly recall some terminology and facts about polycones and fans and refer the reader to \( [5] \) for details and proofs.

(3.1) For \( A \subseteq V \) we denote by \( A^\vee \) the dual \( \{ u \in V^* | u(A) \subseteq \mathbb{R}_{\geq 0} \} \) of \( A \), we set \( A^\vee_M := A^\vee \cap M \), and we denote by \( \text{cone}(A) \) the set of \( \mathbb{R} \)-linear combinations of \( A \) with coefficients in \( \mathbb{R}_{\geq 0} \). A subset \( \sigma \subseteq V \) is called an \( N \)-polycone (in \( V \)) if it is the intersection of finitely many closed halfspaces in \( V \) defined by hyperplanes having bases in \( N \) (or - equivalently - if there is a finite subset \( A \subseteq N \) with \( \sigma = \text{cone}(A) \)) that does not contain a line. If \( \sigma \) is a \( N \)-polycone then a face of \( \sigma \) is a subset \( \tau \subseteq \sigma \) such that there exists \( u \in \sigma^\vee_M \) with \( \tau = \sigma \cap \text{Ker}(u) \), and the set \( \text{face}(\sigma) \) of faces of \( \sigma \) consists of finitely many \( N \)-polycones. The relation \( \tau \subseteq \sigma \) is an ordering on the set of \( N \)-polycones, denoted by \( \tau \leq \sigma \).

An \( N \)-fan (in \( V \)) is a finite set \( \Sigma \) of \( N \)-polycones with \( \sigma \cap \tau \in \text{face}(\sigma) \subseteq \Sigma \) for \( \sigma, \tau \in \Sigma \). An \( N \)-fan \( \Sigma \) is considered as an ordered set by means of the ordering induced by \( \sigma \leq \tau \) (coinciding with the ordering induced by \( \sigma \subseteq \tau \)), hence it is a finite lower semilattice with \( \inf(\sigma, \tau) = \sigma \cap \tau \) for \( \sigma, \tau \in \Sigma \). It is called full (in \( V \)) if \( \bigcup \Sigma = V \), complete (in \( V \)) if \( \bigcup \Sigma = V \), and \( N \)-regular if every \( \sigma \in \Sigma \) is generated by a subset of a \( \mathbb{Z} \)-basis of \( N \).

(3.2) Let \( \Sigma \) be an \( N \)-fan. If \( \sigma \in \Sigma \) then \( \sigma^\vee_M \) is a torsionfree, integrally closed monoid of finite type \( \text{[13]} \). For \( \sigma, \tau \in \Sigma \) it holds \( (\sigma \cap \tau)^\vee_M = \sigma^\vee_M \cap \tau^\vee_M \), and if moreover \( \tau \leq \sigma \) then \( \sigma^\vee_M \) is a submonoid of \( \tau^\vee_M \) and there exists \( u \in \sigma^\vee_M \) such that \( \tau^\vee_M = \sigma^\vee_M + u \) is the monoid of differences obtained from \( \sigma^\vee_M \) by inverting \( u \). Hence, the family \( \{ \sigma^\vee_M \}_{\sigma \in \Sigma} \) together with the canonical injections is an openly immersive projective system of submonoids of \( M \) over the lower semilattice \( \Sigma \) \( \text{[16] [17]} \). By \( \text{[16]} \) it defines a functor \( X_\Sigma : \text{Sch} \to \text{Sch} \) over \( \text{Id}_{\text{Sch}} \) (whose structural morphism we denote by \( t_\Sigma \)), furnished with a finite open covering \( (X_\sigma)_{\sigma \in \Sigma} \). If \( S \) is a scheme then \( t_\Sigma(S) : X_\Sigma(S) \to S \) is called the toric scheme over \( S \) associated with \( \Sigma \).

When studying a toric scheme (or variety) it may be convenient when the defining fan is full. There is the following easy (but unfortunately noncanonical) reduction to this case, in which toric schemes naturally appear (and which is not available in this form for toric varieties).

(3.3) Let \( \Sigma \) be an \( N \)-fan, let \( V' := \bigcup \Sigma \cap \mathbb{R} \), let \( N' := N \cap V' \), and let \( \Sigma' \) denote the set \( \Sigma \) considered as an \( N' \)-fan in \( V' \). Then, there is a (noncanonical) isomorphism

\[ 6 \quad \text{A} \quad \mathbb{Z} \text{-structure on } V \text{ is a subgroup } N \text{ of the additive group underlying } V \text{ with } \langle N \rangle_{\mathbb{R}} = V \text{ and } r_{\mathbb{Z}}(N) = n, \text{ or - equivalently - such that the image of the canonical morphism of } \mathbb{Q} \text{-vector spaces } \mathbb{Q} \otimes_\mathbb{Z} N \to V \text{ with } a \otimes x \to ax \text{ is a } \mathbb{Q} \text{-structure on } V \text{ in the sense of } \text{[2 II.8.1].} \text{ Note that } M \text{ is canonically isomorphic to and identified with a } \mathbb{Z} \text{-structure on } V^*, \text{ and that the canonical identification of } V \text{ and } V^{**} \text{ identifies } N \text{ with } M^*. \]
of functors $X_{\Sigma}(\bullet) \cong X_{\Sigma}(\bullet[N/N'])$. Indeed, it suffices to show

$$X_{\Sigma}(\mathbb{Z}) \cong X_{\Sigma}(\mathbb{Z}) \otimes \mathbb{Z}[N/N'].$$ 

We set $M' := (N')^*$, write $\sigma'$ for $\sigma \in \Sigma$ considered as an $N'$-polycone in $V'$, and choose an isomorphism $M' \oplus N/N' \xrightarrow{\cong} M$. This induces isomorphisms

$$\langle \sigma' \rangle_{M'} \oplus N/N' \xrightarrow{\cong} \sigma'_{M}$$

compatible with the facial relation, hence isomorphisms

$$X_{\sigma}(\mathbb{Z}) \xrightarrow{\cong} X_{\sigma'}(\mathbb{Z}) \otimes \mathbb{Z}[N/N']$$

compatible with the facial relation, and thus gluing yields the claim.

Now we can apply the results from Section 2 to derive the basic geometric properties of toric schemes.

**Theorem (3.4)**

a) $t_{\Sigma}(S)$ is a separated, connected, normal Cohen-Macaulay morphism of finite presentation, and if $\Sigma \neq \emptyset$ then it is irreducible; it is faithfully flat if and only if $\Sigma \neq \emptyset$ or $S = \emptyset$, and it is finite if and only if $n = 0$ or $\Sigma = \emptyset$ or $S = \emptyset$.

b) $X_{\Sigma}(S)$ is quasiseparated, separated, quasicompact, (locally) noetherian, pointwise noetherian, topologically (locally) noetherian, jacobsonian, connected, reduced, normal, $(S_k)$ for $k \in \mathbb{N}$, or Cohen-Macaulay if and only if $S$ is so or $\Sigma = \emptyset$; it is irreducible or integral if and only if $S$ is so and $\Sigma \neq \emptyset$; it is artinian if and only if $S$ is artinian and $n = 0$, or $S = \emptyset$, or $\Sigma = \emptyset$.

c) It holds $\dim(S) + n \leq \dim(X_{\Sigma}(S)) \leq (n + 1) \dim(S) + n$; if $S$ is locally noetherian then it holds $\dim(S) + n = \dim(X_{\Sigma}(S))$.

d) If $S$ is locally noetherian, then $X_{\Sigma}(S)$ is equidimensional if and only if $S$ is so or $\Sigma = \emptyset$; if $n \neq 0$ and $S$ is pointwise noetherian, then $X_{\Sigma}(S)$ is (universally) catenarian if and only if $S$ is universally catenary or $\Sigma = \emptyset$.

e) There is a canonical isomorphism $X_{\Sigma}(\bullet)_{\text{red}} \cong X_{\Sigma}(\bullet_{\text{red}})$, and if $\Sigma \neq \emptyset$ then the maps $Z \mapsto X_{\Sigma}(Z)$ and $Z \mapsto t_{\Sigma}(S)(Z)$ induce mutually inverse bijections between the sets of irreducible or connected components of $S$ and $X_{\Sigma}(S)$.

**Proof.** Immediately from the results in Section 2. \qed

The last properties treated here are Serre’s properties $(R_k)$ and regularity. They turn out to behave in an essentially different way than the above properties: they depend on the fan $\Sigma$. This is known in the classical case, and this behaviour is also known in general for properness: By [13, 4.4] (where the hypothesis that $\Sigma$ is $N$-regular is not needed), $t_{\Sigma}(S)$ is proper if and only if $\Sigma$ is complete or $\Sigma = \emptyset$ or $S = \emptyset$. Recall that for $k \in \mathbb{N}$ a scheme $X$ is said to have property $(R_k)$ if it is locally noetherian and $\mathcal{O}_{X,x}$ is regular for every $x \in X$ with $\dim(\mathcal{O}_{X,x}) \leq k$, and a morphism of schemes $X \to Y$ is said to have property $(R_k)$ if it is flat and $X_z \otimes_{\kappa(z)} K$ has $(R_k)$ for every $z \in Y$ and every finite extension $\kappa(z) \to K$. Furthermore, a scheme or morphism of schemes is called regular if it has $(R_k)$ for every $k \in \mathbb{N}$ ([17, IV.5.8.1–2; IV.6.8.1]).

**Theorem (3.5)** The following statements are equivalent: (i) $t_{\Sigma}(S)$ is regular; (ii) $t_{\Sigma}(S)$ has $(R_n)$; (iii) $\Sigma$ is $N$-regular or $S = \emptyset$.

**Proof.** If $t_{\Sigma}(S)$ has $(R_n)$ and $S \neq \emptyset$ then there exists a field $K$ such that $X_{\Sigma}(K)$ has $(R_n)$. As $\dim(X_{\Sigma}(K)) = n$ (3.4) this implies that $X_{\Sigma}(K)$ is regular, and then
it is well-known that $\Sigma$ is $N$-regular (e.g. [11, 3.1.19]). So, (ii) implies (iii). If $\Sigma$ is 
$N$-regular then it is well-known that $X_\Sigma(K)$ is regular for every field $K$ (e.g. [11, 3.1.19]), and since $t_\Sigma(S)$ is flat (3.4) it follows that $t_\Sigma(S)$ is regular. Hence, (iii) implies (i), and thus the claim is proven.  

(3.6) Corollary  
a) Let $k \in \mathbb{N}$. If $S$ has $(R_k)$ and $\Sigma$ in $N$-regular, or $S = \emptyset$, or $\Sigma = \emptyset$, then $X_\Sigma(S)$ has $(R_k)$; if $k \geq n$ then the converse holds.  

b) $X_\Sigma(S)$ is regular if and only if $S$ is regular and $\Sigma$ is $N$-regular, or $S = \emptyset$, or $\Sigma = \emptyset$.  

Proof. Immediately from 3.4 3.5 and [17, IV.6.5.3].  
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