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Abstract

We study a matrix that arises from a singular form of the Woodbury matrix identity. We present generalized inverse and pseudo-determinant identities for this matrix, which have direct applications for Gaussian process regression, specifically its likelihood representation and precision matrix. We extend the definition of the precision matrix to the Bott-Duffin inverse of the covariance matrix, preserving properties related to conditional independence, conditional precision, and marginal precision. We also provide an efficient algorithm and numerical analysis for the presented determinant identities and demonstrate their advantages under specific conditions relevant to computing log-determinant terms in likelihood functions of Gaussian process regression.
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1 Introduction

The Woodbury matrix identity and the matrix determinant lemma are the fundamental relations respectively for the inverse and determinant of the sum of two matrices. Consider the matrix

\[ N = A + XBY^*, \]  

(1)

where \( A \) and \( B \) are invertible matrices and \( X \) and \( Y \) are matrices of conformable size. We assume all matrices are defined over the complex field and \((\cdot)^*\) denotes conjugate transpose. The Woodbury matrix identity (Harville, 1997, p. 427) represents the inverse of the above matrix, \( M := N^{-1} \), whenever it exists, by

\[ M = A^{-1} - A^{-1}X \left( Y^*A^{-1}X + B^{-1} \right)^{-1} Y^*A^{-1}. \]  

(2)

Also, the matrix determinant lemma represents the determinant of \( N \) by

\[ \det(N) = \det(A) \det(B) \det(Y^*A^{-1}X + B^{-1}). \]  

(3)

The analytical importance and computational advantage of the above identities are well-known, with a wide range of applications in statistics, partial differential equations, optimization, asymptotic analysis, and networks, to name a few (Hager, 1989).

Several extensions to the above relations exist. Among notable works, Henderson & Searle (1981) derived inversion identities when \( A \) is singular, or when \( B \) is singular or rectangular. An alternative identity was derived by Riedel (1992) for rank-augmented matrices where the rank of \( N \) is larger than of \( A \). The relation
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between the generalized inverse of $N$ and those of $A$ and $B$ was explored by Fill & Fishkind (1999) and Grob (1999). Other notable generalizations of the Woodbury identity were studied by Tian (2005); Arias et al. (2015) under a rank additivity condition and by Deng (2011) in relation to Moore-Penrose and Drazin inverses.

A special case of (2) is when $B^{-1} = 0$, which is relevant in a variety of applications, such as in machine learning using Gaussian process regression (see Section 4 and (Ameli & Shadden, 2022d,e)). In such a case, $M$ is usually rank-deficient and the matrix $N$ is undefined, rendering Woodbury-like identities and the determinant lemma inapplicable. Thus, the work herein develops Woodbury-like relations when $B^{-1} = 0$.

Given that only $M$ is well-defined in this scenario, our approach shifts the focus to searching for identities for $M$ instead of $N$. Moreover, we consider that $A$, $X$, and $Y$ could be rectangular and potentially have rank deficiency. Concretely, we consider

$$M := A^\dagger - A^\dagger X \left( Y^* A^\dagger X \right)^\dagger Y^* A^\dagger,$$

where $(\cdot)^\dagger$ denotes the Moore-Penrose pseudo-inverse as defined in Section 2. Our contributions are as follows.

- We show $M$ is the generalized {2}-inverse (or outer inverse) of $A$, and we obtain its pseudo-inverse. We also derive an expression for $M$, which reduces to the Bott-Duffin inverse of $A$ whenever $X$ and $Y$ have the same column space.

- We obtain the pseudo-determinant of $M$ assuming $A$ is an equal-principal matrix. Such relation also leads to a useful pseudo-determinant identity for $A$.

We further present practical applications of the derived identities to Gaussian process regression. Namely,

- We show that the likelihood function of a form of Gaussian process regression can be recognized by the normal distribution, and we define its precision matrix by the Bott-Duffin inverse of its covariance matrix. We show such an extended definition retains the existing properties of the precision matrix related to conditional independence and the conditional and marginal precisions of the partitioned data.

- The presented matrix inversion identities enable us to derive an asymptotic analysis for the Gaussian process regression with a mixed linear model.

- We analyze the computational complexity of the pseudo-determinant identities and empirically demonstrate their numerical advantages on certain matrices.

The presented algorithms were implemented by the python package detkit (Ameli & Shadden, 2022a), which is a determinant toolkit that can be used to reproduce the numerical results of this paper. The results of this work were also employed by glearn, a high-performance python package for machine learning using Gaussian process regression (Ameli & Shadden, 2022b).

The paper is organized as follows. In Section 2, we provide a brief overview of the generalized inverses of matrices. Our main results are presented in Section 3. Applications to the Gaussian process regression are discussed in Section 4. We present a numerical analysis in Section 5. Section 6 concludes the paper. Supporting proofs of the main results can be found in Appendix A. The necessary formulations for Gaussian process regression are outlined in Appendix B. The dataset used in our numerical analysis is described in Appendix C.

2 Preliminaries

We indicate by $\mathcal{M}_{n,m}(\mathbb{C})$ the space of all $n \times m$ matrices with entries over the field $\mathbb{C}$. For the matrix $A \in \mathcal{M}_{n,m}(\mathbb{C})$, we denote $\text{im}(A)$, $\text{ker}(A)$, $\text{coim}(A) = \mathbb{C}^m / \text{ker}(A)$, and $\text{coker}(A) = \mathbb{C}^n / \text{im}(A)$ respectively by its image (range), kernel (null space), coimage, and cokernel. Due to the isomorphism of the quotient map $\mathbb{C}^n / \text{im}(A) \cong \text{im}(A)^\perp$ where $(\cdot)^\perp$ denotes orthogonal complement, we identify $\text{coker}(A)$ with $\text{im}(A)^\perp$. Similarly, $\text{ker}(A) = \text{coim}(A)^\perp$. Note that $\text{ker}(A) = \text{coker}(A^*)$, $\text{im}(A) = \text{coim}(A^*)$, and $\dim(\text{im}(A)) = \dim(\text{coim}(A)) = \text{rank}(A)$. 


For a subspace $\mathcal{X} \subseteq \mathbb{C}^n$, we say a square matrix $A$ is $\mathcal{X}$-zero if $A\mathcal{X} \cap \mathcal{X}^\perp = \{0\}$ (Chen et al., 2003, Definition 1). We also say a Hermitian matrix $A$ is $\mathcal{X}$-PD if the restriction of $x \mapsto x^*Ax$ on $\mathcal{X} \setminus \{0\}$ is positive-definite (Yonglin, 1990, Definition 1). Also, the matrix $P_{\mathcal{R},\mathcal{N}}$ with the complementary subspaces $\mathcal{R},\mathcal{N} \subseteq \mathbb{C}^n$ denotes the oblique projector onto $\mathcal{R}$ along $\mathcal{N}$, that is, $\text{im}(P_{\mathcal{R},\mathcal{N}}) = \mathcal{R}$ and $\ker(P_{\mathcal{R},\mathcal{N}}) = \mathcal{N}$. In particular, $P_{\mathcal{R}}$ denotes the orthogonal projection matrix $P_{\mathcal{R},\mathcal{N}}|_{\mathcal{R}}$, which can be constructed by $P_{\mathcal{R}} = RR^\dagger$, where $\text{im}(R) = \mathcal{R}$. We note that $P_{\mathcal{N},\mathcal{R}} = I - P_{\mathcal{R},\mathcal{N}}$ is the complement projection to $P_{\mathcal{R},\mathcal{N}}$ where $I$ is the identity matrix. In particular, $P_{\mathcal{R}^\perp} = I - P_{\mathcal{R}}$. Also, $P_{\mathcal{R},\mathcal{N}} = P_{\mathcal{N},\mathcal{R}}^\perp$. In particular, $P_{\mathcal{R}}$ is Hermitian.

We briefly overview the generalized inverses of matrices that we use in the subsequent development, and we refer the reader to (Ben-Israel & Greville, 2003; Stanimirović, 2017; Wang et al., 2018) for further details. For a given rectangular matrix $A$, consider the following equations in $Z$ as

\begin{align}
(1) & \quad AZA = A, \quad (2) \quad ZAZ = Z, \quad (3) \quad (AZ)^* = AZ, \quad (4) \quad (ZA)^* = ZA,
\end{align}

which are attributed to Penrose (1955). The Moore-Penrose inverse of $A$ is defined by the unique solution $Z$ that satisfies the four conditions in (5). More generally, a non-unique solution $Z$ that satisfies only partial conditions $(i),(j),\ldots,(k)$ among the Penrose conditions $(1)-(4)$ in (5) is called the $(i,j,\ldots,k)$-inverse of $A$, and denoted by $A^{(i,j,\ldots,k)}$. Namely, the $(2)$-inverse, $A^{(2)}$, which satisfies the second condition of (5) is known as the outer inverse of $A$. The outer inverse has several applications in statistics (Hsuan et al., 1985; Getson & Hsuan, 1988) and is of particular interest to this manuscript. The outer inverse of a matrix $A$ is not unique; however, it can be uniquely determined by prescribing its image $R := \text{im}(A^{(2)})$ and kernel $N := \ker(A^{(2)})$ if and only if

\begin{align}
A \mathcal{R} \oplus N = \mathbb{C}^n,
\end{align}

(Ben-Israel & Greville, 2003, p. 72, Theorem 14); in such case the outer inverse is denoted by $A^{(2)}_{\mathcal{R},\mathcal{N}}$. The outer inverse unifies the representation of several known types of generalized inverses (Wei, 1998; Chen & Chen, 2000). For instance, since $\text{im}(A^\dagger) = \text{im}(A^\ast)$ and $\ker(A^\dagger) = \ker(A^\ast)$, $A^\dagger$ is a form of the outer inverse

\begin{align}
A^\dagger = A^{(2)}_{\text{im}(A^\ast),\ker(A^\ast)}.
\end{align}

Another type of generalized inverse was introduced by Bott & Duffin (1953), which is a constrained inverse defined by the restriction of a square matrix $A$ on a subspace $\mathcal{X}$ as

\begin{align}
A_{(\mathcal{X})}^{(-1)} := P_{\mathcal{X}}(P_{\mathcal{X}^\perp} + AP_{\mathcal{X}})^{-1},
\end{align}

providing that $P_{\mathcal{X}^\perp} + AP_{\mathcal{X}}$ is non-singular for (8) to exist (for the singular case, see generalization of (8) by Yonglin (1990)). The Bott-Duffin inverse is also a form of outer inverse by

\begin{align}
A_{(\mathcal{X})}^{(-1)} = A^{(2)}_{\mathcal{X},\mathcal{X}^\perp}.
\end{align}

In this paper, we often assume matrices are equal-principal (EP) (also known as range-Hermitian). We say a square matrix $A$ is EP if $\text{im}(A) = \text{im}(A^\ast)$, or equivalently, $\text{im}(A) \perp \ker(A)$. A necessary and sufficient condition for $A$ to be EP is that it commutes with its pseudo-inverse, i.e.,

\begin{align}
AA^\dagger = A^\dagger A.
\end{align}

EP matrices are an extension of normal matrices; a normal matrix commutes with its Hermitian conjugate and is unitarily similar to a diagonal matrix, whereas an EP matrix is unitarily similar to a core-nilpotent matrix. Thus, a normal matrix is EP. Furthermore, the index of an EP matrix is 1, where the index is defined by $\text{ind}(A) := \min\{k \mid \text{rank}(A^{k+1}) = \text{rank}(A^k)\}$. A comprehensive list of properties of EP matrices can be found in (Tian & Wang, 2011).

3 Main Results

Throughout this work, $\mathbf{M}$ refers to the matrix defined in (4), unless otherwise stated. Suppose $A \in \mathcal{M}_{n,m}(\mathbb{C})$, $X \in \mathcal{M}_{n,p}(\mathbb{C})$, and $Y \in \mathcal{M}_{m,q}(\mathbb{C})$. Let $\mathcal{X} := \text{im}(X)$ and $\mathcal{Y} := \text{im}(Y)$ denote the subspaces spanned by the
column spaces of $X$ and $Y$, respectively. Define $\hat{X} := \ker(M)$ and $\hat{Y} := \coker(M)$, and let $\check{X}$ and $\check{Y}$ denote matrices so that $\check{X} = \im(X)$ and $\check{Y} = \im(Y)$. Note that $\check{X}^\perp = \coin(M)$, $\check{Y}^\perp = \im(M)$, and $\dim(\check{X}^\perp) = \dim(\check{Y}^\perp)$.

In Section 3.1, we present a particular but common condition that allows expressing $\check{X}$ or $\check{Y}$ in terms of the known spaces $X$ and $Y$. We obtain the generalized inverse and pseudo-determinant identities for $M$ in Section 3.2 and Section 3.3, respectively. The proofs of Section 3 can be found in Appendix A.

### 3.1 Kernel and Cokernel of $M$

Here we show that either $\check{X}$ or $\check{Y}$ can be readily obtained from $X$ or $Y$, respectively if

\begin{align}
A^\dagger Y + X^\perp &= \mathbb{C}^n, \\
Y^\perp + A^\dagger X &= \mathbb{C}^m,
\end{align}

(10a) (10b)

where $A^\dagger$ indicates $(A^\dagger)^*$. The above conditions can also be expressed by other forms as follows.

**Lemma 1.** Define $F := Y^* A^\dagger X$. The following conditions are equivalent:

(a) $A^\dagger Y + X^\perp = \mathbb{C}^n$,  
(b) $(A^\dagger Y)^\perp \cap X = \{0\}$,  
(c) $\ker(F) = \ker(X)$.

Similarly, the following conditions are equivalent:

(d) $Y^\perp + A^\dagger X = \mathbb{C}^m$,  
(e) $Y \cap (A^\dagger X)^\perp = \{0\}$,  
(f) $\im(F) = \im(Y^*)$.

Furthermore, (a) to (f) are equivalent if and only if $\dim(X) = \dim(Y)$.

In practice, (10a) and (10b) can be verified by evaluating the conditions (c) and (f) in the above, respectively. A consequence of the above conditions is given below.

**Proposition 2.** The conditions (10a) and (10b) respectively imply

\begin{align}
M &= A^\dagger P_{(A^\dagger Y)^\perp, X^\perp}, \\
M &= P_{Y^\perp, X^\perp, A^\dagger} A^\dagger.
\end{align}

(11a) (11b)

The matrix $M$ given by the forms of (11a) and (11b) allows us to express its kernel and cokernel in terms of $X$, $Y$, and the kernel and cokernel of $A$, as follows.

**Theorem 3.** The conditions (10a) and (10b) respectively imply

\begin{align}
\check{X} &= X \oplus ((A^\dagger Y)^\perp \cap \coker(A)), \\
\check{Y} &= Y \oplus ((A^\dagger X)^\perp \cap \ker(A)).
\end{align}

(12a) (12b)

**Corollary 4.** If $A \in M_{n,n}(\mathbb{C})$ is non-singular and either of (10a) or (10b) holds, then $\check{X} = X$ and $\check{Y} = Y$, and we may set $\check{X} = X$ and $\check{Y} = Y$.

Corollary 4 justifies our notation for the kernel and cokernel of $M$ as $\check{X}$ and $\check{Y}$. Namely, whenever the hypothesis of Corollary 4 is satisfied, we can obtain the corresponding relations by omitting the hat symbol on matrices and subspaces from the subsequent expressions. We note our subsequent development does not necessitate the above hypotheses, however, such conditions are common. A practical application (see Section 4) that fulfills (10a) and (10b) is given below.

**Proposition 5.** Both (10a) and (10b) are satisfied if $X = Y$ and $A^\dagger$ is Hermitian and $X$-PD.

In general, we can state the followings about the kernel and cokernel of $M$.

**Proposition 6.** $M = A^\dagger$ if and only if $A^\dagger Y \perp X$, or equivalently $Y \perp A^\dagger X$.

**Proposition 7.** If $A^\dagger Y \not\perp X$, then $X \cap X \neq \{0\}$ and $Y \cap Y \neq \{0\}$.

The above statements imply that $M$ is always rank-deficient, i.e., $X, \check{Y} \neq \{0\}$, except if $A$ is full-rank and $A^\dagger Y \perp X$ (including when $X$ or $Y$ is null).
3.2 Generalized Inverse Identities

In the followings, we observe \( M \) is an outer inverse of \( A \) and obtain relations that can be readily implied by the properties of the outer inverse, such as the pseudo-inverse of \( M \).

**Proposition 8.** The matrix \( M \in \mathcal{M}_{m,n}(\mathbb{C}) \) in (4) is the outer inverse of \( A \in \mathcal{M}_{n,m}(\mathbb{C}) \) by

\[
M = A^{(2)}_{\hat{Y}^\bot, \hat{X}^\bot}.
\]  

Furthermore, \( \dim(\hat{Y}) + \text{rank}(A) \geq m \).

**Remark 1.** Since \( M \) is a \( \{2\} \)-inverse of \( A \), we can mutually infer from (5) that \( A \) is a \( \{1\} \)-inverse of \( M \). Furthermore, if \( \dim(\hat{Y}) + \text{rank}(A) = m \), then \( A \) and \( M \) are the \( \{1, 2\} \)-inverse of each other (Ben-Israel & Greville, 2003, p. 73, Corollary 10).

**Remark 2.** Recall that (6) is the necessary and sufficient condition to uniquely determine a \( \{2\} \)-inverse of a matrix with a prescribed kernel and image. Such condition for (13) becomes

\[
A\hat{Y}^\bot \oplus \hat{X}^\bot = \mathbb{C}^n,
\]  

or equivalently, \( \hat{Y} \oplus A^*\hat{X}^\bot = \mathbb{C}^m \) (Chen & Chen, 2000, Equation 1.12.b). Note \( \hat{X} \) and \( \hat{Y}^\bot \) here are not prescribed, rather, defined by \( M \), implying they should already satisfy (14).

**Corollary 9.** The Moore-Penrose inverse of \( M \) is

\[
M^\dagger = P_{\hat{X}^\bot}AP_{\hat{Y}^\bot},
\]  

where the orthogonal projection matrices \( P_{\hat{X}^\bot} \) and \( P_{\hat{Y}^\bot} \) are respectively given by

\[
P_{\hat{X}^\bot} := I - \hat{X}(\hat{X}^\ast \hat{X})^{\dagger} \hat{X}^\ast,
\]

\[
P_{\hat{Y}^\bot} := I - \hat{Y}(\hat{Y}^\ast \hat{Y})^{\dagger} \hat{Y}^\ast.
\]

Corollary 9 is closely related to the well-known formula of Fill & Fishkind (1999, Theorem 3) for the pseudo-inverse of the sum of two singular matrices, e.g., \( N \) in (1), when either of \( A \) or \( B \) therein is singular. However, Corollary 9 takes the opposite viewpoint and expresses the pseudo-inverse of \( M \) instead, when \( N \) in (1) is undefined.

The matrix \( M \), as a \( \{2\} \)-inverse, can be also expressed in other forms, such as by a full-rank representation using the bases of its image and coimage (see e.g., (Sheng & Chen, 2007), (Stanimirović et al., 2012) and (Wang et al., 2018, Section 5.1)). However, when \( A \) is square and \( \text{ind}(M) = 1 \), we can express \( M \) directly by its kernel and cokernel, i.e., matrices \( \hat{X} \) and \( \hat{Y}^\bot \), as follows.

**Lemma 10.** Suppose \( A \in \mathcal{M}_{n,n}(\mathbb{C}) \). It holds \( \hat{Y}^\bot \oplus \hat{X} = \mathbb{C}^n \) if and only if \( \text{ind}(M) = 1 \).

**Remark 3.** A practical example for \( \text{ind}(M) = 1 \) is when \( X = Y \) and \( A \) is Hermitian, as \( M \) also becomes Hermitian, which is known to have index one (Ben-Israel & Greville, 2003, p. 159).

If \( \hat{Y}^\bot \) and \( \hat{X} \) are complementary by Lemma 10, the projection matrix \( P_{\hat{Y}^\bot, \hat{X}^\bot} \) can be defined, which is required for the following statement.

**Theorem 11.** Suppose \( A \in \mathcal{M}_{n,n}(\mathbb{C}) \) and \( \text{ind}(M) = 1 \). Define

\[
N := P_{\hat{X}, \hat{Y}^\bot} + AP_{\hat{Y}^\bot, \hat{X}^\bot},
\]

Then, \( N \) is non-singular and

\[
M = P_{\hat{Y}^\bot, \hat{X}^\bot}N^{-1}.
\]

Also, \( P_{\hat{Y}^\bot, \hat{X}^\bot} \) can be expressed by

\[
P_{\hat{Y}^\bot, \hat{X}^\bot} = I - \hat{X}(\hat{Y}^\ast \hat{X})^{\dagger} \hat{Y}^\ast.
\]
\textbf{Remark 4.} When $\hat{\mathcal{X}} = \hat{\mathcal{Y}}$, we recognize from (8) and (9) that the identity (18) is the expression for the Bott-Duffin inverse as (see also Deng & Chen (2007))

$$M = A_{\hat{\mathcal{X}}^\perp, \hat{\mathcal{X}}} = A_{\hat{\mathcal{X}}^\perp, \hat{\mathcal{X}}}^{-1} = P_{\hat{\mathcal{X}}} (P_{\hat{\mathcal{X}}} + AP_{\hat{\mathcal{X}}}^{-1})^{-1}.$$  \hspace{1cm} (20)

$\triangle$

Observe $NP_{\hat{\mathcal{X}}} = P_{\hat{\mathcal{X}}}$ and $NP_{\hat{\mathcal{Y}}} = AP_{\hat{\mathcal{Y}}}$, so we can view $N$ by its restrictions on the complementary subspaces $\hat{\mathcal{X}}$ and $\hat{\mathcal{Y}}$ as

$$N|_{\hat{\mathcal{X}}} = I|_{\hat{\mathcal{X}}}, \quad \text{and} \quad N|_{\hat{\mathcal{Y}}} = A|_{\hat{\mathcal{Y}}}.$$ \hspace{1cm} (21a,b)

Furthermore, we can interpret the relation between $N$ and $M$ in Theorem 11 by using their compression (in the sense of Halmos (1982, p. 120)) on $\hat{\mathcal{X}}^\perp$, defined by $P_{\hat{\mathcal{X}}} N|_{\hat{\mathcal{X}}^\perp}$ and $P_{\hat{\mathcal{X}}} M|_{\hat{\mathcal{X}}^\perp}$, respectively. We show these two maps on $\hat{\mathcal{X}}^\perp$ are inverse of each other.

\textbf{Corollary 12.} Suppose $N$ and $M$ are as in Theorem 11. Let $U_{\hat{\mathcal{X}}^\perp}$ be a matrix with orthonormal columns forming a basis on $\hat{\mathcal{X}}^\perp$. Denote the compressions of $N$ and $M$ onto $\hat{\mathcal{X}}^\perp$ that are represented by their coordinates on the basis $U_{\hat{\mathcal{X}}^\perp}$ respectively by

$$N_{\hat{\mathcal{X}}^\perp} := U_{\hat{\mathcal{X}}^\perp}^* N U_{\hat{\mathcal{X}}^\perp}, \quad \text{and} \quad M_{\hat{\mathcal{X}}^\perp} := U_{\hat{\mathcal{X}}^\perp}^* M U_{\hat{\mathcal{X}}^\perp}.$$ \hspace{1cm} (22)

Then, $N_{\hat{\mathcal{X}}^\perp}$ and $M_{\hat{\mathcal{X}}^\perp}$ are non-singular and

$$M_{\hat{\mathcal{X}}^\perp} = (N_{\hat{\mathcal{X}}^\perp})^{-1}.$$ \hspace{1cm} (23)

Representing the inverse of $M$ on a subspace where it is non-singular, as in (23), is reminiscent of the Woodbury identity which finds the inverse of the non-singular form of the matrix $M$.

\section{3.3 Pseudo-Determinant Identities}

Our objective in this section is to find the pseudo-determinant of $M$, denoted by $\text{pdet}(M)$ or $|M|$. The pseudo-determinant of a square matrix is the product of its non-zero eigenvalues with the convention that the pseudo-determinant of a nilpotent matrix is 1. We refer the reader to (Knill, 2014) for the properties and representations of pseudo-determinants and to (Zhang, 2002; Sheng & Chen, 2007) for the determinantal representation of generalized inverses.

In this section, we require $A$, and hence $M$, to be square matrices for their pseudo-determinant to be defined. It implies from the rank-nullity theorem that

$$\dim(\hat{\mathcal{X}}) = \dim(\hat{\mathcal{Y}}).$$ \hspace{1cm} (24)

We also assume $A$ is EP, which grants us two properties. First, the core-nilpotent decomposition of $A$ becomes (see (Meyer, 2001, Equation 5.11.15) or (Bajo, 2021, Proposition 3))

$$A = U \begin{bmatrix} \tilde{A} & 0 \\ 0 & 0 \end{bmatrix} U^* = U_A \tilde{A} U_A^*,$$ \hspace{1cm} (25)

where $\tilde{A} \in M_{r,r}(\mathbb{C})$ is non-singular with $r := \text{rank}(A)$, and $U \in M_{n,n}(\mathbb{C})$ is unitary. Also, $A := \text{im}(A)$, and we set $U = [U_A, U_{\hat{A}}^\perp]$, where $U_A$ consists of the first $r$ columns of $U$ and $U_{\hat{A}}^\perp$ consists of the rest of the columns of $U$. We have $\text{im}(U_A) = A$ and $\text{im}(U_{\hat{A}}^\perp) = A^\perp$.

The second consequence of the EP property of $A$ is related to $\hat{\mathcal{Y}}$ as follows. Define

$$\hat{\mathcal{X}}_A = \hat{\mathcal{X}} \cap A, \quad \text{and} \quad \hat{\mathcal{Y}}_A = \hat{\mathcal{Y}} \cap A.$$ \hspace{1cm} (26)

\textbf{Lemma 13.} It holds that $\hat{\mathcal{X}}^\perp \subseteq A$, and

$$\hat{\mathcal{X}} = \hat{\mathcal{X}}_A \oplus A^\perp, \quad \text{and} \quad A = \hat{\mathcal{X}}_A \oplus \hat{\mathcal{X}}^\perp.$$ \hspace{1cm} (27a,b)
Furthermore, if \( A \) is EP, then \( \hat{Y}^\perp \subseteq A \), and
\[
\hat{Y} = \hat{Y}_A \oplus A^\perp, \quad \text{and} \quad A = \hat{Y}_A \oplus \hat{Y}^\perp. \tag{28a,b}
\]
The above also imply \( A^\perp \subseteq \hat{X} \cap \hat{Y} \) and \( \dim(\hat{X}_A) = \dim(\hat{Y}_A) \).

By the above properties and Corollary 9, we can obtain the pseudo-determinant of \( M \) as follows.

**Proposition 14.** Suppose \( A \) is EP and \( \text{ind}(M) = 1 \). Let \( U_{\hat{X}_A}, U_{\hat{Y}_A}, U_{\hat{X}^\perp}, U_{\hat{Y}^\perp} \) and \( U_{A^\perp} \) be matrices with orthonormal columns as bases for \( \hat{X}_A, \hat{Y}_A, \hat{X}^\perp, \hat{Y}^\perp \), and \( A^\perp \), respectively. Then,
\[
|M| = \frac{|U_{\hat{X}^\perp} U_{\hat{Y}^\perp}|}{|U_{\hat{X}_A} A U_{\hat{Y}_A}|} = \frac{|U_{\hat{Y}_A} A U_{\hat{X}_A}|}{|A| |U_{\hat{Y}_A} A U_{\hat{X}_A}|}, \tag{29}
\]
and the matrices in the above determinants, \( | \cdot | \), are non-singular.

**Theorem 15.** Suppose \( A \in \mathcal{M}_{n,n}(\mathbb{C}) \) is EP, \( \text{ind}(M) = 1 \), \( \hat{X} \) and \( \hat{Y} \) have the same number of columns, and
\[
\ker(P_A \hat{X}) \cap \coim(P_A \hat{Y}) = \{0\}, \tag{30}
\]
where \( P_A = AA^\dagger \) is an orthogonal projection matrix onto \( A \). Then,
\[
|M| = \frac{\hat{Y}^* P_A \hat{X}^\dagger}{|A| |\hat{Y}^* A^\dagger \hat{X}^\dagger|}. \tag{31}
\]

**Remark 5.** If \( \hat{X} = \hat{Y} \), then (30) is trivially satisfied. In general, it is always possible to choose \( \hat{X} \) and \( \hat{Y} \) to satisfy (30); take for instance \( \hat{X} = [U_{\hat{X}_A}, U_{A^\perp}] \) and \( \hat{Y} = [U_{\hat{Y}_A}, U_{A^\perp}] \).

We can also relate the (pseudo-)determinant of \( M \) and \( N \) based on Corollary 12.

**Proposition 16.** Suppose \( A \in \mathcal{M}_{n,n}(\mathbb{C}) \) and \( \text{ind}(M) = 1 \). Then,
\[
|M| = |M_{\hat{X}^\perp}| = |N_{\hat{X}^\perp}|^{-1} = |N|^{-1}. \tag{32}
\]

By combining Theorem 15 and Proposition 16, we can eliminate \( |M| \) and obtain a generic determinant identity for \( A, N, \hat{X}, \) and \( \hat{Y} \) as given next. To completely remove \( M \) from such identity, we replace \( \hat{X} \) and \( \hat{Y} \) (which are defined by \( M \)) with arbitrary matrices \( X \) and \( Y \) as long as they satisfy the conditions that \( \hat{X} \) and \( \hat{Y} \) hold. Also, we set \( P := P_{\hat{Y}^\perp \hat{X}} \) to simplify notations.

**Corollary 17.** Suppose \( A \in \mathcal{M}_{n,n}(\mathbb{C}), X, Y \in \mathcal{M}_{n,p}(\mathbb{C}) \), and recall \( X = \text{im}(X), \ Y = \text{im}(Y), \) and
\[
P := I - X(Y^*X)^\dagger Y^*, \tag{33}
\]
\[
N := I - P + AP. \tag{34}
\]
If \( A \) is EP and
\[
\begin{align*}
\mathcal{X} \oplus A \mathcal{Y}^\perp &= \mathbb{C}^n, \tag{35a}
\mathcal{X} \oplus \mathcal{Y}^\perp &= \mathbb{C}^n, \tag{35b}
A^\perp \subseteq \mathcal{X} \cap \mathcal{Y}, \tag{35c}
\ker(P_A X) \cap \coim(P_A Y) &= \{0\}, \tag{35d}
\end{align*}
\]
Then, \( N \) is non-singular and
\[
|A| |Y^* A X| = |Y^* A A X| |N|. \tag{36}
\]

Note that the conditions (35a), (35b), (35c), and (35d) imposed on \( X \) and \( Y \) are respectively the restatements of (14), Lemma 10, Lemma 13, and (30) that \( \hat{X} \) and \( \hat{Y} \) satisfy. The conditions of Corollary 17 can be met, for instance, by the hypotheses of Corollary 4 and Proposition 5. Namely, a Hermitian \( A \) is EP; if \( X = Y \), then (35b) and (35d) are satisfied; if \( \mathcal{X} = \mathcal{Y} \) and \( A^\dagger \) is \( \mathcal{X} \)-PD, we can show (35a) holds; and, if \( A \) is non-singular, then (35c) is satisfied. We meet these conditions in Section 4. Also, in Section 5, we compare the numerical complexity of computing (29) and both sides of (36).
4 Applications to Gaussian Process Regression

We present two applications of the presented identities to the Gaussian process regression, a Bayesian, non-parametric method in supervised learning that provides probabilistic predictions. A brief overview of Gaussian process regression formulations is provided in Appendix B. Section 4.1 presents the utilization of the derived identities to express the likelihood function of a form of Gaussian process as a normal distribution. Section 4.2 derives a power series that is beneficial in the asymptotic analysis of Gaussian process regression.

4.1 A Representation for the Likelihood Function

Let the array of data $y \in \mathbb{R}^n$ be a realization of the stochastic function $f : D \rightarrow \mathbb{R}$ at $n$ points with the mean $\mu \in \mathbb{R}^n$ and covariance $\Sigma \in \mathcal{M}_{n,n}(\mathbb{R})$, which is a symmetric positive-definite (SPD) matrix. We assume $\Sigma$ depends on the hyperparameters $\theta$. The mean $\mu$ is often modeled by the linear combination of $p$ basis functions given by the columns of the full rank design matrix $X \in \mathcal{M}_{n,p}(\mathbb{R})$. More details on these variables can be found in Appendix B. A Gaussian process prior on $f$ with the above mean and covariance leads to the (marginal) likelihood of the data $y$, given $\theta$, as (see (Rasmussen & Williams, 2006, Equation 2.45))

$$p(y|\theta) = \frac{1}{\sqrt{(2\pi)^{n-m}|\Sigma|^{-1/2}}} |X^{*}\Sigma^{-1}X|^{-1/2} \exp\left(-\frac{1}{2} \|y\|_M^2\right),$$

(37)

where, $\|y\|_M := y^* M y$ and

$$M := \Sigma^{-1} - \Sigma^{-1} X \left(X^* \Sigma^{-1} X\right)^{-1} X^* \Sigma^{-1},$$

(38)

which is the symmetric form of (4) by setting $Y = X$ therein and using $\Sigma$ instead of $A$. We realize from Corollary 4 and Proposition 5 that $\ker(M) = \ker(A)$ and Note that (37) is not a density function on $\mathbb{R}^n$ as it does not have a finite measure since $p|_X$ is constant. We herein only consider $y \in \mathcal{X}^\perp$.

Equation (37) represents the limit case of the more general form of the likelihood function of the Gaussian process given in (B.2), where the matrix $B^{-1}$ therein vanishes. However, the transition from (B.2) to (37) is not straightforward as $B^{-1} \rightarrow 0$. Specifically, (37) cannot be derived from (B.2) by the naive substitution of $B^{-1} = 0$; but rather is derived through projecting $y$ on $\mathcal{X}^\perp$ (as detailed in Rasmussen & Williams (2006, Section 2.7.1) and references therein).

In contrast to (B.2), which can be expressed as the normal distribution (B.5) through the application of the Woodbury identity and determinant lemma, the likelihood function (37) is not immediately recognized as a normal distribution. Nevertheless, by leveraging the presented identities, we can demonstrate that (37) is indeed a normal distribution on $\mathcal{X}^\perp$. This is achieved through a combination of Remark 3, Theorem 15, and Remark 5. Namely, we have

$$|\Sigma| |X^{*}\Sigma^{-1}X| = |X^{*}X||M|^{-1}.$$  

Thus, (37) can be represented by

$$p(y|\theta) \propto \frac{1}{\sqrt{(2\pi)^{n-m}}}|M|^{1/2} \exp\left(-\frac{1}{2} \|y\|_M^2\right),$$

(39)

where the constant of proportionality is $|X^{*}X|^{-1/2}$. We represent the restriction of (39) on $\mathcal{X}^\perp$ as follows. Define the compression of $\Sigma$ and $M$ on $\mathcal{X}^\perp$ by $\Sigma_{\mathcal{X}^\perp} := U_{\mathcal{X}^\perp}^* \Sigma U_{\mathcal{X}^\perp}$ and $M_{\mathcal{X}^\perp} := U_{\mathcal{X}^\perp}^* M U_{\mathcal{X}^\perp}$, respectively, where $U_{\mathcal{X}^\perp}$ is defined in Corollary 12. Also, define $N$ using $\Sigma$ and $\mathcal{X}$ (instead of $A$ and $\mathcal{Y}$) in (17). Recall from Corollary 12 that $N_{\mathcal{X}^\perp} = U_{\mathcal{X}^\perp}^* N U_{\mathcal{X}^\perp}$. From (21b), we can show $\Sigma_{\mathcal{X}^\perp} = N_{\mathcal{X}^\perp}$, and (23) yields $M_{\mathcal{X}^\perp} = (\Sigma_{\mathcal{X}^\perp})^{-1}$, and from Proposition 16, we obtain

$$|M|_{\mathcal{X}^\perp} = |\Sigma_{\mathcal{X}^\perp}|^{-1}.$$  

(40)

Let $y_{\mathcal{X}^\perp} := U_{\mathcal{X}^\perp}^* y$, which is the projection of $y$ onto $\mathcal{X}^\perp$ represented by its coordinates on the basis of the columns of $U_{\mathcal{X}^\perp}$. Using $P_{\mathcal{X}^\perp} = I - P_{\mathcal{X}}$, we can show $M = P_{\mathcal{X}^\perp} M P_{\mathcal{X}^\perp}$, and by setting $P_{\mathcal{X}^\perp} = U_{\mathcal{X}^\perp} U_{\mathcal{X}^\perp}^*$ we can obtain

$$\|y\|_M = \|y_{\mathcal{X}^\perp}\| (\Sigma_{\mathcal{X}^\perp})^{-1}.$$  

(41)
Based on \((40)\) and \((41)\), we realize \((39)\) is the \((n - m)\)-dimensional normal distribution on \(X^{\perp}\), i.e.,
\[
y_{X^{\perp}}|\theta \sim \mathcal{N}(0, \Sigma^{\perp}_{X^{\perp}}).
\]
Moreover, \(M_{X^{\perp}}\) is the precision matrix of the above distribution. Motivated by this, we may regard \(M\) as the precision matrix for \((39)\) if we extend the definition of the precision matrix as follows.

**Definition 1.** We define the precision matrix as the Bott-Duffin inverse of the covariance matrix, since by Remark 4, we have
\[
M = \Sigma^{(-1)}_{(X^{\perp})}.
\]
Also, we denote the likelihood function \((39)\) (i.e., a normal distribution on \(X^{\perp}\), but constant along \(X\)) by
\[
y|\theta \sim \mathcal{N}^{-1}_{X^{\perp}}(0, M),
\]
where \(\mathcal{N}^{-1}\) represents the canonical (or information) parametrization of the normal distribution\(^1\) with the potential vector \(0\) and the precision matrix \(M\). Note that if \(X^{\perp} = \mathbb{R}^n\), then \((42)\) reduces to the conventional definition of the precision matrix of the normal distribution in \(\mathbb{R}^n\).

The extended definition of precision matrix preserves the key characteristics of the conventional definition. For instance, it is well established that the zero entries in the precision matrix indicate the conditional independence between variables (Rue & Held, 2005, p. 21, Theorem 2.2). Specifically, when \(M_{ij} = 0\), it implies that \(y_i\) and \(y_j\) are independent given all other \(y_k\), \(k \neq i, j\). This is particularly useful in Gaussian graphical models. We show that this property also holds for Definition 1.

**Proposition 18 (Conditional Independence).** Suppose \(M\) is the precision matrix for \((39)\) in the sense of Definition 1. If \(M_{ij} = 0\), then \(y_i \perp y_j \mid y_{\backslash \{i,j\}}\), meaning that \(y_i\) and \(y_j\) are conditionally independent given \(\{y_k \mid k = 1, \ldots, n; k \neq i, j\}\).

**Proof.** If \(M_{ij} = 0\), we can write \(|y|_M^2 = y_i^2 M_{ii} + a y_i + b y_j + c\) where \(a\), \(b\), and \(c\) are constants involving \(y_{\backslash \{i,j\}}\). Thus, from \((39)\) we have \(p(y_i, y_j \mid y_{\backslash \{i,j\}}, \theta) = p(y_i \mid y_{\backslash \{i,j\}, \theta}) p(y_j \mid y_{\backslash \{i,j\}, \theta})\), implying that \(y_i\) and \(y_j\) are independent, given \(y_{\backslash \{i,j\}}\). \(\square\)

The precision matrix also has the desirable property of allowing for the easy calculation of the conditional precision of a normal distribution. This is achieved by using the diagonal blocks of the precision matrix (Rue & Held, 2005, p. 26, Theorem 2.5). Namely, if we partition the data by \(y = [y_1, y_2]^\top\) with the corresponding division of the precision matrix as \(M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}\), then the resulting conditional precision for \(y_1|y_2\) is simply \(M_{12} = M_{11}\). We generalize this property as follows. First, note that the partitions \(y_1\) and \(y_2\) can be regarded as the components of orthogonal projections of \(y\) on two sets of coordinate axes. We generalize this in Proposition 19 by allowing \(y\) to be projected on two complementary subspaces. As a special case of Proposition 19, in Corollary 20, we present both the conditional and marginal precisions of the partitioned data \(y = [y_1, y_2]^\top\) which applies to Definition 1 of the precision matrix.

**Proposition 19.** Suppose \(M\) is the precision matrix for \((39)\) in the sense of Definition 1. Let \(Y_1, Y_2 \in \mathbb{R}^n\) be complementary subspace where \(Y_1 \cap X = \emptyset\) and we recall \(X = \text{ker}(M)\). Define
\[
M_{Y_1} := P_{Y_1} M_{Y_1} P_{Y_1}^\top, \quad M_{Y_1 Y_2} := P_{Y_1} M_{Y_2} P_{Y_2}^\top, \quad M_{Y_2} := P_{Y_2} M_{Y_2} P_{Y_2}^\top.
\]
Also, define the projections \(y_{Y_1} := P_{Y_1} y_{Y_2} y\) and \(y_{Y_2} := P_{Y_2} y_{Y_2} y\). Then, \(|y|_M^2\) can be decomposed by
\[
|y|_M^2 = |y_{Y_1}|_M^2 + |y_{Y_2}|_M^2,
\]
where \(\mu_{Y_1|Y_2} = M^\dagger_{Y_1} \eta_{Y_1|Y_2}\) and
\[
\eta_{Y_1|Y_2} := -M_{Y_1 Y_2} y_{Y_2}, \quad M_{Y_2} := M_{Y_2} - M_{Y_1 Y_2} M^\dagger_{Y_1} M_{Y_1 Y_2}.
\]

\(^1\)The canonical parametrization of the normal distribution \(\mathcal{N}(\mu, \Sigma)\) is denoted by \(\mathcal{N}^{-1}(\eta, M)\) where \(M = \Sigma^{-1}\) is the precision matrix and \(\eta := M \mu\) is the potential vector (see e.g., (Rue & Held, 2005, Definition 2.2)).
Proof. Since $P_{Y_1,Y_2}$ and $P_{Y_2,Y_1}$ are complementary projections, we have $y = y_{Y_1} + y_{Y_2}$. By using this and the trivial identities $P_{Y_i,Y_j} = P_{Y_j,Y_i}$ and $P_{Y_1,Y_i} = P_{Y_2}P_{Y_2,Y_i}$, and applying the second equation of (5) for the pseudo-inverse of $M_{Y_i}$, we can write
\[

\|y\|^2_M = y^\prime_{Y_i}M_{Y_i}y_{Y_i} + 2y^\prime_{Y_i}M_{Y_i}y_{Y_2} + y^\prime_{Y_2}M_{Y_2}y_{Y_2} = \|y_{Y_1} - \mu_{1|2}\|_{M_{Y_1}}^2 + 2y^\prime_{Y_1}S_{Y_2} + \|y_{Y_2}\|_{M_{Y_2}}^2,
\]
where $S := M_{Y_1}y_{Y_2} - M_{Y_1}M_{Y_2}^\dag M_{Y_2}$. We now show $S = 0$ as follows. Note that $M_{Y_1}M_{Y_2}^\dag = P_{\text{im}(M_{Y_2})}$ and \(\text{im}(M_{Y_2}) = Y_1\) since $Y_1 \cap X = \emptyset$ by the hypothesis. On the other hand, \(\text{im}(M_{Y_1,Y_2}) \subset Y_1\), therefore, $(M_{Y_1}, M_{Y_2}^\dag)M_{Y_1,Y_2} = M_{Y_1,Y_2}$. Thus, $S$ vanishes and (47) concludes (45).

Corollary 20 (Conditional and Marginal Precisions). Suppose $M$ is the precision matrix for (39) in the sense of Definition 1. Consider the partition of the data $y = [y_1, y_2]^\prime \in \mathbb{R}^n$ where $y_i \in \mathbb{R}^{n_i}$, $i = 1, 2$, and $n_1 + n_2 = n$. Let the corresponding partition of the precision matrix be $M = \begin{bmatrix} M_{11} & M_{12} \\ M_{12}^\prime & M_{22} \end{bmatrix}$. Also define $Y_i := \text{span}(e_1, \ldots, e_{n_i})$ where $e_i$ is the unit vector along the $i$-th axis. If $Y_1 \cap X = \emptyset$, then, the distribution of $y_{Y_1}$ given $y_{Y_2}$ is
\[
y_{Y_1|Y_2, \theta} \sim \mathcal{N}^{-1}(\eta_{1|2}, M_{1|2}),
\]
which is the canonical (or information) parametrization of the normal distribution with the potential vector and precision matrix respectively given by
\[
\eta_{1|2} = -M_{12}y_2, \\
M_{1|2} = M_{11}.
\]
Furthermore, the marginal distribution of $y_{Y_2}$ is
\[
y_{2|\theta} \sim \mathcal{N}^{-1}(0, M_{22}'),
\]
where $M_{22}' := M_{22} - M_{12}^\prime M_{11}^{-1} M_{12}$ is the marginal precision.

Proof. Let $Y_i := Y_i'$. The projected vectors $y_{Y_1}$ and $y_{Y_2}$ in Proposition 19 become $y_{Y_1} = [y_1, 0]^\prime$ and $y_{Y_2} = [0, y_2]^\prime$. Also, the matrices in (44) become
\[
M_{Y_1} = \begin{bmatrix} M_{11} & 0 \\ 0 & 0 \end{bmatrix}, \quad M_{Y_1,Y_2} = \begin{bmatrix} 0 & M_{12} \\ 0 & 0 \end{bmatrix}, \quad M_{Y_2} = \begin{bmatrix} 0 & 0 \\ 0 & M_{22} \end{bmatrix}.
\]
By using the above vectors and matrices in Proposition 19, the relation (45) becomes
\[
\|y\|^2_M = \|y_{1} - \mu_{1|2}\|^2_{M_{11}} + \|y_{2}\|^2_{M_{22}'},
\]
where $\mu_{1|2} := -M_{11}^{-1} M_{12} y_2$. By assuming $y_2$ is given in (51), the relation (39) becomes
\[
p(y_{1|Y_2, \theta}) \propto \exp\left(-\frac{1}{2} \|y_{1} - \mu_{1|2}\|^2_{M_{11}}\right),
\]
which is a normal distribution with the potential vector $\eta_{1|2} := M_{11}^{-1} \mu_{1|2} = -M_{12} y_2$ and the precision matrix $M_{11}$ and concludes (49). Also, by using (51) in (39) and marginalizing with respect to $y_1$, we get
\[
p(y_{2|\theta}) \propto \exp\left(-\frac{1}{2} \|y_{2}\|^2_{M_{22}'}\right),
\]
which concludes (50).

Remark 6 (Conditional-Marginal Decomposition). The relation (51) is the decomposition of the Mahalanobis distance $\|y\|^2_M$ into the conditional part (the quadratic term involving $y_{1}$) and the marginal part (the quadratic term involving $y_{2}$). Proposition 19 extends this decomposition by allowing $y$ to be projected onto subspaces $Y_1$ and $Y_2$ with $M_{Y_1}$ and $M_{Y_2}$ representing the compressions of $M$ on $Y_1$ and $Y_2$, respectively. Corollary 20 is as a specific instance of Proposition 19 where $Y_1 := \text{span}(e_1, \ldots, e_{n_1})$ and $Y_2 := \text{span}(e_{n_1+1}, \ldots, e_{n})$. △
4.2 Asymptotic Analysis of Gaussian Process

We present another application of Theorem 11 that provides an asymptotic analysis for the Gaussian process regression with a linear mixed model. Consider the covariance matrix

$$\Sigma(\sigma, \varsigma) = \sigma^2 K + \varsigma^2 I, \quad (53)$$

where the matrix $K \neq I$ is SPD, and the hyperparameters $\sigma^2$ and $\varsigma^2$ are the variances of regression misfit and input noise, respectively.

**Proposition 21.** The precision matrix in (38) for the likelihood function (37) with the covariance matrix (53) can be represented by the series

$$M(t, \varsigma) = \varsigma^{-2} P \sum_{i=0}^{\infty} (-tKP)^i, \quad (54)$$

where $t := \sigma^2/\varsigma^2$, and $P = I - X(X^*X)^{-1}X^*$. The above series is convergent if $t < \lambda_n^{-1}$, where $\lambda_n$ is the largest eigenvalue of $K$.

**Proof.** For simplicity, we write (53) as $\Sigma(\sigma, \varsigma) = \varsigma^2 \Sigma_t$ where $\Sigma_t := (I + tK)$. We express (38) by

$$\varsigma^2 M(t, \varsigma) = \Sigma_t^{-1} - \Sigma_t^{-1} X (X^* \Sigma_t^{-1} X)^{-1} X^* \Sigma_t^{-1}. \quad (55)$$

By defining $N = I - P + \Sigma_t P$ and using Theorem 11, we can express $\varsigma^2 M(t, \varsigma)$ in (55) by

$$\varsigma^2 M(t, \varsigma) = P (I + tKP)^{-1}. \quad (56)$$

The Neumann series of $(I + tKP)^{-1}$ (see e.g., (Dautray & Lions, 2000, p. 320, Lemma 1)) enables the representation of (56) as per (54). Convergence of the Neumann series is guaranteed under the condition that $\|tKP\| < 1$. The norm inequality $\|KP\| \leq \|K\| \|P\|$ and the property that the norm of a projection matrix is equal to 1, i.e., $\|P\| = 1$, allow us to impose the stronger condition $t\|K\| < 1$. By utilizing the 2-norm of the symmetric positive definite (SPD) matrix $K$, given as $\|K\| = \lambda_n$, the proof is complete. \(\square\)

When $t$ is small, i.e., $t\lambda_n \ll 1$, it is often useful to represent $M(t, \varsigma)$ through a truncation of series (54). This leads to an asymptotic analysis of the likelihood function, as shown by Ameli & Shadden (2022c). Their study demonstrates that this truncated series approach is an efficient approximation method to train the Gaussian process regression.

5 Numerical Analysis

We provide a numerical analysis of the determinant relations given in Section 3.3 assuming $A$ is non-singular, $X = Y$ where $X$ is full rank, and variables are defined on the real domain. We evaluate

$$\logdet(A, X) := \logdet(A) + \logdet(X^* A^{-1} X) = \logdet(X^* X) + \logdet(N) = \logdet(X^* X) + \logdet(U_{U_{A^+}} A_{U_{A^+}}), \quad (LD1)$$

where $\logdet(A) := \log |\det(A)|$, and recall that $N$ is given in (34), and $U_{A^+}$ is defined in Corollary 12. The second equality in the above is obtained from (36) and the third equality in the above can be realized by (29) and (31). We have seen the application of (LD1) in Section 4.1 as $\logdet(\Sigma, X)$ appears in the logarithm of the likelihood function (37). The latter term is the most computationally expensive part of evaluating the aforementioned log-likelihood function (see e.g., Ameli & Shadden (2022c)). The relations (LD2) and (LD3) provide alternative computational methods for this function.

The goal of our numerical analysis is to compare (LD1), (LD2), and (LD3). Computing with either of these relations have advantages and disadvantages. For instance, (LD1) requires solving an $n \times n$ linear
Algorithm 1: Computing $\logdet(A, X)$ using (LD1)

**Input**: $A \in \mathbb{R}^{n \times n}$ non-singular matrix, $X \in \mathbb{R}^{n \times p}$ full column-rank matrix  

**Output**: $\logdet(A, X)$

**Procedure** $\logdet(A, X)$

1.10 $L, U, P \leftarrow lu(A)$ \> LU decomposition  
\> $P_A A = L A U$  
\> $O(\frac{2}{3} n^3)$

Algorithm 2: Computing $\logdet(A, X)$ using (LD2)

**Input**: $A \in \mathbb{R}^{n \times n}$ non-singular matrix, $X \in \mathbb{R}^{n \times p}$ full column-rank matrix  

**Output**: $\logdet(A, X)$

**Procedure** $\logdet(A, X)$

2.2 $C \leftarrow A - I$  
\> matrix multiplications  
\> $O(2n^2 p)$

system (for inverting $A$), whereas (LD2) require solving a smaller $p \times p$ linear system (for inverting $X^* X$), assuming $p < n$. Furthermore, (LD2) and (LD3) can take advantage of an orthonormal matrix $X$ to simplify $X^* X$ with the identity matrix. Also, (LD1) and (LD3) can take advantage of an SPD matrix $A$ to exploit Cholesky decomposition to either solve a linear system for $A$ in (LD1), or to compute logdet of $A$ and $X^* A U_{X^*}^{-1}$. Whereas in (LD2), $N$ is not necessarily SPD, so we can only employ LU decomposition to compute $\logdet(N)$, which costs twice as much as the Cholesky decomposition (Golub & Van Loan, 1996, Theorem 3.2.1).

An efficient implementation of computing (LD1), (LD2), and (LD3) are respectively given in Algorithm 1, Algorithm 2, and Algorithm 3. A few remarks on the algorithms are as follows.

The function $lu$, such as in Line 1.10, represents the LU decomposition where the matrices $L_A$ and $U_A$ therein are lower and upper triangular, respectively. The diagonals of $L_A$ are normalized to 1 such as by the Doolittle algorithm. The LU decomposition is performed with partial pivoting where $P_A$ is the corresponding permutation matrix, which can be efficiently stored by a one-dimensional array of the indices of row permutations. Also, instead of the matrix multiplication $P_A A$ in Line 1.10, we permute the pointer...
Algorithm 3: Computing \( \text{logdet}(A, X) \) using (LD3)

\[
\text{Input}: A - n \times n \text{ non-singular matrix, } X - n \times p \text{ full column-rank matrix} \\
\text{Output}: \text{logdet}(A, X)
\]

\[
\begin{array}{rcl}
\text{Procedure } \text{logdet}(A, X) & \\
\text{if } X \text{ is orthonormal then } X' \leftarrow X & \\
\text{else} & \\
3.4 & \begin{array}{rcl}
X' & \leftarrow & \text{gs}(X) \quad \triangleright \text{Gram-Schmidt orthonormalization} \\
U_{X'} & \leftarrow & \text{rand}(n,n-p) \quad \triangleright \text{Initialize a random matrix in } \mathcal{M}_{n,n-p}(\mathbb{R}) \\
U_{X'\perp} & \leftarrow & \text{gs}(U_{X'}, X') \quad \triangleright \text{Orthonormalize } U_{X'} \text{ against } X' \\
Y & \leftarrow & AU_{X'\perp} \quad \triangleright \text{Matrix multiplication} \\
Z & \leftarrow & U_{X'\perp}Y \quad \triangleright \gamma = 1 \text{ if } A \text{ is not SPD.} \\
\end{array} & O(2np^2) \quad \triangleright O(2p^3) \\
3.6 & \begin{array}{rcl}
Y & \leftarrow & \text{gs}(U_{X'\perp}, X') \quad \triangleright \text{Orthonormalize } U_{X'\perp} \text{ against } X' \\
\end{array} & O(2\gamma n(n^2 - p^2)) \\
\end{array}
\]

\[
\begin{array}{rcl}
\text{if } A \text{ is SPD then} & \\
L_ZL_Z & \leftarrow & Z \quad \triangleright \text{Cholesky decomposition} \\
\alpha & \leftarrow & 2\log\text{det}(L_Z) \\
\end{array} & O\left(\frac{3}{4}(n - p)^3\right) \\
\text{else} & \\
L_Z, U_Z, P_Z & \leftarrow & \text{lu}(Z) \quad \triangleright \text{LU decomposition } P_ZZ = L_ZU_Z \\
\alpha & \leftarrow & \log\text{det}(U_Z) \\
\end{array} & O\left(\frac{3}{4}(n - p)^3\right) \\
\text{if } X \text{ is orthonormal then} & \text{return } \alpha & \\
\text{else} & \\
\end{array}
\]

\[
\begin{array}{rcl}
V & \leftarrow & X'X \quad \triangleright \text{Gramian matrix multiplication} \\
L_VL_V & \leftarrow & V \quad \triangleright \text{Cholesky decomposition} \\
\end{array} & O(\gamma np^2) \quad \triangleright O(\frac{3}{4}p^3) \\
\text{return } 2\log\text{det}(L_V) + \alpha &
\end{array}
\]

of the rows of \( A \) by \( O(n) \) operations.

The \text{logdet} function with only one argument (such as in Line 1.7) performs on the triangular matrices of Cholesky and LU decompositions by \( \text{logdet}(L) \leftarrow \sum_i \log |L_{ii}| \) where \( L_{ii} \) are the diagonals of \( L \). To determine the sign of the determinant, the number of negative diagonals and the parity of the permutation matrix (in the case of LU decomposition) should be considered.

Note that computing \( N \) by direct substitution of \( P \) in \( N = I - P + AP \) from (34) is inefficient since the matrix product \( AP \) takes \( O(n^3) \) operations. An efficient computation of \( N \) is given from Line 2.2 to Line 2.10 of Algorithm 2, which minimizes the computational cost of matrix multiplication.

The function \text{gs} in Line 3.4 of Algorithm 3 represents the Gram-Schmidt orthonormalization of \( X \). Also, Line 3.6 is the orthonormalization of the randomly generated matrix \( U_{X'\perp} \) against \( X' \). The complexity of the latter step is obtained by subtracting the complexities of orthonormalizing the \( n \times n \) matrix \([X, U_{X'\perp}]\) and the \( n \times p \) matrix \( X \) (Trefethen & Bau, 1997, p. 60).

The computational complexity of each task is given in the last column of algorithms, which is the leading order of the counts of the multiply-accumulate (MAC) operation consisting of one addition and one multiplication. Note the Gramian matrix multiplications (such as in Line 1.5) may be carried out with half of the full matrix multiplication operation, i.e., \( \gamma = \frac{1}{2} \). Efficient implementation of Gramian matrix product is available, for instance, by \text{?syrk} routines in LAPACK, BLAS, cuBLAS (CUDA), and cUBLAS (OpenCL) libraries. However, in most higher-level numerical packages, Gramian matrix multiplication is not readily available. In such a case, we can adjust the corresponding computational complexity by setting \( \gamma = 1 \). Also, the Boolean variable \( \delta \) in Line 3.6 is set to 0 if \( U_{X'\perp} \) is already pre-computed, otherwise it is set to 1.

Table 1 summarizes the computational complexities of the three algorithms per \( n^3 \) operations as a function of \( \rho := p/n \). Note that the computational complexity of (LD1) is independent of whether \( X \) is orthonormal. Also, the cost of computing (LD2) is independent of whether \( A \) is SPD.

Figure 1 demonstrates the computational complexities of Table 1. In general, (LD3) is the fastest among the relations when \( X \) is orthonormal and \( p/n \) is large. Also, when \( A \) is SPD, (LD1) is faster than other relations if \( p/n \) is not large. However, in certain conditions, such as when \( A \) is not SPD and \( X \) is orthonormal, (LD2) can be preferred. We investigate this point through a numerical experiment below.
Table 1: Comparison of complexities of computing $\log\det(A, X)$ using (LD1), (LD2), and (LD3)

| Function | Complexity per $n^3$ |
|----------|---------------------|
| (LD1)    | $\begin{cases} \frac{1}{3} + \frac{1}{2} \rho + \gamma \rho^2 + \frac{1}{7} \rho^3, & \text{if } A \text{ is SPD} \\ \frac{2}{3} + \rho + \rho^2 + \frac{2}{7} \rho^3, & \text{otherwise} \end{cases}$ |
| (LD2)    | $\gamma + 2p + \begin{cases} 0, & \text{if } X \text{ is orthonormal} \\ (\gamma + \frac{1}{2}) \rho^2 + \frac{1}{6} \rho^3, & \text{otherwise} \end{cases}$ |
| (LD3)    | $1 - \rho + \begin{cases} \gamma (1 - \rho)^2 + \frac{1}{3} (1 - \rho)^3, & \text{if } A \text{ is SPD} \\ (1 - \rho)^2 + \frac{2}{3} (1 - \rho)^3, & \text{otherwise} \end{cases}$ + $\begin{cases} 2\delta (1 - \rho^2), & \text{if } X \text{ is orthonormal} \\ 2 + \gamma \rho^2 + \frac{1}{3} \rho^3, & \text{otherwise} \end{cases}$ |

Figure 1: Complexity per $n^3$ of computing $\log\det(A, X)$ using (LD1), (LD2), and (LD3). The solid and dashed lines correspond to $\gamma = \frac{1}{2}$ and $\gamma = 1$, respectively, where $\delta = 1$ in both cases. The case of $\delta = 0$ (for either of $\gamma = \frac{1}{2}$ or $\gamma = 1$) is shown by the dotted curves. The fifth and sixth columns of the plot legend respectively indicate whether $A$ is SPD and $X$ is orthonormal.

We use an SPD matrix $A$ of the size $n = 2^9$ obtained from the covariance of an electrocardiogram signal which is further described in Appendix C. We note, however, that the results of our numerical experiment is not changed if other matrices are used. Also, we create the matrix $X$ of the size $n \times (n - 1)$ by discretizing the trigonometric basis functions of various frequencies in the unit interval. The columns of $X$ are orthonormalized by the Gram-Schmidt process. Throughout the experiment, we used the first $p$ columns of $X$ and vary $1 \leq p \leq n - 1$. We considered the two cases: $A$ is SPD and $A$ not SPD for the same generated matrix. Also, we considered the case $X$ is orthonormal and the case it is not orthonormal. For each of these four cases, we compute (LD1), (LD2), and (LD3) and repeat the numerical experiment multiple times for a better estimation of the measures of the computational cost.

For our numerical experiment, we developed the python package detkit (Ameli & Shadden, 2022a), which provides an efficient implementation of Algorithm 1, Algorithm 2, and Algorithm 3 in C++. To properly measure the computational cost, all library components should be compiled with the same configuration. Because of this, our implementation does not depend on external libraries. The computations were carried out on an Intel Xeon E5-2680 v4 processor with a peak performance of 26.4 GFLOP/sec per core with level-3 optimization of the GCC compiler. The source code to reproduce the input dataset and output results in this section can be found in the documentation of the software package2. A minimalistic usage of this package is shown in Listing 1.

For the comparison, we measured the floating-point operations (FLOP) of the computational process. For consistency with MAC operations described earlier, we define one FLOP as a single fused multiply-add (FMA) operation on the processor. Unfortunately, there is no unique way of measuring FLOPs on modern

---

2 See https://ameli.github.io/detkit and in particular, the benchmark page therein.
Listed 1: A minimalistic usage of detkit package. The function loggdet computes logdet(A, X).

```python
# Install detkit with "pip install detkit"
from detkit import loggdet, ortho_complement, get_instructions_per_task
from detkit.datasets import covariance_matrix, design_matrix
from numpy.random import randn

# Generate a sample SPD matrix A
n, p = 2**9, 2**8
A = covariance_matrix(n)

# Generate a sample orthonormal matrix X
X = design_matrix(n, p, ortho=True)

# method can be 'legacy', 'proj', and 'comp', respectively for (LD1), (LD2), and (LD3).
ld, sign, inst = loggdet(A, X, method='legacy', sym_pos=True, X_orth=True, flops=True)

# Compute flops from hardware instruction counts
flops = inst / get_instructions_per_task()

# Pre-compute \( U_{X^\bot} \) (here called \( Xp \), i.e., the matrix perpendicular to \( X \))
Xp = randn(n, n-p); ortho_complement(Xp, X, X_orth=True)
ld, sign = loggdet(A, X, Xp=Xp, method='comp', sym_pos=True, X_orth=True)
```

processors. To measure FLOPs, we counted the “retired hardware instruction events”\(^3\) during the runtime divided by the same instruction count it takes for a single FMA task on that processor. Instruction counts not only depends on the processor but also the compiler configurations and the matrix size. To obtain an instruction count of a single FMA task that is independent of the matrix size, \( n \), we varied \( n \) to estimate the asymptote of the instruction counts per \( n^3 \) as \( n \to \infty \) by fitting this value on a homographic function of \( n \).

The first row of Figure 2 shows the FLOPs/\( n^3 \) for computing (LD1), (LD2), and (LD3). With a slight adjustment of the scale of these curves in this figure, the experimental FLOPs are similar to the analytical functions in Figure 1. We observe when \( X \) is orthonormal, the curve corresponding to (LD2) in the figure is linear in \( \rho \) while the other curves demonstrate a third-order polynomial, as expected from Table 1. Also, we observe that when \( A \) is SPD, (LD1) take fewer FLOPs compared to (LD2). On the contrary, when \( A \) is not SPD and \( X \) is orthonormal, the advantage of (LD2) over (LD1) is notable as \( \rho \) increases.

We note that while FLOPs is a useful measure for individual tasks in the algorithms (such as matrix multiplication or matrix decomposition), the overall FLOPs of the combination of tasks may not reflect the efficiency of the algorithm because tasks with similar complexity might perform differently. For instance, computing \( X^\top X \) is a memory-bound operation and can be enhanced significantly by the vectorization on the processor if the matrices are stored in row-major ordering. But, this technique may not benefit another task with similar complexity.

As another measure of efficiency, we show the processing time of the numerical experiments in the second row of Figure 2, which is mostly similar to the FLOPs, except when \( A \) is SPD and \( X \) is orthonormal. In particular, in the second column of the figure, (LD2) becomes advantageous over (LD1) at approximately \( p/n > 0.7 \). We also observed similar results with smaller and larger \( n \). Also, on both left and right columns of the figure, (LD3) is preferred at approximately \( p/n > 0.7 \). Note that if \( U_{X^\bot} \) is already pre-computed, (LD3) is even more efficient compared to (LD1) at approximately \( p/n > 0.5 \), which can be observed by the hollow circles in Figure 2.

The above results for SPD matrices are applicable to a practical implementation of Gaussian process regression, particularly when \( p/n \) is large. Namely, using (LD2) (if \( \gamma = 1 \)) or (LD3) to compute logdet(\( \Sigma, X \)) is advantageous, provided that \( X \) is orthonormalized in advance of training the Gaussian process. Furthermore, during the optimization of the likelihood function, the design matrix \( X \) usually remains unchanged and only the hyperparameters of \( \Sigma(\theta) \) vary. Thus, by pre-computing \( U_{X^\bot} \), (LD3) can be far more efficient. We note

---

\(^3\)Using the C++ API for perf tool, a performance counter for Linux kernel.
that the one-time cost of the orthonormalization can be greatly outweighed by the gain achieved over iterative evaluations of log-likelihood function during the training of the Gaussian process.

### 6 Conclusion

We studied a matrix structure that arises in the Woodbury matrix identity when it becomes singular and the Woodbury identity no longer holds. Within the framework of generalized inverses, we presented identities for such matrix formulation that have direct applications to the Gaussian process regression. Namely, we showed a case of likelihood function can be recognized as a normal distribution on a subspace and we defined its precision matrix by the Bott-Duffin inverse of the covariance matrix. Also, these identities enabled us to express the precision matrix of mixed models by a power series that is useful for fast training the Gaussian process (Ameli & Shadden, 2022c). We presented numerical analysis and efficient computation of the pseudo-determinant identities that are implemented in the python package detkit (Ameli & Shadden, 2022a). Our results show that, under certain conditions, the identities presented in this work can offer an advantage in computing the log-likelihood function of a Gaussian process.
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Appendix A  Proofs

A.1  Proofs of Section 3.1

Proof of Lemma 1. The condition (b) is the orthogonal complement of (a). Also, (d)⇔(e)⇔(f) can be obtained from (a)⇔(b)⇔(c) by swapping $\mathcal{X}$ and $\mathcal{X}$ with $\mathcal{Y}$ and $\mathcal{Y}$, replacing $\mathbf{A}$ and $\mathbf{F}$ with $\mathbf{A}^*$ and $\mathbf{F}^*$, and using $\ker(\mathbf{F}^*) = \text{im}(\mathbf{F})^\perp$ and $\ker(\mathbf{Y}) = \text{im}(\mathbf{Y}^*)^\perp$. We show (b)⇔(c) and (c)⇔(f) if $\dim(\mathcal{X}) = \dim(\mathcal{Y})$.

(b)⇒(c): From the definition of $\mathbf{F}$, we readily know $\ker(\mathbf{X}) \subseteq \ker(\mathbf{F})$. We show the opposite, i.e., $\ker(\mathbf{F}) \subseteq \ker(\mathbf{X})$. Suppose $\mathbf{v} \in \ker(\mathbf{F})$, that is $\mathbf{Y}^*\mathbf{A}^\dagger \mathbf{X} \mathbf{v} = 0$. This implies

$$\mathbf{X} \mathbf{v} \in \ker(\mathbf{Y}^*\mathbf{A}^\dagger) = \text{im}(\mathbf{A}^*\mathbf{Y})^\perp = (\mathbf{A}^*\mathbf{Y})^\perp.$$  \hfill (A.1)

But $\mathbf{X} \mathbf{v} \in \mathcal{X}$. This together with (A.1) and (b) imply $\mathbf{X} \mathbf{v} = 0$, meaning $\mathbf{v} \in \ker(\mathbf{X})$. Since $\mathbf{v} \in \ker(\mathbf{F})$ implies $\mathbf{v} \in \ker(\mathbf{X})$, we deduce $\ker(\mathbf{F}) \subseteq \ker(\mathbf{X})$, which concludes (c).

(c)⇒(b): Suppose in contrary that $\mathcal{W} := (\mathbf{A}^*\mathbf{Y})^\perp \cap \mathcal{X} \neq \{0\}$. Choose a non-zero $\mathbf{w} \in \mathcal{W}$. Since $\mathbf{w} \in \mathcal{X}$, there exists $\mathbf{v} \notin \ker(\mathbf{X})$ such that $\mathbf{w} = \mathbf{X} \mathbf{v}$. But we also have $\mathbf{w} \in (\mathbf{A}^*\mathbf{Y})^\perp$, so $\mathbf{F} \mathbf{w} = \mathbf{Y}^*\mathbf{A}^* \mathbf{w} = 0$, meaning $\mathbf{v} \in \ker(\mathbf{F})$. This implies $\ker(\mathbf{F}) \neq \ker(\mathbf{X})$ and contradicts with hypothesis (c). Hence, it must be that $\mathcal{W} = \{0\}$ and concludes (b).

(c)⇔(f) Using (Wang et al., 2018, Theorem 1.1.3), the condition (c) is equivalent to rank($\mathbf{F}$) = rank($\mathbf{X}$), and (f) is equivalent to rank($\mathbf{F}$) = rank($\mathbf{Y}$). Also, the hypothesis $\dim(\mathcal{X}) = \dim(\mathcal{Y})$ can be expressed as rank($\mathbf{X}$) = rank($\mathbf{Y}$), which implies (c)⇔(f) and vice versa. \hfill \Box

Lemma A.1. Suppose $\mathbf{F}$ is defined as in Lemma 1. Define

$$Q_1 := I - \mathbf{X} \mathbf{F}^\dagger \mathbf{Y}^* \mathbf{A}^\dagger, \quad \text{and} \quad Q_2 := I - \mathbf{A}^\dagger \mathbf{X} \mathbf{F}^\dagger \mathbf{Y}^*.$$  \hfill (A.2)

Then, $Q_1$ and $Q_2$ are projection matrices.

Proof. Using $\mathbf{F}^\dagger \mathbf{F} \mathbf{F}^\dagger = \mathbf{F}^\dagger$, we can show $Q_i^2 = Q_i$, $i = 1, 2$, so $Q_i$ are idempotent. \hfill \Box

Proof of Proposition 2. Observe that $\mathbf{M} = \mathbf{A}^\dagger \mathbf{Q}_1 = \mathbf{Q}_2 \mathbf{A}^\dagger$ where $\mathbf{Q}_1$ and $\mathbf{Q}_2$ are defined in Lemma A.1. We show $Q_1 = P_{(\mathbf{A}^*\mathbf{Y})^\perp,\mathcal{X}}$ if (10a) holds, and $Q_2 = P_{\mathcal{Y}^\perp,\mathbf{A}^\dagger \mathcal{X}}$ if (10b) holds.

Step (i). We have $\ker(Q_1) = \text{im}(I - Q_1)$. From the expression $I = Q_1 - \mathbf{X} \mathbf{F}^\dagger \mathbf{Y}^* \mathbf{A}^\dagger$, we readily know $\text{im}(I - Q_1) \subseteq \text{im}(\mathbf{X})$, which can also be written as $\ker(Q_1) \subseteq \mathcal{X}$.

Step (ii). We now show $\mathcal{X} \subseteq \ker(Q_1)$. To this end, we compute $Q_1 \mathbf{X}$ as follows. Using $(\mathbf{F}^\dagger \mathbf{F})^* = \mathbf{F}^\dagger \mathbf{F}$ from the fourth condition of (5), we have $(\mathbf{Q}_1 \mathbf{X})^* = \mathbf{X}^* - (\mathbf{F}^\dagger \mathbf{F}) \mathbf{X}^*$. Note that $\mathbf{F}^\dagger \mathbf{F} = P_{\text{im}(\mathbf{F})}$ is a projection matrix (Wang et al., 2018, Theorem 1.1.3). Also, recall from Lemma 1 that $\ker(\mathbf{F}) = \ker(\mathbf{X})$, which implies $\text{im}(\mathbf{F}^*) = \text{im}(\mathbf{X})$. Hence, $P_{\text{im}(\mathbf{F}^*)} \mathbf{X}^* = P_{\text{im}(\mathbf{X})} \mathbf{X}^* = \mathbf{X}^*$, yielding $Q_1 \mathbf{X} = 0$, which means $\mathcal{X} \subseteq \ker(Q_1)$. This together with the results of step (i) implies $\ker(Q_1) = \mathcal{X}$.

We now find $\text{im}(Q_1) = \ker(Q_1)^\perp$. Similar to step (i) and step (ii) in the above, we can show that $\ker(Q_1^*) = \text{im}(\mathbf{A}^* \mathbf{Y}) = \mathbf{A}^* \mathbf{Y}$ (we omit its proof for brevity). This implies $\ker(Q_1) = (\mathbf{A}^* \mathbf{Y})^\perp$ and concludes (11a).

The image and kernel of $Q_2$ can be readily obtained from those of $Q_1$ as follows. From $Q_1 = P_{(\mathbf{A}^* \mathbf{Y})^\perp, \mathcal{X}}$ we have $Q_1^* = P_{\mathcal{X}^\perp, \mathbf{A}^\dagger \mathbf{Y}}$. Observe that by swapping $\mathbf{X}$ and $\mathbf{Y}$ and replacing $\mathbf{A}$ with $\mathbf{A}^*$, we obtain $Q_2$ from $Q_1^*$. Hence, $Q_2 = P_{\mathcal{Y}^\perp, \mathbf{A}^\dagger \mathcal{X}}$, which concludes (11b). \hfill \Box
Lemma A.2. Let $G := P_2P_1$ where $P_1$ and $P_2$ are projection matrices. Then,

$$
\ker(G) = \ker(P_1) \oplus (\ker(P_2) \cap \im(P_1)),
$$
(A.3a)

$$
\coker(G) = \coker(P_2) \oplus (\coker(P_1) \cap \coim(P_2)).
$$
(A.3b)

Proof. Let $v \in \ker(G) =: N$, so $P_2P_1v = 0$. This implies $P_1v \in \ker(P_2) \cap \im(P_1) =: N_2$, since $P_1$ is a projection along $\ker(P_1) =: N_1$, we can construct $N$ by $N_1 \oplus N_2$, which proves (A.3a). Also, (A.3b) can be shown by (A.3a) using $\ker(G) = \ker(G^*)$.

Proof of Theorem 3. We first find $\hat{A}$. By using $A = M^{(1)}$ from Remark 1 in the identity $\ker(M) = \ker(MM^{(1)}M)$ (Wang et al., 2018, Equation 10 of Theorem 1.2.4), we have $\ker(M) = \ker(AM)$. Also, $AM = AA^\dagger Q_1$ where $Q_1$ is defined in (A.2). Let $A := \im(A)$ and note that $AA^\dagger = P_A$ is a projection matrix with the kernel $A^\perp$. From (11a) we have

$$
AM = P_A P_{(A^\dagger Y)}^+, X^\dagger
$$
(A.4)

which is the composition of two projection matrices. From (A.3a), we have

$$
\hat{A} = A^\perp \cap (A^\dagger Y)^\perp).
$$
(A.5)

Observing $A^\perp = \coker(A)$ concludes (12a).

Finding $\hat{Y}$ is similar. By using $A = M^{(1)}$ in the identity $\im(M) = \im(MM^{(1)}M)$ (Wang et al., 2018, Equation 10 of Theorem 1.2.4), we have $\im(M) = \im(MA)$, which implies $\coker(M) = \coker(MA)$. We have $MA = Q_2A^\dagger A$ where $Q_2$ is defined in (A.2). Let $A^* := \im(A^*)$. Note that $A^\dagger A = P_{A^*}$ and its cokernel is $A^\perp$. From (11b) we have

$$
MA = P_y^+, A^\dagger P_{A^*}
$$
(A.6)

which is the composition of two projection matrices. From (A.3b), we have

$$
\hat{Y} = Y \oplus (A^\perp \cap (A^\dagger X^\perp)).
$$
(A.7)

But $A^\dagger = \ker(A)$, which concludes (12b).

Proof of Corollary 4. If $A$ is non-singular, we have $\ker(A) = \coker(A) = \{0\}$, so (12a) and (12b) imply $\hat{X} = X$ and $\hat{Y} = Y$, respectively.

Proof of Proposition 5. If $A^\dagger$ is $X$-PD, it implies $x^* A^\dagger x > 0$ for all $x \in X \setminus \{0\}$, which means $A^\dagger X \cap X^\perp = \{0\}$. Also, since $A^\dagger x \neq 0$ in $X \setminus \{0\}$, the map $A^\dagger$ is a bijection on $X$, so $\dim(A^\dagger X) = \dim(X)$, and we conclude $A^\dagger X \cap X^\perp = C^n$. Therefore, $A$ satisfies (10b), and consequently (10a).

Proof of Proposition 6. The relation $M = A^\dagger$ can be written as $A^\dagger X F^\dagger Y^* A^\dagger = 0$. If $A^\dagger Y \perp X$ or $Y \perp A^\dagger X$, then $F = Y^* A^\dagger X = 0$, which proves the sufficient condition. To show the necessary condition, suppose $A^\dagger X F^\dagger Y^* A^\dagger = 0$. One possibility to achieve this is if $\im(Y^* A^\dagger) \subseteq \ker(F^\dagger)$, or $\im(F^\dagger) \subseteq \ker(A^\dagger X)$. However,

$$
\ker(F^\dagger) = \ker(F^*) \perp \im(F) \subseteq \im(Y^* A^\dagger),
$$

$$
\im(F^\dagger) = \im(F^*) \perp \ker(F) \supseteq \ker(A^\dagger X).
$$

Hence, $\im(Y^* A^\dagger) \not\subseteq \ker(F^\dagger)$ and $\im(F^\dagger) \not\subseteq \ker(A^\dagger X)$, which rules out the above possibilities. The remaining feasible case is if $A^\dagger X$, or $F$, or $Y^* X^\dagger A$ is null, implying $A^\dagger Y \perp X$ and $Y \perp A^\dagger X$.

Proof of Proposition 7. From the proof of Proposition 6 we know $F \neq 0$ if $A^\dagger Y \not\perp X$. We calculate $MX = A^\dagger X(I - F^\dagger F)$. If $F$ has full column-rank, then $F^\dagger F = I$, so $MX = 0$, which implies $X \subseteq \hat{X}$. If $F$ does not have full column-rank, then $F^\dagger F$ is a projection matrix, so $\im(I - F^\dagger F) = \ker(F^\dagger F) \supseteq C^p$. Also, $\ker(X) \subseteq \ker(F^\dagger F)$ by the definition of $F$. Thus, $\im(X(I - F^\dagger F)) \subseteq \im(X)$, namely $\rank(X(I - F^\dagger F)) < \rank(X)$. This together with the rank inequality for matrix product, $\rank(MX) \leq \rank(X(I - F^\dagger F))$, implies $\rank(MX) < \rank(X)$, so $\dim(MX) < \dim(X)$. This means $X$ must intersect with $\ker(M)$, i.e., $\hat{X} \cap X \neq \{0\}$. Proving $\hat{Y} \cap Y \neq \{0\}$ is similar by calculating $M^* Y$.
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A.2 Proofs of Section 3.2

Proof of Proposition 8. Recall that $M = A^\dagger Q_1 = Q_2 A^\dagger$ where $Q_1$ and $Q_2$ are defined in (A.2). By using $A^\dagger A A^\dagger = A^\dagger$, we have

$$MAM = (Q_2 A^\dagger) A (A^\dagger Q_1) = Q_2 A^\dagger Q_1.$$ 

But $Q_2 A^\dagger = A^\dagger Q_1$, and $Q_1^2 = Q_1$ by Lemma A.1. Hence, $MAM = A^\dagger Q_1 = M$, so $M$ satisfies the second condition of (5) and concludes (13). Also, from the definition of $M$, we have $\im(M) \subseteq \im(A^\dagger)$, so $\dim(\hat{Y}^\perp) \leq \rank(A^\dagger)$, which can be written as $\dim(\hat{Y}) + \rank(A) \geq m$. 

Proof of Corollary 9. The relation (15) can be recognized by applying Proposition 8 to the known identity $A(\hat{X} - X) = (P_{\hat{X}} A P_{\hat{X}}) \dagger$ (Ben-Israel & Greville, 2003, p. 80). Also, (16a) can be justified as follows.

Proof of Lemma 10. If $A$ is square, so is $M$, and $\dim(\hat{Y}) = \dim(\hat{X})$ by the rank-nullity theorem. This together with $\hat{Y}^\perp \cap \hat{X} = \{0\}$ is equivalent to $\hat{Y}^\perp \oplus \hat{X} = \mathbb{C}^n$. Also, $\ind(M) \leq 1$ implies $\rank(M) = \rank(M^2)$ and vice versa. Therefore, we need to show $\rank(M) = \rank(M^2)$ if and only if $\hat{Y}^\perp \cap \hat{X} = \{0\}$. Define $V := \hat{Y}^\perp \cap \hat{X}$, and $V' := \hat{Y}^\perp / V$ where $\hat{Y}^\perp = V \oplus V'$. Note that $MV' = \{0\}$ since $V \subseteq \ker(M)$. Also, $\dim(MV') = \dim(V')$ since $V' \not\subseteq \ker(M)$. Therefore,

$$\rank(M^2) = \dim(MV) = \dim(MV) = \dim(MV') = \dim(MV) = \dim(V'). \quad (A.8)$$

To show the sufficient condition, let $V = \{0\}$, so $\hat{Y}^\perp = V'$. Hence, from (A.8) we have $\rank(M^2) = \dim(\hat{Y}^\perp) = \rank(M)$. To show the necessary condition, let $\rank(M) = \rank(M^2)$, but in contrary, suppose $V \neq \{0\}$, so $V' \not\subseteq \hat{Y}^\perp$. Thus, (A.8) implies $\rank(M^2) = \dim(V') < \dim(\hat{Y}^\perp) = \rank(M)$, which is a contradiction. Hence, it must be that $V = \{0\}$.

Proposition A.3. Suppose $A \in M_{n,n}(\mathbb{C})$, and let the spaces $\hat{X}, \hat{Y}$ satisfy $\hat{Y}^\perp \oplus \hat{X} = \mathbb{C}^n$. If

$$A\hat{Y}^\perp \cap \hat{X} = \{0\}, \quad (A.9)$$

then $P_{\hat{X},\hat{Y}} + AP_{\hat{X},\hat{Y}}$ is non-singular.

Proof. Let $N := \ker(P_{\hat{X},\hat{Y}} + AP_{\hat{X},\hat{Y}})$. Suppose $v \in N$, meaning

$$P_{\hat{X},\hat{Y}} v + AP_{\hat{X},\hat{Y}} v = 0. \quad (A.10)$$

Observe $P_{\hat{X},\hat{Y}} v \in \hat{X}$ and $AP_{\hat{X},\hat{Y}} v \in \hat{Y}^\perp$. However, because of (A.9), it must be that

$$P_{\hat{X},\hat{Y}} v = 0 \quad \text{and} \quad AP_{\hat{X},\hat{Y}} v = 0. \quad (A.11a,b)$$

The relation (A.11a) means $v \in \ker(P_{\hat{X},\hat{Y}}) = \hat{Y}^\perp$, which implies $N \subseteq \hat{Y}^\perp$ and $P_{\hat{X},\hat{Y}} v = v$. So (A.11b) yields $Av = 0$, meaning $v \in \ker(A)$, which implies $N \subseteq \ker(A)$. We concluded

$$N \subseteq \hat{Y}^\perp \cap \ker(A). \quad (A.12)$$

On the other hand, recall from Lemma A.1 that $M = A^\dagger Q_1$, so

$$\hat{Y}^\perp = \im(M) \subseteq \im(A^\dagger) = \im(A^*) \perp \ker(A). \quad (A.13)$$

Hence $\hat{Y}^\perp \cap \ker(A) = \{0\}$. So from (A.12), it must be that $N = \{0\}$, which concludes the proof.

Proof of Theorem 11. Recall from Remark 2 that $\hat{X}$ and $\hat{Y}$ satisfy (14). Thus, (A.9) holds and $N$ is non-singular by Proposition A.3. We can right-multiply (18) by $N$ to instead prove

$$T := M(P_{\hat{X},\hat{Y}} + AP_{\hat{X},\hat{Y}}) - P_{\hat{X},\hat{Y}} = 0. \quad (A.14)$$
Step (i). We first show $AT = 0$. Using the identity $AA^{(2)}_{\hat{x}^\perp \hat{x}} = P_{\hat{x}^\perp \hat{x}}$ (Wang et al., 2018, p. 33, Exercise 9, Part 1) and applying $A^{(2)}_{\hat{x}^\perp \hat{x}} = M$ from Proposition 8, we obtain

$$
AT = P_{\hat{x}^\perp \hat{x}} \left(P_{\hat{x}^\perp \hat{x}} + AP_{\hat{x}^\perp \hat{x}}^T\right) - AP_{\hat{x}^\perp \hat{x}}^T
= P_{\hat{x}^\perp \hat{x}} AP_{\hat{x}^\perp \hat{x}}^T - AP_{\hat{x}^\perp \hat{x}}^T
= (I - P_{\hat{x} A \hat{x}^\perp}) AP_{\hat{x}^\perp \hat{x}}^T - AP_{\hat{x}^\perp \hat{x}}^T
= AP_{\hat{x}^\perp \hat{x}}^T - AP_{\hat{x}^\perp \hat{x}} = 0.
$$

In the above, we used $P_{\hat{x}^\perp \hat{x}} P_{\hat{x}^\perp \hat{x}} = 0$, also $P_{\hat{x} A \hat{x}^\perp} AP_{\hat{x}^\perp \hat{x}} = 0$ since $\ker(AP_{\hat{x}^\perp \hat{x}}) = \hat{A}^\perp$.

Step (ii). We now show $AT = 0$ implies $T = 0$. By the definition of $T$ in (A.14), observe that

$$
\text{im}(T) \subseteq \text{im}(M) + \text{im}(P_{\hat{x}^\perp \hat{x}}) = \hat{X}^\perp.
$$

But (A.15) and (A.13) imply $\text{im}(T) \perp \ker(A)$, hence, the only way $AT$ can be null is if either $T = 0$ or $A = 0$. The latter case also leads to $T = 0$ because $A = 0$ implies $M = 0$ and by (14) we must have $\hat{x} = C^n$ so $P_{\hat{x}^\perp \hat{x}} = 0$ and by (A.14), $T$ becomes null.

Lastly, we justify (19) as follows. Set $A = I$, so (18) becomes $M = P_{\hat{x}^\perp \hat{x}}$. This together with the expression for $M$ in (4), when $A = I$, yields (19).

Proof of Corollary 12. By left and right multiplication of $P_{\hat{x}^\perp}$ to $MN = P_{\hat{x}^\perp \hat{x}}$ in (18) and using the identities $M = MP_{\hat{x}^\perp}$ and $P_{\hat{x}^\perp} P_{\hat{x}^\perp \hat{x}} = P_{\hat{x}^\perp}$, we obtain

$$
P_{\hat{x}^\perp} MP_{\hat{x}^\perp} = P_{\hat{x}^\perp}.
$$

Set $P_{\hat{x}^\perp} = U_{\hat{x}^\perp \hat{x}} U_{\hat{x}^\perp}^*$. Left and right multiplication of (A.16) respectively by $U_{\hat{x}^\perp}^*$ and $U_{\hat{x}^\perp}$ yields $M_{\hat{x}^\perp} N_{\hat{x}^\perp} = I$. Since $N$ is non-singular by Theorem 11, so is $N_{\hat{x}^\perp}$. Also, $M_{\hat{x}^\perp}$ is non-singular since $\text{im}(U_{\hat{x}^\perp}) \not\subseteq \ker(M)$ and from Lemma 10 we know $\text{im}(M) = \hat{Y} \not\subseteq \hat{X} = \ker(U_{\hat{x}^\perp}^*)$.

A.3 Proofs of Section 3.3

Proof of Lemma 13. Recall from Lemma A.1 that $M = Q_2 A^\dagger$, so $\ker(A^\dagger) \subseteq \ker(M) = \hat{x}$. The orthogonal complement of this relation and using $\ker(A^\dagger) = \ker(A^*) = A^\perp$ yields $\hat{x}^\perp \subseteq A$. Also, recall from (A.13) that $\hat{Y} \subseteq \text{im}(A^*)$. Since $A$ is EP, $\text{im}(A^*) = \hat{A}$, which concludes $\hat{Y} \subseteq A$. From the orthogonal complement of both these relations, we obtain $A^\perp \subseteq \hat{x} \cap \hat{Y}$.

To show (27a), first observe that

$$
\hat{x} A \cap A^\perp = (\hat{x} \cap A) \cap A^\perp = \{0\}.
$$

Secondly, suppose $\hat{x} \in \hat{x} \subseteq C^n$. Since $\hat{x} \in C^n = A \oplus A^\perp$, there exists $a \in A$ and $a^\perp \in A^\perp$ so that $\hat{x} = a + a^\perp$. Recall that earlier we concluded $\hat{x}^\perp \subseteq A$, which also means $A^\perp \subseteq \hat{x}$. Thus, $a^\perp \in \hat{x}$, so $a = \hat{x} - a^\perp \in \hat{x} \cap A = \hat{x} A$. Thus, for every $\hat{x} \in \hat{X}$, there exists $a \in \hat{x} A$ and $a^\perp \in A^\perp$ so that $\hat{x} = a + a^\perp$. This result together with (A.17) concludes (27a). Proving (28a) is similar. Also, since from (24) we have $\dim(\hat{X}) = \dim(\hat{Y})$, comparing (27a) and (28a) yields $\dim(\hat{x} A) = \dim(\hat{Y} A)$.

Note that (27a) is a consequence of $\hat{x} \subseteq A$. By swapping $\hat{x}$ and $A$, the latter relation remains valid, which accordingly yields (27b) from (27a). Proving (28b) from (28a) is similar.

Let $U_{\hat{x} A}, U_{\hat{x}^\perp}, U_{\hat{Y} A}, U_{\hat{Y}^\perp},$ and $U_{A^\perp}$ be as in Proposition 14. For the following proofs, define

$$
U_{\hat{x}} := [U_{\hat{x} A}, U_{\hat{x}^\perp}], \quad \text{and} \quad U_{\hat{Y}} := [U_{\hat{Y} A}, U_{\hat{Y}^\perp}],
$$

(A.18a,b)
which their columns form bases for \( \hat{X} \) and \( \hat{Y} \) due to (27a) and (28a), respectively. Also, define

\[
U_A' := [U_{\hat{X}_A}, U_{\hat{X}^\perp}], \quad \text{and} \quad U_A' := [U_{\hat{Y}_A}, U_{\hat{Y}^\perp}],
\]

which their columns form bases for \( A \) due to (27b) and (28b), respectively. Accordingly, define

\[
U' := [U_{\hat{X}}, U_{\hat{X}^\perp}], \quad \text{and} \quad U'' := [U_{\hat{Y}}, U_{\hat{Y}^\perp}],
\]

which their columns form bases for \( C^n \).

**Lemma A.4.** The matrix \( U_A'^*U_A'' \) is non-singular. Furthermore, if \( A \) is EP, then \( U_A'^*AU_A'' \) is non-singular and

\[
|U_A'^*AU_A''| = |U_A'^*U_A''||A|.
\]  

**Proof.** Since \( \text{im}(U_A'') = A \) and \( \ker(U_A'') = A^\perp \), we have \( \text{im}(U_A') \subset \ker(U_A'') \). So, the kernel of \( U_A'^*U_A'' \) is the kernel of \( U_A'' \), but \( U_A'' \) is full column-rank. Hence, the square matrix \( U_A'^*U_A'' \) is non-singular. Also, if \( A \) is EP, then \( \ker(A) = A^\perp \), so \( \text{im}(A) \not\subset \ker(U_A'') \). Furthermore, \( \text{im}(A) \not\subset \ker(U_A') \), so the kernel of \( U_A'^*AU_A'' \) is the kernel of \( U_A'' \). Thus, the square matrix \( U_A'^*AU_A'' \) is non-singular.

Define \( \hat{U}_A := U_A'^*U_A'' \), which respectively are the coordinates of \( U_A' \) and \( U_A'' \) on the basis of the columns of \( U_A \) defined in (25). Also, if \( A \) is EP, recall from the nilpotent decomposition (25) that \( A = U_A\hat{A}U_A^* \) where \( \hat{A} \) is non-singular. We have

\[
U_A'^*AU_A'' = \hat{U}_A^*\hat{A}\hat{U}_A'.
\]  

Note that \( \hat{U}_A, \hat{U}_A'' \in M_{r,r}(\mathbb{C}) \) with \( r = \dim(A) \) are bases in \( A \) and are non-singular. Thus,

\[
|U_A'^*AU_A''| = |\hat{U}_A^*\hat{A}\hat{U}_A''| = |\hat{U}_A^*| |\hat{A}| |\hat{U}_A''| = |\hat{U}_A^*\hat{U}_A''| |\hat{A}| = |U_A'^*U_A''| |\hat{A}|.
\]  

Also, \( A \) and \( \text{diag}(\hat{A}, 0) \) in (25) are unitarily similar, thus \( |\hat{A}| = |A| \), which concludes (A.21).

**Lemma A.5.** If \( A \) is square, then \( U_A'^*AU_A'' \) is non-singular. Furthermore, if \( A \) is EP, then \( U_A'^*AU_A'' \) is non-singular and

\[
|U_A'^*AU_A''| = |U_A'^*A^*U_A''| |U_A'^*U_A''| |A| = |U_A'^*U_A''| |A|.
\]  

**Proof.** Let \( G := U_A'^*AU_A'' \). Recall from (14) that \( A \hat{X}^\perp \oplus \hat{X} = C^n \). Similar to the equivalency of (c) and (d) in Lemma 1, we can accordingly say the conditions \( A \hat{Y}^\perp + \hat{X} = C^n \) and \( \ker(G) \) are equivalent. But because \( U_A^* \) is full-rank, so is \( G \). Note \( G \) is also square since by (24) we have \( \dim(\hat{X}^\perp) = \dim(\hat{Y}^\perp) \). Thus, \( G \) is non-singular.

We now show (A.24). Recall from (A.18b) and (A.20b) that \( U'' = [U_{\hat{Y}_A}, U_{A^\perp}, U_{\hat{Y}^\perp}] \) is unitary, i.e.,

\[
U_{\hat{Y}_A}U_{A^\perp} + U_{\hat{Y}^\perp}U_{\hat{Y}^\perp} = I - U_{A^\perp}U_{A^\perp}.
\]  

Also, consider \( P_A = AA^\dagger \) and \( AU_{A^\perp} = 0 \) since \( A^\perp = \ker(A) \) as \( A \) is EP. From (A.25) we obtain

\[
A \left( U_{\hat{Y}_A}U_{A^\perp} + U_{\hat{Y}^\perp}U_{\hat{Y}^\perp} \right) A^\dagger = P_A.
\]  

Moreover, consider \( P_AU_{A^\perp} = U_{A^\perp} \) since \( \text{im}(U_{A^\perp}) = \hat{X}_A \subseteq A \) by (26). So (A.26) implies

\[
U_{A^\perp} A \left( U_{\hat{Y}_A}U_{A^\perp} + U_{\hat{Y}^\perp}U_{\hat{Y}^\perp} \right) A^\dagger U_{A^\perp} = I,
\]  

\[
U_{A^\perp} A \left( U_{\hat{Y}_A}U_{A^\perp} + U_{\hat{Y}^\perp}U_{\hat{Y}^\perp} \right) A^\dagger U_{A^\perp} = 0,
\]

because \( U_{A^\perp}U_{A^\perp} = I \) and \( U_{A^\perp}U_{A^\perp} = 0 \). On the other hand, observe from (A.19a) and (A.19b) that

\[
U_A'^*AU_A'' = \left[ U_A'^*AU_{\hat{Y}_A}, U_A'^*AU_{\hat{Y}^\perp} \right].
\]
Based on (A.27a), (A.27b), and (A.28), we calculate

\[
(U_A^*A U_A^\dagger) \begin{bmatrix} U_{X_A}^\dagger U_{X_A} & 0 \\ U_{Y_A}^\dagger A U_{X_A} & 1 \end{bmatrix} = \begin{bmatrix} I & U_{X_A}^\dagger A U_{Y_A} \\ 0 & U_{X_A}^\dagger A U_{Y_A} \end{bmatrix}.
\] (A.29)

Recall from Lemma A.4 that \( U_A^* A U_A^\dagger \) is non-singular if \( A \) is EP. We also found that \( U_{X_A}^\dagger A U_{Y_A} \) is non-singular, so the right-hand side of (A.29), the block lower-triangular matrix on the left-hand side of (A.29), and accordingly, \( U_X^* A U_{X_A} \) are non-singular. Also, the determinant of (A.29) yields

\[
|U_A^*A U_A^\dagger| |U_{X_A}^\dagger A U_{X_A}| = |U_{X_A}^\dagger A U_{Y_A}|.
\] (A.30)

Substituting (A.21) in (A.30) concludes (A.24).

**Lemma A.6.** Suppose \( A \) is square and \( \text{ind}(M) = 1 \). Then, \( U_{X_A}^\dagger U_{Y_A} \) and \( U_{X_A} U_{X_A} \) are non-singular and

\[
|U_{X_A}^\dagger U_{Y_A}| = |U_{X_A}^\dagger U_{X_A}| |U_{X_A} U_{Y_A}|.
\] (A.31)

**Proof.** We can obtain (A.31) by replacing \( A \) in (A.24) with \( P_A \), since it has all properties of \( A \) required in (A.24). Namely, \( \text{im}(P_A) = \text{im}(A) \), and \( \text{ker}(P_A) = \text{ker}(A) = A^\perp \) since \( A \) is EP. Note the eigenvalues of a projection matrix are 0 or 1, so \( |P_A| = 1 \). Also, \( P_A U_{X_A} = U_{Y_A} \) since \( P_A = P_A \) and \( X_A \subseteq A \). Thus, Lemma A.5 implies (A.31) and the non-singularity of its terms.

**Proof of Proposition 14.** By using \( U' \) from (A.20a), we observe that \( U'^* M U' \) and \( M \) are unitarily similar, so \( |U'^* M U'| = |M| \). With \( U' = [U_{X_A}, U_{Y_A}] \) and \( M U_{X_A} = 0 \) (since \( X_A = \ker(M) \)), we calculate

\[
U'^* M U' = \begin{bmatrix} 0 & U_{X_A}^* M U_{X_A}^\perp \\ 0 & U_{Y_A}^* M U_{Y_A}^\perp \end{bmatrix}.
\] (A.32)

The eigenvalues of the above block upper-triangular matrix are those of its diagonal blocks (Horn & Johnson, 1990, p. 62). Also, from Corollary 12 we know \( U_{X_A}^\perp M U_{X_A}^\perp \) is non-singular. Hence,

\[
|M| = |U_{X_A}^\perp M U_{X_A}^\perp|.
\] (A.33)

Moreover, from Corollary 9, we have \( M = (P_{X_A} A P_{Y_A})^\perp \). Set \( P_{X_A} = U_{X_A}^\perp U_{X_A}^\perp \) and \( P_{Y_A} = U_{Y_A}^\perp U_{Y_A}^\perp \). Also, recall from Lemma A.5 that \( U_{X_A}^\perp A U_{Y_A} \) is non-singular. All together, from (A.33) we have

\[
|M| = |U_{X_A}^\perp (U_{X_A}^\perp U_{X_A}^\perp A U_{Y_A}) U_{X_A}^\perp| = |U_{X_A}^\perp U_{X_A}^\perp (U_{Y_A}^\perp A U_{Y_A})| U_{X_A}^\perp| = |U_{X_A}^\perp U_{X_A}^\perp| |U_{X_A}^\perp A U_{Y_A}|^{-1}.
\] (A.34a)

which concludes the first equality of (29). Note that to obtain (A.34b), the reverse-order law for the product of matrices under pseudo-inverse is applied to \( U_{X_A}^\perp \) and \( U_{Y_A}^\perp \) in (A.34a) because they have orthonormal columns and rows, respectively (see e.g., (Campbell & Meyer, 2009, Corollary 1.4.3) or (Bouldin, 1973, Equations 3, 4')). Also, to obtain (A.34c), we used the result of Lemma A.6 that \( U_{X_A}^\perp U_{Y_A}^\perp \) is non-singular. Finally, by combining Lemma A.5 and Lemma A.6 with the first equality of (29), its second equality is obtained.

**Proof of Theorem 15.** We simplify the second equality of (29) as follows.

**Step (i).** From (27a) we have \( \text{im}(P_A \tilde{X}) = P_A (\tilde{X}_A \oplus \tilde{A}^\perp) = \tilde{X}_A \). Similarly, from (28a) we can show \( \text{im}(P_A \tilde{Y}) = \tilde{Y}_A \). So, without loss of generality, let \( U_{X_A} \) and \( U_{Y_A} \) respectively be the matrices of the left singular vectors of \( P_A \tilde{X} \) and \( P_A \tilde{Y} \) given by the singular value decompositions

\[
P_A \tilde{X} = U_{X_A} \Sigma_{X_A} V_{X_A}^\ast, \quad \text{and} \quad P_A \tilde{Y} = U_{Y_A} \Sigma_{Y_A} V_{Y_A}^\ast.
\] (A.35)
where $\Sigma_{\tilde{x}_A}$ and $\Sigma_{\tilde{y}_A}$ are diagonal and non-singular, and $V_{\tilde{x}_A}$ and $V_{\tilde{y}_A}$ each have orthonormal columns. Also, $P_A$ is Hermitian, so $P_A^*P_A = P_A$. Furthermore, since $A$ is EP, we have $\text{im}(A^\dagger) = \text{im}(A^*) = A$, hence, $P_A^*A^\dagger \text{P}_A = A^\dagger$. Based on these, the second equality of (29) becomes

$$|M|_i = \frac{|V_{\tilde{y}_A}^* P_A A^\dagger P_A^* A^\dagger V_{\tilde{x}_A}|}{|A|_i} = \frac{|V_{\tilde{y}_A}^* G V_{\tilde{x}_A}|}{|A|_i} |V_{\tilde{y}_A}^* H V_{\tilde{x}_A}|.$$  
(A.36)

where $G := \hat{Y}^* P_A \hat{X}$ and $H := \hat{Y}^* A^\dagger \hat{X}$.

**Step (ii).** From (A.35), we have $\text{ker}(P_A \hat{X}) = \text{ker}(V_{\tilde{x}_A}^*)$ and $(\text{ker}(P_A \hat{Y}))^\perp = (\text{ker}(V_{\tilde{x}_A}^*))^\perp = \text{im}(V_{\tilde{y}_A}^*)$. Thus, (30) becomes $\text{ker}(V_{\tilde{x}_A}^*) \cap \text{im}(V_{\tilde{y}_A}^*) = \{0\}$, which implies $V_{\tilde{x}_A}^* V_{\tilde{y}_A}^*$ is full-rank. But from Lemma 13, we know $\dim(\tilde{x}_A) = \dim(\tilde{y}_A)$, so $V_{\tilde{x}_A}^* V_{\tilde{y}_A}^*$ is square, hence non-singular.

**Step (iii).** We calculate $|V_{\tilde{x}_A}^* G V_{\tilde{x}_A}|$ in (A.36). Define the unitary matrix $V := [V_{\tilde{x}_A}, V_{\tilde{y}_A}^*]$ where $V_{\tilde{x}_A}^*$ is the orthonormal complement of $V_{\tilde{x}_A}$ in $C^n$. The matrices $G$ and $V^* GV$ are unitarily similar, so $|G|_i = |V^* GV|_i$. We calculate

$$V^* GV = \begin{bmatrix} V_{\tilde{x}_A}^* G V_{\tilde{x}_A} & 0 \\ V_{\tilde{x}_A}^* G V_{\tilde{y}_A} & 0 \end{bmatrix}. $$ (A.37)

In the above, $GV_{\tilde{x}_A} = 0$ since $V_{\tilde{x}_A}^* V_{\tilde{x}_A} = 0$. From (A.37) we obtain $|G|_i = |V_{\tilde{x}_A}^* G V_{\tilde{x}_A}|$. Moreover, from (A.35) and the definition of $G$, we have $V_{\tilde{x}_A}^* G V_{\tilde{y}_A} = (V_{\tilde{x}_A}^* V_{\tilde{y}_A}) (V_{\tilde{y}_A}^* G V_{\tilde{y}_A})$. Also, (A.35) implies $V_{\tilde{y}_A}^* G V_{\tilde{y}_A} = \Sigma_{\tilde{y}_A}^* (U_{\tilde{y}_A}^* U_{\tilde{y}_A}) \Sigma_{\tilde{y}_A}^*$. But from Lemma A.6, we know $U_{\tilde{y}_A}^* U_{\tilde{y}_A}$ is non-singular, so $V_{\tilde{y}_A}^* G V_{\tilde{y}_A}$ is non-singular. Also, in step (ii), we showed $V_{\tilde{x}_A}^* V_{\tilde{y}_A}$ is non-singular, so $V_{\tilde{x}_A}^* G V_{\tilde{y}_A}$ is non-singular. All together, we obtain

$$|V_{\tilde{x}_A}^* G V_{\tilde{y}_A}| = |G|_i |V_{\tilde{x}_A}^* V_{\tilde{y}_A}|^{-1}. $$ (A.38)

**Step (iv).** By repeating step (iii) but for $H$ (instead of $G$), we can similarly show

$$|V_{\tilde{y}_A}^* H V_{\tilde{x}_A}| = |H|_i |V_{\tilde{x}_A}^* V_{\tilde{y}_A}|^{-1}. $$ (A.39)

Substituting (A.38) and (A.39) in (A.36) concludes (31).

**Proof of Proposition 16.** By using $U'$ from (A.20a), we observe that $N$ and $U'^* NU'$ are unitarily similar, so $|N| = |U'^* NU'|$. Also, from (21a) we have $NU_{\tilde{x}} U_{\tilde{x}}^* = U_{\tilde{x}}^*$. We calculate

$$U'^* NU' = \begin{bmatrix} I & U_{\tilde{x}}^* N U_{\tilde{x}}^* \\ 0 & U_{\tilde{x}}^* N U_{\tilde{x}}^* \end{bmatrix}. $$

The determinant of the above relation yields $|N| = |U_{\tilde{x}}^* N U_{\tilde{x}}^*|$. By substituting this result together with (A.33) in the determinant of (23), we conclude (32).

**Proof of Corollary 17.** Combining (31) and (32) and omitting the hat notations yields (36).

**Appendix B Gaussian Process Regression**

We briefly describe Gaussian process regression in the following, and we refer the interested reader to Neal (1998); MacKay (1998); Minka (1998); Seeger (2004); Rasmussen & Williams (2006) for further details.

Consider the standard regression model $f(x) = \mu(x) + \epsilon(x)$ where $x \in D$, consisting of the deterministic mean function $\mu$ and the zero-mean stochastic function $\epsilon$. A common form of the mean function is the linear model $\mu(x) = \phi^*(x) \beta$, where $\phi : D \rightarrow R^p$ is the array of $p$ basis functions, and $\beta \in R^p$ are the unknown regression coefficients to be found. The function $\epsilon$ represents the uncertainty due to either the regression residual or data and is characterized by the covariance function $\Sigma(\theta) : D \times D \rightarrow R$ where $\theta$ is the array of hyperparameters.
A Gaussian process prior on \( f \), denoted by \( f \sim \mathcal{GP}(\mu, \Sigma) \), imposes that the joint distribution of \( f \) on any finite set points is normal. On the training point, this implies \( y \sim \mathcal{N}(X\beta, \Sigma) \), i.e., the likelihood function of the data is the normal distribution

\[
p(y|\beta, \theta) = \frac{1}{\sqrt{2\pi}} |\Sigma|^{-1/2} \exp\left( -\frac{1}{2} \|y - X\beta\|^2_{\Sigma^{-1}} \right),
\]

where \( \|y - X\beta\|^2_{\Sigma^{-1}} = (y - X\beta)^* \Sigma^{-1} (y - X\beta) \) is the Mahalanobis distance of the data from its mean with respect to the norm induced by \( \Sigma^{-1} \) as a metric tensor, which we assumed to be non-singular (for singular covariance matrix, see e.g., (Henk Don, 1985) and (Holbrook, 2018)).

To provide probabilistic predictions on test points, a Gaussian process is trained on the existing data. Training the Gaussian process means to find the parameters \( \beta \) and hyperparameters \( \theta \), for instance, by maximizing the posterior function of the hyperparameters \( p(\beta, \theta|y) \propto p(y|\beta, \theta)p(\beta, \theta) \). We assume \( p(\beta, \theta) = p(\beta)p(\theta) \). For simplicity, we also assume \( p(\theta) \) is the improper uniform distribution and we eliminate it from the posterior. A frequently-used prior for \( \beta \) is the normal distribution \( \beta \sim \mathcal{N}(b, B) \). It is a common practice to marginalize \( \beta \) out of the posterior, leading to the marginal posterior \( p(\theta|y) \), or equivalently, the marginal likelihood \( p(y|\theta) \) given by (see e.g., (Rasmussen & Williams, 2006, Equation 2.43))

\[
p(y|\theta) = \frac{1}{\sqrt{(2\pi)^n |\Sigma|^{-1/2} |X|^{-1/2}|B|^{-1/2}}} \exp\left( -\frac{1}{2} \|y - Xb\|^2_M \right),
\]

where

\[
M := \Sigma^{-1} - \Sigma^{-1} X (X^* \Sigma^{-1} X + B^{-1})^{-1} X^* \Sigma^{-1}.
\]

By applying the Woodbury matrix identity of (1) and (2) on \( M \), we can write \( M = \tilde{\Sigma}^{-1} \), where

\[
\tilde{\Sigma} := \Sigma + XBX^*.
\]

Moreover, the matrix determinant lemma in (3) simplifies (B.2) to

\[
p(y|\theta) = \frac{1}{\sqrt{(2\pi)^n |\Sigma|^{-1/2}}} \exp\left( -\frac{1}{2} \|y - Xb\|^2_{\Sigma^{-1}} \right).
\]

In other words, when a normal prior is imposed on \( \beta \), the marginal likelihood becomes the normal distribution \( \mathcal{N}(Xb, \tilde{\Sigma}) \) (see e.g., (Rasmussen & Williams, 2006, Equation 2.40)). We note that \( \tilde{\Sigma} \) acts as the equivalent covariance in the presence of the uncertainty \( B \) of the parameter \( \beta \). The matrix \( M \) can be regarded as the precision matrix of \( \tilde{\Sigma} \).

A special case of the above formulations is when the precision matrix of \( \beta \sim \mathcal{N}(b, B) \) vanishes, i.e., \( B^{-1} \rightarrow 0 \), which leads to an improper uniform prior on the parameter \( \beta \). In this case, \( M \) in (B.3) becomes singular, and the Woodbury matrix identity and matrix determinant lemma that are applied in (B.4) and (B.5) do not hold. We discuss this case in Section 4.1.

**Appendix C ** Dataset

In our numerical experiment in Section 5, the matrix \( A \) is obtained from the covariance of an electrocardiogram (ECG) signal. This signal was taken from MIT-BIH arrhythmia database (Moody & Mark, 2001) and is available at PhysioBank (Goldberger et al., 2000). A short segment of the post-processed ECG signal is displayed in Figure 3a. For ease of calculation, the ECG signal is considered wide-sense stationary stochastic process, allowing us to calculate its autocovariance by

\[
\kappa(\Delta t) = \mathbb{E}[(f(t + \Delta t) - \bar{f})(f(t) - \bar{f})],
\]
where $\Delta t$ is the lag-time in the autocovariance function, $E$ is the expectation operator, and $f$ is the ECG signal with the mean $\bar{f}$. The covariance matrix $A$ is obtained by the components $A_{ij} = \kappa(|i - j|f_s\nu)$ where $f_s = 360$ Hz is the sampling frequency of the ECG signal and $\nu = 2$ is the sampling of the autocovariance function. Note that $A$ is a Toeplitz matrix.

Figures 3b and 3c respectively show the corresponding autocorrelation function $\tau = \sigma^{-2}\kappa$ and the correlation matrix $K = \sigma^{-2}A$ where $\sigma^2 = \kappa(0)$ is the variance of the signal. Also, Figure 3d shows the eigenvalues of the correlation matrix which indicates that $K$ (and hence $A$) is positive-definite as all the eigenvalues are positive.
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