ELLIPSDF: Joint Object Pose and Shape Optimization with a Bi-level Ellipsoid and Signed Distance Function Description

Mo Shan, Qiaojun Feng, You-Yi Jau, Nikolay Atanasov
University of California San Diego
{moshan,qjfeng,yjau,natanasov}@ucsd.edu

Abstract

Autonomous systems need to understand the semantics and geometry of their surroundings in order to comprehend and safely execute object-level task specifications. This paper proposes an expressive yet compact model for joint object pose and shape optimization, and an associated optimization algorithm to infer an object-level map from multi-view RGB-D camera observations. The model is expressive because it captures the identities, positions, orientations, and shapes of objects in the environment. It is compact because it relies on a low-dimensional latent representation of implicit object shape, allowing onboard storage of large multi-category object maps. Different from other works that rely on a single object representation format, our approach has a bi-level object model that captures both the coarse level scale as well as the fine level shape details. Our approach is evaluated on the large-scale real-world ScanNet dataset and compared against state-of-the-art methods.

1. Introduction

Range sensors, such as RGB-D cameras and LIDARs, have become a primary data source for robot localization and mapping due to their increasing accuracy, affordability, and compactness. This has contributed to the development of RGB-D Simultaneous Localization And Mapping (SLAM) [23, 33, 35, 46] and Structure from Motion (SfM) [2, 11, 43] approaches that provide accurate and efficient ego-motion estimation and map reconstruction. The map representations used in RGB-D SLAM, however, are predominantly geometric, composed of point landmarks [23, 45], surfels [47] or explicit (mesh) and implicit (signed distance field) surface representations [33, 39]. These geometric models do not provide semantic information such as the class, pose, shape, or affordances of objects in the scene. Maps that combine geometric and semantic information are useful and understandable for humans and allow specification of symbolic tasks, such as retrieval, object-directed navigation, grasping, and safety critical operation, in terms of object entities.

Recent works that focus on object-level localization and mapping include [37, 42, 45, 29, 20], which utilize objects as landmarks for localization and navigation [42, 32, 45, 29, 20] or as functional entities for motion, part, and affordance identification [26, 38, 31, 27]. The memory and computational efficiency of the object representations used by semantic SLAM are vital for accommodating online construction, onboard storage, and multi-robot use of large semantic maps. On one hand, a parsimonious way for optimizing and storing object maps is needed to ensure online computation and low onboard memory use. On the other hand, it is desirable to preserve as many details about the object shapes, texture, and affordances as possible. Striking the right balance between a faithful object reconstruction and a compact object representation remains an open research problem.

This paper proposes ELLIPSDF, which is an expressive yet compact model of object pose and shape, and an associated optimization algorithm to infer an object-level map from multi-view RGB-D camera observations, as shown in Fig. 1. ELLIPSDF is expressive because it captures the...
Shape representation using SDF predicted by an autodecoder network was proposed in DeepSDF [36] and DualSDF [18]. In this paper, we extend the SDF prediction in prior works by proposing a bi-level object model with a shared latent representation. Object primitive shapes and SDF are predicted from a shared latent space. On the coarse-level, an ellipsoid is used as a primitive shape to constrain the overall shape scale. On the fine-level, an autodecoder similar to DeepSDF is used to preserve the object shape details. To summarize, the main contribution of this work is the design of

- a bi-level object model with coarse and fine levels, enabling joint optimization of object pose and shape. The coarse-level uses a primitive shape for robust pose and scale initialization, and the fine-level uses SDF residual directly to allow accurate shape modeling. The two levels are coupled via a shared latent space.

- a cost function to measure the mismatch between the bi-level object model and the segmented RGB-D observations in the world frame.

2. Related Work

Several RGB-D SLAM approaches [33, 14, 23, 15, 47] are able to generate accurate trajectory and a dense 3D model of the environment. However, early RGB-D SLAM techniques focus on obtaining a geometric map and overlook the semantics. Later, object-level SLAM approaches [34, 49] are proposed to model both geometry and semantics. Those works focus on estimating the object pose accurately, but have limited capabilities to model object shape details due to the very simple geometric shape models used, such as cuboids and quadrics.

Compared with other similar works [30, 10] on learning implicit function for surface, DeepSDF [36] learns a continuous metric function of distance instead of binary classification function dividing inside or outside, which makes it suitable for gradient-based optimization in SLAM. Subsequent works along the direction of DeepSDF include FroDO [41], MOLTR [25], and DualSDF [18]. FroDO leverages both point cloud and SDF representations, which defines sparse and dense losses to optimize the object shape. An extension of FroDO is MOLTR, which reconstructs an object shape by fusing multiple single-view shape codes to handle both static and dynamic objects. Similar to the coarse-to-fine shape estimation in FroDO and MOLTR, DualSDF uses two levels of granularity to represent 3D shapes. A shared latent space is employed to tightly couple the two levels, and a Gaussian prior is imposed on the latent space to enable sampling, interpolation, and optimization-based manipulation. DeepSDF and the derivatives offer models for accurate shape modeling but few of them consider object pose estimation.

Object pose estimation is a critical step in the construction of an object level map. To estimate the transformation between world frame and the object frame, Scan2CAD [4] estimates the object pose and scale by establishing keypoint correspondences between the objects in the scene and their 3D CAD models. The keypoints are annotated for the CAD models and predicted by CNNs during inference. The Harris keypoints are detected from the 3D scan to be matched with those keypoints on the CAD models. However, both keypoint annotation and model retrieval take a long time for objects with complicated shapes, such as sofa. Later on Avetisyan et al. [5] dramatically increased the efficiency of the alignment process by utilizing a novel differentiable Procrustes alignment loss. Firstly, a proposed 3D CNN is used to identify objects in the 3D scan. Secondly, object bounding boxes are used to establish correspondence between scan objects and the CAD models. Lastly, alignment-informed correspondences are learnt via the differentiable Procrustes alignment loss. Furthermore, multi-view constraints are introduced in Vid2CAD [23].

In the proposed ELLIPSDF, a learnt continuous SDF is used to reconstruct the object at arbitrary resolutions, and thus our approach has a more expressive object model in comparison to [20, 24]. Furthermore, our model has two levels of granularity that provide a coarse object prior to optimize the object scale, which is different from FroDO or [1]. Our system is online and more efficient, and unlike prior works that focus on single object estimation, we also present a large-scale, quantitative evaluation using a public benchmark that has multiple objects.

3. Background

Rigid body orientation, pose, and similarity are represented using the \( SO(3) \), \( SE(3) \), and \( SIM(3) \) Lie groups, respectively, defined as:

\[
SO(3) \triangleq \{ R \in \mathbb{R}^{3 \times 3} \mid R^\top R = I, \det(R) = 1 \}, \\
SE(3) \triangleq \left\{ \begin{bmatrix} R & t \\ 0^\top & 1 \end{bmatrix} \in \mathbb{R}^{4 \times 4} \mid R \in SO(3), t \in \mathbb{R}^3 \right\}, \tag{1}
\]

\[
SIM(3) \triangleq \left\{ \begin{bmatrix} sR & t \\ 0^\top & 1 \end{bmatrix} \in \mathbb{R}^{4 \times 4} \mid R \in SO(3), t \in \mathbb{R}^3, s \in \mathbb{R} \right\}.
\]

We overload \( \xi \) to denote a mapping from a vector in \( \mathbb{R}^3 \) or \( \mathbb{R}^6 \) or \( \mathbb{R}^7 \) to the Lie algebra \( so(3), se(3) \), or \( sim(3) \), associ-
ated with the Lie groups in \([1]\), defined as:

\[
\text{so}(3) \triangleq \{ \xi \in \mathbb{R}^3 \mid \xi = \begin{bmatrix} 0 & -\xi_3 & \xi_2 \\ \xi_3 & 0 & -\xi_1 \\ -\xi_2 & \xi_1 & 0 \end{bmatrix} \},
\]

\[
\text{se}(3) \triangleq \{ \xi \in \mathbb{R}^3 \mid \xi = \begin{bmatrix} \theta \times \rho \\ 0^T \end{bmatrix} \}, \quad \theta \in \mathbb{R}^3, \quad \rho \in \mathbb{R}^6, \quad \xi \in \mathbb{R}^6.
\]

\[
\text{sim}(3) \triangleq \{ \xi \in \mathbb{R}^3 \mid \xi = \begin{bmatrix} \sigma I + \theta \times \rho \\ 0^T \end{bmatrix} \}, \quad \theta \in \mathbb{R}^3, \quad \rho \in \mathbb{R}^6, \quad \xi \in \mathbb{R}^7.
\]

We define an infinitesimal change of a Lie group element \(T\) via a left perturbation \(\exp(\xi)\) to \(T\), using the exponential map \(\exp(\xi)\) to retract a Lie algebra element \(\xi\) to the Lie group. Please refer to [10] Ch.7 or [15] for details.

The coarse shape of a rigid body is represented using a quadric shape \([19]\) Ch.3. \(\{ x \in \mathbb{R}^3 \mid x^T Q x \leq 0 \}\), where \(Q \equiv [x^T, 1]^T\) denotes the homogeneous coordinates of \(x\) and \(Q \in \mathbb{R}^{4 \times 4}\) is a symmetric matrix. An axis-aligned ellipsoid centered at the origin:

\[
\mathcal{E}_u \triangleq \{ x \in \mathbb{R}^3 \mid x^T U^{-1} x \leq 1 \},
\]

where \(U \equiv \text{diag}(\mathbf{u})\) and the elements of the vector \(\mathbf{u} \in \mathbb{R}^3\) specify the lengths of the semi-axes of \(\mathcal{E}_u\). An ellipsoid \(\mathcal{E}_u\) is a special case of a quadric shape with \(Q = \text{diag}(U^{-2}, -1)\). A quadric shape can also be defined in dual form, as the set of planes \(\pi = Q x\) that are tangent to the shape surface at each \(x\). This dual quadric surface definition is \(\{ \pi \in \mathbb{R}^3 \mid x^T \pi = 0 \}\), where \(Q^* = \text{adj}(Q)\) is the conjugate of \(Q\). A dual quadric defined by \(Q^*\) can be scaled, rotated, or translated by a similarity transform \(T \in \text{SIM}(3)\) as \(T Q^* T^{-1}\). Similarly, a dual quadric can be projected to a lower-dimensional space by a projection matrix \(P = [1 \ 0]\) as \(P Q^*\).

The fine shape of a rigid body is represented as \(\{ x \in \mathbb{R}^3 \mid f(x) \leq 0 \}\) using the signed distance field of a set \(S \subset \mathbb{R}^3\):

\[
f(x) = \begin{cases} -d(x, \partial S), & x \in S, \\ d(x, \partial S), & x \notin S, \end{cases}
\]

where \(d(x, \partial S)\) denotes the Euclidean distance from a point \(x \in \mathbb{R}^3\) to the boundary \(\partial S\) of \(S\).

4. Problem Formulation

Consider an RGB-D camera whose optical frame has pose \(C_k \in \text{SE}(3)\) with respect to the global frame at discrete time steps \(k = 1, \ldots, K\). Assume that the camera is calibrated and its pose trajectory \(\{C_k\}_{k=1}^K\) is known, e.g., from a SLAM or 3D algorithm. At time \(k\), the camera provides an RGB image \(I_k : \Omega^2 \rightarrow \mathbb{R}^3\) and a depth image \(D_k : \Omega^2 \rightarrow \mathbb{R}_{\geq 0}\) such that \(I_k(p)\) and \(D_k(p)\) are the color and depth of a pixel \(p \in \Omega^2\) in normalized pixel coordinates. The camera moves in an unknown environment that contains \(N\) objects \(O \triangleq \{o_n\}_{n=1}^N\). Each object \(o_n = (c_n, i_n)\) is an instance of class \(c_n\), defined below.

Definition. An object class is a tuple \(c \triangleq (v, z, f_\theta, g_\phi)\), where \(v \in \mathbb{N}\) is the class identity, e.g., chair, table, sofa, and \(z \in \mathbb{R}^d\) is a latent code vector, encoding the average class shape. The class shape is represented in a canonical coordinate frame at two levels of granularity: coarse and fine. The coarse shape is specified by an ellipsoid \(\mathcal{E}_u\) in \(\mathbb{R}^3\) with semi-axis lengths \(\mathbf{u} = g_\phi(z)\) decoded from the latent code \(z\) via a function \(g_\phi : \mathbb{R}^d \rightarrow \mathbb{R}^3\) with parameters \(\phi\). The fine shape is specified by the signed distance \(f_\theta(x, z)\) from any \(x \in \mathbb{R}^3\) to the average shape surface, decoded from the latent code \(z\) via a function \(f_\theta : \mathbb{R}^3 \times \mathbb{R}^d \rightarrow \mathbb{R}\) with parameters \(\theta\).

Definition. An object instance of class \(c\) is a tuple \(I \triangleq (T, \delta z)\), where \(T \in \text{SIM}(3)\) specifies the transformation from the global frame to the instance frame, and \(\delta z \in \mathbb{R}^d\) is a deformation of the latent code \(z\), specifying the average shape of class \(c\).

We assume that object detection (e.g., [8]) and tracking (e.g., [12]) algorithms are available to provide the class \(c_n\) and pixel-wise segmentation \(\Omega^2_{n,k} \subseteq \Omega^2\) of any object observed by the camera at time \(k\). Our goal is to estimate the shape \(i_k := (T_k, \delta z_k)\) of each observed object \(n\). We consider object instances independently and drop the subscript \(n\) when it is clear from the context.

Given an object with multi-view segmentation \(\Omega^2_k\), we use the depth \(D_k(p)\) of each pixel \(p \in \Omega^2_k\) to obtain a set of points \(X_k(p)\) along the ray starting from the camera optical center and passing through \(p\). The set \(X_k(p)\) is used to optimize the pose and shape of the object instance. For each ray, we choose three points, one lying on the observed surface, one a small distance \(\epsilon > 0\) in front of the surface, and one a small distance \(\epsilon\) behind. Given \(d \in \{0, \pm \epsilon\}\), we obtain points \(y \in \mathbb{R}^3\) in the optical frame corresponding to the pixels \(p \in \Omega^2_k\):

\[
y_k(p) \triangleq \{ (y, d) \mid y = \left( D_k(p) + \frac{d}{|p|} \right) p, \ d \in \{0, \pm \epsilon\} \},
\]

and project them to the global frame using the known camera pose \(C_k\):

\[
X_k(p) \triangleq \{ (x, d) \mid x = PC_k y, \ (y, d) \in y_k(p) \}.
\]

We define an error function \(e_\phi\) to measure the discrepancy between a distance-labelled point \((x, d) \in X_k(p)\) observed close to the instance surface and the coarse shape \(\mathcal{E}_u\) provided by \(u = g_\phi(x)\). Another error function \(e_\phi\) is used for the difference between \((x, d)\) and the SDF value.
Figure 2. ELLIPSDF Overview: A point cloud and initial pose (green) are obtained from RGB-D detections of a chair instance from known camera poses (blue). A bi-level category shape description, consisting of a latent shape code, a coarse shape decoder, and a fine shape decoder (orange), is trained offline using a dataset of mesh models. Given the observed point cloud, the pose and shape deformation of the newly seen instance are optimized jointly online, achieving shape reconstruction in the global frame (red).

$f_\theta(x, z)$ predicted by the fine shape model. The overall error function is defined as:

$$e(T, \delta z, \theta, \phi; \{X_k(p)\}) \triangleq \alpha e_r(\delta z) + \sum_{k=1}^{K} \sum_{p \in \Omega^k} \sum_{(x, d) \in X_k(p)} \beta e_\theta(x, d, T, \delta z) + \gamma e_\phi(x, d, T, \delta z),$$

where $e_r(\delta z)$ is a shape deformation regularization term. The coarse-shape error, $e_\theta$, fine-shape error, $e_\phi$, and the regularization, $e_r$, are defined precisely in Sec. 5.1.

We distinguish between a training phase, where we optimize the parameters $z, \theta, \phi$ of an object class using offline data from instances with known mesh shapes, and a testing phase, where we optimize the pose $T$ and shape deformation $\delta z$ of a previously unseen instance from the same category using online distance data from an RGB-D camera.

In training, we generate points $\{X_n,k(p)\}$ close to the surface of each available mesh model $n$ in a canonical coordinate frame (with identity pose $I_d$) and optimize the class shape parameters via:

$$\min_{\{\delta z_n\}, \theta, \phi} \sum_{n} e(I_d, \delta z_n, \theta, \phi; \{X_n,k(p)\}).$$

In testing, we receive points $\{X_k(p)\}$ in the global frame, generated by the RGB-D camera from the surface of a previously unseen instance. Assuming known object class, we fix the trained shape parameters $z^*, \theta^*, \phi^*$ and optimize the unknown instance transform $T \in \text{SIM}(3)$ and shape deformation $\delta z \in \mathbb{R}^d$:

$$\min_{T, \delta z} e(T, \delta z, \theta^*, \phi^*; \{X_k(p)\}).$$

5. Object Pose and Shape Optimization

This section develops ELLIPSDF, an autodecoder model for bi-level object shape representation. Sec. 5.1 presents the model and defines the error functions for its parameter optimization. Sec. 5.2 describes how a trained ELLIPSDF model is used at test time for multi-view joint optimization of object pose and shape. An overview is shown in Fig. 2.

5.1. Training an ELLIPSDF Model

Bi-level Shape Representation: The ELLIPSDF shape model consists of two autodecoders $g_\theta(z)$ and $f_\theta(x, z)$, using a shared latent code $z \in \mathbb{R}^d$. The first autodecoder provides a coarse shape representation with parameters $\theta$, as an axis-aligned ellipsoid $E_n$ in a canonical coordinate frame with semi-axis lengths $u = g_\theta(z)$. The second autoencoder provides a fine shape representation with parameters $\phi$, as an implicit SDF surface $\{x \in \mathbb{R}^d \mid f_\theta(x, z) \leq 0\}$ in the same canonical coordinate frame. We implement $g_\theta(z)$ and $f_\theta(x, z)$ as 8-layer perceptrons with one cross-connection, as described in Sec. D in the supplementary material of DualSDF [18]. The reparametrization trick [24] is used to maintain a Gaussian distribution $z = \mu + \text{diag}(\sigma) \epsilon$ over the latent code with $\epsilon \sim \mathcal{N}(0, I)$. Thus, at training time, the ELLIPSDF model parameters are the mean $\mu \in \mathbb{R}^d$ and
standard deviation \( \sigma \in \mathbb{R}^d \) of the latent shape code and the coarse and fine shape autodecoder parameters \( \phi \) and \( \theta \). The model is visualized in Fig.\[3\]

**Error Functions:** We introduce error terms that play a key role for optimizing the category-level latent code \( z \) and decoder parameters \( \theta, \phi \), during training time, as well as the transformation \( T \) from the global frame to the canonical object frame and the latent code deformation \( \delta z \) of a particular instance during test time. The training data for an ELLIPSDF model consists of distance-labeled point clouds \( X_{n,k}(p) \) associated with instances \( n \) from the same class, as introduced in Sec.\[4\]. A different latent code \( z_n \) is optimized for each instance \( n \), while the decoder parameters \( \theta \) and \( \phi \) are common for all instances of the same class.

The fine-level shape error function \( e_\theta(x, d, T, \delta z) \) of a point \( x \) in global coordinates with signed distance label \( d \) is defined as:

\[
e_\theta(x, d, T, \delta z) \triangleq \rho(s f_\theta(PTx; z + \delta z) - d). \tag{9}
\]

In the definition above, the point \( x \) is first transformed to the object coordinate frame via \( PTx \) and the fine-shape model \( f_\theta \) is queried with the instance shape code \( z + \delta z \) to predict the SDF to the object surface. Since SDF values vary proportionally with scaling [1], the returned value is scaled back by \( s \) before measuring its discrepancy with the label \( d \). Instead of measuring the difference between \( s f_\theta \) and \( d \) in absolute value, we employ a Huber term [21] to make the error function robust against outliers:

\[
\rho(r) \triangleq \begin{cases} \frac{1}{2}r^2 & |r| \leq \delta, \\ \delta(|r| - \frac{1}{2}\delta) & \text{else}. \end{cases} \tag{10}
\]

Note that the error \( e_\theta \) relates both the object pose and shape to the SDF residual, which is unique to our formulation and enables their joint optimization.

The coarse-level shape error function \( e_\phi(x, d, T, \delta z) \) is defined similarly, using a signed distance function for the coarse shape. Since the coarse shape decoder, \( u = g_\phi(z) \), provides an explicit ellipsoid description, we first need a conversion to SDF before we can define the error term. An approximation of the SDF of an ellipsoid \( E_u \) with semi-axis lengths \( u \) can be obtained as:

\[
h(x, u) = \frac{\|U^{-1}x\|_2^2 - \|U^{-1}x\|_2^2 - 1}{\|U^{-2}x\|_2}. \tag{11}
\]

Then, the coarse-level shape error of a point \( x \) in global coordinates with signed distance label \( d \) is defined as:

\[
e_\phi(x, d, T, \delta z) \triangleq \rho(s h(PTx; g_\phi(z + \delta z)) - d). \tag{12}
\]

During training, the object transformation is fixed to be the canonical coordinate frame \( T = I_4 \) because the training point-cloud data is collected directly in the object frame. The regularization term \( e_\phi(\delta z) \) in [10] is defined as the KL divergence between the distribution of \( \delta z \) and a standard normal distribution [18].

**5.2. Joint Pose and Shape Optimization with an ELLIPSDF Model**

This section describes how a trained ELLIPSDF model is used to initialize and optimize the pose and shape of a new object instance at test time.

**Initialization:** We follow [12, 40, 17] to initialize the SIM(3) scale and pose of an observed object, relying on its coarse ellipsoid shape representation. We fit ellipses to the pixel-wise segmentation \( \Omega^2 \) of an object at each time \( k \):

\[
\{ q \in \Omega^2 : (q - c_k)^\top E_k^{-1}(q - c_k) \leq 1 \}, \tag{13}
\]

where the center and symmetric matrix are obtained as \( c_k = \frac{1}{|\Omega_k|} \sum_{p \in \Omega_k} p \) and \( E_k = \frac{1}{|\Omega_k|} \sum_{p \in \Omega_k} (p - c_k)(p - c_k)^\top \).

The axes lengths are the eigenvalues \( \lambda_0, \lambda_1 \) of \( E_k \). The 2D quadric surface corresponding to the ellipse in (13) and its dual are defined by the matrix \( H_k \) and its inverse \( H_k^-1 \):

\[
H_k = \begin{bmatrix}
E_k^{-1} & -E_k^{-1}c_k \\
-c_k E_k^{-1} & c_k E_k^{-1} c_k - 1
\end{bmatrix}, \quad H_k^-1 = \begin{bmatrix}
E_k - c_k c_k^\top & -c_k \\
-c_k^\top & -1
\end{bmatrix}.
\]

An ellipsoid in dual quadric form \( Q^* \) in global coordinates and its conic projection \( H_k^\top \) in image \( k \) are related by \( \beta_k H_k^\top = PC_k^{-1} Q^* C_k^\top P^\top \) defined up to a scale factor \( \beta_k \). This equation can be rearranged to \( \beta_k h_k = G_k v \), where \( h_k = \text{vech}(H_k^\top), h_k \in \mathbb{R}^6 \), \( v = \text{vech}(Q^*) \) and \( v \in \mathbb{R}^{10} \). The operator \( \text{vech} \) serializes the lower triangular part of a symmetric matrix, and \( G_k \) is a matrix that depends on \( PC_k^{-1} \). The explicit form of \( G_k \) is derived in (5) in [40].

Next, a least squares system is constructed from the multi-view observations. By stacking all observations, we obtain
\[ \mathbf{M} \mathbf{w} = 0, \text{ where } \mathbf{w} = (v, \beta_1, \ldots, \beta_k)^T, \text{ and } \mathbf{M} \text{ is defined in (8) in [40]. This leads to a least squares system:} \]

\[ \hat{\mathbf{w}} = \arg \min_{\mathbf{w}} \| \mathbf{M} \mathbf{w} \|_2^2 \quad \text{s.t.} \quad \| \mathbf{w} \|_2^2 = 1, \]

(14)

which can be solved by applying SVD to \( \mathbf{M} \), and taking the right singular vector associated to the minimum singular value. The constraint \( \| \mathbf{w} \|_2^2 = 1 \) avoids a trivial solution. The first 10 entries of \( \hat{\mathbf{w}} \) are \( \hat{\mathbf{v}} \), which is a vectorized version of the dual ellipsoid \( \hat{\mathbf{Q}}^* \) in the global frame. To avoid degenerate quadratics, a variant of the least squares system in (14) is proposed in [47], which constrains the center of the ellipse and the re-projection of the center of the 3D ellipsoid to be close. Thus, we modify \( \mathbf{M} \) using the version in (9) in [47] to improve the estimation.

The object pose \( \mathbf{T}^{-1} \) can be recovered by relating the estimated ellipsoid \( \hat{\mathbf{Q}}^* \) to the ellipsoid \( \mathbf{Q}_0^* \) in the canonical coordinate frame predicted by the coarse shape decoder \( \mathbf{u} = g_\phi(\mathbf{z}) \) using the average class shape \( \mathbf{z} \):

\[ \hat{\mathbf{Q}}^* = \hat{\mathbf{T}}^{-1} \mathbf{Q}_0^* \hat{\mathbf{T}}^{-T} = \begin{bmatrix} s \hat{\mathbf{R}} \mathbf{U} \mathbf{U}^T \hat{\mathbf{R}}^T - \mathbf{t} \mathbf{t}^T \mathbf{t}^T & -\mathbf{t} \end{bmatrix}. \]

The translation \( \mathbf{t} \) can be recovered from the last column of \( \hat{\mathbf{Q}}^* \). To recover the rotation, note that \( \mathbf{A} \triangleq \mathbf{P} \hat{\mathbf{Q}}^* \mathbf{P}^T + \mathbf{f} \mathbf{f}^T = s^2 \hat{\mathbf{R}} \mathbf{U} \mathbf{U}^T \hat{\mathbf{R}}^T \) is a positive semidefinite matrix. Let its eigen-decomposition be \( \mathbf{A} = \mathbf{V} \mathbf{Y} \mathbf{V}^T \), where \( \mathbf{Y} \) is a diagonal matrix containing the eigenvalues of \( \mathbf{A} \). Since \( \mathbf{U} \mathbf{U}^T \) is diagonal, it follows that \( \hat{\mathbf{R}} = \mathbf{V} \), while the scale \( \hat{s} \) is obtained as \( \hat{s} = \frac{1}{2} \sqrt{\text{tr}(\mathbf{U}^{-1} \mathbf{Y} \mathbf{U}^{-T})} \). Note that although the SIM(3) pose could also be recovered from the object point cloud, other outlier rejection methods are required [43] when the point cloud is noisy.

**Optimization:** Given the initialized instance transformation \( \mathbf{T} \) and initial shape deformation \( \mathbf{z} = 0 \), we solve the joint pose and shape optimization in (8) via gradient descent. Note that the decoder parameters \( \theta, \phi \) and the mean category shape code \( \mathbf{z} \) are fixed during online inference. Since \( \mathbf{T} \) is an element of the SIM(3) manifold, the gradients and gradient steps need to be computed by projecting to the tangent \( \text{sim}(3) \) vector space and retracting back to \( \text{SIM}(3) \).

We introduce local perturbations \( \mathbf{T} = \exp \left( \xi \right) \mathbf{T} \), \( \mathbf{z} = \delta \mathbf{z} + \delta \hat{\mathbf{z}} \) and derive the Jacobians of the error function in (6) with respect to \( \xi \) and \( \delta \mathbf{z} \).

**Proposition 1.** The Jacobian of \( e_\phi \) in (6) with respect to the transformation perturbation \( \xi \in \text{sim}(3) \) is:

\[ \frac{\partial e_\phi}{\partial \xi} = \frac{\partial e_\phi}{\partial r} \left( s(0, 1, f_\theta(x, \delta \mathbf{z}) + s \nabla_x f_\theta(x, \delta \mathbf{z})^T P \left[ \mathbf{T} \right] \right) \]

\[ \frac{\partial e_\theta}{\partial \delta \mathbf{z}} = \frac{\partial e_\theta}{\partial r} s \nabla_x f_\theta(x, \delta \mathbf{z}), \]

where \( f_\theta(x, \delta \mathbf{z}) = f_\theta(P \mathbf{T} \mathbf{x}; x + \delta \mathbf{z}) \) is defined in (10) and \( \frac{\partial e_\phi}{\partial r} \) is the derivative of the Huber term in (10) evaluated at \( r = s f_\theta(x, \delta \mathbf{z}) - d \):

\[ \frac{\partial e_\phi}{\partial r} = \begin{cases} r & |r| \leq \delta \\ \text{sign}(r) \delta & \text{else}. \end{cases} \]

The operator \( \mathbf{x}^\circ \) is defined as:

\[ \mathbf{x}^\circ \triangleq \left[ \begin{array}{c} l_3 \\ 0^\top \end{array} \right] \in \mathbb{R}^{4 \times 7}. \]

**Proof.** Using the chain rule and the product rule:

\[ \frac{\partial e_\phi}{\partial \xi} = \frac{\partial e_\phi}{\partial r} \frac{\partial r}{\partial \xi} = \frac{\partial e_\phi}{\partial r} \left( \frac{\partial s}{\partial \xi} f_\theta(x, \delta \mathbf{z}) + \frac{s}{\partial \delta \mathbf{z}} \right), \]

where \( f_\theta(x) = \mathbf{P} \mathbf{T} \mathbf{x} \) is a point in the object frame. We have \( \frac{\partial e_\phi}{\partial \xi} = e^r(0, 1, s) = s(0, 1, 0) \). The term \( s \frac{\partial e_\phi}{\partial \xi} \) is the gradient of the fine-level SDF decoder with respect to the input \( s \nabla_x f_\theta(x, \delta \mathbf{z}) \), which could be obtained from auto-differentiation. Finally, we have:

\[ \frac{\partial e_\phi}{\partial r} \mathbf{x}^\circ = \mathbf{P} \mathbf{T} \mathbf{x} \approx \mathbf{P}(I + \xi) \mathbf{T} \mathbf{x} \]

\[ = \mathbf{P} \mathbf{T} \mathbf{x} + \mathbf{P} \mathbf{T} \mathbf{x}^\circ \xi. \]

In the second equality in Prop. [1] the term \( \frac{\partial e_\phi}{\partial r} \mathbf{x}^\circ \) is the gradient of the fine-level SDF loss with respect to the input \( \mathbf{z} \) and can be obtained via auto-differentiation. The Jacobians of the coarse-level SDF error \( \frac{\partial e_\phi}{\partial \xi} \) can be obtained in a similar way.

After obtaining the Jacobians, the pose and latent shape code can be optimized via:

\[ \mathbf{T}^{i+1} \triangleq \exp \left( -\eta_1 \frac{\partial e_\phi}{\partial \xi} (\mathbf{T}, \delta \mathbf{z}, \mathbf{z}^0, \mathbf{\phi}^0; \{ \mathbf{X}_k \}) \right) \mathbf{T}^i \]

\[ \delta \mathbf{z}^{i+1} \triangleq \delta \mathbf{z} - \eta_2 \left( \frac{\partial e_\phi}{\partial \delta \mathbf{z}} (\mathbf{T}, \delta \mathbf{z}, \mathbf{z}^0, \mathbf{\phi}^0; \{ \mathbf{X}_k \}) \right), \]

where \( \eta_1, \eta_2 \) are step sizes, \( \delta \mathbf{z}^0 = 0 \), and \( \mathbf{T}^0 = \hat{\mathbf{T}} \) is obtained from the initialization. During optimization, we add regularization \( e_\phi(\delta \mathbf{z}) = ||\delta \mathbf{z}||_2 \) to restrict the amount of latent code deformation.

**6. Evaluation**

**6.1. Training Details**

The ELLIPS3DF decoder model is trained on synthetic CAD models from ShapeNet [9]. Each model’s scale is normalized to be inside a unit sphere. We sample points and calculate their SDF values using a uniform distribution in the unit sphere for training the coarse-level shape decoder \( g_\phi \). Another set of points that are close to the model surface are sampled for training the fine-level shape decoder \( f_\theta \).
The following setting were used to train the decoder networks and the latent shape code $z$. We use the Adam optimizer with initial learning rate $5 \times 10^{-4}$, 0.5 ratio decay every 300/700 epochs for the coarse and fine level networks separately. The total epoch number is 1500. The latent code dimension is 64, and the network structure follows the model in DualSDF [18].

### 6.2. Qualitative Results

We evaluate ELLIPSDF on the ScanNet dataset [13], which provides 3D scans captured by a RGB-D sensor of indoor scenes with chairs, tables, displays, etc. We segment out objects from scene-level mesh using provided instance labels, and sample points from object meshes to generate point observations. Visualizations of shape optimization for a chair are shown in Fig. 5. Optimization step improves the scale and shape estimates notably, e.g. by transforming the four-leg mean shape into an armchair. Larger scale qualitative results are shown in Fig. 4, demonstrating the effectiveness of joint shape and pose optimization. Optimized poses are closer to the ground-truth, and optimized shapes resemble the objects better than simple primitive shapes such as cuboids or quadrics that lacks fine details. For example, the successful reconstruction of an angle sofa is illustrated in the upper row in Fig. 4 which deforms from an initial mean sofa shape that does not have an angle. ELLIPSDF is also able to deal with partial observations as seen in the lower row in Fig. 4. Although the observed point clouds of the displays and the chairs are sparse, our approach still reconstructs those objects successfully. Nevertheless, the reconstruction is a square instead of rounded for the table due to a severe occlusion of the observation that only less than half of the table is observed.

### 6.3. Quantitative Results

This section presents quantitative evaluation against other methods regarding both pose and shape estimation accuracy. We also present ablation studies to showcase the improvement of the optimization over initialization-only results, and the bi-level model over a one level model.
Evaluation on Object Pose: We obtain the ground-truth object pose annotations from Scan2CAD [4] and follow the pose evaluation metrics it defines, which decomposes a pose $T \in \text{SIM}(3)$ into rotation $q$, translation $p$ and scale $s$. For an accurate pose estimation, the error thresholds for translation, rotation, and scales are set as 0.2, 20° and 20% respectively with respect to the ground-truth pose. The pose evaluation is presented in Tab. 1 in which ELLIPSDF (init) refers to the initialization-only step in Sec. 5.2 whereas ELLIPSDF (opt) refers using both the initialization and optimization steps in Sec. 5.2. The last two columns in Tab. 1 show that adding optimization step using SDF residuals improves the estimation by the initialization-only variant, due to the additional SDF residuals to help estimate pose. Moreover, ELLIPSDF (opt) outperforms both Scan2CAD and Vid2CAD, which demonstrates the superiority of ELLIPSDF that employs a primitive ellipsoid shape tailored for pose and scale estimation.

Evaluation on Object Shape: We evaluate ELLIPSDF for shape prediction on ScanNet [13] dataset in Tab. 2. Instead of single object evaluation in FroDO [41], we evaluate on multiple objects, which is harder than the single-object-scene due to clustering and partial observations. The large scale evaluation verifies that our method can generalize across different sequences and objects. The object point cloud sampled from the object mesh from [4] is used as the ground truth $S_{gt}$, and the estimated point cloud $S_{est}$ is generated from the optimized latent code $z + \delta z$. Given the ground-truth point cloud $S_{gt}$ and ELLIPSDF point cloud $S_{est}$ for an object, the fitting rate with inlier ratio is

$$f_{it}(S_{est}, S_{gt}) = \frac{|S_{close}|}{|S_{est}|},$$

(15)

where $\lambda = 0.2(m)$. A distance function $d_f(\cdot, \cdot)$ is utilized to measure the distance between a point $v$ and a point cloud $S$, which is the distance from the closest point $u \in S$ to the point $v$. In CAD-Deform [22], the distance function is set to be L1 distance, while we use L2 distance.

We run ELLIPSDF (fine) and ELLIPSDF (coarse+fine) on 150 validation sequences on ScanNet [13], where ELLIPSDF (fine) means only the fine level SDF residual is used by setting $\gamma = 0$ in (6), and ELLIPSDF (coarse+fine) means the bi-level SDF residuals are used. For each optimized object, we calculate the fitting rate and then average across all instances. In Tab. 2 we show the number of instances and average fitting rates for 4 object classes. ELLIPSDF (coarse+fine) achieves better results than ELLIPSDF (fine) across all classes, demonstrating an average 3% boost of fitting rate with the assistance of coarse model, reaching nearly 90% accuracy. The results indicate the effectiveness of the coarse level error function for improving the scale estimation.

Evaluation on 3D IoU: For a quantitative evaluation on pose estimation, our approach is compared with FroDO [41] and MOLTR [25] on ScanNet [13]. The ground-truth object poses and shapes are from Scan2CAD [4], whereas the estimated 3D bounding box is generated from the estimated point cloud. The evaluation metric is same as [25], i.e. mean Average Precision (mAP), and the IoU threshold is 0.5. The results are shown in Tab. 3. First, we compare the bi-level model against the one-level model. From the last two rows in Tab. 3 ELLIPSDF (coarse+fine) is superior than ELLIPSDF (fine) in terms of 3D IoU, and thus demonstrates that the bi-level model is beneficial by providing additional cues to constrain the pose and shape. The improvement is more significant for smaller objects, e.g. the displays. This may be explained by the fact that the initialization error is relatively larger for smaller objects, and thus requires a coarse shape residual to confine its pose. Moreover, ELLIPSDF outperforms both FroDO and MOLTR by a large margin for two probably reasons. Firstly, 3D point clouds are used in the observation for ELLIPSDF, while the other two only rely on 2D observations. Secondly, ELLIPSDF computes coarse level SDF residuals using a primitive shape to aid the estimation of pose and shape scale, whereas the other methods use SDF residuals computed from fine shape details.

7. Conclusion

This work proposes ELLIPSDF, which a novel semantic mapping approach for RGB-D sensors using a compact, shared latent representation for a bi-level object model to achieve joint pose and shape optimization. Evaluation results on large-scale dataset demonstrate the superiority of ELLIPSDF compared with other approaches. A future research direction is to integrate ELLIPSDF into the pose graph optimization for key-frame based SLAM.

---

Table 1. Quantitative results for pose estimation on ScanNet [13].

| Method                  | cabinet # instances | chair # instances | display # instances | table # instances | avg. # instances |
|-------------------------|---------------------|-------------------|---------------------|------------------|------------------|
| Scan2CAD                | 31.7                | 38.3              | 31.5                | 39.6             | 35.6             |
| Vid2CAD                 | 33.9                | 35.1              | 34.4                | 36.1             | 34.9             |
| ELLIPSDF (init)         | 35.2                | 36.4              | 35.4                | 37.1             | 36.1             |
| ELLIPSDF (opt)          | 39.9                | 40.1              | 39.6                | 41.4             | 40.3             |

Table 2. Quantitative results for shape evaluation on ScanNet [13].

| Method                  | cabinet mAP @ IoU=0.5 | chair mAP @ IoU=0.5 | display mAP @ IoU=0.5 | table mAP @ IoU=0.5 | avg. mAP @ IoU=0.5 |
|-------------------------|-----------------------|---------------------|-----------------------|---------------------|-------------------|
| Scan2CAD                | 39                    | 32                  | 33                    | 37                  | 35                |
| Vid2CAD                 | 33                    | 30                  | 28                    | 33                  | 30                |
| ELLIPSDF (fine)         | 41                    | 34                  | 34                    | 40                  | 37                |
| ELLIPSDF (coarse+fine)  | 43                    | 36                  | 36                    | 43                  | 39                |

Table 3. Comparison of 3D detection results on ScanNet [13].

| Method                  | Chair mAP @ IoU=0.5 | Table mAP @ IoU=0.5 | Display mAP @ IoU=0.5 |
|-------------------------|---------------------|---------------------|------------------------|
| FroDO [41]              | 0.32                | 0.06                | 0.04                   |
| MOLTR [25]              | 0.39                | 0.06                | 0.10                   |
| ELLIPSDF (fine)         | 0.42                | 0.26                | 0.25                   |
| ELLIPSDF (coarse+fine)  | 0.43                | 0.27                | 0.31                   |
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Supplementary Material

Trained Object Models

This section provides additional visualizations for the trained object models. Training loss for the chair category is visualized in Fig. 6, which shows the loss is decreasing and stabilizes around 40,000 epochs.

Fig. 7 visualizes the rendering results for some chairs in the training set. It shows that the scale of the primitive-based representation varies proportionally with the high-resolution representation.

Fig. 8 visualizes the rendering results for sofas in the training set. There is a lack of shape variation since the majority of sofas have similar structure. Nevertheless, the ellipsoid for the angle sofa is still different from that of other sofas.

Fig. 9 visualizes the rendering results for tables in the training set. Similar to sofas, the variation is limited due to similar table shapes. Nonetheless, the ellipsoid for the rounded table is different from the rest.

Fig. 10 visualizes the rendering results for trashbins in the training set. It could be observed that the ellipsoid varies based on the object shape, for instance, the ellipsoid is elongated for a tall trashbin.

Fig. 11 visualizes the rendering results for displays in the training set. The ellipsoid is rounded for the thicker display and is very thin for the rest.

Fig. 12 visualizes the rendering results for cabinets in the training set. The ellipsoid varies according to the different cabinet shapes.

More Qualitative Results on ScanNet

This section presents more qualitative results on ScanNet [13]. Fig. 13 shows a reconstruction with table, trash-
bins, and cabinet. The cabinet and trashbins are reconstructed well, as can be seen from the resulting meshes which resemble the original object shapes. However, the table is poorly reconstructed, since the shape is quite different and the pose is inaccurate. This is because the available observation in the scene for the table is very limited, as can be seen in the segmented mesh, which is insufficient for optimization.

A ScanNet scene with bookshelves and tables are shown in Fig. 14 to demonstrate the usefulness of the coarse and fine level residuals. The figure illustrates that the initialized object pose and shape are different from the actual scene, since the two bookshelves in the center are not parallel and are too small compared to the observation. In contrast, the bookshelves become larger after applying the fine level residual, which is more consistent with the observations. The reconstructions are further improved with both the coarse and fine level residuals, where the bookshelves become parallel. Moreover, the bottom bookshelf and the top right table also become thinner, which agrees more with the observation. This example clearly shows the effectiveness of the proposed bi-level model for joint object pose and shape optimization.

Pose Estimation Metric

This section presents the metric used to evaluate the object pose, which follows Scan2CAD [4]. We introduce the details on how to decompose a pose $T \in \text{SIM}(3)$ into rotation $q$, translation $p$ and scale $s$ and the error functions for each element separately. For rotation and scale, $R_s = \text{PTP}^T$:

$$s_1 = \|R_s e_1\|_2, \quad s_2 = \|R_s e_2\|_2, \quad s_3 = \|R_s e_3\|_2,$$

$$R_{e1} = \frac{R_s e_1}{s_1}, \quad R_{e2} = \frac{R_s e_2}{s_2}, \quad R_{e3} = \frac{R_s e_3}{s_3}. \quad (16)$$

Suppose $R = \{m_{ij}\}, i, j \in [1, 2, 3]$, we transform it to quaternion $q$ by

$$q_0 = \sqrt{\text{tr}(R) + 1}/2, \quad q_1 = \frac{m_{32} - m_{23}}{4q_0}, \quad q_2 = \frac{m_{13} - m_{31}}{4q_0}, \quad q_3 = \frac{m_{21} - m_{12}}{4q_0}. \quad (17)$$

Suppose the prediction and groundtruth are $q_{\text{pred}}, q_{\text{gt}}$, we compute the difference by

$$\epsilon_{\text{SO}(3)}(q, \hat{q}) := 2 \arccos(|q\hat{q}|). \quad (18)$$

Translation is $p = T[1 : 3, 4]$, and we compare the difference between prediction and groundtruth by

$$\|p_{\text{pred}} - p_{\text{gt}}\|_2. \quad (19)$$

For scale percentage error, we compute it by

$$100 \times \frac{1}{3} \sum_{i=1}^{3} |s_i - 1|, \quad (20)$$
Figure 14. Visualization of the original scene and reconstructed objects for ScanNet scene 0208. First row from left to right: original scene, reconstruction using initialized pose and mean categorical object shape, reconstruction using optimized pose and shape with fine level residual only, reconstruction using optimized pose and shape with both coarse and fine level residuals. Second row from left to right: original scene with bookshelves and tables highlighted in light blue and beige, the rest are reconstructions overlaid with object point clouds and added pseudo points.

where $\bar{s}_i = \frac{s_{pred}}{s_{gt}}$ for each of $s_1, s_2, s_3$ recovered from the SIM(3) matrix.

Timing

|       | Init | Latent Code Opt | SIM(3) Opt | SDF Decoding | Meshing |
|-------|------|-----------------|------------|--------------|---------|
|       | 0.04 | 0.13            | 0.58       | 1.38         | 2.34    |

Timing for one instance is provided in Table 4. Init is the pose initialization in (14) for 100 views. Latent Code Opt and SIM(3) Opt are a single SGD step with respect to $\delta z$ and $T$ respectively using 10000 points as batch size. SDF Decoding and Meshing are optional steps that generate SDF predictions over $256^3$ points and apply Marching Cubes to generate a mesh. Our approach does not currently operate in real-time but it is more efficient than existing work. We will investigate how to accelerate the current slow python SIM(3) optimization.
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