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Abstract. Shapes do not define a linear space. This paper explores the linear structure of deformations as a representation of shapes. This transforms shape optimization to a variant of optimal control. The numerical challenges of this point of view are highlighted and a novel linear version of the second shape derivative is proposed leading to particular algorithms of shape Newton type.
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1. Introduction. Shape optimization is a research topic of high interest and is also used in numerous fields of application. Here, we mention only some fundamental references [28, 7, 20, 14] and some selected applications [11, 24, 3]. As mentioned, e.g., in [7], shapes do not define a linear space. For example, there is no straightforward way to define the sum of two shapes. But linear spaces are the realm of standard optimization techniques—may it be finite dimensional or infinite dimensional vector spaces. There are various ways to deal with this situation: enforcing finite dimensional parameterization of shapes like in CAD (computer aided design), which limits the variability of shapes; exploring the manifold structure of shapes like in [25, 30], which is restricted to certain shape classes; method of mapping [21, 17, 5] which maps the boundary of straight reference domain to the deforming boundary under consideration and which again has limitation in the variability of the reachable shapes.

Here, we investigate the space of deformations of an initial shape. While the method of mapping typically limits the freedom of shape variability for the sake of uniqueness of optimal solutions, deformations of the whole computational domain enable full freedom in design. Another advantage is that the set of deformation is still a linear vector space. The downside of this approach is the lack of uniqueness of the optimal solutions, which poses challenges to numerical algorithms, remedies of which are also investigated in this paper.

This paper is organized as follows. Section 2 recalls the classical definitions of first and second order shape derivatives. Our main results are in section 3, where we show that the classical shape derivatives possess a linear space interpretation. Section 4 introduces a convenient way to derive necessary optimality conditions in weak form. A model problem is introduced in section 5, for which numerical results are given in the final section 6.

2. Shape Derivatives. Here, we recall basic definitions of first and second shape derivatives. Let \( d \in \mathbb{N} \) and \( \tau > 0 \). We denote by \( \Omega \subset \mathbb{R}^d \) a bounded domain with Lipschitz boundary \( \Gamma := \partial \Omega \) and by \( J \) a real-valued functional depending on it. Moreover, let \( \{T_t\}_{t \in [0, \tau]} \) be a family of bijective mappings \( T_t : \Omega \to \mathbb{R}^d \) such that \( T_0 = id \). This family transforms the domain \( \Omega \) into new perturbed domains \( \Omega_t := T_t(\Omega) = \{T_t(x) : x \in \Omega\} \) with \( \Omega_0 = \Omega \) and the boundary \( \Gamma \) into new perturbed boundaries \( \Gamma_t := T_t(\Gamma) = \{T_t(x) : x \in \Gamma\} \) with \( \Gamma_0 = \Gamma \). If you consider the domain \( \Omega \) as a collection of material particles, which are changing their position in the time-
interval \([0, \tau]\), then the family \(\{T_t\}_{t \in [0, \tau]}\) describes the motion of each particle, i.e., at the time \(t \in [0, \tau]\) a material particle \(x \in \Omega\) has the new position \(x_t := T_t(x) \in \Omega_t\) with \(x_0 = x\). The motion of each such particle \(x\) could be described by the velocity method, i.e., as the flow \(T_t(x) := \xi(t, x)\) determined by the initial value problem

\[
\begin{align*}
\frac{d\xi(t, x)}{dt} &= V(\xi(t, x)) \\
\xi(0, x) &= x
\end{align*}
\]

or by the perturbation of identity, which is defined by \(T_t(x) := x + tV(x)\) where \(V\) denotes a sufficiently smooth vector field. We will use the perturbation of identity throughout the paper. The Eulerian derivative of \(J\) at \(\Omega\) in direction \(V\) is defined by

\[
dJ(\Omega)[V] := \lim_{t \to 0^+} \frac{J(\Omega_t) - J(\Omega)}{t}.
\]

The expression \(dJ(\Omega)[V]\) is called the shape derivative of \(J\) at \(\Omega\) in direction \(V\) and \(J\) shape differentiable at \(\Omega\) if for all directions \(V\) the Eulerian derivative (2.2) exists and the mapping \(V \mapsto dJ(\Omega)[V]\) is linear and continuous. For a thorough introduction into shape calculus, we refer to the monographs [7, 28]. In particular, [27] states that shape derivatives can always be expressed as boundary integrals due to the Hadamard structure theorem. The shape derivative arises in two equivalent notational forms:

\[
dJ_\Omega[V] := \int_\Omega F(x)V(x) \, dx \quad \text{(domain formulation)}
\]

\[
dJ_\Gamma[V] := \int_\Gamma f(s)V(s)^T n(s) \, ds \quad \text{(boundary formulation)}
\]

where \(F(x)\) is a (differential) operator acting linearly on the perturbation vector field \(V\) and \(f : \Gamma \to \mathbb{R}\) with

\[
dJ_\Omega[V] = dJ(\Omega)[V] = dJ_\Gamma[V].
\]

The boundary formulation (2.4), \(dJ_\Gamma[V]\), acting on the normal component of \(V\) has led to the interpretation as tangential vector of a corresponding shape manifold in [25].

The second shape derivative is defined as the first shape derivative of a shape derivative. That necessitates a second flow movement after the first flow movement. If we denote a second flow induced by a vector field \(W\) by \(T_s^W\), then the second shape derivative is defined as

\[
d^2J[W, V] := \lim_{s \to 0^+} \frac{1}{s} \left( \lim_{t \to 0^+} \frac{J(T_s^W(\Omega_t)) - J(T_s^W(\Omega))}{t} - \lim_{t \to 0^+} \frac{J(\Omega_t) - J(\Omega)}{t} \right).
\]

In [7] concrete expressions for the second shape Hessian are discussed in the case of the velocity method.

In addition to these basic definitions, usually also concepts like local shape derivative and material derivative are needed in order simplify the shape calculus. We use that in the sections below and refer to [4] for the specific usage in computations.

3. Shape Optimization Algorithms and Convergence in Deformation Vector Space. A standard shape optimization algorithm applies the same shape
deformation $T_t$ used in the definition of the shape derivative in order to generate iterated shapes via

$$\Omega^{k+1} = T_{t_k}^V (\Omega^k),$$

where $V^k$ is related to the shape derivative $dJ(\Omega^k)[W]$. The earliest— to the knowledge of the authors— convergence result for this type of algorithm can be found in [16]. There, all $V^k$ are assumed to be from a Hilbert space $\mathcal{H}$, the first and second order shape derivative is assumed to exist, the second shape derivative is assumed to be uniformly bounded and the step vector field $V^k$ is defined by

$$b_k(V^k, W) = -dJ(\Omega^k)[W], \quad \forall W \in \mathcal{H}$$

(3.1)

where $b_k(\ldots)$ are assumed to be uniformly lower and upper bounded bilinear forms in $\mathcal{H}$. If the step length $t_k$ is chosen according to a back tracking line search, and $J$ is assumed bounded from below, then [16, Theorem 3.1] shows $\lim_{k \to \infty} J(\Omega^k) = J^*$ for some $J^* \in \mathbb{R}$ and $\lim_{k \to \infty} \|V^k\| = 0$.

This is a very general convergence result. However, it does only state converge in the objective function and does not guarantee the existence of a limiting shape. Nor does it quantify the convergence speed. The key problem for further discussions is the proper notion of the distance in shape spaces. In [25], shapes are characterized as elements of a Riemannian manifold and the concepts of optimization on manifolds are carried over to shape manifolds. Within this framework, convergence analysis for steepest descent, Newton and Quasi-Newton methods is presented. The major drawback with this approach is, however, the requirement of $C^\infty$ smoothness of the shapes under investigation, which does not really fit into a typical finite element framework from standard PDE numerics.

Here, we consider only shapes, which result from deformations of an initial shape and identify the resulting shapes with the deformation mapping producing them. This is related to the concept of pre-shapes as discussed in detail in [18, 19], but we do not want to complicate the discussions unnecessarily with this concept. Starting from an initial shape $\Omega^0$, here we assume to work only with deformed shapes of the type $T(\Omega^0) = \{T(x) : x \in \Omega^0\}$, where $T : D \to \mathbb{R}^d$ is a mapping defined on the hold-all-domain $D$ and thus an element of a natural vector space. A central requirement for the mappings representing shapes is that the respective mapping $x \mapsto T(x)$ is invertible. Otherwise, severe problems like self intersecting discretization meshes or intersecting shape boundaries are to be expected. Furthermore, we want to concatenate shapes representing mappings, where we have to make sure that we only concatenate mappings $D \to D$. Thus, those $T$ representing shapes are a subset of all possible $T : D \to \mathbb{R}^d$.

We choose the framework of perturbation of identity and consider shape optimization methods, which update a shape by a vector field $V$, which we interpret as a mapping $V : D \to \mathbb{R}^d$. Thus, we rewrite a standard shape update rule for updating a shape $\Omega^k = T^k(\Omega^0)$ by a vector field $V : D \to \mathbb{R}^d$ in terms of the respective deformation mapping as

$$\Omega^{k+1} = \Omega^k + V(\Omega^k) \iff T^{k+1}(\Omega^0) = T^k(\Omega^0) + V \circ T^k(\Omega^0) = (I + V) \circ T^k(\Omega^0),$$

where we observe that $I + V$ is invertible, if $\|V\|_{W^{1,\infty}} < 1$ [1], and that $I + V : D \to D$, if $V$ is zero close to at the boundary of $D$. This is implicitly checked in each shape optimization iteration. Therefore, a standard shape optimization algorithm written as an algorithm in deformation vector fields, may be written in the form of Algorithm 3.1.
Algorithm 3.1 Steepest Descent Shape Deformation Optimization

\begin{algorithm}
\begin{algorithmic}
\State $k := 0$, initialize $T^0 = I, \varepsilon$
\Repeat
\State determine $V^k$ solving $b_k(V^k, Z) = -dJ(\Omega^k)[Z], \forall Z \in H$
\State Line search: find $t^k \approx \arg \min_t J((I + tV^k) \circ T^k(\Omega^0))$
\State $T^{k+1} := (I + t^kV^k) \circ T^k$
\State $k := k + 1$
\Until {$\|V^k\| \leq \varepsilon$}
\end{algorithmic}
\end{algorithm}

At the first glance, algorithm 3.1 differs significantly from standard steepest descent optimization algorithm in vector spaces as discussed, e.g. in [22], in view of the update rule $T^{k+1} := (I + t^kV^k) \circ T^k$. But because of the special definition of the shape derivative, this is indeed a standard steepest descent method in deformation vector fields, as is shown in the following Theorem 3.1. First we introduce the notation. We interpret the shape objective as a mapping $T \mapsto f(T) := J(T(\Omega_0))$ and rewrite the shape derivative in terms of the perturbation vector field $Z$.

\begin{equation}
(3.2) \quad dJ(\Omega)[Z] = \left. \frac{d}{dt} \right|_{t=0+} J((I + tZ)\circ \Omega) = \left. \frac{d}{dt} \right|_{t=0+} f((I + tZ) \circ T) = f'(T)[Z \circ T]
\end{equation}

Equation (3.2) is the central observation initiating this paper. It means that the standard shape derivative can be seen as a usual directional derivative for shape deformations, where the local directions $Z$ are pulled back to $Z \circ T$. We would like to find a gradient related vector, which we call $\nabla J$ satisfying relation (3.1) for $Z$ reformulated in this notation as

\begin{equation}
(3.3) \quad b(\nabla J(T), Z)_T = dJ(\Omega)[Z], \quad \forall Z \in H.
\end{equation}

The bilinear form $b(.,.)_T$ may be chosen differently at each point $T$ in the deformation vector space, which is indicated by the index $T$. We observe that $\nabla J$ cannot be interpreted as a gradient of the function $f$ defined on the Hilbert space of deformations $(H, g)$ with scalar product $g$ in the following way

\begin{equation}
(3.4) \quad g(\nabla f(T), Z) = f'(T)[Z], \forall Z \in H.
\end{equation}

However, there holds a revealing relation between both as formulated in Theorem 3.1.

**Theorem 3.1.** Let $g$ be a scalar product on the linear space of mappings $H := \{T \mid T : D \to \mathbb{R}^d\}$ such that $(H, g)$ is a Hilbert space. Let $J : \Omega \to \mathbb{R}$, where $\Omega = T(\Omega^0)$, be a shape functional and $f : T \mapsto J(T(\Omega^0))$ a related objective function in terms of a deformation $T \in H$. Furthermore, we define $\nabla J$ by equation (3.3) and assume that all local bilinear forms $b(.,.)_T$ are related to an overall scalar product $g(.,.)$ on the space of deformations in the following natural way for any invertible $T \in H$:

\begin{equation}
(3.5) \quad b(Z_1, Z_2)_T := g(Z_1 \circ T^{-1}, Z_2 \circ T^{-1}).
\end{equation}

Then, there holds for any invertible $T \in H$ the following relation between $\nabla J$ and the gradient of $\nabla f$, where the gradient $\nabla f$ is defined by the scalar product $g$:

\begin{equation}
(3.6) \quad \nabla f(T) = \nabla J(T) \circ T.
\end{equation}
Proof. We observe from (3.3, 3.5)
\[ g(\nabla J(T) \circ T, Z \circ T) = f'(T)[Z \circ T], \quad \forall Z \in \mathcal{H}. \]
Since \( T \) is assumed invertible, this is equivalent to
\[ g(\nabla J(T) \circ T, Z) = f'(T)[Z], \quad \forall Z \in \mathcal{H}, \]
which defines \( \nabla f \) according to (3.4).

Therefore, algorithm (3.1) can be considered a steepest descent algorithm for the
objective \( f(X) := J(X(\Omega^0)) \)–potentially with variable metric in the case of remeshing
or when using Newton’s method. Thus, all standard convergence considerations apply
here in the case of a finite dimensional Hilbert space \( \mathcal{H} \) and natural generalizations as
known in the optimal control community apply in the case of \( \mathcal{H} \) being an appropriate
infinite dimensional function space. Furthermore, we note that condition (3.5) is quite
natural, if the scalar product \( b(.,.)_T \) is defined on the finite element mesh deformed
by the deformation \( T \).

In similar fashion, we can formulate a Taylor series in following theorem.

**Theorem 3.2.** Let the assumptions of theorem 3.1 hold and assume for the vector
field \( V \) defined on \( D \) that \( I + V : D \to D \) is invertible and that \( (I + V) \circ T \in \mathcal{H} \) for
a given \( T \in \mathcal{H} \). Furthermore, we assume that the function \( f \) defined in theorem
3.1 is three times differentiable with bounded third derivative. Then, there holds the
following Taylor series
\[
J(\Omega + V(\Omega)) = J(\Omega) + b(\nabla J(\Omega), V)_T + \frac{1}{2} J''(\Omega)[V, V] + \mathcal{O}(\|V\|^3)
\]
where \( \mathcal{O} \) denotes the Landau symbol, the norm \( \| \cdot \| \) is derived from the scalar product
\( b(.,.)_T \), and \( J''(\Omega)[V, W] \) is the linear second shape derivative defined by
\[
J''(\Omega)[V, W] := \frac{d}{ds_1} \bigg|_{s_1=0^+} \frac{d}{ds_2} \bigg|_{s_2=0^+} J((I + s_1 V + s_2 W)(\Omega)).
\]

**Proof.** The assumptions guarantee the Taylor series for \( f \), which is now rephrased.
There holds
\[
J(\Omega + V(\Omega)) = f(T + V \circ T)
= f(T) + f'(T)[V \circ T] + \frac{1}{2} f''(T)[V \circ T, V \circ T] + \mathcal{O}(\|V \circ T\|^3)
= f(T) + g(\nabla f(T), V \circ T)
+ \frac{1}{2} \frac{d}{ds_1} \bigg|_{s_1=0^+} \frac{d}{ds_2} \bigg|_{s_2=0^+} f(T + s_1 V \circ T + s_2 V \circ T) + \mathcal{O}(\|V \circ T\|^3)
= J(\Omega) + b(\nabla J(\Omega), V)_T + \frac{1}{2} J''(\Omega)[V, V] + \mathcal{O}(\|V \circ T\|^3).
\]
The norm in the remainder term is derived from the scalar product \( g \). If we translate
it to \( b(.,.)_T \), we confirm the assertion. \( \square \)

The Taylor series allows the construction of linear second order optimization
methods, see below, and the investigation of well-posedness of shape optimization
problems, although well-posedness considerations are simpler carried out on the shape
boundary, either in terms of local parametrization as in [10] or in terms of shape
manifolds as in [25]. It should be noted that the linear second shape derivative defined in theorem 3.2, which is needed for the Taylor series, is symmetric and differs from the classical shape Hessian, which we recall here as

\[ d^2 J(\Omega)[V, W] = \frac{d}{ds_1} \bigg|_{s_1=0} \frac{d}{ds_2} \bigg|_{s_2=0^+} J((I + s_1 V) \circ (I + s_2 W)(\Omega)) \]

The difference contains several nonsymmetric derivative terms of \( V \circ W \) arising in the classical shape Hessian. It is shown in [7, section 6.5] that the classical shape Hessian is symmetric, if \( V \circ W = W \circ V \). The introduction of the linear second shape derivative above makes this somewhat artificial assumption no longer necessary.

Based on the observations in Theorem 3.2, we formulate a shape Newton method

\[ \Omega^{k+1} = \Omega^k + V^k(\Omega^k), \text{ where } V^k \text{ is defined by} \]

\[ J''(\Omega^k)[V^k, W] = -dJ(\Omega^k)[W], \forall W \in \mathcal{H} \]

which is equivalent to the formulation in deformation vector space

\[ T^{k+1} = T^k + V^k \circ T^k, \text{ where } V^k \text{ is defined by} \]

\[ f''(T^k)[V^k \circ T^k, W] = -f'(T^k)[W], \forall W \in \mathcal{H} \]

with the assumption \( \Omega^{k+1} = T^{k+1}(\Omega) \) and \( \Omega^k = T^k(\Omega) \). Unfortunately, \( J'' \) and thus \( f'' \) have a nontrivial and even huge null-space, which cannot simply be ignored. If this would not be the case, then standard arguments would lead to locally quadratic convergence of the shape Newton method. In order to mitigate this problem, we use the Moore-Penrose pseudoinverse instead, which allows for locally quadratic convergence again. Since the convergence theory is more easily formulated for operators than for bilinear forms, we use again Riesz representation theorem in the Hilbert space \((\mathcal{H}, g)\) and define the gradient as in equation (3.6) and with that also the Hessian operator \( H(T) \) is defined by the operator representation of \( f''(T) \), i.e.

\[ g(H(T)V, W) := f''(T)[V, W], \forall V, W \in \mathcal{H} \]

In this notation, the following iteration is performed:

(3.9) \[ T^{k+1} = T^k + V^k \circ T^k, \text{ where } V^k = -H(T^k)^+ \nabla f(T^k) \]

Here \( H(T^k)^+ \) denotes the Moore-Penrose-pseudoinverse of \( H(T^k) \). Specific aspects of the implementation are discussed in Theorem 3.3 below. Iteration (3.9) can be shown to be locally quadratically convergent by applying well-known results from linear spaces as in [9].

The Moore-Penrose-pseudoinverse based on the SVD with the standard Euclidean scalar product is computationally inefficient. Therefore, we reformulate the Moore-Penrose-pseudoinverse as a least squares problem in the scalar product related to the Hilbert space we are working in and investigate a perturbation approach. We are considering the linear equation \( HV = b \), where \( H = H(T^k) \) is the Hessian operator and \( b = \nabla f(T^k) \) is the gradient at step \( k \) of iteration (3.9), i.e., a Newton method based on the pseudoinverse.

**Theorem 3.3.** Let \((\mathcal{H}, g)\) be a Hilbert space with inner product \( g \). We assume that the linear operator \( A \) defined on \( \mathcal{H} \) has closed range and is not necessarily invertible. When solving the equation \( HV = b \) with \( b \in \mathcal{R}(H) \), we obtain \( \hat{V} := H^+ b \) as the
minimum norm solution, where $H^+$ is the Moore-Penrose pseudoinverse operator. Then, the vector $\hat{V}$ is also the unique solution of the optimization problem

$$\begin{align*}
(3.10) & \quad \min_{V} g(V,V) \\
(3.11) & \quad \text{s.t. } HV = b
\end{align*}$$

Furthermore, if $H$ is self-adjoint in the scalar product $g$ and positive semidefinite, then the vector $\hat{V}$ can be computed as the limit of the solutions $V_\varepsilon$ of the following family of linear-quadratic problems parameterized by $\varepsilon > 0$. For

$$V_\varepsilon := \arg \min_{V} \frac{1}{2} g(HV,V) - g(b,V) + \frac{\varepsilon}{2} g(V,V)$$

there holds $\lim_{\varepsilon \to 0} V_\varepsilon = \hat{V}$.

Proof. Instead of the frequently used definition of the pseudoinverse by an SVD, we use the equivalent variational definition from [13, Definition (V) on page 45], which defines it as the minimum norm solution of equation (3.11) in least squares reformulation. Thus any solution of the equation $HV = b$ can be written as $V = H^+b + V_N = \hat{V} + V_N$, where $V_N \in \mathcal{N}(H)$. We observe that $\hat{V} \in R(H^+) = R(H^*)$ [13, Theorem 2.1.2], where $H^*$ is the adjoint operator. Therefore $\hat{V} \perp V_N$ for any $V_N \in \mathcal{N}(A)$ [13, Theorem 1.2.1], where $\perp$ means orthogonality in the $g$ scalar product. Using this in the objective (3.10) gives the assertion of the first part.

The necessary conditions of problem (3.12) can be written as

$$g(HV_\varepsilon, \eta) - g(b, \eta) + \varepsilon g(V_\varepsilon, \eta) = 0, \forall \eta \in \mathcal{H}$$

$$\Leftrightarrow \quad HV_\varepsilon - b + \varepsilon V_\varepsilon = 0$$

We use the Ansatz $V_\varepsilon := \hat{V} + Y_\varepsilon$ for some $Y_\varepsilon \in \mathcal{H}$. Since $H\hat{V} - b = 0$, we conclude

$$\begin{align*}
(3.13) & \quad (H + \varepsilon I)Y_\varepsilon = -\varepsilon \hat{V}
\end{align*}$$

Since $\hat{V} \in R(H)$, because $H$ is self-adjoint, also $Y_\varepsilon \in R(H)$ as a first consequence of (3.13), for all $\varepsilon > 0$. On the other hand, we observe in the same equation $HY_\varepsilon \to 0$ for $\varepsilon \to 0$ and thus $\lim_{\varepsilon \to 0} Y_\varepsilon \in \mathcal{N}(H)$. Therefore

$$V_\varepsilon - \hat{V} = Y_\varepsilon \to 0, \text{ for } \varepsilon \to 0.$$  

In the context of a shape Newton method $H$ is the Hessian operator related to the linearized second shape derivative and $b$ is the gradient of the shape derivative.

**Corollary 3.4.** Due to the definition of the Hessian and the gradient operator, equation (3.12) is obviously equivalent to the formulation

$$\begin{align*}
(3.14) & \quad \min_{V} \frac{1}{2} f''(T^k)[V \circ T^k, V \circ T^k] - f'(T^k)[V \circ T^k] + \frac{\varepsilon}{2} g(V \circ T^k, V \circ T^k)
\end{align*}$$

which again, due to the definition of $f$, can be equivalently rephrased in terms of the shape functional as

$$\begin{align*}
(3.15) & \quad \min_{V} \frac{1}{2} f''(\Omega^k)[V,V] - dJ(\Omega^k)[V] + \frac{\varepsilon}{2} b_{\delta k}(V,V)
\end{align*}$$

which has to be solved in each shape Newton iteration.
If $\varepsilon$ is reduced during the Newton iterations in the fashion $\varepsilon_k = O(\|V^k\|)$, then locally quadratic convergence of the resulting method can be expected from respective investigations in full Newton methods [8]. However, due to discretization effects, the condition in theorem 3.3 that the gradient has to lie in the range of the Hessian may not be fulfilled exactly in the discretized equations. Therefore $\varepsilon$ may not be chosen arbitrarily small in practice. Formulations (3.12, 3.14, 3.15) are related to Tikhonov regularization. Thus, a similar result can be found in [13, Corollary 2.3.8] for the assumption that $H^*H$ is invertible, which does not hold here in general.

A different approach for the computation of the operator-vector product $H^+b$ can be performed by the usage of Krylov subspace methods, see, e.g., [15, 6, 23]. However, the relevant publications have to be rephrased to take into account a general scalar product $g$ rather than the Euclidean scalar product.

4. Material Derivatives as Test Vectors. So far, we have discussed derivatives of mappings from shapes to an objective criterion. Often, this mapping involves system equations in the form of partial differential equations, where it is reasonable to formulate the PDE explicitly as a constraint. Because of the intricacies of the shape calculus, it seems difficult to derive necessary optimality conditions for system model based shape optimization problems. Here, we introduce a simple step-by-step procedure for the derivation of the weak form of necessary conditions. We start out with the general necessary conditions of optimality for model based optimization problems in the form

$$\min J(u, q)$$

s.t. $(c(u, q), \lambda) = 0$, $\forall \lambda \in \Lambda$

There, we build the Lagrangian

$$\mathcal{L}(u, q, \lambda) := J(u, q) + (c(u, q), \lambda).$$

and observe as necessary conditions of optimality

(4.1) \[ \frac{\partial}{\partial u} \mathcal{L}(u, q, \lambda)[\tilde{u}] = 0, \ \forall \tilde{u} \in U \]

(4.2) \[ \frac{\partial}{\partial q} \mathcal{L}(u, q, \lambda)[\tilde{q}] = 0, \ \forall \tilde{q} \in Q \]

(4.3) \[ \frac{\partial}{\partial \lambda} \mathcal{L}(u, q, \lambda)[\tilde{\lambda}] = 0, \ \forall \tilde{\lambda} \in \Lambda, \]

where often $U = \Lambda$. Conditions (4.1 - 4.3) can be equivalently and jointly written as

(4.4) \[ \frac{\partial}{\partial u} \mathcal{L}(u, q, \lambda)[\tilde{u}] + \frac{\partial}{\partial q} \mathcal{L}(u, q, \lambda)[\tilde{q}] + \frac{\partial}{\partial \lambda} \mathcal{L}(u, q, \lambda)[\tilde{\lambda}] = 0, \ \forall (\tilde{u}, \tilde{q}, \tilde{\lambda}) \in U \times Q \times \Lambda \]

since each individual equation from (4.1 - 4.3) follow from this equation by setting two out of the three vectors $\tilde{u}, \tilde{q}, \tilde{\lambda}$ to zero. We arrive at the same expression on the left hand side by explicitly denoting at the solution of the optimization problem that the state and adjoint depend on the optimization variable, i.e. $u = u(q), \lambda = \lambda(q)$ and calculating the total derivative of the Lagrangian with respect to $q$ as

$$d\mathcal{L}(u(q), q, \lambda(q))[\tilde{q}] = \frac{\partial}{\partial u} \mathcal{L}(u(q), q, \lambda)[du[\tilde{q}]] + \frac{\partial}{\partial q} \mathcal{L}(u(q), q, \lambda)[\tilde{q}] + \frac{\partial}{\partial \lambda} \mathcal{L}(u(q), q, \lambda)[d\lambda[\tilde{q}]].$$
In this way, \( dL[\tilde{u}] \) depends additionally on the vectors \( du[\tilde{q}], d\lambda[\tilde{q}] \), which thus can be seen as somewhat fancy notations for the vectors \( \tilde{u}, \tilde{\lambda} \) in (4.4).

For standard model based optimization, this point of view is redundant. However, in the context of shape calculus, this approach gives a convenient guideline for deriving necessary conditions in the following steps:

1. build a Lagrangian \( L(u, \Omega, \lambda) \) of the PDE constrained shape optimization problem based on state variable \( u \) and adjoint \( \lambda \).
2. derive an expression for its shape derivative, where material derivatives \( d_M u[V], d_M \lambda[V] \) explicitly appear and denote this expression as \( dL(u, \Omega, \lambda)[dM u[V], V, dM \lambda[V]] \).
3. state necessary conditions in weak form as
   \[
   dL(u, \Omega, \lambda)[dM u[V], V, dM \lambda[V]] = 0, \quad \forall (dM u[V], V, dM \lambda[V]) \in U \times H \times V
   \]
   where \( U \) is the space for the state variables, \( H \) is the Hilbert space for the admissible deformation vector fields of the shape, and \( V \) is the space for the adjoint variables in the respective shape optimization problem.

This process is carried out and exemplified in detail in the next section. Of course, in principle, also expressions for \( dL \) can be derived, where local shape derivatives instead of material derivatives appear. However, as noted in [4], only material derivatives can be considered from the same vector space as the state or adjoint variable. Furthermore, the existence of the material derivative of the adjoint might be in question. In this case, the derivation following steps 1-3 above can be considered only formal. Nevertheless, the resulting necessary conditions are in-line with a derivation avoiding material derivatives at all as discussed in [29].

5. Model Problem. We consider the following model problem. We seek to reconstruct the shape of an inclusion \( \Omega_0 \) within the surrounding domain \( \Omega_1 \) with \( [0,1]^2 = \Omega = \Omega_0 \cup \Omega_1 \) disjointly. The actual reconstruction is inspired by electrical impedance tomography and given by the following problem

   \[
   \min_{(u, \Omega)} \frac{1}{2} \int_\Omega (u - z)^2 \, dx + \frac{\alpha}{2} R(\Omega)
   \]

   s.t. find \( u \in u_0 + H^1_{(\Gamma_0 \cup \Gamma_2)}(\Omega) \) such that

   \[
   \int_\Omega \mu (\nabla u, \nabla v)_2 - f v \, dx = 0 \quad \forall v \in H^1_{(\Gamma_0 \cup \Gamma_2)}(\Omega),
   \]

   where \( R(\Omega) \) stands for a regularization term, usually the perimeter of \( \partial \Omega_0 \) or the volume of \( \Omega_0 \). In the numerical examples below, we choose the volume and also \( \alpha = 10^{-6} \). The affine Sobolev space \( u_0 + H^1_{(\Gamma_0 \cup \Gamma_2)}(\Omega) \), where \( u_0(x_1, x_2) = x_2 \) and \( H^1_{(\Gamma_0 \cup \Gamma_2)}(\Omega) = \{ \varphi \in H^1(\Omega) : \varphi|_{\Gamma_0 \cup \Gamma_2} = 0 \} \), incorporates the inhomogenous Dirichlet boundary conditions

   \[
   u = 0 \text{ on } \Gamma_0, \quad u = 1 \text{ on } \Gamma_2,
   \]

   while the “do-nothing-condition” naturally creates a homogenous Neumann condition on the remaining boundaries. These boundary conditions can be interpreted as putting an electric potential between the upper and lower side of the domain. The actual electric field lines would then be given by \( \nabla u \). As such, the Neumann boundary
The conditions can be interpreted as no electric field lines entering or leaving the domain. The conductivity \( \mu \) directly depends on the subdomains \( \Omega_0 \) and \( \Omega_1 \) via

\[
\mu(x) = \begin{cases} 
10^{-6}, & x \in \Omega_0 \\
1, & x \in \Omega_1.
\end{cases}
\]

We generate the desired potential \( z \) by solving the problem beforehand for an elliptic inclusion \( \Omega_0 \) as shown in Figure 1. Knowledge of the actual target domain layout is then discarded and, starting from a circle, we move the interior boundary \( \partial \Omega_0 \) with the intention to recover \( z \) from the newly calculated \( u \).

The Lagrangian of this problem for \( u \in u_0 + H^1_{(\Gamma_0 \cup \Gamma_2)}(\Omega) \) and \( \lambda \in H^1_{(\Gamma_0 \cup \Gamma_2)}(\Omega) \) is

\[
\mathcal{L}(u, \Omega, \lambda) = \frac{1}{2} \int_{\Omega} (u - z)^2 \, dx + \frac{\alpha}{2} \int_{\Omega_0} 1 \, dx + \mu \int_{\Omega} \nabla u^T \nabla \lambda - f \lambda \, dx.
\]

We use the principles presented in section 4 in order to derive first order shape derivatives. For ease of presentation, we choose the volume of \( \Omega_0 \) as regularization. Step 1 is already accomplished by building the Lagrangian above. This is now differentiated with respect to the shape.

\[
\begin{align*}
\frac{d \mathcal{L}(u, \Omega, \lambda)}{d \Omega} &\left[ u[V], V, \lambda[V] \right] \\
&= \int_{\Omega} \text{div}(V) \left( \frac{1}{2} (u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f \right) \, dx \\
&+ \int_{\Omega} d_M \left( \frac{1}{2} (u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f \right) [V] \, dx \\
&= \int_{\Omega} \text{div}(V) \left( \frac{1}{2} (u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f \right) \, dx \\
&+ \int_{\Omega} (u - z)(d_M u[V] - d_M z[V]) + \mu d_M \langle \nabla u, \nabla \lambda \rangle [V] + \langle \nabla u, \nabla \lambda \rangle d_M \mu[V] \, dx \\
&+ \int_{\Omega} -fd_M \lambda[V] - \lambda d_M f[V] \, dx.
\end{align*}
\]
Now, we use the well known identity
\[ d_M (\nabla u, \nabla \lambda)[V] = \langle \nabla d_M u[V], \nabla \lambda \rangle + \langle \nabla u, \nabla d_M \lambda[V] \rangle - \langle \nabla u, (D V + D V^T) \nabla \lambda \rangle. \]

Thus, the Lagrangian can be rephrased as
\[ d \mathcal{L}(u, \Omega, \lambda)[d_M u[V], V, d_M \lambda[V]] = \int \Omega \text{div}(V) \left( \frac{1}{2} (u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f \right) - \langle \nabla u, (D V + D V^T) \nabla \lambda \rangle - \langle \nabla u, d_M z[V] \rangle - \lambda d_M f[V] \]
\[ - \mu \langle \nabla u, (D V + D V^T) \nabla \lambda \rangle + \langle \nabla u, d_M \mu[V] \rangle \, dx \]
\[ + \int \Omega (u - z)d_M u[V] + \mu \langle \nabla d_M u[V], \nabla \lambda \rangle + \mu \langle \nabla u, d_M \lambda[V] \rangle - f d_M \lambda[V] \, dx. \]

The condition \( d \mathcal{L}(u, \Omega, \lambda)[d_M u[V], V, d_M \lambda[V]] = 0 \) for all \( d_M \lambda[V] \in H^1_{(\Gamma_0, \Gamma_2)}(\Omega) \) gives the state equation back. The condition \( d_M \mathcal{L}(u, \Omega, \lambda)[d_M u[V], V, d_M \lambda[V]] = 0 \) for all \( d_M u[V] \in H^1_{(\Gamma_0, \Gamma_2)}(\Omega) \) results in the adjoint equation
\[ \int \Omega \mu \langle \nabla d_M u[V], \nabla \lambda \rangle + (u - z)d_M u[V] \, dx = 0 \quad \forall d_M u[V] \in H^1_{(\Gamma_0, \Gamma_2)}(\Omega). \]

By using the state and adjoint equation, we obtain the simplified shape derivative of the Lagrangian
\[ d \mathcal{L}(u, \Omega, \lambda)[V] = \int \Omega \text{div}(V) \left( \frac{1}{2} (u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f \right) - \langle \nabla u, (D V + D V^T) \nabla \lambda \rangle - \langle \nabla u, d_M z[V] \rangle - \lambda d_M f[V] \]
\[ - \mu \langle \nabla u, (D V + D V^T) \nabla \lambda \rangle + \langle \nabla u, d_M \mu[V] \rangle \, dx. \]

In the particular case of the numerical example, there is \( f = 0 \), \( z \) is a fixed field and \( \mu \) deforms with the shape, and thus \( d_M f[V] = 0, d_M \mu[V] = 0, d_M z[V] = \nabla z^T V \), which simplifies the shape derivative even more to
\[ d \mathcal{L}(u, \Omega, \lambda)[V] = \int \Omega \text{div}(V) \left( \frac{1}{2} (u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f \right) - (u - z) \nabla z^T V \]
\[ - \mu \langle \nabla u, (D V + D V^T) \nabla \lambda \rangle \, dx. \]

Here, we assume that \( u \) and \( \lambda \) satisfy the primal and adjoint equation.

The linear second shape derivative \( J''(\Omega)[V, W] \) is derived in the appendix.

6. Numerical Results. The Taylor series expansion shown in Theorem 3.2 gives the potential of quadratic convergence for shape optimization algorithms using the linear second shape derivative introduced there, since the discussion before this theorem shows that standard shape optimization can be view from a linear vector space perspective. The performance obstacle is however the lack of positive definiteness of the linear second shape derivative. Corollary 3.4 specifies a convenient strategy to circumvent this problem at the cost of losing quadratic convergence, but getting
almost arbitrarily good linear convergence. The aim of this section is to illustrate
this effect in numerical computations for the model problem introduced in Section 5.
Here, we first give more details on the algorithmic realization and afterwards illustrate
the interplay of Theorem 3.2 and Corollary 3.4.

The variational Newton method aims at solving the stationarity condition for
the Lagrangian with respect to all variables. Thus, it is a method iterating over all
variables simultaneously in the following form
\[
(u, \Omega, \lambda)_{k+1} = (u, \Omega, \lambda)_k + (\hat{u}, \hat{V}(\Omega_k), \hat{\lambda}) ,
\]
where \(\Omega_k + \hat{V}(\Omega_k)\) has to be read as \((I + \hat{V})(\Omega_k)\) and \((\hat{u}, \hat{V}, \hat{\lambda})\) solve the variational
problem for the Lagrangian \(\mathcal{L}\) defined in the previous section, discretized by contin-
uous finite elements
\[
\mathcal{L}''(u_k, \Omega_k, \lambda_k)[\hat{u}, \hat{\lambda}][\hat{u}, \hat{V}, \hat{\lambda}] = -d\mathcal{L}(u_k, \Omega_k, \lambda_k)[\hat{u}, \hat{V}, \hat{\lambda}]
\forall (\hat{u}, \hat{q}, \hat{\lambda}) \in CG_{r_1} \times CG_{r_2} \times CG_{r_1} ,
\]
Here, \(\mathcal{L}''\) means the linear second order derivatives as in Theorem 3.2, which is only
of importance for the shape part, of course. In this way nonsymmetric terms of type
\(\hat{V} \circ \hat{V}\) do not arise. As discussed above, this is just a particular formulation of a
Newton method iterating over the state/adjoint variables and the deformation vector
field of the shape. Thus, classical Newton convergence theory applies in linear spaces.

Equation (6.1) is formulated for a particular and typical choice of ansatz and
test spaces, which can be, of course, adapted to a specific application. Any solution
algorithm has to cope with the fact the the shape Hessian has a huge kernel due to
the Hadamard structure theorem. As already discussed, the simplest approach is to
add a Tikhonov type regularization term involving a coercive bilinear form \(b_{\Omega_k}\) such that the regularized variant
\[
\mathcal{L}''(u_k, \Omega_k, \lambda_k)[\hat{u}, \hat{\lambda}][\hat{u}, \hat{V}, \hat{\lambda}] + \frac{\varepsilon}{2} b_{\Omega_k}(\hat{V}, \hat{V}) = -d\mathcal{L}(u_k, \Omega_k, \lambda_k)[\hat{u}, \hat{V}, \hat{\lambda}]
\forall (\hat{u}, \hat{q}, \hat{\lambda}) \in CG_{r_1} \times CG_{r_2} \times CG_{r_1} ,
\]
possesses a unique solution, which converges to the Moore-Penrose pseudoinverse
solution for \(\varepsilon \rightarrow 0\), cf. Remark 3.4.

With obvious abbreviations, in particular \(\mathcal{L}_{\Omega}\) and \(\mathcal{L}_{\Omega \Omega}\) for first and linear second
shape derivative, the variational KKT system (6.2) can be written in matrix form as
\[
\begin{bmatrix}
\mathcal{L}_{uu} & \mathcal{L}_{u\Omega} & \mathcal{L}_{u\lambda} \\
\mathcal{L}_{\Omega u} & \mathcal{L}_{\Omega \Omega} + \varepsilon b_{\Omega \Omega} & \mathcal{L}_{\Omega \lambda} \\
\mathcal{L}_{\lambda u} & \mathcal{L}_{\lambda \Omega} & 0
\end{bmatrix}
\begin{bmatrix}
\hat{u} \\
\hat{V} \\
\hat{\lambda}
\end{bmatrix} = -
\begin{bmatrix}
\mathcal{L}_u \\
\mathcal{L}_\Omega \\
\mathcal{L}_\lambda
\end{bmatrix}
\]
This is the method, whose convergence history is shown the figures below after
iteration 20. The first iterations are carried out by the following variant. At the
beginning of the nonlinear iterations, the second shape derivative may lack positive
semidefiniteness. Then it is advisable to start with a method, which replace the
Hessian terms by zero in the upper left quadrant, resulting in the equation
\[
\begin{bmatrix}
0 & 0 & \mathcal{L}_{u\lambda} \\
0 & \varepsilon b_{\Omega \Omega} & \mathcal{L}_{\Omega \lambda} \\
\mathcal{L}_{\lambda u} & \mathcal{L}_{\lambda \Omega} & 0
\end{bmatrix}
\begin{bmatrix}
\hat{u} \\
\hat{V} \\
\hat{\lambda}
\end{bmatrix} = -
\begin{bmatrix}
\mathcal{L}_u \\
\mathcal{L}_\Omega \\
\mathcal{L}_\lambda
\end{bmatrix}
\]
which results in a projected steepest descent method in the sense of [26, 12], which can conceptually also be enhanced by additional equality and inequality constraints. The latter can be reformulated variationally in the form

\[
L_{\lambda u}([\tilde{u}]) + L_{\alpha \lambda}([\tilde{u}]) + L_{\Omega}(\tilde{V}) + L_{\Omega \lambda}(\tilde{V}) \]

\[
+ \frac{\varepsilon}{2} b_{\Omega k}(\tilde{V}, \tilde{V}) = -d L(u_k, \Omega_k, \lambda_k, \mu_k) \]

\[
\forall (\tilde{u}, \tilde{q}, \tilde{\lambda}) \in CG_{r_1} \times CG_{r_2}^2 \times CG_{r_1},
\]

thus giving rise to a convenient treatment of additional constraints also in the steepest descent case. This method is carried out in the first 5 iterations, in order to bring the method in the convergence vicinity of the shape Newton method. The regularization term is chosen in the following form

\[
b_{\Omega k}(W, V) = \int_{\Omega} \varepsilon_1 (\langle W, V \rangle + \varepsilon_2 \langle \nabla W, \nabla V \rangle) \, dx
\]

with \( \varepsilon_2 = 5 \cdot 10^{-1} \) in all our examples. The influence of the value of \( \varepsilon_1 \) is the main discussion aspect below.

Figure 2 shows the convergence history of the Newton-like iterations for \( \varepsilon_1 = 3 \cdot 10^{-2} \) on different meshes. The first 20 iterations are done by the projected gradient strategy formulated at the beginning of this section. In these first 20 iterations, the step size was chosen 0.9. Starting from iteration 20, in the Newton part, only full steps with stepsize 1 have been performed. After iteration 20, we observe a very fast convergence, which levels off later to still good linear convergence.
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**Fig. 2.** Effects of the Newton-type algorithm on different meshes. Here, always \( \varepsilon_1 = 3 \cdot 10^{-2} \).

Figure 3 and Figure 4 investigate the effect of the particular choice of \( \varepsilon_1 \) on the overall convergence on two different meshes. We observe that the convergence in the Newton part of the algorithm can be dramatically improved by reducing the parameter \( \varepsilon_1 \), as is to be expected by the previous discussions in the paper. However, there is, of course, a lower limit for this parameter, which has to be larger than zero. In both figures, we observe divergence of the algorithm for \( \varepsilon = 10^{-2} \) and very good convergence for the slightly higher value \( \varepsilon = 5 \cdot 10^{-2} \).
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Fig. 3. Convergence history for mesh study for the choice of different values for $\epsilon_1$ on a mesh with 6012 elements.

Fig. 4. Convergence history for mesh study for the choice of different values for $\epsilon_1$ on a mesh with 51380 elements.

All computations were performed on unstructured meshes, where the shape optimization algorithms have been implemented by using the finite elements toolbox FEniCS [2].

7. Conclusions. This paper analyses standard descending shape optimization algorithms from the point of view of iterating over deformations rather than geometries. It turns out that standard choices for scalar products in Hilbert spaces of deformations show indeed equivalence of shape optimization algorithms to optimization in a Hilbert space of deformations. Based on that, a linear variant of the second shape derivative is derived, on which one can base a Taylor expansion in linear spaces as well as a standard Newton iteration. The central obstacle of this point of view is the significant rank deficiency of the linear second shape derivative. As a remedy, Newton-type methods based on pseudoinverses are presented, as well as, a convenient way to substitute the otherwise numerically challenging pseudoinverse.
Finally, the question remains, whether we should replace standard shape optimization algorithms in the form of Algorithm 3.1 by a rather more straightforward iteration in the linear Hilbert space of deformations. The catch is that all intermediate and also the final domain deformations have to be invertible. This property can be much easier checked in each iteration of Algorithm 3.1 separately rather than employing a standard formulation of a descent algorithm in vector spaces. Thus, we still recommend algorithms of the type Algorithm 3.1, but to keep in mind that the linear point of view provides a very convenient tool for the analysis of these algorithms.
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Appendix A. Second Derivatives for the Interface Problem. Here, the full Newton KKT system is derived in variational form. From section 3 it is clear that we need the linear second shape derivative $L''$. This is, however derived in the following manner: we investigate the standard second shape derivative $d^2L$ and exclude the nonsymmetric terms on the way. Indeed, in order to derive the KKT-system, the steps for the first shape derivative can very much be repeated to derive higher order shape derivatives. The volume formulation thus makes considering the Hessian almost as elegant as deriving the gradient.

Recall that in a general setting, the volume form of the shape derivative for a volume objective is given by

$$dJ(\Omega)[V] = \int_\Omega g \text{div} V + d_M g[V] \text{ } dx.$$  

Applying the same transformation again, one arrives at

$$(A.1) \quad d^2J[V,W] = \int_\Omega (g \text{div} V + d_M g[V]) \text{div} W + d_M (g \text{div} V + d_M g[V])[W] \text{ } dx.$$  

Using the rule $d_M (D u)[V] = D(d_M u[V]) - D u D V$ for any function $u$, one can see that

$$d_M (\text{div} V)[W] = d_M (\text{tr} D V)[W] = \text{tr} (d_M (D V)[W]) = \text{tr} (D d_M V[W] - D V D W)$$

$$= \text{div} (d_M V[W]) - \text{tr}(D V D W).$$

Within the finite element context, one can consider the mesh motions $V$ and $W$ to be given as Vector-Lagrange functions in $\text{CG}^3(D)$. Hence, they are automatically transported with the mesh and one immediately arrives at $d_M V[W] = 0$. This simplifies the above within the finite element context to

$$d_M (\text{div} V)[W] = - \text{tr}(D V D W).$$

Inserting everything into (A.1) and rearranging leads to the very compact and elegant representation of the shape Hessian for a volume integral:

$$(A.2) \quad d^2J[V,W] = \int_\Omega g \cdot (\text{div}(V) \text{div}(W) - \text{tr}(D V D W))$$

$$+ d_M g[V] \text{div}(W) + d_M g[W] \text{div}(V) + d_M^2 g[V,W] \text{ } dx.$$
The shape derivative procedure can now be applied to the material derivative of the Lagrangian in (5.3), which will then lead to the KKT-system in variational form, ready to be implemented using mixed finite elements.

\[ \frac{d}{dM} \mathcal{L}(u, \Omega, \lambda)[d_M u[V], V, d_M \lambda[V], \tilde{\lambda}_{Vol}] \]

\[ = \int_{\Omega} \text{div}(V) \left( \frac{1}{2}(u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f + \lambda_{Vol} \right) \]

\[ - (u - z)d_M z[V] - \lambda d_M f[V] \]

\[ - \mu \langle \nabla u, (DV + DV^T) \nabla \lambda \rangle + \langle \nabla u, \nabla \lambda \rangle d_M \mu[V] \]

\[ + (u - z)d_M u[V] + \langle \nabla d_M u[V], \nabla \lambda \rangle + \langle \nabla u, \nabla d_M \lambda[V] \rangle - f d_M \lambda[V] \, dx \]

Applying (A.2) to (A.3) will thus create an excessive amount of terms. To keep the derivation somewhat readable, we split (A.2) into separate terms

\[ T_1[V, W] := g \cdot (\text{div}(V) \text{div}(W) - \text{tr}(DV DW)) \]

\[ T_2[V, W] := d_M g[V] \text{div}(W) \]

\[ T_3[V, W] := d_M^2 g[V, W] \]

The KKT-system can then be written as

\[ d_M^2 \mathcal{L}[V, W] = \int_{\Omega} T_1[V, W] + T_2[V, W] + T_2[W, V] + T_3[V, W] \, dx. \]

From the derivation of the gradient, we recall that in this special setting, we have

\[ g = \frac{1}{2}(u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f \]

and

\[ d_M g[V] = - (u - z)d_M z[V] - \lambda d_M f[V] - \mu \langle \nabla u, (DV + DV^T) \nabla \lambda \rangle \]

\[ + (u - z)d_M u[V] + \mu \langle \nabla d_M u[V], \nabla \lambda \rangle + \mu \langle \nabla u, \nabla d_M \lambda[V] \rangle - f d_M \lambda[V]. \]

We now have to formally derive \( d_M^2 g[V, W] := d_M (d_M g[V])[W] \), which again generates an excessive amount of terms. To keep everything readable, we split the above second material derivative into even smaller parts, namely

\[ T_{3,2} := - (u - z)d_M z[V] - \lambda d_M f[V] \]

\[ \Rightarrow d_M T_{3,2}[W] = - (d_M u[W] - d_M z[W])d_M z[V] - (u - z)d_M^2 z[V, W] \]

\[ - d_M \lambda[W]d_M f[V] - \lambda d_M^2 f[V, W] \]

and

\[ T_{3,3} := \mu \langle \nabla u, (DV + DV^T) \nabla \lambda \rangle \]
and the material derivative of this expression is computed as follows

$$d_M T_{3,3}[W] = -\mu \langle \nabla d_M u, (D V + D V^T) \nabla \lambda \rangle - \mu \langle \nabla u, (D V + D V^T) d_M \nabla \lambda \rangle$$

$$= -\mu \langle \nabla d_M u, (D V + D V^T) \nabla \lambda \rangle - \mu \langle \nabla u, (D V + D V^T) d_M \nabla \lambda \rangle$$

where we have again used $d_M V[W] = 0$ in the last step. This object can be simplified further

$$d_M T_{3,3}[W] = -\mu \langle \nabla d_M u, (D V + D V^T) \nabla \lambda \rangle - \mu \langle \nabla u, (D V + D V^T) \nabla \lambda \rangle$$

The material derivative of the next component is again straightforward

$$T_{3,4} := (u - z) d_M u[V]$$

$$d_M T_{3,4}[W] = d_M ((u - z) d_M u[V])[W]$$

$$= (d_M u[W] - d_M z[W]) d_M u[V] + (u - z) d_M (d_M u[V])[W].$$

The term $d_M (d_M u[V])[W]$ belongs to the purely nonsymmetric part the second shape derivative and is left out in the linear second shape derivative. Thus, instead of $d_M T_{3,4}[W]$, we use later on

$$d_M T_{3,4}^{lin}[W] = (d_M u[W] - d_M z[W]) d_M u[V].$$

The second to last expression is given by

$$T_{3,5} = \mu \langle \nabla d_M u, \nabla \lambda \rangle + \mu \langle \nabla u, \nabla d_M \lambda [V] \rangle$$
and the material derivative is computed as follows
\[
d_M T_{3,5}[W] = \mu \left( \langle d_M (\nabla d_M u[V]) | W \rangle, \nabla \lambda \rangle + \mu \langle \nabla d_M u[V], d_M (\nabla \lambda) | W \rangle \right) \\
+ \mu \langle \nabla (d_M u[V]), \nabla d_M \lambda | W \rangle + \mu \langle \nabla u, d_M (\nabla d_M \lambda) | W \rangle \right) \\
= \mu \left( \langle \nabla (d_M u[V]) | W \rangle - D W^T \nabla d_M u[V], \nabla \lambda \rangle \\
+ \mu \langle \nabla d_M u[V], \nabla (d_M \lambda | W) - D W^T \nabla \lambda \rangle \\
+ \mu \langle \nabla u, \nabla (d_M (d_M \lambda | V)) | W \rangle - D W^T \nabla d_M \lambda | V \rangle \right).\]

Again, we ignore the nonsymmetric contributions \(d_M (d_M u[V]) | W\) and \(d_M (d_M \lambda | V) | W\) in the changed term
\[
d_M T_{3,5}^{\text{fin}}[W] = - \mu \left( \langle D W^T \nabla d_M u[V], \nabla \lambda \rangle + \mu \langle \nabla d_M u[V], \nabla (d_M \lambda | W) - D W^T \nabla \lambda \rangle \\
+ \mu \langle \nabla u, \nabla (d_M u[V]) - D W^T \nabla u, \nabla d_M \lambda | V \rangle - \mu \langle \nabla u, D W^T \nabla d_M \lambda | V \rangle \right) \]

This expression can also be simplified
\[
d_M T_{3,5}^{\text{fin}}[W] = - \mu \left( \langle \nabla d_M u[V], (D W + D W^T) \nabla \lambda \rangle + \mu \langle \nabla d_M u[V], \nabla d_M \lambda | W \rangle \right) \\
+ \mu \langle \nabla d_M u[V], \nabla d_M \lambda | V \rangle - \mu \langle \nabla u, (D W + D W^T) \nabla d_M \lambda | V \rangle \right).\]

Last, but not least, we have
\[
T_{3,6} = - f d_M \lambda | V \rangle \\
d_M T_{3,6}[W] = - d_M f | W \rangle d_M \lambda | V \rangle - f d_M (d_M \lambda | V) | W \rangle \\
and thus
\[
d_M T_{3,6}^{\text{fin}}[W] = -d_M f | W \rangle d_M \lambda | V \rangle.\]

Taking everything together, we arrive at a variational expression for the shape-KKT system, ready to be implemented using mixed finite elements
\[
\mathcal{L}[d_M u[V], V, d_M \lambda | V] | [d_M u[W], W, d_M \lambda | W] \\
= \int_\Omega \left( \frac{1}{2} (u - z)^2 + \frac{\alpha}{2} + \mu \langle \nabla u, \nabla \lambda \rangle - \lambda f + \lambda_{\text{Vol}} \right) \left( \text{div}(V) \text{div}(W) - \text{tr}(D V D W) \right) \\
+ \left( -(u - z) d_M z[V] - \lambda d_M f[V] - \mu \langle \nabla u, (D V + D V^T) \nabla \lambda \rangle \right) \text{div} W \\
+ \left( -(u - z) d_M z[W] - \lambda d_M f[W] - \mu \langle \nabla u, (D W + D W^T) \nabla \lambda \rangle \right) \text{div} V \\
+ \left( (u - z) d_M u[V] + \mu \langle \nabla d_M u[V], \nabla \lambda \rangle + \mu \langle \nabla u, \nabla d_M \lambda | V \rangle - f d_M \lambda | V \rangle \right) \text{div} W \\
+ \left( (u - z) d_M u[W] + \mu \langle \nabla d_M u[W], \nabla \lambda \rangle + \mu \langle \nabla u, \nabla d_M \lambda | W \rangle - f d_M \lambda | W \rangle \right) \text{div} V \\
+ d_M z[W] d_M z[V] - (u - z) d_M^2 z[V, W] \\
+ d_M u[W] d_M u[W] - d_M u[V] d_M z[W] - d_M u[W] d_M z[V] \\
- d_M \lambda | W \rangle d_M f[V] - d_M \lambda | \lambda | V \rangle d_M f[W] - \lambda d_M^2 f[V, W] \\
- \mu \langle \nabla d_M u[W], (D V + D V^T) \nabla \lambda \rangle - \mu \langle \nabla u, (D V + D V^T) \nabla d_M \lambda | W \rangle) \\
- \mu \langle \nabla d_M u[V], (D W + D W^T) \nabla \lambda \rangle - \mu \langle \nabla u, (D W + D W^T) \nabla d_M \lambda | V \rangle \right) \\
+ \mu \langle \nabla u, (D W D V + D V D W) \nabla \lambda \rangle \\
+ \mu \langle \nabla u, (D W D V^T + D V D W^T) \nabla \lambda \rangle \\
+ \mu \langle \nabla d_M u[W], \nabla d_M \lambda | V \rangle + \mu \langle \nabla d_M u[V], \nabla d_M \lambda | W \rangle \rangle \, d x\]
The term $d_M^2 z[V, W] = V^\top \text{Hess}(z) W$ has to be assembled using finite elements. Often $z$ itself is just a finite element approximation. If the order of this approximation is not higher than 1, then the assembled term is zero. Furthermore $d_M^2 f[V, W] = 0$ since the right hand side $f$ is assumed to deform with the mesh.
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