Interaction of static charges in graphene within Monte-Carlo simulation
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The study of the interaction potential between static charges within Monte-Carlo simulation of graphene is carried out. The numerical simulations are performed in the effective lattice field theory with noncompact 3 + 1-dimensional Abelian lattice gauge fields and 2 + 1-dimensional staggered lattice fermions. It is shown that for all considered temperatures the interaction can be well described by the Debye screened potential created by two-dimensional electron-hole excitations. At low temperatures Debye mass m_D plays a role of order parameter of the insulator-semimetal phase transition. In the semimetal phase at high temperature graphene reveals the properties of weakly interacting two-dimensional plasma of fermions excitations.
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1. INTRODUCTION

Graphene is an allotrope of carbon, in which atoms form a two-dimensional honeycomb lattice. Carbon atoms in it are bonded by sp^2-bonds and the bond length is about 0.142 nanometers [1].

The charge carriers in graphene behave as massless fermions [2]. The Fermi velocity of charge carriers is \( v_F \approx \frac{c}{\sqrt{\epsilon}} \). Since the Fermi velocity is much smaller than the speed of light, magnetic and retardation effects in the interactions between charge carriers may be neglected, thus electron-electron interaction in graphene is well described by the instantaneous Coulomb potential. The effective coupling constant for the Coulomb interaction in graphene \( \sim \frac{e^2}{\epsilon v_F} \approx 2 \) is large, so this material can be considered as a strongly interacting system.

In real experiments graphene is put on a substrate. The effective coupling constant for graphene on substrate with the dielectric permittivity \( \epsilon \) is reduced by a factor \( 2/(\epsilon + 1) \). The variation of the dielectric permittivity \( \epsilon \) of substrate changes effective coupling constant and thus allows to study the properties of graphene in strong and week coupling regime.

In the weak coupling regime theoretical description of graphene properties based on perturbation theory gives reliable results. In strong coupling regime there are no accurate analytical approaches and Monte-Carlo simulation is an adequate method to study graphene in strong coupling.

There exists a number of papers where graphene was studied by Monte-Carlo method [3–6] and insulator-semimetal phase transition was found. At weak coupling regime graphene is in the semimetal phase. In this phase the conductivity is \( \sigma \sim e^2/h \) and there is no gap in the spectrum of fermionic excitations. The chiral symmetry of graphene is not broken. At strong coupling regime graphene is in the insulator phase. In this phase the conductivity is considerably suppressed, there is an energy gap in the spectrum of fermionic excitations, and fermionic chiral condensate \( \langle \bar{\psi} \psi \rangle \) is not zero. The phase transition from weak to strong coupling regime takes place at the dielectric permittivity of substrate \( \epsilon \sim 4 \).

In this paper we study the interaction potential between static charges in graphene for various values of the dielectric permittivity of substrate \( \epsilon \) and the temperature of graphene charge carriers \( T \). \(^1\) We present the results of MC simulations of graphene in the framework of effective field model. The non-MC calculations of the potential were performed in [7] (see also references therein).

The paper is organized as follows. In the next section a brief review of the simulation algorithm is given. In the last section the results of numerical simulations are presented and discussed. In Appendix we derive the potential of Debye screening for two-dimensional plasma.

---

\(^1\) We discuss phenomena related to electron degrees of freedom and neglect the thermal vibration of the graphene honeycomb lattice. Thus we can consider the temperatures \( T \sim 10^3 \sim 10^4 \) K, at which the real graphene is melted.
2. LATTICE SIMULATION OF GRAPHENE

2.1. Simulation algorithm.

The partition function of graphene effective field theory can be written as \([2, 8-10]\)

\[
Z = \int D\bar{\Psi}D\Psi DA_0 \exp \left( -\frac{1}{2} \int d^4x (\partial_\mu A_\mu)^2 - \int d^3x \bar{\psi}_f \left( \Gamma_0 (\partial_\mu - ig A_\mu) - \sum_{i=1,2} \Gamma_i \partial_i \right) \psi_f \right),
\]

where \(A_0\) is the zero component of the vector potential of the 3 + 1 electromagnetic field, \(\Gamma_\mu\) are Euclidean gamma-matrices and \(\psi_f\) (\(f = 1, 2\)) are two flavors of Dirac fermions which correspond to two spin components of the non-relativistic electrons in graphene, effective constant \(g^2 = 2e^2/(\text{v}_F (\text{v}_F + 1))\) (\(\hbar = c = t\) is assumed).

The zero component of the vector potential \(A_0\) satisfies periodic boundary condition in space and time \(A_0(t = 0) = A(t = 1/T)\), where \(T\) is temperature. The fermion spinors satisfy periodic boundary condition in space and antiperiodic boundary condition in the time direction \(\psi_f(t = 0) = -\psi_f(t = 1/T)\). Partition function (1) doesn’t depend on the vector part of the gauge potential \(A_1\), since we are working at the leading approximation in \(v_F\).

The simulation of partition function (1) is carried out within the approach developed in [3, 5]. In order to discretize the fermionic part of the action in (1) staggered fermions \([11, 12]\) are used. One flavor of staggered fermions in 2 + 1 dimensions corresponds to two flavors of continuum Dirac fermions \([11-13]\), which makes them especially suitable for simulations of the graphene effective field theory.

The action for staggered fermions coupled to Abelian lattice gauge field is

\[
S_\Psi \left[ \bar{\Psi}_x, \Psi_x, \theta_{x,\mu} \right] = \sum_{x,y} \bar{\Psi}_x D_{x,y} [\theta_{x,\mu}] \Psi_y = \sum_x \delta_{x,0} \left( \sum_{\mu=0,1,2} K^\mu \bar{\Psi}_x \alpha_{x,\mu} e^{i\theta_{x,\mu}} \Psi_{x+\hat{\mu}} - \sum_{\mu=0,1,2} K^\mu \bar{\Psi}_x \alpha_{x,\mu} e^{-i\theta_{x,\mu}} \Psi_{x-\hat{\mu}} + m_{x,\mu} \bar{\Psi}_x \Psi_x \right),
\]

where \(K_\mu = 1\) for links in spatial directions (\(\mu = 1, 2\)) and \(K_0 = a_s/a_t\) for links in time direction (\(\mu = 0\)), \(a_s\) and \(a_t\) are the spatial and temporal lattice spacings, the lattice coordinates \(x^\mu = 0, L_\mu - 1\) (\(L_1 = L_2 = L_3 = L_s\)), and \(x^3\) is restricted to \(x^3 = 0\) in the fermionic action, \(\Psi_x\) is a single-component Grassman-valued field, \(\alpha_{x,\mu} = (-1)^{x_0+\ldots+x_{\mu-1}}\), and \(\theta_{x,\mu}\) are the link variables which are the lattice counterpart of the vector potential \(A_\mu(x)\).

It should be noted that nonzero mass term in (2) is necessary in order to ensure the invertibility of the staggered Dirac operator \(D_{x,y}\). Physical results are obtained by extrapolation of the expectation values of physical observables to the limit \(m \to 0\).

To discretize the electromagnetic part of partition function (1) the noncompact action is used

\[
S_g [\theta_{x,\mu}] = \beta \sum_{x} \sum_{i=1}^{3} (\theta_{x,0} - \theta_{x+i,0})^2,
\]

where the summation is carried out over all 4D lattice. The constant \(\beta\) is defined as follows

\[
\beta = \frac{v_F}{4\pi e^2} \frac{\epsilon + 1}{2} \left( \frac{a_s}{a_t} \right).
\]

The factor \(e^{-1}\) takes into account the electrostatic screening for graphene on the substrate.

Since action (2) is bilinear in fermionic fields, they can be integrated out

\[
Z = \int D\bar{\Psi}_x D\Psi_x D\theta_{x,0} \exp \left( -S_g [\theta_{x,0}] - S_\Psi \left[ \bar{\Psi}_x, \Psi_x, [\theta_{x,0}] \right] \right) = \int D\theta_{x,0} \exp \left( -S_{eff} [\theta_{x,0}] \right),
\]

where

\[
S_{eff} [\theta_{x,0}] = S_g [\theta_{x,0}] - \ln \det (D [\theta_{x,0}]).
\]

To generate the gauge field configurations with the statistical weight \(\exp (-S_{eff} [\theta_{x,0}])\) the standard Hybrid Monte-Carlo Method is used [3, 11, 12]. In order to speed up the simulations we also perform local heatbath updates of the gauge field outside of the graphene plane (at \(x^3 \neq 0\)) between Hybrid Monte-Carlo updates. Both algorithms satisfy the detailed balance condition for the weight (5) [11, 12] and the path integral weight (5) is the stationary probability distribution for such a combination of both algorithms. Since heatbath updates are computationally very cheap, they significantly decrease the auto-correlation time of the algorithm.

The temporal lattice spacing \(a_t\) is equal to the spatial lattice spacing \(a_s\) in symmetric lattice. As was explained before to take into account the Coulomb interaction between quasiparticles in graphene it is sufficient to introduce only the fourth component of electromagnetic vector potential. This might imply that discretization in temporal direction is particularly important to get reliable results. In the calculation we fix the temperature of graphene sample and vary the discretization in the temporal direction in order to address this point in detail.

In the simulation of effective theory (1) the lattice spacing \(a_s\) plays a role of ultraviolet cut off. The exact value of this cut off is unknown. One can only state that \(a_s \sim 0.142\) nanometers, which is the distance between...
two neighbouring carbon atoms in graphene. To clarify the physical scale of dimensional quantities we put their values assuming that $a_s = 0.142$ nanometers. In addition, in brackets we put dimensional parameters in terms of $\sim 1/a_s$.

### 2.2. Physical observables on the lattice

To measure the potential, $V(r)$, between static charges, we calculate the correlator of two Polyakov lines $\langle P^\gamma(0)(P^\gamma(\vec{r}))^+ \rangle$:

$$\langle P^\gamma(0)(P^\gamma(\vec{r}))^+ \rangle = a \exp \left( -\frac{V(\vec{r})}{T} \right),$$

where $T$ is the temperature of graphene sample, the Polyakov line $P(\vec{r})$ is

$$P(\vec{r}) = \exp \left( -ie \int_0^{1/T} dt A_0(t, \vec{r}) \right) = \prod_{t=0}^{L_t-1} \exp \left( -i\theta(\vec{r},t)\right).$$

To suppress statistical errors, we measure the correlator of Polyakov lines in some rational power. Physically this means that the interaction potential between static charges $\pm e \cdot \gamma$ is considered. We have found that for $\gamma \sim 0.1$ the uncertainty of the calculation is much smaller than that in the case of $\gamma = 1$ (usual Polyakov line). Below the value $\gamma = 0.1$ is used.

Below we use the following notations:

$$\alpha_0 = e^2 \frac{2}{\epsilon + 1} \quad \text{(9)}$$

is the bare effective charge and

$$\alpha_R = \frac{\alpha_0}{\epsilon_R} \quad \text{(10)}$$

is the effective charge, renormalized due to interaction, $\epsilon_R$ is effective dielectric permittivity of graphene.

3. NUMERICAL RESULTS AND DISCUSSION

#### 3.1. The interaction potential at low temperatures

To get the potential between static charges, we measure the correlator of Polyakov lines and fit $V(r)$ by lattice screened Coulomb potential:

$$V(\vec{r}) = \frac{1}{\epsilon_R} V_C(\vec{r}) + c,$$

$$V_C(\vec{r}) = -\alpha_R \frac{\pi^2}{L_s^2 a_s} \sum_{n_1,n_2,n_3} \frac{1}{\sin^2(p_i a_s/2)} e^{i\vec{p}_i \vec{r}},$$

and determine $\epsilon_R$. In formula (12) $c$ is the constant, which parameterizes selfenergy contribution to the potential, $V_C(\vec{r})$ is the lattice Coulomb potential, which takes into account spatial discretization and finite volume effects, $n_i$ are integers which run in the interval $(0, L_s - 1)$ and point $n_1 = n_2 = n_3 = 0$ is excluded.

Firstly we discuss the systematic errors due to the temporal discretization. Using the algorithm described above we generated 100 statistically independent gauge field configurations at the lattices $20^3 \times L_t, L_t = 20, 60, 120$ for a set of values of the dielectric permittivity of substrate $\epsilon \in (1, 8)$. These three lattices correspond to the temperature $T = 0.23eV(a_s T = 0.00019)$ and the ratios $a_s/a_t = 1, 3, 6$ correspondingly. We have found an excellent agreement between our data and expression (12) ($\chi^2/df \sim 1$ for all $\epsilon$). Thus this result confirms that static charges at low temperature in graphene interact via Coulomb potential.

The dielectric permittivity of graphene $\epsilon_R$ as a function of the dielectric permittivity of substrate $\epsilon$ for different $a_s/a_t$ is shown in Fig. 1. From this plot one sees that there is large difference between the results obtained at $a_s/a_t = 1$ and $a_s/a_t = 3$. At the same time the results
for $a_s/a_t = 3$ and $a_s/a_t = 6$ are in a reasonable agreement with each other. It seems that at $a_s/a_t \sim 3 - 6$ one approaches to the continuum limit in the temporal direction. Below $a_s/a_t = 6$ discretization scheme is used.

Now let us turn to the fermion mass dependence of our results. In Fig. 2 $\epsilon_R$ as a function of the $\epsilon$ for the fermion masses $m = 0.005, 0.01$ is shown. Within the uncertainty of the calculation the results obtained for different masses are compatible to each other. The simulation of the gauge field configurations with the mass $m = 0.005$ is much more time consuming as compared to the mass $m = 0.01$. So, to decrease the time of the calculation, all calculations are carried out for the fermion mass $m = 0.01$. In addition to the fermion mass dependence, we studied the volume dependence of our results and found that this dependence is very weak.

In Fig. 3 we show how $\alpha_R$ is renormalized due to the interaction. In the semimetal phase the effective coupling constant is not large $\alpha_0/v_F < 1$ and one can try to apply perturbation theory to disperse our data. At one loop approximation the dependence of $\alpha_R$ on the $\alpha_0$ for graphene is given by the expression [14]

$$\frac{\alpha_R}{\alpha_0} = \frac{1}{1 + \frac{2}{3} \frac{\alpha_0}{v_F}} = \frac{1}{1 + 3.4 \frac{2}{v_F}}. \quad (13)$$

Fig. 3 shows that at small $\alpha_0$ we have good agreement with perturbation theory.

3.2. The temperature dependence of the interaction potential

To study the dependence of the dielectric permittivity $\epsilon_R$ on the temperature, we generated 100 statistically independent gauge field configurations at the lattices $20^4 \times L_t, L_t = 56, 50, 38, 28, 26, 22, 18$. These lattices correspond to the temperatures $T = 0.50$ eV ($a_sT = 0.00041$), $T = 0.56$ eV ($a_sT = 0.00046$), $T = 0.74$ eV ($a_sT = 0.00061$), $T = 1.00$ eV ($a_sT = 0.00082$), $T = 1.08$ eV ($a_sT = 0.00089$), $T = 1.28$ eV ($a_sT = 0.00105$), $T = 1.56$ eV ($a_sT = 0.00128$) correspondingly.

In Fig. 4 the dependence of the $\epsilon_R$ on the temperature of graphene sample for different dielectric permittivities of substrate $\epsilon$ is shown. Graphene with $\epsilon = 1.8$ is in the insulator phase. It is seen that the temperature dependence in this phase is the weakest as compared to the $\epsilon = 4.0$ and $\epsilon = 7.3$ points. This happens since in the insulator phase fermions have dynamically generated mass. If this mass is larger than the temperature, the production of free charges which enhances the $\epsilon_R$ is suppressed. If the fermions are massless, free charges production is no longer suppressed and the temperature dependence of the $\epsilon_R$ is stronger. This effect is seen in the semimetal phase at $\epsilon = 7.3$, where quasiparticles are massless. The most rapid temperature dependence takes place for $\epsilon = 4.0$ which is in the transition region. In this region graphene is in the insulator phase at low temperature and in the semimetal phase at high temperature what explains the most rapid temperature dependence. In Fig. 5 the dependence of $\epsilon_R$ on $\epsilon$ at different temperatures is shown.

Formula (12) fits data satisfactory ($\chi^2/dof \sim 1 - 3$) for all temperatures. However, the larger the temperature the larger $\chi^2/dof$. One can assume that the worsening of the fitting model can be assigned to the following fact. At sufficiently large temperature graphene contains equal number of electrons and holes. If one puts electric charge to such media, a nonzero charge density is created. This charge density leads to some sort of Debye screening in graphene which is not accounted in (12).

In Appendix A the derivation of the Debye screening in graphene is given. It is assumed that the interaction between quasiparticles is weak, which is the case only for sufficiently large $\epsilon$. However, the Debye potential (A5) without explicit expression for Debye screening mass $m_D$ (A6) can be thought of as a modification of the Coulomb potential with unknown parameter $m_D$. In this sense formula (A5) can be applied for all values of $\epsilon$ and tem-
To carry out the study of the temperature dependence of the interaction potential we replace the lattice Coulomb potential $V_C(\vec{r})$ by the lattice version of Debye screening potential $(A9)$ in model (12). Before the modifications of the potential the description $(\chi^2/dof > 1 - 3)$ of the available data was not as good as it became after the modification $(\chi^2/dof < 1)$ for all temperatures and $\epsilon$. In Fig. 6 we plot the $\epsilon_R$ as a function of the $\epsilon$ for different temperatures. It is seen from this plot that contrary to the fitting procedure with Coulomb potential the $\epsilon_R$ with Debye screening potential is almost temperature independent. So, the fitting with Debye screening potential cancels the temperature dependence from the dielectric permittivity $\epsilon_R$ and encodes it into Debye mass $m_D$. This confirms that in some region the temperature dependence of the interaction potential results from the Debye screening.

Now let us turn to Debye screening mass. Equation $(A8)$ defines the Debye mass for two-dimensional plasma of quasiparticles when interaction between quasiparticles is disregarded. It not difficult do derive the expression for Debye mass $m_D$ which is valid for the interacting quasiparticles. Evidently, if there is no interaction between quasiparticles, $m_D = 0$. This means that the expansion of $m_D$ starts for the term proportional to the $\sim \alpha_R$, which determines the strength of the interaction. The second property of the $m_D$ is that it disappears if the density of quasiparticles $n$ is zero. So, one concludes that $m_D \sim n/T$, where temperature appeared in the denominator for the dimensional reasons$^2$. Now we have the following expression

$$m_D = k(\epsilon^2, T) \alpha_R \frac{n}{T},$$

where $k(\epsilon^2, T)$ is some function which could depend on the $\epsilon^2$ and $T$. In Fig. 7 we present the following observable $r = (m_D \epsilon^2)/(T \alpha_R)$ which is proportional to the $n/T^2$. This observable allows to study the density of quasiparticles in graphene. If the interaction between quasiparticles is weak, the ratio $(m_D \epsilon^2)/(T \alpha_R)$ equals to

$$r = \frac{m_D \epsilon^2}{T \alpha_R} = 8 \log 2 \frac{\epsilon^2}{v_F^2} \simeq 3600.$$

In Fig. 7 the dependence of the ratio $(m_D \epsilon^2)/(T \alpha_R)$ on the $\epsilon$ at different temperatures is shown. The line parallel to the $\epsilon$-axis is the value of the ratio $(m_D \epsilon^2)/(T \alpha_R)$ at the approximation of weakly interacting two-dimensional plasma of quasiparticles.

$^2$ The density $n$ in graphene has dimension $\sim$ (energy)$^2$. 

---

**FIG. 5:** The dependence of the $\epsilon_R$ on the $\epsilon$ at different temperatures obtained from the fitting with Coulomb potential $V_C(\vec{r})$ (12).

**FIG. 6:** The dependence of the $\epsilon_R$ on the $\epsilon$ at different temperatures obtained from the fitting with Debye screening potential $V_D(\vec{r})$ (A9).

**FIG. 7:** The dependence of the ratio $r = (m_D \epsilon^2)/(T \alpha_R)$ on the $\epsilon$ at different temperatures. The line parallel to the $\epsilon$-axis is the value of the ratio $(m_D \epsilon^2)/(T \alpha_R)$ at the approximation of weakly interacting two-dimensional plasma of quasiparticles.
The possible source of this disagreement is that in formula (15) we used the bare Fermi velocity $v_F$. Evidently one should use the renormalized Fermi-velocity $v_F^R$, which beyond the scope of this paper. The $v_F^R$ is larger than the $v_F$, so the inclusion of Fermi velocity renormalization will push the constant (15) to the correct direction. Accounting this fact one can conclude that within the uncertainty of the calculation in the semimetal phase electron excitations form a weakly interacting two-dimensional plasma.

- Assuming that the difference between constant (15) and the position of the plateau in Fig. 7 results from Fermi velocity renormalization one can estimate the ratio $v_F^R/v_F$ in the semimetal phase as $\sim 1.2 - 1.4$. This value is in a reasonable agreement with the results obtained within Monte-Carlo simulation of graphene [15] and with experiment [16].

- It is seen from Fig. 7 that at low temperature Debye mass $m_D$ plays a role of order parameter of the insulator-semimetal phase transition. At small dielectric permittivity of substrate, $m_D$ equals zero within the accuracy of the calculation, what means that the interaction potential is Coulomb. At $\epsilon \sim 4 - 5$ Debye mass becomes nonzero, abruptly reaching the regime of two-dimensional plasma. The interaction in this region is due to Debye potential. Thus the study of Debye screening mass allows to determine the position of the insulator-semimetal phase transition, which takes place at $\epsilon \sim 4 - 5$, in accordance with the results of papers [3, 5]. At large temperatures $m_D$ is not zero for any values of the $\epsilon$. It is smoothly rising function of $\epsilon$ which is saturated at $\epsilon \sim 4 - 5$.

- To understand the behaviour of the Debye mass, which is proportional to the density of excitations $n$, one can use the following model. In the insulator phase $\epsilon < 4$ the fermion excitation acquire dynamical mass. So, the density of charged fermion excitations is exponentially suppressed

$$\frac{n}{T^2} \sim \exp\left( - \frac{M_f(g^2)}{T} \right).$$  \hspace{1cm} (16)

The dynamical fermion mass $M_f(g^2)$ depends on the effective coupling constant $g^2 = \alpha_0/v_F$. It is seen from Fig. 7 that at temperature $T = 0.23 eV (a,T = 0.00019)$ the density is either considerably suppressed or equal to zero, what implies that $M_f(g^2) > T$. However, at temperature $T = 0.74 eV (a,T = 0.00061)$ the density is no longer suppressed and it is monotonically rising function of the effective constant, what implies that $M_f(g^2) < T$. So, the dynamically generated fermion mass in the insulator region can be estimated as $M_f(g^2) \sim 0.5eV$.

At the end of this section it worth to note that because of the smallness of the Fermi velocity $v_F$ Debye screening radius is rather small. For instance, according to formula (A6) for the room temperature and $\epsilon \sim 5$ the screening radius is only $\sim 20 \times$ distance between carbon atoms in graphene.

In conclusion, in this paper we carried out the study of the interaction potential between static charges in graphene within Monte-Carlo simulation for different dielectric permittivities of substrate $\epsilon$ and various temperatures. To calculate the interaction potential we measured the correlator of Polyakov lines. At low temperatures the interaction can be satisfactory described by the Coulomb potential screened by some dielectric permittivity $\epsilon_R$. We determined the dependence of the $\epsilon_R$ on the dielectric permittivity of substrate. In addition, we determined the dependence of the renormalized charge squared $\alpha_R$ on the bare one $\alpha_0$ and showed that at in the semimetal phase the $\alpha_R$ can be well described by one loop formula.

At larger temperatures the interaction potential deviates from Coulomb. The main result of this paper is that for all temperatures and dielectric permittivities the interaction can be well described by the potential of Debye screening of two-dimensional plasma of fermion excitations. It is shown that at low temperature Debye mass $m_D$ plays a role of order parameter of the insulator-semimetal phase transition. At small dielectric permittivity of substrate, $m_D$ equals zero within the accuracy of the calculation, what means that the interaction potential is Coulomb. At $\epsilon \sim 4 - 5$ Debye mass becomes nonzero, abruptly reaching the regime of two-dimensional plasma. The interaction in this region is due to Debye potential. Thus the study of Debye screening mass allows to determine the position of the insulator-semimetal phase transition, which takes place at $\epsilon \sim 4 - 5$. At large temperatures $m_D$ is not zero for any values of the $\epsilon$. It is smoothly rising function of $\epsilon$ which is saturated at $\epsilon \sim 4 - 5$. In the semimetal phase for all temperatures studied in this paper Debye mass can be rather well described by the formula for two-dimensional plasma of fermions excitations, where the interactions between excitations are accounted by the renormalization of the charge squared $\alpha_R$ and the Fermi velocity $v_F^R$.
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Appendix A: Debye screening in graphene

This section is devoted to the derivation of the potential of Debye screening in graphene. An important difference between graphene and usual three-dimensional electromagnetic plasma is that free charges in graphene are two-dimensional. It will be seen below that this property leads to the change of the exponential screening to power screening.

Suppose that positive charge $Q$ is located at the origin of coordinates. It is clear that quasiparticles with positive charge $+e$ repel from the charge $Q$. Analogously, negative quasiparticles attract to the charge $Q$.

In last equation it was assumed that $e\varphi \ll T$. Taking into account nonzero charge density the $\rho(r)$, one can write Maxwell equation

$$-\Delta \varphi + \frac{8\pi ne^2}{T} \delta(z) \varphi = 4\pi Q \delta^3(\vec{r}).$$

Note that the delta-function $\delta(z)$ in the second term takes into account the fact that the charges are located on the graphene plane $z = 0$. The solution of the Maxwell equation on the graphene plane can be written as follows

$$\varphi(r) = Q \int \frac{d^2 p}{(2\pi)^2} \frac{e^{i\vec{p}\cdot\vec{r}}}{|\vec{p}| + m_D}$$

$$= \frac{Q}{r} \int_0^\infty d\xi \frac{\xi e^{-\left(\frac{m_D r}{8}\right)\xi}}{(1 + \xi^2)^{3/2}}.$$  \hspace{1cm} (A5)

$$m_D \frac{\tilde{T}}{T} = \frac{4\pi e^2}{T} = \frac{2\pi^2 e^2}{3v_F^2},$$ \hspace{1cm} (A6)

there $\tilde{p} = (p_x, p_y)$. It should be noted here that one can use Fermi distribution instead of Boltzmann distributions (A1), (A2)

$$n_\pm(r) = \int \frac{d^2 p}{(2\pi)^2} \frac{1}{\exp \left(\frac{\left|v_F \tilde{p}\right| \pm e\varphi(r)/T\right) + 1}. \hspace{1cm} (A7)$$

expand them in the ratio $e\varphi(r)/T$ and repeat all the above steps. This leads to the same expression for the potential $\varphi(r)$ (A5) but with different Debye mass

$$m_D \frac{\tilde{T}}{T} = 8\log 2 e^2/v_F^2,$$ \hspace{1cm} (A8)

which is by 15% smaller than Debye mass in equation (A6).

The solution $\varphi(r)$ satisfies the following limits

$$\varphi(r) = \begin{cases} \frac{Q}{r} \frac{1}{(m_D r)^2}, & (r m_D) \ll 1 \\ \frac{Q}{r} \frac{1}{(m_D r)^2}, & (r m_D) \gg 1. \end{cases}$$

Thus at large distances Debye screening leads to $\sim 1/r^3$ decrease of the potential. It causes no difficulties to write lattice version of the potential (A5) on the graphene plane

$$V_D(\vec{r}) = 4\pi e^2 \sum_{n_1, n_2} \frac{f(p_1, p_2)}{1 + 2m_D(L_s a_s)^2 f(p_1, p_2)} e^{i\vec{p}\cdot\vec{r}}.$$  \hspace{1cm} (A9)

$$f(p_1, p_2) = \frac{1}{4L_s^2 a_s} \sum_{n_3} \frac{1}{\sum_{n_1} \sin^2(p_i a_s/2)}, \hspace{0.5cm} p_i = \frac{2\pi}{L_s a_s} n_i.$$  \hspace{1cm} (A10)

In formula (A9) the integers $n_1, n_2, n_3$ run the values $0, 1, \ldots, L_s - 1$, except the case $n_1 = n_2 = 0$.
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