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Abstract

Recent advances in machine learning have enabled generative models for both optimization and de novo generation of drug candidates with desired properties. Previous generative models have focused on producing SMILES strings or 2D molecular graphs, while attempts at producing molecules in 3D have focused on reinforcement learning (RL), distance matrices, and pure atom density grids. Here we present MOLUCINATE (MOLecUlar ConvolutIoNal generATive modEl), a novel architecture that simultaneously generates topological and 3D atom position information. We demonstrate the utility of this method by using it to optimize molecules for desired radius of gyration. In the future, this model can be used for more useful optimization such as binding affinity for a protein target.

1 Introduction

Computational drug discovery aims to generate molecules with optimized activity against protein targets. Given the success of machine learning (ML) techniques in image and text processing, there has been interest in applying similar techniques to de novo drug design. Recent successes at generation of SMILES strings [31, 7, 14, 9, 18] and graphs [3, 32, 27, 12] are promising, but most do not generate 3D conformer information. Since a molecule’s binding affinity against a protein target is dependent on its 3D conformation within the binding site, it is desirable to generate this information as well. [30, 21, 11, 6].

Current work in this area poses the problem of 3D molecular generation as a reinforcement learning (RL) problem [5, 26, 16, 19], which show promise for de novo molecule generation. However, RL-based methods do not share certain advantages with generative methods that produce a latent space of molecules, allowing interpolation between molecules and optimization of properties directly via gradient descent. Among non-RL-based methods, there has been some work on generating distance matrices [4, 8, 20], but this research is preliminary and so far restricted to very small molecules and constitutional isomers. Additionally, Samanta et al. [25] generate 3D coordinates directly using graph convolutions, but this approach fails to encode inductive biases about 3D geometry and thus generates unrealistic coordinates. Lastly, Ragoza et al. [21] generate atomic density grids, which has the advantage of being the same format as the input to convolutional networks predicting binding affinity [30, 21, 11, 6], but requires an extra overhead for decoding the molecule topology from the grid. In this work, we build upon this representation to also incorporate information about the molecular graph. By simultaneously generating the molecular graph and its 3D structure, we can create a latent space of molecules that enables easy optimization of 3D properties while maintaining topological similarity to the original molecule. In the future, this model can be used for tasks such as de novo drug discovery and optimization of candidate molecules for potency against a protein target.
In this work, we use a novel representation of 3D molecules that use per-atom voxel grids to encode atom position information. By combining spatial and graph convolutions into a novel architecture, we create a variational auto-encoder (VAE) \[1\] to generate a latent space of 3D molecules. Additionally, we demonstrate the usefulness of this auto-encoder by using it to optimize molecules for radius of gyration (Rg). This is an inherently 3D property of a molecule and can be readily and unambiguously computed for any molecule. In the future, we hope to use this architecture to optimize molecules for more interesting metrics (such as binding affinity against protein targets) and generate molecules conditional on a protein binding pocket.

2 Methods

2.1 Representation of Molecules

In order to represent molecules in 3D, we store each molecule as a graph $G$ with a list of nodes $A$ and edges $E$. The atoms are ordered according to the canonical SMILES representation (as returned by RDKit \[1\]). Each atom $a_i \in A$ contains information about its type $t_i \in \{C, N, O, P, S, F, Cl, Br, I, END\}$ and valence $v_i \in \mathbb{N}^3$. The atom valences tensor specifies the number of total bonds of each type (single, double, triple) that the atom has to other (heavy) atoms. For instance, a carbon in a benzene ring would have its valence encoded as $[1, 1, 0]$. A final, virtual, atom of type END is also appended to the graph.

To store 3D information, each atom has a position tensor with shape $(G, G, G)$, where $G$ is the grid size. For this application, an 8 Å grid with 0.5 Å resolution was used, so $G = 16$. We used two separate density encodings for the input and the output of the VAE. For the input molecules, the density function is taken from Ragoza et al. \[2\] and is based on 3D exponential decay defined by the Van Der Waals radius. For the output, we one-hot encode the atom positions: we set the voxel that contains the atom center to 1 and set all other voxels to zero. While the one-hot representation is too sparse for the encoder’s 3D convolutions \[15\], it is useful for the output because it enables us to softmax the output “densities” over all space, allowing us to interpret the output as a 3D probability distribution.

For simplicity, we store bond types as per-atom information. Each atom $a_i$ has a bond type list $b_{ij} \in \{\text{SINGLE, DOUBLE, TRIPLE, NO_BOND}\}$ defined as the list of bond types to previous atoms $a_j$, where $j < i$. Each atom can have a maximum of 4 bonds to previous atoms and lists with less than 4 elements are padded with the extra bond type NO_BOND. Note that, since double and triple bonds are encoded as individual “bonds” with different types, the 4 bond maximum still allows relevant hypervalent moieties such as phosphate groups.

2.2 Combining Graph and Spatial Convolutions

To encode and decode the atom position grids, graph and spatial convolutions were combined. For layer $l$ in the network, for each atom $i$, we define a voxel hidden state $h_i^{(l)}$ with shape $(C_l, G_l, G_l, G_l)$, where $C_l$ is the number of channels (the input atom positions have $C_0 = 1$) and $G_l$ is the grid size for that layer. To perform the graph-spatial convolution, the summed channels of each atom’s neighbors are concatenated with the atom’s channels, and then a 3x3x3 spatial convolution is performed.

2.3 Bond prediction

To predict bonded atoms, we take inspiration from the attention mechanism. For each atom $a_i$, we separately predict 4 bonds to atoms before in the range $[0, i)$. Once the VAE has decoded a hidden state $h_i$, for each bond type $b \in b_i$, we use a linear layer (followed by a leaky ReLU) to compute keys $k_b$. We compute values $v_b$ in the same way. The score for atom $a_i$ bonded to atom $a_j < i$ is simply $k_i^b v_j^b$. When decoding the final molecule, a bond is created between $a_i$ and the top scoring atom $a_j$ if $b \neq \text{NO_BOND}$.

2.4 VAE Architecture

The overall auto-encoder architecture is shown in Figure 1. To encode a molecule into the latent space, we first encode the atom density grids into single per-atom vectors by alternating spatial-graph
convolutional layers and 2x2x2 max pooling. This hidden state is then concatenated with the hidden state obtained by running graph convolutions on the remaining atom features (atom type, valences, and bonds types). After concatenation, further graph convolutions are used to produce the final per-atom hidden state. To turn this into a single latent code, a gated recurrent unit (GRU) \cite{2} is used. The latent space size was 512.

To decode, we generate new atoms autoregressively. To generate atom \( a_i \), we encode atoms \( a_0, \ldots, a_{i-1} \) via an encoder with a similar architecture to the one described above – however, all bonds to atoms \( i \) or greater are masked out of the graph convolutions to prevent cheating. This encoded representation is concatenated with the latent code and a GRU is run to produce a new hidden representation. This is then fed into a multi-headed attention module \cite{29} with 8 heads. To run graph convolutions, we need bonding information, so the bond predictor is immediately run from this hidden state. Using the predicted bonds, we run graph convolutions to produce the atom types, atom valences, and bond types. We additionally use spatial-graph convolutions to produce the predicted atom positions. To generate new molecules, we iteratively run the decoder to produce atoms one by one until an atom is reached with type END.

Additionally, we desire to predict Rg from the latent code. This is accomplished with a simple two-layer multi-layer perceptron (MLP). This property predictor is trained concurrently with the auto-encoder.

2.5 Training

The VAE was trained separately on the QM9 \cite{24, 22} and ZINC 15 datasets \cite{28, 10}. The datasets were filtered down to molecules with 16 or fewer heavy atoms that fit into an 8 Å grid (60,888 files for ZINC, 121,836 for QM9). The QM9 dataset was divided according to a 80:10:10 train:validation:test split, while ZINC was divided with a 90:10 train:validation split. During training, molecules were loaded, kekulized, rotated randomly, and then fed into the VAE. The model was trained to simultaneously reconstruct the input and predict Rg. To do this, we utilized seven loss functions: the cross-entropy for the atom types, atom valences, atom positions, bond types, and bonded atoms, mean-squared-error (MSE) for Rg, and Kullback–Leibler (KL) divergence of the latent code to a multivariate normal distribution. The loss weights were, respectively, 1.0, 1.0, 0.6, 2.0, 2.0, 1.0, and 0.1. The VAE was optimized using AdamW \cite{17} with a learning rate of 0.001 and batch size of 64 for 168 epochs.

3 Results

The model was evaluated according to its ability to reconstruct, generate, and optimize molecules. To test reconstruction accuracy, molecules were sampled from the test dataset, encoded, and then decoded. The topological accuracy is the fraction of molecules whose decoded molecular graphs were

\footnote{Due to an error early in training, a proper test set for ZINC was not used. No such mistake was made for QM9.}
Figure 2: Results of minimizing Rg of molecules sampled from the ZINC validation set. The top row shows the original molecules, and the bottom row shows the molecules after optimization. The optimized molecules are shown after UFF relaxation; the raw output of the model is overlaid transparently.

exactly the same as the input molecules. Of the molecules that were correctly decoded, the RMSD of the conformers was also measured. On the QM9 test set, our model achieved a reconstruction accuracy of 94.7% and the mean RMSD was 0.15 Å. On the ZINC validation set, the Reconstruction accuracy was 50.6% and the mean RMSD was 0.62 Å.

To test generation, 16,000 latent points were randomly sampled from a multivariate normal distribution. The topological validity was defined to be the fraction of generated molecules that did not throw an exception when using RDKit’s SanitizeMol. Additionally, the stability of the generated conformers was tested by running Unified Force Field (UFF) optimization [23]. The geometric validity was the fraction of topologically valid molecules that did not throw an exception when running UFF optimization. The RMSD between the (aligned) optimized conformer and the generated conformer was also measured for each geometrically valid molecule. Lastly, the distribution of computed properties of the generated molecules was compared to the distribution of the filtered original dataset. Of the molecules generated from the QM9 model, 84.0% were topologically valid. Of those, 75.0% were geometrically valid. Of the geometrically valid molecules, the mean UFF RMSD was 1.23 Å. For the ZINC model, the topological validity was 60.3%, the geometric validity was 75.0%, and the UFF RMSD was 1.05 Å.

To test optimization, molecules were chosen from the ZINC validation set and encoded into latent vectors. Rg was predicted using the prediction network on the latent vector, and the derivative of the predicted radius with respect to the latent vector was computed. Gradient descent was then run on the latent vector for 500 iterations (learning rate 0.2) to minimize the radius. The results of Rg minimization are shown in Figure 2. After optimizing 1,000 molecules, 75.0% of the resulting molecules were valid, 99.5% of the valid molecules had reduced Rg, and the average difference in Rg was -0.53 Å. Qualitatively, the results are consistent with the algorithm “shrinking” the molecules while preserving overall shape and features.

4 Conclusions

By using a novel graph representation of molecules that incorporates voxelized atom position information, we have created a generative model that allows encoding, decoding, interpolation, and optimization of both the geometric and topological properties of molecules. Our model produces topologically valid molecules 60.3% of the time on the ZINC validation set, and the UFF RMSD of 1.0 Å demonstrates that the molecules produced are often close to low energy conformations. However, the fact that the UFF optimization routine failed to converge for a quarter of valid molecules
implies that the actual mean RMSD to a low-energy structure might be larger. More tweaking of the
UFF optimization parameters needs to be done so that it does not fail so often.

We have also demonstrated that this model can optimize molecules for characteristics defined by the
molecule’s 3D geometry – here, Rg. While this is admittedly a toy problem, the optimization serves
as a useful proof of concept. In the future, we hope to use this model to optimize molecules for more
useful characteristics such as binding affinity for protein targets.

Perhaps the biggest current limitation of the model was the small size of molecules used: the model
was only trained and tested on molecules with 16 or fewer heavy atoms that fit into an 8 Å cube.
These parameters were chosen for ease of iteration; since the model run time scales as $O(a^3g)$, where
$a$ is the number of atoms and $g$ is the grid size, supporting larger molecules takes more time to train.
Now that we have narrowed in on an architecture that works for these small molecules, we hope to
scale up the model to support larger and more useful molecules.

The full source code for training and evaluating this model is available at https://github.com/mixarcid/molucinate
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