Deep learning for word-level handwritten Indic script identification
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Abstract. We propose a novel method that uses convolutional neural networks (CNNs) for feature extraction. Not just limited to conventional spatial domain representation, we use multilevel 2D discrete Haar wavelet transform, where image representations are scaled to a variety of different sizes. These are then used to train different CNNs to select features. To be precise, we use 10 different CNNs that select a set of 10240 features, i.e. 1024/CNN. With this, 11 different handwritten scripts are identified, where 1K words per script are used. In our test, we have achieved the maximum script identification rate of 94.73% using multi-layer perceptron (MLP). Our results outperform the state-of-the-art techniques.
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1 Introduction

Optical character recognition (OCR) has always been a challenging field in pattern recognition. OCR techniques are used to convert handwritten or machine printed scanned document images to machine-encoded texts. These OCR techniques are script dependent. Therefore, script identification is considered as a precursor to OCR. In particular, in case of a multilingual country like India script identification is the must since a single document, such as postal documents and business forms, contains several different scripts (see Fig. 1).

Indic handwritten script identification has a rich state-of-the-art literature [1–4]. More often, previous works have been focusing on word-level script identification [5]. Not stopping there, in a recent work [6], authors introduced page-level script identification performance to see whether we can expedite the processing time. In general, in their works, hand-crafted features that are based on structural and/or visual appearances (morphology-based) were used. The question is, are we just relying on what we see and use apply features accordingly or can we just let machine to select features that are required for optimal identification rate? This inspires to use deep learning, where CNNs can be used for extracting and/or selecting features for identification task(s).

Needless to say, CNNs have stood well with their immense contribution in the field of OCR. Their onset has been marked by the ground-breaking performance of CNNs on MNIST dataset [7]. Very recently, the use CNN for Indic script (Bangla character recognition) has
been reported [8]. Not to be confused, the primary goal of this paper is to use deep learning concept to identify 11 different handwritten Indic scripts: Bangla, Devnagari, Gujarati, Gurumukhi, Kannada, Malayalam, Oriya, Roman, Tamil, Telugu and Urdu. Inspired from deep learning-based concept, we use CNNs to select features from handwritten document images (scanned), where we use multilevel 2D discrete Haar wavelet transform (in addition to conventional spatial domain representation) and image representations are scaled to a variety of different sizes. With these representation, several different CNNs are used to select features. In short, the primary idea behind this is to avoid using hand-crafted features for identification. Using multi-layer perceptron (MLP), 11 different handwritten scripts (as mentioned earlier) are identified with satisfactory performance.

The remainder of the paper can be summarized as follows. Section 2 provides a quick overview of our contribution, where it includes CNN architecture and feature extraction process. In Section 3, experimental results are provided. It also includes a quick comparison study. Section 4 concludes our paper.

2 Contribution outline

As mentioned earlier, in stead of using hand-crafted features for document image representation, our goal is to let deep learning to select distinguishing features for optimal script identification. For a few but recent works, where CNNs have used with successful classification, we refer to [7,9,10]. We observe that CNNs work especially when we have sufficient data to train. This means, data redundancies will be helpful. In general, CNN takes raw pixel data (image) and as training proceeds, the model learns distinguishing features that can successfully contribute to identification/classification. Such a training process produces a feature vector that summarize the important aspects of the studied image(s).

More precisely, our approach is twofold: first, we use a two- and three-layered CNNs for three different scales of the input image; and secondly, we use exactly same CNNs for two different scales of the transformed image (wavelet transform). We then merge those features and make ready for script identification. In what follows, we explain our CNN architecture including definitions, parameters for wavelet transform and the way we produce features.
Fig. 2. Schematic block diagram of handwritten Indic script identification showing different modules: feature extraction/selection and classification.

2.1 CNN Architecture

In general, a CNN has a layered architecture consisting of three basic types of layers namely,

1. convolutional layer (CL),
2. pooling layer (PL) and
3. fully connected layer (FCL).

CLs consist of a set of kernels that produce parameters and help in convolution operation. In CL, every kernel generates an activation map as an output. PLs do not have parameters but, their major role is to avoid possible data redundancies (still preserving their significance). In our approach, all CNNs have max-pooling operation at their corresponding PLs. In addition to these two different types of layers, FCL is used, where MLP has been in place.

In Fig. 2, we provide a complete schematic block diagram of handwritten Indic script identification showing different modules: feature extraction/selection and classification. In our study, 10 different CNNs are used to select features from a variety of representations of the studied image and we label each of them as CNN\(_{d,x,y}\). In every CNN\(_{d,x,y}\), \(d\) and \(x\) respectively refer to domain representation and dimension of the studied image, and \(y\) refers to the number of convolutional and pooling layers in that particular CNN. For example, domain representation can be expressed as \(d = \{s, f\}\), where \(s\) refers to spatial domain and \(f\), frequency. In our case, either of these is taken into account. Note that, with the use of the Haar wavelet transform (HWT) (see Section 2.2), certain frequencies are removed. In case of dimension \((x)\), we have \(x = \{32 \times 32, [48 \times 48], [128 \times 128]\}\), and for simplicity, \(x = \{32, 48, 128\}\) is used. All of these dimensions signify resolution to which the input images are scaled. In case of CL and PL, \(y = \{2, 3\}\): one of the two is taken in CNN, and \(y = 2\) means that there are two pairs of convolutional and pooling layers in the CNNs. In our model, two broad CNN architectures: CNN\(_{d,x,2}\) and CNN\(_{d,x,3}\) are used and can be summarized as in Table 1.
Table 1. Architecture: CNN_{d,x,y}, where y = \{2, 3\}.

| Layer | Architecture | Parameter | CL1 | PL1 | CL2 | PL2 | CL3 | PL3 | FCL1 | FCL2 | Softmax |
|-------|--------------|-----------|-----|-----|-----|-----|-----|-----|------|------|---------|
| CNN_{d,x,2} | Channel | 32 | 32 | 64 | 64 | — | — | — | 1024 | 512 | 11 |
| | Filter size | 5\times5 | 2\times2 | 5\times5 | 2\times2 | — | — | — | — | — | — |
| | Pad size | 2 | — | 2 | — | — | — | — | — | — | — |
| CNN_{d,x,3} | Channel | 32 | 32 | 64 | 64 | 128 | 128 | 1024 | 512 | 11 |
| | Filter size | 7\times7 | 2\times2 | 5\times5 | 2\times2 | 3\times3 | 2\times2 | — | — | — | — |
| | Pad size | 3 | — | 2 | — | 1 | — | — | — | — | — |

Index:
- CL = convolutional layer
- PL = pooling layer
- FCL = fully connected layer

1. CNN_{d,x,2}: We have six different layers, i.e. two CLs, two PLs and two FCLs. The first two CLs are followed by PLs. In FCLs, the first layer takes image representation that has been generated by CLs and PLs and reshapes them in the form of a vector, and the second FCL produces a set of 1024 features.

2. CNN_{d,x,3}: Every CNN has eight different layers: three CLs, three PLs and two FCLs. In general, such an architecture is very much similar to previously mentioned CNN_{d,x,2}. The difference lies in additional pair of CL and PL that follows second pair of the same. Like the CNN_{d,x,2}, these CNNs produce a set of 1024 features for any studied image.

Once again, the architectural details of aforementioned CNNs are summarized in Table 1 that follows schematic block diagram of the system (see Fig. 2). For more understanding, in Fig. 3, we provide the activation maps for CNNs, 128, 3. This means that it uses spatial domain image representation with the dimensionality of 128 and three pairs of convolutional and pooling layers in the CNNs.

2.2 Data representation

In general, since Fourier transform [11] may not work to successfully provide information about what frequencies are present at what time, wavelet transform (WT) [12] and short time Fourier transform [13] are typically used. Both of these help identify the frequency components present in any signal at any given time. WT, on the other hand, can provide dynamic resolution.

We consider an image a 2D time signal that can be resized. We then use multilevel 2D discrete WT on a scaled/resized image (128 \times 128) to generate frequency domain representation. To be precise, we use the Haar wavelet [14] with seven different level decomposition that can generate approximated and detailed coefficients. Since the approximated coefficients are equivalent to zero, we use the detailed coefficients in addition to modified approximated coefficients to reconstruct the image. In the modified approximated coefficients, we consider only high frequency components.

In our method, using a variety of different WTs, such as the Daubechies [15] and several decomposition levels, the best results were observed with the Haar wavelet and a decomposition level of 7. This reconstructed image is further resized to 32 \times 32 (x = 32) and 48 \times 48.
Fig. 3. Illustrating the activation maps for CNNs,128,3: spatial domain image representation with the dimensionality of 128 and three-layered convolutional and pooling layers.
(x = 48), and are fed into multiple CNNs as mentioned in Section 2.1. Like in the frequency domain representation, spatial domain representations are resized/scaled to 32 × 32 (x = 32), 48 × 48 (x=48) and 128 × 128 (x =128) are fed into multiple CNNs.

3 Experiments

3.1 Dataset, and evaluation metrics and protocol.

To evaluate our proposed approach for word-level handwritten script identification, we have considered a dataset named PHD Indic$_{11}$ [6]. It is composed of 11K scanned word images (grayscale) from 11 different Indic script, i.e. 1K per script. A few samples are shown in Fig. 4. For more information about dataset, we refer to recently reported work [6]. The primary reason behind considering PHD Indic$_{11}$ dataset in our test is, no big size data has been reported in the literature for research purpose, till this date.

Using the exact same CNN representation as before, $C_{d,x,y}[i][j]$ represents the count where an instance with label $i$ is classified as $j$. Accuracy (acc) of the particular CNN can then be computed as

$$\text{acc}_{d,x,y} = \frac{\sum_{i=1}^{11} C_{d,x,y}[i][i]}{\sum_{i=1}^{11} \sum_{j=1}^{11} C_{d,x,y}[j][i]}.$$ 

Precision (prec) can be computed as

$$\text{prec}_{d,x,y} = \frac{\sum_{i=1}^{11} \text{prec}^i_{d,x,y}}{11} \quad \text{and} \quad \text{prec}^i_{d,x,y} = \frac{C_{d,x,y}[i][i]}{\sum_{j=1}^{11} C_{d,x,y}[i][j]},$$ 

where $\text{prec}^i_{d,x,y}$ refers to precision for any $i$-th label. In a similar fashion, recall (rec) can be computed as

$$\text{rec}_{d,x,y} = \frac{\sum_{i=1}^{11} \text{rec}^i_{d,x,y}}{11} \quad \text{and} \quad \text{rec}^i_{d,x,y} = \frac{C_{d,x,y}[i][i]}{\sum_{j=1}^{11} C_{d,x,y}[i][j]},$$ 

where $\text{rec}^i_{d,x,y}$ refers to recall for any $i$-th label. Having both precision and recall, f-score can be computed as

$$\text{f-score}_{d,x,y} = \frac{\sum_{i=1}^{11} \text{f-score}^i_{d,x,y}}{11} \quad \text{and} \quad \text{f-score}^i_{d,x,y} = 2 \times \frac{\text{prec}^i_{d,x,y} \times \text{rec}^i_{d,x,y}}{\text{prec}^i_{d,x,y} + \text{rec}^i_{d,x,y}}.$$ 

Following conventional 4:1, i.e. train:test evaluation protocol, we have separated 8.8K images for training and the remaining 2.2K images for testing. We ran our experiments by using a machine: GTX 730 with 384 CUDA cores and 4GB GPU RAM. Besides, it has Intel Pentium Core2Quad Q6600 and 4GB RAM.

3.2 Experimental set up

As mentioned earlier, are are required to train the CNNs first before testing. In other words, it is important to see how training and testing have been performed.
Our CNNs in this study represented by CNN\(_{d,x,y}\) are trained independently using the training dataset (as mentioned earlier). To clarify once again, these CNNs has either two or three pairs of consecutive convolutional and pooling layers. Besides, each of them has three fully connected layers. The first of these three layers function as an input layer with number of neurons that depends on the size of the input image specified by \(x\). The second layer in CNNs has 1024 neurons, and during training, we apply a dropout probability of 0.5. The final layer has 11 neurons, whose outputs are used as input to an 11-way soft-max classifier that provides us with classification/identification probabilities for each of 11 possible classes. Our training set of 8.8K word images are split into multiple batches of 50 word images and the CNNs are trained accordingly. For optimization, Adam optimizer [16] was used with learning rate of \(1 \times 10^{-3}\) having default parameters: \(\beta_1 = 0.9\) and \(\beta_2 = 0.999\). This helps apply gradients for loss to the weight parameters during back propagation. We computed the accuracy of the CNN as training proceeds by taking ratio of the of images successfully classified in the batch to the total number of images in the studied batch.

After training CNNs with 8.8K word images, we evaluated/tested each of them independently with the test set that is composed of 2.2K word images.

More specifically, for each input size specification, we have two CNNs, i.e. for domain (d) and input size \((x \times x)\): CNN\(_{d,x,2}\) and CNN\(_{d,x,3}\). Altogether, we have 10 different CNNs since we have three different input sizes \((x = \{32, 48, 128\})\) for raw image and two different input sizes \((x = \{32, 48\})\) for wavelet transformed image/data. For better understanding, we refer readers to Fig. 2. Note that we have trained the CNNs to extract 1024 features from each one, i.e. \(120 \times 1\). These are then concatenated to form a single \(10240 \times 1\) vector, where ten different CNNs are employed. Like in the conventional machine learning classification, these features are used for training and testing purpose using MLP classifier.
3.3 Our results and comparative study

In this section, using dataset, and evaluation metrics (see Section 3.1), and experimental setup (see Section 3.2), we summarize our results and comparative study as follows:

1. We provide results that have been produced from different architectures (CNNs), and select the highest script identification rate from them; and
2. We then take highest script identification for a comparative study, where previous relevant works are considered.

Our results: Fig. 5 shows the comparison of the individual CNNs along with the effect of combining them. The individual CNN$_{d,x,y}$ produced the maximum script identification rate of 90% for CNN$_{s,128,3}$. As we ensemble two- and three-layered networks of corresponding domain (d) and input size (x), we observe a positive correlation between input size and accuracy. CNN$_{s,128}$ provides the maximum script identification rate of 91.41% in this category. The primary reason behind the increase in accuracy is that the ensemble of two- and three-layered networks suggests that these networks complement each other. Further, to study an effect of the spatial (s) and frequency (f) domain representation in CNN$_{d,x,y}$, we ensemble networks across all input sizes and depth of network. The spatial representation, CNN$_{s}$, have produced script identification rate of 94.14% and the frequency domain representation, CNN$_{f}$, have escalated up to 90.27%. However, the frequency domain representations learning can be complimented and it has been clearly seen when we combined them. In their combination, we have achieved the highest script identification rate of 94.73%. Since we
Fig. 6. Misclassified samples, where script names in the bracket are the actual scripts but, our system identified them incorrectly. For example, in the first case, word image has been identified as Gurumukhi and it actually is Bangla.

have not received 100% script identification rate, it is wise to provide a few samples where our system failed to identify correctly (see Fig. 6).

Like we have mentioned in Section 3.1, we also provide precision, recall and f-score for all architectures in Fig. 5. In what follows, the highest script identification rate, i.e. 94.73% will be taken for a comparison.

Comparative study: For a fair comparison, widely used deep learning methods, such as LeNet [7] and AlexNet [9] were taken. In addition, recently reported work on 11 handwritten Indic script dataset [6] (including their baseline results) was considered. In Table 2, we summarize the results. Our comparative study is focused on accuracy (not precision, recall and f-score), since other methods reported accuracy, i.e. identification rate. Of course, in Fig. 5, we are not just limited to accuracy.

In Table 2, our method outperforms all other methods. Precisely, it outperforms Obaidullah et al. [6] by 4.7%, LeNet [7] by 2.73% and AlexNet [9] by 2.61%.

4 Conclusion

In this paper, we have proposed a novel framework that uses convolutional neural networks (CNNs) for feature extraction. In our method, in addition, to conventional spatial domain representation, we have used multilevel 2D discrete Haar wavelet transform, where image representations have been scaled to a variety of different sizes. Having these, several different CNNs have been used to select features. With this, 11 different handwritten scripts: Bangla, Devnagari, Gujarati, Gurumukhi, Kannada, Malayalam, Oriya, Roman, Tamil, Telugu and Urdu, have been identified, where 1000 words per script are used. In our test, we have achieved the maximum script identification rate of 94.73% using multi-layer perceptron (MLP). To the best of our knowledge, this is the biggest data for Indic script identification work. Considering the complexity and the size of the dataset, our method outperforms the previously reported techniques.
Table 2. Comparative study.

| Method              | Accuracy  |
|---------------------|-----------|
| Obaidullah et al. [6] | 91.00%    |
| (Hand-crafted features) |          |
| LeNet [7]           | 82.00%    |
| (CNN)               |           |
| AlexNet [9]         | 92.14%    |
| (CNN)               |           |
| Our method          | 94.73%    |
| (Multiscale CNN + WT) |        |
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