Origin of the literature discrepancies in the fractional reduction of the apex-field enhancement factor considering small clusters of field emitters

Thiago A. de Assis$^1$ and Fernando F. Dall’Agnol$^2$

$^1$Instituto de Física, Universidade Federal da Bahia, Campus Universitário da Federação, Rua Barão de Jeremoabo s/n, 40170-115, Salvador, BA, Brazil
$^2$Department of Exact Sciences and Education (CEE), Universidade Federal de Santa Catarina, Campus Blumenau, Rua Pomerode 710 Salto do Norte, Blumenau 89065-300, SC, Brazil

Numerical simulations are important when assessing the many characteristics of field emission related phenomena. In small simulation domains, the electrostatic effect from the boundaries is known to influence the calculated apex field enhancement factor (FEF) of the emitter, but no established dependence has been reported at present. In this work, we report the dependence of the lateral size, $L$, and the height, $H$, of the simulation domain on the apex-fef of a single conducting ellipsoidal emitter. Firstly, we analyze the error, $\varepsilon$, in the calculation of the apex-fef as a function of $H$ and $L$. Importantly, our results show that the effects of $H$ and $L$ on $\varepsilon$ are scale invariant, allowing one to predict $\varepsilon$ for ratios $L/h$ and $H/h$, where $h$ is the height of the emitter. Next, we analyze the fractional change of the apex-fef, $\delta$, from a single emitter, $\gamma_1$, and a pair, $\gamma_2$. We show that small relative changes in $\gamma_1$ (i.e., $\varepsilon \approx 0.5\%$), due to the finite domain size, are sufficient to alter the functional dependence $\delta(c)$, where $c$ is the distance from the emitters in the pair. We show that $\delta(c)$ obeys a recently proposed power law decay [R. G. Forbes, J. of Appl. Phys. 120, 054302 (2016)], at sufficient large distances in the limit of infinite domain size ($\varepsilon = 0$, say), in contrast to a long time established exponential decay [J.-M. Bonard et al. Advanced Materials 13, 184 (2001)]. We also shown that this functional dependence is respected for various systems which includes infinity arrays and small clusters of emitters with different shapes. Thus, power law functional dependence, $-\delta \sim c^{-m}$, with $m = 3$, is suggested to be a universal signature of the charge-blunting (CB) effect in small clusters or arrays, at sufficient large distances between emitters with any shape. These results explain the origin of the discrepancies in the literature and improves the scientific understanding of the field electron emission theory, for accurate characterization of emitters in small clusters or arrays. Finally, our results reinforce that the consequences of CB for a small cluster of emitters are also expected for infinity arrays.

PACS numbers: 73.61.At, 74.55.+v, 79.70.+q

I. INTRODUCTION

Cold field electron emission (CFE) by a conducting surface, when a strong electrostatic field is applied, is a phenomenon that has led to scientific and technological developments [1][16]. Recently, great attention has been given by field emission community to the research of the electrostatics behind single or small cluster of emitters [17][24], aiming to understand the emitter’s interaction that leads to charge-transfer and neighbor-field effects [22]. Particularly, an important Field Emission (FE) characterization parameter is the apex-field enhancement factor (FEF) $\gamma$. The apex-fef, for a single emitter in a parallel-plate diode configuration, $\gamma_1$, can be defined by,

$$\gamma_1 = \frac{E_1}{E_M},$$

where $E_1$ corresponds to the local field at the apex of the single emitter and $E_M$ the applied (macroscopic) field. In the case of a pair of identical emitters, the corresponding apex-fef is expected to be reduced to a lower value, $\gamma_2$, mainly due to the physical effect called charge-blunting (also known by shielding effect), which results from the requirement that the Fermi level be the same everywhere in the emitter plate and both emitters. Thus, it is possible to define a fractional ratio $\rho \equiv \gamma_2/\gamma_1$ and a fractional change in the apex-fef, $\delta$, as

$$\delta \equiv \rho - 1 \equiv \frac{\gamma_2 - \gamma_1}{\gamma_1}. \quad (2)$$

With infinite regular arrays, this fractional difference has been extensively analyzed. In a recent work [22], Forbes used floating spheres at emitter-plate potential (FSEPP) model to point out that discrepancies exist between the analytical results and formula previously fitted to numerical results in the literature [28][29], based on finite elements (for one single emitter apex-fef calculations - using the computer program CIELAS2 - Granta Electronics, Cambridge, U.K. [29]) or finite differences (for calculations related to $\delta$ in an array - by using the program MACSIMION (version 2.04) [29]) techniques, which requires a finite domain for simulation. These discrepancies include the functional dependence between $\delta$ and the separation between emitters. It is worth mentioning that the performance of the field emitters is affected by space disturbances.
charge due to the sensitive dependence of the emitted current on the local FEF [30]. Predictions of the impact of space charge on the emitted current has been made by the program MACSIMION (version 2.04) [39]. In these cases, the functional dependence of $\delta(c)$ for large $c$ may be appear if the size of the simulation domain is not large enough, as will be shown. The sizes of the simulation domains were not mentioned in Refs. [29, 38]. Probably, the starting point of the authors of Refs. [19, 20] for using the exponential fitting given by Eq. (4) was the results obtained from original works [28, 29], since an analytical formula for $-\delta^{LCM}$ was not reported in the present stage of knowledge. Also, we verified that the power law decay observed in the analytical solution of the FSEPP model is also present in several other geometries, under sufficient numerical precision. We show that $-\delta^n \sim c^{-3}$ as $c \rightarrow \infty$ for several geometries. As we will show, in this limit one parameter power law decay fitting formula is confirmed, in contrast with exponential fitting functions.

This paper is organized as follows. In Section II, the results from numerical simulations of a single-emitter apex-FEF, $\gamma^n_1$, are presented. The results of the fractional change in the apex-FEF from two identical emitters case, $\delta^n$, are presented in Section III. In Section IV, we discuss the universality of the functional relation $-\delta \sim c^{-m}$, with $m = 3$, as $c \rightarrow \infty$, corroborated by precise numerical calculations applied to various electrostatic systems, from small clusters to infinite arrays. Finally, Section V present main conclusions of this work.

II. APEX-FEF FOR A SINGLE EMITTER CASE

The apex-FEF for HCP emitters have been extensively studied theoretically, although there are still several nuances to be investigated, especially for the variable $\delta^n$. The numerical precision in $\gamma^n_1$ sensibly affects $\delta^n$, which is not well understood. Some authors using finite elements [29, 41] had reported FEF with error of $\sim 3\%$ in the range of aspect ratios $4 \leq h/r \leq 3000$ ($r$ corresponds to the radius of the hemisphere over the cylindrical post). This error may be sufficiently small for many analyses. However, errors of this order can influence the true behavior in $\delta$ for large $c$, as we will discuss below. Furthermore, an analytical solution for HCP emitters is not known nor the existing formulae are particularly good to fit the whole range of aspect ratios including very low and very high values. The numerical works by Edgcombe and collaborators based in finite elements method [11, 10], Kokkorakis and collaborators simulating a HCP as a cylindrical array of touching spheres [11] and Read and Bowring based on boundary elements method [12], corroborates these comments. More recently, some works have analyzed numerically, by using finite elements, the problem of apex-FEF in single HCP emitters [33, 44]. However, detailed information about the dimensions of the domain of simulation was not given, and the issue about how close the numerical results were to the analytical ones was not answered.
Thus, we investigate the electrostatics of two identical hemi-ellipsoidal emitters, where the corresponding apex FEF is known exactly for an isolated single emitter [4]. Let \( r \) denote the semi-minor axis of the generating ellipse and \( h \) its semi-major axis, i.e., the ellipses’ radius and height are \( r \) and \( h \), respectively (see Fig. 1), and define:

\[
\nu \equiv h/r \quad ; \quad \xi \equiv (\nu^2 - 1)^{1/2}.
\] (5)

The apex FEF of a single hemi-ellipsoid emitter is then given by [4]:

\[
\gamma_1 = \frac{\xi^3}{\{\nu \ln (\nu + \xi)\} - \xi}.
\] (6)

From Eq. (5), it is clear that for \( \nu \to 1, \xi \to 0 \), the hemi-ellipsoid becomes a hemisphere, and Eq. (6) evaluates to 3, as required [4].
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**FIG. 1.** Representation of simulation domain (gray color) and emitter with the corresponding dimensions indicated in (a) and the boundary conditions indicated in (b). The top boundary is a Neumann boundary condition that imposes a vertically aligned electric field as if the counter-electrode were at infinity.

When doing computer simulation based on finite elements or finite differences, there are three main sources of errors: (i) the solution converges with low precision goal; (ii) mesh is too coarse or (iii) the simulation domain does not represent the intended system accurately. In this work, we focus on the latter item in the functional dependence of \( \delta^n(c) \) as \( c \to \infty \). Particularly, we investigate how the size of the simulation domain affects the error, regardless of the tolerance in numerical precision or the fineness of the mesh. Simulations that involve the solution of Laplace’s equation using finite elements or finite differences require a minimum volume surrounding the region of interest. If domains are too small, the boundaries have an electrostatic effect on the emitter causing an undervaluation of the FEF. To avoid this issue, it may be possible to overestimate the size of the domain, however, this procedure may also be time and memory consuming, mainly in full three-dimensional systems. We define an error function \( \varepsilon \) that is the relative difference between numerical and analytical values [via Eq. (5)] of the FEF:

\[
\varepsilon(\%) = \frac{|\gamma_1^n - \gamma_1|}{\gamma_1} \times 100.
\] (7)

Figure 1(a) represents the geometry of the physical system, and we are interested in knowing the sizes \( L \) and \( H \) to provide a desirable precision on \( \gamma_1^n \). It is a two-dimensional axisymmetric system with a central ellipsoidal emitter. We assume the emitter to be perfectly conductive (no electric field penetration); hence, the interior of the emitter is removed from the simulation domain. Figure 1(b) shows the boundary conditions (BC). The emitter’s surface and the bottom surface (substrate) are grounded (i.e., the electrical potential \( \Phi=0 \ V \)). The right hand side boundary is a symmetry line, i.e., this BC imposes that the electric field, \( \mathbf{E} \), is perpendicular to normal vector, \( \mathbf{n} \), from this boundary line (i.e., \( \mathbf{E}.n=0 \)). [4] The top boundary is set as a surface charge density \( \sigma = \epsilon_0 E_M \), where \( \epsilon_0 \) is the permittivity of vacuum and \( E_M \) is the macroscopic electric field entering the domain, as appeared in Eq. (1). This BC assumes that the counter-electrode is at infinity, provided that \( H \) is sufficiently large. The width of the simulation domain is, as usually defined in literature, \( L/2 \).

To calculate the FEF \( \gamma_1^n \), we have used the commercial software COMSOL (version 5.3), based on the finite elements method. The details of the simulations are shown in the supplementary information. We want to stress that the analysis in this work is not limited to any particular method or computer code. Any method will require a minimum domain size to yield a desired precision. In our analysis, we took care to have enough numerical precision and sufficient number of mesh elements not to compromise the evaluation of \( \varepsilon \). The \( \varepsilon \) shall be solely due to the finite size of the simulation domain. Figure 2(a) (top panel) shows \( \varepsilon \) as a function of \( L/h \), for several ratios \( H/h \) and aspect ratio \( h/r = 1 \) (i.e., a hemisphere emitter as discussed previously). It is interesting to observe (for example, for \( H/h = 64 \)) a very clear power law behavior showing that \( \varepsilon \) scales as \( \varepsilon \sim (L/h)^{-3} \) before saturation. This is a consequence of the electrostatic interactions between the emitter and its images generated by the boundaries. The exponent \(-3\) that appears in Fig. 2(a) indicates an universal trend in \( \delta(c) \) for \( c \to \infty \), which appears in other systems than Forbes’ work about the FSEE. The universality of the aforementioned trend will be detailed in section [V]. The bottom panel illustrates the convergence of \( \gamma_1^n \) towards \( \gamma_1 \) as the ratio \( L/h \) increases, for same values \( H/h \) shown in the top panel.

By exploring the scaling properties of electrostatics, it is possible to collapse all curves shown in Fig. 2(a) (top panel) in a single curve, as shown in Fig. 2(b). A good collapse observed reflects that the effects of \( L \) and \( H \) on \( \gamma_1^n \) are scale invariant. The collapse of the data
the normalized size of the simulation domain $L/h$, the field enhancement factor of a hemisphere ($H/h$), as shown in the top panel. (a) Error (top panel), $\varepsilon$ shown in the top panel. (b) Collapse of all curves shown in the bottom panel in the inset shows the saturation error, $\varepsilon_{sat}$ and the power law decay. A nearly linear dependence $(L/h)_{cross} \sim (H/h)^{1.04 \pm 0.01}$ has been found. From these two steps we collapse the data by replacing the variables $\varepsilon \rightarrow \varepsilon \times (H/h)^{3.15}$ and $L/h \rightarrow (L/h) \times (H/h)^{1.04}$. Thus, our results suggest that $\varepsilon/\varepsilon_{sat}$ is a function of $(L/h)/(L/h)_{cross}$ only, i.e.,

$$\varepsilon(\%) \sim \varepsilon_{sat} \Im \left\{ \frac{(L/h)}{(L/h)_{cross}} \right\},$$

where $\Im$ is a scaling function. The existence of the saturation errors, $\varepsilon_{sat} > 0$, suggests that, in addition to finite-size effects, the numerical solution converged (independent with the ratio $L/h$) for a given $H/h$. Thus, it is necessary to estimate the value of the ratio $\varepsilon(\%)/\varepsilon_{sat}$ at the plateau in Fig.2(b). With this procedure and considering the scaling given by Eq. (8), one is able to determine the error expected from numerical simulations for a given $H/h$. We have found (including error bars) that $\varepsilon \approx 0.092\%$ that is in excellent agreement with the corresponding error shown in Fig.2(a), that is 0.089%.

Figure 2(c) shows $\varepsilon$ as a function of $L/h$, for $H/h = 32$ and various aspect ratios. The results show that $\varepsilon$ tends to decrease, in an asymptotic way, when the $h/r$ increases. In the inset, we observe this trend, for $L/h \approx 10.3$. These results show that $\varepsilon$, for $h/r = 1$, is the upper bound of the error so that, keeping the proportions $H/h$ and $L/h$ in the simulations for $h/r > 1$, $\varepsilon$ is expected to be lower than that evaluated by using Eq. (9).

Also, the error converges for $h/r \geq 32$ about one order of magnitude lower than the error for $h/r = 1$.

III. FRACTIONAL CHANGE IN THE APEX-FEF FOR A TWO-IDENTICAL HEMI-ELLIPSOIDAL EMITTERS CASE

Next, we evaluate the apex-FEF from a pair of identical ellipsoidal emitters, $\gamma^0_2$, to see how the error in $\gamma^0$ is related to the trend in the $\delta^0$. For the numerical work, we use a full three-dimensional calculation, with the pair of emitters centered in a rectangular box. In this full 3D system containing a pair of emitters, the width of the domain in the direction perpendicular to the line containing the pair is $L/2$, whereas along the line that contains the pair the width must be $(L + c)/2$, so that the distance between an emitter and the closest symmetry boundary remains $L/2$. Hence, the dimensions of an axisymmetric system that generates an error is $L/2 \times H$, whereas
the 3D domain that is compatible with the error must be $L/2 \times (L + c)/2 \times H$. In fact, the error in the 3D system is expected to be slightly lower, as shown in Ref. [15].

To determine $\delta^n$, we compute $\gamma_2^n$ with error $\varepsilon = 0.01\%$, using the size of the domain compatible with this error. With this error, we can consider $\gamma_2^n$ as exact, while $\gamma_1^n$ varies as a consequence of the variation in $L$ and $H$. The number of mesh elements used in these analysis were $\sim 3 \times 10^5$ depending on $L$ and $H$ and the convergence tolerance was $< 10^{-5}$. These choices are sufficient to avoid additional errors in the apex-FEFs, other than the error due to the finite domain size. The results are presented for $h/r = 8$, which are expected to be the same for higher aspect ratios, as already observed in the inset of the Fig.2(c). Figure 3 shows $\delta^n$ with different $\varepsilon$ in the determination of $\gamma_1^n$. Here, $\varepsilon = 0$ mean that $\gamma_1^n = \gamma_1$, that is computed by Eq.(6). In Fig.3(a) $-\delta^n$ is plotted as a function of the ratio $c/h$, in mono-log plot, to evidence exponential behaviors as straight lines. The results indicate that the exact solution ($\varepsilon = 0$) is clearly not an exponential. However, if $\gamma_1^n$ is computed with error of only 0.18%, $-\delta^n$ apparently decays exponentially with slope $-1.33 \pm 0.01$. The ln-ln plot in Fig.3(b) is best to review a power law decay trend for larger $c/h$. Indeed, the curve for $\varepsilon = 0$ has the slope that trends to $-3$ as predicted by Forbes, using the FSEPP model [22], and by us with two HCP emitter’s model [23]. These results suggest that the physics behind charge-blunting effect manifests as power law behavior $-\delta \sim c^{-3}$ in the limit for $c \to \infty$.

Exponential decays in $-\delta$, have been hypothesized in the experimental works of Gröning et al. [38], that used carbon nanotube (CNT) thin films deposited by a plasma enhanced chemical vapor deposition process, and Cole et al. [40] with Large Area Field Emitters (LAFEs) formed by carbon nanofibres. Similar exponential decay rates (slopes close to $-1.40$ and $-1.25$, respectively) were obtained within the experimental error. We observe exponential behavior with similar slope for patterned CNT films, consistent with errors in $\gamma_1^n$ of the order of $\varepsilon = 0.5\%$, as shown in Fig.3(a), where slope similar to that observed by Eq.3 (i.e., $-2.3172$) has been found. As a consequence, in the high $c/h$ limit, slopes larger than $-3$ in ln-ln plot are observed, as shown in Fig.3(b). Errors smaller than 1% can be considered good for many situations, however, to determine the asymptotic trend in $-\delta^n$, the evaluation of the apex-FEF of the emitters must be carried out with high precision ($\varepsilon \lesssim 0.01\%$, say) where the numerical and analytical results are indistinguishable, as shown in Fig.3.

IV. EVIDENCE OF UNIVERSALITY AND SIGNATURE OF CHARGE BLUNTING EFFECT IN CLUSTERS OR ARRAYS

As discussed in Ref.22, the decreasing of the local charge at the apex of an emitter and the consequent decrease of the corresponding local FEF, involve charge transfer between the emitter and the conducting plate. This phenomenon is called charge blunting (CB) effect. This well known effect occurs due to approximation between emitter and its neighbors in a cluster or array. In this section, we show strong evidence that the functional relation $-\delta^n \sim c^{-3}$, at sufficient large distances, is universal for emitters with any shape in small clusters or arrays. We consider here six physical systems, namely: (1) a ring with a hemi-ellipsoid emitter at the center; (2) two identical hemi-ellipsoids; (3) two identical HCP emitters; (4) an infinite square array formed by identical hemi-ellipsoidal emitters; (5) two different emitters formed by a hemi-ellipsoid and a HCP and (6) two identical floating spheres. All emitters and plates are assumed to be conductors. The system (1) is the 3D equivalent of the 2D axisymmetric system in Fig.1 formed by a semi-ellipse
and its image with respect to the right-hand boundary explained in Sec. II. Thus, if the system is rotated around the symmetry axis of the semi-ellipse, the latter becomes a 3D hemi-ellipsoid and its image resembles a ring. If we do the transformation $\gamma^H_1 \rightarrow \gamma^H_2$ and $\varepsilon(\%)/100 \rightarrow -\delta^n$ in Eq. [7], we are able to perform the same analysis of a two-emitter system (a ring and a hemi-ellipsoid at its center) in the same way of that performed on Sec. IIIII but for a central emitter. System (1) is advantageous in several aspects, since axysymmetric systems are easier to model, computation is fast and stable, the memory requirement is much less, the mesh can be made sufficiently fine and, therefore, numerical errors are smaller. Furthermore, the values of $L$ and $H$ required to provide a given error in the axisymmetric system, shall provide a smaller error in a realistic full 3D model. That is, the 2D axisymmetric system always overestimate the error due to the finite size of the domain, granting the error to be within the desired tolerance. The systems (2) and (3) are full three dimensional system as that shown in Sec. IIIII. Of course, a three dimensional system requires a comparatively large computing memory and are more time consuming. So, they are generally restricted to a limited range of the spacing between the emitters in a cluster or arrays. The results of the system (6) are presented considering the analytical formulas for fractional change in the apex-FEF by using Eqs.(17a) and (24) of Ref.[22]. The systems (1)-(6) are illustrated in Fig. 4 to provide a good insight.

![Diagram of systems](image)

**FIG. 4.** Systems studied: (1) a ring with a hemi-ellipsoid emitter at the center; (2) two identical hemi-ellipsoids; (3) two identical HCP emitters; (4) infinite square array formed by identical hemi-ellipsoidal emitters; (5) two different emitters formed by a hemi-ellipsoid and a HCP; (6) two identical floating spheres. The color map represents the local FEF [red (blue) color indicates higher (lower) local FEF].

![Numerical results of $-\delta^n$](image)

**FIG. 5.** (a) Numerical results of $-\delta^n$, as a function of ratio $c/h$, in log-log scale, for the systems (1)-(6), shown in Fig. 4. (b) Results of the transformation $-\delta^n \rightarrow \exp(p) \times -\delta^n$ in the data shown in (a). The values of $p$ and the corresponding system are shown in the legend. The inset shows the results of the main panel magnified for a typical range $1.5 \leq c/l \leq 6$. The slope $-3$ is also highlighted. (c) Same data plotted in (b) in log-lin scale.

Figure 5(a) shows the numerical results of the fractional change in the apex-FEF $-\delta^n$, as a function of ratio $c/h$ in log-log scale, for the systems (1)-(6). These systems have been analyzed under a variety of different shapes, aspect ratios and $H/h$ ratios. Interestingly, the $-\delta$ for arrays are relatively larger, as compared with those from small clusters, due to the larger electrostatic effects, for a given $c/h$ value. It is worth to note that, for $c/h \to \infty$, the power law regime,

$$-\delta^n = K \left(\frac{c}{h}\right)^{-3},$$

is the asymptotic behavior expected for all systems studied, either finite clusters or infinite arrays, either peripheral emitters or central ones. The corresponding values of $K$, depending on the system, account for the fact that $-\delta^n$ functions are vertically translated, when we observe...
the behavior for different systems. In Fig. 3(b), the results of the transformation $-\delta^n \rightarrow -\delta^n \times \exp(p)$, where $p$ is dependent on the system, are shown. This transformation corresponds to a vertical translation in the logarithmic scale. We considered the system (6) as a reference system, i.e., $p = 0$, since the corresponding results showed in Fig. 3(a) were the analytical ones found in Ref. [22]. For each system, the corresponding values of $p$ are shown in the legend of Fig. 3(b). For convenient values of $p$, all curves shown in Fig. 3(a) collapse suggesting that, in the limit of an infinite domain (i.e., if saturation effects in $-\delta^n$ curves are not verified), all curves tend to a single curve with slope $-3$ in a log-log plot. In the inset of Fig. 3(b), the results of the main panel are magnified for a range $1 \leq c/h \leq 6$. We realize a clear tendency to a power law behavior for all systems studied. In contrast, for $c/h \gtrapprox 1.5$, the charge blunting is strong enough to alter the dependence of $-\delta^n$ with $c$, as already observed in the FSEPP model [22].

In Fig. 5(c), the same data plotted in Fig. 5(b) is shown in mono-log scale. If the dependence $-\delta^n$ and $c$ were in fact exponential, the mono-log plot should be best to reveal the exponential dependence as straight lines. However, the curves are clearly not straight, showing that the fitting given by Eq. (3) does not works for our systems. This aspect contrasts with results reported in literature by using finite elements or finite differences techniques. Finally, we stress that the generalization of Eq. (4) proposed by Harris and collaborators by using LCM [19, 20], i.e., the Eq. (4), is based in a two parameter fit equation, $a$ and $\kappa$, for a range similar to $1.5 \leq c/h \leq 6$, that configures a crossover region with a tendency to a asymptotic power-law behavior. In fact, Eq. (4) showed to be a good fitting equation for this range with our data. However, Eq. (4) does not predicts the asymptotic power-law dependence $-\delta^n \sim c^m$. Thus, our work shows that only one parameter equation, based in a power-law fitting, is sufficient with an universal exponent, $m = -3$, that is a signature of the beginning of the CB effect in emitters of a cluster or array.

Thus, we strongly suggest for accurate characterization of conducting emitters, in small clusters or arrays and at sufficiently large distances, to use the following one parameter fit equation [easily derived from Eq. (10)] for apex-FEF influenced by CB effect:

$$
\gamma_{CB} = \gamma_1 \left[1 - K \left(\frac{c}{h}\right)^{-3}\right].
$$

(11)

Given the generality of our results for small clusters or arrays, $\gamma_{CB}$ is used instead $\gamma_2$.

Let us show numerically that, at sufficiently large distances, Eq. (11) is the best fit equation as compared with fittings given by Eqs. (3) and (4). For this, we have used the numerical results from system (1), where $-\delta^n$ was computed for a broad range of $c/h$. Figure 6 shows the numerical results for the system (1), considering the range $3.5 \leq c/h \leq 17$. Also, for fitting our numerical results, we have used three fitting equations, namely: (i) modified Eq. (3) with a free parameter, $a$, that corresponds to Eq. (4) with $\kappa = 1$; (ii) Eq. (4), and (iii) Eq. (11). Figure 6(a) shows the numerical results and fittings in a lin-lin scale. For function (i), we have obtained by a least square fit $a = (-0.92 \pm 0.01)$ (different, therefore, of $-2.3172$) and adjust $R$-square $= 0.93745$. For function (ii), we have obtained by a least square fit $a = (-1.48 \pm 0.03)$, $\kappa = (0.66 \pm 0.01)$ and adjust $R$-square $= 0.99661$. For function (iii), we have obtained by a least square fit $K = (1.503 \pm 0.006)$ and adjust $R$-square $= 0.99952$. Thus, the results obtained by using function (iii) provide more precise fitting, even with only one parameter. Figure 6(b) shows the same results of Fig. 6(a), in log-log plot, confirming the good agreement by comparison of the function (iii) and numerical data in at least two decades in the vertical scale. This feature was not observed for the other functions.

**V. CONCLUSIONS**

We have shown the origin of the literature discrepancies in the fractional reduction of the apex-FEF, $\delta$, considering field emitters in small clusters or arrays, by using precise numerical calculations. Our results show...
that the effects of the domain height, \( H \), and lateral size, \( L \), on \( \varepsilon \) are scale invariant. This feature allows one to predict the error on the calculation of an apex-FEF of a single tip field emitter with specified ratios \( L/h \) and \( H/h \). This scaling relation allows one to work with a desired error for accurate study of the electrostatic effects on the fractional reduction of the apex-FEF, due to the proximity of the emitters in small clusters or arrays. Our results also suggest that the power law functional dependence, \( -\delta \sim c^{-3} \), is universal for large distances between emitters, applicable to emitters with any shape in small clusters or infinite arrays and a signature of the charge blunting effect in LAFEs. This contrasts with a long time established exponential decay, in which an apparent non-universal decay rate, as reported in the literature, seems to be an effect of error \( 0.2\% \lesssim \varepsilon \lesssim 0.5\% \) in the calculation of \( \gamma_l \). These results improve the scientific understanding of the field electron emission theory. The use of the scaling presented in Eqs. (8) and (9) is suggested in the numerical simulations for accurate comparison, characterization and understanding of the physics behind real emitters in clusters or arrays. Finally, one fit parameter equation [i.e., Eq. (11)] is enough to fit the apex-FEF of an emitter subject to charge blunting effect, at sufficient large distances. This equation is more simple and is supported by precise numerical simulations, as presented here, and analytical results [22].
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