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ABSTRACT
IP telephony that transmit voice calls over an IP network such as the Internet, IP telephony are growing very fast replace the traditional circuit switched infrastructure for telephony services. So we must protect all data that are transmitted from all attacks. To implement this process, the voice is encrypted, authenticated and decrypted to get the original data. The paper examines and evaluates the six encryption algorithm to minimize delay time to achieve minimum encryption time. A Novel TEA encryption Algorithm is examined for the minimum processing time to be suitable for IP Telephony which takes minimum time

1. INTRODUCTION
IP Telephony is transport of telephone calls over the Internet and It has been rapidly replaced public switched telephone networks (PSTN). There are three protocols of IP Telephony which are signaling protocol (H.323 and SIP), media transport (RTP and RTCP) which transmits voice samples and Supporting Services (DNS, ENUM, TRIP, RSVP and STUN) which improves performance and ease of use. The Real Time Protocol (RTP) is used to transport voice media and it carried encoded voice message between two callers. It must protect RTP packet from many attacks in the network. This paper will discuss the implementation of SRTP in minimum time by using a novel TEA encryption Algorithm which takes minimum processing time.

In the first we used key derivation to implement SRTP that the key derivation function is used to derive the different keys used in a crypto context (SRTP encryption keys and salts, SRTP authentication keys) from one single master key in a cryptographically secure way. Thus, the key management protocol needs to exchange only one master key, all the necessary session keys are generated by applying the key derivation function. The master key and master salt provide by an external key management protocol as input to PRF to derive a set of session key. The set of session keys are session encryption and salt keys which are used to generate the keystreams that used for encryption/decryption SRTP packet and session authentication key is used to calculate and prove the MAC of the SRTP and SRTCP packets. We will discuss it in section 3.1.

The scenario of SRTP implementation consists of three steps. The first step is in the SRTP sender that the SRTP encryption and salt keys are used for the encryption and decryption SRTP packet which encrypt the RTP payload to produce the encryption portion of the packet by using a novel TEA encryption algorithm that it will be discussed in details in section 2.6.

The second step is authentication process to authenticate encrypted SRTP packet. The message authentication is used to calculate and prove HMAC of the SRTP packets. The sender side computes authentication tag for authenticated portion of the packet. In the SRTP receiver side will generate HMAC and compare between authentication tags in the SRTP sender side if two tags are equal, then message ||
authentication tag pair is valid otherwise; it is invalid and error audit message “AUTHENTICATION FAILURE” must be returned which will discuss in details in section 3.3.

The final step is in the SRTP receiver side which will decrypt the encryption portion of the packet by using novel TEA encryption algorithm in section 2.6. In Fig. 1 shows us SRTP implementation in short time.

Figure 1. SRTP implementation in short time in ms.

To select the algorithm which takes minimum time, we must evaluate and compare among six encryption algorithms to minimize the processing time and we select the algorithm which will take less time. There are many examples of encryption algorithms such as AES, Blowfish, IDEA, RC5, CAST-128 and TEA. The strength of symmetric key encryption depends on the size of keys, number of rounds and the round function. For example, for longer key is the hardest to break or attack. The comparison will examine the processing time of the six encryption algorithms to minimize the processing time. Our paper will examine a Novel TEA Algorithm that it will take less time.

There are two encryption algorithm categories: symmetric and asymmetric key algorithms. Symmetric key algorithm bases on a shared secret and Asymmetric key algorithm bases on pairs of two types of keys private and public. Symmetric encryption algorithms are divided into stream ciphers and block ciphers, stream ciphers encrypt a single bit of plaintext at a time but block ciphers take a number of bits and encrypt them as a single unit.

AES is a symmetric key encryption technique which will replace the commonly used Data Encryption Standard (DES). AES is a block cipher which uses three key sizes: a 128, 192, or 256 bit encryption key. In each encryption key size causes the algorithm to behave a little differently, so the increasing key sizes not only offer a larger number of bits with which you can march the data, but also increase the complexity of the cipher algorithm. It encrypts data blocks of 128 bits in 10, 12 and 14 round depending on the key size. AES encryption is fast and flexible. AES is based on a design principle known as a substitution permutation network and AES doesn’t use a Feistel network. AES has a fixed block size of 128 bits and key sizes in any multiple of 32 bits with a minimum of 128 bits. The blocksize has a maximum of 256 bits but the keysize has no theoretical maximum and AES operates on a 4x4 column major order matrix of bytes termed the state. Most AES calculations are done in a special finite field. The AES cipher is specified as a number of repetitions of transformation rounds which convert the input plaintext into the final output of ciphertext. Each round consists of several processing steps including one which depends on the encryption key. A set of reverse rounds are applied to transform ciphertext back into the original plaintext using the same encryption key [12].

Blowfish is a symmetric block cipher just like DES or IDEA which designed by Bruce Schneier 1993. It takes a variable length key, from 32 to 448 bits. The algorithm consists of two parts one of them is a key expansion part and a data encryption part and the other Key expansion converts a key of at most 448 bits into several subkey arrays totaling 4168 bytes. Blowfish encrypts 64 bit blocks into 64 bit blocks of cipher
Blowfish is based on Feistel rounds, and consists of the f function used amount of the facilitation of the principles used in DES to provide the same security with greater speed and efficiency in software [8].

IDEA was developed by Dr. X. Lai and Prof. J. Massey in Switzerland in the early 1990s to replace the DES standard. IDEA uses the same key for encryption and decryption. IDEA encrypts a 64 bit block of plaintext to 64 bit block of ciphertext and it uses a 128 bit key. The algorithm consists of eight identical rounds and a half round final transformation. It is a fast algorithm and has been done in hardware chipsets making it even faster [8], [11], [16], [34].

RC5 was developed by Ron Rivest which is block cipher and it is fast that is a simple algorithm and its word oriented the basic operation work on full word of data at a time. It encrypted block of plain text of length 64 bits into blocks of ciphertext of the same length and key length range from 0 to 2040 bits [8], [6].

CAST-128 was developed by Carlisle Adams and Stafford Tavares and key size varies from 40 bits to 128 bit increments. CAST-128 has structure of classical feistel network which consisted of 16 rounds and 64 bit blocks of plaintext to produce 64 bit blocks of ciphertext. CAST-128 has two subkeys in each round (32bit of km (i) and 5 bit kr (i)) and the function F depends on the round [3], [4], [5], [8].

The Tiny Encryption Algorithm (TEA) was designed by David Wheeler and Roger Needham of the Cambridge Computer Laboratory. It is a symmetric private key encryption algorithm and TEA one of the fastest and most efficient cryptographic algorithms in existence and TEA operates on 64 bit blocks and uses a 128 bit key. It has a Feistel structure with a suggested 64 rounds, typically implemented in paired terms cycles and TEA has an extremely simple key schedule, mixing all of the key material in exactly the same way for each cycle. The Feistel network uses a group of bit shifting XOR, and adds operations to create the diffusion and confusion of data [19], [20], [25].

2. THE COMPARISON BETWEEN SYMMETRIC CRYPTOGRAPHIC ALGORITHMS

2.1. ADVANCED ENCRYPTION STANDARD (AES)

The input to the AES encryption and decryption algorithms is a single 128 bit block, depicted in FIPS PUB 197, as a square matrix of bytes. This block is copied into the State array, which is modified at each stage of encryption or decryption. After the final stage, State is copied to an output. The key is expanded into 44/52/60 lots of 32-bit words, with 4 used in each round. The data computation consists of an add round key step, then 9/11/13 rounds with all 4 steps, and a final 10th/12th/14th step of byte subs + mix cols + add round key. This can be viewed as alternating xor key and enter data bytes operations. All of the steps are easily reversed and can be efficiently implemented using xor’s and table lookups [12].

The Simulation by matlab:
m= secure IP Telephony
E= ÈBa êºÓ1ü
D= secure IP Telephony
Elapsed time is 92.06 ms
2.2. BLOWFISH ALGORITHM

For encryption algorithm: the plain text is divided into two 32 bit halves LE0 and LR0. We have use variable LE(i), RE(i) to refer to the left and right half of data after round i has computed. Each round contains the complex use of addition modulo $2^{32}$ and XOR, plus substitution using S boxes, the cipher text is includes in the two variable LE17 and RE17.

\[
\begin{align*}
RE(i) & = LE(i-1) \text{xor} P(i) \\
LE(i) & = F[RE(i)] \text{xor} RE(i-1)
\end{align*}
\]

Where: $F[a, b, c, d] = ((S1.a + S2.b) \text{xor} S3.c) + S4.d$

For decryption algorithm: the 64 bits of cipher text are initially move to the two one word variable LD(0) and RD(0). We use the variable LD(i) and RD(i) which refer to the left and the right half of data after round i. With most block ciphers, Blowfish decryption entails using the subkeys in reverse order. It isn’t like most block ciphers; Blowfish decryption takes the reverse direction of the encryption.

\[
\begin{align*}
RD(i) & = LD(i-1) \text{xor} P(19-i) \\
LD(i) & = F[RD(i)] \text{xor} RD(i-1)
\end{align*}
\]

The Simulation by matlab:

m= secure IP Telephony
E= µ1üRÈ
D= secure IP Telephony
Elapsed time is 7.359 ms
2.3. INTERNATIONAL DATA ENCRYPTION ALGORITHM (IDEA)

IDEA algorithm consists of eight rounds followed by final transformation function and the algorithm divides the input into four 16 bit subblocks which called x1, x2, x3 and x4. Each of the rounds takes four 16-bit subblocks as input and produces 16 16bit as output blocks. The final transformation produces four 16 bit blocks which are concatenated to form the 64 bit ciphertext. Each of the rounds makes use of six 16 bit subkeys whereas the final transformation uses four subkeys for a total of 52 subkeys that it are all generated from the original 128 bit key.

For decryption algorithm: The decryption algorithm is the inverse process of the encryption algorithm which the decryption process is implementing by using the ciphertext as input to the same overall IDEA structure but with a different selection of subkeys.

![IDEA Encryption and Decryption](image)

Figure 4. IDEA Encryption and Decryption

The simulation by matlab:

m= secure IP Telephony
E==½Ií ÈBa¾çü  Èa2ìt
D= secure IP Telephony
Elapsed time is 8.609 ms

2.4 RIVEST CODES SCORECARD (RC5)

When we say w/r/b (32/12/16), this means 32 bit words (64 bit plaintext and ciphertext blocks), 12 rounds in the encryption and decryption algorithm, and the key length of 16 bytes (128bits).

\[
\begin{align*}
LE(0) &= A + S[0] \\
RE(0) &= B + S[1] \\
LE(i) &= ((LE(i-1) \oplus RE(i-1)) \ll RE(i-1)) + S[2 \times i] \\
RE(i) &= ((RE(i-1) \oplus LE(i)) \ll LE(i)) + S[2 \times i + 1] \\
\end{align*}
\]

For decryption, the 2w bits of ciphertext are initially assigned to the two one word variables LD(r) and RD(r)

\[
\begin{align*}
RD(i-1) &= ((RD(i) - S[2 \times i + 1]) \ggg LD(i)) \oplus LD(i) \\
LD(i-1) &= ((LD(i) - S[2 \times i]) \ggg RD(i-1)) \oplus RD(i-1) \\
A &= RD(0) - S[1] \\
B &= LD(0) - S[0] \\
\end{align*}
\]
The simulation by matlab:
m= secure IP Telephony
E==£ö DGB
D= secure IP Telephony
Elapsed time is 7.152 ms.

2.5 CARLISLE ADAMS AND STAFFORD TAVARES (CAST -128)

For encryption algorithm, the plain text is divided into two 32 halves L(0) and R(0) and the variables L(i) and R(i) to refer to the left and right half to the data after round (i) has complete. In the 16 round the output is swapped and the output is the concatenation of RE(16) and LE(16) which are used to the input for the decryption algorithm. And RE(16) and LE(16) are referred to the output of the encryption algorithm and also they are the input of the decryption algorithm after swapping.

L(0) || R(0) = plain text.
LE(i) = RE(i-1)
RE(i) = LE(i-1) xor F[i[R(i-1), Km(i), Kr(i)]
Ciphertext = RE(16) || LE(16)
But we achieved the simulation; in the round 1, 2, 14, 16 two but we noticed that there are long number of zeros of I so we use the padding operation for I. We noticed that some times the function is being negative value so it must be converted to positive value. All these notices will be happened according to type of voice file which converted to bits.

The decryption algorithm, we implement a novel decryption algorithm to get the original data. Because the encryption algorithm is very long and complicated so we modified and determined the decryption algorithm.

The equation of decryption process as the following steps:

\[ RD(i-1) = LD(i) \]
\[ LD(i-1) = F((RD(i-1), km(i), kr(i)) \times xor RD(i) \]

(i) Will be decreased in the decryption algorithm for example:

\[ RD(15) = LE16 \]
\[ LD(15) = F(RE(16), km(16), kr(16)) \times xor RE(16) \]

And so on

![Diagram](image)

Figure 7. CAST-128 Decryption

The simulation by matlab:

```
mes = secure IP Telephony
E= ëºÓ.n`Û
D= secure IP Telephony
Elapsed time is 42.057ms
```

2.6. TINY ENCRYPTION ALGORITHM (TEA)

We use TEA algorithm but the processing time of the TEA algorithm is 200ms, so we modified TEA to implement SRTP with minimum time processing to take a less time. The maximum acceptable delay in packet delivery for optimal voice quality is 150ms, which can be extended up to 200ms. In our paper, we achieved the less time in encryption and decryption is 1.744 ms.

TEA advantages:

1. TEA is fast and most efficient cryptographic algorithm.
2. The using a Feistel cipher that it providing diffusion and confusion properties.
3. It saved 20% of bandwidth and end to end delay.
4. Powerful algorithm which gives the best meets half way between security and efficiency.

TEA emerges less attack than XTEA.

When we use number of round in TEA we notice that faster results but lower encryption quality and Encryption time is being linearly with number of rounds [19].
The TEA algorithm:

The Novel TEA Algorithm: We implement novel TEA encryption and decryption algorithm after our modification TEA algorithm to get less time. For encryption algorithm, we divided the plaintext into two parts (y and z) and used delta which identified 2654435769 or 9E3779B9. The K is gives the key of four words that defined (k0, k1, k2, k3) and n is the number of cycles which equal 16 cycles that use 32 Feistel rounds. The process:

1. Plaintext is divided into two parts right and left part (Y, Z).
2. The left part Z is shifted left by (4) and added to k0.
3. The left part Z is shifted right by (5) and added to k1.
4. Bitwise XOR the result of steps 2, 3, and 4.
5. The result of step 5 is added to the right part Y to produce Yi which swapped.
6. Yi is shifted left by (4) and added to k3.
7. Yi is shifted right by (5) and added to k4.
8. Bitwise XOR the result of steps 6, 7, and 8.
9. The result from step 10 is added to the left part Z to produce zi, and then swapped and so on.

The equation of novel TEA algorithm according to the figure:

\[ z_1 = ([z_{<<<4}] + k_0) \text{xor} [z + \text{sum}] \text{xor} ([z_{>>>5}] + k_1) \]
\[ y_i = z_1 + y \]
\[ y_{i+1} = ([y_i_{<<<4}] + k_2) \text{xor} [y_i + \text{sum}] \text{xor} ([y_i_{>>>5}] + k_2) \]
\[ z_i = y_{i+1} + z \]
For decryption algorithm, it is the same way of the encryption but its inverse and sum = shift left of delta by 5. Note that: in the final decryption we use padding to produce the original message.

The equation of Tea decryption algorithm according to the figure:

\[
y(i) = [(y(i) \ll 4) + k2] \text{xor} [y(i) + \text{sum}] \text{xor} [y(i) \gg 5 + k3]
\]

\[
z(i-1) = y(i) + z(i)
\]

\[
z(i) = [(z(i-1) \ll 4) + k2] \text{xor} [z(i-1) + \text{sum}] \text{xor} [z(i-1) \gg 5 + k3]
\]

\[
y(i-1) = z(i) + y(i)
\]
3.7. FINAL RESULT
Table of Time of symmetric cryptographic algorithm shows the lowest time in the novel TEA algorithm after our medication of TEA and the highest time in the AES algorithm.

| Algorithm Name   | The Time |
|------------------|----------|
| AES              | 92.06 ms |
| CAST-128         | 42.057 ms|
| Blowfish         | 7.359 ms |
| IDEA             | 8.609 ms |
| RC5              | 7.152 ms |
| The Novel TEA algorithm | 1.744 ms |

Figure 11. Throughput of each Symmetric Cryptographics Algorithm in ms

In Figure 10, we show the taking time of each encryption and decryption algorithm. The results show that the novel TEA algorithm after our modification of TEA algorithm which takes less time than other algorithms and in addition to it is faster and saves bandwidth, end to end delay and powerful algorithm which gives the best meets half way between security and efficiency. It provides diffusion and confusion properties.

3. SRTP IMPLEMENTATION
3.1. KEY DERIVATION
The SRTP uses the master key and the master salt which provided by an external key management protocol as input to PRF to derive a set of session keys which consisting of an SRTP encryption key, an SRTP salting key and an SRTP authentication key. For encryption, the SRTP are used to generate keystreams which are used for SRTP and SRTCP packets encryption and decryption algorithms [15].
For authentication, SRTP authentication keys are used to compute and prove the MAC of SRTP and SRTCP packets. The PRF is used for the session keys derivation that based on AES-CRT encryption algorithm. The master key is used as the AES encryption key and the initial value which generated using concatenation, shift and XOR operation. There are several families of KDFs, we use KDF in Feedback Mode and the output of the PRF is calculated by using the result of the previous iteration and, optionally using a counter as the iteration variable (s) [28].

3.2. ENCRYPTION ALGORITHM

In the sender the SRTP encryption and salt keys are used to generate the keystreams that used for the encryption and decryption SRTP packet. Encrypt the RTP payload to produce the encryption portion of the packet by using an encryption. We use novel TEA algorithm that we explain in section 2.6 which takes less time. But we note that the time is changing according to the processor of the system.

3.3. AUTHENTICATION

Message authentication is the next process after the encryption process and protects the entire RTP packet by using session authentication key for the message authentication which is used to calculate and prove HMAC of the SRTP packets. The sender side computes authentication tag for authenticated portion of the packet. This step uses the current rollover, the authentication algorithm (SH1) and the session authentication key. The authentication tag is used to carry message authentication data. The authentication portion of SRTP packet consists of RTP header followed by the encrypted portion of RTP packet [13].

\[
\text{mes} = \text{secure IP Telephony}
\]

\[
\text{Key} = 1B01401291A97B57A3BA5D63CB07D71D1B22EA1AFD918A1B5A64E94466 \quad \text{Elapsed time is 1.3772 ms.}
\]
HMAC is used between two parties that share a secret key in order to authenticate information transmitted between these parties [13]. This standard defines a MAC that uses a cryptographic hash function in conjunction with a secret key; this mechanism is called HMAC and is a generalization of HMAC [13]. HMAC should be used in combination with an approved cryptographic hash function [13]. The hash function includes SH1 and MD5 but, we use SH1 because the SH1 is more securing than the MD5.

\[
\text{HMAC}(K) = \text{Hash}[(K \text{ xor opad}) \| \text{Hash}(K+ \text{ xor ipad})\|\text{Message})]
\]

mes= secure IP Telephony  
hash= 7BDDCBFD736363732  
Elapsed time is 7.5343ms.

The SRTP receiver verifies message|| authentication tag pair by computing a new authentication tag over data using associated with the receives message if two tags are equal, then message || authentication tag pair is valid otherwise; it is invalid and error audit message “AUTHENTICATION FAILURE” must be returned.

hfirst= E0E4D8DC767970736064585C2024181C36363732  
hash= 7BDDCBFD736363732  
Elapsed time is 7.5343ms.

3.4. DECRYPTION ALGORITHM

In the Receiver side decrypt the encryption portion of the packet by using novel TEA algorithm in the section 2.6 (decryption algorithm) get the original data. The total processing time to implement SRTP in minimum time is 18.1548 ms including key derivation time, encryption time in the sender side, authentication time in the sender side, verification time of the receiver side and decryption time in the receiver side.

4. CONCLUSIONS

We selected six symmetric cryptographic algorithms (AES, Blowfish, IDEA, RC5, CAST-128, and TEA) and compared between them. AES algorithm is stronger than the other algorithm but it takes 92.06 ms. Blowfish algorithm has less power but more time, so the blowfish has disadvantages in the decryption algorithm over other algorithms in terms of time consumption and serially in the output. IDEA uses a 128 bit key that its length makes it impossible to break by simply trying every key. RC5 uses a pseudorandom initialization sequence followed by a complex set of operations involving variable length (rotations) and mod 2 additions, so it is difficult to say which of these approaches is superior and also for large key size, the security of RC5 strong. CAST-128, we implement the novel algorithm of decryption to get the original data. CATS-128 is complicated algorithm and takes 42.057ms to implement the encryption and decryption algorithm. TEA processing takes time 200 ms, so we need to modify TEA algorithm to produce a novel algorithm that it takes 1.744 ms. We select this novel TEA algorithm to implement encryption and decryption for SRTP implementation in minimum time that it is suitable for IP Telephony traffic.

We implemented SRTP by three phases; the first phase is the encryption process when we use the novel TEA algorithm (TEA encryption algorithm after our modification) which takes less time. After the first phase, the second phase is the Authentication process which authenticates the data by generating authentication tag and sends it to the receiver which it generating another authentication to verify it. If two tags are equal, then it is valid, otherwise; it is invalid and error audit message “AUTHENTICATION FAILURE” must be returned. The third phase is the decryption process to get the original data by using novel TEA decryption algorithm.
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