Quantum error correction will be essential for realizing the full potential of large-scale quantum information processing devices [1, 2]. Fundamental to its experimental realization is the repetitive detection of errors via projective measurements of quantum correlations among qubits, and correction using conditional feedback [3]. Performing these tasks repeatedly requires a system in which measurement and feedback decision times are short compared to qubit coherence times, where the measurement reproduces faithfully the desired projection, and for which the measurement process has no detrimental effect on the ability to perform further operations. Here we demonstrate up to 50 sequential measurements of correlations between two beryllium-ion qubits using a calcium ion ancilla, and implement feedback which allows us to stabilize two-qubit subspaces as well as Bell states. Multi-qubit mixed-species gates are used to transfer information from qubits to the ancilla, enabling quantum state detection with negligible crosstalk to the stored qubits. Heating of the ion motion during detection is mitigated using sympathetic recooling. A key element of the experimental system is a powerful classical control system, which features flexible in-sequence processing to implement feedback control. The methods employed here provide a number of essential ingredients for scaling trapped-ion quantum computing, and provide new opportunities for quantum state control and entanglement-enhanced quantum metrology [4].

Correction of errors arising from noise and imperfect gate operations represents a primary challenge in the development of quantum computers [5]. Quantum error correction (QEC) involves encoding the states of one logical qubit onto codewords on multiple physical qubits. Repeated measurement of multi-qubit correlations between a subset of the physical qubits in the code allows errors to be detected without disturbing the stored information. In order to reverse the detrimental effect of errors, information regarding the measurement result must be processed in real time such that appropriate correction operations can be chosen and applied. Such a feedback allows the quantum system to be stabilized throughout the extended durations required for computation [5].

QEC codes have now been demonstrated in a number of systems [7–9]. Many early demonstrations relied on protocols that brought qubits out of the code-space for error syndrome measurement; for practical QEC on continuously encoded information, ideal von-Neumann projective measurements of multi-qubit operators are required [3]. These have been realized with trapped ions [10–12] and in solid state systems [13], including experiments in which a single round of feedback was conditioned on the result of measurement [14]. However, in order to perform useful repeated stabilizer readout and feedback as required for indefinite stabilization of quantum systems, additional stringent demands on the system must be satisfied: i) the measurement time must be short compared to relevant decoherence times of the system, ii) the measurement process should not adversely affect the stored quantum information, and, iii) the process of measurement should not impede the ability to perform subsequent measurements [15]. Ancilla measurement reset typically involves dissipative interaction between quantum systems and the classical world over extended periods of time, which places strong requirements on the suppression of cross-talk between these processes and the data qubits. Although up to three consecutive measurements have been performed on a multi-qubit trapped ion register by hiding data qubits in internal states which do not interact with the resonant light used for detection [16], it appears challenging to implement this with high fidelity in large-scale systems. An alternative approach is offered by the use of two species, one for the ancilla and one for data qubits, which ensures a high degree of spectral isolation [17–19]. This also provides the possibility to mitigate errors due to ion heating and transport using sympathetic cooling [20–21]. Non-destructive sampling of quantum information from multiple qubits has application beyond quantum computing, particularly in the field of metrology, where it provides direct access to correlation functions of the system [22].

In this Letter, we demonstrate the repeated readout of two-qubit correlations stored in the ground-state hyperfine structure of beryllium ions ($^9\text{Be}^+$) using a calcium ($^{40}\text{Ca}^+$) ion ancilla. Single and multi-qubit operations are performed on the three co-trapped ions with pairs of Raman beams for $\text{Be}^+$ and a narrow-linewidth 729 nm laser for $\text{Ca}^+$ (see methods). We achieve beryllium qubit coherence times long compared to all operations by encoding quantum information in a field-insensitive state of $\text{Be}^+$ [23], while cross-talk from measurement of the calcium ancilla is minimized by performing readout in a different species [18–19] [24]. Ancilla recycling is performed by optical pumping of the calcium ion after each measurement, while a combination of electromagnetically-induced transparency (EIT) [25, 26] and sideband cool-
ing is used to re-initialize the motional “quantum bus” which is used for quantum gates between the Be⁺ and Ca⁺ qubits. These tools allow repeated measurements for more than 50 cycles. In addition, we utilize a control system with a central-processing unit to apply feedback operations in real-time conditioned on measurement results, by controlling both the Be⁺ operations and the potentials applied to the ion trap. Sequential measurements in different bases allow preparation of Bell states from arbitrary input states, with feedback allowing entanglement to be stabilized over extended periods.

We measure the commuting stabilizer operators \( S_Z = Z_1 \otimes Z_2 \) and \( S_X = X_1 \otimes X_2 \) (indices refer to the qubit number, while here and elsewhere \( X, Y, Z \) are the Pauli operators) using the circuit shown in Fig. 1b [10]. Eigenstates of these operators with eigenvalue \( E_{Z/X} = +1(-1) \) have positive (negative) parity. To map the value of the parity onto the calcium measurement basis, we apply the multi-qubit operation \( U_{S_Z} \) to the beryllium qubits with the calcium ion initialized in \( |0\rangle \). A subsequent projective measurement of calcium using state-dependent fluorescence then completes the stabilizer readout. For an ideal implementation \( M_{S_Z} \), this projects Be⁺ into a \(+1(-1)\) eigenstate of \( S_Z \) correlated with the Ca⁺ ion detected in \( |1\rangle \) (\( |0\rangle \)). At the core of \( U_{S_Z} \) is a diagonal operation in the computational basis which can be written as \( \exp(\pm \pi Z_{Ca} \otimes S_Z/4) \), and which is implemented using two multi-qubit three-qubit Mølmer-Sørensen (MS) gates [27] performed using the in-phase motional mode plus additional single-qubit rotations (see Methods). To map the phase shift of the calcium ion to the readout basis, we embed this operation between \( \pm \pi/2 \) rotations (defined as \( R_{\pi/2}(\phi) \equiv \exp(\pm \pi P(\phi)/2) \) with \( P(\phi) = \cos(\phi)X + \sin(\phi)Y \)), which differ in phase by \( \pi/2 \). This can be interpreted as a Ramsey interference experiment. The resulting unitary is \( U_{S_Z} = R_{\pi/2}(\phi + \pi/2) \), \( \exp(\pm \pi Z_{Ca}S_Z)R_{\pi/2}(\phi) \).

Readout of \( S_X \) is performed by a unitary \( U_{S_X} \) which is formed by embedding \( U_{S_Z} \) between \( R_{\pi/2} \) basis rotations of both beryllium qubits about the \( Y \) axis. These are performed using Raman transitions driven by two co-propagating laser beams. While at first sight it might appear that a reduced pulse sequence could be used to read out \( S_X \), we operate under the experimental constraint that the parity readout must perform the same operation at any point in the sequence when it is applied. The MS gate between the ground-state hyperfine qubits of the two Be⁺ ions and the optical Ca⁺ qubit uses a pair of beams for the Be⁺ hyperfine qubit-motion coupling which propagate to the ions with a relative angle of 90 degrees, and which are not phase-stable over many rounds of measurement. The gate produces the operation \( MS \equiv \exp(\pm i \Omega/2) / \beta \) with \( \Omega = X_{Ca} + P_1(\phi_b) + P_2(\phi_b) \). \( \phi_b \) is directly proportional to the Raman beam difference phase. Since its drift is small on the 160 \( \mu s \) timescale of a single application of the unitary, we can mitigate it by using the same Raman beam pair to perform \( \pi/2 \) qubit rotations before \( MS_1 \) and after \( MS_2 \). This makes the unitary diagonal in the computational basis, and thus ensures insensitivity to \( \phi_b \) [19, 28]. This choice also allows us to simplify pulse sequence control (see Methods).

To test the performance of a single round of the parity measurement \( M_{S_Z} \), we input states with a range of parities, and compare the Ca⁺ detection results to the results of a subsequent state detection performed directly on the Be⁺ ions. To prepare input states, we create the Bell state \( |00 \rangle - e^{i\phi_b}/\sqrt{2} \) using an MS gate acting

FIG. 1. \( S_Z \) parity measurement. a. The parity measurement \( M_{S_Z} \) involves a unitary \( U_{S_Z} \), which entangles the Be⁺ parity eigenspaces with the Ca⁺ state, followed by a projective measurement of the latter. The decomposition of \( U_{S_Z} \) is shown on the right, including two Mølmer-Sørensen gates, \( R_{\pi/2}(\phi) \) basis rotations and inversion operations \( P(\phi) = \cos(\phi)X + \sin(\phi)Y \). The dashed vertical line indicates the reference time for the local phase accumulation, described further in the Methods section. The measurement basis can be rotated to the beryllium qubits with additional \( R_{\pi/2} \) pulses (not shown). b. Data from the calcium detection of a single round of parity measurement combined with the direct detection of beryllium after the measurement as a function of the phase \( \phi \) for the 2-ion Be⁺ input state \( \cos(2\theta)|-\rangle + \sin(2\theta)|+\rangle \), where \( |+\rangle = |00 \rangle + e^{i\phi}\theta |11 \rangle \), \( E_{Z} = +1 \) and \( |-\rangle = |01 \rangle + |10 \rangle \). \( E_{Z} = -1 \). \( \phi \) is offset from the parameter \( \phi_b \) in the main text due to an uncompensated Stark shift in the state preparation. Blue circles (red squares) show the probability of observing both that the Be⁺ is in the \( E_{Z} = +1 \) (\( E_{Z} = -1 \)) subspace and the Ca⁺ is measured to be in \( |1 \rangle \) (\( |0 \rangle \)). Triangles indicate the populations for which the calcium result is anti-correlated with respect to the ideal case. Violet stars show the parity of the input state, measured using direct beryllium detection in a separate experiment in which \( M_{S_Z} \) was not implemented. Each point is the result of 300 experiments and error-bars are obtained assuming quantum projection noise. c. The corresponding quantum state fidelity indicating the mean conditional probability that the parity subspace in the beryllium detection is correct given the value obtained from \( M_{S_Z} \).
only on the two \( \text{Be}^+ \) ions, and then apply an \( R_{\pi/2}(\phi_p) \) pulse to both ions with phase \( \phi_p \). For \( \phi_p = 3\pi/4 \), the resulting state has \( E_Z = -1 \), while for \( \phi_p = \pi/4 \), \( E_Z = +1 \). Results for the detection of both \( \text{Ca}^+ \) and \( \text{Be}^+ \) measurements are shown in Fig. 1. For comparison, we also plot the parity obtained from measuring the input state of the \( \text{Be}^+ \) ions in a separate reference experiment. We can compare the probability distributions estimated from the \( \text{Be}^+ \) measurements with and without the \( M_{SZ} \) parity measurement using a classical fidelity, for which the average value across all input states is \( F_{\text{ND}} = 98.4(2)\% \). A more important quality measure for QEC is the conditional probability for a given detection result to project the system into the correct subspace. As shown in Fig. 1, this is largely independent of input state, with a mean value of \( F_{\text{QSP}} = 94.5(3)\% \). These results are consistent with the quality of operations in our system. We find that we can create Bell states of two beryllium ions in the 3-ion chain with fidelities of up to 97.8(4)\% and that the fidelity for creating maximally entangled 3-qubit Greenberger-Horne-Zeilinger states including also the calcium ion up to 93.8(5)\%.

Prior to a second round of measurement, we re-initialize the \( \text{Ca}^+ \) qubit and the axial motional modes which affect the performance of the multi-qubit gates. Fluorescence detection of \( \text{Ca}^+ \) scatters photons, which induces considerable heating of both the in-phase and “Egyptian” modes of motion. Due to the symmetry of our ion chain it does not heat the out-of-phase mode of motion of the two \( \text{Be}^+ \) ions (see Methods). However the modes which are heated can also be sympathetically cooled by \( \text{Ca}^+ \), which we perform using EIT cooling followed by a few cycles of pulsed sideband cooling [29]. We then optically pump the \( \text{Ca}^+ \) ion to \( |0\rangle \), allowing a subsequent round of parity readout. Fig. 2 shows the \( \text{Ca}^+ \) readouts for up to 50 sequential parity measurements performed on a pair of ions initially prepared in the \( E_Z = \pm 1 \) subspace.

By introducing feedback correction conditioned on the \( M_{SZ} \) or \( M_{SX} \) outcomes, we demonstrate the ability to stabilize a parity subspace. The correction operation for \( S_Z \) is \( C_Z = -I_1 \otimes X_2 \), while for the \( S_X \) eigenspaces we implement \( C_X = -I_1 \otimes Z_2 \). In each case this requires a differential rotation of the \( \text{Be}^+ \) qubits. This is implemented by changing the potentials of the trap to shift the three-ion chain in the \( \text{Be}^+ \) Raman control laser beam such that one ion experiences twice the Rabi frequency of the other. At that position, we use a pulse duration which performs an \( X \) operation on one qubit while performing a \( -I \) operation on the other. These pulses also produce undesired but stable AC Stark shifts, which we manage by updating the Raman laser differential phase for subsequent coherent operations. \( I \otimes Z \) is obtained from \( I \otimes X \) using common \( R_{\pi/2} \) rotations about the \( Y \) axis of the qubits before and after the addressed operation to switch the operation basis. Corrections are applied on each occasion that the \( \text{Ca}^+ \) measurement indicates the undesired subspace. Results from measurements in which the feedback stabilization is applied are shown in Fig. 2. The initial state in each of these runs is produced using a \( \pi/2 \) rotation applied to both beryllium ions after initialization of one of the computational basis states, which is an equal superposition of eigenstates with \( E_Z = \pm 1 \). We see that the data exhibits decay constants of around 8\% per measurement round, which is consistent with the quality of measurements in regular operation of the experimental system.

To obtain a figure of merit for the improvement offered by the stabilization, we compare the decay rate of exponential fits to the open-loop data with that obtained in...
closed-loop by a linear fit to all data apart from the first point. In a comparison of these rates, we see a significant improvement of order \( \gamma_{\text{open}}/\gamma_{\text{closed}} \approx 20 \). The decay observed for the closed-loop data is at a level similar to what we can ascribe to a simulation including an independently measured level of leakage from the qubit subspace of the beryllium ions into neighbouring hyperfine levels, as produced by spontaneous photon scattering (solid lines in Fig. 2b, see Methods). This does not fully account for the decay, although the addition of a gradual change in the parity readout fidelity of 0.06% per measurement round does produce much better agreement. This level is within what might be produced by effects such as thermal cycling of acousto-optic modulators which control the laser beam intensities. We note that leakage is expected to be similar to the rate of error due to Raman scattering within the qubit subspace. Although the gates in our experiments are not currently limited by this error source, once other sources of error are eliminated [19, 30] this will become an important factor, which is not easily corrected by standard techniques in QEC, and may favour the use of ions without hyperfine structure [5, 31].

We now proceed to stabilize the four Bell states \( (\Psi_+ = (|00\rangle \pm |11\rangle)/\sqrt{2}, \Psi_- = (|01\rangle \pm |10\rangle)/\sqrt{2} \) of two qubits, which are stabilized by the two commuting operators \( S_Z \) and \( S_X \). These states can thus be prepared starting from an arbitrary input by sequentially measuring \( S_Z \) and \( S_X \) and performing conditional feedback if the measured eigenvalues differ from the desired result. We apply the correction operations \( C_Z, C_X \) after both stabilizers have been read out. Results for stabilization of these states are shown in Fig. 3. Also shown are the Bell state fidelities measured by sampling the state at fixed points in the sequence. These are determined using a combination of coherent rotations and subsequent measurements performed directly on the Be\(^+\) ions (see Methods). As a comparison with the stabilized states, we also show data for an unstabilized \( \Psi_+ \) Bell state input, which was produced by a single two-qubit MS gate on the Be\(^+\) ions followed by a \( R_{z/2}(\phi_p) \) pulse on both qubits with the appropriate phase. We observe a mean fidelity after a single block of measuring both stabilizers and correction for all of the Bell states of 0.731(4), which drops to a mean of 0.613(4) after 25 cycles (since each cycle contains two stabilizer measurements, this is 50 measurement rounds), thus still exhibiting that entanglement is preserved in the system even after this extended sequence of operations. The highest fidelity achieved is for the singlet \( |\Psi_-\rangle \) state, while the lowest is for \( |\Phi_+\rangle \). This may be due to noise or an offset in the frequency calibration of the qubit – the singlet state is insensitive to common mode phase errors, while the \( |\Phi_+\rangle \) state is most sensitive to this source.

Our experiments show the general elements of stabilizer readout and correction, as required for performing quantum error correction. Nevertheless many improvements are needed in order for QEC to operate reliably. QEC requires measurement of higher weight stabilizer operators [12, 32, 33], and needs to be made compatible with the demands of fault-tolerance [5]. In our system the primary source of error is the stabilizer readout operation itself; the qubit coherence time of our beryllium qubits is longer than any sequence we demonstrate. Of primary importance is therefore to reduce errors in the basic operations. In our system, these stem from motional decoherence during the multi-species gates, decoherence of the calcium qubit during the measurement block, and pulse calibration errors. We find that combining many different elements including feedback oper-
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ations applied probabilistically during the sequence adds significant complexity to the control and debugging of these systems, which requires an increased level of automation.

The control and measurement demonstrated here offer direct access to temporal correlations of multi-qubit systems (see Methods), with the potential to provide new insights into the evolution of quantum systems. The addition of conditional feedback opens up number of opportunities for quantum state control. While in this work we have focussed on QEC, alternative applications include investigations of measurement-based quantum computing [34, 35], quantum gate teleportation [36] or quantum metrology [4].
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Methods

B-field insensitive beryllium qubit. Beryllium qubits are stored in the \( |0\rangle \equiv |F = 1, m_F = +1\rangle \) and \( |1\rangle \equiv |F = 2, m_F = 0\rangle \) states of the ground-state hyperfine structure. The transition frequency is insensitive to first-order in the magnetic field strength for fluctuations around the 119.2 G applied B-field used in our experiment. As a result, we obtain coherence times of over 1 second for a single qubit. Internal state preparation of the beryllium ions is performed by optical pumping to the \( |F = 2, m_F = 2\rangle \) state, followed by a coherent Raman transition which transfers population to \( |0\rangle \). Following the experimental sequence described in the main text, direct readout of beryllium is performed by first using two Raman transfer pulses \( |0\rangle \rightarrow |F = 2, m_F = 2\rangle \) and \( |1\rangle \rightarrow |F = 1, m_F = -1\rangle \), and subsequently illuminating the ions with resonant light on the \( |S_{1/2}, F = 2, m_F = 2\rangle \rightarrow |P_{3/2}, F = 3, m_F = 3\rangle \) transition [37]. Photons scattered by the ion are detected on a photo-multiplier tube, resulting in distributions with a mean of 25 (0.2) counts for the bright (dark) state. Due to impure polarization causing optical pumping, significant departure from Poissonian distributions is seen. This results in an error of around 0.5% per ion in state detection.

Ion crystal and normal modes. Experiments are performed in a segmented linear Paul trap with an ion-electrode distance of 185 \( \mu m \). The ion chain used in the experiments is a 3-ion chain (\( \text{Be}^+ - \text{Ca}^+ - \text{Be}^+ \)) with calcium in the centre, which is formed and maintained using standard re-ordering techniques after every 50 experimental sequences [38]. This allows the ions to recover from occasional re-ordering events occurring due to background gas collisions. The ions exhibit 3 axial normal modes, schematically illustrated in Fig. 4. For a harmonic potential, the calcium ion is decoupled from the mode in which the beryllium ions oscillate out of phase, which makes it unsuitable for multi-species gate operations. We choose the lowest-frequency motional mode (with a frequency of 1.56 MHz) in which all ions oscillate in-phase for the MS gates used in the parity measurement. For this mode, the Lamb-Dicke parameter is 0.13 for the beryllium ions and 0.07 for the calcium ion. We cool the crystal before each experimental run using first 3 ms of far-detuned and then 600 \( \mu s \) of near-resonant Doppler cooling on \( \text{Be}^+ \) and \( \text{Ca}^+ \) simultaneously. This is followed by \( \text{Ca}^+ \) EIT cooling optimised on the low-
est radial mode at 2.5 MHz, Be⁺ Raman sideband cooling on the two highest-frequency axial motional modes, and finally Ca⁺ sideband cooling on the lowest-frequency mode.

Once every several minutes the ions tend to de-crystallize, resulting in a loss of fluorescence and the possible loss of an ion without rapid intervention. This is mitigated by monitoring the fluorescence emitted by the Be⁺ ions during Doppler cooling for each experimental shot. If it is below a threshold for more than a few shots, then the trap axial frequency is immediately reduced to 400 kHz, resulting in stronger radial confinement, and a loop of far-detuned and near-resonant Doppler cooling is repeated until the fluorescence returns to normal or a timeout is reached. In the former case the experiment is seamlessly re-run without user intervention. The loop takes 50–200 ms to complete. With automatic recrystallization a 3-ion crystal can remain trapped for 4–6 hours at a time, with beryllium hydrate formation being the dominant cause of ion loss.

**Qubit control: beryllium and calcium.** Be⁺ qubit operations are mediated by pairs of Raman beams near-resonant with the 1.2 GHz qubit transition frequency. For single-qubit operations, we use a pair of beams which are co-propagating as they enter the trap (the “co” beam pair in Fig. 4), such that any path-length fluctuations are common to both and thus the difference phase, which sets the phase in the qubit frame of reference, exhibits minimal drift. The wavevector difference between these two beams is nearly zero, which means that they cannot mediate spin-motion coupling. For this reason, a second beam path involving a Raman beam pair entering the apparatus at 90 degrees to one another with their difference wavevector aligned along the trap axis is used for the MS entangling gates. Owing to the different optical paths, air currents and slight thermal drifts result in submicron-scale path-length fluctuations which are not common to both beams, and hence the phase \(\phi_0\) discussed in the main text can drift. This is a known problem with such free-space beam geometries [28]. We take advantage of the fact that these drifts are slow on the 100 μs timescales associated with our individual unitaries to enclose the gates using the “90” beam pair (the MS gates and Be⁺ \(\pi\) pulse) in a Ramsey sequence using the same pair, which serves to cancel this phase sensitivity.

The calcium qubit states are \(|0\rangle ≡ |2S_{1/2}, m_J = +\frac{1}{2}\rangle\) and \(|1\rangle ≡ |2D_{5/2}, m_J = +\frac{3}{2}\rangle\), for which the transition frequency is first-order dependent on the magnetic field, resulting in a much shorter coherence time of 1.5 ms. Internal state preparation of calcium ions is performed by frequency selective optical pumping [39]. The Ca⁺ qubit is controlled using a single 729 nm laser propagating 45° with respect to the trap axis.

**Phase updates and reset.** Laser pulses, including frequency, amplitude and phase are controlled by radio-frequency synthesis [40]. Each individual frequency used in the experiment is initialized to zero phase at a certain point prior to the coherent operations performed on the ions. The phase of each pulse is then referenced to a ‘reference’ time \(t_{\text{start}}\). Phases for every gate are calculated according to \(\phi = \omega_r f(t - t_{\text{start}})\), such that carrier pulses remain in phase with the qubit. While this scheme ensures that all single-frequency pulses from a particular beam or beam pair remain phase-coherent throughout an experiment, it cannot preserve the relative phase relationship between rf pulses at different frequencies, such as between carrier rotations and MS gates, when the whole block of pulses is shifted in time. Such a shift occurs for the stabilizer readout block of pulses since it repeats throughout the sequence. To mitigate this the reference time \(t_{\text{start}}\) is shifted to a fixed time prior to every \(U_{Sz}\) stabilizer readout pulse block on each occasion that the latter is applied. It is then reset back to the experiment start time prior to any further carrier rotations on the qubits. Since the \(S_z\) stabilizer readout block is diagonal in the computational basis, the phases of the pulses in this block do not need to be referenced to the rest of the sequence.

In addition to the time reference shifting, the Stark shifts due to \(U_{Sz}\), \(U_{Sx}\), \(C_X\) and \(C_Z\) operations in the feedback experiments are dynamically compensated by adjusting future gate phases based on previously-conducted operations. Unlike the phase accumulation described earlier, which is hard-coded, these calculations are carried out rapidly in our embedded software and the results are pushed to the rf hardware with low latency.

**Fidelity estimation of single parity measurements.** For a single round of parity state preparation and measurement, the measurement fidelity \(F_{\text{ND}}\) quoted in the main text is an estimate of how well the Ca⁺ readout probabilities agree with the Be⁺ input state parity probability distribution. The quantum state preparation fidelity \(F_{\text{QSP}}\) gives a measure of the mean conditional probability that the resulting Be⁺ subspace corresponds to the measurement outcome obtained from the Ca⁺ readout [10] [41]. Mathematically these are given by

\[
F_{\text{ND}} = \left(\frac{\sqrt{p^\text{in}_{+1} p^\text{out}_{+1}} + \sqrt{p^\text{in}_{-1} p^\text{out}_{-1}}}{p^\text{in}_{+1} + p^\text{in}_{-1}}\right)^2
\]

\[
F_{\text{QSP}} = p^\text{m}_{+1} p^\text{out}_{+1} + p^\text{m}_{-1} p^\text{out}_{-1}
\]

where \(p^\text{in}_{+1}\) is the probability to find the two Be⁺ ions in the \(E_Z = +1\) (\(E_Z = -1\)) subspace based on the direct measurement performed on the input state (violet stars in Fig. 1b of the main text show \(p^\text{m}_{+1}\)). \(p^\text{m}_{+1}\) (\(p^\text{m}_{-1}\)) is the probability of measuring Ca⁺ in the dark (bright) state. \(p^\text{out}_{+1}\) (\(p^\text{out}_{-1}\)) is the conditional probability that the measurement of the parity directly performed on the beryllium ions after \(M_Z\) corresponds to the measurement result. \(F_{\text{QSP}}\) is the most relevant for feedback experiments. \(F_{\text{ND}}\) and \(F_{\text{QSP}}\) are averages of \(F_{\text{ND}}\) and \(F_{\text{QSP}}\).
over all input state preparation phases.

Direct estimation of beryllium Bell state fidelity. To estimate beryllium state fidelities we measure correlations between the ions in three orthogonal bases. The first is the computational basis, which we obtain by a direct measurement of the two ions, extracting the probability to find the ions in the same state which we use to obtain \(ZZ\). For the \(\Phi_+\) states, we then apply a \(R_{\pi/2}\) pulse to both ions with the phase of the pulse on both ions set to measure either \(XX\) or \(YY\). Correlations observed in the subsequent fluorescence detections then allow us to estimate \((XX)\) and \((YY)\). For the \(\Psi_\pm\) states, we precede the common \(R_{\pi/2}\) pulse with a \(C_Z = -I_1 \otimes X_2\) operation, which converts the states to one of the \(\Phi_\pm\) states, with the resulting analysis performed in the same manner as before. While the use of the \(C_Z\) operation is not strictly necessary, it provides a simple set of diagnostics which we find easy to manage and debug. In the feedback experiments, it is important to ensure that the phase of the pulses used in the analysis is updated dependent on the beryllium feedback operations which have been performed.

Correlations in the Bell state stabilization. To better understand the Bell state stabilization data, we investigated the two-point correlations between successive Ca\(^7\) readouts in the \(S_Z\) or \(S_X\) bases for the four Bell states, which provided useful diagnostic information on the feedback operations.

Each correlation datum was categorised based on which correction operations had taken place between the two stabilizer measurements, and the subdivided data is shown in Fig. 5. Ideally, for \(S_Z\) \((S_X)\), these correlations would have value 1 for a \(C_X\) \((C_Z)\) operation, since it commutes with the stabilizer.

We observe that the correlations are on average \(\approx 10\%\) lower with nominally-commuting correction operations than the case without feedback, which indicates that experimentally the \(C_X\) \((C_Z)\) operations did not commute with \(U_{S_Z}\) \((U_{S_X})\) as well as expected from calibration experiments, where errors on the level of \(1\%\) would be expected.

In a perfect implementation of measurement and feedback, then aside from the first round of correction, the \(C_Z\) correction operation is only applied when an additional source of error changes the subspace. In this case, the \(S_Z\) correlation between two detections with a \(C_Z\) operation between them should always be anti-correlated. However in the case where the dominant error is due to imperfect readout, the steady state situation produces a 50% anti-correlation, since in half of all cases the correction operation is applied on a state which is uncorrupted. Our data is primarily affected by errors during the readout, thus for this correlation we see higher levels of between 30–50%.

Simulation and modelling. We simulate the behaviour of our sequence of measurements using a simple model which allows us to quantify the main observed behaviours. This is implemented in a Monte-Carlo simulation of the density matrix. The action of the measurement sequence itself is modelled by the ideal unitary operators \(U_{S_Z}U_{S_X}\) that map the parity information of the data qubits onto the ancilla. We mimic decoherence and Raman off-resonant scattering using two additional maps. The first is a depolarizing channel \(\mathcal{I}_{\text{dep}}\), which is applied as a map to the density operator after the application of the unitary, but before the measurement result is extracted. This is parameterized by a depolarization rate per measurement round of \(\gamma_{\text{dep}}\). The measurement of the calcium ion is then performed using a projection. Following this, we add a leakage channel, which is implemented by a partial trace of one or both of the beryllium ions applied probabilistically based on comparison of a random number with a reference drawn from the leak-
age probability distribution. This uses a leakage decay rate per ion of $\gamma_{\text{leak}}$ per measurement round. We fix the leakage rate to $\gamma_{\text{leak}} = 0.3\%$ which was experimentally determined with independent measurements of the population remaining in the qubit subspace after applying the looped sequence with just one of the two Raman beams on at a time. The depolarization rate $\gamma_{\text{dep}}$ is instead adjusted for each data set. In the open-loop data we adjust $\gamma_{\text{dep}}$ to best reproduce the exponential decay of the state while for the closed-loop sets we use it to adjust the offset of the first few points thus reflecting the infidelities of the feedback operations. We find for the open-loop $S_Z$ measurement $\gamma_{\text{dep}} = 0.06$ ($\gamma_{\text{dep}} = 0.07$) for $E_Z = -1$ ($E_Z = +1$) and $\gamma_{\text{dep}} = 0.11$ for $E_X = +1$. We interpret the higher value for $E_X = +1$ measurements as due to the higher susceptibility to phase fluctuations. For the closed-loop sets instead we find $\gamma_{\text{dep}} = 0.10$ ($\gamma_{\text{dep}} = 0.10$) for $E_Z = -1$ ($E_Z = +1$) and $\gamma_{\text{dep}} = 0.15$ ($\gamma_{\text{dep}} = 0.16$) for $E_X = +1$ ($E_X = -1$). These higher values are connected to imperfections in the correction pulses as described in the previous section. We note that the errors occurring in our experimental system are most likely not well modelled by depolarizing noise. Nevertheless in this complex system it gives a simple single-parameter adjustment which accounts for decoherence.

As can be seen in Fig. 2 of the main text, the simulation results including only leakage do not fully reproduce the observed dynamics. By adding a gradual drift in the readout fidelity of the parity measurement, we are able to simultaneously produce a good match to the data for all datasets. Such a drift could arise experimentally due to a number of sources. We observe gradual changes in pulse amplitudes over the sequence length, as well as a change in the photo-multiplier-tube counts. Combined, these problems are consistent with a parity detection bias change in the photo-multiplier-tube counts. Combined, these problems are consistent with a parity detection bias change in the photo-multiplier-tube counts.

Using this simulation we can also examine the behaviour of correlations between feedback events as described in the previous section. In Fig. 6 we plot the probabilities that two feedback events are applied in subsequent shots from both simulation and theory. We notice that the simulation reproduces the results observed in the data reasonably well, which verifies the arguments made regarding correlations in the previous section.

* These authors contributed equally to this work.
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