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Introduction

A two-dimensional smooth and orientable surface $\mathcal{M}$ in three-dimensional Euclidean space $\mathbb{R}^3$ possesses a normal vector field uniquely determined up to orientation.

In these lectures we consider surfaces in higher-dimensional Euclidean spaces, and we approach the following fundamental problems:

1. What are the geometric and analytical characteristics of normal frames for surfaces with arbitrary codimension immersed in Euclidean spaces $\mathbb{R}^{n+2}$?

2. Are there special normal frames for surfaces useful for particular analytical and geometric purposes, and how can we construct such special systems?

Our three lectures presented on the following pages are organized as follows:

- **Lecture I**
  We give a detailed treatment of the foundations of the theory of surfaces immersed in Euclidean spaces. This includes the definition of normal frames as well as orthogonal transitions between such frames, furthermore the differential equations of Gauß and Weingarten as well as corresponding integrability conditions along with curvature quantities of the surfaces’ tangential and normal bundles.

- **Lecture II**
  We consider surfaces immersed in Euclidean space $\mathbb{R}^4$ and construct so-called normal Coulomb frames critical for a functional of total torsion. This construction depends on the solvability of a Neumann boundary value problem. Using methods from potential theory and complex analysis we establish various analytical tools to control the so-called torsion coefficients of Coulomb frames, i.e. the connection coefficients of the normal bundle.

- **Lecture III**
  We consider surfaces immersed in Euclidean spaces $\mathbb{R}^{n+2}$ of arbitrary dimension. The construction of normal Coulomb frames turns out to be more intricate and requires a profound analysis of nonlinear elliptic systems in two variables. We benefit from the work of many authors from the theory of harmonic analysis: E. Heinz, F. Helein, F. Müller, T. Riviere, F. Sauvigny, A. Schikorra, E. Stein, F. Tomi, H. Wente, and many others.

Frames parallel in the normal bundle are special Coulomb frames, namely those with vanishing total curvature. We consider non-parallel normal frames extensively.

Parallel normal frames for one-dimensional curves in space are already widely used in the research literature, see e.g. da Costa [19] for a geometric presentation of physical problems in quantum mechanics, or Burchard and Thomas [9] for a sophisticated analytical description of the dynamics of Euler’s elastic curves.

Nevertheless, elementary treatments of higher dimensional and higher codimensional differential geometry is underrepresented in ordinary textbooks. An elaboration of problems and methods, considered from the perspectives of geometric analysis, is rather scarce.

That is finally the issue the paper at hand focuses on. It continues the elementary differential geometry from Bär [3], Blaschke and Leichtweiß [5], Brauner [7], or Eschenburg and Jost [26] for surfaces in $\mathbb{R}^3$ and furnishes this theory with classical and recent results from the harmonic analysis and the theory of nonlinear elliptic systems of partial differential equations.
Most of the results presented here are obtained in a fruitful collaboration with Frank Müller from the University of Duisburg-Essen. The reader can find our original approaches in the following arXiv resources:

1. *On critical normal sections for two-dimensional immersions in* $\mathbb{R}^n$ *and a Riemann-Hilbert problem.* arXiv:0705.3347, May 2007.

2. *On critical normal sections for two-dimensional immersions in* $\mathbb{R}^{n+2}$. arXiv:0709.0867, September 2007.

3. *On the existence of normal Coulomb frames for two-dimensional immersions with higher codimension.* arXiv:0906.1865, June 2009.
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Lecture I

Basics

1. Regular surfaces
2. Examples
3. Fundamental forms
4. Differential equations
5. Integrability conditions
6. The curvature of the normal bundle
7. Elliptic systems
1. Regular surfaces

1.1 First definitions

Let \( n \geq 1 \) be an integer. The main objects of our considerations are vector-valued mappings

\[
X = X(u, v) = (x^1(u, v), \ldots, x^{n+2}(u, v)), \quad (u, v) \in \overline{B},
\]

defined on the topological closure \( \overline{B} \subset \mathbb{R}^2 \) of the open unit disc

\[
B := \{(u, v) \in \mathbb{R}^2 : u^2 + v^2 < 1\}.
\]

From the point of view of differential geometry we always want to assume

\[\begin{align*}
\longrightarrow \quad & \text{rank } DX(u, v) = 2 \quad \text{for all } (u, v) \in \overline{B} \\
\longrightarrow \quad & X \in C^{k,\alpha}(\overline{B}, \mathbb{R}^{n+2}) \quad \text{with an integer } k \geq 3 \quad \text{and a Hölder exponent } \alpha \in (0, 1). 
\end{align*}\]

This latter regularity assumption is particularly needed for our analytical considerations in the third lecture.

Thus the mapping \( X \) represents a regular surface or two-dimensional immersion of disc-type.

1.2 Tangent space and normal space

For \( X \) represents an immersion, at each point \( w \in \overline{B} \) there exist two linearly independent tangent vectors

\[
X_u = \frac{\partial X}{\partial u} \quad \text{and} \quad X_v = \frac{\partial X}{\partial v},
\]

the derivatives of \( X \) spanning the two-dimensional tangent space at \( w \in \overline{B} : \)

\[
T_X(w) := \text{span} \{X_u(w), X_v(w)\} \cong \mathbb{R}^2.
\]

Its orthogonal complement forms the normal space at \( w \in \overline{B} \), i.e.

\[
N_X(w) := \{Z \in \mathbb{R}^{n+2} : X_u \cdot Z = X_v \cdot Z = 0\} \cong \mathbb{R}^n
\]

where \( X \cdot Y \) denotes the Euclidean inner product between two vectors \( X, Y \in \mathbb{R}^{n+2} \), that is

\[
X \cdot Y := \sum_{i=1}^{n+2} x^i y^i.
\]

1.3 Normal frames

At each point \( w \in \overline{B} \) we choose \( n \geq 1 \) unit normal vectors \( N_\sigma = N_\sigma(w), \sigma = 1, \ldots, n \), satisfying the orthonormality relations

\[
N_\sigma \cdot N_\vartheta = \delta_{\sigma\vartheta} = \begin{cases} 
1 & \text{for } \sigma = \vartheta \\
0 & \text{for } \sigma \neq \vartheta
\end{cases} \quad \text{for all } \sigma, \vartheta = 1, \ldots, n
\]

with Kronecker’s symbol \( \delta_{\sigma\vartheta} \). We also use notations like \( \delta_{\sigma\vartheta}, \delta^\vartheta_\sigma \), or \( \delta^{\sigma\vartheta} \) for the Kronecker symbol. Now choose \( N_\sigma(w) \) in such a way that

\footnote{Symbols like \( X_u, N_\sigma, u, g_{ij,u} \) etc. denote partial derivatives w.r.t. \( u \).}
(i) they span the normal space $N_X(w)$ at $w \in \mathcal{B}$,
(ii) they are oriented in the following sense
\[
\det (X_u, X_v, N_1, \ldots, N_n) > 0.
\]

Thanks to the contractibility of the domain $\mathcal{B}$ we may set

**Definition 1.** The matrix
\[
N = (N_1, \ldots, N_n) \in C^{k-1,\alpha}(\mathcal{B}, \mathbb{R}^{n \times (n+2)}),
\]
which consists of $n \geq 1$ orthonormal unit normal vectors $N_\sigma = N_\sigma(w)$, oriented in the above sense and spanning the $n$-dimensional normal space $N(w)$ at each $w \in \mathcal{B}$, i.e. moving $C^{k-1,\alpha}$-smooth along the whole surface $X$, is called a normal frame.

---

### 2. Examples

We briefly consider some explicit given surfaces which simultaneously represent important examples for our following analysis.

#### 2.1 Surface graphs

**Definition 2.** A surface graph is a mapping
\[
\mathbb{R}^2 \ni (x, y) \mapsto (x, y, z_1(x, y), \ldots, z_n(x, y)) \in \mathbb{R}^{n+2}
\]
with sufficiently smooth functions $z_\sigma$, $\sigma = 1, \ldots, n$, generating the graph.

Graphs are always immersions. We can even specify a possible normal frame in the form
\[
N_1 = \frac{1}{\sqrt{1 + |\nabla z_1|^2}} (z_{1,x}, z_{1,y}, 1, 0, 0, \ldots, 0),
\]
\[
N_2 = \frac{1}{\sqrt{1 + |\nabla z_2|^2}} (z_{2,x}, z_{2,y}, 0, 1, 0, \ldots, 0) \text{ etc.}
\]
with $z_{\sigma,x}$ and $z_{\sigma,y}$ denoting the partial derivatives of $z_\sigma$, and $\nabla z_\sigma = (z_{\sigma,x}, z_{\sigma,y}) \in \mathbb{R}^2$ its Euclidean gradient.

**Definition 3.** These special unit normal vectors $N_\sigma$ are called the Euler unit normals of the graph $X$.

In general, Euler unit normals are not orthogonal, but by means of Gram-Schmidt orthogonalization we can always construct an orthonormal basis from the Euler normal frame.

#### 2.2 Holomorphic surface graphs

Now let us consider surface graphs of the special form
\[
\mathbb{R}^2 \ni (x, y) \mapsto (x, y, \varphi(x, y), \psi(x, y)) \in \mathbb{R}^4
\]
with $\varphi$ and $\psi$ being real resp. imaginary part of a complex-valued holomorphic function
\[
\Phi(x, y) = \varphi(x, y) + i\psi(x, y) \in \mathbb{C}.
\]
Normal Coulomb frames

For example, say $\varphi + i \psi = (x + iy)^2 = x^2 - y^2 + 2ixy$, so that $\varphi$ and $\psi$ solve the Cauchy-Riemann equations
$$\varphi_x = \psi_y, \quad \varphi_y = -\psi_x.$$ Then the associated Euler unit normals
$$N_1 = \frac{1}{\sqrt{1 + |\nabla \varphi|^2}} (\varphi_x, \varphi_y, 1, 0),$$
$$N_2 = \frac{1}{\sqrt{1 + |\nabla \psi|^2}} (\psi_x, \psi_y, 0, 1) = \frac{1}{\sqrt{1 + |\nabla \varphi|^2}} (-\varphi_y, \varphi_x, 0, 1)$$
form an orthonormal frame (in the normal space) because we immediately verify
$$N_1 \cdot N_2 = \frac{1}{1 + |\nabla \varphi|^2} (-\varphi_x \varphi_y + \varphi_y \varphi_x) = 0.$$

2.3 The Veronese surface

The following surface
$$\lambda \left( \frac{yz}{\sqrt{3}}, \frac{xz}{\sqrt{3}}, \frac{xy}{\sqrt{3}}, \frac{x^2 - y^2}{2\sqrt{3}}, \frac{1}{6} (x^2 + y^2 - 2z^2) \right) \text{ with } x^2 + y^2 + z^2 = 3, \quad \lambda \in \mathbb{R},$$
first described by Giuseppe Veronese (1854-1917), is a special example for our analysis.

**Proposition 1.** (Chen and Ludden [13], 1972)
The Veronese surface is the only compact surface (without boundary) in $\mathbb{R}^5$ with parallel mean curvature vector and constant normal curvature. Furthermore, it has constant Gauß curvature.
The contents of this proposition will become clear after the study of this first lecture.

3. Fundamental forms

3.1 The first fundamental form

Let $u^1 = u$ and $u^2 = v$.

**Definition 4.** The first fundamental form $g = (g_{ij})_{i,j=1,2} \in \mathbb{R}^{2 \times 2}$ of $X$ is given by
$$g_{ij} := X_{u^i} \cdot X_{u^j}, \quad i, j = 1, 2.$$ The differential line element of the surface reads as follows
$$ds^2 = \sum_{i,j=1}^{2} g_{ij} \, du^i \, dv^j.$$

**Remark 1.** Formally it results from inserting the representation of $X$ into the Euclidean form
$$ds^2 = \sum_{k,l=1}^{n+2} \delta_{kl} \, dx^k \, dx^l$$
of the embedding space $\mathbb{R}^{n+2}$ with coordinates $x^k$, $k = 1, \ldots, n + 2$, by means of the following calculation
$$ds^2 = \sum_{k,l=1}^{n} \delta_{k \ell} (x^k_u \, du + x^k_v \, dv)(x^\ell_u \, du + x^\ell_v \, dv) = \sum_{k=1}^{n} \left\{ (x^k_u)^2 \, du^2 + 2(x^k_u x^k_v) \, du \, dv + (x^k_v)^2 \, dv^2 \right\}.$$
We note that the first fundamental form is invertible on account of the regularity property rank $DX = 2$ for the Jacobian $DX$ of the mapping $X$. For its inverse we write

$$g^{-1} = (g^{ij})_{i,j=1,2} \in \mathbb{R}^{2 \times 2}.$$  

At each point $w \in \overline{B}$ it holds

$$\sum_{j=1}^{2} g_{ij} g^{jk} = \delta_{ik}$$

with Kronecker’s symbol $\delta_{ik}$.

### 3.2 The tensor of the second fundamental forms

**Definition 5.** To each unit normal vector $N_\sigma$ of a given normal frame $N = (N_1, \ldots, N_n)$ we assign a second fundamental form with coefficients

$$L_{\sigma,ij} := X_{ui} \cdot N_\sigma, \quad i,j = 1,2, \quad \sigma = 1,\ldots,n.$$  

Notice that

$$X_{ui} \cdot N_\sigma = -X_{ui} \cdot N_{\sigma,u}$$

which follows directly after differentiation of the orthogonality relations $X_{ui} \cdot N_\sigma = 0$ for all $i = 1,2$, and $\sigma = 1,\ldots,n$. In case $n = 1$ of one codimension there is only one second fundamental form.

### 3.3 Conformal parameters

Mainly we will work with a conformal parameter system $(u,v) \in \overline{B}$ on whose account the first fundamental form takes the diagonal form

$$g_{11} = W = g_{22}, \quad g_{12} = 0 \quad \text{in } \overline{B}.$$  

Then the area element

$$W := \sqrt{g_{11} g_{22} - g_{12}}$$

represents the conformal factor w.r.t. this special parametrization. Introducing conformal parameters is justified by the following results.

**Proposition 2.** (Sauvigny [46], 2005) Assume that the coefficients $a$, $b$ and $c$ of the Riemannian metric

$$ds^2 = a\, du^2 + 2b\, du dv + c\, dv^2$$

are of class $C^{1+\alpha}(\overline{B},\mathbb{R})$ with $\alpha \in (0,1)$. Then there is a conformal parameter system $(u,v) \in \overline{B}$.

Recall that $ds^2$ is called of Riemannian type if $ac - b^2 > 0$ in $\overline{B}$.

The regularity condition required here is satisfied in our situation because $g_{ij} \in C^{k-1}(\overline{B})$ with $k \geq 3$. While Sauvigny’s result holds in the large, i.e. on the whole closed disc $\overline{B}$, another optimal resultat in the small is the following.

**Proposition 3.** (Chern [14], 1955) Assume that the coefficients of the Riemannian metric

$$ds^2 = a\, du^2 + 2b\, du dv + c\, dv^2$$

are Hölder continuous in $\overline{B}$. Then for every point $w \in B$ there exists an open neighborhood over which the surface can be pararmetrized conformally.
3.4 Application to holomorphic surfaces

Let \( w = u + iv \in \mathbb{B} \). As in paragraph 2.2 we consider mappings

\[
X(w) = (\Phi(w), \Psi(w)) : \mathbb{B} \rightarrow \mathbb{C} \times \mathbb{C}
\]

with complex-valued holomorphic functions \( \Phi = (\varphi_1, \varphi_2) \) and \( \Psi = (\psi_1, \psi_2) \). Real- and imaginary part are solutions of the Cauchy-Riemann equations

\[
\varphi_{1,u} = \varphi_{2,v}, \quad \varphi_{1,v} = -\varphi_{2,u}, \quad \psi_{1,u} = \psi_{2,v}, \quad \psi_{1,v} = -\psi_{2,u}.
\]

Now we calculate the coefficients of the first fundamental form

\[
g_{11} = X_u \cdot X_u = (\varphi_{1,u}, \varphi_{2,u}, \psi_{1,u}, \psi_{2,u})^2 = \varphi_{1,u}^2 + \varphi_{2,u}^2 + \psi_{1,u}^2 + \psi_{2,u}^2,
\]

\[
g_{22} = X_v \cdot X_v = (\varphi_{1,v}, \varphi_{2,v}, \psi_{1,v}, \psi_{2,v})^2 = \varphi_{1,v}^2 + \varphi_{2,v}^2 + \psi_{1,v}^2 + \psi_{2,v}^2 = \varphi_{1,u}^2 + \varphi_{2,u}^2 + \psi_{1,u}^2 + \psi_{2,u}^2 = g_{11}
\]

as well as

\[
g_{12} = X_u \cdot X_v = \varphi_{1,u}\varphi_{1,v} + \varphi_{2,u}\varphi_{2,v} + \psi_{1,u}\psi_{1,v} + \psi_{2,u}\psi_{2,v} = 0.
\]

Thus we have proved the

**Proposition 4.** The map \( (\Phi(w), \Psi(w)) \) with holomorphic functions \( \Phi \) and \( \Psi \) is conformally parametrized.

3.5 Outlook. Open problems

We want to itemize some important problems we do not address here but for which at least partial approaches or even solutions exist in the literature.

3.5.1 Riemannian embedding space

From the analytical and from the geometric point of view it is of interest to consider immersions in general Riemann spaces. For example, let \( X : \mathbb{B} \rightarrow \mathcal{N}^{n+2} \) with a \((n+2)\)-dimensional manifold \( \mathcal{N} \) equipped with a Riemannian metric \( \eta_{k\ell} \) for \( k, \ell = 1, \ldots, n+2 \) satisfying

\[
\sum_{i,j=1}^{n+2} \eta_{ij} \xi^i \xi^j > 0 \quad \text{for all} \quad \xi = (\xi^1, \ldots, \xi^{n+2}) \in \mathbb{R}^{n+2}.
\]

The corresponding line element is given by

\[
\text{ds}^2 = \sum_{i,j=1}^{n+2} \eta_{ij} \, dx^i \, dx^j
\]

from where we infer the induced line element of the surface

\[
\text{ds}^2 = \sum_{i,j=1}^{n+2} \sum_{k,\ell=1}^2 \eta_{k\ell} x_u^k x_u^\ell \, du^i \, du^j = \sum_{i,j=1}^2 \gamma_{ij} \, du^i \, du^j \quad \text{with} \quad \gamma_{ij} = \sum_{k,\ell=1}^{n+2} \eta_{k\ell} x_u^k x_u^\ell.
\]

This form is of Riemannian type and admits again a conformal reparametrization.

3.5.2 Lorentz spaces and spaceforms

Beside the Riemannian spherical spaceform of constant curvature +1 we would also like to work with immersions living in pseudo-Euclidean spaces with non-positive signature, in a hyperbolic spaceform of curvature −1, or even curved hyperbolic spaces, for all of them are particularly relevant for many applications in applications. The simplest example of such an embedding manifold is the fourdimensional Minkowski space \( \mathbb{R}^{3+1} \) with metric

\[
(\eta_{ij})_{i,j=1,\ldots,4} = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

While most of our calculations from Lecture II can also be carried out for surfaces \( X : \mathbb{B} \rightarrow \mathbb{R}^{3+1} \), it seems already difficult to us to succeed if our immersions live in higher dimensional Minkowski- or Lorentz spaces.
3.5.3 Higher dimensional manifolds

Various problems appear if we wish to consider higher dimensional manifolds instead of surfaces. This concerns particularly the theory of nonlinear elliptic systems we apply in Lecture III. Our theory is adjusted to the twodimensional situation.

3.5.4 General vector bundles

Orthonormal tangent frames are considered in Helein [38], and we develop a theory of orthonormal frames in the normal bundle of surfaces. Thus the question arises whether it is possible to work with arbitrary vector bundles over manifolds. Up to now we cannot give a complete answer for several methods adapted to our special situation here are applied in Lecture III.

3.5.5 Mean curvature flow

Another item are geometric flows for surfaces in higher dimensional spaces, in particular the mean curvature flow, see Ecker [24]. The literature covers numerous contributions on this problem, but mainly for surfaces with either mean curvature vector parallel in the normal bundle or even with flat normal bundles. Both approaches cover immersions close to geometric objects in Euclidean space \( \mathbb{R}^3 \).

4. Differential equations

The system \( \{X_u, X_v, N_1, \ldots, N_n\} \) forms a moving \((n + 2)\)-frame for the immersion \( X \). In this chapter we want to quantify the rate of change of this frame under infinitesimal variations.

4.1 The Christoffel symbols

To evaluate the derivatives of \( X \) we need

**Definition 6.** The connection coefficients of the tangent bundle are the Christoffel symbols

\[
\Gamma^k_{ij} := \sum_{\ell=1}^{2} \frac{1}{2} g^{k\ell} \left( g_{\ell i,u^j} + g_{j\ell,u^i} - g_{ij,u^\ell} \right), \quad i, j, k = 1, 2.
\]

Using conformal parameters from paragraph 3.3, the Christoffel symbols take the following form

\[
\Gamma^1_{11} = \frac{W_u}{2W}, \quad \Gamma^1_{12} = \Gamma^1_{21} = \frac{W_u}{2W}, \quad \Gamma^1_{22} = -\frac{W_u}{2W}, \\
\Gamma^2_{11} = -\frac{W_v}{2W}, \quad \Gamma^2_{12} = \Gamma^2_{21} = \frac{W_u}{2W}, \quad \Gamma^2_{22} = \frac{W_v}{2W}
\]

with the area element \( W \). The Christoffel symbols encode the way of parallel transport of surface vector fields. Our main objects of investigation are the connection coefficients of the normal bundle.

\footnote{The tangent bundle is the collection \( \bigcup_{w \in \mathcal{M}} (w, T_X(w)) \).}
4.2 The Gauß equations

Now we come to the

**Proposition 5.** Let the immersion $X$ together with a normal frame $N$ be given. Then there hold

$$X_{u^i u^j} = \sum_{k=1}^{2} \Gamma^k_{ij} X_{u^k} + \sum_{\sigma=1}^{n} L_{\sigma,ij} N_{\sigma}$$

for $i,j = 1, 2$.

**Proof.** We follow Blaschke and Leichtweiß [5], §57 and evaluate the following ansatz

$$X_{u^i u^j} = \sum_{k=1}^{2} a_{ij}^k X_{u^k} + \sum_{\vartheta=1}^{n} b_{\vartheta,ij} N_{\vartheta}$$

with functions $a_{ij}^k$ and $b_{\vartheta,ij}$ to be determined. A first multiplication by $N_\omega$ gives

$$L_{\omega,ij} = X_{u^i u^j} \cdot N_\omega = \sum_{\vartheta=1}^{n} b_{\vartheta,ij} N_{\vartheta} \cdot N_\omega = \sum_{\vartheta=1}^{n} b_{\vartheta,ij} \delta_{\vartheta,\omega} = b_{\omega,ij}.$$ 

To compute the $a_{ij}^k$ we multiply our ansatz by $X_{u^\ell}$ and arrive at

$$X_{u^i u^j} \cdot X_{u^\ell} = \sum_{k=1}^{2} a_{ij}^k g_{k\ell} =: a_{i\ell j}.$$ 

Note that $a_{i\ell j} = a_{j\ell i}$. We calculate

$$a_{i\ell j} = (X_{u^i} \cdot X_{u^j})_{u^\ell} - X_{u^i} \cdot X_{u^\ell u^j} = g_{i\ell u^j} - a_{i\ell j}$$

which implies $g_{i\ell u^j} = a_{i\ell j} + a_{\ell ij}$. We infer

$$g_{j\ell u^i} + g_{i\ell u^j} - g_{ij,u^\ell} = a_{j\ell i} + a_{\ell ji} + a_{i\ell j} + a_{i\ell j} - a_{ij\ell} = 2a_{i\ell j},$$

and therefore it holds

$$\sum_{k=1}^{2} a_{ij}^k g_{k\ell} = \frac{1}{2} (g_{j\ell u^i} + g_{i\ell u^j} - g_{ij,u^\ell}).$$

Rearranging this identity for the unknown functions $a_{ij}^k$ shows

$$a_{ij}^m = \frac{1}{2} \sum_{\ell=1}^{2} g^{m\ell} (g_{j\ell u^i} + g_{i\ell u^j} - g_{ij,u^\ell})$$

proving the statement. 

4.3 The torsion coefficients

To determine the infinitesimal variation of the unit normal vectors $N_\omega$ of some fixed chosen normal frame $N$ we need the following connection coefficients of the normal bundle.

**Definition 7.** The connection coefficients of the normal bundle are the torsion coefficients

$$T_{\sigma,i}^\vartheta := N_{\sigma u^i} \cdot N_\vartheta$$

for $i = 1, 2$ and $\sigma, \vartheta = 1, \ldots, n.$

$^3$The normal bundle is the collection $\bigcup_{w \in \mathbb{P}} (w, N_X(w))$, see section 7.
Taking $N_{\sigma} \cdot N_{\theta} = \delta_{\sigma \theta}$ into account we immediately infer

**Proposition 6.** The torsion coefficients are skew-symmetric w.r.t. interchanging $\sigma \leftrightarrow \vartheta$, i.e. it holds

$$T_{\sigma,i}^{\vartheta} = -T_{\vartheta,i}^{\sigma}.$$ 

**Remark 2.** The torsion coefficients behave like tensors of rank 1 w.r.t. the $i$-index, and therefore they depend on the parametrization.

To justify the name “torsion coefficient” we consider an arc-length parametrized curve $c(s)$ in $\mathbb{R}^3$ together with the moving 3-frame $(t(s), n(s), b(s))$ consisting of the unit tangent vector $t(s)$, the unit normal vector $n(s)$ and the unit binormal vector $b(s)$. Then its curvature $\kappa(s)$ and torsion $\tau(s)$ are given by

$$\kappa(s) = |t'(s)|, \quad \tau(s) = n'(s) \cdot b(s),$$

and this already clarifies the analogy to our definition of the torsion coefficients.

In fact it was Weyl in [59] who first used the terminology “torsion”: Aus einem normalen Vektor $n$ in $P$ entsteht ein Vektor $n' + dt$ (n' normal, dt tangential). Die infinitesimale lineare Abbildung $n \rightarrow n'$ von $\mathcal{R}_P$ auf $\mathcal{R}_{P'}$ ist die Torsion.

### 4.4 The Weingarten equations

Now we determine the variation of the unit normal vectors $N_{\sigma}$ of a given normal frame $N$.

**Proposition 7.** Let the immersion $X$ together with a normal frame $N$ be given. Then there hold

$$N_{\sigma,u^i} = -\sum_{j,k=1}^{2} L_{\sigma,ij} g^{jk} X_{u^k} + \sum_{\vartheta=1}^{n} T_{\sigma,i}^{\vartheta} N_{\vartheta}$$

for $i = 1, 2$ and $\sigma = 1, \ldots, n$.

**Proof.** For the proof we determine the functions $a_{\sigma,i}^{k}$ and $b_{\sigma,i}^{\vartheta}$ of the ansatz

$$N_{\sigma,u^i} = \sum_{k=1}^{2} a_{\sigma,i}^{k} X_{u^k} + \sum_{\vartheta=1}^{n} b_{\sigma,i}^{\vartheta} N_{\vartheta}.$$ 

Multiplication by $X_{u^\ell}$ gives

$$-L_{\sigma,i}^{\ell} = N_{\sigma,u^i} \cdot X_{u^\ell} = \sum_{k=1}^{2} a_{\sigma,i}^{k} X_{u^k} \cdot X_{u^\ell} = \sum_{k=1}^{2} a_{\sigma,i}^{k} g_{k\ell}, \quad \text{therefore} \quad a_{\sigma,i}^{m} = -\sum_{\ell=1}^{2} L_{\sigma,i}^{\ell} g^{\ell m}.$$ 

A second multiplication by $N_{\vartheta}$ shows

$$T_{\sigma,i}^{\vartheta} = N_{\sigma,u^i} \cdot N_{\vartheta} = \sum_{\vartheta=1}^{n} b_{\sigma,i}^{\vartheta} N_{\vartheta} \cdot N_{\vartheta} = \sum_{\vartheta=1}^{n} b_{\sigma,i}^{\vartheta} \delta_{\vartheta \vartheta} = b_{\sigma,i}^{\vartheta}$$

proving the statement.
5. Integrability conditions

5.1 Problem statement

In view of $X \in C^{3+\alpha}(\mathbb{E}, \mathbb{R}^{n+2})$ there hold various integrability conditions which we present in this chapter. In particular, a further differentiation of the Gauß equations gives us necessary conditions for the third derivatives of the surface vector $X$ resp. the second derivatives of the tangent vectors $X_{uv}$:

\[
X_{u',uv} - X_{u',vu} = 0
\]

\[
(X_{u',uv} - X_{u',vu})^{\text{norm}} \equiv 0
\]

Codazzi-Mainardi equations

\[
(X_{u',uv} - X_{u',vu})^{\text{tang}} \equiv 0
\]

\[
N_{\sigma,uv} - N_{\sigma,vu} = 0
\]

Codazzi-Mainardi equations

\[
N_{\sigma,uv} - N_{\sigma,vu}^{\text{tang}} \equiv 0
\]

\[
N_{\sigma,uv} - N_{\sigma,vu}^{\text{norm}} \equiv 0
\]

Codazzi-Mainardi equations

\[
\text{theorema egregium}
\]

where the upper “norm” and “tang” mean the normal resp. tangent components. Analogously we proceed with differentiating the Weingarten equations to get

\[
N_{\sigma,uv} - N_{\sigma,vu} = 0
\]

\[
(N_{\sigma,uv} - N_{\sigma,vu})^{\text{tang}} \equiv 0
\]

\[
(N_{\sigma,uv} - N_{\sigma,vu})^{\text{norm}} \equiv 0
\]

Ricci equations

To be more precise, let us start with the Gauß equations from paragraph 4.2, i.e.

\[
X_{u'u} = \Gamma_{i1}^1 X_u + \Gamma_{i1}^2 X_v + \sum_{\sigma=1}^{n} L_{\sigma,i1} N_{\sigma}, \quad X_{v'u} = \Gamma_{i2}^1 X_u + \Gamma_{i2}^2 X_v + \sum_{\sigma=1}^{n} L_{\sigma,i2} N_{\sigma}
\]

for $i = 1, 2$. We differentiate the first equation w.r.t. $v$,

\[
X_{u',uv} = \left\{ \Gamma_{i1,v}^1 + \Gamma_{i1}^1 \Gamma_{i2}^1 + \Gamma_{i1}^2 \Gamma_{i2}^1 - \sum_{\ell=1}^{2} \sum_{\sigma=1}^{n} L_{\sigma,i1} L_{\sigma,2\ell} g_{\ell1} \right\} X_u
\]

\[
+ \left\{ \Gamma_{i1,v}^2 + \Gamma_{i1}^1 \Gamma_{i2}^2 + \Gamma_{i1}^2 \Gamma_{i2}^2 - \sum_{\ell=1}^{2} \sum_{\sigma=1}^{n} L_{\sigma,i1} L_{\sigma,2\ell} g_{\ell2} \right\} X_v
\]

\[
+ \sum_{\omega=1}^{n} \left\{ L_{\omega,i1,v} + \Gamma_{i1}^1 L_{\omega,12} + \Gamma_{i1}^2 L_{\omega,22} + \sum_{\sigma=1}^{n} L_{\sigma,i1} T_{\sigma,2}^{\omega} \right\} N_{\omega},
\]
and the second equations w.r.t. \( u \),

\[
X_{u} = \left\{ \Gamma_{i2,u}^{1} + \Gamma_{i2}^{11} + \Gamma_{i2}^{12} - \frac{2}{\ell} \sum_{\sigma=1}^{n} L_{\sigma,i2} L_{\sigma,1} g^{\ell} \right\} X_{u} + \left\{ \Gamma_{i2,u}^{2} + \Gamma_{i2}^{21} + \Gamma_{i2}^{22} - \frac{2}{\ell} \sum_{\sigma=1}^{n} L_{\sigma,i2} L_{\sigma,1} g^{\ell} \right\} X_{v} + \sum_{\omega=1}^{n} \left\{ L_{\omega,i2,u} + \Gamma_{i2}^{1} L_{\omega,1} + \Gamma_{i2}^{2} L_{\omega,2} + \sum_{\sigma=1}^{n} L_{\sigma,i2} T_{\omega}^{\sigma} \right\} N_{\omega}.
\]

Comparing the tangent and normal parts of these two identities gives the first set of integrability conditions.

### 5.2 The integrability conditions of Codazzi and Mainardi

From \((X_{u}^{u} - X_{u}^{v})^{\text{norm}} = 0\) we infer (we interchange \( \sigma \) and \( \omega \))

**Proposition 8.** Let the immersion \( X \) together with a normal frame \( N \) be given. Then there hold

\[
L_{\sigma,i,1} + \Gamma_{i1}^{1} L_{\sigma,1} + \Gamma_{i1}^{2} L_{\sigma,2} + \sum_{\omega=1}^{n} L_{\omega,i} T_{\omega,2} = L_{\sigma,i2,u} + \Gamma_{i2}^{1} L_{\sigma,1} + \Gamma_{i2}^{2} L_{\sigma,2} + \sum_{\omega=1}^{n} L_{\omega,i2} T_{\omega,1}
\]

for \( i = 1, 2 \) and \( \sigma = 1, 2, \ldots, n \).

*These equations contain the torsion coefficients from above. These coefficients do not appear in case \( n = 1 \).*

### 5.3 The integrability conditions of Gauß

From \((X_{u}^{u} - X_{u}^{v})^{\text{tang}} = 0\) we infer

**Proposition 9.** Let the immersion \( X \) together with a normal frame \( N \) be given. Then there hold

\[
\Gamma_{i1}^{1} - \Gamma_{i2}^{2,1} + \sum_{m=1}^{2} \Gamma_{i1}^{m} \Gamma_{m2}^{2} - \sum_{m=1}^{2} \Gamma_{i2}^{m} \Gamma_{m1}^{1} = \sum_{m=1}^{2} \sum_{\sigma=1}^{n} (L_{\sigma,i1} L_{\sigma,2m} - L_{\sigma,i2} L_{\sigma,1m}) g^{m1}
\]

for \( i, \ell = 1, 2 \).

Note that these equations do not contain the torsion coefficients. Rather they belong to the inner geometry of the surface as will become more clear in the next paragraph.

### 5.4 The curvature tensor of the tangent bundle

The left hand side of the Gauß integrability conditions gives reason to our next

**Definition 8.** The curvature tensor of the tangent bundle of the immersion \( X \), the so-called Riemannian curvature tensor, is given by components

\[
R_{i,j,k}^{\ell} := \Gamma_{ij}^{\ell} - \Gamma_{ik}^{\ell} + \sum_{m=1}^{2} \left\{ \Gamma_{ij}^{m} \Gamma_{mk}^{\ell} - \Gamma_{ik}^{m} \Gamma_{mj}^{\ell} \right\}
\]

for \( i, j, k, \ell = 1, 2 \). Its covariant components are

\[
R_{\kappa\kappa\kappa} = \sum_{\ell=1}^{2} R_{i,j,k}^{\ell} g_{\kappa\kappa}.
\]

In our case of two dimensions of \( X \), these \( R_{\kappa\kappa\kappa} \) reduce to one essential component:

\[
R_{1111} = 0, \quad R_{2222} = 0, \quad R_{1222} = 0, \quad R_{2111} = 0, \quad R_{2221} = 0, \quad R_{1112} = 0,
R_{1122} = 0, \quad R_{2211} = 0, \quad R_{1121} = 0, \quad R_{1212} = 0, \quad R_{2212} = 0, \quad R_{2112} = 0.
\]
5.5 The Gauß curvature: theorema egregium

This one essential component $R_{2112}$ of the Riemannian curvature tensor represents the inner curvature of the surface $X$. This is the contents of the next proposition.

**Proposition 10.** Let the immersion $X$ together with a normal frame $N$ be given. Then it holds

$$R_{2112} = KW^2$$

with the Gaussian curvature of the immersion defined by

$$K := \sum_{\sigma=1}^{n} K_{\sigma} \quad \text{with} \quad K_{\sigma} := \frac{L_{\sigma,11}g_{22} - 2L_{\sigma,12}g_{12} + L_{\sigma,22}g_{12}}{W^2}$$

and the area element $W$.

**Proof.** Using the Gauß integrability conditions we compute

$$R_{2112} = \sum_{\ell=1}^{2} R_{112\ell}^\ell = \sum_{\ell,m=1}^{n} (L_{\sigma,11}L_{\sigma,2m} - L_{\sigma,12}L_{\sigma,1m})g^{\ell m}g_{\ell 2}$$

$$= \sum_{\ell=1}^{2} \sum_{\sigma=1}^{n} (L_{\sigma,11}L_{\sigma,22} - L_{\sigma,12}L_{\sigma,12})g^{\ell 2}g_{\ell 2} = \sum_{\sigma=1}^{n} K_{\sigma}W^2 = KW^2,$$

and the statement follows. \hfill $\square$

**Remark 3.** The Gauss curvature $K$ does neither depend on the choice of the parametrization $(u, v) \in \mathbb{F}$ nor on the choice of the normal frame $N$ (of course, its components $K_{\sigma}$ are not invariant). We skip a proof of these invariance properties but similar calculations follow below.

5.6 The integrability conditions of Ricci

Now we want to derive an integrability condition which has no counterpart in case $n = 1$ of one codimension. Let us first compute the second derivatives of the unit normal vectors of some normal frame $N$:

$$N_{\sigma,uv} = -\sum_{j,k=1}^{2} L_{\sigma,1j,v}g^{jk}X_{uk} - \sum_{j,k=1}^{2} L_{\sigma,1j}g^{jk,v}X_{uk} - \sum_{j,k=1}^{2} L_{\sigma,1j}g^{jk,v}X_{uk} - \sum_{j,k=1}^{2} L_{\sigma,1j}g^{jk,v}X_{uk} - \sum_{n=1}^{n} T_{\sigma,1u,v}N_{\omega} + \sum_{n=1}^{n} T_{\sigma,1N_{\omega},v}$$

$$= -\sum_{j,k=1}^{2} \left\{ L_{\sigma,1j,v}g^{jk} + L_{\sigma,1j}g^{jk,v} + \sum_{m=1}^{2} L_{\sigma,1j}g^{jm}T_{m2}^{k} + \sum_{\vartheta=1}^{n} T_{\sigma,1L_{\vartheta}2j}g^{jk} \right\} X_{uk}$$

$$- \sum_{n=1}^{n} \left\{ \sum_{j,k=1}^{2} L_{\sigma,1j}g^{jk}L_{\omega,k2} - T_{\sigma,1,v}N_{\omega} - \sum_{\vartheta=1}^{n} T_{\sigma,1T_{\vartheta}2} \right\} N_{\omega}$$

as well as

$$N_{\sigma,vu} = -\sum_{j,k=1}^{2} \left\{ L_{\sigma,2j,u}g^{jk} + L_{\sigma,2j}g^{jk,u} + \sum_{m=1}^{2} L_{\sigma,2j}g^{jm}T_{m1}^{k} + \sum_{\vartheta=1}^{n} T_{\sigma,2L_{\vartheta}1j}g^{jk} \right\} X_{uk}$$

$$- \sum_{n=1}^{n} \left\{ \sum_{j,k=1}^{2} L_{\sigma,2j}g^{jk}L_{\omega,k1} - T_{\sigma,2,u}N_{\omega} - \sum_{\vartheta=1}^{n} T_{\sigma,2T_{\vartheta}1} \right\} N_{\omega}$$

using the Gauss and the Weingarten equations. It holds necessarily

$$N_{\sigma,uv} - N_{\sigma,vu} \equiv 0 \quad \text{for all} \quad \sigma = 1, \ldots, n.$$
Remark 4. A comparison between the tangential parts yields again the Codazzi-Mainardi equations.

The integrability condition \((N_{\sigma,uv} - N_{\sigma,vu})^{\text{norm}} \equiv 0\) is trivially satisfied in case one codimension:

\[
T_{\sigma,i}^\vartheta = 0 \quad \text{and} \quad \sum_{j,k=1}^2 L_{jk} g^{ik} L_{k1} = \sum_{j,k=1}^2 L_{2j} g^{jk} L_{k1}
\]

by symmetry of the \(g^{ik}\) and the coefficients \(L_{ij}\) of the second fundamental form. But in general case of higher codimension these identities are not trivial, rather they yield the so-called Ricci integrability equations.

Proposition 11. There hold

\[
T_{\omega,2,u}^\vartheta - T_{\omega,1,v}^\vartheta + \sum_{\vartheta=1}^n T_{\sigma,2}^\vartheta T_{\omega,1}^\vartheta - \sum_{\vartheta=1}^n T_{\sigma,1}^\vartheta T_{\omega,2}^\vartheta = \sum_{j,k=1}^2 (L_{\sigma,2j} L_{\omega,k1} - L_{\sigma,1j} L_{\omega,k2}) g^{jk}
\]

for \(\sigma, \omega = 1, \ldots, n\).

Both sides of these identities vanish identically if \(n = 1\).

6. The curvature of the normal bundle

6.1 Problem statement

In the same manner as we derived the Riemannian curvature tensor from the Gauß integrability conditions we proceed to derive the curvature tensor in the normal space from the Ricci integrability conditions. In this section we give a detailed description of this curvature quantity.

Definition 9. The normal bundle of the immersion \(X\) is given by

\[
\mathcal{N}(X) = \bigcup_{w \in \mathcal{M}} (w, N_X(w)).
\]

Here are some simple examples:

1. The normal bundle of a surface in \(\mathbb{R}^3\) is the collection of all normal lines, thus it resembles the Grassmann manifold \(G_{3,1}\).
2. Tubular neighborhoods of curves or surfaces are resembled by its normal bundle, see also the parallel type surfaces in the next chapter.

In case of higher codimension the normal bundle possesses an own non-trivial geometry. In particular, we can assign a curvature to the normal bundle. If this curvature vanishes identically then the normal bundle is called flat. But in general it is curved. For example, \(X(z) = (z, z^2)\) has non-flat normal bundle. To develop a possible analytical method to describe curved normal bundles is our concern.

6.2 The curvature tensor of the normal bundle

This is the tensor consisting of the components (compare with the considerations from paragraph 5.6)

\[
S_{\sigma,ij}^\omega := T_{\sigma,i,u}^\vartheta - T_{\sigma,j,u}^\vartheta + \sum_{\vartheta=1}^n (T_{\sigma,i}^\vartheta T_{\omega,j}^\vartheta - T_{\sigma,j}^\vartheta T_{\omega,i}^\vartheta) = \sum_{m,n=1}^2 (L_{\sigma,im} L_{\omega,jn} - L_{\sigma,jm} L_{\omega,in}) g^{mn}.
\]
Note that the second identity follows from the integrability conditions of Ricci. The $S^\omega_{\sigma,12}$ now take the role of the $R^\ell_{ijk}$. Without proof we want to remark that the $S^\omega_{\sigma,ij}$ behave like a tensor of rank 2 under parameter transformations, and are neither invariant w.r.t. parameter transformations nor on rotations of the normal frame, see our considerations below. Furthermore it is sufficient to focus on the components $S^\omega_{\sigma,12}$ because all other components vanish or are equal to $S^\omega_{\sigma,12}$ up to sign. Using conformal parameters we arrive at

$$S^\omega_{\sigma,12} = \frac{1}{W} (L_{\sigma,11} - L_{\sigma,22}) L_{\omega,12} - \frac{1}{W} (L_{\omega,11} - L_{\omega,22}) L_{\sigma,12}. $$

A general definition of curvatures for connections can be found in Helein \[38\], chapter 2.

### 6.3 The case $n = 2$

The definition for $S^\omega_{\sigma,12}$ takes a particular form in the special case $n = 2$:

$$S^2_{1,12} = T^2_{1,1,v} - T^2_{1,2,u} + T^1_{1,1} T^2_{1,2} + T^2_{1,1} T^2_{1,2} - T^1_{1,2} T^2_{1,1} - T^2_{1,2} T^2_{1,1} = \text{div}(-T^2_{1,2}, T^2_{1,1})$$

where only $\sigma = 1$ and $\vartheta = 2$ are taken into account. Thus we define

**Definition 10.** The normal curvature of the two-dimensional surface $X: \mathcal{B} \to \mathbb{R}^4$ is given by

$$S_N := \frac{1}{W} S^2_{1,12} = -\frac{1}{W} \text{div}(T^2_{1,2}, -T^2_{1,1}).$$

Now this curvature $S_N$ does not depend on the parametrization, and, as we will see later, it does not depend on the choice of the normal frame either. It belongs to the inner geometry of the surface. The general situation of higher codimension is treated next.

### 6.4 The normal sectional curvature

But if $n > 2$ then the components $S^\omega_{\sigma,12}$ depend on the choice of the normal frame. So let us fix an index pair $(\sigma, \omega) \in \{1, \ldots, n\} \times \{1, \ldots, n\}$.

**Proposition 12.** The quantity $S^\omega_{\sigma,12}$ is invariant w.r.t. rotations of the normal frame $\{N_\sigma, N_\omega\}$ spanning the plane $\mathcal{E} = \text{span}\{N_\sigma, N_\omega\}$, i.e. under $SO(2)$-regular mappings of the form

$$\tilde{N}_\sigma = \cos \varphi N_\sigma + \sin \varphi N_\omega, \quad \tilde{N}_\omega = -\sin \varphi N_\sigma + \cos \varphi N_\omega.$$  

**Proof.** For the proof we use conformal parameters $(u, v) \in \mathcal{B}$, first, with $\tilde{L}_{\sigma,ij} = -N_{\sigma,u_i} \cdot X_{u_j}$ we compute

$$W S^\omega_{\sigma,12} = \left(\tilde{L}_{\sigma,11} \tilde{L}_{\omega,12} - \tilde{L}_{\sigma,21} \tilde{L}_{\omega,21}\right) + \left(\tilde{L}_{\sigma,12} \tilde{L}_{\omega,22} - \tilde{L}_{\sigma,22} \tilde{L}_{\omega,21}\right)$$

$$= \left(\cos \varphi L_{\sigma,11} + \sin \varphi L_{\omega,11}\right) - \sin \varphi L_{\sigma,12} + \cos \varphi L_{\omega,12}$$

$$- \cos \varphi L_{\sigma,21} + \sin \varphi L_{\omega,21}$$

$$+ \cos \varphi L_{\sigma,12} + \sin \varphi L_{\omega,12}$$

$$- \left(\cos \varphi L_{\sigma,22} + \sin \varphi L_{\omega,22}\right)(-\sin \varphi L_{\sigma,22} + \cos \varphi L_{\omega,22})$$

Collecting and evaluating all the trigonometric squares gives

$$W S^\omega_{\sigma,12} = (L_{\sigma,11} - L_{\sigma,22}) L_{\omega,12} - (L_{\omega,11} - L_{\omega,22}) L_{\sigma,12} = \frac{1}{W} S^\omega_{\sigma,12}$$

proving the statement. \(\square\)

Thus we can make the following

**Definition 11.** The quantity $W^{-1} S^\omega_{\sigma,12}$ represents a parametrization invariant quantity

$$S^{\omega}_{N,\sigma} := \frac{1}{W} S^\omega_{\sigma,12}$$

called the normal sectional curvature w.r.t. the plane $\mathcal{E} = \text{span}\{N_\sigma, N_\omega\}$.

If $n = 2$ then there is only one normal sectional curvature $S_N$ which is even independent of the choice of the normal frame.

---

\[\text{Note that in worst case the } S^\omega_{\sigma,12} \text{ differ by a Jacobian after parameter transformations.}\]
6.5 Preparations for the normal curvature vector I: Curvature matrices

For the following we let
\[ T_i = (T^\sigma_{\alpha,i})_{\sigma,\alpha=1,...,n} \in \mathbb{R}^{n \times n}, \quad S_{12} = (S^\sigma_{\alpha,12})_{\sigma,\alpha=1,...,n} \in \mathbb{R}^{n \times n}. \]

We consider general rotations
\[ R = (R^\sigma_{\alpha})_{\sigma,\alpha=1,...,n} \in C^{k-1,\alpha} (\mathbb{R}, SO(n)) \]
as special orthogonal mappings in the normal space which transform a given normal frame \( N \) into a new one \( \tilde{N} \) by means of the transformation
\[ \tilde{N}_\sigma = \sum_{\alpha=1}^{n} R^\alpha_{\sigma} N_\alpha \]
for \( \sigma = 1, \ldots, n. \)

**Lemma 1.** There hold the transformation rule
\[ \tilde{S}_{12} = R \circ S_{12} \circ R^t \]
with \( R^t \) being the transposition of \( R. \)

**Proof.** For the proof we consider
\[
\tilde{T}^\sigma_{\sigma,i} = \tilde{N}_{\sigma,u} \cdot \tilde{N}_\sigma = \sum_{\alpha=1}^{n} (R^\alpha_{\sigma,u} N_\alpha + R^\alpha_{\sigma} N_{\alpha,u}) \cdot \sum_{\beta=1}^{n} R^\beta_{\sigma} N_\beta
\]
\[
= \sum_{\alpha,\beta=1}^{n} (R^\alpha_{\sigma,u} R^\beta_{\sigma,u} + R^\alpha_{\sigma} R^\beta_{\sigma} N_{\alpha,i}) = \sum_{\alpha=1}^{n} R^\alpha_{\sigma,u} (R^\alpha_{\sigma})^t + \sum_{\alpha,\beta=1}^{n} R^\alpha_{\sigma,i} (R^\beta_{\sigma})^t
\]
taking account of \( (R^\alpha_{\sigma})_{\alpha,\alpha=1,...,n} = (R^\alpha_{\sigma})^t_{\alpha,\alpha=1,...,n}. \) Thus we arrive at the rule
\[ \tilde{T}_i = R_{u,v} \circ R^t + R \circ T_i \circ R^t. \]

Using this formula we evaluate
\[ \tilde{S}_{12} = \tilde{T}_{1,v} - \tilde{T}_{2,u} - \tilde{T}_1 \circ \tilde{T}_2^t + \tilde{T}_2 \circ \tilde{T}_1^t. \]
First
\[
\tilde{T}_{1,v} - \tilde{T}_{2,u} = (R_u \circ R^t + R \circ T_1 \circ R^t)_v - (R_v \circ R^t + R \circ T_2 \circ R^t)_u
\]
\[ = R_u \circ R^t_v - R_v \circ R^t_u + R \circ (T_{1,v} - T_{2,u}) \circ R^t
\]
\[ + R_v \circ T_1 \circ R^t + R \circ T_1 \circ R^t_v - R_u \circ T_2 \circ R^t - R \circ T_2 \circ R^t_u, \]
and furthermore
\[
\tilde{T}_1 \circ \tilde{T}_2^t - \tilde{T}_2 \circ \tilde{T}_1^t = (R_u \circ R^t + R \circ T_1 \circ R^t) \circ (R \circ T^t_v + R \circ T^t_2 \circ R^t)
\]
\[ - (R_v \circ R^t + R \circ T_2 \circ R^t) \circ (R \circ R^t_u + R \circ T^t_1 \circ R^t)
\]
\[ = R_u \circ R^t_v + R_v \circ T^t_2 \circ R^t + R \circ T_1 \circ R^t_v + R \circ T_1 \circ T^t_2 \circ R^t
\]
\[ - R_v \circ R^t_u - R_v \circ T^t_1 \circ R^t - R \circ T_2 \circ T^t_1 \circ R^t - R \circ T_2 \circ R^t_u, \]
because \( R \circ R^t = R^t \circ R = \text{id}. \) Taking both identities together gives
\[
\tilde{T}_{1,v} - \tilde{T}_{2,u} - \tilde{T}_1 \circ \tilde{T}_2^t + \tilde{T}_2 \circ \tilde{T}_1^t
\]
\[ = R \circ (T_{1,v} - T_{2,u} - T_1 \circ T^t_2 + T_2 \circ T^t_1) \circ R^t
\]
\[ + R_v \circ T_1 \circ R^t + R \circ T_1 \circ R^t_v - R_u \circ T_2 \circ R^t - R \circ T_2 \circ R^t_u
\]
\[ - R_u \circ T^t_2 \circ R^t - R \circ T_1 \circ R^t_v + R_v \circ T^t_1 \circ R^t + R \circ T_2 \circ R^t_u
\]
\[ = R \circ (T_{1,v} - T_{2,u} - T_1 \circ T^t_2 + T_2 \circ T^t_1) \circ R^t
\]
using \( T_i = -T^t_i. \) This proves the statement. \( \square \)
6.6 Preparations for the normal curvature vector II: The exterior product

For the following algebraic concepts of the Grassmann geometry we refer to Cartan [10] or Heil [34].

Definition 12. The exterior product

\[ \wedge : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n, \quad N = \binom{n}{2} = \frac{n(n+1)}{2}, \]

is defined by means of the following rules:

(E1) The mapping \( \mathbb{R}^n \times \mathbb{R}^n \ni (X, Y) \mapsto X \wedge Y \in \mathbb{R}^n \) is bilinear,

\[ (\alpha_1 X_1 + \alpha_2 X_2) \wedge (\beta_1 Y_1 + \beta_2 Y_2) = \alpha_1 \beta_1 X_1 \wedge Y_1 + \alpha_1 \beta_2 X_1 \wedge Y_2 + \alpha_2 \beta_1 X_2 \wedge Y_1 + \alpha_2 \beta_2 X_2 \wedge Y_2 \]

for all \( \alpha, \beta \in \mathbb{R} \) and \( X_i, Y_i \in \mathbb{R}^n \); and \( \wedge \) is skew-symmetric,

\[ X \wedge Y = -Y \wedge X \]

for all \( X, Y \in \mathbb{R}^n \); in particular, it holds \( X \wedge X = 0 \).

(E2) Let \( e_1 = (1, 0, 0, \ldots, 0, 0) \in \mathbb{R}^n, \ e_2 = (0, 1, 0, \ldots, 0) \in \mathbb{R}^n \) etc. represent the standard orthonormal basis in \( \mathbb{R}^n \). Then we set

\[ e_1 \wedge e_2 := (1, 0, 0, \ldots, 0, 0) \in \mathbb{R}^n, \]

\[ e_1 \wedge e_3 := (0, 1, 0, \ldots, 0) \in \mathbb{R}^n, \]

\[ \vdots \]

\[ e_{n-1} \wedge e_n := (0, 0, 0, \ldots, 0, 1) \in \mathbb{R}^n. \]

From this settings we immediately obtain the

Lemma 2. The vectors \( e_k \wedge e_\ell \) form a basis of \( \mathbb{R}^n \) which is orthonormal w.r.t. the Euclidean metric

\[ (e_i \wedge e_j) \cdot (e_k \wedge e_\ell) = \begin{cases} 1 & \text{if } i = k \text{ and } j = \ell \\ 0 & \text{if } i \neq k \text{ or } j \neq \ell. \end{cases} \]

Lemma 3. For two vectors \( X = (x^1, \ldots, x^n) \) and \( Y = (y^1, \ldots, y^n) \) it holds

\[ X \wedge Y = \sum_{1 \leq i < j \leq n} (x^i y^j - x^j y^i) e_i \wedge e_j. \]

Proof. We compute

\[ X \wedge Y = \left( \sum_{i=1}^{n} x^i e_i \right) \wedge \left( \sum_{j=1}^{n} y^j e_j \right) = \sum_{i,j=1}^{n} x^i y^j e_i \wedge e_j = \sum_{1 \leq i < j \leq n} (x^i y^j - x^j y^i) e_i \wedge e_j, \]

proving the statement. \( \square \)

Note the following

Remark 5. For \( n = 3 \) we have

\[ e_1 \wedge e_2 = (1, 0, 0), \quad e_1 \wedge e_3 = (0, 1, 0), \quad e_2 \wedge e_3 = (0, 0, 1), \]

and then some vectors \( X = (x^1, x^2, x^3) \) and \( Y = (y^1, y^2, y^3) \) we compute

\[ X \wedge Y = (x^1 y^2 e_1 \wedge e_2 - x^1 y^3 e_1 \wedge e_3 + x^2 y^1 e_2 \wedge e_1 + x^2 y^3 e_2 \wedge e_3 - x^3 y^1 e_3 \wedge e_1 + x^3 y^2 e_3 \wedge e_2) \]

\[ = (x^1 y^2 - x^2 y^1)e_1 \wedge e_2 + (x^3 y^1 - x^1 y^3)e_1 \wedge e_3 + (x^2 y^3 - x^3 y^2)e_2 \wedge e_3 \]

\[ = (x^1 y^2 - x^2 y^1, x^3 y^1 - x^1 y^3, x^2 y^3 - x^3 y^2). \]

In other words, the usual vector product \( X \times Y \) in \( \mathbb{R}^3 \) does not coincide with the exterior product \( X \wedge Y \),

\[ X \times Y = (x^2 y^3 - x^3 y^2, x^3 y^1 - x^1 y^3, x^1 y^2 - x^2 y^1) \neq X \wedge Y. \]
Without proof we want to collect some algebraic and analytic properties of the exterior product.

**Lemma 4.** For arbitrary vectors $A, B, C \in \mathbb{R}^n$ there hold

- $(\lambda A) \wedge B = \lambda (A \wedge B)$;
- $(A + B) \wedge C = A \wedge C + B \wedge C$;
- $(A \wedge B)_u = A_u \wedge B + A \wedge B_u$.

Finally, let two vectors $X = (x^1, x^2, 0, \ldots, 0)$ and $Y = (y^1, y^2, 0, \ldots, 0)$ be given, i.e. assume that $X, Y \in \text{span} \{e_1, e_2\}$. Then it holds

- $X \wedge Y \perp \text{span} \{X \wedge e_3, \ldots, X \wedge e_n, Y \wedge e_3, \ldots, Y \wedge e_n, e_3 \wedge e_n, \ldots, e_{n-1} \wedge e_n\}$.

### 6.7 The curvature vector of the normal bundle

Now let us come back to transformation rule for $\tilde{S}_{12}$ which is the basic for defining of a new geometric curvature quantity.

**Definition 13.** The curvature vector of the normal bundle is given by

$$\mathfrak{S}_N := \frac{1}{W} \sum_{1 \leq \sigma < \theta \leq n} S_{\sigma, 12}^\theta N_{\sigma} \wedge N_{\theta}.$$ 

Here $\wedge$ denotes the exterior product between two vectors in $\mathbb{R}^{n+2}$ from the previous paragraph. If $n = 2$ then $\mathfrak{S}_N$ is a scalar, and we simply write $S_N = \mathfrak{S}_N$ as before.

**Proposition 13.** The curvature vector of the normal bundle neither depends on the parametrization nor on the choice of the normal frame. In particular, its length

$$|\mathfrak{S}_N| = \sqrt{\mathfrak{S}_N \cdot \mathfrak{S}_N} = \sqrt{\frac{1}{W} \sum_{1 \leq \sigma < \theta \leq n} (S_{\sigma, 12}^\theta)^2}$$

represents a geometric quantity, the so-called curvature of the normal bundle.

**Proof.** We check the invariance w.r.t. rotations: Using our transformation rule from paragraph 6.5 we get

$$\sum_{\sigma, \theta = 1}^{n} S_{\sigma, 12}^\theta \tilde{N}_\sigma \wedge \tilde{N}_\theta = \sum_{\sigma, \theta = 1}^{n} \sum_{\alpha, \beta = 1}^{n} \tilde{S}_{\sigma, 12}^\theta R_\sigma^\alpha R_\theta^\beta N_\alpha \wedge N_\beta$$

$$= \sum_{\sigma, \theta = 1}^{n} \sum_{\alpha, \beta = 1}^{n} (R^\sigma)^\alpha_{\sigma, 12} R_\theta^\beta N_\alpha \wedge N_\beta$$

$$= \sum_{\alpha, \beta = 1}^{n} S_{\alpha, 12}^\beta N_\alpha \wedge N_\beta$$

which already proves the statement. \[\square\]

We want to point out that in case $n = 2$ we can distinguish the signs of the normal curvature $S_N$ - positive or negative. In contrast to this special situation, the normal curvature is vector-valued if $n > 2$ so that in general we can not speak of “negatively” or “positively” curved normal bundles.

It seems to us the the normal curvature vector $\mathfrak{S}_N$ has not been considered in the literature so far, though manifolds with normal curvature are already widely studied, see e.g. Asperti [2].
7. Elliptic systems

7.1 The mean curvature vector

The construction of suitable moving frames $N$ in the normal bundle of surfaces requires a profound knowledge on the analytical behaviour of these geometric objects. For that purpose we already start establishing some basic estimates for conformally parametrized immersions of prescribed mean curvature vector.

**Definition 14.** The mean curvature $H_N$ of an immersion $X$ w.r.t. any unit normal vector $N_\sigma$ is defined as

$$H_N := \frac{1}{2} \sum_{i,j=1}^{2} g^{ij} L_{N_\sigma,ij} = \frac{L_{N_\sigma,11}g_{22} - 2L_{N_\sigma,12}g_{12} + L_{N_\sigma,22}g_{11}}{2W^2}.$$ 

Consider a normal frame $N = (N_1, \ldots, N_n)$, and set $H_\sigma := H_{N_\sigma}$.

**Definition 15.** The mean curvature vector $H \in \mathbb{R}^n$ of the immersion $X$ is

$$H := \sum_{\sigma=1}^{n} H_\sigma N_\sigma.$$ 

For surfaces in $\mathbb{R}^3$ there is, up to orientation, exactly one mean curvature and, thus, exactly one mean curvature vector. We could be misled to believe that in the general situation here the mean curvature vector $H$ could replace this special unit normal vector $N$ for surfaces in one codimension. This is not the case since, for example, for minimal surfaces the vector $H$ vanishes identically.

**Definition 16.** The immersion $X$ is called a minimal surface if and only if

$$H \equiv 0 \text{ in } B.$$ 

The property $H \equiv 0$ does not depend on the choice of the normal frame $N$. In fact, it holds even more: The mean curvature vector $H$ neither depends on the parametrization nor on the choice of the normal frame.

Minimal surfaces are the topic of a huge literature: Courant [17], Nitsche [43], Osserman [44], Dierkes et al. [21], Colding and Minicozzi [16], Eschenburg and Jost [26] to enumerate only some few significant distributions and to illustrate the importance of this surface class in the field of geometric analysis.

7.2 The mean curvature system

From the Gauss equations together with the conformal representation of the Christoffel symbols from paragraph 4.1 we derive an elliptic system for conformally parametrized immersions with prescribed mean curvature vector $H$ as follows.

**Proposition 14.** Given the conformally parametrized immersion $X$ of prescribed mean curvature vector $H$. Then it holds

$$\Delta X = 2 \sum_{\vartheta=1}^{n} H_\vartheta WN_\vartheta = 2HW \text{ in } B$$

where $N$ is an arbitrary normal frame.

**Proof.** From the Gauss equations we infer

$$\Delta X = (\Gamma_{11}^1 + \Gamma_{22}^1)X_u + (\Gamma_{11}^2 + \Gamma_{22}^2)X_v + \sum_{\vartheta=1}^{n} (L_{\vartheta,11} + L_{\vartheta,22})N_\vartheta.$$ 

Note that

$$\Gamma_{11}^1 + \Gamma_{22}^1 = \frac{W_u}{2W} - \frac{W_v}{2W} = 0, \quad \Gamma_{11}^2 + \Gamma_{22}^2 = -\frac{W_u}{2W} + \frac{W_v}{2W} = 0,$$

as well as

$$L_{\vartheta,11} + L_{\vartheta,22} = 2H_\vartheta W$$

from the definition of $H_\vartheta$. The statement follows. \qed
This system generalizes the classical mean-curvature-system
\[ \triangle X = 2HW \]
from Hopf [40] for \( n = 1 \) where \( H \in \mathbb{R} \) denotes the scalar mean curvature of \( X \).

7.3 Quadratic growth in the gradient. A maximum principle

We want to give a geometric application of the classical maximum principle for subharmonic functions: Given an upper bound \( |H| \leq h_0 \) in \( B \) for the conformally parametrized immersion \( X \), we infer
\[ |\triangle X| \leq 2h_0 \leq h_0 |\nabla X|^2 \]
on account of

\[ W = \sqrt{(X_u \cdot X_u)(X_v \cdot X_v) - (X_u \cdot X_v)^2} = \sqrt{(X_u \cdot X_u)^2} \]
\[ = |X_u||X_u| \leq \frac{1}{2} (X_u^2 + X_v^2) = \frac{1}{2} (X_u^2 + X_v^2) = \frac{1}{2} |\nabla X|^2. \]

Thus \( X \) is solution of a nonlinear elliptic system with quadratic growth in the gradient. Systems of this kind will play an important role for all of our considerations.

**Proposition 15.** Let \( X \in C^{3+\alpha}(\overline{B}, \mathbb{R}^{n+2}) \) be an immersion with prescribed mean curvature vector \( H \). Let \( |H| \leq h_0 \) in \( B \), and suppose that \( h_0 \leq 1 \). Then it holds
\[ \max_{(u,v) \in \partial B} |X(u,v)|^2 = \max_{(u,v) \in \partial B} |X(u,v)|^2. \]

**Proof.** We introduce conformal parameters \( (u,v) \in \overline{B} \) which does not affect the maximum norm of \( X \). We compute
\[ \triangle |X|^2 = 2(|\nabla X|^2 + X \cdot \triangle X) \geq 2(|\nabla X|^2 - h_0 |\nabla X|^2) = 2|\nabla X|^2(1 - h_0) \geq 0. \]
Thus \( |X|^2 \) is subharmonic, and the result follows from the classical maximum principle. \( \square \)

For further considerations we want to refer to Dierkes [20] and the references therein. The method of proof presented here goes already back to E. Heinz (see Sauvigny [46], volume II, chapter XII).

7.4 A curvature estimate

We want to conclude this first lecture with some applications of the theory of harmonic mappings to curvature estimates for conformally parametrized minimal surfaces. Our first observations is based upon the representation formula
\[ S_{\sigma,12}^\omega = \frac{1}{W} (L_{\sigma,11} - L_{\sigma,22})L_{\omega,12} - \frac{1}{W} (L_{\omega,11} - L_{\omega,22})L_{\sigma,12} \]
of the normal curvature tensor from paragraph 6.2. Applying the Cauchy-Schwarz inequality gives
\[ |S_{\sigma,12}^\omega| \leq \frac{1}{2W} (L_{\sigma,11}^2 + 2L_{\sigma,12}^2 + L_{\sigma,22}^2) + \frac{1}{2W} (L_{\omega,11}^2 + 2L_{\omega,12}^2 + L_{\omega,22}^2). \]
On the other hand we verify
\[ 2H_{\sigma}^2 - K_{\sigma} = \frac{L_{\sigma,11}^2 + 2L_{\sigma,11}L_{\sigma,22} + L_{\sigma,22}^2}{2W^2} - \frac{L_{\sigma,11}L_{\sigma,22} - L_{\sigma,12}^2}{W^2} = \frac{L_{\sigma,11}^2 + 2L_{\sigma,12}^2 + L_{\sigma,22}^2}{2W^2} \]
so that we arrive at the

**Proposition 16.** It holds
\[ |S_{\sigma,12}^\omega| \leq (2H_{\sigma}^2 - K_{\sigma})W + (2H_{\omega}^2 - K_{\omega})W. \]
In particular, we conclude that spherical surfaces characterized by the property \(2H^2_\sigma - K_\sigma \equiv 0\) w.r.t. arbitrary \(N_\sigma\) have flat normal bundle: \(S_{\sigma, 12} = 0\). Furthermore, we infer that bounds for \(|S_{\sigma, 12}|\) are achieved by establishing bound for the surface curvatures and its area element \(W\).

We want to demonstrate how the right hand side of this inequality can be controlled by means of minimal graphs on closed discs \(\overline{B}_r\) of radius \(r > 0\). Let \(X: \overline{B}_r \rightarrow \mathbb{R}^{n+2}\) be conformal representation of such a minimal graph. Suppose furthermore the growth condition

\[
|X(u, v)| \leq \Omega r^\varepsilon
\]

with a universal constants \(\Omega > 0\), and later we will chose the parameter \(\varepsilon \geq 0\) small enough. First of all, there hold \(H_\sigma \equiv 0\) for all \(\sigma = 1, \ldots, n\). Thus the mean curvature systems reduces to

\[
\Delta X = 0 \quad \text{in} \quad B_r.
\]

Applying potential theoretic estimates, see e.g. Gilbarg and Trudinger, Theorem 4.6, we find

**Lemma 5.** There is a real constant \(C_1 \in (0, +\infty)\) so that

\[
|X_{i,j}(0, 0)| \leq C_1 \|X\|_{C^n(B_r)}, \quad i, j = 1, 2.
\]

Here \(\|X\|_{C^n(B_r)}\) denotes the Schauder maximum norm of the mapping \(X\), i.e.

\[
\|X\|_{C^n(B_r)} = \sup_{(u, v) \in B_r} |X(u, v)|
\]

which does not depend on the parametrization.

This lemma is the first step for us to establish an upper bound for the Gaussian curvature \(K_\sigma\). Namely, we estimate as follows

\[
|K_\sigma(0, 0)| \leq \frac{|L_{\sigma, 11}(0, 0)| |L_{\sigma, 22}(0, 0)| + 2|L_{\sigma, 12}(0, 0)|^2}{W(0, 0)^2} \leq \frac{|X_{u\bar{u}}(0, 0)||X_{v\bar{v}}(0, 0)| + 2|X_{uv}(0, 0)|}{W(0, 0)^2}
\]

which leads us to

\[
|K_\sigma(0, 0)| \leq \frac{2C_1^2 \|X\|^2_{C^n(B_r)}}{W(0, 0)^2} \leq \frac{2C_1^2 \Omega^2}{W(0, 0)^2} r^{2\varepsilon}.
\]

Thus it remains to find a lower bound for the area element at the origin \((0, 0) \in B_r\): To this end we consider the plane mapping

\[
F(u, v) = (x^1(u, v), x^2(u, v)): \overline{B}_r \rightarrow \mathbb{R}^2
\]

of the graph’s conformal representation \(X\). Following Sauvigny, volume II, chapter XII, Satz 1 there is a universal constant \(C_2 \in (0, \infty)\) so that it holds

\[
|\nabla F(0, 0)| \geq C_2 r.
\]

The proof of this lower estimate is very intricate. Originally it goes back to E. Heinz in 1952, and it makes essential use of ingredients characterizing our regular parameter transformation:

(i) \(F(0, 0) = (0, 0)\);

(ii) \(F|_{\partial B_r}: \partial B_r \rightarrow \partial B_r\) is a positively oriented and topological mapping;

(iii) \(J_F(u, v) > 0\) for the Jacobian of \(F\).

Especially the third property is fulfilled for conformal reparametrizations of surface graphs. Proving (iii) for general self-intersecting immersions in higher dimensional spaces turns out to be difficult.

Now we obtain

\[
2W(0, 0) = |\nabla x^1(0, 0)|^2 + |\nabla x^2(0, 0)|^2 + \ldots + |\nabla x^{n+2}(0, 0)|^2 \geq |\nabla F(0, 0)|^2 \geq C_2^2 r^2.
\]

Collecting all the obtained estimates proves the following Bernstein-Liouville type result.

---

5 We can make use of Riemann’s mapping theorem to introduce conformal parameters \((u, v) \in \overline{B}_r\).
Theorem 1. (Fröhlich [28])

For the conformally parametrized minimal graph \( X: \bar{B}_r \to \mathbb{R} \) it holds

\[
|K_{\sigma}(0,0)| \leq \frac{2C_2^2 \Omega^2}{C_2^2} \frac{r^{2\varepsilon}}{r^4} \quad \text{for all } \sigma = 1, \ldots, n.
\]

In particular, if \( \varepsilon \in [0,2) \), and if \( X \) is defined on the whole plane \( \mathbb{R}^2 \) so that we can go to the limit \( r \to \infty \) due to a theorem of Hadamard (see e.g. Klingenberg [41], Theorem 6.4.4), and we infer

\[
|K_{\sigma}(u,v)| \to 0 \quad \text{for } r \to \infty
\]

which holds for all \( \sigma = 1, \ldots, n \) and all \( (u,v) \in \mathbb{R}^2 \). Thus the complete and entire minimal graph \( X \) with growth exponent \( \varepsilon \in [0,2) \) represents a plane.

Note that his result is sharp in the sense that \( X(z) = (z, z^2) \), defined on the whole plane \( \mathbb{R}^2 \), has quadratic growth with \( \varepsilon = 2 \) and is not a plane!

A curvature estimate for surface graphs of prescribed mean curvature and theorems of Bernstein type for minimal graphs can be found for example in Bergner and Fröhlich [4]. Curvature estimates resting upon methods of Schoen, Simon, Yau [47] and Ecker, Huisken [24], [25] can be found in Wang [55], [56], Fröhlich and Winklmann [31], or Xin [60].
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Normal Coulomb frames
8. Problem statement. Curves in \( \mathbb{R}^3 \)

As in paragraph 4.3 we consider an arc-length parametrized curve \( c(s) \) in \( \mathbb{R}^3 \) with unit tangent vector \( t(s) = c'(s) \) and unit normal vector \( n(s) = \frac{c'(s)}{|c'(s)|} \). The associated torsion \( \tau \) is given by \( \tau = n' \cdot b = -n \cdot b' \), \( n \) being the unit normal and \( b \) the binormal vector. We introduce a new normal frame \((\tilde{t}, \tilde{n})\) by means of

\[
\tilde{n} = \cos \varphi n + \sin \varphi b, \quad \tilde{b} = -\sin \varphi n + \cos \varphi b.
\]

The new torsion \( \tilde{\tau} \) associated to this frame then satisfies

\[
\tilde{\tau} = \tilde{n}' \cdot \tilde{b} = (-\varphi' \sin \varphi n + \cos \varphi n' + \varphi' \cos \varphi b + \sin \varphi b') \cdot (- \sin \varphi n + \cos \varphi b) \\
= \varphi' \sin^2 \varphi - \sin^2 \varphi (b' \cdot n) + \cos^2 \varphi (n' \cdot b) + \varphi' \cos^2 \varphi = \varphi' + \tau,
\]

so in particular constructing a normal frame \((\tilde{n}, \tilde{b})\) which is free of torsion, i.e. fulfilling \( \tilde{\tau} \equiv 0 \), starting with a given frame \((n, b)\) reduces to solving the ordinary initial value problem

\[
\varphi'(s) = -\tau(s), \quad \varphi(s_0) = \tau_0
\]

with some initial value \( \tau_0 \).

**Proposition 17.** Rotating the standard frame \((t, n)\) by an angle

\[
\varphi(s) = -\int_{s_0}^{s} \tau(\sigma) \, d\sigma + \varphi_0
\]

with arbitrary \( \varphi_0 \in \mathbb{R} \) generates a normal frame \((\tilde{t}, \tilde{n})\) which is free of torsion.

Such a torsion-free normal frame is called parallel because all derivatives of normal vectors are tangential to the curve, i.e. parallel to the tangent vector \( t(s) \). This would easily follow from the Frenet equations for curves, but let us refer to our next considerations. Parallel normal frames are special Coulomb frames as will become clear in the following.

9. Torsion free normal frames

The question arises whether there is a similar construction of torsion-free normal frames if the underlying manifold has two dimensions. In this chapter we focus on the case of two codimensions, i.e. we consider regular surfaces \( X : \mathbb{B} \to \mathbb{R}^4 \). So let a normal frame \( N = (N_1, N_2) \) be given. Then by means of the following \( SO(2) \)-valued transformation

\[
\tilde{N}_1 = \cos \varphi N_1 + \sin \varphi N_2, \quad \tilde{N}_2 = -\sin \varphi N_1 + \cos \varphi N_2
\]

with a rotation angle \( \varphi \) we arrive at a new normal frame \( \tilde{N} \).
Lemma 6. There hold
\[ \hat{T}_{1,1}^2 = T_{1,1}^2 + \varphi_u, \quad \hat{T}_{1,2}^2 = T_{1,2}^2 + \varphi_v. \]

We omit the proof of this lemma which follows the same lines as our calculation at the beginning of this chapter. However, that special angle $\varphi$ which carries $(N_1, N_2)$ into a normal frame which is free of torsion, i.e. which satisfies
\[ \hat{T}_{1,1}^2 = 0 \quad \text{and} \quad \hat{T}_{1,2}^2 = 0 \quad \text{everywhere in } B, \]
can now be computed as solution of the linear system of partial differential equations
\[ \varphi_u = -T_{1,1}^2 \quad \text{and} \quad \varphi_v = -T_{1,2}^2. \]

Recall that such a linear system is solvable if and only if the integrability condition
\[ 0 = -\varphi_{uv} + \varphi_{vu} = T_{1,1,v}^2 - T_{1,2,u}^2, \quad \text{div} (-T_{1,2}^2, T_{1,1}^2) = S_N W \quad \text{in } B \]
is satisfied with the curvature $S_N$ of the normal bundle from paragraph 6.3 and the area element $W$ of the immersion. Thus we have proved

Theorem 2. The immersion $X: \overline{B} \to \mathbb{R}^4$ admits a torsion-free normal frame $N = (N_1, N_2)$ if and only if the curvature of its normal bundle vanishes identically in $\overline{B}$.

This torsion-free frame is parallel in the sense that its derivatives have no normal parts, i.e. the Weingarten equations from paragraph 4.4 take the form
\[ N_{\sigma,u} = -\frac{L_{\sigma,11}}{W} X_u - \frac{L_{\sigma,12}}{W} X_v, \quad N_{\sigma,v} = -\frac{L_{\sigma,12}}{W} X_u - \frac{L_{\sigma,22}}{W} X_v \]
for $\sigma = 1, 2$ and using conformal parameters. This frame is not uniquely determined, rather we can rotate the whole frame by a constant angle $\varphi_0$ without effecting the torsion coefficients because the above differential equations contain only derivatives of $\varphi$.

We want to remark that existence of such parallel frames in case of vanishing curvature is well settled. With the considerations here we give a new proof of this fact. But rather we intend to establish existence of regular normal frames if the normal bundle is curved, and these frames should replace parallel frames in this more general situation.

10. Examples

10.1 Spherical surfaces

Suppose $|X(u, v)| = 1$ for all $(u, v) \in \overline{B}$. We immediately compute
\[ X_u \cdot X = 0, \quad X_v \cdot X = 0, \]
i.e. $X$ itself is our first unit normal vector, say $X = N_1$. A second one follows after completion of $\{X_u, X_v, N_1\}$ to a basis of the whole embedding space $\mathbb{R}^4$. Then the normal frame $(N_1, N_2)$ is free of torsion because
\[ T_{1,1}^2 = N_{1,u} \cdot N_2 = X_u \cdot N_2 = 0, \quad T_{1,2}^2 = N_{1,v} \cdot N_2 = X_v \cdot N_2. \]
10.2 The flat Clifford torus

This surface is build up from the product (see e.g. do Carmo [22], chapter 6)

\[ X(u, v) = \frac{1}{\sqrt{2}} (\cos u, \sin u, \cos v, \sin v) \sim S^1 \times S^1. \]

We assign the moving 4-frame consisting of

\[ X_u = \frac{1}{\sqrt{2}} (-\sin u, \cos u, 0, 0), \quad X_v = \frac{1}{\sqrt{2}} (0, 0, -\sin v, \cos v) \]

as well as

\[ N_1 = \frac{1}{\sqrt{2}} (\cos u, \sin u, \cos v, \sin v), \quad N_2 = \frac{1}{\sqrt{2}} (-\cos u, -\sin u, \cos v, \sin v). \]

This special normal frame \( N = (N_1, N_2) \) is free of torsion.

10.3 Parallel type surfaces

Consider the normal transport

\[ R(u, v) = X(u, v) + f(u, v)N_1(u, v) + g(u, v)N_2(u, v). \]

If the functions \( f \) and \( g \) are constant then we say \( R \) is the parallel surface of \( X \) and vice versa, at least if the surfaces are immersed in \( \mathbb{R}^3 \). Parallelity in higher codimensional space depends on the curvature \( S_N \) of the normal bundle.

**Proposition 18.** The normal transport \( R \) of an immersion \( X : \mathbb{B} \rightarrow \mathbb{R}^4 \) is parallel, i.e. \( R_u \cdot N_\sigma = 0 \), if and only if \( S_N \equiv 0 \).

**Proof.** For the proof we use the Weingarten equations and compute the normal parts \( R_u^\perp \) and \( R_v^\perp \) of the tangential vectors \( R_u \) resp. \( R_v \),

\[ R_u^\perp = f_u N_1 + g_u N_2 + f N_{1,u}^\perp + g N_{2,u}^\perp = (f_u - gT_{1,1}^2)N_1 + (g_u + fT_{1,1}^2)N_2, \]

\[ R_v^\perp = f_v N_1 + g_v N_2 + f N_{1,v}^\perp + g N_{2,v}^\perp = (f_v - gT_{1,2}^2)N_1 + (g_v + fT_{1,2}^2)N_2. \]

The condition of parallelity leads us to the first order system

\[ f_u - gT_{1,1}^2 = 0, \quad f_v - gT_{1,2}^2 = 0, \quad g_u + fT_{1,1}^2 = 0, \quad g_v + fT_{1,2}^2 = 0. \]

We differentiate the first two equations and make use of the other two conditions to get

\[ 0 = f_{uu} - g_u T_{1,1}^2 - gT_{1,1,u}^2 = f_{uu} + fT_{1,1}^2 T_{1,1}^2 - gT_{1,1,u}^2, \]

\[ 0 = f_{uv} - g_u T_{1,2}^2 - gT_{1,2,u}^2 = f_{uv} + fT_{1,2}^2 T_{1,2}^2 - gT_{1,2,u}^2, \]

and a comparison of the right hand sides shows

\[ 0 = -gT_{1,1,u}^2 + gT_{1,2,u}^2 = -g \cdot S_N W. \]

Similarly we find \( 0 = f \cdot S_N W \), which proves the statement of the proposition.

Parallel type surfaces are widely used in geometry and mathematical physics. We would like to refer the reader to da Costa [19] for an application in quantum mechanics in curved spaces.
11. Normal Coulomb frames

11.1 The total torsion

But what happens if $S_N \neq 0$? The first fact we can immediately state is that there is no parallel frame. Thus it is desirable to construct frames possessing similar features. For this purpose we make the following

**Definition 17.** The total torsion of the normal frame $N = (N_1, N_2)$ is given by

$$T(N) = \sum_{i,j=1}^{2} \sum_{\sigma,\vartheta=1}^{2} \iint_B g^{ij} T^9_{\sigma,i} T^9_{\sigma,j} W \, dudv.$$ 

Using conformal parameters and taking the skew-symmetry of the torsion coefficients into account shows the convex character of the total torsion functional for a fixed surface

$$T(N) = 2 \iint_B \left( (T^2_{1,1})^2 + (T^2_{1,2})^2 \right) dudv.$$ 

We mention that the functional $T(N)$ does not depend on the choice of the parametrization by its definition.

11.2 Definition of normal Coulomb frames

Rather it depends on the choice of the normal frame. In particular, if the immersion admits a frame parallel in the normal bundle, then $T(N) = 0$ for this special frame. But on the other hand the total torsion can be made arbitrarily large! So our goal is to construct normal frames which give $T(N)$ the smallest possible value. Thus our next

**Definition 18.** The frame $N = (N_1, N_2)$ is called a normal Coulomb frame if it is critical for the functional $T(N)$ of total torsion w.r.t. to $SO(2)$-valued variations of the form

$$\tilde{N}_1 = \cos \varphi N_1 + \sin \varphi N_2, \quad \tilde{N}_2 = -\sin \varphi N_1 + \cos \varphi N_2.$$ 

11.3 The Euler-Lagrange equation

Because the new and the old torsion coefficients are related by

$$\tilde{T}^2_{1,1} = T^2_{1,1} + \varphi_u, \quad \tilde{T}^2_{1,2} = T^2_{1,2} + \varphi_v,$$

we can immediately calculate the difference between the new and the old total torsion by partial integration

$$T(\tilde{N}) - T(N) = 2 \iint_B |\nabla \varphi|^2 \, dudv + 4 \iint_B (T^2_{1,1} \varphi_u + T^2_{1,2} \varphi_v) \, dudv$$

$$= 2 \iint_B |\nabla \varphi|^2 \, dudv + 4 \int_{\partial B} (T^2_{1,1}, T^2_{1,2}) \cdot \nu^t \varphi \, ds - 4 \iint_B \text{div} (T^2_{1,1}, T^2_{1,2}) \varphi \, dudv$$

where $\nu$ denotes the outer unit normal vector at the boundary $\partial B$, and $\varphi$ is an arbitrary rotation angle. This already gives us a criterion for $N = (N_1, N_2)$ being a critical point:

**Proposition 19.** Let $\{N_1, N_2\}$ be critical for $T(N)$. Then using conformal parameters $(u, v) \in \bar{B}$, the torsion coefficients satisfy the first order Neumann boundary value problem

$$\text{div} (T^2_{1,1}, T^2_{1,2}) = 0 \quad \text{in } B, \quad (T^2_{1,1}, T^2_{1,2}) \cdot \nu^t = 0 \quad \text{on } \partial B.$$

The conservation law structure of this Euler-Lagrange equation explains the terminology normal Coulomb frame in analogy to Coulomb gauges from physics.
11.4 Construction of normal Coulomb frames via a Neumann problem

How can we construct a normal Coulomb frame $N$ from a given frame $\tilde{N}$? For a critical normal frame $N$ we have to solve the boundary value problem

$$0 = \text{div} \left( T_{1,1}^2, T_{1,2}^2 \right) = \text{div} \left( \tilde{T}_{1,1}^2 - \varphi_v, \tilde{T}_{1,2}^2 - \varphi_u \right) \quad \text{in } B,$$

$$0 = (T_{1,1}^2, T_{1,2}^2) \cdot \nu^t = (\tilde{T}_{1,1}^2 - \varphi_v, \tilde{T}_{1,2}^2 - \varphi_u) \cdot \nu^t \quad \text{on } \partial B$$

by virtue of the Euler-Lagrange equation from the preceding paragraph. This implies our next result.

**Proposition 20.** The given normal frame $\tilde{N}$ transforms into a normal Coulomb frame $N$ by means of our $SO(2)$-action if and only if

$$\Delta \varphi = \text{div} \left( \tilde{T}_{1,1}^2, \tilde{T}_{1,2}^2 \right) \quad \text{in } B,$$

$$\frac{\partial \varphi}{\partial \nu} = (\tilde{T}_{1,1}^2, \tilde{T}_{1,2}^2) \cdot \nu^t \quad \text{on } \partial B$$

holds true for the rotation angle $\varphi = \varphi(u,v)$.

What can be said about the solvability of this Neumann boundary value problem? It is well known that the solvability of the Neumann problem

$$\Delta \varphi = f \quad \text{in } B, \quad \frac{\partial \varphi}{\partial \nu} = g \quad \text{on } \partial B$$

depends necessarily and sufficiently on the integrability condition

$$\int_B f \, du \, dv = \int_{\partial B} g \, ds,$$

which is fulfilled in our proposition! **Thus starting from any given normal frame $\tilde{N}$ it is always possible to construct a normal Coulomb frame which is critical for the functional of total torsion.** For a general orientation on Neumann boundary value problems we want to refer to Courant and Hilbert [18].

11.5 Minimality property of normal Coulomb frames

Let $N$ be a normal Coulomb frame. From our little calculation from paragraph 11.3 we infer

$$\mathcal{T}(\tilde{N}) = \mathcal{T}(N) + 2 \int_B |\nabla \varphi|^2 \, du \, dv + 4 \int_{\partial B} (T_{1,1}^2, T_{1,2}^2) \cdot \nu^t \varphi \, ds - 4 \int_B \text{div} \left( T_{1,1}^2, T_{1,2}^2 \right) \varphi \, du \, dv$$

$$= \mathcal{T}(N) + 2 \int_B |\nabla \varphi|^2 \, du \, dv \geq \mathcal{T}(N)$$

because the boundary integral and the integral over the divergence term vanish due to the Euler-Lagrange equation. Thus we have proved

**Proposition 21.** A normal Coulomb frame $N$ minimizes the total torsion, i.e. we have

$$\mathcal{T}(N) \leq \mathcal{T}(\tilde{N})$$

for all normal frames $\tilde{N}$ resulting from our $SO(2)$-action. Equality occurs if and only if $\varphi \equiv \text{const}$. 
12. Estimating the torsion coefficients

12.1 Reduction for flat normal bundles

Let \((u, v) \in B\) be conformal parameters. We want to study critical normal frames in case of flat normal bundles

\[ W S_N = T^2_{1,1,v} - T^2_{1,2,u} = \text{div} (-T^2_{1,2}, T^2_{1,1}) \equiv 0. \]

If \(N\) is a normal Coulomb frame then the Neumann boundary condition \((T^2_{1,1}, T^2_{1,2}) \cdot \nu = 0\) of the Euler-Lagrange equation says that the vector field \((-T^2_{1,2}, T^2_{1,1})\) is parallel to the outer unit normal vector \(\nu\) along \(\partial B\). Thus a partial integration yields

\[ \iiint_B S_N W \, du dv = \int_{\partial B} (-T^2_{1,2}, T^2_{1,1}) \cdot \nu \, ds = \pm \int_{\partial B} \sqrt{(T^2_{1,1})^2 + (T^2_{1,2})^2} \, ds. \]

In particular, if \(S_N \equiv 0\), i.e. if the normal bundle is flat, then we find

\[ T^\sigma_{\sigma,i} = 0 \quad \text{on} \quad \partial B \]

for all \(i = 1, 2\) and \(\sigma, \vartheta = 1, 2\). On the other hand, differentiating \(0 = T^2_{1,1,v} - T^2_{1,2,u}\) w.r.t. \(u\) and \(v\), and taking the Euler-Lagrange equation \(T^2_{1,1,u} + T^2_{1,2,v} = 0\) into account, gives us

\[ \Delta T^2_{1,1} = 0, \quad \Delta T^2_{1,2} = 0. \]

Thus \(T^2_{1,1}\) and \(T^2_{1,2}\) are harmonic functions, and the maximum principle implies

\[ T^\sigma_{\sigma,i} = 0 \quad \text{in} \quad B \quad \text{for all} \quad i = 1, 2 \quad \text{and} \quad \sigma, \vartheta = 1, 2. \]

**Theorem 3.** A normal Coulomb frame \(N\) of an immersion \(X: B \to \mathbb{R}^4\) with flat normal bundle is free of torsion, i.e. it is parallel.

To summarize the preceding considerations we have proved existence (and simultaneously regularity) of normal frames critical for the functional of total torsion. If additionally the curvature \(S_N\) of the normal bundle vanishes, then such a critical frame is free of torsion.

12.2 Estimates via the maximum principle

Next we want to consider the case of non-flat normal bundles. From the Euler-Lagrange equation we know that the torsion vector \((T^2_{1,1}, T^2_{1,2})\) of a normal Coulomb frame is divergence-free. Thus the differential 1-form

\[ \omega := -T^2_{1,2} \, du + T^2_{1,1} \, dv \]

is closed, i.e. for its outer derivative we calculate

\[ d\omega = T^2_{1,1,u} \, du \wedge dv + T^2_{1,2,v} \, du \wedge dv = \text{div} (T^2_{1,1}, T^2_{1,2}) \, du \wedge dv = 0, \]

and Poincaré’s lemma ensures the existence of a \(C^2\)-regular function \(\tau\) satisfying (see e.g. Sauvigny [40], volume I, chapter I, §7)

\[ d\tau = \tau_u \, du + \tau_v \, dv = \omega \quad \text{which finally implies} \quad \nabla \tau = (-T^2_{1,2}, T^2_{1,1}). \]

A second differentiation, taking account of the representation \(S_N W = \text{div} (-T^2_{1,2}, T^2_{1,1})\), leads us to the inhomogeneous boundary value problem

\[ \Delta \tau = S_N W \quad \text{in} \quad B, \quad \tau = 0 \quad \text{on} \quad \partial B. \]

To justify the homogeneous boundary condition note that \(\nabla \tau \cdot (-v, u)^t = 0\) on \(\partial B\) for normal Coulomb frames because \((T^2_{1,1}, T^2_{1,2})\) is perpendicular to \(\partial B\). Therefore it holds \(\tau = \text{const along} \ \partial B\). But \(\tau\) is only
defined up to a constant of integration which can be chosen such that the homogeneous boundary condition is satisfied! Thus Poisson’s representation formula for the solution $\tau$ yields

$$
\tau(w) = \iint_B \Phi(\zeta; w) S_N(\zeta) W(\zeta) \, d\xi d\eta, \quad \zeta = (\xi, \eta) \in B,
$$

with the non-positive Green kernel

$$
\Phi(\zeta; w) := \frac{1}{2\pi} \log \frac{|\zeta - w|}{1 - w \cdot \zeta}, \quad \zeta \neq w,
$$

of the Laplace operator $\Delta$ (see e.g. Sauvigny [46], volume II, chapter VIII, §1). We want to give an estimate for this kernel to establish an estimate for the integral function $\tau$: For this purpose note that

$$
\psi(w) = \frac{|w|^2 - 1}{4} \quad \text{solves} \quad \Delta \psi = 1 \text{ in } B \text{ and } \psi = 0 \text{ on } \partial B.
$$

Therefore we conclude

$$
\iint_B |\Phi(\zeta; w)| \cdot 1 \, d\xi d\eta = \frac{1 - |w|^2}{4} \leq \frac{1}{4}.
$$

Thus we arrive at

**Lemma 7.** Let $(u, v) \in \overline{B}$ be conformal parameters. The integral function $\tau$ for the Poisson problem for the curvature $S_N$ of the normal bundle satisfies

$$
|\tau(w)| \leq \frac{1}{4} \|S_N W\|_{C^0(\overline{B})} \quad \text{in } \overline{B}, \quad \tau(w) = 0 \quad \text{on } \partial B.
$$

Thus potential theoretic estimates for the Laplacian (see e.g. Sauvigny [46], chapter IX, §4, Satz 1) ensure the existence of a real constant $C = C(\alpha)$ such that

$$
\|\tau\|_{C^{2+\alpha}(\overline{B})} \leq C(\alpha) \|S_N W\|_{C^\alpha(\overline{B})}
$$

holds true for all $\alpha \in (0, 1)$. Finally, this $C^{2+\alpha}$-bound provides simultaneously an upper bound for the $C^{1+\alpha}$-norm of the torsion coefficients. We have proved the main result of the present chapter:

**Theorem 4.** Let the conformally parametrized immersion $X : \overline{B} \to \mathbb{R}^4$ with normal bundle of curvature $S_N$ be given. Then there exists a normal Coulomb frame $N$ minimizing the functional of total torsion, and whose torsion coefficients satisfy

$$
\|T^{\vartheta}_{\sigma,i}\|_{C^{1+\alpha}(\overline{B})} \leq C(\alpha) \|S_N W\|_{C^\alpha(\overline{B})}
$$

for all $\alpha \in (0, 1)$ with the constant $C(\alpha)$ from above.

In particular, for flat normal bundles with $S_N \equiv 0$ we recover the characterization of minimizing normal frames from paragraph 12.1: Normal Coulomb frames for flat normal bundles are free of torsion.

### 12.3 Estimates via a Cauchy-Riemann boundary value problem

Once again, let us consider the Euler-Lagrange equation together with the representation formula for the curvature $S_N$ of the normal bundle, i.e.

$$
\frac{\partial}{\partial u} T^{2}_{1,1} + \frac{\partial}{\partial v} T^{2}_{1,2} = 0, \quad \frac{\partial}{\partial v} T^{2}_{1,1} - \frac{\partial}{\partial u} T^{2}_{1,2} = S_N W.
$$

We want to present briefly a second method to control the torsion coefficients of a normal Coulomb frame which is strongly adapted to the case of two codimensions.
**Lemma 8.** Let \( N \) be a normal Coulomb frame. Then the complex-valued torsion
\[
\Psi := T_{1,1}^2 - iT_{1,2}^2 \in \mathbb{C}
\]
solves the inhomogeneous Cauchy-Riemann equation
\[
\Psi_{\overline{w}} = \frac{i}{2} S_N W \quad \text{in } B, \quad \text{Re}[w \Psi(w)] = 0 \quad \text{for } w \in \partial B
\]
using conformal parameters \((u,v) \in \overline{B}\).

**Proof.** We compute
\[
2\Psi_{\overline{w}} = \Psi_u + i \Psi_v = (T_{1,1,u}^2 + T_{1,2,v}^2) + i(T_{1,1,v}^2 - T_{1,2,u}^2) = 0 + iS_N W \in \mathbb{C}
\]
as well as
\[
\text{Re} \left[ w \Psi(w) \right] = \text{Re} \left[ (u + iv)(T_{1,1}^2 - iT_{1,2}^2) \right] = uT_{1,1}^2 + vT_{1,2}^2 = (-T_{1,2}^2, T_{1,1}^2) \cdot (-v, u) = \nabla \tau \cdot (-v, u) = 0
\]
with the integral function \( \tau \) from the previous paragraph. \( \square \)

A relation of this form is called a **linear Riemann-Hilbert problem** for the complex-valued function \( \Psi \). There is a huge complex analysis machinery to attack such a mathematical problem! In particular, we want to derive an integral representation for \( \Psi \).

**Lemma 9.** The above Riemann-Hilbert problem for the complex-valued torsion vector \( \Psi \) of a normal Coulomb frame possesses at most one solution \( \Psi \in C^1(B) \cap C^0(\overline{B}) \).

**Proof.** Let \( \Psi_1, \Psi_2 \) be two such solutions. Then we set \( \Phi(w) := w[\Psi_1(w) - \Psi_2(w)] \) and compute
\[
\Phi_{\overline{w}} = 0 \quad \text{in } B, \quad \text{Re } \Phi = 0 \quad \text{on } \partial B.
\]
Thus the real part of the holomorphic function \( \Phi \) vanishes on the set \( \partial B \), and the Cauchy-Riemann equations yield \( \Phi \equiv ic \) in \( B \) with some constant \( c \in \mathbb{R} \). The continuity of \( \Psi_1 \) and \( \Psi_2 \) implies \( c = 0 \). \( \square \)

Now our Riemann-Hilbert problem can be solved by means of so-called **generalized analytic functions**. We want to present some basic facts about this important class of complex-valued functions (see e.g. Sauvigny [40] or the monograph Vekua [54]). For arbitrary \( f \in C^1(B, \mathbb{C}) \) we define **Cauchy’s integral operator** by
\[
T_B[f](w) := -\frac{1}{\pi} \iint_B \frac{f(\zeta)}{\zeta - w} \, d\xi d\eta, \quad w \in \mathbb{C}.
\]

**Lemma 10.** There hold \( T_B[f] \in C^1(\mathbb{C} \setminus \partial B) \cap C^0(\mathbb{C}) \) as well as
\[
\frac{\partial}{\partial \overline{w}} T_B[f](w) = \begin{cases} f(w), & w \in B \\ 0, & w \in \mathbb{C} \setminus \overline{B} \end{cases}.
\]

**Proof.** For a detailed proof see Vekua [54], chapter I, §5. We want to verify the complex derivative: Let \( \{G_k\}_{k=1,2,...} \) be a sequence of open, simply connected and smoothly bounded domains contracting to some point \( z_0 \in B \) for \( k \to \infty \). Let \( |G_k| \) denote its area. We compute (see Sauvigny [40], chapter IV, §5)
\[
\frac{1}{2i|G_k|} \int_{\partial G_k} T_B[f](w) \, dw = \frac{1}{2i|G_k|} \int_{\partial G_k} \left( -\frac{1}{\pi} \iint_B \frac{f(\zeta)}{\zeta - w} \, d\xi d\eta \right) \, dw
\]
\[
= \frac{1}{2\pi i|G_k|} \iint_B \left( f(\zeta) \int_{\partial G_k} \frac{1}{w - \zeta} \, dw \right) \, d\xi d\eta
\]
\[
= \frac{1}{2\pi i|G_k|} \iint_B f(\zeta) \cdot 2\pi i \chi_{G_k}(\zeta) \, d\xi d\eta
\]
\[
= \frac{1}{|G_k|} \iint_{\overline{G_k}} f(\zeta) \, d\xi d\eta
\]
with the characteristic function \( \chi \). Here we have used Cauchy’s formula
\[
\int_{G_k} \frac{g(w)}{w - \zeta} \, dw = 2\pi i g(\zeta)
\]
for a holomorphic function \( g \) with \( \zeta \in G_k \). Now recalling the integration by parts rule in complex form
\[
\int_{G_k} \frac{d}{dw} f(w) \, d\xi d\eta = \frac{1}{2i} \int_{\partial G_k} f(z) \, dz
\]
we get in the limit
\[
\frac{d}{dw} T_B[f](w) = \lim_{k \to \infty} \frac{1}{2i|G_k|} \int_{\partial G_k} T_B[f](w) \, dw = f(z_0)
\]
for all \( z_0 \in B \). The statement follows.

Next we set
\[
P_B[f](w) := -\frac{1}{\pi} \int_B \left\{ \frac{f(\zeta)}{\zeta - w} + \frac{\zeta f(\zeta)}{1 - w\zeta} \right\} d\xi d\eta = T_B[f](w) - \frac{1}{w} T_B[wf](\frac{1}{w}) .
\]

Now Satz 1.24 in Vekua [54] states the following

**Lemma 11.** With the definitions above, we have the uniform estimate
\[
|P_B[f](w)| \leq C(p) \| f \|_{L^p(B)}, \quad w \in \overline{B},
\]
where \( p \in (2, +\infty] \), and \( C(p) \) is a positive constant dependent on \( p \).

Using this result (which remains unproved here) we obtain our second torsion estimate in terms of \( L^p \)-norms, the main result of this paragraph.

**Theorem 5.** Let the conformally parametrized immersion \( X : \overline{B} \to \mathbb{R}^4 \) be given. Then the complex-valued torsion \( \Psi \) of a normal Coulomb frames \((N_1, N_2)\) satisfies
\[
|\Psi(w)| \leq c(p) \| S_N W \|_{L^p(B)} \quad \text{for all } w \in B
\]
with some positive constant \( c(p) \) and \( p \in (2, +\infty] \).

**Remark 6.** For a flat normal bundle with \( S_N \equiv 0 \) we verify our results from paragraph [12.1]

**Proof.** Let us write \( f := \frac{i}{2} S_N W \in C^1(\overline{B}) \) to apply the previous results. We claim that the complex-valued torsion \( \Psi \) possesses the integral representation
\[
\Psi(w) = P_B[f](w) = -\frac{1}{\pi} \int_B \left\{ \frac{f(\zeta)}{\zeta - w} + \frac{\zeta f(\zeta)}{1 - w\zeta} \right\} d\xi d\eta, \quad w \in B.
\]

Then the stated estimate follows at once from the above lemma. First we claim
\[
wP_B[f](w) = \frac{1}{\pi} \int_B f(\zeta) \, d\xi d\eta + T_B[wf](w) - T_B[wf](\frac{1}{w}) .
\]
Let us check this identity:

\[
\frac{1}{\pi} \int_B f(\zeta) \, d\xi \, d\eta + T_B[wf](w) - \overline{T_B[wf]((\overline{w})^{-1})} = \frac{1}{\pi} \int_B f(\zeta) \, d\xi \, d\eta - \frac{1}{\pi} \int_B \frac{zf(\zeta)}{z - w} \, d\xi \, d\eta - \overline{T_B[wf]((\overline{w})^{-1})} = - \frac{w}{\pi} \int_B \frac{f(\zeta)}{\zeta - w} \, d\xi \, d\eta + \frac{1}{\pi} \int_B \frac{zf(\zeta)}{\zeta - \frac{1}{\overline{w}}} \, d\xi \, d\eta
\]

which shows this statement. Next, taking \( f = \frac{i}{2} S_N W \) into account, we infer

\[
\text{Re} \{ wP_B[f](w) \} = 0, \quad w \in \partial B,
\]

what follows from

\[
T_B[\frac{1}{2}iwS_N W](w) - \overline{T_B[\frac{1}{2}iwS_N W]((\overline{w})^{-1})} = - \frac{1}{2\pi} \int_B \frac{i}{\zeta - w} S_N W \, d\xi \, d\eta + \frac{1}{\pi} \int_B \frac{i}{\zeta - \frac{1}{\overline{w}}} S_N W \, d\xi \, d\eta = - \frac{i}{2\pi} \int_B \left( \frac{\zeta}{\zeta - w} + \frac{\overline{\zeta}}{\zeta - \frac{1}{\overline{w}}} \right) S_N W \, d\xi \, d\eta.
\]

The entry in the brackets is a real number because \( \frac{1}{w} = \frac{\overline{w}}{|w|^2} = \overline{w} \) holds true on the boundary \( \partial B \). Investing additionally

\[
\frac{\partial}{\partial \overline{w}} P_B[f](w) = f(w),
\]

which follows from Lemma 10 and our representation of \( P_B[f](w) \), we conclude that \( P_B[f](w) \) solves the Riemann-Hilbert problem for \( \Psi \). The above uniqueness result for the Riemann-Hilbert problem proves the stated representation. \( \square \)

Note that our proof relies crucially on the fact \( f = \frac{i}{2} S_N W \) is purely imaginary!

13. Estimates for the total torsion

The previous results allow us to establish immediately lower and upper bounds for the total torsion \( T(N) \) for normal Coulomb frames \( N \). In particular, Theorems 4 and 5 show

**Theorem 6.** Let the conformally parametrized immersion \( X: \overline{B} \rightarrow \mathbb{R}^4 \) with a normal Coulomb frame \( N \) be given. Then there hold

\[
T(N) \leq C(\alpha)^2 \| S_N W \|^2_{C^\alpha(\overline{B})},
\]

The entry in the brackets is a real number because \( \frac{1}{w} = \frac{\overline{w}}{|w|^2} = \overline{w} \) holds true on the boundary \( \partial B \). Investing additionally

\[
\frac{\partial}{\partial \overline{w}} P_B[f](w) = f(w),
\]

which follows from Lemma 10 and our representation of \( P_B[f](w) \), we conclude that \( P_B[f](w) \) solves the Riemann-Hilbert problem for \( \Psi \). The above uniqueness result for the Riemann-Hilbert problem proves the stated representation. \( \square \)

Note that our proof relies crucially on the fact \( f = \frac{i}{2} S_N W \) is purely imaginary!
for all $\alpha \in (0, 1)$ with the real constant $C = C(\alpha)$ from Theorem 4, as well as
\[
T(N) \leq c(p) \| S_N W \|_{L^p(B)}^2
\]
for all $p \in (2, +\infty]$ with the real constant $c = c(p)$ from Theorem 5.

The following lower bound for the total torsion of normal Coulomb frames $N$ is a special case of a general estimate which we will prove later when we consider the case of higher codimension.

**Theorem 7.** Let the conformally parametrized immersion $X : \overline{B} \to \mathbb{R}^4$ with a normal Coulomb frame $N$ be given. Assume $S_N \not\equiv 0$ for the curvature of its normal bundle. Then it holds
\[
T(N) \geq \left( \frac{\| S \|_2^2}{2(1 - \varrho)^2 \| S \|_{2,\varrho}^2} + \frac{\| \nabla S \|_2^2}{\| S \|_{2,\varrho}^2} \right)^{-1} \| S \|_{2,\varrho}^2 > 0
\]
where $\varrho = \varrho(S) \in (0, 1)$ is chosen such that
\[
\int_{B_\varrho(0)} |S_N W|^2 dudv > 0.
\]

**Remark 7.** In Lecture III we catch up on estimating the area element $W$ what is still left to complete our investigations so far.

### 14. An example: Holomorphic graphs

We consider again graphs $X(w) = (w, \Phi(w))$, $w = u + iv \in B$, with a holomorphic function $\Phi = \varphi + i\psi$. We compute
\[
g_{11} = 1 + |\nabla \varphi|^2 = g_{22}, \quad g_{12} = 0
\]
due to the Cauchy-Riemann equations $\varphi_u = \psi_v, \varphi_v = -\psi_u$. In particular, there hold $\Delta \varphi = \Delta \psi = 0$, i.e. the graph $X = X(u, v)$ is conformally parametrized and represents a minimal graph in $\mathbb{R}^4$:
\[
\Delta X(u, v) = 0 \quad \text{in } B.
\]

The area element $W$ of $X$ equals $W = 1 + |\nabla \varphi|^2 = 1 + |\nabla \psi|^2$. Its Euler unit normal vectors read as
\[
N_1 = \frac{1}{\sqrt{W}} (-\varphi_u, -\varphi_v, 1, 0), \quad N_2 = \frac{1}{\sqrt{W}} (-\psi_u, -\psi_v, 0, 1).
\]

For the associated torsion coefficients we calculate
\[
T_{1,1}^2 = \frac{1}{W} \left( -\varphi_{uu} \varphi_v + \varphi_{uv} \varphi_u \right) = \frac{1}{2W} \frac{\partial}{\partial v} (|\nabla \varphi|^2), \quad T_{1,2}^2 = -\frac{1}{2W} \frac{\partial}{\partial u} (|\nabla \varphi|^2).
\]

Consequently, due to the special form of $W$ we infer
\[
\text{div} (T_{1,1}^2, T_{1,2}^2) = \frac{\partial}{\partial u} \left( \frac{1}{2W} \frac{\partial}{\partial v} |\nabla \varphi|^2 \right) - \frac{\partial}{\partial v} \left( \frac{1}{2W} \frac{\partial}{\partial u} |\nabla \varphi|^2 \right) + \frac{1}{2W} \frac{\partial^2}{\partial v \partial u} |\nabla \varphi|^2 - \frac{1}{2W} \frac{\partial^2}{\partial u \partial v} |\nabla \varphi|^2
\]
\[
= \frac{1}{2} \frac{\partial}{\partial u} |\nabla \varphi|^2 \frac{\partial}{\partial v} |\nabla \varphi|^2 - \frac{1}{2} \frac{\partial}{\partial v} |\nabla \varphi|^2 \frac{\partial}{\partial u} |\nabla \varphi|^2 = 0.
\]
Thus the Euler-Lagrange equation for a normal Coulomb frame is satisfied! In order to check the boundary condition of the Euler-Lagrange equation for the total torsion we introduce polar coordinates \( u = r \cos \alpha \), \( v = r \sin \alpha \). Note that \( \frac{1}{r} \frac{\partial}{\partial \alpha} = u \frac{\partial}{\partial v} - v \frac{\partial}{\partial u} \). In our case we obtain

\[
(T^1_{1,1}, T^2_{1,2}) \cdot \nu^t = \frac{1}{2W} \left( u \frac{\partial}{\partial v} - v \frac{\partial}{\partial u} \right) |\nabla \varphi|^2 = \frac{1}{2W} \frac{\partial}{\partial \alpha} |\Phi_w|^2 \quad \text{on } \partial B
\]

with the complex derivative \( \Phi_w = \frac{1}{2} (\Phi_u + i \Phi_v) \in \mathbb{C} \). We infer that the necessary boundary condition is satisfied if and only if \( \frac{\partial}{\partial \alpha} |\Phi_w| \) vanishes at the boundary curve \( \partial B \). Examples of minimal graph satisfying this special property are

\[
X(w) = (w, w^n) \quad \text{with } n \in \mathbb{N}.
\]

We have proved

**Proposition 22.** Let the conformally parametrized minimal graph \( (w, \Phi(w)) \) with a holomorphic function \( \Phi = \varphi + i \psi \) be given. Then its Euler unit normals \( N_1 \) and \( N_2 \) form a normal Coulomb frame \( N \) if \( \Phi_w \) does not depend on the angle \( \alpha \) along the boundary curve \( \partial B \).
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Normal Coulomb frames
15. Problem formulation

In this lecture we want to generalize the previous considerations to the case of higher codimensions \( n > 2 \). We start with computing the Euler-Lagrange equations for the functional of total torsion

\[
T(N) = \sum_{i,j=1}^{2} \sum_{\sigma,\vartheta=1}^{n} g^{ij} T^\vartheta_{\sigma,i} T^\sigma_{\vartheta,j} W \, du dv
\]

for a normal frame \( N = (N_1, \ldots, N_n) \). These equations form a nonlinear elliptic system with quadratic growth in the gradient. We derive analytical and geometric properties of normal Coulomb frames, and we prove existence and regularity of parallel frames in case of vanishing curvature of the normal bundle as well as critical points of \( T(N) \) in the general situation of nonflat normal bundle.

16. The Euler-Lagrange equations

16.1 Definition of normal Coulomb frames

In this section we derive the Euler-Lagrange equations for critical normal frames \( N \). We should point out that due to do Carmo [22], chapter 3, section 2 we can construct a family \( R(w, \varepsilon) \) of rotations from \( SO(n) \), as considered throughout our first lecture, for arbitrary given skew-symmetric matrix \( A(w) = (A^\sigma_{\vartheta}(w))_{\sigma,\vartheta=1,\ldots,n} \in C^\infty(B, so(n)) \) by means of the geodesic flow in the manifold \( SO(n) \).

In terms of such rotations we consider variations \( \tilde{N} = (\tilde{N}_1, \ldots, \tilde{N}_n) \) of a given normal frame \( N = (N_1, \ldots, N_n) \) by means of

\[
\tilde{N}_\sigma(w, \varepsilon) := \sum_{\vartheta=1}^{n} R^\vartheta_{\sigma}(w, \varepsilon) N_\vartheta(w), \quad \sigma = 1, \ldots, n,
\]

with a one-parameter family of rotations

\[
R(w, \varepsilon) = (R^\vartheta_{\sigma}(w, \varepsilon))_{\sigma,\vartheta=1,\ldots,n} \in C^\infty(B \times (-\varepsilon_0, +\varepsilon_0), SO(n)),
\]

with sufficiently small \( \varepsilon_0 > 0 \), such that

\[
R(w, 0) = E^n, \quad \frac{\partial}{\partial \varepsilon} R(w, 0) = A(w) \in C^\infty(B, so(n))
\]

is true with the \( n \)-dimensional unit matrix \( E^n \). Such a matrix \( A \) is the essential ingredient for defining the first variation of the functional of total torsion.

**Definition 19.** A normal frame \( N \) is called critical for the total torsion or shortly a normal Coulomb frame if and only if the first variation

\[
\delta T(N, A) := \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \{ T(\tilde{N}) - T(N) \}
\]

vanishes w.r.t. all skew-symmetric perturbations \( A(w) = (A^\sigma_{\vartheta}(w))_{\sigma,\vartheta=1,\ldots,n} \in C^\infty(B, so(n)) \).
16.2 The first variation

Now we present the Euler-Lagrange equations for normal Coulomb frames.

**Proposition 23.** The normal frame $N$ is a normal Coulomb frame if and only if its torsion coefficients solve the Neumann boundary value problems

$$\operatorname{div}(T^\sigma_{\sigma,1}, T^\sigma_{\sigma,2}) = 0 \quad \text{in } B, \quad (T^\sigma_{\sigma,1}, T^\sigma_{\sigma,2}) \cdot \nu = 0 \quad \text{on } \partial B$$

for all $\sigma, \vartheta = 1, \ldots, n$ with $\nu$ being the outer unit normal vector along the boundary $\partial B$.

This system of conservation laws is again the origin of the terminology “Coulomb frame.”

**Proof.** We consider the one-parameter family of rotations $R(w, \varepsilon) = (R^\sigma_\varepsilon(w, \varepsilon))_{\sigma, \vartheta = 1, \ldots, n}$ from above. Expanding around $\varepsilon = 0$ yields

$$R(w, \varepsilon) = \mathbb{E}^n + \varepsilon A(w) + o(\varepsilon).$$

Now we apply the rotation $R = (R^\sigma_\varepsilon)_{\sigma, \vartheta = 1, \ldots, n}$ to the given normal frame $N$. The new normal vectors $\tilde{N}_1, \ldots, \tilde{N}_n$ are then given by

$$\tilde{N}_\sigma = \sum_{\vartheta = 1}^n R^\sigma_\varepsilon N_\vartheta = \sum_{\vartheta = 1}^n \left( \delta^\vartheta_\sigma + \varepsilon A^\vartheta_\sigma N_\vartheta + o(\varepsilon) \right) N_\vartheta = N_\sigma + \varepsilon \sum_{\vartheta = 1}^n A^\vartheta_\sigma N_\vartheta + o(\varepsilon),$$

and we compute

$$\tilde{N}_{\sigma,u^\ell} = N_{\sigma,u^\ell} + \varepsilon \sum_{\vartheta = 1}^n \left( A^\vartheta_\sigma N_\vartheta + A^\vartheta_{\sigma,u^\ell} \right) + o(\varepsilon)$$

for their derivatives. Consequently, the new torsion coefficients can be expanded to

$$\tilde{T}_{\sigma, \ell}^\omega = \tilde{N}_{\sigma,u^\ell} \cdot \tilde{N}_\omega = N_{\sigma,u^\ell} \cdot N_\omega + \varepsilon \sum_{\vartheta = 1}^n \left( A^\vartheta_{\sigma,u^\ell} N_\vartheta + A^\vartheta_{\sigma,u^\ell} N_{\sigma,u^\ell} \right) \cdot N_\omega + \varepsilon N_{\sigma,u^\ell} \cdot \varepsilon \sum_{\vartheta = 1}^n A^\vartheta_\sigma N_\vartheta + o(\varepsilon)$$

$$= T_{\sigma, \ell}^\omega + \varepsilon A^\omega_{\sigma,u^\ell} + \varepsilon \sum_{\vartheta = 1}^n \left( A^\vartheta_\sigma T_{\vartheta, \ell}^\omega + A^\vartheta_\sigma T_{\vartheta, \ell}^\sigma \right) + o(\varepsilon),$$

and for their squares we infer

$$(\tilde{T}_{\sigma, \ell}^\omega)^2 = (T_{\sigma, \ell}^\omega)^2 + 2\varepsilon \left\{ A^\omega_{\sigma,u^\ell} T_{\sigma, \ell}^\omega + \sum_{\vartheta = 1}^n \left( A^\vartheta_\sigma T_{\vartheta, \ell}^\omega T_{\vartheta, \ell}^\sigma + A^\vartheta_\sigma T_{\vartheta, \ell}^\sigma T_{\vartheta, \ell}^\sigma \right) \right\} + o(\varepsilon).$$

Before we insert this identity into the functional $T(N)$ of total torsion, we observe

$$\sum_{\sigma, \omega, \vartheta = 1}^n \left\{ A^\vartheta_\sigma T_{\vartheta, \ell}^\omega T_{\sigma, \ell}^\vartheta + A^\vartheta_{\sigma,u^\ell} T_{\sigma, \ell}^\omega \right\} = \sum_{\sigma, \omega, \vartheta = 1}^n \left\{ A^\vartheta_\sigma T_{\vartheta, \ell}^\omega T_{\sigma, \ell}^\vartheta + A^\vartheta_\sigma T_{\vartheta, \ell}^\sigma T_{\sigma, \ell}^\vartheta \right\}$$

$$= 2 \sum_{\sigma, \omega, \vartheta = 1}^n A^\vartheta_\sigma T_{\vartheta, \ell}^\omega T_{\sigma, \ell}^\vartheta = 0$$

taking the skew-symmetry of the matrix $A$ into account. Thus the difference between the torsion functionals $T(\tilde{N})$ and $T(N)$ computes to $(A^\omega_{\sigma,u^\ell} T_{\sigma, \ell}^\omega = A^\omega_{\sigma,u^\ell} T_{\sigma, \ell}^\omega)$

$$T(\tilde{N}) - T(N) = 2\varepsilon \sum_{\sigma, \omega = 1}^n \sum_{\ell = 1}^2 \int_B A^\omega_{\sigma,u^\ell} T_{\sigma, \ell}^\omega \, du dv + o(\varepsilon)$$

$$= 4\varepsilon \sum_{1 \leq \sigma < \omega \leq n} \int_B \left\{ A^\omega_{\sigma,u^\ell} T_{\sigma, \ell}^\omega + A^\omega_{\sigma,u^\ell} T_{\sigma, \ell}^\omega \right\} + o(\varepsilon)$$

$$= 4\varepsilon \int_B \int_{1 \leq \sigma < \omega \leq n} A^\omega_{\sigma,u^\ell} T_{\sigma, \ell}^\omega \, ds - 4\varepsilon \int_B A^\omega_\sigma \operatorname{div}(T_{\sigma, \ell}^\omega, T_{\sigma, \ell}^\omega) \, du dv + o(\varepsilon).$$

But $A$ was chosen arbitrarily which proves the statement. \qed
16.3 The integral functions

Interpreting the Euler-Lagrange equations as integrability conditions, analogously to the situation considered in paragraph 12.2, we find integral functions \( \tau^{(\sigma\vartheta)} \in C^{k-1}(\overline{B}; \mathbb{R}) \) satisfying
\[
\nabla \tau^{(\sigma\vartheta)} = ( - T_{\sigma,2}^\vartheta, T_{\sigma,1}^\vartheta ) \quad \text{in} \ B \quad \text{for all} \ \sigma, \vartheta = 1, \ldots, n.
\]
Due to the boundary conditions in \((T_{\sigma,1}^\vartheta, T_{\sigma,2}^\vartheta) \cdot \nu = 0\) which imply \(\nabla \tau^{(\sigma\vartheta)} \cdot (-v, u) = 0\) on \(\partial B\) with the unit tangent vector \((-v, u)\) at \(\partial B\), we may again choose \(\tau^{(\sigma\vartheta)}\) so that
\[
\tau^{(\sigma\vartheta)} = 0 \quad \text{on} \ \partial B \quad \text{for all} \ \sigma, \vartheta = 1, \ldots, n.
\]

Note that the matrix \((\tau^{(\sigma\vartheta)})_{\sigma,\vartheta=1,...,n}\) is skew-symmetric.

16.4 A nonlinear elliptic system

Let us now define the quantities
\[
\delta \tau^{(\sigma\vartheta)} := \sum_{\omega=1}^n \det \left( \nabla \tau^{(\sigma\omega)}, \nabla \tau^{(\omega\vartheta)} \right), \quad \sigma, \vartheta = 1, \ldots, n.
\]
The matrix \((\delta \tau^{(\sigma\vartheta)})_{\sigma,\vartheta=1,...,n}\) is also skew-symmetric. The aim in this paragraph is to establish an elliptic system with quadratic growth in the gradient for \(\tau^{(\sigma\vartheta)}\).

**Proposition 24.** Let a normal Coulomb frame \(N\) be given. Then the functions \(\tau^{(\sigma\vartheta)}\), \(\sigma, \vartheta = 1, \ldots, n\), are solutions of the boundary value problems
\[
\Delta \tau^{(\sigma\vartheta)} = - \delta \tau^{(\sigma\vartheta)} + S_{\sigma,12}^\vartheta \quad \text{in} \ B, \quad \tau^{(\sigma\vartheta)} = 0 \quad \text{on} \ \partial B,
\]
where \(\delta \tau^{(\sigma\vartheta)}\) grows quadratically in the gradient \(\nabla \tau^{(\sigma\vartheta)}\).

**Proof.** Choose any \((\sigma, \vartheta) \in \{1, \ldots, n\} \times \{1, \ldots, n\}\). The representation formula
\[
S_{\sigma,12}^\vartheta = T_{\sigma,1}^\vartheta - T_{\sigma,2}^\vartheta + \sum_{\omega=1}^n \left( T_{\omega,1}^\sigma T_{\omega,2}^\vartheta - T_{\omega,2}^\sigma T_{\omega,1}^\vartheta \right)
\]
for the normal curvature tensor together with \(\nabla \tau^{(\sigma\vartheta)} = ( -T_{\sigma,1}^\vartheta, T_{\sigma,2}^\vartheta )\) yields
\[
\Delta \tau^{(\sigma\vartheta)} = T_{\sigma,1}^\vartheta - T_{\sigma,2}^\vartheta = - \sum_{\omega=1}^n \left( T_{\omega,1}^\sigma T_{\omega,2}^\vartheta - T_{\omega,2}^\sigma T_{\omega,1}^\vartheta \right) + S_{\sigma,12}^\vartheta
\]
\[
= \sum_{\omega=1}^n \left( \tau^{(\sigma\omega)} \tau^{(\vartheta\omega)} - \tau^{(\sigma\omega)} \tau^{(\vartheta\omega)} \right) + S_{\sigma,12}^\vartheta
\]
proving the statement. \(\square\)

17. Examples

Let us evaluate this nonlinear system in the special cases \(n = 2\) and \(n = 3\).

17.1 The case \(n = 2\)

In this case there is only one integral function \(\tau^{(12)}\) satisfying
\[
\Delta \tau^{(12)} = S_{1,12}^2 \quad \text{in} \ B, \quad \tau^{(12)} = 0 \quad \text{on} \ \partial B.
\]
This is exactly the Poisson equation with homogeneous boundary data from paragraph 12.2 with \(\tau = \tau^{(12)}\) and \(S_N W = S_{1,12}^2\).
17.2 The case $n = 3$

If $n = 3$ we have three relations

\[
\begin{align*}
\Delta \tau^{(12)} &= \tau^{(13)}_u - \tau^{(13)}_u + S^2_{1,12}, \\
\Delta \tau^{(13)} &= \tau^{(12)}_u - \tau^{(23)}_u + S^3_{1,12}, \\
\Delta \tau^{(23)} &= \tau^{(21)}_u - \tau^{(21)}_u + S^3_{2,12}.
\end{align*}
\]

Now if we set

\[T := (\tau^{(12)}, \tau^{(13)}, \tau^{(23)}) \quad \text{and} \quad S := (S^2_{1,12}, S^3_{1,12}, S^3_{2,12}) = W \mathcal{S}_N\]

with the curvature vector $\mathcal{S}_N = W^{-1}(S^2_{1,12}, S^3_{1,12}, S^3_{2,12})$ of the normal bundle from paragraph 6.7, we find

\[\Delta T = T_u \times T_v + S \quad \text{in} \ B, \quad T = 0 \quad \text{on} \ \partial B\]

with the usual vector product $\times$ in $\mathbb{R}^3$. That means: $T$ solves an inhomogeneous $H$-surface system with constant mean curvature $H = \frac{1}{2}$ and vanishing boundary data, compare with the mean curvature system from Lecture I, that is,

\[\Delta X = 2HWN\]

with the scalar mean curvature $H$, the area element $W$, and unit normal vector $N$. If, additionally, $X$ satisfies the conformality relations, then $X$ even represents an immersion with scalar mean curvature $H$.

In particular, if $\mathcal{S}_N \equiv 0$, then $T \equiv 0$ by a result of Wente \cite{57}. We consider the general situation of higher codimensions in the next sections.

18. Quadratic growth in the gradient

18.1 A Grassmann-type vector

The last example gives rise to the definition of the following vector of Grassmann type

\[T := (\tau^{(\sigma \vartheta)})_{1 \leq \sigma < \vartheta \leq n} \in \mathbb{R}^N, \quad N := \frac{n}{2}(n - 1).\]

In our examples $T$ works as follows:

\[T = \tau^{(12)} \in \mathbb{R} \quad \text{for} \ n = 2, \]

\[T = (\tau^{(12)}, \tau^{(13)}, \tau^{(23)}) \in \mathbb{R}^3 \quad \text{for} \ n = 3.\]

Analogously we define the Grassmann-type vectors

\[\delta T := (\delta \tau^{(\sigma \vartheta)})_{1 \leq \sigma < \vartheta \leq n} \in \mathbb{R}^N, \quad S = W \mathcal{S}_N\]

with the curvature vector $\mathcal{S}_N = W^{-1}(S^2_{1,12}, S^3_{1,12}, \ldots)$. Then Proposition 16.4 can be written as

\[\Delta T = -\delta T + S \quad \text{in} \ B, \quad T = 0 \quad \text{on} \ \partial B.\]

From the definition of $\delta T$ we immediately obtain

\[|\Delta T| \leq c|\nabla T|^2 + |S| \quad \text{in} \ B\]

with some real constant $c > 0$. 
18.2 Nonlinear system with quadratic growth

The exact knowledge of this constant \( c > 0 \) will become important later.

**Proposition 25.** It holds

\[
|\Delta T| \leq \frac{\sqrt{n-2}}{2} |\nabla T|^2 + |S| \quad \text{in } B.
\]

**Proof.** We already know

\[
|\Delta T| \leq |\delta T| + |S| \quad \text{in } B.
\]

It remains to estimate \(|\delta T|\) appropriately. We begin with computing

\[
|\delta T|^2 = \sum_{1 \leq \sigma < \vartheta \leq n} \left\{ \sum_{\omega=1}^{n} \det \left( \nabla_{T}(\sigma \omega), \nabla_{T}(\vartheta \omega) \right) \right\}^2 \leq (n-2) \sum_{1 \leq \sigma < \vartheta \leq n} \left\{ \sum_{\omega=1}^{n} \det \left( \nabla_{T}(\sigma \omega), \nabla_{T}(\vartheta \omega) \right)^2 \right\}.
\]

Note that only derivatives of elements of \( T \) appear on the right hand side of \(|\delta T|^2\). Moreover, this right hand side can be estimated by \(|T_u \wedge T_v|^2\) because \( T_u \wedge T_v \) has actually more elements than \( \mathcal{R} \). Thus using Lagrange’s identity

\[
|X \wedge Y|^2 = |X|^2 |Y|^2 - (X \cdot Y)^2 \leq |X|^2 |Y|^2
\]

we can estimate as follows

\[
|\delta T|^2 \leq (n-2)|T_u \wedge T_v|^2 \leq (n-2)|T_u|^2|T_v|^2.
\]

Taking all together shows

\[
|\Delta T| \leq \sqrt{n-2} |T_u||T_v| + |S| \leq \frac{\sqrt{n-2}}{2} |\nabla T|^2 + |S|
\]

which proves the statement. \( \square \)

---

19. Torsion free normal frames

19.1 The case \( n = 3 \)

As already mentioned, in Wente \[57\] we find a uniqueness result for solutions of the homogeneous system, corresponding to the flat normal bundle situation \( \mathcal{S}_N = 0 \), if the codimension is 3:

**Proposition 26.** (Wente \[57\])

The only solution of the elliptic system

\[
\Delta T = T_u \times T_v \quad \text{in } B, \quad T = 0 \quad \text{on } \partial B,
\]

is \( T \equiv 0 \).

A proof of this result follows from asymptotic expansions of solutions \( T \) in the interior \( B \) and on the boundary \( \partial B \). We particularly refer to Hartman and Wintner \[33\] and Hildebrandt \[39\]; see also Heinz’ result mentioned in paragraph 19.3. In particular, we infer

**Corollary 1.** Suppose that the immersion \( X: \overline{B} \to \mathbb{R}^5 \) admits a normal Coulomb frame. Then this frame is free of torsion if and only if the curvature vector \( \mathcal{S}_N \) vanishes identically.

This is a special case of a general result we discuss in paragraph 19.3.

---

6In particular, elements of the form \( \det (\nabla_{T}(\sigma \omega), \nabla_{T}(\vartheta \omega))^2 \) appear in \(|T_u \wedge T_v|^2\), but they do not appear in \( \mathcal{R} \).
19.2 An auxiliary function

To handle the general case \( n > 3 \) we need some preparations. Let us start with the

**Lemma 12.** Let \( \mathcal{S}_N = 0 \). Then the function

\[
\Phi(w) = T_w(w) \cdot T_w(w) = \sum_{1 \leq \sigma < \vartheta \leq n} \tau_w^{(\sigma \vartheta)} \cdot \tau_w^{(\sigma \vartheta)},
\]

with the complex derivative \( \phi_w = \frac{1}{2} (\phi_u + i \phi_v) \), vanishes identically in \( B \).

**Proof.** We will prove that \( \Phi \) solves the boundary value problem

\[
\Phi_{\overline{w}} = 0 \quad \text{in} \quad B, \quad \text{Im}(w^2 \Phi) = 0 \quad \text{on} \quad \partial B.
\]

Then the analytic function \( \Psi(w) := w^2 \Phi(w) \) has vanishing imaginary part, and the Cauchy-Riemann equations imply \( \Psi(w) \equiv c \in \mathbb{R} \) so that the assertion follows from \( \Psi(0) = 0 \).

1. In order to deduce the stated boundary condition, recall that \( \tau^{(\sigma \vartheta)} = 0 \) on \( \partial B \). Thus all tangential derivatives vanish identically because

\[
-w_{\tau}^{(\sigma \vartheta)} + w_v^{(\sigma \vartheta)} = -\text{Im}(w_{\tau}^{(\sigma \vartheta)}) = 0 \quad \text{on} \quad \partial B
\]

for all \( \sigma, \vartheta = 1, \ldots, n \). The boundary condition follows from

\[
\text{Im}(w^2 \Phi) = \text{Im} \left( w^2 T_w \cdot T_w \right) = \text{Im} \left\{ w^2 \sum_{1 \leq \sigma < \vartheta \leq n} \tau_w^{(\sigma \vartheta)} \tau_w^{(\sigma \vartheta)} \right\}
\]

\[
= \sum_{1 \leq \sigma < \vartheta \leq n} \text{Im} \left\{ (w_{\tau}^{(\sigma \vartheta)}) (w_v^{(\sigma \vartheta)}) \right\} = 2 \sum_{1 \leq \sigma < \vartheta \leq n} \text{Re} (w_{\tau}^{(\sigma \vartheta)}) \text{Im} (w_v^{(\sigma \vartheta)}) = 0
\]

on the boundary \( \partial B \).

2. Now we show the analyticity of \( \Phi \) with the aid of \( \Delta \tau^{(\sigma \vartheta)} = 4 \tau_w^{(\sigma \vartheta)} = -\delta \tau^{(\sigma \vartheta)} : \) Interchanging indices cyclically yields

\[
2 \Phi_{\overline{w}} = 4 T_w \cdot T_{\overline{w}} = 4 \sum_{1 \leq \sigma < \vartheta \leq n} \tau_w^{(\sigma \vartheta)} \tau_w^{(\sigma \vartheta)} = \frac{1}{2} \sum_{\sigma, \vartheta = 1}^{n} \tau_w^{(\sigma \vartheta)} \Delta \tau^{(\sigma \vartheta)}
\]

\[
= \frac{1}{4} \sum_{\sigma, \vartheta, \omega = 1}^{n} \left\{ \tau_v^{(\sigma \omega)} \tau_u^{(\vartheta \omega)} - \tau_v^{(\sigma \vartheta)} \tau_u^{(\omega \vartheta)} \right\} - \frac{i}{4} \sum_{\sigma, \vartheta, \omega = 1}^{n} \left\{ \tau_v^{(\sigma \omega)} \tau_u^{(\vartheta \omega)} - \tau_v^{(\sigma \vartheta)} \tau_u^{(\omega \vartheta)} \right\}
\]

\[
= \frac{1}{4} \sum_{\sigma, \vartheta, \omega = 1}^{n} \left\{ \tau_v^{(\vartheta \sigma)} \tau_u^{(\omega \sigma)} - \tau_v^{(\vartheta \omega)} \tau_u^{(\sigma \omega)} \right\} - \frac{i}{4} \sum_{\sigma, \vartheta, \omega = 1}^{n} \left\{ \tau_v^{(\vartheta \sigma)} \tau_u^{(\omega \sigma)} - \tau_v^{(\vartheta \omega)} \tau_u^{(\sigma \omega)} \right\}
\]

which shows \( \Phi_{\overline{w}} = 0 \). The proof is complete.

\( \square \)

19.3 The case \( n > 3 \)

The main result of this section is the

**Theorem 8.** Suppose that the immersion \( X : \mathcal{B} \to \mathbb{R}^{n+2} \) admits a normal Coulomb frame \( N \). Then this frame is free of torsion if and only if the curvature vector \( \mathcal{S}_N \) of its normal bundle vanishes identically.
Normal Coulomb frames

Let $N$ be a normal Coulomb frame. If it is free of torsion then $\mathcal{S}_N$ vanishes identically. So assume conversely $\mathcal{S}_N \equiv 0$ and let us show that $N$ is free of torsion. Consider for this aim the Grassmann-type vector $T$ from above. Because $T_w \cdot T_w \equiv 0$ holds true by the previous lemma, we find

$$|T_u| = |T_v|, \quad T_u \cdot T_v = 0 \quad \text{in } B,$$

i.e. $T$ is a conformally parametrized solution of

$$\Delta T = -\delta T \quad \text{in } B, \quad T = 0 \quad \text{on } \partial B.$$

According to the quadratic growth condition $|\delta T| \leq c|\nabla T|^2$ (see paragraph 18.1), the arguments in Heinz [37] apply. Assume $T \not\equiv \text{const}$ in $B$. Then the asymptotic expansion stated in the Satz of Heinz [37] implies that boundary branch points $w_0 \in \partial B$ with $T_u(w_0) = T_v(w_0) = 0$ are isolated. But this contradicts our boundary condition $T|_{\partial B} = 0!$ Thus $T \equiv \text{const} = 0$ which implies $\tau^{(\sigma \vartheta)} \equiv 0$ for all $\sigma, \vartheta = 1, \ldots, n$, and the normal Coulomb frame is free of torsion. The theorem is proved.

Proof. Let $N$ be a normal Coulomb frame. If it is free of torsion then $\mathcal{S}_N$ vanishes identically. So assume conversely $\mathcal{S}_N \equiv 0$ and let us show that $N$ is free of torsion. Consider for this aim the Grassmann-type vector $T$ from above. Because $T_w \cdot T_w \equiv 0$ holds true by the previous lemma, we find

$$|T_u| = |T_v|, \quad T_u \cdot T_v = 0 \quad \text{in } B,$$

i.e. $T$ is a conformally parametrized solution of

$$\Delta T = -\delta T \quad \text{in } B, \quad T = 0 \quad \text{on } \partial B.$$

According to the quadratic growth condition $|\delta T| \leq c|\nabla T|^2$ (see paragraph 18.1), the arguments in Heinz [37] apply. Assume $T \not\equiv \text{const}$ in $B$. Then the asymptotic expansion stated in the Satz of Heinz [37] implies that boundary branch points $w_0 \in \partial B$ with $T_u(w_0) = T_v(w_0) = 0$ are isolated. But this contradicts our boundary condition $T|_{\partial B} = 0!$ Thus $T \equiv \text{const} = 0$ which implies $\tau^{(\sigma \vartheta)} \equiv 0$ for all $\sigma, \vartheta = 1, \ldots, n$, and the normal Coulomb frame is free of torsion. The theorem is proved.

Proof.

20. Non-flat normal bundles

We establish upper bounds for the torsion coefficients of normal Coulomb frames.

20.1 An upper bound via Wente’s $L^\infty$-estimate

Our first result is

Proposition 27. Let $N$ be a normal Coulomb frame for the conformally parametrized immersion $X$. Then the Grassmann-type vector $T$ satisfies

$$\|T\|_{L^\infty(B)} = \sup_{w \in B} \sqrt{\sum_{1 \leq \sigma < \vartheta \leq n} |\tau^{(\sigma \vartheta)}(w)|^2} \leq \frac{n - 2}{2\pi} \|\nabla T\|^2_{L^2(B)} + \frac{n(n - 1)}{8} \|\mathcal{S}_N W\|_{L^\infty(B)}$$

with the Lebesgue $L^2$-norm $\|\cdot\|_{L^2(B)}$ etc.

Proof. 1. For $1 \leq \sigma < \vartheta \leq n, \omega \in \{1, \ldots, n\}$ with $\omega \not\in \{\sigma, \vartheta\}$, and given integral functions $\tau^{(\sigma \vartheta)}$ we define the functions $y^{(\sigma \vartheta \omega)}$ as the unique solutions of

$$\Delta y^{(\sigma \vartheta \omega)} = - \det(\nabla \tau^{(\sigma \omega)}, \nabla \tau^{(\vartheta \omega)}) \quad \text{in } B, \quad y^{(\sigma \vartheta \omega)} = 0 \quad \text{on } \partial B.$$

Wente’s $L^\infty$-estimate from Wente [58] together with Topping [53] then yields the optimal inequalities [57] (see also section 22.1)

$$\|y^{(\sigma \vartheta \omega)}\|_{L^\infty(B)} \leq \frac{1}{4\pi} \left(\|\nabla \tau^{(\sigma \omega)}\|^2_{L^2(B)} + \|\nabla \tau^{(\vartheta \omega)}\|^2_{L^2(B)}\right), \quad 1 \leq \sigma < \vartheta \leq n, \omega \not\in \{\sigma, \vartheta\}.$$

In addition, we introduce the Grassmann-type vector $Z = (\tau^{(\sigma \vartheta)})_{1 \leq \sigma < \vartheta \leq n}$ as the unique solution of

$$\Delta Z = S \quad \text{in } B, \quad Z = 0 \quad \text{on } \partial B.$$

7Let $X : C^2(\mathbb{R}^m) \to \mathbb{R}^m$ solve the elliptic system $\Delta X = Hf(X, X_u, X_v)$ together with $X_w = X^2, X_u \cdot X_v = 0$, where $|f(x, p, q)| \leq \mu(|x|)(|p|^2 + |q|^2)$. Then if $X_u(w_0) = 0$ for some $w_0 \in \partial B$, but $X_u \not\equiv 0$, the following asymptotic expansion $X_u(w) = a(w - w_0) + o(|w - w_0|^\ell)$ holds for $w \to w_0$, where $a \in C$ with $a_1 \ldots a_n = 0$, and $\ell \in \mathbb{N} \setminus \{0\}$.

In 1980 H. Wente proved: Let $\Phi = C(\mathbb{R}^n) \cap H^{1,2}(B)$ be a solution of $\Delta \Phi = -(f_u g_v - f_v g_u)$ in $B, \Phi = 0$ on $\partial B$, with $f, g \in H^{1,2}(B)$, then $\|\Phi\|_{L^\infty(B)} + \|\nabla \Phi\|_{L^2(B)} \leq C\|\nabla f\|_{L^2(B)} \|\nabla g\|_{L^2(B)}$. Following Topping [53] we may set $\frac{\ell}{2} = \frac{1}{4\pi}$ after applying Hölder’s inequality. See also section 22 below.
with $S = (S^2_{1,12}, S^2_{1,12}, \ldots)$ and $S = W \mathcal{S}_N$. Introduce new indices to write $Z = (Z_1, \ldots, Z_N)$ and $S = (S_1, \ldots, S_N)$ for the moment. We use Poisson’s representation formula to estimate as follows

$$|Z(w)| \leq \sum_{i=1}^{N} |Z_i| = \sum_{i=1}^{N} \left| \int_B \phi(\zeta; w)S_i(\zeta) \, d\xi d\eta \right| \leq \sum_{i=1}^{N} \int_B \left| \phi(\zeta; w)\right| |S_i(\zeta)| \, d\xi d\eta$$

$$\leq \sqrt{N} \int_B \left| \phi(\zeta; w) \right| \sqrt{\sum_{i=1}^{N} |S_i(\zeta)|^2} \, d\xi d\eta = \sqrt{N} \int_B \left| \phi(\zeta; w) \right| |S(\zeta)| \, d\xi d\eta$$

with the Green function $\phi(\zeta; w)$ for $\Delta$ in $B$; $\zeta = (\xi, \eta)$. From Lecture II we already know

$$\int_B \left| \phi(\zeta; w) \right| \, d\xi d\eta = \frac{1 - |w|^2}{4} \leq \frac{1}{4},$$

which enables us to continue to estimate $|Z(w)|$ to get

$$\|Z\|_{L^\infty(B)} \leq \sqrt{N} \|S\|_{L^\infty(B)} \int_B \left| \phi(\zeta; w) \right| \, d\xi d\eta \leq \frac{\sqrt{N}}{4} \|S\|_{L^\infty(B)}.$$

2. Now recall that

$$\Delta \tau^{(\sigma\vartheta)} = - \sum_{\omega=1}^{n} \det \left( \nabla_T^{(\sigma\omega)}, \nabla_T^{(\omega\vartheta)} \right) + S^\vartheta_{\sigma,12} = \sum_{\omega=1}^{n} \Delta y^{(\sigma\vartheta)} + \Delta z^{(\sigma\vartheta)}.$$

Taking account of the unique solvability of the above mentioned Dirichlet problems with vanishing boundary data, the maximum principle yields

$$\tau^{(\sigma\vartheta)} = \sum_{\omega \notin \{\sigma, \vartheta\}} y^{(\sigma\vartheta)} + z^{(\sigma\vartheta)}, \quad 1 \leq \sigma < \vartheta \leq n.$$

Now we collect all the estimates obtained and get (we rearrange the summations and redefine some indices of the sums)

$$\|T\|_{L^\infty(B)} \leq \sum_{1 \leq \sigma < \vartheta \leq n} \sum_{\omega \notin \{\sigma, \vartheta\}} \|y^{(\sigma\vartheta\omega)}\|_{L^\infty(B)} + \sum_{1 \leq \sigma < \vartheta \leq n} \|z^{(\sigma\vartheta)}\|_{L^\infty(B)}$$

$$\leq \sum_{1 \leq \sigma < \vartheta \leq n} \sum_{\omega \notin \{\sigma, \vartheta\}} \|y^{(\sigma\vartheta\omega)}\|_{L^\infty(B)} + \sqrt{N} \|Z\|_{L^\infty(B)}$$

$$\leq \frac{1}{4\pi} \sum_{1 \leq \sigma < \vartheta \leq n} \sum_{\omega \notin \{\sigma, \vartheta\}} \left( \|\nabla_T^{(\sigma\omega)}\|^2_{L^2(B)} + \|\nabla_T^{(\omega\vartheta)}\|^2_{L^2(B)} \right) + \frac{N}{4} \|S\|_{L^\infty(B)}$$

$$= \frac{1}{4\pi} \left\{ \sum_{1 \leq \omega < \sigma < \vartheta \leq n} \left( \|\nabla_T^{(\omega\sigma)}\|^2_{L^2(B)} + \|\nabla_T^{(\vartheta\omega)}\|^2_{L^2(B)} \right) \right.$$

$$+ \sum_{1 \leq \sigma < \vartheta < \omega \leq n} \left( \|\nabla_T^{(\sigma\vartheta)}\|^2_{L^2(B)} + \|\nabla_T^{(\omega\sigma)}\|^2_{L^2(B)} \right)$$

$$+ \sum_{1 \leq \sigma < \omega < \vartheta \leq n} \left( \|\nabla_T^{(\sigma\omega)}\|^2_{L^2(B)} + \|\nabla_T^{(\vartheta\omega)}\|^2_{L^2(B)} \right) \right\} + \frac{N}{4} \|S\|_{L^\infty(B)}$$

$$= \ldots$$
\[
\ldots = \frac{1}{4\pi} \left\{ \sum_{1 \leq \sigma < \vartheta < \omega \leq n} \| \nabla \tau^{(\sigma \vartheta)} \|_{L^2(B)}^2 + \sum_{1 \leq \sigma < \omega < \vartheta \leq n} \| \nabla \tau^{(\sigma \vartheta \omega)} \|_{L^2(B)}^2 + \sum_{1 \leq \omega < \vartheta < \sigma \leq n} \| \nabla \tau^{(\sigma \vartheta \omega)} \|_{L^2(B)}^2 \right. \\
+ \sum_{1 \leq \omega < \sigma < \vartheta \leq n} \| \nabla \tau^{(\sigma \vartheta \omega)} \|_{L^2(B)}^2 + \sum_{1 \leq \vartheta < \sigma \leq n} \| \nabla \tau^{(\sigma \vartheta \omega)} \|_{L^2(B)}^2 \right\} \\
+ \frac{N}{4} \| S \|_{L^\infty(B)}
\]

\[
= \frac{1}{2\pi} \sum_{1 \leq \sigma < \vartheta \leq n} \sum_{\vartheta \notin \{\sigma, \vartheta\}} \| \nabla \tau^{(\sigma \vartheta \omega)} \|_{L^2(B)}^2 + \frac{N}{4} \| S \|_{L^\infty(B)}
\]

\[
= \frac{n-2}{2\pi} \| \nabla T \|_{L^2(B)}^2 + \frac{1}{4} \frac{n(n-1)}{2} \| S \|_{L^\infty(B)} .
\]

This proves the statement.

### 20.2 An upper bound via Poincaré’s inequality

For large codimension \( n \), the above estimate is somewhat unsatisfactory. Alternatively, we show

\[
|z^{(\sigma \vartheta)}(w)| \leq \sqrt{\frac{2}{\pi}} \| S_{\sigma,12}^{\sigma} \|_{L^2(B)} \quad \text{for all} \quad 1 \leq \sigma < \vartheta \leq n
\]

for the Grassmann-type vector \( Z = (z^{(12)}, z^{(13)}, \ldots) \) from the previous paragraph. Then we would have

\[
\| Z \|_{L^\infty(B)} = \sup_B \sqrt{\sum_{1 \leq \sigma < \vartheta \leq n} |z^{(\sigma \vartheta)}(w)|^2} \leq \sqrt{\frac{2}{\pi}} \sqrt{\sum_{1 \leq \sigma < \vartheta \leq n} \| S_{\sigma,12}^{\sigma} \|_{L^2(B)}^2} = \sqrt{\frac{2}{\pi}} \| S \|_{L^2(B)} \leq \sqrt{\| S \|_{L^\infty(B)}}
\]

which finally leads us to a smaller upper bound for \( \| T \|_{L^\infty(B)} \) at least for codimensions \( n = 2, 3 \). In order to prove the stated inequality we start with the Poisson representation formula

\[
z^{(\sigma \vartheta)} = \iint_B \phi(\zeta; w) S_{\sigma,12}^{\sigma}(\zeta) \, d\xi d\eta, \quad z^{(\sigma \vartheta)} = 0 \quad \text{on} \quad \partial B.
\]

Applying the Hölder and the Poincaré inequality gives

\[
|z^{(\sigma \vartheta)}(w)| \leq \| \phi(\cdot; w) \|_{L^2(B)} \| S_{\sigma,12}^{\sigma} \|_{L^2(B)} \leq \frac{1}{2\sqrt{\pi}} \| \nabla \phi(\cdot; w) \|_{L^1(B)} \| S_{\sigma,12}^{\sigma} \|_{L^2(B)}. \quad (20.1)
\]

For the optimal constant \( \frac{1}{2\sqrt{\pi}} \) in the Sobolev inequality we refer to Gilbarg and Trudinger [22], paragraph 7.7 and the references therein. Furthermore, \( \phi = \phi(\zeta; w) := \frac{1}{2\pi} \log \left| \frac{\zeta-w}{\zeta-w} \right| \) denotes again Green’s function for the Laplace operator \( \Delta \) in \( B \) which satisfies \( \phi(\cdot; w) \in H^1_0(B) \) as well as

\[
2\phi(\zeta; w) \equiv \phi(\zeta; w) - i\phi(\zeta; w) = \frac{1}{2\pi} \left( \frac{\zeta-w}{|\zeta-w|^2} + w \frac{1 - \overline{w}}{|1 - \overline{w}|^2} \right), \quad w \neq \zeta.
\]

A straightforward calculation shows

\[
|\nabla \phi(\zeta; w)| \leq 2|\phi(\zeta; w)| = \frac{1}{2\pi} \frac{1-|w|^2}{|\zeta-w|} \leq \frac{1}{2\pi} \frac{1+|w|}{|\zeta-w|} \leq \frac{1}{\pi} \frac{1}{|\zeta-w|}, \quad \zeta \neq w.
\]

And since the right hand side in the inequality

\[
\iint_B |\nabla \phi(\zeta; w)| \, d\xi d\eta \leq \frac{1}{\pi} \iint_{B(\zeta,w)} \frac{1}{|\zeta-w|} \, d\xi d\eta + \frac{1}{\pi} \iint_{B \setminus B(\zeta,w)} \frac{1}{|\zeta-w|} \, d\xi d\eta \leq 2\delta + \frac{1}{\delta}
\]
becomes minimal for $\delta = \frac{1}{\sqrt{2}}$, we arrive at
\[
|z^{(\sigma \vartheta)}(w)| \leq \frac{1}{2\sqrt{\pi}} \left( 2 \cdot \frac{1}{\sqrt{2}} + \sqrt{2} \right) \|S_{\alpha,12}^{\vartheta}\|_{L^2(B)} = \frac{\sqrt{2}}{\sqrt{\pi}} \|S_{\alpha,12}^{\vartheta}\|_{L^2(B)}
\]
proving the stated inequality. Rearranging gives
\[
|Z(w)| \leq \frac{\sqrt{2}}{\sqrt{\pi}} \cdot \sqrt{\pi} \cdot \|S_{\alpha,12}\|_{L^\infty(B)} \leq \sqrt{2} \|S\|_{L^\infty(B)}.
\]
Thus we have

**Proposition 28.** Let $N$ be a normal Coulomb frame for the conformally parametrized immersion $X$. Then the Grassmann-type vector $T$ satisfies
\[
\|T\|_{L^\infty(B)} \leq \frac{n-2}{2\pi} \|\nabla T\|_{L^2(B)}^2 + \sqrt{2} \|S\|_{L^\infty(B)}.
\]
This provides us a better estimate at least if $n = 2, 3$.

### 20.3 An estimate for the torsion coefficients

We are now in the position to prove our main result of this section.

**Theorem 9.** Let $N$ be a normal Coulomb frame for the conformally parametrized immersion $X: \overline{B} \to \mathbb{R}^{n+2}$ with total torsion $T(N)$ and given $\|S\|_{L^\infty(B)}$. Assume that the smallness condition
\[
\frac{\sqrt{n-2}}{2} \left( \frac{n-2}{4\pi} T(N) + C(n)\|S\|_{L^\infty(B)} \right) < 1
\]
is satisfied with $C(n) := \min \left\{ \frac{n(n-1)}{8}, \sqrt{2} \right\}$. Then the torsion coefficients of $N$ can be estimated by
\[
\|T_{\alpha,i}^{\vartheta}\|_{L^\infty(B)} \leq c, \quad i = 1, 2, \ 1 \leq \sigma < \vartheta \leq n,
\]
with a nonnegative constant $c = c(n, \|S\|_{L^\infty(B)}, T(N)) < +\infty$.

**Proof.** We have the following elliptic system
\[
|\Delta T| \leq \sqrt{\frac{n(n-1)}{2}} |\nabla T|^2 + |S| \quad \text{in } B, \quad T = 0 \quad \text{on } \partial B,
\]
\[
\|T\|_{L^\infty(B)} \leq \frac{n-2}{2\pi} \|\nabla T\|_{L^2(B)}^2 + C(n)\|S\|_{L^\infty(B)} \leq M \in [0, +\infty).
\]
The smallness condition ensures that we can apply Heinz’s global gradient estimate Theorem 1 in Sauvigny [10], chapter XII, § 3, obtaining $\|\nabla T\|_{\infty} \leq c$. This in turn yields the desired estimate.

**Remark 8.** It remains open to prove global pointwise estimates for the torsion coefficients without the smallness condition. In particular, we would like to get rid of the a priori knowledge of $T(N)$.

---

\[\text{This theorem states: Let } X \in C^2(\overline{B}) \text{ be a solution of the elliptic system } |\Delta X| \leq a|\nabla X|^2 + b \text{ in } B \text{ with } X = 0 \text{ on } \partial B \text{ and } \|X\|_{L^\infty(B)} \leq M. \text{ Assume } aM < 1. \text{ Then there is a constant } c = c(a, b, M, \alpha) \text{ such that } \|X\|_{C^{2,\alpha}(\overline{B})} \leq c(a, b, M, \alpha).\]
21. Bounds for the total torsion

21.1 Upper bounds

From the torsion estimates above we can easily infer various upper bounds for the functional of total torsion: For example, the previous theorem yields an estimate of the form

\[ T(N) \leq 2 \sum_{1 \leq \sigma < \theta \leq n} \int_B \left\{ \| T_{\sigma,1}^\theta \|_{L^\infty(B)} + \| T_{\sigma,2}^\theta \|_{L^\infty(B)} \right\} \, du dv =: C(n, \| S \|_{L^\infty(B)}, T(N)). \]

Let us focus an alternative way for small solutions \( T \) : Namely, multiplying \( \Delta T = -\delta T + S \) by \( T \) and integrating by parts yields

**Proposition 29.** For small solutions \( \| T \|_{L^\infty(B)} \leq \frac{2}{\sqrt{n-2}} \) it holds

\[ T(N) = 2\| \nabla T \|^2_{L^2(B)} \leq \frac{4\| T \|_{L^\infty(B)}\| S \|_{L^1(B)}}{2 - \sqrt{n-2}\| T \|_{L^\infty(B)}}. \]

**Remark 9.** The reader is referred to Sauvigny [46] where such small solutions of nonlinear elliptic systems are constructed. Let us emphasize that the case \( n = 2 \) is much easier to handle: The classical maximum principle controls \( \| T \|_{L^\infty(B)} \) in terms of \( \| S \|_{L^\infty(B)} \), and no smallness condition is needed to bound the functional of total torsion.

21.2 A lower bound

Finally we complete this section with establishing a lower bound for the functional of total torsion.

**Proposition 30.** Let \( N \) a normal Coulomb frame for the immersion \( X \). Assume that the curvature vector of its normal bundle satisfies \( S \not\equiv 0 \) as well as \( \| \nabla S \|_{L^2(B)} > 0 \). Then it holds

\[ T(N) \geq \sqrt{n-2}\| S \|_{L^\infty(B)} + \frac{\| S \|^2_{L^2(B)}}{1 - \varrho^2\| S \|^2_{L^2(B)}} + \frac{2\| \nabla S \|^2_{L^2(B)}}{\| S \|^2_{L^2(B)}} \geq 0 \]

with \( \varrho = \varrho(S) \in (0,1) \) constructed in the proof given below, and \( B_\varrho = \{(u,v) \in \mathbb{R}^2 \mid u^2 + v^2 < \varrho \} \).

**Proof.** 1. Because of \( S \not\equiv 0 \) there exists (a first) \( \varrho = \varrho(S) \in (0,1) \) such that

\[ \| S \|^2_{L^2(B_\varrho)} = \left( \int_{B_\varrho(0)} |S|^2 \, du dv \right)^{\frac{1}{2}} > 0, \]

and this is already our \( \varrho \) from the assumption of the proposition. Now we choose a test function \( \eta \in C^0(B, \mathbb{R}) \cap H^1_0(B) \) with the properties

\[ \eta \in [0,1] \text{ in } B, \quad \eta = 1 \text{ in } B_\varrho, \quad |\nabla \eta| \leq \frac{1}{1 - \varrho} \text{ in } B. \]

Multiplying \( \Delta T = -\delta T + S \) by \( (\eta S) \) and integrating by parts yields

\[ \int_B \nabla T \cdot \nabla (\eta S) \, du dv = \int_B \eta \delta T \cdot S \, du dv - \int_B \eta |S|^2 \, du dv. \]
Taking $|\delta T| \leq \sqrt{n-2}|T_0||T_0|$ (see section 18.2) into account, we can now estimate as follows:

\[
\int_{B} |S|^2 \, du \, dv \leq \int_{B} \eta |S|^2 \, du \, dv + \int_{B} |\nabla T \cdot \nabla (\eta S)| \, du \, dv
\]

\[
\leq \|S\|_{L^\infty(B)} \int_{B} \eta |\delta T| \, du \, dv + \int_{B} |\nabla \eta| |\nabla T| \, du \, dv + \int_{B} \eta |\nabla S| |\nabla T| \, du \, dv
\]

\[
\leq \sqrt{n-2} \|S\|_{L^\infty(B)} \int_{B} |\nabla T|^2 \, du \, dv + \frac{\varepsilon}{2} \int_{B} |S|^2 \, du \, dv + \frac{1}{2\varepsilon(1-\varrho)^2} \int_{B} |\nabla T|^2 \, du \, dv
\]

\[
+ \frac{\delta}{2} \int_{B} |\nabla S|^2 \, du \, dv + \frac{1}{2\delta} \int_{B} |\nabla T|^2 \, du \, dv
\]

with arbitrary real numbers $\varepsilon, \delta > 0$. Summarizing we arrive at

\[
\|S\|^2_{L^2(B_{\frac{1}{2}})} \leq \left( \frac{\sqrt{n-2}}{2} \|S\|_{L^\infty(B)} + \frac{1}{2\varepsilon(1-\varrho)^2} + \frac{1}{2\delta} \right) \|\nabla T\|^2_{L^2(B)} + \frac{\varepsilon}{2} \|S\|^2_{L^2(B_{\frac{1}{2}})} + \frac{\delta}{2} \|\nabla S\|^2_{L^2(B)}.
\]

2. Now we choose $\varepsilon$: Inserting $\varepsilon = \|S\|^2_{L^2(B_{\frac{1}{2}})}|\|S\|^2_{L^2(B_{\frac{1}{2}})} > 0$ and rearranging for $\|S\|^2_{B_{\frac{1}{2}}(B_{\frac{1}{2}})}$ gives

\[
\|S\|^2_{L^2(B_{\frac{1}{2}})} \leq \left( \sqrt{n-2} \|S\|_{L^\infty(B)} + \frac{\|S\|^2_{L^2(B_{\frac{1}{2}})}(1-\varrho)^2 |\|S\|^2_{L^2(B_{\frac{1}{2}})} + 1}{\delta} \right) \|\nabla T\|^2_{L^2(B)} + \|\nabla S\|^2_{L^2(B)}.
\]

And since $\|\nabla S\|^2_{L^2(B_{\frac{1}{2}})} > 0$ we can insert $\delta = \frac{1}{\delta} |\nabla S\|^2_{L^2(B_{\frac{1}{2}})}|\|S\|^2_{L^2(B_{\frac{1}{2}})}$ which implies

\[
\|S\|^2_{L^2(B_{\frac{1}{2}})} \leq 2 \left( \sqrt{n-2} \|S\|_{L^\infty(B)} + \frac{|\|S\|^2_{L^2(B_{\frac{1}{2}})}(1-\varrho)^2 |\|S\|^2_{L^2(B_{\frac{1}{2}})} + 2|\nabla S\|^2_{L^2(B_{\frac{1}{2}})}}{\|S\|^2_{L^2(B_{\frac{1}{2}})}} \right) \|\nabla T\|^2_{L^2(B)}.
\]

Having $T(N) = 2\|\nabla T\|^2_{L^2(B)}$ in mind we arrive at the stated estimate. 

\[
\Box
\]

22. Existence and regularity of weak normal Coulomb frames

22.1 Regularity results for the homogeneous Poisson problem

To introduce the function spaces coming next into play we consider the Dirichlet boundary value problem

\[
\Delta \phi(u,v) = r(u,v) \quad \text{in } B, \quad \phi(u,v) = 0 \quad \text{on } \partial B.
\]

Let us abbreviate this problem by (DP).

22.1.1 Schauder estimates

Let $r \in C^\alpha(\overline{B})$ hold true for the right hand side $r$. Then there exist a classical solution of (DB) satisfying

\[
\|\phi\|_{C^{2+\alpha}(\overline{B})} \leq C(\alpha)\|r\|_{C^\alpha(\overline{B})},
\]

see e.g. Gilbarg and Trudinger [32].
22.1.2 $L^p$-estimates

Let $r \in L^2(B)$ then any solution $\phi \in H^{1,2}(B)$ is of class $H^{2,2}(B)$, and it holds

$$\|\phi\|_{H^{2,2}(B)} \leq C(\|\phi\|_{H^{1,2}(B)} + \|r\|_{L^2(B)}).$$

In particular, if $r \in H^{m-2,2}(B)$ for the right hand side we have

$$\|\phi\|_{H^{m-2,2}(B)} \leq C(\|\phi\|_{H^{1,2}(B)} + \|r\|_{H^{m-2,2}(B)}).$$

For a detailed analysis we refer the reader to Dobrowolski [23], chapter 7. Note that we must require $r \in L^2(B)$ to infer higher regularity $\phi \in C^0(B)$ because $H^{2,2}(B)$ is continuously embedded in $C^0(B)$ by Sobolev’s embedding theorem. But if, on the other hand, $r \in L^1(B)$ then any weak solution $\phi \in H^{1,2}(B)$ of (DB) satisfies

$$\|\phi\|_{L^q(B)} \leq C\|r\|_{L^1(B)} \quad \text{for all } 1 \leq q < \infty,$$

$$\|\phi\|_{H^{1,r}(B)} \leq C\|r\|_{L^1(B)} \quad \text{for all } 1 \leq p < 2.$$  

In particular, a function $\phi \in H^{1,2}(B)$ is not necessarily continuous.

22.1.3 Wente’s $L^\infty$-estimate

This situation changes dramatically if the side hand side $r$ possesses a certain algebraic structure. Namely assume

$$r = \frac{\partial a}{\partial u} \frac{\partial b}{\partial v} - \frac{\partial a}{\partial v} \frac{\partial b}{\partial u}$$

with functions $a, b \in H^{1,2}(B)$. Then again $r \in L^1(B)$ but any solution $\phi \in H^{1,2}(B)$ is of class $C^0(B)$ and satisfies Wente’s $L^\infty$-estimate

$$\|\phi\|_{L^\infty(B)} + \|\nabla\phi\|_{L^2(B)} \leq \frac{1}{4\pi} \|\nabla a\|_{L^2(B)} \|\nabla b\|_{L^2(B)};$$

see Wente [58]. We already used this inequality in section 20.1 for establishing an upper bound for the total torsion of normal Coulomb frames. The idea of its proof of this inequality follows from an ingenious partial integration of the right hand side presented in curl-structure using the conformal invariance of the differential equation. Finally we approximate $a$ and $b$ by smooth functions $a_n, b_n \in C^\infty(B)$ which form a Cauchy sequence in $H^{1,2}(B)$ and $L^\infty(B)$ with continuous limit.

22.1.4 Hardy spaces

Wente’s discovery is the starting point of the modern harmonic analysis. Its general framework is the concept of Hardy spaces. From Helein [58] we quote two possible definitions of Hardy spaces leading to equivalent formulations.

**Definition 20.** (Tempered-distribution definition)

Let $\Psi \in C^\infty_0(\mathbb{R}^m)$ such that

$$\int_{\mathbb{R}^m} \Psi(x) \, dx = 1.$$ 

For each $\varepsilon > 0$ we set

$$\Psi_\varepsilon(x) = \frac{1}{\varepsilon^m} \Psi(\varepsilon^{-1}x),$$

and for $\phi \in L^1(\mathbb{R}^m)$ define

$$\phi^*(x) = \sup_{\varepsilon > 0} |(\Psi_\varepsilon \ast \phi)(x)|.$$

Then $\phi$ belongs to $\mathcal{H}^1(\mathbb{R}^m)$ if and only if $\phi^* \in L^1(\mathbb{R}^m)$ with norm

$$\|\phi\|_{\mathcal{H}^1(\mathbb{R}^m)} \leq \|\phi\|_{L^1(\mathbb{R}^m)} + \|\phi^*\|_{L^1(\mathbb{R}^m)}.$$
Definition 21. (Riesz-Fourier-transform definition) For any function \( \phi \in L^1(\mathbb{R}^m) \) we denote by \( R_\alpha \phi \) the function defined by

\[
F(R_\alpha \phi) = \frac{\xi^\alpha}{|\xi|^a} F(\phi)(\xi)
\]

with the \( \phi \)-Fourier transform

\[
F(\phi)(\xi) = \frac{1}{(2\pi)^{\frac{m}{2}}} \int_{\mathbb{R}^m} e^{-ix\cdot\xi} \phi(x) \, dx.
\]

Then \( \phi \) belongs to \( \mathcal{H}^1(\mathbb{R}^m) \) if and only if

\[
R_\alpha \phi \in L^1(\mathbb{R}^m) \quad \text{for all} \quad \alpha = 1, \ldots, m
\]

with norm

\[
\|\phi\|_{\mathcal{H}^1(\mathbb{R}^m)} = \|\phi\|_{L^1(\mathbb{R}^m)} + \sum_{\alpha=1}^m \|R_\alpha \phi\|_{L^1(\mathbb{R}^m)}.
\]

For a profound and comprehensive presentation of harmonic analysis we want to refer the reader to Stein’s monograph \([49]\).

Consider again our Dirichlet problem (DP). Let \( a, b \in H^{1,2}(B) \), and consider its extensions \( a \mapsto \widehat{a} \) and \( b \mapsto \widehat{b} \) in \( H^{1,2} \) to the whole space \( \mathbb{R}^2 \) such that these mappings are continuous from \( H^{1,2}(B) \) to \( H^{1,2}(\mathbb{R}^2) \). Then, referring again to Helein \([38]\), chapter 3.

22.1.5 Lorentz interpolation spaces

This fact becomes especially important now. Let us start with

Definition 22. Let \( \Omega \subset \mathbb{R}^m \) be open, and let \( p \in (1, +\infty) \) and \( q \in [1, +\infty] \). The Lorentz space \( L^{(p,q)}(\Omega) \) is the set of measurable functions \( \phi : \Omega \to \mathbb{R} \) such that

\[
\|f\|_{L^{(p,q)}(\Omega)} := \left( \int_0^\infty \left( \frac{1}{t} \int_0^t f^q(t') \, dt' \right)^{\frac{p}{q}} \, dt \right)^{\frac{1}{p}} < \infty \quad \text{if} \quad q < +\infty
\]

or

\[
\|f\|_{L^{(p,q)}(\Omega)} := \sup_{t>0} t^\frac{p}{q} f^*(t) < \infty \quad \text{if} \quad q = +\infty.
\]

Here \( f^* \) denotes the unique non-increasing rearrangement of \( |f| \) on \( [0, \text{meas}\Omega] \).

Lorentz spaces are Banach spaces with a suitable norm. They may be considered as a deformation of \( L^p \). Note that

\[
L^{(p,p)}(B) = L^p(B), \quad L^{(p,1)}(B) \subset L^{(p,q')}(B) \subset L^{(p,q'')}(B) \subset L^{(p,\infty)}(B)
\]

for \( 1 < q' < q'' \). Then

(i) if \( \phi \in H^{1,2}(B) \) solves (DP) with \( r \in \mathcal{H}^1(\Omega) \) then \( \frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y} \in L^{(2,1)}(B) \);

(ii) if \( \phi \in H^{1,2}(B) \) with \( \frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y} \in L^{(2,1)}(B) \) then \( \phi \in C^0(\overline{B}) \).

22.1.6 The general regularity result

Summarizing we can state the following regularity result from Helein \([38]\), chapter 3.

Proposition 31. Let \( a, b \in H^{1,2}(B) \), and assume \( \phi \in H^{1,2}(B) \) solves (DB). Then \( \frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y} \in L^{(2,1)}(B) \), and in particular \( \phi \in C^0(\overline{B}) \).
22.2 Existence of weak normal Coulomb frames

In case \( n = 2 \) we constructed critical points of the functional of total torsion solving the Euler-Lagrange equation explicitly and verified its minimal character. In the general situation now we construct critical points by means of direct methods of the calculus of variations. We start with the following

**Definition 23.** Let \( m \in \mathbb{N}, m \geq 2 \). For two matrices \( A, B \in \mathbb{R}^{m \times m} \) we define their inner product

\[
\langle A, B \rangle = \text{trace} (A \circ B^t) = \sum_{\sigma, \vartheta=1}^{m} A^\vartheta \sigma B^\vartheta \sigma
\]

and the associated norm

\[
|A| = \sqrt{\langle A, A \rangle} = \left( \sum_{\sigma, \vartheta=1}^{m} (A^\vartheta \sigma)^2 \right)^{\frac{1}{2}}.
\]

Helein proved in [38], Lemma 4.1.3, existence of weak Coulomb frames in the tangent bundle of surfaces. We want to carry out his arguments and adapt his methods to our situation. Additionally we want to present classical regularity of weak normal Coulomb frames. We always use conformal parameters (\( u, v \) \( \in \overline{B} \)).

**Proposition 32.** There exists a weak normal Coulomb frame \( N \in H^{1,2}(B) \cap L^\infty(B) \) minimizing the functional \( T(N) \) of total torsion in the set of all weak normal frames of class \( H^{1,2}(B) \cap L^\infty(B) \).

**Proof.** We fix\(^{10}\) some normal frame \( \tilde{N} \in C^{k-1,\alpha} (\overline{B}) \) and interpret \( T(N) \) as a functional \( F(R) \) of \( SO(n) \)-regular rotations \( R = (R^\vartheta \sigma)_{\sigma, \vartheta=1,\ldots,n} \in H^{1,2}(B, SO(n)) \) by setting

\[
F(R) = \sum_{\sigma, \vartheta=1}^{n} \sum_{i=1}^{2} \iint_B (T^\vartheta_{\sigma, i})^2 \, dudv = \iint_B (|T_1|^2 + |T_2|^2) \, dudv, \quad N_\sigma := \sum_{\vartheta=1}^{n} R^\vartheta \sigma \tilde{N}_\vartheta,
\]

setting \( T_i = (T^\vartheta_{\sigma, i})_{\sigma, \vartheta=1,\ldots,n} \). Choose a minimizing sequence \( 'R = (R^\vartheta \sigma)_{\sigma, \vartheta=1,\ldots,n} \in H^{1,2}(B, SO(n)) \) and define

\[
'R_\sigma := \sum_{\vartheta=1}^{n} 'R^\vartheta \sigma \tilde{N}_\vartheta. \quad \text{As in paragraph } \text{[22.5]} \text{ we find } 'T_i = 'R_{u_1} \circ 'R^t + 'R \circ 'T_i \circ 'R^t \text{ which implies}
\]

\[
'T_i \circ 'T_i^t = (R_{u_1} \circ 'R^t + R \circ 'T_i \circ 'R^t) \circ (R \circ 'R_{u_1}^t + R \circ 'T_i^t \circ 'R^t)
\]

\[
= (R_{u_1} \circ 'R_{u_1}^t + R \circ 'T_i \circ 'R_{u_1}^t) + (R_{u_1} \circ 'T_i \circ 'R_{u_1}^t) + (R \circ 'T_i \circ 'T_i^t \circ 'R^t + (R \circ 'T_i \circ 'T_i^t \circ 'R^t).
\]

In particular, we conclude

\[
\text{trace} ('T_i \circ 'T_i^t) = \text{trace} ('R_{u_1} \circ 'R_{u_1}^t) + 2 \text{trace} (R \circ 'T_i \circ 'R_{u_1}^t) + \text{trace} (R \circ 'T_i \circ 'T_i^t)
\]

or using our notion of a matrix norm

\[
|'T_i|^2 = |'R_{u_1}|^2 + 2 |R \circ 'T_i \circ 'R_{u_1}| + |'T_i^t|.
\]

Furthermore, taking \( |R \circ 'T_i| = |'T_i| \) into account, we arrive at the estimate

\[
|'T_i|^2 \geq (|'T_i| - |'R_{u_1}|)^2 \quad \text{a.e. on } B, \quad \text{for all } \ell \in \mathbb{N}.
\]

Now because the \( 'T_i \) are bounded in \( L^2(B) \), and since \( 'R \) is minimizing for \( F \), the sequences \( 'T_i \) are also bounded in \( L^2(B) \). Thus, \( 'R_{u_1} \) are bounded sequences in \( L^2(B) \) in accordance with the last inequality. By Hilbert’s selection theorem and Rellich’s embedding theorem we find a subsequence, again denoted by \( 'R \), which converges as follows:

\[
'R_{u_1} \rightarrow R_{u_1} \quad \text{weakly in } L^2(B, \mathbb{R}^{m \times n}), \quad 'R \rightarrow R \quad \text{strongly in } L^2(B, SO(n))
\]

\(^{10}\)Note that now we start from \( \tilde{N} \) and transform into \( N \).

\(^{11}\)Note that the proof of this identity remains true for \( R \in H^{2,1}(B, SO(n)) \cap H^{1,2}(B, SO(n)) \).
with some \( R \in H^{1,2}(B, SO(n)) \). In particular, going if necessary to a subsequence, we have \( R \to R \) a.e. on \( B \) as well as
\[
\lim_{\ell \to \infty} \int_B |R \circ \vec{T}_\ell - R \circ \vec{T}|^2 \, dudv = 0
\]
according to the dominated convergence theorem. Hence we can compute in the limit
\[
\lim_{\ell \to \infty} \int_B \langle R \circ \vec{T}, R_{\sigma,v} \rangle \, dudv = \lim_{\ell \to \infty} \left( \int_B \langle R \circ \vec{T}_\ell, R_{\sigma,v} \rangle \, dudv + \int_B \langle R \circ \vec{T}_\ell, \nu_{\sigma,v} \rangle \, dudv \right)
= \int_B \langle R \circ \vec{T}, R_{\sigma,v} \rangle \, dudv.
\]
In addition, we obtain
\[
\lim_{\ell \to \infty} \int_B |R_{\sigma,v}|^2 \, dudv \geq \int_B |R_{\sigma,v}|^2 \, dudv
\]
due to the semicontinuity of the \( L^2 \)-norm w.r.t. weak convergence. Putting the last two relations into the identity \( |T_\ell|^2 = |R_{\sigma,v}|^2 + 2 \langle R \circ \vec{T}_\ell, R_{\sigma,v} \rangle + |\vec{T}|^2 \) we finally infer
\[
\lim_{\ell \to \infty} F(R) = \lim_{\ell \to \infty} \int_B \left( |T_\ell|^2 + |T_\ell|^2 \right) \, dudv
\geq \int_B \left( |R_{\sigma,v}|^2 + |R_{\sigma,v}|^2 \right) \, dudv + 2 \int_B \left( \langle R \circ \vec{T}_\ell, R_{\sigma,v} \rangle + \langle R \circ \vec{T}_\ell, R_{\sigma,v} \rangle \right) \, dudv
+ \int_B \left( |\vec{T}_\ell|^2 + |\vec{T}_\ell|^2 \right) \, dudv
= \int_B \left( |T_\ell|^2 + |T_\ell|^2 \right) \, dudv = F(R)
\]
where \( T_\ell = (T_{\sigma,i})_{\sigma,\vartheta=1,\ldots,n} \) denote the torsion coefficients of the frame \( N \) with entries \( N_{\sigma} := \sum_{\vartheta} R_{\sigma,\vartheta}^\vartheta N_{\vartheta} \).
Consequently, \( N \in H^{1,2}(B) \cap L^\infty(B) \) minimizes \( T_X \) and, in particular, it is a weak normal Coulomb frame. \( \Box \)

### 22.3 \( H^{2,1}_\text{loc} \)-regularity of weak normal Coulomb frames
To prove higher regularity of normal Coulomb frames we make essential use of techniques from harmonic analysis. Consult, if necessary, paragraph 22.1. We always use conformal parameters \((u,v) \in \overline{B}\).

**Proposition 33.** Any weak normal Coulomb frame \( N \in H^{1,2}(B) \cap L^\infty(B) \) belongs to the class \( H^{2,1}_\text{loc}(B) \).

**Proof.** 1. The torsion coefficients \( T_{\sigma,i}^\vartheta \) of the normal Coulomb frame \( N \) are weak solutions of the Euler-Lagrange equations
\[
\text{div}(T_{\sigma,1}^\vartheta, T_{\sigma,2}^\vartheta) = 0 \quad \text{in} \quad B
\]
for all \( \sigma, \vartheta = 1, \ldots, n \). Hence, by a weak version of Poincaré’s lemma (see e.g. Bourgain, Brezis and Mironescu [6] Lemma 3), there exist integral functions \( \tau_{\sigma}^\vartheta \in H^{1,2}(B) \) satisfying
\[
\tau_{\sigma,u}^\vartheta = -T_{\sigma,2}^\vartheta, \quad \tau_{\sigma,v}^\vartheta = T_{\sigma,1}^\vartheta \quad \text{in} \quad B
\]
in weak sense. Thus the weak form of the Euler-Lagrange equations can be written as
\[
0 = \int_B \{ \varphi_u \tau_{\sigma,v}^\vartheta - \varphi_v \tau_{\sigma,u}^\vartheta \} \, dudv = \int_{\partial B} \tau_{\sigma}^\vartheta \frac{\partial \varphi}{\partial n} \, ds \quad \text{for all} \quad \varphi \in C^\infty(\overline{B}),
\]
where \( \frac{\partial \varphi}{\partial n} \) denotes the tangential derivative of \( \varphi \) along \( \partial B \). Note that \( \tau^\varphi |_{\partial B} \) means the \( L^2 \)-trace of \( \tau^\varphi \) on the boundary curve \( \partial B \) (see e.g. Alt [1], chapter 6, appendix A6.6). Consequently, the lemma of DuBois-Reymond\(^{13}\) yields \( \tau^\varphi \equiv \text{const} \) on \( \partial B \), and by translation we arrive at the boundary conditions

\[
\tau^\varphi = 0 \quad \text{on} \quad \partial B.
\]

2. Thus the integral functions \( \tau^\varphi \) are weak solutions of the second-order system

\[
\Delta \tau^\varphi = -T^\varphi_{\sigma,2,u} + T^\varphi_{\sigma,1,v} = -\langle N_{\sigma,v}, N_{\varphi,u} \rangle + \langle N_{\sigma,u}, N_{\varphi,v} \rangle \quad \text{in} \quad B
\]

where the second identity follows by direct differentiation. By a result Coifman, Lions, Meyer and Semmes [15] the right-hand side of div-curl type belongs to the Hardy space \( \mathcal{H}^1_{\text{loc}}(B) \) and, hence, the \( \tau^\varphi \) belong to \( \mathcal{H}^1_{\text{loc}}(B) \) by Fefferman and Stein [27]. Consequently we find \( T^\varphi_{\sigma,i} \in \mathcal{H}^1_{\text{loc}}(B) \cap L^2(B) \).

Next, we employ the Weingarten equations

\[
N_{\sigma,u} = -\sum_{j,k=1}^{n} L_{\sigma,ij} g^{jk} X_{u} + \sum_{\vartheta=1}^{n} T^\varphi_{\sigma,i} N_{\vartheta}
\]

in a weak form. For the coefficients of the second fundamental form we have \( L_{\sigma,ij} = N_{\sigma} \cdot X_{u} \) leading to \( L_{\sigma,ij} \in H^{1,2}(B) \) taking account of \( N \in H^{1,2}(B) \cap L^\infty(B) \) and \( X_{u} \in L^\infty(B) \). Hence we arrive at \( N_{\sigma,u} \in H^1_{\text{loc}}(B) \) and \( N \in H^2_{\text{loc}}(B) \) for our weak normal Coulomb frame. Note that \( T^\varphi_{\sigma,i} \in H^1_{\text{loc}}(B) \cap L^2(B) \) and \( N_{\sigma} \in H^{1,2}(B) \cap L^\infty(B) \) imply \( T^\varphi_{\sigma,i}, N_{\sigma} \in H^1_{\text{loc}}(B) \) by a careful adaption of the classical product rule in Sobolev spaces which is explained in the lemma below. We have proved the statement.

So let us catch up on the following lemma to complete the proof.

**Lemma 13.** It holds

\[
\sum_{\vartheta=1}^{n} T^\varphi_{\sigma,i} N_{\vartheta} \in H^{1,1}(B).
\]

**Proof.** Note that \( T^\varphi_{\sigma,i}, N_{\sigma} \in L^2(B) \) because \( T^\varphi_{\sigma,i} \in L^2(B) \) and \( N_{\sigma} \in L^\infty(B) \). We show that \( T^\varphi_{\sigma,i}, N_{\sigma} \) has a weak derivative, i.e. we prove that

\[
T^\varphi_{\sigma,i} N_{\sigma,u} + N_{\sigma} T^\varphi_{\sigma,i,u} \in L^1(B)
\]

is the weak derivative of \( T^\varphi_{\sigma,i}, N_{\sigma} \). In other words

\[
\iint_B (T^\varphi_{\sigma,i} N_{\sigma,u} + N_{\sigma} T^\varphi_{\sigma,i,u}) \varphi \, dudv = -\iint_B (T^\varphi_{\sigma,i} N_{\sigma}) \varphi_u \, dudv
\]

for all \( \varphi \in C^\infty_0(B) \). For such a test function \( \varphi \) define \( \psi = T^\varphi_{\sigma,i} \varphi \in W^{1,1}_0 \cap L^2(B) \), and we claim

\[
\iint_B \nabla \varphi \cdot \nabla \psi \, dudv = -\iint_B \nabla \varphi \cdot \nabla (\psi_u) \, dudv.
\]

\(^{13}\)Let \( 1 \leq p \leq \infty \). Then there is a uniquely determined map \( S : H^{1,p}(B) \to L^p(\partial B) \) such that \( ||S(\varphi)||_{L^p(\partial B)} \leq C ||\varphi||_{H^{1,p}(B)} \). Additionally, it holds \( S(\varphi) = \varphi|_{\partial B} \) if \( \varphi \in H^{1,1}(B) \cap C^0(\overline{B}) \). The map \( S \) is called the trace mapping.

\(^{14}\)Its one-dimensional version is the following: Let \( f \in L^1([a,b]) \), and assume that \( \int_a^b f(x) \varphi(x) \, dx = 0 \) for all \( \varphi \in C^\infty([a,b]) \). Then \( f \equiv \text{const} \) almost everywhere.

\(^{15}\)Let \( \varphi \in H^{1,2}(\mathbb{R}^2) \). Then \( f := \det (\nabla \varphi) \in H^1(\mathbb{R}^2) \), and it holds \( ||f||_{H^1(\mathbb{R}^2)} \leq C ||\varphi||_{H^{1,2}(\mathbb{R}^2)} \); see section 22.1.

\(^{16}\)Let \( \varphi \in L^2(\mathbb{R}^2) \) be a solution of \( -\Delta \varphi = f \in H^{1,2}(\mathbb{R}^2) \). Then all second derivatives of \( \varphi \) belong to \( L^1(\mathbb{R}^2) \), and it holds \( ||\varphi||_{L^1(\mathbb{R}^2)} \leq C ||f||_{L^2(\mathbb{R}^2)} \) for all \( \alpha, \beta = 1, 2 \).
For the proof of this relation we approximate $\psi$ with smooth functions $\psi^\varepsilon \in C_0^\infty(B)$ in the sense of Friedrichs. Then $\psi^\varepsilon \to \psi$ in $H^{1,1}(B) \cap L^2(B)$, and $\psi = 0$ outside some compact set $K \subset B$. We estimate as follows

$$\left| \int_B (N_{\partial,u}^\psi + N_\theta \psi^\varepsilon_{u^l}) \, du \, dv \right| = \left| \int_B (N_{\partial,u}^\psi + N_\theta \psi^\varepsilon_{u^l}) \, du \, dv \right| + \left| \int_B N_{\partial,u}^\psi (\psi - \psi^\varepsilon) \, du \, dv \right|$$

$$= + \left| \int_B N_\theta (\psi^\varepsilon_{u^l} - \psi_{u^l}) \, du \, dv \right|$$

$$\leq \| N_{\partial,u}^\psi \|_{L^2(B)} \| \psi - \psi^\varepsilon \|_{L^2(B)} + \| N_\theta \|_{L^\infty(B)} \| \psi^\varepsilon_{u^l} - \psi_{u^l} \|_{L^1(B)}$$

taking

$$\int_B N_{u^l}^\psi \psi^\varepsilon \, du \, dv = - \int_B N_\theta \psi^\varepsilon_{u^l} \, du \, dv$$

into account. Because $\| \psi - \psi^\varepsilon \|_{L^2(B)} \to 0$ and $\| \psi^\varepsilon_{u^l} - \psi_{u^l} \|_{L^1(B)} \to 0$ for $\varepsilon \to 0$ we arrive at the stated identity. Now we use the product rule and calculate

$$\int_B (T_{\sigma,i}^\partial N_{u^l} + N_\theta T_{\sigma,i,u^l}^\partial) \varphi \, du \, dv = \int_B N_{\partial,u}^\psi \psi \, du \, dv + \int_B N_\theta T_{\sigma,i,u^l}^\partial \varphi \, du \, dv$$

$$= - \int_B (T_{\sigma,i}^\varphi)_{u^l} N_\partial \, du \, dv + \int_B N_\theta T_{\sigma,i,u^l}^\varphi \, du \, dv$$

$$= - \int_B T_{\sigma,i}^\varphi N_\theta \varphi \, du \, dv - \int_B T_{\sigma,i}^\varphi u^l N \, du \, dv + \int_B N_\theta T_{\sigma,i,u^l}^\varphi \, du \, dv$$

$$= - \int_B (T_{\sigma,i}^\varphi)_{u^l} \varphi \, du \, dv.$$

This proves the statement.

\[ \square \]

### 23. Classical regularity of normal Coulomb frames

Our main result of this chapter is the proof of classical regularity of normal Coulomb frames. Up to now we only know regularity in the sense of Sobolev spaces. An essential tool on our road to regularity are again the Weingarten equations from Lecture I.

**Theorem 10.** For any conformally parametrized immersion $X \in C^{k,\alpha}(\overline{B}, \mathbb{R}^{n+2})$ with $k \geq 3$ and $\alpha \in (0,1)$ there exists a normal Coulomb frame $N \in C^{k-1,\alpha}(\overline{B}, \mathbb{R}^{(n+2)\times n})$ minimizing $T(N)$.

**Proof.** 1. We fix some normal frame $\bar{N} \in C^{k-1,\alpha}(\overline{B})$ and construct a weak normal Coulomb frame $N \in W^{1,2}(B) \cap L^\infty(B)$. Furthermore, we then know $N \in W^{2,1}_{loc}(B)$. Defining the orthogonal mapping $R = (R^\partial_{\sigma,\vartheta})_{\sigma,\vartheta=1,...,n}$ by $R^\partial_{\sigma,\vartheta} := \langle N_\sigma, \bar{N}_\vartheta \rangle$, we thus find

$$N_\sigma = \sum_{\theta=1}^n R^\partial_{\sigma,\vartheta} \bar{N}_\vartheta \quad \text{and} \quad R \in W^{2,1}_{loc}(B, SO(n)) \cap W^{1,2}(B, SO(n)).$$
In particular, we can assign a curvature tensor $S_{12} = (S^\vartheta_{\sigma,12})_{\sigma,\vartheta=1,\ldots,n} \in L^1_{\text{loc}}(B)$ to $N$ by formula

$$S^\vartheta_{\sigma,12} = T^2_{\sigma,1,v} - T^\vartheta_{\sigma,2,u} + \sum_{\omega=1}^n (T^\omega_{\sigma,1} T^\vartheta_{\sigma,2} - T^\omega_{\sigma,2} T^\vartheta_{\sigma,1}),$$

and from the previous section we infer $S_{12} \in L^\infty(B)$.

2. Introduce $\tau = (\tau^\vartheta_{\sigma})_{\sigma,\vartheta=1,\ldots,n} \in W^{1,2}(B)$ by

$$\tau^\vartheta_{\sigma,u} = -T^\vartheta_{\sigma,2}, \quad \tau^\vartheta_{\sigma,v} = T^\vartheta_{\sigma,1} \quad \text{in } B,$$

$$\tau^\vartheta_{\sigma} = 0 \quad \text{on } \partial B.$$ 

The definition of the normal curvature tensor gives us the nonlinear elliptic system

$$\Delta \tau^\vartheta_{\sigma} = -\sum_{\omega=1}^n (\tau^\omega_{\sigma,u} \tau^\vartheta_{\omega,v} - \tau^\omega_{\sigma,v} \tau^\vartheta_{\omega,u}) + S^\vartheta_{\sigma,12} \quad \text{in } B, \quad \tau^\vartheta_{\sigma} = 0 \quad \text{on } \partial B.$$ 

On account of $S_{12} = (S^\vartheta_{\sigma,12})_{\sigma,\vartheta=1,\ldots,n} \in L^\infty(B)$, a part of Wente’s inequality yields $\tau \in C^0(\bar{B})$, see e.g. Brezis and Coron [3]; compare also Rivière [45] and the corresponding boundary regularity theorem in Müller and Schikorra [42] for more general results. By appropriate reflection of $\tau$ and $S_{12}$ (the reflected quantities are again denoted by $\tau$ and $S_{12}$) we obtain a weak solution $\tau \in W^{1,2}(B_{1+d}) \cap C^0(B_{1+d})$ of

$$\Delta \tau = f(w, \nabla \tau) \quad \text{in } B_{1+d} := \{w \in \mathbb{R}^2 : |w| < 1 + d\}$$

with some $d > 0$ and a right-hand side $f$ satisfying

$$|f(w,p)| \leq a|p|^2 + b \quad \text{for all } p \in \mathbb{R}^{2n^2}, \quad w \in B_{1+d}$$

with some reals $a, b > 0$. Now, applying Tomi’s regularity result from [42] for weak solutions of this non-linear system possessing small variation locally in $B_{1+d}$, we find $\tau \in C^{1,\nu}(\bar{B})$ for any $\nu \in (0,1)$ (note that Tomi’s result applies for such systems with $b = 0$, but his proof can easily be adapted to our inhomogeneous case $b > 0$).

3. From the first-order system for $\tau^\vartheta_{\sigma}$ we infer $T_t \in C^\alpha(\bar{B})$. Thus, the Weingarten equations for $N_{\sigma,\vartheta}$ yield $N \in W^{1,\infty}(B)$ on account of $N \in L^\infty(B)$, and we obtain $N \in C^{\alpha}(\bar{B})$ by Sobolev’s embedding theorem. Inserting this again into the Weingarten equations, we find $N \in C^{1,\alpha}(\bar{B})$. Hence, we can conclude $R = ((N_{\sigma}, \tilde{N}_{\vartheta}))_{\sigma,\vartheta=1,\ldots,n} \in C^{1,\alpha}(\bar{B})$, and transformation rule $S_{12} = R \circ \tilde{S}_{12} \circ R^d$ from Lecture I implies $S_{12} = (S^\vartheta_{\sigma,12})_{\sigma,\vartheta=1,\ldots,n} \in C^{\alpha}(\bar{B})$ (note $\tilde{S}_{12} \in C^{\alpha}(\bar{B})$ for $k = 3$; in case $k \geq 4$ we even get $S_{12} \in C^{1,\alpha}(\bar{B})$). Now the right-hand side of the equation for $\Delta \tau^\vartheta_{\sigma}$ belongs to $C^{\alpha}(\bar{B})$, and potential theoretic estimates ensure $\tau \in C^{2,\alpha}(\bar{B})$. Involving again our first-order system for the $\tau^\vartheta_{\sigma}$ gives $T_t \in C^{1,\alpha}(\bar{B})$, which proves $N \in C^{2,\alpha}(\bar{B})$ using the Weingarten equations once more. Finally, for $k \geq 4$, we can bootstrap by concluding $R \in C^{2,\alpha}(\bar{B})$ and $S_{12} \in C^{1,\alpha}(\bar{B})$ from the transformation rule for $S_{12}$ and repeating the arguments above.

The proof is complete. \qed
24. Estimates for the area element $W$

Various of our estimates so far contain norms of the quantity $S = \mathcal{S}_N W$. In particular, for given $\mathcal{S}_N$ we are left to establish upper bounds on the area element $W$. For this purpose we want to sketch briefly a classical method which goes back essentially to Erhard Heinz.

Throughout our considerations we are concerned with solutions of nonlinear elliptic problems of the form

$$X(u, v) = (x^1(u, v), \ldots, x^{n+2}(u, v)) \in C^2(B, \mathbb{R}^{n+2}) \cap C^1(\overline{B}, \mathbb{R}^{n+2}),$$

$$|\Delta X(u, v)| \leq a |\nabla X(u, v)|^2 \quad \text{in} \ B,$$

$$|X(u, v)| \leq M \quad \text{in} \ \overline{B}.$$ 

Let us abbreviate this system with (ES). Furthermore, we suppose that $X$ is conformally parametrized

$$X_u \cdot X_a = W = X_v \cdot X_v, \quad X_u \cdot X_v = 0 \quad \text{in} \ \overline{B}$$

with the area element $W$ as conformal factor. Therefore, we infer

$$W = \frac{1}{2} (X_u^2 + X_v^2) = \frac{1}{2} |\nabla X|^2$$

meaning that an upper bound for $|\nabla X|^2$ is immediately an upper bound for the area element $W$. The first results in this direction go back to Heinz [36] and [37]. We also want to refer to Schulz [48], Dierkes et al. [21], volume II, and Sauvigny [46], volume II for further developments.

24.1 Inner estimates

We start with inner gradient bounds without referring to any boundary data.

**Proposition 34.** (Sauvigny [46], volume II, §2, Satz 1)

Let $X$ be a solution of (ES) with $aM < 1$. Define the distance function

$$\delta(w) = \text{dist}(w, \partial B), \quad w \in \overline{B}.$$ 

Then there is a real constant $C(a, M) \in [0, \infty)$ satisfying

$$\delta(w) |\nabla X(w)| \leq C(a, M) \quad \text{for all} \ w \in B.$$ 

In particular, we infer

$$|\nabla X(0, 0)| \leq C(a, M).$$

Inequalities of this kind were needed for the curvature estimate for minimal graphs in Lecture I.

24.2 Global estimates

Next, we want to quote the following global result.

**Proposition 35.** (Sauvigny [46], volume II, chapter 12, §3, Satz 1)

Let $X$ be a solution of (ES) with $aM < 1$ satisfying

$$X(u, v) = 0 \quad \text{on} \ \partial B.$$ 

Furthermore, let $\alpha \in (0, 1)$. Then there is a constant $C(a, M, \alpha) \in [0, \infty)$ so that

$$\|X\|_{C^{1+\alpha}(\overline{B})} \leq C(a, M, \alpha).$$

The point is that we must require vanishing boundary data, at least on small portions of $\partial B$ where we would like to apply Sauvigny’s gradient estimate.
24.3 Straightening the boundary

Finally we follow an idea of J.C.C. Nitsche, see also Heinz [37], to straighten the boundary locally. Here are some technical assumptions: First, let

\[ X(w_0) = 0 \in \mathbb{R}^{n+2} \quad \text{for} \quad w_0 = (1, 0). \]

Moreover, we may represent the arc \( X(\{w \in \partial B : |w - w_0| < \varepsilon\}) \) in the form

\[ x^k = g_k(x^{n+2}), \quad k = 1, \ldots, n + 1, \]

with \( \varepsilon > 0 \) being sufficiently small. Next, w.l.o.g. we assume

\[ g_k(0) = 0, \quad g_k'(0) = 0 \quad \text{for all} \quad k = 1, \ldots, n + 1 \]

as well as

\[ |x^\ell(w)| \leq \delta \quad \text{for all} \quad \ell = 1, \ldots, n + 2, \quad \sum_{\ell=1}^{n+1} |g_k'(t)| \leq c_1, \quad \sum_{\ell=1}^{n+1} |g_k''(t)| \leq c_2 \]

with \( c_1 \in (0, 1) \). To realize these assumptions it is sufficient to require bounds on the \( C^2 \)-Schauder norm of \( X \) on \( \overline{B} \) which, in particular, implies a modulus of continuity of \( X \). Consider now the functions

\[ y^k(w) = x^k(w) - g_k(x^{n+2}) \quad \text{on} \quad D_\varepsilon := \{w \in \overline{B} : |w - w_0| < \varepsilon\}, \quad k = 1, \ldots, n + 1. \]

Note that there hold

\[ y^k(w) = 0 \quad \text{on} \quad D_\varepsilon \quad \text{for all} \quad k = 1, \ldots, n + 1, \]

and these are already the homogenous boundary conditions in Sauvigny’s global gradient estimate! We must check that \( Y = (y^1, \ldots, y^{n+1}) \) solves an elliptic system of the form (ES) with quadratic growth in the gradient. We compute

\[ |\Delta y^k| = |\Delta x^k - \Delta g_k(x^{n+2})| = |\Delta x^k - g_k''(x^{n+2})|\nabla x^{n+2}|^2 - g_k'(x^{n+2})\Delta x^{n+2}| \leq |\Delta x^k| + |g_k'(x^{n+2})| |\nabla x^{n+2}|^2 + |g_k''(x^{n+2})| |\nabla x^{n+2}|^2 \leq (1 + |g_k'(x^{n+2})|) |\Delta X| + |g_k''(x^{n+2})| |\nabla X|^2 \leq \{(1 + c_1)a + c_2\} |\nabla X|^2. \]

Now from the conformality relations we infer

\[ |x_{w}^{n+2}|^2 \leq \sum_{k=1}^{n+1} |x_{w}^k|^2 \]

for the complex-valued derivatives \( x_{w}^k = \frac{1}{2} (x_w - ix_w) \), and considering

\[ \sum_{k=1}^{n+1} |x_{w}^k|^2 \leq \sum_{k=1}^{n+1} |y_{w}^k| + c_1 \sum_{k=1}^{n+1} |x_{w}^k| \quad \text{implies} \quad \sum_{k=1}^{n+1} |x_{w}^k|^2 \leq \frac{1}{1 - c_1} \sum_{k=1}^{n+1} |y_{w}^k|. \]

Thus we infer

\[ \sum_{k=1}^{n+2} |x_{w}^k|^2 \leq c_3(a, c_1, n) \sum_{k=1}^{n+1} |y_{w}^k|^2 \]

which gives us finally

\[ |\Delta Y| \leq c_4(a, c_1, c_2, n) |\nabla Y|^2. \]

In conclusion, under the knowledge of \( X \) and its first and second derivatives on the boundary curve \( \partial B \) we may apply Sauvigny’s global gradient estimate which yields in turn estimates for the area element \( W \) from above on the whole disc \( \overline{B} \).
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