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In order to study the recommendation system of digital media based on semantic classification, the CF-LFMC algorithm based on semantic classification is proposed. Firstly, the traditional algorithm is analyzed. Aiming at some problems existing in the traditional algorithm, a clustering algorithm model based on term meaning and collaborative filtering algorithm is designed by combining the collaborative filtering algorithm and project-based clustering algorithm. Before analyzing sparse data, the cold start and timeliness of the traditional algorithm are improved. Secondly, the performance comparison of three cosine similarity calculation methods of experimental IBCF algorithm, the performance comparison between CF-LFMC algorithm and IBCF algorithm, and the performance comparison between CF-LFMC algorithm and CF-LFMC algorithm without the time function is carried out. The clustering value $N=10$ in the CF-LFMC algorithm is taken as the experimental result; MAE values of both algorithms decrease with the increase of the nearest neighbor number $k$. When the number of nearest neighbors is small, MAE values of the two algorithms are close to each other. As the number of nearest neighbors increases, the accuracy of the algorithm does not improve significantly, and the calculation cost of the algorithm will increase with the increase of the number of nearest neighbors, so the number of nearest neighbors between 20 and 30 is more appropriate. CF-LFMC shows better accuracy, and the CF-LFMC algorithm improved by the time function has improved the accuracy, which is better than the traditional algorithm in accuracy.

1. Introduction

Today, we are in an information age. With the rapid popularization of Internet technology, Internet has become an indispensable component of family life [1]. At the same time, with the development of e-commerce, mobile Internet, Internet of things, and other technologies, Internet technology has penetrated into every aspect of life. Every industry generates a huge amount of data every day. We have entered an era of big data [2]. In the era of big data, it is difficult for people to obtain useful information due to the huge amount of information, that is, information overload. At present, the most common tool for people to obtain information is the search engine. However, the search engines of Baidu and Google do not consider the individual characteristics of users; for the same search conditions, the information presented to users is the same, which is difficult to meet the personalized needs. The concept of “personalized information services” provides different types of information services according to the characteristics of users. As an important branch of personalized service research, the recommendation system has attracted the attention of many researchers in recent years. The most important role of a recommendation system is to connect users and information; it obtains user preferences from user behavioral data and makes recommendations based on these preferences by mining potential information favored by users from massive network data [3]. At present, the recommendation system has been widely applied in major e-commerce websites. E-commerce companies use recommendation system to transform users’ potential demand into actual purchasing power, so as to improve sales performance. In the context of big data era, the
recommendation system has its actual application scenarios in all walks of life [4]. More and more people realize the importance of recommendation system and have carried out extensive research. In addition to e-commerce websites, some community websites such as Douban and Sina Weibo have also achieved great success in the application of recommendation system [5]. In front of big data, who can find users’ interests quickly and effectively will occupy important business opportunities. For this research problem, Fresa A. et al. proposed an improved algorithm based on SVD, which mainly improved SVD algorithm by using the gradient descent method. The purpose of using the arcane meaning model for collaborative filtering is to reveal hidden features that can explain the observed scores [6]. Ayachi et al. proposed the idea of collaborative filtering algorithm, which was then applied to news recommendation, which is a recommendation system in practical application [7]. Liu and Yun improved the accuracy of finding the nearest neighbor and reduced the sparsity of the matrix by studying the nearest neighbor method in the domain [8]. The research forms of the personalized recommendation system are still mainly focused on theoretical and experimental verification, and there are still many deficiencies in the actual application of recommendation system. For example, most of the data used in current experiments are explicit rating data given by users, but in practical applications, user behavior data is usually implicit, so the research on implicit data is worth paying attention to. However, there is not much involvement in the cold start of the recommender system and the extensibility of the model. On the basis of current research, the CF-LFMC algorithm proposed based on semantic classification is firstly analyzed, aiming at some problems existing in traditional algorithms; combined with project-based collaborative filtering algorithm and clustering algorithm, a collaborative filtering algorithm based on the arcane meaning model and clustering algorithm is designed to improve the traditional algorithm on the issues of data sparsity, cold start, and timeliness previously analyzed; secondly, the performance of three cosine similarity calculation methods of experimental IBCF algorithm is compared: the performance comparison between CF-LFMC algorithm and IBCF algorithm and the performance comparison between CF-LFMC algorithm and CF-LFMC algorithm without time function; CF-LFMC shows better accuracy, and the CF-LFMC algorithm improved by the time function has improved its accuracy, which is better than the traditional algorithm in accuracy [9].

2. Methods

As an important method of image analysis, image classification is widely used in image search and image annotation. In some professional fields, image classification has achieved high accuracy, such as face recognition and handwritten number recognition. However, the classification of images is still a challenging problem due to various changes such as illumination, rotation, and scaling, as well as the complexity of image content itself [10]. Semantic-based image classification methods start from the image data itself and use specific feature extraction methods to extract semantic features in the image; on this basis, the semantic hierarchical structure of the image is established step by step; finally, the semantic features of the high-level image are used to classify the images. Semantic features of images are hierarchical, in which low-level image features are less abstract and highly correlated with the content of image data itself; the features of high-level images have high abstractness and low correlation with the content of image data. Therefore, a hierarchical learning model can be established to learn the image data in an unsupervised way to obtain the characteristics of the data itself; as levels increase, the learned features become higher-order feature descriptions of the input data.

2.1. Dimension Reduction of Arcane Meaning Classification Model. The reason for data sparsity is that the item vector is too long and the user has few scores on the item, resulting in sparse matrix data. Therefore, reducing the dimension of the item-user rating matrix to shorten the length of the item vector can effectively reduce the data sparsity. The arcane meaning model can be used to reduce the dimension of the matrix. The R-matrix is a user scoring matrix, from which LFM algorithm extracts hidden categories, which is mathematically expressed as matrix $P$ and matrix $Q$ multiplied. $P$ matrix is the user-hidden classification matrix, where $p_{ij}$ represents user $U$’s interest in classification $C$. Matrix $Q$ is the hidden category-item matrix, where $q_{ij}$ represents the weight of item $I$ in classification $C$. The higher the weight is, the more representative this term is of this category:

$$R(u, i) = P_{U}^{I}Q_{I} = \sum_{k=1}^{K} P_{U,k}Q_{k,I}.$$  \hspace{1cm} (1)

There is a training set in the algorithm, and for each user $U$, the training set includes the items that user $U$ prefers and the items that user $U$ is not interested in; the matrix $P$ and matrix $Q$ in the formula are calculated by learning the training set; the specific way is to use the root mean square error RMSE as the evaluation index to minimize the prediction error. The loss function is defined as

$$C = \sum_{(U,I) \in K} (R_{UI} - \hat{R}_{UI})^{2}$$

$$= \sum_{(U,I) \in K} \left( R_{UI} - \sum_{k=1}^{K} P_{U,k}Q_{k,I} \right)^{2} + \lambda \| P_{U} \|^{2} + \lambda \| Q_{I} \|^{2},$$  \hspace{1cm} (2)

where $\lambda \| P_{U} \|^{2} + \lambda \| Q_{I} \|^{2}$ is used to prevent overfitting of regularization terms and $\lambda$ needs to be obtained by repeated experiments according to specific application scenarios. The loss function is optimized using stochastic gradient descent algorithm.

By finding the partial derivatives of parameters $P$ and $Q$, the fastest downward direction can be determined as
The clustering algorithm is applied to the matrix system with eight users: LFMC algorithm. $f(X)_h$ is the user record of an e-commerce system. Take the following recommended matrix dimension, so they are very suitable for application in students are popular and inexpensive, while the consumption in recommender systems that users prefer more.

2.2. K-Means Clustering Algorithm: Clustering Users. The user-item scoring matrix $R$ can be decomposed by the argot meaning model in Section 2.1 to obtain the user-classification matrix $P$ and classified-item matrix $Q$. After dimension reduction, user-classification matrix $P$ contains the weight of users in each implicit classification, $k$-means clustering algorithm is applied to matrix $P$ to classify users into a certain category.

2.2.1. Generate the Item Vector after Dimension Reduction. Users have been classified into several categories by means of the semantic model and clustering algorithm. In order to reduce data sparsity, user category score can be used to replace the user score, so as to shorten the length of item vector and reduce the data sparsity of the item-user matrix.

2.2.2. Algorithm Application Example. The CF-LFMC algorithm uses the argot meaning model and clustering algorithm to classify the users in the item-user scoring matrix, which plays a role in dimension reduction. Therefore, the CF-LFMC algorithm focuses on the group characteristics of users. In the field of e-commerce, the group characteristics of users have certain regularity; most of the items purchased by students are popular and inexpensive, while the consumption level of high-income business people is generally higher. These two methods can classify the users while reducing the matrix dimension, so they are very suitable for application in e-commerce system. Take the following recommended scenario as an example to explain the basic idea of the CF-LFMC algorithm. This is the user record of an e-commerce system with eight users: $A, B, C, D, E, F, G,$ and $H$ and four items: YONEX badminton racket, Li Ning badminton racket, YONEX badminton, and Li Ning badminton. Among users, $A$ and $B$ are professional badminton players, $C, D,$ and $E$ are badminton lovers, and $F, G, H, I, J,$ and $K$ are ordinary players who play badminton for entertainment. YONEX is a high-end brand with high price but better quality and hand feel. Li Ning brand is a public brand, cost-effective, and loved by the public. $1$ represents the purchase and $0$ represents the non-purchase. The purchase of the above users is expressed by the item-user matrix, as shown in Table 1.

Because the relationship between rackets and rackets and between balls is generally competitive and the similarity is low, so the calculation is not done. The similarity between racket and ball is calculated by cosine similarity formula, $S_{YY}$ represents the similarity between YONEX racket and YONEX ball, and $S_{YL}$ represents the similarity between YONEX racket and Li Ning ball, and formula (6) is obtained:

$$S_{YY} = 0.655, \quad S_{YL} = 0.535. \quad (5)$$

The above results indicate that customers who buy YONEX rackets are highly likely to be recommended to buy YONEX badminton. However, combining with the actual user attributes, we can find that YONEX badminton rackets are very popular among both professional players and amateurs, and YONEX badminton is generally purchased by professional players and Li Ning badminton is very popular among amateurs and ordinary players. According to the above analysis, there is a strong correlation between user group characteristics and purchase preferences; therefore, the user-classification attribute is introduced and the purchase information of users with the same attribute is combined; for the combined project, the length of the 11-user vector is reduced to the length of the 3-user category vector. $S_{YY}$ represents the similarity between YONEX racket and YONEX ball and $S_{YL}$ represents the similarity between YONEX racket and Li Ning ball, and formula (6) is obtained:

$$S_{YY} = 0.651, \quad S_{YL} = 0.843. \quad (6)$$

So, for customers who buy YONEX badminton rackets, the system will recommend Li Ning badminton first. In practice, this makes sense, as Li Ning is more popular with amateurs and casual players, and most of its customers fall into those two categories. Therefore, this method uses the characteristics of user groups, and the recommendation results will be more general, which is also more in line with the actual situation in the e-commerce system. The above examples are only used to describe the customers who buy badminton rackets and badminton; in the actual e-commerce system, users can be classified into thousands of categories according to the purchase habits, consumption level, and user gender. The basic principle is the same.

3. Results and Analysis

3.1. Experimental Evaluation Criteria. There is a basic assumption in recommender systems that users prefer more...
accurate recommender systems. Therefore, the recommendation algorithm with higher accuracy is the key to the recommendation system. The prediction accuracy can be measured by offline experiments. Generally speaking, the evaluation indexes of the recommendation system include user satisfaction, prediction accuracy, coverage, diversity, novelty, surprise, trust, real-time, and robustness. Offline evaluation uses the existing data and models’ user behavior to evaluate the performance of the recommendation system, especially the accuracy, which is the most important offline evaluation standard of the recommendation system. This index is calculated through the offline dataset of user behavior, which is then divided into training set and test set in a certain proportion; the user’s performance in the test set is predicted by calculating the user’s information and data in the training set, and the degree of consistency between the user’s performance in the test set and the actual situation is calculated as the evaluation accuracy [11].

Define the user set as \( U \), the item set as \( I, R \) as the system score set, and \( S \) as the score set for scoring optional. At the same time, \( r_{ui} \) is represented as the score of user \( u \in U \) for a specific item \( i \in I \); at the same time, it is assumed that the number of values of \( r_{ui} \) cannot be more than one set of users who have graded item \( i \) in the set denoted by \( U_i \). Similarly, \( I_u \) represents the collection of items rated by user collection \( U \). The set of users rated by both \( u \) and \( r \) can be expressed as \( I_{UV} \). \( U_{ij} \) is used to represent the set of users who have rated both item \( i \) and item \( j \).

The optimal term and the optimal \( N \) term are the two most important problems in the recommendation system. The best item is the new item \( i \in I/I_u \) that user \( u \) is most likely to be interested in. When the score value is present, the optimal term can usually be defined as a regression or classification problem with the goal of using the learning function \( f: U \times I \rightarrow \mathbb{S} \) to predict user \( u \)’s score \( f(u,i) \) for item \( i \). Then, we can use this function and use the following formula to predict for which item \( I \) the user set \( U \) has the highest score:

$$i^* = \text{arg} \max f(u, i).$$

### 3.2. Performance Comparison of Three Cosine Similarity Calculation Methods of IBCF Algorithm

There are three similarity calculation methods for the collaborative filtering algorithm based on items, namely, cosine similarity, modified cosine similarity, and Pearson correlation coefficient; the MAE values of these three methods vary with the number of nearest neighbors \( k \), as shown in Figure 1.

Figure 1: MAE of the three-phase velocity measurement methods varies with the number of nearest neighbors.

Among the three similarity calculation methods, cosine similarity and Pearson correlation coefficient decrease with the increase of the number of nearest neighbors, and the modified cosine similarity increases slightly as the number of nearest neighbors increases. Among the three methods, under the same nearest neighbor condition, the traditional cosine similarity method has the smallest MAE in most cases; therefore, the traditional cosine similarity is used as the similarity calculation method between item vectors.

### 3.3. Performance Comparison between CF-LFMC Algorithm and IBCF Algorithm

The collaborative filtering algorithm based on the argot meaning model and clustering algorithm is an improvement on the collaborative filtering algorithm based on items; therefore, the two algorithms are compared, and the clustering value \( N = 10 \) in the CF-LFMC algorithm is taken. Figure 2 shows the MAE curves of the two algorithms changing with the number of nearest neighbors \( K \). MAE values of both algorithms decrease as the number of nearest neighbors \( k \) increases. When the number of nearest neighbors is small, MAE values of the two algorithms are close to each other. With the increase of the number of nearest neighbors, CF-LFMC shows better accuracy. The number of recent neighbors continues to increase, which does not significantly improve the accuracy of the algorithm; the calculation cost of the algorithm will increase with the increase of the number of nearest neighbors, so it is more appropriate to choose the number of nearest neighbors between 20 and 30. Within a reasonable clustering range, the CF-LFMC algorithm can better improve the sparsity of matrix data, so it can improve the accuracy of item vector similarity calculation and thus improve the accuracy of the algorithm [12].

### Table 1: Item-user matrix.

|    | A | B | C | D | E | F | G | H | I |
|----|---|---|---|---|---|---|---|---|---|
| YONEX pat | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |   |
| Li Ning pat | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| YONEX ball  | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| Li Ning ball | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
3.4. Performance Comparison between cF-LFMC Algorithm and CF-LFMC Algorithm without Time Function.

In order to verify the utility of the time function, the CF-LFMC algorithm is removed from the time function and compared with the original algorithm. Figure 3 is the curve of MAE value changing with the nearest neighbor number k. When the number of nearest neighbors is small, MAE values of the two algorithms are close. With the increase of the number of nearest neighbors, the number of nearest neighbors continues to increase, which does not significantly improve the accuracy of the algorithm. The calculation cost of the algorithm will increase with the increase of the number of nearest neighbors, so the number of nearest neighbors between 20 and 30 is more suitable. CF-LFMC shows better accuracy; the accuracy of the CF-LFMC algorithm improved by the time function, and the accuracy of the algorithm is better than that of the traditional algorithm. Although the CF-LFMC algorithm and e-commerce personalized recommendation system designed in this study have achieved the expected results, there are still many shortcomings, mainly manifested in the following two points. In the use of clustering algorithm to cluster the user, the user will be divided into the category of fixed, doing so can reduce the sparse data, but for some users within the category boundaries, they will be divided into categories which not necessarily can represent their characteristics, resulting in decrease of some number of clustering algorithm accuracy or even worse than traditional algorithm. At present, the recommendation algorithm has a high accuracy in the case of large user rating data. In the case of relatively small number of users and items, how to improve the accuracy of the algorithm still needs further research.

4. Conclusions

The CF-LFMC algorithm proposed based on semantic classification firstly analyzes the traditional algorithm, aiming at some problems existing in the traditional algorithm; combined with project-based collaborative filtering algorithm and clustering algorithm, a collaborative filtering algorithm based on argot meaning model and clustering algorithm is designed, the traditional algorithm is improved in terms of data sparsity, cold start, and timeliness analyzed previously; secondly, the performance of three cosine similarity calculation methods of experimental IBCF algorithm is compared, comparing the performance of CF-LFMC algorithm with that of IBCF algorithm and CF-LFMC algorithm with that of CF-LFMC algorithm without time function. The clustering value N = 10 in the CF-LFMC algorithm is taken as the experimental result. MAE values of both algorithms decrease with the increase of the nearest neighbor number k. When the number of nearest neighbors is small, MAE values of the two algorithms are close. With the increase of the number of nearest neighbors, the number of nearest neighbors continues to increase, which does not significantly improve the accuracy of the algorithm. The calculation cost of the algorithm will increase with the increase of the number of nearest neighbors, so the number of nearest neighbors between 20 and 30 is more suitable. CF-LFMC shows better accuracy; the accuracy of the CF-LFMC algorithm improved by the time function, and the accuracy of the algorithm is better than that of the traditional algorithm. Although the CF-LFMC algorithm and e-commerce personalized recommendation system designed in this study have achieved the expected results, there are still many shortcomings, mainly manifested in the following two points. In the use of clustering algorithm to cluster the user, the user will be divided into the category of fixed, doing so can reduce the sparse data, but for some users within the category boundaries, they will be divided into categories which not necessarily can represent their characteristics, resulting in decrease of some number of clustering algorithm accuracy or even worse than traditional algorithm. At present, the recommendation algorithm has a high accuracy in the case of large user rating data. In the case of relatively small number of users and items, how to improve the accuracy of the algorithm still needs further research.
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