The time-dependent exchange-correlation potential has the unusual task of directing fictitious non-interacting electrons to move with exactly the same probability density as true interacting electrons. This has intriguing implications for its structure, especially in the non-perturbative regime, leading to step and peak features that cannot be captured by bootstrapping any ground-state functional approximation. We review what has been learned about these features in the exact exchange-correlation potential of time-dependent density functional theory in the past decade or so, and implications for the performance of simulations when electrons are driven far from any ground-state.

I. INTRODUCTION

Time-resolved dynamics of electrons in molecules and solids have become increasingly relevant over the past decades. A description beyond equilibrium electronic structure and excitation spectra is necessary in many applications of fundamental and technological importance: photovoltaic processes, photocatalysis, radiation damage in biomolecules, nanoscale conductance devices, time-resolved pump-probe spectroscopies, and strong light-matter coupling for quantum-based technologies. Scalable theoretical methods to computationally model coupled electron, ion, and photon dynamics help in interpreting and predicting experiments, and to suggest new systems with improved functionalities.

To this end, time-dependent density functional theory (TDDFT) \cite{13-16} has emerged as a method of choice. TDDFT is inherently a “real-time” method in that dynamics is woven into the formulation from the very beginning with the foundational theorem developed for general time-dependent evolution of arbitrary initial states. While perturbations around the ground-state yield a formalism for excited state energies, their couplings, and response, it is particularly the generality and practical efficiency of the real-time formulation that has led to the possibility of applications on large systems which could not be done otherwise, e.g. \cite{5-18}.

In a sense, TDDFT is an extension of its ground-state counterpart (DFT) \cite{19-20}. The central object is the one-body density, \( n(r, t) \), which is the probability density of finding any one electron at point \( r \) in space at time \( t \):

\[
n(r, t) = N \sum_{\sigma_1 \ldots \sigma_N} \int d^3r_2 \ldots d^3r_N |\Psi(r_1, r_2, \ldots, r_N, \sigma_1, \sigma_2, \ldots, \sigma_N)|^2
\]

where \( \sigma_i \) represents the spin coordinate, and \( N \) is the number of electrons in the system. Just like DFT, TDDFT allows one to bypass having to solve the analytically and computationally complicated many-body time-dependent Schrödinger equation (TDSE) and instead only requires one to solve a set of time-dependent single-particle equations involving a modified one-body potential whose solutions yield the same time-dependent one-body density as that of the true system. This drastically reduces the amount of computational effort in obtaining quantum many-body dynamics.

This is an audacious concept: the idea that a set of non-interacting electrons reproduces the density of interacting electrons seems fantastical, especially in the time-dependent case, where the motion of the electrons driven by some external perturbation or by nuclear motion is affected by their mutual repulsion in an intricate dance. The one-body potential somehow directs the non-interacting electrons to evolve with the same one-body density as the interacting electrons. Recent work has shown that this choreography results in dynamical step and peak structures that have a non-local density-dependence in time and in space, and are completely missed by the commonly used “adiabatic” approximations. Such approximations utilize ground-state exchange-correlation (xc) functionals, and although ground-state potentials also may feature steps and peaks, they appear only in particular situations such as static correlation or fractionally charged systems, while the TDDFT steps appear quite generically.

In this review, we revisit what is known about non-adiabatic features of the exact xc potential in TDDFT, focussing on the dynamical steps and peaks. We begin with a brief reminder of the fundamental theory of TDDFT in Sec. I including a discussion of memory-dependence. Section II demonstrates the dynamical peaks and steps that arise from memory-dependence, by numerical examples as well as analysis of the equations, identifying a “kinetic component” in the xc potential as responsible for these features, and discussing the role of the local accelerations in the system. In Section IV we make a case study on the helium atom, showing that these features, which have largely been discussed in one-dimensional (1D) systems, persist just as strongly in three-dimensions, and verifying the relevance of the analyses previously made. We summarize in Section V.
II. TDDFT FORMALISM

At the heart of TDDFT lies the Runge-Gross theorem [13,31] which, for time-dependent problems, plays an analogous role to the Hohenberg-Kohn theorem for ground-state problems. Namely, for a fixed particle-particle interaction and statistics, it establishes a one-to-one mapping between the possibly time-dependent external potential acting on the electrons and the time-dependent density for a given initial state:

\[ \Psi(0) : n \leftrightarrow v_{\text{ext}} \]  

(1)

As a consequence, all physical observables can be expressed as functionals of the density and initial state: for a given \( \Psi(0) \), \( n \) points to a unique \( v_{\text{ext}} \) which points to a unique Hamiltonian, which in theory points to a unique time-dependent wavefunction, from which any observable can be extracted in principle.

But this can be of little more than theoretical interest unless we know how to obtain the density of the interacting system and the observables of interest. As in ground-state DFT, one maps the interacting system to a fictitious non-interacting system, the Kohn-Sham (KS) system, whose orbitals are required to reproduce the density at any instant. The KS orbitals evolve in the one-body KS potential, \( v_{\text{KS}}(r, t) \), according to a single-particle TDSE:

\[ \left( \frac{-\nabla^2}{2} + v_{\text{KS}}(r, t) \right) \phi_i(r, t) = i\partial_t \phi_i(r, t). \]  

(2)

(Atomic units are used throughout). The KS potential is written as the sum of three terms in a similar way to DFT:

\[ v_{\text{KS}}(r, t) = v_{\text{ext}}(r, t) + v_{\text{H}}[n](r, t) + v_{\text{XC}}[n; \Psi_0, \Phi_0](r, t) \]  

(3)

where \( v_{\text{H}}[n](r, t) = \int \frac{n(r'')}{|r''|} d^3r'' \) is the Hartree potential and \( v_{\text{XC}}[n; \Psi_0, \Phi_0](r, t) \) is the xc potential whose exact functional dependence on the density \( n_1 \) true initial state \( \Psi_0 \) and KS initial state \( \Phi_0 \) is unknown and needs to be approximated in practice. We note that there is much freedom in selecting the initial KS state \( \Phi_0 \); it can be any wavefunction that reproduces the density of the true interacting initial state and its first time-derivative [23,26].

The vast majority of applications of TDDFT are for linear response where a perturbative limit of Eqs. (2–3) yields a Dyson-like equation, or matrix equations, in the frequency domain, whose solution gives excitation energies and oscillator strengths [22,30]. The success of TDDFT in this regime, with the available approximate xc functionals, is incontrovertible, e.g. Refs [31–33], however not without blemishes for certain classes of excitations, e.g. double-excitations and charge-transfer excitations [34], which can create havoc for the black-box use of the method in coupled electron-ion dynamics [35]. But the fully non-perturbative regime is of particular interest in TDDFT, due to the much harsher computational scaling of alternative methods [8].

Armed with a good approximation to the xc potential, solving Eq. (2) with Eq. (3) yields a good approximation to the density of the physical interacting system, obtained from non-interacting KS electrons, through

\[ n(r, t) = \sum_{i=1}^{N} |\phi_i(r, t)|^2. \]

Observables that are directly related to the density, such as the dipole moment, can be directly extracted, while further approximations would be needed to extract other observables, such as momentum distributions [36], double-ionization cross-sections [37], and current-densities, whose rotational part differs in general from that of the KS system [38–40]. More often than not, these observables are approximated by those of the KS system [41–43]; an open question is how errors from the xc functional itself compare with the (usually unacknowledged) errors from the observable evaluation.

An exact expression for the xc potential can be derived by equating the second time-derivative of the density, \( \ddot{n}(r, t) \), for the KS system with that of the interacting system. While the Heisenberg equation of motion for the density gives the continuity equation \( \dot{n} = -\nabla \cdot j \), \( \ddot{n}(r, t) \) can then be obtained from the equation of motion for the current-density \( j(r, t) \). Subtracting the equation obtained for the interacting system from that for the KS system results in the decomposition of the xc potential, \( v_{\text{xc}}(r, t) \) into kinetic (T) and interaction (W) terms

\[ v_{\text{xc}}(r, t) = v^T_{\text{xc}}(r, t) + v^W_{\text{xc}}(r, t), \]

that have the following structure [23,25,44–47]:

\[ \nabla \cdot (n \nabla v^W_{\text{xc}}) = \nabla \cdot \left( n(r, t) \int n_{\text{xc}}(r, r', t) \nabla w(|r' - r|) d^3r' \right) \]

(4)

\[ \nabla \cdot (n \nabla v^T_{\text{xc}}) = \nabla \cdot (D_{r', r} \Delta \rho_1(r', r, t)|_{r'=r} ), \]

(5)

(with the \((r, t)\)-dependences on the left-hand-side understood) where \( n_{\text{xc}}(r, r', t) \) is the xc hole, defined through the diagonal two-body density matrix

\[ \rho_2(r, r'; r, r') = N(N-1) \int dr_3...dr_N |\Psi(r, r', r_3...r_N)|^2 = n(r', t) n(xc_{\text{ KS}}(r, r', t)) + \Delta \rho_1(r', r, t) = \rho_1(r', r, t) - \rho_{1, xc}(r', r, t), \]

\( \rho_{1, xc}(r', r, t) \) is the difference between the spin-summed one-body density matrix of the true interacting system \( \rho_1(r', r, t) \) and that of the Kohn-Sham system, \( \rho_{1, xc}(r', r, t) \), which is determined from the density of the KS system. The differential operator

\[ D_{r', r} = \frac{1}{2} (\nabla^2 - \nabla \cdot \nabla') \]

(6)

Eqs. (4–5) give an exact expression for the xc potential in terms of the exact xc hole, and the exact and KS one-body reduced matrices. They are useful for analysis of TDDFT and understanding errors in approximations. Further, they offer a starting point for approximations: although \( \rho_{1, xc}(r', r, t) \) is accessible in a KS evolution, \( \rho_1(r', r, t) \) need to be approximated in terms of KS quantities. We will also return to this in Sec. III.
A. Memory: History and Initial-State Dependence

In traditional wavefunction-based quantum mechanics, knowing the wavefunction $\Psi(t)$ at any time $t$ is enough to know all properties of the system at that time; its value at earlier times is not required. The same cannot be said about the one-body density. While the TDDFT reformulation of the many-body problem in terms of its one-body time-dependent density $n(r,t)$ drastically simplifies the problem from the computational viewpoint, it inevitably introduces some complications. In particular, the xc potential is memory-dependent in that the functional $v_{\text{xc}}[n,\Psi_0,\Phi_0](r,t)$ depends not only on the instantaneous density $n(r,t)$ but also on the history of the density $n(r,t'<t)$ and the initial states $\Psi_0,\Phi_0$. This follows directly from the Runge-Gross theorem Eq. (1): the mapping is between the density- and potential- functions over space and time, and is one-to-one for a given initial state. This would mean $v_{\text{xc}}(r,t)$ functionally depends on the density over all times but due to causality it depends only on the history of the density, not its future. The initial-state dependence means that the same time-dependent density can be obtained by propagating in two different potentials if the systems begin in different initial states. Applying Eq. (1) to the KS system yields that $v_{\text{xc}}(r,t)$ functionally depends on the history of the density and the KS initial state, and thus $v_{\text{xc}}(r,t) = v_{\text{xc}}(r,t)-v_{\text{xc}}(r,t)-v_{\text{xc}}(r,t)$ functionally depends on both the true and KS states: $v_{\text{xc}}[n;\Psi(0),\Phi(0)](r,t)$. As mentioned earlier, one can begin in any initial KS state that reproduces the density of the initial interacting state and its first time-derivative; the structure of the exact xc potential has a strong dependence on this choice.

There is an intimate connection between history-dependence and initial-state-dependence that can be useful. What we take as the “initial” time can be re-set, and if we know the wavefunctions at the reset time, then we can evaluate the xc potential on the domain of those wavefunctions and a truncated history, i.e. $v_{\text{xc}}[n;\Psi_0,\Phi_0](r,t) = v_{\text{xc}}[n_{t'},\Psi_{t'},\Phi_{t'}](r,t), \quad t' \leq t$ (6)

where $n_{t'}$ means the density function over the domain from time $t'$ to $t$. A useful consequence is that if the xc potential is found at some time $t$ for a particular dynamics of a system, then in any dynamics where the exact same interacting and KS states happen to be reached at some time, then the xc potential at that time will be the same. We will exploit this in Section IV to emphasize the generality of the features of the xc potential found there.

Almost all calculations today however completely neglect memory. They use an adiabatic approximation, in which the instantaneous density is input into a ground-state approximation: $v_{\text{xc}}^A[n;\Psi_0,\Phi_0](r,t) = v_{\text{xc}}^{\text{exact}}[n(t)](r)$. Such an approximation has two sources of error: one arising from the approximation made for the ground-state functional, and the other from the adiabatic approximation itself. To isolate the error from the adiabatic approximation itself, the adiabatically-exact approximation $[51]$ is defined as $v_{\text{xc}}^{\text{adi-ex}}[n;\Psi_0,\Phi_0](r,t) = v_{\text{xc}}^{\text{exact-g.s.}}[n(t)](r)$ which can be a useful analysis tool in cases where the exact ground-state xc potential can be computed (usually model 1D systems). Due to the lack of memory, the adiabatic approximation leads to large errors in some applications, sometimes failing completely $[52–60]$, but in other cases it has been found to yield good predictions $[5–18]$, even when the system is far from a ground-state. It is not completely understood why: possible reasons include, that the adiabatic approximation satisfies a number of exact conditions that are important in the time-dependent case $[2]$, that in some applications a strong external field dominates over xc effects in driving the dynamics and that partial compensation of self-interaction in the Hartree potential, even at the ground-state level, is enough, especially when the observables involve averaging over the details of the density distribution. Recently it was further argued that an indicator of the expected success or failure of the adiabatic approximation lies in the natural orbital occupation numbers $[37]$, if the initial KS state has a configuration close to that of the true initial state, and the natural orbital occupation numbers of the true system do not evolve significantly in time, the adiabatic approximation may make good predictions even for strongly non-perturbative dynamics.

B. Examples showing the relevance of memory

Model systems have been crucial in understanding cases where the adiabatic approximation fails, because numerically exact solutions are available and because the exact xc potential can be extracted to compare with approximations $[48–61,69]$. Fig. 1 shows the errors that adiabatic approximations make in a variety of studies.

The top panel shows the electronic dipole for field-free evolution of a state that is a 50:50 superposition of the ground and first-excited singlet state of a 1D soft-Coulomb-interacting He atom $[26,44,45,63]$; such a state may be reached from a ground state driven by a field that is then turned off, for example. In that scenario, the natural choice for the KS initial state is a Slater determinant, which for our two-electron system, is a doubly-occupied spatial orbital. As seen in the figure, the adiabatic exact-exchange (AEXX) and local density approximations (ALDA) do not get the period of oscillations correct, and display additional beat frequencies. In Sec. III we will see that the exact xc potential has non-adiabatic step and peak features that even the adiabatically-exact approximation lacks.

Such features have an even more notable effect in electron-scattering, illustrated in panel b in Fig. 1. This shows the reflection probability of an electron initially in a gaussian wavepacket moving towards a target 1D H atom $[48,70]$. The approximations severely underestimate the reflection of the wavepacket ($N_R$ is the number
of electrons on the right of the atom). The dashed and solid lines represent different choices of initial KS state, both of which have the same density as the true state: In one, a Slater determinant is chosen for example to simulate the return of an ionized electron to its parent, while in the other, the initial KS state is a two-orbital state which has the same configuration as the interacting state with one electron in the bound target ion, and the other in a gaussian wavepacket. Although there are significant differences in the details of the two time-dependent densities ensuing from these states when propagated under ALDA or AEXX [48, 70], with the Slater determinant demonstrating spurious oscillations and reproducing the exact dynamics less accurately initially, neither of them capture the eventual reflection even qualitatively. The exact xc potential shows a step and valley structure that is essential for this effect, and is missing in the adiabatic approximations (see also Sec. III). This may explain the underestimated predictions of scattering probabilities and energy transfer that has been observed in real systems [71–76].

Panel c of Fig. 1 gives an example of a resonantly-driven charge-transfer out of the ground-state [77, 78]. A molecule is modeled via an asymmetric double-well, in which the ground-state has two electrons in the left-well. Applying a weak field that is resonant with an excitation to a charge-transfer state triggers a Rabi oscillation, as evident by the large change in the dipole seen as the molecule reaches the charge-transfer state. Although the adiabatic TDDFT approximations shown yield excellent values for the charge-transfer excitation energies, they completely fail to capture the charge-transfer dynamics. Again, dynamical step features develop as the electron transfers (see Sec. III). But adiabatic TDDFT generally fails at resonant driving, even to local excitations [52, 53, 79, 80], because it violates the fundamental condition that resonant excitation frequencies of a system should not shift with the instantaneous state; with adiabatic approximations, the density-dependence of the KS potential leads to the response of a non-equilibrium state having spuriously-shifted poles, while the exact generalized xc kernel requires a frequency-dependence to correct this spurious shift [81, 82]. Although it has not yet been explicitly shown, it is likely this frequency-dependence is related to dynamical steps and peaks in the time-domain. This could lead to some unreliability in TDDFT simulations of pump-probe spectroscopy; absorption peak-shifts have been observed in a number of molecules [57, 83–85].

III. DYNAMICAL STEPS AND PEAKS

One common thread across all the examples in Sec. II A, is the presence of prominent step and peak features in the exact xc potential, which are significant on the scale of the total KS potential. Figure 2 shows the exact xc potential in comparison with approximations in-

FIG. 1. Three examples illustrating substantial errors in adiabatic TDDFT propagation. a) Dipole moment in field-free propagation of a 50:50 superposition of the ground and first excited state in a 1D He atom [26, 44, 45, 63], showing the exact, against AEXX and ALDA. The initial KS orbital is chosen to be a Slater determinant. b) Scattering of an electron off a 1D H-atom; the top panel shows the density upon approach, while the lower panel shows the integral of the electron density to the right of the atom ($x \geq -5$) [48, 70]; dashed curves for the Slater determinant initial state, and solid for a two-orbital state. c) Resonantly-driven charge-transfer out of the ground-state of the double-well shown. Neither self-interaction-corrected LDA (SIC-LDA) nor AEXX capture the dynamics, despite yielding good approximations for their excitations [77, 78].
cluding the adiabatically-exact, for those examples. The exact xc potential was computed by numerically inverting the propagation operator viewed as a function of the potential to target the exact density. In the case of a Slater determinant formed with a doubly-occupied orbital, the KS orbital is directly related to the exact density, and then the xc potential can alternatively be computed using analytical formulas [63] (see also Sec. [IV]).

A salient feature common to all the exact xc potentials over the range of different dynamics are step- and peak-like structure which are absent in the adiabatic approximations, including the adiabatically-exact (although partially reproduced in case c)). These features are therefore non-adiabatic and their absence in adiabatic approximations yield inaccurate density-dynamics.

Fig. 2 shows different time-snapshots of the exact, adiabatically-exact and ALDA xc potentials for the 1D He atom superposition state of Fig. 1(a). Given that in this case the KS state is a doubly-occupied orbital, \( v_n = -\epsilon_n / 2 \) has a simple well structure that smoothly cradles the density (the exact \( n(r,t) \) is shown as blue dotted), the step and peak are features of the correlation potential which often dominates the KS potential [26, 44–47]. In the case shown, the KS state has a fundamentally different structure to the true state; instead, if the KS state is chosen with the same configuration of the true state, the step features are smaller but still appear, although their impact on the ensuing dynamics is less [47].

In Fig. 2, we display the xc potential and density for the scattering example of Fig. 1b, for the case when \( \Psi(0) = \Psi(0) \) [48, 70]. The middle panel shows again a prominent peak and step feature just to the right of \( x = -10 \) a.u. at the shoulder of the electron density (top panel), which persists over time and contains the effective correlation needed for reflecting part of the density of the two KS electrons. Adiabatic approximations miss this structure and fail to reflect: the top right and middle panels show the density and xc potential for the ALDA in red. The feature appears in the \( v_T^C \) component of the exact potential, and the lower panels show that while the adiabatically-exact approximation accurately captures \( v_{XC}^W \), it hardly resembles \( v_T^C \) at all. The figure also plots a non-adiabatic approximation, \( v_{XC}^S \), which replaces the exact xc hole and one-body density-matrix in Eqs. (4)–(5) with their KS counterparts; this yields a reasonable approximation to \( v_{XC}^W \) but gives zero for \( v_T^C \).

Finally, turning to the example of resonantly-driven charge-transfer of Fig. 1c, we plot in Fig. 3 the exact correlation potential at the final time the charge-transfer state is reached. A step appears in the adiabatically-exact potential, however it has the wrong height. Ref. [77] shows that the heights of the two steps in the limit of large separation between the donor (D) and acceptor (A) can be given by the differences in ionization potential and electron affinity indicated in the figure; the adiabatically-exact step has a size equal to the \( (N_D - 1) \)-electron derivative discontinuity, and is smaller than that of the exact. As this step builds up over time during the charge

![FIG. 2. Non-adiabatic step and peak features in \( v_{XC} \) for the examples of Fig. 1](image-url)
transfer, there is also an oscillatory dynamical step similar in nature to that in part (a).

Thus these non-adiabatic step and peak features have been demonstrated on a wide range of dynamics, and we now briefly mention some beyond those above. Ref. [64] found them in the exact KS potential for a model describing the propagation of a single electron through an infinite semiconductor wire, using a quasi-particle wavepacket of nonzero crystal momentum added to the ground-state of a semiconductor. Refs. [86, 87] studied field-induced tunneling in a system of two or three spinless electrons in 1D. Ref. [67] showed barrier structures that were essential for autoionization processes in a 1D He atom. Refs. [61, 62, 65, 66, 88, 89] considered Hubbard models, while Ref. [68] demonstrated their importance for single-electron transport through a quantum dot using an Anderson model. Although computationally more convenient to demonstrate on 1D model systems, in Section IV we use the example of the real (three-dimensional) Helium atom to illustrate how the dynamical non-adiabatic features in the exact $v_{xc}$ shown in the 1D helium atom persist just as strongly in the three-dimensional case.

Step and peak features are no strangers to DFT. In the ground-state, they appear in situations associated with “fractional charge” regions, for example when a molecule is near a metal surface [90, 91], related to the derivative-discontinuity. They appear in interatomic regions of dissociating molecules [34, 91, 102] where they are signatures of static correlation. Without the interatomic step, which is equal to the ionization potential difference between the two fragments, the KS system dissociates to unphysical fractional charges. Associated with the onset of the interatomic step is a peak, and recently a secondary peak was found to appear in the very low density region far to the side of the molecule that heralds the descent of the step back to zero asymptotically [100, 102]. These step and peak features appear in the correlation potential and can be analyzed in terms of changes in the conditional amplitudes of the interacting and KS systems, defined through a factorization,

$$\Psi(r_1, r_2, \ldots, r_N) = \sqrt{\frac{n(r_1)}{N}} \Psi_{\text{cond}}(r_2, \ldots, r_N)$$

Although the exact exchange potential displays step features when the orbital dominating the density switches to one with a different asymptotic decay [103, 105], it does not capture the interatomic step in dissociating diatomic molecules which is a strong correlation effect [34, 78, 95]. In the absence of nodal planes of the highest occupied molecular orbital (HOMO), the steps go back down to zero asymptotically, which is a striking difference with the non-adiabatic steps in the time-dependent case. Even when there are nodal planes, steps, peaks, and diverging behavior appear as one traverses across the nodal plane of the HOMO in cases where the density has isotropic decay away from the system [106, 107]. We stress here that the exact ground-state xc potential captures these features but does not capture the non-adiabatic steps in non-equilibrium TDDFT.

In the linear response regime, steps have appeared that counter the electric field across long-range molecules [108], and in the xc kernel near charge-transfer excitations associated with a derivative-discontinuity [109, 110]. Steps were found to be essential in Coulomb blockade phenomena, again related to fractional charges and the derivative-discontinuity [111]. These cases involve perturbations around the ground-state, and the steps are associated with fractional charge effects. Beyond the response regime, dynamical steps were found in ionization processes, where an adiabatic approximation that depended on the fraction of charge remaining locally near the parent atom was able to approximate them [51, 112].

The non-adiabatic steps we are discussing here are a distinct phenomenon to all these cases: they are not related to fractional charges, ionization, nor is an external field necessary, and they are missing from any adiabatic approximation, that is, they cannot be captured by using any ground-state approximation. They appear in the kinetic component of the xc potential, Eq. (3), and are instead related to the local KS velocities and accelerations in the system, as we will discuss next.

A. Relationship to local velocity and acceleration

Earlier analysis on the two-electron systems have shown that the dynamical steps tend to be associated with the spatial integral of the local KS acceleration in the system [4, 44, 63, 64, 77, 86], while the peak structures are associated with a maximum in the local KS velocity, or at maximum curvature in the density in regions of low density. To see this, consider first the two-electron spin-singlet where the KS initial state is chosen to be a Slater determinant. This means that we always have a single spatial KS orbital that is doubly-occupied, which must have the form:

$$\varphi(r, t) = \sqrt{n(r, t)} e^{i\alpha(r, t)}$$

(7)

to reproduce the exact interacting density with the phase $\alpha(r, t)$ related to the current-density $j(r, t)$ through the equation of continuity,

$$\nabla \cdot j = \nabla \cdot (n(r, t) \nabla \alpha(r, t)) = -\frac{\partial}{\partial t} n(r, t).$$

(8)

We note that the KS current-density $j_\alpha(r, t) = n(r, t) \nabla \alpha(r, t)$ may differ from the true current-density $j(r, t)$ by a rotational component [21, 38, 40, 113, 114] (although in 1D they are identical, $j_\alpha(r, t) = j(r, t)$). Inverting Eq. (3) yields the exact KS potential:

$$v_\alpha(r, t) = \frac{\nabla^2 \sqrt{n(r, t)}}{2\sqrt{n(r, t)}} - \frac{\nabla \alpha(r, t)}{2} \frac{\partial \alpha(r, t)}{\partial t}$$

(9)

We note that the KS current-density $j_\alpha(r, t) = n(r, t) \nabla \alpha(r, t)$ may differ from the true current-density $j(r, t)$ by a rotational component [21, 38, 40, 113, 114] (although in 1D they are identical, $j_\alpha(r, t) = j(r, t)$). Inverting Eq. (3) yields the exact KS potential:

$$v_\alpha(r, t) = \frac{\nabla^2 \sqrt{n(r, t)}}{2\sqrt{n(r, t)}} - \frac{\nabla \alpha(r, t)}{2} \frac{\partial \alpha(r, t)}{\partial t}$$

(9)
where the second line is written in terms of local KS velocities and accelerations and is defined up to a global spatial constant. The second term in Eq. (9) is directly related to the local KS velocity, \( \mathbf{u}(r, t) = \frac{\partial \mathbf{R}(r, t)}{\partial t} \), and this term tends to produce peak structures, especially near density minima. The third term is related to a spatial-integral of the local KS acceleration, and relative to some reference position \( r_0 \), it is given by \( \frac{\partial}{\partial t}(\mathbf{u}(r, t) - \mathbf{u}(r_0, t)) = \int_{r_0}^{r} \partial_{s'} \mathbf{u}(s', t) \cdot ds' \) where \( s' \) represents a path from \( r_0 \) to \( r \).

This shows that when there is a localized peak in the KS acceleration this term develops a step-like feature there. It should however be noted that the first term of Eq. (9) may also have structures that one can associate with local peaks and local steps: these can partially cancel or enhance the velocity and acceleration terms. For example, in the trivial one-electron case one may get peaks in the local velocity and acceleration but \( v_{XC} \) is zero, since the local curvature of the density can also display local steps and peaks especially near density-minima. But steps that straddle across one side of a localized density to the other, leading to different asymptotic values of the potential in different directions, have a height given by the spatial integral of the localized KS acceleration across the system. We will show an example of this Sec. IV for the (three-dimensional) He atom.

Eq. (9) holds for the special case of two-electron singlet systems where the KS initial state is chosen to be a Slater determinant. For a general choice and for \( N \)-electrons, the same expression holds but where the density, velocity, and acceleration are instead those of one of the occupied orbitals. Different orbitals yield different terms individually but the sum of the terms must be the same for each orbital; an example can be found in Ref. [4].

B. Approximations for the dynamical steps and peaks: Importance of \( v_{XC} \)

Although it is tempting to build an approximation directly from Eq. (9), it is not clear how to, because hiding in the expression is the external potential, whose functional dependence would somehow need to be subtracted out. In practise, the external potential is input into the expression is the external potential, whose

imputation to be exact in such a frame, and transforming back. This results in an approximation that adds precisely the last term of Eq. (9) to an adiabatic approximation. To finally hammer in the point of this paragraph, one can explicitly show that for two electrons in a single Slater determinant in one-dimension, this term is

\[
- \frac{\partial}{\partial t} \int x j(x', t) \frac{1}{n(x', t)} dx' = v_{\text{ext}}(x, t) - \int x \frac{\partial^2 j(x', t)}{\partial x'^2} \frac{1}{2n^2(x', t)} + \int x \frac{\partial w(x', x_2)}{\partial x_2} \rho_2(x', x_2, t) dx_2.
\]

Instead, Eqs. (4)-(5) can be used to develop approximations. Moreover, analyses based on this decomposition have revealed that the non-adiabatic dynamical features figure more prominently in the kinetic term as compared to the interaction term. As demonstrated in one of the examples in Fig. 2 the step structures are a feature of the kinetic component \( v_{k}^2 \) and are absent in adiabatic approximations to this term. While adiabatic approximations may tend to approximate \( v_{XC} \) well, they do a poor job of capturing the structure in \( v_{k}^2 \). This is not surprising given the form of the two terms: While the interaction term benefits from smoothing through the integral, the appearance of multiple gradients in the kinetic component can create large step and peak features that evolve in time, especially in regions where the density has local minima.

One such class of approximations is the density-matrix coupled approximation of Refs. [46][47]. Here, the correlated one-body density matrix needed in \( v_{k}^2 \) is replaced by an approximated one computed from the first equation of the BBGKY hierarchy, and propagated alongside the KS calculation. In the BBGKY equation the two-body density matrix is approximated by that of the KS system. This ensures that the diagonal part of this density matrix stays equal to the density of the KS system at all times, while the off-diagonal terms can differ from the KS one-body density matrix (as would be the case in an exact calculation).

Even though this approach satisfies most exact conditions known in TDDFT, and is able to capture the elusive dynamical steps and peaks, it remains numerically too unstable to be of practical use. An improved approach within this class of approximations would include an approximation for two-body density matrix as a time-dependent functional of either or both the KS and correlated one-body density matrices.

Eq. (5) suggests that the steps are a probe of the difference between the local character of the true and KS density-matrices near the diagonal (Eq. 5). Choosing initial KS states to minimize this difference may improve the performance of the adiabatic approximations at short times [26][27]. The idea that the performance of an adiabatic approximation is connected with how small the variation of natural orbital occupation numbers is was investigated in Ref. [47]. Ref. [44] found that the largest step structures appeared at local minima of
the largest occupation numbers. However it should also be noted that the impact of a large localized dynamical step or peak on the dynamics may be relatively small if the structure oscillates rapidly in time or is very localized in a region of small density \[45, 47\].

IV. CASE STUDY: DYNAMICS IN THE HELIUM ATOM

The examples illustrated in the previous section involved 1D systems, and a question then arises: are the non-adiabatic steps and peaks equally prominent in real three-dimensional systems? It is often said that correlation effects are enhanced in reduced dimensionality \[118, 119\]. A sensible comparison would be to compare the steps and peaks in a three-dimensional system undergoing analogous dynamics to one of the 1D examples. Thus here we study the field-free evolution of a 50:50 superposition state of the ground and first-excited dipole-accessible state of the real Helium atom \[40\], and compare with the example (a) of Fig. 1 and Fig. 2.

We find the exact interacting state at time \( t \) in terms of the eigenstates of the He atom: \( 1S_0 \), denoted \( \Psi_0 \), and singlet first excited state \( 2P_1 \) that has angular quantum numbers \( L = 1 \) and \( M = 0 \), denoted here \( \Psi_1 \). Thus,

\[
|\Psi(t)\rangle = \frac{1}{\sqrt{1+|a|^2}} (|\Psi_0\rangle + ae^{-i\omega t}|\Psi_1\rangle)
\]

(11)

where \( \omega = E_{2P} - E_{1S} = 0.77980 \) a.u., is the frequency with which the system oscillates. The parameter \( a \) allows us to tune the proportion of the excited state \( \Psi_1 \) that goes into the superposition. For the analog to the 1D He example in Figs. 1 and 2, \( a = 1 \), the 50:50 superposition. In exact TDDFT, the density of this interacting state as a function of time

\[
n(r, t) = \frac{1}{1+|a|^2} \left( n_0(r) + |a|^2 n_1(r) + 2an_{01}(r) \cos(\omega t) \right)
\]

(12)

where \( n_q(r) = 2 \int |\Psi_q(r, r_2)|^2 d^3 r_2, q = 0, 1 \) and \( n_{01}(r) = 2 \int \Psi_0(r, r_2)\Psi_1(r, r_2) d^3 r_2 \), is exactly reproduced by the non-interacting KS electrons.

We note that although this may seem to be a very special case of dynamics, the results for the xc potential at any given time \( t \) in fact apply to a far wider class of dynamics: due to Eq. (6) the xc potentials we will find apply in any situation where the instantaneous true state is given by Eq. (11) and an initial Slater determinant is chosen for the KS state. This means that independently of how the system reached instantaneous state at some time \( t \) the xc potential at that time is the same.

To find the exact xc potential, we will need to invert the time-dependent KS equation for the three-dimensional case, but first we need to find the exact densities of the interacting eigenstates and the transition density in order to construct the target density Eq. (12). We use the results of Refs. \[120, 121\] to find the exact density. There, the system is solved using the close-coupling method, in which the angular part of the exact wavefunction is written in terms of coupled spherical harmonics while the radial part is obtained by the finite element discrete variable representation method \[40, 120, 121\].

A. Extracting the exact xc potential

Here we choose the initial KS state as a Slater determinant: this is the natural choice if the state Eq. (11) is reached from applying an external field to a ground-state and then turning the field off. One would use ground-state DFT to find the initial KS orbitals, and by the ground-state theorems, this is a Slater determinant. Since the KS evolution involves a one-body Hamiltonian, the state remains a single Slater determinant.

This choice of initial KS state is the most relevant choice for simulations of general dynamics of the atom when beginning in the ground state. This is often the case for simulating experiments involving laser-driven dynamics, for example, or in photovoltaics where one models the initial photo-excitation process itself; and, as mentioned above, the xc potential we find at time \( t \) is the same for any situation in which the true state Eq. (11) is reached and a KS Slater determinant is chosen. For the case of the He atom, the KS state is then a doubly-occupied orbital. The exact xc potential is then obtained from subtracting \( v_{\text{ext}} = -2/|r-r'\| \) and \( v_{\text{int}}(r, t) \) from Eq. (7) further, one can isolate the correlation component by noting that for this KS state, \( v_c(r, t) = -v_{\text{int}}(r, t)/2 \).

Thus, finding the exact xc potential reduces to solving Eq. (8) for \( \alpha(r, t) \) and inserting it into Eq. (7). We note that for a different choice of initial KS state, e.g. using a two-configuration state that is more similar to that of the actual interacting state, the inversion to find \( v_{\text{xc}} \) involves an iterative numerical procedure \[49, 122, 123\]; some examples for the 1D analog of the He dynamics can be found in Refs. \[26, 45, 46\] (see also discussion in Sec. III). This could be a more natural state to begin the KS calculation in some situations, e.g. if the state was prepared in such a superposition at the initial time. The importance of judiciously choosing the KS initial state when using an adiabatic approximation has been realized and exploited in strong-field charge-migration simulations \[124, 125\].

B. Numerical Details

We observe that the second equality in Eq. (8) has the form of a Sturm-Liouville type equation, which yields a unique solution for \( \alpha(r, t) \) for a given boundary condition. Furthermore, thanks to the azimuthal symmetry of our density \( \langle M = 0 \rangle \) at all times), we need solve this in effectively two dimensions, \( (r, \theta) \). We construct the explicit matrix representation of the operator \( \nabla \cdot (\nabla) \)}
using the fourth order finite-difference scheme and subject to the boundary conditions,

$$\alpha(r \to \infty, t) = 0 \quad \text{and} \quad \frac{\partial}{\partial \theta} \alpha(r, t)|_{\theta=\pi,0} = 0.$$  \quad (13)

We use a rectangular computational domain for the grid \((r, \theta)\), extending from \(0 \to R = 30 \, \text{a.u.}\) in \(r\) (the density is negligible this far from the nucleus) and \(0 \to \pi\) in \(\theta\), and the boundary conditions, Eq. (13) translate to

$$\alpha(r = R, \theta, \varphi, t) = 0$$

$$\frac{\partial}{\partial \theta} \alpha(r, \theta, \varphi, t)|_{\theta=\pi} = 0 \quad \frac{\partial}{\partial \theta} \alpha(r, \theta, \varphi, t)|_{\theta=0} = 0 \quad (14)$$

With the finite-difference scheme the matrix representation of the derivative operator is highly sparse, and consequently the semi-local operator \(\nabla \cdot (n(r, t) \nabla)\) is also, coupling only a few nearby grid points. The dimensions of the matrix are \((N_r N_\theta) \times (N_r N_\theta)\) where \(N_r = 50\) and \(N_\theta = 301\) are the number of grid points in the \((r, \theta)\) computational domain. The high sparsity also allows for efficient matrix inversion. Despite the computational efficiency, caution is required to avoid numerical inaccuracies especially where the density becomes small. To ensure that our conclusions are robust, we restrict our analysis to regions where the inversion is fairly accurate.

This is ensured by checking that the action of the matrix representing \(\nabla \cdot n(r, t) \nabla\) on the solution vector \(\alpha(r, t)\) agrees with the right-hand-side of Eq. (13).

In addition to the uniqueness entering the solution of Eq. (8) as stated before, choosing the initial condition as \(\alpha(r, 0) = 0\) fixes our initial state as \(\phi(r, 0) = \sqrt{n(r, 0)} / 2\) and the boundary-condition Eq. (13) applied with time \(t\) as a parameter is compatible with the TDKS evolution, but the results do evolve smoothly in time. Moreover, the rapid decay of the density at large \(r\) in the left-hand side of Eq. (8) implies that this leads to the matrix elements corresponding to these points being killed off which renders the boundary conditions at \(r = R\) superfluous.

The numerical inversion of the matrix operator \(\nabla \cdot n(r, t) \nabla\) subject to the boundary conditions Eq. (13) described above, produces the solution of Eq. (8) for \(\alpha(r, t)\). When used in Eq. (9) this yields the KS potential, \(v_{\text{ext}}(r, t)\).

We then calculate the exact Hartree potential \(v_{\text{H}}(r, t)\), by numerically inverting

$$\nabla^2 v_{\text{H}}(r, t) = -4\pi n(r, t),$$  \quad (15)

in a similar way, so that \(v_{\text{H}}\) and \(v_{\text{ext}}\) can be subtracted from \(v_{\text{H}}\) to find the xc potential.

C. Results

The problem possesses several symmetry features which we leverage to simplify the analysis. The azimuthal symmetry mentioned earlier and the fact that the states that enter the superposition are those for which \(L = 0\) and \(L = 1\), imply that the density, current, and potentials in the lower half-plane \((\pi/2 < \theta < \pi)\) evolve in exactly the same way as those in the upper half-plane \((0 < \theta < \pi/2)\) but a half-cycle out of phase, i.e. if \(O(r, \theta, t)\) represents the above quantities, then \(O(r, \pi - \theta, t) = O(r, \theta, t + T/2)\). Another consequence of the simple form of the superposition is the fact \(O(r, T - t) = O(r, t)\). It is therefore sufficient to look at time-snapshots only over a half cycle in one of the octants; the discussion will carry over to the other octants in accordance with the above conditions.

In Figure 3 we plot the snapshots of the xc potential, \(v_{\text{xc}}(r, t)\) at different fractions of the period of oscillation, \(T = 2\pi / \omega = 8.057 \, \text{a.u.}\) in the octant spanned by \([r = (0, 4)] \times [\theta = (\pi/2, \pi)]\). We observe the xc-potential displays a prominent peak and a step across \(r = 0\) at \(t = 0\) in the region swept by \(\pi/2 < \theta < \pi\) that decrease in magnitude over the first half-period time until vanishing from the octant and appearing on the other side of \(\theta = \pi/2\). These features have been shown to be completely missing in adiabatic approximations for 1D cases (e.g. Fig. 1) yet they often dominate the KS potential. Here we find these non-adiabatic features persist just as prominently, in analogous dynamics of the real three-dimensional He atom \[10\]. This justifies that conclusions drawn from previous studies involving 1D systems do apply to real systems as well and that these strong correlation effects do not arise from dimensional reduction \[118, 119\]. We expect that the lack of the step and peak features in adiabatic approximations lead to less structured density profiles, as was seen in 1D cases [47].

It is important to mention here that at any instant of
times for our particular superposition state, the correlation potential goes to the same time-dependent constant asymptotically in every direction in the lower octant, and a different time-dependent constant in the upper octant. The flatness of the KS potential asymptotically in each octant is consistent with a zero current-density there. Our inversion to find the potential very close to \( \theta = \pi/2 \) is not reliable near the density’s local minimum along this line: Looking across the \( \theta \)-direction, we observe a sharp step and peak in \( v_c \) at \( \theta = \pi/2 \) at large \( r \), which yields a force that prevents the KS current vectors from crossing the \( xy \)-plane, in a manner consistent with the behavior of the true current vectors \([40]\). These features make a numerical inversion near \( \theta = \pi/2 \) difficult. At \( \theta = \pi/2 \), the density of the \( P \)-state \( \Psi_1 \) vanishes, and the large and sharp change in the potential reminds us of the divergent behavior along the highest-occupied molecular orbital nodal plane found in the asymptotic region of the ground-state potential \([107]\) mentioned in Sec. \( \text{III} \) for cases where the density has the same decay in all directions. But in our case the density does decay differently along this plane than in other directions, and it cannot be captured by any adiabatic approximation.

As discussed in Sec. \( \text{III} \), we find that a significant contribution to the peak is related to the local KS velocity, while the step when a cut is taken across a fixed \( \theta \) is related to the radial integral of the local acceleration, \( \dot{\alpha}(r, t) = \int \partial_t u(r', t) r' dr' \), and likewise for the step at \( \pi/2 \) in the \( \theta \)-direction. We will explicitly demonstrate this in Sec. \( \text{IV D} \).

Taking different superpositions of the ground and excited states is further evidence that the step and peak features are universally present in real three-dimensional systems. The first and third columns of Figure 4 shows the KS and correlation potentials at the initial time, when \( a \) in Eq. \( 11 \) is changed through 0, 1, 2, \( \infty \), going from a pure ground-state, through to the purely excited state; these two limits are of course time-independent. The correlation potential in the purely excited case (top panel, third row) has a barrier with a structure that is not dissimilar to the 1D case in magnitude and in shape (Figs. 3 and 4 in Ref. \([25]\)); the KS potential must be such to maintain the constant excited \( ^1P \) density at all times with a non-interacting doubly-occupied orbital. (For all cases, \( v_S \) goes asymptotically like a constant \( -1/r \); the different scales makes this behavior less apparent in some cases.)

FIG. 4. Comparison between interacting and non-interacting helium atom. Columns 1 & 3 correspond to the interacting case while columns 2 & 4 correspond to the non-interacting case. Top panel shows \( n(r, t) \) (dashed red), \( v_S(r, t) \) (dashed blue) and correlation \( v_C(r, t) \) (solid blue) for purely ground state \((a = 0, \text{columns 1 & 2})\) and purely excited state \((a = \infty, \text{columns 3 & 4})\), at a cross section taken at \( \theta = 0.75\pi \). Middle panel: \( n(r, t), v_S(r, t) \) and \( v_C(r, t) \) plotted for superposition states 50:50 \((a = 1, \text{columns 1 & 2})\) and 20:80 \((a = 2, \text{columns 3 & 4})\) at time \( t = 0 \). Lower panel: Same quantities as middle panel for \( t = T/8 \).

D. “Non-Interacting Helium”

As observed in Sec. \( \text{III} \), it is the kinetic component \( v^T_C \) that is largely responsible for the non-adiabatic step and peak features, and that even the best adiabatic approximation to this term, the adiabatically-exact, does not capture them. This component of the xc potential depends on spatial derivatives of the difference between the true and KS one-body density matrix (Eq. \( 3 \)), and so is significantly affected by the choice of initial KS state, as discussed earlier. In fact, even considering the (unphysical) limit of zero electron-interaction in the He atom, \( v_{xc} = v_T^c \) is non-zero when the initial KS state is chosen differently to that of this non-interacting atom. This raises the theoretical question of how do the steps and peaks compare in such a system to the physical situation, that is, how are these affected by electron-interaction itself, as opposed to configurational effects.

To this end, we consider here a “noninteracting He” atom, and prepare our system in a superposition of the ground state and an excited state such that the configuration is the same as that of the actual interacting He atom considered in the previous subsection, except for the fact that the wavefunctions that go into the superposition are products of the ordinary hydrogenic wavefunctions. That is, in Eq. \( 11 \), instead of the interacting ground state, \( |\Psi_0\rangle = |^1S_0\rangle \) and the first excited state
\[ |\Psi_1\rangle = |2^1 P_1\rangle, \] we prepare our system in the following superposition

\[ |\Psi^{(0)}(t)\rangle = \frac{1}{\sqrt{1 + |a|^2}} \left(|\Psi^{(0)}_0\rangle + ae^{-i\omega t}|\Psi^{(0)}_1\rangle\right) \tag{16} \]

where \( |\Psi^{(0)}_0\rangle(r_1, r_2) = \phi_1(r_1)\phi_2(r_2) \) and \( |\Psi^{(0)}_1\rangle = \frac{1}{\sqrt{2}} \phi_1(r_1)\phi_2(r_2) + \phi_1(r_2)\phi_2(r_1) \) are composed in terms of the products of hydrogenic wavefunctions \( \phi_1 \) and \( \phi_2 \)

\[ \phi_1(r) = \sqrt{\frac{8}{\pi}} e^{-2r}, \quad \phi_2(r) = \frac{\cos \theta}{\sqrt{\pi}} re^{-r} \tag{17} \]

Following the same steps as involved in the solution of Eq. (9) we analyse the exact KS potential \( v_b \) along with the exact correlation potential \( v_c(r, t) \) for this non-interacting version of the Helium atom. The second and fourth columns of Figure 4 present these potentials for \( a = 0, 1, 2 \) and \( \infty \). Comparing with the first and third columns we see that they display structures that resemble the ones found in the interacting case. We find that the peaks and the steps follow a similar trend to that displayed by the interacting system when the proportions of ground and excited states are changed.

The appearance of such dominating steps in the correlation potential here is fundamentally linked to the difference in configurations of the interacting superposition state and KS Slater determinant rather than being a direct consequence of electron interaction. Tuning down the electron-interaction dampens the peak but the step remains. Both these features have a role in somehow nudging non-interacting electrons to be in separate lobes of the density, with the peak containing dynamical Coulomb interaction effects further enhancing the separation. An accurate approximation for the kinetic component \( v^T_b \) is required to capture these features.

Finally, we demonstrate with this non-interacting system, the decomposition of the exact KS potential in the second line of Eq. (9). In particular, the second term depends on the local velocity, and yields a peak structure, while the third term dependent on a spatial integral of the local acceleration is primarily responsible for the step. Having analytic expressions for the “true” wavefunction gives analytic expressions for \( n(r, t) \) and \( j(r, t) \), and so allow us calculate the local acceleration and velocity in a straightforward way. Figure 5 verifies the assertions above. We note that the first term in Eq. (9), that depends on the curvature of the instantaneous density, also can yield peaks near the minimum of the density; in fact at the initial time, where the current-density is zero, the peak structure arises predominantly from the first term. The first term can also yield localized step-like structures, but it is only the third term that can yield a step structure that asymptotes to different constants away from a localized density. Interestingly, in this case, \( j_b(r, t) = j(r, t) \), in contrast to the physical interacting He atom where snapshots of their difference can be found in Ref. [40].

**V. CONCLUSIONS AND OUTLOOK**

TDDFT tasks the potential driving the non-interacting electronic system with reproducing the exact time-dependent density of interacting electrons at all times. As a result, the exact time dependent xc potential must choreograph a rather unusual dance through a landscape of dynamical steps and peaks that nudge non-interacting electrons to evolve with the same density as Coulomb-interacting ones. In this work, we have reviewed aspects of what is known about these steps and demonstrated them on a real three-dimensional system, the He atom. They are distinct from step and peak features that arise in the ground-state case which tend to be associated with fractional charge and static correlation issues. The dynamical steps and peaks instead appear generically in dynamics far from the ground-state, associated with a kinetic component to the xc potential that is sensitive to the difference of the exact and KS one-body density matrices near the diagonal. They have a non-local dependence on the density in time, and are completely absent in any adiabatic approximation. They also have a non-local dependence on the density in space, as can be seen e.g. from the different asymptotes of the potential. The entanglement of spatial and time non-locality in TDDFT has been pointed out in extended systems in linear response, where approximations that build in frequency-dependence while remaining local in space violate the zero-force theorem [2] [127] [128], and here we see the time- and space-entanglement is a generic feature in non-perturbative dynamics of finite systems as well. The lack of these structures in approximations in use today lead to errors, including spurious peak-shifting that can muddle interpretation of pump-probe spectra.
Going beyond the adiabatic approximations, functionals that have explicit dependence on the instantaneous orbitals incorporate memory (e.g. time-dependent exact exchange \[^{129,130}\]) but the orbital-dependence of these commonly only involves exchange which is inadequate to capture these dynamical steps, as they appear in \(v_T^\pi\). Building practical non-adiabatic approximations for these features have so far proven elusive, although the recent density-matrix coupled approximations show it may be possible. The hope is that such approximations would increase the reliability of real-time TDDFT for dynamics of electrons in non-perturbative fields. The challenge is certainly worth it.
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