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Abstract

In this paper, we propose a bilingual lexical cohesion trigger model to capture lexical cohesion for document-level machine translation. We integrate the model into hierarchical phrase-based machine translation and achieve an absolute improvement of 0.85 BLEU points on average over the baseline on NIST Chinese-English test sets.

1 Introduction

Current statistical machine translation (SMT) systems are mostly sentence-based. The major drawback of such a sentence-based translation fashion is the neglect of inter-sentential dependencies. As a linguistic means to establish inter-sentential links, lexical cohesion ties sentences together into a meaningfully interwoven structure through words with the same or related meanings (Wong and Kit, 2012).

This paper studies lexical cohesion devices and incorporate them into document-level machine translation. We propose a bilingual lexical cohesion trigger model to capture lexical cohesion for document-level SMT. We consider a lexical cohesion item in the source language and its corresponding counterpart in the target language as a trigger pair, in which we treat the source language lexical cohesion item as the trigger and its target language counterpart as the triggered item. Then we use mutual information to measure the strength of the dependency between the trigger and triggered item.

We integrate this model into a hierarchical phrase-based SMT system. Experiment results show that it is able to achieve substantial improvements over the baseline.

The remainder of this paper proceeds as follows: Section 2 introduces the related work and highlights the differences between previous methods and our model. Section 3 elaborates the proposed bilingual lexical cohesion trigger model, including the details of identifying lexical cohesion devices, measuring dependency strength of bilingual lexical cohesion triggers and integrating the model into SMT. Section 4 presents experiments to validate the effectiveness of our model. Finally, Section 5 concludes with future work.

2 Related Work

As a linguistic means to establish inter-sentential links, cohesion has been explored in the literature of both linguistics and computational linguistics. Cohesion is defined as relations of meaning that exist within the text and divided into grammatical cohesion that refers to the syntactic links between text items and lexical cohesion that is achieved through word choices in a text by Halliday and Hasan (1976). In order to improve the quality of machine translation output, cohesion has served as a high level quality criterion in post-editing (Vasconcelos, 1989). As a part of COMTIS project, grammatical cohesion is integrated into machine translation models to capture inter-sentential links (Cartoni et al., 2011). Wong and Kit (2012) incorporate lexical cohesion to machine translation evaluation metrics to evaluate document-level machine translation quality. Xiong et al. (2013) integrate various target-side lexical cohesion devices into document-level machine translation. Lexical cohesion is also partially explored in the cache-based translation models of Gong et al. (2011) and translation consistency constraints of Xiao et al.
(2011).

All previous methods on lexical cohesion for document-level machine translation as mentioned above have one thing in common, which is that they do not use any source language information. Our work is mostly related to the mutual information trigger based lexical cohesion model proposed by Xiong et al. (2013). However, we significantly extend their model to a bilingual lexical cohesion trigger model that captures both source and target-side lexical cohesion items to improve target word selection in document-level machine translation.

3 Bilingual Lexical Cohesion Trigger Model

3.1 Identification of Lexical Cohesion Devices

Lexical cohesion can be divided into reiteration and collocation (Wong and Kit, 2012). Reiteration is a form of lexical cohesion which involves the repetition of a lexical item. Collocation is a pair of lexical items that have semantic relations, such as synonym, near-synonym, superordinate, subordinate, antonym, meronym and so on. In the collocation, we focus on the synonym/near-synonym and super-subordinate semantic relations

\[ x \text{R}_y \quad (R \in \{ \text{rep}, \text{syn}, \text{hyp} \}) \]  

where \( x \) being the trigger and \( y \) the triggered item.

We see that word antonyms. So we do not consider them in our study. synonyms, near-synonyms for word \( s(w) \). Near-synonym set \( s_1 \) is defined as the union of all synsets that are defined by the function \( s(w) \) where \( w \in s_0 \). It can be formulated as follows.

\[
s_1 = \bigcup_{w \in s_0} s(w) \quad (1)
\]

\[
s_2 = \bigcup_{w \in s_1} s(w) \quad (2)
\]

\[
s_3 = \bigcup_{w \in s_2} s(w) \quad (3)
\]

Similarly \( s_m \) can be defined recursively as follows.

\[
s_m = \bigcup_{w \in s_{m-1}} s(w) \quad (4)
\]

Obviously, We can find synonyms and near-synonyms for word \( w \) according to formula (4).

Superordinate and subordinate are formed by words with an is-a semantic relation in WordNet. As the super-subordinate relation is also encoded in WordNet, we can define a function that is similar to \( s(w) \) identify hypernyms and hyponyms.

We use \( \text{rep} \), \( \text{syn} \) and \( \text{hyp} \) to represent the lexical cohesion device reiteration, synonym/near-synonym and super-subordinate respectively hereafter for convenience.

3.2 Bilingual Lexical Cohesion Trigger Model

In a bilingual text, lexical cohesion is present in the source and target language in a synchronous fashion. We use a trigger model capture such a bilingual lexical cohesion relation. We define \( x \text{R}_y \ (R \in \{ \text{rep}, \text{syn}, \text{hyp} \}) \) as a trigger pair where \( x \) is the trigger in the source language and \( y \) the triggered item in the target language. In order to capture these synchronous relations between lexical cohesion items in the source language and their counterparts in the target language, we use word alignments. First, we identify a monolingual lexical cohesion relation in the target language in the form of \( t \text{R}_y \) where \( t \) is the trigger, \( y \) the triggered item that occurs in a sentence succeeding the sentence of \( t \), and \( R \in \{ \text{rep}, \text{syn}, \text{hyp} \} \). Second, we find word \( x \) in the source language that is aligned to \( t \) in the target language. We may find multiple words \( x^k_t \) in the source language that are aligned to \( t \). We use all of them \( x^k_t, R(t) \) to define bilingual lexical cohesion relations. In this way, we can create bilingual lexical cohesion relations \( x \text{R}_y \ (R \in \{ \text{rep}, \text{syn}, \text{hyp} \}) \): \( x \) being the trigger and \( y \) the triggered item.

---

1 Other collocations are not used frequently, such as antonyms. So we do not consider them in our study.
The possibility that y will occur given x is equal to the chance that x triggers y. Therefore we measure the strength of dependency between the trigger and triggered item according to pointwise mutual information (PMI) (Church and Hanks, 1990; Xiong et al., 2011).

The PMI for the trigger pair xRy where x is the trigger, y the triggered item that occurs in a target sentence succeeding the target sentence that aligns to the source sentence of x, and R ∈ {rep, syn, hyp} is calculated as follows.

\[ PMI(xRy) = \log \left( \frac{p(x, y, R)}{p(x, R)p(y, R)} \right) \tag{5} \]

The joint probability \( p(x, y, R) \) is:

\[ p(x, y, R) = \frac{C(x, y, R)}{\sum_{x, y} C(x, y, R)} \tag{6} \]

where \( C(x, y, R) \) is the number of aligned bilingual documents where both x and y occur with the relation R in different sentences, and \( \sum_{x, y} C(x, y, R) \) is the number of bilingual documents where this relation R occurs. The marginal probabilities of \( p(x, R) \) and \( p(y, R) \) can be calculated as follows.

\[ p(x, R) = \sum_y C(x, y, R) \tag{7} \]
\[ p(y, R) = \sum_x C(x, y, R) \tag{8} \]

Given a target sentence \( y_1^m \), our bilingual lexical cohesion trigger model is defined as follows.

\[ MI_R(y_1^m) = \prod_{y_i} \exp(PMI(\cdot R y_i)) \tag{9} \]

where \( y_i \) are content words in the sentence \( y_1^m \) and PMI(\( R y_i \)) is the maximum PMI value among all trigger words \( x_1^q \) from source sentences that have been recently translated, where trigger words \( x_1^q \) have an R relation with word \( y_i \).

\[ PMI(\cdot R y_i) = \max_{1 \leq j \leq q} PMI(x_j R y_i) \tag{10} \]

Three models \( MI_{rep}(y_1^m) \), \( MI_{syn}(y_1^m) \), \( MI_{hyp}(y_1^m) \) for the reiteration device, the synonym/near-synonym device and the super-subordinate device can be formulated as above. They are integrated into the log-linear model of SMT as three different features.

### 3.3 Decoding

We incorporate our bilingual lexical cohesion trigger model into a hierarchical phrase-based system (Chiang, 2007). We add three features as follows.

- \( MI_{rep}(y_1^m) \)
- \( MI_{syn}(y_1^m) \)
- \( MI_{hyp}(y_1^m) \)

In order to quickly calculate the score of each feature, we calculate PMI for each trigger pair before decoding. We translate document one by one. During translation, we maintain a cache to store source language sentences of recently translated target sentences and three sets \( S_{rep}, S_{syn}, S_{hyp} \) to store source language words that have the relation of \{rep, syn, hyp\} with content words generated in target language. During decoding, we update scores according to formula (9). When one sentence is translated, we store the corresponding source sentence into the cache. When the whole document is translated, we clear the cache for the next document.

### 4 Experiments

#### 4.1 Setup

Our experiments were conducted on the NIST Chinese-English translation tasks with large-scale training data. The bilingual training data contains 3.8M sentence pairs with 96.9M Chinese words and 109.5M English words from LDC². The monolingual data for training data English language model includes the Xinhua portion of the Gigaword corpus. The development set is the NIST MT Evaluation test set of 2005 (MT05), which contains 100 documents. We used the sets of MT06 and MT08 as test sets. The numbers of documents in MT06, MT08 are 79 and 109 respectively. For the bilingual lexical cohesion trigger model, we collected data with document boundaries explicitly provided. The corpora are selected from our bilingual training data and the whole Hong Kong parallel text corpus³, which contains 103,236 documents with 2.80M sentences.

²The corpora include LDC2002E18, LDC2003E07, LDC2003E14, LDC2004E12, LDC2004T07, LDC2004T08 (Only Hong Kong News), LDC2005T06 and LDC2005T10.

³They are LDC2003E14, LDC2004T07, LDC2005T06, LDC2005T10 and LDC2004T08 (Hong Kong Hansards/Laws/News).
We obtain the word alignments by running GIZA++ (Och and Ney, 2003) in both directions and applying “grow-diag-final-and” refinement (Koehn et al., 2003). We apply SRI Language Modeling Toolkit (Stolcke, 2002) to train a 4-gram language model with Kneser-Ney smoothing. Case-insensitive NIST BLEU (Papineni et al., 2002) was used to measure translation performance. We used minimum error rate training MERT (Och, 2003) for tuning the feature weights.

4.2 Distribution of Lexical Cohesion Devices in the Target Language

| Cohesion Device | Percentage(%) |
|-----------------|---------------|
| rep             | 30.85         |
| syn             | 17.58         |
| hyp             | 18.04         |

Table 1: Distributions of lexical cohesion devices in the target language.

In this section we want to study how these lexical cohesion devices distribute in the training data before conducting our experiments on the bilingual lexical cohesion model. Here we study the distribution of lexical cohesion in the target language (English). Table 1 shows the distribution of percentages that are counted based on the content words in the training data. From Table 1, we can see that the reiteration cohesion device is nearly a third of all content words (30.85%), synonym/near-synonym and super-subordinate devices account for 17.58% and 18.04%. Obviously, lexical cohesion devices are frequently used in real-world texts. Therefore capturing lexical cohesion devices is very useful for document-level machine translation.

4.3 Results

Results are shown in Table 2. From the table, we can see that integrating a single lexical cohesion device into SMT, the model gains an improvement of up to 0.81 BLEU points on the MT06 test set. Combining all three features rep+syn+hyp together, the model gains an improvement of up to 1.04 BLEU points on MT06 test set, and an average improvement of 0.85 BLEU points on the two test sets of MT06 and MT08. These stable improvements strongly suggest that our bilingual lexical cohesion trigger model is able to substantially improve the translation quality.

5 Conclusions

In this paper we have presented a bilingual lexical cohesion trigger model to incorporate three classes of lexical cohesion devices, namely the reiteration, synonym/near-synonym and super-subordinate devices into a hierarchical phrase-based system. Our experimental results show that our model achieves a substantial improvement over the baseline. This displays the advantage of exploiting bilingual lexical cohesion.

Grammatical and lexical cohesion have often been studied together in discourse analysis. In the future, we plan to extend our model to capture both grammatical and lexical cohesion in document-level machine translation.
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