Autonomous Driving Robot That Drives and Returns along a Planned Route in Underground Mines by Recognizing Road Signs
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Abstract: In this study, an autonomous driving robot that drives and returns along a planned route in an underground mine tunnel was developed using a machine-vision-based road sign recognition algorithm. The robot was designed to recognize road signs at the intersection of a tunnel using a geometric matching algorithm of machine vision, and the autonomous driving mode was switched according to the shape of the road sign to drive the robot according to the planned route. The autonomous driving mode recognized the shape of the tunnel using the distance data from the LiDAR sensor; it was designed to drive while maintaining a fixed distance from the centerline or one wall of the tunnel. A machine-vision-based road sign recognition system and an autonomous driving robot for underground mines were used in a field experiment. The results reveal that all road signs were accurately recognized, and the average matching score was 979.14 out of 1000, confirming stable driving along the planned route.

Keywords: smart mining; underground mine; road sign recognition; machine vision; autonomous driving

1. Introduction

Autonomous driving technology enables vehicles to automatically drive to a desired point by recognizing and judging the driving environment. Recently, autonomous driving technology has been applied to mobile robots and is being used in fields such as manufacturing [1], logistics [2], and national defense [3]. Many studies [4–12] have been conducted to implement high-level autonomous driving technology in these fields. For example, Datta et al. [13] tested various tasks in a manufacturing environment using autonomous mobile robots equipped with wheel encoders, cameras, light detection and ranging (LiDAR), and robot arms. Wang and Du [14] developed an autonomous driving robot for logistics using an infrared sensor, encoder, global positioning system (GPS), ultrasonic sensor, navigation, path planning, and information fusion functions. Park et al. [15] developed a military autonomous driving robot equipped with a laser scanner, GPS, and camera.

In the mining industry, several studies of autonomous driving technology have been conducted in underground mining environments using autonomous robots [16–26]. Baker et al. [27] developed “groundhog”, an autonomous driving robot that can be used even in underground mines having poor road conditions. The autonomous driving robot was able to recognize the surrounding environment through the fusion of multiple sensors, perform tasks such as tunnel mapping, and return to the starting point. Field driving tests were performed in an abandoned mine environment using the developed autonomous driving robot, and stable driving performance was confirmed. Bakambu [28] used an autonomous robot to estimate real-time location in an underground mining environment, performed 2D and 3D tunnel mapping work, and evaluated its accuracy.

Recently, studies have been conducted on the use of autonomous robots with camera sensors for underground mining [29,30]. Zhao et al. [31] developed an autonomous driving
robot to perform initial exploration work in case of a human accident in an underground coal mine. In addition to being capable of autonomous driving, the developed robot can be remote controlled, and is equipped with a toxic gas detection sensor, camera sensor, and long-distance wireless communication router; furthermore, the operator can check the driving environment in real time using a camera. Jing et al. [32] performed 3D tunnel mapping for an underground mine tunnel using mobile robots and a depth camera that can recognize 3D views. Zeng et al. [33] developed a real-time localization system in an underground mine using an autonomous driving loader for underground mining and a camera sensor. The developed localization system was able to perform accurate localization by integrating image processing technology and simultaneous localization and mapping.

As aforementioned, most previous studies using autonomous robots in underground mines involved autonomous driving along only certain straight paths in underground mine tunnels. However, in a real underground mining environment, autonomous driving in a straight tunnel section as well as path planning technology to drive, for example, in a planned direction on a two-way road or returning after arriving at a turning point, are required. In addition, in underground mines, the shape of the tunnel is frequently changed by the blasting of the tunnel for mining minerals, making it difficult to effectively utilize the route planning technology using the global map surveyed in advance. Therefore, to improve the utilization of autonomous robots for underground mining, technologies for efficiently recognizing road signs using a camera sensor-based vision system and driving along a planned route in an underground mine without a global map should be developed.

The purpose of this study was to realize the autonomous driving and returning of a robot along a planned route in underground mine tunnels using a machine-vision-based road sign recognition algorithm. While driving, the autonomous driving robot recognizes the shape of the underground mine using a LiDAR sensor and drives along the centerline of the road. After recognizing the road sign, it switches to the left or right wall-following driving mode. In this paper, the system configuration of autonomous driving robots and the road sign recognition algorithm are explained, and the results of field experiments in underground mines are presented.

2. Materials and Methods

2.1. Autonomous Driving Robot

Table 1 provides the details of the equipment of the autonomous driving robot system developed in this study. The autonomous driving robot consists of a controller, mobile robot, and sensors. In this study, a laptop PC with a Windows 10 (Microsoft Corporation, Redmond, WA, USA) operating system was used as the main controller, and an ERP-42 robot equipped with four-wheel drive and four-wheel steering was used as the mobile robot. A vision camera, LiDAR sensor, inertial measurement unit (IMU) sensor, and wheel encoder sensor were used to perform pose estimation, localization, and object detection. The vision camera used was the Bumblebee XB3, a stereo camera, but only RGB images were used because road signs had to be recognized. The IMU sensor fuses the magnetometer, acceleration, and gyroscope sensor using a Kalman filter to output the 3-axis Euler angle for the robot’s pose [26].

Figure 1 shows the interior and exterior of the autonomous driving robot developed in this study. A LiDAR sensor, webcam, and vision camera were installed in the front side of the robot. A LiDAR sensor was used to recognize the shape of the underground mine tunnel, and the webcam was designed to transmit the webcam display to the remote laptop. In addition, a vision camera was used to recognize road signs. A battery and converter were placed to supply power to the robot and the sensors. A protective case was used to safeguard the internal equipment from external physical shocks and water leakage.
Table 1. Specifications of sensors, controller, and driving platform used in this study.

| Equipment       | Model                                                                 | Specification                                                                 |
|-----------------|-----------------------------------------------------------------------|-------------------------------------------------------------------------------|
| Main Controller | Laptop PC                                                            | Intel Core i7-9750H CPU 2.50 GHz (Intel, Santa Clara, CA, USA), 16 GB RAM, NVIDIA GeForce 4GB (NVIDIA, Santa Clara, CA, USA) |
|                 | Windows 10 (Microsoft Corporation, Redmond, WA, USA)                  | Size: 650 mm (length) × 470 mm (width) × 158 mm (height)                      |
|                 |                                                                      | Weight: 8kg                                                                   |
|                 |                                                                      | Drive: 4 differential gears                                                   |
|                 |                                                                      | Max speed: 8 km/h                                                             |
|                 |                                                                      | Max run time: 2.5 h                                                           |
|                 |                                                                      | Battery: 14.8 V, 12 ah                                                        |
|                 |                                                                      | Lighting intensity: 1050 lumen                                                 |
| Mobile Robot    | ERP-42 (Unmanned Solution, Seoul, Korea)                              | Image: ICX445 (1280 × 960 max pixels)                                         |
|                 |                                                                      | Interface: IEEE-1394                                                          |
|                 |                                                                      | Frame Rate: 16 FPS                                                            |
| Vision Camera   | Bumblebee XB3 (Flir, Wilsonville, OR, USA)                            | Field of View: 270°                                                           |
|                 |                                                                      | Interface: TCP/IP                                                             |
|                 |                                                                      | Operating Range: 0.5 m–20 m                                                    |
|                 |                                                                      | Scanning frequency: 25 Hz/50 Hz                                                |
| LiDAR           | LMS-111 (SICK, Waldkirch, Germany)                                    | Error: Roll/Pitch ± 0.2°, Yaw ± 0.5°                                          |
|                 |                                                                      | Output Range: ± 180°                                                          |
| IMU             | EBIMU–9DOFV4 (E2BOX, Hanam, Korea)                                     | Motor gear ratio: 13 Encoder gear ratio: 61                                   |
| Wheel encoder   | IG-32PGM 01TYPE (YOUNGJIN B&B, Seoul, Korea)                          |                                                                              |

Figure 1. Autonomous driving robot and sensors used in this study: (a) external view, and (b) internal view.

2.2. Machine Vision Algorithm

In this study, a machine vision algorithm was used to recognize road signs in underground mines. In the case of general roads, an object recognition technology based on artificial intelligence using a large amount of learning data should be used to recognize a wide variety of road signs. In contrast, in the case of underground mines, it is sufficient to recognize only the right and left road signs at intersections because the driving route is limited to the excavated tunnel. Therefore, in this study, we used a geometric matching algorithm, which is a machine vision technology that uses a single image as learning data to recognize road signs without the use of several computational resources.
Geometric matching is a technology that detects the boundary line of an object using an edge detection algorithm, compares it with the shape of a template image, and matches it. Geometric matching algorithms can be used efficiently when the distinction between the object and the background is clear; however, the efficiency is low when the boundary of the object is not clear or when matching only a part of the object. Geometry matching shows high performance even in the presence of lighting changes, blurring, and noise. It can be efficiently performed based on geometrical shape changes, such as the movement, rotation, and scale change of an object on a screen. Geometric matching can be classified into commonly used edge-based geometric matching techniques and feature-based geometric matching techniques for matching circular, square, and linear template images. The geometric matching algorithm consists of the following steps: learning (curve extraction and feature extraction) and matching (feature correspondence matching, template model matching, and match refinement). Figure 2 shows the template image and matching result of geometric matching. At the top of the matching result image, the matching image number, the center pixel coordinates of the matched image, and the matching score are displayed.
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**Figure 2.** Matching result and template image of the geometric matching algorithm used in this study.

This method employs normalized gray values and implements more accurate matching when there is a dense texture. When the size of the template image is $K \times L$ and the size of the target image is $M \times N$, the cross correlation at $(i, j)$ is calculated using Equation (1). Figure 3 shows the correlation between the template image and the target image when performing pattern matching [34].

$$C(i, j) = \frac{\sum_{x=0}^{L-1} \sum_{y=0}^{K-1} (w(x, y) - \bar{w})(f(x + i, y + j) - \bar{f}(i, j))}{\sqrt{\sum_{x=0}^{L-1} \sum_{y=0}^{K-1} (w(x, y) - \bar{w})^2} \sqrt{\sum_{x=0}^{L-1} \sum_{y=0}^{K-1} (f(x + i, y + j) - \bar{f}(i, j))^2}}$$ (1)

where $i = 0, 1, 2, \ldots, M - 1$ and $j = 0, 1, 2, \ldots$. The correlation is calculated through the $C(i, j)$ value at the highest point among the values up to $N - 1$. 
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**Figure 3.** Conceptual diagram of cross correlation between template image and target image for calculating the pattern matching score.
Figure 2. Matching result and template image of the geometric matching algorithm used in this study. This method employs normalized gray values and implements more accurate matching when there is a dense texture. When the size of the template image is $K \times L$ and the size of the target image is $M \times N$, the cross correlation at $(i, j)$ is calculated using Equation (1). Figure 3 shows the correlation between the template image and the target image when performing pattern matching [34].

$$C(i, j) = \sum_{w(x, y) - w} \left[ f(x + i, y + j) - f(i, j) \right]$$

where $i = 0, 1, 2, \ldots, M - 1$ and $j = 0, 1, 2, \ldots, N - 1$. The correlation is calculated through the $C(i, j)$ value at the highest point among the values up to $N - 1$.

Figure 3. Conceptual diagram of cross correlation between template image and target image for calculating the pattern matching score.

The accuracy of the matching algorithm is calculated using Equation (2) [35]. In this study, National Instruments Vision Development Module, Vision Acquisition Software, Vision Builder for Automated Inspection, Vision Assistant, and LabVIEW were used to implement each matching algorithm [36].

$$\text{Match Score} = \frac{\text{Matched Pixels}}{\text{Total Pixels in ROI}} \times 1000 \quad (2)$$

The match score indicates the matching accuracy score. It is output as a number between 0 and 1000, and the closer it is to 1000, the higher the accuracy. The region of interest (ROI) represents the area where matching is performed; in this study, it represented the entire area captured by the camera.

2.3. Autonomous Driving and Wall following Algorithm

In this study, we controlled the steering of an autonomous driving robot through the distance difference between the left and right shaft walls measured through the LiDAR sensors and the road signs detected by the vision camera. The autonomous driving robot captured the RGB image from the vision camera, converted it into a grayscale image, and checked the presence of road signs in real time using the road sign recognition algorithm. If the road sign was not detected, the distance to the left and right walls was measured using an autonomous driving algorithm, and the robot drove along the centerline of the road [22]. If the road sign was detected, the distance to the sign was calculated by comparing the scale of the sign on the screen with the size of the actual road sign. The road sign used in this study was 40 cm wide and 30 cm long. The type of road sign was recognized when it was measured to be closer than the threshold distance. The distance was measured in the left or right direction according to the type of recognized sign, and the vehicle traveled along one wall at a certain distance. In this study, considering the speed of the robot and the width of the underground mine tunnel, the robot was designed to detect when the road sign was less than 5 m away, and it drove approximately 2 m away from the wall. Figure 4 shows the processing diagram of the road sign recognition and autonomous driving algorithms.
Figure 4. Process diagram of road sign recognition and autonomous driving mode.

Equations (3)–(7) show the relationship between the distance differences (X input) measured from the LiDAR sensor and the steering angle (Y output) for the autonomous driving algorithm developed in this study. Here, X represents the value obtained by subtracting the distance to the left wall from the distance to the right wall, and the Y value represents the steering value of the robot. Max. Threshold and Min. Threshold represent the maximum and minimum threshold values at which the steering value changes, respectively. That is, the Max. steering and Min. steering mean the maximum values that can be moved in the left and right directions, respectively; the Max. Threshold and Min. Threshold mean the threshold values at which the maximum and minimum steering values start, respectively. Max. Steering and Min. Steering are the steering values for when the robot rotates, with a value between $-100$ and 100, with the left side representing $(−)$ and the right side representing $(+)$. While the autonomous driving algorithm uses the distance difference between the left and right walls, the wall-following algorithm controls steering through the distance difference from one side wall [23]. That is, the autonomous driving mode or the wall tracking mode is switched according to the direction indicated by the road mark, and the left and right steering are automatically controlled.

$$X < \text{Max. Threshold}, \ Y = -\text{Max. Steering} \tag{3}$$

$$-\text{Max. Threshold} \leq X < \text{Min. Threshold}, \ Y = -\text{Max. Steering Value}(X - \text{Min. Threshold})^2 \over (\text{Min. Threshold} - \text{Max. Threshold})^2 \tag{4}$$

$$-\text{Min. Threshold} \leq X \leq \text{Min. Threshold}, \ Y = 0 \tag{5}$$

$$\text{Min. Threshold} < X \leq \text{Max. Threshold}, \ Y = \text{Max. Steering Value}(X - \text{Min. Threshold})^2 \over (\text{Max. Threshold} - \text{Min. Threshold})^2 \tag{6}$$

$$X > \text{Max. Threshold}, \ Y = \text{Max. Steering} \tag{7}$$
2.4. Field Experiment

Field experiments were conducted in an abandoned underground amethyst mine located in Korea (35°32'43" N, 129°5'37" E). Specific areas with a length of approximately 60 m and a height of 2.5 m among all the underground mine tunnels were selected as areas for conducting the experiment, as shown in Figure 5. As shown in Figure 5, the driving route was set by starting from Area 1 and returning to Area 8, and a total of six road signs were placed in areas 2, 3, 4, 5, 6, and 7.

![Conceptual diagram of the field experiment area and road signs](image)

**Figure 5.** Conceptual diagram of the (a) field experiment area and (b) road signs installed in the underground mine.

In this study, the road sign installed in the underground mine shaft was recognized through the optimal matching algorithm selected from the indoor experiment, and the driving mode was switched to the wall-following algorithm in the left and right directions according to the type of road sign. In addition, when the wall-following mode continued for more than 15 s, it switched to the autonomous driving mode that enables driving along the centerline of the road. During the experiment, the driving path of the robot and the screen of the laptop PC were recorded and analyzed for the driving path, driving state, and recognition accuracy of road signs.

3. Results

Figure 6 shows the autonomous driving robot recognizing road signs in the underground mine, driving straight and taking left and right turns; in addition, the matching results of road signs are shown. In the straight section, we confirmed that the robot drove along the centerline of the tunnel, measuring both the distance to the wall in the left and right directions without recognizing the road sign (Figure 6a). In the left and right turn sections, we confirmed that the robot drove along the left and right walls by recognizing the road sign and switching the autonomous driving mode (Figure 6b,c). In the matching result in Figure 6, it can be seen that the x and y coordinates of the detected road sign were output. In addition, the rotation angle of the mark, the scale for the template image, and the matching score were calculated. The autonomous driving robot drove safely in an underground mine tunnel of approximately 60 m for 128 s without a global map, and we confirmed that, after recognizing road signs, it returned stably while following the left and right walls.
Figure 6. Field experimental scenes, view of vision camera and matching results of the autonomous driving robot in (a) the straight section, (b) the right turn section, and (c) the left turn section.

Figure 7 illustrates the process of changing the autonomous driving mode when the autonomous robot drove through the tunnel. While driving through the underground mine experiment area, it drove for 49 s in the centerline autonomous driving mode, 25 s in the right wall-following mode, and 45 s in the left wall-following mode. We confirmed that the robot's driving mode switched when six road signs were recognized; furthermore, when the wall-following mode lasted for more than 15 s, it switched back to centerline tracking autonomous driving mode.

Figure 8 presents the data of the LiDAR sensor obtained from three road types (two-way intersection, narrow-to-wide section, and wide-to-narrow section) and the robot's driving direction. At the two-way intersection, after recognizing the road sign in the right direction, the robot drove along the right side at a constant distance. In the narrow-to-wide section where the width of the road widened rapidly, after recognizing the road signs in the left direction, the robot drove along the left side. In addition, in the wide-to-narrow section, after recognizing the sign in the left direction, it was possible for the robot to safely enter the narrow path without colliding with the right wall.

Figure 9 shows the results of recognizing road signs when the robot was driving in an underground mine. The autonomous driving robot recognized all road signs at a total of six points and correctly classified the road signs in the left and right directions. In Figure 9, two road signs were captured together. However, the road signs recognition system calculated the distance by comparing the size of the matched image with the template image and recognized the relatively close road marker first. In addition, we confirmed that the autonomous robot sequentially recognized the road signs in the back. The matching score for a total of six points was calculated as 979.14 points on average, the scale was 80–120%, and the rotation was measured to be ±10° (Table 2).

Table 2. Field experimental results of autonomous driving robot for recognizing the road signs in the underground mine.

| Site 2 | Site 3 | Site 4 | Site 5 | Site 6 | Site 7 |
|-------|-------|-------|-------|-------|-------|
| Score | 985.08| 974.02| 984.66| 998.94| 980.62| 951.54|
| Direction | Right | Left | Left | Left | Left | Right |

Figure 7. Graph showing the change in autonomous driving and wall-following mode in the field experiment.
Figure 8 presents the data of the LiDAR sensor obtained from three road types (two-way intersection, narrow-to-wide section, and wide-to-narrow section) and the robot’s driving direction. At the two-way intersection, after recognizing the road sign in the right direction, the robot drove along the right side at a constant distance. In the narrow-to-wide section where the width of the road widened rapidly, after recognizing the road signs in the left direction, the robot drove along the left side. In addition, in the wide-to-narrow section, after recognizing the sign in the left direction, it was possible for the robot to safely enter the narrow path without colliding with the right wall.

Figure 8. Tunnel shape obtained from LiDAR sensor in two-way intersection, narrow-to-wide, and wide-to-narrow sections.

Figure 9 shows the results of recognizing road signs when the robot was driving in an underground mine. The autonomous driving robot recognized all road signs at a total of six points and correctly classified the road signs in the left and right directions. In Figure 9, two road signs were captured together. However, the road signs recognition system calculated the distance by comparing the size of the matched image with the template image and recognized the relatively close road marker first. In addition, we confirmed that the autonomous robot sequentially recognized the road signs in the back. The matching score for a total of six points was calculated as 979.14 points on average, the scale was 80–120%, and the rotation was measured to be ±10° (Table 2).

Figure 9 shows the results of recognizing road signs when the robot was driving in an underground mine. The autonomous driving robot recognized all road signs at a total of six points and correctly classified the road signs in the left and right directions. In Figure 9, two road signs were captured together. However, the road signs recognition system calculated the distance by comparing the size of the matched image with the template image and recognized the relatively close road marker first. In addition, we confirmed that the autonomous robot sequentially recognized the road signs in the back. The matching score for a total of six points was calculated as 979.14 points on average, the scale was 80–120%, and the rotation was measured to be ±10° (Table 2).

Figure 9 shows the results of recognizing road signs when the robot was driving in an underground mine. The autonomous driving robot recognized all road signs at a total of six points and correctly classified the road signs in the left and right directions. In Figure 9, two road signs were captured together. However, the road signs recognition system calculated the distance by comparing the size of the matched image with the template image and recognized the relatively close road marker first. In addition, we confirmed that the autonomous robot sequentially recognized the road signs in the back. The matching score for a total of six points was calculated as 979.14 points on average, the scale was 80–120%, and the rotation was measured to be ±10° (Table 2).
Table 2. Field experimental results of autonomous driving robot for recognizing the road signs in the underground mine.

| Item          | Site 2 | Site 3 | Site 4 | Site 5 | Site 6 | Site 7 |
|---------------|--------|--------|--------|--------|--------|--------|
| Score         | 985.08 | 974.02 | 984.66 | 998.94 | 980.62 | 951.54 |
| Direction     | Right  | Left   | Left   | Left   | Left   | Right  |
| Scale (%)     | 92.51  | 81.11  | 117.90 | 94.13  | 82.39  | 85.11  |
| Rotation (°)  | 354.52 | 3.44   | 0.41   | 354.00 | 357.20 | 354.47 |

4. Discussion

4.1. Applications and Expected Effect

An autonomous driving robot was employed in this study for underground mining using the developed road sign recognition algorithm; the robot not only drove in a straight tunnel, but also selected a path to drive at the intersection by recognizing the road signs without a global map. It was feasible to perform multipoint path planning to return to the tunnel entrance. In addition, if path-following technology can be used to drive and return to a desired point in an area that is difficult for humans to access and where the driving route changes frequently, such as in underground mines, the utilization of autonomous robots will be useful in fields such as safe exploration and tunnel surveying.

Even if there is not enough learning image data for road signs due to the environmental characteristics of underground mines, if an image matching algorithm that applies only a single image as training data is used, road signs can be recognized efficiently. In addition, a stable recognition performance can be maintained if the geometric matching algorithm most suitable for an underground mining environment is used.

4.2. Limitations and Future Work

• Artificial intelligence object recognition: The shape of the entire tunnel changes frequently because of the ongoing excavation work in underground mines, and accordingly, the movement paths of vehicles and workers also change frequently. Hence, road signs at actual underground mine sites are often temporarily marked on the wall. Therefore, the utilization of the road sign recognition system can be expected to further expand if the image of each temporary marker is stored as data and object recognition technology that uses a large number of learning images, such as machine learning and deep learning, is used. In addition, the recognition of static objects, such as workers or transport equipment in the tunnel, as well as stationary road signs, may be performed.

• Sensor: Because there are no lanes in underground mines, the drivable area is unclear, and because the shape of the tunnel wall is irregular, collisions may occur in unpredictable areas. Therefore, it is suggested to use not only the 2D LiDAR sensor or vision camera in this study, but also a 3D LiDAR that can widely recognize the rear, side, and upper part of the tunnel. In addition, because the intensity of lighting is different for each underground mining site, and the accuracy of matching may be reduced if the lighting is too strong, an illuminance sensor that can recognize the illuminance intensity of the surroundings and reflect it in the lighting system should be additionally utilized.

• Specificity of the underground mining site: The underground mining site has various sections such as a U-turn area, a three-pronged road, and an area where minerals are loaded, in addition to straight, left, and right turns. Therefore, to consider these environmental characteristics and changes, additional research on autonomous driving algorithms for driving in complex routes should be conducted.

• Road sign visibility: In an underground mine environment, dust is frequently generated by blasting, and puddles and mud can be caused by stagnant water on the edge of the road. The visibility of the road sign may be limited by these factors, and the robot may not accurately recognize the road sign. Therefore, for a robot to drive along a planned route, elements (dust, mud) that hinder visibility must be periodically re-
moved. In addition, in mines with large shafts, the minimum size to clearly recognize road signs should be considered when driving along the centerline of the road, and the installation location of road signs should be selected so as not to interfere with the robot’s driving route [37].

5. Conclusions

In this study, an autonomous driving robot for underground mines and a road sign recognition system using a machine-vision-based geometric matching algorithm were developed. The developed system was designed to recognize road signs using a vision camera and switch the autonomous driving mode for returning to the planned route while the robot was driving through an underground mine. A field experiment conducted in an underground mine demonstrated a matching score of 979.14 out of 1000. We confirmed that the road signs were accurately recognized at all points, and the robot was driven stably according to the wall tracking algorithm.

In the previous studies for developing autonomous robots utilized in underground mines [22–26], the robots were forced to drive along a simple one-way route. However, this study demonstrated that autonomous robots can drive complex multipoint routes in underground mines while recognizing the road signs using a machine-vision-based algorithm. Therefore, it became possible for autonomous robots to perform missions such as environmental monitoring, 3D tunnel mapping, and accident detection as they navigate complex routes in underground mines. Nevertheless, this study has a limitation in that the driving experiment was conducted on flat and smooth road surfaces. In the future, driving experiments and performance evaluation on rough and unpaved road surfaces should be conducted.

Underground mines present environmental challenges in the application of autonomous driving technology because GPS cannot be used and there are no lanes in such environments. In particular, there is a limitation in that it is difficult to recognize road signs, workers, and transport equipment because of insufficient light. Therefore, to increase the utilization of autonomous driving technology in underground mining environments, it is very important to develop and utilize a vision system that can recognize a wide range of environments. The results of this study are expected to be useful reference materials for autonomous driving technology to be used in underground mines in the future.
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