Shear-wave velocity measurements and their uncertainties at six industrial sites
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Abstract
This study assesses the variability of shear-wave ($V_s$) profile determinations for a suite of methods at six industrial sites. The methods include active, consisting of multi-channel analysis of surface waves (MASW), as well as passive, consisting of refraction microtremor (ReMi), and extended spatial autocorrelation (ESAC). The purpose is to ascertain the effect of the higher level of ambient noise on the results from the different methods, as only a few of these many methods are commonly used for site characterization. The measured dispersion curves are in fair agreement with one another. The average coefficient of variation (CoV; the percentage ratio of the standard deviation to the mean) for the dispersion curves varied from 2.5% to 12.6%. In contrast, over the $V_s$-depth domain, the average shear-wave velocity profiles to a depth $z$ ($V_{s,z}$) vary from 11.6% to 16.5% between the various methods at the different sites. This indicates that the variance among the individual methods can lead to significant misinterpretation of the shallow subsurface, while the average $V_{s,z}$ is much more robust. This reaffirms its use (mainly as $V_{s,30}$) in building codes and within ground motion prediction equations (GMPEs). At all six sites, because of inversion processes, the variability within each method ranges from 4% up to 14%. There is no correlation between the test type and the CoV. Our study focused on surface-wave measurements in noisy industrial environments, where the signals processed are typically complex. Despite this complexity, our results suggest that such tests are also applicable to industrial zones, where the noisy environment constitutes an energy source.
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Introduction

Background
Shear-wave velocity ($V_S$) is commonly used to calculate the expected ground motion and predict earthquake damage (e.g. Boore, 2006; Horike, 1996; Moss, 2008). Thus, an in situ survey of $V_S$ is one of the most crucial measurements for earthquake-related geotechnical engineering. Shear-wave velocity directly correlates with the rigidity or stiffness of the material, expressed by the elastic shear modulus ($G$). Therefore, $V_S$, as a proxy for $G$, is widely used in construction, engineering, and seismic response studies. Hence, the accuracy of a test and its proper interpretation are critical to reliable estimation of resistance to shaking.

The leading quantitative measure of a site is $V_{S,30}$—the time-averaged shear-wave velocity in the top 30 m (reviewed by Kamai et al., 2018). This index is a common predictor of site response for engineering and, therefore, is used in seismic building codes, such as the European Committee for Standardization (2004) and National Earthquake Hazards Reduction Program (NEHRP) provisions (Building Seismic Safety Council, 1997). The $V_{S,30}$ is also often used in ground motion prediction equations (GMPEs) as an index for site characterization and micro-zonation (e.g. Abrahamson and Silva, 2008; Kamai et al., 2016).

The $V_S$ profiles are constrained using geophysical methods, divided into two main categories: invasive or non-invasive. Invasive methods involve the assessment of $V_S$ from a borehole, using several types of measurements, such as down-hole (DH) measurements and cross-hole seismic testing. Non-invasive methods include active and passive determination of $V_S$. Techniques used include reflection, refraction, refraction microtremor (ReMi), multi-channel analysis of surface waves (MASW), extended spatial autocorrelation (ESAC), horizontal-to-vertical spectral ratio (HVSR), and so on. Invasive methods generally provide sufficient resolution as a function of depth and are considered more reliable than non-invasive methods (Garofalo et al., 2016a). However, invasive tests require drilling at least one expensive borehole, while non-invasive methods are environmentally friendly, low cost, robust, and provide reliable $V_{S,30}$ data (Xia et al., 2002). Therefore, non-invasive tests are more common, while invasive tests are usually adopted in projects of primary importance.

According to Boore (2006), there are differences between the methods, and no single method is the best for all circumstances. Thus, the use of several different tests is worthwhile for providing constrained $V_S$ estimates; otherwise, the outcome of a series of $V_S$ profiles has inherent and unknown uncertainties clouding the final result. Assessments of such uncertainties, which are part of the site-response analysis, are critical for probabilistic seismic hazard analysis (e.g. Bazzurro and Cornell, 2004; Rathje et al., 2010). The uncertainty can be related to various stages in the analysis, such as measurement, processing, and interpretation of the $V_S$ profile, choice of nonlinear properties or model type, or the framework of analysis (Kamai et al., 2018).

Xia et al. (2002), compared MASW $V_S$ profiles to direct borehole measurements at three sites. They found that the difference between them was random, ~15% or less. Boore and Asten (2008) compared shear-wave slowness at six sites using blind interpretations of data from invasive and non-invasive methods. The slownesses from the various methods appear sufficiently alike, so that site amplifications are within about 10%–20% of those from other models. Fourteen teams of experts made a broad comparison of three different test sites (InterPacific Project, Garofalo et al., 2016a). They concluded that the variability in
the shear-wave velocity profiles is similar for both invasive and non-invasive methods. This is despite the higher resolution at each depth provided by the former.

The estimation of the $V_S$ profile in areas subject to environmental noise, such as in industrial areas, near roads, and in cities, is more challenging. This is due to the random (often stationary) broadband noise sources from machines, cars, trucks, pumps, buildings, and so on. The contribution of this random noise can be significant to the $V_S$ assessment, especially for the lower frequencies propagating deeper into the section investigated. For certain passive tests, without knowing the noise source locations, it can be challenging to extract the dispersion curve and properly estimate $V_S$. For active tests at such sites, the background noise can mask the surface-wave signal generated by the active source (usually a sledgehammer) and degrade the results, especially in the far field.

In this study, I focus on six sites (Figures 1 and 2). I estimate the uncertainties associated with measuring and interpreting the near-surface $V_S$ profile in challenging...
environments, where random or continuous sources of noise dominate the wave field. I a priori assume that at these types of sites, the $V_s$ profile uncertainties can be more significant, and the active methods will probably be less reliable, especially in the far field that involves a deeper section.

**Site conditions and geological setting**

The BET site is located near the town of Kiryat Malakhi inside the industrial area of Be’er Tuvia (Figure 1 and Supplemental Figure A1). The data were acquired near the Local Council of Be’er Tuvia, over a thin asphalt layer on top of Holocene alluvium. The Holocene Dune Sands and the Pliocene Calcareous Sandstone Units are assumed to comprise the upper tens of meters beneath the surface (Sneh and Rosensaft, 2004) (Figure 2). The BSH site is located near the city of Beit Shean within the Shan factories zone in the Valley of Springs (Figure 1 and Supplemental Figure A4). The data were acquired near a cooling facility where a thin asphalt layer overlies several tens of meters of the Holocene alluvium, underlain by the Pliocene Cover Basalt Unit (Hatzor, 2000) (Figure 2). The CAS site is located near the community of Pardes Hana-Karkur inside the Industries Park Caesarea (Figure 1 and Supplemental Figure A7). The data were acquired over the Holocene Dune Sand Unit underlain by the Pliocene Red Sands & Loam Unit (Sneh and Rosensaft, 2004) (Figure 2). The HOD site is located within the town of Hod Hasharon (Figure 1 and Supplemental Figure A10). The data were acquired near the community’s Local Council over rich clay soil. The Pleistocene Red Sand & Loam Unit is assumed to comprise the uppermost 10 m beneath the surface (Sneh and Rosensaft, 2008) (Figure 2). The MGH site is located near the town of Migdal HaEmek inside the industrial zone.

![Figure 2. Schematic columnar section of the six sites (H for Holocene).](image-url)
(Figure 1 and Supplemental Figure A13). The data were acquired inside the Sunfrost factory over a thin asphalt layer on top of up to a meter of artificial fill. Weathered basalt is exposed under the filling material (Figure 2). The RAM site is located in the western part of the city of Ramle, adjacent to a water reservoir belonging to Mekorot (Israel’s national water company) (Figure 1 and Supplemental Figure A16). The data were acquired near the reservoir over a thin layer of artificial gravel on top of the Pliocene Red Sand and Loam Unit (Sneh and Rosensfalt, 2004) (Figure 2).

Seismic methods

Surface-wave propagation occurs at free boundaries, such as the surface of the earth. In a layered medium, surface-wave propagation is ruled by geometric dispersion, in which longer wavelengths penetrate to greater depths. Therefore, at each frequency, the phase velocity depends on the properties of the examined interval below the subsurface (Garofalo et al., 2016a). The wave equation has multiple solutions at given frequencies or wavenumbers, which explains the multi-modal character of surface wave dispersion. Therefore, in a layered medium, the surface-wave propagation can be a multi-modal phenomenon, where different modes can exist at the same frequency but with different propagation velocities (Foti, 2000). The phase velocity depends primarily on the shear-wave velocity and is relatively insensitive to realistic variations in density and compressional wave velocity with depth (Nolet, 1981). Therefore, the surface wave velocity is a reasonable indicator of $V_S$ (Park et al., 1999).

Most surface-wave methods are based on three main steps: (1) acquisition of experimental data, (2) signal processing to obtain the experimental dispersion curve, and (3) one-dimensional (1D) inversion to estimate $V_S$ (e.g. Dal Moro, 2014; Foti et al., 2014). It is worth emphasizing that the fundamental mode of surface waves is assumed to dominate the recorded wavefield, and higher modes can be ignored (Park et al., 1998). This assumption can be accepted in cases where the dispersive profile consists of velocity increasing with depth, with no strong impedance contrasts. However, in reality, higher modes are generated in most cases and can possess significant fractions of the energy (Gucunski and Woods, 1991; Stokoe et al., 1994). Therefore, failure to separate the different modes can lead to erroneous results.

In this research, I used MASW (Park et al., 1999) to acquire both the vertical and the radial components of Rayleigh waves and the transverse component of Love waves (by Dal Moro’s notation (2014): ZVF, RVF, and THF, respectively (Figure 3). To provide better estimations, I attempted to resolve the different modes. I also acquired data from the ESAC (Ohori et al., 2002) and the ReMi (Louie, 2001) methods. These surface-wave methods are commonly divided into two main groups (Table 1): active methods, where the source of the seismic waves can be a sledgehammer or an accelerated weight, versus passive methods in which the source is uncontrolled. Thus the waves are the result of spatially random sources.

To calculate which frequencies bias each site, and if there are preferential directions to the noise in the wavefield, and how these noise properties vary with time, I used the HVSR. HVSR is based on measuring two horizontal and one vertical component at a single station. By comparing the Fourier spectrum of the average horizontal components to
its vertical component, the fundamental frequency of the site can be defined. Over the last decades, methods using a single station to record environmental noise have provided promising results in estimating HVSR (e.g. Arai and Tokimatsu, 2004; Bard, 1998; Mucciarelli and Gallipoli, 2001).

By acquiring HVSR data, we can also produce: (1) a time-dependent spectrogram; (2) power spectral density curves, which are the signal’s power content versus frequency; and (3) HVSR directivity.

**Acquisition**

In this research, both active and passive surface wave data were collected by adopting an “L”-shaped array (Dal Moro, 2014) (Figure 4). This shape allows us to acquire five different types of data sets using vertical geophones: ZVF and ReMi for each array line segment

**Table 1. Acquisition parameters**

| Method     | Source and impact direction | Stacking | Sampling interval (ms) | Record length | Number of geophones | Geophones interval (m) | Length of the line (m) |
|------------|-----------------------------|----------|------------------------|---------------|---------------------|------------------------|------------------------|
| ZVF (MASW) | 8 kg sledgehammer striking vertically | 3–5      | 0.125                  | 0.5–2 (s)     | 12–24               | 3–5                   | 33–92                  |
| RVF (MASW) |                             | 8 kg sledgehammer striking horizontally |          |                          |                     |                       |                        |
| THF (MASW) |                             |          |                        |               |                     |                        |                        |
| ReMi       | Ambient noise               | 2        | 25–30 (min)            |               |                     |                        |                        |
| ESAC       |                             |          |                        |               |                     |                        |                        |

ZVF: Rayleigh vertical component; RVF: Rayleigh radial component; THF: love transverse component; MASW: multi-channel analysis of surface waves; ReMi: refraction microtremor; ESAC: extended spatial autocorrelation.
(a total of four data sets) and ESAC from both line segments. By changing to horizontal geophones (identical cable layout) adequately oriented for RVF (and then reoriented for THF), I acquire four more data sets for both line segments. Ideally, this “L” array provides nine different types of data sets with minimum logistics. In practice, not all nine data sets were recorded due to limitations in time, logistics, and equipment. I used R.T. Clark’s 4.5 Hz horizontal and vertical geophones, and the data were recorded on a Geometrics Geode seismograph (Table 1). HVSR measurements were acquired for periods of 30–60 min by Gemini 2 Hz, three-component geophones.

**Active survey.** The active surveys were designed to acquire both Rayleigh (ZVF and RVF) and Love (THF) wave data. Measurements were collected by a linear array of geophones (Table 1), uniformly spaced according to the resolution required, and the desired depth of investigation (Socco and Strobbia, 2004). For a seismic source, I used an 8-kg sledgehammer which is commonly used and might contribute to uncertainties in an urban environment (due to the stiffness of the top layers and the urban seismic activity, the data is less clear at greater depths). For the collection of Rayleigh wave data, I used a linear array of alternating vertical and horizontal geophones. The vertical component of Rayleigh waves (ZVF) was recorded with the vertical geophones, and the radial component (RVF) with horizontal geophones oriented parallel to their linear segment. In both cases, the hammer struck vertically on a 20-cm² aluminum plate. The data logger is triggered by the closure of a circuit between the hammer and the plate. Then, the plate was moved to the next place of impact. Rotating each horizontal geophone by 90 degrees (to be oriented perpendicular to the trend of that survey line) and striking horizontally allows the acquisition of Love wave data (THF). The horizontal blows were produced by striking the end of a wooden beam, aligned perpendicular to each array, anchored by the weight of a field vehicle, or
using the U.S Geological Survey’s shear-wave seismic source (Haines, 2007). For an acceptable signal-to-noise ratio, I used the so-called “vertical stacking” approach, which is a synchronized summation of multiple blows of the hammer (Table 1). I recorded the data for 0.5–2 s according to the site conditions. At each site, 3–6 offsets were selected for each data set. This gave the option of picking the dispersion curve over the clearest dispersion image.

**Passive surveys.** ReMi data sets were obtained passively, using the same linear array as was used for the vertical component of the Rayleigh wave (ZVF) (part of the active MASW method). ESAC data sets were simultaneously recorded on both arms of the “L”-shaped array, which included 24–48 vertical geophones. For both passive methods, field data were collected for much longer times (25–30 min) (Table 1).

**Processing**

The surface-wave analysis focuses on the interpretation of the experimental dispersion curve, which is used for the inversion process. The processing technique is based on the transformation of the experimental data from the time-space domain to the velocity-frequency domain. The different data sets were processed in the WinMASW® Academy software by Eliosoft by following these steps: (1) inputting the geometry of each data set (array origin coordinates, source offset, and receiver spacing). (2) For the active data sets, removing the non-relevant sections (first arrivals, coda—signals arriving after the surface waves, etc.). For the passive data sets, choosing a window length (typically 10 s). (3) For both active and passive data sets, calculating the dispersion image (Figure 5). (4) Inspecting the dispersion images from the various offsets, and picking the fundamental mode (and higher modes if they exist within the MASW data sets) at the maximum energy. In the ReMi technique (linear array), the dispersion curve is picked along the lower velocity bound (which is subjective), rather than at the maximum energy (Figure 5). (5) For each type of data set, constructed in shear wave velocity/layer thickness space, an initial model and search space is defined according to the dispersion curve. (6) Finding by the inversion process (described below), the mean $V_S$ model and its standard deviation by means of a statistical approach based on the estimation of the marginal posterior probability density (MPPD) (Dal Moro et al., 2007).

“Noise” analysis was also processed by the WinMASW® Academy software. Amplitude spectra and spectrograms were calculated for each component (east-west, north-south, and up-down) (Figures 5A, 5B and in Supplemental material). The field experiment and the parameters of calculation of the azimuthal HVSR followed the recommendations of the site effects assessment using ambient excitations (SESAME) consortium (Bard et al., 2004) (Figure 5C and in Supplemental material).

**Inversion.** In the WinMASW® Academy software, the automatic inversion is conducted via genetic algorithms (Dal Moro et al., 2007). The parameterization of the model is based on the assumption of a 1D layered model consisting of a stack of homogeneous linear elastic layers over a half-space. Each layer is characterized by its thickness (except for the half-space), density, and two of the three following elastic properties: the shear-wave velocity, P-wave velocity, and Poisson’s ratio. The unknown model parameters of primary interest for our purpose are the thickness and $V_S$ of each layer. Hence, we need to predefine either
Figure 5. Example of data processing (results from Be’er Tuvia (BET)). In the upper section: the first column is the raw signal. The second column is the dispersion image after transformation from the time-distance domain. The third column is the marginal posterior probability density (MPPD) (Dal Moro et al., 2007), which is defined as the mean shear-wave profile. The green areas represent the model boundary. In the lower section is the “noise” analysis: A—amplitude spectrum, B—spectrograms for each component, and C—HVSR directivity.
the P-wave velocity or Poisson’s ratio. Surface-wave dispersion depends strongly on the shear stiffness of the subsoil, less so on the bulk stiffness, and negligibly on the density (Garofalo et al., 2016a). Since prior information regarding saturated sediments within the depths of investigation was not available, I used realistic Poisson’s ratios for unsaturated sediments of 0.25–0.35 and realistic densities of 1.9–2.2 (g/cm³). Therefore, these parameters do not contribute significantly to the uncertainty. All $V_S$ profiles were extracted with a minimum number of layers while keeping the misfit, that is, the discrepancy between the observed and the calculated values of the dispersion curves as low as possible.

Figure 6. The BET site results (see text for more information): (a) dispersion curves, (b) inter-method variability (dispersion curves), (c) $V_S$ profiles, (d) inter-method variability ($V_S$), (e) normalized inter-method variability, and (f) intra-method variability.
Results

Figures 6 to 11 display the results for each site, where each figure is divided into six sections: (a) the family of dispersion curves picked from each of the different methods, the average dispersion curve, and the frequency boundaries for inter-method comparison (between methods). (b) The inter-method variability of the theoretical dispersion curves. The variability of the results is evaluated through a coefficient of variation (CoV) which is defined as:

$$CoV = \left( \frac{\sigma}{\mu} \right) \times 100\%$$ (1)
where \( \sigma \) is the standard deviation and \( \mu \) is the mean value of the population of results. (c) and (d) are the same as (a) and (b) but refer to the shear-wave profiles instead of their dispersion curves. For both (b) and (d) panels, the black curves represent the CoV, which is calculated from all of the methods, while the blue dot curve is the CoV of part of the methods. (e) The normalized inter-method variability is defined as:

\[
\frac{V_{s}(\text{min})}{V_{s}(\text{max})} \leq 1
\]
The numerator is the time-averaged shear wave velocity for the investigation depth range. The denominator $V_{S_z}^{(z_{\text{max}})}$ is the average value of all $V_{S_z}^{(z_{\text{min}})}$ measured at a specific site. The time-averaged shear wave velocity is calculated according to:

$$V_{S_z}^{z_{\text{min}}} = \frac{z_{\text{max}} - z_{\text{min}}}{\sum_{i=1}^{n} \frac{H_i}{V_{S_z}^{(i)}}}$$

**Figure 9.** The HOD site results (see text for more information): (a) dispersion curves, (b) inter-method variability (dispersion curves), (c) Vs profiles, (d) inter-method variability (Vs), (e) normalized inter-method variability, and (f) intra-method variability.

The numerator is the time-averaged shear wave velocity for the investigation depth range. The denominator $V_{S_z}^{z_{\text{min}}}$ is the average value of all $V_{S_z}^{z_{\text{min}}}$ measured at a specific site. The time-averaged shear wave velocity is calculated according to:

$$V_{S_z}^{z_{\text{min}}} = \frac{z_{\text{max}} - z_{\text{min}}}{\sum_{i=z_{\text{min}}}^{z_{\text{max}}} \frac{H_i}{V_{S_z}^{(i)}}}$$

(3)
where $H_i$ is the thickness and $V_{S,i}$ is the shear wave velocity for each layer $i$. The maximum investigated depth, $z(\text{max})$, is assumed to be roughly between a third to a half of the maximum observed wavelength (Dal Moro, 2014; Foti et al., 2014). Hence, I limited the maximum investigated depth to be approximately 40% of the maximum retrieved wavelength. For shallow depths, $z(\text{min})$ is defined as 40% of the minimum retrieved wavelength. The $V_S$ profile will never start at the surface, thus avoiding the part of the section that is undersampled. (f) The intra-method variability (the variability within the method) for each method is defined as the depth-average of the CoV from the minimum to the maximum investigation depth, $z(\text{min})$ to $z(\text{max})$, respectively. It represents the uncertainties of the inversion process and defined as:

---

**Figure 10.** The MGH site results (see text for more information): (a) dispersion curves, (b) inter-method variability (dispersion curves), (c) $V_S$ profiles, (d) inter-method variability ($V_S$), (e) normalized inter-method variability, and (f) intra-method variability.
where \( \sigma \) is the standard deviation and \( \mu \) is the mean value of the population of results.

Table 2 summarizes the results of the six sites. The table lists the number of tests, range of depths for which all measurements are available, maximum CoV, \( \overline{CoV} \), maximum normalized \( V_s \), and the intra-method variability.

\[
\overline{CoV} = \frac{\sum_{i=z_{\text{min}}}^{z_{\text{max}}}(\sigma_i/\mu_i)}{z_{\text{max}} - z_{\text{min}}} \cdot 100\%
\]  
(4)
Table 2. Summary of the results

| Site | # of tests | Zmin to Zmax (m) | Vs | Inter-method variability (%) | Dispersion curve inter-method variability (%) | Intra-method variability, CoV (%) |
|------|------------|-------------------|----|------------------------------|-----------------------------------------------|---------------------------------|
|      |            |                   |    | Maximum CoV (%) | Average CoV (%) | Maximum normalize Vs, Z(max-min) | Maximum CoV (%) | Average CoV (%) | CoV (%) | Maximum CoV (%) | Average CoV (%) | CoV (%) | Maximum CoV (%) | Average CoV (%) | CoV (%) |
| BET  | 6          | 3–20              | 35 | 16.5 | 0.88 | 12.5 | 9.6 | 6–13 |
| BSH  | 5          | 6–27              | 35 | 16.1 | 0.92 | 13   | 5.2 | 4–14 |
| CAS  | 3          | 4–26              | 20 | 11.6 | 1.06 | 8.3  | 2.5 | 6–10 |
| HOD  | 9          | 4–15              | 25 | 13.4 | 0.9 | 8.0 | 6.0 | 4–10 |
| MGH  | 5          | 4–18              | 28 | 12.7 | 1.15 | 13.5 | 12.6 | 4–8 |
| RAM  | 5          | 5–28              | 35 | 12.7 | 0.86 | 12.5 | 9.7 | 6–9 |

CoV: coefficient of variation.

Figure 12 displays the noise analysis of each site: the HVSR overtime in which each curve is calculated over a time window sample of 20–30 s. HVSR directivity shows the azimuth of the signals, and the amplitude spectra illustrate the spectrum of the site.

It is worth mentioning that RVF refers to the vertical component (SV) of the shear wave and THF refers to the horizontal component (SH). Hence, anisotropy may explain some of the small variations between the two components which were integrated together in the analysis, that is, no separation between SH and SV.

Discussion

Our results indicate well-defined uncertainties in the measurements at the six different industry sites. The discussion below focuses on what is expected and measured in industrial sites in terms of the induced bias from the noise wavefield. I will also focus on the inter-method and intra-method comparisons and the depth of penetration for the various methods.

Misinterpretation in the identification of the dispersion curve modes (fundamental mode vs higher modes) can bias the results and is not covered in this study. In addition, the inversion process attempts to converge the solution to the local minimum. Thus, the introduction of known information (e.g. stratigraphic logs and water table depth) can constrain the inversion results and would certainly reduce the variability of the $V_s$ profile. Known information was not available in this study.

The influence of the industrial seismic noise

Seismic noise in cities, and particularly in industrial areas, is driven by numerous processes such as transportation, machinery, humans, and so on. It is expected that these areas will be characterized by an unnatural wavefield, which may include sharp spikes within the amplitude spectra, amplitude variation within the spectrograms, and also a preferential direction of the HVSR measurement. Unsurprisingly, these phenomena are viewed in our observations (Figure 12).

The HVSR curves over time (Figure 12) indicate a significant variation between the samples at each site. For example, in the BSH site at ~12 Hz, the HVSR varies for...
Figure 12. Background “Noise” analysis. Each row represents a site. The first column is the HVSR over time, in which each curve is a sample representing a window of 20–30 s. The second column is the HVSR directivity, and the third column is the amplitude spectra.
different sampling windows from 0.5 to 3.5, while from 1 to 4 Hz, it also varies significantly from 0.5 to 9. Also, in most of the sites, the HVSR directivity represents a preferential direction of the signal. For example, the HVSR directivity at the MGH site indicates seismic signals from different directions and frequencies; 2 Hz in azimuth between 30 and 60 degrees and ~27 Hz in an azimuth mainly between 60 and 90 degrees. The amplitude spectra of all six sites are characterized by several sharp spikes that are probably due to noisy local machines.

This observation of HVSR over time, HVSR directivity, and amplitude spectra (also spectrograms within the Supplementary) indicate that some of the frequencies are biased due to industrial sources. However, a closer look at the biased frequencies at the HVSR over time and HVSR directivity reveal that most of the sites have biased frequencies lower than 4 Hz or higher than 20 Hz. The meaning of this is that they are beyond the uncertainty comparisons. Besides, despite the sharp spikes which influence most of the spectra at most of the sites, the data quality and especially the dispersion images are not compromised, even if the industrial noised is not eliminated (Figure 13).

Inter-method variability

The agreement between the experimental dispersion curves at each site is very satisfactory, with an average CoV that varies from 2.5% to 12.6% (panel b in Figures 6 to 11 and Table 2). This confirms the robustness of the estimate of the experimental dispersion curve by the different methods, an observation consistent with previous studies (Cornou et al., 2006; Cox et al., 2014). CoVs for the dispersion relations are lower than CoVs for the $V_S$ profiles, where the last shows higher variability. The maximum CoV of the $V_S$ profiles varies from 20% to 35% (Table 2). These relatively high CoV values are an outcome of the thickness uncertainties for each layer. For instance, at the RAM site, the CoV values of the $V_S$ profile are about 26%–35% at depths from ~16 to ~20 m (Figure 11d). More specifically, for
a thickness of less than a meter, at depths of ~16 to ~17 m, the CoV value is about 35%. This strong contrast is seen in most of our results and is due to the thickness uncertainties and might be less if common layering was used for the comparison.

Compared to the maximum CoV values, those of the average shear-wave profiles $\frac{V_{S,Z}^{(\text{min})}}{V_{S,Z}^{(\text{max})}}$ for all methods are no more than 16.5% (Table 2). Also, the maximum normalized values (Equation 1) vary between ~0.85 and ~1.15 at the MGH site (Figure 14). These results are slightly lower than another comparison analysis measured in Israel (Kamai et al., 2018). The variation of the normalized inter-method variability is low compared to the depth-dependent CoV. Therefore, the influence of anomalies within each $V_S$ profile is lower. This indicates the robustness of the surface-wave methods for the computation of $V_{S,Z}$ and for the global parameter, $V_{S,30}$.

It is expected that the CoV values would increase with depth due to lower resolution in deeper layers. However, since in all our sites, the $V_S$ profile increases with depth, the CoV values should be smaller at depth (due to the linear calculation of CoV). In any case, in our six sites, there is no correlation between the CoV values and depth (Figures 6 to 11, panel d).

**Intra-method variability**

The calculated CoV for each method at each site varies from 4% to a maximum of 14%, with average values from 7.7% to 9.8% for the six different methods (Figure 15). This intra-method variability is relatively low in comparison to the inter-method variability and probably is insignificant in geotechnical engineering and GMPE terms. The cloud of scatter points (Figure 15) indicates that there is no correlation between the method and the CoV. The average black rectangles highlight this finding.

The low CoV values within the intra-method variability reflect only the inversion processing stage. This is because I compare data from the same deployments for each site. I also use the same sources for active methods, and I did not process the data differently. Hence, the inversion processing stage is the only stage presenting variation. The surface

![Figure 14. Inter-method variability—the normalized $V_{S,Z}$ of each method at all sites.](image-url)
wave inverse problem is mathematically ill-posed, and it is affected by solution non-uniqueness (Luke et al., 2003). Therefore, several different shear-wave profiles can produce the same theoretical dispersion curve.

**Depth of investigation**

Besides the instrumental limits (sensor and source), two main factors will define the depth of investigation: the $V_S$ structure and the lower frequencies that will be picked over the dispersion image. As the velocities are lower, the depth of investigation will probably be shallower. According to a practical rule of thumb, the maximum depth of investigation is a half to a third of the longest picked wavelength (velocity divided by the frequency). For example, a maximum of about 13–20 m depth of investigation applies to a site in which the velocity is 200 (m/s) at 5 Hz (the lower picked frequency). For comparison, if the velocity is 1000 (m/s) at the same frequency, the maximum depth of investigation is five times larger, 67–100 m. Usually, active methods provide higher frequencies than passive methods. Therefore, they are more suitable for the characterization of the very shallow layer, in comparison to passive techniques, which are better for deep characterization. This is primarily because the passive signals are of generally lower frequency than active sources (Garofalo et al., 2016a). Accordingly, I assume that deeper data will be available from passive rather than active measurements. Indeed, in our study, there is a correlation between the method and the maximum depth of investigation (Figure 16); the passive tests, particularly the ESAC method, provide information from a deeper range than the active ones.

Certainly, to provide a better constraint to the model, both in the shallow and the deep subsurface, a combination of the information from both active and passive data is essential (Garofalo et al., 2016b). However, this discussion is beyond the scope of this study.
In this study, I explored six different sites located in noisy environments. I acquired data by five different types of surface-wave methods and compared the results to estimate the inter-method and intra-method variabilities at each site. The purpose of the research was to apply common practice site characterization approaches while also evaluating approaches not commonly applied (RVF, THF). Our results indicate that, while the average CoV of the different dispersion curves is up to ~13% at specific frequencies, the frequency-averaged CoV is about 8%. The same concept holds for the CoV of the $V_S$ profile, which peaks at 35% for specific depths. However, for the various sites, the depth-averaged CoV ranges from ~12% to ~17%. This indicates that the uncertainty of the individual methods can lead to significant misinterpretation of the shallow subsurface.

On the contrary, the average index $V_{S,Z}$ is less sensitive to these uncertainties and is therefore much more robust. This reaffirms its use (mainly $V_{S,30}$) in building codes and within GMPE. The uncertainty for each test, of the 33 acquired, varies from 4% up to 14%, and there is no correlation between the test type and the CoV. These findings imply that while there is no preferred method, it is still advisable to use several methods to collect data.

In our tests, the data available for deeper depths came from the passive tests, particularly from the ESAC method. These confirm the common wisdom that passive tests provide lower frequencies than active methods and therefore are more suitable for deeper seismic characterization.

It is possible that more robust survey design using best practices may result in much lower uncertainty. These may include longer arrays, larger energy sources for active source data acquisition, and use of passive arrays with better azimuthal averaging (T shape, fan shape, triangular, circular, etc.).

Although our study focuses on surface-wave measurements in noisy environments, it aligns with comparable shear-wave studies and falls within the acceptable uncertainties in the results. This suggests that such tests are also applicable in industrial zones where the
signals processed may be affected by noise. This conclusion has practical implications for use in estimating seismic hazards in industrial zones.
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