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Abstract
Although deep learning for application in positron emission tomography (PET) image reconstruction has attracted the attention of researchers, the image quality must be further improved. In this study, we propose a novel convolutional neural network (CNN)-based fast time-of-flight PET (TOF-PET) image reconstruction method to fully utilize the direction information of coincidence events. The proposed method inputs view-grouped histo-images into a 3D CNN as a multi-channel image to use the direction information of such events. We evaluated the proposed method using Monte Carlo simulation data obtained from a digital brain phantom. Compared with a case without direction information, the peak signal-to-noise ratio and structural similarity were improved by 1.2 dB and 0.02, respectively, at a coincidence time resolution of 300 ps. The calculation times of the proposed method were significantly lower than those of a conventional iterative reconstruction. These results indicate that the proposed method improves both the speed and image quality of a TOF-PET image reconstruction.
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1 Introduction
Positron emission tomography (PET) is a functional imaging tool used in various medical applications, such as oncology, cardiology, and neurology [1]. It has the unique ability to quantitatively estimate radiotracer concentrations at as low as the picomolar scale; however, the radiotracer concentration cannot be directly imaged from a line of response measured through the coincidence detection of annihilation photons. Therefore, an image reconstruction process is required to estimate the distribution of the radiotracer concentration.

There are two main methods for achieving an image reconstruction: analytic and iterative [2]. An analytical method is simple and fast, although it is sensitive to statistics and prone to streak artifacts. An iterative method models the noise distribution and reconstructs an image through iterative updating. Although an iterative method improves the signal-to-noise ratio (SNR) of the reconstructed image better than an analytical approach, it is computationally expensive. Therefore, an image reconstruction method that improves both the speed and SNR is desired.

Deep learning has recently attracted attention for improving the image quality of PET [3–9], particularly for image reconstruction tasks [10–17]. In a pioneering study, Zhu et al. proposed an automated transform by manifold approximation (AUTOMAP) network that can directly reconstruct tomographic images from various sensing data [18]. The versatility of AUTOMAP is due to its unique network architecture, which first applies a fully connected (FC) layer to the sensing data, followed by a convolution layer to the feature maps, which are both repeated multiple times. However, AUTOMAP is limited to 2D reconstruction because the FC layer has a large number of parameters. Hägström et al. developed DeepPET, which is a deep convolutional encoder–decoder network for directly reconstructing PET images from PET sinogram data [19]. Although DeepPET provides less noisy images than those of the ordered subset expectation maximization algorithm (OSEM) [20], similar to AUTOMAP, it is limited to 2D reconstruction. Such limitations are due to the large network required for the direct mapping of sensing data to the image format.

To realize an actual 3D image reconstruction in near real time, Whiteley et al. proposed FastPET, a
deep-learning-based fast TOF-PET image reconstruction using direction information. FastPET first converts coincidence events into a histo-image using a 3D convolutional neural network (CNN). A histo-image is a more suitable format for a CNN than a sinogram, thus enabling near-real-time 3D image reconstruction. However, based on the theory of analytic TOF-PET image reconstruction, FastPET may be compromised in terms of the SNR because the histo-image does not preserve the direction information of coincidence events.

In this study, we propose a deep-learning-based fast TOF-PET image reconstruction method using directional information. The proposed method inputs view-grouped histo-images into a 3D CNN multichannel images. Using Monte Carlo simulation data of a digital brain phantom, we verified that the proposed method improves the SNR while maintaining a near real-time image reconstruction.

2 Materials and methods

2.1 Histo-image generation

The basis of an analytical TOF-PET image reconstruction is the application of a deconvolution after accumulation of coincidence events into a histo-image format using TOF information. This problem deals with the process of accumulating events in a histo-image. Accordingly, two methods have been considered, i.e., the most likely annihilation position (MLAP) and confidence weighting (CW).

In both methods, the MLAP of the coincident event connecting two detector elements whose coordinates are \( \vec{P}_1 \) and \( \vec{P}_2 \) is estimated using the TOF information.

\[
\vec{P}_{\text{MLAP}} = \frac{\vec{P}_1 + \vec{P}_2}{2} + c \frac{\Delta t}{2} \frac{\vec{P}_1 - \vec{P}_2}{\| \vec{P}_1 - \vec{P}_2 \|},
\]

where \( c \) and \( \Delta t \) denote the speed of light and the TOF information, respectively. The MLAP method simply accumulates an event in the voxel nearest to \( \vec{P}_{\text{MLAP}} \). The CW method accumulates the event as a line weighted by the TOF response function centered on \( \vec{P}_{\text{MLAP}} \), as illustrated in Fig. 1.

By mathematically modeling the variance of the voxel value of an analytically reconstructed image of a uniform disk phantom, it was concluded that the CW method is optimal in terms of the SNR. The MLAP method is suboptimal because the high-resolution information in the vertical direction of the coincidence event is lost after accumulating the events into the histo-image when using this approach. In other words, the direction of the coincidence event contains information regarding the resolution heterogeneity. Another reason for selecting the CW method is continuity with a conventional non-TOF-PET image reconstruction. In other words, the CW method reduces to the non-TOF-PET image reconstruction method, as the coincidence time resolution (CTR) increases toward infinity.

2.2 Angular-view grouping

Although the CW method is optimal from the perspective of the SNR, because it requires ray tracing, it is a time-consuming approach. In this study, we introduce angular-view grouping to implement the direction information. In this scheme, the events are divided into \( N \) groups, depending on the angle of coincidence. The group of events is separately accumulated in \( N \) histo-images using an MLAP method. Fig 2 shows an example of angular-view grouping at \( N = 8 \). Using angular-view grouping, we can preserve the direction likely annihilation position (a). Although the CW method is optimal in terms of the SNR, it is also time-consuming owing to the ray tracing required.
Fig. 2 Event accumulation of TOF-PET using angular-view grouping. Events are divided into \( N \) groups depending on the angle of coincidence. The groups of events are separately accumulated in \( N \) histo-images using the MLAP method. In this example, \( N = 8 \). View-grouped histo-images preserve the direction information of the coincidence event without ray tracing. Here, \( \varphi \) is the azimuthal angle of a coincidence event.

information of coincidence events as view-grouped histo-images without ray tracing. Note that the angular-view grouping in this study was applied at the azimuthal angle and not at the oblique angle.

The azimuthal angle \( \varphi \) and view group \( n \) can be calculated using the following equations:

\[
\varphi = \begin{cases} 
\cos^{-1} \frac{y_2 - y_1}{\sqrt{(x_2-x_1)^2 + (y_2-y_1)^2}} & x_2 - x_1 \geq 0 \\
\pi - \cos^{-1} \frac{y_2 - y_1}{\sqrt{(x_2-x_1)^2 + (y_2-y_1)^2}} & \text{otherwise}
\end{cases},
\]

where \( (x_1, y_1), (x_2, y_2) \) are the 2D coordinates of \( \vec{P}_1 \) and \( \vec{P}_2 \), respectively, and \( \lfloor \cdot \rfloor \) denotes the operator of the round down.

2.3 TOF-PET image reconstruction using CNN

Figure 3 depicts the outline of the proposed method. Raw coincidence events are accumulated in \( N \) view-grouped histo-images using the above-mentioned angular-view grouping. Subsequently, the 3D CNN receives \( N \) view-grouped histo-images and one attenuation map as an input.
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(N+1) channel image and outputs the final image. A 3D CNN can use the direction information of coincidence events because view-grouped histo-images preserve the direction information of coincidence events. The view-grouped histo-images are normalized for variations in the detection efficiency. Then, the attenuation and scatter are corrected inside the 3D CNN. The 3D CNN learns the attenuation and scatter corrections through end-to-end learning of mapping of the view-grouped histo-images, which are not corrected for scatter and attenuation, to the phantom images of ground truth.

Figure 4 illustrates the network architecture of the 3D CNN used in this study. We employed a 3D U-net [26] architecture because it is suitable for medical image processing. To increase the speed of the inference, we reduced the trainable parameters of the proposed architecture to 3% of those of the FastPET architecture. The 3D U-net comprises an encoder, a decoder, and skip connections.

The encoder part extracts useful features for image reconstruction through a convolution, nonlinear activation, and down-sampling. The combination of a 3 × 3 × 3 3D convolution and a leaky rectified linear unit (LReLU) was repeated twice before down-sampling. Down-sampling was applied using a 4 × 4 × 3 3D convolution with stride (2, 2, 1), followed by LReLU. At each down-sampling stage, the x- and y-dimensions of the feature maps are halved, and the number of channels is doubled.

The decoder part reconstructs the final image from the feature maps through convolution, nonlinear activation, and up-sampling. The combination of 3 × 3 × 3 3D convolution, and LReLU was repeated twice before up-sampling. Up-sampling was applied using a 4 × 4 × 3 3D transpose convolution with stride (2, 2, 1), followed by LReLU. At each up-sampling stage, the x- and y-dimensions of the feature maps are doubled, and the number of channels is halved. The final image was reconstructed using a 3 × 3 × 3 3D convolution with a single channel output.

The feature maps of the encoder part before down-sampling are added to the feature maps of the decoder part after up-sampling through a skip connection.

2.4 Simulation dataset

Monte Carlo simulations were conducted using our Monte Carlo simulator to create a dataset. Segmented brain MRI images of 20 normal subjects downloaded from BrainWeb [27] were used to create digital brain phantoms. The contrast of radioactivity between the gray matter, white matter, and cerebrospinal fluid was set to 1: 0.25: 0.05, based on the [18F] FDG contrast. The attenuation coefficients of soft tissue and bone were set to 0.00895 and 0.0151 mm⁻¹, respectively.

In this study, we used the brain-dedicated PET scanner described in [28] as the detector arrangement for the simulation. A detector ring with a diameter of 486.83 mm was constructed using 28 and 4 detector units in the ring and axial directions, respectively. Each detector unit had a 16 × 16 array of cerium-doped lutetium–yttrium oxyorthosilicate (LYSO) crystals. The size of each LYSO crystal was 3.14 × 3.14 × 20 mm³. The image size had 128 × 128 × 70 voxels, with a voxel size of 3 × 3 × 3.221 mm³. An energy resolution of 15% and energy window of 400–650 keV were assumed. A total of 181.12 ± 6.08 M counts, including scatter events, were collected for each subject using a 3D acquisition. CTR values of 100, 300, and 600 ps were simulated. There were 72 rings, including the gap between the detector units in the axial direction. The maximum ring difference was set to ± 66.

We divided the 20 subjects into 15 and 5 subjects for training and testing, respectively. In addition, to monitor the...
validation loss during training, the training data were split into 12 data for real training and 3 data for validation.

To evaluate the robustness of the proposed method to abnormal cases, three simulated tumors were inserted into a digital brain phantom of the PET data. We downloaded a segmented MRI image of one normal subject from BrainWeb and embedded three tumors with contrast values of 1.1, 1.3, and 1.5.

2.5 Network training

The 3D CNN was trained for 500 epochs using the Adam optimizer with $\beta_1 = 0.5$. In this study, phantom images were used as the training labels. The mean-squared error was used as the loss function. We considered 64 updates using a mini-batch with a batch size of 32 as an epoch. We randomly cropped the $64 \times 64 \times 64$ voxel-sized sub-image from the original $128 \times 128 \times 70$ voxel-sized image during training for data augmentation. We monitored the loss of the validation data during training and selected the model with the minimum validation loss for testing. During the testing phase, the original $128 \times 128 \times 70$ voxel-sized images were used as the network input.

2.6 Evaluation

We reconstructed the five test datasets using the list-mode dynamic row-action maximum likelihood algorithm (List-DRAMA) [29, 30] and the proposed method of $N = 1, 2, 4, 8$, and 16. List-DRAMA was applied using 2 main iterations and 40 sub-iterations. List-DRAMA was calculated in parallel using eight cores of 3.33 GHz Intel Xeon X5680. The proposed method was calculated using an NVIDIA Quadro P6000 graphics board using Chainer 7.7.0 (https://chainer.org). For a quantitative evaluation, we measured the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) of the reconstructed images, $\hat{x}$, using a phantom image, $x$, as a reference.

The PSNR is an indicator of the voxel-level image similarity and is calculated as

$$\text{PSNR} = 10 \log_{10} \left( \frac{\max_R x}{\sqrt{\sum_{j \in R} (\hat{x}_j - x_j)^2}} \right)^2 \text{dB},$$

where $j$, $R$ and $N_R$ denote the index of the voxel, the region of an entire brain, and the number of voxels inside the entire brain region, respectively.

In addition, the SSIM is an indicator of the image brightness, contrast, and structural similarities, and is calculated as

$$\text{SSIM} = \frac{1}{N_R} \sum_{j \in R} \frac{2 \mu_{\hat{x}_j} \mu_{x_j} + c_1 (2 \sigma_{\hat{x}_j x_j} + c_2)}{(\mu_{\hat{x}_j}^2 + \mu_{x_j}^2 + c_1)(\sigma_{\hat{x}_j}^2 + \sigma_{x_j}^2 + c_2)},$$

where $\mu$ and $\sigma$ are the mean and standard deviation of a small local region (patch) around the $j$-th voxel, respectively, and $\sigma_{\hat{x}_j x_j}$ is the covariance between the patches around the $j$-th voxel of the reconstructed and phantom images. In this study, the patch had $7 \times 7 \times 7$ voxels, $c_1 = (0.01L)^2$, and $c_2 = (0.03L)^2$, where $L$ is the dynamic range of the phantom image.

To evaluate the spatial distribution of the error, we confirmed the difference between the reconstructed and phantom images. We also measured the mean absolute deviation (MAD) between the reconstructed image and phantom image as follows:

$$\text{MAD} = \frac{1}{N_R} \sum_{j \in R} |\hat{x}_j - x_j|.$$  

Moreover, we measured the contrast recovery coefficients (CRCs) of the tumors as follows:

$$\text{CRC} = \frac{\sum_{x \in \text{tumor}} \hat{x}_j}{\sum_{x \in \text{tumor}} x_j},$$

where $R_{\text{tumor}}$ is a tumor region.

3 Results and discussion

Figure 5 shows the PSNR and SSIM relative to the number of views at CTRs of 100, 308, and 600 ps. The PSNR and SSIM increased as the number of views increased. This indicates that the direction information is beneficial for improving the SNR, even with a deep-learning-based image reconstruction method.

The PSNR at a CTR of 100 ps decreased slightly when the number of views reached 12 or more. It is known that the number of views required for an analytic TOF-PET image reconstruction was obtained as follows [25]:

$$N > 2 \pi \sigma_T / d_0,$$

where $\sigma_T$ is the standard deviation of the TOF response function, and $d_0$ denotes the required spatial resolution. If $\sigma_T = 6.37 \text{ mm}$, which corresponds to a CTR of 100 ps, and $d_0 = 4.5 \text{ mm}$, which corresponds to a 1.5 voxel width, then $N > 6$ is sufficient. These results are consistent with theory. Therefore, the optimal number of views for each TOF-PET scanner can easily be estimated using the above formula.
Figure 6 shows a comparison of the reconstructed images between the proposed and other methods at a CTR of 300 ps. The results of FastPET correspond to the results of the proposed method using a single view. The results of the proposed method are obtained from eight views. The proposed method improved both the PSNR and SSIM and provided sharper images than those of the other methods. The proposed method also recovered a finer structure than that of the other approaches, as shown by the magnified images of the red square. Fig 7 shows the differences between the reconstructed images and the phantom image at a CTR of 300 ps. The error distributions of the proposed method were similar to those of FastPET. The MAD of the proposed approach is smaller than those of the other methods. Fig 8 shows the results of the simulation data, including tumors, at a CTR of 300 ps. The mean and standard deviation of the CRCs of three tumors were 0.86±0.06, 0.78±0.09, and 0.80±0.06 for List-DRAMA, FastPET, and the proposed method with eight views, respectively. The differences between the reconstructed images and the phantom image in Fig 8 (b) indicate that the proposed method underestimated the value of the tumors. Although the CRC of the proposed method was lower than that of List-DRAMA, it was better than that of FastPET, which did not use direction information. In addition, the proposed method recovered tumor shapes more accurately than FastPET. These results indicate that the structural accuracy of the reconstructed image obtained using the proposed method was improved by the high-resolution information in the vertical direction of the coincidence events.

Table 1 shows a comparison of the calculation times, PSNRs, and SSIMs between the proposed method and the other methods for a CTR of 300 ps. The calculation time of the proposed method is slower than that of FastPET based on the calculation time required to generate view-grouped histo-images. In addition, the proposed method was one order of magnitude faster than List-DRAMA. These results indicate that the proposed method is capable of near real-time TOF-PET image reconstruction with a high image quality. Notably, the calculation time of histo-image generation is dependent on the number of events. For example, if we can generate view-grouped histo-images within 0.7 s for the list data of 1 s duration, we can reconstruct the images faster than acquisition because the reconstruction when applying the proposed method only required approximately 0.2 s.

One of the limitations of this study is that it was applied only to the simulation dataset. We plan to collect experimental data for training neural networks using a brain PET scanner. From this study, it appears that the findings of the theory of image reconstruction are also useful for deep-learning-based methods. For example, view-grouped histo-images can be beneficial for improving the PET image quality using an unsupervised CNN framework [6–8, 12].

In this study, we used angular-view grouping with MLAP, instead of CW. The CW method is expected to improve the SNR based on the principle of TOF-PET image reconstruction; however, it is impractical for near real-time image reconstruction from the perspective of the calculation cost because the strict calculation of CW requires event-by-event ray tracing. Angular-view grouping can be considered fast approximation of the CW method, and its performance is similar to that of the CW method as the number of views increases. In this study, we input a tuple of view-grouped histo-images and attenuation maps to the 3D CNN, similar to FastPET [21]. When no attenuation map is used for the CNN input, the accuracies of the scatter and attenuation corrections can be degraded because Compton scattering and photon attenuation are governed by the attenuation map. For a brain-dedicated PET scanner without an X-ray CT mechanism, such as that simulated in this study, the registration of CT images, taken separately from PET, to the PET image space is required for correction of the attenuation. In this case, image reconstruction without an attenuation map is conducted first for image registration, and image reconstruction with the attenuation map is then applied.
Fig. 6 Comparison of reconstructed images between the proposed method and the other methods at a CTR of 300 ps. From left to right, the phantom image, histo-image, List-DRAMA, and FastPET, which correspond to the proposed method using a single view, and the proposed method using eight views. The histo-image was made by accumulating all events into a single array using TOF information. The images were tagged with the PSNR and SSIM. The last row shows the zoomed-in images of a red square.
Fig. 7 Difference between reconstructed images and phantom image at a CTR of 300 ps. From left to right, List-DRAMA and FastPET, corresponding to the proposed method using a single view, and the proposed method using eight views. The images were tagged using MAD.
Fig. 8 Results of simulation data including tumors at CTR of 300 ps. (a) Comparison of reconstructed images. (b) Difference between reconstructed images and phantom image. From left to right, the phantom image, List-DRAMA and FastPET, which correspond to the proposed method using a single view, and the proposed method using eight views. The reconstructed images were tagged using the mean and standard deviation of the CRC of three tumor regions. Red arrows indicate tumors.
Table 1 Comparison of calculation times, PSNRs, and SSIMs between the proposed method and other methods at 300 ps CTR. The calculation times of both histo-image generation and reconstruction are shown. The calculation times of histo-image generation and List-DRAMA are dependent on the number of events.

| Reconstruction method | Number of views | Calculation time (s): | PSNR (dB) | SSIM |
|-----------------------|----------------|-----------------------|-----------|------|
|                       |                | Histo-image generation | Reconstruction |
| List-DRAMA            | –              | 7.92 ± 0.12           | 18.71 ± 0.41 | 0.818 ± 0.011 |
| FastPET               | 1              | 11.06 ± 0.42          | 20.44 ± 0.17 | 0.936 ± 0.001 |
| Proposed method       | 8              | 11.35 ± 0.22          | 20.95 ± 0.33 | 0.941 ± 0.002 |
|                       | 12             | 11.86 ± 0.28          | 20.98 ± 0.14 | 0.941 ± 0.001 |
|                       | 16             | 12.15 ± 0.19          | 21.00 ± 0.15 | 0.943 ± 0.002 |

4 Conclusion

We proposed a deep-learning-based fast TOF-PET image reconstruction method using direction information. We input the view-grouped histo-images into the 3D CNN to use the direction information. We then evaluated the proposed method using Monte Carlo simulation data from a digital brain phantom. The proposed method achieved better PSNR and SSIM results, recovered finer structures than those of the other methods, and except for the calculation time of the view-grouped histo-image generation, required a sub-second calculation time. These results indicate that the proposed method is beneficial for both the speed and image quality of TOF-PET image reconstruction.
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