Morphological Skip-Gram: Replacing FastText characters n-gram with morphological knowledge
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Abstract Natural language processing systems have attracted much interest of the industry. This branch of study is composed of some applications such as machine translation, sentiment analysis, named entity recognition, question and answer, and others. Word embeddings (i.e., continuous word representations) are an essential module for those applications generally used as word representation to machine learning models. Some popular methods to train word embeddings are GloVe and Word2Vec. They achieve good word representations, despite limitations: both ignore morphological information of the words and consider only one representation vector for each word. This approach implies the word embeddings does not consider different word contexts properly and are unaware of its inner structure. To mitigate this problem, the other word embeddings method FastText represents each word as a bag of characters n-grams. Hence, a continuous vector describes each n-gram, and the final word representation is the sum of its characters n-grams vectors. Nevertheless, the use of all n-grams character of a word is a poor approach since some n-grams have no semantic relation with their words and increase the amount of potentially useless information. This approach also increase the training phase time. In this work, we propose a new method for training word embeddings, and its goal is to replace the FastText bag of character n-grams for a bag of word morphemes through the morphological analysis of the word. Thus, words with similar context and morphemes are represented by vectors close to each other. To evaluate our new approach, we performed intrinsic evaluations considering 15 different tasks, and the results show a competitive performance compared to FastText. Moreover, the proposed model is 40% faster than FastText in the training phase. We also outperform the baseline approaches in extrinsic evaluations through Hate speech detection and NER tasks using different scenarios.
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1 Introduction

Natural language processing (NLP) is a branch of Machine Learning that helps computers understand, interpret, and manipulate human language allowing applications to read, hear, interpret it, measure
sentiment and deal with unstructured data.

Most of the knowledge generated today is unstructured, from medical records to social media and extract and understand these pieces of information demand intelligent systems able to perform complex behavior.

Deep Learning (DL) models have achieved the state-of-the-art results in many Natural Language Processing (NLP) tasks as machine translation [41], question and answering (Q&A) [23], image captioning [23], text summarization [30], named entity recognition [21] and sentiment analysis [22]. Most of these solutions use Word Embeddings (WE) to represent the input as continuous word vectors. Each word has one-word embedding. WE are fundamental to achieve good results in NLP tasks.

Word embedding’s primary goal is to serve as word representation to be given as input for the machine learning model. Thus, they need to represent the maximum word information as possible. There is semantic and syntactic information, such as synonyms, antonyms, radical, lemma, stemming, morphological knowledge, part-of-speech, and others. Although the word embeddings need to represent most word information as possible, its training can not be computationally costly because it will be used in an expert system. Thus, there is a trade-off between being informative and not be computationally expensive.

There are three main approaches to built WE: (i) Context-window based models, (ii) Semantic relationship-based models, and (iii) Graph Distance-based models. Each method has drawbacks, though; models from (ii) and (iii) use knowledge bases such as WordNet [28] and Freebase [7] to learn the WE, but consider only a tiny part of the dataset. Models from (iii) use mainly the Leacock-Chodorow [9] distance to capture the semantic relationship between two words, ignoring alternative graph distances. Finally, knowledge bases involved are often limited to specific fields. Some models from (i), such as Neural Language Model [11] and Word2Vec [26], despite the good results, are trained using only local context information of every word instead of global context information. The Word2Vec method also does not use the internal word structure information (Morphology information). Although GloVe [32] uses global word context information, words with different lexical but equal meaning (paraphrases) have different representations because they are in a diverse global context. The FastText [6] model, based on Word2Vec, proposes the use of the internal word structure based on a bag of all n-gram characters of each word. Besides being a brute-force solution, some character n-grams have no semantic relationship with the formed word; the word ‘American’ and their character n-gram ‘erica’, for instance, have no semantic connection at all.

We propose the Morphological Skip-Gram (MSG) model, replacing the bag of characters n-grams with a bag of morphemes. A morpheme is the smallest grammatical unit in a language. Thereby, words with common morphemes will have a similar representation. Our approach is important because it allows the uses of the word inner structure that has a syntactic relation with the complete word. This sounds like a more consistent scientific hypothesis than that of FastText considering grammatically well-behaved texts.

The rest of this paper is organized as follows. In section 2, we depict the word embeddings technique. Section 3 presents our approach to word representation using the bag of morphemes. Experiments for intrinsic and extrinsic evaluation are presented and discussed in section 4. We conclude the work in section 5.

An example of morphological analysis performed by Morfessor toolkit is: given the Portuguese word federativas, it returns the set of morphemes = \{federa, tiva, s\} as output.

# 2 Word Embeddings

This section discusses some methods to train word embeddings.

[26] proposed two architectures to learn word embeddings considering the word context window of every word into the corpus. The methods are Skip-Gram and CBOW. The CBOW aims to predict the central word $c$ based on its context, while Skip-Gram gave a sentence $s$ and a central word $c$, predict the possible words in the context of $c$.

Formally, the Skip-Gram goal is to maximize the function $E_{sk}$:

$$E_{sk} = \frac{1}{T} \sum_{t=1}^{T} \sum_{-c \leq j \leq c, j \neq 0} \log p(w_{t+j} | w_t)$$ (1)
Where \( c \) is the context window size. Once to compute \( p(w_{t+j} | w_t) \) is computationally expensive, the authors proposes the use Negative Sample \(^{2}\) and approximate \( \log p(w_{t+j} | w_t) \) according with equation \(^{2}\)

\[
\log \sigma(w_{t+j}^{T}w_t) + \sum_{i=1}^{k} E_{w_i \sim P_n(w)}[\log \sigma(-w_i^{T}w_t)]
\]

(2)

Thus, the objective is to distinguish the target word \( w_{t+j} \) of the words taken from a noise distribution \( P_n(w) \), where \( k \) is the number of negative samples for each target.

\(^{31}\) proposes the GloVe model. In contrast with Skip-Gram and CBOW, the GloVe model uses the corpus global statistics to learn the word embeddings. Thus, Let \( X \) be a co-occurrence matrix among the words, where \( X_{ij} \) indicates how many times the word \( j \) appear in word \( i \) context. The GloVe objective is to minimize the following cost function:

\[
J = \sum_{i,j=1}^{V} f(X_{ij})(w_i^{T}\tilde{w}_j + b_i + \tilde{b}_j - \log(X_{ij}))^2
\]

(3)

Where \( V \) is the vocabulary size, \( w_i \) the word embedding of the central word \( i \), and \( \tilde{w}_j \) is the word embedding of the context word \( j \). As we can see in the equation \(^{3}\) the GloVe aim is to approximate the inner product between the vectors \( w_i \) and \( w_j \) to log the co-occurrence between them. \(^{38}\) presents a method complementary to the GloVe, whose objective is to uses the Paraphrase Dataset \(^{16}\) to complete the \( X \) cooccurrence matrix.

\(^{6}\) proposed a new approach based on Skip-Gram. In this approach, each word is a set of characters n-grams. Every character n-gram is associated with a continuous vector representation. Thus, each word is a sum of all character n-gram representations.

\(^{24}\) incorporates explicitly morphological knowledge in word embeddings. Each word \( i \) has a vector \( v_i \) and its morpheme vectors. After obtained the new representations of each word, the method uses the Natural Language Model \(^{11}\) to lean the word embeddings.

\(^{12}\) proposed a method to incorporate morphological knowledge into word embeddings implicitly. Each word \( i \) is a vector \( v_i \) and the set \( M_i \), which corresponds to the morpheme meanings. To build \( M_i \), first, the authors extract the suffix, prefix, and root of the word \( i \) and adds to the set \( M_i \). After obtaining all new words representations of a vocabulary \( V \), they use the CBOV method to learn the word embeddings.

\(^{2}\) present a study about how different types of linguistic information (surface form, lemma, morphological tag) affect the semantic and syntactic relation of word embeddings. The authors consider three sets of information: \( W \), \( L \), and \( M \). \( W \) is a set of the word surface forms, \( L \) is the set of lemma and \( M \) a set of morphological tags. Thus, each word \( i \) in the vocabulary \( V \) is a vector \( v_i \) added the \( W \), \( L \), and \( M \) representations. After obtaining this new representation, the authors use Skip-Gram to learn the word embeddings.

\(^{34}\) explicitly incorporates the morphological knowledge in the word embeddings. In the first step, they perform morphological analysis of each word \( i \) in vocabulary \( V \). Thus, each word \( i \) is a sum of its vector \( v_w \) and its morpheme vectors. The authors use CBOV to learn the word and morpheme representations. It is essential to highlight that the authors gave a weight of 0.8 to vector \( v_i \) and 0.2 to the morpheme vectors.

\(^{12}\) proposed an extension of the Log-Bilinear model to learn word embeddings. The proposed variation, called Morpho-LBL, consists of adding a multi-objective to the LBL model to optimize the model so that it predicts the next word and its respective morpheme.

\(^{13}\) introduces morphological knowledge into the neural machine translation connection. The authors investigate which part of the decoder is best to add morphological knowledge.

\(^{34}\) proposed an approach to incorporate morphological knowledge into CBOV architecture. Each word is represented by a token identifying it uniquely and the tokens of its morphemes. Similar to \(^{34}\), \(^{57}\) incorporates the words morphological category during word embeddings training. They use CBOV as the base model.

\(^{12}\) is a model based on n-gram characters. Their representations are computed through two independent LSTM \(^{18}\), in which one analyzes the context on the right (step forward) and the other
analyzes the context on the left (step backward). The final representation of the word consists of the weighted sum between all the intermediate representations.

BERT [14] uses an attention mechanism [10] to learn the word contextual representation, a characteristic that allows determining which of the contextual information is most relevant for final word vector representation. Unlike traditional word embedding and ELMo techniques, BERT considers the order of neighboring words on the left and right simultaneously. Like ELMo, words can have different vector representations depending on the context in which they are inserted.

This section presented different state-of-the-art methods to train word embeddings. Considering the methods approach, GloVe [32], CBOW, and Skip-Gram [26] views every word as a unique token and do not uses the inner structure information (morphological knowledge) during the word embedding training. [42] presents a method to add morphological knowledge into the CBOW architecture, but they give a weight of only 0.2 to morphological information. FastText [6] is a method based on Skip-Gram and considers the inner structure word information. Still, it is a computationally expensive approach because it uses all character n-grams of every word in the vocabulary.

3 Morphological Skip-Gram (MSG)

The proposed approach aims to incorporate morphological knowledge in the Skip-Gram method. We first present the morphological analysis and the baseline model FastText. Next, we detail our proposed method MSG. Lastly, we point out the differences between FastText and MSG.

3.1 Morphological Analysis

Morphological analysis is the task of finding the morphemes of a word. The morpheme is the smallest unit that carries the meaning of a word. The morphemes obtained by the morphological analysis are classified in (i) **Radical/base**: part common to a certain set of words, from which other words will be formed; (ii) **Gender and number ending**: has the function of indicating whether the word is in masculine or feminine, plural or singular; (iii) **Thematic vowel**: links the radical to the endings (terminal elements indicative of the inflections of words) that form the words, constituting the theme; (iv) **Affixes (prefixes and suffixes)**: prefixes are the particles that are located before the radical and suffixes appear afterward;

3.2 FastText

The Skip-Gram method uses a different vector to each word and ignores information about the inner word structure. The FastText model proposes a score function considering the inner word structure information. In FastText, each word $w$ is represented as a bag of n-grams characters. The full word $w$ is also added in the bag allowing the model to learn the continuous vectorial representations of the words and their characters n-grams. Using the Portuguese word *federativas* as an example, the 4-gram and 5-gram characters generate the following bag of tokens:

$fede, eder, dera, erat, ativ, tiva, ivas, feder, edera, derat, erati, rativ, ativa, tivas$, $<federativas>$

In practice, the FastText model uses the characters n-grams of size 3, 4, 5, and 6.

Supposing that we have a dictionary $G$ of characters n-grams, where $|G| = K$. Given the word $w$, we denote $G_w \subset G$ as the set of characters n-gram present in $w$, and each n-gram $g$ in $G$ is associated with a continuous vectorial representation named as $z_g$. Thus, the word $w$ is represented by the sum of all vectorial representation of its characters n-gram ($z_g$). Finally, we obtain the following score function used to predict when the word $c$ appear in the context of $w$:

$$s(w, c) = \sum_{z_g \in G_w} z_g^T v_c$$  \(4\)

Rewriting the objective function of Skip-Gram using the FastText score function, we obtain:
\[ E_{fasttext} = \frac{1}{T} \sum_{t=1}^{T} \sum_{-c \leq j \leq c, j \neq 0} \log(p(w_{t+j}|w_t)) \] (5)

Where \( \log(p(w_{t+j}|w_t)) \) is calculated through:

\[
\log(p(w_{t+j}|w_t)) = \log(\sigma(s(w_{t+j}, w_t))) \\
+ \sum_{i=1}^{k} E_{k \sim P_n(w)}[\log(\sigma(-s(w_i, w_t)))] \] (6)

As shown above, word representation considers the character’s n-gram representation. As a consequence, the new FastText score function also incorporates the context word information in the vectorial representation of the characters n-gram and consequently in the considered words.

### 3.3 Morphological Skip-Gram

Our proposal uses the morphology of the words as part of the full word representation. The aim of the Morphological Segmentation Task is to segment words in its morphemes, the smallest meaning-carrying unit of a word. For each word \( v \) in the vocabulary \( V \), we define a set \( m_v \), where:

\[ m_v = \{ x \mid x \text{ is a morpheme of } v \} \] (7)

We used Morfessor toolkit [39] to build the set \( m_v \). The Morfessor is a popular toolkit for statistical morphological segmentation. It is composed of a family of unsupervised learning methods.

In the original Skip-Gram, each word \( v \) is represented by only one vector \( w_v \). In our proposal, each word is represented as:

\[ k_v = w_v + \sum_{x} z_x \] (8)

Where \( z_x \) is the vectorial representation of each morpheme \( x \) of word \( v \). Thus, as in Skip-Gram, the MSG also has two continuous representations for each word. The first one considers the word as the center of the sentence. The second representation of the word is the context.

The MSG aim is to maximize the function \( E_{msg} \):

\[ E_{msg} = \frac{1}{T} \sum_{t=1}^{T} \sum_{-c \leq j \leq c, j \neq 0} \log(p(k_{t+j}|k_t)) \] (9)

We also use Negative Samples through training optimizing \( \log(p(k_{t+j}|k_t)) \) according to equation (10):

\[
\log\sigma(k^T_{t+j}k_t) + \sum_{i=1}^{k} E_{k \sim P_n(w)}[\log(-k^T_{t+j}k_t)] \] (10)

As we discussed before, some methods such as GloVe [32], Skip-Gram [26], CBOW [26] present interesting results, but they do not use the inner structure word information. Our proposed method, MSG, overcomes this limitation adding morphological word knowledge into the Skip-Gram architecture. Besides, every word morpheme token (\( z_x \) in equation 8) has equal weight to the word token (\( m_v \) in equation 8), differently from approach present in [42] that add morphological knowledge into CBOW architecture and give different weights to morpheme vectors and word vectors.
3.4 Differences between the FastText and the Morphological Skip-Gram

The FastText method is our baseline; thus, this section will focus on discussing the difference between our proposed method and it. Figure 1 presents a visual representation of the Morphological Skip-Gram and FastText architectures in a general way. In order to simplify the figure, we use only a context of size 2 (the output, thus, has only four words): \(w(t - 2), w(t - 1), w(t + 1)\) and \(w(t + 2)\), two previous and two posterior words related to the central word \(w(t)\).

The main difference between the two models is the source of information added in the Skip-Gram architecture, represented in figure 1 as a feature block. The feature block output in MSG is all word morphemes, while in FastText are all characters n-grams. An important point to highlight is the complexity of the two models, which is dependent on the number of tokens produced in the feature block. In the training step of both, it is necessary to compute the derivatives concerning each one of vectorial representations (morphemes in the Morphological Skip-Gram and characters n-grams in the FastText). Thus, in the example of the Portuguese word \(federativas\), using the sets of 4-gram and 5-gram of characters, we need to learn 16 representations in the FastText model. However, using the set \{\(federa, tiwa, s\)\} obtained from the morphological analysis, we need to learn four representations in the MSG model. That example shows up the huge difference between uses morphological knowledge as inner structure information and all character n-grams as inner structure information.

Yet from the perspective of the architecture, we can make an analogy with an artificial neural network composed of three layers: input, projection, and output. The projection layer represents the word embeddings, morphemes, or n-grams; the more substantial dimension in this layer results in more learned parameters and hence a larger space to represent information.

4 Evaluation and discussion

We performed (i) intrinsic and (ii) extrinsic evaluation. For intrinsic evaluation, we used universal assessment methods well known by the scientific community, whereas in (ii), we used practical case studies.

4.1 Intrinsic evaluation

Intrinsic evaluation measure the word embeddings quality compared to human judgment. We used 15 well know datasets to perform the intrinsic evaluation. The datasets fall into three categories: (i) Similarity, (ii) Analogy, and (iii) Categorization.

- **Similarity**: datasets composed of pairs of words, where each pair has an average rank defined by humans. This category consists of 6 datasets: SimLex999 [17], MEN [8], WordSimilarity353 [15], Rare Words [15], RG65 [30], e Turk [35].

- **Analogy**: datasets composed of two pairs of words relative to a specific relation. For example, (man, woman), (king, queen). This category is composed of 3 datasets: Google [25], MSR [27], SemEval 2012.2 [20].
• **Categorization**: problems involving a sentence or word with a binary target. This category is composed by 3 datasets: AP [1], BATTING [5], BLESS [4].

We use the toolkit developed by [19] to evaluate the word embeddings in these 15 datasets.

### 4.1.1 Corpora and training details

The corpus 1 billion words language model benchmark [10] was used to train all the word embeddings. This corpus consists of approximately 1 billion words. We do not perform the pre-processing step because the corpus is ready to use.

| PARAMETERS       | VALUES                  |
|------------------|-------------------------|
| dimensions       | 50, 100, 200, 300       |
| iterations       | 20                      |
| threads          | 12                      |
| negative sample  | 5                       |
| context window   | 5                       |
| learning rate    | 0.1                     |

Table 1: Training details

Table 1 shows the parameter values used along with the training of all word embeddings. It is important to note that the values of threads, negative samples, context window, and learning rate were chosen according to the default values of the FastText project.

### 4.1.2 Results and discussion

In these experiments, we only compare MSG with FastText because, in FastText paper, the authors already made a comparison between FastText and other word embeddings models and achieved better or competitive results. There are recent deep learning-based models that learn good word representations, such as BERT and ELMo, but BERT and ELMo are context-sensitive models; the same word has different representations depending on its context. However, FastText, GloVe, Word2Vec, Morphological Skim-Gram are context insensitive because, after training, the word has the same representation no matter its context. Thus, these word embeddings models are in different categories, and we do not consider a fair comparison.

| Dataset            | Category | Metrics   |
|--------------------|----------|-----------|
| SimLe999           | Similarity | ρ – Spearman |
| MEN                | Similarity | ρ – Spearman |
| Word Similarity 353| Similarity | ρ – Spearman |
| Rare Words         | Similarity | ρ – Spearman |
| RG 5               | Similarity | ρ – Spearman |
| Turk               | Similarity | ρ – Spearman |
| Google             | Analogy   | Accuracy  |
| MSR                | Analogy   | Accuracy  |
| SemEval 2012.2     | Analogy   | Accuracy  |
| AP                 | Categorization | Purity |
| BLESS              | Categorization | Purity |
| BATTING            | Categorization | Purity |

Table 2: Summary of datasets and metrics

In experiments, we used a Dell desktop with the 8th generation Intel core i5 processor, 8GB of RAM, 1TB of storage, running the Ubuntu 16.04 operating system. We ensure that both models are executed
in the same environment situation to obtain the values of Table 6. Table 2 presents a summary of all used datasets in the intrinsic evaluation, highlighting the dataset, category, and used metric. High values represent better results.

Tables 3, 4, and 5 present the results of the experiments performed using tasks of analogy, similarity and categorization, respectively. Table 6 shows a comparison of training time between the models. The name ft-d50 means that these word embeddings were trained using FastText (FT) and have dimension 50. While msg-d50 means it was trained using the Morphological Skip-Gram (MSG) and has dimension 50.

### Table 3: Analogy results

| Name     | Google | MSR  | SE-2012 |
|----------|--------|------|---------|
| ft-d50  | 0.000  | 0.001 | 0.12747 |
| msg-d50 | 0.005  | 0.001 | 0.128   |
| ft-d100 | 0.008  | 0.004 | 0.143   |
| msg-d100| 0.064  | 0.0126| 0.144   |
| ft-d200 | 0.087  | 0.051 | 0.155   |
| msg-d200| 0.242  | 0.104 | 0.164   |
| ft-d300 | 0.128  | 0.082 | 0.168   |
| msg-d300| 0.332  | 0.211 | 0.180   |

The MSG model presented superior results to the FT in all datasets and all embeddings dimensions. The except case was the dataset MSR using embeddings ft-d50 and msg-d50, in which both had the same performance (Table 3). However, embeddings of dimension 50 did not have a good performance on all three datasets. We observed a variation of the results with the change of the size of the embedding. For instance, in the results using the Google dataset, the msg-d50 model obtained 0.005 while the msg-d300 obtained 0.332, in other words, the size of the embeddings has much influence on the model performance at Google Analogy benchmark.

### Table 4: Similarity Results

| Name     | SL9 | MEN | WS353 | RW  | RG65 | Turk |
|----------|-----|-----|-------|-----|------|------|
| ft-d50  | 0.25| 0.64| 0.61  | 0.25| 0.58 | 0.63 |
| msg-d50 | 0.25| 0.64| 0.61  | 0.23| 0.56 | 0.63 |
| ft-d100 | 0.29| 0.69| 0.64  | 0.28| 0.65 | 0.66 |
| msg-d100| 0.30| 0.68| 0.64  | 0.25| 0.64 | 0.63 |
| ft-d200 | 0.33| 0.71| 0.65  | 0.30| 0.71 | 0.67 |
| msg-d200| 0.33| 0.71| 0.65  | 0.29| 0.67 | 0.64 |
| ft-d300 | 0.34| 0.73| 0.66  | 0.31| 0.73 | 0.67 |
| msg-d300| 0.35| 0.71| 0.66  | 0.29| 0.68 | 0.66 |

From table 4, we can see the MSG model presented competitive results compared to FT. The methods showed a difference of a maximum 0.05 (RG65 dataset using the ft-d300 and msg-d300 models). It is essential to point out that the FT was the best in all the Rare Words (RW) dataset cases, generalizing better in the unknown words scenario. It is important to highlight that FastText is designed to deal with word out of vocabulary, rare words, and word with spelling errors. This FastText characteristic is due to characters n-grams because even if a word is out of vocabulary, some (or all) of its characters n-grams can be in n-grams vocabulary. Thus, since the RW scenario is composed of words with low frequency, some of its characters n-grams can be present in word with high frequency.

Considering the Table 5 results, both models presented similar performance, differentiating by a maximum of 0.01.

Considering Tables 3, 4, and 5 results, the MSG model is better than the FT in the analogy tasks, whereas, in the Similarity and Categorization evaluations, the models had comparable performance. A possible explanation of why the MSG model presents better results than FT in analogy task is that some tokens of the FT brute force (all characters n-gram) solution may be adding noise in the word representation. Thus,
Table 5: Categorization Results

| Name     | AP  | BLESS | BATTING |
|----------|-----|-------|---------|
| ft-d50   | 0.61| 0.75  | 0.43    |
| msg-d50  | 0.62| 0.74  | 0.42    |
| ft-d100  | 0.60| 0.77  | 0.43    |
| msg-d100 | 0.59| 0.77  | 0.45    |
| ft-d200  | 0.61| 0.80  | 0.43    |
| msg-d200 | 0.60| 0.81  | 0.43    |
| ft-d300  | 0.59| 0.81  | 0.43    |
| msg-d300 | 0.60| 0.82  | 0.42    |

Table 6: Training Time

| Name     | AP   |
|----------|------|
| ft-d50   | 307m27|
| msg-d50  | 196m11|
| ft-d100  | 409m42|
| msg-d100 | 268m50|
| ft-d200  | 647m32|
| msg-d200 | 414m30|
| ft-d300  | 853m58|
| msg-d300 | 541m35|

since the morphological analysis only adds expert linguistic knowledge, it produces only the necessary tokens (morphemes) to represent the inner word structure.

Table 6 shows that the training time of the MSG model is approximately 40% faster than the FT model. That improvement in training time is expected because the MSG model uses expert knowledge information to represent the inner structure of the word, unlike FastText, which uses a force brute solution.

From the results obtained in intrinsic evaluation, we can see that Morphological Skip-Gram achieved competitive results compared with FastText and is approximately 40% faster than it. Both methods have the Skip-Gram as base architecture, being different on the inner structure information: MSG uses morphemes of the word, and FastText uses all characters n-grams. Thus, there is strong evidence that the morphological information is sufficient to represent the inner structure word information, and the FastText brute force solution has some characters n-gram, which are not useful.

4.2 Extrinsic Evaluation

Extrinsic evaluation measures the word embeddings quality when it is used as feature vectors in a supervised machine learning task. We used two NLP tasks to evaluate the proposed model: (i) Named Entity Recognition [21] (in Portuguese), and (ii) Hate Speech Detection [3] (in English). We chose these two tasks because the first one evaluates the model’s ability to classify a word against a context. The second task demands the model to represent one single sentence (or a paragraph) and classify it.

4.2.1 Named Entity Recognition

Named Entity Recognition (NER) is an NLP task to identify and classify entities in a given text. Some categories of entity are: "Pessoa" (person), "Local" (location), "Organização" (organization), "Valor" (value), and "Tempo" (time). This task is critical in the process of text information extraction. To solve this problem, the model must receive as input the word representation in a given sentence and return the entity or the information that it is not an entity. In the following tables, "LOC" and "ORG" are abbreviations to Localization and Organization classes, respectively.

Figure 2 shows a visual representation of the NER architecture model used in our experiments. This architecture was presented in the work of [21]. The vector $w = [w_1, w_2, ..., w_n]$ represents the word
Figure 2: Graphical representation of the NER model architecture.

information, where \( w_i \) is the index of a word. This vector contains three information about the word to be classified: (i) left context, (ii) word index, and (iii) right context. For instance, using the context window of size 3, the vector \( w \) has seven positions. The layer embeddings receives the vector \( w \) as input and returns a matrix \( M \) as output, on which each line \( i \) of \( M \) represents the word embedding of the word \( w_i \). The weights of this layer may be initialized using the word embedding learned by any models presented in Word Embeddings section, allowing the neural network to use a pre-trained knowledge. Then, because it is a sequence of a classification problem, the architecture uses two LSTM layers with a Dropout layer between them. The model output uses a dense layer using the softmax function to returns the classification probabilities.

Experiments and results To initialize the models embeddings layer weights, we used the word embeddings trained with the Morphological Skip-Gram model. This experiment was split into two scenarios. In the first one, we used the dataset PrimeiroHarem in the training phase and the MiniHarem to test. In the second scenario, we used the dataset Paramopama (here, also referenced as "Param") to training and the final 10% of WikiNER to test. These two scenarios were defined according to the work of [21].

Table 7: Datasets size

| Dataset          | Sentences | Tokens    | Type | Scenario |
|------------------|-----------|-----------|------|----------|
| PrimeiroHarem    | 4,749     | 93,125    | Train| 1        |
| MiniHarem        | 3,393     | 62,914    | Test | 1        |
| Paramopama       | 12,500    | 310,000   | Train| 2        |
| WikiNER (10%)    | 5,855     | 149,613   | Test | 2        |

Table 7 presents the used datasets information. The table 8 shows the number of tokens per class of each dataset, turning explicit that all used datasets are unbalanced. Moreover, it is important to point out the classifier of the first experiment is trained with six classes (‘Outro’, ‘Pessoa’, ‘Local’, ‘Organization’,
'Tempo', and 'Valor'), while the second scenario is trained with five classes. The class 'Outro' means that the word is not a named entity.

Table 8: Datasets distribution

| Entities | PrimeiroHarem | MiniHarem | Paramopama | WikiNER |
|----------|---------------|-----------|------------|---------|
| Other    | 86,682        | 59,023    | 263,916    | 122,671 |
| Person   | 2,242         | 1,651     | 7,326      | 5,510   |
| LOC      | 2,036         | 1,385     | 17,461     | 6,536   |
| ORG      | 2,168         | 1,372     | 17,461     | 6,536   |
| Time     | 1,420         | 701       | 10,827     | 6,506   |
| Value    | 1,121         | 712       | 0          | 0       |

The architecture of the Paramopama-WNN (Param-WNN) model is present in Figure 2. The Paramopama-CWNN (Param-CWNN) model is similar to the Figure 2, however, it also uses a convolutional layer to extract information from the characters (char embeddings), using, thus, words and its characters information. The performance of Param-CWNN and Param-WNN were taken from [21].

Table 9: Results (%)- Scenario 1.

| Model      | Precision | Recall | F-measure |
|------------|-----------|--------|-----------|
| Param-MSG  | 74.10     | 74.59  | 74.07     |
| Param-CWNN | 75.13     | 68.38  | 71.35     |
| Param-WNN  | 73.68     | 69.26  | 71.22     |

In order to compare our results with the baseline model, we used the same scenarios and metrics presented in [21]. Tables 11-12 show the results of the Scenario 1. We can note that the use of the morphological word embeddings had an important influence since the model Paramopama-MSG (ParamMSG) obtained 74.07% of F-measure against 71.22% of the model Param-WNN. Another important aspect is the F-measure result of "Tempo" class: Param-MSG obtained 70.00% while the Param-WNN result is 60.77%. Our assumption to explain this performance is that since these entity words are not similar (it represent dates, month or time of the year), the context word morphemes of the entity are similar, so the morphological information implicitly present in word embeddings might have helped.

The results of Scenario 2 are presented in the Tables 11-12. As in Scenario 1, the model using morphological word embeddings obtained better results; however, in this scenario, it was only a slight improvement. Again, the result obtained by Param-MSG in the "Tempo" class had the best performance, contributing to our assumption that the morphemes present in the context of the words of the "Tempo" class are similar. A future investigation is to evaluate the types of writings of the Paramopama datasets, WikiNER, PrimerHarem, and MiniHarem to verify the contribution of the use of the morpheme information.

4.2.2 Hate speech

Hate speech refers to words, phrases, or expressions that insult, intimidate or harass people considering race, color, ethnicity, nationality, sex or religion, or who can instigate violence, hate, or discrimination against people [29]. The automatic detection of such content aims to determine whether or not there is

Table 10: Results by entities (%) - Scenario 1.

| Model      | Person | LOC  | ORG  | Time | Value |
|------------|--------|------|------|------|-------|
| Param-MSG  | 77.26  | 70.13| 55.28| 70.00| 73.69 |
| Param-CWNN | 75.95  | 68.57| 54.22| 55.00| 75.81 |
| Param-WNN  | 76.87  | 68.75| 52.07| 60.77| 70.85 |
offensive content within texts or even determine its type. Some of its most common types are misogyny, racism, xenophobia, homophobia, discrimination by appearance, discrimination by political ideology, and so on. In the following, we will explain the model architecture used for this NLP task.

**Model** In this work, we used the best model architecture proposed by [3]. The training flow, from the input layer to its classification, follows the order of the steps described by the reference work, namely: i) **Preprocessing and vectoring** through the use of dataset vocabulary word indexes; ii) **Input layer** or the embeddings generation/training layer; iii) **LSTM** layer; iv) **Dense** layer.

### 4.2.3 Experiments and Results

The dataset used in the experiments is the same as [3] and consists of 16,131 tweets labeled as ‘sexism’, ‘racism’ or ‘none’. Not all tweets were available at the time of download and, therefore, our dataset is less than that considered in the reference work.

In our experiments, we used an LSTM combined with a Gradient Boosting Decision Tree (GBDT), which represents the best architecture validated by [3]. When we combine the LSTM model with the GBDT, we ignore the result of the neural network using the dense layer and performing a new training with the GBDT using the embeddings learned in the LSTM layer as features. This process is according to the reference work.

The configuration of the model parameters was as follows: maximum vector size expected by the input layer: 10,000; the size of generated embeddings: 200; First and second layer dropout rate: 0.25 and 0.50, respectively. LSTM optimization function: RMSProp; Error Function: Categorical Cross-Entropy; Training batch size: 128.

Like the reference work, for each of these architectures, we performed two experiments: In the first one, we set the weights of the input layer using the GloVe pretrained word embeddings used in the referenced article. In the second, the weights were the embeddings of the Morphological Skip-Gram (MSG) model extracted from the same dataset. Both models were cross-validated with ten folds each, and the metrics calculated by averaging their values in each fold. Therefore, the f-measure value may be outside the range defined by the accuracy and recall. The results are listed in Table 13. Baseline 1 (line 1) and Baseline 2 (line 4) are the values obtained by [3] in the execution of the same experiments with LSTM and LSTM + GBDT, respectively. Its initialization used GloVe, as explained before.

The lines 2,3 corresponds to our experiments considering the Baseline 1, and lines 5,6 corresponds to our experiments considering the Baseline 2.

As we can see, by initializing the LSTM architecture model with the trained embeddings using the MSG model, we get values slightly lower than those obtained when the initialization using the embeddings trained with GloVe. With the MSG, we obtained the results of 0.829, 0.823, and 0.818, and with GloVe, we got 0.833, 0.831, and 0.827 of accuracy, recall, and f-measure, respectively. In contrast, using the LSTM model combined with the GBDT as described before, the scenario reverses, and the results using MSG are superior to those obtained with GloVe: 0.910, 0.911, 0.910 versus 0.905, 0.906, 0.905 accuracy, recall, and f-measure, respectively.

### Table 11: Results (%) - Scenario 2.

| Model   | Precision | Recall | F-measure |
|---------|-----------|--------|-----------|
| Param-MSG | 88.45     | 88.68  | 88.49     |
| Param-CWNN | 83.97     | 78.39  | 80.50     |
| Param-WNN | 86.45     | 89.77  | 88.08     |

### Table 12: Results by entities (%) - Scenario 2.

| Model   | Person | LOC  | ORG  | Time  |
|---------|--------|------|------|-------|
| Param-MSG | **89.06** | 87.78 | **75.65** | **91.33** |
| Param-CWNN | 87.45  | 83.57 | 62.73 | 71.00  |
| Param-WNN | 87.00  | **87.82** | 75.41 | 88.00  |
Table 13: Result of experiments with hate speech dataset.

| #  | Architecture | Init. | Precision | Recall | F-measure |
|----|--------------|-------|-----------|--------|-----------|
| 1  | Baseline 1   | GloVe | 0.807     | 0.809  | 0.808     |
| 2  | LSTM         | GloVe | 0.833     | 0.831  | 0.827     |
| 3  | LSTM         | MSG   | 0.829     | 0.823  | 0.818     |
| 4  | Baseline 2   | GloVe | 0.849     | 0.848  | 0.848     |
| 5  | LSTM + GBDT  | GloVe | 0.905     | 0.906  | 0.905     |
| 6  | LSTM + GBDT  | MSG   | 0.910     | 0.911  | 0.910     |
| 7  | Baseline 3   | FastText | –    | –      | –         |

The results presented in the Table 13 demonstrate that the use of the morphemes embeddings in the addressed models reached similar values when compared to the results with the well-established GloVe, exceeding its performance in some cases.

In the same way as in the experiments with Named Entities Recognition, our experiments reached superior results to those of the reference work, as we can observe in experiments 1 and 4 of Table 13. Although the datasets were of different sizes, there is strong evidence that the use of the embeddings produced from the Morphological Skip-Gram model was responsible for the performance improvement. This was the only difference between our experiments and [3].

4.3 Morphological Skip-Gram Limitations

The intrinsic evaluation shows that our proposed method, MSG, presents competitive results and is about 40% faster than our baseline FastText. Furthermore, the extrinsic evaluation shows that when we use our MSG embeddings, the deep neural networks present better results than our baselines. However, even presenting excellent results in intrinsic and extrinsic evaluations, the MSG has limitations. For instance, we only consider the Skip-Gram architecture to add morphological knowledge; there are other architectures, such as GloVe and Neural Language Model, that we can introduce morphological knowledge. Besides, there is other syntactic expert knowledge to be added in word embeddings, such as stemming, radical, and lemma.

5 Conclusion

This work presented the Morphological Skip-Gram (MSG) method to learn word embeddings using expert knowledge, especially the morphological knowledge of words. The MSG uses the morphological structure of words to replace the n-grams bag of characters used in the FastText model. The use of such a bag of n-grams is a brute force solution as it tries all possible combinations of characters n-grams of a word. As the purpose of using this bag of n-grams is also to learn the information about the internal structure of the words, we consider the morphological information more robust and informative. We compared MSG with FastText in 12 benchmarks. Results show that MSG is competitive compared to FastText and takes 40% less processor time than FastText to train the word embeddings. Keeping the quality of word embeddings and decreasing training time is very important because usually, a corpus to training embeddings is composed of 1B tokens. The Common Crawl corpora contain 820B tokens, for example, [31].

From a technological perspective, our extrinsic evaluation results show that when we use the MSG embeddings, the deep neural networks trained to achieve better results than our baseline results. Thus, showing strong evidence that the morphological information of the MSG embeddings is essential.

5.1 Future Works

The proposed approach opened some future research considering: Morpheme representations as explicit features: The applications in extrinsic evaluation used just the final word representation obtained by MSG (equation 8). However, future works are necessary
to develop new approaches to use the morphemes representation explicitly. A possible approach is to use attention models to give an importance score for each morpheme representation.

**Morphological analyzer:** Since the morphological analysis tool used is not exact and has a fundamental impact on the MSG model. It is necessary to experiment using other morphological analysis tools to observe the impact on the quality of the generated word embeddings.

**Expert knowledge:** In addition to the morphological analysis, it is possible to explicitly add other specialist knowledge during the training of word embeddings. For example, we can add the lemma, stemming, and stem information of the word so that words with this information in common have close representations.

**GloVe morphological:** GloVe is a word embeddings method widely used in the literature. However, it does not explicitly learn information about the internal structure of words. Hence, an interesting research direction of this work is to study a way to introduce the morphological knowledge of words in GloVe.
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