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Abstract

In this paper, we study pattern formations in an aggregation and diffusion cell migration model with Dirichlet boundary condition. The formal continuum limit of the model is a nonlinear parabolic equation with a diffusivity which can become negative if the cell density is small and spatial oscillations and aggregation occur in the numerical simulations. In the classical diffusion migration model with positive diffusivity and non-birth term, species will vanish eventually with Dirichlet boundary. However, because of the aggregation mechanism under small cell density, the total species density is conservative in the discrete aggregation diffusion model. Also, the discrete system converges to a unique positive steady-state with the initial density lying in the diffusion domain. Furthermore, the aggregation mechanism in the model induces rich asymptotic dynamical behaviors or patterns even with 5 discrete space points which gives a theoretical explanation that the interaction between aggregation and diffusion induces patterns in biology. In the corresponding continuous backward forward parabolic equation, the existence of the solution, maximum principle, the asymptotic behavior of the solution is also investigated.

1 Introduction

Many models have been proposed for spatial pattern formation in cell evolutions and analyzed for the standard case of zero-flux boundary conditions (see [5], [6], [10], [21], [22], [31], [33], [41] and the references therein). However, relatively little attention has been paid to the role of boundary conditions on the form of the final pattern. The current paper is to study the asymptotic dynamical behaviors the following aggregation diffusion lattice model with Dirichlet boundary condition:

\[
\begin{align*}
    u_{j}^{t+\tau} &= u_{j}^{t} + \frac{u_{j}^{t}u_{j-1}^{t} - 1}{2}(u_{j}^{t} - u_{j-1}^{t}) + \frac{u_{j}^{t}u_{j+1}^{t} - 1}{2}(u_{j}^{t} - u_{j+1}^{t}), \\
    u_{0}^{t} &= u_{N}^{t}, \quad u_{N}^{t+\tau} = u(x_{j}, t + \tau) \quad \text{where} \quad x_{j} = \frac{j}{N} (j = 0, \cdots, N) \quad \text{and} \quad \tau \quad \text{is the time period.}
\end{align*}
\]

Equation (1.1) can be viewed as a discrete version of the following backward forward parabolic equation with Dirichlet boundary:

\[
    u_{t} = [D(u)u_{x}]_{x} \quad (x, t) \in Q_{T},
\]

where \(D(u) = u^{2}(u - \frac{1}{2})\) and \(Q_{T} := [0, 1] \times [0, T]\). Equation (1.2) is a special case of backward-forward parabolic equation and the background is from the pattern formation or attraction
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and repulsion phenomena in biology. Aggregative behaviour is an important factor influencing survival and reproduction of animals. For instance, both theories and experiments suggest that gregarious behaviour can increase an animal’s chances of avoiding capture by a predator \[40\]. There is by now a vast literature devoted to modeling the migration of cell populations (see \[1\], \[2\], \[3\], \[4\], \[5\], \[7\], \[8\], \[10\], \[13\], \[18\], \[27\], \[30\], \[37\] and the references therein).

Models of cell migration generally come in two complementary forms: stochastic, individual-based or deterministic, population-based. Simulations of stochastic models often require more computational work, but do include the randomness that is often prevalent in biological system. Population-based models, which usually involve systems of partial differential equations (PDEs), generally not only require less computational work to obtain a numerical solution, but one can also use many tools from PDE analysis to explore their behaviors \[39\].

There are several types of individual-based model. One of the most commonly used is the space-jump model, where each cell moves around in space on a lattice, jumping from its current compartment to a neighbouring one (see \[6\], \[9\], \[10\], \[37\], \[40\] and the references therein). Other models include velocity-jump models, where each cell repeatedly jumps between different velocities. Individual-based models have found applications in ecology, pattern formation, wound healing, tumor growth and gastrulation and vasculogenesis in the early embryo, amongst many others.

Population-based models frequently involve the development of a reaction-diffusion equation (see \[6\], \[18\], \[19\], \[20\], \[40\], \[41\] and the references therein). These are useful when the length scale we wish to investigate is much greater than the diameter of the individual elements composing it. These models have been found to be particularly useful in the study of pattern formation in nature, especially the phenomenon of “diffusion-driven instability” (see \[1\], \[3\], \[4\], \[6\], \[9\], \[18\], and the references therein). Keller-Segel model is commonly used population-based models for cell migration and aggregation due to chemotaxis \[19\], \[20\]. Various biological phenomena, including the movement of *Escherichia coli* \[20\] and *Dictyostelium discoideum* \[19\], have been represented using the Keller-Segel model. A simplified version of the model involves the distribution \(u\) of the density of the slime mold *Dictyostelium discoideum* and the concentration \(v\) of a certain chemoattractant satisfying the following system of partial differential equations

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \nabla \cdot (\nabla u - \chi(u,v) \nabla v), & x \in \Omega \\
\epsilon \frac{\partial v}{\partial t} &= d \Delta v + F(u,v), & x \in \Omega
\end{align*}
\]  

(1.3)

complemented with certain boundary condition on \(\partial \Omega\) if \(\Omega\) is bounded, where \(\Omega \subset \mathbb{R}^N\) is an open domain, \(\epsilon \geq 0\) is a non-negative constant linked to the speed of diffusion of the chemical, \(\chi\) represents the sensitivity with respect to chemotaxis, \(d\) is the diffusion coefficient of chemoattractant \(v\), and the function \(F\) models the growth of the chemoattractant.

In the special case when chemoattractant \(v\) diffuses faster than slime mold \(u\) and chemoattractant \(v\) will reach the steady state and \(\epsilon = 0\). Furthermore, when let \(d = 0\), \(F(u,v) = u - v, \chi(u,v) = 1 - u^2(u - \frac{1}{2})\), Equation (1.2) is derived from Keller-Segel model (1.3). From this point of view, backward-forward parabolic equation (1.2) is a special Keller-Segel model.

When both individual-based and population-based models are studied simultaneously for the same cell’s behaviors, similar results can be expected for both models at the length scales where their ranges of applicability overlap. However, if there are significant differences in the both models describing the same cell migration behaviors, there may exist important relations between the individual and population levels and which are neglected in the analysis.
Because the backward-forward parabolic equation (1.2) is ill-posed (see [6], [15], [16], [38]), the objective of the current paper is mainly to investigate the asymptotic dynamical behaviors of Equation (1.1) with Dirichlet boundary condition. More specifically, the bounded-ness and asymptotic behaviors of the lattice model solution in the diffusion or forward regions will be explored. For the general initial solution, special 5 points lattice model with Dirichlet boundary condition will have many asymptotic dynamical behaviors which gives a theoretical explanation of pattern formation in biology. The biological incentive to study these questions lies in that the species tends to aggregate when they are under surviving risk and their habitat (aggregation/backward region) will shrink as time continues and the total density is conserved which is the key difference compared to the pure diffusion or forward parabolic equation where its domain only has the spreading property and the total density will extinct eventually with Dirichlet boundary condition.

The rest of the paper is organized as follows. In section 2, we derive the aggregation diffusion lattice cell migration model via a biased random walk, then combined with “the diffusion approximation” process, the corresponding continuous backward-forward parabolic equation is derived. In section 3, we explore the properties of the aggregation diffusion lattice model (1.1) with Dirichlet boundary condition, more precisely, the bounded-ness, asymptotic behaviors of the lattice solution in the diffusion or forward region, asymptotic dynamical behaviors of solution with general initial solution in 5 discrete points case will be investigated. In section 4, we study the existence and nonexistence, maximum principle, and asymptotic behaviors of solution of Equation (1.2) under different specific conditions.

2 The derivation of the aggregation diffusion equation

By the need for survival, mating or to overcome the hostile environment, the population have the tendency of aggregation when the population density is small and diffusion otherwise. For simplicity, we consider one species living in a one-dimensional habitat without birth term. First we discretize space in a regular equally spaced manner [6], [32], [40]. Let $h$ be the distance between two successive points of the mesh and let $u(x,t)$ be the population density that any individual of the population is at the point $x$ and time $t$. By scaling, we can assume that $0 \leq u(x,t) \leq 1$. During a time period $\tau$ an individual which is at the position $x$ and time $t$ can either (see Figure 1):

1. move to the right of $x$ to the point $x + h$, with probability $R(x,t)$, or
2. move to the left of $x$ to the point $x - h$, with probability $L(x,t)$ or
3. stay at the position $x$, with probability $N(x,t)$.

Assume that there are no other possibilities of movement we have

$$N(x,t) + R(x,t) + L(x,t) = 1.$$ 

In the simplest case [32], we assume $N(x,t) = p$ and $R(x,t) = L(x,t) = \frac{1-p}{2}$, the classical random walk or diffusion model is derived as following:

$$u(x,t + \tau) = N(x,t)u(x,t) + R(x - h,t)u(x - h,t) + L(x + h,t)u(x + h,t)$$

(2.1)
Figure 1: Movement of population

Under the constant transferring probability assumption, we have

\[ u(x, t + \tau) = pu(x, t) + \frac{1 - p}{2} u(x - h, t) + \frac{1 - p}{2} u(x + h, t). \]  \hspace{1cm} (2.2)

Expanding all terms in Taylor series, we obtain

\[
u(x, t) + \tau \frac{\partial u}{\partial t} + \frac{\tau^2}{2} \frac{\partial^2 u}{\partial t^2} = \]

\[
p u(x, t) + \frac{1 - p}{2} [u(x, t) - h \frac{\partial u}{\partial x}(x, t) + \frac{h^2}{2} \frac{\partial^2 u}{\partial x^2}(x, t) - \frac{h^3}{6} \frac{\partial^3 u}{\partial x^3}(x, t) + O(h^4)]
\]

\[
+ \frac{1 - p}{2} [u(x, t) + h \frac{\partial u}{\partial x}(x, t) + \frac{h^2}{2} \frac{\partial^2 u}{\partial x^2}(x, t) + \frac{h^3}{6} \frac{\partial^3 u}{\partial x^3}(x, t) + O(h^4)].
\]

With the diffusion approximation assumption \((h^2/\tau \to C, \text{ when } h, \tau \to 0)\), we derive the classical heat equation in one dimension space

\[
\frac{\partial u}{\partial t} = C \frac{\partial^2 u}{\partial x^2}.
\]

However, the transferring probability may depend on the neighboring density information \([11, 12, 30]\), a more reasonable assumption is as follows:

\[ R(x, t) = K(u(x + h, t)), \]
\[ L(x, t) = K(u(x - h, t)), \]

where \(K(u(x, t))\) measures the probability of movement which depends on the population density.

Using the notations above again, the density master equation can be written as follows:

\[ u(x, t + \tau) = N(x, t)u(x, t) + R(x - h, t)u(x - h, t) + L(x + h, t)u(x + h, t). \] \hspace{1cm} (2.3)

By using Taylor series, we obtain the following approximation

\[
u(x, t) + \tau \frac{\partial u}{\partial t} = \]

\[
N(x, t)u(x, t) + [R(x, t)u(x, t) - h \frac{\partial (Ru)}{\partial x} + \frac{h^2}{2} \frac{\partial^2 (Ru)}{\partial x^2}]
\]

\[
+ [L(x, t)u(x, t) + h \frac{\partial (Lu)}{\partial x} + \frac{h^2}{2} \frac{\partial^2 (Lu)}{\partial x^2}],
\]

then we get

\[
\tau \frac{\partial u}{\partial t} = [-h \frac{\partial (Ru)}{\partial x} + \frac{h^2}{2} \frac{\partial^2 (Ru)}{\partial x^2}] + [h \frac{\partial (Lu)}{\partial x} + \frac{h^2}{2} \frac{\partial^2 (Lu)}{\partial x^2}].
\]
By Setting
\[
\beta(x, t) = R(x, t) - L(x, t) = K(u(x + h, t)) - K(u(x - h, t)) = 2h \frac{\partial}{\partial x}[K(u(x, t))] + O(h^3)
\]
and
\[
\nu(x, t) = R(x, t) + L(x, t) = K(u(x + h, t)) + K(u(x - h, t)) = 2K(u(x, t)) + O(h^2),
\]
we have
\[
\frac{du}{\tau dt} = -h \frac{\partial[(R - L)u]}{\partial x} + h^2 \frac{\partial^2[(R + L)u]}{\partial x^2}.
\]
Now substituting \(\beta\) and \(\nu\) in the above equation, we can obtain
\[
\frac{\partial u}{\partial t} = -2h^2 \frac{\frac{\partial}{\partial x}[K(u(x, t))]u}{C} + \frac{\partial^2[K(u(x, t))]u}{\partial x^2} + O(h^3),
\]
and assume that \(h^2/\tau \to C > 0\) (finite) as \(\tau, h \to 0\), we get the following
\[
\frac{\partial u}{\partial t} = -2C\frac{\frac{\partial}{\partial x}[K(u(x, t))]u}{C} + \frac{\partial^2[K(u(x, t))]u}{\partial x^2},
\]
\[
\frac{\partial u}{\partial t} = C \frac{C}{\partial x}\left\{-2 \frac{\partial}{\partial x}[K(u(x, t))]u + \frac{\partial[K(u(x, t))]u}{\partial x}\right\},
\]
\[
\frac{\partial u}{\partial t} = C \frac{\partial}{\partial x}\left(-2K' \frac{\partial u}{\partial x} + K \frac{\partial u}{\partial x} + K \frac{\partial u}{\partial x}\right) = C \frac{\partial}{\partial x}\left((K - uK') \frac{\partial u}{\partial x}\right).
\]
When higher order terms are kept, which will lead to the following
\[
\frac{\partial u}{\partial t} + \tau \frac{\partial^2 u}{\partial t^2} = \frac{\partial}{\partial x}\left((K - uK') \frac{\partial u}{\partial x}\right) + \frac{h^2}{12} \frac{\partial^4 u}{\partial x^4}(K(u)),
\]
the coefficient for the high order term \(\frac{\partial^4 u}{\partial x^4}\) is \((K - uK')\) which is the same as the diffusion coefficient for \(\frac{\partial u}{\partial x}\). Comparing to the standard Cahn-Hilliad equation or Cahn-Hilliad equation with degenerate mobility coefficient, as far as we know Equation (2.4) is new and the properties of the solution will be investigated in the future.

By assuming that \(K(u(x, t)) = 1/2(u^2 - u^3)\) which means the transfer probability is small when density is small or large. Biologically, there is no migration when species detecting zero (small density indicates the species is under risk) or 1 (high density indicates strong competition) neighboring density. We can see that \(0 \leq K(u(x, t)) \leq 1\) which satisfies the assumption of probability and that \(K - uK' = u^2(u - 1/2)\), which means aggregation when \(0 \leq u < 1/2\).

By plugging this probability in the equation (2.3) and denoting the discrete density \(u(x_j, t) = u_j^t, u(x_j - h, t) = u_{j-1}^t, u(x_j + h, t) = u_{j+1}^t, \ldots\), we obtain the discrete iteration model (1.1):
\[
u_j^{t+\tau} = u_j^t + \frac{u_j^t u_{j-1}^t}{2} (u_j^t + u_{j-1}^t - 1)(u_{j-1}^t - u_j^t) + \frac{u_j^t u_{j+1}^t}{2} (u_j^t + u_{j+1}^t - 1)(u_{j+1}^t - u_j^t),
\]
which is a special finite difference scheme of the following backward-forward parabolic equation:
\[
u_t = [D(u)u_x]_x \quad (x, t) \in Q_T,
\]
where \(Q_T := [0, 1] \times [0, T]\), and \(D(u) \in C^\infty[0, 1]\) with
\[
D(u) < 0 \quad \text{in} \quad (0, \alpha), \quad D(u) > 0 \quad \text{in} \quad (\alpha, 1).
\]
3 Pattern formations in the lattice model

In this section, we will investigate the dynamic behaviors of system (1.1) with Dirichlet boundary condition, which will have strike differences to classical discrete heat equation (2.2) with Dirichlet boundary. First, we introduce dynamical behaviors of classical discrete heat equation without birth term, then follows the dynamical results of the aggregation diffusion discrete equation (1.1).

Consider Equation (2.2) with Dirichlet boundary condition, we have

\[ u(j, t + \tau) = pu(j, t) + \frac{1-p}{2} u(j - 1, t) + \frac{1-p}{2} u(j + 1, t), \quad j = 1, 2, \ldots, N - 1, \]

where \( u(j, t) = u(x_j, t) \), \( u(0, t) = u(N, t) = 0 \). Then we have

\[
\sum_{j=1}^{N-1} u(j, t + \tau) = \sum_{j=1}^{N-1} \left[ pu(j, t) + \frac{1-p}{2} u(j - 1, t) + \frac{1-p}{2} u(j + 1, t) \right]
\]

\[
= p \sum_{j=1}^{N-1} u(j, t) + \frac{1-p}{2} \sum_{j=1}^{N-2} u(j, t) + \frac{1-p}{2} \sum_{j=2}^{N-1} u(j, t)
\]

\[
= \sum_{j=1}^{N-1} u(j, t) - \frac{1-p}{2} u(1, t) - \frac{1-p}{2} u(N - 1, t)
\]

\[
\leq \sum_{j=1}^{N-1} u(j, t),
\]

which means the total density is a decreasing function in time, and we have limit

\[
\lim_{t \to \infty} \sum_{j=1}^{N-1} u(j, t) = C = \lim_{t \to \infty} \sum_{j=1}^{N-1} u(j, t) - \frac{1-p}{2} \lim_{t \to \infty} [u(1, t) + u(N - 1, t)]
\]

\[
C = C - \frac{1-p}{2} \lim_{t \to \infty} [u(1, t) + u(N - 1, t)]
\]

Because the positivity of \( u(j, t) (0 \leq j \leq N) \), the only possibility is

\[
\lim_{t \to \infty} u(1, t) = \lim_{t \to \infty} u(N - 1, t) = 0.
\]

Then from Equation (2.2), we have

\[
\lim_{t \to \infty} u(1, t + \tau) = p \lim_{t \to \infty} u(1, t) + \frac{1-p}{2} \lim_{t \to \infty} u(0, t) + \frac{1-p}{2} \lim_{t \to \infty} u(2, t)
\]

\[
= 0 + 0 + \frac{1-p}{2} \lim_{t \to \infty} u(2, t)
\]

and

\[
\lim_{t \to \infty} u(2, t) = 0.
\]

By the iteration method, we obtain

\[
\lim_{t \to \infty} u(i, t) = \lim_{t \to \infty} u(x_i, t) = 0, \quad i = 0, 1, \ldots, N,
\]
which can be views as the discrete version of Theorem 4.2 in section 4. Numerical simulation see Figure 2 where the transferring probability $p = 1/2$, the time period $\tau = 0.1$, and $h = 1/200$.

In the following, we will mainly focus on the boundedness, conservation, asymptotic behaviors of Equation (1.1) with Dirichlet boundary condition.

In the derivation of equation (1.1) and (1.2), we assume that population density has the range in the interval $[0, 1]$ and it can be proved rigorously in the following statement with the initial density in $[0, 1]$.

**Theorem 3.1** (Bounded-ness). Suppose the initial solution $0 \leq u(j, 0) \leq 1$, $j = 0, \ldots, N$, with Dirichlet boundary condition, the solution of the equation (1.1) is bounded in $[0, 1]$.

**Proof.** Rewrite Equation (1.1) as

$$u_{j+\tau}^t = \frac{u_j^t}{2} + \frac{u_j^t u_{j-1}^t}{2} (u_j^t + u_{j-1}^t - 1)(u_j^t - 1) + \frac{u_j^t + 1}{2} \left( u_j^t + u_{j+1}^t - 1 \right) (u_{j+1}^t - u_j^t), \quad (3.1)$$

and then consider the auxiliary function

$$f(x, y) = x + xy(x + y - 1)(y - x), \quad \forall x, y \in [0, 1]. \quad (3.2)$$

Then by proving the maximum and minimum of $f(x, y)$ is in the domain $[0, 1]$ and we can prove the statement. The detailed arguments are similar to the Neumann boundary or non-flux boundary condition case in [6] Theorem 3.1, we omit the details here.

**Theorem 3.2** (Conservation). Given the initial solution $0 \leq u(j, 0) \leq 1$, $j = 0, \ldots, N$, the total density of system (1.1) is conservative with Dirichlet boundary condition:

$$\sum_{j=1}^{N-1} u(j, t+\tau) = \sum_{j=1}^{N-1} u(j, t) \quad (3.3)$$

**Proof.** For the Dirichlet boundary condition, we have

$$u(0, t) = 0, \quad u(N, t) = 0.$$
From Equation (1.1), we have
\[ u_j^{t+\tau} = u_j^t + C_j^t(u_{j-1}^t - u_j^t) + C_j^{t+1}(u_{j+1}^t - u_j^t), \]  
(3.4)
where
\[ C_j^t = \frac{u_j^t u_{j-1}^t}{2}(u_j^t + u_{j-1}^t - 1). \]  
(3.5)
Because \( C_1^t = C_N^t = 0 \), then we get
\[ \sum_{j=1}^{N-1} u_j^{t+\tau} = \sum_{j=1}^{N-1} u_j^t + C_1^t(u_0^t - u_1^t) + C_2^t(u_2^t - u_1^t) + C_3^t(u_3^t - u_2^t) + \cdots + C_{N-1}^t(u_{N-2}^t - u_{N-1}^t) + C_N^t(u_N^t - u_{N-1}^t), \]
\[ = \sum_{j=1}^{N-1} u_j^t + C_1^t(u_0^t - u_1^t) + C_N^t(u_N^t - u_{N-1}^t) = \sum_{j=1}^{N-1} u_j^t, \]
and the density in the lattice model (1.1) is conservative. \( \square \)

In the following, we have the maximal principal and asymptotic results of Equation (1.1) with initial solution in the forward or diffusion domain \( (1/2 = \alpha \leq u(j, 0) \leq 1) \) which is similar to Theorem 4.1 for Equation (1.2) with Neumann boundary condition in section 4. For the general initial solution case, we will see in the special 5 lattice points case that a rich dynamical behaviors exist.

**Theorem 3.3** (Maximum principle). Suppose \( 1/2 = \alpha \leq u(j, 0) \leq 1, j = 1, \ldots, N-1 \), then the solution of Equation (1.1) with Dirichlet boundary satisfies
\[ \min_{1 \leq j \leq N-1} u(j, 0) \leq u(j, t) \leq \max_{1 \leq j \leq N-1} u(j, 0) \quad \forall t \geq 0. \]  
(3.6)

**Proof.** Suppose \( u(k_1, t) = \max_{1 \leq j \leq N-1} u(j, t) \), \( u(k_2, t) = \min_{1 \leq j \leq N-1} u(j, t) \). In the special case the maximal density is close the boundary point, for example \( k_1 = 1 \), then from Equation (1.1) we have
\[ u_1^{t+\tau} = u_1^t + \frac{u_1^t u_2^t}{2}(u_1^t + u_2^t - 1)(u_2^t - u_1^t) \]
\[ \leq u_1^t. \]
Similar result exists when the minimum density is close the boundary points, which means
\[ u(k_2, t + \tau) \geq u(k_2, t). \]
In the general case, the maximal density point(s) is in the interior of the lattice points, then we have
\[ u(k_1, t + \tau) - u(k_1, t) = \frac{u_{k_1}^t u_{k_1-1}^t}{2}(u_{k_1}^t + u_{k_1-1}^t - 1)(u_{k_1-1}^t - u_{k_1}^t) \]
\[ + \frac{u_{k_1}^t u_{k_1+1}^t}{2}(u_{k_1}^t + u_{k_1+1}^t - 1)(u_{k_1+1}^t - u_{k_1}^t), \]  
(3.7)
with \( u_{k_1}^t + u_{k_1-1}^t - 1 \geq 0, u_{k_1}^t + u_{k_1+1}^t - 1 \geq 0 \) and \( u_{k_1}^t - u_{k_1}^t \leq 0, u_{k_1+1}^t - u_{k_1}^t \leq 0 \), which leads to
\[
\begin{align*}
    u(k_1, t+\tau) - u(k_1, t) &\leq 0. \\
The same idea can also be used for the minimum value point and get
\end{align*}
\]
\[
(\begin{align*}
    u(k_2, t+\tau) - u(k_2, t) &\geq 0.
\end{align*})
\]
For the ordinary point \( u(i, t) \)
\[
\begin{align*}
    u(i, t+\tau) - u(i, t) &= \frac{u_{i}^t u_{i-1}^t}{2}(u_i^t + u_{i-1}^t - 1)(u_{i-1}^t - u_i^t) + \frac{u_{i+1}^t u_i^t}{2}(u_i^t + u_{i+1}^t - 1)(u_{i+1}^t - u_i^t) \\
    &\leq 1/2[(u_{k_1}^t - u_i^t)] + 1/2[(u_i^t - u_i^t)] \\
    &\leq u_{k_1}^t - u_i^t.
\end{align*}
\]
Again
\[
\begin{align*}
    u(i, t+\tau) - u(i, t) &= \frac{u_{i}^t u_{i-1}^t}{2}(u_i^t + u_{i-1}^t - 1)(u_{i-1}^t - u_i^t) + \frac{u_{i+1}^t u_i^t}{2}(u_i^t + u_{i+1}^t - 1)(u_{i+1}^t - u_i^t) \\
    &\geq 1/2[(u_{k_2}^t - u_i^t)] + 1/2[(u_{k_2}^t - u_i^t)] \\
    &\geq u_{k_2}^t - u_i^t.
\end{align*}
\]
Then by the iteration method, we obtain the following maximum principal of Equation (1.1) with Dirichlet boundary
\[
\begin{align*}
    \min_{1\leq j \leq N} u(j, 0) \leq u(j, t) \leq \max_{1\leq j \leq N} u(j, 0).
\end{align*}
\]
\[
\text{□}
\]
In the following, we investigate the monotonicity of solution of Equation (1.1) with Dirichlet boundary condition. Here we only focus on the increasing initial solution case and the ideas for the decreasing initial solution case are the same.

**Theorem 3.4** (Monotonicity). Suppose the initial solution of Equation (1.1) satisfies
\[
(3.8)
\]
then we have
\[
(3.9)
\]
Proof. The initial solution is increasing in the interior of the domain, we have
\[
(3.10)
\]
From Equation (1.1), we have
\[
\Delta U^{t+\tau} = [C^t] \Delta U^t,
\]
where
\[
\Delta U^{t+\tau} = [(u_2^{t+\tau} - u_1^{t+\tau}), \ldots, (u_{N-1}^{t+\tau} - u_{N-2}^{t+\tau})]^T,
\]
for two trivial cases

By the maximum principle Theorem 3.3, we have 1
Remark 3.1.

Initially we can suppose U
nonnegative matrix. Initially ∆
In the trivial cases
Proof.

u
\frac{\partial u}{\partial t}
where

From Theorem 3.3, we have 1

\lim_{t \to \infty} u(j, t) = \frac{1}{N-1} \sum_{j=1}^{N-1} u(j, 0).

\frac{u_j^t u_{j+1}^t}{2} (u_j^t + u_{j+1}^t - 1), \quad j = 2, 3, \cdots, N - 1.

(3.12)

From Theorem 3.3 we have 1/2 ≤ u(j, 0) ≤ u(N - 1, 0) ≤ 1. Except for two trivial cases 1/2 = u(1, 0) = u(2, 0) = \cdots = u(N - 1, 0) and u(1, 0) = u(2, 0) = \cdots = u(N - 1, 0) = 1, by the iteration method we have ∆U \geq 0 for all t ≥ 0 which leads to the conservation of monotonicity of u_j^t in 1 ≤ j ≤ N - 1 for all t > 0.

Remark 3.1. Initially, we can suppose 1/2 ≤ u(1, 0) ≤ u(2, 0) ≤ \cdots ≤ u(N - 1, 0) ≤ 1. Except for two trivial cases 1/2 = u(1, 0) = u(2, 0) = \cdots = u(N - 1, 0) and u(1, 0) = u(2, 0) = \cdots = u(N - 1, 0) = 1, by the iteration equation (1.1), the discrete solution will have the relation

\frac{u_{j-1}^t - u_j^t - u_j^{t+1}}{2} = 1,

where t^* > 0 and the initial relation becomes to (3.13).

Theorem 3.5 (Asymptotic behavior). Suppose 1/2 = \alpha ≤ u(j, 0) ≤ 1, j = 1, \cdots, N - 1, u(0, 0) = u(N, 0) = 0, then Equation (1.1) has the following asymptotic convergence result:

\lim_{t \to \infty} u(j, t) = \frac{1}{N-1} \sum_{j=1}^{N-1} u(j, 0).

(3.14)

Proof. In the trivial cases u(1, 0) = u(2, 0) = \cdots = u(N - 1, 0) = 1/2 and u(1, 0) = u(2, 0) = \cdots = u(N - 1, 0) = 1, it is easy to obtain the relation (3.14). In the general case, by maximum principal theorem 3.3 we have

1/2 ≤ u(j, t) ≤ 1, \quad j = 1, \cdots, N - 1.

(3.15)

From Equation (3.11), we have

\begin{align*}
u_{2}^{t+\tau} - u_{2}^{t+\tau} &= (1 - 2C_{2}^{t}) (u_{2}^{t} - u_{1}^{t}) + C_{3}^{t} (u_{3}^{t} - u_{2}^{t}), \\
u_{3}^{t+\tau} - u_{3}^{t+\tau} &= C_{2}^{t} (u_{2}^{t} - u_{1}^{t}) + (1 - 2C_{3}^{t}) (u_{3}^{t} - u_{2}^{t}) + C_{4}^{t} (u_{4}^{t} - u_{3}^{t}), \\
&\vdots \\
u_{i}^{t+\tau} - u_{i}^{t+\tau} &= C_{i-1}^{t} (u_{i-1}^{t} - u_{i-2}^{t}) + (1 - 2C_{i}^{t}) (u_{i}^{t} - u_{i-1}^{t}) + C_{i+1}^{t} (u_{i+1}^{t} - u_{i}^{t}), \\
&\vdots \\
u_{N-1}^{t+\tau} - u_{N-1}^{t+\tau} &= C_{N-2}^{t} (u_{N-2}^{t} - u_{N-3}^{t}) + (1 - 2C_{N-1}^{t}) (u_{N-1}^{t} - u_{N-2}^{t}).
\end{align*}

By the maximum principle Theorem 3.3, we have 1/2 ≤ u_j^t ≤ 1, 0 ≤ C_j^t \leq \frac{u_j^{t+1}}{2}(u_j^t + u_j^{t+1} - 1) ≤
\[ \sum_{j=2}^{N-1} |u_i^{t+\tau} - u_i^{t-1}| \leq \sum_{j=2}^{N-1} |u_i^t - u_i^{t-1}| - C_2^t |u_2^t - u_1^t| - C_{N-1}^t |u_{N-1}^t - u_{N-2}^t| \]
\[ \leq \sum_{j=2}^{N-1} |u_i^t - u_i^{t-1}|, \quad \forall t \geq 0, \tag{3.16} \]

and \( \sum_{j=2}^{N-1} |u_i^t - u_i^{t-1}| \) is a decreasing function of time \( t \) which leads to the convergence result:

\[ \lim_{t \to \infty} \sum_{j=2}^{N-1} |u_i^{t+\tau} - u_i^{t-1}| = \lim_{t \to \infty} \sum_{j=2}^{N-1} |u_i^t - u_i^{t-1}| - \lim_{t \to \infty} C_2^t |u_2^t - u_1^t| - \lim_{t \to \infty} C_{N-1}^t |u_{N-1}^t - u_{N-2}^t|. \tag{3.17} \]

Because \( 0 \leq C_i^t \leq 1/2, \quad (2 \leq i \leq N - 1) \), we can obtain that

\[ \lim_{t \to \infty} C_2^t |u_2^t - u_1^t| = \lim_{t \to \infty} C_{N-1}^t |u_{N-1}^t - u_{N-2}^t| = 0. \tag{3.18} \]

In the case

\[ \lim_{t \to \infty} C_2^t = \lim_{t \to \infty} \frac{u_2^t u_1^t}{2} (u_2^t + u_1^t - 1) = 0, \]

by the maximum principle theorem 3.3 the only possibility is

\[ \lim_{t \to \infty} u_1^t = \lim_{t \to \infty} u_2^t = 1/2. \tag{3.19} \]

Then by the iteration equation (1.1) and the maximum principle theorem 3.3 we have

\[ \lim_{t \to \infty} u_1^t = \lim_{t \to \infty} u_2^t = \cdots = \lim_{t \to \infty} u_{N-1}^t = 1/2 \tag{3.20} \]

which is the trivial case \( u(1, 0) = u(2, 0) = \cdots = u(N - 1, 0) = 1/2 \) by the conservation theorem 3.2. The same result holds for \( \lim_{t \to \infty} C_{N-1}^t = 0 \).

In the case that

\[ \lim_{t \to \infty} |u_2^t - u_1^t| = 0, \tag{3.21} \]

and we assume \( \lim_{t \to \infty} u_1^t = \lim_{t \to \infty} u_2^t > 1/2 \), otherwise it will go back to the trivial case \( u(1, 0) = u(2, 0) = \cdots = u(N - 1, 0) = 1/2 \). Then by iteration Equation (1.1), the maximum principle theorem 3.3 and the conservation Theorem 3.2 we have

\[ \lim_{t \to \infty} |u_3^t - u_2^t| = \lim_{t \to \infty} |u_4^t - u_3^t| = \cdots = \lim_{t \to \infty} |u_{N-1}^t - u_{N-2}^t| = 0, \tag{3.22} \]

which leads to Equation (3.14). Numerical simulation see Figure 3 where the time period \( \tau = 0.1 \) and \( h = 1/500 \).
3.1 Asymptotic behaviors under special case when $N \leq 5$

In this section, we consider the asymptotic behaviors of the solution of (1.1) in a special case when $N = 5$ with time period $\tau = 0.1$ and $u(0, t) = u(4, t) = 0$ for $t \geq 0$ which corresponding to the Dirichlet boundary condition. In the case $N = 3, 4$ with Dirichlet boundary condition, the asymptotic behaviors of the solutions are easy to be obtained. We rewrite the lattice model (1.1) in the following way:

\begin{align*}
  u_{11}^{t+\tau} &= u_1^t + \frac{u_2^t u_1^t}{2} (u_1^t + u_2^t - 1)(u_2^t - u_1^t), \\
  u_{12}^{t+\tau} &= u_2^t + C_2^t (u_1^t - u_2^t) + C_3^t (u_3^t - u_2^t), \\
  u_{11}^{t+\tau} + u_{12}^{t+\tau} &= u_1^t + u_2^t + \frac{u_2^t u_3^t}{2} (u_2^t + u_3^t - 1)(u_3^t - u_2^t), \\
  u_{21}^{t+\tau} - u_{11}^{t+\tau} &= (u_2^t - u_1^t)(1 - 2C_2^t) + \frac{u_3^t u_2^t}{2} (u_2^t + u_3^t - 1)(u_3^t - u_2^t), \\
  u_{31}^{t+\tau} &= u_3^t + \frac{u_2^t u_3^t}{2} (u_3^t + u_2^t - 1)(u_2^t - u_3^t), \\
  u_{22}^{t+\tau} + u_{32}^{t+\tau} &= u_2^t + u_3^t + \frac{u_2^t u_1^t}{2} (u_2^t + u_1^t - 1)(u_1^t - u_2^t), \\
  u_{33}^{t+\tau} - u_{22}^{t+\tau} &= (u_3^t - u_2^t)(1 - 2C_3^t) + \frac{u_2^t u_1^t}{2} (u_2^t + u_1^t - 1)(u_2^t - u_1^t).
\end{align*}

In the following, we consider the asymptotic behaviors of Equation (1.1) with different initial solutions. By the bounded-ness Theorem 3.1, the solution of (1.1) is bounded in the domain $[0, 1]$ given $0 \leq u(i, 0) \leq 1, i = 0, 1, \ldots, 4$.

**Case 1**: $u(1, 0) + u(2, 0) < 1, u(2, 0) + u(3, 0) < 1$.

Subcase 1: $u(2, 0)$ is the minimum point. From equations (3.23)-(3.28), we have $u_1^t, u_2^t$ are increasing, $u_2^t, u_1^t + u_2^t, u_2^t + u_3^t$ are decreasing and $u(j, t)$ are bounded in $[0, 1]$ which leads to the existence of the limit of each term and the following asymptotic behaviors of the solution (see
\[
\lim_{t \to \infty} u_1^t = \bar{u}_1, \\
\lim_{t \to \infty} u_2^t = \bar{u}_2 = 0, \\
\lim_{t \to \infty} u_3^t = \bar{u}_3.
\]

Figure 4: Initial density \( u(1,0) = .4, u(2,0) = .3, u(3,0) = .6 \)

Subcase 2: \( u(1,0) + u(2,0) + u(3,0) < 1 \) and \( u(2,0) \) is the maximum point.

From equations (3.23)-(3.28), we have \( u_1^t, u_3^t \) are decreasing, \( u_2^t \) is increasing and \( u(j,t) \) are bounded in \([0,1]\) which leads to the existence of the limit of each term and the following asymptotic behaviors of the solution (see Figure 5)
\[
\lim_{t \to \infty} u_1^t = \bar{u}_1 = 0, \\
\lim_{t \to \infty} u_2^t = \bar{u}_2 = u(1,0) + u(2,0) + u(3,0), \\
\lim_{t \to \infty} u_3^t = \bar{u}_3 = 0.
\]

Subcase 3: \( u(1,0) + u(2,0) + u(3,0) < 1 \) and \( u(3,0) \) is the maximum point, \( u(1,0) \) is the minimum point, otherwise it is the subcase 1 (When \( u(1,0) \) is the maximum, the idea is the same as \( u(3,0) \) is the maximum.).

From equations (3.23)-(3.28), we assume that \( u_3^{t+\tau} > u_2^{t+\tau} > u_1^{t+\tau} \), otherwise it becomes to the subcase 1 or the subcase 2, and the limits exist. In this case \( u_3^t \) is increasing and \( u(j,t) \) are bounded in \([0,1]\) which leads to the existence of the limit of each term and the following asymptotic behaviors of the solution (see Figure 6)
\[
\lim_{t \to \infty} u_1^t = \bar{u}_1 = 0, \\
\lim_{t \to \infty} u_2^t = \bar{u}_2 = 0, \\
\lim_{t \to \infty} u_3^t = \bar{u}_3 = u(1,0) + u(2,0) + u(3,0).
\]
Subcase 4: $1 \leq u(1,0) + u(2,0) + u(3,0)$ and $u(3,0)$ is the maximum (When $u(1,0)$ is the maximum, the idea is the same as $u(3,0)$ is the maximum.).

If $u(2,0)$ is the minimum, it goes to the subcase 1. So we consider the case when $u(3,0) > u(2,0) > u(1,0)$. From equations (3.23) - (3.28), we have $u_1^t, u_1^t + u_2^t$ are decreasing, $u_3^t, u_2^t + u_3^t$ are increasing first. If $u_1^t + u_2^t \leq 1$ and $u_2^t + u_3^t \leq 1$ for all time $t$, and $u(2,t)$ is the minimum after some time point $t^*$, it goes back to subcase 1 and we have the asymptotic convergent result. In other case, $u_1^t + u_2^t \leq 1$ and $u_2^t + u_3^t \leq 1$, and $u(3,t) > u(2,t) > u(1,t)$ for all time $t$, then by the monotonicity of $u(1,t), u(3,t)$ and bounded-ness properties of them, we also have the convergent results

$$\lim_{t \to \infty} u_1^t = 0, \quad \lim_{t \to \infty} u_2^t = \lim_{t \to \infty} u_3^t = \frac{1}{2}[u(1,0) + u(2,0) + u(3,0)].$$

We have $1 \leq u(1,0) + u(2,0) + u(3,0)$, when $u_2^t + u_3^t > 1$ and $u_1^t + u_2^t < 1$ at some point $t^*$, it becomes to case 3 below and we have the asymptotic limits.
**Case 2:** $u(1,0) + u(2,0) > 1$ and $u(2,0) + u(3,0) > 1$.

Subcase 1: $u(2,0)$ is the minimum point. From Equation (3.25) and (3.28), we can get $u_1^t + u_2^t > 1, u_2^t + u_3^t > 1$ for all $t > 0$. So we can get the following

$$|u_2^{t+\tau} - u_1^{t+\tau}| \leq (1 - 2C_2^t)|u_2^t - u_1^t| + C_3^t|u_3^t - u_2^t|,$$

$$|u_3^{t+\tau} - u_2^{t+\tau}| \leq (1 - 2C_3^t)|u_3^t - u_2^t| + C_2^t|u_2^t - u_1^t|,$$

and then

$$|u_2^{t+\tau} - u_1^{t+\tau}| + |u_3^{t+\tau} - u_2^{t+\tau}| \leq (1 - C_2^t)|u_2^t - u_1^t| + (1 - C_3^t)|u_3^t - u_2^t|$$

$$< |u_2^t - u_1^t| + |u_3^t - u_2^t|$$

which equivalent to the decreasing of the total variation of population density in time $t$ and leads to the convergence of the asymptotic behaviors of $u(1,t), u(2,t)$ and $u(3,t)$ (see Figure 7).

$$\lim_{t \to \infty} u_1^t = \lim_{t \to \infty} u_2^t = \lim_{t \to \infty} u_3^t = \frac{1}{3}[u(1,0) + u(2,0) + u(3,0)].$$

Figure 7: Initial density $u(1,0) = .81, u(2,0) = .2, u(3,0) = .9$

Subcase 2: $u(3,0) > u(2,0) > u(1,0)$. From Equation (3.23)-(3.29) we have that $u(1,t) + u(2,t)$ is increasing first and $u(2,t) + u(3,t)$ is decreasing but always larger than 1 ($u(1,0) + u(2,0) > 1, u(2,0) + u(3,0) > 1$ indicates $u(2,t), u(3,t)$ in domain $[1/2, 1]$). From theorem 3.3 Equation (3.26), (3.29), we have $u(1,t) \leq u(2,t) \leq u(3,t)$ for all $t \geq 0$, $u(1,t)$ is increasing and $u(3,t)$ is decreasing in time $t$, and we have (see Figure 8)

$$\lim_{t \to \infty} u_1^t = \lim_{t \to \infty} u_2^t = \lim_{t \to \infty} u_3^t = \frac{1}{3}[u(1,0) + u(2,0) + u(3,0)].$$

Subcase 3: $u(3,0) < u(2,0) < u(1,0)$. We have similar results as in subcase 2 (see Figure 9).
Subcase 4: $u(2,0)$ is the maximum point. From Equation (3.23)-(3.29), we have $u(1,t), u(3,t)$ are increasing and $u(2,t)$ is decreasing in time first. Furthermore, we assume $u(2,t)$ is the maximum point for all time $t$, otherwise it will go to subcase 1 and subcase 2. From Equation (3.25) and (3.28), $u_1^t + u_2^t$ and $u_2^t + u_3^t$ are decreasing. Then if $u_1^t + u_2^t > 1$ and $u_2^t + u_3^t > 1$ for all time $t$, from Equation (3.23),(3.24),(3.27) $u(1,t), u(3,t)$ are increasing and $u(2,t)$ is decreasing in time $t$. We have the convergence results (see Figure 10)

$$\lim_{t \to \infty} u_1^t = \lim_{t \to \infty} u_2^t = \lim_{t \to \infty} u_3^t = \frac{1}{3}[u(1,0) + u(2,0) + u(3,0)].$$

If $u_1^t + u_2^t < 1$ and $u_2^t + u_3^t > 1$ at some point $t^*$ (similar idea for $u_1^t + u_2^t > 1$ and $u_2^t + u_3^t < 1$, then we go to the subcase 1 of case 3.
In the case when \( u(2, t) + u(3, t) \leq u(1, t) \), we have the asymptotic result (see Figure 11):

\[
\lim_{t \to \infty} u^*_1 = 0,
\]

\[
\lim_{t \to \infty} u^*_2 = \lim_{t \to \infty} u^*_3 = \frac{1}{2} [u(1, 0) + u(2, 0) + u(3, 0)].
\]

If \( u(3, t) \geq u(2, t) \geq u(1, t) \) at some time point \( t^* \), we must have \( u(2, t), u(3, t) \) in the domain \([1/2, 1]\) for all time \( t \geq t^* \) (the expansion of diffusion domain see [6, Theorem 3.1]) and \( u(1, t^*) + u(2, t^*) < 1 \) and \( u(2, t^*) + u(3, t^*) > 1 \). The system (1.1) has the asymptotic behaviors as discussed in the following subcase 2 (see Figure 12).

Subcase 2: \( u(3, 0) \geq u(2, 0) \geq u(1, 0) \geq 1/2 \). In this case we have \( u(2, t) > 1/2, u(3, t) > 1/2 \) for all \( t \geq 0 \) (see [6, Theorem 3.1]). From equations (3.23)-(3.29), we can see \( u(1, t) + u(2, t) \) increase first and if \( u(1, t) + u(2, t) \leq 1 \) for all \( t \geq 0 \), then we have \( u(1, t) \) a decreasing function of time \( t \) and the convergence result (see Figure 13)

\[
\lim_{t \to \infty} u^*_1 = 0,
\]

\[
\lim_{t \to \infty} u^*_2 = \lim_{t \to \infty} u^*_3 = \frac{1}{2} [u(1, 0) + u(2, 0) + u(3, 0)].
\]

In the case when \( u(1, t) + u(2, t) > 1 \) at some time \( t^* \), then it become the case \( u(1, t^*) + u(2, t^*) > 1, u(2, t^*) + u(3, t^*) > 1 \). If \( u(1, t^*) < 1/2 \) and \( u(3, t^*) > u(2, t^*) > 1/2 \), from Equation (3.29) and (3.26), we have \( u(1, t) \leq u(2, t) \leq u(3, t) \) for all time \( t \), then \( u(1, t) \) is increasing in time \( t \), and we have the asymptotic result (see Figure 14):

\[
\lim_{t \to \infty} u^*_1 = \lim_{t \to \infty} u^*_2 = \lim_{t \to \infty} u^*_3 = \frac{1}{3} [u(1, 0) + u(2, 0) + u(3, 0)].
\]

In the case \( u(1, t^*) < 1/2 \) and \( 1/2 < u(3, t^*) < u(2, t^*) \), it goes back to the subcase 4 of case 2 and we have the convergent asymptotic results.

**Figure 10:** Initial density \( u(1, 0) = .40, u(2, 0) = .85, u(3, 0) = .42 \)

**Case 3:** \( u(1, 0) + u(2, 0) < 1, u(2, 0) + u(3, 0) > 1 \),

Subcase 1: \( u(2, 0) \geq u(3, 0) \). In this case \( u(2, 0) \) is the maximum point. From Equation (3.23)-(3.29), we have \( u(3, t), u(2, t) + u(3, t) \) are increasing and \( u(1, t), u(1, t) + u(2, t) \) are decreasing in time \( t \) first. If \( u(2, t) \geq u(3, t) \geq u(1, t) \) for all time \( t \), then by the boundedness of \( u(1, t), u(2, t) \) and \( u(3, t) \), we have the convergent asymptotic results (see Figure 11):

\[
\lim_{t \to \infty} u^*_1 = \lim_{t \to \infty} u^*_2 = \lim_{t \to \infty} u^*_3 = \frac{1}{2} [u(1, 0) + u(2, 0) + u(3, 0)],
\]

\[
\lim_{t \to \infty} u^*_1 = 0.
\]
Subcase 3: $u(3, 0) > 1/2 > u(2, 0) > u(1, 0)$. $u(2, t)$ is increasing function of time $t$ and $u(1, t)$ is a decreasing function of time $t$. If $u(2, t) < 1/2$ for all time $t > 0$, then from Equations (3.23)-(3.29), that $u(1, t)$ is a bounded and decreasing function and it should have convergent result:

$$
\lim_{t \to \infty} u_1^t = 0, \lim_{t \to \infty} u_2^t = \lim_{t \to \infty} u_3^t = \frac{1}{2} [u(1, 0) + u(2, 0) + u(3, 0)] > 1/2
$$

which is conflict to the assumption that $u(2, t) < 1/2$ for all time $t$.

As a increasing function of time $t$, $u(2, t) > 1/2$ after some time $t^*$, then it become the subcase 1 or 2 and we have the convergence result (see Figure 15).

Remark 3.2. When $u(1, 0) + u(2, 0) > 1, u(2, 0) + u(3, 0) < 1$, the asymptotic convergence results should be similar to Case 3 and we omit details here.

Case 5: $u(1, 0) + u(2, 0) = 1, u(2, 0) = u(3, 0)$, by using equations (3.23)-(3.28), we can see that this is an trivial steady state solution.
Figure 13: Initial density $u_0^2 = .15, u_3^0 = .60, u_4^0 = .70$

Figure 14: Initial density $u_2^0 = .28, u_3^0 = .70, u_4^0 = .80$

4 Properties of the Continuous Model

In this section, we first study existence, maximum principle and asymptotic behaviors of the backward-forward parabolic equation (2.6) with large initial solution. Then, we will further investigate non-existence result of Equation (2.6) with general initial solution which is similar to other backward-forward parabolic equation (see [38] and more).

Before investigating the existence, maximum principle of backward-forward parabolic equation (2.6), we first introduce the definition of weak solution of Equation (2.6) with condition (2.7).

Definition 4.1 (Weak solution). A locally continuous function $u(x,t)$ is said to be a weak
solution of the backward-forward equation (2.6) with condition (2.7) if
\[
\int_0^1 [u^2 + |D(u)|u_x^2]dx
\] (4.1)
is uniformly bounded for \( t \in [0, T] \) and for any test function \( \phi(x, t) \) in \( C^1_0[Q_T] \),
\[
\int_0^T \int_0^1 [u\phi_t - D(u)u_x\phi_x]dxdt = 0. \tag{4.2}
\]

Remark 4.1. In the special case when the diffusion coefficient \( D(u) \) is a constant \( C \), Equation (2.6) becomes the classical parabolic equation.

Remark 4.2. The boundary value of \( D(u)u_x \) can be zero or nonzero constant as \( x \) approaches the boundary in Equation (2.6) with large initial solution \( (u_0 > \alpha) \) on \((0, 1)\) and Dirichlet boundary condition. Here we borrow the ideas of boundary degeneracy in [11] and restrict us to the condition (4.1) in the weak solution of Dirichlet or Neumann boundary.

When the initial solution is large enough, we have the following existence and maximum principle results.

Theorem 4.1. Suppose that \( D(u) \) satisfies (2.7), \( u(x, 0) \in C^{1,\beta}([0, 1]), \beta \in (0, 1), \) and \( \alpha < u(x, 0) \leq 1 \). Then there exists a classical solution in \( C^{2,1}(Q_T) \) of the equation (2.6) for all \( T > 0 \) with boundary conditions \( D(u)u_x(0, t) = D(u)u_x(1, t) = 0 \). Furthermore, \( \alpha < u(x, t) \leq 1 \), for all \( 0 \leq t \leq T \).

Proof. First, because of the locally continuity of the initial solution \( u(x, 0) \), we have \( D(u) > 0 \) for small \( T_1 > 0 \) and the existence of the classical \( C^{2,1}(Q_{T_1}) \) solution is guaranteed by [26, 34].

Next, we prove the following claim.

Claim. For all \( T_1 \geq t \geq 0 \), we have the following maximum principle
\[
\alpha < \min_{x \in [0, 1]} u(x, 0) \leq u(x, t) \leq \max_{x \in [0, 1]} u(x, 0) \leq 1. \tag{4.3}
\]

We first prove the lower bound estimate. Suppose the lower bound estimate in (4.3) does not exist, then we have
\[
\min_{x \in [0, 1], 0 \leq t \leq T_1} u(x, t) = u(x_0, t_0), \quad T_1 \geq t_0 > 0. \tag{4.4}
\]
Let $\nu(x, t) = u(x, t) + \epsilon t$ with $\epsilon > 0$, then
\[
\nu_t = u_t + \epsilon = [D(u)u_x]_x + \epsilon = [D(u)\nu_x]_x + \epsilon, \\
= D'(u)\nu_x^2 + D(u)\nu_{xx} + \epsilon,
\]
(4.5)
$\nu(x, t)$ cannot have a minimum for $t > 0$. Otherwise $\nu(x_1, t_0), x_1 \in [0, 1]$ is the minimum, then $\nu_x(x_1, t_0) = 0, \nu_{xx}(x_1, t_0) \geq 0$, which is a contradiction to Equation (4.5). So we obtain
\[
\min_{x \in [0,1], 0 \leq t \leq T_1} \nu(x, t) = \min_{x \in [0,1]} \nu(x, 0) = \min_{x \in [0,1]} u(x, 0),
\]
which means
\[
u(x, t) + \epsilon t \geq \min_{x \in [0,1]} u(x, 0), \ \forall \epsilon > 0.
\]
(4.6)
For the arbitrariness of $\epsilon$, and let $\epsilon \to 0$, we obtain $u(x, t) \geq \min_{x \in [0,1]} u(x, 0)$, which leads to $u(x, t) \geq \alpha + \delta_1$ for some small number $\delta_1$ and $t > 0$.

Furthermore, we see this classical solution of Equation (2.6) satisfies the following $L^p$-estimate:
\[
\frac{d}{dt} \int_0^1 |u|^p dx = p \int_0^1 u_t u |u|^{p-2} dx = p \int_0^1 u |u|^{p-2}(D(u)u_x)_x dx \\
= -p(p-1) \int_0^1 D(u) |u|^{p-2} |u_x|^2 dx \leq -cp(p-1) \int_0^1 |u|^{p-2} |u_x|^2 dx \leq 0.
\]

It follows from these inequalities that the following $L^p$-norm can be bounded by the initial data:
\[
\left( \int_0^1 |u(x, t)|^p dx \right)^{\frac{1}{p}} \leq \left( \int_0^1 |u(x, 0)|^p dx \right)^{\frac{1}{p}}, \ \forall p \in [2, \infty).
\]
(4.7)
Thus, as $p \to \infty$, we see that $\|u(\cdot, t)\|_{L^\infty([0,1])} \leq \|u(\cdot, 0)\|_{L^\infty([0,1])} \leq 1 \ \forall T_1 \geq t > 0$. Because the lower and upper bound in (4.3) are independent of $T_1$, we can iterate the above process to guarantee inequalities in (4.3) for all $0 < T < \infty$ and obtain the results in the statement. $\square$

**Remark 4.3.** Under the assumption $u(x, 0) \in C^{1,\beta}([0,1]), \beta \in (0, 1), \alpha < u(x, 0) \leq 1$ the solution of (2.6) actually belong to $C^\infty(Q_T)$ [6], and this will play as a key method in proving non-existence result of Equation (2.6) with a general initial solution.

Equation (2.6) with uniform parabolic diffusion coefficient $D(u) \geq c > 0$ and its corresponding discrete equation have the vanishing asymptotic results with Dirichlet boundary, but the aggregation diffusion lattice equation (1.1) has a rich asymptotic dynamical behaviors (see section 3).

For the comparison reason, we only focus on 1-dimensional case:
\[
\begin{cases}
\frac{\partial u}{\partial t} = \frac{\partial}{\partial x} (D(u) \frac{\partial u}{\partial x}), & (x, t) \in [0, 1] \times [0, T], \\
u(0, t) = u(1, t) = 0.
\end{cases}
\]
(4.8)
The asymptotic behavior extension of Equation (4.8) to the high dimension will be the same as in 1-dimensional case.

**Theorem 4.2.** Suppose $u_0 \in C^{1,\beta}[0,1]$ and $1 \geq u_0 \geq 0$, then the solution $u(x, t)$ of System (4.8) with uniform parabolic diffusion coefficient $D(u) \geq c > 0$ goes to zero as $t \to \infty$. 

Proof. By the classical parabolic equation existence theory [34], System (4.8) has a classical solution with $u_0 \in C^{1,\beta}[0,1]$.

Now we consider the time derivative of the total population density

$$
\frac{1}{2} \frac{d}{dt} \int_0^1 u^2 dx = \int_0^1 uu_t dx = \int_0^1 u(D(u)u_x)_x dx
$$

$$
= \int_0^1 -D(u)u^2_x dx \leq -c \int_0^1 u_x^2 dx
$$

$$
\leq -c\delta \int_0^1 u^2 dx \quad \text{(Poincaré inequality)} \tag{4.9}
$$

Then by Gronwall’s inequality, we have

$$
\int_0^1 u^2(x,t) dx \leq (\int_0^1 u(x,0)^2 dx)e^{-2c\delta t}. \tag{4.10}
$$

Let $t \to +\infty$, we have

$$
\lim_{t \to +\infty} \int_0^1 u^2(x,t) dx = 0, \tag{4.11}
$$

which means the total population density will vanish as time continuous and we have a similar result in its corresponding discrete system in section 3 for classical discrete heat equation. The biological explanation is that the species will extinct when it has pure diffusion migration. \(\square\)

When the initial solution is large enough, Equation (2.6) has the following asymptotic behavior with Neumann boundary [6].

Theorem 4.3 (Theorem 3.2 [6]). Suppose $u_0 \in C^{1,\beta}[0,1], \alpha < u_0 \leq 1$, and $u(x,t)$ is the solution of the equation (1.2) with Neumann boundary condition, then solution $u(x,t)$ will go to the constant $C = \int_0^1 u(x,0) dx$.

Remark 4.4. In the uniformly parabolic case where $D(u) \geq c > 0$ and $u_0 \geq 0, u_0 \in C^{1,\beta}[0,1]$, by using the same arguments in the proof of 4.3, the solution has the same asymptotic convergence result.

Because of the aggregation or reverse diffusion, by using Theorem 4.1, we have the following non-existence result of system (1.2) with Dirichlet boundary.

Theorem 4.4. Suppose $u(x,0) \in C^{1,\beta}[0,1], 0 < \beta < 1$, then Equation (2.6) with diffusion condition (2.7) has no weak solution with Dirichlet boundary condition.

Proof. Suppose Equation (2.6) with diffusion condition (2.7) has a weak solution, by the linear transform $\tau = T - t$, we reverse the time interval and obtain

$$
u_\tau = -(D(u)u_x)_x, \quad \forall (x,t) \in Q_T. \tag{4.12}
$$

Because $u(0,t) = u(1,t) = 0$ and by the local continuity, assuming $T$ is small enough, Equation (4.12) has a local solution on the domain $[0,\epsilon_1] \times [0,T_\epsilon]$. Then by Theorem 4.1, $u(x,t) \in C^{2,1}((0,\epsilon_1] \times [0,T_\epsilon])$, especially, $u(x,0) \in C^{2,1}(0,1]$ which is more regular than $C^{1,\beta}[0,1]$, and we have the contradiction. \(\square\)
5 Conclusion

In this paper, we established a backward-forward parabolic equation from an individual-based model to describe the aggregation and diffusion in cell evolution. When the initial density is large enough, the existence, maximum principle and the asymptotic behaviors of the continuous Equation (1.2) are investigated with Neumann boundary. Also the non-existence of solution of Equation (1.2) is established with Dirichlet boundary condition.

In the corresponding discrete model with Dirichlet boundary condition, species eventually vanish with only diffusion mechanism. However, with the help of aggregation when cell density is small, density conservation is guaranteed which validate our observation in biology that aggregation help the survive of species under dangerous environment. The species converges to the steady-state when the initial solution is in the diffusion domain or large enough. However, different patterns emerges with general initial solution in the special 5 points lattice model with Dirichlet boundary which give us a possible explanation that patterns in biology are created by the interaction between aggregation and diffusion.
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