Abstract

In the estimation of the mean matrix in a multivariate normal distribution, the generalized Bayes estimators with closed forms are provided, and the sufficient conditions for their minimaxity are derived relative to both matrix and scalar quadratic loss functions. The generalized Bayes estimators of the covariance matrix are also given with closed forms, and the dominance properties are discussed for the Stein loss function.
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1 Introduction

The problems of estimating the mean and covariance matrices in the multivariate normal distribution are addressed in a decision-theoretic framework. These correspond to the estimation of the regression-coefficients matrix and the covariance matrix of the error terms in multivariate linear regression models. Efron and Morris (1972) provided the empirical Bayes estimator of the mean matrix and showed the minimaxity relative to the quadratic loss. Since then, dominance properties of shrinkage estimators have been studies in the literature. For the good account of this problem, see Fourdrinier, Strawderman and Wells (2018), Tsukuma and Kubokawa (2020). In the decision-theoretic framework, an ultimate goal is to establish the minimaxity of generalized Bayes estimators, because it is close to being admissible. When the covariance matrix is known, Tsukuma (2009), Matsuda and Komaki (2015), and Tsukuma and Kubokawa (2017) showed the minimaxity of the generalized Bayes estimators. In the case of unknown covariance matrix, however, no dominance properties have established. Although Matsuda and Komaki (2015) and Tsukuma and Kubokawa (2017) established the minimaxity by checking the super-harmonicity of the prior distributions based on Stein (1973, 81) for known variance, the same method cannot be applied in the case of unknown covariance matrices. It is also difficult to evaluate the risk functions directly, because the estimators involve integrals with respect to a symmetric matrix.
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In this paper, we derive the generalized Bayes shrinkage estimators of the mean matrix with closed forms against the specific prior distributions. This approach is an extension of Maruyama and Strawderman (2005) who gave closed-forms of the generalized Bayes estimators in estimation of a mean vector. Since the generalized Bayes estimators of the mean matrix do not contain integrals, it is easy to evaluate their risk functions, and we can derive conditions for their minimaxity. The same specific prior distributions can also produce the generalized Bayes estimators of the covariance matrix with closed forms.

More specifically, we consider the canonical form of multivariate linear regression model: $X$ and $S$ are $m \times p$ and $p \times p$ random matrices, respectively, such that $X$ and $S$ are mutually independently distributed as $X \sim \mathcal{N}_{m \times p}(\Theta, I_m \otimes \Sigma)$ and $S \sim \mathcal{W}_p(n, \Sigma)$ for $n \geq p$. Then we derive the generalized Bayes estimators of $\Theta$ and $\Sigma$ and show that for a specific prior, they are simplified as

$$\hat{\Theta}^{GB} = X - k_0 X \{I_p + (1 - k_0) S^{-1} X^\top X\}^{-1},$$

$$\hat{\Sigma}^{GB} = \tilde{\Sigma} - k_0 \tilde{\Sigma} \{I_p + (1 - k_0) S^{-1} X^\top X\}^{-1},$$

for $\tilde{\Sigma} = (m + c + 1)^{-1} S$ and $k_0$ given in (2.5). These derivations are given in Sections 2 and 3.

It is interesting to examine whether the generalized Bayes shrinkage estimators improve on the unbiased estimators which are used as benchmark estimators. To this end, one first derives unbiased estimators of the risk functions using the Stein identity for the normal distribution and the Stein-Haff identity for the Wishart distribution. We can employ this approach and find conditions for dominance of the generalized Bayes estimators, because they are given in closed forms. In Section 4, we derive conditions for $\hat{\Theta}^{GB}$ to dominate the unbiased estimator $X$, where the estimators are evaluated relative to the two loss functions of the matrix quadratic loss and the scalar quadratic loss. The dominance properties under the matrix quadratic loss have been studied in Bilodeau and Kariya (1989), Abu-Shanab, Kent and Strawderman (2012) and Matsuda and Strawderman (2021).

Concerning the estimation of the covariance matrix $\Sigma$, in Section 4, we discuss the dominance properties of $\tilde{\Sigma}^{GB}$ relative to the Stein loss function. For $p > m$, we use the approach based on the unbiased risk estimation to get the condition for $\tilde{\Sigma}^{GB}$ to dominate the unbiased estimator. In the case of $m \geq p$, however, we cannot show the dominance property of $\tilde{\Sigma}^{GB}$ based on the unbiased risk estimation, because the unbiased risk estimate of $\tilde{\Sigma}^{GB}$ is larger than the risk of the unbiased estimator at some extreme cases. We also consider the simultaneous estimation of $(\Theta, \Sigma)$ relative to the Kullback-Leibler divergence, and the conditions for the dominance of $(\hat{\Theta}^{GB}, \hat{\Sigma}^{GB})$ can be provided. Especially, in the case of $m \geq p$, we can borrow the risk gain of $\hat{\Theta}^{GB}$ to show the improvement of $(\hat{\Theta}^{GB}, \hat{\Sigma}^{GB})$.

Some numerical investigations based on simulation experiments are given in Section 5 and the dominance results of the generalized Bayes estimators are supported numerically. The paper is concluded with some remarks in Section 6.
2 Generalized Bayes Estimators of the Mean Matrix with Closed forms

Let $X$ and $S$ be $m \times p$ and $p \times p$ random matrices, respectively, such that $X$ and $S$ are mutually independently distributed as $X \sim N_{m \times p} (\Theta, I_m \otimes \Sigma)$ and $S \sim W_p(n, \Sigma)$ for $n \geq p$. We consider the estimation of the mean matrix $\Theta$ based on $X$ and $S$. As loss functions, we treat the following two losses:

\[ L_M(\hat{\Theta}, \Theta) = (\hat{\Theta} - \Theta) \Sigma^{-1} (\hat{\Theta} - \Theta)^\top, \quad (2.1) \]

\[ L_Q(\hat{\Theta}, \Theta) = \text{tr} \{ (\hat{\Theta} - \Theta) \Sigma^{-1} (\hat{\Theta} - \Theta)^\top \}, \quad (2.2) \]

which are called the matrix quadratic and scalar quadratic loss functions, respectively. The estimator is evaluated by the corresponding risk functions.

When a prior distribution is assumed for $(\Theta, \Sigma)$, the (generalized) Bayes estimator relative to the two losses is expressed in the same form as

\[ \Theta^B = E[\Theta | X, S, \Sigma]^{-1} \{ E[\Sigma^{-1} | X, S] \}, \]

where $E[\cdot | X, S]$ is the expectation with respect to the posterior distribution of $(\Theta, \Sigma)$ given $(X, S)$. We want to obtain generalized Bayes estimators of $\Theta$ which improves on $X$. To this end, we assume the following hierarchical prior distribution which was suggested in Section 4 of Tsukuma (2009):

\[ \Theta | \Sigma, \Omega \sim N_{m \times p}(0, \Omega \otimes \Sigma), \]

\[ \pi(\Omega) \propto |I_m + \Omega|^{-a/2-m} |\Omega|^{c/2}, \]

\[ \pi(\Sigma^{-1}) \propto |\Sigma^{-1}|^{-(b-1)/2}. \quad (2.3) \]

We first consider the case of $p > m$. Let $R$ be an $m \times m$ orthogonal matrix such that

\[ XS^{-1} X^\top = RFR^\top \quad \text{and} \quad F = \text{diag}(f_1, \ldots, f_m), \quad (2.4) \]

with $f_1 > \cdots > f_m > 0$. Throughout the paper, we define constant $k_0$ by

\[ k_0 = \frac{a - c + p + (m \wedge p) - 1}{a + m + p + (m \wedge p)}, \quad (2.5) \]

which is less than one.

**Theorem 2.1** In the case of $p > m$, assume that $-2 < c < a + p$ and $b > -n - m - 1$. The generalized Bayes estimator against the prior $[2.3]$ is

\[ \Theta^{GB1} = X - RF^{-1} E[\Lambda | F] \{ F^{-1}(I_m + F) - E[\Lambda | F] \}^{-1} R^\top X, \quad (2.6) \]

where $E[\Lambda | F]$ is the expectation of $\Lambda$ with respect to the density

\[ \pi(\Lambda | F) \propto |\Lambda|^{(a-c+m+p-1)/2-(m+1)/2} |I_m - \Lambda|^{(c+m+1)/2-(m+1)/2} \]

\[ |I_m - F(I_m + F)^{-1} F(0 < \Lambda < I_m), \quad (2.7) \]
for the indicator function \( I(0 < \Lambda < I_m) \).

When \( b = a + m - n \), assume that \(-2 < c < a + p, a > -2m - 1\). Then the generalized Bayes estimator is expressed in a closed form as

\[
\hat{\Theta}^{GB} = X - k_0 \{ I_m + (1-k_0)XS^{-1}X^{\top} \}^{-1}X
\]

\[
= X - k_0 \{ I_p + (1-k_0)S^{-1}X^{\top}X \}^{-1}.
\] (2.8)

We next consider the case of \( m \geq p \). Let \( Q \) be a \( p \times p \) nonsingular matrix such that

\[
Q^{\top}SQ = I_p, \quad Q^{\top}X^{\top}XQ = F \quad \text{and} \quad F = \text{diag}(f_1, \ldots, f_p),
\] (2.9)

with \( f_1 > \cdots > f_p > 0 \).

**Theorem 2.2** In the case of \( m \geq p \), assume that \( p - m - 2 < c < a + p, b > -n - m - 1 \). The generalized Bayes estimator against the prior \( \text{(2.8)} \) is

\[
\hat{\Theta}^{GB} = X - XQF^{-1}E[\Lambda \mid F]\{F^{-1}(I_p + F) - E[\Lambda \mid F]\}^{-1}Q^{-1},
\] (2.10)

where \( E[\Lambda \mid F] \) is the expectation of \( \Lambda \) with respect to the density

\[
\pi(\Lambda \mid F) \propto |\Lambda|^{(c+2p-1)/2-\left(p+1\right)/2}|I_p - \Lambda|^{(c+m+1)/2-\left(p+1\right)/2}
\]

\[
\times |I_p - F(I_p + F)^{-1}\Lambda|^{(b-a-p-n)/2}I(0 < \Lambda < I_p).
\] (2.12)

When \( b = a + p - n \), assume that \( p - m - 2 < c < a + p \). Then the generalized Bayes estimator is expressed in a closed form as

\[
\hat{\Theta}^{GB} = X - k_0 \{ I_p + (1-k_0)S^{-1}X^{\top}X \}^{-1}.
\] (2.13)

It is noted that the generalized Bayes estimators \( \text{(2.8)} \) and \( \text{(2.13)} \) are of the same form in the two cases. The proofs of Theorems 2.1 and 2.2 are given below.

**Proof of Theorem 2.1** Since the conditional distribution of \( \Theta \) given \( \Sigma, \Omega, X, S \) is

\[
\Theta \mid \Sigma, \Omega, X, S \sim \mathcal{N}_{m \times p}((I_m + \Omega^{-1})^{-1}X, (I_m + \Omega^{-1})^{-1} \otimes \Sigma),
\]

the generalized Bayes estimator is \( \hat{\Theta}^{GB} = X - E[(I_m + \Omega^{-1})^{-1}X \Sigma^{-1} \mid X, S]\{E[\Sigma^{-1} \mid X, S]\}^{-1} \),

where

\[
\pi(\Sigma^{-1}, \Omega \mid X, S) \propto |\Sigma^{-1}|^{(b+m+n+p)/2-\left(p+1\right)/2} |\Omega|^{c/2}
\]

\[
\times \exp \left[ -2^{-1} \text{tr} \{ \Sigma^{-1}(S + X^{\top}(I_m + \Omega^{-1})^{-1}X) \} \right],
\]\ (2.14)

for \( b + n + m > -1 \). After integrating the conditional expectations with respect to \( \Sigma^{-1} \), the estimator is written as

\[
\hat{\Theta}^{GB} = X - E[(I_m + \Omega^{-1})^{-1}X \{S + X^{\top}(I_m + \Omega^{-1})^{-1}X\}^{-1} \mid X, S]
\]

\[
\times \{E[\{S + X^{\top}(I_m + \Omega^{-1})^{-1}X\}^{-1} \mid X, S]\}^{-1},
\]
where
\[ \pi(\Omega \mid X, S) \propto \frac{|\Omega|^{c/2}}{|I_m + \Omega|^{a/2 + m + p/2}} \frac{1}{|S + X^\top (I_m + \Omega)^{-1} X|^{(b + m + n + p)/2}}. \]

Making the transformation \( \Xi = (I_m + \Omega)^{-1} \) with \( d\Omega = |\Xi|^{-(m+1)}d\Xi \), we rewrite the posterior density and \( \hat{\Theta}^{GB} \) as
\[ \pi(\Xi \mid X, S) \propto |S + X^\top \Xi X|^{-(b + m + n + p)/2} |\Xi|^{(a - c + p)/2 - 1} |I_m - \Xi|^{c/2}, \tag{2.15} \]
and
\[ \hat{\Theta}^{GB} = X - E[\Xi X \{S + X^\top \Xi X\}^{-1} \mid X, S] \left( E[\{S + X^\top \Xi X\}^{-1} \mid X, S] \right)^{-1} \]
\[ = X - E[\Xi XS^{-1/2} \{I_p + S^{-1/2} X^\top \Xi XS^{-1/2}\}^{-1} \mid X, S] \times \left( E[\{I_p + S^{-1/2} X^\top \Xi XS^{-1/2}\}^{-1} \mid X, S] \right)^{-1} S^{1/2}. \tag{2.16} \]

We now consider the case of \( p > m \). Then, we show that \( \hat{\Theta}^{GB} \) is expressed as \( \hat{\Theta}^{GB_1} \) in [2.0]. Let \( \mathcal{O}(m) \) be a set of \( m \times m \) orthogonal matrices. Since, by the singular-value decomposition, there are \( O_m \in \mathcal{O}(m) \) and \( O_p \in \mathcal{O}(p) \) such that \( XS^{-1/2} = O_m [F^{1/2}, 0_{m \times (p-m)}] O_p \). Then, it is demonstrated that
\[ |I_p + S^{-1/2} X^\top \Xi XS^{-1/2}| = |I_p + O_p^\top [F^{1/2}, 0_{m \times (p-m)}]^\top O_m^\top \Xi O_m [F^{1/2}, 0_{m \times (p-m)}] O_p| \]
\[ = |I_m + F O_m^\top \Xi O_m|, \]
and
\[ E[\Xi XS^{-1/2} \{I_p + S^{-1/2} X^\top \Xi XS^{-1/2}\}^{-1} \mid X, S] \left( E[\{I_p + S^{-1/2} X^\top \Xi XS^{-1/2}\}^{-1} \mid X, S] \right)^{-1} S^{1/2} \]
\[ = E[\Xi O_m [F^{1/2}, 0_{m \times (p-m)}] O_p \{I_p + O_p^\top [F^{1/2}, 0_{m \times (p-m)}]^\top O_m^\top \Xi O_m [F^{1/2}, 0_{m \times (p-m)}] O_p\}^{-1} \mid X, S] \times \left( E[\{I_p + O_p^\top [F^{1/2}, 0_{m \times (p-m)}]^\top O_m^\top \Xi O_m [F^{1/2}, 0_{m \times (p-m)}] O_p\}^{-1} \mid X, S] \right)^{-1} S^{1/2} \]
\[ = O_m E[O_m^\top \Xi O_m \{F^{-1} + O_m^\top \Xi O_m\}^{-1} \mid X, S] \times \left( E[\{F^{-1} + O_m^\top \Xi O_m\}^{-1} \mid X, S] \right)^{-1} [F^{1/2}, 0_{m \times (p-m)}] O_p S^{1/2}. \]

Note that \( O_m = R \) and \([F^{1/2}, 0_{m \times (p-m)}] O_p S^{1/2} = O_m^\top X = R^\top X \). Making the transformation \( \Xi = O_m^\top \Xi O_m \) gives
\[ \pi(\Xi \mid X, S) \propto |F^{-1} + \Xi|^{-(b + m + n + p)/2} |\Xi|^{(a - c + p)/2 - 1} |I_m - \Xi|^{c/2}, \]
\[ \hat{\Theta}^{GB} = X - RE[\Xi (F^{-1} + \Xi)^{-1} \mid X, S] \{E[(F^{-1} + \Xi)^{-1} \mid X, S]\}^{-1} R^\top X. \]

Making the transformation \( \Lambda = (I_m + F)^{1/2} (F + \Xi)^{-1} (I_m + F)^{1/2} \), we can see that \( 0 < \Lambda < I_m \) and \( d\Lambda = |I_m + F|^{(m+1)/2} |F \Xi + I_m|^{-(m+1)} d\Xi \). Then, \( \pi(\Xi \mid F) d\Xi = \pi(\Lambda | F) d\Lambda \), where
\[ \pi(\Lambda \mid F) \propto |\Lambda|^{(a - c + m + p - 1)/(a - c + m + p) - (m + 1)/2} |I_m - \Lambda|^{(c + m + 1)/2 - (m + 1)/2} \times |I_m - F(I_m + F)^{-1} \Lambda|^{-(a + b + m + n)/2} I(0 < \Lambda < I_m), \tag{2.17} \]
for \( a - c + p > 0 \) and \( c > -2 \). Also, we have
\[ E[\Xi (F^{-1} + \Xi)^{-1} \mid X, S] \{E[(F^{-1} + \Xi)^{-1} \mid X, S]\}^{-1} \]
\[ = (I_m + F)^{-1/2} E[\Lambda | F](F^{-1}(I_m + F) - E[\Lambda | F])^{-1}(I_m + F)^{1/2} F^{-1}, \]
which leads to the expression given in (2.6) if $E[\Lambda | F]$ is diagonal matrix. Now we can show that

$$
\int_{0<\Lambda<I_m} \{\Lambda \times |\Lambda|^a |\Lambda^{c+m+p-1}/2-(m+1)/2 | I_{m-\Lambda}^c |(c+m+1)/2 | \}
\times \{F(I_{m+F})^{-1} \Lambda |(a-b-m+n)/2 \}d\Lambda
$$

is diagonal matrix. Making the transformation $\Lambda^* = H_i \Lambda H_i$, where $H_i = I_m - 2e_ie_i^\top$, $e_i$ is the $m$ dimensional fundamental unit vector, then we have

$$
\int_{0<\Lambda^*<I_m} \{H_i \Lambda^* H_i \times |\Lambda^*|^a |\Lambda^*^{c+m+p-1}/2-(m+1)/2 | I_{m-\Lambda^*}^c |(c+m+1)/2 | \}
\times \{F(I_{m+F})^{-1} \Lambda^* |(a-b-m+n)/2 \}d\Lambda^*
$$

By comparing the right hand side and left hand side, we see that the off-diagonal elements of the $i$-th column and $i$-th vector are zero. Therefore $E[\Lambda | F]$ is diagonal.

In the case of $b = a + m - n$, the posterior distribution (2.7) is the multivariate beta distribution $Beta_m(a - c + m + p - 1, c + m + 1)$, so that we have $E[\Lambda | F] = k_0I_m$ for $k_0 = (a - c + m + p - 1)/(a - c + m + p - 1 + (c + m + 1)) = (a - c + m + p - 1)/(a + 2m + p)$. Hence, the estimator (2.6) is simplified as the first equality in (2.8). Note that

$$
(I_m + \beta XS^{-1}X^\top)^{-1} = I_m - \beta X(S + \beta XX^\top)^{-1}X^\top
$$

for constant $\beta$. Using the equality (2.18), we can further rewrite the estimator (2.8) as

$$
X - k_0 \{I_m + (1 - k_0)XS^{-1}X^\top \}^{-1}X = X - k_0 \left\{I_m - X \left(\frac{1}{1 - k_0}S + X^\top X\right)^{-1}X^\top\right\}X
$$

$$
= X - k_0X \left(\frac{1}{1 - k_0}S + X^\top X\right)^{-1} \frac{1}{1 - k_0}S = X - k_0X \left(I_p + (1 - k_0)S^{-1}X^\top X\right)^{-1},
$$

which leads to the expression given in the second equality of (2.8).

\textbf{Proof of Theorem 2.2.} We next consider the case of $m \geq p$. We begin with the posterior density (2.16) and the generalized Bayes estimator (2.18). Then, we show that $\hat{\Theta}^{GB}$ is expressed as $\hat{\Theta}^{GB^2}$ in (2.10). By the singular-value decomposition, there are $O_m \in O(m)$ and $O_p \in O(p)$ such that

$$
XS^{-1/2} = O_m[F^{1/2}, 0_{p \times (m-p)}]^\top O_p.
$$

Then, it is demonstrated that

$$
|I_p + S^{-1/2}X^\top \Xi XS^{-1/2}| = |I_p + O_p^\top [F^{1/2}, 0_{p \times (m-p)}]O_m^\top \Xi O_m[F^{1/2}, 0_{p \times (m-p)}]^\top O_p|
$$

$$
= |I_p + F(O_m^\top \Xi O_m)_{11}|,
$$

where $(O_m^\top \Xi O_m)_{11}$ is a $p \times p$ matrix in the decomposition

$$
O_m^\top \Xi O_m = \begin{pmatrix}
(O_m^\top \Xi O_m)_{11} & (O_m^\top \Xi O_m)_{12} \\
(O_m^\top \Xi O_m)_{21} & (O_m^\top \Xi O_m)_{22}
\end{pmatrix}.
$$

Also, it is seen that

$$
E[\Xi XS^{-1/2}\{I_p + S^{-1/2}X^\top \Xi XS^{-1/2}\}^{-1} | X, S]\{\Xi O_m[F^{1/2}, 0_{p \times (m-p)}]^\top O_p \{I_p + O_p^\top [F^{1/2}, 0_{p \times (m-p)}]O_m^\top \Xi O_m[F^{1/2}, 0_{p \times (m-p)}]^\top O_p\}^{-1} | X, S\}
$$

$$
= O_m E\{O_m^\top \Xi O_m[I_p, 0_{p \times (m-p)}]^\top \{F^{-1} + (O_m^\top \Xi O_m)_{11}\}^{-1} | X, S\}
$$

$$
\times \{E[\{F^{-1} + (O_m^\top \Xi O_m)_{11}\}^{-1} | X, S]\}^{-1} F^{1/2}O_p S^{1/2}.
$$
Note that \( Q = S^{-1/2}O_p^T \), \( X = O_m[F_{1/2},0_{p \times (m-p)}]^T Q^{-1} \). Making the transformation \( \tilde{\Xi} = O_m^T \Xi O_m \) gives

\[
\pi(\tilde{\Xi} | X, S) \propto |F^{-1} + \tilde{\Xi}_{11}|^{- (b+m+n+p)/2}\Xi (a-c+p)/2 |I_m - \tilde{\Xi}| c/2,
\]

\[
\tilde{\Theta}^GB = X - O_m E[\Xi_{11}, \tilde{\Xi}_{21}]^T \{F^{-1} + \tilde{\Xi}_{11}\}^{-1} | X, S | \{E\{F^{-1} + \tilde{\Xi}_{11}\}^{-1} | X, S \}^{-1} F^{1/2} Q^{-1}.
\]

It is noted that \( |\tilde{\Xi}| = |\Xi_{11}| |\tilde{\Xi}_{21}| \) and \( |I_m - \tilde{\Xi}| = |I_p - \tilde{\Xi}_{11}| |I_{m-p} - \tilde{\Xi}_{22,1}| |I_{m-p} - (I_{m-p} - \tilde{\Xi}_{22,1})^{-1/2}\tilde{\Xi}_{21}(I_{m-p} - \tilde{\Xi}_{22,1})^{-1/2} | \) for \( \Xi_{22,1} = \Xi_{22} - \Xi_{21}\tilde{\Xi}_{11} \Xi_{21}^T \), where \( \Xi_{ij} \) is decomposed similarly to (2.19) for \( i, j = 2 \). Writing \( \pi(\tilde{\Xi} | X, S)d\tilde{\Xi} = \pi(\Xi_{11}, \Xi_{21}, \Xi_{22,1} | X, S) d\Xi_{11} d\Xi_{21} d\Xi_{22,1} \) where \( I_p > \Xi_{11} > O_p, I_{m-p} > \Xi_{22,1} > O_{m-p}, I_{m-p} - (I_{m-p} - \Xi_{22,1})^{-1/2}\Xi_{21}(\Xi_{11}(I_p - \Xi_{11}))^{-1}\Xi_{21}(I_{m-p} - \Xi_{22,1})^{-1/2} > O_{m-p} \), we can see that \( \pi(\Xi_{11}, \Xi_{22,1} | X, S) = \pi(\Xi_{11}, \Xi_{21}, \Xi_{22,1} | X, S) = \pi(\Xi_{11}, \Xi_{22,1} | X, S) \), which implies that

\[
E[\Xi_{11}, \Xi_{21}]^T \{F^{-1} + \tilde{\Xi}_{11}\}^{-1} | X, S | = E[\Xi_{11}, 0_{(m-p) \times m}]^T \{F^{-1} + \tilde{\Xi}_{11}\}^{-1} | X, S |.
\]

Thus, the generalized Bayes estimator and the related posterior density can be rewritten as

\[
\tilde{\Theta}^GB = X - XQF^{-1/2}E[\Xi_{11}, F^{-1} + \tilde{\Xi}_{11}]^{-1} | X, S | \{E\{F^{-1} + \tilde{\Xi}_{11}\}^{-1} | X, S \}^{-1} F^{1/2} Q^{-1},
\]

\[
\pi(\Xi_{11} | X, S) \propto |F^{-1} + \tilde{\Xi}_{11}|^{- (b+m+n+p)/2}\Xi (a-c+m+1)/2 |I_p - \tilde{\Xi}_{11}| (c+m-p)/2.
\]

Making the transformation \( \Lambda = (I_p + F)^{1/2}(F + \tilde{\Xi}_{11})^{-1}(I_p + F)^{1/2} \), we can see that \( 0 < \Lambda < I_p \) and \( d\Lambda = |I_p + F|^{(p+1)/2}|F\tilde{\Xi}_{11} + I_p|^{-p+1} d\Xi_{11} \). Then, \( \pi(\Xi_{11} | F)d\Xi_{11} = \pi(\Lambda | F)d\Lambda \), where

\[
\pi(\Lambda | F) \propto |\Lambda|^{(a-c+p-2)/2} |I_p - \Lambda|^{(c+m+1)/2} |I_p - F(I_p + F)^{-1}\Lambda|^{(b-a-p+2)/2} |0 < \Lambda < I_p|),
\]

(2.20)

for \( a - c + p > 0 \) and \( c + m > p - 2 \). Since \( E[\Xi_{11}, F^{-1} + \tilde{\Xi}_{11}]^{-1} | X, S | \{E\{F^{-1} + \tilde{\Xi}_{11}\}^{-1} | X, S \}^{-1} = (I_p + F)^{-1/2}E[\Lambda | F](F^{-1}(I_p + F) - E[\Lambda | F])^{-1}(I_p + F)^{1/2}F^{-1} \), one gets the expression given in (2.10). If \( E[\Lambda | F] \) is diagonal matrix, which can be verified by using the same arguments as in the proof of Theorem 2.4. In the case of \( b = a + p - n \), similarly to Theorem 2.4, we have \( E[\Lambda | F] = k_0I_p \) for \( k_0 = (a - c + 2p - 1)/(a + m + 2p) \), so that the estimator (2.10) is simplified as in (2.13).

3 Generalized Bayes Estimators of Covariance Matrix with Closed forms

In this section, we derive the generalized Bayes estimators of the covariance matrix with closed forms. The problem we consider is the estimation of \( \Sigma \) in the model described in the beginning of Section 2. Namely, \( X \sim N_m(\Theta, I_m \otimes \Sigma) \) and \( S \sim W_p(n, \Sigma) \) for \( n \geq p \). When estimator \( \tilde{\Sigma} \) is evaluated by the risk function relative to the Stein loss function

\[
L_S(\tilde{\Sigma}, \Sigma) = \text{tr}(\tilde{\Sigma} \Sigma^{-1}) - \log |\tilde{\Sigma} \Sigma^{-1}| - p,
\]

(3.1)

the (generalized) Bayes estimator of \( \Sigma \) against a prior distribution of \( (\Theta, \Sigma) \) is given by \( \hat{\Sigma}^B = (E[\Sigma^{-1} | X, S])^{-1} \). We assume the same prior distribution as in (2.3), and derive the generalized Bayes estimators in the two cases of \( p > m \) and \( m \geq p \).
Theorem 3.1 (i) In the case of $p > m$, assume that $-2 < c < a + p$ and $b > -n - m - 1$. The generalized Bayes estimator against the prior (2.3) is
\[
\hat{\Sigma}^{GB1} = \frac{1}{b + m + n + p} \left[ S + X^T R \left\{ (I_m + F) (E[\Lambda | F])^{-1} - F \right\}^{-1} R^T X \right],
\]
where $R$ and $F$ are defined in (2.4), and $E[\Lambda | F]$ is the expectation of $\Lambda$ with respect to the density in (2.7). When $b = a + m - n$, assume that $-2 < c < a + p$, $a > -2m - 1$. Then the generalized Bayes estimator is expressed in a closed form as
\[
\hat{\Sigma}^{GB} = \frac{1}{a + 2m + p} \left[ S + k_0 X^T \left\{ (I_m + (1 - k_0)XS^{-1}XS^T) \right\}^{-1} X \right]
= \tilde{\Sigma} - k_0 \tilde{\Sigma}(I_p + (1 - k_0)S^{-1}X^TX)^{-1}
\]
where $\tilde{\Sigma} = (m + c + 1)^{-1}S$ and $k_0$ is given in (2.5).

(ii) In the case of $m \geq p$, assume that $p - m - 2 < c < a + p$, $b > -n - m - 1$. The generalized Bayes estimator against the prior (2.3) is
\[
\hat{\Sigma}^{GB2} = \frac{1}{b + m + n + p} \left[ S + (Q^T)^{-1} \left\{ (F^{-1} + I_p)(E[\Lambda | F])^{-1} - I_p \right\}^{-1} Q^{-1} \right],
\]
where $Q$ and $F$ are defined in (2.4), and $E[\Lambda | F]$ is the expectation of $\Lambda$ with respect to the density in (2.12). When $b = a + p - n$, assume that $p - m - 2 < c < a + p$. Then the generalized Bayes estimator is expressed in a closed form as
\[
\hat{\Sigma}^{GB} = \frac{1}{a + m + 2p} \left[ S + k_0 \left\{ (X^TX)^{-1} + (1 - k_0)S^{-1} \right\}^{-1} \right]
= \tilde{\Sigma} - k_0 \tilde{\Sigma}(I_p + (1 - k_0)S^{-1}X^TX)^{-1}
\]

Proof. From the posterior distribution of $\Sigma^{-1}$ given in (2.14), the generalized Bayes estimator of $\Sigma$ is
\[
\hat{\Sigma}^{GB} = \frac{1}{b + m + n + p} \left[ E[\{S + X^T(I_m + \Omega)^{-1}X\}^{-1} | X, S] \right]^{-1}
= \frac{1}{b + m + n + p} S^{1/2} E[\{I_p + S^{-1/2}X^TXS^{-1/2} \}^{-1} | X, S]^{-1} S^{1/2},
\]
where the posterior density of $\Xi = (I_m + \Omega)^{-1}$ is given in (2.15).

For part (i), the same arguments as in the proof of Theorem 2.1 are used. Since $X S^{-1/2}$ is decomposed as $X S^{-1/2} = O_m[F^{1/2}, 0_{m \times (p - m)}]O_p$ for $O_m \in O(m)$ and $O_p \in O(p)$, we can rewrite $\hat{\Sigma}^{GB}$ as
\[
\hat{\Sigma}^{GB} = \frac{1}{b + m + n + p} S^{1/2} O_p^T F^{1/2} \left\{ E[(F^{-1} + \Xi)^{-1} | F] \right\}^{-1} F^{1/2} O_p S^{1/2},
\]
for $\Xi = O_m^\top E_m$. Making the transformation $\Lambda = (I_m + F)^{1/2}(F + \Xi^{-1})^{-1}(I_m + F)^{1/2}$ and noting that $E[\Lambda | F]$ is a diagonal matrix, we have
\[
\begin{align*}
F^{1/2} & = F^{1/2} \left\{ F - F(I_m + F)^{-1/2} E[\Lambda | F](I_m + F)^{-1/2} F \right\}^{-1} F^{1/2} \\
& = F^{1/2} \left\{ F - F(I_m + F)^{-1/2} E[\Lambda | F](I_m + F)^{-1/2} F \right\}^{-1} F^{1/2} \\
& = I_m + F^{1/2}(I_m + F - FE[\Lambda | F])^{-1} E[\Lambda | F] F^{1/2},
\end{align*}
\]
where the posterior density of $\Lambda$ is given in (2.17). Then from (3.17), it follows that

$$
\tilde{\Sigma}^{GB} = \frac{1}{b + m + n + p} \left[ S + S^{1/2} O_p \left( F^{1/2} \right) O_m (I_m + F - FE[\Lambda | F])^{-1} \times E[\Lambda | F] O_m (F^{1/2}, 0) O_p S^{1/2} \right]
$$

$$
= \frac{1}{b + m + n + p} \left\{ S + X^\top O_m (I_m + F - FE[\Lambda | F])^{-1} E[\Lambda | F] O_m \right\}.
$$

Noting that $O_m = R$, one gets the first expression in (3.2). The second expression in (3.2) can be easily derived.

For part (ii), we can use the same arguments as in the proof of Theorem 2.2. Since $X S^{-1/2}$ is decomposed as $X S^{-1/2} = O_m [F^{1/2}, 0_{p \times (m - p)}]^\top O_p$ for $O_m \in \mathcal{O}(m)$ and $O_p \in \mathcal{O}(p)$, we can rewrite $\tilde{\Sigma}^{GB}$ in (3.6) as

$$
\tilde{\Sigma}^{GB} = \frac{1}{b + m + n + p} S^{1/2} \left\{ E[(I_p + O_p^\top F^{1/2} \Xi_{11} F^{1/2} O_p)^{-1} | F] \right\}^{-1} S^{1/2}, (3.8)
$$

for $\Xi = O_m^\top \Xi O_m$. Making the transformation $\Lambda = (I_p + F)^{1/2} (F + \Xi^{-1})^{-1} (I_p + F)^{1/2}$ and noting that $E[\Lambda | F]$ is a diagonal matrix, we have

$$
\left\{ E[(I_p + O_p^\top F^{1/2} \Xi_{11} F^{1/2} O_p)^{-1} | F] \right\}^{-1} = O_p \{ I_p - (I_p + F)^{-1} F E[\Lambda | F] \}^{-1} O_p
$$

$$
= I_p + O_p^\top (F^{-1} + I_p - E[\Lambda | F])^{-1} E[\Lambda | F] O_p,
$$

where the posterior density of $\Lambda$ is given in (2.20). Noting that $S^{1/2} O_p^\top = S S^{-1/2} O_p = (Q^\top)^{-1} Q^{-1} Q = (Q^\top)^{-1}$, from (3.8), we can see that

$$
\tilde{\Sigma}^{GB} = \frac{1}{b + m + n + p} \left[ S + S^{1/2} O_p^\top (F^{-1} + I_p - E[\Lambda | F])^{-1} E[\Lambda | F] O_p S^{1/2} \right]
$$

$$
= \frac{1}{b + m + n + p} \left\{ S + (Q^\top)^{-1} (F^{-1} + I_p - E[\Lambda | F])^{-1} E[\Lambda | F] Q^{-1} \right\},
$$

which leads to the first expression in (3.4). The second expression in (3.4) can be easily derived. \(\square\)

4 Dominance Properties

4.1 Estimation of the mean matrix

We now show that the generalized Bayes estimator with the closed form improve on $X$ relative to the matrix and scalar quadratic loss functions. To this end, we begin by providing the unbiased estimators of the risk functions of the general class of shrinkage estimators

$$
\tilde{\Theta}^{SH} = \begin{cases} 
(I_m - R \Phi(F) R^\top) X, & \text{if } p > m, \\
X (I_p - Q \Phi(F) Q^{-1}) & \text{if } m \geq p,
\end{cases}
$$

(4.1)

where $\Phi(F) = \text{diag} (\phi_1(F), \ldots, \phi_\ell(F))$ and $F = \text{diag} (f_1, \ldots, f_\ell)$ for $\ell = m \wedge p$. In the case of $p > m$, we can measure the risk of the estimator $\tilde{\Theta}^{SH}$ with respect to the matrix quadratic loss.
follows from Theorem 4.1. Tsukuma and Kubokawa (2015, 20) derived the unbiased estimator of the risk function given by \( \hat{R}_M(\hat{\Theta}^{SH}) = pI_m + \Phi^* R^\top \) for \( \Phi^* = \text{diag}(\phi_1^*, \ldots, \phi_m^*) \), where

\[
\phi_i^* = (n - p + 2\ell - 3)f_i\phi_i^2 - 2(p - m + 1)\phi_i - 4f_i^2\phi_i \frac{\partial \phi_i}{\partial f_i} - 4f_i\frac{\partial \phi_i}{\partial f_i} \\
- 2 \sum_{j \neq i}^m \frac{f_i^2\phi_i^2}{f_i - f_j} + 2 \sum_{j \neq i}^m \frac{f_i \phi_i f_j \phi_j}{f_i - f_j} - 2 \sum_{j \neq i}^m \frac{f_i \phi_i - f_j \phi_j}{f_i - f_j}.
\]

Concerning the scalar quadratic loss \( L_Q(\hat{\Theta}, \Theta) \) in (2.2), we can provide the unified expression of the unbiased estimator of the risk function in the cases of \( p > m \) and \( m \geq p \), which is given by \( \hat{R}_S(\hat{\Theta}^{SH}) = mp + \text{tr}(\Phi^*) \), where

\[
\text{tr}(\Phi^*) = \sum_{i=1}^{\ell} \left\{ (n - p + 2\ell - 3)f_i\phi_i^2 - 2(|p - m| + 1)\phi_i - 4f_i^2\phi_i \frac{\partial \phi_i}{\partial f_i} - 4f_i\frac{\partial \phi_i}{\partial f_i} \right\} \\
- 2 \sum_{i=1}^{\ell} \sum_{j=i+1}^{\ell} \left( \frac{f_i^2\phi_i^2 - f_j^2\phi_j^2}{f_i - f_j} + 2 \frac{f_i \phi_i - f_j \phi_j}{f_i - f_j} \right).
\]

For the details of the derivation, see Konno (1990, 91, 92), Tsukuma (2009) and Tsukuma and Kubokawa (2020).

Using (4.2) and (4.3), we derive conditions for the generalized Bayes estimators in (2.8) and (2.13) to improve on \( X \). More generally, we consider the class of estimators

\[
\hat{\Theta}^G = X - \alpha X \{ I_p + \beta S^{-1} X^\top X \}^{-1},
\]

which corresponds to \( \phi_i^G = \alpha/(1 + \beta f_i) \), where \( \alpha \) and \( \beta \) are positive constants.

**Theorem 4.1** (i) Assume that \( p > m + 1 \) and \( n \geq p \). If \( \alpha \) and \( \beta \) satisfy the condition

\[
\alpha \leq 2(p - m - 1)\beta/(n - p + 2m + 1),
\]

then the estimator \( \hat{\Theta}^G \) dominates \( X \) relative to the matrix quadratic loss function \( L_M(\hat{\Theta}, \Theta) \) in (2.1).

(ii) Assume that \( |p - m| > 1 \) and \( n \geq p \). If \( \alpha \) and \( \beta \) satisfy the condition

\[
\alpha \leq 2(|p - m| - 1)\beta/(n - p + 2\ell + 1),
\]

then the estimator \( \hat{\Theta}^G \) dominates \( X \) relative to the scalar quadratic loss function \( L_Q(\hat{\Theta}, \Theta) \) in (2.2).

It is noted that the generalized Bayes estimator \( \hat{\Theta}^{GB} \) given in (2.8) or (2.13) corresponds to the case of \( \alpha = k_0 \) and \( \beta = 1 - k_0 \) for \( k_0 \) given in (2.5). The conditions for the dominance of \( \hat{\Theta}^{GB} \) follows from Theorem 4.1.
Corollary 4.1 (i) For the prior distribution \(2.3\), assume that \(p > m + 1\), \(n \geq p\), \(b = a + m - n\), \(a > -2m - 1\), \(-2 < c < a + p\) and

\[
k_0 = \frac{a - c + m + p - 1}{a + 2m + p} \leq \frac{2(p - m - 1)}{n + p - 1}.
\]

Then the generalized Bayes estimator \(2.8\) improves on \(X\) relative to the matrix quadratic loss function \(L_M(\hat{\Theta}, \Theta)\) in \(2.1\).

(ii) For the prior distribution \(2.3\), assume that \(n \geq p\), \(b = a + (m \wedge p) - n\), \(a > -m - (m \wedge p) - 1\), \(m \wedge p - m - 2 < c < a + p\) and

\[
k_0 = \frac{a - c + p + (m \wedge p) - 1}{a + m + p + (m \wedge p)} \leq \frac{2(|p - m| - 1)}{n - p + 2(m \wedge p) + 2|p - m| - 1}.
\]

Then the generalized Bayes estimators \(2.8\) and \(2.13\) improve on \(X\) relative to the scalar quadratic loss function \(L_Q(\hat{\Theta}, \Theta)\) in \(2.2\).

Proof of Theorem 4.1 For part (i), let \(A = n - p + 2m - 3\), \(B = p - m + 1\) and \(g_i = 1/(1 + \beta f_i)\) for simplicity. Then \(\phi_i^G = \alpha g_i\) and \(\partial \phi_i^G / \partial f_i = -\alpha g_i^2\). The former part in \(4.2\) can be written as

\[
R^G_{M_1,i} = A f_i (\phi_i^G)^2 - 2B \phi_i^G - 4f_i^2 \phi_i^G \partial \phi_i^G / \partial f_i - 4f_i \partial \phi_i^G / \partial f_i
\]

\[
= \alpha^2 A f_i g_i^2 - 2\alpha B g_i + 4\alpha^2 \beta f_i^2 g_i^3 G + 4\alpha \beta f_i g_i^2
\]

\[
= \alpha g_i \{ 4\alpha \beta (f_i g_i)^2 + (\alpha A + 4\beta) f_i g_i - 2B \}.
\]

The latter part in \(4.2\) can be written as

\[
R^G_{M_2,i} = -2 \sum_{j \neq i} \frac{1}{f_i - f_j} \{ f_i^2 (\phi_i^G)^2 - f_i f_j \phi_i^G \phi_j^G + f_i \phi_i^G - f_j \phi_j^G \}
\]

\[
= -2 \sum_{j \neq i} \frac{\alpha}{f_i - f_j} \{ \alpha f_i^2 g_i^2 - \alpha f_i j g_i j + f_i g_i - f_j g_j \}
\]

\[
= -2 \sum_{j \neq i} \alpha g_i^2 g_j \{ (\alpha + \beta) f_i + 1 \}.
\]

Note that \(\phi_i^* \) in \(4.2\) is \(R^G_{M_1,i} + R^G_{M_2,i}\) and \(R^G_{M_2,i} \leq 0\). Since \(f_i g_i \leq 1/\beta\), it is observed that

\[
R^G_{M_1,i} = \alpha g_i \{ 4\alpha \beta (f_i g_i)^2 + (\alpha A + 4\beta) f_i g_i - 2B \}
\]

\[
\leq \alpha g_i \{ \frac{4 \alpha}{\beta} + (\alpha A + 4\beta) \frac{1}{\beta^2} - 2B \}
\]

\[
= \frac{\alpha}{\beta} g_i \{ (A + 4\alpha) - 2(B - 2) \beta \}.
\]

Thus, \(R^G_{M_1,i} \leq 0\) holds if \((A + 4\alpha) \leq 2(B - 2) \beta\).

For part (ii), we show that \(\sum_{i=1}^\ell (R^G_{M_1,i} + R^G_{M_2,i}) \leq 0\), where \(B\) is replaced with \(A = n - p + 2\ell - 3\) and \(B = |p - m| + 1\). Using the same arguments as in the part (i), we can see that the dominance result holds if \((A + 4\alpha) \leq 2(B - 2) \beta\). □
4.2 Estimation of the covariance matrix

We next investigate a dominance property of the generalized Bayes estimators with the closed forms of the covariance matrix $\Sigma$ relative to the Stein loss (3.1). To this end, we begin by providing the unbiased estimators of the risk functions of the general class of estimators

$$\hat{\Sigma}^{SH} = \begin{cases} 
\hat{\Sigma}_0 - n^{-1}X^\top R F^{-1} \Psi(F) R^\top X, & \text{if } p > m, \\
\hat{\Sigma}_0 - n^{-1}(Q^\top)^{-1} \Psi(F) Q^{-1}, & \text{if } m \geq p,
\end{cases} \quad (4.12)$$

where $\hat{\Sigma}_0 = n^{-1}S$, $\Psi(F) = \text{diag}(\psi_1(F), \ldots, \psi_\ell(F))$ and $F = \text{diag}(f_1, \ldots, f_\ell)$ for $\ell = m \wedge p$. The risk difference of the estimators $\hat{\Sigma}^{SH}$ and $\hat{\Sigma}_0$ is written as $\Delta_S(\hat{\Sigma}^{SH}, \hat{\Sigma}_0) = R_S(\hat{\Sigma}^{SH}, \Sigma) - R_S(\hat{\Sigma}_0, \Sigma)$, and Tsukuma and Kubokawa (2016) provided the unbiased estimator $\hat{\Delta}_S(\hat{\Sigma}^{SH}, \hat{\Sigma}_0)$ of $\Delta_S(\hat{\Sigma}^{SH}, \hat{\Sigma}_0)$, where

$$\hat{\Delta}(\hat{\Sigma}^{SH}, \hat{\Sigma}_0) = \frac{1}{n} \sum_{i=1}^\ell \left\{ - d_i \psi_i + 2 f_i \frac{\partial \psi_i}{\partial f_i} + 2 \sum_{j>i} \frac{\psi_i - \psi_j}{f_i - f_j} - n \log(1 - \psi_i) \right\}, \quad (4.13)$$

where $d_i = n - p + 2i - 1$ for $i = 1, \ldots, \ell$. From Theorem 3.1 the generalized Bayes estimators are expressed as

$$\hat{\Sigma}^{GB} = \begin{cases} 
(a + 2m + p)^{-1} \left[ S + k_0 X^\top \{ I_m + (1 - k_0) X S^{-1} X^\top \}^{-1} X \right], & \text{for } p > m, \\
(m + c + 1)^{-1} \left[ S - k_0 S \{ I_p + (1 - k_0) S^{-1} X^\top X \}^{-1} \right], & \text{for } m \geq p,
\end{cases} \quad (4.14)$$

which belong to the above class when $a + 2m + p = n$ for $p > m$ and when $m + c + 1 = n$ for $m \geq p$. We below show that the dominance properties are different in the two cases of $p > m$ and $m \geq p$.

We first treat the case of $p > m$ and consider the general class of estimators

$$\hat{\Sigma}^{G1} = \hat{\Sigma}_0 + n^{-1} \alpha X^\top \{ I_m + \beta X S^{-1} X^\top \}^{-1} X,$$ \quad (4.15)

where $\alpha$ and $\beta$ are nonnegative constants, and $\hat{\Sigma}_0 = n^{-1}S$ is an unbiased estimator of $\Sigma$.

**Theorem 4.2** Assume that $p > m$. The estimator $\hat{\Sigma}^{G1}$ dominates $\hat{\Sigma}_0$ relative to the Stein loss (3.1) if

$$\frac{\alpha}{\beta} \leq \frac{2(p - m)}{n - p + m}. \quad (4.15)$$

*Proof.* The estimator $\hat{\Sigma}^{G1}$ corresponds to $\psi_i^{G1} = -\alpha f_i g_i$ for $g_i = 1/(1 + \beta f_i)$. Note that

$$\frac{\partial \psi_i^{G1}}{\partial f_i} \leq 0, \quad \text{and} \quad \sum_{j>i} \frac{\psi_i^{G1} - \psi_j^{G1}}{f_i - f_j} f_j \leq 0.$$ 

Using these facts, we can evaluate (4.13) as

$$\hat{\Delta}(\hat{\Sigma}^{G1}, \hat{\Sigma}_0) \leq \frac{1}{n} \sum_{i=1}^m \left\{ \alpha d_i f_i g_i - n \log(1 + \alpha f_i g_i) \right\}.$$
It is here noted that for $x_1 \geq \cdots \geq x_k$,

$$2 \sum_{i=1}^{k} ix_i \leq (k + 1) \sum_{i=1}^{k} x_i,$$  \hfill (4.16)

which was provided in Dey and Srinivasan (1985). Then, $\sum_{i=1}^{m} d_i f_i g_i \leq \sum_{i=1}^{m} (n - p + m) f_i g_i$, which is used to evaluate $\Hat{\Delta}(\Hat{\Sigma}^{G1}, \Hat{\Sigma}_0)$ from above as

$$\Hat{\Delta}(\Hat{\Sigma}^{G1}, \Hat{\Sigma}_0) \leq \frac{1}{n} \sum_{i=1}^{m} \{(n - p + m)\alpha f_i g_i - n \log(1 + \alpha f_i g_i)\}.$$  

Note that for $z > 0$, $\log(1 + z) \geq 2z/(2 + z)$, which was used in Tsukuma and Kubokawa (2016). Then, $-\log(1 + \alpha/\beta) \leq -2(\alpha/\beta)/(2 + \alpha/\beta)$. It is also noted that $h(x) = (n - p + m)x - n \log(1 + x)$ is convex in $x$. Since $0 \leq \alpha f_i g_i \leq \alpha/\beta$, it holds that

$$\Hat{\Delta}(\Hat{\Sigma}^{G1}, \Hat{\Sigma}_0) \leq \max \left[ 0, \frac{m}{n} \left\{ (n - p + m)\alpha/\beta - n \log \left(1 + \frac{\alpha}{\beta}\right) \right\} \right]$$

$$\leq \frac{m}{n} \max \left[ 0, \frac{\alpha/\beta}{2 + \alpha/\beta} \sum_{i=1}^{m} \{(n - p + m)\alpha/\beta + (p - m)\} \right].$$  \hfill (4.17)

Therefore we can see that $\Hat{\Delta} \leq 0$ if $\alpha/\beta \leq 2(p - m)/(n - p + m)$, which leads to the condition $\theta^{G1}$. □

When $a + 2m + p = n$, we can apply Theorem 4.2 to find a condition for the generalized Bayes estimator to dominate the unbiased estimator, which corresponds to $\alpha = k_0$ and $\beta = 1 - \alpha$. For $a = n - 2m - p$, the condition $\theta^{G1}$ is

$$k_0 = \frac{n - (m + c + 1)}{n} \leq \frac{2(p - m)}{n + p - m}$$

for $n - (m + c + 1) > 0$. Then the following corollary can be provided from Theorem 3.1:

**Corollary 4.2** In the case of $p > m$, let $a + 2m + p = n$. The generalized Bayes estimator

$$\Hat{\Sigma}^{GB} = \Hat{\Sigma}_0 + n^{-1} \left[ k_0 \mathbf{X}^\top \{ \mathbf{I}_m + (1 - k_0) \mathbf{X} \mathbf{S}^{-1} \mathbf{X}^\top \}^{-1} \mathbf{X} \right]$$  \hfill (4.18)

dominates $\Hat{\Sigma}_0$ relative to the Stein loss if $c$ satisfies that $\max\{-2, n(n-p+m)/(n+p-m)-m-1\} < c < n - 2m$.

We next consider the case of $m \geq p$. We begin by handling generalized Bayes estimator $\Hat{\Sigma}^{GB}$ in (3.3), which corresponds to $\psi^G_i = 1 - c_0 + c_0 k_0 h_i$ for $c_0 = n/(m + c + 1)$ and $h_i = 1/(1 + (1 - k_0)f_i)$. Then from (4.13),

$$\Hat{\Delta}(\Hat{\Sigma}^{GB}, \Hat{\Sigma}_0) = \frac{1}{n} \sum_{i=1}^{p} \left\{ -d_i (1 - c_0 + c_0 k_0 h_i) - 2c_0 k_0 (1 - k_0) \sum_{j \geq i} f_j h_i h_j - n \log (c_0 + c_0 k_0 h_i) \right\}.$$
To investigate a necessary condition for \( \hat{\Delta}(\hat{\Sigma}^{GB}, \hat{\Sigma}_0) \leq 0 \), consider the extreme case of \( f_i \)'s, namely \( f_i \to \infty \) for all \( i \). Since \( h_i \to 0 \) and \( f_i h_i \to 1/(1 - \alpha) \), it is clear that
\[
\lim_{f_i \to \infty} \hat{\Delta}(\hat{\Sigma}^{GB}, \hat{\Sigma}_0) = p(c_0 - \log c_0 - 1),
\]
which is larger than or equal to zero. This implies that we should take \( c_0 = 1 \), that is, \( m + c + 1 = n \) is a necessary condition for \( \hat{\Delta}(\hat{\Sigma}^{GB}, \hat{\Sigma}_0) \leq 0 \). Then \( \hat{\psi}^{GB}_i = k_0/(1 + (1 - k_0) f_i) \).

More generally, we consider the estimator
\[
\hat{\Sigma}^{G2} = \hat{\Sigma}_0 - \alpha \hat{\Sigma}_0(I_p + \beta S^{-1} X^{\top} X)^{-1},
\]
which corresponds to \( \hat{\psi}^{G2}_i = \alpha/(1 + f_i) \) for nonnegative constants \( \alpha \) and \( \beta \). In this case, however, we cannot find any condition for the dominance of \( \hat{\Sigma}^{G2} \) over \( \hat{\Sigma}_0 \). From (4.19),
\[
\hat{\Delta}(\hat{\Sigma}^{G2}, \hat{\Sigma}_0) = \frac{1}{n} \sum_{i=1}^{p} \left\{ -d_i \alpha g_i - 2\alpha \beta f_i g_i^2 - 2\alpha \beta \sum_{j>i} f_j g_j - n \log(1 - \alpha g_i) \right\},
\]
for \( g_i = 1/(1 + f_i) \). To investigate a necessary condition for \( \hat{\Delta}(\hat{\Sigma}^{G2}, \hat{\Sigma}_0) \leq 0 \), consider the extreme case of \( f_i \)'s, namely \( f_i \to 0 \) for all \( i \). Since \( g_i \to 1 \) as \( f_i \to 0 \), it is seen that
\[
\lim_{f_i \to 0} \hat{\Delta}(\hat{\Sigma}^{G2}, \hat{\Sigma}_0) = \frac{1}{n} \sum_{i=1}^{p} \left\{ -d_i \alpha + n \log(1 - \alpha) \right\} = \frac{p}{n} \left\{ -n \alpha + n \log(1 - \alpha) \right\}
\]
\[
= p [1 - \alpha - \log(1 - \alpha) - 1],
\]
which is positive for \( \alpha > 0 \), because \( 1 - \alpha - \log(1 - \alpha) - 1 > 0 \) for \( \alpha > 0 \). This implies the following proposition.

**Proposition 4.1** Assume that \( m \geq p \). The does not exist any estimators in the class \( \hat{\Sigma}^{G2} \) with \( \alpha > 0 \) such that \( \hat{\Delta}(\hat{\Sigma}^{G2}, \hat{\Sigma}_0) \leq 0 \) for any \( f_i \)'s. Furthermore the generalized Bayes estimator \( \hat{\Sigma}^{GB} \) does not satisfy the condition for \( \hat{\Delta}(\hat{\Sigma}^{GB}, \hat{\Sigma}_0) \leq 0 \) for \( f_i \)'s close to 0.

### 4.3 Dominance result under the Kullback-Leibler divergence

In the previous subsections, the generalized Bayes estimator of the mean matrix dominates the unbiased estimator, but such a dominance result cannot be guaranteed in the estimation of the covariance matrix. These raise a question about whether any dominance result holds for the generalized Bayes estimators in simultaneous estimation of the mean and covariance matrices. We here introduce the Kullback-Leibler divergence, which is given by
\[
D_{KL}(\phi(\mathbf{Y}|\Theta, \Sigma), \phi(\mathbf{Y}|\Theta, \Sigma)) = \int \log \left\{ \frac{\phi(\mathbf{Y}|\Theta, \Sigma)}{\phi(\mathbf{Y}|\Theta, \Sigma)} \right\} \phi(\mathbf{Y}|\Theta, \Sigma)d\mathbf{Y},
\]
where \( \phi(\mathbf{Y}|\Theta, \Sigma) \) denotes the probability density function of \( \mathcal{N}_{p \times n}((\Theta, I_m \otimes \Sigma) \right\} \phi(\mathbf{Y}|\Theta, \Sigma)d\mathbf{Y},
\]
where
\[
D_{KL}(\phi(\mathbf{Y}|\Theta, \Sigma), \phi(\mathbf{Y}|\Theta, \Sigma)) = \frac{m}{2} \left\{ \text{tr}(\hat{\Sigma}\Sigma^{-1}) - \log(\text{det}(\hat{\Sigma}\Sigma^{-1})) - p \right\} + \frac{1}{2} \text{tr} \left\{ (\hat{\Theta} - \Theta)\Sigma^{-1}(\hat{\Theta} - \Theta)^{\top} \right\}
\]
\[
= \frac{m}{2} L_S(\hat{\Sigma}, \Sigma) + \frac{1}{2} L_Q(\hat{\Theta}, \Theta),
\]
(4.21)
and estimators \((\hat{\Theta}, \hat{\Sigma})\) are evaluated by the risk \(E[D_{KL}(\phi(\hat{Y} | \hat{\Theta}, \hat{\Sigma}), \phi(\bar{Y} | \Theta, \Sigma))].\)

We begin by considering the general shrinkage estimators \((\hat{\Theta}^{SH}, \hat{\Sigma}^{SH})\) given in (4.11) and (4.12), and the risk difference between them and the unbiased estimators \((\hat{X}, \hat{\Sigma}_0)\) is denoted by \(\Delta = \Delta((\hat{\Theta}^{SH}, \hat{\Sigma}^{SH}), (\hat{X}, \hat{\Sigma}_0)) = E[D_{KL}(\phi(\hat{Y} | \hat{\Theta}^{SH}, \hat{\Sigma}^{SH}), \phi(\bar{Y} | \Theta, \Sigma)) - E[D_{KL}(\phi(\hat{Y} | \hat{X}, \hat{\Sigma}_0), \phi(\bar{Y} | \Theta, \Sigma))].\)

Then from (4.3) and (4.13), the risk difference \(\Delta\) is expressed as \(\Delta = E[\Delta], \) where

\[
2\Delta = \sum_{i=1}^{\ell} \left\{ A_{fi} \phi_i^2 - 2B \phi_i - 4f_i^2 \phi_i \frac{\partial \phi_i}{\partial f_i} - 4f_i \frac{\partial \phi_i}{\partial f_i} \right\}
- 2 \sum_{i=1}^{\ell} \sum_{j=i+1}^{\ell} \left( f_i^2 \phi_i^2 - f_j^2 \phi_j^2 \right) \frac{1}{f_i - f_j}
+ \frac{m}{n} \sum_{i=1}^{\ell} \left\{ - d_i \psi_i + 2 \frac{\psi_i}{f_i} \frac{\partial \psi_i}{\partial f_i} + 2 \sum_{j>i}^{\ell} \frac{\psi_i - \psi_j}{f_i - f_j} n \log(1 - \psi_i) \right\},
\]

for \(A = n - p + 2\ell - 3, B = |p - m| + 1\) and \(d_i = n - p + 2i - 1.\)

We first treat the case of \(p > m + 1\) and consider the estimators \((\hat{\Theta}^G, \hat{\Sigma}^{G1})\) given in (4.4) and (4.14).

**Theorem 4.3** Assume that \(p > m + 1\) and \(n \geq p.\) If \(\alpha\) and \(\beta\) satisfy the conditions

\[
\frac{\alpha}{\beta} \leq \frac{2(p - m - 1)}{n - p + 2m + 1}, \tag{4.22}
\]

then the estimator \((\hat{\Theta}^G, \hat{\Sigma}^{G1})\) dominates \((\hat{X}, \hat{\Sigma}_0)\) relative to the Kullback-Leibler divergence.

**Proof.** From (4.10), (4.11) and (4.17), the risk difference is written as

\[
2\Delta \leq \sum_{i=1}^{m} a_{gi} \left\{ 4 \frac{\alpha}{\beta} + \frac{\alpha A + 4 \beta}{\beta} - 2B \right\}
+ \frac{m}{n} \max \left\{ 0, \frac{\alpha}{2 + \alpha} \sum_{i=1}^{m} \left( (n - p + m) \frac{\alpha}{\beta} + 2(-p + m) \right) \right\}. \tag{4.23}
\]

The first term in RHS of (4.23) is not positive if \(\alpha/\beta \leq 2(p-m-1)/(n-p+2m+1).\) The second term in RHS of (4.23) is not positive if \(\alpha/\beta \leq 2(p-m)/(n-p+m).\) Since \(2(p-m-1)/(n-p+2m+1) < 2(p-m)/(n-p+m),\) it is sufficient to satisfy the condition \(\alpha/\beta \leq 2(p-m-1)/(n-p+2m+1).\)

Since the generalized Bayes estimator \((\hat{\Theta}^{GB}, \hat{\Sigma}^{GB})\) corresponds to the case of \(\alpha = k_0\) and \(\beta = 1-k_0,\) Theorem 4.3 provides the condition for the dominance of the generalized Bayes estimator.

**Corollary 4.3** Assume that \(p > m + 1.\) Let \(a = n - p - 2m\) and \(k_0 = \{n - (c + m + 1)\}/n.\) The estimator \((\hat{\Theta}^{GB}, \hat{\Sigma}^{GB})\) dominates \((\hat{X}, \hat{\Sigma}_0)\) relative to the Kullback-Leibler divergence if \(c\) satisfies that \(-2 < c < n - 2m\) and

\[
c_{low} := \frac{n^2 - (p - m)n - (p - 1)(m + 1)}{n + p - 1} \leq c. \tag{4.24}
\]

There exists a \(c\) satisfying these conditions if \(n > (p-1)(m-1)/(2p-3m-1)\) and \(p > (3m+1)/2.\)
We next treat the case of $m \geq p$ and consider the estimators $(\hat{\Theta}^G, \hat{\Sigma}^{G2})$ given in (4.4) and (4.19). Although $\hat{\Sigma}^{G2}$ cannot improve on $\hat{\Sigma}_0$ as seen from Proposition 4.1, we can borrow the risk gain of $\hat{\Theta}^G$ in the framework of simultaneous estimation of $(\Theta, \Sigma)$ to establish the dominance property of $(\hat{\Theta}^G, \hat{\Sigma}^{G2})$.

**Theorem 4.4** Assume that $m \geq p$. If $\alpha$ and $\beta$ satisfy the inequalities $\alpha < 1$ and

$$
(n + p + 1)\alpha + \frac{m\alpha\beta}{2(1 - \alpha)} \leq 2(m - p - 1)\beta + \frac{2m}{n} \beta, \tag{4.25}
$$

then the estimator $(\hat{\Theta}^G, \hat{\Sigma}^{G2})$ dominates $(X, \hat{\Sigma}_0)$ relative to the Kullback-Leibler divergence.

**Proof.** From (4.9), (4.10), (4.11) and (4.20), the risk difference is written as

$$2\hat{\Delta} = \sum_{i=1}^{p} \left[ \alpha g_i \left( 4\alpha^2 (f_i g_i)^2 + (\alpha A + 4\beta) f_i g_i - 2B \right) - 2 \sum_{j \neq i} \alpha g_i^2 g_j \{ (\alpha + \beta) f_i + 1 \} \right]
$$

$$+ \frac{m}{n} \sum_{i=1}^{p} \left\{ -d_i \alpha g_i - 2\alpha \beta f_i g_i^2 - 2\alpha \beta \sum_{j > i} f_j g_i g_j - n \log(1 - \alpha g_i) \right\}. \tag{4.26}
$$

The inequalities in (4.10) are used to evaluate (4.20). We also use the inequality $-\log(1 - x) \leq x + x^2/(2(1 - x))$ for $0 < x < 1$, which is provided in Maruyama and Strawderman (2012). Note that $\sum_{i=1}^{p} d_i g_i \geq \sum_{i=1}^{p} n g_i$ and $-\log(1 - \alpha g_i) \leq \alpha g_i + \alpha^2 g_i^2 / (2(1 - \alpha g_i)) \leq \alpha g_i + \alpha^2 g_i / (2(1 - \alpha))$. Thus, the second term in (4.26) is evaluated as

$$\sum_{i=1}^{p} \left\{ -d_i \alpha g_i - 2\alpha \beta f_i g_i^2 - 2\alpha \beta \sum_{j > i} f_j g_i g_j - n \log(1 - \alpha g_i) \right\}
$$

$$\leq \sum_{i=1}^{p} \left\{ -2\alpha \beta f_i g_i^2 - 2\alpha \beta \sum_{j > i} f_j g_i g_j + \frac{n\alpha}{2(1 - \alpha)} \alpha g_i \right\},$$

so that

$$2\hat{\Delta} \leq \sum_{i=1}^{p} \left[ \alpha g_i \left( 4\alpha^2 (f_i g_i)^2 + (\alpha A + 4\beta) f_i g_i - 2B \right) - 2 \sum_{j \neq i} \alpha g_i^2 g_j \{ (\alpha + \beta) f_i + 1 \} \right]
$$

$$+ \frac{m}{n} \sum_{i=1}^{p} \left\{ -2\alpha \beta f_i g_i^2 - 2\alpha \beta \sum_{j > i} f_j g_i g_j + \frac{n\alpha}{2(1 - \alpha)} \alpha g_i \right\}. \tag{4.27}
$$

Deleting several terms, we have

$$2\hat{\Delta} \leq \sum_{i=1}^{p} \alpha g_i \left( 4\alpha^2 (f_i g_i)^2 + (\alpha A + 4\beta - 2\frac{m}{n} \beta) f_i g_i - 2B + \frac{n\alpha}{2(1 - \alpha)} \right). \tag{4.28}
$$

Since $f_i g_i \leq 1/\beta$, we can see that $\Delta \leq 0$ if

$$\frac{4\alpha}{\beta} + \left( \alpha A + 4\beta - 2\frac{m}{n} \beta \right) \frac{1}{\beta} - 2B + \frac{n\alpha}{2(1 - \alpha)} \leq 0,$$
The Efron-Morris estimator is denoted by EM.

Since the generalized Bayes estimator \((\hat{\Theta}^{GB}, \hat{\Sigma}^{GB})\) corresponds to the case of \(\alpha = k_0\) and \(\beta = 1 - k_0\), Theorem 4.3 provides the condition for the dominance of the generalized estimator.

**Corollary 4.4** Assume that \(m \geq p\). Let \(c = n - m - 1\) and \(k_0 = (a + m + 2p - n)/(a + m + 2p)\). The estimator \((\hat{\Theta}^{GB}, \hat{\Sigma}^{GB})\) dominates \((X, \hat{\Sigma}_0)\) relative to the Kullback-Leibler divergence if \(a\) satisfies that \(n - m - p - 1 < a\) and

\[
a \leq -m - 2p + n \left(1 + 2 \frac{m - p - 1 + m/n}{n + m/2 + p + 1}\right) = a_{upp}.
\]

There exists a \(a\) satisfying these conditions if \(m > (3p + 1)/2\) and \(n > (2p^2 + mp - 5m - 1)/(2(2m - 3p - 1))\).

5 Simulation Study

We now investigate the numerical performance of the suggested shrinkage estimators in the estimation of \(\Theta\), \(\Sigma\) and \((\Theta, \Sigma)\) and compare them with the benchmark estimators. Among the suggested estimators, we treat the following three ones:

**GB:** Concerning the generalized Bayes estimators \(\hat{\Theta}^{GB}\) and \(\hat{\Sigma}^{GB}\), we choose parameters \(a\) and \(c\) as follows: \(a = n - 2m - p\) and \(c = c_{low}\) when \(p > m\) for \(c_{low}\) given in (4.24), and \(a = a_{upp}\) and \(c = n - m - 1\) when \(m \geq p\) for \(a_{upp}\) given in (4.29). These estimators are denoted by GB.

**G1:** Concerning the shrinkage estimators \(\hat{\Theta}^{G1}\), \(\hat{\Sigma}^{G1}\) and \(\hat{\Sigma}^{G2}\) in (4.4), (4.14), (4.19), we choose parameters \(\alpha\) and \(\beta\) as follows: \(\alpha = p - m - 1\) and \(\beta = n - p + 2m + 1\) when \(p > m + 1\), which satisfies the condition in (4.6), and \(\alpha = (m - p - 1)/(n + m)\) and \(\beta = (n + p + 1)/(n + m)\) when \(m > p + 1\), which satisfies the condition in (4.6) and \(0 < \alpha < 1\). These estimators are denoted by G1.

**G2:** In estimators \(\hat{\Theta}^{G}, \hat{\Sigma}^{G1}\) and \(\hat{\Sigma}^{G2}\), another choice of parameters \(\alpha\) and \(\beta\) is \(\alpha = p - m, \beta = n - p + m\) when \(p > m\), which satisfies the condition in (4.15), and \(\alpha = (m - p)/(n + m - p), \beta = n/(n + m - p)\) when \(m \geq p\), which satisfies \(0 \leq \alpha < 1\). These estimators are denoted by G2.

**EM:** In this simulation, we add the Efron-Morris estimator to estimators we want to compare. In the case of an unknown covariance matrix, as given in Tsukuma and Kubokawa (2015), the Efron-Morris estimator is \(\hat{\Theta}^{EM} = X - c_{EM}RF^{-1}R^T X\) where \(c_{EM} = (|m - p| - 1)/\min\{n - p + 2m, n + p\} + 1\) and \(R\) is an \(m \times (m \wedge p)\) matrix with eigenvectors of \(XS^{-1}X^T\). This estimator is denoted by EM.

The simulation experiments are conducted in the two cases of (1) \(p = 10, n = 10, m = 5, 25\) and (2) \(p = 10, n = 25, m = 5, 20, 30\), where the simulated data are generated from the multivariate normal distribution and the Wishart distribution with the following setup of parameters: For singular values \(s_1, \ldots, s_p\) of the mean matrix \(\Theta\), we consider the case that \(s_i = s_0 + s_0 \times (i - 1)/(p/5 - 1)\) for \(i \in \{1, \ldots, p/5\}\) and the others are \(s_i = s_0/10^i\), where \(s_0 = 0, 1, 10, 20\) and
q = 1, 1/2, where the power q controls the dispersion of eigenvalues, namely, eigenvalues for q = 1 is more dispersed than that for q = 1/2. Eigenvectors of the mean matrix are constructed based on a matrix of which elements are generated from normal distribution with zero mean and one variance independently. For the covariance matrix Σ, we consider the two cases of (1) $σ_{kl} = 0.9 + 0.1δ_{kl}$ and (2) $σ_{kl} = 0.5^{k-l}$, where $δ_{kl} = 1$ when $k = l$ and $δ_{kl} = 0$ when $k \neq l$. It is noted that data are strongly correlated in the case (1). As averages based on the simulation experiments with 5,000 replications, we obtain the values of the percentage relative improvement in risk (PRIR) of $Θ$ and/or $Σ$ over $X$ and/or $S/n$, where PRIRs in the three estimation problems are defined by

\[
100 \times \frac{E[L_Q(X, Θ)] - E[L_Q(Θ, Θ)]}{E[L_Q(X, Θ)]},
\]

\[
100 \times \frac{E[L_S(S/n, Σ)] - E[L_S(Σ, Σ)]}{E[L_S(S/n, Σ)]},
\]

\[
100 \times \frac{E[D_{KL}( φ( Y|X, S/n, Θ)), φ( Y|Θ, Θ))] - E[D_{KL}( φ( Y|Θ, Σ)), φ( Y|Θ, Σ))] - E[D_{KL}( φ( Y|Θ, Σ)), φ( Y|Θ, Θ))]}}{E[D_{KL}( φ( Y|X, S/n, Θ)), φ( Y|Θ, Θ))] - E[D_{KL}( φ( Y|Θ, Σ)), φ( Y|Θ, Θ))]}}
\]

The values of PRIR for $σ_{kl} = 0.9 + 0.1δ_{kl}$ and $σ_{kl} = 0.5^{k-l}$ are reported in Tables 1 and 2, respectively.

Table 1 treats the case that the data are strongly correlated, while the data have relatively weak correlations in Table 2. The performances of the estimators are similar in both tables. The values of PRIR for the estimation of the mean matrix $Θ$ and/or $Σ$ over $X$ and/or $S/n$, where PRIRs in the three estimation problems are defined by

When the norm of the mean matrix is small, the improvements of the four estimators are very high. Comparing the two cases of $q = 1$ and $q = 1/2$, the improvements are higher in the case of $q = 1$, which implies that the shrinkage estimators are more improved when eigenvalues of the mean matrix are more dispersed. Comparing EB, G1 and GB, we can see that G1 and GB are better for $p > m$ while EB is better for $m > p$. When the norm of the mean matrix is large, GB performs better than the others in most cases. The values of PRIR for EB and G1 are always positive, and this fact supports that they are minimax in theory. The performance of G2 is better than EB and G1 in many cases, but the values of PRIR are negative when $(p, n, m) = (10, 10, 5), (10, 10, 25)$. In fact, the sufficient condition for minimaxity of G2 is not satisfied in these cases. Since GB is the generalized Bayes estimator and its performance is comparable with EM, the generalized Bayes estimator GB is recommendable.

The simulation results in estimation of the covariance $Σ$ are given in the middle columns of the tables. The performances of G2 and GB are comparable. When $p > m$, G2 dominates the unbiased estimator in theory, and this result is supported by the simulation. When $m > p$, G2 is not guaranteed to dominate the unbiased estimator. In fact, the value of PRIR of G2 is negative for $(p, n, m) = (10, 25, 30)$. All the values of PRIR of G1 are positive and the performance is not bad in both the cases. The parameters of $α$ and $β$ in G1 are different from those in G2, and this suggests that the estimators of the form $[4.19]$ can dominate the unbiased estimator in theory when $m ≥ p$.

The simulation results of the simultaneous estimation of $(Θ, Σ)$ under the Kullback-Leibler divergence are given in the right columns of the tables, where EM denotes the estimator $(Θ^{EM}, S/n)$. Although G2 and GB have negative values in PRIR for $(p, n, m) = (10, 25, 30)$ in estimation of $Σ$, their values in PRIR are positive in estimation of $(Θ, Σ)$, because they can borrow the risk gains in the estimation of $Θ$. The parameters in GB are chosen from Corollaries $[4.3]$ and $[4.3]$ and GB performs better than the others when the norm of mean matrix is not small. When the norm of mean matrix is small, the performances of the four estimators are comparable. Thus, the generalized Bayes estimator GB is recommendable.
Table 1: Estimated PRIR(%) of the four estimators GB, G1, G2 and EM where singular values of mean are \( s_j = s_0 + s_0 \times (j - 1)/(p/5 - 1) \) for \( j \in \{1, \ldots, p/5\} \) and the others are \( s_j = s_0/10^6 \) and covariance is \( \sigma_{kl} = 0.9 + 0.1 \delta_{kl} \) (EM in estimate of \( (\Theta, \Sigma) \) denotes the estimator \( \hat{(\Theta, \Sigma)} \)).

| \( s_0 \) | \( q \) | \( (p,n) \) | \( m \) | estimate of \( \Theta \) | estimate of \( \Sigma \) | estimate of \( (\Theta, \Sigma) \) |
|---|---|---|---|---|---|---|
| 0 | 1 | (10, 10) | 5 | 17.9 | 21.5 | 30.7 | 20.0 | 6.03 | 11.3 | 10.0 | 8.41 | 13.3 | 20.4 | 15.1 |
| 20 | 1 | (10, 25) | 5 | 30.5 | 37.2 | 47.5 | 25.8 | 4.33 | 5.76 | 5.23 | 24.3 | 30.4 | 38.9 | 21.6 |
| 30 | 1 | (10, 10) | 5 | 16.2 | 19.2 | 26.2 | 19.2 | 6.00 | 11.1 | 10.1 | 7.62 | 12.2 | 18.2 | 14.4 |
| 25 | 1 | (10, 25) | 5 | 24.2 | 17.7 | 29.8 | 23.1 | 6.84 | 7.86 | 7.80 | 11.3 | 11.9 | 18.1 | 15.0 |
| 30 | 1 | (10, 10) | 5 | 27.4 | 33.4 | 42.2 | 24.5 | 4.27 | 5.64 | 5.46 | 21.8 | 27.4 | 34.7 | 20.6 |
| 20 | 1 | (10, 25) | 5 | 28.2 | 16.5 | 24.0 | 25.2 | 4.74 | 3.78 | 3.41 | 22.4 | 14.1 | 19.8 | 20.7 |
| 30 | 1 | (10, 10) | 5 | 40.5 | 26.6 | 35.4 | 35.2 | 5.45 | 0.878 | 1.05 | 32.1 | 22.3 | 28.3 | 28.2 |
| 10 | 1 | (10, 10) | 5 | 16.2 | 19.2 | 26.2 | 19.2 | 5.90 | 10.2 | 10.3 | 2.94 | 6.60 | 7.59 | 10.2 |
| 25 | 1 | (10, 25) | 5 | 10.9 | 12.7 | 14.0 | 14.1 | 4.03 | 5.03 | 6.59 | 8.69 | 10.9 | 12.2 | 12.5 |
| 30 | 1 | (10, 10) | 5 | 16.2 | 11.3 | 16.2 | 17.0 | 5.66 | 6.12 | 6.03 | 12.9 | 10.1 | 14.1 | 14.7 |
| 20 | 1 | (10, 25) | 5 | 26.8 | 19.3 | 25.5 | 25.4 | 7.28 | 5.22 | 5.32 | 21.3 | 16.9 | 21.4 | 21.2 |
| 20 | 1/2 | (10, 10) | 5 | 1.93 | 2.08 | -1.65 | 3.55 | 5.80 | 9.31 | 9.86 | 0.909 | 4.04 | 4.15 | 6.89 |
| 30 | 1/2 | (10, 25) | 5 | 3.19 | 3.45 | 2.84 | 6.36 | 3.90 | 4.65 | 6.93 | 2.53 | 3.54 | 3.21 | 6.48 |
| 20 | 1/2 | (10, 10) | 5 | 7.93 | 6.98 | 9.84 | 10.3 | 5.75 | 7.26 | 7.41 | 6.30 | 6.73 | 9.31 | 9.67 |
| 30 | 1/2 | (10, 25) | 5 | 15.5 | 13.4 | 17.4 | 17.3 | 8.23 | 8.33 | 8.35 | 12.3 | 12.3 | 15.5 | 15.5 |
| 1 | 1/2 | (10, 10) | 5 | 15.1 | 17.9 | 23.6 | 18.4 | 6.00 | 11.0 | 10.1 | 7.09 | 11.6 | 16.9 | 14.0 |
| 25 | 1/2 | (10, 25) | 5 | 23.4 | 17.4 | 29.3 | 22.8 | 6.84 | 7.92 | 7.81 | 11.0 | 11.8 | 17.9 | 14.8 |
| 30 | 1/2 | (10, 10) | 5 | 25.5 | 31.0 | 38.9 | 23.8 | 4.25 | 5.59 | 5.57 | 20.2 | 25.5 | 32.0 | 20.1 |
| 20 | 1/2 | (10, 25) | 5 | 27.1 | 16.2 | 23.6 | 24.7 | 4.83 | 3.97 | 3.62 | 21.5 | 13.9 | 19.5 | 20.4 |
| 30 | 1/2 | (10, 10) | 5 | 39.5 | 26.3 | 35.0 | 34.8 | 5.60 | 1.17 | 1.34 | 31.40 | 22.0 | 28.1 | 27.9 |
| 10 | 1/2 | (10, 10) | 5 | 0.799 | 0.824 | -1.27 | 1.10 | 5.75 | 8.96 | 9.26 | 0.375 | 3.43 | 4.13 | 5.41 |
| 30 | 1/2 | (10, 25) | 5 | 5.12 | 4.91 | 6.80 | 6.02 | 3.98 | 6.62 | 5.21 | 2.40 | 4.41 | 6.71 | 5.58 |
| 20 | 1/2 | (10, 10) | 5 | 1.33 | 1.38 | 0.980 | 2.45 | 3.87 | 4.54 | 6.45 | 1.06 | 1.89 | 1.71 | 3.27 |
| 30 | 1/2 | (10, 25) | 5 | 4.88 | 4.18 | 5.66 | 5.85 | 4.90 | 6.66 | 6.90 | 3.88 | 4.33 | 5.86 | 6.07 |
| 20 | 1/2 | (10, 10) | 5 | 0.199 | 0.199 | -0.408 | 0.0996 | 5.75 | 8.76 | 8.56 | 0.0844 | 3.13 | 4.44 | 4.57 |
| 30 | 1/2 | (10, 25) | 5 | 2.74 | 2.45 | 2.94 | 2.88 | 2.30 | 3.97 | 3.05 | 1.28 | 2.37 | 3.49 | 2.97 |
| 20 | 1/2 | (10, 10) | 5 | 0.339 | 0.341 | 0.229 | 0.299 | 3.86 | 4.47 | 5.16 | 0.266 | 1.06 | 1.10 | 1.29 |
| 30 | 1/2 | (10, 25) | 5 | 2.47 | 1.85 | 2.38 | 2.44 | 2.88 | 4.03 | 4.20 | 1.96 | 2.07 | 2.72 | 2.80 |
| 4.91 | 3.99 | 4.75 | 4.73 | 4.74 | 5.98 | 5.95 | 3.91 | 4.14 | 5.00 | 4.98 |
Table 2: Estimated PRIR(%) of the four estimators GB, G1, G2 and EM where singular values of mean are $s_j = s_0 + s_0 \times (j-1)/(p/5 - 1)$ for $j \in \{1, \ldots, p/5\}$ and the others are $s_j = s_0/10^5$ and covariance is $\sigma_{kl} = 0.5^{k-l}$ (EM in estimate of $(\Theta, \Sigma)$ denotes the estimator $(\hat{\Theta}^{EM}, S/n)$).

| $s_0$ | $q$ | $(p, n)$ | $m$ | estimate of $\Theta$ | estimate of $\Sigma$ | estimate of $(\Theta, \Sigma)$ |
|-------|-----|----------|-----|----------------------|----------------------|-----------------------------|
|       |     |          |     | EM                  | G1                  | G2   | GB   | EM  | G1  | G2  | GB  |
|       |     |          |     | estimate of $\Theta$ | estimate of $\Sigma$ | estimate of $(\Theta, \Sigma)$ |
| 0     | 1   | (10, 10) | 5   | 17.9 21.5 30.7 20.7 | 6.03 11.3 10.0      | 8.41 13.3 20.4 15.1 |
|       |     |          | 25  | 26.6 19.0 32.0 24.8 | 6.91 7.61 7.76      | 12.5 12.6 19.0 15.7 |
|       |     |          | (10, 25) | 5  | 30.5 37.2 47.5 25.8 | 4.33 5.76 5.23      | 24.3 30.4 38.9 21.6 |
|       |     |          |     | 20   | 31.3 17.7 25.7 27.0 | 4.38 3.04 2.59      | 24.8 14.9 21.0 22.0 |
|       |     |          |     | 30   | 43.9 28.1 37.5 37.3 | 4.81 -0.387 -0.197   | 34.9 23.4 29.7 29.6 |
| 1     | 1   | (10, 10) | 5   | 17.7 21.0 29.7 20.4 | 6.04 11.3 10.1      | 8.34 13.1 19.9 14.9 |
|       |     |          | 25  | 25.9 18.7 31.4 24.4 | 6.90 7.69 7.78      | 12.1 12.4 18.8 15.6 |
|       |     |          | (10, 25) | 5  | 29.9 36.2 46.1 25.5 | 4.32 5.73 5.29      | 23.8 29.6 37.8 21.4 |
|       |     |          |     | 20   | 30.2 17.3 25.2 26.5 | 4.50 3.27 2.85      | 24.0 14.7 20.7 21.6 |
|       |     |          |     | 30   | 42.9 27.8 37.0 36.8 | 4.98 -0.0619 0.124   | 34.1 23.1 29.4 29.2 |
| 10    | 1   | (10, 10) | 5   | 12.6 14.8 17.9 15.6 | 5.98 10.8 10.2      | 5.92 10.1 14.1 12.7 |
|       |     |          | 25  | 20.4 15.3 25.5 19.9 | 6.60 8.03 7.67      | 9.54 10.7 16.2 13.4 |
|       |     |          | (10, 25) | 5  | 21.5 25.5 31.4 19.4 | 4.29 5.58 6.14      | 17.0 21.1 26.1 16.7 |
|       |     |          |     | 20   | 23.5 13.8 20.0 21.0 | 5.28 5.03 4.81      | 18.7 12.1 17.0 17.7 |
|       |     |          |     | 30   | 34.4 22.9 30.3 30.1 | 6.38 3.07 3.20      | 27.4 19.5 24.7 24.6 |
| 20    | 1   | (10, 10) | 5   | 8.02 9.41 8.03 11.8 | 5.91 10.3 10.3      | 3.77 7.56 9.25 11.0 |
|       |     |          | 25  | 16.9 13.5 22.3 17.5 | 6.39 8.17 7.67      | 7.92 9.73 14.8 12.2 |
|       |     |          | (10, 25) | 5  | 14.1 16.5 19.0 15.7 | 4.19 5.34 6.56      | 11.2 14.0 16.2 13.8 |
|       |     |          |     | 20   | 18.7 12.1 17.5 18.3 | 5.58 5.81 5.68      | 14.9 10.8 15.1 15.7 |
|       |     |          |     | 30   | 29.1 20.3 26.9 26.7 | 6.99 4.56 4.67      | 23.1 17.6 22.3 22.2 |
| 1     | 1/2 | (10, 10) | 5   | 17.5 20.8 29.2 20.3 | 6.05 11.3 10.1      | 8.21 13.0 19.7 14.9 |
|       |     |          | 25  | 25.7 18.6 31.3 24.3 | 6.90 7.70 7.79      | 12.1 12.4 18.8 15.5 |
|       |     |          | (10, 25) | 5  | 29.6 35.8 45.6 25.4 | 4.32 5.73 5.31      | 23.5 29.3 37.4 21.3 |
|       |     |          |     | 20   | 30.0 17.3 25.2 26.4 | 4.52 3.31 2.89      | 23.9 14.6 20.7 21.6 |
|       |     |          |     | 30   | 42.8 27.7 36.9 36.7 | 5.01 -0.00774 0.178  | 34.0 23.1 29.3 29.2 |
| 10    | 1/2 | (10, 10) | 5   | 4.45 4.97 0.713 7.78 | 5.83 9.78 10.2      | 2.09 5.42 5.51 9.08 |
|       |     |          | 25  | 13.1 11.6 18.9 15.0 | 6.15 8.40 7.45      | 6.15 8.70 13.3 11.0 |
|       |     |          | (10, 25) | 5  | 7.75 8.85 9.00 12.2 | 4.08 5.06 7.04      | 6.16 7.87 8.19 11.1 |
|       |     |          |     | 20   | 13.5 10.5 15.1 15.8 | 5.91 6.72 6.71      | 10.7 9.55 13.4 13.9 |
|       |     |          |     | 30   | 23.7 18.5 24.4 24.2 | 7.80 6.31 6.39      | 18.8 16.3 20.7 20.6 |
| 20    | 1/2 | (10, 10) | 5   | 1.11 1.15 -1.63 1.76 | 5.77 9.07 9.51      | 0.516 3.59 4.03 5.86 |
|       |     |          | 25  | 5.74 6.07 8.92 7.57 | 4.63 7.50 6.00      | 2.69 5.30 8.17 6.74 |
|       |     |          | (10, 25) | 5  | 1.98 2.09 1.50 4.04 | 3.94 4.67 6.90      | 1.57 2.47 2.15 4.63 |
|       |     |          |     | 20   | 5.03 5.39 7.45 7.74 | 5.53 7.35 7.57      | 3.99 5.42 7.43 7.71 |
|       |     |          |     | 30   | 11.4 10.8 13.9 13.8 | 8.22 9.16 9.16      | 9.10 10.3 12.9 12.8 |
6 Concluding Remarks

In this paper, we have derived the generalized Bayes shrinkage estimators with closed forms in estimation of the mean and covariance matrices of the multivariate normal distribution. To establish the dominance results, we have employed the approach of the unbiased risk estimation. Using this approach, we have obtained the condition for the generalized Bayes estimator to be minimax in estimation of the mean matrix. In the case of \( p > m \), this approach has been also applied to derive the condition under which the generalized Bayes estimator dominated the unbiased estimator in estimation of the covariance matrix. In the case of \( m \geq p \), however, the approach cannot be applied to get any dominance property of the generalized Bayes estimator. In the framework of simultaneous estimation of the mean and covariance matrices, we can borrow the risk gain in estimation of the mean matrix to establish the dominance property of the generalized Bayes estimators of the mean and covariance matrices, where the simultaneous risk is measured by the Kullback-Leibler divergence.

In the case of \( m \geq p \), we cannot show the dominance result using the approach of the unbiased risk estimation. When \( p = 1 \), Maruyama and Strawderman (2006) proved that the generalized Bayes estimator dominates the unbiased estimator. Their method is based on the direct calculation of the risk function used by Strawderman (1974). Our simulation results support the dominance property of the generalized Bayes estimator for \( m \geq p \). This suggests that the dominance result may be established by the direct calculation of risk instead of using the unbiased risk estimation. However, it may be hard, because one needs to calculate some moments related to noncentral multivariate \( F \) distributions.
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