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ABSTRACT

Introduction: The fast pandemic of coronavirus disease 2019 (COVID-19) has challenged clinicians with many uncertainties and ambiguities regarding disease outcomes and complications. To deal with these uncertainties, our study aimed to develop and evaluate several artificial neural networks (ANNs) to predict the mortality risk in hospitalized COVID-19 patients.

Material and methods: The data of 1710 hospitalized COVID-19 patients were used in this retrospective and developmental study. First, a Chi-square test (P < 0.05), Eta coefficient (η > 0.4), and binary logistic regression (BLR) analysis were performed to determine the factors affecting COVID-19 mortality. Then, using the selected variables, two types of feed-forward (FF) models, including the back-propagation (BP) and distributed time delay (DTD) were trained. The models’ performance was assessed using mean squared error (MSE), error histogram (EH), and area under the ROC curve (AUC-ROC) metrics.

Results: After applying the univariate and multivariate analysis, 13 variables were selected as important features in predicting COVID-19 mortality at P < 0.05. A comparison of the two ANN architectures using the MSE showed that the BP-ANN (validation error: 0.067, most of the classified samples having 0.049 and 0.05 error rates, and AUC-ROC: 0.888) was the best model.

Conclusions: Our findings show the acceptable performance of ANN for predicting the risk of mortality in hospitalized COVID-19 patients. Application of the developed ANN-based CDSS in a real clinical environment will improve patient safety and reduce disease severity and mortality.

1. Introduction

Since March 11, 2020, the coronavirus disease 2019 (COVID-19) pandemic has remained a worldwide public health concern [1]. With the widespread outbreak of COVID-19, the healthcare systems of many countries have failed to meet the growing needs of patients for diagnosis, treatment, and care [2,3]. Due to the weakness of many healthcare industries in dealing with the overwhelming demands during the pandemic, the need to use advanced intelligence and computing technologies has increased [4,5]. In addition, due to the lack of a definitive and approved treatment and the increasing number of infected cases and deaths, artificial intelligence (AI) techniques have become essential to identifying and triaging patients and predicting disease severity and outcome detection [6–8]. Using AI-based prediction models for the early prognosis of the illness and forecasting patients’ clinical deterioration can diminish the adverse outcomes of the COVID-19 pandemic [9,10], maintain treatment efficiency, and improve resource utilization [11].

Machine learning (ML) is a branch of AI that can play an essential role in the prognosis, diagnosis, and treatment of various diseases, especially chronic and complex conditions [12,13]. ML techniques extract applied knowledge to support decision-making by exploring cumulative datasets [14,15]. The ML process involves several phases, e.g., data gathering, visualization, and extracting applicable and informative patterns from massive raw datasets. It combines computational, statistical, and database sciences [16]. By training valid and qualitative predictive models, ML techniques are critical to effective triaging and improvement of treatment outcomes [17].

Artificial neural networks (ANN), as a subclass of ML, are adaptive, tutorial, and computational functions that mimic the structure and
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behavior of neurons in the human brain [18,19]. This method can be trained to discriminate and classify intricate patterns of diseases through an iterative learning process. Once proper training is executed, ANNs can predict with higher accuracy than traditional statistical models. Due to their ability to detect multifaceted nonlinear relations among predictors and outcomes, ANNs have been effectively applied in clinical decision support systems (CDSS) [20–24]. Thus, the current study first selected the most influential variables on COVID-19 mortality at the time of admission, then compared different ANN architectures, and finally established a CDSS based on the best-selected ones to predict COVID-19 mortality.

2. Materials and methods

2.1. Study design and setting

This was a retrospective and developmental study conducted in 2022. The records of 1980 COVID-19 patients were analyzed. The patients had been referred to the Ayatollah Taleghani Hospital (COVID-19 hub center), southwest of Khuzestan Province, Iran, from August 2021 to January 2022. Of these, 1221 and 759 cases were female and male, respectively.

The methodology of this study is shown in Fig. 1 in brief. Its included dataset preparation, feature selection, model development, and evaluation.

2.2. Predictor and outcome variables

A total of 58 features were selected and classified into four main categories: demographic, clinical manifestations, epidemiological, and hospitalization indicators (see Table 1). The output variable was life status characterized by two values: surviving (code 0) and deceased (code 1).

2.3. Dataset preprocessing

The dataset was normalized before ANN implementation. This step was performed to achieve maximum performance and have a more straightforward ANN implementation. For this purpose, the normaliza-

| Abbreviations |
|---------------|
| 1- COVID-19 Coronavirus disease 2019 |
| 2- AI Artificial intelligence |
| 3- ML Machine learning |
| 4- CDSS Clinical decision support systems |
| 5- ANN Artificial neural network |
| 6- BLR Binary logistic regression |
| 7- BP Back-propagation |
| 8- DTD Distributed time delay |
| 9- FF Feed-forward |
| 10- MSR Mean squared error |
| 11- RMSE Root mean square error |
| 12- AUC Area under the ROC curve |

Fig. 1. The study’s roadmap.
### Table 1
Characteristics associated with COVID-19 mortality.

| NO. | Variable category | Variable name |
|-----|-------------------|---------------|
| 1   | Demographic factors | Age (year), Height (cm)$^3$, Weight (Kg)$^7$, Blood type (AB$^4$, AB$^+$, O$^-$, O$^+$, A$^-$, A$^+$, B$^-$, B$^+$), Sex (male, female) |
| 2   | Hospitalization factors | Length of hospitalization (Day), ICU hospitalization (Yes, No) |
| 3   | Clinical manifestations, including symptoms and signs | Coma (Yes, No), Fever (Yes, No), Severe pneumonia (Yes, No), Sudden death (Yes, No) |
| 4   | Therapy | Oxygen therapy (Yes, No) |
| 5   | Laboratory data | Hypersensitive troponin (ng/L)$^8$, Erythrocyte sedimentation rate (mm/hr)$^3$, C-reactive protein (mg/L)$^8$, Alkaline phosphatase (Units/L)$^7$, Prothrombin time (s)$^9$, Activated partial thromboplastin time (s)$^9$, Lactate dehydrogenase (Units/L)$^7$, Blood glucose (mg/dL)$^9$, Serum albumin (g/dL)$^9$, Alanine aminotransferase (units/L)$^7$, Aspartate aminotransferase (units/L)$^7$, Total bilirubin (mg/dL)$^9$, Blood urea nitrogen (mg/dL)$^9$, Blood potassium (mEq/L)$^7$, Blood magnesium (mEq/L)$^7$, Blood sodium (mEq/L)$^7$, Erythrocyte count (10$^12$/L)$^3$, Platelet count (10$^2$/L)$^3$, Hemoglobin rate (g/dL)$^7$, Hematocrit (L/L)$^7$, Red cell count (mc/µL)$^3$, Blood creatinine (mg/dL)$^9$ |
| 6   | Epidemiological factors | Smoking (Yes, No), Alcohol addiction (Has, Does not have) |

1- Centimeters, 2- Kilograms, 3- Nanograms per liter, 4- Cell per microliter, 5- Millimeters per hour, 6- Milligrams per liter, 7- Units per liter, 8- Seconds, 9- Milligrams per deciliter, 10- Grams per deciliter, 11- Millequivalents per liter, 12- Number of cells per microliter, 13- Million cells per microliter.

FS means reducing the dataset features in data preprocessing [25]. This process was undertaken in order to 1- reduce the dataset dimension for a better understanding of the data, 2- enhance the data mining algorithm’s performance, 3- prevent algorithm overfitting, 4- accelerate algorithm development, and 5- simplify data visualization [26–29]. This study used the Chi-square test and Eta coefficient method to determine the best factors affecting mortality in COVID-19 patients. The P < 0.05 was considered for significant relationships between determinant factors and mortality among COVID-19 patients. For the Eta, a coefficient of more than 0.4 was considered the most critical factor. We applied the multivariate analysis of binary logistic regression (BLR) to determine the factors having a computational correlation with the dependent variable; we used the multivariate analysis of BLR with the forward LR method. We also considered the variable entering the model at P < 0.05 as the highly hybrid correlated factor predicting COVID-19 mortality to form the ANN model.

### 2.4. Implementing the artificial neural network

ANN is the abstraction of the human brain structure and attempts to mimic its performance [30]. It consists of three layers: the input layer, the calculation or hidden layer, and the output layer [31,32], (see Fig. 2). Each layer includes neurons in ANN and performs different tasks in its layers [33]. The input layer receives elements such as data, images, or signals from the environment and turns them into normalized pieces suitable for mathematical calculations in the output layer. The calculation process occurs in the hidden layer(s) which has the highest number of neurons and performs the calculation operation through proper communication between neurons. In the output layer, the neurons receive the results of the processing layer calculations and present them to the user [34–36]. In the ANN, there are weights between the neurons to transfer information between nodes in the computation process [37]. Based on the adjusted weight during ANN training, the computation process results in previous nodes reaching the common next node to continue the process in the next node and present the results [38,39]. Another critical parameter in ANN is the activation function that describes neurons’ processing results in the spanned amounts in nonlinear connections between neurons. This function increases the non-linear learning in ANN and makes it amplified for a sophisticated computational process [40]. In this study, we used the feed-forward (FF) ANN in MATLAB 2013-a to train and test our algorithm based on the dataset of COVID-19 patients. FF, also known as multi-layered perceptron (MLP), is the most understandable and popular ANN configuration adaptable with the non-linearity forward connection between neurons [41]. To simulate the non-linearity connection between neurons, we used the tansig activation function method because of its rapid performance during the training process [42]. The Levenberg Marquardt (LM) algorithm with its high running speed was applied in MATLAB to train the ANN and adjust the weight connected with the neurons during this process [43]. We also set the training iterations to 1000 and the training time to unlimited due to the high speed of the LM algorithm.

### 2.5. Evaluating the artificial neural network

This study used the two FF types of back-propagation (BP) and distributed time delay (DTD) to implement the model predicting COVID-19 mortality. In evaluation phases, performance was assessed in two steps. First, we separately implemented each FF-type of the ANN. To compare and evaluate each ANN configuration, the confusion matrix metrics (Table 2) such as the accuracy (Equation (1)) and F-score (Equation (2)) were assessed. The true positive (TP) and true negative (TN) are deceased and surviving cases correctly classified by model. The false negative (FN) and false positive (FP) are the same cases incorrectly classified. 70% of the COVID-19 sample was used to train and 30% to test the ANN algorithms by default. We also split our dataset into 50% and 50% of train and test samples, 60% of train samples and 40% of test samples, 80% of train samples and 20% of test samples to better investigate dataset splitting to build the predictive model. We set the number of neurons in the input and output layers to the number of input and output research variables. To determine the number of nodes in the hidden layer, we started from one neuron, added one neuron, and compared each ANN step to obtain the best configuration. After achieving the best structure of each FF-type of the ANN, in the second step, we compared the selected design of the FF to assess the validation process of two FF types of the ANN during fitting and achieve the best model predicting COVID-19 mortality. In this step, we used the mean squared error (MSE) and area under the ROC curve (AUC-ROC) to compare the various FF types. We investigated the capability of classifying the selected model using the confusion matrix and the error histogram diagram.
Accuracy = \frac{TP + TN}{TP + TN + FN + FP} \quad (1)

F - Score = \frac{2(TP)}{2(TP) + FP + FN} \quad (2)

3. Results

After applying the exclusion criteria such as non-hospitalized COVID-19 cases, patients who were less than 18 years of age, incomplete case records (missing more than 60%), and admission time before January 9, 2020, or after January 20, 2021, 270 patient records were excluded. Out of the 1710 eligible records, 1121 (63.6%) and 589 (34.4%) records belonged to surviving and deceased cases, respectively, with a mean age of 61.62 ± 17.6 years. Evaluation of the simple K-means clustering algorithm in imputing the missing values for different iterations (up to 15 epochs) of the algorithm and specific K = 1, K = 3, and K = 5 is shown in Figs. 3–5.

Based on Figs. 3 and 4, for K = 1 and K = 3, the simple K-means gained the error value rates between RMSE of 1–3. In K = 5, these interval amounts were increased to 0.5–3 for 15 iterations. The results of clustering the cases and filling missing values by the simple K-means showed no significant difference between the actual and predicted values by the algorithm [0.5–3], which indicated the desirable performance of the algorithm.

The results of selecting each variable that had a significant relationship with COVID-19 mortality at P < 0.05 or η > 0.4 are presented in Table 3.

Based on the information represented in Table 3, 31 variables had a significant relationship with COVID-19 mortality at P < 0.05 or η > 0.4. They were then considered as the important factors affecting mortality.
The 18 variables of blood calcium ($\eta = 0.25$), blood phosphor ($\eta = 0.12$), blood magnesium ($\eta = 0.01$), blood sodium ($\eta = 0.17$), blood potassium ($\eta = 0.12$), total bilirubin ($\eta = 0.11$), blood albumin ($\eta = 0.26$), prothrombin time ($\eta = 0.25$), C-reactive protein ($P < 0.201$), height ($\eta = 0.16$), weight ($\eta = 0.14$), blood type ($P = 0.155$), sex ($P = 0.123$), headache ($P = 0.244$), gastrointestinal manifestation ($P = 0.10$), muscle pain ($P = 0.36$), chill sensation ($P = 0.55$), fever ($P = 0.48$), body temperature ($\eta = 0.163$), pneumonia ($P = 0.115$), diabetes ($P = 0.12$), smoking ($P = 0.06$), alcohol consumption ($P = 0.11$), red cell count ($\eta = 0.12$), hematocrit ($\eta = 0.113$), hemoglobin rate ($\eta = 0.153$), and serum albumin ($\eta = 0.121$) with $P > 0.05$ or $\eta < 0.4$ were excluded from the study. After entering the significant variables into the BLR model, we obtained the results shown in Table 4.

Based on the information given in Table 4, 13 variables of vomiting ($P < 0.001$), oxygen therapy ($P < 0.001$), loss of taste ($P < 0.001$), loss of smell ($P < 0.001$), rhinorhea ($P < 0.001$), white cell count ($P = 0.014$), platelet count ($P = 0.005$), absolute neutrophil count ($P < 0.001$), erythrocyte sedimentation rate ($P = 0.003$), pleural fluid ($P < 0.001$), ICU hospitalization ($P < 0.001$), length of hospitalization ($P = 0.002$), and age ($P < 0.001$) were entered into the forward LR of the BLR at 13 steps at $P < 0.05$. Comparing the Log-likelihood (LL) size of the 13th step and 1st step demonstrated that the LL rate of BLR in the 13th step (3.57)
was reduced compared to the 1st step (LL = 216.347) by entering these variables. With this reduction, the BLR capability for predicting COVID-19 mortality in the 13th step markedly increased more than in the 1st step. Therefore, we considered these 13 highly correlated variables for developing the ANN predicting COVID-19 mortality. To compare different ANN configurations of BP and DTD, we presented the performance results of adding 10 neurons to the ANN hidden layer using the accuracy, F-score, and AUC-ROC. The results of the different datasets partitioning up to 10 nodes in the hidden layer are depicted in Table 5.

Based on the results shown in Figs. 6-9, we observed that by using 80% of the data to train the ANN and 20% for the test, the performance was enhanced compared to other data splitting types. The BP of this ANN type in this state of data splitting with TPR = 0.994, FPR = 0.022, TNR = 0.977, FNR = 0.005, and precision = 0.994 had the best performance for predicting the mortality of COVID-19 patients. Fig. 10 displays the selected configurations of each FF type with the best total performance.

The results of comparing the two selected architectures of FF during training, testing, and validation to assess the ANN’s validation during ANN training are given in Figs. 11 and 12 by investigating the MSE and error histogram diagram.

Evaluating the validation process of the BP-ANN (left side of Fig. 11) showed this rate reached less than 10⁻¹ during the training and fitting of the ANN. In the 9th step of ANN fitting iterations for BP, we obtained the validation rate as the best (validation = 0.055). Moreover, measuring the validation process during the training of the DTD type of the ANN showed that the validation rate dropped to 10⁻⁵ during ANN fitting. The precise value of validation in the 4th step of the ANN fitting was 0.089. Therefore, comparing the two selected architectures of the ANN demonstrated that the BP-ANN achieved a lower error rate than the DTD during the ANN fitting using the validation evaluation in the MSE diagram. The results of evaluating the two selected configurations of the ANN using the error histogram diagram with 20 bins showed that the BP-ANN (left side) classified the 250 training and less than 100 validation samples in the bin = –0.049 and approximately 30 samples in the bin = 0.05 (the bins near-zero error). The DTD categorized about 110 training, 25 validation, and 20 test samples in bin = –0.053 and about 50 training, less than 10 validation, and 10 test samples in bin = 0.036. The rest cases were also located in other bins during the DTD fitting. Comparing the two modes of FF using the error histogram diagram showed that the BP-ANN had a lower error rate than the DTD during the fitting of the two ANN methods. Fig. 13 depicts the comparison of the two selected configurations of the ANN in 80% of data for the model train and 10% for the test, and 10% for validation using the ROC curve in each state of training, validation, and test modes in each form of training, validation, and test modes.

![80% for train, 20% for test](image)

Fig. 9. Different performance criteria of two selected ANN modes (1–10 neurons from left to right).

Based on Fig. 13, in the training mode, the BP algorithm with AUC-train = 0.926 had a slightly better performance than the DTD with AUC-train = 0.896. In the validation mode of ANN, the BP with AUC validation = 0.873 obtained better capability than the DTD with AUC-validation = 0.791, but in the test mode, DTD with AUC-test = 0.881 gained slightly better ability than BP with the AUC-test = 0.853. In general, the BP with the AUC = 0.901 had better potential in categorizing deceased and surviving COVID-19 cases than DTD with AUC = 0.866. Based on the comparison of the two selected ANN architectures during the fitting process using the MSE, error histogram, and ROC curve, we concluded that the BP architecture of the FF obtained better performance in classifying the training, validation, and test samples. Based on the BP of the FF, we designed the CDSS user interface for COVID-19 mortality (Fig. 14). The users, such as physicians, entered the 13 essential factors, and then the CDSS suggested the predictive results about the high or low risk of mortality of the COVID-19 patients.

4. Discussion

The adoption of ML-based CDSSs to support clinical decisions about COVID-19 is on the rise [10]. Such technologies can improve treatment outcomes for patients with COVID-19 [10,11]. Proactive prediction of COVID-19 mortality using ML models can help promote the survival chances of hospitalized patients [11,44]. This study aimed to predict mortality among hospitalized COVID-19 patients based on the best configuration of the ANNs. To this end, we used the data of 1710 hospitalized COVID-19 patients to achieve the most important factors affecting COVID-19 mortality.

To detect the most important predictive factors influencing COVID-19 mortality, we applied the chi-square test and Eta coefficient as univariate and BLR as multivariate analysis. Using the univariate analysis, 31 features were selected as the most influential factors on COVID-19 mortality at P < 0.05 and η > 0.4. After using the BLR, 13 variables were determined as the most critical predictors for COVID-19 mortality. To develop the model, we used two architectures of ANN, including the BP and DTD of the FF.

The results indicated that the design of 13–10-1 (10 neurons in the hidden layer) with TP = 586, FN = 3, FP = 25, and TN = 1096 associated with the BP, and 13-10-1 (10 neurons in DTD’s hidden layer) with TP = 578, FN = 11, FP = 71, and TN = 1050 belonging to the DTD presented the best ability in each architecture. Thus, the BP-ANN with an AUC of 0.901 was considered the best ANN architecture to predict COVID-19 mortality.

In previous studies, different ML methods were trained to predict COVID-19 outcomes such as disease progression and deterioration [45, 46], ICU hospitalization [46–50], and mortality [47,48,51–56]. The
most important of these algorithms can be listed as ANN [57–64], ensemble models (boosting algorithms) [65–69], decision trees, in particular random forests (RF) [6, 58, 61, 70, 71], support vector machine (SVM) [58, 61], and Naive Bayes (NB) [72]. According to the literature, the ANN model [57–64] has the greatest performance in predicting COVID-19 mortality. The results of other reviewed studies also showed that ensemble ML (hybrid) models [65–69] and RF [58, 61, 70, 71]...
algorithms are the most widely used and effective models for predicting COVID-19 mortality. So far, most efforts have targeted the application of ANNs and their comparison with other techniques for mortality prediction in patients with COVID-19. Accordingly, Gao et al. (2020) conducted a retrospective study on the data of 2520 hospitalized COVID-19 patients. The result showed that the ANN model with an AUC of 0.9760 was the most successful algorithm for mortality prediction [51]. Vaid et al. (2020) analyzed the data of 4029 positive COVID-19 patients. Their results showed that the MLP-ANN classifier gained the best performance to predict COVID-19-related mortality [73]. The results of one study conducted by Zhao et al. (2020) on 313 COVID-19 patient data showed that the ANN achieved the best performance in predicting mortality with an AUC of 0.75 [74]. Asteris et al. (2022) trained four ML.

techniques on the data of 10,237 patients, and finally implemented and evaluated the ANN model to predict mortality in COVID-19 patients with an accuracy of 89.47% [75]. The ANN model developed by Lin et al. (2021) predicts the mortality risk of COVID-19 patients with an AUC of 0.96 [76]. Adib et al. (2021) also compared three ML models’ performance for mortality analysis of pregnant women with COVID-19. The results showed the ANN technique yields significantly higher prediction performance (precision of 100% and accuracy of 95%) [77]. Accordingly, Naseem et al. (2021) applied several ML methods for predicting mortality in confirmed COVID-19 patients. They found that the deep neural network (DNN), with an accuracy of 99.53% and AUC of 88.5%, gained the highest performance [78]. Similarly, Xiaoan et al. (2020) proposed a DNN model based on the clinical data of 5766 individuals to predict the likelihood of ICU admission and mortality among hospitalized COVID-19 patients with an AUC of 0.780 [79]. Furthermore, Hoon et al. (2020) implemented a DNN-based prediction model with a database containing the data of 361 COVID-19 patients to predict the mortality of COVID-19 patients. The developed model provided 100% sensitivity, 91% specificity, and 92% accuracy [80]. Alsuwaiket al. (2020) proposed an ANN-based prediction method to predict COVID-19 mortality, and the proposed model attained appropriate performance with an MAE of 0.053 and an MSE of 0.032 [81]. In addition, Sankaranarayanan et al. (2021) compared the performance of four ANN models on 1025 patients’ data to predict the mortality risk among hospitalized COVID-19 patients. The most successful performance was obtained by using the recurrent neural network (RNN) with an AUC-ROC of 0.938 [82]. Schiaffino et al. (2021) also assessed the performance of four ANN models using a dataset (n = 1541) to predict COVID-19 mortality. The model developed with the MLP-ANN yielded the best performance in predicting mortality in COVID-19 cases (AUC = 0.844) [83]. Finally, Karthikeyan et al. (2021) designed an ANN-based model for predicting COVID-19-related mortality with an AUC of 0.90 [11].

In the present study, given the superiority of the ANN model, we attempted to identify the most effective configuration to predict COVID-19 mortality. Hence, the current retrospective study aimed to develop and validate two ANN models based on 13 variables to predict mortality among hospitalized COVID-19 patients. Based on the findings, the BP-ANN obtained the best performance with an AUC-ROC of 0.901. Implementing a CDSS interface based on the best ANN configuration creates more added value.

FS is an effective prerequisite to improving the performance of ML models. The selected variables were used as inputs to the ML models. In the reviewed studies [11,17,44,73,83–87], the most important clinical factors for COVID-19 mortality prediction were old age, chronic underlying diseases, oxygen saturation, loss of taste/smell, pleural fluid, ICU hospitalization, length of stay (LOS), lymphocyte count, CRP rate, and D-dimer level. In the current study, after feature selection, the variables of age, vomiting, oxygen therapy, loss of taste, loss of smell, rhinorrhea, white-cell count, platelet count, absolute neutrophil count, erythrocyte sedimentation rate, pleural fluid, ICU hospitalization, and length of hospitalization were introduced as the top predictors. We applied nominated features as inputs to train different ANN models for the mortality prediction of COVID-19 patients. The ANN algorithm implementation in previous studies and our study demonstrated optimal performance for most indicators.

5. Limitations and implications

The CDSS designed herein seems to predict the mortality risk of hospitalized COVID-19 patients with acceptable accuracy. However, the implementation of the proposed system has several limitations that must be addressed. The most significant limitation of the present study was the retrospective and single-center nature of the selected dataset. The dataset contained inconsistent, erroneous, and abnormal data fields, affecting the quality of modeling and limiting the comprehensiveness.

| Variable                | Model Log-Likelihood | Change in –2 Log-Likelihood | df | Sig. of the Change |
|-------------------------|----------------------|-----------------------------|----|-------------------|
| Absolute neutrophil count | –6.568               | 128.304                     | 1  | .000              |
| Pleural fluid           | –38.117              | 77.403                      | 1  | .000              |
| ICU hospitalization     | –6.783               | 10.734                      | 1  | .000              |
| Length of hospitalization | –6.475               | 10.119                      | 1  | .000              |
| Age                     | –7.137               | 17.168                      | 1  | .000              |
| Oxygen therapy          | –4.804               | 12.502                      | 1  | .000              |
| Loss of taste           | –4.415               | 11.725                      | 1  | .000              |
| Loss of smell           | –6.159               | 15.213                      | 1  | .000              |
| Rhinorrhea              | –5.221               | 13.337                      | 1  | .000              |
| Absolute neutrophil count | –8.051               | 18.997                      | 1  | .000              |
| Erythrocyte sedimentation rate | –1.416               | 5.726                      | 1  | .000              |
| Pleural fluid           | –60.513              | 123.920                     | 1  | .000              |
| ICU hospitalization     | –38.927              | 80.749                      | 1  | .000              |
| Length of hospitalization | –3.528               | 9.951                      | 1  | .000              |
| Age                     | –4.725               | 12.344                      | 1  | .000              |
| Oxygen therapy          | –3.057               | 15.997                      | 1  | .000              |
| Loss of taste           | –1.216               | 12.314                      | 1  | .000              |
| Loss of smell           | –1.902               | 13.687                      | 1  | .000              |
| Rhinorrhea              | –1.574               | 13.031                      | 1  | .000              |
| Platelet count          | –8.552               | 6.988                      | 1  | .000              |
| Absolute neutrophil count | –5.947               | 21.776                      | 1  | .000              |
| Erythrocyte sedimentation rate | –9.360               | 8.604                      | 1  | .000              |
| Pleural fluid           | –59.973              | 129.829                     | 1  | .000              |
| ICU hospitalization     | –35.363              | 80.609                      | 1  | .000              |
| Length of hospitalization | –0.095               | 10.073                      | 1  | .002              |
| Age                     | –1.038               | 11.959                      | 1  | .001              |
| Oxygen therapy          | –2.386               | 16.588                      | 1  | .000              |
| Loss of taste           | –1.159               | 12.135                      | 1  | .000              |
| Loss of smell           | –1.695               | 13.205                      | 1  | .000              |
| Rhinorrhea              | –2.814               | 17.444                      | 1  | .000              |
| White-cell count        | –1.766               | 13.348                      | 1  | .000              |
| Platelet count          | –5.059               | 1.933                      | 1  | .001              |
| Absolute neutrophil count | –7.992               | 7.891                      | 1  | .005              |
| Erythrocyte sedimentation rate | –1.093               | 20.003                      | 1  | .000              |
| Pleural fluid           | –9.572               | 8.960                      | 1  | .003              |
| ICU hospitalization     | –1.511               | 128.839                     | 1  | .000              |
| Length of hospitalization | –9.026               | 9.868                      | 1  | .002              |
| Age                     | –1.257               | 12.331                      | 1  | .000              |
and generalizability of data. Therefore, an attempt was made to minimize this challenge by referring to the responsible physician. In addition, to solve the problem of incomplete fields, the cases with more than 60% missing data were excluded from the analysis. In other instances, empty values were replaced with the values predicted by the simple K-means algorithm with specific values of K. The selected dataset lacks some essential variables, such as imaging data. However, as our study aimed to predict mortality at the time of admission, the available clinical and administrative data were sufficient. Finally, we only used two ANN algorithms in different configurations. In the future, the performance of our proposed model can be enhanced if more ML techniques are tested on larger, prospective, and multicenter datasets. Finally, future studies should concentrate on more external validations to improve the modeling quality and alleviate the bias.

6. Conclusions

Timely and accurate prediction of COVID-19 patients' outcomes, especially determining their mortality risk, is critical to optimal use of limited hospital resources and supporting clinical decisions. Using the ANN-based CDSS developed in our study in real clinical environments will promote patient safety and reduce COVID-19 severity and mortality.
Still, further external validation studies are required to validate our findings.

**Declaration of competing interest**

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence
the work reported in this paper.

Acknowledgment

We thank the research deputy of the Abadan University of Medical Sciences for financially supporting this project. (IR.ABADANUMS.REC.1401.033).

References

[1] Abdoli A, Falahi S, Kenarkoohi A. Covid-19-associated opportunistic infections: a snapshot on the current reports. Clin Exp Med 2021;21:1–20.

[2] Arvind V, Kim JS, Cho BH, Geng E, Cho SK. Development of a machine learning algorithm to predict intubation among hospitalized patients with covid-19. J Crit Care 2021;62:25–30.

[3] Chaudhry Z, Shawe-Taylor M, Rampling T, Cutfield T, Bidwell G, Chan XHS, et al. Short durations of corticosteroids for hospitalised covid-19 patients are associated with a high readmission rate. J Infect 2021;82(6):276–316.

[4] A machine learning-based predictive model for 30-day hospital readmission prediction for copd patients.Verna VK, Lin WY, editors. Conference Proceedings - IEEE International Conference on Systems, Man and Cybernetics 2020:11–4. Oct. 2020 Toronto, ON, Canada. IEEE.

[5] de Siqueira Santos S, Torren M, Galeano D, del Mar Sánchez M, Cernuzzi L, Pacanaro A. Machine learning and network medicine approaches for drug repositioning for covid-19. Patterns 2022;3(1):100396.

[6] Galguli R. Machine learning application in covid-19 drug development. In: Applications of artificial intelligence in covid-19. USA: Springer; 2021. p. 229–44.

[7] Lv H, Shi L, Berkenpas JW, Doss F-Y, Zulfiqar H, Ding H, et al. Application of artificial intelligence and machine learning for covid-19 drug discovery and vaccine design. Brief Bioinformatics BRIEF BIOMFORM 2021;22(6):1–10.

[8] Yazdani A, Sharifian R, Ravangard R, Zahmatkeshan M. Covid-19 and information communication technology: a conceptual model. J Adv Pharm Educ Res 2021;11(3):83–97.

[9] Chaurasia V, Pal S. Application of machine learning time series analysis for prediction covid-19 pandemic. Biomed Eng Rev 2020;38:35–47.

[10] Ma B, Wu Z, Li S, Benton R, Li D, Huang Y, et al. Development of a support vector machine learning and smart phone internet of things-based architecture for real-time sleep apnea diagnosis. BMC Med Inf Decis Making 2020;20(141):1–13.

[11] Kartihkeyan A, Garg A, Vinod P, Priyakumar UD. Machine learning based clinical decision support system for early covid-19 mortality prediction. Padi Health Forum 2021;9:626697.

[12] Kaskovich S, Hemmrich M, Venable L, Carey K, Churpek M, Press V. Matching patients with chronic obstructive pulmonary disease (copd) to personalized care: a novel machine learning tool to predict cause of 90-day readmission. Am J Respir Crit Care Med 2019;199:A7119.

[13] Predicting chronic kidney failure disease using data mining techniques. In: Boukenzé B, Hasjia A, Mouammar H, editors. International symposium on ubiquitous networking; 04 November 2016; Switzerland springer, Singapore; 2016.

[14] Amirhajloo L, Sohrabi Z, Alebouyeh MR, Tavakoli N, Haghighi RZ, Hashemi A, et al. Application of data mining techniques for predicting residents’ performance on pre-board examinations: a case study. J Educ Health Promot 2019;8:108.

[15] Xia P, Gao K, Xie J, Sun W, Shi M, Li W, et al. Data mining-based analysis of Chinese medicinal herb formulae in chronic kidney disease treatment. Evid Based Alternat Med 2020:2020:1–14.

[16] Zang C, Mayr P, Lu W, Zhang Y. Knowledge entry extraction and text mining in the era of big data. Inf Manag J 2021;5(3):309–11.

[17] Hung LC, Sun SF, Hu YH. A machine learning approach to predicting readmission or mortality in patients hospitalized for stroke or transient ischemic attack. Appl Sci 2020;10(18):6337.

[18] Streun GL, Elmiger MP, Dobay A, Ebert L, Kramer T. A machine learning approach for handling big data produced by high resolution mass spectrometry after data independent acquisition of small molecules - proof of concept study using an artificial neural network for sample classification. Drug Test Anal 2020;12(6):836–45.

[19] Yang H, Zhang Z, Zhang J, Zeng XC. Machine learning and artificial neural network prediction of interfacial thermal resistance between graphene and hexagonal boron nitride. Nanoscale 2018;10(40):19092–9.

[20] Yoo TK, Kim DW, Choi SB, Oh E, Park JS. Simple scoring system and artificial neural network for knee osteoarthritis risk prediction: a cross-sectional study. PLoS One 2016;11(2):e0148724.

[21] Molinari A, Rivera RM, Vahedi B. Artificial neural network modeling of novel coronavirus (covid-19) incidence rates across the continental United States. Int J Environ Res 2020;17(12):4204.

[22] Loey M, Smarandache F, M Khalifa NE. Within the lack of chest covid-19 x-ray dataset: a novel detection model based on gan and deep transfer learning. Symmetry 2020;12(4):651.

[23] Rong D, Xie L, Ying Y. Computer vision detection of foreign objects in walnuts using deep learning. Comput Electron Agric 2019;162:1001–10.

[24] Shaffiee Haghshenas S, Pirouz B, Shaffiee Haghshenas S, Pirouz B, Pirouz P, Na K-S, et al. Prioritizing and analyzing the role of climate and urban parameters in the confirmed cases of covid-19 based on artificial intelligence applications. Int J Environ Res 2020;17(10):3730.

[25] Anjum F, Razvi N, Masoud MA, Sajid M. Life style characteristics: risk factor for breast cancer. EJPMR 2017;4:629–41.

[26] Soltani Pirouz M, Omidi M, Babaei M, Rashvand M. Dielectric spectroscopy coupled with artificial neural network for classification and quantification of sesame oil adulteration. Inf Process Agric 2021;9(2):233–42.

[27] Khaire UM, Dhanalakshmi R. Stability of feature selection algorithm: a review. J Intell Humaniz Comput J AMB INTEL HUM COMP 2019;10(8):3155–69.

[28] Ibrahim RA, Ewees AA, Oliva D, Abd Elaziz M, Lu S. Improved salp swarm algorithm based on particle swarm optimization for feature selection. J Ambient Intell Humaniz Comput J AMB INTEL HUM COMP 2019;10(8):3155–69.

[29] Seijo-Pardo B, Porto-Díaz I, Bolón-Canedo V, Alonso-Betanzos A. Ensemble feature selection: homogeneous and heterogeneous approaches. Knowl Base Syst 2017;118:124–39.

[30] Walczak S. Artificial neural networks. In: Encyclopedia of information science and technology. fourth ed. University of South Florida, USA: IGI Global; 2018. p. 120–31.

[31] Li H, Zhang Z, Liu Z. Application of artificial neural networks for catalysis: a review. Catalyst 2017;7(10):1–19.
Informatics in Medicine Unlocked 31 (2022) 100983

M. Shanbehzadeh et al.

[32] Gupta VK, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[33] Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[34] Guo Q, He Z. Guo Q, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[35] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[36] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[37] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[38] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[39] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[40] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[41] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[42] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[43] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[44] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[45] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[46] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[47] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[48] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[49] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[50] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[51] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[52] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[53] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[54] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[55] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[56] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.

[57] Gupta Q, Gupta A, Kumar D, Sardana A. Prediction of covid-19 confirmed, death, and cured cases in India using random forest model. Stat Anal Data Min 2021;4(2): 116–23.

[58] Guo Z, He Z. Guo Z, He Z. Prediction of the confirmed cases and deaths of global covid-19 using artificial intelligence. Environ Sci Pollut Res 2021;28(9):1672–82.
mortality and 30-day readmission in heart failure using machine learning. REC (Rev Esp Cardiol): CardioClinics. 2021;28(5):710–22.

[86] Shin S, Austin PC, Ross HJ, Abdel-Qadir H, Freitas C, Tomlinson G, et al. Machine learning vs. Conventional statistical models for predicting heart failure readmission and mortality. ESC Heart Failure 2021;8(1):106–15.

[87] Mirsoleymani S, Taherifarad E, Taherifarad E, Taghirir MH, Marzaleh MA, Peyravi M, et al. Predictors of mortality among covid-19 patients with or without comorbid diabetes mellitus. Acta Med Iran 2021;59(7):393–9.