XMP gas-rich dwarfs in nearby voids: results of BTA spectroscopy
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ABSTRACT

We present the second part of results of the ongoing project aimed at searching for and studying eXtremely Metal-Poor (XMP) – adopted as those with $Z_{\text{gas}} \leq Z_{\odot}/30$, or with $12+\log$ (O/H) $\leq 7.21$ dex – very gas-rich blue dwarfs in voids. They were first identified in the course of the ‘unbiased’ study of the galaxy population in the nearby Lynx–Cancer void. These very rare and unusual galaxies seem to be the best proxies of so-called Very Young Galaxies (VYGs) defined recently in model simulations by Tweed et al. To date, for 16 pre-selected void XMP candidates, using the Big Telescope Alt-azimuth (BTA), the SAO 6-m telescope, we have obtained spectra suitable for the determination of O/H. For majority of the observed galaxies, the principal line $\lambda 4363$, used for the direct classical $T_e$ method of O/H determination, is undetected. Therefore, to estimate O/H, we use a new ‘strong-lines’ method by Izotov et al. This appears to be the most accurate empirical O/H estimator for the range of $12+\log$ (O/H) $\leq 7.4–7.5$. For objects with higher O/H, we use the semi-empirical method by Izotov & Thuan with our modification accounting for variance of the excitation parameter $O_3$. Six of those 16 candidates are found, with confidence, to be XMP dwarfs. In addition, eight studied galaxies are less metal-poor, with $12+\log$ (O/H) $= 7.24–7.33$, and these can also fall into the category of VYG candidates. Taking into account our recently published work and the previously known (nine prototype galaxies) XMP gas-rich void objects, the new findings increase the number of this type of galaxy known to date to a total of 19.
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1 INTRODUCTION

This paper is the third in the series devoted to searching for and studying the most metal-poor dwarfs in the nearby voids. In the introductions to the two preceding papers (Pustilnik et al. 2020a, b; hereafter referred to as PEPK20 and PKPE20) we described in detail the previous work and motivation for the ongoing project. Therefore, here we only briefly outline the main points of the earlier searches for the most metal-poor galaxies and the results obtained so far.

The prototype galaxy with the extremely low gas metallicity ($Z_{\text{gas}} \sim Z_{\odot}/30$)1 was discovered about half a century ago (Searle & Sargent 1972). This is the famous blue compact dwarf galaxy IZw18 (= MRK 116). Being remarkable for its intense star-formation burst, IZw18 remained for a long time the focus of studies in many wavelengths, including the Hubble Space Telescope (HST) study of its resolved stellar population. Early ideas about IZw18 suggested that it is a very young galaxy that formed its first stars several hundred thousand years ago. When its red giant branch (RGB) stars were detected with the help of the HST, its age was increased to at least ∼1–2 Gyr. Meanwhile, all the accumulated observational data were reconsidered carefully by Papaderos & Östlin (2012), who found that a large contribution of the overall nebular emission should be accounted for in various photometric parameters. They concluded that although an older stellar population may be present, the major part of the stellar mass in IZw18 formed during the last ∼1 Gyr. For its companion, IZw18C, the respective age estimate is ∼0.2 Gyr.

The search for IZw18 analogues has continued since then, mostly among star-forming emission-line galaxies. An important step in this long-lasting process was the discovery of SBS0335–052E and its companion SBS0335–052W, which have similar and lower gas metallicity (Izotov et al. 1990, 2009; Pustilnik et al. 1997).

Because of the results of massive spectroscopy surveys of faint galaxies, mostly of the Sloan Digital Sky Survey (SDSS; Abazajian et al. 2009; Abolfathi et al. 2018), there has been a substantial advancement in the discovery of eXtremely Metal-Poor (XMP) galaxies. Several groups used the SDSS to search for very metal-poor candidates and to check them with the high-quality follow-up spectroscopy (e.g. Izotov, Thuan & Guseva 2012; Izotov et al. 2016; Guseva et al. 2017; Sanchez Almeida et al. 2016). In particular, about 300 galaxies were found with the gas metallicity of $Z \leq Z_{\odot}/10$, or $12+\log$ (O/H) $\leq 7.7$ dex (Izotov et al. 2016). However, the number
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1 The solar value of $12+\log$ (O/H) $= 8.69$ dex is adopted according to Asplund et al. (2009).
of galaxies with $Z_{\text{gas}} \leq Z_{\odot}/30$ found in this way to date does not exceed $\sim 10$ objects.

Several alternative methods, based on the colour and morphology selection of XMP candidates from the SDSS image data base, resulted in only singular detections (e.g. Hsyu et al. 2017, 2018).

One of the proposed methods to search for XMP dwarfs was suggested by Pustilnik & Teplitiakova (2011) and Pustilnik et al. (2016). It is based on the discovery of the metallicity deficiency (on average, by a factor of $\sim 1.4$) of galaxies in voids in comparison with similar objects in typical groups of the Local Volume (LV). It was also found that $\sim 1/3$ of the faintest void late-type dwarfs show a strongly reduced gas metallicity. Namely, their values of O/H are lower by a factor of 2–5 relative to those in galaxies of the same luminosity residing in typical groups of the LV (hereafter, the reference sample from Berg et al. 2012).

Several dwarfs with extremely low gas O/H ($[12+\log(O/H)] \leq 7.0–7.2$), and low or modest star formation rate (SFR), were found in the nearby Lynx–Cancer void at distances of 10–25 Mpc (Pustilnik et al. 2010, 2016; Pustilnik, Teplitiakova & Kniazey 2011; Hirschauer et al. 2016). The majority of these also show blue colours of the outer parts, consistent with the time since the onset of the main SF episode of $\leq 1–3$ Gyr, and the extreme gas-mass fractions $M_{\text{gas}}/M_{\text{bary}} \sim 0.98–0.99$ (e.g., Chengalur & Pustilnik 2013; Chengalur et al. 2017). However, because they have low luminosities, mostly low surface brightness (LSB) and faint emission lines, the discovery of such galaxies in typical redshift surveys is limited as a result of severe observational selection effects.

This discovery of unusual void dwarfs revealed that they are almost exclusively the least luminous blue LSB galaxies in the Lynx–Cancer void, and encouraged the search for similar objects in other nearby voids, with the help of the recently published ‘Nearby Void Galaxies’ (NVG) sample by Pustilnik, Teplitiakova & Makarov (2019, hereafter PTM19). This sample was used to separate a group of 60 NVG low-luminosity late-type dwarfs whose properties meant that they resembled prototype gas-rich XMP galaxies (Pustilnik et al. 2020a). For these 60 selected void dwarfs, we performed long-slit spectroscopy to determine their gas O/H. The first part of the spectroscopic results obtained with the Southern African Large Telescope (SALT) was presented in Pustilnik et al. (2020b). Here we present the second part of this study, based on spectroscopy with the Big Telescope Alt-azimuth (BTA), the 6-m telescope of the Special Astrophysical Observatory of Russian Academy of Sciences (SAO RAS).

The rest of this paper is arranged as follows. In Section 2, we describe the observations and data processing. The results of spectral observations of 20 galaxies are presented in Section 3. In Section 4, we discuss the obtained results along with other available information. Finally, in Section 5, we present our conclusions. In Appendices A1 and A2, we present checks of two indirect methods of O/H estimates used in this work. Tables with line intensities, derived physical parameters and oxygen abundances are presented in Appendix B. In Appendix C, (online only), we present the finding charts and plots of the obtained one-dimensional spectra.

2 OBSERVATIONS AND DATA REDUCTION

The spectral observations of mainly the Northern part of the XMP candidate sample were conducted with the BTA, which is the SAO 6-m telescope, and the multimode focal reducer SCORPIO (Afanasiev & Moiseev 2005) in the telescope’s prime focus. In the period from 2017 September to 2019 January (five nights), we used SCORPIO in the original version in the long-slit mode (width of 1.0 arcsec, length of $\sim 6$ arcmin). In the period from 2019 October to 2020 August, we observed during seven more nights with the upgraded version of SCORPIO. This upgraded instrument allows us, in particular, to change the pre-installed grisms during observations of the same target, without any time loss. In this period, we used the long-slit mode with a slit width of 1.2 arcsec.

The details of observations for individual galaxies are presented in Table 1, in which we give the galaxy names, the dates of observations, the grisms used, exposure times (in s), position angles of the long slit (PA, in degrees), J2000 coordinates of the target galaxies, seeings $\theta$ (in arcsec) and airmass.

For the main programme, during the dark time, when conditions allowed, we used grism VPHG1200B with the full range of 3650–5450 Å and FWHM = 5.5 Å. The CCD 2K×2K detector was EEV-42-40 with the pixel size of 13.5 µm, corresponding to 0.18 arcsec on the detector. We used the binning factor of 2 along the slit. Because our main goal was to obtain the gas metallicity in the observed galaxies, the long slit was oriented close to the current parallactic angle, in order to minimize the effect of atmospheric dispersion (Filippenko 1982). The emission lines of these spectra were used to derive the electron temperature $T_e$ and the oxygen abundance O/H. When it was suitable, during the period since 2019 October, along with grism VPHG1200B we also used grism VPHG1200R. This was done to acquire the spectrum of a studied galaxy in the red (full range 5680–7430 Å, FWHM = 5.5 Å) at exactly the same slit position as for grism VPHG1200B.

For the back-up programme (for cases of ‘poor’ seeing and/or Moon time), we used grism VPHG1800R with the range of $\sim 6100–7100$ Å and the spectral resolution of FWHM $\sim 3.5$ Å. Since 2019 October, grism VPHG1800R was unavailable, so for such cases we used grism VPHG1200R. These spectra allowed us to check the coincidence of optical radial velocity with that derived from HI data for those HI sources that were identified only because of the close radio and optical positions for the Arecibo Legacy Fast ALFA (ALFAlFA) blind HI survey (Haynes et al. 2018).

Besides, these spectra were used for estimates of the strength of lines [N II] $\lambda$6584 and doublet [S II] $\lambda\lambda$6716,6730 relative to that of Hα. This information was subsequently used to rank the observed galaxies, more or less confidently, as XMP candidates for the follow-up observations with grism VPH1200B. A couple of galaxies (numbers 22 and 23 in Tables 1 and 2) were observed at a time when the selection of the void XMP candidates was not finalized. They were identified later as residing outside the nearby voids from PTM19.

The processing of the spectra and the measurement of emission-line fluxes with the use of both IRAF$^2$ and MIDAS$^3$ were described in detail in Pustilnik et al. (2016). Below, we describe the main steps of all the procedures used. The standard pipeline included removal of cosmic ray hits, bias subtraction, flat-field correction, wavelength calibration and night-sky background subtraction. By using data of spectrophotometric standards observed on the same nights, all spectra were transformed to absolute fluxes. The individual one-dimensional (1D) spectra of the studied HI regions were then
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$^2$The Image Reduction and Analysis Facility (IRAF) is distributed by the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy, Inc. (AURA) under cooperative agreement with the National Science Foundation (NSF).

$^3$MIDAS is an acronym for the European Southern Observatory package – Munich Image Data Analysis System.
extracted by summing up without weighting of several rows along the slit. Typically, we extracted 6–12 binned pixels (∼2–4 arcsec).

We note that after the continuum in the 1D spectra is drawn and the line fluxes are measured as described in Pustilnik et al. (2016), which simultaneously determines the extinction coefficient, C(Hα), and the equivalent width of Balmer absorption, EW(abs), in the underlying stellar continuum. See also Section 3 for the use of the model continuum for several spectra of E+A type.

The plots of the 1D spectra obtained are presented in Figs S4 and S5 in the supplementary data section (online Appendix C). The measured relative fluxes for the presented spectra are available in Appendix B (Tables B1–B7).

As in our previous paper (PKPE20), the majority of the observed candidate XMP dwarfs are very faint and/or of low surface brightness. Thus, it can be a challenge to obtain their independent spectra and to point the slit to the right HII region. To make it easier to provide independent checks of our data, we provide in Figs S1 and S2 the slit positions for each of the galaxies in our programme overlaid on the galaxy images taken from the databases of the Dark Energy Camera Legacy Survey (DECaLS; Dey et al. 2019), the Panoramic Survey Telescope & Rapid Response System (Pan-STARRS PS1; Flewelling et al. 2020) or the SDSS (Abazajian et al. 2009; Abolfathi et al. 2018). In Fig. S3, we also show the slit positions for three additional observed galaxies that are not in the XMP void candidate list.

Table 1. Journal of BTA spectral observations.

| Name  | Date     | Grating | Exp. time | PA | Galaxy coordinates | θ (arcsec) | Airmass |
|-------|----------|---------|-----------|----|--------------------|-----------|---------|
| 1. AGC102728 | 2019.10.22 | 1200B   | 4 x 1200  | 99.0 | J000021.4+310119   | 1.5       | 1.05    |
| 2. PGC000083 | 2019.10.22 | 1200R   | 2 x 900   | 99.0 | J000106.5+322241   | 1.3       | 1.04    |
| 3. PISCESA   | 2017.11.16 | 1200B   | 2 x 1200  | 59.0 | J011911.7+110718   | 1.3       | 1.52    |
| 4. AGC411446 | 2017.09.13 | 1800R   | 4 x 900   | 98.0 | J011003.7+000036   | 1.7       | 1.39    |
| 5. PISCESB   | 2017.11.16 | 1200B   | 2 x 1200  | 59.0 | J01446.0+104847    | 1.3       | 1.52    |
| 6. AGC122400 | 2019.10.22 | 1200B   | 2 x 900   | 53.0 | J023122.1+254245   | 1.2       | 1.19    |
| 7. AGC124609 | 2019.10.26 | 1200B   | 2 x 900   | 140.0| J101259.9+343139   | 1.9       | 1.19    |
| 8. KKH18     | 2018.01.14 | 1800R   | 3 x 900   | 235.0| J030305.9+334139   | 1.9       | 1.19    |
| 9. AGC189201 | 2019.01.01 | 1800R   | 2 x 900   | 42.0 | J082325.6+175457   | 3.0       | 1.33    |
| 10. J0823+1758| 2020.01.19 | 1200R   | 1 x 600   | 163.0| J082835.0+175813   | 1.0       | 1.11    |
| 11. J1012+3946| 2018.04.15 | 1800R   | 1 x 900   | 70.0 | J101259.9+394617   | 1.8       | 1.11    |
| 12. AGC208397 | 2018.04.15 | 1800R   | 3 x 900   | 10.0 | J103858.1+035227   | 3.0       | 1.31    |
| 13. AGC239144 | 2018.04.15 | 1800R   | 4 x 900   | 109.0| J134908.2+354434   | 1.2       | 1.19    |
| 14. J1440+3416| 2020.01.20 | 1200R   | 1 x 900   | 119.0| J144431.6+341601   | 1.1       | 1.25    |
| 15. J1444+4242 | 2017.04.17 | 1200B   | 3 x 1200  | 41.0 | J144449.8+424254   | 2.4       | 1.12    |
| 16. PGC2081790| 2018.04.15 | 1200B  | 4 x 900   | 11.3 | J144744.6+363017   | 1.3       | 1.01    |
| 17. J1522+4201 | 2017.09.13 | 1200R   | 2 x 900   | 62.0 | J152255.5+420158   | 1.4       | 1.25    |
| 18. J2103-0049 | 2017.09.13 | 1200R   | 5 x 900   | 50.0 | J210347.2-004950   | 1.7       | 1.14    |
| 19. AGC321307 | 2017.09.13 | 1800R   | 2 x 900   | 48.5 | J221404.7+254052   | 1.6       | 1.14    |
| 20. AGC334513 | 2019.10.28 | 1200R   | 2 x 600   | 96.0 | J234850.5+233527   | 1.0       | 1.15    |
| 21. J0823+1748 | 2020.01.19 | 1200R   | 1 x 600   | 163.0| J082831.6+174826   | 1.0       | 1.11    |
| 22. AGC322279 | 2017.09.13 | 1800R   | 2 x 900   | 167.0| J220316.8+174744   | 1.4       | 1.14    |
| 23. AGC332939 | 2017.09.13 | 1800R   | 2 x 900   | 56.0 | J230816.7+315406   | 1.7       | 1.11    |
Void XMP gas-rich dwarfs: spectroscopy at BTA

3 RESULTS OF SPECTRAL OBSERVATIONS AND O/H ESTIMATES

Tables with measured line intensities, derived electron temperatures and oxygen abundances are presented in Appendix B (Tables B1–B7).

Because of very low fluxes of emission lines in the observed H II regions and their low metallicities, the principal faint auroral line [O III]λ4363, used for the determination of the electron temperature, was not detected in the majority of our targets.

The line [O III]λ4363 was reliably detected only in the spectra of three galaxies. For these, O/H was estimated via the direct method and was marked as 12+log(O/H)(T_e). The respective formulae with the most updated atomic data are given in Izotov et al. (2006a). All calculations for the O/H estimate using the direct method are made in a similar way to those in Kniazev et al. (2008) and Pustilnik et al. (2016).

For the 14 remaining objects with detected oxygen lines, we used the two methods described below, which are based on fluxes of the strong oxygen lines: R33, the flux ratio of the sum of oxygen lines [O II]λ3727 and [O III]λλ4959, 5007 to the flux of Hβ; and the parameter O32, defined here as the flux ratio of [O III]λ5007 to [O II]λ3727.

Recently, Izotov et al. (2019b) and Izotov, Thuan & Guseva (2021) suggested the variant of an empirical ‘strong-lines’ method, which shows small internal scatter for the range of the lowest values of O/H [12+log(O/H) ≤ 7.5]. This improvement is made by taking into account the dependence of log(O/H) on both parameters, R33 and O32. The respective relation is

\[
12+\log(O/H) = 0.950 \times \log(R_{33} - a_1 \times O_{32}) + 6.805, 
\]

where \( a_1 = 0.080 \) and \( a_2 = 0.00078 \). While the strong-lines method is suitable only for the lowest metallicities, as the authors show, for this range, it provides a low internal scatter of ~0.05 dex. We mark O/H estimated with this strong-lines method as 12+log(O/H)(s).

The above relation empirically accounts for the large scatter in the ionization parameter U in various H II regions. This leads to a reduction in the relatively large internal scatter inherent to the other methods based on strong oxygen lines.

For 13 of 14 void objects with detected strong oxygen lines, but without the [O III]λ4363 line, the ratio lines are indicative of low level of O/H. Hence, for those objects, we used the strong-lines method of Izotov et al. (2019b) and its recent slightly modified version (Izotov et al. 2021) as the most reliable. We also perform our own analysis in Appendix A1, illustrated in Fig. A1, addressing both the issues of the small offset relative to O/H(dir) and its internal scatter.

For one of the void galaxies, J2214+2540, its strong oxygen lines indicate 12+log(O/H) > 7.5 and hence other methods of estimating O/H are needed. A so-called semi-empirical (hereafter, se) method by Izotov & Thuan (2007) is based on a correlation between \( T_e \) and parameter R23. The functional relation between the two variables was fitted based on calculations for the grid of H II region models in a paper by Sta sufferga & Izotov (2003). The se method first calculates the empirical estimate of \( T_e \) from the measured R23 and then uses this \( T_e \) similar to the classical direct method. This method was checked and calibrated in particular by Izotov & Thuan (2007) and Pustilnik et al. (2016). Its internal scatter was estimated as rms ~0.07–0.08 dex. The method is applicable for 12+log(O/H) ≤ 7.9.

In the course of the review process for this paper, it was drawn to our attention that for some galaxies with a well-measured flux of [O III]λ4363 and the related good accuracy estimate of the electron temperature \( T_e \) in the O++ zone, the difference between \( T_e \) (dir) and \( T_e \) (R23) may reach several thousand K. This in turn might lead to a bias in the estimate of O/H via the se method.

We address this issue in more detail in Appendix A2 and then apply the results of the modified semi-empirical method (hereafter se) to
the current observations. This mse method will also be applied to our earlier data for void galaxies with $12+\log(O/H) > 7.5$, when we will summarize all their metallicity data.

For a few of the observed galaxies, Balmer absorption lines were clearly visible in the blue-UV range. We modelled their underlying continuum with the ULySS package\(^4\) (Koleva et al. 2009). This model continuum fitted Balmer absorption lines, and thus corrected to a first approximation the flux of H$\beta$ emission. For these objects, the EW(abs) derived in the next step via iterations, as described above with the procedure from Izotov et al. (1994), relates in fact to the residual EW(abs), which is already mainly accounted for by the ULySS fitting (e.g. in galaxies J2103-0049 and J2214+2540).

In Table 2 we present the following parameters. Columns 1 and 2 give the name and J2000 RA and declination of the galaxy. In column 3, we give the heliocentric velocities as adopted from HyperLEDA data base. For J0823+1758 and J0823+1748, we present radial velocities that were first measured by us (see Section 4.1 for details). The distances in Mpc (column 4) derived from the HST data via the tip of the RGB (TRGB) for four galaxies are taken from HyperLEDA; for the remaining 16 galaxies, they are taken from our NVG catalogue (PTM19) based on the velocity field model by Tully et al. (2008). In columns 5 and 6, we give the total apparent and respective absolute blue magnitudes. The latter are calculated from the apparent magnitudes and the adopted distances, taking into account the Galaxy extinction from Schlafly & Finkbeiner (2011). The apparent blue magnitudes $B_{tot}$ were estimated by us via measurements of their $g$, $r$ magnitudes if their images were available in the above-mentioned public data bases. Then, these $g$, $r$ magnitudes were transformed to the $B$ band via the relation of Lupton et al. (2005). In the remaining cases, we took $B_{tot}$ from HyperLEDA. In column 7, we also give the ratio of hydrogen mass to blue luminosity $M_H/L_B$, in solar units. In column 8, the adopted value of $12+\log(O/H)$ is presented as derived in this paper. In column 9, we give some notes.

Tables with measured line intensities, derived electron temperatures and oxygen abundances are presented in Appendix B. Besides $12+\log(O/H)$ (dir), we show $12+\log(O/H)$ (s,c), $12+\log(O/H)$ (mse,c) and $12+\log(O/H)$ (se,c). In Table 2, for the range of $12+\log(O/H) \leq 7.4$ dex, when the strong-lines method is applicable, we adopted the value of $12+\log(O/H)$ (s,c). As shown in Appendices A1 and A2, this estimate has a significantly smaller scatter in comparison to those of $12+\log(O/H)$ (mse,c) and $12+\log(O/H)$ (se,c).

4 DISCUSSION

4.1 Notes on individual galaxies

For some of our observed XMP dwarf candidates, it is worth giving additional information or comments.

4.1.1 AGC102728 = J0000+3101

Only a faint H$\alpha$ line was seen in one of the positions along the long slit. This galaxy is resolved into individual stars at the HST images. Tikhonov & Galazutdinova (2019) derived its distance of $8.84 \pm 0.68$ Mpc based on the TRGB method. An alternative TRGB distance for this galaxy of $D = 12.4$ Mpc was recently derived in Quinn et al. (2021). In the colour HST image, several faint red galaxies are seen in the surroundings of this galaxy; these could belong to a distant group or a cluster. Our slit position crossed one of these galaxies projected on to the body of AGC102728. A clear emission line was detected at $\lambda 6863$ Å corresponding to a redshifted H$\alpha$ line with $z = 0.04571$.

4.1.2 PiscesA = J0014+1048

This galaxy was included, among others, in the list of about 80 candidate low-metallicity dwarfs selected on their morphological and colour properties by James et al. (2017). However, for two different positions of the long slit, these authors did not detect emission lines in their spectra. As our results show, the reason is that PiscesA seems to have only one substantially bright H$\alpha$ region. It was identified in our BTA acquisition images with the medium-width SED665 filter (see Fig. S1, top row).

4.1.3 AGC124609 = J0249+3444

This void galaxy has a bright high-excitation H$\alpha$ region with a normal metallicity for its luminosity. Its spectrum displays a strong line of He$\alpha$ 4686. Besides, its high ratio $O_3 = 8.3$, along with $R_{23} = 8.7$, is indicative of an H$\alpha$ region with possibly leaking Lyman continuum (e.g. Izotov et al. 2018b). As such, this galaxy appears to be one of the nearest and least massive known Ly-c leaker candidates and deserves further observation using high signal-to-noise (S/N) spectroscopy. This would help us to study the diversity of Ly-c leaker properties and give us the opportunity to study this phenomenon with a high spatial resolution.

4.1.4 J0823+1758 and J0823+1748

These galaxies were not in our list of pre-selected XMP candidates (PEPK20), or in any data base as objects with known radial velocity. They were noticed as possible counterparts of a void galaxy AGC189201 in the course of a visual inspection of its surroundings, because of the relative angular proximity and their blue colours and morphology. Both galaxies were first observed in red during the Moon time. This allowed us to classify the first galaxy as a real counterpart and a new void object (with $\delta V = +34$ km s$^{-1}$ relative to that of AGC189201), while the second galaxy appeared to be a distant object at a redshift of $z \sim 0.092$.

4.1.5 J1522+4201

For this object, we have no red part of the spectrum. To estimate its C(H$\beta$) and O/H, we adopted the flux of the H$\beta$ line, based on the Balmer ratio $I(H\alpha)/I(H\beta) = 3.0$ from its SDSS spectrum (SpecObjID = 1889302432475801600), acquired on the same region within a 3-arcsec round aperture. This galaxy appeared also among 66 very metal-poor candidates separated in SDSS DR14 by Izotov et al. (2019b). To estimate its O/H, they adopted the flux ratio of the line $[O\,\text{II}]$ at 3727 and H$\beta$ to be $\sim 2.6$. Our independent BTA spectrum reveals a lower value of this ratio, $\sim 2.2$. Both values are consistent within uncertainties, however.

4.2 The new lowest-metallicity void dwarfs

Among the 20 very metal-poor candidate galaxies, observed at BTA, we found six galaxies with $Z_{\text{gas}} \lesssim Z_{\odot}/30$, or $12+\log(O/H) \lesssim 7.21$ dex. They deserve further discussion as the search for such objects and their follow-up study is the main goal of our observational programme.

---

\(^4\)http://ulysse.univ-lyon1.fr
4.2.1 PGC00083 = J0001+3222

For this galaxy, we obtained good quality spectra for two knots ‘a’ and ‘b’, with 12+log(O/H) = 7.17 ± 0.05 and 7.13 ± 0.05 dex, both derived via the strong-lines method (Izotov et al. 2019b). Their separation along the slit is ∼ 6.5 arcsec, or ∼ 240 pc. This galaxy is one of the nearest void XMP objects known. According to the velocity field model of Tully et al. (2008) adopted for galaxy distances in the NVG catalogue (PTM19), its distance is 9.1 Mpc (i.e. this galaxy resides in the LV). Indeed, it enters the Updated Nearby Galaxy Catalog (UNGC) by Karachentsev et al. (2013) – and the most updated version at http://www.sao.ru/lv/lvgdb/ – with the adopted distance of 9.4 Mpc (derived via the baryonic Tully–Fisher relation). According to PTM19, the galaxy resides in void No. 25. Its distance to the nearest luminous neighbour is \(D_{NN} \sim 4.1\) Mpc.

The apparent tadpole morphology of this galaxy (see Fig. S1), with a ‘head’ on the SW edge, is due to the chance projection of a background reddish galaxy on to the edge of this disc-like dwarf. The slit position with \(PA = 41.5°\) with grism VPH1200B, crosses the centre of the ‘head’. Two clear emission lines are visible in its spectrum ([O II] \(\lambda 3727\) and H\(\beta\)) that allow us to determine its redshift of \(z = 0.0872\). The line [O II] \(\lambda 5007\) appears just outside the range, while [O II] \(\lambda 4959\) is not detected.

It is worth mentioning that there is another candidate XMP galaxy in our programme, AGC102728 = J0000+3101 (described in Section 4.1), situated in the close surroundings of J0001+3222. Their mutual angular distance of ∼ 45 arcmin corresponds to the projected distance of ∼ 120 kpc. Its radial velocity differs from that of PGC00083 only by \(\Delta V = +24\) km s\(^{-1}\) (∼ 300 kpc). Its distance, estimated in the frame of the same velocity field model, \(D = 9.4\) Mpc, is consistent with the velocity-independent distance estimate of \(D(\text{TRGB}) \sim 8.84\) Mpc. The distance estimates for both void galaxies are consistent with each other within their cited uncertainties. Their minimal mutual distance is too large to treat these low-mass objects as gravitationally bound. If they are not bound, they may belong to the same structure element, such as a void filament.

4.2.2 AGC411446 = J0110-0000

This dwarf, with 12+log(O/H) = 7.00 ± 0.05 dex derived via the strong-lines method of Izotov et al. (2019b), is the second most metal-poor galaxy found so far in our search programme. Its extremely low O/H was discovered for the first time with the BTA spectrum presented here. To improve the spectra quality and the accuracy of O/H determination, we performed follow-up SALT observations (PKP20) with the resulting estimate of 12+log(O/H) (s,c) = 7.07 ± 0.05 dex. This value is fully consistent with our BTA determination. In fact, because both estimates are obtained with the strong-lines method and have similar uncertainties, the most robust estimate would be their weighted mean (∼ 7.04 dex).

According to PTM19, the galaxy is situated in a large void No. 3 (Cet-Scu-Psc), probably at the periphery of a small void group with the central spiral galaxy NGC 428 (\(M_B = -19.2\)). Its \(D_{NN} \sim 6.0\) Mpc. We do not extend its description much in this paper as we are preparing a separate publication devoted to the complex study of this remarkable XMP dwarf (Pustilnik et al., in preparation).

4.2.3 AGC122400 = J0231+2542

This new void XMP object at \(D = 15.5\) Mpc, with 12+log(O/H) = 7.19 ± 0.12 dex, has a larger O/H uncertainty because of the noisy signal for the [O II] \(\lambda 3727\) doublet. The galaxy also falls in void No. 3 of PTM19. Its distance to the nearest luminous neighbour is \(D_{NN} \sim 3.6\) Mpc.

4.2.4 AGC249590 = J1440+3416

This new void XMP dwarf at \(D = 21.7\) Mpc, with 12+log(O/H) = 7.23 ± 0.06 dex, resides in void No. 16 from PTM19, with \(D_{NN} \sim 2.5\) Mpc. This XMP dwarf is probably a member of the void triplet with the SAB galaxy NGC 5727 (\(M_B = -17.1\)) at ∼ 17 arcmin (or ∼ 107 kpc in projection) and with \(\Delta V = 9\) km s\(^{-1}\). The third triplet member is PGC2043836 with \(M_B = -15.3\).

4.2.5 J1444+4242

This new void XMP dwarf, with 12+log(O/H) = 7.16 ± 0.04 dex, resides in the LV at \(D = 10.9\) Mpc. It is a faint companion (4.5 mag fainter) of a larger host, a disc metal-poor dwarf UGC9497, at the angular separation of ∼ 8.5 arcmin (∼ 27 kpc). It was discovered in the course of H I mapping of the host UGC9497 (Chengalur et al., in preparation). For the BTA slit position close to the major axis of the blue elongated LSB body, we detected two emission-line knots separated by ∼ 3 arcsec, or 150 pc, with the similar values of 12+log(O/H) (s,c) = 7.20 ± 0.05 and 7.11 ± 0.05 dex, for knots ‘a’ and ‘b’, respectively.

4.2.6 J2103–0049

This new void XMP dwarf resides in void No. 25, at a distance of 17.4 Mpc. Like the two other new void XMP dwarfs, J0001+3222 and J1444+4242, this object is situated close to the known XMP dwarf J2104–0035 (Izotov et al. 2006b) at \(D \sim 17.2\) Mpc. Their mutual projected distance of ∼ 22 arcmin corresponds to the linear distance of ∼ 110 kpc, while the radial distances may differ by ∼ 200 kpc. Like several other cases, they may belong to the same elements of a void substructure, likely a void filament. As GMRT mapping reveals (Ekta, Chengalur & Pustilnik 2008), the unusual H I morphology of galaxy J2104–0035 itself bears the traces of recent interaction or probable merging.

4.3 Intermediate summary of new void XMP galaxies

During our ongoing project described in the Introduction, as a result of both SALT and BTA spectroscopy programmes, we found 10 new XMP dwarfs. Because the follow-up spectroscopy of the pre-selected ∼ 60 candidates is only ∼ 75 per cent complete, we expect to present several similar objects in forthcoming papers. In parallel, for a majority of the new void XMP dwarfs, we are preparing the results of the GMRT H I mapping and of their multiband photometric study performed on the available images in public data bases. Therefore, we postpone a more advanced analysis of void XMP dwarfs until the completion of these studies.

However, the current sample of 10 void XMP dwarfs is already sufficiently large, so that it is worth making a preliminary summary of some of their properties. In Table 3, we collect their main observational parameters, partly from the literature and partly from
our data, published or prepared for submission. We briefly discuss some of the related issues. The content of the paper is explained in the table caption.

In the selection process of XMP dwarf candidates in PEPK20, we initially imposed several limitations on their observational parameters, based on the observed properties of the prototype XMP dwarfs. Furthermore, by intention, we have widened the boundaries to be outside the parameter ranges found in the prototype group. This is considered to be an attempt to probe the occurrence of XMP dwarfs in the regions of the parameter space not covered by the prototype objects. We can summarize the current status of the new void XMP dwarfs as follows.

The absolute blue magnitudes, $M_B$, of the 10 new void XMP galaxies vary between $-10.5$ and $-14.07$ mag, with a median value of $-12.6$ mag. That is, the blue luminosity of this group varies by a factor of $\sim 25$. The total range of $M_B$ values matches well that of the nine XMP prototype objects, namely the eight XMP dwarfs with known O/H from table 1 of PEPK20 together with IZw18.

The mass of H I, $M_{HI}$, also varies in a large range, from 0.34 to $\sim 6.6 \times 10^7 M_\odot$ (or $\log M_{HI}$ in the range 7.63–7.90), that is by a factor of $\sim 23$. The median value of $M_{HI}$ is $3.8 \times 10^7 M_\odot$. As for the comparison of this parameter with the prototype group, for the new XMP dwarfs, $M_{HI}$ appears substantially lower. Both its upper and lower boundaries have log $M_{HI}$ that is about 0.4–0.6 dex lower than those for the prototype objects. The median $M_{HI}$ of the prototype group is $\sim 4 \times 10^8 M_\odot$, which is an order of magnitude larger than for the newly found void XMP dwarfs.

A similar difference is visible for parameter $M_{HI}/L_B$. Even if we exclude the extreme value of 17.1 for the prototype dwarf J0706+3020, three new XMP dwarfs have $M_{HI}/L_B = 1.3$–1.7, well below the lower boundary of 2.4 for the prototype group.

The integrated colours $g - r$ of the new XMP dwarfs vary from $-0.03$ to $-0.4$, with the median value of $-0.15$. This compares with the $g - r$ range of $-0.08$ to $+0.19$ for the prototype group. Again, we see that the three new XMP dwarfs with $g - r = 0.25$–0.4 are redder than the prototype XMP dwarfs.

Thus, we do see a large scatter and a shift of parameters of the new XMP dwarfs (colours $g - r$, $M_{HI}/L_B$) relative to those of the prototype group. This might indicate the diversity of the origin and/or evolutionary status of some void XMP dwarfs. Further, more sensitive and more accurate measurements of the most outlying XMP dwarf representatives should help to elucidate this issue.

Of the 10 new XMP void dwarfs, eight are typical late-type LSB galaxies with the range of central surface brightness $\mu_{B,0,c}$ between $23.4$ and $25$ (in mag arcsec$^{-2}$). The two remaining XMP dwarfs with the absent $\mu_{B,0,c}$, appear brighter, seemingly because of the enhanced overall star formation during the recent epoch. On this parameter, they match the prototype group well, in which at least a half of objects have $\mu_{B,0,c}$ in the range of 24.1–25.4 mag arcsec$^{-2}$, while the remaining XMP dwarfs, with clear traces of recent disturbance, are brighter.

The majority of new O/H values from this work and PKPE20 match well in the plot 12+log (O/H) versus $M_B$ (see Fig. 1) with the distribution of low-luminosity galaxies from the Lynx–Canoid void. The lowest O/H dwarfs also fill the region of parameters occupied by the earlier known XMP gas-rich objects.

The issue of ‘clustering’ or the ‘local’ environment of void XMP dwarfs is difficult to describe in terms of a simple numerical parameter. We illustrate this property qualitatively, going from the strong and evident interaction, which indicates an advanced merger, to the opposite case of the confused isolation and absence of visible disturbing agent.

In the prototype XMP group, we have four members of the certain or probable mergers: one object is a member of an interacting pair and three galaxies are fairly well isolated dwarfs. Among the newly found XMP dwarfs, one (J1444+4242) belongs to a pair and another (J1440+3416) is a probable member of a void triplet. Two more objects are probable members of the distant periphery of a void group. The remaining six dwarfs are well isolated, despite the fact that three of them have distant neighbours marking probable elongated void structures. That is, in total, about a half or more of XMP void dwarfs do not show the presence of evident disturbing neighbours.

### Table 3. Parameters of new nearby void XMP dwarfs found with the BTA and SALT.

| IAU name | 12+log (O/H) (dex) | $M_{HI}/L_B$ | $\mu_{B,0,c}$ | $M_B$ (mag) | $r - \mu_0$ (mag) | $V_h$ (Mpc) | $D$ (Mpc) | $\log M_{HI}$ | $\log M_*$ | $B_{tot}$ (mag) | Notes |
|----------|-------------------|--------------|---------------|-------------|------------------|------------|----------|---------------|------------|----------------|-------|
| J0001+3222 | 7.15 ± 0.03$^a$ | 3.1 | 23.5 | $-12.86$ | 0.13 | 542 | 9.1 | 7.48 | 6.19 | 17.14 | AGC103567, PGC00083 |
| J0110-0000 | 7.00 ± 0.05$^a$ | 4.8 | 23.4 | $-11.54$ | 0.07 | 1137 | 15.9 | 7.53 | 5.66 | 19.58 | AGC114446$^a$ |
| J0112+0152 | 7.17 ± 0.05$^a$ | 1.9 | – | $-13.09$ | 0.04 | 1089 | 15.4 | 7.62 | 6.02 | 18.23 | AGC114584$^a$ |
| J0231+2542 | 7.19 ± 0.12$^a$ | 2.3 | 25.0 | $-12.45$ | 0.17 | 938 | 15.5 | 7.73 | 6.16 | 18.92 | AGC122400 |
| J0256+0248 | 6.96 ± 0.06$^b$ | 1.7 | 24 | $-11.58$ | 0.10 | 794 | 12.4 | 7.22 | 5.88 | 19.46 | AGC124629 |
| J1038-0352 | 7.15 ± 0.05$^a$ | 5.7 | 24 | $-10.59$ | 0.03 | 763 | 11.9 | 7.18 | 5.60 | 19.95 | AGC208397 |
| J1259-1924 | 7.20 ± 0.08$^b$ | 3.1 | 25 | $-12.16$ | 0.4 | 827 | 7.3 | 7.77 | 6.64 | 17.50 | PGC044681 |
| J1440+3416 | 7.23 ± 0.05$^a$ | 2.7 | 24 | $-13.28$ | 0.10 | 1489 | 21.7 | 7.90 | 6.62 | 18.45 | AGC249590$^a$ |
| J1444+4242 | 7.16 ± 0.04$^b$ | 1.3 | 24 | $-10.54$ | 0.25 | 634 | 10.9 | 6.53 | 5.71 | 19.11 | Pair with UGC9497 |
| J2103-0049 | 7.21 ± 0.05$^a$ | 1.3 | 24 | $-14.07$ | 0.38 | 1411 | 17.4 | 7.83 | 7.33 | 17.44 | PGC1133627 |

$^a$O/H derived via the strong-lines method by Izotov et al. (2019b, 2021), with a correction of $-0.01$ dex (see text).

$^b$This object has a value of $O_{32}$ that is too low in comparison with the ‘calibrator’ sample.

### 4.4 Issue of the reduced gas metallicity in void galaxies

Recently, McQuinn et al. (2020) discussed the relation, 12+log (O/H) versus $M_B$ for void galaxies – based on data from Pustilnik et al. (2016) and Kniazev, Egorova & Pustilnik (2018) – in comparison with that for the reference sample of the late-type LV galaxies in a more typical environment (Berg et al. 2012). They used for
comparison 49 void galaxies with O/H derived via the direct method. Their conclusion, based on a linear regression on the void sample data (their fig. 7, right), was that the reference and void sample relations are consistent with each other. This result implies that there is no significant difference in the average metallicity for a fixed luminosity of the void and reference sample galaxies.

We believe, however, that this issue needs a more advanced statistical analysis, which we perform below. To the naked eye, the void data in Fig. 1 (black solid octagons) reveal a clear asymmetry (i.e. a downward shift) in their distribution relative to the reference sample linear regression line (solid red line). Hence, a more advanced approach should check the null hypothesis of whether the distribution of void galaxy data is consistent with the regression line describing the trend of the reference sample galaxies. This can be readily checked with the Student criterion ($t$-statistics; see, e.g. Korn & Korn 1968); for more detail, see Bolshev & Smirnov (1983, pp. 23–25, 178). If the null hypothesis is rejected at the adopted confidence level, then the visible shift of O/H for the void galaxy sample can be treated as an estimate of the difference of the two sample ‘means’.

Our sample of galaxies in the Lynx–Cancer and Eridanus voids, with O/H(dir) from Pustilnik et al. (2016) and Kniazev et al. (2018), is different from that used by McQuinn et al. (2020). Namely, to the 30 galaxies from table 3 in Pustilnik et al. (2016), we add six galaxies with O/H(dir) from their table 2 and I Zw18, which is also included in the Lynx–Cancer void sample. The total number of galaxies with O/H(dir) in the two voids is 55 (37+18).

We apply the Student criterion to compare two samples via their residuals relative to the linear regression line for the reference sample (Sample 1). If we subtract the linear regression value for each data point of Sample 1, we obtain a related sample Sample 1’ of N1 = 38 points with mean $M1’ = 0$ and standard deviation $S1’ = 0.15$ dex in log(O/H), the latter value as given in Berg et al. (2012). For the void data (Sample 2, N2 = 55 points), for each galaxy with its absolute magnitude $M_b$, we compute the residual Δ log(O/H) of their real 12$+\log$ (O/H) relative to the Sample 1 regression line. These residuals comprise the Sample 2’ with its calculated mean $M2’ = -0.139 \pm 0.027$ dex and its standard deviation $S2’ = 0.1988$ dex. If both Sample 1’ and Sample 2’ have asymptotically normal distribution and the same value of the mean, then the absolute value of the difference of two sample means $|M1’ – M2’|$ divided by the combined standard deviation estimate $s_{1,2}$, $|M1’ – M2’|/s_{1,2}$ is distributed as $t$-statistics $t(Q, N1 + N2 − 2)$, where

$$s_{1,2} = \sqrt{\frac{(N1 + N2) \times (N1 \times (S1)^2 + N2 \times (S2)^2)}{N1 \times N2 \times (N1 + N2 - 2)}}. \tag{1}$$

Here, $Q$ is the probability that $t$ exceeds the selected value, related to the selected probability. With the numbers in hand, we calculate that $s_{1,2} = 0.03848$ and $|M1’ – M2’|/s_{1,2} = 0.139/0.03848 = 3.62$, which is also greater than the $t$-statistic of 3.62.

Figure 1. Positions of all galaxies with known direct O/H (black solid octagons), in the Lynx–Cancer (37 objects; Pustilnik et al. 2016) and Eridanus (18 objects; Kniazev et al. 2018) voids. The solid black line shows the linear regression on all 55 void galaxies. It is steeper than the reference relation (solid red line) of Berg et al. (2012). As a result, for more luminous galaxies, the difference with the reference sample is subtle. However, for the range of $M_b \geq -14$, the great majority of void galaxies sit well below the reference relation. Green empty octagons show void galaxies from PKPE20 and this work with O/H estimated via the strong-lines method of Izotov et al. (2019b). Blue octagons are void dwarfs with O/H(dir) from the literature and ‘strong-line’ O/H for several dwarfs in the Lynx–Cancer void. Three distant record-low XMP BCGs J0811+4730, J1234+3901 and J2229+2725 from papers by Izotov et al. (2018a, 2019a, 2021) are shown as purple stars for comparison. See discussion in Section 4.4.
Because this is larger than \( t(Q = 0.05 \text{ per cent}, N = 91) = 3.402 \) (table 3.2 of Bolshev & Smirnov 1983), this means that the \( t \)-criterion rejects the null hypothesis on the same ‘mean’ of Samples 1 and 2 at the confidence level of \( C = 1 - P = 0.999 \). The computed difference of the two means \(-0.139\) dex implies that void galaxies have a mean value of gas \( O/H \sim 30 \) per cent lower than the reference sample. While the above confidence level of 0.999 is high, there is a caveat in the test, as the assumption of normal distribution of log \( O/H \) residuals for the void galaxy sample is not justified.

Therefore, we additionally apply a non-parametrical statistical criterion ‘2 \( \times \) 2 contingency table’ (Bolshev & Smirnov 1983). This is often used in biology and applied studies. In Pustilnik et al. (1995) and Perepelitsyna, Pustilnik & Kniazev (2014), we described it in detail and used it in astronomy. The goal of the method is to check whether the two considered properties in a sample of objects are independent, or are related. In this test, we consider the reference sample galaxies and the void sample with \( O/H \text{(dir)} \) data as representatives of the common population.

The first property comprises \( Y \) (i.e. a void galaxy) and ‘without’ \( Y \) (i.e. a LV reference sample object). The second property comprises \( Z \), which has a log \( O/H \) residual \( > -0.15 \) dex (conditionally, ‘normal’ \( O/H \)), and ‘without’ \( Z \), which has this parameter \( < -0.15 \) dex (conditionally ‘low’ \( O/H \); i.e. a stronger outlier towards a smaller \( O/H \)). Then, to test the null hypothesis that the two properties in the sample are independent of each other, we must compose a \( 2 \times 2 \) table with the general format as in Table 4 (see the first panel).

Here, \( m, n - m, M - m, \) and \( N - n - (M - m) \) are the numbers of galaxies in the sample having the property combinations \((Y, Z), (Y, \text{not } Z), (\text{not } Y, Z)\), and \((\text{not } Y, \text{not } Z)\), respectively. As shown in Bolshev & Smirnov (1983, pp. 77–78), if the properties \( Y \) and \( Z \) are independent of each other, the probability of obtaining the contingency table with such numbers is described by a hypergeometric distribution. At \( N > 25 \), this can be well approximated by the so-called incomplete beta function \( I(x, a, b) \), where the parameters \( x, a, \) and \( b \) can be expressed in terms of the numbers in the \( 2 \times 2 \) contingency table by the formulas (27)–(30) in Bolshev & Smirnov (1983, p. 74). See also these formulas in the appendix of Pustilnik et al. (1995).

If there is no correlation between the properties \( Y \) and \( Z \), the occupation numbers in the contingency table should correspond to a low probability of rejecting the null hypothesis. For our choice, we have the following numbers (see Table 4).

The probability of the \( 2 \times 2 \) table, with the occupation numbers 34, 34, 21 and 4, calculated with the appropriate formulas for the incomplete beta function, corresponds to the confidence level of rejecting the null hypothesis of \( C = 0.9979 \). This implies that there is a statistical relation for our sample of galaxies between the property to reside in voids and the property to have a reduced metallicity relative to the reference sample objects with the same blue luminosity. Selecting the border between the ‘normal’ and ‘low’ \( O/H \) as a residual log \( O/H \geq -0.22 \) dex, we obtain a \( 2 \times 2 \) table with the occupation numbers 42, 38, 13 and 0. Its respective confidence level is \( C = 0.99967 \).

As PEPK20 and McQuinn et al. (2020) recently discussed, there can be various reasons for such a reduced metallicity. To elucidate the nature of this phenomenon, one needs detailed studies of a substantially large sample of such objects. However, independent of the results of such a study, there is clear evidence that this phenomenon is related to the residence in voids.

We illustrate in Fig. 1 the significance of the difference discussed above between the two samples. The reference relation for LV galaxies from Berg et al. (2012) is shown by a red solid line. The similar linear regression on 55 galaxies from the two mentioned voids with \( O/H \text{(dir)} \) is shown by a black solid line. We also show as green empty octagons the NVG galaxies from PKP20 and from this work, which have reliable \( O/H \) estimates \( O/H(s,c) \) via the strong-lines method of Izotov et al. (2019a) (see discussion in Appendix A1).

We recall that these NVG objects represent the pre-selected 60 dwarf galaxies, which are candidate XMP galaxies from the ‘complete’ subsample of 380 dwarfs with \( M_b > -14.3 \) in the NVG sample (PEPK20). Therefore, we do not compare this group with the reference sample. Their discovery just supports our earlier finding that among the lowest luminosity void dwarfs there exists a substantial fraction of gas-rich objects with highly reduced metallicity. While the amount of data on void galaxy metallicities has increased substantially, a discussion of the detailed distribution and possible connection with other parameters still awaits a larger data set.

### 4.5 Relation of void XMP dwarfs to very young galaxies

One of the goals of this project is the search for new unusual void dwarfs resembling very young galaxies (VYGs), as predicted by Tweed et al. (2018). They are defined as objects that formed more than half their stellar mass during the last 1 Gyr.

Two record-low XMP galaxies, \( 12 + \log(O/H) = 6.98 \) and 7.02 dex, found by Izotov et al. (2018a) and Izotov, Thuan & Guseva (2019a) show no tracers of the old stellar population. This fact is consistent with their extremely low metallicity if one suggests that both properties are related to the short time elapsed since the beginning of the main SF episode.

We arrived at a similar conclusion on the probable existence of young dwarfs in voids in our work devoted to the study the galaxy population of the Lynx–Cancer void (Perepelitsyna et al. 2014; Pustilnik et al. 2016). Probably it is not by chance that one of the most studied void XMP dwarfs assigned to the VYG type and the first prototype XMP dwarf is a blue compact galaxy I Zw18 = MRK 116 (Papaderos & Östlin 2012). Such actively star-forming blue and UV-excess objects have attracted attention in the course of pioneering surveys of the sky. However, such outstanding star-forming (candidate) VYGs are very rare. This follows from only a few findings of XMP objects from over the whole emission-line galaxy sample in the SDSS DR14 (Izotov et al. 2019b).

From the results of our search programme, we find that in the volume limited by the nearby voids (described in PTM19), the majority of the XMP dwarfs resembling the predicted VYGs are mostly blue LSB galaxies with a much lower SF efficiency than that in actively star-forming galaxies. Therefore, in the context of the search for VYGs, obtaining their census in the local Universe...
and comparison with model simulations, our project has a good perspective and deserves further development. While the least-massive dwarfs in voids still need more detailed predictions of their properties in model simulations, some general conclusions on the later formation of void galaxies are presented in Peper & Roukema (2021).

5 CONCLUSIONS

The NVG sample provides us with a new opportunity to search for the unusual XMP gas-rich dwarfs in voids. We performed the selection with the use of publicly available galaxy properties, based on their similarity to the properties of the known small group of XMP dwarfs. As a result, we formed a list of 60 void XMP candidates with the $M_B$ range of $[-10, -14.3]$ for their follow-up careful study. For 26 of them, we conducted spectroscopy with SALT, which resulted in the discovery of five new XMP dwarfs with $12+\log\, (\text{O/H}) \leq 7.21\, \text{dex}$. Here we present five more new XMP void dwarfs observed at the BTA and one XMP (J0110–0000) discovered at the BTA but first published in the paper on the SALT results. That is, to date we have discovered 10 new void XMP dwarfs. In addition, at both telescopes, we found 13 very metal-poor void dwarfs with $7.24\, \text{dex} \leq 12+\log\, (\text{O/H}) \leq 7.33\, \text{dex}$. Summarizing the presented results and the related discussion, we draw the following conclusions.

(i) In the framework of the ongoing project to search for new unusual void dwarfs among the pre-selected 60 XMP candidates residing in nearby voids, using the BTA we perform long-slit spectroscopy of 20 candidates in addition to 26 galaxies already observed at SALT. Two of these 20 objects are common with those observed at SALT.

(ii) For 16 of 20 galaxies observed at the BTA, we derive estimates of their gas $\text{O/H}$. Only two of them have a ‘normal’ $12+\log\, (\text{O/H})$ for their luminosity, both of $7.89\, \text{dex}$. The remaining 14 of our void galaxies, with $12+\log\, (\text{O/H}) \leq 7.33\, \text{dex}$, appear very metal-poor. Six of them, with $12+\log\, (\text{O/H}) = 7.00–7.23\, \text{dex}$, fall into the category of XMP galaxies, defined here as objects with $Z_{\text{gas}} \leq Z_{\odot}/30$. Of them, J0110–0000, already presented in our previous paper PKP20, was initially found using the BTA.

(iii) The $\text{O/H}$ values of void XMP dwarfs are reduced by a factor of $2.5–4$ relative to the expected values for similar galaxies in the LV reference sample of Berg et al. (2012). Their colours show a significant scatter. However, for half of them, we find blue colours of outer parts and extremely large gas-mass fraction $(0.97–0.99)$. These properties are similar to those of the prototype XMP group, including those from the Lynx–Cancer void. This finding extends the group of nearby candidates for VYGs to a dozen and allows us to better study their statistical properties, including their similarity and diversity.

(iv) The remaining eight new void dwarfs, with measured values of $\text{O/H}$, fall in the adjacent range of $12+\log\, (\text{O/H}) = 7.24–7.33\, \text{dex}$. Such low metallicity dwarfs are still very rare, especially in the LV and the adjacent space. The division to XMP objects as those with $Z \leq Z_{\odot}/30$ is conditional. It will not be surprising if similar objects will be identified in the group of slightly less metal-poor galaxies. More detailed studies of this group will give insights into their evolutionary state and the possible relation to the most extreme XMP representatives.

(v) In Table 3, we summarize some of the known parameters of all 10 nearby void XMP dwarfs found to date at SALT and BTA. The comprehensive multiwavelength study of the XMP void dwarfs already found will advance our understanding of galaxy formation and evolution and the specifics of star formation in such atypical conditions. This will also provide chances to confirm the discovery of the predicted rare VYGs.
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Figure S1. Finding charts of void XMP candidates from the BTA programme with slit positions superimposed.

Figure S2. Finding charts of void XMP candidates from the BTA programme with slit positions superimposed.

Figure S3. Finding charts of the three galaxies not included in the NVG sample observed at the BTA, with slit positions superimposed.

Figure S4. 1D spectra of void XMP candidates obtained with the BTA.

Figure S5. 1D spectra of void XMP candidates obtained with the BTA.
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APPENDIX A: CHECK OF THE STRONG-LINES AND SEMI-EMPIRICAL METHODS OF IZOTOV ET AL.

A1 The strong-lines method

To compare O/H derived via the strong-lines method of Izotov et al. (2019b), we selected only data where the good S/N lines [O III] λ5007 and [O II] λ3727 were both available in the spectra.
In particular, we selected 15 of 66 regions in table A.2 of Izotov et al. (2019b), based purely on the SDSS DR14 spectra, as satisfying our criteria. We added 71 data points for 43 regions from the literature and this work, which include the great majority of published direct O/H estimates with $12 + \log(O/H) \leq 7.5$ dex and the accuracy of $\sigma \log(O/H) \leq 0.08$–0.09 dex. They include, among others, three record-low metallicity XMP objects from Izotov et al. (2018a, 2019a, 2021) and four regions in DDO68 from Pustilnik, Kniazev & Pramik (2005), Pustilnik et al. (2008), Izotov & Thuan (2007), Izotov et al. (2012), Berg et al. (2012) and Annibali et al. (2019): Little Cub (Hsyu et al. 2017), Leo P (Skillman et al. 2013), J0926+3343 (Pustilnik et al. 2010) and AGC198961 (Hirschauer et al. 2016). Data for two regions of IZw18 are adopted from Izotov & Thuan (1998), for several regions in both SBS0335–052W and SBS0335–052E from Thuan & Izotov (2005), Papaderos et al. (2006) and Izotov et al. (2009), for UGC7772 from Izotov et al. (2006b, 2012) and Izotov & Thuan (2007) and for two regions in UGC292 from van Zee (2000). For other objects with $12 + \log(O/H) \leq 7.5$ dex, the data are retrieved from Izotov et al. (2006a, 2012, 2016, 2020), Pustilnik et al. (2003, 2006) and Guseva et al. (2009).

In Fig. A1 we plot the differences of log $(O/H)(s) – log(O/H)(dir)$ versus $12 + log(O/H)(dir)$ for 86 points (different observations) of 55 different H II regions in 37 galaxies with $12 + log(O/H) < 7.5$ dex. In several popular XMP galaxies such as IZw18, SBS0335–052E, SBS0335–052W and DDO68, O/H values in their H II regions were obtained on several independent observations.

The slope of the linear regression does not differ from zero within uncertainties. Because there is no trend of log $(O/H)(s) – log(O/H)(dir)$ with $12 + log(O/H)(dir)$ in the considered range of O/H, we estimate the mean value of log $(O/H)(s) – log(O/H)(dir)$ on the whole sample. The horizontal dash-dotted line shows the weighted mean (+0.011 ± 0.0044 dex) with the weighted rms of 0.041 dex on all 86 points. This difference is a little smaller than the similar value of +0.04 dex from paper of Izotov et al. (2019b). Due to larger statistics and the use of the weighted mean, our value of the offset of $12 + log(O/H)(s)$ relative to $12 + log(O/H)(dir)$ should be more reliable. Therefore, in statistical studies, where both types of O/H are used, O/H(s) and O/H(dir), in order to minimize possible bias, we suggest the use of the parameter $12 + log(O/H)(s,c) = 12 + log(O/H)(s) – 0.011$ dex.

It is worth mentioning that the great majority of our studied void dwarf galaxies have spectra with low excitation. Therefore, to apply the suggested correction to our new XMP void dwarfs, it is useful to check the absence of possible bias among the control sample of XMP galaxies with known O/H(dir) and those with ‘low’ log $(O/\delta_2)$. Accounting for the whole range of log $(O/\delta_2)$ of $[-0.3, +1.7]$ for the used 86 points, we choose the lower 1/3 of the range, that is $-0.3 < log(O/\delta_2) < 0.35$ (or $O/\delta_2 < 2.24$). All our new XMP void galaxies have that low $O/\delta_2$. The respective 19 points with log $(O/\delta_2) < 0.35$ of the whole 86 points are shown by blue symbols in Fig. A1. Their weighted mean of $-0.002 ± 0.010$ dex does not differ within its uncertainty from the general weighted mean of $+0.011$ dex. Therefore, for our low-$O/\delta_2$ new void XMP galaxies, we use the parameter $12 + log(O/H)(s,c)$ defined above.

A2 The sem-empirical method

As mentioned in Section 3, the values of $T_e$ calculated via the direct method (i.e. with the use of auroral line [O III]λ4363) and those calculated with $R_{23}$ within the se method (Izotov & Thuan 2007) can differ by thousands of K and this might lead to a bias in the values of O/H derived via the se method relative to those of the direct method.

The difference in estimates of $T_e$ can be related to the large range of the ionization parameter $U$. For a given value of $R_{23}$, $U$ can vary by two to three orders of magnitude for H II regions in various galaxies but this is not accounted for in the se method.

Another factor affecting the scatter of the estimate of $T_e$ via $R_{23}$ can be the range of the effective temperatures $T_{eff}$ of the central ionizing star (or cluster) or the related parameter (i.e. the hardness of ionizing flux).

However, as demonstrated by Skillman (1989, see his fig. 9) with models of H II regions (the range of $U = 0.0001–0.1$ and the central star $T_{eff}$ of 38 000, 45 000 and 55 000 K), the most important factor determining the ionized gas temperature $T_e$ is $U$. In his grid, the variation of $U$ results in the largest variations of $T_e$ at $T_{eff}$ of 55 000 (from ~8000 K for $12 + log(O/H) = 7.22$ dex to ~4000 K at $12 + log(O/H) = 7.92$ dex).

For the central star with $T_{eff}$ of 38 000 K, the range of $T_e$ variations is smaller: from ~4500 K at $12 + log(O/H) = 7.22$ dex to ~2500 K at $12 + log(O/H) = 7.92$ dex. At the same time, at the fixed value of $U$, the dependence of $T_e$ on $T_{eff}$ (between 38 000 and 55 000 K) is small for the lowest $U = 0.0001$ (with the range of the variance of 1000–1500 K) and substantially larger for the highest values of $U = 0.1$ (range of the variance of ~3000 K).

The check of the effect of hardness to the empirical estimate of $T_e$ from observational data is outside the scope of this work. However, we can try to follow the possible effect of $U$ on $T_e$ based on the large amount of data available in the literature. To do this at a first approximation, we draw the relation between the difference $\delta t_e (dir,R_{23})$ of the two $t_e$ estimates (hereafter $t_e = T_e/10000$; $t_e(dir)$ and of $t_e(R_{23})$ (derived with the se method of Izotov & Thuan 2007) and log $(O/\delta_2)$. Parameter $O/\delta_2$ is defined as the flux ratio of the lines [O III]λ5007 and [O III]λ3727. $O/\delta_2$ is an observational proxy of $U$ (e.g. Skillman 1989, fig. 7; McGaugh 1991).

In Fig. A2 we show a set of $\delta t_e (dir,R_{23})$ for 174 different measurements (135 H II regions in 116 galaxies) versus their parameter log $(O/\delta_2)$. Their gas $12 + log(O/H)$ and parameter log $(O/\delta_2)$ are distributed in wide ranges: 6.98–8.13 dex, −0.4 to +1.7, respectively. The data are collected from the papers already cited in Appendix A1 for the lowest O/H objects – some of them include data for objects with $12 + log(O/H)(dir) > 7.5$ dex and from several additional papers for galaxies with $12 + log(O/H)(dir) > 7.5$ dex. They include...
respective linear regression. Therefore, the application of such a correction to \( t_e(R_{23}) \) bears a substantial additional error in \( t_e \) and, in turn, into an estimate of O/H. Fortunately, a purely empirical formula involving both \( R_{23} \) and \( O_{32} \), suggested by Izotov et al. (2019b) (the so-called strong-lines method), approximates the O/H of H II regions well in this lowest metallicity domain, adding only \( \sigma \sim 0.04 \) dex into the related uncertainty of 12+log(O/H) (see Appendix A1).

For the range of 12+log(O/H) < 7.5 dex, we adopt the linear regression in the bottom panel as

\[
\delta t_e(R_{23}) = +0.4463 \times \log(O_{32}) - 0.1886, \tag{A1}
\]

with the rms = 0.116 K about this line, \( \sigma(\text{slope}) = 0.026 \) and \( \sigma(\text{constant}) = 0.0176 \) K. As one can see, \( \delta t_e(R_{23}) \) is close to zero at \( \log(O_{32}) \sim 0.46 \) (or \( O_{32} \sim 2.9 \)). For the range of \( \log(O_{32}) \sim 0.26–0.66 \), \( \delta t_e(R_{23}) \) falls within \( \pm 0.1 \) K, which corresponds to the formal accuracy of the original se method (Izotov & Thuan 2007). That is, the original se method can give an acceptable estimate of \( t_e(R_{23}) \) for \( O_{32} \sim 1.8–4.6 \). For \( O_{32} \) outside this range, the systematic error in the estimate of \( t_e(R_{23}) \) becomes larger, reaching \(-0.4 \) K and \(+0.5 \) K at the extreme low and high values of \( O_{32} \).

Thus, in order to use the se method of Izotov & Thuan (2007) in the whole range of the observed excitation parameter \( O_{32} \), one should modify the original formula for \( t_e \) from Izotov & Thuan (2007):

\[
t_e = -1.3685 \times \log(R_{23}) + 2.6258, \tag{A2}
\]

adding the term \( \log(O_{32}) \) from equation (A1) as follows:

\[
t_e = -1.3685 \times \log(R_{23}) + 2.4372 + 0.4463 \times \log(O_{32}). \tag{A3}
\]

As for the range of 12+log(O/H) < 7.5, there is still a need for a better estimate of \( t_e \), as the strong-lines method assumes the use of corrected intensities of strong lines, which in turn depend on the adopted value of \( t_e \). In Fig. A3, we show linear and quadratic fits of \( \delta t_e \) versus \( O_{32} \) for 63 points with 12+log(O/H) < 7.5. As can be seen, there is a flattening in this relation for values of \( O_{32} \) < 0.5, which the parabolic fit catches better. Indeed, although its rms scatter remains large, it certainly reduces relative to that for the linear regression (0.227 versus 0.25 K). Therefore, for the range of 12+log(O/H) < 7.5, we adopt an alternative formula for \( t_e \), including the quadratic fit in Fig. A3:

\[
t_e = -1.3685 \times \log R_{23} + 2.561 - 0.199 \times \log O_{32} + 0.437 \times (\log O_{32})^2. \tag{A4}
\]
The small values of $\delta t$ for the lowest O/H range and $\log O_{32} < 0.5$, imply that the se method in this range of parameters should work without the substantial systematics. Similarly to the analysis in Izotov et al. (2019b), we limit the range of $12+\log(O/H) < 7.4$, in order to have an opportunity to directly compare our results with theirs. In Fig. A4, we plot the difference of $\log(O/H)_{\text{mse}} - \log(O/H)_{\text{dir}}$ and $\log(O/H)_{\text{se}} - \log(O/H)_{\text{dir}}$, respectively, versus $12+\log(O/H)$ on all available data. The inclined solid lines in both plots show the fitted linear regressions. In both cases, the slope does not differ significantly from zero. Therefore, we calculate the weighted means (blue dotted lines) as a measure of the mean difference of the mse and se methods relative to $12+\log(O/H)_{\text{dir}}$ in this O/H range. They are $-0.008 \pm 0.010$ dex for the mse method, and $+0.012 \pm 0.017$ dex for the se method. The rms scatter for both methods is very close, of $\sim 0.093$ dex. We notice that for the se method, Izotov et al. (2019b) give the mean difference of $\log(O/H)_{\text{se}} - \log(O/H)_{\text{dir}}$ is $\sim +0.012$ dex with the rms scatter of $\sim 0.093$ dex.

Despite the above conclusion of a small difference of $(O/H)_{\text{se}}$ and $(O/H)_{\text{dir}}$ in the lowest O/H range, in a wider range of O/H the difference is well traced. We illustrate this situation with the original se method in Fig. A5. Here the differences of $\log(O/H)_{\text{se}} - \log(O/H)_{\text{dir}}$ are plotted versus $12+\log(O/H)_{\text{dir}}$. The total range of parameter $\log O_{32}$ from $-0.4$ to $\sim 1.7$ is divided into three ranges ($-0.4$, $+0.2$, $+0.2$, $+0.8$; and $+0.8$, $+1.7$). The points for the lower, higher and intermediate $\log O_{32}$ ranges are shown in blue, red and black, respectively. Now it is clearly seen that the lowest $\log O_{32}$ points show the systematically reduced O/H relative to $\log(O/H)_{\text{dir}}$, which appear smallest for the lowest $12+\log(O/H) \approx 7.3$, but $\sim 0.2$ dex lower than $\log(O/H)_{\text{dir}}$ for $12+\log(O/H) \gtrsim 8.0$. For points with high $\log O_{32}$, the estimates of $\log(O/H)_{\text{se}}$ appear systematically elevated relative to $\log(O/H)_{\text{dir}}$. For the lowest O/H, $12+\log(O/H) \approx 7.3$, they show large scatter but the mean difference of $\sim 0.05$ dex. For $12+\log(O/H) \approx 8.0$ dex, the mean difference is $\sim +0.2$ dex.

The se method, based on the modified equations (A3) and (A4) for the estimate of $T_e$, which includes the $\log O_{32}$ term, allows us to remove the systematics inherent to the original se method by Izotov & Thuan (2007), as illustrated in Fig. A5 (bottom panel). As can be seen, blue and red points show the even scatter on the linear regression line drawn on the whole sample. Moreover, as a result of the removal of systematics, the general scatter on the linear regression is reduced substantially: from rms $= 0.125$ dex in Fig. A5 (top; original se method) to rms $= 0.090$ dex for the mse method. This indicates that the addition of a term with $\log O_{32}$ to the original formula for $T_e$ from Izotov & Thuan (2007) indeed improves the accuracy of O/H for the indicated O/H range for a wide range of $O_{32}$.

For the practical use of the mse method, it is necessary to fit a relation of $12+\log(O/H)_{\text{dir}}$ versus $12+\log(O/H)_{\text{mse}}$ ($Y$ versus $X$ in
the equation below) as follows:
\[
Y = 0.960(\pm0.024) X + 0.318(\pm0.184).
\] (A5)

The rms scatter of 143 analysed points on the linear regression is 0.090 dex. Over the range of 12+log O/H(mse) = 7.0–8.1 dex, the related correction, that is log (O/H)(dir) − log (O/H)(mse), varies between +0.038 and −0.006 dex, respectively. We call the parameter \(Y\), calculated in equation (A5), a corrected log O/H(mse, c) and apply it in further O/H estimates as a well approximating log O/H(dir) without an additional offset. The intrinsic accuracy of log O/H(mse, c) is 0.09 dex.

The residual scatter between 12+log O/H(mse) and 12+log O/H(dir) can be attributed partly to the accuracy of the original O/H(dir), and partly to the unaccounted factor of the ionizing radiation hardness. It is clear from the models (e.g. Skillman 1989) that its effect on \(T_e\) can be comparable, in principle, with the effect of the ionization parameter \(U\) (or of its proxy \(O_{32}\)). However, there are very few data on the radiation hardness in various H II regions. Because of various selection effects inherent to samples with the sufficiently strong line [O III] \(\lambda4363\), used for O/H(dir), their hardness parameter falls into a range that is not that wide. The above scatter could also arise from differences in the method used to estimate the extinction coefficient \(C(H\beta)\) (affecting \(O_{32}\)) and the value of EW(abs) (affecting \(R_{23}\)) that were used in our analysis of spectra from the literature.

For the majority of our void galaxy spectra, the value of log \(O_{32}\) falls below 0.5. Therefore, one expects some corrections of \(T_e\) calculated in papers by Pustilnik et al. (2016, 2020b) and Kniazev et al. (2018), with the original se method, with a related small correction of \(\Delta\log (O/H)\). We employ this mse method and present in Tables B1–B7 the O/H estimates derived with this method, with O/H(mse, c) for comparison derived with other methods.

### APPENDIX B: TABLES WITH LINE FLUXES AND DERIVED PARAMETERS

The tables in this appendix include the measured line fluxes \(F(\lambda)\) (relative to the flux of H\(\beta\)) and the line intensities \(I(\lambda)\), corrected for extinction and the underlying stellar Balmer absorption, with their errors.

The tables also include the measured EWs of the H\(\beta\) emission line and the derived parameters: the extinction coefficient \(C(H\beta)\), the equivalent width of the underlying stellar Balmer absorptions EW(abs), the electron temperatures \(T_e(\text{O III})\) – estimated with the mse method (see Appendix A2) – in case it was impossible with the direct method – and \(T_e(\text{O II})\), corresponding to two zones of oxygen ionization. We also present the derived oxygen abundances in two stages of ionization and the total value of O/H, including its value in units of 12+log (O/H) as derived either via the direct method or the mse method, when [O III] \(\lambda4363\) was not detected.

For the range of 12+log (O/H) < 7.5 dex, we also present O/H(s,c) and O/H(se,c) as described in Appendices A1 and A2. The flux in the emission line H\(\beta\) is in units of \(10^{-16}\) erg s\(^{-1}\)cm\(^{-2}\). Its error reflects the measurement uncertainty only and does not include probable loss on the slit. Electron densities \(n_e\) in H II regions could not be estimated when the doublet [S II] \(\lambda\lambda6716, 6730\) was outside the observed wavelength range. In this case, we adopted \(n_e\) to be 10 per cm\(^3\), typical of H II regions in dIrr galaxies.
Table B1. Measured and corrected line intensities, and derived oxygen abundances.

| λ0 (Å) Ion | PGC000083a = J0011+3222b | PGC000083b = J0011+3222b | PiscesA = J0014+1048 |
| --- | --- | --- | --- |
| 3727 [O II] | F(λ)/F(Hβ) | I(λ)/I(Hβ) | F(λ)/F(Hβ) | I(λ)/I(Hβ) | F(λ)/F(Hβ) | I(λ)/I(Hβ) |
| 1.768 ± 0.138 | 0.612 ± 0.105 | 0.664 ± 0.120 | 1.196 ± 0.098 | 1.182 ± 0.108 |
| 4101 Hδ | 0.190 ± 0.028 | 0.287 ± 0.056 | 0.161 ± 0.019 | 0.297 ± 0.044 |
| 4340 Hγ | 0.352 ± 0.023 | 0.475 ± 0.042 | 0.402 ± 0.028 | 0.475 ± 0.042 | 0.359 ± 0.025 | 0.457 ± 0.039 |
| 4861 Hβ | 1.000 ± 0.049 | 1.000 ± 0.055 | 1.000 ± 0.055 | 1.000 ± 0.053 | 1.000 ± 0.040 | 1.000 ± 0.045 |
| 4959 [O III] | 0.264 ± 0.020 | 0.222 ± 0.020 | 0.498 ± 0.027 | 0.474 ± 0.027 | 0.551 ± 0.021 | 0.497 ± 0.021 |
| 5007 [O III] | 0.880 ± 0.035 | 0.741 ± 0.035 | 1.360 ± 0.056 | 1.287 ± 0.056 | 1.689 ± 0.059 | 1.519 ± 0.058 |
| 6563 He | 3.196 ± 0.118 | 2.725 ± 0.130 | – | – | 3.264 ± 0.103 | 2.752 ± 0.104 |
| 6717 [S II] | 0.281 ± 0.022 | 0.230 ± 0.022 | – | – | – | – |
| 6731 [S II] | 0.179 ± 0.020 | 0.147 ± 0.020 | – | – | – | – |
| C(Hβ) dex | 0.04 ± 0.05 | 0.17 ± 0.06 | 0.12 ± 0.04 |
| EW(abs) Å | 3.10 ± 0.27 | 2.30 ± 0.76 | 3.85 ± 0.37 |
| F(Hβ) | 1.68 ± 0.06 | 1.40 ± 0.04 | 7.76 ± 0.21 |
| EW(Hβ) Å | 17 ± 1 | 54 ± 2 | 38 ± 1 |
| T_e(OIII)/(K) | 21033 ± 1107 | 20128 ± 1116 | 18478 ± 1059 |
| T_e(OII)/(K) | 15971 ± 284 | 15619 ± 67 | 14934 ± 89 |
| N_e(S II)/(cm^-3) | 10 ± 10 | 10 ± 10 | 10 ± 10 |
| O^+/H^+ (x 10^5) | 1.148 ± 0.124 | 0.532 ± 0.096 | 1.086 ± 0.101 |
| O^++/H^+ (x 10^5) | 0.373 ± 0.042 | 0.745 ± 0.088 | 1.021 ± 0.131 |
| O/H (x 10^5) | 1.521 ± 0.131 | 1.277 ± 0.131 | 2.107 ± 0.165 |
| 12+log(O/H)(mse,c) | 7.19 ± 0.10 | 7.12 ± 0.10 | 7.33 ± 0.10 |
| 12+log(O/H)(sc,c) | 7.25 ± 0.10 | 7.05 ± 0.10 | 7.29 ± 0.10 |
| 12+log(O/H)(s,c) | 7.17 ± 0.05 | 7.13 ± 0.05 | 7.26 ± 0.05 |

Table B2. Measured and corrected line intensities, and derived oxygen abundances.

| λ0 (Å) Ion | AGC411446 = J0110+00000 | PiscesB = J0119+1107 | AGC122400 = J0231+3542 |
| --- | --- | --- | --- |
| 3727 [O II] | F(λ)/F(Hβ) | I(λ)/I(Hβ) | F(λ)/F(Hβ) | I(λ)/I(Hβ) | F(λ)/F(Hβ) | I(λ)/I(Hβ) |
| 0.918 ± 0.108 | 2.551 ± 0.149 | 2.327 ± 0.169 | 1.600 ± 0.750 | 1.192 ± 0.664 |
| 4340 Hγ | 0.227 ± 0.024 | 0.386 ± 0.058 | 0.300 ± 0.062 | 0.446 ± 0.143 | 0.114 ± 0.059 | 0.448 ± 0.464 |
| 4861 Hβ | 1.000 ± 0.044 | 1.000 ± 0.055 | 1.000 ± 0.055 | 1.000 ± 0.091 | 1.000 ± 0.202 | 1.000 ± 0.340 |
| 4959 [O III] | 0.282 ± 0.033 | 0.239 ± 0.033 | 0.300 ± 0.025 | 0.258 ± 0.025 | 0.543 ± 0.138 | 0.361 ± 0.137 |
| 5007 [O III] | 0.848 ± 0.044 | 0.717 ± 0.044 | 1.006 ± 0.051 | 0.862 ± 0.051 | 1.657 ± 0.263 | 1.097 ± 0.261 |
| 6548 [N II] | 0.033 ± 0.065 | 0.028 ± 0.065 | – | – | – | – |
| 6563 He | 3.111 ± 0.141 | 2.711 ± 0.158 | – | – | – | – |
| 6584 [N II] | 0.102 ± 0.079 | 0.086 ± 0.079 | – | – | – | – |
| 6717 [S II] | 0.171 ± 0.087 | 0.144 ± 0.087 | – | – | – | – |
| 6731 [S II] | 0.080 ± 0.078 | 0.068 ± 0.078 | – | – | – | – |
| C(Hβ) dex | 0.00 ± 0.06 | 0.08 ± 0.04 | 0.15 ± 0.04 |
| EW(abs) Å | 3.65 ± 0.34 | 2.50 ± 1.00 | 4.50 ± 1.25 |
| F(Hβ) Å | 1.09 ± 0.03 | 7.19 ± 0.27 | 0.48 ± 0.04 |
| EW(Hβ) Å | 20 ± 1 | 16 ± 1 | 9 ± 1 |
| T_e(OIII)/(K) | 22319 ± 1187 | 19673 ± 1086 | 19793 ± 2972 |
| T_e(OII)/(K) | 16271 ± 248 | 14947 ± 67 | 14938 ± 228 |
| N_e(S II)/(cm^-3) | 10 ± 10 | 10 ± 10 | 10 ± 10 |
| O^+/H^+ (x 10^5) | 0.551 ± 0.081 | 2.133 ± 0.158 | 1.094 ± 0.781 |
| O^++/H^+ (x 10^5) | 0.329 ± 0.038 | 0.496 ± 0.062 | 0.638 ± 0.236 |
| O/H (x 10^5) | 0.880 ± 0.090 | 2.629 ± 0.170 | 1.732 ± 0.816 |
| 12+log(O/H)(mse,c) | 6.96 ± 0.10 | 7.43 ± 0.10 | 7.25 ± 0.20 |
| 12+log(O/H)(sc,c) | 6.95 ± 0.10 | 7.42 ± 0.10 | 7.18 ± 0.20 |
| 12+log(O/H)(s,c) | 7.00 ± 0.05 | 7.31 ± 0.05 | 7.19 ± 0.12 |
Table B3. Measured and corrected line intensities, and derived oxygen abundances.

| $\lambda_0$ (Å) Ion | J0823+1758 | AGC239144 = J1349+3544 | AGC249590 = J1440+3416 |
|------------------|----------|-----------------|-----------------|
|                  | $F(\lambda)/F(H\beta)$ | $I(\lambda)/I(H\beta)$ | $K(\lambda)/K(H\beta)$ | $F(\lambda)/F(H\beta)$ | $I(\lambda)/I(H\beta)$ | $K(\lambda)/K(H\beta)$ |
| 3727 [O II]      | 1.807 ± 0.149 | 1.908 ± 0.173 | 2.575 ± 0.384 | 2.180 ± 0.397 | 1.471 ± 0.136 | 1.478 ± 0.150 |
| 4010 Hδ          | 0.143 ± 0.020 | 0.245 ± 0.043 |
| 4340 Hγ          | 0.381 ± 0.025 | 0.478 ± 0.041 | 0.181 ± 0.038 | 0.332 ± 0.099 | 0.397 ± 0.027 | 0.481 ± 0.039 |
| 4861 Hβ          | 1.000 ± 0.039 | 1.000 ± 0.045 | 1.000 ± 0.066 | 1.000 ± 0.082 | 1.000 ± 0.036 | 1.000 ± 0.040 |
| 4599 [O III]     | 0.454 ± 0.027 | 0.415 ± 0.026 | 0.323 ± 0.044 | 0.273 ± 0.044 | 0.357 ± 0.021 | 0.328 ± 0.021 |
| 5007 [O III]     | 1.514 ± 0.053 | 1.376 ± 0.053 | 0.857 ± 0.062 | 0.726 ± 0.062 | 1.178 ± 0.038 | 1.077 ± 0.038 |
| 6584 [N II]      | 0.084 ± 0.025 | 0.071 ± 0.025 | -              | -              | -              | -              |
|                  | 3.387 ± 0.103 | 2.760 ± 0.100 | 3.177 ± 0.295 | 2.787 ± 0.332 | 3.201 ± 0.110 | 2.741 ± 0.111 |

Table B4. Measured and corrected line intensities, and derived oxygen abundances.

| $\lambda_0$ (Å) Ion | J1444+4242a | J1444+4242b | PG2081790 = J1447+3630 |
|------------------|----------|----------|-----------------|
|                  | $F(\lambda)/F(H\beta)$ | $I(\lambda)/I(H\beta)$ | $K(\lambda)/K(H\beta)$ | $F(\lambda)/F(H\beta)$ | $I(\lambda)/I(H\beta)$ | $K(\lambda)/K(H\beta)$ |
| 3727 [O II]      | 1.162 ± 0.088 | 1.070 ± 0.092 | 1.233 ± 0.115 | 1.161 ± 0.120 | 1.868 ± 0.061 | 1.709 ± 0.063 |
| 3967 [Ne III] + H7 | -        | -        | -              | -              | 0.109 ± 0.017 | 0.226 ± 0.046 |
| 4101 Hδ          | 0.132 ± 0.017 | 0.273 ± 0.048 | 0.110 ± 0.016 | 0.212 ± 0.043 | 0.195 ± 0.018 | 0.299 ± 0.034 |
| 4340 Hγ          | 0.317 ± 0.025 | 0.441 ± 0.045 | 0.416 ± 0.024 | 0.477 ± 0.035 | 0.338 ± 0.018 | 0.428 ± 0.029 |
| 4861 Hβ          | 1.000 ± 0.032 | 1.000 ± 0.038 | 1.000 ± 0.035 | 1.000 ± 0.042 | 1.000 ± 0.024 | 1.000 ± 0.028 |
| 4599 [O III]     | 0.471 ± 0.024 | 0.419 ± 0.024 | 0.278 ± 0.026 | 0.253 ± 0.026 | 0.530 ± 0.013 | 0.485 ± 0.013 |
| 5007 [O III]     | 1.403 ± 0.045 | 1.248 ± 0.045 | 0.877 ± 0.036 | 0.797 ± 0.036 | 1.616 ± 0.036 | 1.478 ± 0.036 |
| 6563 Hα          | -        | -        | -              | -              | 2.865 ± 0.057 | 2.756 ± 0.066 |

C(Hβ) dex          | 0.04 ± 0.04 | 0.04 ± 0.05 | 0.00 ± 0.03 |
EW(abs) Å           | 2.50 ± 0.25 | 1.25 ± 0.22 | 4.70 ± 0.41 |
$F(\lambda)/F(H\beta)$ | 0.77 ± 0.02 | 0.56 ± 0.02 | 1.78 ± 0.03 |
EW(HeII) Å          | 21 ± 4     | 13 ± 3    | 50 ± 1       |
$T_e$(O III)(K)     | 19,443 ± 1060 | 21,189 ± 1113 | 17,909 ± 1016 |
$T_e$(O II)(K)      | 14,958 ± 36  | 16,011 ± 279 | 14,867 ± 156  |
$T_e$(O II)(K)      | 14,958 ± 36  | 16,011 ± 279 | 14,867 ± 156  |
$N_e$(S II)(cm$^{-3}$) | 10 ± 10    | 10 ± 10   | 10 ± 10      |
O$^+$H$^+$(× 10$^5$) | 0.978 ± 0.085 | 0.864 ± 0.100 | 1.592 ± 0.078 |
O$^+$H$^+$(× 10$^5$) | 0.757 ± 0.090 | 0.400 ± 0.045 | 1.065 ± 0.135 |
O/H$^+$× 10$^5$     | 1.736 ± 0.123 | 1.265 ± 0.109 | 2.657 ± 0.156 |
12+log(O/H)(mse,c)  | 7.25 ± 0.10  | 7.12 ± 0.10  | 7.43 ± 0.10   |
12+log(O/H)(se,c)   | 7.18 ± 0.10  | 7.08 ± 0.10  | 7.40 ± 0.11   |
12+log(O/H)(s,c)    | 7.20 ± 0.05  | 7.11 ± 0.05  | 7.32 ± 0.04   |
Table B5. Measured and corrected line intensities, and derived oxygen abundances.

| λ0 (Å) Ion | J1522+4201 | J2103-0049 | AGC321307 = J2214+2540 |
|------------|------------|------------|-------------------------|
| 3727 [O II] | 2.481 ± 0.169 | 2.191 ± 0.171 | 1.621 ± 0.084 |
| 4340 Hα | 0.208 ± 0.026 | 0.314 ± 0.065 | – |
| 4861 Hβ | 1.000 ± 0.037 | 1.000 ± 0.037 | 1.000 ± 0.033 |
| 4959 [O III] | 0.390 ± 0.028 | 0.344 ± 0.028 | 0.311 ± 0.011 |
| 5007 [O III] | 1.026 ± 0.037 | 0.906 ± 0.037 | 0.913 ± 0.026 |
| 6563 Hα | 3.000 ± 0.087 | 2.736 ± 0.102 | 2.767 ± 0.066 |
| C(Hβ) dex | 0.00 ± 0.04 | 0.00 ± 0.03 | 0.01 ± 0.10 |
| EW(abs) Å | 2.30 ± 0.68 | 2.10 ± 0.16 | 0.05 ± 0.61 |
| F(Hβ) Å | 0.77 ± 0.02 | 0.50 ± 0.01 | 0.55 ± 0.04 |
| EW(Hβ) Å | 17.4 ± 0.55 | 2.04 ± 0.04 | 3.09 ± 0.25 |
| T_e(O III)(K) | 19.435 ± 1080 | 20085 ± 1034 | 13512 ± 1212 |
| T_e(O II)(K) | 14958 ± 36 | 14911 ± 116 | 13014 ± 836 |
| N_e(S II)(cm^{-3}) | 10 ± 10 | 10 ± 10 | 10 ± 10 |
| O^+ / H^+ (× 10^{3}) | 2.003 ± 0.157 | 1.472 ± 0.086 | 3.939 ± 1.048 |
| O^++ / H^+ (× 10^{5}) | 0.569 ± 0.069 | 0.511 ± 0.055 | 3.800 ± 0.965 |
| O/H (× 10^{5}) | 2.572 ± 0.172 | 1.983 ± 0.103 | 7.739 ± 1.424 |
| 12+log(O/H)(mse,c) | 7.42 ± 0.10 | 7.31 ± 0.09 | 7.89 ± 0.10 |
| 12+log(O/H)(se,c) | 7.41 ± 0.11 | 7.30 ± 0.10 | 7.75 ± 0.10 |
| 12+log(O/H)(s,c) | 7.30 ± 0.05 | 7.21 ± 0.04 | – |

Table B6. Measured and corrected line intensities, and derived oxygen and neon abundances.

| λ0 (Å) Ion | AGC332939 = J2308+3154 | AGC334513 = J2348+2335 |
|------------|--------------------------|--------------------------|
| 3727 [O II] | 0.720 ± 0.024 | 0.714 ± 0.026 |
| 4101 Hα | 0.190 ± 0.011 | 0.200 ± 0.015 |
| 4340 Hγ | 0.363 ± 0.015 | 0.369 ± 0.017 |
| 4363 [O III] | 0.076 ± 0.010 | 0.076 ± 0.010 |
| 4471 HeI | 0.033 ± 0.003 | 0.033 ± 0.003 |
| 4861 Hβ | 1.000 ± 0.031 | 1.000 ± 0.032 |
| 4959 [O III] | 1.414 ± 0.049 | 1.402 ± 0.049 |
| 5007 [O III] | 3.727 ± 0.114 | 3.695 ± 0.115 |
| 5648 [N II] | 0.017 ± 0.014 | 0.016 ± 0.014 |
| 6563 Hα | 2.811 ± 0.086 | 2.791 ± 0.094 |
| 6717 [S II] | 0.093 ± 0.018 | 0.093 ± 0.018 |
| 6731 [S II] | 0.069 ± 0.018 | 0.068 ± 0.018 |
| C(Hβ) dex | 0.00 ± 0.04 | 0.15 ± 0.06 |
| EW(abs) Å | 0.75 ± 0.62 | 2.55 ± 1.19 |
| F(Hβ) Å | 32.1 ± 0.62 | 3.72 ± 0.06 |
| EW(Hβ) Å | 89 ± 2 | 19 ± 1 |
| T_e(O III)(K) | 15172 ± 977 | 19757 ± 1102 |
| T_e(O II)(K) | 13990 ± 476 | 14941 ± 80 |
| N_e(S I)(cm^{-3}) | 45 ± 455 | 10 ± 10 |
| O^+ / H^+ (× 10^{3}) | 0.811 ± 0.104 | 1.606 ± 0.154 |
| O^++ / H^+ (× 10^{5}) | 0.084 ± 0.665 | 0.547 ± 0.067 |
| O/H (× 10^{3}) | 4.895 ± 0.673 | 2.154 ± 0.168 |
| 12+log(O/H)(dir) | 7.69 ± 0.06 | – |
| 12+log(O/H)(mse,c) | – | 7.34 ± 0.10 |
| 12+log(O/H)(se,c) | – | 7.32 ± 0.11 |
| 12+log(O/H)(s,c) | – | 7.24 ± 0.05 |
Table B7. Measured and corrected line intensities, and derived oxygen and neon abundances.

| λ0 (Å) |  | AGC124609 = J0249+3444 |  | AGC189201 = J0823+1754 |  |
|--------|--------|-----------------|--------|-----------------|--------|
|        | Ion    | F(λ)/F(Hβ) | I(λ)/I(Hβ) | F(λ)/F(Hβ) | I(λ)/I(Hβ) |
| 3727 [O II] | 0.733 ± 0.031 | 0.720 ± 0.032 | 0.760 ± 0.046 | 0.880 ± 0.056 |
| 3835 H9 | 0.046 ± 0.018 | 0.068 ± 0.029 | – | – |
| 3967 [Ne III] + H7 | 0.266 ± 0.008 | 0.284 ± 0.011 | 0.178 ± 0.009 | 0.251 ± 0.015 |
| 4011 Hαι | 0.237 ± 0.007 | 0.256 ± 0.010 | 0.223 ± 0.006 | 0.290 ± 0.011 |
| 4340 H9 | 0.463 ± 0.012 | 0.476 ± 0.014 | 0.404 ± 0.010 | 0.466 ± 0.013 |
| 4363 [O III] | 0.120 ± 0.005 | 0.118 ± 0.005 | 0.051 ± 0.006 | 0.053 ± 0.006 |
| 4388 He I | – | – | 0.009 ± 0.003 | 0.009 ± 0.003 |
| 4438 He I | – | – | 0.009 ± 0.003 | 0.009 ± 0.003 |
| 4471 He I | – | – | 0.023 ± 0.006 | 0.023 ± 0.006 |
| 4686 He II | 0.040 ± 0.006 | 0.039 ± 0.006 | – | – |
| 4712 [Ar IV] + He I | 0.021 ± 0.004 | 0.021 ± 0.004 | – | – |
| 4861 Hβ | 1.000 ± 0.023 | 1.000 ± 0.024 | 1.000 ± 0.020 | 1.000 ± 0.021 |
| 4959 [O III] | 2.034 ± 0.046 | 1.998 ± 0.046 | 0.630 ± 0.012 | 0.603 ± 0.012 |
| 5007 [O III] | 6.056 ± 0.124 | 5.951 ± 0.124 | 1.901 ± 0.032 | 1.808 ± 0.031 |
| 5869 He II | – | – | 0.127 ± 0.006 | 0.109 ± 0.005 |
| 6548 [N II] | – | – | 0.006 ± 0.011 | 0.004 ± 0.009 |
| 6563 He II | – | – | 3.424 ± 0.055 | 2.756 ± 0.049 |
| 6584 [N II] | – | – | 0.025 ± 0.014 | 0.020 ± 0.012 |
| 6678 He I | – | – | 0.037 ± 0.006 | 0.029 ± 0.005 |
| 6717 [S II] | – | – | 0.096 ± 0.003 | 0.076 ± 0.003 |
| 6731 [S II] | – | – | 0.079 ± 0.006 | 0.062 ± 0.005 |
| C/H(β) | 0.00 ± 0.03 | – | 0.25 ± 0.02 |
| EW(abs) Å | 1.50 ± 0.42 | 3.15 ± 0.35 |
| F(H(β)) Å | 14.77 ± 0.19 | 3.53 ± 0.04 |
| EW(H(β)) Å | 89 ± 1.5 | 101 ± 1 |
| T(II)[O I](K) | 15.416 ± 341 | 18.464 ± 1209 |
| T(II)[O II](K) | 13.978 ± 167 | 14.933 ± 103 |
| N(S I)(cm⁻³) | 10 ± 10 | 235 ± 161 |
| O⁺/H⁺ (x 10⁵) | 0.820 ± 0.048 | 0.829 ± 0.057 |
| O⁺⁺/H⁺ (x 10⁵) | 6.415 ± 0.378 | 1.223 ± 0.175 |
| O⁺⁺⁺/H⁺ (x 10⁵) | 0.542 ± 0.154 | – |
| O/H (x 10⁵) | 7.778 ± 0.374 | 2.052 ± 0.184 |
| 12+log(O/H)(dir) | 7.89 ± 0.02 | 7.31 ± 0.04 |
| 12+log(O/H)(se,c) | 8.00 ± 0.10 | 7.29 ± 0.09 |
| 12+log(O/H)(mse,c) | 7.86 ± 0.10 | 7.33 ± 0.09 |
| 12+log(O/H)(s,c) | – | 7.27 ± 0.04 |
| Ne⁺⁺⁺/H⁺ (x 10⁵) | 1.032 ± 0.074 | 0.235 ± 0.041 |
| ICF(Ne) | 1.073 | 1.176 |
| Ne/H (x 10⁵) | 1.11 ± 0.08 | 0.28 ± 0.05 |
| 12+log(Ne/H) | 7.04 ± 0.03 | 6.44 ± 0.08 |
| log(Ne/O) | –0.85 ± 0.04 | –0.87 ± 0.09 |