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Abstract—In this work, we present a concatenated repetition-polar coding scheme that is aimed at applications requiring highly unbalanced unequal bit-error protection, such as the Beam Interlock System of the Large Hadron Collider at CERN. Even though this concatenation scheme is simple, it reveals significant challenges that may be encountered when designing a concatenated scheme that uses a polar code as an inner code, such as error correlation and unusual decision log-likelihood ratio distributions. We explain and analyze these challenges and we propose two ways to overcome them.

I. INTRODUCTION

The Large Hadron Collider (LHC) at the European Organization for Nuclear Research (CERN) collides two counter-rotating proton beams with a total energy in the order of 400 MJ per proton beam. The combined beam energy is approximately equal to the kinetic energy of a Boeing 747-8 landing at its maximum landing weight (312,072 kg) with a typical landing speed of 135 knots (70 m/s).

In case of a failure in any critical part of the LHC, the stored beam energy has to be released (i.e. “dumped”) in a timely and controlled fashion in order to avoid damaging the accelerator. This is achieved by the Beam Interlock System (BIS) [1], [2], which broadcasts a single bit (called the “beam permit”), summarizing the information from various monitors, to a specialized beam dumping system. A new version of the BIS is currently under study and one of the possibilities that are being explored is to make the system more flexible by transmitting additional bits of information over the link that is used to transmit the beam permit, mainly for low-latency monitoring purposes. The error rate requirements for the various bits are very different; the beam permit bit must be highly protected against errors in order to avoid false beam dumps and, more crucially, missing a dump request, while the integrity of the monitoring data is less crucial. This kind of unequal error protection can be achieved by using specialized error-correcting codes.

Polar codes are provably capacity-achieving channel codes with low complexity decoding algorithms. They are particularly attractive for our application as they do not exhibit error floors and they can be decoded very efficiently using successive cancellation (SC) decoding [3]. Unfortunately, at practically interesting blocklengths the error-correcting performance of polar codes is often inferior to that of other modern channel coding schemes, such as low-density parity-check (LDPC) and Turbo codes. Attempts have been made to improve the error-correcting performance of polar codes by following various directions, including modified code construction, modified decoding algorithms, as well as concatenation of polar codes with other error-correcting codes.

In the direction of concatenated codes, concatenations with both classical and modern error-correcting codes have been proposed. For example, the work of [4] considers the concatenation of polar codes with very short repetition and Hamming codes, [5] examines the concatenation of polar codes with Reed-Solomon codes, and [6] considers the concatenation of polar codes with Bose–Chaudhuri–Hocquenghem and convolutional codes. Finally, in the works of [7], [8], polar codes are concatenated with a cyclic redundancy check code in the context of modified decoding algorithms. On the other hand, [9], [10], [11] use a concatenation of polar codes with LDPC codes, while [12] presents a concatenation of polar codes with repeat-accumulate codes.

II. BACKGROUND

In this section, we provide background on the LHC BIS, as well as on the construction and decoding of polar codes.

A. The Large Hadron Collider Beam Interlock System

As can be seen in Fig. 1, the current BIS is a ring network that consists of 17 nodes, called beam interlock controllers (BICs), that are spread around the 27 kilometer circumference of the LHC and a generator node that generates and transmits a pre-defined frequency over dedicated optical fibers. In order to optimize the reliability and to minimize the propagation delay between any point of the ring network and the beam dumping system, there are in fact two distinct counter-directional optical ring networks. Each node passes this frequency on to its following node if and only if no operational faults have been detected and no beam dump has been requested by any of the equipment that is connected to the BIS. A loss of this frequency is detected by the beam dumping system, which then initiates the appropriate dumping procedure. In essence, the BIS uses digital frequency modulation in order to transmit a single bit of information, which is called the “beam permit.”

B. Polar Codes

Polar codes are constructed by recursively applying a channel combining transformation to a channel W, followed by channel splitting [3]. This results in $N = 2^n$ synthetic
channels, denoted by \( W_i(y_0^{N-1} u_0^{-1} | u_i) \), \( i = 0, \ldots, N - 1 \). The synthetic channels have varying levels of reliability, which can be calculated using various methods [3], [13], [14]. A polar code of rate \( R \approx \frac{K}{N} \), \( 0 < K < N \), is obtained by letting the \( K \) most reliable synthetic channels carry information bits, while freezing the input of the remaining channels to 0. The set of non-frozen channel indices is denoted by \( \mathcal{A} \) and the set of frozen channel indices is denoted by \( \mathcal{A}^c \). The encoder generates a vector \( u_0^{N-1} \) by setting \( u_{\mathcal{A}} \) to 0, while choosing \( u_{\mathcal{A}} \) freely. A codeword is obtained as \( x_0^{N-1} = u_0^{N-1} G_N \), where \( G_N \) is the generator matrix [3].

The SC decoding algorithm [3] computes an estimate of \( u_0 \), denoted by \( \hat{u}_0 \), based on the received values \( y_0^{N-1} \). Subsequently, \( u_1 \) is estimated using \( (y_0^{N-1}, \hat{u}_0) \), etc. Let the log-likelihood ratio (LLR) for \( W_i(y_0^{N-1}, \hat{u}_0^{-1} | u_i) \) be

\[
L_i(y_0^{N-1}, \hat{u}_0^{-1} | u_i) = \log \left( \frac{W_i(y_0^{N-1}, \hat{u}_0^{-1} | u_i = 0)}{W_i(y_0^{N-1}, \hat{u}_0^{-1} | u_i = 1)} \right) .
\]

In order to simplify notation, we will denote \( L_i(y_0^{N-1}, \hat{u}_0^{-1} | u_i) \) by \( L_i \) in the sequel. SC decoding decisions are taken according to

\[
\hat{u}_i = \begin{cases} 
0, & L_i \geq 0 \text{ and } i \in \mathcal{A}, \\
1, & L_i < 0 \text{ and } i \in \mathcal{A}, \\
0, & i \in \mathcal{A}^c .
\end{cases}
\]

The decision LLRs \( L_i \) can be calculated efficiently through a computation graph with complexity \( O(N \log N) \) [3].

III. BASELINE CONCATENATED REPETITION-POLAR SCHEME

Consider the case where we want to transmit \( K \) information bits per codeword and one of these bits is significantly more critical than the remaining bits. More specifically, let \( b_{\text{crit}} \) denote the critical bit and let \( b_0^{K-2} \) denote the remaining \( K-1 \) information bits. In the BIS of the LHC, \( b_{\text{crit}} \) corresponds to the beam permit bit, while \( b_0^{K-2} \) corresponds to other information (e.g., monitoring) that is less critical. In this section, we describe a baseline concatenated repetition-polar coding scheme that aims to solve the above problem and evaluate its performance.

A. CONCATENATED REPETITION-POLAR SCHEME

In order to improve the reliability of the critical bit \( b_{\text{crit}} \), we use a concatenation scheme that first encodes \( b_{\text{crit}} \) using a repetition code of length \( k_{\text{rep}} \) and then encodes the resulting repetition codeword along with \( b_0^{K-2} \) using a polar code, as shown in Fig. 2.

More specifically, we first construct a polar code of rate \( R = \frac{K-1+k_{\text{rep}}}{N} \) and we denote the subset of \( k_{\text{rep}} \) most reliable non-frozen channels by \( \mathcal{A}_{\text{crit}} \subset \mathcal{A} \). Encoding is done by setting \( u_{\mathcal{A}_{\text{rep}}} = b_{\text{crit}} \) and \( u_{\mathcal{A}_{\text{non-crit}}} = b_0^{K-2} \), where \( \mathcal{A}_{\text{non-crit}} = \mathcal{A} \setminus \mathcal{A}_{\text{crit}} \), and then using a polar encoder to compute \( x_0^{N-1} = u_0^{N-1} G_N \). The effective information rate of this scheme is \( R_{\text{eff}} = \frac{K}{N} \). The codeword \( x_0^{N-1} \) is transmitted over the physical channel and a noisy version, denoted by \( y_0^{N-1} \), is received.

At the receiver, we first decode the polar code using SC decoding and we then use the decision LLRs \( L_{\mathcal{A}_{\text{crit}}} \) corresponding to the repetition codeword to decode the repetition code using standard soft decoding as

\[
\hat{b}_{\text{crit}} = \begin{cases} 
0, & \sum_{i \in \mathcal{A}_{\text{crit}}} L_i \geq 0 , \\
1, & \text{otherwise} .
\end{cases}
\]
B. Performance Evaluation

In Fig. 3 we present the performance of the concatenated coding scheme described in the previous subsection for a polar code with $N = 128$ and $R = 0.5$ for various values of $k_{\text{rep}}$. We are interested in short polar codes due to the stringent latency requirements of the synthetic channels. We also observe that, as $k_{\text{rep}}$ increases, $\text{BER}_{\text{avg}}$ also increases, which is expected since, in order to keep the same effective information rate $R_{\text{inf}}$ for increasing $k_{\text{rep}}$, the rate $R$ of the underlying polar code has to be increased. However, we also observe that $\text{BER}_{\text{crit}}$ also increases with increasing $k_{\text{rep}}$. The latter observation is counter-intuitive and unfortunately goes in the opposite direction of what we would like to achieve. However, as we will show in the following section, the observed behavior can be explained and counteracted.

IV. ISSUES IN THE BASELINE CONCATENATED SCHEME

In this section, we identify two reasons why the repetition code is ineffective when concatenated with a polar code, namely the correlation between the errors in the decoded information bits in a polar code and the atypical distribution of the decision LLRs $L_i$.

A. Correlation Between the Decoded Information Bits

It has been shown that, in the case of the binary erasure channel, the errors in the information bits that are decoded by the SC decoder become uncorrelated as the blocklength goes to infinity [15]. However, at short-to-moderate blocklengths, the errors are generally highly correlated. This correlation reduces the diversity order of the repetition code and renders it less effective.

In order to demonstrate this effect, let us define each element $e_i$, $i \in \mathcal{A}$, of the error vector $e$ as

$$e_i = \begin{cases} 0, & \hat{u}_i = u_i, \\ 1, & \text{otherwise}. \end{cases}$$

In Fig. 4 we show the correlation matrix of the error vector $e$ for a polar code with $N = 128$ and $R = 0.5$ at a design SNR of 0 dB.

Fig. 5. Histograms of $D_{120}$ (left) and $D_{128}$ (right) for a polar code with $N = 128$ and $R = 0.5$ at a design SNR of 0 dB.

In Fig. 5, we show histograms of $D_{120}$ and $D_{128}$ for a polar code with $N = 128$ and $R = 0.5$, which is obtained by running simulations at the design SNR of 0 dB, which translates to an Eb/N0 of 3 dB for $R = 0.5$. We observe that there exist several large correlation coefficients, especially between error vector elements corresponding to synthetic channels that are close in terms of their index $i$.

B. Distribution of the Decision LLRs

Let us define $D_i$ as

$$D_i = \begin{cases} L_i, & u_i = 0, \\ -L_i, & \text{otherwise}, \end{cases}$$

so that $D_i \geq 0$ means that the decision for bit $i$ was correct (i.e., $e_i = 0$), and $D_i < 0$ means that the decision for bit $i$ was erroneous.

In Fig. 5, we show histograms of $D_{120}$ and $D_{128}$ for a polar code with $N = 128$ and $R_{\text{inf}} = 0.5$, which is obtained by running simulations at the design SNR of 0 dB. Synthetic channel $i = 128$ is the most reliable channel, while synthetic channel $i = 120$ is the 5th most reliable channel, meaning that these two channels will belong to $\mathcal{A}_{\text{crit}}$ for both $k_{\text{rep}} = 5$ and $k_{\text{rep}} = 11$. We use a logarithmic vertical axis for presentation clarity.

We observe that, in both cases, erroneous decisions are not caused by long tails in the distributions, but they actually come from erroneous LLR values that have very large magnitudes. These overconfident erroneous decisions can cause significant problems in the context of a soft repetition decoder. For example, an erroneous value of $L_{128} = 250$ when $u_{128} = 1$ (equivalently, $D_{128} = -250$) is very unlikely to be counteracted by any correct value of $L_{120}$, since from Fig. 5 we can see that correct values for $L_{120}$ are very tightly concentrated around a value of approximately 100.
V. IMPROVED CONCATENATED REPETITION-POLAR SCHEME

In this section, we explain our proposed improvements to the baseline concatenated repetition-polar scheme that alleviate the two problems identified above. More specifically, we describe a scheme that uses systematic polar coding and hard repetition decoding code that significantly improves the error-correcting performance with respect to the baseline scheme.

A. Error Vector Correlation

We note that the correlation problem has also been alluded to in other recent works [6], [11]. However, the proposed solutions in these works rely on spreading the codeword bits for the outer code (in our case, the repetition code) over many codewords of the inner code (in our case, the polar code). This approach can make the codeword bits of the outer code completely uncorrelated, but it has a very high cost in terms of both the decoding latency and the memory required for codeword buffering.

Our proposed solution, on the other hand, is to use systematic polar coding [16], which has a very small overhead in terms of both latency and complexity. More specifically, in our simulations, we have observed that systematic polar coding, apart from slightly improving the average BER, also significantly reduces the pair-wise correlations of the elements of the error vector $e$. This effect can be clearly seen when comparing Fig. 4 with Fig. 6, where we show the correlation matrix of the error vector $e$ for a systematic polar code with $N = 128$ and $R_{\text{inf}} = 0.5$, which is obtained by running simulations at the design SNR of 0 dB.

In Fig. 6 we observe that there is a significant gain of approximately 1.5 dB for BER$_{\text{crit}}$ when moving from a non-systematic polar code to a systematic polar code while the gain for BER$_{\text{avg}}$ is only approximately 0.25 dB, thus clearly demonstrating the decorrelating effect of systematic polar coding.

B. LLR Distribution

We have shown that systematic polar coding largely alleviates the error vector correlation problem. However, the LLR distribution problem remains even when systematic polar coding is used. Moreover, as shown in Fig. 7 when using systematic coding the BERs of the information channels are very similar. This means that the expected LLR magnitude $\mathbb{E} [ | L_i | ]$ for channel $i$ is not a good indicator for its reliability and soft repetition decoding is mismatched to the actual BER of each bit.

One possible solution is to estimate $\mathbb{E} [ | L_i | ], i \in A$, at some SNR using simulations, and to scale the decision LLRs as $L_i / \mathbb{E} [ | L_i | ]$ so that all LLRs used by the soft repetition decoder are on a similar scale. As can be observed in Fig. 8 where we estimated $\mathbb{E} [ | L_i | ]$ at the polar code design SNR of 0 dB, using soft decoding with LLR scaling in conjunction with systematic polar coding provides a further SNR gain of slightly more than 0.5 dB with respect to the case where only systematic polar coding is used.

However, as we demonstrated in Section IV-B, erroneous bit decisions almost always stem from completely wrong LLR values and the distribution of the decision LLR magnitudes is highly concentrated. This means that the actual decision LLR magnitude carries very little information about the reliability of the corresponding bit decision, even when scaling the LLRs as explained previously. For this reason, as we can observe in Fig. 8 hard decision decoding has practically the same performance as soft decision decoding in this particular scenario, while being significantly less complex to implement.

\footnote{We note that the distributions of $D_i$ for systematic polar coding can be obtained by performing a soft encoding step on the SC decoder decision LLRs $L_i$. These distributions were not shown in Section IV-B due to space limitations, but they are practically identical to the distributions of $D_i$ for non-systematic polar coding.}
scheme has an SNR gain of up to 2 dB for a $k_{\text{rep}} = 11$ repetition code.

C. Overall Performance Evaluation

In Fig. 9 we show the comparison that we showed for the baseline concatenated repetition-polar scheme in Fig. 3 but this time for the improved scheme. We observe that, with the improved scheme, we have successfully made $\text{BER}_{\text{crit}}$ decrease as $k_{\text{rep}}$ increases. At the same time, the degradation of $\text{BER}_{\text{avg}}$ as $k_{\text{rep}}$ is increased is also smaller than in the baseline scheme.

VI. CONCLUSIONS

In this work, we examined the concatenation of a repetition code with a polar code. More specifically, we showed that a baseline concatenated scheme that uses a non-systematic polar code and a soft repetition decoder performs particularly poorly. We identified two major reasons that lead to this poor performance, namely the error vector correlation and the unusual decision LLR distributions, and we proposed an improved scheme that employs two ways to overcome these problems, namely using systematic polar coding and hard repetition decoding. Our simulation results show the improved scheme has an SNR gain of up to 2 dB for a $k_{\text{rep}} = 11$ repetition code concatenated with polar code with $N = 128$ and $R_{\text{inf}} = 0.5$.

While the examined concatenated scheme is quite specific, the identified problems also affect other concatenated schemes that use a polar code as an inner code. In particular, systematic polar coding is an effective correlation-breaking approach that can be beneficial for any concatenated scheme. Moreover, because of the unusual decision LLR distributions that stem from the polarizing transformation that is used to construct the synthetic channels, low-complexity hard decision decoding may also be sufficient for other outer codes, especially as the blocklength is increased and the synthetic channels become more polarized.
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