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Abstract—We consider the reciprocity of the information theoretic channel of Time Division Duplex (TDD) Multi User-Multiple Input Multiple Output (MU-MIMO) systems in the up- and downlink. Specifically, we assume that the transmit and receive chains are reciprocal. We take the mutual coupling between the antenna elements at the base station and at the mobiles into account. Mutual coupling influences how to calculate transmit power and noise covariance. The analysis is based on the Multiport Communication Theory, which ensures that the information theoretic model is consistent with physics. It also includes a detailed noise model. We show that due to the coupling, the information theoretic up- and downlink channels do not fulfill the ordinary reciprocity relation, even if the input-output relation of the transmit voltage sources and the receive load voltages, i.e., the channel which is estimated with the help of pilot signals in the uplink, is reciprocal. This is a fundamental effect that is not considered otherwise. We show via Monte Carlo simulations that both, using the ordinary reciprocity relation, and not taking the coupling into account, significantly decreases the ergodic rates in single-user and the ergodic sum rates in multi-user systems.

Index Terms—Wireless communication, reciprocity, MIMO systems, multiport communication theory, smart antennas.

I. INTRODUCTION

Currently deployed wireless standards such as LTE only employ a small number of antennas at the mobiles and at the base station. It is expected that to accommodate further growth of the amount of transferred data, a significantly larger number of antennas needs to be employed at the base station. In order to exploit the degrees of freedom provided by the antennas, the base station requires channel state information (CSI). The amount of CSI increases with the number of antennas. In frequency division duplex (FDD) mode, the base station can usually acquire downlink CSI by sending pilot signals, letting the mobiles estimate the CSI and feed back the estimate. The advantage of time division duplex (TDD) mode is that the base station can reuse CSI from the uplink, as the physical channel is reciprocal [1]. The uplink CSI can be acquired with less pilot overhead than the downlink CSI if there are in total fewer antennas at the mobiles than at the base station.

In practical systems, the transmit (Tx) and receive (Rx) RF chains are usually non-reciprocal, i.e., the gain and phase in Tx and Rx mode are different. Reciprocity calibration is used to take this into account [2], [3], [4], [5], [6], [7]. In some of these papers, the mutual coupling between the antenna elements of the same array is leveraged for the calibration process. But they do not take into account that mutual coupling itself has an impact on the reciprocity relation of the up- and downlink channel matrices in the information theoretic model. Here we assume that one of the methods for calibrating the RF chains is applied such that those in the uplink and those in the downlink are made equal in the DSP part of the system.

We will show that there is another fundamental source changing the reciprocity relation, namely mutual coupling, leading to the information theoretic channel not fulfilling the ordinary (pseudo-physical) reciprocity relation, but a new physically consistent reciprocity relation. This is because mutual coupling influences how to calculate transmit power and noise covariance.

The following analysis will be based on the so-called Multiport Communication Theory [8], [9], which in turn is based on circuit theory and provides a way to model the information theoretic channel consistently with physics. A similar model was used in [10], which was extended by a detailed noise model [11]. Another detailed noise model was presented in [12], which is similar to the physical noise model in the Multiport Communication Theory [8], [9]. But [10], [11] and [12] do not provide a mapping from their models to the usual information theoretic model.

The rest of the paper is organized as follows: first we review a simple circuit-theoretic model in Section II then we consider the reciprocity of the information theoretic channel and show how to take it into account in Section III. We analyze the effect on the radiated power and on the (sum) rates in the single user multiple input single output (SU-MISO), single user multiple input multiple output (SU-MIMO), multi user MISO (MU-MISO) and MU-MIMO downlink, first theoretically, see Section IV and second in simulation in independent and identically distributed (i.i.d.) channels and in QuaDRiGa [13], [14] channels, see Sections V and VI. The SU-MISO case was presented partly in a conference paper [15]. Conclusions follow in Section VII.

Notation: Lowercase bold letters denote vectors, uppercase
bold letters matrices. \(a_m\) denotes the \(m\)th element of a. \(A^T, A^*, A^H, |A|, \|A\|_F, \text{tr}(A)\) and \(\text{diag}(A)\) correspond to the transpose, the complex conjugate, the Hermitian, the determinant, the Frobenius norm, the trace and the matrix whose diagonal elements are equal to those of \(A\) and whose other entries are zero. 0 and \(I\) denote zero vector and identity matrix. \(N_C(\mu, R)\) denotes a complex Gaussian distribution with mean \(\mu\) and covariance \(R\). \(\text{E}[X]\) denotes the expectation of the random variable \(X\).

II. MULTIPORT COMMUNICATION THEORY

A. Circuit Theoretic Model

We focus on a simple circuit model (Fig. 1) for the fading channel by assuming the fading being flat within a narrowband (group of) subcarrier(s) of a multicarrier system\(^1\) similar to the ones in \([8, 9, \text{Fig. 9}]\) and \([16, 17]\), where simple means that as in \([16, 17]\), we omit the lossless decoupling and impedance matching network (DMNs), as in massive MIMO systems, they could be almost impossible to implement. But as in \([8, 9, 16, 17]\), we also consider the thermal noise of the antennas.

The signal generation at the transmitter is modeled as a linear voltage source \(u_{G,n}\) with internal impedance \(Z_{G,n}\) per antenna. The antennas are assumed to be lossless \([9]\) and their coupling and the physical channel are modeled jointly by an impedance matrix \(Z\). At the receivers, each hardware chain is modeled by an impedance \(Z_{L}\) and several noise sources, which we will come back to later.

Let there be in total \(N\) antennas at the transmitter(s) and \(M\) at the receiver(s). As antennas and the physical channel are reciprocal \([18]\), the system described by the impedance matrix \(Z \in \mathbb{C}^{(N+M) \times (N+M)}\). \(\Omega\) is reciprocal as well, i.e.,

\[
Z = Z^T.
\] (1)

It is partitioned into four blocks \([8]\): the transmit and receive impedance matrices \(Z_{11} \in \mathbb{C}^{N \times N}\), \(\Omega\) and \(Z_{22} \in \mathbb{C}^{M \times M}\), \(\Omega\), and the mutual impedance matrices \(Z_{21} \in \mathbb{C}^{M \times N}\), \(\Omega\) and \(Z_{12} \in \mathbb{C}^{N \times M}\), \(\Omega\) such that

\[
\begin{bmatrix}
 u_1 \\
 u_2
\end{bmatrix} =
\begin{bmatrix}
 Z_{11} & Z_{12} \\
 Z_{21} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
 i_1 \\
 i_2
\end{bmatrix},
\] (2)

where \(u_1 \in \mathbb{C}^{N}\), \(i_1 \in \mathbb{C}^{N}\), \(u_2 \in \mathbb{C}^{M}\), \(i_2 \in \mathbb{C}^{M}\). \(\Omega\) are the port voltages and currents at the transmitter and receiver side \([8]\) (see Fig. 1). All voltages and currents in this paper are rms values of complex phasors.

Let us consider the relation between the generator and load voltages \(u_G \in \mathbb{C}^N\), \(V\) and \(u_L \in \mathbb{C}^M\), \(V\). Compared to \([8]\), the relation between voltages and currents at the generator side simplifies to

\[
u_G = u_1 + Z_{G} i_1.
\] (3)

Using the unilateral approximation \(\|Z_{12}\|_F \ll \|Z_{11}\|_F\) \([8]\), i.e., the attenuation of the channel is so high that the currents in the antennas at the receivers do not influence the transmitter, we have \([8]\)

\[
u_1 = Z_{11} i_1.
\] (4)

According to the superposition theorem,

\[
u_L = \underbrace{u_{L,\text{nf}}}_{\text{noise-free}} + \underbrace{u_{L,\text{nf}}}_{\text{signal-free}}
\]

\[
= u_{L,\text{nf}} + \sqrt{R_L} \eta, \quad R_L := \text{Re}(Z_L),
\] (5)

where \(\eta\) describes the noise and will be defined in \([9]\).

The excitation in the noise-free case is caused by \(u_G\), and in the signal-free case by the noise sources. We use the same noise model as in \([9]\), which distinguishes between the extrinsic noise \(u_A \in \mathbb{C}^M\cdot V\) produced by the antennas in thermal equilibrium, and the intrinsic noise, which stems mainly from the LNAs (but also from other components) \([8]\), which can be jointly modeled as noisy two-ports. There is an equivalent model \([19]\) for each of the noisy two-ports consisting of a noiseless two-port with a voltage and a current noise source, \(u_{N,m}, i_{N,m}\), at its input. The SNR at the input and the output of the noiseless two-port

\[\text{Fig. 1. Circuit model in the downlink.}\]
is the same and thus it is sufficient to only consider the input port in the model [9].

The noise distributions are modeled as [8]

\[ u_A \sim \mathcal{N}(0, R_A), \quad R_A = 4k_B T_A \Delta f \, \text{Re}(Z_{22}), \quad (6) \]
\[ u_N \sim \mathcal{N}(0, \sigma^2 I), \quad i_N \sim \mathcal{N}(0, \sigma_i^2 I) \]

for some \( \sigma_u > 0, \sigma_i > 0 \), where \( k_B \) is the Boltzmann constant, \( \Delta f \) is the noise bandwidth and \( T_A \) is the noise temperature of the antennas. In the noise-free case,\

\[ u_{\text{inf}} = u_2|_{\text{inf}} = Z_{22} i_2 + Z_{22} i_2|_{\text{inf}} = -Z_{L2} i_2|_{\text{inf}}, \quad (7) \]
\[ u_{\text{Linf}} = D u_G, \quad D = Z_L (Z_{22} + Z_L I)^{-1} Z_{21} (Z_{11} + Z_G I)^{-1}. \quad (8) \]

In the signal-free case, the intrinsic noise sources \( u_N \) and \( i_N \) are assumed to be uncorrelated with the extrinsic noise \( u_{\text{inf}}, u_{\text{Linf}} \) and \( i_{\text{N}, m} \) are correlated with the correlation coefficient \([8]\)

\[ \rho = \frac{\text{E}[u_{\text{N}, m} i_{\text{N}, m}]}{\sqrt{\text{E}[u_{\text{N}, m}^2] \sqrt{\text{E}[i_{\text{N}, m}^2]}}} \quad \forall m. \quad (9) \]

The relation between \( \eta \) and the noise sources is given by

\[ -u_A + u_N + u_{\text{inf}} = Z_{22} i_2 + Z_{22} i_2|_{\text{inf}} = -Z_{L2} i_2|_{\text{inf}}, \]
\[ \eta = \frac{Z_L}{\sqrt{C_L}} (Z_{22} + Z_L I)^{-1} (u_A - u_N + Z_{22} i_{\text{inf}}), \quad (10) \]

leading to the noise covariance matrix

\[ R_\eta = \text{E}[\eta \eta^H] = \frac{|Z_{L2}|^2}{RL} (Z_{22} + Z_L I)^{-1} Q (Z_{22} + Z_L I)^{-H}, \quad Q = \sigma_i^2 I + 2 \sigma_u^2 Z_{22} + 2 \sigma_u \sigma_i \text{Re}(\rho^2 Z_{22}) + R_A. \quad (11) \]

The transmit power in the physical model can be computed as

\[ P_T = \text{E}[\text{Re}(i_1^H u_1)] = \frac{\text{E}[u_G^H B u_G]}{R_G}, \quad R_G := \text{Re}(Z_G), \]
\[ B = R_G (Z_{11} + Z_G I)^{-H} \text{Re}(Z_{11}) (Z_{11} + Z_G I)^{-1}, \quad (12) \]

where we have used [7] and where \( B \) is the so-called power-coupling matrix [8]. Then the complete physical model is

\[ u_L = D u_G + \sqrt{R_L} \eta, \quad \eta \sim \mathcal{N}(0, \sqrt{C_L}, R_\eta), \]
\[ P_T = \frac{\text{E}[u_G^H B u_G]}{R_G}. \quad (13) \]

**B. Information Theoretic Model**

Consider the typical information theoretic model (e.g., [20, Ch. 1])

\[ y = Hx + \theta, \quad \theta \sim \mathcal{N}(0, \sqrt{\mathcal{W}}, \sigma_\theta^2 I), \quad \sigma_\theta > 0 \sqrt{\mathcal{W}}, \]
\[ P_T = \text{E}[x^H x], \quad (14) \]

which allows to easily draw on existing techniques and results for capacity and achievable rates. In order to get a physically consistent information theoretic model, we need to ensure that the transmit power \( P_T \) and the noise covariance are consistent with the physical model (13). This can be achieved by a linear mapping from \( u_G \) and \( u_L \) to \( x \) and \( y \).

\[ x = \frac{1}{\sqrt{R_G}} B^H u_G, \quad \text{s.t.} \quad B = B^{1/2} B^{H/2}, \quad (15) \]
\[ y = \frac{\sigma_\theta}{\sqrt{R_L}} R_\eta^{1/2} u_L, \quad (16) \]

as shown in [8, 9] and leads to the system model shown in Fig. 2. Throughout the paper, we assume that matrix square roots in general fulfill a condition similar as in (15). We choose

\[ B^{1/2} = \sqrt{R_G} (Z_{11} + Z_G I)^{-H} \text{Re}(Z_{11})^{1/2}, \quad \text{s.t.} \quad \text{Re}(Z_{11}) = \text{Re}(Z_{11})^{1/2} \text{Re}(Z_{11})^{1/2}, \quad (17) \]
\[ R_\eta^{1/2} = \frac{Z_L}{\sqrt{R_L}} (Z_{22} + Z_L I)^{-1} Q^{1/2}. \quad (18) \]

This leads to the information theoretic channel

\[ H = \sigma_\theta \sqrt{R_G} R_\eta^{1/2} B B^{-H/2}, \quad (19) \]

which captures the physical context [8, 9]. \( \sigma_\theta \) is an arbitrary scaling, but to ensure that the sum noise powers in the physical and information theoretic models are the same, i.e.,

\[ \text{E}[\theta^H \theta] = \text{E}[\eta^H \eta] \quad (20) \]

holds, let

\[ \sigma_\theta^2 = \frac{\text{tr}(R_\eta)}{M}. \quad (21) \]

**C. Neglecting the Mutual Coupling**

There are three matrices that characterize the information theoretic channel \( H \), namely \( B, D \) and \( R_\eta \). The matrix \( D \) can be estimated with the help of pilot symbols. Independently whether the mutual coupling is neglected or not, the estimate related to perfect CSI knowledge is always the same \( D \). It is the only matrix of the three that is time-variant due to user mobility. The other two are time-invariant and can be determined by off line modeling, simulation or measurement of the antenna arrays, including the front / back end of the RF chains. In many publications, mutual coupling is ignored, meaning that \( B \) and \( R_\eta \) are assumed to be diagonal or scaled identity matrices, see Section [V].

\[ ^2 \text{The expressions are not exactly the same as in [8], [9], as } B^{1/2} \text{ is not unique and there, only } B^{1/2} \text{ that are Hermitian are considered.} \]
III. RECIPROCITY OF THE INFORMATION THEORETIC CHANNEL

From now on, we relate the models presented in the previous section to the downlink (Fig. [1]). The uplink uses a similar model, but with the impedance matrix $Z^T$ and with the noise sources at the base station. $Z_{11}$ describes the antennas at the base station and $Z_{22}$ are the mobiles. In the following we will assume that $Z_G = Z_L$, as $Z_G \neq Z_L$ will be compensated by reciprocity calibration. Then due to the symmetry between “1” and “2” in (8) and as $Z_{21} = Z_{12}^T$ (see [1]), the relation between generator and load voltage, $D$, is reciprocal, i.e.,

$$D_{UL}^T = D = Z_L(Z_{22} + Z_L I)^{-1} Z_{21}(Z_{11} + Z_G I)^{-1}. \tag{22}$$

However, there is no such symmetry in (19), but

$$H = \sigma\sigma_H R_{q}^{-1/2} D B^{-H/2}$$

$$= \sigma\sigma_H Q^{-1/2} Z_{21} \Re(Z_{11})^{-1/2} \tag{23}$$

and

$$H_{UL} = \sigma_H R_{q,UL}^{-1/2} D_{UL} B_{UL}^{-H/2}$$

$$= \sigma_H Q^{-1/2} Z_{12} \Re(Z_{22})^{-1/2} \tag{24}$$

hold, so the information theoretic downlink and uplink channels are not reciprocal in the ordinary way $H_{UL}^T = H$. Thus for the information theoretic channel, this relation is only pseudo-physical. Although $D$ is reciprocal, in general a different reciprocity relation is introduced by whitening the noise coupling between the antennas and by maintaining the physical consistency of the transmit power, see [15]. This physically consistent reciprocity relation is

$$H = \sigma_H R_{q}^{-1/2} B_{UL}^{1/2} H_{UL}^T R_{q,UL}^{-1/2} B_{UL}^{-H/2}, \tag{25}$$

obtained by comparing (23) and (24). If the base station wants to reuse the CSI estimated in the uplink for the downlink, it needs to use this physically consistent reciprocity relation for the information theoretic channel. Please note that this also holds for the more general model from [5], [9] with lossless DMNs when the appropriate $R_{q}, R_{q,UL}, D, D_{UL}, B$ and $B_{UL}$ are used in (23) and (24).

Consider that the base station acquires CSI in the uplink by estimating $D_{UL}$ – instead of $H_{UL}$ – and by letting the mobile(s) send pilot symbols. To make the downlink physically consistent at the base station, i.e., to apply (15), it needs to know $B^{-H/2}$ anyway. So it can compute

$$H_c = D_{UL}^T B^{-H/2} \tag{26}$$

without any further information, but compared to (23), there remains the unknown factor $\sigma_H R_{q}^{-1/2}$.

In the following, let us simplify the model for the MU-MISO downlink and uplink. We assume that each mobile has got a single antenna and that the distance between different mobiles is large with respect to the wavelength. For large distances, the coupling reduces inversely with the distance [9], so it goes to zero and $Z_{22}$ becomes diagonal. Furthermore, we assume identical antenna impedances $Z_A$ at the mobiles, i.e.,

$$Z_{22} = Z_A I. \tag{27}$$

Then the downlink information theoretic channel simplifies to

$$R_\eta = \sigma_\eta^2 I, \quad \sigma_\eta^2 = \frac{|Z_L|^2}{R_{UL} R_{q} + |Z_L|^2},\quad Q = \sigma_\eta^2 I,$$

$$H = DB^{-H/2} = H_c,$$

i.e., due to (21), $H$ and $H_c$ are the same in this scenario. The uplink information theoretic channel simplifies to

$$H_{UL} = \sigma_H R_{q,UL}^{-1/2} D_{UL} - Z_A + Z_G \sqrt{R_{UL}} \Re(Z_A) \tag{29}$$

Also in this case, $H$ and $H_{UL}$ are not reciprocal in the ordinary way.

Note that if the mobiles have got more than one antenna, i.e., in MU-MIMO systems, $Z_{22}, Q, R_\eta, B_{UL}$ are block diagonal since we assume that there is no coupling between different mobiles. For multi-antenna mobiles, their noise covariance also is a matrix instead of a scalar. Therefore even if (21) is taken into account, $H_c \neq H$ in general. One solution in practice might be to create a database of noise covariance matrices corresponding to different models of mobiles and to then look it up at the base station.

IV. CAPACITIES AND RATES NOT TAKING THE PHYSICAL RECIPROCITY OR THE MUTUAL COUPLING INTO ACCOUNT

In this section, we will compute the ergodic (sum) capacity in the downlink $C_{erg}$ and the ergodic (sum) rates when using the ordinary reciprocity relation instead of the physically consistent one ($C_{erg,recip}$) and when the base station ignores the coupling at the base station and at the mobiles ($C_{erg,hyp}$). In particular, we compute the (sum) capacity and rate for a given channel and the ergodic ones are obtained by taking the expectation w.r.t. the channel, i.e., for the (sum) capacity

$$C_{erg}(P) = E_P [C(P)], \tag{30}$$

and in a similar way for the (sum) rates. An overview of the different transmit strategies is given in Table [I].

We assume that the base station obtains an error-free estimate of $D_{UL}$ via pilot symbols. In the following, we will assume that $x \sim N_C(0 \sqrt{W}, R_x)$ with some covariance matrix $R_x$.

A. SU-MISO

For a single user, the channel matrices become vectors. Let

$$h = H^H, \quad h_{UL} = H_{UL}. \tag{31}$$

The capacity of the downlink with power $P$ is [21]

$$C(P) = \log_2 \left(1 + \frac{P}{\sigma_\eta^2} \|h\|^2_2\right)$$

for $P_T = P$. \tag{32}

Let

$$x = f s, \quad s \sim N_C(0 \sqrt{W}, P). \tag{33}$$

Capacity can be achieved by applying the linear precoder

$$f = \frac{h}{\|h\|^2_2}. \tag{34}$$

As $f$ can be computed from $h$, which in turn is computed from $d_{UL}$ via (26), estimating $d_{UL}$ in the uplink and using the physically consistent reciprocity relation (25) achieves capacity.
The base station uses the information theoretic model [13], as it leads to an easy to use channel model [9], and uses the physically consistent reciprocity relation [33].

The base station uses the information theoretic model [13], as it leads to an easy to use channel model [9], but assumes that the ordinary reciprocity relation holds.

The base station uses the information theoretic model ignoring the mutual coupling (see (52), (53), (54) and (59)) and the ordinary reciprocity relation.

The base station uses the information theoretic model, as it leads to an easy to use channel model [9], and uses the physically consistent reciprocity relation [33].

Conventional signal processing.

Motivation
Capacity achieving strategy.

Naive use of the Multiport Communication Theory.

Conventional signal processing.

Table I

| Rates      | “cap” | “recip”           | “hyp” |
|------------|-------|-------------------|-------|
|            | $C, R_{\text{lin}}$ | $R_{\text{recip}}, R_{\text{recip,lin}}$ | $R_{\text{hyp}}, R_{\text{hyp,lin}}$ |

| Description                                      | The base station uses the information theoretic model, as it leads to an easy to use channel model [9], and uses the physically consistent reciprocity relation [33]. | The base station uses the information theoretic model, as it leads to an easy to use channel model [9], but assumes that the ordinary reciprocity relation holds. | The base station uses the information theoretic model ignoring the mutual coupling (see (52), (53), (54) and (59)) and the ordinary reciprocity relation. |

| Procedure                                      | 1: Estimate $D_{UL}$. 2: Compute $H$ using (24) and (25) (or (26) and (28)). 3: Apply the optimal transmit strategy based on $H$ and $P = P_T$. | 1: Estimate $D_{UL}$. 2: Compute $H_{UL}$ using (24). 3: Apply the optimal transmit strategy based on $H_{UL}^T$ (corresponding to $h_{UL}$ for SU-MISO) and $P = P_T$. | 1: Estimate $D_{UL}$. 2: Compute $H$ using (24) and (43). 3: Apply the optimal transmit strategy based on $H'$ (see (53)) and $P = P_T, p$. |

| Channel that is transmitted over the downlink | $H$ | $H$ | $H$ |

Fig. 3: Simplified circuit for measuring $P_{\text{T,n}}$.

Now consider what happens, if the base station uses the information theoretic model in the up- and downlink, but assumes that the ordinary reciprocity relation $H = H_{UL}^T$ holds, corresponding to $h = h_{UL}^*$ for SU-MISO. That means it determines the information theoretic uplink channel $h_{UL}$ via (24), and then chooses the optimal precoder based on $h_{UL}^*$. 

$$f_{\text{recip}} = \frac{h_{UL}^*}{\|h_{UL}\|_2}$$

leading to the rate

$$R_{\text{recip}}(P) = \log_2 \left( 1 + \frac{P}{\sigma^2} \frac{\|h_{UL}^*\|_2^2}{\|h_{UL}\|_2^2} \right)$$

for $P_T = P$. (36)

Note that this rate is different from (32) and there will be some rate loss compared to capacity.

For comparison, let us also consider what happens if the base station ignores the coupling. That means that it does not use Multiport Communication Theory, but just conventional signal processing. To predict how much power it radiates, it needs to know the power coupling matrix $\hat{B}$ that ignores the mutual coupling and uses the mapping

$$\hat{x} = \frac{1}{\sqrt{R_G}} \hat{B}^{H/2} u_G.$$ (37)

$\hat{B}$ is diagonal and its diagonal entries can be obtained by connecting a linear generator to only one antenna of the array at a time, terminating the other antennas with open circuits and measuring the power $P_{\text{T,n}}$ flowing into the antenna. This means when the $n$th antenna is excited with the voltage $u_{G,n}$ corresponding to some $\hat{x}_{n}, \hat{x}_{n'} = 0 \forall n' \neq n$ and the relevant part of the circuit reduces to a simple voltage divider (Fig. 3). The radiated power is

$$P_{T,n} = \frac{|u_{G,n}|^2}{\|u_G\|^2} \left( \frac{\|Z_{11}\|_{n,n}}{|\mathbf{Z}_{G}^\dagger|_{n,n}} + |\mathbf{Z}_G|_{n,n}^2 \right).$$ (38)

Similar to (13), we also have

$$P_{T,n} = \frac{|\hat{x}_{n}|^2}{\|\hat{B}\|_{n,n}}.$$ (39)

Thus we define $\hat{B}$ analogously to (12)

$$\hat{B} = R_G (\mathbf{Z}_{G} + Z_G I)^{-H} \mathbf{B}_{G1} (\mathbf{Z}_{G} + Z_G I)^{-1}$$

and

$$\hat{B}^{H/2} = \sqrt{R_G} (\mathbf{Z}_{G} + Z_G I)^{-H} \mathbf{B}_{G1} (\mathbf{Z}_{G} + Z_G I)^{1/2}. $$ (41)

If the impedance of all base station antennas is the same, i.e., $\mathbf{Z}_{G}$ is a scaled identity matrix, then $\hat{B}$ is also a scaled identity matrix.

Via $\hat{B}$, the base station predicts the radiated power as $[21]$

$$P_{T,p} = E \left[ \|\hat{x}\|_2^2 \right] = E \left[ \|u_G^H \hat{B} u_G\|_2 \right]. $$ (42)

As $x$ is a zero-mean Gaussian random variable, $x \sim \mathcal{N}(0, \mathbf{R}_x)$. Due to the mapping (37), the base station does not transmit over the information theoretic channel $H$, but over another information theoretic channel, the one ignoring the coupling, given by $[21]$

$$\hat{h} := H^H \hat{H} = \mathbf{R}_x^{1/2} \mathbf{D} \hat{B}^{-H/2} \mathbf{D} \mathbf{B}^{-H/2}$$

for SU-MISO.

When the base station uses a precoder similar to (34),

$$\hat{f}_{\text{hyp}} = \frac{\hat{h}}{\|\hat{h}\|_2}.$$ (44)
it can achieve the (hypothetical) rate \[ R_{\text{hyp}}(P) = \log_2 \left( 1 + \frac{P}{\sigma_0^2} \| \hat{h} \|^2 \right) \] for \( P_{\text{T},p} = P \). (45)

We call the rate hypothetical, as it is what the base station assumes to achieve. But when base station predicts that it radiates the power \( P_{\text{T},p} = P \) and uses \( f_{\text{hyp}} \), its (true) radiated power \( P_T \) is \[ P_T = \frac{\mathbb{E}[u_G^H B u_G]}{R_G} = \mathbb{E} \left[ x^H \hat{B}^{-1/2} B \hat{B}^{-1/2} x \right] \]
\[ = \alpha P_{\text{T},p}, \quad \alpha = \frac{\| \hat{h} \|^2}{\| h \|^2} = \frac{\| \hat{h} \|^2}{\| h \|^2}. \] (46)

Note that the expectation here is w.r.t. the symbols, not w.r.t. the channel. \( \alpha \) is a function of the channel and for some of its realizations,
\[ \alpha < 1 \Leftrightarrow P_{\text{T},p} > P_T \quad \text{or} \quad \alpha > 1 \Leftrightarrow P_{\text{T},p} < P_T, \] (47)
see Figs. 4 and 19 but \( P_{\text{T},p} > P_T \) is extremely rare. So depending on the channel realization, there will be rate curves that actually require more or less transmit power than predicted.

On the one hand, if \( \alpha > 1 \) and if \( P_{\text{T},p} \) is as large as the power available linearly from the power amplifiers, there will be non-linear distortions due to \( P_T > P_{\text{T},p} \), which may cause transmission failure. On the other hand, if \( \alpha < 1 \), i.e., \( P_T < P_{\text{T},p} \), the transmission will be successful but the power budget is not fully utilized.

The probability densities in this paper are estimated on a grid of 128 points in a Monte Carlo simulation (see Sections V and VI) using the MATLAB implementation \[ \] based on the theory in [23] with a Gaussian kernel.

**B. SU-MIMO**

For SU-MIMO, the capacity in the downlink with power \( P \) is given by \[ C(P) = \log_2 \left( 1 + \sigma_0^{-2} H^H H R_x \right) \] for \( P_T = P \),
\[ R_x = V \Psi \hat{V}^H, \quad \text{tr}(\Psi) = P, \] (48)
where \( V \) is obtained from the singular value decomposition (SVD)
\[ H^H H = V \Psi \hat{V}^H \] (49)

and \( \Psi \) is a diagonal matrix whose entries are determined via waterfilling. This can be achieved by transmitting \( s \sim \mathcal{N}(0, \sqrt{W}, \Psi) \) over the precoder \( V \), i.e., \( x = Vs \).

If the base station ignores the mutual coupling at the base station and at the mobiles, it uses (57) to transform from \( \hat{x} \) to \( u_G \) as in SU-MISO, assumes that mobile uses the mapping \[ \hat{y} = \frac{\sigma_0}{\sqrt{R_L}} \hat{R}_L^{-1/2} u_L, \quad \hat{R}_L = \text{diag}(R_L) \] (50)
instead of (16), and assumes that \[ \hat{\rho} \sim \mathcal{N}(0, \sqrt{W}, \sigma_0^2 I) \] (51)
holds. Similar to (53), the optimal transmit strategy is to choose the precoder \( \hat{V}' \) from the SVD of the channel
\[ \hat{H}' = \sigma_0 \hat{R}_L^{-1/2} DB^{-H/2} = \hat{U}' \hat{\Psi}'^{1/2} \hat{V}'^H \] (52)
and the corresponding diagonal power allocation matrix \( \hat{\Psi}' \) obtained by waterfilling.

However, the noise distribution at the mobile in the information theoretic model is
\[ \hat{\rho} \sim \mathcal{N}(0, \sqrt{W}, \hat{R}_\alpha), \]
\[ \hat{R}_\alpha = \sigma_0^2 \hat{R}_L^{-1/2} R_t \hat{R}_L^{-H/2}, \] (53)
contrary to what the base station expects, see (51). Only \( \text{diag}(\hat{R}_\alpha) = \sigma_0^2 \hat{I} \) holds. This leads to the (hypothetical) rate
\[ R_{\text{hyp}}(P) = \log_2 \left( 1 + \sigma_0^{-2} \hat{H}'^H \hat{H} R_x \right) \text{ for } P_{\text{T},p} = P, \]
\[ R_x = \hat{V}' \hat{\Psi}' \hat{V}'^H, \quad \text{tr}(\hat{\Psi}') = P. \] (54)

Similar to (45), this is only a hypothetical rate, since the true radiated power may be different from the predicted one. By generalization of (46),
\[ P_T = \mathbb{E} \left[ \text{tr} \left( (B^{-1/2} B \hat{B}^{-H/2} x x^H) \right) \right] = \text{tr}(A) P_{\text{T},p}, \]
\[ A = B^{-1/2} B \hat{B}^{-H/2} \hat{V}' \hat{\Psi} \hat{V}'^H, \]
\[ \alpha(P) := \text{tr}(A(P = P_{\text{T},p})). \] (56)
Contrary to SU-MISO, for SU-MIMO \( \alpha \) also depends on the power allocation.

When the base station uses the ordinary reciprocity relation instead of the physically consistent one, the optimal transmit strategy is to use the precoder \( \hat{V}_{\text{recip}} \) from the SVD
\[ \hat{H}_{\text{recip}}^T \hat{H}_{\text{recip}} = \hat{V}_{\text{recip}} \hat{\Psi}_{\text{recip}} \hat{V}_{\text{recip}}^H, \] (57)
and \( \hat{\Psi}_{\text{recip}} \) determined via waterfilling. The rate of this scheme is
\[ R_{\text{recip}}(P) = \log_2 \left( 1 + \sigma_0^{-2} \hat{R}_x \hat{H}^H H \right) \text{ for } P_T = P, \]
\[ R_x = \hat{V}_{\text{recip}} \hat{\Psi}_{\text{recip}} \hat{V}_{\text{recip}}^H, \quad \text{tr}(\hat{\Psi}_{\text{recip}}) = P. \] (58)

**C. MU-MISO and MU-MIMO**

The sum capacity of the MU-MISO/MIMO Broadcast channel (BC) is given by \[ \] \[ C(P) = \max_{\Sigma \succeq 0, W} \log_2 \left( 1 + \sigma_0^{-2} H^H \Sigma H \right) \text{ for } P_T = P, \] (59)
where $\Xi$ is the (block-)diagonal power allocation matrix in the dual Multiple Access Channel (MAC), i.e., it is based on the rate duality between the BC and the dual MAC with the channel $H_H$. For MU-MIMO, we use the duality from [27], which ensures that streams allocated to the same mobile are orthogonal. Equation (59) describes a convex optimization problem that can be solved efficiently by various optimization algorithms, e.g., a projected gradient algorithm [28] with a step-size control as in [29] eq. (14).

For MU-MISO, if the base station ignores the mutual coupling at the base station, it will perform an optimization as in (59), namely

$$R_{\text{hyp}}(P) = \max_{\Xi \succeq \text{0}} \log_2 |I + \sigma^2 \bar{H} H^T \Xi \bar{H}|$$ for $P_{T,p} = P$, 

Note that this only holds as – as long as the base station has got the rate duality between the BC and the dual MAC needs to be employed as this problem is combinatorial in nature. Applying this greedy algorithm is used since the stream selection using linear precoding leads to a combinatorial problem. For MU-MISO, if the base station ignores the mutual coupling at the base station and at the mobiles, or with the ordinary reciprocity relation in the information theoretic model, the analysis is more involved since the channel the base station expects and the true channel are different, i.e., this is like a channel estimation error and this leads to interference. The capacity achieving transmission scheme for perfect channel knowledge is Dirty Paper Coding (DPC). When this scheme is used with a channel estimation error, the achievable rate may even be lower than with linear precoding. This is shown for a lattice-based scheme in a two-user MU-MISO BC in [30].

When computing the achievable sum rate with linear precoding, global optimization [31], [32] over the transmit covariance in the dual MAC needs to be employed as this problem is non-convex. This is only feasible for a small number of users and their antennas. Instead, we use a linear zero forcing (ZF) approach for the comparison. The ZF precoder and power allocation are found using one of the greedy weighted sum rate maximization algorithms from [33], the one not using a lower bound on the weighted sum rate for the user selection. A greedy algorithm is used since the stream selection using linear ZF precoding leads to a combinatorial problem. Applying this algorithm to $H, H'$ and $H_{DL}^2$, for $P_T = P, P_{T,p} = P$ and $P_{T} = P$ and transmitting over $H, H'$ and $H$ respectively, leads to $R_{\text{lin}}, R_{\text{hyp,lin}}$ and $R_{\text{recip,lin}}$.

V. SIMULATIONS FOR THE I.I.D. CHANNELS

In the following, we assume a base station with a uniform circular array (UCA) of $N$ parallel infinitely thin, but perfectly conducting $\lambda/2$-dipoles with antenna spacing $d$, and one or more mobiles with a UCA consisting also of parallel $\lambda/2$-dipoles. Their impedance matrices can be obtained in a similar way as for $\lambda/4$-monopoles as shown in [17] (which is based on [18] Ch. 13), as they are canonical minimum scattering antennas [34], [35]. The mutual impedance between antennas $i$ and $j$ situated $d_{i,j}$ apart is

$$Z_{i,j} = \frac{Z_0}{4\pi} \left( 2 \bar{C}(2\pi d_{i,j}/\lambda) - \bar{C}(\zeta_{i,j} + \pi) - \bar{C}(\zeta_{i,j} - \pi) 
+ j \left( \bar{C}(\zeta_{i,j} + \pi) + \bar{C}(\zeta_{i,j} - \pi) - 2 \bar{C}(2\pi d_{i,j}/\lambda) \right) \right),$$

where $Z_0$ is the impedance of free space, $\bar{C}$ is the sine and cosine integrals [18, (6-52)] [36, Ch. 6]

$$Si(x) = \int_0^x \frac{\sin(t)}{t} dt, \quad Cin(x) = \int_0^x \frac{1 - \cos(t)}{t} dt,$$

$$Ci(x) = \gamma + \ln(x) - Cin(x) = -\int_x^\infty \frac{\cos(t)}{t} dt$$

and $\gamma$ is the Euler-Mascheroni constant.

We assume the heuristic match $Z_G = Z_L = \text{Re}(Z_A)$ [21], which matches the real part of the antenna impedance to the purely resistive source and load impedance. $Q^{1/2}$ is obtained by the lower triangular Cholesky decomposition of $Q$.

For the noise parameters, we use the measurement results from [37] for a noise bandwidth of 740 kHz, except that we assume $\text{Re}(Z_A)$ as the input impedance of the LNA, so it fits our model. In this section we also assume that the entries of $Z_{21}$ are i.i.d. and drawn from $\mathcal{N}(0, \sigma_z^2)$. In order to obtain reasonable transmit powers, $\sigma_z \approx 0.019085 \Omega$ is chosen, which corresponds to the absolute value of the mutual impedance between two $\lambda/2$-dipoles separated by about $85.7$ in at $3.5$ GHz.

The ergodic (sum) capacity and rates, the average number of active streams and the empirical probability density of $\alpha$ in the following were computed by a Monte Carlo simulation with 1000 channel realizations.

A. SU-MISO

Consider one single antenna receiver in three scenarios: a base station with $N = 9$ antennas and $d = 0.35\lambda$ or $d = 0.4\lambda$ antenna spacing and one with $N = 33$ and $d = 0.4\lambda$. Fig. 4 shows the probability density for $\alpha$ in these scenarios. The largest variation in $\alpha$ is obtained for a small antenna spacing of $0.35\lambda$, where for some channel realizations only about $36.2\%$ of the predicted power is radiated and for some as much as $94.0\%$. The variations for $0.4\lambda$ antenna spacing are less pronounced, but there is still a considerable variation in the transmit power for a fixed predicted transmit power $P_{T,p}$ when the base station uses conventional signal processing. We conclude that the base station radiates on average less power than predicted when it uses conventional signal processing. The loss in power is significantly larger for $d = 0.35\lambda$ (Fig. 4) than for $d = 0.4\lambda$ (Figs. 6 and 7).
Figs. 5, 6 and 7 show the ergodic capacities and rates for these scenarios. Comparing them, we can see that for the same $P$, $C_{\text{erg}}$ and $R_{\text{erg,recip}}$ are larger for $N = 33$ than for $N = 9$, and for $d = 0.35\lambda$ larger than for $d = 0.4\lambda$. We can also see that using the ordinary reciprocity relation in the information theoretic model leads to a loss in rate that is small for larger antenna spacings and a small number of antennas, but increases considerably for smaller antenna spacings and a large number of antennas. This loss is caused by the precoder $f_{\text{recip}}$ leading to the beamforming vector $\sqrt{R_{\text{erg}}^H B^{-H/2}} f_{\text{recip}}$. Both are optimal for the ordinary reciprocity relation, but not for the physically consistent one.

Still, using the ordinary reciprocity relation is considerably better than using conventional signal processing. $R_{\text{erg, hyp}}$ and shows the same tendency as $R_{\text{erg, recip}}$, but the gap to $C_{\text{erg}}$ is significantly larger than for $R_{\text{erg, recip}}$. This gap is not only caused by a suboptimal precoder, but also by the base station not being able to accurately predict the radiated power $P_T$ with conventional signal processing.

### B. SU-MIMO

Consider a base station with a UCA consisting of $N = 33$ $\lambda/2$-dipoles and a mobile with a UCA with $M = 9 \lambda/2$-dipoles, both with $0.4\lambda$ antenna spacing. Compared to SU-MISO (see Fig. 7), the difference between $R_{\text{erg, hyp}}$ and $C_{\text{erg}}$ is significantly larger, as shown in Fig. 8, although the antenna spacing.
spacing at the base station is the same. As in SU-MISO, $R_{\text{erg,recip}}$ achieves a better performance than $R_{\text{erg,hyp}}$.

Looking at the average number of active streams (Fig. 9), all schemes perform similarly. That means the rate difference comes mainly from radiating a different amount of power than predicted and from the suboptimal precoders, instead of a suboptimal number of active streams.

Regarding the predicted radiated power $P_{\text{T,p}}$ when ignoring the coupling, consider the probability density of $\alpha$ in Fig. 10. For $P = -100$ dBW, the average number of active streams is 1, and the distribution is similar to Fig. 4. But for $P = -55$ dBW, the average number of active streams is close to 9, and the distribution is much more narrow around $\alpha \approx 0.79$. That means when more streams are active, there is an averaging effect between streams belonging to directions with large $\alpha$ and to those with small $\alpha$. Note that the ratio of the predicted to the radiated power of the individual streams may still experience a distribution similar to when only one stream is active.

C. MU-MISO

Let us compare the ergodic sum rates in Fig. 11 for a base station with $N = 33 \lambda/2$-dipoles in a UCA communicating to two mobiles with one $\lambda/2$-dipole each. The performance of linear ZF precoding is very close to DPC for both, the sum capacity and the hypothetical sum rate, although fewer streams are active with linear precoding up to around $P = -75$ dBW, see Fig. 12. The loss when ignoring the coupling ($R_{\text{erg,hyp}}$) is qualitatively similar to the loss for SU-MIMO in Fig. 8. For $R_{\text{erg,recip,lin}}$, the loss is smaller than for $R_{\text{erg,hyp,lin}}$ for small transmit powers – and as shown in Fig. 12 there is only a bit more than one stream active on average. That means, in this region, the system behaves similarly to a SU-MISO system and is mainly noise limited. For larger transmit powers however, the loss starts to increase significantly when 2 streams are active on average, as using the ordinary reciprocity relation leads to wrong CSI in the downlink and causes interference. The larger this interference is compared to the noise power, the more important it is. For large interference, the system becomes interference limited. This is why starting from $P \approx -63$ dBW, $R_{\text{erg,recip,lin}}$ is even worse than $R_{\text{erg,hyp,lin}}$.

Consider also the rate region for one channel realization. The weighted sum and per-user rates for DPC can be obtained in a similar way to [59] and [60] using, e.g., a projected gradient algorithm [28], and for linear precoding using similarly the
Fig. 14. Ergodic downlink sum rates for a UCA with 33 $\lambda/2$-dipoles at the base station and two users with a 9 $\lambda/2$-dipole UCA, all three with 0.4$\lambda$ antenna spacing, in a MU-MIMO i.i.d. channel.

Fig. 15. Average number of active streams for a UCA with 33 $\lambda/2$-dipoles at the base station and two users with a 9 $\lambda/2$-dipole UCA, all three with 0.4$\lambda$ antenna spacing, in a MU-MIMO i.i.d. channel.

The weighted sum rate maximization algorithm from [33]. When we have a look at the rate region for one channel realization in the same setting as for the sum rates, we can see a similar behavior as for the sum rate, see Fig. 13. The curves corresponding to the sum capacity and its corresponding sum rate with linear ZF precoding are called “cap” and “cap,lin” in the figure, and accordingly “hyp” and “hyp,lin” for the hypothetical sum rate and “recip,lin” for the one for the ordinary reciprocity relation. The performance using linear ZF precoding is very close to DPC.

D. MU-MIMO

For MU-MIMO, let us also consider a UCA with $N = 33$ antennas at the base station and two mobiles with a UCA of 9 antennas, all three with 0.4$\lambda$ antenna spacing. For smaller transmit powers, the performance of linear ZF precoding is very close to DPC for the sum capacity and the hypothetical sum rate. But as the transmit power increases, the gap also increases, see Fig. 14. Similar to MU-MISO, for small $P$, $R_{\text{erg,recip,lin}}$ performs well, around $P = -70$ dBW the gap to $R_{\text{erg,hyp,lin}}$ starts to decrease considerably and at $P \approx -61$ dBW they intersect. Compared to MU-MISO, the sum rate loss compared to $C_{\text{erg}}$ increases for all ergodic rates, i.e., the the loss increases with an increasing number of user antennas.

The average numbers of active streams in Fig. 15 show that for small transmit powers, they are very similar for DPC and linear ZF, but as the SNR increases, those for DPC increase much faster, i.e., the larger sum capacity and hypothetical rate in Fig. 14 can be explained by DPC supporting more active streams.

VI. SIMULATIONS WITH THE QUADRIGA CHANNEL GENERATOR

QuaDRiGa [13], [14] is a channel generator written in MATLAB that allows to generate channels that are more realistic than i.i.d. channels. It is compatible with the current 3GPP channel model, 3GPP TS 38.901 [38], valid from 500 MHz to 100 GHz. As in [39], we consider a single non-sectored base station site in the urban macrocell (UMa) model, but without mobility. The model assumes a hexagonal grid of cells with base station sites at certain corners of the hexagons. When the base station serves all mobiles closest to it, it serves
a hexagon with edge length $(500/\sqrt{3})$ m and is located at its center. The $\lambda/2$-dipoles at the base station and at the mobiles are all oriented vertically. The mobiles are distributed uniformly in the hexagon outside of a circle with radius $35$ m around the base station. The altitude of the base station is $25$ m and the one of the mobiles is determined according to [38]. The continuous time channels obtained by QuaDRiGa need to be filtered by a transmit and a receive filter and sampled as the QuaDRiGa continuous time channels are impulse trains so they fit the circuit theoretical model and the receive power matches. Additionally they need to be filtered by a transmit and a receive filter and sampled as the QuaDRiGa continuous time channels are impulse trains for each individual channel between a transmit and a receive antenna. As in [39], we use root-raised cosine transmit and receive filters with $\Delta f = 15$ kHz and roll-off factor $1$ at the center frequency $3.5$ GHz, as it does not introduce any noise correlations in time-domain after sampling. The bandwidth is similar to an LTE subcarrier. Regarding the noise parameters, the same parameters as for the i.i.d. channels are used but the noise (co-)variances are scaled by $15/740$ so they fit to the smaller bandwidth, maintaining the same noise power per bandwidth. We assume that the channel in discrete time is frequency flat, so the channel evaluated at $\nu = 0$ Hz is [39]

$$Z_{21} = \sum_{n_{\text{path}} = 1}^{N_{\text{path}}} Z_{21, n_{\text{path}}},$$

(64)

where $N_{\text{path}}$ is the number of paths of the QuaDRiGa channel and $Z_{21, n_{\text{path}}}$ are the coefficients corresponding to path $n_{\text{path}}$.

Let us now compare the simulation results for the SU-MISO and MU-MIMO scenarios in the i.i.d. channel with the one in the QuaDRiGa scenario. The attenuation of the channels generated by QuaDRiGa is larger than for the i.i.d. channel, so the ergodic (sum) rates are plotted for a larger $P$ such that similar ergodic (sum) rates are achievable, see Figs. 16, 17, 18 and 19. For SU-MISO in the range plotted, the slope of the ergodic rates is smaller than in the i.i.d. channel at a similar ergodic rate. That means that for many channel realizations, the channel attenuation is large and the slope of $\log_2(1 + \text{SNR})$ is smaller than 1 in logarithmic scale. There is a similar rate loss if the base station uses the ordinary reciprocity relation as in the i.i.d. channel. Similarly $C_{\text{erg}}$ and $R_{\text{erg, recip}}$ are larger for $N = 33$ than for $N = 9$, and larger for $d = 0.35\lambda$ than for $d = 0.4\lambda$. Also similarly, on average less power is radiated than predicted if the base station uses conventional signal processing. However in this case, the loss due to this
and due to the suboptimal beamforming are smaller for the channels generated by QuaDRiGa. The former corresponds to the distribution of α being shifted a bit closer to 1, see Fig. 19. Furthermore, the variation of α also gets slightly smaller. As in the i.i.d. channel, using the ordinary reciprocity relation leads to higher ergodic rates than conventional signal processing.

In the MU-MIMO scenario, the ergodic sum rates look similar as in the i.i.d. channels, see Figs. [14] and [20] but the losses due to using the ordinary reciprocity relation or ignoring the coupling are smaller and linear ZF is closer to DPC. However regarding the average number of active streams, see Figs. [15] and [21] fewer are active for the same sum rate in the QuaDRiGa channels than in the i.i.d. channels. This can be explained by the larger correlation of the QuaDRiGa channels. Furthermore, the difference between the numbers of active streams for linear ZF and for DPC is smaller for the QuaDRiGa channels.

VII. CONCLUSIONS

We have analyzed the reciprocity of a MU-MIMO TDD system based on Multiport Communication Theory. We have seen that by incorporating the physical noise model and the power consistency, the ordinary (pseudo-physical) reciprocity relation between the information theoretic up- and downlink channel does not hold in general – even if the relation between the transmit voltage sources and the receive load voltages is reciprocal. Instead, a physically consistent reciprocity relation holds. We have shown how the base station can achieve capacity using this relation, when it computes the downlink channel from the uplink channel: namely by using the power-coupling matrix it needs to know anyway to obtain the information theoretic channel and by using a database of noise covariance matrices of the mobiles.

We have shown that when the base station uses the ordinary reciprocity relation, it will use suboptimal beamforming vectors and suboptimal power allocations that can significantly decrease the (sum) rate of the downlink, depending on the array geometry and on the type of antennas used. When the base station uses conventional signal processing, i.e., if it ignores the coupling, there can also be a significant rate loss. Furthermore it cannot even predict the power it radiates accurately and there can be a large variation in the radiated power. In multi-user systems, using the ordinary reciprocity relation is similar to having a channel estimation error, which leads to intra-cell interference between different users.

These conclusions hold both, for i.i.d. channels and for channels based on the 3GPP TS 38.901 UMa model generated by QuaDRiGa. This highlights the importance of taking the mutual coupling into account, and its effects on the reciprocity in the information theoretic channel. It is sensible to take it into account by two matrix multiplications with matrices that can be determined offline at the design stage.

Although our numerical results are based on canonical minimum scattering antennas to enable an analytic calculation of the impedance matrices of the arrays, the analysis is not limited to such antenna elements. For other antenna elements, the impedance matrices have to be computed numerically with an appropriate electromagnetic solver or measured. Similarly although we have only provided numerical results for i.i.d. channels and 3GPP TS 38.901 UMa channels, the approach presented is not limited to these types of channels.
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