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ABSTRACT
Improving the performance of on-device audio classification models remains a challenge given the computational limits of the mobile environment. Many studies leverage knowledge distillation to boost predictive performance by transferring the knowledge from large models to on-device models. However, most lack a mechanism to distill the essence of the temporal information, which is crucial to audio classification tasks, or similar architecture is often required. In this paper, we propose a new knowledge distillation method designed to incorporate the temporal knowledge embedded in attention weights of large transformer-based models into on-device models. Our distillation method is applicable to various types of architectures, including the non-attention-based architectures such as CNNs or RNNs, while retaining the original network architecture during inference. Through extensive experiments on both an audio event detection dataset and a noisy keyword spotting dataset, we show that our proposed method improves the predictive performance across diverse on-device architectures.
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1. INTRODUCTION
With the ubiquity of real-time communication, on-device audio understanding has received great attention. On-device models have achieved comparable performance to much larger models on several tasks such as keyword spotting (KWS) [1, 2]. Nevertheless, compared to large models, on-device models still struggle with more complex tasks (e.g., audio event detection (AED) [3]). Improving the performance of on-device models is challenging due to the restricted memory and computing resources in the mobile environment.

Several studies [4, 5] utilize knowledge distillation (KD) [6] to tackle the problem described above, applying the knowledge of large models (teacher) to on-device models (student) without incurring any computational overhead at inference time. Many on-device models commonly focus on the knowledge embedded in logits produced by the classification layer [4, 5, 7], mainly because it can be easily applied even when the teacher and the student have dissimilar architectures. However, temporal information, which is known to be beneficial in audio tasks [8], cannot be easily distilled when it is compressed into classifier logits [9].

With the success of the transformer [10], recent studies [11, 12] have focused on distilling the knowledge from self-attention maps, preserving the temporal information. However, their methods are limited to transferring the knowledge between the same transformer-based architectures only, where even the smallest transformer variants remain computationally expensive for many mobile devices. Also, it is not straightforward to transfer the knowledge of self-attention maps from the large transformer-based model to other architectures such as convolutional neural networks (CNNs) or recurrent neural networks (RNNs).

In this paper, we introduce a simple yet effective method that can distill the temporal knowledge from attention weights of large transformer-based models to on-device models of various architectures. We first employ XLSR-wav2vec 2.0 [13] as a teacher model and extract attention weights from its self-attention maps. We design the attention distillation loss for the on-device (student) models by attaching a simple attention layer only at training time to align the teacher and the student attention weights. To evaluate the effectiveness of our proposed method, we conduct experiments on a real-world AED dataset (FSD50K [3]) and a noisy KWS dataset. The noisy KWS dataset is constructed by injecting the existing KWS dataset samples (Google Speech Commands v2 [1]) into different speech-like noise audios [14], making the temporal information more important for classifying each specific target keyword. Experimental results demonstrate that applying our method improves the predictive performance of various on-device models without any architectural changes on inference by distilling temporal information during training.

2. PROPOSED METHOD
In this section, we first describe a large-scale transformer-based model that is used as a teacher model (§2.1) and on-device models employed as student models (§2.2). We then introduce our method that transfers the temporal knowledge from self-attention of the teacher model to student models.
without any architectural changes during inference (Sec. 2.3). Our proposed method is illustrated in Figure 1.

### 2.1. Teacher: Large Transformer-based Model

We employ the XLSR-wav2vec 2.0 \(^{\text{[13]}}\) as our teacher model \(F_T\), which is a large-scale transformer-based ASR model with state-of-the-art performance on multilingual ASR. The teacher model translates a raw audio \(x\) to latent representations for \(n\) time-steps using a convolutional feature encoder. The latent representations are passed through \(m\) consecutive transformer layers to output context representations \(c_i = 1, \ldots, n\), where \(c_i \in \mathbb{R}^d\) is the \(d\)-dimensional vector.

To perform audio classification, we attach a fully-connected layer to the output \(c\) of \(F_T\). Similar to the fine-tuning of language models \(^{\text{[15]}}\), we feed only the first output \(c_1\) to the fully-connected layer \(F_T\) and the fully-connected layer are trained end to end on audio classification datasets (Details described in Sec. 3).

### 2.2. Student: Lightweight On-device Models

In this paper, we consider the following on-device audio classification models adopted by \(^{\text{[2]}}\) as our student models \(F_S\): a simple RNN-based model (LSTM-P) \(^{\text{[16]}}\), a CNN-based model (TC-ResNet) \(^{\text{[17]}}\), a model that uses both CNN and RNN (CRNN) \(^{\text{[18]}}\), a model including an attention mechanism (Att-RNN) \(^{\text{[19]}}\), and a multi-head variant of Att-RNN (MHAtr-RNN) \(^{\text{[2]}}\). For the student models, we pass the raw audio to the MFCC-based feature encoder. The student models extract the context representations \(c'_i = 1, \ldots, n'\) for \(n'\) time steps, where \(c'_i \in \mathbb{R}^{d'}\) is the \(d'\)-dimensional vector. Note that the student models have different sizes \(n'\) and \(d'\) depending on their architecture.

We integrate the attention mechanism that extracts attention weights \(a_S \in \mathbb{R}^{n'}\) from every student model except Att-RNN and MHAtr-RNN architectures which already include the attention mechanism. The extracted student attention weights act as recipients for transferring high-level knowledge from the teacher model \(F_T\). The attention weights are computed by applying the softmax function on the inner-product of the context representations \(c'_i\) and a query \(q \in \mathbb{R}^d\) as follows: \(a_S = \text{softmax}(c'_i \cdot q)_{i=1}.\) There are many strategies for designing the query \(q\), e.g., random initialization \(^{\text{[20]}}\) or projection of the medium context representation \(^{\text{[19]}}\), where we chose the latter. As the training progresses, \(a_S\) learns to capture the importance of each context representation \(c'_i\). For Att-RNN, we directly use its attention weights as \(a_S\). For MHAtr-RNN, which adopts a multi-head attention mechanism, we are motivated by \(^{\text{[10]}}\) to choose one of the heads to yield attention weights. While this approach is not universally applicable for arbitrary architectures, we emphasize that the only architectural requirement for the student model to satisfy is to output an intermediate features which preserve the temporal information. There are already many prominent architectures that satisfy this requirement, e.g., CNN feature map before the global average pooling layer or sequence of outputs of RNN.

### 2.3. Temporal Knowledge Distillation

To extract the temporal knowledge from the teacher model, we leverage \(m\) self-attention maps \(A_T^{1, \ldots, m} \in \mathbb{R}^{n \times n}\) from \(m\) transformer layers of the teacher model \(F_T\). The attention rollout technique \(^{\text{[21]}}\) is applied to the self-attention maps to result in a single unified attention map \(A_T' \in \mathbb{R}^{n \times n}\). We utilize the first vector \(a'_1 \in \mathbb{R}^{1 \times n}\) in \(A_T'\) as attention weights of the teacher model since the context is trained by performing the audio classification task based on the context representation \(c_1\) of the first time step.

To transfer the temporal knowledge from the teacher model to the student model, we align \(a'_1\) and \(a_S\) using the \(L_{KL}\) loss. We define \(L_{KL}\) as a Kullback-Leibler (KL) divergence between the two attention weights so that minimizing the loss will penalize the misalignment. However, the loss term \(L_{KL}\) cannot necessarily be directly computed since the dimensions of the two weights \(a'_1\) and \(a_S\) might not match.
Therefore, we employ a simple linear interpolation method to resize the attention weights to match the dimension of $a'_T$ with $a_S$ while preserving the temporal knowledge. After applying the linear interpolation on the attention weights $a'_T$, we obtain the final attention weights $a_T$ of the teacher model $F_T$. Using the attention weights of the teacher and student models, the loss term $\mathcal{L}_{KL}$ is computed as follows:

$$\mathcal{L}_{KL} = D_{KL}(a_S|a_T),$$  

(1)

where $D_{KL}$ is the KL divergence.

The final student loss $\mathcal{L}$ is defined as follows:

$$\mathcal{L} = \lambda \mathcal{L}_{KL} + (1 - \lambda) \mathcal{L}_{CLS},$$  

(2)

where the $\mathcal{L}_{CLS}$ is a cross-entropy-based classification loss of the student model. $\lambda$ is a hyperparameter that controls the influence of each loss term.

Note that the on-device models (student models) except Att-RNN and MHAtt-RNN leverage the attention weights only during training to receive the knowledge from the teacher model, and they do not use the attention weights during inference. In other words, there is no architectural change in the model during inference, hence showing zero computational overhead for the inference of on-device models.

### 3. EXPERIMENTS

#### 3.1. Experimental Setup

**Datasets.** We verify the effectiveness of our proposed KD method with experiments on a real-world AED dataset (FSD50K) and a noisy KWS dataset (called noisy speech commands v2).

**FSD50K** [3]: The FSD50K dataset [3] is a multi-label audio event detection dataset, which represent real-world audios. The dataset is composed of 51,197 human-labeled audio events with 200 classes with lengths ranging from 0.3 to 30 seconds. The audio inputs are zero-padded when the inputs are shorter than 30 seconds.

**Noisy Speech Commands v2:** To clearly demonstrate the effectiveness of our method in distilling the high-level knowledge of temporal information, we construct a noisy KWS dataset by inserting the existing KWS dataset, Speech Commands v2 [1], to the background speech noise. The Speech Commands v2 dataset [1] contains 105,829 one-second utterances of 35 words stored as 16-bit mono PCM WAVE files with a 16KHz sample rate. Following the settings from [2] [1], we use their training splits and the 12 class labels, which include the “silence” label with no speech and “unknown” label with an additional 20 keywords. We generate the synthetic audios by injecting the one-second speech command audios into the background speech noise obtained from the “Hubbub”, “speech noise”, “speech babble” classes of the AudioSet dataset [14]. The speech noise is randomly cropped to a predefined duration. The locations of the speech command audios are uniformly sampled within the speech noise audio. We define four Noisy Speech Commands datasets, each using a fixed duration of 2, 4, 6, and 8 seconds noise. The noisy datasets are split using the same training and validation splits as the Speech Commands v2 dataset. Audio mixing is done by weighted sum of both the one-second Speech Commands v2 and AudioSet noise PCM signals, with respective weights of 0.75 and 0.25.

**Baselines.** We employ the five on-device models described in Sec. [2] as baseline models. By varying the hyperparameter $\lambda \in \{0.0, 0.1, 0.25, 0.5\}$, we observe the change of predictive performance to show the effect of the hyperparameter that controls the influence of our proposed method. When $\lambda=0.0$, the loss becomes equal to the vanilla cross-entropy loss without knowledge distillation.

**Metrics.** Following [3] and [2], we use mean average precision (mAP) and accuracy to evaluate the performance on FSD50K and Noisy speech commands v2, which are the multi- and single-label classification datasets, respectively. The higher score in both metrics indicates higher performance.

**Implementation Details.** The teacher model (XLSR-wav2vec 2.0) is pretrained on a multilingual speech dataset [13]. We fine-tune the teacher model with a batch size of 16 for 50 epochs. For FSD50K and Noisy speech commands v2, we set the learning rate as 2e-5 and 5e-4, respectively, with 1K warmup steps. We apply SpecAugment [22] with probability 0.75 which consists of two 10% frequency mask while training.

The on-device models are trained for 20K iterations with a batch size of 100. Audios are re-sampled to a sample rate of 16KHz. The student models take the MFCC representations of the audio as an input. We employed a best keeping strategy to keep the weights with the best performance on the validation set using the evaluation metrics. We leverage an existing code [2] for our experiments.

**Table 1.** Performance comparison on the FSD50K dataset. Test mAP of the best model found by the validation is reported, where the validation mAP is obtained every 400 steps.

| Model       | Vanilla (λ = 0.0) | Attention Distillation (λ = 0.25) | λ = 0.5 |
|-------------|------------------|-----------------------------------|---------|
| wav2vec 2.0 | 0.5498           | 0.3053                            | 0.3317  |
| LSTM-P      | 0.1141           | 0.1300                            | 0.1043  |
| TC-ResNet   | 0.1814           | 0.1951                            | 0.1509  |
| CRNN        | 0.2789           | 0.2853                            | 0.2891  |
| Att-RNN     | 0.2856           | 0.3471                            | 0.3053  |
| MHAtt-RNN   | 0.2647           | 0.3182                            | 0.3317  |
Table 2. Performance comparison on Noisy Speech Commands v2 dataset. Test accuracy (%) of the best model found by the validation accuracy is reported, where the validation accuracy is obtained every 400 steps. Best accuracies are in bold, and the performance of the student models that outperform the teacher model is underlined.

| Audio Length | Model     | Vanilla \( \lambda = 0.0 \) | Attention Distillation \( \lambda = 0.1 \) | \( \lambda = 0.25 \) | \( \lambda = 0.5 \) |
|--------------|-----------|-----------------|-----------------|-----------------|-----------------|
|              |           |                 |                 |                 |                 |
| 2s           | wav2vec 2.0 | 90.59 | N/A |                 |                 |                 |
|              | LSTM-P     | 88.73 | 88.98 | 89.31 | 88.92 |
|              | TC-ResNet  | 87.77 | 88.08 | 86.21 | 86.27 |
|              | CRNN       | 89.86 | 90.06 | 90.00 | 89.46 |
|              | Att-RNN    | 89.88 | 91.31 | 91.67 | 90.94 |
|              | MHAtt-RNN  | 89.75 | 91.25 | 91.67 | 91.75 |
|              | wav2vec 2.0 | 91.22 | N/A |                 |                 |                 |
| 4s           | LSTM-P     | 85.19 | 88.23 | 88.52 | 89.08 |
|              | TC-ResNet  | 87.60 | 88.33 | 87.21 | 84.62 |
|              | CRNN       | 89.69 | 89.44 | 89.46 | 90.21 |
|              | Att-RNN    | 90.65 | 91.98 | 91.79 | 91.58 |
|              | MHAtt-RNN  | 91.19 | 91.55 | 92.12 | 91.77 |
|              | wav2vec 2.0 | 90.93 | N/A |                 |                 |                 |
| 6s           | LSTM-P     | 45.27 | 69.21 | 85.58 | 85.10 |
|              | TC-ResNet  | 86.00 | 86.85 | 84.23 | 82.10 |
|              | CRNN       | 88.58 | 89.88 | 89.29 | 89.46 |
|              | Att-RNN    | 90.88 | 90.77 | 90.73 | 91.19 |
|              | MHAtt-RNN  | 90.58 | 90.96 | 91.67 | 91.10 |
|              | wav2vec 2.0 | 90.95 | N/A |                 |                 |                 |
| 8s           | LSTM-P     | 78.44 | 82.19 | 34.58 | 66.25 |
|              | TC-ResNet  | 77.81 | 85.79 | 85.71 | 80.15 |
|              | CRNN       | 88.94 | 89.02 | 89.79 | 89.77 |
|              | Att-RNN    | 88.81 | 90.44 | 90.98 | 90.75 |
|              | MHAtt-RNN  | 88.33 | 91.50 | 91.79 | 91.35 |

3.2. Evaluation Results

3.2.1. Results on Real-word AED dataset

Table 1 demonstrates the effectiveness of our method on FSD50K dataset. Our method shows clear improvement on all the representative architectures we have chosen, where the mAP scores of LSTM-P, TC-ResNet, CRNN, Att-RNN, and MHAtt-RNN increased by 13.9%, 7.6%, 9.5%, 21.5%, and 25.3%, respectively. Especially, improvement on attention-based methods is substantial.

3.2.2. Results on Noisy KWS dataset

Table 2 summarizes the evaluation results on the Noisy Speech Commands v2. Our method shows superior performance across all datasets on all the student architectures. Furthermore, attention-based student models that applied attention distillation often exceed the teacher model performance, whereas vanilla student models are always inferior to the teacher model. We also observed that the accuracy disparity between models trained with vanilla and attention distillation losses tends to grow for non-attention-based models as the audio length increases. This implies that those models benefit from the temporal knowledge extracted from attention weights without any architectural changes.

4. CONCLUSION

In this paper, we propose a novel attention distillation method that transfers the temporal knowledge from large teacher models to on-device student audio classification models. We extract the attention weights from both the teacher and the student models, and align them via KL divergence. Our method can be applied to various architectures with no architectural change during inference. Through extensive experiments on both an audio event detection dataset and a noisy keyword spotting dataset, we show that our proposed method improves the predictive performance. Through extensive experiments on both an audio event detection dataset and a noisy keyword spotting dataset, we show that our proposed method improves the predictive performance.
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