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Abstract—This paper presents GPU performance optimization and scaling results for the Sparse Deep Neural Network Challenge 2020. Demands for network quality have have increased rapidly, pushing the size and thus the memory requirements of many neural networks beyond the capacity of available accelerators. Sparse deep neural networks (SpDNN) have shown promise for reigning in the memory footprint of large neural networks. However, there is room for improvement in implementing SpDNN operations on GPUs. This work presents optimized sparse matrix multiplication (SpMM) kernels fused with the ReLU function. The optimized kernels reuse input feature maps from the shared memory and sparse weights from registers. For multi-GPU parallelism, our SpDNN implementation duplicates weights and statically partition the feature maps across GPUs. Results for the challenge benchmarks show that the proposed kernel design and multi-GPU parallelization achieve up to 180 TeraEdges per second inference throughput. These results are up to $4.3 \times$ faster for a single GPU and an order of magnitude faster at full scale than those of the champion of the 2019 Sparse Deep Neural Network Graph Challenge for the same generation of NVIDIA V100 GPUs. Using the same implementation, we also show single-GPU throughput on NVIDIA A100 is $2.37 \times$ faster than V100.

I. INTRODUCTION

Deep learning (DL) has seen great progress over the last decade and demonstrated substantial accuracy improvement over a range of machine learning tasks such as image classification [1], object recognition [2], language modeling [3], [4], and language translation [5]. Scaling up DL models along with increased amount of training data have proven to be an effective approach to improve the model accuracy [3], [4], [6]. The progress of DL applications involves not only the algorithmic improvements, but also the unprecedented computational throughput provided by GPUs.

On several machine learning tasks, the size of state-of-the-art deep neural networks (DNN) has grown beyond the memory limits of available accelerators [3], [6]. To address this, the DL community has taken an algorithmic approach of sparsifying the DNN using techniques such as pruning [7]–[9]. These optimization convert a dense DNN into a sparse DNN.

Sparse DNNs present unique scalability challenges. Realizing this, in 2019 MIT/IEEE/Amazon proposed Sparse DNN graph challenge as an extension to the Graph Challenge [10]–[14]. The Sparse DNN Challenge is created by leveraging the collective knowledge of machine learning, high-performance computing and graph analytics communities on emerging AI systems. The objective of the sparse DNN graph challenge is to build scalable algorithms and systems for sparse AI analytics.

The sparse DNN challenge provides model structure, trained model weights, and inputs as a foundation for comparison of inference performance. Several models with varying number of layers (120 to 1920 layers) and neuron connections (4 Million to 4 Billion) are posted in the challenge. Such a large variation allows system and algorithm designers to evaluate efficient, scalable implementations against a variety of network types.

In this work, we propose efficient sparse algorithms and demonstrate performance kernel implementations for sparse DNN inference on GPUs. GPUs have become a de-facto accelerator for DNN computation. However, traditionally GPUs are designed for dense DNN operations and their performance is considerably reduced for sparse DNN computations. Using a baseline sparse DNN implementation, we identify the causes of performance bottleneck. In our baseline implementation, we store the weights as sparse matrices in the compressed sparse row (CSR) storage format while the inputs are represented as dense matrices in the column-major data layout in memory. We observe that irregular memory accesses to the input matrix and redundant accesses to the weight matrices are the primary causes for inefficiency in the naive sparse DNN implementation.

To address this, we propose a few optimizations, namely, register tiling, shared-memory tiling, and compact index representation to create optimized fused kernel implementation for sparse DNN computation. In the optimized fused kernel, the weights are stored in sliced ELLPACK format for efficient memory access while the inputs are retained in the column-major layout in memory. Together these optimizations minimize the total number of irregular memory access and redundant access to the global memory, thus providing significant performance improvements. Although variants of these optimizations have been applied in SpMM kernels [15], in this work we tune them for sparse DNN computation.

Our evaluation shows, compared to the baseline fused kernel implementation, the optimized fused kernel provides up to $11.84 \times$ speedup. Overall, the proposed optimizations achieve up to $14.30$ TeraEdges ($10^{12}$ edges) per second performance on a single V100 GPU. Compared with prior champions, our single GPU implementation on NVIDIA V100 GPU is up to $4.3 \times$ faster. Compared to an implementation based off NVIDIA’s cuSPARSE, our proposed kernels can provide $200 \times$ speedup. In addition, we evaluate the performance of our optimized fused kernel on the latest generation GPU, Ampere A100, and show that out-of-the-box execution of our optimized
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kernel can achieve up to 20.99 TeraEdges per second (2.37× faster than V100 GPU).

To measure the algorithm scalability, we perform strong scaling using batch parallelism and scale up to 768 V100 GPUs on Summit at Oak Ridge National Lab. On a single node, when the number of V100 GPUs are increased from one to six, optimized fused kernel achieves up to 5.37× speed up, thus providing a scaling efficiency of 89.5% on a node. Our evaluation shows that, our proposed implementation can provide up to 46.8× speed up when the number of GPUs is increased to 768 (or 128 nodes with 6 GPUs in each node) compared to single V100 GPU implementation. Compared to 2019 Sparse DNN Champions, our scale-out implementation is more than 10× faster, providing up to 180 TeraEdges per second.

Overall, we make the following main contributions:
1) We present novel SpMM algorithms that exploit data reuse during DNN inference. The performance of the algorithms is further enhanced by integrating the ReLU layer.
2) We perform extensive benchmarking on OLCF Summit as well as the new A100 GPUs for the Sparse Deep Neural Network Challenge 2020 dataset.

The rest of the paper is organized as follows. We provide a brief background on sparse DNN graph challenge and discuss the limitations of naive sparse DNN inference implementation in §II. We discuss the proposed single GPU optimizations for sparse DNN inference in §III. We discuss our results in §IV and conclude in §V.

II. BACKGROUND & MOTIVATION

In this section, we provide a brief overview of the sparse DNN challenge and discuss the limitations in naive sparse DNN inference implementation.

A. Overview of Sparse DNN Challenge

The Sparse DNN graph challenge specifies a collection of large sparse DNNs models that are representative of the latest trends in addressing challenging machine learning tasks. The challenge provides model structure (number of layers and size of layer), and model weights for computing sparse DNN inference on a given input dataset.

1) Formulation of Sparse Layer: Each layer in the sparse DNN challenge can be described with Equation 1 [10].

\[ Y_{l+1} = \text{ReLU}(W_l \times Y_l + B) \]  

(1)

where \( l \) is the layer number, \( L \) is the total number of layers, \( Y_l \) and \( Y_{l+1} \) are \( N \times M \) matrices of \( M \) input features of length \( N \), respectively. \( W_l \) is an \( N \times N \) matrix of activation weights, \( B_l \) is an \( N \times M \) bias matrix for each output, and ReLU is the activation function. Here, ReLU activation function promotes sparsity and is defined as \( \text{ReLU}(x) = \max\{0, \min\{x, 32\}\} \). The weight matrix represents a general pattern of neuron connections: for a fully-connected layer, \( W_l \) would be entirely non-zero, for a convolution layer, \( W_l \) would be banded, and for a general sparse layer, \( W_l \) is a general sparse matrix.

2) Steps Involved in Sparse DNN Challenge: Algorithm 1 describes the high-level steps involved in computing sparse DNN inference in the sparse DNN graph challenge [10],! [16]. The challenge provides datasets comprising of input data for the neural network, weights for each layer in the network, bias values for each layer and finally the ground truth to validate if the results are correct while computing inference.

**Algorithm 1 Outline of Sparse DNN Challenge Algorithm**

1: Read input \( Y_0 \) and model weights \((W_0,W_1 \ldots W_{L-1})\) from binary files
2: Initialize bias vector \( B \) with a constant
3: Evaluate Equation (1) for all the layers, starting from \( l = 0 \) and until \( l = L - 1 \)
4: Use \( Y_L \) to determine categories and compare with the ground truth.
5: Measure and report performance

The input to the neural network is an interpolated sparse version derived from the MNIST dataset and consists of 60,000 images stored in TSV format. Each of the MNIST 28×28 pixel images are resized to 32×32 (1024 neurons), 64×64 (4096 neurons), 128×128 (16384 neurons) and 256×256 (65536 neurons) pixels. All resized images are thresholded to ensure values reside between 0 to 1. Then, they are linearized and stacked together to obtain 60k1K, 60k4K, 60k16K, and 60k64K input feature matrices. This allows to store each image in a single row in the TSV while each column representing a non-zero pixel location with a value of 1. The challenge also provides three different sparse DNN models comprising of 120, 480, and 1920 layers. Thus effectively creates a total of 12 DNNs (\{1024, 4096, 16384, 65536\} neurons × \{120, 480, 1920\} layers).

Since such large sparse DNN networks are not publicly available, the challenge generates the weight matrix using RadiX-Net synthetic sparse DNN generator [8]. The synthetic generator is capable of creating pre-determined DNNs with 32 connections per neuron and ensuring there exists an equal number of paths between inputs and intermediate layers. All neurons have weights and biases set to 1/16. However, our kernel design and implementation could work on real-life data with any arbitrary bias values and any sparse layer with arbitrary sparsity pattern.

B. The Baseline GPU Implementation

We present a baseline implementation of sparse DNN using GPUs and discuss the bottlenecks to motivate our optimizations. The baseline implementation consists a sparse×dense SpMM kernel fused with ReLU function for GPU execution. In this implementation, shown in Listing I each thread produces a single output element in \( Y_{l+1} \), and gathers data from the corresponding column of \( Y \). Each thread reads a row of windex (column indices of non-zero weight elements in the CSR format) and wvalue (the value of the non-zero weight elements) from sparse \( W_l \) matrix stored in CSR format, as depicted in Figure I. Note that windex and wvalue have...
the same layout and access patterns so we omitted w\text{value} from Figure [\ref{1}]. Also, each w\text{displ} element gives the starting location of its corresponding row of non-zero elements in the CSR format. That is, all w\text{index} elements in Figure [\ref{1}] are stored in a linear array with the starting point of each row of non-zero elements delineated by the w\text{displ} elements.

Listing 1: Baseline Implementation

```
__device__ float fused_ReLU(float x)
{
    return x < 0.070.01623.32.0162;
}
__global__ void fused_ReLU(float *yout, float *yin, int neuron,
int w\text{displ}, int w\text{index}, float *w\text{value}, float *bias, int *active,
int *category)
{
    int yoff = category[blockIdx.y]*neuron;
    float acc = 0;
    for(int n = w\text{displ}[xoff]; n < w\text{displ}[xoff+1]; n++)
    {
        acc += yin[yoff+w\text{index}[n]]*w\text{value}[n];
    }
    if(acc > 0)
    {
        yout[blockIdx.y*neuron+xoff] = acc;
    }
    atomicAdd(active+blockIdx.y,1);
}
```

For simplicity in the figure, we assume a toy example where each block consists of four threads and the warp size is two. As a result, the GPU kernel deploys M × N/B thread blocks, where M is the number of output feature elements (pixels), and B is the block size. Here, each block accesses a portion of W_l. As each thread accesses the input, it performs a fused multiply-and-add (FMA) operation with the corresponding activation weight, accumulating the result in its register. Finally, each thread adds the bias and activate (or deactivate) the output, and write the output to global memory.

While the baseline implementation exhibits a high degree of thread-level parallelism for large output features, it is inefficient for several reasons. First, the global memory accesses to the input matrix are not only uncoalesced, but also irregular: Figure [\ref{1}] highlights the memory accesses of the first thread of the first block. An irregular subset of the Y_l elements are read by each thread. Second, threads that generate equivalent elements in different output maps redundantly reads the same row of the W_l matrix. As a result the weight matrix is read M times. This results in wasting memory bandwidth that could have been used for the needed computation. Third, the load imbalance among threads caused by different number of non-zero elements in adjacent rows of W_l yields thread divergence within warps. We address these limitation in the next section.

III. PROPOSED KERNEL DESIGN

In this section we discuss in detail the three performance optimizations and two memory optimizations that we propose to improve the inference rate of the baseline implementation. These optimizations involve register tiling, shared memory tiling, efficient access to weight matrix W_l, compact index representation and out-of-core storage of weight matrix W_l. Listing [\ref{2}] shows the optimized-fused kernel implementation for sparse DNN computation. Next we will describe each of these optimization in detail.

A. Performance Optimizations

1) Register Tiling: The most obvious inefficiency of the baseline fused kernel (shown in Listing [\ref{1}] line 11) is the duplicated access to the weight matrix across output features. To provide reuse of the weight matrix W_l from register, the optimized kernel groups (MINIBATCH) multiple active features and performs the ReLU computation for all of them in a single step. This reuses the index (w\text{index}) and value (w\text{value}) elements in each thread for MINIBATCH features as shown in Listing [\ref{2}] lines 23 and 24, where MINIBATCH is the number of features in each minibatch.

When MINIBATCH is increased, the register data reuse improves, thus increasing the arithmetic intensity. This saves memory bandwidth for reading the weight matrices, but also increases register usage. A MINIBATCH value of 12 is selected for optimal performance, which balances increased reuse with memory spills from increased register pressure.

2) Shared-Memory Tiling: We now address the duplicate and irregular accesses to input features. Each input feature element is potentially accessed multiple times by multiple threads and they are accessed in an irregular patterns controlled by the weight sparsity pattern expressed by w\text{index}. This wastes memory bandwidth and increases access latency. For example, for block0,y in Figure [\ref{1}] both t_0 and t_2 access yin[4] but at different iterations for their execution.
To address this inefficiency, we stage irregular accesses through shared memory. This is supported by preprocessing the \texttt{windex} rows for each thread block and build a preloading list (map) of all the \texttt{yin} elements collectively accessed by all the threads in the thread block. For example, the preload list for \texttt{block0,y} in Figure 1 would be \{0,1,3,4,5,7,8,10,11,13,14\}.

During execution, the thread block will collect these elements into consecutive entries of a buffer array in the shared memory. For example, \texttt{yin[0]} will be loaded into \texttt{buffer[0]}, \texttt{yin[1]} into \texttt{buffer[1]}, \texttt{yin[3]} into \texttt{buffer[2]}, and so on. The required tiling data structures are constructed once prior to inference and are reused from global memory for computation of all features.

The second part of the preprocessing step is to update the \texttt{windex} so that the stored indices become indicies into the global memory for computation of all features. As illustrated in Figure 2(a), the \texttt{windex} footprint for \texttt{block0,y} will be updated from \{0, 4, 7, ...\} to \{0, 3, 5, ...\}. During kernel execution, all threads of a thread block cooperatively collect all the needed \texttt{yin} elements into its shared memory.

When input feature access footprint of a thread block is larger than the shared-memory size, the irregular accesses are performed in multiple stagings, as illustrated in Figure 2(a). Assume that the shared memory can only accommodate six \texttt{yin} elements for each thread block, the footprint for \texttt{block0,y} will be divided into two stages. The footprint of each stage is mapped into the buffer array independently. Thus, for \texttt{block0,y}, \texttt{yin[8]}, \texttt{yin[10]}, and \texttt{yin[13]} that are accessed in the second stage are mapped into \texttt{buffer[0]}, \texttt{buffer[1]}, \texttt{buffer[3]}, as illustrated in Figure 2(b).

For each stage, Listing 2 line 12–18, shows loading of feature data to shared memory using the map data structure. Then feature data is accessed irregularly from shared memory at line 24.

3) Efficient Access to Weight Matrix: Even though the baseline CSR storage is efficient in terms of memory footprint, the access is not coalesced among threads in each warp. To address this, we store the weight matrix in a transposed sliced-ELL storage format with zero-padding in warp granularity. Figure 2 shows the layout of the elements for \texttt{block0,y}. The top two sections separated by the dashed line each contains the \texttt{windex} elements accessed by a warp of the block during the first stage of execution. The bottom two sections are accessed by the same two warps during their second stage of execution. The \texttt{wdispl} elements marks the positions of the dash lines and solid lines for every warp and every thread block.

The padded zeros are highlighted with red font color. The dashed lines represents the boundary between warps (each block has two warps in this example) and solid lines represent

---

Listing 2: Optimized Kernel Implementation

```c
__global__ void opt_ReLU(float yout, float yin, int neuron, int buffdispl, int *mapdisp, unsigned short *map, float *val, float *bias, int *active, int *category)
{
    int wind = threadIdx.x%WARPSIZE;
    int yoff = blockIdx.y*MINIBATCH;
    int woff = blockIdx.x*blockDim.x+threadIdx.x;
    float acc[MINIBATCH] = {0.0};
    for(int buff = buffdispl[blockIdx.x];
     buff < buffdispl[blockIdx.x+1]; buff++)
    {
        int mapp = mapdisp[buff+1]-mapdisp[buff];
        int ind = mapdisp[buff];
        for(int f = 0; f < MINIBATCH; f++)
        {
            //shared[f] = yin[category[yoff+f]+1* neuron+ind];
            shared[f][buffdisp[1] = yin[category[yoff+f]+1* neuron+ind];
        }
    }
    __syncthreads();
    int warp = (buff+blockDim.x*threadIdx.x)/WARPSIZE;
    for(int n = wdispl[warp]; n < wdispl[warp+1]; n++)
    {
        int ind = windex[n-WARPSIZE*wind];
        float val = wvalue[n-WARPSIZE*wind];
        acc[f] += shared[f][buffdisp[1] *val;
    }
    __syncthreads();
    for(int f = 0; f < MINIBATCH; f++)
    {
        acc[f] = _smul(acc[f]+bias[woff]);
    }
    if(acc[f] > 0.0)
    {
        yout[yoff+f]+1* neuron+woff = acc[f];
        atomicAdd(active,blockIdx.y*MINIBATCH+f,1);
    }
}
```

---

Fig. 2: Optimized-fused kernel execution example.
the boundaries between buffer stages, i.e., all blocks except block 2 involve two stagings and block 3 involves three stagings. In this example, the zero padding overhead is 27.5% for warp granularity, however, it would be 80% and 100% for layer granularity, respectively. Warp-level padding introduces a small number of zeros while maintaining coalesced (efficient) memory access.

## B. Memory Optimizations

1) **Out-of-Core Storage and Overlapping Strategy:** Data parallelism provides good scaling in an embarrassingly parallel fashion. However, duplicating weights in each GPU can make large networks infeasible for GPUs with limited memory capacity. As a remedy, we implement an out-of-core storage algorithm that loads the required weight data structures to GPU memory from CPU memory when needed. Even though the out-of-core algorithm saves significant amount of memory, it has a data transfer overhead. We address this overhead by hiding the data transfer behind the GPU kernel with a double-buffering and overlapping strategy.

Double-buffering involves a pair of buffers in the GPU memory. While layer $l$ uses weights from one buffer, weights for layer $l + 1$ are moved into the other buffer. When layer $l$ and the copy are both finished, the buffer pointers are swapped and the same procedure is followed for the next layer. The data transfers are completely hidden behind the inference computation in our implementation.

2) **Compact Representation and Batching:** In order to reduce the memory footprint, we store the `map` and `windex` data structures with two-byte unsigned short data type. That reduces the memory footprint (and hence the data transfer time) by approximately 33%.

We create batches for inputs to further reduce the memory consuming from output features during inference computation. Batching has no significant overhead since we overlap transfer of weights during the GPU computation as discussed in §III-B1. As a result, we can fit even the largest inference problem in a single V100 GPU with 16 GB memory.

### IV. Evaluation

#### A. Experimental Setup

We use the Summit [17] system at Oak Ridge National Lab. Summit comprises 4,608 compute nodes, each with 6 16GB V100 GPUs. Triplets of GPUs are associated with each CPU; GPUs 0-2 with socket 0 and GPUs 3-5 with socket 1. Within a triplet, components are fully-connected by NVLink 2.0 x2 links, for 100 GB/s bidirectional bandwidth. Between triplets, the sockets are connected with a 64 GB/s X-Bus SMP interconnect. The network is a non-blocking fat tree of EDR InfiniBand with 23 GB/s node injection bandwidth. The throughput numbers are calculated by calculating input edges over inference time. Inference time includes overlapped data copy time of weight and inputs to the GPUs. Our evaluation is carried out using Spectrum MPI 10.3.1.2, XL compiler 16.1.1, nvcc 10.1.234, and CUDA driver 418.116.

#### B. Single GPU performance

1) **Single Volta V100 GPU performance:** The first column of Table I shows the single-GPU throughput of our optimized implementation. Compared to the baseline implementation, our optimizations provide $5.56 \times -11.84 \times$ performance improvement. Thus, we do not report the baseline performance in detail due to lack of space. As the depth of the network increases, the throughput increases due to increased average sparsity in the features. This means more feature rows are entirely zero, and no thread-block is mapped to them. As the number of neurons increases, the throughput decreases due to two effects. First, increased zero-padding in the sliced ELLPACK format causes more wasted work and memory bandwidth. Second, less reuse from shared memory, since a given set of outputs is less likely to reuse the same footprint of features.



\[
\text{TABLE I: Inference Throughput (TeraEdges/Second)}
\]

| Neurons | Layers | Single V100 | Single A100 | Number of V100 GPUs (Six per Node) |
|---------|--------|-------------|-------------|------------------------------------|
| 1024 | 120 | 10.51 (0.225s) | 16.74 (1.59×) | 3 6 12 24 48 96 192 384 768 |
| & 480 | 12.87 (0.073s) | 20.99 (1.63×) |
| & 1920 | 16.10 (0.264s) | 28.68 (1.75×) |
| & | 8.49 (0.100s) | 14.27 (1.51×) |
| & 480 | 11.74 (0.322s) | 18.63 (1.59×) |
| & 1920 | 13.88 (1.08s) | 28.83 (2.67×) |
| 4096 | 120 | 9.45 (0.100s) | 14.27 (1.51×) |
| & 480 | 11.21 (0.073s) | 18.63 (1.59×) |
| & 1920 | 13.88 (1.08s) | 28.83 (2.67×) |
| 16384 | 120 | 6.15 (0.614s) | 11.60 (1.89×) |
| & 480 | 7.45 (0.202s) | 14.31 (1.92×) |
| & 1920 | 7.84 (7.704s) | 15.27 (1.95×) |
| 65536 | 120 | 3.47 (4.352s) | 8.15 (2.35×) |
| & 480 | 3.83 (15.769s) | 9.08 (2.37×) |
| & 1920 | 3.93 (61.474s) | 9.33 (2.37×) |
2) Single Ampere A100 GPU Result: We now compare the performance of the optimized fused kernel on the latest GPU, NVIDIA Ampere A100. A100 increases memory capacity from 16/32GB to 40GB, grows L2 cache from 6MB to 40MB, and brings 1.7× to global memory bandwidth and 1.24× the single-precision floating point peak performance \(22\). At the time of writing, the A100 is not available to the public, so we do not have a cluster for scaling studies. We restrict our study to the performance improvement of our optimized-fused kernel on out-of-the box single A100 GPU, without any A100-specific optimizations. We use CUDA 11 with NVIDIA driver 450.51 on an Ubuntu machine.

Table I shows the performance improvement achieved by the optimized implementation on Ampere A100 GPU. Using the same code, A100 yields a 1.45× to 2.37× speedup. The improvement is more modest for smaller networks, for which the implementation makes only modest demand on the memory subsystem. For larger networks where the kernel relies more on cache and global memory performance, A100 provides a much larger speedup. Optimization specific to A100’s architectural features should yield further improvement.

### C. Multi-GPU Scaling on Summit GPU Cluster

In this evaluation, we discuss our multi-GPU implementation of the optimized-fused kernel. We use MPI to parallelize the sparse DNN inference across multiple GPUs on the Summit system. This work adopts a “batch parallel” strategy, where weights are replicated between GPUs and the features are partitioned evenly across GPUs. Table I shows the throughput achieved on Summit for all network configurations on up to 768 GPUs. For the smallest network configuration, the strong-scaling limit is 16 nodes (96 GPUs), which is more than the 4-GPU scaling limit observed on a single node of the 2019 champions. Although strong scaling is observed, the largest parallel efficiency observed is 54% at 3 nodes. For larger configuration, strong scaling is observed out to 128 nodes (768 GPUs) and corresponds to 223.3 GigaEdges/s/GPU, and a parallel efficiency of 87.6% is observed for one full node (6 GPUs), and 82.6% at 2 nodes.

### D. Comparison with Prior Work

Table II compares the fastest time from our submission with the fastest times from various 2019 submissions. Our speedup varies from \(3.49 \times\) to \(18.42 \times\) over the fastest champion from 2019, with one configuration achieving a \(1600 \times\) speedup over one of the 2019 champions. Part of the contribution is from the kernel implementation: the single-GPU speedup over Bisson & Fatica \(16\) varies from \(4.3 \times\) for the 1024-neuron 120-layer to \(1.13 \times\) for the 65526-neuron 1920-layer configurations. The other part is the load-balancing, which provides better scaling, allowing us to effectively utilize large numbers of GPUs.

1) Comparison with cuSparse Library: Wang et al. \(21\) used cuSparse on a V100 in their challenge submission in 2019. Like this work, they do not operate on empty feature rows, making it possible for a direct comparison. As they report single-GPU times on V100, we are able to compare our single-GPU implementation to the fastest results they achieved with cuSparse. The last columns of Table II contain their single-GPU performance. The speedup of our single-GPU implementation varies from \(210 \times\) for 4096n/1920l to 125 for 1024n/120l over their cuSparse implementation.

### V. CONCLUSION

In this work, we show that a baseline sparse DNN kernel performance is limited by memory bandwidth and irregular memory accesses. To address this, we propose five optimizations: register tiling, shared-memory tiling, efficient memory access to weight matrices, compact index representation and streaming. Our optimized implementation provides up to 180 TeraEdges per second inference throughput. These results are up to \(4.3 \times\) faster on a single V100 GPU and an order of magnitude faster at scale when compared with 2019 Champions. We also show that proposed implementation when executed with the latest Ampere A100 GPU, without any optimization, achieves up to \(2.37 \times\) speedup over V100 GPU.
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