A Hierarchical Graph Signal Processing Approach to Inference from Spatiotemporal Signals
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Abstract—Motivated by the emerging area of graph signal processing (GSP), we introduce a novel method to draw inference from spatiotemporal signals. Data acquisition in different locations over time is common in sensor networks, for diverse applications ranging from object tracking in wireless networks to medical uses such as electroencephalography (EEG) signal processing. In this paper we leverage novel techniques of GSP to develop a hierarchical feature extraction approach by mapping the data onto a series of spatiotemporal graphs. Such a model maps signals onto vertices of a graph and the time-space dependencies among signals are modeled by the edge weights. Signal components acquired from different locations and time often have complicated functional dependencies. Accordingly, their corresponding graph weights are learned from data and used in two ways. First, they are used as a part of the embedding related to the topology of graph, such as density. Second, they provide the connectivities of the base graph for extracting higher level GSP-based features. The latter include the energies of the signal's graph Fourier transform in different frequency bands. We test our approach on the intracranial EEG (iEEG) data set to the winning code, the results show a slight net improvement of the Kaggle epileptic seizure detection contest. In comparison to the graph topologies. The identification of a cognitive control event based on EEG data, is used as an example in [10], where the notion of windowed dynamic graph Fourier transform is introduced. In [11] the authors propose an algorithm for graph learning of spatiotemporal signals. They used iEEG data for evaluating a few network topology metrics before and during seizures. However, their approach has a high computational load and includes data acquired from a single patient which makes validating the generality of their approach difficult. Their work is also limited to evaluation and comparison of the calculated graph topology metrics. They do not use classification to make inference on a large data set.

The contributions of this paper are twofold. First, we introduce a hierarchical architecture that produces topology and GSP-based features that capture space, time and frequency-based characteristics of spatiotemporal data to enhance the efficacy of decision making. Second, this is the first time that a GSP-based approach on a spatiotemporal graph structure has been applied to epileptic seizure detection using large-scale iEEG data. Unlike existing papers [11, 10], we do not limit testing the proposed approach to a few examples. Rather, we prove the efficacy of our proposed method by testing over thousands of data samples from a set of eleven test subjects.

The rest of the paper is organized as follows. Section II describes an approach to graph construction and edge weight...
learning. In Section III, the hierarchical feature extraction architecture is described. In Section IV, we describe two feature sets. The first quantifies the notion of topological graph features, and the second is based on concepts from GSP. Section V presents the numerical results. Section VI concludes the paper.

II. GRAPH CONSTRUCTION AND LEARNING

We consider weighted undirected graphs of the form \( G(V, E, W) \) where \( V \) is a set of vertices of cardinality \(|V|\), \( E \) is a set of edges and \( W \in \mathbb{R}^{|V| \times |V|} \) is a weighted adjacency matrix. The weight of the edge between vertices \( u \) and \( v \) is denoted by \( W_{u,v} \) and is typically derived from the correlation (similarity) between the vertices. There is no edge between vertices \( u \) and \( v \) if \( W_{u,v} = 0 \). We assume undirected graphs. So, \( W \) is a symmetric matrix. \( N_u = \{ u, v | W_{u,v} \neq 0 \} \) is the neighbourhood of the \( u \)th vertex. A signal on a graph using ("flattened") vertex notation \( x \), is a mapping \( x : V \rightarrow \mathbb{R}^{|V| \times 1} \).

The main focus of the paper is on spatiotemporal signals. In this paper we consider discrete signals where both time and space are discrete values. We construct a spatiotemporal graph by mapping both time and spatial locations to graph vertices. Throughout the paper we use the previous flattened notation (using a single number \( u \) for indexing an element in a signal or a vertex in the graph, i.e. \( x_u \)) and the following "spatiotemporal-separated" notation interchangeably. \( X \in \mathbb{R}^{S \times T} \) is a spatiotemporal signal:

\[
X = \begin{bmatrix}
x_{1,1} & x_{1,2} & \cdots & x_{1,T} \\
\vdots & \vdots & \ddots & \vdots \\
x_{S,1} & x_{S,2} & \cdots & x_{S,T}
\end{bmatrix}
\]

(1)

where \( S \) is the number of locations or channels (e.g. the number of electrodes of the iEEG), \( T \) is the number of samples, and \(|V| = ST\). The rows of \( X \) correspond to the time-series recorded on each channel. Each row can be defined on a "temporal graph". Additionally, each column of \( X \) is the signal in all locations in one time-slot which can be defined on a "spatial graph". Hence, for a spatiotemporal graph (from which a spatiotemporal signal is mapped), there is a one-to-one function \( \Phi : V \rightarrow [S] \times [T] \) \( ([S] \triangleq \{1, \ldots, S\}) \) to map each vertex to a pair of space-time indices: \( \Phi(u) = (i, k) : u \in V \). It should be noted that throughout the paper, \( u \) and \( v \) correspond to indices of the vertices in the flattened version, \( i \) (and \( j \)) are used as spatial, and \( k \) is used as temporal indices corresponding to space-time-separated version. The adjacency matrix of the whole spatiotemporal graph is defined as \([9, 11]::

\[
W = \begin{bmatrix}
A_1 & B_{1,1}^T & B_{1,2}^T & \cdots & B_{1,L}^T & 0 & \cdots & 0 \\
B_{1,1} & A_2 & B_{2,1}^T & B_{2,2}^T & \cdots & B_{2,L-1}^T & B_{2,L}^T & \cdots & 0 \\
0 & \cdots & 0 & A_{L-1,1} & B_{L-1,L}^T & \cdots & B_{L-1,2}^T & \cdots & \cdots & 0 \\
0 & \cdots & 0 & B_{L-1,L}^T & \cdots & \cdots & \cdots & \cdots & \cdots & 0
\end{bmatrix}
\]

(2)

where \( A_k \) is the weights among location vertices (spatial graph) in time \( k \), \( B_{k,l}(i,j) \) contains the weights between spatial vertex \( i \) in time \( k - l \) and spatial vertex \( j \) in time \( k \) (temporal graph), and \( B^T \) is the transpose of \( B \). The temporal connectivities of the graph is limited to \( L \) hops.

After setting the structure of graph, we need to calculate the adjacency matrix. We use a simple, yet effective graph learning strategy. We first center the spatial graph (removing the D.C. term):

\[
\bar{X}_{sp} \triangleq X - I_T \begin{bmatrix} \bar{x}_1^{(s)} & \bar{x}_2^{(s)} & \cdots & \bar{x}_T^{(s)} \end{bmatrix}
\]

(3)

where \( I_T \) is a vector of size \( T \times 1 \) and \( \bar{x}_k^{(s)} \triangleq \sum_{i\in[S]} x_{i,k}/S \).

We now define the \( A_k \) to be used in (2) as:

\[
A_k(i,j) \triangleq |x_{sp}(i,k) x_{sp}(j,k)|.
\]

(4)

We similarly center the temporal graphs, defining:

\[
\bar{X}_{t} \triangleq X - \begin{bmatrix} \bar{x}_1^{(t)} & \bar{x}_2^{(t)} & \cdots & \bar{x}_T^{(t)} \end{bmatrix} I_S
\]

(5)

where \( \bar{x}_k^{(t)} \triangleq \sum_{i=1}^{S} x_{i,k}/T \) and define the \( B_{k,l} \) to be used in (2) as:

\[
B_{k,l}(i,j) \triangleq |x_{t}(i,k-l) x_{t}(j,k)|.
\]

(6)

We take absolute value to make edge weights non-negative since: First, it matches better to graph notions [12]. Second, our simulations (Section V) show that such definition provides better results. This graph learning process only contains simple summations and multiplications. Its order of computation is \( O(L S^2 T) \) which is the minimum possible order of computation of any graph learning algorithm (the same as the number of unknown values in adjacency matrix). For later use we store the non-zero elements of the adjacency matrix in a tensor \( \tau \in \mathbb{R}^{S \times S \times T \times (L+1)} \), where:

\[
\tau_{i,j,k,l} = \begin{cases} A_k(i,j) & \text{if } l = 0 \\
B_{k,l}(i,j) & \text{otherwise.}
\end{cases}
\]

(7)

There are multiple reasons behind suggesting such graph learning approach in comparison to other existing methods. The most typical approach in GSP literature to determine graph connectivity weights is thresholded Gaussian kernel weighting function which uses the distance between pairs of vertices [1]. The distance can be Euclidean distance between the vertices which may not be a good measure in many applications. For instance, complex functional and axonal relations between different brain regions during motor movements result in high correlative activities among distant regions whereas the neighbouring regions can be uncorrelated [13]. Accordingly, the need to learn the edge weights from data arises. There are many techniques for graph learning in the literature using various assumptions including "diffusion" [14], "global smoothness" [12] and "time-varying observations" [11]. However, they either do not match our intended application or suffer from high computational load.

III. HIERARCHICAL FEATURE EXTRACTION SYSTEM

The block diagram of the system is depicted in Fig. 1. We propose a 3-levels architecture for feature extraction (figures 2-4). Filtering, partitioning and down sampling are the main aspects that distinguish different levels. Before elaborating on
the details of hierarchical feature extraction system, we first explain two reasons behind suggesting such structure:

**1. High dimensionality:** Constructing the whole two-dimensional ($2D$) adjacency matrix (2) from raw data can be a challenge due to its high dimensions. For instance, for $T = 5000, S = 55, 563.5GB$ memory is needed only to store the matrix. As a result, we use the $4D$ tensor (7) to store only the non-zero indices of adjacency matrix. When $T$ is large, only a small $L$ results in a suitable degree of sparsity to justify using the tensor, rather than the $2D$ adjacency matrix.

The $2D$ adjacency matrix is required for the two topology and GSP-based feature extraction blocks. However, we cannot work with the adjacency matrix drawn from the raw data because of its high dimensionality. Hence, for topology extraction, as will be described in Section IV-A, we map the adjacency matrix to lower dimensions. In addition, for GSP-based feature extraction (Section IV-B), we work with the down sampled data.

**2. Capturing both coarse and fine features:** 3-stage down sampling and data partitioning, enable us to obtain fine (in levels 0 and 1) as well as coarse (in level 2) features.

**Notation:** We use different notations for data in different levels. Let $X^{(0)} \in \mathbb{R}^{S \times T_0}$ be the raw “spatiotemporal-separated” data (cf. (1)) in level 0, while $X^{(i,c)} \in \mathbb{R}^{S \times T_i}$ refers to the $i$th down sampled and band-passed data where $i \in \{1, 2\}$ is the index of level and $c \in \{1, 2, \cdots, C\}$ is the band index.

**Level 0:** The block diagram of this level is shown in Fig. 2. The raw data $X^{(0)} \in \mathbb{R}^{S \times T_0}$ is fed to a topology feature extraction block. The data is also fed to a filter bank of $C$ bandpass filters: $X^{(1,c)} = BPF_c(X^{(0)})$. Each idealized bandpass filter $BPF_c : \mathbb{R}^{S \times T_0} \to \mathbb{R}^{S \times T_0}$ is implemented by zeroing out the discrete-time Fourier series components of the signal outside the frequency interval $[\omega_c - 1, \omega_c]$ (BPF exploits conventional Fourier transform. In level 2, the graph Fourier transform is used in the next levels.) The choice of $\omega_c$s depends on the application. For instance, conventional frequency bands, Delta, Theta, Alpha, Beta, Gamma which split frequencies of $0 – 100$ Hz into five non-overlapping consecutive bands, are typically used in EEG signal processing contexts. Each of the filtered data is fed into hierarchical feature extractor level 2.

**Level 1:** Fig. 3 provides an overview of the second level structure. Let $X^{(1,c)} \in \mathbb{R}^{S \times T_1}$ with $T_1 = T_0$ be the input to this layer. Each $X^{(1,c)}$ is partitioned in time, into $K$ (non)overlapping time windows with stride $r$. Let $X^{(1,c,k)} = P_k(X^{(1,c)})$ where $P_k : \mathbb{R}^{S \times T_1} \to \mathbb{R}^{S \times (T_1/k)}$, $k \in [K]$ is:

$$P_{k+1}(X^{(1,c)}) = \begin{bmatrix} x^{(1,c)}_{1,kr+1} & x^{(1,c)}_{1,kr+2} & \cdots & x^{(1,c)}_{1,kr+T_1/k} \\ \vdots & \vdots & \ddots & \vdots \\ x^{(1,c)}_{S,kr+1} & x^{(1,c)}_{S,kr+2} & \cdots & x^{(1,c)}_{S,kr+T_1/k} \end{bmatrix}$$ \hspace{1cm} (8)

Each $X^{(1,c,k)}$, along with the whole data $X^{(1,c)}$, are fed to topology feature extractors from which topology-based features (cf. Section IV) are extracted. To provide the coarse data for level 2, we temporally down sample each row of the input $X^{(2,c)} = f_D(X^{(1,c)})$ using $f_D : \mathbb{R}^{S \times T_1} \to \mathbb{R}^{S \times T_2}$:

$$f_D(X^{(1,c)}) = \begin{bmatrix} x^{(1,c)}_{1,1} & x^{(1,c)}_{1,2} & \cdots & x^{(1,c)}_{1,T_1} \\ \vdots & \vdots & \ddots & \vdots \\ x^{(1,c)}_{S,1} & x^{(1,c)}_{S,2} & \cdots & x^{(1,c)}_{S,T_1} \end{bmatrix}$$ \hspace{1cm} (9)

where $\lfloor y \rfloor$ is the greatest integer less than or equal to $y$.

**Level 2:** The input of level 2, $X^{(2,c)}$, provides a coarse version of the raw signal over time. Such down sampled signal enables feature extraction blocks to better capture long-term dependencies even with small lag $L$. The topology feature extraction block outputs the spatiotemporal adjacency matrix (2). This matrix is used to construct the total spatiotemporal graph from which GSP-based features are derived.

**IV. Feature Extraction (Embedding)**

In the following we define the two feature extraction building blocks, topology and GSP-based feature extractors.
A. Topology features

We perform topology extraction at all levels. The first step is to map the tensor (7) to a low dimensional adjacency matrix space. Define:

\[ \mathcal{R}_{i,j}(l) \equiv \begin{cases} \frac{1}{T} \sum_{k \in [T]} A_k(i,j) & \text{if } l = 0 \\ \frac{1}{T} \sum_{k \in [T]} B_{k,l}(i,j) & \text{if } l \in [L]. \end{cases} \]  

Comparison with (4) and (6) reveals that \( \mathcal{R}_{i,j} \) is the empirical autocovariance of signal magnitudes for each spatial vertex pairs \( i, j \). Defining the adjacency matrix as \( \tilde{W} \in \mathbb{R}^{S \times S} \):

\[ \tilde{W}_{i,j} = \begin{cases} 1 & \text{if } \left[ \sum_{l \in \{0, \ldots, L\}} \mathcal{R}_{i,j}(l) \right] > \kappa \\ 0 & \text{otherwise} \end{cases} \]  

yields a spatial matrix where the connectivity of two vertices is the average empirical autocovariance of signal magnitudes over all lags and a threshold \( \kappa \) is used to realize a spatial unweighted graph. Similar to the thresholded Gaussian kernel [1], the thresholding throws away the least weight edges. We thereby convert the weighted spatiotemporal graph into an unweighted spatial graph to make the graph less dense and to focus in on the topology. Based on the graph weights (11), we calculate the following metrics related to the graph topology: network density, local efficiency, number of connected components, size of largest component, average number of neighbours, average weights, number of self loops, characteristic path length, mean eccentricity, radius, diameter. See [15] for the definitions of the quantities.

B. GSP-based features

In the previous section, we examined the topology of the graph. We now consider the graph signal. The adjacency matrix for computations in this part is (2), using \( A_k \) (4) and \( B_{k,l} \) (6).

Energy in different graph frequency bands: The graph Laplacian matrix \( \mathcal{L} \) is widely used in literature and is defined as \( \mathcal{L} = D - W \) (see [1]), where \( D = \text{diag}(W 1_{|V|}) \) is a diagonal matrix of the sum the weights of a vertex’s neighbours. The importance of this form of the graph Laplacian in GSP originates from the fact that its quadratic form [1] evaluates variation in the graph signal across neighboring vertices which can be interpreted as graph frequencies. The graph Fourier transform of signal \( x \) in graph frequency bin \( \lambda_n \), is defined as \( \hat{x}(\lambda_n) = x^T \mathbf{u}_n \) where \( \lambda_n, \mathbf{u}_n \) for \( n \in [|V|] \), are respectively the eigenvalues and eigenvectors of the graph Laplacian. We split the graph frequencies into \( M \) bands:

\[ \Lambda_m = \{b_{m-1}, b_m\}, \forall m \in [M] \quad \text{where} \quad b_m \in \mathbb{R}^+ \]

where \( b_m \) is the midpoint of the frequency band. The energy of \( x \) in the \( m \)th graph frequency band is:

\[ E_m = \sum_{\lambda_n \in \Lambda_m} |\hat{x}(\lambda_n)|^2. \]  

Min, max and average of eigenvalues: GSP frequencies are discrete bins which vary with the graph Laplacian. Hence, their corresponding features, such as min, max and average, can be informative.

Spectral graph wavelet transform [1, 16]: This transformation projects the signals on the spectral graph wavelet domain. We choose the projected values that correspond to a fixed number \( z \) of maximum and minimum frequencies to be features.

Graph Laplacian quadratic form: It is defined as \( x^T \mathcal{L} x \) and captures the variation of signal on the graph.

V. Numerical results

To test our ideas, we used the Kaggle data set for seizure detection competition [17]. We compared our results to those of the winning solution. The winner’s code is publicly available [5]. Since this is a binary classification problem, AUC (area under the receiver operating characteristic (ROC) curve) is used as the performance metric.

We implemented the random forest classifier [18] which yielded the best results for both the Kaggle winner’s and for our approach. The data set consists of eleven subjects (seven patients and four dogs), including a total of 2297 ictal and 21735 interictal labeled samples, each of 1 second length. Half of the labeled data for each subject (patient or dog) is used for training and the other half for testing. Features are extracted according to the proposed system described in previous sections. The most significant features are selected and fed into the classifier. The frequency boundaries of level 0’s bandpass filters are selected to be \( (0, 7, 10, 12, 18, 24, 30, 100, 5000) \) Hz. This choice follows the conventional Delta, Theta, Alpha, Beta and Gamma bands. We also split the Beta band into subbands to provide increased resolution. The last band, from 100–5000 Hz, while being outside the aforementioned conventional bands, is also implemented. Our tests show the inclusion of the last band improves performance. However, in comparison to other bands, the contribution of this last band is small. Our tests show that selecting smaller lags \( (L = 1) \) for levels 0, 1 and larger lags \( (L = 10) \) for level 2 provide better results.

Fig. 5 compares the classification performance across subjects. It is observed that our algorithm shows significant improvement in the two worst subjects (Patient 3 and 5). Our results for most of the other subjects are similar to the Kaggle competition winner’s. Importantly, as shown in Fig. 6, our
We proposed a hierarchical system to extract features from spatiotemporal signals based on both the topology of the graph on which the signals are defined, and frequency-based graph signal notions. Down sampling, partitioning and filtering enabled us not only to process high dimensional input data, but also to combine the temporal, spectral and spatial characteristics of the signal. By implementing classification of an epileptic seizure detection data set, we exemplified the efficacy of the proposed framework. In comparison to the Kaggle competition winner’s solution, a great reduction in the number of features for classification was achieved.

VI. CONCLUSIONS

We proposed a hierarchical system to extract features from spatiotemporal signals based on both the topology of the graph on which the signals are defined, and frequency-based graph signal notions. Down sampling, partitioning and filtering enabled us not only to process high dimensional input data, but also to combine the temporal, spectral and spatial characteristics of the signal. By implementing classification of an epileptic seizure detection data set, we exemplified the efficacy of the proposed framework. In comparison to the Kaggle competition winner’s solution, a great reduction in the number of features for classification was achieved.
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