Robustness and Personalization in Federated Learning: A Unified Approach via Regularization

Achintya Kundu
IBM Research, Singapore
achi.kundu@gmail.com

Pengqian Yu
IBM Research, Singapore
ypengqian1989@gmail.com

Laura Wynter
IBM Research, Singapore
lwynter@sg.ibm.com

Shiau Hong Lim
IBM Research, Singapore
shonglim@sg.ibm.com

Abstract—We present a class of methods for robust, personalized federated learning, called Fed+, that unifies many federated learning algorithms. The principal advantage of this class of methods is to better accommodate the real-world characteristics found in federated training, such as the lack of IID data across parties, the need for robustness to outliers or stragglers, and the requirement to perform well on party-specific datasets. We achieve this through a problem formulation that allows the central server to employ robust ways of aggregating the local models while keeping the structure of local computation intact. Without making any statistical assumption on the degree of heterogeneity of local data across parties, we provide convergence guarantees for Fed+ for convex and non-convex loss functions under different (robust) aggregation methods. The Fed+ theory is also equipped to handle heterogeneous computing environments including stragglers without additional assumptions; specifically, the convergence results cover the general setting where the number of local update steps across parties can vary. We demonstrate the benefits of Fed+ through extensive experiments across standard benchmark datasets.

Index Terms—Federated Learning, Personalization, Robustness

I. INTRODUCTION

Federated learning (FL) is a technique for training machine learning models without sharing data, introduced by McMahan et al. (2017) and Konečný et al. (2015, 2016), and steadily gaining momentum. Federated learning involves a possibly varying set of parties participating in a parallel training process through a centralized aggregator that has access only to the parties’ model parameters or gradients but not to the data itself. Compared to parallel stochastic gradient descent (SGD), federated learning aims at minimizing communication by parties performing a number of iterations locally before sending parameters to the aggregator. Federations tend to be diverse, leading to non-IID data across parties, and often include parties whose data can be considered to be outliers with respect to the others. Most algorithms, however, can trigger a failure of the training process itself when parties are too heterogeneous in precisely the settings where federated learning could have the greatest benefit. Personalization of federated model training, when judiciously performed, is one means of avoiding such training failure. In addition, personalization of federated training allows for greater accuracy on the data that matters most to each party. The majority of federated learning fusion algorithms are designed to produce a common solution for all parties. However, this is seldom the setting that motivates the use of federated learning. As also noted by Mansour et al. (2020), an application (e.g. of sentence completion) for a user should be optimized for that user’s needs and not be identical across all users.

We propose Fed+ (pronounced as FedPlus) to address the issues of avoiding training failure, increasing robustness to outliers and stragglers, and improving performance on the applications of interest where party-level data distributions need not be similar across parties. Fed+ unifies many algorithms and offers provably-convergent personalization and robustness; this is achieved through a problem formulation that allows the central server to employ robust ways of aggregating the local models while keeping the structure of local computation intact.

Fed+ does not make explicit assumptions on the distributions of the local data, which are assumed private to each party. Instead, we assume a global shared parameter space with locally computed loss functions. Like some personalized methods, Fed+ allows for data heterogeneity by relaxing the requirement that the parties must reach a full consensus. The Fed+ theory is equipped to handle heterogeneous computing environments, including stragglers, without making additional assumptions; specifically, the convergence results cover the general setting where the number of local update steps across parties can vary.

To evaluate the performance of a federated learning aggregation method, it is important to assess it on the types of datasets on which it would be ultimately used. On the one hand, parties involved in federated learning training wish to enjoy improved accuracy on data from their own data populations. In addition, parties involved in federated model training also aim to train models that will transfer well. As such, it is crucial to evaluate algorithms on test sets that include some data from outside the party-specific training data. We thus illustrate the benefits of Fed+ on the synthetic dataset created for FedProx by (Li et al., 2020a) as well as on the LEAF datasets of Caldas et al. (2018) to represent the party-specific dataset scenario. We also construct personalized FL datasets on a synthetic regression problem and from the well-known MNIST dataset to provide an assessment of transfer quality within a party-specific setting.

The contributions of this work are (i) the definition of a unified framework for robust, personalized federated learning,
called Fed+; (ii) a convergence theory that covers the most important variants of the Fed+ algorithm, including convex and nonconvex loss functions, robust aggregation and stragglers; and (iii) a comprehensive set of numerical experiments on party-specific datasets with and without transfer requirements, thus illustrating the benefit of Fed+ with respect to other federated learning algorithms, personalized and non-personalized.

II. RELATED WORK

Li et al. (2020b) showed that FedAvg defined by McMahan et al. (2017) can converge to a point that is not a solution to the original problem and proposed to add a decreasing learning rate; with that, they provide a theoretical convergence guarantee, even when the data is not IID, but the resulting algorithm is slow to converge. To handle non-IID data, Li et al. (2020a) introduced a regularization term in their FedProx algorithm. Karimireddy et al. (2019); Li et al. (2020b) seek to explain the non-convergence of FedAvg while proposing new algorithms. Charles and Konečný (2020); Malinovsky et al. (2020); Pathak and Wainwright (2020) propose FedSplit and LocalUpdate, and Local Fixed Point, resp., and obtain tight bounds on the number of communication rounds required to achieve an \( \epsilon \) accuracy. However, these algorithms all require the convergence of all parties to a common model. Others have sought to increase robustness to corrupted updates and outliers. Pillutla et al. (2019) proposed Robust Federated Aggregation (RFA) by replacing the weighted arithmetic mean aggregation with an approximate geometric median. Yin et al. (2018) proposed a Byzantine-robust distributed statistical learning algorithm based on the coordinate-wise median. Both RFA (Pillutla et al., 2019) and coordinate-wise median (Yin et al., 2018) involve training a single global model, and neither is robust to non-IID data, leading in some cases to failure of the learning process.

Several recent works advocate, as we do, for a fully personalized approach whereby each client trains a local model while contributing to a global model. Mansour et al. (2020) proposed clustering parties and solving an aggregate model within each cluster. While this would likely eliminate the training failure we observe in practice, it adds considerable overhead. Hanzely and Richtárik (2020) proposed a local-global mixture method focused on reducing communication overhead for the smooth convex setting. Deng et al. (2020) proposed a method similar to our FedAvg+. T. Dinh et al. (2020) proposed a procedure for mean aggregation where each party optimizes its local loss and a (local version of) the global parameters. Hanzely et al. (2021) provided a unification of mean personalized aggregation for smooth and convex loss functions. Li et al. (2021) proposed a bilevel programming framework that alternates between solving for the mean aggregate solution and the local solutions. The overall problem, however, is non-convex, even when parties have convex loss functions, and could be solved in two separate phases. Zhang et al. (2021) suggested personalizing the mean aggregate solution as a set of weighted average aggregate solutions. The most important difference between

Fed+ and the above methods is that only Fed+ allows for robust aggregation, both in the definition of the algorithm and in the convergence theory, handling the resulting non-smooth optimization problem.

III. ILLUSTRATION OF TRAINING FAILURE IN FEDERATED LEARNING

Here, we illustrate the training failure that can occur in real-world federated learning settings on a federated reinforcement learning-based financial portfolio management problem. The key observation, see Figure 1, is that replacing the local party models with a common, aggregate model at each round can lead to large spikes in model changes, triggering training failure for the federation as a whole. The figure shows the mean and standard deviation of the change in neural network parameter values before and after a federated learning aggregation step. FedAvg, RFA using the geometric median, coordinate-wise median, and FedProx are shown, as well as the no fusion case where each party trains independently on its own data, and the FedAvg+ version of Fed+. All the standard FL methods cause large spikes in the parameter change that do not occur without federated learning or with Fed+.

Such dramatic model change can lead to a collapse of the training process. The large spikes coincide precisely with training collapse, as shown in Figure 2 (bottom four figures). Note that this example does not involve adversarial parties or party failure, as evident from the fact that single-party training (top curve) does not suffer failure. Rather, it shows a real-world problem where parties’ data are not drawn IID from a single dataset. It is conceivable that federated training failure may be a common occurrence in practice when forcing convergence to a common solution across parties.

A deeper understanding of the training failure can be gleaned from Figure 3, which shows what occurs before and after an aggregation step and motivates the Fed+ approach. A local party update occurs in each subplot on the left side, at \( \lambda = 0 \). Values of \( \lambda \in [0, 1] \) correspond to moving towards, but not reaching, the common, aggregate model. A
We design the Fed+ framework to handle real-world federated learning settings better, including non-IID data across parties, parties having outlier data with respect to other parties, stragglers, in that updates are transmitted late, and an implicit requirement for the final trained model(s) to perform well on both each party’s own datasets as well as datasets whose distributions differ from the party’s training data. To accomplish these goals, Fed+ takes a robust, personalized approach to federated learning and, importantly, does not require all parties to converge to a single central point. Fed+ thus requires generalizing the objective of the federated learning training process, as follows.

**Problem Formulation:** Consider a federation of $N$ parties with local loss functions $f_k : \mathbb{R}^d \to \mathbb{R}$, $k = 1, 2, \ldots, N$. The original FedAvg formulation (McMahan et al., 2017) involves training a central model $w \in \mathbb{R}^d$ by minimizing the average local loss over the $N$ parties:

$$
\min_{w, \theta} \left[ F(W) := \frac{1}{N} \sum_{k=1}^{N} f_k(w_k) \right]
$$

subject to $w_k = \tilde{w}$, $k = 1, \ldots, N$,

where we use the notation $W := (w_1, w_2, \ldots, w_N) \in \mathbb{R}^{d \times N}$ with $w_k \in \mathbb{R}^d$ denoting the local model of party $k$.

Fed+ proposes learning personalized models of the form $w_k = \tilde{w} + \theta_k$, where the personalized component $\theta_k$ is regularized through a choice of convex function $\Psi : \mathbb{R}^d \to [0, \infty]$, that is:

$$
\min_{w, \theta, \tilde{w}} \frac{1}{N} \sum_{k=1}^{N} \left[ f_k(w_k) + \Psi(\theta_k) \right]
$$

subject to $w_k = \tilde{w} + \theta_k$, $k = 1, \ldots, N$,

where $\Theta := (\theta_1, \theta_2, \ldots, \theta_N) \in \mathbb{R}^{d \times N}$. Note that (1) is a special case of (2) when we set $\Psi(\theta) = 0$ if $\theta = 0$ and $+\infty$ otherwise. In this work, we explore robust regularization functions like $\| \cdot \|_1$ and $\| \cdot \|_2$ as well as the usual squared Euclidean norm. Now, in place of the hard equality constraints in (1), Fed+ takes a penalization-based approach, resulting in the following objective for the overall Fed+ federated training process:

$$
\frac{\text{Fed+ Optimization Problem}}{\min_{w, \theta, \tilde{w}} \sigma} H_\sigma(W, \Theta, \tilde{w}) := \frac{1}{N} \sum_{k=1}^{N} \left[ f_k(w_k) + \frac{1}{2} \| w_k - (\tilde{w} + \theta_k) \|_2^2 \right],
$$

where $\sigma > 0$ is a user-chosen penalty constant.

**Robust Aggregation:** Let $A$ denote an aggregation function that outputs a central aggregate $\tilde{w} \in \mathbb{R}^d$ of $w_1, \ldots, w_N$. That is, the global model $\tilde{w}$ is computed by aggregating the current local models $\{w_1, \ldots, w_N\}$. The geometric median and coordinate-wise median aggregation functions are defined, respectively, by

$$
\text{GeometricMedian}(w_1, \ldots, w_N) := \arg \min_{w \in \mathbb{R}^d} \frac{1}{N} \sum_{k=1}^{N} \| w_k - w \|_2. \quad (4)
$$

$$
\text{CoordinatewiseMedian}(w_1, \ldots, w_N) := \arg \min_{w \in \mathbb{R}^d} \frac{1}{N} \sum_{k=1}^{N} \| w_k - w \|_1. \quad (5)
$$
Note that computing robust aggregation functions such as geometric median and coordinate-wise median involve non-smooth optimization. Fed+ unifies smooth and non-smooth aggregation through smoothing with parameter $\delta > 0$ by employing $\hat{\Psi}_\delta$, a $(1/\delta)$-smoothed approximation of $\Psi$, known as the Moreau envelope of $\Psi$:

$$
\hat{\Psi}_\delta(w) := \min_{\theta \in \mathbb{R}^d} \left[ \Psi(\theta) + \frac{1}{2\delta} \|w - \theta\|^2 \right], \tag{6}
$$

where the minimizer in (6) is called the proximal operator of $\Psi$ and is denoted by $\text{prox}_\delta^\Psi(w)$. The Fed+ aggregation function $A$ is then defined in terms of the regularization function $\Psi$ as follows:

$$
A(w) := \arg\min_{w \in \mathbb{R}^d} \frac{1}{N} \sum_{k=1}^{N} \hat{\Psi}_\delta(w_k - w). \tag{7}
$$

Therefore, by choosing $\Psi$ to be the scaled $\ell_2$ norm, $\sigma \delta \| \cdot \|_2$ to be precise, we obtain a $\delta$-approximation of the geometric median aggregation as used in Pillutla et al. (2019). Similarly, setting $\Psi$ to the scaled $\ell_1$ norm ($\sigma \delta \| \cdot \|_1$) gives a $\delta$-approximation of the coordinate-wise median aggregation. The usual mean aggregation is naturally recovered in both of these cases: $\Psi(\theta) = \frac{\sigma}{2} \|\theta\|^2_2$, and $\Psi(\theta) = 0$ if $\theta = 0$ and $+\infty$ otherwise.

**Personalization at the Local Parties:** The personalized federated setting involves each active party $k$ solving its own model that includes a party-specific loss and the aggregate parameter value $\bar{w}$. At every round, each party $k$ runs $E_k$ iterations of the following two-step update rule, with learning rate $\eta > 0$, though in practice, the exact gradient $\nabla f_k(w_k)$ is replaced by an unbiased random estimate. Specifically,

$$
\begin{align*}
\theta_k &\leftarrow \theta_k - \eta \nabla f_k(w_k), \\
\bar{w} &\leftarrow \bar{w} + \kappa (w_k - \theta_k),
\end{align*} \tag{8}
$$

where the constant $\kappa := \frac{1}{1+\eta \sigma} \in (0, 1]$ controls the degree of regularization used for training the local model and personalization occurs via the party-specific regularization term $\theta_k$. A natural choice for $\theta_k \in \mathbb{R}^d$ is to use a robust function of the difference between the current local and global model. That is, Fed+ proposes setting $\theta_k$ by minimizing (3) w.r.t. $\theta_k$ keeping $w_k$ and $\bar{w}$ fixed, leading to the closed form update:

$$
\theta_k \leftarrow \text{prox}_{\frac{1}{\eta \sigma}}(w_k - \bar{w}). \tag{9}
$$

The party-specific, personalized gradient update of Fed+ is summarized in Proposition 1 below.

**Proposition 1:** The local, personalized update in the Fed+ algorithm is a gradient descent iteration with learning rate $\eta \kappa$ where $\kappa := \frac{1}{1+\eta \sigma}$, applied to the following sub-problem:

$$
\min_{w_k \in \mathbb{R}^d} \frac{1}{2} \left[ f_k(w_k) + \frac{\sigma}{2} \|w_k - (\bar{w} + \theta_k)\|^2_2 \right], \tag{10}
$$

where $\theta_k$ & $\bar{w}$ are kept fixed.

**The Fed+ Algorithm:** Fed+ is defined in Algorithm 1 to solve (2) with (6). Fed+ is designed to allow for robust aggregation functions $A$, where local copies of shared parameters are aggregated. Fed+ does not require all parties to agree on a single common model. We argue that this offers the benefits of the federation without the pitfall of training failure that can occur in real-world implementations of federated learning. So as to unify important special cases, Algorithm 1 introduces a number of parameters: $\lambda \in [0, 1]$, $\sigma > 0$, and $\Psi : \mathbb{R}^d \rightarrow [0, \infty]$. A main difference between Fed+ and other federated algorithms is that in other FL approaches, parties set the aggregate central model (which corresponds to setting $\lambda = 1$) as their starting point for their local updates. On the other hand, Fed+ advocates initializing each local model at each round with its own last value from the previous round, i.e., $\lambda = 0$. This mitigates the dramatic changes in local models that can occur in federated learning.

**Algorithm 1 Fed+:** parties $k = 1 \ldots N$; number of federated training rounds $T$, number of active parties per round $K$, number of local iterations per round at party $k$, $E_k$; learning rate $\eta > 0$; penalty constant $\sigma > 0$; regularization function $\Psi : \mathbb{R}^d \rightarrow [0, \infty]$, and local initialization parameter, $\lambda$.  

**Initialization:**

1. Each party $k$ initializes local model $w_0^k$ to the Aggregator’s global model $\hat{w}^0$.

**Aggregator:**

2. for round $t = 0, \ldots, T-1$
3. Sample a subset $S^t$ of size $K$ from $\{1, \ldots, N\}$.
4. Send the global model $\hat{w}^t$ to each party $k \in S^t$.
5. for each party $k \in S^t$ in parallel do
6. $w_k^{t+1} \leftarrow \text{Local-Solve}(k, t, \hat{w}^t, w_k^t)$.
7. Party sends $w_k^{t+1}$ to Aggregator.
8. for each party $k \notin S^t$ do
9. Set $w_k^{t+1} \leftarrow w_k^t$.
10. Compute the global model by aggregating the local models: $\hat{w}^{t+1} \leftarrow A(W^{t+1})$, where
11. $A(W^{t+1}) := \arg\min_w \frac{1}{N} \sum_{k=1}^{N} \hat{\Psi}_\delta(w_k^{t+1} - \hat{w})$.

**Local-Solve** $(k, t, \hat{w}^t, w_k^t)$: // Run on each $k \in S^t$
12. Compute the personalized component for regularization:
13. $\theta_k^t \leftarrow \text{prox}_{\frac{1}{\eta \sigma}}(w_k^t - \hat{w}^t)$.
14. Initialize the local model: $w_k^{t+1} \leftarrow (1 - \lambda)w_k^t + \lambda\hat{w}^t$.
15. for $i = 0, 1, \ldots, (E_k - 1)$ do
16. $w_k^{i+1} \leftarrow \kappa \left[ w_k^{i+1} - \eta \nabla f_k(w_k^{i+1}) \right] + (1 - \kappa) \left[ \hat{w}^i + \theta_k^i \right], \kappa := \frac{1}{1 + \eta \sigma}. \tag{11}$
17. Return $w_k^{t+1}$.
18.}

A. **Proposed Variants of Fed+**

We introduce three variants of interest of Fed+, unified through their choice of function $\Psi$. Furthermore, using Fed+, the variants can be combined in a hybridization approach described below. The proximal regularization constant $\sigma > 0$ is a tunable hyper-parameter; we recommend setting it to a
value that results in $\kappa \in [0.9, 0.999]$. We set the smoothing approximation constant $\delta$ to 0.1 and the initialization parameter $\lambda$ to 0 unless mentioned otherwise.

**FedAvg**: A mean-aggregation based method with better training performance than FedAvg via personalization. Choose $\Psi(w) = \frac{2}{\lambda} \| w \|_2^2$. This choice of $\Psi$ leads to the mean as the aggregation function $\mathcal{A}$ in Fed+$\delta$ (see eqn. (7)), i.e.,

$\bar{w}^{t+1} = \frac{1}{T} \sum_{k=1}^{T} w_k^{t+1}$, and the personalization component $\theta_k^t$ becomes a scaled version of the difference between the $k$-th party's current local model $w_k^t$ and the aggregated global model $\bar{w}^t$: $\theta_k^t = [1 + \delta^{-1}] (w_k^t - \bar{w}^t)$.

**FedGeoMed**: A robust aggregation based method that offers stability in training in the presence of outliers/adversaries. Set $\Psi(w) = \sigma |\delta| \| w \|_2$. In this case, aggregation function $\mathcal{A}$ is a $\delta$-approximation of the Geometric Median, and the personalization component $\theta_k^t$ is given by

$$\theta_k^t = \max \{0, 1 - (\delta/\|w_k^t - \bar{w}^t\|_2)\} (w_k^t - \bar{w}^t).$$

Clearly, the personalization component $\theta_k^t = 0$ when the local model $w_k^t$ is close to the global model $\bar{w}^t$, to be precise, when $\|w_k^t - \bar{w}^t\|_2 \leq \delta$. To compute the global model $\bar{w}^{t+1}$ from $\{w_k^{t+1} : k \in S^t\}$, the aggregator runs the following two step iterative procedure initialized with $w = w_{\text{mean}} := \text{Mean}\{w_k^{t+1} : k \in S^t\}$ until $w$ converges:

$$\theta_k^t = \max \{0, 1 - (\delta/\|w_k^t - \bar{w}^t\|_2)\} (w_k^t - \bar{w}^t), \forall k \in S^t,$$

$$\hat{w} = w_{\text{mean}} - \text{Mean}\{\theta_k^t : k \in S^t\}.$$

**FedCoMed**: This version offers the benefit of robust aggregation via the median with added flexibility in allowing each coordinate of the model vector to be computed independently. This is achieved through the following choice of robust regularization: $\Psi(w) = \sigma |\delta| |w|_1$ Here, the aggregation function $\mathcal{A}$ is a $\delta$-approximation of the Coordinate-wise Median, and the personalization component $\theta_k^t$ takes the following form:

$$\theta_k^t = \text{Soft Thresholding}(w_k^t - \bar{w}^t, \delta) = \max \{0, |w_k^t - \bar{w}^t| - \delta \text{sign}(w_k^t - \bar{w}^t)\},$$

(12)

where $\text{sign}()$ and $\max()$ functions are applied element-wise to the vector arguments. To compute $\hat{w}^{t+1}$ from $\{w_k^{t+1} : k \in S^t\}$ the aggregator starts with $w = w_{\text{mean}} := \text{Mean}\{w_k^t : k \in S^t\}$ and runs the following two step iterative procedure until $w$ converges:

$$\theta_k^t = \text{Soft Thresholding}(w_k^{t+1} - \hat{w}, \delta), \forall k \in S^t,$$

$$\hat{w} = w_{\text{mean}} - \text{Mean}\{\theta_k^t : k \in S^t\}.$$

### Hybridization via the Unified Fed+$\delta$ Framework with Layer-specific $\Psi$:

The unification of aggregation methods through a single formulation allows for seamlessly combining different methods of aggregation and personalization to different layers in training deep neural networks. For example, initial layers may use FedAvg+$\delta$, while final layers may benefit from FedCoMed+$\delta$. Also, the level of personalization can be controlled by setting layer-specific $\delta$.

### Deriving Existing Algorithms from Fed+$\delta$:

Many federated learning methods fit into the Fed+$\delta$ framework and can be obtained by setting the parameters in Algorithm 1 appropriately, as summarized in Table I.

**TABLE I**

| Method                | Aggregation Function $\mathcal{A}$ | $\lambda$ | $\sigma$ | other remarks |
|-----------------------|------------------------------------|-----------|----------|---------------|
| Local SOD without PL  | NA                                 | $\lambda = 0$ | $\sigma = 0$ | NA            |
| FedAvg                | $\bar{w}^{t+1} = \text{Mean}\{w_k^{t+1} : k \in S^t\}$ | $\lambda = 1$ | $\sigma = 0$ | $E_k = E, \forall k$ |
| RFA                   | $\bar{w}^{t+1} = \text{Geometric Median}\{w_k^{t+1} : k \in S^t\}$ | $\lambda = 1$ | $\sigma = 0$ | $E_k = E, \forall k$ |
| Coordinate-wise median| $\bar{w}^{t+1} = \text{Coordinatewise Median}\{w_k^{t+1} : k \in S^t\}$ | $\lambda = 1$ | $\sigma = 0$ | $E_k = E, \forall k$ |
| FedProx               | $\bar{w}^{t+1} = \text{Mean}\{w_k^{t+1} : k \in S^t\}$ | $\lambda = 1$ | $\sigma > 0$ | $\theta_k^t = 0, \forall k$ |
| FedAvg+$\delta$       | $\bar{w}^{t+1} = \text{Mean}\{w_k^{t+1} : k \in S^t\}$ | $\lambda = 0$ | $\sigma > 0$ | $\theta_k^t = 0, \forall k$ |
| FedGeoMed+$\delta$    | $\bar{w}^{t+1} = \text{Geometric Median}\{w_k^{t+1} : k \in S^t\}$ | $\lambda = 0$ | $\sigma > 0$ | $\delta > 0$ |
| FedCoMed+$\delta$     | $\bar{w}^{t+1} = \text{Coordinatewise Median}\{w_k^{t+1} : k \in S^t\}$ | $\lambda = 0$ | $\sigma > 0$ | $\delta > 0$ |

*The notation $\approx$ refers to a $\delta$-approximation.*

**B. Convergence Analysis of Fed+$\delta$**

The convergence properties and fixed points of the Fed+$\delta$ algorithm are presented next. The parameters $\sigma > 0$, $\delta > 0$, and $\eta > 0$ are tunable unless specified otherwise. For the rest of this section, we will use the following setting for the parameters in Algorithm 1: (i) $\Psi : \mathbb{R}^d \to [0, \infty]$ is any convex function with an easy to compute proximal operator and (ii) the personalization vector $\theta_k$ is set as in eqn. (9). To implement the aggregation step $w^t \to \mathcal{A}(w_1, \ldots, w_N)$ for a general choice of $\Psi$, we propose the following iterative procedure initialized with $w = w_{\text{mean}} := \text{Mean}\{w_1, \ldots, w_N\}$:

$$\theta_k^t = \text{Prox}_\Psi^\gamma (w_k - \hat{w}), \quad \hat{w} = w_{\text{mean}} - \text{Mean}\{\theta_k : k \in S^t\}.$$  

The above setting gives rise to the following useful property:

$$\left(\theta_1^t, \ldots, \theta_N^t, \hat{w}^t\right) = \arg \min_{\Theta \in \mathbb{R}^d} H_\Psi(W^t, \Theta, \hat{w}), \quad t \geq 1.$$  

(14)

To analyze Fed+$\delta$, we make the following smoothness assumption:

**Assumption I:** For each $k = 1, 2, \ldots, N$, $f_k : \mathbb{R}^d \to \mathbb{R}$ is differentiable and the gradient $\nabla f_k$ is Lipschitz continuous with constant $L_f$, i.e.,

$$\| \nabla f_k(w) - \nabla f_k(w') \|_2 \leq L_f \| w - w' \|_2, \forall w, w' \in \mathbb{R}^d.$$
**Proposition 2:** Under Assumption 1 and the stepsize choice \(\eta = 1/L_f\), the following holds for Fed+: \(\forall \theta \in S_t\),
\[
F_k(w_{k+1}; \theta_k, \bar{w}^t) \leq F_k(w_k; \theta_k, \bar{w}^t) - \frac{\|\nabla F_k(w_k; \theta_k, \bar{w}^t)\|^2}{2(L_f + \sigma)},
\]
where \(F_k\) is defined in (10) and the gradient is w.r.t. \(w_k\).

We define the federated training objective for our set-up as:
\[
F_\sigma(W) := \arg\min_{\theta, w} H_\sigma(W, \Theta, w)
\]

Now, combining the relation (14) with (15) we derive the following assumption for Fed+:

**Assumption 2:**
For each \(k = 1, \ldots, N, f_k\) is convex, all parties are active in every round, and the level set \(\{ (W, \Theta, \bar{w}) : H_\sigma(W, \Theta, \bar{w}) \leq \sum_{k=1}^N \langle \nabla f_k(w_k^t; \theta_k, \bar{w}^t), \bar{w}^t \rangle \}\) is compact, then
\[
\lim_{t \to \infty} E\left[ \sum_{k=1}^N \| \nabla f_k(w_k^t; \theta_k, \bar{w}^t) \|^2 \right] = 0,
\]
where the expectation is with respect to the random subsets \(S^t\), \(t \geq 0\).

Moreover, the federated objective \(F_\sigma(W)\) monotonically decreases with round \(t\) and converges to a value \(F_\sigma \geq \min_w F_\sigma(W)\). Additionally, if the \(f_k\)‘s are convex, all parties are active in every round, and the level set \(\{ (W, \Theta, \bar{w}) : H_\sigma(W, \Theta, \bar{w}) \leq \sum_{k=1}^N \langle \nabla f_k(w_k^t; \theta_k, \bar{w}^t), \bar{w}^t \rangle \}\) is compact, then \(\lim_{t \to \infty} F_\sigma(W^t) = \min_{W} F_\sigma(W)\) and the rate of convergence is \(O(1/t)\).

**C. Fixed Points of Fed+**

Here, we present the characterization of the fixed points of Fed+ algorithm to gain insight on the kind of personalized solution it offers. Before proceeding further we make the following assumption:

**Assumption 2:** For each \(k = 1, \ldots, N, f_k\) is convex, all the parties actively participate in every round of the federating learning process, and the Local-Solve subroutine in Fed+ returns \(w_{k+1}^*\) as the exact minimizer of \(F_k(w_k; \theta_k, \bar{w}^t)\).

We define \(\hat{f}_k : \mathbb{R}^d \to \mathbb{R}\) to be the Moreau envelope of \(f_k\) with smoothing parameter \((1/\sigma)\), i.e.,
\[
\hat{f}_k(\theta) := \min_{w_k \in \mathbb{R}^d} f_k(w_k) + \frac{\sigma}{2}\|w_k - \theta\|_2^2, \quad \forall \theta \in \mathbb{R}^d.
\]

The fixed-point characterization of Fed+ under Assumption 2 is thus:

**Theorem 2:** Consider the Fed+ algorithm solving for problem (3) under Assumption 2. Let \((W^*, \Theta^*, \bar{w}^*)\) be a fixed point of Fed+ and \(z_k^* := \bar{w}^* + \lambda_k^* (w_k^* - \bar{w}^*)\). Then, the following conditions are satisfied:
\[
\frac{1}{N} \sum_{k=1}^N \nabla \hat{f}_k(z_k^*) = 0, \quad w_k^* = z_k^* - \frac{1}{\sigma} \nabla \hat{f}_k(z_k^*), \forall k.
\]

Now, with the help of the above Theorem, we analyze two extreme choices for \(\psi\) in part (a) & (b) of the following Corollary:

**Corollary 1:** Consider the Fed+ algorithm under Assumption 2. Let \((W^*, \Theta^*, \bar{w}^*)\) be a fixed point of Fed+. Then, the following are true:
(a) If we choose \(\psi \equiv 0\) (i.e. \(\theta_k^* = w_k^* - \bar{w}^*\) in Fed+), then
\[
w_k^* \in \arg\min_{w} f_k(w), \quad k = 1, \ldots, N.
\]
(b) If Fed+ sets \(\psi(w) = 0\) iff \(w = 0\) and \(+\infty\) otherwise (i.e. \(\theta_k^* = 0\), then
\[
\frac{1}{N} \sum_{k=1}^N \nabla f_k(w_k^*) = 0, \quad w_k^* = \bar{w}^* - \frac{1}{\sigma} \nabla f_k(w_k^*), \quad \forall k.
\]
(c) If Fed+ employs \(\psi(w) = \frac{\sigma}{2}\|w\|_2^2\) leading to \(\theta_k^* = |\bar{w}^* - w_k^*|\), then
\[
w_k^* = \bar{w}^* - \left(1 + \frac{\delta}{\sigma}\right) \nabla f_k \left( w_k^* + \frac{\delta}{1 + \delta} \bar{w}^* \right), \quad k = 1, \ldots, N
\]

V. EXPERIMENTS

A. Performance Comparison on Personalized Datasets

To test the robustness as well as the personalization quality of Fed+ and the baseline methods, we create two variants of the MNIST dataset: MNIST-robust and MNIST-personalized, each with two different federation sizes, \(N = 10\) and \(N = 50\), as well as a personalized synthetic regression problem. To create the robust and personalized variants, we first partitioned the MNIST dataset equally into \(N\) parties. Then we transform the input distribution for 10% (20%) for \(N = 50\) of the parties by taking negative of the images. Further, for every party we choose 2 different class labels and add Laplacian noise to the images corresponding to those classes to create the personalized dataset. In the synthetic regression dataset \((N = 10)\), a sample \((x, y)\) for a party \(k\) is generated through model: \(y = w_k^T x + v\), where \(w_k \in \mathbb{R}^{1000}\), \(x \sim N(0, 2)\) and \(x \sim \mathcal{N}(\mu_k, \Sigma)\) with diagonal covariance matrix given by \(\Sigma_{j,j} = \text{mod}(j, 50)^{-1}; \mu_k \sim \mathcal{N}(0, 0.5)\). Party specific weight vectors \(\{w_k \in \mathbb{R}^{1000}\}_{k=1}^N\) are generated by adding Laplacian noise (with scale =0.5) to a fixed \(\bar{w} \sim \mathcal{N}(0, 5)\). We generate \(w_k\) similarly but with a different \(\bar{w} \sim \mathcal{N}(0, 50)\) to make the setting robust.

We train logistic regression classifiers on the robust and personalized variants of the MNIST dataset and a linear regression model on the Synthetic one. Data is randomly split for each local party into an 50% training set and a 50% test set. We report average performance on the test set after running each method 5 times with different random seeds. Each party’s dataset consists of 100 samples in the Synthetic-regression case. The number of selected parties per round is \(K = 10\); the batch size is 20 for MNIST datasets and 10 for the synthetic-regression dataset. We set the learning rate \(\eta \leq 0.0001\) for synthetic and 0.02 for MNIST variants. The regularization constant \(\sigma\) is chosen to be 15 (\(\sigma = 1\) for synthetic) for the robust and personalized MNIST datasets. For all experiments, we fix the number of local iterations per round by setting...
\[ E_k = 20 \] and report performance after \( T = 500 \) rounds of training.

We compare the performance of Fed+ with FL methods such as the non-personalized Scaffold (Karimireddy et al., 2019), as well as the personalized FL algorithms pFedMe (T. Dinh et al., 2020), perFedAvg (Fallah et al., 2020) and APFL (Deng et al., 2020). The results are compiled in Table II. Note that the MNIST problems measure accuracy and as such higher is better, while the regression problem measures error and thus lower is better.

We observe that the robust FedGeoMed+ outperforms both the non-personalized and mean-attraction personalized methods by a significant margin. Our FedCoMed+, while performing poorly on the personalized MNIST-robust datasets, is a close second place on the synthetic regression task.

B. Results on Standard Federated Learning Datasets

We also test our methods and the main non-personalized methods on a set of synthetic and non-synthetic datasets from Li et al. (2020a) and the LEAF set of Caldas et al. (2018). Since our FedAvg+ is comparable to several of the recent personalized FL methods, it serves as an indicator of how mean aggregation-based personalized models fare on these standard datasets.

To generate non-identical synthetic data, we follow a similar setup to that of Li et al. (2020a), additionally imposing heterogeneity among parties. In particular, for each party \( k \), we generate samples \((X_k, Y_k)\) according to the model \( y = \arg \max \{ \text{softmax}(W x + b) \}, \) \( x \in \mathbb{R}^{60}, W \in \mathbb{R}^{10 \times 60}, b \in \mathbb{R}^{10} \). We model \( W_k \sim \mathcal{N}(u_k, 1), b_k \sim \mathcal{N}(u_k, 1), u_k \sim \mathcal{N}(0, \zeta); x_k \sim \mathcal{N}(v_k, \Sigma) \), where the covariance matrix \( \Sigma \) is diagonal with \( \Sigma_{k, k} = \gamma_k^{-1.2} \). Each element in the mean vector \( v_k \) is drawn from \( \mathcal{N}(B_k, 1), B_k \sim \mathcal{N}(0, \beta) \). Therefore, \( \zeta \) controls how much the local models differ from each other and \( \beta \) controls how much the local data at each party differs from that of other parties. In order to better characterize statistical heterogeneity and study its effect on convergence, we choose \( \zeta = 1000 \) and \( \beta = 10 \). There are \( N = 30 \) parties in total and the number of samples on each party follows a power law.

The hyperparameters are the same as those of Li et al. (2020a) and use their reported best \( \mu \) for their algorithm FedProx. MNIST (LeCun et al., 1998) with multinomial logistic regression. To impose statistical heterogeneity, we distribute the data among \( N = 1000 \) parties such that each party has samples of only one digit and the number of samples per party follows a power law. The input is a flattened 784-dimensional \((28 \times 28)\) image, and the output is a class label between 0 and 9. We also include the 62-class Federated Extended MNIST (Caldas et al., 2018; Cohen et al., 2017) (FEMNIST) of Li et al. (2020a). Heterogeneous data partitions are generated by subsampling 10 lower case characters (‘a’-’j’) from EMNIST and distributing only 5 classes to each party, with \( N = 200 \) parties in total. The input is a flattened 784-dimensional \((28 \times 28)\) image, and the output is a class label between 0 and 9. To address non-convex settings, we consider sentiment analysis on tweets from Sentiment140 (Go et al., 2009) (Sent140) with a two layer LSTM binary classifier containing 256 hidden units with pretrained 300D GloVe embedding (Pennington et al., 2014). Each twitter account corresponds to a party with \( N = 772 \) in total. The model takes as input a sequence of 25 characters, embeds each into a 300-dimensional space using Glove and outputs one character per training sample after 2 LSTM layers and a densely-connected layer. We consider the highly heterogeneous setting where there are 90% stragglers; see Li et al. (2020a) for details.

Data is randomly split for each local party into an 80% training set and a 20% testing set. The number of selected parties per round is 10 and the batch size is 10 for all experiments on all datasets. The neural network models for all datasets are the same as those of Li et al. (2020a). Learning rates are \( 0.01, 0.03, 0.003 \) and 0.3 for synthetic, MNIST and FEMNIST and Sent140 datasets, respectively. The experiments used a fixed regularization parameter \( \sigma = 0.01 \) for each party’s Local-Solve and the parameter \( \delta \) is set to 0.001, 0.1 and 0.1 for FedAvg+, FedGeoMed+ and FedCoMed+ methods, respectively. On the Sent140 dataset, we found that initializing the local model to a mixture model (i.e. setting \( \lambda = 0.001 \) instead of the default \( \lambda = 0 \)) at the beginning of every Local-Solve subroutine for each party gives the best performance. We simulate the federated learning setup (1 aggregator \( N \) parties) on a commodity-hardware machine with 16 Intel® Xeon® E5-2690 v4 CPU and 2 NVIDIA® Tesla P100 PCIe GPU.

In Figure 4, we illustrate the test performance of the baseline algorithms FedAvg, FedProx, RFA, coordinate-wise median and Fed+. FedAvg+ is comparable to and thus represents the performance of the recent personalized methods. The baseline robust algorithms perform the worst on these non-IID data sets. Fed+ often speeds up the learning convergence, as shown in Figure 4 and improves performance on these datasets by 28.72%, 6.24%, 11.32% and 13.89%, resp. In particular, the best Fed+ algorithm can improve the most competitive implementation of the baseline FedProx on these four datasets by 9.90% on average. FedAvg+, and hence many standard personalized FL methods, achieves similar performance to FedGeoMed+ on MNIST and FEMNIST, but fails to outperform the robust variants of Fed+, FedGeoMed+ and FedCoMed+, on the synthetic and Sent140 datasets, highlighting the benefit of robust statistics.

We also evaluate the impact of increasing the number of parties in training on test accuracy. On the synthetic dataset, average test accuracy improves from 70.22% to 90.73% to 98.03% when the number of parties participating in training goes from \( K = 3 \) to \( K = 15 \) to \( K = 30 \). The average is taken over the three Fed+ variants: FedAvg+, FedGeoMed+ and FedCoMed+. On MNIST, average accuracies of Fed+ are 69.80%, 81.34%, and 83.36% when the number of parties in training goes from \( K = 100 \) to \( K = 500 \) to \( K = 1000 \), resp. On FEMNIST, average accuracies of Fed+ are 25.16%, 68.71%, and 78.66% when the number of parties in training goes from \( K = 20 \) to \( K = 100 \) to \( K = 200 \), resp. On the Sent140 dataset, average accuracies of Fed+ are 57.13%, 60.77%, and 65.43% when the number of parties goes from
### TABLE II

**AVERAGE PERFORMANCE ACROSS RECENT FL METHODS ON PERSONALIZED FL DATASETS.** For MNIST, higher (accuracy) is better; for synthetic-regression, lower (error) is better. We provide results for the non-personalized Scaffold and three personalized methods (left) along with our Fed+ algorithms: FedAvg+, FedGeoMed+ and FedCoMed+ (right).

| Dataset              | Scaffold | pFedMe | perFedAvg | APFL | FedAvg+ | FedGeoMed+ | FedCoMed+ |
|----------------------|----------|--------|-----------|------|---------|------------|-----------|
| MNIST-robust-N10     | 81.4     | 89.4   | 87.3      | 88.3 | 87.0    | 91.5       | 80.5      |
| MNIST-robust-N50     | 82.3     | 85.5   | 85.7      | 81.3 | 86.7    | 91.4       | 79.4      |
| MNIST-personalized-N10 | 72.0   | 72.3   | 70.6      | 75.7 | 71.9    | 78.3       | 66.7      |
| MNIST-personalized-N50 | 63.8   | 66.3   | 68.9      | 72.7 | 69.4    | 76.2       | 52.3      |
| Synthetic-regression | 2764.2   | 4268.9 | 2780.6    | 1606.3 | 1966.2 | 1048.5     | 1074.0    |

---

$K = 77$ to $K = 386$ to $K = 772$, resp. This shows that the benefit of using Fed+ increases as the number of parties increases.

**VI. CONCLUSION**

Fed+ has been designed to better handle the heterogeneity inherent in federated settings: the lack of IID data, the need for robustness to outliers and stragglers, and the requirement to perform well on party-specific data. The Fed+ class of methods unifies numerous algorithms through a formulation that allows for robust ways of aggregating the local models whilst keeping the structure of local computation intact. We provide convergence guarantees for Fed+ for convex and non-convex loss functions, robust aggregation, and for the case of stragglers. Probably the most promising extension of this work would be an in-depth exploration of neural network layer-specific aggregation functions as made possible through the Fed+ formulation.

---

Fig. 4. Performances of FedAvg+, FedGeoMed+ and FedCoMed+ are superior to those of the baselines.
Appendix

Here, we prove all the propositions and the theorems stated in the paper.

A. Proof of Proposition 1

The gradient descent iteration for the function $F_k(\cdot; \theta^t_k, \tilde{w}^t)$ with stepsize $\eta' := \frac{\eta}{1+\sigma\eta}$ is given by

$$w_k^t \leftarrow w_k - \eta' [\nabla f_k(w_k) + \sigma (w_k - \theta^t_k - \tilde{w}^t)] = \left(1 - \frac{\eta'}{\sigma}\right)w_k^t - \frac{\eta}{\sigma} \nabla f_k(w_k) + \sigma (\theta^t_k + \tilde{w}^t)$$

$$= \left(1 - \frac{\eta'}{\sigma}\right)w_k - \eta\nabla f_k(w_k) + \left(\frac{\sigma\eta}{1+\sigma\eta}\right)[\theta^t_k + \tilde{w}^t].$$

Thus, we have the local update of the form (11) in Fed+ algorithm where $\kappa := \frac{\eta}{1+\sigma\eta}$.

B. Proof of Proposition 2

Let us first recall the following well-know descent lemma Beck (2015) for functions with Lipschitz continuous gradient.

**Lemma 1:** Let $f : \mathbb{R}^d \to \mathbb{R}$ be continuously differentiable and $\nabla f$ be Lipschitz continuous with constant $L > 0$. Then, the following holds:

$$f\left( w - \frac{1}{L} \nabla f(w) \right) \leq f(w) - \frac{1}{2L} \|\nabla f(w)\|_2^2, \forall w \in \mathbb{R}^d.$$  

From Proposition 1, we know that the local update (11) in Fed+ algorithm is a gradient descent iteration with learning rate $\eta' = \frac{\eta}{1+\sigma\eta} = \frac{1}{L_f + \sigma}$ applied to the function $F_k(\cdot; \theta^t_k, \tilde{w}^t)$. Clearly, $\nabla F_k(\cdot; \theta^t_k, \tilde{w}^t)$ is Lipschitz continuous with constant $L = (L_f + \sigma)$. Therefore, applying the above Lemma, we have the following after one gradient descent iteration (starting with $w_k^t$) at the Local-Solve subroutine: $\forall k \in S_t$,

$$F_k(w_k^{t+1}; \theta^t_k, \tilde{w}^t) \leq F_k(w_k^t; \theta^t_k, \tilde{w}^t) - \frac{\|\nabla F_k(w_k^t; \theta^t_k, \tilde{w}^t)\|_2^2}{2L}.$$  

Now, note the fact that $F_k(w_k^{t+1}; \theta^t_k, \tilde{w}^t)$ remains non-increasing after each gradient descent step. This completes the proof.

C. Proof of Theorem 1

We start the proof with following observations from (7) and (9):

$$\tilde{w}^t = \arg\min_{\tilde{w} \in \mathbb{R}^d} \left[ \min_{\Theta \in \mathbb{R}^{d \times N}} H_\sigma(W^t, \Theta, \tilde{w}) \right],$$

$$(\theta^t_1, ..., \theta^t_N) = \arg\min_{\Theta \in \mathbb{R}^{d \times N}} H_\sigma(W^t, \Theta, \tilde{w}), \quad t = 1, 2, \ldots$$

Combining the above, we have the following: $\forall t \geq 1,$

$$(\theta^t_1, ..., \theta^t_N, \tilde{w}^t) = \arg\min_{\Theta \in \mathbb{R}^{d \times N}, \tilde{w} \in \mathbb{R}^d} H_\sigma(W^t, \Theta, \tilde{w}).$$  

(23)

This implies

$$H_\sigma(W^t, \Theta^t, \tilde{w}^t) \leq H_\sigma(W^t, \Theta^{t-1}, \tilde{w}^{t-1}), \quad t = 1, 2, \ldots$$  

(24)

Before moving further, we introduce the following notation $F_k^t(w) := F_k(w; \theta^t_k, \tilde{w}^t)$. Now, we have the following from Proposition 2:

$$F_k^t(w_k^{t+1}) \leq F_k^t(w_k^t) - \frac{1}{2L} \|\nabla F_k^t(w_k^t)\|_2^2, \forall k \in S^t \quad (25)$$

where $L := (L_f + \sigma)$. Moreover, $w_k^{t+1} = w_k^t$ for all $k \notin S^t$ implies that

$$F_k^t(w_k^{t+1}) \leq F_k^t(w_k^t), \quad \forall k \notin S^t. \quad (26)$$

Summing (25) and (26), we get: $\forall t = 0, 1, \ldots,$

$$H_\sigma(W^{t+1}, \Theta^t, \tilde{w}^t) \leq H_\sigma(W^t, \Theta^t, \tilde{w}^t) - \frac{1}{2NL} \sum_{k \in S^t} \|\nabla F_k^t(w_k^t)\|_2^2, \quad (27)$$

We can also express (27) in expectation form:

$$\mathbb{E}[H_\sigma(W^{t+1}, \Theta^t, \tilde{w}^t)] \leq H_\sigma(W^t, \Theta^t, \tilde{w}^t) - \frac{p}{2NL} \sum_{k=1}^N \mathbb{E}[\|\nabla F_k^t(w_k^t)\|_2^2]. \quad (28)$$

where the expectation is w.r.t the random subset $S^t$ and $p \in (0, 1]$ is the probability of $k \in S^t$. Taking, expectations w.r.t $S^{t_0}, S^{t_1}, \ldots, S^t$ (i.e. all the randomness till round $t$), we get: $\forall t = 0, 1, \ldots,$

$$\mathbb{E}[H_\sigma(W^{t+1}, \Theta^t, \tilde{w}^t)] \leq \mathbb{E}[H_\sigma(W^t, \Theta^t, \tilde{w}^t)] - \frac{p}{2NL} \sum_{k=1}^N \mathbb{E}[\|\nabla F_k^t(w_k^t)\|_2^2]. \quad (29)$$

Combining (29) and (24), we have: $\forall t = 0, 1, \ldots,$

$$\mathbb{E}[H_\sigma(W^{t+1}, \Theta^{t+1}, \tilde{w}^{t+1})] \leq \mathbb{E}[H_\sigma(W^t, \Theta^t, \tilde{w}^t)] - \frac{p}{2NL} \sum_{k=1}^N \mathbb{E}[\|\nabla F_k^t(w_k^t)\|_2^2]. \quad (30)$$

Summing over all $t$ and using the fact $\sigma$ is bounded below, we arrive at (17).

On the other hand, combining (27) and (24), we get: $\forall t = 0, 1, \ldots,$

$$H_\sigma(W^{t+1}, \Theta^{t+1}, \tilde{w}^{t+1}) \leq H_\sigma(W^t, \Theta^t, \tilde{w}^t) - \frac{1}{2NL} \sum_{k \in S^t} \|\nabla F_k^t(w_k^t)\|_2^2. \quad (31)$$

Now, from (23) and (16) we see that $F_\sigma(W^t) = H_\sigma(W^t, \Theta^t, \tilde{w}^t)$. Thus, from (31) we have that $\{F_\sigma(W^t)\}_{t=0}^\infty$ is monotonically non-decreasing; therefore, also converges to some real value say $F_{\mu}$ because $H_\sigma$ is bounded below. The rest of the proof, when $f_k$ are convex, follows from Theorem 3.7 in Beck (2015) as (31) and (23) together suggest that Fed+ is basically an (approximate) alternating minimization approach for solving (3).
D. Proof of Theorem 2

We start by introducing the following notation:
\[ z^*_k := \hat{w}^t + \theta^*_k, \quad k = 1, \ldots, N, \quad \forall t \geq 0. \quad (32) \]

By assumption 2, the Local-Solve subroutine in Fed+ returns \( w^*_k \) as the exact minimizer of \( f_k(w^*_k) \), i.e.,
\[
w^*_k := \arg\min_{w_k} f_k(w_k) + \frac{\sigma}{2} \|w_k - (\theta^*_k + \hat{w}^t)\|_2^2 = \prox_{\frac{\sigma}{2}}^k (z^*_k), \quad \forall t \geq 0, \quad \forall k.
\]

Now, we observe the following about Fed+: \( \forall t \geq 0 \),
\[
w^t_{k+1} = z^*_k - \frac{1}{\sigma} \nabla f_k(z^*_k), \quad k = 1, \ldots, N, \quad (34)
\]
\[
\bar{w}^t+1 = \frac{1}{N} \sum_{k=1}^N w^t_{k+1} - \frac{1}{N} \sum_{k=1}^N \prox_{\frac{\sigma}{2}}^k (w^t_{k+1} - \bar{w}^t+1), \quad (35)
\]
\[
\theta^*_k = \prox_{\frac{\sigma}{2}}^k (w^*_k - \bar{w}^t), \quad k = 1, \ldots, N, \quad (36)
\]

where the 1st equation is a direct consequence of (33), the 2nd one comes from (13) and the last one is by choice (9). Therefore, for a fixed point, the 2nd equation in (19) obviously hold. Now, for a fixed point, we also have the following from (35):
\[
\bar{w}^* = \frac{1}{N} \sum_{k=1}^N w^*_k - \frac{1}{N} \sum_{k=1}^N \prox_{\frac{\sigma}{2}}^k (w^*_k - \bar{w}^*). \quad (37)
\]

Replacing the first \( w^*_k \) in (37) with \( z^*_k - \frac{1}{\sigma} \nabla f_k(z^*_k) \) and subsequently \( z^*_k \) by \( \bar{w}^* + \prox_{\frac{\sigma}{2}}^k (w^*_k - \bar{w}^*) \), we get
\[
\bar{w}^* = \frac{1}{N} \sum_{k=1}^N \left[ z^*_k - \frac{1}{\sigma} \nabla f_k(z^*_k) - \prox_{\frac{\sigma}{2}}^k (w^*_k - \bar{w}^*) \right] = \frac{1}{N} \sum_{k=1}^N \left[ \bar{w}^* - \frac{1}{\sigma} \nabla f_k(z^*_k) \right] = \bar{w}^* - \frac{1}{\sigma N} \sum_{k=1}^N \nabla f_k(z^*_k).
\]

This, we have the first equation in (19).

E. Proof of Corollary 1

To prove (a), we apply Theorem 2 with \( \Psi = 0 \). This choice of \( \Psi \) leads to the choice \( \theta_k = w_k - \bar{w} \) from (9). Therefore, Fed+ boils to applying the proximal point algorithm \( w^t_{k+1} = \prox_{\frac{\sigma}{2}}^k (w^t_k), \quad t \geq 0 \), at each local party \( k = 1, \ldots, N \).

Therefore, we obtain the result (20) as \( w^*_k = \prox_{\frac{\sigma}{2}}^k (w^*_k) \) implies
\[
w^*_k = w^*_k - \frac{1}{\sigma} \nabla \hat{f}_k(w^*_k) \implies w^*_k \in \arg\min_{w} f_k(w).
\]

Next, we prove part (b) by applying Theorem 2 with the following choice of \( \Psi \): \( \Psi(w) = 0 \) iff \( w = 0 \) and \(+\infty\) otherwise. This particular \( \Psi \) corresponds to the choice \( \theta_k = 0 \) from (9). Also, the aggregation function \( A \) becomes the mean as from (7). Now, putting \( z^*_k = \bar{w}^* \) in (19), we arrive at (21). Finally, we show part (c) by setting \( \Psi(w) = \frac{\sigma}{2} \|w\|_2^2, \quad w \in \mathbb{R}^d \) in Theorem 2. In this case, (9) becomes \( \theta_k = [1 + \delta]^{-1}(w_k - \bar{w}) \). Also, like in part (b), the aggregation function \( A \) becomes the mean here as well. Now, we complete the proof by using \( z^*_k = \frac{w^*_k + \delta \bar{w}^*}{1 + \delta} \) in (19):
\[
w^*_k = \frac{w^*_k + \delta \bar{w}^*}{1 + \delta} - \frac{1}{\sigma} \nabla \hat{f}_k(z^*_k)
\implies w^*_k = \bar{w}^* - \frac{1}{(1 + \delta) \sigma} \nabla \hat{f}_k(z^*_k).
\]

Note that part (b) of the Corollary recovers the fixed point result of FedProx given in (Pathak and Wainwright, 2020).
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