Effect of an external electric field on local magnetic moments in silicene
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Abstract

In this work we analyze the effects of the application of an external electric field in the formation of a local magnetic moment in silicene. By adding an impurity in a top site in the host lattice and computing the real and imaginary part of the self-energy of the impurity energy level, the polarized density of states is used in order to obtain the occupation number of the up and down spin formation in the impurity considering the mean field approximation. Unequal occupation numbers is the precursor of a formation of a local magnetic moment and this depends critically on the Hubbard parameter, the on-site energy of the impurity, the spin-orbit interaction in silicene and the electric field applied. In particular, it is shown that in the absence of electric field, the boundary between the magnetic and non-magnetic phases increases with the spin-orbit interaction with respect to graphene with a top site impurity and shrinks and narrows it when the electric field is turned on. The electric field effect is studied for negative and positive on-site impurity energies generalizing the results obtained in the literature for graphene.

1 Introduction

In solid state physics, two dimensional (2D) systems have become one of the most significant topics, where applications in nanoelectronics and spintronics become possible due to the exotic electronic structures of these 2D materials([1], [2]). The most well known is graphene, a two dimensional honeycomb lattice of carbon atoms [3], but other new developed 2D materials have arisen, such as molybdenum disulfide (MoS$_2$) [4], silicene [5], germanene ([6] and [7]), phosphorene [8], transition-metal dichalcogenides and hexagonal boron nitride [9] and two-dimensional SiC monolayers [10], that are similar to graphene but with different atoms at each lattice site but with a buckled structure. Due to the intrinsic low electron and phonon densities, 2D materials are ideal platforms to host single atoms with magnetic moments pointing out-of-plane with potential applications in current information nanotechnology. Among these materials, silicene is particularly interesting thanks to its compatibility with the current Si-based electronic technology. In 2010, the synthesis of silicene nanoribbons on the anisotropic Ag(110) surface and on Ag(111) was reported ([11], [12]), showing that silicene has a larger in-plane lattice constant, with two interpenetrating sublattices displaced vertically with respect to each other due to the $sp^3$ hybridization. In turn, the buckling of silicene can be influenced by the interaction with a ZrB$_2$ substrate which allows to tune the band gap at the K or K$'$ points in the Brillouin zone [13]. By applying the tight binding model on silicene it is possible to compute the long wavelength approximation in order to obtain an effective Dirac-like Hamiltonian ([1] and [14] and [15]), and around the Fermi energy, the charge carriers behaves as massive Dirac fermions in the $\pi$ bands moving with a Fermi velocity $v_F = 5.5 \times 10^5$ m/s ([16] [17]). The layer separation between the sublattices in silicene
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due to its buckled structure, is suitable for application of external fields in order to open a bandgap that introduces diagonal terms in the Hamiltonian written in the $A$ and $B$ sublattices ([18], [19], [5]). The spin-orbit interaction (SOI) in silicene is about 3.9 meV, larger than that of graphene, where is of the order of $10^{-3}$ meV ([20], [21]). The large SOI allows the quantum spin Hall effect to be observed which implies that silicene becomes a topological insulator ([22], [23]). The interplay between the SOI and external electric field can induce transitions from topological to band insulators allowing valley effects in the conductivity ([18], [24]).

When impurity atoms are deposited on graphene or silicene they can be adsorbed on different adsorption sites, where the most usual is the six-fold hollow site of the honeycomb lattice, on top of a carbon or silicon atom or the two-fold bridge site of neighboring atoms of the host lattice ([25], [26], [27], [28] and [29]). In turn, adatoms bonded to the surface of graphene can lead to a quasi-localized state where the wave function includes contributions from the orbitals of neighboring carbon atoms ([30], [31]).

In particular, when the impurity atoms are magnetic, the strong coupling between the localized magnetic state of the adatom and the band of the 2D host lattice allows non-trivial effects in the static properties of the system, such as the Kondo effect, where the local density of states show a resonance at the Fermi level ([22] due to the screening of the magnetic moment of the adatom by the surrounding itinerant electrons. In graphene, the Kondo effect has been reported with Co adatoms spectroscopy ([33]), but not much is known about the spectral features or Kondo effect in other 2D materials such as silicene. In silicene, the effect of different magnetic adatoms has been studied by using density functional theory ([34], [35], [36] and [37]), showing that silicene is able to form strong bonds with transition metals due to its buckled form and that its properties can be tailored to design batteries ([38]).

In turn, it has been shown that the magnetic properties of 2D materials are very sensitive to the SOI and the application of external electric and magnetic fields ([39], [40]). These properties can be altered when impurity atoms are introduced in the material because it induces the formation of local magnetic moments. Thus, while there are several numerical studies about transition metal adsorption in silicene and other two-dimensional materials, not much is known about the dependence of the localized magnetic moment on the applied external electric field. The tight-binding method combined with the mean-field approximation ([41]) allows studying the dependence of the local magnetism with the strong correlation effects of the inner shell electrons, parametrized by the on-site Hubbard contribution and the hybridization of the impurity orbital with the host lattice. By computing the spin-polarized density of states with Green function methods it is possible to obtain the occupation number of each spin in the adatom ([26], [42]). Moreover, the effect of the SOI and an external electric field can tailor the magnetic properties due to the interplay of the level broadening and the sublattice asymmetry that induces a bandgap.

Motivated by this, in this paper we study the magnetic regime of the impurity atom as a function of the Fermi level, the Hubbard parameter, the SOI and an external electric field and we compare it with those obtained in graphene. In particular we will consider impurity atoms adsorbed in a top site in silicene with on-site energy below and above the Dirac point. Based on these results it is possible to study the formation of localized magnetic states in the impurities and their dependence with the external electric field and the asymmetric hybridization with the host lattice. In turn, the boundary between different magnetic phases can be approximated in terms of the Fermi energy and the Hubbard parameter. In this sense, while there are several works with ab-initio calculations with different transition metals, not much is known about the magnetic features of silicene with respect to the different parameters in the Hamiltonian. This work will be organized as follows: In section II, the tight-binding model with adatoms is introduced and the Anderson model in the mean-field approximation is applied to silicene. In section III, the results are shown, and a discussion is given and the principal findings of this paper are highlighted in the conclusion.
2 Theoretical model

The tight-binding Hamiltonian of silicene with spin-orbit coupling and a perpendicular electric field reads (see [5])

\[ H_0 = -t \sum_{i,j,s} a_{i,s}^{\dagger} b_{j,s} + h.c. + \frac{i\lambda_{SO}}{\sqrt{3}} \sum_{i,j,R} (\nu_{ij} a_{i,s}^{\dagger} a_{j,s} + \nu_{ij} b_{i,s}^{\dagger} b_{j,s}) - e E_z \sum_{i,s} \mu_i (a_{i,s}^{\dagger} a_{i,s} + b_{i,s}^{\dagger} b_{i,s}) \]  

(1)

where \( a_{i,s}^{\dagger}(a_{i,s}) \) are the creation (annihilation) operators in the sublattice \( A \) and \( b_{i,s}^{\dagger}(b_{i,s}) \) are the creation (annihilation) operators in the sublattice \( B \) of silicene in the site \( i \) with spin \( s = \pm 1 \). The first term of the last equation is the kinetic energy which is \( t_{gr} = 2.7 \text{eV} \) for graphene and \( t_{sil} = 1.6 \text{eV} \) for silicene. The second term represents the effective spin-orbit coupling with \( \lambda_{SO} = 3.9 \text{meV} \) for silicene (see [5]) and \( \nu_{ij} = (d_i \times d_j) / |d_i \times d_j| = \pm 1 \), depending on the orientation of the two nearest neighbor bonds \( d_i \) and \( d_j \) that connect the next nearest neighbors \( d_{ij} \) (see (13) and (14)). The last term is the staggered sublattice potential with \( \mu_i = +1(-1) \) for the \( A \) and \( B \) sublattice sites, where the buckling for silicene is \( t_{sil} = 0.23 \text{Å} \) [5] and \( e \) is the electron charge. We are not considering the Rashba spin-orbit coupling because it has a negligible effect on the dispersion relation, being comparable to \( \lambda_{so} \) only at the near edge of the Brillouin zone [45].

The basis vectors for the hexagonal Bravais lattice can be written as \( \mathbf{R}_{n,m} = n \mathbf{a}_1 + m \mathbf{a}_2 \) where \( n, m \) are integer numbers, \( a_1 = \frac{\sqrt{3}}{2}(3, \sqrt{3}, 0) \) and \( a_2 = \frac{\sqrt{3}}{2}(3, -\sqrt{3}, 0) \) are the primitive basis vectors (see red hexagonal in figure 1). Considering the Fourier transform of the creation and annihilation operators \( a_{j,s} = \frac{1}{\sqrt{3}} \sum_{k} e^{-ikR_j} a_{k,s} \) and \( b_{j,s} = \frac{1}{\sqrt{3}} \sum_{k} e^{-ikR_j} b_{k,s} \), where \( j = (n,m) \), the Hamiltonian \( H_0 \) becomes

\[ H_0 = -t \sum_{k,s} \phi_k a_{k,s}^{\dagger} b_{k,s} + h.c. + \sum_{k,s} \left( \frac{i\lambda_{SO}}{\sqrt{3}} \right) \xi_k - e E_z (a_{k,s}^{\dagger} a_{k,s} - b_{k,s}^{\dagger} b_{k,s}) \]  

(2)

where \( \phi_k = \sum_{i=1}^{3} e^{i k \delta_i} e^{i k z (h_A-h_B)} = \sum_{i=1}^{3} e^{i k \delta_i} e^{i k z 2l} \) and \( \xi_k = \sum_{i=1}^{6} e^{i k m_i} \), where \( \delta_1 = \delta_2 = \delta_3 = \frac{\sqrt{3}}{2}(1,-\sqrt{3},0) \) and \( \delta_4 = a(1,0,0) \) are the next nearest neighbor vectors, whereas \( n_1 = -n_2 = a_1, n_3 = -n_4 = a_2 \) and \( n_5 = -n_6 = a_1 - a_2 \) are the six next-nearest neighbor hopping sites (see figure 1) that connect identical sublattice sites. Notice that \( \phi_k \) contains the contribution of the buckled structure in the \( z \) direction given by the factor \( e^{i k_z (h_A-h_B)} \), where \( h_{A/B} \) are the sublattice \( A \) and \( B \) heights with respect to the middle of the buckling, which obey \( h_A - h_B = 2l \) (see figure 1) and \( k_z \) is the wave-vector in the \( z \) direction, in contrast to \( \xi_k \) that does not depend on \( l \) because next-nearest neighbors belong to the same sublattice. Ab-initio calculations have shown that there are two most stable sites in which transition metals can be adsorbed in two-dimensional systems: the center of the hexagon and the bridge between two atoms [44]. In silicene, the adsorbed atoms preserve the buckled structure, although small distortions in the geometry near the adsorbed atoms appear changing the local buckling. This warping of the silicene sheet can alter the distance between the adatom and the neighboring silicon atoms. The transition metal atoms most likely hybridize at the hollow site via \( s, d \) or \( f \) orbitals [46]. For simplicity we will consider an impurity atom adsorbed in the top site (\( A \) sublattice), with a height \( h \) with respect to the \( A \) silicon (see figure 1) and neglect small distortions of the buckled structure. In turn, the orbital symmetry that sits on top is not particularly important and we will consider only an \( s \) orbital. Considering that the adatom is fixed in a position \( \mathbf{R}_0 \) and hybridizes with the sublattice \( A \) with strength \( V \), the hybridization Hamiltonian can be written as

\[ H_V = V \sum_{s} a_{f,s}^{\dagger} (\delta'_{0A}) f_s + h.c. \]  

(3)

where \( \delta'_{0A} = (h-l) e_z \) where \( h-l \) is the distance between the impurity and the \( A \) silicon atom and \( f_s \) annihilates an electron in the magnetic impurity. In the momentum representation, this last
Figure 1: Up. Silicene honeycomb lattice (black and white dots are silicon atoms). Green arrows represent nearest neighbors and blue arrows represent next-nearest neighbors, $r_1$ and $r_2$ are the lattice vectors and the red hexagon is a particular Bravais lattice. Red point represent impurity adsorbed on a top site. Down: Side view of silicene with the adsorbed impurity where $l(h)$ is the distance of each sublattice(impurity) with respect the middle of the buckling.
Figure 2: Dispersion relation in the long-wavelength approximation for silicene for each spin, where $elE_z = 0.5 \text{ eV}$ and $\lambda = 0.039 \text{ eV}$, (±) for conduction (valence) band.

Hamiltonian can be written as
\[
H_V = \sum_{\mathbf{k},s} V e^{i\mathbf{k} \cdot (\mathbf{I} - \mathbf{l})} a^\dagger_{\mathbf{k},s} f_s + \text{h.c.}
\]

Finally, in order to consider the interaction between electrons in the impurity, we can add the Hamiltonian
\[
H_F = [\epsilon_0 - (1 + r)elE_z] \sum_s n_s + Un_\uparrow n_\downarrow
\]
where $\epsilon_0$ contains the single electron energy at the impurity atom, $r = l_I/l$, where $l_I$ is the distance between the magnetic impurity and the $A$ sublattice, $n_s = f^\dagger_s f_s$ is the occupation number operator for the impurity with spin $s$ and $elE_z$ is the staggered potential. For simplicity we are not considering the redistribution of charges due to the electric field [47]. The Hubbard parameter $U$ characterizes the strength of the electron correlations in the inner shell states of the impurity. By adopting the mean field approximation ([41]), the Hamiltonian $H_F$ can be decomposed in a constant term and the electronic correlations at the impurities $Un_\uparrow n_\downarrow \sim U \sum_s \langle n_s \rangle n_s - U \langle n_\uparrow \rangle \langle n_\downarrow \rangle$, such that the Hamiltonian of the impurity can be rewritten as
\[
H_F = \sum_s \epsilon_s n_s, \quad \epsilon_s = \epsilon + U \langle n_s \rangle - U \langle n_\uparrow \rangle \langle n_\downarrow \rangle
\]
where $\epsilon_s$ contains the single electron energy at the impurity atom, $r = l_I/l$, and $\epsilon = \epsilon_0 - (1 + r)elE_z$ is the effective on-site energy of the impurity and the remaining term $-U \langle n_\uparrow \rangle \langle n_\downarrow \rangle$ can be dropped. Then, by considering eq.(2), eq.(4) and eq.(5) the Hamiltonian in compact form can be written in matrix form in the basis $(\Psi_{A,\uparrow}, \Psi_{B,\uparrow}, \Psi_{A,\downarrow}, \Psi_{B,\downarrow}, \psi_{I,\uparrow}, \psi_{I,\downarrow})$ as
\[
H = \sum_{\mathbf{k},s,\sigma} \left( \begin{array}{cccc} a^\dagger_{\mathbf{k},\sigma} & b^\dagger_{\mathbf{k},\sigma} & a^\dagger_{\mathbf{k},\sigma} & b^\dagger_{\mathbf{k},\sigma} \end{array} \right) \times
\]
\[
\begin{pmatrix}
-\Delta_{\mathbf{k},\uparrow} & \phi_{\mathbf{k}} & 0 & 0 \\
\phi_{\mathbf{k}} & \Delta_{\mathbf{k},\uparrow} & 0 & 0 \\
0 & 0 & -\Delta_{\mathbf{k},\downarrow} & \phi_{\mathbf{k}} \\
0 & 0 & \phi_{\mathbf{k}} & \Delta_{\mathbf{k},\downarrow} \\
V & 0 & 0 & 0 \\
0 & V & 0 & 0 \\
0 & 0 & \epsilon + U \langle n_\uparrow \rangle & 0 \\
0 & 0 & 0 & \epsilon + U \langle n_\downarrow \rangle
\end{pmatrix}
\]
\[
\times
\begin{pmatrix}
a_{\mathbf{k},\uparrow} \\
b_{\mathbf{k},\uparrow} \\
a_{\mathbf{k},\downarrow} \\
b_{\mathbf{k},\downarrow} \\
f_{\uparrow} \\
f_{\downarrow}
\end{pmatrix}
\]
where $\Delta_{\mathbf{k},s} = \frac{\lambda l_{I}}{2\sqrt{3}} \xi_{\mathbf{k}} - elE_z$ and $\phi_{\mathbf{k}} = t \sum_i e^{i\mathbf{k} \cdot \delta_i}$. The local density of states $\rho_s(\omega)$ at the impurity can be obtained as $\rho_s(\omega) = -\frac{1}{\pi} \Im g_s(\omega)$, where $g_s = (f_s | G | f_s)$ is the Green function element for each spin.
s at the impurity level. By solving $G = (zI - H)^{-1}$ in the $a_{k,s}, b_{k,s}$ and $f_s$ basis, a coupled algebraic system is obtained, where the matrix element $g_s = \langle f_s | G | f_s \rangle$ reads

$$g_s = \frac{1}{z - \epsilon_s - \Sigma_s}$$

(7)

where $z = \omega + i0^+$ and $\Sigma_s$ is the self-energy

$$\Sigma_s = \sum_{k,\alpha = \pm 1} \frac{\sigma_{k\alpha s}}{z - \alpha \epsilon_{ks}}$$

(8)

where

$$\sigma_{k\alpha s} = \frac{V^2}{2} \left(1 + \alpha \Delta_s \right)$$

(9)

where $\Delta_s = e\Lambda E_z - s\lambda_s$ and where

$$\epsilon_{ks} = \sqrt{(E_z - s\lambda_s)^2 + \hbar^2 k^2}$$

(10)

is the low energy dispersion relation of electrons in silicene with spin-orbit coupling, obtained expanding the numerator and denominator of $\xi_k$ and $\phi_k$ around the $K$ point in the Brillouin zone. From the last equation we can note that there are four bands for $\alpha, s = \pm 1$ describing electrons ($\alpha = 1$) or holes ($\alpha = -1$) with spin $s$. The bandgap $2|\Delta_s| \sim 1.5$ meV for $e\Lambda E_z 0.5$eV turns silicene into a semiconductor, in contrast to graphene, and the dependence of the gap with the spin is explicit (see figure 2). By computing the imaginary part of the local Green function $g_s$ at the impurity, the local spin density of states can be obtained as

$$\rho_s(\omega) = \frac{1}{\pi} \Im g_s = \frac{\Im \Sigma_s}{(Z_s^{-1}(\omega)\omega - \epsilon_s)^2 + \Im^2 \Sigma_s}$$

(11)

where $Z_s^{-1}(\omega) = 1 - \frac{\Im \Sigma_s}{\omega}$ is the quasiparticle residue and $\Re \Sigma_s(\Im \Sigma_s)$ is the real (imaginary) part of the self-energy which can be written as

$$\Re \Sigma_s = \sum_{k,\alpha = \pm 1} \frac{\sigma_{k\alpha s}}{\omega - \alpha \epsilon_{ks}} \quad \Im \Sigma_s = \pi \sum_{k,\alpha = \pm 1} \sigma_{k\alpha s} \delta(\omega - \alpha \epsilon_{ks})$$

(12)

Computing the integral of eq.(12), the real and imaginary part of the self energy reads

$$\Re \Sigma_s = \frac{V^2}{D^2} (\Delta_s - \omega) \ln \left( \frac{\omega^2 - \Delta_s^2 - D^2}{\omega^2 - \Delta_s^2} \right)$$

$$\Im \Sigma_s = \frac{\pi V^2}{D^2} (\Delta_s - \omega) \left[ \theta(|\Delta_s| - \omega) - \theta(|\Delta_s| + \omega) \right] \theta(D - |\omega|)$$

(13)

where $D \sim 7eV$ is the bandwidth, and where $\theta(\sqrt{\Delta_s^2 + D^2} - \omega)$ and $\theta(\sqrt{\Delta_s^2 + D^2} + \omega)$ have been disregarded from the last equation because they only introduce changes for $|\omega| > D$. The last results are a generalization of (15) for the top site with $\Delta_s = 0$ in graphene. In figure 3 the real and imaginary part of the polarized self-energy are shown for different values of the staggered potential. In contrast to graphene, $\Im \Sigma_s$ and $\Re \Sigma_s$ are not symmetric with respect to the Dirac point as it happens for adatoms on top carbon atoms (19). This is due to the presence of $\Delta_s$ which causes an asymmetry that increases with the external electric field applied (see figure 3). Eq. (13) indicates that the level broadening scales as $|\Delta_s - \omega|$ and is identical to zero for $|\omega| < |\Delta_s|$. The real part of the self-energy shifts the assumed unperturbed energy $\omega$ and, in contrast to graphene, it is not identical to zero at the Dirac point (see figure 3). The particle-hole symmetry breaking occurs in the whole spectrum in contrast with $s$ orbitals for hollow site adatoms in graphene, where the asymmetry is only evident in the high energy sector (19, 50).
Figure 3: Real $\Re \Sigma_s$ and imaginary $\Im \Sigma_s$ part of the self-energy for different staggered potential values and where we have used that $D = 7\text{eV}$, $V = 0.9\text{ eV}$, $\epsilon_0 = 0.2\text{ eV}$, $U = 0$ and $\lambda = 0.039\text{ eV}$ and $t = 1.6\text{ eV}$ for silicene. An asymmetric contribution of $\Sigma_s$ on the valence and conduction bands is shown.

Figure 4: Polarized real part $\Re \Sigma_s$ of $\Sigma_s$ in silicene compared with $\Re \Sigma$ in graphene near the Dirac point and vanishing electric field, and where $D = 7\text{eV}$, $V = 0.9\text{ eV}$, $\epsilon_0 = 0.2\text{ eV}$, $U = 0$ and $\lambda = 0.039\text{ eV}$. At the Dirac point, the quasiparticle residue in silicene with $E_z = 0$ is not zero.
3 Results and discussions

The spin-polarized occupation numbers can be computed using $\rho_s$ of eq. (11) as

$$n_s = \int_{-D}^{\mu} \rho_s(\omega) d\omega$$

(14)

where $\mu$ is the Fermi level. In order to obtain unequal spin occupation numbers at the impurity $n_\uparrow \neq n_\downarrow$, we must determine eq. (11), where the polarized density of states $\rho_s$ depend on $n_{s-}$. The computation of $n_\uparrow$ and $n_\downarrow$ implies solving a self-consistent equation for $n_s$ as a function of $\mu$. The Fermi energy can be tuned experimentally by applying an external voltage to the sample that adds or subtracts charge carriers, in the form of electrons or holes ([51], [52]). Before computing the self-consistency equations for the occupation numbers, we can study the limits $U = 0$ and $U \to \infty$. In the limit $U = 0$, local magnetism is possible due to the shift between polarized local density of states in the impurity created by $\lambda_{so}$. Because $U = 0$, the occupation numbers $n_{s-}$ do not appear inside $\rho_s$ and eq. (14) can be integrated without difficulty. In figure 5, the magnetic moment in units of $\mu_B$, where $\mu_B$ is the Bohr magneton, for $U = 0$ is shown as a function of $\mu$ for different values of $eE_z$ where the peaks for $eE_z > 0$ correspond to the shift of the polarized density of states due to external electric field. On the other side, in the limit $U = \infty$, one of the quantities $n_\uparrow$ or $n_\downarrow$ is zero because, in the case $n_{\downarrow} \neq 0$, by putting a spin-down electron on the adatom implies infinite energy. Then, we can write without loss of generality that $n_\downarrow = 0$, then the local magnetic moment can be computed as $m = n_\uparrow (U = \infty)$ (see figure 6), where the local magnetic moment is shown as a function of $\mu$ for different values of $eE_z$ and tends to $m = 1$ for large $eE_z$ and vanishes for $E_z = 0$.

In order to describe local magnetism between these two limits, the self-consistent equations for $n_s$ must be computed by starting with random values of $n_\uparrow$ and $n_\downarrow$ and computing $\rho_s(\omega)$ from eq. (11). This local density of states at the impurity is used through eq. (11) to obtain new values of $n_\uparrow$ and $n_\downarrow$ which are reintroduced in $\rho_s$. The iteration is done until the occupation numbers satisfy the condition $|n_s(i + 1) - n_s(i)| < 10^{-6}$. In figures 7 (for $\epsilon_0 = 0.2$ eV) and 8 (for $\epsilon_0 = -0.2$ eV) the magnetic regime of the impurity atom as a function of $x = \pi V^2 / UD$ and $y = (\mu - \epsilon_0 - (1 + r)eE_z)/U$ is shown for different values of the electric field strength. In both figures we can compare the magnetic phases of the impurity atom in silicene, with and without electric field, with the magnetic phases in

![Figure 5: Local magnetic moment (in units of $\mu_B$) as a function of $\mu$ for different values of $eE_z$ in the $U = 0$ limit and where $V = 1$ eV and $\epsilon_0 = 0.2$ eV.](image-url)
Figure 6: Local magnetic moment (in units of $\mu_B$) as a function of $\mu$ for different values of $\epsilon_0$ in the $U=\infty$ limit and where $V=1$ eV and $E_z=0$.

The electric field values used are smaller than the critical electric field at which the honeycomb structure of silicene becomes unstable $eE_z \sim 0.59$ eV (see [18]).
Figure 7: Local magnetic moment (in units of $\mu_B$) in the impurity atom in the variables $x = \frac{\pi v^2}{U D}$ and $y = (\mu - \epsilon_0)/U$ for graphene and silicene with $E_z = 0$ and $x = \frac{\pi v^2}{U D}$ and $y = (\mu - \epsilon_0 - (1 + r)\epsilon E_z)/U$, where $\epsilon_0 = 0.2$ eV which is above the Dirac point. The color bar indicates local magnetic moment in units of $\mu_B$.

By the broadening of the peak. For $-0.85\text{eV} < \epsilon E_z < 0.35\text{eV}$ there is a local magnetic moment for $\mu > -0.4$ eV. When the impurity peaks in the polarized density of states of the impurity enters the gap zone, given by $-|\Delta_s| < \omega < |\Delta_s|$, and when $\mu > |\Delta_s|$, the non-vanishing local magnetic moment is freezed for larger $\mu$. Thus by manipulating the Fermi level with the applied gate voltage, an adatom interacting with silicene fulfills the requirement for the formation of a magnetic state due to the spin-asymmetric anomalous broadening and spin-asymmetric broadening gap for energies near the Dirac point. In turn, even for small $U$ values [54] and Fermi energies below the effective on-site impurity energy, magnetism arises in the impurity carried by the itinerant electrons in the host lattice in contrast with transition metals adatoms, where it is harder to enhance the local magnetic moment for large $U$ [55]. For low impurity concentrations, when the local magnetic moments are driven to an excited state, for example with an external electric field, dynamical spin-exciations are formed and are carried for long distances [50] which can be utilized in spintronic devices to develop magnetic information storage with electric gates [57]. Currently, X-ray magnetic circular dichroism (XMCD) and inelastic scanning tunneling spectroscopy are used to identify adatoms with magnetocrystalline anisotropy energy of few meV deposited on Graphene/SiC showing a paramagnetic behavior, with a magnetic moment out-of-plane for Co and Fe adatoms [58].
Figure 8: Local magnetic moment (in units of $\mu_B$) in the impurity atom in the variables $x = \frac{\pi V^2}{UD}$ and $y = (\mu - \epsilon_0)/U$ graphene and silicene with $E_z = 0$ and $x = \frac{\pi V^2}{UD}$ and $y = (\mu - \epsilon_0 - (1 + r)eE_z)/U$, where $\epsilon_0 = -0.2$ eV, which is below the Dirac point.

4 Conclusions

In this work we have studied the effect of the electric field on the formation of a local magnetic moment in an impurity adsorbed on a top site in silicene. By computing the polarized density of states in the impurity and solving the self-consistent equations for the occupation numbers in the mean-field approximation, we obtain the boundary of the magnetic phases for silicene with spin-orbit coupling and different electric field strengths, considering on-site impurity energies below and above the Dirac point. A local magnetic moment is formed for Fermi energies below the on-site impurity energy due to the broadening of the impurity level that scales linearly in $|\omega|$ with a shift due to the spin-orbit coupling and the external electric field. In turn, a gap in the broadening for $|\omega| < eIE_z - s\lambda_{so}$ allows the local magnetic moment to be freezed when $\mu$ crosses the gap zone, even when $E_z = 0$. By increasing the electric field strength the boundary between magnetic phases stretches allowing a moment formation in silicene more easily than in graphene. The results obtained can be important to design spintronic devices, where the local magnetic moment can be controlled by an electric field application and to manipulate spin waves by considering different adatoms coverages of silicene subject to external oscillating electric fields.
Figure 9: Left. Local magnetic moment $|n_\uparrow - n_\downarrow|$ (in units of $\mu_B$) as a function of $e\ell E_z$ for different values of $\mu$ where $V = 1\text{eV}$, $U = 0.1\text{eV}$, $\lambda = 0.039\text{eV}$, $r = 0.3$ and $\epsilon_0 = -0.2 \text{eV}$. Right. Boundary between magnetic and non-magnetic zone in a $\mu-e\ell E_z$ space for the same set of parameters $V$, $U$, $\lambda$, $r$ and $\epsilon_0$. The straight line of local magnetism corresponds to the shifted peaks in the left figure.
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