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Abstract

We develop several inference methods to estimate the position of dislocations from images generated using dark-field X-ray microscopy (DFXM)—achieving superresolution accuracy and principled uncertainty quantification. Using the framework of Bayesian inference, we incorporate models of the DFXM contrast mechanism and detector measurement noise, along with initial position estimates, into a
statistical model coupling DFXM images with the dislocation position of interest. We motivate several position estimation and uncertainty quantification algorithms based on this model. We then demonstrate the accuracy of our primary estimation algorithm on synthetic realistic DFXM images of edge dislocations in single crystal aluminum. We conclude with a discussion of our methods’ impact on future dislocation studies and possible future research avenues.
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## 1 Introduction

Dislocations are ubiquitous in studies of the mechanical properties of crystalline materials [1]. For roughly 70 years, dislocations have been studied with electron microscopes that resolve the relevant dynamics and interactions across angstrom to nanometer length scales. As electron microscopes can only penetrate up to 2 $\mu$m, they can only characterize surfaces or subsurface dynamics in very thin films, which have been shown to exhibit surface and size effects non-typical of their bulk counterparts [2]. As such, our ability to test models for crystal plasticity are limited for macroscopic materials. X-ray imaging methods like X-ray topography and radiography can directly measure the relevant subsurface dynamics, but have long suffered from ambiguity in interpretation for high dislocation-density metals, due to their limitations in spatial resolution [1, 3].

Dark field X-ray microscopy (DFXM) was developed over the past decade as a new full-field imaging method that images deformations that can be hundreds of micrometers beneath any surface, with up to 30–150 nm resolution [4]. Using an X-ray objective lens along the diffracted beam, DFXM directly maps the orientation and strain (i.e., a projection of the displacement gradient tensor field) of crystalline materials [5–7]. Compared to other imaging methods, DFXM has several attractive characteristics. DFXM uses high energy X-rays, which can penetrate more deeply than a micron, and hence allows for imaging within bulk materials. High energy X-rays also have large extinction lengths, which limits dynamical diffraction (i.e., multiple scattering) and simplifies experiment design and interpretation. DFXM has been employed in the study of ferroelectrics [8] and biominerals [9], and recently has been applied to analyze populations of dislocations [10–13].

While DFXM holds significant promise to characterize bulk dislocation-mediated plasticity, its application has still been limited to studies that map either the density of dislocations or the dynamics of dislocations spread by more than 1 $\mu$m. As DFXM’s spatial resolution is significantly higher (i.e., finer) than the distance between dislocations, this raises the question: **What has prevented DFXM from accessing the $\approx$100 nm separated boundaries that**
are routinely observed in TEM? The challenge thus far has been the high sensitivity of DFXM’s measurements. Since DFXM maps the displacement gradient tensor field $\nabla \mathbf{u}(x, y, z)$ with resolution on the order $10^{-5}$, dislocations appear on the order of a micron in size in images, which is far larger than it would be via TEM and significantly larger than the angstrom dimension of the dislocation core [11].

In this work, we extend conventional DFXM analysis to TEM-scale accuracy using statistical inference methods. We develop a numerical method that uses Bayesian inference to improve the accuracy of our prediction of the dislocation position based on the physics of DFXM contrast and CMOS noise processes. We apply our new method to simulated DFXM images of edge dislocations in single-crystal aluminum, as this well-defined system allows us to define a ground truth for the dislocation’s position, against which we can evaluate the accuracy of our method. To ensure that our results are robust to the more complex features in experimental data, we add a measurement noise model to the forward model recently developed in [11]—a formalism that may easily be extended to other materials. Our approach achieves an accuracy that exceeds even the best 30 nm resolution of the imaging optics. Our inference methods also offer a complete quantification of uncertainty in the dislocation position, along the characteristic vectors defining the dislocation (i.e., the slip plane normal and Burger’s vector). After demonstrating our approach, we provide guidance on use cases for each of our algorithms, and present an outlook on how to extend our methods to interpret experimental data collected at synchrotrons. We expect our inferential approach to open a new range of possibilities for characterizing subsurface dislocation dynamics—with important opportunities for structural mechanics, dislocation theory, thermal transport, and beyond.

2 Simulating DFXM images

Our position estimation and uncertainty quantification algorithms require the ability to simulate the imaging process for the material being sampled, the configuration of the microscope, and parameters of the incident X-ray beam. In this section we describe our method of DFXM image simulation, which builds upon a model described previously in [11]. This model uses continuum mechanics to describe the material and a wave-optics formalism to simulate idealized noise-free DFXM images, $I^{\text{inf}}$, given the experimental parameters describing the sample and experimental setup. In our use of this model, we denote the position of the dislocation of interest for these predictions as $\xi$; we denote our simulation process as $\mathcal{F}$, which we call the forward model, such that $I^{\text{inf}} = \mathcal{F}(\xi)$. We omit the full model derivation in this work, and instead summarize its key steps and simplifying assumptions—to contextualize its scope and highlight new elements in the present implementation.
2.1 The forward model

The authors of [11] express the intensity of X-ray light that reaches all points on the detector as the convolution of a micromechanical model with an instrumental resolution function. The micromechanical model describes the un-deformed and deformed regions of the crystal lattice, taking into account the space-group and associated local deformations. Using a continuum mechanics approach, this model relates the displacement gradient tensor field $\nabla u$ to reciprocal lattice vectors, $q$, at each position in the sample at the microscale. The micromechanical model depends on the attributes of the material one is sampling and on the configuration of the microscope. In this case, we describe the dislocations using elastic theory, as described in [1], because this theory adequately describes the long-range distortion fields; in more complex systems, it may be extended to more detailed models, so long as they can be voxelized into $\nabla u$.

The instrumental resolution function accounts for the experimental specifications of the instrument, including the goniometer angles to orient the sample, the parameters of the incident X-ray beam, and the specified imaging components. The authors of [11] assemble their resolution function as a histogram of Monte Carlo-simulated incident rays that diffract and transmit through the imaging optics to reach the specified detector coordinates. The resolution function can be computed independently of the specific dislocation type, character, and position, though the instrument parameters must be configured to ensure that they contribute nonzero intensity contrast from the dislocation of interest. The noise-free intensity for each pixel is defined by integrating over the real-space voxel in the sample, assuming a gauge volume set by the projection angle of the diffraction. For our numerical implementation of the forward model, see https://github.com/michael-c-brennan/DFXMTools.

For the purposes of this work, we make a small generalization to the model in [11] in order to handle the case of multiple dislocations. Let $\nabla u_{\xi_i}$ denote the displacement gradient tensor field emanating from a dislocation core located at position $\xi_i$. In this case, the total displacement gradient tensor induced by a set of dislocations at positions $\xi = \{\xi_1, \ldots, \xi_D\}$ is equal to the sum of the individual tensor fields,

$$\nabla u = \sum_{i=1}^{D} \nabla u_{\xi_i}.$$  

2.2 Optical parameters and material constants

Above we introduce the forward model as it is considered in setting up experiments for effective implementation and contrast on desired dislocations, as described in [11]. While this was important to set up our initial modeling framework for this study, we emphasize that our approach in this work views this model through a different perspective. Our analysis-focused approach takes the microscope parameters simply as inputs that are set by the experiment being analyzed. As such, we assume that the free variable is the
micromechanical model describing the defects that might describe a dataset/evaluation image. In this way, our change in perspective on this model allows us to focus on the interpretation of the results for materials science.

We now list and categorize the inputs that define the forward model. The parameters describing the material and microscope configuration together define the micromechanical model, while the characteristics of the X-ray beam and microscope configuration define the instrumental resolution function. The material attributes are defined by the lattice parameters of the material, \( a = b = c = 4.0479\text{Å} \) and \( \alpha = \beta = \gamma = 90^\circ \) for FCC aluminum; the length of the Burger’s vector for the relevant dislocation system, \( ||b|| \); the Poisson ratio, \( \nu \); and the \( d \)-spacing for the relevant \( hkl \) vector of the diffracting plane of the crystal. We use the diffraction angle \( 2\theta \) of a given deformation state to define the bounds on all goniometer angles, i.e., the angles that we use to change the contrast mechanism/diffraction condition by re-orienting the sample (\( \phi, \chi, \omega \)). The resolution function also includes the parameters of the incident X-ray beam, which has a characteristic profile in the \( y_\ell, z_\ell \) directions and its vertical and horizontal divergences (\( \Delta \zeta_v, \Delta \zeta_h \)), and Gaussian energy variation \( \Delta E/E \). We assume the incident beam’s intensity to be a top-hat function in the \( y_\ell \) direction, and Gaussian in the \( z_\ell \) direction with RMS \( \Delta z_\ell \). This assumption is consistent with the aperture and 1D focusing optics used in the synchrotron experiments, respectively. The imaging distances that determine the magnification in the imaging condition are also inputs to the resolution function: specifically the distance from the sample to the entry point of the objective, \( d_1 \); the physical aperture, \( D \); and the numerical aperture, \( NA \).

Fig. 1 shows the geometry of the dark field X-ray microscope at ID06 at the European Synchrotron Radiation Facility (ESRF), and provides a visual representation of the parameters discussed above when applicable. For further discussion of how each parameter enters into the physical DFXM model, see [11]. The values for all parameters used in this work replicate the experiment presented in [13], and are included in Table 1. All distribution widths (e.g., the vertical divergence \( \Delta \zeta_v \)) are given in terms of the RMS value. Fig. 2 shows simulated images for different configurations of edge dislocations, using the simulation parameters defined in Table 1.

Table 1: Forward model inputs

| Optics parameters | Material attributes (FCC aluminum) |
|-------------------|-----------------------------------|
| \( NA = 0.72 \text{ mrad} \) | \( ||b|| = 0.286 \text{ nm} \) |
| \( D = 435 \mu \text{m} \) | \( \nu = 0.334 \) |
| \( d_1 = 274 \text{ mm} \) | \( 2\theta = 20.73^\circ \) |
| X-ray beam parameters | Microscope configuration |
| \( \Delta \zeta_v = 0.222 \text{ mrad (top-hat)} \) | \( \phi = 2.44 \text{ mrad} \) |
| \( \Delta \zeta_h = 4.25 \times 10^{-3} \text{ mrad (Gaussian)} \) | \( \chi = 0.262 \text{ mrad} \) |
| \( \Delta z_\ell = 254.77 \text{ nm (Gaussian)} \) | \( \mu = \theta \) |
| \( \Delta E/E = 5.95 \times 10^{-5} \) | \( \omega = 0 \) |
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Fig. 1: The geometry of the dark-field X-ray microscope at ID06 at the ESRF, which defines several coordinate frames relevant to our work. The laboratory coordinate system, \((x_\ell, y_\ell, z_\ell)\) is aligned with the image plane set by the X-ray beam. The sample coordinate system \((x_s, y_s, z_s)\), is defined as a rotation of the lab coordinates by the goniometer angles (base tilt \(\mu\), rotation \(\omega\), and tilts \(\chi\) and \(\phi\)) and captures the configuration of the microscope. The dislocation coordinate system \((x_d, y_d, z_d)\) is defined by the Burgers vector \(x_d = b/\|b\|\), slip plane normal vector \(y_d = n/\|n\|\), and line vector \(z_d = t/\|t\|\), and is shown in relation to the sample frame and image plane. This figure is adapted from [6].

Fig. 2: Simulated images \(I_{\text{inf}}\) of edge dislocations with Burgers vector \(b = [1 1 0]\) and slip plane normal \(n = [1 \bar{1} 1]\). Fig. 2a shows a lone dislocation. Fig. 2b shows dislocations spaced 4 \(\mu\)m apart, Fig. 2c shows dislocations spaced 2 \(\mu\)m apart, and Fig. 2d shows dislocations spaced 1.5 \(\mu\)m apart. The dislocations are aligned along their shared Burgers vector, implying that they pack into a stabilizing tilt boundary, as discussed in [13].

3 Bayesian inference for dislocation core position

In Section 2, we described the physical model that allows us to simulate the contrast mechanism for an idealized DFXM image of a dislocation at a known position in the sample. For real experimental data collected at synchrotrons,
identifying a dislocation’s position is difficult for several reasons. Real DFXM images contain measurement noise from multiple sources, with a signal that can be stochastic or deterministic, depending on the mechanism (e.g., cosmic rays vs pixel cross-talk) [14]. As such, when analyzing the DFXM images collected from a time-resolved experiment, we can use intuition from the model [11], wavelet analysis methods [12], or a combination of methods to estimate the approximate position of the dislocation in a given frame. However, our intuition cannot precisely locate the dislocation core, nor can it quantify uncertainty in our knowledge of it.

Bayesian inference provides a natural framework to refine this initial/imprecise knowledge of the dislocation’s position from a DFXM image, and goes a step further by directly quantifying uncertainty in the inferred position, accounting for noise present in the image. Bayesian inference hinges on defining two mathematical objects: a prior distribution, which describes our initial knowledge of the dislocation position, and a likelihood model, which describes the relationship between the dislocation position and the DFXM images it produces. In other words, the prior distribution describes our initial intuition for the dislocation’s position, expressed as a probability distribution. The likelihood model describes the physics that we are using to update our initial understanding of the system. In our work, this physics includes the forward model and experimental noise. Together the likelihood model and prior distribution refine our understanding of the dislocation position, through a distribution termed the posterior. The posterior is the prior updated or informed by our likelihood model and the DFXM image; specifically, it is the distribution of dislocation position conditioned on the observed image. Below we discuss the likelihood model and prior distribution we use in this work further.

3.1 The likelihood model

In this subsection, we introduce our likelihood model, which integrates our idealized DFXM image simulations from section 2 (the forward model $F$) with a statistical model of detector measurement noise. Real DFXM experimental data differ from the idealized simulations due to various sources of random detector noise. To make our position estimation and uncertainty quantification algorithms appropriate for experimental data, we describe the detector using statistical models of measurement noise developed in the literature [15, 16]. Including both the deterministic forward model and a measurement noise model into the likelihood model lets our algorithms account for both the signal of interest caused directly by dislocations, and the effects of stochastic noise.

Following the work of [15], we describe detector noise based on the types of stochastic processes that occur when light impinges on each pixel of the CMOS camera. Most of these originate from conversion from photons to electrical current. We group the different types of noise processes by their origins and statistical trends. We denote the counts measured by a particular pixel $n \in \{1, \ldots, N_{\text{pixels}}\}$ by the random variable $I_n$. We assume this to be a random
variable given by a sum of three mutually independent random variables,

\[ I_n = f_n + \beta_n + \gamma_n, \]

where \( f_n \) denotes the counts associated with the feature of interest (i.e., from the material being sampled), \( \beta_n \) denotes the number of background counts detected (i.e., the background signal), and \( \gamma_n \) denotes electronic readout noise for that pixel. As noted in [15], both \( f_n \) and \( \beta_n \) are accurately modeled using Poisson random variables. Poisson random variables are integer-valued and have equal mean and variance; we denote their means as \( \bar{f}_n \) and \( \bar{\beta}_n \) respectively.

We take \( \bar{f}_n \) to be the deterministic output of the forward model at pixel \( n \), i.e., \( \bar{f}_n = F(\xi)_n \), so that the random variable \( f_n \) encodes our forward model. This implies that in the absence of electronic readout and detector noise, the observed image would be the output of our image simulation. We assume the mean value of the background noise is known and is the same for each pixel, i.e., \( \bar{\beta}_n = \bar{\beta} \) for all \( n \).

Unlike \( f_n \) and \( \beta_n \), we model the electric readout noise measured in each pixel using a Gaussian distribution, \( \gamma_n \sim N(\bar{\gamma}_n, \sigma^2) \), for convenience. We assume the noise in each pixel to be independent of its neighbors, an assumption that ignores the possibility of pixel cross-talk. In this work, we focus on images taken with a weak beam condition, where cross-talk is not significant due to the low integrated pixel intensities. We assume the mean to be \( \bar{\gamma}_n = 0 \) for all \( n \). This value varies greatly with the particular camera used and the gain settings of the camera.

To obtain a closed-form expression for the probability density function (pdf) of the likelihood model, we make a common simplifying approximation that the sum of Poisson and Gaussian variables can be approximated by a Gaussian distribution,

\[ I_n|\xi \sim N(m_n(\xi), \sigma^2_n(\xi)), \]

with mean intensity measured for each pixel given by

\[ m_n(\xi) = \bar{f}_n + \bar{\beta}_n + \bar{\gamma}_n = F(\xi)_n + \bar{\beta}, \]

and variance

\[ \sigma^2_n(\xi) = \text{Var}[f_n] + \text{Var}[\beta_n] + \text{Var}[\gamma_n] = F(\xi)_n + \bar{\beta} + \sigma^2. \]

This has the effect that pixels with larger intensities exhibit higher variance, as is seen experimentally. Fig. 3 compares the noise-free idealized simulated DFXM image as described in section 2 to a simulated noisy image, a sample drawn from the distribution defined in eq. (1). We show traces of the intensity
pdfs at two particular pixels to demonstrate how the intensity variance depends on its mean intensity.

Under the assumption that the counts measured by different pixels are independent once conditioned on the dislocation position, the conditional pdf of a full image can be expressed as

\[
\pi(I | \xi) = N(I; m(\xi), \Sigma(\xi)),
\]

where \( m(\xi) = [m_1(\xi), \ldots, m_{N_{\text{pixels}}}(\xi)] \) and \( \Sigma(\xi) = \text{diag}\left[\sigma_1^2(\xi), \ldots, \sigma_{N_{\text{pixels}}}^2(\xi)\right] \). In section 3.3, we will set the variable \( I \) to the image being evaluated, \( I^{\text{obs}} \). The likelihood function is then obtained by viewing \( \pi(I^{\text{obs}} | \xi) \) as function of \( \xi \).

![Fig. 3](image)

Fig. 3: (a) Noise-free and (b) noisy simulated images for an edge dislocation with Burgers vector \( b = \frac{1}{2}[1 0 \overline{1}] \) and slip-plane normal vector \( n = [1 \overline{1} 1] \), and distributions at two particular pixels, taking \( \beta \) and \( \sigma^2 \) to be 5% and 1% of the maximum noise-free intensity. (c) Intensity pdfs for two pixels showing how a pixel with higher mean intensity also has higher variance.

### 3.2 The prior distribution

The prior distribution (or the prior) is a probability distribution that encodes our knowledge of the dislocation position, \( \xi \), before evaluating the DFXM image. For this work, we assume the intuition afforded by the forward model will be sufficient to discern the dislocation character based on its image features. We found this assumption to be valid for the case of isolated dislocations. Thus, for a known dislocation character, we describe our initial “lower confidence” estimate of the dislocation core position with a box of uniform probability over a region representing a reasonable margin of uncertainty, i.e., based on the feature size, and we assign zero probability outside of this region.
Fig. 4: Simulated DFXM images for the twelve possible characters known for edge dislocations in FCC aluminum using the parameters listed in table 1 with the support of the prior distribution highlighted with a gray box.

This region is referred to as the support of the prior. In our simulated study, since we have a well defined ground truth, for the dislocation position we define the prior's support for each of the 12 edge dislocations that appear in FCC lattices differently. To show our assumptions for user uncertainty, we plot the support of the prior on top of the noise-free simulated image for each dislocation character in Fig. 4. We note that in general, the choice of the prior distribution will depend highly on the specific experiment and application of interest. We discuss possible modifications to our prior in section 6.
3.3 The posterior distribution

The posterior distribution describes our knowledge of the dislocation position after evaluating an image with our likelihood model. Let $I^{\text{obs}}$ denote the hypothetical observed image collected by a DFXM experiment. Let $\pi(\xi)$ denote the pdf of the prior, and let $\pi(I|\xi)$ denote the likelihood function defined in eq. (2). The prior distribution and likelihood model then define the pdf of the posterior distribution $\pi(\xi|I^{\text{obs}})$ through Bayes’ rule

$$
\pi(\xi|I^{\text{obs}}) = \frac{\pi(I^{\text{obs}}|\xi) \pi(\xi)}{Z},
$$

where $Z$ is a normalization constant. The posterior captures our updated understanding of which dislocation positions are more and less probable given the observed image, weighed by our initial prior beliefs. Information that can be extracted from the posterior thus includes point estimates of the dislocation position, as well as complete characterizations of uncertainty in the inferred position.

4 Algorithms for estimating and quantifying uncertainty in dislocation core positions

In our Bayesian framework, the tasks of position estimation and uncertainty quantification can be accomplished by characterizing the posterior distribution. This is commonly done by computing summary statistics of the posterior distribution. For the task of position estimation, we can use the posterior mean or mode, and we can measure our confidence in those predictions using probabilistic measures of spread like the marginal posterior variances or the entire posterior covariance matrix. To this end, we propose three algorithms for estimation and uncertainty quantification:

- Estimation via the maximum a posteriori (MAP) point.
- Approximation of the posterior using the Laplace approximation.
- Computing summary statistics of the posterior using a Markov chain Monte Carlo (MCMC) method.

These approaches have increasing levels of fidelity to the posterior, at the cost of increasing amounts of required computational time. In the following subsections we introduce each option and discuss its strengths and weaknesses. We provide the numerical implementation of each method and experiment scripts at https://github.com/michael-c-brennan/DFXMTools.

4.1 MAP point estimation

Our primary goal is to estimate the position of each dislocation based on a hypothetical observed image measured by DFXM. One natural choice for our
estimate is the MAP point,\(^1\) the position that maximizes the posterior pdf,

\[
\xi_{\text{MAP}} = \arg \max_\xi \pi(\xi | I^{\text{obs}}).
\]

Note that Bayes’ rule allows us to compute the posterior pdf up to an unknown normalizing constant, \(Z\). As such, we define the unnormalized version of the posterior pdf as \(\tilde{\pi}(\xi | I^{\text{obs}}) = \pi(I^{\text{obs}} | \xi) \pi(\xi)\), and recast the problem as

\[
\xi_{\text{MAP}} = \arg \max_\xi \tilde{\pi}(\xi | I^{\text{obs}}).
\]

For computational convenience, we consider the equivalent minimization problem of the negative posterior log-pdf

\[
\xi_{\text{MAP}} = \arg \min_\xi \left\{ -\log \tilde{\pi}(\xi | I^{\text{obs}}) \right\} = \arg \min_\xi \left\{ -\log \pi(\xi) - \log \pi(I^{\text{obs}} | \xi) \right\},
\]

which results in a more numerically stable optimization problem. We used the Optim Julia package to solve for the MAP estimate using a gradient descent method [17].

4.2 Laplace approximation

The Laplace approximation [18] approximates the posterior with a Gaussian distribution centered at the MAP point, with covariance matrix set to match the local curvature of the posterior; specifically, the Laplace covariance is the negative Hessian of the log posterior pdf at the MAP point. If the posterior distribution were truly Gaussian, this approximation would match the posterior exactly. The covariance matrix of the Laplace approximation enables approximate uncertainty quantification, in the sense that it can closely resemble the true posterior covariance, particularly when the posterior is unimodal.

In our examples we plot 2-standard deviation credibility ellipses (2\(\sigma\) ellipses) to visualize this uncertainty. We note that while the posterior distributions generated in our numerical examples do have non-Gaussian features, the Laplace approximation still correctly captures the directions of greatest uncertainty.

4.3 MCMC sampling

Finally, we describe a method to most precisely characterize the posterior distribution, MCMC sampling [19]. MCMC methods generate samples according the posterior distribution by using a Markov chain designed to have the posterior as its unique stationary measure, and to converge to this measure from any starting point. In other words, MCMC samples are asymptotically exact. Given a set of MCMC samples, \(\{\xi_i\}_{i}\), one can compute sample estimates of

\(^1\)In general the MAP point is not unique, as there may be many points where the posterior pdf achieves its maximum.
any posterior moment or expectation. For example, the sample mean can be used as an estimate for the dislocation position, and the sample variance provides a measure of uncertainty in the position. The MCMC samples also show us if the posterior has non-isotropic, multi-modal, or generally non-Gaussian features. In our numerical experiments, we used a simple adaptive Metropolis method [20, 21].

5 Results

Fig. 5: (a) The evaluation image and MAP optimization results shown in the image plane in respect to the algorithm plane. The true dislocation position, MAP estimate and several iterates are shown as dislocation cores aligned with the known line vector. (b/c) Results of the MAP optimization shown in the algorithm and image plane respectively. We show the true contours of posterior log-pdf to help visualize the behavior of the optimization method.
In this section we present the performance of our estimation and uncertainty quantification algorithms for images of single edge dislocations in single-crystal aluminum. As described in [1, Chapter 4.3], the displacement gradient tensor field $\nabla u(x, y, z)$ induced by a theoretical infinite length dislocation is invariant along the direction of the dislocation line vector. Indeed, in this model system, $\nabla u$ can be expressed analytically at all 3D points in an arbitrary coordinate system, or described as a 2D function along the coordinate system defined by the Burgers vector $x_d$ and slip plane normal $y_d$. Since we assume a known character and therefore line vector for the dislocation, its core position can be represented in 2D by a point defined in the plane orthogonal to the line vector. We define this plane to contain the original origin from the lab frame and call this the algorithm plane. Expressing our algorithms in this coordinate system captures our intuition that we should have infinite uncertainty in the $z_d$ direction for an idealized infinite length dislocation. We emphasize the fictitious nature of the algorithm plane, as we can still truthfully represent finite-length dislocations using this system, so long as they behave this way within the span of the observation plane. Fig. 5a visualizes the algorithm plane along with the observation plane and dislocation coordinate system for a dislocation with Burgers vector $b = \frac{1}{2}[1 1 0]$, and slip plane normal $n = [1 \bar{1} 1]$. One may interpret inference results in the lab frame by projecting points in the algorithm plane onto the observation plane in the direction of the line vector as show in Fig. 5. If another coordinate frame is of interest, one can project points from the algorithm plane into that coordinate frame similarly.

In order to evaluate the accuracy of our estimation methods, we require evaluation images with a known true dislocation position (i.e., the “ground truth”). To achieve this, we focus this first study on synthetic “experimental” images that we generate with the likelihood. Thus, for the true position $\xi^{true}$, we draw a sample $I^{obs}$ from the likelihood distribution defined by eq. (1). We set the magnitude of the corrupting detector-noise processes by setting $\beta$ and $\sigma^2$ to be 5% and 1% of the maximum noise-free intensity; this value matches the noise we have seen in our experiments, and is thus representative of real experiments [10, 22]

We now show the outputs of each estimation algorithm introduced in section 3 for the edge dislocation with Burgers vector $b = \frac{1}{2}[1 1 0]$, and slip plane normal $n = [1 \bar{1} 1]$, where the true dislocation position was generated randomly within the support of the prior. Fig. 5b and Fig. 5c show optimization iterations, starting at the origin and ending at the MAP point $\xi^{MAP}$ in the algorithm and image plane respectively. In this example the MAP point is approximately 3 nm from the true dislocation position. We note that, given the 75 nm pixel size, this demonstrates a error less than 10$x$ smaller than the pixels on the detector. Fig. 6 shows the Laplace approximation and MCMC samples for this example in both the algorithm and image planes. We see that the Laplace approximation closely matches the MCMC samples in both frames in terms of shape, but slightly under-reports the uncertainty in the
position, indicated by many MCMC samples lying outside of the 2σ ellipses. The MCMC samples also show us that the true posterior does indeed have some anisotropic characteristics. In particular, both algorithms show that the direction of highest uncertainty is closely aligned with $x_\ell$ direction in the image plane.

Fig. 6: Visualizations of the results of the Laplace approximation and MCMC sampling algorithms (a) in the algorithm plane (b) in the image plane

Going beyond a single image, we studied this system further to acquire results that could characterize the average performance of the MAP estimate for varied cases of this system. For each of the twelve possible characters known for edge dislocations in FCC aluminum, we computed the MAP estimate for 5000 simulated experimental images. For each trial, the true dislocation position was randomly selected from within the region supported by the prior. We chose to randomize over the true dislocation position in our numerical study to capture effects that could arise based on the variation of the core’s position inside a particular pixel, i.e., whether core lies near the center or the edge of a pixel. We considered a low noise scenario where we take the noise parameters $\bar{\beta}$ and $\sigma^2$ to be 5% and 1% of the maximum noise-free intensity, and a high noise scenario, where we take $\bar{\beta}$ and $\sigma^2$ to be 10% and 5% of the maximum noise-free intensity to demonstrate the idealized and “worst-case” scenarios for experimental data. Fig. 7 shows histograms of the estimation error of the MAP point for both noise settings. In the low noise case, we see median and mean errors of 5.3 nm and 15.0 nm, respectively. In the high noise case, we obtain median and mean errors of 14.2 nm and 37.6 nm, respectively.
6 Discussion

6.1 Comparison and use cases

As demonstrated by our numerical examples, each of the three methods in this work has advantages and disadvantages that connect to different use cases for DFXM image analysis. We divide the use cases into two predominant ones described in the literature thus far. In the first, we assume a user seeks to estimate the position of a large set of dislocations from DFXM images, either for the same dislocation in a series of temporally-resolved images, or for many regions-of-interest of different dislocations across the field of view in a single DFXM image/dataset. In the second case, we assume a small number of dislocations must be characterized with the highest possible fidelity. We term these use cases the “high-volume dislocation estimation” case and the “high-precision uncertainty quantification” case, respectively.

The high-volume use case is well-suited to using the MAP point and Laplace approximation to characterize our knowledge of the position $\xi$. As shown in section 5, the MAP point consistently provides accurate estimates of the dislocation position in each of the test cases we consider, and takes the least computational effort of our algorithms. Also relevant to the high-volume use case, the Laplace approximation provides a relatively inexpensive method to quantify our uncertainty in the position. The computational cost of forming the Laplace approximation is simply the cost of finding the MAP point and then computing (and inverting) the Hessian at that point, which is trivial in the present problem. Hence, the computational cost is essentially the same as that of optimization. We have found that the Laplace approximation does seem to accurately capture the direction of greatest variance, measured by its alignment with computed MCMC samples. However, we have noted a phenomenon common to the Laplace approximation in our examples: the Laplace approximation seems to underestimate posterior uncertainty (see Fig. 6).

By contrast, high-precision uncertainty quantification requires a more principled description of the posterior. While MCMC sampling provides the most
principled description of the posterior distribution, it is also the most computationally expensive. In practice, computing posterior summaries for large data sets using MCMC sampling may necessitate high performance computing architectures. MCMC methods also require the user to compute and interpret convergence and chain mixing diagnostics like autocorrelation plots or the effective sample size of the MCMC samples [19]. In our numerical experiments, we saw acceptable mixing and decorrelation with a simple adaptive MCMC method, suggesting this might not be an issue for similar systems. We also note that the posterior mean is often very close to the posterior mode, and so there was little benefit in using MCMC sampling over the MAP point for position estimation. The key advantage of MCMC sampling is it fidelity to the posterior. MCMC methods provide asymptotically unbiased estimates of any posterior summary statistic and provide information on non-Gaussian features of the posterior. For example, if the posterior had multiple modes of similar strength, MCMC sampling could reveal this structure and allow the user to develop a richer, more nuanced, sense of uncertainty in the dislocation position.

6.2 DFXM and dislocation position estimation in the context of materials science

Understanding the motion and interactions of dislocations at the single-dislocation level in metals under various conditions is an age-old problem whose solution helps understand the microscopic origins of changes to macroscopic properties like strength, thermal transport, and phase transitions. For example, in [13], the authors use DFXM to collect movies near the melting temperature \( T_m \) to resolve the breakdown in stability of a classical edge-dislocation (tilt) boundary in aluminum, as the thermal motion increases and interaction forces break down. That work drew its conclusions by tracking the variance in the positions of all dislocations in the boundary with slowly increasing temperatures—made possible by previous methods for dislocation tracking. In particular, the authors of [13] estimated the position of each dislocation in a temporal sequence of images using computer vision methods developed in [12]. The precision of the measurements, however, was insufficient to estimate important fundamental constants like the dislocation mobility and residual stress fields. In contrast, the algorithms developed in the present work achieve super-resolution accuracy for dislocation positions—going far beyond the 150 nm optical resolution of the imaging system. Use of the present method offers a key opportunity to strengthen quantitative conclusions for these and other DFXM experiments.

We also point out the importance of our uncertainty quantification algorithms to image analysis. Using either the Laplace approximation or MCMC sampling, we obtain the directions of greatest posterior variance in the dislocation coordinate system. Previous and ongoing work in this field has demonstrated a key attribute of high-temperature dislocation dynamics: subtle
positional variance observed by DFXM indicates a combination of stochastic and locally-driven motion in the dislocations at length-scales beyond our resolution with DFXM. This has been demonstrated by [13] as essential to understand the stochastic motion of dislocations in metals at the edge of the melting temperature \((T_m)\), and more recently by [23] in evaluating the stress fields and sub-resolution point-defect clusters necessary to describe the non-classical dislocation dynamics near \(T_m\). At temperatures near \(T_m\), the density and mobility of point defects increases exponentially as the stability of the crystal breaks down. This occurs heterogeneously, as there are fluctuations in both the defect migration rates and the local temperatures in the material (i.e., hotspots). As described in [13, 24], these instabilities ultimately mean that each dislocation in a boundary experiences slightly different local forces based on fluctuations in the point defect density. These forces cause random-walk motion that can be detected by DFXM, which encodes information about the sub-resolution heterogeneity in the sample. The stochastic information about the motion of these dislocations can inform the local gradients in crystalline structure, informing the local stresses being released by these high temperatures near \(T_m\). As such, quantifying the uncertainty in each dislocation position in its climb and glide directions for a range of times is essential to build the necessary models for high-\(T\) dislocation mobilities that are stress invariant—an important longstanding challenge for experiments thus far.

Our position estimation and uncertainty quantification algorithms also present an important step forward for dislocation characterization in the context of the newly available subsurface dislocation tracking experiments. Over the past decade, materials science experiments have built momentum in using data-science methods to analyze microscopy results [25]. This has enabled key opportunities for experiments to quantify information about grain-boundaries [26], dislocations [27], and other defects in statistically significant populations. Similar approaches in subsurface X-ray microscopy have struggled due to limitations in the optical resolution, and much more difficult interpretation due to the very high strain-resolution, which can make it difficult to interpret overlapping features. Measuring the positions of angstrom-sized dislocation cores with only micrometer accuracy has prevented DFXM and X-ray topography’s application to many mechanical systems—in which the important length-scale for dislocation motion and dynamics is often at most a few hundred nanometers. The superresolution accuracy of our Bayesian approach demonstrates a key opportunity: to use the physics of DFXM image formation to constrain the accuracy of position estimation, allowing positional accuracy at similar scales to TEM, but over a significantly wider field of view and deep below the surface. This presents the opportunity to characterize key dislocation interactions, motion, and dynamics in sensitive regimes over which the nm-scale accuracy is essential for evaluation.
6.3 Limitations and future work

Our methods present the first implementation of Bayesian inference approaches in the context of DFXM; however, we note that it has limitations and avenues for improvement in its accuracy, its relevance to the high-volume use case, and refinement in addressing the DFXM and dislocation systems.

First, we comment on the high-volume use case. In this work, we manually select the prior for our synthetic evaluation images, however, a less supervised approach is clearly preferable for the high-volume use case. As noted in section 3.2, picking the prior distribution is a modeling choice made by the user. In our numerical study, we chose our prior distribution for each image based on the shape of the dislocation in the image and our knowledge of the dislocation character and forward model. This lead to a uniform prior over a region assumed to contain the true position. Other sources of information may be incorporated into the prior distribution as well. Take for example the application considered above and presented in [12, 13], tracking the movement of dislocations through a time-series of images. In this scenario, it would be natural to use the dislocation position and velocity estimated from previous images to define the prior, rather than defining it manually. One could also use the feature extraction methods developed by [12] to dictate the prior. In [12], the authors identify regions of the images associated with a dislocation using a wavelet transformation. One could take the prior to be uniform over this identified region (see [12, Figure 3] for an example). Both of the these situations lend themselves well to an automated process for defining the prior, which would be necessary to apply our methods to large data-sets of images.

A natural next step from this work would be to broaden the optimization scope described in this model. While in this work we focused on estimating the position of dislocations, the framework of Bayesian inversion may have further uses in DFXM image processing. For example, we assumed that the angles of the goniometer and the mean of the background and electric noise processes were known. An extension of our work could include these parameters in the inference problem, by defining the forward model as a function of any relevant variables (e.g., dislocation position, goniometer angles, noise parameters) and then inferring each of these using estimation algorithms analogous to algorithms presented in this work. Future progress in this work may express $\xi$ as a higher dimensional parameter to express uncertainty in all of these values. This is a natural next research direction building on the results presented in this work.

Beyond increasing the dimension of the inference problem, further progress could also be made in extending this methodology to more accurately model the optics in the microscope. The presented methodology relies heavily on the image simulation model $\mathcal{F}$ and the description of measurement noise matching the true physical imaging process accurately. The success of our position estimation algorithms applied to real DFXM images will depend on the fidelity of the simulation model and noise models. More recent implementations of the forward model have been developed for X-ray free electron laser experiments.
and using wavefront propagation methods, which offer more accurate results (including dynamical diffraction), though at a higher computational cost [29]. As models of the imaging process are refined, we expect the utility of the numerical methods leveraging those models to increase.

Finally, we note that the micromechanical model used within the forward model could also include nonlinear elasticity in the models. This work has used the simplest possible description of dislocations, assuming infinite dislocation lines and classical elastic theory [1]. More complex models of dislocations have been developed—both for small well-defined dislocation boundaries [30], and for more complex dislocation tangles or avalanches [31]. Progress in adapting the DFXM forward model to more complex dislocation systems is ongoing at this time.

7 Conclusion

This work has developed several inference methods to estimate the position of dislocations from DFXM images with quantitative uncertainty—achieving superresolution accuracy. We have done this by formulating the position estimation task as a Bayesian inference problem. We demonstrate the accuracy of these methods using different approaches and magnitudes of noise, showing that the methods obtain super-resolution accuracy for edge dislocations in FCC aluminum, with tractable uncertainty quantification in the position expressed in the dislocation system. Further advances in modeling dislocations and DFXM can be integrated into this framework directly, and our results demonstrate the robust performance of our approach. This work presents a key step forward for dislocation mechanics, as it offers positional accuracy previously only accessible via TEM. As such, our methods enable accurate multiscale characterization of subsurface dislocations, and should allow for studies of the dynamics and interactions of dislocations across many materials systems. Future work will extend the methods presented here to higher dimensions, to infer other important parameters of interest.
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