Active Disturbance Rejection Control of Boiler Forced Draft System: A Data-Driven Practice
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Abstract: Boiler forced draft systems play a critical role in maintaining power plant safety and efficiency. However, their control is notoriously intractable in terms of modelling difficulty, multiple disturbances and severe noise. To this end, this paper develops a data-driven paradigm by combining some popular data analytics methods in both modelling and control. First, singular value decomposition (SVD) is utilized for data classification, which further cooperates with back propagation (BP) neural network to de-noise the measurements. Second, prediction error method (PEM) is used to analyze the historical data and identify the dynamic model, whose responses agree well with the actual plant data. Third, by estimating the lumped disturbances via the real-time data, active disturbance rejection control (ADRC) is employed to control the forced draft system, whose stability is analyzed in the frequency domain. Simulation results demonstrate the efficiency and superiority of the proposed method over proportional-integral-differential (PID) controller and model predictive controller, depicting a promising prospect in the future industry practice.
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1. Introduction

At present, China’s power generation is still dominated by thermal power. Thermal power generation accounts for most of the total power generation in China. The amount of coal consumed each year accounts for half of the total energy consumption of the country. However, the combustion of coal produces a lot of carbon dioxide and other harmful gases, bringing serious pollution to the environment [1,2]. By operating a boiler combustion system, which is one of the most important production equipment in the thermal power plant, economically and efficiently, we can greatly save the coal consumption and achieve energy saving and emission reduction by the thermal power plant. The boiler combustion control system mainly includes three subsystems: a forced draft control system, induced draft control system and fuel control system [3]. The forced draft control system is mainly used to transport pulverized coal into the boiler and provide oxygen for boiler combustion. The induced air control system is mainly used to ensure the furnace negative pressure. The fuel control system is mainly used to change the amount of fuel entering the furnace according to the boiler instruction. Among them, the forced draft control system is in pursuit of the best air-coal ratio, (i.e., the air volume vs fuel injected into the boiler). In the best air-coal ratio state, the pulverized coal entering the furnace can be fully burned, leading to less emission of toxic gases like CO and heat loss in the production, which has great significance in energy conservation and emission reduction.
Combustion control is the most important aspect of boiler unit operation. The boiler combustion system is shown in Figure 1. The coal is crushed by the coal mill and blown into the boiler by the primary air. After the coal is burned in the boiler, the flue gas passes through the superheater, reheater, economizer and air preheater for heat exchange. Finally, the flue gas is discharged into the atmosphere.

For large-scale coal-fired boiler, combustion air distribution is a main aspect of operation control. Different boiler equipment and coal quality have the optimal air distribution mode. The air distribution mode directly affects the economy of the boiler unit operation. If the air volume is too small or the fuel distribution is not appropriate, the flame center of the furnace will be low and the fuel combustion rate will be poor, leading to low steam temperature and boiler thermal efficiency. If the air volume is too large, it will cause the flame center of the furnace to move up and reduce the residence time of the pulverized coal in the combustion area of the furnace, leading to the increase of the desuperheating water volume and mechanical incomplete combustion loss [3–5]. Therefore, unreasonable air distribution will affect the thermal efficiency of the boiler, the cycle efficiency of the unit and the economy of the unit operation.

For high-quality coal, if the primary air volume and secondary air volume are too low or the air distribution is not appropriate, it will cause early ignition and local reducing atmosphere in the furnace, resulting in burner damage and furnace slagging. For inferior coal and coal with low volatile content, excessive primary air volume will lead to boiler fire extinguishing and cause the combustion system to wear, affecting the stability and safety of the unit operation [3,4]. It can be seen that the rationality of boiler air distribution is the basis of unit operation economy and safety. With the higher requirements of automatic control for the units in operation, the automatic control of boiler combustion is a main content. The automatic control of combustion is basically achieved by the calculation of fuel quantity and air distribution volume and the correction of boiler oxygen content [3]. Therefore, it is necessary to require the boiler unit to have a reasonable and accurate air volume control system. Only in this way can the boiler combustion be controlled deeply and accurately, and the unit operation can be guaranteed to have a higher level of safety, stability and economy.

In the actual power units, the air volume is often controlled by forced draft fans. The dynamic characteristics of the forced draft system are affected by other disturbances such as boiler load, coal supply, oxygen content in the furnace, etc. In the measurement of air volume, the existing measurement methods and equipment are limited by science and technology. Therefore, the air volume measurement is not accurate and the sampled data of air volume and coal quantity have more
disturbances and noises, which makes identification very difficult. In order to improve the accuracy of identification model and establish a more accurate model of air supply system, it is necessary to reduce noise and classify the data. With the development of big data technology, de-noising methods and data classification methods have many new developments and are widely used. De-noising methods include three-sigma rule [6], density-based spatial clustering of applications with noise (DBSCAN), singular value decomposition (SVD) [7–10] and so on. Data classification methods include k-means method, Gaussian mixture model method, k-nearest neighbor method [6], back propagation (BP) neural network [11–14], etc. As a widely used data de-noising method, SVD is applied in many fields of engineering. A newly reported reweighted SVD method uses periodic modulation intensity criterion to measure how influential the periodic impulses are in each signal component [7]. A novel SVD-based wave array signal processing approach is presented in [8] for relatively weak signals. Based on singular value decomposition package (SVDP), an extended SVDP and its fast computation for extracting the resonance band excited by bearing defect with distinguished performance is proposed in [9]. Online SVD for time-varying matrix is proposed in [10]. At the same time, as an advanced modeling method, BP neural network also has been applied in many industrial or non-industrial models. An adaptive Kalman filtering algorithm based on BP neural network was proposed for real-time exhaled breath analysis in [11]. In [12], an improved genetic algorithm (GA)–simulated annealing algorithm (SA)–BP (GASA-BP) prediction model was established by introducing an adaptive learning rate into the original BP neural network algorithm for predicting coal and gas outburst. A BP neural network with principal component analysis method was used to forecast the bio aerosol concentration in [13]. It presents in [14] an improved method BP neural network back analysis of in-situ stress field, based on the calculated results of multivariate linear regression analysis. From the above literature, it can be seen that SVD can accurately extract data and has excellent performance in industrial data noise reduction. For big data, BP neural network modeling method can be used in a lot of aspects, and the prediction and analysis are more accurate. However, most of the current data-driven practices in power plant industry are macro fuel consumption prediction, fault data classification, etc. In data processing before modelling, data-driven practices is rare. This paper attempts to use the data of the boiler forced draft system to improve the accuracy of the model. Therefore in this paper, a data classification method of united SVD data de-noising method and advanced BP neural network is proposed to classify the data and improve the accuracy of closed-loop simulation, which is based on the massive data resources provided by the big data platform of a fossil power generation group. SVD can effectively reduce unnecessary noise in data. Meanwhile, after noise reduction, BP neural networks can also effectively learn the properties of training data to classify field data.

After classifying the data of air supply system, it is necessary to use the classified data to model forced draft control system. The forced draft control system is a single-input-single-output (SISO) system. The total air volume is controlled by the adjustable vane opening (AVO) of the forced draft fan, and associated with the coal quantity and the AVO of induced draft fan. For this system, the prediction error method (PEM) [15–18] is used in this paper for modeling using the classified data. As a mature modeling method, PEM has been verified on the reliability of modeling in various fields. In [15], a stabilized version of PEM, where a virtual controller stabilizes the prediction error, was introduced. A novel approach for the task of speech reverberation suppression in non-stationary (changing) acoustic environments was proposed based on weighted prediction error method in [16]. In [17], a separable prediction error method for robot identification was proposed considering the physical parameters as well as the noise model. It presented in [18] that a recursive prediction error method which can be applied on a model of any degree of complexity.

Based on the identified model and the actual proportional-integral-differential (PID) control strategy of the forced draft control system of a power plant in the city of Nanjing, Jiangsu Province, China, the closed-loop simulation system of forced draft control is established to verify the feasibility of the data classification method and the accuracy of the closed-loop identification model, and to study better control strategies. Since the forced draft control system is related to boiler combustion and
coal supply, conventional PID control is difficult to overcome a lot of disturbances. When the load changes greatly, the conventional PID control cannot adapt to it as well as many other problems like large overshoot, long settling time and poor robustness, making it difficult to achieve satisfactory control effect. To solve these problems, some advanced control algorithms have been put forward such as active disturbance rejection control (ADRC) [19–22], model predictive control (MPC) [23–26], adaptive control and so on. Two robust control techniques estimating disturbances for small-scale unmanned helicopters: adaptive disturbance rejection control (ADRC) and disturbance observer based control (DOBC) are introduced and compared in [19]. In [20], ADRC was used in an open-cathode proton exchange membrane fuel cell (PEMFC), and extensive simulations demonstrated the uncertainty compensation ability of ADRC. It analyzed in [21] that the control mechanism from the perspective of the modified plant, which, in turn, would give guidance to parameter tuning of ADRC and a complete tuning procedure for ADRC was developed. The capability of ADRC was investigated in [22] in dealing with the nonlinear systems with multiple uncertainties and nonlinear measurement. As an advanced industrial control technology, MPC has been fully applied and developed. It considered in [23] that distributed model predictive control (DMPC) for the vibrations of smart tensegrity structures with input saturation. In order to optimize the energy production of an inertial sea wave energy converter (ISWEC), an original model predictive control was used in [24]. An adaptive model predictive control was developed in [25] to solve parameter uncertainty of hybrid energy storage systems. A MPC approach was also used for hydrogen circulation system of polymer electrolyte membrane fuel cell in [26]. Considering the strong disturbance-rejection ability of ADRC and good performance of MPC by using accurate identification model, they are studied in the forced draft control system respectively and compared with single PID control in this paper. Taking advantage of big data resource of power plants, this paper studies control strategy optimization on boiler forced draft system.

The purpose of the paper is to improve control performance of the boiler draft system in terms of fast command following which is critical for maintaining the best air-coal ratio. In pursuit of following the preset air-coal ratio tightly in operations of the combustion system, this paper proposed more effective modeling and control approaches on the boiler draft system. The main contributions of this paper are summarized as follows:

1. In order to establish an accurate model of the boiler forced draft system, a novel data classification method of united SVD data de-noising method and advanced BP neural network is proposed in this paper. This method can effectively reduce the noise, and reasonably screen the data for modelling.

2. The advanced ADRC controller is designed for the boiler forced draft system and applied to the model. The stability of the ADRC control loop for boiler forced draft systems is analyzed in the frequency domain and its flexible stability margin is shown.

3. The good control performance of ADRC is proved by comparing with other control approaches including single MPC and PID and is also evaluated by comparing with the field data from the real control system.

The rest of the paper is organized as follows. In Section 2, the data classification method called SVD-BP is introduced for extracting identification data. In Section 3, the simulation system of boiler forced draft control is established for verifying closed-loop identification accuracy and for control study. In Section 4, the advanced control strategies of boiler forced draft control system are studied based on the closed-loop simulation system and compared with each other. Conclusions are drawn in Section 5.

2. Data Preprocessing

Because of the dynamic characteristics of the forced draft control system, the error of the air volume measurement strategy and equipment, and other unknown disturbance problems, the data of air volume and coal volume has great volatility. In order to establish an accurate model of the forced
draft control system, it is necessary to reduce noise and classify the data. This paper performs noise reduction and classification based on field data from a big-data platform on a boiler forced draft control system in a power plant. First, the dynamic characteristics of the forced draft control system and the characteristics of data are analyzed. Second, SVD is used for filtering noisy data. Third, the BP neural network is used for the de-noised data to find the best identification data segment.

2.1. The Dynamic Characteristics of the Forced Draft Control System

In the forced draft control system, the air enters the boiler through the primary fan and the secondary fan. Before the air enters the boiler, it is heated by an air preheater to improve the boiler thermal efficiency. The role of primary air is to transport and dry pulverized coal, and to supply the air required for fuel combustion. The main process of primary air is that the air enters the primary fan after passing through the air preheater. After being heated by the air preheater, the air enters the coal mill. At the proper temperature and flow rate, the pulverized coal is dried by the primary air and transported through the pulverized coal pipeline to the burner nozzle to be injected into the furnace for combustion. The role of secondary air is to supply the oxygen required for fuel combustion. The secondary air directly enters the boiler after passing through the air preheater. The process flow diagram of the forced draft system is shown in Figure 2, and the conventional control strategy of the forced draft system is shown in Figure 3.

### Figure 2. Forced draft system.

### Figure 3. Forced draft control system.

Because the primary air flow depends on the primary air volume required by the combustion system and the amount of air leakage through the air preheater, we only need to control the secondary air volume to achieve the purpose of controlling the total air volume. Simultaneously, the set-point of the total air volume is calculated based on the oxygen content of the flue gas. It can be seen from Figure 2 that the total air volume is determined by the amount of coal, the AVO of the forced fan and the induced fan. Thus the inputs of the model can be chosen as the AVOs of the forced fan, the induced fan A, B and the amount of coal, denoted as \( u_1, u_2, u_3 \) and \( u_4 \) in Figure 3. The output of the model is the total air volume, denoted as \( y \) in Figure 3. The corresponding field data is shown in Figure 4.
Figure 4. Field data. (a) Vane opening1: Adjustable vane opening (AVO) of forced fan (%); Vane opening2: AVO of induced fan A (%); Vane opening3: AVO of induced fan B (%). (b) Coal volume (kg/s); total air volume (m$^3$/h); secondary air volume (m$^3$/h).

It follows from Figure 4a,b that the data of air volume and coal volume exhibits obvious volatility, whose noise needs to be reduced. In contrast, the AVOs of forced fan and induced fan have less fluctuation and noise.

2.2. Noise Reduction Based on SVD

The SVD problem of time-varying matrix can be expressed as the following formula, in general.

$$A(t) = U(t) \sum (t)V^T(t)$$

(1)

Thereinto, $A(t)$ is a $m \times n$ matrix; $U(t)$ and $V(t)$ are $m \times n$ and $n \times n$ unitary matrices; $\sum (t)$ is a $m \times n$ time-varying diagonal matrix. Simply speaking, the SVD of $A(t)$ is a factorization of the form $U(t)\sum (t)V^T(t)$. 

Considering the field data is in the real number field, we only discuss SVD in the real number field in this paper. Assume $A(t) \in R^{m \times n}$ being a smoothly time-varying matrix, and consider the following equation system:

$$
\sum(t) = U(t)A(t)V(t) \\
U(t)U^T(t) = I_m \\
V(t)V^T(t) = I_n
$$

(2)

where $I_m$ and $I_n$ are $m \times m$ and $n \times n$ matrices; orthogonal matrices $V(t) \in R^{n \times n}$ and $U(t) \in R^{m \times m}$, and diagonal matrix $\sum(t) \in R^{m \times m}$ are the unknown matrices to be solved. Evidently, Equation (2) is equivalent to the time-varying SVD problem (1).

According to the field data we get, $A(t)$ can be composed of secondary air volume and coal volume. $A(t)$ is a matrix of $250,000 \times 2$. Then, 95% of the sum of diagonal elements of $\sum(t)$ is chosen to form a new $\sum(t)'$. At last, a new matrix $A'(t)$ as the new secondary air volume and coal volume after noise reduction is recombined. $A'(t)$ is a factorization of the form $U'(t)\sum(t)'V'^T(t)$. The corresponding sub-matrixes $U'(t)$ and $V'(t)$ are extracted from $U(t)$ and $V(t)$, according to the length of the rows and columns of $\sum(t)'$. Through SVD de-noising, the secondary air volume and coal are shown in Figures 5 and 6.

![Figure 5. The total coal amount.](image1)

![Figure 6. The secondary air volume.](image2)

As can be seen in Figures 5 and 6, the noise in the total coal are obviously reduced. At the same time, the noise of secondary air volume is reduced by a certain amount. The obvious outliers have been removed.
2.3. BP Neural Network Screening Method

A BP neural network generally consists of an input layer, an output layer and a hidden layer connected by a group of weight factors. The basic architecture of BP neural network is shown in Figure 7.

\[ x = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \]  

\[ f(x) = \max(0, x) \]

According to the forward operation of input data, BP neural network calculates the final network error and transmits the error in the opposite direction. Based on the error, the weights can be adjusted under certain rules. After being trained with a large number of data samples, the neural network model can approach any nonlinear model.

Before training the neural network, normalization was necessary. Normalization can avoid some unnecessary numerical problems and unify evaluation standard. Normalization is also good for gradient descent algorithm, making the network converge quickly. The normalization used in this paper is shown in Equation (3a). The x is the input of the neural network. At the same time, the activation function of the neural network is the rectified linear unit shown in Equation (3b). The x is the output of the hidden layer.

The input layer of the model are the AVOs of the forced fan and the induced fan A, B, and the amount of coal. The output layer of the model is the total air volume.

After normalization, the training samples and testing samples need to be prepared well. In this paper, 7800 groups of data from one day were labeled as accurate data and 80% of the data constitutes the training set. The rest constituted the validation set. A total of 250,000 groups of data another day constituted a testing set. The sampling time was 1 s.

Then the neural network is trained by training set. As a fully interconnected network, there are four neurons in the input layer, one neuron in the output layer, and 15 neurons in the hidden layer, respectively. The biases are random numbers.
The trained model is validated by validation set and tested by testing set. The fit of the validation set reached 80%. The test results are shown in the following Figures 8 and 9.

![Figure 8. The test results of BP neural network.](image1)

As can be seen, the absolute error between field data and calculated data is 20. We assumed that if the absolute error is within 5, the current value can be used for identification. At every 1000 points, we calculate the number of the identifiable data in the data length of 10,000. The data segment with the most identifiable data is the optimal identification data segment. A segment starting from 123,000 to 133,000 is the optimal segment.

3. Data-Driven Based Modeling and Simulation

Closed loop simulation is established based on actual power plant control strategy and dynamic model identified from the classified data segment. In order to design better controllers and reduce model complexity, PEM was used as the identification method. Then, historical field data is imported for verification.

3.1. Modeling by PEM

The prediction error method refers to a method of calculating the output from time \((k + 1)\) to the future time using the input and output signals before time \(k\). We need to adjust parameter \(\theta\) to make the predicted root mean squared error reaching the minimum parameter estimation, after \(z(k)\) is given, the prediction error model is shown in Equation (4):

\[
z(k) = f[z(k-1), \ldots, z(1), z(0), u(k-1), \ldots, u(1), u(0), \theta] + e(k, \theta)
\] (4)
where $z(k - 1)$ is the output of time $k - 1$; $u(k - 1)$ is the input of time $k - 1$; $e(k, \theta)$ is the forecast error at time $k$; and $\theta$ is all parameters of the corresponding model.

In order to minimize the forecast error $e(k, \theta)$ and select a best model from Equation (4), some scalar functions $J_2(\theta)$ related to the covariance matrix (5) of the prediction error were used as cost functions. Parametric estimation $\theta$ is called prediction error estimation when $J_N(\theta)$ is minimized.

$$D_N(\theta) = \frac{1}{N-n+1} \sum_{k=n}^{N} e(k, \theta)e^T(k, \theta)$$

(5) where $n$ is the beginning of the data; $N$ is the end of the data.

The following two scalar functions (6) and (7) are usually used as the estimation criteria:

$$J^1_N(\theta) = \text{tr}[WD_N(\theta)]$$

(6)

$$J^2_N(\theta) = \lg[\text{det}D_N(\theta)]$$

(7) where $W$ is a positive definite matrix.

Generally, $J^1_N(\theta)$ and $J^2_N(\theta)$ are nonlinear functions of the parameter $\theta$, the prediction error parameter estimation method eventually becomes the optimal problem of $J^1_N(\theta)$ or $J^2_N(\theta)$. In the actual problem, if the covariance matrix of $e(k, \theta)$ is known, we choose $J^1_N(\theta)$ as the prediction error criterion. If the covariance matrix is unknown, we choose $J^2_N(\theta)$ as the prediction error criterion.

The minimization of $J^1_N(\theta)$ or $J^2_N(\theta)$ can be obtained by making the nonlinear steady-state system model parameter estimation optimal such as gradient method and relaxation method.

According to the above principle, the linear autoregressive exogenous (ARX) model of the forced draft-controlled plant is established. It is transformed into the following transfer function for simulation.

$$y = \frac{0.0564}{z-0.9938}u_1 + \frac{-0.0042}{z-0.9938}u_2 + \frac{0.0095}{z-0.9938}u_3 + \frac{-0.0061}{z-0.9938}u_4$$

(8) where $y$ is the total air volume, $u_1$ is AVO of forced draft fan, $u_2$ is AVO of induced draft fan A, $u_3$ is AVO of induced draft fan B, $u_4$ is the total coal volume, and $z$ is the $z$-transform operator.

The model identification image is as shown in Figure 10.

![Figure 10. Air volume increment of identification model and actual plant.](image)
It is obvious that the identification model is similar to the actual plant. The volatility of identification model is consistent with the actual plant. Therefore, the proposed combined data-extraction method of SVD de-noising and BP classification is feasible.

3.2. Simulation Verification

After the model is established, closed loop simulation is also established. The control strategy of actual forced draft system is single PID control as shown in Figure 3. The parameters of PID are \( kp = 0.8, ki = 0.02, kd = 0 \) and the set-point of the total air volume is calculated by the boiler demand and the oxygen content of flue gas. The main steam flow is used as feed-forward to adjust the vane position of the forced draft fan. The simulation result is shown in Figures 11 and 12.

![Figure 11. The AVO of the forced draft fan.](image1)

![Figure 12. The total air volume.](image2)

The simulation time is 50,000 s. It can be seen from Figures 11 and 12 that the simulation of the total air volume is consistent with the fluctuation of the actual value. The simulation is near the set-point. The differences between the actual data and the simulation data exist due to the absences of the unknown disturbances and measurement noises in the simulation system, and it does not much affect the purpose of control design. In general, the data classification method and identification method are feasible. It is seen from Figure 12 that the actual control strategy does not track the set-point tightly and thus needs improvement for better control effect.

4. Data-Driven Based Control Design

The response of single PID controller to disturbance and delay is slow, and there will be obvious overshoot before stabilization. Thus the control strategies with ADRC and MPC, which have stronger anti-disturbance ability and better control performance based on predictive model respectively, are studied via the above simulation platform.
4.1. ADRC

ADRC was originally proposed for the general nth order process, where an nth order ADRC is used. However, accurate model order is usually unavailable in process control. Therefore, a low-order ADRC controller is usually preferred in practice [27]. The principle schematic of ADRC is shown in Figure 13:

![Figure 13. Principle schematic of active disturbance rejection control (ADRC).](image)

Any 1st order disturbed system can be described as (9):

\[ \begin{align*}
    x_1 &= f + bu \\
    y &= x
\end{align*} \]

where \( f \) is the total disturbance consisting of the unknown external disturbances and internal dynamics and \( b \) is a critical gain.

Then the system can be expanded into a 2nd order linear system (10):

\[ \begin{align*}
    \dot{x}_1 &= x_2 + b_0u \\
    \dot{x}_2 &= f \\
    y &= x_1
\end{align*} \]

where \( b_0 \) is an approximation of \( b \).

Based on the expanded 2nd order system, a 2nd order expanded linear state observer (11) is designed as follows:

\[ \begin{align*}
    e_1 &= y - z_1 \\
    \dot{z}_1 &= z_2 - \beta_1e_1 + b_0u \\
    \dot{z}_2 &= -\beta_2e_1
\end{align*} \]

It has been proven in [28] that \( z_1 \), \( z_2 \) will well track \( y \), and \( f \) respectively, provided that the parameters \( \beta_1 \), \( \beta_2 \) are tuned reasonably.

The feedback is selected as follows (12) to compensate the expanded state:

\[ u = \frac{t_0 - z_2}{b_0} \]

The number of the tuning parameters has been reduced in [29] by combing the parameters as follows.

\[ \beta_1 = 2w_0, \quad \beta_2 = 2w_0^2 \]

where \( w_0 \) correspond to the system bandwidth.

From the z-transfer function (8), it can be seen that when other inputs are analyzed as disturbances, including the AVO of induced draft fan and the total coal, the system can be considered as one 1st order linear plant with two disturbances. The ADRC is established based on the above principle. We set \( w_0 = 0.2 \), \( b_0 = 0.1 \). The parameters of the single PID controller are \( kp = 0.8 \), \( ki = 0.025 \), \( kd = 0 \).
Figures 14 and 15 show the comparator results among the simulation of ADRC, the simulation of PID control and field data.

From the z-transfer function (8), it can be seen that when other inputs are analyzed as disturbances, including the AVO of induced draft fan and the total coal, the system can be considered as one 1st order linear plant with two disturbances. The ADRC is established based on the above principle. We set $w_0 = 0.2$, $b_0 = 0.1$. The parameters of the single PID controller are $k_p = 0.8$, $k_i = 0.025$, $k_d = 0$.

Figures 14 and 15 show the comparator results among the simulation of ADRC, the simulation of PID control and field data.

Figure 14. The AVO of the forced draft fan.

Figure 15. The total air volume.

It can be seen that, thanks to the compensation mechanism of ADRC, the simulation fluctuation of total air volume is greatly reduced and tightly closer to the set-point compared with single PID controller. Meanwhile, the AVO of forced draft fan is smaller than the actual data and the simulation of PID control. Therefore, the ADRC shows the better performance in the forced draft control.

4.2. Frequency-Domain Stability Analysis of ADRC

Frequency-domain stability analysis is very popular in analyzing the performance of ADRC [30–32], this paper analyzes the stability of ADRC based on the classical Bode plot. The control loop and the controlled object can be simplified to get the structure of the internal model control of the 2nd order extended state observer (ESO).

As seen from Figure 16, the model can be transformed into a standard structural form. The input signal $u$ is the output of the controller, and the output signal $y$ is the 1st order integral of the output of the controlled object. The transfer function of the internal model can be obtained as Equation (14).

$$
\phi(s) = \frac{b(s + w_0)^2}{b_0(s + a_1)(s + w_0)^2 + [bs - b_0(s + a_1)]w_0^2}
$$ (14)
The characteristic equation of the closed-loop system can be written as Equation (15):

\[ 1 + \phi(s)H(s) = 0 \]  

(15)

Considering the frequency response of \( \phi(s)H(s) \), the effect of the bandwidth changes of the observer on the system performance is shown in Figure 17. The values of \( w_0 \) are 0.05, 0.1, 0.3, 0.5, 0.8, and 1. The \( b_0 \) is 0.1 and \( b \) is 0.05658, \( a_1 \) is 0.0062. The corresponding cut-off frequencies and phase margins are shown in Table 1.

| \( w_0 \) | Cut-Off Frequency (rad/s) | Phase Margin (°) |
|---------|---------------------------|------------------|
| 0.05    | 0.3756                    | 87.5564          |
| 0.1     | 0.4061                    | 87.1007          |
| 0.3     | 0.4278                    | 80.2411          |
| 0.5     | 0.4498                    | 73.8828          |
| 0.8     | 0.4974                    | 69.7333          |
| 1       | 0.5268                    | 68.7269          |

It is obvious that \( w_0 \) is able to impact the response speed and stability of the system. The larger \( w_0 \) is, the higher the cut-off frequency is, and the faster the response speed of the system is. However the absolute value of phase margin of the system is reduced, which reduces the stability of the system.
Therefore, the estimation accuracy of ESO is related to \( w_0 \) [33]. The increase of \( w_0 \) makes the accuracy of ESO estimation higher, but the system sensitive to noise. Therefore, \( w_0 \) needs to be limited to a suitable range, which can not only play a role in disturbance rejection, but also ensure a certain observation accuracy.

4.3. MPC

In addition to ADRC, MPC is also widely perceived to give favorable disturbance rejection performance [34, 35]. MPC is proposed for linear or quasi-linear system control in the early days and has been widely used in the process industry. The basic control structure of MPC is shown in Figure 18. The MPC includes prediction model, feedback correction and receding-horizon optimization. The prediction model is used to predict the future output of the system. Optimal control problem with multi-variable processes, constraints and large inertia can be solved by MPC.

![Figure 18. The basic control structure of model predictive control (MPC).](image)

In Figure 18, \( y(k) \) is the actual output of the system, \( u(k) \) is the input of the system and \( r(k) \) is set-point of output of the system.

According the transfer functions (9), the discrete-time state-space expressions of the prediction model is established as Equation (16). The AVO of forced draft fan is taken as the input, and the total air volume is taken as the output.

\[
\begin{align*}
x(k + 1) & = G x(k) + H u(k) \\
y & = C x(k) + D u(k)
\end{align*}
\]  
(16)

where, the parameters are set as \( G = 0.9938 \), \( H = 0.25 \), \( C = -0.2244 \), \( D = 0 \).

The optimization function is designed as Equation (17) and considering the AVO as the constraints shown as Equation (18):

\[
J = (Y_r - Y_k)' \cdot Q \cdot (Y_r - Y_k) + \Delta U' \cdot R \cdot \Delta U
\]  
(17)

\[
\begin{align*}
0 \leq u & \leq 100 \\
-5 \leq \Delta u & \leq 5
\end{align*}
\]  
(18)

where \( Y_r \) is the set-point of output; \( Y_k \) is the field output; \( Q \) is the error weight; \( R \) is the control weight; \( \Delta U \) is the input increment.

The prediction horizon is taken as 80 s, and the control horizon 5 s. The objective function is transformed into the standard quadratic form and the optimization problem is solved by combining the constraints.

4.4. Simulation Result

The results of the simulation are shown in Figures 19 and 20.

As can be seen from Figures 19 and 20, the simulation of the total air volume can almost completely fit the set-point, especially when the set-point fluctuates greatly. At the beginning of simulation,
compared with ADRC and single PID controller, the total air volume under MPC control has no obvious mutation. However, compared with ADRC and single PID, the AVO fluctuates greatly, which cannot meet the actual demand. The great fluctuation may cause various problems for the AVO.

The results of the simulation are shown in Figures 19 and 20.

As can be seen from Figures 19 and 20, the simulation of the total air volume can almost completely fit the set-point, especially when the set-point fluctuates greatly. At the beginning of the simulation, compared with ADRC and single PID controller, the total air volume under MPC control has no obvious mutation. However, compared with ADRC and single PID, the AVO fluctuates greatly, which cannot meet the actual demand. The great fluctuation may cause various problems for the AVO.

In general, the response of single PID control to disturbance is slow, and it is difficult to overcome a large number of disturbances. In contrast to single PID control, MPC can mitigate the disturbance well and make the output reach the set-point. However, it is too sensitive to disturbances so that the AVO fluctuation is too large. Among the three kinds of control strategy, ADRC can balance the accuracy of output and the fluctuation of AVO. The ability of anti-disturbance of ADRC is remarkable.

5. Conclusions

The ever-growing stringent regulations on energy saving and emission reduction makes it a tremendous yet straightaway necessity to precisely model and efficiently control the forced draft control of boiler combustion systems. To tackle the problem of more noises and disturbances in the forced draft control system, this paper proposes an SVD-BP hybrid approach to classify the field data. Then, ADRC and MPC are used, respectively, for disturbance rejection for better forced draft control effect. Several conclusions are drawn from the simulation results. (i) SVD-BP can effectively reduce the noise, and successfully classify the data of the forced draft control system. The simulation results prove that the classified data for modeling is sufficient to develop an accurate model. The fit of the model has been successfully improved from 44% to 65%. (ii) ADRC can improve the disturbance rejection effect within the reasonable range of AVO, comparing with single MPC and PID to achieve the purpose of controlling boiler combustion better. According to total air volume control responses, the proposed method is able to increase the performance by about 8%. In summary, the proposed SVD-BP can be
applied in boiler forced draft systems to classify the field data, and ADRC can improve the disturbance rejection performance.
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**Abbreviations**

- SVD: Singular value decomposition
- PEM: Prediction error method
- BP: Back propagation
- ADRC: Active disturbance rejection control
- PID: Proportional-integral-derivative
- MPC: Model predictive control
- AVO: Adjustable vane opening
- ARX: Autoregressive exogenous
- ESO: Extended state observer
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