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Abstract

Missing values are common in many real-life datasets. However, most of the current machine learning methods can not handle missing values. This means that they should be imputed beforehand. Gaussian Processes (GPs) are non-parametric models with accurate uncertainty estimates that combined with sparse approximations and stochastic variational inference scale to large data sets. Sparse GPs can be used to compute a predictive distribution for missing data. Here, we present a hierarchical composition of sparse GPs that is used to predict missing values at each dimension using all the variables from the other dimensions. We call the approach missing GP (MGP). MGP can be trained simultaneously to impute all observed missing values. Specifically, it outputs a predictive distribution for each missing value that is then used in the imputation of other missing values. We evaluate MGP in one private clinical data set and four UCI datasets with a different percentage of missing values. We compare the performance of MGP with other state-of-the-art methods for imputing missing values, including variants based on sparse GPs and deep GPs. The results obtained show a significantly better performance of MGP.
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1. Introduction

Data in real-life sciences are often noisy, stored in databases, and contain missing values. This is particularly the case of clinical data. Specifically, our work is motivated by a clinical data set of newly born premature infants. This dataset has different variables that are related to various diagnoses at the current and previous states of life and contains, as measurements, for example, the total brain volume estimated using ultrasound images. Often, for each infant, it is not possible to measure and store all variables considered in the dataset. Therefore, there are several missing values associated to some instances. Having missing values is also very common in datasets from other domains. Some examples include those related to lab measurements or shopping platforms [1].

Machine learning models can learn the underlying data structure, capture high dimensional and complex relationships between different variables, and hence, estimate the true distribution of the data to make predictions on previously unseen data [2]. They allow us to make a better decision, create high-quality clusters, detect outliers in the data, and make more accurate predictions of a parameter of interest. However, machine learning methods for regression, classification and clustering methods that ignore the impact of the missing data can lead to sub-optimal models without good enough generalization performance. Therefore, taking into account missing values and not just ignoring data instances with missing values is a critical step in a machine learning method.

To be able to take into account missing values when fitting a machine learning method it is important to know what type of missing values one can find in practical applications. In particular, there are three kinds of missing value mechanisms described in the literature:

- Missing completely at random (MCAR): The missingness mechanism is not related to any observed value or unobserved values from the dataset.
Therefore missing values appear completely at random on the observed instances.

- Missing at random (MAR): Having missing values for one variable is related to the value of some other observed variable or variables from the dataset. For example, men are more likely to tell their weight and women are less likely. Therefore, the missing value mechanism for weight is explained by gender.

- Missing not at random (MNAR): The missing instances are related to some values of the same attribute. For example, if an attribute considers the level of education, people may be ashamed of answering that they have the lowest education level and they may not fill that information.

It is common to assume the missing mechanism as MAR and impute missing values using traditional methods or machine learning algorithms. The imputation of missing values plays a key role in the final performance since the chosen algorithm directly impacts the final model. Removing instances with missing values from a dataset and training a model with all remaining data is considered a minimal and simple approach that is expected to result in a suboptimal performance. Moreover such a model will not be able to consider new instances for prediction with missing values.

Most machine learning methods for regression, classification, and/or clustering inherently can not deal with missing values. Hence, it is needed to provide a way to impute this missing data and/or change the machine learning method. The simplest approach is to impute the data with their mean/median values across data instances. However, several studies show that these approaches are not sufficient. The generated model can still be sub-optimal 3, 4. More sophisticated methods should be used to find the true distribution of missing values and impute them.

Recovering latent values associated to missing values can help the final decision makers to improve their predictions. Moreover, it can be useful to better
understand the dependence of the target variable to predict on the explaining attributes. The data distribution of missing values can be extracted using a predictor for the missing value and the corresponding associated prediction uncertainty. This prediction uncertainty will be able to capture what are the potential values that a missing observation may have had. This uncertain is expected to be important, since there is evidence that incorporating input noise in a final model can improve overall prediction performance [5].

One of the well-known non-parametric machine learning approaches with a probabilistic nature is a Gaussian process (GP) [6]. A GP can output a predictive distribution for the target variable that takes into account prediction uncertainty. This uncertainty arises from intrinsic noise in the data and also because of the fact that we have a finite amount of training data. Given $N$ observation points, the training of a GP requires an inversion of $N \times N$ covariance matrix, which is very expensive for a large $N$. Therefore, as the number of training instances increases, approximate techniques will be used for the computation of the predictive distribution.

One of the most popular approximations methods to deal with the scalability of GPs is based on sparse inducing points representations [7, 8]. In the sparse variational Gaussian process (SVGP) $M \ll N$ inducing points are optimized alongside with other hyper-parameters using variational inference [9, 10]. GPs can scale to a very large datasets using a combination of sparse approximations and stochastic optimization techniques [11].

A concatenation of GPs corresponds to a deep GP (DGP). DGPs have been proposed to improve the performance of single-layer GPs, similarly to what happened in the case of multilayer neural networks [12, 13, 14]. DGPs overcome some limitations of the single layer sparse GPs such as the expressiveness of kernel/covariance function while still being able to output a predictive distribution and scale to large datasets [14]. DGPs and SVGPs can be used with multiple input and multiple outputs to learn the latent representation of the data and recover the data distribution. However, DGPs do not consider sequential relations between a set of variables in the dataset. Recurrent GPs have been
introduced in [15] for sequential data sets.

In this work we are inspired by the DGP architecture [14] and the recurrent GP to develop a new method of imputing missing values. The method is a hierarchical composition of GPs, where there is a GP per dimension that predicts the missing values for that dimension using all the variables from the other dimensions. Of course, for this to work, an ordering on the dimensions has to be specified and also an initial value for the missing values.

Our method starts with the dimension that has the largest standard deviation (before standardizing the data). The missing values of that dimension are predicted using a GP that receives as an input all the other dimensions. Missing values in those dimensions are simply estimated initially using the mean value across the corresponding dimension. After this, a second GP is used to predict the missing values of the dimension with the second largest standard deviation (before standardizing the data). This second GP also receives all the other dimensions as an input. Importantly, however, this second GP receives as an input for the missing values corresponding to the dimension with the largest number of missing values the predictions given by the first GP. This process is then repeated iteratively for the total number of dimensions with missing values, using the predictions of the previous GPs for the attributes with missing values.

Given the imputed missing values by the process described and the observed data, we then have a last GP that predicts the target variable. That last GP receives as an input the observed data and the predictions given by the GPs in charge of imputing the missing values. Therefore, with the process described all the missing values have an associated predictive distribution which is taken into account by the last GP for prediction. All the GPs are trained at the same time.

We have validated the method described, called missing GP (MGP), using one private clinical data and four datasets extracted from UCI repository [16]. The private data is provided by the ”perinatal brain damage” group at the Biomedical Research and Innovation Institute of Cádiz (INiBICA) and the
Puerta del Mar University Hospital, Cádiz, Spain.

The contributions of this work are:

- A new method based on concatenated GPs is introduced for imputing missing values.
- The method outputs a predictive distribution for each missing value in the dataset. This can be used for missing value imputation.
- The final model can be trained simultaneously and can be scaled to large data sets.

The manuscript is organized as follows: In the next section, we briefly describe the Gaussian processes, DGPs, and then we explain the proposed method. The configuration of the experiments and the datasets are explained in Section 4. In Section 5, we discuss the obtained results and, finally, Section 6 presents the conclusions.

2. Gaussian Processes for Missing Data

This section gives a brief introduction to Gaussian process (GPs) and Deep GPs (DGPs). It provides the needed background to correctly explain the proposed method for learning under missing values using GPs. We call such a method missing GP (MGP).

2.1. Gaussian Processes

A Gaussian process (GP) is a stochastic process whose values at any finite set of points follow a multi-variate Gaussian distribution [17]. From a machine learning perspective, a GP is used as a prior over a latent function $f$, where the posterior of that function computed using the observed data is another GP. This results in a non-parametric machine learning method whose level of expressiveness grows with the dataset size. Consider a set of points $D = \{(x_i, y_i)\}_{i=1}^{N}$ and $y_i = f(x_i) + \epsilon_i$, where $\epsilon_i$ is a Gaussian noise with variance $\sigma^2$. A GP prior for $f$ is typically specified by a mean function $m(x)$ and a covariance function
\(k(x, x')\) with a trainable parameter \(\theta\). Assuming a zero mean function, given a dataset \(D\), the predictive distribution for the value of \(f, f^*\), at a new test point \(x^*\) is Gaussian. Namely,

\[
p(f^*|D) = \mathcal{N}(\mu(x^*), \sigma^2(x^*)) ,
\]

with mean and variance given by

\[
\mu(x^*) = k(x^*)^T(K + \sigma^2 I)^{-1}y ,
\]

\[
\sigma^2(x^*) = k(x^*, x^*) - k(x^*)^T(K + \sigma^2 I)^{-1}k(x^*) ,
\]

where \(\mu(x^*)\) and \(\sigma^2(x^*)\) denotes the predictive mean and variance, respectively. \(k(x^*)\) is a vector with the covariances between \(f(x^*)\) and each \(f(x_i)\), simply given by \(k(x^*, x_i)\), with \(k(\cdot, \cdot)\) the covariance function. \(K\) is a \(N \times N\) matrix with the covariances between each \(f(x_i)\) and \(f(x_j)\) in the training set. That is, \(K_{ij} = k(x_i, x_j)\). \(I\) stands for the identity matrix.

The learning of the hyper-parameters \(\theta\) can be done by maximizing the marginal likelihood of the model. Namely, \(p(y|\theta)\), which is Gaussian [17]. It is possible to show that the marginal likelihood penalizes models that either too simple or too complicated to explain the observed data [2].

Importantly, GPs are unsuitable for large datasets as they need the inversion of matrix \(K\), with a computational complexity in \(O(N^3)\). However, one can use sparse GPs to overcome this problem. Sparse GPs are explained in the next section.

\[2.2. \text{Sparse Gaussian Processes}\]

One can reduce the computational cost of GPs with introducing a \(M \ll N\) additional data called inducing points \(Z = (z_1, \ldots, z_M)^T [8]\). The inducing points are in the same space as each \(x_i\). Let \(u = (f(z_1), \ldots, f(z_M))^T\) be the process values at the inducing points and \(f = (f(x_1), \ldots, f(x_N))^T\) be the process values at the training data. As a consequence of using a GP with mean function \(m(\cdot)\), \(p(u) \sim \mathcal{N}(m(Z), K(Z, Z))\), with \(K(Z, Z)\) the covariance matrix.
that results from evaluating the covariance function $k(\cdot, \cdot)$ on the inducing points and $m(Z)$ the vector of the prior GP means for each $f(z_j)$.

Consider now the use of variational inference (VI) to find an approximate posterior for $f$ and $u$ given the observed data \cite{7}. Specifically, the goal is to find an approximate posterior $q(f, u)$ which resembles to true posterior $p(f, u | y)$. Following, \cite{18, 7} we can specify a constrained form for $q$. Namely,

$$q(f, u) = p(f | u) q(u),$$

where the first factor is fixed and given by the GP predictive distribution, and the second factor is a tunable multi-variate Gaussian $q(u) = \mathcal{N}(\mathbf{r}, \mathbf{S})$.

One can marginalize out $u$ in order to compute the mean and variances of the predictive distribution at the inputs. That is, $q(f(x_i))$ is Gaussian with parameters

$$\mu_{r, Z}(x_i) = m(x_i) + \alpha(x_i)^T (\mathbf{r} - m(Z)),$$

$$\sigma^2_{S, Z}(x_i, x_i) = k(x_i, x_i) - \alpha(x_i)^T (K(Z, Z) - S) \alpha(x_i),$$

where $\alpha(x_i) = K(Z, Z)^{-1} k(Z, x_i)$, with $k(Z, x_i)$ the vector that results from evaluating $k(z_j, x_i)$ for $j = 1, \ldots, M$.

The variational parameters $Z, \mathbf{r}, \mathbf{S}$ and hyper-parameters are optimized by maximizing the evidence lower bound $\mathcal{L}$ (ELBO) on the log-marginal likelihood, as described in \cite{7, 18}. This is known as the sparse-variational GP model (SVGP). Namely,

$$\mathcal{L} = \mathbb{E}_{q(f, u)} [\log \frac{p(y, f, u)}{q(f, u)}],$$

where $p(y, f, u) = \prod_{i=1}^{N} p(y_i | f_i) p(f | u) p(u)$. In this last expression, the first factors correspond to the likelihood and the other two factors represent the GP prior on $f$ and $u$. After some simplifications, the lower bound is computed as follows

$$\mathcal{L} = \sum_{i=1}^{N} \mathbb{E}_{q(f_i)} [\log p(y_i | f_i)] - \text{KL}[q(u) | p(u)],$$
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where KL stands for the Kullback-Leibler divergence between the distributions \( q(u) \) and \( p(u) \), and \( f_i = f(x_i) \). Since both distributions are Gaussian, we can analytically compute the KL value. In the case of regression, where a Gaussian likelihood is used, the expectation has a closed form and there is no need to use extra approximation methods. Critically, the objective function, \( \mathcal{L} \), involves a sum over training instances and hence, can be combined with mini-batch sampling and stochastic optimization techniques for inference on large datasets [18].

Instead of a one dimensional output \( y_i \in \mathbb{R} \), one can consider \( D \)-dimensional outputs. Namely, \( y_i \in \mathbb{R}^D \). These problems can be addressed by considering \( D \) independent GPs. The GP prior is changed to a factorizing prior of \( D \) GPs. Namely, \( \prod_{d=1}^D p(f^d|u^d)p(u^d) = p(F|U)p(U) \), with \( f^d \) and \( u^d \) being the \( d \) sparse GP process values at the training points and the inducing points, respectively. Therefore, \( F = (f^1, \ldots, f^D) \) and \( U = (u^1, \ldots, u^D) \). Moreover, we can assume that the inducing points \( Z \) are shared across each of the \( D \) different sparse GPs.

The joint distribution of all the variables can be rewritten

\[
p(Y, F, U) = \prod_{i=1}^N p(y_i|f_i)p(F|U)p(U),
\]

where \( f_i \) is the \( i \)-th row of \( F \), a \( D \) dimensional vector with the values of each of the \( D \) latent functions at \( x_i \). One can also consider a similar approximate distribution \( q \). Namely, \( q(F, U) = p(F|U)p(U) \). Then, the ELBO is

\[
\mathcal{L} = \sum_{i=1}^N \mathbb{E}_{q(f_i)}[\log p(y_i|f_i)] - \text{KL}[q(U)|p(U)]
= \sum_{i=1}^N \mathbb{E}_{q(f_i)}[\log p(y_i|f_i)] - D \sum_{d=1}^D \text{KL}[q(u^d)|p(u^d)].
\]

Note that the method described can be used to map all input attributes to themselves for missing value imputation. In this case, \( Y = X \). Of course, for this to work one needs to have an initial guess for the missing values so that they can be considered as input attributes of each latent function. Missing values can be initially estimated using a simple technique such as mean imputation.
After learning the latent representation of the inputs, the missing values can be predicted using the predictive distribution of the method described.

2.3. Deep Gaussian Processes

Deep Gaussian process (DGP) [12, 13] are a concatenation of independent GPs. Namely, the GPs at layer \( l \) receive as an input the output of the GPs at layer \( l - 1 \), in the same spirit as a deep neural network, but where each unit in a hidden layer is a GP. Consider a DGP of \( L \) layers with \( H \) units or GPs in each layer. Figure [1] illustrates this architecture. Let \( \mathbf{F}^{(l)} \) be the function values associated to the input points in layer \( l \). That is, \( \mathbf{F}^{(l)} \) is a matrix of size \( N \times H \). For computational reasons, sparse GPs based on inducing points are used instead of standard GPs in each layer. Thus, each layer \( l \) has inducing points \( \mathbf{Z}^{(l)} \), a noisy inputs \( \mathbf{F}^{(l-1)} \) received from the previous layer. Note that here we assume shared inducing points for the GPs of each layer. The inducing points values of layer \( l \) are denoted by \( \mathbf{U}^{(l)} \), a \( M \times H \) matrix. Given a DGP, the joint distribution of all the variables in the model is

\[
p(y, \{\mathbf{F}^{(l)}, \mathbf{U}^{(l)}\}_{l=1}^L) = \prod_{l=1}^L p(\mathbf{F}^{(l)}|\mathbf{U}^{(l)}, \mathbf{F}^{(l-1)}, \mathbf{Z}^{(l)}) p(\mathbf{U}^{(l)}|\mathbf{Z}^{(l)}) \times \\
\times \prod_{i=1}^N p(y_i|f_i^L) \tag{11}
\]

where the inputs to the first layer are the observed data instances \( \mathbf{X} \) and \( f_i^L \) is the corresponding function value associated to the DGP at the last layer for instance \( x_i \). Moreover, \( p(\mathbf{F}^{(l)}|\mathbf{U}^{(l)}, \mathbf{F}^{(l-1)}, \mathbf{Z}^{(l)}) \) is given by each GP predictive distribution at layer \( l \), as in the single-layer sparse GP described in the previous section. Since exact inference in the model is not tractable, approximate inference has to be used. The work in [14] introduces a method based on variational inference and the following form of the posterior approximation

\[
q(\{\mathbf{F}^{(l)}, \mathbf{U}^{(l)}\}_{l=1}^L) = \prod_{l=1}^L q(\mathbf{F}^{(l)}|\mathbf{U}^{(l)}, \mathbf{F}^{(l-1)}, \mathbf{Z}^{(l)}) q(\mathbf{U}^{(l)}) \tag{12}
\]

where \( p(\mathbf{F}^{(l)}|\mathbf{U}^{(l)}, \mathbf{F}^{(l-1)}, \mathbf{Z}^{(l)}) \) and \( q(\mathbf{U}^{(l)}) \) factorize across units in a layer as in the single-layer sparse GP described in the previous section. Moreover,
\[ p(\mathbf{F}^{(l)}|\mathbf{U}^{(l)}), \mathbf{F}^{(l-1)}, \mathbf{Z}^{(l)}) \] is fixed and given by each GP predictive distribution and \( q(\mathbf{U}^{(l)}) \) is a product of multi-variate Gaussian distributions that can be adjusted. After marginalizing out \( \mathbf{U} \) from each layer, the posterior is a product of Gaussian distributions

\[
q([\mathbf{F}^{(l)}]_{l=1}^{L}) = \prod_{l=1}^{L} q(\mathbf{F}^{(l)}|\mathbf{r}^{(l)}, \mathbf{S}^{(l)}), \mathbf{F}^{(l-1)}, \mathbf{Z}^{(l)})
\]

\[
= \prod_{l=1}^{L} \mathcal{N}(\mathbf{F}^{(l)}|\mu^{(l)}, \Sigma^{(l)}).
\]

where the mean and variance of each marginal Gaussian distribution are computed as in (5) and (6). For each sample \( i \) and unit \( h \) at layer \( l \) the mean is \( \mu_{i,h}^{(l)} = \mu_{r,h}^{(l)} Z_{l}(\hat{\mathbf{f}}^{(l-1)}_{i}) \) and the variance is \( (\Sigma_{i,h}^{(l)}) = \sigma_{S_{h}^{(l)},Z_{l}}^{2}(\hat{\mathbf{f}}^{(l-1)}_{i}, \hat{\mathbf{f}}^{(l-1)}_{i}) \), where \( \hat{\mathbf{f}}^{(l-1)}_{i} \) is the \( i \)-th row of \( \mathbf{F}^{(l-1)} \). Having two distributions \( p \) from (11) and \( q \) from (12) and putting them into (7), the ELBO of a DGP is

\[
\mathcal{L}_{DGP} = \sum_{i=1}^{N} \mathbb{E}_{q}[\log p(y_{i}|f^{(L)}_{i})]
- \sum_{l=1}^{L} KL[q(\mathbf{U}^{(l)})||p(\mathbf{U}^{(l)}|\mathbf{Z}^{(l)})],
\]

where \( f^{(0)}_{i} = x_{i} \) and \( \epsilon_{i,h}^{(l)} \sim \mathcal{N}(0,1) \).

The prediction for a test point is made by drawing \( K \) samples and propagating them across the DGP network until the \( L \)-th layer using (15). We denote
Figure 1: Three layered Deep Gaussian process.

\( f^*(L) \) as the latent function value at a new test location \( x^* \) in the last layer, \( L \).

The approximate predictive distribution for \( f^*(L) \) is

\[
q(f^*(L)) \approx \frac{1}{K} \sum_{k=1}^{K} q(f^*(L)|r^{(L)}, s^{(L)}, \hat{f}^{(L-1),k}, z^{(L)}) \tag{16}
\]

where \( \hat{f}^{(L-1),k} \) denotes the \( k \)-th sample from layer \( L - 1 \).

Importantly, the formulation in (14) also allows for mini-batch sampling to train the model, which enables scaling to very large datasets. The predictive distribution for \( y^* \in \mathbb{R} \) can be easily obtained in the case of a Gaussian likelihood. One only has to incorporate the variance of the additive Gaussian noise in (16).

2.4. Missing Gaussian Process

In this subsection, we introduce our method, missing Gaussian process (MGP), to impute missing values. In many practical problems, the imputed value from
one dimension highly depends on the values from all other dimensions as it has been observed in [21]. Specifically, chained equation algorithms have been very successful in imputing missing values, as explained in the related work section. Here, we propose a new version of these algorithms based on chained Gaussian processes. The idea of MGP is inspired from DGP [14] and recurrent Gaussian processes [15], where output of each GP depends on a previous GP.

Let us denote the $D$-dimensional input matrix of observed data with $\hat{X} = (\hat{x}_1, ..., \hat{x}_N)^T$, where $\hat{x}_i$ is the $i$-th sample that randomly has some missing values, which have been initially imputed with the mean of the observed values at each dimension. The total attributes containing missing values are denoted by $D_m$. We sort these variables according to their standard deviations (before standardizing the data), from lowest to highest. For example, the attribute with the smallest standard deviation becomes the first attribute, followed by the attribute with the second smallest standard deviation, etc. The attributes without missing values are left as the last ones in the ordering. The ordering of these attributes is not important.

Our method works as follows. First, it uses a GP to predict the missing values corresponding to the first attribute (after the ordering of the attributes) in terms of all the other attributes. After this step, all missing values corresponding to the first attribute are replaced with the corresponding GP predictions, which are random variables determined by the GP predictive distribution. The first attribute, alongside with the GP predictions for missing values and all the other attributes, are fed to a second GP to predict the missing values corresponding to the second attribute (after the ordering of the attributes). Therefore, some inputs to this second GP are random variables, i.e., those corresponding to the missing values of the first attribute. Next, the first and two attributes, where missing values are replaced by the corresponding GP predictive distribution, are fed, alongside with the remaining attributes, to a third GP to predict the missing values corresponding to the third attribute (after the ordering of the attributes). The process will be iterated until all dimensions with missing values have an associated GP that predicts their values. The observed input attributes
alongside with the GP predictions for missing values are then feed to a final GP that predicts the target variable. Figure 2 shows the architecture described. The resulting method can hence be understood as a particular case of a DGP in which some GPs in some layers predict the missing values in the observed data.

Let $D_m$ be the total number of dimensions with associated missing values. Let $f^{(l)} \in \mathbb{R}^N$ be the process values at layer $l$ for the training data. Similarly, let $u^{(l)} \in \mathbb{R}^M$ be the process values at layer $l$ for the inducing points. We denote the input of the GP at layer $l$ with $\tilde{X}^{(l-1)}$. This is an $N \times D$ matrix equal to $\hat{X}$, but where missing values corresponding to dimensions 1 to $l-1$ are replaced by the corresponding GP predictions of the previous layer. Therefore, $\tilde{X}^{(l-1)}$ can be computed in terms of $\hat{X}$ and $\{f^{(l')-1}\}_{l'=1}^{l-1}$, the predictions of the previous GPs in the sequence. For the first GP, we simply define $\tilde{X}^{(0)} = \hat{X}$. In the last GP, the input is $\tilde{X}^{(D_m)}$. The joint distribution of all the observed variables in our model is

$$p(y, \{f^{(l)}, u^{(l)}\}_{l=1}^{D_m+1}) = \prod_{l=1}^{D_m+1} p(f^{(l)}|u^{(l)}, \tilde{X}^{(l-1)}, Z^{(l)}) p(u^{(l)}|Z^{(l)}) \times \prod_{i=1}^N p(y_i|f^{(D_m+1)}_i, \tilde{X}^{(D_m)}_i) \prod_{i=1}^N \prod_{l \notin M_i} p(x_{i,l}|f^{(l)}_i)$$  \hspace{1cm} (17)

where $M_i$ is the set of attributes with missing values associated to instance $x_i$ and $p(x_{i,l}|f^{(l)}_i) = \mathcal{N}(x_{i,l}|\mu^{(l)}, \Sigma^{(l)})$. That is, we assume a Gaussian likelihood for predicting the corresponding observed values of an attribute with missing values. This is just a particular case of the DGP model described in the previous section, but with extra likelihood factors.

Similar to (12), the variational distribution $q$ is defined

$$q(\{f^{(l)}, u^{(l)}\}_{l=1}^{D_m+1}) = \prod_{l=1}^{D_m+1} p(f^{(l)}|u^{(l)}, \tilde{X}^{(l-1)}, Z^{(l)}) q(u^{(l)})$$  \hspace{1cm} (18)

where we can again marginalize out all $u^{(l)}$ in closed form to obtain

$$q(\{f^{(l)}\}_{l=1}^{D_m+1}) = \prod_{l=1}^{D_m+1} q(f^{(l)}|\mu^{(l)}, \Sigma^{(l)}; \tilde{X}^{(l-1)}, Z^{(l-1)})$$  \hspace{1cm} (19)
Where \( \mu^{(l)} \) and \( \Sigma^{(l)} \) are computed as in \( 5 \) and \( 6 \). Then, the variational ELBO of MGP is

\[
L_{MGP} = \sum_{i=1}^{N} E_q[\log p(y_i|x_i^{(D_m)})] + \sum_{i=1}^{N} \sum_{l \in M_i} E_q[\log p(x_{i,l}|f_i^{(l)})] - D_{m+1} \sum_{l=1}^{D_m+1} KL[q(u^{(l)})|p(u^{(l)}|Z^{(l)})],
\]

(20)

where the required expectations can be approximated via Mote Carlo simply by propagating samples through the GP network displayed in Figure 2 as in the case of a DGP. Importantly, our formulation optimizes all hyper-parameters and variational parameters at the same time by maximizing \( L_{MGP} \). Algorithm 1 shows the training details of MGP. This algorithm uses a mini-batch to obtain a noisy estimate of (20) and its gradient, which is then used to update the parameters of each \( q(u^{(l)}) \) and the hyper-parameters. The data-dependent term of (20) is corrected to account for the fact that it is estimated using a single mini-batch.

When making a prediction for a new data instance \( \mathbf{x}_* \), one can propagate \( K \) samples through the GP network. This results in a Gaussian mixture to predict the latent function at layer \( D_m + 1 \). That is,

\[
q(f^{(D_{m+1})}_*) \approx \frac{1}{K} \sum_{k=1}^{K} q(f^{(D_{m+1})}_*|\mathbf{x}^{(D_{m+1})}_*, \mathbf{S}^{(D_{m+1})}, \tilde{x}^{(D_m)}_*, \mathbf{Z}^{(D_{m+1})}),
\]

(21)

where \( \tilde{x}^{(D_m)}_* \) is the \( k \)-th sample of \( \tilde{x}^{(D_m)}_i \), the input to the last GP in the network. Again, when making predictions for the target variable, \( y_* \), one simply has to add the variance of the additive Gaussian noise to each component of the previous Gaussian mixture.

3. Related Work

A Gaussian mixture model (GMM) trained with the expectation-maximization algorithm has been proposed to impute missing values based on the acquired class \( 22 \ \& 23 \). Similarly, K-nearest neighbors (KNN) \( 24 \) has also been proposed
Figure 2: Missing GP architecture. It consists of $D_m$ GPs, where $D_m$ is the number of missing dimensions in the data. Each GP is used to impute the missing value in the dimension $d'$. The input of $GP^{(d')}$ are all other dimensions excluding $d$. The missing values of dimension $1,...,d-1$ are imputed using the predictions of the corresponding GPs. Black arrows show connections. Red arrows demonstrate log-likelihood computation. Dashed black lines are copying the information.
Algorithm 1 Training algorithm for MGP

Require: Training data $D$ and $D_m$ attributes with missing values, initial matrix of observed attributes $\hat{X}$, and $M$ inducing points for each layer.

Ensure: Optimal parameters of the model

Initialize model’s hyper-parameters $\theta$

while stopping criteria is False do

Gather mini-batch $mb$ of size $n$ from $D$

for $(x_i)$ in $mb$ do

Propagate samples and compute $\hat{f}_i^{(l)}$ for each layer $l$

end for

Estimate ELBO using (20) and the propagated samples $\hat{f}_i^{(l)}$:

$\hat{\mathcal{L}}_{MGP} \leftarrow \frac{N}{n} \times \log \mathbb{E} - \text{KL}$

Update parameters of the model using the noisy gradient of $\hat{\mathcal{L}}_{MGP}$

end while


to impute missing values. This method does not rely on a predictive model for the missing variable. However, its estimation accuracy is strongly affected by the number of neighbors. Self-organizing maps (SOM) [25] has also been used for data correction and imputation for continuous and categorical data. These techniques, i.e., GMM, KNN and SOM, do not require an iterative process to impute the missing values, unlike our method MGP. However, their performance is expected to be limited for the same reason. Specifically, the iterative process that MGP follows can use partial imputed information for some missing values to predict other missing values.

Multiple imputations using chained equations (MICE) [21] is another state-of-the-art algorithm that uses $S$ different imputation of missing values using $Z$ linear regression models. It considers variables with missing values as the dependent variable for each model. We compare results in our experiments with this technique showing improved results. We believe this may be due to the extra flexibility of GPs for missing value imputation compared to the linear regression models described.
Recently, more sophisticated methods such as Auto-encoders (AE) \cite{26, 27}, variational AE \cite{28}, and heterogeneous-incomplete VAE \cite{29} have been proposed to impute missing values. In general, AE based methods use neural networks to impute missing values. Generative adversarial network (GAIN) for missing data imputation \cite{30} is another method based on neural networks. In GAIN, a generator neural network is used to generate new values for missing values. Similarly, a discriminator neural network is used for training the discriminator efficiently. We compare our method MGP with GAIN imputation showing improved results. We believe the reason for this is that GAIN is expected to perform well in big datasets. By contrast, a GP based approach is expected to perform better in a small data regime. The reason for this is the robustness of the GP predictive distribution that incorporates uncertainty estimation about the predictions made.

There are a few studies on using GP based methods for imputing missing values. In \cite{31}, the authors converted the missing data imputation problem into a computational graph completion problem. Variables are denoted by the graph nodes and edges represent functions. The missing variables are replaced by the predictions of independent GPs that recover the unobserved variables in terms of the observed variables. This principle is similar to that of MGP. However, the way they operate is very different. They use Maximum a Posteriori (MAP) estimation to tune hyper-parameters of each GP instead of approximate marginal likelihood estimation. Moreover, they ignore the GP predictive variance and simply replace each missing value with the GP predictive mean \cite{6}. Moreover, the covariance function hyper-parameters are assumed to be given beforehand. Finally, unlike MGP, each GP does not receive inputs from a previous GP and is isolated. They do not consider the case of having several missing values associated with the same data instance, unlike MGP. In particular, \cite{32} proposes a combination of GP and VAE for imputing missing values. According to our knowledge, there is no study on imputing missing values using deep GPs \cite{14} nor SVGP \cite{11}. The proposed model from \cite{32} is used GP in the latent space of VAE to model time series and impute missing values. The model is exclu-
sively working on multi-variate time series data. Moreover, it has a fixed GP kernel which can not benefit from joint optimization. In our work, we use a network of SVGPs that resembles a deep GP to impute missing values after mean pre-imputation of missing values. MGP learns from the observed value of each attribute and, similar to what happens in MICE, it uses previously imputed missing values for this task.

4. Experimental Setup

We use five different data sets to evaluate the proposed method MGP. Table 1 describes the datasets. Four datasets are publicly available from UCI repository datasets [16]. The last dataset called TotalBrainVolume is a private dataset obtained from "Perinatal brain damage” group at Biomedical Research and Innovation Institute of Cádiz (INiBICA) Research Unit, Puerta del Mar University Hospital University of Cádiz, Spain. It is related to preterm infants and its different categorical and continuous attributes are the clinical information related to these infants. It initially contains 3.2 percent missing values. All the datasets are standardized using Z-score transformation method. All categorical variables are converted to continuous variables using one-hot encoding strategy. For each dataset, we generate five different splits, where 70 percent of the data are used for training, and the rest, 30 percent, are used for testing. Then, we randomly removed 10, 20, 30, 40 percents of the observed data in each dataset split to randomly introduce missing values. We report results for each different level of missing values. The performance of the proposed method, MGP, is compared to:

- **Mean**: The mean value of each variable is computed and used to impute missing values.
- **Median**: The median value of each variable is used to impute missing values.
• **KNN**: A K-nearest neighbor is used to estimate and replace the missing values. The number of neighbors is fixed to be 2 in all the problems.

• **GAIN**: Generative adversarial network for missing data imputation [30] is also used to compute the missing values. The number of iterations are fixed to 20,000. The $\alpha$ value is set to be 10, as recommended, and all the other specifications are similar to what is suggested in [30]. We observed that GAIN suffers from over-fitting and often does not perform well on previously unseen data.

• **MICE**: Multiple imputation using chained equations [21] is another state-of-the-art algorithm that has been used in this experiment. Linear regression is used to estimate each missing value and the number of repetitions used is 10.

• **SVGP**: Sparse variational Gaussian process [11], as described in Section 2.2. Missing values are estimated using mean imputation. The number of inducing points and the number of training iterations are fixed to be 100 and 10,000, respectively.

• **DGP**: Five layered deep Gaussian process, as described in [14], and in Section 2.3. Again, we use mean imputation to estimate missing values. The specifications are similar to SVGP.

• **MGP**: Our proposed method. It is also trained for a total of 10,000 iterations, except for the TotalBrainVolume and Parkinson datasets where 2000 iterations are used for training.

The mini-batch size for all GP based algorithms is 100. All GP based methods and GAIN are optimized using Adam [33] and a learning rate equal to 0.01. We use 20 samples when training and testing in all GP based methods. All the experiments have been executing using two RTX A5000 GPUs (24 Gb), available at INiBICA.
Table 1: Characteristics of the datasets.

| Dataset       | N   | d  |
|---------------|-----|----|
| Protein       | 45,730 | 10 |
| KeggD         | 53,414 | 23 |
| KeggUD        | 65,554 | 28 |
| Parkinson     | 1,040  | 24 |
| TotalBrainVolume | 867   | 31 |

Although most of the methods described can be used to predict a target variable $y$ associated to each dataset, in our experiments we focus exclusively on missing value imputation. That is, we try to predict all missing values present in the data and do not consider a target variable $y$ to be predicted. That is straight-forward to do in our proposed method, MGP, and other approaches we compare with. In DGP and SVGP (SVGP is just a DGP with one layer) we simply have at the output layer $D$ different GPs, one for each attribute with missing values. We then have a likelihood factor for each observed attribute.

We compare all methods in terms of the root mean squared error of missing value imputation in the test set. Namely,

$$RMSE = \sqrt{\frac{1}{D} \sum_{d=1}^{D} \frac{1}{N} \sum_{i=1}^{N} (X_{i}^{d} - X_{i}^{d'})^2}$$  \hspace{1cm} (22)$$

where $X_{i}^{D}$ is the $i$th true missing value and $X_{i}^{d'}$ is $i$th estimated value at dimension $D$. In the GP based methods we use the mean of the predictive distribution as the model’s prediction.

In all these experiments, we focus on regression inside each layer of MGP. However, one can use classification GPs, besides regression, whenever the output is binary, as in [14]. This also happens in the case of SVGP and DGP.

5. Results and Discussion

Tables 2 to 5 show the RMSE for each method after randomly removing 10%, 20%, 30% and 40% of the values from the data, respectively. We observe that
the proposed algorithm MGP, most of the times, has a better performance than the other methods on each dataset. Figure 3 shows similar results graphically for each dataset and each level of missing values.

In general, mean and median imputation based methods are the worst methods in all cases. KNN on KeggD, and TotalBrainVolume datasets has a comparable accuracy to GP based methods, while in KeggUD, Parkinson and Protein its performance is worse. MICE imputation is close to MGP in KeggD and Parkinson. GAIN method’s performance is between that of SVGP and the mean imputation method. SVGP and DGP perform similarly to each other on small dataset, i.e., Parkinson and TotalBrainVolume. In the other datasets DGP is better than SVGP. MGP has very good accuracy when the level of missing values is low and, as this level increases, its performance becomes closer to its GP-based variants and MICE.

To get overall results, we computed the average rank of each method across all datasets splits and levels of missing values. In particular, if a method obtains the best performance for a dataset split and level of noise, it gets rank 1. If it obtains the second best performance, it gets rank 2, etc. Figure 4 shows the average rank of each method. Following [34], we carried out a Nemenyi pot-hoc test to look for statistical differences between average ranks. If the average ranks of two methods are far apart one from another by a distance bigger than the critical distance (CD) shown in Figure 4, the differences are statistically significant. The critical distance is computed in terms of the number of methods compared, 8, and the number of datasets and splits considered. Namely, $5 \times 5 = 25$. The reason for this is that the missing values are different in each dataset split. We observe that mean and median imputations are the worst methods, overall. According to Figure 4, MGP is the best performing method overall, followed by DGP and MICE, which have similar overall performance. SVGP, KNN, and GAIN perform similarly, and the same happens for mean and median imputation.

Figure 5 to 8 show similar results for each different level of missing values. Namely, 10%, 20%, 30% and 40%, respectively. We observe that in general
the results are similar to those of Figure 4 and MGP is the best method overall. However, when the level of missing values increases to 40% the differences between MGP, MICE and DGP become smaller.

Our MGP implementation is coded using PyTorch and is publicly available.

Table 2: Average RMSE values for 10% missing values. The numbers in parentheses are standard errors. Best mean values are highlighted.

|       | Protein | KeggD | KeggUD | Parkinson | TBV  |
|-------|---------|-------|--------|-----------|------|
| Median| 1.13(0.02) | 0.90(0.04) | 1.09(0.01) | 1.09(0.08) | 0.98(0.05) |
| Mean  | 1.11(0.02) | 0.87(0.04) | 1.06(0.01) | 1.07(0.08) | 0.93(0.04) |
| KNN   | 0.73(0.03) | 0.27(0.02) | 0.73(0.04) | 0.80(0.06) | 0.69(0.06) |
| MICE  | 0.51(0.03) | 0.29(0.03) | 0.29(0.01) | 0.47(0.03) | 0.59(0.02) |
| GAIN  | 0.65(0.05) | 0.48(0.11) | 0.51(0.02) | 0.68(0.04) | 0.75(0.04) |
| DGP   | 0.57(0.03) | 0.34(0.04) | 0.33(0.01) | 0.65(0.03) | 0.68(0.02) |
| SVGP  | 0.72(0.03) | 0.47(0.04) | 0.51(0.01) | 0.68(0.04) | 0.70(0.01) |
| MGP   | 0.47(0.04) | 0.23(0.04) | 0.17(0.02) | 0.43(0.05) | 0.46(0.05) |

https://github.com/BahramJafrasteh/MissingGPs
Figure 3: Average RMSE values obtained by the used methods in this study at various missing rates a) KeggUD, b) Parkinson, c) KeggD, d) Protein and e) Total brain volume. The error bar shows the minimum and maximum RMSE values obtained by each algorithm.
Figure 4: Average rank of each method alongside with the corresponding critical distance on all datasets and splits when considering all levels of missing values 10%, 20%, 30% and 40%.

Figure 5: Average rank of each method alongside with the corresponding critical distance on all datasets and splits when considering the level of missing values 10%.

Figure 6: Average rank of each method alongside with the corresponding critical distance on all datasets and splits when considering the level of missing values 20%.
Figure 7: Average rank of each method alongside with the corresponding critical distance on all datasets and splits when considering the level of missing values 30%.

Figure 8: Average rank of each method alongside with the corresponding critical distance on all datasets and splits when considering the level of missing values 40%.
Table 3: Average RMSE values for 20% missing values. The numbers in parentheses are standard errors. Best mean values are highlighted.

|            | Protein | KeggD | KeggUD | Parkinson | TBV   |
|------------|---------|-------|--------|-----------|-------|
| Median     | 1.15(0.03) | 0.95(0.04) | 1.16(0.03) | 1.14(0.06) | 1.10(0.04) |
| Mean       | 1.13(0.03) | 0.93(0.04) | 1.13(0.03) | 1.12(0.05) | 1.03(0.03) |
| KNN        | 0.97(0.04) | 0.32(0.02) | 0.81(0.04) | 0.88(0.03) | 0.83(0.03) |
| MICE       | 0.49(0.03) | 0.37(0.01) | 0.37(0.02) | 0.59(0.03) | 0.86(0.03) |
| GAIN       | 0.68(0.08) | 1.16(1.37) | 0.57(0.01) | 0.72(0.04) | 0.90(0.04) |
| DGP        | 0.54(0.03) | 0.38(0.07) | 0.37(0.03) | 0.68(0.03) | 0.76(0.03) |
| SVGP       | 0.64(0.02) | 0.51(0.07) | 0.52(0.03) | 0.68(0.04) | 0.78(0.03) |
| MGP        | 0.50(0.03) | 0.28(0.04) | 0.24(0.03) | 0.48(0.03) | 0.61(0.02) |

Table 4: Average RMSE values for 30% missing values. The numbers in parentheses are standard errors. Best mean values are highlighted.

|            | Protein | KeggD | KeggUD | Parkinson | TBV   |
|------------|---------|-------|--------|-----------|-------|
| Median     | 1.23(0.06) | 1.04(0.02) | 1.23(0.01) | 1.25(0.06) | 1.25(0.02) |
| Mean       | 1.21(0.06) | 1.02(0.02) | 1.20(0.01) | 1.23(0.06) | 1.17(0.02) |
| KNN        | 1.20(0.03) | 0.43(0.03) | 0.87(0.05) | 1.02(0.04) | 0.98(0.02) |
| MICE       | 0.56(0.06) | 0.43(0.01) | 0.44(0.03) | 0.67(0.06) | 0.93(0.08) |
| GAIN       | 0.77(0.18) | 0.64(0.07) | 0.69(0.01) | 0.92(0.05) | 1.07(0.04) |
| DGP        | 0.59(0.06) | 0.43(0.02) | 0.42(0.02) | 0.80(0.05) | 0.89(0.02) |
| SVGP       | 0.68(0.06) | 0.56(0.02) | 0.55(0.02) | 0.80(0.05) | 0.90(0.02) |
| MGP        | 0.58(0.06) | 0.39(0.02) | 0.31(0.02) | 0.64(0.06) | 0.79(0.03) |
Table 5: Average RMSE values for 40% missing values. The numbers in parentheses are standard errors. Best mean values are highlighted.

|        | Protein | KeggD  | KeggUD | Parkinson | TBV    |
|--------|---------|--------|--------|-----------|--------|
| Median | 1.31(0.05) | 1.11(0.05) | 1.32(0.01) | 1.34(0.06) | 1.33(0.02) |
| Mean   | 1.29(0.05) | 1.08(0.05) | 1.30(0.01) | 1.31(0.05) | 1.27(0.02) |
| KNN    | 1.26(0.04) | 0.52(0.03) | 0.92(0.03) | 1.11(0.05) | 1.11(0.01) |
| MICE   | 0.61(0.03) | 0.48(0.03) | 0.47(0.01) | 0.72(0.03) | 1.06(0.12) |
| GAIN   | 0.90(0.13) | 0.71(0.06) | 0.85(0.04) | 1.09(0.10) | 1.23(0.09) |
| DGP    | 0.63(0.05) | 0.50(0.07) | 0.47(0.01) | 0.86(0.04) | 0.98(0.02) |
| SVGP   | 0.72(0.05) | 0.63(0.09) | 0.61(0.02) | 0.87(0.05) | 1.00(0.02) |
| MGP    | 0.65(0.05) | **0.47(0.04)** | **0.39(0.02)** | **0.73(0.06)** | **0.97(0.01)** |

6. Conclusions

We have presented a novel hierarchical composition of sparse variational GPs to impute missing values, inspired by deep GPs and recurrent GPs. The proposed method, called missing GP (MGP), has been evaluated on four UCI benchmark data sets and on one real-life private medical dataset, where 10, 20, 30, and 40 percent of the data attributes contain missing values.

In our experiments, we observed a statistically significant better performance of MGP than other state-of-the-art methods for missing value imputation. Namely, KNN, MICE, GAIN, and mean and median imputation. We also observed that MGP provides better results than other methods, i.e., deep GPs and sparse variational GPs (SVGP). In particular, when the fraction of missing values is not very high. By contrast, when this fraction is high, we believe that there is not enough data to train the sparse GPs inside MGP and the gains obtained are better, but not as significant.

In our work, we used only regression GPs inside MGP. However, it is also possible to use a combination of classification or regression layers to impute missing values with binary attributes. This will make approximate inference more
challenging since the Bernoulli distribution is not re-parametrizable. However, it may be possible to leave the binary attributes as the last ones in the hierarchical structure of MGP so that their output is not used for the imputation of other variables.
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