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Abstract
A renewed interest in data analytics and decision support systems in developing automated computer systems is facilitating the emergence of hybrid intelligent systems by combining artificial intelligence (AI) algorithms with classical modeling paradigms such as mechanistic modeling (HIMM) and agent-based models (iABM). Data analytics have evolved remarkably, and the scientific community may not yet fully grasp the power and limitations of some tools. Existing statistical assumptions might need to be re-assessed to provide a more thorough competitive advantage in animal production systems towards sustainability. This paper discussed the evolution of data analytics from a competitive advantage perspective within academia and illustrated the combination of different advanced technological systems in developing HIMM. The progress of analytical tools was divided into three stages: collect and respond, predict and prescribe, and smart learning and policy making, depending on the level of their sophistication (simple to complicated analysis). The collect and respond stage is responsible for ensuring the data is correct and free of influential data points, and it represents the data and information phases for which data are cataloged and organized. The predict and prescribe stage results in gained knowledge from the data and comprises most predictive modeling paradigms, and optimization and risk assessment tools are used to prescribe future decision-making opportunities. The third stage aims to apply the information obtained in the previous stages to foment knowledge and use it for rational decisions. Although still incipient, HIMM and iABM form the forthcoming stage of competitive advantage. HIMM may not increase our ability to understand the underlying mechanisms controlling the outcomes of a system, but it may increase the predictive ability of existing models by helping the analyst explain more of the data variation. The scientific community still has some issues to be resolved, including the lack of transparency and reporting of AI that might limit code reproducibility. It might be prudent for the scientific community to avoid the shiny object syndrome (i.e., AI) and look beyond the current knowledge to understand the mechanisms that might improve productivity and efficiency to lead agriculture towards sustainable and responsible achievements.

Lay Summary
Data analytics have evolved remarkably. This paper discussed the evolution of data analytics from a competitive advantage perspective within academia and illustrated the combination of different advanced technological systems in developing hybrid intelligent mechanistic models (HIMM). Data analytics tools are divided into three stages. The first stage (collect and respond) ensures that data are correct and free of influential data points, and it represents the data and information phases for which data are cataloged and organized. The second stage (predict and prescribe) results in gained knowledge from the data and comprises most predictive modeling paradigms, and optimization and risk assessment tools are used to prescribe future decision-making opportunities. The third stage (smart learning and policy making) aims to apply the information obtained in the previous stages to foment knowledge and use it for rational decisions. Although still incipient, HIMM form the forthcoming stage of competitive advantage. HIMM may not increase our ability to understand the underlying mechanisms controlling the outcomes of a system, but it may increase the predictive ability of existing models by helping the analyst explain more of the data variation. The scientific community needs to resolve the lack of transparency and reporting of artificial intelligence for code reproducibility.
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Introduction
The interest in data collection and analysis began with the advancements in digital computing driven by powerful computer algorithms and specialized software to manipulate and process data since the mid-1980s when they became more accessible to the public. Recently, data analytics gained impetus fueled by big data, cloud networking, artificial intelligence (AI), and increased competition among organizations (Herden, 2020) at the industry and university levels. Data analytics and decision support systems (DSS) are tightly connected; DSS results from building insights gained from data analytics into an automated form (i.e., a dedicated computer...
tool) to solve specific problems or defined goals. Decision support systems, however, predate data analytics, and they have been applied for communications-driven, data-driven, document-driven, knowledge-driven, and model-driven applications when digital computing became broadly available in the 1960s (Power, 2008). Animal scientists were introduced to DSS in the 1970s when academics began developing nutrition models from accumulated scientific knowledge (Tedeschi et al., 2014; Tedeschi and Fox, 2020). Nevertheless, it has been a road full of hurdles, and many failures in DSS adoption have been documented (Newman et al., 2000) during this journey. The expectations for DSS to solve all problems within a production context were too high, in part because data had limited availability, computational processes were still rustic to the desired outcome, and there was a lack of proper training of the workforce, more specifically the next generation of students that could have made the difference between success and failures in using this technology. Given the increased availability of data through precision livestock farming initiatives (Tedeschi et al., 2021), improved data visualization (Morota et al., 2021), and AI (Wang et al., 2021), the expectations have been renewed with data analytics sparking new motivations to develop more powerful DSS by combining different tools to understand (and apply) the data.

Experimental design (Stanley, 1957) and statistical methods (Michael et al., 1957) have been around since the 1940s, after classical works by William Gossett and Sir Ronald Fisher were published to illustrate the basics of statistical inference (Cochran and Cox, 1957; Snedecor and Cochran, 1971; Steel and Torrie, 1960). The fundamental knowledge has not changed; it will forever be. What is changing is the emergence of new analytical techniques that allow us to perform faster data analysis using more extensive, dynamic databases brought about different ways to collect data, better and faster ways to store digital data, and faster computers and algorithms to analyze the data (Tedeschi, 2019; Tedeschi et al., 2021). There is nothing wrong with “old statistical methods”; digital devices and their ever-increasing processing speed have facilitated data collection, storage, compilation, and analysis. Researchers have more diverse data being collected that was unforeseen in the 1940s; thus, data analytics are changing, and existing statistical assumptions might have to be re-assessed.

Variations in the definition of analytics exist (Holsapple et al., 2014), and they are usually oriented toward their purpose of use, mainly for business applications. Holsapple et al. (2014) condensed data analytics as a technique “concerned with evidence-based problem recognition and solving that happen within the context of business situations.” Tedeschi (2019) defined data analytics from a model-building perspective as “the process of examining data sets to obtain relationships among variables and to draw conclusions from the information therein” through the use of statistical tools. From a business perspective, analytics comprises one or more quantifiable approaches used to extract meaningful information from data in developing technological systems to assist in decision-making. Davenport and Harris (2017) assigned four different categories to drive decisions and actions in technological systems, as follows: descriptive, predictive, prescriptive (or forecasting), and autonomous (or self-ruling or self-learning), and their level of sophistication usually goes from basic for descriptive systems to complex for self-learning systems. Figure 1 depicts a revised evolution of different technological systems based on Davenport and Harris’ (2017) sketch of businesses’ relative competitive advantage for data analytics and different levels of technological sophistication. In general, the greater the technological sophistication (i.e., knowledge formation and data analytics acuity), the greater the competitive advantage is expected (i.e., more helpful and insightful information is obtained from the data).

Although AI has been frequently assigned to the most recent group of technological tools for data analytics (i.e., learning and policy making) to increase operational efficiency, the implementation of AI can be challenging and costly. A learning period is necessary to get the most impactful and powerful benefits of AI, i.e., the monotonous, tedious, and time-consuming tasks requiring the processing of large amounts of data collected through automation and sensor technology (Tedeschi et al., 2021). Given its effective and efficient attributes to find patterns in larger data sets, AI (either machine learning, ML; or deep learning, DL) can process data to assist in finding trends to forecast outcomes, but current AI algorithms cannot still explain why and how a result was reached, i.e., AI by itself cannot provide insightful knowledge that leads to wisdom (Tedeschi, 2019). Figure 2 illustrates the relative assessment of the suitability of AI within each phase of the data-information-knowledge-wisdom (DIKW) structure (Ackoff, 1989; Tedeschi, 2019).

This paper aims to briefly examine the evolution of data analytics to gain insights from a competitive advantage perspective within the context of scientific research and to illustrate the combination of different advanced technological systems (i.e., model paradigms) in developing hybrid intelligent mechanistic models (HIMM) to support sustainable animal production systems.

**Competitive Advantage in Animal Production Systems**

Davenport and Harris (2017) and Herden (2020) provided comprehensive discussions about using data analytics for competitive advantage from a business perspective. Figure 1 illustrates the competitive advantage of different analytical tools for various science fields. As the world becomes more complex in analytics, the aim is to squeeze the data to get more valuable information in such a competitive environment. Figure 1 also depicts an exponential, sequential progression of analytical tools when, in fact, it might be better represented by branched advancements in which there are different branches of data analytics along with their particular dependencies, changes, and improvements over time. Typical questions that need to be answered before using such technological systems include what we can learn from the data? Do we need more data? Are there different viewpoints on the data? Which level of competitive advantage (i.e., sophistication complexity) needs to be employed?

**Collect and respond**

Regardless of the aimed level of analytics sophistication, the raw data cleaning up phase is the first step in data analytics. The analyst has to decide on the robustness of the data and how far (analytics progression) they can go with the data in hand. Therefore, although tiresome, determining and identifying ways to remove outliers, leverage, incorrect, and missing data are essential to establish the truth about the data. Critical information includes variable characteristics (e.g., mean, deviation, and distribution) and their relationships...
among other variables (e.g., correlation and covariance). The analyst seeks the genuine relationship among variables to discover and form new knowledge for future wise decisions. Although the DIKW concept and competitive advantage are not synonyms, they are complementary and provide vital steps in the learning process. They explore different niches of data and information analysis.

The collect and respond phase occurs in the early steps of data analytics, and it comprises the most basic technological systems of competitive advantage (Figure 1). It provides the steps necessary for the data and information in the DIKW pyramid (Figure 2). Although often neglected, data collection is the most critical step. Errors during this step can sometimes be adjusted or eliminated, but questions will constantly challenge the validity of the removal of data points that do not comply with a perceived trend or outcome. Thus, it is of utmost importance to ensure the correctness of the data during the collection phase before any data manipulation is performed. Once the correctness of the data has been confirmed and ill-positioned data points still exist, there are powerful statistical tools to deal with such data points (outliers), including leverage, studentized and semi-studentized residue, PRESS (prediction sum of squares) criterion, and the studentized deleted residue (Kutner et al., 2005; Neter et al., 1996). Correct data are necessary not only for future analytics but also to describe and provide insights into what has happened and uncover the relationships among variables.

Extreme and influential points are usually identified with DFFITS influential statistics (i.e., the difference between fitted values with and without the $i$th data point), Cook’s distance, and BFBETAS (i.e., the difference between regression parameters with and without the $i$th data point) measure (Kutner et al., 2005; Neter et al., 1996), or specialized calculations such as Rosner’s test for detecting up to $k$th outliers (Gilbert, 1987; Rosner, 1975, 1983). However, these statistics are valid for a known statistical regression in which specific data points are tagged as outliers or influential points, assuming a particular relationship between dependent and independent variables. These methods rely almost exclusively on a given distribution, and they single out data points that do not fit the expected pattern, usually a symmetric shape. In this sense, multicollinearity diagnosis (i.e., variance inflation factor, VIF) is also handy to identify independent variables that are highly, mutually correlated among themselves (Kutner et al., 2005; Neter et al., 1996). From a simplistic modeling perspective, the removal of VIF might be the first step to increasing model identifiability (Boston et al., 2007; Godfrey and DiStefano, 1983; Tedeschi and Boston, 2010). Alternatives to identifying outliers and influential points exist for those that do not follow a specific distribution or have an asymmetric shape. Tukey’s (1977) proposed the boxplot (i.e., box-and-whisker plot) to provide a graphical representation of the data without any formal assumption about its distribution (or depending
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**Figure 1.** Evolution of technological systems based on their competitive advantage against the level of sophistication. The size of the circles is relative to the magnitude of technology and the cumulative specialized knowledge on how to acquire insights from data and information analysis. Based on Davenport and Harris (2017).
on statistics that assume a given distribution). It is used as an exploratory graphical tool to obtain nonparametric statistical information and analyze the distribution (Friedman and Stuetzle, 2002). Tukey (1977) insisted that “there is no excuse for failing to plot and look” because “the greatest value of a picture is when it forces us to notice what we never expected to see.” Data visualization is a must in data analytics, and nowadays, there are many ways to graphically analyze data (Morota et al., 2021; Weissgerber et al., 2017). As shown in Figure 3, the boxplot is a rectangle that contains five statistics of interest: the minimum and maximum values (excluding outliers), the first and third quartile, and the median (second quartile) of the data. The minimum and the maximum values are represented by whiskers’ lengths below and above the rectangle (i.e., box). The first quartile separates the lowest 25% of data from the highest 75% of data, and the third quartile divides the lowest 75% of data from the highest 25% of data. The difference between the first and third quartiles is called the interquartile range (IQR). Data greater (or lower) than 1.5 × IQR (i.e., inner fences) are considered suspected outliers (solid circles; Figure 3), and those greater (or lower) than 3 × IQR (i.e., outer fences) are outliers (empty circles; Figure 3). The average is usually shown in the boxplot as an asterisk. A normally distributed data would have the median and the average in the middle of the boxplot’s rectangle sketch, and the whiskers would be of similar length, without (or few) outliers. Skewness closer to zero indicates an even distribution, and kurtosis closer to three shows a distribution equal to a normal distribution. Tukey’s method is quite effective for large databases, but a transformation might be necessary for highly skewed data. There is no clear explanation why Tukey used 1.5 × IQR and 3 × IQR to separate potential outliers from outliers. It is possible that large datasets or datasets with different distributions might need different thresholds. Furthermore, some methods might have limitations; Rosner’s test for detecting outliers is limited to up to 10 outliers. Given the assertions of R. C. Geary, E. S. Pearson, and others that normally distributed data are an illusion; it never existed, and it will never be (Tiku and Akkaya, 2004), the question remains, how effective are these methods to detect outliers when the data cannot be deemed normally distributed or when the number of data points surpasses a given threshold?

There are other methods to deal with outliers when removal is not an option. Typical robust regression methods include the median to estimate the slope and intercept (Andrews, 1974; Theil, 1992). The so-called Theil-Sen approach developed in the 1950s (Sen, 1968; Theil, 1950a, b, c) has since been used for fitting single and multiple linear regressions when outliers exist (Andrews, 1974; Siegel, 1982), but it was not likely the first mention of using the median for fitting linear regression. Wald (1940) proposed separating the data points into two groups depending on the median of X values—then computing the slope between two points: the means of X and Y for the group on the left of the median of X and another for the group on the right of the median of X. Wald’s (1940) ideas likely generated sufficient interest in using the median rather than the mean for fitting linear regressions. Subsequently, other researchers have expanded on using the median to circumvent the problems caused by outliers when fitting regressions (Walters et al., 2006). However, more elaborated methods based on different measurements of scale and location (Andrews et al., 1972) with higher breakdown values were developed to ignore or minimize the impact of outliers on the parameter estimates of regressions, including quantiles, winsorized mean, trimmed mean, M-measures with diverse influence functions (e.g., Huber, Andrews, Hampel, and biweight) to list a few. Breakdown value (or point) measures the robustness of an estimator against the presence of outliers; it indicates the smallest fraction of contaminants in a sample that causes the estimator to break down (Hubert and Debruyne, 2009). Thus, the so-called robust regression analysis became essential in curbsiding outliers and extreme data points to obtain robust estimates with high breakdown values (Wilcox, 2012). G. E. P. Box firstly introduced the technical term robust in 1953, but only in the 1960s it gained some popularity, and yet it was deemed inexact and “dirty” (Huber and Ronchetti, 2009). Nonetheless, the efficiency of the Theil-Sen approach for small sample size datasets is still acceptable compared with different robust regression approaches (Wilcox, 1996), given its reasonably high breakdown point and a bounded influence function.
animal production has vastly benefited in the last 50 years though it could be considerably expanded (Tedeschi, 2019; White et al., 2018). Specific disciplines in animal production are more suitable for predictive modeling than others, but it depends on the discipline’s flexibility and acceptability to recognize and incorporate modeling as a valuable tool for data analytics. The nutrition and metabolism domains, for instance, have benefited tremendously from predictive models (Baldwin, 1995; Tedeschi and Fox, 2020), in part because of the worldwide respect of publications by the National Academies of Sciences, Engineering, and Medicine (NASEM) through their National Research Council’s (NRC) Nutrient Requirement series (NASEM, 2016; NASEM, 2021; NRC, 2007a; NRC, 2007b; NRC, 2012), and in part because of the industry’s need to increase the standardization and quality of their animal products as well as profits for more competitive production scenarios. In that sense, knowing when feedlot animals will achieve their most profitable point, given their carcass composition and maturity degree (Tedeschi et al., 2004), requires accurate predictive models for animal growth (Anim-Jnr et al., 2020; Hoch and Agabriel, 2004; Pettigrew, 2018; Tedeschi et al., 2004). Epidemiological models have gained considerable interest given the increasing concerns of zoonotic diseases disrupting the animal production sector (Manjoo-Docrat, 2022; Wisnieski et al., 2021) and their possible impact on humans, including the most recent concern about antimicrobial resistance (Chantziaras et al., 2014; Spicknall et al., 2013).

Comprehensive discourses about developing and evaluating predictive models abound in the scientific literature (Burnham and Anderson, 2002; Deaton and Winebrake, 2000; Dym, 2004; France and Thornley, 1984; Haefner, 2005; Hannon and Ruth, 1997; Heinz, 2011; Kuhn and Johnson, 2013). A consensus about the most critical steps in predictive model development and evaluation among these publications include (1) defining the scope and purpose of the mathematical model, (2) establishing the physical or virtual boundaries of the problem, (3) identifying endogenous and exogenous variables to the problem and their relationships, (4) developing datasets for model development and model evaluation that are representative and independent of each other, and (5) re-engineering the mathematical model after the gaining-insight step is done. These critical steps require meticulous planning and diligent thinking, but data partitioning between the development and evaluation stages has often resulted in contentious debates when data are scarce or limited. Such problems might be minimized or wholly eliminated with big data, but, even in that case, it still has to be partitioned between training, revising, and evaluation datasets (Tedeschi, 2006; White et al., 2018). Bootstrap and cross-validation techniques (Efron and Tibshirani, 1998) have frequently been employed to split the data for development/evaluation or training/revising/testing schemes.

After a predictive model is developed, calibrated, and evaluated for specific production conditions, the analyst might be interested in finding the optimum solution given the resources in hand, such as diet formulation to maximize profit, the number of animals in pen to minimize disease transmission, the combination of breeds to maximize milk protein composition. The optimum solution is usually achieved through optimization and mathematical programming, a field of study belonging to a branch of mathematics called operations research that has progressed tremendously since the mid-1990s.

**Figure 3.** A graphical representation of boxplot (box-and-whisker plot) showing potential outliers and extreme points beyond the 1.5 times the interquartile range (IQR), i.e., end of the whiskers. Based on Tukey (1977).
The optimum solution lies in finding the ideal combination of available resources to meet specific criteria (i.e., constraints) while minimizing (or maximizing) a function (i.e., objective function). Several mathematical programming and methods to solve optimization problems exist (Floudas and Pardalos, 2009), but the most commonly used are linear or nonlinear programming, multiobjective or fractional programming, and dynamic programming (Tedeschi and Boin, 2023). The literature about optimization and mathematical programming is vast (Dryden, 2008; Karloff, 2009; Luenberger and Ye, 2008; Saigal, 1995; Sniedovich, 2010; Vajda, 1981), and many applications in livestock production have been expounded (Tedeschi and Boin, 2023).

Smart learn and policy making
This phase comprises the last stage in the DIKW concept (Ackoff, 1989; Tedeschi, 2019). It aims to apply the information obtained in the previous phase to foment knowledge and use it for rational decisions. It involves managers integrating and applying the knowledge, incorporating field experiences (combinations of success and failures), learned process delays, and expected and unintentional outcomes typically created by feedback in complex dynamic systems. From a business perspective, profits are realized based on competitive market analytics and how effectively knowledge gained by individuals within an organization is integrated (Herden, 2020). From an animal production perspective, it encompasses the fine tuning of diet formulation given the target animal’s performance after the supply of primary nutrients and the logistics of diet delivery are fulfilled; the strategic selection of sires and breeds given the composition of the herd and the production objectives; and the decision about herd size and allocation of grazing animals within pasture raising conditions to satisfy sustainability concerns over time to list a few examples. However, a sustainable competitive advantage only occurs after continuous use of technological systems and acquiring new knowledge through independent data collection and its use within the DIKW context. Knowledge management (and its application towards received wisdom) is critical to the success of scientific understanding, but determining the boundaries of how far to go to get them requires persistence and resilience (Grant, 1996; Rich and Duchessi, 2004). Understanding these boundaries calls for old scientific concepts and existing data sets to be re-generated for validation and confirmation purposes (of the concepts) and enrichment of scientific knowledge, i.e., additional independent data with new variables, and perhaps renewed or improved methodological techniques for data collection too. Certain modeling paradigms have been used alone (Gerrits et al., 2021; Nicholson et al., 2011; Stephens, 2021; Tedeschi et al., 2011) or in combination (Kim et al., 2019) to understand knowledge management, but, so far, few have combined AI with other modeling paradigms likely because it requires complicated and continuous interactions between the paradigms that are demanding computationally. Commonly applied modeling methodologies and paradigms include system dynamics (Forrester, 1961, 1971, 1973; Sterman, 2000), agent-based modeling (Grimm and Railsback, 2003; Railsback and Grimm, 2011), discrete models (Law, 2007), and stochastic models (Birge and Louveaux, 1997; Guttrop, 1995). When developing mechanistic models, combining two or more methodologies and paradigms is also possible; it depends on the scope and purpose of the model: whether to model the trees or the forest, but without losing sight of the forest for the trees, i.e., being too focused on details and missing the big picture. Although the user can gain insights into the behavior of the problem in question, these model paradigms per se do not use any learning algorithm, i.e., it does not create rules, it simply follows the rules embedded in them.

Although the improvements in MM and the development and advent of different methodologies (e.g., system dynamics, agent-based modeling) facilitate the understanding of feedback loops and agent interactions, our ability to improve the mechanistic model’s predictability is limited to the inputs availability and de novo conceptualization of the intricate, existing relationships among inputs (endogenous and exogenous to the problem). There are other inherent limitations to mechanistic models that we may not overcome. In ruminal nutrition, such limitations include the dependency of degradation rates on the methodology (i.e., in situ or in vitro) and how much of the gastrointestinal tract recycled nitrogen is, in fact, reused by ruminal microbes in an upcycling manner through anabolism (Eismann and Tedeschi, 2016). But, the passage rate is perhaps the most significant limiting factor in predicting nutrient digestibility in the rumen (Allen, 2019). The scientific community continues its never-ending pursuit of new technological options to solve persistent conundrums. Systems based on AI technology have been developed and deployed in diverse agricultural entrepreneurship worldwide. For instance, management decisions of a dairy farm can be made based on daily information (e.g., milking parlor, sensors, weather, economics, crops, genetics, and feed management) gathered from similar, representative dairy farms in the region using AI and data visualization (Ferris et al., 2020). Other applications include predicting the onset of disease in pigs given their feeding behavior, precise irrigation given soil water or crop status, or optimum nutrient management in crops (Sudduth et al., 2020), and epidemiological models to detect emerging health issues (VanderWaal et al., 2017). Computer vision associated with AI algorithms (Prince, 2013) has gained tremendous attention in the past five years, given the accessibility to high-quality cameras and speedy data collection, storage, and processing using DL algorithms, mostly based on variants of the convolutional neural network (Bezen et al., 2020; Borges Oliveira et al., 2021; Saar et al., 2022; Wang et al., 2021). But, the question then becomes, what might be the next steps in AI modeling besides improving AI methodology and algorithms?

Hybrid Intelligent Mechanistic Models
Several studies have compared different predictive analytics with AI, and the results have been mixed. For instance, Alves et al. (2019) compared multiple linear regression with ML (i.e., support vector ML, Bayesian network) to predict carcass traits and commercial meat cuts in lambs and reported that both could be used to pre-select input variables for an ML approach. Perhaps, hybrid models (mechanistic and AI) might provide better forecasting, interpretation, and comprehension of the predictions as it combines the conceptual features of MM with the speedy AI’s data handling attributes (Tedeschi, 2020). The missing link to foster the development of the next generation of computer modeling (Tedeschi and Menendez, 2020) that will spur an innovative technological wave in predictive analysis (Tedeschi, 2019) might be the combination of AI (a data-driven approach) with MM (a concept-driven
approach). Figure 4 depicts two approaches to combining AI with MM in developing HIMM. In the first approach, AI is embedded in the MM, and its primary purpose is to predict variables needed by the MM. Such variables can be user-inputted or predicted by AI. In this instance, AI is assisting the user to obtain variables that might be affected by multiple factors, and one can hardly guess its value without causing the type II error, i.e., accepting an incorrect value for the variable (Dean and Voss, 1999; Tedeschi, 2006), which has often been extrapolated to the type III error, i.e., using an irrelevant model (in our case variable value) and believe the outcome is true when, in fact, the model (or the variable) answers the wrong question or has the wrong value (Kimball, 1957; Kuhn and Johnson, 2013; Sokolowski and Banks, 2009). Examples for this case include the prediction of passage rate, which has been deemed a sensitive and hard-to-get variable in nutrition MM (Allen, 2019). The second approach, shown by the green arrow in Figure 4, has the MM embedded in the neural structure of the AI model. In this case, the MM is used to estimate an input to the AI model, but multiple MM variables could be linked into different parts of the AI structure. It is based on the fact that MM are developed based on underlying natural principles that govern the natural causes. Therefore, the MM prediction is expected to be based on solid ground with a strong bio-physicochemical foundation. Examples for this case include the prediction of degraded starch in the rumen by the mechanistic model and used to predict methane of an AI model.

Given the intrinsic dependency between AI and MM variables, solving HIMM might require an interactive approach at different instances of the model until a stable solution is achieved. Furthermore, the development of HIMM may not increase our ability to understand the underlying mechanisms controlling the outcomes of a system or a problem. However, it may increase the predictive ability of existing MM by helping the analyst explain more of the data variation. It may also help to validate AI predictions when AI is employed alone. This is because AI depends heavily on the quality of the data used to train its structure; ill-conditioned data will result in biased AI predictions (Tedeschi et al., 2021). It has become customary to affirm that AI needs big data and that big data needs AI. This affirmative is not wrong; it is the basis of the existence of AI. However, the scientific community cannot use the failures of AI predictions on the lack of data, begging for more data. This mutual dependency on AI and big data and the constant criticism of AI failures due to the lack of data are not inconsequent, and it may lead to a death spiral that never reaches an end, possibly culminating with the demise of AI. It begs the question, how much more data is needed, and can it be obtained sustainably and in a timely fashion?

Mertoguno (2019) has compared sequential (stacked) and parallel (intertwined) constructions for merging AI (statistical learning) and MM (formal reasoning), using different methods such as Markov Learning Network, Bayesian Logic, and DL. For instance, removing either the red or the green arrow in Figure 4 would result in a sequential AI-MM HIMM, whereas keeping both arrows yields a parallel AI-MM HIMM. Mertoguno (2019) explored the Learn2Reason concept inspired by Kahneman (2013), in which the decision-making process requires cognitive (statistical learning, AI-based approach) and deliberative (formal reasoning, MM-based approach) as separate but constantly interacting entities. Similar to our expectation of HIMM described above, the synergism of integrating statistical learning (i.e., AI) with formal reasoning (i.e., MM) would enable cross-checking between these entities, allowing for a better understanding of the systems or problem in hand.

The notion of combining different paradigms (i.e., modeling methodologies) to solve problems is not new; it has been exploited in the past as a component of integrated systems. Hybrid intelligent systems have been developed using neural networks (data driven), expert systems (concept driven), fuzzy logic (association techniques to non-numeric variables), genetic algorithms (optimization), and case-based reasoning since AI was initially developed in the mid-1960s (Medsker, 1995). Case-based reasoning is an exciting element of hybrid intelligent systems that use past problems to solve new ones; it is like a database of historical problems and solutions (Medsker, 1995). Given the current processing speed of digital computers, other more demanding modeling methodologies (i.e., agent-based or individual-based models) might become more attractive than MM to be associated with AI technology.

Intelligent agent-based models

Intelligent agent-based models (iABM) are stochastic models (i.e., agent-based) with AI elements embedded in them. This type of modeling has been frequently used for finding solutions to a problem or a question (i.e., some sort of optimization). ABM comprises computational models that simulate the actions and interactions among unique and autonomous agents to understand the behavior and outcomes of a system or problems, using multiple agents that interact among
themselves within a specific environment (i.e., boundary) (Railsback and Grimm, 2011; Wilensky and Rand, 2015). Each agent follows a set of rules to make intrinsically stochastic decisions based on some elements of game theory. Bonabeau (2002) believes that ABM is more a mindset used to describe a system based on the interactions of its elements rather than a technology. However, the essence of all models is to represent an analyst’s perception of real-life mathematics. The use of ABM to assess the impacts of climate change on species adaptation is growing among ecologists and biologists interested in conservation and management purposes, given their geographical distribution and persistence (Bioco et al., 2022).

Brearcliffe and Crooks (2021) include ML techniques (Evolutionary Computing, Q Learning, and State-Action-Reward-State-Action) into the ABM called Sugarscape, an artificial world game of 51 x 51 cell grid containing a renewable resource (i.e., sugar) for which agents can capture and metabolize. As a result, they can pollute, die, reproduce, inherit sources, transfer information, trade or borrow sugar, generate immunity, or transmit diseases (Epstein and Axtell, 1996). Simulations of the intelligent ABM model by Brearcliffe and Crooks (2021) (https://tinyurl.com/ML-Agents) suggested that ML methods can be integrated into ABM, but ML may not always yield the best results. Animal scientists are yet to adopt ABM to understand the grazing behavior of herbivores and how climate change can alter it, and iABM might be a more suitable approach.

Perhaps the widespread use of web-based ABM associated with AI (i.e., iABM) might expedite its adoption for a more holistic, inclusive approach to elucidate animal-plant-soil relationships within different ecosystems. However, it is not entirely clear whether iABM is developed to improve the predictability of animal impact on the environment or improve livestock feeding and management strategies to be more sustainable, or both. Bonabeau (2002) indicated that one of the benefits of ABM over other modeling paradigms is its ability to capture emergent phenomena besides being flexible and having a better interface with the nature of the systems (i.e., environment, agents, rules).

Final Remarks

There is no question that data analytics have evolved tremendously, and in some instances, the scientific community has not yet fully grasped the power (and limitations) of some tools. Given the speedy broadcast of AI and exponential interest by the scientific community in how to use AI in their specific field of study, many data-driven models (i.e., AI) have been created, but the lack of transparency and adequate reporting might have limited their reproducibility (Hutson, 2018). There is a chronic lack of open-science and open-data practices (Crüwell et al., 2019; Muñoz-Tamayo et al., 2022) that prevents widespread knowledge in agricultural sciences (Janssen et al., 2017). Thus, further development and adoption of AI might be limited to regionalized pockets and specific communities, preventing the dissemination of knowledge and impairing its reproducibility. Best practices for reporting AI research exist and should be followed (Arrthit et al., 2021; Heil et al., 2021; Mateen et al., 2020; Norgeot et al., 2020).

The relatively recent development and deployment of AI tools in agricultural sciences have become en vogue, bringing about the shiny object syndrome (SOS). The SOS provokes distraction from the bigger picture, causing agents to go off on tangents, searching for the most “flashy” technology rather than focusing on ready-to-be-used innovations and techniques already far down the pipeline that can provide authentic solutions to current problems. The SOS results in some attention deficit disorder at the organizational level because technologists cannot maintain a consistent direction of their perceived (desired) mission (Church et al., 2017; Roberts, 2011). In some social sciences, the recommendation has been to stay away from these shiny new objects in practice (Church and Silzer, 2016) until their practical efficiency and efficacy are proven. Thus, it seems prudent that the animal science community avoid the SOS by seeing beyond the frontiers of current knowledge to understand and control the mechanisms that govern (and limit) natural processes while improving productivity and efficiency to stewardship agriculture towards sustainable and responsible achievements. When associated with the perception that AI is today’s fashionable neural network and that optimism exist regarding AI real functionality, the question becomes who is working for who? Are we developing AI methods that will benefit human-kind by improving livelihoods, or will humanity work for AI by forever collecting data needed to improve its perceived predictability? The concept of AI is very powerful, but it is still under development. It is not the right time to abandon other modeling techniques yet; we still have a lot to learn from these different paradigms and how to integrate them.
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