Preprocessing methods for quantitative phase image stitching
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Abstract: Quantitative phase imaging of cell cultures and histopathological slides often requires measurements in large fields of view which is realized through the stitching of multiple high resolution phase maps. Due to the characteristic properties of phase images, careful preprocessing is crucial for maintaining the metrological value of the stitched phase image. In this work, we present various methods that address those properties. Our efforts are focused on increasing robustness to minimize error propagation in consecutive preprocessing steps.

1. Introduction

Quantitative Phase Imaging (QPI) constitutes a wide range of imaging methods that are increasingly improved and incorporated into biomedical research [1]. Most significant advantage of QPI is that it allows for the investigation of highly transparent objects without staining or fluorescent labeling, preserving neutral environment throughout measurement. This also implies lower costs of investigation, both in terms of preparation time and money. Furthermore, QPI provides results that are more than visual images – each image is a quantitatively accurate direct representation of phase delay introduced by the sample, so called optical phase difference (OPD). The most widespread and reliable QPI technique, which provided datasets for this work, is digital holographic microscopy (DHM) which allows for high spatial resolution phase image retrieval [2] at the cost of decreased field of view (FoV). Some QPI techniques like lensless holographic microscopy [3], Fourier ptychography [4] provide results with increased space-bandwidth product (SBP) – they achieve high resolution while maintaining unconventionally wide fields of view (FoV). Deep neural networks have also been recently proposed to increase the SBP of a conventional QPI technique (DHM) beyond physical limits of the optical system [5]. However, to fully utilize the benefits of a variety of QPI techniques it might be beneficial to combine them with image stitching – a broad and general technique that aims at producing large field of view image by fusing multiple small FoV images [6–9]. Such images are required to have overlapping regions – small regions at the margins of FoV to achieve data redundancy. This allows for the adjustment of mutual location of neighboring images in the process of image registration. Additionally, in case of phase images the overlapping regions allow for necessary corrections to be applied. The acquisition with the overlaps is achieved by motorized stage incorporated into the microscope setup, with movement steps slightly smaller than the single FoV size. Unfortunately, if the quantitative nature of phase images is to be maintained in full FoV, the stitching should not be applied directly – it requires preprocessing to address properties typical to phase images, namely the presence of systematic and variable aberrations as well as lack of common baseline OPD. Otherwise quantitative analysis of the stitched image is invalid. Especially the lack of common baseline OPD is important to correct, since the problem is present in all QPI techniques, regardless of optical system or sample stability. This problem was briefly mentioned in the work of Lee et al. [8] and later discussed in our previous work [9]. Lee et al. did not discuss the details of methodology used to perform the corrections. Other works,
earlier to ours and following ours, did not consider this issue [10–13] although Min et al. [10] and Lambert [13] refer to custom software used to process the images without disclosing the applied procedures.

This paper discusses three methods that may be used to correct the mentioned features while maintaining the quantitative aspect of stitched images. One of the methods is a modification of the previously proposed averaged multiple exposure (AME) method used to correct systematic aberrations, while the other two, together with proposed variants, are, to the best of our knowledge, novel solutions. We focused our efforts on increasing the robustness and reliability of proposed methods in comparison to the previously developed methods [9].

2. Features of phase images and the correction pipeline

The problems related to phase image stitching have been discussed in our previous publication [9], but a brief summary is given here to outline the features of the images, together with the explanation of the processing pipeline (Fig. 1) to prepare images for stitching. Particular methods used for each step are described in Sec. 3.

Fig. 1. Preprocessing procedure pipeline: a) General pipeline used throughout this work, with distinguished alternative paths. b) Visualization for each performed correction step. Systematic error and trends are exaggerated by a factor of 4 for visualization purposes.

The effects of aberrations generally result in image blurring and are present in both, QPI and non-quantitative imaging modalities. The aberration influence on the quality of imaging may be ignored when the aberrations are sufficiently small. However in QPI such small aberrations may nonetheless result in other effect which is the additive term which is overlaid on the measured phasemap. Because the term is additive it may be simply subtracted, once it is properly estimated, such as with the proposed methods. In the scope of this work we use the term aberrations only in such context.

Systematic aberrations, compensated with averaging-derived error map

Aberrations of the optical system are present in the reconstructed phase image. They appear as a curvature or debris from imperfect calibration measurement [14] and are invariable for all constituent images. Systematic aberrations are estimated once per full stitching measurement or less often in case of timelapse measurements if the system and sample are stable in the long
Aberration estimation proposed in this work is filtered AME (FAME, see Sec. 3.2.1), which produces a filtered averaging-derived image that represents a systematic error map.

Residual linear aberrations, compensated with estimated trends

Besides the systematic error, the residual aberration is present, due to short term system or sample instabilities. Such aberration is very well approximated by a linear trend, generally different for each image. The trend within each sub-image needs to be estimated and subtracted, otherwise it is very disruptive due to baseline unification explained further. Popular least-squares plane fitting (LSQ-PF) technique often fails to provide good results due to strong object dependence. Two presented methods address this issue, either by being more object-independent in case of gradient-based plane fitting (grad-PF, see Sec. 3.2.2) or by reference to data in overlapping regions in case of optimization-based simultaneous baseline unification and trend correction (opt-BT, see Sec. 3.3.2).

Lack of common baseline OPD, compensated with offset OPD values

Due to the nature of phase imaging, the QPI measurements are not represented in an absolute scale. This means that for a given phase image, the OPD is represented without any specified baseline, so the phase differences may initially be compared only within a single FoV. For example, object-free regions are a natural baseline (0 rad OPD), but even there, directly after phase retrieval, the OPD values are generally different for each image. Before stitching a common baseline needs to be established for all images, especially the ones that do not include an object-free region. Such a baseline is obtained by analyzing differences in the overlapping regions and subtracting estimated offset values from individual images. A proposed optimization-based baseline unification (opt-B) method to perform this correction is given in Sec. 3.3.1, while the mentioned opt-BT is discussed in Sec. 3.3.2.

The importance of the corrections outlined above is best explained by analyzing Eq. (1) [15] which relates the dry mass $M$ of the analyzed sample based to the obtained OPD:

$$ M = \frac{1}{\alpha} \int_S \bar{OPD}_o(x, y) ds = \frac{S_o}{\alpha} \langle \bar{OPD}_o \rangle $$

with:

$$ \bar{OPD}_o(x, y) = OPD_o(x, y) + E(x, y) $$

where: $\langle \square \rangle$ indicates the average value, $OPD_o(x, y)$ is the spatial distribution of OPD of the object such as a cell, $S_o$ is the area occupied by the object and $\alpha$ is the refractive index increment, which is a scaling factor that links the integrated $OPD_o$ introduced by the object with its dry mass. $E$ is the error term composed of both corrected errors such as systematic errors, phase trends and baseline error, as well as errors that are not accounted for. $OPD_o$ should be given in reference to the object-free area, thus the baseline unification plays a crucial role. However, both systematic errors and phase trends strongly influence the baseline unification procedure, due to its dependence on similarity of overlapping regions. Therefore, $E$ both directly and indirectly distorts the calculation of $M$, hence the importance of proposed corrections.

3. Methods

In this section three methods and their variants are introduced and discussed in detail. They allow to mitigate, the problems described in the previous section.

Since the methods presented here are preprocessing methods, the results are demonstrated on images tiled next to each other, without registration of the overlapping regions to correct positions of the images. This could be considered a limitation of the study since the optimization-based methods that rely on overlapping regions comparison may benefit on performing registration beforehand, however it should be acknowledged that the methods perform well even without it, hence simplifying the overall stitching procedure.
The methods are demonstrated on phase images retrieved from off-axis image-plane holograms captured by digital holographic microscope [2]. The objects were HaCaT cell cultures measured in the wound healing scenario [16] – an object is a dense cell culture with artificially created gap, free of cells. The measurement consists of timelapse capture to investigate cell growth, filling the wound region over time. The scene is particularly difficult for phase image stitching, because the cells and background create a well defined and regular boundary – it corrupts AME performed at a single time point and skews the results when LSQ-PF is applied at numerous single FoV images.

At our disposal were six datasets captured with the interval of 10 minutes over total time of approximately 24 hours, resulting in up to 144 time points of $5 \times 5$ images in each time point. Size of each FoV was $378 \times 456$ pixels or $359 \times 299 \, \mu m$. The size of the nominal overlapping region was 7% margin from each side.

3.1. Simulated datasets and quantitative assessment

In order to quantify the influence of the proposed corrections, we developed a simulated scene, composed of spherical objects randomly located within the big FoV. The example of this generated dataset and its components is presented in Fig. 2. Diminishing occurrence of the spheres simulates the cell gap present in experimental data. This phase image is divided into a $6 \times 6$ set of smaller images with 10% overlap. Each of the images is corrupted with systematic aberration term (third order Legendre polynomial) as well as random components: linear trend, baseline error. Legendre coefficients, slopes and baseline errors were drawn from uniform probability distribution between -1 and 1. The spatial dimensions of the images were also simulated in the range between -1 and 1. Such a dataset is then corrected with different sets of methods, and the process is repeated 50 times (each time with new random components) in order to statistically quantify the performance. It should be noted that due to non-uniform gradient of simulated spheres and their purely random location (the spheres do not collide) the character of the simulation is different compared with the experimental data, however this is not relevant for the comparative analysis of both previously known and the proposed methods.

![Fig. 2. Example of the simulated dataset preparation, with the initial data on the left, followed by added components of systematic aberrations, linear aberrations and offsets, with the resulting dataset on the right.](image)

Having full knowledge about the simulated object, we investigated two error metrics. The first one, $A$, is the root mean squared error (RMSE) of the objects OPD, divided by its maximum value and averaged over 50 simulations. Such an error summarizes local error to be expected at any given point of the stitched FoV.

$$A = \frac{\text{RMSE} \left( \text{OPD}_0 - \overline{\text{OPD}}_0 \right)}{\max(\text{OPD}_0)}_{50}$$  (2)
with \( \mathcal{H} \{\square\} \) indicating the operator of a given set of correction methods. The second metric, \( B \), is the absolute value of the relative cumulative OPD error, averaged over 50 simulations.

\[
B = \frac{\sum \text{OPD}_o - \sum \mathcal{H} \{\text{OPD}_o\}}{\sum \text{OPD}_o} \tag{3}
\]

Such an error estimates overall error to be expected while calculating the dry mass of all objects within the stitched FoV. We present these two metrics, expressed in percentages, at the end of each section describing the proposed methods.

Note that some combinations of the compared methods repeat between sections, for example the set of experiments corrected with FAME, grad-PF and opt-B is used separately for comparison with AME (labeled as FAME), LSQ-PF and opt-BT (in both cases labeled as grad-PF).

### 3.2. Single step methods

In this section we provide description and examples of the single step correction methods. In contrast to optimization-based methods from section 3.3, these methods require a single pass through the frames in order to estimate the correction term.

#### 3.2.1. Systematic aberration correction with filtered averaged multiple exposure

AME [9] is the systematic aberration estimation method where multiple phase images within the dataset are averaged. With a typical cell culture with cells randomly distributed over the FoV AME typically creates an accurate representation of the error map within a single time point (STP) of a timelapse measurement. However in some cases the estimated error term is corrupted due to strong phase contrast within the images – in our datasets captured in a wound healing scenario such regions are the edges of the wound. This problem is solved by extending AME on multiple time points (MTPs) by averaging measurements from different time points. However, such approach might cause different problem due the evaporation of the cell medium, resulting in slow movement of the parasitic fringes that are a virtually invariable within a single time point but vary significantly over a larger time range, causing unwanted features in the estimated error map.

The proposed solution is FAME, which consists of AME followed by image filtration of the obtained error term. Any filtration may be applied, although in the analyzed datasets the error had unwanted high-frequency features, thus the polynomial fitting approach has been used. This allows for the close approximation of the low frequency information captured by AME, while removing the parasitic fringe pattern that shifts in subsequent time points (see Fig. 3 a) vs b)). A possible drawback is that some high frequency information, such as debris from reference measurement [14], is often desired for removal. However, this may be addressed by carefully choosing the filtration method and properly selecting the time range where the averaging is applied.

Figure 3 shows the results of AME and FAME at MTPs and STP, where the FAME MTPs (Fig. 3(a)) provides best results – the background is smoother compared to Fig. 3(b), which is visible in the cross-sections. STP approaches (Fig. 3(c) and 3(d)) show very strong corruption by the high contrast wound edge. However, FAME and variable time range should be considered an additional tool to deal with systematic aberrations, not universally better than AME or STP estimation.

The limitations and alternatives for AME, and by extension FAME have been discussed in the previous work [9].

**AME versus FAME in simulation** For the simulated assessment of the methods we focused solely on the STP experiment. We applied the same set of correction methods, that is grad-PF
Fig. 3. Comparison of FoVs tiling showing the results of FAME and AME corrections estimated with MTPs and STP. In the first row the error term is shown. Below is the FoVs tiling with the error term removed. Besides the tested systematic error correction method, the grad-PF and opt-B methods were used. In third row the zoomed-in single FoV is shown. The cross section through the single FoV is shown in fourth row, with baseline indicated by the black dotted line.

and opt-B, so that the AME and FAME were the only differing steps in the comparison. The results are summarized in Table 1. The FAME performs better compared with AME due to high contrast and non-uniform distribution of spheres. These factors cause that the residual object features are present in AME-obtained aberration component, hence causing disruption in further corrections. FAME is more resilient to those factors due to the filtering step.

| Table 1. Comparison of the AME and FAME methods applied to simulated data. |
|---------------------------------|--------|--------|
| Error metrics      | AME    | FAME   |
| A                  | 7% ± 1%| 5% ±1% |
| B                  | 12% ± 4%| 8% ± 4%|

3.2.2. Residual linear aberration correction – trend correction with plane fitting based on image gradients

Least squares (LSQ) based surface fitting, especially plane fitting (PF) is a popular solution for removing trends in 2D images [17]. LSQ-PF provides a plane that fits the data with minimized least squares error. The approach delivers good results in specific cases where object centroid is close to geometrical center, but otherwise strongly corrupts the preprocessing. If this condition is not met, like in the case of the wound healing experiment where the edge of the wound constitutes a step-like function, LSQ-PF results in images where neither the object nor the background are level. The higher the phase-contrast, the problem is more pronounced – see LSQ-PF result in
Fig. 4(b). Additionally, the error introduced by LSQ-PF is propagating, causing whole regions to be drastically underestimated in terms of OPD, which makes the dry mass calculation unfounded (see Eq. (1)). This effect may be observed in Sec. 3.3.2.

![Fig. 4. First row shows comparison of FoV tiling with the results of grad-PF and LSQ-PF trend corrections. Below is a zoomed-in single FoV. Besides the compared plane fitting algorithm, the AME MTPs and opt-B were used.](image)

Visual inspection suggests that better result may be achieved if only the slope of the data is considered instead of the data itself. A natural tool to investigate the slope is the derivative, which provides a local slope of a given function. To find the slope that dominates the image, we analyze the image gradient, which is composed of partial derivatives of the image. Furthermore, the estimation should be performed with a non-linear function such as median in order to prevent the distortion due to outliers such as edges of the cells.

The proposed algorithm (grad-PF) is to first calculate the image gradient, find the median value for partial derivatives in $x$ and $y$ directions and then subtract planes with the slopes equal to consecutive median slopes. The equation that represents this procedure is:

$$\tilde{I}(x, y) = I(x, y) - \text{med}\left\{\frac{\partial I(x, y)}{\partial x}\right\} x - \text{med}\left\{\frac{\partial I(x, y)}{\partial y}\right\} y,$$

where $I$ and $\tilde{I}$ are respectively image before and after correction, $x$ and $y$ are the spatial coordinates of the images and med (□) denotes the median of the value inside the bracket.

Comparison of grad-PF and LSQ-PF methods in Fig. 4 shows how crucial is the trend correction step in the preprocessing pipeline, with whole left side of tiled image underestimated due to LSQ-PF performance in the wound edge region (Fig. 4(b)). The cross-sections through both single FoVs indicate that grad-PF provides results with more level background. Wound edge on the right is less affected, because it was coincidentally located near the boundaries of individual FoVs at this given time point. This shows that in similar cases grad-PF is more robust in terms of object independence. Contrary to LSQ-PF, grad-PF is independent of the image centroid location.

The limitation of the method is that it assumes that the image is dominated by the trend that is not intrinsic to the object. This is not always the case – the arbitrary object is not guaranteed to
be planar. Such problem is visible in Sec. 3.3.2 (Fig. 6(b)), where the cell profile is not a step but a curve.

**LSQ-PF versus grad-PF in simulation** Simulated comparison of LSQ-PF and grad-PF has been obtained with other corrections performed by FAME and opt-B. The results are presented in Table 2.

| Error metrics | LSQ-PF | grad-PF |
|---------------|--------|---------|
| A             | 9% ± 1% | 5% ± 1% |
| B             | 22% ± 4% | 8% ± 4% |

The benefits of grad-PF are clear and directly correlate with our experience, that LSQ-PF should not be used for linear aberrations correction without previous segmentation of the background.

### 3.3. Corrections with numerical optimization

In this section we present a versatile optimization-based approach to corrections. Depending on the formulation, this approach may be used either to unify baselines between individual FoVs or perform simultaneous baseline unification and trend correction (see Fig. 1(a)). The core of the method is discussed in this section, whereas detailed formulations are presented in Sec. 3.3.1 (baseline unification) and Sec. 3.3.2 (simultaneous baseline unification and trend correction).

The approach is inspired by the iterative closest points (ICP) algorithm [18], which is implemented in BigStitcher for volumetric registration [7]. The difference is that the ICP algorithm is designed to correct discrepancies between two point clouds by shifting one point cloud relative to the other, while in our case only the pixel values of all images are modified such that the differences in overlapping regions are minimized, while the locations of images are fixed.

The general approach presented here is based on the observation that overlapping parts of the images should be minimally different overall, that is with all images corrected simultaneously instead of sequentially. We solve this problem using the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [19,20] which is an iterative local optimization algorithm.

The BFGS algorithm is given a set of parameters $P$ to modify and to find their optimal values. The parameters modify individual images in each iteration and the result is assessed in terms of some chosen loss function that is minimized throughout iterations. Approach tested here utilized the Euclidean distance ($L^2$) as the loss function. It has been applied to the difference between the overlapping regions. We considered only the side-by-side overlaps, which constitute the majority of the overlapping pixels – the diagonal overlaps have been ignored.

The images are arranged in a regular grid of $k$ rows and $l$ columns. Let $I_{ij}$ be the image from $i$-th row and $j$-th column and $\tilde{I}$ be the image $I$ modified according to an array of parameters $P$. Additionally let $B$, $T$, $L$ and $R$ be side margins of $\tilde{I}$, respectively from bottom, top, left or right side of the image, cropped according to nominal overlap percentage. With such convention the procedure may be expressed in general as:

$$\minimize_{P} f(P) = \sum_{i=1}^{k-1} \sum_{j=1}^{l-1} \|B_{ij} - T_{i+1j}\|_2 + \|R_{ij} - L_{i,j+1}\|_2$$  \hspace{1cm} (5)$$

The loss function operates on the difference of nominally overlapping parts of neighboring images – the mutual misalignment of images position has been ignored. Due to already broad scope of this work we consider this possible improvement beyond the scope of this study.

Once the method is implemented, it is easy to add a regularization term, which we attempt in Sec. 3.3.2.
3.3.1. Optimization approach to baseline unification

In case of pure baseline unification (opt-B) the modified image is given as:

\[ \hat{I}_{ij} = I_{ij} - p_{ij} \]  

(6)

Here, every parameter \( p_{ij} \) in the set \( P \) is simply the offset value that should be subtracted from corresponding image to give all images the same baseline OPD. Therefore the number of tuned parameters is the number of images \( n = k \cdot l \).

The procedure is very robust and reliable – during our study there was no case where the procedure failed. In Fig. 5 you may find the results of this approach compared to the sequential baseline unification, in a case where no major trend correction error is noticeable. As expected, if the trend correction procedure fails systematically the error propagates (see Fig. 4), however the faulty correction of a single image does not tend to accumulate. This may be observed in Sec. 3.3.2 (Fig. 6(b)). In our dataset the algorithm provides results within 30 seconds per time point (5 × 5 images, 378 × 456 pixels each, 7% nominal overlap), computed on the AMD Ryzen 7 1700 processor.

**Fig. 5.** Comparison of images tiling showing the results of optimization-based baseline unification and sequential baseline unification. Besides compared baseline unification methods the AME MTPs and grad-PF were used.

**Sequential baseline correction versus opt-B in simulation** Comparison of the performance of sequential baseline correction and opt-B was achieved with other corrections performed by FAME and grad-PF.

The results are presented in Table 3. In the regular case the differences are in favour of opt-B method, but by a small margin. This is most likely due to predictable behaviour of the simulated scene. Because the systematic aberration correction and linear aberration correction perform consistently well, the opt-B does not display its robustness. For this reason we have prepared a distorted scenario where we simulate the PF algorithm failure – after correcting the linear aberrations of all images one of the images in the center of the grid is again distorted with linear phase term. The slope has been drawn from uniform distribution in the range between -10 to 10. In such case, the benefits of opt-B are clearly shown in A and B metrics. The score for opt-B does not deteriorate, because the random tilt has been accounted for in the comparison with the reference in order to quantify the robustness against error propagation.

**Table 3.** The results comparing the sequential baseline correction and opt-B methods.

| Case    | Error metrics | Sequential baseline correction | opt-B     |
|---------|---------------|--------------------------------|-----------|
| Regular | A             | 6% ± 2%                         | 5% ± 1%   |
|         | B             | 8% ± 4%                         | 8% ± 4%   |
| Distorted | A             | 18% ± 6%                        | 4% ± 2%   |
|         | B             | 15% ± 11%                       | 7% ± 5%   |
3.3.2. Optimization approach to simultaneous baseline unification and trend correction

If both baseline unification and trend correction (opt-BT) are to be performed at the same time the modified image is given by equation

\[ \hat{I}_{ij}(x,y) = I_{ij}(x,y) - p_{ij,1} - p_{ij,2}x - p_{ij,3}y \]  

(7)

As indicated by a third subscript, in this case the number of parameters in \( P \) equals 3, with \( p_{ij,1} \) being the offset values; \( p_{ij,2} \) and \( p_{ij,3} \) being the slopes of the correction planes.

The example result of this approach is presented in Fig. 6(a). It shows that the method is capable of providing results better than the combination of plane fitting algorithms for trend correction combined with opt-B unification (Fig. 6(b) and (c)). The background region is more uniform and the OPD of cells regions does not tend to decrease as shown in the cross section plots. However the method failed in some cases, presumably due to local non-linear residual aberrations. We were able to alleviate such problem by introducing additional regularization term inspired by the grad-PF approach:

\[
\begin{align*}
\text{minimize } f'(P) &= f(P) + \lambda \sum_{i=1}^{k} \sum_{j=1}^{l} \left[ \text{med}^2 \left\{ \frac{\partial \hat{I}_{ij}(x,y)}{\partial x} \right\} + \text{med}^2 \left\{ \frac{\partial \hat{I}_{ij}(x,y)}{\partial y} \right\} \right] \\
\text{with: } \\
\text{med} \left\{ \frac{\partial \hat{I}_{ij}(x,y)}{\partial x} \right\} &= \text{med} \left\{ \frac{\partial I_{ij}(x,y)}{\partial x} \right\} - p_{ij,2} \\
\text{med} \left\{ \frac{\partial \hat{I}_{ij}(x,y)}{\partial y} \right\} &= \text{med} \left\{ \frac{\partial I_{ij}(x,y)}{\partial y} \right\} - p_{ij,3}
\end{align*}
\]

(8)

The strength of the regularization is controlled by the importance parameter \( \lambda \). The regularization is the penalty for slopes present in all individual FoVs. Notice that the median slope is estimated only once, since additional slope is equal to parameters \( p_{ij,2} \) and \( p_{ij,3} \). This means that there is virtually no computational overhead for the usage of the regularization. The result of such regularization is shown in Fig. 7(b). The low frequency artifacts present in the basic case (Fig. 7(a)) are removed, yet the differences at the overlapping regions are lower in the regularized opt-BT compared to grad-PF with opt-B approach (see zoomed-in region in Fig. 7(b) vs 7(c)). This is because regularized opt-BT has more freedom to minimize the differences, and uses the regularization only to assist the optimization procedure. We used \( \lambda = 0.35 \) without the need to re-adjust.

The biggest benefit of the method is the usage of clear quantitative metric to correct the measurements without reliance on any a priori assumptions about the object. As such, the metric may be a subject of future research, as an estimate correlated to the quality of the full preprocessing procedure that impacts the OPD accuracy in the stitched image. Another benefit is that once the basic approach fails the method may be simply tuned by the regularized approach and the \( \lambda \) parameter.

The downside of the method is its computational complexity – in our dataset the correction of a single time point (5 x 5 FoVs, 378 x 456 pixels each, 7% nominal overlap) took approximately 5 minutes on the AMD Ryzen 7 1700 processor. Although the computational time is beyond the scope of this work, faster performance might be achieved either by numerical optimizations or by using downsampled copies of the overlapping regions.

**Comparison of grad-PF + opt-B with opt-BT and regularized opt-BT in simulation**

The assessment of simultaneous optimization-based corrections has been performed by comparison to the combination of grad-PF + opt-B. For systematic aberration correction FAME has been used in all cases. The results are presented in Table 4.
Fig. 6. Tiled FoVs comparing opt-BT, grad-PF and LSQ-PF. All sets were treated with FAME MTPs while the two latter sets were also treated with opt-B, for fair comparison with opt-BT, which includes baseline unification.

Fig. 7. FoV tiling showing the results of regularized opt-BT (in center) compared with basic opt-BT (left) and grad-PF (right). The low-frequency error of basic opt-BT is better visible in the top row with full FoV tiling, while the trend correction error introduced by grad-PF is better visible in the zoomed-in region in bottom row. All cases were treated with FAME MTPs, with the last case additionally treated with opt-B for fair comparison.
Table 4. The results comparing the separate linear aberration correction and baseline correction with grad-PF + opt-B with opt-BT and regularized opt-BT methods.

| Error metrics | grad-PF + opt-B | opt-BT | opt-BT reg. |
|---------------|----------------|--------|-------------|
| A             | 5% ± 1%        | 39% ± 17% | 5% ± 1%     |
| B             | 8% ± 4%        | 42% ± 29% | 4% ± 3%     |

The massive error obtained with the opt-BT without regularization shows the disruptive effect of imperfect systematic aberration correction. Because the opt-BT is targeted only at removing the differences in the overlapping regions it is expected that it may propagate the errors in those regions to other images. Simple addition of regularization term resolves the issue, and provides best results in terms of B metric and similar results compared to the grad-PF + opt-B.

4. Conclusions

We present three novel methods that proved to be useful while working with multiple timelapse stitched measurements, comprised of thousands of single FoVs. The methods allowed to automate the stitching process to a manageable degree, which is the only feasible approach in case of large datasets. Manual input is required first at the beginning of the process, while choosing the systematic error correction method and later to review the results.

The methods are demonstrated both on experimental measurements, as well as in simulations. The latter allows to quantify the performance of the methods, showing the benefits of novel solutions presented in this work. However it should be stressed that the methods are object-dependent and experimental results and simulations are structurally different. Hence, none of the methods presented here should be considered a universal solution – both AME and FAME estimate systematic errors and both have positive and negative features depending on a given case. Similarly the combination of grad-PF and opt-B versus opt-BT address the same issues – first approach is faster but requires that the assumptions for the PF algorithm are fulfilled, whereas the opt-BT requires minimal to none assumptions, but is computationally expensive. For this reason we recommend opt-BT in difficult cases, such as measurements where high cell confluence disrupts the grad-PF approach. Nonetheless, those assumptions should be considered in case the tools presented here are used to provide quantitative results.

The influence of the size of the overlapping region was not tested, as the datasets at our disposal did not vary in this regard. The limitation applies to optimization-based methods that consider the differences in the overlapping regions.

Although the stitching technique has been long present in the context of QPI, the necessary robust processing has not been well reported. We believe that the developments presented here provide general approach to reliably increase the SBP of an arbitrary QPI technique by synthesizing multiple FoVs.
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