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Abstract—Advances in digital sensors, digital data storage and communications have resulted in systems being capable of accumulating large collections of data. In the light of dealing with the challenges that massive data present, this work proposes solutions to inference and filtering problems within the Bayesian framework. Two novel Bayesian inference algorithms are developed for non-linear and non-Gaussian state space models, able to deal with large volumes of data (or observations). These are sequential Markov chain Monte Carlo (MCMC) approaches relying on two key ideas: 1) subsample the massive data and utilise a smaller subset for filtering and inference, and 2) a divide and conquer type approach computing local filtering distributions each using a subset of the measurements. Simulation results highlight the accuracy and the large computational savings, that can reach 90\% by the proposed algorithms when compared with standard techniques.

I. INTRODUCTION

In many applications, it is of interest to estimate a signal from a sequence of collected data. In a Bayesian framework, this involves the sequential inference of the filtering distribution associated with a state space model. The solution is referred to as the Kalman filter\textsuperscript{1} when the state space model is linear and Gaussian. However, there is typically no analytically tractable solution when the state space model is non-linear and/or non-Gaussian. Several algorithms which achieve sequential inference in such systems through approximations have been proposed.

One such class of techniques are referred to as sequential Monte Carlo (SMC) methods\textsuperscript{2}, or particle filters (PFs), which involves a weighted discrete approximation of the filtering distribution, and utilise importance sampling. PFs have been successfully applied to many areas.

Research on efficient implementations of SMC methods have focused on making the structure of the PF parallel\textsuperscript{3}, particularly the resampling step\textsuperscript{4}, which can then be used in distributed processing applications\textsuperscript{5}. However, this typically requires approximations to achieve a solution and still requires the evaluation of all the data. Also in very high dimensional problems and massive data, the PF is prone to weight degeneracy and sample impoverishment\textsuperscript{6},\textsuperscript{7}.

A related but promising alternative to PFs is the sequential Markov chain Monte Carlo (MCMC) method\textsuperscript{8},\textsuperscript{9}, which has been successfully applied in several challenging areas\textsuperscript{10}. The sequential MCMC method does not rely on importance sampling and instead utilises the power of MCMC techniques in a sequential setting to perform inference. Analysing massive amounts of data with sequential MCMC can lead to long processing times which are problematic in time sensitive filtering applications.

In static MCMC simulation, there have been several different approaches proposed for dealing with large amounts of data\textsuperscript{11}. The proposed methods can be categorised as either parallel or iterative strategies.

In terms of parallel strategies, there are two general approaches which have been proposed. The first approach is referred to as blocking. These techniques focus on parallelising specific steps in the MCMC approach. In\textsuperscript{12} it was proposed to parallelise the computation of the likelihood. This is restrictive in terms of the model used, and requires a large amount of communication between the processors. The second approach is referred to as divide and conquer. Techniques based on divide and conquer focus on subdividing the measurements and running separate MCMC samplers in parallel on each subdivided set of measurements. The samples from the separate MCMC samplers, referred to as local samples, are then combined to obtain samples from the complete posterior distribution, referred to as global samples. The divide and conquer techniques differ in how the local samples are combined to obtain the global samples. In\textsuperscript{13}, global samples are obtained as a weighted average of the local samples. This approach is only theoretically valid under a Gaussian assumption. In\textsuperscript{14}, the local posterior from the separate MCMC samplers is approximated as Gaussian or with a Gaussian kernel density estimation. Global samples can then be obtained through the product of the local densities. This work was further extended for time series analysis in\textsuperscript{15}. This idea is also further developed in\textsuperscript{16} by representing the discrete kernel density estimation as a continuous Weierstrass transform. In\textsuperscript{17}, the combination is based on the geometric median of the local posteriors which are approximated with Weiszfeld’s algorithm by embedding the local posteriors in a reproducing kernel Hilbert space. Divide and conquer techniques typically struggle in applications where the local posteriors substantially differ, and if they do not satisfy Gaussian assumptions. In\textsuperscript{18},\textsuperscript{19} a divide and conquer strategy was proposed which attempts to overcome the challenge of differing local posteriors, and relaxing the Gaussian assumption to a more general assumption of a posterior distribution from the exponential family. The approach is based on the expectation propagation algorithm. In this approach, the separate MCMC samplers exchange sufficient statistics, resulting in each individual MCMC sampler converging to the global posterior.
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The data received at each time \( t \) is explored through two detailed examples. The performance of the algorithms sequential MCMC frameworks. The structure of the algorithms preliminary results of which are introduced in [24]; and the adaptive subsampling in the sequential MCMC framework, computational efficiency while maintaining accurate estimates. Solutions for inference and filtering problems with the Bayesian framework, on a certain subsample of all the measurements. [23], to perform inference using MCMC techniques based only a set of unweighted particles. This approach has the advantage shown to work well in state space models containing a high number of dimensions when compared to techniques relying on importance sampling, however, this direct approach may be intractable when the state space model is characterised by non-linearities and/or non-Gaussian noise.

A. Sequential Markov Chain Monte Carlo

MCMC methods work by constructing a Markov chain with a desired distribution as the equilibrium distribution. A common MCMC technique used to obtain samples from the equilibrium distribution, \( \pi(x) \), is the Metropolis-Hastings (MH) algorithm. This is achieved by first generating a sample from a known proposal distribution \( x^* \sim q(\cdot | x^{m-1}) \). The proposed sample is accepted as the current state of the chain, \( x^m \), with probability

\[
\rho = \min \left( 1, \frac{\pi(x^*)q(x^{m-1} | x^*)}{\pi(x^m)q(x^* | x^{m-1})} \right),
\]

where \( \rho \) is referred to as the acceptance probability, otherwise the previous state of the chain is stored as the current state, \( x^m = x^{m-1} \).

In [8] it was proposed to use MCMC methods, specifically the MH algorithm, to target the filtering distribution in \( 1 \) as the equilibrium distribution. This allows for the iterative update of an approximation of the filtering distribution by representing \( p(x_{k-1} | z_{1:k-1}) \) with a set of unweighted particles,

\[
p(x_{k-1} | z_{1:k-1}) \approx \frac{1}{N} \sum_{j=1}^{N} \delta(x_{k-1} - x^{(j)}_{k-1}),
\]

where \( N \) is the number of particles, \( \delta(\cdot) \) denotes the Dirac delta function, and \( (j) \) the particle index. This technique was shown to work well in state space models containing a high number of dimensions when compared to techniques relying on importance sampling, however, this direct approach may result in a high computational expense [9].

It was proposed in [9] to consider targeting the joint filtering distribution of \( x_k \) and \( x_{k-1} \),

\[
p(x_k, x_{k-1} | z_{1:k}) \propto p(z_k | x_k)p(x_k | x_{k-1})p(x_{k-1} | z_{1:k-1}),
\]

as the equilibrium distribution in order to help alleviate the high computational demand. In a similar fashion, an approximation for the joint filtering distribution can be obtained through MCMC methods by representing \( p(x_{k-1} | z_{1:k-1}) \) with a set of unweighted particles. This approach has the advantage of avoiding the direct Monte Carlo computation of the predictive posterior density. Furthermore, the approximation can be marginalised to obtain the filtering distribution of interest. It was also proposed in [9], to utilise a composite MCMC kernel to generate a Markov chain with stationary distribution described by \( 4 \). The composite MCMC kernel is based on

Iterative strategies rely on subsampling mechanisms, such as pseudo likelihoods [20], [21] or confidence intervals [22], [23], to perform inference using MCMC techniques based only on a certain subsample of all the measurements.

The key contributions of this work are in the proposed solutions for inference and filtering problems with the Bayesian framework. Two novel sequential MCMC algorithms for dealing with massive data are introduced. The algorithms achieve computational efficiency while maintaining accurate estimates. The first algorithm achieves this through the introduction of adaptive subsampling in the sequential MCMC framework, preliminary results of which are introduced in [24]; and the second algorithm by merging the expectation propagation and sequential MCMC frameworks. The structure of the algorithms is compared in Figure [1] The performance of the algorithms is explored through two detailed examples.

II. PROBLEM FORMULATION

The primary distribution of interest in a Bayesian framework is the filtering distribution \( p(x_k | z_{1:k}) \), where \( x_k \in \mathbb{R}^{n_x} \) is the state vector at time \( t_k \) with \( k = 1, \ldots, T \in \mathbb{N} \), and \( z_{1:k} = \{z_1, \ldots, z_k\} \), represents all the data received up till time \( t_k \). The data received at each time \( t_k \) are represented by a set \( z_k = \{z_k^1, \ldots, z_k^{M_k}\} \), where \( M_k \) is the total amount of data and \( z_k^i \in \mathbb{R}^{n_z} \). In this paper the data is considered independent. The filtering distribution can be recursively updated based on

\[
p(x_k | z_{1:k}) \propto \int p(z_k | x_k)p(x_k | x_{k-1})p(x_{k-1} | z_{1:k-1})dx_{k-1},
\]

where \( p(z_k | x_k) \) is referred to as the likelihood probability density function (pdf), and \( p(x_k | x_{k-1}) \) is referred to as the state transition pdf. An analytical solution to \( 1 \) is typically intractable when the state space model is characterised by non-linearities and/or non-Gaussian noise.
both joint and conditional draws and has been shown to be more efficient in high dimensional systems [9, 25].

More specifically, the composite MCMC kernel is comprised of two steps. The first step is comprised of a joint draw for \( x_k \) and \( x_{k-1} \) through the application of a MH sampler with proposal distribution \( q_1(\cdot) \). The second step, referred to as the refinement step, draws \( x_{k-1} \) given the current state of the Markov chain for \( x_k \) with proposal distribution \( q_2(\cdot) \), followed by a draw of \( x_k \) given the current state of the Markov chain for \( x_{k-1} \) with proposal distribution \( q_3(\cdot) \). Furthermore, when \( x_k \) is high dimensional, a series of block MH within Gibbs steps can be used to update it efficiently. The refinement step is introduced to aid in the mixing of the chain. An appropriate burn in period, \( N_b \), was also introduced to minimize the effect of the initial values of the Markov chain. The implementation of this procedure is referred to as the generic sequential MCMC algorithm and is summarised in Algorithm 1. When considering massive amounts of data, the computation of the likelihood becomes excessively expensive, rendering this approach infeasible.

**Algorithm 1** Generic Sequential Markov Chain Monte Carlo

1: Initialize particle set: \( \{x_m^{(j)} \}_{j=1}^{N} \)
2: for \( k = 1, ..., T \) do
3: for \( m = 1, ..., N + N_b \) do
4: Joint Draw
5: Propose \( \{x_{k}^{m}, x_{k-1}^{m} \} \sim q_1 (x_k, x_{k-1} | x_{k-1}^{m-1}, x_{k}^{m-1}) \)
6: Compute the MH acceptance probability \( \rho_1 = \min \left( 1, \frac{q_1(x_{k-1}^{m-1}, x_k^{m-1} | x_k, x_{k-1}^{m})}{q_1(x_{k-1}^{m}, x_k^{m} | x_k, x_{k-1}^{m-1})} \right) \)
7: Accept \( \{x_{k}^{m}, x_{k-1}^{m} \} = \{x_{k}^{m}, x_{k-1}^{m} \} \) with probability \( \rho_1 \)
8: Refinement
9: Propose \( \{x_{k-1}^{m} \} \sim q_2 (x_{k-1} | x_k^{m}, x_{k-1}^{m}) \)
10: Compute the MH acceptance probability \( \rho_2 = \min \left( 1, \frac{q_2(x_{k-1}^{m-1} | x_k, x_{k-1}^{m})}{q_2(x_{k-1}^{m}, x_k^{m} | x_k^{m}, x_{k-1}^{m-1})} \right) \)
11: Accept \( \{x_{k-1}^{m} \} = \{x_{k-1}^{m} \} \) with probability \( \rho_2 \)
12: Divide \( x_k \) into \( P \) disjoint blocks \( \{\Omega_p\}_{p=1}^{P} \) such that \( \bigcup_p \Omega_p = \{1, ..., N_d\} \) and \( \Omega_p \cap \Omega_q = \emptyset, \forall p \neq q \)
13: for \( p = 1, ..., P \) do
14: Propose \( \{x_k^{m}(\Omega_p) \} \sim q_3, p (x_k(\Omega_p) | x_k^{m}(\Omega_p^{m}), x_{k-1}^{m} \)
15: Compute the MH acceptance probability \( \rho_{3,p} = \min \left( 1, \frac{q_3(\{x_k^{m}(\Omega_p) \} | \{x_k^{m}(\Omega_p) \})}{q_3(\{x_k^{m}(\Omega_p) \} | x_k^{m}(\Omega_p^{m}), x_{k-1}^{m})} \right) \)
16: Accept \( \{x_k^{m}(\Omega_p) \} = \{x_k^{m}(\Omega_p) \} \) with probability \( \rho_{3,p} \)
17: end for
18: Approximation of the marginal posterior distribution with the following empirical measure:
\[ \hat{\pi}(x_k | z_{1:k}, \mathcal{X}) = \frac{1}{N} \sum_{j=1}^{N} \delta(x_k - x_k^{m(j)}) \]
19: end for

III. ADAPTIVE SUBSAMPLING SEQUENTIAL MARKOV CHAIN MONTE CARLO

In the generic sequential MCMC algorithm, calculating the acceptance probabilities, \( \rho_1 \) and \( \rho_{3,p} \), requires the evaluation of all the measurements. In this section we merge the concept of adaptive subsampling to sequential MCMC to reduce this computational burden.

Looking back at the standard MH sampler, equation (2) can be interpreted as the acceptance of the proposed sample, \( x^* \), as the current state of the chain, \( x^m \), if the following condition is satisfied
\[ u < \frac{\pi(x^*) q(x^m-1 | x^*)}{\pi(x^m-1) q(x^* | x^m-1)}, \quad (5) \]
where \( u \) represents a sample from a uniform distribution \( u \sim U[0,1] \). This expression can be further developed by applying Bayes’ rule and assuming that there are \( M \) conditionally independent measurements, \( z^* \):
\[ u < \frac{p(x^*) q(x^m-1 | x^*)}{p(x^m-1) q(x^* | x^m-1)} \prod_{i=1}^{M} \frac{p(z^i | x^*)}{p(z^i | x^m-1)}, \quad (6) \]

The previous state of the chain is stored as the current state, \( x^m = x^m-1 \), when the proposed sample does not meet this criterion. We further manipulate this expression into a form with the likelihoods isolated:
\[ \frac{1}{M} \sum_{i=1}^{M} \log \left[ \frac{p(z_i^* | x^*)}{p(z_i^* | x^m-1)} \right] \leq \frac{1}{M} \sum_{i=1}^{M} \log \left[ \frac{p(z_i^* | x^m-1)}{p(z_i^* | x^m-1)} \right] \]
\[ \psi(x^m-1, x^*) \leq \Lambda^M (x^m-1, x^*). \quad (7) \]

When the number of measurements is very large, the log likelihood ratio becomes the most computationally expensive part of the generic sequential MCMC algorithm. To reduce the computational complexity, a Monte Carlo (MC) approximation for the log likelihood ratio has been proposed [26]:
\[ \Lambda^S_m (x^m-1, x^*) = \frac{1}{S_m} \sum_{i=1}^{S_m} \log \left[ \frac{p(z_i^* | x^m-1)}{p(z_i^* | x^m-1)} \right] \quad (8) \]
where the set \( z^* = \{z_1^*, ..., z_{S_m}^* \} \) is drawn uniformly without replacement from the original set of \( M \) measurements.

The difficulty which arises is in selecting a minimum value for \( S_m \) that results in a set of subsampled measurements that contain enough information to make the correct decision in the MH step. To overcome this difficulty in standard MCMC for static inference, the authors in [22] proposed to use concentration inequalities which provide a probabilistic bound on how functions of independent random variables deviate from their expectation. In this case, the independent random variables are the log likelihood ratio terms. Thus, it is possible to obtain a bound on the deviation of the MC approximation in [8] from the complete log likelihood ratio:
\[ P(|\Lambda^S_m (x^m-1, x^*) - \Lambda^M (x^m-1, x^*)| \leq c_{S_m}) \geq 1 - \delta_{S_m} \quad (9) \]
where \( \delta_{S_m} > 0 \) and \( c_{S_m} \) is dependent on which inequality is used. There are several inequalities which could be used, in this paper we make use of the empirical Bernstein inequality [27, 26], which results in:
\[ c_{S_m} = \sqrt{\frac{2V_{S_m} \log(3/\delta_{S_m})}{S_m} + \frac{3R \log(3/\delta_{S_m})}{S_m}} \quad (10) \]
where \( V_{S_m} \) represents the sample variance of the log likelihood
ratio, and \( R \) is the range given by
\[
R = \max_{1 \leq i \leq M} \left\{ \log \frac{p(z_i^*|x^*)}{p(z_i^*|x^{m-1})} \right\} - \min_{1 \leq i \leq M} \left\{ \log \frac{p(z_i^*|x^*)}{p(z_i^*|x^{m-1})} \right\}.
\] (11)

Looking back at the standard sequential MCMC approach, we find that the joint draw is accepted based on the condition \( M(x^*, x^{m-1}) > \psi(x^*, x^{m-1}) \). It is required to relate this expression in terms of the MC approximation of (8). Since the MC approximation is bounded, we can state that it is not possible to make a decision when the value of \( \psi(x^*, x^{m-1}) \) falls within the range specified by the bound. Thus it is required that \( |A_S m(x^{m-1}, x^*) - \psi(x^*, x^{m-1})| > c_{S_m} \), where \(| \cdot |\) represents the absolute value, in order to be able to make a decision, with probability at least \( 1 - \delta_{s_m} \).

This forms the underlying principle for the creation of a stopping rule [22, 28]. Let \( \delta_s \in (0, 1) \) be a user specified input parameter. The idea is to sequentially increase the size of \( S_m \) while at the same time checking if the stopping criterion, \( |A_S m(x^{m-1}, x^*) - \psi(x^*, x^{m-1})| > c_{S_m} \), is met. If the stopping criterion is never met, then this will result in \( S_m = M \), i.e requiring the evaluation of all the measurements. Selecting \( \delta_{S_m} = \frac{p_{S_m-1}}{p_{S_m}} \delta_s \) results in \( \sum_{S_m \geq 1} \delta_{S_m} \leq \delta_s \). The event
\[
E = \bigcap_{S_m \geq 1} \{ |A_S m(x^{m-1}, x^*) - \Lambda M(x^{m-1}, x^*)| \leq c_{S_m} \}
\] (12)
thus holds with probability at least \( 1 - \delta_s \) by a union bound argument.

This iterative procedure allows for an adaptive size of the number of measurements required to be evaluated. However, there is cause for concern with the definition of the stopping rule. That is the fact that the range, \( R \), used in the calculation of (10), is dependent on the log likelihood for all \( M \) measurements. Calculating this range would thus inherently require at least the same number of calculations as in the standard sequential MCMC approach. In certain applications it may be possible to obtain an expression for the range which is independent of the measurements, however, this is not the general case. In order to overcome the computational complexity of the calculation of the range, and to reduce the sample variance \( V_{S_m} \) in the bound, a control variate has been introduced in [11], referred to as a proxy:
\[
\varphi_i(x^{m-1}, x^*) \approx \log \frac{p(z_i^*|x^*)}{p(z_i^*|x^{m-1})}.
\] (13)

Thus the MC approximation in (8) is augmented into
\[
\Lambda_S^m(x^{m-1}, x^*) = \frac{1}{S_m} \sum_{i=1}^{S_m} \log \frac{p(z_i^*|x^*)}{p(z_i^*|x^{m-1})} - \varphi_i(x^{m-1}, x^*).
\] (14)

It is required to amend the MH acceptance accordingly to take into consideration the inclusion of the proxy into account.

In [25], it was proposed to utilise a Taylor series as an approximation for the log likelihood, \( \ell_i(x) = \log p(z_i^*|x) \). In this paper we specifically utilise a first order Taylor series,
\[
\hat{\ell}_i(x) = \ell_i(x^+) + (\nabla \ell_i)_{x^+} \cdot (x - x^+),
\] (15)
where \((\nabla \ell_i)_{x^+}\) represents the gradient of \( \ell_i(x) \) evaluated at \( x^+ \). This results in the following form of the proxy
\[
\varphi_i(x^{m-1}, x^*) = \hat{\ell}_i(x) - \hat{\ell}_i(x^{m-1}),
\] (16)

With the inclusion of the proxy, the range, \( R \), is now computed as,
\[
R = \max_{1 \leq i \leq M} \left\{ \log \frac{p(z_i^*|x^*)}{p(z_i^*|x^{m-1})} - \varphi_i(x^{m-1}, x^*) \right\} - \min_{1 \leq i \leq M} \left\{ \log \frac{p(z_i^*|x^*)}{p(z_i^*|x^{m-1})} - \varphi_i(x^{m-1}, x^*) \right\}.
\] (17)

We can derive an upper bound for the range, \( R^B \), i.e where \( R^B \geq R \), which can be computed efficiently
\[
R^B = 2 \max_{1 \leq i \leq M} \left\{ \log \frac{p(z_i^*|x^*)}{p(z_i^*|x^{m-1})} - \varphi_i(x^{m-1}, x^*) \right\} = 2 \max_{1 \leq i \leq M} \left\{ \|B(x^{m-1}) - B(x^*)\| \right\}
\] (18)

where \( B(x) = \ell_i(x) - \ell_i(x^+) \) is the remainder of the Taylor approximation. The Taylor-Lagrange inequality gives us an upper bound on the remainder term. More specifically, if \(|f^{(n+1)}(x)| \leq Y\), then \( |B_k(x)| \leq \frac{Y}{m+1} \), where in our case \( n + 1 = 2 \). Upper bounding the Taylor remainder finally results in the following upper bound on the range
\[
R^B = 2 \|B(x^{m-1}) + |B(x^*)|\|
\] (19)

which is dependent on the maximum of the Hessian of the log likelihood, \( Y \). The complete adaptive subsampling sequential MCMC approach is illustrated by Algorithms [2] and [3].

IV. EXPECTATION PROPAGATION SEQUENTIAL MARKOV CHAIN MONTE CARLO

In the previous approach, reduction in computational complexity was based on Bayesian filtering with only a subset of all of the data. In contrast, the algorithm presented in this section utilises all of the data in a distributed way. The only way to achieve computational efficiency is to consider a divide and conquer based approach which process subsets of the data in parallel. Firstly, the set of \( M \) measurements is divided into \( D \) subsets of measurements such that \( z_{k_m} = \bigcup_{i=1}^{d} z_{k,d} \) and \( z_{k,d} \cap \bigcup_{i \neq j} z_{k,j} = \emptyset \). The joint filtering distribution in equation (6) is further factored
\[
p(x_{k,d}, x_{k-1}|z_{1:k,d}) \propto p(x_{k,d}|x_{k-1})p(x_{k-1}|z_{1:k-1}) \prod_{d=1}^{D} p(z_{k,d}|x_{k,d}).
\] (20)

The \( D \) subsets of measurements are processed in parallel on \( D \) computing nodes. The challenge in divide and conquer based approaches is in combining the results from the computing nodes to obtain samples from the joint filtering distribution. A natural method of doing this is through the utilisation of concepts from expectation propagation (EP). EP is a variational
message passing scheme \cite{29}, the EP framework allows for the incorporation of inference from all other \(D - 1\) computing nodes as a prior in the inference step for any given computing node. This is achieved by approximating the likelihood of the \(D - 1\) sets of measurements from the other computing nodes with a distribution from the exponential family. The local filtering distribution for an individual computing node is thus given by:

\[
p_d(x_k | \mathbf{z}_{k-1}) \propto p(\mathbf{z}_{k,d} | x_k)p(x_k | \mathbf{z}_{k-1}) \times p(x_{k-1} | \mathbf{z}_{k-1}) \prod_{i \neq d} \pi(x_k | \eta_i). \quad (22)
\]

Each local filtering distribution, (22), is thus an approximation of the joint filtering distribution in (20).

The algorithm proceeds iteratively, beginning with the application of MCMC to draw a batch of samples from (22) on each computing node. The NPs of each computing node, \(\eta_d\), are then determined. This is done by firstly considering the marginalised local filtering distribution,

\[
p_d(x_k | \mathbf{z}_{k-1}) \propto p(\mathbf{z}_{k,d} | x_k)p(x_k | \mathbf{z}_{k-1}) \prod_{i \neq d} \pi(x_k | \eta_i). \quad (23)
\]

A discrete approximation for the marginalised local filtering distribution can be cheaply obtained from the MCMC samples drawn from the local filtering distribution. Further, by replacing the likelihood expression with the approximate likelihood term, we obtain:

\[
\hat{p}_d(x_k | \mathbf{z}_{k-1}) \propto \pi(x_k | \eta_d)p(x_k | \mathbf{z}_{k-1}) \prod_{i \neq d} \pi(x_k | \eta_i). \quad (24)
\]

The idea is to select the NPs, \(\eta_d\), in a way that results in the minimisation of KL([\hat{p}_d(x_k | \mathbf{z}_{k-1}) | [\hat{p}_d(x_k | \mathbf{z}_{k-1}), \delta, \psi(\cdot)]].
that the minimisation occurs when:

\[ \mathbb{E}_{p_d}(x_k | z_{1:k}) [u(x)] = \mathbb{E}_{\tilde{p}_d}(x_k | z_{1:k}) [u(x)], \quad (25) \]

where \( \mathbb{E} [\cdot] \) represents the expectation, which corresponds to matching the expected sufficient statistics. Approximating the discrete distributions with the same exponential density family as the likelihood term approximation, i.e. \( \pi(x_k | \eta_d, \tilde{p}_d) \approx p_d(x_k | z_{1:k}) \) and \( \pi(x_k | \eta_f, \tilde{p}_d) \approx p(x_k | z_{1:k-1}) \), results in the NPs being determined by:

\[ \eta_d = \eta_{f, d} - \left( \eta_{f, d} + \sum_{i \neq d} \eta_i \right). \quad (26) \]

Finally, the NPs are distributed to all \( D \setminus d \) computing nodes, followed by the next iteration. The number of iterations is dependent on the rate of convergence of \( \eta_d \) and is treated as a fixed parameter. The EP Sequential MCMC algorithm is described by Algorithm 4.

V. PROPOSAL DISTRIBUTIONS

The framework presented in this paper for sequential MCMC consists of two sampling stages, referred to as the joint draw and refinement step. However, the framework is flexible in the sense that both sampling stages sample from the target distribution and are thus not both necessarily required for operation. The joint draw has the advantage of only requiring a single evaluation of the measurements. The refinement step introduces additional computational complexity but has also shown to significantly increase the efficiency of the sampling in higher dimensional state space models. Once an appropriate architecture for the sequential MCMC is selected, there is additional flexibility which arises in the form of selection of the proposal distributions. A common choice for the joint draw is to utilise the following proposal distribution:

\[ q_1(x_k, x_{k-1} | x_{k-1}^{m-1}, x_{k-1}^{m-1}) = p(x_k | x_{k-1}) \frac{1}{N} \sum_{j=N+1}^{N+N_b} \delta(x_{k-1} - x_{k-1}^{(j)}). \quad (27) \]

In this case, the MH acceptance probability simplifies to a ratio of two likelihoods. This is typically followed by the following proposal distributions for the refinement step:

\[ q_2(x_{k-1} | x_k^m, x_{k-1}^m) = p(x_{k-1} | x_k, z_{1:k}) = \sum_{j=N_b+1}^{N_b+N} \frac{p(x_k = x_k^m | x_{k-1}^m)}{\sum_i p(x_k = x_k^m | x_{k-1}^m)} \delta(x_{k-1} - x_{k-1}^{(j)}), \quad (28) \]

and

\[ q_{3,p}(x_k(\Omega_p) | x_k^m, x_{k-1}^m) = p(x_k(\Omega_p) | z_{1:k}, x_{k-1}, x_k \{ 1, ..., N_d \} \setminus \Omega_p), \quad (29) \]

thus the acceptance ratios \( \rho_2 \) and \( \{ \rho_{3,p} \}^P_{p=1} \) will be equal to 1, leading to a refinement stage equivalent to a series of “perfect” Gibbs samplers [31].

In our case, sampling from equation (28) is possible at the expense of a large computational cost. Nevertheless the advantage is that this quantity does not depend on the data which is the main challenge in a setting consisting of massive amounts of data. It is also possible to avoid this complexity by using a uniform draw from an index, the acceptance ratio will then reduce to the ratio of two prior distributions.

Algorithm 4 Expectation Propagation Sequential Markov chain Monte Carlo

1: Partition \( M_k \) measurements into \( D \) sets, \( \{ z_{k,d} \}_{d=1}^D \), and distribute the sets to each corresponding computing node.

2: Initialize particle set on each computing node: \( \{ x_0^{(j)} \}_{j=1}^N \)

3: for \( k = 1, \ldots, T \) do

4: for \( L = 1, \ldots, L \) do \{EP iteration index\}

5: for \( d = 1, \ldots, D \) do \{Computing node index (completed in parallel)\}

6: Follow steps 3 to 19 of Algorithm 1 with equation (22) as the target distribution.

7: Determine the NPs of the approximated likelihood term, \( \eta_d \), according to equation (26).

8: Distribute the NPs of the approximated likelihood term to the set \( D \setminus d \) computing nodes.

9: end for

10: end for

11: Filtering distribution approximated with samples from the \( D \) computing nodes.

12: end for

VI. EXPERIMENTS

In this section we compare the generic sequential MCMC algorithm with the proposed adaptive subsampling sequential MCMC algorithm, and expectation propagation sequential MCMC algorithm, referred to as SMCMC, AS-SMCMC and EP-SMCMC, respectively. All the algorithms were implemented in the interpreted language Matlab. The parallel processing for the EP-SMCMC algorithm was achieved in Matlab with the parfor command. All simulations were performed on a mobile computer with Intel(R) Core(TM) i7-4702HQ CPU @ 2.20GHz with 16GB of RAM. All results are averaged over 50 independent runs.

A. EP-SMCMC considerations

For the examples presented in this paper, the member of the exponential family selected to approximate the likelihood terms is the multivariate Gaussian distribution. For this case the NPs are given by:

\[ \eta = (\Sigma^{-1} \mu, \Sigma^{-1})^T, \quad (30) \]
where \( \mu \) and \( \Sigma \) represent the mean and covariance of the multivariate Gaussian distribution. In this case, the NPs update in (26) simplifies to:

\[
\Sigma_d^{-1} \mu_d = \Sigma_{p,d}^{-1} \mu_{p,d} - \left( \Sigma_{f,d}^{-1} \mu_{f,d} + \sum_{i \neq d} \Sigma_i^{-1} \mu_i \right)
\]

\[
\Sigma_d^{-1} = \Sigma_{p,d}^{-1} - \left( \Sigma_{f,d}^{-1} + \sum_{i \neq d} \Sigma_i^{-1} \right),
\]

(31)

where standard techniques are used to obtain unbiased mean and covariance estimates for the discrete distributions. It is important to note that the difference between two positive definite matrices is not necessarily itself positive definite. Techniques, such as SoftAbs [33], can be used to ensure that the result remains positive definite.

B. Example 1: Dynamic Gaussian Process with Gaussian likelihood

The first example is based on a Gaussian state space model with corresponding transition density and likelihood,

\[
p(x_k|x_{k-1}) = \mathcal{N}(x_k; A x_{k-1}, Q)
\]

\[
p(z_k^i|x_k) = \mathcal{N}(z_k^i; H x_k, R).
\]

(32)

The measurements are assumed independent, hence resulting in the joint likelihood expression for all measurements:

\[
p(z_k|x_k) = \prod_{i=1}^{M_k} p(z_k^i|x_k).
\]

(33)

The advantage of studying the Gaussian model is that the Kalman filter [1] can be used as a benchmark for performance. Unless otherwise specified, the following parameters were utilised for all experiments. The filter parameters include: the number of particles, SMCMC & AS-SMCMC, \( N_p = 4000 \), EP-SMCMC, \( N_p = 500 \) for each computing node (number of computing nodes, \( D = 4 \)); the number of EP iterations, \( L = 2 \); the subsampling nodes, \( \gamma_s = 1.2 \), \( \delta_s = 0.1 \). \( p_s = 2 \). The simulation parameters include: the number of measurements at each time step, \( M = 500 \); the total simulation time, \( T_{tot} = 20 \) s; the transition density parameters, \( Q = 0.08 \), \( A = 0.9 \); the likelihood parameters, \( H = 1 \), \( R = 2 \); the state space dimension size, \( N_s = 1 \).

For this example we utilised a sequential MCMC framework consisting of only a refinement step for all three algorithms. In addition, the proposal distribution in (28) was used for the first step in refinement. The conditional posterior for the second refinement step for the SMCMC and AS-SMCMC algorithms is:

\[
p(x_k|x_{k-1}^m, z_{1,k}) = p(z_k|x_k)p(x_k|x_{k-1}^m).
\]

(34)

The following proposal distribution was selected:

\[
q_3(x_k|x_k^m, x_{k-1}^m) = p(x_k|x_{k-1}^m).
\]

(35)

In the case of EP-SMCMC, the conditional posterior for local computing node \( d \) is given by:

\[
p_d(x_k|x_{k-1}^m, z_{1,k}) = p(z_k,d|x_k)p(x_k|x_{k-1}^m) \prod_{i \neq d} \pi(x_k|\eta_i).
\]

(36)

where \( \mu_q \) and \( \Sigma_q \) are derived from the NPs \( \eta_q = \eta_{b,d} + \sum_{i \neq d} \eta_i \), and \( \eta_{b,d} \) represents the NPs of the transition density, \( p(x_k|x_{k-1}^m) \). Table I illustrates the computational complexity of the algorithms for 500 and 5000 measurements. It is interesting to note that an increase in measurements leads to an increase in computational saving in AS-SMCMC.

Table II and III compare the acceptance rates of the algorithms for the first and second refinement steps, respectively. In Table II, the acceptance probabilities for the different algorithms do not differ significantly. This is expected since all three algorithms utilise the same proposal distribution and acceptance ratio for the first refinement step, and additionally, this refinement step is not dependent on the data. Table III highlights the improvement in acceptance ratio for the EP-SMCMC in this scenario. The increase during the first EP iteration is due to the relative decrease in the number of measurements processed by each computing node. The large increase during the second EP iteration is due to a smarter proposal distribution which incorporates the information about the measurements from the other computing nodes.

The Kolmogorov-Smirnov (KS) statistic is used to gauge the relative accuracy to correctly approximate empirically the filtering distribution of interest by the algorithms. The KS statistic is given by:

\[
KS = \max_x \left( \hat{F}(x) - G(x) \right),
\]

(38)

where \( \hat{F}(x) \) is an empirical cumulative density function (cdf)
TABLE III: Acceptance rates for the second refinement step.

| Algorithm         | Acceptance Rate (Min, Median, Mean, Max) |
|-------------------|------------------------------------------|
| SMCMC             | (8.82, 23.44, 21.26, 25.78)             |
| AS-SMCMC          | (9.04, 24.24, 21.95, 26.75)             |
| EP-SMCMC (L = 1)  | (19.76, 42.07, 38.46, 45.01)            |
| EP-SMCMC (L = 2)  | (72.11, 76.24, 75.86, 77.69)            |

and $G(x)$ is a continuous cdf. In this setting, $\hat{F}(x)$ is the empirical cdf of the discrete posterior distribution estimated by the sequential MCMC algorithms, and $G(x)$ the cdf of a Gaussian distribution with parameters updated by a Kalman filter. For EP-SMCMC, the samples from all $D$ computing nodes at the final EP iteration are considered. It is worth while mentioning that the transmission of the samples from the $D$ computing nodes to a single computing node was utilised in this experiment but is not necessary when only estimates are required to be extracted. For example, since the samples in sequential MCMC are unweighted, the global mean can be established through the averaging of the individual local means. The KS statistic for several different filter configurations is illustrated in Figure 2 for both the case of 500 and 5000 measurements. It is first noted that the SMCMC and AS-SMCMC share almost identical performance. This was expected as the goal of AS-SMCMC is to make the same accept or reject decision in the embedded MCMC algorithms as in SMCMC, only while evaluating less measurements. From Figure 2 we see that the performance of the EP-SMCMC varies depending on the configuration. Doubling the number of computing nodes, while halving the number of samples, conserves the total number of samples while further increasing the computational efficiency at the cost of an increase in error. While in the other extreme case, increasing the number of samples while keeping the number of computing nodes fixed, significantly increases the accuracy while decreasing the computational gain. The case of $N_p$ equal to 1000, results in the same number of samples for all three algorithms. It is clear that even in this scenario, there is an increase in performance, which can be attributed to the increased acceptance rate which results in a more diverse empirical cdf. The EP-SMCMC algorithm is also well suited in this specific example due to the Gaussian nature of the model and utilization of the Gaussian density for the approximate likelihood terms.

C. Example 2: Multiple Target Tracking in Clutter

In this example we consider the application of multiple target tracking in clutter. The state vector consists of the positions and velocities of $N_T$ targets in a two dimensional space, $\mathbf{x}_k = [x_{k,1} \ldots x_{k,N_T}, y_{k,1} \ldots y_{k,N_T}, \dot{x}_{k,1} \ldots \dot{x}_{k,N_T}, \dot{y}_{k,1} \ldots \dot{y}_{k,N_T}]^T$. In this example it is assumed that the number of targets, $N_T$, is fixed and known, and that each target evolves independently of the other targets. The motion of each target adheres to the near constant velocity model. This results in the marginal state transition density for target $r$ having the form

$$p(x_{k,r} | x_{k-1,r}) = \mathcal{N}(x_{k,r} | Ax_{k-1,r}, Q),$$

where $\mathcal{N}(\cdot)$ represents the normal distribution, and matrices $A$ and $Q$ are defined as $A = \begin{bmatrix} I_2 & T_k I_2 \\ 0_2 & I_2 \end{bmatrix}$ and $Q = \sigma^2 \begin{bmatrix} (T_s^3/3)I_2 & T_s^2 I_2 \\ (T_s^2/2)I_2 & T_s I_2 \end{bmatrix}$, where $T_s = t_k - t_{k-1}$, and $I_2$ represents the $2 \times 2$ identity matrix.

The total number of measurements received is given by $M_k = N_T M_k^T + M_k^C$, where $M_k^T$ represents the number of measurements per target, and $M_k^C$ represents the number of clutter measurements. The number of target and clutter measurements are Poisson distributed with mean $\lambda_T$ and $\lambda_C$.
respectively. The likelihood density thus takes the form [34]:
\[
p(z_k|x_k) = \frac{e^{-\mu_k}}{M_k} \prod_{i=1}^{M_k} \left( \lambda_C p_C(z_i^k) + \sum_{j=1}^{N_T} \lambda_X p_X(z_i^k|x_{k,j}) \right),
\]

(40)

where \( \mu_k = \lambda_C + N_T \lambda_T \), \( p_X(\cdot) \) and \( p_C(\cdot) \) represent the likelihood of a target and clutter measurement respectively.

Each individual measurement represents a point in the two dimensional observation space, \( z_i^k = \begin{bmatrix} z_{i,k}^x & z_{i,k}^y \end{bmatrix}^T \). In the case of a measurement from a target, the likelihood is modelled as \( p_X(z_{i,k}^x, z_{i,k}^y | x_{k,j}, \Sigma) \). The clutter measurements are independent of the states of the targets and are uniformly distributed in the visible region of the sensor, resulting in the clutter likelihood taking the form of \( p_C(z_i^k) = U_{R_c}(z_i^k) \), where \( A_c = R_x \times R_y \) represents the clutter area.

The following parameters, unless otherwise specified, were used for all experiments. The filter parameters include: the number of particles, for SMCMC & AS-SMCMC, \( N_p = 4000 \), and EP-SMCMC, \( N_p = 500 \) for each computing node (number of computing nodes, \( D = 4 \)); the covariance associated with the proposal for the refinement step, \( \Sigma = 0.01 I \); the subsampling parameters, \( \gamma_s = 1.2 \), \( \delta_s = 0.1 \), and \( p_s = 2 \). The Simulation parameters include: a total running time, \( T = 20 \), with sampling time, \( T_s = 1 \); the variance associated with the motion model \( \sigma_x = 0.5 \); the target observation model parameters, \( \lambda_T = 1500 \), and \( \Sigma = I \); the clutter parameters, \( \lambda_C = 4000 \), and \( A_c = 4 \times 10^4 \); the number of targets \( N_T = 3 \).

For this example we utilised a sequential MCMC framework consisting of a joint draw and a local refinement step on the current state only, for all three algorithms. The proposal distribution for the joint draw in the SMCMC and AS-SMCMC is given by:
\[
q_1(x_k, x_{k-1} | x_{k-1}^{m-1}) = p(x_k | x_{k-1}^{m-1}) \times \frac{1}{N} \sum_{j=N_b+1}^{N} \delta(x_{k-1} - x_{k-1}^{(j)}).
\]

(41)

The following proposal distribution was selected for the local refinement step:
\[
q_{3,p}(x_k(\Omega_p) | x_k^{m-1}, x_{k-1}^{m-1}) = N(x_k^{m}(\Omega_p), \Sigma_q),
\]

(42)

where \( x_k(\Omega_p) = [x_{k,p}, y_{k,p}, \tilde{x}_{k,p}, \tilde{y}_{k,p}]^T \) corresponds to the \( p \)-th target. This proposal represents a random walk move with covariance \( \Sigma_q \). In the case of EP-SMCMC, the proposal distribution for the joint draw is given by:
\[
q_1(x_k, x_{k-1} | x_{k-1}^{m-1}) \propto p(x_k | x_{k-1}^{m-1}) \prod_{i\neq d} \pi(x_k | \eta_i)
\]
\[
\times \frac{1}{N} \sum_{j=N_b+1}^{N} \delta(x_{k-1} - x_{k-1}^{(j)}) = N(x_k; \mu_q, \Sigma_q)
\]
\[
\times \frac{1}{N} \sum_{j=N_b+1}^{N} \delta(x_{k-1} - x_{k-1}^{(j)}).
\]

(43)

where \( \mu_q \) and \( \Sigma_q \) are derived from the NPs \( \eta_q = \eta_{q,d} + \sum_{i\neq d} \eta_i \), and \( \eta_{q,d} \) represents the NPs of the transition density, \( p(x_k | x_{k-1}) \). The same local proposal distribution as used in SMCMC and AS-SMCMC, equation (42), was selected for the refinement step in EP-SMCMC.

It is interesting to note that in this example the likelihood expression, given in (40), is independent of a target’s velocities. Therefore, when determining the natural parameters of the approximate likelihood terms using (31), the subtraction of the precision terms between the posterior and predictive posterior distributions were forced to zero for all the dimensions related to target velocity. This eliminates potential numerical problems that could arise in the empirical estimation of the natural parameters from a finite number of samples.

The estimated tracks for a single simulation run are shown in Figure 3. An abundance in measurements results in all algorithms returning accurate estimate results. The root mean square error (RMSE), averaged over all the position dimensions for the three targets, is given in Figure 4. We found a negligible increase in RMSE for the positions related to the EP-SMCMC. The computation time per time step for each algorithm is illustrated in Table V. The acceptance rates of the joint draw and refinement steps are illustrated in Table V and VI respectively.

| Algorithm | Acceptance Rate (Min, Median, Mean, Max) |
|-----------|------------------------------------------|
| SMCMC     | (28.92, 29.45, 29.45, 30.08)             |
| AS-SMCMC  | (28.94, 29.31, 29.43, 30.25)             |
| EP-SMCMC (L = 1) | (62.37, 63.60, 63.65, 65.43) |
| EP-SMCMC (L = 2) | (25.78, 26.76, 26.92, 28.77) |

VIII. CONCLUSIONS

This paper presents a framework for sequential MCMC. It consists of two sampling stages, referred to as the joint draw and refinement step. The joint draw has the advantage
of only requiring a single evaluation of the measurements. The refinement step introduces additional computational complexity but has also shown to significantly increase the efficiency of the sampling in higher dimensional state space models. We proposed two novel sequential MCMC algorithms capable of greatly reducing the computational time for Bayesian filtering, by up to 90%. The power of the algorithms was displayed through two examples, with comparisons to a generic sequential MCMC algorithm. The first algorithm is afforded a computational gain by adaptively subsampling the measurements. In contrast, the second algorithm is afforded a computational gain through a divide and conquer approach. Both filters have flexible structures.
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APPENDIX

The AS-SMCMC algorithm requires an upper bound on the range of the log likelihood ratio, as described in equations [18] and [19]. The upper bound is dependent on the Hessian of the log likelihood. In the examples exhibited in Section VII, the upper bound is independent of the data and is computed offline prior to tracking. The Hessian for Example 1 is given by:

$$H = R^{-1},$$

and for Example 2:

$$H = \begin{bmatrix}
H_{1,1} & H_{1,2} & H_{1,3} & \cdots & H_{1,N_T} \\
H_{2,1} & H_{2,2} & H_{2,3} & \cdots & H_{2,N_T} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
H_{N_T,1} & H_{N_T,2} & H_{N_T,3} & \cdots & H_{N_T,N_T}
\end{bmatrix},$$

$$H = \begin{bmatrix}
H_{1,1} & H_{1,2} & H_{1,3} & \cdots & H_{1,N_T} \\
H_{2,1} & H_{2,2} & H_{2,3} & \cdots & H_{2,N_T} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
H_{N_T,1} & H_{N_T,2} & H_{N_T,3} & \cdots & H_{N_T,N_T}
\end{bmatrix},$$
with

$$H_{e,\ell} = -\lambda X\Sigma^{-1}(z_k^e;x_{k,\ell},\Sigma) + \left(\lambda X\sum_{j}\mathcal{N}(z_k^e;x_{k,j},\Sigma) + \lambda X\Sigma^{-1}(z_k^e;x_{k,\ell},\Sigma)\right)^T \times \mathcal{N}(z_k^e;x_{k,\ell},\Sigma) + \lambda X\Sigma^{-1}(z_k^e;x_{k,\ell},\Sigma) + \lambda \mathcal{A}_C \right) \right),$$

and

$$H_{k,j} = \lambda X\Sigma^{-1}(z_k^e;x_{k,\ell},\Sigma)\Sigma^{-1}(z_k^e;x_{k,\ell},\Sigma)\times \mathcal{N}(z_k^e;x_{k,j},\Sigma) + \lambda \mathcal{A}_C \right) \right),$$
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