Influence of initial conditions on granular dynamics near the jamming transition
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Abstract
In this paper, we compare the behaviours of two vibrofluidized granular systems, identical in terms of their composition, geometry and driving parameters, differing only in their initial conditions. It is found that, by increasing the strength with which a system is initially excited, considerable differences in system composition and dynamics persist even after the driving is returned to its typical value. The observed changes in particle mobility and packing density are shown to result in marked differences in segregative behaviour for equivalent steady-state systems distinguished only by the history of their driving. The ability to significantly increase the rate of segregation in a granular system simply through the application of a short burst of intense vibration clearly has potential industrial applications.
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1. Introduction
The behaviour of vibrated granular materials is of great relevance to a number of physical phenomena and industrial processes [1, 2]. Two phenomena particularly pertinent to industry
are those of granular segregation [3] and jamming [4]. The former can, for instance, prove a useful tool in the sorting of granular materials [5], or a serious hindrance to their mixing [6]. The latter, meanwhile, may lead to the obstruction of granular flows [7] or problems during compaction processes [8]. The processes of jamming and segregation in a granular system can be influenced by numerous factors, including the amount of energy supplied to the system [9, 10], its geometry [11, 12], or the material properties of the particles involved [13–15] to name but a few. Perhaps one of the most intriguing factors regarding the behaviour of a granular system approaching the jamming transition is the history dependence of its final state [16]: the hysteretic nature of such systems means that changes in initial configuration may alter the final, jammed state achieved by a system.

In this paper, we investigate how initial driving conditions can affect the final steady state of a continuously driven (CD), vibrofluidized granular bed. We find that the system’s history may affect not only the packing fraction of the final steady state (as may be expected from previous studies) but also significantly alter the mobility of particles within the system. The observed variations in particle mobility are particularly striking since they show no direct correlation to the bulk density of the system concerned. We discuss the possible implications of these findings, including their potentially dramatic effect on segregative processes, and attempt to provide a qualitative explanation for the observed behaviour.

In particular, we note a potential application of our findings in the reduction of the time and energy requirements associated with the segregation of granular materials. A particularly pertinent example is the recently proposed use of vertical vibrations to reclaim the valuable components of obsolete electronic equipment [17]—a growing problem in modern society [18]. The current methods of recycling electronic waste are not only inefficient, but also carry a significant environmental and human cost [19]. Improvements to this emerging technology may yield a transformative influence on the manner in which electronic waste is reprocessed, providing a strong motivation for our current research.

2. Experimental details

2.1. Experimental set-up

The experimental set-up consists of a cuboidal acrylic container with a square base of dimensions $L_x = L_y = 40 \text{ mm}$ and height $L_z = 200 \text{ mm}$ affixed to an LDS V721 electrodynamic shaker. The container houses either a monodisperse granular bed of $N$ steel spheres, each of diameter $d = 5 \text{ mm}$, or a similar bed to which a single 5 mm glass sphere is added. The container is subjected to sinusoidal vibrations in the vertical direction, the amplitude, $A$, and frequency, $f$, of which are controlled using feedback from an accelerometer in order to ensure constant driving. Energy is thus transferred into the granular bed through particle collisions with the steel base of the container. The relatively large size of the spheres and the choice of container materials means that the influence of interstitial air in the system may be neglected [6], as may the effects of static charge [20]. The height of the container is, for the range of driving accelerations used, adequate to minimize particle collisions with the containers’ upper boundary, meaning that the system can be considered ‘open’. The number of particles in the system is varied to give a range of dimensionless resting bed heights, $H \in (5, 12)$, and thus allow variation of the dissipation parameter $F_d = H \left(1 - \varepsilon\right)$ [21], where $\varepsilon$ is the interparticle
coefficient of restitution. The energy input to the system, meanwhile, may be varied through the adjustment of \( f \) and \( A \), and hence the dimensionless acceleration \( \Gamma = \frac{4\pi^2 f A}{g} \) and energy parameter \( S = \frac{4\pi^2 f A}{g^2} \) [22]. The alteration of these key control parameters allows various states of the granular system to be accessed [23].

2.2. Data acquisition—positron emission particle tracking (PEPT)

Data is acquired from the experimental system using PEPT. PEPT uses a dual-headed gamma camera to track the motion of a single tracer particle in three dimensions. The tracer particle used is identical to the others in the system aside from being ‘labelled’ with \( \beta^+ \)-emitting radioisotopes, making PEPT a non-invasive technique. The back-to-back 511 keV gamma rays emitted due to \( \beta^+ \) annihilation within the tracer material are detected by the gamma camera. The detection of multiple such gamma ray pairs allows the position of the particle to be triangulated algorithmically and, with adequately high activity, the dynamics of the particle to be tracked. In this manner, PEPT can achieve a spatial resolution on the millimetre scale and temporal resolution of the order of milliseconds [24]. By tracking the single particle motion within a steady-state system for an adequately long time it is possible, through the principle of ergodicity, to extract quantitative information pertaining to the system as a whole. Thus, PEPT can successfully be used to measure and quantify various important parameters, including particle packing fractions, granular temperatures (and indeed the spatial variations of these quantities), mean squared displacements, velocity fields and autocorrelation functions and segregation intensities, to name but a few [25–28]. For full details of the PEPT technique, and the specific manners in which the aforementioned properties may be calculated from PEPT data, please refer to [24–28].

In the current study, PEPT is employed in two ways; firstly, analysis of the motion of a single 5 mm steel particle in a monodisperse system of identical particles over a long period of time (\( t > 3600 \) s) allows the state and dynamics of the system to be probed. Secondly, the tracking of a single 5 mm glass particle within a similar bed of steel beads allows investigation of the segregative processes within the system.

2.3. Experimental procedure

The main experiment focuses on the comparison of two systems. Both are identical in terms of geometry, dimensions, particle number and material properties. In both systems, a steady state is produced through vibration at a constant frequency \( f_0 \) and amplitude \( A_0 \), corresponding to a constant acceleration \( \Gamma_0 \). The systems differ only in the history of their driving—while one system is driven at a constant, fixed amplitude \( A_0 \), the other is initially driven, at the same frequency \( f_0 \), with an increased amplitude \( A_i \), which is subsequently decreased to \( A_0 \) and the system allowed to relax into a steady state at this reduced amplitude. Unless otherwise stated, the duration of the initial strong excitation is \( t_i = 3 \) s, and the transition between \( A_i \) and \( A_0 \) is effectively instantaneous. Throughout this paper, for brevity and clarity, we shall refer to the former case as a CD system, and the latter as an initially strongly driven (ISD) system. Comparison of the CD and ISD cases is made over a range of \( H \) and \( A_0 \), allowing the hysteretic
effects of the initial driving strength to be analysed for a variety of system densities and energies.

In order to ensure that the driving history is the only difference between the two systems, several precautions were taken, and preliminary tests conducted. Before each run, each system was prepared in a similar manner, with beads being poured into the container and then stirred to produce a random loose-packed bed. However, to ensure that subtle changes in initial conditions did not affect the system’s later behaviour, multiple runs for both the CD and ISD case with \( H = 7 \) and \( \Gamma_0 = 13 \) were conducted. Runs were also conducted for systems which had not been stirred, but were simply poured into the container. In all cases, no significant variations in behaviour were observed. In order to discount possible effects due to particle aging, each set of experiments was repeated, with the order in which the runs were conducted alternating between CD and ISD. Direct comparison was also made between CD and ISD cases using new particles. Over the parameter range tested, particle aging was not found to produce any noticeable changes in the behaviour of the system. In all cases, data is recorded over a period \( \tau_{\text{run}} \leq 7200 \text{ s} \). The run length is adjusted according to the mobility of particles for a given set of driving and dissipation parameters—the less mobile the particles, the longer it will take for the tracer to explore the entire system, and hence the longer the required length of the run. In instances where the equilibrium behaviour of the bed is investigated, the bed is initially vibrated at \( A_0 \) for 500 s before readings are taken, allowing the system to attain a steady state. In all cases, velocity fields are analysed to ensure the absence of convective motion within the system.

Although the PEPT technique is capable of quantifying the equilibrium distribution, or steady-state degree of segregation, of a binary granular system [28, 29], the averaging processes used to calculate the relevant properties mean that the time-evolution of the system cannot be easily determined. Therefore, in order to investigate segregative behaviour, runs were also conducted tracking the motion of a single glass sphere through the bed. In each instance, this glass ‘intruder’ is initially placed at the bottom of the system. Since the diameters of the two particle species are equal (\( d_{\text{glass}} = d_{\text{steel}} = 5 \text{ mm} \)) yet the density of the glass sphere is considerably smaller than that of its steel counterpart (\( \rho_{\text{glass}} \approx 2500 \text{ kg m}^{-3}, \rho_{\text{steel}} \approx 7850 \text{ kg m}^{-3} \)), the glass sphere can be expected to make an upward transit through the bed due to buoyancy forces within the system [30]. The time, \( \tau_{\text{rise}} \), taken for the tracer to move from the container base to the free surface of the system can be considered representative of the segregation rate for a similar, truly bidisperse system [31]. For each data set, particle motion was recorded over a period of time equal to \( \tau_{\text{rise}} \) plus an additional 500 s. The extra 500 s of data was used to analyse the behaviour of the intruder after its initial upward transit, which can be used as an indication of the degree of segregation one might expect from an equivalent bidisperse system. For instance, if the tracer is observed to remain at the free surface of the system for the duration of the post-rise run, one would assume that the equivalent binary system would demonstrate complete, or near-complete, segregation. If, however, the particle is observed to periodically re-enter the bulk of the system, it is more likely that the system would only achieve a partially-segregated steady state. The regularity of the tracer’s excursions into the steel bed can be thought of as representative of the degree to which a similar binary system might exhibit segregation/mixing. The analysis of this additional 500 s of data also ensures that one can distinguish between buoyancy-driven upward transits representative of segregative
processes and upward motion due to convective flow within the system [32]. Since the rise of an intruder through a granular bed is—in particular for denser systems where motion is dependent on particle rearrangement [33]—a stochastic processes, runs were repeated at least ten times for each set of system parameters. The rise time is then taken as the average of the observed values.

Although the above analysis cannot provide quantitative information regarding the segregation of fully bidisperse granular beds, it nonetheless elucidates important general trends pertaining to the system’s segregative behaviour. In order to verify these trends, comparison can be drawn with simulational data for the fully-bidisperse case, as described in the following section.

3. Simulation details

In order to allow further analysis of the effects of excitation history on the segregative behaviours of a binary granular bed, discrete particle simulations were performed using the MercuryDPM software developed at the University of Twente [34–36]. The various parameters used in simulation were chosen to emulate their experimental counterparts as closely as possible. A cuboidal domain of dimensions $L_x \times L_y \times L_z = 40 \times 40 \times 200$ mm was used, with the base and sidewalls undergoing sinusoidal motion in the vertical direction, thus providing energy to a system of 5 mm spheres. Values of the resting bed height, $H$, and hence particle number, $N$, were chosen to match the values used in experiment. However, in the simulations, the composition of the bed is a 50/50 mixture of heavy and light particles, the specific values of particle size and density chosen to match those of the steel and glass particles used in experiment.

Interparticle coefficients of restitution, $\varepsilon$, were set to the experimentally measured effective elasticities of Feitosa and Menon [37], specifically, $\varepsilon_{\text{glass}} = 0.83$, $\varepsilon_{\text{steel}} = 0.79$. For cross-species collisions, the coefficient of restitution was taken as the geometric average of these values; although this manner of estimating the inter-species coefficient of restitution may seem overly simple, such a relationship is in fact a direct consequence of the spring-dashpot model of particle collisions [38–40]. The particle-wall coefficient of restitution was taken as the experimentally measured value $\varepsilon_w = 0.59$, while the frictional coefficient, $\mu$, is set to a value of 0.1 [41] for both inter-particle and particle-wall interactions. These particular values of the various dissipative parameters have been previously shown to accurately reproduce the dynamical behaviour of systems similar to that currently under investigation [28]. The contact time, $t_c$, was set to a value of $10^{-5}$ s. In order to ensure that the implemented $t_c$ was adequately large to prevent the underestimation of collisional energy loss [42, 43], a range of repeated simulations were performed with $t_c$ values ten times greater and ten times smaller than the typical value used. The lack of significant variation observed in these simulations implies that $t_c = 10^{-5}$ is indeed a suitable choice.

---

4 For systems where significant variance was observed, a greater number of repeated runs was used.
4. Results and discussion

In this section, we present results illustrating the effects of initial driving conditions on various aspects of the behaviour of a granular system. The section is split into two parts; in the first, we analyse the effects of a system’s driving history on its dynamics for the case of monodisperse beds. In the second, we discuss the observed dynamics in the context of bidisperse systems, investigating their effects on segregative processes.

4.1. Monodisperse systems—caging effects and jamming

Through the analysis of data at a variety of resting bed heights, $H$, and driving strengths, $S$, it is apparent that, for the system under investigation, significant effects due to hysteresis arise only above a threshold bulk packing fraction, $\phi_\text{h} \approx 0.42$. Evidence of this transition point can be seen in figure 1, which shows a typical comparison of the time-evolution of the velocity autocorrelation function, $C_v(t)$, for systems with densities below and above the threshold value.

The velocity autocorrelation function, defined as $C_v(t) = \langle v(t + t_0) \cdot v(t_0) \rangle$, shows the rate at which the velocity of a particle becomes decorrelated from its initial value. For the more strongly driven—and hence more dilute—system, $C_v(t)$ decays to zero fairly rapidly, indicating chaotic, history-independent behaviour [44]. For the denser system, one observes periodic structure in $C_v(t)$ even at relatively large times, demonstrating that the system retains some memory of its initial conditions even after multiple particle collisions [45]. Another example of the differing behaviours above and below the density threshold can be seen in figure 2, which compares mean squared displacements for the CD and the ISD cases. For densities below $\phi_\text{h}$, the displacement behaviour is near identical in both cases. For densities above $\phi_\text{h}$, however, clear differences in the systems’ behaviours can be observed. It should be noted that the transition point remains consistent whether density variations are due to alterations in $H$ or $S$.

The remainder of this section focuses on systems with packing densities $\phi > \phi_\text{h}$, investigating how further increases in density affect the dynamics of the system and the history-dependence exhibited. Figure 3 shows data for a system of resting bed height $H = 7$ vibrated at a constant frequency of 70 Hz with an amplitude $A_0 = 0.66$ mm. The ISD system is initially excited at the same frequency with an amplitude $A_1 = 1.5A_0$. In this instance, $M(t)$ shows two...
distinct behaviours for the two systems—for the case of initially strong driving, the system demonstrates behaviour reminiscent of simple fluids, exhibiting ballistic behaviour at short times before making a transition to diffusive behaviour [46], as illustrated by the linear increase of $M(t)$ with time [47]. For the case of continuous driving, however, one observes a plateau of subdiffusive behaviour separating the ballistic and diffusive regimes, behaviour more akin to that observed in supercooled or glassy molecular systems [48]. It should be noted that care has been taken to ensure that the mean squared displacement behaviour shown and discussed here is truly representative of the behaviour of the systems concerned. In all cases, $M(t)$ is determined using data from the central region of the bed’s main bulk; this region is taken as the central 50% of the dynamic bed height, $\bar{H}$, defined as twice the system’s vertical centre of mass position. The choice to use data from this domain means that the resulting $M(t)$ values will not be skewed by particles’ dynamics close to the energizing base or at the bed’s free surface, which are not representative of the system’s bulk behaviour. The resultant $M(t)$ values are then compared with values obtained for a series of individual thin horizontal ‘slices’ through the system at various heights to ensure consistency.

Figure 2. Comparison of experimental mean squared displacements, $M(t)$, for continuously driven (CD) and initially strongly driven (ISD) systems with (a) $H = 7, \Gamma_0 = 15 (\phi = 0.415)$ and (b) $H = 7, \Gamma_0 = 14.5 (\phi = 0.428)$. The ISD systems are initially excited with an acceleration $\Gamma_i = \frac{3}{2}\Gamma_0$.

Figure 3. Experimentally measured mean squared displacement for $H = 7, \Gamma_0 = 13$. Data is shown for both continuously driven (CD) and initially strongly driven (ISD) systems, where $\Gamma_i = \frac{3}{2}\Gamma_0 = 19.5$. 
The presence of an inflection in $M(t)$ demonstrates presence of *caging effects* in the system [49, 50], whereby particles become temporarily ‘trapped’ by their neighbours [51]. The presence of this caging in the CD case, and the markedly different dynamical behaviour for the ISD case, are perhaps more clearly illustrated in figure 4. For the ISD case, motion is fairly continuous, with the particle’s trajectory approximating a random walk, as would be expected for a classically diffusive system. The single-particle motion for the CD case, however, demonstrates the presence of extended periods during which the tracer’s position simply fluctuates about a fixed point. This motion confirms the behaviour inferred from the form of the system’s mean squared displacement—particles become confined within cages formed by their neighbours, periodically managing to ‘break free’, before becoming caged once more by a new set of neighbours [52]. Although the dynamics of the CD and ISD systems are considerably disparate, their bulk densities—and indeed their packing profiles—are observed to remain remarkably similar, as illustrated in figure 5. Experimental packing profiles, such as those shown in figure 5, were extracted from PEPT data as follows: the experimental cell was divided into a series of equally sized segments in the vertical direction. The fractional residence time, $F(z)$, of the particle within each of these segments was then calculated. Due to the ergodicity of the steady-state systems under investigation, this residence time is directly proportional to the local packing fraction for each segment, allowing $\phi(z)$ to be calculated simply as:

**Figure 4.** Time evolution of the $x$-position of a single tracer particle for the experimental system described in figure 3.

**Figure 5.** Experimental vertical density profiles for the system described in figure 3.
\[
\phi(z) = \frac{NF(z) \pi d^3}{6 V_i}
\]  
(1)

where \( V_i \) is the segment volume. The ability to maintain the packing density of a granulate whilst altering its dynamical behaviour is potentially of significance to various applications, as will be discussed further in later sections.

As the density of the bed is increased further, the differences in the steady state dynamics of the system become more pronounced, as can be seen in figure 6. In this instance, a point of inflection in \( M(t) \) can be observed for the CD and ISD cases (figure 6(a)), indicating the presence of caging effects in both instances. However, the comparatively increased length of the subdiffusive plateau in \( M(t) \) for the CD case implies that the average duration over which particles remain caged is considerably reduced for the ISD case [53]. This observation is further evidenced by the observed single particle trajectory, a typical example of which can be seen in figure 6(b).

As the density of the system approaches its maximal value, the difference in initial driving conditions is found to play a determining role in the final state achieved by the system. Figure 7 shows data for a system of resting bed height \( H = 12 \) driven with an acceleration \( \Gamma_0 = 14.5 \). In the ISD case (\( \Gamma_0 = 19.5 \)) the system is found to maintain some degree of mobility, despite significantly slowed dynamics due to caging effects. For the CD case, however, the system is found to be jammed—permanently stuck in a single packing configuration [54]. It should be specifically noted that, for this case, the mean squared displacement shown is the average of multiple repeated runs with the tracer particle initially placed at various positions within the bed. Although it is known that the packing densities and stress distributions of the final, jammed state achieved by a granular material exhibit history-dependence [55, 56], it is noteworthy that, in this instance, the system’s initial conditions can determine whether the system’s dynamical state itself—i.e. whether the final configuration is static or mobile. It is also interesting to note
that despite being more mobile, the ISD system also appears to possess a higher packing fraction—the comparatively small plateau value of $M(t)$ for the ISD case implies a reduced free volume for this system [50]. This observation is somewhat surprising, as systems such as the one described here are typically found to become less mobile as the system’s density increases [57].

We now attempt to provide an explanation for the various phenomena detailed above. Previous work [58] has shown that there exists a range of packing fractions near the RCP limit for which both jammed and unjammed states may exist. Thus it is perhaps not overly surprising that one might, as is the case in this study, observe various other dissimilar dynamics in similarly dense systems. The question remains, however, as to what, in the present system, is the origin of these distinct dynamical behaviours? One possible solution to this quandary is the existence of differing degrees of spatial heterogeneity in the CD and ISD systems. Recent work by Watanabe and Tanaka [59] suggests that the slowing of granular dynamics as a system approaches jamming may be due to the presence of ‘medium range crystalline order’, or MRCO [60]—long-lived crystalline clusters within the granular bed. The work of Watanabe and Tanaka finds that the slowing of dynamics observed with increasing system density, $\phi$, may be described solely by the degree of MRCO within the bed. In other words, the commonly observed correlation between increasing density and slowing dynamics may only be an indirect link—MRCO causes slow dynamics, the presence of MRCO is more likely in denser systems. Thus, it stands to reason that for two systems with equal bulk densities but differing degrees of MRCO clustering, one may indeed observe dissimilar dynamics. Based on this hypothesis, we propose a tentative explanation for the behaviour observed in this study: for the case of the ISD system, the initial, harsh driving can be expected to provide an initially less clustered system [11, 61]. The sudden drop to $A_0$, in a manner analogous to the rapid quenching necessary for the supercooling of molecular liquids [62], results in a more homogeneous final state with reduced (or even entirely absent) MRCO, and hence a more mobile system.

Such a hypothesis can also explain the increased packing for the ISD case as observed in figure 7. One may consider a granular material as a system of randomly packed particulate clusters [63]. This random packing of clusters will result in the presence of defects in the bed, resulting in an increased void space and hence a reduced average system packing compared to a system composed of individual grains in the absence of clustering. Hence the proposed reduction in clustering due to initial strong driving may indeed, under certain circumstances, be expected to lead to a more densely packed final state. Even if clustering is not eliminated entirely, a reduction in the size of clusters may also result in an improved packing.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Experimentally acquired mean squared displacement for $H = 12, \Gamma_0 = 13$.}
\end{figure}
In order to ascertain whether MRCO-like clustering does indeed play a rôle in our observations, analysis of the various systems’ structural properties was undertaken via the study of their coordination numbers and radial distribution functions. The radial distribution function, \( g(r/d) \), represents the average number of particle centres, \( N_{\text{ave}} \), within a spherical shell of thickness \( \Delta r \) at a distance \( r/d \) from the centre of a given particle, normalized by the volume of the shell. Thus, \( g(r/d) \) can be determined as:

\[
g(r/d) = \frac{N_{\text{ave}}}{4\pi(r/d)^2 \Delta (r/d)}.
\]  

The existence of distinct peaks in \( g(r/d) \), for instance those at \( r/d = \sqrt{2} \) and \( r/d = \sqrt{3} \) as can be seen in figure 8(a) for the CD case, signifies the presence of crystalline structure within the system [64]. Notable also from this image is the absence of such peaks in the equivalent ISD case. This observation shows definitively that the method of driving can indeed influence the degree of crystalline microstructure within the bed as hypothesized, and thus provides strong support for the possibility that this difference in microstructure may explain the other observed dissimilarities between CD and ISD systems. Evidence for structural differences between the two cases can also be seen from the coordination number distribution, an example of which is

![Figure 8](image-url)
shown in figure 8(b). For a system of monosized, randomly-packed particles, one might expect the coordination number distribution to approximate a Gaussian [65], as is observed for the ISD case in the aforementioned figure. The CD system, however, demonstrates a strong deviation from the Gaussian form, displaying a marked shift towards higher coordination numbers, indicative once again of increased ordering within the system [66]. The localized nature of the crystalline structure is confirmed by subdividing the computational volume into a series of individual segments, and determining the number of sphere centres within each partitioned region. The spatial variation in this parameter provides evidence that we are indeed dealing with a localized crystalline clustering as would be expected for the case of MRCO. A similar analysis of the experimental solids fraction distribution yields comparable results, as may be seen from figure 9. A final interesting result pertaining to the structural properties of the system is that the spatial extent of this ordering is found to increase for denser systems, i.e. those more closely approaching the jammed state. This is true for both the CD and ISD protocols, although the degree of order is always markedly reduced in the ISD case, as may be expected from our previous discussion. It should be noted that the system behaviours discussed here are found to hold for both monodisperse and binary systems; the importance of the latter part of this statement will become clear in the following section.

The above findings contrast somewhat with those of Charbonneau et al [67], who find the length scales associated with ordering not to grow for binary systems approaching the glass transition. The differences between the findings of this study and our own may perhaps be explained by the presence of walls in our current set-up, which have a known influence on ordering within granular systems [68], or the fact that the system described here is bidisperse-by-density, while the particles used by Charbonneau et al differ instead in their size. The precise origin of this discrepancy is a subject worthy of further research.
It is worth mentioning here that the rate at which the initial driving amplitude $A_i$ is reduced to $A_0$ was also found to affect the dynamical behaviour of the system. In all cases discussed above, the transition between $A_i$ and $A_0$ was effectively instantaneous. However, runs were also conducted in which the initial driving amplitude was linearly reduced to the final amplitude over a period of 5 s. The resultant steady state dynamics achieved in this manner were found to be highly variable dependent on the control parameters of the system in question: in some instances, the steady state dynamics were found to be effectively identical to those observed for the CD case; in other instances, the degree of particle mobility more closely resembled the case of the instantaneously reduced amplitude, or fell somewhere in between the values expected for the original CD and ISD cases. Although the data currently available is insufficient to reliably suggest any concrete trends, it is still possible to explain these findings in terms of the framework presented above; for an initially homogeneous granular system undergoing relaxation or ‘cooling’, the formation of clusters takes a finite time [69]. If the timescale for the relaxation ($\tau_r$) of the system from its initial, strongly driven state to the final, weakly driven state is smaller than or comparable to the timescale for cluster formation, $\tau_{\text{cluster}}$, then one might well expect a reduced degree of clustering in the resultant system. As the rate at which $A_i$ is reduced decreases, and hence $\tau_r$ increases, more significant clustering is likely to occur, resulting in dynamics more reminiscent of the CD system. Conversely, alteration of the system’s control parameters may also result in variations in $\tau_{\text{cluster}}$, which may well account for the varied behaviour discussed above even at a constant rate of decrease of $A$.

4.2. Rise time and segregation

Recent work [28] has demonstrated that, for a vibrofluidized binary granular system, denser beds will exhibit more complete segregation, due to a decrease in void space, yet also display a reduced rate of segregation due to their slower dynamics. Thus, the findings of this current study are potentially highly relevant to various industrial processes where segregation is a prerequisite—the ability to increase the mobility of systems without necessarily decreasing their packing density means that more complete segregation may be achieved more quickly, potentially resulting in significant time and energy savings.

Figure 10 shows the time-evolution of the vertical position of a single glass tracer within a bed of steel beads. Aside from the inclusion of the tracer within the system, the set-up corresponding to 10(a) is identical to that described in figure 3. As might be expected from the preceding discussion, not only does the ISD system shows a more rapid progression of the light intruder towards the top of the system (indicative of accelerated segregative processes), but the transition also seems to be comparatively smoother—the CD system makes its upward transit in a series of discrete, indicative of caging effects. The behaviour shown in the figure is typical of that observed over a numerous runs.

Figure 10(b) shows the ascent of a glass intruder for a system with $H = 12, \Gamma_0 = 13$. Here, the effects of caging become apparent for the ISD case, causing an increase in the rise time compared to the previous, more dilute system. The CD case, meanwhile, was found to show no upward motion even after being vibrated for 7200 s. To ensure the presence of a jammed state, repeated runs were taken with the particle in various initial positions within the system; the resulting data, as well as visual inspection, confirmed the system to be jammed in all cases.
As discussed in section 2.3, the effects of driving history on segregative behaviour inferred from the experimentally observed rise times can be substantiated through comparison with data produced using simulations of an equivalent, fully-bidisperse system (see section 3).

Figures 11(a) and (b) show the time-evolving ratios of the vertical centres of mass, \( Z(t) \), for the heavy and light components of the system. The ratio can be thought of as a measure of the degree to which a system exhibits segregation. In the current case, \( Z_{\text{glass}} / Z_{\text{steel}} = 1 \) corresponds to a perfectly mixed system, while \( Z_{\text{glass}} / Z_{\text{steel}} \approx 2.5 \) implies a completely segregated system. It is primarily worth noting that simulations successfully reproduce the driving history dependence observed in experiment. Importantly, this confirms that the differences observed cannot simply be explained by factors such as particle aging, static charge, interstitial air or variations in humidity, as these were not included in simulations. Indeed, it was ensured that all parameters other than initial driving were held constant for each pair of data sets.

As may be expected, the segregative behaviour demonstrated in figure 11 shows certain important parallels with the rise time dynamics illustrated in figure 10. For comparatively strongly-driven (and hence dilute) systems, one observes a relatively smooth, rapid transition of the granular bed to the fully-segregated state for the ISD case with a more step-like increase for the CD case, mirroring rise time behaviour such as that shown in figure 10(a). For less strongly excited (and therefore denser) systems, the observed segregation is more similar to that shown in figure 10(b)—a stepwise increase in segregation for the ISD case, while the CD case remains seemingly paralyzed. It should be noted that the precise \( \Gamma_0 \) values for which the specific segregative behaviours of the system occur vary slightly between simulation and experiment. This is understandable due to differences in bed composition, as well as the possibility of imperfect agreement between the dissipative parameters implemented and the true experimental
values. Nonetheless, the observed trends in system behaviour observed with decreasing $\Gamma$ are closely reproduced by simulations. The close correspondence between the simulated segregation times and experimental rise times, and their variation with the relevant control parameters, provides strong evidence that the observed variation in system dynamics and segregative behaviours due to initial driving conditions is indeed a robust phenomenon.

Moreover, the simulational data verifies that differences in initial driving conditions may indeed alter the subsequent rate of segregation in a binary granular system. Figure 12 shows how the relative amount of time required for a system to achieve its equilibrium distribution (i.e. its steady-state, maximal degree of segregation) for the CD and ISD cases varies with $I_0$. For relatively large $I_0$ values, corresponding to comparatively well fluidized, chaotic systems, little

**Figure 11.** Ratios of the vertical centres of mass, $Z(t)$, for the light (glass) and heavy (steel) components of a simulated bidisperse granular system with (a) $H = 12, I_0 = 15$ and (b) $H = 12, I_0 = 13$.

**Figure 12.** Ratio of the timescales for segregation and rise time comparing initially strongly driven to continuously driven systems. Comparison is made over a range of driving strengths.
difference is observed in the measured segregation timescale, $\tau_{seg}$, between the CD and ISD systems. As $I_0$ decreases, however, the ISD system shows a marked increase in segregation rate compared to its CD counterpart. For both $\tau_{seg}$ and its equivalent in the tracer limit, $\tau_{rise}$, there exists a region of phase space for which segregative behaviour is still observed for the ISD case, while the CD case remains seemingly jammed, i.e. the ratio of timescales diverges to infinity.

5. Conclusions

It has been shown that the final steady state achieved by a vibrated granular system can be highly dependent on the details of its original driving. This history-dependence is shown to affect both packing density and particle mobility, and hence also significantly impacts segregative behaviours. In certain cases, simple differences in initial driving were found to increase the rate of segregation within otherwise identical systems by more than a factor of ten. In other instances, driving history was found to provide the difference between a jammed and a mobile final state. The hysteretic nature of systems such as those detailed in this paper may, potentially, be exploited to provide significant improvements to the efficiency (both in terms of time and energy) of various industrial processes where segregation is required. The observations of this study also provide great scope for future research—the history-dependent dynamics may be affected by a wide range of parameters, of which only a few have been explored in the current work. Thus, with more research, even greater improvements to the efficiency of segregative processes may be achieved.
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