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Abstract. In this paper, we focus on a family of generalized Kloosterman sums over the torus. With a few changes to Haessig and Sperber’s construction, we derive some relative $p$-adic cohomologies corresponding to the $L$-functions. We present explicit forms of bases of top dimensional cohomology spaces, so to obtain a concrete method to compute lower bounds of Newton polygons of the $L$-functions. Using the theory of GKZ system, we derive the Dwork’s deformation equation for our family. Furthermore, with the help of Dwork’s dual theory and deformation theory, the strong Frobenius structure of this equation is established. Our work adds some new evidences for Dwork’s conjecture.

1. Introduction

Let $p$ be a prime, and $\mathbb{F}_q$ be the finite field of $q$ elements with characteristic $p$. For Laurent polynomial $g(x) \in \mathbb{F}_q[x_1^\pm 1, \ldots, x_n^\pm 1]$, the toric exponential sum is defined as

$$S_k(g) := \sum_{x \in (\mathbb{F}_q^*)^n} \exp\left(\frac{2\pi i}{p} Tr_k g(x)\right),$$

where $Tr_k : \mathbb{F}_q^k \to \mathbb{F}_p$ and $\mathbb{F}_q^*$ denotes the set of non-zero elements in $\mathbb{F}_q^k$. By a theorem of Dwork-Bombieri-Grothendieck, the following generating $L$-function is a rational function

$$L(g,T) := \exp\left(\sum_{k=1}^\infty \frac{S_k(g) T^k}{k}\right) = \prod_{\alpha_i} (1 - \alpha_i T) \prod_{\beta_j} (1 - \beta_j T),$$

where $\alpha_i (1 \leq i \leq d_1)$ and $\beta_j (1 \leq j \leq d_2)$ are non-zero algebraic integers. From Deligne’s integrality theorem, one has the following estimates

$$|\alpha_i|_p = q^{-r_i}, |\beta_j|_p = q^{-s_j}, r_i \in \mathbb{Q} \cap [0,n], s_j \in \mathbb{Q} \cap [0,n]$$

with normalized $p$-adic absolute value $| \cdot |_p$ such that $|q|_p = q^{-1}$. The rational number $r_i$ (resp. $s_j$) is called slope of $\alpha_i$ (resp. $\beta_j$) with respect to $q$. The $p$-adic Riemann hypothesis for the $L$-function $L(g,T)$ is to determine the slopes of the zeros and poles. This is an extremely hard question if there is no any smoothness condition on $g$. When $g$ is nondegenerate, Adolphson and Sperber [1] showed that the $L$-function $L(g,T)^{(-1)^{n+1}}$ is...
a polynomial whose degree $m$ is determined by the volume of the Newton polyhedron of $g$. If we write

$$ L(g, T)^{(-1)^{n-1}} = \sum_{i=0}^{m} A_i T^i, $$

then the $q$-adic Newton polygon of $L(g, T)^{(-1)^{n-1}}$, denoted by $NP(g)$, is the lower convex closure in $\mathbb{R}^2$ of the following points

$$(r, \text{ord}_q A_r), r = 0, 1, ..., m.$$ 

Further more, the $q$-adic Newton polygon of $L(g, T)^{(-1)^{n-1}}$ determines the slopes of its reciprocal roots.

The $L$-functions of classical Kloosterman families have been studied by Dwork \[6\] and Sperber \[23, 24\] using Dwork’s $p$-adic theory. For the Kloosterman family $g^{(1)}(\Lambda, x) = x + \Lambda/x$ with parameter $\Lambda \in \mathbb{F}_q$, Dwork derived that $\{0, 1\}$ is the slope sequence of the $L$-function $L(g^{(1)}(\Lambda, x), T)$. Later, Sperber \[23, 24\] generalized Dwork’s results to the $n$ variables case given by $g^{(n)}(\Lambda, x_1, \ldots, x_n) = x_1 + \cdots + x_n + \Lambda x_1 \cdots x_n$ and proved that the slope sequence of $L(g^{(n)}(\Lambda, x), T)^{(-1)^{n-1}}$ should be $\{0, 1, \ldots, n\}$.

The classical Kloosterman family $g^{(1)}(\Lambda, x)$ was also studied by Robba \[22\] using $p$-adic cohomology. Robba \[22\] proved that the symmetric power $L$-function of this family is a polynomial with coefficients in $\mathbb{Z}$ and can be factored into two parts: the trivial one and the one satisfying the functional equation. Fu and Wan \[8, 9, 10, 11\] studied the hyper-Kloosterman family and its symmetric power $L$-functions using $l$-adic method. Recently, Haessig and Sperber \[19\] studied the following generalized Kloosterman family

$$ \bar{F}(\Lambda, x) := \bar{f}(x) + \Lambda x^\mu \in \mathbb{F}_q[\Lambda][x_1^\pm, \cdots, x_n^\pm], $$

where $\bar{f}(x)$ is an arbitrary quasi-homogeneous nondegenerate Laurent polynomial and the deforming monomial $\Lambda x^\mu$ is an arbitrary monomial where $\mu$ does not lie on the affine hyperplane spanned by the support of $\bar{f}$. Haessig and Sperber constructed some relative $p$-adic cohomologies to give sufficiently sharp estimates for the degree and the total degree of symmetric power $L$-functions.

In this paper, we focus on the following kind of generalized Kloosterman family defined by Haessig and Sperber

$$ \bar{F}(\Lambda, x) = x_1^a + x_2^b + \frac{\Lambda}{x_1 x_2^c}, $$

where $a, b, c, d$ are positive integers such that $\gcd(a, b) = \gcd(a, c) = \gcd(b, c) = \gcd(b, d) = 1$ and $p \nmid abcd$.

Let $\bar{F}_q$ be an algebraic closure of $\mathbb{F}_q$. Fix $\lambda \in \bar{F}_q^*$ and let $\lambda$ be its Teichmüller representative. Let $C_0$ denote the $p$-adic Banach space consisting of formal power series. Let $F(\Lambda, x)$ be the Teichmüller lifting of $\bar{F}(\Lambda, x)$. Then let

$$ F^{(0)}(\Lambda, x) := \pi F(\Lambda, x) $$

with $\pi^{p-1} = -p$. For $l = 1, 2$, we define differential operator $D_{l, \Lambda}$ by

$$ D_{l, \Lambda} := x_1 \frac{\partial}{\partial x_1} + x_1 \frac{\partial F^{(0)}}{\partial x_1}. $$
Then Haessig and Sperber [19] constructed the $p$-adic complex $\Omega^\bullet(C_0, \nabla(D^{(A)}))$ such that

$$L(F(\lambda, x), T)^{-1} = \det(1 - Frob_\lambda T)|H^2(C_{0, \lambda}, \nabla(D^{(A)})),$$

where $C_{0, \lambda}$ and $D_{1, \lambda}$ are specializing of $C_0$ and $D_{1, \lambda}$ at $\Lambda = \lambda$, respectively.

One aim of this paper is to study the slopes of zeros of $L(F(\lambda, x), T)^{-1}$. For this purpose, we use relative $p$-adic cohomologies constructed by Haessig and Sperber [19] but with a few modifications such as using another Dwork’s splitting function and letting $p > 2$. As we all know, the Newton polygon has a topological lower bound, called Hodge polygon.

The general way to calculate Newton polygon is to first compute its lower bound, and then determine when the Newton polygon and the Hodge polygon coincide. It is known from the work of Adolphson and Sperber [12] that the Hodge polygon is totally determined by the weight of a basis of the top cohomology space $H^2(\Omega^\bullet(C_0, \nabla(D^{(A)})))$, this makes us to study the explicit form of the basis. Our main tool is the specific reduction of elements of a polynomial ring by the ideals generated by differential operators $\{D_{1, \lambda}\}_{i=1, 2}$. To describe our results, we define set $B := \{x_1^{a_1}x_2^{a_2} : v_1, v_2 \in \mathbb{Z}\}$, where $(v_1, v_2)$ such that

$$\begin{aligned}
-c < v_1 &\leq a_1 - d < v_2 \leq b_1, \frac{d-1}{c-1}(v_1 - a_1) \leq v_2 < \frac{d-1}{c-1}v_2 + b_1, & \text{if } c > 1, d > 1; \\
-c < v_1 &\leq a_1 - d < v_2 \leq b_1, (v_1, v_2) \neq (a_1, b_1) & \text{with } v_2 = 0, -1, \ldots, 1 - d, \text{ if } c = 1, d > 1; \\
-c < v_1 &\leq a_1 - d < v_2 \leq b_1, (v_1, v_2) \neq (v_1, b_1) & \text{with } v_1 = 0, -1, \ldots, 1 - c, \text{ if } c > 1, d = 1; \\
-c < v_1 &\leq a_1 - d < v_2 \leq b_1, (v_1, v_2) \neq (0, b), & \text{if } c = d = 1.
\end{aligned}$$

**Theorem 1.1.** Let

$$\tilde{B} := \{\Lambda^{(\nu)}x_1^{v_1}x_2^{v_2} : x_1^{v_1}x_2^{v_2} \in B\},$$

where $\nu$ denotes a function on $\mathbb{Z}^2$. Then set $\tilde{B}$ forms a basis for $H^2(\Omega^\bullet(C_0, \nabla(D^{(A)})))$.

Hence we may give a method to compute the Hodge polygon. Using Wan’s decomposition theorems and diagonal local theory we decide when the Newton polygon of $L(F(\lambda, x), T)^{-1}$ coincides its lower bound. Concretely, we prove the following.

**Theorem 1.2.** If $\gcd(a, d) = 1$ and $p \equiv 1 \mod ab|c, d|$, then $NP(F)$ equals to the Hodge polygon of $F$ at $p$.

It follows that the Newton polygon can be computed under the condition of Theorem 1.2. Specially, when $c = d = 1$ and $p \equiv 1 \mod ab|c, d|$, the slope sequence of $L(F(\lambda, x), T)^{-1}$ is

$$\left\{\frac{ai + bj}{ab}\right\}_{i=0, \ldots, b, j=0, \ldots, a}.$$

In the point of view of Dwork’s deformation theory, both Dwork [6] and Sperber [23] obtained the deformation equations identified by Katz as the Picard-Fuchs equations [20]. For $g^{(1)}(\Lambda, x)$, Dwork showed that there is a strong Frobenius structure on the solution space of the deformation equation. Inspired by this, Dwork [7] has conjectured that Frobenius structures of differential equations exist quite widely. Actually, Sperber’s work [23] adds an evidence for Dwork’s conjecture [7].

The study about the Frobenius structure of Picard-Fuchs differential equation began with Dwork [5]. Dwork explored a 4-dimensional family and identified the reciprocal zeros of its zeta function by studying the $p$-adic solutions of Picard-Fuchs equation. Using the Griffiths-Dwork method [24] and the theory of GKZ system, Gährs computed the Picard-Fuchs equations for general one-parameter families of Calabi-Yau varieties [14, 17]. Combining Gährs’ result and the Frobenius structure of Picard-Fuchs equation, Doran et al.
obtained the condition what two Calabi-Yau families share a common factor in their zeta functions [3].

Another aim of this paper is to study the Dwork’s deformation equation for our family. Let \( D_\Lambda = \Lambda \frac{\partial}{\partial \Lambda} + \frac{\Lambda}{x_1^2 x_2^2} \) be the connection. Using the theory of GKZ system, we obtain the specific form of the deformation equation. Furthermore, we have the following result.

**Theorem 1.3.** The differential equation satisfied by the specific form of the deformation equation. Furthermore, we have the following result.

\[
\left( \frac{c D_\Lambda}{a} - (bc - 1) \right) \cdots \frac{c D_\Lambda}{a} \left( \frac{D D_\Lambda}{b} - (ad - 1) \right) \cdots \frac{D D_\Lambda}{b} \left( D_\Lambda - (ab - 1) \right) \cdots D_\Lambda = \Lambda^{ab},
\]

and it is irreducible.

Let \( N := ad + ab + bc = \dim H^2(\Omega^*(C_0, \nabla(D(\Lambda)))) \). Then \( \{ \bar{1}, \bar{D}_\Lambda(\bar{1}), \ldots, (D_\Lambda)^{N-1}(\bar{1}) \} \) consists a basis of the top dimensional space \( H^2(\Omega^*(C_0, \nabla(D(\Lambda)))) \). The transpose of \( G \), denoted by \( G^t \), is the connection matrix of \( D_\Lambda \) on the basis \( \{ \bar{1}, D_\Lambda(\bar{1}), \ldots, (D_\Lambda)^{N-1}(\bar{1}) \} \). Clearly, the matrix \( G^t \) is totally determined by \( \Omega \). Let \( \Omega \) be an algebraically closed field, and complete under valuation extending that of \( \mathbb{Q}_p \). We establish the strong Frobenius structures of the deformation equations using Dwork’s dual theory and deformation theory. Our work adds some new evidences for Dwork’s conjecture [7]. Equivalently, we prove the following result.

**Theorem 1.4.** Let \( a \in \Omega \). If \( y \) is a solution of

\[
\Lambda \frac{\partial}{\partial \Lambda} (C_0(\Lambda), C_1(\Lambda), \ldots, C_{N-1}(\Lambda)) = (C_0(\Lambda), C_1(\Lambda), \ldots, C_{N-1}(\Lambda)) G
\]

near \( a \), then so is \( y^{a_0} U(\Lambda) \), where \( U(\Lambda) \) is the matrix of Frobenius map with respect to the basis \( \{ \bar{1}, D_\Lambda(\bar{1}), \ldots, (D_\Lambda)^{N-1}(\bar{1}) \} \).

This paper is organized as follow. In section 2, we construct some relative \( p \)-adic cohomologies by following Haessig and Sperber. In section 3, we study the Newton polygon of the \( L \)-function \( L(F(\lambda, x), T)^{-1} \). For this purpose, we explore the specific forms of bases of top cohomology spaces and review Wan’s decomposition theorems. In section 4, we compute Dwork’s deformation equation for our family and establish the strong Frobenius structure of this equation.

2. COHOMOLOGICAL SETUP

Recall that

\[
\bar{F}(\Lambda, x) := x_1^a + x_2^b + \frac{\Lambda}{x_1 x_2} \in \mathbb{F}_q[\Lambda][x_1^\pm, x_2^\pm]
\]

with \( \tilde{f}(x) := x_1^a + x_2^b \), \( \mu := \frac{1}{x_1 x_2} \) and parameter \( \Lambda \). The support of \( \tilde{f} \), denoted by \( \text{Supp}(\tilde{f}) \), is defined as

\[
\text{Supp}(\tilde{f}) := \{(a, 0), (0, 0)\}.
\]

Let \( \sigma := \Delta(\tilde{f}) \) be the convex closure of \( \text{Supp}(\tilde{f}) \), and let \( \Delta_{\infty}(\tilde{f}) \) be the convex closure of \( \Delta(\tilde{f}) \cup \{(0, 0)\} \). Let \( \text{Cone}(\tilde{f}) \) be the union of rays from 0 passing through \( \Delta_{\infty}(\tilde{f}) \). Set \( M(\tilde{f}) := \text{Cone}(\tilde{f}) \cap \mathbb{Z}^2 \). Then \( \dim \Delta_{\infty}(\tilde{f}) = \dim \text{Cone}(\tilde{f}) = 2 \). The two points of \( \text{Supp}(\tilde{f}) \) determine the affine line

\[
l_\sigma(v) := \left\{ (v_1, v_2) \mid \frac{v_1}{a} + \frac{v_2}{b} = 1 \right\}.
\]

Clearly, \( \mu = (-c, -d) \notin M(\tilde{f}) \) and \( l_\sigma(\mu) < 1 \). Note that \( p \nmid cd \) and \( \tilde{f} \) is nondegenerate with respect to \( \Delta_{\infty}(\tilde{f}) \). It follows from Theorem 2.1 of [19] that for each \( \lambda \in \mathbb{F}_q^\times \), \( \bar{F}(\lambda, x) \) is
nondegenerate with respect to $\Delta_\infty(\bar{f}, \mu)$, where $\Delta_\infty(\bar{f}, \mu)$ is the convex closure of $\Delta_\infty(\bar{f}) \cup \{\mu\}$.

Let $\text{Cone}(\bar{f}, \mu)$ be the cone in $\mathbb{R}^2$ over $\Delta_\infty(\bar{f}, \mu)$ and let $M(\bar{f}, \mu) := \text{Cone}(\bar{f}, \mu) \cap \mathbb{Z}^2$. Notably, $\Delta_\infty(\bar{f}, \mu)$ is the triangle with vertices $(a, 0), (0, b)$ and $\mu$, and $M(\bar{f}, \mu) = \mathbb{Z}^2$. If $\tau$ is a closed face of $\Delta_\infty(\bar{f}, \mu)$ not containing 0, then we say $\tau$ is a face at $\infty$. The three sides of the triangle are three faces of codimension one at $\infty$ of $\Delta_\infty(\bar{f}, \mu)$.

For $\bar{\lambda} \in \overline{\mathbb{F}_q^*}$, we let $\mathbb{F}_{q^{(\bar{\lambda})}} := \mathbb{F}_q(\bar{\lambda})$ denote the field generated over $\mathbb{F}_q$ by $\bar{\lambda}$. For $v \in M(\bar{f}, \mu)$, let $w(v)$ denote the smallest nonnegative rational number $\tilde{e}$ such that $v \in \tilde{e} \cdot \Delta_\infty(\bar{f}, \mu)$. There is a positive integer $e$ such that $w(M(\bar{f}, \mu)) \subset (1/e)\mathbb{Z}_{\geq 0}$. Let $R^{(\bar{\lambda})} := \mathbb{F}_{q^{(\bar{\lambda})}}[M(\bar{f}, \mu)]$. Then $R^{(\bar{\lambda})}$ has an increasing filtration indexed by $(1/e)\mathbb{Z}_{\geq 0}$. Let $\bar{R}^{(\bar{\lambda})}$ denote the associated graded ring. Thus we construct two complexes as follows. The spaces in both complexes are the same

$$\Omega^i(\bar{R}^{(\bar{\lambda})}, \nabla(\bar{F}(\bar{\lambda}, x))) := \Omega^i(\bar{R}^{(\bar{\lambda})}, \nabla(D^{(\bar{\lambda})})) := \bigoplus_{1 \leq j_1 < j_2 \leq 2} \bar{R}^{(\bar{\lambda})} \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}$$

with respective boundary operators given by

$$\nabla(\bar{F}(\bar{\lambda}, x))(\zeta \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}) := \left( \sum_{l=1}^n x_l \frac{\partial \bar{F}(\bar{\lambda}, x)}{\partial x_l} \zeta \frac{dx_l}{x_l} \right) \wedge \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}},$$

and

$$\nabla(D^{(\bar{\lambda})})(\zeta \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}) := \left( \sum_{l=1}^n (D^{(\bar{\lambda})}_l \zeta) \frac{dx_l}{x_l} \right) \wedge \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}},$$

where

$$D^{(\bar{\lambda})}_l := x_l \frac{\partial}{\partial x_l} + x_l \frac{\partial \bar{F}(\bar{\lambda}, x)}{\partial x_l}, \quad l = 1, 2.$$

Since $\bar{F}(\bar{\lambda}, x)$ is nondegenerate with respect to $\Delta_\infty(\bar{f}, \mu)$, we have

**Theorem 2.1** (Theorem 2.2, [19]). For every choice $\bar{\lambda} \in \overline{\mathbb{F}_q^*}$, complexes $\Omega^*(\bar{R}^{(\bar{\lambda})}, \nabla(\bar{F}(\bar{\lambda}, x)))$ and $\Omega^*(\bar{R}^{(\bar{\lambda})}, \nabla(D^{(\bar{\lambda})}))$ are acyclic except in the top dimension 2. The top dimensional cohomology $H^2$ is a finite free $\mathbb{F}_q^{(\bar{\lambda})}$-algebra of rank $2\text{Vol}(\Delta_\infty(\bar{f}, \mu))$. For each $\lambda \in (1/e)\mathbb{Z}_{\geq 0}$, we may choose a monomial basis $B^{(\bar{\lambda})}_i$ consisting of monomials of weight $i$ for an $\mathbb{F}_q^{(\bar{\lambda})}$-vector space $V^{(\lambda)}_i$ such that the $i$-th graded piece $\bar{R}^{(\bar{\lambda})}_i$ of $\bar{R}^{(\bar{\lambda})}$ may be written as

$$\bar{R}^{(\bar{\lambda})}_i = V^{(\lambda)}_i \oplus \sum_{l=1}^2 x_l \frac{\partial \bar{F}(\bar{\lambda}, x)}{\partial x_l} \bar{R}^{(\bar{\lambda})}_{i-1}$$

so that if $B^{(\bar{\lambda})} = \bigcup_{\lambda \in (1/e)\mathbb{Z}_{\geq 0}} B^{(\bar{\lambda})}_i$ and $V^{(\lambda)} = \sum_{\lambda \in (1/e)\mathbb{Z}_{\geq 0}} V^{(\lambda)}_i$ is the $\mathbb{F}_q^{(\bar{\lambda})}$-vector space with basis $B^{(\bar{\lambda})}$, then

$$\bar{R}^{(\bar{\lambda})} = V^{(\lambda)} \oplus \sum_{l=1}^2 x_l \frac{\partial \bar{F}(\bar{\lambda}, x)}{\partial x_l} \bar{R}^{(\bar{\lambda})}$$

and

$$\bar{R}^{(\bar{\lambda})} = V^{(\lambda)} \oplus \sum_{l=1}^2 D^{(\bar{\lambda})}_l \bar{R}^{(\bar{\lambda})}.$$
Remark. As showed in [19], the basis $B^{(\tilde{\lambda})}$ is actually independent of the choice of $\tilde{\lambda} \in \mathbb{R}^*_+$. Now we express the specific form of the weight function $w$ on the closed subcones of $\text{Cone}(\tilde{f}, \mu)$ corresponding to the codimension one faces $\omega$ of $\Delta_\infty(\tilde{f}, \mu)$ at $\infty$. If $\omega = \sigma = \Delta(\tilde{f})$ and $v \in M(\tilde{f})$, then let

$$w(v) := l_v(v).$$

(2.1)

For $\tau \in \text{Supp}(\tilde{f})$, let $C(\tau, \mu)$ denote the segment connecting $\tau$ and $\mu$, and $\text{Cone}(\tau, \mu)$ denote the set of rays from origin passing through $C(\tau, \mu)$. If $\tau = (a, 0)$, $\omega = C(\tau, \mu)$ and $v \in M(\tau, \mu) := \text{Cone}(\tau, \mu) \cap \mathbb{Z}^2$, then define

$$w(v) := \frac{(a + c)v_2}{ad} + \frac{v_1}{a}.$$  

(2.2)

If $\tau = (0, b)$, $\omega = C(\tau, \mu)$ and $v \in M(\tau, \mu)$, then define

$$w(v) := \frac{(b + d)v_1}{bc} + \frac{v_2}{b}.$$  

(2.3)

2.1. Total space. To construct relative cohomology, we view $\Lambda$ as a variable. Hence $\tilde{F}(\Lambda, x)$ is viewed as a Laurent polynomial in 3 variables. For convenience, we denote the ordering of coordinates in $\mathbb{R}^3$ associated to the monomial $\Lambda^r x^n$ to be the point $(r; v_1, v_2) \in \mathbb{R}^3$. Then

$$\text{Supp}(\tilde{F}) = \{(1; \mu)\} \cup \{(0; v)|v \in \text{Supp}(\tilde{f})\}.$$}

Since $\tilde{F}$ is quasi-homogeneous, all elements of $\text{Supp}(\tilde{F})$ lies on the affine hyperplane $W(r; v) = 1$, where

$$W(r; v) := l_\sigma(v) + r(1 - l_\sigma(\mu)) = \frac{v_1}{a} + \frac{v_2}{b} + r(1 + \frac{c}{a} + \frac{d}{b}).$$

(2.4)

Define the weight of $\Lambda^r x^n$ by $W(r; v)$.

We now give the explicit form of the $m$-function in Theorem [1.1] let

$$m(v) := \begin{cases} \frac{v_1}{a}, & \text{for } v \in \text{Cone}(\tau, \mu) \text{ and } \tau = (0, b); \\ \frac{v_2}{d}, & \text{for } v \in \text{Cone}(\tau, \mu) \text{ and } \tau = (a, 0); \\ 0, & \text{for } v \in \text{Cone}(\tilde{f}). \end{cases}$$

(2.5)

The $m$-function has the following property.

**Lemma 2.2.** [19] For any $u, v \in M(\tilde{f}, \mu)$, one has that

$$m(u + v) \leq m(u) + m(v).$$

Define the set $\tilde{M}(\tilde{F})$ to be

$$\tilde{M}(\tilde{F}) := \{(r; v) \in (1/D)\mathbb{Z}_{\geq 0} \times \mathbb{Z}^2|v \in \text{Cone}(\tilde{f}, \mu), r \geq m(v)\},$$

where $D = cd$. Let $W$ be the total weight function on $\tilde{M}(\tilde{F})$. Let $\tilde{e}$ be the smallest positive integer, divisible by $D$, such that $W(\tilde{M}(\tilde{F})) \subset (1/\tilde{e})\mathbb{Z}_{\geq 0}$. Let $T := \mathbb{F}_q[\tilde{M}(\tilde{F})]$ be the graded $\mathbb{F}_q$-algebra with its grading given by the total weight function $W$ and indexed by $(1/\tilde{e})\mathbb{Z}_{\geq 0}$. We conclude from (2.4) that $T := \mathbb{F}_q[\tilde{M}(\tilde{F})]$ is a free $S := \mathbb{F}_q[\Lambda^{1/D}]$-algebra with basis $\{\Lambda^{m(v)} x^n\}_{v \in M(\tilde{f}, \mu)}$. It follows from (2.1), (2.2), (2.3), (2.4) and (2.5) that

$$W(m(v); v) = w(v).$$

Let $W_\Lambda(\Lambda^r) := r(1 - l_\sigma(\mu)) = r(1 + \frac{c}{a} + \frac{d}{b})$. Then $W(\Lambda^r x^n) = w(v) + W_\Lambda(\Lambda^{r-m(v)})$. 

\[ \]
The reduction map mod $\overline{\pi}$ rings of integers of $K$

Theorem 2.3. (Theorem 2.5) The following result is a special case of Haessig and Sperber’s theorem. Let $\pi$ be a primitive $p$-th root of unity. Then the reduction map identifies the $\overline{\pi}$-adic integers. Let $\mathbb{Q}_p$ be the unramified extension of $\mathbb{Q}_p$ of degree $\overline{\pi}$, and $\mathbb{Z}_p$ be its ring of integers. Let $\zeta_p$ be a primitive $p$-th root of unity. Then $\mathbb{Z}_p[\zeta_p]$ and $\mathbb{Z}_p[\zeta_p]$ are rings of integers of $\mathbb{Q}_p[\zeta_p]$ and $\mathbb{Q}_p[\zeta_p]$, respectively. Recall $\pi$ is an element in an algebraic closure of $\mathbb{Q}_p$ such that $\pi^{p-1} = -p$. By Krasner’s lemma, we have $\mathbb{Q}_p(\pi) = \mathbb{Q}_p(\zeta_p)$. Adjoining an appropriate root of $\pi$, say $\overline{\pi}$, we obtain totally ramified extensions of $\mathbb{Q}_p(\zeta_p)$ and $\mathbb{Q}_p(\zeta_p)$, which are denoted by $K$ and $K_0$, respectively. Let $\mathbb{Z}_q[\overline{\pi}]$ and $\mathbb{Z}_p[\overline{\pi}]$ denote the respective rings of integers of $K$ and $K_0$.

Define set $\mathcal{O}_0$ by

$$\mathcal{O}_0 := \left\{ \sum_{r=0}^{\infty} C(r) \lambda^{r/D} \pi^{W_\lambda(r/D)} : C(r) \in \mathbb{Z}_q[\overline{\pi}], C(r) \to 0 \text{ as } r \to \infty \right\}$$

with a valuation via

$$\left| \sum_{r=0}^{\infty} C(r) \lambda^{r/D} \pi^{W_\lambda(r/D)} \right| := \sup_{r \geq 0} \{|C(r)|\}.$$

The reduction map $\mod \overline{\pi}$ maps $\mathcal{O}_0$ onto $S = \mathbb{F}_q[\lambda^{1/D}]$ by sending

$$\sum_{r=0}^{\infty} C(r) \lambda^{r/D} \pi^{W_\lambda(r/D)} \mapsto \sum_{r=0}^{\infty} \overline{C}(r) \lambda^{r/D}.$$

Then the reduction map identifies the $\mathbb{F}_q$-algebras $\mathcal{O}_0/\overline{\pi} \mathcal{O}_0 \cong S$. 

Now we construct a complex of $S$-algebras $\Omega^*(T, \nabla(D))$ as [19]. Let

$$\Omega^i := \bigoplus_{1 \leq j_1 \neq j_2 \leq 2} T \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}},$$

with boundary operator defined by

$$\nabla(D) \left( x_{j_1} \frac{dx_{j_1}}{x_{j_1}} \wedge x_{j_2} \frac{dx_{j_2}}{x_{j_2}} \right) := \left( \sum_{l=1}^{2} D_l(\Lambda, x) x_{j_l} \frac{dx_{j_l}}{x_{j_l}} \right) \wedge \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}},$$

where

$$D_l(\Lambda, x) := x_l \frac{\partial}{\partial x_l} + x_l \frac{\partial \tilde{F}(\Lambda, x)}{\partial x_l}, \quad l = 1, 2.$$
We now express the $p$-adic Banach space $C_0$ concretely. Let $\gamma$ be a positive real number. Then we define
\[
C_0(\gamma) := \left\{ \sum_{v \in M(f, \mu)} \zeta(v) \pi^{w(v)} \Lambda^m(v)x^v : \zeta(v) \in \mathcal{O}_0, \zeta(v) \to 0 \text{ as } w(v) \to \infty \right\}
\]
to be a $p$-adic Banach $\mathcal{O}_0$-algebra. Especially, we write $C_0$ for $C_0(1)$. Then the reduction map mod $\tilde{\pi}$ taking
\[
\sum_{v \in M(f, \mu)} \zeta(v) \pi^{w(v)} \Lambda^m(v)x^v \mapsto \sum_{v \in M(f, \mu)} \bar{\zeta}(v) \Lambda^m(v)x^v,
\]
induces an isomorphism of $S$-algebras
\[
C_0/\tilde{\pi}C_0 \cong T.
\]
We are now in a position to construct a complex of $p$-adic spaces. Let
\[
\theta(t) := \exp \pi(t - t^p).
\]
If we write $\theta(t) = \sum_{i=0}^{\infty} \lambda_i t^i$, it then follows from [4] that
\[
\text{ord}_p \lambda_i \geq p - 1 \cdot i
\]
for every $i \geq 0$.

Note that $F(\Lambda, x)$ has the total weight $W \leq 1$. Then multiplication by $x_l \frac{\partial F^{(0)}}{\partial x_l}$ $(l = 1, 2)$ defines an endomorphism of $C_0$. Hence we may define a complex of $\mathcal{O}_0$-modules $\Omega^\bullet(C_0, \nabla(D(\Lambda)))$ by letting
\[
\Omega^i(C_0, \nabla(D(\Lambda))) := \bigoplus_{1 \leq j_1 < j_2 \leq 2} C_0 \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}
\]
with boundary map
\[
\nabla(D(\Lambda))(\zeta(\frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}})) = \left( \sum_{l=1}^2 D_{l, \Lambda}(\zeta) \frac{dx_l}{x_l} \right) \wedge \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}},
\]
where
\[
D_{l, \Lambda} = x_l \frac{\partial}{\partial x_l} + x_l \exp \frac{F^{(0)}}{\partial x_l} \circ \exp F^{(0)}.
\]
One also has that
\[
D_{l, \Lambda} = \frac{1}{\exp F^{(0)}} \circ x_l \frac{\partial}{\partial x_l} \circ \exp F^{(0)}.
\]
Using the same argument to Theorem 2.3 as [19], [18], or going back to [1] or [21] we have the following result.

Theorem 2.4. (Theorem 3.1, [19]) The complex $\Omega^\bullet(C_0, \nabla(D(\Lambda)))$ is acyclic except in top dimension 2 and $H^2(\Omega^\bullet(C_0, \nabla(D(\Lambda))))$ is a free $\mathcal{O}_0$-module of rank equal to $N$. Furthermore,
\[
C_0 = \sum_{(m(v); v) \in \mathcal{B}} \mathcal{O}_0 \pi^{w(v)} \Lambda^m(v)x^v \oplus \sum_{l=1}^2 D_{l, \Lambda}(C_0).
\]
2.3. Frobenius map. Set

\[ \alpha_0 := \sigma^{-1} \circ \frac{1}{\exp F^{(0)}(\Lambda_p, x)} \circ \psi_p \circ \exp F^{(0)}(\Lambda, x) \]

and

\[ \alpha := \frac{1}{\exp F^{(0)}(\Lambda', x)} \circ \psi_q \circ \exp F^{(0)}(\Lambda, x), \]

where \( \psi_p \) and \( \psi_q \) are defined as

\[ \psi_p\left( \sum_{v} A(v)x^v \right) = \sum_{v} A(pv)x^v \]

\[ \psi_q\left( \sum_{v} A(v)x^v \right) = \sum_{v} A(qv)x^v, \]

and \( \sigma \in \text{Gal}(\mathbb{Q}_q(\zeta_p)/\mathbb{Q}_p(\zeta_p)) \) is the Frobenius automorphism of \( \text{Gal}(\mathbb{Q}_q/\mathbb{Q}_p) \) extended to \( K \) by requiring \( \sigma(\pi) = \tilde{\pi} \) and \( \sigma(\zeta_p) = \zeta_p \).

By (2.9) the following communication laws hold

\[ qD_{l,\Lambda^r} \circ \alpha = \alpha \circ D_{l,\Lambda} \]

\[ pD_{l,\Lambda^r} \circ \alpha_0 = \alpha_0 \circ D_{l,\Lambda} \]

for \( l = 1, 2 \). Since the communication laws hold up to the change from \( \Lambda \) to \( \Lambda^q \), this motivates us to introduce some new spaces as Haessig and Sperber [19]. To construct new spaces, we view \( \Lambda^q \) as one variable instead of \( \Lambda \). We view \( \Lambda^r = (\Lambda^q)^{r/q} \) for \( r \in (1/D)\mathbb{Z}_{\geq 0} \).

Then define

\[ W_{\Lambda^r}(\Lambda^r) := \left( \frac{r}{q} \right)(1 - l_\sigma(\mu)) = W_\Lambda(\Lambda^r/q). \]

Hence we define the monoid \( \tilde{M}_q(\vec{F}) \) analogously to (2.10) by

\[ \tilde{M}_q(\vec{F}) := \left\{ (r; v) \in (1/D)\mathbb{Z}_{\geq 0} \times \mathbb{Z}^2 : v \in Cone(f, \mu), r \geq qm(v) \right\}. \]

Define for \( q = p^\tilde{a} \) with \( \tilde{a} \in \mathbb{Z}_{\geq 0} \)

\[ \mathcal{O}_{0,q} := \left\{ \sum_{r=0}^{\infty} A(r)\Lambda^{r/D} \pi^{W_{\Lambda^r}(r/D)} : A(r) \in \mathbb{Z}_q[\pi], A(r) \to 0 \text{ as } r \to \infty \right\} \]

with valuation

\[ \left| \sum_{r=0}^{\infty} A(r)\Lambda^{r/D} \pi^{W_{\Lambda^r}(r/D)} \right| := \sup_{r \geq 0} |A(r)|. \]

For positive real number \( \gamma \), let

\[ \mathcal{O}_{0,q}(\gamma) := \left\{ \sum_{v \in M(f, \mu)} \zeta(v)\pi^{\gamma w(v)}\Lambda^{qm(v)}x^v : \zeta(v) \in \mathcal{O}_{0,q}, \zeta(v) \to 0 \text{ as } w(v) \to \infty \right\} \]

be a \( p \)-adic Banach space with valuation

\[ \left| \sum_{v \in M(f, \mu)} \zeta(v)\pi^{\gamma w(v)}\Lambda^{qm(v)}x^v \right| := \sup_{v \in M(f, \mu)} \{|\zeta(v)|\}. \]

We write \( \mathcal{O}_{0,q} \) for \( \mathcal{O}_{0,q}(1) \). For \( (r; v) \in \tilde{M}_q(\vec{F}) \), the total weight \( W_q \) is defined as

\[ W_q(r; v) := W_{\Lambda^r}(r - qm(v)) + w(v). \]

Then the reduction map \( \text{mod } \tilde{\pi} \) acts on \( \mathcal{O}_{0,q} \) by taking

\[ \sum_{v \in M(f, \mu)} \sum_{r=0}^{\infty} A(r)\pi^{W_q(r,v)}\Lambda^{r}x^v \mapsto \sum_{v \in M(f, \mu)} \sum_{r=0}^{\infty} \tilde{A}(r)\Lambda^{r}x^v. \]

Then Haessig and Sperber proved the following result.
Theorem 2.5. (Theorem 3.2, [19]) Let \( D_{l,A^s} = x_1 \frac{\partial}{\partial x_1} + \cdots + x_l \frac{\partial^{(0)}(A^s,x)}{\partial x_1} \). Let \( \Omega^*(C_{0,q}, \nabla(D^{(A'}))) \) be the complex

\[
\Omega^i := \bigoplus_{1 \leq j_1 < j_2 \leq 2} C_{0,q} \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}
\]

with boundary map

\[
\nabla(D^{(A')})(\zeta \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}) = \left( \sum_{l=1}^{2} D_{l,A^s}(\zeta) \frac{dx_l}{x_l} \right) \wedge \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}.
\]

This complex is acyclic except in top dimension 2 and \( H^2(\Omega^*(C_{0,q}, \nabla(D^{(A')}))) \) is a free \( O_{0,q} \)-module of rank equal to \( N \). Furthermore,

\[
C_{0,q} = \sum_{v \in \bar{B}} C_{0,q} w(v) \Lambda^{q m(v)} x^v \oplus \sum_{l=1}^{2} D_{l,A^s} C_{0,q}
\]

where \( \bar{B} := \{ v : (m(v); v) \in \bar{B} \} \).

For \( 0 < \gamma < \frac{(p-1)^2}{p} \), it follows from (2.7) that

\[
\bar{\Phi}(\Lambda, x) := \theta(\Lambda x^p) \theta(x_1^p) \theta(x_2^p) \in C_0 \left( \frac{(p-1)^2}{p^2} \right) \subset C_0 \left( \frac{\gamma}{p} \right).
\]

Let

\[
\bar{\Phi}_{\bar{a}}(\Lambda, x) := \prod_{i=0}^{\bar{a}-1} \Phi^{q^i}(\Lambda^{p^i}, x^{p^i}).
\]

Then

\[
\bar{\Phi}_{\bar{a}}(\Lambda, x) \in C_0 \left( \frac{\gamma}{q} \right).
\]

Hence for \( 0 < \gamma < \frac{(p-1)^2}{p} \), we have

\[
C_0(\gamma) \subset C_0 \left( \frac{\gamma}{p} \right) \bar{\Phi}(\Lambda, x) \Phi_{p} C_0 \left( \frac{\gamma}{p} \right).
\]

We can check that

\[
\alpha_0 = \sigma^{-1} \circ \psi_p \circ \bar{\Phi}(\Lambda, x) \text{ and } \alpha = \psi_q \circ \bar{\Phi}_{\bar{a}}(\Lambda, x).
\]

Note that \( p > 2 \). Then \( \frac{(p-1)^2}{p} > 1 \). Then we see that \( \alpha_0 \) maps \( \sigma^{-1} \)-semilinearly \( C_0 \) into \( C_{0,p} \). Similarly, \( \alpha \) maps \( C_0 \) into \( C_{0,q} \) linearly over \( \mathbb{Z}_q[\bar{\pi}] \). Hence we may use \( \alpha_0 \) and \( \alpha \) to define chain maps as follows.

Let

\[
Frob_{\lambda} := \bigoplus_{1 \leq j_1 < j_2 \leq 2} q^{2-1} \alpha \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}, \quad Frob_{\lambda}^{0} := \bigoplus_{1 \leq j_1 < j_2 \leq 2} \frac{dx_{j_1}}{x_{j_1}} \wedge \frac{dx_{j_2}}{x_{j_2}}.
\]

The commutation rules (2.8) ensure that (2.10) defines chain maps

\[
\Omega^*(C_0, \nabla(D^{(A')})) \xrightarrow{Frob_{\lambda}} \Omega^*(C_{0,p}, \nabla(D^{(A')}))
\]

and

\[
\Omega^*(C_0, \nabla(D^{(A')})) \xrightarrow{Frob_{\lambda}^{0}} \Omega^*(C_{0,q}, \nabla(D^{(A')})).
\]
Let $\tilde{\lambda} \in \bar{\mathbb{F}}_p^*$ with $\deg(\tilde{\lambda}) = |\mathbb{F}_q(\tilde{\lambda}) : \mathbb{F}_q|$. We define an additive character $\Theta : \mathbb{F}_q \to \bar{\mathbb{Q}}_p$ by $\Theta := \theta(1)^{\mathfrak{f} \mathfrak{r} / \mathfrak{f}}$ and $\Theta_{\lambda} := \Theta \circ \Tr_{\mathbb{F}_q(\lambda)/\mathbb{F}_q}(\cdot)$. We consider the toric exponential sum

$$S_k(\tilde{F}, \tilde{\lambda}) := \sum_{x \in (\mathbb{F}_q)^{\lambda_{\deg(\lambda)}}} \Theta_{\lambda} \circ \Tr_{\mathbb{F}_q(\lambda)/\mathbb{F}_q}(\tilde{F}(\tilde{\lambda}, x))$$

and the associated $L$-function

$$L(\tilde{F}(\tilde{\lambda}, x), T) := \exp \left( \sum_{k=1}^{\infty} S_k(\tilde{F}, \tilde{\lambda}) \frac{T^k}{k} \right).$$

Let $\lambda$ be the Teichmüller representative of $\tilde{\lambda}$. Let $\mathcal{O}_{0,\lambda} := \mathbb{Z}_q[\tilde{\pi}, \lambda]$. Let $sp_\lambda$ be the specialization map at $\lambda$, from $\mathcal{O}_0$ to $\mathcal{O}_{0,\lambda}$ induced by the map sending $\Lambda \mapsto \lambda$. Let $\mathfrak{C}_{0,\lambda}$ be the $\mathcal{O}_{0,\lambda}$-module obtained by specializing the space $\mathfrak{C}_0$ at $\Lambda = \lambda$. The complex $\Omega^\bullet(\mathcal{O}_{0,\lambda}, \nabla(D(\lambda)))$ is defined as the complex $\Omega^\bullet(\mathcal{O}_0, \nabla(D(\lambda)))$ but with $\mathcal{O}_0$ replaced by $\mathcal{O}_{0,\lambda}$ and $D_{1,\lambda} = x_1 \frac{\partial}{\partial x_1} + \pi x_1 \frac{\partial \mathfrak{F}(\lambda, x)}{\partial x_1}$ replaced by $D_{1,\lambda} = x_1 \frac{\partial}{\partial x_1} + \pi x_1 \frac{\partial \mathfrak{F}(\lambda, x)}{\partial x_1}$. Furthermore, we define $\mathfrak{F}(\lambda, x) := sp_\lambda \mathfrak{F}(\Lambda, x)$ and set $\alpha_{0,\lambda} := \sigma^{-1} \circ \psi_p \circ \mathfrak{F}(\lambda, x)$ and $\alpha_\lambda := \alpha_{0,\lambda}^{\deg(\lambda)}$. We define $\text{Frob}_\lambda^\bullet$ acting as a chain map on $\Omega^\bullet(\mathcal{O}_{0,\lambda}, \nabla(D(\lambda)))$ as in (2.10) but with $\alpha$ replaced by $\alpha_\lambda$ and $q$ replaced by $q^{\deg(\lambda)}$. Then by the Dwork’s trace formula, we have

$$S_k(\tilde{F}, \tilde{\lambda}) = (q^k \deg(\lambda) - 1)^2 \Tr(\alpha_{\lambda} | \mathcal{O}_{0,\lambda})$$

$$= \sum_{i=0}^{2} (-1)^i \Tr(H^i(\text{Frob}_\lambda)^{\lambda} | H^i(\mathcal{O}_{0,\lambda}, \nabla(D(\lambda))))).$$

It has been proved in [11] that the cohomology of $\Omega^\bullet(\mathcal{O}_{0,\lambda}, \nabla(D(\lambda)))$ is acyclic except in top dimension 2, then we have

$$S_k(\tilde{F}, \tilde{\lambda}) = \Tr(H^2(\text{Frob}_\lambda)^{\lambda} | H^2(\mathcal{O}_{0,\lambda}, \nabla(D(\lambda))))).$$

Hence

$$L(\tilde{F}(\tilde{\lambda}, x), T)^{-1} = \det(1 - \text{Frob}_\lambda T[H^2(\mathcal{O}_{0,\lambda}, \nabla(D(\lambda)))]).$$

It follows from [11] that for each $\tilde{\lambda} \in \bar{\mathbb{F}}_q^*$, the Newton polygon of $L(\tilde{F}(\tilde{\lambda}, x), T)^{-1}$ lies over the Newton polygon using $\ord_{q^{\deg(\lambda)}}$ of

$$\prod_{v \in \hat{B}} (1 - (q^{\deg(\lambda)})^{-w(v)} T),$$

where $\hat{B}$ is defined as Theorem 2.5

3. LOWER BOUND FOR NEWTON POLYGON

3.1. Basis. Recall that $B$ is the set of vectors whose coordinates are integers satisfying condition (1.1). We have that

**Lemma 3.1.** Fix $\tilde{\lambda} \in \bar{\mathbb{F}}_q^*$. Let monomial $x_1^{v_1} x_2^{v_2}$ such that $v_1, v_2 \in \mathbb{Z}$ and $-c < v_1 \leq a$, $-d < v_2 \leq b$. Then $x_1^{v_1} x_2^{v_2}$ is a linear combination of elements in $B$ over $\mathbb{F}_q$ modulo $\sum_{i=1}^{2} D_i^{\tilde{\lambda}} \tilde{R}(\tilde{\lambda})$. 
Proof. We only prove the case that $c > 1$ and $d > 1$ since other cases can be done in a similar and simpler way. In what follows, we let $c > 1$ and $d > 1$. If $(v_1, v_2)$ satisfies
\[
\frac{d - 1}{c - 1} (v_1 - a) \leq v_2 < \frac{d - 1}{c - 1} v_1 + b,
\]
then $x_1^{u_1} x_2^{u_2} \in B$. Hence it remains to show that Lemma 3.1 holds for $(v_1, v_2)$ satisfies
\[
v_2 < \frac{d - 1}{c - 1} (v_1 - a) \text{ or } v_2 \geq \frac{d - 1}{c - 1} v_1 + b.
\]
Here we only prove the case $v_2 < \frac{d - 1}{c - 1} (v_1 - a)$ since the other case can be handled in a similar way. We have the following claim.

Claim. Suppose that $(u_1, u_2) \in \mathbb{Z}^2$ satisfies
\[
(3.1) \quad -c < u_1 \leq a, -d < u_2 \leq b, u_2 < \frac{d - 1}{c - 1} (u_1 - a).
\]
Then one has:

1. Monomial $x_1^{u_1} x_2^{u_2}$ is a linear combination of $x_1^{u_1-a} x_2^{u_2}$ and $x_1^{u_1-a} x_2^{u_2+b}$ modulo $\sum_{l=1}^{2} D_l^{(\lambda)} R^{(\lambda)}$.

2. If $x_1^{u_1-a} x_2^{u_2} \in B$, then $x_1^{u_1-a} x_2^{u_2+b} \in B$.

3. If $x_1^{u_1-a} x_2^{u_2} \notin B$, then $(u_1 - a, u_2)$ satisfies \((3.1)\). If $x_1^{u_1-a} x_2^{u_2+b} \notin B$, then $(u_1 - a, u_2 + b)$ satisfies \((3.1)\).

Using operators $D_1^{(\lambda)}$ and $D_2^{(\lambda)}$ to act on $x_1^{u_1-a} x_2^{u_2}$, we obtain that
\[
\begin{align*}
D_1^{(\lambda)} (x_1^{u_1-a} x_2^{u_2}) &= (u_1-a)x_1^{u_1-a} x_2^{u_2} + a x_1^{u_1} x_2^{u_2} - c\lambda x_1^{u_1-a} x_2^{u_2-d} \\
D_2^{(\lambda)} (x_1^{u_1-a} x_2^{u_2}) &= u_2 x_1^{u_1-a} x_2^{u_2} + b x_1^{u_1} x_2^{u_2} - d\lambda x_1^{u_1-a} x_2^{u_2-d}.
\end{align*}
\]
Thus
\[
\begin{align*}
x_1^{u_1} x_2^{u_2} &\equiv \frac{1}{a} (c\lambda x_1^{u_1-a} x_2^{u_2-d} - (u_1-a)x_1^{u_1-a} x_2^{u_2}) \mod D_1^{(\lambda)} (x_1^{u_1-a} x_2^{u_2}) \\
&\quad \text{and} \\
x_1^{u_1-a} x_2^{u_2-d} &\equiv \frac{1}{d\lambda} (u_2 x_1^{u_1-a} x_2^{u_2} + b x_1^{u_1} x_2^{u_2+b}) \mod D_2^{(\lambda)} (x_1^{u_1-a} x_2^{u_2}).
\end{align*}
\]
Hence
\[
x_1^{u_1} x_2^{u_2} \equiv \frac{1}{ad} ((cu_2 - (u_1-a)d)x_1^{u_1-a} x_2^{u_2} + bcx_1^{u_1-a} x_2^{u_2+b}) \mod \sum_{l=1}^{2} D_l^{(\lambda)} R^{(\lambda)}.
\]
This finishes the proof of claim (1).

Since $u_2 < \frac{(d-1)(u_1-a)}{c-1}$ and $u_1 \leq a$, one has that $u_2 < 0$. It follows that
\[
(3.2) \quad -d < u_2 + b < b.
\]
It follows from $u_2 < \frac{(d-1)(u_1-a)}{c-1}$ that
\[
u_2 + b < \frac{(d-1)(u_1-a)}{c-1} + b.
\]
But $-c < u_1 - a \leq a$ and $\frac{(d-1)(u_1-a)}{c-1} \leq u_2 < \frac{(d-1)(u_1-a)}{c-1} + b$. Hence
\[
(3.3) \quad \frac{(d-1)(u_1-a)}{c-1} \leq u_2 + b < \frac{(d-1)(u_1-a)}{c-1} + b.
\]
From \((3.1)\), \((3.2)\) and \((3.3)\) we conclude that $x_1^{u_1-a} x_2^{u_2+b} \in B$. Hence claim (2) is true.
If $x_1^{u_1-a} x_2^{u_2} \notin B$, then $(u_1, u_2)$ satisfies that
\[
 u_2 < \frac{(d-1)(u_1-2a)}{c-1}, \text{ or } u_1 - a \leq -c, \text{ or } u_2 \geq \frac{(d-1)(u_1-a)}{c-1} + b.
\]
If $u_1 - a \leq -c$, then
\[
 \frac{(d-1)(u_1-a)}{c-1} - 1 < \frac{-c(d-1)}{c-1} - 1 < -d.
\]
But $u_2 > -d$. We have
\[
 \frac{(d-1)(u_1-a)}{c-1} < -d + 1 \leq u_2,
\]
which contradicts to the assumption $u_2 < \frac{(d-1)(u_1-a)}{c-1}$. Hence $-c < u_1 - a < a$.

By the hypothesis $u_2 < \frac{(d-1)(u_1-2a)}{c-1}$. This implies that $(u_1, u_2)$ satisfies (3.1).

If $x_1^{u_1-a} x_2^{u_2+b} \notin B$, then $(u_1, u_2)$ satisfies that
\[
 u_2 + b < \frac{(d-1)(u_1-2a)}{c-1}, \text{ or } u_1 - a \leq -c, \text{ or } u_2 + b \geq \frac{(d-1)(u_1-a)}{c-1} + b.
\]
We have proved that $-c < u_1 - a < a$. Note that $-d < u_2 \leq 0$. Then $-d < u_2 + b \leq b$. Clearly, $u_2 + b < \frac{(d-1)(u_1-a)}{c-1}$. Hence $(u_1 - a, u_2 + b)$ satisfies (3.1). This finishes the proof of claim (3).

Now we prove that Lemma 3.1 holds for those $(v_1, v_2)$ satisfying (3.1). By claim (1), one has that $x_1^{v_1} x_2^{v_2}$ is a linear combination of $x_1^{v_1-a} x_2^{v_2}$ and $x_1^{v_1-a} x_2^{v_2+b}$ over $\mathbb{F}_q$. If $x_1^{v_1-a} x_2^{v_2} \notin B$, it then follows from claim (2) that $x_1^{v_1-a} x_2^{v_2+b} \in B$. Thus Lemma 3.1 holds and the process stops. If $x_1^{v_1-a} x_2^{v_2} \notin B$ and $x_1^{v_1-a} x_2^{v_2+b} \notin B$, then by claim (3) one has that $(v_1 - a, v_2)$ and $(v_1 - a, v_2 + b)$ satisfies (3.1). It follows from claim (1) that $x_1^{v_1-a} x_2^{v_2}$ is a linear combination of $x_1^{v_1-2a} x_2^{v_2}$ and $x_1^{v_1-2a} x_2^{v_2+b}$, and $x_1^{v_1-a} x_2^{v_2+b}$ is a linear combination of $x_1^{v_1-2a} x_2^{v_2+b}$ and $x_1^{v_1-2a} x_2^{v_2+2b}$. Then we check whether $x_1^{v_1-2a} x_2^{v_2}$, $x_1^{v_1-2a} x_2^{v_2+b}$, $x_1^{v_1-2a} x_2^{v_2+2b}$ and $x_1^{v_1-a} x_2^{v_2+b}$ are in $B$ or not. If they are, then $x_1^{v_1-a} x_2^{v_2}$ and $x_1^{v_1-a} x_2^{v_2+b}$ are linear combinations of elements in $B$. So the process stops and Lemma 3.1 is proved. If there are some elements not in $B$, then we repeat the process. Note that the exponents of $x_1$ decrease and exponents of $x_2$ increase. Hence the process will stop at most $\frac{|v_1 - c v_2|}{(d-1)a}$ steps. This proves that Lemma 3.1 is true in this case. If $x_1^{v_1-a} x_2^{v_2} \notin B$ and $x_1^{v_1-a} x_2^{v_2+b} \in B$, then Lemma 3.1 can be proved similarly.

This finishes the proof of Lemma 3.1.

\[\square\]

Lemma 3.2. Fix $\lambda \in \mathbb{F}_q^*$. For any $m, n \in \mathbb{Z}$, monomial $x_1^m x_2^n$ is a linear combination of elements in $B$ over $\mathbb{F}_q$ modulo $\sum_{l=1}^{2} D(\lambda) R^{(l)}$.

Proof. We first prove Lemma 3.2 is true for $m > -c$ and $-d < n \leq b$. It follows from Lemma 3.1 that $x_1^m x_2^n$ is a linear combination of elements in $B$ when $-c < m \leq 0$. Hence we let $m > 0$. Write
\[
m = m_1 a + a_1 \text{ with } 0 < a_1 \leq a.
\]
It is obvious that $m_1 \geq 0$. By Lemma 3.1 we conclude that Lemma 3.2 is true when $m_1 = 0$. Assume Lemma 3.2 holds for all integers less than $m_1$. In what follows we prove...
Lemma 3.2 is true for the $m_1 + 1$ case. Now suppose $m = (m_1 + 1)a + a_1$ with $0 < a_1 < a$. Let $D_1^{(λ)}$ act on $x_1^{m_1a+a_1}x_2^n$. Then one has

$$D_1^{(λ)}(x_1^{m_1a+a_1}x_2^n) = (m_1a + a_1)x_1^{m_1a+a_1}x_2^n + a_1x_1^{(m_1+1)a+a_1}x_2^n - cλx_1^{m_1a+a_1-c}x_2^{-d}.$$  

Hence

$$x_1^{(m_1+1)a+a_1}x_2^n = \frac{1}{a_1} \left( cλx_1^{(m_1+1)a+a_1-c}x_2^{-d} - (m_1a + a_1)x_1^{m_1a+a_1}x_2^n \right) \mod D_1^{(λ)}(x_1^{m_1a+a_1}x_2^n).$$

By the assumption, it is enough to show that $x_1^{m_1a+a_1-c}x_2^{-d}$ is a linear combination of elements in $B$. In what follows, we divide the proof into three cases.

**Case 1.** $n \geq 1$ and $a_1 > c$. Then $0 < a_1 - c < a$ and $-d < n - d < b$. By the hypothesis, monomial $x_1^{m_1a+a_1-c}x_2^{-d}$ is a linear combination of elements in $B$ modulo $\sum_{l=1}^2 D_1^{(λ)}(R^{(λ)})$. Hence Lemma 3.2 holds for all monomials $x_1^{m_1a+a_1}x_2^n$.

**Case 2.** $n \geq 1$ and $a_1 \leq c$. Clearly, $m_1a + a_1 - c > -c$. If there exists a nonnegative integer $m_1'$ such that $m_1a + a_1 - c = m_1'a + a_1'$ with $0 < a_1' \leq a_1$, then $m_1' \leq m_1$. By the assumption, we conclude that $x_1^{m_1a+a_1-c}x_2^{-d}$ is a linear combination of elements in $B$. If there is no such nonnegative integer, then $-c < m_1a + a_1 - c < a$. From Lemma 3.1 we obtain that $x_1^{m_1a+a_1-c}x_2^{-d}$ is a linear combination of elements in $B$.

**Case 3.** $n \leq 0$. Using $D_2^{(λ)}$ to act on $x_1^{m_1a+a_1}x_2^n$, one obtains that

$$D_2^{(λ)}(x_1^{m_1a+a_1}x_2^n) = nx_1^{m_1a+a_1}x_2^n + bx_1^{m_1a+a_1}x_2^{n+b} - dλx_1^{m_1a+a_1-c}x_2^{-d}.$$

That is,

$$x_1^{m_1a+a_1-c}x_2^{-d} = \frac{1}{dλ} \left( nx_1^{m_1a+a_1}x_2^n + bx_1^{m_1a+a_1}x_2^{n+b} \right) \mod D_2^{(λ)}(x_1^{m_1a+a_1}x_2^n).$$

Note that $-d < n + b \leq b$. It follows from the assumption that $x_1^{m_1a+a_1}x_2^{n+b}$ is a linear combination of elements in $B$ over $F_q$. So $x_1^{m_1a+a_1-c}x_2^{-d}$.

Hence Lemma 3.2 holds for $m > -c$ and $-d < n \leq b$. Similar arguments can be used to prove Lemma 3.2 holds for $m > -c$ and $n > -d$. It remains to show the truth of Lemma 3.2 for $m \leq -c$ or $n \leq -d$. Without loss of generality, we just prove the case $m \leq -c$. Then we use $D_1^{(λ)}$ to act on $x_1^{m+c}x_2^{-d}$. It follows that

$$D_1^{(λ)}(x_1^{m+c}x_2^{-d}) = (m+c)x_1^{m+c}x_2^{n+d} + ax_1^{m+c+a}x_2^{n+d} - cλx_1^{m}x_2^n.$$

That is,

$$x_1^{m}x_2^n = \frac{1}{cλ} \left( (m+c)x_1^{m+c}x_2^{n+d} + ax_1^{m+c+a}x_2^{n+d} \right) \mod D_1^{(λ)}(x_1^{m+c}x_2^{-d}).$$

If $m + c$ and $m + c + a$ are greater than $-c$, then $x_1^{m}x_2^n$ is a linear combination of elements in $B$. The process stops and Lemma 3.2 is true. If $m + c \leq -c$ or $m + c + a \leq -c$, then we continue to use $D_1^{(λ)}$ to act on $x_1^{m+2c}x_2^{n+2d}$ or $x_1^{m+2c+a}x_2^{n+2d}$. Observe that the exponent of monomials on the right hand side of (3.4) is greater than the left hand side one. Hence after finite steps, there exist monomials $x_1^{u_1}x_2^{u_2}$ with $u_1 > -c$ and $u_2 > -d$ expressing $x_1^{m}x_2^n$ linearly. Hence Lemma 3.2 holds for all monomials $x_1^{m}x_2^n$ such that $m \leq -c$.

This finishes the proof of Lemma 3.2.

**Remark.** The proofs of Lemma 3.1 and 3.2 actually indicate a stronger result that for any $h \in R^{(λ)}$, there are elements $h_1$ and $h_2$ with $h_1, h_2 \in R^{(λ)}$ such that $h - \sum_{l=1}^2 D_l^{(λ)}h_l$ is a linear combination of elements in $B$.\[\Box\]
By Lemma 3.2 and Theorem 3.2 of [19], one has the following generalization of Theorem 1.1.

**Theorem 3.3.** For \( q = p^a \) with \( a \in \mathbb{Z}_{\geq 0} \), let
\[
\tilde{B}_q := \{ \lambda v^m(v) x_1^{v_1} x_2^{v_2} : x_1^{v_1} x_2^{v_2} \in B \}.
\]
Then set \( \tilde{B}_q \) forms a basis for \( H^2(\Omega^*(C_{0,q}, \nabla(D^A))) \).

Clearly, Theorem 1.1 is the special case \( q = 1 \).

### 3.2. Newton polygon and Hodge polygon

Let \( f \) be a nondegenerate Laurent polynomial with \( n \) variables over \( \mathbb{F}_q \). Let \( \text{Supp}(f) := \{ V_j : a_j \neq 0 \} \). Assume \( \Delta = \Delta(f) \) is the convex closure of \( \text{Supp}(f) \) and the origin. Let \( S_\Delta := \mathbb{F}_q[x^{\text{Cone}(\Delta) \cap \mathbb{Z}^n}] \).

Let
\[
H_\Delta(i) := \dim_{\mathbb{F}_q}(S_\Delta/\sum_{l=1}^{n} D_{l,f} S_\Delta)_i,
\]
the dimension of the graded degree \( i \) part of \( S_\Delta/\sum_{l=1}^{n} D_{l,f} S_\Delta \), where \( D_{l,f} = x_1^{\partial f/\partial x_1} + x_1^{\partial f/\partial x_1} \).

Let \( w \) be the weight function on \( \text{Cone}(\Delta) \) and \( \tilde{D} \) be the least positive integer such that \( w(u) \in (1/\tilde{D})\mathbb{Z}_{\geq 0} \) for all \( u \in \text{Cone}(\Delta) \cap \mathbb{Z}^n \). The Hodge polygon \( HP(\Delta) \) of \( \Delta \) is the lower convex polygon in \( \mathbb{R}^2 \) with vertices
\[
\left( \sum_{k=0}^{m} H_\Delta(k), \sum_{k=0}^{\tilde{D}} H_\Delta(k) \right), m = 0, 1, ..., \tilde{D}.
\]

It follows from [1] that
\[
NP(f) \geq HP(\Delta).
\]
The polynomial \( f \) is called **ordinary** if \( NP(f) = HP(\Delta) \).

**Theorem 3.4.** (Facial decomposition theorem, [25]) Let \( f \) be a nondegenerate Laurent polynomial with \( n \) variables over \( \mathbb{F}_q \). Assume \( \Delta = \Delta(f) \) is \( n \)-dimensional and \( \Delta_1, \ldots, \Delta_h \) are all the codimension 1 faces of \( \Delta \) which do not contain the origin. Let \( f^{\Delta_i} \) denote the restriction of \( f \) to \( \Delta_i \). Then \( f \) is ordinary if and only if \( f^{\Delta_i} \) is ordinary for \( 1 \leq i \leq h \).

In what follows, we introduce some criteria to determine the nondegenerate and ordinary property.

A Laurent polynomial \( f \in \mathbb{F}_q[x_1^\pm, \ldots, x_n^\pm] \) is called **diagonal** if \( f \) has exactly \( n \) nonconstant terms and \( \Delta(f) \) is \( n \)-dimensional. Let \( f(x) = \sum_{j=1}^{n} a_j x^{V_j} \) with \( a_j \in \mathbb{F}_q^* \). The square matrix of \( \Delta \) is defined to be
\[
\mathbf{M}(\Delta) = (V_1, \cdots, V_n),
\]
where each \( V_j \) is written as a column vector. If \( f \) is diagonal, then \( \det \mathbf{M}(\Delta) \neq 0 \).

**Proposition 3.5.** Suppose \( f \in \mathbb{F}_q[x_1^\pm, \cdots, x_n^\pm] \) is diagonal with \( \Delta(f) \). Then \( f \) is nondegenerate if and only if \( \gcd(p, \det \mathbf{M}(\Delta)) = 1 \).

Let \( S(\Delta) \) be the solution set of the following linear system
\[
\mathbf{M}(\Delta) \cdot (r_1, r_2, \ldots, r_n)^t = 0 \pmod{1}, r_i \in \mathbb{Q} \cap [0, 1).
\]

Then \( S(\Delta) \) is an abelian group and its order is given by \( | \det \mathbf{M}(\Delta) | \). By the fundamental structure of finite abelian group, \( S(\Delta) \) can be decomposed into a direct product of invariant factors
\[
S(\Delta) = \bigoplus_{i=1}^{n} \mathbb{Z}/d_i \mathbb{Z}.
\]
where $d_i | d_{i+1}$ for $i = 1, 2, ..., n - 1$. Then Wan proved the following ordinary criterion.

**Proposition 3.6.** Suppose $f \in \mathbb{F}_q[x_1^\pm, \ldots, x_n^\pm]$ is a nondegenerate diagonal Laurent polynomial with $\Delta(f)$. Let $d_n$ be the largest invariant factor of $S(\Delta)$. If $p \equiv 1 \mod d_n$, then $f$ is ordinary at $p$.

We come back to our case $F(\Lambda, x) = x_1^2 + x_2^2 + x_3^2$. By (2.11), the Newton polygon of $L(F(\lambda, x), T)^{-1}$ and its lower bound are independent of the choice of $\lambda$. Without loss of generality, we fix $\bar{\lambda}$.

**Proof.** There are three codimension 1 faces of $\Delta$ which do not contain the origin, denoted by $\Delta_1, \Delta_2, \Delta_3$. Then let $\bar{F} = x_1^2 + x_2^2 + x_3^2$. By (2.11), the Newton polygon of $L(F(\lambda, x), T)^{-1}$ and its lower bound are independent of the choice of $\lambda$. Without loss of generality, we fix $\bar{\lambda}$. Now we use Wan’s theorems to prove Theorem 1.2.

Recall that $\gcd(a, b) = \gcd(b, c) = 1$. If $\gcd(a, d) = 1$, $p \equiv 1 \mod ab$, then by Proposition 3.6, one has $NP(\bar{F}) = HP(\Delta_i)$ for $i = 1, 2, 3$. It follows from Theorem 3.4 that $NP(\bar{F}) = HP(\Delta(\bar{F}))$ at $p$. This finishes the proof of Theorem 1.2.

**Remark:** Generally, the Hodge polygon $HP(\Delta(\bar{F}))$ can be obtained by computing the weights of monomials in set $B$. The following is how to compute the Hodge polygon. Let $u = (u_1, u_2)$ such that $-c < u_1 \leq a$ and $-d < u_2 \leq b$. If $u$ satisfies that $0 < u_1 \leq a$ and $0 \leq u_2 \leq b$, then let

$$w(u) = \frac{u_1}{a} + \frac{u_2}{b}.$$ 

If $u$ such that $\frac{d-1}{c-1}(u_1 - a) \leq u_2 \leq \frac{du_1}{c-1}$ and $u_2 < 0$, then we let

$$w(u) = \frac{u_1}{a} - \frac{(a + c)u_2}{ad}.$$ 

If $\frac{du_1}{c-1} < u_2 < \frac{d-1}{c-1}u_1 + b$ and $u_1 \leq 0$, then let

$$w(u) = \frac{u_2}{b} - \frac{(b + d)u_1}{bc}.$$ 

Counting the number of $u$ whose weights are the same, then we denote $H_{\Delta}(k) = \text{card}\{u : w(u) = \frac{k}{ab[c,d]}\}$. The Hodge polygon is the lower convex polygon in $\mathbb{R}^2$ with vertices

$$\left(\sum_{k=0}^{m} H_{\Delta}(k), \sum_{k=0}^{m} \frac{k}{ab[c,d]} H_{\Delta}(k)\right), m = 0, 1, \ldots, 2ab[c,d].$$

Hence under the condition of Theorem 1.2, we can compute the Newton polygon of the $L$-function $L(F(\lambda, x), T)^{-1}$. Especially, we have the following.

**Corollary 3.7.** Let $c = d = 1$ and $p \equiv 1 \mod ab$. Then the slope sequence of $L(F(\lambda, x), T)^{-1}$ is $\{\frac{ai+bj}{ab}\}_{i=0,\ldots,b,j=0,\ldots,a}$.

**Proof.** It follows from Theorem 1.2 that $NP(\bar{F}) = HP(\Delta(\bar{F}))$. The weight of $x_1^2 x_2^2$ is $(aj + bi)/ab$. Since $\gcd(a, b) = 1$, those $ab + a + b$ points $\{aj + bi\}_{i=0,\ldots,a,j=0,\ldots,b}$ are different with each other. Thus the slope sequence of $L(f, T)^{-1}$ is $\{\frac{ai+bj}{ab}\}_{i=0,\ldots,b,j=0,\ldots,a}$. 

□
4. Differential equation

4.1. Introduction to the GKZ system. The theory of GKZ system was established by Gelfand, Kapranov and Zeleviansky as a generalisation of hypergeometric differential equations. In this part, we just give a short introduction to the GKZ system.

Let \( \mathcal{A} = \{a_1, \ldots, a_m\} \subset \mathbb{Z}^n \) be a collection of \( m > n \) points lying on an integral affine hyperplane. Denote \( a_i \) by \( a_i := (a_{i1}, \ldots, a_{in})^t \). Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n \) be an arbitrary vector. Then

\[
\mathbb{L} := \{(l_1, \ldots, l_m) \in \mathbb{Z}^m : l_1a_1 + \cdots + l_ma_m = 0, a_i \in \mathcal{A}\}
\]
denotes the lattice of linear relations among \( \mathcal{A} \).

We define the GKZ system (sometimes also called \( \mathcal{A} \) system) for \( \mathcal{A} \) and \( \alpha \) to be a system of differential equations for functions \( \Phi \) of \( m \) variables \( v_1, \ldots, v_m \) given by

\[
\prod_{l_i > 0} \left( \frac{\partial}{\partial v_i} \right)^{l_i} \Phi = \prod_{l_i < 0} \left( \frac{\partial}{\partial v_i} \right)^{-l_i} \Phi \quad \text{for every } l \in \mathbb{L}
\]

and

\[
\sum_{i=1}^{m} a_{ij}v_i \frac{\partial \Phi}{\partial v_j} = \alpha_j \Phi \quad \text{for all } j = 1, \ldots, n \text{ and } (a_{i1}, \ldots, a_{in}) \in \mathcal{A}.
\]

4.2. Differential equation. We start with calculating the GKZ system for the one-parameter family \( \tilde{F}(\Lambda, x) = x_1^a + x_2^b + \frac{\Lambda}{x_1^c x_2^d} \). Define a general 3-parameter family

\[
f_{v_1, v_2, \Lambda}(x) := v_1 x_1^a + v_2 x_2^b + \frac{\Lambda}{x_1^c x_2^d}
\]

with parameters \( v_1, v_2 \in \mathbb{Z}_q \) and \( \Lambda \). Hence we calculate the GKZ system for

\[
\mathcal{A} = \{(a, 0)^t, (0, b)^t, (-c, -d)^t\}
\]

and \( \alpha = (0, 0)^t \). Let \( A \) be the matrix with column vectors in \( \mathcal{A} \). Then \( A \) is a \( 2 \times 3 \) matrix and \( \mathbb{L} \) is 1-dimensional. We solve

\[
\begin{pmatrix}
a & 0 & -c \\
0 & b & -d
\end{pmatrix}
\begin{pmatrix}
q_1 \\
q_2 \\
q_3
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix}
\]
to obtain that

\[
\mathbb{L} = \langle (q_1, q_2, q_3) \rangle = \langle (bc, ad, ab) \rangle.
\]

Replace operators \( \frac{\partial}{\partial \Lambda} \), \( \frac{\partial}{\partial v_1} \), and \( \frac{\partial}{\partial v_2} \) in equation (4.1) by \( D'_{\Lambda} \), \( D'_1 \), and \( D'_2 \), respectively, where

\[
D'_{\Lambda} = \frac{\partial}{\partial \Lambda} + \frac{1}{x_1 x_2}, \quad D'_1 = \frac{\partial}{\partial v_1} + x_1^a \quad \text{and} \quad D'_2 = \frac{\partial}{\partial v_2} + x_2^b.
\]

Then equation (4.1) for lattice \( \mathbb{L} \) is

\[
(D'_1)^{bc} (D'_2)^{ad} (D'_{\Lambda})^{ab} \Phi = \Phi.
\]

Recall that \( D'_{\Lambda} = \Lambda D'_{\Lambda} \). Let \( D_1 := v_1 D'_1 \) and \( D_2 := v_2 D'_2 \). Then \( D'_{\Lambda} = \Lambda^{-1} D_{\Lambda} \), \( D'_1 = v_1^{-1} D_1 \) and \( D'_2 = v_2^{-1} D_2 \). Hence (4.3) can be written as

\[
(v_1^{-1} D_1)^{bc} (v_2^{-1} D_2)^{ad} (\Lambda^{-1} D_{\Lambda})^{ab} \Phi = \Phi.
\]
Note that for \( j \in \mathbb{Z} \),
\[
D_\Lambda \cdot \Lambda^j = \Lambda^j D_\Lambda + j \Lambda^j
\]
and
\[
D_i \cdot v_i^j = v_i^j D_i + j v_i^j, \quad i = 1, 2.
\]
Changing the order of \( D_1 \) and \( v_1^{-1} \), \( D_2 \) and \( v_2^{-1} \), \( D_\Lambda \) and \( \Lambda \), then (4.4) is equal to (4.5)
\[
\begin{align*}
&\frac{v_1^{-bc}}{bc} (D_1 - (bc - 1)) \cdots D_1 v_1^{-ad} (D_2 - (ad - 1)) \cdots D_2 \Lambda^{-ab} (D_\Lambda - (ab - 1)) \cdots D_\Lambda \Phi = \Phi.
\end{align*}
\]

The second equation (4.2) of the GKZ system given by \( \alpha = (0, 0)^t \) is as follows
\[
(4.6)
\begin{bmatrix}
 a & 0 & -c \\
 0 & b & -d
\end{bmatrix}
\begin{bmatrix}
 D_1 \\
 D_2 \\
 D_\Lambda
\end{bmatrix}
\Phi = \begin{bmatrix}
 0 \\
 0
\end{bmatrix}.
\]
Hence
\[
\begin{cases}
a D_1 = c D_\Lambda \\
b D_2 = d D_\Lambda.
\end{cases}
\]
Replacing \( D_1 \) and \( D_2 \) in (4.5) by \( c D_\Lambda \) and \( d D_\Lambda \), respectively, and letting \( v_1 = v_2 = 1 \), one gets that
\[
(4.7)
\begin{align*}
\left( \frac{c D_\Lambda}{a} - (bc - 1) \right) \cdots \left( \frac{c D_\Lambda}{a} - (ad - 1) \right) \cdots \left( \frac{d D_\Lambda}{b} - (ab - 1) \right) \cdots D_\Lambda \Phi = \Lambda^{ab} \Phi.
\end{align*}
\]
For \( f_i(x) \), we define
\[
D_{1,\Lambda} := x_1 \frac{\partial}{\partial x_1} + av_1 x_1^a - \frac{c \Lambda}{x_1^c x_2^d}
\]
and
\[
D_{2,\Lambda} := x_2 \frac{\partial}{\partial x_2} + bv_2 x_2^b - \frac{d \Lambda}{x_1^c x_2^d}.
\]
Now we check that \( \Phi = \bar{1} = 1 + \sum_{l=1}^2 D_{l,\Lambda}(C_0) \) is a solution of the GKZ system.

**Lemma 4.1.** The form \( \Phi = \bar{1} \) is a solution of equations (4.3) and (4.6).

**Proof.** By the definition of \( D'_{\Lambda}, D'_1 \) and \( D'_2 \), one has
\[
D_{\Lambda}'(1) = \frac{1}{x_1^c x_2^d}, \quad \cdots, \quad (D_{\Lambda}'ab)^{(1)} = \left( \frac{1}{x_1^c x_2^d} \right)^{ab},
\]
\[
(D'_1)^{bc} \left( \frac{1}{x_1^a x_2^{abd}} \right) = \frac{1}{x_1^{abc} x_2^{abd}}, \quad (D'_2)^{ad} \left( \frac{1}{x_2^{abd}} \right) = 1.
\]
By the communication of \( D'_{\Lambda}, D'_1 \) and \( D'_2 \) with \( D_{l,\Lambda} \) for \( l = 1, 2 \), we conclude that \( \Phi = \bar{1} \) satisfies equation (4.3).

We compute that
\[
a D_1(1) = av_1 x_1^a, \quad b D_2(1) = bv_2 x_2^b \quad \text{and} \quad D_{\Lambda}(1) = \frac{\Lambda}{x_1^c x_2^d}.
\]
Hence
\[
\begin{cases}
a D_1(1) \equiv c D_{\Lambda}(1) \mod D_{1,\Lambda}(1), \\
b D_2(1) \equiv d D_{\Lambda}(1) \mod D_{2,\Lambda}(1).
\end{cases}
\]
That is, \( \Phi = \bar{1} \) is a solution of equation (4.6). This finishes the proof of Lemma 4.1 \(\square\)

Let \( v_1 = v_2 = 1 \). Thus \( \Phi = \bar{1} \) is a solution of (4.7). To show Theorem 1.3, it is enough to prove the following result.
Lemma 4.2. If \( D^n(1) \) is a linear combination of \( D^{n-1}(1), \ldots, D_A(1) \) over \( \mathcal{O}_0 \) modulo \( \sum_{i=1}^{2} D_{i,A}(\mathcal{C}_0) \), then \( n \geq ab + bc + ad \).

**Proof.** For \( i = 1, \ldots, n \), we have

\[
D^i_A(1) = \frac{\Lambda^i}{x_1^{n-i}x_2^d} + \text{lower order terms of } \frac{\Lambda}{x_1^{n+i}x_2^d}.
\]

Monomial \( \frac{\Lambda^n}{x_1^nx_2^d} \) can be reduced as follows

\[
D_1A \left( \frac{x_1^{(n-1)c}x_2^{(n-1)d}}{x_1x_2^d} \right) = \frac{m_1\Lambda^{n-1}}{x_1^{(n-1)c}x_2^{(n-1)d}} + \frac{ax_1^d\Lambda^{n-1}}{x_1^{(n-1)c}x_2^{(n-1)d}} - \frac{\Lambda^n}{x_1^{nc}x_2^d},
\]

\[
D_1A \left( \frac{x_1^{(n-2)c}x_2^{(n-2)d}}{x_1x_2^d} \right) = \frac{m_2x_1^{a}\Lambda^{n-2}}{x_1^{(n-2)c}x_2^{(n-2)d}} + \frac{ax_1^{d}x_2^b\Lambda^{n-2}}{x_1^{(n-2)c}x_2^{(n-2)d}} - \frac{x_1^{c}\Lambda^{n-1}}{x_1^{(n-1)c}x_2^{d}}.
\]

\[\cdots\]

\[
D_2A \left( \frac{x_1^{sa}x_2^{(s-1)b}\Lambda^{n-s-t}}{x_1^{(n-s-t)c}x_2^{(n-s-t)d}} \right) = \frac{m_3x_1^{sa}x_2^{(s-1)b}\Lambda^{n-s-t}}{x_1^{(n-s-t)c}x_2^{(n-s-t)d}} + \frac{bx_1^{sa}x_2^{(s-1)b}\Lambda^{n-s-t}}{x_1^{(n-s-t)c}x_2^{(n-s-t)d}} - \frac{x_1^{sa}\Lambda^{n-s}}{x_1^{(n-s-1)c}x_2^{(n-s-1)d}},
\]

\[\cdots\]

Adding above equations together, one has

\[
\frac{\Lambda^n}{x_1^{nc}x_2^d} = \sum_{i=1}^{2} D_{i,A}(\mathcal{C}_0),
\]

where \( m_{i+1} \) is a constant, \( (s', t') \) such that \( s' \leq s \) and \( t' \leq t - 1 \). It can be checked that

\[
\frac{\Lambda^{n-s-t}}{x_1^{(n-s-t)c}x_2^{(n-s-t)d}}
\]

can be linearly expressed by \( D_{A}^{n-1}(1), \ldots, D_A(1), 1 \). It follows that if \( D_A^n(1) \) is a linear combination of \( D_A^{n-1}(1), \ldots, D_A(1), 1 \), then

\[
\frac{\Lambda^{n-s-t}}{x_1^{(n-s-t)c}x_2^{(n-s-t)d}}
\]

should equal to \( \frac{\Lambda^j}{x_1^jx_2^d} \) for some integer \( 0 \leq j \leq n - 1 \). Hence

\[
(n-s-t)c = cj + sa, (n-s-t)d = dj + tb.
\]

Recall that \( \gcd(a,b) = \gcd(a,c) = \gcd(d,b) = 1 \). Then \( n = bc + ad + ab + j \). Thus \( n \geq ab + bc + ad \). This finishes the proof of Lemma 4.2. \( \square \)

Hence Theorem 1.3 holds. It follows that set \( \{ \tilde{1}, D_A(\tilde{1}), \ldots, D_A^{N-1}(\tilde{1}) \} \) consists a basis of \( H^2(\Omega^*(\mathcal{C}_0, \nabla(D^{(A)}))) \). The connection map is given as follows.

**Corollary 4.3.** The action of \( D_A \) on the basis \( \{ \tilde{1}, D_A(\tilde{1}), \ldots, D_A^{N-1}(\tilde{1}) \} \) is given by

\[
D_A(\tilde{1}, D_A(\tilde{1}), \ldots, D_A^{N-1}(\tilde{1}))^t = G'(\tilde{1}, D_A(\tilde{1}), \ldots, D_A^{N-1}(\tilde{1}))^t,
\]
Lemma 4.4. Under the pairing defined. So we define
For proof.

\[ G^t := \begin{pmatrix} 0 & 1 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a_0(\Lambda) & a_1(\Lambda) & \cdots & a_{N-1}(\Lambda) \end{pmatrix} \]

and \( a_0(\Lambda), a_1(\Lambda), \ldots, a_{N-1}(\Lambda) \) is determined by \([1,2]\).

4.3. Frobenius structure. In the theory of Dwork, Frobenius structure on the differential equation arises in the dual theory, so we introduce the dual theory first.

Let \( \mathcal{C}_0 \) be the free \( \mathcal{O}_0 \)-module with basis \( \{ \pi w(\nu) \Lambda m(\nu)x^\nu \}_{\nu \in M(\overline{f},\mu)} \). Let \( \mathcal{C}_0^* \) be the set of all formal power series with coefficients in \( \mathcal{O}_0 \) over monomials \( \{ \pi w(\nu) \Lambda^{-m(\nu)}x^{-\nu} \}_{\nu \in M(\overline{f},\mu)} \), that is

\[ \mathcal{C}_0^* := \left\{ \sum_{\nu \in M(\overline{f},\mu)} \xi^*(\nu)\pi w(\nu)\Lambda^{-m(\nu)}x^{-\nu} : \xi^*(\nu) \in \mathcal{O}_0 \right\}. \]

For monomial \( \frac{\pi w(u)\Lambda^m(u)x^u}{\pi w(\nu)\Lambda m(\nu)x^\nu} \in \mathcal{C}_0^* \) and \( \pi w(u)\Lambda^m(u)x^u \in \mathcal{C}_0 \), the product

\[ \frac{\pi w(u)\Lambda^m(u)x^u}{\pi w(\nu)\Lambda m(\nu)x^\nu} = \frac{1}{\pi w(\nu-\nu(u)\Lambda m(u)-m(u)x^{\nu-u}). \]

The total weight function \( W \) satisfies that \( W(m(v)+m(u));v+u) \leq W(m(u);u) + W(m(v);v) \). Recall that \( W(m(v);v) = w(v) \) and \( W_\Lambda(A) = r(1-L_\mu(\mu)) \). Replacing \( v \) by \( v-u \), one has that

\[ (m(v-u)+m(u)-m(v))(1-L_\mu(\mu)) + w(v) \leq w(v-u) + w(u). \]

Thus there exists \( s \in \mathbb{R}_{\geq 0} \) such that

\[ \frac{\pi w(u)\Lambda^m(u)x^u}{\pi w(\nu)\Lambda m(\nu)x^\nu} = \frac{\pi^s}{\pi w(\nu-\nu(u)\Lambda m(u)-m(u)x^{\nu-u})}. \]

It follows from Lemma 2.2 that \( m(\nu) \leq m(u)+m(v-u) \). Thus \( \frac{\pi w(u)\Lambda^m(u)x^u}{\pi w(\nu)\Lambda m(\nu)x^\nu} \in \mathcal{C}_0^* \), which means the product is well defined. Hence for \( \zeta^* \in \mathcal{C}_0^* \), \( \zeta \in \mathcal{C}_0 \), the product \( \zeta^* \cdot \zeta \) is well defined. So we define

\[ \langle \zeta^*, \zeta \rangle := \text{constant term of } \zeta^* \cdot \zeta. \]

Since \( \frac{\pi w(v)\Lambda^m(v)x^v}{\pi w(\nu)\Lambda m(\nu)x^\nu} = 1 \), one has that

\[ \langle , \rangle : \mathcal{C}_0^* \times \mathcal{C}_0 \rightarrow \mathcal{O}_0. \]

Lemma 4.4. Under the pairing \( \langle , \rangle \), \( \mathcal{C}_0^* \) is dual to \( \mathcal{C}_0 \).

Proof. For \( \zeta^* \in \mathcal{C}_0^* \), we define \( f_{\zeta^*} \in Hom(\mathcal{C}_0, \mathcal{O}_0) \) by setting

\[ f_{\zeta^*}(\zeta) = \langle \zeta^*, \zeta \rangle, \text{ for any } \zeta \in \mathcal{C}_0. \]

If \( \zeta^* = \sum_{\nu \in M(\overline{f},\mu)} \xi^*(\nu)\pi w(\nu)\Lambda^{-m(\nu)}x^{-\nu} \in \mathcal{C}_0^* \) such that \( f_{\zeta^*} = 0 \), that is, \( \langle \zeta^*, \zeta \rangle = 0 \) for all \( \zeta \in \mathcal{C}_0 \), then \( \zeta^* = 0 \) since \( \pi w(v)\Lambda^m(v)x^v \in \mathcal{C}_0 \). Thus the mapping \( \zeta^* \mapsto f_{\zeta^*} \) is injective.

For \( f \in Hom(\mathcal{C}_0, \mathcal{O}_0) \), we let

\[ \zeta_f := \sum_{\nu \in M(\overline{f},\mu)} \frac{f(\pi w(v)\Lambda^m(v)x^v)}{\pi w(v)\Lambda m(v)x^v} \in \mathcal{C}_0^*. \]
Then for all $\zeta \in \mathcal{C}_0$,
$$\langle \zeta^*, \zeta \rangle = f(\zeta).$$
Thus the mapping $\zeta^* \mapsto f_{\zeta^*}$ is also surjective. This finishes the proof of Lemma 4.4.

For $l = 1, 2$, we define
$$D^l_{l, \Lambda} := -x_l \frac{\partial}{\partial x_l} + x_l \frac{\partial F^{(0)}(\Lambda, x)}{\partial x_l}.$$
It is also can be written as
$$(4.8) \quad D^l_{l, \Lambda} = -\exp F^{(0)}(\Lambda, x) \cdot x_l \frac{\partial}{\partial x_l} \cdot \frac{1}{\exp F^{(0)}(\Lambda, x)}.
$$
If $\zeta^* \in \mathcal{C}_0^*$ and $\zeta \in \mathcal{C}_0$, then
$$\langle D^*_{l, \Lambda} \zeta^*, \zeta \rangle = \langle \zeta^*, D_{l, \Lambda} \zeta \rangle.$$  

Let $\{e_1, \ldots, e_N\}$ denote $\tilde{B}$. Elements $e_1, \ldots, e_N$ are linearly independent over $\mathcal{O}_0$. Define space $\mathfrak{B}$ by
$$\mathfrak{B} := \mathcal{O}_0 e_1 + \mathcal{O}_0 e_2 + \cdots + \mathcal{O}_0 e_N.$$

**Lemma 4.5.** As $\mathcal{O}_0$-modules, we have
$$(4.9) \quad \mathcal{C}_0 = \mathfrak{B} \oplus \sum_{l=1}^2 D_{l, \Lambda} \mathcal{C}_0.$$

*Proof.* Clearly, the left side of (4.9) contains the right side. If $\zeta$ is a polynomial in $\mathcal{C}_0$ and written as $\zeta = \bigoplus_{\nu \in M(f, \mu)} \xi(\nu) e^{w(\nu) \Lambda^m(\nu) x^\nu}$, then define
$$W(\zeta) := \max \{W(m(\nu); v) \mid \xi(\nu) \neq 0\}.$$  

Let
$$\mathcal{C}_0^{(m)} := \{ \zeta \in \mathcal{C}_0 : W(\zeta) \leq m \}$$
for any $m \in (1/D)\mathbb{Z}_{\geq 0}$. To reverse the inclusion, let $\zeta \in \mathcal{C}_0^{(m)}$. By similar arguments as in the proof of Lemma 3.1 and 3.2, one can derive that
$$(4.10) \quad \zeta = \frac{c_1(\Lambda)}{a_1(\Lambda)} c_1 + \cdots + \frac{c_N(\Lambda)}{a_N(\Lambda)} c_N + D_{1, \Lambda} h_1 + D_{2, \Lambda} h_2,$$
where $a_i(\Lambda), c_i(\Lambda) \in \mathcal{O}_0$ for $i = 1, \ldots, N$, and $h_1, h_2$ are polynomials whose coefficients are of the form of $\frac{g_i(\Lambda)}{a_i(\Lambda)}$, with polynomials $g_1(\Lambda)$ and $g_2(\Lambda)$. Note that $\mathcal{C}_0 \subseteq \mathcal{C}_0$. Then $\zeta \in \mathcal{C}_0$. It follows from Theorem 2.4 that
$$(4.11) \quad \zeta = b_1(\Lambda) e_1 + \cdots + b_N(\Lambda) e_N + D_{1, \Lambda} \tilde{h}_1 + D_{2, \Lambda} \tilde{h}_2,$$
where $b_i(\Lambda) \in \mathcal{O}_0$ for $i = 1, \ldots, N$, and $\tilde{h}_1, \tilde{h}_2 \in \mathcal{C}_0$. Multiply element $C(\Lambda) \in \mathcal{O}_0$ to (4.10) and (4.11) so that the coefficients of $C(\Lambda) \zeta$ are in $\mathcal{O}_0$. We consider the injective map $\iota : \mathfrak{B} \rightarrow \mathcal{C}_0$. Clearly, $\iota(\mathfrak{B}) \subseteq \sum_{\nu \in B} \mathcal{O}_0 \pi^{m(\nu) \Lambda^m(\nu) x^\nu}$ and $\iota(\sum_{l=1}^2 D_{l, \Lambda} \mathcal{C}_0) \subseteq \sum_{l=1}^2 D_{l, \Lambda} \mathcal{C}_0$. Using the directness of Theorem 2.4 one has that $\zeta \in \mathfrak{B} \cap \mathcal{C}_0^{(m)} + \sum_{l=1}^2 D_{l, \Lambda} \mathcal{C}_0^{(m-1)}$. Hence
$$\mathcal{C}_0^{(m)} \subseteq \mathfrak{B} \cap \mathcal{C}_0^{(m)} + \sum_{l=1}^2 D_{l, \Lambda} \mathcal{C}_0^{(m-1)}.$$
It follows that the right side of (4.9) contains the left side. Hence
\[ C_0 = B + \sum_{l=1}^{2} D_{l,A} C_0. \]

The directness follows from Theorem 2.4. The proof of Lemma 4.5 is finished. \(\square\)

Let
\[ W = \frac{C_0}{2} \sum_{l=1}^{2} D_{l,A} C_0. \]

The dual space of \( W \) is the annihilator in \( C_0^* \) of \( \sum_{l=1}^{2} D_{l,A} C_0 \), which we denote by \( W^* = \{ \zeta \in C_0^* : D_{l,A}^*(\zeta) = 0, \ l = 1, 2 \} \).

Now we specialize \( \Lambda \) an variable to \( \lambda \) a parameter taking values in \( \Omega \). We define the space \( W^* \) obtained by specializing the elements of \( W^*_\Lambda \) at \( \Lambda = \lambda \). The \( C_0^* \) dual space \( W^*_\Lambda \) to \( W_\Lambda \) is freely generated by \( \{ \zeta^* , \Lambda \partial / \partial \Lambda \}_{i=0}^{N-1} \), the dual basis to \( \{ 1, D_{\Lambda}(1), \cdots , D_{\Lambda}(1)_{N-1} \} \).

Then \( W^* \) is a vector space over \( \Omega \) with basis \( \{ \zeta^* , \Lambda \partial / \partial \Lambda \}_{i=0}^{N-1} \).

If \( \lambda, z \in \Omega \), then we define operator \( T_{z,\lambda} := \exp \left( \frac{\pi}{x} (\lambda - z) / x^u \right) \).

Operator \( T_{z,\lambda} \) is well defined when \( \lambda, z \) are closed enough.

It is useful to view \( T_{z,\lambda} \) as
\[ T_{z,\lambda} = \frac{\exp F^{(0)}(\lambda, x)}{\exp F^{(0)}(z, x)}. \]

From (4.8) and (4.12), we have that
\[ D_{l,A}^* \circ T_{z,\lambda} = T_{z,\lambda} \circ D_{l,z}^*. \]

Hence if \( \zeta^* \in W^*_z \), i.e. \( D_{l,z}^*(\zeta^*) = 0 \), then \( D_{l,A}^* \circ T_{z,\lambda}^*(\zeta^*) = 0 \) for each \( l = 1, 2 \). But \( W^*_\Lambda \) is the kernel of the operator \( \{ D_{l,A}^* \} \) with \( l = 1, 2 \). Hence \( T_{z,\lambda}^*(\zeta^*) \in W^*_\Lambda \), so that \( T_{z,\lambda} \) is a map from \( W^*_z \) to \( W^*_\Lambda \). Since \( T_{z,\lambda} \) is multiplication by an exponential, it is invertible.

Hence \( T_{z,\lambda} \) is a linear isomorphism from \( W^*_z \) to \( W^*_\Lambda \).

Now we view \( z \) as fixed and \( \Lambda \) as a variable in \( \Omega \). We extend scalars by lifting the base field \( \Omega \) of \( W^*_\Lambda \) and \( W^*_z \) to the field of functions meromorphic at \( z \). We then have the commutative diagram
\[ \begin{array}{ccc}
W^*_z & \xrightarrow{T_{z,\lambda}} & W^*_\Lambda \\
\Lambda \partial / \partial \Lambda & \downarrow & e^* \\
W^*_z & \xrightarrow{T_{z,\lambda}} & W^*_\Lambda
\end{array} \]

where we define on \( W^*_\Lambda \) that
\[ e^* := \Lambda \frac{\partial}{\partial \Lambda} - \frac{\pi \Lambda}{x^u}. \]

It can be checked that
\[ e^* = \exp F^{(0)}(\Lambda, x) \circ \Lambda \frac{\partial}{\partial \Lambda} \circ \frac{1}{\exp F^{(0)}(\Lambda, x)}. \]

By the definition, one has
\[ D_{l,A}^* \circ e^* = e^* \circ D_{l,A}^*. \]
Thus $\epsilon^*$ does map $W^*_\Lambda$ to $W^*_\Lambda$.

Define a map $\epsilon$ on $C_0$ by

$$\epsilon := \Lambda \frac{\partial}{\partial \Lambda} + \pi \Lambda x^u = D_\Lambda.$$  

Since $\epsilon$ communicates with $D_{1,\Lambda}$ and $D_{2,\Lambda}$, one has that $\epsilon$ induces a map $\epsilon : C_0/\sum_{l=1}^2 D_{l,\Lambda} C_0 \to C_0/\sum_{l=1}^2 D_{l,\Lambda} C_0$.

One can check that

$$\langle \epsilon^* \zeta^*, \zeta \rangle + \langle \zeta^*, \epsilon \zeta \rangle = \Lambda \frac{\partial}{\partial \Lambda} \langle \zeta^*, \zeta \rangle$$

for $\zeta^* \in C_0^*$, $\zeta \in C_0$.

We are interested in computing the matrix of $\epsilon^*$ with respect to the basis $\{\zeta^*_i, \Lambda\}^N_{i=0}$ of $W^*_\Lambda$. By (4.15), we have

$$\epsilon^* (\zeta^*_0, \cdots, \zeta^*_{N-1,\Lambda})^t = -G(\zeta^*_0, \cdots, \zeta^*_{N-1,\Lambda})^t,$$

where $G^t$ is given as Corollary 4.3. From (4.14), we see that $\zeta^*_i = \sum_{l=0}^{N-1} C_i(\Lambda) \zeta^*_i, \Lambda$ is the image under $T_{z,\Lambda}$ of element independent of $\Lambda$ if and only if $\epsilon^* \zeta^*_i = 0$. Then by (4.15), we have

$$\Lambda \frac{\partial}{\partial \Lambda} (C_0(\Lambda), C_1(\Lambda), \cdots, C_{N-1}(\Lambda)) = (C_0(\Lambda), C_1(\Lambda), \cdots, C_{N-1}(\Lambda)) G.$$

For $\zeta^*(x) \in W^*_\Lambda$, we define the map $\alpha^*_\Lambda$ of $W^*_\Lambda$ into $W^*_\Lambda$ by

$$\alpha^*_\Lambda (\zeta^*(x)) = F^{(0)}(\Lambda, x) \zeta^*(x^p).$$

We define $\Psi_p$ by

$$\Psi_p \left( \sum A(v) x^v \right) = \sum A(v) x^{pv}.$$

Then

$$\alpha^*_\Lambda = \exp F^{(0)}(\Lambda, x) \circ \Psi_p \circ \frac{1}{\exp F^{(0)}(\Lambda, x)}.$$

When $\Lambda$ are close to $z$, the following diagram

$$\begin{align*}
W^*_\Lambda & \xrightarrow{T_{\sigma z,\Lambda}} W^*_\Lambda \\
W^*_{z} & \xrightarrow{T_{z,\Lambda}} W^*_\Lambda
\end{align*}$$

commutes.

Now we give the proof of Theorem 1.4. If $C = (C_0(\Lambda), C_1(\Lambda), \cdots, C_{N-1}(\Lambda))$ is a solution of (4.16), then

$$\zeta^*_i = \sum_{l=0}^{N-1} C_i(\Lambda) \zeta^*_i, \Lambda = T_{z,\Lambda}(\zeta^*_i),$$

where $\zeta^*_i$ is an element of $W^*_z$ which is independent of $\Lambda$. We write $C^{x_p}$ for the process of replacing each coefficient by its image under $\sigma$ and replacing $(\Lambda - a)$ by $(\Lambda^p - \sigma a)$. We apply $\sigma$ to $\zeta^*_i$, then

$$\sum_{l=0}^{N-1} C_i(\Lambda) c^{x_p} \zeta^*_i, \Lambda = T_{\sigma z,\Lambda}(\zeta^*_i)^\sigma.$$
Thus

\[(4.18) \quad \alpha^*_\Lambda \left( \sum_{i=0}^{N-1} C_i(\Lambda)^{\sigma \cdot i, \Lambda_p} \right) = \alpha^*_\Lambda \circ T_{\sigma z, \Lambda_p} (\zeta^*_z)^{\sigma}. \]

Note that

\[\alpha^*_\Lambda \circ T_{\sigma z, \Lambda_p} = T_{z, \Lambda} \circ \alpha^*_z \circ T_{\sigma z, z_p}.\]

Hence the left side of (4.18) is the image under \(T_{z, \Lambda}\) independent of \(\Lambda\). Thus

\[(C_0(\Lambda), C_1(\Lambda), \cdots, C_{N-1}(\Lambda)) \sigma \cdot U(\Lambda)\]

is a solution of equation of (4.16), where \(U(\Lambda)\) is the matrix of \(\alpha^*_\Lambda\) with respect to the basis \(\{ \zeta^*_i, \Lambda \}_{i=0}^{N-1}\). By the duality, one also has that \(U(\Lambda)\) is the matrix of \(\alpha\) with respect to the basis \(\{ 1, D_\Lambda(1), \cdots, D_{N-1}(1) \}\). Hence Theorem 1.4 is true.

This shows that (4.16) has a strong Frobenius structure in the sense of Dwork. Dwork [7] has conjectured that the Frobenius structures of differential equations exists quite widely. Hence our work confirms this conjecture for our family.
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