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Abstract
Modern medical examinations have produced a large number of medical images. It is a great challenge to transmit and store them quickly and securely. Existing solutions mainly use medical image encryption algorithms, but these encryption algorithms, which were developed for ordinary images, are time-consuming and must cope with insufficient security considerations when encrypting medical images. Compared with ordinary images, medical images can be divided into the region of interest and the region of background. In this paper, based on this characteristic, a plain-image correlative semi-selective medical image encryption algorithm using the enhanced two dimensional Logistic map was proposed. First, the region of interest of a plain medical image is permuted at the pixel level, then for the whole medical image, substitution is performed pixel by pixel. An ideal compromise between encryption speed and security can be achieved by full-encrypting the region of interest and semi-encrypting the region of background. Several main types of medical images and some normal images were selected as the samples for simulation, and main image cryptanalysis methods were used to analyze the results. The results showed that the cipher-images have a good visual quality, high information entropy, low correlation between adjacent pixels, as well as uniformly distribute histogram. The algorithm is sensitive to the initial key and plain-image, and has a large keyspace and low time complexity. The time complexity is lower when compared with the current medical image full encryption algorithm, and the security performance is better when compared with the current medical image selective encryption algorithm.
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1 Introduction

1.1 Background

Modern medical examinations have produced a large number of medical images such as X-ray, computed tomography (CT), magnetic resonance imaging (MRI), ultrasound and positron emission tomography (PET) [9, 11, 35, 38, 55, 56, 69, 71]. These medical images are stored in digital format and may need to be transmitted between doctors and hospitals over an open public network [16]. Transmitting medical images over open networks is risky and easily accessed illegally by hackers [5, 8, 23]. Safe and effective medical services can only be achieved when these medical data are highly secure [38]. In this case, many countries have passed legislation to regulate the security of medical images [19, 70].

In early research, the protection of medical image privacy was mostly based on classical encryption algorithms, which include classical public-key cryptography algorithms, such as RSA cryptography [31] and ElGamal cryptography [66], and classical symmetric encryption algorithms, such as Data Encryption Standard (DES), Advanced Encryption Standard (AES) [49] and International Data Encryption Algorithm (IDEA) [57]. To reduce the encryption time of classical algorithms, the research focus on the frontier of image encryption technology which are currently the chaotic map-based encryption algorithms [75]. Among the algorithms, the most important structure is the “Confusion-Diffusion”, which was proposed by Fridrich [25]. Confusion includes two basic operations, “Permutation” and “Substitution.” Permutation, also called “Shuffle” or “Scrambling” in different literature, aims to permutate the position of pixels in a medical image and reduce the correlation of adjacent pixels. Meanwhile, substitution adjust the values of pixels to alter the statistical characteristics of images. Diffusion can associate each part of the image with each part of the key, which can improve plain-image sensitivity and key sensitivity, and enhance the ability to resist differential attack. By using this structure, many medical image full-encryption algorithms have emerged [14, 18, 26, 29, 41, 42, 44, 58, 60, 61, 71].

In recent years, to further increase the encryption speed of medical image encryption algorithms, many selective or partial encryption schemes have been proposed for the uneven distribution of medical image information. Abdouleh, M. K et al. proposed an algorithm on transform domain, in which medical images were first decomposed by using the discrete wavelet transform (DWT) with different levels, and then the LL sub-band with maximum information content was encrypted [3]. Zhou, J. et al. proposed another algorithm to partially encrypt the transform domain, while the two-dimensional lifting wavelet transform (2D LWT) was adopted [78]. Two selective encryption algorithms were proposed by Ravichandran, D. et al. and Prabhavathi, K. respectively, in which the rectangle region in the central part of a medical image is manually selected as the region of interest (ROI) for encryption [52, 59]. In another work, a 4D Cat map-based selective encryption scheme was designed by Kanso, A., & Ghebleh, M., the algorithm needs to run multiple rounds, and each round of encryption consists of permutation and substitution [34]. Khashan, O. A., & Alshaikh, M. proposed a lightweight chaotic map-based encryption algorithm to encrypt the edge image of medical images [36]. In literature [51], based on cellular automata (CA), Ping P. et al. proposed a method to encrypt the ROI of medical images. Unfortunately, none of the
above methods have any processing on the non-selected region of medical images, resulting in poor security of cipher-images. Their typical features are that the shape of the selected region can be easily seen from the cipher image, and all information about the unselected region can be obtained directly from the cipher-image.

Noura, M. et al. proposed a middle-full encryption mode, in which the ROI of medical images was first encrypted by adopting substitution operation, and then the whole medical image was encrypted by using permutation operation [50]. Manikandan, V. et al. proposed a semi-full encryption scheme based on the transform domain [46]. Firstly, the whole medical image is permuted using the Bülbân map, and then substitute the LL sub-band, which is extracted by using 5/3 lifting transform, with high information. However, these two schemes did not change the statistical characteristics of the region of not interest (RONI), leading to risks of statistical attacks.

Another study aimed at the characteristics of different information amounts in different bit-planes of medical images, a multi-chaotic maps-based medical image semi-full encryption algorithm was designed [21]. In this algorithm, according to the information amount of each bit-plane, different rounds of permutation were run in the bit-plane itself respectively, and then the whole medical image was encrypted by using substitution operation. However, the algorithm needs to run too many rounds, even up to 100, which costs a lot of time when encrypting medical images. Another bit-plane based scheme was proposed by Muthu J. S. et al. [48]. Four bit-planes with the high information content of medical images were selected to be permuted, and then the whole medical image was substituted. Compared with the scheme [21], the processing speed is significantly improved.

DNA computing and the Dual Hyperchaotic map had also been proposed for selective encryption algorithm [4]. First, the selected region of a medical image was encrypted by using permutation operation and then encrypted the whole image with substitution operation. However, the actual DNA computing requires additional bio-computing equipment. Besides, there will be additional computing overhead when simulations are run on computers. Shafique A. et al. proposed a 3-level structure to encrypt medical images [63]. In the first and third levels, four bit-planes with high information content were selected to be permuted inner the bit-planes respectively. In the second level, the LL sub-band of the transform domain was selected to be substituted. However, the efficiency of the scheme is low, and it will take more than 3 seconds to encrypt a medical image. Manikandan, V et al. also proposed a 3-level medical image encryption structure [45]. In the first and third levels, the whole medical image was encrypted by using the “permutation-substitution” structure. And in the second level, the classical RC6 algorithm was used to encrypt the LL sub-band of the transform domain. However, the time complexity of the method is so high that it takes tens of seconds to encrypt a medical image.

Literature review shows that the existing medical image selective encryption methods have problems of inadequate security and high computing complexity. Therefore, it is an urgent need to develop a fast and secure selective encryption algorithm for medical images.

1.2 Contributions

In this work, a plain-image correlative semi-selective medical image encryption algorithm using an enhanced 2D-Logistic map was proposed. The main contributions are as follows:

- Based on the original 1D-Logistic chaotic map, an enhanced 2D-Logistic chaotic map was proposed, which not only increased the number of chaotic control parameters and chaotic initial values but also expanded the value range of chaotic parameters and chaotic sequences.
A plain-image correlative semi-selective medical image encryption algorithm using the enhanced 2D-Logistic map was designed.

The security and time complexity of the proposed algorithm were analyzed objectively.

The work is demonstrated as follows. Section 2 defines the detail of the enhanced 2-D logistic chaotic map, analyzes its chaos, and then briefly introduces the Secure Hash Algorithm SHA-256. Section 3 defines the detail of the proposed plain-image correlative semi-selective medical image encryption algorithm. Section 4 illustrates the simulation results of the algorithm and discusses its security and time complexity. Section 5 defines the conclusion of the work.

2 Preliminaries

2.1 The original 1-D logistic chaotic map

The Logistic map, also known as the insect population model in ecology [21], is a typical nonlinear chaotic system, which is highly sensitive to the initial state [1] and can produce complex chaotic behaviors [33]. This system has been widely used in the research field of medical image encryption [1, 7, 8, 10, 12, 17, 20–22, 24, 27, 28, 33, 37, 39, 40, 43, 47, 53, 54, 62, 65, 68, 73, 74, 76, 77]. The original 1-D Logistic chaotic map can be defined by the following Eq. 1.

$$x_{n+1} = ax_n(1-x_n)$$

Here:

\[ n \in \mathbb{N}^+ \]

- \( x_n \) is the first \( n \) iteration result of the system, and \( x_n \in (0, 1) \).
- \( a \) is the chaotic control parameter, and \( a \in (0, 4) \).

The chaotic bifurcation diagram of the original 1-D Logistic chaotic map is illustrated in Fig. 1. It can be seen that the Logistic map is in chaos when the chaotic control parameter value is \( a \in (3.6, 4) \) [32], that is to say, when the chaotic iteration continues, the generated chaotic sequence will be an aperiodic and non-convergent pseudo-random sequence [21]. On the contrary, when the chaotic control parameter value is \( a \in (0, 3.6] \), the Logistic map shows determinism, that is to say, when the number of chaotic iterations is large enough, the result sequence will converge to a certain constant value [21]. Furthermore, it can be seen that even when the chaotic control parameter value is \( a \in (3.6, 4] \), there are still some periodic (non-chaotic) windows. In order to solve this problem, the traditional works usually select the chaotic control parameter to ensure the chaotic characteristics of cryptosystems [76].

2.2 The enhanced 2-D logistic chaotic map

The chaotic sequence value distribution of the original 1-D Logistic chaotic map is not uniform, and there is a problem of small keyspace when it is applied to cryptosystems. In some research work, multi chaotic systems combined with the Logistic chaotic map have been proposed for medical image encryption, such as Logistic-Tent map [58], Logistic-Sine map [2, 16, 29, 58], Double Humped Logistic map [30], and Logistic-Chebyshev map [13]. In some other research works, the
original 1-D Logistic chaotic map was extended to multi-dimensional, such as 2-D Logistic chaotic map [64], 3-D Logistic chaotic map [15], 4-D Logistic chaotic map [67]. However, the problems of chaotic windows and non-uniform chaotic sequence value distribution have not been solved well. Besides, it has not established organic connections among multi chaotic systems.

In this work, an enhanced 2-D Logistic chaotic map was proposed, which can be defined by the following Eq. 2.

\[
\begin{align*}
x_{k+1} &= f(a,x_k,y_k) - [f(a,x_k,y_k)] \\
y_{k+1} &= f(b,y_k,x_k) - [f(b,y_k,x_k)]
\end{align*}
\]

Here:

- The symbol \([...]\) means to take the integer part, and the fractional part is discarded directly.
- \(k \in N^+: x, y \in (0, 1); a, b \in R^+.\)

\[
f(a,x_k,y_k) = ax_k(1-x_k) + 1024y_k. \]
\[
f(b,y_k,x_k) = by_k(1-y_k) + 1024x_k.
\]

In the case of chaotic control parameters value range is \(0 < a, b \leq 10,\) the bifurcation diagram of components \(x\) and \(y\) are illustrated in Fig. 2.

It can be seen that the enhanced 2-D Logistic chaotic map increases the number of initial values and chaotic control parameters, the system shows chaos when the control parameters

![Fig. 1 The bifurcation diagram of the original 1-D Logistic chaotic map](image-url)
are in a wider range of values, the values of chaotic sequences are distributed uniformly in the interval \([0,1]\), and chaotic windows are eliminated.

2.3 Secure hash algorithm

The Secure hash algorithm 256 (SHA-256) can map a message M of any length to a 256-bits hash code SHA-256(M). When the input M changes slightly to M’, the hash code SHA-256(M’) changes completely in an unpredictable way. Besides, the SHA-256 algorithm is unidirectional, which means it is easy to compute SHA-256(M) from the input M, while it is computationally infeasible to compute M from SHA-256(M). In addition, the SHA-256 has error detection capability, which can be used to verify the integrity of a message. In this work, the plain medical image is used as the input of SHA-256, and the output of 256-bits length is divided into 32 pieces, where each piece is 8-bits length, as shown in Eq. 3.

\[
\text{SHA-256(image)} = s_1, s_2, s_3, \ldots, s_{32}
\]  

(3)

Here:

- \(image\) is the binary code of the input image.
- \(s(n)\) is the NTH segment of the hash sequence.

3 The proposed plain-image correlative semi-selective medical image encryption algorithm

In this work, a plain-image correlative semi-selective medical image encryption algorithm using the proposed chaotic map is designed. The flow chart of the algorithm is shown in
Fig. 3. First, the plain medical image is read, and the SHA-256 value of the image is calculated. Then chaotic initial values and control parameters of the enhanced 2D-Logistic chaotic map are generated randomly. Two sets of plain-image correlative chaotic sequences are obtained by using enough round iterations of the enhanced 2D-Logistic chaotic map. The following step is based on the first set of chaotic sequence, where the permutation key is generated and used for encrypting the ROI of the medical image. The semi-encrypted image can be obtained by merging the region of background (ROB) and the permuted ROI. Finally, based on the second set of chaotic sequences, the substitution key is generated, which is used to encrypt the semi-encrypted image to obtain the final cipher medical image.

The detailed implementation of the algorithm includes the following steps:

Step1: Select a plain medical image: \( \text{Img} (M, N) \).
- Here \( M \) is the number of rows of the \( \text{Img} \) and \( N \) is the number of columns of the \( \text{Img} \).

Step2: Segment the medical image \( \text{Img} \) into \( \text{Img(ROI)} \) and \( \text{Img(ROB)} \), and count the pixel number of \( \text{Img(ROI)} \).

\[ \text{Img(ROI)}, \text{Img(ROB)} = \text{Segment(Img)}. \]
\[ \text{Count} = \text{the pixel number of Img(ROI)} \]

Step3: Calculate the SHA-256 value of image \( \text{Img} \).

\[ \text{SHA-256(Img)} = s_1, s_2, s_3, ..., s_{32} \]

Step4: Generate chaotic control parameters and chaotic initial values randomly, with the precision of 15 decimal places, where the parameter \( a' \) requires plain-image correlation.

\[ a, b, x_1, y_1 = \text{random} \]
\[
\begin{align*}
a' &= a + (s1 + \ldots + s5)/(5 \times 256) \\
&\quad + (s6 + \ldots + s10)/(5 \times 256^2) \\
&\quad + (s11 + \ldots + s15)/(5 \times 256^3) \\
&\quad + (s16 + \ldots + s20)/(5 \times 256^4) \\
&\quad + (s21 + \ldots + s25)/(5 \times 256^5) \\
&\quad + (s26 + \ldots + s30)/(5 \times 256^6)
\end{align*}
\]

Step 5: Generate two sets of plain-image correlated chaotic sequences CS1 and CS2 according to Eq. 2, and the number of iterations rounds is \(M \times N + 10000\).

\[
CS1, CS2 = Chaoticmap(a', b, x_1, y_1)
\]

Step 6: Generate the encryption key. The chaotic sequences CS1 are selected according to the size of ROI, which is sorted to generate the key for the permutation. The chaotic sequences CS2 are amplified \(2^d\) times and then take the integer part to generate the key for the substitution.

\[
Pkey = \text{sort}(CS1(10001), CS1(10002), \ldots, CS1(10,000 + \text{Count}))
\]

\[
Skey = [(CS2(10001), CS2(10001), \ldots, CS2(10000 + M \times N)) \times 2^d]
\]

Here, \(d\) is the color depth of the Img, and \([\cdot]\) is the symbol of taking the integer part.

Step 7: Encrypt the ROI by permutating the pixel position.

\[
P(ROI) = Permutation(Img(ROI), Pkey)
\]

Step 8: Merge permuted ROI with ROB.

\[
P(Img) = \text{Merge}(P(ROI), Img(ROB))
\]

Step 9: Encrypt the \(P(Img)\) by substituting its pixel one by one to achieve the final encryption image.

\[
\text{Cipher}(Img) = (P(Img) + Skey) \mod 2^d.
\]

The decryption algorithm is the inverse of the encryption algorithm, and the structure is illustrated in Fig. 4. First, the cipher medical image is read and the decryption keys are regenerated according to \(a, b, x_1, y_1\) and SHA-256(Img), which can be obtained from the secret key transfer channel. Then, according to the opposite steps of the encryption algorithm, using inverse substitution operation to the entire cipher-image and inverse permutation operation to the ROI respectively, to get the decrypted medical image. Finally, the SHA-256 value of the decrypted image was calculated and compared with the original SHA-256(Img) to verify the integrity of the medical image.
4 Simulation results and analysis

4.1 Simulation platform and data samples

This research is algorithm research about medical image encryption. Therefore, the simulation platforms required are only computer hardware and software. The details of them are listed in Table 1.

This research is algorithm research about medical image encryption. Therefore, the main types of medical images, including, X-ray, CT, MRI, ultrasound, PET and COVID-19 virus images, are selected as simulation samples. In addition, some normal images are also used as samples to further analyze the proposed algorithm. The basic attributes of these simulation samples are shown in Table 2, and the plain images of them are illustrated in Fig. 5.

4.2 Simulation results and analysis

In this section, the encryption results of the simulation samples are illustrated and analyzed. The analysis methods used in the research include two main categories: confidentiality analysis and time complexity analysis.

| Table 1  | The Software and hardware platform used in simulations |
|-----------|------------------------------------------------------|
| Platform  | Details                                               |
| Software  | The operating system: Window7 64bit                  |
|           | The simulation software: MATLAB r2016a               |
| Hardware  | Platform: HP personal computer                       |
|           | CPU: Inter(R) Core(TM) i7-5500u 2.4GHZ              |
|           | Memory: 8GB                                          |
4.2.1 Confidentiality analysis

In confidentiality analysis, four different types of analysis methods are mainly adopted. (1) The visual quality analysis of cipher-images. (2) Statistical analysis, including histogram analysis, information entropy analysis, and correlation analysis of adjacent pixels. (3) The key analysis, including keyspace and key sensitivity analysis. (4) Chosen plain-image analysis.

Cipher-image visual quality analysis Using the proposed algorithm to process samples in Fig. 5, the permutation results of ROI, final encryption results, and corresponding decryption results are illustrated in Fig. 6. Since Fig. 5g and h are normal images without ROB, the whole images of them were treated as ROI in the permutation step. Here the chaotic control parameters and chaotic initial value are randomly selected as Table 3. It can be seen that the ROI after permutation processing has obtained primary protection. After substitution processing for the whole image, any subjective visual information cannot be seen from the cipher-image. This means that the quality of the cipher-image subjective visual is good. Meanwhile, there is no visual difference between the decrypted image and the original plain image.

Statistical analysis Histogram analysis The pixel distribution histogram can intuitively describe the number of pixels with different values in an image. For an ideal cipher-image, it should have a

| Image ID | Image type | Body part | Image size   |
|----------|------------|-----------|--------------|
| a        | X-ray      | Foot      | 512×512      |
| b        | CT         | Brain     | 256×256      |
| c        | MRI        | Head      | 256×256      |
| d        | Ultrasound | Fetus     | 512×512      |
| e        | PET        | Brain     | 256×256      |
| f        | Virus      | COVID-19  | 512×512      |
| g        | Normal image | Lena    | 512×512      |
| h        | Normal image | Peppers | 256×256      |
Fig. 6 The visual quality of sample images (1st column: plain-image; 2nd column: permutation result; 3rd column: final encryption result; 4th column: decrypted image)
completely different histogram from the corresponding plain-image, and generally speaking, its histogram should be approximately uniform distributed. The histograms of sample images are analyzed, and the results are illustrated in Fig. 7. It can be seen that each cipher-image has a uniform distributed histogram, which means that the algorithm does well with histogram analysis.

**Information entropy analysis** Entropy is a quantitative measure of disorder or uncertainty in a system. The higher of the information entropy value, the more chaotic of the system. For an image $I$, its information entropy value can be calculated as Eq. 4:

$$\text{Entropy}(I) = -\sum_{k=0}^{2^d-1} P(I_k) \log_2 P(I_k)$$

(4)

Here:

- $P(I_k)$ is the proportion of the pixel with the value of $k$ in the total number of pixels,
- $d$ is the color depth of image $I$,
- $\Sigma$ is the continuous addition symbol.

According to Eq. 4, it is easy to know that an image with a color depth of $d$ can have the maximum information entropy value of $d$. The larger the result value, the better the randomness of the cipher-image, and the higher security of the algorithm. The information entropy value of sample images is calculated, and the results are listed in Table 4. It can be seen that the information entropy of cipher-image is very close to the ideal value 8, which indicates that the number of pixels with different pixel values is very close to uniform distribution from a quantitative perspective. Cryptanalysts can hardly get any useful information by using information entropy analysis.

**Correlation analysis of adjacent pixels** Correlation analysis of adjacent pixels is another important statistical analysis method. For visually meaningful images, the correlation between adjacent pixels is usually high because their pixel values are usually close. A good medical image encryption algorithm should ensure that the correlation between adjacent pixels of the cipher-image is low enough. The correlation of adjacent pixels can be calculated from horizontal, vertical, and diagonal directions as Eq. 5.

$$\text{cor}_{x,y} = \frac{E(x-E(x))(y-E(y))}{\sqrt{D(x)}\sqrt{D(y)}}$$

(5)

Here:

- $E()$ means the Expectation.
- $D()$ means the square deviation.

It can be known from the mathematical properties of Eq. 5 that the value of $\text{cor}_{x,y}$ must be between $[-1, 1]$. The value is closer to 0, the correlation between the adjacent pixels is weaker,
Fig. 7 The histogram of sample images (1st column: plain-image; 2nd column: histogram of plain-image; 3rd column: corresponding cipher-image; 4th column: histogram of cipher-image)
and the security of the encryption algorithm is higher. The correlation of adjacent pixels of plain-images and cipher-images in Fig. 6 is calculated, and the values are listed in Table 5.

It can be seen from the data that the correlation of adjacent pixels of plain-images is strong, while the correlation of adjacent pixels of corresponding cipher-image images is very weak, and the values are close to the ideal value 0. The correlation of adjacent pixels can be illustrated as another intuitive form in Fig. 8 and b. In these figures, it can be easily seen that the correlation of adjacent pixels of plain medical images is strong and its distribution is close to the line of $x = y$, while the correlation of adjacent pixels of corresponding cipher-images is very weak and close to a uniform distribution. Cryptanalysts can hardly get any useful information from the adjacent pixels of the cipher image.

**The key analysis**

**Keyspace analysis**

Keyspace is the set of all possible keys in a cryptosystem. The larger the keyspace, the higher the security of the encryption algorithm, and the stronger the ability to resist brute force attacks. In general, the keyspace of a cryptosystem should not be less than $2^{100}$ [6], which is about $1.27 \times 10^{30}$. However, as computing power continues to improve, we recommend that the keyspace should be much larger than $2^{100}$.

For chaotic map-based cryptosystems, the range of chaotic control parameters and chaotic initial values are usually the keyspace. For the proposed algorithm, the factors affecting the keyspace are chaotic control parameters $a$, $b$ and chaotic initial values $x_1$, $y_1$. The computing accuracy used in this paper is $1 \times 10^{-15}$, so the key space should be $(1 \times 10^{15})^4$ which is about $2^{200}$ and large enough to resist brute force attacks. Even with the current world’s fastest computer, the ‘Fugaku’ in Japanese, whose peak computing power is about $5 \times 10^{19}$ times per second, it will take an average of $4 \times 10^{40}$ seconds or about $10^{32}$ years to find the correct key.

| Image ID and type | Color depth | Entropy of plain-image | Entropy of cipher-image |
|------------------|-------------|------------------------|------------------------|
| a X-ray          | 8           | 4.9130                 | 7.9967                 |
| b CT             | 8           | 6.5376                 | 7.9969                 |
| c MRI            | 8           | 5.7123                 | 7.9971                 |
| d Ultrasound     | 8           | 5.9887                 | 7.9989                 |
| e PET            | 8           | 4.5179                 | 7.9964                 |
| f COVID-19       | 8           | 6.4010                 | 7.9989                 |
| g Lena           | 8           | 7.4455                 | 7.9994                 |
| h Peppers        | 8           | 7.5631                 | 7.9975                 |

**Table 5**

The correlation of adjacent pixels of sample images

| Image ID and type | Plain-image |           |           | Cipher-image |           |           |
|------------------|-------------|-----------|-----------|--------------|-----------|-----------|
|                  |             | Horizontal | Vertical  | Diagonal     | Horizontal | Vertical  |
| a X-ray          | 0.994781    | 0.998650  | 0.993848  | 0.000203    | -0.000348 | 0.002698  |
| b CT             | 0.972369    | 0.977308  | 0.956139  | -0.004922   | -0.002507 | 0.002236  |
| c MRI            | 0.935280    | 0.949021  | 0.896427  | 0.000124    | 0.000747  | -0.004353 |
| d Ultrasound     | 0.991437    | 0.991388  | 0.987367  | -0.010510   | -0.001414 | 0.000332  |
| e PET            | 0.995131    | 0.979666  | 0.975197  | -0.002245   | 0.000035  | -0.000074 |
| f COVID-19       | 0.985368    | 0.987217  | 0.975460  | 0.000149    | 0.001987  | 0.004100  |
| g Lena           | 0.971872    | 0.984984  | 0.959273  | 0.004197    | -0.002702 | -0.006579 |
| h Peppers        | 0.961686    | 0.967918  | 0.932524  | 0.004197    | -0.002702 | -0.006579 |
Fig. 8  

a. The correlation of sample images a-d in different directions (1st column: plain-images and corresponding cipher-image; 2nd column: correlation diagram in horizontal; 3rd column: correlation diagram in vertical; 4th column: correlation diagram in diagonal).

b. The correlation of sample images e-h in different directions (1st column: plain-images and corresponding cipher-image; 2nd column: correlation diagram in horizontal; 3rd column: correlation diagram in vertical; 4th column: correlation diagram in diagonal).
Fig. 8 (continued)
Moreover, the key space of the proposed algorithm has the potential of expansion, which only needs to improve the computing accuracy of the proposed chaotic map.

**Key sensitivity analysis** The key sensitivity analysis should include two aspects, (1) using two slightly different keys to encrypt the same plain medical image, the corresponding cipher-image will be completely different; (2) using the decryption key, which is slightly different from the encryption key, to decrypt the cipher-image will get a wrong result, and the decryption result should not contain information beyond the cipher-image. Several groups of slightly different chaotic control parameters and chaotic initial values used in key sensitivity analysis are listed in Table 6.

In order to analyze the change degree between the different cipher-image, two quantitative indexes, the number of pixel change rate (NPCR) and the unified average changing intensity (UACI), are used. These two indexes can be calculated as Eq. 6 and Eq. 7, respectively.

\[
NPCR = \frac{1}{M \times N} \sum_{i=1,j=1}^{M,N} D(i,j)
\]

\[
UACI = \frac{1}{M \times N} \times \sum_{i=1,j=1}^{M,N} \frac{|I_1(i,j) - I_2(i,j)|}{2^d - 1}
\]

Where
\[
D(i,j) = \begin{cases} 
0 & \text{if } I_1(i,j) = I_2(i,j) \\
1 & \text{if } I_1(i,j) \neq I_2(i,j)
\end{cases}
\]

In the Eq. 6, Eq. 7, and Eq. 8:

- \( M, N \) is the number of rows and columns of the image respectively.
- \( d \) is the color depth of the image \( I \).
- \( I_1(i,j) \) is the pixel value of the \( i \) row and \( j \) column of the image \( I \).
- \( \Sigma \) is the continuous addition symbol.

For two random 8-bit color depth images, the NPCR value should be larger than 0.995693, and the UACI value should be close to 0.334636 [72]. Using the keys in Table 6 to encrypt the examples in Fig. 5, the NPCR and UACI of the results are listed in Tables 7 and 8 respectively.

| Key ID | \( a \) | \( b \) | \( x_1 \) | \( y_1 \) |
|-------|-------|-------|-------|-------|
| Original | 3.889632578965258 | 0.723657891234568 | 0.589632147852589 |
| \( a' \) | 3.889632578965258+ 0.000000000000001 | The same | The same | The same |
| \( b' \) | The same | The same | The same | The same |
| \( x_1' \) | 2.895365874521023+ 0.000000000000001 | The same | The same | The same |
| \( y_1' \) | The same | The same | The same | The same |
It can be seen from the data in these two tables, a slight change in the key will produce completely different encryption results.

The correct decryption results and the incorrect decryption results with slightly different keys for image Fig. 5a are illustrated in Fig. 9, and the statistical indicators of them are analyzed, which are listed in Table 9. The data shows that no useful information can be derived from the incorrect decryption results. The above analysis of encryption and decryption results with slightly different keys shows that the algorithm has good key sensitivity.

### Table 7 The NPCR value of Key sensitivity analysis

| Image ID and size | Changed key | NPCR    | Critical values [72] |
|-------------------|-------------|---------|----------------------|
|                   |             |         | *0.05=0.995693       |
|                   |             |         | *0.01=0.995527       |
|                   |             |         | *0.001=0.995347      |
|                   |             |         | 256×256              |
|                   |             |         | 512×512              |
| a 512×512         | a’          | 0.996136| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| b 256×256         | b’          | 0.995972| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| x1                 |             | 0.995960| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| y1                 |             | 0.996223| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| c 256×256         | a’          | 0.996353| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| b’                 |             | 0.996353| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| x1                 |             | 0.996231| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| y1                 |             | 0.996078| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| d 512×512         | b’          | 0.997162| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| x1                 |             | 0.997058| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| y1                 |             | 0.997147| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| e 256×256         | a’          | 0.997238| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| b’                 |             | 0.997238| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| x1                 |             | 0.995926| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| y1                 |             | 0.995789| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| f 512×512         | b’          | 0.995911| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| x1                 |             | 0.995972| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| y1                 |             | 0.996078| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| g 256×256         | a’          | 0.995751| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| b’                 |             | 0.995751| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| x1                 |             | 0.996750| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| y1                 |             | 0.996861| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| h 256×256         | a’          | 0.995951| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| b’                 |             | 0.995951| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| x1                 |             | 0.996750| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |
| y1                 |             | 0.996861| Pass                 |
|                   |             |         | Pass                 |
|                   |             |         | Pass                 |

Chosen plain-image analysis  Differential analysis  Differential analysis is a common method of chosen plain-image cryptanalysis, in which the same key is used to encrypt two slightly different plain-image and then compare the corresponding two cipher-images to find useful information. An excellent medical image encryption algorithm should ensure that the NPCR and UACI values are close to the value of the two random images when using the differential attack to analyze it.
| Image ID and size | Changed key | UACI | Critical values [72] | Pass | Pass | Pass |
|------------------|-------------|------|----------------------|------|------|------|
| 512×512 a       | a’          | 0.333749 | *-0.05=0.332824 | Pass | Pass | Pass |
|                  | b’          | 0.333877 | *+0.05=0.33447 | Pass | Pass | Pass |
|                  | x’          | 0.333788 | *-0.01=0.332055 | Pass | Pass | Pass |
|                  | y’          | 0.333504 | *+0.01=0.332167 | Pass | Pass | Pass |
| 256×256 b       | a’          | 0.333648 | *-0.05=0.333730 | Pass | Pass | Pass |
|                  | b’          | 0.334666 | *+0.05=0.334541 | Pass | Pass | Pass |
|                  | x’          | 0.333258 | *-0.01=0.333445 | Pass | Pass | Pass |
|                  | y’          | 0.333504 | *+0.01=0.333115 | Pass | Pass | Pass |

| Image ID and size | Changed key | UACI | Critical values [72] | Pass | Pass | Pass |
|------------------|-------------|------|----------------------|------|------|------|
| 512×512 c       | a’          | 0.334623 | *-0.05=0.333648 | Pass | Pass | Pass |
|                  | b’          | 0.334442 | *+0.05=0.334666 | Pass | Pass | Pass |
|                  | x’          | 0.333934 | *-0.01=0.334508 | Pass | Pass | Pass |
|                  | y’          | 0.334917 | *+0.01=0.334442 | Pass | Pass | Pass |

| Image ID and size | Changed key | UACI | Critical values [72] | Pass | Pass | Pass |
|------------------|-------------|------|----------------------|------|------|------|
| 512×512 d       | a’          | 0.335067 | *-0.05=0.335067 | Pass | Pass | Pass |
|                  | b’          | 0.334352 | *+0.05=0.335067 | Pass | Pass | Pass |
|                  | x’          | 0.334508 | *-0.01=0.334508 | Pass | Pass | Pass |
|                  | y’          | 0.334521 | *+0.01=0.334508 | Pass | Pass | Pass |

| Image ID and size | Changed key | UACI | Critical values [72] | Pass | Pass | Pass |
|------------------|-------------|------|----------------------|------|------|------|
| 512×512 e       | a’          | 0.333669 | *-0.05=0.333596 | Pass | Pass | Pass |
|                  | b’          | 0.334881 | *+0.05=0.334900 | Pass | Pass | Pass |
|                  | x’          | 0.335564 | *-0.01=0.335564 | Pass | Pass | Pass |
|                  | y’          | 0.333398 | *+0.01=0.333398 | Pass | Pass | Pass |

| Image ID and size | Changed key | UACI | Critical values [72] | Pass | Pass | Pass |
|------------------|-------------|------|----------------------|------|------|------|
| 512×512 f       | a’          | 0.335360 | *-0.05=0.334900 | Pass | Pass | Pass |
|                  | b’          | 0.334900 | *+0.05=0.335360 | Pass | Pass | Pass |
|                  | x’          | 0.334591 | *-0.01=0.334591 | Pass | Pass | Pass |
|                  | y’          | 0.334779 | *+0.01=0.334779 | Pass | Pass | Pass |

| Image ID and size | Changed key | UACI | Critical values [72] | Pass | Pass | Pass |
|------------------|-------------|------|----------------------|------|------|------|
| 512×512 g       | a’          | 0.334721 | *-0.05=0.334721 | Pass | Pass | Pass |
|                  | b’          | 0.334888 | *+0.05=0.334888 | Pass | Pass | Pass |
|                  | x’          | 0.335187 | *-0.01=0.335187 | Pass | Pass | Pass |
|                  | y’          | 0.335495 | *+0.01=0.335495 | Pass | Pass | Pass |

| Image ID and size | Changed key | UACI | Critical values [72] | Pass | Pass | Pass |
|------------------|-------------|------|----------------------|------|------|------|
| 512×512 h       | a’          | 0.335523 | *-0.05=0.335523 | Pass | Pass | Pass |
|                  | b’          | 0.336434 | *+0.05=0.336434 | Pass | Pass | Pass |
|                  | x’          | 0.333963 | *-0.01=0.333963 | Pass | Pass | Pass |
|                  | y’          | 0.333740 | *+0.01=0.333740 | Pass | Pass | Pass |

| Image | Correlation of adjacent pixels | Entropy |
|-------|-------------------------------|---------|
|       | horizontal | vertical | diagonal |
| a’    | −0.000723 | 0.003149 | −0.001525 | 7.999329 |
| b’    | −0.001093 | 0.003245 | −0.001920 | 7.999329 |
| x’    | 0.001129  | −0.000431| −0.002999 | 7.999258 |
| y’    | −0.000825 | −0.001922| −0.001250 | 7.999233 |
For the eight samples in Fig. 5, one pixel was selected randomly, and its value was changed slightly. Then these two slightly different images were encrypted with the same key. The original images, slightly changed images, corresponding encryption results, and the difference between these two sets of encryption results with their histograms are illustrated in Fig. 10. The NPCR and UACI values of these two cipher-image groups are listed in Tables 10 and 11. It can be seen from the data that completely different cipher-image can be obtained even if the plain-image is only changed slightly, and the comparative analysis of the two cipher-images can hardly find any useful information. Therefore, the proposed algorithm can resist the attack of differential analysis.

Black and white image analysis: Black and white image analysis is another commonly used method of chosen plain-image cryptanalysis, which is often used to try to obtain the encryption key of the substitution phase. The visual quality and histogram analysis of cipher black and white images is shown in Fig. 11. It can be seen from the figure that the cipher-images visual quality is good, and the corresponding histograms distribute uniformly. Table 12 shows part of the quantitative analysis results of the black and white image analysis. The results show that the correlation between adjacent pixels of cipher-image is low, and its information entropy is close to the theoretical upper limit.

Since the black and white images have no medical visual significance, the whole image is divided into ROB. So there isn’t any permutation was performed, and only the substitution was performed to encrypt black and white images. The cipher-image is the encryption key of the substitution phase. However, it is not feasible to crack the encryption results of other images only through the substitution key of black and white images. The first reason is that there is no feasible method to obtain the key generation key, which is chaotic initial values and chaotic parameters, from the substitution key. This was because of the introduction of the ‘mod’ operations in the encryption key generation phase. The second reason is that the encryption key is plain-image correlative. Even if the same key generation key is used to encrypt different images, different encryption keys will be generated in the process.

The results of differential analysis and black and white images analysis show that the proposed algorithm has the ability to resist chosen plain-image attacks.
4.2.2 Time complexity analysis

The proposed encryption algorithm consists of the key generation stage and the image encryption stage. In the key generation stage, the time complexity of generating chaotic sequences with \( M \times N \) length is \( O(MN) \). Since only the ROI of medical images need to be permuted, the key length is smaller than \( M \times N \), so the time complexity of generating the key for permutation is less than \( O(MN \log_2(MN)) \). At the same time, the time complexity of generating the key for substitution is \( O(MN) \). Therefore, the time complexity of the key generation stage is less than \( O(MN \log_2(MN)) \).

In the image encryption stage, pixel permutation and substitution are both linear operations, in which the time complexity of permutation is less than \( O(MN) \) and the time complexity of substitution is \( O(MN) \), so the time complexity of the encryption stage is less than \( O(2MN) \).

The proposed algorithm was simulated and the actual running time was measured. The results are listed in Table 13. As can be seen from the table, for images of the same size, the permutation and overall encryption speed of medical images are significantly faster than that of normal images due to the reduction of the amount of data permutated.

### Table 10 The NPCR values of differential analysis

| Image ID and size | NPCR   | Critical values [72] |
|-------------------|--------|----------------------|
|                   |        | * 0.05 = 0.995693   | * 0.01 = 0.995527 | * 0.001 = 0.995347 | 256 x 256 |
|                   |        | * 0.05 = 0.995893   | * 0.01 = 0.995810 | * 0.001 = 0.995717 | 512 x 512 |
| a 512 x 512       | 0.996361 | Pass               | Pass            | Pass               |
| b 256 x 256       | 0.996109 | Pass               | Pass            | Pass               |
| c 256 x 256       | 0.996124 | Pass               | Pass            | Pass               |
| d 512 x 512       | 0.996197 | Pass               | Pass            | Pass               |
| e 256 x 256       | 0.996033 | Pass               | Pass            | Pass               |
| f 512 x 512       | 0.996113 | Pass               | Pass            | Pass               |
| g 512 x 512       | 0.996063 | Pass               | Pass            | Pass               |
| h 256 x 256       | 0.996399 | Pass               | Pass            | Pass               |

### Table 11 The UACI values of differential analysis

| Image ID and size | UACI   | Critical values [72] |
|-------------------|--------|----------------------|
|                   |        | * -0.05 = 0.332824  | * -0.01 = 0.332255 | * -0.001 = 0.331594 | 256 x 256 |
|                   |        | * +0.05 = 0.336447  | * +0.01 = 0.337016 | * +0.001 = 0.337677 |
|                   |        | * -0.05 = 0.333730  | * -0.01 = 0.333445 | * -0.001 = 0.333115 | 512 x 512 |
|                   |        | * +0.05 = 0.335541  | * +0.01 = 0.335826 | * +0.001 = 0.336156 |
| a 512 x 512       | 0.333782 | Pass               | Pass            | Pass               |
| b 256 x 256       | 0.333385 | Pass               | Pass            | Pass               |
| c 256 x 256       | 0.334302 | Pass               | Pass            | Pass               |
| d 512 x 512       | 0.333965 | Pass               | Pass            | Pass               |
| e 256 x 256       | 0.332984 | Pass               | Pass            | Pass               |
| f 512 x 512       | 0.334728 | Pass               | Pass            | Pass               |
| g 512 x 512       | 0.335461 | Pass               | Pass            | Pass               |
| h 256 x 256       | 0.333319 | Pass               | Pass            | Pass               |
Fig. 11  Black and white image encryption results and histogram analysis (1st column: original black and white images; 2nd column: Histograms of black and white images; 3rd column: cipher black and white images; 4th column: Histograms of cipher-images)

Table 12  The statistical indicators of the black and white image

| Image      | Correlation of adjacent pixels | Entropy |
|------------|--------------------------------|---------|
|            | horizontal | vertical | diagonal |          |
| Plain-image|            |          |          |          |
| Black      | 1.000000   | 1.000000 | 1.000000 | 0.0000   |
| White      | 1.000000   | 1.000000 | 1.000000 | 0.0000   |
| Cipher-image|          |          |          |          |
| Black      | 0.001316   | −0.002754| −0.002355| 7.9922   |
| White      | −0.003170  | −0.000321| −0.000158| 7.9914   |

Table 13  The actual running time and throughput of samples

| Image  | Ratio of ROI | Encryption time | Decryption time | Throughput |
|--------|--------------|-----------------|-----------------|------------|
|        |              | Permutation     | Substitution    | Total      |
| a X-ray| 26%          | 0.171 s         | 0.344 s         | 0.515 s    | 0.749 s    | 3.88 Mbps |
| b CT   | 72%          | 0.134 s         | 0.203 s         | 0.337 s    | 0.512 s    | 1.48 Mbps |
| c MRI  | 63%          | 0.164 s         | 0.215 s         | 0.379 s    | 0.506 s    | 1.48 Mbps |
| d Ultrasound | 71%       | 0.252 s         | 0.376 s         | 0.628 s    | 0.604 s    | 3.79 Mbps |
| e Pet  | 48%          | 0.151 s         | 0.201 s         | 0.352 s    | 0.507 s    | 1.42 Mbps |
| f COVID-19 | 65%        | 0.210 s         | 0.346 s         | 0.556 s    | 0.596 s    | 3.60 Mbps |
| g Lena | 100%         | 0.323 s         | 0.365 s         | 0.687 s    | 0.751 s    | 2.91 Mbps |
| h Peppers | 100%       | 0.262 s         | 0.219 s         | 0.481 s    | 0.513 s    | 1.04 Mbps |
4.3 Comparative analysis

The proposed algorithm is compared with some methods discussed in the literature review of Section 1. The cipher-image visual quality comparative analyses are shown in Table 14. It can be seen from the table that the cipher-image visual quality of the proposed semi-selective encryption algorithm is better than that of full-selective encryption algorithms. Some main quantitative index values of the proposed algorithm are compared with other semi-selective encryption algorithms, and the results are listed in Table 15. It can be seen that the proposed algorithm is superior to or at least not worse than the existing method in all major indicators.

| Literature | Method | Cipher-Image Visual Quality |
|------------|--------|-----------------------------|
| [3, 78]    | Only the LL sub-band of the image transform domain is encrypted. | Poor, the more times transformation, the worse the cipher-image quality. |
| [52, 59]   | Only the selected rectangular region in the center of medical image is encrypted. | Poor, there is no protection outside the rectangular region. |
| [34, 51]   | Only the ROI of medical image is encrypted. | Poor, ROB is not encrypted and the shape of ROI can be easily seen. |
| [36]       | Only the edge map of medical image is encrypted. | Poor, the region outside the edge map is not being protected. |
| [46, 50]   | The selective region is substituted first, and then the whole image is permuted. | Good, but did not change the statistical characteristics of the non-selected region. |
| [21, 48]   | High information bit-plains are permuted first, and then the whole image is substituted. | Very good |
| [4]        | The selective region is permuted first, and then the whole image is substituted. | Very good |
| [63]       | Three level encryption. Permute high information 4 bit-plains, substitute the LL sub-band of the transform domain. | Very good |
| [45]       | Three level encryption. Full encryption, using RC6 to encrypt the LL sub-band of the transform domain. | Very good |
| Proposed   | The selective region is permuted first, and then the whole image is substituted. | Very good |

| Literature | Average correlation between adjacent pixels | Average NPCR | Average UACI | Average entropy | Key space | Time complexity | Throughput |
|------------|-------------------------------------------|--------------|--------------|----------------|-----------|----------------|------------|
| [50]       | NA                                        | 0.9961       | 0.3346       | 7.1730         | NA        | O()            | Throughput |
| [48]       | 0.001757                                  | 0.9998       | 0.3347       | 7.9998         | 2^200     | O(2MN)         | 1.75Mbps   |
| [63]       | NA                                        | 0.9965       | 0.3346       | 7.9983         | 2^1500    | <O(3MN)        | 620Kbps    |
| [45]       | **0.028**                                 | 0.9962       | 0.3346       | 7.9990         | 2^57      | >O(4MN)        | 52 Kbps    |
| [21]       | 0.002196                                  | 0.9986       | **0.3316**   | NA             | 2^399     | O(4MN)         | 52 Kbps    |
| [4]        | **0.019933**                              | 0.9987       | 0.3329       | **7.846**      | 2^200     | <O(2MN)        | 2.45Mbps   |
| Proposed   | 0.002778                                  | 0.9962       | 0.3337       | 7.9974         | 2^200     | <O(2MN)        | 2.45Mbps   |
5 Conclusion

In this work, an enhanced 2D-Logistic chaotic map was designed, in which the number of chaotic control parameters and chaotic initial values was increased, the value range of chaotic control parameters was expanded, and the chaotic windows were eliminated, when compared with the original 1-D Logistic map. Then, based on the characteristics that medical images can be divided into ROI and ROB, a plain-image correlative semi-selective medical image encryption algorithm using enhanced 2D-Logistic map was proposed. The simulation results analysis showed that the algorithm has good security and high encryption speed. Therefore, it is suitable to protect the confidentiality of medical images. The future recommended work is to combine the semi-selective image encryption structure with other high-information region segmentation methods, such as bit-plane segmentation or transform domain. Another suggested research direction is to explore the implementation of the algorithm on different medical platforms.
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