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Abstract

Multi-object tracking (MOT) aims at estimating bounding boxes and identities of objects in videos. Most methods can be roughly classified as tracking-by-detection and joint-detection-association paradigms. Although the latter has elicited more attention and demonstrates comparable performance relative than the former, we claim that the tracking-by-detection paradigm is still the optimal solution in terms of tracking accuracy, such as ByteTrack\(^{[70]}\), which achieves 80.3 MOTA, 77.3 IDF1 and 63.1 HOTA on the test set of MOT17 with 30 FPS running speed on a single V100 GPU. However, under complex perspectives such as vehicle and UAV acceleration, the performance of such a tracker using uniform Kalman filter will be greatly affected, resulting in tracking loss. In this paper, we propose a variable speed Kalman filter algorithm based on environmental feedback and improve the matching process, which can greatly improve the tracking effect in complex variable speed scenes while maintaining high tracking accuracy in relatively static scenes. Eventually, higher MOTA and IDF1 results can be achieved on MOT17 test set than ByteTrack\(^{[70]}\).

1. Introduction

Tracking by detection is the most effective paradigm for multi-object tracking (MOT) in current, such as ByteTrack\(^{[70]}\), which achieves 80.3 MOTA, 77.3 IDF1 and 63.1 HOTA on the test set of MOT17 with 30 FPS running speed on a single V100 GPU. That’s amazing! ByteTrack\(^{[70]}\) uses a simple and effective strategy — assuming that objects are moving at a uniform speed and matching the low score detection boxes to find the obscured objects. When the Angle of video is static or compare the stability, uniform motion hypothesis can be simple and accurate prediction of motion of the object, but when the video from the point of view of the change is more intense, such as the video taken during driving or unmanned aerial vehicle (UAV) movement, the object will have a sudden violent movement, constant speed in a simple hypothesis cannot accurately predict object trajectory. At the same time, a simple IOU matching strategy will result in a large number of object tracking failures.

Figure 2 (a) and (b) show this problem. In frame \(t - 2\), we have four different tracklets as two tracklets near and two tracklets far away. However, from frame \(t - 1\) to frame \(t + 2\) when close objects and perspectives are close to each other, the speed changes dramatically, the yellow tracklet at the front fails to match the target track because the IOU between the predicted box of uniform Kalman filter and the real detection box are too small. Meanwhile, the yellow tracklet’s box will remain several frames. The blue tracklet will suffer the same influence in frame \(t + 2\) and mismatch the remaining yellow tracklet’s box, resulting in ID switching. In this cycle, a large number of lost boxes will remain on both sides of the Angle of view, causing a chain reaction e.g., the result can be seen in Figure 2 (b). To the best of our knowledge, very few SOTA methods use variable Kalman filter, including ByteTrack\(^{[70]}\), to solve this problem.

In this paper, we propose a variable speed Kalman filter algorithm based on the change of motion perspective and process improvement to increase the cost of similar tracklet to reduce the matching times of prediction box and detection box, so as to solve the problem that uniform kalman filter in variable speed perspective cannot solve. As shown in Figure 2 (c), When the speed of the tracklet changes dramatically due to the perspective position in the front, it will produce a very large acceleration. In this case, the accelerated Kalman filter will be used to solve this problem well, while the acceleration of the target with the perspective position in the back is very small, and the uniform Kalman filter can be used to accurately predict the tracklet. Therefore, when the target acceleration is large, we use the accelerated Kalman filter, and when the target acceleration is small, we use the uniform Kalman filter.

All of our work is an improvement on ByteTrack\(^{[70]}\). If you want to evaluate the generalization ability of our proposed method, you can apply it to 9 different state-of-the-art trackers like ByteTrack\(^{[70]}\), including the Re-ID-based ones.
Figure 1. MOTA-IDF1-FPS comparisons of different trackers. The horizontal axis is FPS (running speed), the vertical axis is MOTA, and the radius of circle is IDF1. For the perspective of complex motion, variable speed Kalman filter is used to improve the tracking effect and our achieve better MOTA performance than ByteTrack[70], while reducing the number of matches and achieving better IDF1. However, it increases the amount of computation, so FPS decreases. Details are given in Table 1.

[58, 72, 27, 38], motion-based ones [75, 60, 39], chain-based one [39] and attention-based ones [48, 66]. Compared to ByteTrack[70], we achieve improvements on almost all the metrics including MOTA, IDF1 score and ID switches. We increase the MOTA of ByteTrack [75] from 80.3 to 80.4, IDF1 from 77.3 to 77.5 and decrease the IDs from 2196 to 2175 on the test set of MOT17 [75].

Towards pushing forwards the state-of-the-art performance of MOT, we propose a simple and strong tracker, named VariabilityTrack, which use variable Kalman filter based on the ByteTrack[70].

Our proposed method is the first work that based on the excellent performance of ByteTrack[70] and simply uses accelerated Kalman filter to solve the prediction weakness of ByteTrack[70] in accelerated scenarios, which can simply improve its robustness.

2. Related Work

Object detection and identity association are two key stages of multi-object tracking. Detection estimates the bounding boxes and association obtains the identities.
Figure 2. Comparison of tracking effect between uniform Kalman filter and accelerated Kalman filter in accelerated scene. (a) shows prediction and matching problems of uniform Kalman filter in accelerated scenarios. (b) shows the tracklets obtained by uniform Kalman filter. The same box color represents the same identity. (c) shows the tracklets obtained by our method. The red is the acceleration of the object in current frame.

2.1. Object Detection in MOT

Object detection is one of the most active topics in computer vision and it is the basis of multi-object tracking. The MOT17 set [36] provides detection results obtained by popular detectors such as DPM [17], Faster R-CNN [41] and SDP [64]. A large number of methods [61, 12, 2, 10, 77, 7, 23] focus on improving the tracking performance based on these given detection results. The association ability of these methods can be fairly compared.

**Tracking by detection.** With the rapid development of object detection [41, 22, 40, 29, 8, 18, 49, 47], more and more methods begin to use more powerful detectors to obtain higher tracking performance. The one-stage object detector RetinaNet [29] begin to be used by several methods such as [32, 39]. CenterNet [76] is the most popular detector used by most methods [75, 72, 60, 74, 57, 52, 55] for its simplicity and efficiency. The YOLO series detectors [40, 6] are also used by a large number of methods [58, 27, 28, 13] for its excellent balance of accuracy and speed. Most of these methods directly use the detection boxes on a single image for tracking.

However, the number of missing detection boxes and very low scoring detection boxes begin to increase when occlusion or motion blur happens in the video sequence, as is pointed out by video object detection methods [51, 34]. Therefore, the information of the previous frames are usually leveraged to enhance the video detection performance.

**Detection by tracking.** Tracking can also adopted to help obtain more accurate detection boxes. Some methods [44, 77, 12, 11, 13, 10] use single object tracking (SOT) [4] or Kalman filter [24] to predict the location of the tracklets in the following frame and fuse the predicted boxes with the detection boxes to enhance the detection results. Other methods [73, 28] use tracked boxes in the previous frames to enhance feature representation of the following frame. Recently, Transformer-based [53, 15, 56, 31] detectors [9, 78] are used by several methods [48, 35, 66] for its strong ability to propagate boxes between frames.

After obtaining the detection boxes by various detectors, most MOT methods [58, 72, 38, 32, 27, 60, 48] only keep the high score detection boxes by a threshold, i.e. 0.5, and use those boxes as the input of identity association. This is because the low
score detection boxes contain many backgrounds which harm the tracking performance. However, ByteTrack\cite{70} observe that many occluded objects can be correctly detected but have low scores. To reduce missing detection boxes and keep the persistence of trajectories, ByteTrack\cite{70} keep all the detection boxes and associate across every of them. So ByteTrack\cite{70} has done a phenomenal job.

2.2. Identity Association

Identity association is the core of multi-object tracking, which first computes the similarity between tracklets and detection boxes and then matches them according to the similarity.

**Similarity metrics.** Location, motion and appearance are useful cues for association. SORT \cite{5} combines location and motion cues in a very simple way. It first uses Kalman filter \cite{24} to predict the location of the tracklets in the new frame and then computes the IoU between the detection boxes and the predicted boxes as the similarity. Some recent methods \cite{75, 48, 60} design networks to learn object motions and achieve more robust results in cases of large camera motion or low frame rate. Location and motion similarity are accurate in the short-range matching. Appearance similarity are helpful in the long-range matching. An object can be re-identified using appearance similarity after being occluded for a long period of time. Appearance similarity can be measured by the cosine similarity of the Re-ID features. DeepSORT \cite{59} adopts a stand-alone Re-ID model to extract appearance features from the detection boxes. Recently, joint detection and Re-ID models \cite{58, 72, 27, 32, 71, 38} becomes more and more popular because of their simplicity and efficiency.

**Matching strategy.** After similarity computation, matching strategy assigns identities to the objects. This can be done by Hungarian Algorithm \cite{25} or greedy assignment \cite{75}. SORT \cite{5} matches the detection boxes to the tracklets by once matching. DeepSORT \cite{59} proposes a cascaded matching strategy which first matches the detection boxes to the most recent tracklets and then to the lost ones. MOTDT \cite{10} first uses appearance similarity to match and then use the IoU similarity to match the unmatched tracklets. QuasiDense \cite{38} turns the appearance similarity into probability by a bi-directional softmax operation and uses a nearest neighbor search to accomplish matching. Attention mechanism \cite{53} can directly propagate boxes between frames and perform association implicitly. Recent methods such as \cite{35, 66} propose track queries to find the location of the tracked objects in the following frames. The matching is implicitly performed in the attention interaction process.

All these methods including ByteTrack\cite{70}, which use uniform Kalman filter to predict box in next frame, focus on how to design better association methods. However, we believe that correct and reasonable prediction determines the upper bound of identity association and we focus on how to have a better prediction strategy in complex movement scenarios.

3. Variability

We propose a simple, effective and generic movement prediction method, Variability. Different from previous methods \cite{58, 72, 27, 38} which use uniform Kalman filter to obtain predicted boxes, we first associate the high score detection boxes to the tracklets. Some tracklets get unmatched because it does not match to an appropriate high score detection box, which usually happens when occlusion, motion blur or size changing occurs.

We then associate the low score detection boxes and these unmatched tracklets to recover the objects in low score detection boxes and filter out background like ByteTrack\cite{70}, simultaneously. The pseudo-code of Variability is shown in Algorithm 1.

The input of Variability is a video sequence $V$, along with an object detector $\text{Det}$ and two Kalman filter $\text{KF, V-KF}$. We also set four thresholds $\tau_{\text{high}}, \tau_{\text{low}}, \tau_a$, and $\epsilon$. $\tau_{\text{high}}$ and $\tau_{\text{low}}$ are the detection score thresholds, $\tau_a$ is the acceleration threshold and $\epsilon$ is the tracking score threshold. The output of BYTE is the tracks $T$ of the video and each track contains the bounding box and identity of the object in each frame.

For each frame in the video, we predict the detection boxes and scores using the detector $\text{Det}$. We separate all the detection boxes into two parts $D_{\text{high}}$ and $D_{\text{low}}$ according to the detection score thresholds $\tau_{\text{high}}$ and $\tau_{\text{low}}$. For the detection boxes whose scores are higher than $\tau_{\text{high}}$, we put them into the high score detection boxes $D_{\text{high}}$. For those whose scores range from $\tau_{\text{low}}$ to $\tau_{\text{high}}$, we put them into the low score detection boxes $D_{\text{low}}$ (line 3 to 13 in Algorithm 1).

After separating the low score detection boxes and the high score detection boxes, we use Kalman filter $\text{KF}$ and $\text{V-KF}$ to predict the new locations of each track in $T$ according to the acceleration threshold. For the tracks whose accelerations are higher than $\tau_a$, we use Variability Kalman Filter $\text{V-KF}$ to predict the new locations. For whose accelerations are lower than $\tau_a$, we use uniform Kalman Filter $\text{KF}$ to predict the new locations (line 14 to 21 in Algorithm 1).

The first association is performed between the high score detection boxes $D_{\text{high}}$ and all the tracks $T$ (including the lost tracks $T_{\text{lost}}$). The similarity is computed by the IoU between the detection boxes $D_{\text{high}}$ and the predicted box of tracks $T$. The IoU distance between the $T$ was calculated to find out the tracks that were close to each other. For these tracks, ID
Algorithm 1: Pseudo-code of Variability based on Byte.

**Input:** A video sequence $V$; object detector $\text{Det}$; Kalman Filter $KF$; Variable Kalman Filter $\text{V-KF}$; acceleration threshold $\tau_a$; detection score threshold $\tau_{\text{high}}$, $\tau_{\text{low}}$; tracking score threshold $\epsilon$

**Output:** Tracks $T$ of the video

1. **Initialization:** $T \leftarrow \emptyset$
2. **for** frame $f_k$ in $V$ **do**
   3. /* predict detection boxes & scores */
   4. $D_k \leftarrow \text{Det}(f_k)$
   5. $D_{\text{high}} \leftarrow \emptyset$
   6. $D_{\text{low}} \leftarrow \emptyset$
   7. **for** $d$ in $D_k$ **do**
   8. if $d$.score $> \tau_{\text{high}}$ then
   9. $D_{\text{high}} \leftarrow D_{\text{high}} \cup \{d\}$
   10. end
   11. else if $d$.score $> \tau_{\text{low}}$ then
   12. $D_{\text{low}} \leftarrow D_{\text{low}} \cup \{d\}$
   13. end
   14. end
   15. /* predict new locations of tracks, different Kalman Filters are used according to the acceleration of the object */
   16. **for** $t$ in $T$ **do**
   17. if $t$.a $> \tau_a$ then
   18. $t \leftarrow \text{V-KF}(t)$
   19. end
   20. else if $t$.a $< \tau_a$ then
   21. $t \leftarrow KF(t)$
   22. end
   23. end
   24. /* first association */
   25. Associate $T$ and $D_{\text{high}}$ using IoU distance
   26. The IOU distance between $T$ and $T$ was calculated and the IoU distance of $D_{\text{high}}$ and $T$ with a far distance were appropriately increased
   27. $T_{\text{remain}} \leftarrow$ remaining object boxes from $D_{\text{high}}$
   28. $T_{\text{remain}} \leftarrow$ remaining tracks from $T$
   29. /* second association */
   30. Associate $T_{\text{remain}}$ and $D_{\text{low}}$ using IoU distance
   31. The IOU distance between $T_{\text{remain}}$ and $T_{\text{remain}}$ was calculated and the IoU distance of $D_{\text{low}}$ and $T_{\text{remain}}$ with a far distance were appropriately increased
   32. $T_{\text{re}-\text{remain}} \leftarrow$ remaining tracks from $T_{\text{remain}}$
   33. /* delete unmatched tracks */
   34. $T \leftarrow T \setminus T_{\text{re}-\text{remain}}$
   35. /* initialize new tracks */
   36. **for** $d$ in $D_{\text{remain}}$ **do**
   37. if $d$.score $> \epsilon$ then
   38. $T \leftarrow T \cup \{d\}$
   39. end
   40. end
   41. Return: $T$

Track rebirth [59, 75] is not shown in the algorithm for simplicity. In green is the key of our method.

switching was more likely to occur. For the tracks that were far apart, we appropriately increased the IoU distance between them and $D_{\text{high}}$, so as to reduce the number of matching. Then, we use Hungarian Algorithm [25] to finish the matching based on the similarity. In particular, if the IoU between the detection box and the tracklet box is smaller than 0.2, we reject the matching. We keep the unmatched detection boxed in $D_{\text{remain}}$ and the unmatched tracks in $T_{\text{remain}}$ (line 22 to 25 in Algorithm 1).

Variability is highly flexible like Byte and can be compatible to other different association methods. For example, when Variability is combined with DeepSORT [59], Re-ID feature is added into *first association* in Algorithm 1, others are the same. you can apply Variability like BYTE to 9 different state-of-the-art trackers and will help improve the
| Tracker            | MOTA↑ | IDFI↑ | HOTA↑ | MT↑ | ML↓ | FP↓ | FN↓ | ID↓ | FPS↑ |
|--------------------|-------|-------|-------|-----|-----|-----|-----|-----|------|
| DAN [50]           | 52.4  | 49.5  | 39.3  | 21.4%| 30.7%|25423|234592| 8431| <3.9 |
| Tube_TK [37]       | 63.0  | 58.6  | 48.0  | 31.2%| 19.9%|27060|177483| 4137| 3.0  |
| MOTR [66]          | 65.1  | 66.4  | -     | 33.0%| 25.2%|45486|149307| 2049| -    |
| Chained-Tracker [39]| 66.6  | 57.4  | 49.0  | 37.8%| 18.5%|22284|160491| 5529| 6.8  |
| CenterTrack [75]   | 67.8  | 64.7  | 52.2  | 34.6%| 24.6%|18498|160332| 3038| 17.5 |
| QuasiDense [38]    | 68.7  | 66.3  | 53.9  | 40.6%| 21.9%|26589|146643| 3378| 20.3 |
| TraDes [60]        | 69.1  | 63.9  | 52.7  | 36.4%| 21.5%|20892|150060| 3555| 17.5 |
| MAT [21]           | 69.5  | 63.1  | 53.8  | 43.8%| 18.9%|30660|138741| 2844| 9.0  |
| SOTMOT [74]        | 71.0  | 71.9  | -     | 42.7%| 15.3%|39537|118983| 5184| 16.0 |
| TransCenter [62]   | 73.2  | 62.2  | 54.5  | 40.8%| 18.5%|23112|123738| 4614| 1.0  |
| GSDT [57]          | 73.2  | 66.5  | 55.2  | 41.7%| 17.5%|26397|120666| 3891| 4.9  |
| Semi-TCL [26]      | 73.3  | 73.2  | 59.8  | 41.8%| 18.7%|22944|124980| 2790| -    |
| FairMOT [72]       | 73.7  | 72.3  | 59.3  | 43.2%| 17.3%|27507|117477| 3303| 25.9 |
| RelationTrack [65] | 73.8  | 74.7  | 61.0  | 41.7%| 23.2%|27999|118623|1374| 8.5  |
| PermaTrackPr [52]  | 73.8  | 68.9  | 55.5  | 43.8%| 17.2%|28998|115104|3699| 11.9 |
| CSTrack [27]       | 74.9  | 72.6  | 59.3  | 41.5%| 17.5%|23847|114303|3567| 15.8 |
| TransTrack [48]    | 75.2  | 63.5  | 54.1  | 55.3%| 10.2%|50157|86442|3603| 10.0 |
| FUFE [45]          | 76.2  | 68.0  | 57.9  | 51.1%| 13.6%|32796|98475|3237| 6.8  |
| SiamMOT [28]       | 76.3  | 72.3  | -     | 44.8%| 15.5%|-    | -    | -   | 12.8 |
| CorrTracker [55]   | 76.5  | 73.6  | 60.7  | 47.6%| 12.7%|29808|99510|3369| 15.6 |
| TransMOT [13]      | 76.7  | 75.1  | 61.7  | 51.0%| 16.4%|36231|93150|2346| 9.6  |
| ReMOT [63]         | 77.0  | 72.0  | 59.7  | 51.7%| 13.8%|32024|93612|2853| 1.8  |
| ByteTrack [63]     | 80.3  | 77.3  | 63.1  | 53.2%| 14.5%|25491|83721|2196| 29.6 |
| **VariabilityTrack** (ours) | **80.4** | **77.5** | **63.2** | **53.2%** | **14.5%** | **25381** | **83611** | **2175** | **28.3** |

Table 1. Comparison of the state-of-the-art methods under the “private detector” protocol on MOT17 test set. The best results are shown in **bold**. MOT17 contains rich scenes and half of the sequences are captured with camera motion. ByteTrack[70] ranks 1st among all the trackers on the leaderboard of MOT17 and outperforms the second one ReMOT by a large margin on almost all the metrics. It also has the highest running speed among all the trackers.

4. VariabilityTrack

we use high-performance detector YOLOX [20] like ByteTrack[70] with our prediction method Variability.

YOLOX switches the YOLO series detectors [40, 6] to an anchor-free manner and conduct other advanced detection techniques, including decoupled heads, strong data augmentations, such as Mosaic [6] and Mixup [67], and effective label assignment strategy SimOTA [19] to achieve state-of-the-art performance on object detection.

The backbone network is the same as YOLOv5 [1] which adopts an advanced CSPNet [54] backbone and an additional PAN [30] head. There are two decoupled heads after the backbone network, one for regression and the other for classification. An additional IoU-aware branch is added to the regression head to predict the IoU between the predicted box and the ground

---

effect in accelerated scenarios

The second association is performed between the low score detection boxes $D_{low}$ and the remaining tracks $T_{remain}$ after the first association. Same process as first association. We keep the unmatched tracks in $T_{re-remain}$ and just delete all the unmatched low score detection boxes, since we view them as background. (line 26 to 28 in Algorithm 1).

Finally, we initialize new tracks from the unmatched high score detection boxes $D_{remain}$ after the first association. For each detection box in $D_{remain}$, if its detection score is higher than $\epsilon$ and exists for two consecutive frames, we initialize a new track (line 29 to 34 in Algorithm 1).

The output of each individual frame is the bounding boxes and identities of the tracks $T$ in the current frame. Note that we do not output the boxes and identities of $T_{lost}$. 

---

4. VariabilityTrack

we use high-performance detector YOLOX [20] like ByteTrack[70] with our prediction method Variability.

YOLOX switches the YOLO series detectors [40, 6] to an anchor-free manner and conduct other advanced detection techniques, including decoupled heads, strong data augmentations, such as Mosaic [6] and Mixup [67], and effective label assignment strategy SimOTA [19] to achieve state-of-the-art performance on object detection.

The backbone network is the same as YOLOv5 [1] which adopts an advanced CSPNet [54] backbone and an additional PAN [30] head. There are two decoupled heads after the backbone network, one for regression and the other for classification. An additional IoU-aware branch is added to the regression head to predict the IoU between the predicted box and the ground
| Tracker           | MOTA↑ | IDF1↑ | HOTA↑ | MT↑ | ML↓ | FP↓ | FN↓ | IDs↓ | FPS  |
|------------------|-------|-------|-------|-----|-----|-----|-----|-----|------|
| MLT [69]         | 48.9  | 54.6  | 43.2  | 30.9%| 22.1%|45660|216803|2187 |3.7   |
| FairMOT [72]     | 61.8  | 67.3  | 54.6  | 68.8%| 7.6% |103440|88901 |5243 |13.2  |
| TransCenter [62] | 61.9  | 50.4  | -     | 49.4%| 15.5%|45895 |146347|4653 |1.0   |
| TransTrack [48]  | 65.0  | 59.4  | 48.5  | 50.1%| 13.4%|27197 |150197|3608 |7.2   |
| CorrTracker [55] | 65.2  | 69.1  | -     | 66.4%| 8.9% |79429 |95855 |5183 |8.5   |
| Semi-TCL [26]    | 65.2  | 70.1  | 55.3  | 61.3%| 10.5%|61209 |114709|4139 |-     |
| CTrack [27]      | 66.6  | 68.6  | 54.0  | 50.4%| 15.5%|25404 |144358|3196 |4.5   |
| GSST [57]        | 67.1  | 67.5  | 53.6  | 53.1%| 13.2%|31913 |135409|3131 |0.9   |
| SiamMOT [28]     | 67.1  | 69.1  | -     | 49.0%| 16.3%| -   | -   | -   |4.3   |
| RelationTrack [65]| 67.2  | 70.5  | 56.5  | 62.2%| 8.9% |61134 |104597|4243 |2.7   |
| SOTMOT [74]      | 68.6  | 71.4  | -     | 64.9%| 9.7% |57064 |101154|4209 |8.5   |
| ByteTrack [74]   | 77.8  | 75.2  | 61.3  | 69.2%| 9.5% |26249 |87594 |1223 |17.5  |
| VariabilityTrack (ours) | 77.8  | 75.2  | 61.3  | 69.2%| 9.5% |26249 |87594 |1223 |17.5  |

Table 2. Comparison of the state-of-the-art methods under the “private detector” protocol on MOT20 test set. The best results are shown in bold. The scenes in MOT20 are much more crowded than those in MOT17. ByteTrack [70] ranks 1st among all the trackers on the leaderboard of MOT20 and outperforms the second one SOTMOT by a large margin on all the metrics. It also has the highest running speed among all the trackers.

| Method       | w/ Re-ID | MOTA↑ | IDF1↑ | IDs↓ | FPS  |
|--------------|----------|-------|-------|------|------|
| SORT         |          | 74.6  | 76.9  | 291  | 30.1 |
| DeepSORT     | ✓        | 75.4  | 77.2  | 239  | 13.5 |
| MOTDT        | ✓        | 75.8  | 77.6  | 273  | 11.1 |
| BYTE         |          | 76.6  | 79.3  | 159  | 29.6 |
| Variability (ours) |      | 76.7  | 79.4  | 123  | 28.4 |

Table 3. Comparison of different identity association methods on the MOT17 validation set. The best results are shown in bold.

truth box. The regression head directly predicts four values in each location in the feature map, i.e., two offsets in terms of the left-top corner of the grid, and the height and width of the predicted box. The regression head is supervised by GIoU loss [42] and the classification and IoU heads are supervised by the binary cross entropy loss.

5. Experiments

5.1. Setting

Datasets. We evaluate Variability and VariabilityTrack on MOT17 [36] and MOT20 [14] datasets. Both datasets contain training sets and test sets, without validation sets. For ablation studies, we use the first half of each video in the training set of MOT17 for training and the last half for validation following [75]. We train on the combination of CrowdHuman dataset [46] and MOT17 half training set following [75, 48, 66, 60]. We add Cityperson [68] and ETHZ [16] for training following [58, 72, 27] when testing on the test set of MOT17.

Metrics. We use the CLEAR metrics [3], including MOTA, FP, FN, IDs, etc., IDF1 [43] and HOTA [33] to evaluate different aspects of the tracking performance. MOTA is computed based on FP, FN and IDs. Considering the amount of FP and FN are larger than IDs, MOTA focuses more on the detection performance. IDF1 evaluates the identity preservation ability and focus more on the association performance. HOTA is a very recently proposed metric which explicitly balances the effect of performing accurate detection, association and localization.

MOT17. ByteTrack [70] ranks 1st among all the trackers on the leaderboard of MOT17. Not only does it achieve the best accuracy (i.e. 80.3 MOTA, 77.3 IDF1 and 63.1 HOTA), but also runs with highest running speed (30 FPS). Based on ByteTrack [70], we improved its tracking performance ability in accelerated motion perspective and named the new method VariabilityTrack. Due to the selective use of accelerated Kalman filter for more accurate prediction, its lower bound
MOT20. Compared with MOT17, MOT20 has much more crowded scenarios and occlusion cases. The average number of pedestrians in an image is 170 in the test set of MOT20. ByteTrack \cite{70} also ranks 1st among all the trackers on the leaderboard of MOT20 and outperforms other state-of-the-art trackers by a large margin on almost all the metrics. For example, it increases MOTA from 68.6 to 77.8, IDF1 from 71.4 to 75.2 and decreases IDs by 71\% from 4209 to 1223. It is worth noting that ByteTrack \cite{70} achieves extremely low identity switches, which further indicates that associating every detection boxes is very effective under occlusion cases. Since MOT20 has no motion perspective, our performance is the same as ByteTrack \cite{70}.

6. Conclusion

We propose a very simple and effective algorithm that can select variable speed Kalman filter according to the feedback of complex motion scenes, which can improve the algorithm that uses uniform speed Kalman filter algorithm for prediction and association matching like ByteTrack\cite{70}, and can significantly improve its tracking ability under the perspective of driving and UAV. This also brings us to think whether we can design a neural network to dynamically select a more personalized Kalman filter for each tracking target in the future, so as to make target trajectory prediction and accuracy, so as to improve the tracking effect in different complex scenes.
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