NONLOCAL LAGRANGE MULTIPLIERS AND TRANSPORT DENSITIES

ASSIS AZEVEDO, JOSÉ FRANCISCO RODRIGUES, AND LISA SANTOS

Abstract. We prove the existence of generalised solutions of the Monge-Kantorovich equations with fractional $s$-gradient constraint, $0 < s < 1$, associated to a general, possibly degenerate, linear fractional operator of the type,

$$\mathcal{L}^s u = -D^s \cdot (AD^s u + bu) + d \cdot D^s u + cu,$$

with integrable data, in the space $\Lambda^s_{p,0}(\Omega)$, which is the completion of the set of smooth functions with compact support in a bounded domain $\Omega$ for the $L^p$-norm of the distributional Riesz fractional gradient $D^s$ in $\mathbb{R}^d$ (when $s = 1$, $D^1 = D$ is the classical gradient). The transport densities arise as generalised Lagrange multipliers in the dual space of $L^\infty(\mathbb{R}^d)$ and are associated to the variational inequalities of the corresponding transport potentials under the constraint $|D^s u| \leq g$. Their existence is shown by approximating the variational inequality through a penalisation of the constraint and nonlinear regularisation of the linear operator $\mathcal{L}^s u$. For this purpose, we also develop some relevant properties of the spaces $\Lambda^s_{p,0}(\Omega)$, including the limit case $p = \infty$ and the continuous embeddings $\Lambda^s_{q,0}(\Omega) \subset \Lambda^s_{p,0}(\Omega)$, for $1 \leq p \leq q \leq \infty$. We also show the localisation of the nonlocal problems ($0 < s < 1$), to the local limit problem with classical gradient constraint when $s \to 1$, for which most results are also new for a general, possibly degenerate, partial differential operator $\mathcal{L}^1 u$ only with integrable coefficients and bounded gradient constraint.

1. Introduction

In a bounded open set $\Omega$ of $\mathbb{R}^d$, consider the model problem for the pair of functions $(u, \lambda)$,

\begin{align}
- D \cdot ((\delta + \lambda)Du) &= f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega \tag{1.1} \\
|Du| &\leq 1, \quad \lambda \geq 0, \quad \lambda(|Du| - 1) = 0 \quad \text{in } \Omega, \tag{1.2}
\end{align}

where $\delta \geq 0$ is a constant, $D$ denotes the gradient, $D \cdot$ denotes the divergence and $f = f(x)$ is a given function.

For $\delta > 0$, the problem \((1.1)-(1.2)\), being equivalent to minimise the functional

$$u \mapsto \frac{\delta}{2} \int_{\Omega} |Du|^2 - \int_{\Omega} fu$$

in the convex subset of $H^1_0(\Omega)$ subjected to the constraint $|Du| \leq 1$ in $\Omega$, is well-known to model the elastoplastic torsion of a cylindric bar of cross section $\Omega$, where $\lambda$ is the respective Lagrange multiplier. In 1972, Brézis \cite{10} has shown that, if $f = \text{const} > 0$ and $\Omega$ is simply connected, $\lambda \in L^\infty(\Omega)$ is unique and even continuous if $\Omega$ is convex. This was partially extended to more
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general strictly convex functionals than (1.3), by Chiadò Piat and Percivale [12], for \( f \in L^p(\Omega) \), 
\( p > d \), obtaining a solution \( u \) in \( C^{1,\alpha}(\Omega) \), with \( \alpha = 1 - \frac{d}{p} \) and \( \lambda \) as a positive Radon measure (see the survey [25], for references and more results).

In the degenerate case \( \delta = 0 \), (1.1)–(1.2) are usually called the Monge-Kantorovich equations, 
as they appear in a classical mass transfer problem [17], where \( u \) and \( \lambda \) represent the transport potential and density, respectively. This is the dual problem of (1.3) with \( \delta = 0 \) over all Lipschitz continuous functions with \( |Du| \leq 1 \) and vanishing on \( \partial \Omega \). This same problem also arises in shape optimization [7], in the equilibrium configurations [6] and in the time discretisation of the growing sandpile problem [16].

In general, and specially in the case \( \delta = 0 \) with more general gradients thresholds, the main difficulty in studying (1.1)–(1.2) is the non-regularity of the flux, since \( Du \) is just bounded and it can not be multiplied by \( \lambda \), whenever this is a Radon measure. Several approaches have been proposed, by relaxing the Monge-Kantorovich problem (see [7], [18] or [8]).

A different and more direct approach was proposed by [4] to solve (1.1)–(1.2) with \( \delta \geq 0 \), \( f \in L^2(\Omega) \) and a variable general constraint \( |Du| \leq g \in L^\infty(\Omega) \), with \( g > 0 \), by proving the existence of a pair \( (u, \lambda) \in W^{1,\infty}(\Omega) \times L^\infty(\Omega)' \). The generalised Lagrange multiplier \( \lambda \) being a charge, i.e., an element of \( L^\infty(\Omega)' \), allows to interpret the equation (1.1) in a duality sense and the second and third conditions of (1.2) (with 1 replaced by \( g \)) in the dual space \( L^\infty(\Omega)' \).

Recently, this charges approach was extended in [3] to a class of coercive nonlocal problems considered in [25] with fractional gradient constraint of the type

\[
(1.4) \quad |D^su| \leq g, \quad 0 < s < 1,
\]

where \( D^s \) is the distributional fractional Riesz gradient. The fractional \( s \)-gradient \( D^s \) has been recently studied by several authors [27], [28], [13], [14]. It may be defined via smooth functions \( C_0^\infty(\mathbb{R}^d) \) by the convolution of the classical gradient with the Riesz kernel \( I_{1-s} \), i.e., \( D^s u = I_{1-s} * Du = D(I_{1-s} * u) \), with the nice properties \( (-\Delta)^s u = -D^s \cdot (D^s u) \) and

\[
(1.5) \quad \int_{\mathbb{R}^d} u D^s : \xi = - \int_{\mathbb{R}^d} D^s u : \xi, \quad \forall \xi \in C_0^\infty(\mathbb{R}^d)^d,
\]

where \( D^s \cdot \) denotes the \( s \)-divergence and \( (-\Delta)^s \) the fractional \( s \)-Laplacian. For smooth functions with compact support \( D^s \) can also be equivalently defined by a vector-valued fractional singular integral, which satisfies elementary physical requirements, such as translational and rotational invariances, homogeneity of degree \( s \) under isotropic scaling and certain basic continuity properties [28], in order to model long-range forces and nonlocal effects in continuum mechanics.

Another important property of \( D^s \) is due to the fact that the Riesz kernel \( I_{1-s} \) approaches the identity operator as \( s \to 1 \), which implies that \( D^s u \to Du \) in \( L^p \)-spaces, provided \( Du \in L^p(\mathbb{R}^d) = L^p(\mathbb{R}^d)^d \) (see Section 2 for details). However it should be noted that even when \( u \) has compact support in \( \mathbb{R}^d \) and \( D^s u \) makes sense as a \( p \)-integrable function, in general, \( D^s u \) has not compact support in contrast with \( Du = D^1 u \).
Here we shall be concerned with the more general fractional Monge-Kantorovich-type problem for a function \( u \), satisfying \( u = 0 \) in \( \mathbb{R}^d \setminus \Omega \), and a charge \( \lambda \), such that
\begin{align*}
\mathcal{L}^s u - D^s \cdot (\lambda D^s u) &= f - D^s \cdot f \\
|D^s u| &\leq g_s, \quad \lambda \geq 0 \quad \text{and} \quad \lambda(|D^s u| - g_s) = 0.
\end{align*}
(1.6)

For a bounded positive threshold \( g_s \), the first condition in (1.7) holds a.e. \( x \in \mathbb{R}^d \), for \( 0 < s < 1 \), and a.e. in \( \Omega \), for \( s = 1 \), while the second and third ones are interpreted in \( L^\infty(\mathbb{R}^d)' \) and in \( L^\infty(\Omega)' \), respectively.

The equation (1.6) must be interpreted in an appropriate functional space duality with the bilinear form associated to a linear operator for \( 0 < s \leq 1 \), possibly degenerate, in the general form:
\begin{equation}
\mathcal{L}^s u = -D^s \cdot (AD^s u + bu) + d \cdot D^s u + cu,
\end{equation}
(1.7)
where the nonnegative matrix \( A = A(x) \) has integrable coefficients, which may degenerate or even vanish completely, the vector fields \( b \) and \( d \), as well as the function \( c \) and the given data \( f \) and \( f \) are also merely integrable in the case of bounded \( g_s \), even in the classical local case \( s = 1 \).

The fractional setting for the homogeneous Dirichlet condition is considered within the functional framework of the following family of Banach spaces
\begin{equation}
\Lambda_0^{s,p}(\Omega) = \Lambda_0^{s,p}(\Omega), \quad 1 \leq p \leq q \leq \infty, \quad 0 < s < 1,
\end{equation}
(1.8)
where \( \Lambda_0^{s,2}(\Omega) \) are the usual fractional Sobolev spaces \( H_0^s(\Omega) \) and the limit case \( s = 1 \) corresponds to the usual Sobolev spaces \( H_0^1(\Omega) \) and \( W_0^{1,p}(\Omega) \) if \( p \neq 2 \). For \( 1 \leq p < \infty \), \( \Lambda_0^{s,p}(\Omega) \) is the closure of \( C_0^\infty(\Omega) \) for the norm \( \|D^s u\|_{L^p(\mathbb{R}^d)} \) (see Section 2).

We observe that, for \( p \neq 2 \), \( 0 < s < 1 \), the Lions-Caldéron spaces \( \Lambda_0^{s,p}(\Omega) \) are different from the Sobolev-Slobodeckij spaces \( W_0^{s,p}(\Omega) \), although they are contiguous (see [1, p 219] or [II]), i.e.
\begin{equation}
\Lambda_0^{s+\varepsilon,p}(\Omega) \subseteq W_0^{s,p}(\Omega) \subseteq \Lambda_0^{s-\varepsilon,p}(\Omega), \quad s > \varepsilon > 0, \quad 1 < p < \infty, \quad p \neq 2.
\end{equation}

The paper is organised as follows: in Section 2 we develop the required functional framework for the Riesz fractional derivatives and we recall and prove some interesting properties of the spaces \( \Lambda_0^{s,p}(\Omega) \), including (1.9); in Section 3 we precise the assumptions on \( \mathcal{L}^s \), which may be a degenerate operator, and we prove the existence of a solution to the corresponding pseudomonotone variational inequality with the convex set of the \( s \)-gradient constraint (1.1) in \( H_0^s(\Omega) \) and in \( \Lambda_0^{s,\infty}(\Omega) \) for nonnegative threshold \( g \in L_0^2(\mathbb{R}^d) \) and \( g \in L_0^\infty(\mathbb{R}^d) \), respectively. We also give sufficient conditions for the operator \( \mathcal{L}^s \) to be strictly coercive in \( H_0^s(\Omega) \) and, as a consequence, we extend the strong continuous dependence (and the uniqueness) of the transport potential \( u \) with respect to the data, including the continuous dependence on the \( s \)-gradient thresholds.

Our main results are in Section 4 where we prove the existence of a generalised transport potential-density pair solving the Monge-Kantorovich equations (1.6) and (1.7) under rather
general conditions on the operator $\mathcal{L}^s$, including the $L^1$ integrability of its coefficients. The proof is based on a new generalised weak continuous dependence on the pair $(u, \lambda)$ with respect not only on the coefficients of $\mathcal{L}^s$ and on the data $f$, $f$ (in $L^1$) but also on the threshold $g$ (in $L^\infty$) and on the solvability and a priori estimates of a suitable family of approximation problems in the space $\Lambda^q_0(\Omega)$, for a large finite $q$, with a penalisation of the $s$-gradient and with a nonlinear regularisation of $q$-power type of the possible degenerate operator $\mathcal{L}^s$. Finally in Section 5 we extend the weak convergence on the generalised localisation of the transport potentials and densities as the fractional parameter $s \to 1$, improving the result of [3]. In Sections 4 and 5, we work with generalised sequences, also called nets, see for instance [19].

2. The functional framework

Following [27] we recall that the fractional gradient of order $s \in (0, 1)$, denoted by $D^s = (D^s_1, \ldots, D^s_d)$, may be defined in the distributional sense by

$$D^s u = D(I_{1-s} u)$$

for any function $u \in L^p(\mathbb{R}^d)$, $1 < p < \infty$, such that the Riesz potential $I_{1-s} u = I_{1-s} * u$ is locally integrable, i.e., for each $i = 1, \ldots, d$:

$$(2.1) \quad \langle D^s_i u, \varphi \rangle = -\langle I_{1-s} * u, D_i \varphi \rangle = \int_{\mathbb{R}^d} (I_{1-s} * u) D_i \varphi, \quad \forall \varphi \in C^\infty_c(\mathbb{R}^d).$$

The Riesz kernel of order $\alpha \in (0, 1)$, for $x \in \mathbb{R}^d \setminus \{0\}$, is given by

$$I_\alpha(x) = \frac{\gamma_{d, \alpha}}{|x|^{d-\alpha}}, \quad \text{with} \quad \gamma_{d, \alpha} = \frac{\Gamma(\frac{d-\alpha}{2})}{\pi^{\frac{d}{2}} 2^\alpha \Gamma(\frac{\alpha}{2})},$$

and it satisfies the following well-known properties which proof is reproduced for completeness.

We fix the notation $B(x, r)$ for the open ball centered at $x \in \mathbb{R}^d$ and radius $r > 0$.

Lemma 2.1. Let $I_\alpha$ be the Riesz kernel, $0 < \alpha < 1$, $p \in (1, \infty)$ and $R > 0$. Then, denoting by $\sigma_{d-1}$ the surface area of the unit sphere in $\mathbb{R}^d$, we have:

(i) $\|I_\alpha\|_{L^1(B(0,R))} = \sigma_{d-1} \frac{\gamma_{d, \alpha}}{\alpha} R^\alpha$;

(ii) If $ap < d$ then $\|I_\alpha\|_{L^{p'}(\mathbb{R}^d \setminus B(0,R))} = \gamma_{d, \alpha} \left( \frac{\sigma_{d-1} p-1}{d-\alpha p} \right)^{\frac{1}{p'}} R^{\alpha p - d}$.

As a consequence $\lim_{\alpha \to 0} \|I_\alpha\|_{L^1(B(0, R))} = 1$ and $\lim_{\alpha \to 0} \|I_\alpha\|_{L^{p'}(\mathbb{R}^d \setminus B(0, R))} = 0$.

Proof. We start by noticing that, if $b \neq d$, $0 \leq R_1 \leq R_2 < +\infty$, then

$$\int_{B(0, R_2) \setminus B(0, R_1)} \frac{1}{|x|^b} \, dx = \sigma_{d-1} \int_{R_1}^{R_2} r^{d-1-b} \, dr = \sigma_{d-1} \left[ \frac{R_2^{d-b} - R_1^{d-b}}{d-b} \right] .$$

Considering first $b = d - \alpha$, $R_2 = R$ and $R_1 = 0$ we obtain (i). Then choosing $b = \frac{d - \alpha}{2}$, $R_1 = R$ we obtain (ii) by letting $R_2 \to \infty$ and noticing that $ap < d$ or equivalently $d - b < 0$.

Since

$$\lim_{\alpha \to 0} \frac{\gamma_{d, \alpha}}{\alpha} = \lim_{\alpha \to 0} \frac{\Gamma(\frac{d-\alpha}{2})}{\pi^{\frac{d}{2}} 2^{\alpha+1} \frac{\alpha}{2} \Gamma(\frac{\alpha}{2})} = \lim_{\alpha \to 0} \frac{\Gamma(\frac{d-\alpha}{2})}{\pi^{\frac{d}{2}} 2^{\alpha+1} \Gamma(\frac{\alpha}{2} + 1)} = \frac{\Gamma(\frac{d}{2})}{2^{\frac{d}{2}}} = \frac{1}{\sigma_{d-1}},$$

we get the desired result.
the conclusions follows. \qed

As a consequence, the Riesz kernel is an approximation of the identity, and it was observed by Kurokawa \[20\], in the sense that

\[ I_\alpha \ast f \longrightarrow f, \quad \text{as } \alpha \to 0, \]

for instance, in \( L^p(\mathbb{R}^d) \), if \( f \in L^p(\mathbb{R}^d) \cap L^q(\mathbb{R}^d), \) \( 1 < q < p \) or pointwise at each point \( x \) of the Lebesgue set of \( f \in L^p(\mathbb{R}^d), \) \( 1 \leq p < \infty. \) In particular, if \( Du \in L^p(\mathbb{R}^d) \cap L^q(\mathbb{R}^d), \) with \( 1 < q < p, \) as observed in \[25\], we have \( D^s u \longrightarrow Du \) in \( L^p(\mathbb{R}^d).\) We shall need the following stronger result which is also a consequence of this observation (see also Proposition 2.10 of \[20\] for the pointwise convergence).

**Theorem 2.2.** If \( g \in L^p(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \cap C(\mathbb{R}^d), \) for \( p > 1, \) is uniformly continuous in \( \mathbb{R}^d, \) then

\[ \lim_{\alpha \to 0} \| I_\alpha \ast g - g \|_{L^\infty(\mathbb{R}^d)} = 0. \]

**Proof.** Let \( \varepsilon > 0 \) and \( 0 < \delta < 1 \) be such that

\[ |z - x| \leq \delta \implies |g(z) - g(x)| \leq \varepsilon, \quad \forall x, z \in \mathbb{R}^d. \]

Using Lemma \[2.1\] consider \( \alpha_0 \) such that, for \( 0 < \alpha < \alpha_0, \)

\[ \| I_\alpha \|_{L^1(B(0,\delta))} - 1 \leq \varepsilon, \quad \| I_\alpha \|_{L^\infty(\mathbb{R}^d \setminus B(0,\delta))} \leq \varepsilon. \]

Then, for all \( x \in \mathbb{R}^d, \)

\[ (I_\alpha \ast g)(x) - g(x) = \int_{B(0,\delta)} I_\alpha(y)g(x - y) \, dy + \int_{\mathbb{R}^d \setminus B(0,\delta)} I_\alpha(y)g(x - y) \, dy - g(x) \]

\[ = \int_{B(0,\delta)} I_\alpha(y)(g(x - y) - g(x)) \, dy + g(x) \left( \int_{B(0,\delta)} I_\alpha(y) \, dy - 1 \right) \]

\[ + \int_{\mathbb{R}^d \setminus B(0,\delta)} I_\alpha(y)g(x - y) \, dy. \]

Hence

\[ |(I_\alpha \ast g)(x) - g(x)| \leq \varepsilon \| I_\alpha \|_{L^1(B(0,\delta))} + \| g \|_{L^\infty(\mathbb{R}^d)} \left( \| I_\alpha \|_{L^1(B(0,\delta))} - 1 \right) \]

\[ + \| I_\alpha \|_{L^\infty(\mathbb{R}^d \setminus B(0,\delta))} \| g \|_{L^p(\mathbb{R}^d)} \]

\[ \leq \varepsilon^2 + \varepsilon \left( \| g \|_{L^\infty(\mathbb{R}^d)} + \| g \|_{L^p(\mathbb{R}^d)} \right) \]

and the conclusion follows. \qed

As it was proved in \[27\] Theorem 1.2, the fractional gradient satisfies

\[ (2.2) \quad D^s u = I_{1-s} Du = I_{1-s} \ast Du, \]

at least for functions \( u \in C^\infty_c(\mathbb{R}^d), \) although that proof is equally valid for functions only in \( C^1_c(\mathbb{R}^d), \) see \[13\] Proposition 2.2. As a consequence of well-known properties of the Riesz potential, \[2.2\] is then also valid for functions \( u \) in the usual Sobolev space \( W^{1,p}(\mathbb{R}^d), 1 < p < \infty, \)
since $Du \in L^p(\mathbb{R}^d)$. In particular, as an immediate consequence of Theorem 2.2, we obtain the uniform approximation of continuous gradients by their fractional gradients.

**Corollary 2.3.** For $w \in C^1_c(\mathbb{R}^d)$ we have

$$D^s w \underset{s \to 1}{\longrightarrow} Dw \quad \text{in} \quad L^\infty(\mathbb{R}^d).$$

**Remark 2.4.** The convergence in (2.3) has been shown with a different proof for functions in $C^2_c(\mathbb{R}^d)$ and, if $w \in W^{1,p}(\mathbb{R}^d)$, also in $L^p(\mathbb{R}^d)$ for $1 \leq p < \infty$, respectively in Proposition 4.4 and in Theorem 4.11 of [13]. This property can be seen as a localization of the fractional gradient. It has also been shown for functions in $W^{1,p}(\mathbb{R}^d)$ for $1 < p < \infty$, in [3, Theorem 3.2].

For smooth functions with compact support, as it was observed in [14], the distributional Riesz fractional gradient $D^s$ can also be defined for $0 < s < 1$ by

$$D^s u(x) = \mu_s \int_{\mathbb{R}^d} \frac{u(x) - u(y)}{|x - y|^{d+s}} \frac{x - y}{|x - y|} \, dy,$$

where $\mu_s = (d + s - 1)\gamma_{d,1-s}$ is bounded and $\lim_{s \to 1} \mu_s = 0$.

Let $\Omega$ be a bounded open subset of $\mathbb{R}^d$ and set

$$\Omega_R = \{ x \in \mathbb{R}^d : d(x, \Omega) < R \}, \quad \text{for} \quad R > 0.$$

In this work, for a function $u$ defined in $\Omega$, we still denote its extension by zero to $\mathbb{R}^d$ by $u$.

From (2.2) or (2.4), we see that for a function $u \in C^1_c(\Omega)$, while $Du = 0$ in $\mathbb{R}^d \setminus \Omega$, $D^s u$ is in general different from zero in the whole $\mathbb{R}^d$. Nevertheless the following remark holds.

**Remark 2.5.** For $u \in C^1_c(\Omega)$, from (2.4) we easily obtain

$$|D^s u(x)| \leq \frac{\mu_s}{d(x, \Omega)^{d+s}} \|u\|_{L^1(\Omega)}, \quad \forall x \in \mathbb{R}^d \setminus \overline{\Omega},$$

and, consequently, for all $R > 0$

$$\lim_{s \to 1} \|D^s u\|_{L^\infty(\mathbb{R}^d \setminus \Omega_R)} = 0.$$

Now, for $u \in C^\infty_c(\mathbb{R}^d)$ and $1 \leq p < \infty$, $0 < s \leq 1$, we introduce the norms

$$\|u\|_{\Lambda^{s,p}} = \left( \|u\|_{L^p(\mathbb{R}^d)}^p + \|D^s u\|_{L^p(\mathbb{R}^d)}^p \right)^{\frac{1}{p}},$$

and we define the Banach spaces

$$\Lambda^{s,p}(\mathbb{R}^d) = \overline{C^\infty_c(\mathbb{R}^d)}_{\|\cdot\|_{\Lambda^{s,p}}},$$

where we recognize $\Lambda^{1,p}(\mathbb{R}^d) = W^{1,p}(\mathbb{R}^d)$, as the usual Sobolev spaces.

For $1 < p < \infty$, in [27] it was proved that $\Lambda^{s,p}(\mathbb{R}^d)$ (denoted there as $X^{s,p}(\mathbb{R}^d)$) is equal to $\{ u \in L^p(\mathbb{R}^d) : u = g_s \ast f, \text{ for some } f \in L^p(\mathbb{R}^d) \}$, where $g_s$ are the Bessel potentials, for $s \in \mathbb{R}$, which were introduced in 1960 by A. Caldéron and J. L. Lions. They are also called Bessel potential spaces or generalised Sobolev spaces (see [11, p. 219] or [11]). It is worth to recall that we have $\Lambda^{s+\varepsilon,p}(\mathbb{R}^d) \hookrightarrow W^{s,p}(\mathbb{R}^d) \hookrightarrow \Lambda^{s-\varepsilon,p}(\mathbb{R}^d)$, if $1 < p < \infty$ and $s > \varepsilon > 0$, where $W^{s,p}(\mathbb{R}^d)$
denotes the fractional Sobolev-Slobodeckij spaces. In fact, \( \Lambda^{k,p}(\mathbb{R}^d) = W^{k,p}(\mathbb{R}^d) \) for nonnegative integers \( k \) or when \( p = 2 \) and \( s > 0 \), being \( \Lambda^{s,2}(\mathbb{R}^d) = W^{s,2}(\mathbb{R}^d) = H^s(\mathbb{R}^d) \) Hilbert spaces.

Also in [27] it was shown the fractional Sobolev inequality for \( 1 < p < \infty \) and \( 0 < s < 1 \),

\[
\|u\|_{L^p(\Omega)} \leq C_s \|D^s u\|_{L^p(\mathbb{R}^d)}, \quad \forall u \in C_c^\infty(\mathbb{R}^d), \tag{2.5}
\]

for a constant \( C_s > 0 \), where \( p^* = \frac{dp}{n-p} \), if \( sp < d \), as well as the fractional Trudinger \( (p^* < \infty, \text{if } sp = d) \) and Morrey \( (p^* = \infty, \text{if } sp > d) \) inequalities. If \( sp > d \), in the left side of (2.5), we may take the semi-norm of \( \beta \)-Hölder continuous functions, \( 0 < \beta = s - \frac{d}{p} \).

For an open bounded set \( \Omega \subset \mathbb{R}^d \), we define the subspace, for \( 0 < s < 1 \),

\[
\Lambda^{s,p}_0(\Omega) = \overline{C_c^\infty(\Omega)}^{\|\cdot\|_{\Lambda^{s,p}}}, \quad 1 < p < \infty. \tag{2.6}
\]

Clearly, considering the smooth functions with compact support trivially extended by zero outside their support, we have \( \Lambda^{s,p}_0(\Omega) \subset \Lambda^{s,p}(\mathbb{R}^d) \). We observe that, by definition, for \( u \in \Lambda^{s,p}_0(\Omega) \) the \( D^s u \) is the limit in \( L^p(\mathbb{R}^d) \) of \( D^s u_n \), for some sequence \( u_n \in C_c^\infty(\Omega) \). Observing that, for \( \varphi \in C_c^\infty(\Omega) \), we have

\[
\int_{\mathbb{R}^d} \varphi D^s u_n = -\int_{\mathbb{R}^d} u_n D^s \varphi = -\int_{\mathbb{R}^d} u_n (I_{1-s} D \varphi) = -\int_{\mathbb{R}^d} (I_{1-s} u_n) D \varphi,
\]

by using Fubini’s Theorem, and letting \( n \to \infty \), we conclude that \( D^s u = D(I_{1-s} u) \), i.e. \( D^s u \) is the distributional Riesz fractional gradient of \( u \). Moreover, in the limit, we may also conclude that \( u \in \Lambda^{s,p}_0(\Omega) \) also satisfies

\[
\int_{\mathbb{R}^d} \varphi D^s u = -\int_{\mathbb{R}^d} u D^s \varphi, \quad \forall \varphi \in C_c^\infty(\Omega). \tag{2.7}
\]

From (2.5) we obtain a Poincaré inequality

\[
\|u\|_{L^p(\Omega)} \leq C_p \|D^s u\|_{L^p(\mathbb{R}^d)}, \quad \forall u \in \Lambda^{s,p}_0(\Omega), \tag{2.8}
\]

for some \( C_p > 0 \), and in \( \Lambda^{s,p}_0(\Omega) \) we shall use the equivalent norm

\[
\|u\|_{\Lambda^{s,p}_0(\Omega)} = \|D^s u\|_{L^p(\mathbb{R}^d)}. \tag{2.9}
\]

We can extend the definition (2.6) for \( p = 1 \) and define

\[
\Lambda^{s,\infty}_0(\Omega) = \left\{ u \in \bigcap_{1 < p < \infty} \Lambda^{s,p}_0(\Omega): D^s u \in L^\infty(\mathbb{R}^d) \right\}.
\]

The fractional Poincaré inequality (2.8) can be made more precise with respect to \( s \), \( 0 < s < 1 \), to also include the limit cases \( p = 1 \) and \( p = \infty \).

**Proposition 2.6.** Let \( \Omega \subset \mathbb{R}^d \) be a bounded open set. Then there exists a constant \( C_0 = C_0(\Omega, d) > 0 \) such that, for all \( 0 < s < 1 \) and \( 1 \leq p \leq \infty \),

\[
\|u\|_{L^p(\Omega)} \leq \frac{C_0}{s} \|D^s u\|_{L^p(\mathbb{R}^d)}, \quad \forall u \in \Lambda^{s,p}_0(\Omega). \tag{2.10}
\]

**Proof.** For \( 1 < p < \infty \), this is Theorem 2.9 of [23], but the same proof is still valid for \( p = 1 \). Since \( C_0 \) is independent of \( p \), the case \( p = \infty \) is obtained by letting \( p \to \infty \) in (2.10). \( \square \)
In addition, in a bounded open set $\Omega \subset \mathbb{R}^d$ satisfying the extension property, it is well known that $\Lambda_0^{s,2}(\Omega) = W_0^{s,2}(\Omega) = H_0^s(\Omega)$ (see, for instance, [22]).

Although there is no monotone inclusions in $p$ of $L^p(\mathbb{R}^d)$ the following result holds.

**Theorem 2.7.** Let $\Omega \subset \mathbb{R}^d$ be a bounded open set, $p \in [1, \infty)$ and $0 < s < 1$. Then there exists a positive constant $C = (1 + \frac{1}{(p-1)d+ps}) C(d, \Omega)$, such that, for $R \geq 1$,

\[
\int_{\mathbb{R}^d \setminus \Omega_R} |D^s u(x)|^p dx \leq \frac{\mu_s^p C}{R(p-1)d+ps} \|u\|_{L^1(\Omega)}^p, \quad \forall u \in \Lambda_0^{s,p}(\Omega).
\]

As a consequence, the following inclusions hold

\[(2.12) \quad \Lambda_0^{s,q}(\Omega) \subseteq \Lambda_0^{s,p}(\Omega), \quad 1 \leq p < q < \infty,
\]

and are continuous, since there exists $C_{p,q} > 0$ such that

\[(2.13) \quad \|D^s u\|_{L^p(\mathbb{R}^d)} \leq C_{p,q}\|D^s u\|_{L^q(\mathbb{R}^d)}, \quad u \in \Lambda_0^{s,q}(\Omega).
\]

In addition, $C_{1,q} = \frac{E}{s}$, where $E$ is independent of $s$, and $C_{p,q}$ is independent of $s$, if $p > 1$.

**Proof.** It is enough to consider $u \in C_0^\infty(\Omega)$. If $\delta(\Omega)$ denotes the diameter of $\Omega$, consider $S = \frac{1}{2}\delta(\Omega) + R$ and $z$ such that $\Omega_R \subseteq B(z, S)$. Consider the annulus $A_n = B(z, S+n+1) \setminus B(z, S+n)$, for each $n \in \mathbb{N}_0$.

Letting $\omega_d = |B(0,1)|$ and $\mu_s$ be as in (2.4), we have

\[
\frac{1}{\mu_s^p} \int_{\mathbb{R}^d \setminus B(z,S)} |D^s u(x)|^p dx \leq \int_{\mathbb{R}^d \setminus B(z,S)} \left( \int_{\Omega} \frac{|u(y)|}{|x-y|^{d+\tau}} dy \right)^p dx
\]

\[
= \sum_{n=0}^{\infty} \int_{A_n} \left( \int_{\Omega} \frac{|u(y)|}{(n+R)^{d+\tau}} dy \right)^p dx
\]

\[
\leq \sum_{n=0}^{\infty} \int_{A_n} \left( \int_{\Omega} \frac{|u(y)|}{(n+R)^{d+\tau}} dy \right)^p dx
\]

\[
= \sum_{n=0}^{\infty} \omega_d \left( \frac{(S+n+1)^d - (S+n)^d}{(n+R)^{d+\tau}} \right) \|u\|_{L^q(\Omega)}^p.
\]
By the Lagrange theorem, there exists $\nu \in (n, n + 1)$ such that $(n + 1 + S)^d - (n + S)^d = d(\nu + S)^{d-1} \leq d(n + 1 + S)^{d-1}$ and then, as $S \geq 1$ and $n + R \geq \frac{R}{S}(n + S)$,

$$
\frac{1}{\mu_2^d} \int_{\mathbb{R}^d \setminus B(z,S)} |D^su(x)|^p \, dx \leq d \left( \frac{S}{R} \right)^{p(d+s)} \omega_d \sum_{n=0}^{\infty} \left( \frac{n+1+S}{n+S} \right)^{d-1} \frac{1}{(n+S)^{(p-1)d+ps+1}} \|u\|_{L^1(\Omega)}^p
$$

$$
\leq d \left( \frac{S}{R} \right)^{p(d+s)} \omega_d 2^{d-1} \sum_{n=0}^{\infty} \left( \frac{n+1+S}{n+S} \right)^{d-1} \frac{1}{(n+S)^{(p-1)d+ps+1}} \|u\|_{L^1(\Omega)}^p
$$

$$
\leq d \left( \frac{S}{R} \right)^{p(d+s)} \omega_d 2^{d-1} \left[ \frac{1}{S^{(p-1)d+ps+1}} + \int_{S}^{\infty} \frac{1}{x^{(p-1)d+ps+1}} \, dx \right] \|u\|_{L^1(\Omega)}^p
$$

$$
d = \left( \frac{S}{R} \right)^{p(d+s)} \omega_d 2^{d-1} \left[ \frac{1}{S^{(p-1)d+ps+1}} + \frac{1}{(p-1)d+ps} \right] \|u\|_{L^1(\Omega)}^p
$$

$$
\leq d \left( \frac{S}{R} \right)^{d} \omega_d 2^{d-1} \left( 1 + \frac{1}{(p-1)d+ps} \right) \|u\|_{L^1(\Omega)}^p
$$

On the other hand,

$$
\frac{1}{\mu_1^d} \int_{B(z,S) \setminus \Omega_R} |D^su(x)|^p \, dx \leq \int_{B(z,S) \setminus \Omega_R} \left( \int_{\Omega} \frac{|u(y)|}{|x-y|^d} \, dy \right)^p \, dx
$$

$$
\leq \int_{B(z,S) \setminus \Omega_R} \left( \int_{\Omega} \frac{|u(y)|}{|x-y|^d} \, dy \right)^p \, dx
$$

$$
\leq \omega_d \left( \frac{S}{R} \right)^d \frac{1}{R^{p-1}d+ps} \|u\|_{L^1(\Omega)}^p
$$

As $\frac{S}{R} \leq 1 + \frac{1}{2} \delta(\Omega)$ we have

$$
\frac{1}{\mu_1^d} \int_{\mathbb{R}^d \setminus \Omega_R} |D^su(x)|^p \, dx \leq \omega_d \left( 1 + \frac{1}{2} \delta(\Omega) \right)^d \left[ 2^{d-1} \left( 1 + \frac{1}{(p-1)d+ps} \right) + 1 \right] \frac{1}{R^{p-1}d+ps} \|u\|_{L^1(\Omega)}^p,
$$

from where we obtain (2.11).

For the inclusion (2.12), by considering $R = 1$, there exists $C_1$ such that

$$
\int_{\mathbb{R}^d} |D^su(x)|^p \, dx = \int_{\mathbb{R}^d \setminus \Omega_1} |D^su(x)|^p \, dx + \int_{\Omega_1} |D^su(x)|^p \, dx
$$

$$
\leq C \mu_1^p \|u\|_{L^1(\Omega)}^p + |\Omega_1| \frac{1}{2} \frac{1}{2} \|D^su\|_{L^q(\Omega_1)}^p
$$

$$
\leq C \|u\|_{L^p(\Omega)}^p + |\Omega_1| \frac{1}{2} \frac{1}{2} \|D^su\|_{L^q(\Omega_1)}^p
$$

$$
\leq C_1 \|u\|_{L^p(\Omega)}^p
$$

by using Poincaré inequality (2.10), yielding the conclusion. \qed

As in (2.9) we define in $\Lambda_0^{{s,\infty}}(\Omega)$ the topology induced by $\|u\|_{\Lambda_0^{{s,\infty}}(\Omega)} = \|D^su\|_{L^\infty(\mathbb{R}^d)}$, which is a norm by Poincaré inequality.
\textbf{Proposition 2.8.} There exists a constant $C_{p,\infty} > 0$, which is independent of $s \in [\sigma, 1)$ for each $\sigma > 0$, such that (2.13) holds for $q = \infty$. In particular the inclusion

$$\Lambda_0^{s,\infty}(\Omega) \subset \Lambda_0^{s,p}(\Omega)$$

is continuous for all $p \geq 1$, and $\Lambda_0^{s,\infty}(\Omega)$ is a Banach space.

\textbf{Proof.} From Theorem 2.7 for $R \geq 1$ there exists $C > 0$ independent of $R$, such that for all $u \in \Lambda_0^{s,\infty}(\Omega)$,

$$\int_{\mathbb{R}^d} |D^s u(x)|^p \, dx \leq \int_{\Omega_R} |D^s u(x)|^p \, dx + \frac{C \mu_s^p}{R^{(p-1)d+ps}} \|u\|^p_{L^1(\Omega)}$$

$$\leq |\Omega_R||D^s u||_{L^\infty(\mathbb{R}^d)} + \frac{C \mu_s^p|\Omega|^{p-1}}{R^{(p-1)d+ps}} \|u\|^p_{L^p(\Omega)}$$

$$\leq |\Omega_R||D^s u||_{L^\infty(\mathbb{R}^d)} + \frac{C \mu_s^p|\Omega|^{p-1}}{s^p R^{(p-1)d+ps}} \|D^s u||_{L^p(\mathbb{R}^n)}$$

by (2.10). Choosing

$$R = \max \left\{ 1, \left( \frac{2C \mu_s^p |\Omega|^{p-1}}{s^p} \right)^{\frac{1}{(p-1)d+ps}} \right\}$$

we obtain

$$\|D^s u\|_{L^p(\Omega)} \leq 2^\frac{1}{p} |\Omega_R|^\frac{1}{p} \|D^s u\|_{L^\infty(\mathbb{R}^d)},$$

which yields the continuity of the embedding $\Lambda_0^{s,\infty}(\Omega) \subset \Lambda_0^{s,p}(\Omega)$.

Finally, since a Cauchy sequence $(u_n)$ in $\Lambda_0^{s,\infty}(\Omega)$ is also, for all $1 < p < \infty$, a Cauchy sequence in the nested Banach spaces $\Lambda_0^{s,p}(\Omega)$, its common limit $u \in \bigcap_{1 < p < \infty} \Lambda_0^{s,p}(\Omega)$. As $D^s u_n$ are uniformly bounded, then $D^s u$ is bounded, and therefore $u \in \Lambda_0^{s,\infty}(\Omega)$.

\textbf{Remark 2.9.} The inclusion (2.12) was also obtained independently in \cite[Corollary 2.4.1]{11}, as a consequence of an interesting variant of the Poincaré inequality, see \cite[Theorem 2.4.3]{11}, for some constant $C_1 = C_1(\Omega, \Omega_1, d) > 0$,

$$\|u\|_{L^p(\Omega)} \leq \frac{C_1}{s} \|D^s u\|_{L^p(\Omega_1)}, \quad \forall u \in \Lambda_0^{s,p}(\Omega),$$

for an open set $\Omega_1 \supset B(0, 2R) \supset \Omega$, with $R > 1, 1 < p < \infty$ and $0 < s < 1$.

\textbf{Remark 2.10.} We note that, for $p \in [1, \infty)$ we have the inclusions $W_0^{1,p}(\Omega) \subset \Lambda_0^{s,p}(\Omega) \subset \Lambda_0^{s,p}(\Omega)$, for $0 < \sigma < s < 1$. We may conclude that, as a consequence of (2.11), for $R \geq 1$, as $\lim_{s \to 1} \mu_s = 0$,

$$\lim_{s \to 1} \|D^s u\|_{L^p(\mathbb{R}^d \setminus \Omega_R)} = 0, \quad \forall u \in W_0^{1,p}(\Omega).$$

\textbf{Remark 2.11.} Also from Theorem 2.7 for $R \geq 1$ we can take the limit as $p \to \infty$ in (2.11), to conclude (compare with Remark 2.5):

$$\|D^s u\|_{L^\infty(\mathbb{R}^d \setminus \Omega_R)} \leq \frac{\mu_s}{R^{d+ps}} \|u\|_{L^1(\Omega)}, \quad \forall u \in \Lambda_0^{s,\infty}(\Omega), \ 0 < s < 1.$$
Remark 2.12. We denote by $W_{0}^{1,\infty}(\Omega)$ the space of Lipschitz functions vanishing on the boundary of $\Omega$. Extending a function $u \in W_{0}^{1,\infty}(\Omega)$ by zero outside $\Omega$ and using definition (2.4), we have, for each $x \in \mathbb{R}^{d}$,
\[
|D^{s}u(x)| \leq \mu_{s} \int_{\mathbb{R}^{d}} \frac{|u(x) - u(y)|}{|x - y|^{d+s}} dy
\]
\[
= \mu_{s} \|Du\|_{L^{\infty}(\Omega)} \int_{\{|x-y| \leq 1\}} \frac{dy}{|x-y|^{d+s-1}} + \mu_{s} 2 \|u\|_{L^{\infty}(\Omega)} \int_{\{|x-y| > 1\}} \frac{dy}{|x-y|^{d+s}}
\]
for a finite $C_{s} > 0$, by the Poincaré inequality and since both integrals are finite for $s \in (0,1)$. Consequently,
\[
W_{0}^{1,\infty}(\Omega) \subset \Lambda_{0}^{s,\infty}(\Omega), \quad \forall s \in (0,1).
\]

The Lions-Calderón spaces $\Lambda_{0}^{s,p}(\Omega)$, $0 < s < 1$, $1 < p < \infty$, similarly to the Sobolev-Slobodeckij spaces $W_{0}^{s,p}(\Omega)$, have continuous and compact embeddings of Sobolev and Rellich-Kondrachov-type for $\Omega \subset \mathbb{R}^{d}$ open and bounded,
\[
\Lambda_{0}^{s,p}(\Omega) \subset L^{q}(\Omega),
\]
for $q \in \left[1, \frac{dp}{d-sp}\right]$ if $sp < d$, for all $q \geq 1$ if $sp = d$, and for $q = \infty$ if $sp > d$, the embeddings being compact in the case $sp < d$ only for $q < \frac{dp}{d-sp} = p^{*}$. Also the embeddings
\[
\Lambda_{0}^{s,p}(\Omega) \subset C^{0,\beta}(\overline{\Omega}), \quad \text{for } sp > d
\]
are continuous for $0 < \beta \leq s - \frac{d}{p}$ and compact for $0 < \beta < s - \frac{d}{p}$, where $C^{0,\beta}(\overline{\Omega})$ denotes the space of Hölder continuous functions in $\overline{\Omega}$ of exponent $\beta$. Consequently, by Proposition 2.8 we have the compact embeddings
\[
\Lambda_{0}^{s,\infty}(\Omega) \subset C^{0,\beta}(\overline{\Omega}) \subset L^{\infty}(\Omega), \quad \text{for } 0 < \beta < s < 1.
\]

We also have the non-trivial compact embeddings
\[
\Lambda_{0}^{s,p}(\Omega) \subset \Lambda_{0}^{s,p}(\Omega), \quad 0 < \sigma < s < 1, \quad 1 < p < \infty,
\]
which proof can be found in [11, pg. 65] and is well known for $p = 2$.

We denote the dual space of $\Lambda_{0}^{s,p}(\Omega)$ by $\Lambda^{-s,p'}(\Omega)$, $0 < s < 1$, $1 < p < \infty$, and we have a similar characterization in terms of the fractional s-gradient as it was shown in [11] Theorem 2.4.4, p. 66] for bounded and unbounded open domains $\Omega \subset \mathbb{R}^{d}$.

Proposition 2.13. Let $0 < s < 1$, $1 < p < \infty$ and $F \in \Lambda^{-s,p'}(\Omega)$. Then there exist functions $f_{0} \in L^{p'}(\Omega)$ and $f_{1}, \ldots, f_{d} \in L^{p'}(\mathbb{R}^{d})$ such that
\[
[F, v]_{s,p} = \int_{\Omega} f_{0} v + \sum_{j=1}^{d} \int_{\mathbb{R}^{d}} f_{j} D_{j}^{s} v, \quad \forall v \in \Lambda_{0}^{s,p}(\Omega).
\]
When \( p = \infty \) and \( f_0 \in L^1(\Omega) \) and \( f_1, \ldots, f_d \in L^1(\mathbb{R}^d) \), (2.19) defines a linear form in \( \Lambda_{0}^{s,\infty}(\Omega) \). However, these forms do not exhaust \( \Lambda_{0}^{s,\infty}(\Omega)' \).

We shall also work with the dual of \( L^\infty(\mathbb{R}^d) \), which is also denoted as \( ba(\mathbb{R}^d) \) (see, for instance, [23] and [2]) and their elements are sometimes called charges. We recall (see Example 5, Section 9, Chapter IV of [29]) that an element \( \lambda \in L^\infty(\mathbb{R}^d)' \) can be represented by a Radon integral
\[
\langle \lambda, \varphi \rangle = \int_{\mathbb{R}^d} \varphi d\lambda^*, \quad \forall \varphi \in L^\infty(\mathbb{R}^d),
\]
for a finitely additive measure \( \lambda^* \), which is of bounded variation and absolutely continuous with respect to the Lebesgue measure in \( \mathbb{R}^d \).

We say that a charge \( \lambda \) is positive, or simply \( \lambda \geq 0 \), if \( \langle \lambda, \varphi \rangle \geq 0 \) for any \( \varphi \in L^\infty(\Omega) \), \( \varphi \geq 0 \).

Exactly as for the Lebesgue integral, we have the Hölder inequality for positive charges (see [23, p.122]).

**Proposition 2.14.** Let \( p > 1 \) and \( \lambda \in L^\infty(\mathbb{R}^d)' \) be positive. Then
\[
|\langle \lambda, \varphi \rangle| \leq \langle \lambda, |\varphi|^p \rangle^{\frac{1}{p}} \langle \lambda, |\psi'|^p \rangle^{\frac{1}{p}}, \quad \forall \varphi, \psi \in L^\infty(\Omega).
\]

### 3. Variational inequalities with \( s \)-gradient constraints

Let \( \Omega \subset \mathbb{R}^d \) be open and bounded, with the extension property, i.e., the extension of \( u \in H^s_0(\Omega) \) by zero in \( \mathbb{R}^d \setminus \Omega \) is in \( H^s(\mathbb{R}^d) \), \( 0 < s \leq 1 \). This holds, in particular, for domains with Lipschitz boundaries (see for instance [15, Section 5]). To consider \( s \)-gradient constrained problems, we define the following closed convex sets
\[
K^s_g = \{ v \in H^s_0(\Omega) : |D^s v| \leq g \text{ a.e. in } \mathbb{R}^d \}, \quad 0 < s \leq 1,
\]
for prescribed thresholds satisfying
\[
g \in L^2_{\text{loc}}(\mathbb{R}^d), \quad g \geq 0 \text{ a.e. in } \mathbb{R}^d,
\]
or, in the bounded case,
\[
g \in L^\infty_{\text{loc}}(\mathbb{R}^d), \quad g \geq 0 \text{ a.e. in } \mathbb{R}^d.
\]
In Lemma 3.2 we will see that these assumptions on \( g \) are enough for \( K^s_g \) to be bounded in \( H^s_0(\Omega) \) and \( \Lambda^s_{0,\infty}(\Omega) \), respectively.

For \( 0 < s \leq 1 \), we define a bilinear form by letting
\[
\mathcal{L}^s(u, v) = \int_{\mathbb{R}^d} AD^s u \cdot D^s v + \int_\Omega du \cdot D^s v + \int_\Omega (b \cdot D^s u + cu)v.
\]
Here the principal part may be degenerate, under the assumption on the matrix \( A = A(x) \):
\[
A(x)\xi \cdot \xi \geq 0, \quad \forall \xi \in \mathbb{R}^d, \text{ a.e. } x \in \mathbb{R}^d.
\]
In addition, we shall assume that the coefficients of the bilinear form satisfy, when \( u, v \in H^s_0(\Omega) \),
\[
A \in L^\infty(\mathbb{R}^d)^{d^2}, b, d \in L^r(\Omega) \text{ and } c \in L^{\frac{r}{s}}(\Omega), \quad r > \frac{d}{s}.
\]
Lemma 3.2. For 

\[ A \in L^{p_1}(\mathbb{R}^d)^d, \quad p_1 \in [1, \infty), \quad b, d \in L^1(\Omega) \] and \( c \in L^1(\Omega) \).

Similarly, for \( 0 < s \leq 1 \), we may define the linear form

\[ F_s(v) = [F, v]_s = \int_{\Omega} f_\#v + \int_{\mathbb{R}^d} f \cdot D^s v \]

for any \( v \in H_0^s(\Omega) \), with

\[ f_\# \in L^{2\#}(\Omega), \quad f \in L^2(\mathbb{R}^d), \]

where, by the Sobolev embedding (2.5), \( 2\# = \frac{2d}{d+2s} \) if \( 0 < s < \frac{d}{2} \), or \( 2\# = q \) for any \( q > 1 \) when \( s = \frac{1}{2} \), and \( 2\# = 1 \) when \( \frac{1}{2} < s \leq 1 \) or, in the bounded case, for any \( v \in \Lambda_0^{s, \infty}(\Omega) \), with

\[ f_\# \in L^1(\Omega), \quad f \in L^{p_1}(\mathbb{R}^d), \quad q_1 \in [1, \infty). \]

Notice that in the case \( s = 1 \), since \( u, v \) and \( Du, Dv \) are zero in \( \mathbb{R}^d \setminus \Omega \), all the integration domains in (3.4) and (3.8) reduce to \( \Omega \).

**Theorem 3.1.** Assume (3.5), and suppose that

i) either assumptions (3.2), (3.6), and (3.9) hold,

ii) or assumptions (3.3), (3.7), and (3.10) hold.

Then, for \( 0 < s \leq 1 \), there exists a solution of the \( s \)-gradient constraint variational inequality

\[ \mathcal{L}_s(u, v-u) \geq [F, v-u]_s, \quad \forall v \in \mathbb{K}^s_g. \]

We will use the following lemma in the proof of this theorem.

**Lemma 3.2.** For \( 1 \leq p \leq \infty \) and \( g \in L^p_{\text{loc}}(\mathbb{R}^d) \), with \( g \geq 0 \), the set \( \mathbb{K}^s_g \) is bounded in \( \Lambda_0^{s,p}(\Omega) \).

More precisely, there exists \( R = R(p, s) \) such that, for \( u \in \mathbb{K}^s_g \),

\[ \|D^s u\|_{L^p(\mathbb{R}^d)} \leq 2\pi \|g\|_{L^p(\Omega_R)}, \quad \text{if } p < \infty, \quad \|D^s u\|_{L^\infty(\mathbb{R}^d)} \leq \|g\|_{L^\infty(\Omega_R)}. \]

**Proof.** By the Theorem 2.7 when \( p < \infty \), choosing \( R \) such that \( \frac{C\mu_p^p}{R^{p-1d+ps}} \frac{C_0^p}{R^p} |\Omega|^{p-1} \leq \frac{1}{2} \), and using (2.11), we have

\[ \|D^s u\|^p_{L^p(\mathbb{R}^d)} = \|D^s u\|^p_{L^p(\mathbb{R}^d \setminus \Omega_R)} + \|D^s u\|^p_{L^p(\Omega_R)} \leq \frac{C\mu_p^p}{R^{p-1d+ps}} \|u\|^p_{L^1(\Omega)} + \int_{\Omega_R} |D^s u|^p \]

\[ \leq \frac{1}{2} \|D^s u\|^p_{L^p(\mathbb{R}^d)} + \int_{\Omega_R} g^p, \]

from where we obtain the first inequality. Letting \( p \to \infty \), the second inequality follows. \( \square \)

**Proof.** (of Theorem 3.1) This existence result in the Hilbertian case i) is a consequence of a theorem of H. Brézis (see [9] or [21] Theorem 8.1, p. 245)), since \( \mathbb{K}^s_g \) is a nonempty, closed and bounded convex set of \( H_0^s(\Omega) \) and the operator \( P : H_0^s(\Omega) \to H^{-s}(\Omega) \) defined by

\[ [Pu, v]_s = \mathcal{L}_s(u, v) - [F, v]_s, \quad u, v \in \mathbb{K}^s_g \]

or, in the bounded case, when \( u, v \in \Lambda_0^{s, \infty}(\Omega) \),

\[ A \in L^{p_1}(\mathbb{R}^d)^d, \quad p_1 \in [1, \infty), \quad b, d \in L^1(\Omega) \] and \( c \in L^1(\Omega) \).
is pseudo-monotone in $\mathbb{K}_g^s$, i.e., if $u_n \rightharpoonup u$ in $H_0^1(\Omega)$, for $u_n, u \in \mathbb{K}_g^s$ with $\lim\limits_{n} [P u_n, u_n - u]_s \leq 0$ then

$$
(3.14) \quad \lim\limits_{n} [P u_n, u_n - v]_s \geq [P u, u - v]_s, \quad \forall v \in \mathbb{K}_g^s.
$$

Indeed, taking $u_n \rightharpoonup u$ in $H_0^1(\Omega)$, which by compactness of the embedding $\mathbb{H}_g^s$ (for $p = 2$ and $1 \leq q < 2^* = \frac{2d}{d-2s}$ if $2s < d$, for all $q \geq 1$ if $2s = d$ and for $q = \infty$ if $2s > d$), we may assume also that $u_n \rightarrow u$ in $L^q(\Omega)$. Write $P$ in the form

$$
[P u, w]_s = \int_{\mathbb{R}^d} AD^s u \cdot D^s w + [B u, w]_s
$$

with

$$
[B u, w]_s = \int_{\mathbb{R}^d} (d u - f) \cdot D^s w + \int_{\Omega} (b \cdot D^s u + cu - f_#)w.
$$

It is then clear that the assumptions (3.7) and (3.10) imply

$$
[B u_n, u_n - v]_s \rightharpoonup [B u, u - v]_s,
$$

as $D^s u_n \rightharpoonup D^s u$ in $L^2(\mathbb{R}^d)$, and we have

$$
\int_{\Omega} (b + d)u_n \cdot D^s u_n \rightharpoonup \int_{\Omega} (b + d)u \cdot D^s u \quad \text{and} \quad \int_{\Omega} cu_n^2 \rightharpoonup \int_{\Omega} cu^2.
$$

Hence (3.14) follows easily by noting that the assumption (3.5) implies $\int_{\mathbb{R}^d} AD^s(u_n - u) \cdot D^s(u_n - u) \geq 0$, and hence it suffices to take the limit inferior in

$$
(3.15) \quad \int_{\mathbb{R}^d} AD^s u_n \cdot D^s u_n \geq \int_{\mathbb{R}^d} AD^s u_n \cdot D^s u + \int_{\mathbb{R}^d} AD^s u \cdot D^s u_n - \int_{\mathbb{R}^d} AD^s u \cdot D^s u.
$$

In the non-Hilbertian case, we start by approximating the data, in the respective spaces, by smooth functions with compact support $A_m, b_m, d_m, c_m, f_#m$ and $f_m$ and we let $u_m$ be a solution of the variational inequality (3.11) with these data, which exists by the previous case.

As $(D^s u_m)_m$ is bounded in $L^\infty(\mathbb{R}^d)$ by Lemma 3.2, using the compact embedding (2.16), there exist $u \in \Lambda_0^{s, \infty}(\Omega)$ and $G \in L^\infty(\mathbb{R}^d)$, such that, for some subsequence, $u_m \rightarrow u$ strongly in $L^\infty(\Omega)$ and $D^s u_m \rightharpoonup G$ in $L^\infty(\mathbb{R}^d)$-weak*. Using the distributional nature of $D^s$, we easily see that $G = D^s u$. Thus, as $\Lambda_0^{s, \infty}(\Omega)$ is continuously included in $\Lambda_0^{s_1, p}(\Omega)$, we have $D^s u_m \rightharpoonup D^s u$ in $L^p(\mathbb{R}^d)$-weak, for any $p < \infty$, in particular for $p = p_1'$ and $p = q_1'$.

Using the above convergences, we immediately have, for any $v \in \mathbb{K}_g^s$,

$$
\int_{\mathbb{R}^d} (d_m u_m - f_m) \cdot D^s(v - u_m) + \int_{\Omega} (b_m \cdot D^s u_m + cu_m - f_#m)(v - u_m) \rightharpoonup \int_{\mathbb{R}^d} (d u - f) \cdot D^s(v - u_m) + \int_{\Omega} (b \cdot D^s u + cu - f_#)(v - u_m).
$$

On the other hand, using the monotonicity of $A_m$, for any $v \in \mathbb{K}_g^s$ we have

$$
\int_{\mathbb{R}^d} A_m D^s u_m \cdot D^s(v - u_m) \leq \int_{\mathbb{R}^d} A_m D^s v \cdot D^s(v - u_m).
$$
Since \( \int_{\mathbb{R}^d} A_m D^s v \cdot D^s (v - u_m) \to \int_{\mathbb{R}^d} AD^s v \cdot D^s (v - u) \) then we get that, for any \( v \in \mathbb{K}_g^s \),
\[
\int_{\mathbb{R}^d} AD^s v \cdot D^s (v - u) + \int_{\Omega} du \cdot D^s (v - u) + \int_{\Omega} (b \cdot D^s u + cu)(v - u) \geq [F, v - u].
\]
Choosing \( v = u + t(w - u) \in \mathbb{K}_g^s \), for \( t \in (0, 1) \), as test function, we obtain
\[
\mathcal{L}^s(u, w - u) \geq [F, w - u]_s, \quad \forall w \in \mathbb{K}_g^s,
\]
after letting \( t \to 0^+ \). Therefore \( u \) solves \((3.11)\). \( \square \)

**Remark 3.3.** To obtain the uniqueness to \((3.11)\) it suffices to require the strict positivity of the bilinear form
\[
\mathcal{L}^s(u - \tilde{u}, u - \tilde{u}) > 0, \quad \forall u, \tilde{u} \in \mathbb{K}_g^s : u \neq \tilde{u},
\]
which needs stronger assumptions on its coefficients.

**Remark 3.4.** The constrained problem \((3.11)\) for \( u \in \mathbb{K}_g^s \) determines the existence of an element \( \Gamma = \Gamma(u) \in H^{-s}(\Omega) \) belonging to the sub-differential of the indicatrix function \( I_{\mathbb{K}_g^s} \) of the convex set \( \mathbb{K}_g^s \), i.e. \( I_{\mathbb{K}_g^s}(v) = 0 \) if \( v \in \mathbb{K}_g^s \), \( I_{\mathbb{K}_g^s}(v) = +\infty \) if \( v \in H_0^s(\Omega) \setminus \mathbb{K}_g^s \), (see [21, p.203]), which is given by
\[
\Gamma \equiv F - \mathcal{L}^s u \in \partial I_{\mathbb{K}_g^s}, \quad \text{in } H_0^s(\Omega),
\]
where \( \mathcal{L}^s : \mathbb{K}_g^s \to H^{-s}(\Omega) \) is the linear operator defined by the bilinear form as in \((3.4)\). A main question is to relate \( \Gamma \) to the solution \( u \), for instance trough the existence of a Lagrange multiplier \( \lambda \) such that \( \Gamma = \lambda D^s u \). This has been shown only in very special cases with the classical gradient \((s = 1)\) (see [10] and [21], for more references).

The existence result of Theorem 3.1 includes the degenerate case \( A \equiv 0 \) in \((3.11)\). On the other, when the matrix \( A \) is strictly elliptic, i.e., if we replace \((3.5)\) by assuming the existence of \( a_* > 0 \), such that
\[
A(x)\xi : \xi \geq a_* |\xi|^2, \quad \forall \xi \in \mathbb{R}^d, \quad \text{a.e. } x \in \mathbb{R}^d,
\]
we may give the following sufficient condition for the bilinear form \((3.4)\) to be strictly coercive, by imposing
\[
\delta \equiv a_* - C_* \left( \|b + d\|_{L^d_\ast(\Omega)} + C_* \|c^-\|_{L^{2d_\ast}(\Omega)} \right) > 0.
\]
Here \( C_* \) is the Sobolev constant of the embedding \( H_0^s(\Omega) \hookrightarrow L^{2^*}(\Omega) \) \((2^* = \frac{2d}{d - 2s}, \ 2s < d)\) and \( c^- = \max\{0, -c\} \).

**Theorem 3.5.** Let \( A \in L^\infty(\mathbb{R}^d)^{d \times d}, \ b, d \in L^d_\ast(\Omega), \ c \in L^{2d_\ast}(\Omega) \) satisfy \((3.16)\) and \((3.17)\) for \( 2s < d \), and \( g \in L^2_{loc}(\Omega) \). Then, for any \( f_\# \) and \( f \) satisfying \((3.9)\), there exists a unique solution to \((3.11)\). If \( \tilde{u} \) denotes the solution to \((3.11)\) for \( \tilde{f}_\# \) and \( \tilde{f} \), we have
\[
\|u - \tilde{u}\|_{H_0^s(\Omega)} \leq \frac{C_g}{\delta} \|f_\# - \tilde{f}_\#\|_{L^2_\#(\Omega)} + \frac{1}{\delta} \|f - \tilde{f}\|_{L^2(\mathbb{R}^d)}.
\]
Proof. Using Hölder and Sobolev inequalities, we have that, for \( v \in H^s_0(\Omega) \),
\[
\left| \int_{\Omega} (b + d)v D^s v \right| \leq \| b + d \|_{L^2(\Omega)} \| v \|_{L^2(\Omega)} \| D^s v \|_{L^2(\Omega)} \leq C_* \| b + d \|_{L^2(\Omega)} \| D^s v \|_{L^2(\Omega)},
\]
and
\[
- \int_{\Omega} c v^2 \leq \int_{\Omega} c^- v^2 \leq C_* \| c^- \|_{L^2(\Omega)} \| D^s v \|_{L^2(\Omega)}^2.
\]
Therefore, using (3.16) and (3.17), we obtain
\[
\mathcal{L}^s(v, v) = \int_{\mathbb{R}^d} AD^s v \cdot D^s v + \int_{\Omega} (b + d)v \cdot D^s v + \int_{\Omega} c v^2
\]
\[
\geq a_* \int_{\mathbb{R}^d} |D^s v|^2 - \left( C_* \| b + d \|_{L^2(\Omega)} + C_* \| c^- \|_{L^2(\Omega)} \right) \| D^s v \|_{L^2(\Omega)}^2
\]
\[
= \delta \| D^s v \|_{L^2(\Omega)}^2 = \delta \| v \|_{H^s_0(\Omega)}^2.
\]
As \( L^2(\Omega) = L^2(\Omega) \)' (3.9) implies that \( F \in H^{1-s}(\Omega) \), with \( \| F \|_{H^{1-s}(\Omega)} \leq C_* \| f \|_{L^2(\Omega)} + \| f \|_{L^2(\Omega)} \) and Stampacchia's theorem immediately yields the existence and uniqueness of the solution to (3.11).

Taking \( v = \tilde{u} \) in (3.11) for \( u \) and \( v = u \) in (3.11) for \( \tilde{u} \), and using (3.19), we obtain
\[
\delta \| u - \tilde{u} \|_{H^s_0(\Omega)}^2 \leq \mathcal{L}^s(u - \tilde{u}, u - \tilde{u}) \leq \| F - \tilde{F} \|_{H^{1-s}(\Omega)} \| u - \tilde{u} \|_{H^s_0(\Omega)}
\]
and (3.18) easily follows. \( \square \)

Remark 3.6. We observe that the assumption (3.6) is slightly stronger than the integrability conditions in Theorem 3.5 for the case \( 2s < d \), including \( s = 1 \). However, for \( s \geq \frac{d}{2} \), we may have the assumption (3.6) with any \( r > 1 \), when \( s = 1, d = 2 \), and even \( b, d, c \in L^1 \) when \( s \geq \frac{1}{2}, d = 1 \), with the respective norms in the assumption (3.17). Note that Theorem 3.5 extends Theorem 2.1 of [3], in which the coefficients \( b, d \) and \( c \) are zero.

The coercivity assumption (3.17) in the case of a bounded threshold of the \( s \)-gradient, under the stronger assumptions
\[
0 < g_* \leq g(x) \leq g^* \quad \text{for a.e. } x \in \mathbb{R}^d,
\]
also yields strong continuous dependence of the solutions of (3.11) with respect to the variation of the coefficients of \( \mathcal{L}^s \), of the data and of the threshold \( g \). In fact, the assumption (3.20) can be weakened as follows
\[
(3.20)_{loc} \quad g \in L^\infty_{loc}(\mathbb{R}^d) \text{ with positive lower bound in any compact and } \lim_{|x| \to \infty} g(x)|x|^{d+s} = \infty,
\]
as it will be shown in Proposition 3.8.

**Theorem 3.7.** Let \( u_i \) denote the solution of (3.11) corresponding to the data \( A_i, b_i, d_i, c_i, f_{\#i}, f_i, g_i, \) for \( i = 1, 2 \), satisfying (3.16), (3.17), (3.7), (3.10), (3.11) and (3.20). Then the following
estimate holds with $p > \frac{d}{s}$ and $0 < \gamma = s - \frac{d}{p} < s \leq 1$,
\[
\|u_1 - u_2\|_{C^{0,\gamma}(\Omega)} + \|u_1 - u_2\|_{H_0^2(\Omega)}^2 \leq C_1 \|g_1 - g_2\|_{L^\infty(\mathbb{R}^d)}
\]
(3.21)
\[
+ C'_1 \left( \|A_1 - A_2\|_{L^{p_1}(\mathbb{R}^d)} \|b_1 - b_2\|_{L^1(\Omega)} + \|d_1 - d_2\|_{L^1(\Omega)} 
+ \|c_1 - c_2\|_{L^1(\Omega)} + \|f_{\#}^1 - f_{\#}^2\|_{L^1(\Omega)} + \|f_1 - f_2\|_{L^{p_1}(\mathbb{R}^d)} \right),
\]
where the positive constants $C_1$ and $C'_1$ depend on $\delta, g_*, g^*, s, d, s, \Omega$ and linearly on the $L^1$-norms of $A_i, b_i, d_i, c_i, f_{\#}, f_i$.

Proof. Since $u_i \in K^s_{g_i} \subset \Lambda_0^{s,\infty}(\Omega)$ and $g_i$ satisfies (3.20) for each $i = 1, 2$, we have
\[
\frac{s}{C_0} \|u_i\|_{L^\infty(\Omega)} \leq \|D^s u_i\|_{L^\infty(\mathbb{R}^d)} \leq g^*,
\]
where $C_0 > 0$ is the Poincaré constant in (2.10).

Set $\eta = \|g_1 - g_2\|_{L^\infty(\mathbb{R}^d)}$ and $\mu = \frac{g_* - \eta}{g_*}$. Observe that $u_{ij} = \mu u_j \in K^s_{g_i}$ ($i \neq j, i, j = 1, 2$) and so it can be used as test function in (3.11) for $L_i^s$ and $f_{\#}, f_i$. For $i = 1, 2$, we obtain
\[
L_i^s(u_{i}, u_{ij} - u_i) \geq [F_i, u_{ij} - u_i]_s,
\]
or equivalently,
\[
L_i^s(u_{i}, u_{i} - u_j) \leq [F_i, u_{i} - u_j]_s + L_i^s(u_{i}, u_{ij} - u_i) + [F_i, u_{j} - u_{ij}]_s.
\]
(3.22)

Since $u_{ij} - u_j = (\mu - 1)u_j$ and $0 \leq 1 - \mu \leq \frac{n}{g_*}$, setting $M = \max\{g^*, \frac{C_0}{s} g^*\}$, we may estimate the middle term of (3.22) by
\[
\left| L_i^s(u_i, u_{ij} - u_j) \right| = \left| (\mu - 1)L_i^s(u_i, u_j) \right| \leq \frac{n}{g_*} \left| L_i^s(u_i, u_j) \right|
\]
\[
\leq \frac{n}{g_*} M^2 \left( \|A_i\|_{L^{1}(\mathbb{R}^d)}^2 + \|b_i\|_{L^1(\Omega)} + \|d_i\|_{L^1(\Omega)} + \|c_i\|_{L^1(\Omega)} \right) = \eta \kappa_i
\]
and the last one by
\[
\left| [F_i, u_j - u_{ij}]_s \right| = (1 - \mu) \left| [F_i, u_j]_s \right| \leq \frac{n}{g_*} M \left( \|f_{\#}^i\|_{L^1(\Omega)} + \|f_i\|_{L^1(\mathbb{R}^d)} \right) = \eta \nu_i.
\]
Setting $w = u_1 - u_2$ and
\[
E_{21} = \int_{\mathbb{R}^d} (A_2 - A_1)D^s u_2 \cdot D^s w + \int_\Omega (b_2 - b_1) u_2 \cdot D^s w
\]
\[
+ \int_\Omega ((b_2 - b_1) \cdot D^s u_2 + (c_2 - c_1) u_2) w,
\]
by using (3.22) for $i = 2$, we have
\[
(3.23) \quad -L_1^s(u_2, w) = L_2^s(u_2, -w) + E_{21} \leq [F_2, -w]_s + \eta (\kappa_2 + \nu_2) + e_{21},
\]
where
\[
|E_{21}| \leq 2M^2 \left( \|A_1 - A_2\|_{L^{1}(\mathbb{R}^d)}^2 + \|d_1 - d_2\|_{L^1(\Omega)}^2 + \|b_1 - b_2\|_{L^1(\Omega)} + \|c_1 - c_2\|_{L^1(\Omega)} \right) \equiv e_{21}.
\]
Summing (3.22) for $i = 1$ with (3.23) and using the coercivity (3.19), we obtain
\[
\delta \|w\|^2_{H^s_0(\Omega)} \leq \mathcal{L}^s_1(w, w) - \mathcal{L}^s_1(u, w) = \mathcal{L}^s_{1}(u, w) - \mathcal{L}^s_{1}(u_2, w)
\leq [F_1, w]_s + \eta(\kappa_1 + \nu_1) + [F_2, -w]_s + \eta(\kappa_2 + \nu_2) + e_{21} + \varphi_{12},
\]
where $\|[F_1 - F_2, w]_s\| \leq \varphi_{12}$, with $\varphi_{12} = 2M(\|f_1 - f_2\|_{L^1(\Omega)} + \|f_1 - f_2\|_{L^1(\mathbb{R}^d)})$.

To conclude (3.21) it suffices to use the continuous embedding (2.16), which guarantees the existence of a constant $C_\beta > 0$ and $0 < \beta = s - \frac{d}{p} < s \leq 1$, with $p > \max\{2, \frac{d}{s}\}$ in
\[
\left(\frac{1}{C_\beta}\right)^p \|w\|^p_{C^0(\mathbb{R}^{d})} \leq \int_{\mathbb{R}^d} |D^s w|^p \leq \|D^s w\|^{p-2}_{L^\infty(\mathbb{R}^d)} \int_{\mathbb{R}^d} |D^s w|^2 \leq (\|g\|^p_{L^\infty(\Omega)})^{p-2} \|w\|^{2}_{H^s_0(\Omega)}.
\]

□

The following proposition shows that we can replace the assumption (3.20) by (3.20)$_{loc}$ in the above theorem.

**Proposition 3.8.** Let $g \in L^\infty_{loc}(\mathbb{R}^d)$ be positively lower bounded in any compact set and such that
\[
\lim_{|x| \to +\infty} g(x)|x|^{d+s} = \infty.
\]

Then there exists $h \in L^\infty(\mathbb{R}^d)$, with positive lower bound in $\mathbb{R}^d$ and such that $\mathbb{K}_h^s = \mathbb{K}_g^s$. More precisely, we can choose $h = g \chi_{\Omega_R} + k\chi_{\mathbb{R}^d \setminus \Omega_R}$ for a certain $R > 0$ and $k \geq \|g\|_{L^\infty(\Omega_R)}$.

**Proof.** Using remarks 2.5, 2.9 and the inequality (3.12) for $p = 1$, there exists $R_0 = R_0(s) > 0$, independent of $g$, such that, for $R \geq R_0$, and $u \in \mathbb{K}_g^s$, we have
\[
|D^s u(x)| \leq \frac{c_0}{s} \frac{2\mu_s|\Omega_R|}{d(x, \Omega)^{d+s}} \|g\|_{L^\infty(\Omega_R)}, \quad \forall x \not\in \Omega_R.
\]

Using (3.24), fix $R \geq R_0$ such that
\[
g(x)d(x, \Omega)^{d+s} \geq \frac{c_0}{s} \frac{2\mu_s|\Omega_R|}{d(x, \Omega)^{d+s}} \|g\|_{L^\infty(\Omega_R)}, \quad \forall x \not\in \Omega_R
\]
and
\[
\frac{c_0}{s} \frac{2\mu_s|\Omega_R|}{d(x, \Omega)^{d+s}} \leq 1.
\]

Let $k \geq \|g\|_{L^\infty(\Omega_R)}$ and consider $h : \mathbb{R}^d \longrightarrow \mathbb{R}$
\[
h(x) = \begin{cases} g(x) & \text{if } x \in \Omega_R, \\ k & \text{otherwise}. \end{cases}
\]

Then $h$ satisfies assumption (3.20) and $\mathbb{K}_h^s = \mathbb{K}_g^s$. Indeed, if $u \in \mathbb{K}_g^s$ then, for $x \not\in \Omega_R$,
\[
|D^s u(x)| \leq \frac{c_0}{s} \frac{2\mu_s|\Omega_R|}{d(x, \Omega)^{d+s}} \|g\|_{L^\infty(\Omega_R)} \leq \frac{c_0}{s} \frac{2\mu_s|\Omega_R|}{R^{d+s}} \|g\|_{L^\infty(\Omega_R)} \leq k.
\]
Reciprocally, if \( u \in \mathbb{K}_h \) then, for \( x \not\in \Omega_R \), we have \( x \not\in \Omega_{R_0} \) and then, as \( ||h||_{L^\infty(\Omega_{R_0})} = ||g||_{L^\infty(\Omega_{R_0})} \),
\[
|D^s u(x)| \leq \frac{C_0}{s} \frac{2\mu_s|\Omega_{R_0}|}{d(x, \Omega)^{d+s}} ||g||_{L^\infty(\Omega_{R_0})}
\]
and then, using (3.25), \( |D^s u(x)| \leq g(x) \).

\[\square\]

**Remark 3.9.** Assuming only (3.20) Theorem 3.7 remains valid by taking \( R > 0 \) sufficiently large and replacing \( ||g_1 - g_2||_{L^\infty(\mathbb{R}^d)} \) by \( ||g_1 - g_2||_{L^\infty(\Omega_R)} \) in (3.21).

This is true because in the proof of the last proposition for \( g_1 \) and \( g_2 \), we can define \( h_1 \) and \( h_2 \) as in (3.26) with the same \( R \) and \( h_1 \) equal to \( h_2 \) outside \( \Omega_R \).

**Remark 3.10.** If we assume (3.5), \( b = d = 0 \) and \( c \geq c_* > 0 \) instead (3.17), keeping the other assumptions in Theorem 3.7 we still have a weaker continuous dependence result, replacing \( ||u_1-u_2||_{C^{0,\gamma}(\Omega)} + ||u_1-u_2||_{H^s(\Omega)}^2 \) by \( ||u_1-u_2||_{L^2(\Omega)} \) in (3.21). In particular, with these assumptions we also have uniqueness of solution for the variational inequality.

4. Transport potentials and densities

In this section we consider the Lagrange multiplier problem for \( 0 < s \leq 1 \), associated with bounded \( s \)-gradient constraints: find the generalised transport potential-density pair \( (u, \lambda) \in \Lambda_0^{s,\infty}(\Omega) \times L^\infty(\mathbb{R}^d)' \), such that

\[
\begin{align*}
\mathcal{L}^s(u, v) + \langle \lambda D^s u, D^s v \rangle &= [F, v]_s, \quad \forall v \in \Lambda_0^{s,\infty}(\Omega) \\
|D^s u| &\leq g \text{ a.e. in } \mathbb{R}^d, \quad \lambda \geq 0 \quad \text{and} \quad \lambda(|D^s u| - g) = 0 \quad \text{in } L^\infty(\mathbb{R}^d)'..
\end{align*}
\]

In the case \( s = 1 \) the solution \( (u, \lambda) \) is to be found in \( W_0^{1,\infty}(\Omega) \times L^\infty(\Omega)' \) and the test functions \( v \) in \( W_0^{1,\infty}(\Omega) \), since \( D^1 = D \) is the classical gradient.

Here \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( L^\infty(\mathbb{R}^d)' \) and \( L^\infty(\mathbb{R}^d) \) and we set, for \( \varphi \in L^\infty(\mathbb{R}^d) \),
\[
\langle \lambda \varphi, \xi \rangle = \langle \lambda, \varphi \cdot \xi \rangle, \quad \forall \xi \in L^\infty(\mathbb{R}^d),
\]
where \( \langle \cdot, \cdot \rangle \) is the duality pairing between \( L^\infty(\mathbb{R}^d)' \) and \( L^\infty(\mathbb{R}^d) \).

**Theorem 4.1.** Assume \( g \) satisfies (3.20), \( \mathcal{L}^s \) is given by (3.4) with the assumptions (3.5), (3.7) and \( F \in \Lambda_0^{s,\infty}(\Omega)' \) is given by (3.8) if \( 0 < s < 1 \) (respectively \( F \in W_0^{1,\infty}(\Omega)' \), if \( s = 1 \)) with the assumption (3.10). Then problem (4.1) has a solution \( (u, \lambda) \in \Lambda_0^{s,\infty}(\Omega) \times L^\infty(\mathbb{R}^d)' \), for any \( 0 < s < 1 \) (respectively in \( W_0^{1,\infty}(\Omega) \times L^\infty(\Omega)' \) if \( s = 1 \)), and \( u \) solves the variational inequality (3.11).

The proof of this existence theorem is obtained by a suitable penalisation of the \( s \)-gradient constraint, combined with an elliptic nonlinear regularisation, and by a weak stability property of the generalised formulation (4.1) given by the following theorem.
Consider for $0 < \nu < 1$ the family of solutions $(u_\nu, \lambda_\nu) \in \Lambda^{s,\infty}_0(\Omega) \times L^\infty(\mathbb{R}^d)'$, if $0 < s < 1$ (respectively, $W^{1,\infty}_0(\Omega) \times L^\infty(\Omega)'$ if $s = 1$)

(4.1a)_\nu \quad \mathcal{L}^s_\nu(u_\nu, v) + \langle \lambda_\nu D^s u_\nu, D^s v \rangle = [F_\nu, v]_s, \quad \forall v \in \Lambda^{s,\infty}_0(\Omega)

(4.1b)_\nu \quad |D^s u_\nu| \leq g_\nu \text{ a.e. in } \mathbb{R}^d, \quad \lambda_\nu \geq 0 \text{ and } \lambda_\nu(|D^s u_\nu| - g_\nu) = 0 \text{ in } L^\infty(\mathbb{R}^d)'.$

where $\mathcal{L}^s_\nu$ and $F_\nu$ are defined by the (3.4) and (3.6) with data $A_\nu$, $b_\nu$, $d_\nu$, $c_\nu$ and $f_{\#\nu}$, $f_\nu$, respectively.

**Theorem 4.2.** Suppose the functions $A_\nu$, $b_\nu$, $d_\nu$, $c_\nu$, $f_{\#\nu}$, $f_\nu$ and $g_\nu$, for each $\nu$, $0 < \nu < 1$, satisfy (3.3), (3.5), (3.7), (3.10) and (3.20) and have limit functions as $\nu \to 0$:

(4.2a) \quad A_\nu \to A \text{ in } L^{p_1}(\mathbb{R}^d)^d, \quad c_\nu \to c \text{ in } L^1(\Omega),

(4.2b) \quad b_\nu \to b \text{ in } L^1(\Omega), \quad d_\nu \to d \text{ in } L^1(\Omega),

(4.2c) \quad f_{\#\nu} \to f_{\#} \text{ in } L^1(\Omega), \quad f_\nu \to f \text{ in } L^{q_1}(\mathbb{R}^d),

(4.2d) \quad g_\nu \to g \text{ in } L^\infty(\mathbb{R}^d).

Then, if $(u_\nu, \lambda_\nu)$ solves (4.1a), (4.1b), there is a generalised sequence, still denoted by $\nu \to 0$, and a solution $(u, \lambda)$ to (4.1a), (4.1b) such that

(4.3a) \quad u_\nu \to u \text{ in } C^{0,\alpha}(\Omega)-\text{strong}

(4.3b) \quad D^s u_\nu \rightharpoonup D^s u \text{ in } L^\infty(\Omega)-\text{weak}^*,

(4.3c) \quad \lambda_\nu \rightharpoonup \lambda \text{ in } L^\infty(\mathbb{R}^d)'-\text{weak}^*,

where $0 < \alpha < s \leq 1$, with the convention $\Lambda^{s,\infty}_0(\Omega) = W^{1,\infty}(\Omega)$ in the case $s = 1$.

**Proof.** Since $|D^s u_\nu| \leq g_\nu \leq g^* \text{ a.e. in } \mathbb{R}^d$, for all $0 < \nu < 1$, by recalling (2.17) and (2.16), respectively, we have the a priori estimates

(4.4) \quad \|D^s u_\nu\|_{L^\infty(\mathbb{R}^d)} \leq g^*, \quad \text{and} \quad \|u_\nu\|_{C^{0,\beta}(\Omega)} \leq C_\beta, \quad \text{for all } 0 < \beta < s \leq 1.

Taking $v = u_\nu$ in (4.1a) we get

(4.5) \quad \langle \lambda_\nu, |D^s u_\nu|^2 \rangle = \langle \lambda_\nu D^s u_\nu, D^s u_\nu \rangle = [F_\nu, u_\nu]_s - \mathcal{L}^s_\nu(u_\nu, u_\nu) \leq C_1, \quad \text{for all } \sigma < s \leq 1,

where $C_1 > 0$ is a constant dependent on $g^*$, $C_\beta$ and a common bound of the $L^{p_1}$, $L^1$, and $L^{q_1}$ norms of $(A_\nu)_\nu$, $(b_\nu)_\nu$, $(d_\nu)_\nu$, $(c_\nu)_\nu$, $(f_{\#\nu})_\nu$ and $(f_\nu)_\nu$, respectively, independent of $\nu$.

Observing that, as $(u_\nu, \lambda_\nu)$ solves problem (4.1a), (4.1b) we have $\lambda_\nu(|D^s u_\nu| - g_\nu) = 0$ in $L^\infty(\mathbb{R}^d)'$, which, multiplying by $|D^s u_\nu| + g_\nu$, implies

(4.6) \quad \langle \lambda_\nu, |D^s u_\nu|^2 \rangle = \langle \lambda_\nu, g_\nu^2 \rangle.
Using the assumption $g_\nu \geq g_s$ and $\lambda_\nu \geq 0$ we have
\[
\|\lambda_\nu\|_{L^\infty(\mathbb{R}^d)} = \sup_{\|\xi\|_{L^\infty(\mathbb{R}^d)} \leq 1} |\langle \lambda_\nu, \xi \rangle| \leq \sup_{\|\xi\|_{L^\infty(\mathbb{R}^d)} \leq 1} |\langle \lambda_\nu, |\xi| \rangle| \leq |\langle \lambda_\nu, 1 \rangle| \leq |\langle \lambda_\nu, \frac{g_\nu^2}{g_s^2} \rangle| \leq \frac{1}{g_s^2} |\langle \lambda_\nu, |D^s u_\nu|^2 \rangle| \leq \frac{C_1 g_s^2}{g_s^2}, \quad \text{by (4.6) and (4.5)}.
\]

As a consequence, letting $\Psi_\nu = \lambda_\nu D^s u_\nu$, we also have
\[
\|\Psi_\nu\|_{L^\infty(\mathbb{R}^d)} = \sup_{\|\xi\|_{L^\infty(\mathbb{R}^d)} \leq 1} |\langle \lambda_\nu, D^s u_\nu \cdot \xi \rangle| \leq \|\lambda_\nu\|_{L^\infty(\mathbb{R}^d)} \|D^s u_\nu\|_{L^\infty(\mathbb{R}^d)} \leq \frac{C_1 g_s^2}{g_s^2}.
\]

Then, by the above estimates, we may choose some generalised sequence $\nu \to 0$, such that: i) (4.3a) holds with $\alpha < \beta$ for some $u \in C_0^{0,\alpha}(\bar{\Omega})$ and (4.3c) holds, using the distributional nature of $D^s$, since (4.4) is satisfied and ii) by the Banach-Alaoglu-Bourbaki theorem, (4.3c) holds for some $\lambda \in L^\infty(\mathbb{R}^d)'$ (by estimate (4.7)) and there exists a $\Psi \in L^\infty(\mathbb{R}^d)'$ (by (4.8)) with
\[
(4.9) \quad \Psi_\nu \underset{\nu}{\to} \Psi \quad \text{in} \ L^\infty(\mathbb{R}^d)'.
\]

Letting $\nu \to 0$ in (4.1a) or, by the assumptions (4.2a), (4.2b), (4.2c) and the convergences (4.3a) and (4.3c), we conclude that $(u, \Psi)$ solves:

\[
\mathcal{L}^s(u, v) + \langle \Psi, D^s v \rangle = [F, v]_s, \quad \forall v \in \Lambda_0^{0,\infty}(\Omega).
\]

Note that $\lambda_\nu \geq 0$ implies $\lambda \geq 0$. Given any measurable set $\omega \subset \mathbb{R}^d$ with finite measure, taking $\xi \in L^1(\mathbb{R}^d)$, defined by $\xi = \frac{D^s u}{|D^s u|}$ if $x \in \omega \cap \{|D^s u| \neq 0\}$ and $\xi = 0$ elsewhere, since $D^s u_\nu \to D^s u$ in $L^\infty(\mathbb{R}^d)$-weak*, we have
\[
(4.10) \quad \int_\omega g_\nu \geq \int_\omega |D^s u_\nu| \geq \int_\omega D^s u_\nu : \xi_\nu \to \int_{\mathbb{R}^d} D^s u : \xi = \int_\omega |D^s u|,
\]
and so $|D^s u| \leq g$ a.e. in $\mathbb{R}^d$, by (4.2d) and the arbitrariness of $\omega \subset \mathbb{R}^d$. Then, in order to complete the proof, it remains to show that
\[
(4.11) \quad \Psi = \lambda D^s u \quad \text{in} \ L^\infty(\mathbb{R}^d)',
\]
and
\[
(4.12) \quad \lambda |D^s u| = \lambda g \quad \text{in} \ L^\infty(\mathbb{R}^d)',
\]
or equivalently, using the assumption (4.20),
\[
\langle \lambda(g - |D^s u|), \varphi \rangle = \langle \lambda, (g^2 - |D^s u|^2) \varphi \rangle = 0, \quad \forall \varphi \in L^\infty(\mathbb{R}^d).
\]

Then we observe that, recalling $|D^s u| \leq g$ and using (4.7),
\[
(4.13) \quad \frac{1}{2} \langle \lambda_\nu, |D^s(u_\nu - u)|^2 \rangle = \frac{1}{2} \left( \langle \lambda_\nu, |D^s u_\nu|^2 \rangle - 2 \langle \lambda_\nu, D^s u_\nu \cdot D^s u \rangle + \langle \lambda_\nu, |D^s u|^2 \rangle \right) \\
\leq \langle \lambda_\nu, |D^s u_\nu|^2 \rangle - \langle \lambda_\nu, D^s u_\nu \cdot D^s u \rangle + \frac{1}{2} \langle \lambda_\nu, g^2 - g_\nu^2 \rangle \\
\leq \langle \lambda_\nu D^s u_\nu, D^s(u_\nu - u) \rangle + \frac{1}{2} \|\lambda_\nu\|_{L^\infty(\mathbb{R}^d)} \|g^2 - g_\nu^2\|_{L^\infty(\mathbb{R}^d)} \\
\leq [F_\nu, u_\nu - u]_s - \mathcal{L}_\nu^s(u_\nu, u_\nu - u) + \frac{1}{2} C_1 \|g^2 - g_\nu^2\|_{L^\infty(\mathbb{R}^d)}.
We have \([F_\nu, u_\nu - u]_s \to 0\) and \(\mathcal{L}_\nu^s(u_\nu, u) \to \mathcal{L}^s(u, u)\), while, on the other hand,

\[(4.14)\]
\[
\lim_{\nu} \mathcal{L}_\nu^s(u_\nu, u_\nu) \geq \mathcal{L}^s(u, u)
\]
since, arguing as in (3.15) we have that, using (4.2a),

\[
\lim_{\nu} \int_{\mathbb{R}^d} A_\nu D^s u_\nu \cdot D^s u_\nu \geq \lim_{\nu} \int_{\mathbb{R}^d} A D^s u_\nu \cdot D^s u_\nu + \lim_{\nu} \int_{\mathbb{R}^d} (A_\nu - A) D^s u_\nu \cdot D^s u_\nu
\]

as

\[
\left| \int_{\mathbb{R}^d} (A_\nu - A) D^s u_\nu \cdot D^s u_\nu \right| \leq (g^s)^2 \|A_\nu - A\|_{L^1(\mathbb{R}^d)}^2 \to 0
\]

and, using the convergences (4.3a) with (4.2a) and (4.2b),

\[
\int_{\Omega} b_\nu \cdot D^s u_\nu (u_\nu - u) + d_\nu u_\nu \cdot D^s(u_\nu - u) + c_\nu u_\nu (u_\nu - u) \to 0.
\]

Hence we conclude that

\[
0 \leq \lim_{\nu} \langle \lambda_\nu, |D^s(u_\nu - u)|^2 \rangle \leq \lim_{\nu} \langle \lambda_\nu, |D^s(u_\nu - u)|^2 \rangle \leq 0.
\]

By the Hölder inequality (see Proposition 2.14),

\[
|\langle \lambda_\nu, D^s(u_\nu - u) \cdot \xi \rangle| \leq \langle \lambda_\nu, |D^s(u_\nu - u)||\xi|| \leq \langle \lambda_\nu, |D^s(u_\nu - u)|^2 \rangle^{\frac{1}{2}} \langle \lambda_\nu, |\xi|^2 \rangle^{\frac{1}{2}}
\]

\[
\leq \langle \lambda_\nu, |D^s(u_\nu - u)|^2 \rangle^{\frac{1}{2}} \|\lambda_\nu\|_{L^1(\Omega)}^{\frac{1}{2}} \|\xi\|_{L^\infty(\mathbb{R}^d)}
\]

which by (4.7) yields

\[(4.15)\]
\[
\lim_{\nu} \langle \lambda_\nu, D^s(u_\nu - u) \cdot \xi \rangle = 0, \quad \forall \xi \in L^\infty(\mathbb{R}^d).
\]

Now, recalling (4.9), (4.11) follows now from (4.15), since

\[
\langle \Psi, \xi \rangle = \lim_{\nu} \langle \Psi_\nu, \xi \rangle = \lim_{\nu} \langle \lambda_\nu, D^s u_\nu \cdot \xi \rangle = \lim_{\nu} \langle \lambda_\nu, D^s u \cdot \xi \rangle
\]

\[(4.16)\]
\[
= \langle \lambda, D^s u \cdot \xi \rangle = \langle \lambda D^s u, \xi \rangle \quad \forall \xi \in L^\infty(\mathbb{R}^d).
\]

Using (4.15) and (4.16) with \(\xi = D^s u_\nu\) we obtain \(\lim_{\nu} \langle \lambda_\nu, D^s u_\nu, D^s(u_\nu - u) \rangle = 0\) and

\[
\langle \lambda, g^2 \rangle = \lim_{\nu} \langle \lambda_\nu, g^2 \rangle = \lim_{\nu} \langle \lambda_\nu D^s u_\nu, D^s u_\nu \rangle = \lim_{\nu} \langle \lambda_\nu D^s u_\nu, D^s u \rangle = \langle \lambda, |D^s u|^2 \rangle,
\]

which implies \(\langle \lambda(g^2 - |D^s u|^2), 1 \rangle = 0\).

Finally, (4.12) follows again by the Hölder inequality for charges, with an arbitrary \(\varphi \in L^\infty(\mathbb{R}^d),\)

\[
\langle \lambda(g - |D^s u|), \varphi \rangle = \left| \langle \lambda(g^2 - |D^s u|^2), \frac{\varphi}{g + |D^s u|} \rangle \right|
\]

\[
\leq \langle \lambda(g^2 - |D^s u|^2), 1 \rangle^{\frac{1}{2}} \langle \lambda(g^2 - |D^s u|^2), \frac{|\varphi|^2}{(g + |D^s u|)^2} \rangle^{\frac{1}{2}} = 0.
\]
Proof. (of Theorem 4.1) It can be obtained with the following approximating problem. Let 
0 < \varepsilon < 1 and fix q > 1 + \frac{d}{2} > 2, so that \Lambda_0^{s,r}(\Omega) \subset C(\Omega), for 0 < s \leq 1 and r = q - 1 > \frac{d}{2},
recalling the convention \Lambda_0^{s,r}(\Omega) = W_0^{1,r}(\Omega) if s = 1. We firstly consider \mathcal{L}^s and F defined by (3.4) and (3.8) under the assumption (3.5) and, letting r' = \frac{r}{r-1},
(4.19) \quad A \in L^\infty(\mathbb{R}^d)^d, \quad b, d \in L^{r'}(\Omega), \quad f \in L^d(\mathbb{R}^d), \quad c, f_\# \in L^1(\Omega),
with which we shall prove the existence of a solution (u, \lambda) \in \Lambda_0^{s,\infty}(\Omega) \times L^\infty(\mathbb{R}^d)', 0 < s \leq 1 of (4.1).

The approximating problem is given, for \varepsilon > 0, by
(4.20) \quad u_\varepsilon \in \Lambda_0^{s,q}(\Omega) : \quad \mathcal{L}^s(u_\varepsilon, v) + \|k_\varepsilon(u_\varepsilon) + \varepsilon D_q^s u_\varepsilon, v\| = [F, v], \quad \forall v \in \Lambda_0^{s,q}(\Omega),
where \varepsilon > 0 and the penalisation operator
[\tilde{k}_\varepsilon(w, v) = \int_\mathbb{R}^d k_\varepsilon(|D^s w| - g)D^s w \cdot D^s v, \quad \forall v, w \in \Lambda_0^{s,q}(\Omega),

is defined with the continuous monotone function
k_\varepsilon(t) = 0 \quad \text{for} \ t \leq 0, \quad k_\varepsilon(t) = e^{\frac{t}{\varepsilon}} - 1 \quad \text{for} \ 0 < t \leq \frac{1}{\varepsilon} \quad \text{and} \quad k_\varepsilon(t) = e^{\frac{t}{\varepsilon^2}} - 1 \quad \text{for} \ t \geq \frac{1}{\varepsilon}

and the nonlinear elliptic regularisation is given by
[\varepsilon D_q^s w, v\| = \varepsilon \int_\mathbb{R}^d |D^s w|^{q-2}D^s w \cdot D^s v, \quad \forall v, w \in \Lambda_0^{s,q}(\Omega).

As in Lemma 3.2, the nonlinear operator \[B_\varepsilon u, v = \mathcal{L}^s(u, v) + [\tilde{k}_\varepsilon(u) + \varepsilon D_q^s u, v\] is easily seen to be pseudo-monotone in \Lambda_0^{s,q}(\Omega) and also coercive (see [21] or [26]), since, setting \[\|v\| = \|D^s v\|_{L^q(\mathbb{R}^d)},
\frac{[B_\varepsilon v, v]}{\|v\|} = \frac{1}{\|v\|} \left( \int_\mathbb{R}^d (\varepsilon|D_q^s v|^q + AD^s v \cdot D^s v + k_\varepsilon(|D^s v| - g)|D^s v|^2) + \int_\Omega (v(d + b) \cdot D^s v + cv^2) \right)
\geq \varepsilon\|D^s v\|_{L^q(\mathbb{R}^d)}^{q-1} - \|v\|_{L^\infty(\Omega)} \left( \|d + b\|_{L^r(\Omega)}\|D^s v\|_{L^r(\Omega)} + \|c\|_{L^1(\Omega)}\|v\|_{L^\infty(\Omega)} \right)
\geq \|v\| \left( \varepsilon\|v\|^{q-1} - \tilde{C}_q \right) \rightarrow \infty \quad \text{as} \ \|v\| \rightarrow \infty,
\]
with \[\tilde{C}_q = C_{r,q}C_q \left( \|d + b\|_{L^r(\Omega)} + C_q\|c\|_{L^1(\Omega)} \right), \quad \text{where} \ C_{r,q} \text{ is given by (2.13) and} \ C_q > 0 \text{ is given by}
the continuous embedding (2.15), i.e., such that \[\|v\|_{L^\infty(\Omega)} \leq C_q\|D^s v\|_{L^q(\mathbb{R}^d)}, \quad v \in \Lambda_0^{s,q}(\Omega).

Then, by the theory of pseudo-monotone and coercive operators (see [21] or [26], for instance),
since \[F \in \Lambda_0^{s,q}(\Omega)', \text{there exists} \ u_\varepsilon \in \Lambda_0^{s,q}(\Omega) \text{solving (4.20). Taking} \ v = u_\varepsilon \text{in (4.20) and setting}
\hat{k}_\varepsilon = k_\varepsilon(|D^s u_\varepsilon| - g),
\int_\mathbb{R}^d \hat{k}_\varepsilon|D^s u_\varepsilon|^2 + \varepsilon \int_\mathbb{R}^d |D^s u_\varepsilon|^q \leq \tilde{C}_r\|D^s u_\varepsilon\|_{L^r(\mathbb{R}^d)}^2
\left( C_r\|f_\#\|_{L^1(\Omega)} + \|f\|_{L^q(\mathbb{R}^d)} \right)\|D^s u_\varepsilon\|_{L^q(\mathbb{R}^d)}
\leq \tilde{C}_r\|D^s u_\varepsilon\|_{L^q(\mathbb{R}^d)}^2 \leq \tilde{C}_r^2 C_{r,q}^2\|D^s u_\varepsilon\|_{L^q(\mathbb{R}^d)}^2,
with \( \tilde{C}_r = C_r(\|d + b\|_{L^\prime(\Omega)} + C_r\|c\|_{L^1(\Omega)}) \) by assuming, without loss of generality, that \( \|D^s u_\varepsilon\|_{L^r(\mathbb{R}^d)} \geq 1 \), which will allow the proof of the following \textit{a priori} estimates independent of \( \varepsilon, \varepsilon \) sufficiently small,

\[
\|D^s u_\varepsilon\|_{L^r(\mathbb{R}^d)} \leq C, \tag{4.22}
\]

\[
\|\hat{k}_\varepsilon|D^s u_\varepsilon|^2\|_{L^1(\mathbb{R}^d)} \leq C \quad \text{and} \quad \|k_\varepsilon\|_{L^1(\mathbb{R}^d)} \leq C, \tag{4.23}
\]

\[
\|\hat{k}_\varepsilon D^s u_\varepsilon\|_{L^\infty(\mathbb{R}^d)} \leq C. \tag{4.24}
\]

From (4.21), there exists \( C > 0 \), independent of \( \varepsilon \), such that \( \|D^s u_\varepsilon\|_{L^q(\mathbb{R}^d)} \leq C\varepsilon^{-1/(q-2)} \) and consequently also

\[
g^2\|\hat{k}_\varepsilon\|_{L^1(\mathbb{R}^d)} \leq \|\hat{k}_\varepsilon|D^s u_\varepsilon|^2\|_{L^1(\mathbb{R}^d)} \leq C\varepsilon^{-\frac{2}{2-q}}, \tag{4.25}
\]

since, as \( \hat{k}_\varepsilon = 0 \) if \( |D^s u_\varepsilon| < g \), we have \( \hat{k}_\varepsilon|D^s u_\varepsilon|^2 \geq g^2\hat{k}_\varepsilon \geq g^2\varepsilon^2 \).

Now we split \( \mathbb{R}^d \) in two subsets,

\[
U_\varepsilon = \{x \in \mathbb{R}^d : |D^s u_\varepsilon| - g \leq \sqrt{\varepsilon}\} \quad \text{and} \quad V_\varepsilon = \mathbb{R}^d \setminus U_\varepsilon
\]

and we observe that, as \( k_\varepsilon \) is a monotone function, in \( V_\varepsilon \) we have \( \hat{k}_\varepsilon = k_\varepsilon(|D^s u_\varepsilon| - g) \geq k_\varepsilon(\sqrt{\varepsilon}) = e^{\frac{\varepsilon}{\sqrt{\varepsilon}}} - 1 \) and

\[
|V_\varepsilon| = \int_{V_\varepsilon} 1 \leq \int_{V_\varepsilon} \frac{\hat{k}_\varepsilon}{\varepsilon^{\frac{1}{\sqrt{\varepsilon}}}} - 1 \leq \frac{1}{\varepsilon^{\frac{1}{\sqrt{\varepsilon}}}} \int_{\mathbb{R}^d} \hat{k}_\varepsilon \leq \frac{C}{\varepsilon^{\frac{1}{\sqrt{\varepsilon}}}} \left( \frac{1}{\varepsilon^{\frac{1}{\sqrt{\varepsilon}}}} - 1 \right) \rightarrow 0, \quad \varepsilon \rightarrow 0.
\]

\[
\int_{V_\varepsilon} |D^s u_\varepsilon|^r \leq \left( \int_{\mathbb{R}^d} |D^s u_\varepsilon|^q \right)^{\frac{r}{q}} |V_\varepsilon|^{\frac{q-r}{q}} \leq C \left( \varepsilon^{-\frac{1}{\sqrt{\varepsilon}}} \right)^{\frac{r}{q}} \left( \frac{1}{\varepsilon^{\frac{1}{\sqrt{\varepsilon}}}} - 1 \right)^{\frac{q-r}{q}} \varepsilon \rightarrow 0.
\]

Given \( R > 0 \),

\[
\int_{U_\varepsilon \cap \Omega_R} |D^s u_\varepsilon|^r \leq \int_{U_\varepsilon \cap \Omega_R} (g + \sqrt{\varepsilon})^r \leq (g^* + 1)^r |\Omega_R|,
\]

\[
\int_{U_\varepsilon \setminus \Omega_R} |D^s u_\varepsilon|^r \leq C(R)\|u_\varepsilon\|_{L^1(\Omega)}^r \leq C(R)C_{r,1}^r \|D^s u_\varepsilon\|_{L^r(\mathbb{R}^d)}^r,
\]

using (2.5) and (2.11), with \( C \) representing different constants. Then, for \( \varepsilon \) small enough,

\[
\int_{\mathbb{R}^d} |D^s u_\varepsilon|^r \leq (g^* + 1)^r |\Omega_R| + C(R)C_{r,1}^r \|D^s u_\varepsilon\|_{L^r(\mathbb{R}^d)}^r + 1.
\]

Choosing \( R_0 > 0 \) such that \( C(R_0)C_{r,1}^r \leq \frac{1}{2} \) we get (4.22) from

\[
\|D^s u_\varepsilon\|_{L^r(\mathbb{R}^d)} \leq 2^{\frac{1}{2}} ((g^* + 1)^r |\Omega_{R_0}| + 1)^{\frac{1}{2}}.
\]

Hence, also from (4.21) we immediately obtain that \( \|\hat{k}_\varepsilon|D^s u_\varepsilon|^2\|_{L^1(\mathbb{R}^d)} \leq C, \) and (4.23) follows from the first inequality in (4.25).
As a consequence, \((4.24)\) now easily follows from \((4.23)\):

\[
\|\hat{k}_\varepsilon D^s u_\varepsilon\|_{L^\infty(\mathbb{R}^d)} = \sup_{\|\xi\|_{L^\infty(\mathbb{R}^d)} \leq 1} \left| \int_{\mathbb{R}^d} \hat{k}_\varepsilon D^s u_\varepsilon \cdot \xi \right| \\
\leq \int_{\mathbb{R}^d} \frac{1}{k_{\varepsilon}^2} \left| D^s u_\varepsilon \right| \leq \left\| \hat{k}_\varepsilon \right\|_{L^1(\mathbb{R}^d)} \left\| \hat{k}_\varepsilon D^s u_\varepsilon \right\|_{L^1(\mathbb{R}^d)} ^{\frac{1}{2}}.
\]

By compactness, from the estimates \((4.22)\), \((4.23)\) and \((4.24)\), using the Rellich-Kondrachov and the Banach-Alaoglu-Bourbaki theorems, there exist \(u \in \Lambda_0^{s,f}(\Omega) \cap C^{0,\gamma}(\Omega)\), \(\lambda \in L^\infty(\mathbb{R}^d)\) and \(\Psi \in L^\infty(\mathbb{R}^d)\) and a generalised sequence \(\varepsilon \to 0\) such that

\[
D^s u_\varepsilon \xrightarrow{\varepsilon \to 0} D^s u \text{ in } L^r(\mathbb{R}^d)-\text{weak}, \quad u_\varepsilon \xrightarrow{\varepsilon \to 0} u \text{ in } C^{0,\gamma}(\Omega) \text{ strong},
\]

\[
\hat{k}_\varepsilon \xrightarrow{\varepsilon \to 0} \lambda \text{ in } L^\infty(\mathbb{R}^d)'-\text{weak}^*, \quad \hat{k}_\varepsilon D^s u_\varepsilon \rightharpoonup \Psi \text{ in } L^\infty(\mathbb{R}^d)'-\text{weak}^*.
\]

Now, arguing as in the proof of Theorem \((4.2)\) we show that \(u \in \mathbb{R}^s_g\), \(\Psi = \lambda D^s u\) and \((u, \lambda)\) satisfies \((4.1)\).

Firstly we conclude that \(|D^s u| \leq g\) a.e. in \(\mathbb{R}^d\), from

\[
\int_{\mathbb{R}^d} (|D^s u| - g)^+ \leq \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} (|D^s u_\varepsilon| - g - \sqrt{\varepsilon})^+ = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} (|D^s u_\varepsilon| - g - \sqrt{\varepsilon}) \leq \lim_{\varepsilon \to 0} \left\| D^s u_\varepsilon \right\|_{L^r(\mathbb{R}^d)} V_\varepsilon ^{\frac{1}{r}} = 0,
\]

since \(\xi \mapsto (|\xi| - g)^+\) is a convex lower semicontinuous function and \(V_\varepsilon\), defined in \((4.26)\), has vanishing measure as \(\varepsilon \to 0\) by \((4.27)\).

Observing that

\[
\left| \int_{\mathbb{R}^d} |D^s u_\varepsilon|^q - 2 D^s u_\varepsilon \cdot D^s v \right| \leq \left\| D^s u_\varepsilon \right\|_{L^r(\mathbb{R}^d)} \left\| D^s v \right\|_{L^\infty(\mathbb{R}^d)},
\]

taking the generalised limit in \((4.16)\) with an arbitrarily \(v \in \Lambda_0^{s,\infty}(\Omega) \subset \Lambda_0^{s,q}(\Omega)\), we obtain

\[
\langle \Psi, D^s v \rangle = [F, v] - \mathscr{L}^s(u, v), \quad \forall v \in \Lambda_0^{s,\infty}(\Omega),
\]

and, since \(\hat{k}_\varepsilon \geq 0\) implies \(\lambda \geq 0\), it remains to show that \(\hat{k}_\varepsilon \leq \lambda D^s u\) and \(\lambda |D^s u| = \lambda g\).

Taking \(v = u_\varepsilon\) in \((4.20)\) and using \((4.28)\) and the semicontinuity \((4.14)\) for \(u_\varepsilon \xrightarrow{\varepsilon \to 0} u \in \Lambda_0^{s,f}(\Omega)\), we easily obtain

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \hat{k}_\varepsilon |D^s u_\varepsilon|^2 \leq \langle \Psi, D^s u \rangle.
\]

Comparing the inequality

\[
0 \leq \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \hat{k}_\varepsilon |D^s (u_\varepsilon - u)|^2
\]

\[
= \lim_{\varepsilon \to 0} \left( \int_{\mathbb{R}^d} \hat{k}_\varepsilon |D^s u_\varepsilon|^2 - 2 \int_{\mathbb{R}^d} \hat{k}_\varepsilon D^s u_\varepsilon \cdot D^s u + \int_{\mathbb{R}^d} \hat{k}_\varepsilon |D^s u|^2 \right)
\]

\[
\leq \langle \Psi, D^s u \rangle - 2 \lim_{\varepsilon \to 0} (\hat{k}_\varepsilon D^s u_\varepsilon, D^s u) + \lim_{\varepsilon \to 0} (\hat{k}_\varepsilon, |D^s u|^2)
\]

\[
\leq \langle \lambda, |D^s u|^2 \rangle - \langle \Psi, D^s u \rangle,
\]

\[
(4.29)
\]
with (recall that \( \hat{k}_\varepsilon g^2 \leq \hat{k}_\varepsilon |D^s u_\varepsilon|^2 \) by definition of \( \hat{k}_\varepsilon \))

\[
\langle \lambda, |D^s u|^2 \rangle \leq \langle \lambda, g^2 \rangle = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \hat{k}_\varepsilon g^2 \leq \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \hat{k}_\varepsilon |D^s u_\varepsilon|^2 \leq \langle \Psi, D^su \rangle,
\]

we conclude that

\[
\langle \lambda, |D^s u|^2 \rangle = \langle \lambda, g^2 \rangle = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \hat{k}_\varepsilon |D^s u_\varepsilon|^2 = \langle \Psi, D^su \rangle
\]

and, afterwards from (4.29), also

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \hat{k}_\varepsilon |D^s(u_\varepsilon - u)|^2 = 0.
\]

Then \( \Psi = \lambda D^s u \) since, for an arbitrary \( \xi \in L^\infty(\mathbb{R}^d) \),

\[
|\langle \Psi - \lambda D^s u, \xi \rangle| = \lim_{\varepsilon \to 0} \left| \int_{\mathbb{R}^d} \hat{k}_\varepsilon D^s(u_\varepsilon - u) \cdot \xi \right| 
\leq \lim_{\varepsilon \to 0} \left( \int_{\mathbb{R}^d} \hat{k}_\varepsilon |D^s(u_\varepsilon - u)|^2 \right)^{\frac{1}{2}} \|\hat{k}_\varepsilon\|_{L^1(\mathbb{R}^d)} \|\xi\|_{L^\infty(\mathbb{R}^d)} = 0.
\]

From (4.24) it follows \( \langle \lambda, |D^s u|^2 - g^2 \rangle = 0 \) and we conclude, as in (4.18), that

\[
\lambda(|D^s u - g|) = 0 \quad \text{in} \quad L^\infty(\mathbb{R}^d).
\]

The general case follows by Theorem 4.2 by approximating with solutions of (4.1a), (4.1b),

with data \( A_\nu, b_\nu, d_\nu, c, f_\#, f_\nu \) and \( g \) satisfying (3.5), (4.19) and (3.20) and converging strongly

in \( L^p, L^1 \) and \( L^q \), for instance by using \( f_\nu = \sup(-\frac{1}{\nu}, \inf(\frac{1}{\nu}, f))\chi_{B(0, \frac{1}{\nu})} \), where \( \chi_{B(0, \frac{1}{\nu})} \) denotes the characteristic function of \( B(0, \frac{1}{\nu}) \).

Finally, since \( u \in \mathbb{K}_g \), given \( v \in \mathbb{K}_g \), taking \( v - u \) as test function in (4.1a) and noting that

\[
\langle \lambda D^s u, D^s(v - u) \rangle = \langle \lambda, D^s u \cdot D^s(v - u) \rangle = \langle \lambda, D^s u \cdot D^s v - |D^s u|^2 \rangle 
\leq \langle \lambda, |D^s u||D^s v - |D^s u|| \rangle \leq \langle \lambda, |D^s u||(g - |D^s u|) \rangle 
= \langle \lambda(g - |D^s u|), |D^s u| \rangle = 0,
\]

it is clear that \( u \) solves the variational inequality (3.11), which concludes the proof of Theorem 4.1

\[\square\]

**Remark 4.3.** Theorem 4.2, as a weak continuous dependence result, generalises Theorem 3.5 to the case of degenerate operators, including the case \( A \equiv 0 \), with \( L^1 \)-data. In fact, if \( A \) satisfies (3.5) and (3.6) holds with the strictly coercive assumption (3.17), it is clear that \( u \) solving problem (4.1) is unique. On the other hand, the uniqueness of \( \lambda \) is an open problem, even in the local case of \( s = 1 \), which was considered first for the Laplacian in [4] in the special case \( f_\# \in L^2(\Omega) \) and \( f = 0 \).

**Remark 4.4.** As in Section 3, we may assume in Theorems 4.1 and 4.2 that \( g \) and \( g_\nu \) satisfy (3.20) instead (3.20), with uniform limit in \( \nu \).
5. Localisation of transport densities as $s \to 1$

In order to consider the generalised convergence of the fractional problem to the local one as $s \to 1$, for $0 < \sigma < s \leq 1$, with $\sigma$ fixed, we consider $(u_s, \lambda_s) \in \Lambda_0^{s,\infty}(\Omega) \times L^\infty(\mathbb{R}^d)'$ such that

\begin{align}
(5.1)_s \quad & \mathcal{L}^s(u_s, v) + \langle \lambda_s D^s u_s, D^s v \rangle = [F, v]_s, \quad \forall v \in \Lambda_0^{s,\infty}(\Omega) \\
(5.2)_s \quad & |D^s u_s| \leq g_s \text{ a.e. in } \mathbb{R}^d, \quad \lambda_s \geq 0 \text{ and } \lambda_s(|D^s u_s| - g_s) = 0 \text{ in } L^\infty(\mathbb{R}^d)',
\end{align}

with the convention $s = 1$ corresponds to the local problem $(u, \lambda) \in W_0^{1,\infty}(\Omega) \times L^\infty(\Omega)$, where $D^1 = D$ is the classical gradient in the definitions of $\mathcal{L}$ and $[F, \cdot]_s$ given by (3.4) and (3.8), respectively, and (5.2) holds only in $\Omega$.

Here we can also allow a variable threshold $g_s$ under the assumption

\begin{equation}
0 < g_s \leq g_*(x) \leq g^*, \quad \text{a.e. } x \in \mathbb{R}^d, \quad \sigma < s \leq 1,
\end{equation}

and such that

\begin{equation}
g_s \rightarrow g_1 \quad \text{in } L^\infty(\mathbb{R}^d) \quad \text{as } s \to 1.
\end{equation}

The corresponding variational inequality (3.11) now reads as follows

\begin{equation}
u_s \in \mathbb{K}_{g_s}^s : \mathcal{L}^s(u_s, v - u_s) \geq [F, v - u_s]_s, \quad \forall v \in \mathbb{K}_{g_s}^s,
\end{equation}

where the convex set $\mathbb{K}_{g_s}$ is defined by (3.1) with $g_s$, $\sigma < s \leq 1$.

Now we can state the localisation theorem for $\frac{(5.1)_s}{(5.2)_s}$ as $s \to 1$, which is essentially a variant of the generalised continuous dependence property of Theorem 4.2 with the additional difficulty on the variable spaces $\Lambda_0^{s,\infty}(\Omega)$, with $s, \sigma < s < 1$. For $\zeta \in L^\infty(\mathbb{R}^d)'$, we denote its restriction to $\Omega \subset \mathbb{R}^d$ by $\zeta_\Omega \in L^\infty(\Omega)'$, defined by

\begin{equation}
(\zeta_\Omega, \varphi) = (\zeta, \tilde{\varphi}), \quad \forall \varphi \in L^\infty(\Omega),
\end{equation}

where $\tilde{\varphi}$ is the extension of $\varphi$ by zero to $\mathbb{R}^d \setminus \Omega$.

**Theorem 5.1.** For any $0 < \sigma < 1$, let $(u_s, \lambda_s) \in \Lambda_0^{s,\infty}(\Omega) \times L^\infty(\mathbb{R}^d)'$ solve $\frac{(5.1)_s}{(5.2)_s}$ for any $s, \sigma < s < 1$, under the assumptions $\frac{(3.5)}{(3.7)}$, $\frac{(3.10)}{(3.12)}$ and $(5.3), (5.4)$. Then, there is a generalised sequence denoted by $s \to 1$, such that, for any $0 < \alpha < 1$,

\begin{align*}
u_s & \overset{s}{\to} u \text{ in } \Lambda_0^{s,\infty}(\Omega) \cap C^{0,\alpha}(\overline{\Omega}), \\
D^s u_s & \overset{s}{\to} Du \text{ in } L^\infty(\mathbb{R}^d)'\text{-weak}, \\
(\lambda_s)_\Omega & \overset{s}{\to} \lambda \text{ in } L^\infty(\Omega)'\text{-weak},
\end{align*}

where $(u, \lambda) \in W_0^{1,\infty}(\Omega) \cap L^\infty(\Omega)'$ is a solution to the local problem $\frac{(5.1)}{(5.2)}$ in $\Omega$.

**Proof.** We adapt the steps of the proof of Theorem 4.2 i) *a priori* estimates with respect to $s$; ii) existence of limits of generalised sequences, by compactness, and iii) characterization of those limits as solutions of the local problem $\frac{(5.1)}{(5.2)}$. For $0 < \sigma < s < 1$, using the Poincaré
inequality (2.8), we have \( \frac{\sigma}{C_2} \| u_s \|_{L^\infty(\Omega)} \leq \| D^s u_s \|_{L^\infty(\mathbb{R}^d)} \). Then by the assumption (5.3) we obtain for any \( u_s \in \mathbb{K}_{g_s} \) solution of (5.1), (5.2), we get that
\[
C_{\nu, \infty}^{-1} \| D^s u_s \|_{L^p(\mathbb{R}^d)} \leq \| D^s u_s \|_{L^\infty(\mathbb{R}^d)} \leq g^*, \quad 1 \leq p < \infty,
\]
(5.6)
\[
\| u_s \|_{C_{0, \beta}(\Omega)} \leq C_{\beta}, \text{ for any } \beta, 0 < \beta < s < 1,
\]
where the constant \( C_{\beta} \) is independent of \( s \).

Letting \( \Psi_s = \lambda_s D^s u_s \), arguing exactly as in (4.5)-(4.7) and (4.8), by replacing the label \( \nu \) by \( s \), we obtain that
\[
\| \lambda_s \|_{L^\infty(\mathbb{R}^d)} \leq \frac{C_1}{g_2} \quad \text{and} \quad \| \Psi_s \|_{L^\infty(\mathbb{R}^d)} \leq \frac{C_1 g^*}{g_2},
\]
where \( C_1 > 0 \) is a constant independent of \( s, \sigma < s < 1 \).

Therefore, by compactness, in particular, by (5.6) and (2.18), there are \( u \in C^{0, \alpha}(\Omega) \cap \Lambda^{\sigma,p}(\Omega) \), for \( 0 < \alpha < \beta, 0 < \sigma < 1 \) and \( 1 < p < \infty \), \( \chi \in L^\infty(\mathbb{R}^d), \lambda \in L^\infty(\mathbb{R}^d)' \), \( \Psi \in L^\infty(\mathbb{R}^d)' \) and a generalised sequence \( s \to 1 \), such that
\[
u_s \to u \quad \text{in} \quad \Lambda^{\sigma,p}(\Omega) \cap \Lambda^{0,\alpha}(\Omega),
\]
\[
D^s u_s \to \chi \quad \text{in} \quad L^\infty(\mathbb{R}^d)-\text{weak}^*,
\]
\[
(\lambda_s) \Omega \to \lambda \quad \text{in} \quad L^\infty(\Omega)'-\text{weak}^*,
\]
\[
\Psi_s \to \Psi \quad \text{in} \quad L^\infty(\mathbb{R}^d)-\text{weak}^*.
\]

Letting by \( \bar{u} \) be the extension of \( u \) by zero to \( \mathbb{R}^d \), and applying Corollary 2.3 componentwise to an arbitrarily \( \varphi \in C^\infty_c(\mathbb{R}^d)^d \), we have, by (2.7),
\[
\int_{\mathbb{R}^d} \chi \cdot \varphi = \lim_s \int_{\mathbb{R}^d} D^s u^s \cdot \varphi = - \lim_s \int_{\mathbb{R}^d} \bar{u}^s \cdot D^s \varphi = - \int_{\mathbb{R}^d} \bar{u} \cdot D \varphi,
\]
which means that \( \chi = D\bar{u} \in L^\infty(\mathbb{R}^d) \) and \( u \in W^{1,\infty}_0(\Omega) \), and therefore \( D\bar{u} = \tilde{D}u \).

Arguing as in (4.10) with an arbitrarily measurable subset \( w \subset \mathbb{R}^d \) with finite measure and with \( \xi = \frac{Du}{|Du|} \chi_V \), \( V = w \cap \{|Du| \neq 0\} \), we obtain
\[
\int_w |D\bar{u}| = \int_{\mathbb{R}^d} D\bar{u} \cdot \xi = \lim_s \int_{\mathbb{R}^d} D^s \bar{u}_s \cdot \xi \leq \limsup_s \int_w |D^s u_s| \leq \lim_s \int_w g_s = \int_w g_1
\]
and so \( |Du| \leq g_1 \) a.e. in \( \Omega \), i.e. \( u \in \mathbb{K}_{g_1} \).

Observe that we still have the lower semicontinuity property
\[
\liminf_s \mathcal{L}^s(u_s, u_s) \geq \mathcal{L}^1(u, u)
\]
as we easily see by using (3.5) and taking \( \lim_s \) in
\[
\int_{\mathbb{R}^d} AD^s u_s \cdot D^s u_s \geq \int_{\mathbb{R}^d} AD^s u_s \cdot D\tilde{u} + \int_{\mathbb{R}^d} AD\tilde{u} \cdot D^s u_s - \int_{\mathbb{R}^d} AD\tilde{u} \cdot D\bar{u}.
\]

On the other hand, recalling (2.14), we have \( C^\infty_c(\Omega) \subset W^{1,\infty}_0(\Omega) \subset \Lambda^{s,\infty}_0(\Omega) \). Taking the limit \( s \to 1 \) in (5.1) with \( v \in C^\infty_c(\Omega) \) we get
\[
\mathcal{L}^1(u, v) + \langle \Psi, Dv \rangle = [F, v]_1.
\]
Since for each \( v \in W^{1,\infty}_0(\Omega) \) we may take a sequence \( v_n \in C_0^\infty(\Omega) \) such that \( v_n \to v \) in \( H^1_0(\Omega) \) with \( Dv_n \to Dv \) in \( L^\infty(\Omega) \)-weak* the equation (5.8) also holds for any \( v \in W^{1,\infty}_0(\Omega) \), as \( \Psi_{\Omega} \in L^\infty(\Omega)' \). So (5.1) will follow if we show \( \Psi_{\Omega} = \lambda Du \), with \( \lambda = \overline{\lambda}_\Omega \), which can be done exactly as in the proof of (4.11), by replacing the subscript \( \nu \) by \( s \) in (4.13) and in (4.16).

Similarly, the corresponding limit (4.17) as \( s \to 1 \) implies \( \langle \lambda(g^2 - |Du|^2), 1 \rangle = 0 \) and the same argument of (4.18) yields \( \lambda(g - |Du|) = 0 \) in \( L^\infty(\Omega)' \), showing that \( (u, \lambda) \) also satisfies (5.2) in \( \Omega \).

Remark 5.2. In the coercive case, i.e., if (3.16) and (3.17) hold, it is clear that \( u_s \) and \( u_1 \) are also the unique solutions of the respective variational inequalities (3.11), with \( s \leq 1 \). In this case, in particular, with \( c = f_\# = 0 \) and \( b = d = 0 \), the result was given in [3] only with the convergence \( u_s \to u \) in \( H^\sigma_0(\Omega), 0 < \sigma < 1 \).

Remark 5.3. Under the assumptions of Theorem 3.5 it is easy to obtain the estimates, similarly to (3.18),
\[
\|u_s\|_{H^\sigma_0(\Omega)} \leq C_{\sigma} \|f_s\|_{L^2(\Omega)} + \|f\|_{L^2(\mathbb{R}^d)}
\]
and, denoting \( \Gamma^s \in \partial I_{K_g^s(u_s)} \), as in Remark 3.4 it is easy to conclude that \( \Gamma^s \) is also uniformly bounded in \( H^{-\sigma}(\Omega) \), independently of \( \sigma < s < 1 \). This allows us to take subsequences \( u_s \to u \) in \( H^\sigma_0(\Omega) \) and \( \Gamma^s \to \Gamma \) in \( H^{-\sigma}(\Omega), \forall \sigma < 1 \), with \( u \in H^1_0(\Omega), \Gamma \in H^{-1}(\Omega) \) satisfying the local problem \( s = 1 \).

Remark 5.4. As in Remark 4.4 in Theorem 5.1 we may replace the assumptions on \( g_s \) by the weaker assumption \( g_s \in L^\infty_{loc}(\mathbb{R}^d) \), with positive lower bound in any compact set, and \( \lim_{|x| \to \infty} g_s(x)|x|^{d+s} = \infty \) uniformly in \( s \).

ACKNOWLEDGEMENTS

The authors wish to thank the referee’s careful reading of this manuscript and his suggestions, which allowed the improvement of its final redaction.

The research of J. F. Rodrigues was partially done under the framework of the Project PTDC/MATPU/28686/2017 at CMAF/CIO/ULisboa and A. Azevedo and L. Santos were partially financed by Portuguese Funds through FCT (Fundação para a Ciência e a Tecnologia) within the Projects UIDB/00013/2020 and UIDP/00013/2020.

REFERENCES

[1] R. A. Adams, Sobolev Spaces. Academic Press, New York, 1975. MR0450957
[2] C. Aliprantis and K. C. Border, Kim, Infinite dimensional analysis. A hitchhiker’s guide. Third edition Springer, Berlin, 2006. MR2378491
[3] A. Azevedo, J.-F. Rodrigues, and L. Santos, On a class of nonlocal problems with fractional gradient constraint, in European Congress in Mathematics, Proc. of the 8thECM (Portorož, 20-26 June, 2021), EMSPress, 2023, pp. 885-906. DOI 10.4171/8ECM/26. MRMR4615772
[4] A. Azevedo and L. Santos, Lagrange multipliers and transport densities. *J. Math. Pures Appl.* **108** (2017) 592–611. [MR3698170](https://doi.org/10.1016/j.matpur.2016.06.001)

[5] J. Bellido, J. Cueto, and C. Mora-Corral, $\Gamma$-convergence of polyconvex functionals involving $s$-fractional gradients to their local counterparts. *Calc. Var. Partial Differential Equations* **60** (2021), Paper No. 7, 29 pp. [MR4179861](https://doi.org/10.1007/s00526-021-01966-7)

[6] K. Bölbotski and G. Bouchitté, Optimal design versus maximal Monge-Kantorovich metrics. *Arch. Ration. Mech. Anal.* **243** (2022), 1449–1524. [MR4381145](https://doi.org/10.1007/s00205-021-01800-x)

[7] G. Bouchitté, G. Buttazzo, and P. Seppecher, Shape optimization solutions via Monge-Kantorovich. *C.R. Acad. Sci. Paris, Série I* **324** (1997) 1185–1191. [MR451945](https://doi.org/10.1016/S0764-4442(97)81709-5)

[8] G. Bouchitté, G. Buttazzo, and L. De Pascale, The Monge–Kantorovich problem for distributions and applications. *J. Convex Anal.* **17** (2010), 925–943. [MR2731285](https://doi.org/10.1515/JCA.2010.050)

[9] H. Brézis, Équations et inéquations non linéaires dans les espaces vectoriels en dualité. *Ann. Inst. Fourier (Grenoble)* **18** (1968), 115–175. [MR0270222](https://doi.org/10.5802/aif.266)

[10] H. Brézis, Multiplicateur de Lagrange en torsion elasto-plastique. *Arch. Ration. Mech. Ann.* **49** (1972), 32–40. [MR0346346](https://doi.org/10.1007/BF00281908)

[11] P. Campos, *Lions-Calderón spaces and applications to nonlinear fractional partial differential equations*. MSc thesis in Mathematics, Univ. Lisbon, 2021. [http://hdl.handle.net/10451/52753](http://hdl.handle.net/10451/52753)

[12] V. Chiadò Piat and D. Percivale, Generalized Lagrange multipliers in elastoplastic torsion. *J. Differential Equations* **114** (1994), 570–579. [MR1303040](https://doi.org/10.1006/jdeq.1994.1124)

[13] G. Comi, G. and G. Stefani, A distributional approach to fractional Sobolev spaces and fractional variation: asymptotics I. *Revista Matemática Complutense* **36** (2023) 491–569. [MR4581759](https://doi.org/10.5565/RCTM.2023.081521)

[14] G. Comi and G. Stefani, A distributional approach to fractional Sobolev spaces and fractional variation: existence of blow-up. *J. Funct. Anal.* **277** (2019), 3373–3435. [MR4001075](https://doi.org/10.1016/j.jfa.2019.08.001)

[15] E. Di Nezza, G. Palatucci, Giampiero and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces *Bull. Sci. Math.* **136** (2012), 521–573. [MR2944369](https://doi.org/10.1016/j.bulsci.2012.04.001)

[16] S. Dumont and N. Igbida, On a dual formulation for the growing sandpile problem. *European J. Appl. Math.* **20** (2009), 169–185. [MR2491122](https://doi.org/10.1017/S0956792509007185)

[17] L. C. Evans and W. Gangbo, Differential equations methods for the Monge-Kantorovich mass transfer problem. *Mem. Amer. Math. Soc.* **137** (1999), viii+66 pp. [MR1464149](https://doi.org/10.1090/memo/0645)

[18] N. Igbida, Equivalent formulations for Monge-Kantorovich equation. *Nonlinear Anal.* **71** (2009), 3805–3813. [MR2536289](https://doi.org/10.1016/j.na.2009.05.056)

[19] L. V. Kantorovich, L. V. and G. P., Akilov, G. P. *Functional analysis*. Translated from the Russian by Howard L. Silcock. Second edition Pergamon Press, Oxford-Elmsford, N.Y., 1982. [MR0664597](https://doi.org/10.1016/j.bulsci.2012.04.001)

[20] T. Kurokawa, On the Riesz and Bessel kernels as approximations of the identity. *Sci. Rep. Kagoshima Univ.* **30** (1981), 31–45. [MR0643223](https://doi.org/10.1038/srep01259)

[21] J. L. Lions, *Quelques méthodes de résolution des problèmes aux limites non linéaires*. Dunod, 1969. [MR0259693](https://doi.org/10.1007/978-3-662-51292-2)

[22] C. Lo and J. F. Rodrigues, On a class of nonlocal obstacle type problems related to the distributional Riesz fractional derivative, *Port. Math.* **80** (2023), 157–205. [MR4578337](https://doi.org/10.29959/0032-5155-2023-80-2-157-205)

[23] K. Rao and M. Rao, *Theory of charges. A study of finitely additive measures*. Pure and Applied Mathematics 109, Academic Press, 1983. [MR0751777](https://doi.org/10.1016/j.jfa.1999.05.002)

[24] J.-F. Rodrigues and L. Santos, Variational and quasi-variational inequalities with gradient type constraints. in Topics in Applied Analysis and Optimisation, Proceedings of the CIM-WIAS Workshop, CIM-Springer Series, 2019, 327–369. [MR4410580](https://doi.org/10.1007/978-3-030-56787-9_11)
[25] J.-F. Rodrigues and L. Santos, On nonlocal variational and quasi-variational inequalities with fractional gradient. *Appl. Math. Optim.* **80** (2019) no 3, 835–852. MR4026601 Correction *Appl. Math. Optim.* 84 (2021) 3565-3567. MR4308239

[26] T. Roubíček, *Nonlinear partial differential equations with applications.* 2nd ed., International Series of Numerical Mathematics 153, Basel, Birkhäuser, 2013. MR3014456

[27] T. Shieh and D. Spector, On a new class of fractional partial differential equation. *Adv. Calc. Var.* **8** (2015) 321–336. MR3403430

[28] M. Šilhavý, Fractional vector analysis based on invariance requirements (critique of coordinates approaches), *Contin. Mech. Thermodyn.* **32** (2020) 207–228. MR404803

[29] K. Yosida, *Functional analysis*, Classics in Mathematics. 6th ed., Springer-Verlag, Berlin, 1980. MR0617913

CMAT and Departamento de Matemática, Escola de Ciências, Universidade do Minho, Campus de Gualtar, 4710-057 Braga, Portugal

*Email address:* assis@math.uminho.pt

CMAFcIO – Departamento de Matemática, Faculdade de Ciências, Universidade de Lisboa P-1749-016 Lisboa, Portugal

*Email address:* jfrodrigues@ciencias.ulisboa.pt

CMAT and Departamento de Matemática, Escola de Ciências, Universidade do Minho, Campus de Gualtar, 4710-057 Braga, Portugal

*Email address:* lisa@math.uminho.pt