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Abstract. An area of Artificial intelligence (AI) that can claim a large measure of responsibility for the current heightened AI awareness is Knowledge Based Expert System (KBES), computer programs that embody human expertise. KBES specifically enable the computer to assist in solving ill-structured and non-deterministic problems such as design activities including synthesis, evaluation, modeling and decision-making process. The paper explains the role of Backward Chaining method, Forward Chaining method, Rule-Value method as three major methods involved in solving these problems to differentiate the Knowledge Based Expert System programming from normal programming. The development of an expert system requires a tool that will provide for better means of knowledge acquisition, inference mechanism and user interface. This paper brings out an overview of Expert System, a systematic study involving a critical analysis of the Expert System (ES) development, specifying its requirements. Further it highlights the features of Expert System and its implementation.

1. Introduction
Artificial intelligence (AI) concerned with designing intelligent computer system that changes something from useful to something essential [1], [2]. One area of AI that can claim a large measure of responsibility for the current heightened AI awareness is Knowledge Based Expert System (KBES), computer programs that embody human expertise. It is one of the important research fields in Artificial Intelligence for problem solving. It is the first AI technology to widely impact business and industry. It offers much practical use and commercial potential [3]. There are many applications that have comprehensive problem-solving tasks of an algorithmic or deterministic nature, such as evaluating, testing, scheduling, and calculating and presenting graphical. Nevertheless, the theory behind decision-making processes and design practices such as synthesis, assessment, and simulation of decision-making processes are ill-structured and involve judgment and experience-based heuristic solution [4]. KBES helps the computer to assist in the mismanaged and non-deterministic problem-solving activities such as a significant dimension to the cycle of design and decision taking. An efficient shell is a pre-requisite in developing the KBES. The shell will have facilities for easy information implementation, and for smooth interaction between the user and the network of experts. The core units of shells should include module for information acquisition, inference mechanism with correct user interface.

This paper contains an overview of Expert Systems, a system study involving a critical analysis of the Expert System (ES) development, specifying its requirements. Further, it highlights the features of the future ES and its implementation.
2. Expert System – An overview

2.1 Introduction
An Expert System is a computer program designed to act as an expert in a particular area or domain of expertise. Often referred to as an information-based expert system, an expert system typically includes a robust knowledge base composed of domain facts and heuristics, or guidelines for applying these facts [5].

a) KBES has proven useful in solving a variety of field problems, including medical diagnosis, chemical analysis, geological testing, modification of computer devices and other technological issues.

b) The key components of many expert systems are as follows and are illustrated as in figure 1.
   i. A Knowledge Base
   ii. An Inference Engine and

![Figure 1. Schematic representation of an expert system](image)

2.2 Knowledge Base
Performance of an Expert system relies on the use of as much domain knowledge as possible to give intelligent advice about a particular domain. The domain knowledge collected as the system’s knowledge forms as a knowledge base which is the essential component of an expert system [1]. The general representation of a knowledge base is presented in figure 2.

![Figure 2. General representation of the knowledge base](image)

The following are different ways of representing knowledge.

- Semantic Networks
- Object Attribute Value Triplets
- Rules
- Frames
- Logic Representation
- Blackboard Architecture
Each method has its own advantages and disadvantages. They are briefly explained as follows.

2.2.1 Semantic network
The semantic network is the most general representational scheme. A collection of objects called nodes can form a semantic network. The connections between the nodes are called arcs or links. Suitable labels are assigned to links and the nodes. However, no absolute constraints exist for naming nodes and links. A typical convention is presented as follows.
a. Nodes are utilized to represent object and descriptors.
   - Objects may be physical in form and seen as event, act, or abstract types.
   - Descriptors provided additional information about objects.
b. Links relate the object and descriptors. All types of relationships are represented using links. Following are the common links:
   - Is-a links are often used to represent the class-instance relationship.
   - Has-a links identify nodes that are properties of other nodes.
   - Definitional links provide a definition.
By providing additional routes, heuristic information gathering links will enrich the network. This representation scheme has a major flexibility advantage. Another characteristic of the semantic network is inheritance, the ability of nodes to inherit the character of those related to it.

2.2.2 Object Attribute Value O-A-V triplets
Another common way of expressing truthful knowledge is through triplets as object-attribute-value. Within this scheme, target may be physical entities such as doors, or intangible entities such as bank loans or episodes of sales may be. Attribute describes the properties or attributes associated with the objects. Typical characteristics for a physical object are the scale, shape and colour. Tax is a Sales transaction attribute. In a given situation, the final triplet member is the value of an attribute. For example, the color of an apple may be red, or the interest rate on a bank loan may be 12 per cent. The O-A-V (Object-Attribute-Value) representation is a special case of semantic network. The object-attribute link is a “has-a” link, and the attribute value-link is an “is-a” link [5].

2.2.3 Rules
A knowledge base includes both declarative knowledge – data about things, events, circumstances and awareness of procedures – and information about action courses. Two types of knowledge may be separated or integrated, depending on the form of representation of knowledge chosen. The most prevalent form of representation of knowledge currently used is the approach to the rule-based system of production.
In a rule-based system, the procedural knowledge in the form of heuristic “if-then” production rules, is completely integrated with the declarative knowledge. Some production rules pertain to other production rules. These rules are known as meta rules.
Rules are used to represent relationships. Rules can be used with either A-V or O-A-V representation. Generally, the condition part is called a premise and conclusion part is called the conclusion. The statement in the premise block is called if-clause. The conclusion below then is called then clause. It is explained with a typical example as follows.
Rule:
Premise If number of protons is 16 and number of protons and neutrons are same.
Conclusion Then atomic number is 16.

Uncertain Rules can conclude values that are less than definite. The method of handling uncertain facts and relationship are undefined as explained in the following example.
Rule:
Premise If an animal is having a backbone
Conclusion Then the animal may be mammal.
**Variable Rules:** Some knowledge systems have rules which integrate "vector" pattern matching. The variable rule in these systems permits the program to insert several different facts into the same format. Below is an example of matching facts.

Rule 1:
If the tattoo is of a fish and the color of the fish scale is pink, 
Then the origin of the tattoo is China.

Rule 2:
If the tattoo is of snake and the color of the snake’s scale is blue, 
Then the origin of the tattoo is Hong Kong.

Rule 3:
If the tattoo is of the dragon and the color of the dragon's scale is red, 
Then the origin of the tattoo is Beijing.

The key reasons for writing rule-based expert systems is that it is generally intuitively appealing to human expert to communicate their subject experience in terms of situation-action pairs. Rules are a fairly standardized way of expressing information without complex constructs in programming. The knowledge must be encoded in a readily extensible and modifiable form. Also rule-based methods are well suited for representing procedural knowledge.

2.2.4 Frames
Frames offer a particular way of portraying evidence and relationships. A frame is a description of an object which contains slots for all of the object related information. Slots can store values, like the attributes. Slots may also contain default values, pointing to other frames, sets of rules, or procedures that may be used to get values. The implementation of these extra features distinguishes frames from O-A-V triplets. From one point of view, frames make for a richer representation of information while from the other they are more complex and difficult to create than simple O-A-V / rule systems.

2.2.5 Logical representation
Logical expression provides another option for knowledge representation. Logic is concerned with truthfulness of chain of statements. Knowledge representation using logical expression is presented as follows.

- State (Tamil Nadu)
- City (Chennai, Bangalore)

The above representation shows that Tamil Nadu is a state, Chennai and Bangalore are cities.

2.2.6 Blackboard architecture
The Blackboard Architecture is a framework for facilitating a complex problem solving. The elements of a blackboard are entries, knowledge sources, blackboard and control mechanism. Blackboard is a hierarchical method of production that has three components: working memory, output memory and interpreter. Working memory contains besides other normal attributes, results of problem solving, and represents the current state of the problem-solving activity. It can be said to be equivalent of the human short-term memory. Production memory contains the problem-solving knowledge in the form of an unordered collection of production rules. Rules represent knowledge as condition-action or if-then pairs. It can be said to be equivalent to human long-term memory. Interpreter facilitates the communication between production memory and working memory. It performs the Match-Select-Execute cycle. Entries are intermediate results that are arrived at during the course of problem solving. These determine what actions will be taken next. Knowledge sources could contain procedures, rules, assertions, objects, etc. Knowledge does not communicate with each other directly. Communication is mediated by the blackboard. Knowledge sources are data or entry driven in nature and produce changes to the blackboard. Selection of the knowledge sources for execution is performed by the control mechanism. Blackboard has global database entries. Computation and solution states of the problem-solving activity are kept as entries. The blackboard can have multiple panes, organized hierarchically at various levels of abstraction. Entries can be grouped contextually. Contents of the blackboard change as the problem-solving activity continues. Control mechanism monitors changes in the blackboard and determines which knowledge source should operate. It uses selection criteria for selecting and scheduling. The blackboard architecture is represented in figure 3 [4].
2.3 Inference engine

Only getting the knowledge base now doesn't make an insightful expert computer. The program must have some other part that guides the information execution. This part of the system is recognized as control mechanism, rule interpreter or inference engine [1].

The inference engine determines which heuristic search techniques are to be employed for the rules of knowledge base. Then, these methods will be used to solve the problem. Essentially, an inference engine runs an expert system that determines the rules to be followed, provides access to the right rules in the knowledge base, implements the rules and decides when to find an appropriate solution. It refers to the process that navigates the base of information and addresses problems during a consultation. The inference engine is the intelligence "that helps the network of experts to draw conclusions based on the information or experience contained in the knowledge base" [1].

The two huge classes of inference engine are deterministic and probabilistic. The deterministic engine offers with the objects which hundred per cent fits with the supplied information whereas the probabilistic regularly is of the type of which a perfect match is impossible with the furnished facts [5]. This can be made clear with an assist of two examples. An atom can be recognized 100 per cent with its atomic number. This is a deterministic type. An example of probabilistic type is the sociological answers closer to the questions like “What is the first-class way to forestall, a pupil from shedding out of excessive school?” And answers will solely be a probabilistic one. Beyond the broad category of certainty and uncertainty [6], there are three basic approaches to construct an inference engine particularly Forward Chaining, Backward Chaining and Rule-Value.

2.4 User Interface

The user interface is defined as the part of a user-interacting expert system. The communication with the user interface is bidirectional. The customer has to be able to clarify the problem to the expert system, and the system has to be able to respond with its suggestions.

3. Design of Expert System study

3.1 System requirement

The design of structural systems is a branch in structural engineering that requires both the knowledge of the structure under the given loading conditions and also sound engineering sense so as to arrive at an economical solution from a few alternative design solutions point of view. Designing complex and large structures like ships and offshore structures require a great deal of expertise and experience on the part of the designer. Specifically, there is a need to develop suitable computer software for the design of steel plated local grillages subjected to dynamic loads [4]. An appropriate system development tool is needed for the design and creation of these software. Expert systems development tools such as ART (Automated Reasoning Tool), Expert Ease, EXSYS, KEE (Knowledge Engineering Environment), and KES (Knowledge Engineering System) are available. However, their...
full-scale practical implementation, however, will require high level expert system tools notably in the areas of Graphical User Interface and better explanation capability. Knowledge acquisition will require close coupling of data and other language interface. Already developed tools are specific to particular domain areas. Each tool has its own advantages and disadvantages. Thus, an effective shell is a pre-requisite before the knowledge bases are developed. This has led to the design and development of a general shell for the development of expert systems. The shell will have facilities for easy application of the information and for smooth interaction, possibly in graphical mode, between the user and the expert program.

3.2 Specification

Improvements and additional feature requirements have led to the need for an enhanced version of the development tool shell. Aims at improving many of the features and adding more features to downloading of a knowledge base is an important requirement since a program or a fragment of the program residing in the memory might tend to cause unexpected damage to other programs and the system as well. Comment line features form an important enhancement as they make a program understandable. This feature has to be made available to the user coding the knowledge base.

3.3 Software Environment

3.3.1 Introduction to windows programming. There is currently a stand-alone Windows operating system with the additional new features of thread-based multitasking and the console-based interface. The key features of Windows are as follows:

3.3.1.1 The windows call-based interface

Windows uses a call-based interface to access the operating system. To access operating system features the interface uses a set of system-defined functions. These functions are referred to as the Application Program Interface or the API. An application program calls the API function to communicate with Windows. These functions include all necessary operating system related activities, such as memory allocation, outputting to the screen, creating windows, and the like.

3.3.1.2 Dynamic Link Libraries (DLLs)

Dynamic Link Libraries or DLLs include the Windows API functions. Thus, each program compiled for Windows does not hold a copy of the API functions. Instead, each program has access to the DLLs when it is executed.

The functions are stored in a relocatable format within a DLL. When a program calls an API function during the compilation phase the linker does not add the codes for that function to the program's executable version. Rather, it adds instructions for loading the feature, such as what DLL it resides in and its name. When the program is executed, the Windows loader also loads the necessary routines. Thus, the API functions are added only when the application is loaded into memory for execution.

3.3.1.3 The Graphical Device Interface (GDI)

There is a subset to the API called the GDI (Graphical Device Interface), which is a part of Windows that provides device-independent graphics support. The GDI functions are what make it possible for a Window application to run on a variety of different hardware. Windows offers video and printer drivers to prevent the software from understanding the form of video board and printers that are connected to the device. Rather, the program calls GDI function which references a data structure called a system background to address the hardware. Windows maps the configuration of the system context to a physical unit and issues the correct input / output instructions. The GDI is as fast as direct access to video and allows to share the display with different applications written for Windows.

3.3.1.4 Multitasking in Windows

All Windows versions support multitasking. A process is an operating program. In multitasking based on method, two or more programs can run simultaneously.
A thread is an executable code unit which can be dispatched. In thread-based multitasking, individual threads within a single process are multitasked. All processes have at least one thread. Each active thread of execution is granted a slice of CPU time. When that time slice ends, execution automatically moves on to the next thread. This prevents a program from dominating the CPU [3].

3.3.2 The Visual C++ components

- *The Microsoft Developer Studio and the Build Process* - The Developer Studio is a Windows-hosted integrated development environment (IDE) that is shared by Visual C++, Microsoft FORTRAN, Visual Java and other products.
- *The Graphic Editor* – The Graphic Editor is used to edit all standard resources. It includes a WYSIWYG (What You See Is What You Get) menu editor, a dialog box editor and tools for editing icons, bitmaps, and strings.

3.4 Hardware environment

The hardware features used in the development of the Shell are as follows.

- High speed processor which follows from the usage of Visual C++.
- Large Memory – An expert system usually tends to be large and use more computer memory than other programs. They take memory on the RAM as well as the disk drive where they are stored. A minimum of 1GB RAM is a must.
- The GUIs used can be accessed either through the keyboard or by using a mouse.

4. Concluding remarks

Expert Systems is one of the important areas of Artificial Intelligence in problem solving. Knowledge Based Expert systems specifically enable the computer to assist in solving ill-structured and non-deterministic problems such as in design activities including synthesis, evaluation, and modeling and decision-making process [4]. Backward chaining method, Forward chaining method, Rule-Value method are the three major methods involved in solving these problems. These aspects differentiate Knowledge Based Expert System programming from normal programming. The development of an Expert System requires a tool that will provide for better means of knowledge acquisition, inference mechanism and user interface.
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