A VARIATIONAL APPROACH TO HILBERT’S 16TH PROBLEM WITHIN THE FRAMEWORK OF GLOBAL ANALYSIS

PABLO PEDREGAL

Abstract. We focus on the second part of Hilbert’s 16th problem and provide an upper bound on the number of limit cycles that a polynomial, differential, planar system may have, depending exclusively on the degree $n$ of the system. Such a bound turns out to be a polynomial of degree 4 in $n$. More specifically, if $H(n)$ indicates the maximum number of limit cycles among planar, differential, polynomial systems of degree $n$, then

$$H(n) \leq \frac{5}{2}n^4 - \frac{23}{2}n^3 + \frac{43}{2}n^2 - \frac{37}{2}n + 7 \quad \text{if } n \text{ is even, and}$$

$$H(n) \leq \frac{5}{2}n^4 - \frac{23}{2}n^3 + \frac{41}{2}n^2 - \frac{33}{2}n + 6 \quad \text{if } n \text{ is odd.}$$

For quadratic systems, we find $H(2) = 4$. Our proof is entirely variational and utilizes in a fundamental way tools and facts from global analysis to the point that no particular expertise in dynamical systems is necessary or required.
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1. Introduction and main result

This paper deals with planar differential systems of the form

\begin{equation}
(1.1) \quad x'(t) = P(x(t), y(t)), \quad y'(t) = Q(x(t), y(t)).
\end{equation}

As soon as the two functions

\[ P(x, y), Q(x, y) : \mathbb{R}^2 \to \mathbb{R} \]

are smooth, there is a unique smooth integral curve of the system passing through every point in \( \mathbb{R}^2 \). This is a standard result that is studied in every first course in ODEs. Equilibria, i.e. points \((x_0, y_0) \in \mathbb{R}^2\) where both \(P\) and \(Q\) simultaneously vanish, play a central role in the overall dynamics of such a system. Periodic solutions too deserve a special place concerning the global dynamics of the system.

**Definition 1.1.** Every periodic solution of (1.1) that is isolated from other such solutions is called a limit cycle of the system.

We restrict attention in this paper to the case of planar, polynomial, differential systems for which the maximum of the degrees of both polynomials \(P(x, y)\) and \(Q(x, y)\) is \(n\).

The problem we would like to address is the second part of Hilbert’s 16th problem [23], which in the version due to Smale [47], can be formulated as follows.

Consider the polynomial differential system (1.1) in \( \mathbb{R}^2 \). Is there a bound \(K\) on the number of limit cycles of the form \(K \leq n^q\) where \(n\) is the maximum of the degrees of \(P\) and \(Q\), and \(q\) is a universal constant?

There have been some crucial contributions towards the solution of this problem. Some of them are indicated below at the end of this Introduction. As our approach has essentially nothing in common with those, we simply mention some additional ones here without further comment: [3], [10], [15], [18], [24], [25], [36], [37], [38], [45], [49]. There are also some important articles dealing with lower bounds for the number of limit cycles [12], [22], [28], as well as some other relevant results concerning this problem restricted to algebraic limit cycles [30], [31], [32], [54] among others; or about the possible configurations of those limit cycles [20], [33], [44], [50], [52].
There is such an abundance of relevant papers, that, to avoid dispersion, we have only mentioned those more familiar to the author in the final bibliographic section.

Our aim is the complete proof of the following central theorem.

**Theorem 1.1.** Consider the polynomial differential system (1.1) of degree \( n > 1 \). Assume that:

1. \( P \) and \( Q \) have no common non-trivial factor.
2. All of the connected components of the algebraic curve
   \[ P_x + Q_y = 0, \]
   are homeomorphic to a straight line or to an oval (i.e. such curve has no singular points), and that there are \( M \) of such components.
3. The polynomial system
   \begin{align*}
   P(P_{xx} + Q_{yx}) + Q(P_{xy} + Q_{yy}) &= 0, \\
   P_x + Q_y &= 0,
   \end{align*}
   only has \( N \) simple solutions (i.e. \( N \) simple contact points of the vector field \((P, Q)\) with the curve \( P_x + Q_y = 0 \)).

Then an upper bound for the number \( H(n) \) of limit cycles that such a differential system (1.1) may have is

\[ H(n) \leq 1 + (n - 1)^2(M + N). \]

Though this theorem can be used to find upper bounds for the number of limit cycles of special families of differential systems, or even for individual ones, upper bound (1.3) can serve, together with the classic results of Bezout and Harnack to relate parameters \( M \) and \( N \) to \( n \), to establish an upper bound for the number of limit cycles of such regular, planar, polynomial, differential system of degree \( n \) only in terms of \( n \). On the other hand, the important hypotheses assumed in this statement are generic, in the sense that if they do not hold for a particular planar polynomial system, a small perturbation of \( P \) and \( Q \), without changing their degree, permits to have them. A standard genericity argument then may be utilized to extend bound (1.3) in Theorem 1.1 to arbitrary systems of degree \( n \), not complying with such conditions, in order to show the validity of the following general explicit upper bound furnishing an answer to Hilbert’s 16th problem ([23]) and Smale’s 13th problem ([47]).

**Theorem 1.2.** An upper bound for the maximum number \( H(n) \) of limit cycles that a planar polynomial differential system of degree \( n > 1 \) can have is

\[ H(n) \leq \begin{cases} 
5 \frac{n^4}{2} - \frac{23}{2} n^3 + \frac{43}{2} n^2 - \frac{37}{2} n + 7 & \text{if } n \text{ is even, and} \\
5 \frac{n^4}{2} - \frac{23}{2} n^3 + \frac{41}{2} n^2 - \frac{33}{2} n + 6 & \text{if } n \text{ is odd.}
\end{cases} \]

The number \( H(n) \) is usually called the Hilbert number for polynomial differential systems of degree \( n \). This upper bound for \( H(n) \) yields a universal exponent \( q = 4 \) for the above version due to Smale.

Part of our job is to understand the role played by the following three pieces of information:

- the divergence curve
  \[ \text{Div} = \text{Div}(x, y) = P_x(x, y) + Q_y(x, y) = 0; \]
- the set of contact points of the vector field \((P, Q)\) with the curve \( \text{Div} = 0 \) which are the solutions of system (1.2); and
- the role played by the factor \((n - 1)^2\) multiplying the sum \( M + N \) in (1.3), and where it comes from.
1.1. **Main corollaries of central theorem.** It is a well-established fact that in counting limit cycles for planar, differential systems, the two components $P$ and $Q$ can be assumed not to have non-trivial common factors. It is also well-known that, under small perturbations in the coefficients of $P$ and $Q$, the components of the algebraic curve $\text{Div} = 0$ become homeomorphic either to a straight line or to an oval, and that the number of contact points, understood as solutions of system (1.2), of the vector field $(P, Q)$ with the curve $\text{Div} = 0$, is finite, and they all are simple. We refer to this case as the generic situation. Given that the bound for the generic case is uniform on the degree $n$ of the system, showing that such an upper bound for the number of limit cycles of a polynomial differential system of degree $n$ extends to a non–generic vector field of the same degree $n$ is not a big deal. Such perturbation argument will be described in the final section. As indicated, it enables to extend bounds on generic differential systems of a certain degree to general systems of the same degree. Because of this remark, we will always take for granted those generic assumptions, knowing that they extend without trouble to the general situation.

Our principal, fundamental concern is to prove Theorem 1.1. If one assumes that it has been shown, then Theorem 1.2 in the generic case is easy to prove. This amounts to calculating the value of the two parameters $M$ and $N$ in this result in terms of the degree $n$ of the system.

To do so, we recall two classical theorems:

**Theorem 1.3** (Bezout Theorem, [19]). Let $R(x, y)$ and $S(x, y)$ be two polynomials with coefficients in $\mathbb{R}$. If both polynomials do not share a non-trivial common factor, then the algebraic system of equations

$$R(x, y) = S(x, y) = 0$$

has at most degree$(R)$degree$(S)$ solutions.

**Theorem 1.4** (Harnack Theorem, [21]). The maximum number of connected components of an algebraic curve of degree $k$ is

(a) $1 + (k - 1)(k - 2)/2$ if $k$ is even,
(b) $(k - 1)(k - 2)/2$ if $k$ is odd.

**Proof of Theorem 1.2 based on Theorem 1.1.** We need to find an upper bound for the number $N$ of the solutions that system (1.2) may have when $P$ and $Q$ are polynomials of at most degree $n$. By Bezout’s theorem we have that

$$N \leq 2(n - 1)^2,$$

because in the generic case we discard the possibility that the two equations of system (1.2) may have a non–trivial common factor. Note that the degree of the first equation in system (1.2) is $2n - 2$ while that of the second one is $n - 1$.

By Theorem 1.4 the number $M$ of components of $\text{Div} = 0$ satisfies

$$M \leq \frac{1}{2} (n - 2)(n - 3) + 1,$$

if $n$ is even, and

$$M \leq \frac{1}{2} (n - 2)(n - 3),$$

if $n$ is odd. Note that $k = n - 1$.

The final number in the statement of the theorem is then a direct consequence of Theorem 1.1, i.e.

$$1 + (n - 1)^2(N + M) \leq 1 + (n - 1)^2 \left( \frac{1}{2} (n - 2)(n - 3) + 1 + 2(n - 1)^2 \right)$$

$$= \frac{5}{2} n^4 - \frac{23}{2} n^3 + \frac{43}{2} n^2 - \frac{37}{2} n + 7,$$
if $n$ is even, while
\[
1 + (n-1)^2(N + M) \leq 1 + (n-1)^2 \left( \frac{1}{2} (n-2)(n-3) + 2(n-1)^2 \right)
\]
\[
= \frac{5}{2} n^4 - \frac{23}{2} n^3 + \frac{41}{2} n^2 - \frac{33}{2} n + 6,
\]
if $n$ is odd. This yields the numbers in the statement of Theorem 1.2 in the generic case. □

Two corollaries of Theorem 1.1 are worth stating. The first refers to quadratic differential systems which have attracted a lot of attention throughout the years as a training ground for novel ideas and techniques ([3], [16], [17], [42], [43], [45], [48]).

**Corollary 1.5.** If the divergence of a quadratic polynomial differential system (1.1) is constant or zero, then it has no limit cycles. Otherwise if the straight line $\text{Div} = 0$ of a quadratic polynomial differential system (1.1) has:

(a) either one or two contact points, then it cannot have more than 4 limit cycles.

(b) no contact points, then it has no limit cycles.

At any rate, $H(2) = 4$.

**Proof.** The set $\text{Div} = 0$ for a quadratic polynomial differential system is either empty, a straight line, or the whole plane. If it is empty, i.e. if $\text{Div}$ is a non-zero constant, then the system has no limit cycles by Bendixon criterium (see for instance Theorem 7.10 of [14]). If it is the whole plane, the system is Hamiltonian and so it has no limit cycles. We assume that $\text{Div} = 0$ is a straight line. So using (1.3), we have

$\begin{cases}
   n = 2, & M = 1, \quad N \in \{0, 1, 2\}.
\end{cases}$

If $N = 2$, contact points are simple, and then
\[
1 + (n - 1)^2(M + N) = 1 + 1 + 2 = 4.
\]
If $N = 1$, the unique contact point has multiplicity two, and the upper bound is the same. If $N = 0$, then there are no contact points and the limit cycles cannot intersect the straight line $\text{Div} = 0$. Again by Bendixon criterium, the system has no limit cycles.

Since quadratic systems with four limit cycles are known ([10], [45]), we conclude that indeed $H(2) = 4$. □

For Liénard systems ([8], [29]), we have the following.

**Corollary 1.6.** We consider the Liénard polynomial differential systems
\[
\begin{align*}
\dot{x} &= P(x, y) = y - f(x), \\
\dot{y} &= Q(x, y) = g(x),
\end{align*}
\]
where $p$ is the degree of $f$, and $q$ is the degree of $g$. So $n = \max\{p, q\}$. A system (1.4) cannot have more than
\[
1 + 2(\max\{p, q\} - 1)^2(p - 1)
\]
limit cycles.

**Proof.** It is well known that a system (1.4) has at most $p - 1$ connected components because the curve
\[
\text{Div} = f'(x) = 0
\]
corresponds to the critical values of the polynomial $f$. Note that each component is a vertical straight line in the $(x, y)$–plane. System (1.2) becomes
\[
(y - f(x))f'''(x) = 0, \quad f'(x) = 0,
\]
for differential system (1.4). If
\[ f''(x) = f'(x) = 0 \]
has a solution \( x_0 \), the vertical straight line \( x = x_0 \) is formed by contact points, so it is invariant and we do not need to take it into account, because limit cycles cannot intersect such straight line. Therefore a connected component of the curve \( \text{Div} = 0 \) has one single contact point \( (x_0, f(x_0)) \) for each zero \( x_0 \) of the polynomial \( f'(x) \) such that \( f''(x_0) \neq 0 \). Using again (1.3), we have
\[ n = \max\{p, q\}, \quad M = N \leq p - 1. \]
Hence
\[ 1 + (n - 1)^2(M + N) = 1 + 2(\max\{p, q\} - 1)^2(p - 1). \]
This completes the proof. \( \square \)

1.2. Driving idea for the proof of Theorem 1.1. Our guiding principle for the proof of Theorem 1.1, expressed in a single sentence, is:

Limit cycles of the differential system (1.1) can be interpreted as zeros of the following functional associated with it in a natural way
\[ E_0(x, y) = \int_0^1 \frac{1}{2}(P(x, y)y' - Q(x, y)x')^2 \, dt. \]

Use then Morse’s inequalities to count them in terms of its critical paths.

Even if the following parallelism may be blamed as too naive, it may help some readers stay oriented about where we are heading. It is exactly a similar situation in dimension one. If we are interested in knowing how many real roots a single equation
\[ f(x) = 0 \]
may posses, one possibility is to look for global minimizers of the function
\[ g(x) = (1/2)f(x)^2. \]
It is obvious that roots of the first correspond exactly to absolute minimizers of the second, given that \( g \geq 0 \) always. Critical points for \( g \) are roots of
\[ f(x)f'(x) = 0; \]
and those not corresponding to absolute minimizers
\[ f(x) \neq 0, \]
are zeros of \( f'(x) \). Morse’s inequalities in this simple context reduce just to classical Rolle’s theorem that yields the upper bound
\[ \#(\text{roots of } f) \leq 1 + \#(\text{roots of } f' \setminus \text{roots of } f). \]

Going back to our functional (1.5), note how every periodic solution of (1.1), suitably reparametrized in \([0, 1]\) for normalization, is a zero of \( E_0 \) in (1.5).

Our contribution consists in an attempt to rigorously show that the simple idea just expressed can be carried out to its fulfillment for the proof of Theorem 1.1.

Our work is organized in four main overall stages.

(1) Describe and prepare the analytical setting around functional (1.5) for the legitimate use of Morse’s inequalities that permit to estimate absolute minimizers of a Morse functional in terms of the number of its critical points other than those absolute minimizers. This requires to work with a suitable perturbation \( E_\epsilon \) of \( E_0 \) in addition to determining the functional analytical scenario. As a consequence of Morse’s inequalities, we will be able to bound the number of connected components of sub-level sets \( \{E_\epsilon \leq a\} \) by the number
of its critical points with critical value for $E_0$ uniformly away from zero (with respect to $\epsilon$).

(2) Identify suitable classes of paths where limit cycles of the original polynomial differential system (1.1) can be identified in a one-to-one manner with some of the connected components of sub-level sets $\{E_\epsilon \leq a\}$.

(3) Examine carefully the form of the critical point equation for the relevant functional $E_\epsilon$ that comes from $E_0$ by perturbation.

(4) Count the number of critical paths of $E_\epsilon$ not associated with absolute minimizers of $E_0$, and check that an upper estimate, independent of $\epsilon$, on those is possible. This step is clearly divided in two main parts.

(a) Determine the possible asymptotic distinct behaviors of such branches of critical paths as $\epsilon \searrow 0$.

(b) Derive an upper bound on the number of those possible branches converging to each such possible limit behavior.

This is a general, global description of our strategy. It may be important to have it in mind as we proceed to a much more detailed explanation. Since we will be moving at several levels of different generality, we will systematically used text within boxes, like the following one, to constantly establishing the parallelism with the application to Hilbert’s 16th problem:

**Hilbert’s 16th problem**

In this way, readers will have a constant reference to the application of more abstract or more general principles to our main particular problem.

Our hope is to be able to apply the above simple principle and the corresponding program to our situation. The full path is, however, anything but simple or straightforward.

1.3. Final comments. Though very well-known to specialists, Hilbert’s 16th problem [23] may be not known to mathematicians working in other areas. As described above, we are interested in the second part of it which deals with the number of limit cycles of planar, polynomial differential systems of the form

$$x' = P(x, y), \quad y' = Q(x, y),$$

where both $P$ and $Q$ are polynomials of two variables, and the possibility of providing an upper bound on them depending solely on the maximum degree $n$ of both $P$ and $Q$.

The history of such a problem along the XX-th century is one of the most fascinating situations in Mathematics one can look at. We will not spend time on this here as there are very good and reliable accounts; particularly [1], [2], [5], [11], [26], [27], [28], [34], [53], [46] are indispensable to learn and understand such history. It is also appropriate to recall that, according to Smale [47], except for the Riemann hypothesis, the second part of Hilbert’s 16th problem seems to be the most elusive of Hilbert’s problems. Aside from the various failed attempts to solve the problem, there are essentially two sources to examine this problem. Both [18], [25] claim the finiteness of the number of limit cycles for any planar, polynomial differential system without establishing a bound in terms of the degree of the system. Again according to Smale ([47]), “these two papers have yet to be thoroughly digested by the mathematical community”.

Our contribution is written in a self-contained form for the most part of it. Proofs, though, of very classic results in Analysis which are part of the usual background for many non-linear analysts are not covered as they will, most likely, be accepted without discussion when invoked. A list of these includes:

- Morse inequalities.
**Basic concepts and facts of Linear and Non-Linear Functional Analysis.**

**Some geometrical facts about planar curves.**

A special place is reserved for a couple of classical results of Harnack and Bezout as they have already been used earlier. There are also some prerequisites that have been taken for granted as most of them belong to the initial training for master or doctorate students in Analysis:

- Basic concepts and results in differential systems.
- Regular dependence of solutions of ODE on initial conditions and parameters.
- Vector Sobolev spaces in one variable.
- Basic concepts of functionals defined on Hilbert spaces.
- Perturbation of differential systems.
- Basic topological concepts about planar algebraic curves.

The structure of the paper is a bit special with the goal in mind to facilitate understanding in the most transparent, affordable way. Material is presented in a form for which the global proof is grasped little by little. The strategy is made up of various inter-connected fundamental steps, some of which enclose important sub-steps. It is a non-trivial exercise to comprehend how the different pieces of the puzzle pretend to fit with each other. After all, one has to show that indeed they all do so together in a nice overall picture. Even so, we hope to have discovered the optimal way of explaining things to the point that even a well-motivated graduate student with a sound background in non-linear and global analysis, and variational techniques will be able to understand and appreciate the global proof. This way of presenting things also looks especially relevant given that some interested readers may not be that familiar with variational concepts and techniques which are at the bottom line of our approach. In this vein, the material in some sections may seem dispensable to some readers, yet it may be quite informative and clarifying to others. We are pretty sure that a senior researcher with a solid expertise in global analysis and variational methods will capture the main thread of the proof, as well as technical details of the various stages.

## 2. Strategy and organization

We will be moving at three levels.

1. Some of our ideas can be examined in an abstract setting without paying attention to the particular form of spaces or functionals.
2. Some others require to restrict attention to the special nature of spaces and functionals, and yet results enjoy a certain degree of generality.
3. Still others refer specifically to Hilbert’s problem.

We will therefore be moving from the general to the specific.

### 2.1. The abstract setting.

Suppose we are working in a given Hilbert space $L$. There is a certain important property $(P)$ that some elements of $L$ enjoy, and we would like to test our ability to count them. Let $\mathcal{P} \subseteq L$ be the subset of those elements $x$ of $L$ enjoying property $(P)$.

**Hilbert’s 16th problem**

$L$ is the class of parameterizations of closed (periodic) plane paths or curves with certain differentiability and integrability properties. The subset $\mathcal{P}$ would stand for those parameterizations of limit cycles of our differential system (1.1).

**Problem 2.1.** Find an upper bound for the cardinality of $\mathcal{P}$ in terms of some of its defining features.
Since it does not look feasible to deal directly with $P$ in a quantitative way, we realize that there is a natural functional

$$E : \mathbb{L} \to \mathbb{R}^+$$

with the remarkable property

$$x \in P \implies E(x) = 0.$$  

Hence, we would like to explore the possibility of solving Problem 2.1 by counting how many zeroes $E$ may have in $\mathbb{L}$.

Functional $E$ is given in (1.5), namely

$$E(u) = \frac{1}{2} \int_0^1 (P(x(t), y(t))y'(t) - Q(x(t), y(t))x'(t))^2 dt, \quad u = (x, y).$$

It is elementary to realize that $E(u) = 0$ for any parametrization $u$ of a limit cycle of differential system (1.1) in the interval $[0, 1]$.

There is a standard way to deal with and count absolute minimizers of smooth, regular functionals. It is like a big, global Rolle’s theorem in infinite dimension as already indicated earlier.

**Theorem 2.2** (Morse inequalities). Let $E : \mathbb{L} \to \mathbb{R}$ be a $C^2$-functional defined over a Hilbert space $\mathbb{L}$, which is bounded from below, coercive, enjoying the Palais-Smale property, and having a finite number of critical points, all of which are non-degenerate and of a finite index. Put $M_k$ for the (finite) number of critical points of $E$, for each fixed index $k$. Then

$$M_0 \geq 1, \quad M_1 - M_0 \geq -1, \quad M_2 - M_1 + M_0 \geq 1, \quad \ldots,$$

$$\sum_{k=0}^{\infty} (-1)^k M_k = 1.$$  

There is a number of fundamental concepts in this statement that need to be examined before its conclusion is utilized. To avoid breaking the thread of our discussion at this stage, let us ignore them for the time being and see how one could use this important result.

We are most interested in counting a selected set of the zeroes of a non-negative functional

$$E : \mathbb{L} \to \mathbb{R}^+$$

that is assumed to comply with all of the requirements for Theorem 2.2 to be applied. In particular, zeroes of $E$ must be isolated. Those zeroes are part of the class of absolute minimizers of $E$, which in turn is a subclass of the full set of local minimizers. The number of local minimizers is precisely $M_0$. Therefore, from (2.2), we find

$$M_{abs} + (M_0 - M_{abs}) = M_0 = 1 + \sum_{k=1}^{\infty} (-1)^{k+1} M_k \leq 1 + \sum_{k=1}^{\infty} M_k,$$

if $M_{abs} \leq M_0$ is the number of absolute minimizers. Finally

$$M_{abs} \leq 1 + \sum_{k=1}^{\infty} M_k + (M_0 - M_{abs}).$$
The sum on the right-hand side is the number of all critical points of \( E \) which are not global minimizers. If we let \( M_{\text{cri}} \) be the number of those critical points, we have the upper bound

\[
M_{\text{abs}} \leq 1 + M_{\text{cri}}.
\]

For those situations for which we can handle an upper bound for \( M_{\text{cri}} \), we would have an upper bound for \( M_{\text{abs}} \), i.e., an upper bound on the number of zeroes of \( E \). That would solve Problem (2.1) assuming we could bound \( M_{\text{cri}} \) in terms of the defining features of \( P \).

2.2. Initial difficulties. When trying to use Theorem 2.2 in the initial Hilbert space \( L \), one may find many troubles. To begin with, even before turning our attention to functional \( E \), we realize that in fact infinitely many elements of \( L \) identify a single element of \( P \). Said differently, we come to the conclusion that each element of \( P \) is in fact represented by infinitely many continua of elements of \( L \), and thus it is not feasible to pretend utilizing Theorem 2.2 directly.

```
Hilbert’s 16th problem

Limit cycles can be reparameterized in infinitely many ways, even if, for the sake of normalization, we impose 1-periodicity. The situation is indeed dramatic as, in addition, parameterizations can cover the same limit cycles several times either counter- or clock-wise.
```

Fortunately, we may be able to identify a distinguished open subset \( I \) of \( L \) in which each element of \( P \) has a unique continuous set of representatives. If we do not restrict attention to \( I \) everything might be mixed up in a rather nasty way to the point of spoiling the neatness of property (2.1). Working in \( I \) may still pose important difficulties, as each element of \( P \) might still admit a whole continuum of representatives, but at least we envision the possibility of being able to use Morse inequalities in an appropriate way within \( I \). In fact, we realize that different elements of \( P \) in Problem (2.1) correspond to disjoint components of the zero set \( \{ E = 0 \} \) in a suitable subset \( I \), and so our problem can be more clearly and specifically formulated as follows.

**Problem 2.3.** Find an upper bound on the number of components of the zero set \( \{ E = 0 \} \) in \( I \), for a suitable subset \( I \subset L \). From this perspective, set \( P \) can be identified with the set of these components.

The foundational result, restricting attention to subsets \( I \), upon which to start our approach is then a similar version of Theorem 2.2 which is valid precisely when attention is restricted to suitable subsets of Hilbert spaces. Recall that a subset \( I \) of a Hilbert space \( L \) is said to be invariant with respect to a \( C^1 \)-functional \( E \), if the flow of \(-E\) cannot leave \( I \), and there is no critical point of \( E \) on the boundary \( \partial I \). We will be more precise below.

**Theorem 2.4** (Morse inequalities for invariant sets). Let \( E : L \to \mathbb{R} \) be a \( C^2 \)-functional defined over a Hilbert space \( L \), which is bounded from below, coercive, enjoying the Palais-Smale property, and having a finite number of critical points, all of which are non-degenerate and of a finite index. Let \( I \subset L \) be open, topologically equivalent to a ball, and invariant under \( E \). Put \( M_k(I) \) for the (finite) number of critical points of \( E \) in \( I \), for each fixed index \( k \). Then

\[
M_0(I) \geq 1, \quad M_1(I) - M_0(I) \geq -1, \quad M_2(I) - M_1(I) + M_0(I) \geq 1, \quad \ldots, \\
\sum_{k=0}^{\infty} (-1)^k M_k(I) = 1.
\]
This statement ensures that our previous bound (2.3) is still valid

\[(2.4) \quad M_{abs}(\mathcal{I}) \leq 1 + M_{cri}(\mathcal{I})\]

when attention is restricted to an invariant set \( \mathcal{I} \subset \mathbb{L} \) for the functional \( E \). If we can find an upper bound of \( M_{cri}(\mathcal{I}) \) in terms of parameters determining \( P \), then we would have solved Problem 2.3. Note the important topological condition on \( \mathcal{I} \) in the statement. This is an indispensable requirement to preserve (2.3) in the same form (2.4). If \( \mathcal{I} \) is not topologically equivalent to a ball, then the bound is a bit different depending on topological invariants of \( \mathcal{I} \) like the Euler characteristic or the Betti numbers (check [9], [41]).

2.3. Troubles persist. But things may turn out to be not so easy yet because, even if we identify such an important candidate \( \mathcal{I} \subset \mathbb{L} \), when we turn our attention to functional \( E \), considered over \( \mathbb{L} \), we might find that it is not expected to comply with requirements in Theorem 2.4.

---

**Hilbert’s 16th problem**

In fact, functional \( E \) in (1.5) does not comply with any of those requirements in Theorem 2.4 since, in particular, absolute minimizers for \( E \), even in a good candidate \( \mathcal{I} \), might not be isolated, or we may have infinitely many of them. Though we will be much more precise later, we anticipate that the set \( \mathcal{I} \equiv \mathcal{O}_d, \ d \in \mathbb{N} \), will be the set of smooth, non-singular parameterizations with (global) winding number equal to +1, but with a total number of full rounds of its unit, normalized tangent vector, regardless of whether they are run clock- or counterclock-wise, bounded by \( d \). Parameterizations in \( \mathcal{O}_d \) of different limit cycles belong to different components (in \( \mathcal{O}_d \)) of the zero set \( \{E = 0\} \) for \( E \) as in (1.5) because limit cycles are isolated. Note that it we put \( \mathcal{O} \) for the class of non-singular parametrizations of planar curves with winding number +1, then

\[(2.5) \quad \mathcal{O} = \bigcup_{d \in \mathbb{N}} \mathcal{O}_d, \]

the union being a monotone increasing union of sets. Each parameterization of a limit cycle with winding number +1 belongs to \( \mathcal{O} \), and hence to some \( \mathcal{O}_p \) for a finite \( p \). The set \( \mathcal{P} \), whose cardinality we would like to bound, is the increasing class of components of the zero set \( \{E = 0\} \) in \( \mathcal{O}_d \) determined by limit cycles of our differential system (1.1). It is important to realize that there are, obviously, many other components in that zero set; for instance, the ones determined by closed curves that consist in running back and forth a piece of an integral curve of the system. However, if we could work in a Hilbert space where feasible parameterizations

\[u(t) : [0, 1] \to \mathbb{R}^2\]

are \( C^1 \)-, and restrict attention to non-singular closed curves

\[|u'(t)| > 0 \text{ for all } t,\]

with winding number +1, i.e. the class \( \mathcal{O} \), then those parameterizations running back and forth a piece of an integral curve lie off \( \mathcal{O} \). It is most relevant to discard them from our horizon. We will see the importance of working with a fixed, finite value for \( d \), as it introduces a certain “compactness” that is fundamental to discard undesirable behavior when identifying each limit cycle of (1.1) with a connected component of \( \{E_\epsilon \leq a\} \) in \( \mathcal{O}_d \).
The canonical alternative facing such an apparent dead-end is to enlarge our analytical scenario by the consideration of new ingredients. Specifically:

1. Another Hilbert space $H \subset L$ such that $I \subset H$. Associated norms (coming from their respective inner products) are denoted by $\| \cdot \|_H$ and $\| \cdot \|_L$, respectively. The norm $\| \cdot \|_H$ is strictly finer (larger) than the restriction of $\| \cdot \|_L$ to $H$.

2. A perturbation $E_\epsilon : H \to \mathbb{R}^+$, $\epsilon > 0$, of $E_0 = E$, must be set up so that $E_\epsilon$, for each fixed $\epsilon$, and $I$ verify all assumptions in Theorem 2.4; in particular, $I$ must be invariant for $E_\epsilon$, at least for sufficiently small $\epsilon$.

Hilbert’s 16th problem

$\mathbb{L}$ will be the class of paths with one derivative which is square-integrable, while $\mathbb{H}$ will be the subset of $L$ of paths with two derivatives which are square-integrable. The perturbation of $E = E_0$ given in (1.5) will be taken to be of the canonical form

$$E_\epsilon(u) = E_0(u) + \frac{\epsilon}{2} \|u - v_0\|^2$$

for a suitable smooth path $v_0$ to be chosen in an appropriate manner in such a way that the perturbation $E_\epsilon$ in (2.6) and $I (= \mathcal{O}_d)$ comply with all assumptions in Theorem 2.4 in the Hilbert space $\mathbb{H}$. The norm here is the norm in $\mathbb{H}$. There are some advantages and disadvantages to working with $E_\epsilon$ in $\mathbb{H}$. One first important advantage has already been indicated in connection to complying with requirements in Theorem 2.4. As pointed out earlier, there are many components of the zero set $\{E = 0\}$ in $\mathbb{L}$ other than those associated with limit cycles. Every piece of an integral curve of our differential system (1.1) run forward and backwards would determine one such component (in $\mathbb{L}$), and thus we would have infinitely many. However, components of $\{E = 0\}$ in $\mathbb{H}$ are associated with $C^1$-paths because paths in $\mathbb{H}$ (the standard Sobolev space $H^2([0,1];\mathbb{R}^2)$) are $C^1$, and not just merely absolutely continuous. As an outcome of our results henceforth, we will see that the number of such components in $\mathcal{O}_d \subset \mathbb{H}$ is finite if we stress that paths in $\mathcal{O}_d$ are to be $C^1$- and non-singular with a vector derivative vanishing nowhere. In particular, approximation of paths in $\mathbb{L}$, which are just absolutely continuous, by non-singular paths in $\mathbb{H}$, which are $C^1$-paths avoiding a vanishing derivative, is not possible with a uniformly bounded norm in $\mathbb{H}$.

If we succeed in the two above points, we can hence apply Theorem 2.4 to $E_\epsilon$ and $I$, for each fixed $\epsilon$. The landscape of critical points for $E_\epsilon$ in $I$ may have, however, changed with respect to that of $E_0$, in a way hard to control. The zero set $\{E_0 = 0\}$ in Problem 2.3 becomes disfigured with respect to perturbation $E_\epsilon$ since the zero set for this perturbation is, in general, empty, and so we need to focus rather on sub-level sets of the form $\{E_0 \leq a\}$ for $a$, positive and small. Note that

$$\{E_\epsilon \leq a\} \subset \{E_0 \leq a\}, \quad \{E_0 = 0\} \subset \{E_0 \leq a\}$$

for every positive $\epsilon$ and $a$. It is clear that if

$$x \in \{E_0 = 0\}, \quad E_0(x) = 0,$$

and $a > 0$, then, for $\epsilon$ small enough,

$$x \in \{E_\epsilon \leq a\}.$$

The same is correct for a finite subset $P'$ of elements of $\{E_0 = 0\}$. In addition, for such a fixed finite set $P'$ of elements of $P$, there is always a value $a_{P'} > 0$ such that the components of

$$\{E_\epsilon \leq a\}, \quad a < a_{P'},$$
identified by the elements of $\mathbb{P}$, become disjoint for $\epsilon$ small enough. In this way, if one can show that the number of connected components of $\{E_\epsilon \leq a\}$ eventually becomes independent of $a$ for sufficiently small $\epsilon$, we would have a clear indication that the number of elements of $\mathbb{P}$ is finite, and most possibly one could find the desired upper bound independent of $a$ and $\epsilon$. Though not explicitly written, in the previous discussion everything takes place in $\mathbb{I}$ as our ambient space, so that sub-level sets are intersected always with $\mathbb{I}$.

### Hilbert’s 16th problem

Limit cycles of our polynomial differential system will identify distinguished components of the sub-level set $\{E_\epsilon \leq a\} \cap \mathbb{O}_d$ for every positive, sufficiently small, but fixed $a$; every fixed, sufficiently large $d$; and $E_\epsilon$ in (2.6) for $\epsilon$ sufficiently small. However, more and more components of $\{E_\epsilon \leq a\}$ in $\mathbb{O}_d$ may occur as $a$ and $\epsilon$ become smaller and smaller, and $d$ larger and larger. If we fix a priori a finite subset $\mathbb{P}'$ of those components determined by a selected finite number of limit cycles of system (1.1), there are always values $a_{P'} > 0$, $d_{P'} \in \mathbb{N}$, such that the limit cycles corresponding to $\mathbb{P}'$ determine, in a one-to-one manner, disjoint components of $\{E_\epsilon \leq a\}$ in $\mathbb{O}_d$ for $a < a_{P'}$, $d \geq d_{P'}$, given, and for every $\epsilon$ sufficiently small (depending on $a$). If there are values $a_0 > 0$, $d_0 \in \mathbb{N}$, with the property that the finite number of components of $\{E_\epsilon \leq a\}$ in $\mathbb{O}_d$, for $a < a_0$, $d \geq d_0$, for every $\epsilon$ sufficiently small, does not change with $a$ or with $d$, then that would make plausible the fact that our differential system has a finite number of limit cycles. Even more, if we are capable of finding an upper bound on such number of components of $\{E_\epsilon \leq a\} \cap \mathbb{O}_d$ for fixed, but arbitrarily small $a$; fixed but arbitrarily large $d$; and sufficiently small $\epsilon$; independently of $a$, $d$, and $\epsilon$, such a bound will stay as an upper bound for the number of limit cycles. A good way of clarifying all of these statements is to argue that

\begin{equation}
\#(\{E_0 = 0\} \cap \mathbb{O}_d) \leq \lim_{a \searrow 0, \epsilon \searrow 0} \#(\{E_\epsilon \leq a\} \cap \mathbb{O}_d),
\end{equation}

for every (large) $d \in \mathbb{N}$. $\#$ stands for the number of components of the corresponding set. Suppose that, through Morse inequalities, we can estimate the right-hand side in (2.7) by the number $M_{\text{cr}, a, \epsilon, d}$ of some critical paths in $\mathbb{O}_d$. Since $\mathbb{O}_d$ is increasingly contained in $\mathbb{O}$, an upper estimate for $M_{\text{cr}, a, \epsilon, d}$ will lead to

\begin{equation}
\#(\{E_0 = 0\} \cap \mathbb{O}_d) \leq \lim_{a \searrow 0, \epsilon \searrow 0} M_{\text{cr}, a, \epsilon},
\end{equation}

where $M_{\text{cr}, a, \epsilon}$ are the number of corresponding critical paths in $\mathbb{O}$. Given that the left-hand side in (2.7) is increasing in $d$ as well, with limit $\#\mathbb{P}$ as $d \to \infty$ (again by (2.5)), by (2.8) we see that

\begin{equation}
\#(\mathbb{P}) \leq \lim_{a \searrow 0, \epsilon \searrow 0} M_{\text{cr}, a, \epsilon}
\end{equation}

A main point is then to show that (2.7) is correct.

#### 2.4. Our guiding principle

We adopt the following standard definition. For the time being, we will take all properties in the statement blindly. We will clearly discuss them later at the right time, and with the necessary care.

**Definition 2.1.** A functional $E : \mathbb{H} \to \mathbb{R}$ is called a Morse functional if it is $C^2$, non-negative, coercive, enjoys the Palais-Smale property, and has a finite number of critical points over each sub-level set $\{E \leq c\}$ for each non-critical value $c$, all of which are non-degenerate and with a finite index.
The point is to be able to setup, in a advantageous way, the perturbations $E_\epsilon$ to succeed in our goal of solving Problem 2.3.

**Theorem 2.5.** Let $E_\epsilon : H \to \mathbb{R}^+$ be a family of smooth, non-negative, coercive functionals, with $0 \leq E_0 \leq E_\epsilon$, and $\mathcal{O}_d$, $d \in \mathbb{N}$, an increasing family of open subsets of $H$. As in (2.5), put

$$
\mathcal{O} = \bigcup_{d \in \mathbb{N}} \mathcal{O}_d.
$$

Suppose, in addition, that

1. $E_\epsilon$ is a Morse functional for positive $\epsilon$.
2. $\mathcal{O}_d$ is invariant for all $E_\epsilon$ for all large $d$, and all $\epsilon$.
3. For every $d$, for a sufficiently small, and $\epsilon$ small enough (depending on $a$):
   - Each component of $\{E_0 = 0\} \cap \mathcal{O}_d$ identifies (is contained in), in a one-to-one manner, one component of $\{E_\epsilon \leq a\} \cap \mathcal{O}_d$.
   - Each component of $\{E_\epsilon \leq a\} \cap \mathcal{O}_d$ is topologically equivalent to a ball.

Then

$$
\#(P) \leq 1 + \lim_{a \to 0} \lim_{\epsilon \to 0} M_{\text{cri,},a,}\epsilon,
$$

if $M_{\text{cri,},a,}\epsilon$ is the number of critical elements of $E_\epsilon$ in $\{E_\epsilon > a\} \cap \mathcal{O}$.

**Proof.** Pick up an arbitrary, finite subset $P'$ of $P$. By hypothesis, we can find $a$, sufficiently small and non-critical for $E_1$, and $d$ large enough (depending both on $P'$), such that for $\epsilon$ small enough, some of the components of $\{E_\epsilon \leq a\}$ in $\mathcal{O}_d$ contain, at most, one and only one of the components identified by $P'$. Moreover, for some $b_\epsilon$ sufficiently large, due to the coercivity of $E_\epsilon$ in $H$, the big sub-level set $\{E_\epsilon \leq b_\epsilon\}$ has a unique connected component which is topologically equivalent to a ball.

Let $C_{i,\epsilon,d}$, $i \in I$, be the full set of disjoint components of $\{E_\epsilon \leq a\}$ in $\mathcal{O}_d$, some of which will correspond to those associated with the selected elements in $P'$. Because components of sub-level sets are assumed to be topologically equivalent to a ball and invariant, and the intersection of invariant sets is still invariant, we can apply Theorem 2.4 to $E_\epsilon$ and each $C_{i,\epsilon,d}$, separately for each $i \in I$, as well as in

$$
C_{\epsilon,d} = \{E_\epsilon \leq b_\epsilon\} \cap \mathcal{O}_d,
$$

to find that

$$
(2.10) \quad \sum_k (-1)^k M_k(C_{i,\epsilon,d}) = 1, \quad \sum_k (-1)^k M_k(C_{\epsilon,d}) = 1,
$$

for each $i$. The sum in (2.4) is additive with respect to disjoint sets where it is considered, and hence

$$
\sum_i \sum_k (-1)^k M_k(C_{i,\epsilon,d}) + \sum_k (-1)^k M_k(C_{\epsilon,d} \setminus \cup_i C_{i,\epsilon,d}) = \sum_k (-1)^k M_k(C_{\epsilon,d}).
$$

We conclude, because of (2.10), that

$$
\#(I) + \sum_k (-1)^k M_k(C_{\epsilon,d} \setminus \cup_i C_{i,\epsilon,d}) = 1.
$$

From here, since, again by our hypotheses, each $C_{i,\epsilon,d}$ cannot contain more than one component of the zero set of $E_0$,

$$
\#(P') \leq \#(I) \leq 1 + \sum_k M_k(C_{\epsilon,d} \setminus \cup_i C_{i,\epsilon,d}).
$$

---

1By Sard’s theorem, critical values of smooth functionals have measure zero. We will recall and utilize this fact later.
The sum that remains is the total number of critical points of \( E \) off the union of all the generalized components of \( \{ E_\epsilon \leq a \} \cap \mathcal{O}_d \), which is certainly smaller than those in the set
\[
\{ a < E_\epsilon \leq b \} \cap \mathcal{O}.
\]
If we put \( M_{\text{cri,}\epsilon,a} \) for such total number of critical points of \( E \) on the \( \mathcal{O} \) with critical value uniformly away from zero, i.e. the number of critical points of \( E_\epsilon \) in the subset \( \{ a < E_\epsilon \} \cap \mathcal{O} \), then we recover the upper bound
\[
(2.11) \quad \#(\mathcal{P}') \leq 1 + M_{\text{cri,}\epsilon,a}. \]
The arbitrariness of \( \mathcal{P}', a \), and \( \epsilon \) under the established conditions finishes the proof. \( \square \)

If the number \( M_{\text{cri,}\epsilon,a} \) admits further an upper bound \( M_{\text{cri}} \) independent of \( \epsilon \) and of \( a \), as they become small, respectively, in the appropriate order, in terms of the defining properties of \( \mathcal{P} \), then the full subset \( \mathcal{P} \) of those special components of the level set \( \{ E_0 = 0 \} \) is finite and
\[
\#(\mathcal{P}) \leq 1 + M_{\text{cri}}.
\]
This is our desired goal in connection with Problem 2.3.

**Problem 2.6.** Let \( E_\epsilon : \mathbb{H} \to \mathbb{R}^+ \) be a perturbation of \( E_0 \) with \( 0 \leq E_0 \leq E_\epsilon \), and \( \mathcal{O}_d \subset \mathbb{H} \), complying with the hypotheses in Theorem 2.5. Find an upper bound \( M_{\text{cri}} \) on the number of critical elements of \( E_\epsilon \) in \( \mathcal{O} \) with critical value uniformly (with respect to \( \epsilon \)) away from zero, which is independent of \( \epsilon \), i.e.
\[
\lim_{\epsilon \to 0} M_{\text{cri,}\epsilon,a} \leq M_{\text{cri}}
\]
for every fixed \( a \), sufficiently small.

---

**Hilbert’s 16th problem**

To sum up, we have already given in (2.6) the form of the perturbations \( E_\epsilon \) of \( E_0 \), the ambient space \( \mathbb{H} \), and the subset \( \mathcal{O}_d \) of smooth, non-singular parameterizations with winding number +1, and a maximum number \( d \) of full rounds of the tangent vector in either sense. Our job consists of showing that all requirements in Theorem 2.5 are met, and then find the upper bound \( M_{\text{cri}} \) in Problem 2.6.

---

**2.5. The general setting.** As seen in the previous subsection, the clue to the success of our strategy is to be able to count the critical points of the smooth, perturbed functional \( E_\epsilon \) with critical value uniformly away from zero, i.e. the critical points in the super-level set \( \{ a < E_\epsilon \} \cap \mathcal{O} \) with \( a > 0 \) fixed, small but otherwise arbitrary; and \( \epsilon \) arbitrarily small. To advance in this issue, one needs to understand the nature of critical points for \( E_\epsilon \), and this forces us to be more specific about the nature of spaces \( \mathbb{H}, \mathbb{L} \), and functionals \( E = E_0 \) and \( E_\epsilon \), as well as invariant sets \( \mathcal{O}_d \).

The class of functionals better known in Analysis are local, integral functionals of the standard form
\[
E(u) = \int_0^1 F(t, u(t), u'(t), \ldots, u^k(t)) \, dt.
\]
We have just written \( E \) as a one-dimensional functional because this is the situation we are interested in here. \( k \) is the highest order of derivatives explicitly participating in the functional. We have also normalized the interval of integration to the unit interval \([0, 1]\). We will restrict attention, to avoid such great generality, to the situation in which
\[
(2.12) \quad E(u) = \int_0^1 F(t, u(t), u'(t)) \, dt
\]
is a first-order, one-dimensional functional defined for planar paths

\( u(t) = (u_1(t), u_2(t)) \)

belonging to a suitable Hilbert space, and for a certain integrand

\( F(t, u, v) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^+ \).

The natural Hilbert space is

\( L = H^1_O([0, 1]; \mathbb{R}^2) \)

of periodic paths, \( u(0) = u(1) \) (but this common value is undetermined), with a weak first derivative \( u'(t) \) which is square-integrable in the unit interval

\[ \int_0^1 |u'(t)|^2 \, dt < \infty. \]

**Hilbert's 16th problem**

The integrand corresponding to (1.5) is

\[ F(t, u, v) = \frac{1}{2} (v \cdot F^\perp(u))^2, \quad F = (P, Q), F^\perp = (-Q, P). \]

There is something wrong, from our perspective in this paper, with such integrand \( F \) in (2.13) in the sense that corresponding functional \( E \) in (2.12) does not comply with assumptions in Theorem 2.4, as announced earlier. One needs to perturb it and pass down to a better space of paths, namely

\[ \mathbb{H} = H^2_O([0, 1]; \mathbb{R}^2), \quad E_\epsilon(u) = E(u) + \frac{\epsilon}{2} \|u - v_0\|^2_{\mathbb{H}}. \]

\( H^2_O([0, 1]; \mathbb{R}^2) \) is the space of paths with a weak second derivative \( u''(t) \) that is square-integrable

\[ \int_0^1 |u''(t)|^2 \, dt < \infty, \]

which are periodic

\( u(0) = u(1), \quad u'(0) = u'(1). \)

The specific path \( v_0(t) \in \mathbb{H} \) is to be chosen in an appropriate way to ensure that Theorem 2.4 can, this time, be applied to \( E_\epsilon \) in \( \mathbb{H} \). In this way, the perturbed functionals become of second order. These are of the general form

\[ E(u) = \int_0^1 F(t, u(t), u'(t), u''(t)) \, dt. \]

**Hilbert's 16th problem**

We will be working with the explicit perturbation

\[ E_\epsilon(u) = E_0(u) + \frac{\epsilon}{2} \int_0^1 [\|u''(t) - v''_0(t)\|^2 + |u'(t) - v'_0(t)|^2 + |u(t) - v_0(t)|^2] \, dt. \]

In addition to this passage to second-order problems, there are three main issues worth realizing.
(1) The choice for $O_d$. Recall that $O$ is the non-decreasing union of the $O_d$’s.

Hilbert’s 16th problem

Since our main concern is focused on limit cycles of planar, polynomial vector fields, we will consider the set $O_d$ as the subset of $H_2^O([0, 1]; \mathbb{R}^2)$ of non-singular paths (or parameterizations) with winding number $+1$, and a maximum number $d$ of full rounds of the tangent vector in either sense. The concept of winding number goes back to Whitney [51] who formalized it and proved its main properties. The limit cycles we are interested in counting definitely have winding number $+1$ (run counter-clockwise). Our counting procedure will take place in $O_d$, which will be shown to be an open subset of $H_2^O([0, 1]; \mathbb{R}^2)$.

(2) A main point in this part of our development is to understand how to set up and manipulate the equation for critical paths of integral functionals as the ones written above. It is something well-known that we are talking about systems of ODEs of order four.

(3) The fact that the perturbed functionals $E_\epsilon$ are of the form (2.14) with a norm in $H$ which is finer than the norm in $L$, carries us to face singularly-perturbed problems and their asymptotic behavior as $\epsilon \to 0$. This is a delicate area that asks for fine points in arguments.

2.6. The concrete setting, and the full program. We have already introduced the final ingredient to be specified in order to have a full description of the situation. The basic functional $E = E_0$ is of the form (2.12)

$$F(t, u, v) = \frac{1}{2}(v \cdot F^\perp(u))^2, \quad E(u) = \int_0^1 \frac{1}{2}(u'(t) \cdot F^\perp(u(t)))^2 dt,$$

if $F(x, y) = (P(x, y), Q(x, y))$ is the given polynomial planar field, and $F^\perp(x, y) = (-Q(x, y), P(x, y))$.

It is pretty clear that if $u$ is a limit cycle, reparameterized in the unit interval for normalization, of the differential system (1.1) with right-hand side $F$, then $u \in O$ and $E(u) = 0$. The type of perturbations that we will be dealing with is

$$E_\epsilon(u) = E(u) + \epsilon \int_0^1 \left( |u''(t) - v_0''(t)|^2 + |u'(t) - v_0'(t)|^2 + |u(t) - v_0(t)|^2 \right) dt,$$

as indicated above, where the auxiliary path $v_0 \in O$ will be suitably chosen.

For the sake of readers not familiar with these facts, we include the following statement which have been mentioned earlier.

**Proposition 2.7.** Paths in $H^1([0, 1]; \mathbb{R}^2)$ are absolutely continuous. Paths in $H^2([0, 1]; \mathbb{R}^2)$ are $C^1$ with a derivative $u'$ which is absolutely continuous.

**Proof.** Note that

$$|u(r) - u(s)| \leq \int_s^r |u'(t)| dt \leq \sqrt{r - s} \left( \int_0^1 |u'(t)|^2 dt \right)^{1/2}$$

for $u \in H^1([0, 1]; \mathbb{R}^2)$. Hence $u$ is absolutely continuous. The same inequality replacing $u$ and $u'$ by $u''$ and $u'''$, respectively, when $u \in H^2([0, 1]; \mathbb{R}^2)$, shows the second part. $\square$
At this stage, we are ready to specify the program we would like to cover to its fulfillment for the proof of our central result Theorem 1.1.

(1) Show how to select auxiliary path $v_0$ to ensure that $E_\epsilon$ is eligible for Theorems 2.4 and 2.5. In particular,
   (a) Argue that $O_d$ is open and invariant for each $E_\epsilon$, for $d$ large enough independently of $\epsilon$.
   (b) For a small, $\epsilon$, small enough, and every fixed $d \in \mathbb{N}$:
      (i) Components of $\{E_\epsilon \leq a\} \cap O_d$ are topologically equivalent to a ball.
      (ii) Components of $\{E_0 = 0\} \cap O_d$ determine, in a one-to-one manner, components of $\{E_\epsilon < a\} \cap O_d$.

(2) Determine the equation for critical paths for $E_0$ and $E_\epsilon$.

(3) Find an upper bound for the critical paths of $E_\epsilon$ in $O$ with critical value uniformly away (with respect to $\epsilon$) from zero in the following way:
   (a) Show that critical values of $E_\epsilon$ in $O$ uniformly away from zero (with respect to $\epsilon$) are such that $E_0$ is also uniformly away from zero.
   (b) Examine the possible asymptotic limits, as $\epsilon \searrow 0$, of such families of critical paths with critical values uniformly away from zero, through the limit equation as in typical singularly-perturbed differential problems.
   (c) For each asymptotic limit in the previous item, find an upper bound on the number of possible branches converging to each such limit.

---

**Hilbert’s 16th problem**

As indicated earlier in several places, our specific family of functionals is given by

\[
\int_0^1 \frac{1}{2} (F^\perp(u(t)) \cdot u'(t))^2 dt + \int_0^1 \frac{\epsilon}{2} \left[ \left| u''(t) - v''_0(t) \right|^2 + \left| u'(t) - v'_0(t) \right|^2 + \left| u(t) - v_0(t) \right|^2 \right] dt
\]

where

\[
F(x, y) = (P(x, y), Q(x, y)),
\]

\[
F^\perp(x, y) = (-Q(x, y), P(x, y)), \quad u = (x, y).
\]

We will be especially interested in showing the following:

(1) show that $E_0'(u_\epsilon) \to 0$ in $H^2([0, 1]; \mathbb{R}^2)$ for every branch of critical paths $u_\epsilon$ of $E_\epsilon$, and that the numbers $E_0(u_\epsilon)$ are uniformly away from zero;

(2) based on the important information of the previous item, make a full, concrete description of the possible limit behaviors of branches of critical paths $u_\epsilon$ in terms of features of the differential system (1.1); and

(3) for each possible limit behavior of such branches in the previous item, argue that there cannot be more than $(n - 1)^2$ branches of critical, non-minimizer paths.

Note that singularly-perturbed problems for critical points, and not just for minimizers, are not usually treated. In addition, formal proofs of results for such perturbation problems, under
periodicity conditions, are not easy to find. Most of the time in the literature, calculations are
informal, even more so under periodic end-point conditions.

There is an additional, final simple step for our program to take care of a non-generic situation
for a full proof of Theorem 1.2 (Subsection 5.10).

3. Abstract results

We gather in this section those results that can be shown in an abstract setting without
specifying the nature of spaces or functionals. The fundamental result that is driving us in this
section is Theorem 2.4 which we restate below.

There is even a more general statement than Theorem 2.4 that incorporates some fundamental
topological invariants like the Euler characteristic, the Betti numbers, etc, and that can be stated
in the context of infinite-dimensional manifolds ([9], [39]-[41]). Since all that we need for our
goal in this article is inequality (3.1) in Theorem 3.1 below, we will restrict attention to the
situation in the statement, and forget about those more general cases. Our plan is then to define
doing and discuss the concepts involved in Definition 2.1, which are mentioned in this statement of
Theorem 3.1 in preparation to prove those conditions for a perturbation $E_\epsilon$ of a given initial
functional $E_0$. Our discussion is intended right to the point with a minimal number of elements
for a full and rigorous proof. Recall (Definition 2.1) that a functional $E : H \to \mathbb{R}$ defined in a
Hilbert space $H$ is called a Morse functional if:

- it is $C^2$, non-negative, coercive;
- it enjoys the Palais-Smale property;
- it has a finite number of critical points over each sub-level set $\{E \leq c\}$ for each non-
critical value $c$, all of which are non-degenerate and with a finite index.

3.1. Morse inequalities. Morse inequalities in the full space $H$ (Theorem 2.2) is such a classical
result that we will take it for granted without proof. In an infinite-dimensional setting, it can
be found in several places, for instance, Corollary (6.5.10) of [4] or Theorem 4.3 of Chapter 1 in
[9]. As a matter of fact, our above version of Morse inequalities restricted to an invariant set
$\mathbb{I}$ is not easy to find as such. Corollary (6.5.11) of [4] is a particular version of it when $\mathbb{I}$ is an
invariant ball in $H$. The proof of this case in that reference [4], however, makes it very clear that
the result is valid not just for a ball, but for a general invariant subset $\mathbb{I}$ which is topologically
equivalent to a ball.

Theorem 3.1. Let $E : H \to \mathbb{R}$ be a Morse functional (according to Definition 2.1) over a
Hilbert space $H$. Let $\mathbb{I}$ be open, topologically equivalent to a ball, $E$-invariant, and put $M_k(\mathbb{I})$
for the (finite) number of critical points of $E$ in $\mathbb{I}$, for each fixed index $k$. Then

$$
M_0(\mathbb{I}) \geq 1, \quad M_1(\mathbb{I}) - M_0(\mathbb{I}) \geq -1, \quad M_2(\mathbb{I}) - M_1(\mathbb{I}) + M_0(\mathbb{I}) \geq 1, \quad \ldots,
$$

$$
\sum_{k=0}^{\infty} (-1)^k M_k(\mathbb{I}) = 1.
$$

Proof. If a set $\mathbb{I}$ is invariant for a Morse functional $E$, every concept or fact that depends ex-
clusively on the flow of $-E$ can be restricted to $\mathbb{I}$ without change. On the other hand, since $\mathbb{I}$
is topologically equivalent to a ball, all of its homology groups coincide with those of the full
space $H$. Since Morse inequalities depend on those topological invariants, they remain valid when
restricted to such invariant sets. \qed

When a certain base functional $E_0$ does not comply with the hypotheses of Theorem 3.1, there
is a general, abstract procedure that permits to perturb it appropriately in such a way that the
resulting perturbation $E_\epsilon$ turns out to be a Morse functional, i.e. all of above requirements in
Definition 2.1 and Theorem 3.1 hold for $E_\epsilon$. In addition, we would have to be convinced that
the topology of sub-level sets \( \{ E_0 \leq a \} \) for \( a \) near the absolute minimum of \( E_0 \) is not changed when we replace \( E_0 \) by \( E_c \).

3.2. Main concepts. The statement of Theorem 3.1 based on Definition 2.1, involves the notion of Morse index for a non-degenerate critical point of a smooth functional defined on a Hilbert space. Unless otherwise explicitly stated, we will take, throughout this section, \( E : \mathbb{H} \to \mathbb{R} \) to be a functional defined in an abstract Hilbert space \( \mathbb{H} \) with elements \( u \).

**Definition 3.1.**

1. \( E \) is coercive if
   \[ E(u) \to \infty \text{ as } \| u \| \to \infty. \]
2. \( E \) is \( C^1 \) if for every \( u \in \mathbb{H} \) there is a linear functional
   \[ E'(u) : \mathbb{H} \to \mathbb{R}, \]
   such that
   \[ \frac{1}{\| v \|^2} \| E(v) - \langle E'(u), v \rangle - E(u) \| \to 0 \text{ as } \| v \| \to 0. \]
   The Riesz representation theorem implies that \( E'(u) \in \mathbb{H} \).
3. An element \( u \in \mathbb{H} \) is a critical point of a \( C^1 \)-functional \( E \) if
   \[ E'(u) = 0 \in \mathbb{H}. \]
   A real number \( c \in \mathbb{R} \) is a critical value of \( E \) if there is a critical point \( u, E'(u) = 0 \), such that \( c = E(u) \).
4. \( E \) is \( C^2 \) if it is \( C^1 \), and for each \( u \in \mathbb{H} \), there is a bilinear, symmetric map
   \[ E''(u) : \mathbb{H} \times \mathbb{H} \to \mathbb{R}, \]
   such that
   \[ \frac{1}{\| v \|^2} \| E(u) - E''(u)(v, v) - \langle E'(u), v \rangle - E(u) \| \to 0 \text{ as } \| v \| \to 0. \]
   Again by the Riesz representation theorem, one can interpret the Hessian \( E''(u) \) as a linear map
   \[ E''(u) : \mathbb{H} \to \mathbb{H}, \quad \langle E''(u)v, w \rangle = E''(u)(v, w). \]

Suppose \( E : \mathbb{H} \to \mathbb{R} \) is a non-negative, coercive, \( C^2 \)-functional defined over a Hilbert space \( \mathbb{H} \). Let \( u \in \mathbb{H} \) be a critical point of \( E \), i.e. \( E'(u) = 0 \).

**Definition 3.2.** A critical point \( u \in \mathbb{H} \) of \( E \) is called non-degenerate is the self-adjoint operator \( E''(u) : \mathbb{H} \to \mathbb{H} \) is invertible. Otherwise, \( u \) is said to be degenerate. When the number of negative eigenvalues of \( E''(u) \) is finite, such number is called the (Morse) index of \( u \).

A main, indispensable condition for Morse theory to hold is the Palais-Smale condition. It enables the passage of typical arguments in finite dimension to an infinite-dimensional setting. For a general, smooth \( C^1 \)-functional \( E : \mathbb{H} \to \mathbb{R} \), this important compactness property reads:

If for a sequence \( \{ u_j \} \) we have that \( E(u_j) \leq K \) for all \( j \) and a fixed positive constant \( K \), and \( E'(u_j) \to 0 \) as \( j \to \infty \), then a certain subsequence of \( \{ u_j \} \) converges (strongly) in \( \mathbb{H} \).

If \( E \) is coercive, we can replace the boundedness of \( E \) along the sequence \( \{ u_j \} \) by the uniform boundedness of \( \{ u_j \} \) in \( \mathbb{H} \).

Though we have already talked about invariant sets of functionals in Theorem 3.1, for the sake of completeness we include here a more formal, precise definition. Suppose \( E : \mathbb{H} \to \mathbb{R} \) is a \( C^2 \)-functional, and consider the steepest-descent flow \( X \) of \( -E \), i.e.

\[ X'(t, u) = -E'(X(t, u)) \quad \text{for } t > 0, \quad X(0, u) = u. \]
The regularity assumed on $E$ implies that the flow is defined for every positive $t$. For fixed positive $t$, the mapping

$$X(t,\cdot):H\to H$$

can be easily shown to be $C^1$. This is standard.

**Definition 3.3.** A connected open subset $S \subset H$ is said to be $E$-invariant, for a $C^2$-functional $E$, if its boundary $\partial S$ does not contain a critical point of $E$, and

$$X(t,S) \subset S$$

for all positive $t$. The intersection of $E$-invariant sets is also $E$-invariant. When one deals with one functional, we will simply talk about invariant sets.

Note that connected components of sublevel sets

$$\{E \leq c\} = \{u \in H : E(u) \leq c\}$$

for a non-critical value $c$ are invariant. If they are intersected with an additional invariant set, they remain invariant.

3.3. **Perturbation.** Suppose we have two nested Hilbert spaces $H \subset L$ with associated norms (coming from their respective inner products) $\|\cdot\|_H$ and $\|\cdot\|_L$, respectively. The norm $\|\cdot\|_H$ is strictly finer (larger) than the restriction of $\|\cdot\|_L$ to $H$. We take as a fact that bounded sequences in $H$ are relatively compact in $L$. The norm $\|\cdot\|$ always means $\|\cdot\|_H$.

Let $E_0:L \to \mathbb{R}$ be a certain non-negative, $C^2$-functional. It turns out that $E_0$ is far from being a Morse functional so that Theorem 3.1 cannot be applied to it. Our intention is to perturb it through an additional term of the form

$$\tilde{E}_\epsilon:H \to \mathbb{R}, \quad \tilde{E}_\epsilon(u) = E_0(u) + \frac{\epsilon}{2}\|u\|_H^2$$

and show that a choice $v_0 \in H$ is possible in such a way that the modified functional

$$E_\epsilon:H \to \mathbb{R}, \quad E_\epsilon(u) = E_0(u) + \frac{\epsilon}{2}\|u - v_0\|_H^2$$

is a Morse functional for every positive $\epsilon$. As a matter of fact, we have plenty of freedom to choose $v_0$. The success of this process requires the base functional $E_0$ to comply with the two compactness properties that follow:

1. $E_0':H \to H$ (regarded as defined in $H$) is a (non-linear) compact operator:

$$u_j \rightharpoonup u \implies E_0'(u_j) \rightharpoonup E_0'(u).$$

The sign $\rightharpoonup$ indicates weak convergence in $H$, i.e.

$$\langle u_j, v \rangle \to \langle u, v \rangle$$

for every fixed $v \in H$.

2. For each $u \in H$, the self-adjoint, linear operator

$$E_0''(u):H \to H$$

is compact.

More specifically, we want to prove the two following results. Our starting point is the non-negative, $C^2$-functional

$$E_0:H \subset L \to \mathbb{R}$$

where the injection $H \hookrightarrow L$ is compact.
Lemma 3.2. Suppose $E'_0 : \mathbb{H} \to \mathbb{H}$ is a compact operator, and let $\mathbb{V} \subset \mathbb{H}$ be an open subset. There is $v_0 \in \mathbb{V}$ such that the perturbed functional

$$E_\epsilon(u) = E_0(u) + \frac{\epsilon}{2} \|u - v_0\|^2$$

is non-negative, coercive, $C^2$-, complies with the Palais-Smale condition, and has a finite number (possibly depending on $\epsilon$ and $\alpha$) of non-degenerate critical points in every finite sub-level set of the form $\{E_\epsilon < \alpha\}$ for arbitrary non-critical value $\alpha$.

Lemma 3.3. Assume, in addition to the main assumption in Lemma 3.2, that for each $u \in \mathbb{H}$, the linear, self-adjoint operator $E''_0(u) : \mathbb{H} \to \mathbb{H}$ is compact. Let $E_0$ be the perturbation in that lemma. Then for each positive $\epsilon$, every critical point of $E_\epsilon$ is non-degenerate and has a finite Morse index.

We can sum up these two fundamental facts into a single important, general statement.

Theorem 3.4. Let $\mathbb{H} \hookrightarrow \mathbb{L}$ be two nested Hilbert spaces with compact injection. Let $E_0 : \mathbb{H} \subset \mathbb{L} \to \mathbb{R}$ be a non-negative, $C^2$-functional such that the derivative operators $E'_0 : \mathbb{H} \to \mathbb{H}$, $E''_0(u) : \mathbb{H} \to \mathbb{H}$ are compact, the second one for every fixed $u \in \mathbb{H}$. Then for every open subset $\mathbb{V} \subset \mathbb{H}$, there is $v_0 \in \mathbb{V}$ such that the perturbed functional

$$E_\epsilon(u) = E_0(u) + \frac{\epsilon}{2} \|u - v_0\|^2$$

is a Morse functional.

For proving this main result, we need some preliminary abstract definitions and facts, which we state next for the sake of completeness, most of which can be found in the book of Berger [4], among others.

3.4. More concepts. Suppose that $E : \mathbb{H} \to \mathbb{R}$ is a smooth $C^2$-functional defined in a Hilbert space $\mathbb{H}$. We shall use the following concepts in addition to the ones already introduced earlier.

(i) An element $u \in \mathbb{H}$ is called a regular point for a non-linear $C^1$-operator $F : \mathbb{H} \to \mathbb{H}$ if the linear operator $F'(u) : \mathbb{H} \to \mathbb{H}$ is surjective. Otherwise, $u$ is called a singular point for $F$. When $F$ is the derivative of a $C^2$-functional $E : \mathbb{H} \to \mathbb{R}$, then a critical point $u$ for $E$ is degenerate (respectively, non-degenerate) if it is singular (respectively, regular) for $F = E'$. Note that in this case $F' = E''$ is a self-adjoint operator, and so it is surjective if and only if it is bijective, see Section 2.7 in [7], for instance. The image $F(u)$ of a singular point $u$ is called a singular value of $F$.

(ii) A mapping $F : \mathbb{H} \to \mathbb{H}$ is a non-linear Fredholm operator if its Fréchet derivative $F'(u) : \mathbb{H} \to \mathbb{H}$ is a linear Fredholm map for each $u \in \mathbb{H}$. The index of $F$ is defined to be the difference of the dimensions of the kernel and the cokernel of $F'(u)$. This index is independent of $u$. 
(iii) The functional $E$ is a Fredholm functional if $E' : H \rightarrow H$ is a Fredholm mapping, i.e. if

\[ E''(u) : H \rightarrow H \]

is a linear Fredholm map for each $u \in H$.

We state several interesting facts (page 100 in [4]).

Proposition 3.5. The following statements hold.

a) Any diffeomorphism between Banach spaces is a Fredholm map of index zero.

b) If $F$ is a Fredholm map, and $G$ is a compact operator, then the sum $F + G$ is also Fredholm with the same index as $F$.

We recall two additional classic results. The first one is the Inverse Function Theorem (page 113, [4]) for Banach spaces.

Theorem 3.6. Let $F$ be a $C^1$-mapping defined in a neighborhood of some point $u$ of a Banach space $X$, with range in a Banach space $Y$. If $F'(u)$ is a linear homeomorphism of $X$ onto $Y$, then $F$ is a local homeomorphism of a neighborhood $U(u)$ of $u$ to a neighborhood of $F(u)$.

The second one is a version of Sard’s theorem for infinite-dimensional spaces (page 125 of [4]).

Theorem 3.7. Let $F$ be a $C^q$-Fredholm mapping of a separable Banach space $X$ into a separable Banach space $Y$. If $q > \max(\text{index } F, 0)$, the set of singular values of $F$ are no-where dense (its closure has empty interior) in $Y$.

The proof of Theorem 3.4, through Lemmas 3.2 and 3.3, will make use of Proposition 3.5, and Theorems 3.6 and 3.7, in addition to standard properties of compact operators.

3.5. Main proofs. We are now in a position to prove Lemma 3.2. We begin by checking that the perturbation $E_\epsilon$, for fixed $\epsilon$, in (3.3) complies with the Palais-Smale property, regardless of how the vector $v_0$ is selected : if $\{u_j\}$ is a sequence in $H$ such that $E'_\epsilon(u_j)$ is bounded, $E'_\epsilon(u_j) \to 0$,

then some subsequence of $\{u_j\}$ converges in $H$. Note that, since $E_\epsilon$ is coercive in $H$, we can replace the boundedness of $E'_\epsilon$ along the sequence $\{u_j\}$ by the uniform boundedness of $\{u_j\}$ in $H$.

Note first that each $E_\epsilon$ is coercive for fixed $\epsilon$. On the other hand,

\[ E'_\epsilon = E'_0 + \epsilon 1 - \epsilon v_0, \]

where $1 : H \rightarrow H$ is the identity operator.

Suppose $\{u_j\}$ is uniformly bounded. Since $E'_0$ is assumed to be compact, there is a subsequence $u_j$ (not relabelled) such that

\[ E'_0(u_j) \to \bar{u}, \quad \bar{u} \in H. \]

To check the Palais-Smale conditions, if $E'_\epsilon(u_j) \to 0$, due to (3.4), we have

\[ \epsilon u_j = E'_\epsilon(u_j) - E'_0(u_j) + \epsilon v_0 \to -\bar{u} + \epsilon v_0 \text{ as } j \to \infty. \]

Hence $\{u_j\}$ converges strongly in $H$. This is exactly the required property for each $E_\epsilon$.

Consider now the functional

\[ \tilde{E}_\epsilon : H \rightarrow \mathbb{R}, \quad \tilde{E}_\epsilon(u) = E_0(u) + \frac{\epsilon}{2} |u|^2. \]

Its derivative

\[ F_\epsilon(u) \equiv \tilde{E}_\epsilon'(u) = \epsilon u + E'_0(u) \]
is the sum of a diffeomorphism, $c1$, and a compact operator, $E_0'$. By Proposition 3.5, this derivative is a Fredholm operator of index zero. By Theorem 3.7, the set of critical values of the derivative $F_{\epsilon}$, that is

$$C_{\epsilon} \equiv \{ F_{\epsilon}(u) \in H : F'_{\epsilon}(u) = 0 \},$$

is no-where dense. The union

$$C \equiv \bigcup_{\epsilon > 0} C_{\epsilon}$$

is thus a meager or first-category subset. Notice here that we can, without loss of generality, restrict attention to some appropriate sequence of values for $\epsilon$ and work henceforth with such a sequence. For the sake of simplicity, we will keep using $\epsilon$ without indicating explicitly $\{ \epsilon_j \}$, and hope that this will not create confusion. After all, our main perturbation argument is valid if applied to some sequence of functionals $\{ E_\epsilon \}$ for some sequence of values for $\epsilon$ converging to zero.

Since $H$ is a complete metric space, the classical Baire category theorem implies that $C$ has empty interior, and consequently, we can choose an element

$$v_0 \in V \setminus C,$$

with the properties claimed in the statement of the theorem, so that every solution $u$ of the family of equations

$$F_{\epsilon}(u) + v_0 = 0$$

cannot be a singular point for none of the $F'_{\epsilon}$s, i.e.

$$F'_{\epsilon}(u) = E''_{0}(u)$$

is bijective, and so $u$ is non-degenerate. This argument implies indeed that the critical points of $E_\epsilon$ are non-degenerate, once $v_0$ has been chosen in this way and has been added to $E_\epsilon$, because $E''_{\epsilon}(u) = E''_{\epsilon}(u)$.

The Inverse Function Theorem 3.6 implies directly that non-degenerate critical points of a $C^2$-functional $E_\epsilon$ are isolated.

Finally, we argue why the number of critical points in sets of the form $\{ E_\epsilon \leq \alpha \}$ is finite. Indeed, if we let $\alpha$ be a positive real number and assume that there is an infinite number $\{ u_j \}$ of critical points with

$$E_{\epsilon}(u_j) \leq \alpha, \quad E'_{\epsilon}(u_j) = 0,$$

the Palais-Smale condition for $E_\epsilon$ would ensure the existence of a suitable subsequence converging to some $\bar{u}$ which would be a critical, non-isolated point. This is a contradiction with the previous statement about the fact that the critical points are isolated, and so the number of such critical points has to be finite. This completes the proof of Lemma 3.2

The proof of Lemma 3.3 relies on the standard fact that eigenvalues of a linear, self-adjoint, compact operator in a Banach space, like $E''_{0}(u)$, always has a sequence of (real) eigenvalues converging to zero (see, for instance, Chapter 6 of [7]). By differentiating in (3.4),

$$E''_{\epsilon}(u) = E''_{0}(u) + c1,$$

and hence eigenvalues of $E''_{\epsilon}(u)$ are eigenvalues of $E''_{0}(u)$ plus $\epsilon$. The conclusion is that there cannot be an infinite number of negative eigenvalues.

Theorem 3.4 is then proved.
3.6. Perturbation and critical points. Let $E_0 : \mathbb{H} \to \mathbb{R}$ be a $C^1$, convex functional, bounded from below $E_0 \geq M$ for some $M \in \mathbb{R}$, and let $E : \mathbb{H} \to \mathbb{R}^+$ be a $C^1$, strictly convex functional. In most situations of interest, one would take

$$E(u) = \frac{1}{2} \|u\|^2 \text{ or } E(u) = \frac{1}{2} \|u - v_0\|^2$$

for a fixed vector $v_0 \in \mathbb{H}$. We will consider the perturbed functional

$$E_\epsilon : \mathbb{H} \to \mathbb{R}, \quad E_\epsilon(u) = E_0(u) + \epsilon E(u),$$

which turns out to be strictly convex for every positive $\epsilon$. As such it admits a unique minimizer $u_\epsilon$ which is determined as the unique solution of the critical point equation

$$E_0'(u_\epsilon) + \epsilon E'(u_\epsilon) = 0.$$

This is standard.

**Proposition 3.8.** In the situation just described, $E_0'(u_\epsilon) \to 0$ in $\mathbb{H}$.

**Proof.** Let $u \in \mathbb{H}$ be an arbitrary vector. Because $u_\epsilon$ is a minimizer for $E_\epsilon$, we have that

$$E_0(u_\epsilon) \leq E_\epsilon(u_\epsilon) = E_0(u_\epsilon) + \epsilon E(u_\epsilon) \leq E_0(u) + \epsilon E(u).$$

If we take limits in $\epsilon$, we conclude that

$$\liminf_{\epsilon \to 0} E_0(u_\epsilon) \leq \limsup_{\epsilon \to 0} E_0(u_\epsilon) \leq E_0(u),$$

and the arbitrariness of $u$ leads to

$$\inf_{\mathbb{H}} E_0 \leq \liminf_{\epsilon \to 0} E_0(u_\epsilon) \leq \limsup_{\epsilon \to 0} E_0(u_\epsilon) \leq \inf_{\mathbb{H}} E_0.$$

Hence $\{u_\epsilon\}$ is minimizing for $E_0$, and because $E_0$ is bounded from below, $E_0'(u_\epsilon) \to 0$ (even if $\|u_\epsilon\| \to \infty$). \hfill $\Box$

The convexity of the base functional $E_0$ looks unavoidable in this proof to ensure the uniqueness of minimizers $u_\epsilon$, yet a stronger result is possible with no reference to convexity. Recall that statements concerning $\epsilon \to 0$ exactly means that it holds along some sequence of values of $\epsilon$. This suffices for our purposes, as has been indicated earlier in this section.

**Theorem 3.9.** Let $E_0 : \mathbb{H} \to \mathbb{R}$ be a $C^1$-functional, and let $\{u_\epsilon\}$ be a branch of critical points for the family of functionals

$$E_\epsilon(u) = E_0(u) + \epsilon \|u - v_0\|^2$$

for a fixed element $v_0 \in \mathbb{H}$, i.e.

$$(3.5) \quad E_\epsilon'(u) + \epsilon (u - v_0) = 0$$

for every positive $\epsilon$ sufficiently small. Then:

1. $E_0'(u_\epsilon) \to 0$ in $\mathbb{H}$ as $\epsilon \to 0$; and
2. there is no such branch with

$$(3.6) \quad E_0(u_\epsilon) \to 0, \quad E_\epsilon(u_\epsilon) > a,$$

for a fixed value $a > 0$.

**Proof.** The first observation is that the branch $\{u_\epsilon\}$ is differentiable with respect to $\epsilon$ as a consequence of the differentiability of $E_0$ and the smooth dependence of solutions of critical equations with respect to parameters. Let $\delta > 0$ be fixed. Then

$$E_\delta(u_\delta) - \lim_{\epsilon \to 0} E_\epsilon(u_\epsilon) = \int_0^\delta \frac{d}{d\epsilon} [E_\epsilon(u_\epsilon)] \, d\epsilon.$$
The differentiation (with respect to $\epsilon$) under the integral sign together with (3.5) leads immediately to
\[
E_\delta(u_\delta) - \lim_{\epsilon \to 0} E_\epsilon(u_\epsilon) = \int_0^\delta \frac{1}{2} \|u_\epsilon - v_0\|^2 \, d\epsilon.
\]
We will express this identity in the form
\[
\lim_{\epsilon \to 0} \left[ E_\epsilon(u_\epsilon) + \frac{\epsilon}{2} \|u_\epsilon - v_0\|^2 \right] + \int_0^\delta \frac{1}{2} \|u_\epsilon - v_0\|^2 \, d\epsilon = E_0(u_\delta) + \frac{\delta}{2} \|u_\delta - v_0\|^2.
\]
From this basic equality we will conclude the two claimed facts.

Since all terms involved in (3.7) are non-negative, we see that
\[
\lim_{\epsilon \to 0} \frac{\epsilon}{2} \|u_\epsilon - v_0\|^2 \leq E_0(u_\delta).
\]
On the other hand, (3.5) implies that both vectors $E_\epsilon'(u_\epsilon)$ and $u_\epsilon - v_0$ are co-linear and, in addition,
\[
\lim_{\epsilon \to 0} - \frac{1}{2} E_\epsilon'(u_\epsilon) \cdot (u_\epsilon - v_0) = \lim_{\epsilon \to 0} \frac{\epsilon}{2} \|u_\epsilon - v_0\|^2 \leq E_\delta(u_\delta).
\]
Since the upper bound on the right-hand side is independent of $\epsilon$, if $\|u_\epsilon - v_0\|$ converges to infinity, then $E_\epsilon'(u_\epsilon)$ must converge necessarily to zero. If $u_\epsilon - v_0$ is uniformly bounded, then (3.5) clearly implies that $E_\epsilon'(u_\epsilon)$ converges to zero as well. At any rate, $E_\epsilon'(u_\epsilon) \to 0$ in $\mathbb{H}$.

Concerning our second point, suppose, seeking a contradiction, that we could find a branch of critical paths $\{u_\epsilon\}$, complying with (3.5), for which (3.6) holds for some fixed $a > 0$. Then
\[
0 < a \leq \lim_{\epsilon \to 0} E_\epsilon(u_\epsilon) = \lim_{\epsilon \to 0} \left[ E_0(u_\epsilon) + \frac{\epsilon}{2} \|u_\epsilon - v_0\|^2 \right] = \lim_{\epsilon \to 0} \frac{\epsilon}{2} \|u_\epsilon - v_0\|^2,
\]
and (3.7) leads to
\[
a + \int_0^\delta \frac{1}{2} \|u_\epsilon - v_0\|^2 \, d\epsilon \leq E_0(u_\delta) + \frac{\delta}{2} \|u_\delta - v_0\|^2.
\]
If $\|u_\epsilon - v_0\|^2$ tends to infinity (as $\epsilon \to 0$), then for some selected sequence of values for $\delta$ tending to zero, we should have
\[
\frac{\delta}{2} \|u_\delta - v_0\|^2 \leq \int_0^\delta \frac{1}{2} \|u_\epsilon - v_0\|^2 \, d\epsilon.
\]
Taking this fact into the previous inequality, we realize that
\[
a + \frac{\delta}{2} \|u_\delta - v_0\|^2 \leq E_0(u_\delta) + \frac{\delta}{2} \|u_\delta - v_0\|^2,
\]
and $a \leq E_0(u_\delta)$ for some sequence of values $\delta$ tending to zero. This is a contradiction with (3.6). If, on the other hand, $\|u_\epsilon - v_0\|^2$ is uniformly bounded, then as before
\[
0 < a \leq \lim_{\epsilon \to 0} E_\epsilon(u_\epsilon) = \lim_{\epsilon \to 0} E_0(u_\epsilon) = 0,
\]
which is again a contradiction. \qed

4. General results

We start specifying the nature of some ingredients of spaces and functionals for Hilbert’s 16th problem. As already indicated in a previous section, our basic Hilbert spaces are
\[
L = H^1_0([0, 1]; \mathbb{R}^2)
\]
of continuous, periodic paths, $u(0) = u(1)$, with a weak first derivative $u'(t)$ which is square-integrable in the unit interval
\[
\int_0^1 |u'(t)|^2 \, dt < \infty;
\]
and 
\[ \mathbb{H} = H^2_0([0, 1]; \mathbb{R}^2) \]
of \( C^1 \)-periodic paths with a weak second derivative \( u''(t) \) which is square-integrable
\[ \int_0^1 |u''(t)|^2 \, dt < \infty, \quad u(0) = u(1), \quad u'(0) = u'(1). \]

There are three main points that require our attention:

1. Isolate an appropriate subset \( \mathcal{O} \) of \( H^2_0([0, 1]; \mathbb{R}^2) \) in which the image set of paths in \( \mathbb{R}^2 \) are essentially identified with the paths themselves. Basically, we would like to avoid the possibility that such image sets are run more than once either counter- or clockwise.

2. Describe the differential systems that critical paths of local, integral functionals of first- and second-order ought to verify.

3. Establish the connection between critical paths of integral functionals under fixed end-point conditions and periodic conditions.

4.1. Some analytical preliminaries. We briefly state here some basic notions about spaces of functions with weak derivatives having suitable integrability properties, as well as recalling again concepts like the coercivity of a functional. It may be convenient to do so for some interested readers not familiar with these concepts. We refer to [7] for a main, accessible source in this regard, and much more related information.

The underlying natural Hilbert space for \( E_\epsilon \) is
\[ H^2([0, 1]; \mathbb{R}^2) = \left\{ (x, y) : [0, 1] \to \mathbb{R}^2 : \int_0^1 [x^2 + y^2 + (x')^2 + (y')^2 + (x'')^2 + (y'')^2] \, dt < \infty \right\}. \]

This is nothing but the classical Sobolev space of paths with square-integrable weak derivatives up to order two. The inner product in this space is
\[ \langle (x_1, y_1), (x_2, y_2) \rangle = \int_0^1 (x_1 x_2 + y_1 y_2 + x_1 x'_2 + y_1 y'_2 + x''_1 x''_2 + y''_1 y''_2) \, dt, \]
and the associated norm
\[ \| (x, y) \|^2 = \int_0^1 [x^2 + y^2 + (x')^2 + (y')^2 + (x'')^2 + (y'')^2] \, dt. \]

Norms and inner products occurring henceforth are meant to be these. Paths in \( H^2([0, 1]; \mathbb{R}^2) \) have continuous first derivatives. Since parameterizations of limit cycles as integral curves of the corresponding polynomial differential system, suitably normalized to the unit interval, are \( C^\infty \), they belong to this space.

We recall that coercivity for a general functional \( E \) defined in a Hilbert space \( \mathbb{H} \) means that
\[ E(u) \to +\infty \quad \text{as} \quad \| u \| \to \infty \quad \text{with} \quad u \in \mathbb{H}. \]

If a functional \( E_0 \) defined in \( H^2([0, 1]; \mathbb{R}^2) \) is non-negative, the perturbation
\[ E_\epsilon(u) = E_0(u) + \epsilon \| u - v_0 \|^2 \]
automatically becomes coercive for every positive \( \epsilon \), and every fixed element \( v_0 \).
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To summarize in a compact form, and anticipate our analytical framework, we will concentrate on the family of functionals

$E_\epsilon : H^2_0([0,1]; \mathbb{R}^2) \to \mathbb{R}^+$

where

$$H^2_0([0,1]; \mathbb{R}^2) = \{ u \in H^2([0,1]; \mathbb{R}^2) : u(0) = u(1), u'(0) = u'(1), u''(t) = v''(t) \}$$

$$\langle u, v \rangle = \int_0^1 \left( u(t) \cdot v(t) + u'(t) \cdot v'(t) + u''(t) \cdot v''(t) \right) dt,$$

$$\| u \|^2 = \| u \|^2_{H^2([0,1]; \mathbb{R}^2)} = \int_0^1 \left( |u''(t)|^2 + |u'(t)|^2 + |u(t)|^2 \right) dt,$$

$$E_0(u) = \frac{1}{2} \int_0^1 (F^\perp(u) \cdot u')^2 dt,$$

$$E_\epsilon(u) = E_0(u) + \frac{\epsilon}{2} \| u \|^2 - \langle u, v_0 \rangle + \frac{\epsilon}{2} \| v_0 \|^2 = E_0(u) + \frac{\epsilon}{2} \| u - v_0 \|^2,$$

and

$$u = (x, y), \quad F(u) = (P(x, y), Q(x, y)), \quad F^\perp(u) = (-Q(u), P(u)).$$

Once again, a fundamental fact for us to bear in mind is that paths in $H^2_0([0,1]; \mathbb{R}^2)$ are $C^1$, and convergence in $H^2([0,1]; \mathbb{R}^2)$ implies uniform convergence of first derivatives ([7]). The following is a more precise statement of Proposition 2.7, that we will use for future reference.

**Proposition 4.1.** Paths in $H^2([0,1]; \mathbb{R}^2)$ are $C^1$. If $u_j \to u$ in $H^2([0,1]; \mathbb{R}^2)$, then

$$u_j \to u, \quad u'_j \to u'.$$

uniformly in $[0,1]$.

**4.2. Ambient set for our analysis.** One fundamental ingredient of our analysis focuses on isolating a suitable increasing family of subsets

$$\mathcal{O}_d \subset H^2_0([0,1]; \mathbb{R}^2), \quad d \in \mathbb{N},$$

where images of paths cannot admit different reparameterizations covering such images more than once either counter- or clockwise. To make this idea rigorous, we will rely on important concepts and results in [51]. Though some of those are rather classical, for the sake of readers we state them here with some care.

**Definition 4.1.** A planar, parametrized regular closed curve is a continuously differentiable mapping

$$u(t) : [0,1] \to \mathbb{R}^2$$

such that

$$u(0) = u(1), \quad u'(0) = u'(1), \quad |u'(t)| > 0 \text{ for all } t \in [0,1].$$

Note how every parametrized regular curve belongs to $H^2_0([0,1]; \mathbb{R}^2)$ according to Proposition 4.1.

For such a regular curve $u$, we can consider the normalized tangent vector

$$\mathbf{n}(t) = \frac{1}{|u'(t)|} u'(t) : [0,1] \to \mathbb{S}.$$
Definition 4.2. (1) The winding number of a regular curve $u$ is the total number of full turns, taking into account its sense, of the normalized tangent vector $n$ in the unit circle $S$ as $t$ runs in the unit interval.

(2) The absolute winding number is the number of full turns, regardless of whether they are clock- or counterclockwise, that $n$ runs around $S$ as $t$ runs through $[0, 1]$.

In this way, a regular curve $u$ could have winding number $+1$, and yet its absolute winding number could be larger or even much larger. The point is that the tangent vector $n(t)$ turns fully around as many times clockwise as counter-clockwise plus one.

The main result from [51] shows that two regular curves can be continuously deformed into each other if and only if they share the winding number.

Definition 4.3. We put $O_d$ for the subset of $H^2_0([0, 1]; \mathbb{R}^2)$ of regular curves with a nowhere-null tangent vector, winding number $+1$, and absolute winding number not greater than $d$.

Proposition 4.2. $O_d$ is an open subset of $H^2_0([0, 1]; \mathbb{R}^2)$.

Proof. Note that convergence in $H^2_0([0, 1]; \mathbb{R}^2)$ implies uniform convergence of tangent vectors (Proposition 4.1). This is standard. □

The following fact may help in better understanding the absolute winding number of paths.

Proposition 4.3. Suppose $u_j \in \partial O_{d_j}$ with $d_j \to \infty$ as $j \to \infty$, and that

$$u_j + \delta U_j \in \bigcup_{r > d_j} O_r$$

for all $\delta > 0$ and $j$ large. Then $\{U_j\}$ cannot converge strongly in $H^2_0([0, 1]; \mathbb{R}^2)$.

Proof. Our main hypothesis means that $U_j$:

(1) is capable of pushing $u_j$ to run beyond full rounds in smaller and smaller subintervals of $[0, 1]$ (because $d_j \to \infty$); and

(2) $U_j$ must take on larger and larger values because the multiple $\delta$ can be arbitrarily small.

The combined effect implies that $\{U_j\}$ should develop concentration effects, and hence it cannot converge strongly in $H^2_0([0, 1]; \mathbb{R}^2)$. □

4.3. Critical paths of functionals. The object of this subsection is to derive and study the differential equations which must satisfy critical closed paths of local, integral functionals (like $E_\epsilon$) in $H^2_0([0, 1]; \mathbb{R}^2)$. The proof uses standard ideas in the Calculus of Variations, but we include them because their understanding is crucial for our counting procedure. We first discuss first-order problems as a preliminary step to gain some familiarity with the underlying techniques, and then focus on second-order problems.

4.3.1. First-order problems. Let

$$F(t, u, z) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$$

be a ($C^\infty$-) function with respect to $(t, u, z)$, with partial derivatives $F_u$, $F_z$. The associated functional is

$$E(u) = \int_0^1 F(t, u(t), u'(t)) \, dt.$$ 

It is important for us to understand the role played by end-point conditions when looking for critical paths of $E$. Specifically, we will proceed in three successive steps:
(1) the most general and standard situation is to look for critical paths under fixed end-point conditions, so that feasible paths $u(t)$ are such that

$$u(t) \in H^1_{u_0, u_1}([0, 1]; \mathbb{R}^2) = \{ v \in H^1([0, 1]; \mathbb{R}^2) : v(0) = u_0, v(1) = u_1 \},$$

for $u_0, u_1 \in \mathbb{R}^2$ arbitrary but fixed vectors;

(2) in the second step we just take $u_0 = u_1$, a fixed vector, and admissible paths are

$$u(t) \in H^1_{u_0}([0, 1]; \mathbb{R}^2) = \{ v \in H^1([0, 1]; \mathbb{R}^2) : v(0) = v(1) = u_0 \};$$

(3) in the final step we demand $u(0) = u(1)$ but this vector is free, and feasible paths are

$$u(t) \in H^1_0([0, 1]; \mathbb{R}^2).$$

Assume that

$$F_u(t, v, v')$$

belongs to $L^1((0, 1); \mathbb{R}^2)$ for every feasible $v$, according to the situation considered.

**Theorem 4.4.** Suppose that the functional

$$E(u) = \int_0^1 F(t, u(t), u'(t)) \, dt$$

admits a critical closed path $u(t) : [0, 1] \to \mathbb{R}^2$ either in:

1. $H^1_{u_0, u_1}([0, 1]; \mathbb{R}^2)$; or
2. $H^1_{u_0}([0, 1]; \mathbb{R}^2)$; or
3. $H^1_0([0, 1]; \mathbb{R}^2)$.

Then the function $F_u(t, u, u')$ is absolutely continuous in $(0, 1)$,

$$-\frac{d}{dt} F_u(t, u, u') + F_u(t, u, u') = 0 \text{ for a.e. } t \text{ in } (0, 1),$$

and:

1. $u(0) = u_0, u(1) = u_1$; or
2. $u(0) = u(1) = u_0$; or
3. the function $F_u(t, u, u')$ is absolutely continuous in $[0, 1]$, i.e.

$$[F_u(t, u, u')]_{t=0} = 0,$$

respectively.

**Proof.** Take

$$U \in H^1_0([0, 1]; \mathbb{R}^2) = \{ v \in H^1([0, 1]; \mathbb{R}^2) : v(0) = v(1) = 0 \},$$

in such a way that the combination $u + \delta U$ is feasible for every real $\delta$ if $u$ is (in each of the three situations considered). If $u$ is a critical closed path of $E$, in any of the three cases, then

$$\frac{d}{d\delta} E(u + \delta U) \bigg|_{\delta=0} = 0,$$

that is to say

$$\frac{d}{d\delta} \bigg|_{\delta=0} \int_0^1 F(t, u(t) + \delta U(t), u'(t) + \delta U'(t)) \, dt = 0.$$

This derivative has the form

$$\int_0^1 [F_u(t, u, u', u'') \cdot U(t) + F_u(t, u, u', u'') \cdot U'(t)] \, dt = 0.$$

We consider the special subspace $U$ of variations $U$ defined by

$$U = \{ U \in H^1([0, 1]; \mathbb{R}^2) : U(0) = 0, U' \in \{ 1 \} \},$$
where \( \{1\}^\perp \) is the orthogonal complement, in \( L^2([0,1];\mathbb{R}^2) \), of the subspace generated by \( \{1\} \).

Since these orthogonality conditions mean
\[
\int_0^1 U'(t) \, dt = U(1) - U(0) = 0,
\]
we can also put
\[
U = \{ U \in H^1([0,1];\mathbb{R}^2) : U(0) = U(1) = 0 \} = H^1_0([0,1];\mathbb{R}^2).
\]
We also set
\[
\Psi(t) = \int_0^t F_u(s,u(s),u'(s)) \, ds,
\]
a continuous, bounded function by hypothesis. For \( U \in \mathbb{U} \), an integration by parts in the first term of (4.3) yields
\[
\int_0^1 \left[ -\Psi(t) \cdot U'(t) + F_z(t,u,u') \cdot U'(t) \right] \, dt = 0,
\]
because
\[
\Psi(t) U(t)|_{0}^{1} = 0
\]
for test fields \( U \in \mathbb{U} \). Due to the arbitrariness of \( U \in \mathbb{U} \), according to (4.4) we conclude that
\[
F_z(t,u,u') - \Psi(t) = c \text{ in } (0,1),
\]
with \( c \), a constant. In particular, since \( \Psi \) is absolutely continuous (it belongs to \( W^{1,1}((0,1);\mathbb{R}^2) \)), we know that \( F_z(t,u,u') \) must be absolutely continuous too in \( (0,1) \), and, as such, it cannot have jumps in \( (0,1) \), though it could possibly have at the endpoints. By differentiating once in (4.5) with respect to \( t \),
\[
-\frac{d}{dt} F_z(t,u,u') + F_u(t,u,u') = 0 \text{ a.e. in } (0,1).
\]
This covers end-point conditions for the two first situations.

For the case of periodic end-point conditions, we take the information in (4.6) back to (4.3) for a general
\[
U \in H^1_0([0,1];\mathbb{R}^2),
\]
not necessarily belonging to \( \mathbb{U} \). One integration by parts in the second term in (4.3) yields
\[
\int_0^1 F_z(t,u,u') \cdot U'(t) \, dt = -\int_0^1 \frac{d}{dt} F_z(t,u,u') \cdot U(t) \, dt
\]
\[
+ [F_z(t,u,u')]_{t=0} \cdot U(0).
\]
Recall the periodicity conditions for \( U \). In this way, the left-hand side of (4.3) becomes
\[
\int_0^1 \left[ -\frac{d}{dt} F_z(t,u,u',u'') + F_u(t,u,u') \right] \cdot U(t) \, dt
\]
\[
+ [F_z(t,u,u')]_{t=0} \cdot U(0).
\]
The integral here vanishes precisely by (4.6), and so we are only left with the contributions on the end-points. Hence, we obtain
\[
[F_z(t,u,u')]_{t=0} \cdot U(0) = 0.
\]
Since vector \( U(0) \) can be chosen arbitrarily, we conclude that
\[
[F_z(t,u,u')]_{t=0} = 0.
\]
This completes the proof of Theorem 4.4. Note that this last condition implies that \( F_z(t,u,u') \) is absolutely continuous in the interval \([0,1]\), including the endpoints. \( \square \)
The following simple example is enlightening. Let
\[ \epsilon > 0, \quad v(t) : \mathbb{R} \to \mathbb{R}^2, \quad P(u) : \mathbb{R}^2 \to \mathbb{R}, \]
be a positive number; a smooth, one-periodic path; and a polynomial in two variables, respectively. We would like to apply the previous main result to the integrand
\[ F(t, u, z) = \frac{\epsilon}{2} |z - v(t)|^2 + P(u). \]
The corresponding functional is
\[ E(u) = \int_0^1 \left[ \frac{\epsilon}{2} |u'(t) - v(t)|^2 + P(u(t)) \right] dt. \]
In particular, we would like to clearly see the interplay between the two kinds of boundary conditions
\[ u(0) = u(1) = p \]
for fixed vector \( p \), and
\[ u(0) - u(1) = 0. \]
Note that the differential system in the open interval \((0, 1)\) is exactly the same in both cases, according to Theorem 4.4. The crucial difference lies on the end-point condition: in the first case, end-point conditions are imposed directly on feasible paths; in the periodic situation, critical paths must be \( C^1 \) in the full interval \([0, 1]\). Notice that this is so because
\[ F_z = \epsilon (z - v(t)) \]
and \( v \) is assumed to be smooth so that \( v(0) = v(1) \).

4.3.2. Second-order problems. The treatment of second-order problems is formally the same. We first concentrate on periodic boundary conditions, and then focus on end-point conditions afterwards, as understanding the interplay between both for second-order problems is relevant for us.

Let
\[ F(t, u, z, Z) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R} \]
be a \( (C^\infty) \) function with respect to \((t, u, z, Z)\), with partial derivatives \( F_u, F_z, F_Z \). Assume that
\[ F_u(t, v, v', v'') \]
and
\[ F_z(t, v, v', v'') - \int_0^t F_u(t, v, v', v'') \, ds \]
belong to \( L^1((0, 1); \mathbb{R}^2) \) for every feasible
\[ v \in H^2_0([0, 1]; \mathbb{R}^2). \]

**Theorem 4.5.** Suppose that the functional
\[ E(u) = \int_0^1 F(t, u(t), u'(t), u''(t)) \, dt \]
admits a critical closed path
\[ u : [0, 1] \to \mathbb{R}^2 \text{ in } H^2_0([0, 1]; \mathbb{R}^2). \]
Then the function
\[ \frac{d}{dt} F_z(t, u, u', u'') - F_z(t, u, u', u'') \]

(4.9)
is absolutely continuous in $[0, 1]$, and
\begin{equation}
\frac{d}{dt} \left( \frac{d}{dt} F_Z(t, u, u', u'') - F_Z(t, u, u', u'') \right) + F_u(t, u, u', u'') = 0 \text{ for a.e. } t \text{ in } (0, 1).
\end{equation}
Moreover
\begin{equation}
[F_Z(t, u, u', u'')]_{t=0} = 0.
\end{equation}
Brackets in (4.11) indicate the jump of the field inside at the time indicated (difference between $t = 1$, and $t = 0$), that is
\begin{align*}
[F_Z(t, u, u', u'')]_{t=0} &= F_Z(t, u(t), u'(t), u''(t))|_{t=1} - F_Z(t, u(t), u'(t), u''(t))|_{t=0}.
\end{align*}
Notice that the integrability demanded on those combinations of partial derivatives of $F$ in the statement of Theorem 4.5 is equivalent to having
\begin{align*}
F_u(t, v, v', v'') \quad \text{and} \quad F_Z(t, v, v', v'')
\end{align*}
integrable for every feasible $v \in H^2_G([0, 1]; \mathbb{R}^2)$. We have however decided to keep the statement as it is for that is exactly the form in which those combinations of partial derivatives will occur in the proof. Our proof mimics that of Theorem 4.4.

**Proof of Theorem 4.5.** Take \( U \in H^2_G([0, 1]; \mathbb{R}^2) \).

If \( u \) is a critical closed path of \( E \), then
\[ \left. \frac{d}{d\delta} E(u + \delta U) \right|_{\delta=0} = 0, \]
that is to say
\[ \frac{d}{d\delta} \int_0^1 F(t, u(t) + \delta U(t), u'(t) + \delta U'(t), u''(t) + \delta U''(t)) dt = 0. \]
This derivative has the form
\begin{equation}
\int_0^1 [F_u(t, u, u', u'') \cdot U(t) + F_Z(t, u, u', u'') \cdot U'(t) + F_Z(t, u, u', u'') \cdot U''(t)] dt = 0.
\end{equation}
We consider the special subspace \( U \) of variations \( U \) defined by
\begin{equation}
U = \{ U \in H^2_G([0, 1]; \mathbb{R}^2) : U(0) = U(1) = 0, U'' \in \{1, t\}^\perp \},
\end{equation}
where \( \{1, t\}^\perp \) is the orthogonal complement, in \( L^2([0, 1]; \mathbb{R}^2) \), of the subspace generated by \( \{1, t\} \). Since these orthogonality conditions mean
\[ \int_0^1 U''(t) dt = U'(1) - U'(0) = 0, \quad \int_0^1 t U''(t) dt = U'(1) = 0, \]
we can also put
\[ U = \{ U \in H^2_G([0, 1]; \mathbb{R}^2) : U(0) = U(1) = U'(0) = U'(1) = 0 \}. \]
We also set
\[
\Psi(t) = \int_0^t F_u(s, u(s), u'(s), u''(s))
\]
\[
\Phi(t) = \int_0^t [-\Psi(s) + F_z(s, u(s), u'(s), u''(s))]
\]
two continuous, bounded functions by hypothesis. For \( U \in \mathcal{U} \), an integration by parts in the first term of (4.12) yields
\[
\int_0^1 [-\Psi(t) \cdot U'(t) + F_z(t, u, u', u'') \cdot U'(t) + F_z(t, u, u', u'') \cdot U''(t)]
\]
dt = 0,
because
\[
\Psi(t) U(t) \big|_0^1 = 0
\]
for test fields \( U \in \mathcal{U} \). A second integration by parts leads to
\[
\int_0^1 [-\Phi(t) + F_z(t, u, u', u'')] \cdot U''(t) dt = 0,
\]
again because
\[
\Phi(t) U'(t) \big|_0^1 = 0
\]
if \( U \in \mathcal{U} \). Due to the arbitrariness of \( U \in \mathcal{U} \), according to (4.13) we conclude that
\[
(4.14)
F_z(t, u, u', u'') - \Phi(t) = c + Ct
\]
in \((0,1)\), with \( c \) and \( C \) constants. In particular, since \( \Phi \) is absolutely continuous (it belongs to \( W^{1,1}((0,1); \mathbb{R}^2) \)), we know that \( F_z(t, u, u', u'') \) must be absolutely continuous too in \((0,1)\), and as such, it cannot have jumps in \((0,1)\), though it could possibly have at the endpoints. By differentiating once in (4.14) with respect to \( t \),
\[
\frac{d}{dt} F_z(t, u, u', u'') - F_z(t, u, u', u'') + \Psi(t) = C \text{ a.e. in } (0,1),
\]
and even further
\[
(4.15)
\frac{d}{dt} \left( \frac{d}{dt} F_z(t, u, u', u'') - F_z(t, u, u', u'') \right) + F_z(t, u, u', u'') = 0 \text{ a.e. in } (0,1).
\]
We take this information back to (4.12) for a general
\[
U \in H^2([0,1]; \mathbb{R}^2),
\]
not necessarily belonging to \( \mathcal{U} \). One integration by parts in the second term in (4.12) yields
\[
\int_0^1 F_z(t, u, u', u'') \cdot U'(t) dt = - \int_0^1 \frac{d}{dt} F_z(t, u, u', u'') \cdot U(t) dt
\]
\[
+ \left[ F_z(t, u, u', u'') \cdot U(t) \right]_{t=0} \cdot U(0).
\]
Recall the periodicity conditions for $U$. Two such integrations by parts in the third term of (4.12) leads to

$$
\int_0^1 F_Z(t, u, u', u'') \cdot U''(t) dt = - \int_0^1 \frac{d}{dt} F_Z(t, u, u', u'') \cdot U'(t) dt + [F_Z(t, u, u', u'')]_{t=0} \cdot U'(0)
$$

$$
= \int_0^1 \frac{d^2}{dt^2} F_Z(t, u, u', u'') \cdot U(t) dt + \left[ \frac{d}{dt} F_Z(t, u, u', u'') \right]_{t=0} \cdot U(0) + [F_Z(t, u, u', u'')]_{t=0} \cdot U'(0).
$$

In this way (4.12) becomes

$$
\int_0^1 \left[ \frac{d}{dt} \left( \frac{d}{dt} F_Z(t, u, u', u'') \right) - F_Z(t, u, u', u'') \right] \cdot U(t) dt + \left[ \frac{d}{dt} F_Z(t, u, u', u'') \right]_{t=0} \cdot U(0) + [F_Z(t, u, u', u'')]_{t=0} \cdot U'(0) = 0.
$$

The integral here vanishes precisely by (4.15), and so we are only left with the contributions on the end-points. Hence, we obtain

$$
\left[ F_Z(t, u, u', u'') \right]_{t=0} = 0, \quad \left[ F_Z(t, u, u', u'') \right]_{t=0} = 0.
$$

Since vectors $U'(0)$ and $U(0)$ can be chosen arbitrarily, and independently of each other, because there is always a path $U \in H^2_0([0, 1]; \mathbb{R}^2)$ starting in a certain arbitrary vector of $\mathbb{R}^2$ and with any preassigned velocity, we conclude that

$$
[F_Z(t, u, u', u'')]_{t=0} = 0,
$$

and

$$
\left[ \frac{d}{dt} F_Z(t, u, u', u'') \right]_{t=0} = 0.
$$

This completes the proof of Theorem 4.5. Note that this last condition implies that

$$
\frac{d}{dt} F_Z(t, u, u', u'') - F_Z(t, u, u', u'')
$$

is absolutely continuous in the interval $[0, 1]$, including the endpoints. □

4.4. **End-point conditions.** Second-order variational problems, like the one considered in Theorem 4.5, are typically studied under fixed, end-point conditions at end-points $\{0, 1\}$ up to one order less than the highest order explicitly participating in the functional. For second-order problems, end-point conditions would involve the four values $u(0), u(1), \quad u'(0), u'(1)$.

Our periodicity conditions would demand

$$
u(0) = u(1), \quad u'(0) = u'(1),
$$

but these two common values are unknown. There might be several vectors $y$ and $z$ for which critical paths for the same functional

$$
E(u) = \int_0^1 F(t, u(t), u'(t), u''(t)) dt
$$
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for \( u \in H^2([0, 1]; \mathbb{R}^2) \) under fixed end-point conditions
\[
(4.19) \quad u(0) = u(1) = y, \quad u'(0) = u'(1) = z,
\]
would also be critical paths for our system in Theorem 4.5 without imposing such end-point conditions but just periodicity. Those distinguished values for \( y \) and \( z \) would be such that condition (4.11) turns out to be correct.

### Hilbert’s 16th problem

We will be very much interested in being capable of counting how many such pairs \((y, z)\) there might be for our particular second-order perturbation \( E_{\epsilon} \) of the basic, first-order functional \( E_0 \), as given in (2.16). Parallel versions of Theorem 4.5 taking into account specific end-point conditions will help us in counting branches of critical paths for our perturbed functional \( E_{\epsilon} \). See below.

More explicitly, the following versions of Theorem 4.5 take into account our discussion above concerning the role played by end-point conditions. To this end, we introduce the notation
\[
H^2_{y,z}([0, 1]; \mathbb{R}^2) = \{ v \in H^2([0, 1]; \mathbb{R}^2) : v(0) = v(1) = y, v'(0) = v'(1) = z \},
\]

\( H^2_y([0, 1]; \mathbb{R}^2) = \{ v \in H^2([0, 1]; \mathbb{R}^2) : v(0) = v(1) = y, v'(0) = v'(1) \} \)

and that this subspace can also be represented as
\[
H^2_{y,z}([0, 1]; \mathbb{R}^2) = H^2_y([0, 1]; \mathbb{R}^2) \cap H^2_z([0, 1]; \mathbb{R}^2),
\]

if the subspace
\[
H^2_{y_0,y_1,z_0,z_1}([0, 1]; \mathbb{R}^2)
\]
is given through
\[
\{ v \in H^2([0, 1]; \mathbb{R}^2) : v(0) = y_0, v(1) = y_1, v'(0) = z_0, v'(1) = z_1 \}.
\]

**Theorem 4.6.** Let integrand \( F \) and corresponding functional \( E \) be as in Theorem 4.5. Let \( \mathbf{y} \in \mathbb{R}^2 \) be a given vector. Suppose that \( \mathbf{u} \) is a critical path of \( E \) over the class of feasible paths \( H^2_{y,\mathbf{y}}([0, 1]; \mathbb{R}^2) \) just introduced. Then the vector field
\[
(4.22) \quad \frac{d}{dt} F_{\mathbf{Z}}(t, \mathbf{u}, \mathbf{u}', \mathbf{u}'') - F_{\mathbf{z}}(t, \mathbf{u}, \mathbf{u}', \mathbf{u}'')
\]
is absolutely continuous in \((0, 1)\),

\[
(4.23) \quad \frac{d}{dt} \left( \frac{d}{dt} F_{\mathbf{Z}}(t, \mathbf{u}, \mathbf{u}', \mathbf{u}'') - F_{\mathbf{z}}(t, \mathbf{u}, \mathbf{u}', \mathbf{u}'') \right) + F_{\mathbf{u}}(t, \mathbf{u}, \mathbf{u}', \mathbf{u}'') = 0 \text{ a.e. } t \text{ in } (0, 1),
\]

and
\[
(4.24) \quad [F_{\mathbf{z}}(t, \mathbf{u}, \mathbf{u}', \mathbf{u}'')]_{t=0} = 0.
\]

Notice that the classes of feasible paths \( H^2_{y,\mathbf{y}}([0, 1]; \mathbb{R}^2) \), in this statement, and \( H^2_{y,z}([0, 1]; \mathbb{R}^2) \) are always subsets of \( H^2_{\mathbf{y}}([0, 1]; \mathbb{R}^2) \) for every \( \mathbf{y} \) and \( z \). In fact, if we add to \( H^2_{\mathbf{y}}([0, 1]; \mathbb{R}^2) \) a constraint fixing the starting (and final) vector \( \mathbf{y} \), optimality yields a less restrictive set of conditions, which in this situation amounts to just loosing the continuity of the vector field in (4.22) across \( t = 0 \). Note the subtle difference between the statements of Theorems 4.5 and Theorem 4.6.
Proof of Theorem 4.6. The proof is exactly the same, word by word, as that of Theorem 4.5. The only difference revolves around the discussion of (4.16). Under periodic conditions, without imposing a particular vector as starting vector (as we are doing here), (4.16) leads to the two vanishing jump conditions (4.17) and (4.18). However, if we insist in that the starting vector for paths is a given, specific vector \( \mathbf{y} \), then feasible variations \( \mathbf{U} \) in (4.16) must comply with \( \mathbf{U}(0) = \mathbf{0} \), and so we are left with

\[
[F_z(t, u, u', u'')]_{t=0} \cdot U'(0) = 0.
\]

The arbitrariness of \( \mathbf{U}'(0) \) (which can be chosen freely) leads to the first jump condition (4.17), but we have no longer (4.18). This translates into the continuity of the vector field (4.22) in the open interval \((0, 1)\), not including the end-points, precisely because we cannot rely on the corresponding jump condition across end-points. However the differential system (4.23) holds in \((0, 1)\) in both situations.

We can also perform the same analysis in the subspace \( H^2_0(0, 1; \mathbb{R}^2) \) in a similar manner.

**Theorem 4.7.** Let the integrand \( F \) and the corresponding functional \( E \) be as in Theorem 4.5. Let \( \mathbf{z} \in \mathbb{R}^2 \) be a given vector. Suppose that \( \mathbf{u} \) is a critical path of \( E \) over the class of feasible paths \( H^2_0(0, 1; \mathbb{R}^2) \). Then the vector field

\[
\frac{d}{dt} F_z(t, u, u', u'') - F_z(t, u, u', u'')
\]

is absolutely continuous in \([0, 1]\), and

\[
\frac{d}{dt} \left( \frac{d}{dt} F_z(t, u, u', u'') - F_z(t, u, u', u'') \right) + F_u(t, u, u', u'') = 0 \text{ a.e. } t \text{ in } (0, 1),
\]

Notice how the proof of this result is similar to the previous one. In fact, because of (4.20), Theorem 4.5 gathers the simultaneous effect of both Theorems 4.6 and 4.7. Namely, we have the following fundamental corollary.

**Corollary 4.8.** Suppose

\[
\mathbf{u} : [0, 1] \rightarrow \mathbb{R}^2 \text{ in } H^2_0([0, 1]; \mathbb{R}^2)
\]

is a critical path in Theorem 4.5. Put

\[
\mathbf{y} = \mathbf{u}(0) = \mathbf{u}(1) \in \mathbb{R}^2, \quad \mathbf{z} = \mathbf{u}'(0) = \mathbf{u}'(1) \in \mathbb{R}^2.
\]

Then \( \mathbf{u} \) is a critical path in Theorems 4.6 and 4.7, i.e. in the spaces

\[
H^2_0([0, 1]; \mathbb{R}^2), \quad H^2_0([0, 1]; \mathbb{R}^2),
\]

for the selection (4.27). Conversely, suppose that a certain path \( \mathbf{u} \) is simultaneously a critical path in the two spaces (4.28) for vectors \( \mathbf{y} \) and \( \mathbf{z} \) in (4.27). Then \( \mathbf{u} \) is also critical in Theorem 4.5.

We believe it is instructive to realize the underlying subspaces where variations are taken from in the three theorems mentioned in this corollary. To begin with, space \( H^2_0([0, 1]; \mathbb{R}^2) \), where functional \( E \) is regarded in Theorem 4.5, is itself a vector space, and hence variations can be taken in itself. However, for feasible paths in Theorems 4.6 and 4.7, spaces of admissible variations are

\[
H^2_0([0, 1]; \mathbb{R}^2) = \{ \mathbf{v} \in H^2([0, 1]; \mathbb{R}^2) : \mathbf{v}(0) = \mathbf{v}(1) = \mathbf{0}, \mathbf{v}'(0) = \mathbf{v}'(1) = \mathbf{0} \},
\]

\[
H^2_0([0, 1]; \mathbb{R}^2) = \{ \mathbf{v} \in H^2([0, 1]; \mathbb{R}^2) : \mathbf{v}(0) = \mathbf{v}(1), \mathbf{v}'(0) = \mathbf{v}'(1) = \mathbf{0} \}.
\]

Finally, it is possible to review the same analysis in the more restrictive subspace in (4.21) for fixed vectors \( \mathbf{y} \) and \( \mathbf{z} \), and find the parallel statement that follows, whose proof can be very
easily adapted from the previous ones. Note how as we place more demands on feasible paths, optimality turns back less regularity through end-points.

**Theorem 4.9.** Let the integrand \( F \) and the corresponding functional \( E \) be as in Theorem 4.5. Let \( y, z \in \mathbb{R}^2 \) be given vectors. Suppose that \( u \) is a critical path of \( E \) over the class of feasible paths in (4.20) or (4.21). Then the vector field

\[
\frac{d}{dt} F_Z(t, u, u', u'') - F_z(t, u, u', u'')
\]

is absolutely continuous in \((0, 1)\), and

\[
\frac{d}{dt} \left( \frac{d}{dt} F_Z(t, u, u', u'') - F_z(t, u, u', u'') \right) + F_u(t, u, u', u'') = 0 \text{ a.e. } t \in (0, 1).
\]

4.5. **Initial-value, Cauchy problems.** Solutions whose existence is guaranteed by Theorems 4.4, in the case of first-order problems, or 4.9, for second-order problems, are not, in general, unique. To enforce such uniqueness, which will be a necessary ingredient of our counting procedure, we need to resort to standard initial-value Cauchy problems, and relate them to end-point conditions. The following propositions are very classical.

**Proposition 4.10.** Consider the initial-value, Cauchy problem associated with the second-order differential system (4.1), under the same hypotheses as in Theorem 4.4,

\[
-\frac{d}{dt} F_z(t, u, u') + F_u(t, u, u') = 0 \text{ for } t \in (0, 1), \quad u(0) = p, u'(0) = q,
\]

for arbitrary \( p, q \in \mathbb{R}^2 \). There is a unique solution map

\[
\mathbf{u}(t; p, q) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^2
\]

which inherits the same smoothness as that of \( F \) in all its variables.

A main point in our analysis will be concerned with counting how many pairs \((p, q) \in \mathbb{R}^2 \times \mathbb{R}^2\) are capable of enforcing

\[
\mathbf{u}(0; p, q) = \mathbf{u}(1; p, q),
\]

so that the corresponding solution \( \mathbf{u}(t; p, q) \) of the initial-value problem is, in fact, a continuous, 1-periodic path.

A similar result holds for second-order, variational problems.

**Proposition 4.11.** Consider the initial-value, Cauchy problem associated with the fourth-order differential system (4.32), under the same hypotheses as in Theorem 4.5,

\[
\frac{d}{dt} \left( \frac{d}{dt} F_Z(t, u, u', u'') - F_z(t, u, u', u'') \right) + F_u(t, u, u', u'') = 0 \text{ for } t \in (0, 1),
\]

under the initial conditions

\[
\mathbf{u}^i(0; p_0, p_1, p_2, p_3) = p_i, \quad i = 0, 1, 2, 3.
\]

for arbitrary \( p_i \in \mathbb{R}^2 \). There is a unique solution map

\[
\mathbf{u}(t; p_0, p_1, p_2, p_3) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^2
\]

which inherits the same smoothness as that of \( F \) in of all its variables.

Again, we will be interested in estimating how many four-tuples \((p_0, p_1, p_2, p_3)\) are capable of producing 1-periodic solutions through the solution mapping of the corresponding initial-value problem, i.e. such that

\[
\mathbf{u}^i(0; p_0, p_1, p_2, p_3) = \mathbf{u}^i(1; p_0, p_1, p_2, p_3)
\]
for both \( i = 0, 1 \).

For future reference, we formally adopt the following notation.

**Definition 4.4.** The mapping

\[
 u(t; p, q) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^2
\]

is the solution mapping for problem (4.33). The mapping

\[
 u(t; p_0, p_1, p_2, p_3) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^2
\]

will designate the solution mapping for problem (4.34).

---

**Hilbert’s 16th problem**

We will be using this same notation in the particular situation we are most interested in, i.e. for the differential law coming from examining optimality for our family of functionals \( E_\epsilon \) as recalled in Section 4.1. Namely,

\[
 u_\epsilon(t; p_0, p_1, p_2, p_3)
\]

will designate the unique solution of the fourth-order differential problem in Proposition 4.11 for

\[
 F_\epsilon(t, u, z, Z) = \frac{1}{2}(z \cdot F^\perp(u)) + \frac{\epsilon}{2}(|Z - v_0'(t)|^2 + |z - v_0'(t)|^2 + |u - v_0(t)|^2),
\]

where

\[
 F^\perp(u) = (-Q(u), P(u)), \quad v_0 = (X, Y).
\]

\( v_0 \) is a certain fixed path suitably chosen as described in Section 3.

---

4.6. **The shooting method.** This is a mechanism that aims at solving an end-point-value problem through a typical initial-value, Cauchy one. What is important for us, as stressed in the preceding sections, is the fundamental distinction between an initial-value and an end-point-value problem in terms of uniqueness of solutions: under very reasonable regularity hypotheses for the differential problem, the solution of an initial-value problem is unique; however, this may not be so for an end-point-value version of it. We are very much in need of controlling the possible number of solutions of an end-point-value problem. We plan to do it through the corresponding initial-value version of the differential problem, as we explain below.

Suppose that

\[
 F(t, x(t), x'(t), \ldots, x^{N-1}(t), x^{N}(t)) = 0 \quad t \in (0, 1),
\]

is a certain differential system of order \( N \) in \( m \) unknowns

\[
 x(t) : [0, 1] \to \mathbb{R}^m,
\]

for which we have uniqueness of solutions for every Cauchy problem for the initial conditions

\[
 x(0) = x_0, x'(0) = x_1, \ldots, x^{N-1}(0) = x_{N-1},
\]

and vectors

\[
 x_0, x_1, \ldots, x_{N-1} \in \mathbb{R}^m.
\]

**Definition 4.5.** We denote by

\[
 x(t; x_0, x_1, \ldots, x_{N-1}) : [0, 1] \times \mathbb{R}^m \times N \to \mathbb{R}^m
\]
such unique solution. Under suitable regularity assumptions on the mapping $F$ determining the differential law (4.35), such solution mapping $x$ inherits the corresponding smoothness through the standard smooth dependence on initial conditions for differential systems.

Whenever $N = 2k$ is even, one may be interested in counting the number of periodic solutions where derivatives up to order $k - 1$ are glued at 0 and 1

$$x^{(j)}(0; x_0, x_1, \ldots, x_{N-1}) = x^{(j)}(1; x_0, x_1, \ldots, x_{N-1})$$

for $j = 0, 1, \ldots, k - 1$. These are $k$ (non-linear) conditions on the $N = 2k$ vectors $x_0, x_1, \ldots, x_{N-1}$.

At this stage, the issue that we would like to emphasize is the analytic dependence on initial data. The following is a classical fact.

**Proposition 4.12.** Suppose the mapping $F(t, x(t), x'(t), \ldots, x^{N-1}(t)) : [0, 1] \times \mathbb{R}^{N \times m} \to \mathbb{R}^m$, is analytic in all of its variables, and 1-periodic in $t$. Let

$$X(t; x_0, x_1, \ldots, x_{N-1}) : [0, 1] \times \mathbb{R}^{N \times m} \to \mathbb{R}^m$$

be the solution mapping of the differential system

$$X^{(N)}(t) = F(t, X(t), X'(t), \ldots, X^{N-1}(t)), \quad t \in [0, 1],$$

$$X(t) \equiv X(t; x_0, x_1, \ldots, x_{N-1}),$$

$$X^{(j)}(0; x_0, x_1, \ldots, x_{N-1}) = x_j, \quad j = 0, 1, \ldots, N - 1.$$

The mapping in (5.27) is analytic as well.

The relevance for us of this regularity can be described as follows. To make things more transparent, take $N = 2$, $m = 1$, so that we are talking about a second-order, scalar differential equation

$$X''(t; p, q) = F(X(t; p, q), X'(t; p, q)) \text{ in } [0, 1],$$

$$X(0; p, q) = p, X'(0; p, q) = q,$$

and

$$F(P, Q) : \mathbb{R}^2 \to \mathbb{R}$$

is an analytic function of two variables. As we will see, this reduction does not mean a true simplification of the arguments, as we can apply the following ideas to a full general, vector, differential problem. As a consequence of Proposition 4.12, we can conclude that $X(t; p, q)$ is an analytic function of all its variables. Define

$$G(p, q) = X(1; p, q) - p.$$ 

$G$ is clearly analytic. We are interested in the curve $G = 0$ in the $p - q$-plane. By the classical implicit function theorem, the equation $G(p, q) = 0$ determines $q = q(p)$ in a unique, well-defined, smooth manner in a vicinity of every such pair $(p, q)$ where $G_q(p, q)$ does not vanish. The point is that the solutions of the vector equation

$$(G(p, q), G_q(p, q)) = (0, 0)$$

are isolated by analyticity. Hence, even if

$$G_q(p_0, q_0) = 0$$
for a particular pair \((p_0, q_0)\), it suffices to move around a bit to find that for each \(p\) not far from \(p_0\), there is a unique \(q\) such that

\[
X(1; p, q) = p.
\]

In particular, for every pair \((p, q)\) such that \(X(t; p, q)\) is a smooth, periodic function, there is, at most, a finite number of values of \(t\) in \(X(t; p, q)\) for which there can possibly be more than one value for \(q\) with

\[
(4.39) \quad X(1 + t; p, q) = X(t; p, q).
\]

One can therefore always easily select values of \(t\) for which there is a unique \(q\) with the property in (4.39). We write a more general version of this discussion that is exactly tailored for our purposes. The argument behind is exactly the same.

**Proposition 4.13.** In the situation of Proposition 4.12 for \(N = 4\) and \(m = 2\), let

\[
X(t; P_0, P_1, P_2, P_3)
\]

stand for the corresponding solution mapping. Suppose that

\[
X(t; p_0, p_1, p_2, p_3)
\]

is a certain, smooth, periodic solution. For every \(t \in [0, 1]\), except possibly for a finite number of values, there is a unique analytic mapping

\[
(P_2(P, Q), P_3(P, Q)) \in \mathbb{R}^2 \times \mathbb{R}^2
\]

for each \((P, Q)\) in a neighborhood of

\[
(P_0, P_1) = (X(t; p_0, p_1, p_2, p_3), X'(t; p_0, p_1, p_2, p_3))
\]

such that

\[
X(0; P, Q, P_2, P_3) = X(1; P, Q, P_2, P_3) = P,
\]

\[
X'(0; P, Q, P_2, P_3) = X'(1; P, Q, P_2, P_3) = Q.
\]

Even more explicitly, we have the following which we record for future reference.

**Corollary 4.14.** Let

\[
\bar{u}(t; p_0, p_1, p_2, p_3) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^2
\]

be the mapping in Definition 4.4 and Proposition 4.11 for an integrand

\[
F(t, u, z, Z) : [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}
\]

in Theorem 4.5 which is analytic. Except for an isolated set of pairs \((p_0, q_0)\), there is a well-defined, analytic mapping

\[
u(t; p, q) : [0, 1] \times \mathbb{B}_p(p_0) \times \mathbb{B}_p(q_0) \to \mathbb{R}^2
\]

for respective neighborhoods \(\mathbb{B}_p(p_0)\) and \(\mathbb{B}_p(q_0)\) of \(p_0\) and \(q_0\), furnishing the solution of (4.34) with

\[
u(0; p, q) = u(1; p, q) = p, \quad \nu'(0; p, q) = u'(1; p, q) = q
\]

for

\[
(p, q) \in \mathbb{B}_p(p_0) \times \mathbb{B}_p(q_0).
\]

For the proof, simply use Proposition 4.13 to set

\[
u(t; p, q) = \bar{u}(t; p, q, p_2(p, q), p_3(p, q)),
\]

for \((p_2(p, q), p_3(p, q))\) the mapping in the statement of that proposition.
Hilbert’s 16th problem

We will invoke Corollary 4.14 for the family of integrands written in the last framed statement

\[ F_\epsilon(t, u, z, Z) = \frac{1}{2} (z \cdot F^\perp(u))^2 + \frac{\epsilon}{2} (|Z - v''_0(t)|^2 + |z - v'_0(t)|^2 + |u - v_0(t)|^2), \]

where

\[ F^\perp(u) = (-Q(u), P(u)), \quad v_0 = (X, Y). \]

For each fixed, positive \( \epsilon \), \( F_\epsilon \) is analytic in all its variables provided the auxiliary path \( v_0(t) \) can be taken to be analytic as well. There is no problem with such a selection as has been described in Section 3.

4.7. Multiplicity. Consider the family of functions

\[ f_j(r) : I \rightarrow \mathbb{R}, \quad f_j(r) = \int_j \rho_j(t) P(u(t, r)) dt, \quad j = 1, 2, \ldots, \tag{4.40} \]

where both \( I \) and \( J \) are closed, finite intervals, \( 0 \in J, |J| = 1 \), \( u(t, r) \) is a certain given function, and \( P(x) \) is a polynomial of degree \( n \) of a single variable \( x \). If the sequence of functions \( \{\rho_j\} \) is a sequence of mollifiers, or an approximation of the identity, in the sense

\[ \lim_{j \rightarrow \infty} \int_j \rho_j(t) F(t) dt = F(0) \tag{4.41} \]

for every continuous \( F \), then we have the following interesting result. Recall that the main properties of the sequence \( \{\rho_j\} \) (in the one-dimensional case) are:

- smoothness: \( \rho_j \in \mathcal{C}^\infty(J) \);
- small support: \( J_j \equiv \text{supp}(w_j) = [-\alpha_j, \alpha_j] \subset J, \alpha_j \downarrow 0 \);
- non-negativeness and unit total mass:

\[ \int_j \rho_j(t) dt = 1, \quad \rho_j \geq 0. \]

The convergence properties associated with such a family of functions go well beyond (4.41). This is very classical material ([7]).

**Proposition 4.15.** Assume that the function

\[ u(t, r) : J \times I \rightarrow \mathbb{R} \]

is smooth, and \( u(0, r) \) is linear in \( r \). Then, for arbitrarily large \( j \), the family of functions in (4.40)

\[ f_j(r) : I \rightarrow \mathbb{R}, \quad f_j(r) = \int_j \rho_j(t) P(u(t, r)) dt, \quad j = 1, 2, \ldots, \]

for a polynomial \( P(x) \) of degree \( n \), cannot have more than \( n \) roots in \( I \).

**Proof.** Suppose for every large \( j \), there are, at least, \( n + 1 \) roots (counting multiplicity) in \( I \) for \( f_j \). Then it is elementary to realize that there must be some \( r_j \in I \) which is a root of the \( n \)-th derivative

\[ 0 = f_j^n(r_j) = \int_j \rho_j(t) \frac{\partial^n}{\partial r^n} \bigg|_{r=r_j} P(u(t, r)) dt. \]
Differentiation under the integral sign is legitimate given the smoothness of all elements in a compact set. Let $r_j \to r_\infty \in I$ for some subsequence not relabeled. Then
\begin{equation}
0 = \lim_{j \to \infty} \int_J \rho_j(t) \left( \frac{\partial^n}{\partial r^n} P(u(t, r_j)) - \frac{\partial^n}{\partial r^n} P(u(0, r_\infty)) \right) \, dt.
\end{equation}
This is impossible for a non-trivial polynomial of degree $n$ under the linearity of $u(0, r)$ on $r$.

Note that the convergence expressed in (4.42) is a consequence of writing the difference
\begin{equation}
\int_J \rho_j(t) \left( \frac{\partial^n}{\partial r^n} P(u(t, r_j)) - \frac{\partial^n}{\partial r^n} P(u(0, r_\infty)) \right) \, dt
\end{equation}
in the form
\begin{align*}
&\int_J \rho_j(t) \left( \frac{\partial^n}{\partial r^n} P(u(t, r_j)) - \frac{\partial^n}{\partial r^n} P(u(0, r_\infty)) \right) \, dt + \\
&\int_J \rho_j(t) \left( \frac{\partial^n}{\partial r^n} P(u(t, r_j)) - \frac{\partial^n}{\partial r^n} P(u(0, r_\infty)) \right) \, dt.
\end{align*}
Take into account the smoothness of $u(t, r)$ and the boundedness of its derivatives up to order $n$ in $J \times I$, and the fact that
\begin{equation*}
\int_J \rho_j(t) \, dt = 1, \text{ for all } j,
\end{equation*}
to use the Lebesgue dominated convergence principle for the first integral. This is standard. □

**Hilbert’s 16th problem**
The particular form of the composition $P(u(t, r))$ does not play a role in the previous proof. We have assumed that particular form under the influence of the structure of problems to be treated later in connection with Hilbert’s 16th problem.

The same proof is valid for the family of functions
\begin{align}
(4.43) & \quad f_j(r) : I \to \mathbb{R}, \quad f_j(r) = \int_J \rho_j(t) u(t, r) \, dt, \quad j = 1, 2, \ldots,
\end{align}
where other ingredients are kept exactly the same.

**Proposition 4.16.** Assume that the function
\begin{equation*}
 u(t, r) : J \times I \to \mathbb{R}
\end{equation*}
is smooth, and $u(0, r)$ is a non-trivial polynomial of degree $n$ in the variable $r$. Then, for arbitrarily large $j$, the family of functions in (4.43)
\begin{equation*}
 f_j(r) : I \to \mathbb{R}, \quad f_j(r) = \int_J \rho_j(t) u(t, r) \, dt, \quad j = 1, 2, \ldots,
\end{equation*}
cannot have more than $n$ roots in $I$.

We can even let the function $u(t, r)$ be the result of an asymptotic process depending on several variables $(t, r)$
\begin{align}
(4.43) & \quad f_j(r) : I \to \mathbb{R}, \quad f_j(r) = \int_J \rho_j(t) u_j(t, r) \, dt, \quad j = 1, 2, \ldots,
\end{align}
provided we are allowed to modulate the mollifier $\rho_j$ with respect to $u_j$. Recall that $J_j = [-\alpha_j, \alpha_j], \quad \alpha_j \searrow 0.$
Proposition 4.17. Let \( \{u_j(t,r)\} \) be a sequence of smooth functions of several variables 
\( (t,r) \in J \times I \subset \mathbb{R} \times \mathbb{R}^d \).

1. For every subsequence \( k(j) \) sufficiently advanced,
\[
\lim_{j \to \infty} \int_{J_{k(j)}} \rho_k(t)u_j(t,r) \, dt = \lim_{j \to \infty} u_j(0,r)
\]
for all \( r \) in a compact set of \( I \).

2. For every subsequence \( k(j) \) sufficiently advanced,
\[
\lim_{j \to \infty} \int_0^{2\alpha_{k(j)}} \rho_k(t)u_j(t,r) \, dt = \lim_{j \to \infty} u_j(\alpha_{k(j)},r)
\]
for all \( r \) in a compact set of \( I \).

Proof. The proof is straightforward after the ideas utilized in the proof of Proposition 4.15. For each \( j \) fixed, we have
\[
\lim_{k \to \infty} \int_{J \cap k} \rho_k(t)u_j(t,r) \, dt = u_j(0,r).
\]
For \( r \) belonging to a given compact set, we can select \( k(j) \) sufficiently advanced (depending on \( j \) and such compact set), so that
\[
\left| \int_J \rho_k(t)u_j(t,r) \, dt - u_j(0,r) \right| \leq \frac{1}{j}.
\]
The second part is immediate under an easy change of variables, and the fact
\[
\lim_{k \to \infty} \int_{J_k} \rho_k(t)(u_j(s + \alpha_k, r) - u_j(\alpha_k, r)) \, dt = 0,
\]
for every fixed \( j \), which is a consequence of the first statement. \( \square \)

Hilbert’s 16th problem

This final proposition has been tailored very precisely to be used later when dealing explicitly with Hilbert’s 16th problem.

5. Limit cycles for planar, polynomial, differential systems

In this principal section we focus on applying all of our previous abstract and general results to the following setting
\[
\mathbb{H} = H^2_0([0,1]; \mathbb{R}^2);
\]
\( \mathbb{O} \subset H^2_0([0,1]; \mathbb{R}^2) \) is the set of regular (with a no-where vanishing derivative) curves with winding number +1,
\[
\mathbb{O} = \bigcup_{d \in \mathbb{N}} \mathbb{O}_d,
\]
with \( \mathbb{O}_d \), the subset of \( \mathbb{O} \) with absolute winding number not greater than \( d \); and
\[
E_\varepsilon : \mathbb{H} \to \mathbb{R}^+, \quad E_\varepsilon(u) = \int_0^1 F_\varepsilon(t, u(t), u'(t), u''(t)) \, dt,
\]
where
\[ F_\epsilon(t, u, z, Z) = \frac{1}{2}(F^\perp(u) \cdot z)^2 + \frac{\epsilon}{2}(|Z|^2 + |z|^2 + |u|^2) \]
\[ \quad + u \cdot v_0(t) + z \cdot v_0'(t) + Z \cdot v_0''(t). \]

We can, therefore, write
\[ E_\epsilon(u) = E_0(u) + \frac{\epsilon}{2}||u + v_0||^2_{H^2([0,1],\mathbb{R}^2)} - \frac{\epsilon}{2}||v_0||^2_{H^2([0,1],\mathbb{R}^2)}, \]
\[ E_0(u) = \int_0^1 \frac{1}{2}(F^\perp(u(t)) \cdot u'(t))^2 dt. \]

Since the quantity
\[ -\frac{\epsilon}{2}||v_0||^2_{H^2([0,1],\mathbb{R}^2)} \]
is independent of \( u \), a constant, we can ignore it, and regard
\[ E_\epsilon(u) = E_0(u) + \frac{\epsilon}{2}||u - v_0||^2_{H^2([0,1],\mathbb{R}^2)} \]
as our singular-perturbation of \( E_0 \). Note that we can write \( v_0 \) or \(-v_0\) for the auxiliary path just for notational convenience.

Theorem 2.5 is our guiding principle in this section. We restate it here for the convenience of readers, as we will refer to it often.

**Theorem 5.1.** Let \( E_\epsilon : \mathbb{H} \to \mathbb{R}^+ \) be a family of smooth, non-negative, coercive functionals, with \( 0 \leq E_0 \leq E_\epsilon \), and \( \mathcal{O}_d \), \( d \in \mathbb{N} \), an increasing family of open subsets of \( \mathbb{H} \). As in (2.5), put
\[ \mathcal{O} = \bigcup_{d \in \mathbb{N}} \mathcal{O}_d. \]

Suppose, in addition, that

1. \( E_\epsilon \) is a Morse functional for positive \( \epsilon \).
2. \( \mathcal{O}_d \) is invariant for all \( E_\epsilon \) if \( d \) is large enough, and every \( \epsilon > 0 \).
3. For every \( d \), for a sufficiently small, and \( \epsilon \) small enough (depending on \( a \)):
   - (a) Each component of \( \{E_0 = 0\} \cap \mathcal{O}_d \) identifies (is contained in), in a one-to-one manner, one component of \( \{E_\epsilon \leq a\} \cap \mathcal{O}_d \).
   - (b) Each component of \( \{E_\epsilon \leq a\} \cap \mathcal{O}_d \) is topologically equivalent to a ball.

Then
\[ \#(\mathcal{P}) \leq 1 + \lim_{a \to 0} \lim_{\epsilon \to 0} M_{\text{cri}, \epsilon, a}, \]
if \( M_{\text{cri}, \epsilon, a} \) is the number of critical elements of \( E_\epsilon \) in \( \{E_\epsilon > a\} \cap \mathcal{O} \).

Recall that \( \mathcal{P} \) is the collection of connected components of the zero set \( \{E_0 = 0\} \) in \( \mathcal{O} \) (Problem 2.1) whose number we would like to count.

Theorem 3.4 is concerned with main assumption (1) in Theorem 5.1. Main properties of each \( \mathcal{O}_d \) need to be addressed. Lemma 5.3 below will help us with the last main assumption (3) in Theorem 5.1. In addition, and this is probably the central part of our proof, we should be able to provide an upper bound for the number \( M_{\text{cri}, \epsilon, a} \) of critical paths of \( \{E_\epsilon \geq a\} \cap \mathcal{O} \) independent of \( a > 0 \) small, and \( \epsilon \) sufficiently small.

The program we would like to cover consists then of the following important steps.

1. Prove that each individual \( \mathcal{O}_d \) is invariant for each \( E_\epsilon \), for \( d \) large enough, and that Morse inequalities are valid for \( E_\epsilon \) in \( \mathcal{O}_d \).
2. Identification of components of \( \{E_0 = 0\} \) in \( \mathcal{O}_d \) through components of \( \{E_\epsilon \leq a\} \cap \mathcal{O}_d \) for \( a \) small, \( d \) large, and \( \epsilon \) small enough.
need to argue that the value of values of $E$ such a behavior could only be favored by a much more erratic functional than $E$.

By Proposition 4.15, we conclude that the combination in such a way that the resulting perturbation $\tilde{u}$ is invariant under $d$ cannot push paths in $O$ for arbitrary small values of $d$.

We will be using the compactness of the derivative mapping

$$E'_0: H^2_0([0, 1]; \mathbb{R}^2) \rightarrow H^2_0([0, 1]; \mathbb{R}^2)$$

which means that the sequence $\{E'_0(u_j)\}$ always admits a subsequence converging strongly in $H^2_0([0, 1]; \mathbb{R}^2)$ whenever $\{u_j\}$ is uniformly bounded in the same space. For the sake of organization, this property will be treated in the subsequent subsections.

Proposition 5.2. Suppose the auxiliary path $v_0$ in (5.12) is smooth, and belongs to $O_1$ ($d = 1$). Then $O_d$ is invariant under $E_\epsilon$ for $\epsilon > 0$, and every sufficiently large $d \in \mathbb{N}$ (independently of $\epsilon$).

Proof. Suppose, seeking a contradiction, that we could find a subsequence of increasing values of $d \in \mathbb{N}$ with paths $u_d \in \partial O_d$ such that $-E'_0(u_d)$ pushes $u_d$ off $O_d$, for every such $d$. Since functional $E_\epsilon$ is coercive, sub-level sets $\{E_\epsilon \leq b_i\}$ for $b_i$ large enough are invariant (just as it was indicated in the proof of Theorem 2.5), and hence we can assume that the set of paths $\{u_d\}$ is uniformly bounded. By the claimed compactness of the derivative operator (Lemma 5.6 below), for some subsequence if necessary, $\{E'_0(u_j)\}$ converges (strongly) in $H^2_0([0, 1]; \mathbb{R}^2)$ to some path. By Proposition 4.15, we conclude that the combination

$$u_d - \delta E'_0(u_d)$$

cannot push $u_d$ off $O_d$ for arbitrary small values of $d$.

The effect of adding the perturbation

$$\frac{\epsilon}{2} \|u - v_0\|^2$$
to \(E_0\) only enforces the behavior just described if \(v_0\) is taken in \(\mathcal{O}_1\), being this term a multiple of the (square of the) distance to an element of \(\mathcal{O}_1\). This contradiction shows that \(\mathcal{O}_d\) is in fact invariant for \(-E_c\) for all large \(d\).

The same argument also justifies that there cannot be a critical path of \(E_c\) on \(\partial\mathcal{O}_d\) since such possibility would force \(-E'_c\) to point off \(\mathcal{O}_d\) which has been discarded above. Indeed, if

\[
E'_0(u) + \epsilon(u - v_0) = 0, \ u \in \partial\mathcal{O}_d,
\]

then the element

\[
\epsilon(u - v_0) = -E'_0(u)
\]

should point off \(\mathcal{O}_d\) because \(u - v_0\) does. But being equal to \(-E'_0(u)\), this behavior has been discarded above, for large \(d\). Hence (5.3) is impossible for large \(d\). □

5.1.2. Identification of components of \(\{E_0 = 0\}\). Recall that

\[
E_0(u) = \int_0^1 \frac{1}{2} Z^2 \, dt, \quad Z = P(x, y)y' - Q(x, y)x', \quad u = (x, y).
\]

**Lemma 5.3.** Let \(\mathbb{P}'\) be a finite subset of \(\mathbb{P}\). There is \(a(\mathbb{P}') > 0\) and \(d(\mathbb{P}') \in \mathbb{N}\), such that each component of \(\{E_0 \leq a\} \cap \mathcal{O}_d\), for \(a < a(\mathbb{P}')\) and \(d \geq d(\mathbb{P}')\), contains at most a unique element of \(\mathbb{P}'\).

**Proof.** Given that \(\mathbb{P}'\) is finite, we can take \(d(\mathbb{P}')\) large enough so that \(\mathbb{P}' \subset \mathcal{O}_d\) for \(d \geq d(\mathbb{P}')\). Suppose, seeking a contradiction, that we could find two distinct elements of \(\mathbb{P}'\) in the same component of \(\{E_0 \leq \delta\} \cap \mathcal{O}_d\) for every positive \(\delta\), and some \(d\) large. That would imply that for every such \(\delta\), there is a continuous path

\[
\sigma_\delta(s) : [0, 1] \to \mathcal{O}_d,
\]

joining two different components of \(\{E_0 = 0\}\) in \(\mathbb{P}'\) entirely contained in \(\{E_0 \leq \delta\} \cap \mathcal{O}_d\).

Let \(K\) be a compact set separating in the plane two different limit cycles in \(\mathbb{P}'\). By continuity, \(\sigma_\delta\), belonging to \(\{E_0 \leq \delta\} \cap \mathcal{O}_d\) and joining the two elements of \(\mathbb{P}'\), must intersect \(K\) at some point belonging to the image of a certain path \(u_\delta(\sigma_\delta(s)), s_\delta \in [0, 1]\) with \(E_0(u_\delta) \leq \delta\). By the compactness of \(K\), there must be an accumulation point \(P \in K\) as \(\delta \to 0\), which in this way does not belong to any of the limit cycles in \(\mathbb{P}'\). We thus have that

\[
E_0(u_\delta) \leq \delta, \quad u_\delta(0) \in K, \quad u_\delta(0) \to P \text{ as } \delta \to 0, \quad P \in K, \quad u_\delta \in \mathcal{O}_d.
\]

Put

\[
Z_\delta(t) = P(u_\delta)y' - Q(u_\delta)x', \quad u_\delta = (x_\delta, y_\delta),
\]

a concrete function of \(t\), and notice that \(Z_\delta \to 0\) in \(L^2(0, 1)\), as \(\delta \to 0\), precisely because \(E_0(u_\delta) \to 0\). The path \(u_\delta\) turns out to be the unique solution of the problem

\[
P(X, Y)Y' - Q(X, Y)X' = Z_\delta(t) \text{ in } [0, 1], \quad (X(0), Y(0)) = u_\delta(0).
\]

By the indicated convergence of the right-hand side \(Z_\delta\), the fact that \(u_\delta \in \mathcal{O}_d\) for all \(\delta\) and some fixed \(d\), and the convergence of \(u_\delta(0), u\) must converge to the unique solution \(u = (x, y)\) of

\[
P(x, y)y' - Q(x, y)x' = 0 \text{ in } [0, 1], \quad (x(0), y(0)) = P \in K.
\]

This is not possible since we would have \(E_0(u) = 0\) and \(u(0) = P\), and there is no limit cycle starting at the set \(K\). This is the sought contradiction, and ends the proof.

Note that if we would allow the possibility that \(d\) might grow indefinitely as \(\delta \to 0\), the claimed convergence above would be wrong in general. This is, in fact, the main reason why one is forced to work on subsets \(\mathcal{O}_d\) for fixed (though possibly large) \(d\). □
If we now realize that
\begin{equation}
\{ E_0 = 0 \} \cap \Omega_d \subset \{ E_\varepsilon \leq a \} \cap \Omega_d \subset \{ E_0 \leq a \} \cap \Omega_d,
\end{equation}
for arbitrary \( a > 0 \), \( d \in \mathbb{N} \), and \( \varepsilon \) sufficiently small (depending on \( a \)), we see that for \( a \) sufficiently small and every large \( d \), once we focus on an arbitrary finite subset \( \mathcal{P} \), components of the set on the left-hand side identify in a one-to-one manner components of the intermediate level set according to the above lemma.

5.1.3. Components of \( \{ E_\varepsilon \leq a \} \cap \Omega_d \) are topologically equivalent to a ball. Recall that this set includes all 1-periodic, \( C^1 \)-, non-singular parameterizations of paths made up of pieces of integral curves with absolute winding number not greater than \( d \). In particular, limit cycles of our differential system admit a parametrization \( u(t) \) belonging to \( \Omega_d \) for some \( d \). Because they are isolated from each other, different limit cycles of a finite subset belong to different connected components of \( \{ E_0 = 0 \} \cap \Omega_d \) for some large enough \( d \).

Given any 1-periodic path
\[ u(t) \in \Omega_d \cap \{ E_0 = 0 \}, \]
the connected component determined by it corresponds to the various reparametrizations of \( u(t) \) of the form \( u(\sigma(s)) \) for a suitable class of functions \( \sigma(s) \) to maintain it within \( \Omega_d \). More specifically, we consider
\[ \Lambda = \left\{ \sigma(s) : [0, 1] \to \mathbb{R}, \sigma', \text{abs. continuous}, \sigma' > 0, \int_0^1 \sigma'(s) \, ds = 1 \right\}. \]
Note that \( \Lambda \) is a convex set. Recall that curves in \( \mathcal{C} \) are \( C^1 \) and cannot have a vanishing tangent vector, hence they can never turn around.

**Lemma 5.4.** Let \( E_0(u) = 0 \), for \( u \in H_0^2([0, 1]; \mathbb{R}^2) \cap \Omega_d \).

1. The component of \( \{ E_0 = 0 \} \) in \( \Omega_d \) determined by \( u \) is
\[ \Lambda_u \equiv \{ u(\sigma(s)) : \sigma \in \Lambda \}. \]

2. The set \( \Lambda_u \) is topologically equivalent to a ball.

**Proof.** The first assertion is clear because winding and absolute winding numbers are not related to parameter dependence, but only on taken-on values of the normalized tangent vectors. For the second part, note that because \( \Lambda \) is a convex set, it is topologically equivalent to a ball. \( \Lambda_u \), being the image under a continuous mapping of \( \Lambda \), must also be topologically equivalent to a ball. \( \square \)

We next treat the family of perturbed functionals \( E_\varepsilon \).

**Lemma 5.5.** Let \( \mathcal{C}_d \) be a component of \( \{ E_0 = 0 \} \) in \( \Omega_d \), topologically equivalent to a ball, according to Lemma 5.4, which determines a unique component \( \mathcal{C}_{a,\varepsilon,d} \) of \( \{ E_\varepsilon \leq a \} \cap \Omega_d \) according to Lemma 5.3 and (5.4). For appropriate \( a \), \( d \) and \( \varepsilon \), \( \mathcal{C}_{a,\varepsilon,d} \) is topologically equivalent to a ball.

**Proof.** Because \( \mathcal{C}_d \) is smooth and topologically equivalent to a ball, a smooth one-to-one map \( T : \mathcal{H} \to \mathbb{H} \) can be found so that \( T^{-1}(\mathcal{C}_d) \) is smooth and convex. The composition functional \( E_0 \circ T \), being smooth, non-negative, and with zero set \( T^{-1}(\mathcal{C}_d) \), is therefore convex in a vicinity of \( T^{-1}(\mathcal{C}_d) \). The sum
\[ E_\varepsilon \circ T(u) = E_0 \circ T(u) + \frac{\varepsilon}{2} \| T(u) - v_0 \|^2 \]
might not be convex. Yet the two functionals
\[ \frac{\varepsilon}{2} \| T(u) - v_0 \|^2, \quad \frac{\varepsilon}{2} \| u - v_0 \|^2 \]
share the same set of critical points (because $T$ is a one-to-one smooth map) which is the singleton \( \{v_0\} \). This in turn implies that the two level sets
\[
\{E_c \circ T \leq a\}, \quad \{E_0 \circ T + \frac{\epsilon}{2}||u - v_0||^2 \leq a\}
\]
are topologically equivalent. Since the functional in the second level set is convex for a small, it is equivalent topologically equivalent to a ball; and hence so is the first. Finally
\[
T(\{E_c \circ T \leq a\}) = \{E_c \leq a\}
\]
will be equivalent to a ball too. Everything takes place in \( O_d \).

5.2. The derivatives of \( E_0 \). Our initial calculations focus on looking at the first-order and second-order derivatives of the base functional \( E_0 \).

5.2.1. The first derivative. For our functional \( E_0 \), it is easy to find an expression for
\[
\langle E'_0(u), U \rangle, \quad u, U \in H^2_O([0, 1]; \mathbb{R}^2).
\]
Indeed, by definition we have
\[
\langle E'_0(u), U \rangle = \left. \frac{d}{d\tau} \right|_{\tau=0} E_0(u + \tau U).
\]
Since
\[
E_0(u + \tau U) = \frac{1}{2} \int_0^1 [F^\perp(u + \tau U) \cdot (u' + \tau U')]^2 dt,
\]
then from (5.5) we have
\[
\langle E'_0(u), U \rangle = \int_0^1 (F^\perp(u) \cdot u') [(DF^\perp(u)U) \cdot u' + F^\perp(u) \cdot U'] dt.
\]
We are, therefore, seeking an element
\[
v = E'_0(u) \in H^2_O([0, 1]; \mathbb{R}^2)
\]
such that
\[
v \cdot U = \langle E'_0(u), U \rangle,
\]
that is to say
\[
\int_0^1 (v \cdot U + v' \cdot U' + v'' \cdot U'') dt = \int_0^1 (F^\perp(u) \cdot u') [(DF^\perp(u)U) \cdot u' + F^\perp(u) \cdot U'] dt
\]
for every
\[
U \in H^2_O([0, 1]; \mathbb{R}^2).
\]
There is a unique such \( v \), which turns out to be the minimizer (with respect to
\[
U \in H^2_O([0, 1]; \mathbb{R}^2)
\]
of the augmented functional
\[
\int_0^1 \left[ \frac{1}{2} U''^2 + \frac{1}{2} |U'|^2 + \frac{1}{2} |U|^2 - (F^\perp(u) \cdot u') [(DF^\perp(u)U) \cdot u' + F^\perp(u) \cdot U'] \right] dt.
\]
The existence of a unique minimizer for this problem, which is quadratic, is a direct consequence of the classical Lax-Milgram Theorem (see Corollary 5.8 of [7] for instance).
Therefore the equation for
\[
v = E'_0(u) \in H^2_O([0, 1]; \mathbb{R}^2)
\]
will be the associated Euler-Lagrange system for the functional (5.8) as it is given by this last theorem

\[(5.9) \quad [v'''] - [v' + (F^+(u) \cdot u')F^+(u)]' + v + (F^+(u) \cdot u')u^T D F^+(u) = 0 \text{ in } (0, 1).\]

Its weak formulation is exactly (5.7).

5.2.2. The second derivative. If, in general, we have a certain smooth, \(C^2\)-functional \(E : H \rightarrow \mathbb{R}\) over a Hilbert space \(H\) with derivative \(E' : H \rightarrow H\), there are various ways to deal with the second derivative, but probably the best suited for our purposes is to consider the derivative

\[\langle E''(u), (\mathbf{U}, \mathbf{\bar{U}}) \rangle = \frac{d}{d\delta} \bigg|_{\delta=0} \langle E'(u + \delta \mathbf{U}), \mathbf{\bar{U}} \rangle,\]

where both vector fields \(\mathbf{U}\) and \(\mathbf{\bar{U}}\) belong to \(H\). In our situation, and in view of (5.6), we have

\[\langle E''_0(u), (\mathbf{U}, \mathbf{\bar{U}}) \rangle = \frac{d}{d\delta} \bigg|_{\delta=0} \int_0^1 \left( F^+(u + \delta \mathbf{U}) \cdot (u' + \delta \mathbf{U}') \right) \times \]

\[\left[ \nabla F^+(u + \delta \mathbf{U}) \cdot (u' + \delta \mathbf{U}') + F^+(u + \delta \mathbf{U}) \cdot \mathbf{U}' \right] dt \]

\[= \int_0^1 \left( F^+(u) \cdot u' \right) \left[ \nabla^2 F^+(u) : (\mathbf{U}, \mathbf{U}') + \nabla F^+(u) : (\mathbf{U}, \mathbf{U}') \right] dt \]

\[+ \int_0^1 \left[ \nabla F^+(u) \cdot u' + F^+(u) \cdot \mathbf{U}' \right] \times \left[ \nabla F^+(u) \mathbf{U} \cdot u' + F^+(u) \cdot \mathbf{U}' \right] dt \]

Through this long formula, we can understand, for such a \(u\) given and fixed, the linear operator

\[E''_0(u) : H^2_0([0, 1]; \mathbb{R}^2) \rightarrow H^2_0([0, 1]; \mathbb{R}^2).\]

Let

\[\mathbf{U} \in H^2_0([0, 1]; \mathbb{R}^2)\]

be given. The image

\[\mathbf{V} = E''_0(u) \mathbf{U} \in H^2_0([0, 1]; \mathbb{R}^2)\]

of \(\mathbf{U}\) under the linear map \(E''_0(u)\) is determined through the identity

\[(5.10) \quad \langle E''_0(u), (\mathbf{U}, \mathbf{\bar{U}}) \rangle = \langle E''_0(u) \mathbf{U}, \mathbf{\bar{U}} \rangle = \langle \mathbf{V}, \mathbf{\bar{U}} \rangle\]

for all

\[\mathbf{\bar{U}} \in H^2_0([0, 1]; \mathbb{R}^2).\]

The element \(\mathbf{V}\) defined through (5.10) is the solution of a standard quadratic variational problem for which the weak form of its optimality condition is precisely (5.10).

5.3. Compactness. The calculations in the preceding subsection enable us to prove the following facts.

5.3.1. Compactness of \(E''_0\).

**Lemma 5.6.** Let \(\{u_j\}\) be a uniformly bounded sequence in \(H^2_0([0, 1]; \mathbb{R}^2)\), and \(\{v_j\}\) the sequence of derivatives

\[v_j = E''_0(u_j) \in H^2_0([0, 1]; \mathbb{R}^2)\]

which are solutions of (5.9) for \(u = u_j\). Then \(\{v_j\}\) is relatively compact in \(H^2_0([0, 1]; \mathbb{R}^2)\).
Proof. For the sake of notation, set
\[ G_j \equiv (F^+(u_j) \cdot u_j')F^+(u_j), \quad H_j \equiv (F^+(u_j) \cdot u_j')u_j'^TF^+(u_j). \]
If \( \{u_j\} \) is uniformly bounded in \( H^2_{\partial}([0,1];\mathbb{R}^2) \), we know that a certain subsequence (not relabelled) of \( \{u_j\} \) converges weakly to some \( u \) in \( H^2([0,1];\mathbb{R}^2) \). Set
\[ G \equiv (F^+(u) \cdot u')F^+(u), \quad H \equiv (F^+(u) \cdot u')u'^TF^+(u). \]
If we put \( v_j = E'_0(u_j), \quad v = E'_0(u) \), then (5.7) implies
\[ \int_0^1 [v''_j \cdot U'' + (v'_j + G_j) \cdot U' + (v_j + H_j) \cdot U] \, dt = 0, \]
\[ \int_0^1 [v'' \cdot U'' + (v' + G) \cdot U' + (v + H) \cdot U] \, dt = 0, \]
for every \( U \in H^2_{\partial}([0,1];\mathbb{R}^2) \).
By substracting one from the other
\[ \int_0^1 [(v''_j - v'') \cdot V'' + (v'_j - v' + G_j - G) \cdot V' + (v_j - v + H_j - H) \cdot V] \, dt = 0 \]
for every \( U \in H^2_{\partial}([0,1];\mathbb{R}^2) \).
We can take \( U = v_j - v \) to find that
\[ \int_0^1 [\|v''_j - v''\|^2 + (v'_j - v' + G_j - G) \cdot (v'_j - v') + (v_j - v + H_j - H) \cdot (v_j - v)] \, dt = 0. \]
This equality can be reorganized as
\[ \|v_j - v\|^2_{H^2([0,1];\mathbb{R}^2)} = -\int_0^1 [(G_j - G) \cdot (v'_j - v') + (H_j - H) \cdot (v_j - v)] \, dt, \]
Hence, by the standard Hölder inequality for integrals, we can also have
\[ \|v_j - v\|_{H^2([0,1];\mathbb{R}^2)} \leq \|G_j - G\|_{L^2([0,1];\mathbb{R}^2)} + \|H_j - H\|_{L^2([0,1];\mathbb{R}^2)}. \]
Since the weak convergence of \( u_j \) to \( u \) in \( H^2_{\partial}([0,1];\mathbb{R}^2) \) implies weak convergence up to second derivatives, by the classical Rellich–Kondrachov Theorem, which implies that the injection \( W^{2,p} \subset W^{1,p} \) is always compact (see Theorem 9.16 in [7] for the case with first derivatives \( W^{1,p} \subset L^p \)), we conclude the convergences
\[ G_j \to G, \quad H_j \to H \]
strongly in \( L^2([0,1];\mathbb{R}^2) \). The proof is then a direct consequence of (5.11).
\[ \square \]
As a direct consequence of Lemma 5.6, we have:

**Corollary 5.7.** The map
\[ E'_0 : H^2_{\partial}([0,1];\mathbb{R}^2) \to H^2_{\partial}([0,1];\mathbb{R}^2) \]
is compact.
This compactness property is the only reason why the functional $E_0$ has to be perturbed by a norm involving up to second derivatives. If we had just perturbed $E_0$ up to first derivatives, we would not have the strong convergence of the vector fields $G_j$ and $H_j$ to $G$ and $H$, respectively, in the proof of Lemma 5.6.

5.3.2. Compactness of $E''_0(u)$. Another main necessary ingredient is the compactness of the linear operator

$$E''_0(u) : H^2_0([0,1];\mathbb{R}^2) \to H^2_0([0,1];\mathbb{R}^2)$$

for each fixed $u$.

The form (5.10) is especially suited to show the compactness we are after. Set

$$F = \langle F^\perp(u) \cdot u' \rangle \nabla^2 F^\perp(u) : u' + \nabla F^\perp(u) u' \otimes \nabla F^\perp(u) u',$$
$$G = \nabla F^\perp(u) + F^\perp(u) \otimes \nabla F^\perp(u) u',$$
$$H = \nabla F^\perp(u) + \nabla F^\perp(u) u' \otimes F^\perp(u),$$
$$J = F^\perp(u) \otimes F^\perp(u).$$

This choice is dictated so that

$$\langle E''_0(u), (U, \overline{U}) \rangle = \int_0^1 \left[ F(U, \overline{U}) + G(U', \overline{U}) + H(U, \overline{U'}) + J(U', \overline{U'}) \right] dt.$$

Exactly as in Lemma 5.6, one can show the following.

**Lemma 5.8.** For fixed, given $u \in H^2_0([0,1];\mathbb{R}^2)$, the operator

$$U \mapsto V = E''_0(u)U$$

is self-adjoint and compact.

**Proof.** Assume $\{U_j\}$ is bounded in $H^2_0([0,1];\mathbb{R}^2)$. In particular, and for reasons already pointed out earlier, $U_j' \to U'$ uniformly for some $U \in H^2_0([0,1];\mathbb{R}^2)$.

Let $V_j$ and $V$ determined through (5.10), respectively. Then

$$\|V_j - V\|^2 = \langle E''_0(u)(U_j - U), V_j - V \rangle,$$

and

$$\|V_j - V\| \leq \|E''_0(u)(U_j - U)\|.$$

The key point is to realize, in the formulas above, that in $E''_0(u)(U_j - U)$ only up to first derivatives of the differences $U_j - U$ occur, and these converge strongly to zero. Hence

$$\|V_j - V\| \to 0.$$

\[\square\]

5.4. What we have so far. At this stage, we have covered all ingredients to have the following statements. Recall the form of $E_0$ in (5.1).

**Theorem 5.9.** There is $v_0 \in \mathcal{O}_1$ such that the perturbed functional

$$E_\varepsilon(u) = E_0(u) + \frac{\varepsilon}{2} \|u - v_0\|^2$$

is a Morse functional. The auxiliary path $v_0$ can be chosen as regular as it may be necessary.
After our work in the two preceding subsections, this result is a direct consequence of Theorem 3.4. There is nothing to be added.

We are also entitled to apply Theorem 5.1 to our particular situation and conclude the following.

**Theorem 5.10.** Let \( P \) be any arbitrary, finite subset of components of \( \{ E_0 = 0 \} \) in \( \mathcal{O} \), and let \( M_{cri,\epsilon,a} \) stand for the number of critical paths of \( E_\epsilon \) in \( \{ E_\epsilon \geq a \} \cap \mathcal{O} \). Then
\[
\#(P) \leq 1 + \lim_{a \to 0} \lim_{\epsilon \to 0} M_{cri,\epsilon,a}.
\]

The combination of Lemmas 5.3, Proposition 5.2, and Lemma 5.4, together with Theorem 5.9, imply, after Theorem 5.1, that for every finite subset \( P \) of limit cycles of our initial planar, polynomial differential system (1.1), we have the upper bound (5.13). Our final fundamental job is to show that there is an upper bound \( M_{cri} \) for the right-hand side of (5.13), independent of \( a \) and \( \epsilon \), in terms of the degree \( n \) of our initial differential system (1.1).

5.5. **The equation for critical closed paths.** The application of Theorem 4.5 to our situation where
\[
F(t, u, z, Z) = \frac{1}{2}(F^+(u) \cdot z)^2 + \frac{\epsilon}{2}(Z_0^2 + |z|^2 + |u|^2) + u \cdot v_0(t) + z \cdot v'_0(t) + Z \cdot v''_0(t)
\]
is our first key step. Note that we have dropped out the constant term
\[
\frac{1}{2\epsilon}||v_0||^2
\]
from \( E_\epsilon \) as it does not play a role in what follows, and that for aesthetic purposes we have changed \( v_0 \) to \(-v_0\). The partial derivatives required in the statement of that theorem are
\[
F_Z = cZ + v'_0(t),
F_z = (F^+(u) \cdot z)F^+(u) + cz + v'_0(t),
F_u = (F^+(u) \cdot z)DF^+(u)z + cu + v_0(t).
\]
Equation (4.10) for critical closed paths in \( H^2([0, 1]; \mathbb{R}^2) \) for \( E_\epsilon \) coming from Theorem 4.5 involves the combination (4.9) which in our case is
\[
\frac{d}{dt}(cu''_0(t) + v''_0(t)) - (F^+(u, t) \cdot u'_0(t)) F^+(u, t) - cu'_0(t) - v'_0(t),
\]
which must be an absolutely continuous function in \([0, 1]\). Its almost everywhere derivative ought to be, according to system (4.10),
\[
-(F^+(u, t) \cdot u'_0(t)) DF^+(u, t)u'_0(t) - cu'_0(t) - v'_0(t).
\]
Here
\[
u_\epsilon \in H^2([0, 1]; \mathbb{R}^2)
\]
is an arbitrary critical closed path of \( E_\epsilon \). In addition, from (4.11) we have
\[
[cu''_0(t) + v''_0(t)]_{t=0} = 0.
\]
We need to examine these conditions carefully.

It is also important to stress how this result ensures much more regularity for those critical closed paths precisely because they are critical for a certain functional. Even though paths in our ambient space are just in \( H^2([0, 1]; \mathbb{R}^2) \), critical closed paths of our family of functionals are much more regular. By Theorem 4.5, the expression in (5.14) is absolutely continuous. Since the last three terms of (5.14) and \( v''_0 \) are continuous, we can conclude that \( u_\epsilon \) is \( C^2 \) in \([0, 1]\).
Moreover, due to the fact that the derivative of (5.14) is equal to (5.15), again by Theorem 4.5, it follows that \( u \in C^4 \) in \([0,1]\) because all terms in (5.14), when differentiated with respect to \( t \), are continuous except possibly the first one \( u'''(t) \), and such a derivative is equal to (5.15) which is continuous. Note how condition (5.16) is redundant with the above information.

**Proposition 5.11.** Critical closed paths

\[ u \in H^2_\omega([0,1]; \mathbb{R}^2) \]

of functional \( E \) are \( C^\infty \) in \([0,1]\), and are solutions of the system

\[
\begin{align*}
\epsilon (u''''' - u'''' + u) - \frac{d}{dt} \left[ (F^+(u) \cdot u') F^-(u) \right] &+ (F^+(u) \cdot u') (u'')^T D F^-(u) \\
&= -v''' + v'' - v
\end{align*}
\]

in the interval \([0,1]\).

**Proof.** Regularity conditions for \( u \) have been discussed in the paragraph prior to the statement of the proposition. Equation (5.17) is a consequence, according to equation (4.10), of expressing the equality of the derivative of (5.14) with (5.15). A typical bootstrap argument yields the regularity claimed in the statement. \( \square \)

System (5.17) is a key point for counting the critical closed paths of the functional \( E \). We are facing a singularly-perturbed, fourth-order ODE system (5.17) with periodic (unknown) boundary conditions. Our plan to count, and eventually find an upper bound for, the number of branches of solutions of (5.17) proceeds in two steps:

1. for a fixed such branch, understand its asymptotic behavior as \( \epsilon \searrow 0 \), to count how many such different asymptotic behaviors there might be; and
2. for a fixed such asymptotic behavior, decide how many branches may converge to it.

To deal appropriately with this second point, we stick to the discussion in Section 4.4, and apply it to our particular situation here. The application of those ideas to our case leads to the following statements.

**Proposition 5.12.** Critical closed paths

\[ u \in H^2_y,(0,1]; \mathbb{R}^2) \]

of functional \( E \) are \( C^2 \) in \((0,1)\), \( C^\infty \) in \((0,1)\), and are solutions of the fourth-order differential system

\[
\begin{align*}
\epsilon (u''''' - u'''' + u) - \frac{d}{dt} \left[ (F^+(u) \cdot u') F^-(u) \right] &+ (F^+(u) \cdot u') (u'')^T D F^-(u) \\
&= -v''' + v'' - v
\end{align*}
\]

in the interval \((0,1)\).

Recall that

\[ H^2_y([0,1]; \mathbb{R}^2) = \{ v \in H^2([0,1]; \mathbb{R}^2) : v(0) = v(1) = y, \ v'(0) = v'(1) \}. \]

We can also perform the same analysis in the more restrictive linear manifold

\[ H^2_{y,z}([0,1]; \mathbb{R}^2) = \{ v \in H^2([0,1]; \mathbb{R}^2) : v(0) = v(1) = y, \ v'(0) = v'(1) = z \} \]

for fixed vectors \( y \) and \( z \), and find the parallel statements that follow, whose proofs can be very easily adapted from the previous ones. Note how, as we place more demands on feasible paths, optimality turns back less regularity through end-points.
**Proposition 5.13.** Critical closed paths

\[ u_c \in H^2_{y,x}([0,1];\mathbb{R}^2) \]

of functional \( E_c \) are \( C^1 \) in \([0,1]\), \( C^\infty \) in \((0,1)\), and are solutions of the fourth-order differential system

\[
\epsilon(u''''_x - u''_x + u_x) - \frac{d}{dt}[(F^+(u_x) \cdot u'_x) F^+(u_x)] + (F^+(u_x) \cdot u'_x)(u'_x)^T D F^+(u_x) = -v'''_0 + v''_0 - v_0
\]

in the interval \((0,1)\).

As in Definition 4.4, we introduce the following.

**Definition 5.1.** The mapping

\[ u_c(t; p_0, p_1, p_2, p_3) : [0,1] \times \mathbb{R}^2 \rightarrow \mathbb{R}^2 \]

will designate the solution mapping for problem (5.19) under initial conditions

\[ u_c^i(0; p_0, p_1, p_2, p_3) = p_i, \quad i = 0, 1, 2, 3. \]

According to the shooting method in Section 4.6, and in particular as a consequence of Corollary 4.14, the following definition is legitimate.

**Definition 5.2.** Let

\[ (p_0, q_0) \in \mathbb{R}^2 \times \mathbb{R}^2 \]

be a given pair. For \((p, q)\) in a neighborhood of \((p_0, q_0)\), \( u(t; p, q, \epsilon) \) will designate the unique periodic solution of system (5.19) such that

\[ u(0; p, q, \epsilon) = u(1; p, q, \epsilon) = p, \quad u'(0; p, q, \epsilon) = u'(1; p, q, \epsilon) = q. \]

To check that this definition is meaningful, after the above-mentioned corollary, simply note that the perturbed integrand

\[
F(t, u, z, Z) = \frac{1}{2}(F^+(u) \cdot z)^2 + \frac{\epsilon}{2}(|Z|^2 + |z|^2 + |u|^2)
\]

for \( \epsilon \) fixed, is analytic in all its variables provided the auxiliary path \( v_0(t) \) can be chosen analytic as well. This is no restriction, as we have remarked in various occasions that there is plenty of choice to select \( v_0 \) from: it can be chosen analytic, and uniformly bounded.

**5.6. Asymptotic behavior.** For the sake of transparency, and to facilitate a few interesting computations, we recast system (5.17) or (5.19) in its two components

\[
(ZQ)' + Z(-Q_x x' + P_y y') = -\alpha_1, \\
(ZP)' + Z(Q_x x' - P_y y') = \alpha_2,
\]

where

\[
F = (P, Q), \quad u_c = (x, y), \quad v_0 = (X, Y)
\]

\[
Z \equiv F^+(u_x) \cdot u'_x = P(x, y)y' - Q(x, y)x',
\]

\[
W \equiv F(u_x) \cdot u'_x = P(x, y)x' + Q(x, y)y',
\]

\[
\text{Div} \equiv P_x + Q_y, \quad \alpha_1 = \tau''' - \tau'' + \tau, \quad \alpha_2 = \gamma''' - \gamma'' + \gamma,
\]

with

\[
\tau = x + X, \quad \gamma = y + Y.
\]
Note that $Z^2/2$ is precisely the integrand for $E_0$, and recall that all close paths involved are 1-periodic, $C^\infty$ and belong to $\mathcal{O}$, so that we can freely differentiate in $t$ as many times as needed. In particular, the two equations of the system of critical closed paths become
\[(5.20) \quad Z'Q + Z \text{ Div } y' = -\epsilon\alpha_1, \quad Z'P + Z \text{ Div } x' = \epsilon\alpha_2.\]

We manipulate the two equations in (5.20) in two ways:

1. multiply the first equation by $Q$, the second by $P$, and add up the results to find
\[(5.21) \quad Z'(P^2 + Q^2) = -\epsilon(\alpha_1 Q - \alpha_2 P) - ZW \text{ Div}; \]

2. then, multiply the first by $P$, the second by $Q$, and subtract the results to have
\[Z^2 \text{ Div} = -\epsilon(\alpha_1 P + \alpha_2 Q).\]

We remind readers that we are searching for periodic solutions of this system for which $E_\epsilon$ is away from zero. Indeed, recall that in seeking an upper bound for the right-hand side in (5.13), $a$ is small, but kept fixed, when computing the inner limit
\[\lim_{\epsilon \to 0} M_{\text{cri}, \epsilon, a}.\]

The second part of Theorem 3.9 ensures that there cannot be branches of critical paths $\{u_\epsilon\}$ with $E_0(u_\epsilon) \to 0$. We will therefore discard from our consideration those critical paths $u_\epsilon$ for which $E_0$ is arbitrarily small. In particular, we do not need to consider asymptotic behaviors reducing to a point, and so, bearing in mind that equilibria of our polynomial, differential system are isolated and they could only be associated with critical closed paths of the kind we are not interested in (those with small value for $E_0$), we can further multiply (5.21) by $Z$ and divide by $P^2 + Q^2$, to have, taking into account the other equation,
\[(Z^2)' = 2(\alpha_1 x' + \alpha_2 y').\]

Hence, system (5.17) can be written in the simplified, equivalent form
\[(Z^2)' = 2\epsilon(\alpha_1 x' + \alpha_2 y'), \quad Z^2 \text{ Div} = -\epsilon(\alpha_1 P + \alpha_2 Q).\]

To avoid confusion, we will rather write
\[(5.22) \quad (Z_\epsilon^2)' = 2\epsilon(\alpha_1 x_\epsilon' + \alpha_2 y_\epsilon'), \quad Z_\epsilon^2 \text{ Div}_\epsilon = -\epsilon(\alpha_1 P_\epsilon + \alpha_2 Q_\epsilon).\]

to stress the dependence on $\epsilon$ of all quantities. Recall that
\[Z_\epsilon = F^\perp(u_\epsilon) \cdot u_\epsilon', \quad \text{Div}_\epsilon = \text{div } F(x_\epsilon, y_\epsilon), \quad u_\epsilon = (x_\epsilon, y_\epsilon).\]

The first point in Theorem 3.9 informs us that in fact, along branches of critical paths $(x_\epsilon, y_\epsilon)$, we can neglect terms multiplied by $\epsilon$, and have that
\[(Z_\epsilon^2)' \to 0, \quad Z_\epsilon^2 \text{ Div}_\epsilon \to 0\]
in $L^2(0, 1)$. We record this fact in a formal statement.

**Lemma 5.14.** Let $(x_\epsilon, y_\epsilon)$ be a branch of solutions of (5.22). For a suitable subsequence (not relabeled),
\[(Z_\epsilon^2)' \to 0, \quad Z_\epsilon^2 \text{ Div}_\epsilon \to 0,\]
in $L^2(0, 1)$ and pointwise for a.e. $t \in [0, 1]$.

Note how the $L^2$-convergence claimed in this statement forbids that $Z_\epsilon^2$ could converge to a non-constant function. We are therefore entitled to understand all possible asymptotic behaviors of critical closed paths $(x_\epsilon, y_\epsilon) \in \mathcal{O}$ through an analysis of the limit system
\[(5.23) \quad (Z^2)' = 0, \quad Z^2 \text{ Div} = 0,\]
setting $\epsilon = 0$ in (5.22). The first equation in (5.23) implies that $Z^2 = k^2$ (note that here is crucial the $L^2$-convergence in Lemma 5.14), but since we are only interested in the asymptotic behavior for critical closed paths whose value for $E_0$ stays away from zero, we discard the case $k = 0$. In this situation, the second equation in (5.23), implies $\text{Div} = 0$. We would like to understand the nature of solutions of the limit system

\begin{equation}
Z^2 = k^2 > 0, \quad \text{Div} = 0.
\end{equation}

We write this system in the form, differentiating the second equation,

\begin{equation}
F^\perp(u) \cdot u' = \pm k \neq 0, \quad \nabla \text{Div}(u) \cdot u' = 0.
\end{equation}

This is an implicit, first-order system that becomes singular when the determinant

\begin{equation}
\det \begin{pmatrix}
F^\perp(u) \\
\nabla \text{Div}(u)
\end{pmatrix}
\end{equation}

of the matrix of the system

\begin{equation}
\begin{pmatrix}
F^\perp(u) \\
\nabla \text{Div}(u)
\end{pmatrix}
\end{equation}

vanishes. These singular points are precisely the contact points of our differential system over the curve $\text{Div} = 0$. The fact that $F^\perp(u) \cdot u' = \pm k \neq 0$ shows that $u_\epsilon$, for $\epsilon$ sufficiently small, can only turn around, changing $+k$ by $-k$ or vice versa, near those contact points. As a matter of fact, critical closed paths $u_\epsilon$ do have to turn around whenever one such point is reached and is a single root of system (1.2). To emphasize this point, we explicitly introduce the following.

**Definition 5.3.** A point $p \in \mathbb{R}^2$ is a single (or simple) contact point of our differential system, if

\begin{equation}
\det \begin{pmatrix}
F^\perp(u) \\
\nabla \text{Div}(u)
\end{pmatrix}
\end{equation}

vanishes at $u = p$, but it changes sign in every neighborhood of $p$ in $\text{Div} = 0$.

We can now establish in a precise way the role played by single, contact points.

**Lemma 5.15.** Let $u_\epsilon = (x_\epsilon, y_\epsilon)$ be a branch of critical closed paths of $E_\epsilon$ such that $E_0(u_\epsilon)$ stays away from zero. Suppose that in a certain subinterval $[t^-_\epsilon, t^+_\epsilon] \subset [0, 1]$, $t^+_\epsilon - t^-_\epsilon \to 0$,

we know that

\begin{equation}
|u'_\epsilon(t^\pm_\epsilon)| \to +\infty, \quad u'_\epsilon(t^\pm_\epsilon) \to p,
\end{equation}

as $\epsilon \to 0$, where $p$ is a single, contact point of the system. Then $u_\epsilon$ must turn around at $p$ for $\epsilon$ sufficiently small, in the sense

\begin{equation}
\frac{u'_\epsilon(t^-_\epsilon)}{|u'_\epsilon(t^-_\epsilon)|} + \frac{u'_\epsilon(t^+_\epsilon)}{|u'_\epsilon(t^+_\epsilon)|} \to 0
\end{equation}

as $\epsilon \to 0$.

**Proof.** Figure 1 can help in understanding the situation. The single, contact point $p$ is the intersection of both axes. Keep in mind that

\begin{equation}
Z^2 = (F^\perp(u) \cdot u')^2 \to k^2, \quad Z \to \pm k,
\end{equation}

a constant uniformly away from zero, as $u \to p$. $Z^2$ must be continuous through $p$, but $Z$ might change sign abruptly. The possibility for $u$ to turn around at $p$, jumping from $k$ to $-k$, is always there. The thing is that if $p$ is a single contact point, a simple solution of system (1.2), then this
is the only possibility. Indeed, the only way for \( u \) to cross over a contact point \( p \) is for the inner product

\[ F^\perp(u) \cdot u' (= Z) \]

to retain its sign as to avoid a jump discontinuity. This is impossible at a single, contact point (bottom picture of Figure 1 corresponding to a simple contact point), while it is coherent with a double (or even-order) contact point (top picture in the same figure).

Our above discussion can be summarized in the following statement that classifies all possible asymptotic behaviors for critical closed paths.

**Theorem 5.16.** Assume that all the components of the curve \( \text{Div} = 0 \) are topologically straight lines or ovals. The possible limit behaviors as \( \epsilon \to 0 \) of branches of critical closed paths of \( E_\epsilon \), with critical value uniformly away from zero, can be necessarily identified with arcs of the connected components of the curve \( \text{Div} = 0 \) in one of the following possibilities:

(a) If the component is homeomorphic to a straight line, then
   (a.1) the limit behavior is an arc whose endpoints are two contact points and no additional contact point lies in its interior;
   (a.2) the limit behavior is an arc whose endpoints are one contact point and the infinity, and no additional contact point can be found in its interior;
   (a.3) the limit behavior is the whole component without contact points.

(b) If the component is homeomorphic to an oval, then
   (b.1) the limit behavior is an arc whose endpoints are two contact points and no additional contact point lies in its interior;
   (b.2) the limit behavior is an arc whose endpoints are one contact point and the infinity, and no additional contact point can be found in its interior;
   (b.3) the limit behavior is the whole component without contact points.

\[ \begin{array}{c|c}
F^\perp(u) \cdot u' < 0 & F^\perp(u) \cdot u' < 0 \\
\downarrow & \downarrow \\
F^\perp(u) \cdot u' > 0 & F^\perp(u) \cdot u' > 0 \\
\end{array} \]

\[ \begin{array}{c|c}
F^\perp(u) \cdot u' > 0 & F^\perp(u) \cdot u' < 0 \\
\downarrow & \downarrow \\
F^\perp(u) \cdot u' < 0 & R^\perp(u') > 0 \\
\end{array} \]

**Figure 1.** Situation around a contact point: top, a multiple contact point; bottom, a single contact point.
(b.2) the limit behavior is an arc covering the full oval whose endpoints have to be a single contact point, and no additional contact point is to be found in the oval;
(b.3) the limit behavior is the whole oval without contact points.

5.7. Multiplicity. We are concerned in this subsection about the possibility that various branches of the set of critical closed paths, for $\epsilon$ positive, may coalesce into the same limit behavior as $\epsilon \searrow 0$, and how they can possibly contribute to the number of critical paths. We will need to exploit very precisely the information that the number of any such group of critical paths share, at least locally, the same limit behavior as $\epsilon \to 0$.

As a consequence of Definition 5.2, and comments made after it, the set of possible singular pairs $(p, q)$ where maps

$$u(t; p, q, \epsilon)$$

are not well-defined because there might be more than one critical path with

$$u(0; p, q, \epsilon) = u(1; p, q, \epsilon) = p, \quad u'(0; p, q, \epsilon) = u'(1; p, q, \epsilon) = q,$$

is isolated, for each fixed $\epsilon$, as a consequence of analyticity. This is in fact the only reason to stress the analytic dependence of this map. For a given (countable) sequence of values for $\epsilon$, we can always find a certain point $p$ in the part of the curve $\text{Div} = 0$, with tangent vector $q$, identifying the particular asymptotic limit we are focusing on, and away from any contact point of the system limiting the asymptotic behavior considered according to Theorem 5.16, in such a way that the family of maps

$$(5.27) \quad u(t; y, z, \epsilon) : [0, 1] \times B_\rho(p) \times B_\rho(q) \to \mathbb{R}^2$$

is well-defined, smooth (even analytic) in all variables $(t, y, z)$, for every value of $\epsilon$ from the selected sequence, and some positive radius $\rho$. The interesting point is that the domain of this family of maps can be taken independently of $\epsilon$, at least for a sequence of values of $\epsilon$ converging to zero. We will not make the distinction between a countable set of values of $\epsilon$ and the full continuum since this distinction is irrelevant for our purposes. Recall that, in addition to verifying (5.19) in Proposition 5.13, we also have

$$u(0; y, z, \epsilon) = u(1; y, z, \epsilon) = y, \quad u'(0; y, z, \epsilon) = u'(1; y, z, \epsilon) = z,$$

for

$$(y, z) \in B_\rho(p) \times B_\rho(q).$$

We are going to proceed in two successive steps.

(1) Suppose $y$ is kept fixed in a neighborhood of $p$, so that we would work in the space $H^2_y(0, 1; \mathbb{R}^2)$. How many critical paths of the perturbed functional $E_\epsilon$ could there be in this space, i.e. paths described in Proposition 5.12? We will show that there cannot be more than $n - 1$ such paths regardless of the value of $y$. These $n - 1$ paths will correspond to our mapping $u(t; y, z, \epsilon)$ for suitable velocity vectors

$$z = z_i(y), \quad i = 1, 2, \ldots, n - 1,$$

that is to say

$$(5.28) \quad u_i(t; y, \epsilon) \equiv u(t; y, z_i(y), \epsilon), \quad i = 1, 2, \ldots, n - 1,$$

are the critical paths in Proposition 5.12 for each fixed $y$. The maps $z_i(y)$ are again smooth due to the standard regularity dependence of solutions of differential problems on initial conditions.

(2) For each given $i = 1, 2, \ldots, n - 1$, how many values of $y$ in a neighborhood of $p$ can there be such that $u_i(t; y, \epsilon)$ in (5.28) is one of the critical paths we are interested in counting, i.e. critical paths in Proposition 5.11? Again we will show that, for each $i$, there are at most $n - 1$ such paths.
Our strategy is led by two main points.

1. We would like to replace vector variables $y$ and $z$ in (5.27) by single variables $r$ and $s$, respectively, since our arguments will depend on facts that are only valid for polynomials of a single real variable.

2. Use the full power of being a critical path to localize arguments through suitable test paths, and reduce the counting procedure to a question about one-variable polynomials.

Since paths $u(t; y, z, \epsilon)$ will intersect the straight line

$$\{ p + rq^\perp : r \in \mathbb{R} \},$$

at least for small $\epsilon$ and small $r$, due to the convergence to one of our asymptotic limits, by resetting the initial time $t = 0$ and reparametrizing the path conveniently around $t = 0$, we can replace $y$ by $p + rq^\perp$ in the above discussion in such a way that we have a single variable $r$ to label the starting point of our critical paths. To make things easier, we will replace the unit interval $[0, 1]$ by $[-1/2, 1/2]$ in this section. In the same vein, in a neighborhood of $q$, the velocity vector $z$ can be considered of the form $q + sq^\perp$ for $|s|$ sufficiently small, possibly at the expense of changing slightly, through a linear reparametization to transform appropriately the length of $z$ and without changing the feature of being critical for $E_r$, the unit interval $[-1/2, 1/2]$ by $[-S_r, S_r]$ with $S_r \to 1/2$ as $\epsilon \to 0$. This is not a problem as we will subsequently work in subintervals $I_r$ of small length around 0. In this way, we can assume, without loss of generality in our above discussion that

$$y = p + rq^\perp, \quad z = q + sq^\perp,$$

$$u(t; r, s, \epsilon) \equiv u(t; p + rq^\perp, q + sq^\perp, \epsilon),$$

and so the two steps in our counting method will depend in both cases on single variables either $r$ or $s$. More specifically, we can review the preceding two main successive stages in the following explicit manner.

1. Assume $r$ is given of size sufficiently small. How many values of $s$ could there possibly be so that $u(t; r, s, \epsilon)$ represent critical paths in Proposition 5.12? Argue that there cannot be more than $n - 1$, corresponding to the $n - 1$ smooth branches $s_i(r)$.

2. For each such branch $s_i(r)$, show that there cannot possibly be more than $n - 1$ values of $r$ such that

$$(5.29) \quad u_i(t; r, \epsilon) = u(t; r, s_i(r), \epsilon), \quad i = 1, 2, \ldots, n - 1,$$

are critical paths in Proposition 5.11, i.e. the paths we aim at counting.

If we can cover these two steps successfully, we will have our main result in this section. It may be interesting to realize that if some of the roots for $r$ or $s$ that we pretend to count correspond to the same critical path (because of the fact that paths belong to some $\mathbb{O}_d$ with $d > 1$), the bound we are claiming would still be valid for in that case there would be less distinct critical paths.

**Theorem 5.17.** There cannot be more than $(n - 1)^2$ branches of critical closed paths in Proposition 5.11 converging to any of the possible asymptotic behaviors given in Theorem 5.16.

**Proof.** As just indicated, we will proceed in two main successive steps: first, for fixed $r$, try to understand critical paths $u(t; r, s, \epsilon)$ in Proposition 5.12 depending on $s$; secondly, for each branch $i$ found in the previous step, make an attempt to examine critical paths $u_i(t; r, \epsilon)$, given in (5.29), in Proposition 5.11. In both cases, critical paths make the derivative $E_r'$ vanish, through test paths

$$W_\epsilon \in H^2_0([0, 1]; \mathbb{R}^2),$$
that will be appropriately chosen below in each situation. More explicitly

\[(5.30) \quad \langle E'_0(u(r,s,\epsilon)), W_\epsilon \rangle = \langle E'_0(u(r,s,\epsilon)), W_\epsilon \rangle + \epsilon\langle u(r,s,\epsilon), W_\epsilon \rangle + \langle v_0, W_\epsilon \rangle\]

should vanish on critical paths. It is important to realize that such test paths \(W_\epsilon\) can depend on \(\epsilon\), since this will permit a flexibility that is very convenient to our purposes. As already remarked before, our strategy is to localize the vanishing of (5.30) through a judicious choice for \(W_\epsilon\) so as to reduce the counting procedure essentially to an issue of roots of polynomials of a single variable. Let us once again insist in that (5.30) should vanish at critical paths \(u(r,s,\epsilon)\) for every legitimate choice of test path \(W_\epsilon\).

The fundamental difference between those test paths \(W_\epsilon\) in Propositions 5.11 and 5.12 is intimately related to the fact that in the first case \(W_\epsilon\) must vanish for \(t = 0\), while for the second they don’t have to. Recall that

\[u(t;r,s,\epsilon) \equiv u(t; p + rq^\perp, q + sq^\perp, \epsilon), \quad u(r,s,\epsilon) = u(t; r, s, \epsilon),\]

and that the test path \(W_\epsilon\) can also depend eventually on \(\epsilon\), as already emphasized. Before we reach the point where the difference for the test path \(W_\epsilon\) must be taken into account, let us examine the explicit form of the derivative in (5.30).

If we recall formula (5.6), we can write explicitly the term

\[\langle E'_0(u(r,s,\epsilon)), W_\epsilon \rangle\]

in the form

\[(5.31) \quad \int_0^1 (F^\perp(u(r,s,\epsilon)) \cdot u'(r,s,\epsilon))(D\!F^\perp(u(r,s,\epsilon))W_\epsilon) \cdot u'(r,s,\epsilon) dt\]

\[+ \int_0^1 (F^\perp(u(r,s,\epsilon)) \cdot u'(r,s,\epsilon))F^\perp(u(r,s,\epsilon)) \cdot W'_\epsilon dt,\]

where primes indicate differentiation with respect to time \(t\). We will eventually take

\[(5.32) \quad W_\epsilon(t) = \chi_\epsilon(t)\tilde{W}_\epsilon(t)\]

with \(\{\chi_\epsilon\}\), a sequence of suitable mollifiers (recall Subsection 4.7), and \(\tilde{W}_\epsilon(t)\), chosen later appropriately. Since the support \(J_\epsilon\) of the mollifier \(\chi_\epsilon\) can be selected in such a way that the factor

\[F^\perp(u(r,s,\epsilon)) \cdot u'(r,s,\epsilon),\]

which is the integrand for \(E_0\), tends to be a constant \(k_\epsilon\) uniformly away from zero, according to our discussion in Section 5.6, and, after all, we are interested in values of pairs \((r, s)\) vanishing the derivative in (5.30), we realize that we can replace the previous form of the derivative (whose first term is written in (5.31)) by the expression

\[k_\epsilon \int_{J_\epsilon} [(D\!F^\perp(u(r,s,\epsilon))W_\epsilon) \cdot u'(r,s,\epsilon) + F^\perp(u(r,s,\epsilon)) \cdot W'_\epsilon] dt\]

\[+ \epsilon\langle u(r,s,\epsilon), W_\epsilon \rangle + \langle v_0, W_\epsilon \rangle.\]

Let us focus our attention on this integral

\[I_\epsilon = \int_{J_\epsilon} [(D\!F^\perp(u(r,s,\epsilon))W_\epsilon) \cdot u'(r,s,\epsilon) + F^\perp(u(r,s,\epsilon)) \cdot W'_\epsilon] dt.\]

We can perform an integration by parts in the second term (note that contributions at end-points vanish) to find

\[I_\epsilon = \int_{J_\epsilon} [(D\!F^\perp(u(r,s,\epsilon))W_\epsilon) \cdot u'(r,s,\epsilon) - (D\!F^\perp(u(r,s,\epsilon))u'(r,s,\epsilon)) \cdot W'_\epsilon] dt\]
or, by recalling (5.32),

\[
I_\epsilon = \int_{I_\epsilon} \chi_\epsilon(t) [D\mathbf{F}^\perp(u(r,s,\epsilon)) - \mathbf{F}^\perp(u(r,s,\epsilon))] \mathbf{u}'(r,s,\epsilon) \cdot \bar{\mathbf{W}}_\epsilon \ dt
= -\int_{I_\epsilon} \chi_\epsilon(t) \text{Div}(u(r,s,\epsilon)) \mathbf{u}'(r,s,\epsilon)^\perp \cdot \bar{\mathbf{W}}_\epsilon \ dt,
\]

where

\[
\mathbf{u}'(r,s,\epsilon)^\perp = \mathbf{Q} \mathbf{u}'(r,s,\epsilon), \quad \mathbf{Q} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\]

The family of functions \(f_\epsilon(r,s)\) of two variables \((r,s)\) we need to deal with is then, after an irrelevant change of sign,

\[
(5.33) \quad f_\epsilon(r,s) \equiv \int_{I_\epsilon} \chi_\epsilon(t) \text{Div}(u(r,s,\epsilon)) \mathbf{u}'(r,s,\epsilon)^\perp \cdot \bar{\mathbf{W}}_\epsilon \ dt
- \frac{\epsilon}{k_\epsilon} \langle \mathbf{u}(r,s,\epsilon), \mathbf{W}_\epsilon \rangle - \frac{1}{k_\epsilon} \langle \mathbf{v}_0, \mathbf{W}_\epsilon \rangle.
\]

We now focus on the first step of our program. Fix \(r\), small. For a family of critical paths \(u(r,s,\epsilon)\), the family of functions in (5.33) should vanish according to our above discussion, and so a bound for the number of such roots in the variable \(s\) will furnish an upper bound for the number of such critical paths \(u(r,s,\epsilon)\). Recall that test path \(\mathbf{W}_\epsilon\) is the product in (5.32). It suffices to select the support of the mollifier (5.34)

\[
J_\epsilon = [0, 2\alpha(\epsilon)]
\]

in such a way that the product in (5.32) is indeed a feasible variation in Proposition 5.12. In particular, as recalled above, we ought to have

\[
\mathbf{W}_\epsilon(0) = \chi_\epsilon(0) \bar{\mathbf{W}}_\epsilon(0) = 0.
\]

This is guaranteed by the previous choice for the support of \(\chi_\epsilon\) in (5.34). Other than that, \(\mathbf{W}_\epsilon(t)\) can be chosen in an arbitrary way to our advantage, as well as \(\alpha(\epsilon) > 0\).

On the other hand, consider the family of polynomials of a single variable \(s\), for each fixed \(r\), given by

\[
(5.35) \quad P_\epsilon(s) = \text{Div} [p + r q^\perp + \alpha(\epsilon) (q + s q^\perp)].
\]

Let \(N \leq n - 1\) be the degree of such polynomials in the variable \(s\) (recall that \(r\) is being kept frozen here), and take

\[
(5.36) \quad \bar{\mathbf{W}}_\epsilon(t) \equiv \frac{1}{\alpha(\epsilon)^N} \mathbf{q}^\perp, \quad \mathbf{W}_\epsilon = \chi_\epsilon(t) \bar{\mathbf{W}}_\epsilon.
\]

Keep in mind that \(\text{Div}(x,y)\) is a polynomial of at most degree \(n - 1\) in two variables. Assume that, for fixed \(r\), we could find at least \(N + 1\) branches of values for \(s\) that are roots of \(f_\epsilon\) in (5.33), including possibly multiplicities, i.e.

\[
f_\epsilon(r,s_j(\epsilon,r)) = 0, \quad s = s_j(\epsilon,r), j = 1, 2, \ldots, N, N + 1.
\]

Because each \(f_\epsilon\) is smooth, there would be a certain value \(s(\epsilon), s(\epsilon) \to 0\), such that

\[
\frac{\partial^N f_\epsilon}{\partial s^N}(r,s(\epsilon)) = 0 \text{ for all } \epsilon.
\]

We have dropped the dependence of \(s\) on \(r\) here for the sake of notational simplicity. If we go back to our formula for \(f_\epsilon(r,s)\), and take into account that all functions involved are smooth and
variables move in intervals where everything is bounded, we can take differentiation under the integral sign, and find that
\[
0 = \int_{J_s} \chi_c(t) \frac{\partial N}{\partial s}\bigg|_{s=s(c)} [\text{Div}(u(r, s, \epsilon))u'(r, s, \epsilon) \cdot \tilde{W}_t] \, dt
\]
\[
- \frac{\epsilon}{k_s} \frac{\partial N}{\partial s}\bigg|_{s=s(c)} \langle u(r, s, \epsilon), \tilde{W}_t \rangle.
\]
For the second term, we can write, after several integrations by parts,
\[
\langle u(r, s, \epsilon), \tilde{W}_t \rangle = \int_{J_s} \sum_{i=0}^2 u_i(t; r, s, \epsilon) \cdot W_i(t) \, dt
\]
\[
= \int_{J_s} \chi_c(t) \sum_{i=0}^2 (-1)^iu_{2i}(t; r, s, \epsilon) \cdot \tilde{W}_t(t) \, dt.
\]
By the second part of Proposition 4.17, if \(\alpha(\epsilon)\) is chosen sufficiently small, we can conclude that
\[
(5.37) \quad \frac{\partial N}{\partial s}\bigg|_{s=s(c)} [\text{Div}(u(\alpha(\epsilon); r, s, \epsilon))u'(\alpha(\epsilon); r, s, \epsilon) \cdot \tilde{W}_t]
\]
\[
- \frac{\epsilon}{k_s} \frac{\partial N}{\partial s}\bigg|_{s=s(c)} \sum_{i=0}^2 (-1)^iu_{2i}(\alpha(\epsilon); r, s, \epsilon) \cdot \tilde{W}_t \to 0.
\]
We would like to argue that this vanishing limit contradicts the choice of the degree for polynomials \(P_i(s)\) made in (5.35).
Again, because of smoothness,
\[
u(\alpha(\epsilon); r, s, \epsilon)) = u(0; r, s, \epsilon) + \alpha(\epsilon)u'(0; r, s, \epsilon) + \alpha(\epsilon)^2 R(t; r, s, \epsilon),
\]
\[u'(\alpha(\epsilon); r, s, \epsilon)) = u'(0; r, s, \epsilon) + \alpha(\epsilon)u''(0; r, s, \epsilon) + \alpha(\epsilon)^2 R'(t; r, s, \epsilon)
\]
with bounded remainders
\[R(t; r, s, \epsilon), \quad R'(t; r, s, \epsilon)
\]
in the domain where variables move. Even more explicitly
\[
u(\alpha(\epsilon); r, s, \epsilon)) = p + r\mathbf{q} + \alpha(\epsilon)(q + s\mathbf{q}) + \alpha(\epsilon)^2 R(t; r, s, \epsilon),
\]
\[u'(\alpha(\epsilon); r, s, \epsilon)) = (q + s\mathbf{q}) + \alpha(\epsilon)u''(0; r, s, \epsilon) + \alpha(\epsilon)^2 R'(t; r, s, \epsilon).
\]
If we take these expressions into the partial derivatives in (5.37), and recall (5.36), we see that the first term becomes
\[
\frac{\partial N}{\partial s}\bigg|_{s=s(c)} \frac{1}{\alpha(\epsilon)^N} [\text{Div}(p + r\mathbf{q} + \alpha(\epsilon)(q + s\mathbf{q}) + \alpha(\epsilon)^2 R(t; r, s, \epsilon))]
\]
\[
[(q + s\mathbf{q}) + \alpha(\epsilon)u''(0; r, s, \epsilon) + \alpha(\epsilon)^2 R'(t; r, s, \epsilon)] \cdot \mathbf{q}
\]
or
\[
\frac{\partial N}{\partial s}\bigg|_{s=s(c)} \frac{1}{\alpha(\epsilon)^N} [\text{Div}(p + r\mathbf{q} + \alpha(\epsilon)(q + s\mathbf{q}) + \alpha(\epsilon)^2 R(t; r, s, \epsilon))]
\]
\[
[(q + s\mathbf{q}) + \alpha(\epsilon)u''(0; r, s, \epsilon) + \alpha(\epsilon)^2 R'(t; r, s, \epsilon)] \cdot \mathbf{q}.
\]
Because of the way the polynomials \(P_i\) and their degree \(N\) were selected in (5.35), on the one hand; and the freedom we have to choose \(\alpha(\epsilon)\) converging to zero as rapidly as necessary, on the other, we see that the previous derivative will not vanish as \(\epsilon \to 0\) since terms affected by a negative power of \(\alpha(\epsilon)\) will vanish when differentiation is performed, while the coefficient
corresponding to power $s^N$ does not vanish, by our manner of choosing the degree $N$ in (5.35), and is independent of $\alpha(\epsilon)$ (and of $\epsilon$). The terms affected by the remainders $\mathbf{R}$ will vanish too because of the presence of the higher power $\alpha(\epsilon)^2$. The second term in (5.37) does not spoil our argument because of the presence of $\epsilon$ in front of it. This is easily checked. Note how the reason for the choice in (5.36) is to have that the additional variable $s$ in $(q + sq^\perp)^\perp \cdot q^\perp$ drops out.

This contradiction between (5.37) and polynomials in (5.35) enables us to conclude that there cannot be more than $n - 1$ branches of solutions

$$f_\epsilon(r, s_j(\epsilon, r)) = 0, \quad j = 1, 2, \ldots, n - 1.$$  

This is the end of the first step.

For the second step, fix one of those $n - 1$ branches

$$(r, s_j(\epsilon, r)), \quad 1 \leq j \leq n - 1,$$

and put

$$(5.38) \quad u_j(t; r, \epsilon) \equiv u(t; r, s_j(\epsilon, r), \epsilon), \quad u_j(\epsilon, r) = u_j(t; r, \epsilon),$$

for $t \in [-1/2, 1/2]$, and small $r$ and $\epsilon$. We go back to the family of functions in (5.33) setting $s = s_j(\epsilon, r)$, to define the smooth functions

$$(5.39) \quad f_{j, \epsilon}(r) = \int_{J_\epsilon} \chi(\epsilon) \operatorname{Div}(u_j(\epsilon, r))u_j'(r, \epsilon) \cdot \dot{W}_\epsilon \, dt - \frac{\epsilon}{k_\epsilon}(u_j(\epsilon, r), W_\epsilon) - \frac{1}{k_\epsilon}(v_0, W_\epsilon).$$

This time however, since we are looking for critical paths in Proposition 5.11, the value of test paths

$$W_\epsilon = \chi_\epsilon \dot{W}_\epsilon$$

need not vanish at $t = 0$, and hence mollifier $\chi_\epsilon$ can be taken to be even and with support $[-\alpha(\epsilon), \alpha(\epsilon)]$ with $\alpha(\epsilon)$, as in the first step, at our disposal. Our goal is, again, to argue that for each fixed $j$, the family of functions $f_{j, \epsilon}(r)$ in (5.39) cannot have more than $n - 1$ branches of roots as $\epsilon \to 0$. If we succeed in showing this, our claim in the theorem will be proved.

Our job, after the first step, is now much easier. We follow exactly along the same lines. Consider the polynomial

$$P(r) = \operatorname{Div}(p + rq^\perp)$$

whose degree $N$ is at most $n - 1$. Take, almost as above,

$$W_\epsilon(t) \equiv q^\perp, \quad W_\epsilon = \chi_\epsilon(t) \dot{W}_\epsilon.$$

Suppose that there could be $N + 1$ roots $r_{j, \epsilon}(\epsilon)$, converging to zero as $\epsilon \to 0$, of $f_{j, \epsilon}$, i.e.

$$f_{j, \epsilon}(r_{j, \epsilon}(\epsilon)) = 0, \quad i = 1, 2, \ldots, N, N + 1.$$  

Recall that $j$ is fixed. Due to smoothness, there should be, at least, one root $r_j(\epsilon)$ of the $N$-th derivative

$$f_{j, \epsilon}^{(N)}(r_j(\epsilon)) = 0, \quad r_j(\epsilon) \to 0 \text{ as } \epsilon \to 0.$$  

Through (5.39), we can write

$$\int_{J_\epsilon} \chi_\epsilon(t) \frac{d^N}{dr^N} \bigg|_{r = r_j(\epsilon)} \operatorname{Div}(u_j(\epsilon, r))u_j'(r, \epsilon) \cdot \dot{W}_\epsilon \, dt - \frac{\epsilon}{k_\epsilon} \frac{d^N}{dr^N} \bigg|_{r = r_j(\epsilon)} (u_j(\epsilon, r), W_\epsilon) = 0.$$
We focus on the important first term, since the second is tackled as in the first step through the first part of Proposition 4.17, to conclude that its limit, as \( \epsilon \to 0 \), vanishes as well. In this case, by selecting \( \alpha(\epsilon) \) appropriately, we conclude that

\[
\frac{dN}{dr} \mid_{r=r_j(\epsilon)} \text{Div}(u_j(0; r, \epsilon))u_j'(0; r, \epsilon) \cdot q^\perp \to 0.
\]

But, taking into account (5.38),

\[
u_j(0; r, \epsilon) = p + rq^\perp, \quad u_j'(0; r, \epsilon) = q + s_j(r, \epsilon)q^\perp,
\]

and the previous derivative becomes

\[
\frac{dN}{dr} \mid_{r=r_j(\epsilon)} \text{Div}(p + rq^\perp)(q + s_j(r, \epsilon)q^\perp) \cdot q^\perp = |q|^2 \frac{dN}{dr} \mid_{r=r_j(\epsilon)} P(r).
\]

The condition

\[
\frac{dN}{dr} \mid_{r=r_j(\epsilon)} P(r) \to 0
\]

as \( \epsilon \to 0 \) is impossible for a true polynomial of degree \( N \). This is the contradiction, and the end of our proof. \( \square \)

5.8. **Another form to deal with asymptotic behaviors of critical paths.** The localized way in which we have dealt with multiplicity in the previous section, permits to argue about our upper bound without Lemma 5.15.

By Lemma 5.14, we have that for sequences of critical paths

\[
u_\epsilon = (x_\epsilon, y_\epsilon),
\]

we know that

\[
(Z^2_\epsilon)' \to 0, \quad Z^2_\epsilon \text{Div} \to 0.
\]

Since we are interested in those families of critical paths for which \( Z^2_\epsilon \) stays uniformly away from zero, we can conclude that

\[
\text{Div}_\epsilon \to 0, \quad Z^2_\epsilon - k^2_\epsilon \to 0,
\]

for a family of constants \( k_\epsilon \), uniformly away from zero. These two convergences suffice to go back to the beginning of Section 5.7, and start with the discussion there exactly in the same terms with limit point, and corresponding tangent vector,

\[
p \in \{ \text{Div} = 0 \}, \quad q, \text{ tangent to } \{ \text{Div} = 0 \} \text{ at } p,
\]

respectively, to conclude that there cannot be more than \((n - 1)^2\) critical paths

\[
u_{\epsilon,i,j}, \quad i, j \in \{1, 2, \ldots, n - 1\},
\]

with

\[
u_{\epsilon,i,j}(0) \to p, \quad u'_{\epsilon,i,j}(0) \to q,
\]

regardless of the limit of their full images. If some of these images go over contact points, that would mean less critical paths. The maximum possible number is the one counted through Theorem 5.16, and this would lead to the same upper bound.
5.9. Counting method. Once we have proved all of the main preceding steps, it is easy to
describe how to organize the counting procedure for an upper bound of the number \(M_{\text{cri}}\) in
Problem 2.6. We will express our bound in terms of the following parameters, in addition to the
degree \(n\) of the system:

- \(M\): the number of connected components of the curve \(\text{Div} = 0\);
- \(N\): the number of contact points of the differential system.

**Theorem 5.18.** Under the assumptions and notation of Theorem 1.1 and Problem 2.6,
\[
M_{\text{cri}} \leq (n - 1)^2 (M + N),
\]
and so our differential system cannot have more than
\[
1 + (n - 1)^2 (M + N)
\]
limit cycles.

**Proof.** From Theorem 5.16, we must compute the maximum number of limit behaviors which
are contained in the components of the curve \(\text{Div} = 0\).

Let \(L \geq 0\) be the number of connected components of \(\text{Div} = 0\) homeomorphic to a straight
line. Assume that the connected component \(i\), for \(i \in \{0, 1, \ldots, L\}\), contains \(x_i \geq 0\) contact
points \((x_0 = 0\) always). Then it can have at most \(x_i + 1\) limit behaviors. Therefore the number
of limit critical closed paths contained in the components of \(\text{Div} = 0\) homeomorphic to a straight
line is at most \(L + \sum_{i=0}^{L} x_i\).

Let \(O \geq 0\) be the number of connected components of \(\text{Div} = 0\) homeomorphic to an oval.
Suppose \(y_j \geq 0\) is the number of contact points in the \(j\)-th component, for \(j \in \{0, 1, \ldots, O\}\).
Note that \(y_0 = 0\) always. Then we can have at most \(\sum_{j=0}^{O} y_j\) different limit behaviors, all of
which are bounded.

In summary, the number of limit critical closed paths contained in the components of \(\text{Div} = 0\)
is at most
\[
L + \sum_{i=0}^{L} x_i + \sum_{j=0}^{O} y_j \leq M + N.
\]

By Theorem 5.17, each such possible limit behavior must be multiplied by the corresponding
multiplicity factor \((n - 1)^2\). Hence, we will have at most
\[
1 + (n - 1)^2 (M + N)
\]
critical closed paths of \(E_\epsilon\) for every \(\epsilon\) sufficiently small. \(\square\)

Note that in fact, the upper bound can be slightly improved to
\[
1 + (n - 1)^2 (L + N)
\]
where \(L\) is the number of connected components of the curve \(\text{Div} = 0\) homeomorphic to a line.

5.10. Non-generic situation. In this final section we treat the case of polynomial differential
systems (1.1) for which either the curve \(\text{Div} = 0\) has singular points, i.e. the system
\[
P_{xx} + Q_{yx} = P_{xy} + Q_{yy} = 0, \quad P_x + Q_y = 0
\]
has some solutions; our initial differential system (1.1) has non-countable, infinitely many contact
points, i.e. system (1.2) has a continuum of solutions; or there are multiple solutions to the same
system. Note that equations (5.40) and (1.2) involve the partial derivatives of \(\text{Div}\). Our argument
revolves around the idea that vector fields \(\mathbf{F}\) for such systems can be uniformly approximated by
a sequence \(\mathbf{F}_\delta\) of non-singular polynomial vector fields without increasing the degree, and in such
a way that the divergence curve for \(\mathbf{F}_\delta\) has no singularities, and finitely many simple contact
points with system (1.1).
We can definitely apply our previous results to the family of functionals

\[
E_{c,\delta}(u) = \int_0^1 \left[ \frac{1}{2} (F^1_\delta(u(t)) \cdot u'(t))^2 + \frac{\epsilon}{2} (|u''(t)|^2 + |u'(t)|^2 + |u(t)|^2) 
+ (u(t) \cdot v_\delta(t) + u'(t) \cdot v'_\delta(t) + u''(t) \cdot v''_\delta(t)) 
\frac{1}{2\epsilon} (|v''_\delta(t)|^2 + |v'_\delta(t)|^2 + |v_\delta(t)|^2) \right] dt,
\]

where the dependence of the smooth paths \(v_\delta\) on \(\delta\) is as regular as necessary. It is clear that the convergence

\[
E_{c,\delta} \to E_c \quad \text{as} \quad \delta \to 0,
\]
takes place in the Hausdorff sense since parameter \(\delta\) is only involved in lower-order terms (\(\epsilon\) is fixed in this argument).

Our first relevant observation is that the discussion in Subsection 2.4 is valid regardless of whether our initial differential system (1.1) is generic. This means that

\[
H(n) \leq \lim_{\delta \to 0} \lim_{a \to 0} \#(\{E_c \leq a\} \cap \Omega)
\]

where, as usual

\[
\#(\{E_c \leq a\} \cap \Omega)
\]
designates the number of connected components of the corresponding set. Because of the announced convergence \(E_{c,\delta} \to E_c\), we would also have the convergence

\[
\{E_{c,\delta} \leq a\} \to \{E_c \leq a\}, \quad \delta \to 0,
\]
in the Hausdorff distance for bounded sets. The operator \(#\), number of connected components of sub-level sets, is lower semicontinuous with respect to this convergence, and hence

\[
\#(\{E_c \leq a\} \cap \Omega) \leq \lim_{\delta \to 0} \#(\{E_{c,\delta} \leq a\} \cap \Omega).
\]

In this way,

\[
H(n) \leq \lim_{a \to 0} \lim_{\epsilon \to 0} \#(\{E_c \leq a\} \cap \Omega) \leq \lim_{a \to 0} \lim_{\epsilon \to 0} \lim_{\delta \to 0} \#(\{E_{c,\delta} \leq a\} \cap \Omega) \leq C(n)
\]

If approximating polynomials \(F_\delta\) are generic, all of our work implies that

\[
\lim_{a \to 0} \lim_{\epsilon \to 0} \lim_{\delta \to 0} \#(\{E_{c,\delta} \leq a\} \cap \Omega) \leq C(n)
\]

where \(C(n)\) is our upper bound for generic polynomial vector fields of degree \(n\), and we have the same bound in terms of the degree of the system for a non-generic differential vector field \(F\).

Notice that we are not claiming anything about the relationship between limit cycles of \(F\) and limit cycles of \(F_\delta\), and their relative positions, or of critical closed paths for \(E_c\) and of \(E_{c,\delta}\).
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