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Abstract
Null shells are a useful geometric construction to study the propagation of infinitesimally thin concentrations of massless particles or impulsive waves. In this paper, we determine and study the necessary and sufficient conditions for the matching of two spacetimes with respective null embedded hypersurfaces as boundaries. Whenever the matching is possible, it is shown to depend on a diffeomorphism between the set of null generators in each boundary and a scalar function, called step function, that determines a shift of points along the null generators. Generically there exists at most one possible matching but in some circumstances this is not so. When the null boundaries are totally geodesic, the point-to-point identification between them introduces a freedom whose nature and consequences are analysed in detail. The expression for the energy–momentum tensor of a general null shell is also derived. Finally, we find the most general shell (allowing non-zero energy, energy flux and pressure) that can be generated by matching two Minkowski regions across a null hyperplane. This allows us to show how the original Penrose’s cut-and-paste construction fits and connects with the standard matching formalism.
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1. Introduction

In general relativity, thin shells (also called surface layers) are idealized objects introduced to describe sufficiently narrow concentrations of matter or energy such that they can be considered
null to be located on a hypersurface. Depending on the causal character of the hypersurface, thin shells can be null, timelike, spacelike or mixed (i.e. the hypersurface exhibits a point-dependent causal character). In this paper, we shall focus on null shells, which have been proven useful for modelling infinitesimally thin concentrations of massless particles or impulsive waves. Null shells possess their own gravity and hence affect the spacetime geometry. To study this, and also to understand how null shells can be constructed, it is necessary to consider two spacetime regions (one at each side of the null shell) that must be suitably matched according to the corresponding theory.

There exist two different approaches to generate null thin shells: the so-called ‘cut-and-paste’ method, introduced by Penrose [12, 26], and the matching theory firstly developed by Darmois [11]. The ‘cut-and-paste’ method describes the shell by means of a metric with a Dirac delta distribution with support on the shell. In these coordinates, the metric is therefore very singular, and standard tensor distributional calculus is not sufficient to study its geometry. However, by a suitable change of coordinates the metric becomes continuous and the method can be reinterpreted as follows. Given a spacetime \((\mathcal{M}, g)\) containing an embedded null hypersurface \(\Omega\), the cut-and-paste procedure uses lightlike coordinates adapted to \(\Omega\). Then, \(\Omega\) is removed by a cut, which leaves two separated manifolds \((\mathcal{M}^+, g^+)\) corresponding to both sides of \(\Omega\). Finally, those regions are reattached by identifying their boundaries so that there exists a jump on the coordinates when crossing the matching null hypersurface. This jump is responsible for the appearance of the Dirac delta term in the metric, which is interpreted as a concentration of matter and energy located on the matching hypersurface. By means of this useful geometrical approach, Penrose was able to study certain classes of impulsive plane-fronted and spherically-fronted waves in Minkowski backgrounds. Later works of works of Podolsky et al [27, 28, 30] apply this method to generate spacetimes whose metric again contains a Dirac delta function with support on the null hypersurface. The most general construction so far describes pp-waves with additional gyrotactic terms [30]. The cut-and-paste method is, by construction, strongly linked to the use of appropriate coordinate systems adapted both to the spacetime and to the null hypersurface where the cut is performed.

The second approach is the matching theory of Darmois, consisting of considering two spacetimes \((\mathcal{M}^\pm, g^\pm)\) with respective differentiable boundaries \(\Omega^\pm\) and generating a new spacetime by identifying the boundary points and the full tangent spaces defined on \(\Omega^\pm\). The initial works by Darmois [11] were focussed on the timelike and the spacelike cases. In any successful matching the spacetimes \((\mathcal{M}^\pm, g^\pm)\) must satisfy the so-called preliminary junction conditions (see e.g. [10, 22]), which force the boundaries \(\Omega^\pm\) to be isometric with respect to their respective induced metrics. The resulting spacetime verifies the well-known Israel equations [16], and describes a thin layer with material content given by the jump on the extrinsic curvatures. The null case is initially addressed by Barrabés–Israel [2] and Barrabés–Hogan [1] (see also [31] for a useful reformulation), while the general causal character was developed in [22], with an important aspect clarified in [21]. In 2013, the Israel equations were firstly deduced for thin shells in a completely general (even variable) causal character [19]. This was achieved by means of a new formalism involving so-called hypersurface data that allows one to abstractly analyse hypersurfaces of arbitrary signature in pseudo-Riemannian manifolds [19, 20]. The Israel equations as well as additional equations involving curvature terms have been obtained recently in [34] also for shells of general causal character using the formalism of tensor distributional calculus. Many explicit examples of null shells in specific situations have been discussed in the literature, often by imposing additional symmetries such as spherical symmetry. We refer to [4, 5, 8, 9, 13, 17, 23] and references therein for recent examples.

Despite the long history of both approaches, to the best of our knowledge there does not exist any systematic analysis of the connection between the cut-and-paste constructions and
the matching theory of Darmois. Our aim in this paper is two-fold. Firstly, we analyse in detail the Darmois matching theory across null hypersurfaces and obtain in full generality both the conditions that need to be satisfied for the matching and the energy–momentum contents of the resulting shell in terms the geometry of the ambient spaces and the identification of boundaries. We keep the choices of various geometric quantities on both sides very flexible, so that the general results can be applied easily to many different situations. This analysis is performed with our second goal in mind, namely to understand how the cut-and-paste construction fits into the matching framework. Following the terminology of [19, 20], the preliminary junction conditions impose that the metric hypersurface data corresponding to the respective boundaries \( \Omega^\pm \) must coincide. These metric data depend on both the geometry of the ambient spacetime and the way the hypersurface is embedded. In the cut-and-paste constructions, one deals with a single spacetime and a single null hypersurface. After the cut along this hypersurface a reorganization of points must be performed on one side. For this construction to fit into the general matching framework, it must be the case the new embedding defines the same metric hypersurface data, and this automatically restricts the set of possible reorganizations of points. The compatibility between the cut-and-paste method and the matching theory by Darmois will be achieved whenever the redistribution of points performed in the first keeps the metric hypersurface data invariant. We show in this paper that the original cut-and-paste construction by Penrose [12, 24–26], namely the plane-fronted impulsive wave, satisfies this compatibility in full, and hence can be understood also in terms of a standard matching procedure. Fitting this cut-and-paste construction into a more general framework allows us to generalize the results of Penrose by obtaining the most general shell (allowing non-vanishing energy, energy flux and pressure) generated by matching two Minkowski regions. This generalization allows us to understand how the shell pressure affects the organization of the boundary points. It turns out that a positive (resp. negative) pressure produces compression (resp. stretching) of points on one of the sides and that this entails energy increase (resp. decrease). The energy of the shell shows an accumulative behaviour and only varies when this compression/stretching is taking place. In a subsequent work we intend to analyse in terms of the Darmois matching conditions (and eventually extend to more general matter contents) other explicit cut-and-paste constructions such as the spherical fronted waves of Penrose or the constructions by Podolský and collaborators [27–30].

Given two spacetimes \((M^\pm, g^\pm)\) with null boundaries \(\Omega^\pm\), we demonstrate that the core problem of the existence of the matching lies on the solvability of one of the junction conditions, which establishes an isometry condition between any spatial section on \(\Omega^-\) and the submanifold of \(\Omega^+\) with which it is identified. This isometry must be universal along each null generator. More precisely, the matching is possible if and only if, in addition to a necessary causal restriction at the boundaries \(\Omega^\pm\), there exists a diffeomorphism \(\Psi\) between the set of null generators of \(\Omega^-\) and the set of null generators of \(\Omega^+\) as well as a scalar function \(H\), called step function, which geometrically corresponds to a shift along the null generators. The map \(\Psi\) and the step function \(H\) fix completely the identification \(\Phi\) between the boundaries. The fundamental restriction on these maps arising from the matching conditions is that any spacelike section on \(\Omega^-\) must be isometric to its image under \(\Phi\). We prove that the whole matching is determined by the step function and the diffeomorphism \(\Psi\) and obtain the explicit form of the energy–momentum tensor of a general null shell in terms of them and ambient geometrical objects defined on \(\Omega^\pm\).

It is to be expected that, generically, two given spacetimes \((M^\pm, g^\pm)\) with null boundaries cannot be matched across them. Our results are in agreement with this expectation. We materialize this rigidity in the matching in a uniqueness statement, namely that when the matching between \((M^\pm, g^\pm)\) is feasible, there exists generically one unique way of matching, i.e. there
is only one suitable identification of the boundary points and the full tangent spaces so that the metric hypersurface data of both sides agree. However, in some cases one can perform not only more than one matching but even infinite. This freedom (discussed in section 4), happens when the boundaries $\Omega^\pm$ are totally geodesic embedded null hypersurfaces and translates into the existence of an infinite set of step functions $H$ leading to successful matchings. Different step functions give rise to different shells, with different energy–momentum tensors. Imposing specific conditions of the energy and momentum on the shell equations provide differential equations that restrict the form of the corresponding step functions.

The organization of the paper is as follows. Section 2 is devoted to recalling and extending several facts on the geometry of null hypersurfaces. We introduce some geometric objects that are required to develop the matching formalism, together with several identities that they satisfy. As already mentioned, we let these geometric quantities be flexible so that the results can accommodate different needs when an explicit matching is to be performed. In section 3, we derive the shell junction conditions and determine the constraint that arises from the condition that the two rigging vector fields that define the identification of transversal directions point into the same side of the matching hypersurface. Section 4 is devoted to the derivation and properties of the step function and the diffeomorphism $\Psi$ mentioned before. We explicitly compute the components of the energy–momentum tensor of a general null shell in section 5. The general behaviour of the energy–momentum tensor under transformations of the riggings is also discussed, which allows us to perform a non-trivial check on our result (see appendix A). In section 6, we find the most general null shell in the context of the matching of two Minkowski regions and recover the results from the first cut-and-paste construction by Penrose (see e.g. [12]) as a particular case.

Throughout this paper we assume the spacetimes to be $(n+1)$-dimensional and adopt the following index convention:

$$\alpha, \beta, \ldots = 0, 1, \ldots, n, \quad i, j, \ldots = 1, 2, \ldots, n, \quad I, J, \ldots = 2, 3, \ldots, n.$$  (1.1)

2. Geometric structure of null hypersurfaces

As already indicated in the introduction, this paper is devoted to studying the matching between two spacetimes with null boundaries. In order to address the problem, we need to recall some notions on the geometry of null hypersurfaces. General references for the topic are [14, 15].

**Definition 1.** Let $(\mathcal{M}, g)$ be an $(n+1)$-dimensional pseudo-Riemannian manifold and $\Sigma$ a manifold of dimension $n$. An embedded null hypersurface is a subset $\Omega \subset \mathcal{M}$ satisfying that there exists an embedding $\Phi : \Sigma \rightarrow \mathcal{M}$ such that $\Phi(\Sigma) = \Omega$ and that the first fundamental form $\gamma$ of $\Sigma$, defined by $\gamma = \Phi^* (g)$, is degenerate.

As usual, we use $\Phi^*$ and $d\Phi$ to refer to the pull-back and push-forward of $\Phi$ respectively, $T_p\mathcal{M}$ denotes the tangent space of $\mathcal{M}$ at the point $p \in \mathcal{M}$ and $T^*_p\mathcal{M}$ its dual, or cotangent space, and similarly for $\Sigma$ and $\Omega$. Given two points $q \in \Sigma$ and $p = \Phi(q) \in \Omega$, the tangent plane to the embedded hypersurface, $T_p\Omega$, is the $n$-dimensional space defined as $T_p\Omega = d\Phi|_q(T_q\Sigma)$. Its orthogonal space, i.e. the space of vectors that are orthogonal to all those on $T_p\Omega$, is written as $(T^*_p\mathcal{M})^\perp$. As always, $T\mathcal{M}, T\Omega$ and $T\Sigma$ denote the corresponding tangent bundles.

It is well-known (see e.g. [15]) that there exists only one degenerate direction on $\Omega$ and that all other directions tangent to the null hypersurface are spacelike. Let $\hat{k}$ be any nowhere zero vector field along the degenerate direction of $\Omega$, which by definition means

$$\hat{k}|_p \neq 0, \quad \langle \hat{k}, X \rangle_g|_p = 0.$$  (2.1)
for any vector $X_p \in T_p \Omega$. Thus, $\hat{k}|_p \in T_p \Omega \cap (T_p \Omega)^\perp$. Since $d\Phi$ is of maximal rank, the dimension of $T_p \Omega$ is $n$ so the dimension of $(T_p \Omega)^\perp$ is $1$. It follows that $(T_p \Omega)^\perp \subset T_p \Omega$ and hence $(\hat{k}|_p) = (T_p \Omega)^\perp$ and all the vectors in $(T_p \Omega)^\perp$ are null. We let $T\Omega^\perp = \bigcup_p (T_p \Omega)^\perp$. It is clear that this is a subbundle to $T\Omega$. A null generator $k$ of $\Omega$ is defined to be a nowhere zero section\(^1\) $k \in \Gamma (T\Omega^\perp)$. Null generators are all proportional to each other.

It is well-known (see e.g. equation (2.21) in [15]) that a null generator $k$ is necessarily geodesic (not necessarily affinely parametrized). Its surface gravity $\kappa_k$ is defined by

$$\nabla k = \kappa_k k,$$  \hspace{1cm} (2.2)

where $\nabla$ denotes the Levi-Civita covariant derivative of $g$.

The matching requires an identification between points and tangent spaces of two embedded null hypersurfaces. It will be convenient to describe these identifications in terms of sections of the null hypersurface. In fact, they will also help clarifying the physical properties of the matching. We define the concepts of spacelike section, tangent plane and foliation of an embedded null hypersurface as follows.

**Definition 2.** Let $\Omega$ be an embedded null hypersurface and $k$ a null generator. Suppose the existence of a function $s : \Omega \rightarrow \mathbb{R}$ such that $k(s) \neq 0$ everywhere in $\Omega$. Then, the section $S_{s_0}$ is defined as the subset

$$S_{s_0} := \{ p \in \Omega \mid s(p) = s_0, \quad s_0 \in \mathbb{R} \}. \tag{2.3}$$

Given $p \in \Omega$ and the section $S_{s(p)} \subset \Omega$ that contains $p$, the tangent plane $T_pS_{s(p)}$ is defined as

$$T_pS_{s(p)} := \{ X \in T_p \Omega \mid X(s) = 0 \}. \tag{2.4}$$

All the above requirements guaranteed, the family of spacelike sections $\{S_s\}$ define a foliation of $\Omega$ given by the levels of $s$, i.e. the subsets of constant $s$.

We emphasize that the existence of the function $s$ in definition 2 entails a global restriction on $\Omega$, since it automatically follows that all sections associated to $s$ are diffeomorphic to each other, and that the topology of $\Omega$ is $S_{s_0} \times \mathbb{R}$. We shall assume this global restriction throughout the paper. We stress, however, that locally near any point, the existence of the function $s$ can always be granted, so all the results in the paper of a purely local nature are valid in full generality. This applies in particular to all the explicit formulas found in sections 3, 4 and 5 once the existence of the diffeomorphism $\Psi$ between the two null boundaries mapping null generators to null generators is granted.

Given one foliation, there exists one unique null generator $k$ satisfying that $k(s) = 1$. In order to simplify later calculations and results, we assume this choice throughout this paper.

A fundamental result of submanifolds is that the Lie bracket of two tangent vectors is also tangent (see e.g. [18]). Thus $X, Y \in \Gamma (T\Omega)$ implies $[X, Z] \in \Gamma (T\Omega)$. Given some neighbourhood $U \subset \Omega$, when $X, Y$ are in addition tangent to the sections defined by $s$ which we write $X, Y \in \bigcup_{p \in U} T_pS_{s(p)}$, then also $[X, Y] \in \bigcup_{p \in U} T_pS_{s(p)}$. From now on, given a foliation in $\Omega$ defined by $s$, we will use $\{k, v_l\}$ to refer to any basis of $T\Omega$ satisfying the following properties:

\(^1\) $\Gamma (E)$ denotes the sections of any bundle $E$. 
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(A) \( k \) is the null generator satisfying \( k(s) = 1 \).

(B) Each \( v_I \) is a vector field (necessarily spacelike) verifying that \( v_I|_p \in T_pS_s(p) \) at each \( p \in \Omega \).

(C) \( k \) and \( v_I \) verify that \( [k, v_I] = 0 \) and \( [v_I, v_J] = 0 \). \( (2.5) \)

When \( \Omega \) is the boundary of a spacetime, it is automatically two-sided and hence it always admits (see lemma 1 in [19]) a transversal vector field \( L_0 \), i.e. satisfying \( L_0 \notin T_p\Omega, \forall p \in \Omega \). If in addition \( \Omega \) is null, this transverse vector field can always be taken to be null everywhere. Indeed, \( L_0 \) being transversal means that \( \langle L_0, k \rangle \neq 0 \) everywhere and then

\[
L := L_0 - \frac{\langle L_0, L_0 \rangle k}{2\langle L_0, k \rangle}
\]

is both null and transversal. We select one such vector (null transversal vector fields are highly non-unique) and choose a basis \( \{k, v_I\} \) of \( T\Omega \). We introduce the \( n \) scalar functions \( \varphi \) and \( \psi_I \) on \( \Omega \) defined by

\[
\varphi(p) := -\langle L, k \rangle|_p \quad \psi_I(p) := -\langle L, v_I \rangle|_p
\]

and we observe that necessarily \( \varphi(p) \neq 0 \). The minus sign in \( \varphi \) is motivated because our signature convention for Lorentzian metrics is \( \{-, +, \ldots, +\} \) and later on (see section 6) we will assume the vectors \( k, L \) to be future, which makes \( \varphi > 0 \). The sign in \( \psi_I \) is pure convention which we adopt simply by symmetry in the defining expressions. These functions obviously depend on the choices of the basis \( \{k, v_I\} \) and \( L \). For the sake of simplicity we do not reflect this dependence in the notation. On the other hand, it may seem strange not to restrict \( L \) to satisfy \( \psi_I = 0 \), i.e. to be orthogonal to the leaves of the foliation. The reason is that there can be many cases where the most convenient choice of \( L \) (e.g. to simplify the computations) does not verify \( \psi_I = 0 \). Thus, we keep these functions completely free \textit{a priori}. An explicit example where choosing \( L \) not orthogonal to the leaves turned out to be useful appears in [30]. Actually, the functions \( \psi_I \) in that paper happen to be the currents \( J(U, \eta, \bar{\eta}) \) and \( \bar{J}(U, \eta, \bar{\eta}) \) which play a fundamental role in the physical description of the impulsive gravitational wave associated to the matching.

2.1. Tensors on an embedded null hypersurface \( \Omega \)

Since the first fundamental form is degenerate (i.e. it does not admit an inverse), there is no natural way of raising and lowering indices of tensors on \( \Omega \). The standard way of dealing with this difficulty is to introduce a quotient structure (see e.g. [14]) by defining for any \( Z, W \in T_p\Omega \) the equivalence relation \( \sim \) as

\[
Z \sim W \iff Z - W = \beta k,
\]

where \( \beta \in \mathbb{R} \).

\textbf{Definition 3.} Let \( \Omega \) be an embedded null hypersurface and \( p \in \Omega \). Then the quotient vector space \( T_p\Omega/k \) is defined as

\[
T_p\Omega/k := \{Z : Z \in T_p\Omega\},
\]

\( (2.7) \)
where \( Z \subseteq \{ X \in T_p\Omega : X \sim Z \} \). The fiber bundle \( T\Omega/k \) is the natural \((n-1)\)-dimensional vector space given by

\[
T\Omega/k := \bigcup_{p \in \Omega} T_p\Omega/k.
\] (2.9)

This quotient structure of \( T_p\Omega \) allows to construct a metric and a second fundamental form on \( T\Omega/k \). The metric, denoted by \( \tilde{h} \), is the symmetric two-covariant tensor defined by

\[
\tilde{h}(\tilde{Z},\tilde{W})|_p := \langle Z, W \rangle|_p,
\] (2.10)

where \( \tilde{Z}, \tilde{W} \in T_p\Omega/k \). The tensor is well-defined because the right-hand side is independent of the representatives \( Z, W \in \tilde{\Omega} \). Besides, for any non-zero \( \tilde{Y} \in T_p\Omega/k \) (i.e. classes associated to spacelike directions \( Y \)), it is satisfied that \( \tilde{h}(\tilde{Y},\tilde{Y})|_p = \langle Y, Y \rangle|_p > 0 \). Thus, \( \tilde{h} \) is a positive definite metric. Given \( p_0 \in \Omega \), a section \( S_{(p_0)} \) and any \( p \in S_{(p_0)} \), \( \tilde{h}|_p \) is isometric to the induced metric \( h \) of \( S_{(p_0)} \) at \( p \). Indeed, the map \( T_pS_{(p_0)} \rightarrow T_p\Omega/k \) defined by \( X \rightarrow \tilde{X} \) is an isomorphism\(^2\) and for any two vectors \( Z, W \in T_pS_{(p_0)} \) it holds

\[
\tilde{h}(\tilde{Z},\tilde{W})|_p = \langle Z + ak, W + bk \rangle|_p = \langle Z, W \rangle|_p \equiv h(Z, W)|_p.
\] (2.11)

Thus, \( h \) is also positive definite and we denote by \( h^\natural \) its associated contravariant metric. Their components in a basis \( \{ v_l \} \) of \( T_pS_{(p_0)} \) and its corresponding dual \( \{ \omega^l \} \) are denoted by \( h_{ij} \) and \( h^{ij} \) respectively. We use these tensors to lower and raise capital indices, irrespectively of whether they are tensorial, e.g. in \( \psi \), or identify elements in a set, e.g. in \( v_l \).

The second fundamental form with respect to \( k \), denoted by \( \tilde{\chi}^k \), is the two-covariant tensor on \( T_p\Omega/k \) defined by

\[
\tilde{\chi}^k(\tilde{Z},\tilde{W})|_p := \langle \nabla Z k, W \rangle|_p, \quad \tilde{Z}, \tilde{W} \in T_p\Omega/k.
\] (2.12)

Again, this tensor is well-defined, i.e. independent of the choice of representatives, and closely related to the second fundamental form \( \chi^k \) of \( S_{(p_0)} \) with respect to the normal \( k \). Specifically, for any two vectors \( Z, W \in T_pS_{(p_0)} \), it holds

\[
\tilde{\chi}^k(\tilde{Z},\tilde{W})|_p = \langle \nabla Z + ak, W + bk \rangle|_p = \langle \nabla Z + ak, W \rangle|_p = \langle \nabla Z, W \rangle|_p + aZk|_p = \langle \nabla Z, W \rangle|_p + a\langle k, W \rangle|_p = \langle \nabla Z, W \rangle|_p \equiv \chi^k(\tilde{Z},\tilde{W})|_p.
\] (2.13)

For later use, we recall the following relation [15] between the rate of change of the induced metric along \( k \) and the second fundamental form of the section

\[
k(h(v_k, v_l)) = 2\tilde{\chi}^k(v_l, v_k).
\] (2.14)

This identity relies on the basis \( \{ v_k \} \) verifying \( [k, v_l] = 0 \) and uses the fact that \( \tilde{\chi}^k \) is symmetric.

With respect to the transversal null direction \( L \), we define the two-covariant tensor \( \Theta^L \) and the one-form \( \sigma_L \) at \( p \in S_{(p_0)} \) by

\[
\Theta^L(Z, W)|_p := \langle \nabla Z L, W \rangle|_p, \quad \sigma_L(Z)|_p := \frac{1}{\varphi} \langle \nabla Z, L \rangle|_p.
\] (2.15)

\(^2\) Both spaces have the same dimension and the kernel is obviously \( \{ 0 \} \) because \( k(s) \neq 0 \).
where \( Z, W \in T_pS_{p(\mathfrak{h})} \) and \( \varphi \) is given by (2.6). Note that since we are not assuming \( L \) to be normal to the section, \( \Theta^L \) is not one of the second fundamental forms of the section. In fact, this tensor is not symmetric in general.

### 2.2. Covariant derivatives along directions tangent to an embedded null hypersurface \( \Omega \)

For later purposes, it is convenient to provide the explicit form of some covariant derivatives with respect to the vector fields \( k \) and \( v_l \). Since \( \nabla_k k \) is given by (2.2) and \( \nabla_k v_l = \nabla_{v_l} k \) (cf (2.5)), we only require \( \nabla_{v_l} v_l, \nabla_{v_l} k, \nabla_{v_l} L \) and \( \nabla_L L \). When \( L \) is normal to the sections, the corresponding expressions can be found e.g. in [33], but we are not aware of a reference where the explicit expressions for general \( L \) appear. Actually these expressions can be regarded as an expanded form of equations (19) and (21) in [22].

**Lemma 1.** Let \( \Omega \) be an embedded null hypersurface, \( \{ S_s \} \) a foliation of \( \Omega \) defined by \( s \) and \( L \) a null vector field everywhere transversal to \( \Omega \). Given a basis \( \{ k, v_l \} \) satisfying conditions (2.5), let \( \{ \omega^l \}_p \) be the basis of \( T_pS_{p(\mathfrak{h})}^* \) dual to \( \{ v_l \}_p \). Then the derivatives \( \nabla_{v_l} v_l, \nabla_{v_l} k, \nabla_{v_l} L \) and \( \nabla_L L \) take the following form:

\[
\begin{align*}
\nabla_{v_l} v_l &= \frac{1}{\varphi} \chi^k (v_l, v_l) L + \frac{1}{\varphi} (v_l (\psi^j)) + \Theta^L (v_l, v_l) - \gamma^L_{v_l} v_k, \\
\nabla_{v_l} k &= -\left( \sigma_L (v_l) + \frac{1}{\varphi} \psi^k \chi^k (v_l, v_l) \right) k + \chi^k (v_l, v_l) v_k, \\
\nabla_{v_l} L &= \eta_l L - \frac{1}{\varphi} \psi^j (\eta_l \psi_j + \Theta^L (v_l, v_l)) k + (\eta_l \psi^j + \Theta^L (v_l, v_l)) v_j, \\
\nabla_L L &= \left( \frac{k (\varphi)}{\varphi} - \kappa_k \right) \left( L - \frac{\psi^j \psi_l}{\varphi} k + \psi^j v_l \right) + (k (\psi_l) + \varphi \sigma_L (v_l)) \left( \frac{\psi^j}{\varphi} k - v_l \right),
\end{align*}
\]

where \( \gamma^L_{v_l} \) is given by

\[
\gamma^L_{v_l} = \left( \langle \sigma^k, \nabla_{v_l} v_l \rangle \right) + \frac{1}{\varphi} \psi^k \chi^k (v_l, v_l),
\]

and \( \eta_l \) is defined as

\[
\eta_l \equiv \left( \frac{1}{\varphi} v_l (\varphi) + \sigma_L (v_l) \right).
\]

**Remark 1.** Note that the vector field \( L - \frac{\psi^j \psi_l}{\varphi} k + \psi^j v_l \) is orthogonal to both \( v_l \) and \( L \), whereas \( \frac{\psi^j}{\varphi} k - v_l \) is orthogonal to \( L \).

**Proof.** We start with \( \nabla_{v_l} v_l \). For suitable scalar functions \( \alpha_{lJ}, \beta_{lJ} \) and \( \gamma^L_{v_l} \), this derivative can be expressed as \( \nabla_{v_l} v_l = \alpha_{lJ} L + \beta_{lJ} k + \gamma^L_{v_l} v_k \). Using (2.6), it follows that

\[
\begin{align*}
\langle k, \nabla_{v_l} v_l \rangle &= -\alpha_{lJ} \varphi, \quad \iff \alpha_{lJ} = -\frac{1}{\varphi} \langle k, \nabla_{v_l} v_l \rangle, \\
\langle v_L, \nabla_{v_l} v_l \rangle &= -\alpha_{lJ} \psi_L + \gamma^L_{v_l} h_{KL}, \quad \iff \gamma^L_{v_l} = \langle \sigma^k, \nabla_{v_l} v_l \rangle + \alpha_{lJ} \psi^k, \\
\langle L, \nabla_{v_l} v_l \rangle &= -\beta_{lJ} \varphi - \gamma^L_{v_l} \psi_K, \quad \iff \beta_{lJ} = -\frac{1}{\varphi} \langle L, \nabla_{v_l} v_l \rangle + \gamma^L_{v_l} \psi_K.
\end{align*}
\]
so that, taking into account (2.13) and (2.15)

\[
\alpha_{ij} = \frac{1}{\varphi} (v_i, \nabla v_j) = \frac{1}{\varphi} \varphi^k (v_i, v_j),
\]

\[
\gamma^{k}_{ij} = \langle v^k, \nabla v_j v_j \rangle = \frac{1}{\varphi} \varphi^k \varphi^l (v_i, v_j), \quad (2.23)
\]

\[
\beta_{ij} = -\frac{1}{\varphi} \left( v_i (\langle L, v_j \rangle) - \langle \nabla v_j L, v_j \rangle + \gamma^{k}_{ij} \varphi \right)
\]

\[
= \frac{1}{\varphi} (v_i (\varphi) + \Theta^l (v_i, v_j) - \gamma^{k}_{ij} \varphi) .
\]

Concerning \( \nabla v_i k \), we decompose \( \nabla v_i k = \alpha_i L + \beta_i k + \epsilon_i^J v_J \) and find

\[
\alpha_i = -\frac{1}{\varphi} (k, \nabla v_i) = 0,
\]

\[
\epsilon_i^J = \langle v^J, \nabla v_i k \rangle = \varphi^k (v_i, v^J),
\]

\[
\beta_i = -\frac{1}{\varphi} (\langle L, v_i k \rangle + \epsilon_i^J \varphi) = -\left( \sigma_L (v_i) + \frac{1}{\varphi} \varphi^J \varphi^k (v_i, v_j) \right).
\]

Substituting in \( \nabla v_i L \) gives (2.17). On the other hand, decomposing \( \nabla v_i L = \mu_i L + \nu_i k + \rho_i^J v_J \) one obtains

\[
\mu_i = \frac{1}{\varphi} (k, \nabla v_i L) = -\frac{1}{\varphi} (\langle k, L \rangle) = \frac{1}{\varphi} \varphi (v_i) + \frac{1}{\varphi} \langle \nabla v_i L, L \rangle,
\]

\[
\rho_i^J = \mu_i v^J + \langle v^J, \nabla v_i L \rangle,
\]

\[
\nu_i = -\frac{1}{\varphi} \langle L, \nabla v_i L \rangle = -\frac{1}{\varphi} \varphi^J \varphi^k = -\frac{1}{\varphi} \varphi^J \varphi^k.
\]

Using the definitions (2.15) and (2.21) and inserting the results into \( \nabla v_i L \) proves (2.18). Finally, writing \( \nabla v_i L = aL + bk + c^J v_J \) yields

\[
\langle k, \nabla_i L \rangle = -k (\varphi) + \kappa_i \varphi = -a \varphi, \quad (2.26)
\]

\[
\langle L, \nabla_i L \rangle = 0 = -b \varphi + c^J \varphi v_J, \quad (2.27)
\]

\[
\langle v_i, \nabla L \rangle = -k (\psi_j) - \langle L, \nabla v_i \rangle = -k (\psi) - \varphi \sigma_L (v_i) = -a \psi + c_j. \quad (2.28)
\]

Equation (2.26) immediately provides \( a \), while from (2.27) one gets \( b = -\frac{c^J \varphi^J}{\varphi} \). Multiplying (2.28) by \( \delta^J K \) gives \( c^J = \left( \frac{\kappa_k}{\varphi} - \kappa_k \right) \varphi^J - \delta^J k (\psi) - \varphi \sigma_L (v^J) \), and the substitution of \( a, b, c^J \) on \( \nabla v_i L \) proves (2.19).

\[
\square
\]

3. General matching of spacetimes across a null hypersurface

3.1. Metric hypersurface data and hypersurface data

Let us start by introducing the concepts of metric hypersurface data and hypersurface data as defined in [19, 20] and which provide a convenient setup to study shells of arbitrary causal character. Let \( \Sigma \) be an \( n \)-dimensional manifold endowed with a two-symmetric covariant tensor
γ, a 1-form ℓ and a scalar function ℓ(2). The four-tuple \(\{\Sigma, \gamma, \ell, \ell(2)\}\) defines metric hypersurface data provided that the symmetric two-covariant tensor \(\mathcal{A}|_p\) on \(T_p\Sigma \times \mathbb{R}\), called ambient metric and defined as

\[
\mathcal{A}|_p ((W, a), (Z, b)) \coloneqq \gamma|_p (W, Z) + a\ell|_p (Z) + b\ell(2)|_p (W) + ab\ell(2)|_p,
\]

\(W, Z \in T_p\Sigma, a, b \in \mathbb{R}\), has Lorentzian signature at every \(p \in \Sigma\). The five-tuple \(\{\Sigma, \gamma, \ell, \ell(2), Y\}\) defines hypersurface data if \(Y\) is a symmetric two-covariant tensor field along \(\Sigma\) and \(\{\Sigma, \gamma, \ell, \ell(2)\}\) is metric hypersurface data.

The abstract notion of (metric) hypersurface data connects to the geometry of hypersurfaces via the concept of 'embedded (metric) hypersurface data' defined as follows [20]. The data \(\{\Sigma, \gamma, \ell, \ell(2)\}\) is embedded in a pseudo-Riemannian manifold \((\mathcal{M}, g)\) of dimension \(n + 1\) if there exists an embedding \(\Phi : \Sigma \rightarrow \mathcal{M}\) and a vector field \(\xi\) along \(\Phi(\Sigma)\) and everywhere transversal to \(\Sigma\), known as rigging, satisfying

\[
\Phi^* (g) = \gamma, \quad \Phi^* (g(\xi, \cdot)) = \ell, \quad \Phi^* (g(\xi, \xi)) = \ell(2).
\]

Observe that in the embedded case, we have

\[
\mathcal{A}|_p ((W, a), (Z, b)) = g|_{\Phi(p)} (\Phi_*(W) + a\xi, \Phi_*(Z) + b\xi).
\]

In other words, \(\mathcal{A}\) encodes the full tensor \(g\) at points on \(\Phi(\Sigma)\). This justifies the name 'ambient metric' for \(\mathcal{A}\) in the general case and provides its geometrical interpretation.

The hypersurface data \(\{\Sigma, \gamma, \ell, \ell(2), Y\}\) is embedded if, besides \(\{\Sigma, \gamma, \ell, \ell(2)\}\) being embedded, the tensor \(Y\) is given by

\[
\frac{1}{2} \Phi^* (\mathcal{L}_\xi g) = Y.
\]

As before, this furnishes \(Y\) with a geometrical interpretation, namely of encoding information on transversal derivatives of \(g\) at \(\Phi(\Sigma)\).

Of course, given some embedded hypersurface data with degenerate \(\gamma\), the subset \(\Phi(\Sigma)\) is an embedded null hypersurface on \(\mathcal{M}\).

### 3.2. Shell junction conditions

Let \((\mathcal{M}^+, g^+)\) be two \((n + 1)\)-dimensional time-oriented Lorentzian manifolds with respective boundaries \(\Omega^+ \subset \mathcal{M}^+\) and assume that \(\Omega^+\) are (necessarily embedded) null hypersurfaces. We make the global assumption on \(\Omega^+\) mentioned above and require that \(\Omega^+\) admit a foliation \(\{S^+_p\}\) defined by a function \(s^+\). We introduce a basis \(\{L^+, k^+, v^+_j\}\) of \(\Gamma (T\mathcal{M}^+)|_{\Omega^+}\) such that \(L^+\) is a null vector field everywhere transversal to \(\Omega^+\) and \(\{k^+, v^+_j\}\) satisfies conditions (2.5). For definiteness, we restrict \(L^+\) and \(k^+\) to be future directed. This entails no loss of generality and simplifies the discussion on existence of the matching, see below.

As discussed in the introduction, one of the aims of this paper is to study what sort of spacetimes \((\mathcal{M}, g)\) containing a null shell can be constructed by pasting \(\mathcal{M}^\pm\) along \(\Omega^\pm\). It has also been mentioned that spacetimes of this kind have been studied either by means of the matching formalism or with the cut and paste method. In the standard matching formalism the construction of a spacetime \((\mathcal{M}, g)\) containing a null shell is only possible when the so-called shell junction conditions are satisfied. These are a set of equalities that provide information about the identification between points of \(\Omega^+\) and \(\Omega^-\) and between the tangent spaces.
Abstract setup of the matching of two \((n+1)\)-dimensional spacetimes \((\mathcal{M}^\pm, g^\pm)\) across their null boundaries \(\Omega^\pm\), \(\Sigma\) being the abstract \(n\)-dimensional manifold satisfying \(\Phi^\pm(\Sigma) = \Omega^\pm\).

\(T\mathcal{M}^\pm, \Omega^\pm\) being embedded hypersurfaces, there exist two embedded metric hypersurface data \(\{\Sigma^\pm, \gamma^\pm, \ell^\pm, \ell^{(2)}\}\), two embeddings \(\Phi^\pm\) satisfying that \(\Phi^\pm(\Sigma^\pm) = \Omega^\pm\) and two vector fields \(\xi^\pm \in \Gamma(T\mathcal{M}^\pm)\) everywhere transversal to \(\Omega^\pm\) and verifying (3.2). The key point is that the shell junction conditions impose that the two metric hypersurface data must coincide. Thus, from now on we will only deal with a single metric hypersurface data denoted by \(\{\Sigma, \gamma, \ell, \ell^{(2)}\}\) both for \(\Omega^+\) and \(\Omega^-\). Since the boundaries of \(\mathcal{M}^\pm\) are null, the tensor \(\gamma\) is degenerate at every point with a single degeneration direction.

An important aspect to bear in mind is that, given two manifolds with boundary, determining whether they can be matched amounts to finding two embeddings of an abstract manifold \(\Sigma\) onto their respective boundaries, in such a way that the shell matching conditions are fulfilled (i.e. that the corresponding metric hypersurface data agree). See figure 1 for a schematic picture of the construction. The embeddings and the rigging vectors are not known or given \textit{a priori}. In many circumstances such embeddings do not exist, and then the two spacetimes simply cannot be matched across their boundaries. In other cases, there exists multiple (even infinite) possible embeddings, giving rise to multiple joined spacetimes, which in general are different from each other (see the discussion of this point in section 4). When the shell junction conditions are satisfied, the geometry of the shell is determined by the jump of the transverse tensors \(Y^\pm\) defined as (cf (3.4))

\[
Y^\pm := \frac{1}{2} \Phi^{\pm*} \left( \mathcal{L}_{\xi^\pm} g^\pm \right).
\]  

We therefore introduce the tensor

\[
V := [Y] := Y^+ - Y^-.
\]  

3.3. Metric hypersurface data calculations

A key object to study the problem is \(\Phi := \Phi^+ \circ (\Phi^-)^{-1}\). In fact, most of the information about the matching is contained in \(\Phi\) since it provides the identification between points of \(\Omega^-\) and \(\Omega^+\).
and hence between the tangent spaces $T_p\Omega^-$ and $T_{\Phi(p)}\Omega^+$. The identification of the full tangent spaces $T_p\mathcal{M}^-$ and $T_{\Phi(p)}\mathcal{M}^+$ is performed via the identification of riggings. The embedding and the rigging on one side can be chosen freely and the matching problem requires determining the embedding and the rigging on the other side such that the metric hypersurface data on each side agree. It is important to stress [21] that the existence of the rigging on the second side is a step that cannot be overlooked, see below.

Let $\{\lambda, y^A\}$ be a coordinate system on a neighbourhood of some point $q \in \Sigma$, where $\lambda$ is a coordinate along the degenerate direction of $\gamma$ and $y^A$ are spacelike coordinates. Applying the push-forward $\text{d}\Phi^\pm$ to the associated coordinate vectors defines a basis $\{e^+_i|_{\Phi^\pm(q)} = \text{d}\Phi^\pm|_q(\partial_{\lambda}), e^+_j|_{\Phi^\pm(q)} = \text{d}\Phi^\pm|_q(\partial_{y^A})\}$ of $T_{\Phi^\pm(q)}\Omega^\pm$. Since the metric hypersurface data for $\Omega^-$ and $\Omega^+$ must coincide, (3.2) imposes

$$\gamma_{ij} = \langle e^+_i, e^+_j \rangle_{g^-} = \langle e^+_i, e^+_j \rangle_{g^+}, \quad (3.7)$$

$$\ell_i = \langle e^+_i, \xi^- \rangle_{g^-} = \langle e^+_i, \xi^+ \rangle_{g^+}, \quad (3.8)$$

$$\ell^{(2)} = \langle \xi^-, \xi^- \rangle_{g^-} = \langle \xi^+, \xi^+ \rangle_{g^+}. \quad (3.9)$$

As already mentioned, the embedding and the rigging on one side are freely specifiable. We therefore adapt $\Phi^-$ and $\xi^-$ to the geometric quantities we have introduced along $\Omega^-$, and let all the information of the matching be contained in $\Phi^+$ and $\xi^+$. Thus, without loss of generality we set

$$e^-_i = k^-, \quad e^-_j = v^-_j, \quad \xi^- = L^-. \quad (3.10)$$

Particularizing (3.7) for $i = j = 1$ one gets $\langle e^+_1, e^+_1 \rangle_{g^+} = 0$, and hence $e^+_1$ must be proportional to the null generator $k^+$ of $\Omega^+$ and the conditions (3.7) for $i = 1$ and $j = J$ are automatically satisfied. The vector fields $e^+_1$ and $\xi^+$ can be decomposed as

$$e^+_1 = \zeta k^+, \quad e^+_J = a_I k^+ + b_I^j v_j^+, \quad \xi^+ = \frac{1}{A} L^+ + B k^+ + C^K v_K^+ \quad (3.11)$$

for suitable scalar functions $\zeta$, $a_I$, $b_I^j$, $A$, $B$ and $C^K$. In (3.11), we have written $1/A$ for later convenience and to emphasize that this coefficient cannot vanish (because the rigging $\xi^+$ is, by definition, transversal to $\Omega^+$).

Note that the choice (3.10) entails that both $e^+_1$, which will be identified by the matching, must be future null generators. This automatically restricts the coordinate $\lambda$. In particular, it fixes its orientation since $\lambda$ must increase to the future along the null generators on both sides. Since $k^+ (s^+) = 1$, $s^+$ must also grow towards the future along the null generators of $\Omega^\pm$. Therefore, both $s^+$ must increase with $\lambda$. In section 4, we analyse in detail the explicit relation between the functions $s^\pm$ and $\lambda$.

Inserting (3.11) and defining $f := (\phi^- \circ \Phi^{-1})/\phi^+$, the shell junction conditions (3.7)–(3.9) take the form

$$h^+_j|_p = b^j_I b^I_\Lambda h^+_\Lambda|_{\Phi(p)}, \quad (3.12)$$

$$\phi^-|_p = \frac{\zeta}{A} \frac{\phi^+}{\Phi(p)} \implies e^+_1 = f A k^+, \quad (3.13)$$

$$-\psi^-|_p = -\frac{1}{A} (a_I \phi^+ + b_I^j \psi^+_j) + C^K b_J^I h^+_\Lambda|_{\Phi(p)}, \quad (3.14)$$
\[ 0 = 2B\varphi^+ + 2C^i\psi^+_j - AC^jC^l h^+_j|_{\Phi(p)}. \] (3.15)

From now on, we make a slight abuse of notation and write \( \varphi^- \) instead of \( \varphi^- \circ \Phi^{-1} \) on the \( (\mathcal{M}^+, g^+) \) side.

Since in this paper we are assuming that the spacetimes to be matched are known and that the selection of the basis \{\( L^\pm, k^\pm, v^\pm_i \)\} of \( \Gamma(T\mathcal{M}^+) \) \( |_{\Omega^\pm} \) has already been made, the quantities \( \psi^\pm_i, h^\pm_{ij} \) and \( \varphi^\pm \) in these expressions should be regarded as known. In such a setup, equations (3.14) and (3.15) allow one to solve uniquely for \( B \) and \( C^k \) in terms of the (still unknown) quantities \( A, a_l \) and \( b^\pm_{ij} \).

The choice (3.10) together with (3.9) imposes both riggings \( \xi^\pm \) to be null. Given embeddings \( \Phi^\pm \) and \( \zeta^- \), equations (3.8) and (3.9) admit at most one solution for \( \xi^+ \) (see lemma 3 of [21]). However, the existence of a solution is necessary but not quite sufficient to guarantee that the matching can be performed. The reason is that in order to be able to identify the riggings (and hence construct the matched spacetime), they both must point into the same side of the hypersurface once the matching has been carried out. This requires that the riggings must be such that if one points outwards (with respect to the spacetime boundary) then the other one must point inwards. Since there is no freedom whatsoever in the solution of (3.7)–(3.9) when the boundaries are null\(^3\) it may happen that the equations are solvable but the matching is impossible.

In order to describe when this obstruction is absent, we introduce the following terminology. A null boundary \( \Omega \) of a time-oriented spacetime \( (\mathcal{M}, g) \) is called future (resp. past) boundary if \( \mathcal{M} \) lies in the past (resp. future) of \( \Omega \). In our setup we have chosen \( L^- \) to be future and by (3.10) so it is \( \zeta^- \). There are only two possible situations. Either (a) \( \Omega^- \) is a past boundary (and then \( \zeta^- \) points inwards) or (b) \( \Omega^+ \) is future boundary (and \( \zeta^- \) points outwards), see cases (a) and (b) in figure 2. In the first case, the matching can be performed only if \( \xi^+ \) points outwards and in the second when \( \xi^+ \) points inwards. Since after the identification the causal orientation of the rigging is unique, this forces that in case (a) \( \Omega^- \) must be a future boundary and in case (b) \( \Omega^+ \) must be a past boundary. Using the terminology of figure 2, the possible matchings are (a) and (d) or (b) and (c).

Having imposed also that \( L^\pm, k^\pm \) are all future, the previous considerations imply that the matching is feasible if there exists a solution of (3.12)–(3.15) with \( A > 0 \) (had we selected e.g. \( \zeta^- = -L^- \), the corresponding condition to be imposed would be \( A < 0 \)).

4. The step function \( H (\lambda, y^d) \)

The vector fields \( e^\pm_i \) play a crucial role when analysing the existence of \( \Phi \) and its determination. Let us start with some basic facts. From the standard property \( d\Phi^\pm \{\langle X, Y \rangle \} = \{d\Phi^\pm (X), d\Phi^\pm (Y)\}, \forall X, Y \in \Gamma(T\Sigma) \), and given that \( e^+_i \) are the push-forward of a coordinate basis, it must hold

\[ [e^+_i, e^+_j] = 0. \] (4.1)

For \( e^-_i \), these conditions give no extra information as \( \{k^-, v^-_i\} \) verify item (C) in (2.5). On the other hand, \( e^+_i \) are not yet determined, so (4.1) provide useful information. Inserting (3.11) one easily finds

\[ 0 = [e^+_i, e^+_j] = (e^+_i (a_j) - e^+_j (a_i)) k^+ + (e^+_j (b^+_i) - e^+_i (b^+_j)) v^+_k. \] (4.2)

\(^3\)This is fundamentally different in the null and in the non-null cases, see [20, 21].
Figure 2. Possible orientation of the rigging $\xi^+$ for future $\xi^-$ (see (3.10) and note that $L^-$ was chosen future). There exist two different situations: (a) $\Omega^-$ is past boundary and hence $\xi^-$ points inwards and (b) $\Omega^+$ is future boundary and therefore $\xi^+$ points outwards. The matching theory requires that one rigging must point inwards and the other outwards (with respect to the spacetime boundary). Thus, case (a) is only compatible with situation (d). Likewise, (b) can only be matched with (c). Consequently, the matching is feasible when $\Omega^-$ is a future boundary and $\Omega^+$ is a past boundary or vice versa.

$$0 = \left[ e^+_j, e^+_j \right] = (e^+_i (a_j) - e^+_j (\zeta)) k^+ + e^+_i (b^K_j) v^+.$$ (4.3)

Setting each component equal to zero and using the definition of push-forward $d\Phi^+ (X(u)) = X(u \circ \Phi^+)$, we get

$$e^+_i (a_j) = e^+_j (a_i), \quad e^+_i (b^K_j) = e^+_j (b^K_i), \quad \iff \quad \frac{\partial a_j}{\partial y^i} = \frac{\partial a_i}{\partial y^j}, \quad \frac{\partial b^K_j}{\partial y^i} = \frac{\partial b^K_i}{\partial y^j}. \quad (4.4)$$

$$e^+_i (a_j) = e^+_j (\zeta), \quad e^+_i (b^K_j) = 0, \quad \iff \quad \frac{\partial a_j}{\partial \lambda} = \frac{\partial \zeta}{\partial y^j}, \quad \frac{\partial b^K_j}{\partial \lambda} = 0. \quad (4.5)$$

It follows that, locally on $\Sigma$, there exist functions $H(\lambda, y^A)$ and $b^K(\lambda, y^A)$ such that

$$a_j = \frac{\partial H(\lambda, y^A)}{\partial y^j}, \quad \frac{\partial \zeta}{\partial \lambda} = \frac{\partial a_j}{\partial y^j} = \frac{\partial^2 H(\lambda, y^A)}{\partial \lambda \partial y^j}. \quad (4.6)$$

$$b^K_j = \frac{\partial b^K(\lambda, y^A)}{\partial y^j}, \quad b^K_j = b^K_j (y^A). \quad (4.7)$$

From (4.7) we conclude that $h^i (\lambda, y^A)$ must decompose as

$$h^i (\lambda, y^A) = h^i_\lambda (\lambda) + h^i_y (y^A). \quad (4.8)$$

The integration ‘constant’ $h^i_\lambda (\lambda)$ is irrelevant because it does not change $b^K_j$ or $a_j$, hence it affects neither $e^+_j$ nor the embedding $\Phi^+$. Thus we may set $h^i_\lambda (\lambda) = 0$ without loss of generality.

---

4We make the harmless abuse of notation of calling $u \circ \Phi^+$ still as $u$. 
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and conclude \( h^+ = h^+ (y^4) \). Concerning (4.6), substitution of (3.13) yields

\[
\frac{\partial}{\partial y^4} \left( fA - \frac{\partial H (\lambda, y^4)}{\partial \lambda} \right) = 0, \quad \text{i.e.} \quad \frac{\partial H (\lambda, y^4)}{\partial \lambda} = fA + \eta (\lambda), \tag{4.9}
\]

\( \eta (\lambda) \) being an arbitrary function of \( \lambda \). Again, \( \eta (\lambda) \) plays no role since it does not affect \( e^+ \) (by (3.11)) so we may set \( \eta (\lambda) = 0 \). Thus, \( A \) and \( a_I \) can be written in terms of \( H (\lambda, y^4) \) as

\[
\frac{\partial H (\lambda, y^4)}{\partial \lambda} = fA, \quad \frac{\partial H (\lambda, y^4)}{\partial y^4} = a_I. \tag{4.10}
\]

Since we assumed the basis \( \{ k^\pm, v^\pm_\ell \} \) to satisfy conditions (2.5), the two foliations \( \{ S^\pm_\ell \} \) defined by \( s^\pm \) are such that \( k^\pm (s^\pm) = 1 \) and \( v^\pm_\ell (s^\pm) = 0 \). Consequently, it follows

\[
e^+_I (s^+) = fA k^+ (s^+) = fA = \frac{\partial H (\lambda, y^4)}{\partial \lambda}, \quad e^-_I (s^-) = k^- (s^-) = 1, \tag{4.11}
\]

\[
e^+_I (s^+) = a_I k^+ (s^+) = a_I = \frac{\partial H (\lambda, y^4)}{\partial y^4}, \quad e^-_I (s^-) = v^-_I (s^-) = 0. \tag{4.12}
\]

from where one concludes that the functions \( s^\pm \) verify

\[
\begin{align*}
s^- \circ \Phi^- &= \lambda + \text{const.} \quad \text{on } \Sigma, \\
s^+ \circ \Phi^+ &= H + \text{const.}
\end{align*}
\tag{4.13}
\]

The constants are again irrelevant and can be absorbed in the coordinate \( \lambda \) and in \( H \) respectively, so we may set them to zero without loss of generality.

Given \( p^\pm \in \Omega^\pm \), the value \( s^\pm (p^\pm) \) indicates at what height (as measured by \( \lambda \)) the point \( p^\pm \) is located along the null generator that contains it. In view of (4.13), the function \( H (\lambda, y^4) \) measures the step on the null coordinate when crossing from \( \mathcal{M}^- \) to \( \mathcal{M}^+ \). We therefore call \( H(\lambda, y^4) \) the step function.

This result immediately connects the cut-and-paste constructions with our formalism. In the seminal construction by Penrose [12, 26], plane-fronted impulsive gravitational waves propagating in the Minkowski spacetime are constructed by cutting out Minkowski across a null hyperplane and reattaching the two regions after shifting the null coordinate of one of the regions. To be specific, using double null coordinates where the Minkowski metric is

\[
\delta_{\text{Mink}} = -2dv dx^2 + dy^2
\]

and the impulsive wave is located at \( v = 0 \), the reattachment is performed after shifting \( u \) in \( v = 0^- \) by \( u \rightarrow u + h(x, y) \). This jump is precisely of the form (4.13) with \( H = u + h(x, y) \), provided we use \( \{ u = \lambda, x, y \} \) also as coordinates intrinsic to the null hyperplane, so that the embedding \( \Phi^- \) becomes the identity. Another example of the direct link between the function \( H \) and the cut-and-paste construction appears in [30], where expression (4.13) is equivalent to \( H = V - H (\eta, \bar{\eta}) \). More details about the connection between the matching formalism and the cut-and-paste construction are given in section 6 below.

Let us pause for a moment and summarize what we have found. Assuming that the causal orientations of the boundaries are compatible, the matching is possible if and only if the junction conditions (3.12)–(3.15) are satisfied. The last two are always solvable and determine uniquely the coefficients \( B \) and \( C^I \) (i.e. the tangential components of the rigging \( \xi^+ \)). Equation (3.13) is automatically satisfied if the embeddings \( \Phi^\pm \) are restricted to satisfy (4.13) and \( A \) and \( a_I \) are defined by (4.10), where \( H \) is a smooth function on \( \Sigma \) satisfying \( \partial_\lambda H \neq 0 \). Actually, with our choice that \( k^\pm \) and \( L^\pm \) are all future directed, the functions \( \varphi^\pm \) are positive and so it is \( f \). Consequently, the function \( H \) must satisfy \( \partial_\lambda H = fA > 0 \), or in more geometric
and coordinate independent terms, that $H$ is strictly increasing along any future null generator of $\Sigma$.

Thus, the core problem for existence of the matching is the solvability of (3.12). Note that for any $p \in \Omega^-$, the constant section $S_{\gamma^{-}(p)} = \{s^{-} = s^{-}(p)\} \subset \Omega^-$ is mapped via $\Phi$ to the spacelike submanifold $\Phi(S_{\gamma^{-}(p)}) \subset \Omega^+$. Condition (3.12) combined with (4.7) states that there exists an isometry between these two submanifolds. Even more, since $h'$ depends only on $\{y^a\}$, this isometry must be universal in the sense of being independent of the value $s^{-}(p)$. This fact was already observed in [6] (see equations (2.9) and (2.10)) and later in [3] when studying the coordinate changes leaving the first fundamental form $\gamma$ invariant. In order to describe this more explicitly, let us transfer the coordinates $\{\lambda, y^a\}$ of $\Sigma$ to $\Omega^+$, so that the embedding $\Phi^{-}$ becomes the identity map. Take now coordinates $\{s^+, u^a\}$ on $\Omega^+$ such that $v^+_j = \partial_{u^a}$ (in particular, they are constant along the null generators). The embedding $\Phi^{+}$ takes the form

$$
\Phi^{+}: \Sigma \longrightarrow \Omega^+\\
(\lambda, y^a) \longrightarrow \Phi^{+}(\lambda, y^a) = (s^+ = H(\lambda, y^a), u^a = h'(y^a)).
$$

The section $S_{\gamma^{-}}$ in $\Omega^-$ is mapped into $\Phi(S_{\gamma^{-}}) = \{s^+ = H(\lambda = s^{-}_0, y^a), u^a(y^a)\}$. Note that a point $p \in \Omega^-$ can be identified uniquely by specifying the null generator to which it belongs together with its height $s^{-}(p)$ along the generator, and the same happens on $\Omega^+$. Thus, the matching is feasible if and only if there exists a diffeomorphism $\Psi$ between the set of null generators of $\Omega^-$ and the set of null generators of $\Omega^+$ (defined locally by $u^a(y^a)$) such that, for each possible value of $s^{-}_0$, the map that takes each point at height $s^{-}_0$ along a generator $\sigma$ in $\Omega^-$ to the point at height $H^{-}(s^{-}_0, \sigma)$ in $\Omega^+$ along the generator $\Psi(\sigma)$, happens to be an isometry. This is of course a very strong restriction and generically it will not be possible to find $H$ and $\Psi$ verifying it (which simply means that the matching cannot be done). However, as we see next, there are situations where the matching is not only feasible but it even allows for an infinite number of possibilities, and other cases where there is at most one possible step function $H$ for each admissible choice of $\Psi$.

In order to describe these results, recall that $e^-_i = k^-$ and $e^+_1 = (\partial_\lambda)k^+$, so (2.14) immediately leads to

$$
e^{-}_i (h^{-}_i) = \frac{\partial h^{-}_i}{\partial \lambda} = 2\chi^- (v^-_i, v^-_j),
$$

$$
e^+_1 (h^+_1) = \frac{\partial h^+_1}{\partial \lambda} = 2f A \chi^+_1 (v^+_i, v^+_j).
$$

The partial derivative of (3.12) with respect to $\lambda$ gives after using (4.5)

$$
\frac{\partial h^{-}_i}{\partial \lambda} = \frac{\partial}{\partial \lambda} \left( b^{-}_i b^+_j \frac{\partial h^+_C}{\partial \lambda} + b^{-}_i b^+_j \frac{\partial H}{\partial \lambda} \right) = b^{-}_i b^+_j \frac{\partial h^+_C}{\partial \lambda}.
$$

Combining (4.15) and (4.16) yields

$$
\chi^- (v^-_i, v^-_j) = \frac{\partial H (\lambda, y^k)}{\partial \lambda} b^{-}_i b^+_j \chi^+_1 (v^+_i, v^+_j).
$$

Since we are assuming the geometry of $\Omega^+$ to be known and that the choice of $\{k^+, v^+_j\}$ has already been made, this expression determines, for each possible choice of $\Psi$, i.e. of $b^{-}_i$, fulfilling (3.12), a unique value for $\partial_\lambda H$ unless the second fundamental forms on both sides vanish
simultaneously. If, on the other hand, there exist open sets \( \mathcal{U}^\pm \subset \Omega^\pm \) related by \( \mathcal{U}^+ = \Phi(\mathcal{U}^-) \) and such that

\[
\chi^- (v_j^-, v_j^-) \big|_{\mathcal{U}^-} = 0, \quad \chi^+ (v_j^+, v_j^+) \big|_{\mathcal{U}^+} = 0, \tag{4.18}
\]

then (4.17) is identically satisfied. Under (4.18), all the spacelike sections in \( \mathcal{U}^- \) are isometric to each other, and the same happens in \( \mathcal{U}^+ \) (this is a consequence of (2.14) and the equality (2.11) between the quotient metric at any point \( p \) and the metric of any spacelike section passing through this point). Thus, the set of null generators can be endowed with a positive definite metric. If there is an isometry \( \Psi \) between these two spaces, then any step function \( H(\lambda, y^l) \) defines a feasible matching. This means that a point \( p \in \Omega^- \) lying on a null generator \( \sigma^- \) can be shifted arbitrarily along the null generator \( \sigma^+ = \Psi(\sigma^-) \) in \( \Omega^+ \), with the only condition that if \( q \) is to the future of \( p \) along \( \sigma^- \) then their images have the same causal relation along \( \sigma^+ \). The matching in these circumstances exhibits a large freedom. The results from the previous reasoning completely agree with those obtained in [6] for totally geodesic null boundaries. Examples of this are the following cut-and-paste constructions: the plane-fronted impulsive wave [12, 25, 26] by Penrose and both the non-expanding impulsive wave in constant-curvature backgrounds [27, 28] and the impulsive wave with gyratons [30] by Podolský and collaborators.

5. Energy–momentum tensor of the shell

Let us assume that the manifolds \( (\mathcal{M}^\pm, g^\pm) \) are such that the conditions (3.7)–(3.9) are fulfilled, so a spacetime \( (\mathcal{M}, g) \) containing a null shell can be constructed. Our aim in this section is to study the energy–momentum tensor of this shell. This tensor encodes fundamental properties of the matter–energy contents within the shell. For the computation we shall use the framework developed in [20], to which we refer for additional details.

Given any metric hypersurface data, the associated tensor \( \mathcal{A} \) introduced in (3.1) is by definition non-degenerate and hence admits an inverse contravariant tensor \( \mathcal{A}^\sharp_p \), from which one can define a symmetric two-contravariant tensor \( \mathcal{P}^{ab}_p \), a vector field \( n^a|_p \) and a scalar \( n^{(2)} \) in \( p \in \Sigma \) by means of

\[
\mathcal{A}^\sharp_p ((\alpha, a), (\beta, b)) = P_{[a}^b \Pi^c_{p} (\alpha, \beta) + ab n^a|_p (\alpha) + a n^{(2)}|_p + ab n^{(2)} \alpha, \beta \in T^*_p \Sigma \quad a, b \in \mathbb{R}. \tag{5.1}
\]

As given in definition 10 of [19], the energy–momentum tensor of the shell is the symmetric two-contravariant tensor

\[
\tau^{ab} = (n^a P^{bc} + n^b P^{ac}) n^d V_{dc} - (n^{(2)} n^a P^{bc} P^{bd} + P^{ab} n^c n^d) V_{cd} + (n^{(2)} P^{ab} - n^a n^b) P^{cd} V_{cd}, \tag{5.2}
\]

where \( V_{ab} \) are the components of the tensor \( V \) introduced in (3.6). In matrix notation, the tensors \( \mathcal{A} \) and \( \mathcal{A}^\sharp \) can be expressed as follows:

\[
\mathcal{A} = \begin{pmatrix} \gamma_{ij} & \ell_i^j \\
\ell_j^i & \ell^{(2)} \end{pmatrix}, \quad \mathcal{A}^\sharp = \begin{pmatrix} P^{ij} & n^i \\
n^j & n^{(2)} \end{pmatrix}. \tag{5.3}
\]
Particularizing to the metric hypersurface data obtained from (3.7)–(3.9), we have \( t^{(2)} = 0 \), \( \ell_1 = -\varphi^- \) and \( \ell_2 = -\psi_j \), which gives

\[
\mathcal{A} = \begin{pmatrix} 0 & 0 & -\varphi^- \\ 0 & \gamma_{ij} & -\psi_i \\ -\varphi^- & -\psi_j & 0 \end{pmatrix} \quad \Rightarrow \quad \mathcal{A}^2 = \begin{pmatrix} P^{11} & P^{1j} & n^1 \\ P^{j1} & \gamma_{ij} & 0 \\ n^1 & 0 & 0 \end{pmatrix},
\]

(5.4)

where \( n^1 = 1/\ell_1 = -1/\varphi^- \) and \( \gamma^{ij} \) is the inverse of \( \gamma_{ij} = h_{ij}^{-1} \). Although the known tensor is actually \( h_{ij}^{-1} \), in the following we shall use \( \gamma \) instead, so that expressions become clearer.

Substitution of \( n^1 = n^1 \delta_i^1 \) and \( n^{(2)} = 0 \) in (5.2) simplifies the form of the energy–momentum tensor in the present setup to be

\[
\tau^{ab} = (n^1)^2 \left( \left( \delta^a_i P^{bhc} + \delta^b_i P^{hac} \right) V_{1c} - P^{ab} V_{11} - \delta^a_i \delta^b_j P^{cd} V_{cd} \right),
\]

or, in components,

\[
\tau^{11} = -(n^1)^2 \gamma^{ij} V_{1j}, \quad \tau^{1j} = (n^1)^2 \gamma^{ij} V_{1j}, \quad \tau^{ij} = -(n^1)^2 \gamma^{ij} V_{11}.
\]

(5.6)

The next step is to compute the explicit form of the tensor \( V = Y^+ - Y^- \). Since the rigging has been adapted to the \( \Omega^- \) side, the computation of \( Y^+ \) is considerably more involved than that of \( Y^- \). We start with a few useful lemmas that will aid us along the way. We assume without further notice the setup of sections 3 and 4. The Lie and exterior derivatives on \( \Sigma \) are denoted by \( \mathcal{L} \) and \( \delta \) and we unify notation by writing \( \{\theta^1 = \lambda, \theta^A = y^A\} \).

**Lemma 2.** The one-form \( L^+ := g^+ (\cdot, L^+) \) satisfies

\[
\Phi^+ (L^+) = -\omega \quad \text{where} \quad \omega := \varphi^+ \, dH + \psi^+_j \, dh^j \in \Gamma \left( T^+ \Sigma \right).
\]

(5.7)

**Proof.** For any vector field \( Z \in \Gamma (T \Sigma) \), it holds

\[
\Phi^+ (L^+) \left( Z^a \partial_a \right) = L^+ \left( \Phi^+, \left( Z_a^a \partial_a \right) \right) = \langle L^+, Z^a e_a^\pm \rangle_k^+ = Z^a \langle L^+, e^a \rangle_k^+ + Z^a L^+ \langle L^+, e^a \rangle_k^+
\]

\[
= Z^a \langle L^+, fAk^+ \rangle_k^+ + Z^a \langle L^+, a_k^+ + b^j_k \psi^+_j \rangle_k^+
\]

\[
= -\varphi^+ \left( fAZ^1 + Z^a a_k \right) = Z^a b^j_k \psi^+_j
\]

\[
= - \left( \varphi^+ \, dH (Z) + \psi^+_j \, dh^j (Z) \right) = -\omega (Z),
\]

(5.8)

where we have used (3.13) and (3.11) in the third equality, (2.6) in the fourth one and (4.7) and (4.10) for the last step. \qed

The rigging vector field \( \xi^+ \) has been decomposed in (3.11) into a tangential part (the \( k^+ \) and \( \psi_k^+ \) components) and a transversal part (the \( L^+ \) component). It is convenient to introduce the vector field \( X \in \Gamma (T \Sigma) \) satisfying

\[
\xi^+ = \frac{1}{A} L^+ + Bk^+ + C^k \psi^+_k = \frac{1}{A} \left( L^+ + \Phi^+ (X) \right),
\]

(5.9)

and to define the functions \( X^a \) on \( \Omega^- \) by the decomposition \( \Phi^+ (X) = X^1 e_1^+ + X^A e^+_A \).

**Lemma 3.** The functions \( X^a \) are given by

\[
X^A = \gamma^A \left( \omega_j - A \psi^+_j \right),
\]

(5.10)
\[ X^1 = -\frac{\gamma^I}{2\varphi^- A} \left( \omega_I - A\psi^I \right) \left( \omega_J + A\psi_J \right). \]  

Moreover, the vector field \( X = X^\alpha \partial_\alpha \) satisfies

\[ \gamma(X, \cdot) = \omega - A\psi^\alpha - \varphi^+ \partial_\alpha H \, d \lambda \quad \text{where} \quad \psi^- := \psi_I \, d \theta^I. \]  

**Proof.** The shell junction conditions (3.8) ensure that \( \langle \xi^+, e^+_a \rangle_{\xi^+} = \frac{1}{2} \left( \langle L^+, e^+_a \rangle_{\xi^+} + X^b \gamma_{ab} \right) = \ell_a \), with \( \ell_1 = -\varphi^-, \, \ell_1 = -\psi^A \). Using lemma 2 it follows

\[ \langle L^+, e^+_a \rangle_{\xi^+} = L^+ \left( e^+_a \right) = L^+ \left( \Phi^+_A \left( \partial_\alpha \phi \right) \right) = \Phi^+_A \left( \partial_\alpha \phi \right), \]  

\[ = -\omega \left( \partial_\alpha \phi \right) = -\omega_a. \]  

Consequently,

\[ X^b \gamma_{ab} = \omega_a + A\ell_a, \]  

which proves both (5.12) and (5.10) after using

\[ \varphi^- A = \varphi^+ f A = \varphi^+ \partial_\alpha H. \]  

Condition (3.9) and the fact that both \( \xi^- = L^- \) and \( L^+ \) are null give

\[ 0 = \langle \xi^+, \xi^+ \rangle_{\xi^+} = \frac{1}{A^2} \left( 2X^a \langle L^+, e^+_a \rangle_{\xi^+} + X^a X^b \gamma_{ab} \right) \]  

\[ \implies -2X^a \omega_a + X^a X^b \gamma_{ab} = 0. \]  

Combining this with (5.14) and using \( X^a \ell_a = -X^1 \varphi^- - X^A \psi^A \) yields

\[ -X^a \omega_a = A \left( X^1 \varphi^- + X^A \psi^A \right) \implies 2X^1 \varphi^- \partial_\alpha H \]  

\[ = -X^A \left( \omega_a + A\psi^A \right), \]  

which gives (5.11) after using again (5.15).

**Corollary 1.** In the basis \( \{ L^+, k^+, v^+_I \} \) of and \( \Gamma \left( TM^+ \right) |_{\xi^+}, \) the rigging \( \xi^+ \) can be expressed as

\[ \xi^+ = \frac{\varphi^-}{\partial_\alpha H} \left( \frac{1}{\varphi^-} L^+ + h^{AB} \left( (b^{-1})^I_A \left( \partial_\alpha H - \frac{1}{\varphi^-} \partial_\alpha \phi \psi^I_A \right) + \frac{1}{\varphi^+} \psi^I_A \right) \right), \]  

where \( Z_B := \frac{1}{2} \left( (b^{-1})^I_B \left( \partial_\alpha H - \frac{1}{\varphi^-} \partial_\alpha \phi \psi^I_A \right) - \frac{1}{\varphi^+} \psi^I_A \right) k^+ + v^+_B. \)

**Proof.** From the first junction condition (3.12) one deduces

\[ \delta^A = h^{AB} h^{BC} \left( b^{-1} \right)^I_A \left( \partial_\alpha H - \frac{1}{\varphi^-} \partial_\alpha \phi \psi^I_A \right) \]  

\[ \implies h^{KL} \left( b^{-1} \right)^I_K = h^{AB} b^I_B h^I_K \]  

\[ \implies h^{KL} \left( b^{-1} \right)^I_K (b^{-1})^I_L = h^{KL} \equiv \gamma^I_A. \]  

\[ (5.19) \]
The shell junction condition (3.13) together with (4.10) give
\[ e^+_i = \partial_i Hk^+, \quad e^+_j = \partial_j Hk^+ + b^+_j v^+_k. \]
The result (5.18) follows from (5.9) after inserting (5.10)–(5.11) and using the definition (5.7) of \( \omega \) and (5.19).

For the sake of simplicity, we introduce the notation
\[ \hat{\psi}^+_I := b^K_I \psi^K, \quad \hat{v}^+_I := b^K_I v^K, \quad (5.20) \]
and similarly for other objects carrying capital Latin indices.

**Lemma 4.** The following identities hold:
\[ \frac{\partial \theta^A}{A} = \frac{\partial \theta^A}{\partial \lambda H} + \frac{\partial \theta^\varphi^+}{\varphi^+} - \frac{\partial \theta^\varphi^-}{\varphi^-}. \]
\[ \langle \nabla^+_{\epsilon^+_I} L^+, e^+_I \rangle = \partial_i H \left( \varphi^+ \kappa^+_k \partial_j H - \partial_j H, \hat{\psi}^+_j \partial_j H \right) - \partial_j H \partial_j \hat{v}^+_j, \]
\[ \langle \nabla^+_{\epsilon^+_I} L^+, e^+_j \rangle = \varphi^+ \kappa^+_k \partial_j H \partial_j H - \partial_j H \partial_j \hat{v}^+_j - \partial_j H \sigma^+_L \left( \hat{v}^+_j \right), \]
\[ \langle \nabla^+_{\epsilon^+_I} L^+, e^+_j \rangle = \varphi^+ \kappa^+_k \partial_j H \partial_j H - \partial_j H \partial_j \hat{v}^+_j - \partial_j H \sigma^+_L \left( \hat{v}^+_j \right). \]

**Proof.** We shall use repeatedly the decompositions \( e^+_I = \partial_i H k^+ \), \( e^+_J = \partial_j H k^+ + \hat{v}^+_j \) which follow directly from (3.11)–(3.13) and (4.10). For the first claim in the lemma, we compute
\[ \frac{\partial \theta^A}{A} = \frac{1}{A} \frac{\partial \theta^A}{f A} = \frac{1}{f A} \left( \partial_\mu \partial_\lambda H A \partial \theta^A - A \partial \theta^A \right) = \frac{\partial_\mu \partial_\lambda H}{\partial_\lambda H} - \frac{\partial_\mu f}{f}, \]
which leads to (5.21) by simply inserting \( f := \varphi^- / \varphi^+ \). For the second expression, we use (2.19) so that
\[ \langle \nabla^+_{\epsilon^+_I} L^+, e^+_I \rangle = \varphi^+ \kappa^+_k \partial_j H \partial_j H - \partial_j H \partial_j \hat{v}^+_j - \partial_j H \sigma^+_L \left( \hat{v}^+_j \right). \]
Firstly,
\[
\langle \nabla_{e_j^+}^+ L^+ , e_j^+ \rangle_{g^+} = \partial_{\lambda} H \langle \nabla_{e_j^+}^+ L^+ , \partial_\lambda H k^+ + \hat{\psi}_j^+ \rangle_{g^+}
\]
\[
= \partial_{\lambda} H (\varphi^+ \kappa_k^+ \partial_\lambda H - \partial_\lambda \varphi^+) - \partial_\lambda (\hat{\psi}_j^+ + \varphi^+ \sigma_{L^+}^+ (\hat{\psi}_j^+))
\]
\[
= \partial_{\lambda} H (\varphi^+ \kappa_k^+ \partial_\lambda H - \partial_\lambda \varphi^+) - \partial_\lambda \hat{\psi}_j^+ - \varphi^+ \partial_\lambda H \sigma_{L^+}^+ (\hat{\psi}_j^+),
\]
where in the second equality we used \(k^+(b^j_1) = 0\). Secondly,
\[
\langle \nabla_{e_j^+}^+ L^+ , e_1^+ \rangle_{g^+} = \partial_{\lambda} \left( \partial_{\lambda} H \langle \nabla_{e_j^+}^+ L^+ , k^+ \rangle_{g^+} + \langle \nabla_{e_j^+}^+ L^+ , k^+ \rangle_{g^+} \right)
\]
\[
= \partial_{\lambda} H (\varphi^+ \kappa_k^+ \partial_\lambda H - \partial_\lambda \varphi^+) - \partial_\lambda \hat{\psi}_j^+ - \varphi^+ \sigma_{L^+}^+ (\hat{\psi}_j^+))
\]
\[
= \partial_{\lambda} H (\varphi^+ \kappa_k^+ \partial_\lambda H - \partial_\lambda \varphi^+) - \partial_\lambda \hat{\psi}_j^+ - \varphi^+ \sigma_{L^+}^+ (\hat{\psi}_j^+)),
\]
which immediately leads to (5.26). Finally, for the term \(\langle \nabla_{e_j^+}^+ L^+ , e_j^+ \rangle_{g^+}\) one obtains
\[
\langle \nabla_{e_j^+}^+ L^+ , e_j^+ \rangle_{g^+} = \frac{\partial_{\lambda} H}{\partial_{\lambda} \psi_j^+} \left( \varphi^+ \kappa_k^+ \partial_\lambda H - \partial_\lambda \varphi^+) - \partial_\lambda \hat{\psi}_j^+ - \varphi^+ \partial_\lambda H \sigma_{L^+}^+ (\hat{\psi}_j^+) \right)
\]
\[
+ \partial_{\lambda} H \langle \nabla_{e_j^+}^+ L^+ , k^+ \rangle_{g^+} + \langle \nabla_{e_j^+}^+ L^+ , \hat{\psi}_j^+ \rangle_{g^+}
\]
\[
= \partial_{\lambda} H \left( \varphi^+ \kappa_k^+ \partial_\lambda H \partial_\lambda \hat{\psi}_j^+ - \varphi^+ \partial_\lambda H \sigma_{L^+}^+ (\hat{\psi}_j^+) \right)
\]
\[
- \partial_\lambda (\varphi^+ \kappa_k^+ \partial_\lambda H \sigma_{L^+}^+ (\hat{\psi}_j^+)) + \Theta_{L^+}^+ (\hat{\psi}_j^+ , \hat{\psi}_j^+),
\]
from where (5.24) follows at once. \(\square\)

The tensors \(Y^\pm\) are directly defined in terms of the pull-backs \(\Phi^{\pm*}(\mathcal{L}_\pm g^\pm)\). We compute \(\Phi^{\pm*}(\mathcal{L}_\pm g^\pm)\) and then get \(\Phi^{\pm*}(\mathcal{L}_\pm g^\pm)\) as a suitable specialization. The computation relies on the following fundamental relationship between Lie derivatives and embeddings. Let \(\Omega\) be an embedded hypersurface on \((M,g)\) with embedding \(\Phi : \Sigma \hookrightarrow \Omega\) and first fundamental form \(\gamma\). Then, given a scalar function \(\rho : \Omega \longrightarrow \mathbb{R}\) and a vector field \(Y \in \Gamma (T\Sigma)\), the following identity holds
\[
\Phi^* (\mathcal{L}_\rho \Phi_\gamma g) = \rho L \gamma + d \rho \otimes \gamma (Y, \cdot ) + \gamma (Y, \cdot ) \otimes d \rho. \tag{5.28}
\]
For the transversal part of \(\Phi^{\pm*}(\mathcal{L}_\pm g^\pm)\) we shall use
\[
\Phi^{+^*} (L_{\xi^*} g^+) = \left( \langle \nabla^+_L e^+_a, e^+_b \rangle_{g^*} + \langle \nabla^+_L L^+, e^+_a \rangle_{g^*} \right) d\theta^a \otimes d\theta^b. \quad (5.29)
\]

From the decomposition (5.9) we get
\[
\Phi^{+^*} (L_{\xi^*} g^+) = \Phi^{+^*} \left( \frac{1}{A} \epsilon (L_{\xi^*} + \Phi^+_L (X)) g^+ \right) - \Phi^{+^*} \left( \frac{dA}{A^2} \otimes g^+ \left( L^+ + \Phi^+_L (X), \cdot \right) - g^+ \left( L^+ + \Phi^+_L (X), \cdot \right) \otimes \frac{dA}{A^2} \right)
\]
\[
= \frac{1}{A} \left( \Phi^{+^*} (L_{\xi^*} g^+) + \frac{1}{A} L_{\xi^*} g^+ \right) - \Phi^{+^*} \left( L^+ + \gamma (X, \cdot) \right) - (\Phi^{+^*} (L^+) + \gamma (X, \cdot)) \otimes \frac{dA}{A^2}
\]
\[
= \frac{1}{A} \left( \Phi^{+^*} (L_{\xi^*} g^+) + L_{X^\gamma} + \frac{1}{A} \frac{dA}{A^2} \otimes (A \psi^- + \varphi^+ \partial_\lambda H d\lambda) + \left( A \psi^- + \varphi^+ \partial_\lambda H d\lambda \right) \otimes \frac{dA}{A} \right)
\]
\[
= \frac{1}{A} \left( \Phi^{+^*} (L_{\xi^*} g^+) + L_{X^\gamma} + dA \otimes \psi^- + \psi^- \otimes dA + \varphi^- (dA \otimes d\lambda + d\lambda \otimes dA) \right),
\]
where lemma 2 and (5.12) are used in the fourth equality and (5.15) in the last one. We next compute \( L_{X^\gamma} \). Since the first fundamental form \( \gamma \) is degenerate, i.e. \( \gamma_{1\lambda} = 0 \), one gets
\[
(L_{X^\gamma})_{ab} = X^\alpha \partial_{\alpha^*} \gamma_{ab} + \gamma_{a\beta} \partial_\beta X^I + \gamma_{b\beta} \partial_\beta X^I.
\]

Denoting the Lie derivative and Levi-Civita connection on a section \( \lambda = \text{const.} \) by \( L^\parallel \) and \( \nabla^\parallel \) respectively and inserting (5.10) and (5.11) into (5.31) yields
\[
(L_{X^\gamma})_{11} = 0, \quad (5.32)
\]
\[
(L_{X^\gamma})_{1j} = \gamma_{1\lambda} \partial_{\alpha^*} X^\lambda + \partial_{\lambda} \left( \gamma_{1\lambda} X^\lambda \right) - X^\lambda \partial_\lambda \gamma_{1\lambda}
\]
\[
= \partial_\lambda \left( \omega^j - A \psi^j \right) - 2X^\lambda \chi_{1\lambda}^j (v_j^-, v_j^-). \quad (5.33)
\]
\[
(L_{X^\gamma})_{1j} = X^I \partial_{\alpha^*} \gamma_{ij} + X^I \partial_{\lambda} \partial_{\alpha^*} \gamma_{ij} + \gamma_{ij} \partial_\lambda \partial_\lambda X^j + \gamma_{ij} \partial_\lambda \partial_\lambda X^j = 2X^j \chi_{1\lambda}^j (v_j^-, v_j^-) + L^\parallel_{X^\gamma} g^+ (v_j^-, v_j^-) + L^\parallel_{X^\gamma} X^j,
\]
\[
= 2X^j \chi_{1\lambda}^j (v_j^-, v_j^-) + \nabla^\parallel_j X^j + \nabla^\parallel_j X^j,
\]
where \( X_j := \gamma_{ij} X^i \). By (5.10) and (5.7), the covariant derivative \( \nabla^\parallel_j X^j \) can be expanded to
\[
\nabla^\parallel_j X^j = \nabla^\parallel_j (\omega_j - A \psi_j) = \nabla^\parallel_j \left( \varphi^+ \nabla^\parallel_j H + \psi^j - A \psi^j \right)
\]
\[
= \nabla^\parallel_j \varphi^+ \nabla^\parallel_j H + \varphi^+ \nabla^\parallel_j \nabla^\parallel_j H + \nabla^\parallel_j \psi^j - A \nabla^\parallel_j \psi^j - \psi^j \nabla^\parallel_j A. \quad (5.35)
\]

We have now all the ingredients to compute \( Y^\parallel \) and the energy–momentum tensor on the shell. The result is given in the next proposition (where brackets, as usual, denote symmetrization).
**Proposition 1.** The tensor \( Y^+ \) has the following components:

\[
Y_{i1}^+ = \varphi^- \left( \kappa_{k+} \partial_k H + \frac{\partial_k \partial_j H}{\partial_j H} - \frac{\partial_k \varphi^-}{\varphi^-} \right),
\]

\[
Y_{ij}^+ = \varphi^- \left( \kappa_{k+} \nabla_j H - \sigma_{L+}^+ (v_j^+) + \frac{\partial_j \partial_j H}{\partial_j H} - \frac{X^k \chi^k_+ (v_j^+, v_j^-)}{\varphi^+ (\partial_j H)^2} - \frac{\nabla_j \varphi^-}{2 \varphi^-} - \frac{\partial_j \varphi_j^+}{2 \varphi^-} \right),
\]

\[
Y_{ij}^- = \varphi^- \left( \kappa_{k-} - \frac{\partial_k \varphi^-}{\varphi^-} \right), \quad Y_{lj}^- = - \varphi^- \left( \sigma_{L-}^- (v_j^-) + \frac{\partial_j \varphi_j^-}{2 \varphi^-} + \frac{\partial_k \varphi_j^-}{\varphi^-} \right), \quad Y_{ij}^- = \Theta^L_{ij}^- (v_i^+, v_j^-).
\]

Consequently, the components of the energy–momentum tensor of the shell are given by

\[
\tau_{i1}^+ = - \frac{\gamma^+}{\varphi^-} \left( \kappa_{k+} \nabla_j H \frac{\nabla_j H}{\partial_j H} + \frac{\nabla_j \varphi_j^+}{\varphi^+ (\partial_j H)^2} + \frac{2 \nabla_j \varphi_j^+}{\partial_j H} \right) + \frac{\Theta^L_{ij}^+ (v_i^+, v_j^+)}{\varphi^+ (\partial_j H)^2} + \frac{X^k \chi^k_+ (v_j^+, v_j^-)}{\varphi^+ (\partial_j H)^2} + \frac{\nabla_j \varphi_j^-}{\varphi^-} - \Theta^L_{ij}^- (v_i^+, v_j^-),
\]

\[
\tau_{ij}^+ = \frac{\gamma^+}{\varphi^-} \left( \kappa_{k+} \nabla_j H + \frac{\partial_j \partial_j H}{\partial_j H} - \frac{X^k \chi^k_+ (v_j^+, v_j^-)}{\varphi^+ (\partial_j H)^2} - (\sigma_{L+}^+ (v_j^+) - \sigma_{L-}^- (v_j^-)) \right),
\]

\[
\tau_{ij}^- = - \frac{\gamma^-}{\varphi^-} \left( \kappa_{k-} - \frac{\partial_k \varphi^-}{\varphi^-} + \frac{\partial_k \partial_j H}{\partial_j H} \right)
\]

**Proof.** Using (5.30) and the definition of \( Y^+ \) one finds

\[
Y^+ = \frac{1}{2A} \left( \Phi^+ \left( \mathcal{L}_{L+} g^+ \right) + \mathcal{L}_X g + dA \otimes \psi^- + \psi^- \otimes dA + \varphi^- (dA \otimes dA + dA \otimes dA) \right).
\]

For the \( Y_{i1}^+ \) component, substitution of (5.32), (5.29) and (5.22) yields
\[
Y_{\perp ij}^+ = \frac{1}{2A} \left( \Phi^{+\perp} (E_{L^+} g^+)^+ \right)_{ij} + 2 \varphi^- \partial_j \Lambda
\]
\[
\quad = \varphi^- \left( \kappa_{k+}^+ \partial_k H - \frac{\partial_\lambda \varphi^+}{\varphi^+} \partial_j \Lambda + \frac{\partial_\lambda \varphi^+}{\varphi^+} \partial_j H \right),
\]

which is (5.36) after replacing \( \partial_\lambda \Lambda \) as given in (5.21). Similarly, (5.43) together with the definition of \( \omega \) gives

\[
Y_{\parallel ij}^+ = \frac{1}{2A} \left( \Phi^{+\parallel} (E_{L^+} g^+)^\parallel \right)_{ij} + \left( E_{X^+} X^+ \right)_{ij} + \psi^+ \partial_j \Lambda + \varphi^- \partial_j \Lambda
\]
\[
\quad = \frac{1}{A} \left( \partial_j H \left( 2 \varphi^+ \kappa_{k+}^+ \nabla_j^+ \psi \right) \left( \hat{v}_j \right) - \nabla_j^+ \varphi \right)
\]
\[
\quad + \varphi^+ \partial_j \partial_i H - A \partial_\lambda \psi^+ - 2X^i \chi^j \left( \hat{v}_j, \psi \right) + \varphi^- \nabla_j^+ \left( \hat{v}_j \right),
\]

from where (5.37) is deduced after inserting (5.21). For the last set of components, we combine (5.43) with (5.29), (5.34), (5.35) and (5.24) to get

\[
Y_{\parallel ij}^- = \frac{1}{2A} \left( \Phi^{+\parallel} (E_{L^+} g^+)^\parallel \right)_{ij} + \left( E_{X^+} X^+ \right)_{ij} + \psi^+ \partial_j \Lambda + \varphi^- \partial_j \Lambda
\]
\[
\quad = \frac{1}{A} \left( \nabla_{ij}^+ \left( X^+ \chi^j \left( \hat{v}_j \right) \right) \right)
\]
\[
\quad + \partial^+ \nabla^+ \left( \hat{v}_j \right) + \partial^+ \left( \chi^j \left( \hat{v}_j \right) \right) - A \nabla^+ \left( \hat{v}_j \right),
\]

which becomes (5.38) upon using (4.10) and \( \nabla^+ \nabla^j \phi = \nabla^j \nabla^+ \phi \). To get \( Y^- \) it suffices to particularize (5.36)–(5.38) for \( b^i = \delta^i, X^e = 0 \) and \( H \left( \lambda, y^a \right) = \lambda \), as well as replacing all + superscripts by –.

The components of the energy–momentum tensor are obtained from (5.6) by direct subtraction of the explicit expressions of \( Y_{\perp ab} \) and \( Y_{\perp ab} \) and using \( n^1 = 1/\ell_1 = -1/\varphi^- \), cf (5.4).

It is a general fact of the geometry of shells (see proposition 7 in [19]) that the energy–momentum tensor on the shell depends on the choice of rigging solely by scale. More precisely, let \( \tau^{ab} \) be the energy–momentum tensor associated to a choice of rigging \( \xi \) and \( \tilde{\xi} \) the energy–momentum tensor of the same shell with respect to a different choice of rigging \( \tilde{\xi} \).

Then, decomposing (uniquely) \( \xi \) as \( \xi = u \xi + T, \) with \( T \) tangent to the matching hypersurface, the energy–momentum tensors are related by \( \tilde{\tau}^{ab} = u^{-1} \tau^{ab} \). This is a consequence of the fact that the volume form is also gauge dependent and transforms as \( \tilde{\eta} = |u| \eta \) [20]. This makes \( \tau^{ab} \eta \) gauge invariant under orientation preserving gauge transformations, as it must because
in physical terms \( \tau^{ab} \) is energy–momentum per unit volume. This fact can be used to perform a non-trivial consistency check on the expressions (5.40)–(5.42). Indeed, we may choose any other null transverse vector \( \tilde{L}^- = \alpha L^- + \beta k^- + q^I \nu^I \) (with \( \beta \) and \( q^I \) suitably restricted to preserve the null character of \( \tilde{L}^- \)) and introduce all the geometric expressions defined in terms of \( \tilde{L}^- \). Then the corresponding expression for \( \tilde{\tau}^{ab} \) can be proved to satisfy \( \tilde{\tau}^{ab} = \alpha^{-1} \tau^{ab} \), as required. See appendix A for details in this regard.

We emphasize that the energy–momentum tensor on the shell depends strongly on the step function \( H \). However, there is also dependence on the map \( \Psi \) sending null generators to null generators. This dependence is encoded in the hatted quantities \( \hat{\nu}^I \) and \( \hat{v}^I \) introduced in (5.20).

In \( 8\pi G = c = 1 \) units, the different components of the energy–momentum tensor can be interpreted physically as an energy density \( \rho := \tau^{11} \), energy-flux \( j^A := \tau^{1A} \) and pressure \( p \) such that \( \tau^{AB} = p \gamma^{AB} \), see e.g. [32].

For later use, we recall that the energy–momentum tensor on a shell satisfies the Israel equations (also called shell equations or surface layer equations) which in the null case were first obtained by Barrabés and Israel [2]. In the framework of hypersurface data, they may be written as [19]

\[
\frac{1}{\sqrt{\det A}} \partial_{\rho} \left( \sqrt{\det A} \tau^{ab} \ell_b \right) = \frac{1}{2} \left[ \tau^{ab} \left( Y_{ab} + Y_{ab} \right) = \left[ \rho_\ell \right], \right.
\]

\[
\frac{1}{\sqrt{\det A}} \partial_{\rho} \left( \sqrt{\det A} \tau^{abc} \gamma_{ca} \right) = -\frac{1}{2} \left[ \tau^{abc} \partial_{\rho} \gamma_{bd} = \left[ J_a \right], \right.
\]

where \( \left[ \rho_\ell \right] := \rho^+_\ell - \rho^-_\ell \), \( \left[ J_a \right] := J^+_a - J^-_a \), and the bulk energy and momentum quantities \( \rho^\pm_\ell \), \( J^\pm_a \) are defined by (we correct two sign typos in definition 9 of [19])

\[
\rho^\pm_\ell = -\Phi^\pm \left( G^\pm \left( \xi^\pm, \nu^\pm \right) \right), \quad J^\pm_a = -\Phi^\pm \left( G^\pm \left( \ell, \nu^\pm \right) \right) .
\]

Here \( G^\pm \) is the Einstein tensor of \( (\mathcal{M}^\pm, g^\pm) \) and \( \nu^\pm \) is the normal vector to the hypersurface normalized to \( \langle \xi^\pm, \nu^\pm \rangle_{\ell^\pm} = 1 \).

6. Penrose’s case: plane-fronted impulsive wave

One remarkable benefit of using the previous formalism is that multiple sorts of matchings can be analysed at once (for instance by considering a family of energy–momentum tensors satisfying (5.45) and (5.46), or a set of functions \( H \left( \lambda, y^I \right) \) with certain properties). This task becomes significantly more difficult by means of the cut-and-paste method. Many interesting matchings have been constructed via cut-and-paste and this is not the place to revisit them using the matching formalism. We content ourselves with analysing the first cut-and-paste construction, namely the plane-fronted impulsive wave [12, 24–26]. We will recover the results from cut-and-paste and obtain new shells by allowing non-zero energy, energy flux and pressure.

As previously mentioned, the cut-and-paste approach arises with the publications [12, 26] by Penrose. The starting point is the plane-fronted wave, with well-known metric (see e.g. [7, 35])

\[
dx^2 = -2 \left( d\mathcal{U} + \Psi \left( \mathcal{U}, x, z \right) d\mathcal{U} \right) d\mathcal{U} + dx^2 + dz^2 .
\]

The spacetimes describing purely gravitational waves, i.e. solutions of the vacuum Einstein field equations, correspond to \( \left( \frac{d\mathcal{U}}{d\mathcal{U}} + \frac{d\Psi}{d\mathcal{U}} \right) \Psi = 0 \). Penrose addresses the impulsive case of (6.1) by setting \( \Psi \left( \mathcal{U}, x, z \right) \) to zero except on the hypersurface defined by \( \mathcal{U} = 0 \),
i.e. $\Psi(U, x, z) = \delta(U) \mathcal{H}(x, z)$ (where $\delta$ denotes Dirac delta function and $\mathcal{H}(x, z)$ is any real function). Under these circumstances, the metric becomes

$$\mathrm{d}s^2 = -2(d\mathcal{V} + \delta(U)\mathcal{H}(x, z)\mathrm{d}U) + \mathrm{d}x^2 + \mathrm{d}z^2. \tag{6.2}$$

The possibility to perform a coordinate change which turns (6.2) into a $C^0$ form is already mentioned by Penrose [12, 26]. In fact, by writing (6.2) in terms of the coordinates $\{U, \mathcal{V}, \eta := \frac{1}{\sqrt{2}}(x + iz), \bar{\eta} := \frac{1}{\sqrt{2}}(x - iz)\}$, which yields $\mathrm{d}s^2 = -2(d\mathcal{V} + \delta(U)\mathcal{H}(\eta, \bar{\eta})\mathrm{d}U) + 2\mathrm{d}\eta\mathrm{d}\bar{\eta}$, Podolský et al [27, 30] find the suitable coordinate transformation

$$U = U, \quad \mathcal{V} = V + \Theta h + U+, h_{zz}, \quad \eta = Z + U+, h_{\pm}, \tag{6.3}$$

where the comma denotes partial derivative, $\Theta(U)$ is the Heaviside step function, $U_+ := U\Theta(U)$ is the so-called kink function and $h(U, Z) := \mathcal{H}(\eta, \bar{\eta})|_{U=0}$ is a real-valued function. Inserting (6.3) into (6.2), one obtains the following continuous metric:

$$\mathrm{d}s^2 = 2(dZ + U_+(h_{zz}\mathrm{d}Z + h_{zzz}\mathrm{d}Z))^2 - 2dU\mathrm{d}V. \tag{6.4}$$

The transformation (6.3) immediately shows that the lightlike coordinate $V$ is discontinuous across the hypersurface $U = 0$ and that the presence of the $\delta$-function on (6.2) is due to this jump. More precisely, the discontinuous coordinates $\{U, \mathcal{V}, \eta, \bar{\eta}\}$, chosen to preserve the Minkowski form of (6.2) on $U \geq 0$, produce discontinuities on the metric, while with the continuous coordinates $\{U, \mathcal{V}, Z, \bar{Z}\}$ the metric tensor becomes $C^0$ but loses the Minkowski form for $U > 0$. Nevertheless, as we show next, the coordinates $\{U, \mathcal{V}, \eta, \bar{\eta}\}$ are useful to understand this spacetime as the outcome of the disjoint union of $U > 0$ and $U < 0$ with a jump on $V$ when crossing the hypersurface $U = 0$.

When applying the cut-and-paste method to plane-fronted impulsive waves, Penrose proposes a jump on the lightlike coordinate $\mathcal{V}$ of the form $\mathcal{V}^+(|U| = 0) = \mathcal{V}^-(|U| = 0) + \mathcal{H}(x, z)|_{U=0}$, where $\{x, z, \mathcal{V}^\pm\}$ refer to the coordinates $\{V, x, z\}$ on the regions $U \geq 0$ of (6.2) respectively. This jump follows directly from the coordinate transformation (6.3).

Let us therefore consider two spacetimes $(\mathcal{M}^+, g^+)$, respectively corresponding to the $U \geq 0$ Minkowski regions and with metrics $\mathrm{d}s^2_\pm = -2\mathrm{d}\mathcal{V}_\pm\mathrm{d}U_\pm + \delta_{AB}\mathrm{d}x^A_\pm\mathrm{d}x^B_\pm$. Since the construction below applies to all dimensions we let $A, B = 2, \ldots, n$ so that the spacetimes are $n + 1$ dimensional. The matching hypersurface is $\Omega^\pm = \{U_\pm = 0\}$ and we take $\{k^\pm = \partial U_\pm, v^\pm = \partial_{\mathcal{V}}\}$ of $\Gamma(\Omega^\pm)$ and $s^\pm = \mathcal{V}_\pm$ as the foliation defining function. These objects clearly satisfy (2.5). As transverse vector we select $L^\pm = \partial_{k^\pm}$ (note that both $L^\pm$ and $k^\pm$ are future). With these choices it is straightforward that $\varphi^\pm = 1$ and $\psi^\pm_\pm, \kappa^\pm_\pm, \sigma^\pm_\pm(v^\pm_\pm), \chi^\pm_\pm(v^\pm_\pm, v^\pm_\pm)$. We observe that Penrose’s jump corresponds to a step function of the form $H(\lambda, y^\pm) = \lambda + \mathcal{H}(y^\pm)$. The matching of two Minkowski regions with this $H(\lambda, y^\pm)$ will therefore result in spacetimes describing plane-fronted impulsive waves (purely gravitational when $\mathcal{H}(y^\pm)$ is

\[5\text{As pointed out in [30], to obtain (6.4) one needs to use } d\mathcal{V}_\pm = \delta, \quad d\mathcal{V}_\pm = \Theta, \quad \Theta^2 = \Theta, \text{ which in general may lead to mathematical inconsistencies.}\]
harmonic). The framework introduced in previous sections, however, must provide all the possible matchings and hence a more general set of step functions. Let us analyze this general matching problem and discuss some interesting particular cases.

The shell junction conditions (3.12)–(3.15) impose

$$\delta_{IJ} = b_I^0 b_J^0 \delta_{\lambda K} , \quad b_I^0 := \frac{\partial h_I^0}{\partial y^0}$$

and determine uniquely the rigging $\xi^+$, which from corollary 1 takes the explicit form

$$\xi^+ = \frac{1}{\partial_\lambda H} \left( L^+ + \delta^{AB} (b^{-1})_A^0 \partial_{\lambda} H \left( \frac{1}{2} (b^{-1})_B^0 \partial_{\lambda} H k^+ + v^+_B \right) \right),$$

whereas the metric hypersurface data is $\{ \gamma_{ab} = \delta^A_B \delta^B_A, \ell_a = -\delta^1_A, \ell^{(2)} = 0 \}$. As discussed above, (6.5) constitutes an isometry condition between the spatial sections of $\Omega^+$, defined in the present case by $V_+ = \text{const}$ and which are simply Euclidean planes. The corresponding isometries are obviously translations and rotations. This freedom in the matching could be absorbed in a rotation and translation in the coordinates $\{ U^+, V_+, x_+, z_+ \}$ which would set $b_I^0 = \delta_I^0$. However, the results that follow are insensitive to $b_I^0$ so we avoid applying this transformation in the $(M^+, g^+)$ side.

Particularizing the results of proposition 1, one easily finds

$$Y_{ab}^+ = 0, \quad Y_{ab}^+ = \frac{\partial_{\rho_a} \partial_{\rho_b} H}{\partial_{\lambda} H},$$

whereas the energy–momentum tensor of the shell turns out to be

$$\tau^{11} = -\frac{\delta^{IJ} \nabla_I H}{\partial_\lambda H} - \frac{\delta^{IJ} \partial_{\lambda} \partial_{\lambda} H}{\partial_{\lambda} H}, \quad \tau^{1I} = \frac{\delta^{IJ} \partial_{\lambda} \partial_{\lambda} H}{\partial_{\lambda} H}, \quad \tau^{II} = -\frac{\delta^{IJ} \partial_{\lambda} \partial_{\lambda} H}{\partial_{\lambda} H},$$

(6.7)

Thus, $\delta_{IJ} \tau^{IJ} = -\left( n - 1 \right) \frac{\partial_{\lambda} \partial_{\lambda} H}{\partial_{\lambda} H}$ and $\delta_{IJ} \tau^{IJ} = \frac{\partial_{\lambda} \partial_{\lambda} H}{\partial_{\lambda} H}$, which can be combined with expressions (6.6) and (6.7) to obtain

$$\tau^{ab} Y_{ab}^+ = \frac{2\delta^{IJ}}{(\partial_{\lambda} H)^2} \left( \partial_{\lambda} \partial_{\lambda} H \partial_{\lambda} \partial_{\lambda} H - \partial_{\lambda} \partial_{\lambda} H \partial_{\lambda} \partial_{\lambda} H \right)$$

$$= 2\delta^{IJ} \left( \tau^{11} \tau^{11} - \frac{\tau^{11} \tau^{11}}{n - 1} \right).$$

(6.8)

Thus, together with $Y^+ = 0, | \det A | = 1, \tau^{ab} \ell_b = -\tau^{1a}, \tau^{ab} \gamma_{ac} = \delta^a_B \gamma_{AB} \tau^{BA}$ and the vanishing of the Einstein tensor in Minkowski, brings the shell field equations (5.45) and (5.46) into the following form

$$0 = \partial_{\lambda} \tau^{11} + \partial_{\lambda} \tau^{1A} + \delta_{IJ} \left( \tau^{1I} \tau^{1J} - \frac{\tau^{11} \tau^{11}}{n - 1} \right), \quad 0 = \partial_{\lambda} \tau^{1A} + \partial_{\lambda} \tau^{BA}.$$  

(6.9)

Let us start by considering the case of no shell, i.e. $V = 0$. The results for this case should be viewed as a consistency check, since the absence of shell must give rise to the whole Minkowski spacetime. Integrating the equation (6.6) with $Y_{ab}^+ = 0$ yields $H (\lambda, y^1) = a \lambda + c \lambda y^1 + d$, where $a, c, d \in \mathbb{R}$ and $a > 0$. Due to the trivial form of the embedding $\Phi^-$ and the fact that
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boundaries. It follows that Penrose’s step function (6.10) corresponds to absence of light. Now, (6.9) implies that \( \tau^{11} \) must be \( \lambda \)-independent. Writing \( \tau^{11} = \rho(y^A) \) and using (6.7) yields

\[ \sum_{i=2}^{n} \frac{\partial^2 \mathcal{H}}{(\partial y^i)^2} = -a \rho(y^A). \]  

Again, the constant \( a \) can be set to one by applying a boost in \( (M^+, g^+) \). Observe that the energy condition \( \rho(y^A) \geq 0 \) is equivalent to \( H(\lambda, y^A) \) being a superharmonic function.

As a simple generalization of this example, one can consider non-zero energy, i.e. \( \tau^{11} \neq 0 \), while keeping \( \tau^{12} = \tau^{13} = 0 \). This does not change the form of the step function, which is still given by (6.10). It follows that Penrose’s step function (6.10) corresponds to absence of pressure and energy flux. Therefore, it describes either purely gravitational waves (vacuum case) or shells of null dust, i.e. a pressureless fluid of massless particles moving at the speed of light. Now, (6.9) implies that \( \tau^{11} \) must be \( \lambda \)-independent. Writing \( \tau^{11} = \rho(y^A) \) and using (6.7) yields

\[ \sum_{i=2}^{n} \frac{\partial^2 \mathcal{H}}{(\partial y^i)^2} = -a \rho(y^A). \]  

Again, the constant \( a \) can be set to one by applying a boost in \( (M^+, g^+) \). Observe that the energy condition \( \rho(y^A) \geq 0 \) is equivalent to \( H(\lambda, y^A) \) being a superharmonic function.

Finally, let us keep both the energy and the energy flux of the shell completely free and consider a non-zero pressure \( p(\lambda, y^A) \). This case is no longer included in Penrose’s cut-and-paste constructions. Since \( \partial_\lambda H > 0 \), the pressure can be expressed as \( p = -\partial_\lambda \ln(\partial_\lambda H) \), whose integration gives \( \partial_\lambda H = \alpha(y^A) \exp(-\int p(\lambda, y^A) d\lambda) \), where \( \alpha(y^A) > 0 \) is the integration ‘constant’. Therefore,

\[ H(\lambda, y^A) = \alpha(y^A) \int \exp(-\int p(\lambda, y^A) d\lambda) d\lambda + \mathcal{H}(y^A), \]  

where \( \mathcal{H}(y^A) \) is a second integration function.

In order to discuss the effect of the pressure in the matching, we start by noting the following simple consequences of \( e_i^- = k^- \) and \( e_i^+ = (\partial_\lambda H)k^+ \) combined with the fact that \( k^\pm \) are geodesic and affinely parametrized

\[ e_i^- (s^-) = 1, \quad \nabla^i e_i^- (s^-) = 0, \]
\[ e_i^+ (s^+) = \partial_\lambda H, \quad \nabla^i e_i^+ (s^+) = \partial_\lambda \partial_\lambda H. \]  

Consider two null generators \( \sigma^- \subset \Omega^-, \sigma^+ = \Phi(\sigma^-) \subset \Omega^+ \). Both functions \( s^\pm \) have been built so that their rate of change measured by \( k^\pm \) is equal to one, cf (2.5). We call ‘velocity’
the rate of change of \( s^\pm \) along a null vector along \( \Omega^\pm \) and ‘acceleration’ the rate of change of the velocity. The matching, however, does not identify the vectors \( k^\pm \) but the vectors \( e_1^\pm \). Therefore, when moving along \( \sigma^\pm \subset \Omega^\pm \), the velocity and acceleration associated to \( e_1^\pm \) (i.e. as measured by \( \lambda \)) can be different, see (6.14). Let us hence take \( \lambda \) as the measure parameter for both sides. This allows us to introduce the concepts of self-compression and self-stretching of points along any null generator \( \sigma^\pm \). There will exist self-compression (resp. self-stretching) whenever the acceleration measured by \( \lambda \) is strictly negative (resp. positive). Accordingly, this effect will not take place on \( \Omega^- \) due to its identification with \( \Sigma \), but it may certainly occur in \( \Omega^+ \). Equation (6.14) show that the velocity and the acceleration are respectively given by the first and second derivatives of \( H (\lambda, y^A) \). Consequently, this effect is ruled by the pressure, as it essentially determines \( \partial_\lambda \partial_j H \) at each point \( q \in \Sigma \). Note that vanishing pressure entails constant velocity, which obviously gives no self-compression nor self-stretching. However, the velocity along the curves \( \sigma^\pm \) can still be different (this is why we are not using the terms ‘stretching’ or ‘compressing’, which would still be occurring in this situation). From the definition of the pressure, it follows that sign \( p (\lambda, y^A) \) = − sign \( (\partial_\lambda \partial_j H) \). Consequently, if the pressure is positive (resp. negative) (cf (6.14)), then the acceleration along \( e_1^+ \) is negative (resp. positive) and there exists self-compression (resp. self-stretching) of points towards the future. Alternatively, one can conclude that positive pressure pushes points towards lower values of \( H (\lambda, y^A) \) (or \( s^+ \)) and vice versa.

For a better understanding of this behaviour, let us consider a pressure depending only on \( \lambda \) and write \( p (\lambda) = - \frac{\lambda}{\mu^2} \), where ‘ denotes derivative with respect to \( \lambda \) and \( \mu (\lambda) \) is any regular function with \( \mu' (\lambda) > 0 \; \forall \lambda \). From (6.13), it follows that \( \partial_\lambda H = \alpha (y^A) \mu' (\lambda) > 0 \) and \( H (\lambda, y^A) = \alpha (y^A) \mu (\lambda) + \mathcal{H} (y^A) \), after simple redefinitions of \( \alpha (y^A) \) and \( \mathcal{H} (y^A) \). Note that necessary and sufficient conditions for the range of the embedding \( \Phi^+ \) to be the whole of \( \Omega^+ \) is that \( \alpha (y) > 0 \) and that \( \lim_{\lambda, y^A \pm \infty} \mu (\lambda) = \pm \infty \) (recall that \( \mu (\lambda) \) is monotonically increasing). The components of the energy–momentum tensor are

\[
\tau^{ij} = - \frac{1}{\alpha \mu} \delta^{ij} \left( \mu \partial_\mu \partial_j \alpha + \partial_i \partial_j H \right), \quad \tau^{i j} = \frac{1}{\alpha} \delta^{i j} \partial_\mu \alpha, \quad \tau^{i i} = - \delta^{i j} \mu'' \mu^{-1} \mu', \quad (6.15)
\]

Observe that this setup is still fairly general in the sense that it allows for energy–momentum tensors with all components different from zero. The specific behaviour of the energy–momentum tensor is obviously ruled by \( \mu (\lambda) \) and the particular form of the functions \( \alpha (y^A), \mathcal{H} (y^A) \). It is now clear that fixing the pressure amounts to setting the form of \( H (\lambda, y^A) \), which contains the information about the effect of self-compression or self-stretching on the \( \Omega^+ \) boundary.

As an example, let us define the function \( \nu (\lambda) := \sqrt{(a + 2) \lambda^2 + b^2} \) and consider

\[
\mu (\lambda) := (a + 1) \lambda - \sqrt{a \nu (\lambda)} \quad (6.16)
\]

with \( a > 0 \) and \( b \) real constants. As the inequality \( a + 1 - \sqrt{a(a + 2)} > 0 \) holds for all positive \( a \), this function satisfies \( \lim_{\lambda, y^A \pm \infty} \mu (\lambda) = \pm \infty \). The previous expressions yield

\[
\mu' (\lambda) = a + 1 - \frac{\sqrt{a(a + 2)} \lambda}{\nu (\lambda)} > 0, \quad \mu'' (\lambda) = \frac{\sqrt{a(a + 2)b^2}}{\nu^3 (\lambda)} < 0 \quad (6.17)
\]

\[
p(\lambda) = \frac{\nu^2 (\lambda) \left( (a + 1) \nu (\lambda) - \sqrt{a(a + 2)} \lambda \right)}{(a + 1) \nu (\lambda) - \sqrt{a(a + 2)} \lambda} \geq 0, \quad (6.18)
\]

\[
H (\lambda, y^A) = \alpha (y^A) \left( (a + 1) \lambda - \sqrt{a \nu (\lambda)} \right) + \mathcal{H} (y^A), \quad (6.19)
\]
and energy density of the shell is given by

$$\tau^{11} = \frac{\nu}{\alpha} \left( \frac{(a+1)\lambda - \sqrt{a\nu}}{a+1} + \frac{\nu}{\alpha} \right) H \frac{(a+1)\lambda - \sqrt{a\nu}}{a}$$

This density diverges asymptotically at infinity (i.e. for $\lambda \to \pm \infty$) unless $\alpha(y^A)$ is harmonic. If $b$ vanishes we have zero pressure and we fall into a previous case ($H$ linear in $\lambda$). When $b \neq 0$, the pressure is everywhere regular, positive and vanishes asymptotically at infinity. Under the restriction that $\alpha(y^A)$ is harmonic, a typical plot of $p(\lambda)$, $H(\lambda, y^A)$ and $\tau^{11}(\lambda, y^A)$ along a null generator of $\Omega^+$ is depicted in figure 3. For large negative values of $\lambda$, the step function exhibits a straight line behaviour which is a consequence of the fact that the pressure is negligibly small at past infinity. When $p(\lambda)$ starts increasing, the self-compression of points starts taking place and this forces the slope of $H(\lambda, y^A)$ to decrease until it reaches again an almost constant value in the late future, once the pressure becomes again negligible. The growth of the energy begins when the self-compression occurs and ends when the pressure approaches next-to-zero values. It tends to a finite positive value when the pressure vanishes, which suggests that it only increases (resp. decreases) on regions where there exists self-compression (resp. self-stretching), showing an accumulative behaviour.

To illustrate that not all the choices for the pressure result in successful matchings, we consider one last case: positive constant pressure $p$ (the negative case is completely analogous). Then, performing the integrals in (6.13) yields $H(\lambda, y^A) = \mathcal{H}(y^A) = \frac{1}{p} \alpha(y^A) e^{-p\lambda}$ and hence $\partial_{\lambda} \partial_{y^A} H = -p \alpha(y^A) e^{-p\lambda} < 0$. From (6.7), the energy and energy flux of the shell are

$$\tau^{11} = \frac{\delta^{IJ}}{\alpha} \left( \frac{1}{p} \partial_{y^J} \partial_{y^A} \alpha - e^{p\lambda} \partial_{y^A} H \right), \quad \tau^{1I} = \frac{\delta^{IJ}}{\alpha} \partial_{y^J} \alpha.$$

In this situation, one finds that $\lim_{\lambda \to \pm \infty} H(\lambda, y^A) = \mathcal{H}(y^A)$. The positive pressure produces sustained and systematic self-compression of points for all values of $\lambda$, which eventually results in a positive upper bound for the step function. This spoils the matching, as all the points $p \in \Omega^+$ with $s^+(p^+) > \mathcal{H}(y^A)$ cannot be identified with any point of $\Omega^-$ or, in other words, the hypersurface $\Omega^-$ is mapped onto the proper subset $\{s^+ < \mathcal{H}\} \subset \Omega^-$ via $\Phi$.
This last example suggests that finding possible matchings with non-zero pressure may be a significantly complicated task, specially in non-Minkowskian spacetimes. In any case, the influence of the pressure producing a kind of self-compression/self-stretching of points along the matching and its associated energy storage is an interesting effect that, in our opinion, deserves further investigation.

The generalization of (6.2) to the case of arbitrary cosmological constant $\Lambda$ has already been considered by means of the cut-and-paste method, see [27, 28, 30]. Similarly, it can be found a discontinuous transformation analogous to (6.3) that provides a $C^0$-form of the metric that generalizes (6.4). In a future work we intend to provide the corresponding analysis of the $\Lambda$-arbitrary case in terms of the matching formalism developed in this paper.
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Appendix A. Change of $\xi^-$: behaviour of the energy–momentum tensor

As mentioned in section 5, given a vector field $T$ tangent to the matching hypersurface and two rigging vector fields $\xi$, $\tilde{\xi}$ related by $\tilde{\xi} = u\xi + T$, their corresponding shell energy–momentum tensors satisfy $\tilde{\tau}^{ab} = u^{-1}\tau^{ab}$ [19]. As a consistency test, let us check that the energy–momentum tensor (5.40)–(5.42) behaves in this way.

Let us assume that a matching of two spacetimes $(M^+, g^+)$ has been performed and that the rigging has been fixed by (3.10) after a selection of future null transverse field $L^-$. We may repeat the matching process using a different future null transverse field $\tilde{L}^- = \alpha L^- + \beta k^- + q^I \psi^-_I$ with corresponding rigging vector $\xi^- = \tilde{L}^-$. Using tilde for all objects constructed with $\tilde{L}$ the definitions 2.6 imply

$$\tilde{\varphi}^- = \alpha \varphi^-,$$
$$\tilde{\psi}^-_I = \alpha \psi^-_I - q_I,$$

while the null character of $\tilde{L}^-$ imposes

$$2\alpha (\beta \varphi^- + q^I \psi^-_I) = |q|_h^2, \quad \text{where} \ |q|_h^2 := q^I q^J h_{IJ}.$$  

Changing the rigging on the $(M^-, g^-)$ side keeps the vector fields $e^a_i$ invariant (they only depend on the embeddings). This means that $\zeta$, $a_i$ and $b^I_j$ do not change either. On the other hand, the identification of the riggings of both sides implies that the rigging in the $(M^+, g^+)$ side also gets modified. Let us decompose it as $\xi^+ = (1/\lambda) \left( L^+ + \tilde{X}^i e^+_a \right)$. Since $\zeta = \lambda \sqrt{\varphi^-}$, the
shell junction condition \((3.13)\) forces

\[
\zeta = \frac{\tilde{\alpha}}{\tilde{\varphi}} = \frac{\tilde{\alpha}}{\varphi^+} \quad \iff \quad \tilde{\alpha} = \alpha.
\] (A.3)

Recalling that \(\zeta^+ = (1/\alpha) (L^+ + X^+ e^+_{\alpha})\), we observe that the two riggings \(\tilde{\zeta}^+\) and \(\zeta^+\) are related via \(\tilde{\zeta}^+ = \alpha \zeta^+ + \frac{\alpha}{\hat{A}} \left( \tilde{X}^a - X^a \right) e^+_a\). Inserting this relation into \(\langle \tilde{\zeta}^+, e^+_B \rangle_{g^+} = -\tilde{\psi}^-_B\), \(\langle \tilde{\zeta}^+, \zeta^+ \rangle_{g^+} = 0\) and using \((A.1)\) and \((A.2)\) yields

\[
\tilde{\psi}^B = X^B + \frac{\alpha}{\hat{A}} q^B, \quad \tilde{\psi}^1 = X^1 + \frac{\alpha}{\hat{A}} q_1.
\] (A.4)

Each component of the energy–momentum tensor (cf \((5.40)\)–\((5.42)\)) is multiplied by \(1/\varphi^+\). Therefore, the transformation law of the energy–momentum tensor will be guaranteed provided each bracket in \((5.40)\)–\((5.42)\) turns out to be invariant. The only parts that are not trivially invariant are

\[
\gamma^I \left( \frac{\tilde{\psi}^1 \chi^- (v^-_I, v^-_J)}{\varphi^+ \partial^\lambda H} - \nabla^- v^-_I - \tilde{\Theta}^- (v^-_I, v^-_J) \right) \quad \text{in} \quad \tau^{11},
\] (A.5)

\[
- \tilde{\psi}^B \chi^- (v^-_I, v^-_B) + \tilde{\sigma}^- (v^-_I) \quad \text{in} \quad \tau^{11}
\] (A.6)

Since \(\partial_{\dot{a}} h_{B I} = \epsilon_{B}^\dot{a} (h_{B I}) = \nabla^- v^-_B (h_{B I}) = 2\gamma_{\dot{a} B I J} \mu h_{B J} - \frac{2}{\varphi} \psi^-_{B J} \chi^- (v^-_I, v^-_B)\) (cf \((2.20)\)) the Christoffel symbols \(\Gamma^A_{B I}\) of the Levi-Civita covariant derivative \(\nabla^1\) of the metric \(h_{B I}\) are

\[
h_{J I} \Gamma^A_{B I} = \frac{1}{2} \left( \partial_B h_{J I} + \partial_{\dot{a}} h_{B J I} - \partial_J h_{B I} \right) = \gamma_{B I J} h_{J \dot{a}} - \frac{1}{\varphi} \psi^-_{J I} \chi^- (v^-_I, v^-_B).
\] (A.7)

Thus,

\[
\tilde{\Theta}^- (v^-_I, v^-_J) = \langle \nabla^- v^-_B (v^-_B, v^-_J) e^- \rangle = \langle v^-_B (\alpha) L^- + \alpha \nabla^- v^-_B - \beta \nabla^- v^-_B \rangle

+ v^-_B (q^B) \psi^-_{B J} + \frac{2}{\varphi} \psi^-_{B J} \chi^- (v^-_I, v^-_B) + h_{B J} \partial_{\dot{a}} q^B

+ \frac{2}{\varphi} \psi^-_{B J} (\gamma_{B I J} h_{J \dot{a}} - \frac{1}{\varphi} \psi^-_{J I} \chi^- (v^-_I, v^-_B)),
\]

where in the third line we used lemma 1. Now it follows directly from \((A.1)\) that \(\nabla^1 \tilde{\psi}^- = \psi^-_{B J} \partial_{\dot{a}} \alpha + \alpha \nabla^- \tilde{\psi}^- - \nabla^1 q_J\). Thus, we conclude

\[
\tilde{\Theta}^- (v^-_I, v^-_J) = \alpha \left( \tilde{\Theta}^- (v^-_I, v^-_J) + \nabla^1 \psi^-_{J I} \right) + \beta \chi^- (v^-_I, v^-_J) - \nabla^1 \tilde{\psi}^-,
\] (A.8)

and the invariance of \((A.5)\) follows from this expression and the second in \((A.4)\). Concerning \(\tilde{\sigma}^- (v^-_I)\), we easily find

\[
\tilde{\sigma}^- (v^-_I) = \frac{1}{\varphi} \langle \nabla^- v^-_B (L^+) \rangle_{g^-} = \frac{1}{\alpha \varphi} \langle \nabla^- v^-_B (\alpha L^+ + q^B v^-_B) \rangle_{g^-}.
\]
\[ \sigma_L = \left( v_j \right) + \frac{q_B}{\alpha \varphi} \chi^L \left( v_j, v_B \right). \]  

(A.9)

Given that \( \varphi^+ \partial_+ H = \varphi^- A \), one obtains the invariance of (A.6) by means of the first expression in (A.4). This finishes the consistency check of \( \tilde{\tau}^{ab} = \frac{1}{\alpha} \tau^{ab} \).
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