Unified analysis of Topological Defects in 2D systems of Active and Passive disks
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We provide a comprehensive quantitative analysis of localized and extended topological defects in the steady state of 2D passive and active repulsive Brownian disk systems. We show that, both in and out-of-equilibrium, the passage from the solid to the hexatic is driven by the unbinding of dislocations, in quantitative agreement with the KTHNY singularity. Instead, although disclinations dissociate as soon as the liquid phase appears, extended clusters of defects largely dominate below the solid-hexatic critical line. The latter percolate in the liquid phase very close to the hexatic-liquid transition, both for continuous and discontinuous transitions, in the homogeneous liquid regime. At critical percolation the clusters of defects are fractal with statistical and geometric properties that, within our numerical accuracy, are independent of the activity and compatible with the universality class of uncorrelated critical percolation. We also characterize the spatial organization of different kinds of point-like defects and we show that the disclinations are not free, but rather always very near more complex defect structures. At high activity, the bulk of the dense phase generated by Motility-Induced Phase Separation is characterized by a density of point-like defects, and statistics and morphology of defect clusters, set by the amount of activity and not the packing fraction. Hexatic domains within the dense phase are separated by grain-boundaries along which a finite network of topological defects resides, interrupted by gas bubbles in cavitation. The fractal dimension of this network diminishes for increasing activity. This structure is dynamic in the sense that the defect network allows for an unzipping mechanism that leaves free space for gas bubbles to appear, close, and even be released into the dilute phase.

I. INTRODUCTION

In two-dimensions (2D) thermal fluctuations often prevent the emergence of Long-Range Order (LRO), as illustrated by the absence of spontaneous magnetization in 2D Heisenberg magnets [1] and positional order in 2D particle systems [2]. However, unconventional phase transitions driven by topological defects can still occur: for example, in 2D planar magnets, the binding-unbinding of vortices drive the so-called Berezinskii-Kosterlitz-Thouless (BKT) transition between a paramagnet and a low temperature critical phase with Quasi-Long-Range Order (QLRO) [3, 4].

The nature of the melting transition in 2D is far more involved and controversial than the BKT magnetic one [5–11], partly due to the fact that particle systems might have two types of order, translational and orientational, and thus two kinds of topological defects: dislocations and disclinations. The most standard picture of 2D melting in spherically symmetric particle systems follows the work of Kosterlitz-Thouless-Halperin-Nelson-Young (KTHNY) [11–13], according to which the transition from the solid (with positional QLRO and orientational LRO) to the isotropic liquid, occurs in two-steps, separated by an intermediate hexatic phase characterized by orientational QLRO. In this picture, these solid-hexatic and hexatic-liquid transitions are of BKT type, driven by the unbinding of dislocations and disclinations, respectively. While evidence for the KTHNY scenario was given by some experiments [14] and simulations [15–18], alternative mechanisms were proposed [5–6]. In particular, one in which the continuous two-step scenario is preempted by a single solid-liquid first-order transition driven by the aggregation of defects into grain-boundary-like structures [19–21]. Recent simulations [22–27] (see also [28]) and experiments [29] showed that the melting of equilibrium passive repulsive disks shares aspects of both scenarios: a BKT solid-hexatic transition but a first-order hexatic-liquid one, if the interaction potential is stiff enough. It was thus suggested that the disclination-unbinding mechanism should be preempted by a first-order transition involving the proliferation of clusters of defects forming a percolating network in the liquid regime [17, 23–25]. The mechanism for the hexatic-liquid transition should then be similar to the one controlling melting in 3D colloidal crystals, i.e., the growth of the
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meritten in Sec. I. Both the hexatic-liquid and solid-hexatic transitions are shifted to higher densities as the degree of activity is increased and, at sufficiently high energy injection, these transitions overlap with a coexistence region purely triggered by self-propulsion, the so-called Motility-Induced Phase-Separation (MIPS) [51–57]. Although topological defects are known to be crucial to grasp 2D equilibrium phase transitions, little attention has been paid to the study of how they influence phase transitions in active systems [58–61].

In this paper we shed new light on the 2D melting mechanism, both in- and out-of-equilibrium. With a huge computational effort we collected enough numerical data to perform a thorough quantitative analysis of the full spectrum of topological defects in systems of passive and active repulsive Brownian disks. Besides a careful analysis of point-like defects, we also characterize more complex structures, in the form of networks of strings and extended clusters of defects. Worthy of note is that we have studied the point-like defect number densities with the one of the defect-defect spatial correlations. This allows us to grasp the spatial organization of different kinds of point-like defects and, in particular, the preferred distance between them. We prove in this way that disclinations are not free but lie close to more complex defect structures at the interesting high densities where the thermodynamic transition takes place. Finally, we focus on the MIPS phase and we demonstrate that the defects are mostly located along grain bound-
aries between regions with different local orientational order. These give rise to a sort of unzipping dynamic mechanism that leaves free space for gas bubbles to cavitate. The size of this network does not scale with the size of the dense phase since the bubbles interrupt its connectivity. Consistently with other measurements, the properties of the defects in MIPS do not depend on the packing fraction at fixed activity.

The layout of the paper is the following. In Sec. II we introduce the model and the numerical methods. Section III is devoted to the definition and computational identification of all kinds of topological defects. We also recall the definition of several observables and critical percolation properties. We have chosen to order the following Sections in a way that goes from the analysis of the simpler point-like defects to the one of the larger structures. In Sec. IV we focus on the study dislocations and disclinations, and their influence on the solid-hexatic and hexatic-liquid transitions, respectively. The MIPS phase and its network of strings of defects are studied in Sec. V. The properties of the defect clusters, their percolation, and its interplay with the melting mechanism are analyzed in Sec. VI. Finally, we close the paper in Sec. VII where we put our results in the context of generic melting studies on the one hand, and we explain how the topo-
logical defect organization in MIPS relates to the micro hexatic phase separation on the other. We also make a short summary of our findings in this Section. Several Appendices complement our analysis.

II. MODEL AND METHODS

In this Section we present the model of Active Brownian Particles [52, 70, 71], we discuss the numerical methods employed, and we recall the Péclet number – packing fraction phase diagram at fixed temperature [24], focusing on the regime of variation of parameters that will be relevant to our study.
A. Active Brownian Particles

We consider \(N\) Active Brownian Particles (ABP) located at the positions \(\mathbf{r}_i\) in an \(L_x \times L_y\) rectangular box with periodic boundary conditions (PBC) and obeying

\[
m\ddot{\mathbf{r}}_i + \gamma \dot{\mathbf{r}}_i = F_{\text{act}} \mathbf{n}_i - \sum_{j(i \neq j)} \nabla U(r_{ij})
+ \sqrt{2\gamma k_B T} \xi_i ,
\]

\[
\dot{\theta}_i = \sqrt{2D_\theta} \eta_i ,
\]

where \(F_{\text{act}}\) is the self-propulsion force acting along the time-dependent direction \(\mathbf{n}_i = (\cos \theta_i, \sin \theta_i)\), \(r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|\) is the inter-particle distance, and \(U(r)\) is a repulsive potential. We consider two cases: (i) a hard core form and (ii) a hardcore form.

\[
U^H(r) = 4\varepsilon [(\sigma/r)^{64} - (\sigma/r)^{32}] + \varepsilon
\]

if \(r < \sigma_d = 2^{1/32}\sigma\) and 0 otherwise or (ii) a soft one

\[
U^S(r) = \varepsilon (\sigma_d/r)^6
\]

if \(r < 2.6\sigma_d\) and 0 otherwise. The components of \(\xi\) and \(\eta\) are zero-mean and unit variance independent white Gaussian noises. We fixed \(D_\theta = 3k_B T/(\sigma^2 \gamma)\). A constant persistence time \(\tau_P = 1/D_\theta\) gives a persistence length \(l_P = F_{\text{act}} \tau_P / \gamma\). We vary the packing fraction \(\phi = \pi \sigma_d^2 N / (4L_x L_y)\), where \(L_x / L_y = 2/\sqrt{3}\) (to allow for perfect hexagonal sphere packing), and the Péclet number \(\text{Pe} = F_{\text{act}} \sigma_d / (k_B T)\). The persistence length is \(l_P = \text{Pe} \sigma_d / 3\) and grows proportionally to the Péclet number. Lengths and energies are later measured in units of \(\sigma_d\) and \(\varepsilon\), respectively. The friction coefficient and the mass are set to \(\gamma = 10\) and \(m = 1\), consistently with an over-damped description. The temperature \(T\) controls the translational and orientational noise-noise temporal delta-correlations and was held fixed to \(k_B T = 0.05\) for the hard potential case and \(k_B T = 1\) for the soft one. In most of the simulations \(N = 512^2\).

B. Numerical simulations

We used a velocity Verlet algorithm in the \(NVT\) ensemble that solves Newton’s equations of motion with the addition of two force terms, a friction and a noise, which mimic a Langevin-type thermostat. The number of particles \(N\) and the volume \(V\) are fixed externally. The algorithm integrates numerically the stochastic evolution.

We used perfectly ordered initial conditions — with the disks arranged on a triangular lattice of a given spacing yielding the desired global surface fraction — because they relax faster towards stationarity in dense cases, the ones on which we are mainly interested in, rather than disordered packings. We ensured that the analysis is performed in the steady state limit.

Concerning the numerical methods, we parallelized the numerical computation with the help of the open source software Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS), available at \url{www.github.com/lammps}.

We adapted the time-step of integration, \(\Delta t\), to enforce numerical stability. In this study, we gradually reduced the value of \(\Delta t\) in Molecular Dynamics simulation time units (MDs) for increasing \(\text{Pe}\). For systems at \(0 \leq \text{Pe} \leq 10\) we used \(\Delta t = 0.005\), for \(10 < \text{Pe} \leq 50\) we used \(\Delta t = 0.002\), while for \(\text{Pe} > 50\) we used the smallest time-step \(\Delta t = 0.001\). Typical simulations took \(50 \times 10^4\) MDs to ensure stationarity. As a rule, we let the system further evolve in the stationary regime for \(50 \times 10^4\) MDs before gathering data. On average each simulation lasting \(100 \times 10^4\) MDs was run on 48 processors for a total of 96 hours for each CPU. We run 3-5 independent simulations per parameter value.

C. The phase diagram

From extensive numerical simulations as the ones described above, and a systematic analysis of the pressure, correlation functions, local density and hexatic order distributions, we obtained the phase diagram of the hard ABP, with the potential defined in Eq. \(2\) \cite{24}. A zoom over the high packing fraction part of it is presented in Fig.1. The diagram includes a solid, a hexatic and a liquid phase, with the addition of the MIPS sector at sufficiently high Pe and a small co-existence region close to \(\text{Pe} = 0\). The phase transitions are indicated with line-points (with different colors). We call \(\phi_h\) the solid-hexatic transition density and \(\phi_l\) the hexatic-liquid one. Note that for a first-order hexatic-liquid transition we denote by \(\phi_l\) the high-density branch of the coexistence region. Clearly, both vary with \(\text{Pe}\). The phase transition between liquid and hexatic, close to the passive limit, is of first order and it is accompanied by a narrow co-existence region which is shaded in blue in the figure. \(\phi_{cp} \approx 0.91\) is the close packing fraction for hard disks. We refer to \cite{24} for further details on how the MIPS, solid and hexatic regions were identified. On top of the latter “thermodynamic” transitions, in the present work we identify and characterize a novel geometric transition, associated with the percolation of clusters of defects, occurring at \(\phi_P\) and represented in the phase diagram with red symbols.

Instrumental to measure orientational order, is the local hexatic order parameter

\[
\psi_{6i} = \psi_6(\mathbf{r}_i) = \frac{1}{N_i} \sum_{k=1}^{N_i} e^{i6\theta_{ik}},
\]

with \(\mathbf{r}_i\) is the position of the \(i\)th disk and \(\theta_{ik}\) the angle formed by the segment that connects its center and the one of its \(k\)th out of its \(N_i\) nearest neighbors, identified with a Voronoi construction. Pictorially, the local orientational order is represented with color maps in which the colors designate different projections of the local hexatic order on the orientation of the global hexatic order
FIG. 1. Phase diagram of Active Brownian hard disks at high densities ($\phi > 0.7$). The blue line locates the hexatic-liquid transition, $\phi_l$, which can either be discontinuous at low Pe ($< 3$, opening up a coexistence region, shown in shaded gray), continuous at higher values of Pe, and even penetrate within the MIPS region (dashed line at high Pe). The orange curve is the solid-hexatic transition, $\phi_h$, which is continuous for all values of Pe. The values of $\phi_h$ and $\phi_l$ at Pe = 0, 10, 20, 30, 40, 50 are given in Tables I and II, respectively. (For Pe = 0, $\phi_l$ is the upper limit of the coexistence sector.) The black curve delimits the coexistence region opened up by Motility-Induced Phase Separation (MIPS). The red curve indicates the percolation transition of (coarse-grained) clusters of defects occurring at $\phi_P$. Filled red symbols are the $\phi_P$ extracted from the analysis of the probability of occurrence of a wrapping cluster, $P_\infty$, at different system sizes, while the empty one at Pe = 50 is determined from the inspection of the cluster size distributions, $P(n)$. The properties of this transition are largely discussed in Sec. VI. The close packing of hard disks sets the upper limit of the plot, at $\phi_{cp} \approx 0.91$.

III. TOPOLOGICAL DEFECTS

The topological defects are mis-coordinated particles, or cells in the Voronoi construction, with respect to the perfect hexagonal lattice, that is to say, the perfectly ordered crystal. Free disclinations correspond to individual cells with 5 or 7 neighbors (5-fold and 7-fold defects), while free dislocations are pairs of neighboring cells with 5 and 7 neighbors (5-7 pairs). Vacancies are point defects resulting from the removal of a particle from the hexagonal packing, and can be identified with different configurations involving, either groups of pairs of bounded dislocations (two or more), or higher-order mis-coordinated cells (with less than 5 or more than 7 neighbors). All these localized topological defects might aggregate into clusters, giving rise to extended structures that we also identify and analyze.

The various types of defects can be seen in Fig. 2, where we plot a selection of a configuration of the active system at a rather high packing fraction. The four kinds of defects mentioned in the previous paragraph are zoomed over in the boxes next to the configuration in panel (a). We see two disclinations in (b), a dislocation in (c), a vacancy in (d), and a detailed view of two clusters of defects belonging to the same grain boundary (shown in yellow in (a) and delimiting regions with different hexatic order) in (e).

In this Section we explain the way in which we classified the defects (Subsec. III A), we define the number density of each defect kind and their radial correlation function (Subsec. III B), we describe the coarse-graining method used to build the clusters of defects (Subsec. III C), and we recall some elements of percolation theory that we will use later on (Subsec. III D).
A. Classification

The analysis of the defects was done according to the classification proposed by Pertsinidis & Ling in Ref. [72].

After having defined a defect core as a set of nearest-neighbor mis-coordinated particles, these authors point out that one configuration of defects can be said to come from a local rearrangement of particles around a vacancy if it satisfies the following properties:

- The mean coordination number is equal to six.
- The modulus \( S \) of the sum of vectors assigned as follows is equal to zero. Consider a set of unit vectors \( e_{ij} \) within the defect core, each one starting from a particle with coordination number \( m_i < 6 \) and ending in a nearest neighbor with coordination number \( m_j > 6 \). The vector \( S \) is the sum of these vectors. This protocol is justified by noting that, for a single dislocation, the Burgers vector \( b \) is in one-to-one correspondence to the vector defined above, being in particular \( b \) equal to \( e_{ij} \) rotated counterclockwise by \( 2\pi/6 \). Therefore, an arrangement of cells with vanishing \( S \) corresponds to a defect with zero Burgers vector.

Given the definition of a vacancy as a defect carrying zero Burgers vectors, all the other defects are classified in the following way:

- Free disclinations: one-particle defects.
- Free dislocations: a pair of nearest-neighbor 5-fold and 7-fold defected particles.
- Vacancies of size \( n \): any configuration of \( n \) nearest-neighbor mis-coordinated particles with mean coordination number equal to six and \( S < S_{th} \), where \( S_{th} \) is a threshold value (replacing zero) taken to be a half of the mean separation between particles.

- A cluster of size \( n \) is any set of \( n \) nearest-neighbor mis-coordinated particles with \( S > S_{th} \).

For large and complex groups of nearest-neighbor mis-coordinated Voronoi cells, there are many ways to arrange the vectors \( e_{ij} \) among all possible 5-7 pairs. One could attempt a complete enumeration that will eventually lead to the optimal assignment of vectors. Another option is to generate a large but not complete number of vector assignments and choose the best one among them, which is the one that accommodates the largest number of arrows, resulting in a maximally-covered configuration. We checked that this strategy is good enough to pinpoint the "maximally-covered" configuration for most of the defect groups. As two examples, Fig. 3 shows a "wrong" vector assignment in panel (a) and a "correct" one, which we will choose, in panel (b).

Finally, in panel (c), we zoom over the interface between the dense drop and the gas in a system with \( P_e = 200 \) and \( \phi = 0.890 \), within the MIPS coexistence region of the phase diagram (see App. [B] for the algorithm used to single out the dense particle cluster). We want to identify
defects within the dense phase only, and avoid counting the ones placed at the boundary between the two phases. For this reason, we spotted the particles or Voronoi cells at the interface and we excluded them from the statistics, see Fig. 3 (c). For example, in the snapshot shown, this led us to disregard from the counting the blue and red empty particles that are placed on defected cells but lie right on the boundary.

B. Number densities and correlations

We define the number density of defects, $\rho_d$, as the number of defected particles involved in all the defects of a given type (e.g., 2 for each dislocation) divided by $N$, the total number of particles,

$$\rho_d = \frac{1}{N} \text{# particles in the selected kind of defect}. \quad (5)$$

In two dimensions, the radial pair distribution function of any kind of point-like object is defined as

$$g(r) = \frac{dn_r}{2\pi rdr \rho} . \quad (6)$$

Given the center of mass of such an object at the origin, $g(r)$ represents the probability of finding another one at distance $r$ from it, relative to the one of an ideal gas. It therefore helps describing how the density of the objects under study varies as a function of distance from a reference one: $dn_r$ is the number of items that are a distance between $r$ and $r + dr$ away from the reference, and the denominator ensures normalization with respect to the angular average, with $2\pi rdr$ the area of a bidimensional spherical shell, and $\rho$ the averaged number density. This ensures that $g(r) = 1$ when the system is structureless (for instance in the dilute or $r \to \infty$ limits).

C. Coarse-graining

Grain boundaries appear as chains of closely spaced defects (see Fig. 3), though the latter are not fully connected at the single Voronoi cell scale. We fill the microscopic gaps with a coarse-graining procedure routinely applied to study gelation [73]. The procedure is demonstrated in Fig. 4 with an example. The thin straight lines separate space into $d_x \times d_y$ rectangular cells, with different linear lengths $d_x$ and $d_y$ proportional to a length scale $d_s$. This choice guarantees the covering of the rectangular $L_x \times L_y$ simulation box. More concretely, we used $d_{x,y} = L_{x,y}/\text{int}(L_{x,y}/d_s)$, where int is the integer part function. A cell is painted yellow whenever the center of a defected particle falls in it. Coarse-grained clusters are built by joining such cells when they share a boundary.

D. Percolation

Percolation occurs when a connected cluster of defects wraps around the periodic boundaries of the system. In order to identify whether a cluster of defects is percolating we applied the method designed by Machta et al. [75, 76]. Accordingly, while running the algorithm to
organize defected cells into connected clusters, for each cluster we keep track of the paths connecting all the sites to the first defected cell we identified (i.e. the root of the algorithm). The wrapping condition for a given cluster is fulfilled whenever the difference between the paths (both along the x- and y-direction) of two different sites belonging to the cluster equals the system size.

Continuous percolation refers to the cases in which the concerned objects are placed in continuous space in contrast to the better understood lattice problem in which they occupy the sites of a regular structure. Percolation on a lattice is a specially appealing phenomenon since it is well understood theoretically and presents critical and universal features, with independence of the microscopic details [77]. In contrast, continuous percolation [78–80], as it arises, for example, in liquids, is not as well characterized analytically. Here, by mapping the continuous problem on a lattice one we get closer to the better understood discrete setting.

A way to locate the critical parameters for percolation in a system with periodic boundary conditions is to monitor the probability of occurrence of a wrapping cluster. Such probability is usually denoted \( P^\infty \) and, for finite size systems, it smoothly varies from 0 (no percolation) to 1 (complete percolation). \( P^\infty \) satisfies finite size scaling and, in the infinite size limit, it detaches from zero at the critical control parameter. The best way to estimate the latter in a finite size system is, therefore, to perform a finite-size scaling analysis: the curves \( P^\infty (\phi) \) obtained for different sizes should cross at a common point, which we identify with the onset of percolation, \( \phi_p \).

Several characteristics of the clusters in a percolating problem have been defined and analyzed. An essential aspect of critical percolation is their fractal morphology. A way to study the clusters’ geometry is to relate their size, \( n_C \), giving the number of cells that constitute the cluster, to a length scale, e.g., their radius of gyration

\[
R_g = \left[ \frac{1}{n_C} \sum_{i \in C} (r_i - r_c)^2 \right]^{\frac{1}{2}},
\]

where the sum runs over all cells in the cluster and \( r_c \) is the position of its center of mass. The relation between the size and gyration radius defines the fractal dimension \( d_f \):

\[
n_C \sim R_g^{d_f}.
\]

Another key ingredient of percolation theory is the probability distribution function of cluster sizes, \( P(n) \), which takes the form [77]

\[
P(n) \sim n^{-\tau_n} e^{-n/n^*},
\]

where the so-called Fisher exponent, \( \tau_n \), is related to the clusters’ fractal dimension via

\[
\tau_n = 1 + d/d_f,
\]

and \( n^* \) diverges at the percolation critical point.

IV. THE KTHNY PICTURE: DEFECT UNBINDING

In the KTHNY picture, melting occurs in two steps, driven by the unbinding of dislocations and disclinations. Lowering the global packing fraction from a closed packed state, a first transition takes place when groups of four point-like defected particles, with five and seven neighbours in the Voronoi tessellation of space, separate in pairs of two. The latter are the so-called dislocations, which are formed by two connected particles with five and seven neighbours. Decreasing further the global packing fraction, a second transition takes place when dislocations dissociate into two isolated defected particles, or disclinations, which are then free to move within the full sample. This scenario is represented in Fig. 4.

The BKT-like transitions predict that the number density of free dislocations and disclinations, defined in Eq. (5), decay at the corresponding critical points \( \phi_c \) as

\[
\rho_d \sim a \exp \left\{ -b[\phi_c/(\phi_c - \phi)]^\nu \right\},
\]

with the parameters \( a \) and \( b \) and the critical packing fraction \( \phi_c \) being non-universal, and the exponent \( \nu \) taking the values

\[
\nu \begin{cases} 
  \simeq 0.37 & \text{at the solid-hexatic} \\
  = 0.5 & \text{at the hexatic-liquid} 
\end{cases}
\]

transitions. These are the results derived by Nelson & Halperin [12] and Young [13], following the development by Kosterlitz [81] for the 2DXY model.

In this Section we will study in depth the number density of dislocations and disclinations, and how they detach from zero at the solid-hexatic and hexatic-liquid transitions, putting special emphasis on the comparison to the predictions of the KTHNY theory. We complement this study with an analysis of the spatial organization of defects.

A. Number densities

We use the classification introduced in Sec. III A to identify the isolated dislocations and disclinations [72], namely, the isolated miscoordinated pairs of particles or single particles, respectively. In this analysis we associate them to free point-like defects. Unless otherwise stated, the data in the plots are sampled over 50 independent instantaneous configurations selected at sufficiently spaced times in the stationary regime.

The number densities of free dislocations and disclinations, see Eq. (5), are shown in Fig. 5 in four representative cases: (a) passive hard disks, Pe = 0; (b) ABP at Pe = 10; (c) ABP at Pe = 20; (d) ABP at Pe = 100. For equilibrium hard disks the liquid-hexatic transition is discontinuous, showing a coexistence region between the pure hexatic and liquid phases (gray area). In cases (b)
Unbinding of dislocations and disclinations: the mechanism behind the solid-hexatic and hexatic-liquid phase transitions in the KTHNY theory. As in previous figures, disks in red and blue are 5-fold and 7-fold defected particles in the Voronoi construction. The arrows represent the local hexatic order parameter, see Eq. (4), attached to each particle and are used to quantify the bond orientational order. Close to the $\phi$ axis, the nature of the orientational and translational order characterizing the three phases are indicated: Long-Range (LR), Quasi-Long-Range (QLR) or Short-Range (SR).

and (c) the liquid-hexatic transition is continuous and (d) exhibits MIPS [24]. In the MIPS coexistence region we only count defects belonging to the dense phase. The values of the critical parameters separating solid, hexatic and liquid phase are taken from the analysis of the correlation functions and the equation of state presented in Ref. [24] for the hard disk model, see Tables I and II.

The first noticeable fact in all panels in Fig. 6 concerns the transition between the solid and hexatic phases. At the vicinity of the hexatic phase (blue background), the number of free dislocations increases sharply, indicating that they break positional QLRO and mediate the solid-hexatic transition at all $Pe$. This leads us to the following statement:

- The solid-hexatic transition in ABP interacting via a hard repulsive potential is consistent, at least qualitatively, with the KTHNY scenario.

Figure 6 also informs us about the dissociation of dislocations into disclinations close to the hexatic-liquid transition. The density of free disclinations (gray squares) is very close to zero in the hexatic phase and detaches significantly from this value when the liquid appears, either as a pure phase, in panels (b) and (c), or co-existing with the hexatic, in panels (a) and (d). We see that:

- The unbinding of disclinations arises in the liquid component of passive and active systems.

The data shown in Fig. 6 correspond to systems with $N = 512^2$ particles. We have performed a similar analysis in systems with less particles, e.g. $N = 256^2$, and found comparable results. For this range of particle numbers, we have not observed strong finite size effects. We argue why this is so when presenting a more specific data analysis of both dislocation and disclination number densities below. See also App. C.

In Fig. 6 we also plot, with thin black lines, the % of non-defected particles, that is to say, those which are 6-fold connected, with the scale given in the right vertical axis. Note that, as in Ref. [82, 83], there is quite a lot of 6-fold order even in the liquid phase, not too far from the hexatic-liquid transition, with approximately 80% of the particles being of this kind.

B. Solid-hexatic transition: dislocations

A precise quantitative analysis of the way in which the density of free dislocations departs from zero at the solid-hexatic transition is notably hard even in the passive case. For example, the curves for the free dislocation density shown in Fig. 3a in [25] are not accompanied by a fit. Still, we have performed a convincing analysis of our data points, which exhibit the behaviour predicted by the BKT singularity.

We fit the free dislocation number densities shown in Fig. 7 using Eq. (11) close to the solid-hexatic transition for various values of the Péclet number. The fits were performed over the data in the hexatic and solid phases.
FIG. 7. Number density of dislocations close to the solid-hexatic transition at different Pe given in the key. The values of the offset $\phi_h(Pe)$ in the horizontal axis are the ones found with the methods in [24], recalled in Table I. The region painted orange corresponds to the solid phase. Dotted and broken lines show three ($a, b, \phi_c$) and four (also $\nu$) parameter fits, respectively, to the form in Eq. (11). In one fit the exponent is fixed to the KTHNY value $\nu = 0.37$ and the values of the fitting parameters and the $\chi^2$/ndf are reported in Table I. In the other fit $\nu$ is also an adjustable parameter, see App. E for details. All fits are performed over the data in the hexatic and solid phases only, delimited by the vertical dashed lines to the left of the origin (of different color for each Pe).

only: the fitting intervals for the different Pe values are delimited with vertical color lines. For all Pe the fitted curves deviate from the data as soon as these cross the hexatic-liquid transition.

Equation (11) has four parameters and we followed different fitting procedures to determine them. We first fixed the value of the exponent $\nu$ to the one predicted by the KTHNY theory in the passive limit, $\nu = 0.37$ [12][13], leaving $\phi_c$, $a$ and $b$ as fitting parameters. In App. D we give more details on this fitting procedure and we estimate the confidence interval of the parameters $a$ and $b$. Alternatively, we considered $\nu$ as a forth adjustable parameter, see App. E. We present the analysis as a function of $\phi - \phi_h(Pe)$ with $\phi_h(Pe)$ the solid-hexatic transition value obtained from the study of correlation functions and local probability densities [24].

Although the performance of the two fitting procedures may seem similar, a better judgement of their relative quality is gained from the comparison of the fitted $\phi_c(Pe)$ and $\phi_h(Pe)$, see Table I and App. E (a similar strategy was applied to the 2DXY model in [84]). The two values are closer when the exponent $\nu$ is fixed to $\nu = 0.37$, the HNY value. The fitted values of $\phi_c$ at different Pe are around 1-2% off the ones determined with the measurements of correlation functions and probability density profiles [24], providing an alternative way to locate the solid-hexatic transition. Indeed, in our ABP model $\phi_c$ is only slightly above $\phi_h$ in the five active cases considered when $\nu = 0.37$ (e.g. $\phi_c = 0.853$ vs. $\phi_h = 0.840$ at Pe = 10). A similar weak deviation between the critical points was measured by Han et al. [85] in their experiments with a passive microgel. We note, however, that close to $\phi_h$, these authors found around 10 times more dislocations than we do. Far from $\phi_h$ the percentage of dislocations in [85] and here are similar. The different form of the fitting curve in [85] compared to ours is due to the excess in $\rho_d(\phi_h)$. The increase around $\phi_c$ is controlled by the parameter $b$ in the fitting curve, which should take a larger value in [85] (not reported) than in our fit. The proportion of particles in dislocations and the form of the curve $\rho_d$ are similar to ours in other simulations, see e.g. [25][86], though no quantitative analysis of the critical behavior was performed in these references.

One may wonder how robust the results in Table I are against coarse-graining. The coarse-graining procedure explained in Sec. III C builds aggregates, like the ones shown in Fig. 4, by gathering together the single defects that are closer than the coarse-graining length $d_c$. After this construction, one computes the number density of all defect species with the classification scheme of Sec. III A. Quite naturally, the number of dislocations and discilinations is diminished after coarse-graining since many of them get attached to larger clusters. In App. F see Fig. 51 we study the effect of the coarse-graining length $d_c$ on the critical behaviour of the number density of dislocations close to $\phi_h$. The three parameter fit, with fixed $\nu = 0.37$, yields values of $\phi_c$ that steadily approach (from above) the $\phi_h$ measured in [24] for $d_c$ increasing from 2 to 5. (In studies of the vortex pair unbinding at the BKT transition of quantum gases, the filtering induced via coarse-graining also has the effect of approaching the vortex unbinding temperature to the critical one [57].)

We conclude that the dislocation data are consistent with the HNY exponent $\nu = 0.37$ all along the solid-hexatic transition, and we therefore state that:

- The solid-hexatic transition in ABP interacting via a hard repulsive potential complies with the KTHNY scenario even quantitatively. Our measurements suggest that the exponent $\nu$ is independent of Pe on this critical line.

| $\text{Pe}$ | $\nu$ | $a$ | $b$ | $\phi_c$ | $\phi_h$ | $\chi^2$/ndf |
|-----------------|-------|-----|-----|----------|----------|-------------|
| 0               | 0.37  | 8   | 2   | 0.75     | 0.735    | 1.61        |
| 10              | 0.37  | 1.5 | 1.61| 0.853    | 0.840    | 2.76        |
| 20              | 0.37  | 1.2 | 1.59| 0.883    | 0.870    | 1.34        |
| 30              | 0.37  | 2   | 1.9 | 0.897    | 0.880    | 2.08        |
| 40              | 0.37  | 0.81| 1.47| 0.898    | 0.885    | 0.791       |
| 50              | 0.37  | 0.38| 1.17| 0.895    | 0.890    | 0.493       |

TABLE I. Dislocation unbinding at the solid-hexatic transition. Analysis of the fitting parameters in Eq. (11) for the density of free dislocations plotted in Fig. 7. The exponent is fixed to the HNY value, $\nu = 0.37$. The values of $\phi_h(Pe)$ are the ones estimated from the analysis of the correlation functions and probability densities in [24], while $\phi_c(Pe)$ are extracted from the fit.
An example of a typical configuration in the hexatic phase with several dislocations is displayed in Fig. 9(b). One can appreciate the spatial arrangement of dislocations which will be analyzed in Sec. IV D.

C. Hexatic-liquid transition: disclinations

In the KTNHY scenario the hexatic-liquid transition is driven by the dissociation of dislocations into free disclinations. We now investigate whether this is indeed what occurs for passive and active Brownian disk systems. Figure 8 displays KTHNY fits, Eq. (11), to the number density of disclinations close to the packing fraction where they detach from zero. We follow the procedure already used to analyze dislocations, and consider both a protocol where \( \nu \) is fixed to its expected theoretical value 1/2, see also App. [D] and an alternative approach where \( \nu \) is a fourth fitting parameter. We compare the quality of these fits according to two criteria: how the critical \( \phi_c(Pe) \) extracted compares to the \( \phi_i \) previously determined \([24]\), and whether the values of the fitting exponent are reasonable.

Concerning \( \phi_c \), we see that the values found with the four-parameter fit are higher and possibly too close to the \( \phi_c \) of the solid-hexatic transition, see Table VI in App. E. Nonetheless, this is not enough to exclude this fit since, in all four, the distance between the fitted \( \phi_c \) and the critical values estimated in [24] are similar in the two protocols, see Table IV.

The second test, that is, whether the values of the fitted \( \nu \) follow a reasonable trend as a function of Pe, suggests, though, that the four parameter fit is less reliable: the fitted \( \nu \) reported in Table VI varies strongly and in a non-monotonic way with Pe and, moreover, for some Pe takes unreasonable values. Therefore, one would conclude that the three-parameter fit with \( \nu = 0.5 \) is more consistent and quite satisfactory.

Nevertheless, going back to Fig. 8 and looking at the raw data one notices that the trend of the curves, organized from top to bottom as Pe increases from 0 to 30, is inverted for larger Pe. Moreover, the density of disclinations for \( \phi > \phi_i(Pe) \) is considerably larger than zero at high Pe, which obscures the interpretation of the data and the subsequent fits.

A better understanding of what happens close to the hexatic-liquid transition is gained from the visualization of the local hexatic order parameter, Eq. (4), and the defects configurations. An example is shown in Fig. 9 for parameters such that the system is in the hexatic phase, above but close to \( \phi_i(Pe) \), where a few disclinations yield a non-vanishing (but small) \( \rho_d \). The first observation is that disclinations are not free to move apart: they are very close to ensembles of many defects. This can be appreciated in panel (b), where two gray circles highlight two defected particles that count as free disclinations. These disclinations are located in regions where the local hexatic order deviates from the majority (red) orienta-

| Pe | \( \nu \) | a | b | \( \phi_c \) | \( \phi_i \) | \( \chi^2/\text{ndf} \) |
|----|--------|---|---|---------|-------|-----------|
| 0  | 0.5    | 0.072| 0.62| 0.734   | 0.725  | 0.430      |
| 10 | 0.5    | 0.066| 0.81| 0.823   | 0.795  | 1.09       |
| 20 | 0.5    | 0.056| 0.8  | 0.857   | 0.830  | 0.710      |
| 30 | 0.5    | 0.025| 0.64| 0.866   | 0.845  | 0.895      |
| 40 | 0.5    | 0.053| 0.71| 0.890   | 0.860  | 0.809      |
| 50 | 0.5    | 0.016| 0.41| 0.874   | 0.855  | 0.233      |

TABLE II. Disclination unbinding at the hexatic-liquid transition. Analysis of the fitting parameters in Eq. (11) for the density of disclinations plotted in Fig. 8. The exponent \( \nu \) is fixed to the KTHNY value \( \nu = 0.5 \). The values of \( \phi_i(Pe) \) are the ones estimated from the analysis of the correlation functions and probability densities in [24], while \( \phi_c(Pe) \) are extracted from the fit. At Pe = 0, \( \phi_i \) is the upper limit of the co-existence region.
the number of disclinations after applying the coarse-graining procedure explained above, Sec. III C. Contrary to what happened with the dislocations, as soon as $d_s \geq 3$ we remove practically all disclinations and end up with an almost vanishing associated number density. The analysis of the pair correlation of disclinations in Subsec. IV D gives further support to their spatial proximity to other defects and to the fact that they can be erased by an even mild coarse-graining.

In conclusion, the behavior of the disclination number density close to the hexatic-liquid transition is more complex than the one of dislocations at the solid-hexatic threshold.

- The analysis of the number density of disclinations is not incompatible with the KTHNY fits with $\nu = 0.5$. However, the proximity of the solid-hexatic transition interferes with the analysis of the hexatic-liquid one. More importantly, other features conspire against the simple unbinding interpretation. Disclinations do not appear to be free but are notably close to large defected structures. This suggests that some other mechanism may also be at work at the hexatic-liquid transition.

D. Radial distributions: spatial organization

We analyze the spatial organization of particles, dislocations and disclinations by measuring their spatial correlation functions defined in Eq. (6).

The radial distribution function for different species is shown in Fig. 10 for passive systems in the liquid, co-existence region, hexatic and solid phases. The peak structure of the particle-particle radial distribution (dashed curves) reproduces the well-known behavior of a hard-disk system at the value of surface fraction con-
sidered [88, 89]. The location of the peaks in the defect pair correlation is very close to the one of the particles themselves because defected particles are immersed in the dense disks layer. Therefore, except for small fluctuations in their position, they copy the same underlying structure of the whole sample. The dislocation-dislocation radial distribution function (blue curves) has a relatively wide bump departing from zero at \( r \approx 2 \) and centered at distances \( r \approx 3 \). It represents the probability density of separation between dislocations, like the ones highlighted in Fig. 9.

The disclination \( g(r) \) presents a first peak at \( r \approx 2 \) which is much more pronounced in the hexatic and solid than in the liquid. This supports the expectation that point-like defects are more tightly bonded in the ordered phases. Still,

- the isolated disclinations are likely to stay close to each other even in the liquid, where one would have expected them (accordingly to the KTHNY scenario) to separate the most.

This is confirmed by the fact that, upon coarse-graining, the number of disclinations drastically diminishes when using a coarse-graining length larger than \( r = 2 \), see App. F. These features are similar to the results reported for the Gross-Pitaevskii classical field equation for Bose gases, in which positive and negative vortices show a pairing correlation that does not disappear above \( T_{KT} \). [87]

The conclusion is that

- dislocations do not pack as closely as disclinations do; they have more freedom, with the consequence of broadening the first peak of their \( g(r) \).

This conclusion is consistent with the analysis of number densities of dislocations and disclinations, reported in Figs. 7 and 8. The number of dislocations grows in agreement with the KTHNY theory at the vicinity of the solid-hexatic transition, while the analysis of disclinations close to the hexatic-liquid transition is less conclusive. As we will see in Sec VI, extended structures of topological defects are the key objects allowing to further characterize the hexatic-liquid transition.

Let us now turn to the active case. Figure 11 shows the \( g(r) \) of dislocations (a) and disclinations (b) at \( Pe = 10 \), and for different densities across melting. As the density increases, as expected, the spatial organization of dislocations gets magnified because the overall number of defects decreases. Moreover, the denser the system, the sharper the first peak located at a distance \( r \approx 3 \) (as in equilibrium), with respect to the others. For disclinations, on the contrary, their is not much change in the form of \( g(r) \) while increasing \( \phi \) from the liquid to the hexatic. We show only one case in the hexatic phase, \( \phi = 0.795 \), very close to the critical point, in order to reveal the behavior of residual tightly bonded disclinations in the ordered phase. Furthermore, we observe that the first peak develops a fine structure, composed of two sub-peaks evidenced in Fig. 11 (b). Such fine structure is also present in equilibrium, as shown in Fig. 10 (c). Figure 12 illustrates the local configurations that give rise to the double first peak. The disclinations are separated by one single lattice layer, while the ones belonging to the second sub-peak have one dislocated lattice layer in between. The difference between the two configurations can also be
understood from the inspection of the Voronoi tessellation close to the defected particles, see the caption of Fig. 12 for more details. We clarify the difference between the pair distribution of dislocations and disclinations with a direct comparison in Fig. 11 (c) of two cases where the number density of the two species are similar. While for dislocations we have \( g(r) > 1 \) over a significative extent beyond \( r \approx 2 \), for disclinations the distance probability density is extremely concentrated around the minimum value \( r \approx 2 \). In addition, the total number of defects of any species at a distance \( r \), \( n_r \), grows much faster for disclinations that for dislocations. Moreover, for disclination, it reaches \( n_r = 1 \) at \( r \approx 2 \) (see Fig. 11 (d)), further confirming that, even deep in the liquid phase, every disclination has on average one neighboring defected particle at a distance smaller than 2.

V. MIPS AND FINITE LENGTH STRINGS

In this Section we focus on parameters in the MIPS region of the phase diagram (for some recent studies of this phase see [90–94]) where the system separates into a macroscopic dense and a dilute phase, and we investigate the defects in the dense component only. In other words, we do not consider the particles in the dilute phase nor in the bubbles within the dense one [95], even though they are most likely mis-coordinated. For the same reason, we do not count the particles sitting on the boundaries between the dense phase (see App. B for the method used for its identification) and the gas, see Fig. 3.

In short, we start by evaluating the number density of point-like defects and we then study more complex structures made by nearby topological defects. We will find an extended, though finite-length, network of defects which separates orientationally ordered micro-domains [95].

A. Point-like defects

The parameter dependence of the number density of point-like defects across the MIPS coexistence sector is displayed in Fig. 13. The number density of each kind of defect remains practically constant below the packing fraction that we identified as the end of the QLR hexatic order [24] and until the low density spinodal [24, 96]. Therefore,

- the bulk of the dense phase generated through MIPS is characterized by a density of point-like defects set by \( Pe \) and not \( \phi \).

This is another aspect of MIPS that behaves as in equilibrium phase-separation: in the \( NVT \) ensemble, the parameter that triggers the phase separation, here \( Pe \) (would be the temperature \( T \) in an equilibrium system of attractive particles), controls the nature of the two co-existing phases, hence the density of point-like defects, while the mean particle density sets the fraction of the system belonging to each of them.

FIG. 13. Number density of all kinds of defects at a fixed high \( Pe \) and varying \( \phi \). The gray zone is the MIPS sector of the phase diagram and the dashed blue line inside it indicates the \( \phi \) above which local orientational correlations are scale-free. Panel (b) zooms over the high \( \phi \) region. The number density of vacancies has a net peak at the solid-hexatic transition. The decrease in number to the left of the peak is concomitant with the increase in dislocation number. The number density of vacancies is \( \phi \) independent in MIPS below the hexatic dotted line. The same conclusion applies to the density of defected particles in clusters.

Besides dislocations and disclinations, vacancies are another kind of localized defect that displays an interesting parameter dependence within MIPS. In the way we defined them, vacancies include bounded dislocation pairs [72], they do not break positional QLRO, and can thus be present in the solid phase. As shown in Fig. 13, the number of vacancies increases as the density is decreased in the solid regime, but rapidly decays as we get into the hexatic phase, leaving a peak at the transition. Such decay is concomitant with an increase in the number of dislocations, since some vacancies can be though of as two bounded dislocations. Besides a high \( \phi \) region, where the solid and hexatic phases penetrate MIPS, the number density of vacancies also remains constant within MIPS.

FIG. 14. Variation with \( \phi \) of the radial distribution functions of dislocations (a) and disclinations (b) in the MIPS phase of the active system at \( Pe = 100 \). The quasi-periodic peaks in both panels have an envelope which falls off algebraically and is well represented by \( r^{-1/2} \).

Figure 14 displays the pair correlation of dislocations and disclinations in the dense phase of MIPS at different
global packing fractions. The curves have multiple well-defined peaks with decreasing height at farther distances, and they remain almost unchanged when varying $\phi$. This is again consistent with the fact that the actual density of the dense phase is set, approximately, by the upper limit of MIPS and is hence independent of $\phi$. The spatial distribution of disclinations displays a sharper peak structure, indicating that disclinations are more correlated in space than dislocations, forming a structure with a higher degree of order. Note that the two sub-peak structure of the disclination $g(r)$ at very short $r$, already reported in Fig. 11, is also present in MIPS. Finally, compared to the correlations in the passive system or for weak activity, there are many more sharp peaks here. Interestingly enough, these peaks have an envelop that is well approximated by the algebraic decay $r^{-1/2}$. This decay is much slower than what we saw in homogeneous phases and we will argue that it is due to the string-like organization of defects in the dense phase built via MIPS that we discuss below.

### B. A network of defects

Up to now we have focused on point-like defects: dislocations, disclinations and vacancies. However, most miscoordinated particles in the MIPS dense phase cannot be identified as such, but appear in clusters comprising several defected particles.

Figure 13 also shows (with red triangles joined by lines) the number density of particles belonging to clusters of topological defects. Apart from a relatively sharp increase close to the upper limit of the MIPS region, this curve is approximately $\phi$ independent all the way until the lower (spinodal) limit of MIPS.

The structure of these clusters can be appreciated in the image in Fig. 15. We show in (a) the local hexatic order color map with finite-size hexatic domains. The right panel (b) displays the same configuration with 6-fold coordinated particles painted in gray, the ones with 5 or more than 7 neighbors in black. The particles in the gaseous phase are eliminated and they remain almost unchanged when varying $\phi$. As the hexatic micro-domains are compact, from $R_H$ one can estimate an averaged hexatic area, $A_H = \pi R_H^2$. The values taken by $A_H$ at three Pe values are given in Table III.

The dense phase is also populated by gas bubbles [95]. The dense phase formed via MIPS is thus plagued with defects forming elongated clusters, or strings, associated to the formation of grain boundaries delimiting regions with different orientation. One can also clearly see from Fig. 15 that the defect strings tend to form a network but are also interrupted by the gas bubbles in cavita-
These chains of closely spaced defects are not fully connected at the single cell scale, as evidenced in Figs. 2 (e) and 15 (b). We therefore treated the configurations with the coarse-graining procedure explained in Sec. III C with $d_g = 3 \sigma_d$. Clusters of defects obtained with this technique are shown in Fig. 18. (The boundaries with the gas bubbles are also occupied by defected particles but we recall that we do not count them.) All in all, we identified in this way the coarse-grained clusters of defects that we next analyze with the tools devised to understand the morphology and statistics of percolating objects, recalled in Sec. III D.

A measure of the length scale of a cluster is given by its radius of gyration $R_g$. The data in Fig. 16 are scatter plots for the cluster size, $n_C$, against the radius of gyration, $R_g$, in systems with different packing fraction but all at the same $Pe = 100$. Again, within our numerical accuracy, all data fall on top of each other yielding a single estimate for the fractal dimension $d_f \approx 1.60$. The error bars for this measurement and the ones at other $Pe$ are given in Table III. Data for other $Pe$ values also show $\phi$ independence (within our numerical accuracy). The outcome of the evaluation of $d_f$ are reported in Table III. See also the gray data-points in Fig. 24. The results show a monotonic weak decay with $Pe$ varying, roughly, from 1.65 at $Pe = 50$ to 1.57 at $Pe = 200$. In short, we see

- a weak decay of $d_f$ with increasing $Pe$, which suggests that the cluster network gets thinner as $Pe$ increases.

The cluster size distribution $P(n)$ is shown in Fig. 17. It was obtained by counting the number of coarse-grained clusters made of $n$ defected cells at $Pe = 100, 200$ and various values of $\phi$ specified in the keys. The data in the solid (orange) and hexatic (blue) are separated from all curves within the MIPS region of the phase diagram (gray), that fall on each other (apart from one outlier which is in the hexatic region within MIPS). Thus,

- the defect cluster size distribution and the morphology of the clusters remain largely invariant within MIPS at fixed $Pe$,

similarly to what we saw in Fig. 3 (d) and with the analysis of the number density of all kinds of defects. These results are in line with the absence of packing fraction dependence of other observables at fixed $Pe$ within MIPS.

Solid and hexatic data are well represented by exponential decays $P(n) \propto e^{-n/n^*}$. For instance, at $Pe = 100$ we found that the scales in the exponential decay are $n^* \approx 30$ in the solid and $n^* \approx 50$ in the hexatic for $Pe = 100$ and $Pe = 200$ alike, $n^* \approx 500$ for $Pe = 100$ and $n^* \approx 200$ for $Pe = 200$ in the MIPS region. The data in the MIPS phase with hexatic order are compatible with the $2.2$ exponent, though with a shorter cut-off than the rest. This is due to the presence of a macroscopic single-color hexatic domain (implying the divergent hexatic correlation length) and small regions of other colors. Thus, the domain boundaries are also shorter.

![FIG. 16. Scatter plot of the size of the defect clusters against their radius of gyration for parameters at high activity, in the MIPS region of the phase diagram. The blue and gray vertical arrows point towards the largest $n_C$ for $\phi$ in the hexatic phase and in MIPS, respectively. From $n_C \approx R_g^{d_f}$, shown with a dashed line close to the data, the estimated fractal dimension is $d_f \approx 1.60$ (error bars are given in Table III). The vertical dotted line indicates the approximate linear size of the dense droplet in MIPS (for a system with equal area of dense and gaseous phases for which $L/2 \approx 250$).](image1)

![FIG. 17. Probability distribution of defect cluster sizes at $Pe = 100$ (a) and $Pe = 200$ (b) and several packing fractions, across the different phases. The data represented in gray lie in the MIPS region, while the blue and orange in the hexatic and solid, respectively. The outlier gray data in (a) are for parameter within MIPS, in between the lower limit of the hexatic phase and the end of MIPS. Decays of the type $n^{-\tau_n} e^{-n/n^*}$ with $\tau_n \approx 2.2$ are shown with dotted lines ($n^* \approx 30$ in the solid, $n^* \approx 50$ in the hexatic for $Pe = 100$ and $Pe = 200$ alike, $n^* \approx 500$ for $Pe = 100$ and $n^* \approx 200$ for $Pe = 200$ in the MIPS region). The data in the MIPS phase with hexatic order are compatible with the $2.2$ exponent, though with a shorter cut-off than the rest. This is due to the presence of a macroscopic single-color hexatic domain (implying the divergent hexatic correlation length) and small regions of other colors. Thus, the domain boundaries are also shorter.](image2)
In Table III we report the average area of the hexatic domains, $\langle A_H \rangle$, gas bubbles, $\langle A_B \rangle$, and average cluster size, $\langle n \rangle$, together with the fractal dimension of the clusters of defects, $d_i$. A first observation is that while $\langle A_H \rangle$ grows, $\langle n \rangle$ decreases with Pe, which is compatible with the idea that the defect clusters are mostly located along the boundaries between hexatic patches. A second remark is that $d_i$ weakly decreases with Pe, suggesting that clusters get more string-like as Pe increases. This in agreement with the inspection of snapshots, see, for instance, Fig. 18.

We stress here that the way in which we count the defects, excluding the boundaries between dense and gaseous regions, inhibits the possible percolation of defect clusters within MIPS. Indeed, if the network of grain boundaries within the MIPS drop percolated, we would observe different distributions at different densities concomitant with the growth of the dense drop size with $\phi$. However, this does not happen, see Fig. 17. Instrumental to this result is the appearance of gas bubbles 95 97 within the droplet which cut the defect network.

Finally,

• in the MIPS regime, we see hexatic domains, leaving behind a network of grain-boundaries, that can become large but remain finite. The topological defects are mainly located along these boundaries and the network is cut by the gas bubbles.

VI. MELTING AND PERCOLATION OF CLUSTERS OF DEFECTS

In Sec. IV we studied the densities of point-like defects, how they compare to the standard KTHNY theory of melting in passive systems, and their behavior in the presence of self-propulsion. Next, in Sec. V we focused on MIPS and we characterized the aggregation of defects into a ramified non-percolating network. Now, we investigate in depth the collective behavior of defects.

For parameters close to the hexatic-liquid transition, most mis-coordinated cells cannot be identified as disclinations or dislocations, but appear in clusters comprising defects of alternating topological charge, see Fig. 2 and Fig. 20. These objects, when sufficiently large, lie beyond the KTHNY theory. Thus, quite naturally, we need to understand which role they play in the melting of the hexatic.

A related purpose of this Section is to investigate whether defect clusters show any qualitative difference depending on the first order (for very small Pe) or second order (for larger Pe) nature of the hexatic-liquid transition. For this reason, we also study Brownian particles with a soft interacting potential for which the melting transition in the passive limit has been shown to be continuous 23 (see also App. A).

A. Number densities

We start by comparing the number density of particles belonging to the different kinds of defects in the passive and active hard disk system, as well as in the soft particle passive one. Figure 19 shows that
FIG. 19. Normalized number density of dislocations, vacancies and clusters, as a function of \( \phi \) for passive hard disks (a), ABP at \( \text{Pe} = 10 \) (b) and \( \text{Pe} = 20 \) (c), and passive soft disks (d). The solid, hexatic, phase-coexistence and liquid regions are shown in orange, blue, gray and white, respectively.

- the number density of particles in clusters dominates the distribution of defects in the hexatic and liquid phases, proving that topological excitations are collective rather than localized in this sector of the phase diagram.

This also suggests that their proliferation might play an important role in the mechanism driving the melting of the hexatic, instead of (or at least in combination with) the unbinding of disclinations. Clusters of defects in hard-disk systems have been associated to the formation of grain boundaries delimiting regions of different hexatic order \([23, 25]\), which could drive an alternative first-order melting mechanism in 2D \([19–21]\). For passive soft-disks and active hard disks at \( \text{Pe} = 10, 20 \), there is no evidence for a first-order transition, and yet the density of defected particles in clusters at the liquid-hexatic transition is very close to the passive hard-disk value (\( \approx 0.05 \)). This suggests, as we show below, that the proliferation of clusters might be generic and not responsible for the first-order character of the hexatic-liquid transition of passive hard disks.

For soft particles, we found that the number density of isolated dislocations is different from zero at all \( \phi \) (even in the solid), but its variation is faster below the transition, see Fig. 19(d). Such behavior departs from a recent study reporting that the solid phase melting in a system of even softer Active Brownian particles is not driven by the proliferation of dislocations, as a KTHNY scenario would predict, opening the possibility of breaking orientational LRO in the absence of any defect \([59]\). For very hard disks (with thus very small mutual overlaps) the solid cannot melt in the absence of free dislocations, as our analysis clearly shows. However, particle softness influences strongly the nature of melting \([23]\), as also shown by the results in App. A. Under activity, the competition between the potential stiffness and self-propulsion is likely to affect even further the melting scenario. Although it is hard to make a quantitative comparison between the results in \([59]\) and ours, because of the large difference in the potential considered, it is however surprising that these authors did not find a proliferation of defects in their solid phase.

B. The numerical percolation curve

In the study of defects in MIPS, we already treated the configurations with the coarse-graining procedure explained in Sec. [III C]. We apply here the same procedure to all defect clusters. Details on the effect of the coarse-graining linear length \( d_s \), are given in App. [F].

Figure 20 displays, on the first row, configurations (after coarse-graining) within the hexatic-liquid coexistence region of equilibrium hard-disks, with the packing fraction decreasing from left to right. In the second row, we show configurations for \( \text{Pe} = 20 \) across the continuous hexatic-liquid phase transition. The largest coarse-grained defect clusters highlighted in yellow are finite, while the red ones percolate across the system size. In order to identify whether a cluster percolates in our periodic lattice (made of empty or occupied cells after coarse-graining), we applied the method designed by Machta et al. \([75, 76]\). We then use the framework of percolation theory \([77]\), see Sec. [VI B], to analyze the statistics of clusters of defects and argue whether critical percolation-like

FIG. 20. Coarse-grained clusters of defects across the hexatic-liquid transition. Finite size clusters are painted in black. The largest cluster in the system is painted red or yellow, whether it percolates or not. The first row corresponds to equilibrium hard disks at packing fractions (a) \( \phi = 0.715 \) (in the coexistence region, above percolation), (b) \( \phi = 0.712 \) (in the coexistence region, at the onset of percolation \( \phi_P \)) and (c) \( \phi = 0.710 \) (in the coexistence region, below percolation), spanning the coexistence region between hexatic and liquid. In the second row, we show ABP at \( \text{Pe} = 10 \), with (d) \( \phi = 0.800 \) (in the hexatic), (e) \( \phi \approx 0.790 \) (in the liquid, above percolation) and (f) \( \phi = 0.770 \) (in the liquid, below percolation). We recall that we use \( d_s = 3\sigma_d \) as coarse-graining linear length.
behavior emerges in the system.

After the identification of percolating clusters in the snapshots, the aim now is to locate a percolation curve, $\phi_P(Pe)$, in the phase diagram (see the red symbols in Fig. 1). Figure 21 shows a finite size analysis of the percolation probability $P^\infty$ as a function of the packing fraction for fixed $Pe$. All curves smoothly increase from 0 to 1 when $\phi$ decreases from high to low values, in the vicinity of the hexatic-liquid transition. As the system sizes increase the variation of $P^\infty$ with $\phi$ becomes steeper and approaches a step function in the thermodynamic limit. The curves for different system sizes are thus expected to cross at a single point that we identify as the percolation critical point $\phi_P(Pe)$ (see [78,79] for a similar investigation of particle systems). The value of $P^\infty$ at critical percolation on a square lattice with PBC has been computed in [99], yielding the value indicated by a horizontal dotted line in Fig. 21(c). Such prediction matches noteworthy our numerical data for $Pe=10$, and remains consistent with the data in the other two cases, for which more data points around the onset of percolation would be needed to put the comparison into quantitative test.

The full analysis proves that

- clusters of defects percolate at a critical packing fraction $\phi_P(Pe)$. In equilibrium conditions, $\phi_P$ is located in the hexatic-liquid coexistence region for hard-disks and at the liquid-hexatic transition for soft-disks. In the active case, $\phi_P(Pe)$ lies below, but rather close to, the liquid-hexatic transition point. These conclusions are reached within our numerical accuracy.

More precisely, while for passive hard-disks $\phi_P$ is located at $\phi \simeq 0.712$, in the middle of the coexistence region, for $Pe = 10, 20$ we find $\phi_P \simeq 0.780, 0.810$ respectively. The latter values are smaller than $\phi_P(Pe)$ (see the colored regions in Fig. 21 for a reference) and are thus located within the co-existence region ($Pe < 3$) or in the liquid phase ($Pe > 3$). For the passive soft-disks, percolation coincides with the hexatic-liquid critical point up to our numerical accuracy.

For larger $Pe$ values, the system mixes by MIPS over a range of packing fractions, as shown in Fig. 1. For $Pe$ values in between the MIPS critical point $\phi_P(Pe)$ (located at around $Pe \approx 35$) and the intersection of the liquid-hexatic critical line with the MIPS coexistence region, percolation can also occur. As shown in Fig. 22(a), the cluster size distributions $P(n)$ for $Pe = 50$ display distinctive features of percolation phenomena. Starting from the solid phase, where clusters have relatively small sizes and are exponentially distributed, the distribution broadens as $\phi$ is decreased and eventually becomes algebraic at $\phi = 0.815$, in between the hexatic-liquid transition, at $\phi = 0.855$, and the MIPS high density branch. The analysis of $P^\infty$ is consistent with such behavior of $P(n)$. As shown in Fig. 22(b), the probability of a percolating cluster increases fast as we enter the liquid phase from the hexatic, were $P^\infty$ vanishes. However, $P^\infty$ does not reach its saturating value $P^\infty = 1$ as it occurs in the absence of MIPS (see Fig. 21). The growth of $P^\infty$ is interrupted by MIPS. As anticipated in Sec. V B, MIPS prevents the percolation of clusters of defects via the formation of bubbles that are constantly reshaping. However, the system displays a power law decay $P(n) \sim n^{-\tau_n}$, with an exponent close to the one of 2D site percolation $\tau_n = 187/91 \approx 2.05 = \tau^*$ at a precise $\phi$ which we identify as the percolation point $\phi_P$ (We use this criterium here, rather than the finite-size analysis of $P^\infty$ as we did for smaller $Pe$ values.) See App. C for a detailed analysis of the structure of defect clusters at the percolation threshold for $Pe = 50$.

### C. Radius of gyration and fractal dimension

We turn now to the characterization of the (possibly fractal) geometry of the clusters. Typical scatter plots of $n_C$ against $R_{gC}$ are shown in Fig. 23 for the hard disk system. The data-points are taken at different $Pe$ values and fixed packing fraction $\phi_P(Pe)$, the percolation curve determined in Sec. V B. The relation between the mass and radius of gyration is in reasonably good agreement with the expectations from standard 2D critical percolation, for which $d_l = 91/48 \approx 1.90 = d^*$. The numerical estimates of the fractal dimension $d_l$ extracted from such scatter plots for different $Pe$ values at $\phi = \phi_P$ are reported in red, and at $\phi = 0.5$ in MIPS in black, in Fig. 24(a). The data points are consistent with constant behavior on the curve $\phi_P(Pe)$ (red) while they have a weakly decreasing dependence on $Pe$ in MIPS (black).
FIG. 22. (a) Size distribution of the defect clusters at fixed Pe = 50 and different values of the global packing fraction given in the key across the solid (orange symbols), hexatic (blue symbols) and liquid (black symbols) phases above the upper limit of MIPS. The dotted line corresponds to an algebraic decay with exponent $\tau_n = \frac{187}{91}$. Red symbols correspond to the case $\phi = 0.815$ for which we observe a power-law distribution. (b) Percolation probability at Pe = 50 and different system sizes. Again, the blue region indicates the hexatic phase, the white one the liquid and the gray the coexistence region, here due to MIPS.

FIG. 23. Scatter plots of the size $n_C$ against the radius of gyration of the clusters $R_{gC}$. The different data-points (colors) correspond to the different values of Pe given in the key. In all cases, the packing fraction is $\phi_P(Pe)$. The black dashed line corresponds to $n_C \simeq R_{gC}^{d_f}$, with $d_f = \frac{91}{48}$. The vertical dotted line corresponds to the linear size $L \approx 500$ of the system.

D. Cluster size distribution

The full analysis of clusters, in view of percolation theory, leads us to carefully reconsider their size distributions $P(n)$. These are obtained by measuring the number of coarse-grained clusters made of $n$ defected cells, excluding the spanning one.

In Fig. 25 we show $P(n)$ for passive hard disks (a), ABP at Pe = 10 (b), Pe = 20 (c), and passive soft disks (d). In all cases, we show results for different $\phi$ across all phase transitions. Starting from the solid (orange symbols), the effect of decreasing $\phi$ is clear, as the distribution broadens to include larger clusters. The data in the hexatic phase (in blue) also follows this trend. The key feature to highlight here is that, in all cases – for passive disks, both hard and soft, and also active ones – $P(n)$ becomes scale free at a packing fraction slightly below $\phi_c$, the value below which orientational correlations decay exponentially (red data). This is the hallmark of percolation. Consistently, the packing fraction at which the distributions become scale-free coincides with the value $\phi_p$ extracted from the finite-size analysis of $P^\infty$. As already mentioned, percolation is observed: (i) in the middle of
the coexistence region for equilibrium hard disks (corresponding to the intersection point of the Binder cumulant associated to hexatic order obtained for different system sizes [24]), (ii) at the hexatic-liquid transition for equilibrium soft disks, (iii) slightly below the hexatic-liquid transition for ABP.

At a critical percolation point, the scaling relation \( \tau_n = 1 + d/d_f \), must hold. As our analysis demonstrates, our coarse-grained clusters of defects at \( \phi_P \) follow this scaling. The algebraic decay \( n^{-\tau_n} \), with \( \tau_n = 187/91 \) – the exponent corresponding to random site percolation in 2D, for which \( d_f = 91/48 \) – captures the behavior of \( P(n) \) at \( \phi_P \), see Fig. 25. Thus,

- at \( \phi_P(Pe) \), the statistics of the coarse-grained clusters is well described by critical percolation, irrespective of the discontinuous (for passive hard disks [22]) or continuous (for passive soft disks [23] and ABP at \( Pe = 10, 20 [24] \)) character of the hexatic-liquid transition.

At \( \phi_P(Pe) \) the measurement of \( d_f \) provides a consistent prediction for the Fisher exponent \( \tau_n \), characterizing the distribution of cluster sizes \( P(n) \). This is confirmed by the data presented in Fig. 24 (b)-(c). The Fisher exponent extracted from the decay of \( P(n) \) at \( \phi_P \) is reasonably close (considering the difficulty of such numerical measurements) to the value predicted by the scaling relation (10), using the value of \( d_f \) obtained independently from the mass-radius of gyration relation. In the MIPS sector, though, such scaling is likely to be lost. First, clusters do not percolate inside MIPS. Secondly, as already discussed, the numerical determination of \( \tau_n \) from the size distributions is somehow ambiguous. The algebraic decay of \( P(n) \) expands on rather short scales only and the exponent seems to be independent of \( Pe \) while \( d_f \) appears to decay with \( Pe \).

The percolation of coarse-grained clusters is illustrated in Fig. 26. For hard-disks in their equilibrium hexatic phase, the largest cluster (yellow) does not span the system. As we decrease \( \phi \), the size distribution broadens until a percolating cluster arises (red), right in the middle of the liquid-hexatic coexistence region [21]. The spatial location of the percolating structure is correlated with the one of the liquid as we explain in the next Subsection.

### E. The emergence of the liquid

The correlation between the location of the defect clusters and the emergence of the liquid is proven by its comparison to the maps of the local density

\[
\phi_i = \phi(r_i) = \frac{\pi \sigma^2}{4A_i},
\]

with \( A_i \) the area of the Voronoi cell attached to the \( i \)th particle, and the maps of the local hexatic order parameter defined in Eq. (4).

![FIG. 26.](image)

In Fig. 26 we exhibit how the growth of the liquid within the hexatic occurs in correspondence with the pro-
liferation of clusters of defects, in a passive system with a global packing fraction within the coexistence regime. Panel (a) displays the map of the local hexatic order parameter. In this plot we use the following convention: red particles are oriented along the horizontal direction, blue the opposite one, and the intermediate directions follow the code in panel (a) of Fig. 27. The square box selects a region of the system that is zoomed over in (b). In this sub-region a liquid drop co-exists with the hexatically ordered surrounding. The black cells are small size coarse-grained defect clusters while the yellow ones belong to the largest defect cluster in this region. The correlation between the location of the largest defect cluster and the liquid zone is confirmed in (c). In this latter case, the map of the local density is plotted according to the color code on the right bar, also indicating the values of the liquid and hexatic coexisting packing fractions.

We conclude that

- For parameters in the co-existence region of the equilibrium hard-disks system, the emergence of a percolating defect cluster can be attributed to the percolation of the liquid domain.

In Fig. 27 we present further evidence for such correlation in an active system at $\text{Pe} = 20$, close to the hexatic-liquid transition. Panel (a) presents the color map of the local hexatic order parameter, with red indicating the averaged, and also the majority, orientation in the system. As evidenced in the selected view Fig. 27(b), which zooms over the box in (a), most defects are located at boundaries between different hexatic orders, where the hexatic melts cfr. Fig. 20(b) and Fig. 27(a). In short, Fig. 27(a)-(b) suggests that

- at the continuous hexatic-liquid transition at intermediate $\text{Pe}$, coarse-grained clusters can be identified with grain-boundaries between regions with different orientational order.

Percolation in this case is associated with the emergence of a system-spanning cluster of defects, along which the liquid phase develops. For $\text{Pe} = 20$, there is no liquid-hexatic coexistence, and yet there is percolation slightly below the hexatic-liquid transition. For equilibrium soft-disks, the liquid-hexatic transition is continuous and accompanied by the percolation of clusters of defects.

F. Is critical percolation of defects driving melting?

Experience teaches us that one has to be extremely careful before claiming that there is a strict relation between a thermodynamic phase transition driven by the competition between interactions and fluctuations, such as melting, and a phenomenon of purely geometric nature, like percolation. In many lattice spin models, the properties of their second order thermal phase transitions can be rigorously described in terms of the critical percolation of suitably defined Fortuin-Kasteleyn (FK) clusters, that are not the obvious geometric ones one could

\[ a \text{ priori} \] try to use [77, 101]. Moreover, although the FK clusters should not be useful to describe a first order thermodynamic transition, in cases with very long correlation lengths such as the 2D Potts model with $Q > 4$, one could easily see them percolate close to the transition in finite size samples [102].

Our simulations of finite, off-lattice, particle systems, provide clear evidence that active, passive, continuous and discontinuous hexatic-liquid transitions are accompanied by the percolation of coarse-grained defect clusters. However, we should stress that the particle problem we are dealing with is defined in the continuum and, in addition to the provisos exposed in the previous paragraph, we face the difficulty of having to transform the particle configurations into lattice ones via coarse-graining.

We cannot therefore posit that the relevant clusters to describe the transition quantitatively are the coarse-grained defect ones we used. Still, albeit we cannot establish a rigorous link between melting and the geometric transition, the identification of a critical percolation phenomenon sheds new light on the microscopic mechanisms driving 2D melting, as the liquid phase does indeed emerge from the defect clusters similarly to the pre-melting of 3D colloidal crystals [39].
VII. CONCLUSIONS

We close the paper with a concluding Section that we divide in two parts. In the first one we recall the context in which our work inscribes, that is, the melting of spherically symmetric particle systems. In the second one we present a short summary and discussion of our results.

A. Context

In order to consider our results in the right perspective, we first observe that passive melting is a fundamental natural process and that local but also extended defects play a key role in it.

While the main mechanism for bulk 3D melting, as one in which the liquid pervades the system along grain boundaries between crystalline domains, is fully accepted, the one(s) leading to 2D melting are far from being fully understood.

Three dimensional experiments demonstrate the pre-melting along grain boundaries in the bulk of crystalline passive materials [20]. They thus prove that this is the basic mechanism promoting the direct melting transition from the crystal to the liquid. Besides, thermodynamic measurements reveal that the 3D melting transition is a conventional first order one [8].

One of the predictions of the KTHNY theory for 2D melting [11–13], the fact that the transition takes place in two steps with an intermediate hexatic phase is by now widely accepted. Experiments in a host of different materials have established the existence of this intermediate phase with QLRO. Early [82, 103] and more recent [14, 104, 105] experiments providing the necessary evidence are discussed in the review articles [5–10]. It is important to stress, though, that some other materials with different interactions, conform better [10] to Chui’s single first order transition arising through grain boundary melting even in 2D [20].

The KTHNY theory [11–13] also predicts the order of, and mechanisms for, the two transitions; basically, BKT singularities [81, 106] due to the unbinding of rather simple defects: dislocations in the solid-hexatic and disclinations in the hexatic-solid. Admittedly, experimental and numerical proofs of these predictions have remained elusive. In the terms of von Grünberg, Keim and Maret “...the colloid KTHNY literature on this point is full of irritation and partly contradictory findings” [7].

Experimental studies of the defect mediated scenario for the two step transition appeared in [103] where a substrate-free dipolar system was monitored and in [85], also reported in [10]. where a monolayer of a repulsive colloidal system was studied. Based on a qualitative analysis of data, Kusner et al. [104] claimed that free dislocations appear in the hexatic, and free disclinations at the liquid-hexatic transition, with no signature of defect cluster formation. In [85], the free dislocation and free disclination densities detach from zero at different values of the packing fraction. While the latter is in rather good agreement with the critical value estimated from correlation and susceptibility measurements, the former is displaced towards a higher packing fraction compared to the one deduced from the translational susceptibility peak. The density of free dislocations is compatible with the KTHNY criticality with $\nu = 0.37$ while there is no quantitative analysis of the density of free disclinations. Other experimental papers, like the ones by Tang et al. [82, 83], report the appearance of dislocation loops and complex clusters in the free expansion melting of 2D charged colloidal micro-spheres and cast some doubt on the hexatic-liquid transition being solely driven by the dissociation of dislocations.

Being the collection of clean experimental data so hard, progress in this field came from numerical simulations which indicate that, for sufficiently hard disks, the transition from the hexatic to the liquid is of first order instead of BKT [22]. The measurements in this reference, and most following articles studying this hexatic-liquid transition, see, e.g. [23, 24, 21, 117, 118], focused on macroscopic observables which do not provide clues about the mechanisms driving the phase transition.

Arguments for extended, possibly percolating, defect clusters which could render the transitions first order have been put forward by various authors. This proposal is an old debated topic, see e.g. [7, 103, 111], which has received renewed interest [23, 27, 31, 32, 112] after the Bernard & Krauth work [22], which differentiates the order of the hexatic-liquid transition from the one of the solid-hexatic. Although there is some numerical evidence for the proliferation of defects and their clusterization close to the hexatic-liquid transition of both passive [27, 82, 113] and active [59] 2D systems, we have found no quantitative support for, nor evidence against, the percolation of defect clusters at, or close to, this transition.

The geometrical description of phase transitions, such as the one provided by percolation of the rightly identified objects (be them fully geometrical or also partially statistical) is very appealing. Its search drives research efforts in different fields of material science (jamming, gelation, complex systems, etc.). It is therefore quite clear the interest in trying to elucidate whether a geometric phenomenon is behind the breakdown of the hexatic phase in 2D particle systems.

B. Summary of results

We provided the first quantitative numerical analysis of topological defects in 2D passive and active Brownian particle systems, reaching conclusions that confirm the classical KTHNY scenario concerning the solid-hexatic transition, but lie beyond it regarding the hexatic-liquid one.

Concretely, we characterized the melting of passive and active disks in terms of the statistics and spatial organi-
zation of point-like topological defects and the statistics and geometry of the clusters they form.

On the one hand, we found that the KTHNY scenario of dislocation unbinding gives a qualitative and quantitative description of the solid-hexatic transition of the hard disk system for all activities. Our measurements point towards the universality of this phase transition in the sense that the BKT scaling holds and the exponent $\nu$ is, within our numerical accuracy, equal to 0.37 all along the solid-hexatic transition line. It would be worth proving this statement analytically, possibly extending the analysis in [114] to a model with energy injection. This project goes beyond the scope of this publication.

On the other hand, we generically observed percolation of clusters of defects at the vicinity of the hexatic-liquid transition: within the coexistence region for equilibrium hard disks, at the transition for soft ones, and below the transition for active hard disks. The particles involved in the clusters overwhelm in number those participating in the dissociation of dislocations, which also exist as soon as the liquid phase appears. The fewer disclinations we identify are always very close to extended defect clusters and are not free to move in the sample. The geometry of the percolating cluster appears to be quite independent of the activity and very close to the one of conventional uncorrelated percolation in 2D.

Although defect cluster percolation has been associated to first-order melting scenarios in the past, we found it across both first and second-order transitions, in- and out-of-equilibrium. In all these cases, we found that the clusters of defects appear and grow in regions of density depletion and where interfaces between patches with different orientational order sit. The liquid starts permeating the sample from these spots.

What is the relationship between melting, a phase transition driven by the competition between interactions and fluctuations, and percolation, a phenomenon of pure geometric nature? In the context of classical spin systems, the connexion between thermal phase transitions and the percolation of suitably defined clusters can be rigorously established through, for instance, the Fortuin-Kasteleyn (FK) representation, which exactly maps a spin system on a geometric model [101, 115, 116]. We do not have a way to faithfully represent a system of interacting particles in terms of geometric clusters and, therefore, we cannot establish a rigorous connexion between melting and percolation. However, all the results reported point in the direction of suggesting the existence of such a relation.

At high Pe, MIPS prevails over the hexatic-liquid transition, and clusters of defects are large and ramified but, in the way we defined and counted them, do not percolate. Indeed, the dense MIPS droplet is also filled with gas bubbles with an algebraic distribution of sizes that disconnect the defect clusters at all packing fractions, even beyond the hexatic-liquid transition inside MIPS. Then, our defect cluster size probability distribution depends on Pe but not on the global packing fraction.

In short, we presented an unprecedented comprehensive analysis of topological defects in the stationary regime of 2D passive and active Brownian particles. We clarified the nature of the phase transitions in a way that sheds new light on the old problem of 2D melting, going beyond the KTHNY picture, and showing that percolation is an underlying phenomenon associated to 2D melting, both in equilibrium and non-equilibrium conditions. With a robust scaling analysis we characterized the statistic and geometric properties of the defect clusters and we found universal features along the critical percolation curve $\phi_P(\text{Pe})$. We also proved the important role played by the dynamic bubbles in cavitation in the dense MIPS phase. They break the network of defects which lie mostly on the interfaces between micro-domains with orientational order.
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**Appendix A: Soft disks**

In this Appendix we present some details on the behaviour of the passive soft disk system.

In Fig. 28 (a) we show the orientational correlation function (built with the hexatic order parameter measured at two points in space separated by a distance $r$). The different colors follow the code used in the main text, that is, blue for hexatic and black for liquid. In the main part of panel (b) we present the equation of state, $P(\phi)$, for soft disks and we compare it to the one of hard disks, displayed in the inset. The absence of a loop in the curve in the main panel, replaced by an inflexion point, indicates that the hexatic-liquid transition is continuous for soft disks. The comparison with the hard-disk $P(\phi)$ in the inset, obtained as a detailed view of Fig. 2 (a) in [24], makes this fact clear.
FIG. 28. Soft disks in equilibrium. (a) Orientational correlation function. Consistently with the colour code used in the main text, black curves are for parameters in the liquid phase, while blue curves are used for the hexatic. The red straight line is the critical power-law predicted by HNY for the liquid-hexatic BKT transition [11]. (b) Monotonically increasing equation of state in the region across the liquid-hexatic transition. In the inset, the equation of state for hard disks at equilibrium, obtained in Ref. [24], with the loop pointing towards the direction of a first order phase transition in this case.

Appendix B: Particle clustering

The identification of a particle cluster in a continuous system is not unique and several proposals for ways to do it have been summarized in [117]. We adopted a definition based on the proximity between the particles concerned in configurational space (similar to the Stillinger clusters of liquids). More precisely, we identified particle clusters using the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [118]. With the chosen parameters for the DBSCAN algorithm, one particle is considered to belong to a cluster whenever it has at least 12 neighbors within a radius of $2\,\sigma_d$ with $\sigma_d$ the particle diameter (that is slightly above the third shell radius of the triangular lattice). In this way we pinpointed the dense phase in MIPS.

Appendix C: Finite size effects

In Fig. 29 we show that the counting of particles belonging to dislocations and disclinations is not much influenced by finite size effects. Indeed, the number density of dislocations and disclinations do not vary much with the sizes of the systems. The measurements were done on independent systems with the sizes given in the keys. Although a priori quite surprising, a similar lack of strong finite size effects was observed in the counting of vortices in the disordered phase of the 2DXY model [119].

We see a similar size independent in the pair correlation functions (not shown here).

FIG. 29. Finite size effects on the number densities of point-like defects, as defined in Eq. (5). (a) Dislocations. (b) Disclinations. The system sizes are given in the key.

Appendix D: Improved fits of point-like defect densities

We have shown in Sec. IV that the behavior of free dislocations close to the solid-hexatic transition is altogether compatible with the KTHNY unbinding mechanism, so that the number density of free dislocations is strongly related to the spatial divergence of the hexatic correlation length predicted by the theory.

Here we provide an additional analysis of the critical behavior of the number density of dislocations, in order to determine a reliable uncertainty interval for the non-universal values of the parameters given in Tables I and II.

FIG. 30. In the first row, the linear representation, Eq. (D1), of the point-like defects at $\text{Pe} = 10$ with $x = (\phi_c/(\phi_c - \phi))^\nu$. (a) Dislocations with $\nu = 0.37$ and (b) disclinations with $\nu = 0.5$. $\phi_c$ is chosen to take the values shown as labels in the panels. Between parenthesis the values of $\phi_h$ and $\phi_l$ estimated from the study of correlation functions and local densities. In the second row, the result of the linear fit fixing the remaining parameters $a$ and $b$.

Let us first analyze the free dislocation number densities. Starting from the full BKT critical form in Eq. (11), we fix the value of the critical exponent $\nu = 0.37$ predicted by HNY for the solid-hexatic transition, and we...
consider the new variable \( x = [\phi_c/(\phi_c - \phi)]^\nu \), so that the logarithm of the number density of dislocation obeys the linear relation:

\[
\log \rho_d = \log a - bx.
\]  

As shown in the first row in Fig. 30 for \( Pe = 10 \), we find that, interestingly, the numerical data for dislocations do indeed follow a linear behavior if we tune the value of \( \phi_c \) around the initial guess \( \phi_h \), given from the analysis of the translational correlation functions in [24], and recalled in Table II. Moreover, the optimal value of \( \phi_c \) which reproduces the linear prediction is really close to the one computed with the fit of the data to the full expression in Eq. (11), also given in Table II. On the one hand, this proves the robustness of the fitting procedure presented in the text. On the other hand, it serves as an alternative procedure to obtain an independent estimation of the parameters \( a \) and \( b \) and their related errors. Moreover, the results of this (linear) evaluation, given in the key of Fig. 30, are not affected by the complexity of a full non linear fit of the stretched exponential form of Eq. (11).

We also show in the second row in Fig. 30 the same analysis for the number density of disclinations across the liquid-hexatic transition, being now the fixed value of the critical exponent the one of the standard BKT transition \( \nu = 0.5 \). Similar results as the ones discussed above for dislocations apply to the disclinations as well. The parameters of the full fit are given in Table IV.

Appendix E: Four parameter fits

In Tables IV and V we display the values extracted from four-parameter fits to the dislocation and disclination number densities close to the solid-hexatic and hexatic-liquid transitions, respectively. In these fits we used the BKT scaling form in Eq. (11) and we also let the exponents \( \nu \) be determined by the fits. The fitting intervals and number of data points considered are the same as the ones used in the main text and in App. D. The curves resulting from these four parameter fits are drawn as broken lines in Fig. 7 and Fig. 8 for dislocations and disclinations. The results in the Tables are not satisfactory for several reasons. First of all, some values of \( \nu \) are unrealistic (e.g., \( \nu = 9 \) at \( Pe = 0 \) for dislocations and \( \nu = 2 \) at \( Pe = 40 \) for disclinations). More generally, they do not show any regular trend. The same lack of regular trend can be observed in the fitted values of the critical packing fractions \( \phi_c \), which show an oscillating behaviour as a function of \( Pe \) in both cases. Moreover, in some cases they are unrealistically large and close to \( \phi_{crit} \). The \( \chi^2 \) normalized by the number of degrees of freedom, is an indicator of the quality of a fit. However, a fit with four rather than three parameters will lead to a better \( \chi^2/ndf \) without necessarily implying that it is a better fit. Indeed, if one looked in more detail into the errors incurred with this kind of fit, one would find that they are too large and hence not acceptable. The failure of the fits with too many free parameters gives further support to the procedures followed in the main text and in App. D in which we fixed \( \nu \) and we searched for \( \phi_c \).

As an additional test of reliability of our fits, we also tried a similar fitting procedure in which we fixed \( \nu \) to different values, around the expected HNY critical value. Increasing \( \nu \) beyond 0.37 and 0.5 for dislocations and disclinations we observed a drift of the fitted \( \phi_c \) away from the \( \phi_h \) and \( \phi_t \), respectively. Instead, decreasing \( \nu \) below these values leads to unstable and unrealistic values for the other fitting parameters.

Appendix F: Effects of coarse-graining

In Sec. III we introduced a coarse-graining procedure, with coarse-graining length \( d_s \), to fill the microscopic gaps between defects and identify the coarse-grained clusters.

We first study the effect of such a coarse-graining on the number of unpaired defects. The critical behaviour of the number density of dislocations in a system at \( Pe = 10 \) for different coarse-graining lengths \( d_s = 0, 2, 3, 5 \) (in units of \( \sigma_d \)), is zoomed over in Figs. 31. For dislocations, we see that the three parameter fits to Eq. (11) with \( \nu = 0.37 \) are very satisfactory for all these values.

| \( Pe \) | \( \nu \) | \( a \) | \( b \) | \( \phi_c \) | \( \phi_h \) | \( \chi^2/ndf \) |
|---|---|---|---|---|---|---|
| 0  | 9  | 13 | 0.002 | 1 | 0.735 | 0.920 |
| 10 | 0.6 | 0.4 | 0.7 | 0.857 | 0.840 | 2.89 |
| 20 | 0.3 | 5 | 3 | 0.881 | 0.870 | 1.39 |
| 30 | 0.8 | 0.2 | 3 | 0.909 | 0.880 | 2.08 |
| 40 | 0.7 | 0.2 | 4 | 0.90 | 0.885 | 0.924 |
| 50 | 0.2 | 7 | 3 | 0.892 | 0.890 | 0.461 |

TABLE IV. Dislocation unbinding at the solid-hexatic transition. The fitting parameters in Eq. (11) for the density of free dislocations plotted in Fig. 8. In the table above, \( \nu \) is a fitting parameter. The values of \( \phi_t(Pe) \) are the ones estimated from the analysis of the correlation functions and probability densities in [24].

| \( Pe \) | \( \nu \) | \( a \) | \( b \) | \( \phi_c \) | \( \phi_h \) | \( \chi^2/ndf \) |
|---|---|---|---|---|---|---|
| 0  | 0.4 | 0.4 | 2 | 0.7 | 0.725 | 3.24 |
| 10 | 2 | 0.012 | 0.03 | 0.85 | 0.795 | 0.859 |
| 20 | 1 | 0.02 | 0.2 | 0.9 | 0.830 | 0.858 |
| 30 | 0.3 | 0.09 | 2 | 0.86 | 0.845 | 0.965 |
| 40 | 2 | 0.013 | 0.01 | 0.96 | 0.850 | 0.661 |
| 50 | 0.9 | 0.008 | 0.1 | 0.88 | 0.855 | 0.288 |

TABLE V. Disclination unbinding at the hexatic-liquid transition. The fitting parameters in Eq. (11) for the density of free disclinations plotted in Fig. 8. In the table above, \( \nu \) is a fitting parameter. The values of \( \phi_t(Pe) \) are the ones estimated from the analysis of the correlation functions and probability densities in [24].
FIG. 31. Effect of coarse-graining on the critical behavior of the number density of dislocations at Pe = 10. Raw data and four (dotted) and three (dashed) parameter fits to the form in Eq. (11). The coarse-graining length increases from top to bottom, $d_s = 0, 2, 3, 5$. The vertical line on the left is the limit of the fitting interval in the case with no coarse-graining. In the other cases the fit is done on the data-points to the right of the maximum. The values of the four and three parameter fits are given in the key.

of $d_s$. Moreover, the $\phi_c$’s extracted from the fits slowly approach the value $\phi_h = 0.840$ estimated in [24] for Pe = 10. Instead, the four parameter fits in which $\nu$ is also an adjustable parameter yield unreasonable values of $\nu$ and, moreover, no clear trend for $\phi_c$. The fitting parameters are given in the key.

Instead, for the number density of disclinations displayed in Fig. 32, the effect of the coarse-graining length is stronger. Already for $d_s = 3$ we have practically erased all disclinations. The three parameter fits with $\nu = 0.5$ to the two remaining sets of data, with no coarse-graining and using $d_s = 2$, are of better quality than the four parameter ones.

Finally, in Fig. 33 we display the effects of coarse-graining on the isolated defect counting in the soft disk system at Pe = 0. Blue and gray data-points are for dislocations and disclinations, respectively, and the dotted curves represent the raw data with no coarse-graining. The figure proves that the excess presence of dislocations in the solid phase is strongly diminished as soon as we apply a coarse-graining over a rather short scale, $d_s = 2$.

In Fig. 34 we study the coarse-graining length influence on the percolation properties. In panel (a) we see that the finite size scaling of the percolation probability $P^\infty$ depends on $d_s$ and the crossing point, $\phi_P$, moves towards $\phi_l$ for increasing $d_s$. Still, the critical properties of the defect clusters are independent of $d_s$ in the sense shown in panel (b): the cluster size probability $P(n)$ keeps the same algebraic decay when measured at the corresponding $\phi_P$.

FIG. 32. Effect of coarse-graining on the critical behavior of the number density of disclinations at Pe = 10. Raw data and four (dotted curves) and three (broken curves) parameter fits to the form in Eq. (11). The values of the four and three parameter fits are given in the key.

FIG. 33. Effect of coarse-graining with $d_s = 2$ on the point-like defect counting in a passive system of soft disks. The dotted curves show data with no coarse-graining applied.

FIG. 34. Active hard disk system at Pe = 10. (a) The cluster size probability at $\phi_P$ for different coarse-graining lengths. (b) The percolation probability of defect clusters $P^\infty$ as a function of $\phi$ for different coarse-graining lengths. The horizontal dashed line is the percolation threshold for critical percolation in the 2D square lattice with PBC, and it is shown as a reference.
Appendix G: Percolating defect clusters at Pe = 50

As illustrated in Sec. [VI], we observe percolation of defects at Pe = 50 in the dense liquid, close to the high-density branch of MIPS. MIPS inhibits the full statistical development of percolating clusters, and also allows the existence of defect clusters of mixed nature. In this Appendix we provide further details on the morphology of the defect clusters at Pe = 50.

The scatter plot in Fig. 35 shows the dependence of the cluster size $n_C$ on the radius of gyration $R_{gc}$ at $\phi = \phi_P$, away from MIPS. We clearly observe that two different kinds of clusters coexist, characterized by a different fractal dimension. On the one hand, large clusters of size $n_C \gtrsim 100$ have fractal dimension $d_f \approx 1.75$ prevail at smaller scales, capturing the presence of particle aggregation in the dense liquid (see Table III). This behavior shows how MIPS is partially preempting percolation at this Pe, providing a clear picture of the complete disappearance of percolation at larger Pe numbers.
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