Analysis of Tissue Abnormality in Mammography Images Using Gray Level Co-occurrence Matrix Method
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Abstract. One of the dangerous diseases is breast cancer, which threatens women and men to the same extent. But women are more affected by this disease. Computer-Aided Diagnosis (CAD) is the optimal method for the early detection of breast cancer. It can reduce the false positives in radiologist diagnosis, which leads to reduce the death-rate. This paper presents a feature extraction technique with mammography images to breast mass recognition. Then, distinguishing normal tissue and abnormal breast masses. The mini-MIAS database of mammograms was used in this paper. Gray Level Co-occurrence Matrix is the method that was used to extract features from the region of interest. The best sensitivity, specificity, and accuracy are observed with a k nearest neighbor classifier.

1. Introduction
Breast cancer is the second most common type of cancer in the world, according to the World Health Organization. It caused half a million deaths in the year, with more than 1.5 million diagnosed cases in 2010[1]. One of the common risk factors for breast cancer is genetics, breast density, family profile, and age[2]. The strongest risk factor for breast cancer is breast density (the amount of dense tissue in the breast). Breast cancer is more likely to develop as breast density increases. The relationship between the age of women and breast density where older women usually have less dense breasts than younger women[3]. Breast cancer is formed in the tissues of the breast and has a base in the channels (tubes holding the milk in the nipple) and lobes (glands resulting in milk). It occurs in both individuals, although breast cancer is not common in males [4]. Mammography is an X-ray carrying a low-dose. It depicts the inside body of the breast. Mammography is accurate, but it is very similar to most therapeutic tests. Screening after menopause is more accurate before menopause [5]. Medical centers around the world are having difficulty analyzing the growing volume of X-ray mammography[6]. As a result, many computer-aided diagnostic systems (CAD) have been proposed to assist the radiologist in analyzing the mammogram or reduce the number of diagnostic errors [7].

It is no secret that the world of medical imaging has evolved beyond all expectations, especially with the introduction of modern technology and computer to this area until the emergence of digital devices that rely mainly on the computer [8]. A Mammography is a vital tool for the early diagnosis of breast cancer [9]. The radiograph is an x-ray and creates detailed images of the breast. X-rays do not see all breast cancers[10]. Even when high-resolution mammograms are present, there are hidden parts of the intense tissue, making the process of image interpretation difficult for a radiologist,[11]Mammography is the key to knowing breast cancer. It is a low-energy x-ray that passes through the compact breast. The image is classified by two types of x-rays according to the first view method: the “Medio-Lateral Oblique” (MLO) view and the “Crania-Caudal” (CC) view [3]. Many researchers studied the breast tissue via mammograms. M. M. Fathima et al. (2013) [12] regions of interest are determined by fragmentation of the threshold. Class-grade text features are derived, and
gray-level interference features are grayed out. Support vector machine (SVM) was used. Classified results of the query image were obtained based on the trained structure. Mammography data from the (MAIS) mammography association were used with 322 images available with information on the diagnosis of the doctor. J. Sharma et al. (2014)[13] propose a method to mass detect based on the statistical features extracted from the GLCM of the mammogram. Based on mass treatment, the undesirable details are excluded and the features are extracted using GLCM. The features are calculated and analyzed to identify the affected areas. V. Nguyen et al. (2015) [14] apply to GLCM features are extracted from detected regions of interest (ROI). The average sequential sequence defines a typical subset of 8 features of the full feature. Also, the SVM is utilized to classify normal or abnormal regions. At the expense of the set of databases investment discovered from the MIAS database, the proposed method achieves AZ = 0.938. V. Gaike et al. (2015) [15] use GLCM in remote sensing images to detect breast cancer. They used GLCM first and second features only. Higher ranks have not been used to detect malignant diseases in breast tissue images. S. Ray et al. (2016)[16] propose the algorithm consists of two components: (1) the adaptive selection of the topical areas of interest; and (2) the advantage of extracting the Haralick tissue through Gray- Level Co-Occurrence Matrices (GLCM). The highest ROC performance value for AUC = 0.77. M. Abdel-Nasser et al. (2017) [17] propose a CAD system consists of four stages feature extraction, classification, extraction of the region of interest and super-resolution computation. Evaluated the performance of five texture methods with the proposed CAD system: local binary, histogram of oriented gradients, phase congruency based local binary pattern and gray level co-occurrence matrix features. M. A. Berber (2018) [18] use seven texture features for the GLCM method and applied them to sub-images to improve their performance.

Mammograms are actually one of the most efficient methods for early diagnosis of breast cancer. The main aim of this project is improving the performance of breast mass detection for reducing the false positives to decrease the number of needless biopsies — this leads to helping radiologists to detect abnormalities in breast screening images. The key contribution is to use a region of interest inside the region suspicion, which bounded by the radiologist.

2. Materials And Methods
The texture is an important distinction for the understanding of image processing. The texture holds essential information that is used for the explanation and understands of images. Texture refers to an arrangement of the basic elements of an image and the spatial interrelationships [19]. The GLCM method is a very robust statistical descriptor in medical image processing. One important application of image texture is used to classify images to regions that provide information in the spatial mode of intensities or colors. The texture is a repeating pattern of local variations in image intensity [20]. The GLCM method included some of the spatial measures, as energy, contrast, correlation, and homogeneity [21].

The extracted Haralick textual features are as follows [22]: Energy: “Energy which is low when all elements in the GLCM are close to either 0 or 1 and high when the GLCM has equal values or pixels are similar”. Energy is defined as:

$$\text{Energy} = \sum_i \sum_j p(i,j)$$  \hspace{1cm} (1)

Contrast: “Contrast measures the spatial frequency of an image. It is the difference between the highest and the lowest values of the contiguous set of pixels”. Contrast is defined as:

$$\text{Contrast} = \sum_i \sum_j (i - j)^2 p(i,j)$$  \hspace{1cm} (2)

Correlation: “Correlation feature is a measure of gray tone linear dependencies in the image”. Correlation is defined as:

$$\text{Correlation} = \frac{\sum_i \sum_j (ij)p(i,j) - \mu_x\mu_y}{\sigma_x\sigma_y}$$  \hspace{1cm} (3)

where $\mu_x, \mu_y, \sigma_x$ and $\sigma_y$ are the means and standard deviations of $p_x$ and $p_y$. 
Homogeneity: This statistic is also called an Inverse Difference moment. It measures “the image homogeneity and assumes larger values for smaller gray tone differences in pair elements”. It has a maximum value when all the elements in the image are the same. Homogeneity is defined as:

$$\text{Homogeneity} = \sum_i \sum_j \frac{1}{1 + (i - j)^2} p(i, j)$$  \hspace{1cm} (4)

The mammographic images have used from the MIAS database, which consists of 322 images. That is possessed from 161 different ladies; inside this: 209 of them are of healthy breasts, 51 of them are malignant mass, and 62 are demonstrated as benign masses. Every mammogram has an image size of 1024×1024 pixels. The breast tissue classifies the digital images (dense-glandular, fatty-glandular, and fatty) and the kind of the masses (ill-define, normal, asymmetry, architectural distortion, speculated, well defined, and calcification).

Validation of the test is necessary for the computer detection system to improve an acceptable degree. Accuracy, sensitivity, and specificity are used as performance evaluation statistical measures.

Sensitivity: “measures the proportion of images that contain a cancerous mass that has been classified correctly”[23].

$$\text{Sensitivity} = \frac{TP}{TP + FN}$$  \hspace{1cm} (5)

Specificity: “measures the proportion of images containing a cancerous mass that has been incorrectly classified”.

$$\text{Specificity} = \frac{TN}{TN + FP}$$  \hspace{1cm} (6)

Accuracy: “measures the ratio of correctly classified pixels to the entire area of the region of interest”.

$$\text{Accuracy} = \frac{TP + TN}{TN + FN + TP + FP}$$  \hspace{1cm} (7)

3. Results and Discussion

The GLCM algorithm is an important algorithm in extracting features that can be summarized in this work with the two steps:

Step 1: We extract the region of interest (ROI) (e.g.25x25) pixels by hand from all breast cancer radiographs. Choose the area of interest just behind the nipple from the central breast area, as shown in figure (1). Because they are denser and the areas most likely to develop breast cancer [24]. The pectoral muscles are not taken in the region of interest (ROI) because they are an obstacle in the detection. The algorithm used did not include the entire image but only the region of interest (ROI). Therefore no segmentation step was included in the proposed method.

![Figure 1. Example of an ROI (25 x 25) extracted from a breast image.](image-url)
pixel takes the ROI and the pixel to the right. For features, the features selected were the GLCM features applied to each area of interest. We will come up with GLCM features as follows:
1. Create a matrix by specifying the gray plane number as the size of the matrix.
2. Determine the relationship between reference and adjacent pixels used. The distance between pixels (1, 2, 3, ..., 30) and angles were 0, 45, 90, 135.
3. Compute the occurrences and fill the matrix.
4. Get an asymmetrical matrix by adding the matrix to its transpose.
5. Transform the normalized matrix to its probabilities.
6. Compute texture features that are proposed by Haralick.

Two different images are selected, one is normal, and the other is abnormal. These two images are chosen as a sample to show the algorithm results and extract the features from it. Figure (2) shows two images are presented, one diagnosed with breast cancer (mdb165) and other normal (mdb054). We have calculated the features (energy, homogeneity, contrast, correlation), by four angles (0˚, 45˚, 90˚, 135˚) and a region of interest (10 × 10), (15 × 15), (20 × 20), (25 × 25) and (30 × 30). also, the distance changes according to the area of interest (1, 2, ..., 30).

![Figure 2. Samples of (a) abnormal image (mdb165), (b) normal image (mdb054).](image)

In this paragraph, a sample is shown of the results obtained. It displays a comparison of the results of extracted features for the region of interest (30×30). Figure (3) is represented the relationship between the energy feature and the distance to the region of interest at different angles.

Figure (3) is illustrated the energy can use to distinguish between abnormal tissue (mdb165) and normal tissue (mdb054). It is observed the values of the abnormal tissue differed from the values of the normal tissue which indicates. Therefore, the energy can be used to distinguish between them. Where the energy values range between (0 - 1), and if the energy value is equal to (1), this means that the image is constant.

Also, it is observed that when the angle was 135˚, the distinction was clearly without a change of distance.

Figure (4) is represented the relationship between the contrast feature and the distance to the region of interest (30 × 30) at different angles. Figure (4) is illustrated the contrast can use to distinguish between abnormal tissue and normal tissue. So the values of the abnormal tissue differed from the values of the normal tissue. If the value of the contrast is equal to (0), this means that the image is constant. It is observed when the value of the distance is greater than 10, the difference between the abnormal and normal tissues is clearly. Figure (5) is represented the relationship between the correlation feature and the distance to the region of interest (30 × 30) at four different angles. Figure (5) is observed the correlation can use to distinguish between the abnormal tissue (mdb165) and normal tissue (mdb054).

The energy values range between (-1, 1), and if the energy value is equal to (NaN), this means that the image is constant. Figure (6) is shown the relationship between the homogeneity feature and the distances taken to the region of interest (30×30) at four different angles. Figure (6) is illustrated the homogeneity can use to distinguish between abnormal tissue and normal tissue. it is observed the distance is greater than (10), so the distinction is very clear.
Figure 3. Relationship between Energy feature and distance for ROI (30×30): (a) angle = 0°. (b) angle = 45°. (c) angle = 90°. (d) angle = 135°.

Figure 4. Relationship between contrast feature and distance for ROI (30×30): (a) angle = 0°. (b) angle = 45°. (c) angle = 90°. (d) angle = 135°.
Figure 5. Relationship between correlation feature and distance for ROI (30×30): (a) angle = 0°. (b) angle = 45°. (c) angle = 90°. (d) angle = 135°.

Figure 6. Relationship between Homogeneity feature and distance for ROI (30×30): (a) angle = 0°. (b) angle = 45°. (c) angle = 90°. (d) angle = 135°.
After obtaining the results of the four features of all the images used in the database. The classification is used for these features to determine the type of tumor (benign and malignant). then, to know the best features that affect the classification of tissues.

A classification method is used k nearest neighbor (KNN), the number of neighbors is equal to 10, and a distance metric is a Euclidean method.

Table (1) shows accuracy, sensitivity and specificity coefficients for all regions calculated for all images.

Table (1) is observed that the highest accuracy value is (86.1) at the region of interest (30) at the angle (0˚). While the lowest value of the accuracy obtained is (66.5) at a region of interest (10) at an angle (135˚). Therefore, the higher values for accuracy are at the (0˚) and (90˚) angles better than the values at (45˚) and (135˚).

Also, it is observed that the highest value of the sensitivity is (92) at the region of interest (15) and the angle (0˚). The lowest sensitivity value obtained is (63) at a region of interest (20) at an angle (135˚).

The highest value of the specificity is at a region of interest (20) and for the angle (90˚), the value is (86). While the lowest value is at (15) for the angle (45˚), the value is (51).

| Table 1. Accuracy, sensitivity and specificity of breast mass detection with GLCM, using KNN classifier. |
| --- |
| **Accuracy**<br>**ROI**<br>20 x 20 | angle | 0˚ | 45˚ | 90˚ | 135˚<br>30 x 30 | 86.1 | 79.7 | 84.4 | 82.4<br>25 x 25 | 84 | 80.5 | 82.7 | 75.7<br>20 x 20 | 81.7 | 74.7 | 83.4 | 73.6<br>15 x 15 | 82.6 | 75 | 77.7 | 73.7<br>10 x 10 | 80.9 | 70.3 | 83.7 | 66.5<br>**sensitivity**<br>20 x 20 | 84 | 78 | 81 | 63<br>15 x 15 | 92 | 89 | 89 | 85<br>10 x 10 | 82 | 74 | 88 | 71<br>**specificity**<br>20 x 20 | 79 | 71 | 86 | 83<br>15 x 15 | 65 | 51 | 59 | 55<br>10 x 10 | 80 | 66 | 78 | 61

In this section, the implemented algorithm in this work is compared with related works to performance evaluate the work. Its comparison is based on the measure of accuracy and sensitivity. Also, the papers that used the MIAS database.

It observes table (2), the proposed algorithms have been applied to all dataset images, which gives good results compared with other authors. we have used KNN classifier because it appears the high ability to obtain a successful decision.
Table 2. comparison of the GLCM method in MIAS Dataset images for different classifier

| Authors                  | year | Feature methods                  | Classifier | Dataset | Sensitivity | accuracy |
|--------------------------|------|----------------------------------|------------|---------|-------------|----------|
| Singh and Nagarajan [25] | 2014 | GLCM                             | SVM        | MIAS    | 94.5%       | -        |
| Pratiwi, et al. [26]     | 2015 | GLCM                             | Back-propagation Neural Network | MIAS    | 81.6%   | 79.98%   |
| Sreedevi, et al. [27]    | 2016 | GLCM                             | SVM        | MIAS    | -          | 83.5%    |
| Berbar [18]              | 2017 | GLCM and statistical features    | SVM        | MIAS    | 96.12%     | 97.89%   |
| Proposed method          |      | GLCM                             | KNN        | MISA    | 92%        | 86.1%    |

4. Conclusions

Results of the implementation of the proposed algorithms and evaluation of the tests give some conclusions. Methods based on feature extraction in mammography images are effective in identifying tumors in breast cancer and determine the type of tumor. It observed that the best angle that can be adapted to distinguish between the abnormal tissues and normal tissues is 135˚. When increasing the value of d greater than 10, it observed that the distinction between abnormal tissue and normal tissue is clear up to the value of 30. It observed from the results that the best region of interest is (30×30). Also, it gives good results for the four angles. It observed that the best statistical variable that can be adapted to distinguish between the abnormal tissues and normal tissues is energy. It observed that the worst possible statistical variable in the GLCM feature extraction on mammography images is the correlation. The best classification to find out the type of tumor (benign and malignant) in this work is KNN. From the advantages and disadvantages that have emerged in the proposed algorithms in this work, can be suggested future works as Breast tissue study in mammography images by using another feature extraction method as a local binary pattern. It is suggested to build a system as a computer-aided diagnosis based on feature extraction methods.
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