An Integrated System Design and Safety Framework for Model-based Safety Analysis

RAHUL KRISHNAN1, SHAMSNAZ VIRANI BHADA1

1Department of Electrical and Computer Engineering, Worcester Polytechnic Institute (WPI), Worcester, MA 01609 USA
Corresponding author: Rahul Krishnan (e-mail: rkrishnan2@wpi.edu).

ABSTRACT
Safety analysis is often performed independent of the system design life cycle, leading to inconsistency between the system design and the safety artifact. Additionally, the process of generating safety artifacts is manual, time-consuming, and error-prone. As a result, safety analysis often requires re-work, is expensive, and increases system development time. Several model-based systems engineering (MBSE) approaches have been developed to automatically generate certain safety artifacts. However, these approaches only cover part of the system design and safety life cycle. To truly leverage the benefits of MBSE, system design must be undertaken together with safety analysis for the entire life cycle, and multiple safety artifacts must be generated from the same model. Moreover, MBSE approaches that require a model transformation between the system design and the safety model suffer from the inability to automatically reflect changes made to a safety artifact in the system and the safety model. This paper presents a framework to integrate the entire system design and safety life cycle using an MBSE approach. Both the system design and the safety data are captured in a single SysML model, from which safety artifacts such as failure modes and effects analysis (FMEA) tables and fault trees are automatically generated. This framework ensures consistency between the system design and the safety analysis by requiring no model transformation, thus reducing the resources required for safety analysis. The proposed Integrated System Design and Safety (ISDS) framework comprises three phases that together cover the entire system design and safety life cycle. In this paper, the application of Phase 1 of the framework to a real-world case study is demonstrated.
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I. INTRODUCTION
THE need for greater functionality and a rapid decrease in the size of hardware components has led to the design of complex systems with highly interdependent hardware/software architectures. The increase in complexity is largely driven by an increase in scale (number of elements in the system), diversity (number of different elements that make up the system), and connectivity (inter-relationships between elements) [1]. While increased complexity has added value in terms of the performance and robustness of systems [2], ensuring the safe and reliable operation of such systems is becoming more challenging. Accidents are often caused by some unanticipated interaction of software with hardware [3], [4].

Traditionally, to ensure the safety of the system a combination of safety analysis techniques, such as failure modes and effects analysis (FMEA), fault tree analysis (FTA), and hazard analysis, are employed at different stages of the system design life cycle [5]–[8]. These analyses are often performed using independent tools [9], which requires engineers to manually extract the relevant information from the system design models [9], [10]. This is not only time-consuming and error-prone but also leads to a lack of traceability between the system design model and the safety model. Additionally, as the design evolves a failure to update the model in each tool leads to inconsistency between the system design and the safety model and an incorrect safety analysis [9], [11]–[13]. The cumulative effect of these limitations is that the safety assessment of the system requires re-work and is thus time-consuming and expensive [14]. Moreover, it has been shown that the cost of fixing design errors increases drastically as a system progresses through the life cycle phases [15] and that
the early detection of design errors dramatically reduces the impact on project schedules [16]. To address the limitations highlighted above, researchers have adopted a model-based systems engineering (MBSE) approach to safety analysis. This improves the completeness and consistency in system development [17], fosters improved communication across design teams [17], provides added traceability between different models of the system [18], and makes integration with other engineering analyses easy [19].

In MBSE, the model represents the single source of truth [20]. Multiple views of the model can be abstracted to serve as input for further analysis. The ability to hide irrelevant information and only analyze those views that contain pertinent information helps manage the system complexity [19]. To implement MBSE, several modeling language have been developed over the years [21]. However, SysML is the preferred language [19] and has become the de facto modeling language in systems engineering [22]–[24].

SysML is a general-purpose graphical modeling language for specifying, analyzing, designing, and verifying complex systems that may include hardware, software, information, personnel, procedures, and facilities [25]. Being a standardized language with flexible semantics, it enables the creation of models customized for a specific application [20]. SysML allows for the creation of extensions, which are model components that are not part of the SysML specification. Extensions provide the ability to capture domain-specific information in a single model using stereotypes, properties and tagged values. In an SysML-based approach to safety analysis, extensions can be used for adding safety-related information in the system design model itself. This feature helps in maintaining consistency and traceability between the system design and the safety model. Using extensions, safety artifacts can be automatically generated to reduce the development time and resources required for safety assessment and design changes. These benefits of MBSE and SysML can be leveraged not only to resolve the problems in safety analysis but also to automatically generate safety artifacts at different stages of the system design life cycle.

This paper introduces a framework called the Integrated System Design and Safety (ISDS) framework, which integrates traditional safety analysis techniques with an MBSE design approach for the entire system life cycle. Using a SysML model of the system design, annotated with safety related information, safety artifacts, like FMEA tables, and fault trees are automatically generated. By developing a single SysML model, the framework ensures that consistency between the design and safety models is maintained. Additionally, the automatic generation of safety artifacts seeks to reduce system development time. The key distinction of this framework with respect to other methods in the literature is that it provides methods to ensure system safety throughout the system development life cycle.

The remainder of this paper is organized as follows. Section II discusses the state of the art in the field of safety analysis and related work that deals with the integration of safety analysis with MBSE. Section III introduces the ISDS framework. Section IV demonstrates the application of the framework to the design of a forward collision warning (FCW) system. Section V concludes the paper.

II. LITERATURE REVIEW

To make a system safe, safety analyses must be implemented early in the conceptual phase and throughout the system development and acquisition cycle [5]. Traditional safety analysis techniques that are recommended by safety standards, such as IEC 61508 [26] and ISO 26262 [27] include preliminary hazard analysis (PHA), functional hazard analysis (FHA), FMEA, and FTA [5]–[8]. PHA analyzes identified hazards or identifies previously unrecognized hazards in detail to find causal factors, risks, and mitigation strategies. FHA is used to identify system hazards by analyzing system/subsystem functions. Both PHA and FHA are qualitative, inductive approaches that are performed in the early design stages. Another qualitative hazard analysis technique is a hazard and operability study (HAZOP), which uses guidewords to conceive potential hazards that may arise due to system parameter deviations from expected behavior. FMEA is an inductive, bottom-up approach used to determine the effects of undesired events that occur due to the failure of components or functions and to mitigate the associated risk in the system design. FMEDA is an extension of FMEA that identifies the failure rates of subsystems and the diagnostic capability of the failure mode. FMEA is traditionally adapted for hardware analysis, but researchers have found that systems are becoming increasingly reliant on software to perform their intended functions and that it is now necessary to perform a software FMEA (SFMEA) as well [28]–[31]. Finally, FTA is a deductive, top-down approach used to determine the root cause of a certain undesired event. A fault tree is a model that logically and graphically represents the combination of events or states of a system that together can lead to an undesired event.

More recently, systems theoretic process analysis (STPA) has gained popularity in the safety industry. This is a top-down approach that uses the functional control diagram of the system in its analysis as opposed to a physical component diagram used by traditional safety analysis methods [32]. Several studies have suggested that STPA is better at identifying hazards in a safety-critical, software-intensive system than traditional analysis methods (such as FTA, FMEA, etc.) [32]–[34]. However, the traditional methods are still practiced in industry to analyze safety-critical systems. Sulaman et al. [35] compared STPA and FMEA safety analysis techniques on a collision avoidance system and found that both methods were equally good at identifying all types of hazards, but each was better suited to identify specific types of hazards. Consequently, in this paper we limit our focus to traditional safety analysis techniques only. The next section discusses related work that employs one or more of the above approaches and overcomes some of the limitations of the
safety analysis process by integrating the approach(es) with a model-based approach.

A. RELATED WORK
Safety standards such as IEC 61508 and ISO 26262 require different safety artifacts to be created iteratively as the design progresses. Over the years, several approaches have been developed that leverage model-based system design to automate the generation of safety artifacts, such as fault trees and FMEA tables. The approaches differ based on the language used to model the system architecture (such as SysML, AADL, etc.) and the language used to model the safety-related aspects of the system’s architecture (such as SysML profiles, AltaRica, HiP-HOPS, FSAP/NuSMV, etc.). An overview of the different modeling languages can be found in [36]. This paper only focuses on those approaches that use SysML to describe the system architecture.

Intermediate model transformation is required to create a safety model for approaches that use SysML to model the system architecture and a different language (e.g., AltaRica) to model the safety aspects of the architecture. Safety artifacts such as FMEA tables and fault trees can be automatically generated from this model. In [37] and [38], the authors demonstrate the ability to generate a single type of safety artifact from SysML models. Xiang et al. [37] transformed SysML models into reliability configuration model (RCM) specifications from which static fault trees were generated. Hecht et al. [38] transformed SysML diagrams that modeled the system structure and behavior into AltaRica models from which an FMEA table was generated. Although both [37] and [38] show the utility in using SysML models to automatically generate safety artifacts, they are limited to a specific type of safety artifact. The entire safety life cycle requires several safety artifacts to be generated as the system design evolves. Transforming the SysML model into a different safety model for each type of safety artifact can be inefficient and time-consuming.

The Me’ DISIS method [39] overcomes the problem of requiring a different safety model for each safety artifact by generating FMEA tables and fault trees from the same SysML model. A preliminary FMEA table is automatically generated using SysML diagrams of the system architecture. A database containing failure information of the components is also stored in the SysML model through SysML profiles. The FMEA table is further analyzed, and any missing information is filled in by a safety engineer. The SysML model is transformed into an AltaRica model from which fault trees are generated. However, similar to [37] and [38], this method does not focus on the entire safety life cycle. It does not include a hazard analysis or any provision to use the results of a hazard analysis on the generated artifacts. This would not only help identify any new unknown failure modes for the system under design but would also reduce the reliance on an engineer to identify the relevant failure modes on a case-by-case basis.

Yakymets et al. [40] identified this need for an integrated approach that covers all phases of the safety life cycle by developing a safety assessment framework called Sophia [41]. This framework supports the generation of required artifacts, from system specification to verification and validation activities, to comply with the safety standards. The system architecture is defined using SysML or RobotML [42] (a SysML extension for robotic systems). A hazard and risk analysis of the physical and functional architecture identifies system-level “feared events” or hazards. Safety information is annotated in the SysML model, and a failure modes and criticality analysis (FMECA) is defined for each hazard. The SysML model is transformed into an AltaRica model from which the fault tree for each hazard is generated. A safety requirement is identified for the system function or component to prevent the hazard from occurring. However, the drawback of this approach or of any model-based safety analysis method that requires a model-to-model transformation [37]–[41], lies in the challenge of maintaining consistency between the safety artifact and the system design and safety model, as well as the increased possibility of data loss during the transformation [9], [43]. To the best of the authors’ knowledge, model transformation of the safety artifact back to the safety model has not been implemented. This lack of feedback suggests that the results of safety analyses are not automatically reflected in the safety model or must be manually updated. Additionally, if the transformation is done manually, it can be time-consuming and prone to errors.

To overcome the limitations highlighted above, researchers have proposed the integration of system design and safety models by storing design and safety data in the same SysML model. The safety-related information is stored in the SysML model through a dedicated “Safety Profile”, created using SysML’s extension mechanisms—stereotypes, properties and tagged values. Consequently, no model transformation is required, and the results of the safety analysis can be used to update the safety data stored in the SysML model. Helle’s [43] method used SysML models of the functional and logical architecture of the system to automatically generate reliability block diagrams. Safety data, such as component failure rates, were embedded into the blocks using tagged values. Failure cases were identified in the functional architecture using stereotypes. A script traverses the SysML models to generate the reliability diagram for each failure case. While this method only focuses on generating a single safety artifact and is limited in its applicability over the entire safety life cycle, it demonstrates that a safety artifact can be automatically generated by embedding the required safety data directly into the SysML model without the need for a model transformation.

Helle’s method failed to include a hazard analysis, which is essential in the early stages of the safety life cycle. Several researchers have developed methods to perform a hazard analysis using dedicated SysML profiles [44]–[46]. Thramboulidis and Scholz [44] developed a model that captures up to 20 different data elements from a hazard analysis. A PHA is applied on the functional architecture of the system, and the
resulting data elements are stored in the SysML model itself. Biggs et al. [45] created an SysML profile called SafeSysE to capture data from a hazard analysis. The SafeSML profile is used to annotate the model elements in the SysML diagrams of the system architecture with qualitative safety-related information, such as hazard types, causes, effects, and safety measures, and quantitative safety-related information, such as probability of occurrence, severities, etc. Finally, Muller et al. [46] present a hazard analysis profile that captures safety-related data by performing hazard analysis at each stage of the system design process. These approaches [44]–[46] highlight how SysML profiles can be used to store relevant data from a hazard analysis in the same SysML model as the system design.

Mhenni et al. [9] leveraged the use of SysML profiles to capture safety-related information for a model-based safety analysis tool called SafeSystE that can generate safety artifacts at each stage of the safety life cycle. It integrates the system design and safety life cycle and uses SysML profiles to store safety-related information in the SysML model. An activity diagram captures the functional architecture of the system from which a functional FMEA containing a list of functions and generic failure modes is automatically generated. Safety requirements are derived for each failure mode. A logical architecture that allocates functions to components is developed using an internal block diagram from which a component FMEA is generated. Information from the FMEA, internal block diagram, and the safety profile of each block is used to generate static fault trees. Finally, safety requirement violations are analyzed using an NuSMV model checker. This work is extended in [47] where component redundancy is also captured in the system architecture model and dynamic fault trees are generated. A key difference between this method and the safety life cycle found in safety standards lies in the elicitation of safety requirements. Standards require system-level safety requirements to be defined early in the life cycle, independent of the system architecture. In [9], the authors define one or more safety requirements for each functional failure mode after the functional architecture is defined. As a result, the risk associated with the violation of the safety requirement is not automatically linked to the failing function and by extension the lower-level system design. Additionally, because hardware and software systems fail differently (assuming randomness is not applicable to software design flaws) it is recommended to further decompose system safety requirements into hardware and software safety requirements. This is further supported by the fact that most software failures arise due to flaws in the requirements [32].

In this paper, a framework that integrates the system design and safety life cycle process is proposed that overcomes the limitations of the previously highlighted works. As recommended by safety standards, system-level safety requirements are generated early in the life cycle. The system architecture is modeled using SysML, and as the design evolves the safety-related data is stored in the same model using SysML profiles. As a result, no model transformation is required, and safety artifacts such as FMEA tables and fault trees are automatically generated from the SysML model only. High-level safety requirements are decomposed into hardware and software safety requirements and allocated to the appropriate lower-level components. The safety artifacts generated at various stages of the life cycle are used to provide evidence to support the safety of the system design.

### III. ISDS FRAMEWORK

The ISDS framework introduced in this paper analyzes the operational, functional, and logical design views of the system to automatically generate safety artifacts. As shown in Fig. 1, the framework follows the ‘V’ system development life cycle model [48] to not only capture the iterative nature of model development but also to highlight the existence of a verification stage for each corresponding development stage. The systems design and safety life cycle are integrated in the ISDS framework through a one-to-one mapping of the different stages in both life cycles, beginning at project definition and ending at verification and validation. The left side of the ISDS framework deals with project definition, where the design and safety data are graphically represented using SysML diagrams and captured in the same SysML model. The right side of the ISDS framework deals with verification methods for each corresponding project definition stage (on the left side). The key contributions of this framework are: 1) the one-to-one mapping of the system design and safety life cycle to automatically generate safety artifacts, such as FMEA tables and fault trees, at different stages of the life cycle; 2) the decomposition of high-level safety requirements to low-level hardware and software safety requirements; 3) the ability to automatically reflect any changes made in the safety artifact back into the SysML model; and 4) the automatic generation of a protocol from the SysML model to complete system safety verification through fault injection simulation.

ISDS is a conceptual framework and is divided into three phases, as shown in Fig. 2. Phase 1 deals with system design and safety analyses at the system level and ends with automatically generating system-level FMEA and fault trees. The results of these analyses are carried into Phase 2 of the ISDS framework, which deals with system design and safety analyses at the sub-system or component level. Phase 3 deals with verifying the safety of the system design. A brief overview of each phase is provided in the section below. However, this paper focuses on the detailed description and implementation of Phase 1 of the ISDS framework only. Phase 2 and Phase 3 will be implemented in future publications.

### A. ISDS FRAMEWORK: OVERVIEW OF PHASES

This section provides an overview of each phase of the ISDS framework.
FIGURE 1. The Integrated System Design and Safety Framework (ISDS). The left side of the framework corresponds to the project definition phase of the life cycle, where different design and safety information is captured using different SysML diagrams and captured in a single SysML model. The right side of the framework corresponds to the test and integration phase of the life cycle, where the system design is verified against safety requirements at the component, sub-system, and system levels.

FIGURE 2. Different phases of the ISDS framework. Given the size and scope of the framework, it is separated into three logical phases to make it easier to demonstrate its application. Phase 1 deals with design activities and safety analyses at the system level only. Phase 2 uses the results from Phase 1 and completes design activities and safety analyses at the component level. Phase 3 deals with safety verification at the component, sub-system, and system levels. Verification of system safety is performed at each level by verifying the system design against the safety requirements defined in the corresponding project definition stage.

1) Phase 1: System Level Analysis

Phase 1 includes system design activities and safety analyses at the system level only. From the system design life cycle perspective, the required system capabilities are identified and transformed into requirements, using which the functional and logical architecture of the system is developed. From the safety life cycle perspective, operational scenarios that could potentially lead to (unwanted) accident scenarios are identified. Hazard analysis is used to identify high-level (or system-level) safety requirements that the system design must not violate. Hazard analysis is repeated for the functional and logical architecture of the system to identify hazards associated with the system functions. A safety engineer also identifies the combination of failure modes that could violate the safety goal. Using the data captured from the hazard analyses and the system architecture, system-level FMEA tables and fault trees are automatically generated. The results of the safety analyses reveal the modifications required in the system design to make it safe. Once the required design changes have been made, safety analyses are repeated to update the safety artifacts.
2) Phase 2: Sub-system level analysis

In Phase 2, the system design is further refined by deconstructing the system architecture into the system hardware and software architecture. Component blocks that make up a sub-system are identified. For each hazard associated with a function (identified in Phase 1), a corresponding hardware and software safety requirement is generated. These requirements are allocated to the appropriate sub-system. Sub-system FMEA tables are automatically generated by identifying the different failure modes of the components that make up the sub-system. A safety engineer identifies the failure modes or a combination of failure modes that could violate the hardware or software safety requirement. These failure modes are used to generate the sub-system fault tree. Safety mechanisms are added to these failure modes to prevent a safety requirement violation. At the end of Phase 2, a set of FMEA tables and fault trees are automatically generated for each sub-system.

3) Phase 3: System Verification

Phase 3 focuses on verifying the safety of the system design. Verification is performed based on the system hierarchy, starting from low-level or component design and ending at the high-level or system design. At the component level, the behavior of each component in a sub-system is verified to ensure that it does not violate the hardware or software safety requirements of the sub-system. Component failure modes for which the mitigation strategy or safety mechanism does not prevent a violation of a hardware or software safety requirement are identified, and recommendations are provided for corrective actions. These recommendations are implemented as design changes in the detailed design stage of the framework. The safety analyses are updated to stay consistent with the latest design. This verification process repeats until all hardware and software safety requirements are met at the component level. Different methods, such as model checking or fault injection, can be used to perform this verification.

At the sub-system level, hardware FMEDA tables are automatically generated for each sub-system. The FMEDA contains the failure modes of the components in the sub-system and additional data such as failure rates, safety mechanisms to prevent the failure modes, and the diagnostic coverage provided by the safety mechanism against the failure mode. This data can either be added manually by an engineer or obtained through fault injection. To complete the fault injection simulation, a protocol containing the design and safety information of each sub-system is automatically generated from the SysML model. The design information in the protocol is obtained from the system and includes the organization of components in the sub-system. The safety information in the protocol includes the component failure modes of the sub-system and their corresponding safety mechanisms. The fault injection simulation identifies the failure modes that violate the sub-system-level safety requirements. Similar to the component-level verification process, recommendations are provided for corrective actions against failure modes that violate the sub-system-level safety requirements and are implemented as design changes in the high-level design stage of the framework. The system-level safety analyses are updated to maintain consistency with the latest design. This verification process repeats until all safety requirements are met at the sub-system level.

Finally, the system-level verification is performed through fault injection simulation. The system design is tested in a simulation environment against the failure operational scenarios identified in Phase 1. The failure modes of the sub-system are injected one at a time (through software) into the system design, and the behavior of the system is observed. If a high-level (or system-level) safety requirement is violated, the system design is modified to prevent the violation. Multiple failure modes can be injected to observe a combination of failure modes that could violate a safety requirement. This process is repeated for all failure modes and is complete when none of the failure modes or combinations of failure modes violate any high-level safety requirement. The next section introduces the SysML profile developed for Phase 1 of the ISDS framework to store the safety-related information in the SysML model.

B. ISDS FRAMEWORK: SAFETY PROFILE

The ISDS framework integrates the system design and safety models by using SysML profiles to store the design and safety data in the same SysML model. Consequently, no model transformation is required to create the safety model and generate the safety artifacts (as highlighted in the literature review). The next section provides a detailed description of the safety profile used in this framework.

Fig. 3 illustrates the safety profile for the ISDS framework. Because safety goals are high-level safety requirements, the
SysML requirement metaclass is extended as a “safety goal” stereotype, which contains an additional property to capture the associated risk. Based on the risk assessment framework of ISO 26262, the safety goal risk can be one of five values—QM, A, B, C, or D (in order of increasing risk) [49]. System functions are represented using the “action” metaclass in an activity diagram. Hazards are deviations from the expected behavior of functions that pose a risk to the system. As a result, hazards are represented using the “hazard” stereotype, which is an extension of the “action” metaclass. Safety goal violations and inherited risk are added to the hazard through properties. The [1..*] next to the safety goal violation property refers to its multiplicity; that is, it indicates that one hazard can be associated with one or more safety goal violations. The “failure mode” stereotype is an extension of the hazard stereotype and inherits the referenced safety goal violation and the associated risk of violating the safety goal. Additionally, the failure mode stereotype contains causes, effects, and mitigation strategy as properties. A single failure mode can have multiple causes, effects, and mitigation strategies. The [1..*] next to each property highlights the ability to contain one or more values, that is, its multiplicity. Because the safety profile contains a placeholder (through stereotypes and properties) for all required safety-related data, not only can safety artifacts be automatically generated from the SysML model, but any changes made to the data in the safety artifact can also be automatically reflected in the SysML model. This is crucial for maintaining consistency between system design and safety analysis. The next section provides a detailed description of Phase 1 of the ISDS framework.

C. ISDS FRAMEWORK: PHASE 1 DESCRIPTION

The description for each stage in the ISDS framework starts with the design life cycle-related activity, followed by the safety life cycle activity and the SysML modeling activity. Fig. 4 illustrates the sequence of activities performed during Phase 1 of the ISDS framework.

1) Develop a concept of operations and generate failure operational scenarios

The design life cycle begins with developing the system’s concept of operations by identifying a set of system capabilities from the perspective of its stakeholders and the system operational scenarios. The safety life cycle identifies a set of operational scenarios under which the system could be unsafe. The operational scenarios are captured by identifying the set of variables (and its states) that cover the range of scenarios the system will encounter during operation in its intended environment.
2) Identify system requirements
System capabilities that were identified in the previous step are transformed into requirements. These requirements are captured in the SysML model using a requirements diagram.

3) Perform system hazard and risk assessment
Hazard analysis is performed on the system capabilities to identify potential system-level hazards. These hazards represent states of the system that could pose significant risk to the system itself or its environment, such as loss of life or damage to property. The identified hazards are converted to high-level safety requirements (also known as safety goals) and are captured in the SysML model using a requirements diagram. A risk level (or safety integrity level) is assigned to a safety goal using the risk assessment framework from ISO 26262. The hazard linked to the safety goal is assessed in context with the failure operational scenarios identified in step 1 to derive the exposure (probability of occurrence of failure operational scenario), severity (consequence if hazard occurs), and controllability (probability of mitigating the failure scenario) factors. The three factors combine to give a safety integrity level or risk associated with the safety goal.

4) Develop functional architecture
The system architecture that is developed as part of the design life cycle has two components, the functional architecture and the logical architecture. The requirements are translated into system functions to create the functional architecture. The functional architecture is captured in the SysML model using multiple activity diagrams.

5) Develop logical architecture
The logical architecture provides the structural design of the system, allocates functions to the blocks or sub-systems, and identifies the interconnections and data flows between each block. The logical architecture is captured using a block definition diagram and an internal block diagram.

6) Perform sub-system hazard and risk assessment
In the safety life cycle, potential sub-system-level hazards are identified using hazard analysis. The functions allocated to each sub-system are analyzed for potential deviations from expected behavior and captured as hazards. The effects of each hazard are identified by tracing the safety goal that is violated if the hazard occurs. These hazards are added to the functional architecture activity diagrams. The risk associated with a hazard is determined by the safety goals that would be violated when the hazard occurs. If there are multiple safety goal violations, the highest risk is inherited. At this point, the SysML model is enriched with the necessary information to automatically generate the system FMEA and the system fault tree.

7) Generate system FMEA
The first safety artifact that is automatically generated is the system FMEA. Fig. 5 provides an overview of the process.

Algorithm 1: Generate System FMEA

| Input: XMI of SysML model | Output: Spreadsheet of System FMEA |
|---------------------------|----------------------------------|
|                           | SET root = root node of XMI;     |
|                           | Find elements of type = 'SysML Block' in root |
|                           | for each SysML Block do          |
|                           | Add Block name to spreadsheet    |
|                           | Find all Functions in the Block  |
|                           | for each Function do             |
|                           | Add Function to spreadsheet      |
|                           | Identify activity diagram of Function |
|                           | Extract Failure Modes from activity diagram |
|                           | Add Failure Mode and linked data to spreadsheet |
|                           | end for                         |
|                           | end for                         |

An XML metadata interchange (XMI) file of the SysML model is generated and parsed using a Python script to create the FMEA table. Iterating over each function for all blocks in the logical architecture, the hazards are extracted as the failure mode. The corresponding safety goal violation and associated risk is also extracted. An .xlsx file (spreadsheet) is generated containing the block name, its functions, failure modes, safety goal violations, and associated risk. The algorithm for generating the FMEA table is shown in Algorithm 1. The generated FMEA is further analyzed by a safety engineer to fill in the causes, effects, and mitigation strategy. The Safety Profile has a container for the data entered by the engineer, and the file is imported back into the SysML model to store the added information. A Python script parses the edited spreadsheet and iterates through the previously generated XMI file of the SysML model to add causes, effects, and a mitigation strategy for each failure mode to the SysML model. As a result, any changes made to the safety artifact by the engineer are automatically reflected in the SysML model. The algorithm for updating the FMEA table is shown in Algorithm 2.

8) Develop Functional Failure Matrix
Once the system FMEA is generated, the design and safety engineers work together to identify the combination of failure modes within a sub-system that can violate a safety goal. The failure mode combination is limited to an order...
Algorithm 2: Update System FMEA

Input: XMI of SysML model, Edited Spreadsheet
Output: Updated Spreadsheet of System FMEA
for each row in spreadsheet do
    Find SysML Block in XMI file
    Find corresponding Function in the Block
    for each Function do
        Identify activity diagram of Function
        Identify referenced Failure Mode
        Add Causes, Effects and Mitigation Strategy as properties to Block in XMI file
    end for
end for

FIGURE 6. Process for automatically generating a fault tree from a SysML model.

of two as recommended by safety standards [27]. Based on the structure of the FMEA, a Python script generates a template of the functional failure matrix for each safety goal. The matrix contains the failure modes of each subsystem listed in the rows and columns. A marked cell in the matrix signifies that the failure modes in the corresponding row and column cannot individually violate the safety goal but combine to violate a safety goal. It is important to note that only failure modes of different functions can combine to violate a safety goal, as a given function cannot exhibit multiple behaviors/misbehaviors simultaneously.

9) Generate system FTA

The next safety artifact that is automatically generated from the SysML model is the system fault tree. Like the artifact generation process for the FMEA, fault tree generation is automatic, instantaneous, and consistent with the latest system design. Fig. 6 illustrates the process. The structure of the fault tree is shown in Fig. 7. Because the interconnections and data flows between the blocks are known (using the internal block diagram), a failure in a block can be considered either an internal failure of the block (based on its failure modes) or a failure in the input to the block. The fault tree is generated using a Python script that parses the XMI file of the SysML model and the data from the FMEA table. Using the internal block diagram, the script traces the flow of information from output to input and generates a sequence of events (or failures) for each safety goal violation. Only those failure modes that contribute to the safety goal violation are considered internal failures of the block. Internal failure of the block is represented using a logic OR gate of failure modes that violate the specific safety goal. The inputs to the OR gate are the singular failure modes that violate the safety goal or the combination of failure modes that have been identified in the functional failure matrix. The combination of failure modes is represented using a logic AND gate. The algorithm for generating the fault tree is shown in Algorithm 3. The fault tree is generated in the Open-PSA [50] model exchange format and can be viewed by tools that use the XFTA engine [51].

IV. CASE STUDY: APPLICATION OF PHASE 1

This section presents a case study that demonstrates how Phase 1 of the ISDS framework is used to automatically generate system-level FMEA tables and fault trees from a SysML model. The case study deals with the development
Algorithm 3: Generate System FTA

Input: XMI of SysML model, Functional failure matrix, System FMEA
Output: System FTA in OpenPSA format

initialization
SET root = System Block of XMI model
SET visited-block = 0

Function Generate-Tree (block):
Identify all inputs to root
while input > 0 do
    for each input to Block do
        if input is NOT in visited-block then
            Add-Block-To-FaultTree (input)
            visited-block = input ⋃ visited-block
            Generate-Tree (input)
        end if
    end for
end while

Function Add-Block-To-FaultTree (block):
Add OR Gate
Add Internal-Failure-of-Block (block)
Add failure in input to Block

Function Internal-Failure-of-Block (block):
Identify block in FMEA
Add OR Gate
Add failure modes that violate safety goal
if Violation in Functional Failure Matrix then
    Add AND gate
    Add failure modes that violate safety goal
end if

A. IDENTIFY FAILURE OPERATIONAL SCENARIOS
The first step in the ISDS framework is to identify a set of operational scenarios that represent the situations under which the system should avoid hazardous (or unsafe) behavior. The set of environmental variables (and its states) for a vehicle is shown in Table 1.

The different states for each variable can be combined to create a driving scenario during which the system should avoid unsafe behavior. For example, a potential driving scenario could be that the vehicle is travelling on an interstate highway at high speed (130 kph>=V>100 kph) with another vehicle in front on an icy surface with no pedestrians present.

B. IDENTIFY SYSTEM REQUIREMENTS
As mentioned earlier, the system capabilities and requirements were obtained from [52]. These requirements are captured in the SysML model using a requirements diagram, as shown in Fig. 8.

C. PERFORM SYSTEM HAZARD AND RISK ASSESSMENT
System hazard analysis is performed on the FCW system using the HAZOP method to identify system-level or vehicle-level hazards. The HAZOP analysis uses the following guide-words:

- Loss of function
- Too early

TABLE 1. Environment variables and their states for a vehicle equipped with a Forward Collision Warning System

| Environmental Variable | Variable State                  |
|------------------------|---------------------------------|
| Weather                | Clear, wind, rain, snow, icy surface, etc. |
| Roadway surfaces       | Asphalt, gravel, concrete, dirt   |
| Pedestrian presence    | Present, absent                  |
| Roadway type           | Interstate highway, undivided highway, local roads, etc. |
| Traffic conditions     | Vehicle in front, vehicle behind, vehicle front and behind, no vehicles present nearby |
| Traffic zones          | School zone, construction zone, tunnels, garages |
| Vehicle speed          | Very high (>80mph), High (80mph>=V>60mph), Medium (60mph>=V>30mph), Low (<=30mph) |

TABLE 2. Risk assessment for an operational scenario based on the risk assessment framework from ISO 26262

| Assessment Variable | Description                  |
|---------------------|------------------------------|
| Hazard              | Delayed engagement of FCW system |
| Safety goal         | SG3: Prevent delayed engagement of FCW system |
| Failure operational scenario | Driving at high speed (130kph>=V>100kph), on an interstate highway, with another vehicle in front, on an icy surface, with no pedestrians present |
| Crash situation     | Host vehicle crashes into leading vehicle |
| Severity            | S3 – Life-threatening or fatal injuries |
| Controllability     | C3 – Difficult to control |
| Exposure            | E4 - Highly likely speed |
| Risk or safety integrity level | D (Highest risk level) |
Based on these guidewords the following vehicle-level hazards associated with the FCW system were identified:

- Unexpected loss of FCW system
- Early engagement of FCW system
- Delayed engagement of FCW system
- Unexpected engagement of FCW system

These hazards represent unsafe behavior of the FCW system. High-level safety requirements or safety goals are developed to prevent these hazards from occurring, as shown in Fig. 9. Safety goals are captured in the SysML model using the safety goal stereotype.

The safety integrity level or risk associated with each safety goal is determined based on the risk assessment framework from the ISO 26262 standard. For each failure operational scenario identified in the first step, the exposure, severity, and controllability are determined, and the equivalent risk is computed. Table 2 shows an example for assessing the risk associated with safety goal 3: prevent delayed engagement of FCW system under a specific operational scenario. This risk assessment is repeated for each operational scenario developed in the first step. The safety goal is assigned the highest risk level that was identified for the set of operational scenarios. The risk is added to the safety goal model element as a property.

**D. DEVELOP FUNCTIONAL ARCHITECTURE**

The functional architecture contains the set of functions that satisfy the system requirements. The system functions and their interconnections are captured in the SysML model using an activity diagram, as shown in Fig. 10.
E. DEVELOP LOGICAL ARCHITECTURE

The logical architecture is developed using a block definition diagram and an internal block diagram. The block definition diagram shown in Fig. 11 identifies the different logical blocks or sub-systems of the FCW system. The system functions are also allocated to each block. The internal block diagram is used to identify the interconnections between the sub-systems and the data flows between them. Fig. 12 illustrates the internal block diagram for the FCW system.

F. PERFORM SUB-SYSTEM HAZARD AND RISK ASSESSMENT

Sub-system hazard analysis is performed on each function in each block in Fig. 11, using the HAZOP method to identify sub-system-level hazards (hazards associated with sub-system functions). The guidewords used in this HAZOP study were:

- Loss of function
- More than
- Less than
- Locked function
- Intermittent output
- Wrong direction
- Not requested

Guidewords are used to brainstorm potential hazards to sub-system functions. These hazards are added to a sub-system function, as shown in Fig. 13 using the hazard stereotype. For each hazard, the potential safety goal violation is added as a property. Fig. 13 shows the hazards captured in the SysML model for the “detect lane markings” function.

G. GENERATE SYSTEM FMEA

The XMI of the SysML model is parsed using a Python script to generate the system FMEA for the FCW system. The different blocks and their allocated functions are identified using the block definition diagram shown in Fig. 11. The hazards associated with each function are extracted using the information in Fig. 13. Based on the safety goal violation for each hazard, the risk is extracted from Fig. 13. The data is formatted and stored in a spreadsheet, as shown in Table 3. For the sake of readability, the FMEA generated only contains information from one block (LD sensors) of the FCW system. The causes and effects columns are left empty for a safety engineer to complete after the FMEA has been generated. The safety profile has a failure mode stereotype that contains a property placeholder for both fields (causes and effects). As a result, any change in the spreadsheet is reflected in the SysML model by adding the causes, effects, and mitigation strategy back into the XMI of the model using a Python script. The new XMI can be imported into the SysML software to view the changes.

H. DEVELOP FUNCTIONAL FAILURE MATRIX

A Python script generates the template for the functional failure matrix based on the structure of the FMEA. For each safety goal, the script generates a unique n x n matrix for each block or sub-system, where n is the number of failure modes in the block. The functional failure matrix for the LD sensors block is shown in Table 4.

I. GENERATE SYSTEM FTA

The system fault tree of the FCW system is generated based on the logical architecture shown in Fig. 12. The fault tree follows the structure shown in Fig. 7 and is generated as an XML file in the Open-PSA format that can be viewed using open source tools that use the XFTA engine, such as SCRAM [53]. For ease in readability, only a section of the generated XML of the fault tree is shown in Fig. 14. The limited graphical user interface in SCRAM makes it difficult to export a high quality image of the fault tree. As a result, to visualize the generated fault tree, it has been redrawn using a graphics software as shown in Fig. 15. Each circular event represents the internal failure of the block, which includes only those failure modes from the FMEA table that violate safety goal 1. Based on this fault tree, fault mitigation strategies and safety measures can be added to the system design to avoid the violation of safety goal 1.

V. DISCUSSION

The manual, time-consuming, and error-prone nature of generating safety artifacts and the inconsistency between the design and safety models are major challenges in the field of safety analysis. The ISDS framework introduced in this paper addresses these issues by integrating the system design and the safety model into a single SysML model. The framework avoids the need for model transformation to automatically generate safety artifacts by using SysML profiles to capture...
FIGURE 13. SysML Activity diagram showing the hazards identified for the Detect Lane Markings function

TABLE 3. FMEA for two functions of the Lane Detection Sensors block of the FCW system. The '-' indicates that the information is to be filled by an engineer.

| ID | Block | Function          | Failure Mode                  | Cause | SG Violation | Risk  | Effect | MS* |
|----|-------|-------------------|-------------------------------|-------|--------------|-------|--------|-----|
| 1  | LD Sensors | Compute Lane Width | Does not Compute Lane Width  | -     | SG1          | ASIL D | -      | -   |
| 2  | LD Sensors | Compute Lane Width | More than intended Compute Lane Width | -    | SG2, SG3, SG4 | ASIL D | -      | -   |
| 3  | LD Sensors | Compute Lane Width | Less than intended Compute Lane Width | -    | SG1          | ASIL D | -      | -   |
| 4  | LD Sensors | Detect Lane Markings | Locked Function Detect Lane Markings | -     | SG2, SG3, SG4 | ASIL D | -      | -   |
| 5  | LD Sensors | Detect Lane Markings | Not Requested Detect Lane Markings | -     | SG4          | ASIL D | -      | -   |
| 6  | LD Sensors | Detect Lane Markings | Incorrect Decision Reverse Lane Markings | -     | SG2, SG3, SG4 | ASIL D | -      | -   |
| 7  | LD Sensors | Detect Lane Markings | Intermittent Detect Lane Markings | -     | SG1, SG4     | ASIL D | -      | -   |
| 8  | LD Sensors | Detect Lane Markings | Less than intended Detect Lane Markings | -     | SG1          | ASIL D | -      | -   |
| 9  | LD Sensors | Detect Lane Markings | More than intended Detect Lane Markings | -     | SG2, SG3, SG4 | ASIL D | -      | -   |
| 10 | LD Sensors | Detect Lane Markings | Does not Detect Lane Markings  | -     | SG1          | ASIL D | -      | -   |

*Mitigation Strategy

safety data in the SysML model. Consequently, there is no data loss, and any changes made to a safety artifact can be automatically reflected in the SysML model. The ISDS framework improves on the current state of the art in several ways. The first is by providing a one-to-one mapping of the entire system design and safety life cycle. The mapping highlights how multiple safety analyses can be applied at different phases of the integrated life cycle to automatically generate safety artifacts. The second is by decomposing high-level safety requirements into component-level hardware and software safety requirements. The decomposition ensures traceability between the safety requirements, the design decisions made to fulfil those requirements, and the verification activities to ensure compliance of the design with the safety requirements. The third way consists of changes made to the safety artifact by an engineer that can be automatically reflected back in the SysML model. Linking the safety artifact with the SysML model is essential for maintaining consistency between system design and safety with an engineer in the loop. The last way is by automatically generating the
FIGURE 14. A small section of the fault tree XML for violation of safety goal 1 of an FCW system.

TABLE 4. Functional failure matrix that identifies the combination of failure modes that violate safety goal 3.

| LD Sensors - Safety Goal 3 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------------------------|---|---|---|---|---|---|---|---|---|----|
| Failure Mode ID           | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 1                         |   |   | X | X |   |   |   |   |   |    |
| 2                         |   |   |   |   |   | X |   |   |   |    |
| 3                         |   |   |   |   |   |   | X | X |   |    |
| 4                         |   |   |   |   |   |   |   |   |   |    |
| 5                         |   |   |   |   |   |   |   |   |   |    |
| 6                         |   |   |   |   |   |   |   |   |   |    |
| 7                         |   |   |   |   |   |   |   |   |   |    |
| 8                         |   |   |   |   |   |   |   |   |   |    |
| 9                         |   |   |   |   |   |   |   |   |   |    |
| 10                        |   |   |   |   |   | X |   |   |   |    |

protocol from the SysML model that contains the system design and safety information required to complete safety verification of the system. The fault injection simulation will provide evidence to support that the system design fulfils the safety requirements. Extracting the protocol from the SysML model ensures consistency and traceability between the design stage (left side of the V) and the verification stage (right side of the V). This paper only introduces the concept and merits of automatically generating the protocol for safety verification. A detailed description of the protocol and its...
implementation through a case study will be the subject of future publications.

VI. CONCLUSION

This paper introduces the ISDS framework that integrates the entire system design and safety life cycle using an MBSE approach. The framework comprises three phases, and in this paper a detailed description and implementation of Phase 1 of the framework is provided through a case study. As future work, Phases 2 and 3 will be implemented. Phase 2 will demonstrate how high-level safety requirements are decomposed into component-level hardware and software safety requirements. Phase 3 will highlight how safety verification is completed at the component, sub-system, and system levels. The system design and safety information in the SysML model will be used to generate the protocol to perform the fault injection simulation and verify the system design against the safety requirements.
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