Observation of quantum domain melting and its simulation with a quantum computer
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Domains are homogeneous areas of discrete symmetry, created in nonequilibrium phase transitions. They are separated by domain walls, topological objects which prevent them from fusing together. Domains may reconfigure by thermally-driven microscopic processes¹², and in quantum systems, by macroscopic quantum tunnelling (MQT). The underlying microscopic physics that defines the system’s energy landscape for tunnelling is of interest in many different systems, from cosmology³–⁵ and other quantum domain systems⁶, and more generally to nuclear physics, matter waves⁷, magnetism⁷–⁹, and biology¹⁰. A unique opportunity to investigate the dynamics of microscopic correlations leading to emergent behaviour, such as quantum domain dynamics is offered by quantum materials. Here, as a direct realization of Feynman’s idea of using a quantum computer to simulate a quantum system¹¹, we report an investigation of quantum electron reconfiguration dynamics and domain melting in two matching embodiments: a prototypical two-dimensionally electronically ordered solid-state quantum material, and a simulation on a latest generation quantum simulator¹². We use scanning tunnelling microscopy to measure the time-evolution of electronic domain reconfiguration dynamics, and compare this with the time evolution of domains in an ensemble of entangled correlated electrons in simulated quantum domain melting. The domain reconfiguration is found to proceed by tunnelling in an emergent, self-configuring energy landscape, with characteristic step-like time evolution and temperature-dependences observed macroscopically. The remarkable correspondence in the dynamics of a quantum material and a quantum simulation opens the way to understanding of emergent behaviour in diverse interacting many-body quantum systems at the microscopic level.
Temporally evolving systems undergoing rapid phase transitions generate copious spatial inhomogeneities in the form of domains whose classical relaxation dynamics is universally followed. For example, in first order phase transitions, initial nucleation of an emerging phase is typically followed by coalescence and eventually by the growth of larger domains at the expense of smaller ones by ‘ripening’. The classical kinetics is diffusion-driven, and leads to power-law temporal evolution of the domain radius, \( r(t) \sim t^n \), where \( n = \frac{1}{2} \) for nucleation, changing to \( n = \frac{1}{3} \) for coalescence, and eventually to a slow double-exponential ripening processes. These models don’t apply in quantum systems, where we may expect to observe tunneling between different domain configurations. MQT processes can occur on a wide variety of timescales, ranging from \( \sim 10^{10} \) to \( 10^{30} \) years for the universe, from \( 10^{-14} \) to 14 seconds for alpha particle decay in different isotopes of Be, and \( \sim \) microseconds in quantum vortex creep phenomena and macroscopic matter waves. To investigate the underlying microscopic quantum dynamics that defines the emergent phenomena in such systems, the microscopic quantum system dynamics needs to be experimentally observable in detail. An excellent model system for investigating quantum domain dynamics turn out to be electronically ordered layered transition metal dichalcogenides (TMDs). These materials’ generic properties may be abstracted to a triangular 2-dimensional lattice, sparsely filled with electrons that order into an electronic crystal (Fig. 1a). The electronically ordered state is stabilized by correlations and the electron-phonon interaction. The electrons can be considered as dressed quasiparticles – polarons – arranged in a sparse commensurate lattice. The underlying triangular crystal lattice geometrically constrains the regular filling patterns to ‘magic’ filling fractions \( \frac{1}{3}, \frac{1}{7}, \frac{1}{9}, \frac{1}{13}, \ldots \), which in turn define the commensurate electronic states that are favored in natural materials. Departure from magic fractions can be induced by chemical doping, strain, or other external stimuli, such as photodoping or carrier injection, which introduce domain walls that can accommodate additional electrons (or holes) in the electronic lattice (Fig. 1b). Such domain walls arising from electron ‘overcrowding’ have been observed in numerous TMDs and are associated with the appearance of superconductivity, but 1T-TaS\(_2\) is of special interest because the domain reconfiguration dynamics can be studied on an experimentally accessible timescale. The domain state in 1T-TaS\(_2\) can be considered as an emergent many-body state, formed on the basis of microscopic interactions between the electrons, which makes it amenable to a microscopic theoretical formulation of the domain dynamics problem. Additional interest in the dynamics of the domain state in 1T-TaS\(_2\) comes from the possibility of using domain reconfiguration as a basis for a low-temperature memory device, where quantum domain melting processes may functionally determine the long-term data retention. The experimental motivation for the present work comes from our observation, by scanning tunneling microscopy (STM), of temperature-independent, tip-independent
reconfiguration of domains at low temperature which cannot be explained by classical thermally assisted processes\textsuperscript{25}. A theoretical WKB estimate presented in the supplement (SI) confirms that tunneling between domain configurations is plausible on timescales accessible by STM.

A domain state in 1T-TaS\textsubscript{2} can be conveniently set up by an electrical pulse through an STM tip at 4 K\textsuperscript{21,22,25}. As the domain structure evolves in time, its configuration is recorded periodically by STM (Fig. 1c), which amounts to a classical ‘snapshot’ of the system. The motion of individual electrons in between measurements is quantified by comparing sequential images (Fig. 1c), and counting the total number of electrons that moved $\Delta N$, and expressed as the fraction of electrons moved $f = \frac{\Delta N}{N}$, where $N$ is the total number of electrons per frame (Fig. 1d). Typically, on the same spot on the sample, large pseudo-random jumps appear with time (Fig. 1e), reflecting the discrete nature of domain reconfiguration\textsuperscript{20}. $f(t)$ averaged over a large number of scans on different areas of the sample at 5 K appears close to an exponential decay, but is inconsistent with expected classical power law time dependences $f(t) \sim r(t)^2 \sim t^{-1}$ or $t^{-2/3}$, characteristic of nucleation or coalescence processes\textsuperscript{1} respectively, observed at higher temperature\textsuperscript{26} (see Fig. 1g). An energy landscape plotted in terms of in-plane configurational coordinates $q_1$ and $q_2$ suggests the paths of both thermally activated, and tunneling processes between configurational states (insert to Fig. 1f).

A number of experiments designed to test STM tip-current dependence of the reconfiguration process are performed. Comparing $f(t)$ obtained by scanning at regular intervals (Fig. 1g), with $f(t)$ measured under identical experimental conditions but with no tip scanning (Fig. 1h) shows very similar exponential decay constants of $\tau = 1040 \pm 90 \text{ s}$ and $945 \pm 80 \text{ s}$ respectively. In another test, increasing the tip current and voltage to the extent that the deposited Joule heating is increased 1000-fold, we find that the relaxation increases less than two-fold (see SI for details). We conclude that the tip current has a relatively small effect on domain reconfiguration rate, and the main recombination processes are not induced by the tip.
The temperature dependence of the reconfiguration rate is shown in Fig. 1i. At low T, the rate is approximately constant to $\sim 20$ K, but increases with T and begins to saturate above $\sim 60$ K. The data are fit to a generic phenomenological model commonly used for transport in disordered systems: $R(T) = R_q + R_0 \exp\left(-\frac{E_B}{k_B T}\right)$. $R_q \approx 2.2 \pm 0.2 \times 10^{-4}$ s$^{-1}$ is the temperature-independent quantum tunneling rate, while the second term describes temperature-activated hopping across a barrier $E_B = 36 \pm 5$ K, which is comparable with the activation energy $E_A$ obtained from macroscopic resistance relaxation measurements.

Having established the existence of quantum domain reconfiguration dynamics at low temperatures, we proceed with setting up a closely matching open quantum system simulation on a
quantum annealer. We begin with the classical 2D interaction Hamiltonian which describes the domain states in equilibrium:

$$H_{\text{int}} = \frac{1}{2} \sum_{i,j} V_{ij} (q_i - \bar{q})(q_j - \bar{q}) - \mu \sum_i q_i,$$

where $V_{ij} = \frac{\nu_0 \exp \left(-\frac{r_{ij}}{r_s} \right)}{r_{ij}}$, $r_s$ is the screening radius, $r_{ij} = r_i - r_j$, $r_i$ is the $i$-th out of $N$ lattice sites, $q_i$ is the occupation number of lattice site $i$, the sum runs over all lattice sites and $\bar{q} = \frac{\sum_i q_i}{N}$. $\bar{q}$ is the magnitude of the charge of each lattice site and the number of electrons in the system is varied by the chemical potential $\mu$. The polarons are considered as screened point charges that can only reside on Ta sites of the triangular atomic lattice (Fig. 1a).
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**Figure 2.** Simulated configurations measured at different times, the corresponding system energy, and the temperature dependence of the reconfiguration rate $R$. a) The initial 2-domain state configuration with a domain wall. The system traverses the energy landscape through multiple multi-qubit tunneling events to the ground state. Thereafter, the system is spontaneously excited, showing other domain configurations, such as and . The excitation is thought to be the result of some external excitation such as cosmic rays. b) Energy difference between measured configurations and the ground state versus time. The horizontal line emphasizes when the system is in the ground state. c) The temperature dependence of the reconfiguration rate $R$ in the simulation.
The Hamiltonian that is simulated is the form of the transverse field Ising model (TFIM):

$$H = -\frac{A(t)}{2} \sum_i \sigma_i^x + \frac{B(t)}{2} \left( \sum_{i<j} J_{ij} \sigma_i^z \sigma_j^z + \sum_i h_i \sigma_i^z \right), \tag{2}$$

where $\sigma_i^x$ are Pauli matrices operating on a qubit $q_i$, $J_{ij}$ are couplings between qubits $q_i$ and $q_j$ and $h_i$ are the longitudinal external fields at $q_i$. In order to map $H'_\text{int}$ onto $H$ we need to apply the transformation from spin to qubit variables $\sigma_i^z = 2q_i - 1$ and by setting $h_i = \sum_{j=1}^N \frac{Q_{ij}}{2}$ and $J_{ij} = \frac{Q_{ij}}{4}$, which reduces $H'_\text{int}$ to the second term of (2). The $\sigma^x$ term in (2) describes tunneling between different configurational states. With this additional term, our problem is mapped onto a two-dimensional TFIM.

By analogy with the dynamics of the STM experiment, we introduce quantum dynamics with a ‘reverse annealing’ protocol, where we define the time-evolution of the Hamiltonian (2) by specifying functions for $A(t)$ and $B(t)$. The parameter $t$ has a range of $[0, t_a]$, and plays the role of time, where $t_a$ is the annealing time ($\approx 2000 \mu s$). At $t = 0$ we set $A(0) = 0$ and $B(0)$ to its maximum value, and initialize all the logical qubits to some initial state, which corresponds to a particular, non-equilibrium domain configuration. Since $H$ at time $t = 0$ is diagonal in the number basis $q_i$, we are initially in the classical regime. We then turn on the transverse field $A(t)$ to a fraction of the magnitude of $B(0)$ in a controlled manner. The maximum values of $A(t)$ and $B(t)$ are $\sim 10 \ h \ GHz$, where $h$ is Planck’s constant and the annealing schedule can be found here$^{28}$. During the reverse annealing process $H$ is no longer diagonal in the $q_i$ basis, and the system is in a superposition state of many configurations. Tunneling processes are now allowed between different configurations as well as quantum transitions between different states. At the end of the quantum anneal we bring $H$ back to the classical regime $A(t_a) = 0$ $^{28}$ and measure the configuration, as a direct analogy to opening the box in a Schrödinger’s cat experiment. The result is shown in Fig. 2a and b. As such, the calculation is directly analogous to the procedure followed in the STM experiments (Fig. 1e and f), with remarkably similar jumpy dynamics.

To simulate the temperature dependence of the STM quantum dynamics in Fig. 1i) we can vary the effective temperature of the system. The physical temperature of the quantum processing unit in
the D-Wave machine is fixed to $15.8 \pm 0.5 \, mK$. However, by scaling $H_{\text{int}} \rightarrow H_{\text{int}}/T_{\text{eff}}$, we can scale the energy scale of $H_{\text{int}}$ to represent the real-world temperature scale$^{80}$. To compare our simulations with the STM experiment, in Fig. 2d we show the reconfiguration of the domain state measured over a range $1 < T_{\text{eff}} < 50$ (unitless). The shaded area represents the error, as a standard deviation of the rate in the calculation, averaged over 8 independent runs. The quantum simulation shows remarkably similar T-dependence as the STM experiment in Fig. 1i). Fitting the rate $R(T)$ in the same way as in the experiment, we obtain an empirical scaling of the barrier energy between experiment and simulation $E_{\text{STM}}^B / E_B \approx 27 \, K$. The dynamics are quantum at all times: the Hamiltonian is the only driver able to propagate the system through the configurational energy landscape in time. However, note that in both the simulation and the experiment, the measured states are classical. One could argue that classical temperature effects are enough to account for all the changes in qubit values when the system is let to evolve in time. However, we find that for any value of $T_{\text{eff}}$ the system exhibits qubit changes only when a substantial transverse field is applied during a reverse anneal ($s_{\text{min}} < 0.6$). Otherwise, none of the qubits change values. (An extensive analysis of the effect of temperature, dependence on various parameters, as well as adiabatic and diabatic processes is presented in the SI.)

To investigate the quantum equilibration process, we set up an initial configuration corresponding to a highly excited state, with all sites occupied, and measure the reconfiguration processes in time. In the simulation we manipulate the relaxation rate by varying the reverse annealing protocol to control the amount of phase space available to the system at a given time from almost zero to the entire phase space. The system can thus in principle be scaled in size to the experimental scale of hundreds of qubits, which would reproduce the timescale of the reconfiguration process to match the experiment. A typical measurement showing how the system relaxes is shown in Fig 2c, showing direct correspondence with the STM reconfiguration timeline (Figs. 1f and g). The steps in the time-evolution (Fig. 1f and 2b) imply a remarkably similar susceptibility of the quantum processes to external disturbances in both cases.

Calculations show that a substantial transverse field is required to initiate dynamics. While this is far from maximum ($s_{\text{min}} = 0$), we are able to tune the relaxation rate through all the available timescales with $0 < s_{\text{min}} < 0.6$, which suggests that entanglement between different configurational states is the main driver of dynamics. $s_{\text{min}} \sim 0.6$ appears to be the cut-off point beyond which the overlap between states is too small to observe tunneling on relevant timescales. With $s_{\text{min}} < 0.6$ we are able to tune the overlap so that the available phase space for tunneling covers everything from zero to all possible states. The connection between the microscopic quantum dynamics in Fig. 2 and the tunneling processes in the energy landscape Fig. 1f suggested by experiments now becomes clear
from the simulation. One difference between the two realizations should be noticed: In simulations, the average number of particles is kept constant by adjusting $\mu$. In the experiment, the number of electrons may change because of charge injection through the tip or via dissipation into the bulk of the crystal. The parallel simulation and real-world experiment of quantum domain melting demonstrates the remarkable value of quantum simulations for modelling the dynamics of emergent spatial inhomogeneity in a wide variety of open quantum systems – including quantum materials such as the quantum paraelectric SrTiO$_3$, high temperature superconductors such as Bi$_2$Sr$_2$CaCu$_2$O$_x$, and tunneling between false vacuum states in the early inflationary cosmological energy landscape amongst others. We end by noting that the presented quantum simulation of a realistic system, such as the one presented, would not be possible with a current state of the art conventional computer.
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