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Abstract. We introduce a family of maps generating continued fractions where the digit 1 in the numerator is replaced cyclically by some given non-negative integers \((N_1, \ldots, N_m)\). We prove the convergence of the given algorithm, and study the underlying dynamical system generating such expansions. We prove the existence of a unique absolutely continuous invariant ergodic measure. In special cases, we are able to build the natural extension and give an explicit expression of the invariant measure. For these cases, we formulate a Doeblin-Lenstra type theorem. For other cases we have a more implicit expression that we conjecture gives the invariant density. This conjecture is supported by simulations. For the simulations we use a method that gives us a smooth approximation in every iteration.

Introduction

In this article, we study a variation of the \(N\)-continued fraction expansions introduced in 2008 by Burger et al. \cite{BGRK+08}. These expansions have the form

\[
x = \frac{N}{d_1 + \frac{N}{d_2 + \frac{N}{\ddots}}},
\]

where the digits \(d_i \in \mathbb{N}\), for \(i \geq 1\). Seemingly an innocent change, the effects are dramatic: no point has a unique expansion (except 0), quadratic irrationals seem to have all sorts of periodic and non-periodic as well as chaotic expansions, and the associated dynamics are much more complicated. These expansions are generated iteratively by applying, in a deterministic or random manner, at each step of the expansion one of the maps \(S_k(x) = \frac{N}{x} - k\), for \(k \geq 1\). The periodicity of the \(N\)-expansions of quadratic irrationals was partially studied in \cite{BGRK+08, AW11}. The ergodic properties of some deterministic \(N\)-expansion algorithms, defined as iterations of an appropriate transformation, were investigated in \cite{DKvdW13}, and invariant measures of the random algorithm generating all \(N\)-expansions were given in \cite{DO18}. In \cite{KL17}, the authors concentrated on expansions of points in windows of length 1 to obtain a parametrised family of \(N\)-expansions with finitely many digits. For certain values of the parameter they were able to obtain the density of the invariant measure. For other values of the parameter where the invariant density could not be found, they gave some numerical estimation of the entropy.

Inspired by alternating \(\beta\)-expansions (see \cite{CCD}) we study alternating \(N\)-expansions. These are generated by applying periodically one of a given finite set of transformations defined on distinct intervals, and each transformation has a range equal to the domain of the following transformation. This procedure leads to continued fractions whose numerators are periodic and the digits are periodically taken from different digit sets. To be more precise, for \(i \in \{1, \ldots, m\}\)
let \( I_i := [a_i, a_i + 1) \) with \( a_i \in \mathbb{N} \cup \{0\} \) be a set of distinct intervals. We will study continued fraction maps \( T : \cup I_i \to \cup I_i \) such that \( T(I_i) = I_i \mod m + 1 \) for \( i \in \{1, \ldots, m\} \). On every interval \( I_i \) we choose an \( N \in \mathbb{N} \). Let \( j(x) = i \) when \( x \in I_i \) and \( k(x) = (j(x) \mod m) + 1 \). Furthermore, let \( N = (N_1, \ldots, N_m) \in \mathbb{N}^m \). We define \( T : \cup I_i \to \cup I_i \) as

\[
T(x) = \frac{N_j(x)}{x} - \left\lfloor \frac{N_j(x)}{x} \right\rfloor + a_k(x),
\]

for \( x \neq 0 \) and \( T(0) = 0 \) whenever \( 0 \in \Omega \). Note that not for every \( N \in \mathbb{N}^m \) this gives us a continued fraction algorithm with only positive digits. This leads us to the following definition:

**Definition 1** (allowable). Let \( I_i := [a_i, a_i + 1) \) with \( a_i \in \mathbb{N} \cup \{0\} \) be a set of distinct intervals and \( \Omega = \cup_{i=1}^m I_i \). We call \( N = (N_1, \ldots, N_m) \in \mathbb{N}^m \) **allowable** for \( \Omega \) if for all \( x \in \Omega \) we have

\[
\left\lfloor \frac{N_j(x)}{x} \right\rfloor - a_k(x) > 0.
\]

Of course, since we can pick the values for \( N \) arbitrarily high, we can find a continued fraction algorithm for every choice of distinct intervals with all possible ways of indexing them. Many of these choices will give rise to a dynamical system that is difficult to study since not all branches will be full (a branch of the map \( T \) will not be mapped entirely onto the next interval). After proving convergence of associated continued fractions for these general systems, as well as the existence of a unique absolutely continuous invariant ergodic measure, we will shift our focus on choices of \( N \) such that we do have full branches. This is desirable for many reasons. Furthermore, we also study the more simple situation for which all values in \( N \) are the same. In this case the numerators will not alternate but the sets from which the digits are taken are alternating.

**Definition 2** (desirable and simple). Let \( I_i := [a_i, a_i + 1) \) with \( a_i \in \mathbb{N} \cup \{0\} \) be a set of distinct intervals and \( \Omega = \cup_{i=1}^m I_i \). We call \( N = (N_1, \ldots, N_m) \in \mathbb{N}^m \) **desirable** for \( \Omega \) if it is allowable and for all \( i \in \{1, \ldots, m\} \) we have that \( a_i \mid N_i \) and \( a_i + 1 \mid N_i \) whenever \( a_i \neq 0 \). Furthermore, we call \( N = (N_1, \ldots, N_m) \in \mathbb{N}^m \) **simple** if it is desirable and \( N_i = N_j \) for all \( i, j \in \{1, \ldots, m\} \).

Note that for any set of distinct intervals we can find a simple \( N \) by taking a large enough multiple of the product of the endpoints of the intervals \( I_i \), omitting 0. With the aid of some examples we will go through the different scenarios as well as introducing notation and explaining why these systems give rise to continued fractions (this will be done in Section \([1]\)). In Section \([2]\) we will prove that the convergents of these continued fractions indeed converge. In Section \([3]\) we prove that our underlying system has a unique invariant absolutely continuous ergodic measure. In Section \([4]\) we give a planar version of the natural extension for the simple (two interval) case and from this construction we are able to exhibit an explicit expression for the invariant density. Furthermore, the natural extension allows us to prove a Doeblin-Lenstra type theorem which tells us something about the quality of the convergents for generic points. In the case of more intervals we are unable to determine a suitable planar domain for the natural extension. We found a candidate for the domain but we were not able to prove that this domain has a positive measure. With simulations we support our conjecture that the candidate we found is indeed correct. For the simulations we provide an algorithm that approximates the domain from above. This algorithm is fast and each iteration will give rise to a smooth approximation of the invariant measure.

We could have chosen not to take \( a_i \) as distinct integers but as real number such that the corresponding intervals are distinct. Though, we choose to focus our attention to the case that \( a_i \) are distinct integers since this already yields interesting results. One can also study \( N \)-expansions with \( N \) being a positive real number (greater than one). This is done for example in \([GS17, \text{Meh20}]\). These continued fractions we also leave out of the scope of this article.
ALTERNATING $N$-EXPANSIONS

1. Examples

**Example 1**: Let $a_1 = 1$, $a_2 = 3$ and $N = (9, 12)$. We find that $T : [1, 2) \cup [3, 4) \to [1, 2) \cup [3, 4)$ is given by

$$T(x) = \begin{cases} \frac{9}{x} - \lfloor \frac{9}{x} \rfloor + 3 & \text{for } x \in [1, 2), \\ \frac{12}{x} - \lfloor \frac{12}{x} \rfloor + 1 & \text{for } x \in [3, 4), \end{cases}$$

see Figure 1.

![Figure 1. The map $T$ of Example 1.](image)

We see that, since $3 \mid 12$ and $4 \mid 12$ we have full branches on $[3, 4)$ but since $2 \nmid 9$ we do not have full branches on $[1, 2)$. Therefore, this choice of $N$ is allowable but not desirable. Note that at the left end point of any of the intervals, $T$ is not continuous giving us an extra digit in case the left point is not equal to 0. Setting $d_1(x) = \lfloor \frac{N_j(x)}{x} \rfloor - a_k(x)$ and $d_n(x) = d_1(T^{n-1}(x))$ we have

$$T(x) = \frac{N_j(x)}{x} - d_1(x)$$

and so

$$x = \frac{N_j(x)}{d_1(x) + T(x)}.$$

We can replace $T(x)$ by $T(x) = \frac{N_j(T(x))}{d_2(x) + T^2(x)}$ and continue in this manner to find

$$x = \frac{N_j(x)}{d_1(x) + \frac{N_j(T(x))}{d_2(x) + \frac{N_j(T^2(x))}{\ddots}}}.$$

For $x \in [1, 2)$ we find

$$x = \frac{9}{d_1(x) + \frac{12}{d_2(x) + \frac{9}{\ddots}}}$$

with $d_i \in \{1, \ldots, 6\}$ for $i$ odd (only 6 when $T^{i-1}(x) = 1$) and $d_i \in \{2, 3\}$ for $i$ even (only 3 when $T^{i-1}(x) = 3$). For $x \in [3, 4)$ we find

$$x = \frac{12}{d_1(x) + \frac{9}{d_2(x) + \frac{12}{\ddots}}}$$

with $d_i \in \{2, 3\}$ for $i$ odd and $d_i \in \{1, \ldots, 6\}$ for $i$ even.
**Example 2:** Let $a_1 = 1, a_2 = 2$ and $N = (8,12)$. Then we can define $T : [1,3) \rightarrow [1,3)$ as

$$T(x) = \begin{cases} \frac{8}{x} - \lfloor \frac{8}{x} \rfloor + 2 & \text{for } x \in [1,2), \\ \frac{12}{x} - \lfloor \frac{12}{x} \rfloor + 1 & \text{for } x \in [2,3), \end{cases}$$

see Figure 2. Note that this choice of $N$ is desirable.

![Figure 2. The map $T$ of Example 2.](image)

For $x \in [1,2)$ we find the continued fraction

$$x = \cfrac{8}{d_1 + \cfrac{12}{d_2 + \cfrac{8}{\ddots}}} = \frac{8}{d_1 + \frac{12}{d_2 + \frac{8}{\ddots}}},$$

where $d_i \in \{2,3,4,5,6\}$ for $i$ odd (only 6 when $T^{i-1}(x) = 1$) and $d_i \in \{3,4,5\}$ for $i$ even (only 5 when $T^{i-1}(x) = 2$).

**Example 3:** Let $a_1 = 0, a_2 = 2, a_3 = 1, a_4 = 3$. This time we choose $N = (12,12,12,12)$ so that we are in the simple case. Note that since there is an $i$ such that $a_i = 0$ we have infinitely many branches. We find that $T : [0,4) \rightarrow [0,4)$ is now defined as

$$T(x) = \begin{cases} \frac{12}{x} - \lfloor \frac{12}{x} \rfloor + 2 & \text{for } x \in [0,1), \\ \frac{12}{x} - \lfloor \frac{12}{x} \rfloor + 3 & \text{for } x \in [1,2), \\ \frac{12}{x} - \lfloor \frac{12}{x} \rfloor + 1 & \text{for } x \in [2,3), \\ \frac{12}{x} - \lfloor \frac{12}{x} \rfloor & \text{for } x \in [3,4), \end{cases}$$

see Figure 3. Note that this system is simple.

For $x \in (0,1)$ we find

$$x = \cfrac{12}{d_1 + \cfrac{12}{d_2 + \cfrac{12}{\ddots}}} = \frac{12}{d_1 + \frac{12}{d_2 + \frac{12}{\ddots}}},$$

where

$$d_i(x) \in \begin{cases} \{N_{\geq 10} \} & \text{for } i = 1 \mod 4, \\ \{3,4,5\} & \text{for } i = 2 \mod 4, \\ \{3,\ldots,9\} & \text{for } i = 3 \mod 4, \\ \{3,4\} & \text{for } i = 0 \mod 4. \end{cases}$$

Here $d_i(x) = 5$ for $i = 2 \mod 4$ only when $T^{i-1}(x) = 2$, $d_i(x) = 9$ for $i = 3 \mod 4$ only when $T^{i-1}(x) = 1$ and $d_i(x) = 4$ for $i = 0 \mod 4$ only when $T^{i-1}(x) = 3$. 
2. Convergence

In this section we prove the convergence for all allowable continued fraction algorithms. We first obtain recurrence relations and several standard equalities and inequalities in the same manner as for the regular continued fraction (by the use of Möbius transformations). Throughout this article, $N_k$ will always mean $N_k \mod m + 1$, where $m$ is the number of intervals of $\Omega$.

For any $a, b, c, d \in \mathbb{N}$ we define

$$[a \ b \ c \ d](x) = \frac{ax + b}{cx + d}$$

and

$$B_{d,N} = \begin{bmatrix} 0 & N \\ 1 & d \end{bmatrix}.$$  

Furthermore, we define $M_n = B_{d_1,N_1}B_{d_2,N_2} \cdots B_{d_n,N_n}$. Note that $\det(M_n) = (-1)^n \prod_{i=1}^{n} N_i$. Just as in the classical case we have

$$M_n = \begin{bmatrix} p_{n-1} & p_n \\ q_{n-1} & q_n \end{bmatrix}.$$  

We find that

$$p_{n-1}q_n - q_{n-1}p_n = (-1)^n \prod_{i=1}^{n} N_i. \tag{3}$$

Writing out $M_n = M_{n-1}B_{d_n,N_n}$, gives us the recurrence relations

$$p_{-1} = 1 \quad p_0 = 0 \quad p_n = d_np_{n-1} + N_dp_{n-2}, \tag{4}$$

$$q_{-1} = 0 \quad q_0 = 1 \quad q_n = d_nq_{n-1} + N_nq_{n-2}. \tag{5}$$

Since $x = M_n(T^n(x))$ we can write

$$x = \frac{p_n + p_{n-1}T^n(x)}{q_n + q_{n-1}T^n(x)} \tag{6}$$

and also

$$T^n(x) = \frac{q_nx - p_n}{-q_{n-1}x + p_{n-1}}. \tag{7}$$

From (3) and (6) we find:

$$x - \frac{p_n}{q_n} = \frac{(-1)^n N_1 \cdots N_nT^n(x)}{q_n(q_n + q_{n-1}T^n(x))} \tag{8}$$

so that

$$|x - \frac{p_n}{q_n}| < \frac{N_1 \cdots N_n \max \Omega}{q_n^2}. \tag{9}$$

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{example3.png}
\caption{The map $T$ of Example 3. The discontinuities are given by $\{\frac{12}{5}, \frac{12}{6}, \frac{12}{7}, \ldots\}$.}
\end{figure}
If we show that
\[ \lim_{n \to \infty} \frac{N_1 \cdots N_n}{q_n^2} = 0 \]
we have proved convergence. Using the recurrent relation (5) we find that for some \( C \)
\[ q_n \begin{cases} 
(N_n + 1)(N_n - 2 + 1) \cdots (N_2 + 1) & \text{for } n \text{ even,} \\
(N_n + 1)(N_n - 2 + 1) \cdots (N_1 + 1) & \text{for } n > 1 \text{ odd.} 
\end{cases} 
\]
Using this inequality for \( q_{n-1} \) and \( q_{n-2} \) and substituting this in the recurrent relation gives
(10)
\[ q_n \begin{cases} 
(N_{n-1} + 1)(N_{n-3} + 1) \cdots (N_1 + 1) + N_1(N_{n-2} + 1)(N_{n-4} + 1) \cdots (N_2 + 1) & \text{for } n \text{ even,} \\
(N_{n-1} + 1)(N_{n-3} + 1) \cdots (N_2 + 1) + N_1(N_{n-2} + 1)(N_{n-4} + 1) \cdots (N_1 + 1) & \text{for } n > 1 \text{ odd.} 
\end{cases} 
\]
We find
\[ \frac{N_1 \cdots N_n}{q_n^2} < \frac{N_1 \cdots N_n}{((N_n - 1)(N_n - 3 + 1) \cdots (N_1 + 1) + N_n(N_{n-2} + 1)(N_{n-4} + 1) \cdots (N_2 + 1))^2} \]
\[ < \frac{1}{(N_n - 1)(N_n - 3 + 1) \cdots (N_1 + 1)} + \frac{(N_1(N_n - 2 + 1)(N_{n-4} + 1) \cdots (N_2 + 1))^2}{N_1 \cdots N_n} \]
\[ < \frac{1}{(N_n - 1)(N_n - 3 + 1) \cdots (N_1 + 1)} + \frac{(N_1(N_n - 2 + 1)(N_{n-4} + 1) \cdots (N_2 + 1))^2}{N_1 \cdots N_n} \]
Suppose \( N = (N_1, \ldots, N_m) \) and \( m \) is even (\( m \) is odd goes analogous). Now let us write \( n = mp + r \) with \( 0 \leq r < m \). Then \( N_1 \cdots N_n = (N_1 \cdots N_m)^p N_1 \cdots N_r \) which gives us
\[ \frac{1}{(N_n - 1)(N_n - 3 + 1) \cdots (N_1 + 1)} + \frac{(N_1(N_n - 2 + 1)(N_{n-4} + 1) \cdots (N_2 + 1))^2}{N_1 \cdots N_n} \]
\[ < \frac{1}{(N_n - 1)(N_n - 3 + 1) \cdots (N_1 + 1)} + \frac{(N_1(N_n - 2 + 1)(N_{n-4} + 1) \cdots (N_2 + 1))^2}{N_1 \cdots N_n} \]
\[ < \frac{1}{(N_1 \cdots N_{m-1})^p C_1} + \frac{(N_2 \cdots N_m)^p}{(N_1 \cdots N_{m-1})^p} C_2 \]
for some \( C_1, C_2 \in \mathbb{R} \). Now note that as \( n \to \infty \) we have that \( p \to \infty \) so that whenever \( N_1 N_3 \cdots N_{m-1} \neq N_2 N_4 \cdots N_m \) the last inequality goes to 0. Whenever \( N_1 N_3 \cdots N_{m-1} = N_2 N_4 \cdots N_m \) then we have
(11)
\[ \frac{1}{(N_1 \cdots N_{m-1})^p C_1} + \frac{(N_2 \cdots N_m)^p}{(N_1 \cdots N_{m-1})^p} C_2 \]
(12)
\[ < \frac{1}{K_1^m C_1 + K_2^m C_2} \]
for some \( K_1, K_2 > 1 \) and thus we find convergence also in that case.

3. Ergodicity for the allowable case

Here we prove ergodicity (and the existence of an absolutely continuous invariant measure) when we are in the allowable case. We use the following result of Zweimüller (see [Zwe00]). Although the theorem is stated when the underlying space is the unit interval, the results hold true if \([0, 1] \)
is replaced by a finite disjoint union of intervals. Throughout the paper, we denote normalized Lebesgue measure by \( \lambda \).

**Theorem 3.1.** (Zweimüller) Let \( T : [0, 1] \to [0, 1] \), and let \( B \) be a collection (not necessarily finite) of nonempty pairwise disjoint open subintervals with \( \lambda(\bigcup B) = 1 \) such that \( T \) restricted to each element \( Z \) of \( B \) is continuous and strictly monotone. Suppose \( T \) satisfies the following three conditions:

(A) Adler’s condition: \( T''/T' \) is bounded on \( \bigcup B \),

(B) Finite image condition: \( TB = \{TZ : Z \in B\} \) is finite,

(C) Uniformly eventually expanding: there is a \( k \) such that \( |(T^k)'| > \gamma > 1 \) on \( \bigcup B \).

Then there are a finite number of pairwise disjoint open sets \( X_1, \ldots, X_n \) such that \( TX_i = X_i \) (modulo sets of \( \lambda \)-measure zero) and \( T|_{X_i} \) is conservative and ergodic with respect to \( \lambda \). Almost all points of \( [0, 1] \setminus \bigcup_i X_i \) are eventually mapped into one of these ergodic components and every ergodic component \( X_i \) can be written as a finite union of open intervals. Furthermore, each \( X_i \) supports an absolutely continuous invariant measure \( \mu \), which is unique up to a constant factor.

**Theorem 3.2.** Let \( \Omega = \bigcup_{i=1}^m I_i \) where \( I_i := [a_i, a_i + 1) \), with \( a_i \in \mathbb{N} \cup \{0\} \), are distinct intervals. Assume \( N = (N_1, \ldots, N_m) \in \mathbb{N}^m \) is allowable for \( \Omega \) and \( T : \Omega \to \Omega \) as given in equation (2). Then, \( T \) admits a unique absolutely continuous invariant ergodic measure.

**Proof.** We apply Theorem 3.1. For our setup, we take \( B \) to be the collection of all fundamental intervals of rank 1. Since \( \Omega \) consists of \( m \) disjoint intervals and on each interval \( I_i \), there are at most two fundamental intervals (corresponding to the smallest and largest digit on that interval) that might not be mapped onto \( I_{i+1} \), we see that \( TB \) consists of at most 2\( m \) elements. Hence \( T \) satisfies condition (B). We only need to check conditions (A) and (C) since the rest is clearly satisfied. Using (3) and (7) we find

\[
(T^k)'(x) = \frac{(-1)^k \prod_{i=1}^k N_i}{(p_{k-1} - q_{k-1}x)^2}.
\]

We will first prove (C) and find a \( k, \gamma \) such that \( |(T^k(x))'| > \gamma > 1 \). For (A) we remark that \( T \) can be replaced by \( T^k \) and the theorem will still hold. In the second part of the proof we find an \( M > 0 \) such that \( \left| \frac{(T^k(x))''}{(T^k(x))'} \right| \leq M \). We will assume with no loss of generality that \( x \in I_1 \) since the proof for \( x \in I_i \) follows the same arguments. Note that by definition we have

\[
T^{k+1}(x) = \frac{N_{k+1}}{T^k(x)} - d_{k+1}
\]

which gives

\[
T^k(x) = \frac{N_{k+1}}{d_{k+1} + T^{k+1}(x)}.
\]

Substituting (14) in (8) gives

\[
x - \frac{p_k}{q_k} = \frac{(-1)^k N_1 \cdots N_k}{q_k(q_k + q_{k-1}x)} \cdot \frac{N_{k+1}}{d_{k+1} + T^{k+1}(x)} = \frac{(-1)^k N_1 \cdots N_k N_{k+1}}{q_k(q_k + q_{k-1}x)}.
\]

Using the recurrence relation (3) we find

\[
x - \frac{p_k}{q_k} = \frac{(-1)^k N_1 \cdots N_k N_{k+1}}{q_k(q_k + q_{k-1}x)}.
\]

This, and (3) gives us

\[
\frac{N_1 \cdots N_k N_{k+1}}{q_k q_{k+1}(1 + \max \Omega)} < \left| x - \frac{p_k}{q_k} \right| < \frac{N_1 \cdots N_n N_{k+1}}{q_k q_{k+1}}.
\]
This gives us
\begin{align}
(18) & \quad \frac{N_1 \cdots N_k N_{k+1}}{q_{k+1}(1 + \max \Omega)} < |q_k x - p_k| < \frac{N_1 \cdots N_k N_{k+1}}{q_{k+1}}
\end{align}
\begin{align}
(19) & \quad \frac{N_1^2 \cdots N_k^2 N_{k+1}^2}{q_{k+1}^2(1 + \max \Omega)^2} < (q_k x - p_k)^2 < \frac{N_1^2 \cdots N_k^2 N_{k+1}^2}{q_{k+1}^2}.
\end{align}

From (13) and (19) it now follows that
\begin{align}
(20) & \quad |(T^k)'(x)| > \frac{q_k^2 \prod_{i=1}^k N_i}{N_1^2 \cdots N_{k-1}^2 N_k^2} = \frac{q_k^2}{N_1 \cdots N_{k-1} N_k}.
\end{align}

Using that \((a + b)^2 \geq 4ab\) and equation (10), we find for \(k \geq 2\) that \(q_k^2 > 4 \prod_{i=1}^k N_i\) for both the odd and the even case. Using this in (19) we find:
\begin{align}
(21) & \quad |(T^k)'(x)| > 4 > 1.
\end{align}

Now we will prove (A), i.e. \(|(T^k)''(x)| \leq M\) for some \(M > 0\). Using (13) we find
\begin{align}
(22) & \quad (T^k)''(x) = \frac{(-1)^k 2q_{k-1} \prod_{i=1}^k N_i}{(p_{k-1} - q_{k-1}x)^3}.
\end{align}

Filling (22) and (13) in \(|(T^k)''(x)|\) gives
\begin{align}
(23) & \quad \left| \frac{(T^k)''(x)}{(T^k)'(x))^2} \right| = \frac{2q_{k-1}|p_{k-1} - q_{k-1}x|}{\prod_{i=1}^k N_i}.
\end{align}

Using (18) we find
\begin{align}
\frac{2q_{k-1}|p_{k-1} - q_{k-1}x|}{\prod_{i=1}^k N_i} < \frac{2q_{k-1} \prod_{i=1}^k N_i}{q_k \prod_{i=1}^k N_i} < 2.
\end{align}

From the definition of our map \(T\), it is easy to see that \(\Omega\) is the smallest forward invariant set.

From this we can conclude from Theorem 3.1 that \(T\) has a unique invariant ergodic measure \(\mu_T\) that is absolutely continuous with respect to the Lebesgue measure \(\lambda\).

\[ \square \]

4. The natural extension and a Doeblin-Lenstra type theorem

In this section we study the natural extension of the map \(T\) defined above, and we use it to prove a Doeblin-Lenstra type theorem. We will give the natural extension in the simple case when we have two intervals. In the next section we discuss the possibilities and impossibilities of other cases.

**Theorem 4.1.** For a simple system \((T, \Omega, \mu_T, B_\Omega)\) with \(\Omega = [a_1, a_1 + 1) \cup [a_2, a_2 + 1) \cup [a_2, a_2 + 1) \times [a_1, a_1 + 1]\) we define \(X = [a_1, a_1 + 1) \times [a_2, a_2 + 1] \cup [a_2, a_2 + 1) \times [a_1, a_1 + 1]\). The natural extension is given by \((\overline{T}_T, X, \overline{\mu_T}, B_X)\) where \(\overline{T}_T : X \to X\) is defined as
\[ \overline{T}_T(x, y) = \left( T(x), \frac{N}{d_1(x) + y} \right) \]

Furthermore, the invariant measure \(\overline{\mu_T}\) is given by
\[
\overline{\mu_T}(A) = C \int_A \frac{N}{(N + xy)^2} \, dy \, dx,
\]
where \(C^{-1} = \int_X \frac{N}{(N + xy)^2} \, dy \, dx = 2 \ln \left[ 1 + \frac{N}{1 + (N + a_1 + 1)(N + a_2 + 1)} \right].\)
Corollary 4.2. Suppose the following.

We also find in \[DKvdW13\] one finds that

\[
\theta(x) = \lim_{n \to \infty} \frac{p_n}{q_n} x
\]

This is found by simply projecting down to the first coordinate.

In the remainder of this section we will look at how well convergents of a number \(x\) are approximating \(x\). We will first look at the desirable case with two intervals. For \(x \in \Omega\) we define:

\[
\theta_n(x) = \frac{q_n^2}{\prod_{i=1}^{n} N_i} \left| x - \frac{p_n}{q_n} \right|
\]

By writing \(t_n = T^n(x)\) and \(v_n = \frac{N_n q_{n-1}}{q_n} \) by using (16) we see that we can write \(\theta_n(x) = \frac{N_n t_n x}{N_n + t_n v_n} \).

We also find \(\theta_n^{-1}(x) = \frac{N_n v_n}{N_n + t_n v_n} \). Furthermore, note that \(T^n(x,0) = (t_n, v_n)\). Now since
\[ \mathcal{T}^n(x, 0) \in I_1 \times I_2 \cup I_2 \times I_1 \] for all \( n \) we find the following estimates for \( \theta_n(x) \):

\[
\frac{a_1N_n}{N_n + a_1(a_2 + 1)} \leq \theta_n(x) \leq \frac{N_n(a_1 + 1)}{N_n + a_2(a_1 + 1)} \quad \text{if } t_n \in I_1, \\
\frac{a_2N_n}{N_n + a_2(a_1 + 1)} \leq \theta_n(x) \leq \frac{N_n(a_2 + 1)}{N_n + a_1(a_2 + 1)} \quad \text{if } t_n \in I_2.
\]

When we are in the simple case we can say more. We formulate a Doeblin-Lenstra type theorem.

For \( c \in \mathbb{R} \), let \( A_c := \{ (x, y) \in X : \frac{N_x}{N + xy} \leq c \} \).

**Theorem 4.3.** Let \( F(c) := \overline{N\mathcal{T}}(A_c) \) and let \( C \) be the normalizing constant. Then we have

\[
F(c) = \begin{cases} 
0 & \text{for } c \in \left(-\infty, \frac{N_{a_1}}{N + a_1(a_2 + 1)}\right] \\
C \left( \frac{c(a_2+1+N_c)}{N} - 1 - \log \left( \frac{N_c+c(a_2+1)}{a_1N} \right) \right) & \text{for } c \in \left(\frac{N_{a_1}}{N + a_1(a_2 + 1)}, \frac{N_{a_2}}{N + a_1(a_2 + 1)}\right] \\
C \left( -\log \left( \frac{N + a_1(a_2 + 1)}{N + a_1a_2} + \frac{c}{N} \right) \right) & \text{for } c \in \left(\frac{N_{a_1}}{N + a_1a_2}, \frac{N_{a_1} + a_2}{N + a_1a_2}\right] \\
C \left( \log \left( \frac{N_c+c(a_2+1)(a_1+1)}{N + a_1a_2} + 1 - \frac{c}{a_2+1} - \frac{c a_2}{N} \right) \right) & \text{for } c \in \left(\frac{N_{a_1} + a_2}{N + a_1a_2}, \frac{N_{a_2}}{N + a_1a_2}\right] \\
1 & \text{for } c \in \left(\frac{N_{a_2}}{N + a_1a_2}, \infty\right].
\end{cases}
\]

**Proof.** An argument similar to the one given by Jager (DK02) Lemma 5.3.11 shows that for almost all \( x \), the orbit of \( (x, 0) \) under \( \mathcal{T}_x \) is a generic point under \( \overline{N\mathcal{T}} \), hence, by the ergodic theorem, we have for almost all \( x \),

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \mathbb{1}_{A_c}(\mathcal{T}_x^i(x, 0)) = \mathbb{P}(\mathcal{T}_x(x, 0) = \overline{N\mathcal{T}}(A_c)).
\]

The rest of the proof consists of calculating a list of integrals. Figure 5 illustrates where the formula of \( F(c) \) changes. Note that in Figure 5 we have \( \frac{N_{a_1}}{N + a_1a_2} = \frac{N_{a_1}(a_2 + 1)}{N + a_1(a_2 + 1)} \). This only happens when \( N = a_2(a_2 + 1) \). The minimal \( N \) for a chosen \( \Omega \) to make the system simple is at least equal to \( a_2(a_2 + 1) \).

![Figure 5](image-url)  

**Figure 5.** The domain of the natural extension with dashed curves of the form \( \frac{N_x}{N + xy} = c \) for the values where the formula for \( F(c) \) changes.
1) For \( c \in \left(-\infty, \frac{N_{a_1}}{N+a_1(a_2+1)}\right) \) we know that \( A_c = 0 \) so \( F(c) = 0 \).

2) For \( c \in \left[\frac{N_{a_1}}{N+a_1(a_2+1)}, \frac{N_{a_1}}{N+a_1a_2}\right] \):

\[
F(c) = C \int_{\frac{N_{a_1}}{N+a_1(a_2+1)}}^{\frac{N_{a_1}}{N+a_1a_2}} \frac{N}{(N+xy)^2} dxdy = C \int_{\frac{N_{a_1}}{N+a_1(a_2+1)}}^{\frac{N_{a_1}}{N+a_1a_2}} \frac{Nc}{N+cy} - \frac{a_1}{N+a_1y} dy
\]

\[
= C \int_{\frac{N_{a_1}}{N+a_1(a_2+1)}}^{\frac{N_{a_1}}{N+a_1a_2}} \frac{Nc}{N(N+cy)+Ncy} - \frac{a_1}{N+a_1y} dy = C \int_{\frac{N_{a_1}}{N+a_1(a_2+1)}}^{\frac{N_{a_1}}{N+a_1a_2}} \frac{c}{N} - \frac{a_1}{N+a_1y} dy
\]

\[
= C \left( \frac{c(a_2+1) - c(N_{a_1-c})}{N} - \log \left( \frac{N + a_1(a_2+1)}{N + a_1\frac{N_{a_1-c}}{c_{a_1}}} \right) \right)
\]

\[
= C \left( \frac{c(a_2+1) - c_{a_1}}{N} - 1 - \log \left( \frac{Nc + ca_1(a_2+1)}{a_1N} \right) \right).
\]

3) If \( N = a_2(a_2+1) \) then \( \frac{N_{a_1}}{N+a_1a_2} = \frac{N(a_1+1)}{N(a_1+1)(a_2+1)} \). Else, for \( c \in \left[\frac{N_{a_1}}{N+a_1a_2}, \frac{N(a_1+1)}{N(a_1+1)(a_2+1)}\right] \):

\[
F(c) = C \int_{\frac{N_{a_1}}{N+a_1a_2}}^{\frac{N(a_1+1)}{N(a_1+1)(a_2+1)}} \frac{N}{(N+xy)^2} dxdy = C \int_{\frac{N_{a_1}}{N+a_1a_2}}^{\frac{N(a_1+1)}{N(a_1+1)(a_2+1)}} \frac{Nc}{(N+cy)(N+cy)y - \frac{a_1}{N+a_1y}} dy
\]

\[
= C \int_{\frac{N_{a_1}}{N+a_1a_2}}^{\frac{N(a_1+1)}{N(a_1+1)(a_2+1)}} \frac{Nc}{(N-ca_2)N+Ncy} - \frac{a_1}{N+a_1y} + \frac{Nc}{N-ca_2} \frac{Nc}{(N-ca_2)N+Ncy} \frac{Nc}{(N-ca_2)N+Ncy} dy
\]

\[
= C \left( - \log(N + a_1y) + \frac{cy}{Nc} \right) = C \left( - \log \left( \frac{N + a_1(a_2+1)}{N + a_1a_2} \right) + \frac{c}{N} \right).
\]

4) For \( c \in \left[\frac{N(a_1+1)}{N(a_1+1)(a_2+1)}, \frac{N(a_1+1)}{N+a_2(a_1+1)}\right] \):

\[
F(c) = C \int_{\frac{N(a_1+1)}{c(a_1+1)}}^{\frac{N(a_1+1)}{N+a_2(a_1+1)}} \frac{N}{(N+xy)^2} dxdy = C \int_{\frac{N(a_1+1)}{c(a_1+1)}}^{\frac{N(a_1+1)}{N+a_2(a_1+1)}} \frac{Nc}{(N+cy)(N+cy)y} - \frac{a_1}{N+a_1y} dy
\]

\[
= C \left( \log \left( \frac{N + (a_1+1)(a_2+1)}{N + (a_1+1)(N_{a_1-c})} \right) - \log \left( \frac{N + a_1(a_2+1)}{N + a_1\frac{N_{a_1-c}}{c(a_1+1)}} \right) \right)
\]

\[
+ \frac{c}{N} \left( \frac{N(a_1+1-c)}{c(a_1+1)} - a_2 \right) - \log \left( \frac{N + a_1\frac{N(a_1+1-c)}{c(a_1+1)}}{N + a_1a_2} \right).
\]
Let \( T \) be a simple system that is ergodic with \( \mu_T \) an a.c.i.m., and \( B_\Omega \) the Borel \( \sigma \)-algebra on \( \Omega \). Let \( T : \Omega \times [0, \infty) \to \Omega \times [0, \infty) \) be defined as
\[
T(x, y) = \left( T(x), \frac{N}{d_1(x) + y} \right).
\]
Now let \( X = \cap_{n=0}^{\infty} T^n(\Omega \times [0, \infty)) \). Then
\[
\overline{T} := T |_X
\]
is bijective Lebesgue almost everywhere and $(\mathcal{T}_T, X, \overline{\mu}_T, B_X)$ is the natural extension of $(T, \Omega, \mu_T, B_\Omega)$ where $\overline{\mu}_T$ is an invariant measure that is absolutely continuous with respect to the two dimensional Lebesgue measure given by

$$\overline{\mu}_T(A) = C \int_A \frac{N}{(N + xy)^2} \, dy \, dx$$

with $A \in B_X$ where $B_X$ is the Borel $\sigma$-algebra restricted to $X$ and $C$ a normalising constant.

**Partial proof.** Let $\mu_T^*(A)$ be $\overline{\mu}_T(A)$ but on the Borel $\sigma$-algebra restricted to $\Omega \times [0, \infty)$. We first want to show that

$$0 < \mu_T^*(X) < \infty.$$

For $\mu_T^*(X) < \infty$ note that $T_{\mathcal{T}}(\Omega \times [0, \infty)) = I_1 \times [0, \frac{N}{d_0(a_m - 1)}] \cup \bigcup_{i=2}^m (I_{i-1} \times [0, \frac{N}{d_i(a_{i-1} - 1)})$ so that $\mu_T^*(T_{\mathcal{T}}(\Omega \times [0, \infty))) < \infty$. Since $X \subset T_{\mathcal{T}}(\Omega \times [0, \infty))$ we find $\mu_T^*(X) < \infty$. For $0 < \mu_T^*(X)$ we want to show that $X$ contains a rectangle. Without loss of generality we can assume this rectangle is a subset of $I_1 \times [0, \infty)$. The line $y = I_1$ is contained in $X$ if we can write $y = [0; d_1, d_2, \ldots]_x$ where $d_1$ comes from the digit set corresponding to the interval $I_m$, $d_2$ from the digit set corresponding to the interval $I_{m-1}$ etc.. Note that the order of possible digits is reversed! The question whether $X$ contains a rectangle now translates to whether the set of all such $y$’s contains an interval. **This is where the gap in the proof is as we were unable to prove that $X$ has positive Lebesgue measure.**

For surjectivity of $T_{\mathcal{T}}$. Since $T_{\mathcal{T}}(\Omega \times [0, \infty)) \subset \Omega \times [0, \infty)$ we have that $T_{\mathcal{T}}(X) = \bigcap_{i=1}^\infty \mathcal{T}^i(\Omega \times [0, \infty)) = \bigcap_{i=1}^\infty \mathcal{T}^i(\Omega \times [0, \infty)) = X$. We prove injectivity using contradiction. Suppose $T_{\mathcal{T}}$ is not surjective on $X$. Since $T_{\mathcal{T}}$ is surjective we have that for every $(x_2, y_2) \in X$ there is at least $(x_1, y_1) \in X$ such that $T_{\mathcal{T}}(x_1, y_1) = (x_2, y_2)$. Now let $Y$ be the set of $(x_2, y_2) \in X$ such that there are at least two pairs of originals. Let $Z = T_{\mathcal{T}}^{-1}(Y)$. We can find $Z_1, Z_2$ such that $Z_1 \cup Z_2 = Z$, $Z_1 \cap Z_2 = \emptyset$ and $T_{\mathcal{T}}|_{X \setminus Z_2}$ is bijective. Now we use that $\overline{\mu}_T$ is an invariant measure.

$$\overline{\mu}_T(X) = \overline{\mu}_T(Z_2 \cup (X \setminus Z_2)) = \overline{\mu}_T(T_{\mathcal{T}}(Z_2) + \overline{\mu}_T(T_{\mathcal{T}}(X \setminus Z_2)) = \overline{\mu}_T(Y) + \overline{\mu}_T(X)$$

which gives us that $\overline{\mu}_T(Y) = 0$. Now we show that $\bigvee_{i=0}^\infty T_{\mathcal{T}}(\Omega \times [0, \infty)) \cap X$ contains the fundamental intervals. A fundamental interval in $X$ has the form $\Delta(a_1, \ldots a_n) \times \Delta(b_1, \ldots, b_m) \cap X$ and

$$\mathcal{T}_T^n(\Delta(b_m, \ldots, b_1, a_1, \ldots, a_n) \times [0, \infty)) \cap X$$

$$= \Delta(a_1, \ldots, a_n) \times \Delta(b_1, \ldots, b_m) \cap X$$

so $\bigvee_{i=0}^\infty T_{\mathcal{T}}(\Omega \times [0, \infty)) \cap X = B(\Omega \times [0, \infty)) \cap X$. \hfill \square

Now we will show that $\bigcap_{i=0}^\infty T_{\mathcal{T}}(\Omega \times [0, \infty))$ gives the right domain in the case of two intervals (even in the non simple case). Let $l_1 = \lfloor \frac{N_1}{a_{1+1}} \rfloor - a_2$ be the lowest digit of a branch on $[a_1, a_1 + 1)$ and $h_1 = \lfloor \frac{N_1}{a_1} \rfloor - a_2 - 1$ the highest. Define $l_2, h_2$ likewise. We first show that
We would like to remark that one can also find an approximation for the natural extension of the invariant density in every step. Furthermore, our method finds a good approximation of the invariant density in every step. Now note that $[N_2/h_2, N_1/h_1, N_2/h_2, N_1/h_1, N_2/h_2, \ldots] = \lim_{n \to \infty} a_n$ is a natural extension of $a_n$ when it has an odd amount of terms. Therefore, if we write $\mathcal{T}^2_T(\Omega \times [0, \infty)) = [a_1, a_1 + 1] \times [b_n, b_n^*] \cup [a_2, a_2 + 1] \times [c_n, c_n^*]$ we have that $b_n^* - b_n > 1$ and $c_n^* - c_n > 1$. Using the same observation we conclude that $X = \bigcap_{i=0}^{\infty} \mathcal{T}^i_T(\Omega \times [0, \infty)) = [a_1, a_1 + 1] \times [a_2, a_2 + 1] \cup [a_2, a_2 + 1] \times [a_1, a_1 + 1]$. We will now numerically support our conjecture. Our algorithm works as follows: we determine the rectangles of $X_n := \bigcap_{i=0}^{n} \mathcal{T}^i_T(\Omega \times [0, \infty))$. On these rectangles we use the density $\frac{N}{(N + 2)xy}$, project this to the first coordinate and normalise it to find an approximation for the invariant density. We would like to remark that one can also find an approximation for the natural extension by taking a set of points in $\Omega \times \{0\}$ and iterate these points. For various families of continued fractions this will give you the domain of the natural extension in the limit when taking the closure, see [KSS12] for Nakada’s $\alpha$-continued fractions and [EINN10] for the Hurwitz complex continued fractions. The advantage of our method above is that it gives a smooth approximation of the invariant density in every step. Furthermore, our method finds a good approximation much faster. First, we test our method in the case of two intervals. Let $a_1 = 1$, $a_2 = 2$ and $N = (12, 12)$. Table 1 shows the difference between the densities found by the algorithm and the theoretical density. For comparison the table also includes a simulation of the density that is found by following orbits of typical points of the system (a more classical approach). See Figure 6 for a graphical comparison. Note that the graphs are so close to each other that it is difficult to see that they are different.

In case we have more than two intervals we are unable to compare the approximations with the true invariant density. We can compare the approximations with a simulation of the density that is found by following orbits of typical points. For the previous example, comparing the seventh approximation with a normal simulation gives $0.0002379945$.

Let us now turn to a new example. Take $a_1 = 1$, $a_2 = 3$, $a_3 = 2$ and $N = (12, 12, 12)$, see Figure 7. The result of the comparison of the method with a normal simulation can be found in...
Figure 6. On the left is the new method plotted against the theoretical density (dashed line). On the right is the classical method plotted against the theoretical density (dashed line).

| number of iterations | 0    | 1    | 2    | 3    | 7    | simulation     |
|----------------------|------|------|------|------|------|---------------|
| difference in $|| . ||_1$ norm | 0.52859 | 0.01763 | 0.00625 | 0.00238 | 4.98144e-05 | 0.00023       |

Table 1. Number of iterations and the difference in $|| . ||_1$ norm with the theoretical density. For the normal simulation the computer iterated points for 1 hour (the new method is calculated within a second).

To further justify our conjecture we can look at $r_n = \frac{\hat{\mu}_T(X_n) - \hat{\mu}_T(X_{n+1})}{\hat{\mu}_T(X_n)}$ where $\hat{\mu}(X_n)$ is the non normalised version of $\hat{\mu}_T$. This will give an indication of the fraction of mass that one 'throws away in the iteration'. If we want to have that $X = \cap_{i=0}^{\infty} T_i(\Omega \times [0, \infty))$ has positive measure we need that $r_n \to 0$ as $n \to \infty$. In Table 3 we find the result and see that this indeed seems to be the case.

Table 2. Number of iterations and the difference in $|| . ||_1$ norm with a normal density. For the normal simulation the computer iterated points for 1 hour (the new method is calculated within a second).

| number of iterations | 0    | 1    | 2    | 3    | 7    |
|----------------------|------|------|------|------|------|
| difference in $|| . ||_1$ norm | 0.0495665 | 0.01142 | 0.01029 | 0.00294 | 0.00037 |

Table 3. $r_n = \frac{\hat{\mu}_T(X_n) - \hat{\mu}_T(X_{n+1})}{\hat{\mu}_T(X_n)}$ gives an indication how much mass is thrown away at each iteration.

Now we can improve our approximation in the following way. We can calculate rectangles in which we know the domain must be a subset of and use this as an initial domain instead of $\Omega \times [0, \infty)$. We first determine $L, H$ such that the natural extension domain for $x \in [a_1, a_1 + 1]$
is a subset of \([a_1, a_1 + 1] \times [L, H]\). Afterwards we take image of this rectangle to find the other rectangles. For \(L\) we find the periodic point \([\frac{N}{h_2}, \frac{N}{h_3}, \frac{N}{l_1}, \frac{N}{l_2}, \frac{N}{h_1}, \frac{N}{l_3}]/N = \frac{75}{59}\) and for \(H\) we find \([\frac{N}{l_2}, \frac{N}{h_3}, \frac{N}{l_1}, \frac{N}{l_2}, \frac{N}{h_1}, \frac{N}{l_3}]/N = \frac{80}{41}\). This gives us the first block \([a_1, a_1 + 1] \times [\frac{75}{59}, \frac{80}{41}]\), the second block we find is

\[
T_1([a_1, a_1 + 1] \times [\frac{75}{59}, \frac{80}{41}]) = [a_3, a_3 + 1] \times [\frac{41}{34}, \frac{59}{21}]
\]

and the third block is given by

\[
T_3([a_1, a_1 + 1] \times [\frac{75}{59}, \frac{80}{41}]) = [a_3, a_3 + 1] \times [\frac{63}{20}, \frac{136}{25}]
\]

When we compare this with a simulation of the density which is found by following orbits of typical points of the system we get the results in Table 4. See Figure 8 for the domains \(X_0, X_1, X_7\) and Figure 9 for the approximation of the invariant density after 7 iterations. Note that the differences in Table 4 are not drastically changing. For the two methods to be closer to each other it is likely that one needs a more precise approximation for the classical simulation.

| number of iterations | 0          | 1          | 2          | 7          |
|----------------------|------------|------------|------------|------------|
| difference in \(\|\cdot\|_1\) norm | 4.794264e-04 | 4.001946e-04 | 3.304742e-04 | 3.263492e-04 |

Table 4. Number of iterations and the difference in \(\|\cdot\|_1\) norm with a normal density with using a better initial state. For the normal simulation the computer iterated points for 1 hour (the new method is calculated within a second).

Another advantage of our method is that, if our conjecture holds, in each step of the algorithm you obtain rigorous bounds for \(\theta_n(x)\) for all \(x \in \Omega\) similar to (25) and (26). Furthermore, when we improve our initial state and find an \(L\) and \(H\) as we did in our last example these bounds will be sharp.

5.1. For our examples. Let us now return to the examples of Section 1. For Example 1 we know the system is ergodic, but we do not know the domain of the natural extension and or the invariant density. In Figure 10 on the left we see a simulation of the domain. For Example 2 we
Figure 8. From left to right, the domains $X_0, X_1$ and $X_7$.

Figure 9. The simulated density using $X_7$.

know the domain of the natural extension namely $X = [1, 2] \times [2, 3] \cup [2, 3] \times [1, 2]$ but we do not know the density. For example 3 we do know the density but the domain of the natural extension does not seem to have a simple structure (i.e. is not a union of finitely many rectangles), see Figure 10 on the right.

6. Final Remarks and Open Questions

First we want to mention that the proof for convergence and the proof of ergodicity did not depend on taking intervals with integer endpoints. When taking $N \in \mathbb{R}_{>1}$ the same proofs also hold.

One goal that we have not achieved is in finding the absolutely continuous invariant measure for the non simple case and for the case we have more than two intervals.

A direction we did not investigate is in determining the symbolic spaces we can get with the systems we studied. What follows are some remarks on the matter. First we will look at integer vectors $\mathbf{N}$ for which we can find a continued fraction algorithm. Note that for all $(N_1, N_2)$ we can find an allowable system by choosing $a_1 = 0, a_2 = 1$ and putting $N_1$ on $[a_1, a_1 + 1)$ and $N_2$ on $[a_2, a_2 + 1)$. This is allowed since $N_1 > 1$ so $\lfloor \frac{N_1}{2} \rfloor - 1 > 0$ and since $N_2 > 1$ we have $\lfloor \frac{N_2}{2} \rfloor > 0$. Whenever $N_1$ or $N_2$ is even we can choose to put the even one on $[1, 2)$ and find a desirable case. In general we can ask: for a fixed $N_1$ for which values of $N_2$ can we find a continued fraction
algorithm that is desirable? When putting $N_1$ on $[0,1)$ we will get the most choices of different intervals. Choices for $N_2$ to make a desirable continued fraction algorithm are given by multitudes of the numbers \{2, 6, 12, \ldots, n(n+1), \ldots, (N_1 - 1)N_1\}. Note that if there is no $n \in \mathbb{N}$ such that both $n$ and $n+1$ are divisors of $N_1$ then we have to put it on $[0,1)$ to make the system desirable. If there is such an $n$ we can add for all such $n$ the choice for $N_2 > n$ and put this on $[0,1)$. It is easy to see that if we want to have a simple system ($N_1 = N_2$) then it is necessary and sufficient that there is an $n \in \mathbb{N}$ such that $n$ and $n+1$ are divisors of $N_1$.
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