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1. Introduction

The recent growing scientific and technological interest on silicon carbide (SiC) arises from its peculiar physical properties, i.e., its mechanical, and chemical stability. Moreover, SiC is considered to be a promising material for electronic and optical devices. Microelectronic devices made of SiC can be used in high-power, high-speed, high temperature, high-frequency, and even hard-radiation application (1)-(4). The strong bonding between Si and C atoms in SiC makes this material very resistant to high temperature and radiation damage. In view of this extraordinary application potential a thorough knowledge of the structural and electronic properties of SiC is a matter of both ionic interest and technological importance. In addition to its traditional use as an abrasive (carborundum) there is currently much interest in materials made from SiC fibres, which compare well with their carbon fibre counterparts. Over a two hundred chemically stable semiconducting polytypes of SiC exist, they have a high bulk modulus and generally wide band gap. From such difference in stacking order it is possible to get almost 200 different crystal structures (1)-(10) of which the two extremes are the pure cubic polytype (with zinc blende structure) and the pure hexagonal one (with wurtzite structure). SiC is the most prominent of a family of close packed materials which exhibit a one dimensional polymorphism called polytypism. In addition, numerous hexagonal and rhombohedral structures (11)-(19) of SiC have been identified in addition to the common cubic form. In fact, SiC is one of the few compounds which form many stable and long-range ordered modifications, so-called polytypes (11)-(17). Previously, SiC has been subject to many theoretical studies. With this respect, a variety of structural, electronic and optical properties in SiC have been investigated by many theoretical groups (12)-(15) and the results can be related to the experimental works (7)-(10). In the last years, first-principle calculations have been applied to determine the ground-state properties of cubic and hexagonal polytypes of SiC (19)-(53). Based on previous theoretical works, the high-pressure behavior (18)-(33), and the effect of atomic relaxation on structural properties...
were also investigated (14)-(18). Some attempts towards the explanation of the existence of a large number of metastable SiC polytypes have been also undertaken (14)-(37). The electronic band structures of some SiC polytypes have been calculated by several groups (14)-(47). Further studies went deep into the optical properties of SiC polytypes (14)-(33). The optical and spectroscopic properties of SiC polymorphs have also been investigated by many groups both experimentally (7)-(14) and theoretically (19)-(25). Due to the problem of sample availability, most measurements were on 6H-SiC and 3C-SiC (54)-(57). Very recently, some measurements on 4H-SiC have also been reported (58)-(61). There are considerable variations in the measured optical properties mainly because the photon energy is limited to less than 6.6 eV using the popular ellipsometry technique. The use of vacuum-ultraviolet (VUV) spectroscopy can extend the energy range significantly and so far has only been carried out on 6H-SiC (57). Recent advances in crystal growth of SiC have allowed the study of the optical properties of different polytypes (54)-(60). In addition, tight-binding (TB) method has proven to be very useful for the study of both semiconductors and metallic systems, especially in systems which are too large to be studying via ab-initio techniques. This method is about 2 or 3 orders of magnitude faster than the ab initio formulations, and at the same time it describes with suitable accuracy the electronic structure of the systems. The computational efficiency of the TB method derives from the fact that the Hamiltonian can be parametrized. Furthermore, the electronic structure information can be easily extracted from the TB hamiltonian, which, in addition, also contains the effects of angular forces in a natural way. In order to use a more realistic method, we present a TB model with $sp^3s^*$ basis, representing exact curvatures of lowest conduction bands. The TB approach is standard and widely used for the electronic properties of a wide variety of materials. In the present contribution we overview our most recent results on the electronic structures and optical properties of SiC polytypes (62). Hence, the SiC polytypes can be considered as natural superlattices, in which the successive layers consist of Hexagonal SiC material of possibly different width. Our TB model can treat SiC polytypes as superlattices consisting hexagonal bulk-like blocks. We have investigated to which extent it is acceptable approximation for existing polytypes when various of nH-SiC crystal are used to present polytype superlattices. Indeed, this is an accurate approximation by building blocks consist of n-layers of nH-SiC. By representing in general the polytypes as superlattices, we have applied our recent TB model (62) that can treat the dimensions of the superlattice. Within this model we take for each sublayer linear combination of atomic orbitals of hexagonal SiC which are subsequently matched at the interfaces to similar combinations in the adjacent sublayers by using the boundary conditions. Polytypic superlattices, in comparison with heterostructure superlattices, have two important additional features, namely (i) the polytypes are perfectly lattice-matched superlattices and (ii) the polytypes have an energy band offset between adjacent layers equal to zero by definition. We can obtain with our TB model the band structures and particularly the energy band gaps of SiC polytypes and their wave functions. Our recent TB model (62) is very efficient when extended it to investigate the electronic properties of wurtzite (wz) superlattices in (0001) direction.

This chapter is organized as follows: Section 1 provides a review for the large band-gap SiC based semiconductor device technology. In the next section we present the different polytism of SiC. A fundamental concept of the TB theory for SiC polytypes is described in section 3. Our recent TB model is specifically applied to study the electronic and optical properties of SiC polytypes and it can be applied to nH-SiC wurtzite superlattices. The present approach is also suited for all wurtzite semiconductor superlattices and large complex unit cells which
can be treated where the transferability of the hopping parameters is required. Section 4 deals with some of our recent results of the electronic and optical properties of SiC polytypes. To reach these, we analyzed this statement in terms of optoelectronic properties of SiC polytypes. Finally in section 5 we summarize and conclude.

2. A review of the large band-gap SiC based semiconductor device technology

The recent surge of activity in wide band-gap semiconductors has arisen from the need for electronic devices capable of operation at high power levels, and high-radiation resistance, and separately, a need for optical materials, especially emitters, which are active in the blue and ultraviolet (UV) wavelengths (63)-(69). In this aspect, there has been renewed interest in SiC as one of the wide band gap compounds with great potential for the next generation of electronic devices operating at high temperature (61)-(68). This compound has been also used primarily in light-emitting diodes. SiC’s intrinsic material properties as well as its existence in various polytypes have led to a revival of technological interest.

Crystal growth of SiC polytypes has recently shown considerable progress, the expectation now being that the manufacturing of different electronic devices becomes feasible. The wide band-gap semiconductor SiC, with its excellent thermal conductivity, large breakdown fields, and resistance to chemical attack, will be the material of choice for these applications. Realized prototype power devices of SiC, like rectifier diodes, and junction field-effect transistors, show indeed encouraging performance results under extreme conditions (54)-(66). In the optical device arena, the ever increasing need for higher density optical storage and full color display technologies are driving researchers to develop wide band-gap semiconductor emitting technologies which are capable of shorter wavelength operation. Since the different energy gap values of SiC all happen to lie in the visible range of the spectrum, SiC is an interesting optical device material. Indeed, blue light emitting diodes were the first electronic SiC devices which found a good sale. Some SiC polytypes are in addition most promising as photodetector material sensitive to ultraviolet radiation. SiC is a good candidate for a short wave length diode laser. Prototype transistors have been fabricated from SiC, and the microwave and high temperature performance of SiC transistors have been studied. Devices like field effect transistors, bipolar storage capacitors, and ultraviolet detectors have been fabricated (57)-(64). SiC has a relatively high atomic bonding energy which is responsible for its mechanical strength and chemical stability at high temperatures. This material can without major difficulty, be crystallized in several polytypes, primarily due to similar geometric structures and atomic bonds (1)-(11). The different stacking of C-Si bilayers remarkably influences the properties of SiC. The most pronounced example concerns their electronic structure. Hence, a controlled epitaxial growth of different polytypes on each other would lead to high-quality heterostructures of chemical identical material with a locally adjustable band gap (7)-(14). Meanwhile, growth of heterocrystalline structures seems to be possible (4), but exhibits problems with the reproducibility and the crystal quality. Another possibility to create a combination of two polytypes is a solid-solid phase transition, which transforms one polytype into another one (6)-(8). However, polytypism also gives some advantages for constructing electronic devices, for example homo-material heterostructures. Quantum wells can be made by embedding a SiC polytype in another polytype with a wider gap(55)-(60). Among the SiC polytypes, 6H is most easily prepared and best studied, while the 3C and 4H polytypes are attracting more attention for their superior electronic properties. The very simple structure 2H is, in fact, very rarely produced by the employed growth techniques. Already, commercial applications have been done but most of the developments in industry
Fig. 1. (a) HRTEM image, displaying that the 3C/6H-SiC polytipic transformation takes place by three bilayers thin lamellae twinned along the (111) planes and bounded along the (11\(\overline{2}\)) planes. Image (b) presents a magnification of the area marked by the square in (a) (56).

and research laboratories focus on two hexagonal polytypes: the 6H and 4H-SiC varieties. The polytypism of SiC makes it non-trivial to grow single phase material, but it also offers some potential advantages if crystal growth methods can be developed sufficiently to capitalize on the possibility of polytype homo/heterojunctions (see figure 1).

2.1 Polytypism in SiC
SiC is a wide band gap semiconductor that can be synthesized in a variety of polytypes: polytypism, can be considered as a one dimensional variant of polymorphism (1)-(8). Indeed, while the term polymorphism generally refers to the possibility of an element or compound to crystallize in different structures, polytypes only differ for the stacking sequence of atomic layers along one crystalline direction. We include SiC in the group of polytypes because of its simplicity and the fact that its hexagonality is 100%. All various SiC-polytypes have the same stoichiometry and the same bonding configuration between next nearest neighbors. More than 200 polytypes of SiC exhibiting a wide range of properties have been reported (1). There are a lot of more complex polytypes in which the bonding arrangement (cubic vs. hexagonal) are repeated periodically. Due to that periodic repetition the SiC-polytypes are also called to be natural superlattices. However, only few of those polytypes are commonly found and those are relatively simple compared to the rest. The bandgaps differ widely among the polytypes ranging from 2.3 eV for 3C-SiC to 2.9 eV in 6H SiC to 3.3 eV for 2H SiC. In general, the greater the wurtzite component, the larger the bandgap.

A shorthand has been developed to catalogue the literally infinite number of possible polytype crystal structure. In this notation the number of layers in the stacking direction, before the sequence is repeated, is combined with the letter representing the Bravais lattice type: cubic
Fig. 2. Three-dimensional perspective views of the primitive hexagonal unit cells of the 3C-(zinc-blende), 2H-(wurtzite), 4H-, 6H-, and 8H-SiC polytypes. The stacking sequences ABC (3C), AB (2H), ABCB (4H), ABCACB (6H) and ABCAB ACB (8H) are also indicated.

(C) or hexagonal (H). With reference to figure 2, if the first Si-C layer is labelled A, the next layer that can be placed according to a closed packed structure will be placed either on B or C. The different polytypes are constructed by permutations of these three positions. In figure 2 the stacking sequence is shown for the most common polytypes, 3C, 2H, 4H, 6H, and 8H, which are very interesting for their technological applications. Three-dimensional perspective views of the primitive hexagonal unit cells of the 2H-, 3C-, 4H-, 6H-, and 8H-SiC polytypes. In the case of SiC, the basic units are tetrahedrons with a C(Si) atom at the center, surrounded by four Si(C) atoms covalently bonded: these units are periodically repeated in closed-packed hexagonal layers, whose stacking sequence gives rise to the different polytypes. Though being different in the long range order, the several polytypes show a similar local chemical environment for both the carbon and silicon species; in particular each Si(C) atom is situated above the center of a triangle of C(Si) atoms and underneath a C(Si) atom belonging to the next layer in a tetrahedral coordination. The SiC-polytypes consist of double silicon-carbon layers which are stacked on top of each other in the c-axis direction. A local arrangement of three consecutive double layers is called hexagonal, if it is like the arrangement of double layers in wurzite. It is called cubic, if the stacking arrangement is the same as for the zinc-blende structure. The basic structural elements is the SiC bilayer composed of one Si [0001] plane and the adjacent C[0001] plane. The SiC polytypes are differentiated by the stacking sequence of the tetrahedrally bonded SiC bilayers, such that the individual bond lengths and local atomic environments are nearly identical, while the overall symmetry of the crystal is determined by the stacking periodicity. Each SiC bilayer, while maintaining the tetrahedral bonding scheme of the crystal, can be situated in one of three possible positions with respect to the lattice. These are each arbitrarily assigned the notation A, B, or C. Depending on the stacking order, the bonding between Si and C atoms in adjacent bilayer planes is either of a zincblende (cubic) or wurtzite (hexagonal) nature. Zincblende bonds are rotated 60° with respect to nearest neighbors while hexagonal bonds are mirror images (Figure 2). Each type of bond provides a slightly altered atomic environment making some lattice sites inequivalent in polytypes with mixed bonding schemes and reducing the overall symmetry. These effects are important when considering the substitutional incorporation and electronic transport properties of
SiC. If the stacking is ABCABC..., the purely cubic, i.e., a zinc-blende structure consisting of two interpenetrating face-centered (fcc) cubic lattices. Zincblende structure commonly abbreviated as 3C SiC (or β-SiC) is the only possible cubic polytype. The stacking direction of the basal planes perpendicular to the planes is in fact [111] direction of the cubic unit cell of 3C-SiC as indicated in the figure. The family of hexagonal polytypes is collectively referred to as alpha SiC. The purely wurtzite ABAB... stacking sequence is denoted as 2H SiC reflecting its two bilayer stacking periodicity and hexagonal symmetry. All of the other polytypes are mixtures of the fundamental zincblende and wurtzite bonds. Some common hexagonal polytypes with more complex stacking sequences are 4H-, 6H- and 8H- SiC (Figure 2). Since the SiC polytypes are mixtures of cubic and hexagonal stackings, a quantity defined as the hexagonality H representing the fraction of hexagonal stackings out of all the stackings (cubic + hexagonal) in a polytype is used frequently to describe how much the polytype is cubic-like or hexagonal-like in structural sense [5]. As it is obvious from the definition, the hexagonality of 2H-SiC is 100 % and that of 3C-SiC is 0 %. It is naturally expected that a polytype with a smaller H should be closer to 3C, i.e., more cubic-like than one with a larger H in other material properties as well as in structure, and this is generally true for most of the polytypes. 4H-, 8H-SiC are composed equally of cubic and hexagonal bonds, while 6H-SiC is two-thirds cubic. Despite the cubic elements, each has overall hexagonal symmetry. All these polytypes have higher periodicity (more Si-C bilayers) along the c-axis than 2H-SiC and they are in general called α-SiC together with 2H-SiC. 4H- and 6H-SiC are the most common polytypes, and single crystal wafers of these polytypes are currently available and hence all recent research for making commercial devices out of SiC are focused on these polytypes.

3. Empirical tight-binding model for hexagonal and n-hexagonal systems: General formalism of the tight-binding model for (0001) wurtzite:

The tight-binding approximation for band structure calculations uses atomic energy parameters and the expansion of the electron wave functions in terms of a linear combination of atomic orbitals (LCAO). In the LCAO method, the basic problem is to find the Hamiltonian matrix elements between the various basis states, as in the original paper of Slater and Koster [70]; the matrix elements can be written for the basis functions sp3 considering various possible interactions. In our recent calculations, a standard semi-empirical sp3s* tight-binding method [71] has been employed and the matrix elements are parametrized in order to reproduce the principal features to know the band structures. The general form of the Hamiltonian is (72).

$$ H (k) = \sum_{l b b' I \alpha \beta} e^{i k \cdot R_{l b b'}^{I} (R_{l b b'})_{\alpha \beta}} (I_{l b b'}) $$ (1)

where $l$ labels the sublayers, $b$ and $b'$ refer to the atomic basis within a sublayer, and $\alpha$ and $\beta$ are atomiclike orbitals. Given the $I_{l b b'}$'s (bulk band structure) and the $R_{l b b'}$'s (SL geometry), we can construct the Hamiltonian matrix and diagonalize it directly for the eigensolutions. In our recent study, we have performed a TB method with an $sp^3s^*$ basis set [71]. We used the nearest-neighbor TB parameters with a basis of five orbitals ($s$, $p_x$, $p_y$, $p_z$, and $s^*$) per atom. We have derived a TB Hamiltonian $pH$ ($p = 2, 4, 6, 8, ...$) for different polytypes of SiC from the wz TB model. The label $pH$ ($p = 2, 4, 6, 8, ...$) is the hexagonality for different polytypes. Consider a TB Hamiltonian of two different alternating wz crystals labelled “ca” in (0001)
direction, where \( c \) and \( a \) are labelled cation and anion atoms. The \( pH \) \((p = 2, 4, 6, 8, \ldots)\) contains \(2(2n)\) atoms in a unit cell at \( R_l \) with five orbitals each; \(|\alpha j\rangle\), where \( \alpha \) denotes the \( s, x(= p_x), y(= p_y), z(= p_z) \) and \( s^* (=\text{excited } s) \) orbitals, and \( j \) represents the site index in a unit cell which runs from 1 through \( 2(2n) \).

For each wave vector \( k \) in the Brillouin zone (BZ), the Bloch functions can be constructed by the linear combination of atomic orbitals \(|\xi, r_a, R_l\rangle\) :

\[
|\xi, r_a, k\rangle = \frac{1}{\sqrt{N}} \sum_l e^{ikR_l+ikr_a} |\xi, r_a, R_l\rangle
\]

(2)

Here \( \xi \) is a quantum number that runs over the basis orbitals \( s, s^*, p_x, p_y, \) and \( p_z \) on the different types of sites \( a \) in a unit cell.

The electronic eigen-states of the \( pH \) \((p = 2, 4, 6, 8, \ldots)\) are expanded as :

\[
|k, \lambda\rangle = \sum_{\xi, a} <\xi, r_a, k|k, \lambda\rangle |\xi, r_a, k\rangle
\]

(3)

\[
= \sum_{\xi, a} C_{\xi a} (k, \lambda) |\xi, r_a, k\rangle
\]

\( \lambda \) denotes the band index and \( C_{\xi a} (k, \lambda) \) is the eigen-wavefunction, which can be obtained by solving the Schrödinger equation.

\[
\sum_{\xi, a'} \left( <\xi, r_a, k|H|\xi', r_{a'}, k\rangle - E_{\lambda} (k) \delta_{\xi \xi'} \delta_{aa'} \right) <\xi, r_a, k|k, \lambda\rangle = 0
\]

(4)

Therefore, we obtain the Hamiltonian matrix for \( pH \) \((p = 2, 4, 6, 8, \ldots)\).

\[
H = \begin{bmatrix}
1 & 2 & 3 & \ldots & n-1 & n & 1 & 2 & 3 & \ldots & n \\
\end{bmatrix}
\]

Here, the blocks \( H_{c(a)}, H_{ac}, \) and \( H_{0ac} \) denote intra-material interactions for \( pH \) \((p = 2, 4, 6, 8, \ldots)\), and every element represents a 5x5 matrix. The blocks \( H_{ca} \) and \( H_{0ca} \) are expressed as :

\[
H_{ac} = \begin{bmatrix}
a & ac \\
ac & c
\end{bmatrix}, \quad H_{0ac} = \begin{bmatrix}
aa & ac \\
ca & cc
\end{bmatrix}
\]

(6)
The diagonal elements $H(j = a, \text{ and } c)$ correspond to intra-site energies, and the others contain the nearest atomic interactions in the same layer ($H_{ij}$) or between two neighbor layers ($H_{0ij}$) perpendicular to the (0001) direction. The terms $a$ and $c$ are regarded as the anion and cation atoms of the SiC semiconductor. The intra-material elements in the Hamiltonian can be formed uniquely by using the corresponding bulk parameters. Our TB parameters (62) give the correct indirect and direct gap in comparison with Ref.(73) and are checked for their transferability to all considered structures by calculating the optoelectronic properties of different polytypes of SiC. This method reduces the size of the Hamiltonian matrix considerably compared with methods based on plane-wave basis and allows us to treat localized states. Our TB Hamiltonian can be generalized to the wz based SL’s in (0001) direction with two different compounds and is efficient when extended it to investigate the electronic properties of wz SL’s. Then, we present some of our recent results which we have obtained by our TB model for electronic and optical properties of SiC polytypes.

4. Electronic and optical properties of polytypic SiC

We start this section with some of our recent results for SiC polytypes in order to illustrate the electronic and optical properties of this system. With a TB scheme, the detailed calculations of electronic structure and optical properties of different polytypes of SiC are presented.

4.1 Electronic band structures of 3C-, 2H-, 4H-, 6H-, and 8H-SiC:

A very important aspect of the polytypism of SiC is the change in energy band structure, and how it does appear in the different polytypes. Having established the geometric structure for the polytypes, the electronic band structure was calculated along the symmetry directions (62). Figure 3 shows the BZs of cubic, and hexagonal polytypes with high symmetry points marked. The labeling of the symmetry points and the three symmetry lines out from the $\Gamma$ point in the relevant hexagonal Bzs are shown in Figure 3.

The corresponding band structure of 3C-SiC is shown in figure 4. The conduction band minimum (CBM) for 3C-SiC is lying at the X point and the number of CBMs equals to three (2). The resulting TB band structures of SiC polytypes (2H, 4H, 6H, and 8H) are also represented in Figure 4 versus high-symmetry lines A-L-M-$\Gamma$-A-H-K-$\Gamma$. For all polytypes the gap is systematically identified as an indirect one. The valence band maximum is located for...
all polytypes at the centre of the BZ. The valence band maximum (VBM) is found to be at the center of the BZ at Γ point for all polytypes. The zero energy is used for all polytypes. In the case of 2H-SiC, the CBM is at the K point with two equivalent CBMs (73), (74), (75), (77), while 4H-SiC has its CBM at the M point giving three equivalent CBMs (22), (25), (76), (78), (79) [Figure 4]. For 6H-SiC, the theoretical calculations predict the conduction band supplying the global CBM to be very flat along the ML line and the CBM resides at some place on the line, resulting in six equivalent CBMs (22), (25), (78), (79). This has been confirmed experimentally from the Raman scattering measurement by Colwell et al. (80). However, the exact location of the CBM and the detailed shape of conduction band affecting the determination of effective electron mass are not yet well-established, either experimentally or theoretically. There are similarities between the band structures of the hexagonal polytypes, both in the valence and the conduction bands, especially between 4H, 6H and 8H-SiC structures. A significant difference between 2H and the other three hexagonal polytypes is that in 2H-SiC the two lowest conduction bands have an intersection along MK line and that the lowest band at K point has a one-dimensional representation (in the single group representation). Both in 4H, 6H and 8H-SiC the two lowest conduction bands at K point are degenerate. The intersection in 2H-SiC makes it possible for the second lowest band at the M point to provide a global conduction band minimum at the K point with $C_{3v}$ symmetry whereas the minimum for 4H-SiC is at M ($C_{2v}$) and for 6H-, and 8H-SiC along the ML line (also $C_{2v}$ symmetry), 44 % out from M towards L. The variation in band energy gaps is coming from the different locations of CBMs. This is related with the stacking and period of each polytype. Interestingly, it is predicted theoretically that the offsets of VBMs among different polytypes are quite small, at most 0.10-0.13 eV for the case of 2H and 3C (11), (14). In other words, the VBMs of all polytypes are similarly located in energy. This means that the considerable variation of band gap for different polytypes is mainly due to the difference of CBM location.

Another interesting point to note in the conduction band structures of SiC polytypes is the location of second CBM. According to the calculation done by Persson et al. (26), (38), the second CBM of 3C-SiC is at the same symmetry point (X) as the first one with 2.92 eV higher in energy and this was confirmed experimentally from optical absorption measurements with slightly larger energy difference (3.1 eV) between the two minima (13). Persson et al. calculations also show that the three hexagonal polytypes (2H, 4H, 6H) have their second CBMs located at the M point and the energy difference between the first and second CBMs is 0.60 eV for 2H, 0.122 eV for 4H, and 1.16 eV for 6H respectively. The energy position of the second CBM in 4H-SiC has been probed experimentally by BEEM (56)-(58) and optical phonon spectra measurements (59)-(63), with measured energy that ranges 0.10-0.14 eV above the first CBM. The band gaps of several common polytypes of SiC have been measured carefully by Choyke et al. from the optical absorption or luminescence spectra of the polytypes (27). The measured band gaps range widely from 2.390 eV for 3C-SiC to 3.330 eV for 2H-SiC and lot of work has been done to understand all details of the corresponding variations. Those for 4H- and 6H-SiC which are in between the two extreme cases in structure are measured to be 3.265 eV and 3.023 eV respectively. So, from fig.4, it is clear that the valence and the conduction bands are well described. Moreover, our results are in good agreement with the experimental results (74). All energies are with reference to the top of the valence band. The results show that SiC is an indirect gap semiconductor. In addition, the calculated energy gaps of SiC are in good agreement with the other results (73), (74), (75), (77). Values of lowest indirect forbidden gaps ($E_g$) are listed in Table 1 in comparison with the available data in the literature and experimental results. Our TB model provides good results.
Fig. 4. Band structures for 3C-, 2H-, 4H-, 6H-, and 8H-SiC calculated by our $sp^3s^*$ TB model (62).
which agree with other calculations\(^{(22)}\),\(^{(25)}\),\(^{(73)}\),\(^{(75)}\),\(^{(76)}\),\(^{(77)}\),\(^{(78)}\),\(^{(79)}\) and experimental data\(^{(74)}\). The general findings that all considered polytypes are indirect semiconductors are not surprising, including that the conduction-band minimum is located at X point in the zinc-blende structure or at M in the hexagonal BZ of 2H. Diamond and silicon show a similar behavior, there the conduction-band minima are situated on the \(\Gamma X\) line near X [110].

The X point in the fcc BZ represents the position of the minimum in the zinc-blende 3C-SiC. Two of these X points are folded onto M points of the hexagonal BZ of the corresponding 2H structure. The exact positions depend on the details of the calculations, the ratio \(c/a\) of the hexagonal lattice constants, as well as the atomic positions within the hexagonal unit cells. Moreover, the upper valence band has the lowest energy in X, so that the repulsive interaction between the lowest conduction band and the highest valence band should be small. In the wurtzite structure, the situation is changed. First of all, the zinc-blende X is folded onto 2/3LM in the hexagonal BZ of 2H. This point has a lower symmetry and the bonding and antibonding combinations of the C 2s orbital and a Si 3p orbital, of which the state mainly consists, can interact with more closer lying states. The minimum at K point, that has a similar orbital character as the states at the zinc blende W point, gives rise to the lowest empty band. The energetical distance of the valence and conduction bands in K point is remarkably reduced. The resulting stronger interaction pushes the conduction-band minimum away from the valence bands. States on the LM line near M point form the lowest conduction-band minimum. Surely, the minimum in the wurtzite structure 2H-SiC is located at the \(k\) point in the center of the BZ edge parallel to the \(c\) axis similarly to hexagonal diamond\(^{(79)}\). We find the conduction band minima at M point for 4H and, respectively, at about 0.63LM for 6H and 8H. This result is somewhat surprising since the fcc X point should map onto 1/3LM for 4H and M for 6H and 8H. That means that the simplifying folding argument is not exactly valid going from one polytype to another one. The actual arrangement of atoms and bonds in the unit cells gives rise to changes in the band positions and dispersion. The exact minimum position is particularly sensitive to the details of the atomic structure since the lowest conduction band between L and M is rather flat. This flatness increases with the lowering of the LM distance in \(k\) space. Increasing the period of the superstructure along the optical axis (line \(\Gamma - A\) in the BZ) causes band folding, which can be seen for the \(\Gamma - A\) and \(K - H\)
directions for the SiC polytypes shown in Figure 4. The overall features of the band structures agree well with previous calculations. Differences concern the magnitudes of the various band gaps, where the effect is related to the variations in the position of the conduction-band minima. An interesting problem concerns the preparation of heterostructures on the base of chemically identical, but structural inequivalent semiconductors, more strictly speaking of different polytypes. The key parameters of such structures are the band offsets at the interface.

4.2 Effective masses of 3C-, 2H-, 4H-, 6H-, and 8H-SiC

The effective electron masses for the different polytypes have been calculated and measured experimentally by different scientific groups (19), (22), (26), (81), (82), (83). The values vary depending on the experimental techniques or model used, especially for the hexagonal polytypes. Results for the lowest conduction band minima in \( K, M \) points, or at the \( L M \) line near \( M \) point are calculated (62). For electrons we give the full inverse effective-mass tensor along the principal axis determined by the \( c \) axis of the structure and the position of the minimum in \( k \) space. We consider the longitudinal masses \( m_{\perp} \parallel \) parallel to the connection line between the minimum position and more strictly speaking parallel \( M\Gamma(4H), K\Gamma(2H) \) and \( (LM)\Gamma(6H, 8H) \). The two transverse masses \( m_{\perp,1}, m_{\perp,2} \) are distinguished according to the anisotropy of the system. \( m_{\perp} \) denotes the transverse mass parallel to the \( c \) axis. In the calculation of \( m_{\perp,1} \) we use the direction \( ML \). For the estimation of the second transverse mass \( m_{\perp,2} \) of the hexagonal polytypes we replace the correct direction by the line \( MK \) in an approximate manner.

Our previously calculated values of the electron effective masses in three principal directions with the tight-binding method (62) are presented in table 2 in comparison with other theoretical and experimental data. All values of the electron effective masses agree with experimental values, when available, and for 3C-, 2H-, and 4H-SiC, our results agree with the majority of earlier calculations (22). We report in the same table our values of \( m^* \) for 8H-SiC. There is no available experimental data for comparison. No clear trend with the hexagonality or the extent of the unit cell can be derived from table 2 for the electron masses. This is not astonishing since the conduction band minima appear at different \( k \) points in the BZ. Only in 4H case one observes the minimum at the same point \( M \). A remarkable anisotropy of the electron effective mass tensor is found for 6H and 4H. In space directions (nearly) parallel to \( M\Gamma \) and \( L\Gamma \) heavy electrons appear whereas the mass for the electron motion in the plane perpendicular to \( c \) axis but parallel to the edge \( MK \) of the hexagonal BZ is small. This is a consequence of the flatness of the lowest conduction bands in the most space directions. The electron-mass anisotropy in the 2H polytypes at \( M \) or \( K \) is much smaller. The findings for the conduction band masses have consequences for the electron mobility, since this property is proportional to the inverse mass. We expect that at least for the mostly available 6H– and 4H-SiC polytype, the current directions should be carefully selected. Otherwise, too small electron mobilities result. 2H-SiC have more parabolic behavior around their minima, whereas in 4H- and 6H-SiC the interaction between the two close-lying bands at the \( M \) point will affect the parabolicity, especially for the flat curvatures in the \( c \) direction. The best agreement between theory and experiment seems to be for the 2H-SiC pure hexagonal polytype and the 3C-SiC cubic polytype. For the 8H-SiC polytype there are not yet any experimental results for the effective electron masses. Also there is only one experimental report for the longitude effective mass of 6H-SiC. For the hole effective masses there are few theoretical reports of the polytypes and even fewer are the experimental values. The effective electron masses of 3C- and 4H-SiC have been measured experimentally and
Table 2. Effective masses of electrons in the conduction-band-minima. All values in units of the free-electron mass $m_0$ (62).

| Mass | 3C | 2H | 4H | 6H | 8H |
|------|----|----|----|----|----|
| $m_{\parallel}$ | 0.69 | 0.40 | 0.60 | 0.65 | 0.67 |
|  | 0.667$^c$ | 0.42$^a$ | 0.58$^d$ | 0.68$^d$ | 0.67$^d$ |
|  | 0.70$^b$ | 0.43$^f$ | 0.53$^b$ | 0.44$^b$ | 0.68$^f$ |
|  | 0.449$^d$ | 0.58$^c$ | 0.77$^c$ | 0.68$^c$ | 0.69$^c$ |
|  | 0.68$^f$ | 0.57$^f$ | 0.75$^f$ | 0.68$^f$ | 0.69$^f$ |
| $m_{\perp 1}$ | 0.25 | 0.24 | 0.36 | 1.19 | 1.38 |
|  | 0.247$^c$ | 0.22$^a$ | 0.33$^a$ | 1.25$^a$ | 0.25$^a$ |
|  | 0.24$^b$ | 0.26$^f$ | 0.31$^c$ | 1.14$^b$ | 0.24$^f$ |
|  | 0.23$^f$ | 0.31$^f$ | 1.42$^c$ | 1.83$^f$ |
| $m_{\perp 2}$ | 0.25 | 0.40 | 0.21 | 0.10 | 0.15 |
|  | 0.247$^c$ | 0.42$^a$ | 0.29$^a$ | 0.13$^a$ | 0.24$^a$ |
|  | 0.24$^b$ | 0.43$^f$ | 0.19$^b$ | 0.43$^b$ | 0.23$^f$ |
|  | 0.23$^f$ | 0.28$^c$ | 0.24$^f$ | 0.28$^f$ |

$^a$ Experimental values (81).
$^b$ EPM calculations (22).
$^c$ Experimental values (82).
$^d$ LMTO (GW) (83).
$^e$ LMTO (19).
$^f$ FPLAPW (26).

reported by several groups, and they agree quite well with the theoretically calculated values (19), (26), (83). For 6H-SiC, only the longitudinal effective mass along the c-axis has been measured (82), but due to the peculiar band shape along the direction there is still a large inconsistency between the measured value and the calculated ones, even among the values calculated theoretically by different groups (19), (26), (83). However, only the hole effective masses of 4H-SiC have been measured experimentally and reported by Son et al. (81).

4.3 Total density of states of 3C-, 2H-, 4H-, 6H-, and 8H-SiC

We have applied the tetrahedron technique directly from the eigenvalues and the angular momentum character of each state. This is done by dividing up the Brillouin zone into 48 tetrahedron cube. The total density of states (TDOS) of 3C-SiC, corresponding to the band structure is given in figure 5 (62). The 3C-SiC have valence band density of states qualitatively similar to homopolar semiconductors, except for the gap which opens at X point. This gap is related to different potential for the cation and anion potentials. This “antisymmetric” gap has been proposed as a measure of crystal ionicity. The lowest states contain a low-lying C s-derived band about 17 eV below the VBM. The lowest states of the VB from -17 to -13 eV has primarily s character and is localized on the anion. The large peak at -10 to -7 eV comes primarily from the onset of the second valence band at points X and L. The states of this band is primarily of cation s character, it changes rapidly to anion p-like at the top of valence band. From the Fig 5, it is apparent that there is a significant amount of Si p hybridization all the way up to the VBM. A comparison with the corresponding DOS curve of the experimental
results reveals excellent agreement for energies below 4 eV. The bandwidths and energies are in good agreement with photoemission results (74).

The DOS was determined by the tetrahedron integration over a mesh that was generated by six cuts in the Γ-M direction of the BZ and included 112, 84, 78 and 56 points in the irreducible part of 2H, 4H, 6H and 8H BZ, respectively. In Figure 5 total densities of states of SiC polytypes (62) are shown which can be used for the interpretation of photoemission spectra of SiC. The lowest valence band in 6H SiC between -19.0 and -13.0 eV is dominated by s-electrons of C atom. The maximum at 14.85 eV in the total DOS is dominated by the s-electron of Si. The upper part of the valence band of 6H SiC is dominated mainly by the p-electron of C and Si. The conduction band is mainly dominated by the s, and p-electrons of Si, whereas p-electrons of C are less dominant. There is a noticeable difference of the p-state occupation for different polytypes and for different sites in the same polytype. The band width of the valence band agrees with previous works represented in many literatures [(22), (25), (73), (75), (77), (78)], where 18.0 eV were obtained. Our value of the valence band width (≈19.0 eV) of 6H SiC is lower than in cubic SiC as expected (25), (73), (78), (79).

In the figure 5, one can see that the valence band, as expected, consists of two subbands. The energy width of these subbands and the total bandwidth are very similar for the four polytypes. In α-SiC polytypes the lower-lying subbands is in the range from about -19.5 to -13 eV and is dominated by the atomic Si 3s+3p states and the localized atomic C 2s states, whereas the higher subband also consists of Si 3p and 2p states. In the higher subband the Si 3s and C 2p states dominate at lower energies and the C 2p states dominate at higher energies. Even if it is not straightforward to compare photoemission spectra with the DOS, the clear peak at about -11.1 eV, arising from the atomic C 2p and Si 3s states, can probably be identified with the experimental value -10.5 eV (74). Also, the total band-width and the width of the higher subband seem to be in agreement with experimental results. The calculated width of the total band (higher subband) is about 8.5 eV for all four polytypes, whereas the experimental results for α-SiC polytypes are about 10.0 eV (74).

Since band structures accurate close to the band gap are desired, it is useful to examine the density of states in this region. As found experimentally (74) and theoretically (25), (73), (78), (79), the major differences between the density of states of the individual SiC polytypes calculated with our TB model band structure is in the conduction bands. The results are compared with results from density-functional theory (DFT) (75). Both results of 2H-, 4H-, 6H-, and 8H-SiC show not only an increasing band gap, but an increase in the steepness of the rise in the density of states at the conduction band edge with increasing hexagonality.

4.4 Optical absorption of 3C-, 2H-, 4H-, 6H-, and 8H-SiC:

Many optical properties, such as the dielectric function, the reflectivity, absorption, etc., are related to the band structure of crystalline solids. Most of them can be derived from the dielectric function which is measured directly and reliably by spectroscopy ellipsometry. It is worth calculating the optical absorption for different polytypes of SiC. Theoretically, the spectra are seen to be dependent on quantities such as density of states and matrix elements coupling the initial to final state. In the case of absorption spectra for bulk semiconductors, the main structures are observed to be correlated with the inter-band critical points. It is very common to assume that the dipole matrix elements involved are constant throughout the Brillouin zone and to compare the spectra directly with joint density of states (48). We can compute the matrix elements starting from an empirical Hamiltonian even if the full wave functions are not known. The Slater-Koster method is computationally very economical.
Fig. 5. Density of states for the 3C-, 2H-, 4H-, 6H-, and 8H-SiC polytypes (62).
in obtaining the full-zone band structure of semiconductors, and our procedure for the optical matrix elements requires little additional computation beyond solving the eigenvalue problem for the energies.

### 4.4.1 Applications of optical matrix elements:

Optical-absorption spectra in semiconductors are normally dominated by transitions from the valence to the conduction bands. Then, it is possible to compute the joint density of states (JDOS) for SiC polytypes that is given by the below formula. The purpose is to see how our TB calculations are extended to optical properties.

\[
J(E) = \Omega \sum_{cv} \int_{FBZ} \frac{d^3k}{(2\pi)^3} \delta(E_{cv}(k) - \hbar\omega)
\]  

(7)

where \(\Omega\) is the real-space unit-cell volume. where \(E_{cv} = E_c(k) - E_v(k)\) for the JDOS per component (48).

We have computed the JDOS for SiC polytypes (62), hence, the interband transitions in Eq.(7) are all of the valence-conduction type. The interest in the JDOS lies in the fact that the momentum matrix elements are assumed constant over the Brillouin zone. The band summations in Eq.(7) involve all states in the valence band and lowest states in the conduction band. The summations in Eq.(7) are over special points in the Brillouin zone. In our calculations, we took 32, 28, 24, 20 special \(k\)-points for 2H, 4H, 6H and 8H respectively in the Brillouin zone (21).

### 4.4.2 Joint density of states of 3C-, 2H-, 4H-, 6H-, and 8H-SiC:

Before discussing the effect of the optical transition matrix elements, we consider the JDOS (see figure 6). In order to get more information on the interband transition, we present our recent calculated joint density of states for SiC polytypes (62). We have determined the transition responsible for the major contributions to these structures. This was done by finding the energy of the desired peak or shoulder on the joint density of states graph and then examining the contribution to joint density of states at that energy from the constituent interband transitions. The fundamental gap is well understood and is attributed to \(\Gamma_{15} \rightarrow X_1\) transition in 3C-SiC. We examine a large peak associated to \(\Gamma_{15} \rightarrow L_1\) transition which occurs at 3.8 eV. The second major peak in JDOS, comes from the transition \(\Gamma_{15} \rightarrow \Gamma_1\) which occurs at 5.2 eV. However, our band structure is satisfactory with respect to these transitions. The principal behavior of the joint density of states is very similar for the various 2H-, 4H-, 6H-, 8H- polytypes considered. The two peaks below the ionic gap exhibit a different behavior with the number \(n\) of SiC bilayers in the unit cell. Whereas that at higher energy around 7 eV is rather independent of the polytype, the low-energy peak around 8 eV is broadened with rising number \(n\). We relate this fact to the folding effect parallel to the \(c\) axis. It causes an opposite variation of the band curvature along the \(LM\) and \(HK\) lines in the hexagonal BZ (25), (73), (78). The intensity of the two most pronounced peaks at 3.5 and 2.1 eV in the region of the upper valence bands monotonically follow the hexagonality of the structures (25), (75), (78),(79). Strong contributions to these peaks also arise from the \(LM\) line. The most drastic change in the conduction band region occurs near the onset of the density of states. Its steepness over several eV again follows the hexagonality of the polytype. The particular shape of the onset however depends on the number of bilayers and therefore on the folding effect as already has been pointed out by Lee et al. (84). The consequences can be clearly seen in the joint density of states. Their low-energy tails increase with decreasing hexagonality.
5. Summary and conclusions

This chapter reviewed the general aspects of the optical properties as well as the electronic structures of SiC indirect-band-gap semiconductor polytypes. We presented our recent results of the band structures, the total densities of states, and the optical absorption of different polytypes of SiC using the empirical tight-binding approximation. The set of TB parameters is transferable to all hexagonal 2H-, 4H-, 6H-, and 8H-SiC structures. We illustrated how the tight-binding formalism can be used to accurately compute the electronic states in semiconductor hexagonal polytypes. This approximation is known to yield a sufficiently accurate conduction band and to give its minimum position correctly. To this end we have presented our new developed tight-binding model which carefully reproduces ab initio calculations and experimental results of SiC polytypes. It is likely that our TB approach could be applied to SiC polytypes with even larger unit cells than 8H using the variation in band gap with hexagonality in cases where experimental band gaps are undetermined. SiC system exhibits rather interesting features which differ greatly from those other semiconductor compounds with respect to optical properties as well as in electronic structure. We refer to this aspect of superperiodicity that is the possibility of modifying the optical properties of the material. Furthermore, the interband optical matrix elements can be tailored. It has been shown that our recent results indicate that our TB calculations are suitable for describing optical properties in more complex polar semi-conductors. In addition, the optical properties
suggest that the hexagonal SiC polytypes composed of an indirect-band-gap semiconductors offer a great potential for application to optical devices.
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Silicon Carbide (SiC) and its polytypes, used primarily for grinding and high temperature ceramics, have been a part of human civilization for a long time. The inherent ability of SiC devices to operate with higher efficiency and lower environmental footprint than silicon-based devices at high temperatures and under high voltages pushes SiC on the verge of becoming the material of choice for high power electronics and optoelectronics. What is more important, SiC is emerging to become a template for graphene fabrication, and a material for the next generation of sub-32nm semiconductor devices. It is thus increasingly clear that SiC electronic systems will dominate the new energy and transport technologies of the 21st century. In 21 chapters of the book, special emphasis has been placed on the aspects and developments thereof. To that end, about 70% of the book addresses the theory, crystal growth, defects, surface and interface properties, characterization, and processing issues pertaining to SiC. The remaining 30% of the book covers the electronic device aspects of this material. Overall, this book will be valuable as a reference for SiC researchers for a few years to come. This book prestigiously covers our current understanding of SiC as a semiconductor material in electronics. The primary target for the book includes students, researchers, material and chemical engineers, semiconductor manufacturers and professionals who are interested in silicon carbide and its continuing progression.
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