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Abstract. This paper proposes an approach to improve statistical word alignment with ensemble methods. Two ensemble methods are investigated: bagging and cross-validation committees. On these two methods, both weighted voting and unweighted voting are compared under the word alignment task. In addition, we analyze the effect of different sizes of training sets on the bagging method. Experimental results indicate that both bagging and cross-validation committees improve the word alignment results regardless of weighted voting or unweighted voting. Weighted voting performs consistently better than unweighted voting on different sizes of training sets.

1 Introduction

Bilingual word alignment is first introduced as an intermediate result in statistical machine translation (SMT) [3]. Besides being used in SMT, it is also used in translation lexicon building [9], transfer rule learning [10], example-based machine translation [14], etc. In previous alignment methods, some researchers employed statistical word alignment models to build alignment links [3], [4], [8], [11], [16]. Some researchers used similarity and association measures to build alignment links [1], [15].

One issue about word alignment is how to improve the performance of a word aligner when the training data are fixed. One possible solution is to use ensemble methods [5], [6]. The ensemble methods were proposed to improve the performance of classifiers. An ensemble of classifiers is a set of classifiers whose individual decisions are combined in some way (weighted or unweighted voting) to classify new examples. Many methods for constructing ensembles have been developed [5]. One kind of methods is to resample the training examples. These methods include bagging [2], cross-validation committees [12] and boosting [7]. The two former methods generate the classifiers in parallel while boosting generates the classifiers sequentially. In addition, boosting changes the weights of the training instance that is provided as input to each inducer based on the previously built classifiers.

In this paper, we propose an approach to improve word alignment with ensemble methods. Although word alignment is not a classification problem, we can still build different word aligners by resampling the training data. If these aligners perform accurately and diversely on the corpus [6], they can be employed to improve the word alignment results. Here, we investigate two ensemble methods: bagging and
cross-validation committees. For both of the ensemble methods, we employ weighted and unweighted voting to build different ensembles. Experimental results indicate that both bagging and cross-validation committees improve the word alignment results. The weighted ensembles perform much better than the unweighted ensembles according to our word alignment results. In addition, we analyze the effect of different sizes of training data on the bagging algorithm. Experimental results also show that the weighted bagging ensembles perform consistently better than the unweighted bagging ensembles on different sizes of training sets.

The remainder of the paper is organized as follows. Section 2 describes statistical word alignment. Section 3 describes the bagging algorithm. Section 4 describes the cross-validation committees. Section 5 describes how to calculate the weights used for voting. Section 6 presents the evaluation results. Section 7 discusses why the ensemble methods used in this paper are effective for the word alignment task. The last section concludes this paper and presents the future work.

2 Statistical Word Alignment

In this paper, we use the IBM model 4 as our statistical word alignment model [3]. This model only allows word to word and multi-word to word alignments. Thus, some multi-word units cannot be correctly aligned. In order to tackle this problem, we perform word alignment in two directions (source to target and target to source) as described in [11]. In this paper, we call these two aligners bi-directional aligners.\(^1\) Thus, for each sentence pair, we can get two alignment results. We use \(S_1\) and \(S_2\) to represent the bi-directional alignment sets. For alignment links in both sets, we use \(i\) for source words and \(j\) for target words.

\[
S_1 = \{(A_j, j) \mid A_j = \{i \mid i = a_j, \ a_j \geq 0\}\}
\]

\[
S_2 = \{(i, A_j) \mid A_i = \{j \mid a_j = i, \ a_j \geq 0\}\}
\]

Where, \(a_j\) represents the index position of the source word aligned to the target word in position \(j\). For example, if a target word in position \(j\) is connected to a source word in position \(i\), then \(a_j=i\). If a target word in position \(j\) is connected to source words in positions \(i_1\) and \(i_2\), then \(A_j = \{i_1, i_2\}\). We name an element in the alignment set an alignment link.\(^2\)

3 Bagging

The bagging algorithm (derived from bootstrap aggregating) votes classifiers generated by different bootstrap replicates [2]. A bootstrap replicate is generated by uniformly sampling \(m\) instances from the training set with replacement. In general, \(T\)

\(^1\) The GIZA++ toolkit is used to perform statistical alignment. It is located at http://www.fjoch.com/GIZA++.html.

\(^2\) Our definition of alignment link is different from that in [11]. In [11], alignment links are classified into possible links and sure links. In our paper, both one-to-one and non one-to-one links are taken as sure links.
bootstrap replicates are built in the sampling process. And $T$ different classifiers are built based on the bootstrap replicates. A final classifier is built from these $T$ sub-classifiers using weighted voting or unweighted voting. The original unweighted bagging algorithm is shown in Figure 1.

![Fig. 1. The Unweighted Bagging Algorithm](image)

### 3.1 Bagging the Statistical Word Aligner

In this section, we apply the technique of bagging to word alignment, the detailed algorithm is shown in Figure 2. In the algorithm, we first resample the training data to train the word aligners. We choose to resample the training set in the same way as the original bagging algorithm. With these different bootstrap replicates, we build the different word aligners. As described in Section 2, we perform word alignment in two directions to improve multiword alignment. Thus, on each bootstrap replicate, we train a word aligner in the source to target direction and another word aligner in the target to source direction, which is described in b) of step (1).

After building the different word aligners, we combine or aggregate the alignments generated by the individual alignment models to create the final alignments for each sentence pair. In this paper, the final alignment link for each word is chosen by performing a majority voting on the alignments provided by each instance of the model. The majority voting can be weighted or unweighted. For weighted voting, the weights of word alignment links produced by the bi-directional word aligners are trained from the training data, which will be further described in section 5. For unweighted voting, the best alignment link for a specific word or unit is voted by more than half of the word aligners in the ensemble. For those words that have no majority choice, the system simply does not align them.
Input: a training set \( S = \{(y_i, x_i), i \in \{1..m\}\} \)

a word alignment model \( M \)

(1) For \( j = 1 \) to \( T \)
   a) \( S_j \) = bootstrap replicate of \( S \) by sampling \( m \) items from \( S \) with replacement
   b) Train the bi-directional alignment models \( M_j^{st} \) and \( M_j^{ts} \) with the bootstrap replicate \( S_j \)

(2) For \( k = 1 \) to \( N \) (\( N \) is the number of sentence pairs)
   For each word \( s \):
   a) For weighted voting
      \[
      M^*(s, k) = \arg \max_t \sum_j W_j(s, t) \cdot (\delta(M_j^{st}(s, k), t) + \delta(M_j^{ts}(s, k), t))
      \]
      \( t \) is the word or phrase in the target sentence;
      \( W_j(s, t) \) is the weight for the alignment link \( (s, t) \) produced by the aligner \( M_j^{st} \) or \( M_j^{ts} \);
      \( \delta(x, y) = 1 \) if \( x = y \); else \( \delta(x, y) = 0 \).
   b) For unweighted voting
      \[
      M^*(s, k) = \arg \max_{T_{mn(t)>T/2}} \sum_j (\delta(M_j^{st}(s, k), t) + \delta(M_j^{ts}(s, k), t))
      \]
      where, \( n(t) = \sum_j (\delta(M_j^{st}(s, k), t) + \delta(M_j^{ts}(s, k), t)) \)

Output: The final word alignment results

Fig. 2. The Bagging Algorithm for Word Alignment

4 Cross-Validation Committee

The difference between bagging and cross-validation committees lies in the way to resample the training set. The cross-validation committees construct the training sets by leaving out disjoint subsets of the training data. For example, the training set can be randomly and evenly divided into \( N \) disjoint subsets. Then \( N \) overlapping training sets can be constructed by dropping out a different one of these \( N \) subsets. This procedure is the same as the one to construct training sets for \( N \)-fold cross-validation. Thus, ensembles constructed in this way are called cross-validation committees.

For word alignment, we also divide the training set into \( N \) even parts and build \( N \) overlapping training sets. With the \( N \) sets, we build \( N \) alignment models as described
above. Since the training sets are different, the word alignment results may be different for individual words. Using the same majority voting as described in Figure 2, we get the final word alignment results.

5 Weight Calculation

In this paper, we compare both weighted voting and unweighted voting under our word alignment task. The algorithm in Figure 2 shows that the weights are related with the specific word alignment links and the specific word aligner. We calculate the weights based on the word alignment results on the training data.

As described in Section 3.1, on each bootstrap replicate $j$, we train a word aligner $M_{j}^{st}$ in the source to target direction and a word aligner $M_{j}^{ts}$ in the target to source direction. That is to say, we obtain two different word alignment sets $S_{j}^{st}$ and $S_{j}^{ts}$ for each of the bootstrap replicate. For each word alignment link $(s, t)$ produced by $M_{j}^{st}$ or $M_{j}^{ts}$, we calculate its weight as shown in (3). This weight measures the association of the source part and the target part in an alignment link. This measure is like the Dice Coefficient. Smadja et al. [13] showed that the Dice Coefficient is a good indicator of translation association.

$$W_{i}(s, t) = \frac{2 \ast \text{count}(s, t)}{\sum_{t'} \text{count}(s, t') + \sum_{s'} \text{count}(s', t)}$$

(3)

Where, \(\text{count}(s, t)\) is the occurring frequency of the alignment link \((s, t)\) \(\in S_{j}^{st} \cup S_{j}^{ts}\).

6 Experiments

6.1 Training and Testing Set

We perform experiments on a sentence aligned English-Chinese bilingual corpus in general domain. There are about 320,000 bilingual sentence pairs in the corpus, from which, we randomly select 1,000 sentence pairs as testing data. The remainder is used as training data. In the sentence pairs, the average length of the English sentences is 13.6 words while the average length of the Chinese sentences is 14.2 words.

The Chinese sentences in both the training set and the testing set are automatically segmented into words. The segmentation errors in the testing set are post-corrected. The testing set is manually annotated. It has totally 8,651 alignment links. Among them, 866 alignment links include multiword units, which accounts for about 10% of the total links.

6.2 Evaluation Metrics

We use the same evaluation metrics as in [17]. If we use $S_{G}$ to represent the set of alignment links identified by the proposed methods and $S_{R}$ to denote the reference
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For the bagging method, we use ten word aligners trained on five different bootstrap replicates. Among them, five aligners are trained in the source to target direction. The other five aligners are trained in the target to source direction. The bagging method will be compared with a baseline method using the entire training data. For this baseline method, we also train bi-directional models. Based on the alignment results on the entire training data, we calculate the alignment weights for the two word aligners as described in Section 5.

The results using weighted voting are shown in Table 1. The number in brackets of the first column describes the number of word aligners used in the ensembles. For example, in the ensemble “bagging (4)”, two word aligners are trained in the source to target direction and the other two are trained in the target to source direction.

From the results, it can be seen that the bagging methods obtain significantly better results than the baseline. The best ensemble achieves an error rate reduction of 7.34% as compared with the baseline. The results show that increasing the number of word aligner does not greatly reduce the word alignment error rate. The reduction is even smaller when the number increases from 8 to 10.

Table 1. Weighted Bagging Results

| Method       | Precision | Recall | AER   |
|--------------|-----------|--------|-------|
| Bagging (4)  | 0.8035    | 0.7898 | 0.2034|
| Bagging (6)  | 0.8048    | 0.7922 | 0.2015|
| Bagging (8)  | 0.8061    | 0.7948 | 0.1996|
| Bagging (10) | 0.8064    | 0.7948 | 0.1994|
| Baseline     | 0.7870    | 0.7826 | 0.2152|
In order to further analyze the effect of the weights on the word alignment results, we also use unweighted voting in the ensembles. The results are shown in Table 2. The baseline method also trains bi-directional aligners with the entire training data. The final word alignment results are obtained by taking an unweighted voting on the two alignment results produced by the bi-directional aligners. That is the same as that by taking the intersection of the two word alignment results.

### Table 2. Unweighted Bagging Results

| Method   | Precision | Recall | AER  |
|----------|-----------|--------|------|
| Bagging (4) | 0.9230    | 0.6073 | 0.2674 |
| Bagging (6) | 0.9181    | 0.6200 | 0.2598 |
| Bagging (8) | 0.9167    | 0.6307 | 0.2527 |
| Bagging (10) | 0.9132   | 0.6347 | 0.2511 |
| Baseline   | 0.9294    | 0.5756 | 0.2810 |

Increasing the number of word aligners in the ensembles, the unweighted bagging method does not greatly reduce AER. However, the ensembles obtain much lower error rate as compared with the baseline. The best ensemble achieves a relative error rate reduction of 10.64%, indicating a significant improvement. From the experimental results, we find that there are no multiword alignment links selected in the ensembles. This is because unweighted voting in this paper requires more than half of the word aligners in the ensembles to vote for the same link. Thus, there should be bi-directional word aligners voting for the target alignment link. The intersection of bi-directional word alignment results produced by the IBM models only creates single word alignments. It can also be seen from the Equations (1) and (2) in Section 2.

Comparing the results obtained using weighted voting in Table 1 and those obtained using unweighted voting in Table 2, we find that (1) the weighted bagging methods are much better than the unweighted bagging methods; (2) the ensembles using unweighted voting obtain higher precision but lower recall than those using weighted voting. For example, the weighted voting “bagging (10)” achieves a relative error rate reduction of 20.59% as compared with the corresponding unweighted voting. This indicates that the method used to calculate voting weights described in section 5 is very effective.

### 6.4 Evaluation Results for Cross-Validation Committees

For the cross-validation committees, we divide the entire training data into five disjoint subsets. For each bootstrap replicate, we leave one out. Thus, each replicate includes 80% sentence pairs of the full training data. For each replicate, we train bi-directional word alignment models. Thus, we totally obtain ten individual word aligners. The baseline is the same as shown in Table 1. The results obtained using weighted voting are shown in Table 3. The number in the brackets of the first column describes the number of word aligners used in the ensembles.
Table 3. Evaluation Results for Weighted Cross-Validation Committees

| Method      | Precision | Recall | AER  |
|-------------|-----------|--------|------|
| Validation (4) | 0.8059    | 0.7913 | 0.2015 |
| Validation (6) | 0.8070    | 0.7928 | 0.2002 |
| Validation (8) | 0.8063    | 0.7933 | 0.2002 |
| Validation (10) | 0.8068 | 0.7947 | 0.1993 |
| Baseline | 0.7870    | 0.7826 | 0.2152 |

From the results, it can be seen that the cross-validation committees perform better than the baseline. The best ensemble “validation (10)” achieves an error rate reduction of 7.39% as compared with the baseline, indicating a significant improvement. The results also show that increasing the number of word aligner does not greatly reduce the word alignment error rate.

As described in section 6.3, we also use unweighted voting for the cross-validation committees. The results are shown in Table 4. The baseline is the same as described in Table 2.

Table 4. Evaluation Results for Unweighted Cross-Validation Committees

| Method      | Precision | Recall | AER  |
|-------------|-----------|--------|------|
| Validation (4) | 0.9199    | 0.5943 | 0.2779 |
| Validation (6) | 0.9174    | 0.6124 | 0.2655 |
| Validation (8) | 0.9154    | 0.6196 | 0.2610 |
| Validation (10) | 0.9127  | 0.6245 | 0.2584 |
| Baseline | 0.9294    | 0.5756 | 0.2810 |

From the results, it can be seen that increasing the number of word aligners in the ensembles, the alignment error rate is reduced. The best ensemble achieves a relative error rate reduction of 8.04% as compared with the baseline, indicating a significant improvement. Comparing the results in Table 3 and Table 4, we find that the weighted methods are also much better than the unweighted ones. For example, the weighted method “Validation (10)” achieves an error rate reduction of 22.87% as compared with the corresponding unweighted method.

6.5 Bagging vs. Cross-Validation Committees

According to the evaluation results, bagging and cross-validation committees achieve comparable results. In order to further compare bagging and cross-validation committees, we classify the alignment links in the weighted ensembles into two classes: single word alignment links (SWA) and multiword alignment links (MWA). SWA links only include one-to-one alignments. MWA links refer to those including multiword units in the source language or/and in the target language. The SWA and MWA for the bagging ensembles are shown in Table 5 and Table 6. The SWA and MWA for the cross-validation committees are shown in Table 7 and Table 8. The AERs of the baselines for SWA and MWA are 0.1531 and 0.8469, respectively.
Table 5. Single Word Alignment Results for the Weighted Bagging Methods

| Method     | Precision | Recall | AER   |
|------------|-----------|--------|-------|
| Bagging (4)| 0.8263    | 0.8829 | 0.1463|
| Bagging (6)| 0.8270    | 0.8845 | 0.1452|
| Bagging (8)| 0.8270    | 0.8877 | 0.1437|
| Bagging (10)| 0.8265  | 0.8876 | 0.1440|

Table 6. Multiword Alignment Results for the Weighted Bagging Methods

| Method     | Precision | Recall | AER   |
|------------|-----------|--------|-------|
| Bagging (4)| 0.4278    | 0.1815 | 0.7451|
| Bagging (6)| 0.4432    | 0.1896 | 0.7344|
| Bagging (8)| 0.4540    | 0.1884 | 0.7336|
| Bagging (10)| 0.4620  | 0.1896 | 0.7311|

Table 7. Single Word Alignment Results for Weighted Cross-Validation Committees

| Method     | Precision | Recall | AER   |
|------------|-----------|--------|-------|
| Validation (4)| 0.8282 | 0.8833 | 0.1452|
| Validation (6)| 0.8285 | 0.8847 | 0.1443|
| Validation (8)| 0.8275 | 0.8851 | 0.1447|
| Validation (10)| 0.8277 | 0.8867 | 0.1438|

Table 8. Multiword Alignment Results for Weighted Cross-Validation Committees

| Method     | Precision | Recall | AER   |
|------------|-----------|--------|-------|
| Validation (4)| 0.4447 | 0.1908 | 0.7330|
| Validation (6)| 0.4538 | 0.1931 | 0.7291|
| Validation (8)| 0.4578 | 0.1942 | 0.7273|
| Validation (10)| 0.4603 | 0.1942 | 0.7268|

From the results, it can be seen that the single word alignment results are much better than the multiword alignment results for both of the two methods. This indicates that it is more difficult to align the multiword units than to align single words.

Comparing the bagging methods and validation committees, we find that these two methods obtain comparable results on both the single word alignment links and multiword alignment links. This indicates that the different resampling methods in these two ensemble methods do not much affect the results on our word alignment task.

6.6 Different Sizes of Training Data

In this section, we investigate the effect of the size of training data on the ensemble methods. Since the difference between bagging and cross-validation committees is very small, we only investigate the effect on the bagging ensembles.
We randomly select training data from the original training set described in Section 6.1 to construct different training sets. We construct three training sets, which include 1/4, 1/2 and 3/4 of sentence pairs of the original training set, respectively.

For each of the training set, we obtain five bootstrap replicates and train ten word aligners. The results of ensembles consisting of ten word aligners are shown in Table 9 and Table 10. Table 9 and Table 10 show the weighted and unweighted bagging results, respectively. The methods to construct the baselines for different training sets in Table 9 and Table 10 are the same as those in Table 1 and Table 2, respectively. For convenience, we also list the results using the original training set in the tables. The first column describes the size of the training sets used for the ensembles. The last column presents the relative error rate reduction (RERR) of the ensembles as compared with the corresponding baselines. From the results, it can be seen that both weighted and unweighted bagging ensembles are effective to improve word alignment results. The weighted ensembles perform consistently better than the unweighted ensembles on different sizes of training sets.

| Data | Precision | Recall | AER | Baseline (AER) | RERR |
|------|-----------|--------|-----|----------------|------|
| 1/4  | 0.7684    | 0.7517 | 0.2316 | 0.2464         | 6.00%|
| 1/2  | 0.7977    | 0.7775 | 0.2125 | 0.2293         | 7.33%|
| 3/4  | 0.8023    | 0.7869 | 0.2055 | 0.2184         | 5.89%|
| All  | 0.8064    | 0.7948 | 0.1994 | 0.2152         | 7.34%|

| Data | Precision | Recall | AER | Baseline (AER) | RERR |
|------|-----------|--------|-----|----------------|------|
| 1/4  | 0.8960    | 0.6033 | 0.2789 | 0.3310         | 15.72%|
| 1/2  | 0.9077    | 0.6158 | 0.2662 | 0.3050         | 12.72%|
| 3/4  | 0.9140    | 0.6270 | 0.2562 | 0.2943         | 12.95%|
| All  | 0.9132    | 0.6347 | 0.2511 | 0.2810         | 10.64%|

7 Discussion

Both bagging and cross-validation committees utilize multiple classifiers to make different assumptions about the learning system. Bagging requires that the learning system should not be stable, so that small changes to the training set would lead to different classifiers. Breiman [2] also noted that poor predictors could be transformed into worse ones by bagging.

In this paper, the learning system is the word alignment model described in Section 2. The classifiers refer to the different word aligners trained on different bootstrap replicates. In our experiments, although word alignment models do not belong to unstable learning systems, bagging obtains better results on all of the datasets. This is
because the training data is insufficient or subject to data sparseness problem. Thus, changing the training data or resampling the training data causes the alternation of the trained parameters of the alignment model. The word aligners trained on a different bootstrap replicate produce different word alignment links for individual words. Using majority voting, the ensembles can improve the alignment precision and recall, resulting in lower alignment error rates.

The experiments also show that weighted voting is better than unweighted voting. The advantage of weighted voting is that it can select the good word alignment link even if only one aligner votes for it in the ensembles. This is because the selected alignment link gets much higher weight than the other links.

8 Conclusion and Future Work

Two ensemble methods are employed in this paper to improve word alignment results: bagging and cross-validation committees. Both of these two methods obtain better results than the original word aligner without increasing any training data. In this paper, we use two different voting methods: weighted voting and unweighted voting. Experimental results show that the weighted bagging method and weighted cross-validation committees achieve an error rate reduction of 7.34% and 7.39% respectively, as compared with the original word aligner. Results also show that weighted voting is much better than unweighted voting on the word alignment task. Unweighted voting obtains higher precision but lower recall than weighted voting. In addition, the weighted voting used in this paper obtains multiword alignment links while the unweighted voting cannot.

We also compare the two ensemble methods on the same training data and testing data. Bagging and cross-validation committees obtain comparable results on both single word alignment links and multiword alignment links. This indicates that the different resampling methods in these two ensemble methods do not much affect the results under our word alignment task.

We also investigate the bagging method on different sizes of training sets. The results show that both weighted voting and unweighted voting are effective to improve word alignment results. Weighted voting performs consistently better than unweighted voting on different sizes of training sets.

In future work, we will investigate more ensemble methods on the word alignment task such as the boosting algorithm. In addition, we will do more research on the weighting schemes in voting.
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