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Abstract

The iterative nature of many discretisation methods for continuous dynamical systems has led to the study of the connections between iterative numerical methods in numerical linear algebra and continuous dynamical systems. Certain researchers have used the explicit Euler method to understand this connection, but this method has its limitation. In this study, we present a new connection between successive over-relaxation (SOR)-type methods and gradient systems; this connection is based on discrete gradient methods. The focus of the discussion is the equivalence between SOR-type methods and discrete gradient methods applied to gradient systems. The discussion leads to new interpretations for SOR-type methods. For example, we found a new way to derive these methods; these methods monotonically decrease a certain quadratic function and obtain a new interpretation of the relaxation parameter. We also obtained a new discrete gradient while studying the new connection.

1 Introduction

Iterative numerical methods in numerical linear algebra are widely used to solve important mathematical problems. Many iterative numerical methods, particularly one-step processes, are formulated as

\[ x^{(k+1)} = T(x^{(k)}), \quad k = 0, 1, 2, \ldots \]  

with an initial vector \( x^{(0)} = x_0 \in V \). Here \( V \) is an appropriate vector space, and \( T : V \to V \) is a predetermined map. Connections between iterative numerical methods in numerical linear algebra and continuous dynamical systems have been studied (since 1970s) because of the iterative nature of many discretisation methods used for continuous dynamical systems. These continuous dynamical systems are represented by ordinary differential equations (ODEs) of the form

\[ \frac{d}{dt} x(t) = \tau(x(t)), \quad t > 0 \]  

with the initial vector \( x(0) = x_0 \in V \), where \( \tau : V \to V \). For example, the explicit Euler scheme with unit stepsize \( h = 1 \) applied to (2) is

\[ x^{(k+1)} = x^{(k)} + \tau(x^{(k)}). \]
Therefore, (1) and (2) can be linked by the following equality:

\[ T(x^{(k)}) = x^{(k)} + \tau(x^{(k)}) \]

In fact, such connections to continuous dynamical systems have been studied for many iterative numerical methods, such as stationary iterative methods for systems of linear equations \[3, 4\], Newton’s methods for systems of nonlinear equations \[11, 23\], QR algorithms for eigenvalue problems \[5, 25\] and so on. Additional details can be obtained from \[3, 4\]. Studying the connections provides a better understanding of the iterative numerical methods. This improved understanding can help develop better iterative numerical methods by using state-of-the-art numerical methods for ODEs and by devising ODEs from the viewpoint of continuous dynamical systems.

In the case of stationary iterative methods for solving linear systems, little has been understood about the connection to continuous dynamical systems. Let us consider linear systems of the form

\[ Ax = b \]

for a given nonsingular matrix \( A \in \mathbb{R}^{n \times n} \) and vector \( b \in \mathbb{R}^n \) (hereinafter bold notation will be used to denote vectors). In the discrete setting, by introducing the splitting \( A = M - N \), stationary iterative methods for solving linear systems are formulated as

\[ x^{(k+1)} = Gx^{(k)} + c, \quad k = 0, 1, 2, \ldots \]  \hspace{1cm} (3)

where \( G = M^{-1}N \) and \( c = M^{-1}b \). It is clear from the formulation that \( A^{-1}b \) is the unique equilibrium point of (3). In the continuous setting, a system of ODEs of the form

\[ \frac{dx}{dt} = -P(Ax(t) - b), \quad t > 0 \]  \hspace{1cm} (4)

with a nonsingular matrix \( P \in \mathbb{R}^{n \times n} \) has the unique equilibrium point \( A^{-1}b \). The explicit Euler scheme applied to (4) with unit stepsize \( h = 1 \) is written as

\[ x^{(k+1)} = (I - PA)x^{(k)} + Pb, \quad k = 0, 1, 2, \ldots \]

Therefore, (3) and (4) can be connected by the relationship

\[ I - PA = G \]  \hspace{1cm} (5)

via the explicit Euler method with unit stepsize. This approach is simple and some outcomes have been discussed in \[3, 4\]; however, it would be difficult to obtain an in-depth understanding because of the following reasons.

(a) For many practical and important stationary iterative methods, such as the successive over-relaxation (SOR) method, the iteration matrix \( G \) is complicated because it often involves parameters and matrix inverses. For such cases, the corresponding ODEs, that is, the expression of the matrix \( P \), are as complicated as the stationary iterative methods. This situation makes it difficult to understand the stationary iterative methods in a simple way from the viewpoint of the ODEs; therefore, the above connection rarely offers significant insights.

(b) A fundamental difference exists between the convergence conditions of the stationary iterative methods \[3\] and the ODEs \[4\]; this difference has been explained in \[4\]. The sequence of a stationary iterative method of the form \[3\] converges to \( A^{-1}b \) for any initial vector if and only if the spectral radius of \( G \) is less than one, that is, \( \rho(G) < 1 \). However, the flow of a system of ODEs of the form \[4\] converges to
for any initial vector if and only if all eigenvalues of $PA$ lie in the open right half plane, because the exact flow of (4) with the initial vector $x_0$ is given by

$$x(t) = e^{-PA}(x_0 - A^{-1}b) + A^{-1}b.$$  

In addition to the difference of convergence conditions, differences also exist between preferable situations pertaining to quick convergence. The matrix $G$ in the stationary iterative methods of the form (3) is ideally chosen such that $\rho(G)$, the spectral radius of $G$, is as small as possible. However, the matrix $P$ in ODEs of the form (4) is ideally chosen such that the real part of all eigenvalues of $PA$ is as large as possible. These two requirements are not usually satisfied simultaneously under (5).

Given these considerations, our aim is to seek a new possible connection between the stationary iterative methods and the ODEs such that meaningful insights could be obtained, and there is no difference of convergence conditions. In particular, we focus on SOR and related methods and discuss their connections to certain gradient systems. Thus, we restrict $A$ to be symmetric positive definite. Let

$$f(x) = \frac{1}{2}x^\top Ax - x^\top b.$$  

We consider the stationary iterative methods with the property $f(x^{(k+1)}) \leq f(x^{(k)})$ and linear ODEs with the property $\frac{d}{dt}f(x(t)) \leq 0$; we make a new connection between the two classes. The main idea is to use the discrete gradient method [8, 14, 17, 20, 21] instead of the explicit Euler method to obtain a fresh understanding of the stationary iterative methods. In the rest of the paper, we start the discussion with the continuous case. In Section 2 we consider gradient systems as a subclass of linear ODEs and review the basic properties of gradient systems as preliminaries. In Section 3 we review the discrete gradient method and show that the discrete gradient schemes applied to gradient systems constitute a certain subclass of stationary iterative methods. We also show that the SOR method is connected to a certain gradient system by proving the equivalence between the SOR method and the discrete gradient method; the consequences of this equivalence are also discussed. In Section 4 we show that some SOR-type methods are also connected to gradient systems. Finally, Section 5 contains concluding remarks.

## 2 Preliminaries

We first summarise the basic properties of gradient systems in the general setting and then explain the specific gradient systems associated with symmetric positive definite linear systems.

### 2.1 Properties of gradient systems

Given a differentiable function $f : \mathbb{R}^n \to \mathbb{R}$, we consider the gradient systems of the form

$$\frac{d}{dt}x(t) = -P\nabla f(x(t)), \quad t > 0$$  

(6)

with an initial vector $x(0) = x_0 \in \mathbb{R}^n$, where $P \in \mathbb{R}^{n \times n}$ is an arbitrary symmetric positive definite matrix. Several properties for gradient systems are known. First, gradient systems given by (6) are dissipative in the sense that the function $f(x(t))$ is nonincreasing along the solution:

$$\frac{d}{dt}f(x(t)) = \nabla f(x(t))^\top \frac{d}{dt}x(t) = -\nabla f(x(t))^\top P\nabla f(x(t)) \leq 0.$$  

(7)

Note that although these are classical stationary iterative methods, they are still receiving a great deal of attention. For recent developments, see [18] and [19].

Usually, the system of the form (6) is called a gradient system only when $P = I$; however, in this paper we consider (6) as a gradient system as long as the matrix $P$ is symmetric positive definite.
Here, the first equality is just the chain rule. The second equality follows from the substitution of (6), and the last inequality follows from the symmetric positive definiteness of the matrix $P$. Note that $\frac{d}{dt} f(x(t)) < 0$ unless $\nabla f = 0$. We call the function $f$ ‘the energy function,’ and the property (7) ‘the energy dissipation property.’

Second, a clear relationship is observed between the optimisation problems and gradient systems if we make additional assumptions on the energy function $f$. To explain the relationship, we recall some definitions.

**Definition 1.** A function $f : \mathbb{R}^n \to \mathbb{R}$ is called

- convex if and only if for all $x, y \in \mathbb{R}^n$ and $\lambda \in [0, 1]$,
  \[
  f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y).
  \]

- strictly convex if and only if for all $x, y \in \mathbb{R}^n$ ($x \neq y$) and $\lambda \in (0, 1)$,
  \[
  f(\lambda x + (1 - \lambda)y) < \lambda f(x) + (1 - \lambda)f(y).
  \]

- coercive if and only if $f(x_n) \to \infty$ for $\|x_n\| \to \infty$.

If the function $f$ is strictly convex and coercive, the flow $x(t)$ to the gradient system (6) converges to the equilibrium as $t \to \infty$ for any initial vector $x_0$ as an immediate consequence of the energy-dissipation property (7). Note that the equilibrium of the gradient system (6) is the unique optimal solution to the unconditioned optimisation problem

\[
\min_{x \in \mathbb{R}^n} f(x),
\]

or is the solution to $\nabla f(x) = 0$. This discussion is summarised in the following proposition.

**Proposition 1** (Continuous case [13, 24]). Let a differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ be strictly convex and coercive. Then, the exact flow of the gradient system (6) converges to the unique minimiser of the function $f$ for any initial vector $x_0$, that is,

\[
\lim_{t \to \infty} x(t) = \arg \min_{x \in \mathbb{R}^n} f(x).
\]

### 2.2 Gradient systems associated with symmetric positive definite linear systems

To consider symmetric positive definite linear systems, let us focus on the energy function

\[
f(x) = \frac{1}{2}x^\top A x - x^\top b
\]

for a given symmetric positive definite matrix $A \in \mathbb{R}^{n \times n}$ and vector $b \in \mathbb{R}^n$. Note that this function $f$ is strictly convex and coercive; therefore, the minimiser of the optimization problem (8) is unique and coincides with the exact solution to the linear system

\[
Ax = b.
\]

Furthermore, the corresponding gradient system is written as

\[
\frac{d}{dt} x(t) = -P \nabla f(x(t)) = -P(Ax(t) - b).
\]

It is clear from Proposition 1 that as $t \to \infty$, the exact flow $x(t)$ converges to the exact solution of the linear system (10).

---

3In this paper, we focus on symmetric positive definite linear systems just for simplicity; the discussion also applies for positive definite matrices.
3 New connection based on the discrete gradient method

This section explains a new connection between the stationary iterative methods with the discrete energy-dissipation property \( f(x^{(k+1)}) \leq f(x^{(k)}) \) and the gradient systems that always have the energy-dissipation property \( \frac{df}{dx}(x(t)) \leq 0 \). To make an intended connection, we need to consider numerical methods that inherit the energy-dissipation property when applied to gradient systems. The discrete gradient method possesses this property; therefore, we employ this method instead of the explicit Euler method to understand the stationary iterative methods from a fresh perspective.

We review the discrete gradient method in the general setting in Subsection 3.1 and apply the discrete gradient method to the gradient system (11) to show the resulting schemes that constitute a subclass of stationary iterative methods with the discrete energy-dissipation property \( f(x^{(k+1)}) \leq f(x^{(k)}) \) in Subsection 3.2. The discrete gradient scheme coincided with the SOR method, and the equivalence is discussed in Subsection 3.3. In Subsection 3.4, we discuss the outcomes of the new connection.

3.1 Discrete gradient method

The discrete gradient method for general gradient systems is briefly reviewed. Additional details are available in [8, 14, 17, 20, 21].

The key idea is to devise the discretisation of the gradient. We first define a discrete gradient \( \nabla_d f \) as follows.

**Definition 2** (Discrete gradient [8]). Let \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) be continuously differentiable. The function \( \nabla_d f : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) is called a discrete gradient if it satisfies

\[
(12) \quad f(x) - f(y) = \nabla_d f(x,y) \top (x-y),
\]

\[
(13) \quad \nabla_d f(x,x) = \nabla f(x)
\]

for all \( x, y \in \mathbb{R}^n \).

The first condition, which is given by (12), corresponds to the chain rule; it is essential and is called the discrete chain rule. The second condition, which is given by (13), merely requires that the discrete gradient is an approximation to the gradient. Note that \( \nabla_d f \) is a function that corresponds to the gradient as a function \( \nabla f : \mathbb{R}^n \rightarrow \mathbb{R}^n \).

Let us leave aside the construction of concrete discrete gradients for the moment and assume that an appropriate discrete gradient has been found. Thereafter, for the gradient system (6), the discrete gradient scheme is given as follows:

\[
(14) \quad \frac{x^{(k+1)} - x^{(k)}}{h} = -P \nabla_d f(x^{(k+1)}, x^{(k)}), \quad k = 0, 1, 2, \ldots
\]

For the solution to the scheme (14), the discrete energy-dissipation holds:

\[
\frac{1}{h} \left( f(x^{(k+1)}) - f(x^{(k)}) \right) = \nabla_d f(x^{(k+1)}, x^{(k)}) \top \frac{x^{(k+1)} - x^{(k)}}{h} = -\nabla_d f(x^{(k+1)}, x^{(k)}) \top P \nabla_d f(x^{(k+1)}, x^{(k)}) \leq 0.
\]

Here, the first equality is just the discrete chain rule; the second equality follows from the substitution of the scheme (14). The last inequality arises from the positive definiteness of the matrix \( P \). Hence, for the solution to the discrete gradient scheme (14), the following property holds:

---

\[\text{In these references, the discrete gradient method has been developed to derive energy-preserving schemes for conservative systems, such as Hamiltonian systems. However, it is also known that the method can be used to derive energy dissipative schemes for gradient systems [6, 10, 15, 16]. For a general description on numerical methods preserving some underlying geometric properties of differential equations, see [11].}\]
Proposition 2 (Discrete case \([9]\)). Let a differentiable function \(f : \mathbb{R}^n \to \mathbb{R}\) be strictly convex and coercive. Then, the sequence \(\{x^{(k)}\}_{k=0}^\infty\) obtained by the discrete gradient scheme given by (14) converges to the unique minimiser of the function \(f\) for any initial vector \(x_0\), that is,

\[
\lim_{k \to \infty} x^{(k)} = \arg \min_{x \in \mathbb{R}^n} f(x).
\]

A rigorous proof for this is given in \([9]\). This property is a discrete counterpart of Proposition 1, which indicates that any discrete gradient scheme for gradient systems with a strictly convex and coercive function \(f\) always converges to the equilibrium point independently of the stepsize \(h\). As a corollary, discrete gradient schemes for the gradient system of the form (11) are iterative algorithms for the linear system (10) with unconditional convergence properties in terms of the choice of \(h\).

Let us reconsider the construction of discrete gradients. In general, this construction is not unique. Below, we list three approaches.

- Itoh and Abe \([14]\) defined the discrete gradient as follows:

\[
\nabla_d f(x, y) = \begin{bmatrix}
\frac{f(x_1, y_2, \ldots, y_n) - f(y_1, \ldots, y_n)}{x_1 - y_1} \\
\frac{f(x_1, x_2, y_3, \ldots, y_n) - f(x_1, y_2, \ldots, y_n)}{x_2 - y_2} \\
\vdots \\
\frac{f(x_1, \ldots, x_{n-1}, y_n) - f(x_1, \ldots, x_n - 1, y_n)}{x_n - y_n}
\end{bmatrix}.
\] (15)

This approach is derivative free; therefore, the resulting discrete gradient scheme is computationally cheaper than others. We note that the resulting scheme has only first order accuracy.\(^5\)

- Gonzalez \([8]\) defined the discrete gradient as follows:

\[
\nabla_d f(x, y) = \nabla f \left( x + y \frac{x + y}{2} \right) + \frac{f(x) - f(y) - \nabla f \left( \frac{x + y}{2} \right) \top (x - y)}{\|x - y\|^2}(x - y).
\] (16)

This discrete gradient is a modification of the midpoint rule. The resulting scheme is second order, but the implementation could be cumbersome because of the term \(\|x - y\|^2\) appearing in the denominator.

- The average vector field discrete gradient \([12, 17, 20]\) is given as follows:

\[
\nabla_d f(x, y) = \int_0^1 \nabla f(\xi x + (1 - \xi)y) d\xi.
\] (17)

This approach is also second order, and we do not need to know the function \(f\). The resulting scheme is fully implicit, although the implementation effort is usually relaxed compared with Gonzalez’s approach.

For other approaches, see \([17]\) and the references therein.

3.2 Discrete gradient schemes for gradient systems

According to Proposition 2, the sequence \(\{x^{(k)}\}_{k=0}^\infty\) of every discrete gradient scheme converges to the exact solution of linear systems independently of the stepsize \(h\) (as long as \(h > 0\)). Therefore, discrete gradient schemes constitute a certain subclass of stationary iterative methods with the discrete energy-dissipation

\(^5\) An ODE solver is said to be of order \(p\) if \(\|x^{(1)} - x(h)\| = O(h^{p+1})\) holds.
property \( f(x^{(k+1)}) \leq f(x^{(k)}) \). However, it is not clear whether all stationary iterative methods with the energy-dissipation property can be regarded as discrete gradient schemes; this concern will be addressed in our future work. In this subsection, we determine whether the subclass embraces practical and important stationary iterative methods. Therefore, we need to obtain concrete discrete gradients for the energy function (9) to formulate concrete discrete gradient schemes.

For the energy function (9), Gonzalez’s method (16) and the average vector field method (17) give the same discrete gradient \( \nabla_d f(x, y) = A(x + y)/2 - b \). The corresponding discrete gradient scheme is given as follows:

\[
\frac{x_i^{(k+1)} - x_i^{(k)}}{h} = -P \left( A \frac{x_i^{(k+1)} + x_i^{(k)}}{2} - b \right). \tag{18}
\]

A linear system with the coefficient matrix \( I + hPA/2 \) should be solved at each time step; therefore, (18) is not practical in general (see [3] for the connection to the Padé approximation).

Another possibility is to employ the Itoh–Abe discrete gradient (15). In this case, the \( i \)th component of the discrete gradient is calculated as

\[
(\nabla_d f(x, y))_i = \frac{f(x_1, \ldots, x_i, x_{i+1}, \ldots, y_n) - f(x_1, \ldots, x_{i-1}, y_i, \ldots, y_n)}{x_i - y_i} = \sum_{j<i} a_{ij} x_j + a_{ii} \frac{x_i + y_i}{2} + \sum_{j>i} a_{ij} y_j - b_i,
\]

where \( \sum_{j<i} \) and \( \sum_{j>i} \) are the abbreviations of \( \sum_{j=1}^{i-1} \) and \( \sum_{j=i+1}^{n} \), respectively. Thereafter, for the most natural choice \( P = I \), the discrete gradient scheme (14) is written in a component-wise fashion as

\[
\frac{x_i^{(k+1)} - x_i^{(k)}}{h} = - (\nabla_d f(x^{(k+1)}, x^{(k)}))_i = - \left( \sum_{j<i} a_{ij} x_j^{(k+1)} + a_{ii} \frac{x_i^{(k+1)} + x_i^{(k)}}{2} + \sum_{j>i} a_{ij} x_j^{(k)} - b_i \right),
\]

which can also be expressed as

\[
x_i^{(k+1)} = \frac{1}{1 + \frac{h}{2} a_{ii}} \left[ -h \sum_{j<i} a_{ij} x_j^{(k+1)} + \left( 1 - \frac{h}{2} a_{ii} \right) x_i^{(k)} - h \sum_{j>i} a_{ij} x_j^{(k)} + h b_i \right] \tag{19}.
\]

In this case, a linear system does not need to be solved for each iteration.

Let us also consider the case when \( P = D^{-1} \), where \( D := \text{diag}(a_{11}, a_{22}, \ldots, a_{nn}) \). Note that the symmetric positive definiteness of the matrix \( A \) indicates \( a_{ii} > 0 \); therefore, \( P \) is (symmetric) positive definite. In this case, the Itoh–Abe discrete gradient scheme is given by

\[
x_i^{(k+1)} = \frac{1}{1 + \frac{h}{2} a_{ii}} \left[ -h a_{ii}^{-1} \sum_{j<i} a_{ij} x_j^{(k+1)} + \left( 1 - \frac{h}{2} a_{ii} \right) x_i^{(k)} - h a_{ii}^{-1} \sum_{j>i} a_{ij} x_j^{(k)} + h a_{ii}^{-1} b_i \right]. \tag{19}
\]

### 3.3 Equivalence between the scheme given by (19) and the SOR method

The Itoh–Abe discrete gradient scheme (19) is equivalent to the SOR method. This subsection explains the equivalence.

Let us express matrix \( A \) as the matrix sum

\[
A = D + L + U,
\]
where $D = \text{diag}(a_{11}, a_{22}, \ldots, a_{nn})$, and $L$ and $U$ are strictly lower and upper triangular $n \times n$ matrices, respectively. The Itoh–Abe discrete gradient scheme (19) is a stationary iterative method of the form
\[
x^{(k+1)} = Gx^{(k)} + c,
\]
where $G$ and $c$ are expressed as
\[
G_{DG} = \left[\left(I + \frac{h}{2}\right)D + hL\right]^{-1}\left[\left(I - \frac{h}{2}\right)D - hU\right], \quad (20)
\]
\[
c_{DG} = h\left[\left(I + \frac{h}{2}\right)D + hL\right]^{-1}b. \quad (21)
\]
For the SOR method, the iterative matrix and vector can be written as
\[
G_{SOR} = (D + \omega L)^{-1}[(1 - \omega)D - \omega U],
\]
\[
c_{SOR} = \omega(D + \omega L)^{-1}b.
\]
This proves that the scheme (19) is equivalent to the SOR method in the following sense:

**Theorem 1.** The Itoh–Abe discrete gradient scheme (19) and the SOR method are equivalent in the sense that $G_{DG} = G_{SOR}$ and $c_{DG} = c_{SOR}$ if the relationship between the two parameters is given as follows:
\[
h = \frac{2\omega}{2 - \omega}. \quad (22)
\]

**Proof.** $G_{DG} = G_{SOR}$ and $c_{DG} = c_{SOR}$ are checked by substituting (22) into (20) and (21).

3.4 Discussion

We discuss the consequences of the new connection between the gradient systems and the stationary iterative methods with the discrete energy-dissipation property, by contrasting them with the standard connection. The new connection overcomes the shortcomings mentioned in Section 1.

(a) The new connection offers some new insights, particularly for the SOR method. It is well known that the convergence condition of the SOR method in terms of the relaxation parameter $\omega$ is $\omega \in (0, 2)$ [7, 26]. Theorem 1 implies that the SOR method with $0 < \omega < 2$ can be regarded as a stationary iterative method with the unconditional convergence property in terms of the stepsize $h$. It is now clear that the SOR method has the energy-dissipation property, and the SOR method can be derived on the basis of the energy-dissipation principle, in contrast to the standard introduction of the SOR method as an extension of the Gauss–Seidel method. The energy-dissipation is followed even for the update of each component:
\[
f(x^{(k+1)}_1, \ldots, x^{(k+1)}_i, \ldots, x^{(k+1)}_n) - f(x^{(k)}_1, \ldots, x^{(k)}_{i-1}, x^{(k)}_i, \ldots, x^{(k)}_n) = -\frac{1}{a_{ii}} \left(\sum_{j<i} a_{ij}x^{(k+1)}_j + a_{ii}x^{(k)}_i + \sum_{j>i} a_{ij}x^{(k+1)}_j - b_i\right)^2 \leq 0.
\]
If the stepsize $h$ is chosen as $h = 2$ or equivalently as $\omega = 1$ because of (22), then the decrement is locally maximised; this case coincides with the Gauss–Seidel method.

(b) The discrete gradient schemes converge to the solution of linear systems, which will be exemplified in the next section. Furthermore, one can freely choose any of the symmetric positive definite matrices $P$, in contrast to the standard connection based on the explicit Euler method. As long as the matrix $P$ is symmetric positive definite and the discrete gradient method is being used, convergence is always guaranteed for the resulting discrete gradient schemes.
4 SOR-type methods

We know that discrete gradients are not unique. We provide two examples for this. We show that the symmetric SOR method and block SOR method are equivalent to certain discrete gradient schemes.

4.1 Symmetric SOR method

We observe that the following function satisfies conditions (12) and (13). This function is a variant of the Itoh–Abe discrete gradient. In particular, when $P = D^{-1}$, the corresponding discrete gradient scheme reads as follows:

$$x^{(k+1)} = \frac{1}{1 + \frac{h}{2}} \left[ -ha_i^{-1} \sum_{j<i} a_{ij} x_j^{(k)} + \left( 1 - \frac{h}{2} \right) x_i^{(k)} - ha_i^{-1} \sum_{j>i} a_{ij} x_j^{(k+1)} + ha_i^{-1} b_i \right].$$

(23)

The scheme that uses (19) and (23) alternately reduces to a symmetric solver, which is equivalent to the symmetric SOR method [7, Chapter 11.2] with the relationship (22). In this sense, the symmetric SOR method is connected to the gradient system (11) with $P = D^{-1}$.

4.2 Block SOR method

In this subsection, we show that the block SOR method [2] [22] [26] is also equivalent to a certain discrete gradient scheme. Let us suppose that $A$ is in the following $p \times p$ block partitioned form:

$$A = \begin{bmatrix} A_{11} & A_{12} & \cdots & A_{1p} \\ A_{21} & A_{22} & \cdots & A_{2p} \\ \vdots & \vdots & \ddots & \vdots \\ A_{p1} & A_{p2} & \cdots & A_{pp} \end{bmatrix}.$$ 

Correspondingly, the vector $x$ is also divided into $p$ parts: $x = (x_1^T, x_2^T, \ldots, x_p^T)^T$.

We now extend the pointwise Itoh–Abe discrete gradient to a blockwise fashion. We note that the $i$th component of the Itoh–Abe discrete gradient (15) can be written as

$$\int_0^1 \partial_i f(x_1, \ldots, x_{i-1}, \xi x_i + (1 - \xi) y_i, y_{i+1}, \ldots, y_n) \, d\xi,$$

because

$$f(x_1, \ldots, x_i, y_{i+1}, \ldots, y_n) - f(x_1, \ldots, x_{i-1}, y_i, y_{i+1}, \ldots, y_n)$$

$$= \int_0^1 \frac{d}{d\xi} f(x_1, \ldots, x_{i-1}, \xi x_i + (1 - \xi) y_i, y_{i+1}, \ldots, y_n) \, d\xi$$

$$= \int_0^1 \partial_i f(x_1, \ldots, x_{i-1}, \xi x_i + (1 - \xi) y_i, y_{i+1}, \ldots, y_n) \cdot (x_i - y_i) \, d\xi,$$
where \( \partial_i \) denotes the partial derivative with respect to the \( i \)th variable. This observation motivates us to consider the following as a possible new discrete gradient:

\[
\left( \nabla_d f(x, y) \right)_i = \int_0^1 \nabla_i f(x_1, \ldots, x_{i-1}, \xi x_i + (1 - \xi) y_i, y_{i+1}, \ldots, y_p) \, d\xi, \quad i = 1, \ldots, p, \tag{24}
\]

where the blockwise notation is employed; the subscript \( i \) denotes the \( i \)th block (not the \( i \)th component), and \( \nabla_i \) denotes the gradient with respect to the \( i \)th block.

**Proposition 3.** Function (24) falls into the category of discrete gradients in the sense that it satisfies (12) and (13).

**Proof.** Since

\[
\begin{align*}
&f(x_1, \ldots, x_i, y_{i+1}, \ldots, y_p) - f(x_1, \ldots, x_{i-1}, y_i, \ldots, y_p) \\
&= \int_0^1 \frac{d}{d\xi} f(x_1, \ldots, x_{i-1}, \xi x_i + (1 - \xi) y_i, y_{i+1}, \ldots, y_p) \, d\xi \\
&= \int_0^1 \nabla_i f(x_1, \ldots, x_{i-1}, \xi x_i + (1 - \xi) y_i, y_{i+1}, \ldots, y_p) \top (x_i - y_i) \, d\xi,
\end{align*}
\]

condition (12) is satisfied. Condition (13) is checked as follows:

\[
\left( \nabla_d f(x, x) \right)_i = \int_0^1 \nabla_i f(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_p) \, d\xi = (\nabla f(x))_i.
\]

For the energy function (9), we can calculate the new discrete gradient by substituting (9) into (24):

\[
\left( \nabla_d f(x, y) \right)_i = \sum_{j<i} A_{ij} x_j + A_{ii} \frac{x_i + y_i}{2} + \sum_{j>i} A_{ij} y_j - b_i, \quad i = 1, \ldots, p.
\]

The corresponding discrete gradient scheme for the case \( P = D_b^{-1} \), where \( D_b := \text{diag}(A_{11}, \ldots, A_{pp}) \) is a block diagonal matrix, is given by

\[
\frac{x_i^{(k+1)} - x_i^{(k)}}{h} = -A_{ii}^{-1} \left( \sum_{j<i} A_{ij} x_j^{(k+1)} + A_{ii} \frac{x_i^{(k+1)} + x_i^{(k)}}{2} + \sum_{j>i} A_{ij} x_j^{(k)} - b_i \right),
\]

or equivalently by

\[
x_i^{(k+1)} = \frac{1}{1 + \frac{h}{2}} \left[ -hA_{ii}^{-1} \sum_{j<i} A_{ij} x_j^{(k+1)} + \left( I - \frac{h}{2} \right) x_i^{(k)} - hA_{ii}^{-1} \sum_{j>i} A_{ij} x_j^{(k)} + hA_{ii}^{-1} b_i \right].
\tag{25}
\]

Let \( A = D_b + L_b + U_b \), where \( L_b \) and \( U_b \) are strictly lower and upper block triangular \( n \times n \) matrices, respectively. The iteration scheme given by (25) is a stationary iterative method of the form

\[
x^{(k+1)} = Gx^{(k)} + c,
\]

where \( G \) and \( c \) are expressed as

\[
G_{\text{BDG}} = \left[ \left( I + \frac{h}{2} \right) D_b + hL_b \right]^{-1} \left[ \left( I - \frac{h}{2} \right) D_b - hU_b \right],
\]

\[
c_{\text{BDG}} = h \left[ \left( I + \frac{h}{2} \right) D_b + hL_b \right]^{-1} b.
\]
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For the block SOR method, the iterative matrix and vector can be written as

\[ G_{\text{BSOR}} = (D_b + \omega L_b)^{-1} [(1 - \omega)D_b - \omega U_b], \]

\[ c_{\text{BSOR}} = \omega (D_b + \omega L_b)^{-1} b. \]

It is proved that the discrete gradient scheme (25) is equivalent to the block SOR method in the following sense.

**Proposition 4.** The scheme (25) and the block SOR method are equivalent in the sense that \( G_{\text{BDG}} = G_{\text{BSOR}} \) and \( c_{\text{BDG}} = c_{\text{BSOR}} \) if the relationship between the two parameters is given by (22).

The proof for this proposition is similar to that of Theorem 1.

### 5 Concluding remarks

In this paper, we described the connection between stationary iterative methods with the discrete energy-dissipation property \( f(x^{(k+1)}) \leq f(x^{(k)}) \) and gradient systems (see Fig. 1). The focus of the discussion was the equivalence between the SOR-type methods and the discrete gradient schemes of the Itoh–Abe type. It is still not clear whether all stationary iterative methods with the discrete energy-dissipation property can be explained by the connection (which is why we used the dashed line in Fig. 1); the connection can explain some famous methods such as the SOR, symmetric SOR and block SOR methods. We found a new way to derive these methods; these methods monotonically decrease the energy function (9), and the relaxation parameter \( \omega \) is related to the stepsize (22). It is hoped that the connection discussed in this paper sheds new light on the study of stationary iterative methods. We obtained (24), the new discrete gradient, while studying the block SOR method. Discrete gradients similar to (24) will be tested for other gradient systems and nonlinear optimisation problems.

![Figure 1: Connection between gradient systems and stationary iterative methods with the energy-dissipation property \( f(x^{(k+1)}) \leq f(x^{(k)}) \). 'DG' has been used as an abbreviation for discrete gradient. The set \( \{ P \in \mathbb{R}^{n \times n} \mid \text{det} P \neq 0 \} \) coincides with the set of positive definite matrices of size \( n \)-by-\( n \).](image)
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