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Abstract—Floating in the stratosphere at an altitude of 20 km, a High Altitude Platform Station (HAPS) can provide cellular-like coverage to vast areas on earth. In this paper we consider such HAPS-based cellular systems to provide IoT coverage for protected areas, i.e., national parks, wilderness, natural reserves, rain forests, etc., where terrestrial cellular or other network coverage does not exist. We derive analytical models to study the relationships among various parameters of a HAPS-based cellular system. Our model allows us to maximize the coverage area under various constraints such as device density on the ground, battery life of the IoT sensors, and the size of onboard antennas for the HAPS. Through numerical experiments, we show that HAPS-based cellular systems are capable of delivering existing cellular IoT solutions, such as NB-IoT and LTE-m, with acceptable quality of service.

Index Terms— Cellular IoT, high altitude platform station (HAPS), LTE-m, NB-IoT, protected areas.

I. INTRODUCTION

Protected areas (PAs) refer to regions, such as national parks, wilderness, rainforests, etc., that are reserved for conserving biodiversity and ecosystem. According to the latest statistics, land PAs comprise 20,359,155 km², which is equivalent to 15.1% of the earth’s land[1]. Given that smart conservation of PAs demands big data, we require massive scale internet of things (IoT) deployments to gather reliable information from living and non-living things in these PAs. Required communication paradigms of such PA IoTs are as follows:

- Periodical Reports: The deployed IoT sensors send short 20-200-byte messages at specified intervals that can range from a few minutes to few hours. Delay-tolerant applications such as toxic leakage detection, water quality monitoring, etc., can make use of this service. We can also use smart ear tags and collars to monitor animal habitat in PAs.
- Alerting Reports: The time interval between alerting messages is unpredictable and for some applications the volume of traffic can be significant. For example, in poaching and illegal logging detection, array acoustic sensors would send time-stamped raw data to the server until the exact location and nature of the hazard can be pinpointed. Alerting reports can also be a useful IoT tool for detecting unpredictable animal events such as when aquatic mammals come to the water’s surface to breathe.
- Command Mode: Sending commands to unmanned robotic projects or simple actuators is one of the very useful applications for monitoring PAs. This mode could also be useful for sending text messages to rangers, tourists, and indigenous people.

The aforementioned PA IoT applications would require communication systems that must fulfill two important criteria: (1) the IoT devices must operate with very low-power so they last for many years with a small battery, and (2) the IoT network must be able to decode weak signals coming from IoT sensors that may be located far from a base station or in significant non-line-of-sight scenario, such as under deep foliage, mud, or water.

There are several terrestrial IoT solutions launched in recent years that are technically capable of meeting the demands of PA IoT. These are called low-power wide area network (LPWAN); they are available both in unlicensed band, such as LoRa[2], as well as in the licensed cellular bands such as NB-IoT and LTE-m, which are referred to as Cellular IoT[3]. Unfortunately, they are not practical for PA IoT as it is challenging and not advisable to deploy terrestrial communication infrastructure in preserved landscapes.

Aerial solutions are most appropriate for protected areas. Satellite communication is good for coverage, but not suitable for tiny battery-powered IoT sensors due to the extremely long distance (36,000 km above ground for geostationary orbit (GEO) and almost 800km for low earth orbit (LEO)) involved in such communications. Not only, the GEO satellites are expensive, but also their ground modems should be equipped with more powerful transmitters. On the other hand, the LEO satellites need a constellation. Aerial cellular services using low...
altitude platforms, such as drones that fly very close to earth (less than a few hundred meters) [4], [5] is another possibility, but LAPs face major problems such as short battery life and flight time, collision hazard, security, privacy, regulation, and so on [6].

HAPS is more suitable to deploy PA IoT networks because they fly low enough (20 km from the earth surface) to enable low-power communications for ground sensors, and at the same time they are high enough where they can be potentially powered for months by solar energy [7], [8]. Also, compared to LAPs, a single HAP can cover a large area, which is really attractive for PAs. Indeed, in recent years, there have been a growing research interest in HAPS-based cellular systems that can connect existing cellular user equipment on the ground without any modifications [9].

Our goal in this paper is to analyze such HAPS-based cellular systems that can deliver the recently introduced NB-IoT and LTE-m services to IoT devices located in PAs. To realize this goal, we derive analytical models to study the relationships among various parameters of a HAPS-based cellular system considering the propagation models appropriate for PAs. Our model allows us to maximize the coverage area under various constraints such as device density on the ground, battery life of the IoT sensors, and the size of onboard antennas for the HAPS. Through numerical experiments, we show that it is practical to design HAPS-based cellular systems that are capable of delivering existing cellular IoT solutions, such as NB-IoT and LTE-m, to PAs with acceptable quality of service.

The rest of the paper is organized as follows. Related work is reviewed in Section II. We describe the system model in Section III followed by the numerical results in Section IV. Finally, Section V concludes this article and summarizes its key findings.

II. RELATED WORK

Although the abilities of IoT were proven for smart cities and other industrial environments, there is only little attempt to apply it for protected areas. For example, Yao et al. [10] have proposed a forward-wait-deliver strategy for long-term wildlife tracking and monitoring. The authors in [2] suggested LoRa Alliance and Bluetooth low energy (BLE) for the wildlife monitoring systems. In [11], the authors studied flexible and stretchable skin-like waterproof tags for marine species that can be connected using BLE. Olasupo [12] reports performance XBee and LoRa in rocky and mountainous environments. In [13], the authors have stated that WiFi-based long-distance networks (IEEE 802.11) and low-rate wireless personal area networks (IEEE 802.15.4) can be used to connect rural areas for agricultural applications (PAs can use this idea too). Most of the studies have established networks that use license-free protocol (LoRa, SigFox, etc.) thanks to the lack of cellular networks in protected areas.

The 3GPP has developed narrowband internet of things (NB-IoT) and long-term evolution-m (LTE-m), often referred to as Cellular IoT, that can meet the requirements of machine-type communications [14]. NB-IoT and LTE-m modules can be implemented as low-cost system on chip (SoC), which can be easily integrated in a smart collar for monitoring endangered animals or in as smart tags for monitoring forests. The estimated battery life proves that these NB-IoT and LTE-m tags can work for a long time without needing battery replacement.

Some researchers investigated aerial wireless services using LAPs, such as drone-mounted flying base stations. For example, The authors in [15] suggested UAV-IoT networks for early wildfire detection. They have stated that wildfire detection at early stages is not possible using this satellite remote sensing method. However, large number of such drones would be required to cover PAs. Some study proposed constant movement of the drones for reducing the total number of drones [16], but when the alerting report wants to send a burst of data in a fraction of a second, the IoT device cannot wait for the drones to move and come close to it.

A HAP can cover a wide area and due to operating at 20km in the stratosphere, where wind intensity and air turbulence are minimal and are immune from the storm and most natural disasters as well as are safe against subversive activities. So, in this paper, a HAP with multiple antennas is used instead of multiple LAPs with single antenna.

The authors in [17][18] have discussed cell configuration optimization for a HAPS cellular system, where the authors investigated different cell numbers like 7, 9, 12, 19, and 21 and derived the best configuration for each one. They focused on parameters like spectral efficiency and energy efficiency. Our study focuses on a new aspect of the problem: how to maximize the coverage under the practical constraints like the total size of the onboard antenna, the density of the IoT devices on the ground, and the uniformity of the quality of service across all the cells within the coverage area.

III. SYSTEM MODEL

Fig. 1. shows the HAPS cellular network topology to cover a protected area. Using a system of onboard antennas, a HAPS platform divides its coverage area into cells so that the available carriers can be reused in every cell to support high IoT device density (DD) expected in protected area monitoring applications. We consider a cell-specific antenna system, i.e., a separate antenna for each cell. Compared to massive MIMO antennas often considered in terrestrial base stations for creating sharp beams, the cell-specific antennas are expected to be more resilient to small vibrations of the HAPS platform. Also, the ground devices connect directly to the HAPS platform, which in turn uses either satellite or terrestrial backhaul to connect to the core network.
A. HAPS Coverage

We assume that each individual HAPS antenna provides coverage for a particular cell on the ground. We also assume that all cells have the identical coverage area (same size), which helps supporting a uniform device density throughout the HAPS coverage. Such uniform cell size can be achieved by properly adjusting the beam widths of the respective onboard antennas as will be shown later in the article.

For modeling purposes, hexagons are typically used to represent a cell and the tessellated hexagonal cells are organized in rings or tiers as shown in fig. 2(a). The number of cells within the \( k \)th tier equals to 6k and the cumulative number of cells up to the \( k \)th tier is given by:

\[
S_k = 3k^2 + 3k + 1 \quad k = 0,1,2,3,...
\]

The inner diameter, \( d_k \), of a hexagon is calculated as \( d_k = \frac{\sqrt{3}}{2} r (2k + 1) \), where \( r \) represents the radius of a cell. Finally, the HAPS coverage, \( R_k \), is obtained by (2) [19].

\[
R_k = r \sqrt{S_k} \quad k = 0,1,2,3,...
\]

B. Device Density

We assume that IoT devices operate with a very low duty cycling, i.e., the fraction of time an IoT device is ON. For example, a duty cycling of 0.01 means that each device only occupies a carrier 1% of the time, which would allow the carrier to serve 100 devices. Low duty cycling is a natural feature of IoT applications as the sensor devices basically transmit a small message once in few minutes or hours. The low duty cycling helps the HAPS system to connect a very large number of devices in each cell and hence support high device density (DD). For a HAPS with \( N \) total number of carriers, DD is thus derived as:

\[
DD = \frac{N}{Duty\ Cycling \times \ Cell \ Area}
\]

C. Antenna Gain and Size

If we approximate hexagons with a circle, we get the beamwidth of the antennas in each tier (refer to fig. 2(b)) as:

\[
\Phi_k = \begin{cases} 
\tan^{-1} \left( \frac{r}{H} \right) & k = 0 \\
\tan^{-1} \left( \frac{d_k + 0.134r}{H} \right) - \tan^{-1} \left( \frac{d_{k-1} - 0.134r}{H} \right) & k > 0 
\end{cases}
\]

Assuming that all antennas in a given tier have the same beamwidth, total antenna size, which affects the size, weight, and power (SWaP) imposed by the antennas, can be expressed as:

\[
S_{total} = f(\Phi_0) + \sum_{i=1}^{k} 6k f(\Phi_i)
\]

Where \( f(\Phi) \) depends on the frequency and type of antenna. For example, we have \( f(\Phi) = \pi \left( \frac{5\lambda}{2\Phi} \right)^2 \) for dish antenna.

Fig. 2(c) shows a spherical coordinate system with the HAPS placed at its center and \( \phi \) is its azimuth angle. Fig. 2(d) describes antenna pattern based on \( \phi \). Equation (8) is a simple approximation for antenna gain where \( \Phi_k \) is in degrees [4].

\[
G_k = \begin{cases} 
\frac{G_0}{(\Phi_0)^2} & \frac{\pi}{2} + \sum_{i=1}^{k} \Phi_i \leq \frac{\pi}{2} + \sum_{i=1}^{k-1} \Phi_i \\
0 & otherwise 
\end{cases}
\]

Where \( G_0 = 29000 \).

D. Path Loss

Path loss at a location \((x,y)\) within the HAPS coverage comprises of air-to-ground (A2G) absorbing loss and scattering (AaS) loss:

\[
L(x,y) = L_{A2G}(x,y) + L_{AaS}(x,y)
\]

Several models have been proposed for the A2G channels. We adopt the model proposed in [20], where \( a, b, \eta_{los} \) and \( \eta_{nlos} \) are environment-dependent constants.
\[ L_{\text{A2G}}(x,y) = \frac{A}{1 + a \exp \left( - \frac{H \tan^{-1} \left( \frac{H}{\sqrt{x^2 + y^2}} \right) - a}{10 \log_{10}(H^2 + x^2 + y^2) + B} \right) } \]

\[ A = \eta_{\text{LoS}} - \eta_{\text{NLoS}} \]

\[ B = 20 \log_{10}(f) + 20 \log_{10} \left( \frac{4}{c} \right) + \eta_{\text{NLoS}} \]

(8)

\[ L_{\text{LoS}} \]

is affected by the length of propagation path through fog, cloud, snow, or vegetation. For protected area coverage, we consider the propagation through the forest as the main source of scattering loss. Fig. 3 illustrates that the propagation length, \( d(x,y) \), through the forest can be derived from the HAPS height and the height of the forest vegetation. For the forest model, we have \([21]\):

\[ L_{\text{A2B}}(x,y) = A_m \left( 1 - e^{-d(x,y)\alpha_d/A_m} \right) \]

\[ \text{where: } A_m = A_1 f^\nu d(x,y) = h \sqrt{x^2 + y^2 + H^2} \]

(9)

Where \( d(x,y) \) is in meter, \( f \) is the frequency in MHz and \( A_1, \nu \) and \( v \) are environment-dependent constants.

Clearly, path loss experienced at different locations will be different within a given cell. The average path loss within tier \( k \) can be obtained as follows (we use the gray cells in fig 2(a) for approximation):

\[ \tilde{L}_k = \left\{ \begin{array}{ll}
\frac{4}{2 \pi c^3} \int_{x_y} \left( 10^{-\frac{4}{3} \epsilon \lambda d_0} \right) dx & k = 0 \\
\frac{2}{1 \pi c^3} \int_{x_y} \left( 10^{-\frac{4}{3} \epsilon \lambda d_0} \right) + \int_{0}^{\infty} \left( 10^{-\frac{4}{3} \epsilon \lambda d_0} \right) dx & k > 0
\end{array} \right. \]

(10)

\[ \bar{L}_k = 10 \log \frac{\tilde{L}_k}{L_0} \]

(11)

E. Coupling Loss

Coupling loss at location \((x,y)\), \( CL(x,y) \), is defined as the net signal loss from the transmitter to the receiver after considering the path loss plus any other constant cabling loss at the transmitter minus the antenna gains:

\[ CL(x,y) = L(x,y) + L_{\text{other}} - G_{tx} - G_{rx} \]

(12)

Where \( L_{\text{other}} \) is a constant cabling related loss, \( G_{tx} \) and \( G_{rx} \) are antenna gains at transmitter and receiver, respectively. Recall that antenna gains must be adjusted for different tiers to ensure uniform cell size across the tiers. Hence antenna gains are obtained as follows assuming that the ground devices use omnidirectional antennas (\( G_{\text{aoa}} \)):

![Diagram](image)

Fig. 3. Scattering loss through the forest. \( H \), \( h \), and \( d(x,y) \) represent, respectively, the HAPS height, the height of the forest, and the propagation length through the forest vegetation.

| TABLE I |
| --- |
| **Effect of CL on Performance LTE-M and NB-IoT** |
| Specification | Standard Name | Coupling Loss |
| --- | --- | --- |
| Battery Life (year) | LTE-m (Cat M1) | 144dB |
| | NB-IoT (standalone) | 154dB |
| | | 164dB |
| Uplink data rate (kbps) | LTE-m (Cat M1) | 20.1 |
| | NB-IoT (standalone) | 3.1 |
| | | 0.167 |
| Downlink data rate (kbps) | LTE-m (Cat M1) | 18.8 |
| | NB-IoT (standalone) | 2.6 |
| | | 0.343 |
| Latency (s) | LTE-m (Cat M1) | 0.2 |
| | NB-IoT (standalone) | 0.7 |
| | | 8.5 |

\[ G_{tx} = \left\{ \begin{array}{ll}
G_{od} & k = 0,1,2, ... \text{ in uplink time} \\
G_{od} & k = 0,1,2, ... \text{ in downlink time}
\end{array} \right. \]

(13)

CL is an important factor that affects the battery life, data rates, and latency and hence has been chosen by 3GPP as the metric to evaluate coverage[14]. Table I shows how CL affects battery life, data rate, and latency for LTE-m and NB-IoT. The battery life values in this table are calculated assuming that the uplink and downlink packet size is 200 and 65 bytes, respectively, reporting interval for the IOT devices is two hours, and the device is powered by two AA batteries. Latency values are based on messages with 85-byte length [14].

Given the important of CL, it is important to analyze CL when designing a HAPS network. We derive expressions for both the average CL and the uniformity of the CL within the HAPS coverage. The average CL in a cell within the \( k \)th tier can be written as:

\[ \bar{C}L_k = \bar{L}_k + L_{\text{other}} - G_{tx} - G_{rx} \]

(14)

The average of CL in the whole HAPS coverage area is then obtained as:

\[ \bar{CL} = \frac{10 \log_{10} \left( \sum_{k=1}^{N} (6k \times 10^{\bar{C}L_k}) \right)}{5k} \]

(15)

To analyze the uniformity of CL within a cell, we propose to measure the difference between the maximum and minimum CL in that cell. The minimum and maximum CL of a cell occur at the location which is closest and farthest to the HAPS, respectively. They can be obtained for the \( k \)th cell as follows (we use gray color cells in fig. 2(a) for approximation):

\[ \bar{C}L_{\text{min}}^k = \left\{ \begin{array}{ll}
L(0,0) + L_{\text{other}} - G_{tx} - G_{rx} & k = 0 \\
L(d_{k-1},0) + L_{\text{other}} - G_{tx} - G_{rx} & k > 0
\end{array} \right. \]

(16)

\[ \bar{C}L_{\text{max}}^k = \left\{ \begin{array}{ll}
L(d_{k+1},0) + L_{\text{other}} - G_{tx} - G_{rx} & k = 0 \\
L(d_{k+1},0) + L_{\text{other}} - G_{tx} - G_{rx} & k > 0
\end{array} \right. \]

(17)

The uniformity of CL within a cell in tier \( k \) is thus obtained as (18). CL uniformity for the entire HAPS coverage is then given by (19):

\[ \Delta_{\text{CL}}^k = \bar{C}L_{\text{max}}^k - \bar{C}L_{\text{min}}^k \]

(18)
\[
\Delta_{\text{CL}} = 10 \log_{10} \left( \frac{\sum_{k=1}^{K} (6k \times 10^{7\Delta_{\text{CL}}})}{S_k} \right) 
\]  

(19)

IV. NUMERICAL RESULTS AND DISCUSSION

In this section, we conduct numerical experiments to study the relationships between various parameters of a HAPS-based cellular system.

A. Spectrum requirements in HAPS cellular IoT systems

In Table II, we review the various frequency ranges and bandwidth that are made available for LTE-m and NB-IoT [14]. We also show the number of carriers available for each frequency range by considering the fact that NB-IoT and LTE-m use only 180kHz and 1.4MHz carriers, respectively. We can see that 1.7-2.1GHz band has large bandwidth, which provides large number of carriers: 2,388 for NB-IoT and 307 for LTE-m. However, the question is: how many carriers are needed to cover a certain protected area? We answer this question next.

Fig. 4 illustrates the number of carriers needed to meet different device density and duty cycle requirements of protected area monitoring. We can see that the number of required carriers increases exponentially with the increasing cell radius. This is because the number of devices to serve increases directly as a function of the cell area. Note that duty cycling has a small value because a node may send the only 100 bits every 12 hours.

The total number of carriers must be controlled for multiple reasons. First, there may not be enough carriers available for a suitable frequency band if cells are too large. Second, part of the area covered by a HAPS may also be covered by village or town, which necessitates sharing the same spectrum with terrestrial infrastructure. Fig. 5(a) shows the relationship between the radius of cell and radius of coverage. We can see that, for the same coverage radius, cell radius can be reduced by deploying multiple tier (k>0) cellular networks. For example, to cover an area with a radius of 50 km, the required cell radius is also 50 km for k=0, while it is reduced to only 10 km if we configure the network with k=2. The effect of k on the total number of required carriers is shown in fig. 5(b). We can see that with the 1.7-2.1GHz band (2,300 NB-IoT carriers), a large protected area of radius 90km can be easily monitored with NB-IoT for multi-tier cellular systems (k>0), but the coverage has to be limited to less than 35km of radius if the coverage is provided using a non-tiered cellular configuration (k=0).

Fig. 6. CL distribution. Values from [20] are used for environment-dependent constants in the suburbs. The f, ν, and ω are 2GHz, 1.37, and 0.42, respectively [21]. Other signal loss and leakage are assumed to be 35dB and the IoT devices are assumed to be equipped with omnidirectional antennas.
B. Coupling loss performance in HAPS cellular networks

To visualize how CL changes over the cell area, we have plotted CL distributon in Fig. 6. We can see how CL will decrease with a lower radius of coverage (fig. 6(a) vs. 6(b)) or a higher k (fig. 6(a) vs. 6(c)), as well as the effect of forest cover on it (fig. 6(a) vs. 6(d)).

Fig. 7 illustrates the average CL and the uniformity of CL for suburban areas with and without forest cover. As expected, CL increases with forest, but we also make the following interesting observations:

1. Both average CL and uniformity of CL increases with coverage radius irrespective of k. This is because larger coverage increases path loss for the boundary regions and larger cells sizes cause more variations for path loss with in the cell. CL and CL uniformity therefore put constraints on HAPS coverage radius.

2. For the same HAPS coverage radius, both average CL and uniformity of CL decrease with an increasing k. This is because, for the same coverage, smaller cells are required for a larger k. Note that smaller cells are equivalent to more antenna gain and more signal loss compensation. This means that, from the CL perspective, it is better to organize the HAP network into as many tiers as possible.

C. Antenna size

Total antenna size as a function of coverage radius for different cellular topologies is shown in Fig. 8(a). We can make the following observations:

1. The antenna size monotonically decreases with an increasing coverage radius for k=0. This is because the beam width (beam angle) also increases monotonically for the cell as the coverage radius increases. Note that the higher the beam width, the lower the antenna gain, hence the lower the antenna size as analyzed earlier in Section III.C.

2. There is an optimum coverage radius that minimizes the total antenna size when a multi-tier (k>0) cellular topology is used. This is because the antenna size for the cell in k=0 decreases but the antenna size for cells in k>0 increases as these cells are pushed further away from the center when the center cell increases.

3. Fig. 8(b) shows that the coverage radius that minimizes the total antenna size does not depend on the frequency of communication. This can be explained by the fact that although the coverage radius affects the antenna beam width, the frequency does not affect the beam width as modeled in (4).

D. Maximizing HAPS coverage under CL and antenna size constraints

For a given k, the HAPS coverage can be increased by increasing the cell size. However, as seen in the previous subsection, increasing cell size directly increases CL, uniformity of CL, and antenna size, all of which would have practical constraints. In this section, we analyze the HAPS coverage maximization under these constraints by solving (20) for different k.

\[
\begin{align*}
\text{maximize} & \quad R_k \\
\text{subject to} & \quad \bar{C}_{L_k} \leq \alpha \\
& \quad \Delta \bar{C}_{L} \leq \beta \\
& \quad S_{\text{total}} \leq \gamma \\
& \quad r \leq \delta
\end{align*}
\]

Fig. 9(a) shows the effect of parameter \(\alpha\) on the maximum \(R_k\) for a given set of \(\beta, \gamma, \text{ and } \delta\). We see that the HAPS radius can be increased by tolerating more coupling loss up to a certain point, after which \(R_k\) is basically limited by the other constraints and hence it cannot be increased any further. The saturation point in \(R_k\) is higher for a higher k and it is reached quicker with
a smaller $\alpha$. For example, for the parameter set of Fig. 8(a), we can achieve HAPS coverage up to 98km by tolerating a CL of only 145dB if $k=2$. But for $k=0$, the coverage is limited to only 35km while having to tolerate a higher CL of 153dB. This shows, that organizing the HAPS coverage into a higher-tier network can help to achieve a higher coverage range.

Fig. 9(b) illustrates the impact of $\alpha$ and $\beta$ on maximizing $R_k$. We can see that the HAPS radius can be increased by tolerating more coupling loss up to a certain point, after which $R_k$ saturates and is limited by the other constraints. The saturation point of $R_k$ is higher for a higher $\beta$ but we have to tolerate higher CL to reach there. For example, for the parameter set of Fig. 8(b), we can achieve a HAPS coverage up to 106km for $\beta=14$dB by tolerating a CL of 147dB. However, for $\beta=10$, the HAPS coverage can be increased only up to 59km.

Finally, Fig. 9(c) shows the impact of $\alpha$ and $\gamma$. We can see that the HAPS radius can be increased by tolerating more coupling loss up to a certain point, after which $R_k$ is limited by the other constraints. A larger $\gamma$ allows a larger coverage.

V. CONCLUSION

We have modeled HAPS cellular networks to support IoT networks in large protected areas. We have derived closed-form expressions to study the impact of practical constraints such as device density requirements, minimum coupling loss targets, and antenna size limitations on maximizing the HAPS coverage. Our study shows that a large HAPS coverage of more than 100km radius can be achieved to support high-density NB-IoT and LTE-m IoT services with good quality of service and acceptable antenna size.
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