CytoImageNet: A large-scale pretraining dataset for bioimage transfer learning
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Abstract

Motivation: In recent years, image-based biological assays have steadily become high-throughput, sparking a need for fast automated methods to extract biologically-meaningful information from hundreds of thousands of images. Taking inspiration from the success of ImageNet, we curate CytoImageNet, a large-scale dataset of openly-sourced and weakly-labeled microscopy images (890K images, 894 classes). Pretraining on CytoImageNet yields features that are competitive to ImageNet features on downstream microscopy classification tasks. We show evidence that CytoImageNet features capture information not available in ImageNet-trained features. The dataset is made available at https://www.kaggle.com/stanleyhua/cytoimagenet.

1 Introduction

Automated microscopy has given biologists a tool for studying various cell types under varying experimental conditions with minimal assistance. In recent years, automated image analysis has proven useful for drug discovery and functional genomics research; identifying the function of novel genes and cellular response to various drugs [1]. With the capacity to perform large-scale screens rapidly, tens of thousands of images are being collected daily, demanding computational methods to extract biology from these images [2].

Methods for automated image analysis remains an active area of research. One strategy for automating the analysis of microscopy images is to use low-level features from classic computer vision strategies; extracting thousands of general features related to area, shape, texture and intensity of single-cells [3, 4]. However, these features usually require extensive engineering, parameter tuning, and effective single-cell segmentation, all of which must be customized to the images of interest. Furthermore, these features may not capture relevant biological signal and instead capture experimental noise [5]. To reduce labor and improve the sensitivity of extracted features, some studies rely on deep learning to automatically learn features. These strategies range from supervised training with labels, autoencoders to more recently, self-supervised learning [5, 6, 7]. However, these models require users to train on their own data, which is computationally expensive, time-consuming, and requires specialized hardware like GPUs.
Table 1: Number of labels contributed by each image database

| Database                              | Number of Labels Contributed |
|---------------------------------------|------------------------------|
| Recursion                             | 651                          |
| Image Data Resource                   | 450                          |
| Broad Bioimage Benchmark Collection   | 202                          |
| Kaggle                                | 27                           |
| Cell Image Library                    | 1                            |

As an alternative to training such models, some studies instead rely on transfer learning. Most commonly, studies re-use features from neural networks trained to classify images from ImageNet, a large-scale natural image classification dataset [8, 9, 10]. By training models to perform well on large datasets, they can learn useful features that may be transferred to other datasets.

ImageNet is a large-scale dataset of more than 14 million diverse and annotated natural images [11]. A defining factor in the success of ImageNet is their diversity of image labels and image sources. Models that perform the best on ImageNet-1K become the standard for transfer learning [12]. These models learn a diverse set of features that are able to capture complex and generalizable patterns inherent in their dataset. Surprisingly, ImageNet features have even shown good transferability on microscopy classification tasks [13, 14].

However, a recent study suggests that “ImageNet features are less general than previously suggested,” and that pretraining on datasets with a closer domain match to the downstream task benefits transfer learning [12]. In fact, Caicedo et al. showed that pretraining convolutional networks (CNN) on weakly labeled microscopy images yields features that outperform ImageNet features on downstream classification tasks [5]. We hypothesize that features from pretraining on a diverse large-scale microscopy dataset will yield more domain-relevant features than ImageNet.

We present CytoImageNet, a large-scale image dataset of weakly labeled microscopy images (890K images, 894 classes). Incorporating image data and labels from 40 distinct microscopy datasets, CytoImageNet mimics the diverse and complex nature of ImageNet. We provide a framework for curating similar large-scale pretraining datasets using openly available microscopy datasets.

We believe that pretraining on CytoImageNet may yield biologically-meaningful image representations useful in any downstream biological task. Since concatenation of CytoImageNet-trained features and ImageNet-trained features performs significantly better than either one alone, we believe that CytoImageNet pretraining provides features that are useful, and different from ImageNet features.

2 Methods

CytoImageNet is a dataset of 890,737 microscopy images sourced from 40 openly available datasets. The selected datasets originated from 5 databases: (1) Recursion, (2) Image Data Resource (IDR) [15], (3) Broad Bioimage Benchmark Collection (BBBC) [16], (4) Kaggle and (5) Cell Image Library (CIL). Electron microscopy and histopathology images were excluded. Code for the methods below is available at [https://github.com/stan-hua/CytoImageNet](https://github.com/stan-hua/CytoImageNet). The dataset is available at [https://www.kaggle.com/stanleyhua/cytoimagenet](https://www.kaggle.com/stanleyhua/cytoimagenet).

2.1 Weak label assignment & stratified downsampling

As a training target for CytoImageNet, we sought to associate each microscopy image with a class label. As expert-assigned annotations are not readily available or standardized across publicly available image datasets, we instead chose to assign images to classes based upon metadata associated with each of the image datasets we used. We considered 7 kinds of metadata: (organism, cell_type, cell_visible, phenotype, compound, gene, and sirna). Each column was searched for unique values and their counts to find potential weak labels. To create 894 labels, unique values with at least 287 images served as potential labels. Beginning with the least counts, each potential label was iterated through, searching for images that can be assigned to the label. Images that were already assigned labels are excluded, and their unique image index is stored in a hash table pointing to their label. To
improve the diversity of images selected for a label, stratified sampling was done by sampling from images that were grouped by values in the remaining potential label columns.

2.2 Image standardization & upsampling

To preprocess images, we converted all images to PNG. RGB images are converted to grayscale by averaging over channels. We normalized each channel between [0, 255] using the 0.1 and 99.9th percentile pixel intensity as the lower and upper ranges respectively [6]. Finally, for fluorescent images, we merged the channels.

We took 1-4 crops from each image of varying spatial scales where possible. Unless the image was smaller than 70x70 pixels, we cropped images into four quadrants. To introduce variations in spatial scale, we further cropped these quadrants by sampling crops of either full, 0.5, 0.25, or 0.125 of the quadrant (excluding any crop scales that would produce images smaller than 70x70 pixels). Finally, we filtered any crops that were all black, all white, or where the 75th percentile pixel intensity is equal to 0. Crop pixel intensities were re-normalized as we previously did for full images.

2.3 Training

CytoImageNet is split into a training and validation set with 10% used for validation. This yields roughly 900 training samples for each label. Images are fed in batches of 64 with random 0 to 360 degrees rotations. We train convolutional networks (EfficientNetB0) to classify one of the 894 labels, by minimizing the categorical cross-entropy loss of predictions to ground truth labels. Randomly initialized models were trained for 24 epochs (2 weeks) on an NVIDIA Tesla K40C. The loss was optimized via the Adam optimizer with learning rate of 0.001.
Table 2: kNN classification accuracy (with 95% confidence intervals) on downstream tasks, comparing EfficientNetB0 penultimate layer features. 'Random' refers to the model with randomly-initialized weights. 'Fusion' refers to the concatenation of ImageNet features and CytoImageNet features. Concatenation of randomly-initialized features with ImageNet features gave no increase in performance (data not shown).

| Downstream Task       | Random | ImageNet | CytoImageNet | Fusion   |
|-----------------------|--------|----------|--------------|----------|
| BBC021                | 27.18 ± 8.59% | 83.5 ± 7.17% | 83.5 ± 7.17% | 86.41 ± 6.62% |
| CYCLoPs               | 53.06 ± 0.59% | 68.47 ± 0.55% | 65.19 ± 0.57% | 77.97 ± 0.49% |
| COOS7 Test Set 1      | 65.68 ± 0.91% | 88.87 ± 0.61% | 88.58 ± 0.61% | 94.80 ± 0.43% |
| COOS7 Test Set 2      | 67.81 ± 0.7%  | 88.93 ± 0.47% | 89.37 ± 0.46% | 95.07 ± 0.33% |
| COOS7 Test Set 3      | 48.77 ± 0.54% | 75.91 ± 0.46% | 65.97 ± 0.51% | 78.97 ± 0.44% |
| COOS7 Test Set 4      | 51.88 ± 0.36% | 82.19 ± 0.43% | 78.52 ± 0.46% | 87.47 ± 0.37% |

2.4 Evaluation

We compare features extracted from a CytoImageNet-pretrained model, an ImageNet-pretrained model, and a randomly-initialized model on three distinct downstream tasks: 1) BBBC021 mechanism-of-action classification, 2) Cells-Out-Of-Sample (COOS-7) protein localization classification, and 3) a CYCLoPs dataset for protein localization classification [17, 18, 19]. Additionally, we would like to know if CytoImageNet and ImageNet pretraining lead to different learnt features. If so, fusing the extracted features from both may increase performance on downstream tasks. To test this, we concatenate CytoImageNet and ImageNet extracted features for each image in the transfer tasks.

BBBC021 is a dataset of fully imaged human cells. Cells are treated with one of 113 small molecules at 8 concentrations, and fluorescent images are captured staining for nucleus, actin and microtubules. The phenotypic profiling problem is presented, where the goal is to extract features containing meaningful information about the cellular phenotype exhibited. Each of 103 unique compound-concentration treatment is labeled with a mechanism-of-action (MOA). The MOA is predicted for each unique treatment (averaging features over all treatment examples) by matching the MOA of the closest point excluding points of the same compound. We use a 1-nearest neighbors using cosine distance as the metric and report the not-same-compound (NSC) accuracy.

On the other hand, the WT2 dataset from the CYCLoPs database consists of 27,058 single-cell images of yeast cells. The task is to classify the subcellular localization of a fluoresced protein, given two channels staining for the protein of interest and the cytosol. An 11-nearest neighbors is used to perform leave-one-out classification, and the accuracy is reported.

Lastly, COOS-7 contains 132,209 single-cell images of mouse cells. Images are spread over 1 training set and 4 testing sets, where each single-cell image contains a protein and nucleus fluorescent channels. COOS-7 was curated, such that each succeeding testing set has a greater degree of covariate shift from the training set. Similar to the CYCLoPs dataset, the COOS-7 dataset presents a protein subcellular localization classification task. We use a 11-nearest neighbors fit on the training set to predict on the testing sets and report the accuracy.

We chose these datasets (1) to assess the generalizability of CytoImageNet-pretrained models on distinct biological image datasets and problems, and (2) to compare against ImageNet features that have already been shown to perform relatively well on these datasets [13, 7, 19].

Features are extracted from the penultimate layer of EfficientNetB0 models. ImageNet-pretrained EfficientNetB0 weights are loaded in using Keras, but the weights themselves belong to the source paper [20]. Predictions are generated using k-Nearest Neighbors (kNN), and accuracy is reported with a 95% confidence interval. BBBC021 kNN is implemented with scikit-learn, while kNN is implemented using the faiss library for COOS-7 and CYCLoPs datasets.

We compare the performance of features extracted following two optional preprocessing methods: normalization and channel merging. Normalization refers to channel normalization with the lower bound and upper bound of the 0.1 and 99.9th percentile pixel intensity respectively [6]. Channel merging refers to the merging of fluorescent channels into a single grayscale image before extracting features. If not, features are extracted for each fluorescent channel then concatenated.
3 Discussion

CytoImageNet pretraining shows comparable performance to ImageNet pretraining on all downstream tasks. Normalizing pixel intensities for each channel and extracting features for each channel led to the best performance for all features, implying that automated methods for feature extraction still require some form of image preprocessing.

Given that CytoImageNet has a closer domain match to the downstream microscopy tasks, it is surprising that CytoImageNet features alone do not outperform ImageNet features. A recent study on ImageNet pretraining reported a strong correlation between ImageNet validation accuracy and transfer accuracy [12]. Our trained EfficientNetB0 model only achieved 13.42% accuracy on the training set and more importantly, 11.32% on the CytoImageNet validation set, where 402 of the 894 labels had no images correctly predicted. Of which, 375 of the 402 were compound labels. Meanwhile, EfficientNetB0 was shown to attain a top-1 accuracy of 77.1% on ImageNet-1K [20]. Given our low validation accuracy, we speculate that hyperparameter optimization will lead to further increases in benchmark classification accuracy. We believe this is an important area for future research.

Encouragingly, fusing extracted CytoImageNet and ImageNet features (via concatenation) performs the best on downstream tasks by a significant margin. This implies that CytoImageNet and ImageNet pretraining result in the learning of different albeit meaningful image representations. We believe this is due to CytoImageNet-trained models learning some feature of microscopy images that are not available in natural images. These results suggest that future applications of bioimage transfer learning may benefit the most from the fusion of CytoImageNet and ImageNet features.

In summary, we present CytoImageNet: a pretraining dataset of 890,737 microscopy images and 894 classes. We contribute a simple framework for combining openly available microscopy datasets, in the hopes that this sparks interest in the vast amount of rich microscopy data available online. Furthermore, we hope that this may inspire others to experiment on their own; both to create new large-scale datasets and to develop image classification architectures and training procedures that generalize to other image domains.
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### Supplementary Material

#### Supplementary Table 1: List of Datasets Used with External Links

| Database | Shorthand | Dataset Name | Link |
|----------|-----------|--------------|------|
| BBBC     | bbbc012   | C. elegans infection marker | https://bbbc.broadinstitute.org/BBBC012 |
| BBBC     | bbbc010   | C. elegans live/dead assay | https://bbbc.broadinstitute.org/BBBC010 |
| BBBC     | bbbc011   | C. elegans metabolism assay | https://bbbc.broadinstitute.org/BBBC011 |
| BBBC     | bbbc048   | Cell-Cycle HeLa Cells | https://bbbc.broadinstitute.org/BBBC048 |
| BBBC     | bbbc017   | Human HT22 colon-cancer cells shRNA screen | https://bbbc.broadinstitute.org/BBBC017 |
| BBBC     | bbbc026   | Human Hepatocyte and Mouse Fibroblast cells - Co-culture experiment | https://bbbc.broadinstitute.org/BBBC026 |
| BBBC     | bbbc006   | Human U2OS cells (out of focus) | https://bbbc.broadinstitute.org/BBBC006 |
| BBBC     | bbbc022   | Human U2OS cells - compound cell-painting experiment | https://bbbc.broadinstitute.org/BBBC022 |
| BBBC     | bbbc013   | Human U2OS cells cytoplasm-nucleus translocation | https://bbbc.broadinstitute.org/BBBC013 |
| BBBC     | bbbc014   | Human U2OS cells cytoplasm-nucleus translocation (2) | https://bbbc.broadinstitute.org/BBBC014 |
| BBBC     | bbbc015   | Human U2OS cells transflo | https://bbbc.broadinstitute.org/BBBC015 |
| BBBC     | bbbc023   | Human U2OS cells - RNAi Cell Painting experiment | https://bbbc.broadinstitute.org/BBBC023 |
| BBBC     | bbbc045   | Human White Blood Cells | https://bbbc.broadinstitute.org/BBBC045 |
| BBBC     | bbbc051   | Human kidney cortex cells | https://bbbc.broadinstitute.org/BBBC051 |
| BBBC     | bbbc038   | Kagle 2018 Data Science Bowl | https://bbbc.broadinstitute.org/BBBC038 |
| BBBC     | bbbc020   | Murine bone-marrow derived macrophages | https://bbbc.broadinstitute.org/BBBC020 |
| BBBC     | bbbc041   | P. vivax (malaria) infected human blood smears | https://bbbc.broadinstitute.org/BBBC041 |
| BBBC     | bbbc005   | Synthetic cells | https://bbbc.broadinstitute.org/BBBC005 |
| CIL      | cil_kinome | Kinome Atlas | http://cellimagelibrary.org/pages/kinome_atlas |
| IDR      | idr0081   | Adenoviruses | https://idr.openmicroscopy.org/webclient/?show=screen-2406 |
| IDR      | idr0017   | Chemical-Genetic Interaction Map | https://idr.openmicroscopy.org/webclient/?show=screen-1151 |
| IDR      | idr0016   | Compound Profiling | https://idr.openmicroscopy.org/webclient/?show=screen-1251 |
| IDR      | idr0009   | Early Secretory Pathway | https://idr.openmicroscopy.org/webclient/?show=screen-803 |
| IDR      | idr0041   | Mitotic Atlas | https://idr.openmicroscopy.org/webclient/?show=project-404 |
| IDR      | idr0021   | Pericentriolar Material | https://idr.openmicroscopy.org/webclient/?show=project-51 |
| IDR      | idr0080   | Perturbation | https://idr.openmicroscopy.org/webclient/?show=screen-2701 |
| IDR      | idr0088   | Phenomic Profiling | https://idr.openmicroscopy.org/webclient/?show=screen-2651 |
| IDR      | idr0035   | Plasticity | https://idr.openmicroscopy.org/webclient/?show=screen-51 |
| IDR      | idr0072   | Subcellular Localization | https://idr.openmicroscopy.org/webclient/?show=screen-2952 |
| IDR      | idr0037   | Variation in Human iPSC lines | https://idr.openmicroscopy.org/webclient/?show=screen-2051 |
| IDR      | idr0067   | Yeast Metros | https://idr.openmicroscopy.org/webclient/?show=project-904 |
| IDR      | idr0093   | siRNA screen for cell size and RNA production | https://idr.openmicroscopy.org/webclient/?show=screen-2751 |
| Kagggle  | kag_cell_cycle | Cell Cycle Experiments | https://www.kaggle.com/paulwithymoney/cell-cycle-experiments |
| Kagggle  | kag_hpa    | Human Protein Atlas - Single Cell Classification | https://www.kaggle.com/chuman-protein-atlas-single-cell-image-classification/data |
| Kagggle  | kag_hpa    | Human Protein Atlas Image Classification | https://www.kaggle.com/chuman-protein-atlas-image-classification/data |
| Recursion| rec_rxrx1  | RxRx1 | https://www.rxrx.ai/rrx1#the-data |
| Recursion| rec_rxrx19a| RxRx19a | https://www.rxrx.ai/rrx19a |
| Recursion| rec_rxrx19b| RxRx19b | https://www.rxrx.ai/rrx19b |
| Recursion| rec_rxrx2  | RxRx2 | https://www.rxrx.ai/rrx2 |