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Abstract

ProtoPNet and its follow-up variants (ProtoPNets) have attracted broad research interest for their intrinsic interpretability from prototypes and comparable accuracy to non-interpretable counterparts. However, it has been recently found that the interpretability of prototypes can be corrupted due to the semantic gap between similarity in latent space and that in input space. In this work, we make the first attempt to quantitatively evaluate the interpretability of prototype-based explanations, rather than solely qualitative evaluations by some visualization examples, which can be easily misled by cherry picks. To this end, we propose two evaluation metrics, termed consistency score and stability score, to evaluate the explanation consistency cross images and the explanation robustness against perturbations, both of which are essential for explanations taken into practice. Furthermore, we propose a shallow-deep feature alignment (SDFA) module and a score aggregation (SA) module to improve the interpretability of prototypes. We conduct systematical evaluation experiments and substantial discussions to uncover the interpretability of existing ProtoPNets. Experiments demonstrate that our method achieves significantly superior performance to the state-of-the-arts, under both the conventional qualitative evaluations and the proposed quantitative evaluations, in both accuracy and interpretability. Codes are available at https://github.com/hqhQAQ/EvalProtoPNet.

1. Introduction

Explainable artificial intelligence (XAI) [8, 11] is artificial intelligence (AI) in which humans can understand the decisions or predictions made by the AI. It has attracted wide attention, and fruitful approaches have been proposed in recent years due to its crucial role in security-critical scenarios. Among these works, concept embedding [26, 30] interprets a black-box model, e.g., deep neural networks (DNNs) [12, 14, 31, 34], by finding a collection of human understandable concepts from internal representations. Prototypical part networks (ProtoPNets) [6, 7, 15, 24, 27, 28, 38, 39] are one representative type of concept embedding to transform a DNN into a self-explanatory model for image classification. Specifically, ProtoPNets define and train a number of learnable prototypes to represent various object parts and make model decisions through a linear combination of prototypes’ similarity scores with deep features, which endows the DNN with the self-interpretable characteristic.

Although ProtoPNets have achieved comparable or even superior classification performance to their non-interpretable baseline models (i.e., using the identical DNN backbones), some researchers [16, 29, 35] argue that the learned prototypes do not have credible interpretability owing to the semantic gap between similarity in the latent space and that in the input space. The reasons for the unreliable interpretability are twofold: (1) The corresponding object parts of the same prototype may not be consistent across images, as shown in Fig. 1 (a); (2) Prototypes are easily attacked, which means that the same prototype can be mapped to a vastly different
object part if the input image is modified with imperceptible perturbations, as shown in Fig. 1 (b). The fragile explanations of prototypes make existing qualitative evaluations (e.g., example visualization) easily misled by cherry picks. Recently, Kim et al. [16] proposed HIVE, a human-centered method to evaluate the interpretability of ProtoPNets. However, HIVE requires redundant human interactions and fails to guarantee the reproducibility of evaluation results due to subjective judgments from human users. In view of foregoing reasons, more formal and rigorous evaluation metrics are urgently needed to quantitatively and objectively benchmark existing prototype-based explanations.

In this work, we make to our best knowledge the first attempt to quantitatively evaluate the interpretability of prototype-based explanations, rather than solely qualitative evaluations by some visualization examples. Our evaluation metrics consider two key ingredients in interpretability: consistency and stability. Following the basic design principle of concept embedding [30] that each prototype is associated with a semantic concept which represents one specific object part in the image, we propose consistency score to evaluate whether and to what extent a learned prototype is mapped to the same object parts across different images. On the other hand, following viewpoint [1, 40, 41] that the explanations provided by XAI methods should satisfy stability property, we further propose stability score to measure the robustness of the learned prototypes being mapped to the same object parts if the input images are slightly perturbed. With the proposed metrics, we make the first systematic quantitative evaluations of existing prototype-based explanations, uncovering pros and cons of various ProtoPNets variants.

We further propose two modules to enhance the interpretability of prototypes: the shallow-deep feature alignment (SDFA) module and the score aggregation (SA) module. SDFA module stems from the implicit assumption of ProtoPNets that the features in the deep layers should retain spatial information as they directly interact with the prototypes. However, as shown in Fig. 2 (a), this assumption is not guaranteed [3, 21], incurring the inconsistency and instability issues of prototype explanations. Inspired by Kornblith et al. [18] that similarity structures can be used to compare two representations, SDFA module adopts an alignment loss to constrain the spatial similarity structures to be consistent between shallow features and deep features. SA module is motivated by the observation that ProtoPNets can make predictions based on absence of prototypes from other categories (named negative reasoning [27]), which causes each prototype to learn information of other categories and thereby disturbs it from accurately matching object parts of its category. As shown in Fig. 2 (b), a prototype tends to concentrate on the wing of Chipping Sparrow, but meanwhile it has to paradoxically ignore almost the same wing of Field Sparrow. To alleviate this problem, SA module aggregates the similarity scores of prototypes only into their allocated categories to concentrate the learning of prototypes.

We make extensive experiments to validate the two proposed modules and evaluation metrics. Without any object part annotations during the training phase, the two proposed modules significantly improve the performance of ProtoPNets, achieving the state-of-the-art performance in both interpretability and accuracy on CUB-200-211 [37] and Stanford Cars [19]. Furthermore, experimental results demonstrate that the proposed consistency and stability scores are strongly positively correlated with accuracy, nicely reconciling the conflict between interpretability and accuracy in most prior explaining methods.

In a nutshell, the main contributions of this work are listed as follows:

- We propose two evaluation metrics, consistency score and stability score, to quantitatively evaluate the interpretability of ProtoPNets variants. Furthermore, we establish a benchmark to quantitatively evaluate the interpretability of prototypes of ProtoPNets with the proposed evaluation metrics, uncovering pros and cons of various ProtoPNets variants.
- Based on our observations of shallow-deep feature misalignment and negative reasoning in prior ProtoPNets, we propose the shallow-deep feature alignment (SDFA) module and the score aggregation (SA) module to enhance their interpretability and accuracy.
- Experimental results verify that the two proposed modules significantly improve the performance, surpassing existing ProtoPNets by a large margin. Furthermore, the proposed consistency and stability scores are strongly positively correlated with accuracy, nicely reconciling the conflict between interpretability and accuracy.
2. Related Work

2.1. Prototypical Part Networks

ProtoPNet [6] is a self-explainable model that defines interpretable prototypes to represent specific object parts for image classification. The vanilla ProtoPNet has explicit explanations of DNNs and comparable performance with its analogous non-interpretable counterpart, which inspires many variants of ProtoPNet. ProtoTree [24] aggregates prototype learning into a decision tree, which generates local explanations of prototypes through a specific route of the decision tree. TesNet [38] organizes the prototypes on the Grassmann manifold with several regularization loss functions as constraints. ProtoPShare [28] shares the prototypes between categories of a trained ProtoPNet to reduce the number of prototypes while maintaining its performance. Deformable ProtoPNet [7] proposes deformable prototypes, which consist of multiple prototypical parts with changeable relative positions to capture pose variations. However, these methods rely on the assumption that deep features of networks retain spatial information, which is not guaranteed, and they lack a quantitative metric to evaluate their explanation results.

2.2. Evaluation of Interpretability Methods

With the emergence of numerous XAI methods, many quantitative evaluation methods of XAI methods are also proposed. Zhou et al. [41] propose that current interpretability evaluation methods can be categorized into human-centered methods [4,5,20] and functionality-grounded methods [2,10,13,22,23,25,32,33,40]. Human-centered methods require end-users to evaluate the explanations of XAI methods, which typically demand high labor costs and cannot guarantee reproducibility. Conversely, functionality-grounded methods utilize the formal definition of XAI methods as a policy to evaluate them. Model size, runtime operation counts assess the quality of explanations according to their explicitness, e.g., a shallow decision tree tends to have better interpretability. Many functionality-grounded methods are also proposed to evaluate the eminent attribution-based XAI methods. However, these functionality-grounded methods are not directed against ProtoPNet, and our work aims to propose quantitative metrics to evaluate the interpretability of ProtoPNet.

3. Method

3.1. Preliminaries

The vanilla prototypical part network (ProtoPNet) consists of a regular convolutional network \(f\), a small add-on module, a prototype layer \(g_p\), and a fully-connected layer \(h\) (\(w_h\) denotes the parameters of \(h\)). Detailedly, the add-on module is to adjust the dimension of the feature map, and the prototype layer \(g_p\) contains \(M\) learnable prototypes \(P = \{p_j \in \mathbb{R}^{1 \times 1 \times D} \}_{j=1}^M\) for total \(K\) categories.

Given an input image \(x\), ProtoPNet uses the convolutional
network $f$ followed by the add-on module to extract the feature map $z = f(x)$ of $x \in \mathbb{R}^{H \times W \times D}$. The prototype layer $g_p$ generates an activation map $v_p(x) \in \mathbb{R}^{H \times W}$ of each prototype $p_j$ on the feature map $z$ by calculating the similarity score between $p_j$ and all units $\tilde{z} \in \mathbb{R}^{1 \times 1 \times D}$ of $z$ (consists of $H \times W$ units). Then the activation value $g_p(x)$ is computed as the maximum value in $v_p(x)$:

$$g_p(x) = \max v_p(x) = \max_{\tilde{z} \in \text{units}(z)} \text{Sim}(\tilde{z}, p_j).$$ (1)

Here, $\text{Sim}(\cdot, \cdot)$ denotes the similarity score between two vectors with the same shape (e.g., $\text{Sim}(\cdot, \cdot)$ can be the sum of Hadamard product of two vectors). ProtoPNets allocate $N$ pre-determined prototypes to each category $k$ ($M = N \cdot K$), and $P_j \subseteq \mathbb{P}$ denotes the prototypes from category $k$. Finally, the $M$ activation values $\{g_p(x)\}_{j=1}^M$ are multiplied with the weight matrix $w_h \in \mathbb{R}^{K \times M}$ in the fully-connected layer $h$ to generate the classification logits of $x$. Particularly, ProtoPNets sets $w_h^{k,j}$ to 1 for all $j$ with $p_j \in P_k$, and $w_h^{k,j}$ to $-0.5$ for all $j$ with $p_j \notin P_k$. The such design ensures that the high activation value of a prototype increases the probability that the image belongs to its allocated category and decreases the probability that the image belongs to other categories. After training, ProtoPNets visualizes the corresponding region of prototype $p_j$ by mapping the high activated units of its activation map $v_p(x)$ to the original input image $x$.

### 3.2. Interpretability Benchmark of Prototypical Part Networks

The interpretability benchmark of ProtoPNets is based on two evaluation metrics: consistency score and stability score. Unlike human-centered evaluation methods, these two metrics guarantee objective and reproducible evaluation results using object part annotations in the dataset. To ensure that the two evaluation metrics are fair for all ProtoPNets, this work primarily unifies the calculation of corresponding region $r_p(x)$ of prototype $p_j$ on image $x$. For all ProtoPNets, we resize the activation map $v_p(x) \in \mathbb{R}^{H \times W}$ to be $	ilde{v}_p(x)$ with the same shape as $x$, then calculate the corresponding region $r_p(x)$ of $p_j$ on $x$ as a fix-sized bounding box with a pre-defined shape $H_b \times W_b$ whose center is the maximum unit in $\tilde{v}_p(x)$. Next, we use $C$ and $o_p(x) \in \mathbb{R}^C$ to denote the number of categories of object parts in the dataset and the corresponding object parts of prototype $p_j$, respectively. Specifically, $o_p(x)$ is a binary vector calculated from $r_p(x)$ and the object parts annotations in $x$, with $o_p^i(x) = 1$ if the $i$-th object part is inside $r_p(x)$ and $o_p^i(x) = 0$ if the $i$-th object part is not inside $r_p(x)$. Note that “$i$-th” is the index of this object part in the dataset.

#### 3.2.1 Consistency Score

In the definition of the vanilla ProtoPNet, each prototype is associated with an object part of its allocated category. Therefore, this work determines the consistency of a prototype according to the averaged corresponding object parts on all the test images of its allocated category. In other word, if there exists an absolutely high value in the averaged corresponding object parts, the prototype is determined to be associated with this object part. Note that some object parts are invisible in the image, we calculate each element of the averaged corresponding object parts only in the images that contain this object part. Specifically, we use $u(x) \in \mathbb{R}^C$ to denote the visible object parts in image $x$ according to annotations. Like $o_p(x), u(x)$ is a binary vector with $u^i(x) = 1$ if the $i$-th object part is visible in $x$ and $u^i(x) = 0$ otherwise. Let $\mathcal{I}_k$ denote the test images belonging to category $k$, and for each prototype $p_j$, $c(j)$ denotes the allocated category of $p_j$, the averaged corresponding object parts $a_p \in \mathbb{R}^C$ of $p_j$ is calculated as below ($\odot$ denotes element-wise division):

$$a_p(x) = \left( \sum_{x \in \mathcal{I}_{c(j)}} o_p(x) \right) \odot \left( \sum_{x \in \mathcal{I}_{c(j)}} u(x) \right).$$ (2)

For $\forall i \in \{1, 2, ..., C\}$, $a_p^i \in [0, 1]$ because $\alpha_p^i(x) = 1$ only if $u^i(x) = 1$. The value of $\alpha_p^i$ reflects the correspondence degree between prototype $p_j$ and the $i$-th object part. Therefore, if there exists an element in $\alpha_p$ not less than a pre-defined threshold $\mu$, the prototype $p_j$ is determined to be consistent. Finally, the consistency score $S_{\text{con}}$ of a ProtoPNet is defined concisely as the ratio of consistent prototypes over all $M$ prototypes ($\{\cdot\}$ is the indicator function):

$$S_{\text{con}} = \frac{1}{M} \sum_{j=1}^M \{\text{max}(a_p) \geq \mu\}.$$ (3)

#### 3.2.2 Stability Score

Stability score estimates whether prototypes retain the same corresponding object parts in the slightly-perturbed images. This metric needs not consider the invisible object parts since each image contains the same object parts as its perturbed counterpart. To ensure the fairness of this metric, the noise $\xi$ for perturbation is randomly sampled from the same Gaussian Distribution for all models: $\xi \sim \mathcal{N}(0, \sigma^2)$. As consistency score, the stability of a prototype is estimated using all the test images of its allocated category. Finally, the stability score $S_{\text{sta}}$ of a ProtoPNet is calculated averagely over all prototypes ($\| \cdot \|$ denotes cardinality of a set):

$$S_{\text{sta}} = \frac{1}{M} \sum_{j=1}^M \sum_{x \in \mathcal{I}_{c(j)}} \mathbb{I}\{\alpha_p^i(x) = \alpha_p^i(x + \xi)\}.$$ (4)
### 3.3. Shallow-Deep Feature Alignment Module

In ProtoPNets, the corresponding region of prototype \( p_j \) on image \( x \) is calculated from the last feature map of the DNN backbone. Current ProtoPNets never constrain that the last feature map of DNNs retains spatial information, i.e., each unit of the feature map represents the image patch with the same spatial position in the input image. Without this constraint, the corresponding region of prototype \( p_j \) on the input image \( x \) is not guaranteed to be identical to that in the activation map \( v_{p_j}(x) \). According to previous work [3, 21] and our pre-experiments, units of shallow feature maps have small effective receptive fields and thereby retaining spatial information. Therefore, shallow-deep feature alignment (SDFA) module is proposed to retain the spatial information of deep layers of DNNs by incorporating spatial information from shallow layers into deep layers.

Inspired by Kornblith et al. [18] that similarity structures within representations can be used to compare two representations, we utilize the spatial similarity structure to represent the spatial information of a feature map and constrains the feature map of deep layers to have the identical spatial similarity structure with that of shallow layers. Specifically, the spatial similarity structure \( t(z) \in \mathbb{R}^{HW \times HW} \) of a feature map \( z \in \mathbb{R}^{HW \times D} \) (\( z \) is resized from \( H \times W \times D \) to \( HW \times D \) for convenience) is defined as a matrix whose element represents the similarity between two units in \( z \):

\[
t_{i,j}(z) = \text{Sim}(z_i, z_j).
\]  

Here, \( \text{Sim}(.,. \) is the cosine similarity. \( z_d \in \mathbb{R}^{H_d \times W_d \times D_d} \) and \( z_s \in \mathbb{R}^{H_s \times W_s \times D_s} \) are used to denote the feature map of a shallow layer and a deep layer, respectively. To keep consistent with \( z_d \), \( z_s \) is first resized to be \( H_d \times W_d \times (\frac{H_s}{H_d}, \frac{W_s}{W_d} \cdot D_s) \), which implies that each unit of \( z_d \) corresponds to an “image patch” in \( z_s \). To stabilize model training, this work constrains only the similarities between the highest activated unit and other units to be identical between shallow and deep layers, together with a RELU function to restrain only the extremely dissimilar pairs. Therefore, the shallow-deep feature alignment loss \( L_{\text{align}} \) is calculated as below (\( Z = H_dW_d \)):

\[
L_{\text{align}} = \frac{1}{Z} \sum_{i=0}^{Z-1} \max(|t_{e,i}(z_d) - t_{e,i}(z_s)| - \gamma, 0).
\]  

Here, \( e \) denotes the index of the highest activated unit in \( z_d \), and \( \gamma \) denotes the thresh for RELU function. Moreover, \( t(z_s) \) is set to be detached so that it never requires gradient.

### 3.4. Score Aggregation Module

The negative reasoning problem stems from the fully-connected layer \( h \) that the classification score of a category relates to prototypes of other categories. Wang et al. [38] and Rymarczyk et al. [27] have proposed a constraint loss function and a shared prototype pool to mitigate this problem, respectively. However, their solutions are indirect and may bring an additional burden for training. Instead, our work addresses this problem directly by replacing the fully-connected layer with the score aggregation (SA) module. SA module aggregates the activation values of prototypes only into their allocated categories, followed by a learnable layer with weights \( \omega_{\text{SA}} \in \mathbb{R}^M \) to adjust the importance of each prototype. Specifically, let \( \tilde{w}_{\text{SA}} = e^{w_{\text{SA}}}/(\sum_{p \in \mathbb{P}_k} e^{w_{\text{SA}}}) \), the classification score \( \logit_k \) of category \( k \) is calculated in SA module as below:

\[
\logit_k = \sum_{p \in \mathbb{P}_k} \tilde{w}_{\text{SA}}^j \cdot g_{p_j}(x).
\]  

### 3.5. Training Strategy

This work is built upon the vanilla ProtoPNets but removes its cluster loss, separation loss, the prototype projection strategy and the convex optimization strategy. Additionally, this work uses an orthogonality loss \( L_{\text{ortho}} \) to diversify prototypes within the same category, which is also adopted by TesNet [38] and Deformable ProtoPNets [7]:

\[
L_{\text{ortho}} = \sum_{k=1}^{K} \| \mathbf{P}_k^k (\mathbf{P}_k^k)^\top - I_N \|^2.
\]  

Here, \( \mathbf{P}_k^k \in \mathbb{R}^{N \times D} \) denotes the concatenation of prototypes from category \( k \) and \( I_N \) is an \( N \times N \) identity matrix. Finally, the total loss \( L_{\text{total}} \) of our method is as below:

\[
L_{\text{total}} = L_{\text{ce}} + \lambda_{\text{ortho}} L_{\text{ortho}} + \lambda_{\text{align}} L_{\text{align}}.
\]  

Here, \( L_{\text{ce}} \) denotes the cross entropy loss, \( \lambda_{\text{ortho}} \) and \( \lambda_{\text{align}} \) denote the coefficient of \( L_{\text{ortho}} \) and \( L_{\text{align}} \), respectively.
4. Experiments

4.1. Experimental Settings

Dataset. We conduct experiments on CUB-200-2011 dataset [37] and Stanford Cars dataset [19] as current ProtoPNets. CUB-200-2011 dataset contains location annotations of object parts for each image, including 15 categories of object parts (back, breast, eye, leg, ...) that cover the bird’s whole body. Therefore, our interpretability benchmark is mainly established based on this dataset.

Benchmark Setup. Our benchmark evaluates five current ProtoPNets: ProtoPNet [6], ProtoTree [24], TesNet [38], Deformable ProtoPNet [7] and ProtoPool [27]. The consistency score and stability score of these methods are re-implemented faithfully following their released codes.

Parameters. We set $H_b$, $W_b$ and $\mu$ to be 72, 72 and 0.8 for the interpretability evaluation of all ProtoPNets. Our models are trained for 12 epochs with Adam optimizer [17] (including 5 epochs for warm-up). We set the learning rates of the backbone, the add-on module and the prototypes to be $1e^{-4}$, $3e^{-3}$ and $3e^{-3}$ for our method. These learning rates are decayed by 0.4 every 2 epochs. $1e^{-4}$, 0.3 and 0.1 are chosen for $\lambda_{\text{ortho}}$, $\lambda_{\text{align}}$ and $\gamma$. The number of prototypes per category and the dimension of prototypes are 10 and 64 for our method. More details of our experimental setup are presented in supplementary materials.

4.2. Benchmark of Prototypical Part Networks

Fig. 5 demonstrates the benchmark on CUB-200-2011 dataset over five convolutional backbones pre-trained on ImageNet. Baseline is the simplest non-interpretable model with a fully-connected layer on the last feature map for classification. In the table, we sort the ProtoPNets in ascending order of their performance. From this perspective, we can find a clear positive correlation among consistency score, stability score and accuracy within each backbone. This phenomenon accords with the definition of ProtoPNet that a prototype represents specific object parts, and ProtoPNet makes predictions by comparing the object parts from the test image and training images which are activated by the same prototypes. In such a definition, the mismatch of object parts in the test image and training images will severely drop the performance of the model, e.g., a non-consistent and non-stable model may make wrong predictions by mistakenly comparing the head part in the test image with the stomach part in training images.

The vanilla ProtoPNet [6] has inferior consistency score, stability score and accuracy owing to its simplicity. ProtoTree shares prototypes among different categories by allocating prototypes to nodes of a decision tree in one-to-one correspondence. The such design increases the interpretability of the reasoning process, but it causes a more profound negative reasoning problem [27] and leads inconsistency to prototypes. From this benchmark, ProtoPool, Deformable ProtoPNet and TesNet improve the accuracy of ProtoPNet by implicitly increasing its consistency score and stability score. Specifically, ProtoPool proposes focal similarity that can better recognize object parts by concentrating the prototype on salient visual features in different images. Deformable ProtoPNet proposes deformable prototypes that can better distinguish object parts by capturing their pose transformations. And TesNet organizes prototypes of different categories into different subspaces on the Grassmann manifold with several loss functions for constraint, which indirectly mitigates the negative reasoning problem.

We conduct more experiments to analyze the properties of consistency score based on our revised ProtoPNet introduced in Sec. 3.5. First, we provide visualization of activation maps of a consistent prototype $p_a$ and a non-consistent prototype $p_b$ from Yellow Billed Cuckoo category ($\max(a_{p_a}) = 0.97$ and $\max(a_{p_b}) = 0.13$). As shown in Fig. 5, prototype $p_a$ consistently activates the head part in test images and training images, while the activation maps of prototype $p_b$ are scattered over the images desultorily.

To analyze the relation between consistency score and accuracy, we calculate the accuracy of different categories
Table 1. The comprehensive evaluation of interpretability and accuracy of ProtoPNets on CUB-200-2011 dataset. The results are over five convolutional backbones pre-trained on ImageNet. Con., Sta. and Acc. denote consistency score, stability score and accuracy, respectively. Our results are averaged over 4 runs with different seeds. Bold font denotes the best result.
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Figure 7. The consistency score increases along with the training of ProtoPNet (over three backbones).

along with their ratio of consistent prototypes. As shown in Fig. 6, the accuracy on different categories positively correlates with the ratio of consistent prototypes. Besides, Fig. 7 demonstrates the consistency score of our revised ProtoPNet at each training epoch, indicating that consistency score increases along with the model training and has a positive correlation with the model accuracy.

4.3. Analysis of Our Method

As shown in Tab. 1, with SDFA module and SA module, our method’s consistency score, stability score and accuracy are significantly superior to current ProtoPNets on CUB-200-2011 dataset over five backbones. Tab. 2 demonstrates the experimental results on ResNet50 backbone pre-trained on iNaturalist2017 dataset and combination of multiple backbones. “× 3” denotes combining the classification logits of 3 models trained with different seeds. Bold font denotes the best result.

![Table 2](image)

Table 2. Results of the benchmark on CUB-200-2011 dataset over ResNet50 backbone pre-trained on iNaturalist2017 dataset and combination of multiple backbones. “× 3” denotes combining the classification logits of 3 models trained with different seeds. Bold font denotes the best result.

4.4. Ablation Experiments

We conduct ablation experiments of our proposed SDFA module and SD module mainly on CUB-200-2011 dataset.
over five backbones. As shown in Tab. 1, SDFA module and SA module both effectively improve consistency score, stability score and accuracy of the model.

Next, we conduct experiments on the similarity between spatial similarity structures of shallow and deep layers with/without SDFA module. Given spatial similarity structure of shallow layer \( t(z_s) \) and that of deep layer \( t(z_d) \) with the same shape \( \mathbb{R}^{H_dW_d \times H_dW_d} \), the similarity \( \text{Sim}(t(z_s), t(z_d)) \) between them is calculated as below (\( Z = H_dW_d \)):

\[
\text{Sim}(t(z_s), t(z_d)) = \frac{1}{Z} \sum_{i=0}^{Z-1} e^{-\|t_i(z_s) - t_i(z_d)\|^2}. \tag{10}
\]

For accurate estimation, we generate the averaged results of Eq. (10) over all the images in the test set. As shown in Tab. 3, SDFA module improves the similarity between spatial similarity structure of shallow layers and deep layers by a large margin, which meets our expectations. Fig. 9 shows that the shallow feature maps both explicitly contain spatial information, and the deep feature map can roughly capture the object profile with SDFA module.

Besides, to verify that SA module mitigates negative reasoning, we calculate the number of similar prototypes from other categories for each prototype and present the averaged results (two prototypes with cosine similarity over 0.4 are considered to be similar here). As shown in Tab. 4, each prototype has fewer similar prototypes from other categories without SA module, indicating that prototypes are suppressed to represent similar object parts among categories without SA module, due to negative reasoning problem.

### 5. Conclusion

This work establishes an interpretability benchmark to quantitatively evaluate the interpretability of prototypes of ProtoPNets, based on two evaluation metrics (consistency score and stability score). Furthermore, we propose an SDFA module to incorporate the spatial similarity structure from shallow layers of DNNs into deep layers and an SA module to concentrate the learning of prototypes. With these two modules, our method significantly surpasses the performance of existing ProtoPNets on three evaluation metrics (accuracy, consistency score, and stability score). Still there are a few limitations of this work: First, we require object part annotations in the dataset for interpretability evaluation, which is only suitable for some datasets. Second, we do not evaluate all the interpretability properties of ProtoPNets, e.g., whether the correspondence between prototypes and object parts is really faithful. Nevertheless, our work has great potential to facilitate more quantitative metrics to evaluate the explanation results of interpretability methods, instead of demonstrating the interpretability using limited visualization samples which can be easily misled by cherry picks. In the future, we will extend this work to more DNNs like ViT [9] and other concept embedding methods towards a unified interpretability benchmark for visual concepts.
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