Spin polarization induced by the hydrodynamic gradients
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ABSTRACT: We systematically analyze the effects of the derivatives of the hydrodynamic fields on axial Wigner function that describes the spin polarization vector in phase space. We have included all possible first-order derivative contributions that are allowed by symmetry and compute the associated transport functions at one-loop using the linear response theory. In addition to reproducing known effects due to the temperature gradient and vorticity, we have identified a number of potentially significant contributions that are overlooked previously. In particular, we find that the shear strength, the symmetric and traceless part of the flow gradient, will induce a quadrupole for spin polarization in the phase space. We refer to this novel effect as the shear-induced polarization (SIP). Our results, together with hydrodynamic gradients obtained from hydrodynamic simulations, can be employed as a basis for the interpretation of the $\Lambda$ (anti-$\Lambda$) spin polarization measurement in heavy-ion collisions.
1 Introduction

The study of spin polarization of $\Lambda$ and $\bar{\Lambda}$ hyperons produced in heavy-ion collisions opens a new avenue to explore the properties of hot and dense QCD matter from the perspective of the spin degree of freedom. Extensive theoretical and phenomenological investigations are devoted to the effects of vorticity on spin polarization [1–3] as well as the related transport phenomenon involving spin [4–10]. STAR collaboration’s measurement of global (phase space averaged) $\Lambda$ polarization agrees with theoretical prediction [11, 12]. However, when it comes to the phase space distribution of $\Lambda$ spin polarization [13, 14], the observed quadrupole pattern is firmly in tension with the theories assuming such quadrupole pattern is solely induced by thermal vorticity [15, 16], a specific linear combination of vorticity and temperature gradients.

Nevertheless, vorticity and temperature gradient are not the only examples of gradient, i.e., the derivatives of hydrodynamics field (or derivatives for short). More generally, one may ask if other derivatives, such as shear strength (the traceless and symmetric part of the flow gradient, see below), could induce spin polarization in the phase space. Therefore, to establish the physical interpretation of experimental results, it is desirable to first consider all possible effects that may arise from derivatives. Such a systematic analysis should be possible when the system’s typical gradient is small compared with the mean free path. This systematic analysis is what we shall do in this paper. We shall consider the axial Wigner function in phase space $A^\mu$ which is closely related to the phase space distribution of spin vector. Then, we expand $A^\mu$ in terms of the first order derivatives together with
Lorentz tensors formed by single-particle momentum, and include all possible terms allowed by symmetry.

To determine transport functions coming with such expansion, we compute relevant correlation functions that contain the information about the response of spin polarization distribution to the derivatives. Alternatively, one can extract those coefficients by matching to the analysis using quantum kinetic theory with the spin degree of freedom (see for example Refs. [17–19]). We shall see the agreement between both approaches for chiral fermions.

One remarkable effect uncovered from the present analysis is that the shear strength will induce quadrupole in the spin polarization distribution. We shall refer such an effect as “shear-induced polarization” (SIP). \(^1\) As we shall explain in detail in Sec. 5.2, physics origin of SIP is closely related to the single-particle magnetization current term, the importance of which is well-known in chiral kinetic theory [17, 22]. In many previous studies of spin polarization, the flow configuration with a vanishing shear strength is assumed. Nevertheless, sizable shear strength is undoubtedly present in heavy-ion collisions and may potentially lead to observable effects.

This paper is organized as follows. We present the derivative expansion for axial Wigner function in phase space in Sec. 2. In Sec. 3, we derive Kubo relation which relates transport functions coming with the expansion with relevant correlation functions, which we evaluate at one-loop in Sec. 4. We collect and interpret our results in Sec. 5. Sec. 6 is devoted to conclusion and outlook. We use the most minus signature \((+, -, -, -)\) and adopt the notation \(\epsilon^{0123} = -\epsilon_{0123} = 1\).

## 2 Derivative expansion

We consider many-body systems whose degrees of freedom include fermion particles/anti-particles. We shall study the phase space density of axial current that are described by the following Wigner function:

\[
A^\mu(t, x; p) = \varepsilon_p \int d^3y \, e^{-ip \cdot y} \langle \hat{J}_5^{\mu}(t, x; y) \rangle ,
\]

where we have included the single-particle energy \(\varepsilon_p = \sqrt{p^2 + m^2}\) in the definition of \(A^\mu\) in Eq. (2.1) so that \(A^\mu\) is an axial Lorentz four vector (see also Eq. (2.3) below). In Eq. (2.1), the thermal ensemble average \(\langle \ldots \rangle\) is taken over the operator

\[
\hat{J}_5^{\mu}(t, x; y) \equiv \bar{\psi}(t, x - \frac{y}{2}) \gamma^\mu \gamma^5 \psi(t, x + \frac{y}{2}).
\]

Here, \(\gamma^5, \gamma^\mu\) denote the standard gamma matrices and \(\psi\) represents a generic Dirac field. For simplicity, we shall assume there is only one “flavor” of fermions with an arbitrary mass \(m\). Note the integration of \(A^0\) over the Lorentz invariant phase space volume gives axial

\(^1\)In some context, the shear strength is referred as “strain rate”, see Ref. [20, 21] for a discussion of strain-induced spin current in the condensed matter system.
current:
\[ J_5^\mu(t, x) = \langle \tilde{J}_5^\mu(t, x; y = 0) \rangle = \frac{1}{(2\pi)^3} \int \frac{d^3p}{\varepsilon_p} A^\mu(t, x; p). \] (2.3)

Throughout this paper, we are working in the regime where the typical frequency and momentum, \( q_0, q \) associated with the system’s inhomogeneity is much smaller than the characteristic energy of fermions/anti-fermions. In this regime, the transition between fermion states and anti-fermion states are suppressed, and we can have the division \( A^\mu = A^\mu_+ + A^\mu_- \) with \( A^\mu_\pm \) describing fermion and anti-fermion distribution respectively. When the system is in thermal equilibrium and homogeneous, the \( A^\mu_\pm \) should equal to zero.\(^2\)

Now we consider the situation in which slow varying hydrodynamic fields are present. We shall assume that the system has a vector \( U(1) \) symmetry and denote associated chemical potential by \( \mu \). Consequently, the hydrodynamic fields are \( u^\mu, T \) (or its inverse \( \beta \)) and \( \mu \).

The presence of derivatives of hydrodynamic fields, or derivatives, in turn, should induce \( A^\mu_\pm \). Our goal is to look for an expansion of \( A^\mu \) up to to the first order in the derivatives. The corrections to the resulting expression should be suppressed when \( q_0, q = |q| \ll \tau_R^{-1} \) where \( \tau_R \) is the typical relaxation time.

Let us now collect the first order derivatives:
\[ \theta = \partial_\perp \cdot u, \]
\[ \omega^\mu = \frac{1}{2} \varepsilon^{\mu\nu\alpha\lambda} u_\nu \partial_\perp^\alpha u_\lambda, \quad \beta^{-1} \partial_\perp^\mu \beta, \quad \partial_\perp^\mu (\beta \mu), \]
\[ \sigma^{\mu\nu} = \frac{1}{2} \left( \partial_\perp^\mu u_\nu + \partial_\perp^\nu u_\mu \right) - \frac{1}{3} \Delta^{\mu\nu} \theta. \] (2.4a)

where \( \omega^\mu \) and \( \sigma^{\mu\nu} \) are the fluid vorticity and shear strength, respectively. Following a standard notation for hydrodynamics, we have defined the project
\[ \Delta^{\mu\nu} \equiv \eta^{\mu\nu} - u^\mu u^\nu, \] (2.5)
and denote the transverse part of a generic vector \( V^\mu \) by \( V^\mu_\perp = \Delta^{\mu\nu} V_\nu \). Note the terms involving time derivatives in the fluid rest frame, i.e \( D = u \cdot \partial \), are not included above since they can be replaced by a specific combination of spatial gradient terms in Eq. (2.4) using hydrodynamic equation of motion.

We have considered the most general expression of \( A^\mu_\pm \) that can be constructed from \( u^\mu, \varepsilon^{\mu\nu\alpha\beta}, \eta^{\mu\nu}, p^\mu, p^\mu p^\nu, \ldots \) and derivatives listed in Eq. (2.4), and require the resulting expression to be consistent with symmetries, including discrete ones. Decomposing \( A^\mu_\pm \) into longitudinal and transverse parts: \( A^\mu_\pm = f_{A,\pm} u^\mu + A^\mu_{\perp,\pm} \), we find (see Appendix. A for details):
\[ f_{A,\pm} = c_{\omega,\pm} v \cdot \omega \] (2.6)
\[ A^\mu_{\perp,\pm} = c_{\omega,\pm} \omega^\mu + c_{\gamma,\pm} \varepsilon^{\mu\nu\alpha\beta} u_\nu v_\alpha \beta^{-1} (\partial_\perp^\alpha \beta) + c_{\mu,\pm} \varepsilon^{\mu\nu\alpha\lambda} u_\nu v_\alpha \left( \partial_\perp^\lambda (\beta \mu) \right) + g_{\sigma,\pm} \varepsilon^{\mu\nu\alpha\lambda} u_\nu Q_\lambda^\rho \sigma_{\rho\alpha} + g_{\omega,\pm} Q^{\mu\nu} \omega_\nu \] (2.7)

\(^2\)We have assumed that the equilibrium state under study is parity-invariant. For a system with a non-zero axial density \( n_A \), \( A^\mu \propto n_A u^\mu \) is allowed even at zeroth order in derivative expansion.
where we have defined the single-particle velocity and energy
\[ v^\alpha = \frac{p^\alpha_\perp}{\varepsilon_u}, \quad \varepsilon_u = p \cdot u, \quad (2.8) \]
and the generalized quadrupole moment is given by
\[ Q^{\mu\nu} = -\frac{p^{\mu}_\perp p^{\mu}_\perp}{p^2_\perp} + \frac{1}{3} \Delta^{\mu\nu}. \quad (2.9) \]

In the fluid rest frame, \( Q^{ij} = \hat{p}^i \hat{p}^j - \frac{1}{3} \delta^{ij} \). \(^3\) Note for chiral fermions, \( f_{A,\pm}/\varepsilon_p \) coincides with the distribution function of axial charge (c.f. (2.3)).

In Eqs. (2.6), (2.7), those scalar functions
\[ \tilde{c}_{\omega,\pm}, c_{\omega,\pm}, c_{T,\pm}, g_\sigma, \pm, g_{\omega,\pm}, c_{\mu,\pm} \]
may be viewed as generalized transport coefficients which determine the magnitude of the induced axial Wigner function. They are function of \( T, \mu \) as well as the Lorentz scalar \( \varepsilon_u \), but we will keep those dependence implicit. To this point, those coefficients are generic and should be determined from microscopic calculations. We shall compute them at one-loop order, see Eqs. (5.1), (5.2), (5.3) or the collection of results.

Let us interpret each individual terms in Eqs. (2.6), (2.7). As we shall elaborate in Sec. 5.2, Eq. (2.6) results from the energy-shift due to spin-vorticity coupling in chiral limit. There are five terms shown in Eq. (2.7). The first one tells us nothing but the familiar phenomenon that vorticity will induce the spin polarization. The second and third terms of Eq. (2.7) describe the thermally-induced spin-Hall effect with temperature and chemical gradient (thermodynamic force) playing the role of the analog of electric field, see Ref. [23] for further discussion. While the first line of Eq. (2.7) describes known effects of vorticity and temperature/chemical potential gradient to the axial current distribution, physics of the second line has not been fully appreciated to date. It tells us that both velocity stress tensor \( \sigma_{\mu\nu} \) and vorticity \( \omega^\mu \) could induce a quadrupole in phase space. Such flow-gradient-induced phase space quadrupole is allowed by symmetry, and hence the associated transport functions \( g_\omega, g_\sigma \) should be non-zero in general. Both terms contain only one spatial gradient, and their effects can potentially be as significant as other terms in Eq. (2.7).

Summarizing this section, we obtain the derivative expansion for axial Wigner function in phase space Eqs. (2.6), (2.7). If the system is isotropic in the absence of the derivatives, only the first term in Eq. (2.7) will survive after the phase space integration in axial current \( J_5^\mu(t, x) \) (2.3). However, physics is richer in phase space. According to Eq. (2.7), different derivatives terms will induce different multipole moments respectively. Our next goal is to evaluate associated transport functions listed in Eq. (2.10).

3 Kubo relation

In this section, we shall establish Kubo relations which relate transport functions in Eqs. (2.6), (2.7) to the behavior of relevant correlation function under appropriate limit(s). The

\(^3\)We use \( \delta_{ij} \) to denote the standard Kronecker delta function, i.e. \( \delta_{xx} = \delta_{yy} = \delta_{zz} \). Because of the most minus metric that we use, \( \delta_{ij} = -\delta^i_j \) and in the fluid rest frame \( \Delta_{ij} = -\delta_{ij} \).
method we shall use is inspired by the classical work of Luttinger [24], but with a number of non-trivial generalization (see below). In Ref. [23], we have computed theperturbation of the form \( g_{\mu \nu} = \eta_{\mu \nu} + h_{\mu \nu} \) with only \( h_{0i}(t, \mathbf{x}) \) different from zero. The presence of \( h_{0i}(t, \mathbf{x}) \) will in turn induce flow \( u^\mu = (1, \mathbf{u}(t, \mathbf{x})) \). To perform the linear response analysis, we count \( h_{0i} \) and \( \mathbf{u} \) to be \( O(\delta) \) where \( \delta \) is a small parameter. In hydrodynamic regime when typical frequency \( q_0 \) and gradient \( \mathbf{q} \) associated with \( h_{0i}(t, \mathbf{x}) \) is much smaller than the relaxation rate \( 1/\tau_R \), we may expand \( A^i_{\perp}, f_A \) to the first order in both gradient and \( \delta \):

\[
\begin{align*}
A^i_{\perp} &= \tilde{c}_{\omega,\pm} v^j \omega_j + \tilde{c}^{\pm}_{\omega,\pm} v^j B^h_j \\
A^i &= (c_{\omega,\pm} \delta^{ij} + g_{\omega,\pm} Q^{ij}) \omega_j - g_{\sigma,\pm} \epsilon^{ilm} Q_{lj} \sigma^i_m,
\end{align*}
\]  

(3.1a)

where \( \mathbf{v} = \mathbf{p}/\epsilon_p \) and the summation over the dummy index is understood. In this section, we use \( \sigma^{ij} \) (and similar for \( \omega^{\mu}, Q^{\mu \nu} \)) to denote \( i, j \) components of \( \sigma^{\mu \nu} \) defined in Eq. (2.4a) up to first order in \( \delta \), i.e.,

\[
\omega^i = -\frac{1}{2} \epsilon^{ij} \partial_j u_l, \quad \sigma^i_j = \frac{1}{2} \left( \partial^i u_j + \partial^j u_i + \frac{2}{3} \delta^i_j (\partial^l u_l) \right).
\]

(3.2)

\[
Q_{ij} = \frac{p_i p_j}{p^2} - \frac{1}{3} \delta_{ij}.
\]

(3.3)

We further decompose the gradient of \( h_{0i} \) into symmetric and anti-symmetric part and define in analogous to Eq. (3.2) that

\[
B^{i,h}_j = -\frac{1}{2} \epsilon^{ij} \partial_j h_{0l}, \quad (\sigma^{h})^i_j = \left( \frac{1}{2} \left( \partial^i h_{0j} + \partial^j h_{0i} \right) + \frac{1}{3} \delta^i_j (\partial^l h_{0l}) \right)
\]

(3.4)

Note in the absence of the metric perturbation, Eq. (3.1) matches with Eq. (2.7) as it should be.

If \( A^\mu \) were covariant under local Lorentz transformation, its dependence on the metric is simply given by taking all derivatives in Eq. (2.7) as covariant ones. However, \( A^\mu \) is only covariant under global Lorentz transformation but not covariant local Lorentz transformation when a metric perturbation is present. That is why \( c^{h}_{\omega,\pm}, g^{h}_{\omega,\pm} \) in Eq. (3.1) are independent and can not be fixed by imposing local Lorentz covariance. In principle one can embed the appropriate Gauge link to obtain the covariant Wigner function \( A^\mu \), see Refs. [25, 26] for further discussion. However, for the purpose of determining \( c_{\omega}, g_{\omega} \) and \( g_{\sigma} \), considering \( A \) is sufficient since the difference between \( A \) and the covariant one \( A' \) should only appear at higher order in derivatives.

\footnote{We use \( \epsilon^{ijk} = \epsilon^{0ijk} = -\epsilon_{ijk} \) to denote Levi-Civita symbol in 3d.}
Next, we consider the linear response theory which tells us that the induced axial current distribution up to the first order in metric perturbation (in Fourier space) is given by (c.f Eq. (2.1)):

$$\mathcal{A}_\pm^\mu(q_0, q; p) = \varepsilon_p G^\mu,0j(q_0, q; p) h_{0j}(q_0, q; p).$$

where the retarded correlation function of $\hat{\mathcal{A}}^\mu$ and stress-energy tensor operator $\hat{T}^{\mu\nu}$ reads:

$$G^{\mu,0\nu}(t, x; y) = -i \langle [\hat{\mathcal{J}}^\mu(t, x), \hat{T}^{0\nu}(0, 0; 0)] \rangle \theta(t),$$

In Eq. (3.5), we have assumed that the correlation function can be divided into two parts,

$$G^{\mu,0\nu}(q_0, q; p) = G^{\mu,0\nu}_+(q_0, q; p) + G^{\mu,0\nu}_-(q_0, q; p),$$

which describes the induced axial Wigner function of fermion and anti-fermion respectively. We shall show how to make such division explicitly in Sec. 4.

To extract the desired transport functions from Eq. (3.5), in what follows, we shall consider the behavior of $\mathcal{A}_\pm^\mu$ and the retarded correlation function under two different limits. We shall detail the analysis of $\mathcal{A}_\pm^\mu$. That of $f_A$ follows similar steps.

We first take the "slow limit" by which we mean:

$$\lim_s : q_0 \ll q, \text{ and } q_0, q \ll \tau_R^{-1}. \tag{3.8}$$

In this limit, the flow induced by the metric perturbation is fully developed, and we would expect that the frame where the local fluid is at rest coincides with that of metric perturbation, i.e.,

$$\lim_s (u_j - h_{0j}) = 0. \tag{3.9}$$

Taking the limit, Eq. (3.1) becomes

$$\lim_s \mathcal{A}_\pm^\mu = [(c_{\omega,\pm} + c_{\omega,\pm}^h) \delta^{ij} + (g_{\omega,\pm} + g_{\omega,\pm}^h) Q^{ij}] B_i^h - (g_{\sigma,\pm} + g_{\sigma,\pm}^h) \epsilon^{ilm} Q_{lj} (\sigma^h)^m_j. \tag{3.10}$$

When taking the slow limit, we require $q_0/q \ll 1$ but $q_0$ is not necessarily zero. That is why in Eq. (3.10) we can keep a non-zero shear strength $\sigma_{ij}$ which would excite only shear modes with a typical frequency of the order $q_0 \sim \nu q^2 \ll q$ where $\nu$ denotes the specific viscosity. Note in hydrodynamic regime $\nu q \ll 1$.

We now turn to the second limit, the fast limit, that:

$$\lim_f : q_0 \gg q \text{ and } q, q_0 \gg \tau_R^{-1}. \tag{3.11}$$

Note when taking the both limit, we still require that $\varepsilon_0 \gg q_0, q$ as we mentioned at the beginning of this paper. We shall further assume $\varepsilon_0 \gg \tau_R^{-1}$ throughout, the assumption of which is justified when the interaction is weak. In this limit, there is not enough time for the system to develop the flow velocity and hence flow velocity simply vanishes. However, we might still express $\mathcal{A}$ in terms of gradient of metric:

$$\lim_f \mathcal{A}_\pm^i = \left(c_{\omega,\pm}^h \delta^{ij} + g_{\omega,\pm}^h Q^{ij}\right) B_i^h - g_{\sigma,\pm}^h \epsilon^{ilm} Q_{lj} (\sigma^h)^m_j. \tag{3.12}$$
One important assumption we made here is that $c^h, g^h, g^\omega$ are the same as those in Eq. (3.1). We can argue for this assumption as follows. The small parameter associated with the expansion in terms of the gradient of metric is $q_0/\varepsilon_0, q/\varepsilon_0$ where $\varepsilon_0$ denotes the typical single-particle energy. Therefore the expansion coefficient should not be sensitive to the hierarchy between $q_0, q$ and $\tau_R^{-1}$. Introducing the notation

$$\lim_{s-f}(\ldots) \equiv \lim_s(\ldots) - \lim_f(\ldots)$$  \hspace{1cm} \text{(3.13)}$$

where $\ldots$ represents an arbitrary function function of $q_0, q$, and $\tau^{-1}$. Introducing the notation

$$\lim_{s-f} A_{i\pm} = (c_{i\pm} Q^i + g_{i\pm} Q^i) B^j - g_{\sigma,\pm} \epsilon^{ilm} Q_{ij} Q_{lm}. \hspace{1cm} \text{(3.14)}$$

Comparing Eq. (3.14) with Eq. (3.5), we may parametrize the behavior of $G$ as

$$\varepsilon_p \lim_{s-f} G^{i,0j}(q_0, q; p) = \kappa_{ijm} \epsilon_{ijm} q_m,$$ \hspace{1cm} \text{(3.15)}

where the function $\kappa$ is given by:

$$\kappa_{ijm} (p) = -\kappa_{ijm} (p) = \varepsilon_p \frac{\partial}{\partial q_m} \lim_{s-f} G^{i,0j}(q_0, q; p). \hspace{1cm} \text{(3.16)}$$

Comparing Eq. (3.5) with Eq. (3.14), we further obtain the Kubo relation

$$c_{i\pm} = \frac{1}{3} \varepsilon_p \epsilon^{ilm} \kappa^{\pm}_{ijm}, \hspace{1cm} \text{(3.17a)}$$

$$g_{i\pm} = \frac{3}{2} \varepsilon_p \epsilon^{ilm} Q^l \kappa^{\pm}_{ijm}, \hspace{1cm} \text{(3.17b)}$$

$$g_{\sigma,\pm} = i \varepsilon_p \epsilon^{ijklm} Q^k \kappa^{\pm}_{ijm} \hspace{1cm} \text{(3.17c)}$$

where we have used the identity $\delta_{ii} = 3, Q_{ij} Q^{ij} = 2/3, \epsilon^{ilm} Q^l \epsilon_{k(i(m} Q_{j)k} = 1$, and the brackets around a pair of indices, $(ij)$ mean that indices to be symmetrized. By analyzing $f_A$, we obtain the following expression:

$$\tilde{c}_{i\pm} = -\frac{1}{\bar{v}^2} \varepsilon_p \lim_{s-f} \epsilon_{ijm} \bar{v}^l \frac{i \partial}{\partial q_m} G^{0,0j}(q_0, q; p). \hspace{1cm} \text{(3.17d)}$$

In the fast limit when the flow velocity is yet to develop, $A_{i\pm}$ solely comes from metric perturbation. In the slow limit, $A_{i\pm}$ contains the response from both the metric perturbation and flow gradient developed subsequently. Therefore one should subtract the $\lim_{f} A_{i\pm}$ from $\lim_{s-f} A_{i\pm}$ in order to determine the response of $A^i$ to flow gradient. For this reason, the transport functions, which describe the response to flow gradient, is determined by the difference between the behavior of correlation functions in slow and fast limit in the present Kubo relation.

We shall use Eq. (3.17) and Eq. (3.17d) to compute $c_{i\pm}, g_{i\pm}, g_{\sigma}$ and $\tilde{c}_{i\pm}$ respectively in the subsequent section. We shall test our prescription by comparing the results at one-loop with those obtained from the quantum kinetic theory.
Figure 1: One loop diagram contributing to $G^{i,0}_{\mu}$ defined in Eq. (3.6). Note, since we are interested in the induced momentum space distribution, we shall only sum over loop frequency (Matsubara frequency), but shall not integrate over the loop momentum $p$.

4 One loop

In this section, we shall explicitly evaluate the correlation functions defined in Eq. (3.6) at one-loop. We shall first present the calculation of $G^{i,0}_{\mu}$ in details, and just state the final result for $G^{0,0}_{\mu}$. Note, since we are interested in the induced momentum space distribution, we shall only sum over loop frequency, but shall not integrate over the loop momentum $p$. In Refs. [27, 28], $\int d^3p / (2\pi)^3 G^{i,0}_{\mu}(q_0, q; p)$ is computed to study chiral vortical effect (CVE).

We begin with the (symmetric) energy-momentum tensor $\hat{T}_{\mu\nu}$ in terms of the Dirac field:

$$\hat{T}_{\mu\nu} = \frac{i}{4} \bar{\psi} \gamma_{\mu} \gamma^{\nu} \psi + \gamma_{\nu} \partial^{\mu} \psi.$$

where $\partial_{\mu}$ is defined by $A \partial_{\mu} B = A \partial_{\mu} B - (\partial_{\mu} A) B$ for arbitrary function $A$ and $B$. Note by definition, $\hat{T}_{\mu\nu}$ is symmetric. Since $\hat{T}_{\mu\nu} = \hat{T}_{1\mu\nu} + \hat{T}_{2\mu\nu}$ contains two terms where $\hat{T}_{1\mu\nu} \equiv (i/4) \bar{\psi} \gamma^{\nu} \partial^{\mu} \psi, \hat{T}_{2\mu\nu} \equiv (i/4) \bar{\psi} \gamma^{\nu} \partial^{\mu} \psi$, we divide correlation function into two parts accordingly:

$$G^{\mu,0}_{\nuj} = G^{\mu,0}_{1\nuj} + G^{\mu,0}_{2\nuj},$$

where the $G^{\mu,0}_{1,2} \sim \langle [\hat{J}_{5}^{\mu}, \hat{T}_{1,2}^{0j}] \rangle$. Introducing the Euclidean propagator as function of the Fermionic Matsubara frequency $\nu_n = \pi T (2n + 1) + \mu$ and momentum $p$

$$S(i\nu_n, p) = \sum_{s=\pm} \Lambda_s(p) \Delta_s(i\nu_n, p),$$

$$\Lambda_s(p) = s\gamma^0 \epsilon_p - p \cdot \gamma + m,$$

$$\Delta_s(i\nu_n, p) = \left( \frac{s}{2\nu_n} \right) \frac{1}{\nu_n - s\epsilon_p},$$

we can explicitly express correlation function in terms of (Matsubara) frequency and mo-
mentum space as

\[ G^{i,j}_{1}(i\omega_n, q, p) = \frac{1}{2\beta} \sum_{\nu_n} \text{Tr} \left[ \gamma^i \gamma^5 S(i\nu_n + i\omega_n, p_1) \gamma^j (i\nu_n + \frac{i\omega_n}{2}) S(i\nu_n, p_2) \right] \tag{4.6} \]

\[ G^{i,j}_{2}(i\omega_n, q, p) = \frac{1}{2\beta} \sum_{\nu_n} \text{Tr} \left[ \gamma^i \gamma^5 S(i\nu_n + i\omega_n, p_1) \gamma^j \left( i\nu_n + \frac{i\omega_n}{2} \right) S(i\nu_n, p_2) \right] \tag{4.7} \]

\[ G^{0,0}_{j}(i\omega_n, q, p) = G^{0,0}_{j}(i\omega_n, q, p) = \frac{1}{2\beta} \sum_{\nu_n} \text{Tr} \left[ \gamma^0 \gamma^5 S(i\nu_n + i\omega_n, p_1) \gamma^j (i\nu_n + \frac{i\omega_n}{2}) S(i\nu_n, p_2) \right]. \tag{4.8} \]

Note \( G^{0,0}_{j} = 0 \) due to the trace of the product of the associated gamma matrices vanishes. Here, correlation function depends on Bosonic Matsubara frequency \( \tilde{\omega}_n = 2n\pi T \) and we have defined \( p_1 = p + \frac{\epsilon}{2}, p_2 = p - \frac{\epsilon}{2} \).

To evaluate correlation functions, we need to take the trace

\[ X_{ss'}(p_1, p_2) \equiv \text{Tr} \left[ \gamma^i \gamma^5 \Lambda_s(p_1) \gamma^j \Lambda_{s'}(p_2) \right] = -4ie^{ijm} (s\varepsilon_1 p_2 - s'\varepsilon_2 p_1)_m \tag{4.9} \]

\[ Y^{i}(p_1, p_2) \equiv \text{Tr} \left[ \gamma^i \gamma^5 \Lambda_s(p_1) \gamma^0 \Lambda_{s'}(p_2) \right] = 4ie^{ijm} q_{jm}, \tag{4.10} \]

and perform the summation over Matsubara frequency:

\[ I_{ss'}(q_0, \varepsilon_1, \varepsilon_2) = T \sum_{\nu_n} \Delta_s(i\nu_n + i\tilde{\omega}_n, p_1) \Delta_{s'}(i\nu_n, p_2) |_{i\omega_n \rightarrow q_0 + i0^+} \]

\[ = \sum_{ss'} \left( \frac{-ss'}{4\varepsilon_1 \varepsilon_2} \left( sn_s(\varepsilon_1) - s'n_{s'}(\varepsilon_2) \right) \right) \tag{4.11a} \]

\[ J_{ss'}(q_0, \varepsilon_1, \varepsilon_2) = T \sum_{\nu_n} (i\nu_n + \frac{i\tilde{\omega}_n}{2}) \Delta_s(i\nu_n + i\tilde{\omega}_n, p_1) \Delta_{s'}(i\nu_n, p_2) |_{i\omega_n \rightarrow q_0 + i0^+} \]

\[ = (sn_1 - \frac{q_0}{2}) I_{ss'}(q_0, \varepsilon_1, \varepsilon_2) + \frac{s}{4\varepsilon_1 \varepsilon_2} n_{s'}(\varepsilon_2). \tag{4.11b} \]

To obtain the real time correlation function, we analytically continue the Euclidean correlator by employing the replacement \( i\omega_n \rightarrow q_0 + i0^+ \) in Eq. \( 4.11 \). Note, \( 0^+ \) here may be understood as the inverse of relaxation time \( \tau_R^{-1} \). Here, \( \varepsilon_{1,2} = \sqrt{m^2 + p_{1,2}^2} \) and \( n_{\pm}(\varepsilon) = \frac{1}{1 + e^{\beta(\varepsilon - \mu)}} + 1 \) is the Fermi Dirac distribution for particle \((n_+)\) and antiparticle \((n_-)\) with chemical potential \(\mu\). To obtain the above expression, we use \( n_+(s\varepsilon) \rightarrow s n_s(\varepsilon) \) and drop the vacuum contribution \( n_0 \) in the relation \( n_+(-\varepsilon) = 1 - n_- (\varepsilon) \).

We now express the retarded correlation functions Eq. \( 4.6 \)~\( 4.8 \) as

\[ G^{i,j}_{1}(q_0, q, p) = \frac{1}{2} \sum_{ss'} X_{ss'}^{ij}(p_1, p_2) J_{ss'}(q_0, \varepsilon_1, \varepsilon_2), \tag{4.12} \]

\[ G^{i,j}_{2}(q_0, q, p) = \frac{1}{2} Y^{i}(p_1, p_2) p^j \sum_{ss'} I_{ss'}(q_0, \varepsilon_1, \varepsilon_2), \tag{4.13} \]

\[ G^{0,j}_{1}(q_0, q, p) = -\frac{1}{2} Y^{j}(p_1, p_2) \sum_{ss'} J_{ss'}(q_0, \varepsilon_1, \varepsilon_2) \tag{4.14} \]
To proceed, we set up the power counting
\[ \frac{q_0}{\varepsilon_0}, \frac{q}{\varepsilon_0} = O(\delta_1) \] (4.15)
where \( \delta_1 \) is a small parameter. Summing up the contribution from \( G_1 \) and \( G_2 \) and expanding the result to the first order of \( \delta_1 \) yield the expression
\[
G^{i,0j}_\pm(q_0, q, p) = -\frac{i}{2} \epsilon^{ijm} q_m \left[ q_0 \mp i \Delta \varepsilon D_\pm \right] - \frac{i}{2} \epsilon^{iml} q_m v_l \mp \left[ q_0 D_\pm \right] \]
\[ \mp \frac{1}{2} \epsilon^{iml} q_m v_l (\mp \Delta \varepsilon D_\pm) \] (4.16)
\[
G^{0,0j}_\pm(q_0, q, p) = \pm \frac{i}{2} \epsilon^{jml} q_m v_l (\mp \Delta \varepsilon D_\pm). \] (4.17)

The first line of Eq. (4.16) is from \( G^{i,0j}_1 \) and the second line of Eq. (4.16) is from \( G^{i,0j}_2 \). For notational brevity, we have defined
\[ v = \frac{p}{\varepsilon_p}, \quad \Delta \varepsilon = v \cdot q = -v^m q_m, \quad D_\pm = \frac{a_\pm}{q_0 \mp \Delta \varepsilon + i0^+} \] (4.18)
\[ a_\pm = -\frac{\partial n_\pm(\varepsilon_p)}{\partial \varepsilon_p} = \beta n_\pm(\varepsilon_p) (1 - n_\pm(\varepsilon_p)), \quad b_\pm = \frac{n_\pm(\varepsilon_p)}{\varepsilon_p}. \] (4.19)

As we discussed earlier, we need to decompose \( G^{i,0j}_\pm \) (and similarly for other correlation functions) into two parts, \( G^{i,0j}_R \) (see Eq. (3.7)), so that the induced axial current distribution for fermions and anti-fermions are given by Eq. (3.5). Observing that \( A_+ \) (\( A_- \)) should only depend on \( a_+, b_+ \) (\( a_-, b_- \)), we simply group terms associated with \( D_+ \) and \( b_+ \) are grouped to \( G_{R,+} \) and perform the similar procedure for \( G_{R,-} \).

We are now ready to take the slow/fast limits as defined in the previous section. Noting
\[
\lim_{s} (\mp \Delta \varepsilon D_\pm) = a_\pm, \quad \lim_{f}(q_0 D_\pm) = 0, \] (4.20)
\[
\lim_{s} (\mp \Delta \varepsilon D_\pm) = 0, \quad \lim_{f}(q_0 D_\pm) = a_\pm, \] (4.21)

it immediately follows from Eq. (4.16) and Eq. (4.17) that:
\[
\frac{i\partial}{\partial q_m} \lim_{s} G^{i,0j}_\pm = \frac{1}{2} \epsilon^{ijm} (a_\pm - b_\pm) + \frac{1}{2} \epsilon^{iml} q_m v_l (a_\pm + b_\pm) \] (4.22)
\[
\frac{i\partial}{\partial q_m} \lim_{f} G^{i,0j}_\pm = -\frac{1}{2} \epsilon^{ijm} b_\pm - \frac{1}{2} \epsilon^{iml} q_m v_l a_\pm + \frac{1}{2} \epsilon^{iml} q_m v_l b_\pm \] (4.23)

Finally, we have:
\[
\kappa^{ijm}_{\pm} = \lim_{s,f} \frac{i\partial}{\partial q_m} G^{i,0j}_\pm = \frac{1}{2} a_\pm (-\epsilon^{ijm} + \epsilon^{iml} q_m v_l + \epsilon^{iml} v_l a_\pm) \] (4.24)

Similarly, we have
\[
\lim_{s,f} \frac{i\partial}{\partial q_m} G^{0,0j}_\pm = \mp \frac{1}{2} \epsilon^{iml} v_l a_\pm. \] (4.25)

With Eqs. (4.24), (4.25) at hand, we can extract the transport functions, as we shall do in the next section.
5 Results and discussion

5.1 Collecting our results, and comparison to others

In Sec. 2, we expand axial current phase space density $\mathcal{A}^\mu(t, \mathbf{x}, p)$ in terms of derivatives of hydrodynamics fields (see Eqs. (2.6),(2.7)), and derive a Kubo relation relating transport functions in this derivative expansion with the behavior of correlation function under appropriate limits, see Eqs. (3.17), (3.16) for explicit expression. In Sec. 4, we performed a standard one-loop calculation and determined the behavior of the correlation function under those limits. Substituting Eqs. (4.24), (4.25) int Eqs. (3.17),(3.17d), we obtain the desired expression for transport functions for fermions with a generic mass:

\begin{align}
(c_{\omega,\pm})_{1\text{-loop}} & = -(\varepsilon_{\omega,\pm})_{1\text{-loop}} = \varepsilon_u \left(-n_{\pm}(\varepsilon_u)\right), \\
(g_{\omega,\pm})_{1\text{-loop}} & = 0 \\
(g_{\sigma,\pm})_{1\text{-loop}} & = -v^\alpha v_\alpha \varepsilon_u \left(-n'_{\pm}(\varepsilon_u)\right),
\end{align}

where we introduce the notation $n'_{\pm}(\varepsilon_u) \equiv \partial n_{\pm}(\varepsilon_u)/\partial \varepsilon_u$. Since we are working in the rest-frame of the fluid in the previous sections, we have replaced $\varepsilon_p$ with $\varepsilon_u = p \cdot u$ and $v^2$ with $-v^\alpha v_\alpha$ in Eqs. (4.24), (4.25) to obtain results in the general fluid frame, i.e. Eq. (5.1). In Ref. [23] by us, we computed $c_T, c_\mu$ through the same method, finding:

\begin{align}
(c_{T,\pm})_{1\text{-loop}} & = \varepsilon_u \left(-n_{\pm}(\varepsilon_u)\right), \\
(c_{\mu,\pm})_{1\text{-loop}} & = \mp \beta^{-1} \left(-n'_{\pm}(\varepsilon_u)\right).
\end{align}

Placing expressions (5.1),(5.2),(5.3) back to the derivative expansion Eqs. (2.6),(2.7), we have

\begin{align}
(f_{A,\pm})_{1\text{-loop}} & = - \left(-n'_{\pm}(\varepsilon_u)\right) p_{\perp} \cdot \omega \\
(A_{\perp,\pm}^\mu)_{1\text{-loop}} & = \varepsilon_u \left(-n_{\pm}(\varepsilon_u)\right) \left\{ \omega^\mu + e^{\mu\alpha\lambda} u_\nu \frac{\partial^\alpha}{\varepsilon_u} \left[ \beta^{-1} (\partial_\lambda \beta) \right] \right. \\
& \quad \left. + \left(-\frac{P^2}{\varepsilon_u^2}\right) e^{\mu\alpha\beta} u_\nu Q^{\alpha}_{\sigma \rho} \sigma_{\rho\beta} \right\}. 
\end{align}

The phase space density of axial current (or the average spin vector) in the presence of temperature gradient and vorticity has been studied extensively (see Ref. [3] for a review). To make comparison with previous studies, we use

\begin{align}
\frac{1}{2} e^{\mu\alpha\lambda} p_\nu \beta^{-1} \partial_\alpha (\beta u_\beta) & = \frac{1}{2} e^{\mu\alpha\lambda} \left( \varepsilon_u u_\nu + p_{\nu,\perp} \right) \left[ u_\lambda \beta^{-1} (\partial_\alpha \beta) + \partial_\alpha u_\lambda \right] \\
& = \varepsilon_u \omega^\mu + \frac{1}{2} e^{\mu\alpha\lambda} p_{\perp,\nu} u_\lambda \beta^{-1} (\partial_\alpha \beta) + \frac{1}{2} e^{\mu\alpha\lambda} p_{\perp,\nu} (u_\alpha Du_\lambda + \partial_\alpha^\perp u_\lambda) \\
& = \varepsilon_u \omega^\mu + e^{\mu\alpha\lambda} u_\nu p_{\perp,\alpha} \beta^{-1} (\partial_\lambda \beta) - u^\mu (p_{\perp} \cdot \omega),
\end{align}

where from the second line to the third line, we have used the ideal hydrodynamic equation for a neutral fluid: $Du_\alpha = -\beta^{-1} \partial_\alpha \beta$ where $D \equiv u \cdot \partial$ and the relation:

\begin{align}
\frac{1}{2} e^{\mu\alpha\lambda} p_{\perp,\nu} \partial_\alpha^\perp u_\lambda & = \frac{1}{2} e^{\mu\alpha\beta} p_{\perp,\nu} \epsilon_{\alpha\beta\rho} u^\rho \omega^\nu = -u^\mu (p_{\perp} \cdot \omega).
\end{align}
Therefore we can recast Eq. (5.4) into the form:

\[
(A_{\pm}^\mu)_{\text{loop}} = -n'_\pm (\varepsilon_u) \left[ \beta^{-1} \hat{\Omega}_T^{\mu\nu} p_\nu + \left( \frac{1}{\beta \varepsilon_u} \right) \epsilon^{\mu \nu \alpha \lambda} u_\nu p_\alpha \partial_\lambda (\beta \mu) + \left( -\frac{p'^2_\mu}{\varepsilon_u} \right) \epsilon^{\mu \alpha \beta} u_\alpha Q_\beta^\rho \sigma_{\rho \beta} \right]
\]

where (the dual of) thermal vorticity is given by \( \hat{\Omega}_T^{\mu \nu} = (1/2) \epsilon^{\mu \nu \alpha \lambda} \partial_\alpha (\beta u_\lambda) \). The first term in Eq. (5.7) matches with the description of thermal vorticity effects in Refs. [2, 29]

Two remarks are due here:

- When shear strength and charge density gradient are non-zero, the thermal vorticity is not the only effect which contribute to spin polarization. The shear strength is generically comparable to vorticity in heavy-ion collisions. At beam energy scan energy at RHIC, the baryon density gradient is also sizable.

- Several alternative forms of axial Wigner function are proposed to describe the experiment data, see Refs. [30, 31] for examples. Those expression of course can be expressed in the form of Eqs. (2.6),(2.7). However, the corresponding transport functions are different from one-loop results Eqs. (5.1), (5.2).

5.2 Shear-induced polarization and magnetization current

What is the physical origin of shear-induced quadrupole? Why \( g_\omega \), which quantify the quadrupole induced by vorticity, is zero at one-loop order, although it does not have to be? We shall address those questions by considering quantum kinetic theory.

For simplicity, let us now consider a specific case that fermions under study is massless. Below, we shall only present discussion for fermions as that for anti-fermions is in parallel. According to chiral kinetic theory [32, 33] (see Ref [34, 35] for examples of recent developments), one can determine \( A_{\pm} \) through the variation of the semi-classical action for Weyl fermions [17, 18], yielding

\[
A_+(t, x; p) = \sum_{\nu = \pm} \varepsilon_p \left[ s_\lambda \hat{p} f_\lambda(t, x; p) - \frac{\hat{p}}{2|p|} \times \nabla f_\lambda(t, x; p) \right], \tag{5.8}
\]

where \( \lambda = +, - \) accounts for right-handed and left-handed fermions respectively and where \((s_L, s_R) = (1, -1)\). Note for massless fermions, \( \nu = \hat{p} \) and \( \varepsilon_u = |p| \) in the fluid rest frame. The first term of Eq. (5.8) arises from the fact that the spin of right-handed (left-handed) fermions is along (opposite to) the direction of its momentum. The second term is refered as to the magnetization current (MC) term \( \nabla \times M \), since the magnetization density \( M \) of chiral fermion \( \lambda \) is related to magnetic moments of fermions: \( M_\lambda = \int_p (\hat{p}/2|p|) f_\lambda \), and \( \nabla \times M \) is the magnetization current.

Let us consider the system in the presence of a slow varying velocity field \( u \), and examine the behavior of \( f_{A_+} \) according to Eq. (5.8). The local equilibrium distribution function becomes \( n_+(\beta(\varepsilon_p - p \cdot u - \Delta \varepsilon_{\omega, \lambda})) \) where the energy shift due to spin-vorticity coupling is given by \( \Delta \varepsilon_{\omega, \lambda} = \frac{1}{2} s_\lambda \omega \cdot \hat{p} \). We first note that to the first order in gradient,
\( f_{A,+} \) is non-zero because of the energy shift:

\[
\begin{align*}
    f_{A,+} &= \varepsilon_p \sum_{\lambda=\pm} n_+ (\beta (\varepsilon_p - p \cdot u - \Delta \varepsilon_{\omega,\lambda} - \mu)) = (n'_+ \varepsilon_p \omega \cdot \hat{p}),
\end{align*}
\]

(5.9)

Next, we replace \( f_\lambda \) with \( n_+ (\beta (\varepsilon_p - p \cdot u - \Delta \varepsilon_{\omega})) \) and expand Eq. (5.8) to the first order in gradient. The first term in Eq. (5.8), induced by energy shift, becomes

\[
\begin{align*}
    (A^i_+)_1 &= (n'_+ \varepsilon_p \left( \frac{1}{3} \omega^i - Q^{ij} \omega_j \right))
\end{align*}
\]

(5.10)

while the second term, related to the MC term, can be written as

\[
\begin{align*}
    (A^i_+)_2 &= - (n'_+ \varepsilon_p) \epsilon^{ilm} \hat{p}_i \hat{p}_j \partial_m u^j \\
    &= - (n'_+ \varepsilon_p) (\frac{2}{3} \omega^i - Q^{ij} \omega_j + \epsilon^{ilm} Q_{ij} \sigma^l_m)
\end{align*}
\]

(5.11)

Collecting both contributions, we find

\[
\begin{align*}
    A^i_+ &= (n'_+ \varepsilon_p \left( \frac{1}{3} \omega^i - Q^{ij} \omega_j \right)) - \left( \frac{2}{3} \omega^i - Q^{ij} \omega_j + \epsilon^{ijk} Q_{jl} \sigma^l_k \right)
\end{align*}
\]

(5.12)

Note, Eq. (5.12) agrees with Eq. (2.7) in the massless limit. To this point, we have assumed that \( \beta \) and \( \mu \) are constant. It is a straightforward exercise to show that one could obtain the effects of temperature and chemical potential gradient from the magnetization current in Eq. (5.8) following similar steps, and the results of doing so agree with Eq. (2.7) in massless limit as well. Since the one-loop calculations should be matched with the analysis based on kinetic theory, we take this agreement as a nontrivial test of our calculation.

The above exercise makes clear the close relation between shear-induced polarization and the MC term. The latter is well-known in the context of quantum kinetic theory. One should be able to generalize the above discussion based on chiral kinetic theory for massless fermions to massive fermions. Indeed, Ref. [19] shows that quantum kinetic equation and consequently \( A^i_+ \) behaves smoothly from massless limit to the massive case, see also Refs. [25, 36, 37] for related studies.

We close this section by discussing potential corrections to Eq. (5.1) from higher loop effects along the lines of the above analysis. Let us account for the high loop corrections to the energy shift due to spin-vorticity coupling by introducing a non-zero parameter \( \gamma \), i.e.,

\[
\Delta \varepsilon_{\omega,\lambda} = (1+\gamma) \omega \cdot \hat{p}.\]

Further, we recover the g-factor \( g \) dependence of the MC term which changes by \( g/2 \) (see for example Ref. [22]). Consequently, Eqs. (5.9) and (5.12) become, respectively,

\[
\begin{align*}
    f_{A,+} &= (1 + \gamma)(n'_+ \varepsilon_p \omega \cdot \hat{p}),
    A^i_+ &= (n'_+ \varepsilon_p \left( 1 + \gamma \right) \left( \frac{1}{3} \omega^i - Q^{ij} \omega_j \right) - \frac{g}{2} \left( \frac{2}{3} \omega^i - Q^{ij} \omega_j + \epsilon^{ijk} Q_{jl} \sigma^l_k \right)
\end{align*}
\]

(5.13)

\[
\begin{align*}
    A^i_+ &= (n'_+ \varepsilon_p \left( 1 + \gamma \right) \left( \frac{1}{3} \omega^i - Q^{ij} \omega_j \right) - \frac{g}{2} \left( \frac{2}{3} \omega^i - Q^{ij} \omega_j + \epsilon^{ijk} Q_{jl} \sigma^l_k \right)
\end{align*}
\]

(5.14)
Two comments is due here. First, we observe from (5.14) that $g_\omega \propto (g - 2 - \gamma)$. Since $\gamma$ is generically independent of $g - 2$, $g_\omega$ might be non-zero beyond one-loop. Second, we observe from Eqs. (5.13) and (5.14) that $c_\omega \neq \tilde{c}_\omega$, or more explicitly, $c_\omega - \tilde{c}_\omega \propto (g - 2 - 2\gamma)$. So, it would be interesting to evaluate radiative corrections to $g_\omega, c_\omega, \tilde{c}_\omega$ as well other coefficients in future. We remark that in Dirac/Weyl semi-metals, the value of g-factor of the emergent chiral quasi-particles can significantly differ from $g = 2$ due to a strong spin-orbit coupling (see Ref [22] and references therein).

6 Summary and outlook

In the fireball created in heavy-ion collisions, the derivatives of hydrodynamic fields such as flow and temperature can be of the order 10 MeV. Those derivatives might give rise to observable effects in $\Lambda$ and $\bar{\Lambda}$ spin polarization measurement under the current precision. In this work, we have expanded the axial Wigner function in phase space systematically to the first order in derivatives. To obtain the associated transport functions, we have derived a generalized Kubo relation, allowing for the computation of relevant transport functions using the standard thermal field theory techniques. The present one-loop calculation in massless limit agrees with those obtained using the chiral kinetic theory. However, our results can be systematically improved by including higher loop corrections.

The main message of our study is that derivatives of hydrodynamic fields can induce a rich pattern in axial Wigner function and hence spin polarization density in phase space. In particular, we observe the shear strength (see Eq. (2.4a)) can induce quadrupole pattern in the phase space, and this contribution is closely related to magnetic current. For illustration, let us take a flow profile $u^\mu = (1, u)$ with $|u| \ll 1$. Eq. (5.2) then becomes

$$A^i_{\pm} = -\left(-\frac{\partial n_\pm}{\partial \varepsilon}\right) \left(\frac{p}{\varepsilon_p}\right)^2 \varepsilon^{ijk} Q_j \sigma^i_k + \ldots,$$

where explicitly

$$Q^{ij} = \left(\frac{p^i p^j}{\varepsilon_p} - \frac{1}{3} \delta^{ij}\right), \quad \sigma^j_i = \frac{1}{2} \left(\partial_i u^j + \partial_j u^i + \frac{2}{3} (\partial \cdot u) \delta^j_i\right).$$

Let us further consider the familiar shear flow in which case both vorticity and shear strength are present. Fig. 2, which shows the resulting spin polarization in phase space, suggests a description of spin-polarization distribution would not be complete without including “shear-induced polarization”. We also note that the coupling between the quadrupole and vorticity (see the last term in Eq. (2.7)) might be non-zero beyond one-loop. This would potentially induce additional quadrupole pattern in the spin polarization distribution in the presence of vorticity.

In future, the derivative expansion supplemented with the one-loop calculation results, i.e., Eq. (5.4), can be served as a reference basis for the interpretation of the experimental data. For this purpose, one needs to perform a quantitative study based on hydrodynamic derivatives obtained from the state-of-art hydrodynamics simulation, see also a recent study using the transport model [6] which implements the contribution from the magnetization current. The results employing the realistic hydrodynamic modeling are reported in the accompanying paper [38].
Figure 2: An illustration of spin polarization density in phase space induced by a shear-flow profile. Left: we consider and plot a typical shear flow profile \( \partial_y u_x = -\alpha \), where \( \alpha \) is a constant. The corresponding vorticity and shear strength are \( \sigma^x_y = \sigma^y_x = \alpha, \omega_z = \alpha \).

According to Eq. (5.4), the spin polarization vector projected to \( z \)-direction is given by:

\[
P_z \propto A_z \propto \alpha (1 - \sin^2 \theta \cos(2\phi)).
\]

In the expression of \( P_z \), the first term is due to vorticity-induced polarization (see the first term of Eq. (5.4)) and the second one is from "shear-induced polarization" (SIP), see the second line of Eq. (5.4) or Eq. (6.1) and the text.

Right: the resulting (scaled) \( P_z \) vs \( \phi \) at \( \theta = 0 \). We consider massless fermions for illustrative purpose and parametrize the direction of the single particle momentum in terms of polar and azimuthal angle \( \hat{p} = (\sin \theta \cos \phi, \theta \sin \phi, \cos \theta) \).
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A The details in the gradient expansion

We here provide further details on obtaining the gradient expansion in Eqs. (2.6) and (2.7). Our strategy is to first write down all possible vectors which can be formed by each of the derivatives listed in Eq. (2.4) together with \( u^\mu, p^\mu_\perp, Q^\mu_\nu, \epsilon^{\mu\nu\alpha\beta} \), and then examine how the results transform under \( T \) and \( P \). For simplicity, we shall consider a neutral fluid and hence do not include the contribution from \( \partial_\perp^\mu (\beta^\mu) \) for the moment. There are fourteen possible vectors:

\[
\begin{align*}
W_1^\mu &= \theta u^\mu, & W_2^\mu &= \theta p^\mu_\perp, \\
W_3^\mu &= (\omega \cdot p) u^\mu, & W_4^\mu &= \omega^\mu, & W_5^\mu &= Q^{\mu\nu} \omega_\nu, & W_6^\mu &= \epsilon^{\mu\nu\alpha\beta} u_\nu p_\alpha \omega_\beta, \\
W_7^\mu &= (a \cdot p) u^\mu, & W_8^\mu &= a^\mu, & W_9^\mu &= Q^{\mu\nu} a_\nu, & W_{10}^\mu &= \epsilon^{\mu\nu\alpha\beta} u_\nu p_\alpha a_\beta, \\
W_{11}^\mu &= (a_\sigma \cdot p) u^\mu, & W_{12}^\mu &= a_\sigma^\mu, & W_{13}^\mu &= Q^{\mu\nu} a_{\mu,\sigma}, & W_{14}^\mu &= \epsilon^{\mu\nu\alpha\beta} u_\nu p_\alpha a_{\beta,\sigma}.
\end{align*}
\]
where we have defined
\[ a^\mu \equiv \partial_\mu \log \beta, \quad a_\sigma^\mu \equiv a^{\mu\nu} p_\nu. \] (A.5)

Using the Table 1 where we list transformations of various tensors under \( \mathcal{P} \) and \( \mathcal{T} \), it is easy to check:
\[
\begin{align*}
\mathcal{T} : & \quad W_b^\mu \rightarrow (-W_b^0, W_b^i) & \quad \mathcal{P} : & \quad W_b^\mu \rightarrow (W_b^0, -W_b^i) & \quad b = 1, 2, 6, 7, 8, 9, 11, 12, 13. \\
\end{align*}
\] (A.6)

while \( A^\mu \) transforms as:
\[
\begin{align*}
\mathcal{T} : & \quad A^\mu \rightarrow (A^0, -A^i) & \quad \mathcal{P} : & \quad A_b^\mu \rightarrow (-A^0, A^i) \\
\end{align*}
\] (A.7)

Therefore \( W_b \) listed in Eq. (A.6) can not enter in the derivative expansion of \( A \) for the parity-even background under consideration since they transform differently from \( A^\mu \) under \( \mathcal{P} \). The remaining five vectors, \( W_3, W_4, W_5, W_{10}, W_{14} \), transform in the same way as \( A^\mu \) under \( \mathcal{P} \) and hence are allowed by symmetry. Furthermore, one can verify using Table 1 that \( W_3^\mu, W_4^\mu, W_5^\mu, W_{10}^\mu, W_{14}^\mu \) behave in the same way as \( A^\mu \) under \( \mathcal{T} \). So, the corresponding expansion coefficients, defined in Eqs. (2.6), (2.7), are \( \mathcal{T} \)-even, meaning effects described by those equations, including shear-induce polarization, are \textit{non-dissipative}. Extending the above analysis to the charged fluid, we arrive at Eqs. (2.6), (2.7). Note if we were studying a fluid with background axial charge density, terms listed in Eq. (A.6) would be allowed. For example, the effect associated with \( W_6 \) is recently discussed in Ref. [39].

| \( \partial_\mu \) | \( \mathcal{T} \) | \( \mathcal{P} \) |
|---|---|---|
| \( u^\mu \) | \( (\partial_0, \partial_i) \) | \( (\partial_0, -\partial_i) \) |
| \( \omega^\mu \) | \( (u^0, -u^i) \) | \( (u^0, -u^i) \) |
| \( p_\perp^\mu \) | \( (\omega^0, -\omega^i) \) | \( (-\omega^0, \omega^i) \) |
| \( a^\mu \) | \( (p_\perp^0, -p_\perp^i) \) | \( (p_\perp^0, -p_\perp^i) \) |
| \( a^\mu_\sigma \) | \( (-a_\sigma^0, a_\sigma^i) \) | \( (a_\sigma^0, -a_\sigma^i) \) |
| \( \theta \) | \( (-\theta, \theta) \) | \( \theta \) |

Table 1: Transformations of various tensors under \( \mathcal{T} \) and \( \mathcal{P} \).
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