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[1-2] Abstract—Social networks are rich source of data to analyze user habits in all aspects of life. User’s behaviour is decisive component of a health system in various countries. Promoting good behaviour can improve the public health significantly. In this work, we develop a new model for social network analysis by using text analysis approach. We define each user reaction to global pandemic with analysing his online behaviour. Clustering a group of online users with similar habits, help to find how virus spread in different societies. Promoting the healthy life style in the high risk online users of social media have significant effect on public health and reducing the effect of global pandemic. In this work, we introduce a new approach to clustering habits based on user activities on social media in the time of pandemic and recommend a machine learning model to promote health in the online platforms.
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I. INTRODUCTION

Corona viruses are a large family of viruses that in humans are known to cause respiratory infections ranging from the common cold to more severe diseases such as Middle East Respiratory Syndrome (MERS) and Severe Acute Respiratory Syndrome (SARS) [1]. The novel coronavirus of 2019 (COVID-19) is a contagious virus first identified in Wuhan, China. COVID-19 is now a pandemic affecting many countries globally [1].

The World Health Organization (WHO) declared a public health emergency on January 30, 2020, and officially named the virus COVID-19 on February 12, 2020. The WHO declared COVID-19 a pandemic on March 11, 2020. More than 67 million people are infected, and 1.54 million people have died due to this virus globally [2]. The United States of America is one of the hardest hit areas in the world where more than 14.8 million infected, and more than 248K people died as of December 6, 2020 [2].

COVID-19 spreads from person to person through respiratory droplets. The most common symptoms of this virus are sore throat, dry cough, fever, loss of smell, and difficulty breathing. Even though COVID-19 affects humans of all age groups, adults over 60 and individuals with various health issues (i.e., pre-existing conditions) are affected the most.

Aside from physical symptoms, the COVID-19 pandemic has affected living conditions of many individuals, as well as business and commerce across the globe. Most businesses are going bankrupt due to the sudden downfall of the resources, supply chain, and economy. COVID-19 has spread rapidly across the globe, the world is fighting to defeat this pandemic. To defeat this pandemic many countries underwent lockdown to slow the spread of infection. To reduce the negative overall impacts on the global economy, many countries are developing a vaccine to fight this virus.

Dealing with the unforeseen challenges caused by the COVID-19 pandemic has taken a significant toll on the global economy and population. Assessing the impact of the COVID-19 crisis on society, economy and other vulnerable sectors/groups is fundamental to inform and tailor government responses. As well as creating partnerships to recover from the crisis and ensure that no one is left behind in this effort. However, even though COVID-19 presents significant issues there are some groups of individuals that call it a hoax or trying to use propaganda to legitimize the dangers associated with this virus. Therefore, the use of facts and numerical evidences required to dispel these falsehoods [3] [4] [5] [6].

Therefore, it is important to predict COVID-19 cases, cases that are likely to be hospitalized this fall. If the cases are accurately predicted, hospitals can establish a separate COVID-19 unit to treat and isolate the COVID-19 patient reducing the anticipated strain on the healthcare system [7] [6], [8]–[13]. Furthermore, even though COVID-19 presents significant issues there are some groups of individuals that call it a hoax or trying to use propaganda to legitimize the dangers associated with this virus. People are picking up COVID-19 conspiracy theories from social media, especially twitter. The use of facts and numerical evidence is required to dispel these falsehoods. One way to determine overall impact is to evaluate how misinformation (or conspiracy theories) affect infection, hospitalization, and death rates for specific regions/locations. Expert fake account detection methods [14] [15] can stop spread of misinformation.

COVID-19 research so far has been based on the survey of 100-1000 individuals. We did not find any literature paper based on circulation of the covid-19 misinformation on social media. Social media have far more reach than the traditional news in current days and people blindly follow, retweet and like the misinformed news on social media [16] without analyzing the truthfulness of the news. Therefore, we decided to analyze twitter data for misinformation and compare it COVID-19 daily cases, hospitalization, and death rates for specific regions/locations can be used in transfer learning.
methods to analyse data [17] [18] [19].

To understand the seriousness of the pandemic and its effects on individuals, sectors, countries, and the entire world, it is important to present the facts rather than an unproven hypothesis. Specifically, to individuals using propaganda to dispel the severity of COVID-19. Metrics and visualizations provide a graphical representation (or story) as to the seriousness of the problem. Therefore, major factors must be taken into consideration to provide the indisputable facts about the seriousness of COVID-19. A few examples of which are:

II. DATASET

This paper is based on COVID-19 data [20]. This dataset was acquired from COVID-19 Tracking project and NY times. COVID-19 adat which is used to draw a visualization on different questions like the number of confirmed cases, total number of deaths, number of recovery and so on for worldwide cases. This data set has 156292 records and 8 fields.

Another data set used is all-states-history.csv extracted from COVIDtracking.com. This data contains the daily positive, hospitalized, deaths and recovered cases for US States. This data has 15409 records (rows) and 42 columns. see the the following figures 1 3 2.

The above visualization displays the COVID-19 cases in the USA. The graph shows the daily cumulative count of confirmed cases, daily cumulative count of deaths and daily count of new confirmed cases in the USA. The X-axis indicates the date of observation.

We also extracted tweet data related to COVID-19 misinformation using Twitter API.

III. METHODS

For desired results, COVID-19 related dataset from Kaggle and COVID tracking.com is processed and analyzed. Cases, deaths, and hospitalization numbers based on these datasets reflect cumulative totals since January 22, 2020 until December 2, 2020. Based on the frequency of how Kaggle and COVID-19 tracking website updates these data, they may not indicate the exact numbers of daily, hospitalization, and death cases as reported by the state and local government organizations or the news media. This paper uses daily new cases, hospitalization, and COVID-19 related death data sets. See the the following figures 5 6 7.

For misinformation, controversy and hoax, Twitter data is collected using Twitter API. This data set has 17560 records and 7 fields.

Data is analyzed using Python, Natural Language Processing (NLP) and Tableau. Implementation of these analysis
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processes includes cleaning/standardizing and pre-processing of the dataset to get rid of any duplicate values or outliers. See the following figures 8, 9, 10.

Place field of Twitter data was in json format. Therefore, this field was split into type, coordinate, city, state, country code and country.

This paper then studies and analyzes the cleaned data for better representation of the result. With the transformed data, we performed an exploratory and predictive analysis.

Based on the major factors outlined in Section I the following questions were derived:

1. How did pre-emptive measures impact overall transmission/infection rates?

2. How did controversy impact preemptive measures and transmission infection rates?

3. Compare the number of retweeted COVID-19 misinformation/conspiracies in relation to hotspots (i.e., States with the highest number of infections, hospitalizations, and or deaths).

This paper recognizes that the nature of this topic is ideological in some regard, research on ideological assumptions must also be taken into consideration when extrapolating answers to these questions. Our initial approach as previously explained is to gather numerical based data for the purposes of providing a quantitative analysis. After we completed the analysis, we took the data and developed visualizations using Tableau and Python. See the following figures 11, 12.

Using various libraries, we then imported the related information and developed visualizations of the results for a better understanding. We then used a forecast and time series model to forecast future COVID-19 case and death trends. Our team also incorporated a secondary approach to this research. We performed a social media Sentiment Analysis to explore COVID-19 tweets that potentially impacted how individuals interpreted the seriousness of COVID-19. This methodology (or behavioral analysis) allowed us to identify a specific user group and keywords used when commenting on COVID-19 information. It helps to identify the number of people who believe on the controversy related to COVID such as:

COVID-19 is man made in the laboratory?

It is not real and is a hoax?

5G technology is responsible for the global pandemic?

As with our initial approach, the Sentiment Analysis leveraged both Python and R/R Studio as programming languages and visualization tools. We developed a custom code using Python that used an application programming interface (API) to interact with Twitter. The Python code contains keys and tokens created within the Twitter Development Console to
allow for requests, formatting, and extraction of Twitter as it relates to COVID-19. See the following figures 13, 14, 15.

In addition to the API logic, our custom code also contains logic for error handling, data cleansing (i.e., removal of special characters and links), classification and parsing of tweets, and calculating positive/negative/neutral Sentiment Analysis percentage ratings.

IV. RESULT ANALYSIS

Our team performed several iterations of the Sentiment Analysis using several COVID-19 key words, such as:

- COVID-19
- COVID-19 hoax
- COVID-19 conspiracy
- COVID-19 fake news
- COVID-19 spike
- COVID-19 hospitalizations
- COVID-19 death

Within each of these iterations, the Sentiment Analysis provided three quantifiable metrics for analysis that are Positive, Negative, and Neutral Percentages. The following images reflect the amounts for each of the three metrics for each of the iterations previously identified.

Our analysis shows that the percentages for the search terms of COVID-19 hoax and COVID-19 conspiracy vary between one and three percent. Whereas the COVID-19 fake news search showed significant variation between the previous two search terms.

V. DISCUSSION

Recognizing that the words hoax, conspiracy, fake news, death, and hospitalizations all have negative connotations associated with them, ideally, the expectation for a Sentiment Analysis associated with these words would reflect a relatively low Positive Percentage. However, the analysis shows that is not the case with the COVID-19 hoax and COVID-19 conspiracy results. Both iterations of these analyses show that there is a Positive Percentage rating of over thirty percent. When compared to the COVID-19 fake news and COVID-19 hospitalization searches the results fell in-line with expectations, reflecting less than fifteen percent for the Positive Percentage rating.

VI. ANALYTICAL CONCLUSION

When performing our analysis we recognized that there was significant variability in percentage metrics across the search terms identified. As well as, our understanding of which tweets are classified as positive, negative, or neutral within a given search. In order to conclusively determine an answer to our problem statement significant time has to be spent on reviewing each of the associated tweets to validate the accuracy of the sentiment rating (i.e., positive, negative, and neutral).

In some instances, the body of the Tweet text reflects a negative expression of thought with a positive classification for sentiment. At face value, this has the potential of causing confusion and in some cases
misunderstanding/mistrust in the results and analysis. To avoid situations in which the methodology, data collection, data processing, data review, and interpretation it is critical that researchers understand how sentiment is classified within the context of a specific search.
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