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Abstract: A virtual experiment simulates a real measurement process by means of a numerical model. The numerical model produces virtual data whose properties reflect those of the data observed in the real experiment. In this work, we explore how the results of a virtual experiment can be employed in the context of uncertainty evaluation for a corresponding real experiment. The uncertainty evaluation was based on the Guide to the Expression of Uncertainty in Measurement (GUM), which defines the de facto standard for uncertainty evaluation in metrology. We show that, under specific assumptions about model structure and variance of the data, virtual experiments in combination with a Monte Carlo method lead to an uncertainty evaluation for the real experiment that is in line with Supplement 1 to the GUM. In the general case, a GUM-compliant uncertainty evaluation in the context of a real experiment can no longer be based on a corresponding virtual experiment in a simple way. Nevertheless, virtual experiments are still useful in order to increase the reliability of an uncertainty analysis. Simple generic examples as well the case study of a virtual coordinate measuring machine are presented to illustrate the treatment.
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1. Introduction

A virtual experiment is a numerical model of an experiment or a measurement process [1]. It produces virtual data whose properties reflect those of the data observed in the corresponding real experiment. Virtual experiments have become increasingly important in modern metrology and industrial applications [2–7]. They are utilized, for example, to explore the accuracy of a measurement device, or to specify machine tolerances needed to reach a required accuracy [8]. Virtual experiments in combination with a sensitivity analysis can be useful in identifying significant sources of uncertainty [9,10]. In the design and optimization of a measurement process, virtual experiments often play a vital role and allow one to easily explore many different experimental scenarios, which would be infeasible using real experiments. Combined with Monte Carlo methods, virtual experiments have been proposed for the evaluation of measurement uncertainties [6,11–13]. For this purpose, the virtual experiment is carried out on a computer many times by randomly varying its physical conditions, and the spread of the resulting distribution of virtual data is then used for uncertainty quantification [12].

However, the measurand (i.e., the quantity of interest) is often not observed directly in an experiment. Instead, the observed data will depend on the measurand and on other input quantities influencing the measurement process. For example, in the optical form measurement of aspheres by means of a tilted wave interferometer [14], the observed data will consist of interferograms, while the measurand is the topography of an asphere. Together with other input quantities, such as the parameters of the employed optical system, the measurand determines the interferogram that will be observed in the experiment.
However, even when the experiment aims at a direct measurement of the measurand, proper inference of the measurand usually requires the application of an analysis model that contains additional correction terms. Hence, also in these cases, the analysis model plays a different role than the numerical model of the virtual experiment. Figure 1a illustrates a generic virtual experiment that takes known values of the measurand and input quantities as its inputs to produce simulated observations of the corresponding real measurement.

The Guide to the Expression of Uncertainty in Measurement (GUM) [15], together with its supplements, defines the de facto standard for uncertainty evaluation in metrology. The GUM uncertainty framework is based on a measurement model that determines the measurand as a function of its input quantities, and the data observed in the real experiment typically represent one of these input quantities. The GUM measurement model thus can be viewed as a partial inversion of the forward model utilized in a virtual experiment, cf. Figure 1b. Supplements 1 (GUM-S1) [16] and 2 (GUM-S2) [17] recommend a Monte Carlo method for uncertainty evaluation that propagates probability density functions (PDFs) characterizing one’s state of knowledge about the input quantities through the GUM measurement model in order to determine the PDF for the measurand. While GUM-S1 treats the case of a scalar measurand, GUM-S2 extends the treatment to multivariate measurands.

Given the opposing nature of the forward model employed in a virtual experiment and the corresponding GUM measurement model, questions arise whether the results of a virtual experiment can be directly embedded in the GUM uncertainty evaluation associated with a real measurement, or how an implementation of the GUM uncertainty framework could benefit from a virtual experiment that represents a realistic model of the corresponding real experiment. The goal of this paper is to explore these questions. We consider different levels of complexity in the relationship between the data and the measurand. We show that, for a linear relationship that typically arises in direct measurements, the results of the virtual experiment can be immediately used for a GUM-compliant uncertainty evaluation, provided that the variance of the distribution of the real data is known with sufficient accuracy. In the general case, such a direct use of the results of a virtual experiment for a GUM uncertainty evaluation is no longer possible. Nevertheless, we argue that the virtual experiment can be vital for the construction of a reliable GUM measurement model, or for characterizing the model uncertainty of an approximate GUM measurement model. Our treatment is illustrated in terms of simple generic examples and the case study of a virtual coordinate measuring machine.

The paper is organized as follows. In Section 2, the basic concepts underlying GUM-S1 and virtual experiments are introduced. In Section 3, the application of virtual experiments
in the context of a GUM-S1 Monte Carlo uncertainty evaluation is discussed for different types of models. The methodological treatment in this section is accompanied with simple, generic examples. Section 4 then presents the application to a virtual coordinate measuring machine. Finally, some conclusions are drawn in Section 5.

2. Concepts

In this section, the GUM-S1 Monte Carlo uncertainty evaluation is briefly reviewed and the basic concept of a virtual experiment is introduced. For the sake of simplicity, we concentrate on a single measurand and univariate observations. Generalization to the multivariate case is possible (see the application considered in Section 4).

2.1. GUM-S1 Monte Carlo Uncertainty Evaluation

The GUM framework assumes that a measurement model of the form

\[ y = f(x, z) \]  

(1)

is available, which relates the measurand \( y \) to the input quantity \( x \), which is estimated by the observed data, and to further input quantities \( z = (z_1, \ldots, z_p) \). The measurement model (1) represents a partial inverse model to the deterministic part \( g(y, z) \) of the forward model in a virtual experiment as specified in (2) below. The GUM-S1 Monte Carlo method assumes that a PDF \( \pi(x) \) is available for \( x \), together with a (joint) PDF for \( z \), which shall encode the state of knowledge about these input quantities. GUM-S1 provides guidance for the construction of these PDFs given type A information on \( x \) and type B information on \( z \). Specifically, in the presence of normally distributed observations for \( x \), GUM-S1 assigns a t-distribution with \( m - 1 \) degrees of freedom to \( \pi(x) \), shifted and scaled by \( \bar{d} \) and \( s^2/m \), respectively, where \( \bar{d} \) and \( s \) denote the mean and standard deviation of the observations \( d = (x_1, \ldots, x_m) \). The case when the variance \( \sigma^2 \) of the Gaussian distribution of the observations on \( x \) is assumed to be known is addressed in the following by assigning a Gaussian distribution to \( x \) with mean equal to the mean of the observations \( \bar{d} \) and variance \( \sigma^2/m \). Albeit not directly mentioned in GUM-S1, such an assignment can be seen as being in line with GUM-S1, see for example [18].

The GUM-S1 Monte Carlo method proceeds as follows:

**MC GUM-S1**

(i) Select a \( z \) at random from the PDF \( \pi(z) \);
(ii) Select an \( x \) at random from the PDF \( \pi(x) \);
(iii) Calculate \( y = f(x, z) \).

Repeated application of MC GUM-S1 then produces independent samples from the target distribution \( \pi_{GUM-S1}(y) \) for the measurand \( y \), and using a large number of such samples allows to determine \( \pi_{GUM-S1}(y) \) arbitrarily accurately. The PDF \( \pi_{GUM-S1}(y) \), or the random samples from it produced by the GUM-S1 Monte Carlo method, can be used to calculate an estimate for the measurand and its associated uncertainty, or a so-called coverage interval. As stated in Clause 5.4, Note 2 in GUM-S1 [16], the GUM-S1 Monte Carlo method is regarded as a numerical tool for the evaluation of the distribution for the measurand rather than representing a simulation of a measurement process. In GUM-S2 [17], a similar Monte Carlo method is proposed, which can be applied to multivariate measurands.

In many situations, the measurement model can be stated in analytical form. However, when the measurement process is more complex, or when the employed model needs to be accurate, using a realistic numerical model for the experiment can become mandatory for the development of an adequate measurement model. Since the GUM uncertainty framework requires a model for the measurand rather than a model for the data, the challenge emerges to determine a partial inversion of a model that is available only numerically. Moreover, the specification of a forward model for the data obtained from a complex
measurement process is often easier to achieve compared to immediately establishing a corresponding GUM measurement model. Examples for such a scenario include forward models involving the numerical solution of partial differential equations (see, e.g., [19]).

2.2. Virtual Experiment

We assume a numerical model for the virtual experiment that produces virtual data $x$ according to

$$x = g(y, z) + \epsilon.$$  \hspace{1cm} (2)

For the sake of simplicity in notation, we do not distinguish between the quantity $x$ and possible data on that quantity, and we also do not distinguish between real and virtual data or real and virtual measurands; in each case, the meaning should be clear from the context. The deterministic function $g(y, z)$ has as its inputs chosen values for the measurand $y$ and all input quantities $z = (z_1, \ldots, z_p)$ that influence the mean outcome of the experiment. Random fluctuations observed in repeated measurements are represented by $\epsilon$, which is modeled as a realization of a Gaussian distribution with zero mean and variance $\sigma^2$, i.e., $\epsilon \sim N(0, \sigma^2)$. The calculation of a single simulated observation through the virtual experiment is carried out as follows:

Virt-Exp
(i) Given $y$, $z$, and $\sigma^2$;
(ii) Select an $\epsilon$ at random from the PDF $N(0, \sigma^2)$;
(iii) Calculate a simulated observation $x = g(y, z) + \epsilon$.

The virtual experiment is assumed to represent the real experiment sufficiently well, i.e., for given $y$, $z$, and $\sigma^2$, the data produced by the virtual experiment represent those observed in the real experiment. The realistic modeling underlying the virtual experiment allows one to analyze the sensitivity of the observed data in dependence on physically meaningful parameters such as the positioning of a lens in an optical experiment. Physical insight provides information about such parameters, and virtual experiments allow their consequences to be estimated; gaining corresponding information through real experiments is often infeasible.

The validation of a virtual experiment, i.e., the question whether a virtual experiment adequately models a real experiment, is an important issue that is not treated in this paper. Basically, statistical tools for model checking can be employed for this purpose. These techniques assess whether observed real data are consistent with the assumed model for the data given by the virtual experiment (2) [20–22].

Finally, we note that a forward model for the experimental data in the form (2) represents a statistical model which is the starting point for a statistical inference of the measurand given real data, e.g., by applying a maximum likelihood estimation [23] or a Bayesian inference [24]. The statistical model has also been referred to as observation equation [18,25]. However, the application of these approaches is not a topic a this paper.

3. GUM-Compliant Uncertainty Evaluation Using Virtual Experiments

In this section, we explore how the results of a virtual experiment can be used to support a GUM uncertainty evaluation. The treatment is illustrated using simple, generic examples.

First, we show that, for linear models and known variance of the distribution of observations in the real experiment, a Monte Carlo procedure applied to the virtual experiment produces samples that equal those of the GUM-S1 Monte Carlo uncertainty evaluation. Then, in a second step, the variance is considered as unknown and it is demonstrated that the results of the Monte Carlo procedure applied to the virtual experiment are no longer connected to those of a GUM-S1 Monte Carlo uncertainty evaluation. Finally, the potential benefit of virtual experiments to develop and assess evaluation procedures or models is considered for the general case of nonlinear models.
3.1. Linear Model and Known Variance

We consider a virtual experiment following a linear model of the form

\[ x = g(y, z) + \epsilon = y + \Delta(z) + \epsilon \quad \text{where} \quad \epsilon \sim N(0, \sigma^2). \]  \hfill (3)

Model (3) describes an almost direct measurement, i.e., the mean outcome of the experiment equals the measurand up to a systematic error \( \Delta \). The physical parameters \( z = (z_1, \ldots, z_p) \) of the experiment determine the error \( \Delta(z) \). Examples of physical parameters causing systematic errors could be the tilt of a lens in an optical experiment or the misalignment of a laser. While the function \( \Delta(z) \) generally depends nonlinearly on \( z \), we will nevertheless refer to (3) as a linear model, since it is linear in \( y \) and \( \Delta \). Note that, while \( \Delta(z) \) is a systematic error in the virtual experiment (3), \( -\Delta(z) \) serves as a correction term in a corresponding GUM measurement model.

We first assume that the variance \( \sigma^2 \) of the distribution of the observations in the real experiment is known. Furthermore, a PDF \( \pi(z) \) shall be available which encodes our state of knowledge about the value of \( z \) in the real experiment. Let \( \bar{y} \) denote the mean of \( m \) repeated observations of the real experiment. In order to apply GUM-S1 to the considered scenario, the measurement model \( y = x - \Delta(z) \) corresponding to (3) is employed and the random samples from the PDF \( \pi(x) \) in MC GUM-S1 are drawn according to \( x \sim N(\bar{d}, \sigma^2/m) \). Note that, if the function \( g(y, z) \) in the linear model (3) is available numerically only, the measurement model can be specified as a numerical model as well, e.g., by using the measurement model \( y = x - (g(y_0, z) - y_0) \) for some fixed value taken for \( y_0 \).

The following Monte Carlo scheme utilizing the virtual experiment in combination with a fixed value for \( y_0 \) taken for the measurand can then be applied:

### MC Virtual

1. Select a \( z \) at random from the PDF \( \pi(z) \);
2. Calculate simulated observations \( x_1, \ldots, x_m \) through \( m \) runs of Virt-Exp for model (3), while using the chosen virtual measurand \( y_0 \) (and \( z \) generated in step (i));
3. Calculate the mean of the simulated observations \( \bar{x} = (1/m) \sum_{i=1}^{m} x_i \);
4. Calculate \( y = \bar{d} + y_0 - \bar{x} \).

Steps (ii) and (iii) in MC Virtual can equivalently be carried out by calculating \( \bar{x} \) from a single run of Virt-Exp, while using the variance \( \sigma^2/m \). Figure 2 shows a graphical illustration of the sampling procedure. We denote by \( \piMC-Virt(y) \) the PDF defined by the Monte Carlo procedure MC Virtual. Step (iv) in the above algorithm can be equivalently stated as \( y = \bar{d} - \Delta(z) - \hat{\epsilon} \), where \( \hat{\epsilon} \) is distributed according to \( N(0, \sigma^2/m) \). It follows that, in the considered setting of the linear model (3) with known variance \( \sigma^2 \), the PDF \( \piMC-Virt(y) \) is equivalent to \( \piGUM-S1(y) \) obtained by the application of MC GUM-S1. Consequently, the samples obtained for \( y \) through the Monte Carlo procedure MC Virtual, which utilizes simulated observations from the virtual experiment, can directly be taken as samples from a GUM-S1 calculation. These samples can then be used to determine an estimate, a standard uncertainty, or a coverage interval for the measurand that is in line with the principles of the GUM.

Figure 3 shows an example for the particular model

\[ x = y + z^2, \]  \hfill (4)

where \( z \) is distributed according to a Gaussian distribution with mean 0 and variance 0.025, and where the variance \( \sigma^2 = 1 \) is assumed for the distribution of the observations. Furthermore, the mean \( \bar{d} = 5 \) is taken, assuming \( m = 4 \) observations, and \( y_0 = 4 \) is used for the measurand when generating the virtual data. For both Monte Carlo procedures MC GUM-S1 and MC Virtual, \( 10^7 \) samples were generated and the PDFs \( \piMC-Virt(y) \) and \( \piGUM-S1(y) \) shown in Figure 3 were obtained using the histograms of these samples. The
simple model (4) is selected for the purpose of illustration. In a real application, such a simple expression for \( \Delta(z) \) depending only on a univariate \( z \) does usually not exist; instead, \( \Delta(z) \) would be the result of the numerical model for the virtual experiment, and \( z \) could consist of many different physical parameters.

\[
\begin{align*}
\text{Draw } z \text{ from } \pi(z) \\
\text{Virtual experiment} \\
\text{draw } \epsilon \text{ from } N(0, \sigma^2) \\
x_l = y_0 + \Delta(z) + \epsilon \\
\bar{x} = \frac{1}{m} \sum_{l=1}^{m} x_l \\
\text{Transfer to GUM-S1} \\
y = \bar{d} + y_0 - \bar{x}
\end{align*}
\]

**Figure 2.** Graphical illustration of the sampling procedure MC Virtual used for the linear model. The inputs of the procedure are the virtual experiment, the mean \( \bar{d} \) of \( m \) repeated observations of the real experiment, the variance \( \sigma^2 \) of the distribution of the observations used in the virtual experiment, the (joint) PDF \( \pi(z) \) of the input quantities \( z \), and the chosen virtual measurand \( y_0 \).

![Graphical illustration of the sampling procedure](image)

**Figure 3.** Results obtained for the numerical example of a linear model. Comparison of the PDFs obtained by application of GUM-S1 and by a Monte Carlo calculation using the virtual experiment.

An important aspect in the above treatment for the linear model (3) is that \( \Delta \) is required to be independent of the measurand \( y \). If there is a significant (nonlinear) dependence of \( \Delta \) on \( y \), this would imply a model \( g(y, z) = y + \Delta(y, z) \) instead of (3), and the treatment would be incorrect (see also the subsequent subsection on nonlinear models). However, the proposed methodology may still be valid when \( \Delta(y, z) \) can be ensured to be almost independent of \( y \), e.g., in a region covering a range of values expected for the measurand.
Note that this may possibly require to adapt $\Delta(z)$ with respect to this expected range for the measurand.

In cases in which one is not directly interested in $y$ but in some (known) nonlinear function $\tilde{y} = \psi(y)$ of $y$, independent samples from the corresponding PDF $\pi_{\text{GUM-S1}}(\tilde{y})$ can be obtained simply by applying the function $\psi(y)$ to the samples determined for $y$ either by MC GUM-S1 or by MC Virtual. In Section 5, an example is presented for such a procedure using a virtual coordinate measuring machine.

In conclusion, when an additive correction model of the form (3) can be assumed along with a PDF $\pi(z)$ that describes one’s state of knowledge about the input parameters $z$, and when the variance of the distribution of the observations on $x$ in the real experiment is known, the virtual data produced by virtual experiments can be employed in a GUM-S1 uncertainty evaluation as specified by MC Virtual above.

### 3.2. Linear Model and Unknown Variance

Consider next the case where $\sigma^2$ can no longer be assumed to be known. In this case, the above proposed approach using the virtual experiment will not produce samples from the PDF produced by GUM-S1. The reason for this is that the virtual experiment needs to still use normally distributed random errors $\epsilon$ for some chosen value $\sigma_0^2$ of the variance, since this is the mechanism assumed for the real experiment (Figure 2). The GUM-S1 Monte Carlo procedure, however, will sample from a $t$-distribution for $x$, which results in a different form of the PDFs. Furthermore, the choice of $\sigma_0^2$ can no longer be assumed to match the variance of (infinitely many) repeated observations in the real experiment. The difference caused by the fact that the virtual experiment uses normally distributed random errors, while the GUM-S1 PDF uses a $t$-distribution for $x$, reflects the different roles of the two models, as well as the fact that the assignment of the $t$-distribution by GUM-S1 follows a Bayesian inference using a noninformative prior for the variance (and for the observation quantity $x$) [24]. We finally note that while only normally distributed random errors have been considered here, different distributions may arise depending on the measurement process. For example, for counting processes of particles or photons, the outcome usually follows a Poisson distribution.

Figure 4 shows results for the example from Figure 3, when the variance $\sigma^2$ is treated as unknown in the GUM-S1 uncertainty evaluation. Note that the variance $\sigma_0^2$ chosen for the virtual experiment was (unrealistically) set to the true variance $\sigma^2$ used to produce the data $d$. While being conceptually different generally, the (numerical) difference of the PDFs arising in the context of a not exactly known variance can be expected to be small, as long as the uncertainty about the input quantities $z$ dominates the uncertainty resulting for the measurand. For a given set of observed data with unknown variance, the difference of the PDFs can be expected to decrease when the uncertainty about $z$ increases. Whether or not the difference of the PDFs may be viewed as being relevant needs to be judged in the context of the intended application of the measurement results.

In conclusion, when the variance of the data in the real experiment is not known, and when the uncertainty about $z$ is not dominating, then a Monte Carlo procedure using the virtual experiment will not lead to a PDF that yields the result of a GUM-S1 uncertainty evaluation. Of course, the virtual experiment can still be used to produce samples from the PDF for $\Delta(z)$, when omitting the addition of normally distributed random errors $\epsilon$. By combining (the negative of) these samples with samples drawn from a scaled and shifted $t$-distribution, the GUM-S1 PDF is produced, and the benefit of the virtual experiment to calculate $\Delta(z)$ is granted. However, such procedure does no longer utilize the (complete) results of the virtual experiment.
Figure 4. Results obtained for the numerical example of a linear model when \( \sigma^2 \) can no longer be assumed to be known. Comparison of the PDFs obtained by application of GUM-S1 and by a Monte Carlo calculation using the virtual experiment.

3.3. Nonlinear Model

We consider the general case where the deterministic part
\[ x = g(y, z) \]  
(5)
of model (2) for the experiment is nonlinear in \( y \). In order to apply a GUM uncertainty evaluation, the deterministic part of (2) needs to be partially inverted, leading to the measurement model
\[ y = f(x, z) . \]  
(6)

In cases where the deterministic part \( g(y, z) \) of the forward model (2) is the result of a numerical model, the partially inverted model (6) is usually no longer available, or may not even exist. Instead, one will dispose of some approximate inverse model
\[ y \approx f_0(x, z) . \]  
(7)

The approximate model (7) could itself be the result of a numerical procedure, or an analytic expression taken as a proxy for the measurement model.

In general, the virtual experiment cannot be employed for an uncertainty evaluation about the measurand in a simple way, as it was possible for the linear model (3). The main benefit of the virtual experiment in the general case is, perhaps, its potential to assess evaluation procedures, or the validity of employed (approximate) measurement models. This can be done by producing virtual data and assessing the results achieved for them in view of the known ground truth, i.e., the known value of the measurand used to produce the virtual data. One could, for example, assess interval estimates for the measurand and explore whether they cover the true measurand or not; or a PDF constructed for the measurand on basis of the virtual data could be assessed in terms of its consistency with the ground truth. In order to get a comprehensive view, different ground truths should be considered. A modification of evaluation procedures, or evaluation models used by them, could be assessed in this way. Assessing a measurement model via virtual experiments and a related uncertainty evaluation furthermore allows to check whether a candidate model is fit for purpose in view of the required accuracy of its intended application. We also refer the reader to previous applications combining virtual experiments and uncertainty evaluation [6,11–13].
In the following, we present a simple nonlinear example, and as estimation procedure, we apply the GUM-S1 Monte Carlo procedure to produce a PDF for the measurand. The considered model for the virtual experiment reads

\[ x = y(z + 1) + \epsilon, \]  

(8)

where for \( z \) a rectangular distribution with lower bound 5 and upper bound 10 is used, and where \( \epsilon \) is distributed according to a zero mean Gaussian distribution with variance \( \sigma^2 = 1 \). We assume that for the virtual experiment (8), two different approximate measurement models are available and given by

\[ f_a(x, z) = \frac{x}{z_0 + 1} \left( 1 - \frac{z - z_0}{z_0 + 1} \right), \]  

(9)

and

\[ f_b(x, z) = \frac{x}{z_0 + 1} \left( 1 - \frac{z - z_0}{z_0 + 1} + \left( \frac{z - z_0}{z_0 + 1} \right)^2 \right), \]  

(10)

where a value of \( z_0 = 7.5 \) was taken. The approximate measurement models (9) and (10) were obtained here from a Taylor approximation of the exact measurement model \( y = x/(z + 1) \). The resulting PDFs obtained by GUM-S1 for the two approximate measurement models are shown in Figure 5 for the example of a single observation \( d = 50 \) with known variance \( \sigma^2 = 1 \). In addition, Figure 5 also shows the GUM-S1 result for the exact measurement model \( y = x/(z + 1) \), which, however, might be unavailable in the case of a complex virtual experiment. As can be seen, the measurement model \( f_b(x, z) \) in (10) provides a better approximation to the exact measurement model in terms of the distribution resulting for the measurand.

![Figure 5](image.png)

**Figure 5.** GUM-S1 results for the numerical example of a nonlinear model when applying different approximations of the measurement model.

We conclude this section by stating that in a nonlinear model, the virtual experiment cannot be utilized for a GUM uncertainty evaluation about the measurand in a simple way. Moreover, in a nonlinear model such as (8), the observations \( x \) and the measurand \( y \) will typically have different physical dimensions, which would render a methodology similar to the one proposed for the linear model meaningless.
4. Application

In this section, data from a real coordinate measuring machine were used to demonstrate the application of the virtual experiment uncertainty evaluation approach described in Section 3.1. The task of determining the diameter of a cylindrical object was considered for which a set of \( n \) measured coordinate pairs \((x_{\text{meas}}^1, y_{\text{meas}}^1), \ldots, (x_{\text{meas}}^n, y_{\text{meas}}^n)\) was available. The measured points were assumed to be located in a plane perpendicularly oriented to the cylinder axis and the \( z \) coordinates are hence omitted in the following. In order to determine the diameter for a given set of measured or simulated coordinates, a circle fitting routine was applied. To this end, we employed the linear least squares approach proposed in [26], which has been shown to be robust with respect to outliers. We also note that alternative methods for fitting circles or ellipses are available which could be advantageous for certain applications (see, e.g., [27]).

The model for the virtual experiment simulating the recordings at the \( i = 1, \ldots, n \) sensing points was taken as

\[
x_i = x_0^i + \sum_{j=1}^{p} \Delta_{x,j}(z_j) + \epsilon_i^x,
\]

\[
y_i = y_0^i + \sum_{j=1}^{p} \Delta_{y,j}(z_j) + \epsilon_i^y,
\]

where \( \epsilon_i^x \) and \( \epsilon_i^y \) denote independent random errors distributed according to \( \epsilon_i^x \sim N(0, \sigma^2) \) and \( \epsilon_i^y \sim N(0, \sigma^2) \) with known variance \( \sigma^2 \). The coordinates \((x_0^1, y_0^1), \ldots, (x_0^n, y_0^n)\) denote points on the surface of the cylinder that specify the virtual measurand used in the simulation. The error terms \( \Delta_{x,j}(z_j) \) and \( \Delta_{y,j}(z_j) \) model influences such as geometry deviations of the CMM, the probing behavior, thermal stability of the environment, influences of the workpiece, and others. The \( z_j \) denote corresponding physical input parameters whose PDFs \( \pi(z_j) \) are known. Examples of these parameters include the mean temperature of the scales of the CMM, the surface roughness, and the temperature of the workpiece. A detailed description of the considered influences is provided in [6]. The summation over \( p \) different error terms in (11) and (12) was introduced to reflect influences due to different physical effects. Figure 6 illustrates the GUM-compliant Monte Carlo sampling procedure for the considered application following the methodology described in Section 3.1.

Note that the error terms \( \Delta_{x,j}(z_j) \) and \( \Delta_{y,j}(z_j) \) may depend on the sensing location as indicated by the index \( i \) and these functions may hence show some dependence with respect to the actual measurand. While such a dependence would violate the assumption of an almost direct observation underlying the proposed methodology, an uncertainty evaluation via virtual experiments may still be valid when the virtual measurand \((x_1^0, y_1^0), \ldots, (x_n^0, y_n^0)\) is close to the actual measurand, and when the error functions \( \Delta_{x,j}(z_j) \) and \( \Delta_{y,j}(z_j) \) can be assumed to be approximately correct in the vicinity of the measurand. For the bearing standard example presented below, we assumed that the corresponding virtual experiment was exact. Here, we did not address the validation of the virtual experiment and the results shown below are not intended to be used for such a validation. As discussed in Section 2.2, the validation of virtual experiments is an important task. This can be dealt with by the statistical analysis of the difference between real measurements, that are based on accurately known specimens such as calibrated standards, and corresponding virtual data.
Figure 6. Graphical illustration of the Monte Carlo procedure for the coordinate measurement task. The inputs of the procedure are the virtual experiment, the measured coordinates \( x_{\text{meas}}^1, y_{\text{meas}}^1, \ldots, x_{\text{meas}}^{36}, y_{\text{meas}}^{36} \), the variance \( \sigma^2 \) of the distribution of the observations used in the virtual experiment, the (joint) PDF \( \pi(z) \) of the input quantities \( z \), and the chosen virtual measurand \((x_0^1, y_0^1), \ldots, (x_0^n, y_0^n)\).

In the following, we used the measured coordinates \( x_{\text{meas}}^1, y_{\text{meas}}^1, \ldots, x_{\text{meas}}^{36}, y_{\text{meas}}^{36} \) from a large bearing standard with a nominal diameter of 600 mm (see Figure 7) and utilized the above-described virtual experiment for a GUM compliant uncertainty evaluation. The measurement was carried out with a state-of-the-art 3D coordinate measuring machine and the precise calculation of its error terms, including the variability due to the variance \( \sigma^2 \), was carried out using the PTB VCMM kernel [6]. When applying the software program, the measured coordinates \( (x_{\text{meas}}^1, y_{\text{meas}}^1), \ldots, (x_{\text{meas}}^{36}, y_{\text{meas}}^{36}) \) were used in the virtual experiment as \( (x_0^1, y_0^1), \ldots, (x_0^n, y_0^n) \). Figure 8 displays the measured coordinates as well as scatter plots of the simulated coordinates for four different positions \( \bar{x} \) and \( \bar{y} \) obtained by the proposed procedure. Figure 9a shows the PDF resulting for the diameter of the measured bearing standard when using the 36 points for circle fitting. The PDF for the diameter is almost Gaussian-shaped with mean 591.8339 mm and standard deviation 0.0005 mm which is taken as the standard uncertainty associated with the diameter of the bearing standard. The corresponding expanded uncertainty \((k = 2)\) is given by 0.001 mm. Figure 9b also shows the distribution of the center points of the fitted circles.
Figure 8. (a) Coordinates $x_{\text{meas}}^1, y_{\text{meas}}^1, \ldots, x_{\text{meas}}^{36}, y_{\text{meas}}^{36}$ from the measurement of a large bearing standard. (b) A total of $10^6$ simulated coordinates $\tilde{x}$ and $\tilde{y}$ at the locations 1, 2, 3 and 4 indicated in Figure 8(a). The colors indicate the density of the simulated coordinates from low (blue) to high (yellow).

Figure 9. (a) PDF resulting for the diameter of the bearing standard. (b) Distribution of the center points of the fitted circles. The colors indicate the density of the center points from low (blue) to high (yellow).

5. Conclusions

Virtual experiments are helpful to develop and assess uncertainty evaluation within the framework of the GUM. For almost direct measurements, i.e., when the quantity observed in the experiment differs from the quantity of interest only by an additive correction quantity, a Monte Carlo procedure using the virtual experiment was proposed, which yields a GUM-compliant uncertainty analysis. This holds exactly, as long as the variance of the measurements is accurately known, or the uncertainty is dominated by the uncertainty contribution of input quantities that are not observed. When the variance of the measurements is not known and when it leads to a significant contribution to the uncertainty, the proposed use of the virtual experiment does no longer provide a GUM-compliant uncertainty evaluation. An essential benefit of the virtual experiment in this context is that the uncertainty associated with the correction quantity can be reliably determined when the numerical model correctly reflects the relevant parts of the measurement process. As a case study, the example of a virtual coordinate measuring machine was presented. The case study also illustrated the application of a virtual experiment for a GUM-compliant uncertainty evaluation when the measurand is multivariate. When the observed quantity depends nonlinearly on the measurand, the distribution of randomly drawn virtual data cannot be easily transformed into a GUM-compliant uncertainty evaluation. The development of corresponding approaches will be the topic of future research. Nevertheless, virtual
experiments already play a significant role in these cases, for example in the development and assessment of evaluation models needed for the application of the GUM framework.
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