Image Modification Based on Spatial Frequency Components for Visual Attention Retargeting
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SUMMARY  It is estimated that 80% of the information entering the human brain is obtained through the eyes. Therefore, it is commonly believed that drawing human attention to particular objects is effective in assisting human activities. In this paper, we propose a novel image modification method for guiding user attention to specific regions of interest by using a novel saliency map model based on spatial frequency components. We modify the frequency components on the basis of the obtained saliency map to decrease the visual saliency outside the specified region. By applying our modification method to an image, human attention can be guided to the specified region because the saliency inside the region is higher than that outside the region. Using gaze measurements, we show that the proposed saliency map matches well with the distribution of actual human attention. Moreover, we evaluate the effectiveness of the proposed modification method by using an eye tracking system.
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1. Introduction

It is well known that 80% of the information entering the human brain is visual information [1], [2]. A human shifts his/her gaze by employing visual information obtained through his/her peripheral vision when deciding where to direct his/her attention [3], [4]. A system for supporting human activity requires a visual attention retargeting method that naturally guides human gaze to a region of interest (ROI) in order to realize natural interaction between the system and the human. The usability of such a system can be improved if the system enables a user to easily find and access the required information by guiding his/her gaze. Attentive user interfaces (AUIs) that use optical head-mounted displays, such as Google Glass, are attracting increasing interest. Effective AUIs naturally attract human visual gaze to the region specified by the gaze-based interface. Therefore, it is widely believed that drawing human gaze to particular objects can effectively facilitate and direct many types of human activities (e.g., driving, manufacturing, and studying) as well as human-machine interfaces and other applications, including education, gaming, design, and media arts [5].

Humans choose important information from an enormous volume of visual information; this is called “visual attention.” Visual saliency is defined as an estimation of how likely a given region is to attract human visual attention, and there is much evidence indicating a correlation between visual attention and saliency maps [6]. Recently, several image modification methods that use visual saliency maps to guide human attention to a ROI have been proposed. These methods are categorized into two types: color-based methods and orientation-based methods.

Color-based methods modify color components such that the visual saliency inside an ROI increases whereas that outside the ROI decreases. In general, color-based methods can guide a viewer’s attention to the ROI while keeping the rest of the image at a high resolution. Hagiwara et al. [7] and Kokui et al. [8] proposed image editing methods in order to obtain an image in which the given region has the highest saliency. These methods adaptively modify the RGB color components by reverse engineering a typical visual saliency map model. Takimoto et al. [9] proposed a modification method that iteratively modulates the lightness and color components on the basis of a novel saliency map using an L*a*b* color space. This method requires significantly less computational time than other methods and produces images that are considered much more natural. The above-mentioned methods [7]–[9] are able to guide human attention effectively because they are strictly based on a visual saliency computation model for bottom-up attention, i.e., they are categorized under “feedback from saliency computation.”

On the other hand, Kim et al. [10] proposed a manipulation method as a typical orientation-based method by using bilateral displacements for sharpening and smoothing operations to alter the frequencies in the geometry. Mateescu et al. [11] analyzed how manipulating the orientation of an ROI of an image affects human visual attention. Specifically, they rotated the ROI in order to maximize its saliency. However, it is difficult to apply these orientation-based methods to ROIs with low texture. The most significant drawback of these methods is that it is difficult to effectively guide attention to a modified ROI if other regions with high saliency exist, because these methods manipulate only the features of the ROI. Hata et al. [12] obtained a modified image by using a Gaussian filter to blur each pixel outside the ROI. They analyzed how blurring an image affects human visual attention. In other words, they suppressed the high-frequency components by adopting spatial filtering to control the resolution. However, it is difficult to di-
rectly guide a viewer’s gaze toward the ROI after the first saccade, because this method uniformly applies a Gaussian filter to various frequency components without using a visual saliency model. In addition, although many color-based methods guide visual attention by controlling the saliency in an image on the basis of existing saliency map models, there is no orientation-based method that is strictly based on a saliency model for bottom-up attention.

In this paper, we propose an orientation-based attention retargeting method to obtain an image in which the ROI achieves the highest saliency in order to guide human attention. The proposed method is based on reverse engineering of a visual saliency model for bottom-up attention. It consists of two phases: visual saliency analysis and frequency component modulation. First, a novel visual saliency map based on frequency components is obtained by octave division using frequency analysis. The obtained visual saliency map matches well with the distribution of actual human attention. Next, the proposed method iteratively modulates each frequency component such that the visual saliency outside the ROI decreases. When this modification method is applied to an image, human gaze is guided to the ROI because the saliency inside the ROI increases while that outside the ROI decreases.

2. Related Work

Various studies have investigated visual attention retargeting. A traditional attention retargeting approach that is used with TV is to present visual stimuli, such as arrows [3] or bounding boxes, in the peripheral visual field. Bailey et al. [13] proposed “subtle gaze direction” by performing brief image-space modulations on the ROI of human peripheral vision in order to direct human gaze. However, these traditional approaches are more coercive than effective from the viewer’s standpoint. A better approach would be to smoothly and effectively direct human attention toward an ROI without impeding the current visual attention.

A human detects the next target to be closely observed by using the information in his/her peripheral vision and then confirms the details of the target in the central visual field. The region having the most remarkable features is observed closely in the field of vision, if factors such as the viewer’s interest and the task are not considered. Bottom-up attention induced by visual features obtained from a visual stimulus dominantly influences visual attention in the early stages, i.e., immediately after the visual stimulus is presented [14], [15]. Therefore, attention retargeting methods that modify visual features on the basis of bottom-up visual saliency have been investigated in several studies.

In a typical bottom-up saliency map model, the saliency in a given region is determined primarily by how different the region is from its surroundings in terms of features such as color, orientation, depth, and motion. Hence, conventional attention retargeting methods based on a bottom-up saliency map model for a static image are categorized into two types: color-based methods and orientation-based methods.

Color-based methods modify each color component such that the visual saliency inside an ROI increases whereas that outside the ROI decreases. The main advantage of this approach is that it generally guides attention to the ROI while keeping the rest of the image at a high resolution. Veas et al. [16] proposed a saliency modulation technique that prompts attention shifts and influences the recall of an ROI without perceptible changes in the visual input. Mendez et al. [17] proposed a method for dynamically directing human gaze by analyzing and modulating the bottom-up salient features. The ROI is adaptively darkened, lightened, and manipulated in hue according to local contrast information rather than global parameters. Although these methods show better results than the traditional approaches, they require a threshold map to be manually set for each image. Hagiwara et al. [7] and Kokui et al. [8] proposed image editing methods to obtain an image in which the ROI has the highest saliency. These methods adaptively modulate the RGB color components by reverse engineering a visual saliency map model proposed by Itti et al. [18]. Although such methods can guide human gaze to the ROI, false borders that cause discomfort to users are generated in the modified image. Nguyen et al. [19] proposed a novel computational framework that actively recolors only the ROI in order to make it stand out, in both the local and the global sense. This method uses a salient patch dataset that includes the recorded fixation data. Then, through graph-based optimization, the color is transferred from the salient patches to the ROI such that the saliency of the ROI maximized. The disadvantages of this method are that it is computationally expensive and requires access to a sufficiently comprehensive gaze dataset. Mateescu et al. [20] proposed a saliency manipulation method that modifies the hue while keeping the intensity and chromaticity constant. However, although this method modifies only the hue, the original hue of the ROI is not considered. In addition, when other objects with high saliency exist in an original image, it is difficult to effectively guide human gaze to the modified ROI. Takimoto et al. [9] used a novel saliency analysis method and color modulation to create modified images in which the ROI is the most salient region in the entire image. The saliency map model used in their saliency analysis reduces the computational cost and improves the naturalness of the image by using an L*A*B* color space and simplified normalization.

The above-mentioned methods [7]–[9] are strictly based on a visual saliency computation model for bottom-up attention; thus, they are able to guide human attention effectively. Although state-of-the-art color-based method [9] achieves attention retargeting without degradation of visibility, it is not necessarily effective for all images. In addition, both color- and orientation-based methods can be applied to an image simultaneously because the characteristics used by each method are different. A more robust attention retargeting is realized by applying both methods in combination. Therefore, it is important to realize an efficient orientation-based method.
The aim of this paper is to develop an effective orientation-based attention retargeting method that is strictly based on a bottom-up computational model of visual attention. To guide human gaze to an ROI, the saliency inside the ROI should increase while that outside the ROI should decrease, as shown in Fig. 1. Figure 1 (c) shows the result of applying the proposed method to the image shown in Fig. 1 (a). The lower right bowl, which has relatively low saliency, is chosen as an ROI. Figures 1 (b) and (d) show the saliency maps of the original and modified images, respectively, in which brighter regions have higher saliency values. Therefore, our objective is to propose an image modification method that is strictly based on an orientation-based saliency map model in order to obtain a modified image that matches the desired saliency as the inverse of the ideal saliency map in which the ROI has the highest saliency.

Our method consists of two phases: visual saliency analysis and image modulation. For visual saliency analysis, several orientation-based saliency map models have been proposed by extracting other features, such as spatial and transform domains [18], [23]–[26]. However, solving the above-mentioned saliency inversion problem for effective attention retargeting requires a simple computational model of a saliency map that estimates human visual attention with high accuracy. Therefore, we propose a novel visual saliency model using the wavelet transform (WT) for bottom-up attention. For image modulation, we propose an image modulation algorithm that maximizes the saliency inside an ROI.

The procedure of the proposed method is summarized in Algorithm 1. First, a user selects an ROI from an original image to which a viewer’s attention should be guided. Next, the WT is applied to the target image in order to create multi-scale feature maps that can represent different features (e.g., edges and texture). The WT can achieve multi-scale spatial and frequency analysis at the same time [27]. The orientation-based saliency map is computed by applying the center-surround difference operation to the obtained multi-scale feature maps. Then, the wavelet coefficients of the target image are modified such that the saliency inside the ROI is maximized. After the inverse WT (IWT) operation, the

---

**Algorithm 1**: Attention retargeting based on visual saliency map

1. Select an ROI from an original image.
2. Compute the saliency based on frequency analysis.
3. Modify the target image such that the saliency in the ROI becomes higher.
4. Check whether the ROI has the highest saliency.
   - If the ROI does not have the highest saliency, go to Step 2.
   - Apply a Gaussian filter to the modified image to remove high-frequency noise. Output the modified image.

---

(a) Original image  
(b) Saliency map of (a)  
(c) Our result  
(d) Saliency map of (c)

**Fig. 1**: Example of image and saliency map in proposed method
ROI of the original image is overwritten with the modified image. If the ROI of the overwritten image has the highest saliency in the entire modified image, the algorithm is completed by applying a Gaussian filter to the modified image in order to remove high-frequency noise. Otherwise, the target image is modulated by iteratively applying saliency analysis and modifying the wavelet coefficients.

The novel orientation-based saliency model and the saliency-map-based image modulation algorithm for frequency components are described in Sects. 4 and 5, respectively.

4. Saliency Map Based on Frequency Components

Itti et al. [18] proposed a visual saliency computation model based on the early vision model proposed by Koch and Ullman [1]. Using human gaze measurements, they demonstrated that their saliency map matches well with the distribution of actual human attention. Their algorithm obtains a saliency map based on the intensity, color, and orientation conspicuity maps obtained by cross-scale addition of the feature maps. This means that adjusting the features of the entire image on the basis of a saliency map can attract the attention of a user to a specified region. Therefore, a modified image matching the desired target saliency is created from a given original image and the desired target saliency map. Although this can be regarded as a saliency inversion problem, it is an ill-posed problem because there is no one-to-one mapping between saliency and images. In this study, a modified image that matches the desired target saliency map is created by an iterative optimization procedure based on saliency map calculation.

Itti et al. [18] obtained a saliency map based on orientation features via spatial filtering using a Gabor filter. Imamoglu et al. [23] proposed a novel bottom-up saliency model that consists of local and global saliency maps created from multi-scale features maps based on wavelet coefficients. However, it is difficult to apply such saliency maps, which are based on a complex calculation model or spatial filtering, to the above-mentioned saliency inversion problem for attention retargeting. Hence, we propose a novel visual saliency model using the WT for bottom-up attention.

Wavelet decomposition has the advantage of extracting the orientation details from a multi-scale perspective. It offers high spatial resolution with higher frequency components and low spatial resolution with lower frequency components without information loss (i.e., loss of details) during the decomposition process [27].

The framework of the proposed saliency model based on the WT is shown in Fig. 2. First, the WT is applied to each RGB color channel to obtain the sub-bands of the input image I. The obtained sub-band for each color channel \( I^\alpha \) (\( \alpha \in \{R, G, B\} \)) is defined by

\[
[A^\alpha_N, H^\alpha(s), V^\alpha(s), D^\alpha(s)] = WT_N(I^\alpha)
\]

where \( N \) is the maximum number of scaling iterations for the WT; \( s \ (s \epsilon \{1, 2, \ldots, N\}) \) is a resolution index; \( A \) is the approximation output at the coarsest resolution; and \( H, V, \) and \( D \) are the wavelet coefficients of the horizontal, vertical, and diagonal directions, respectively. We use the Daubechies wavelet (Daub.3) as the mother wavelet for the WT, and we set \( N = 6 \) as the maximum number of scaling iterations for the WT. Wavelet coefficient pyramids \((H^\alpha(s), V^\alpha(s), D^\alpha(s))\) for each color channel are used for saliency detection.

The center-surround difference operation, which is implemented by the pixel difference between the finer scale \( c \) and the coarser scale \( s \), is applied to these pyramids for the creation of feature maps. We set \( c = 1, 2, 3 \) and \( s = c + d \), with \( d = 2, 3 \). Each feature map \( FM_k \ (k \epsilon \{H, V, D\}) \) is defined as follows:

\[
FM_k(c, s) = ||k^c(c)|| \oplus ||k^s(s)||
\]

where \( \oplus \) denotes the corresponding pixel-wise subtraction between the two scaled images. Next, the feature maps are normalized and combined into three conspicuity maps \( CM_k^\alpha \).

\[
CM_k^\alpha = \bigoplus_{c=1}^{3} \bigoplus_{s=c+2}^{3} N(FM_k^\alpha(c, s))
\]

where \( \bigoplus \) denotes the corresponding pixel-wise summation between the two feature maps. In addition, \( N \) is a normalization operator. Simple max-local normalization [18] is applied to each conspicuity map to highlight the most discriminative feature within the map.

Then, the three conspicuity maps are combined into a saliency map \( SM^\alpha \) for each color channel.

\[
SM^\alpha = \frac{1}{3} (N(CM^H_k) + N(CM^V_k) + N(CM^D_k))
\]
Finally, the three saliency maps $SM^a$ for each color channel are combined into a master saliency map $SM$.

$$SM = \frac{1}{3}(SM^R + SM^G + SM^B)$$  \hspace{1cm} (5)

5. Image Modification for Guiding Visual Attention

The basic concept of our image modulation method is that the saliency inside an ROI increases while that outside the ROI decreases by iteratively modulating the wavelet coefficients. First, a user selects an ROI to which a viewer’s attention should be guided. If $k^a_{(i,j)}(s)$ holds for all $k \in \{H, V, D\}$, and $a \in \{R, G, B\}$ is the wavelet coefficient pyramid for each color channel in the target image $I'$ at pixel $(i, j)$, then $k^a_{(i,j)}(s)$ is the corresponding coefficient in the modified image $I'^+$. Here, $t = 0$ denotes the original image.

Each wavelet coefficient is then modified as follows:

$$k^a_{(i,j)}(s) = k^a_{(i,j)}(s) + SM^a \cdot P^a_{(i,j)} \cdot (k^a_{(i,j)}(s) - \bar{k}^a_{(i,j)}) \hspace{1cm} (6)$$

where $\bar{k}^a_{(i,j)}$ is the average of the wavelet coefficients at pixel $(i, j)$ in color channel $a$, defined by

$$\bar{k}^a_{(i,j)} = \frac{1}{N} \sum_{s=1}^{N} |k^a_{(i,j)}(s)| \hspace{1cm} (7)$$

where $N$ is the maximum number of scaling iterations for the WT. If the absolute value of wavelet coefficient $|k^a_{(i,j)}(s)|$ is higher than the average of wavelet coefficients $\bar{k}^a_{(i,j)}$ at pixel $(i, j)$, the wavelet coefficient should be suppressed because it is the primary factor in increasing the saliency at pixel $(i, j)$.

Note that $SM^a$ in Eq. (6) is the saliency value of color channel $a$ in the input image $I'$ at pixel $(i, j)$. The saliency value is used as a weight coefficient to efficiently suppress the wavelet coefficients at a pixel with high saliency.

The intensity coefficient $P^a_{(i,j)}$, which is the weight of the modulation value of each wavelet coefficient, is defined by

$$P^a_{(i,j)} = \frac{N(CM^a_{H})}{(N(CM^a_{H}) + N(CM^a_{V}) + N(CM^a_{D}))} \hspace{1cm} (8)$$

Note that $P^a_{(i,j)}$ reflects the influence of a given feature on the saliency, and it enables us to obtain (by back calculation) the saliency map.

Next, a reconstructed image $\hat{I}$ is created by applying the inverse WT (IWT) to each modified color sub-band. Then, the modified image is created by applying the ROI of the original image $I^0$ to the reconstructed image $\hat{I}$.

After image composition of the reconstructed image $\hat{I}$ and the ROI of the original image $I^0$, the saliency map $SM'$ is calculated. If the maximum saliency $SM'$ outside the ROI is lower than an arbitrary threshold $Th$, then the iterative modification of the wavelet coefficients is completed.

Finally, we can obtain the modified image $I'$ by applying a 2D Gaussian low-pass filter to the reconstructed image $\hat{I}$ for the removal of false edges generated by modifying the wavelet coefficients.

$$I' = \hat{I} * g_{\text{norm}} \hspace{1cm} (9)$$

where $g_{\text{norm}}$ is the $m \times m$ 2D Gaussian filter and $*$ denotes the convolution operation.

6. Experiments and Results

We conducted experiments to evaluate visual saliency analysis and image modulation for attention retargeting.

6.1 Evaluation of Visual Saliency Analysis

6.1.1 Experimental Setup

To demonstrate the effectiveness of the proposed saliency map model for estimation of visual attention, we evaluate the proposed method using public datasets CAT2000 [28]. Although this dataset contains two sets of images, the training set and the test set, we only use the training set. The training set has 20 different categories (100 images for each category) and fixations for 18 observers.

6.1.2 Experimental Results and Discussion

For comparison, a typical saliency map used in a conventional method [18] was employed. It should be noted that Itti’s saliency map consists of three conspicuity maps based on intensity, color, and orientation. In addition, we also used a conspicuity map of orientation as a reference saliency map for comparison because our saliency map focuses only on the orientation component.

The evaluation results in terms of the normalized scanpath saliency (NSS) and percentile are listed in Table 1. In this table, “Conv. method (Case 1)” refers to Itti’s conspicuity map of only orientation, and “Conv. method (Case 2)” refers to Itti’s saliency map comprising three conspicuity maps. Specifically, the average NSS and percentile for all test images and participants are listed. NSS measures the performance of saliency models using fixations. First, the saliency scores of all the regions in an image are normalized to have zero mean and unit standard deviation [29]; then, the saliency scores at fixed locations are used to measure the model performance. On the other hand, the percentile (first proposed in [30]) measures the percentage of fixations whose predicted saliency values fall below the value of a fixed location [31].

From Table 1, it can be seen that the NSS and percentile values of the proposed saliency map are greater than those of the conventional saliency map using only orientation features. Using the results of this experiment, we performed a pairwise t-test (two-tailed) to compare the saliency map models statistically. Thus, we confirmed that the differences
Table 1  NSS, percentile, and pairwise t-test (two-tailed) values for visual saliency

|                  | NSS | Percentile |
|------------------|-----|------------|
| Prob. method     | 0.781 | 0.708     |
| Conv. method (Case 1) | 0.751 | 0.699 |
| t-value (p-value) | 3.36 (<0.001) | 3.87 (<0.001) |
| Conv. method (Case 2) | 1.014 | 0.743 |
| t-value (p-value) | 23.75 (<0.001) | 19.62 (<0.001) |

between the methods based on orientation features are indeed statistically significant.

The accuracy of the proposed saliency map model is higher than that of the traditional orientation-based saliency map model based on spatial filtering on the results of saliency map evaluation. However, state-of-the-art saliency map models based on various features have been proposed recently [32]–[34]. It should be noted that we focus not only on the accuracy of the saliency map model but also on the ease of solution of the inverse problem. Therefore, it is possible to apply the proposed saliency map to our image modification method for attention retargeting.

6.2 Evaluation of Image Modulation

6.2.1 Experimental Setup

Using a gaze measurement system, we confirmed that the modified image obtained by the proposed method guides attention effectively. We used a QG-PLUS tracking device (Ditect Inc.) to track the eye movements of our participants. Each participant's head was fixed at a distance of 65 cm from the front of the display. We defined a fixation as a set of consecutive data points within a certain range of the visual angle for a minimum of 100 ms. The radius of the visual angle for fixation was 1.3°.

Fifteen subjects (all male, 21–36 years old, average age = 23.7 years), each with normal color vision, participated in this experiment. Further, fifteen images, each having a size of 640 × 480 pixels, were used. Fifteen images were obtained from the photo database [35] and the internet. Examples of the obtained images are shown in Fig. 3.

The proposed method and two reference methods were applied to all the original images. For comparison, we used the orientation-based method proposed by Hata et al. [12] and the color-based modification method proposed by Takimoto et al. [9] in order to evaluate how well each method guides visual attention.

We minimized the influence of previous observation of an image of the same scene by a participant. Further, we created 60 test images from the 15 original images (3 modified images per original image). These 60 images were divided into 4 groups, each having 15 different scenes. The images in each group were shown in random order. In addition, we controlled the intervals between the groups to reduce the influence of the previous group. For the ROI, we selected objects with relatively low saliency located away from the center of the image.

Using the concept of SDOF, Hata et al. [12] achieved attention retargeting by blurring the region outside an ROI using a Gaussian filter. Therefore, to fairly compare the effectiveness of attention retargeting, we determined the optimum Gaussian filter parameter $\sigma$ for each original image. The procedure for determining the optimum parameter $\sigma$ is summarized in Algorithm 2. In Step 4, if the following condition is satisfied, the saliency suppression is judged to have converged.

$$SM_{ROI}(I'_{o,r}) - SM_{ROI}(I'_{o,r}) \leq SM_{MAX}/100 \quad (10)$$

where $SM_{MAX}$ is the maximum saliency in the original image, $I'_o$ is the modified image obtained using a Gaussian filter.
filter with parameter $\sigma_t$, and $SM_{\text{ROI}}(I_{\sigma_t})$ is the maximum saliency outside the ROI in image $I$ modified with parameter $\sigma_t$.

On the other hand, in our method, the saliency outside the ROI is gradually suppressed by iterative calculation of the saliency map and image modification. Hence, when the maximum saliency outside the ROI in the image modified by our method is less than the maximum saliency outside the ROI in the image modified by the method of Hata et al. [12] with optimum parameter $\sigma_t$, our iterative calculation is com-
6.2.2 Experimental Results and Discussion

Examples of the original images and modified images obtained using the proposed method and reference methods [9], [12] as well as their respective saliency maps are shown in Fig. 4. These saliency maps were computed by the proposed visual saliency model using the WT.

The circular object in the upper part of the image was chosen as the ROI of the image in the first row. Further, the pear in the upper right part of the image and the picture on the wall were chosen as the ROIs of the images in the third and fifth rows, respectively. In the saliency maps of the modified images obtained using the method of Hata et al. [12], the saliency inside the ROI was slightly greater than that of the original images. However, it is difficult to guide attention to the ROI because there are other regions having high saliency. In the method of Takimoto et al. [9], the orientation-based saliency is not suppressed effectively because this method controls the intensity and color on the basis of a color-based saliency map. The detailed results for the third row in Fig. 4 are listed in Table 2. Specifically, the average and maximum saliency inside and outside the ROI of the original and modified images are listed. From these results, we confirmed that saliency outside the ROI can be suppressed most effectively by the proposed method. However, result of the proposed method is less natural in terms of its visibility when compared with other methods.

Examples of scanpaths obtained from the same participant using the gaze tracking system are shown in Fig. 5, where the numbers in the circles denote the order of fixation movement and the size of the circles denote the duration of fixation. In Fig. 5, the original image hardly attracts any attention to the ROI. From the first to third rows, according to the results of the conventional methods, the participants were slightly attracted to the ROIs. On the other hand, the image modified by our method effectively attracted the participants’ attention at an early stage. In addition, we confirmed that the duration of fixation at the ROI was longer than that at other regions. In the fourth and fifth rows, the contrast of color outside of ROI is salient. Therefore, it is difficult for orientation-based methods to guide a first-saccade to the ROI. However, the duration of fixation inside the ROI is longer than that outside the ROI. In the sixth row, the image modulated by Hata’s method blurred the original image significantly. Therefore, there is almost no difference between our proposed method and Hata’s method. Hence, our method is not necessarily effective for all images as compared with color-based method, and vice versa. Nevertheless, we confirmed that results obtained by our method are sufficient when compared with the orientation-based method with spatial filtering.

The rates of fixation movements occurring prior to reaching the ROI for all the datasets are listed in Table 3. The proposed method guides gaze to the specified regions more effectively than the reference methods. Using the results of these experiments, we performed a pairwise t-test (two-tailed) to compare the methods statistically, as shown in Table 4. Thus, we confirmed that the differences between the methods are indeed statistically significant.

Our method is more effective than the reference methods because of its optimum suppression of wavelet coefficients on the basis of the visual saliency map. Thus, the saliency outside the ROI is efficiently suppressed; consequently, the ROI attracts greater attention. The conventional orientation-based method [12] based on spatial filtering fails

| Table 2 | Example of saliency analysis inside/outside the ROI |
| Ave. inside ROI | Ave. outside ROI | Max. inside ROI | Max. outside ROI |
| Original | 60 | 52 | 221 | 255 |
| Prop. | 64 | 36 | 255 | 140 |
| Conv. [12] | 70 | 48 | 255 | 180 |
| Conv. [9] | 57 | 47 | 189 | 255 |

| Table 3 | Fixation movement rates |
| % | Original image | Prop. method | Conv. method [12] | Conv. method [9] |
| 1st | 3.1 | 53.1 | 30.4 | 16.9 |
| 2nd | 4.4 | 25.4 | 25.0 | 32.0 |
| 3rd | 8.9 | 8.5 | 18.8 | 15.1 |
| 4th | 9.8 | 3.1 | 10.7 | 7.1 |
| 5th | 6.2 | 3.1 | 4.9 | 6.7 |
| other | 67.6 | 6.7 | 10.3 | 22.2 |

| Table 4 | Results of pairwise t-test (two-tailed) |
| (p-value) | Prop. method | Conv. method [12] | Conv. method [9] |
| Orig. | 24.28 (<0.001) | 17.61 (<0.001) | 13.91 (<0.001) |
| Prop. | - | 4.90 (<0.001) | 8.27 (<0.001) |
| Conv. [12] | - | - | 4.20 (<0.001) |

Algorithm 2: Determination of optimum parameter $\sigma$ in [12]

Step 1: Select an ROI for an arbitrary original image.
Step 2: Compute the saliency based on frequency analysis.
Step 3: Set parameter $\sigma_1 = 1$.
Step 4: Apply the Gaussian filter to the original image outside the ROI.
Step 5: Check whether saliency suppression outside the ROI has converged.

if Saliency suppression outside the ROI has converged then $\sigma_t$ is output as the optimum parameter for the image.
else $\sigma_{t+1} = \sigma_t + 1$. Go to Step 4.
end if
to sufficiently suppress the saliency outside the ROI. The proposed method strongly blurs the region outside the ROI because the effectiveness of attention retargeting is related to the naturalness of the modified image. Therefore, it is necessary to determine the termination condition of iterative image modification for different purposes in accordance with the goal. Most importantly, the proposed method, which is based on a visual saliency map, achieves efficient and ef-
fective attention retargeting compared with the conventional
orientation-based method, which uses spatial filtering without
depending on a visual saliency map.

Although state-of-the-art color-based methods achieve attention retargeting without degradation in visibility, it is not necessarily effective for all images, and vice versa. The color-based method and the proposed orientation-based method modify different image features on the basis of different visual saliency maps. Therefore, more efficient and effective attention retargeting can be realized by applying both methods to an image.

7. Conclusion

We proposed an orientation-based attention retargeting method for a given region in an image in order obtain the image in which the region shows the highest saliency. A novel visual saliency map for bottom-up attention, which matches well with the distribution of actual human attention, was proposed on the basis of the WT. The proposed image modification method iteratively adjusts wavelet coefficients such that the saliency inside the ROI increases while that outside the ROI decreases. We performed gaze measurements to evaluate the effectiveness of the proposed method. The results of our experiments clearly showed that our method can successfully guide human gaze to an ROI.

The main contribution of this work is an image modification method using wavelet transform and saliency map based on frequency components. It should be noted that the objective of our proposed method is not natural attention retargeting such as color-based retargeting [9] or other orientation-based method [12]. It may be difficult to understand what the object in the region outside an ROI is because the region outside the ROI is strongly blurred. Therefore, it may cause a decline in the quality of viewers’ activity. However, this issue is resolved by estimating a viewer’s gaze. We would suggest that the quality of viewers’ activity is preserved by changing region outside the ROI to original image after the viewers’ gaze is shifted to ROI.

Gaze movement is affected by both bottom-up and top-down factors. Several computational models based on top-down approaches consider the intentions, cognitive states, and prior knowledge of humans [6]. When a viewer looks at a specific scene continuously, efficient attention retargeting can be realized by considering the influence of both bottom-up and top-down attention. Therefore, an attention retargeting method based on top-down attention should be considered in the future.
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