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Abstract

We consider a kinetic model for a two component gas mixture without chemical reactions. Our goal is to study hypocoercivity for the linearized BGK model for gas mixtures in continuous phase space. By constructing an entropy functional, we can prove exponential relaxation to equilibrium with explicit rates. Our strategy is based on the entropy and spectral methods adapting Lyapunov’s direct method as presented in [1] for the one species linearized BGK model. In comparison to the one species case, we start with two partial differential equations, one for each species. These equations are coupled due to interspecies interactions, which requires additional estimates on these interspecies terms.
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1. Introduction

In this paper, we shall concern ourselves with a kinetic description of two gases. This is traditionally done via the Boltzmann equation for the two density distributions \( f_1 \) and \( f_2 \). Under certain assumptions the complicated interaction terms of the Boltzmann equation can be simplified by a so called BGK approximation (named after the physicists Bhatnagar-Gross-Krook [8]) consisting of a collision frequency multiplied by the deviation of the distributions from local Maxwellians. This approximation is constructed in a way such that it has the same main properties of the Boltzmann equation namely conservation of the number of particles, momentum and energy. In addition, it has an H-theorem with an entropy inequality leading to an equilibrium which is a Maxwellian. For the BGK models, there are efficient numerical methods which are asymptotic preserving, meaning that the schemes remain efficient even approaching the hydrodynamic regime [26, 16, 15, 6, 14, 7, 12]. The existence and uniqueness of solutions to the BGK equation for one species of gases in bounded domain in space was proven by Perthame and Pulvirenti in [4].

In this paper, we are interested in extensions of a BGK model to gas mixtures since in applications one often has to deal with mixtures instead of a single gas. From the point of view of physicists, there are a lot of BGK models proposed in the literature concerning gas mixtures. Examples are the model of Gross and Krook in 1956 [18], the model of Hamel in 1965 [19], the model of Garzo, Santos and Brey in 1989 [17] and the model of Sofonea and Sekerka in 2001 [28]. They all have one property in common. Just like the Boltzmann equation for gas mixtures contains a sum of collision terms on the right-hand side, these kind of models also have a sum of collision terms in the relaxation operator. In 2017, Klingenberg, Pirner and Puppo [21] proposed a kinetic model for gas mixtures which contains these often used models by physicists and engineers as special cases. Moreover, in [21] consistency of this model, like conservation properties (conservation of the number of particles of each species, etc.)
conservation of total momentum and conservation of total energy), positivity and the H-Theorem, is proven. Since the models from physicists mentioned above are special cases of the model proposed in [21], consistency of all these models is also proven. Another possible extension to gas mixtures was proposed by Andries, Aoki and Perthame in 2002 [3]. In contrast to the other models it contains only one collision term on the right-hand side. Consistency like conservation properties (conservation of the number of particles of each species, conservation of total momentum and conservation of total energy), positivity and the H-Theorem is also proven there. Brull, Pavan and Schneider proved in [11] that the model [3] can be derived by an entropy minimization problem. In recent works, there are efforts to extend this type of BGK model for gas mixtures to gas mixtures with chemical reactions, see for example the model of Bisi and Cáceres [9].

Once the existence and uniqueness of a steady state has been established, we can prove convergence to this steady state. It is more crucial and interesting to find quantitative estimates on the rates of convergence, which is known as hypocoercivity theory, see for example [30, 29, 25, 10] for kinetic equations. There have been recent efforts extended to the study of kinetic equations with random inputs, including their mathematical properties such as regularity and long-time behavior in the random space, for example refer to [20, 24, 23, 22, 27, 13]. Although large-time behavior of the monospecies BGK equations were intensively studied in the literature, but are unknown for multispecies BGK systems. The purpose of this paper is to study the large-time behavior of a linearized version of the BGK model for gas mixtures presented in [21]. We study hypocoercivity of this linearized model in one-dimensional phase space and construct an entropy functional to prove exponential relaxation to equilibrium with explicit rates. This paper is largely motivated by [1] and [2] for the one species BGK equation describing entropy and spectral methods adapting Lyapunovs direct method. In comparison to the one species case, we start with two partial differential equations, one for each species. These equations are coupled due to interspecies interactions. This requires additional estimates on these interspecies terms which will be proven in this work. These estimates are very different from the one species case because the interspecies terms from species 1 and the interspecies terms from species 2 have to be coupled and estimated together in an appropriate way. For example, we can not use conservation of momentum and energy of each species, since in gas mixtures we only have conservation of total momentum and energy. This requires a different way of estimating the total entropy that we carefully defined.

The outline of the paper is as follows: In subsection 2.1, we will present the BGK model for two species developed in [21]. In subsection 2.2, we perform a linearization of this model assuming that the distribution functions are close to equilibrium. In subsection 2.3, we transform the system of partial differential equations to an infinite system of ordinary differential equations. In section 3, we define an appropriate entropy functional and develop additional estimates for hypocoercivity needed in the case of gas mixtures due to interspecies interactions. In section 4, we prove exponential relaxation with explicit estimates on the exponential convergence rate towards equilibrium.

2. Nonlinear and linearized BGK model for gas mixtures

In this section we present the nonlinear and the linearized BGK model for gas mixtures, which is the main topic of this paper.

2.1. Nonlinear BGK model for gas mixtures

We want to consider the BGK model for gas mixtures described in [21]. For the convenience of the reader, we want to briefly repeat it here. For more details, see [21]. We consider the position space $\mathcal{T}^d := (\frac{L}{2\pi})^d$, the $d$-dimensional torus of side length $L$. Then, we consider the following BGK
model for gas mixtures for two phase space densities \( f_1(x, v, t), f_2(x, v, t); x \in \mathbb{T}^d, v \in \mathbb{R}^d \), one for each species, satisfying
\[
\begin{align*}
\partial_t f_1 + v \cdot \nabla_x f_1 &= \nu_1 n_1 (M_1 - f_1) + \nu_2 n_2 (M_1 - f_1), \\
\partial_t f_2 + v \cdot \nabla_x f_2 &= \nu_2 n_2 (M_2 - f_2) + \nu_1 n_1 (M_2 - f_2),
\end{align*}
\] (1)

with the Maxwell distributions
\[
\begin{align*}
M_k &= \frac{n_k}{\sqrt{2\pi \frac{T_k}{m_k}}} \exp\left(-\frac{|v - u_k|^2}{2 \frac{T_k}{m_k}}\right) = \frac{n_k^{1+d/2}}{\sqrt{2\pi \frac{1}{m_k}}} \exp\left(-\frac{n_k |v - u_k|^2}{2 \frac{T_k}{m_k}}\right), \quad k = 1, 2, \\
M_{12} &= \frac{n_1}{\sqrt{2\pi \frac{T_{12}}{m_1}}} \exp\left(-\frac{|v - u_{12}|^2}{2 \frac{T_{12}}{m_1}}\right) = \frac{n_1^{1+d/2}}{\sqrt{2\pi \frac{1}{m_1}}} \exp\left(-\frac{n_1 |v - u_{12}|^2}{2 \frac{T_{12}}{m_1}}\right), \\
M_{21} &= \frac{n_2}{\sqrt{2\pi \frac{T_{21}}{m_2}}} \exp\left(-\frac{|v - u_{21}|^2}{2 \frac{T_{21}}{m_2}}\right) = \frac{n_2^{1+d/2}}{\sqrt{2\pi \frac{1}{m_2}}} \exp\left(-\frac{n_2 |v - u_{21}|^2}{2 \frac{T_{21}}{m_2}}\right).
\end{align*}
\] (2)

The unknown quantities in these Maxwell distributions (2) will be explained in the equations (3)–(9). To be flexible in choosing the relationship between the collision frequencies, we now assume the relationship
\[
\nu_{12} = \varepsilon \nu_{21}, \quad 0 < \varepsilon \leq 1. 
\] (3)

The restriction on \( \varepsilon \) is without loss of generality. If \( \varepsilon > 1 \), exchange the notation 1 and 2 and choose \( \frac{1}{\varepsilon} \) as new \( \varepsilon \). For example, in the case of a plasma a common relationship found in the literature [5] is given by \( \varepsilon = \frac{m_2}{m_1} \). The macroscopic quantities number density \( n_k \), mean velocity \( u_k \), temperature \( T_k \), pressure \( P_k \) are defined by
\[
\int f_k(v) \left( \begin{array}{c} 1 \\ \frac{1}{m_k |v - u_k|^2} \\ \frac{n_k}{dn_k T_k} \\ \frac{u_k}{dn_k T_k} \end{array} \right) dv =: \left( \begin{array}{c} n_k \\ n_k u_k \\ n_k T_k \end{array} \right), \quad P_k = n_k T_k \quad k = 1, 2.
\] (4)

We define \( P_{12} \) and \( P_{21} \) by
\[
P_{12} = n_1 T_{12} \quad \text{and} \quad P_{21} = n_2 T_{21}.
\] (5)

Then the remaining parameters \( u_{12}, u_{21}, T_{12} \) and \( T_{21} \) will be determined using conservation of total momentum and energy, together with some symmetry considerations. By choosing the densities of \( M_{12} \) and \( M_{21} \) equal to the densities of the distribution functions \( n_1 \) and \( n_2 \), we have conservation of the number of particles, see Theorem 2.1 in [21]. If we further assume that \( u_{12} \) is a linear combination of \( u_1 \) and \( u_2 \)
\[
u_{12} = \delta u_1 + (1 - \delta) u_2, \quad \delta \in \mathbb{R},
\] (6)

then we have conservation of total momentum provided that
\[
u_{21} = u_2 - \frac{m_1}{m_2} \varepsilon (1 - \delta)(u_2 - u_1),
\] (7)

see Theorem 2.2 in [21]. If we further assume that \( T_{12} \) is of the following form
\[
T_{12} = \alpha T_1 + (1 - \alpha) T_2 + \gamma |u_1 - u_2|^2, \quad 0 \leq \alpha \leq 1, \gamma \geq 0,
\] (8)

then we have conservation of total energy provided that
\[
T_{21} = \left[ \frac{1}{d} \varepsilon m_1 (1 - \delta) \left( \frac{m_1}{m_2} \varepsilon (\delta - 1) + \delta + 1 \right) - \varepsilon \gamma \right] |u_1 - u_2|^2 + \varepsilon (1 - \alpha) T_1 + (1 - \varepsilon (1 - \alpha)) T_2,
\] (9)
see Theorem 2.3 in [21]. In order to ensure the positivity of all temperatures, we need to restrict $\delta$ and $\gamma$ to

$$0 \leq \gamma \leq \frac{m_1}{d}(1 - \delta)\left[(1 + \frac{m_1}{m_2}\delta) + 1 - \frac{m_1}{m_2}\right],$$  \hspace{1cm} (10)

and

$$\frac{m_1\delta - 1}{1 + m_1\delta} \leq \delta \leq 1,$$  \hspace{1cm} (11)

see Theorem 2.5 in [21].

Let $d\tilde{x} := L^{-d}dx$ denote the normalized Lebesgue measure on $\mathbb{T}^d$. We consider normalized initial data

$$\int \int f_k^\prime(x,v)d\tilde{x}dv = 1, \quad \int \int v(m_1f_1^\prime + m_2f_2^\prime)d\tilde{x}dv = 0,$$

$$\int \int |v|^2(m_1f_1^\prime + m_2f_2^\prime)d\tilde{x}dv = n_{\infty,1} + n_{\infty,2}. \hspace{1cm} (12)$$

We expect that equations (1) have the unique space-homogeneous steady state

$$f_k^\infty(v) = \frac{n_{\infty,k}}{(2\pi T_{\infty}/m_k)^{d/2}} \exp\left(-\frac{|v - u_\infty|^2}{2T_{\infty}/m_k}\right), \quad k = 1, 2,$$

two Maxwell distributions with densities $n_{\infty,k} = \int \int f_k(x,v,0)dvd\tilde{x}$, equal mean velocity $u_\infty$ and equal temperature $T_\infty$. By translating and scaling the coordinate system, we may assume $u_\infty = 0$ and $T_\infty = 1$ such that we obtain

$$f_k^\infty(v) = \frac{n_{\infty,k}}{(2\pi/m_k)^{d/2}} \exp\left(-\frac{|v|^2}{2/m_k}\right), \quad k = 1, 2. \hspace{1cm} (13)$$

2.2. Linearized BGK model for gas mixtures

In this section, we derive a linearized version of the BGK model for gas mixtures described in the previous section.

For this, we consider a solution $(f_1, f_2)$ to (1) which is close to the equilibrium $(f_1^\infty, f_2^\infty)$ with

$$f_k(x,v,t) = f_k^\infty(v) + h_k(x,v,t). \hspace{1cm} (14)$$

Then, we have

$$n_k(x,v,t) = n_{\infty,k} + \sigma_k(x,v) \quad \text{with} \quad \sigma_k(x,v) = \int h_k(x,v,t)dv$$

$$(n_k u_k)(x,v,t) = \int vf_k(x,v,t)dv = \mu_k(x,v,t) \quad \text{with} \quad \mu_k(x,v,t) = \int vh_k(x,v,t)dv$$

$$P_k(x,t) = \frac{m_k}{d} \int |v - u_k|^2f_k(x,v,t)dv = n_{\infty,k} + \frac{1}{d} \left[ \frac{\tau_k(x,t) - m_k|\mu_k(x,v,t)|^2}{n_{\infty,k} + \sigma_k(x,v)} \right],$$

\hspace{1cm} with $\tau_k(x,v,t) = m_k \int |v|^2h_k(x,v,t)dv. \hspace{1cm} (15)$

The conservation of the normalization (12) implies

$$\int \sigma_1(x,t)d\tilde{x} = \int \sigma_2(x,t)d\tilde{x} = 0,$$

$$\int (m_1\mu_1(x,t) + m_2\mu_2(x,t))d\tilde{x} = 0, \quad \int (\tau_1(x,t) + \tau_2(x,t))d\tilde{x} = 0. \hspace{1cm} (16)$$
Now we derive the linearized version of the equations (1) by inserting the ansatz (14) into (1), then \( h_1 \) and \( h_2 \) satisfy
\[
\partial_t h_1 + v \cdot \nabla_x h_1 = \nu_1 n_1 (M_1 - f_1^\infty - h_1) + \nu_2 n_2 (M_2 - f_1^\infty - h_1),
\]
\[
\partial_t h_2 + v \cdot \nabla_x h_2 = \nu_2 n_2 (M_2 - f_2^\infty - h_2) + \nu_1 n_1 (M_2 - f_2^\infty - h_2),
\]
(17)

We want to linearize the model (17) by performing a Taylor expansion of \( M_1, M_2, M_{12}, M_{21} \) with respect to \( \tau_1, \tau_2, \mu_1, \mu_2, \tau_1 \) and \( \tau_2 \) around 0 assuming that \( \sigma_1, \sigma_2, \mu_1, \mu_2, \tau_1 \) and \( \tau_2 \) are small. For the one-species terms, namely the first terms on the right-hand side of (17), we obtain
\[
M_k(x, v, t) - f_k^\infty(v)
\]
\[
= \frac{(n_{\infty,k} + \sigma_k(x,t))^{1+d/2}}{(2\pi m_k)^{d/2}} \exp \left( -\frac{|\nu(n_{\infty,k} + \sigma_k(x,t)) - \mu_k|^2}{2 m_k} \right) \left( n_{\infty,k} + \sigma_k(x,t) \right) \left( n_{\infty,k} + \sigma_k(x,t) \right) \cdot \left( n_{\infty,k} + \sigma_k(x,t) \right).
\]

For the mixture part, we first recognize that \( P_{12} \) defined in (5) and (8) and \( \mu_{12} := n_1 u_{12} \) can be written as
\[
\mu_{12} = \delta \mu_1 + (1 - \delta) \frac{n_1}{n_2} \mu_2, \quad P_{12} = \alpha P_1 + (1 - \alpha) \frac{n_1}{n_2} P_2 + \gamma \frac{|\mu_1 - \frac{n_1}{n_2} \mu_2|^2}{n_1}.
\]

If we insert this into the expression for \( M_{12} \), we obtain
\[
M_{12}(x, v, t) = \frac{(n_{\infty,1} + \sigma_1)^{1+d/2}}{(2\pi m_1)^{d/2}} \exp \left( -\frac{|\nu(n_{\infty,1} + \sigma_1) - \mu_1|^2}{2 m_1} \right) \left( n_{\infty,1} + \sigma_1 \right) \left( n_{\infty,1} + \sigma_1 \right) \cdot \left( n_{\infty,1} + \sigma_1 \right).
\]

Next, we insert \( n_k \) and \( P_k \) given by (15) and obtain
\[
M_{12}(x, v, t) = \frac{(n_{\infty,1} + \sigma_1)^{1+d/2}}{(2\pi m_1)^{d/2}} \exp \left( -\frac{|\nu(n_{\infty,1} + \sigma_1) - \mu_1|^2}{2 m_1} \right) \left( n_{\infty,1} + \sigma_1 \right) \left( n_{\infty,1} + \sigma_1 \right) \cdot \left( n_{\infty,1} + \sigma_1 \right).
\]

With this expression and by denoting the set \( D = \{ \sigma_1 = \sigma_2 = \mu_1 = \mu_2 = \tau_1 = \tau_2 = 0 \} \), then one obtains the following derivatives
\[
\partial_\sigma_1 M_{12} |_{D} = \frac{1}{n_{\infty,1}} \left( 1 + \frac{\alpha}{2} (d - m_1 |v|^2) \right),
\]
\[
\partial_\sigma_2 M_{12} |_{D} = \frac{1}{n_{\infty,2}} \left( 1 - \alpha \right) (d - m_1 |v|^2),
\]
\[
\partial_\mu M_{12} |_{D} = \frac{1}{n_{\infty,1}} \delta m_1 v,
\]
\[
\partial_\mu M_{12} |_{D} = \frac{1}{n_{\infty,2}} \left( 1 - \delta \right) m_1 v,
\]
\[
\partial_r M_{12} |_{D} = \frac{1}{n_{\infty,1}} \alpha \left( \frac{1}{d} m_1 |v|^2 - 1 \right),
\]
\[
\partial_r M_{12} |_{D} = \frac{1}{n_{\infty,2}} \left( 1 - \alpha \right) \left( \frac{1}{d} m_1 |v|^2 - 1 \right).
\]
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Therefore,

\[ M_{12} - f^\infty_1 \approx f^\infty_2 \left[ \frac{1}{n_{\infty,1}} \left( 1 + \frac{\alpha}{2} (d - m_1 |v|^2) \right) \sigma_1 + \frac{1}{2 n_{\infty,2}} (1 - \alpha)(d - m_1 |v|^2) \sigma_2 \right. \]

\[ + \frac{1}{n_{\infty,1}} \delta m_1 v \cdot \mu_1 + \frac{1}{n_{\infty,2}} (1 - \delta) m_1 v \cdot \mu_2 + \frac{1}{2 n_{\infty,1}} \alpha \left( \frac{1}{d} m_1 |v|^2 - 1 \right) \tau_1 \]

\[ \left. + \frac{1}{2 n_{\infty,2}} (1 - \alpha) \left( \frac{1}{d} m_1 |v|^2 - 1 \right) \tau_2 \right]. \]

Similarly, in the case of species 2, we observe that \( P_{21} \) defined in (5) and (9) and \( \mu_{21} = n_2 u_{21} \) can be written as

\[ \mu_{21} = \frac{n_2}{n_1} \mu_1 + (1 - \tilde{\delta}) \mu_2, \quad P_{21} = \frac{\alpha}{n_2} P_1 + (1 - \tilde{\alpha}) P_2 + \frac{\gamma}{n_2} \frac{m_1 - \mu_1}{\mu_2} \]

with \( \tilde{\alpha}, \tilde{\delta} \) and \( \tilde{\gamma} \) given by

\[ \tilde{\alpha} = \varepsilon (1 - \alpha), \quad \tilde{\delta} = \frac{m_1}{m_2} \varepsilon (1 - \delta), \quad \tilde{\gamma} = \frac{1}{d} \varepsilon m_1 (1 - \delta) \left( \frac{m_1}{m_2} \varepsilon (\delta - 1) + \delta - 1 \right) - \varepsilon \gamma. \]

Then, by inserting these expressions and the expressions of \( n_1, n_2, P_1 \) and \( P_2 \) given by (15), we obtain

\[ M_{21}(x, v, t) = \exp \left( \frac{\varepsilon (n_2, 2 + \sigma_2) (n_1, 1 + \frac{1}{2} |v|^2 - m_1 |v|^2 + \frac{m_1 |v|^2}{n_{\infty,1} \sigma_1} + \frac{m_1 |v|^2}{n_{\infty,2} \sigma_2})}{d (n_2, 2 + \sigma_2)} \right). \]

From this we get the following derivatives

\[ \partial_{\sigma_1} M_{21} \mid_{\sigma_1} = \frac{1}{n_{\infty,1}} \tilde{\alpha} (d - m_1 |v|^2) = \frac{1}{2 n_{\infty,1}} \varepsilon (1 - \tilde{\alpha}) (d - m_1 |v|^2), \]

\[ \partial_{\sigma_2} M_{21} \mid_{\sigma_2} = \frac{1}{n_{\infty,2}} \left( 1 + \frac{1 - \tilde{\alpha}}{2} \right) (d - m_1 |v|^2) = \frac{1}{2 n_{\infty,2}} \left( 1 + \frac{1 - \varepsilon (1 - \alpha)}{2} \right) (d - m_1 |v|^2), \]

\[ \partial_{\mu_1} M_{21} \mid_{\mu_1} = \frac{1}{n_{\infty,1}} \delta m_2 v = \frac{1}{n_{\infty,1}} \varepsilon (1 - \delta) m_1 v, \]

\[ \partial_{\mu_2} M_{21} \mid_{\mu_2} = \frac{1}{n_{\infty,2}} (1 - \tilde{\delta}) m_2 v = \frac{1}{n_{\infty,2}} \left( 1 - \frac{m_1}{m_2} \varepsilon (1 - \delta) \right) m_2 v, \]

\[ \partial_{\tau_1} M_{21} \mid_{\tau_1} = \frac{1}{2 n_{\infty,1}} \tilde{\alpha} \left( \frac{1}{d} m_2 |v|^2 - 1 \right) = \frac{1}{2 n_{\infty,1}} \varepsilon (1 - \alpha) \left( \frac{1}{d} m_2 |v|^2 - 1 \right), \]

\[ \partial_{\tau_2} M_{21} \mid_{\tau_2} = \frac{1}{2 n_{\infty,2}} (1 - \tilde{\alpha}) \left( \frac{1}{d} m_2 |v|^2 - 1 \right) = \frac{1}{2 n_{\infty,2}} (1 - \varepsilon (1 - \alpha)) \left( \frac{1}{d} m_2 |v|^2 - 1 \right). \]

Then, we get

\[ M_{21} - f^\infty_2 \approx f^\infty_2 \left[ \frac{1}{n_{\infty,1}} \varepsilon (1 - \alpha)(d - m_2 |v|^2) \sigma_1 + \frac{1}{n_{\infty,2}} \left( 1 + \frac{1 - \varepsilon (1 - \alpha)}{2} (d - m_2 |v|^2) \right) \sigma_2 \right. \]

\[ + \frac{1}{n_{\infty,1}} \varepsilon (1 - \delta) m_1 v \cdot \mu_1 + \frac{1}{n_{\infty,2}} \left( 1 - \frac{m_1}{m_2} \varepsilon (1 - \delta) \right) m_2 v \cdot \mu_2 + \frac{1}{2 n_{\infty,1}} \varepsilon (1 - \alpha) \left( \frac{1}{d} m_2 |v|^2 - 1 \right) \tau_1 \]

\[ + \frac{1}{2 n_{\infty,2}} (1 - \varepsilon (1 - \alpha)) \left( \frac{1}{d} m_2 |v|^2 - 1 \right) \tau_2 \right]. \]
To summarize, the linearized BGK equations are given by

\[
\partial_t h_1 + v \cdot \nabla_x h_1 = \nu_1 (n_{\infty,1} + \sigma_1) \left( f_{1}^{\infty}(v)(\frac{1}{n_{\infty,1}} - \frac{m_1|v|^2}{2n_{\infty,1}})\sigma_1(x,t) + \frac{m_1}{n_{\infty,1}} v \cdot \mu_1(x,t) + \frac{1}{n_{\infty,1}} (\frac{m_1|v|^2}{2d})\tau_1(x,t) - h_1 \right) \\
+ \nu_2 (n_{\infty,2} + \sigma_2) \left( f_{2}^{\infty}(v)(\frac{1}{n_{\infty,2}} - \frac{m_2|v|^2}{2n_{\infty,2}})\sigma_2(x,t) + \frac{m_2}{n_{\infty,2}} v \cdot \mu_2(x,t) + \frac{1}{n_{\infty,2}} (\frac{m_2|v|^2}{2d})\tau_2(x,t) - h_2 \right) \\
+ \frac{1}{n_{\infty,1}} \delta \mu_1 \cdot v \cdot \sigma_1(x,t) + \frac{1}{n_{\infty,2}} \delta \mu_2 \cdot v \cdot \sigma_2(x,t) + \frac{1}{n_{\infty,1}} \frac{1}{2} \alpha (\frac{m_1|v|^2}{d})\tau_1(x,t) \\
+ \frac{1}{n_{\infty,2}} \frac{1}{2} \alpha (\frac{m_2|v|^2}{d})\tau_2(x,t) - h_1, \\
\partial_t h_2 + v \cdot \nabla_x h_2 = \nu_2 (n_{\infty,2} + \sigma_2) \left( f_{2}^{\infty}(v)(\frac{1}{n_{\infty,2}} - \frac{m_2|v|^2}{2n_{\infty,2}})\sigma_2(x,t) + \frac{m_2}{n_{\infty,2}} v \cdot \mu_2(x,t) + \frac{1}{n_{\infty,2}} (\frac{m_2|v|^2}{2d})\tau_2(x,t) - h_2 \right) \\
+ \nu_1 (n_{\infty,1} + \sigma_1) \left( f_{1}^{\infty}(v)(\frac{1}{n_{\infty,1}} - \frac{m_1|v|^2}{2n_{\infty,1}})\sigma_1(x,t) + \frac{m_1}{n_{\infty,1}} v \cdot \mu_1(x,t) + \frac{1}{n_{\infty,1}} (\frac{m_1|v|^2}{2d})\tau_1(x,t) - h_1 \right) \\
+ \frac{1}{n_{\infty,1}} \frac{1}{2} \alpha (\frac{m_1|v|^2}{d})\tau_1(x,t) + \frac{1}{n_{\infty,2}} \frac{1}{2} \alpha (\frac{m_2|v|^2}{d})\tau_2(x,t) - h_2. \\
\] (18)

In addition, we assume that \( \sigma_k, \mu_k \) and \( \tau_k \) are small enough such that we can neglect terms of the form \( \sigma_k \sigma_l, \sigma_k \mu_l \) and \( \sigma_k \tau_l \) \( (k, l = 1, 2) \). Thus we get

\[
\theta h_1 + v \cdot \nabla_x h_1 = \nu_1 n_{\infty,1} \left( f_{1}^{\infty}(v)(\frac{1}{n_{\infty,1}} - \frac{m_1|v|^2}{2n_{\infty,1}})\sigma_1(x,t) + \frac{m_1}{n_{\infty,1}} v \cdot \mu_1(x,t) + \frac{1}{n_{\infty,1}} (\frac{m_1|v|^2}{2d})\tau_1(x,t) - h_1 \right) \\
+ \nu_2 n_{\infty,2} (f_{2}^{\infty}(v)(\frac{1}{n_{\infty,2}} - \frac{m_2|v|^2}{2n_{\infty,2}})\sigma_2(x,t) + \frac{m_2}{n_{\infty,2}} v \cdot \mu_2(x,t) + \frac{1}{n_{\infty,2}} (\frac{m_2|v|^2}{2d})\tau_2(x,t) - h_2) \\
+ \frac{1}{n_{\infty,1}} \delta \mu_1 \cdot v \cdot \sigma_1(x,t) + \frac{1}{n_{\infty,2}} \delta \mu_2 \cdot v \cdot \sigma_2(x,t) + \frac{1}{n_{\infty,1}} \frac{1}{2} \alpha (\frac{m_1|v|^2}{d})\tau_1(x,t) \\
+ \frac{1}{n_{\infty,2}} \frac{1}{2} \alpha (\frac{m_2|v|^2}{d})\tau_2(x,t) - h_1, \\
\partial_t h_2 + v \cdot \nabla_x h_2 = \nu_2 n_{\infty,2} (f_{2}^{\infty}(v)(\frac{1}{n_{\infty,2}} - \frac{m_2|v|^2}{2n_{\infty,2}})\sigma_2(x,t) + \frac{m_2}{n_{\infty,2}} v \cdot \mu_2(x,t) + \frac{1}{n_{\infty,2}} (\frac{m_2|v|^2}{2d})\tau_2(x,t) - h_2) \\
+ \nu_1 n_{\infty,1} (f_{1}^{\infty}(v)(\frac{1}{n_{\infty,1}} - \frac{m_1|v|^2}{2n_{\infty,1}})\sigma_1(x,t) + \frac{m_1}{n_{\infty,1}} v \cdot \mu_1(x,t) + \frac{1}{n_{\infty,1}} (\frac{m_1|v|^2}{2d})\tau_1(x,t) - h_1) \\
+ \frac{1}{n_{\infty,1}} \frac{1}{2} \alpha (\frac{m_1|v|^2}{d})\tau_1(x,t) + \frac{1}{n_{\infty,2}} \frac{1}{2} \alpha (\frac{m_2|v|^2}{d})\tau_2(x,t) - h_2. \\
\] (19)

This is the linearized version of the system (1). For this system, we want to prove exponential convergence to the equilibrium distributions (13). Explicitly, we want to prove the following results:

**Theorem 2.2.1.** For each side length \( L > 0 \) and dimension \( d = 1 \), there exists an entropy functional \( e(f_1, f_2) \) and a decay rate \( \lambda^d(L) > 0 \) satisfying

\[
|c_d(L) e(f_1, f_2)|^2 + |f_2 - f_2^\infty|^2 \leq |f_1 - f_1^\infty|^2 \leq C_d(L) e(f_1, f_2) \\

\text{with some positive constants } c_d, C_d.
\]

Moreover, assume that

\[
\nu_1 n_{\infty,1} + \nu_2 n_{\infty,2} = 1 \quad \text{and} \quad \nu_2 n_{\infty,2} + \nu_2 n_{\infty,1} = 1,
\]

Theorem 2.2.1 states that the linearized BGK equations lead to exponential convergence to the equilibrium distributions. The constants \( c_d, C_d \) are positive, and the conditions on \( \nu_1, \nu_2 \) ensure the stability of the system.
then any solution \((h_1(t), h_2(t))\) to (19) in 1D with \(e(h_1(0) + f_1^\infty, h_2(0) + f_2^\infty) < \infty\), normalized according to (16), then satisfies

\[
e(h_1(t) + f_1^\infty, h_2(t) + f_2^\infty) \leq e^{-\tilde{C} t} \left( \left\| h_1(0) \right\|^2_{L^2} \left( \frac{f_1^\infty}{\frac{m_1}{\pi^{1/2}}} - 1 \right) + \left\| h_2(0) \right\|^2_{L^2} \left( \frac{f_2^\infty}{\frac{m_2}{\pi^{1/2}}} - 1 \right) \right),
\]

where \(\tilde{C}\) is given by

\[
\tilde{C} = 2 \min \{ \nu_1 \nu_{\infty,2} (1 - \delta), \nu_1 \nu_{\infty,1} (1 - \alpha), \nu_1 \nu_{\infty,1} + \nu_2 \nu_{\infty,2}, \nu_1 \nu_{\infty,1} \frac{m_1}{m_2} (1 - \delta), \nu_2 \nu_{\infty,2} (1 - \alpha), \nu_2 \nu_{\infty,2} + \nu_1 \nu_{\infty,1}, 2\mu \}.
\]

Here, \(\mu\) is the same decay rate as the one-species model studied in [2].

2.3. Linearized BGK equation in 1D

In this section we consider the system of linearized BGK equations for gas mixtures in 1D. For this system, we want to analyse the large time behaviour in the following section. The idea is to use stability criteria for ODEs. Therefore, we want to transform the system (19) to a system of infinite ODEs. Compared to the one species case, we expand each equation in (19) in a different Hilbert space, namely a different weighted \(L^2\) space in the velocity. The system of equations in (19) in 1D is given by

\[
\begin{align*}
\partial_t h_1 + v \nabla_x h_1 &= \nu_{\infty,1} \left( f_1^\infty(v) \left( \frac{1 + 1/2}{\frac{m_1}{\pi^{1/2}}} - \frac{m_1 v^2}{\pi^{3/2}} \right) \sigma_1(x,t) + \frac{m_1}{\pi^{1/2}} v \mu_1(x,t) + \frac{1}{\pi^{1/2}} \left( \frac{1}{2} + \frac{m_1 v^2}{\pi^{3/2}} \right) \tau_1(x,t) - h_1 \right) \\
&+ \nu_{\infty,2} \left( f_1^\infty(v) \left( \frac{1 + 1/2}{\frac{m_1}{\pi^{1/2}}} - \frac{m_1 v^2}{\pi^{3/2}} \right) \sigma_1(x,t) + \frac{1}{\pi^{1/2}} \left( \frac{1}{2} + \frac{m_1 v^2}{\pi^{3/2}} \right) \tau_1(x,t) - h_1 \right), \\
\partial_t h_2 + v \nabla_x h_2 &= \nu_{\infty,2} \left( f_2^\infty(v) \left( \frac{1 + 1/2}{\frac{m_2}{\pi^{1/2}}} - \frac{m_2 v^2}{\pi^{3/2}} \right) \sigma_2(x,t) + \frac{m_2}{\pi^{1/2}} v \mu_2(x,t) + \frac{1}{\pi^{1/2}} \left( \frac{1}{2} + \frac{m_2 v^2}{\pi^{3/2}} \right) \tau_2(x,t) - h_2 \right) \\
&+ \nu_{\infty,1} \left( f_2^\infty(v) \left( \frac{1 + 1/2}{\frac{m_2}{\pi^{1/2}}} - \frac{m_2 v^2}{\pi^{3/2}} \right) \sigma_2(x,t) + \frac{1}{\pi^{1/2}} \left( \frac{1}{2} + \frac{m_2 v^2}{\pi^{3/2}} \right) \tau_2(x,t) - h_2 \right),
\end{align*}
\]

for the perturbations

\[
h_1(x, v, t) \approx f_1(x, v, t) - f_1^\infty, \quad h_2(x, v, t) \approx f_2(x, v, t) - f_2^\infty.
\]

In order to get rid of the derivatives in \(x\)-space, we expand \(h_1, h_2\) in the \(x\)-Fourier series

\[
h_1(x, v, t) = \sum_{k \in \mathbb{Z}} h_{1,k}(v,t) e^{ik\frac{2\pi}{L}x}, \quad h_2(x, v, t) = \sum_{k \in \mathbb{Z}} h_{2,k}(v,t) e^{ik\frac{2\pi}{L}x}.
\]
We insert this expansion into (20) and obtain for each spatial mode $h_{1,k}(v,t)$ and $h_{2,k}(v,t)$

\[
\partial_t h_{1,k} + ik \frac{2\pi}{n_{\infty}} v h_{1,k} = \nu_{11,n_{\infty}} \left( f_1^\infty(v) \left( \frac{1}{n_{\infty,1}} - \frac{m_1 v^2}{n_{\infty,1}} \right) \sigma_{1,k}(t) + \frac{m_1 v^2}{n_{\infty,1}} \mu_{1,k}(t) + \frac{1}{n_{\infty,1}} (1 - m_1 v^2) \tau_{1,k}(t) \right) - h_{1,k}
\]

\[
+ \nu_{12,n_{\infty}} \left( f_1^\infty(v) \left( \frac{1}{n_{\infty,2}} - \frac{m_2 v^2}{n_{\infty,2}} \right) \sigma_{2,k}(t) + \frac{m_2 v^2}{n_{\infty,2}} \mu_{2,k}(t) + \frac{1}{n_{\infty,2}} (1 - m_2 v^2) \tau_{2,k}(t) \right) - h_{2,k}.
\]

\[
\partial_t h_{2,k} + ik \frac{2\pi}{n_{\infty}} v h_{2,k} = \nu_{21,n_{\infty}} \left( f_2^\infty(v) \left( \frac{1}{n_{\infty,1}} - \frac{m_1 v^2}{n_{\infty,1}} \right) \sigma_{1,k}(t) + \frac{m_1 v^2}{n_{\infty,1}} \mu_{1,k}(t) + \frac{1}{n_{\infty,1}} (1 - m_1 v^2) \tau_{1,k}(t) \right) - h_{1,k}
\]

\[
+ \nu_{22,n_{\infty}} \left( f_2^\infty(v) \left( \frac{1}{n_{\infty,2}} - \frac{m_2 v^2}{n_{\infty,2}} \right) \sigma_{2,k}(t) + \frac{m_2 v^2}{n_{\infty,2}} \mu_{2,k}(t) + \frac{1}{n_{\infty,2}} (1 - m_2 v^2) \tau_{2,k}(t) \right) - h_{2,k}.
\]

where $\sigma_{1,k}, \sigma_{2,k}, \mu_{1,k}, \mu_{2,k}, \tau_{1,k}$ and $\tau_{2,k}$ denote the spatial modes of the moments $\sigma_1, \sigma_2, \mu_1, \mu_2, \tau_1$ and $\tau_2$ given by

\[
\sigma_{1,k} = \int h_{1,k}(v,t) dv, \quad \sigma_{2,k} = \int h_{2,k}(v,t) dv,
\]

\[
\mu_{1,k} = \int v h_{1,k}(v,t) dv, \quad \mu_{2,k} = \int v h_{2,k}(v,t) dv,
\]

\[
\tau_{1,k} = \int m_1 |v|^2 h_{1,k}(v,t) dv, \quad \tau_{2,k} = \int m_2 |v|^2 h_{2,k}(v,t) dv.
\]

Now, define the functions $g_{1,0}, g_{1,1}, g_{1,2}, g_{2,0}, g_{2,1}$ and $g_{2,2}$ as

\[
g_{1,0}(v) = f_1^\infty(v) \frac{1}{n_{\infty,1}}, \quad g_{1,1}(v) = \sqrt{m_1 v} f_1^\infty(v) \frac{1}{n_{\infty,1}}, \quad g_{1,2}(v) = \frac{m_1 v^2 - 1}{\sqrt{2}} f_1^\infty(v) \frac{1}{n_{\infty,1}},
\]

\[
g_{2,0}(v) = f_2^\infty(v) \frac{1}{n_{\infty,2}}, \quad g_{2,1}(v) = \sqrt{m_2 v} f_2^\infty(v) \frac{1}{n_{\infty,2}}, \quad g_{2,2}(v) = \frac{m_2 v^2 - 1}{\sqrt{2}} f_2^\infty(v) \frac{1}{n_{\infty,2}}.
\]

Then we can rewrite equation (20) as

\[
\partial_t h_{1,k} + ik \frac{2\pi}{n_{\infty}} v h_{1,k} = \nu_{11,n_{\infty}} (g_{1,0}(v) \sigma_{1,k}(t) + \sqrt{m_1} g_{1,1}(v) \mu_{1,k}(t) + g_{1,2}(v) \frac{1}{\sqrt{2}} (\tau_{1,k}(t) - \sigma_{1,k}(t)) - h_{1,k})
\]

\[
+ \nu_{12,n_{\infty}} (g_{1,0}(v) \sigma_{2,k}(t) + \sqrt{m_1} g_{1,1}(v) \mu_{2,k}(t) + g_{1,2}(v) \frac{1}{\sqrt{2}} (\tau_{2,k}(t) - \sigma_{2,k}(t)) - h_{2,k})
\]

Now, define the functions $g_{1,0}, g_{1,1}, g_{1,2}, g_{2,0}, g_{2,1}$ and $g_{2,2}$ as

\[
g_{1,0}(v) = f_1^\infty(v) \frac{1}{n_{\infty,1}}, \quad g_{1,1}(v) = \sqrt{m_1 v} f_1^\infty(v) \frac{1}{n_{\infty,1}}, \quad g_{1,2}(v) = \frac{m_1 v^2 - 1}{\sqrt{2}} f_1^\infty(v) \frac{1}{n_{\infty,1}},
\]

\[
g_{2,0}(v) = f_2^\infty(v) \frac{1}{n_{\infty,2}}, \quad g_{2,1}(v) = \sqrt{m_2 v} f_2^\infty(v) \frac{1}{n_{\infty,2}}, \quad g_{2,2}(v) = \frac{m_2 v^2 - 1}{\sqrt{2}} f_2^\infty(v) \frac{1}{n_{\infty,2}}.
\]

Then we can rewrite equation (20) as

\[
\partial_t h_{1,k} + ik \frac{2\pi}{n_{\infty}} v h_{1,k} = \nu_{11,n_{\infty}} (g_{1,0}(v) \sigma_{1,k}(t) + \sqrt{m_1} g_{1,1}(v) \mu_{1,k}(t) + g_{1,2}(v) \frac{1}{\sqrt{2}} (\tau_{1,k}(t) - \sigma_{1,k}(t)) - h_{1,k})
\]

\[
+ \nu_{12,n_{\infty}} (g_{1,0}(v) \sigma_{2,k}(t) + \sqrt{m_1} g_{1,1}(v) \mu_{2,k}(t) + g_{1,2}(v) \frac{1}{\sqrt{2}} (\tau_{2,k}(t) - \sigma_{2,k}(t)) - h_{2,k})
\]

\[
\partial_t h_{2,k} + ik \frac{2\pi}{n_{\infty}} v h_{2,k} = \nu_{21,n_{\infty}} (g_{2,0}(v) \sigma_{1,k}(t) + \sqrt{m_2} g_{2,1}(v) \mu_{1,k}(t) + g_{2,2}(v) \frac{1}{\sqrt{2}} (\tau_{1,k}(t) - \sigma_{1,k}(t)) - h_{1,k})
\]

\[
+ \nu_{22,n_{\infty}} (g_{2,0}(v) \sigma_{2,k}(t) + \sqrt{m_2} g_{2,1}(v) \mu_{2,k}(t) + g_{2,2}(v) \frac{1}{\sqrt{2}} (\tau_{2,k}(t) - \sigma_{2,k}(t)) - h_{2,k}).
\]
Note that the functions \( g_{1,0}, g_{1,1}, g_{1,2} \) satisfy

\[
\begin{align*}
\int g_{1,0}(v)g_{1,0}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv &= \int f_1^\infty(v) \frac{1}{n_{\infty,1}} dv = 1 \\
\int g_{1,1}(v)g_{1,1}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv &= \int f_1^\infty(v) \frac{1}{n_{\infty,1}} m_1 v^2 dv = 1 \\
\int g_{1,2}(v)g_{1,2}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv &= \int \frac{m_1 v^2 - 1}{\sqrt{2}} f_1^\infty(v) \frac{1}{n_{\infty,1}} \frac{m_1 v^2 - 1}{\sqrt{2}} dv = 1 \\
\int g_{1,0}(v)g_{1,1}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv &= \int v f_1^\infty(v) \frac{1}{n_{\infty,1}} \sqrt{m_1} dv = 0 \\
\int g_{1,0}(v)g_{1,2}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv &= \int \frac{m_1 v^2 - 1}{\sqrt{2}} f_1^\infty(v) \frac{1}{n_{\infty,1}} dv = 0 \\
\int g_{1,1}(v)g_{1,2}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv &= \int v \sqrt{m_1} \frac{m_1 v^2 - 1}{\sqrt{2}} f_1^\infty(v) \frac{1}{n_{\infty,1}} dv = 0.
\end{align*}
\]

In the same way one can prove that \( g_{2,0}, g_{2,1} \) and \( g_{2,2} \) are orthonormal in \( L^2 \left( \mathbb{R}; \left( \frac{f_1^\infty(v)}{n_{\infty,2}} \right)^{-1} \right) \).

Now we extend \( g_{1,0}, g_{1,1}, g_{1,2} \) to an orthonormal basis \( \{g_{1,m}(v)\}_{m \in \mathbb{N}_0} \) in \( L^2 \left( \mathbb{R}; \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} \right) \) and \( g_{2,0}, g_{2,1}, g_{2,2} \) to an orthonormal basis \( \{g_{2,m}(v)\}_{m \in \mathbb{N}_0} \) in \( L^2 \left( \mathbb{R}; \left( \frac{f_1^\infty(v)}{n_{\infty,2}} \right)^{-1} \right) \). One can expand \( h_{1,k}(\cdot, t) \in L^2 \left( \mathbb{R}; \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} \right) \) and \( h_{2,k}(\cdot, t) \in L^2 \left( \mathbb{R}; \left( \frac{f_1^\infty(v)}{n_{\infty,2}} \right)^{-1} \right) \) in the corresponding orthonormal basis

\[
\begin{align*}
h_{1,k}(v, t) &= \sum_{m=0}^{\infty} \hat{h}_{1,(k,m)} g_{1,m}(v) \quad \text{with} \quad \hat{h}_{1,(k,m)} = \langle h_{1,k}(v), g_{1,m}(v) \rangle_{L^2 \left( \mathbb{R}; \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} \right)} \\
h_{2,k}(v, t) &= \sum_{m=0}^{\infty} \hat{h}_{2,(k,m)} g_{2,m}(v) \quad \text{with} \quad \hat{h}_{2,(k,m)} = \langle h_{2,k}(v), g_{2,m}(v) \rangle_{L^2 \left( \mathbb{R}; \left( \frac{f_1^\infty(v)}{n_{\infty,2}} \right)^{-1} \right)}.
\end{align*}
\]

For each \( k \in \mathbb{Z} \), the infinite vectors

\[
\begin{align*}
\hat{h}_{1,k}(t) &= (\hat{h}_{1,(k,0)}(t), \hat{h}_{1,(k,1)}(t), \cdots)^T \in l^2(\mathbb{N}_0), \\
\hat{h}_{2,k}(t) &= (\hat{h}_{2,(k,0)}(t), \hat{h}_{2,(k,1)}(t), \cdots)^T \in l^2(\mathbb{N}_0)
\end{align*}
\]

contain all the coefficients of \( h_{1,k}(\cdot, t) \) and \( h_{2,k}(\cdot, t) \) in the expansion (23), respectively.

In particular, one has

\[
\begin{align*}
\hat{h}_{1,(k,0)} &= \int h_{1,k}(v) g_{1,0}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv = \int h_{1,k}(v) dv = \sigma_{1,k}, \\
\hat{h}_{1,(k,1)} &= \int h_{1,k}(v) g_{1,1}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv = \int h_{1,k}(v) \sqrt{m_1} v dv = \sqrt{m_1} \mu_{1,k}, \\
\hat{h}_{1,(k,2)} &= \int h_{1,k}(v) g_{1,2}(v) \left( \frac{f_1^\infty(v)}{n_{\infty,1}} \right)^{-1} dv = \int h_{1,k}(v) \frac{m_1 v^2 - 1}{\sqrt{2}} dv = \frac{1}{\sqrt{2}} (\tau_{1,k} - \sigma_{1,k}), \\
\hat{h}_{2,(k,0)} &= \int h_{2,k}(v) g_{2,0}(v) \left( \frac{f_2^\infty(v)}{n_{\infty,2}} \right)^{-1} dv = \int h_{2,k}(v) dv = \sigma_{2,k}, \\
\hat{h}_{2,(k,1)} &= \int h_{2,k}(v) g_{2,1}(v) \left( \frac{f_2^\infty(v)}{n_{\infty,2}} \right)^{-1} dv = \int h_{2,k}(v) \sqrt{m_2} v dv = \sqrt{m_2} \mu_{2,k}, \\
\hat{h}_{2,(k,2)} &= \int h_{2,k}(v) g_{2,2}(v) \left( \frac{f_2^\infty(v)}{n_{\infty,2}} \right)^{-1} dv = \int h_{2,k}(v) \frac{m_2 v^2 - 1}{\sqrt{2}} dv = \frac{1}{\sqrt{2}} (\tau_{2,k} - \sigma_{2,k}).
\end{align*}
\]
Hence, (22) can be written equivalently as
\[ \begin{align*}
\partial_k h_{1,k} + ik \frac{2\pi}{L} v h_{1,k} &= \nu_{11} \nu_{n \infty,1} (g_1(v)h_{1,(k,0)}(t) + g_{1,1}(v)h_{1,(k,1)}(t) + g_{1,2}(v)h_{1,(k,2)}(t) - h_{1,k}) \\
&+ \nu_{12} \nu_{n \infty,2} (g_1(v)h_{1,(k,0)} + \delta g_{1,1}(v)h_{1,(k,1)} + (1 - \delta) \frac{n_{\infty,1}}{n_{\infty,2}} \sqrt{\frac{m_1}{m_2}} g_{1,1}(v)h_{2,(k,1)}(t) \\
&+ \alpha g_{1,2}(v)h_{1,(k,2)}(t) + (1 - \alpha) \frac{n_{\infty,1}}{n_{\infty,2}} g_{1,2}(v)h_{2,(k,2)}(t) - h_{1,k}),
\end{align*} \]

\[ \begin{align*}
\partial_k h_{2,k} + ik \frac{2\pi}{L} v h_{2,k} &= \nu_{22} \nu_{n \infty,2} (g_2(v)h_{2,(k,0)}(t) + g_{2,1}(v)h_{2,(k,1)}(t) + g_{2,2}(v)h_{2,(k,2)}(t) - h_{2,k}) \\
&+ \nu_{21} \nu_{n \infty,1} (g_2(v)h_{2,(k,0)}(t) + \frac{n_{\infty,2}}{n_{\infty,1}} \sqrt{\frac{m_1}{m_2}} \varepsilon(1 - \delta) g_{2,1}(v)h_{1,(k,1)}(t) \\
&+ (1 - \frac{m_1}{m_2}) \varepsilon(1 - \delta) g_{2,1}(v)h_{2,(k,1)}(t)) + \nu_{21} \nu_{n \infty,1} \varepsilon(1 - \alpha) g_{2,2}(v)h_{1,(k,2)}(t) \\
&+ (1 - \varepsilon(1 - \alpha)) \frac{1}{2} g_{2,2}(v)h_{2,(k,2)}(t) - h_{2,k}).
\end{align*} \]

Therefore, by using (23) and conducting projection onto the corresponding weighted $L^2$ in velocity space, one gets that the vectors of coefficients defined in (24) satisfy
\[ \begin{align*}
\frac{d}{dt} h_{1,k}(t) + ik \frac{2\pi}{L} L_{1,1} h_{1,k}(t) &= -\nu_{11} \nu_{n \infty,1} L_{1,2} h_{1,k}(t) - \nu_{12} \nu_{n \infty,2} L_{1,3} h_{1,k}(t) + \nu_{12} \nu_{n \infty,2} L_{1,4} \hat{h}_{2,k}(t), \\
\frac{d}{dt} h_{2,k}(t) + ik \frac{2\pi}{L} L_{2,1} h_{2,k}(t) &= -\nu_{22} \nu_{n \infty,2} L_{2,2} \hat{h}_{2,k}(t) - \nu_{21} \nu_{n \infty,1} L_{2,3} \hat{h}_{2,k}(t) + \nu_{21} \nu_{n \infty,1} L_{2,4} \hat{h}_{1,k}(t),
\end{align*} \]

where $L_{1,1}, L_{1,2}, L_{1,3}, L_{1,4}, L_{2,1}, L_{2,2}, L_{2,3}$ and $L_{2,4}$ are represented by “infinite matrices” on $l^2(\mathbb{N}_0)$ given by

\[ L_{1,1} = L_{2,1} = \begin{pmatrix} 0 & \sqrt{1} & 0 & \cdots \\ \sqrt{1} & 0 & \sqrt{2} & 0 \\ 0 & \sqrt{2} & 0 & \sqrt{3} \\ \vdots & 0 & \sqrt{3} & \ddots \end{pmatrix}, \quad L_{1,2} = L_{2,2} = \text{diag}(0, 0, 0, 1, 1, \cdots), \]

\[ L_{1,3} = \text{diag}(0, (1 - \delta), (1 - \alpha), 1, 1, \cdots), \]

\[ L_{1,4} = \text{diag}(0, (1 - \delta) \frac{n_{\infty,1}}{n_{\infty,2}} \sqrt{\frac{m_1}{m_2}}, (1 - \alpha) \frac{n_{\infty,1}}{n_{\infty,2}}, 0, 0, \cdots), \]

\[ L_{2,3} = \text{diag}(0, \frac{m_1}{m_2} \varepsilon(1 - \delta), \varepsilon(1 - \alpha), 1, 1, \cdots), \]

\[ L_{2,4} = \text{diag}(0, \frac{n_{\infty,2}}{n_{\infty,1}} \sqrt{\frac{m_1}{m_2}} \varepsilon(1 - \delta), \frac{n_{\infty,2}}{n_{\infty,1}} \varepsilon(1 - \alpha), 0, 0, \cdots). \]

Note that $L_{1,1}, L_{1,2}, L_{1,3}, L_{1,4}$ represent coefficients with respect to a different basis than $L_{2,1}, L_{2,2}, L_{2,3}, L_{2,4}$. As a consequence, for example, $L_{1,4} \hat{h}_{2,k}(t)$ has a different meaning than $L_{2,3} \hat{h}_{2,k}(t)$ even if $L_{1,4} = L_{2,3}$.

In a word, we obtained a system of infinite ordinary differential equations given by (26).

3. Hypocoercivity estimate

In this section we want to prove the estimate stated in theorem 2.2.1.
3.1. Definition of the entropy functional

For the definition of the entropy functional for the gas mixture, we take the natural choice from a physical point of view and simply take a weighted sum of the entropies of species 1 and species 2.

We consider a solution \((h_1, h_2)\) of (18) and define the entropy functional for the gas mixture entropy functional \(e(f_1, f_2)\) by

\[
e(f_1, f_2) := \sum_{k \in \mathbb{Z}} \left( \frac{1}{n_{\infty,1}} \langle h_{1,k}(v), P_k h_{1,k}(v) \rangle_{L^2(v, \frac{T_{\infty,1}}{n_{\infty,1}})} + \frac{1}{n_{\infty,2}} \langle h_{2,k}(v), P_k h_{2,k}(v) \rangle_{L^2(v, \frac{T_{\infty,2}}{n_{\infty,2}})} \right)
\]

with

\[
\hat{f}_1(t) = f_1^\infty + h_1(t), \quad \hat{f}_2(t) = f_2^\infty + h_2(t)
\]

and the “infinite matrices” \(P_0 = 1\) and \(P_k, \ k > 0\) from the one species case having

\[
\left( \begin{array}{cccc}
1 & -i\frac{\alpha}{k} & 0 & 0 \\
\frac{i\alpha}{k} & 1 & -i\frac{\beta}{k} & 0 \\
0 & \frac{i\beta}{k} & 1 & -i\frac{\gamma}{k} & 0 \\
0 & 0 & i\frac{\gamma}{k} & 1 & 0
\end{array} \right)
\]

with \(0 < \alpha < \frac{1+8\beta^2-\sqrt{1+16\beta^2}}{2\beta^2}, l := \frac{2\pi}{2\beta}, \beta = 2\alpha\) and \(\gamma = \sqrt{3}\alpha\), as upper left \(4 \times 4\) block with all other entries being those of the identity. For details of determining this matrix in the one species case see [2].

Here, the infinite matrices \(P_0\) and \(P_k\) for \(k > 0\) are regarded as bounded operators in \(L^2(\frac{T_{\infty,1}}{n_{\infty,1}})\) in the first term in the entropy and in \(L^2(\frac{T_{\infty,2}}{n_{\infty,2}})\) in the second term in the entropy.

We now insert the expansions (23) in this total entropy and obtain

\[
e(f_1, f_2) = \sum_{k \in \mathbb{Z}} \left[ \frac{1}{n_{\infty,1}} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \langle \hat{h}_{1,k,m}(t), g_{1,m}(v) \rangle_{L^2(v, \frac{T_{\infty,1}}{n_{\infty,1}})} \right] \sum_{l=0}^{\infty} \langle P_k \hat{h}_{1,k}(t) g_{1,l}(v) \rangle_{L^2(v, \frac{T_{\infty,1}}{n_{\infty,1}})}
\]

\[
+ \frac{1}{n_{\infty,2}} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \langle \hat{h}_{2,k,m}(t), g_{2,m}(v) \rangle_{L^2(v, \frac{T_{\infty,2}}{n_{\infty,2}})} \sum_{l=0}^{\infty} \langle P_k \hat{h}_{2,k}(t) g_{2,l}(v) \rangle_{L^2(v, \frac{T_{\infty,2}}{n_{\infty,2}})}
\]

where \((P_k \hat{h}_{1,k}(t))\) denotes the \(l\)-th component of \(P_k \hat{h}_{1,k}\) in the expansion in \(L^2(\frac{T_{\infty,1}}{n_{\infty,1}})\) with respect to \(\{g_{1,m}(v)\}_{m \in \mathbb{N}_0}\) and \((P_k \hat{h}_{2,k}(t))\) denotes the \(l\)-th component of \(P_k \hat{h}_{2,k}\) in the expansion in \(L^2(\frac{T_{\infty,2}}{n_{\infty,2}})\) with respect to \(\{g_{2,m}(v)\}_{m \in \mathbb{N}_0}\).

If we compute the Cauchy product of the two rows, we get

\[
e(f_1, f_2) = \sum_{k \in \mathbb{Z}} \left[ \frac{1}{n_{\infty,1}} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \langle \hat{h}_{1,k,m-l}(t) P_k \hat{h}_{1,k}(t), g_{1,(m-l)}(v), g_{1,l}(v) \rangle_{L^2(v, \frac{T_{\infty,1}}{n_{\infty,1}})} \right]
\]

\[
+ \frac{1}{n_{\infty,2}} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \langle \hat{h}_{2,k,m-l}(t) P_k \hat{h}_{2,k}(t), g_{2,(m-l)}(v), g_{2,l}(v) \rangle_{L^2(v, \frac{T_{\infty,2}}{n_{\infty,2}})}
\]

Since \(\{g_{1,m}(v)\}_{m \in \mathbb{N}_0}\) is orthonormal in \(L^2(\frac{T_{\infty,1}}{n_{\infty,1}})\), and \(\{g_{2,m}(v)\}_{m \in \mathbb{N}_0}\) is orthonormal in \(L^2(\frac{T_{\infty,2}}{n_{\infty,2}})\), we obtain

\[
e(f_1, f_2) = \sum_{k \in \mathbb{Z}} \left( \frac{1}{n_{\infty,1}} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \langle \hat{h}_{1,k,m-l}(t) P_k \hat{h}_{1,k}(t), \hat{h}_{1,m-l}(t) \rangle_{L^2(v, \frac{T_{\infty,1}}{n_{\infty,1}})} \right)
+ \frac{1}{n_{\infty,2}} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \langle \hat{h}_{2,k,m-l}(t) P_k \hat{h}_{2,k}(t), \hat{h}_{2,m-l}(t) \rangle_{L^2(v, \frac{T_{\infty,2}}{n_{\infty,2}})}
\]
We can rewrite the term
\[ e_{k,1}(\tilde{f}_1) := \sum_{m=0}^{\infty} \sum_{l=0}^{m} \hat{h}_{1,(k,m-l)}(P_k \hat{h}_{1,k})(l) \delta_{(m-l, l)} \] (27)
as
\[
\lim_{S \to \infty} \sum_{m=0}^{S} \hat{h}_{1,(k,\varphi)}(P_k \hat{h}_{1,k})(\varphi) = \lim_{S \to \infty} \sum_{m=0}^{S} \hat{h}_{1,(k,l)}(P_k \hat{h}_{1,k})(l) = \lim_{M \to \infty} \sum_{m=0}^{M} \hat{h}_{1,(k,l)}(P_k \hat{h}_{1,k})(l) = \lim_{M \to \infty} \hat{h}_{1,k}^{(M)}(P_k^{(M \times M)} \hat{h}_{1,k}^{(M)}),
\]
where the upper index \((M)\) indicates that we take an \((M + 1)\)-dimensional vector with the first \(M + 1\) entries of the corresponding “infinite vector”, defined as the vector containing the coefficients of the expansion similar to (23). Similar for the upper index \((M \times M)\). Here we take the upper \((M + 1) \times (M + 1)\) left block of the corresponding “infinite matrix”.

In the same way, we get for the second species term
\[ e_{k,2}(\tilde{f}_2) = \sum_{m=0}^{\infty} \sum_{l=0}^{m} \hat{h}_{2,(k,m-l)}(P_k \hat{h}_{2,k})(l) \delta_{(m-l, l)} = \lim_{M \to \infty} \hat{h}_{2,k}^{(M)}(P_k^{(M \times M)} \hat{h}_{2,k}^{(M)}).
\]

Now, we want to consider the time derivative of the total entropy \(e(f_1, f_2)\). We want to prove that it is given by
\[
\frac{d}{dt} e(f_1, f_2) = \frac{1}{n_{\infty,1}} \lim_{M \to \infty} \left( \frac{d}{dt} \hat{h}_{1,k}^{(M)} \cdot P_k^{(M \times M)} \cdot \hat{h}_{1,k}^{(M)} \hat{h}_{1,k}^{(M)} + \frac{d}{dt} \hat{h}_{1,k}^{(M)} \cdot P_k^{(M \times M)} \cdot \hat{h}_{2,k}^{(M)} \hat{h}_{1,k}^{(M)} + \frac{d}{dt} \hat{h}_{2,k}^{(M)} \cdot P_k^{(M \times M)} \cdot \hat{h}_{2,k}^{(M)} \hat{h}_{1,k}^{(M)} \right).
\]
The dots are the notation for the scalar product, meaning \(\hat{h} \cdot P \cdot \hat{h} = \hat{h}^T P \hat{h}\) with a vector \(\hat{h}\) and matrix \(P\). The bar denotes the complex conjugate and comes from the scalar product in complex space.

Before it was neglected because we only had real functions. We want to show that we can estimate the right-hand side by \(e(f_1, f_2)\) in order to get an estimate for \(e(f_1, f_2)\) using the Gronwall’s estimate.

For this, we need estimates on
\[
\frac{1}{n_{\infty,1}} \left( \frac{d}{dt} \hat{h}_{1,k}^{(M)} \cdot P_k^{(M \times M)} \cdot \frac{d}{dt} \hat{h}_{1,k}^{(M)} \right) + \frac{1}{n_{\infty,2}} \left( \frac{d}{dt} \hat{h}_{2,k}^{(M)} \cdot P_k^{(M \times M)} \cdot \frac{d}{dt} \hat{h}_{2,k}^{(M)} \right),
\]
which will be derived in the following. In comparison to one species, we start with a system of two partial differential equations which are coupled due to interspecies interactions. This requires additional estimates on these interspecies terms. These estimates are very different from the one species case, because the interspecies terms from species 1 and the interspecies terms from species 2 have to be coupled and estimated as a whole. Therefore, we need more delicate techniques.

### 3.2. Estimates on \(\frac{1}{n_{\infty,1}} \left( \frac{d}{dt} \hat{h}_{1,k}^{(M)} \cdot P_k^{(M \times M)} \cdot \frac{d}{dt} \hat{h}_{1,k}^{(M)} \right) + \frac{1}{n_{\infty,2}} \left( \frac{d}{dt} \hat{h}_{2,k}^{(M)} \cdot P_k^{(M \times M)} \cdot \frac{d}{dt} \hat{h}_{2,k}^{(M)} \right)\)

#### 3.2.1. The case \(M = 0\)

We start with \(M = 0\). Then, we have
\[
\hat{h}_{1,k}^{(0)} = \hat{h}_{1,(k,0)}, \quad \hat{h}_{2,k}^{(0)} = \hat{h}_{2,(k,0)}, \quad P_k^{(0 \times 0)} = 1, \quad k \geq 0,
\]
\[
\frac{d}{dt} \hat{h}_{1,k}^{(0)} = \frac{d}{dt} \hat{h}_{1,(k,0)} = 0, \quad \frac{d}{dt} \hat{h}_{2,k}^{(0)} = \frac{d}{dt} \hat{h}_{2,(k,0)} = 0,
\]

which we get from (26) with
\[
L_{1,1}^{(0 \times 0)} = L_{2,1}^{(0 \times 0)} = L_{1,2}^{(0 \times 0)} = L_{2,2}^{(0 \times 0)} = L_{1,3}^{(0 \times 0)} = L_{2,3}^{(0 \times 0)} = L_{2,4}^{(0 \times 0)} = 0.
\]

3.2.2. The case \( M = 1 \)

Next, we consider \( M = 1 \). Then, we have
\[
\hat{h}_{1,k}^{(1)} = \left( \frac{\hat{h}_{1,(k,0)}}{\hat{h}_{1,(k,1)}} \right), \quad \hat{h}_{2,k}^{(1)} = \left( \frac{\hat{h}_{2,(k,0)}}{\hat{h}_{2,(k,1)}} \right), \quad k \geq 0,
\]

\[
P_k^{(1 \times 1)} = 1_{2 \times 2}, \quad P_k^{(1 \times 1)} = \begin{pmatrix} 1 & -\frac{i\alpha}{k} \\ i\alpha & 1 \end{pmatrix}, \quad k > 0.
\]

With equation (26), we obtain
\[
\frac{d}{dt} \hat{h}_{1,k}^{(1)} = \frac{d}{dt} \left( \frac{\hat{h}_{1,(k,0)}}{\hat{h}_{1,(k,1)}} \right) = -ik \frac{2\pi}{L} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \hat{h}_{1,(k,0)} \\ \hat{h}_{1,(k,1)} \end{pmatrix} + \nu_{12n,2} \begin{pmatrix} 0 & 0 \\ 0 & 1 - \delta \end{pmatrix} \begin{pmatrix} \hat{h}_{1,(k,0)} \\ \hat{h}_{1,(k,1)} \end{pmatrix},
\]

and
\[
\frac{d}{dt} \hat{h}_{2,k}^{(1)} = \frac{d}{dt} \left( \frac{\hat{h}_{2,(k,0)}}{\hat{h}_{2,(k,1)}} \right) = -ik \frac{2\pi}{L} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \hat{h}_{2,(k,0)} \\ \hat{h}_{2,(k,1)} \end{pmatrix} + \nu_{12n,1} \varepsilon (1 - \delta) \begin{pmatrix} 0 & 0 \\ 0 & 1 - \delta \end{pmatrix} \begin{pmatrix} \hat{h}_{1,(k,0)} \\ \hat{h}_{1,(k,1)} \end{pmatrix}.
\]

Therefore, we have for \( k > 0 \),
\[
\frac{d}{dt} \hat{h}_{1,k}^{(1)} \cdot P_k^{(1 \times 1)} \cdot \hat{h}_{1,k}^{(1)} + \hat{h}_{1,k}^{(1)} \cdot P_k^{(1 \times 1)} \cdot \frac{d}{dt} \hat{h}_{1,k}^{(1)} = -ik \frac{2\pi}{L} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \hat{h}_{1,(k,0)} \\ \hat{h}_{1,(k,1)} \end{pmatrix} + \nu_{12n,2} \begin{pmatrix} 0 & 0 \\ 0 & 1 - \delta \end{pmatrix} \begin{pmatrix} \hat{h}_{1,(k,0)} \\ \hat{h}_{1,(k,1)} \end{pmatrix} + \nu_{12n,2} \varepsilon (1 - \delta) \begin{pmatrix} 0 & 0 \\ 0 & 1 - \delta \end{pmatrix} \begin{pmatrix} \hat{h}_{1,(k,0)} \\ \hat{h}_{1,(k,1)} \end{pmatrix}.
\]

(28)
and
\[
\frac{d}{dt} \hat{z}^{(1)}_{2,k} \cdot P_k^{(1 \times 1)} \cdot \hat{h}^{(1)}_{1,k} + \hat{z}^{(1)}_{2,k} \cdot P_k^{(1 \times 1)} = \frac{d}{dt} \hat{h}^{(1)}_{2,k}
\]
\[
= -ik \frac{2\pi}{L} \left( \hat{h}_{2,(k,0)} \cdot \hat{h}_{2,(k,1)} - \hat{h}_{2,(k,0)} \cdot \hat{h}_{2,(k,1)} \right)
\]
\[
- \frac{\nu_1 n_{\infty,1}}{m_1} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)} + \frac{\nu_2 n_{\infty,1}}{m_2} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)}
\]

We do not consider the first term on the right hand side of (28), because it is treated in [2] since this term is the same as in the one-species case. The same for the first term on the right hand side of (29). We will state the end result of the one species case later when it enters in the proof of theorem (2.2.1).

It remains to estimate the remaining terms of (28) and (29), which are new compared to the one species case. If we compute the two remaining terms on the right-hand side of (28), we get

\[
- \nu_1 n_{\infty,2} 2(1 - \delta) \hat{h}_{1,(k,1)} + \nu_1 n_{\infty,2} 2(1 - \delta) \frac{\sqrt{m_1}}{\sqrt{m_2}} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)}
\]

If we compute the two remaining terms on the right-hand side of (29), we get

\[
- \nu_2 n_{\infty,1} 2(1 - \delta) \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)} + \nu_1 n_{\infty,1} 2(1 - \delta) \frac{\sqrt{m_1}}{\sqrt{m_2}} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)}
\]

Now, we multiply (30) by \( \frac{1}{n_{\infty,1}} \) and (31) by \( \frac{1}{n_{\infty,2}} \) and add the resulting terms. In addition we use (3). Then we obtain

\[
- \nu_1 n_{\infty,2} 2(1 - \delta) \hat{h}_{1,(k,1)} + \nu_1 n_{\infty,2} 2(1 - \delta) \frac{\sqrt{m_1}}{\sqrt{m_2}} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)}
\]

In the third term in the bracket, we use Cauchy Schwarz and obtain

\[
2 \frac{1}{m_1} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)} \leq \frac{n_{\infty,1}}{m_1} \frac{\hat{h}_{1,(k,1)}^2}{n_{\infty,1}} + \frac{n_{\infty,2}}{m_2} \frac{\hat{h}_{2,(k,1)}^2}{n_{\infty,2}}
\]

With this estimate the right-hand side of (32) can be bounded above by 0.
can be bounded above by 0. For $k = 0$ and $P_0^{(1 \times 1)} = 1_{2 \times 2}$, the transport term vanishes and the two species term can be estimated in the same way as in the case of $k > 0$.

3.2.3. The case $M = 2$

Next, consider $M = 2$. Then, we have

$$
\dot{h}^{(2)}_{1,k} = \begin{pmatrix}
\dot{h}_{1,(k,0)} \\
\dot{h}_{1,(k,1)} \\
\dot{h}_{1,(k,2)}
\end{pmatrix},
\dot{h}^{(2)}_{2,k} = \begin{pmatrix}
\dot{h}_{2,(k,0)} \\
\dot{h}_{2,(k,1)} \\
\dot{h}_{2,(k,2)}
\end{pmatrix}, \ k \geq 0
$$

$$
P_0^{(2 \times 2)} = 1_{3 \times 3},
\begin{pmatrix}
\frac{i \alpha}{\nu} & 0 \\
0 & \frac{1 - i \beta}{\nu}
\end{pmatrix}, \ k > 0.
$$

With equation (26), we obtain

$$
\frac{d}{dt} \dot{h}^{(2)}_{1,k} = \frac{d}{dt} \begin{pmatrix}
\dot{h}_{1,(k,0)} \\
\dot{h}_{1,(k,1)} \\
\dot{h}_{1,(k,2)}
\end{pmatrix} = -ik \frac{2 \pi}{L} \begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & \sqrt{2} \\
0 & \sqrt{2} & 0
\end{pmatrix} \begin{pmatrix}
\dot{h}_{1,(k,0)} \\
\dot{h}_{1,(k,1)} \\
\dot{h}_{1,(k,2)}
\end{pmatrix}
$$

$$
- \nu_{12} \left( \begin{array}{ccc}
0 & 0 & 0 \\
0 & (1-\delta) & 0 \\
0 & 0 & (1-\alpha)
\end{array} \right) \begin{pmatrix}
\dot{h}_{1,(k,0)} \\
\dot{h}_{1,(k,1)} \\
\dot{h}_{1,(k,2)}
\end{pmatrix}
$$

$$
+ \nu_{12} \left( \begin{array}{ccc}
0 & 0 & 0 \\
0 & (1-\delta) & 0 \\
0 & 0 & (1-\alpha)
\end{array} \right) \begin{pmatrix}
\dot{h}_{2,(k,0)} \\
\dot{h}_{2,(k,1)} \\
\dot{h}_{2,(k,2)}
\end{pmatrix},
$$

and

$$
\frac{d}{dt} \dot{h}^{(1)}_{2,k} = \frac{d}{dt} \begin{pmatrix}
\dot{h}_{2,(k,0)} \\
\dot{h}_{2,(k,1)} \\
\dot{h}_{2,(k,2)}
\end{pmatrix} = -ik \frac{2 \pi}{L} \begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & \sqrt{2} \\
0 & \sqrt{2} & 0
\end{pmatrix} \begin{pmatrix}
\dot{h}_{2,(k,0)} \\
\dot{h}_{2,(k,1)} \\
\dot{h}_{2,(k,2)}
\end{pmatrix}
$$

$$
- \nu_{21} \left( \begin{array}{ccc}
0 & \frac{m_1}{m_2} \epsilon (1-\delta) & 0 \\
0 & 0 & \epsilon (1-\alpha)
\end{array} \right) \begin{pmatrix}
\dot{h}_{2,(k,0)} \\
\dot{h}_{2,(k,1)} \\
\dot{h}_{2,(k,2)}
\end{pmatrix}
$$

$$
+ \nu_{21} \left( \begin{array}{ccc}
0 & \frac{m_1}{m_2} \epsilon (1-\delta) & 0 \\
0 & 0 & \epsilon (1-\alpha)
\end{array} \right) \begin{pmatrix}
\dot{h}_{1,(k,0)} \\
\dot{h}_{1,(k,1)} \\
\dot{h}_{1,(k,2)}
\end{pmatrix}.
$$
Therefore, we get for \( k > 0 \)

\[
\begin{align*}
\frac{d}{dt} \hat{h}_{1,k}^{(2)} + P_{k}^{(2\times 2)} \cdot \hat{h}_{1,k}^{(2)} + \hat{h}_{1,k} \cdot P_{k}^{(2\times 2)} \cdot \frac{d}{dt} \hat{h}_{1,k}^{(2)} &= -i k \frac{2\pi}{L} (\hat{h}_{1,(k,0)} \hat{h}_{1,(k,1)} \hat{h}_{1,(k,2)} - \nu_{12 n_{\infty,2}} (\hat{h}_{1,(k,0)} \hat{h}_{1,(k,1)} \hat{h}_{1,(k,2)}) + \nu_{12 n_{\infty,2}} (\hat{h}_{2,(k,0)} \hat{h}_{2,(k,1)} \hat{h}_{2,(k,2)})) \\
&= -i k \frac{2\pi}{L} \left( 0 1 0 \sqrt{2} \right) \left( \begin{array}{ccc} 1 & -i \frac{\alpha}{k} & 0 \\ 1 & 1 & -i \frac{\beta}{k} \\ 1 & 0 & 1 \end{array} \right) \\
&= -i k \frac{2\pi}{L} \left( 0 1 0 \sqrt{2} \right) \left( \begin{array}{ccc} 1 & -i \frac{\alpha}{k} & 0 \\ 1 & 1 & -i \frac{\beta}{k} \\ 1 & 0 & 1 \end{array} \right)
\end{align*}
\]

(33)

and

\[
\begin{align*}
\frac{d}{dt} \hat{h}_{2,k}^{(2)} + P_{k}^{(2\times 2)} \cdot \hat{h}_{2,k}^{(2)} + \hat{h}_{2,k} \cdot P_{k}^{(2\times 2)} \cdot \frac{d}{dt} \hat{h}_{2,k}^{(2)} &= -i k \frac{2\pi}{L} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{array} \right) \\
&= -i k \frac{2\pi}{L} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{array} \right)
\end{align*}
\]

(34)

Again, the first term on the right hand side of (33) is treated in the same way as [2] since this term is the same as in the one species case. The same for the first term on the right-hand side of (34). It remains to estimate the remaining terms of (33) and (34). Compute the two remaining terms on the
right-hand side of (33), we get

\[-\nu_{12} n_{\infty,2} \left( (1 - \delta) \hat{h}_{1,(k,1)}^2 + (1 - \alpha) \hat{h}_{1,(k,2)}^2 \right) + \nu_{12} (1 - \delta) n_{\infty,1} \frac{m_1}{\sqrt{m_2}} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)} + \nu_{12} n_{\infty,1} (1 - \alpha) \hat{h}_{1,(k,2)} \hat{h}_{2,(k,2)} \]

\[+ \nu_{12} \frac{i\alpha}{k} (1 - \delta) n_{\infty,1} \frac{m_1}{\sqrt{m_2}} \hat{h}_{2,(k,0)} \hat{h}_{1,(k,1)} - \nu_{12} \frac{i\beta}{k} (1 - \alpha) n_{\infty,1} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,2)} \]

\[+ \nu_{12} \frac{i\beta}{k} (1 - \alpha) n_{\infty,1} \hat{h}_{2,(k,1)} \hat{h}_{1,(k,2)}. \] \hspace{1cm} (35)

Compute the two remaining terms on the right-hand side of (34), we get

\[-\nu_{12} n_{\infty,1} \left( \frac{m_1}{m_2} (1 - \delta) \hat{h}_{2,(k,1)}^2 + (1 - \alpha) \hat{h}_{2,(k,2)}^2 \right) + \nu_{12} (1 - \delta) n_{\infty,2} \frac{m_1}{\sqrt{m_2}} \hat{h}_{1,(k,1)} \hat{h}_{2,(k,1)} + \nu_{12} n_{\infty,2} (1 - \alpha) \hat{h}_{1,(k,2)} \hat{h}_{2,(k,2)} \]

\[+ \nu_{21} \frac{i\alpha}{k} \hat{h}_{2,(k,0)} \hat{h}_{1,(k,1)} \hat{h}_{1,(k,1)} - \nu_{21} n_{\infty,2} \frac{i\beta}{k} (1 - \alpha) \hat{h}_{2,(k,1)} \hat{h}_{1,(k,2)} \]

\[+ \nu_{21} n_{\infty,2} \frac{i\beta}{k} (1 - \alpha) \hat{h}_{2,(k,1)} \hat{h}_{1,(k,1)}. \] \hspace{1cm} (36)

Now, we multiply (35) by \(\frac{1}{n_{\infty,1}}\) and (36) by \(\frac{1}{n_{\infty,2}}\) and add the resulting terms. In the resulting term, we already estimated the terms with \((1 - \delta)\) by zero from above in the case \(M = 1\). The terms with \((1 - \alpha)\) can be estimated by zero from above in the same way as the terms with \((1 - \delta)\).

In conclusion, we get that

\[\frac{1}{n_{\infty,1}} \left( \frac{d}{dt} \hat{h}_{1,(k,1)} + \hat{P}_{k} \hat{h}_{1,(k,2)} \hat{h}_{2,(k,2)} + \frac{d}{dt} \hat{h}_{1,(k,2)} \hat{h}_{2,(k,2)} \hat{h}_{1,(k,2)} + \frac{1}{n_{\infty,2}} \left( \frac{d}{dt} \hat{h}_{2,(k,1)} \hat{P}_{k} \hat{h}_{2,(k,2)} \hat{h}_{1,(k,1)} + \frac{d}{dt} \hat{h}_{2,(k,2)} \hat{h}_{2,(k,2)} \hat{h}_{1,(k,1)} \right) \right) \]

can be bounded from above by 0. For \(k = 0\) and \(\hat{P}_{0}^{(2\times2)} = 1_{3\times3}\), the transport term vanishes and the two species term can be estimated in the same way as in the case of \(k > 0\).

3.2.4. The cases \(M = 3\) and \(M > 3\)

Next, we consider \(M = 3\). Then, we have

\[\hat{h}_{1,k}^{(3)} = \begin{pmatrix} \hat{h}_{1,(k,0)} \\ \hat{h}_{1,(k,1)} \\ \hat{h}_{1,(k,2)} \\ \hat{h}_{1,(k,3)} \end{pmatrix}, \quad \hat{h}_{2,k}^{(3)} = \begin{pmatrix} \hat{h}_{2,(k,0)} \\ \hat{h}_{2,(k,1)} \\ \hat{h}_{2,(k,2)} \\ \hat{h}_{2,(k,3)} \end{pmatrix}, \quad k \geq 0,\]

\[\hat{P}_{0}^{(3\times3)} = 1_{4\times4}, \quad \hat{P}_{k}^{(3\times3)} = \begin{pmatrix} 1 & -\frac{i\alpha}{k} & 0 & 0 \\ \frac{i\alpha}{k} & 1 & -\frac{i\beta}{k} & 0 \\ 0 & \frac{i\beta}{k} & 1 & -\frac{i\gamma}{k} \\ 0 & 0 & \frac{i\gamma}{k} & 1 \end{pmatrix}, \quad k > 0.\]
With equation (26), we obtain

\[
\frac{d}{dt} h_{1,k}^{(3)} = \frac{d}{dt} \begin{pmatrix} \dot{h}_{1,(k,0)} \\ \dot{h}_{1,(k,1)} \\ \dot{h}_{1,(k,2)} \\ \dot{h}_{1,(k,3)} \end{pmatrix} = -ik \frac{2\pi}{L} \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & \sqrt{2} & 0 \\ 0 & \sqrt{2} & 0 & \sqrt{3} \\ 0 & 0 & \sqrt{3} & 0 \end{pmatrix} \begin{pmatrix} \dot{h}_{1,(k,0)} \\ \dot{h}_{1,(k,1)} \\ \dot{h}_{1,(k,2)} \\ \dot{h}_{1,(k,3)} \end{pmatrix}
- \nu_{11} n_{\infty,1} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} \dot{h}_{1,(k,0)} \\ \dot{h}_{1,(k,1)} \\ \dot{h}_{1,(k,2)} \\ \dot{h}_{1,(k,3)} \end{pmatrix} - \nu_{12} n_{\infty,2} \begin{pmatrix} 0 & 0 & \nu_2 (1 - \delta) & 0 \\ 0 & 0 & 0 & (1 - \alpha) \end{pmatrix} \begin{pmatrix} \dot{h}_{1,(k,0)} \\ \dot{h}_{1,(k,1)} \\ \dot{h}_{1,(k,2)} \\ \dot{h}_{1,(k,3)} \end{pmatrix}
+ \nu_{12} n_{\infty,2} \begin{pmatrix} 0 & (1 - \delta) \frac{n_{\infty,1}}{n_{\infty,2}} \frac{\sqrt{m_1}}{\sqrt{m_2}} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{n_{\infty,1}}{n_{\infty,2}} (1 - \alpha) & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \dot{h}_{2,(k,0)} \\ \dot{h}_{2,(k,1)} \\ \dot{h}_{2,(k,2)} \\ \dot{h}_{2,(k,3)} \end{pmatrix},
\]

and

\[
\frac{d}{dt} h_{2,k}^{(3)} = \frac{d}{dt} \begin{pmatrix} \dot{h}_{2,(k,0)} \\ \dot{h}_{2,(k,1)} \\ \dot{h}_{2,(k,2)} \\ \dot{h}_{2,(k,3)} \end{pmatrix} = -ik \frac{2\pi}{L} \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & \sqrt{2} & 0 \\ 0 & \sqrt{2} & 0 & \sqrt{3} \\ 0 & 0 & \sqrt{3} & 0 \end{pmatrix} \begin{pmatrix} \dot{h}_{2,(k,0)} \\ \dot{h}_{2,(k,1)} \\ \dot{h}_{2,(k,2)} \\ \dot{h}_{2,(k,3)} \end{pmatrix}
- \nu_{21} n_{\infty,1} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} \dot{h}_{2,(k,0)} \\ \dot{h}_{2,(k,1)} \\ \dot{h}_{2,(k,2)} \\ \dot{h}_{2,(k,3)} \end{pmatrix}
- \nu_{21} n_{\infty,1} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} \dot{h}_{2,(k,0)} \\ \dot{h}_{2,(k,1)} \\ \dot{h}_{2,(k,2)} \\ \dot{h}_{2,(k,3)} \end{pmatrix}
+ \nu_{21} n_{\infty,1} \begin{pmatrix} 0 & 0 & \nu_2 (1 - \delta) \frac{n_{\infty,1}}{n_{\infty,2}} \frac{\sqrt{m_1}}{\sqrt{m_2}} & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \nu_2 (1 - \alpha) \\ 0 & 0 & \nu_2 (1 - \alpha) & 0 \end{pmatrix} \begin{pmatrix} \dot{h}_{1,(k,0)} \\ \dot{h}_{1,(k,1)} \\ \dot{h}_{1,(k,2)} \\ \dot{h}_{1,(k,3)} \end{pmatrix}.
\]
Therefore, we get for species 1 for $k > 0$

\[
\frac{d}{dt} \begin{bmatrix} h_1^{(2)}(k) \\ h_1^{(3)}(k) \\ h_2^{(3)}(k) \\ h_2^{(2)}(k) \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & \sqrt{3} & 0 \\ 0 & \sqrt{2} & 0 & \sqrt{3} \\ 0 & 0 & \sqrt{3} & 0 \end{bmatrix} \begin{bmatrix} 1 & -i\alpha & 0 & 0 \\ i\alpha & 1 & -i\beta & 0 \\ 0 & i\beta & 1 & -\frac{i\gamma}{2} \\ 0 & 0 & \frac{i\gamma}{2} & 1 \end{bmatrix}
\]

\[
+ \begin{bmatrix} 1 & -i\alpha & 0 & 0 \\ i\alpha & 1 & -i\beta & 0 \\ 0 & i\beta & 1 & -\frac{i\gamma}{2} \\ 0 & 0 & \frac{i\gamma}{2} & 1 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} h_1^{(0)}(k) \\ h_1^{(1)}(k) \\ h_1^{(2)}(k) \\ h_1^{(3)}(k) \end{bmatrix}
\]

\[
- \nu_{11} n_\infty,1 \begin{bmatrix} \tilde{h}_1^{(0)}(k) \\ \tilde{h}_1^{(1)}(k) \\ \tilde{h}_1^{(2)}(k) \\ \tilde{h}_1^{(3)}(k) \end{bmatrix} \]

\[
+ \begin{bmatrix} 1 & -i\alpha & 0 & 0 \\ i\alpha & 1 & -i\beta & 0 \\ 0 & i\beta & 1 & -\frac{i\gamma}{2} \\ 0 & 0 & \frac{i\gamma}{2} & 1 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} h_2^{(0)}(k) \\ h_2^{(1)}(k) \\ h_2^{(2)}(k) \\ h_2^{(3)}(k) \end{bmatrix}
\]

\[
- \nu_{12} n_\infty,2 \begin{bmatrix} \tilde{h}_1^{(0)}(k) \\ \tilde{h}_1^{(1)}(k) \\ \tilde{h}_1^{(2)}(k) \\ \tilde{h}_1^{(3)}(k) \end{bmatrix} \]

\[
+ \begin{bmatrix} 1 & -i\alpha & 0 & 0 \\ i\alpha & 1 & -i\beta & 0 \\ 0 & i\beta & 1 & -\frac{i\gamma}{2} \\ 0 & 0 & \frac{i\gamma}{2} & 1 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} h_2^{(0)}(k) \\ h_2^{(1)}(k) \\ h_2^{(2)}(k) \\ h_2^{(3)}(k) \end{bmatrix}
\]

The only new terms compared to the case $M = 2$ are contained in the terms

\[
- ik \frac{2\pi}{L} \begin{bmatrix} \hat{h}_1^{(0)}(k) \\ \hat{h}_1^{(1)}(k) \\ \hat{h}_1^{(2)}(k) \\ \hat{h}_1^{(3)}(k) \end{bmatrix} \]

\[
+ \begin{bmatrix} 1 & -i\alpha & 0 & 0 \\ i\alpha & 1 & -i\beta & 0 \\ 0 & i\beta & 1 & -\frac{i\gamma}{2} \\ 0 & 0 & \frac{i\gamma}{2} & 1 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & \sqrt{2} & 0 & \sqrt{3} \\ 0 & \sqrt{3} & 0 & 0 \\ 0 & 0 & \sqrt{3} & 0 \end{bmatrix} \begin{bmatrix} \hat{h}_2^{(0)}(k) \\ \hat{h}_2^{(1)}(k) \\ \hat{h}_2^{(2)}(k) \\ \hat{h}_2^{(3)}(k) \end{bmatrix}
\]

\[
- (\nu_{11} n_\infty,1 + \nu_{12} n_\infty,2) \begin{bmatrix} \hat{h}_1^{(0)}(k) \\ \hat{h}_1^{(1)}(k) \\ \hat{h}_1^{(2)}(k) \\ \hat{h}_1^{(3)}(k) \end{bmatrix} \]

\[
\cdot \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \hat{h}_2^{(0)}(k) \\ \hat{h}_2^{(1)}(k) \\ \hat{h}_2^{(2)}(k) \\ \hat{h}_2^{(3)}(k) \end{bmatrix}
\]

\[
\text{(37)}
\]

Assume that $\nu_{11} n_\infty,1 + \nu_{12} n_\infty,2 = 1$. Then, this term does not contain the second species anymore, so it reduces to the one species case. That the term for the one species case can be estimated by
the entropy of species 1 from above is proven in [2]. The same for the second species assuming that \( \nu_{22} n_{\infty,2} + \nu_{21} n_{\infty,1} = 1. \)

In conclusion, we get that
\[
\frac{1}{n_{\infty,1}} \left( \frac{d}{dt} \hat{h}^{(3)}_{1,0} \cdot P^{(3 \times 3)}_{k} \cdot \hat{h}^{(3)}_{1,0} + \frac{d}{dt} \hat{h}^{(3)}_{1,0} \right) + \frac{1}{n_{\infty,2}} \left( \frac{d}{dt} \hat{h}^{(3)}_{2,0} \cdot P^{(3 \times 3)}_{k} \cdot \hat{h}^{(3)}_{2,0} + \frac{d}{dt} \hat{h}^{(3)}_{2,0} \right)
\]
can be bounded from above by
\[
-2\mu \left( \frac{1}{n_{\infty,1}} \hat{h}^{(3)}_{1,0} \cdot P^{(3 \times 3)}_{k} \cdot \hat{h}^{(3)}_{1,0} + \frac{1}{n_{\infty,2}} \hat{h}^{(3)}_{2,0} \cdot P^{(3 \times 3)}_{k} \cdot \hat{h}^{(3)}_{2,0} \right)
\]
with a constant \( \mu > 0 \) from the one species case done in [2].

For \( k = 0 \), the term corresponding to the \( x \)-derivative vanishes, and the remaining terms with \( P^{(3 \times 3)}_{0} = 1_{4 \times 4} \) simplify to
\[
\frac{d}{dt} \hat{h}^{(3)}_{1,0} \cdot \hat{h}^{(3)}_{1,0} + \frac{d}{dt} \hat{h}^{(3)}_{1,0} = -2\nu_{11} n_{\infty,1} \hat{h}^{2}_{1,(0,0)} - 2\nu_{12} n_{\infty,1} \hat{h}^{2}_{1,(0,1)} - 2\nu_{12} n_{\infty,2} \hat{h}^{2}_{1,0} - 2\nu_{11} n_{\infty,2} \hat{h}^{2}_{1,0} - 2\nu_{12} n_{\infty,2} \hat{h}^{2}_{1,0}
\]
\[
-2\nu_{12} n_{\infty,2} \hat{h}^{2}_{1,0} + 2\nu_{12} n_{\infty,2} \hat{h}^{2}_{1,0} = -2\nu_{12} n_{\infty,2} \hat{h}^{2}_{1,0} + 2\nu_{12} n_{\infty,2} \hat{h}^{2}_{1,0} - 2\nu_{12} n_{\infty,2} \hat{h}^{2}_{1,0} - 2\nu_{12} n_{\infty,2} \hat{h}^{2}_{1,0}
\]
\[
\hat{h}_{1,0} = \hat{h}_{2,0} = 0.
\]

Therefore, we can add
\[
-C \cdot \frac{1}{n_{\infty,1}} \hat{h}^{2}_{1,0} - C \cdot \frac{1}{n_{\infty,2}} \hat{h}^{2}_{2,0},
\]
for an arbitrary positive constant \( C > 0 \) to the sum of \( \frac{1}{n_{\infty,1}} \) (38) and \( \frac{1}{n_{\infty,2}} \) (39), then get
\[
\frac{1}{n_{\infty,1}} \left( \frac{d}{dt} \hat{h}^{(3)}_{1,0} \cdot \hat{h}^{(3)}_{1,0} + \frac{d}{dt} \hat{h}^{(3)}_{1,0} \right) + \frac{1}{n_{\infty,2}} \left( \frac{d}{dt} \hat{h}^{(3)}_{2,0} \cdot \hat{h}^{(3)}_{2,0} + \hat{h}^{(3)}_{2,0} \right)
\]
\[
= -2\nu_{11} \hat{h}^{2}_{1,(0,0)} - 2\nu_{12} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)} - 2\nu_{12} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)} - 2\nu_{12} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)}
\]
\[
- 2\nu_{22} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)} + 2\nu_{12} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)} + 2\nu_{22} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)} - 2\nu_{12} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)}
\]
\[
+ 2\nu_{12} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)} + 2\nu_{12} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)} - 2\nu_{12} \frac{n_{\infty,2}}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)}
\]
\[
- C \cdot \frac{1}{n_{\infty,1}} \hat{h}^{2}_{1,(0,0)} - C \cdot \frac{1}{n_{\infty,2}} \hat{h}^{2}_{2,(0,0)}.
\]
Due to conservation of total momentum and energy (16), we have
\[ \sqrt{m_1} \dot{h}_{1,(0,1)} + \sqrt{m_2} \dot{h}_{2,(0,1)} = 0, \quad \dot{h}_{1,(0,2)} + \dot{h}_{2,(0,2)} = 0. \]
Multiplying them by \( \sqrt{m_1} \dot{h}_{1,(0,1)} \) and \( \dot{h}_{1,(0,2)} \) respectively, we observe that \( \dot{h}_{1,(0,1)} \dot{h}_{2,(0,1)} \) and \( \dot{h}_{1,(0,2)} \dot{h}_{2,(0,2)} \) reduce to the one species case. Only with more entries 1 on the diagonal in the term coming from the right-hand side of (26) it also
\[ \text{can be estimated from above by} \]
\[ -2\nu_1 \dot{h}_{1,(0,3)}^2 - 2\nu_2 \frac{m_1}{m_2} \dot{h}_{1,(0,1)}^2 \]
\[ - 2\nu_2 \frac{m_1}{m_2} \dot{h}_{2,(0,3)} - 2\nu_2 \frac{m_1}{m_2} \dot{h}_{2,(0,1)}^2 \]
\[ - 2\nu_2 \frac{m_1}{m_2} \dot{h}_{2,(0,2)}^2 - C \frac{1}{n_{\infty,1}} \dot{h}_{1,(0,0)}^2 - C \frac{1}{n_{\infty,2}} \dot{h}_{2,(0,0)}^2. \]
We choose
\[ C = 2 \min \{ \nu_1 n_{\infty,2}, 1 - \delta \}, \nu_1 n_{\infty,2}, 1 - \delta, \nu_1 n_{\infty,3}, 1 - \delta, \nu_2 n_{\infty,2}, 1 - \delta, \nu_2 n_{\infty,1} \}. \]
In conclusion, we estimate all coefficients in (41) from below by \( C \). Then, we obtain
\[ \frac{1}{n_{\infty,1}} \left( \frac{d}{dt} \dot{h}_{1,(0,0)} + \dot{h}_{1,(0,1)} + \dot{h}_{1,(0,2)} + \dot{h}_{1,(0,3)} \right) \]
\[ \leq -C \left( \frac{1}{n_{\infty,1}} \dot{h}_{1,(0,0)}^2 + \dot{h}_{1,(0,1)}^2 + \dot{h}_{1,(0,2)}^2 + \dot{h}_{1,(0,3)}^2 \right) \]
\[ \leq -2\mu \left( \frac{1}{n_{\infty,1}} \dot{h}_{1,k} \cdot P_k(3x) \right) \]
\[ \leq -C \left( \frac{1}{n_{\infty,2}} \dot{h}_{2,k} \cdot P_k(3x) \right) \]
for \( k > 0 \), and by
\[ \leq -C \left( \frac{1}{n_{\infty,1}} \dot{h}_{1,k} \cdot P_k(3x) \right) \]
\[ \leq -C \left( \frac{1}{n_{\infty,2}} \dot{h}_{2,k} \cdot P_k(3x) \right) \]
for \( k = 0 \).
The cases \( M > 3 \) are analogue to the case \( M = 3 \) since then we have the same structure as in (37), only with more entries 1 on the diagonal in the term coming from the right-hand side of (26). It also reduces to the one species case.

4. Proof of Theorem 2.2.1

The first statement of theorem 2.2.1 is basically proven in [2]. We just take a linear combination of the two entropies of the two species.
It remains to prove the second statement of theorem 2.2.1. In the previous section we proved that for a fixed $M \geq 3$, one has
\[
\frac{d}{dt}\left(\frac{1}{n_{\infty,1}}(\hat{h}_{1,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{1,k}^{(M)}) + \frac{1}{n_{\infty,2}}(\hat{h}_{2,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{2,k}^{(M)})\right)
= \frac{1}{n_{\infty,1}}\left(\frac{d}{dt}\hat{h}_{1,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{1,k}^{(M)} + \hat{h}_{1,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \frac{d}{dt}\hat{h}_{1,k}^{(M)}\right)
+ \frac{1}{n_{\infty,2}}\left(\frac{d}{dt}\hat{h}_{2,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{2,k}^{(M)} + \hat{h}_{2,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \frac{d}{dt}\hat{h}_{2,k}^{(M)}\right)
\leq -2\mu\left(\frac{1}{n_{\infty,1}}(\hat{h}_{1,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{1,k}^{(M)}) + \frac{1}{n_{\infty,1}}(\hat{h}_{2,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{2,k}^{(M)})\right)
\]
for $k > 0$, and
\[
\frac{d}{dt}\left(\frac{1}{n_{\infty,1}}(\hat{h}_{1,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{1,0}^{(M)}) + \frac{1}{n_{\infty,2}}(\hat{h}_{2,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{2,0}^{(M)})\right)
= \frac{1}{n_{\infty,1}}\left(\frac{d}{dt}\hat{h}_{1,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{1,0}^{(M)} + \hat{h}_{1,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \frac{d}{dt}\hat{h}_{1,0}^{(M)}\right)
+ \frac{1}{n_{\infty,2}}\left(\frac{d}{dt}\hat{h}_{2,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{2,0}^{(M)} + \hat{h}_{2,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \frac{d}{dt}\hat{h}_{2,0}^{(M)}\right)
\leq -C\left(\frac{1}{n_{\infty,1}}(\hat{h}_{1,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{1,0}^{(M)}) + \frac{1}{n_{\infty,2}}(\hat{h}_{2,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{2,0}^{(M)})\right)
\]
for $k = 0$ and $M > 2$. So we can deduce with Gronwall’s lemma
\[
\frac{1}{n_{\infty,1}}(\hat{h}_{1,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{1,k}^{(M)}) + \frac{1}{n_{\infty,2}}(\hat{h}_{2,k}^{(M)} \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{2,k}^{(M)})
\leq e^{-2\mu t}\left(\frac{1}{n_{\infty,1}}(\hat{h}_{1,k}^{(M)}(0) \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{1,k}^{(M)}(0)) + \frac{1}{n_{\infty,2}}(\hat{h}_{2,k}^{(M)}(0) \cdot P_{k}^{(M \times M)} \cdot \hat{h}_{2,k}^{(M)}(0))\right)
\]
\[
eq e^{-2\mu t}\left(\frac{1}{n_{\infty,1}}\hat{h}_{1,k}^{(M)}(0) \cdot \hat{h}_{1,k}^{(M)}(0) + \frac{1}{n_{\infty,2}}\hat{h}_{2,k}^{(M)}(0) \cdot \hat{h}_{2,k}^{(M)}(0)\right)
\]
\[
eq e^{-2\mu t}\left(\frac{1}{n_{\infty,1}}||\hat{h}_{1,k}^{(M)}(0)||_{\ell}^{2} + \frac{1}{n_{\infty,2}}||\hat{h}_{2,k}^{(M)}(0)||_{\ell}^{2}\right)
\]
for $k > 0$, and
\[
\frac{1}{n_{\infty,1}}(\hat{h}_{1,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{1,0}^{(M)}) + \frac{1}{n_{\infty,2}}(\hat{h}_{2,0}^{(M)} \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{2,0}^{(M)})
\leq e^{-Ct}\left(\frac{1}{n_{\infty,1}}(\hat{h}_{1,0}^{(M)}(0) \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{1,0}^{(M)}(0)) + \frac{1}{n_{\infty,2}}(\hat{h}_{2,0}^{(M)}(0) \cdot P_{0}^{(M \times M)} \cdot \hat{h}_{2,0}^{(M)}(0))\right)
\]
\[
eq e^{-Ct}\left(\frac{1}{n_{\infty,1}}\hat{h}_{1,0}^{(M)}(0) \cdot \hat{h}_{1,0}^{(M)}(0) + \frac{1}{n_{\infty,2}}\hat{h}_{2,0}^{(M)}(0) \cdot \hat{h}_{2,0}^{(M)}(0)\right)
\]
\[
eq e^{-Ct}\left(\frac{1}{n_{\infty,1}}||\hat{h}_{1,0}^{(M)}(0)||_{\ell}^{2} + \frac{1}{n_{\infty,2}}||\hat{h}_{2,0}^{(M)}(0)||_{\ell}^{2}\right)
\]

for $k = 0$ and $M > 2$. Therefore, we have

$$\frac{1}{n_{\infty,1}} e_{k,1}(\hat{f}_1) + \frac{1}{n_{\infty,2}} e_{k,2}(\hat{f}_2) \leq e^{-2\mu t} \lim_{M \to \infty} \left( \frac{1}{n_{\infty,1}} ||h_{1,k}^{(M)}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,1}})^{-1}} + \frac{1}{n_{\infty,2}} ||h_{2,k}^{(M)}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,2}})^{-1}} \right)$$

$$\leq e^{-2\mu t} \left( \frac{1}{n_{\infty,1}} ||h_{1,0}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,1}})^{-1}} + \frac{1}{n_{\infty,2}} ||h_{2,0}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,2}})^{-1}} \right)$$

according to the identity of Bessel for $k > 0$, and

$$\frac{1}{n_{\infty,1}} e_{0,1}(\hat{f}_1) + \frac{1}{n_{\infty,2}} e_{0,2}(\hat{f}_2) \leq e^{-C t} \lim_{M \to \infty} \left( \frac{1}{n_{\infty,1}} ||h_{1,0}^{(M)}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,1}})^{-1}} + \frac{1}{n_{\infty,2}} ||h_{2,0}^{(M)}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,2}})^{-1}} \right)$$

$$\leq e^{-C t} \left( \frac{1}{n_{\infty,1}} ||h_{1,0}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,1}})^{-1}} + \frac{1}{n_{\infty,2}} ||h_{2,0}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,2}})^{-1}} \right)$$

for $k = 0$. Finally, this leads to

$$e(\hat{f}_1, \hat{f}_2) = \sum_{k \in \mathbb{Z}} \left( \frac{1}{n_{\infty,1}} e_{k,1}(\hat{f}_1) + \frac{1}{n_{\infty,2}} e_{k,2}(\hat{f}_2) \right)$$

$$\leq e^{-\min\{C, 2\mu\} t} \left( \frac{1}{n_{\infty,1}} ||h_{1}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,1}})^{-1}, dv \otimes dx} + \frac{1}{n_{\infty,2}} ||h_{2}(0)||^2_{L^2(\frac{L^{\infty}(v)}{n_{\infty,2}})^{-1}, dv \otimes dx} \right).$$

Thus, we proved Theorem 2.2.1.

5. Conclusion and future work

We considered a kinetic model for a two component gas mixture without chemical reactions. We studied hypocoercivity for the linearized BGK model for gas mixtures in continuous phase space. By constructing an entropy functional, we could prove exponential relaxation to equilibrium with explicit rates for the mixture system.

As for the future work, we propose to extend the hypocoercivity estimates in the current work to the random case, that is, to conduct sensitivity analysis for the mixture BGK model with random inputs. Uncertainties may come from the initial data, various parameters in the model. To numerically solve the mixture BGK model with random inputs, a generalized polynomial chaos based stochastic Galerkin (gPC-SG) method can be used [31]. It would be interesting to obtain estimates for the underlying gPC-SG system, and study spectral accuracy and exponential decay in time of the numerical error of the gPC method. Similar analysis for a general class of collisional kinetic equations with multiple scales and random inputs has been studied in [24].
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