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Abstract—The major cause for death in human beings is because of cancer. Lung cancer is one of the most common and serious types of cancer that severely harms the human body. In order to cure the cancer early cancer detection is required. If lung cancer is diagnosed at early stages many lives will be saved. The other name for lung cancer is lung carcinoma, an uncontrolled malignant tumor distinguished by undisciplined cell growth in lung cells. There are many people suffering from this kind of cancer and confining to death. If this is left untreated, this may grow later than lung by metastasis into other parts of body. Many of the cancers starts from lungs, called as primary lung carcinoma. There are two types of small cell lung carcinoma (SCLC), non small cell lung carcinoma(NSCLC). The main reason for lung cancer is smoking of cigarette. There are many researches targeting on exact approaches for treating cancer. To predict the survival rate for NSCLC patients data mining techniques can be used with selection of algorithms. The algorithms used to detect the lung cancer are Support vector machine (SVM), Decision tree, k-Nearest neighbour, Random forest, Logistic regression. In this paper By implementing 2 different datasets and various packages and libraries in python, it is compared and on implementation found suitable algorithms have more accuracy on certain data sets for optimum prediction rate of lung cancer.
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I. INTRODUCTION

Lung cancer is the genuine purpose behind disease destruction on the planet. The symptoms of lung malignant growth come into light at the last orchestra. So it is incredibly hard to distinguishing its beginning stage. Hence, the passing rate is high for lung malignant growth in relationship with each and every other kind of disease. The infection has various phases where it undertakes from the minor tissue and escalates all through the various regions of the lungs by a mechanism called metastasis. It is the uncurbed growth of unwanted cells in the lungs [1]. It is assessed that around 12,203 individuals had lung threatening development in 2016, 7130 folks and 5073 females, suffering from lung sickness in 2016 were 8839. Lung cancer asserts a larger number of lives every year than prostate, ovarian and bosom cancers joined.

Individuals who smoke have the pinnacle danger of lung cancer, however lung cancer can likewise happen in individuals who have never smoked. Endurance rate for lung cancer is assessed to be 15% following 5 years of analysis. Information mining procedures can be valuable to gauge danger of mortality because of lung cancer dependent on symptomatic and treatment properties. The threat of lung cancer increments with the period of time and the quantity of cigarettes you've smoked. In the event that you quit smoking, even in the wake of smoking for a long time, you can radically lessen your odds of creating lung cancer.

As indicated by a survey made by world wellbeing association that consistently more than 7.6 million people suffered the lung malignant growth. It is estimated around 17 million cases of lung cancer throughout world in 2030. In year of 2005, around 1,362,825 new malignant growth cases are typical and around 5,71,590 patients suffer in view of lung disease in United States. It was evaluated that there will be 162,921 people from lung disease, suffer out of which 30% have malignancy attack. If predicted in advance can make a doctor aware of the situations with he can take necessary precaution to save the patient from initial to advance stage of cancer. Our strategy for finding the conceivable Lung cancer patients depends on the precise investigation of side effects and hazard factors. Non-clinical side effects and hazard components are a portion of the conventional pointers of the cancer ailments. The prediction of cancer tumor can be possible by utilizing data mining techniques. Use of algorithms like Naive Bayes, Apriori, clustering algorithms produces results about by which we can anticipate or caution the patient about the tumour and the dangers related with it. Here in the survey we find various classifiers of support vector machine (SVM), k-Nearest Neighbours, KNN, Logistic Regression, Decision Tree, Random Forest for predicting and comparing on a existing dataset.

II. LITERATURE SURVEY

Literature review on lung cancer methods of Machine Learning predicting missing information is very common. In a given therapeutic space, AI models ought to have good execution in any event, when missing information happens. Non-small Cell Lung Cancer (NSCLC) is a main demise malady in most of the global regions. Xueyan Mei [1], Predicting Five-year Overall Survival in Patients with Non-small Cell Lung Cancer by ReliefF Algorithm and Random Forests: Mohammed [2] proposed a technique called feature selection which is the key task in which there will be multiple raw data contains many features selected based on their importance.
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In [3] it is found that Relief and random forest generating best prediction.

Numerous studies are concentrating on careful ways to deal with treating the illness. The five-year by and large endurance rate for NSCLC patients is commonly anticipated by conventional relapse models with little examples and information size. In [4] AI apparatuses is presented which includes choice calculations and arbitrary timberlands classifier to anticipate the five-year in general endurance rate on a huge database. The consequences of this investigation[5] show Lung cancer patients who get radiotherapy as a major aspect of their treatment are exposed to danger radiation-actuated lung in-jury known as radiation pneumonitis (RP). RP is a possibly deadly symptom leading to risky treatment. Subsequently, new techniques are expected to manage doctors to recommend focused on treatment measurement to patients at high danger of RP[6]. A few prescient models dependent on customary factual strategies and AI systems have been accounted for, nonetheless, no direction to variety in execution has not been given till date. Accordingly, in this work, it is thought about a few broadly utilized arrangement calculations in the AI field are utilized to recognize diverse hazard gatherings of RP[7] The presentation of these arrangement calculations is assessed related to a few element choice systems and the effect of the component determination on execution is future assessed[8].

Early Detection of Lung Cancer utilizing SVM Classifier [9] in Biomedical Image Processing used Deep learning for detection of small cell lung cancer using CT Scanning. It is likewise recommended that CT scan [10] picture is utilized as information picture, is handled and beginning period lung disease is recognized utilizing a SVM (support vector machine) calculation as a classifier in the grouping stage to improve exactness, affectability and explicitness[11-14]

III. METHODOLOGYS

In this paper 5 Machine learning algorithms based algorithms are implemented and compared for a common data set. Implementation results shows the accuracy of each algorithm for prediction. The algorithms implemented are as follows.

- Decision tree.
- K-Nearest Neighbour.
- Logistic Regression.
- Random Forest.
- Support Vector Machine.

A. Decision tree

A decision tree is a resolve help tool that uses a tree-like model of decisions and their potential results, including chance occasion results, asset expenses, and utility. It is one approach to show a calculation that just contains restrictive control assess.

Decision trees are normally utilized in operation research, explicitly in decision examination, to help intent a system well on the way to arrive at an objective, but at the same time are a popular tool in M.L.

Fig: 1 Indicates Example Of Decision Tree

B. K-Nearest Neighbour

The k-nearest neighbours estimation (k-NN) is a non-parametric methodology used for gathering and relapse. In the two cases, the data involves the k closest getting ready models in the segment space. The output depends upon whether k-NN is used for request or backslide.

C. Logistic Regression

In statistics, the strategic model (logistic model) is utilized to display the probability of a specific class or occasion existing, for example, pass/fail, win/lose, alive/dead.

Numerically, a binary logistic model has a dependent variable with two possible qualities, for example, pass/fail which is spoken to by a pointer variable, where the two qualities are marked "0" and "1".

D. Random Forest

Random Forest is a classifier that advances from choice trees. It comprises of numerous choice trees. To order another case, every choice tree gives an arrangement to enter information; irregular Random Forestgathers the characterizations and picks the most casted a ballot forecast as the outcome. The contribution of each tree is inspected information from the first dataset. What's more, a subset of highlights is haphazardly chosen from the discretionary highlights to develop the tree at every hub. Each tree is developed without pruning. Basically, irregular random forest empowers numerous feeble or pitifully related classifiers to frame a solid classifier.
E. Support Vector Machine

In ML, support-vector machines (SVMs, in addition support-vector networks) are regularized learning models with related learning algorithms that analyze data set used for arrangement and regression analysis. Given a set of training examples, each set apart as having a position with both of two groupings, a SVM preparing calculation constructs a model that assigns out new guidelines to one class or the other, making it a non-probabilistic binary classifier.

IV. EXPERIMENTAL RESULTS

By using data sets from UCI different ML techniques are applied (decision tree, KNN classifier, logistic regression, random forest, SVM classifier) to predict the accuracy.

Table 1 Comparison Results of Accuracy of ML Techniques

| ML Techniques          | Training set Accuracy | Testing set accuracy |
|------------------------|-----------------------|----------------------|
| K Nearest Neighbour    | 76.52                 | 66.43                |
| Logistic Regression    | 92.72                 | 90.20                |
| Decision Tree          | 100                   | 95.1                 |
| SVM Classifier         | 100                   | 63                   |
| Random Forest          | 100                   | 95.1                 |

Discussions Of Out Put Of Dataset 1:

The below shown screenshots are the output of the accuracy of prediction of lung cancer by different machine learning techniques by using the lung cancer data. The Fig 1.2 represents the output of data analysis of the cancer data which we have taken among which how many have the cancer and how many did not have the cancer.

Fig 3 shows the accuracy of each technique implemented in Python. It shows K-NN classifier prediction as 93.45% on the training data and 91.2% correctly among test data. Correspondingly all other 4 methods accuracy obtained is shown in figure 3.

Table 2 Comparison Results of Accuracy of ML Techniques

| ML techniques          | Training set Accuracy | Testing set accuracy |
|------------------------|-----------------------|----------------------|
| K nearest neighbour    | 75                    | 37                   |
| Logistic regression    | 100                   | 25                   |
| Decision tree          | 100                   | 12                   |
| SVM classifier         | 83                    | 38                   |
| Random forest          | 100                   | 25                   |

Fig 4 Shows the accuracy of each technique in bar graph blue represents, training set and orange represents testing set.

Fig 4 Comparison Results

DISCUSSION OF OUT PUT OF DATASET 2:

Fig:2 Data analysis of diagnosis count
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Fig 5. Class Data Set Count

The fig 5 shows screenshots of the output on the accuracy of prediction of lung cancer by different machine learning techniques by using the lung cancer data. The Fig 5 represents the output of data analysis of the cancer data which is implemented and compared.

Fig 6. Accuracy of each techniques using Data set 2.

V. CONCLUSIONS

By obtaining the results of two data sets with the help of ML techniques, It is clear that the rate of prediction performed is better in KNN and Logistic Regression compared with decision tree, random forest, and SVM. It is also concluded that accuracy depends on the training data set methods before introducing them to testing.
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