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Abstract

Graphene is an atomically thin two-dimensional material demonstrating strong optical nonlinearities including harmonics generation, four wave mixing, Kerr and other nonlinear effects. In this paper we theoretically analyze the optical heterodyne detection (OHD) technique of measuring the optical Kerr effect (OKE) in two-dimensional crystals and show how to relate the quantities measured in such experiments with components of the third-order conductivity tensor $\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1, \omega_2, \omega_3)$ of the two-dimensional crystal. Using results of a recently developed quantum theory of the third-order nonlinear electrodynamic response of graphene we analyze the frequency, charge carrier density, temperature and other dependencies of the OHD-OKE response of this material. We compare our results with a recent OHD-OKE experiment in graphene and find good agreement between the theory and experiment.
I. INTRODUCTION

The nonlinear electrodynamics and optics of graphene\(^1-^3\) has evolved into an active field of research in recent years. It was predicted\(^4\) in 2007 that, due to the linear energy dispersion of graphene quasi-particles, this material should demonstrate a strongly nonlinear electrodynamic response. This prediction was confirmed in a number of experiments, in which the higher harmonics generation\(^5-^8\), four-wave mixing\(^9-^{12}\), Kerr effect\(^13-^{18}\) and other nonlinear phenomena\(^19-^{23}\) in graphene have been observed. Theoretically, the higher harmonics generation\(^24-^{33}\), nonlinear plasma-wave related effects\(^34-^{40}\), nonlinear cyclotron resonance\(^41\) and saturable absorption\(^42\) have been studied. The influence of the dielectric environment on the harmonics generation from graphene has been discussed in Refs.\(^43,^{44}\), the nonlinear effects in a gapped graphene in Ref.\(^45\), a nonlinear time-domain optical response has been considered in Ref.\(^46\), some other aspects of the nonlinear graphene response have been discussed in Refs.\(^47-^{50}\), see also review articles\(^51,^{52}\). Recently a quantum theory of all third-order nonlinear effects\(^53-^{55}\) and a nonperturbative quasi-classical theory of the nonlinear electrodynamic response of graphene\(^56\) have been developed.

The optical Kerr effect (OKE) is a nonlinear phenomenon related to a change of the refractive index \(n(\omega) = \sqrt{\varepsilon(\omega)}\) of a bulk, three-dimensional (3D) material in the field of a strong electromagnetic wave,

\[
n(\omega) = n_0(\omega) + n_2(\omega) I;
\]

here \(\varepsilon(\omega)\) is the dielectric function of the material, \(\omega\) and \(I\) are the frequency and the intensity of the wave. The nonlinear refractive index \(n_2(\omega)\) is related to the third-order electric susceptibility \(\chi^{(3)}(\omega, \omega, -\omega)\) of the 3D medium,

\[
[n_0(\omega) + n_2(\omega) I]^2 \approx n_0^2(\omega) + 2n_0(\omega)n_2(\omega)I = 1 + 4\pi \left( \chi^{(1)}(\omega) + \frac{3}{4} \chi^{(3)}(\omega, \omega, -\omega) |E|^2 \right);
\]

here \(E\) is the electric field of the wave. The functions \(\varepsilon(\omega), n(\omega)\), \(\chi(\omega)\) in equations (1) – (2) are, in general, complex. In a weakly absorbing medium the real part of \(n_2(\omega)\) is proportional to the real part of \(\chi^{(3)}(\omega, \omega, -\omega)\),

\[
\text{Re} n_2(\omega) = \frac{3\pi}{n_0^2c} \text{Re} \chi^{(3)}(\omega, \omega, -\omega).
\]

In the more general case of a non-vanishing absorption the relation between the complex \(n_2(\omega)\) and \(\chi^{(3)}(\omega, \omega, -\omega)\) is more complicated; it can be found in Ref.\(^57\). Experimentally the nonlinear refractive index \(n_2\) in 3D (bulk) materials (both its real and imaginary parts) can be measured by the Z-scan technique\(^58\).

In graphene the OKE has been experimentally studied in several publications, see e.g. Refs.\(^13-^{18}\). Both the Z-scan technique\(^13-^{16}\) and other methods\(^16-^{18}\) have been used, in particular, the optical heterodyne detection (OHD) scheme\(^16,^{18}\). Results of these works have been presented in terms of the effective nonlinear refractive index \(n_2\) of graphene and are rather contradictory. Not only the absolute value of the measured \(n_2\) differs by up to three orders of magnitude in different papers, but even about the sign of \(n_2\) there still exists no consensus, see a discussion in Ref.\(^16\).

This situation shows that a detailed analysis of experimental methods of observing OKE in graphene and graphene related materials is highly desirable. Indeed, first of all it should be emphasized that the nonlinear refractive index \(n_2\) and other physical quantities \([\varepsilon(\omega), \chi(\omega)]\) introduced in Eqs. (1) – (2) have a clear physical meaning only in bulk, 3D materials. Their definition in the macroscopic electrodynamics\(^59\) implies a procedure of averaging electric fields over “physically infinitesimal” volume elements which means that all sample dimensions should substantially exceed the inter-atomic distance. In graphene and other one- or few-atoms thick “two-dimensional” (2D) materials\(^60\) the nonlinear refractive index \(n_2\) cannot therefore be mathematically rigorously defined, although it is commonly used in experimental papers. Instead, the experimentally measured quantities should be related to the surface (2D) third-order conductivity \(\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1, \omega_2, \omega_3)\) which has a clear physical meaning and should therefore be used in the nonlinear graphene (and other 2D crystals) electrodynamics.

Second, the third conductivity \(\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1, \omega_2, \omega_3)\) is a fourth-rank tensor which has several independent nonzero components. It may happen that in different methods different combinations of \(\sigma^{(3)}_{\alpha\beta\gamma\delta}\) components are measured. This additionally shows that the OKE in graphene cannot be adequately described by a single scalar quantity \(n_2\).

Third, the measurements in Refs.\(^13-^{18}\) have been performed at a few isolated frequencies (typically at the telecommunication wavelength \(\lambda \approx 1.55 \mu\text{m}\)) and in a nominally undoped graphene, while the theory\(^54,^{55}\) predicts a rich behavior of the third conductivity components as a function of frequency \(\omega\) and Fermi energy \(E_F\), with several resonances related to the one-, two- and three-photon interband transitions. Thus the question arises whether and how all the (nonzero) components of \(\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1, \omega_2, \omega_3)\) can be extracted from the OKE experiments and which dependencies (on the radiation wavelength, doping, temperature, etc.) are to be expected to see in experiments.
In this paper we perform a detailed theoretical analysis of an OHD-OKE experiment in a 2D nonlinear material, derive formulas relating the experimentally measured quantities to the real and imaginary parts of its first- and third-order conductivities and show how all the nonzero OKE-relevant components of the tensor $\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1,\omega_2,\omega_3)$ can be extracted from the OHD-OKE measurements. Within the model of $\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1,\omega_2,\omega_3)$ of graphene derived in Refs.54,55 we analyze its theoretically expected OHD-OKE response in dependence of frequency, Fermi energy, temperature, relaxation rate and ellipticity of the incident light.

II. ANALYSIS OF THE OHD-OKE EXPERIMENT: GENERAL THEORY

For simplicity, we will consider a single graphene layer lying in the plane $z = 0$, without any substrate. The influence of different types of substrates on the third harmonic generation from graphene was discussed in Refs.43,44. The influence of substrates on the OKE can be understood similarly.

A. Which $\sigma^{(3)}_{\alpha\beta\gamma\delta}$ components are relevant for OKE?

In general, the third-order nonlinear response of graphene is determined by the fourth-rank tensor $\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1,\omega_2,\omega_3)$ which has eight (out of sixteen) nonzero complex-valued components depending on three input frequencies $\omega_1, \omega_2, \omega_3$. The tensor $\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1,\omega_2,\omega_3)$ satisfies certain symmetry relations54,55, in particular, simultaneous permutations of the indexes $\beta, \gamma, \delta$ and the corresponding arguments $\omega_1, \omega_2, \omega_3$ do not change it, e.g.,

$$\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1,\omega_2,\omega_3) = \sigma^{(3)}_{\alpha\gamma\beta\delta}(\omega_2,\omega_1,\omega_3).$$

(4)

Three of the eight nonzero components of the tensor $\sigma^{(3)}_{\alpha\beta\gamma\delta}$ are independent,

$$\sigma^{(3)}_{xxyy}(\omega_1,\omega_2,\omega_3) = \sigma^{(3)}_{yyxx}(\omega_1,\omega_2,\omega_3), \; \sigma^{(3)}_{xyxy}(\omega_1,\omega_2,\omega_3) = \sigma^{(3)}_{yxxy}(\omega_1,\omega_2,\omega_3), \; \sigma^{(3)}_{xyyx}(\omega_1,\omega_2,\omega_3) = \sigma^{(3)}_{yxyx}(\omega_1,\omega_2,\omega_3),$$

(5)

and the component $\sigma^{(3)}_{xxzz}(\omega_1,\omega_2,\omega_3)$ is the sum of the other three,

$$\sigma^{(3)}_{xxzz}(\omega_1,\omega_2,\omega_3) = \sigma^{(3)}_{xxyy}(\omega_1,\omega_2,\omega_3) + \sigma^{(3)}_{xyxy}(\omega_1,\omega_2,\omega_3) + \sigma^{(3)}_{xyyx}(\omega_1,\omega_2,\omega_3).$$

(6)

The relations (4) – (6) are valid for all third-order nonlinear effects. The OKE is a special case determined by the functions $\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega,\omega, -\omega)$. In this case only two nonzero components are independent, since according to (4),

$$\sigma^{(3)}_{xxyy}(\omega,\omega, -\omega) = \sigma^{(3)}_{yxxy}(\omega,\omega, -\omega).$$

(7)

We will express all our results via two independent components $\sigma^{(3)}_{xxzz}(\omega,\omega, -\omega)$ and $\sigma^{(3)}_{xxyy}(\omega,\omega, -\omega)$ of the $\sigma^{(3)}$ tensor. The third nonzero component of $\sigma^{(3)}$ tensor can then be found from the relation

$$\sigma^{(3)}_{xyyx}(\omega,\omega, -\omega) = \sigma^{(3)}_{xxzz}(\omega,\omega, -\omega) - 2\sigma^{(3)}_{xxyy}(\omega,\omega, -\omega).$$

(8)

Below we aim to find the relations between the experimentally measured quantities and the real and imaginary parts of the complex functions $\sigma^{(3)}_{xxzz}(\omega,\omega, -\omega)$ and $\sigma^{(3)}_{xxyy}(\omega,\omega, -\omega)$.

B. Derivation of the main formulas

In a typical OHD-OKE experiment, see, e.g. Ref.16, two different waves, the pump wave (P) and the probe wave (which we will call “signal”, S, to designate the two waves by short different subscripts) are incident on graphene lying in the plane $z = 0$, Figure 1(a). The pump (P) wave is incident on the graphene plane under the angle $\beta$ and is linearly polarized in the $x$-direction,

$$E^\text{ext}_P(y, z, t) = \frac{E_P e^{i(\omega_P/c)yt} \sin \beta}{2} \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{i(\omega_P/c)z \cos \beta - i\omega_P t} + \text{c.c.}$$

(9)
The probe \((S)\) wave is normally incident on the graphene plane and is linearly polarized under the angle \(\phi\) to the polarization of the \(P\) wave. The \(S\) wave can also be elliptically polarized with the ratio of the short to long axes determined by \(\tan \theta\), see Figure 1(b). The field of the incident probe wave can thus be written as

\[
E_S^{\text{ext}}(z, t) = \frac{E_S e^{i\phi}}{2} \left( \frac{\cos \phi e^{i\theta}}{\sin \phi e^{-i\theta}} \right) e^{i\omega_z z/c - i\omega t} + c.c.,
\]

where the amplitudes \(E_P\) and \(E_S\) are assumed to be real and the phase angle \(\psi\) takes into account a possible phase shift between the pump and probe waves. If \(\theta > 0\) the form (10) corresponds to the \(E_S\)-vector rotating in the counterclockwise direction if to look in the wave propagation (positive \(z\)-) direction. The frequencies of the pump and probe waves were the same in the OKE experiment, \(\omega_P = \omega_S = \omega\).

The fields \(E_P^{\text{ext}}\) and \(E_S^{\text{ext}}\) in Eqs. (9)–(10) are the fields of the external waves incident on the graphene layer. The fields actually acting on graphene electrons at \(z = 0\) differ from the external fields and can be found by solving Maxwell equations in the linear order. The result for the fields at \(z = 0\) is

\[
E_P(y, 0, t) = \frac{E_P e^{i(\omega/c)y\sin \beta}}{2 \left(1 + \frac{2\pi e^{11}}{\epsilon \cos \beta} \right)} \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{-i\omega t} + c.c.,
\]

\[
E_S(0, t) = \frac{E_S e^{i\psi}}{2 \left(1 + \frac{2\pi e^{11}}{\epsilon} \right)} \begin{pmatrix} \cos \phi e^{i\theta} \\ \sin \phi e^{-i\theta} \end{pmatrix} e^{-i\omega t} + c.c.,
\]

where \(\sigma^{(1)}_{\omega}\) is the linear (first-order) conductivity of graphene and the factors \(\left(1 + 2\pi \sigma^{(1)}_{\omega}/c\right)\) in the denominators are due to the self-consistent screening effect. The linear conductivity \(\sigma^{(1)}_{\omega}\) is in general a complex function; its real part is responsible for the linear absorption in graphene.

The fields (11)–(12) should then be substituted in the third-order current \(j^{(3)}_{\alpha}(t)\),

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\omega_1 d\omega_2 d\omega_3 d\omega_4 \sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1, \omega_2, \omega_3) E^{\beta}_{\omega_1} E^{\gamma}_{\omega_2} E^{\delta}_{\omega_3} e^{-i(\omega_1 + \omega_2 + \omega_3)t},
\]

where \(E^{\beta}_{\omega_1}, E^{\gamma}_{\omega_2}, E^{\delta}_{\omega_3}\) are Fourier components of the fields (11)–(12) and \(\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1, \omega_2, \omega_3)\) is the fourth-rank conductivity tensor of graphene calculated in Refs. 54,55, see, e.g., Eqs. (59)–(78) in55. Notice that ignoring the wave-vector arguments \(q_1, q_2\), etc., in the function \(\sigma^{(3)}_{\alpha\beta\gamma\delta}(\omega_1, \omega_2, \omega_3)\) we assume that the external field is approximately uniform in the plane of the 2D layer, and the nonlocal effects in the third order can be ignored. This implies that the angle
\( \beta \) in Eqs. (9) and (11) should be sufficiently small. The required smallness of \( \beta \) is quantitatively determined by the condition \( (\omega / ck_F) \sin \beta \ll 1 \), where \( k_F \) is the Fermi wave-vector. This condition is usually satisfied in the experiments.

Substituting the Fourier components of the fields (11)–(12) into the third-order current (13) we get a sum of a large number of terms. Taking into account only those that lead to the wave propagating in the \( z \)-direction toward the detector (i.e. only the \( y \)-independent contributions) we get

\[
J^{(3)}_{\text{unif}}(t) = 3 \left\{ 2 \begin{pmatrix} \sigma_{xxx}^{(3)}(\omega, \omega, -\omega) E_{xS} \\ \sigma_{xyy}^{(3)}(\omega, \omega, -\omega) E_{yS} \end{pmatrix} |E_{xP}|^2 + \begin{pmatrix} \sigma_{xyy}^{(3)}(\omega, \omega, -\omega) E_{yS} \\ 2\sigma_{xyy}^{(3)}(\omega, \omega, -\omega) E_{yS} \end{pmatrix} |E_{xS}|^2 \right\} e^{-i\omega t},
\]

where we have omitted the complex conjugate terms, \( E_{xP}, E_{xS} \) and \( E_{yS} \) are the complex field components from Eqs. (11)–(12) and the subscript \( \text{unif} \) reminds that only the uniform (\( y \)-independent) contributions to the third-order current are included in (14). Calculating the electric field of the wave emitted by the oscillating third-order current (14),

\[
E^{(3)}_{\text{unif}}(t) = \frac{-2\pi/c}{1 + 2\pi\sigma_\omega^{(1)} / c} J^{(3)}_{\text{unif}}(t),
\]

and adding it to the field (12) of the linear wave passing through the graphene layer we obtain the total electric field of the wave (including the first and third order) passing through the graphene layer and propagating towards the detector

\[
E^{(1)+3}_{\text{unif}}(z, t) = \frac{E_S e^{i\omega z / c - i\omega t + i\psi}}{2(1 + 2\pi\sigma_\omega^{(1)} / c)} \left\{ \begin{array}{c} \cos \phi e^{i\theta} \\ \sin \phi e^{-i\theta} \end{array} \right\} - \frac{3\pi}{2c} \left[ 2 \begin{pmatrix} \sigma_{xxx}^{(3)}(\omega, \omega, -\omega) \cos \phi e^{i\theta} \\ \sigma_{xyy}^{(3)}(\omega, \omega, -\omega) \sin \phi e^{-i\theta} \end{pmatrix} \right] \frac{|E_{xP}|^2}{1 + 2\pi\sigma_\omega^{(1)} / c} \}

\]

Calculating now the projection of the field (16) on the transmission axis of the analyzer we get the field of the wave registered by the detector

\[
E_{\text{detect}}(t) = \frac{E_S \sin \phi \cos \phi}{1 + 2\pi\sigma_\omega^{(1)} / c} e^{i\omega z / c - i\omega t + i\psi} \left\{ -i \sin \theta \right\}_{\text{term A}} + |E_{xP}|^2 \frac{3\pi}{2c} \left[ \begin{pmatrix} \sigma_{xxx}^{(3)}(\omega, \omega, -\omega) e^{i\theta} - \sigma_{xyy}^{(3)}(\omega, \omega, -\omega) e^{-i\theta} \end{pmatrix} \right] \frac{|E_{xP}|^2}{1 + 2\pi\sigma_\omega^{(1)} / c} \}

\]

It contains three terms, the linear one proportional to \( E_S \) (the term A) and two nonlinear terms proportional to \( E_S|E_{xP}|^2 / c^2 \) and \( E_S|E_{xS}|^2 / c^2 \) (the terms B and C respectively). The intensity of the wave entering the detector then contains six contributions,

\[
I_{\text{detect}} = \frac{c}{8\pi} |E_{\text{detect}}(t)|^2 = \sum_{J=1}^{VI} I_{\text{detect}}^J
\]

which we write down assuming that \( \phi = \pi / 4 \) (see Ref.16). The first term,

\[
I_{\text{detect}}^1 = I_S \frac{\sin^2 \theta}{4 \left[ 1 + 2\pi\sigma_\omega^{(1)} / c \right]^2},
\]
results from the squared term $A$ in (17) and is the linear one. It is just the probe ($S$) wave which reaches the detector if the ellipticity of the wave $\theta$ is not zero. Here and below the quantities

$$I_P = \frac{e}{8\pi}|E_P|^2, \quad I_S = \frac{e}{8\pi}|E_S|^2$$  \hspace{1cm} (20)$$

are the intensities of the incident pump and probe (signal) waves.

All other terms contain components of the third-order conductivity tensor. The second one,

$$I_{\text{detected}}^{\text{II}} = \frac{6\pi^2}{c^2} \left| \frac{I_S I_P \sin \theta}{1 + \frac{2\pi \sigma^{(1)} I_P}{c}} \right|^2 \text{Im} \left( \frac{U(\omega, \theta)}{1 + \frac{2\pi \sigma^{(1)} I_P}{c}} \right),$$ \hspace{1cm} (21)

is due to the interference of the $A$ and $B$ terms in Eq. (17) and contains a certain linear combination of $\sigma_{xxx}^{(3)}$ and $\sigma_{xyy}^{(3)}$ components, see Eq. (26). It is of the second order (proportional to $I_S I_P$) and is finite if the ellipticity $\theta$ is not zero. The third term,

$$I_{\text{detected}}^{\text{III}} = \frac{6\pi^2}{c^2} \left| \frac{I_S^2 \sin^2 \theta}{1 + \frac{2\pi \sigma^{(1)} I_P}{c}} \right|^2 \text{Re} \left( \frac{V(\omega, \theta)}{1 + \frac{2\pi \sigma^{(1)} I_P}{c}} \right),$$ \hspace{1cm} (22)

is due to the interference of the $A$ and $C$ terms in Eq. (17). It is also of the second order (proportional to $I_S^2$) and disappears at $\theta = 0$. It contains a different linear combination of the same components of the $\sigma^{(3)}$ tensor, see Eq. (27).

The remaining three terms are of the third order. The fourth and fifth ones are determined by the squared terms $B$ and $C$ in Eq. (17),

$$I_{\text{detected}}^{\text{IV}} = \frac{36\pi^4}{c^4} I_S I_P^2 \left| \frac{|U(\omega, \theta)|^2}{1 + \frac{2\pi \sigma^{(1)} I_P}{c}} \right|^4 \left| 1 + \frac{2\pi \sigma^{(1)} I_P}{c} \right|^4,$$ \hspace{1cm} (23)

$$I_{\text{detected}}^{\text{V}} = \frac{36\pi^4}{c^4} I_S^3 \sin^2 \theta \left| \frac{|V(\omega, \theta)|^2}{1 + \frac{2\pi \sigma^{(1)} I_P}{c}} \right|^8,$$ \hspace{1cm} (24)

the term IV remains finite in the limit $\theta = 0$ (at the linear polarization of the probe wave). The last, sixth term is due to the interference of the $B$ and $C$ terms in Eq. (17),

$$I_{\text{detected}}^{\text{VI}} = \frac{72\pi^4}{c^4} I_S^2 I_P \frac{I_S \sin \theta}{\left| 1 + \frac{2\pi \sigma^{(1)} I_P}{c} \right|^6 \left| 1 + \frac{2\pi \sigma^{(1)} I_P}{c} \right|^2} \text{Im} \left( U(\omega, \theta) V^*(\omega, \theta) \right),$$ \hspace{1cm} (25)

the star means the complex conjugate.

The analytical formulas (21) – (25) representing five nonlinear contributions $\Pi$ – $\text{VI}$ is the main result of this work valid for any 2D material. Apart from the parameter $2\pi \sigma^{(1)} I_P/c$ which can be determined from the linear graphene response, two combinations of the components of $\sigma_{\alpha\beta\gamma\delta}^{(3)}$,

$$U(\omega, \theta) = - \left( \sigma_{xxx}^{(3)}(\omega, \omega, -\omega) e^{i\theta} - \sigma_{xyy}^{(3)}(\omega, \omega, -\omega) e^{-i\theta} \right)$$ \hspace{1cm} (26)

and

$$V(\omega, \theta) = \sigma_{xxx}^{(3)}(\omega, \omega, -\omega) \cos 2\theta - 2\sigma_{xyy}^{(3)}(\omega, \omega, -\omega) (1 + \cos 2\theta)$$ \hspace{1cm} (27)

enter these formulas. Independently measuring the contributions $\Pi$ – $\text{VI}$ one can determine the real and imaginary parts of $U$ and $V$, and hence, the real and imaginary parts of $\sigma_{xxx}^{(3)}(\omega, \omega, -\omega)$ and $\sigma_{xyy}^{(3)}(\omega, \omega, -\omega)$. The component $\sigma_{xyy}^{(3)}(\omega, \omega, -\omega)$ can then be found using Eq. (8).
TABLE I. Modulation frequencies for different intensity contributions to the detected signal. The last column shows numerical values of the frequencies for the data from Ref. 16 (f_P = 5f_w = 205 Hz and f_S = 6f_w = 246 Hz with f_w = 41 Hz). Underlined are the frequencies which occur only once in the Table.

| Contribution | Proportional to | Modulation frequency | in Ref. 16 (in Hz) |
|--------------|----------------|----------------------|--------------------|
| I            | I_S            | f_S                  | 246                |
| II           | I_S I_P        | f_S, f_P, f_S ± f_P  | 246, 205, 451, 41  |
| III          | I_S^2          | f_S, 2f_S            | 246, 492           |
| IV           | I_S I_P^2      | f_S, f_P, f_S ± 2f_P | 246, 205, 451, 41, 410, 656, 164 |
| V            | I_S^3          | f_S, 2f_S, 3f_S      | 246, 492, 738      |
| VI           | I_S^3 I_P      | f_S, f_P, 2f_S, f_S ± 2f_P | 246, 205, 492, 451, 41, 697, 287 |

C. Measurements at different modulation frequencies

In order to independently measure the contributions II – VI to the detected signal one can use an elegant method employed in Ref. 16. In that experiment the intensities of the incident pump and probe waves were modulated with different frequencies, f_P and f_S (in Ref. 16 f_P = 5f_w = 205 Hz and f_S = 6f_w = 246 Hz with f_w = 41 Hz). Assuming for simplicity that the modulation was (or can be made) sinusoidal we write the pump and probe signal amplitudes as

\[ I_P = I_p^0[1 + \alpha_P \cos(2\pi f_P t)], \quad I_S = I_S^0[1 + \alpha_S \cos(2\pi f_ST)], \]

where \( \alpha_P, \alpha_S \) are the modulation depths. The output signal detected by the detector then contains a number of different harmonics listed in Table I. One sees that all third-order terms, IV, V, and VI, can be uniquely measured at one of the output modulation frequencies, i.e. the term IV at one of the frequencies 2f_P, f_S + 2f_P or f_S - 2f_P, the term V at the frequency 3f_S, and the term VI at one of the frequencies 2f_S + f_P or 2f_S - f_P.

For other contributions the measurements are not so unambiguous. For example, measuring the output signal at the sum or difference frequency \( f_S ± f_P \) one gets the contributions from the terms II, IV and VI. The signal measured at the modulation frequency 2f_S contains contributions from the terms III, V and VI. In these cases one should use additional dependencies, e.g. on the ellipticity \( \theta \) or on the intensities \( I_P \) or \( I_S \), in order to unambiguously extract the terms II–VI from the output signal.

D. What was measured in Ref. 16?

A detailed study of the OKE using the OHD technique was performed in Ref. 16. In that paper the output signal was detected at the sum of the modulation frequencies \( f_S + f_P \), and the authors presented the experimentally measured wave intensity as a sum of two contributions,

\[ I_{\text{det,exp}}^{f_S + f_P}(\omega, \theta) = \left| \frac{2\pi}{\lambda} \left( n_2 + i\kappa_2^\text{eff} \right)^L \right|^2 I_P^2 I_S + \sin \theta \frac{2\pi}{\lambda} I_2^\text{eff} L \text{eff} I_P I_S, \]  

where the first (designated as “homo” in 16) term is proportional to \( I_P^2 I_S \) and was assumed to be \( \theta \)-independent and the second (designated as “hetero”) term is proportional to \( \theta I_P I_S \) at \( \theta \ll 1 \); here \( \lambda = 1600 \) nm is the radiation wavelength, \( L \text{eff} \simeq 0.33 \) nm is the effective graphene thickness, and we have supplied quantities which are poorly defined in 2D systems (see Section I) by the superscript \text{eff}. Now, combining all our terms (II, IV and VI) which contribute to the output signal at the modulation frequency \( f_S + f_P \) we obtain

\[ I_{\text{det,th}}^{f_S + f_P}(\omega, \theta) = I_S^3 I_P^3 I_P \alpha_P \alpha_S \left( \frac{16\pi^2}{c^2} + \frac{\sin \theta}{1 + 2 \frac{\sigma(1)}{c} + \frac{\sigma(3)}{c \cos \beta}} \right) \left( \frac{U(\omega, \theta)}{1 + 2 \frac{\sigma(1)}{c} + \frac{\sigma(3)}{c \cos \beta}} \right)^{"} \]

\[ + \frac{36\pi^4}{c^4} I_P^3 \left( \frac{|U(\omega, \theta)|^2}{1 + 2 \frac{\sigma(1)}{c} + \frac{\sigma(3)}{c \cos \beta}} \right) + \frac{72\pi^4}{c^4} I_S^3 \left( \frac{|U(\omega, \theta)|^2}{1 + 2 \frac{\sigma(1)}{c} + \frac{\sigma(3)}{c \cos \beta}} \right) \left( \frac{U(\omega, \theta)^*}{1 + 2 \frac{\sigma(1)}{c} + \frac{\sigma(3)}{c \cos \beta}} \right)^{"}. \]  


The first term in brackets here evidently corresponds to the “hetero” contribution in (29), the second term — to the “homo” contribution, and the third one was ignored in Ref.\(^6\) (in the experiment \(I_S \ll I_P\)). Notice also that in the theory the “homo” term is \(\theta\)-dependent and the \(\theta\)-dependence of the “hetero” term is more complicated than just \(\sim \sin \theta\), due to the function \(U(\omega, \theta)\), see further discussion of this issue in Section III B.

Further, in Ref.\(^6\) the authors calculated the difference of the measured intensity (29) at \(+\theta\) and \(-\theta\) and got the quantity proportional to \(n_2^{\text{eff}}\):

\[
\Delta \theta I_{f+s+f_p} = \sin \theta \frac{4\pi}{\lambda} n_2^{\text{eff}} L^{\text{eff}} I_P I_S,
\]

(31)

Taking the same difference of the theoretically found intensity (30) we obtain

\[
\Delta \theta I_{f+s+f_p}^{\text{det,exp}}(\omega, \theta) = \left[\Delta \theta I_{f+s+f_p}^{\text{det,th}}(\omega, \theta)\right]_{\text{II}} + \left[\Delta \theta I_{f+s+f_p}^{\text{det,th}}(\omega, \theta)\right]_{\text{IV+VI}},
\]

(32)

where

\[
\left[\Delta \theta I_{f+s+f_p}^{\text{det,th}}(\omega, \theta)\right]_{\text{II}} = -\frac{6\pi^2}{c^2} \alpha_P \alpha_S \frac{P_0^4}{P_S^4} \sin \theta \left(1 + \frac{2\pi \sigma_{(1)}^0}{c} \theta \right) \left(1 + \frac{2\pi \sigma_{(1)}^0}{c} \cos \beta \theta \right) \\
\left(\sigma_{xzzz}(\omega, \omega, -\omega) - \sigma_{xyz}(\omega, \omega, -\omega)\right)^2
\]

(33)

and

\[
\left[\Delta \theta I_{f+s+f_p}^{\text{det,th}}(\omega, \theta)\right]_{\text{IV+VI}} = \left(\frac{12\pi^2}{c^2}\right)^2 \frac{1}{c^2} \left(\frac{2\pi \sigma_{(1)}^0}{c} \theta \right) \left(1 + \frac{2\pi \sigma_{(1)}^0}{c} \cos \beta \theta \right) \\
\left(\sigma_{xzzz}(\omega, \omega, -\omega) - \sigma_{xyz}(\omega, \omega, -\omega)\right)^2
\]

(34)

The quantity measured in Ref.\(^6\) thus consists of the term (33) resulting from the contribution II and two terms (34) resulting from the contributions IV and VI. All three terms are proportional to \(\sin \theta \approx \theta\) at small values of the ellipticity \(\theta\). As will be seen below (Section III C), in different frequency ranges and at different wave intensities the contributions (34) can be both smaller than (33), as was assumed in Ref.\(^6\), and comparable with or even larger than (33). Therefore in general the full result (32) should be used when the theory is compared with experiment.

If to assume now that the terms IV and VI, Eq. (34), are small as compared to the term II, Eq. (33) (exact conditions for this will be established below), then the right hand sides of Eqs. (31) and (33) should correspond to each other. Then we get the relation between effective quantities \(n_2^{\text{eff}}\) and \(L^{\text{eff}}\) and the components of the third-order conductivity tensor:

\[
n_2^{\text{eff}} L^{\text{eff}} \leftrightarrow -\frac{6\pi^2}{\omega c} \frac{1}{c^2} \left(1 + \frac{2\pi \sigma_{(1)}^0}{c} \theta \right) \left(1 + \frac{2\pi \sigma_{(1)}^0}{c} \cos \beta \theta \right) \left(\sigma_{xzzz}(\omega, \omega, -\omega) - \sigma_{xyz}(\omega, \omega, -\omega)\right)^2
\]

(35)

we have put here \(\alpha_P = \alpha_S \simeq 1\). The real part of the same quantity determines the effective nonlinear absorption coefficient \(\kappa_2^{\text{eff}}\):

\[
\kappa_2^{\text{eff}} L^{\text{eff}} \leftrightarrow \frac{6\pi^2}{\omega c} \left(1 + \frac{2\pi \sigma_{(1)}^0}{c} \theta \right) \left(1 + \frac{2\pi \sigma_{(1)}^0}{c} \cos \beta \theta \right) \left(\sigma_{xzzz}(\omega, \omega, -\omega) - \sigma_{xyz}(\omega, \omega, -\omega)\right)
\]

(36)

The squared modulus \(|n_2^{\text{eff}} + i\kappa_2^{\text{eff}}|^2\) can be obtained by measuring the intensity of the “homo” term at the linear polarization of the incident probe wave, compare Eqs. (29) and (30) at \(\theta = 0\).

The factors \(2\pi \sigma_{(1)}^0/c \ll 1\) in the denominators of formulas (35)—(36) are often small as compared to unity, e.g., at high (IR, optical) frequencies. One sees that, if to neglect them, the complex effective nonlinear refractive index is determined by the difference \(\sigma_{xzzz}(\omega, \omega, -\omega) - \sigma_{xyz}(\omega, \omega, -\omega)\). It is important to understand that this statement is valid only for the OHD-OKE experiment. The quantities \(n_2^{\text{eff}}\) and \(\kappa_2^{\text{eff}}\) extracted from a different, e.g., Z-scan experiment, will be proportional to a different combination of the \(\sigma_{\alpha\beta\gamma\delta}\) components, therefore a direct comparison of results of the Z-scan and OHD-OKE measurements is inapplicable.
III. ANALYSIS OF RESULTS USING MODEL EXPRESSIONS FOR THE THIRD CONDUCTIVITY

The relations derived in Section II are general and do not use any specific model of the third conductivity tensor. Now we analyze some of the key formulas obtained above as a function of frequency, doping, temperature, etc., using the model of $\sigma_{\alpha\beta\gamma\delta}(\omega,\omega,-\omega)$ developed in Refs. 54,55. For the linear and third-order conductivities at temperature $T = 0$ we use formulas of Ref. 55 [Eqs. (44) – (48) and (59) – (78) respectively].

For the finite temperature conductivities $\sigma_{\omega}^{(1)}(\mu, T)$ and $\sigma_{\alpha\beta\gamma\delta}(\omega_1,\omega_2,\omega_3; \mu, T)$ we use the relation

$$\sigma_{\omega}^{(1)}(\mu, T) = \frac{1}{4T} \int_{-\infty}^{\infty} \frac{\sigma_{\omega}^{(1)}(E_F, 0)}{\cosh^2 \left( \frac{\mu-E_F}{2T} \right)} dE_F \quad (37)$$

and similar for $\sigma_{\alpha\beta\gamma\delta}(\omega_1,\omega_2,\omega_3; \mu, T)$; here $\mu$ is the chemical potential at $T \neq 0$.

A. Linear polarization, contribution IV

First we analyze the different contributions to the output wave intensity (21) – (25) at the ellipticity parameter $\theta = 0$, i.e., when the incident probe ($S$) wave is linearly polarized. In this case all terms except one disappear and we have for the contribution IV (at $\theta = 0$):

$$I_{detect}^{IV} = \eta^{IV}(\omega) I_S I_P \equiv \frac{36\pi^4}{c^4} I_S I_P \frac{\left| \sigma_{xxx}(\omega,\omega,-\omega) - \sigma_{xyp}(\omega,\omega,-\omega) \right|^2}{\left| 1 + \frac{2\pi\sigma^{(1)}}{c} \right|^4 \left| 1 + \frac{2\pi\sigma^{(1)}}{c\cos^2 \theta} \right|^4} \quad (39)$$

Figures 2(a,b,c) illustrate the frequency, Fermi energy, relaxation rate and temperature dependencies of the efficiency parameter $\eta^{IV}(\omega)$ defined by the first equality in Eq. (38). At low temperatures it is very small at $h\omega \lesssim 2E_F$, has a sharp peak at $h\omega = 2E_F$ and then decreases with frequency. When temperature grows, Figure 2(a), the peak becomes smoother and broader and the response function $\eta^{IV}(\omega)$ strongly increases in the low-frequency regime $h\omega \lesssim 2E_F$. At higher frequencies, $h\omega \gg 2E_F$, in particular at the telecommunication wavelength $\lambda \simeq 1550 – 1600$ nm ($h\omega \simeq 0.75$ eV) used in $^{16}$, the function $\eta^{IV}(\omega)$ weakly depends on temperature and Fermi energy, Figs. 2(a,c), but is very strongly influenced by the scattering rate parameter $\Gamma$, Figs. 2(b). When $\Gamma$ changes from 5 meV down to 1 meV the value of $\eta^{IV}(\omega)$ increases (at $h\omega \simeq 0.75$ eV) by almost three orders of magnitude, from $\sim 10^{-19}$ (cm$^2$/W)$^2$ up to $\sim 6.2 \times 10^{-17}$ (cm$^2$/W)$^2$. The absolute value of the intensity of the contribution IV is rather high. If we assume that $I_P \simeq 2 \times 10^8$ W/cm$^2$, $I_S \simeq 10^7$ W/cm$^2$ (typical values in Ref.$^{16}$) and $\eta^{IV}(\omega) \simeq 4 \times 10^{-18}$ (cm$^2$/W)$^2$ (corresponds to $h\omega \simeq 0.75$ eV and $\Gamma = 2$ meV) we obtain $I_{detect}^{IV} \simeq 1.6 \times 10^6$ W/cm$^2$, i.e., about 0.8% of the pump power density and $\simeq 16$% of the probe signal power density.

B. Elliptic polarization, contributions II – VI

Now we consider the contributions II – VI at a finite ellipticity $\theta \neq 0$. Figure 2(d) illustrates the growth of $\eta^{IV}(\omega)$ with $\theta$. Notice that this growth is faster than linear; this will be additionally discussed below. Figures 3(a,b) exhibit the second order response functions

$$\eta^{II}(\omega, \theta) \equiv \frac{I_{detect}^{II}}{I_S I_P} \quad \text{and} \quad \eta^{III}(\omega, \theta) \equiv \frac{I_{detect}^{III}}{I_S^2}, \quad (39)$$

defined using Eqs. (21) and (22), at $E_F = 0.2$ eV, $\Gamma = 2$ meV, $T = 300$ K, and different values of the ellipticity parameter $\theta$. Both functions have a shape similar to each other and to $\eta^{IV}$ at $\theta = 0$, see Figure 2(d). The absolute values of $\eta^{II}$ and $\eta^{III}$ are also quite close: the former function is only about 3.5 times larger than the latter (compare the values at $\theta = 10^\circ$). At first glance this seems to be rather unexpected since the formulas (21) and (22) show that $\eta^{II}$ is proportional to $\sin \theta$ while $\eta^{III}$ to $\sin^2 \theta$, therefore one had to expect $\eta^{II} \gg \eta^{III}$ at small $\theta$. Moreover, as seen from Eqs. (21) and (22), $\eta^{III}$ is an even function of $\theta$, while $\eta^{II}$ should be odd or at least should contain an essential odd contribution. Figure 3(a), however, shows very close curves for positive and negative $\theta$’s, especially at $h\omega > 2E_F$. How to explain this weak sensitivity of $\eta^{II}$ to the polarization sense of the probe wave?
FIG. 2. The function $\eta_{\nu}(\omega)$ defined in Eq. (38) at (a) $E_F = 0.2$ eV, $\Gamma = \hbar \gamma = 2$ meV, $\theta = 0^\circ$ and different temperatures, (b) $E_F = 0.2$ eV, $\theta = 0^\circ$, $T = 0$ K (thin curves) and $T = 300$ K (thick curves), and different values of $\Gamma$, (c) $\Gamma = 2$ meV, $\theta = 0^\circ$, $T = 0$ K (thin curves) and $T = 300$ K (thick curves), and different values of Fermi energy, (d) $E_F = 0.2$ eV, $\Gamma = 2$ meV, $T = 300$ K and different ellipticity parameters $\theta$.

Let us take a closer look on the functions $\eta^{\mathrm{II}}$ and $\eta^{\mathrm{III}}$. At large frequencies, $\hbar \omega \gg 2E_F$ the factor $2\pi \sigma_{\nu}^{(1)}/c$ is real and small as compared to unity, $2\pi \sigma_{\nu}^{(1)}/c = \pi \alpha/2 \approx 0.011$, where $\alpha \approx 1/137$ is the fine structure constant. The frequency dependencies of $\eta^{\mathrm{II}}$ and $\eta^{\mathrm{III}}$ are therefore mainly determined by $\text{Im} \ U(\omega, \theta)$ and $\text{Re} \ V(\omega, \theta)$ respectively, where $U(\omega, \theta)$ and $V(\omega, \theta)$ are defined in Eqs. (26) - (27). For these functions we have

$$\text{Im} \ U(\omega, \theta) = - \cos \theta \text{ Im} \left( \sigma_{xxx}^{(3)}(\omega, \omega, -\omega) - \sigma_{zxyy}^{(3)}(\omega, \omega, -\omega) \right) - \sin \theta \text{ Re} \left( \sigma_{xxxx}^{(3)}(\omega, \omega, -\omega) + \sigma_{xy}^{(3)}(\omega, \omega, -\omega) \right), \quad (40)$$

$$\text{Re} \ V(\omega, \theta) = \cos 2\theta \text{ Re} \left( \sigma_{xxx}^{(3)}(\omega, \omega, -\omega) \right) - 2(1 + \cos 2\theta) \text{ Re} \left( \sigma_{xy}^{(3)}(\omega, \omega, -\omega) \right). \quad (41)$$

Figures 4(a),(b) show the real and imaginary parts of the functions $\sigma_{xxx}^{(3)}(\omega, \omega, -\omega)$ and $\sigma_{xy}^{(3)}(\omega, \omega, -\omega)$ which enter $\text{Re} \ V(\omega, \theta)$, Eq. (41). At high frequencies $\hbar \omega \gg 2E_F$ the imaginary parts of these functions are negligibly small as compared to their real parts, and their real parts differ approximately by a factor of 3. Similarly, Figures 4(c),(d) exhibit the real part of the sum $\sigma_{xxx}^{(3)}(\omega, \omega, -\omega) + \sigma_{xy}^{(3)}(\omega, \omega, -\omega)$ and the imaginary part of the difference $\left( \sigma_{xxx}^{(3)}(\omega, \omega, -\omega) - \sigma_{xy}^{(3)}(\omega, \omega, -\omega) \right)$ which determine $\text{Im} \ U(\omega, \theta)$, see Eq. (40). Again, at high frequencies the real part of the sum is orders of magnitude larger than the imaginary part of the difference. That is, the term in $\text{Im} \ U(\omega, \theta)$ proportional to $\cos \theta$ is negligibly small as compared to the term proportional to $\sin \theta$, even at $\theta \approx 1 - 5^\circ$. Since $\eta^{\mathrm{II}}$ is proportional to $\sin \theta[\text{Im}(U(\omega, \theta))]^2$, this explains the weak sensitivity of $\eta^{\mathrm{II}}$ to the sign of $\theta$ and a similar order of magnitude of $\eta^{\mathrm{II}}$ and $\eta^{\mathrm{III}}$. This also explains the faster than linear (approximately quadratic) $\theta$-dependence of $\eta^{\nu}(\omega, \theta) \approx |U(\omega, \theta)|^2$ shown in Figure 2(d).
Assume again that $I_P \approx 2 \times 10^8 \text{ W/cm}^2$, $I_S \approx 10^7 \text{ W/cm}^2$ and take for $\eta_{II,III}^{II,III} (\omega)$ the values corresponding to $h\omega \approx 0.75$ eV, $E_F = 0.2$ eV, $\Gamma = 2$ meV, $T = 300 \text{ K}$ and $\theta = 5^\circ$. We obtain $\eta_{II}^{II} \approx 3 \times 10^{-11} \text{ cm}^2/\text{W}$ and $\eta_{III}^{III} \approx 7.5 \times 10^{-12} \text{ cm}^2/\text{W}$. This gives $I_{detect}^{II} \approx 6 \times 10^4 \text{ W/cm}^2$ and $I_{detect}^{III} \approx 7.5 \times 10^5 \text{ W/cm}^2$, as compared to $I_{detect}^{IV} \approx 1.6 \times 10^6 \text{ W/cm}^2$ estimated in Section III A. These numbers are still sufficiently high to be experimentally observed but the “second order” terms II and III turns out to be smaller than the “third order” term IV under the same conditions.

Figures 5(a),(b) exhibit the third order response functions

\begin{equation}
\eta^{VI}(\omega, \theta) \equiv \frac{I_{detect}^{VI}}{I_S^3} \quad \text{and} \quad \eta^{VII}(\omega, \theta) \equiv \frac{I_{detect}^{VII}}{I_P^2 I_P},
\end{equation}

defined according to Eqs. (24) and (25). Their frequency dependencies are similar to other contributions. Their absolute values at $h\omega \approx 0.75$ eV, $E_F = 0.2$ eV, $\Gamma = 2$ meV, $T = 300 \text{ K}$ and $\theta = 5^\circ$ are $\eta^{VI}(\omega, \theta) \approx 7.8 \times 10^{-21} \text{ cm}^2/\text{W}^2$ and $\eta^{VII}(\omega, \theta) \approx 6 \times 10^{-20} \text{ cm}^2/\text{W}^2$ which gives (again at $I_P \approx 2 \times 10^8 \text{ W/cm}^2$ and $I_S \approx 10^7 \text{ W/cm}^2$) $I_{detect}^{VI} \approx 7.8 \text{ W/cm}^2$ and $I_{detect}^{VII} \approx 1.2 \times 10^5 \text{ W/cm}^2$.

In Table II we summarize the estimates obtained for different contributions to $I_{detect}$ on the basis of the $\sigma^{(3)}$-model of Refs. 34,55. The contribution IV remains the largest, followed by the terms II and VI. The smallest contribution is V since it is proportional to $I_S^3$. Varying the input intensities, e.g., making $I_S$ stronger than $I_P$ one could modify the
the contributions IV and VI are small indeed as compared to II (in the experiment lower intensities I photon energy formulas (35) and (36) respectively. These formulas can be simplified further if we neglect the factors \( 16 \) \((\text{the power density used in Ref.})\). Then one gets  

\[ \eta \text{eff} \approx \frac{2 \pi \sigma(\theta, \omega)}{\omega L \gamma} \left( \sigma^{(3)}_{xxxx}(\omega, \omega, -\omega) - \sigma^{(3)}_{xyyg}(\omega, \omega, -\omega) \right). \]  

Figure 7(a) shows the frequency dependence of \( \eta \text{eff} \) and \( \kappa \text{eff} \) at a typical set of input parameters. Both quantities are negative in the shown interval of the photon energies, therefore plotted are \( -n_2 \text{eff} \) and \( -\kappa_2 \text{eff} \), and exhibited are curves calculated according to Eqs. (35) and (36) (the full formulas) and according to Eq. (43) (the simplified formula). The difference between the full and simplified formulas for \( \kappa_2 \text{eff} \) is small. For \( n_2 \text{eff} \) the difference is quite noticeable, for example, at \( \hbar \omega \approx 0.77 \text{ eV} \) the full and simplified formulas give \( n_2 \text{eff} \approx -3 \times 10^{-6} \text{ cm}^2/\text{W} \) and \( n_2 \text{eff} \approx -4 \times 10^{-9} \text{ cm}^2/\text{W} \) respectively.

The absolute value of effective \( \kappa_2 \text{eff} \) is several orders of magnitude larger than of \( n_2 \text{eff} \), e.g. \( |\kappa_2 \text{eff}| \approx 1.43 \times 10^{-6} \text{ cm}^2/\text{W} \) and \( |n_2 \text{eff}| \approx 3 \times 10^{-9} \text{ cm}^2/\text{W} \) at 0.77 eV, \( |\kappa_2 \text{eff}|/|n_2 \text{eff}| \approx 477 \). At lower frequencies corresponding to the inter-band resonance at \( \hbar \omega \approx 2 E_F = 0.4 \text{ eV} \) the absolute value of \( n_2 \text{eff} \) is two order of magnitude larger than at
agreement with the experiment, with each other, both in terms of the sign and the absolute values of the measured nonlinear parameters of graphene.

FIG. 7. (a) The negative effective nonlinear refractive index $-n_2^{\text{eff}}$ and absorption coefficient $-\kappa_2^{\text{eff}}$ calculated using the full formulas (35), (36) and the simplified one (43), at $E_F = 0.2$ eV, $T = 300$ K and $\Gamma = 2$ meV. For the modulations depths in (33) – (34) the numbers $\alpha_F = \alpha_S = 1$ are taken.

(b) The negative effective nonlinear refractive index $-n_2^{\text{eff}}$ (full formula) for a few different values of $E_F$, $T$ and $\hbar\gamma$. The thin vertical line corresponds to the wavelength $\lambda = 1600$ nm ($\hbar\omega = 0.773$ eV) used in Ref. 16.

The value of $n_2^{\text{eff}}$ extracted from the $Z$-scan measurement in Ref. 16 ($n_2^{\text{eff}} = -2 \times 10^{-8}$ cm$^2$/W) quite substantially differed from the one found from the OHD-OKE measurements. As we mentioned above (Section II D) the effective $n_2^{\text{eff}}$ and $\kappa_2^{\text{eff}}$ extracted from the $Z$-scan experiment are essentially different quantities since they are determined by a
different combination of the third conductivity tensor components. This confirms once again the inappropriateness of using essentially 3D quantities $n_2$ and $\kappa_2$ for a description of 2D crystals. A further discussion of the $Z$-scan technique for graphene is beyond the scope of this paper.

IV. SUMMARY AND CONCLUSIONS

We have presented a detailed theoretical analysis of the OHD-OKE technique of measuring nonlinear properties of graphene and other 2D materials. Let us summarize the results obtained. In Section II we have derived analytical formulas (21) – (25) which allow one to experimentally study all components of the third-order conductivity tensor measuring the intensity of five different nonlinear output signal contributions to the OHD-OKE signal. These formulas are not related to any model of $\sigma^{(3)}_{\alpha\beta\gamma\delta}$ and can be used for analysis of the nonlinear response of any material which is much thinner than the radiation wavelength, especially of 2D materials with one or a few atomic layers.

In Section III we have specified our general results having used the model of $\sigma^{(3)}_{\alpha\beta\gamma\delta}$ developed in Refs.54,55 and studied the frequency, doping, temperature and relaxation rate dependencies of different contributions to the output signal. We have predicted a rich behavior of the Kerr response as a function of all these factors, including a rather strong growth of the effect near the inter-band resonance transition at $\hbar\omega \simeq 2E_F$ as well as in the low-frequency region $\hbar\omega \lesssim E_F$. We have compared our results with experimental findings of Dremetsika et al.16 and found good agreement with their data.

Most of experiments on the nonlinear optical response of graphene have been performed so far at a single or a few frequencies, single or a few values of the Fermi energy and at unknown or uncontrolled values of the effective relaxation rate. The theory predicts very interesting dependencies of the nonlinear graphene response on all these parameters, therefore further extensive experimental studies of Kerr and other nonlinear effects in graphene are highly desirable, promising important fundamental discoveries and useful optoelectronic and photonic applications.
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