Multifractal of mass function
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Multifractal plays an important role in many fields. However, there is few attentions about mass function, which can better deal with uncertain information than probability. In this paper, we proposed multifractal of mass function. Firstly, the definition of multifractal spectrum of mass function is given. Secondly, the multifractal dimension of mass function is defined as \( D_\alpha \). When mass function degenerates to probability distribution, \( D_\alpha \) degenerates to \( d_\alpha \), which is information dimension proposed by Renyi. One interesting property is that the multifractal dimension of mass function with maximum Deng entropy is 1.585 no matter the order. Other interesting properties and numerical examples are shown to illustrate proposed model.
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1. Introduction

In recent years, much research has focus on fractal theory [1,2] since many natural phenomenon [3,4] and system [5,6] can be characterized by the fractal properties. Thus, fractal plays a vital role in many fields such as mechanical engineering [7,8], geotechnical engineering [9,11], oscillator model [12,13], molecular structure [14,15] and so on. Lots of models about fractal dimension are proposed [16,17], which is
the main parameter of measuring irregular objects. To better analyze the property of fractal, many models about multifractal [18–20] were proposed, which as a generalization of fractal can better describe the variation of local features. For example, the characteristics of multifractal spectrum was analyzed to study the stability of the China’s stock market [21]. A generalization of classical multifractal detrended fluctuation analysis was proposed by Wang [22]. A method named multifractal cross wavelet analysis was developed to characterize the properties of complex system [23].

How to deal with uncertain information has attracted a lot of attention [24–26]. Many models like probability theory [27, 28], fuzzy sets [29–31], evidence theory [32–34], rough sets [35,36] are developed. Mass function is a significant component of evidence theory [37,38] and has an advantage over probability distribution in dealing with uncertainty problem [39]. Lots of parameters of mass function were studied like divergence [40], correlation coefficient [41,42], distance [43,44]. In addition, the uncertainty of mass function has been studied extensively [45,46]. The negation of mass function was developed by Gao [47] and Mao [48]. Some effective combination rule of conflict mass function were proposed [49–51]. Transform mass function into probability is still a hot topic [52,53]. However, there is few attentions paid to mass function from the perspective of multifractal. In this paper, the multifractal analysis of mass function are given including multifractal spectrum and multifractal dimension.

This article is organized as follows. Section 2 is a brief introduction about preliminaries. Multifractal spectrum of mass function is showed in Section 3. In Section 4, the definition of multifractal dimension is given. Detailed calculation and numerical examples are following. Finally is a simple conclusion for whole work.

2. Preliminaries

2.1. Multifractal spectrum

Consider a measure space \((\chi, B(\chi), \mu)\). There is a lattice covering of \(\chi\) by \(d\)-dimensional boxes of width \(\delta_n\), where \(B_{\delta_n}(x)\) is the box that contains the point \(x\) [54]. \(U_n(x)\) is function with the condition \(\delta_n \to 0\) as \(n \to \infty\) [54].

\[
U_n(x) = -\log \mu [B_{\delta_n}(x)], \quad \text{if} \quad \mu [B_{\delta_n}(x)] > 0.
\] (1)

Let \(Y_n(x)\) be a rescaled version of \(U_n(x)\) with the condition \(\lim_{n \to \infty} Pr \{Y_n = y\} = 0\) if \(y \neq y_0\) [54].

\[
Y_n(x) = \frac{U_n(x)}{-\log \delta_n}.
\] (2)

The multifractal spectrum is defined as follows [54].

\[
\tilde{f}(y) = \lim_{n \to \infty} \frac{\log N_n}{-\log \delta_n} + \lim_{\epsilon \to 0} \lim_{n \to 0} \frac{Pr \{ |Y_n - y| < \epsilon \}}{-\log \delta_n}.
\] (3)
Where \( N_n \) is the number of boxes at the \( n \)th stage with positive \( \mu \) measure \([54]\). The first term is the box counting dimension of the support of \( \mu \) and the second term is the rate of the probability function \( Y_n \) approaches zeros \([54]\).

### 2.2. Renyi entropy and Renyi information dimension

#### 2.2.1. Renyi entropy

Entropy is an important measure in many fields \([55, 56]\). A classic entropy named Renyi entropy is defined as follows \([57]\).

Consider a probability distribution \( P_X \) of a discrete random variable \( X \): \( P_X = \{p_i|i = 1, 2, ..., n\} \), its Renyi entropy is,

\[
H_\alpha(P) = \frac{1}{1-\alpha} \log \sum_i p_i^\alpha.
\]

(4)

Where \( \alpha \geq 0 \). When \( \alpha \to 1 \), Renyi entropy degenerates to Shannon entropy \([58]\).

\[
\lim_{\alpha \to 1} H_\alpha(P) = \sum_i p_i \log p_i = H_S.
\]

(5)

#### 2.2.2. Renyi information dimension

The dimension of the probability distribution of \( X \) defined by Renyi is as follows \([59]\).

\[
d_\alpha = \lim_{n \to \infty} \frac{H_\alpha(P)}{\log 2n}.
\]

(6)

When \( \alpha \to 1 \), \( d_\alpha \) represents the rate of Shannon entropy grows with scale.

### 2.3. Mass function

Mass function assigns mass on power set and its definition is as follows.

Let \( \Theta \) is the framework of discernment in evidence theory \([37, 38]\),

\[
\Theta = \{\theta_1, \cdots, \theta_n\}, n \in N^+.
\]

(7)

Its power set is,

\[
2^\Theta = \{A_1, A_2, ..., A_{2^n}\} = \{\{\theta_1\}, \cdots, \{\theta_1, \theta_2\}, \cdots, \{\Theta\}, \emptyset\}.
\]

(8)

Mass function is a mapping \( m : 2^\Theta \to [0, 1] \) satisfying \([37, 38]\),

\[
m(\emptyset) = 0, \quad \sum_{A_i \in 2^\Theta} m(A_i) = 1.
\]

(9)

(10)

where \( A_i \) is called focal element when \( m(A_i) > 0 \).
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2.4. Deng entropy

Given a framework of discernment is $\Theta$ and a mass function is $m(A_i)$. Deng entropy is defined as follows [60].

$$H_D = -\sum_{A_i \in 2^\Theta} m(A_i) \log \left( \frac{m(A_i)}{2^{|A_i|} - 1} \right).$$  \hspace{1cm} (11)

Where $|A_i|$ is the cardinal of focal element. When mass function satisfies the condition,

$$m(A_i) = \frac{2^{|A_i|} - 1}{\sum_i 2^{|A_i|} - 1},$$  \hspace{1cm} (12)

Deng entropy reaches the maximum [60].

$$H_{maxD} = -\sum_i m(A_i) \log \left( \frac{m(A_i)}{2^{|A_i|} - 1} \right) = \log \sum_i (2^{|A_i|} - 1).$$  \hspace{1cm} (13)

Deng entropy considers the non-specificity of mass function and is studied widely [61–63].

3. Multifractal spectrum of mass function

We first generalizes the concept of multifractal spectrum of mass function, then some examples are shown to illustrate the proposed model.

**Definition 1.** A measure space in evidence theory is $(\Theta, 2^\Theta, m)$. Where $m$ is a mass function of $2^\Theta$. The multifractal spectrum is defined as follows.

$$\tilde{f}(y) = \frac{\log N_n}{\log (2^{|\Theta|} - 1)}. \hspace{1cm} (14)$$

Where $N_n$ is the number of focal elements that have the same mass and $y$ is calculated as follows.

$$y(A_i) = \frac{-\log m(A_i)}{-\log (2^{|A_i|} - 1)}. \hspace{1cm} (15)$$

$y$ can be explained as the rate at which mass function changes with respect to the size of $\Theta$. $f(y)$ is a function of $y$ and following is a detailed process.

**Example 1:** Consider a framework of discernment is $\Theta = \{\theta_1, \theta_2, \theta_3\}$. A mass function assignment with maximum Deng entropy is $m(\theta_1) = m(\theta_2) = m(\theta_3) = 1/19, m(\theta_1, \theta_2) = m(\theta_1, \theta_3) = m(\theta_2, \theta_3) = 3/19, m(\theta_1, \theta_2, \theta_3) = 7/19$. According to Eq. (14) and Eq. (15)

$$y(\theta_1) = y(\theta_2) = y(\theta_3) = \frac{-\log (1/19)}{-\log (2^3 - 1)^{-1}} = 1.5131. \hspace{1cm} (16)$$
\[ y(\theta_1, \theta_2) = y(\theta_1, \theta_3) = y(\theta_2, \theta_3) = \frac{-\log_2(3/19)}{-\log_2(2^3 - 1)} = 0.9486. \quad (17) \]

\[ y(\theta_1, \theta_2, \theta_3) = \frac{-\log_2(1/19)}{-\log_2(2^3 - 1)} = 0.5131. \quad (18) \]

\[ f(y(\theta_1)) = f(y(\theta_2)) = f(y(\theta_3)) = \frac{\log_2(3)}{-\log_2(2^3 - 1)} = 0.5646. \quad (19) \]

\[ \tilde{f}(y(\theta_1, \theta_2)) = \tilde{f}(y(\theta_1, \theta_3)) = \tilde{f}(y(\theta_2, \theta_3)) = \frac{\log_2(3)}{-\log_2(2^3 - 1)} = 0.5646. \quad (20) \]

\[ \tilde{f}(y(\theta_1, \theta_2, \theta_3)) = \frac{\log_2(1)}{-\log_2(2^3 - 1)} = 0. \quad (21) \]

From above calculations, if the cardinal of the focal elements is equal, their mass functions are the same and have the same \( y \). These pairs of points are drawn in Fig. 1.

**Example 2:** Consider a framework of discernment is \( \Theta, |\Theta| = 2, \ldots, n \). A series of mass functions assigned with maximum Deng entropy are \( m_i, i = 2, \ldots, n \). The multifractal spectrums are shown in Fig. 2. and Fig. 3. Part of the values of \( y \) and \( f(y) \) are shown in Table 1 and Table 2.

![Fig. 1. The multifractal spectrum of Example 1](image-url)
As can be seen from Fig. 3, the multifractal spectrum in this example is plotted by solid colored lines. The black dotted line is the case that $\lim_{|\Theta| \to \infty}$. In
other words, the multifractal spectrum of of mass function with maximum Deng entropy when \( n \to \infty \) can be approximated by a quadratic function \( F(x) = -a(x - 0.585)(x - 1.585) \), where \( a = \frac{4 \log_2 C^2_n}{n} \). Proof is as follows. According to Eq. \((22)\), Eq. \((23)\) and Eq. \((24)\).

\[
\lim_{n \to \infty} m(\theta_1) = \frac{2^1 - 1}{C^1_n(2^1 - 1) + C^2_n(2^2 - 1) + \ldots + C^n_n(2^n - 1)} = \frac{1}{3^n - 2^n}.
\]  
\(22\)

\[
\lim_{n \to \infty} m(\theta_1, \ldots, \theta_\infty) = \frac{2^\infty - 1}{C^1_n(2^1 - 1) + C^2_n(2^2 - 1) + \ldots + C^n_n(2^n - 1)} = \frac{2^\infty - 1}{3^n - 2^n}.
\]  
\(23\)

\[
\lim_{n \to \infty} m(\theta_1, \ldots, \theta_n) = \frac{2^n - 1}{C^1_n(2^1 - 1) + C^2_n(2^2 - 1) + \ldots + C^n_n(2^n - 1)} = \frac{2^n - 1}{3^n - 2^n}.
\]  
\(24\)

\[
\lim_{n \to \infty} y(\theta_1) = \frac{-\log_2(3^n - 2^n)^{-1}}{-\log_2(2^n - 1)^{-1}} = \frac{\log_2(2^n) + \log_2(3^n - 1)}{\log_2(2^n - 1)} \approx 1.5850.
\]  
\(25\)

\[
\lim_{n \to \infty} y(\theta_1, \ldots, \theta_{\infty}) = \frac{-\log_2(2^n - 1)^{-1}}{-\log_2(2^n - 1)^{-1}} = \frac{\log_2(2^n) + \log_2(3^n - 1)}{\log_2(2^n - 1)} \approx 1.0850.
\]  
\(26\)

\[
\lim_{n \to \infty} y(\theta_1, \ldots, \theta_n) = \frac{-\log_2(2^n - 1)^{-1}}{-\log_2(2^n - 1)^{-1}} = 0.5850.
\]  
\(27\)
\[ \lim_{n \to \infty} \tilde{f}(y(\theta_1)) = \frac{\log_2(C_n^1)}{-\log_2(2^n - 1)} = \frac{\log_2(n)}{n} \approx 0. \tag{28} \]

\[ \lim_{n \to \infty} \tilde{f}(y(\theta_1, \ldots, \theta_n)) = \frac{\log_2(C_n^{\frac{p}{2}})}{-\log_2(2^n - 1)} = \frac{\log_2(C_n^{\frac{p}{2}})}{n} \tag{29} \]

\[ \lim_{n \to \infty} \tilde{f}(y(\theta_1, \ldots, \theta_n)) = \frac{\log_2(C_n^n)}{-\log_2(2^n - 1)} = \frac{\log_2(1)}{n} = 0. \tag{30} \]

\[ \left\{ (y(\theta_1), \tilde{f}(y(\theta_1))), (1.5850, 0) \right\} \]

\[ \left\{ (y(\theta_1, \ldots, \theta_n), \tilde{f}(y(\theta_1, \theta_n))), (0.5850, 0) \right\} \]

There are three points \((0.5850, 0), (1.0850, \frac{\log_2(C_n^{\frac{p}{2}})}{n}), (1.5850, 0)\), thus the quadratic function is calculated as \(F(x) = -a(x - 0.585)(x - 1.585)\), where \(a = \frac{4\log_2 C_n^2}{n^2} \).

**Example 3:** Consider a framework of discernment is \(\Theta, |\Theta| = 2, \ldots, n\). A mass function averagely assigned on \(2^\Theta\) is \(m_i(A) = \frac{1}{2^{\|A\|_1}}, i = 2, \ldots, n\). The multifractal spectrums is only one point \((1, 1)\) in Fig. 4.

\[ y(\theta_1) = \ldots = y(\theta_1, \theta_2) = \ldots = y(\theta_1, \ldots, \theta_n) = \frac{-\log_2(2^n - 1)}{-\log_2(2^n - 1)} = 1. \tag{31} \]

\[ \tilde{f}(y(\theta_1)) = \ldots = \tilde{f}(y(\theta_1, \ldots, \theta_n)) = \frac{\log_2(2^n - 1)}{-\log_2(2^n - 1)} = 1. \tag{32} \]

**Example 4:** Consider a framework of discernment is \(\Theta, |\Theta| = 2, \ldots, n\). A mass function is \(m_i(\Theta) = 1, i = 2, \ldots, n\). The multifractal spectrums is only one point \((0, 0)\) in Fig. 5.

\[ y(\Theta) = \frac{-\log_2(1)}{-\log_2(2^n - 1)} = 0. \tag{33} \]

\[ \tilde{f}(y(\Theta)) = \frac{\log_2(1)}{-\log_2(2^n - 1)} = 0. \tag{34} \]
Fig. 4. The multifractal spectrum of Example 3 with $|\Theta| = 1, \ldots, 25$

Fig. 5. The multifractal spectrum of Example 4 with $|\Theta| = 1, \ldots, 25$
4. Multifractal dimension of mass function

Definition 2. The multifractal dimension of mass function is defined as follows.

\[ D_\alpha(m(A_i)) = \frac{1}{1-\alpha} \log_2 \left[ \frac{\sum_i (|A_i|^{\alpha}) (2^{|A_i|} - 1)}{\log_2 \sum_i (2^{|A_i|} - 1)m(A_i)} \right]. \]  

(35)

Theorem 1. \( \lim_{\alpha \to 1} D_\alpha(m(A_i)) = -\sum_i m(A_i) \log_2 (\frac{m(A_i)}{2^{|A_i|} - 1}) \), where the numerator is Deng entropy.

Proof.

\[ \lim_{\alpha \to 1} D_\alpha(m(A_i)) = \lim_{\alpha \to 1} \frac{\partial}{\partial \alpha} \left[ \log_2 \frac{\sum_i (m(A_i))\alpha (2^{|A_i|} - 1)}{\log_2 \sum_i (2^{|A_i|} - 1)m(A_i)} \right] \]

\[ = \sum_i \left[ \frac{(m(A_i))\alpha (2^{|A_i|} - 1) \log_2 (m(A_i))}{\log_2 \sum_i (2^{|A_i|} - 1)m(A_i)} \right] \]

\[ = -\sum_i m(A_i) \log_2 (\frac{m(A_i)}{2^{|A_i|} - 1}) + (1-\alpha)T \]

(36)

Where \( T = \left[ \log_2 \sum_i (2^{|A_i|} - 1)m(A_i) \right] \), which multiplied by \( (1-\alpha) \) tend to be 0 when \( \alpha \to 1 \).

Theorem 2. When mass function degenerates to probability distribution, the proposed multifractal dimension degenerates to Renyi information dimension.

Proof.

\[ D_\alpha(m_i \to P_i) = \frac{\frac{1}{1-\alpha} \log_2 \left[ \sum_i (\frac{p_i}{\log_2 n})\alpha (2^i - 1) \right]}{\log_2 \sum_i (2^i - 1)p_i} \]

\[ = \frac{d_\alpha}{\log_2 n} \]  

(37)

Theorem 3. Let \( \Theta \) has \( n \) elements, a mass function with maximum Deng entropy is \( m(A_i) = \frac{2^{|A_i|+1}}{\sum_i 2^{|A_i|+1}} \), \( \lim_{n \to \infty} D_\alpha = 1.585 \), where \( \alpha \in R \).
Proof.

\[
\lim_{n \to \infty} D_\alpha(m(A_i)) = \frac{1}{1-\alpha} \log_2 \left[ \sum_i (\frac{\sum_{|A_i|=1} |A_i|}{2^n})^\alpha (2|A_i| - 1) \right]
\]

\[
= \frac{1}{1-\alpha} \log_2 (2^n - 2^n)^\alpha \frac{\sum_i (2|A_i| - 1)}{\sum_i (2|A_i| - 1)^\alpha} 
\]

\[
= \frac{1}{1-\alpha} \log_2 (3^n - 2^n)^1 - \alpha \frac{\sum_i (2|A_i| - 1)}{\log_2 2^n}
\]

\[
\approx 1.585.
\]

Where \( \lim_{n \to \infty} (2|A_i| - 1) \sum_i (2|A_i| - 1)^\alpha \approx (2|A_i| - 1)^\alpha = 1 \) and there are \( (2|\Theta| - 1) \) terms.

**Theorem 4.** Let \( \Theta \) has \( n \) elements, a mass function is \( m(\theta_i) = \frac{1}{|\Theta|} = \frac{1}{n}, i = 1, 2, ..., n. \) \( \lim_{n \to \infty} D_\alpha = 1, \) where \( \alpha \in R. \)

Proof.

\[
\lim_{n \to \infty} D_\alpha(m(A_i)) = \frac{1}{1-\alpha} \log_2 \left[ \sum_i (\frac{n^{-1}}{2^n})^\alpha (2|\theta_i| - 1) \right]
\]

\[
= \frac{1}{1-\alpha} \log_2 \left[ \sum_i (2^{n-1})^\alpha (2|\theta_i| - 1) \right]
\]

\[
= \frac{1}{1-\alpha} \log_2 \left[ \sum (n^{-1})^\alpha \right]
\]

\[
= \frac{1}{1-\alpha} \log_2 (n^{1-\alpha})
\]

\[
= 1.
\]

It should be noted that in this theorem, mass function degenerates to probability and the proposed multifractal dimension degenerates to Renyi information dimension. This theorem can be written as: the Renyi information dimension of uniform distribution is a fixed point 1 no matter what \( \alpha \) is.

**Example 5:** Given a framework of discernment is \( \Theta = \{\theta_1, \theta_2, \theta_3\} \). A mass function is \( m(\theta_1) = 0.2, m(\theta_2, \theta_3) = 0.8 \). The results of multifractal dimension are shown in Table 3. The detailed calculations are as follows.

When \( \alpha = 1 \), according to Theorem 1,

\[
D_\alpha = \frac{-0.2 \times \log_2 \left( \frac{0.2}{2^1} \right) + 0.8 \times \log_2 \left( \frac{0.8}{2^2} \right)}{\log_2 ((2^1 - 1)^{0.2} + (2^2 - 1)^{0.8})} = 1.1249.
\]

When \( \alpha = 2 \),
Table 3. The result of Example 5.

| \(\alpha\) | 3   | 9   | 15  | 21  | 27  | 33  | ... |
|---------|------|------|------|------|------|------|-----|
| \(D_\alpha\) | 0.5759 | 0.2390 | 0.1472 | 0.1060 | 0.0828 | 0.0679 |     |

Table 4. The result of Example 6.

| \(|\Theta| = n \setminus \alpha\) | 1   | 4   | 7   | 10  | 13  | 16  | 19   |
|--------|------|------|------|------|------|------|------|
| \(D_\alpha\) | 1   | 0.25 | 0.1429 | 0.1  | 0.0769 | 0.0625 | 0.0526 |

\[
D_\alpha = \frac{-\frac{1}{2} \times \log_2 \left[ (\frac{0.2}{2-1})^2 \times (2^1 - 1) + (\frac{0.8}{2-1})^2 \times (2^2 - 1) \right]}{\log_2 \left[ (2^{|\Theta|} - 1)^{\frac{1}{\alpha}} \right]} = 0.7163. \tag{41}
\]

As can be seen from Table 3, \(D_\alpha\) goes to zero as \(\alpha\) increasing.

**Example 6**: Given a framework of discernment is \(\Theta, |\Theta| = 2, ..., n\). A mass function is \(m_i(\Theta) = 1, i = 2, ..., n\). The results are show in Table 4 and Fig. 6. Detailed calculations are as follows.

\[
D_\alpha = \frac{1}{\frac{1}{2} \times \log_2 \left[ \frac{m(\Theta)}{2^{|\Theta|} - 1} \right]} = \frac{1}{\log_2 \left[ \frac{(2^{|\Theta|} - 1)^{\frac{1}{\alpha}}}{\frac{1}{2} \alpha} \right]} \tag{42}
\]

From Eq. (42), the multifractal dimensions of \(m(\Theta) = 1\) are only related to the order \(\alpha\) and as \(\alpha\) increases, \(D_\alpha\) decreases.

**Example 7**: Given a framework of discernment is \(\Theta, |\Theta| = 2, ..., n\). A mass function is \(m_i(\Theta) = \frac{1}{n}\). The result is calculated as follows.

\[
d_\alpha = \frac{1}{\frac{1}{2} \times \log_2 \left[ \sum_i \left(\frac{1}{n}\right)^{\alpha} \right]} = \frac{\log_2 n}{\log_2 n} = 1. \tag{43}
\]

In this example, the mass function degenerates to probability distribution. According to Theorem 2, the proposed dimension degenerates to Renyi information dimension. From Eq. (43), the multifractal dimension of \(m(\Theta) = \frac{1}{n}\) is 1. It doesn’t depend on \(\alpha\) and \(n\). This example illustrates Theorem 4.

**Example 8**: Given a framework of discernment is \(\Theta, |\Theta| = 2, ..., n\). A mass function is \(m(A_i) = \frac{1}{2^{|A_i|} - 1}\). The results are shown in Table 5 and Fig. 7.
Fig. 6. The change of multifractal dimension of Example 6

Table 5. The result of Example 8.

| $|\Theta|$ | $\alpha$ | 1     | 5     | 9     | 13    | 17    | 21    | 25    | 29    |
|----------|----------|-------|-------|-------|-------|-------|-------|-------|-------|
| 2        | 1.1850   | 0.5682| 0.3413| 0.2370| 0.1804| 0.1455| 0.1218| 0.1048|       |
| 4        | 1.3811   | 0.9707| 0.8180| 0.7146| 0.6321| 0.5637| 0.5061| 0.4462|       |
| 6        | 1.4520   | 1.0988| 1.0023| 0.9518| 0.9138| 0.8814| 0.8521| 0.8251|       |
| 8        | 1.4798   | 1.1433| 1.0599| 1.0265| 1.0062| 0.9911| 0.9787| 0.9679|       |
| 10       | 1.4911   | 1.1620| 1.0788| 1.0491| 1.0333| 1.0230| 1.0156| 1.0097|       |
| 12       | 1.4959   | 1.1724| 1.0865| 1.0568| 1.0417| 1.0324| 1.0261| 1.0215|       |
| 14       | 1.4981   | 1.1795| 1.0907| 1.0603| 1.0450| 1.0357| 1.0296| 1.0251|       |
| 16       | 1.4991   | 1.1851| 1.0973| 1.0624| 1.0467| 1.0373| 1.0311| 1.0266|       |
| 18       | 1.4995   | 1.1897| 1.0960| 1.0640| 1.0480| 1.0384| 1.0320| 1.0264|       |
| 20       | 1.4998   | 1.1935| 1.0980| 1.0653| 1.0490| 1.0392| 1.0327| 1.0280|       |

As can be seen from Table 5, the multifractal dimension is getting closer and closer to 1 when the size of framework of discernment bigger with higher order $\alpha$. This rule of change can be seen more intuitively in Fig. 7. Actually, we can come to this conclusion directly from the definition as follows.
The change of multifractal dimension of Example 8

\[
\lim_{n \to \infty, \alpha \to \infty} D_{G\alpha} = \frac{1}{1-\alpha} \log_2 \left( \frac{\sum_i (\frac{1}{2^{A_i}} - 1)^\alpha (2^{A_i} - 1)}{\log_2 \sum_i (2^{A_i} - 1)^\alpha} \right) \\
\approx \frac{1}{1-\alpha} \log_2 \left( \frac{2^{n-1} - 1}{2^{n-1}} \right)^\alpha \\
\approx \frac{1}{1-\alpha} \log_2 (2^n - 1)^{1-\alpha} \\
= 1. 
\]

Example 9: Given a framework of discernment is \( \Theta, |\Theta| = 2, \ldots, n \). A mass function with maximum Deng entropy is \( m(A_i) = \frac{2^{A_i} - 1}{\sum_i (2^{A_i} - 1)} \). The multifractal dimensions are shown in Table 6 and Fig. 8.

It can be seen from Table 6 and Fig. 8 that when the order \( \alpha \) is determined, the multifractal dimension increases and finally tends to a constant with the increase of the framework of discernment. When the size of \( |\Theta| \) is determined, the multifractal dimension decreases with the improvement of \( \alpha \). More specifically, when the size of the framework of discernment is small, the multifractal dimension will decrease to 0 finally. When \( n \) get bigger, the tendency to decrease gets smaller and smaller until it doesn’t change and remains 1.5850. This example demonstrates Theorem 3.
Table 6. The result of Example 9.

| $\Theta \setminus \alpha$ | 1   | 4   | 7   | 10  | 13  | 16  | 19  |
|---------------------------|-----|-----|-----|-----|-----|-----|-----|
| 2                         | 1.1752 | 0.5809 | 0.3473 | 0.2441 | 0.1878 | 0.1526 | 0.1285 |
| 4                         | 1.4699 | 1.1962 | 0.8893 | 0.6589 | 0.5124 | 0.4172 | 0.3515 |
| 6                         | 1.5516 | 1.4904 | 1.4065 | 1.2899 | 1.1437 | 0.9919 | 0.8575 |
| 8                         | 1.5747 | 1.5611 | 1.5457 | 1.5275 | 1.5052 | 1.4770 | 1.4406 |
| 10                        | 1.5816 | 1.5784 | 1.5750 | 1.5715 | 1.5677 | 1.5637 | 1.5593 |
| 12                        | 1.5838 | 1.5830 | 1.5822 | 1.5814 | 1.5806 | 1.5797 | 1.5789 |
| 14                        | 1.5846 | 1.5844 | 1.5842 | 1.5840 | 1.5838 | 1.5836 | 1.5834 |
| 16                        | 1.5848 | 1.5847 | 1.5847 | 1.5846 | 1.5846 | 1.5846 | 1.5845 |
| 18                        | 1.5849 | 1.5849 | 1.5849 | 1.5849 | 1.5849 | 1.5849 | 1.5848 |
| 20                        | 1.5849 | 1.5849 | 1.5849 | 1.5849 | 1.5849 | 1.5849 | 1.5849 |

Fig. 8. The change of multifractal dimension of Example 9

5. Conclusion

In this paper, the multifractal spectrum of mass function is defined. Three special assignments are studied. The multifractal spectrum of mass function with maximum Deng entropy approximates quadratic function $F = -a(x - 0.585)(x - 1.585)$, where $a = \frac{4\log_2 C}{n}$. The multifractal spectrum of mass function with total uncertainty is the point (0, 0) and with average assignment on power set is the point (1, 1). Another important work is that we propose multifractal dimension of mass function. It noted that when mass function degenerates to probability and is distributed averagely, the proposed dimension degenerates to Renyi information dimension and...
is a constant 1. In addition, the multifractal dimension of mass function with maximum Deng entropy goes to 1.585 with the condition $\alpha \to \infty, |\Theta| \to \infty$. Other interesting properties are discussed. The changes of proposed dimension with different parameters $\alpha$ and the size of the framework of discernment $\Theta$ are shown by numerical examples.
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