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Abstract—The evolution of cloud applications into loosely-coupled microservices opens new opportunities for hardware accelerators to improve workload performance. Existing accelerator techniques for cloud sacrifice the consolidation benefits of microservices. This paper presents CloudiFi, a framework to deploy and compare accelerators as a cloud service. We evaluate our framework in the context of a financial workload and present early results indicating up to 485\texttimes gains in microservice response time.
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I. INTRODUCTION

Traditional Fortune 500 businesses prefer cloud services after realizing the cost benefits derivable from leasing cloud resources. These profits are empowered by the cloud computing model which entails two unprecedented advantages: scale and consumability.

The end of Dennard scaling and the slowdown of Moores’ law have led to the use of increasingly specialized accelerators such as GPUs, TPUs, and FPGAs to improve cloud workload performance [1]. In addition to using vendor accelerator offerings, major cloud providers are developing entirely new accelerators. For example projects like Microsoft’s FPGA-based Brainwave or Google’s TPU demonstrate the presence of economic incentives for cloud providers to invest in accelerated innovation, from the chip level to datacenter pods.

The consumability advantage refers to a broad class of technology layers that introduce new hardware and software innovations transparently to the users. Virtualization technology is the foundational technology layer for a cloud provider to offer processing, storage, and networking components without requiring coordination with their clients. It also enables transparent sharing of time and hardware allocations among clients with volatile needs. Virtualization offers a transparent vertically integrated solution to enable business models such as Infrastructure-as-a-Service (IaaS) and Platform-as-a-Service (PaaS) on public, private and on-premises systems.

However, the new hybrid cloud, in which on-premises IT is combined with public and private clouds, necessitates architectural flexibility and cloud-native technologies to modernize applications for improved return-on-investment and faster time-to-market.

Among the cloud native architectural proposals [2], the microservices architecture is one of the accelerating trends these days [3]. The concept is depicted in Fig. 1 with the transformation of classical layered integration based on virtualization [4], legacy containerization technology [5] and middleware [6], into a cloud-native middleware stack. This switching is a key enabler for end-users to consume the stack at large scale and independently of the type of cloud environment, i.e. public, private, or on-prem [5].

Financial service companies are also considering microservices as a vital asset for their digital transformation [6]. Furthermore, the combined use of accelerators and microservices by fintech professionals is expected to deliver significant speedup advantages.

The contributions of this paper are: (1) A cloud-native framework, named CloudiFi, that enables microservices to access hardware accelerators. (2) A best-effort work-in-progress evaluation of this framework with a representative quantitative finance workload. Our results indicates that a network-attached mid-range FPGA accelerator yields better end-to-end (E2E) response time and scalability, for two load ranges, compared to latest generation CPUs and GPUs.

II. FRAMEWORK FOR ACCELERATING MICROSERVICES

A. Quantitative Finance Case Study for Cloud: To demonstrate the feasibility of CloudiFi we require a candidate application that benefits from Acceleration-as-a-\(\mu\)Service (AaaS). For this we selected an application employed in quantitative finance, referred to as ‘Monte-Carlo European Option Pricing’ (MCE). The analysis of MCE is underpinned by a Monte-Carlo simulation that is computationally intensive. Typically, this costly analysis is periodically performed on production clusters. MCE is used for option pricing where numerous random paths for the price of an underlying asset are generated, each having an associated payoff. These payoffs are then discounted back to the present and averaged to get the option price. It is similarly used for pricing fixed income securities and interest rate derivatives. But the Monte Carlo simulation is used most extensively in portfolio management and personal financial planning. In this case, the pricing of options needs to be obtained in real-time, e.g. from exchanges or other fintech parties, in order to inform the next decision (e.g. sell/buy stocks etc.). The speedup offered by hardware accelerators can be leveraged to develop a faster application fit for use in real-time settings. The CloudiFi framework, which is depicted in Fig. 2 and discussed in subsection II.C, suits such applications because minimal changes to the production cluster are needed and the acceleration required for the analysis is obtained as a service from a remote host.

B. Cloud-native considerations: A HW-accelerated financial workload on cloud is typically associated with a software stack of application dependencies, a runtime, proprietary protocols and kernel bypass techniques. Such a “cloudification stack” is depicted in Fig. 3 and constitutes what we refer to as a silo. First, the accelerator silo, as already introduced by [1], is formed of tightly coupled vertical layers, that communicate either through proprietary interfaces, and/or using low-level mechanisms and essentially provide only one user-mode...
API interface. This is typically consumed by cloud users within a VM on IaaS/PaaS setups on public, private and on-premises clouds.

Next, we define a *consumability silo* as a silo that includes the previous silo together with all the library dependencies that allow a standalone application to be executed on a cloud instance. E.g., if the cloud instance is a VM of a public IaaS, and our application is written in Python, then the consumability silo refers to the software stack required in this VM, from the base OS to the Python dependencies/runtime of this application, alongside the accelerator-specific device drivers.

In this paper, we introduce a novel framework to break the consumability silo between acceleration infrastructure on CPUs, GPUs and FPGAs and software microservices on cloud servers. We defined a cloud architecture where microservices can access various accelerators for function offloading and acceleration.

**C. The CloudiFi Framework:** We developed the CloudiFi framework following the Twelve-Factor App microservices best practices, methodologies and guidelines [7]. The source architecture is composed of a compute node connected to different accelerators, as depicted in the left part of Fig. 2. For every accelerator we select different implementations for our functional workload, as discussed later in Section III. Every implementation is associated with an *consumability silo*. The right part of Fig. 2 shows the target architecture of the CloudiFi framework. We briefly detail the main components of the target architecture, as depicted in Fig. 3.

The option pricing requests are issued from the cloud users using a RESTful API, an API exposed via HTTP endpoints. The KONG API Gateway is a service that enables load balancing and scales the overall service throughput.

The Splitter is a component that uses the same REST API with the clients but splits the request into smaller requests in order to parallelize the processing time, as depicted in the lower part of Fig. 4. The HAProxy is the central load balancer that distributes the smaller batches to the workers. Finally, the µService Workers are the processing threads of a hosting node that serve the cloud requests. The workers are based on Python runtime with the Sanic web framework on top. This allows the usage of asynchronous, concurrent and non-blocking tasks. We use the blueprint object of Sanic that routes the incoming request to the code of every µService. We implemented a python wrapper for every accelerator as a blueprint object. The workers are executed in an isolated environment using Docker containers, enabling increased stability, system robustness and cloud-native development processes [7].

**III. MCE Characterization**

Before assessing the performance of a set of accelerators in CloudiFi, we first benchmark them as standalone applications. Our compute node is composed of a server node connected to different accelerators, as depicted in Fig. 2 (left part). The server is used for processing the MCE workload. We selected the following implementations: C1 a CPU implementation using the QuantLib library [6] (Python), C2 a CPU implementation using the TensorFlow (TF) Quant Finance (tfquant) library from Google [9], C3 the same as C2, but using the XLA compiler [10], G1 an in-house GPU implementation of MCE using the CUDA library, G2 the GPU version of C2, G3 the GPU version of C3, F1 an FPGA implementation on AWS using the Vitis Quantitative Finance library [11], F2 F1 using a disaggregated FPGA node (disFPGA) [12].

All of these best-effort implementations are state-of-art (SoA) MCE workloads, to the best of our knowledge. To explore which are suitable for cloudification, we first benchmark them as standalone applications, avoiding any overheads related to microservices. All CPU and GPU implementations are executed on the same on-prem server node. The F1 is evaluated on an AWS f1.2xlarge instance (Xilinx VU9P FPGA tightly attached to Intel Xeon E5-2686 v4 Broadwell CPU). The difference between F1 and F2 is that the former is a typical FPGA attachment to the CPU over PCIe, similar to how GPUs are attached to CPUs, i.e. as peer co-processors. In the latter, the FPGA is decoupled from the CPU of the server and directly connected to the network. This is enabled by implementing an integrated Network Interface Card (iNIC) into the FPGA logic, as described in [12]. Our benchmarking results are shown in Fig. 5. For every measurement we report cold and hot times. Cold accounts for the first time of execution. Hot refers to the geometric mean of 100 runs after the first time of execution.

Due to CPU/GPU cache misses, we observed differences on the order of 26%/42% for the C1/G1 cold versus hot implementations respectively. However, in the other CPU and GPU implementations, that employ the tfquant library, we observed a difference of one to two orders of magnitude, which is attributed to the graph optimization time of TF. For F1 we also measured a difference of 20.1× due to the overhead in opening the FPGA device, for the first time, through the OpenCL-based Xilinx runtime. The F2 implementation exhibits a difference of 24% that is related to whether the TCP/UDP connection is initialized (cold) or the TCP/UDP socket is already open (hot). In general, we observed performance deviations of up to 1380×, depending on the accelerator, compiler and HW/SW stack readiness.
We implemented CloudiFi on a dual-socket AMD EPYC 7742 CPU (7nm, 64-Core/128-threads, 2.25GHz, TDP 225W), 1TB RAM, with a SXM4-based A100 GPU (7nm, 1095MHz, 40GB HBM2e 1,555GB/s, TDP 400W) connected via PCIe 4.0x16 (32GB/s), running Ubuntu 20.04 LTS. An identical CPU-only system is configured to send batch requests of options over the network, using RestAPI GET commands. The systems are connected to the network with 200Gb/s HDR ConnectX-6 InfiniBand adapter cards. The network is also accelerated from a remote disFPGA node, from which we configured one network-attached FPGA device (Kintex Ultrascale XCKU060, 20nm, 156MHz) with seven parallel MCE cores (11) and one 10Gb/s UDP processing engine. These parallel cores can process a batch of seven options in parallel, while resulting in FPGA utilization of 97% LUTs, 82% FFs, 65% DSPs and 56% BRAMs. We run a concurrent peer-to-peer client-server application. We analyze two different scalability modes and compare i) the processing of the worker (purple bar in the lower part of Fig. 4) and ii) the end-to-end μService response time (purple and white bars of Fig. 4), using different accelerators.

We first compare the μServices scalability with respect to the number of Monte-Carlo simulation parallel paths. As depicted in Fig. 5(a), the disFPGA response time (both Proc. and E2E) remains almost stable across the entire load range. In contrast, while the GPU processing time is the lowest of all implementations, it exhibits an E2E time up to three orders of magnitude higher, as a result of the high cold-time. The existing accelerator consumability options forces cloud vendors to dedicate physical hardware to VMs. As a result, they sacrifice the consolidation benefits of microservices that are fundamental to the emerging cloud-native workloads. The baseline CPU is fast for few paths but scales quickly with E2E time. Fig. 5(b), compares the processing time and E2E time for different implementations, under the fixed selection of 500,000 paths, for a load range of [1, 10, 100] batch size. We observed a similar trend again, which is highlighted by the trend line. In addition, as depicted in Fig. 5(c), the container image size of the disFPGA μService workers is significantly lower than the CPU and GPU versions, due to the smaller number of necessary libraries (Fig. 2).

V. CONCLUSION

CloudiFi, our work-in-progress on hardware-accelerated cloud-native microservices, significantly decreases the E2E μService response time, by up to 485×, using network-attached disaggregated FPGAs. At the same time it highlights the consideration of stateful μServices for PCIe-attached GPUs, since in our setup, the excessive overhead of wrapping a GPU over a cloud-native service - i.e. the consumability silo - supplants the unprecedented acceleration capability of even the latest generation GPUs. Our framework is orthogonal to the underlying hardware accelerators or workload domains and in the future we are looking forward to implement other state-of-art accelerators for microservices and state-of-art benchmarks [13].
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