Modulational instability and soliton generation in chiral Bose-Einstein condensates with zero-energy nonlinearity
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By means of analytical and numerical methods, we address the modulational instability (MI) in chiral condensates governed by the Gross-Pitaevskii equation including the current nonlinearity. The analysis shows that this nonlinearity partly suppresses off the MI driven by the cubic self-focusing, although the current nonlinearity is not represented in the system’s energy (although it modifies the momentum), hence it may be considered as zero-energy nonlinearity. Direct simulations demonstrate generation of trains of stochastically interacting chiral solitons by MI. In the ring-shaped setup, the MI creates a single traveling solitary wave. The sign of the current nonlinearity determines the direction of propagation of the emerging solitons.
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I. INTRODUCTION

Since the creation of the Bose-Einstein condensates (BECs) in 1995, they became versatile testbeds for the study of various physical phenomena in quantum states of matter [1, 2]. One of striking properties of the condensates is their ability to emulate physics of charged particles under the action of magnetic fields [3–5] through engineering of synthetic gauge fields in such charge-neutral ultracold atomic gases.

Synthetic gauge fields can be introduced by means of rapid rotation of the condensate [6–7], optical coupling between internal states of atoms [8–10], laser-assisted tunneling [11–12], and Floquet engineering [13]. The nature of these gauge fields is essentially static, as parameters of field-inducing laser beams, including their intensity and phase gradients, cannot reproduce the time dependence of the Maxwell’s equations. Dynamical gauge fields, affected by nonlinear feedback from matter, to which the fields are coupled, are required to emulate a full time-dependent field theory. A number of schemes [14–19] have been proposed for creating dynamical gauge fields with ultra-cold atoms, including the ones which give rise to density-dependent gauge potentials and current nonlinearities [20–21]. Following these proposals, such dynamical gauge fields have been experimentally realized recently [22–24].

The chiral condensates, interacting with gauge potentials, enrich physics of atomic and nonlinear systems, thus drawing much interest in experimental and theoretical studies. The presence of density-dependent gauge fields makes it possible to create anyonic structures [24] and chiral solitons [20–26], which opens new perspectives for quantum simulations. The chiral solitons move unidirectionally, the selected direction being determined by the current nonlinearity. The chiral solitons were considered for emulation of quantum time crystals (first envisaged by Wilczek in 2012 [27]) in circumferentially confined condensates with density-dependent gauge potentials [28–30]. However, this proposal was disputed since, in the thermodynamic limit of the latter setting, the lowest-energy ground state is realized by a static soliton, hence a genuine time crystal is not feasible [31–32].

In this paper, we study effects of the current nonlinearity on modulational instability (MI) of the chiral BEC. It is well known that MI is a natural precursor to the formation of solitonic coherent structures, as a result of the interplay between intrinsic self-interaction of the medium and diffraction or dispersion, and has been studied in diverse physical settings theoretically [36–38] and experimentally [39–41]. The MI strongly depends on the nature of two-body interactions in single-component condensates, where it occurs only in the case of self-attraction [12–14]. However, the intercomponent interactions make MI scenarios more diverse in multicomponent condensates. In particular, binary condensates with repulsive interactions are modulationally unstable under the condition of immiscibility [42–46]. Static gauge fields which impose spin-orbit coupling make condensates still more vulnerable to MI [47–48]. Further, helicoidal gauge potentials break the MI symmetry and thus strongly modify patterns of instability regions and gain in the underlying parameter space [49]. In this connection, we investigate the effect of density-dependent gauge potentials on the MI and subsequent generation of solitons. Additionally, we consider the solitons in a circumferentially confined condensate in...
a moving reference frame. A specific peculiarity of the system is that the gauge potential is represented in the respective Gross-Pitaevskii (GP) equation by a current nonlinearity, which, however, is not represented by any term in the system’s energy. Thus, this term may be identified as an example of zero-energy nonlinearity. To the best of our knowledge, effects of such terms on the MI were not studied before.

The subsequent material is organized as follows. Sec. II introduces the model and the corresponding GP equation including the density-dependent gauge potential. In Sec. IIIA the dispersion relation produced by the linear MI analysis is derived and discussed. Sec. IV reports results of numerical simulations of the system under the consideration. The work is concluded by Sec. V.

II. THE MODEL

We consider a condensate of two-level atoms with the Rabi coupling imposed by an incident laser beam, as described by the following mean-field Hamiltonian [20]:

\[
\hat{H} = \left( \frac{\hat{p}^2}{2m} + V(r) \right) \mathbf{1} + \left( g_{11}|\Psi_1|^2 + g_{12}|\Psi_2|^2 \right) \left( \frac{\hbar}{2} e^{-i\phi(r)} - \frac{\hbar}{2} e^{i\phi(r)} \right) (g_{21}|\Psi_1|^2 + g_{22}|\Psi_2|^2)
\]  

where \(\hat{p}\) is the momentum operator, \(V(r)\) is the trapping potential, \(\mathbf{1}\) is the unity matrix, \(\Omega_r\) is the Rabi-coupling strength, \(\phi(r)\) is a spatially varying phase of the coupling beam, and \(g_{\mu\nu} = \left(2\pi\hbar^2/m\right) a_{\mu\nu}\) are the mean-field interaction strengths, proportional to respective scattering lengths, \(a_{\mu\nu}\), of collisions between atoms in internal states \(\mu\) and \(\nu\) \((\mu, \nu = 1, 2)\). At the mean-field level, atomic collisions result in effective density-dependent detunings of the atomic states. In the case of dilute condensates, where the Rabi-coupling energy dominates over the collisional detunings, the perturbative approach leads to the following density-dependent gauge potential [20]:

\[
A = A_0 + n \frac{g_{11} - g_{22}}{8\Omega_r} \nabla \phi(r)
\]  

where \(A_0 = -(\hbar/2) \nabla \phi(r)\) represents the single-particle vector potential, and \(n\) is the density of the condensate. By projecting the coupled two-level atom onto a single dressed state, one arrives at the following mean-field GP equation governing the dynamics of chiral condensates: [20, 26, 33, 35]:

\[
i\hbar \frac{n}{\partial t} \psi = \left[ \left( \hat{p} - A \right)^2/2m + W(r) + V(r) + g|\psi|^2 + a_1 \cdot J(\psi, \psi^*) \right] \psi
\]  

where \(\psi\) is the wave function of the dressed state. Further, \(W(r) = |A_0|^2/(2m)\), together with the trapping potential, \(V(r)\), defines the scalar potential, \(a_1 = (g_{11} - g_{22})/(8\Omega_r) \nabla \phi(r)\) is the strength of the density-dependent vectorial gauge potential, and \(g = (1/4)(g_{11} + g_{22} + 2g_{12})\) determines the effective interaction in the dressed-state picture. The unconventional nonlinearity in the chiral condensates manifests itself in Eq. (3) through the current,

\[
J(\psi, \psi^*) = \frac{\hbar}{2im} \left[ \psi \left( \nabla + i/\hbar \right) \psi^* - \psi^* \left( \nabla - i/\hbar \right) \psi \right]
\]  

Defining \(\phi(x) = k_l x\), where \(k_l\) is the wavenumber of the incident laser beam, following the usual procedure of the dimensional reduction [33], and applying the nonlinear phase transformation,

\[
\Psi(x, t) = \psi(x, t) \exp \left[ -i \frac{\phi(x)}{2} + i \frac{\alpha_1}{\hbar} \int_{-\infty}^{x} dx' n(x', t) - i \frac{Wt}{\hbar} \right]
\]  

Eq. (3) is cast in the form of the following one-dimensional (1D) GP equation:

\[
i\hbar \frac{\partial}{\partial t} \psi = \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x) + g|\psi|^2 - 2\alpha J(x) \right) \psi
\]  

where \(V(x) = (1/2)m\omega_x^2x^2\) is the 1D trapping potential with axial trapping frequency \(\omega_x\), \(g \equiv g/2\pi\alpha^2\) is the usual coefficient of the cubic nonlinearity, and \(\alpha = (2\pi\alpha^2)^{-1} (k_l(g_{11} - g_{22})/(8\Omega_r))\) is the strength of the unconventional current nonlinearity, which involves the current density, \(J(x) = (i\hbar/2m)(\psi\partial_x\psi^* - \psi^*\partial_x\psi)\). Spatiotemporal rescaling,

\[
t' = \omega_1 t, \quad x' = \frac{x}{a_\perp}, \quad \psi' = \sqrt{a_\perp} \psi,
\]  

casts Eq. (6) in the normalized form:

\[
i\partial_t \psi = \left( -\frac{1}{2} \partial_{x'^2} + \sigma |\psi'|^2 - 2\rho J(x) \right) \psi.
\]  

In Eq. (8), the current density is now defined as

\[
J(x) = (i/2)(\psi\partial_x\psi^* - \psi^*\partial_x\psi),
\]  

and the axial potential, which is \(V(x)\) in Eq. (6), is dropped, as the following analysis deals with the dynamics in free space. The generalized GP equation [8], with scaled interaction parameters \(\sigma = (a_{11} + a_{22} + 2a_{12})/(2a_\perp)\) and \(\rho = (\hbar k_l/4m\Omega_r)(a_{11} - a_{22})/a_\perp^2\), is used below for the consideration of MI and formation of chiral solitons. Note that solutions of Eq. (8) with \(\sigma < 0\) for quiescent solitons, with an arbitrary real chemical potential, \(\mu < 0\), are precisely the same as in the case of \(\rho = 0\):

\[
\psi_{\text{sol}} = e^{-iux} \sqrt{2\mu/\sigma} \text{sech} \left( \sqrt{-2\mu} x \right).
\]
Equations [8] and [9] conserve the integral norm (proportional to the total number of particles), \( N = \int_{-\infty}^{+\infty} dx |\psi|^2 \), energy,
\[
E = -\frac{1}{2} \int_{-\infty}^{+\infty} dx \left( \left| \frac{\partial \psi}{\partial x} \right|^2 + \sigma |\psi|^4 \right), \quad (11)
\]
and momentum,
\[
P = -\int_{-\infty}^{+\infty} dx \left( J(x) + \rho |\psi|^4 \right) \quad (12)
\]
transforms Eq. [8] not into the equation of the same form for wave function \( \tilde{\psi}(\tilde{x}, t) \), written in the reference frame moving with arbitrary velocity \( u \), but into one with \( \sigma \) replaced by
\[
\tilde{\sigma} = \sigma - 2\rho u. \quad (14)
\]
Note that taking \( \rho u > \sigma/2 \) replaces \( \sigma > 0 \) (self-repulsion) by \( \tilde{\sigma} < 0 \) (self-attraction), and vice versa, taking \( \rho u < \sigma/2 \), in the case of \( \sigma < 0 \).
According to Eqs. [13] and [14], the solution of Eq. [3] for a soliton moving with velocity \( u \) is obtained from the quiescent one [10] [34]:
\[
\psi_{sol} = \exp \left( iux - i \left( \mu + u^2/2 \right) t \right) \sqrt{2\mu/(-\sigma + 2\rho u)} \times \text{sech} \left( \sqrt{-2\mu} (x - ut) \right). \quad (15)
\]
Obviously, this solution exists for \( \mu < 0 \) and \( 2\rho u - \sigma > 0 \). In the framework of the non-integrable GP equation [8], collisions between solitons moving at different velocities were studied in Ref. [35], revealing various inelastic outcomes of the collisions.
Lastly, as concerns dissipative effects, parameters of the loss, chiefly induced by collisions of atoms from the condensate with ones belonging to the thermal component of the gas, were calculated, in particular, in Ref. [34]. Estimates based on these values easily demonstrate that the dissipation is not an essential factor for experimentally relevant times.

III. THE LINEAR-STABILITY ANALYSIS (LSA)

We examine the MI via linear instability analysis (LSA) of the spatially uniform (alias continuous-wave, CW) state of the chiral condensate in the absence of the external potential, \( V(x) = 0 \). The respective linearized Bogoliubov-de Gennes equations for small perturbations about the CW wave function were derived in Refs. [33] [34], though the MI spectrum has not been derived, and is addressed here. The usual CW solution to Eq. [8] is
\[
\psi(x, t) = \sqrt{n} \exp \left( iKx - i\mu_{\text{CW}} t \right), \quad (16)
\]
with arbitrary density, \( n = |\psi|^2 \), real wavenumber \( K \), and chemical potential \( \mu_{\text{CW}} = \sigma n - 2\rho K \). It is more convenient to develop the MI analysis in the reference frame moving at velocity \( u = K \), applying the Galilean transformation provided by Eq. [13]. It removes term \( K x \) from the CW phase, replacing \( \sigma \) by
\[
\tilde{\sigma} = \sigma - 2\rho K, \quad (17)
\]
as per Eq. [14].
We perturb the CW state [16], replacing it by (in the moving reference frame, if \( K \neq 0 \))
\[
\psi = (\sqrt{n} + \delta \psi(x, t)) \exp (-i\mu_{\text{CW}} t), \quad (18)
\]
which results in the following linearized equation for the small perturbation, $\delta \psi(x,t)$:

$$i \partial_t (\delta \psi) = -\frac{1}{2} \partial_{xx}^2 (\delta \psi) + n \sigma (\delta \psi + \delta \psi^*) + in \rho \left( \partial_x \delta \psi - \partial_x \delta \psi^* \right)$$

(19)

where * stands for the complex conjugate, and $x$ is written instead of $\tilde{x}$, to simplify the notation, if the moving reference frame is used. We look for eigenmodes of the perturbations in the usual plane-wave form, $\delta \psi = a \cos(kx - \Omega t) + ib \sin(kx - \Omega t)$, with real wavenumber $k$ and complex eigenfrequency, $\Omega$, assuming that the actual system’s size is much greater than the healing length which determines a characteristic MI length scale. The substitution of this in Eqs. (19) and (9) results in the following dispersion equation:

$$\Omega^2 + 2n \rho k \Omega - n^2 k^2 - \frac{k^4}{4} = 0,$$

(20)

which yields two branches of the $\Omega(k)$ dependence:

$$\Omega_{\pm} = -n \rho k \pm \sqrt{\frac{k^4}{4} + k^2 n (\rho^2 + \tilde{\sigma})}$$

(21)

Equation (21) is the Bogoliubov dispersion relation for the propagation of small perturbations on top of the CW background. The expression on the right-hand side of Eq. (21) may be positive, negative or complex, depending on the signs and magnitudes of the interaction parameters. The CW solutions are stable if $\Omega_{\pm}(k)$ are real for all real $k$; otherwise, the instability gain is defined as $\xi \equiv |\text{Im}(\Omega_{\pm})|$. For $\rho = 0$ (no current nonlinearity), the above consideration reproduces the well-known results for BEC with the cubic self-attraction ($\sigma < 0$), yielding the MI in the wavenumber band $0 < k < 2 \sqrt{n |\tilde{\sigma}|}$, with the maximum MI gain, $\xi_{\text{max}} = n |\tilde{\sigma}|$, attained at $k_{\text{max}} = 2 n |\tilde{\sigma}|$.

The effect of the current nonlinearity, quantified by coefficient $\rho$, on the MI can be understood in the framework of Eq. (21). It is evident that the MI gain is essentially the same for both signs of the current nonlinearity, $\sigma$. Further, such chiral condensates may be modulationally unstable only for the attractive sign of the two-body interactions, i.e., $\tilde{\sigma} < 0$. The current-nonlinearity’s strength, $\rho$, controls the MI region and gain for a fixed value of $\tilde{\sigma}$, as shown in Fig. 1. It is found from Eq. (21) that the system is subject to the MI in the wavenumber range of $0 < k < 2 \sqrt{n |\tilde{\sigma}| - n \rho^2}$, provided that

$$\rho < \sqrt{|\tilde{\sigma}|/n}.$$

(22)

For $\rho \geq \sqrt{|\tilde{\sigma}|/n}$, the CW state is modulationally stable even for attractive two-body interactions, thereby revealing the stabilizing effect of the current nonlinearity in the chiral condensates. Further, substituting definition (17) in Eq. (22), the parameter region in which the MI takes place for $\rho K \neq 0$ amounts to the following interval of the current-nonlinearity’s strength:

$$K - \sqrt{K^2 - \sigma n} < n \rho < K + \sqrt{K^2 - \sigma n},$$

(23)

which exists provided that the cubic-nonlinearity coefficient satisfies condition

$$\sigma n < K^2.$$

(24)

In particular, this condition holds for all $\sigma < 0$, while $K \neq 0$ may impose the MI even in the case when the cubic term in Eq. (8) is self-defocusing, with $\sigma > 0$. In combination with the Feshbach-resonance techniques, which makes it possible to adjust the value of $\sigma$, the chiral-interaction strength, $\rho$, can be used to tune the MI gain, including suppression of the instability. This possibility can be adequately described in terms of the change of the maximum MI gain $\xi_{\text{max}}$ at $k = k_{\text{max}}$, following the variation of $\rho$. It follows from Eq. (21) that, for $\rho < \sqrt{|\tilde{\sigma}|/n}$, the largest MI gain,

$$\xi_{\text{max}} = n (|\tilde{\sigma}| - n \rho^2)$$

(25)

is attained at

$$k_{\text{max}} = \pm \sqrt{2 n (|\tilde{\sigma}| - n \rho^2)}.$$

(26)

It is seen from Eqs. (25) and (26) that both $\xi_{\text{max}}$ and $k_{\text{max}}$ decrease monotonically with the increase of $\rho$, up to $\rho = \sqrt{|\tilde{\sigma}|/n}$, as shown in Fig. 2. The value $\xi_{\text{max}}$ vanishes at $\rho^2 = |\tilde{\sigma}|/n$, which is the above-mentioned MI boundary, given by Eq. (22).

A plot of the variation of $k_{\text{max}}$ with the change of the strength of the nonlinearity coefficients, $\rho$ and $\tilde{\sigma}$, is presented, in the form of a heatmap, in Fig. 3, as per Eq. (26). This plot also shows that the addition of the current nonlinearity results in the stabilization of the condensate against the modulational perturbations. Next we study the variation of MI gain with respect to the strength of the two-body attraction, $\tilde{\sigma}$, at a fixed

![Figure 1: (Color online) The MI stability diagram, determined by Eq. (21) for $n = 10$ and different values of $k$ in the ($\tilde{\sigma}, \rho$) plane: as it follows Eq. (21), the CW state is modulationally stable for $\rho^2 \geq (k^2 - \sigma n) / (4n^2)$. Note the symmetry of the curves about $\rho = 0$.](image-url)
Proceeding to the numerical analysis, we employed a sixth-order Runge-Kutta scheme for simulations of the GP equation (8), cf. Refs. [59, 60]. The kinetic-energy term was dealt with by dint of the fast Fourier transform, while the spatial derivative in the current-nonlinearity part we approximated by the fourth-order central-difference formula. In the simulations, we fixed the timestep, $\Delta t = 0.0001$, the domain size, $L = 100$, and the spatial mesh size, $\Delta x = L/N$ with $N = 2048$, unless mentioned otherwise.

The initial condition was taken as the CW background with uniform density, $n = 10$, and $K = 0$ [see Eq. (16)], seeded by weak random perturbations. It is clearly seen from Fig. 2 that the system is modulationally unstable for $\sigma = -0.1$, provided that $\rho < 0.1$. Figure 3(a) shows the spatiotemporal evolution of the initially perturbed CW density for parameters $\sigma = -0.1$, $\rho = 0.08$. It shows generation of a train of chiral solitons at $t \geq 50$, propagating in the negative $x$-direction. The unidirectional propagation is a signature of the chiral solitons, see Eq. (18). Further, solitons belonging to the train collide inelastically due to the nonintegrability of the model [34].

The direction of motion of the solitons is determined by the sign of $\rho$, while the occurrence of the MI is independent of this sign, as shown in the previous section. To confirm this expectation, in Fig. 3(b) we set $\rho = -0.08$ for the same $\sigma = -0.1$. This simulation gives rise to a soliton train, with the same structure, but propagating in the positive $x$-direction. The choice of the propagation direction by the generated solitons can be understood from the $k$-space density, $n(k_x)$, shown in Fig. 6 where modes with $k_x < 0$ are chiefly excited.

The wavenumber corresponding to the maximum of $n(k_x)$ in the spontaneously excited mode is $k_x \approx 0.81$. Note that it is close to $k_{\text{max}} = 0.84$ predicted by the LSA. Further, values $k_{\text{max}} = 0.84$ and $\xi_{\text{max}} = 0.36$ correspond, severally, to the fastest growing mode with wavelength $\lambda_{\text{max}} \approx 2\pi/k_{\text{max}} \approx 7.4$ and growth time scale $\tau = 2\pi/\xi_{\text{max}} \approx 17$. In turn, $\lambda_{\text{max}}$ determines the number of solitons in the train observed in Fig. 5 as $n_{\text{sol}} \approx L/\lambda \approx 14$, where $L = 100$ is the above-mentioned
Figure 5: (Color online) The evolution of the condensate density due to the development of the MI for the cubic-attraction strength $\sigma = -0.1$ with (a) $\rho = 0.08$, and (b) $\rho = -0.08$.

We extend the numerical analysis by varying $\rho$ at fixed $\sigma$. Figure 7 shows the temporal evolution of the midpoint density, $n(x = 0)$, for $\rho = (0.1, 0.09, 0.08)$. The MI condition (22), predicted by LSA, is exactly confirmed by the figure. Further, it is seen that, as $\rho$ increases towards value $\sqrt{|\sigma|/n}$, above which the MI is suppressed, instability-growth time increases, due to the decrease in the MI gain, in agreement with Fig. 2. Numerical data produced by these simulations are summarized in Table I. It is clearly seen that the findings agree with the predictions of the LSA analysis.

Lastly, we address the 1D setting corresponding to the ring geometry with radius $R$ and periodic boundary conditions, the accordingly rescaled form of Eqs. (8) and (9) being

$$i \frac{\partial \varphi(\theta, \tau)}{\partial \tau} = \left(-\frac{1}{2} \frac{\partial^2}{\partial \theta^2} + \tilde{g}|\varphi|^2 - 2a J(\theta)\right)\varphi(\theta, \tau), \quad (27)$$

with $J(\theta) = (i/2) \text{Im}(\varphi \partial_\theta \varphi^* - \varphi^* \partial_\theta \varphi)$ and wave function $\varphi$ subject to the normalization condition $\int_0^{2\pi} d\theta |\varphi(\theta, \tau)|^2 = 1$, where $\theta$ is the angular coordinate on the ring. The accordingly scaled parameters are $\tilde{g} = (g - 2\alpha u) (mR^2/h^2)$ and $a = \alpha R/h$, with
Table I: The summary of the MI characteristics produced by the LSA and numerical simulations for the fixed cubic-attraction coefficient, $\sigma = 0.1$, fixed CW density, $n = 10$, and different values of the current-nonlinearity’s strength, $\rho$. Wavenumber $k_{\text{max}}$ and the respective wavelength, $\lambda = 2\pi/k_{\text{max}}$, corresponding to the largest MI gain, $\xi_{\text{max}}$, are given by Eq. (26). The MI growth time, $\tau = 1/\xi_{\text{max}}$, is determined by Eq. (25). The number of solitons in the MI-generated train is accurately approximated by estimate $n_{\text{sol}} \approx L/\lambda$, see the text.

| $\sigma$ | $\rho$ | $k_{\text{max}}$ | $\lambda$ | $\tau$ | number of solitons |
|---------|--------|-------------------|-----------|-------|-------------------|
| 0.05    | 1.22   | 5.13              | 8.37      | ~ 19  |                   |
| -0.1    | 0.08   | 0.84              | 7.40      | 17.45 | ~ 14              |
| 0.09    | 0.61   | 10.19             | 33.06     | ~ 10  |                   |
| 0.1     | 0      | $\infty$        | $\infty$  |       | 0                 |

$\alpha \equiv q(g_{11} - g_{22})/(8\Omega R)$ determined by integer winding number $q$ of the laser beam used to induce the circumferential gauge potentials. In this case, the CW state [18], including term $K\theta$ in the phase, can be constructed too, with integer values of $K$ allowed by the circular boundary condition.

As typical parameter values, we take $a = \pi/4$, $u = -1/4$ and $g = -4$, the respective cubic-term coefficient in Eq. (27) being $\bar{g} = -3.6$. Note that this value satisfies condition $g < -\pi$, which is necessary to the transition from the uniform state in the ring to a soliton-like pattern [61]. For this case, Fig. 8 shows the nonlinear evolution of the weak perturbations, initiated by the MI, that ultimately coalesce into a single chiral soliton, which performs circular motion on the ring. Note that the system does not converge to an equilibrium state that would be appropriate for the realization of the quantum time crystal. In addition to the spatial distribution of the density, displayed in Fig. 8(a), panel 8(b) shows that the wavenumber corresponding to the initially excited mode is $|k_\theta| = 1$. It matches well to the analytical estimate given by the Eq. (26), even if it was derived for the infinite system, rather than for the circumference. As mentioned above, owing to the ring geometry of the condensate, only integer values are allowed for wavenumbers $k$. Consequently, the condensate undergoes oscillation in the $k$–space, as observed in Fig. 8(b).

V. CONCLUSION

We have studied the MI (modulational instability) of the chiral condensate by means of LSA (linear stability analysis) and direct simulations. The chirality is introduced by the action of the current nonlinearity. A peculiar property of this nonlinearity is its zero-energy character, as, being accounted for by term $\sim \rho$ in the underlying GP equation (8), it is not represented in the respective energy, given by Eq. (11). Nevertheless, the current nonlinearity strongly affects the MI, tending to suppress it. Direct simulations demonstrate that, as long as the MI is present, it generates a train of stochastically interacting chiral solitons in the extended system, or a single soliton in the ring-shaped one. The MI gain does not depend on the sign of the current nonlinearity, although the sign determines the direction of the motion of the generated solitons.

An interesting extension of the work may be the consideration of GP (Gross-Pitaevskii) equations including the current nonlinearity in a combination with nonlinear terms that give rise to the onset of the critical collapse. In the 1D setting, the collapse is induced by the self-focusing quintic term, which may represent attractive three-body interactions in the atomic condensate [62, 63]. A crude estimate of the virial type [64] suggests that the current nonlinearity, although it is not represented in the system’s energy, may compete on a par with the quintic

![Figure 8: (Color online) Numerically simulated evolution of MI in a circumferentially confined condensate with $\bar{g} = -3.6$, $a = \pi/4$ and $\int_0^{2\pi} d\theta |\langle \theta, \tau \rangle|^2 = 1$. The white circle represents the wave vector corresponding to the initially excited mode.](image-url)
self-atraction, hence it may essentially affect the collapse dynamics. Further, the same current term can be added, as a quasi-1D one, to the two-dimensional (2D) GP equation, with the usual cubic self-atraction, which drives the development of the critical collapse in 2D [64]. An estimate suggests that, in the 2D setup, the current nonlinearity will be the strongest term in the collapsing regime, hence its effect may be crucially important.
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