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Abstract: This paper aims to develop an artificial neural network (ANN) to predict the energy consumption and cost of cross laminated timber (CLT) office buildings in severe cold regions during the early stage of architectural design. Eleven variables were selected as input variables including building form and construction variables, and the values of input variables were determined by local building standards and surveys. ANNs were trained by the simulation data and Latin hypercube sampling (LHS) method was used to select training datasets for the ANN training. The best ANN was obtained by analyzing the output variables and the number of hidden layer neurons. The results showed that the ANN with multiple outputs presented better prediction performance than the ANN with single output. Moreover, the number of hidden layer neurons in ANN should be greater than five and preferably 10, and the best mean square error (MSE) value was 1.957 \times 10^3. In addition, it was found that the time of predicting building energy consumption and cost by ANN was 80% shorter than that of traditional building energy consumption simulation and cost calculation method.
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1. Introduction

Compared with other industries, the energy consumption of the construction industry is the largest [1]. The construction industry not only consumes a large amount of energy and natural resources in the world, but also has a significant impact on climate change and greenhouse gas emissions [2]. Its energy consumption accounts for 35% of the total energy consumption [3], and its carbon emission accounts for one third [4].

Office buildings are the largest energy consumption buildings in all types of buildings [5]. Owing to the growing demand of social development, the number of office buildings has increased dramatically. Office building consumed 172.6 billion kWh of electricity, and its area reached 890 million m^2 at the end of 2007 in China [6]. Nowadays, to pursue comfortable office environment and work efficiency, the utilization of office air conditioning is much higher than other buildings. However, the utilization of energy is coarse, which leads to a great waste of energy. Therefore, how to reduce the energy consumption of office buildings has become an urgent problem to be solved. In addition, in severe cold regions the energy consumption of office buildings is much higher than other regions.

The building envelope plays a dominating role in building energy efficiency performance [7], and it is therefore of great significance to improve the performance indicators of building envelope for saving energy and reducing carbon emission [8]. Woods are widely used in building envelopes...
because the heat transfer coefficient of woods are lower than that of concrete. The energy consumption and carbon emissions of wood-framed buildings are significantly lower than those of concrete-framed buildings [9].

Cross laminated timber (CLT) is a structural material, which is mainly used for the multi-storey buildings’ load-bearing walls and floors [10]. It is usually made of small diameter timbers and low-value woods infected by insects [11]. The strength and stiffness of the laminated timber can be greatly improved by gluing several layers of woods to form the cross adhesive layers [12]. Not only can CLT meet the requirements of the building structure, but also can enhance the beauty of buildings, save the cost of structures and pick up the construction speed [10]. In addition, since CLT is made of laminated boards, the energy disappears with the friction of the boards during the earthquake. So, it also has a good seismic performance [13]. As early as 1990, there were some researches about laminated timber [11]. For example, there were studies about the mechanical properties and corrosion resistance of laminated timbers [14]. CLT is very popular because of the large amount of lumber, which can also be recycled. The use of CLT is in line with the requirements of sustainable development [15]. For the building life cycle, CLT, compared to steel sandwich panels, can reduce 80% energy consumption in the operating period [16]. However, there is always a negative correlation between the cost of building and the building energy consumption. Hence, architects have to balance both of the building cost and energy performance in CLT office building design [17].

Building energy consumption and building cost are two important indexes of building performance [18]. Valdiserri et al. evaluated the economy of the energy saving retrofit schemes for building envelope based on payback period. They found that the government policies and the climate of the building location had a significant impact on the payback period [19]. Song et al. analyzed the influences of the six envelope parameters on the thermal response to the envelope. It was found that the infiltration and the thermal performance of exterior walls and windows are important parameters affecting the cooling load of buildings [20]. Gustafsson et al. evaluated the energy renovation packages based on life cycle cost and life cycle assessment. Through the ways of renovation in the study, office buildings can reduce 77% of building energy consumption and 19% of the cost over 30 years [21]. Balionis et al. presented an assessment model for multi-storey office buildings based on the comprehensive evaluation of building energy consumption, investment, carbon emissions, thermal comfort and other building performance indicators by computer simulation [22]. All of the above studies have used computational methods to predict building energy consumption or calculate the construction cost. However, it is difficult to obtain the results of building energy consumption prediction and construction cost calculation simultaneously. This is because most of the existing computational softwares can only calculate one target variable. In addition, in the process of simulation or calculation, it is very complicated and time-consuming to establish a prediction model. Therefore, building energy consumption prediction and cost calculation are inefficient.

ANN is gradually being used more frequently in architectural design to predict the building performances [23,24], which was considered as a promising way to instead the utilization of building performance simulation tools [25]. It can help architects make a preliminary estimation of building performances by inputting several simple parameters in the early stage of architectural design and it can save the unnecessary modeling time and improve the efficiency of architectural design. The ANN is widely studied because of its simple operation and more accurate prediction performance [26], accounting for 41% of the studies on artificial intelligence learning algorithm for building performance prediction [27].

ANN is a machine learning tool which is used to solve nonlinear statistical problems based on biological neural network [27]. The structure of a typical ANN is composed of input, hidden and output layers which are interconnected [28]. ANNs correlate the input and output data by learning the historical data [23], which could calculate the non-linear correlation between inputs and outputs. They can also reduce the calculation time dramatically [29]. In previous studies, ANNs were used to predict the cooling energy consumption [30,31], heating energy consumption [32,33], electricity
consumption [34,35], thermal comfort [36] and the cost [37–39]. However, there are lots of researches on building performance prediction in other climatic regions [40–43], and few regarding severe cold regions. Affected by the cold climate, the building form and the thermal performances of envelopes in the severe cold regions are different from that of other climate regions. Building energy consumption and cost are also different from that of other climate regions. Therefore, it is necessary to increase the investment into the research of the prediction of building energy consumption and cost in severe cold regions. In addition, there are many studies on the ANNs of single output variables, and less researches on ANNs with multiple output variables. In summary, based on the typical form model of office buildings in severe cold regions, the paper aims to establish an ANN to help architects make a preliminary estimation of energy consumption and cost of CLT office buildings in severe cold regions by inputting several simple parameters during the early stage of architectural design. The performances of the ANN with multiple output variables is discussed, which will provide the reference for future researches.

2. Methods

2.1. The Framework

In this paper, an ANN was implemented by coupling EnergyPlus (Version 8.5, United States Department of Energy and Lawrence Berkeley National Laboratory, Washington, DC, USA and Berkeley, CA, USA), Grasshopper (Version 5.12, Robert McNeel Associates, Seattle, WA, USA) and the neural network toolbox of MATLAB (R2016a, MathWorks, Natick, MA, USA) to predict the energy consumption and the construction cost of CLT office buildings as presented in Figure 1.

\[ \text{Design of the structure of ANN} \quad \text{Obtaining of training data of ANN} \quad \text{Training and correction of ANN} \]

Figure 1. The framework of this paper.

Firstly, the structure of ANN was designed including a selection of input and output variables, determination of transfer and learning functions. Then, the parametric model of CLT office building with typical morphological features in severe cold regions was developed by Grasshopper.

The parameters of input variables could be easily modified to facilitate simulations and calculations in different situations. The boundary conditions of building energy consumption simulation and construction cost calculation, including thermal properties of building envelope materials, equipment and lighting loads, occupancy schedules, the prices of structure and so on, were obtained from the local standards and survey. The simulations of building energy consumption and construction cost were performed using the parametrical model coupling EnergyPlus and Grasshopper. Latin hypercube algorithm was used to sampling the input parameters.

The ANN was trained by the simulation results using MATLAB. The performances of ANNs with various numbers of output variables and hidden layer neurons are discussed below. Finally, the ANN with best performance is proposed.
2.2. Design of the Structure of ANN

The building energy consumption and construction cost were determined as output variables of the ANN in this paper. Eleven variables which could be easily determined by architects in the early stage of architectural design were selected as the input variables of the ANN. The inputs variables included 6 building form variables and 5 building construction variables as showed in Table 1.

| Type of Variable                          | Variable                                    | Unit  | Time Step |
|-------------------------------------------|---------------------------------------------|-------|-----------|
| Input variables                           | Aspect ratio (length/width)                 | -     | 0.01      |
|                                           | North window to wall ratio                  | -     | 0.01      |
|                                           | South window to wall ratio                  | -     | 0.01      |
|                                           | East window to wall ratio                   | -     | 0.01      |
|                                           | West window to wall ratio                   | -     | 0.01      |
|                                           | Number of floors                            | -     | 1         |
|                                           | Thickness of exterior wall insulation layer | mm    | 1         |
|                                           | Thickness of roof insulation layer          | mm    | 1         |
|                                           | Thickness of exterior wall structural layer | mm    | 1         |
|                                           | Type of external wall insulation material    | -     | -         |
|                                           | Type of roof insulation material             | -     | -         |
| Output variables                          | Construction cost                           | yuan  | 1         |
|                                           | Building energy consumption                 | kW·h/m² | 0.001    |

BP (Back Propagation) ANN is a feedforward neural network, and it is widely used as its excellent performance [44]. In this paper, BP ANN with one hidden layer was applied to predict building energy consumption and cost performances. The paper selected the “Tansig” function as the transfer function between the input layer and the hidden layer, and selected the ‘purelin’ function as the transfer function between the hidden layer and the output layer. In addition, the Levenberg–Marquardt algorithm was used to train the ANN.

2.3. Calculation of Building Performances

2.3.1. The Simulation of Energy Consumption

The building energy consumption evaluation focused on the operation phase which is of great importance and accounts for 70–80% of the total building energy consumption in life cycle assessment. The energy consumption included heating, cooling, equipment and lighting energy consumption as shown in Equation (1):

\[ E = E_{he} + E_{co} + E_{eq} + E_{li} \]  

(1)

where \( E \) is the total energy consumption (kW·h/m²), \( E_{he} \) is the heating energy consumption (kW·h/m²), \( E_{co} \) is the cooling energy consumption (kW·h/m²), \( E_{eq} \) is the equipment energy consumption (kW·h/m²), \( E_{li} \) is the lighting energy consumption (kW·h/m²).

The building energy consumption simulation tool used in this paper is EnergyPlus—an energy simulation software that integrates load, equipment and system models. The smallest time step of simulation is seconds. EnergyPlus adopts the reaction coefficient method to simulate the heat transfer process of the building envelope and it calculates the energy consumption load and the indoor temperature by the thermal balance method. EnergyPlus makes common systems and configurations into modules, which is more convenient for users to choose and operate. It can simulate energy consumption by inputting the weather file, the architecture design parameters, the schedules of people, air conditioning, lighting, equipment and other information. The step size of building energy consumption simulation can be adjusted according to the actual demand. In addition, EnergyPlus can be called by grasshopper for building energy simulation. It has an advantage in the simulation of nonlinear building energy consumption and meets the needs of the development of energy-saving design.
2.3.2. The Calculation of Construction Cost

The construction cost is composed of direct fee, overheads, profit and tax. The direct fee, which is used to form or to help form the engineering entity directly during construction period, is composed of direct engineering fee and measure fee. The direct engineering fee is composed of the fees of labor, materials and construction machinery. As the other fees vary greatly by the influence of objective factors, such as enterprise management fees, measure expenses and taxes, the costs of these parts are difficult to be determined. Thus, the construction cost in this study was the comprehensive unit price of building engineering, which is composed of direct engineering fee and profit as shown in Equation (2):

\[ C = C_{lab} + C_{mat} + C_{mac} + C_{pro} \]  

where \( C \) is the comprehensive unit price (thousand yuan), \( C_{lab} \) is the labor cost (thousand yuan), \( C_{mat} \) is the material cost (thousand yuan), \( C_{mac} \) is the construction machinery cost (thousand yuan), \( C_{pro} \) is the profit (thousand yuan).

2.4. The Reference Building

2.4.1. Building Form Parameters

According to the surveys, the plane of office buildings in severe cold regions is mostly rectangular. The long side of the building is mostly 48m and the short side of the building is mostly 18m. These data account for more than 50% of the total survey data respectively. Therefore, the floor area of the reference building in this paper was 900 m² and the height of the internal storey was 3.6 m, which is the typical value for office building in severe cold regions. Six variables were used to control the reference building form. Table 2 showed the variables and the ranges of the variables [45]. Figure 2 illustrated three case models used in this study.

![Figure 2. Three case models used in this study. (a) The case model with large aspect ratio. (b) The case model with medium aspect ratio. (c) The case model with small aspect ratio.](image)

| Variable                     | Range       |
|------------------------------|-------------|
| Aspect ratio (length/width)  | 1–4         |
| North window–wall ratio      | 0.2–0.8     |
| South window–wall ratio      | 0.2–0.8     |
| East window–wall ratio       | 0.2–0.8     |
| West window–wall ratio       | 0.2–0.8     |
| Number of floors             | 1–7         |

2.4.2. Construction Parameters

In this study, the structure of the main body of the building was constructed by CLT. Figures 3 and 4 showed the details of exterior wall and roof of the reference buildings. External insulating systems were used in exterior wall and roof of the reference building. These were both composed
of protective layer, insulation layer, structural layer and finish layer. The materials and thickness of insulation layer and the thickness of structural layer of exterior wall can be changed under different situations. The thickness of roof structural layer was greatly affected by structural mechanics, so its thickness was determined as 264 mm [1].

![Figure 3. The structural system for exterior walls.](image)

![Figure 4. The structural system for roofs.](image)

According to the survey, the exterior wall insulation materials of office buildings in severe cold regions include expanded polystyrene, extruded polystyrene and rock wool. The common thickness of exterior wall insulation layer is between 80 mm and 120 mm. The roof insulation materials of office building in cold area include expanded polystyrene, extruded polystyrene and glass wool, of which thicknesses are between 80 mm and 170 mm. In addition, the thickness of structural layer of exterior wall is between 200–300 mm.

Based on the data, the ranges of model structural layers’ thickness were determined. Tables 3 and 4 showed the scopes of thicknesses and the materials of structural layers of the building envelopes in this study. The thickness of structural layer of exterior wall ranged from 60 mm to 500 mm, which is restricted by the capacity of the CLT panels. The ranges of all variables cover the ranges of the usual setting of the office building envelope in severe cold regions.

| Variable                              | Range     |
|---------------------------------------|-----------|
| Thickness of exterior wall insulation layer | 0–200 mm |
| Thickness of roof insulation layer     | 0–200 mm  |
| Thickness of exterior wall structural layer | 60–500 mm |
2.4.3. Other Boundary Conditions

The occupancy schedule of the reference building was from 9:00 to 17:00, and there were 2 h for lunch, from 11:00 to 13:00. However, the running time of air conditioning was longer to keep the indoor environment comfortable. The power of equipment system would decrease at lunchtime. In addition, while there was no one coming to work during the holiday, the air conditioning system should still be running during the holidays to ensure a certain indoor temperature to protect the heating pipes and so on. The ideal air-conditioning system is used in this study. The air loop, water loop, and other initial setting of air conditioning are not redefined. Figure 5 illustrated the schedules of air-conditioning. Figures 6–8 illustrated the schedules of lighting, equipment and occupancy condition in the office building respectively. Tables 5–7 showed the loads boundary conditions of the simulation model.

### Table 4. The materials of structural layers of building envelope.

| Variable                        | Material                |
|---------------------------------|-------------------------|
| Exterior wall insulation material | Expanded polystyrene    |
|                                  | Extruded polystyrene    |
|                                  | Rock wool               |
| Roof insulation material        | Expanded polystyrene    |
|                                  | Extruded polystyrene    |
|                                  | Glass wool              |

![Figure 5](image-url)  
**Figure 5.** Schedules of air-conditioning. (a) The schedule of air-conditioning on week days; (b) The schedule of air-conditioning on holidays.

![Figure 6](image-url)  
**Figure 6.** The schedule of lighting.
In the process of cost calculation, the amount of material and labor required for each building structure were obtained through the local building standard. The prices of materials come from the data published by the government and the network investigation [46]. Table 8 showed the construction cost of materials.

### Table 5. Thermal parameters of non-transparent materials.

| Material              | Density       | Conductivity | Specific Heat |
|-----------------------|---------------|--------------|--------------|
| Expanded polystyrene  | 18 (kg/m³)    | 0.041 (W/m·k) | 2414.8 (J/kg·k) |
| Extruded polystyrene  | 25 (kg/m³)    | 0.03 (W/m·k)  | 5546.4 (J/kg·k) |
| Rock wool             | 80 (kg/m³)    | 0.05 (W/m·k)  | 1220 (J/kg·k)  |
| Glass wool            | 148 (kg/m³)   | 0.037 (W/m·k) | 1340 (J/kg·k)  |
| CLT                   | 471 (kg/m³)   | 0.13 (W/m·k)  | 1600 (J/kg·k)  |
| Plaster               | 1050 (kg/m³)  | 0.33 (W/m·k)  | 1050 (J/kg·k)  |
| Aluminum              | 2700 (kg/m³)  | 203 (W/m·k)   | 920 (J/kg·k)   |

### Table 6. Thermal parameters of transparent material.

| Material              | Conductivity | Solar Heat Gain Coefficient | Transmittance |
|-----------------------|--------------|----------------------------|---------------|
| Triple glazing window | 2 (W/m·k)    | 0.739                      | 0.7           |

### Table 7. Loads conditions.

| Boundary Condition         | Value         |
|----------------------------|---------------|
| Power density of lighting  | 9 (W)         |
| Power density of equipment | 15 (W)        |
| Power density of people    | 10 (m²/person) |
Table 8. The construction cost of materials.

| Construction Material                                      | Cost            |
|------------------------------------------------------------|-----------------|
| CLT                                                        | 5593.25 (yuan/m³) |
| Insulation layer of expanded polystyrene on roof           | 353.18 (yuan/m³)   |
| Insulation layer of extruded polystyrene on roof           | 576.11 (yuan/m³)   |
| Insulation layer of glass wool on roof                     | 393.23 (yuan/m³)   |
| Insulation layer of expanded polystyrene for exterior wall | 1179.81 (yuan/m³)   |
| Insulation layer of rock wool for exterior wall            | 1287.93 (yuan/m³)   |
| Insulation layer of extruded polystyrene for exterior wall | 1362.01 (yuan/m³)   |
| Mortar                                                     | 169.52 (yuan/m³)   |
| Plasterboard                                               | 43.75 (yuan/m²)    |
| Aluminum plate                                             | 40.428 (yuan/m²)   |
| Triple glazing window                                      | 299.57 (yuan/m²)   |

2.5. Training and Correction of ANN

Latin hypercube sampling (LHS) is used for training data sampling in this study. Compared with the Monte Carlo method, LHS can achieve the same effect with less sampling [47]. LHS divided the parameters of each input variable into many parts and ensured that each part has the same probability to be selected, which is useful to get a more uniform distribution of samples than the Monte Carlo method where the probability of sample extraction near the mean is larger than near both ends.

Therefore, based on the model established in this paper, 500 groups of experimental data were extracted by LHS. The training data in this paper exceeds the minimum number for the training data which is calculated by Equations (3) and (4) [48]:

\[ n_h = 2n_i + 1 \]  \hspace{2cm} (3)

where \( n_h \) is the maximum number of neurons in hidden layer, \( n_i \) is the number of input variables;

\[ n_d = \left( n_h - \frac{n_i + n_o}{2} \right)^2 \]  \hspace{2cm} (4)

where \( n_d \) is the minimum number of the training data, \( n_o \) is the number of neurons in the output layer.

Then, the distribution of ANN training data should be determined. The range of each parameter was divided into several parts, and the number of samples in each part was compared. The distribution of samples can be determined by this method. After that, building energy consumption simulation and envelope construction cost calculation were carried out for the 500 groups of experiments.

In addition, ANN was established by the results of calculation and simulation. The data which were used for ANN training were randomly divided into training data, validation data and test data according to the proportion of 70:15:15. The ANN training process is terminated when the number of epochs reached the maximum number or the MSE continuous increases 6 times. The maximum number of epochs was set to 1000.

Then, the training effects of ANN with single output variable and multiple output variables were compared. Furthermore, the prediction accuracies of ANN whose neurons in hidden layer are 5, 10, 15 and 20 respectively were analyzed. Finally, the ANN with the best prediction effect was proposed.

3. Results and Discussion

3.1. The Results of Latin Hypercube Sampling

The insulation materials and the floors of the building are not continuous linear variables. Thus, the insulation materials were divided into one part according to each material and the floors of the building were divided into one part according to one layer. Other continuous linear variables were
divided into 10 parts according to their range of values. Figures 9–11 showed the sample distribution of each variable.

According to the distribution of samples, the results of LHS were satisfactory. The samples were evenly distributed in all parts of each variable whether it was a continuous linear variable or not. While the sample size of tenth parts of continuous linear variable was larger than that of other parts as the value of the tenth parts was larger than the other nine.
3.2. The Comparing Results of ANNs with Different Output Variables

The output variables of the ANN were building energy consumption and the cost. However, the ANN can predict either single variable or multiple variables at the same time. Therefore, the prediction effects of ANNs with different output variables were compared in this paper to get the better prediction effects.

3.2.1. The ANN with Single Output Variable

Firstly, the performance of ANN with energy consumption as output variable were presented in Figure 12. The training process was terminated at the 17th epoch. The regression R values of training, validation and test data were 0.9916, 0.9622 and 0.9615, and the regression R value of all data was 0.9833. The MSE was 1.5858. In addition, the error distribution of most forecasts was between −1.727 and 1.495, satisfying the normal distribution characteristic.

![Figure 12](image.png)

(a) Training results of the ANN with energy consumption as output variable. (b) The distribution of training error.

Then, the ANN training was carried out again by changing the output variable to the construction cost. Figure 13 illustrated the results of the ANN training. The training process was terminated at the 19th epoch. The regression R values of training, validation and test data were 0.9975, 0.9934 and 0.9964, and the regression R value of all data was 0.9995. The MSE was 1.957 × 10³. In addition, the error distribution of most forecasts was between −0.1229 and 0.1057.

![Figure 13](image.png)

(a) Training results of the ANN with construction cost as output variable. (b) The distribution of training error.
3.2.2. The ANN with Multiple Output Variables

Figure 14 illustrated the training results of the ANN with energy consumption and construction cost as output variables. The training process was terminated at the 38th epoch. All the R values were higher than the R values of ANNs with single output. The regression R values of training, validation and test data were 0.9996, 0.9997 and 0.9988, and the regression R value of all data was 0.9995. The MSE is $1.957 \times 10^3$. In addition, the distribution of errors was more concentrated than the previous results. To summarize, the ANN with multiple output variables should be applied to predict energy consumption and cost of CLT office buildings in severe cold regions.

![Figure 14](image)

**Figure 14.** Training results of the ANN with multiple output variables; (a) The regression R values of training. (b) The distribution of training error.

3.3. The Comparing Results of ANNs with Different Number of Hidden Layer Neurons

The influences of the number of neurons in hidden layer on ANN were analyzed. The number of hidden layer neurons were set as 5, 15 and 20 respectively. The training process were terminated at the 34th, 12th and 17th epoch. Table 9 showed the results of the performances of ANNs with different number of neurons in hidden layer.

| The Number of Hidden Layer Neurons | R Value of Training | R Value of Validation | R Value of Test | R Value of All Data | MSE      |
|------------------------------------|---------------------|----------------------|----------------|---------------------|----------|
| 5                                  | 0.9986              | 0.9978               | 0.9986         | 0.9985              | $1.552 \times 10^4$ |
| 10                                 | 0.9996              | 0.9997               | 0.9988         | 0.9995              | $1.957 \times 10^3$ |
| 15                                 | 0.9994              | 0.9994               | 0.9991         | 0.9993              | $3.721 \times 10^3$ |
| 20                                 | 0.9996              | 0.9990               | 0.9994         | 0.9995              | $6.469 \times 10^3$ |

The performances of ANN with five neurons in the hidden layer were worse than others. The regression R values were smaller and the value of MES was greater. In addition, the R values of the ANN with 10 neurons in the hidden layer was similar to the R values with 15 and 20 neurons, but the best was the ANNs with 10 hidden layer neurons. Thus, it is concluded that the number of hidden layer neurons in this study should be set as 10 and the best MSE is $1.957 \times 10^3$.

4. Conclusions

In this paper, an ANN was established to predict the energy consumption and cost of the CLT office buildings in severe cold regions. The proper sampling method, output variables and the number of neurons in the hidden layer were all determined by a series of analyses. The main conclusions of this study were as follows:
• The LHS method can guarantee the homogeneity of the samples and be competent for the sampling work of the ANN training data.

• The ANN with multiple output variables has better prediction performance than the ANN with single output variable when predicting the energy consumption and cost of CLT office buildings in severe cold regions.

• For the ANN established in this paper, the number of hidden layer neurons in ANN should be greater than 5 and the best is 10. The best MSE is $1.957 \times 10^3$.

• The time of predicting building energy consumption and cost by ANN is 80% shorter than that of traditional building energy consumption simulation and cost calculation methods.
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Nomenclature

ANN Artificial neural network
CLT Cross laminated timber
LHS Latin hypercube sampling
MSE Mean square error
BP Back propagation
$E$ Total energy consumption (kW·h/m²)
$E_{he}$ Heating energy consumption (kW·h/m²)
$E_{co}$ Cooling energy consumption (kW·h/m²)
$E_{eq}$ Equipment energy consumption (kW·h/m²)
$E_{li}$ Lighting energy consumption (kW·h/m²)
$C$ Comprehensive unit price (thousand yuan)
$C_{lab}$ Labor cost (thousand yuan)
$C_{mat}$ Material cost (thousand yuan)
$C_{mac}$ Construction machinery cost (thousand yuan)
$C_{pro}$ Profit (thousand yuan)
$n_h$ The maximum number of neurons in hidden layer
$n_d$ The minimum number of the training data
$n_i$ The number of input variables
$n_o$ The number of output variables
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