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Abstract—We present systematic and efficient solutions for both observability enhancement and root-cause diagnosis of post-silicon System-on-Chips (SoCs) validation with diverse usage scenarios. We model specification of interacting flows in typical applications for message selection. Our method for message selection optimizes flow specification coverage and trace buffer utilization. We define the diagnosis problem as identifying buggy traces as outliers and bug-free traces as inliers/normal behaviors, for which we use unsupervised learning algorithms for outlier detection. Instead of direct application of machine learning algorithms over trace data using the signals as raw features, we use feature engineering to transform raw features into more sophisticated features using domain specific operations. The engineered features are highly relevant to the diagnosis task and are generic to be applied across any hardware designs. We present debugging and root cause analysis of subtle post-silicon bugs in industry-scale OpenSPARC T2 SoC. We achieve a trace buffer utilization of 98.96% with a flow specification coverage of 94.3% (average). Our diagnosis method was able to diagnose up to 66.7% more bugs and took up to 847× less diagnosis time as compared to the manual debugging with a diagnosis precision of 0.769.

I. INTRODUCTION

Post-silicon validation is a crucial component of a modern SoC design validation that is performed under highly aggressive schedules and accounts for more than 50% of the validation cost [23], [34].

An expensive component of the post-silicon validation is application level use-case validation through message passing. In this activity, a validator exercises various target usage scenarios of the system (e.g., for a smartphone, playing videos or surfing the Web, while receiving a phone call) and monitors for failures (e.g., hangs, crashes, deadlocks, overflows, etc.). Each usage scenario involves interleaved execution of several protocols among IPs in the SoC design. Due to the concurrent execution of multiple protocols [1], [9], [28], extremely long execution traces (millions of clock cycles), and lack of bug reproducibility and error sequentiality lead to an extremely time consuming post-silicon diagnosis effort. In current industrial practice [20], post-silicon diagnosis is a manual, unsystematic, and ad hoc process primarily relying on the creativity of the validator and often takes weeks to months of validation time. Consequently, it is crucial to determine techniques to streamline this activity.

In this paper, we present an automated post-silicon debug and diagnosis methodology to shorten diagnosis time using machine learning and feature engineering.

In previous work [22], we developed a message selection method that specifically targets use-case validation. To debug a use-case scenario, the validator typically needs to observe and comprehend the messages being sent by the constituent IPs. An effective way to do that is to use hardware tracing [23] where a small set of signals are monitored continuously during execution. The effectiveness of hardware tracing is limited by the signals being selected for tracing. Note that the omission of a critical signal manifests only during post-silicon debug when a silicon respin is infeasible.

To select trace signals that are most beneficial for use-case debugging, we depart from the gate-level post-silicon signal selection approaches [4], [8], [18], [24] of prior art and raise the design abstraction at which we apply hardware tracing. We systematically model and analyze usage scenarios at the application level. Our message selection framework uses protocol formalizations as sequences of transactions or flows [1], [9], [28], [31]. Given a collection of usage scenarios and the application-level flows they activate (and the constituent messages), our algorithm computes the messages that are most beneficial for debugging. We scale our observability enhancing algorithms to the industry scale OpenSPARC T2 SoC [29], [30] that is orders of magnitude larger and complex than traditional ISCAS89 benchmarks used in the literature. Along with scale, we argue with empirical evidence that the quality of selected observable are of higher quality and are highly effective for post-silicon usage scenario failure debugging.

Although in [22] we automated the message selection, the debug and diagnosis still remains manual and extremely tedious task. The primary objective of the manual post-silicon debug and diagnosis is i) to understand the desired behavior from the specification, ii) to learn the correct message patterns as per the specification, and iii) to learn one or more message patterns that are symptomatic of the bug(s). Machine learning [19], [21] (ML) algorithms automatically learn statistical models from large amounts of training data.

In this paper, we argue that ML algorithms can learn models of the correct and buggy executions of an SoC during the post-silicon debug and diagnosis. To train the models, we can use a large amount of post-silicon trace data that is generated during use-case validation. The primary challenge of applying ML to the diagnosis problem is in representing the training data such that ML model can learn the differences between correct and buggy behavior, and generalize to any arbitrary design.

Logical bugs in designs can be considered as triggering corner-case design behavior; which is infrequent and deviant from normal design behavior. In ML parlance, outlier detection [7], [10] is a technique to identify infrequent and deviant data points, called outliers whereas normal data points are called inliers. We apply outlier detection techniques to automatically diagnose post-silicon failures by modeling normal design behaviors as inliers and buggy design behavior as outliers. Consequently, the task of learning a buggy design behavior transforms into a task of modeling the buggy design...
behavior as an outlier.

In post-silicon execution, design bugs typically manifest as one or more patterns of consecutive messages (also known as message interleaving) in the trace data. Human engineers spend considerable time and effort to identify such patterns in the trace data. We call such a message pattern as an anomalous message sequence. In this work, we apply ML to identify such anomalous message sequences automatically.

The task for the ML algorithm is the outlier detection where the ML model is expected to learn normal design behaviors and buggy design behaviors and classify buggy behaviors as outliers. The data used for training is post-silicon execution data where each data point is a triplet consisting of – i) the cycle of occurrence of a message, ii) the IP interface from which the message is sourced, and iii) the message itself. In our experiments we found that the raw features are insufficient to capture infrequent and deviant nature of buggy design behaviors as compared to the normal behavior (c.f., Figure 4).

Feature engineering is a critically important task in the successful generalization of ML to a problem domain [5], [12]. We engineer domain specific features that are highly relevant to the diagnosis task to control the normal and buggy behavior model as seen by the outlier detection algorithms. The engineered features are generic, i.e., they are transformations that can be applied to any hardware designs.

In our formulation we need the anomalous message sequences to appear as outliers. We identify infrequency and deviancy as the relevant features that could capture the distinction between normal and anomalous message sequences. Our engineered feature space needs to capture this distinction. We would like normal message sequences to be close and densely distributed in the feature space and anomalous message sequences to be sparsely distributed and distant.

Due to the large number of possible message sequences, the computation can become computationally expensive. To keep computation tractable, we pre-process trace message sequences to create message aggregates and characterize each such aggregates for anomaly. A message aggregate with infrequent message sequences contains more information than [27] a message aggregate with frequent message sequences. We use entropy to quantify the information content of an aggregate. As the number of infrequent messages sequences in an aggregate increases, the entropy of the aggregate increases monotonically. In order to quantify deviancy of a message sequence with respect to other message sequences in the aggregate, we use a string similarity metric, in particular Levenshtein distance [13]. As an aggregate contains more and more deviant message sequences, the average pairwise Levenshtein distance of the aggregate increases monotonically. We identify message aggregates with both high entropy and high Levenshtein distance as outliers and report them as candidate root causes.

The primary benefits of this diagnosis solution are – i) it automatically learns the normal and buggy design behaviors from trace message data without training, ii) the engineered features are generic and are independent of any particular design and/or application, and iii) the proposed method can shift through a large amount of trace data, thereby improving detection of candidate anomalous message sequences that are symptomatic of design bugs.
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**Fig. 1:** 1a shows a flow for an exclusive line access request for a cache coherence flow [31] along with participating IPs. 1b shows two legally indexed instances of cache coherence flow.

To show scalability and effectiveness of our automated diagnosis approach, we perform our experiments on industrial scale OpenSPARC T2 SoC [29], [30]. We inject complex and subtle bugs, with each bug symptom taking several hundred observed messages (up to 457 messages) and several hundred thousands of clock cycles (up to 21,290,999 clock cycles) to manifest. Our analysis shows that the proposed diagnosis method is computationally efficient. It incurred runtime of up to 44.3 seconds and peak memory usage of up to 508.7 MB to pre-process trace messages to create aggregates. To detect outlier message aggregates, it incurred runtime of up to 18.91 seconds and peak memory usage of up to 508.2 MB.

We also evaluated effectiveness of our engineered features for outlier detection. We found that each of the candidate anomalous message aggregates has entropy of up to 4.3482 and Levenshtein distance of up to 3.0. This shows that our engineered features are highly effective in demarcating anomalous message aggregates from normal aggregates.

Our analysis shows that our proposed diagnosis method is highly effective. We found that the proposed diagnosis method was able to diagnose up to 66.7% more injected bugs with up to 847× less diagnosis time with a high precision of up to 0.769 as compared to manual debugging.

Our contributions over [22] are as follows. First, we pose the post-silicon diagnosis problem as an outlier detection problem and propose a ML-based scalable and efficient technique to diagnose post-silicon use-case failures. Second, we systematically model buggy behavior as an outlier and normal behavior as an inlier in the ML data space. To that extent, we engineered two features that are highly relevant to the diagnosis task and applicable across hardware designs. Third, we establish with empirical evidence that our ML-based technique is highly effective and can diagnose many more bugs at a fraction of time with high precision as compared to manual debugging.

**II. BACKGROUND AND PRELIMINARIES**

**Conventions:** In SoC designs, a message can be viewed as an assignment of Boolean values to the interface signals of a hardware IP. In our formalization below, we leave the definition of message implicit, but we will treat it as a pair \(\langle C, w \rangle\) where \(w \in \mathbb{Z}^+.\) Informally, \(C\) represents the content of the message and \(w\) represents the number of bits required to represent \(C.\) Given a message \(m = \langle C, w \rangle,\) we will refer to \(w\) as *bit-width of \(m,\)* denoted by \(\text{width}(m)\) or \([m].\)

**Definition 1:** A flow is a directed acyclic graph (DAG) defined as a tuple, \(\mathcal{F} = \langle \mathcal{S}, \mathcal{S}_0, \mathcal{S}_p, \mathcal{E}, \delta, \text{Atom} \rangle\) where \(\mathcal{S}\) is the set of flow states, \(\mathcal{S}_0 \subseteq \mathcal{S}\) is the set of initial states, \(\mathcal{S}_p \subseteq \mathcal{S}\) and \(\mathcal{S}_p \cap \text{Atom} = \emptyset\) is called the set of stop states, \(\mathcal{E}\)
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Definition 4: Any two indexed flows \( F, G \) is a flow called interleaved flow defined as \( \mathcal{U} = F || G = (F.S \times G.S, F.S_0 \times G.S_0, F.S_p \times G.S_p, F.\mathcal{E} \cup G.\mathcal{E}, \delta_{\mathcal{U}}, F.\text{Atom} \cup G.\text{Atom} ) \) where \( \delta_{\mathcal{U}} \) is defined as:

i) \( s_0 \xrightarrow{\alpha} s'_1 \land s_2 \in G.\text{Atom} \) and

ii) \( s_2 \xrightarrow{\beta} s'_2 \land s_1 \in F.\text{Atom} \)

where \( s_1, s'_1 \in F.S, s_2, s'_2 \in G.S, \alpha \in F.\mathcal{E}, \beta \in G.\mathcal{E} \). Every path in the interleaved flow is an execution of \( \mathcal{U} \) and represents an interleaving of the messages of the participating flows.

Rule i) of \( \delta_{\mathcal{U}} \) says that if \( s_1 \) evolves to the state \( s'_1 \) when message \( \alpha \) is performed and if \( g \) has a state \( s_2 \) which is not atomic/indivisible, then in the interleaved flow, if we have a state \( (s_1, s_2) \), it evolves to state \( (s'_1, s_2) \) when message \( \alpha \) is performed. A similar explanation holds good for Rule ii) of \( \delta_{\mathcal{U}} \).

For any two concurrently executing legally indexed flow \( F \) and \( G, J = F || G, \) for any \( s \in F.\text{Atom} \) and for any \( s' \in G.\text{Atom} \), \( (s, s') \notin J.\mathcal{E} \). If one flow is in one of its atomic/indivisible state, then no other concurrently executing flow can be in its atomic/indivisible state.

Figure 2 shows partial interleaving \( U \) of two legally indexed flow instances of Figure 1b. Since \( c_1 \) and \( c_2 \) both are atomic state, state \( (c_1, c_2) \) is an illegal state in the interleaved flow. \( \delta_{U} \) and the Atom set make sure that such illegal states do not appear in the interleaved flows.

Trace buffer availability is measured in terms of bits thus rendering bit width of a message important. In Definition 6, we define a message combination. Different instances of the same message i.e. indexed messages are not required while computing the bit width of the message combination.

Definition 6: A message combination \( M \) is an unordered set of messages. The total bit width \( W \) of a message combination \( M \) is the sum total of the bit width of the individual messages contained in \( M \) i.e. \( W(M) = \sum_{i=1}^{k} width(m_i) = \sum_{i=1}^{k} w_i, m_i \in M, k = |M| \).

We introduce a metric called flow specification coverage to evaluate the quality of a message combination.

Definition 7: Let \( F \) be a flow. The visible flow states \( visible(\alpha) \) of a message \( \alpha \in F.\mathcal{E} \) is defined as the set of flow states reached on the occurrence of message \( \alpha \) i.e., \( visible(\alpha) = \{ s' | s \xrightarrow{\alpha} s' \land s, s' \in F.S \} \). The flow specification coverage \( FCov(M) \) of a message combination \( M \) is defined as the set union of the visible flow states of all the messages in the message combination, expressed as a fraction of the total number of flow states i.e., \( FCov(M) = \frac{\sum_{i=1}^{k} visible(\alpha_i)}{\sum_{s \in F.S} |s|}, k = |M| \).

We extend the definition of a trace(\( \rho \) of an execution \( \rho \) (c.f., Definition 2) to define message sequence and message aggregate for diagnosis.

Definition 8: A message sequence \( m(\rho) \) of a trace(\( \rho \) is defined as a subsequence of the trace of the execution. The length \( k \) of a message sequence \( m(\rho) \) is defined as the number
of messages contained in \( m(\rho) \). For example, for \( \text{trace}(\rho) = \alpha_1 \alpha_2 \alpha_3 \ldots \alpha_n \), \( m(\rho) = \langle \alpha_1 \alpha_2 \alpha_3 \rangle \) is a message sequence of \( \text{trace}(\rho) \) of length \( k = 3 \). Any two message sequences \( m_i(\rho) \) and \( m_j(\rho) \) of length \( k \) are distinct if \( \exists l \in [1, k], \alpha_{i,l} \neq \alpha_{j,l} \) where \( \alpha_{i,l} \in m_i(\rho), \alpha_{j,l} \in m_j(\rho) \).

Definition 9: A message aggregate \( \text{maggr}(\rho) \) of a \( \text{trace}(\rho) \) is defined as an unordered set of message sequences of length \( k \). Each distinct message sequence in a message aggregate is called a unique message sequence of that message aggregate. For example, \( \text{maggr}(\rho) = \{ \langle \alpha_1 \alpha_2 \alpha_3 \rangle, \langle \alpha_2 \alpha_3 \alpha_4 \rangle \} \) is a message aggregate of length 3 message sequences of \( \text{trace}(\rho) \). Each of \( \langle \alpha_1 \alpha_2 \alpha_3 \rangle \) and \( \langle \alpha_2 \alpha_3 \alpha_4 \rangle \) is a unique message sequence of \( \text{maggr}(\rho) \).

For the cache coherence flow of Figure 1a, \( m_1(\rho) = \langle \text{Req}E, \text{Gnt}W \rangle, m_2(\rho) = \langle \text{Gnt}W, \text{Ack} \rangle \) are two length-2 message sequences and \( \text{maggr}(\rho) = \{ m_1, m_2 \} = \{ \langle \text{Req}E, \text{Gnt}W \rangle, \langle \text{Gnt}W, \text{Ack} \rangle \} \) is a message aggregate.

### A. Entropy and mutual information gain

**Entropy:** The entropy \([27]\) measures the uncertainty in a random variable. Let \( X \) be a discrete random variable with possible values \( X_{\text{val}} = \{ x_1, x_2, \ldots, x_n \} \). Let \( p(x) \) be the associated probability mass function of \( X \). The entropy of the random variable \( X \) is defined as \( H(X) = -\sum_{x_i \in X_{\text{val}}} p(x_i) \log_2 p(x_i) \) where \( p(x_i) = |X = x_i|/|X_{\text{val}}| \) denotes the fraction of \( X \) in which \( x_i \). The mutual information gain of \( X \) relative to \( Y \) is given by \( I(X;Y) = \sum_{x,y} p(x,y) \log_2 (p(x,y)/(p(x)p(y))) \), where \( p(x) \) and \( p(y) \) are the associated random probability mass function for two random variables \( X \) and \( Y \) respectively.

**B. Levenshtein distance**

The Levenshtein distance is a string similarity metric for measuring the dissimilarity between two strings. Mathematically, the Levenshtein distance between two strings \( a, b \) (of length \( |a| \) and \( |b| \)) \( L_{a,b}(|a|, |b|) \) is defined as:

\[
L_{a,b}(i, j) = \begin{cases} 
\max(z_{i,j}) & \text{if } \min(i, j) = 0 \\
\min \left( \begin{array}{c}
L_{a,b}(i-1, j) \\
L_{a,b}(i, j-1) \\
L_{a,b}(i-1, j-1) + 1_{(a_i \neq b_j)}
\end{array} \right) & \text{otherwise}
\end{cases}
\]

where \( 1_{(a_i \neq b_j)} \) is the indicator function equal to 0 when \( a_i = b_j \) and equal to 1 otherwise. The \( L_{a,b}(i, j) \) is the distance between the first \( i \) characters of \( a \) and the first \( j \) characters of \( b \). We will denote \( L_{a,b}(|a|, |b|) \) as \( L(a, b) \).

The salient features of Levenshtein distance are – i) it is at least the difference of the sizes of the two strings, ii) it is at most the length of the longer string, iii) it is zero if the strings are equal, and iv) if the strings are of the same size, the Hamming distance \([11]\) is an upper bound.

### III. Outlier detection

#### A. Outliers in ML

In ML, outliers are defined as data samples whose characteristics notably deviate from our expectation \([7], [10]\). Outliers have two characteristics – i) they are different and ii) they are rare as compared to normal data samples.

In spite of straightforward definition, detecting an outlier is challenging. First, the boundary between outliers and normal samples are often not precise. Additionally, some outliers only manifest their outlierness in an engineered feature space derived from the original feature space via non-trivial transformation. Second, the groundtruth of the outliers is often absent due to prohibitive cost. Hence in many cases, outliers are determined based on the sample characteristics alone. Unsupervised outlier detection algorithms are developed to identify outliers through only the patterns and intrinsic properties of the feature space, and hence do not require any groundtruth labels.

#### B. Different notions of outliers

There are three distinct notions of outliers depending on the profiling of normal samples – i) classification-based, ii) density-based, and iii) spectral-based.

**Classification-based outlier detection:** Outliers can be defined by a classifier which can be learned in the feature space to distinguish between the normal and anomalous samples \([7]\). Any sample that does not fit the representation of the normal samples would be considered as outliers. When the groundtruth is unavailable, the classifier can be learned in an unsupervised manner. One-class Support Vector Machine (OCSVM) \([2], [26]\) is an unsupervised outlier detection method that adopts this notion of outliers.

**Density-based outlier detection:** Density-based outliers are based on the assumption that the normal data samples reside in neighborhoods of high density whereas outliers reside in low-density regions \([7]\). There are two distinct notion of density-based outlierness. First, the local density of a sample can be estimated as its distance to its k-nearest neighbors,\(^1\) with larger distances indicating higher degrees of outlierness. The k-Nearest Neighbors (kNN) \([3], [25]\) is an unsupervised outlier detection technique that adopts this notion of outliers directly and uses the distance to quantify outlierness. Second, the relative density of each data sample to the density of its k neighbors can be used as an indication of outlierness of a sample. A normal sample has a local density that is similar to its neighbors whereas an outlier’s local density is lower than that of its neighbors. Local Outlier Factor (LOF) \([6]\) is an unsupervised outlier detection method that identifies outliers based on the relative density of a sample’s neighborhoods.

**Spectral-based outlier detection:** Spectral-based notion of outliers assumes that the difference between normal samples and outliers can be significantly enhanced when the data is embedded into a lower dimensional subspace \([7]\). Hence, outlier detection methods that adopt this notion of outliers approximate the data space using a transformation of the original features to capture the variability in the data for easy outlier identification. Principal Component Analysis (PCA)

\(^1\)The distance can be the distance to the \( k^{th} \) distant neighbor or the average of distances of all \( k \) neighbors.
C. Metrics of an outlier detection algorithm

**Definition 10**: The precision of an outlier detection algorithm is defined as the number of true positives expressed as a fraction of total number of samples labeled as belonging to the outlier class i.e., \( \text{Precision} = \frac{tp}{tp + fn} \) where \( tp \) = number of true positives, \( fn \) = number of false positives.

**Definition 11**: The recall of an outlier detection algorithm is defined as the number of true positives expressed as a fraction of total number of true positives and false negatives i.e., \( \text{Recall} = \frac{tp}{tp + fn} \), where \( fn \) = number of false negatives.

**Definition 12**: The accuracy of an outlier detection algorithm is defined as the number of samples that are correctly labeled as belonging to both the outlier class and normal class expressed as a fraction of total number of samples i.e., \( \text{Accuracy} = \frac{tp + tn}{tp + fn + fp + fn} \), where \( tn \) = number of true negatives.

IV. MESSAGE SELECTION METHODOLOGY

A. Objective of message selection methodology

Maximizing information gain is done in order to increase flow specification coverage during post-silicon debug of usage scenarios. The message selection procedure considers the message combination \( M \) for tracing, whereas to calculate information gain over \( U \), it uses indexed messages.

Given a set of legally indexed participating flows of a usage scenario, bit widths of associated messages, and a trace buffer width constraint, our method selects a message combination such that information gain is maximized over the interleaved flow \( U \) and the trace buffer is maximally utilized.

For the cache coherence flow example of Figure 1a, we assume a trace buffer width of 2 bits and concurrent execution of two instances of the flow. ReqE, GntE, and Ack messages happen between 1-Dir, Dir-1, and 1-Dir IP pairs respectively. ReqE, GntE, and Ack consist of req, gnt and ack signal and each of the messages is 1-bit wide. Let \( B = \{0, 1\} \) be the set of Boolean values. \( C(\text{ReqE}) = B^{\text{req}}, C(\text{GntE}) = B^{\text{gnt}}, \) and \( C(\text{Ack}) = B^{\text{ack}} \) denote respective message contents.

B. Step 1: Finding message combinations

In Step 1, we identify all possible message combinations from the set of all messages of the participating flows in a usage scenario.

While we find different message combinations, we also calculate the total bit width of each such combination. Any message combination that has a total bit width less than or equal to the available trace buffer width is kept for further analysis in Step 2. Each such message combination is a potential candidate for tracing.

In the example of Figure 2, there are 3 messages and \( \sum_{k=1}^{3} \binom{3}{k} = 7 \) different message combinations. Of these, only one \( \{\text{ReqE, GntE, Ack}\} \) has a bit width more than trace buffer width (2). We retain the remaining six message combinations for further analysis in Step 2.

C. Step 2: Selecting a message combination based on mutual information gain

In this step, we compute the mutual information gain of message combinations computed in step 1 over the interleaved flow. We then select the message combination that has the highest mutual information gain for tracing.

We use mutual information gain as a metric to evaluate the quality of the selected set of messages with respect to the interleaving of a set of flows. We associate two random variables with the interleaved flow namely \( X \) and \( Y \). \( X \) represents the different states in the interleaved flow i.e. it can take any value in the set \( S \) of different states of the interleaved flow. Let \( M = \bigcup \mathcal{E}_i \) be the set of all possible indexed messages in the interleaved flow. Let \( Y_i \) be a candidate message combination and \( Y \) be a random variable representing all indexed messages corresponding to \( Y_i \). All values of \( X \) are equally probable since the interleaved flow can be in any state and hence \( p(x) = \frac{1}{|S|} \). To find the marginal distribution of \( Y_i \), we count the number of occurrences of each indexed message in the set \( M \) over the entire interleaved flow. We define \( p_Y(y) = \# \text{ of occurrences of all indexed messages in flow for } y \). To find the joint probability, we use the conditional probability and the marginal distribution i.e. \( p(x,y) = p(x|y)p(y) = p(y|x)p(x) \).

\( P(x|y) \) can be calculated as the fraction of the interleaved flow states \( x \) is reached after the message \( y \) has been observed. In other words, \( p(x|y) \) is the fraction of times \( x \) is reached, from the total number of occurrences of the indexed message \( y \) in the interleaved flow i.e. \( p_{X,Y}(x|y) = \# \text{ occurrence of } y \text{ in flow leading to } x \text{ } \). Now we substitute these values in \( I(X;Y) \) to calculate the mutual information gain of the state set \( X \) w.r.t \( Y \).

In Figure 2, \( p_X(x) = \frac{1}{|S|} \forall x \in S \). Let \( Y_i = \{\text{GntE, ReqE}\} \) be a candidate message combination and \( Y_1 = \{I:GntE, 2:GntE, 1:ReqE, 2:ReqE\} \). For \( I(X;Y_i) \), we have \( p(y = y) = \frac{3}{|S|} \forall y \in Y_i \). Therefore, \( p_{X|Y_i}(x|1 : \text{GntE}) = \{1/3 \text{ if } x = (c1, n2), 1/3 \text{ if } x = (c1, w2), 1/3 \text{ if } x = (c1, d2)\} \) and \( p_{X|Y_i}(x, 1 : \text{GntE}) = \{1/18 \text{ if } x = (c1, n2), 1/18 \text{ if } x = (c1, w2), 1/18 \text{ if } x = (c1, d2)\} \). Similarly, we calculate \( p_{X|Y_i}(x, 2 : \text{GntE}), p_{X|Y_i}(x, 1 : \text{ReqE}) \) and \( p_{X|Y_i}(x, 2 : \text{ReqE}) \). The mutual information gain is given by: \( I(X, Y_i) = \sum_{x,y} p(x,y) \log p(x,y)/p(x)p(y) = 1.073 \).

For multi-cycle messages, the number of bits that can be traced in a single cycle is considered as the message bit width.
Similarly, we calculate the mutual information gain for the remaining five message combinations. We then select the message combination that has the highest mutual information gain, which is \( I(X, Y_1) = 1.073 \) thereby selecting the message combination \( Y_1 = \{ \text{ReqE, GntE} \} \) for tracing. Intuitively, in an execution of \( U \) of Figure 2, if the observed trace is \( \{1: \text{ReqE, 1:GntE, 2:ReqE}\} \), immediately we are able to localize the execution to two paths shown in red in Figure 2 among many possible paths of \( U \).

D. Step 3: Packing the trace buffer

Message combinations with the highest mutual information gain selected in Step 2 may not completely fill the trace buffer. To maximize trace buffer utilization, in this step we pack smaller message groups which are small enough to fit in the leftover trace buffer width. Usually, these smaller message groups are part of a larger message that cannot be fit into the trace buffer, e.g. in OpenSPARC T2, dmusiidata is 20 bits wide message whereas cputhreadid a subgroup of dmusiidata is 6 bits wide. We select a message group that can fit into the leftover trace buffer width, such that the information gain of the selected message combination in union with this smaller message group is maximal. We repeat this step until no more smaller message groups can be added in the leftover trace buffer. Benefits of packing are shown empirically in Section VII-A.

In our running example, the trace buffer is filled up by the set of selected message combination. The flow specification coverage achieved with \( Y_1'' \) is 0.7333.

V. BUG SYMPTOM DIAGNOSIS METHODOLOGY

A. Formulation of post-silicon debug as an outlier detection problem

A post-silicon execution passes if it finishes without any failures e.g., hangs, deadlock, livelock, crash etc., otherwise the execution fails. For the diagnosis problem, we consider traced messages during execution as input data. In post-silicon execution, a failure happens due to the occurrence of one or more message sequence(s) that is symptomatic of one or more design bugs. We consider such a message sequence as an anomalous message sequence. Since an anomalous message sequence represents a deviant design behavior, we consider such a message sequence as an outlier in post-silicon execution data space. Consequently, we formulate post-silicon diagnosis as an outlier detection problem. Given a set of anomalous post-silicon executions, our diagnosis method identifies one or more candidate anomalous message sequences.

Since post-silicon executions span millions of clock cycles, hence for tractable computation, we segregate raw trace data in multiple cycle ranges. Further, we assign an index to every legal IP pair\(^3\) and to every unique message that happens in a post-silicon execution.\(^4\) The segregated trace data has three raw features – i) cycle range in which the message has occurred, ii) the index of the legal IP-pair between which the message has occurred, and iii) the index of a message that has occurred. In Figure 4 we show raw trace data in three-dimensional feature space for several case studies (c.f., Section VIII) for OpenSPARC T2 SoC.

B. Insufficiency of raw features for detection

An anomalous message sequence has two primary characteristics – i) it is infrequent and ii) it is deviant from other normal message sequences. An in-depth inspection of Figure 4 shows that the trace data in raw feature space has the following deficiencies – i) the raw features provide message-specific information, ii) in raw feature space outliers are not well demarcated, and iii) the raw features fail to provide context of the failure during diagnosis.

Hence, we pre-process raw trace message data to construct message sequences and characterize each such message sequences for infrequency and deviancy using engineered features (c.f., Section III-A). The computational cost of analyzing each of the individual message sequences can be prohibitively large due to the large number of message sequences obtained from traces. To keep computational cost nominal, instead of analyzing each of the message sequences individually, we analyze message aggregates of message sequences and characterize each such aggregate for the anomaly.

C. Intuition of engineered features

In order to quantify the characterization of anomalousness, we calculate two engineered feature values of each of the message aggregates – i) entropy (characterizes infrequency) and ii) Levenshtein distance (characterizes deviancy).

Entropy as an engineered feature: A message aggregate is characterized as anomalous if it contains one or more infrequent unique message sequences. An aggregate is considered

\(^3\) An IP pair is legal if a message is passed between them.

\(^4\) This index is an enumeration of traced messages and is different from indexed messages discussed in Definition 3.
TABLE I: Definition of anomalies using engineered features. \textbf{Ldist}: Levenshtein distance. √: Non-anomalous message aggregate. X: Anomalous message aggregate.

|          | Entropy | Low | High |
|----------|---------|-----|------|
| Low      | √       |     |      |
| High     |         | √   | X    |

To be more anomalous if it contains many such infrequent unique message sequences. An information theoretic way to quantify the notion of infrequency is to compute the information content of the aggregate. Entropy is one such metric that succinctly quantifies information content. An aggregate with frequent unique message sequences will have less entropy due to less information content. On the other hand, an aggregate with more and more infrequent unique message sequences will have higher entropy due to higher information content. The entropy of a message aggregate is \textit{lower bounded} by 0.0 (when the aggregate contains exactly one unique message sequence) and is \textit{upper bounded} by \( \log_2(n) \) (when the aggregate contains exactly one of each of the \( n \) unique message sequences).

\textbf{Levenshtein distance as an engineered feature:} Entropy fails to characterize the specific relationship that exists between individual unique message sequences of a message aggregate. Consequently, we calculate a \textit{similarity metric}, in particular, Levenshtein distance (c.f., Section II-B) to quantify the deviance of the constituent message sequences in a message aggregate. If a message aggregate contains \textit{similar} unique message sequences, the dissimilarity score will be small whereas if the message aggregate contains \textit{deviant} unique message sequences, the dissimilarity score will be large. A message aggregate with higher Levenshtein distance will likely to be more anomalous as compared to another message aggregate with smaller Levenshtein distance. Levenshtein distance of a message aggregate is \textit{lower bounded} by 0.0 (when the aggregate contains exactly one unique message sequence) and is \textit{upper bounded} by the average of Hamming distance \cite{11} of pairwise unique message sequences (when the aggregate contains \( n \) different unique message sequences).

Let us consider aggregates \( A1 \): \{`aba`, `bab`\} and \( A2 \): \{`aba`, `cdc`\} where \( a, b, c, d \) are messages. For each of the \( A1 \) and \( A2 \), the entropy is \( \log_2(2) = 1 \). Although \( A2 \) comprises dissimilar unique message sequences as compared to \( A1 \), entropy alone fails to capture that dissimilarity. Hence we calculate the Levenshtein distance of each of the aggregates to quantify the dissimilarity of the constituent messages. For \( A1 \), \( L(`aba`, `bab`) = 2 \) (1 deletion and 1 insertion) and for \( A2 \), \( L(`aba`, `cdc`) = 3 \) (3 substitutions). Clearly, in spite of having same entropy, Levenshtein distance helped to identify \( A2 \) to be more anomalous than \( A1 \).

In our diagnosis solution, we define a \textbf{message aggregate as anomalous} (i.e., contains anomalous unique message sequences) that has \textbf{both high entropy and high Levenshtein distance}. Table I summarizes our definition of anomalousness of a message aggregate.

\textbf{Usage of outlier detection algorithms:} We apply outlier detection algorithms to the engineered feature data space spanning over entropy and Levenshtein distance. In the engineered feature space, message aggregates that represents normal behavior will be very close to each other and will form a dense cluster. On the other hand, message aggregates that represents anomalous behavior will be sparsely distributed and distant from the normal message aggregates. Outlier algorithms output a ranked list of anomalous message aggregates ranked by outlier scores. We output message sequences contained in top-five anomalous message aggregates as candidate anomalies.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_trace.png}
\caption{Example execution trace and a set of message sequences of length \( k = 2 \) and granularity \( g = 100 \) cycles.}
\end{figure}

\textbf{D. Example for generating engineered feature values from raw feature values}

We use an example trace of Figure 5 to explain the steps for generating engineered feature values. This methodology is parameterized by i) the length \( k \) of the message sequence for which anomaly needs to be detected and ii) the granularity \( g \) in number of cycles at which message aggregates need to be created. For this example, we use \( k = 2 \) and \( g = 100 \).

\textbf{Step 1 (Creation of message aggregates):} We use a sliding window of length \( k \) to create a set of \( k \)-length message sequences. The set of message sequences are partitioned into message aggregates based on granularity \( g \). In the example, the set of two-length message sequences is \( S = \{ab, ba, ab, ba, ac\} \). We partition \( S \) at a granularity of 100 cycles which creates two message aggregates \( s_1 = \{X, Y, X\} \) and \( s_2 = \{X, Y, Z\} \) where \( X = ab, Y = ba, Z = ac \).

\textbf{Step 2 (Identifying unique message sequences and their occurrences per message aggregate):} We identify unique message sequences per message aggregate and calculate their number of occurrences. In this example, \( s_1 \) has two unique message sequences \( X \) and \( Y \), and \( s_2 \) has three unique message sequences \( X, Y \), and \( Z \). In \( s_1 \), \( X \) happened two times, and \( Y \) happened one time. In \( s_2 \), each of the \( X, Y \), and \( Z \) has happened one time.

\textbf{Step 3 (Calculation of entropy and Levenshtein distance per message aggregate):} We calculate entropy and Levenshtein distance for each of the message aggregates using the information of unique message sequences from Step 2.

In the example, for aggregate \( s_1 \), \( p(X) = 2/3 \) and \( p(Y) = 1/3 \). Hence \( H(s_1) = -p(X) \log_2(X) - p(Y) \log_2(Y) = -2/3 * \log_2(3)/3 - 1/3 * \log_2(1)/1 ) = 0.9182 \) and \( L(X, Y) = 2, L(X, Z) = 0, \) and \( L(Y, X) = 2 \). The average Levenshtein distance of aggregate \( s_1 \) is \( (2 + 0 + 2)/3 = 1.33 \).

Similarly, for aggregate \( s_2 \), \( p(X) = 1/3, p(Y) = 1/3, \) and \( p(Z) = 1/3 \). Hence \( H(s_2) = -p(X) \log_2(X) - p(Y) \log_2(Y) - p(Z) \log_2(Z) = -1/3 * \log_2(1)/3 - 1/3 * \log_2(1)/3 - 1/3 * \log_2(1)/1 = 1.58 \) and \( L(X, Y) = 2, L(X, Z) = 2, \) and \( L(Y, Z) = 2 \). The average Levenshtein distance of aggregate \( s_2 \) is \( (2 + 2 + 2)/3 = 2.0 \).

The aggregates \( s_1 \) and \( s_2 \) are represented by tuples \((0.9182, 1.33)\) and \((1.58, 2.0)\) respectively in engineered feature space.
Fig. 6: Block diagram of OpenSPARC T2 processor. NCU: Non-cacheable unit, MCU: Memory Controller Unit [29], [30]

Fig. 7: Experimental setup to convert design signals to flow messages

We input these tuples to outlier detection algorithms to detect anomalous message aggregates.

### E. Limitations of the engineered features

Our proposed engineered features can diagnose a wide range of post-silicon use-case failures. However, we do not claim that our features are sufficient to diagnose any arbitrary post-silicon use-case failures. For instance, if a buggy post-silicon execution trace consists of a very few unique messages repetitively (e.g., ‘abcabcabc…’ where a, b, and c are unique messages), then the message aggregates will have frequently occurring similar unique message sequences. This will result in low entropy (due to frequent occurrence of each of the unique message sequences in the aggregate) and small average Levenshtein distance per message aggregate (due to similar unique message sequences in the aggregate) causing our method to fail to diagnose the bug. Certain class of bugs may escape our diagnosis method if the engineered features fail to demarcate correct and buggy behaviors in the engineered feature space. However this does not limit the practical applicability of our diagnosis solution. Our solution expedites predominantly manual post-silicon debugging by several orders of magnitude (c.f., Section VIII-F). To make our solution comprehensive, additional engineered features are needed.

### VI. EXPERIMENTAL SETUP

**Design testbed:** We primarily use the publicly available OpenSPARC T2 SoC [29], [30] to demonstrate our result. Figure 6 shows an IP level block diagram of T2. Three different usage scenarios considered in our debugging case studies are shown in Table II along with participating flows (column 2-6) and participating IPs (column 7). We also use the USB design [33] to compare with other methods that cannot scale to the T2.

**Testbenches:** We used 37 different tests from fcl_all_T2 regression environment. Each test exercises two or more IPs and associated flows. We monitored message communication across participating IPs and recorded the messages into an output trace file using the System-Verilog monitor of Figure 7. We also record the status (passing/failing) of each of the tests.

**Bug injection:** We created 5 different buggy versions of T2, that we analyze as five different case studies. Each case study comprises 5 different IPs. We injected a total of 14 different bugs across the 5 IPs in each case. The injected bugs follow two sources – i) sanitized examples of communication bugs received from our industrial partners and ii) the “bug model” developed at the Stanford University in the QED [14] project capturing commonly occurring bugs in an SoC design. A few representative injected bugs are detailed in Table III. Table III shows that the set of injected bugs are complex, subtle and realistic. It took up to 457 observed messages and up to 21290999 clock cycles for each bug symptom to manifest. These demonstrate complexity and subtlety of the injected bugs. Following [29], [30] and Table III, we have identified several potential architectural causes that can cause an execution of a usage scenario to fail. Column 8 of Table II shows number of potential root causes per usage scenario.

**Anomaly detection techniques:** We used six different outlier detection algorithms, namely IForest, PCA, LOF, LkNN (kNN with longest distance method), MukNN (kNN with mean distance method), and OCSVM from PyOD [35]. We applied each of the above outlier detection algorithms on the failure trace data generated from each of the five different case studies to diagnose anomalous message sequences that are symptomatic of each of the injected bugs per case study.

### VII. EXPERIMENTAL RESULTS ON MESSAGE SELECTION

In this section, we provide insights into the effectiveness of our message selection technique using five different (buggy) case studies across 3 usage scenarios of the T2.
TABLE IV: Trace buffer utilization flow specification coverage and path localization of traced messages for three different usage scenarios. **FSP Cov**: Flow specification coverage (Definition 7), **WP**: With packing, **WoP**: Without Packing. 32 bits wide trace buffer assumed.

| Case Study | Usage Scenario | Trace Buffer Utilization | FSP Cov | Path Localization |
|------------|----------------|--------------------------|---------|-------------------|
|            |                | WP | WoP | WP | WoP |
| 1          | S1             | 96.88% | 84.37% | 99.86% | 97.22% |
| 2          | S2             | 100% | 71.87% | 99.69% | 93.75% |
| 3          | S3             | 100% | 93.75% | 83.33% | 77.06% |

Fig. 8: Correlation analysis between mutual information gain and flow specification coverage for different message combinations for three different usage scenarios.

**A. Flow specification coverage and trace buffer utilization**

Table IV demonstrates the value of the traced messages with respect to flow specification coverage (Definition 7) and trace buffer utilization. These are the two objectives for which our message selection is optimized. Messages selected without packing achieve up to 93.75% of trace buffer utilization with up to 97.22% flow specification coverage. With packing, message selection achieves up to 100% of trace buffer utilization and up to 99.86% flow specification coverage. This shows that we can cover most of the desired functionality while utilizing the trace buffer maximally.

**B. Path localization during debug of traced messages**

In this experiment, we use buggy executions and traced messages to show the extent of path localization per bug. Localization is calculated as the fraction of total paths of the interleaved flow. In Table IV, columns 7 and 8 show the extent of path localization. We needed to explore no more than 6.11% of interleaved flow paths using our selected messages. With packing, we needed to explore no more than 0.31% of the total interleaved flow paths during debugging.

TABLE V: Comparison of signals selected by our method with SigSeT [4] and PRNet [18] for the USB design. **P**: Partial bit

| Signal Name | USB Module | SigSeT | PRNet | Info | Gain |
|-------------|------------|--------|-------|------|------|
| rx_data     | UTMI       | ×      | ×     | ✓    | ✓   |
| rx_valid    |            | ×      | ×     | ✓    | ✓   |
| rx_data_valid | Packet   | ×      | ×     | ✓    | ✓   |
| tx_data     | Packet     | ×      | ×     | ✓    | ✓   |
| tx_valid    |            | ×      | ×     | ✓    | ✓   |
| token_send  | Protocol   | ×      | ×     | ✓    | ✓   |
| data_send   |            | ×      | ×     | ✓    | ✓   |

Fig. 9: Root causing buggy IP

Even with packing, subtle bugs like NCU bug of buggy design 3 and buggy design 2 needed more paths to explore.

**C. Validity of information gain as message selection metric**

We select messages per usage scenario. In Figure 8 we analyze the correlation between flow specification coverage and the mutual information gain of the selected messages. Flow specification coverage (Definition 7) increases monotonically with the mutual information gain over the interleaved flow of the corresponding usage scenario. This establishes that increase in mutual information gain corresponds to higher coverage of flow specification, indicating that mutual information gain is a good metric for message selection.

**D. Comparison of our method to existing signal selection methods**

To demonstrate that existing Register Transfer Level signal selection methods cannot select messages in system level

![D. Comparison of our method to existing signal selection methods](image)

Fig. 10: Selected messages-cause pruning distribution for diagnosis. **Plausible Cause**, **Pruned Cause**
TABLE VII: Diagnosed root causes and debugging statistics for our case studies on OpenSPARC T2.

| Case Study | No. of Flows | Legal IP Pairs | Legal IP pairs investigated | Messages investigated | Root caused architecture level function |
|------------|--------------|----------------|-----------------------------|-----------------------|-----------------------------------------|
| 1          | 3            | 12             | 5                           | 25                    | An interrupt was never generated by DMU due to wrong interrupt generation logic |
| 2          | 3            | 4              | 6                           | 67                    | Wrong interrupt decoding logic in NCU / Corrupted interrupt handling table in NCU |
| 3          | 3            | 10             | 8                           | 142                   | Malformed CPU request from Cache Crossbar to NCU / Errorous CPU request decoding logic of NCU |
| 4          | 3            |                | 6                           | 199                   | Errorous interrupt decode logic after interrupt is serviced |
| 5          | 4            | 12             | 5                           | 65                    | Errorous decoding logic of CPU requests in memory controller |

Fig. 11: (a) shows total number of message aggregate samples for different length message sequences for different debugging case studies. (b) and (c) demonstrate that our diagnosis methodology is computationally efficient in terms of runtime and peak memory usage across six different outlier detection algorithms for each of the case studies.

flows, we compare our approach with an SRR-based method [4] and a PageRank based method [18]. We could not apply existing SRR based methods on the OpenSPARC T2, since these methods are unable to scale. We use a smaller USB design for comparison with our method. In the USB [33] design we consider a usage scenario consisting of two flows. Table V shows that our (mutual information gain based) method selects all of token_pid_sel, data_pid_sel and other important interface signals for system level debugging. SigSeT, on the other hand selects signals which are not useful for system level debugging. Our messages are composed of interface signals, and achieve a flow specification coverage of 93.65%, whereas messages composed of interface signals selected by SigSeT and PRNet have a low flow specification coverage of 9% and 23.80% respectively.

E. Selection of important messages by our method

For evaluation purposes, we use bug coverage as a metric, to determine which messages are important. A message is said to be affected by a bug if its value in an execution of the buggy design differs from its value in an execution of the bug free design. Intuitively, if multiple bugs are affecting a message, it is highly likely that message is a part of multiple design paths. The bug coverage of a message is defined as the total number of bugs that affects a message, expressed as a fraction of the total number of injected bugs. From debugging perspective, a message is important if it is affected by very few bugs implying that the message symptomizes subtle bugs. Table VI confirms that post-Silicon bugs are subtle and tend to affect no more than 4 messages each. Column 4, 5 and 6 of Table VI show that our method was able to select important messages from the interleaved flow to debug subtle bugs.

Table VI shows that message m15 is affected by four bugs and message m9 is affected by two bugs, but due to their size being wider than 32 bits trace buffer, our method does not select them.

F. Effectiveness of selected messages in debugging usage scenarios

Every message is sourced by an IP and reaches a destination IP. Bugs are injected into specific IPs (Table III). During debug, sequences of IPs are explored from the point a bug symptom is observed, to find the buggy IP. An IP pair (<source IP, destination IP>) is legal if a message is passed between them. We use the number of legal IP pairs investigated during debug as a metric for selected messages. Table VII shows that we investigated an average of 54.67% of the total legal IP pairs, implying that our selected messages help us focus on a fraction of the legal IP pairs.

To debug a buggy execution, we start with the traced message in which a bug symptom is observed and backtrack to other traced messages. The choice of which traced message to investigate is pseudo-random and guided by the participating flows.

Figure 9(a) plots the number of such investigated traced messages and the corresponding candidate legal IP pairs that are eliminated with each traced message. Figure 9(b) shows a similar relationship between the traced messages and the candidate root causes, i.e., the architecture level functions that might have caused the bug to manifest in the traced messages. Both graphs show that with more traced messages, more candidate legal IP pairs as well as candidate root causes are progressively eliminated. This implies that every one of our traced messages contributes to the debug process.

Figure 10 shows that traced messages were able to prune out a large number of potential root causes in all five case studies. Our traced messages pruned out an average of 78.89% (max. 88.89%) of candidate root causes.
In this section, we provide insights into our bug diagnosis methodology to debug five different buggy case studies across three usage scenarios of the OpenSPARC T2 SoC. For these experiments, we have used $g = 100000$ cycles and varied $k$ from two to the number of valid IP pairs (c.f., Table VII) for each of the case studies. The number of message aggregate samples for different lengths of message sequences for each of the outlier detection algorithm per debugging case study is shown in Figure 11a.

A. Computational efforts for data preprocessing and outlier message sequence diagnosis

In this experiment, we show scalability of the automated diagnosis methodology in terms of runtime and peak memory usage. Figure 11b and Figure 11c show runtime and peak memory usage for preprocessing and outlier detection algorithms. To calculate the average runtime and average peak memory usage of each of the outlier detection algorithms, we ran each of them 20 times and calculated the average value.

Preprocessing trace message data to create message sequence aggregates incurred a runtime of up to 44.3 seconds (average 10.8 seconds) and peak memory usage of up to 508.7 MB (average 457.73 MB). To run each of the outlier detection algorithms on the processed message aggregates incurred only up to 18.91 seconds (average 2.77 seconds) and peak memory usage of up to 508.2 MB (average 451.27 MB). Since preprocessing has up to 443× (average 3×) more runtime than the running each of the outlier detection algorithms, we showed runtime in the $\log_{10}$ scale in the Figure 11b.

This experiment shows that our trace-data preprocessing and diagnosis is computationally efficient.

B. Validity of entropy and Levenshtein distance as engineered feature for outlier message sequence diagnosis

In this experiment, we analyze the effectiveness of entropy and Levenshtein distance to identify message aggregates that contain anomalous message sequences. In Figure 12 we show joint probability distribution of entropy and Levenshtein distance and in Figure 13 we show minimum, maximum, and average of entropy and Levenshtein distance of anomalous message aggregates across different length message sequences for three different debugging case studies.

As shown in Figure 12, in the engineered feature space, message aggregates for normal behavior form a dense cluster whereas anomalous message sequences are sparsely distributed and are placed at a distance from the normal message aggregates. Further, Figure 13 shows that message aggregates that contain anomalous message sequences have entropy of up to 4.3482 (average 2.08) and Levenshtein distance of up to 3.0 (average 1.5734).

This experiment validates that entropy and Levenshtein distance are valuable and effective engineered features in demarcating the anomalous message aggregates from normal message aggregates.

C. Agreements among different outlier detection algorithms in detecting outlier message sequences

In this experiment, we assess the extent of agreement between anomalies identified by various outlier algorithms (c.f., Section III). Since this set of algorithms uses different methods for outlier detection, we surmise that the confidence in an anomalous message aggregate is higher, if multiple outlier detection algorithms identify it as such. For this analysis, we consider the top 10% of anomalous message aggregates per outlier detection algorithm per case study.

Our analysis showed that six outlier detection algorithms agree for a total of six anomalous message aggregates that diagnose 13.33% of injected bugs, five outlier detection algorithms agree for a total of 17 anomalous message aggregates that diagnose 53.33% of injected bugs, three outlier detection algorithms agree for a total of six anomalous message aggregates that diagnose 20% of injected bugs, two outlier detection algorithms agree for a total of six anomalous message aggregates that diagnose 26.6% of injected bugs.

This experiment shows that our engineered features are generic to characterize anomalies such that multiple outlier detection algorithms agree on a large number of anomalies that diagnose multiple bugs. This observation motivated us to use a comprehensive anomaly score to rank message aggregates. We explain our comprehensive anomaly score calculation in Section VIII-F.
Fig. 13: (a), (b), and (c) show that the minimum, maximum, and average value of engineered features are high for anomalous message aggregates irrespective of message sequence lengths. \( \langle H_{\text{min}}, H_{\text{max}}, H_{\text{avg}} \rangle \): Minimum, maximum, average entropy. \( \langle L_{\text{min}}, L_{\text{max}}, L_{\text{avg}} \rangle \): Minimum, maximum, average Levenshtein distance.

**TABLE VIII:** Diagnosis statistics for different outlier detection algorithms for different case studies using OpenSPARC T2 SoC [29], [30]. PCA: Principal Component Analysis [15]. LOF: Local Outlier Factor based algorithm [6]. LkNN: k-Nearest Neighbor using largest distance as metric [3], [25]. MukNN: k-Nearest Neighbor using mean distance as a metric [3], [25]. OCSVM: One-class Support Vector Machine [26]. D: Fraction of injected bugs diagnosed by an outlier detection algorithm. \( t_p \): Total number of true positive message sequences. \( f_p \): Total number of false positive message sequences (no more than 37% anomalous message sequences). P: Precision of an outlier detection algorithm. OS: Overall diagnosis statistics for each of the outlier detection algorithm per debugging case study.

| Case study | IForest | PCA | LOF | LkNN | MukNN | OCSVM |
|------------|---------|-----|-----|------|-------|-------|
| D \( t_p \) | \( t_p \) | \( f_p \) | \( t_p \) | \( t_p \) | \( t_p \) | \( t_p \) |
| 1 | 0.75 | 0.69 | 0.75 | 0.75 | 0.75 | 0.75 |
| 2 | 0.69 | 0.69 | 0.69 | 0.69 | 0.69 | 0.69 |
| 3 | 0.69 | 0.69 | 0.69 | 0.69 | 0.69 | 0.69 |
| 4 | 0.69 | 0.69 | 0.69 | 0.69 | 0.69 | 0.69 |
| 5 | 0.69 | 0.69 | 0.69 | 0.69 | 0.69 | 0.69 |

AS \( 2 \times 14 \times 0.69 \)

**TABLE IX** shows (c.f., Table VIII) our automated diagnosis technique was able to detect up to 100% (average 81.8%) of injected bugs with a precision of up to 0.769 (average 0.756) per debugging case study.

In Table IX, we also show the recall and the accuracy metric per debugging case study. Our diagnosis methodology achieved up to 0.69 (average 0.46) recall and up to 0.56 (average 0.59) accuracy. We note that in Table IX the value of recall and accuracy are relatively small. This is due to the fact that we are only considering the top 10% anomalous message aggregates for this analysis. Consequently, the \( t_p \) in the numerator is calculated from those top 10% anomalous message aggregates whereas \( f_p \) and \( t_n \) are calculated based on the entire set of message aggregates. Consequently, the numerators are much smaller than the denominators (c.f., Definition 11 and Definition 12) which results in a small value of recall and accuracy.

**TABLE IX** shows that our automated diagnosis methodology using engineered features is effective in identifying complex and subtle bugs with high precision.

**D. Comparison of precision of different outlier detection algorithms in detecting outlier message sequences**

In this experiment, we compare the precision (c.f., Definition 10), recall (c.f., Definition 11), and accuracy (c.f., Definition 12) of each of the outlier detection algorithms in diagnosing anomalous messages sequences per debugging case study. In Table VIII, we show the fraction of injected bugs diagnosed, and the number of true positive and false positive candidate anomalous message sequences identified for each of the outlier detection algorithm per debugging case study. In Table IX, we show the fraction of total number of injected bugs diagnosed, total number of true positive, false positive, true negative, and false negative candidate anomalous message sequences identified across all of the outlier detection algorithms per debugging case study. For this analysis, we considered only the top 10% anomalous message aggregates identified by each of the outlier detection algorithm per debugging case study.

Our analysis shows that IForest, MukNN, and OCSVM consistently performed better in anomalous message sequence diagnosis as compared to the other three algorithms PCA, LOF, and LkNN. Each of the outlier detection algorithm diagnosed up to 100% of injected bugs. IForest diagnosed on an average 73% of injected bugs with a precision of up to 0.8 (average 0.69), MukNN diagnosed on an average 67% of injected bugs with a precision of up to 0.77 (average 0.70), and OCSVM diagnosed on an average 67% of injected bugs with a precision of up to 0.8 (average 0.74) per debugging case study. On the other hand, PCA diagnosed on an average 40% of injected bugs with a precision of up to 0.8 (average 0.69), LOF diagnosed on an average 47% of injected bugs with a precision of up to 1.0 (average 0.81), and LkNN diagnosed on an average 47% of injected bugs with a precision of up to 0.82 (average 0.76) per debugging case study. Further analysis shows (c.f., Table IX) our automated diagnosis technique was able to detect up to 100% (average 81.8%) of injected bugs with a precision of up to 0.769 (average 0.756) per debugging case study.

In Table IX, we also show the recall and the accuracy metric per debugging case study. Our diagnosis methodology achieved up to 0.69 (average 0.46) recall and up to 0.56 (average 0.59) accuracy. We note that in Table IX the value of recall and accuracy are relatively small. This is due to the fact that we are only considering the top 10% anomalous message aggregates for this analysis. Consequently, the \( t_p \) in the numerator is calculated from those top 10% anomalous message aggregates whereas \( f_p \) and \( t_n \) are calculated based on the entire set of message aggregates. Consequently, the numerators are much smaller than the denominators (c.f., Definition 11 and Definition 12) which results in a small value of recall and accuracy.

This experiment shows that our automated diagnosis methodology using engineered features is effective in identifying complex and subtle bugs with high precision.

**E. Improvement in diagnosis over manual debugging**

In this experiment, we analyze the improvement in diagnosis in terms of number of injected bugs diagnosed and diagnosis
TABLE IX: Overall statistics of automated debugging across all outlier detection algorithms across all case studies. D: Fraction of injected bugs detected. P: Precision. R: Recall. A: Accuracy.

| Case Study | D | Sequences | \( t_p \) | \( t_n \) | \( j_p \) | \( j_n \) | P | R | A |
|------------|---|-----------|--------|--------|--------|--------|---|---|---|
| 1          | 0.75 | 20 | 2 | 6 | 54 | 0.769 | 0.27 | 0.25 |
| 2          | 0.67 | 29 | 2 | 11 | 24 | 0.725 | 0.58 | 0.55 |
| 3          | 0.67 | 10 | 2 | 3 | 22 | 0.769 | 0.32 | 0.28 |
| 4          | 1.00 | 20 | 0 | 6 | 22 | 0.769 | 0.48 | 0.42 |

TABLE X: Summary of detection improvements achieved using automated detection technique over manual debugging. N: Number of symptomatic message sequences identified. T: Time taken to identify a symptomatic message sequence. D: Improvement in terms of number of additional detected bugs as a fraction of injected bugs. D: Improvement in time over manual debugging. Table X (column 7 and column 8) summarizes the diagnosis improvement. We were able to diagnose up to 66.7% more injected bugs (average 46.67%) with up to 847x (average 464.35x) less diagnosis time.

This experiment shows that our automated bug diagnosis is effective and expedites debugging.

F. Comprehensive ranking of outlier message sequences

In Section VIII-D, our experimental results showed that IForest, OCSVM, and MukNN are the three most effective outlier detection algorithms among six for diagnosing useful anomalous message sequences that can help in debugging. Each of the IForest, OCSVM, and MukNN (c.f., Section III) detect anomalous message aggregates based on a different perspective. IForest selects an anomalous message aggregate based on shorter path lengths created by random selection of a feature and recursive partitioning of the feature data. OCSVM selects an anomalous message aggregate by solving an optimization problem to find a maximal margin hyperplane that best separates anomalous message aggregates. MukNN (i.e., k-NN with mean distance as metric) selects an anomalous message aggregate based on a aggregate’s local density and the distance to its \( k \)th nearest neighbor.

Consequently, to incorporate these different perspectives into our diagnosis methodology, we use a heuristic combination of outlier scores from each of the above three algorithms for each of the message aggregate. We found that a linear combination of outlier scores of a message aggregate is in closer agreement with our empirical findings than relying on outlier score of a message aggregate from each of the individual algorithms. Let \( x \) be a message aggregate, \( Ano(x) \) be the comprehensive outlier score of \( x \), and \( IForest(x), OCSVM(x), \) and \( MukNN(x) \) be the outlier score of \( x \) using the IForest, OCSVM, and MukNN algorithm respectively. We define \( Ano(x) \) as \( Ano(x) = (IForest(x) + OCSVM(x) + MukNN(x))/3 \). In our experiments, we rank anomalous message aggregates based on the comprehensive outlier score defined above.

IX. QUALITATIVE CASE STUDY ON EFFECTIVENESS OF OUR MESSAGE SELECTION AND DIAGNOSIS METHODOLOGY

It is illuminating to understand a case study to appreciate the effectiveness of the selected messages and our bug detection methodology in the debugging process.

Symptom: In this experiment we used traced messages from Table XI. The simulation failed with an error message FAIL: Bad Trap.

Manual debug with selected messages: We consider bug symptom causes of Table XI to debug this case. From the observed trace messages, siNCU and piowcrd, we identify NCU got back correct credit ID at the end of the PIO read and PIO write operation respectively. This rules out two causes out of 9. However, we cannot rule out causes related to PIO payload since a wrong payload may cause computing thread to catch BAD Trap by requesting operand from wrong memory location. Absence of trace messages mondoacknock and reqtot implies that NCU did not service any Mondo interrupt request and SIU did not request a Mondo payload transfer to NCU respectively. Further, there is no message corresponding to dmusiidata.cputhreadid in the trace file, implying that DMU was never able to generate a Mondo interrupt request for NCU to process. This rules out all causes except cause 3 (1 cause out of 9, pruning of 88.89% of possible causes) to explore further to find the root cause.

Manual root causing: From [29], [30], we note that an interrupt is generated only when DMU has credit and all previous DMA reads are done. We found no prior DMA read messages and DMU had all its credit available. Absence of dmduidata message correct CPUID and ThreadID implies that DMU never generated a Mondo interrupt request. This makes DMU a plausible location of the root cause of the bug.

Debug with bug diagnosis methodology: We apply our bug diagnosis methodology on the same set of trace messages as before. The methodology identified five anomalous message aggregates containing a total of 26 unique message sequences. We found 20 true positive anomalous message sequences that are symptomatic of different bugs that we injected in the design. Among these 20 anomalous message sequences, 18 message sequences were symptomatic of the bug that we identified manually. The remaining two message sequences were symptomatic of the other two injected bugs.

Clearly, while debugging manually, we were unable to detect the later two bugs because i) they were more subtle and ii) the symptomatic message sequences were extremely infrequent. Interestingly, the manual debug took approximately eight hours to diagnose one symptomatic message sequence. In comparison, the automated bug diagnosis methodology took
TABLE XI: Representative potential root causes for one case study. Rest of the root causes are omitted due to lack of space. Remaining case studies are available in [32]

| Selected Messages | Potential Causes | Potential Implication |
|-------------------|------------------|-----------------------|
| reqtq, grant, mondosackack, slincu, piowcrd dmusldata, cpuberid | 1. Mondo request forwarded from DMU to SIU’s bypass queue instead of ordered queue | 1. Mondo interrupt not serviced |
|                   | 2. Invalid Mondo payload forwarded to NCU from DMU via SIU | 2. Interrupt assigned to wrong CPU ID and Thread ID |

only approximately 62 seconds (an improvement of 469×) to pre-process the trace messages and to diagnose candidate anomalous message sequences using different outlier detection algorithms. Additionally, the diagnosis method was able to diagnose candidate anomalous message sequences for two more bugs, an improvement of 50% over manual debugging (c.f., Table X).

This case study shows that our bug diagnosis methodology automates and expedites tedious and error-prone manual debugging process of post-silicon failures.

X. DISCUSSIONS AND CONCLUSION

In light of our experimental findings, we believe that a synergistic application of feature engineering and anomaly detection is a powerful tool for application-level post-silicon debug and diagnosis. Although the two features presented in this work capture a wide range of bugs, we concur that these sets of features are not complete and may fail to capture certain application-level bugs. Since our proposed bug diagnosis framework is very generic, one may engineer additional features to plug-in to diagnose a wider set of bugs.

In conclusion, we have presented an automated post-silicon bug diagnosis methodology for SoC use-case failures. Our solution uses the power of machine learning and feature engineering to automatically learn the buggy design behavior and the normal design behavior from the trace data by analyzing intrinsic data feature without requiring prior knowledge of the design. Our proposed diagnosis solution is highly effective and can diagnose many more bugs at a fraction of time with high precision as compared to manual debugging. We demonstrate the effectiveness of our proposed diagnosis solution using real-world debugging case studies on the OpenSPARC T2 SoC.
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