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Abstract: In this paper, we introduce a new image encryption scheme based on fractional chaotic time series, in which shuffling the positions blocks of plain-image and changing the grey values of image pixels are combined to confuse the relationship between the plain-image and the cipher-image. Also, the experimental results demonstrate that the key space is large enough to resist the brute-force attack and the distribution of grey values of the encrypted image has a random-like behavior.
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1 Introduction

With the rapid growth of multimedia production systems, electronic publishing and widespread dissemination of digital multimedia data over the Internet, protection of digital information against illegal copying and distribution has become extremely important[1, 4, 5, 8]. To meet this challenge, a variety of encryption schemes have been illustrated [2, 3, 7, 11, 14]. Recently, along with the rapid development of theory and application of chaos, many researchers are now focusing on the chaotic cryptography, since it has shown some exceptionally good properties in many concerned aspects regarding security, complexity, speed, computing power and computational overhead, etc [9, 10, 12].

Fractional calculus, which dates back to the 17th century, has been applied to physics and engineering in recent decades [18, 19]. A fractional-order system is characterized by a dynamical system described by fractional derivatives and integrals. It has been found that most systems can be elegantly described with the help of fractional-order systems, especially the description of memory and hereditary properties of various materials and processes. Meanwhile, it has been shown that the chaotic behaviour of an integer order nonlinear system is maintained when the order becomes fraction. In comparison with their integer-order counterparts, fractional-order nonlinear systems in general show higher nonlinearity and more degrees of freedom in the model due to the existence of fractional derivatives. In fact, fractional derivatives have a complex geometrical interpretation for their nonlocal (or long-range dependence) effects either in space or time (for more details one can refer to [6, 13]).

Due to the excellent properties of fractional-order nonlinear systems, in this article we will use the logistic chaotical map to generate the time series, which was investigated by Li and Chen in [16, 17]. In their papers they introduced and discussed the fractional logistic chaotical map and gave the fractional logistic chaotical time series form as follows
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\[ x(n) = x(0) + \frac{\mu}{\Gamma(v)} \sum_{i=1}^{n} \frac{\Gamma(n-i+v)}{\Gamma(n-i+1)} x(i-1)(1-x(i-1)). \]  \hfill (1)

This paper is organized as follows. In Section 2, some basic preliminaries about fractional calculus (FC) are mentioned. In Section 3, a new kind of image encryption algorithm by fractional chaotic time series shall be introduced. Finally, in Section 4, we shall show some experimental results, statistical analysis and key secure analysis to demonstrate that the key space is large enough to resist the brute-force attack and the distribution of grey values of the encrypted image has a random-like behavior.

2 Preliminaries

In this section we shall recall some preliminaries of the fractional calculus (FC), which provides an useful tool for nonlinear problems.

**Definition 2.1** ([6, 13]). According to the Riemann-Liouville approach, the fractional integral of order \( \alpha > 0 \) with lower limit \( a \) of a function \( f : [a, \infty) \rightarrow \mathbb{R} \) is defined by

\[
I_a^\alpha f(t) := \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} f(s)ds, \quad t \geq a,
\]

provided that the right-hand side is point-wise defined, where \( \Gamma \) is the Ruler gamma function.

**Definition 2.2** ([6, 13]). Let \( \alpha > 0 \) and \( m \) be the smallest integer greater than or equal to \( \alpha \). The Riemann-Liouville fractional derivative of order \( \alpha \) with lower limit 0 for a function \( f : [a, \infty) \rightarrow \mathbb{R} \) is defined by

\[
R_a^\alpha D_t^\alpha := \frac{1}{\Gamma(m-\alpha)} \frac{d}{dt} \int_a^t (t-s)^{m-\alpha-1} f(s)ds, \quad t \in J,
\]

provided that the right-hand side is point-wise defined.

**Definition 2.3** ([6, 13]). Let \( \alpha > 0 \) and \( m \) be the smallest integer greater than or equal to \( \alpha \). The Caputo fractional derivative of order \( \alpha \) with lower limit 0 for a function \( f : [a, \infty) \rightarrow \mathbb{R} \) is defined by

\[
C_a^\alpha D_t^\alpha := R_a^\alpha D_t^\alpha \left( f(t) - \sum_{k=0}^{m-1} \frac{t^k}{k!} f^{(k)}(0) \right),
\]

provided that the right-hand side is point-wise defined.

In the sequel, we notate \( \mathbb{N}_a = \{a, a+1, a+2, \ldots\} \), where \( a \in \mathbb{R} \) be given.

**Definition 2.4** ([16, 17]). Let \( x : \mathbb{N}_a \rightarrow \mathbb{R} \) and \( 0 < \alpha \leq 1 \) be given.

1. The fractional sum of order \( v \) is defined by:

\[
\Delta_a^{-\alpha} := \frac{1}{\Gamma(\alpha)} \sum_{s=a}^{t-v} \Gamma(\alpha) \Gamma(s-a+1) x(s), \quad t \in \mathbb{N}_{a+\alpha}; \hfill (2)
\]

2. The Caputo-like delta difference is defined by:

\[
C_\Delta_a^{-\alpha} := \frac{1}{\Gamma(1-\alpha)} \sum_{s=a}^{t-v} \Gamma(\alpha) \Gamma(s-a+1-\alpha) x(s), \quad t \in \mathbb{N}_{a+1-\alpha}. \hfill (3)
\]

**Remark 2.5.** In fact, if \( \alpha = 1 \) then we consider the classical logistical map by

\[ \dot{x}(t) = \mu x(t)(1-x(t)). \]  \hfill (4)
then, with the corresponding discrete logistic map as:

$$x_{n+1} = \mu x_n (1 - x_n),$$  \hspace{1cm} (5)

where $\mu$ is the control parameter of discrete logistic map, and if $\mu \in (2.57, 3]$, then logistic map is reduced to a chaotic map.

However, by the Definition 2.4, Wu and Baleanu in [16, 17] presented the discrete fractional chaotical time series by

$$C \triangleleft _{\alpha}^{\alpha} x(t) = \mu x(t + \alpha - 1)(1 - x(t + \alpha - 1)).$$

then, we easily get

$$x(n) = x(0) + \frac{\mu}{\Gamma(\alpha)} \sum_{i=1}^{n} \frac{\Gamma(n - i + \alpha)}{\Gamma(n - i + 1)} x(i - 1)(1 - x(i - 1)), t \in \mathbb{N}_{n+1-\alpha}. \hspace{1cm} (6)$$

The dynamics behaviors are numerically discussed for the varied parameters $\mu$ and $\alpha$.

### 3 Image encryption algorithm

In this paper, we assume that $f$ is a $m \times n$ (the size of gray values) plain image (P-image shorthand), where $f(i, j)$ defines the gray value of the pixel at $i$-th row and $j$-th column of the P-image. Also, let $g$ be another key image (K-image) (or cover image) with size the same size.

We now introduce the amounts of information of an image $k$ which size is $m \times n$, where the average gray value of $k$ is defined by

$$\text{avg}_k = \frac{\text{sum}_k}{m \times n},$$

where $\text{sum}_k$ is the sum of all pixel values of $k$, i.e.,

$$\text{sum}_k = \sum_{i=1}^{m} \sum_{j=1}^{n} k(i, j).$$

The proposed scheme is a cascade of the following steps:

**Step 1:** Input the parameters $\alpha_1 \in (0, 1)$, $\alpha_2 \in (0, 1)$, $\mu_1$, $\mu_2$, $m_1$ and $n_1$;

**Step 2:** Divide P-image and K-image into some small blocks and they both have $m_1 \times n_1$ blocks, where the size of each block is $m/m_1 \times n/n_1$ ($m$ and $n$ are divisible by $m_1$ and $n_1$, respectively), thus we have:

$$P - \text{image} = \begin{bmatrix} P_1, & P_2, & \cdots, & P_{n/n_1} \\ P_{n/n_1+1}, & P_{n/n_1+2}, & \cdots, & P_{2n/n_1} \\ \vdots & \vdots & \ddots & \vdots \\ P_{(m/m_1-1)\times n/n_1+1}, & P_{(m/m_1-1)\times n/n_1+2}, & \cdots, & P_{m/m_1\times n/n_1} \end{bmatrix}$$

and

$$K - \text{image} = \begin{bmatrix} K_1, & K_2, & \cdots, & K_{n/n_1} \\ K_{n/n_1+1}, & K_{n/n_1+2}, & \cdots, & K_{2n/n_1} \\ \vdots & \vdots & \ddots & \vdots \\ K_{(m/m_1-1)\times n/n_1+1}, & K_{(m/m_1-1)\times n/n_1+2}, & \cdots, & K_{m/m_1\times n/n_1} \end{bmatrix}$$

**Step 3:** Calculate the average gray values of each block of P-image and K-image by

$$\text{avg}_{P - \text{image}} = \{\text{avg}_{P_1}, \text{avg}_{P_2}, \cdots, \text{avg}_{P_{m/m_1\times n/n_1}}\}.$$
and

$$\text{avg}_{K\text{-image}} = \{\text{avg}_{K_1}, \text{avg}_{K_2}, \ldots, \text{avg}_{K_{m_1 \times n_1}}\}.$$  

**Step 4:** Sort the sequence \(\text{avg}_{P\text{-image}}\) and \(\text{avg}_{K\text{-image}}\) by increasing

$$\text{avg}'_{P\text{-image}} = \{\text{avg}'_{P_1}, \text{avg}'_{P_2}, \ldots, \text{avg}'_{P_{m_1 \times n_1}}\}.$$  

and

$$\text{avg}'_{K\text{-image}} = \{\text{avg}'_{K_1}, \text{avg}'_{K_2}, \ldots, \text{avg}'_{K_{m_1 \times n_1}}\}.$$  

**Step 5:** Change the position of the blocks of \(P\text{-image}\) and \(K\text{-image}\), thus we get:

$$P\text{-image}' = \begin{bmatrix}
P'_1 & P'_2 & \cdots & P'_n \n n+1 & P'_{n+2} & \cdots & P'_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
(\text{avg}_{P\text{-image}})_{n_1 \times n_1} & (\text{avg}_{P\text{-image}})_{n_1 \times n_1+2} & \cdots & (\text{avg}_{P\text{-image}})_{2n_1}
\end{bmatrix}$$

and

$$K\text{-image}' = \begin{bmatrix}
K'_1 & K'_2 & \cdots & K'_{n_1} \n n+1 & K'_{n_1+2} & \cdots & K'_{2n_1} \\
\vdots & \vdots & \ddots & \vdots \\
(\text{avg}_{K\text{-image}})_{n_1 \times n_1} & (\text{avg}_{K\text{-image}})_{n_1 \times n_1+2} & \cdots & (\text{avg}_{K\text{-image}})_{2n_1}
\end{bmatrix}$$

**Step 6:** Get the average gray values \(\text{avg}_{P\text{-image}}\) of \(P\text{-image}\) and denote \(c_1^{(1)} = \text{avg}_{P\text{-image}} - \text{floor}(\text{avg}_{P\text{-image}})\). By the Eq. (1), we calculate the chaotic sequence

$$c^{(1)} = \{c_1^{(1)}, c_2^{(1)}, \ldots, c_{m \times n}^{(1)}\}.$$  

**Step 7:** Retain only the integer part of \(c_i^{(1)}\) as \(\hat{c}_i^{(1)}\) for each \(i \in \{1, 2, \ldots, m \times n\}\). Then, consider the modular arithmetic mod between 256 and \(\hat{c}_i^{(1)}\). Denote the results as

$$\hat{c}_i^{(1)} = \text{mod}(\hat{c}_i^{(1)}, 256), i = 1, 2, \ldots, m \times n;$$

**Step 8:** Change one-dimensional array \(\hat{c}^{(1)}\) into two-dimension matrix \(G_{P\text{-image}}\) of the \(m\) rows and \(n\) columns.

$$G_{P\text{-image}} = \text{reshape}(\hat{c}^{(1)}, m, n);$$

**Step 9:** Apply the Xor operation \(\oplus\) between \(K\text{-image}(i, j)\) and \(G(i, j)\) leading to the encryption result

$$h_{K\text{-image}}(i, j) = K\text{-image}(i, j) \oplus G(i, j), i = 1, 2, \ldots, m, j = 1, 2, \ldots, n;$$

**Step 10:** Apply \(h_{K\text{-image}}\) instead of \(P\text{-image}\) and \(P\text{-image}\) instead of \(K\text{-image}\). Also, apply the same processes in Steps 6–8 to generate the encryption image \(h_{P\text{-image}}\) of \(P\text{-image}\).

The decryption algorithm is similar to the encryption.

### 4 Experimental results and statistical analysis

In this section, some simulation results of double image multi-encryption algorithm are demonstrated. All the work is being done by software Matlab 2012(b) in a DELL Ins14VD-586. Computational platform is Microsoft Windows 7 (64 bit) with intel(R) Core(TM) I5-2450M, CPU 2.50GHz, and memory 2.0 GB.
4.1 Experimental results

We choose gray-scale "Lena" (Fig. 1 (a)) sized 256 x 256 as the P-image, "Cameraman" (Fig. 1 (b)) sized 256 x 256 as K-image. Fig. 1 (c) and Fig 1 (d) are corresponding histograms of "Lena" and "Cameraman".

Fig. 1. Lena and Cameraman.

We input the parameters $m_1 = 4, n_1 = 4, \alpha_1 = 0.6$, and $\alpha = 0.7$. Firstly, P-image and K-image are divided into blocks of 2 x 2. Then, we calculate the average gray values each block:

\[ \text{avg}_{P-\text{image}} = \{ \text{avg}_1 = 94.9156, \text{avg}_2 = 114.3188, \text{avg}_3 = 70.9384, \text{avg}_4 = 114.5331 \}, \]
\[ \text{avg}_{K-\text{image}} = \{ \text{avg}_1 = 119.9196, \text{avg}_2 = 153.7616, \text{avg}_3 = 75.7767, \text{avg}_4 = 125.4131 \}, \]

and get the Fig. 2 by sorting them as:

\[ \text{avg}'_{P-\text{image}} = \{ \text{avg}_3 = 70.9384, \text{avg}_1 = 94.9156, \text{avg}_2 = 114.3188, \text{avg}_4 = 114.5331 \}, \]
\[ \text{avg}'_{K-\text{image}} = \{ \text{avg}_3 = 75.7767, \text{avg}_1 = 119.9196, \text{avg}_4 = 125.4131, \text{avg}_2 = 153.7616 \}, \]

Next, by the parameters we obtain the chaotical sequence $c^{(1)}$ by the E.q. (1)

\[ c^{(1)} := \{ c^{(1)}_1, c^{(1)}_2, \cdots, c^{(1)}_{m \times n} \}, \]

we also have

\[ \tilde{c}^{(1)}_i = \text{mod}(c^{(1)}_i, 256), i = 1, 2, \ldots, m \times n. \]

Hence, we change the size of $c^{(1)}$ into $m \times n$ and get the Fig. 3 (b). Moreover, we combine the K-image’ and G to get $h_{K-\text{image}}$ which is shown in Fig. 3 (c). Finally, we directly utilize Step 9 to obtain Fig. 4. In the meantime, the hist diagrams of Lena and its encryption are obtained in Fig. 5.
Fig. 2. The results of Step 5.
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Fig. 3. The results of Step 7 and Step 8.
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Fig. 4. The results of Step 9.
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4.2 Statistical analysis

In order to determine whether the encryption is successful, we now apply the correlation between the two vertically and horizontally adjacent pixels in the plain image and its encrypted images, and receive the following:

\[ E(x) = \frac{1}{N} \sum_{i=1}^{N} x(i), \]  
\[ D(x) = \frac{1}{N} \sum_{i=1}^{N} (x(i) - E(x))^2, \]  
\[ \text{cov}(x, y) = \frac{1}{N} \sum_{i=1}^{N} [x(i) - E(x)] \cdot [y(i) - E(y)], \]  
\[ r(x, y) = \frac{\text{cov}(x, y)}{\sqrt{D(x) \cdot D(y)}}. \]  

where \( x, y \) are the values of two adjacent pixels in the image, and \( N \) is the total number of pixels. In fact, we have formulas (7)-(10) that the statistical variables of P-image are obtained as follows:

\[ E_{P-image}(x) = 98.6765, \]  
\[ D_{P-image}(x) = 119.4442, \]  
\[ r_{P-image}(x + 1, y) = 0.96934, \]  
\[ r_{P-image}(x, y + 1) = 0.93998. \]  

On the other hand, Fig. 6 illustrates the horizontal and vertical correlations of P-image. In fact, by the correlation coefficients \( r_{P-image}(x + 1, y) = 0.96934, r_{P-image}(x, y + 1) = 0.93998 \) (they almost approximate to 1) and the Fig. 6, we easily see that for the P-image the relationship between horizontal and vertical directions is almost linear. However, for the encryption image we also have

\[ E_{E-image}(x) = 2.4359, \]  
\[ D_{E-image}(x) = 127.5431, \]  
\[ r_{E-image}(x + 1, y) = 0.00094021, \]  
\[ r_{E-image}(x, y + 1) = -0.00103427. \]
It is of course from the mean gray values $E(x)$ and covariance values that the encryption results are stable and safe. Moreover, combining the Fig. 7, we demonstrate that the correlation coefficients of encryption image are in stochastic relationship (less than 0.001). Therefore, we can conclude that the encryption is successful and exhibits promising result.

In the end, we further evaluate the effect of encryption image by two exponents of the peak signal to noise rate (PSNR) and the structural similarity (SSIM), which are most often used in the effect analysis of quality of images and image encryption algorithm. In fact, we calculate $\text{PSNR} = 8.7247$ and $\text{SSIM} = 0.00683$, thus our algorithm is quite efficient.

4.3 Key Secure Analysis

Key sensitivity is an essential property for the encryption algorithm. A good encryption algorithm should be sensitive to the initial secret keys even if it has subtle change. In order to check out the sensitivity of the proposed algorithm, use one of the keys that is only slightly different form the original one. We try to decrypt Fig. 4(c). The resulting images, obtained by using key chains $key_{error} = key + 10^{-16}$ and $key_{error} = key + 10^{-16}$, are in
Fig. 8. These images with slightly changed key are not visible, so that we can conclude that the proposed encryption algorithm provides a high key sensitivity.
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