Abstract—Optimal transport is a framework that facilitates the most efficient allocation of a limited amount of resources. However, the most efficient allocation scheme does not necessarily preserve the most fairness. In this paper, we establish a framework which explicitly considers the fairness of dynamic resource allocation over a network with heterogeneous participants. As computing the transport strategy in a centralized fashion requires significant computational resources, it is imperative to develop computationally light algorithm that can be applied to large scale problems. To this end, we develop a fully distributed algorithm for fair and dynamic optimal transport with provable convergence using alternating method of multipliers. In the designed algorithm, each corresponding pair of resource supplier and receiver compute their own solutions and update the transport schemes through negotiation iteratively which do not require a central planner. The distributed algorithm can yield a fair and efficient resource allocation mechanism over a network. We corroborate the obtained results through case studies.

I. INTRODUCTION

Optimal transport (OT) is a centralized framework that enables the design of efficient schemes for distributing resources by considering heterogeneous constraints between the resource suppliers and receivers [1]. Efficiency in transporting and distributing resources has long been sought out, such as the optimal dispatch of raw materials in manufacturing, backup of power units in disaster affected neighbors, and matching between employees and tasks in an enterprise network.

Under the standard OT paradigm, the resource distribution scheme maximizes the aggregated utilities of all participants in a centralized way, regardless of whether that distribution is fair for the resource receivers [2], [3]. This efficiency maximization paradigm is not suitable for many societal problems. For example, in energy systems, the resilience planning should take into account these generally under considered communities which are hit heavily by natural disasters. Though from the central planner’s perspective, the resilience planning in these areas may not contribute as significant as other areas to the system’s utility by cost-benefit analysis. Therefore, it is necessary to incorporate fairness during the transport mechanism design for constrained resource allocation, especially in the scenarios that promote social equity.

The transport network that the resources are distributed over becomes more complex with a large number of suppliers and receivers. This large-scale feature of the OT problem gives rise to another concern on the centralized computation of the transport plan. The required computation for centralized planning grows exponentially with the number of participants in the framework. This concern is further intensified if the resource allocation is completed over a period of time sequentially. To this end, we aim to develop a distributed algorithm for fair and efficient dynamic resource allocation where the centralized planner is not necessary. The distributed algorithm is obtained by leveraging alternating method of multipliers (ADMM) approach [4].

To enable a fair resource allocation, we include a fairness measure in the objective function in the dynamic OT framework. Therefore, the resulting dynamic transport plan will have a balance between efficiency and fairness. In the designed ADMM-based distributed algorithm, each participant (resource supplier or receiver) only needs to solve its own problem and exchange the results with the corresponding connected agents, which enables parallel updates on the solution. The algorithm terminates when the solution computed at each pair of supplier and receiver coincides, at which point the dynamic transport strategy given by our developed distributed algorithm is the same as the one under centralized design.

Our distributed algorithm offers insights for fair and efficient dynamic resource distribution over networks. First, the updates of transport strategies at both the supplier side and the receiver side can be seen as bargaining for the resources transfer. The bargaining process ends when both parties reach an agreement. Furthermore, during each update, each receiver node in the network proposes a solution that explicitly considers the fairness. In comparison, the supplier nodes solely focus on maximizing their payoff by selling their resources. At the next round of updates, each pair of supplier and receiver will propose a resource distribution scheme that is closer to the average of their previous solutions. It indicates that, as the bargaining progresses, the resource suppliers will also consider the fairness and the receivers will take into account the efficiency of the transport plan to have a consensus. The algorithm can also be implemented online conveniently by adapting to the changes in the resource allocation network and participants’ preferences.

The contributions of this paper are summarized as follows. First, we establish a framework that can yield fair and efficient dynamic resource transportation over networks. Second, we develop a distributed algorithm based on ADMM to compute the dynamic transport strategy in which the resource suppliers and receivers negotiate iteratively on the strategy. Third, we use case studies to corroborate the effectiveness and applicability to changing environment of the algorithm.

Related Works: Optimal resource allocation/matching has been investigated vastly in various fields, including communication networks [2], energy systems [5], critical infrastructure
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To compute the optimal transport strategy efficiently, a number of techniques have been developed, such as simultaneous approximation [8], population-based optimization [9], and distributed algorithms [3], [10]. Our work is also related to fair allocation of constrained resources [11], [12]. In this work, we leverage ADMM to develop a fast computational mechanism for fair and efficient dynamic resource matching over large-scale networks.

II. PROBLEM FORMULATION

In this section, we first present a standard dynamic OT framework for limited resource allocation over a network. Then, we extend the framework to a fair OT setting by considering the fairness in the dynamic transport design.

In the network, we denote $\mathcal{X} := \{1, ..., |\mathcal{X}|\}$ the set of destinations or targets that receive the resources, and $\mathcal{Y} := \{1, ..., |\mathcal{Y}|\}$ the set of origins or sources that distribute resources to the targets. Specifically, each source node $y \in \mathcal{Y}$ is connected to a number of target nodes denoted by $\mathcal{X}_y$, representing that $y$ has choices in allocating its resources to a specific group of destinations $\mathcal{X}_y$ in the network. Similarly, it is possible that each target node $x \in \mathcal{X}$ receives resources from multiple source nodes, and this set of suppliers to node $x$ is denoted by $\mathcal{Y}_x$. Note that $\mathcal{X}_y, \forall y \in \mathcal{Y}$, and $\mathcal{Y}_x, \forall x \in \mathcal{X}$ are nonempty. Otherwise, the corresponding nodes are isolated in the network and do not play a role in the considered optimal transport strategy design. It is also straightforward to see that the resources are transported over a bipartite network, where one side of the network consists of all source nodes and the other includes all destination nodes. This bipartite graph may not be complete due to constrained matching policies between participants. Another reason yielding incomplete bipartite graph in practice can be the infeasible transport of resources between certain pairs of source and destination nodes incurred by long transport distance. For convenience, we denote by $\mathcal{E}$ the set including all feasible transport paths in the network, i.e., $\mathcal{E} := \{(x, y) | x \in \mathcal{X}, y \in \mathcal{Y}\}$. Note that $\mathcal{E}$ also refers to the set of all edges in the established bipartite graph for resource transportation.

We denote by $\pi^t_{xy} \in \mathbb{R}_+$ the amount of resources transported from the origin node $y \in \mathcal{Y}$ to the destination node $x \in \mathcal{X}$ at time $t$, where $\mathbb{R}_+$ is the set of nonnegative real numbers and $t \in \mathcal{T} := \{1,2,...,T\}$. For convenience, let $\Pi := \{\pi^t_{xy}\}_{x \in \mathcal{X}, y \in \mathcal{Y}, t \in \mathcal{T}}$ be the transport plan designed for the considered network. To this end, the centralized dynamic optimal transport problem can be formulated as follows:

\[
\max_{\Pi} \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} d_{xy}(\pi^t_{xy}) + \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (s_{xy}(\pi^t_{xy}) - c_{xy}(\pi^t_{xy}))
\]

s.t. $p_t \leq \sum_{y \in \mathcal{Y}} \pi^t_{xy} \leq \bar{p}_x, \forall x \in \mathcal{X}$,

$q_y \leq \sum_{x \in \mathcal{X}} \pi^t_{xy} \leq \bar{q}_y, \forall y \in \mathcal{Y}$,

$\pi^t_{xy} \geq 0, \forall t \in \mathcal{T}, \forall \{x,y\} \in \mathcal{E},$

where $d_{xy} : \mathbb{R}_+ \rightarrow \mathbb{R}$ and $s_{xy} : \mathbb{R}_+ \rightarrow \mathbb{R}$ are utility functions for destination/target node $x$ and source node $y$, respectively. $c_{xy} : \mathbb{R}_+ \rightarrow \mathbb{R}$ is a cost function of source node $y$ for transporting resources to target node $x$. Furthermore, $p_t \geq \bar{p}_x \geq 0, \forall x \in \mathcal{X}$ and $q_y \geq \bar{q}_y \geq 0, \forall y \in \mathcal{Y}$. The constraints $p_t \leq \sum_{y \in \mathcal{Y}} \pi^t_{xy} \leq \bar{p}_x$ and $q_y \leq \sum_{x \in \mathcal{X}} \pi^t_{xy} \leq \bar{q}_y$ capture the limitations on the amount of requested and transferred resources at the target $x$ and source $y$, respectively.

We have the following assumption on the utilities functions $d_{xy}$ and $s_{xy}$ and the cost function $c_{xy}$.

**Assumption 1.** The utility functions $d_{xy}$ and $s_{xy}$ are concave and monotonically increasing, and the transport cost function $c_{xy}$ is convex and monotonically increasing on $\pi^t_{xy}$, $\forall x \in \mathcal{X}, \forall y \in \mathcal{Y}$.

There are a number of functions of interest that satisfy the properties in Assumption 1. For example, the utility functions $d_{xy}$ and $s_{xy}$ can adopt a linear form, indicating a linear growth of payoff on the amount of transferred and consumed resources. $d_{xy}$ and $s_{xy}$ can also take a logarithmic form, representing the marginal utility decreases with the amount of transported resources. The cost function $c_{xy}$ can admit linear and quadratic forms, capturing the flat and increasing growth of transport costs on the resources, respectively.

In the above formulation, there is no consideration of fairness in resource allocation. The central planner devises an optimal transport strategy by maximizing the social welfare. In practice, some target nodes may not contribute as significant as other nodes to the social objective by receiving a certain amount of resources from the sources. This efficient resource allocation plan yields a larger objective value. However, it is not fair for some nodes if their requests for resources are ignored. Therefore, it is urgent to incorporate the equity consideration during resource allocation. One possible way to achieve this goal is to introduce a fairness measure to the objective function in the OT framework as follows:

\[
\sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} d_{xy}(\pi^t_{xy}) + \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (s_{xy}(\pi^t_{xy}) - c_{xy}(\pi^t_{xy})) + \sum_{x \in \mathcal{X}} \omega_x f_x(\sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \pi^t_{xy})
\]

where $\omega_x \geq 0$ is a weighting constant for fairness, and $f_x : \mathbb{R}_+ \rightarrow \mathbb{R}$. Note that $\sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \pi^t_{xy}$ is total amount of resources received for the target node $x$ over $T$ periods of time. Thus, $f_x(\sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \pi^t_{xy})$ quantifies the level of fairness by allocating $\sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \pi^t_{xy}$ resources to each target $x$. To facilitate a fair transport strategy, the central planner needs to devise $f_x$ strategically. One consideration is that the marginal utility of the fairness term $f_x$ should decrease. Otherwise, it will lead to an unfair distribution of resources, i.e., some target nodes receive most of the resources in the network as the central planner aims to maximize $\sum_{t \in \mathcal{T}} \omega_x f_x(\sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \pi^t_{xy})$.

We have the following assumption on the property of fairness function.

**Assumption 2.** The fairness function $f_x, \forall x \in \mathcal{X}$ is concave and monotonically increasing.
There can be various choices for the fairness function. One possible choice is a proportional fairness function [12]:

\[
f_{x}(\sum_{y} \sum_{t} \pi_{xy}^{d}) = \log \left( \sum_{y} \sum_{t} \pi_{xy}^{d} + 1 \right), \quad \forall x \in \mathcal{X}. \tag{3}
\]

To this end, the central planner’s goal is to devise a fair and efficient transport strategy that maximizes the objective function (2) while taking into account the same set of constraints on resources capacity in (1).

III. DISTRIBUTED ALGORITHM FOR FAIR AND EFFICIENT DYNAMIC TRANSPORT STRATEGY DESIGN

The planner can solve the formulated optimization problem in Section II in a centralized manner. One primal concern is the computational feasibility. It can be computationally expensive to calculate the fair and efficient resource distribution plan when the number of sources and targets becomes enormous as can be observed in a large-scale network. Therefore, we shift our attention in finding a fair and efficient transport strategy from a centralized way to a fully distributed fashion.

A. Feasibility and Optimality

Before developing the distributed algorithm, we first analyze the feasibility of the formulated optimization problem.

**Lemma 1.** It is feasible to find a fair transport plan \(\Pi\) if the following conditions are satisfied:

\[
\sum_{y} \bar{q}_{y} \geq p_{x}, \quad \forall x \in \mathcal{X}, \tag{4}
\]

\[
\sum_{x} \bar{q}_{x} \geq \sum_{y} p_{y}, \tag{5}
\]

The two inequalities in Lemma 1 have natural interpretations. (4) ensures that all the target nodes’ requests can be fulfilled. (5) indicates the total supply of resources is less than the total supply that the source nodes can provide.

We next characterize the existence of optimal solution to the formulated problem.

**Lemma 2.** Under Assumptions (1) and (2) and the inequalities (4) and (5), there exists a fair and efficient transport strategy that maximizes the objective (2) while satisfying the constraints in (1).

The existence of the optimal solution is guaranteed by the concavity of \(d_{xy}, s_{xy}\) and \(f_{x}\) and the convexity of \(c_{xy}\), as well as the feasibility of the problem resulting from (4) and (5).

B. Distributed Algorithm

In this subsection, we aim to develop a distributed algorithm to solve the formulated problem. Our first step is to rewrite the optimization problem in the ADMM form by introducing ancillary variables \(\pi_{xy}^{d}\) and \(\pi_{xy}^{s}\). The additional superscripts \(d\) and \(s\) indicate that the corresponding parameters belong to the destination/target node or the source node, respectively. We then set \(\pi_{xy} = \pi_{xy}^{d}\) and \(\bar{\pi}_{xy} = \pi_{xy}^{s}\), indicating that the solutions proposed by the targets and sources are consistent with the ones proposed by the central planner. This reformulation facilitates the design of a distributed algorithm which allows us to iterate through the process in obtaining the fair and efficient transport plan. To this end, the reformulated optimal transport problem under fairness consideration is presented as follows:

\[
\begin{align*}
\min_{\Pi_{d} \in \mathcal{F}_{d}, \Pi_{s} \in \mathcal{F}_{s}} & \quad \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} d_{xy}(\pi_{xy}^{d}) - \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (s_{xy}(\pi_{xy}^{d}) - c_{xy}(\pi_{xy}^{d})) - \omega_{k} f_{x}(\sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \pi_{xy}^{s}) \\
\text{s.t.} & \quad \pi_{xy}^{d} = \bar{\pi}_{xy}, \quad \forall t \in \mathcal{T}, \quad \forall (x, y) \in \mathcal{E}, \tag{6} \\
& \quad \pi_{xy}^{s} = \bar{\pi}_{xy}, \quad \forall t \in \mathcal{T}, \quad \forall (x, y) \in \mathcal{E},
\end{align*}
\]

where \(\Pi_{d} := \{\pi_{xy}^{d}\}_{x \in \mathcal{X}, y \in \mathcal{Y}, t \in \mathcal{T}}, \Pi_{s} := \{\pi_{xy}^{s}\}_{y \in \mathcal{Y}, x \in \mathcal{X}, t \in \mathcal{T}}\), \(\mathcal{F}_{d} := \{\Pi_{d} | \pi_{xy}^{d} \geq 0, p_{x} \leq \sum_{y \in \mathcal{Y}} \sum_{t \in \mathcal{T}} \pi_{xy}^{d} \leq \bar{p}_{x}, \forall (x, y) \in \mathcal{E}, t \in \mathcal{T}\}\), and \(\mathcal{F}_{s} := \{\Pi_{s} | \pi_{xy}^{s} \geq 0, q_{y} \leq \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \pi_{xy}^{s} \leq \bar{q}_{y}, \forall (x, y) \in \mathcal{E}, t \in \mathcal{T}\}\).

Note that we transform the original maximization of the social utility problem to an equivalent program of minimizing the aggregated cost. Furthermore, due to the constraints, the optimal solutions of \(\Pi_{d}, \Pi_{s}\), and \(\Pi\) to (6) are the same. Our next focus is to develop a distributed algorithm to solve the problem (6). We let \(\alpha_{xy}^{d}\) and \(\alpha_{xy}^{s}\) be the Lagrangian multipliers associated with the constraint \(\pi_{xy}^{d} = \bar{\pi}_{xy}\) and \(\pi_{xy}^{s} = \bar{\pi}_{xy}\), respectively. The Lagrangian then facilitates the application of ADMM in the distributed algorithm design. Specifically, the Lagrangian associated with the optimization problem (6) can then be written as follows:

\[
L\left(\Pi_{d}, \Pi_{s}, \alpha_{xy}^{d}, \alpha_{xy}^{s}\right) = - \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} d_{xy}(\pi_{xy}^{d}) + \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (s_{xy}(\pi_{xy}^{d}) - c_{xy}(\pi_{xy}^{d})) - \omega_{k} f_{x}(\sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \pi_{xy}^{s}) \\
+ \sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} \alpha_{xy}^{d}(\pi_{xy}^{d} - \bar{\pi}_{xy}) + \frac{\eta}{2} \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (\pi_{xy}^{d} - \bar{\pi}_{xy})^{2} \\
+ \frac{\eta}{2} \sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} (\pi_{xy}^{s} - \bar{\pi}_{xy})^{2}, \tag{7}
\]

where \(\eta > 0\) is a positive scalar constant controlling the convergence rate in the algorithm designed below. In (7), the last two terms \(\frac{\eta}{2} \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (\pi_{xy}^{d} - \bar{\pi}_{xy})^{2}\) and \(\frac{\eta}{2} \sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} (\pi_{xy}^{s} - \bar{\pi}_{xy})^{2}\) acting as penalization, are quadratic. Hence, the Lagrangian function \(L\) is strictly convex, ensuring the existence of a unique optimal solution. We can apply ADMM to the minimization problem in (6). The designed distributed algorithm is presented in the following proposition.

**Proposition 1.** The iterative steps of ADMM to (6) are summarized as follows:

\[
\begin{align*}
\Pi_{d}(k+1) & \in \arg \min_{\Pi_{d} \in \mathcal{F}_{d}} - \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} d_{xy}(\pi_{xy}^{d}) - \omega_{k} f_{x}(\sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \pi_{xy}^{s}) \\
& \quad + \sum_{t \in \mathcal{T}} \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} \alpha_{xy}^{d}(k)(\pi_{xy}^{d}) + \frac{\eta}{2} \sum_{t \in \mathcal{T}} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (\pi_{xy}^{d} - \bar{\pi}_{xy}(k))^{2}, \tag{8}
\end{align*}
\]
\( \Pi_y^d(k+1) = \arg \min_{\Pi_y^d} \{ \frac{d_{xy}}{\sum_{i \in T} \sum_{\gamma \in \mathcal{G}} (\pi_{xy}^d(k)) - c_{xy}(\pi_{xy}^d(k))} - \omega_s f_s(\sum_{i \in T} \sum_{\gamma \in \mathcal{G}} \pi_{xy}^d(k)) + \frac{\eta}{2} \sum_{i \in T} \sum_{\gamma \in \mathcal{G}} (\pi_{xy}^d(k) - \pi_{xy}(k))^2 \} \), \( \omega_s \) being the penalty weight.

Algorithm 1 Distributed Algorithm

1: while \( \Pi_y^d \) and \( \Pi_y^i \) not converging do
2: Compute \( \Pi_y^d(k+1) \) using (13), \( \forall x \in \mathcal{X} \)
3: Compute \( \Pi_y^i(k+1) \) using (14), \( \forall y \in \mathcal{Y} \)
4: Compute \( \Pi_{xy}(k+1) \) using (15), \( \forall \{x,y\} \in \mathcal{E} \)
5: Compute \( \alpha_{xy}^i(k+1) \) using (16), \( \forall x \in \mathcal{T}, \forall \{x,y\} \in \mathcal{E} \)
6: end while
7: return \( \pi_{xy}(k+1), \forall t \in \mathcal{T}, \forall \{x,y\} \in \mathcal{E} \)

Proof. As (10) is strictly concave, we can solve it by first-order condition: 
\( \pi_{xy}(k+1) = \frac{1}{\eta} (\alpha_{xy}^i(k) - \alpha_{xy}^s(k)) + \frac{1}{\eta} (\pi_{xy}(k+1) - \pi_{xy}(k)) \). By substituting the above equation into (11) and (12) we get: 
\( \alpha_{xy}^i(k+1) = \frac{1}{\eta} (\alpha_{xy}^i(k) + \alpha_{xy}^s(k)) + \frac{1}{\eta} (\pi_{xy}(k+1) - \pi_{xy}(k)) \), \( \alpha_{xy}^i(k+1) = \frac{1}{\eta} (\alpha_{xy}^i(k) + \alpha_{xy}^s(k)) + \frac{1}{\eta} (\pi_{xy}(k+1) - \pi_{xy}(k)) \). We can see that \( \alpha_{xy}^i = \alpha_{xy}^s \) during each update. Hence, \( \pi_{xy}(k+1) \) can be further simplified as \( \pi_{xy}(k+1) = \frac{1}{\eta} (\pi_{xy}(k+1) + \pi_{xy}(k)) \) shown in (15). In addition, we can achieve (11) and (12) from (16).

We can iterate through equations (13)-(16) to obtain a fair and efficient resource transport strategy until getting a convergence. Note that the fairness is explicitly considered during the solution updates, which can be seen from the ADMM iteration step (15). For convenience, we summarize the iterations in Proposition 2 in Algorithm 1.

IV. DISCUSSIONS ON THE DISTRIBUTED ALGORITHM

In this section, we discuss several crucial aspects of the proposed distributed algorithm for fair and efficient resource allocation mechanisms.

A. Fairness and Efficiency Trade-off

The fairness of the transport scheme is ensured during the updates of solutions. As shown in (13), the level of fairness is regulated by the parameter \( \omega_s \), \( x \in \mathcal{X} \). Specifically, \( \omega_s \) trades off between the efficiency and fairness of the transport strategy. With a larger \( \omega_s \), the fairness term has a more significant impact on the solution, yielding a fairer resource allocation plan but in turn the plan is less efficient. For every target \( x \), it maximizes \( f_s(\sum_{y \in \mathcal{Y}} \sum_{\gamma \in \mathcal{G}} \pi_{xy}^d) \) at each step. The concavity of \( f_s \) guarantees that it is impossible for a single target in the network to receive all the resources. Together with the penalization terms \( \sum_{y \in \mathcal{Y}} \sum_{\gamma \in \mathcal{G}} \alpha_{xy}(k) \pi_{xy}^d + \frac{\eta}{2} \sum_{y \in \mathcal{Y}} \sum_{\gamma \in \mathcal{G}} (\pi_{xy}^d - \pi_{xy}(k))^2 \), it also ensures that the request for resources from each target \( x \) will not be arbitrarily large.

B. Implementation of Fairness

In the reformulated problem (6), we associated the fairness function, \( f_s, \forall x \in \mathcal{X} \), with the corresponding target node.
This leads to natural interpretations that when proposing the transport strategy, each target needs to be aware of the fairness of the resource allocation over networks. In a resource distribution market, the supplier (source node) may not care where its resources are allocated in the end. However, a target cares whether it gets more or less resources than another target. For example, if a large company is distributing resources to customers, the company does not care where their product goes, while consumers care if only a few consumers are able to obtain the product. This observation is consistent with the goes, while consumers care if only a few consumers are able to obtain the product. This observation is consistent with the

\begin{align*}
\text{maximize the fairness term } & \omega \times t \\
\text{cost functions: } & \sum_{x \in X} \sum_{y \in Y} p_{xy} t
\end{align*}

C. Continuous and Distributed Resource Allocation

In Algorithm 1, all the participants (sources and targets) updates their decisions on the transferred/requested resources iteratively in a distributed fashion. In a resource distribution market, the number of participants and their preferences can vary over time. For example, some suppliers will leave the market when they finish the allocation of their resources. Similarly, new target nodes may join the market when they need to purchase resources. Hence, it is necessary to devise a continuous resource allocation mechanism that is adaptive to the changes in the market. We can extend the Algorithm 1 in this regard and implement it in an online form. Specifically, when there are changes in the market, we can continue to solve the optimal transport problem by using Algorithm 1 with necessary updates resulting from the market changes. In this way, we do not need to recompute the fair and efficient transport strategy for the new scenario from scratch. The algorithm will take into account these changes inherently and continuously update the solution in a distributed way. We will illustrate the continuous resource allocation with a case study in Section V.

V. Case Studies

In this section, we corroborate our algorithm for distributed optimal transport with fairness consideration. We consider a scenario with five target nodes and two source nodes and a transport network structure connecting all source nodes to both target nodes. The upper bounds are \( \bar{q}_1 = 2, \bar{q}_2 = 3, \bar{q}_3 = 4, \bar{q}_4 = 3, \bar{q}_5 = 3, \bar{p}_1 = 4, \) and \( \bar{p}_2 = 4. \) The lower bounds, \( q_y \) and \( p_x \) are 0 for all nodes. For illustration simplicity, we consider the resource allocation over a single period, i.e., \( T = 1. \) Thus, we omit the time index \( t \) in the notations in case studies. Furthermore, we adopt the following linear utility and cost functions: \( d_{xy}(\pi_{xy}) = \delta_{xy} + \pi_{xy}, s_{xy}(\pi_{xy}) = \sigma_{xy} + \pi_{xy} \) and \( c_{xy}(\pi_{xy}) = \xi_{xy} + \pi_{xy}, \forall (x, y) \in \mathcal{E}. \) The corresponding parameters are selected as: \( \begin{bmatrix} r_{xy} \end{bmatrix}_{x \in X, y \in Y} = \begin{bmatrix} 1 & 2 & 1 & 2 & 1 \\ 2 & 1 & 3 & 1 & 2 \end{bmatrix} \). We consider proportional fairness in the resource allocation, i.e., the fairness function admits the form shown in (3).

A. Fair and Distributed Resource Allocation

We first show the effectiveness of the designed Algorithm 1. Specifically, we compare the optimal transport strategies with and without fairness considerations using Algorithm 1. For the algorithm with fairness, we set the weighting factor \( \omega = 3 \). We focus on comparing their induced social utility. The social utility is the aggregate of the payoffs of the sources and targets and the benefits of fairness in resource allocation. The results are shown in Fig. 1. Fig. 1(a) indicates that the algorithm with fairness converges to a higher social utility. The increase in the social utility is due to the addition of fairness when designing the resource transport scheme. We also note that the fairness has little effect on the convergence of the algorithm. Fig. 1(b) shows the residual of transport strategy. The residual measures the difference between the strategy at the current update and the centralized optimal solution. We can observe that the residual goes to 0 around \( k = 50 \), which demonstrates the effectiveness of the designed distributed algorithm.

After verifying that the algorithm works and increases social utility, we further verify that it is efficient in computing the transport strategy. In a case with 20 source nodes and 20 target nodes, the designed distributed algorithm takes just over two minutes which is considerably good given that there are \( 20 \times 20 \) connections with the transport scheme where all source nodes are connected to all target nodes.

B. Online Distributed Resource Allocation

Next, we investigate a case study using the discussed continuous, or online, distributed algorithm in Section IV-C. We adopt the same utility, cost and fairness functions as in the previous scenario. In this case, the resource allocation network changes over time as shown in Fig. 5. Specifically, there are three sources and two targets at \( k = 0 \), and not all of which are connected, i.e., the bipartite graph is incomplete.
resource receiver (target). Throughout the negotiation, the sources maximize their revenue but need to consider the fairness. Similarly, the targets optimize the fairness but should take into account the efficiency of resource allocation. The algorithm terminates when the two parties reach a consensus. Further work includes the investigation of fair resource transport under incomplete information between two parties.
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