In this work, we present a framework analysis of millimeter waves (mmWaves) vehicular communications systems. Communications between vehicles take place through a cooperative relay which acts as an intermediary base station (BS). The relay is equipped with multiple transmit and receive antennas and it employs decode-and-forward (DF) to process the signal. Also, the relay applies maximal ratio combining (MRC), and maximal ratio transmission (MRT), respectively, to receive and forward the signal. As the vehicles’ speeds are relatively high, the channel experiences a fast fading and this time variation is modeled following the Jakes’ autocorrelation model. We also assume narrowband fading channel. Closed-form expressions of the reliability metrics such as the outage probability, the probability of error and the channel capacity are derived. Capitalizing on these performances, we derive the low and high power regimes for the capacity, and the high signal-to-interference-plus-noise-ratio (SINR) asymptotes for the outage and error probability to get full insights into the system gains such as the diversity and coding gains.
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I. INTRODUCTION

The increase demand for bandwidth has been growing over the last few decades, largely due to the increased number of subscribers and the number of communication devices. Due to these factors, the users suffer from the spectrum scarcity as most of the available spectrum is totally assigned to the licensed users. In addition, spectrum sharing-sensing systems which consist of primary and secondary users also reach its bottleneck. Due to the massive number of users, the secondary users become unable to take advantages of the spectrum holes left by the primary users. Also, the primary users are not efficiently communicating since the licensed microwave spectrum becomes very limited. Furthermore, advanced Long Term Evolution (LTE)
communications systems are in desperate need for high-speed wireless data rate in order to share big data, high definition (HD) videos, e.g., advanced driving assistance system (ADAS) for vehicular communications [1]–[3]. Self-driving vehicles require a big amount of shared data with the other surrounding vehicles to help the vehicles exploring their environments and reduce the rates of accidents.

To address these challenges, millimeter waves (mmWaves) technology has been emerged as a promising solution to overcome these shortcoming. In fact, mmWaves provides not only a large band of available spectrum, but also a high data rate for exchanging the data. Furthermore, the capacity of the wireless cellular network massively increases and become able to support a large number of subscribers compared to the microwave cellular systems. Hence, mmWaves technology is the best way to densify the cellular network and support the technologies that require high data rates [4].

A. Motivation

mmWaves communications which refer to the wide spectrum between 28 and 300 GHz become a promising solution to provide high Gbps of bandwidth to emerging 5G network [5], [6]. Such interesting technology has recently attracted enormous attentions both in academia and industry [7]. HD video applications leverage from mmWaves frequencies to transmit ultra HD video to HDTV wirelessly [8]. In addition, mmWaves can also replace fiber optic transmission lines connecting the core network to the backhaul when the cable installation is restricted or expensive [9]. Since mmWaves spectrum becomes available for use, industries invested and produced mmWaves based commercial products such as IEEE 802.11ad wireless gigabit alliance (WiGig) technology. In fact, this product is dedicated to support wireless display interfaces requiring high resolution and gigabit rate [7], [8], [10]. Furthermore, mmWaves frequencies support radar applications for motion sensors, automatic doors, and collision avoidance systems [8], [11]. Moreover, mmWaves communications have low interference and high security against hacking and intrusion. In fact, mmWaves link has narrow beam and short range where the area experiences less interference from neighbor radios. Also, mmWaves system is immune since the propagation is restricted to a limited area which enhances the security [8], [12], [13]. In the same context, mmWaves technology has tremendous applications in vehicular communications area. Specifically, self-driving vehicles require a great amount of information from nearby vehicles and road side units (RSU) to enhance the vehicle awareness and avoid the potential accidents.
Certainly such application requires a high bandwidth and data rate to support the big data exchanged between the vehicles and RSUs [11], [14], [15].

Although mmWaves technology has tremendous advantages, it suffers from many drawbacks. Due to the small wavelength, mmWaves has a short propagation range around 20 meters for low power applications [16]. Supporting longer ranges requires large antenna gains and transmit power. Also, since mmWaves frequencies are sensitive to blockage, it requires LOS communication as regular objects such as trees, human being, and building completely block the signal [6]. Consequently, the range is reduced and the received signal is weak. Furthermore, due to the high frequencies, mmWaves is substantially degraded by the path loss as it suffers from the atmospheric attenuations such as the moisture, fog, rain attenuations, and the oxygen absorption [17]. To compensate for the path loss, mmWaves systems use high directional array antennas [18]. Moreover, due to the large bandwidth, the received mmWaves signal experiences high noise degradations at the receiver which substantially limits the received signal-to-noise ratio (SNR).

To enhance the quality of the received signal, relay based cooperative communication technique has been proposed not only to improve the capacity but also to improve the coverage and assist the received signal power [19]–[22]. Related works have proposed various relaying techniques to process the signal such as amplify-and-forward (AF), and decode-and-forward (DF) [23]–[29]. The AF consists of amplifying the received signal with a proper gain factor and then forwards it, while DF decodes and denoises the signal and then forwards it. Since mmWaves are susceptible to the high noise power, the AF is not relevant because in this case the relay also amplifies the noise which is incorporated in the received signal. Besides, research attempts have introduced the full-duplex relaying as it has the potential to double the spectral efficiency. Due to the self-interference which substantially degrades the performance, related works proposed beamforming designs to cancel the self-interference and improve the achievable rate [30], [31]. Furthermore, relaying as well as the intelligent reflecting surfaces (IRS) have been introduced in the context of physical layer security to protect the legitimate receiver from the eavesdropping attacks by transmitting friendly jammers and/or artificial noise in order to maximize the secrecy capacity [32], [33].

B. Related works

Tremendous work dealing with cooperative relaying communication have been published. P. Trinh et al [34] have proposed a mmWaves cellular system with free space optical (FSO) back-
hauling. The mmWaves channel follows the Rician model to characterize the LOS component. The outcomes of this work are the outage probability, the error rate, and the channel capacity. Furthermore, M. Makki et. al [35] developed a framework analysis of hybrid mmWaves and FSO DF relaying system for multiple hop and mesh topologies. They concluded that Hybrid Automatic Repeat reQuest (HARQ) improves the power efficiency and compensate for the impact of the hardware impairments. For multiple hop topology, the outage is not sensitive to the large number of transmit antennas while the capacity substantially depends on the number of antennas. In addition, M. Ozpolat et. al [36] provided a grid-based region coverage analysis of urban mmWaves vehicular ad hoc network (VANET) [15], [37], [38]. The results demonstrated that mmWaves enables VANET to support fully connected traffic and to satisfy the needs for a dense traffic scenario. Moreover, Z. Sheng et. al [39] considered the performance analysis of a 5G vehicular network with reinforcement learning-based dedicated short range communications (DSRC) for vehicle to vehicle and mmWaves for vehicle to infrastructure communications. The main idea of this work is to integrate both DSRC and mmWaves in vehicular network and to manage the connectivity components and a situational-aware central unit to optimize the handoff decisions.

C. Contribution

In this context, we propose a dual-hop vehicular system wherein the relay employs DF relaying mode. The source and the destination are both a transmit (TX) and receive (RX) vehicles while the relay behaves as an intermediary base station (BS). We adopt the Maximal ratio combining (MRC) at the receiver side of the relay, while the maximal ratio transmission (MRT) is considered at the transmitter side of the relay. Due to the high mobility of the vehicles, the channels are considered time-varying (fast fading) at the first and the second hops. Consequently, the TX and RX are not able to track the channel variations and get a perfect estimate of the channels’ coefficients. We assume the Jake’s autocorrelation to model the relation between the updated and outdated channel state information (CSI). In addition, we consider the interferences, respectively, from the nearby vehicles for the uplink scenario (first hop), and from the nearby BSs for the downlink scenario (second hop). Furthermore, we assume that the propagating signals experience the blockage since randomly distributed objects such as the buildings, birds, and human bodies can exist between the TX, RX, and the BSs. We also consider the free space path loss model encompassing the rain attenuation, and the oxygen absorption. Nakagami-\(m\) model is proposed
for modeling the channel fading between the Tx, the relaying BSs, and the Rx. The analysis of the system performance follows these steps:

- Provide the analysis of the system and channels’ models for a single hop, since the two hops are symmetric.
- Provide the statistical distributions of the signal-to-interference-plus-noise (SINR) for a single hop.
- Derive the system performance metrics for a single hop.
- Capitalizing on these metrics, we derive the high SINR characteristics in order to obtain the system gains such as the diversity and the coding gain for a single hop.
- Generalize the analysis of the performance metrics for the overall relaying system.

D. Structure

This paper is organized as follows: the system and channel model are analyzed in Section II. The reliability metrics analysis for a single hop are detailed in Section III, while the performance analysis of the overall relaying system is reported in Section IV. Section V presents the discussion of the numerical results and the concluding remarks are reported in Section VI.

II. System and Channel Model

A. System Description

Fig. 1 provides an illustration of the relay network. The proposed system consists of two vehicles communicating through an intermediary relaying BS. Each vehicle is equipped with a single antenna while the relay is equipped with multiple TX and RX antennas, and employs DF protocol to process the received signal. We assume that the RX antennas elements are close enough and the distance between the relay and TX vehicle is long so that the angle of arrival and the time delay are the same for all the signals. The same assumption holds for the second hop, where the transmitted signals at the relay have the same angle of departure \( \phi_2 \) and time delay to reach the receive vehicle. To estimate the channel state information (CSI), the relay sends periodic feedback to the vehicles. Since the feedback is slowly propagating and the channels are time-varying, the transmitted CSI will be the outdated version. The time correlation between the outdated and updated CSIs can be modeled using the Jakes’ autocorrelation model as follows

\[
\rho_t = [J_0(2\pi f_{d,i}\tau_{d,i})]^2
\] (1)
where \( J_0(\cdot) \) is the first kind of Bessel function with order zero, the index \( i = 1, 2 \) stands for the first and second hop. \( f_{d,i} = \frac{f_c v_i \cos(\phi_i)}{c} \) is the Doppler frequency, \( \phi \) is the angle between vehicle displacement and the relay, \( f_c \) is the carrier frequency, \( v_i \) is the speed of the vehicle, \( c \) is the speed of light, and \( \tau_{d,i} \) is the propagation delay.

Fig. 1: mmWaves uplink and downlink 5G cellular cooperative network architecture. The transmit and receive vehicles are communicating through the BSs.

Fig. 2 illustrates the time correlation with respect to the frequency and the vehicle speed. The maximum coherence time \( T_c \) corresponding to 28 GHz and a speed of 10 m/s, is 757.61 \( \mu s \), while the minimum \( T_c \) corresponding to 73 GHz and a speed of 30 m/s is 193.73 \( \mu s \). We observe that the correlation peaks decrease with the speed and the carrier frequency. As the vehicle speed increases mainly in highways and rural areas, the correlation decreases and inversely when the vehicle speed is lower, specifically in urban and sub-urban areas, the correlation improves. In fact,
for higher speeds, the channel is rapidly varying and the estimation becomes worse. However, for lower speed, the TX and RX can relatively track the channel variations, and hence the estimation gets much better.

Fig. 2: Correlation dependence on the vehicle speed for different values of the carrier frequency. The symbol period $T_s = 1\text{ ms}$, $\tau_d = 2T_s$, and $\phi = \frac{\pi}{4}$.

The relation between the outdated $\hat{\gamma}_i$ and updated $\gamma_i$ instantaneous SNRs of the hop $i$ is expressed as follows [40, Eq. (7)]

$$\hat{\gamma}_i = \sqrt{\rho_i \gamma_i} + \sqrt{1 - \rho_i} \omega_i$$

where $\omega_i$ is complex Gaussian distributed with zero-mean and having the same variance as $\gamma_i$.

B. MmWaves channel model of the hop $i$

Since the channels of the first and second hops are symmetric, and the relay transmit and receive strategies are also equivalent (MRC and MRT), we will focus the analysis on a single hop.

$$y_i = \sqrt{\frac{\Omega_i P_i}{N_i}} \sum_{n=1}^{N_i} h_{n,i}s + \sum_{k=1}^{M_{r,i}} f_{k,i}d_{k,i} + n_i$$

where $\Omega_i$ is the average power gain, $P_i$ is the total transmitted power equally splitted among the $N_i$ channels, $s$ is the modulated symbol, $h_{n,i}$ is the $n$-th channel, $d_{k,i}$ is the modulated symbol of the $k$-th interferer with an average power $\mathbb{E}[|d_{k,i}|^2] = P_{k,i}$, $f_{k,i}$ is the fading coefficient of the
$k$-th interferer, $M_{r,i}$ is the number of the interferers, and the noise $n_i$ is a zero-mean additive white Gaussian noise (AWGN). The noise variance is given by

$$\sigma_i^2[\text{dBm}] = B + N_0 + N_f. \quad (4)$$

The path gain of the link $i$ is given by [17]

$$\Omega_i = G_{t,i} + G_{r,i} - 20\log_{10}\left(\frac{4\pi L_if_c}{c}\right) - (\alpha_{ox} + \alpha_{rain})L_i \quad (5)$$

where $\alpha_{ox}$ and $\alpha_{rain}$ are the oxygen absorption, and the rain attenuation coefficients, respectively.

TABLE I summarizes the values of the system parameters used in the simulation.

| Parameter                               | Symbol | Value     |
|-----------------------------------------|--------|-----------|
| Transmit antenna element gain           | $G_{t,i}$ | 44 dB    |
| Receive antenna element gain            | $G_{r,i}$ | 44 dB    |
| Noise spectral density                  | $N_0$  | -142 dBm/Hz |
| Noise figure                            | $N_f$  | 0 dB      |
| Bandwidth                               | $B$    | 700 MHz   |
| Speed of light                          | $c$    | $3 \times 10^8$ m/s |
| Link distance                           | $L_i$  | 50 m      |

III. PERFORMANCE ANALYSIS OF HOP i

A. SINR statistical analysis

Given that the single input single output (SISO) channel fading is Nakagami-m distributed, the relative SNR follows the Gamma distribution. Hence the overall SNR, which is the sum of $N_i$ Gamma identically distributed SNR per branch with scale $m_i$, is also a Gamma random variable with scale $N_i m_i$.

The joint probability density function (PDF) of the outdated and updated SNRs is given by [40, Eq. (14)]

$$f_{\hat{\gamma}i,\gamma i}(x, y) = \left(\frac{N_i m_i}{\tau_i}\right)^{N_i m_i+1} \frac{xy}{\tau_i^2} e^{-\left(\frac{x+y}{\tau_i}\right)^{N_i m_i}} I_{N_i m_i-1}\left(2N_i m_i \sqrt{\rho_i x y}\right) \Gamma(N_i m_i)$$

where $I_{\nu}(\cdot)$ is the $\nu$-th order modified Bessel function of the first kind and $\tau_i$ is the average SNR. After some mathematical manipulations, the PDF of the outdated CSI is obtained by [40, Eq. (14)]

$$f_{\hat{\gamma}i}(x) = \left(\frac{N_i m_i}{\tau_i}\right)^{N_i m_i} e^{-\left(\frac{x}{\tau_i}\right)^{N_i m_i}} \frac{1}{\Gamma(N_i m_i)}$$

(6)
Integrating (7) and using [41, Eq. (3.351.1)], the cumulative distribution function (CDF) is given by

\[ F_{\hat{\gamma}_i}(x) = \frac{(1 - \rho_i)^{N_im_i}}{\Gamma(N_im_i)} \gamma\left(\frac{N_im_i}{1 - \rho_i}, \frac{N_im_i x}{(1 - \rho_i)\hat{\gamma}_i}\right) \]  

(8)

where \(\gamma(\cdot, \cdot)\) is the incomplete lower gamma function. Since \(N_im_i\) is an integer, the CDF (8) can be reformulated as follows

\[ F_{\hat{\gamma}_i}(x) = (1 - \rho_i)^{N_im_i} \left(1 - e^{-\frac{N_im_i x}{(1 - \rho_i)\hat{\gamma}_i}} \sum_{n=0}^{N_im_i-1} \frac{x^n}{n!} \left(1 - \rho_i\right)^n \right) \]  

(9)

We assume that each interferer fading follows Nakagami-m with parameter \(m_{r,i}\) and we neglect the impact of the time correlation on each channel. Repeating the same derivation steps, the PDF of the aggregate \(M_{r,i}\) interferers’ SNR \(\gamma_{r,i}\) is given by

\[ f_{\gamma_{r,i}}(x) = \left(\frac{M_{r,i}m_{r,i}}{\overline{\gamma}_{r,i}}\right)^{M_{r,i}m_{r,i}} x^{M_{r,i}m_{r,i}-1} e^{-\frac{M_{r,i}m_{r,i}x}{\overline{\gamma}_{r,i}}} \frac{1}{\Gamma(M_{r,i}m_{r,i})} \]  

(10)

where \(\overline{\gamma}_{r,i}\) is the average SNR of the interferers.

The effective SINR is expressed by

\[ \gamma_{\text{eff},i} = \frac{\hat{\gamma}_i}{\gamma_{r,i} + 1} \]  

(11)

Using [41, Eq. (3.351.3)], and after some mathematical manipulations, the CDF of the effective SINR is given by

\[ F_{\gamma_{\text{eff},i}}(x) = (1 - \rho_i)^{N_im_i} \left[1 - \left(\frac{M_{r,i}m_{r,i}}{\overline{\gamma}_{r,i}}\right)^{M_{r,i}} \frac{1}{\Gamma(M_{r,i}m_{r,i})} \right] \]  

\[ \times \sum_{n=0}^{N_im_i-1} \sum_{p=0}^{n} \frac{n!}{n!} \left(\frac{N_im_i}{1 - \rho_i}\right)^n \Gamma(M_{r,i}m_{r,i} + p) \]  

\[ \times x^n \left(\frac{M_{r,i}m_{r,i}}{\overline{\gamma}_{r,i}} + \frac{N_im_i x}{(1 - \rho_i)\overline{\gamma}_i}\right)^{-(M_{r,i}m_{r,i}+p)} e^{-\frac{N_im_i x}{(1 - \rho_i)\overline{\gamma}_i}} \]  

(12)

Differentiating (12) and after some mathematical manipulations, the PDF of the effective SINR is given by

\[ f_{\gamma_{\text{eff},i}}(x) = \left(\frac{N_im_i}{\overline{\gamma}_i}\right)^{N_im_i} \left(\frac{M_{r,i}m_{r,i}}{\overline{\gamma}_{r,i}}\right)^{M_{r,i}m_{r,i}} x^{N_im_i-1} \]  

\[ \times e^{-\frac{N_im_i x}{(1 - \rho_i)\overline{\gamma}_i}} \frac{1}{\Gamma(M_{r,i}m_{r,i})} \sum_{p=0}^{N_im_i} \left(\frac{N_im_i}{p}\right) \Gamma(M_{r,i}m_{r,i} + p) \]  

\[ \times \left(\frac{M_{r,i}m_{r,i}}{\overline{\gamma}_{r,i}} + \frac{N_im_i x}{(1 - \rho_i)\overline{\gamma}_i}\right)^{-(M_{r,i}m_{r,i}+p)} \]  

(13)
The \( n \)-th moment of the SINR of hop \( i \) is defined as

\[
\mathbb{E}[\gamma^n] = \int_{0}^{\infty} \gamma^n f_{\gamma_{\text{eff}},i}(\gamma) d\gamma. \tag{14}
\]

After some mathematical manipulations, the \( n \)-th moment is given by

\[
\mathbb{E}[\gamma^n] = \frac{(N_i m_i)^N_i m_i}{\Gamma(N_i m_i) \Gamma(M_{r,i} m_{r,i})} \sum_{p=0}^{N_i m_i} \binom{N_i m_i}{p} \left( \frac{\tau_{r,i}}{M_{r,i} m_{r,i}} \right)^p \left( \frac{1 - \rho_i \tau_i}{N_i m_i} \right)^{n+N_i m_i} \times G_{2,1}^{1,2} \left( \begin{array}{c} \tau_{r,i} \\ M_{r,i} m_{r,i} \end{array} \right) \left| \begin{array}{c} 1 - n - N_i m_i, 1 - M_{r,i} m_{r,i} - p \\ 0 \end{array} \right. \tag{15}
\]

**Proof.** The proof of (15) is reported in Appendix A. \( \square \)

**B. High SNR Analysis**

Using the identity \( \frac{\gamma(x)}{x^s} \sim \frac{1}{x^s} \) as \( x \rightarrow 0 \), at high SNR, (8) can be expressed as

\[
F_{\gamma_{\text{eff}},i}(x) \sim \frac{1}{(N_i m_i)!} \left( \frac{N_i m_i x}{\tau_i} \right)^{N_i m_i}. \tag{16}
\]

After considering (11) and repeating the same derivation steps, the high SNR asymptote of the CDF of the effective SINR is given by

\[
F_{\gamma_{\text{eff}},i}(x) \sim \frac{1}{\Gamma(M_{r,i} m_{r,i}) (N_i m_i)!} \left( \frac{N_i m_i x}{\tau_i} \right)^{N_i m_i} \sum_{p=0}^{N_i m_i} \binom{N_i m_i}{p} \Gamma(M_{r,i} m_{r,i} + p) \left( \frac{\tau_{r,i}}{M_{r,i} m_{r,i}} \right)^p. \tag{17}
\]

From (17), the diversity gain per hop \( G_{d,i} \) is

\[
G_{d,i} = N_i m_i. \tag{18}
\]

**C. Symbol error probability**

For M-QAM modulations, the average symbol error is expressed as

\[
P_{e,i} = \alpha \mathbb{E}_{\gamma_{\text{eff}},i} \left[ Q(\sqrt{\beta \gamma}) \right]. \tag{19}
\]

where \( Q(\cdot) \) is the Gaussian Q-function, and \( \alpha, \beta \) stand for the modulation schemes. Using the integration by part, the symbol error can be reformulated as follows

\[
P_{e,i} = \frac{\alpha \sqrt{\beta}}{2 \sqrt{2 \pi}} \int_{0}^{\infty} e^{-\frac{\beta \gamma}{2}} F_{\gamma_{\text{eff}},i}(\gamma) d\gamma. \tag{20}
\]
Inserting (12) in (20) and after using [41] Eq. (7.813.1), and [42] Eq. (07.43.0271.01)], the probability of symbol error is given by
\[
P_{e,i} = \frac{\alpha \sqrt{\beta (1 - \rho)^{N_i m_i}}}{2 \sqrt{2 \pi}} \left( \frac{\Gamma(0.5)}{\sqrt{\beta}} \right) \sum_{n=0}^{N_i m_i - 1} \sum_{p=0}^{n} \frac{n^p}{n!} \times \left( \frac{\bar{\pi}_{r,i}}{\Gamma(M_{r,i} m_{r,i})} \right) \left( \frac{N_i m_i}{(1 - \rho_i)^{\bar{\pi}_{r,i}}} \right)^n \left( \frac{\beta}{2} + \frac{N_i m_i}{(1 - \rho_i)^{\bar{\pi}_{r,i}}} \right)^{-(n + \frac{1}{2})} \times G_{2,1}^{1,2} \left( \frac{N_i m_i \bar{\gamma}_{r,i}}{(1 - \rho_i) M_{r,i} m_{r,i} \bar{\gamma}_{r,i}} \left( \frac{\beta}{2} + \frac{N_i m_i}{(1 - \rho_i)^{\bar{\pi}_{r,i}}} \right) \right) \]  

(21)

where \( G_{p,q}^m (\cdot | -) \) is the Meijer-G function, \( \kappa_1 = \left[ \frac{1}{2} - n, 1 - M_{r,i} m_{r,i} - p \right] \), and \( \kappa_2 = 0 \).

Proof. The proof of (21) is reported in Appendix B.

At high SNR, the probability of error can be expressed as
\[
P_{e,i} \approx (G_{c,i} \bar{\gamma}_{r,i})^{-G_{d,i}} \]  

(22)

where \( G_{c,i} \) is the coding gain. After inserting (17) in (20), the high SNR error is derived as follows
\[
P_{e,i} = \frac{\alpha \Gamma(N_i m_i + \frac{1}{2})}{2 \sqrt{\pi (N_i m_i)!}} \left( \frac{2 N_i m_i}{\beta \bar{\pi}_i} \right)^{\frac{N_i m_i}{2}} \sum_{p=0}^{N_i m_i} \left( \frac{N_i m_i}{p} \right) \frac{\Gamma(M_{r,i} m_{r,i} + p)}{\Gamma(M_{r,i} m_{r,i})} \left( \frac{\bar{\gamma}_{r,i}}{m_{r,i}} \right)^p . \]  

(23)

After identifying (23) with (22), the coding gain is given by
\[
G_{c,i} = \frac{\beta}{2 N_i m_i} \left( \frac{2 \Gamma(M_{r,i} m_{r,i}) (N_i m_i) \sqrt{\pi}}{\alpha \Gamma(N_i m_i + \frac{1}{2})} \right)^{\frac{1}{m}} \left( \sum_{p=0}^{N_i m_i} \left( \frac{N_i m_i}{p} \right) \Gamma(M_{r,i} m_{r,i} + p) \left( \frac{\bar{\gamma}_{r,i}}{M_{r,i} m_{r,i}} \right)^p \right)^{\frac{1}{m}} . \]  

(24)

D. Capacity

The average rate \( C_i \), expressed in (bps), is defined as the maximum error-free data rate transmitted by the system. Assuming Gaussian signaling, the mean rate can be written as follows
\[
C_i = B E_{\gamma_{eff,i}} \left[ \log_2 (1 + \gamma) \right] . \]  

(25)

The derivation of the closed-form expression involves three main steps. The first one is to insert (13) in (25). Secondly, we convert each function of the integral into Fox-\( H \) function form. Finally, after applying the identity [43] Eq. (2.3)], the capacity is given by (26). Note that the
function $H_{p1,q1,p2,q2,p3,q3}^{m1,n1;m2,n2;m3,n3}(-|\cdot|,-|\cdot,\cdot)$ is called the bivariate Fox-$H$ function. An efficient MATLAB implementation of this function is given by [44, Appendix B].

$$C_i = \frac{B(1 - \rho_i)N_i m_i}{\log(2)\Gamma(N_i m_i)\Gamma(M_{r,i} m_{r,i})} \sum_{p=0}^{N_i m_i} \left( \frac{M_{r,i} m_{r,i}}{p} \right) \left( \frac{\tau_{r,i}}{M_{r,i} m_{r,i}} \right)^{p}$$

$$\times H_{0,1,1;1,2}^{0,1,1;1,2} \left[ \begin{array}{c} (1 - N_i m_i; 1, 1) \\ - \end{array} \right] \left( \begin{array}{c} (1 - M_{r,i} m_{r,i} - p, 1) \\ (0, 1) \end{array} \right) \left( \begin{array}{c} (1, 1), (1, 1) \\ (1, 1), (0, 1) \end{array} \right) \frac{\tau_{r,i}}{M_{r,i} m_{r,i}}, \left( \frac{1 - \rho_i}{N_i m_i} \right).$$

(26)

**Proof.** The proof of (26) is reported in Appendix C.

1) **Low power regime:** Using the following approximation $\log_2(1 + x) \sim x \log_2(e)$ for $x$ very close to zero, the capacity can be reduced for low power regime as follows

$$C_i^{\text{low}} \approx B \log_2(e) \mathbb{E}[\gamma^{n=1}].$$

Note that the approximation to the first moment is valid for low power, however, it substantially deviates from the exact expression as the power increases.

2) **High power regime:** For large transmitted power, the capacity can be approximated as

$$C_i^{\text{high}} \approx B \log_2(e) \frac{\partial\mathbb{E}[\gamma^n]}{\partial n} \bigg|_{n=0}. \quad (28)$$

Note that the deriving the $n$-th with respect to $n$ is not tractable as the parameter $n$ is not the main argument of the Meijer-G function. To solve this problem, we need to interchange the derivative operator (with respect to $n$) with the integral operator (with respect to $\gamma$) before evaluating the $n$-th moment. This approach can be reformulated as follows

$$\frac{\partial\mathbb{E}[\gamma^n]}{\partial n} = \frac{\partial}{\partial n} \left( \int_0^\infty \gamma^n f_{\gamma_{\text{eff}},i}(\gamma) d\gamma \right) = \int_0^\infty \frac{\partial\gamma^n}{\partial n} f_{\gamma_{\text{eff}},i}(\gamma) d\gamma = \int_0^\infty \gamma^n \log(\gamma) f_{\gamma_{\text{eff}},i}(\gamma) d\gamma. \quad (29)$$

Note that a closed-form expression of this integral is not tractable. Hence, a numerical integration is required.

3) **Jensen’s upper bound:** The capacity can be further characterized by a tight upper bound derived from Jensen’s inequality as follows

$$C_i^{\text{ub}} = B \log_2(1 + \mathbb{E}[\gamma^{n=1}]). \quad (30)$$
E. Massive MIMO

For large number of antennas of the relay, the distribution of the SINR of hop $i$ can be approximated to a Gaussian distribution using the central limit theorem. The approximated CDF can be obtained by

$$F_{\gamma_{\text{eff}},i}(x) \cong \frac{1}{2} \left( 1 + \text{erf} \left( \frac{x - \mu_i}{\sqrt{2} \sigma_i^2} \right) \right)$$

(31)

where erf($\cdot$) is the error function, $\mu_i$ and $\sigma_i^2$ are the mean and the variance of the Gaussian distribution which is given by

$$\mu_i = (1 - \rho_i) \gamma_i,$$

(32)

$$\sigma_i^2 = \frac{(1 - \rho_i)^2 \gamma_i}{N_i m_i}.$$  

(33)

F. Blockage model

mmWaves communications are very sensitive to blockage. Consequently, it is important to consider this factor in the analysis to get consistent results. Blockage models have been extensively studied in the literature [45]–[47]. The proposed models basically depend on the geometry of the objects, and the density $\delta$ in a given area (urban, suburban, and rural). In this work, we will focus on the following blockage models.

$$P_{\text{los}} = e^{-\frac{d}{\delta}}$$

(34)

where $P_{\text{los}}$ is the probability of LOS, and $d$ is the distance between the TX and RX. This model is called the exponential blockage model. According to 3GPP, $\delta = 200$ m in suburban area, and $\delta = 63$ m in urban area [17]. The next blockage model is defined as

$$P_{\text{los}} = \min \left( \frac{18}{d}, 1 \right) \left( 1 - e^{-\frac{d}{63}} \right) + e^{-\frac{d}{63}}.$$

(35)

Note that many external factors related to the environment are subject to the blockage such as the rain attenuation. Generally, these parameters are more severe for NLOS than LOS. Since the blockage causes relative scattering, the Nakagami-$m$ parameter can take 4, and 2 for LOS, and NLOS, respectively. In case of severe scattering, the Nakagami-$m$ parameter can take 1, and 0.5, respectively, for Rayleigh and worst Rayleigh scenarios. TABLE (II) summarizes the mmWaves propagation parameters for different carrier frequencies.
TABLE II: mmWaves-Band propagation measurements in different bands. The rain attenuations are measured at 5 mm/h while the oxygen absorption is evaluated at 200 m, [45, TABLE II].

| Frequency [GHz] | $\alpha_{\text{rain, los}}$ [dB] | $\alpha_{\text{rain, nlos}}$ [dB] | $\alpha_{\text{ox}}$ [dB] |
|-----------------|-------------------------------|-------------------------------|-------------------|
| 28              | 0.18                          | 0.9                           | 0.04              |
| 38              | 0.26                          | 1.4                           | 0.03              |
| 60              | 0.44                          | 2.0                           | 3.2               |
| 73              | 0.6                           | 2.4                           | 0.09              |

IV. Relay Channel Reliability Metrics Analysis

In this section, we provide the performance analysis of the proposed system, in particular, we consider the end-to-end outage probability, the probability of symbol error, and the ergodic capacity for the overall relay system. Basically, the statistical results derived in the previous section will be considered to get the reliability metrics and to quantify the performance losses and the system gains.

A. Outage probability

The outage probability is defined as the probability that the overall SINR falls below a given threshold $x$. This threshold is a standard value designed to target a desirable quality of service.

Since LOS and NLOS propagations are assumed, the average CDF per hop is given by

$$F_{\gamma_{\text{eff}},i}(x) = P_{\text{los}} F_{\gamma_{\text{eff}},i}^{\text{los}}(x) + (1 - P_{\text{los}}) F_{\gamma_{\text{eff}},i}^{\text{nlos}}(x)$$  \hspace{1cm} (36)

where $F_{\gamma_{\text{eff}},i}^{\text{los}}(\cdot)$ and $F_{\gamma_{\text{eff}},i}^{\text{nlos}}(\cdot)$ are the CDF of hop $i$ evaluated respectively, for LOS and NLOS.

The overall SINR $\gamma_e$ for the relay system employing DF protocol is given by

$$\gamma_e = \min(\gamma_{\text{eff},1}, \gamma_{\text{eff},2}).$$  \hspace{1cm} (37)

Consequently, the CDF of $\gamma_e$ is given by

$$F_{\gamma_e}(x) = F_{\gamma_{\text{eff},1}}(x) + F_{\gamma_{\text{eff},2}}(x) - F_{\gamma_{\text{eff},1}}(x) F_{\gamma_{\text{eff},2}}(x).$$  \hspace{1cm} (38)

Finally, the outage probability is obtained by

$$P_{\text{out}}(x) = \mathbb{P}[\gamma_e < x] = F_{\gamma_e}(x).$$  \hspace{1cm} (39)
B. Symbol error probability

After plugging (38) in (20), the symbol error probability of the overall relay channel can be obtained by

\[
P_e = (1 - (1 - \rho_2)^{N_2 m_2}) P_{e,1} + (1 - (1 - \rho_1)^{N_1 m_1}) P_{e,2} + \frac{(1 - \rho_1)^{N_1 m_1} (1 - \rho_2)^{N_2 m_2} \alpha \Gamma(0.5)}{2 \sqrt{\pi}}
\]

\[
+ \frac{\alpha \beta (1 - \rho_1)^{N_1 m_1} (1 - \rho_2)^{N_2 m_2}}{2 \sqrt{2 \pi} \Gamma(M_r m_{r,1}) \Gamma(M_r m_{r,2})} \sum_{n_1=0}^{N_1 m_1-1} \sum_{n_2=0}^{N_2 m_2-1} \sum_{p_1=0}^{n_1} \sum_{p_2=0}^{n_2} \frac{(n_1, p_1)}{(n_2, p_2)} \left( \frac{N_1 m_1}{(1 - \rho_1)^{\gamma_1}} \right)^{n_1}
\]

\[
\times \left( \frac{N_2 m_2}{(1 - \rho_2)^{\gamma_2}} \right)^{n_2} \left( \frac{\gamma_{r,1}}{M_r m_{r,1}, \lambda} \right)^{p_1} \left( \frac{\gamma_{r,2}}{M_r m_{r,2}, \lambda} \right)^{p_2}
\]

\[
H_1^{0.1,1,1,1,1} \left( \frac{1}{2} - n_1 - n_2; 1, 1 \right) \left| \begin{array}{c}
(1 - M_r m_{r,1}, 1 - p_1, 1) \\
(0, 1)
\end{array} \right| \left| \begin{array}{c}
(1 - M_r m_{r,2}, 2 - p_2, 1) \\
(0, 1)
\end{array} \right| \nu_1, \nu_2
\]

(40)

where \( \lambda \) and \( \nu_i \) are given by

\[
\lambda = \frac{\beta}{2} + \frac{N_1 m_1 \gamma_{r,1}}{M_r m_{r,1}, \gamma_1} + \frac{N_2 m_2 \gamma_{r,2}}{M_r m_{r,2}, \gamma_2}.
\]

(41)

\[
\nu_i = \frac{N_i m_i \gamma_{r,i}}{M_r m_{r,i}, \gamma_i \lambda}, \quad i = 1, 2.
\]

(42)

**Proof.** The proof of (40) is reported in Appendix D.

\[\square\]

C. Ergodic capacity

Since DF is assumed, the overall capacity of the relay channel can be expressed as follows

\[
C = \min (C_1, C_2).
\]

(43)

D. Capacity with outage

For slower vehicle, the channel fading can be viewed as slow fading where the receive SINR of the channel is randomly distributed taking realizations closer to zero. In this case, the capacity is zero most of the time and an alternative reliable metric is the outage capacity.

For a given outage \( \epsilon \), the \( \epsilon \)-capacity\(^1\) is defined as the maximum data rate maintained with a probability of \( (1-\epsilon) \). It can be expressed as follows

\[
C_\epsilon = (1 - \epsilon)B \mathbb{E}_{\gamma_\epsilon} \left[ \log_2 (1 + \gamma_\epsilon) \right]
\]

(44)

\(^1\)In this work, we define the notion of capacity with outage as the average data rate that is correctly received/decoded at the receiver which is equivalent to the throughput. In other standards in the literature, the capacity with outage is assimilated with the transmit data rate. The only difference is if we consider capacity with outage as the throughput, we account for the probability of bursts (outage) and we multiply by the term \((1 - \epsilon)\), while for the transmit data rate, the term \((1 - \epsilon)\) is not accounted anymore.
where $\gamma_c$ is the minimum receive SINR for which the channel can support the rate $C_c$. In other terms, if the receive SINR is less than $\gamma_c$, the system is in outage, otherwise, the received data can be successfully decoded.

$E$. System gains

The overall diversity gain $G_d$ is given by

$$G_d = \min \left( G_{d,1}, G_{d,2} \right). \tag{45}$$

while the overall coding gain $G_c$ is obtained by

$$G_c = \begin{cases} G_{c,1} & G_{d,1} < G_{d,2} \\ \left( G_{c,1}^{-G_d} + G_{c,2}^{-G_d} \right)^{-\frac{1}{G_d}} & G_{d,1} = G_{d,2} \\ G_{c,2} & G_{d,1} > G_{d,2} \end{cases} \tag{46}$$

$F$. Block fading channel model

Since the channel is time-varying, it can be subdivided into a set of time block-fading narrowband sub-channels where the duration of each fading block is the coherence time. This means that for each block, a new channel $H[k]$ is drawn from a Nakagami-m distribution, and it is completely uncorrelated with $H[k-1]$. Thereby, all the reliability metrics can be obtained by averaging over the total number of blocks $K$.

$V$. Numerical Results

In this section, we present the analytical results of the reliability metrics following their discussion. We also check the accuracy of these derived expressions with Monte Carlo simulations.

$^2$Unless otherwise stated, TABLE (III) provides the signal and the interference parameters values. Fig. 3 presents the block diagram explaining the detailed steps of the Monte Carlo simulation to get the performance metrics.

$^2$For all cases, $10^6$ realizations of the random variables were generated to perform the Monte Carlo simulation in MATLAB.
TABLE III: Nakagami-$m$ parameters values of the signal and the interference for LOS and NLOS propagation.

| Parameter          | Symbol | Value |
|--------------------|--------|-------|
| Signal (LOS)       | $m_{los}$ | 4     |
| Signal (NLOS)      | $m_{nlos}$ | 2      |
| Interference (LOS) | $m_{r,los}$ | 3     |
| Interference (NLOS)| $m_{r,nlos}$ | 1     |
| Number of interferers | $M_r$ | 7     |

Fig. 3: mBlock diagram of the simulation setup.

Fig. 4 shows the dependence of the outage probability with respect to the time correlation of the first hop. The results show that the outage performance gets much worse when the channel estimation is bad, while the performance improves as the system becomes more or less able to track the channel variations and gets a better version of the estimated channel. We also observe that the impacts of the time correlation disappear at high SINR as all the characteristics for the different correlation values converge to the same asymptote. This result can be obtained from the high SINR asymptote \[17\] where the expression is independent of the time correlation.
Fig. 4: Probability of outage versus the average SNR for various time correlation values. The carrier frequency is 60 GHz and the link range is 50 m. The number of transmit and receive antennas are 5 and the time correlation for the second hop $\rho_2 = 0.7$. Two interferers are assumed with an average receive SNR of 0 dB.

Fig. 5 illustrates the impacts of the power interferers on the outage performance. We observe that when the system is saturated by a large received power of the interferers, the outage deteriorates. Inversely, when the receiver becomes less susceptible to interferers (less power), the system performance gets much better.

Fig. 5: Probability of outage versus the average SNR for different receive SNR values of the interferers. The carrier frequency is 60 GHz and the link range is 50 m. The number of transmit and receive antennas are 5 and the time correlation is $\rho_1 = \rho_2 = 0.1$. 
Fig. 6: Probability of symbol error versus the average SNR for different modulation schemes. The carrier frequency is 38 GHz and the link range is 50 m. The time correlation is $\rho_1 = \rho_2 = 0.5$. We assume only LOS propagation in this scenario.

Fig. 6 shows the variations of the symbol error for various modulation schemes. This result is expected as BPSK modulation outperforms QPSK and 16-QAM. Also, this result is considered as a benchmarking tool to verify the accuracy of the symbol error derivation.

Fig. 7: Probability of symbol error versus the average SNR for different number of transmit and receive antennas. The carrier frequency is 73 GHz and the link range is 50 m. The time correlation is $\rho_1 = \rho_2 = 0.1$.

Fig. 7 shows the outage performance for various number of transmit and receive antennas. These results show how much diversity gain achieved by the system scaled by the number of antennas. As the number of antennas increase, the system becomes robust enough to combat
the fading and improve the error performance. To achieve a given outage of $10^{-3}$, the system setting for 10 antennas achieves an array gain around 15 dB compared to the single antenna configuration.

Fig. 8 illustrates the effects of the blockage density on the capacity. As the environment becomes more dense (lower $\delta$) with physical objects, the capacity substantially decreases. This is explained by the fact that mmWaves beams have poor scattering and penetration through the objects. As the blockage becomes severe, the mmWaves beams become more sensitive to the blocking and the signal is completely attenuated. In addition, the system achieves high data rate of Gbps even though for severe blockage constraints. For higher density ($\delta = 50$ m), the maximum achievable rate is around 2 Gbps.

![Graph](image)

Fig. 8: Capacity versus the average transmit power for different blockage densities. The carrier frequency is 28 GHz, the link range is 50 m, and the time correlation is $\rho_1 = \rho_2 = 10^{-3}$.

Fig. 9 illustrates the characteristics of the capacity in terms of exact, low and high power regimes, and upper bound expressions. For low power, we observe that the characteristic (green) is perfectly tight to exact expression, however, it substantially deviates up to 15 dB. In addition, the high power characteristic perfectly aligned to the exact expression around 25 dB. Moreover, the gap between the exact and the upper bound is negligible even at high power. Thereby, the three derived characteristics show a good agreement and accuracy relative to the exact closed-form expression.
Fig. 9: Capacity versus the average transmit power. Illustration of the exact closed-form, Jensen’s bound as well as the lower and upper bounds.

Fig. 10: CDF of the overall SINR for different number of antennas. The dashdotted and solid lines correspond to the Gaussian approximation and the exact expressions, respectively.

Fig. [10] provides the dependence of the exact and approximate CDF with respect to the SINR threshold for massive numbers of TX and RX antennas. Clearly, as the number of antennas increases, the outage improves. We observe that the Gaussian approximation becomes more accurate relative to the exact expression when the number of antennas is very large. Particularly, the gap between the approximation and the exact expressions for 150 antennas is very small compared to the gap for 40 antennas.
Fig. 11: Capacity with outage versus the number of block fading for different outage rates.

Fig. 12: Capacity with outage dependence on the outage probability for different transmit powers at the source and the relay.

Fig. 11 shows that the capacity improves when the outage rate increases. In fact, the receiver requires a minimum receive SINR to decode the received data. This conditioned receive SINR must guarantee that the system is not in outage. To decode the data, higher outage percentile means large receive SINR to get rid of the outage state. Thereby, the capacity in turn improves because of the high SINR threshold conditioned for successful decoding. In addition, for a small number of block fading, the capacity averaging over the number of block fading is not accurate. However, up to 6 blocks fading, this number is sufficiently enough to get a constant capacity over time.
Fig. [12] illustrates the capacity dependence on the outage probability. We observe that for low transmit power (0 dB), the outage is severe between 1e-2 and 1e-3 yielding lower capacity. However, as the transmit power increases the outage performance improves around 1e-4 resulting in higher capacity. In addition, a higher outage probability results in a good capacity with outage which is already discussed and illustrated by Fig. [11]. This result is also considered and confirmed in [48, Chapter 4] and the relative threshold design is discussed in [48, Chapter 14].

Fig. 13 provides the variations of the capacity for mmWaves and sub-6 GHz with respect to the distances between TX, RX and the relay. For lower distance, the probability of LOS is higher, which means that most of the power are dominated in LOS direction rather than in the scattering NLOS direction. Given that mmWaves exhibits higher bandwidth compared to sub-6 GHz and the LOS component dominates over NLOS, mmWaves achieves higher rate compared to sub-6 GHz. Inversely, for larger distance, the probability of LOS decreases and most of the power is scattered as there is no dominated component or also NLOS components dominate over LOS component. Given that mmWaves has poor penetration than sub-6 GHz, the received power for mmWaves is much smaller compared to sub-6 GHz. Thereby, sub-6 GHz achieves higher rate than mmWaves for larger distance.
VI. CONCLUSION

In this work, we proposed a global framework analysis of a mmWaves vehicular relay channel. We investigated the dependence of the reliability metrics on different parameters such as the number of antennas, the time correlation, the modulation, the power interferers, and the blockage density. We showed that the system becomes more resilient to fading by increasing the number of antennas and having a better channel estimation. Also, the performance improves when the receiver becomes less vulnerable to the interferers powers. Moreover, the capacity depends to a large extent on the blockage density, but, it is still in the order of Gbps even for severe blockage. As future directions, we intend to extend this work by considering wideband channel model and full-duplex relaying. Although such relaying scheme improves the capacity compared to half-duplex mode, it is susceptible to the destructive self-interference relaying which degrades substantially the system performance. A good perspective to address this challenging is to design robust precoders and combiners to cancel the self-interference and enhance the system performance reliability.

APPENDIX A

PROOF OF THE n-TH MOMENT (15)

The $n$-th moment is defined as

$$
E[\gamma^n] = \int_0^\infty \gamma^n f_{\gamma(i)}(\gamma) d\gamma.
$$

(47)

Expanding the expression of the PDF (13) and after some mathematical manipulations, the $n$-th moment can be take the following form

$$
E[\gamma^n] = \sum_{p=0}^{N_iM_i} \Theta(N_i, m_i, M_{r,i}, m_{r,i}, p, \rho_i, \gamma_i, \gamma_{r,i}) \int_0^\infty x^{a-1}e^{-bx}(1 + cx)^{-(M_{r,i}m_{r,i}+p)}dx
$$

(48)

Where $\Theta(\cdot, \ldots)$ is a multivariate function depending on the parameters between the parentheses. We introduce this function to simplify the derivation and deal with short mathematical expression.

Using the identity [42, Eq. (07.35.26.0003.01)], (49) can be reformulated as follows

$$
E[\gamma^n] = \sum_{p=0}^{N_iM_i} \frac{\Theta(N_i, m_i, M_{r,i}, m_{r,i}, p, \rho_i, \gamma_i, \gamma_{r,i})}{\Gamma(M_{r,i}m_{r,i})} \int_0^\infty x^{a-1}e^{-bx}G_{1,1}^{1,1}\left(\frac{cx}{0} \mid 1 - M_{r,i} - p \right)dx.
$$

(49)

Using the identity [49, Eq. (2.24.3.1)] and after some mathematical manipulations, the $n$-th moment is derived as (15).
APPENDIX B

PROOF OF THE PROBABILITY OF ERROR PER HOP (21)

The probability of symbol error per hop is defined as

\[ P_{e,i} = \frac{\alpha \sqrt{\beta}}{2\sqrt{2\pi}} \int_0^\infty \frac{e^{-\frac{\beta\sqrt{\gamma}}{2}}}{\sqrt{\gamma}} F_{\gamma_{\text{eff}},i}(\gamma) d\gamma. \] (50)

After expanding the expression of the CDF (12), the probability of error can be taking the following form

\[ P_{e,i} = \frac{(1 - \rho_i)^{N_i m_i} \cdot \alpha \sqrt{\beta}}{2 \sqrt{2\pi}} \int_0^\infty \frac{e^{-\beta x}}{\sqrt{x}} dx - \sum_{n=0}^{N_i m_i - 1} \sum_{p=0}^n \Psi(N_i, m_i, M_{r,i}, m_{r,i}, n, p, \rho_i, \gamma_{i}, \gamma_{r,i}, \alpha, \beta) \times \int_0^\infty x^a e^{-bx} (1 + cx)^{-\gamma_{r,i} - p} dx. \] (51)

where \( \Psi(\cdot, \ldots) \) is a multivariate function introduced for a reason of simplicity.

After applying the identity [42, Eq. (07.35.26.0003.01)], (51) can be reformulated as follows

\[ P_{e,i} = \frac{(1 - \rho_i)^{N_i m_i} \cdot \alpha \sqrt{\beta}}{2 \sqrt{2\pi}} \int_0^\infty \frac{e^{-\beta x}}{\sqrt{x}} dx - \sum_{n=0}^{N_i m_i - 1} \sum_{p=0}^n \Psi(N_i, m_i, M_{r,i}, m_{r,i}, n, p, \rho_i, \gamma_{i}, \gamma_{r,i}, \alpha, \beta) \times \Gamma(M_{r,i} m_{r,i} + p) \times \int_0^\infty x^a e^{-bx} \text{G}_{1,1}^1(1 + cx, 1 - M_{r,i} - p) dx. \] (52)

After applying the identities [41, Eq. (3.381.4)], and [49, Eq. (2.24.3.1)], the first and the second integrals are solved and the probability of error is obtained as (21).

APPENDIX C

PROOF OF THE CAPACITY PER HOP (26)

The average channel capacity per hop can be expressed as

\[ C_i = B \int_0^\infty \log_2(1 + x) f_{\gamma_{\text{eff}},i}(x) dx \] (53)
After expanding the PDF expression and applying the identity [42, Eq. (07.35.26.0003.01)], the capacity can be reformulated as follows:

\[
C_i = \sum_{p=0}^{N_i m_i} \Phi(B, N_i, m_i, M_{r,i}, m_{r,i}, p, \rho_i, \varpi_i, \varpi_{r,i}) \int_0^{\infty} x^{a-1} e^{-bx} \log(1 + x) \]

\[
\times G_{1,1}^{1,1} \left( c x \mid \begin{array}{c} 1 - M_{r,i} m_{r,i} - p \\ 0 \end{array} \right) \ dx
\]

where \( \Phi(\cdot, \ldots) \) is a multivariate function used to reduce the expression of the capacity.

After using identity [43, Eq. (2.3)], the capacity can be derived as (26).

**APPENDIX D**

**PROOF OF THE PROBABILITY OF ERROR FOR THE RELAYING SYSTEM**

For the overall relaying system, the probability of error is expressed as

\[
P_e = \frac{\alpha \sqrt{3}}{2 \sqrt{2\pi}} \int_0^{\infty} e^{-\frac{\gamma^2}{2}} F_{\gamma_e}(\gamma) d\gamma.
\]
After expanding the expression of the CDF \([38]\), the probability of error can be reformulated as

\[
P_e = \frac{\alpha \sqrt{\beta}}{2 \sqrt{2\pi}} \int_0^\infty \frac{e^{-\frac{\beta x}{2}}}{\sqrt{x}} \left( F_{\gamma_{\text{eff},1}}(x) + F_{\gamma_{\text{eff},2}}(x) - F_{\gamma_{\text{eff},1}}(x)F_{\gamma_{\text{eff},2}}(x) \right) \, dx,
\]

\[
= P_{e,1} + P_{e,2} - \frac{\alpha \sqrt{\beta}}{2 \sqrt{2\pi}} \int_0^\infty F_{\gamma_{\text{eff},1}}(x)F_{\gamma_{\text{eff},2}}(x) \, dx = P_{e,1} + P_{e,2} - J.
\]

To simplify the derivation and using the identity \([42\ Eq. (07.35.26.0003.01)]\), we adopt the following formulation of the CDF per hop \(F_{\gamma_{\text{eff},i}}(\cdot)\) as follows

\[
F_{\gamma_{\text{eff},i}}(x) = (1 - \rho_i)^{N_i m_i} \left( 1 - \sum_{n_i=0}^{N_i m_i-1} \sum_{p_i=0}^{n_i} \zeta(N_i, m_i, M_{r,i}, m_{r,i}, n_i, p_i, \rho_i, \bar{\gamma}_i, \bar{\tau}_r, \bar{\tau}_{r,i}) x^{a_i} e^{-b_i x} \right.
\times G_{1,1}^{1,1} \left( c_i x \mid 1 - M_{r,i} m_{r,i} - p_i \right)
\]

where \(\zeta(\cdot, \ldots)\) is a multivariate function introduced to simplify the expression.

Multiplying the two expressions of the two CDFs and after some mathematical simplifications, the term \(J\) can be written as

\[
J = (1 - \rho_2)^{N_2 m_2} \alpha \sqrt{\beta} \int_0^\infty \frac{e^{-\frac{\beta_2 x}{2}}}{\sqrt{x}} F_{\gamma_{\text{eff},2}}(x) \, dx - (1 - \rho_1)^{N_1 m_1} \alpha \sqrt{\beta} \sum_{n_2=0}^{N_2 m_2-1} \sum_{p_2=0}^{n_2} \zeta(N_2, m_2, M_{r,2}, m_{r,2}, n_2, p_2, \rho_2, \bar{\gamma}_2, \bar{\tau}_{r,2})
\times c_2 x \mid 1 - M_{r,2} m_{r,2} - p_2 \right) \, dx
\]

\[
+ (1 - \rho_1)^{N_1 m_1} \alpha \sqrt{\beta} \sum_{n_1=0}^{N_1 m_1-1} \sum_{p_1=0}^{n_1} \sum_{n_2=0}^{N_2 m_2-1} \sum_{p_2=0}^{n_2} \zeta(N_1, m_1, M_{r,1}, m_{r,1}, n_1, p_1, \rho_1, \bar{\gamma}_1, \bar{\tau}_{r,1}) \zeta(N_2, m_2, M_{r,2}, m_{r,2}, n_2, p_2, \rho_2, \bar{\gamma}_2, \bar{\tau}_{r,2})
\times \int_0^\infty x^{a_1 + a_2 - \frac{1}{2}} e^{-b_1 - b_2 x} G_{1,1}^{1,1} \left( c_1 x \mid 1 - M_{r,1} m_{r,1} - p_1 \right) G_{1,1}^{1,1} \left( c_2 x \mid 1 - M_{r,2} m_{r,2} - p_2 \right) \, dx,
\]

\[
= J_1 + J_2 + J_3.
\]

The first term \(J_1\) is straightforward and is equal to

\[
J_1 = (1 - \rho_2)^{N_2 m_2} P_{e,1}.
\]
After applying the identity [41, Eq. (3.381.4)], the second term $J_2$ can be further reduced to

$$
J_2 = (1 - \rho_1)^{N_1 m_1} (1 - \rho_2)^{N_2 m_2} \frac{\alpha \sqrt{\beta}}{2 \sqrt{2 \pi}} \int_{0}^{\infty} \frac{e^{-\beta x}}{\sqrt{x}} dx - (1 - \rho_1)^{N_1 m_1} P_{e,2},
$$

(64)

The first step is to convert the exponential and the two Meijer-G functions of $J_3$ into Fox-H functions similarly to (55) and (57). Then applying [43, Eq. (2.3)] and after some mathematical manipulations, the third term $J_3$ is derived.

Finally, after plugging the terms $J_1$, $J_2$, and $J_3$ into (60), the probability of symbol error of the overall relaying system can be obtained as (40).
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