Accelerating Convergence of Proximal Methods for Compressed Sensing using Polynomials with Application to MRI
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Abstract—This work accelerates the convergence of iterative proximal methods used to solve linear inverse problems that arise from compressed sensing applications. This is achieved by designing a polynomial-based preconditioner that target the eigenvalue spectrum of the normal operator derived from the linear measurement matrix in a manner that does not assume any explicit structure. The resulting preconditioner can thus be deployed in diverse applications of interest. The efficacy of the preconditioner is validated on four different MRI applications, where it is seen to achieve faster convergence while achieving similar reconstruction quality.
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I. INTRODUCTION

Linear inverse problems derived from compressed sensing formulations are typically posed as the following optimization problem [1], [2]:

$$x^\star = \arg\min_x \{ g(x) : Ax = b \} \tag{1}$$

Here, $A : \mathbb{C}^n \rightarrow \mathbb{C}^m$ is the linear forward model or the measurement matrix, $b \in \mathbb{C}^m$ is the acquired data or measurement vector and $g : \mathbb{C}^n \rightarrow \mathbb{R}$ is a prior regularization function, often the $l_1-$norm, to enforce sparsity. In practice, due to measurement errors (such as noise), the following optimization problem is solved instead [1], [3]–[6]:

$$x^\star = \arg\min_x \left\{ \frac{1}{2} \| Ax - b \|_2^2 + \lambda g(x) \right\} \tag{2}$$

The Karush-Kuhn-Tucker (KKT) conditions can be used to verify that for any $\epsilon$, there is an appropriate choice of $\lambda$ such that the solutions of (2) and (3) coincide.

Iterative proximal methods [8] have emerged as the workhorse algorithms to solve linear inverse problems that are posed in the form of (2) or (3). In particular, these algorithms are heavily used for compressed sensing MRI [3]–[6], [9], where matrix-free implementations of the forward-model $A$ are leveraged for computationally efficient processing of high-dimensional problems. In practice, MRI reconstructions are typically posed as in (3) and are solved using the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [10] which enjoys theoretically optimal convergence guarantees. However, the convergence of FISTA and other iterative proximal methods is largely limited by the conditioning of $A$ as determined by the eigenvalues of $A^*A$, where $A^*$ is the adjoint of $A$.

This is particularly true for Non-Cartesian MRI acquisition methods, where the corresponding measurement operator $A$ can be highly ill-conditioned, resulting in slow iterative convergence and hence long reconstruction times. To accelerate said convergence, Density Compensation [11] and preconditioning methods [12]–[15] are often used, but as discussed in [16], these methods often result in worse reconstruction accuracy and per-iteration computational complexity, respectively. To overcome both these problems, the work in [16] presented a Frobenius-norm-optimized diagonal preconditioner for the dual variables of the primal-dual hybrid gradient (PDHG) algorithm [17]. This reduced reconstruction times for non-Cartesian MRI while not compromising on reconstruction accuracy. However, the use of a primal-dual style algorithm requires storing one or more instances of the dual variable (of
the same size as $b$), which is often significantly larger and computationally slower to compute compared to algorithms which require the primal variable alone. For this reason, the preconditioner in [16] is difficult to calculate and employ in applications with high-dimensional measurements.

This is particularly true for recent contrast-resolved MRI methods such as Echo Planar Time Resolved Imaging [18] and Magnetic Resonance Fingerprinting (MRF) [19], where the large measurement sizes along with the inherent ill-conditioning of the corresponding $A$ operator result in long reconstruction times, which in turn limit the translation of such methods into clinical practice. Additionally, PDHG cannot leverage more efficient implementations of the normal operator $(A^*A)$ that arise in specific applications to reduce the per-iteration time. For example, non-Cartesian reconstructions can leverage the Toeplitz structure of the normal operator of the non-uniform Fourier transform to avoid expensive gridding operations [20]. Temporal subspace methods such as $T_2$-Shuffling can use the “spatio-temporal” kernel to avoid expanding into the “echo” dimension at each iteration to significantly reduce the number of Fast Fourier Transforms need [21].

Lastly, the Frobenius norm formulation used in [16] and circulant preconditioner design proposed in [15] do not generalize well to an arbitrary $A$. In particular, the former requires that the preconditioner is re-calculated each time new data ($b$ in (3)) are acquired, and the latter explicitly utilizes circulant properties inherent in non-Cartesian acquisitions.

This work aims to alleviate these issues by designing a polynomial-based preconditioner for faster convergence of (2) and (3). The evolution of the iterates in proximal gradient descent (PGD) [8] is analyzed. A cost function for polynomial optimization is derived such that the optimized polynomial yields a preconditioner that directly improves the convergence rate of PGD. The derived preconditioner does not assume any structure on $A$ and instead relies solely on calculating matrix-vector products of $A^*A$, allowing the preconditioner to be directly used with algorithms like PGD/FISTA without dual variables. In other words, explicit knowledge of the entries of $A$ is not required. By only requiring $A^*A$ matrix-vector products (and not the values themselves), the preconditioner is highly generalize-able and can be efficiently applied to various linear inverse problems of interest. Once the polynomial is calculated, it can be applied to any arbitrary $A$ as long as the maximum eigenvalue of $A^*A$ can be estimated. While the proposed preconditioner does increase the per-iteration computational cost, the inclusion of the preconditioner results in significantly fewer iterations required to converge for overall faster processing times.

Similarly to Density Compensation, the proposed preconditioner re-weights the least squares objective in (3). However, instead of weighting the coordinates of $b$ directly, the polynomial preconditioner in PGD amplifies the contribution to the overall objective of the components of the iterands that correspond to the small singular values of $A$. Uniquely, in the absence of regularization, the polynomial-preconditioned reconstruction matches the non-preconditioned result, which is not necessarily true for Density Compensation.

The cost function for polynomial optimization mentioned above has a natural connection to [22], where a similar objective function was proposed as a means of accelerating the convergence of the Conjugate Gradient Algorithm. However, [22] focuses explicitly on ordinary least squares without regularization and motivates the polynomial design as a means of approximating the inverse of $A^*A$. This work arrives at the same objective function for polynomial design, but from a completely different perspective. Specifically, the objective function is derived from analyzing error propagation of PGD iterates when solving ill-posed problems that leverage prior regularization.

The structure of the paper is as follows: Section II derives the preconditioner from PGD and analyzes its application to (3). Section III demonstrates how the polynomial preconditioner can be applied to ADMM [8] with multiple regularizations. In Section IV, the efficacy of the preconditioner is validated on four varied MRI applications, where it is seen to achieve faster convergence at comparable image quality.

II. POLYNOMIAL PRECONDITIONED COMPRESSED SENSING

A. Formulation

To motivate the use of the polynomial preconditioner, first consider the exact formulation (1) with $b \in \text{range}(A)$. Without loss of generality, let the induced norm of $A$ be unitary, which then implies the eigenvalues of $A^*A$ and $AA^*$ lie in the interval $[0, 1]$.

The singular value decomposition of $A$ in dyadic form is as follows:

$$ A(\cdot) = \sum_{i=1}^{j} \sigma_i(\cdot, v_i)u_i $$

(4)

Here, $j \leq n \geq \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_j > 0$ and $\langle \cdot, \cdot \rangle$ denotes the standard Euclidean complex inner product. Consequently,

$$ A^*A(\cdot) = \sum_{i=1}^{j} \sigma_i^2(\cdot, v_i)v_i $$

$$ AA^*(\cdot) = \sum_{i=1}^{j} \sigma_i^2(\cdot, u_i)u_i $$

(5)

Let $p(z)$ be a polynomial of degree $d$ such that $p(z) > 0$ for $z \in (0, 1]$, and let $P = p(AA^*)$. It follows that

$$ P(\cdot) = \sum_{i=1}^{j} p(\sigma_i^2)(\cdot, u_i)u_i $$

(6)

As an ansatz, let $P^{\frac{1}{2}}$ be defined as the square root operator of $P$:

$$ P^{\frac{1}{2}}(\cdot) = \sum_{i=1}^{j} \left[p(\sigma_i^2)\right]^{\frac{1}{2}}(\cdot, u_i)u_i $$

(7)

Note that $P$ and $P^{\frac{1}{2}}$ are self-adjoint. The condition $p(z) > 0$ for $z \in (0, 1]$ implies $P$ and $P^{\frac{1}{2}}$ are injective when the domain and co-domain for both operators are restricted to range$(A)$. Thus, the condition $Ax = b$ in (1) is equivalently enforced
by the constraint $P^\perp Ax = P^\perp b$, yielding the following “preconditioned” compressed sensing formulation.

$$x^* = \begin{cases} \arg\min_x g(x) \\ \text{subject to } P^\perp Ax = P^\perp b \end{cases}$$ (8)

Note that the injectivity of $P^\perp$ implies that the solutions to (1) and (8) are identical.

To account for model and measurement errors, (8) can be relaxed to the following constrained formulation:

$$x^* = \begin{cases} \arg\min_x \frac{1}{2}||P^\perp (Ax - b)||^2 + \lambda_p g(x) \\ \text{subject to } ||P^\perp (Ax - b)||_2 \leq \epsilon_p \end{cases}$$ (9)

The sequel will focus on the unconstrained formulations (3) and (10) as the following experiments (Section IV) leverage the smoothness within the respective objective functions for faster convergence via Nesterov acceleration [10], [23].

At first glance, the inclusion of $P^\perp$ into (10) results in an objective function with a weighted least squares term that is similar to density compensation methods [16]. However, instead of using a diagonal matrix to weight to the entries (or coordinates) of the measurement $b$, $P^{1/2}$ “spectrally” weights $b$. In other words, $P^{1/2}$ is a diagonal matrix with respect to the left singular vectors of $A$ (or the eigen-basis of $AA^*$).

Interestingly, the spectral interpretation of (10) shows that when $\lambda = \lambda_p = 0$, the minimum $l_2$-norm solutions to (3) and (10) are identical with the assumption $p(z) > 0$ for $z \in (0, 1]$ as shown below. This is not necessarily true for density compensation methods.

$$x \text{ solves (3)} \iff \sigma_i(x, v_i) = \langle b, u_i \rangle$$

$$\iff p(\sigma_i^2)^2 \sigma_i \langle x, v_i \rangle = p(\sigma_i^2)^2 \langle b, u_i \rangle$$ (11)

$$\iff x \text{ solves (10)}$$

When $\lambda = \lambda_p$, Subsection II-D derives an error bound between the solutions of (3) and (10) under the assumptions that $A^*A$ is injective, and demonstrates that this error is small for applications of interest. In practice, since $\epsilon \neq \epsilon_p$, $\lambda_p$ will need to be tuned for applications of interest.

B. Algorithm and Convergence Analysis

For simplicity, the following analysis focuses on traditional PGD. That being said, the improved conditioning of (10) naturally translates into faster convergence compared to (3) when using FISTA [10] for both problems.

Let $\text{prox}_g$ be the proximal operator of $g$ as defined in [8]:

$$\text{prox}_{\alpha g}(v) = \arg\min_x \frac{1}{2}||v - x||^2 + \alpha g(x)$$ (12)

The PGD iterations to solve (3) are as below with $k$ denoting the iteration number. Additionally, note that the optimal solution $x^*$ is the fixed point of the iterations [8].

$$x_{k+1} = \text{prox}_{\lambda g}(x_k - A^* (Ax_k - b))$$

$$x^* = \text{prox}_{\lambda g}(x^* - A^* (Ax^* - b))$$ (13)

Let $e_k = x^* - x_k$. Subtracting the two equations of (13), taking the $l_2$-norm and utilizing the firm non-expansiveness property of proximal operators [8] yields:

$$||e_{k+1}||^2 \leq ||(I - A^*A)e_k||^2$$ (14)

Splitting $e_k$ into $s_k + t_k$ where $s_k \in \text{null}(A)$ and $t_k \in \text{null}(A)^\perp$ results in:

$$||e_{k+1}||^2 \leq ||(I - A^*A)t_k||^2 + ||s_k||^2$$ (15)

The decrease in error of $e_k$ within $\text{null}(A)^\perp$ (i.e. $t_k$) is determined by the eigenvalue spectrum of $I - A^*A$. Thus, inverse problems involving an $A^*A$ with small eigenvalues will suffer from slow iterative convergence.

The PGD iterations to solve (10) are as below:

$$y_{k+1} = \text{prox}_{\lambda p g}(y_k - A_P^* (A_P y_k - b_P))$$

$$y^* = \text{prox}_{\lambda p g}(y^* - A_P^* (A_P y^* - b_P))$$ (16)

where $A_P = P^\perp A$ and $b_P = P^\perp b$

The iteration variable name has been changed to reflect which algorithm is being used.

As $p$ is a spectral function of $A$, $p(AA^*)$ and $p(A^*A)$ can easily be evaluated with respect to the singular value decomposition of $A$ as defined in (4) and (5). This can be used to show that:

$$A^*p(AA^*)A = p(A^*A) A^* A$$

$$A^* p(A^*A) = p(A^*A) A^*$$ (17)

Incorporating the above into (16) significantly simplifies the iterations. Redefining $P = p(A^*A)$ yields the following:

$$y_{k+1} = \text{prox}_{\lambda p g}(y_k - PA_P^* (A_P y_k - b_P))$$

$$y^* = \text{prox}_{\lambda p g}(y^* - PA_P^* (A_P y^* - b_P))$$ (18)

By utilizing the permute-ability provided by polynomials and linear operators, the polynomial preconditioner can be applied to the iterates directly instead of in the range space of $A$, thus significantly reducing the computational requirements (assuming $n \ll m$, which is often the case in MRI). Additionally, it enables the use of the faster $A^*A$ evaluations, if applicable.

Redefining $e_k = y_k - y^*$, splitting $e_k$ into $s_k + t_k$ where $s_k \in \text{null}(A)$ and $t_k \in \text{null}(A)^\perp$, and applying a similar process to how (15) was derived to (18) shows:

$$||e_{k+1}||^2 \leq ||(I - PA_P^*A)t_k||^2 + ||s_k||^2$$

with $P = p(A^*A)$ (19)

This motivates finding a polynomial $p$ such that $I - PA_P^*A$, with $P = p(A^*A)$, is as close to zero as possible.
C. Polynomial Optimization

As the dimensions of $A$ are typically very large, it is not computationally feasible (in terms of processing time) to perform an eigenvalue decomposition of $A^*A$ to use as prior information for polynomial design. To avoid this, the coefficients of the polynomial $p$ can be found by optimizing the following continuous approximation of the induced norm:

$$ p = \arg\min_q \int_{z=0}^{1} (1 - q(z))z^2dz. \quad (20) $$

The polynomial that minimizes the above cost function in-turn optimizes the induced $l_2$-norm of $I - PA^*A$ in (19), where $P = p(A^*A)$. In other words, the component $t_k$ in $v_i$ (as in (19) and (4)) is upper-bounded by $|1 - p(\sigma_j^2)|$, which according to (20), is minimized to be close to zero. Note that the larger the degree $d$ of polynomial $p$, the better $(1 - p(x))$ can approximate the zero function.

Additionally, priors on the spectrum can be easily incorporated into (20) as follows:

$$ p = \arg\min_q \int_{z=0}^{1} w(z)(1 - q(z))z^2dz \quad (21) $$

Here, $w$ can weight the cost to prioritize certain components of the spectrum.

At first glance, minimizing the following objective instead of (20) is preferable as it directly translates into minimizing the appropriate induced norm of (19):

$$ p = \arg\min_q \max_{z \in [0,1]} |1 - q(z)z| \quad (22) $$

It is well known that Chebyshev polynomials of the first kind can be derived to derive the optimal polynomials such that the maximum absolute value of that polynomial over a specified interval is minimized. However, defining $r(z) = 1 - q(z)z$, and using Chebyshev polynomials to determine $r$ yields a polynomial with $r(z) = 1$ for multiple values of $z \in [0,1]$ due to the constraint $r(0) = 1$, which implies the components of $t_k$ in (19) corresponding to eigenvalues $\sigma^2$ such that $r(\sigma^2) = 1$ will not decrease. However, if the minimum non-zero eigenvalue $\mu = \sigma_j^2$ of $A^*A$ is known a-priori, the following polynomial minimizes (22) over the interval $[\mu, 1]$ (See [22], [24]–[26]):

$$ r(z) = \frac{\frac{1+\mu-2z}{1-\mu}}{T_{d+1} \left( \frac{1+\mu}{1-\mu} \right)} \quad (23) $$

$$ p(z) = \frac{1 - r(z)}{z} $$

Here, $T_{d+1}$ is the Chebyshev polynomial of the first kind of degree $d+1$.

In practice, (20) is preferred as it is often computationally expensive to estimate $\mu$ unless $A^*A$ happens to be injective, in which case $\mu$ can be estimated by performing power-iteration on $I - A^*A$.

Rather interestingly, while (20) and (22) were motivated by studying the evolution of iterates in PGD when solving regularized optimization problems in the form of (10), the exact formulation for polynomial optimization was studied in [22] as a means of accelerating the convergence of Conjugate Gradient for ordinary least squares optimization, where (20) and (22) were optimized to construct an incomplete inverse of $(A^*A)$ to use a preconditioner. Theorem 4 of [22] additionally proves that, for the optimized polynomial $p$, $p(z) > 0$ for $z \in (0,1]$, which implies the optimized polynomial $p$ satisfies the assumption $p(z) > 0$ for $z \in (0,1]$ as desired.

D. Error Bound

With the simplifying assumptions that $A^*A$ is injective and $\lambda_p = \lambda$, it is possible to bound the difference between the solutions of (3) and (10). Let $x^*$ be the optimal solution to (3) and let $y_k$ be the iterations of (18).

$$ y_{k+1} = \text{prox}_{\lambda g}(y_k - PA^*(Ay_k - b)) $$

$$ x^* = \text{prox}_{\lambda g}(x^* - A(Ax^* - b)) \quad (24) $$

Define $e_k = y_k - x^*$. Subtracting the two above equations, taking the $l_2$-norm of the difference and utilizing the firm non-expansiveness property of proximal operators [8] with the triangle inequality yields:

$$ ||e_{k+1}||_2 \leq ||(I - PA^*A)e_k||_2 + ||(I - P)A^*(Ax^* - b)||_2 \quad (25) $$

Let $\gamma$ be the $l_2$-induced norm of $I - PA^*A$ with $\delta$ as defined:

$$ \delta = ||(I - P)A^*(Ax^* - b)||_2 \quad (26) $$

Then,

$$ ||e_{k+1}||_2 \leq \gamma ||e_k||_2 + \delta \quad (27) $$

As $A^*A$ is injective, it follows that, after optimizing for $P$ via (20) or (22), $\gamma < 1$. This in-turn implies (27) converges and the limit $e_{\infty}$ satisfies the following:

$$ ||e_{\infty}||_2 \leq \frac{\delta}{1 - \gamma} \quad (28) $$

Thus, the $l_2$-difference of the solutions to (3) and (10) is bounded by (28). Additionally, if $\kappa$ is the $l_2$-induced norm of $I - P$, note that,

$$ \delta \leq \kappa ||Ax^* - b||_2 \quad (29) $$

For most compressed sensing applications, $||Ax^* - b||$ is small, which in turn implies the error between (3) and (10) is also small.

III. POLYNOMIAL ADMM

If the precise solution to (2) or (3) without regularization tuning is desired, the above polynomial analysis can be applied to ADMM in order to solve for the exact formulation in a manner that reduces the number of $A^*A$ evaluations required per iteration.
A. Unconstrained Optimization

Equation (3), as formulated, can be solved using ADMM via Global Consensus [8]. Let $f(x) = (1/2)||Ax - b||_2^2$ and $\rho$ be a prior chosen step size. The consensus iterations are as follows, where $k$ denotes the iteration number:

\[
x^f_{k+1} = \text{prox}_{\rho f}(\tau_k - u^f_k)
\]

\[
x^g_{k+1} = \text{prox}_{\rho g}(\tau_k - u^g_k)
\]

\[
\tau_{k+1} = \left( x^f_{k+1} + x^g_{k+1} \right) / 2
\]

(30)

\[
u^f_{k+1} = u^f_k + x^f_{k+1} - \tau_{k+1}
\]

\[
u^g_{k+1} = u^g_k + x^g_{k+1} - \tau_{k+1}
\]

The proximal operator of $f$ is as follows:

\[
\text{prox}_{\rho f}(v) = \arg\min_x \frac{1}{2} \left[ \left( I / \sqrt{\rho} A \right) x - \left( v / \sqrt{\rho} b \right) \right]^2
\]

(31)

Note that utilizing Conjugate Gradient to solve (31) requires at least two $A^*A$ evaluations: one to calculate the initial residual of the initial estimate ($\tau_k$ in this case) and the other to perform a single iteration. In contrast, the polynomial-preconditioned gradient descent is as follows:

\[
\text{prox}_{\rho f}(v) = \tau_k - P \left[ (I + \rho A^*A)\tau_k - (v + \rho b) \right]
\]

(32)

Here, $P = \rho(I + \rho A^*A)$ is optimized according to (20) or (22). In this case, the later is preferred as, assuming the maximum eigenvalue of $A^*A$ is 1, the spectrum of $I + \rho A^*A$ lies in the interval $[1, 1 + \rho]$.

The advantage of formulating the proximal operator in the form of (32) is that, unlike in Conjugate Gradient, $P$ can be a zero-degree polynomial. This implies the inner loop of (30) requires only a single $A^*A$ evaluation. This is typically sufficient in practice due to the optimal nature of (22).

B. Constrained Optimization

Equation (2) can be equivalently formulated as the following consensus problem:

\[
\arg\min_{x_1, x_2} g(x_1) + \mathcal{I}_{B_b}(x_2) + \mathcal{I}_{B_A}(x_1, x_2)
\]

(33)

Here, convex sets $B_b$ and $B_A$ are defined as:

\[
B_b = \{ x : ||x - b||_2 \leq \epsilon \}
\]

\[
B_A = \{ (x_1, x_2) : Ax_1 = x_2 \}
\]

(34)

$\mathcal{I}_B$ is an indicator function that is zero if the input is a member of $B$, and is infinity otherwise.

The proximal operator of $\mathcal{I}_{B_A}$ involves solving a least squares problem that is very similar to (31). Consequently, the argument made to justify (32) over Conjugate Gradient to reduce the number of $A^*A$ evaluations apply here as well.

C. Multiple Regularizers

Given the above use of Global Consensus to solve (2) and (3), the use of the polynomials in ADMM extends easily to problems involving $N$ regularizations with easy-to-evaluate proximal operators to reduce the number of $A^*A$ evaluations.

IV. Experiments

In the spirit of reproducible research, the data and code used to perform the following experiments can be found at:

https://github.com/sidward/ppcs

All reconstructions were implemented in the Python programming language using SigPy [27]. The polynomial optimizations (20) and (22) were performed using SymPy [28], with the latter leveraging an excellent Chebyshev polynomial package available at https://github.com/mlazaric/Chebyshev.

To verify the efficacy of the preconditioner, four varied MRI reconstructions were studied using the unconstrained formulations (3) and (10). A single application was additionally studied to demonstrate the benefits of the polynomial preconditioner for the constrained formulation (2) and for using Global Consensus to solve an objective with multiple regularizations.

All experiments were performed on an AMD (R) EPYC 7502P 32-Core CPU and an NVIDIA(R) GeForce RTX 2080 Ti GPU. For all experiments, the corresponding measurement matrix $A$ was normalized to have a unitary induced $l_2$-norm, and the measurement vector $b$ was normalized to have unitary $l_2$-norm.

A. Unconstrained Optimization

For all the following unconstrained experiments, the degree of the polynomial ($d$) was a hyper-parameter that was tuned for the application of interest. Similarly, $\lambda$ of (3) and $\lambda_p$ of (10) were tuned for the best qualitative reconstruction performance. The minimum eigenvalue was assumed to be zero for the respective $A^*A$, and hence (20) was used for polynomial design. All reconstruction utilized FISTA [10] with a Nesterov momentum term of $(k - 1)/(k + 4)$, where $k$ is the iteration number, as described in [29]. The iterates with the preconditioner are denoted “Poly. Precond. FISTA" and the non-preconditioned iterates are denoted “FISTA". All seconds reported were measured in real time. The non-preconditioned experiments were allowed to run until the percentage $l_2$-difference between consecutive iterates was less than 0.2%. The preconditioned experiments were allowed to run for as long as the non-preconditioned experiments. Videos demonstrating the convergence results can be found in the code repository: https://github.com/sidward/ppcs.

1) Brain: Figure 1 depicts the convergence of iterates of FISTA with and without an optimized polynomial preconditioner on a publicly available Cartesian compressed sensing brain dataset that was retrospectively under-sampled using the variable density sampling mask depicted in Figure 1. The polynomial degree $d$ was set to 2.

The data were obtained from a fully-sampled, high-resolution acquisition of a human brain on a 1.5T scanner (GE, Waukesha, WI) using an eight-channel coil. The data
were obtained using an inversion-recovery prepared 3D RF-spoiled gradient-echo sequence with the following parameters: TR/TE=12.2/5.2 ms, TI=450 ms, FA=20°, BW=15 kHz, and a matrix size of $256 \times 180 \times 230$ with 1-mm isotropic resolution. The 3D dataset was Fourier transformed along the readout direction and a slice along the readout dimension was taken. This slice was retrospectively under-sampled using the variable-density random sampling mask depicted in Figure 1 and used to perform the experiment.

The unconstrained reconstruction formulation (3) for this experiment is as follows:

$$x^* = \arg \min_x \frac{1}{2} \| M F S W^* x - b \|_2^2 + \lambda \| x \|_1$$  \hspace{1cm} (35)$$

Here, $W$ is the forward Daubechies-4 Wavelet transform, $S$ is the SENSE model of the parallel-imaging acquisition [30] estimated using [31], [32], $F$ is the 2D-Fourier transform and $M$ is the sampling mask depicted in Figure 1. The regularization values for (3) and (10) were set to $\lambda = 5 \times 10^{-5}$ and $\lambda_p = 3 \times 10^{-4}$ respectively.

2) Cardiac: Figure 2 depicts the convergence of iterates of FISTA with and without an optimized polynomial preconditioner on a publicly available spiral cardiac dataset (used in [16]) that was acquired using the trajectory depicted in Figure 2. The polynomial degree $d$ was set to 4.

As described in [16], the data were acquired using a variable density spiral trajectory on a 1.5T scanner (GE Healthcare, Waukesha, WI) using an 8-channel cardiac coil and the HeartVistaRTHawk platform (HeartVista, Los Altos, CA) with a TR of 25.8 ms. The trajectory consisted of 3 interleaves and 3996 readout points, resulting in an effective under-sampling factor of eight. The acquisition field-of-view was $32 \text{ cm} \times 32 \text{ cm}$ with a matrix size of $320 \times 320$.

The unconstrained reconstruction formulation (3) for this experiment is as follows:

$$x^* = \arg \min_x \frac{1}{2} \| F S W^* x - b \|_2^2 + \lambda \| x \|_1$$  \hspace{1cm} (36)$$

Here, $W$ is the forward Daubechies-4 Wavelet transform, $S$ is the SENSE model of the parallel-imaging acquisition [30] estimated using [31], and $F$ is the non-uniform Fourier transform. The regularization values for (3) and (10) were set to $\lambda = 2 \times 10^{-5}$ and $\lambda_p = 4 \times 10^{-4}$ respectively.

This experiment utilized the Toeplitz structure of $F^* F$ for faster evaluation for both (3) and (10), which is not possible when utilizing [16].

3) Radial: Figure 3 depicts the convergence of iterates of FISTA with and without an optimized polynomial preconditioner on a publicly available radial brain dataset from the ISMRM reproducibility challenge which was acquired using the trajectory depicted in Figure 3. The polynomial degree $d$ was set to 5.

https://github.com/mikgroup/sigpy-mri-tutorial
This experiment used the same formulation as the cardiac experiment, with \( \lambda = 1 \times 10^{-6} \) and \( \lambda_p = 2 \times 10^{-5} \).

4) MRF: Figure 4 depicts the convergence of iterates of FISTA with and without an optimized polynomial preconditioner on data acquired using an optimized interleaved spiral-MRF sequence [33] that was acquired on a 3T scanner (GE Healthcare, Waukesha, WI) with IRB approval and informed consent obtained. The polynomial degree \( d \) was set to 9.

The data were obtained using a 3D TGAS-SPI-MRF acquisition with a total of 48 groups that acquired to achieve adequate 3D k-space encoding at each temporal data point [33]. Each acquisition group contains an adiabatic inversion preparation with TI=15ms and 500 variable flip-angle acquisitions with TR/TE=12.5ms/1.75ms and a 1.2s wait time for signal recovery to improve the signal-to-noise ratio, resulting in a net acquisition per group of 7.45s and total acquisition time of approximately 6 minutes. Additionally, a water-exciting rectangular pulse with duration of 2.38ms was used to depress the fat signal [34]. A variable density spiral trajectory with a 16-fold in-plane under-sampling rate at the center of k-space and a 32-fold under-sampling rate at the edge of k-space was used to achieve an encoding at 1-mm isotropic resolution with a field-of-view of \( 220 \times 220 \times 220 \)mm\(^3\) with a readout duration of 6.7 ms. Retrospective under-sampling was performed to simulate a 2 minute acquisition.

The unconstrained reconstruction formulation (3) for this experiment is as follows [21], [33], [35]–[38]:

\[
x^* = \arg \min_x \frac{1}{2} \| \mathcal{F} \Phi x - b \|^2_2 + \lambda \sum_r \| R_r(x) \|_s \\
\]

Here, \( \sum_r \| R_r(x) \|_s \) depicts the locally-low rank constraint [21], \( S \) is the SENSE model of the parallel-imaging acquisition [30] estimated using [39] and \( \mathcal{F} \) is the 3D non-uniform Fourier transform. Note that in this case, the reconstructed \( x \) consists of multiple “coefficient” images such that \( \Phi x \) recovers the temporal evolution of the underlying signal. Please see [33] for more information. The regularization values for (3) and (10) were set to \( \lambda = 2.5 \times 10^{-6} \) and \( \lambda_p = 8.75 \times 10^{-5} \) respectively.

Note that the generalize-ability of the polynomial preconditioner allows it to be used directly in a subspace-reconstruction [21], [33], [35]–[38] without needing to explicitly account for \( \Phi \) when designing the preconditioner. By utilizing \( A^* A \) to construct the preconditioner, the method inherently takes into account information from \( \Phi, S \) and \( \mathcal{F} \).

B. Constrained Optimization

Figure 5 depicts how the reduced number of \( A^* A \) evaluations as discussed in III results in faster optimization of (2) when applied to the Cardiac dataset. Here, \( A = \mathcal{F} \mathcal{S} W^* \) as in IV-A.2, \( g(x) = \| x \|_1 \) and \( \epsilon = 0.1525 \). For the ADMM iterations, \( \rho \) was set to \( 1 \times 10^{-4} \).

C. Multiple Regularizations

Figure 6 depicts how the reduced number of \( A^* A \) evaluations as discussed in III results in faster optimization of Global Consensus with multiple regularizations when applied to the Cardiac dataset.

The objective function solved is:

\[
x^* = \arg \min_x \frac{1}{2} \| \mathcal{F} \mathcal{S} x - b \|^2_2 + \lambda_1 \| W(x) \|_1 + \lambda_2 \| G(x) \|_2^2 \tag{38}
\]

Here, \( A = \mathcal{F} \mathcal{S} \), where \( \mathcal{F} \) and \( S \) are defined as in IV-A.2. Similarly, \( W \) is the same Wavelet transform used in IV-A.2. \( G \) denotes the Finite-Difference operator. The regularizations \( \lambda_1 \) and \( \lambda_2 \) were set to \( 1 \times 10^{-5} \) and \( 5 \times 10^{-6} \) respectively. For the ADMM iterations, \( \rho \) was set to 1.

V. Discussion

The polynomial preconditioner is seen to improve the conditioning of the unconstrained formulation (3), resulting in faster convergence compared to non-preconditioned FISTA. None of the preconditioned unconstrained reconstructions utilized any dual variables or an application-specific preconditioner array, resulting in comparable computational memory requirements to FISTA. The improvement in the rate of convergence for (10) does depend on the application of interest (based on the underlying \( A \)), the degree of the polynomial and value of \( \lambda_p \).

For small \( \lambda_p \), and high degree \( d \), (10) can be solved in 1-2 iterations depending on the application.

With appropriate tuning of \( \lambda_p \) in (10), the reconstructed images with the preconditioner are similar to the solutions of (3) with no noticeable noise coloring. This is as evidenced by Figures 1, 2 and 3, and is hypothesized to be a consequence of (11), where (3) and (10) have identical solutions when \( \lambda = \lambda_p = 0 \).
Fig. 4. Comparing convergence over time between non-preconditioned and polynomial-preconditioned FISTA for Experiment IV-A.4. Each column denotes a “coefficient” image, and all the coefficient images form $x$ in (37). Each coefficient image is scaled by the specified values for visualization. Acquisition time $\approx 2$ minutes.
For the Constrained Optimization and Multiple Regularizations experiments, the use of polynomials to justify a single $A^*A$ evaluation in the inner loop of ADMM was demonstrated to be sufficient. The ADMM parameter $\rho$ was empirically chosen and kept constant to compare the relative performance between using polynomials and Conjugate Gradient for the inner loop. That being said, an exhaustive tuning of $\rho$ or utilizing variable step-sizes might lead to faster convergence.

This work does not explore incorporating a weighting-prior into the spectral cost ($w$ in (21)). It is expected that a reasonable prior estimate of the spectrum of an operator $A$ derived for a specific application will significantly improve the rate of convergence for that application.

This work also does not explore the combination of density compensation with a polynomial-preconditioner, which is possible due to the generalize-ability of the preconditioner.

A limitation of the polynomial preconditioner is with respect to numerical stability. In principle, it is possible to utilize a polynomial $p$ of a high degree $d$. However, in practice, evaluating powers of $A^*A$ can accumulate numerical errors. Therefore, tuning the degree $d$ for the application of interest is required.

The error bound presented in (28) is applicable to any linear operator $P$ such that $P$ is injective on null$(A)^\perp$. Thus, deriving a $P$ to minimize the error bound in (28) is a promising avenue for application-specific preconditioner design. For example, (28) can be used to upper-bound the error of the circulant preconditioner in [15].

VI. Conclusion

This work proposed and validated a polynomial-based preconditioner that accelerates the convergence of iterative proximal methods like FISTA for compressed-sensing linear inverse problems. By leveraging polynomials, the preconditioner only requires matrix-free implementations of the forward model and is highly generalize-able, allowing the method to be easily applied various applications of interest.
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