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This paper theoretically analyzes a phenomenological stochastic model for bacterial growth. This model comprises cell division and the linear growth of cells, where growth rates and cell cycles are drawn from lognormal distributions. We find that the cell size is expressed as a sum of independent lognormal variables. We show numerically that the quality of the lognormal approximation greatly depends on the distributions of the growth rate and cell cycle. Furthermore, we show that actual parameters of the growth rate and cell cycle take values that give a good lognormal approximation; thus, the experimental cell-size distribution is in good agreement with a lognormal distribution.

I. INTRODUCTION

A. General overview

In the study of complex phenomena, we can extract statistically useful information from the size distribution of observed elements. Along with the power-law distribution\(^1\), which is closely associated with critical phenomena in statistical physics, the lognormal distribution\(^2\) is found in a wide range of complex systems.\(^3\)\(^4\)\(^5\)\(^6\)\(^7\) It appears in natural phenomena such as fragment and particle sizes\(^8\),\(^9\), the fluctuation of X-ray bursts\(^3\), and genetic expression in bacteria\(^3\), and in social phenomena such as population\(^10\), citations of scientific papers\(^11\), and proportional elections\(^12\). The commonness of the lognormal behavior is helpful for studying various complex systems from a unified viewpoint based on statistical physics.

A random variable \(X\) is said to follow a lognormal distribution if its logarithm \(\ln X\) is normally distributed with mean \(\mu\) and variance \(\sigma^2\). The probability density of \(\ln N(\mu, \sigma^2)\) is

\[
f_{\mu,\sigma}(x) = \frac{1}{\sqrt{2\pi\sigma^2}x} \exp \left( - \frac{\ln x - \mu)^2}{2\sigma^2} \right),
\]

and the (upper) cumulative distribution function is

\[
F_{\mu,\sigma}(x) = \int_x^\infty f_{\mu,\sigma}(y)dy = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\ln x - \mu}{\sqrt{2}\sigma} \right) \right] = \frac{1}{2} \text{erfc} \left( \frac{\ln x - \mu}{\sqrt{2}\sigma} \right),
\]

(1)

where \(\text{erf}(x) = (2/\sqrt{\pi}) \int_0^x \exp(-y^2)dy\) is the Gaussian error function and \(\text{erfc}(x) = 1 - \text{erf}(x)\) is the complementary error function\(^13\). The lognormal distribution is a heavy-tailed distribution; that is, the tail of \(F_{\mu,\sigma}(x)\) decays slower than any exponential function. Thus, a phenomenon obeying a lognormal distribution easily produces values much larger than the mean. The mean of the distribution \(\ln N(\mu, \sigma^2)\) is \(\exp(\mu + \sigma^2/2)\) and the median is \(\exp(\mu)\). The mean is always larger than the median, and this is a consequence of the heavy-tailed property of the lognormal distribution\(^14\).

The lognormal distribution is typically generated by a multiplicative stochastic process\(^15\). Consider a stochastic process \(X_1, X_2, \ldots \) given by

\[X_{n+1} = M_nX_n,\]

where \(M_n\) is a positive random variable. If the growth rates \(M_1, M_2, \ldots \) are independently and identically distributed, and \(E[\ln M_n] = \mu\) and \(V[\ln M_n] = \sigma^2\) are finite, the central limit theorem implies that the distribution of \((\ln X_n - n\mu)/(\sqrt{n\sigma^2})\) converges to the standard normal distribution (with zero mean and unit variance). Roughly speaking, the distribution of \(X_n\) for sufficiently large \(n\) is reasonably approximated by the lognormal distribution \(\ln N(\mu, n\sigma^2)\). The lognormal parameters \(n\mu\) and \(n\sigma^2\) diverge as \(n \to \infty\); thus, \(X_n\) itself does not have a stationary distribution exactly. Many systems have multiplicativity in some sense; thus, the lognormal distribution is a natural distribution for their statistical properties\(^4\).

It should be checked carefully whether a probability distribution obtained from actual data is truly lognormal or not, even if the lognormal fitting is visually successful. Many researchers have pointed out that a lognormal distribution can be confused with other probability distributions such as power-law\(^16\), normal\(^17\), and stretched exponential\(^18\) distributions. Further, the multiplicative nature does not necessarily lead to a lognormal distribution. In fact, lognormal behavior can easily change into other distributions if additional rules are assigned to the multiplicative stochastic process. For instance, multiplicative processes with additive noise\(^19\), reset events\(^20\), random stopping\(^21\) and successive sum\(^22\) produce power-law distributions. It is difficult to examine whether an experimental data set follows a genuine lognormal distribution or a lognormal-like distribution.

In this paper, we perform a theoretical analysis of a stochastic model of bacterial cell size. Wakita et al.\(^23\) reported that the cell-size distribution of the bacterial species \(Bacillus (B.)\) subtilis is well described by a lognormal distribution. They also proposed a phenomeno-
logical stochastic model for the growth of bacterial cells and confirmed that the numerical result quantitatively reproduces the actual cell-size distribution. In contrast to these results, we show in this paper that the cell-size distribution generated by this model is not a genuine log-normal distribution in reality. In order to elucidate the situation and the problem, we give an outline of the experiment and model in the next subsection.

B. Experiment and modeling of bacterial cell size

As a background of the present paper, we concisely review the above-mentioned experimental study \(^{23}\) regarding the cell-size distribution of \(B.\) \textit{subtilis}, which is a rod-shaped bacteria of 0.5–1.0 µm in diameter and 2–5 µm in length. The morphology of a \(B.\) \textit{subtilis} colony spreading on an agar surface changes with the nutrient and agar concentrations and is classified into five types: diffusion-limited aggregation-like, Eden-like, concentric ring-like, homogeneously spreading disk-like, and dense branching morphology-like patterns. The relation between each pattern and the nutrient and agar concentrations is summarized in the form of a morphological diagram.\(^{24}\) Bacterial colonies have been extensively investigated from the standpoint of physics as a typical pattern-formation phenomenon in which the different patterns appear by changing external conditions.\(^{25}\)

According to the measurement of bacterial cells in homogeneously spreading disk-like colonies (formed in soft agar and rich nutrient), the cell size at the beginning of the expanding phase follows the lognormal distribution \(\ln \mathcal{N}(\ln 2.7, 0.24^2) = \ln \mathcal{N}(0.99, 0.24^2)\), whose median is \(\exp(0.99) = 2.7\) µm. In addition, the cell length in the lag phase has been reported to increase linearly with time up to cell division. The cell cycle is represented by the lognormal distribution \(\ln \mathcal{N}(\ln 22, 0.20^2) = \ln \mathcal{N}(3.1, 0.20^2)\) (the median is 22 min), and the growth rate also exhibits lognormal behavior with \(\ln \mathcal{N}(\ln 0.078, 0.30^2) = \ln \mathcal{N}(-2.6, 0.30^2)\) (the median is 0.078 µm/min).

On the basis of these experimental results, a phenomenological model has been proposed. The procedure of this model is schematically shown in Fig. 1. The model starts with a single cell \(A\) of unit length, and assigns cell cycle \(\tau_A\) and growth rate \(v_A\) drawn from lognormal distributions. Cell \(A\) grows linearly with time, i.e., the size of cell \(A\) at time \(t < \tau_A\) is \(1 + v_A t\). At \(t = \tau_A\), cell \(A\) divides equally into two cells \(B\) and \(C\). Growth rates \(v_B\) and \(v_C\) and cell cycles \(\tau_B\) and \(\tau_C\) are newly assigned. For simplicity, the growth rate and cell cycle of each cell are assumed to be independently distributed. The cells continue their linear growth and cell division in the same way. According to a numerical calculation,\(^{26}\) the cell-size distribution becomes stationary after a long time. By choosing realistic parameters in the lognormal distributions for the growth rate and cell cycle (namely, \(\ln \mathcal{N}(3.1, 0.20^2)\) for the cell cycle and \(\ln \mathcal{N}(-2.6, 0.30^2)\) for the growth rate), the resultant stationary distribution is described by \(\ln \mathcal{N}(0.92, 0.28^2)\). This is in good agreement with the actual cell-size distribution \(\ln \mathcal{N}(0.99, 0.24^2)\) of \(B.\) \textit{subtilis}. Furthermore, it has been reported that the long-normal behavior of the numerical cell-size distribution disappears if the lognormal parameter \(\sigma\) of the growth rate or cell cycle is too small or too large.

We theoretically analyze this phenomenological model in the present paper. We derive the cell size at the onset of the cell cycle in Sect. II and the stationary cell size of the model in Sect. III. They are expressed by sums of lognormal variables, and the corresponding cell-size distributions are not exactly lognormal. We propose a quantity that evaluates how far the cell size is different from the lognormal behavior. We numerically show that the deviation from lognormality depends on the product of the growth rate and cell cycle, and derive its scaling property. From these results, the cell-size distribution of \(B.\) \textit{subtilis} is suggested to be only a lognormal-like distribution, but it can be approximated well by a lognormal distribution owing to the parameter values of the growth rate and cell cycle, which give a good lognormal approximation.

II. ANALYSIS 1: CELL SIZE IMMEDIATELY AFTER CELL DIVISION

The aim of this study is to obtain the stationary cell-size distribution of the model, but it is complicated to derive it without preparation. At each moment, there exist cells that have just divided, divided some earlier, and are about to divide. We need to consider the variation of the time elapsed from the previous division. Before studying this cell-size distribution, we start with the cell-size distribution limited to the cells that have just divided, which is a simpler problem.

We focus on the cell size at the onset of the cell cycle and introduce a random variable \(X_n\) as the initial cell size.
at the nth cell cycle. By setting $V_n$ as the nth growth rate and $T_n$ as the nth cell cycle, the growth increment during the nth cycle is expressed as $V_nT_n$. The cell size at the end of this cycle is $X_{n+1}^n + V_nT_n$. This length is split in half at the cell division, so $X_{n+1}^n$ is given by

$$X_{n+1}^n = \frac{1}{2}X_n^n + \frac{1}{2}V_nT_n.$$  

We easily obtain its solution as

$$X_n^n = \frac{1}{2^{n-1}} + \frac{1}{2^{n-1}} \sum_{k=1}^{n-1} V_k T_k,$$  

by applying Eq. (2) recursively and using the initial condition $X_1^1 = 1$. Note that the effect of the initial length $X_1^1$ vanishes exponentially as $n$ increases.

The random variables $V_k$ and $T_k$ always appear in the form of the product $V_k T_k$ throughout this paper, and we set a new random variable $L_k := V_k T_k$. In light of the experiment, $V_k$ and $T_k$ in the model are lognormal variables. The product $L_k$ is therefore a lognormal variable, because the product of two independent lognormal variables again follows a lognormal distribution. We set $\ln \mathcal{N}(\mu_L, \sigma_L^2)$ for the distribution of $L_k$ and investigate the properties of $X_n^k$ in terms of $\mu_L$ and $\sigma_L$. The model assumes that $\{V_k\}$ and $\{T_k\}$ are independent, and hence $\{L_k\}$ are independently and identically distributed. Hence, $X_n^k$ is given by the sum of independent lognormal variables.

By using the mean and variance

$$E[L_1] = E[L_2] = \cdots = e^{\mu_L + \sigma_L^2/2},$$  

$$V[L_1] = V[L_2] = \cdots = e^{2\mu_L + \sigma_L^2}(e^{\sigma_L^2} - 1),$$  

of $L_k$, the mean and variance of $X_n^k$ are respectively calculated as

$$E[X_n^k] = \frac{1}{2^{n-1}} + \sum_{k=1}^{n-1} \frac{E[L_k]}{2^{n-k}}$$

$$= e^{\mu_L + \sigma_L^2/2} - \frac{e^{\mu_L + \sigma_L^2/2} - 1}{2^{n-1}},$$

$$V[X_n^k] = \sum_{k=1}^{n-1} \frac{V[L_k]}{4^{n-k}}$$

$$= \frac{e^{2\mu_L + \sigma_L^2}(e^{\sigma_L^2} - 1)}{3} - \frac{e^{2\mu_L + \sigma_L^2}(e^{\sigma_L^2} - 1)}{3 \cdot 4^{n-1}}.$$  

They converge exponentially as $n \to \infty$. As shown in Fig. 2, the distribution of $X_n^k$ also rapidly becomes stationary; the distributions for $n = 10$ and $100$ appear to be almost identical. In the numerical calculations below, therefore, we use the distribution for $n = 10$ as a substitute for the stationary distribution.

The variable $X_n^k$ is given by the weighted sum of independent and identical lognormal variables $L_k$. A sum of lognormal variables does not exactly follow a lognormal distribution. (In contrast, a sum of normal variables again follows a normal distribution.) However, such a sum of variables can be approximated by a single lognormal distribution. Among the many techniques to approximate a lognormal sum by a single lognormal distribution \cite{Fenton, Wilkinson}, the simplest and fastest method is the Fenton-Wilkinson (FW) approximation \cite{Fenton}, in which the lognormal parameters are estimated by matching the first and second moments. When sample values $\{x_1, \ldots, x_N\}$ of $X_n^k$ are given, the best lognormal distribution $\ln \mathcal{N}(\hat{\mu}, \hat{\sigma}^2)$ in the FW sense is determined by

$$e^{\hat{\mu} + \hat{\sigma}^2/2} = \frac{x_1 + \cdots + x_N}{N} =: m_1,$$

$$e^{2(\hat{\mu} + \hat{\sigma}^2)} = \frac{x_1^2 + \cdots + x_N^2}{N} =: m_2.$$  

The left-hand sides are the first and second moments of $\ln \mathcal{N}(\hat{\mu}, \hat{\sigma}^2)$. The estimates $\hat{\mu}$ and $\hat{\sigma}$ are explicitly written as

$$\hat{\mu} = 2 \ln m_1 - \frac{1}{2} \ln m_2, \quad \hat{\sigma}^2 = \ln m_2 - 2 \ln m_1.$$  

In addition to its simplicity, the FW method is known to closely approximate the tail of the cumulative distribution \cite{Fenton}. Since we mainly focus on the cumulative distribution, the FW method is suitable for this study.

We numerically investigated whether $X_n^k$ is approximated by a lognormal distribution. For each $\mu_L$ and $\sigma_L$, we generated independent samples $\{x_1, \ldots, x_N\}$ of $X_n^k$ by using Eq. (3) and estimated $\hat{\mu}$ and $\hat{\sigma}$ by the FW approximation (5). To evaluate the validity of the lognormal approximation, we calculated the difference between the estimated lognormal distribution $F_{\hat{\mu}, \hat{\sigma}}$ and the empirical cumulative distribution of $\{x_1, \ldots, x_N\}$ defined by

$$G(x) = \frac{\text{number of elements} \geq x}{N}.$$
We define the difference as
\[ D = \left[ \int_0^\infty (F_{\hat{\mu}, \hat{\sigma}}(x) - G(x))^2 \, dx \right]^{1/2}. \]

When the set of samples \( \{x_1, \ldots, x_N\} \) closely fits the lognormal distribution, \( D \) becomes small. We use cumulative distributions \( F_{\hat{\mu}, \hat{\sigma}} \) and \( G \) in the definition of \( D \), because we are primarily interested in whether the tail of \( G(x) \) exhibits lognormal decay. For simplicity, we assume that \( \{x_1, \ldots, x_N\} \) is arranged in descending order \( (x_1 \geq \cdots \geq x_N) \), which yields \( G(x_i) = i/N \). We replace the integral of \( D \) with the Riemann sum
\[ \Delta = \left[ \sum_{i=1}^{N-1} \left( F_{\hat{\mu}, \hat{\sigma}}(x_i) - G(x_i) \right)^2 (x_i - x_{i+1}) \right]^{1/2} \]
\[ = \left[ \sum_{i=1}^{N-1} \left( F_{\hat{\mu}, \hat{\sigma}}(x_i) - \frac{i}{N} \right)^2 (x_i - x_{i+1}) \right]^{1/2}. \]

This is a discrete form of \( D \).

In Fig. 3, we illustrate the numerical result of how close the stationary distribution of \( X'_n \) is to the lognormal distribution. We generated \( 10^4 \) independent samples of \( X'_{10} \) using Eq. (3) (recall that the distribution of \( X'_n \) appears to become stationary even at \( n = 10 \)), estimated \( \hat{\mu} \) and \( \hat{\sigma} \) by the FW method, and computed \( \Delta \). Figure 3(a) is a contour plot of \( \Delta \) in the \((\mu_L, \sigma_L)\) plane. The distribution of \( X'_{10} \) deviates from the lognormal distribution (i.e., \( \Delta \) becomes large) as \( \sigma_L \) and \( \mu_L \) increase. Figures 3(b) and 3(c) show profile curves at fixed \( \sigma_L \) (\( \sigma_L = 0.2, 0.5, \) and 1) and \( \mu_L \) (\( \mu_L = 0, 2, \) and 5), respectively.

The dependence of \( \Delta \) on \( \mu_L \) [Fig. 3(b)] can be explained briefly as follows. If we multiply \( \{x_1, \ldots, x_N\} \) by a factor \( e^\alpha \) to obtain \( \{e^\alpha x_1, \ldots, e^\alpha x_N\} \), the lognormal estimates become \( \hat{\mu} + \alpha \) and \( \hat{\sigma}^2 \). Since the scaling relation \( F_{\hat{\mu}+\alpha, \hat{\sigma}}(e^\alpha x_i) = F_{\hat{\mu}, \hat{\sigma}}(x_i) \) holds from Eq. (1), \( \Delta \) for the sample \( \{e^\alpha x_i\} \) is expressed as
\[ \Delta(\{e^\alpha x_i\}) \]
\[ = \left[ \sum_{i=1}^{N} \left( F_{\hat{\mu}+\alpha, \hat{\sigma}}(e^\alpha x_i) - \frac{i}{N} \right)^2 (e^\alpha x_{i+1} - e^\alpha x_i) \right]^{1/2} \]
\[ = \left[ e^\alpha \sum_{i=1}^{N} \left( F_{\hat{\mu}, \hat{\sigma}}(x_i) - \frac{i}{N} \right)^2 (x_{i+1} - x_i) \right]^{1/2} \]
\[ = e^\alpha \Delta(\{x_i\}). \]

Hence, multiplying \( \{x_i\} \) by \( e^\alpha \) causes the factor \( \exp(\alpha/2) \) to \( \Delta \). Meanwhile, multiplying \( \{x_i\} \) by \( e^\alpha \) corresponds to replacing \( L_k = (V_L T_k) \) in Eq. (3) with \( e^\alpha L_k \). Since \( e^\alpha L_k \) follows \( \ln N(\mu_L + \alpha, \sigma_L^2) \), using \( e^\alpha L_k \) instead of \( L_k \) is equivalent to adding \( \alpha \) to \( \mu_L \). Finally, \( \Delta \propto \exp(\mu_L/2) \) is derived. We numerically confirmed this relation (see Fig. 3). Figure 3(a) shows that the graphs in Fig. 3(b) grow exponentially. Thus, the three graphs in Fig. 3(c) collapse into a single curve by using the scaled value \( \Delta/\exp(\mu_L/2) \), as shown in Fig. 3(b). In short, the increase in \( \Delta \) against \( \mu_L \) is simply due to the scaling effect of \( \Delta \).

III. ANALYSIS 2: STATIONARY CELL-SIZE DISTRIBUTION IN THE MODEL

In this section, we investigate the cell-size distribution in the model after a long time, which also corresponds to the experimental cell-size distribution. Note that this distribution involves all cells, not only cells just after di-
The first term distributed with the lognormal distribution \( \ln N \) variable with \( \ln \) the division is given by

\[
\Delta \propto e^{\mu L/2}.
\]

Thus, the distribution is different from \( X' \) stated in the previous section.

After a long time, during which the cells undergo division many times, the cell size just after the division is written as

\[
X' = \sum_{k=1}^{\infty} L_k/2^k.
\]

This expression is obtained by taking the limit \( n \to \infty \) in Eq. (6). In this stationary state, the cell size just before the division is given by \( L_0 + X'_{\infty} \), where \( L_0 \) is a lognormal variable with \( \ln N(\mu_L, \sigma_L^2) \). At an arbitrary time, a randomly chosen cell takes a uniformly random size between \( X'_{\infty} \) and \( L_0 + X'_{\infty} \). The size of a cell randomly chosen at an arbitrary time is therefore written as

\[
X = rL_0 + \sum_{k=1}^{\infty} L_k/2^k,
\]

where \( r \) is a uniform random number on the unit interval \([0, 1]\) and \( L_0, L_1, \ldots \) are independently and identically distributed with the lognormal distribution \( \ln N(\mu_L, \sigma_L^2) \).

The first term \( rL_0 \) on the right-hand side represents the fluctuation of the time elapsed from the previous cell division. Note that \( r = 0 \) and \( r = 1 \) respectively correspond to the cell sizes just after division and just before division.

We numerically verified that Eq. (7) gives a cell-size distribution corresponding to the model (see Fig. 3). The square plots show the cell-size distribution obtained by directly simulating the time evolution of cells along the procedure of the model (as in Fig. 1). The cell cycles and growth rates were drawn from the lognormal distributions \( \ln N(3.1, 0.20^2) \) and \( \ln N(-2.6, 0.30^2) \), respectively. We computed the cell size distribution when the total number of cells became \( 10^6 \). The diamonds show the distribution of \( X \) obtained from \( 10^6 \) samples, in which we replaced the infinite sum in Eq. (7) with the first ten terms. These two graphs are very close to each other, which indicates that Eq. (7) is a valid expression. The distribution of \( X'_{\infty} \) \((n = 10)\) is shown as the triangles, but is obviously different from the other distributions.

It is not clear whether the distribution of \( X \) is approximated by a single lognormal distribution. We show in Fig. 6 the validity of the lognormal approximation of \( X \) by the FW method. As with Fig. 3 we calculated \( X \) by using \( 10^4 \) samples of \( X \), in which the infinite sum in Eq. (6) was replaced with the first ten terms. Figure (a) is a contour plot of \( \Delta \) in the \((\mu_L, \sigma_L)\) plane. The shape of the contour lines is more intricate than that in Fig. 6(a). Figures (b) and (c) respectively illustrate profile curves at fixed \( \sigma_L, \) \( (\sigma_L = 0.2, 0.5, \) and \( 1) \) and \( \mu_L, \) \( (\mu_L = 0.2, \) and \( 5) \). The curves in Fig. 6(c) are not monotonic and they all take the minimum values at \( \sigma_L = 0.43-0.44 \). That is, the distribution of \( X \) is greatly inconsistent with a lognormal distribution when \( \sigma_L \) is too small or too large. Upon using the scaled value \( \Delta/\exp(\mu_L/2) \), the curves in Fig. 6(c) collapse into a single curve [see Fig. 6(d)].

In Fig. 7 the distributions of \( X \) with \( \mu_L = 0 \) and \( \sigma_L = 0.2 \) (lower triangles), \( 0.4 \) (circles), and \( 0.8 \) (upper triangles) are presented. The lognormal distributions obtained by the FW approximation are shown by the solid curves. The distribution of \( \sigma_L = 0.4 \) [near the bottom of the curve in Fig. 6(d)] perfectly fits the lognormal dis-
In the actual growth of *B. subtilis*, the growth rate $V_k$ and cell cycle $T_k$ respectively obey $\ln N(\ln 22, 0.20^2)$ and $\ln N(\ln 0.078, 0.30^2)$. The distribution of their product $L_k = V_kT_k$ is then given by

$$\ln N(\ln 22 + \ln 0.078, 0.20^2 + 0.30^2) = \ln N(0.54, 0.36^2).$$

In contrast, the distribution of $\sigma_L = 0.2$ decays faster than the lognormal distribution, and that of $\sigma_L = 0.8$ decays slower than the lognormal.

Note that $\sigma_L = 0.36$ is near the bottom of the curve in Fig. 6(d), at which $\Delta$ becomes small. This is a reason why the actual cell-size distribution of *B. subtilis* agrees very well with a lognormal distribution.

The mean of $X$ is easily calculated as

$$E[X] = E[r]E[L_0] + \sum_{k=1}^{\infty} E[L_k] = \frac{3}{2} e^{\mu_L+\sigma_L^2}/2,$$

where we used Eq. (4a) and $E[r] = 1/2$ (mean of the uniform random number on $[0,1]$). The variance of $X$ is calculated as

$$V[X] = V[r]E[L_0] + \sum_{k=1}^{\infty} \frac{V[L_k]}{4^k} = \frac{2}{3} e^{2\mu_L+2\sigma_L^2} - \frac{7}{12} e^{2\mu_L+\sigma_L^2},$$

where we used Eq. (4b) and the formula (31)

$$V[rL_0] = V[r]V[L_0] + E[r]^2 V[L_0] + V[r]E[r]^2$$

for the variance of the product, with $E[r] = 1/12$. The square mean of $X$ is then given by

$$E[X^2] = E[X] + E[X]^2 = \frac{2}{3} e^{2\mu_L+2\sigma_L^2} + \frac{5}{3} e^{2\mu_L+\sigma_L^2}.$$

The parameter $\hat{\mu}$ of the FW approximation is

$$\hat{\mu} = 2 \ln E[X] - \frac{1}{2} \ln E[X^2].$$
where we substitute $E[X]$ and $E[X^2]$ for $m_1$ and $m_2$ in Eq. (5), respectively. We then obtain the median of $X$ as

$$e^\mu = \frac{E[X]^2}{E[X^2]^{1/2}} = \frac{9\sqrt{3}}{4} \left( \frac{1}{2} + 5e^{-\sigma_L^2} \right)^{1/2}.$$  

With this result, we can compute the median of the stationary cell size $X$ from two parameters, $\mu_L$ and $\sigma_L$. By using the values $\mu_L = 0.54$ and $\sigma_L = 0.36$ from the experiment, we have

$$e^\mu \approx 2.65 \mu m.$$  

This estimate correctly gives the experimental median cell size of 2.7 $\mu m$.

IV. DISCUSSION

In this paper, we have solved the phenomenological stochastic model for bacterial growth and have shown that the stationary cell size $X$ is expressed by using lognormal variables and a uniform variable. This result suggests that the cell size of $B. subtilis$ does not follow a genuine lognormal distribution but a lognormal-like distribution. The parameter $\sigma_L$ is an important indicator of the quality of the lognormal approximation. This study has elucidated that the value $\sigma_L = 0.36$ for actual bacterial growth, which is near the bottom of Fig. 8(d) ($\sigma_L \approx 0.43$), is the reason why the experimental cell-size distribution can be approximated well by a lognormal distribution. The value of $\sigma_L$ can be varied by changing external conditions or by using other bacterial species such as *Escherichia coli* and *Proteus mirabilis*.  

We consider that the model and analysis in this study should be quantitatively inspected by estimating $\sigma_L$ and $\Delta$ from experiments under various conditions.  

We make a further comparison between our result and a numerical result of Wakita *et al.* in which the cell cycle $T_k$ and growth rate $V_k$ are varied separately. Here we set $\ln N$ as the distribution. The value of the distribution can be approximated well by a lognormal distribution. In this study, the contours of $\Delta = 0$ correspond to the minimum point in Fig. 8. The size deviation from the lognormal distribution for small $\sigma_T$ and $\sigma_V$ or for large $\sigma_T$ and $\sigma_V$. In this figure, the contours of $\Delta = 0.01, 0.02$, and 0.04 are also shown by the solid curves. The relation $\sigma_L^2 = \sigma_T^2 + \sigma_V^2$ is obtained from $L_k = V_k T_k$, and hence, the curve of $\sigma_L = \text{const.}$ forms an arc centered at the origin in the $(\sigma_T, \sigma_V)$ plane. The value of $\Delta$ depends on $\sigma_T$ and not on $\sigma_T$ and $\sigma_V$; thus, the contours of $\Delta$ are concentric circles. In contrast, the boundary between the circles and the lower triangles seems to be a straight line. We deduce that this difference arises because the judgment of a circle or triangle relied on human eyes. Nevertheless, we consider our result to be consistent with the previous study as a whole. In fact, the region of $\Delta < 0.01$ contains only circles, and that of $\Delta > 0.02$ contains only lower triangles. Moreover, circles and lower triangles both exist in the narrow range $0.01 < \Delta < 0.02$.

The model assumes the lognormality of the growth rate $V_k$ and cell cycle $T_k$. (Theoretically, the lognormality of their product $L_k = V_k T_k$ is essential in our analysis.) As a matter of fact, however, it is unclear why they follow lognormal distributions. At the same time, we cannot exclude the possibility that they actually follow lognormal-like distributions. The stochastic properties of $V_k$ and $T_k$ may involve dynamics inside a cell, and this is a problem for future research. Increasing the amount of experimental data can also help to investigate $V_k$ and $T_k$ in more detail.

The difference $\Delta$ between a cell-size distribution and its FW approximate becomes large when $\sigma_L$ increases in both Figs. 8(a) and 8(a). This behavior has also been found for a finite sum of lognormal variables. For small $\sigma_L$, on the other hand, $\Delta$ for $X$ [Fig. 8(a)] is greatly different from that for $X_{\infty}′$ [Fig. 8(a)]. Let us consider the limiting case $\sigma_L \to 0$, that is, the random variable $L_k$ is constant $[L_k \equiv \exp(\mu_L)]$. $X_{\infty}′$ in Eq. (8) is also constant $[X_{\infty}′ \equiv \exp(\mu_L)]$ and $X_{\infty}′$ is distributed lognormally with $\ln N(\mu_L, 0)$. Thus, $\Delta \to 0$ for $X_{\infty}′$. [We can observe $\Delta \to 0$ as $\sigma_L \to 0$ in Fig. 8(c).] On the other hand, the random variable $r L_0$ in Eq. (7) is uniformly distributed in the interval $[0, \exp(\mu_L)]$, and $X (= r L_0 + X_{\infty}′)$ is uniformly distributed on $[\exp(\mu_L), 2 \exp(\mu_L)]$. The uniform distribution is different from a lognormal distribution, so $\Delta$ for $X$ does not become zero as $\sigma \to 0$. Thus, the property of $\Delta$ for small $\sigma_T$ is affected by the term $r L_0$ in Eq. (7). We conjecture that the balance between the increase in $\Delta$ for large $\sigma_T$ and the existence of the term $r L_0$ corresponds to the minimum point in Fig. 8(d), but we have not yet carried out a detailed analysis, especially
of why the minimum is at $\sigma_L \approx 0.43$.

In order to comprehend complex systems, we usually describe a phenomenon broadly at first, neglecting its details, then gradually increase the accuracy. In this paper, we have investigated a measure of how much an actual distribution deviates from the approximate lognormal distribution, which is an in-depth expression of the result that the cell-size distribution is close to the lognormal distribution. Lognormal behavior has been reported in many systems as a first approximation, and we hope that our analysis will help promote further research on such systems.
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