Machine learning based approach to fluid dynamics
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We study the applicability of a Deep Neural Network (DNN) approach to simulate one-dimensional non-relativistic fluid dynamics. Numerical fluid dynamical calculations are used to generate training data-sets corresponding to a broad range of profiles to perform supervised learning with DNN. The performance of the DNN approach is analyzed, with a focus on its interpolation and extrapolation capabilities. Issues such as inference speed, the networks capacities to interpolate and extrapolate solutions with limited training samples from both initial geometries and evolution duration aspects are studied in detail. The optimal DNN performance is achieved when its objective is set to learn the mapping between hydro profiles after a fixed value time step, which can then be applied successively to reach moments in time much beyond the duration contained in the training. The DNN has an advantage over the conventional numerical methods by not being restricted by the Courant criterion, and it shows a speedup over the conventional numerical methods by at least two orders of magnitude.

I. INTRODUCTION

Machine learning (ML) techniques are being adapted in an increasingly large variety of scientific and engineering disciplines. The field of computational fluid dynamics may be particularly suitable, with various ML applications possible. The fluid dynamical simulations play an important role in a number of scientific and engineering spheres, especially for instance relativistic codes for high energy physics [1–7] and astrophysics [8–14], but also including molecular biology, aerospace engineering, meteorology, and many other disciplines. It has been shown that ML can provide valuable inputs for the interpretation and simulation of relativistic fluid dynamical simulations [15–17] and in the field of high energy and nuclear physics in general [18–25]. Given this, it may be of great benefit to improve various aspects of fluid dynamical applications by means of ML. Such improvements may comprise speeding up the time-consuming hydrodynamic simulations, as well as other tasks like enforcing constraints on conservation laws, or classification of the numerical hydro solutions.

Perhaps the most natural task is to improve the computational speed of fluid dynamical simulations. Typically, this procedure demands a trade-off with accuracy and stability, thus, it is crucial to keep these two aspects at an acceptable level. In many cases involving scientific and industrial applications maintaining the required accuracy level while achieving the necessary speed-up of the simulations is not possible even when the implementation is with parallelization on Graphics Processing Units (GPU’s) [26]. The main issue preventing fast direct simulations comes from the Courant convergence criterion [27], which limits the maximum size of the time step in numerical simulations. Other issues include the necessity of a detailed treatment of boundary conditions in Smooth-Particle-Hydro (SPH) based methods [28, 29], and in some cases the necessity to use the dynamic viscosity models [30]. Numerous efforts have been made to overcome these difficulties, typically sacrificing either the resolution or the robustness of the approach. Alongside the purely numerical approaches to solving partial differential equations of fluid dynamics, several combined methods were also developed, where the numerical simulations are applied to a coarse-grained system, where the detailed resolution is achieved by data augmentation based on generative adversarial networks [31, 32]. Such combined methods have shown prominent results in the field of computer gaming and cinema, creating realistic visualizations of fluid dynamics. [33, 34]

In the present work we use deep neural network (DNN) as a fast solver of fluid dynamical equations. This allows to forgo the computationally expensive numerical simulations that would require extensive computing resources. The DNN approach emulates the solution of partial differential equations by learning the mathematical mapping encoded in the fluid dynamical equations. As an exploratory study, we consider one-dimensional (1D) fluid dynamics. The neural network maps the initial state characterized by the fluid dynamical profiles of density, velocity and pressure to their state at a later time moment. We cover in details the various aspects of the approach such as the determination of the optimal network structure, the optimal choice of the training set, variable vs fixed time step, and the performance of the network to interpolate and extrapolate. Additionally, we separately
incorporate a denoising autoencoder, which is found to increase the network accuracy substantially. The analogy between the mapping performed by the DNN and the mapping performed by the system of fluid dynamic equations makes the current approach rather transparent in its application. It opens the possibility to interpret the performance of the DNN-mapping in fairly simple way and thus, provides greater confidence for the possibility of its implementation in applied science.

The paper is organized as follows. Section II describes the DNN implementation for 1D fluid dynamics, with a focus on the network structure and the training set choice. Section III investigates the ability of the network to extrapolate the solution beyond the original training set. Section IV explores the usage of a modified network structure with a fixed time step. Section V studies the dependence of the performance on the content of the training set. Section VI discusses the application of a noise gate filter to improve the accuracy of the DNN output. In Sec. VII the achievable speed-ups in the DNN performance over the conventional methods are presented. Summary in Section VIII closes the article.

II. METHODOLOGY

We use a DNN to emulate the solution of fluid dynamical equations. In the present work we study a one dimensional inviscid fluid described by Euler’s fluid dynamical equations:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + u \frac{\partial \rho}{\partial x} + \frac{\partial p}{\partial x} &= 0, \quad (1) \\
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + \frac{1}{\rho} \frac{\partial p}{\partial x} &= 0, \quad (2) \\
\frac{\partial \varepsilon}{\partial t} + u \frac{\partial \varepsilon}{\partial x} + \frac{p}{\rho} \frac{\partial u}{\partial x} &= 0. \quad (3)
\end{align*}
\]

Here \(\rho, u, p\) are the density, hydrodynamic velocity, and pressure, respectively. \(\varepsilon, v, x, t\) are the internal specific energy, specific volume, spatial coordinate, and time. While the Eulerian case is chosen here for simplicity, conceptually the method can also be applied in more elaborate cases.

The neural network maps the profiles of the hydrodynamic velocity, density and pressure fields from an initial time moment \(t_0\) to a later time moment \(t > t_0\):

\[
\rho(x, t_0), u(x, t_0), p(x, t_0) \rightarrow \rho(x, t), u(x, t), p(x, t). \quad (4)
\]

The fluid dynamical equations are supplemented with a polytropic equation of state, \(pV^\gamma = \text{const}\), where \(p, V\) are the corresponding pressure and volume values and \(\gamma\) is the isentropic expansion factor. The calculations are performed at a constant temperature. Knowing \(\rho(x, t), u(x, t)\) and for a fixed equation of state, it is possible to exclude \(p(x, t)\) from the system of dynamical equations and without additionally supplementing the equation of state (EoS) obtain all three profiles. However, supplying all three \(\rho(x, t_0), u(x, t_0), p(x, t_0)\) quantities in the input layer opens the possibility to crosscheck the quality of the network performance by ensuring that the profiles of pressure, velocity and density produced by the network satisfy the EoS. Therefore, the DNN performs a mapping of all three fields, \(\rho(x, t), u(x, t), p(x, t)\). While in the present study we work with the polytropic EoS, our method can be applied to other equations of state as well, for instance van der Waals [35], quantum van der Waals [36], or Sugie-Lu [37] models.

Along with the consistency with the EoS, other constraints may be introduced to improve the performance of the DNN. The application of such constraints for the DNN fluid dynamics simulations will be studied in a future paper.

Here we use periodic boundary conditions for all the training samples. Other choices of boundary conditions are also possible, for instance hard walls. A different choice of boundary conditions will require re-training of the network.

In choosing the network structure we follow the recommendations of Ref. [38], which suggest that the best informational capacity of the model is achieved when the chosen network structure is a little over-descriptive. Thus, we are using a network with 3 hidden layers and one 10% dropout layer. The input layer contains 151 neurons: 50 for each of the \(\rho(x, t), u(x, t), p(x, t)\) dependencies and one for \(\delta t\) time shift parameter. The output layer contains 150 neurons: 50 for each of the \(\rho(x, t + \delta t), u(x, t + \delta t), p(x, t + \delta t)\) dependencies. The detailed description of the network structure and training process is presented in Appendix A.

The structure and content of the training set appear to be amongst the most important factors influencing the quality of the performance of the present approach. The main challenge of the training set preparation is the particular choice of the curves included in the training set.

The structure and content of the training set have a large influence on the performance of the DNN. It is important that the training set covers a broad variety of different profiles of density, velocity and pressure. To achieve the goal we consider three profile functions characterizing the density and velocity profiles,

\[
\begin{align*}
f_1(x) &= a_1 e^{b_1 x^2}, \\
f_2(x) &= a_2 \sin (b_2 x) + c_2, \\
f_3(x) &= a_3 |x|^{b_3} \text{sgn}(x) + c_3,
\end{align*}
\]

with randomly varied values of the coefficients \(a_i, b_i, c_i\). Such a set of functions allows to cover a broad variety of possible input scenarios. It also resembles various general characteristics peculiar to the input curves of fluid dynamics. Each of the functions \(f_1, f_2, f_3\) is chosen ran-
The considered ranges for the randomly selected values of coefficients are the following:

\[
\begin{align*}
& a_1 \in [-5, 5], \quad b_1 \in [-500, 0], \quad a_2 \in [0, 10], \quad b_2 \in [-15, 15], \\
& c_2 \in [-\pi, \pi], \quad a_3 \in [-10, 10], \quad b_3 \in [1, 10], \quad c_3 \in [0, 10].
\end{align*}
\]  

(8)

Note that negative values of \( f_1, f_2, f_3 \) are allowed only for the velocity profiles, but not for density.

Other choices of initial profile functions are possible. These can, for instance, be based on systems of orthogonal functions like Hermite polynomials, Bessel functions, and the various Fourier series \([39, 40]\), depending on the geometric symmetries of the system. We leave these choices for future studies.

The DNN was trained on a set of \( 2.5 \times 10^5 \) samples. Each sample was generated via the following procedure:

1. The initial profiles of density and velocity at \( t = t_0 \) are generated by randomly choosing one of the curve families for each of the profiles independently in Eqs. (5)-(7). The coefficients defining the curve from the chosen family are being randomly generated within the defined boundaries \([\text{Eq. (8)}]\).

   For the density profiles the values of the coefficients are constrained such that to ensure the positivity of the density profile.

2. For each pair of the initial density and velocity profiles the pressure profile is computed using the EoS.

3. The Euler equations are solved numerically to obtain the density, pressure and velocity profiles are at a future time moment \( t = t_0 + \delta t \), where \( \delta t \) at this particular case is chosen to be equal to 1.

4. The combination of initial states at \( t_0 \) and final states at \( t_0 + \delta t \) are organized into training pairs

\[
\{\delta t; \rho_0(x), u_0(x), p_0(x)|\rho_{\delta t}(x), u_{\delta t}(x), p_{\delta t}(x)\} \quad (9)
\]

and incorporated into the training set.

The DNN training procedure consists of 23 training epochs, where the saturation of training and validation error is observed. The resulting training set accuracy level, quantified by the \( R^2 \) metric, is about 89%. We explored also a simpler DNN structure consisting of only a single hidden layer, in that case the DNN performance was inferior, with the accuracy level not exceeding 83%. Thus, the structure with 3 hidden layers and a 10% dropout layer was found to be reasonable for the task at hand.

In addition to the training set accuracy, we also subjected the network to the Riemann Problem \([41]\), which is a classical test problem for evaluating the accuracy and stability of a hydro solver. For this purpose the training set has been extended to incorporate a family of profiles that are similar to the Riemann Problem’s initial conditions. The comparison of the DNN generated profiles with an accurate numerical solution corresponding to the classical cases of the Sod shock tube Riemann case \([42]\), a collision as well as expansion scenario is depicted in top, middle, and bottom panels of Fig. 1, respectively. While a few percent level deviations from the numerical solution are visible, the network captures accurately all the qualitative features of the Riemann Problem solutions.

**III. DNN PERFORMANCE OUTSIDE THE TRAINING SET**

We have shown that the network is able to approximate the solution with high accuracy when the solution is within the boundaries of the training interval. An important question now is: how good are the network capabilities to extrapolate outside the training set? Here we study three different aspects of the network’s extrapolation ability:

1. The performance on hydro profiles that are not included in the training set

2. The ability to extrapolate to time intervals not included in the training set

These two cases are schematically depicted in the top and bottom panels of Fig. 2.

First, we explore the extrapolatory ability of the network to cover profiles not included in the training (region ”1” in Fig. 2). This is achieved by excluding a certain subset of initial \( \rho, u, p \) curves \([\text{Eqs. (5)-(7)}]\) from the training set, which correspond to a particular interval of the parameters \( a_i, b_i, c_i \). Namely, we omit density profiles corresponding to parameter intervals \( a \in [5, 8], b \in [-7, -8] \) for the \( f_1 \) family of initial curves and velocity profiles corresponding to \( a \in [2, 3], b \in [-4, -5], c \in [0.5, 1.5] \) for the same \( f_1 \) family of initial curves. We then analyze the performance of such a network on an input profile that was omitted from the training set. This procedure is illustrated in Fig. 3. To assess the extrapolation performance of the network, we compare its output to the one produced by a network based on the full training set. The comparison, presented in Fig. 4, indicates that the network performance is virtually unaffected by excluding a broad set of profiles from the training data.\(^2\)

\(^2\) Note, that this interpolation test differs from the classical “test-set” trial of the network performance, when just some random samples are excluded from the training set and are moved to the test set. Given the vast initial training set of \( 2.4 \times 10^7 \) curves, even with multiple of the curves being excluded, there will still remain plenty of quite close curves.
Thus, the network demonstrates reasonable ability to extrapolate from the different initial profiles.

Next, we study the extrapolation ability along the time axis. Namely, we analyze the network output for time moments exceeding the training interval of $t \in [0, 5]$ (region “2” in Fig. 2). We take two values: (i) $t = 5.1$ which is slightly outside the training interval and (ii) $t = 6$ which is further away. The results for these two cases are depicted in top and bottom panels of Fig. 5, respectively. The network performance is still relatively decent in the first case just outside the training interval, although the developing instabilities are visible. For $t = 6$ the network output is quite off from the reference solution, at best capturing only the general qualitative features of the solution. This indicates that the extrapolation ability of the present network with a variable time step is weak. For this reason we explore a different treatment of the time step. It is also possible to explore other scenarios of interpolation. For instance, when a certain period of time-evolution of the system was omitted and must be reconstructed.

IV. FIXING THE TIME STEP

As shown in the previous section, the DNN performance along the time axis becomes unsatisfactory as one goes beyond the training range. This is most likely a
Figure 2. Regions in the parameter space of the initial hydro profiles and regions along the spatial and time axes in which the network’s extrapolation ability was studied. The regions in which the network demonstrated positive performance are marked with the check mark. The regions, where the results are negative are marked with the red cross. The performance of the network of the present structure is still acceptable just outside the training set. But shortly after the end of the training set instabilities start to emerge. This behavior is demonstrated with the corresponding gradient.

Figure 3. Initial density and pressure profiles, which are contained within the interval, that was removed from the complete test set in order to test the network’s capacity to interpolate. The curves from the extraplated interval are used as the input for the network with the diminished training set.

Figure 4. Comparison of the performance of the two neural networks at $t = 2.5$ – the one trained on the complete training set, containing the initial density and pressure profiles shown in Fig. 3 (red solid lines) and another trained on the diminished training set, which does not contain the aforementioned subset of curves (green dashed lines). The initial density and pressure profiles at $t = 0$ used for this test case are shown in Fig. 3.

reflection of an unbalanced structure of neurons in the network used in Secs. II and III. Whereas $50 \times 3$ parameters were used for the spatial variable, only a single neuron in the input layer was dedicated to the time variable. This one neuron alone defines the whole shape of the output curves, as each different time-shift $\delta t$ corresponds to different $\rho, u, p$ mappings. The output $\rho, u, p$ profiles strongly depend on the time-shift $\delta t$ parameter. This leads to an asymmetry in the distribution of weights and biases, as this single, time shift dedicated, neuron in the input layer is significantly more important than any other. The asymmetry in the “significance” leads to non-uniform distribution of weights and biases encountered by the network in the input layer, consequently affecting its ability to extrapolate.

To mitigate the situation we modify the network structure in this section. We do not specify a variable time-shift and remove the corresponding neuron from the DNN. Instead we specify a fixed time shift between the initial and the final states: $\rho(x, t), u(x, t), v(x, t) \rightarrow \rho(x, t + \delta t), u(x, t + \delta t), v(x, t + \delta t)$. In this way we eliminate the non-uniformity in the distribution of values in the input layer. This also reduces the required informational capacity, as the network only needs to learn the mapping for a single fixed time step rather than for a multitude of steps.
The training of the new network is performed similarly to the previous one. The training data consists of the $\rho, u, p$ profiles mapped between the initial time moment $t_0$ and a subsequent time moment $t + \delta t$ with $\delta t = 1$. These profiles are combined into training pairs

$$\{\rho_0(x), u_0(x), p_0(x) | \rho_0,1(x), u_0,1(x), p_0,1(x)\}$$ (10)

and the training is performed.

The updated network allows to perform mapping $f(x, t_0) \rightarrow f(x, t_0 + \delta T)$ across large time steps $\delta T$, provided that it can be presented as a multiple of $\delta t$, i.e. $\delta T = n\delta t, n \in N$. This is achieved by successively applying the network $n$ times, by using the output from the previous step as an input to the next one. To test the performance of the new network along the time axis we will subject it to the Sod shock tube test. More specifically, we study the performance in a time interval $t \in [0, 10]$ by consequently performing 10 steps in increments of $\delta t = 1$ as described above.

The performance of the altered network is presented in Fig. 6 (solid red lines) and compared to the numerical solution (dashed blue lines). The top panel corresponds to $t = 1$, this short time interval coincides with the training interval, thus, it illustrates the interpolating capability of the network. The network reproduces the numerical solution with high accuracy, thus its interpolating ability is good. The middle and bottom panels of Fig. 6 correspond to $t = 5$ and $t = 10$, respectively. These intervals are outside the training range, thus, the extrapolation capability of the network is probed. The updated network clearly shows much better capacity to extrapolate in comparison with the previous method employed in Secs. II and III. However, already for $t = 5$ one can see deviations of the network generated profiles from the numerical solver, especially for the velocity profile. Thus, further improvements are required.

V. EXTENDING THE TRAINING SET

The DNN performance can be further improved by modifications to the training procedure. Here we explore two modifications: (i) an extended set of training profiles and (ii) training the network across several time steps. The first one addresses a possible gap in the set of profiles that the network is able to map accurately while the second modification is designed to improve the network extrapolation performance across large time periods.

A. Extending the training set with harmonic functions

The results of the previous section show considerable error accumulation as the number of time steps is in-
Figure 6. Comparison of the altered DNN performance trained on the original training set (red solid lines) and extended training set (blue solid lines) with the analytical solutions of the numerical solver (green dashed lines) for the Sod shock tube problem at time parameter values \( t = \delta t \equiv 1 \) (top), \( t = 5 \) ((20,62),(990,882)

creased, in particular in the velocity profile. We surmise that the error accumulation energy due to an incomplete range of velocity profiles covered in the training set, namely that the \( f_{1,2,3} \) curve families used in training are not close enough to accurately capture the features of the velocity profile in the Sod shock tube test. Therefore, here we extend the training set with an additional family of curves, corresponds to a linear combination of harmonic functions:

\[
f_4 = \sum_{i=1}^{n} a_i \sin(b_i x + c_i). \tag{11}\n\]

Here \( a_i, b_i, c_i \) are random parameters chosen uniformly for the following ranges:

\[
a_i \in [0, 10], \quad b_i \in [-15, 15], \quad c_i \in [-\pi, \pi], \quad n = 1, \ldots, 10.\n\]

With this extension the training set allows a significantly more accurate coverage of discontinuous profile functions, as illustrated in Fig. 7 for the case of a step function and similar discontinuous profiles. We generated \( 2.5 \times 10^5 \) samples for training and \( 8 \times 10^4 \) for validation of the modified network. For this network structure without the time-shift parameter in the input layer with the periodic boundary conditions within 24 training epochs it was possible to obtain an accuracy level of 92%.

The performance of the modified DNN for the Sod shock tube test is shown in Fig. 6 by the solid green lines. One sees that the extension of the training set for the velocity significantly improves the performance of the network. The improved performance is particularly evident at \( t = 10 \), which corresponds to consecutive 10 network iterations.
B. Training over multiple time steps

Another extension of the training set is achieved by utilizing multiple time steps in the training procedure. This is achieved in the following way. We take the initial profiles from the extended data-set \(A\) described in Sec. V A. Then, for each curve the numerical solver is run up to a time moment \(t = 6\). We then take the profiles at time moments \(t = 0, 1, 2, 3, 4, 5, 6\), and include them into the training set. In this way the new extended training set \((C)\) contains not only the set of profiles \(f_1, ..., f_4\) and their mapping to a subsequent \(t + \delta t\) time moment, but also that for the profiles obtained from each of the steps from one \((t + \delta t)\) to six \((t + 6 \times \delta t)\). The training utilizing this extended set is then done from scratch. It is observed that the extended training set \(C\) leads to a significantly improved performance of the network across long time intervals. This is illustrated in Fig. 8, which shows the behavior of the \(R^2\) error metric for the different studied training sets across a long time interval extending to \(t = 200\). The error increases substantially after a certain number of network iterations performed. This behavior is attributed to encountering new curve configurations, that are not anymore covered accurately by the standard training set \((A)\). The training set \(B\) incorporates a single additional time step \(t + \delta t\). This allows to preserve a satisfactory network performance to larger times, however the accuracy drop substantially at \(t = 30 - 50\). The full extended training set \((C)\), on the other hand, preserves a relatively constant level of the \(R^2\) error metric across long time intervals. Figure 9 compares the velocity profile output of the network based on training set \(C\) at \(t = 30\) with the numerical solution.

A substantial performance increase due to the extension of the training set with profiles from multiple time steps is evident. This is due to the fact, that the training set \(A\), which did not contain training profiles after multiple time steps, remained incomplete, i.e. the set of trained configurations was not sufficient for the network to perform the mapping at long time intervals. The result effectively underlines that the particular choice of the initial training set appears to be one of the most important factors influencing the capability of the method. This choice will generally depend on multiple other factors, including the geometry of the system, equation of state and boundary conditions. In this work we use the periodic boundary conditions, if these are changed to other boundary conditions such as open or hard-walls, the network should be re-trained. It should also be emphasized that here we trained the network for a fixed value of the time shift, thus the network is only capable of performing mappings in the units of this fixed time shift. If a different value of the time shift is desired, this will also require re-training of the network.

VI. NOISE GATE FILTER

As discussed in the previous section, the performance of the network drops after a large number of time steps even in the case of the most complete training set \((C)\). This is reflected by the appearance of noise in the hydrodynamic fields (Fig. 9). Although the level of noise remains fairly stable, it does notably affect the perfor-
mance of the method, the $R^2$ accuracy metric reaching about 0.83 at large times, as seen in Fig. 8. Here we explore a possibility to alleviate this issue by implementing a noise gate filter. The benefit of knowing the numerical solution along with the prediction of the neural network allows one to train the separate convolutional autoencoder structure, which performs the role of a noise gate filter.

This noise gate filter is incorporated in the following way. First, we generate multiple clean training curves belonging to the aforementioned 6 iterations of evolution from $t_0$ to $t_0 + i \cdot \delta t$, where $i \in [0, 6]$. Then, we prepare the training input-output pairs by adding (i) random Gaussian noise of various types, (ii) uniformly distributed noise and (iii) noiseless samples. The latter ensures that the autoencoder learns not to filter the already clean samples. $10^5$ training pairs are prepared in this way, then this autoencoder structure is applied to the output obtained from the neural network trained on the extended set "C" in the previous section. The resulting effect of the autoencoder on the performance of the network trained on the extended set "C" in the previous section is depicted in Fig. 8 by the dashed green line. The application of the noise gate filter considerably improves the network accuracy at large times $t > 100$.

The main benefit of the noise gate filter is to smoothen the hydro profiles. This is illustrated in Fig. 10, which depicts a typical case of a network-produced velocity profile with and without the application of the noise gate filter compared to the reference numerical solution. While the output of the regular network is able to capture the overall numerical profile, it does exhibit characteristic noise pattern. The noise gate filter is able to largely remove this noise and resemble the reference profile even more accurately. The application of the noise gate thus allows to substantially increase the accuracy of the neural network based model.

VII. PERFORMANCE

The main purpose of applying the DNN to fluid dynamics is to improve the speed of the associated computations over the conventional methods while preserving an acceptable level of accuracy. This can be quantified by a speed-up factor $s$. Its value will depend on the particular task under consideration. Let us consider the following generic problem: the fluid dynamical simulation is run over a time period $\delta t_e$, with an intermediate output at $n_{int}$ time steps. For instance, such a setup can occur in a case of real-time simulation of the flow for visualization purposes, where at least 24 frames per second are required to render. The maximum speed of the conventional method can be achieved by maximizing the value of a single time-step, which will minimize the total number of steps needed to be performed. This maximum value, $\delta t_{CFL}$, is constrained by the Courant–Friedrichs–Lewy (CFL) condition. The neural network, on the other hand, is not constrained by the CFL condition. Instead, the time step per single DNN iteration is $\delta t_e/n_{int}$, reflecting the fact that one needs to output $n_{int}$ intermediate time steps. The speed-up factor thus reads

$$s = \frac{\delta t_e/n_{int}}{\delta t_{CFL}} \frac{\tau_{num}}{\tau_{net}}. \quad (12)$$

Here $\tau_{num}$ is the time duration of a single computational step that computes the evolution from $t^*$ to $t^* + \delta t_{CFL}$ and $\tau_{net}$ is the time duration of a single computational step of neural network application.

The performance increase due to the neural network comes from two sources. First, the neural network application is not constrained by the CFL criterion, thus $\delta t_e/n_{int} > 1$ is possible. Second, the neural network can perform a single time step considerably faster than the conventional methods. For the applications considered in the present work, we have $\tau_{net}/\tau_{num} \sim 10^2$. The values of $\delta t_e/n_{int}$ were observed to vary in range $15 - 50$, depending on the exact network configuration employed. The speedup factors listed here correspond to both the numerical method and the network running on CPU. Additional speed-up up to a few orders magnitude can be obtained by employing hardware tailored for DNN-related computations, such as NVIDIA tensor core GPUs.

VIII. SUMMARY

We investigated the possibility of a deep neural network based simulation of one-dimensional fluid dynamics. The DNN performance vastly depends on the net-
work structure and training set, an acceptable accuracy can be obtained with an appropriate choice. For the network structure, a network with 3 hidden layers and one dropout layer was found to be a decent choice, yielding a 90% accuracy on the training set that consists of a vast amount of fluid dynamical profiles. Regarding the network’s ability to extrapolate along the time axis, it shows a limited ability when the time step is varied and part of the network input. On the other hand, a decent performance is achieved when the time step is fixed and the network is applied successively by using the output from the previous time step as input to the next step. The performance is further optimized by extending the training set with profiles obtained numerically after multiple time steps. We also find that the noise in the profiles output by the network at future times can be to a large extend eliminated by the application of a noise gate filter.

The time step of the DNN simulations is not restricted by the Courant criterion, which is a major source of the speed-up of DNN computations over the conventional numerical methods. Also, the time spent per single time step in the DNN is observed to be about two orders of magnitude smaller than that for the conventional computations. This performance can be further improved substantially by utilizing dedicated hardware tailored for DNN applications, such as modern GPU’s with tensor cores. While the presented studies indicate that a careful choice of the network structure and the training set is not trivial and crucial to achieve an acceptable performance, it is reasonable to expect even greater benefits of the DNN in higher dimensions, where the conventional methods become very time consuming.
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Appendix A: Network description

We consider two slightly different network structures: with and without a variable time-shift parameter. The general network structure for both cases is depicted in Fig. 11. The input layer contains three function profiles, \(\rho(x), u(x),\) and \(p(x).\) Each of the profiles is discretized into 50 equidistant points and contributes 50 corresponding neurons to the input layer. The network consists of three hidden layers, each containing \(3\times150\) neurons, one dropout layer (rate 10%), and the output layer with 150 neurons corresponding to the \(\rho(x), u(x),\) and \(p(x)\) at the next time step.

The training can be performed utilizing any desired set of profiles. We used \(2.4 \times 10^5\) and \(8 \times 10^4\) randomly generated initial input profiles for \(\rho, u, p\) for, respectively,
training and validation. The procedure proceeds in the following way: we first arbitrary select the curve family from one of the three curve families, namely, \( a \exp(bx^2) \), \( a \sin(bx + c)^2 \), \( a|x^t| \sgn(x) + c \). These curve families are chosen to emulate generic possible initial distributions of \( \rho, u, p \). Having selected the particular function family we then randomly select \( a, b, c \) coefficients within the corresponding ranges for each family of functions. In this way density and velocity profiles are randomly generated and the resulting \( p \) curve is computed in accordance with the properties of the regarded system to assure consistency with the equation of state.

Having generated a substantial training and validation sets of input profiles we have to supplement input curves with the output curves. This procedure is different for two different network structures we employ in the present paper. The network a variable time-shift parameter requires the training process to include many mappings \( \rho(x, t_0), u(x, t_0), p(x, t_0) \rightarrow \rho(x, t_0 + \delta t), u(x, t_0 + \delta t), p(x, t_0 + \delta t) \) as the training pairs for various \( \delta t \) values within the chosen \( \delta t \in [0,5] \) interval. A particular time-shift value is uniformly selected within the chosen training time-interval. Then, the generated initial profiles are supplied into the numerical hydro-solver which calculates the evolution of the input curves up to the time value specified by the time-shift parameter. The output curves calculated by the solver are used to supplement the input profiles with the output profiles and form the input-output training pairs,

\[
\{ \rho(x, t_0), u(x, t_0), p(x, t_0), t^* \}, \\
\{ \rho(x, t^*), u(x, t^*), p(x, t^*) \}
\]

Such procedure is performed for all training and validation input profiles.

The network with the fixed time step, on the other hand, does not contain the time-shift parameter in the input layer. Thus, the training procedure is slightly different. The network always performs the mapping for a fixed, constant value of the time shift parameter. In this case the generated initial profiles are supplied into the numerical hydro-solver which calculates the evolution of the input curves always up to this fixed time-shift value. This procedure is also performed of all training and validation input profiles.

Appendix B: The numerical solver description

The numerical solver is used as a reference solution employed for training and validation. We use a traditional Riemann solver described e.g. in [4] (using the implementation from [44]). The spatial domain is broken into the discretized units. The time-wise discretization is performed in accordance with the Euler scheme with the explicit time integration. The pressure field is assigned to the centers of the computational units, whereas the velocity field is computed at the edges. The numerical simulation is performed in the real space formulation and the advection approach is based on the usage of the finite-difference scheme for both convection and diffusion.
