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ABSTRACT

Through extensive experience developing and explaining machine learning (ML) applications for real-world domains, we have learned that ML models are only as interpretable as their features. Even simple, highly interpretable model types such as regression models can be difficult or impossible to understand if they use uninterpretable features. Different users, especially those using ML models for decision-making in their domains, may require different levels and types of feature interpretability. Furthermore, based on our experiences, we claim that the term “interpretable feature” is not specific nor detailed enough to capture the full extent to which features impact the usefulness of ML explanations. In this paper, we motivate and discuss three key lessons: 1) more attention should be given to what we refer to as the interpretable feature space, or the state of features that are useful to domain experts taking real-world actions, 2) a formal taxonomy is needed of the feature properties that may be required by these domain experts (we propose a partial taxonomy in this paper), and 3) transforms that take data from the model-ready state to an interpretable form are just as essential as traditional ML transforms that prepare features for the model.

1. INTRODUCTION

Much work has been done on developing models and algorithms to improve the interpretability and explainability of ML for tabular data. However, our experiences introducing ML solutions to a wide variety of real-world domains has shown that models are only as interpretable as their features. ML explanations are presented using the language of the model features; whether through presenting feature importances, meaningful example inputs, decision boundary visualizations, or other methods. While the literature has acknowledged the importance of interpretable features (IFs) and suggested a wide variety of methods to generate them (see Section 2), we have found a lack of a nuanced and context-aware analysis of what it means for a feature to be “interpretable” for a given purpose. In particular, we find that an “interpretable feature” is often defined simply as one that was human-generated or worded using human-readable language. However, our extensive experiences in five diverse domains have suggested that this definition is incomplete, and for features to be useful as part of ML explanations and other augmenting information, they may require a variety of properties.

In this paper, we aim to better define the concept of feature interpretability for domains using tabular data and time series data that is engineered into tabular features. Our experiences, as described below, mostly revolve around this data modality. Other modalities, such as image and text, are unique enough to warrant a separate discussion on the interpretability of features.

In part, the lack of formal investigation into the properties that make features interpretable stems from the tendency for literature to focus on only a subset of possible ML stakeholders — mostly ML developers and theorists, who have expertise in ML and data science and are interested in designing, improving, and validating models. For these groups, the goal is to engineer (or discover, such as through deep learning techniques) features that maximize model performance, often without consideration for whether the designed features are meaningful to domain experts. They are more interested in understanding how features interact with and impact the ML model than their connections to the real-world domain.

Preece et. al. (2018) introduced four major user types to ML and ML explanations: developers build, train, test, and deploy ML solutions. They are most interested in understanding the feature space used by the model, and their primary goal is to maximize model performance.

Theorists are interested in understanding and advancing ML theory. Unlike developers, they are more interested in improving ML algorithms and tools rather than focusing on specific applications. Their goal is

*There remains disagreement among the community as to the exact distinction between the terms interpretable and explainable ML. Our discussion in this paper refers to the ability for humans to understand how a model makes its decisions — either through the use of naturally interpretable models or post-hoc explanations. We will use both terms to capture this concept.

• Developers build, train, test, and deploy ML solutions. They are most interested in understanding the feature space used by the model, and their primary goal is to maximize model performance.

• Theorists are interested in understanding and advancing ML theory. Unlike developers, they are more interested in improving ML algorithms and tools rather than focusing on specific applications. Their goal is
Ethicists are interested in the fairness, accountability, and transparency of ML systems. This group may contain a diverse range of domain experts, including computer scientists, social scientists, and policymakers. This group may be interested in features as used by the model, or in a more interpretable form, depending on their specific goal and expertise. While ethicists from the ML-expertise perspective get attention in the ML fairness literature, we found relatively less attention for ethicists from domain-expertise perspectives.

• **Decision makers** use ML models and explanations to help them complete tasks and make decisions. In most domains, this group will not have ML expertise.

• **Impacted Users** are affected by ML models and their use, but do not directly interact with the models or their predictions — except, possibly, to understand or argue against their impact on them. They rarely have ML expertise, and often will also not have domain expertise.

Decision makers, impacted users, and some ethicists are especially likely to need explanations that use features that have a deeper level of interpretability. In this paper, we discuss our experiences working mostly with decision makers, as well as some domain-expert ethicists, and the feature interpretability properties that we have found necessary for these groups.

Figure 1 summarizes the contributions of this paper, and highlights the difference between the needs of users focused on the model versus users focused on real-world decision-making. The figure includes the possible ML users, the feature properties introduced in this paper, and some relevant transforms that may offer these properties. The figure suggests a set of paths for interpretable feature engineering based on user needs.

We will now introduce the five real-world domains in which we have experience developing ML solutions or explanation tools. In each domain, we worked with domain experts (who did not have ML experience) to introduce and explain one or more ML models. In all cases, we found that a major roadblock to model usefulness stemmed from confusion related to the features. We will continue providing examples of these roadblocks throughout the paper as we introduce our feature property taxonomy. These domains are summarized in Table 1.

### 1.1 Child Welfare: Clarifying Features
Our first example is in the domain of child welfare screening [40]. Our team collaborated with a team of social workers and social scientists over the course of a year to introduce ML explanations alongside the existing ML solution. These users filled the role of decision makers making screening decisions, and ethicists ensuring that the model was working in a fair and holistic manner. The decision problem at hand was whether or not to screen-in a case of potential child abuse for further investigation. In our collaborating counties, these experts were provided with an ML-predicted 1 through 20 risk score, which they could use to aid their usual decision making process. The model is a lasso linear regression takes in over 400 hand-generated features based on data such as demographic information, criminal history, and child welfare referral history.

We ran a series of formal user studies, where child welfare screeners were provided with feature contribution explanations alongside the predicted risk score to aid them in their
| Domain                  | Stakeholder Type                           | Description                                                                                                                                                                                                 |
|-------------------------|--------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Child Welfare Screening | **Decision Makers:** Social workers screening cases  
**Ethicists:** Social scientists reviewing the model | Collaborated with social scientists and social workers to develop an ML explanation toolkit. The toolkit provides detailed insights about feature contributions and distributions. |
| Education               | **Decision Makers:** Instructors conducting courses  
**Instructors designing courses**  
**Ethicists:** Domain experts reviewing courses  
**ML Developers:** Developers working on analysis systems | A series of different experiments involving feature engineering and analyzing outcomes from MOOCs                                                                                                               |
| Cybersecurity           | **Decision Makers:** Domain experts monitoring for attacks | Experience in developing, evaluating, and deploying machine learning for cybersecurity. Extended the detection capability of security operations centers with machine learning models trained to identify attacks in log data. |
| Electronic Health Records | **Decision Makers:** Doctors conducting surgery | Collaborated with doctors to develop a visualization tool to explain predictions on EHR data. The tool displays feature contributions, and shows the original raw signal data that features are generated from. |
| Satellite Monitoring    | **Decision Makers:** Domain experts monitoring signals | Collaborated with satellite experts to develop a tool to visualize ML-predicted anomalies in satellite signal data.                                                                                           |

screening decision-making. We found that most confusion and distrust in the model stemmed from the features themselves, rather than details of the model or explanation type. This was despite the features being interpretable by the usual definitions found in the literature (as elaborated on in Section 2) — they were hand-selected by humans, and presented in readable, natural language. The main challenges related to the features being worded confusingly (for example, role of child is sibling is FALSE, or being seemingly unrelated to the prediction target according to users (such as features related to the family getting food aid).

### 1.2 Education: Abstracting Features

In the domain of online education, we have worked on feature engineering and prediction tasks on data related to massive open online classes (MOOCs) [35]. This research applies to a diverse set of users, including ML developers working on MOOC analysis systems, course developers looking to learn about and improve online course quality (decision makers), and instructors wanting to better understand their student cohort (decision makers). The prediction tasks related to MOOCs include classifying student engagement level and type and identifying course resource usage. The features used in these tasks include data such as problem set grades, hours of videos watched, or number of discussion posts. We worked through the process of engineering MOOC features to better inform interested parties about the students and classes. Our experiences and the literature on this topic have shown that the most useful features take the form of abstract concepts that have meaning to the users (such as summarizing features relating to completing work and interacting with course materials as participation), as well as demonstrating the importance of being able to fully understand the source of these concepts.

### 1.3 Cybersecurity: Tracking Features

Our next example is in the domain of cybersecurity — specifically, the detection of Domain Generation Algorithms (DGAs) [1], a well-documented command and control mechanism [29]. However, the lessons learned are applicable to a wide range of threat detection use cases. DGAs are designed by attackers to generate dynamic domains that are then used as meeting points for compromised machines and remote attackers. The key idea is that the remote attacker and the compromised machine share the generation logic, and will therefore generate the same set of domains, each on its own side. The remote attacker then registers one of the many domains generated by the algorithm, while the malware in the compromised machines attempts to connect to each and every one of the generated domains until a communication channel is established with the remote attacker [1]. In this case, our users were security analysts, making decisions about how to respond to a potential attack. The model was trained to detect and flag potential DGA attacks based on aggregated information (features) about the activity of internal IPs captured in DNS logs (such as the number of failed DNS requests, or the randomness of queried domains).

We found that the raw data — in this case, the relevant sections of DNS logs — were more useful to the users than the generated features, as the logs held more familiar and
actionable information. For example, analysts need to investigate the specific domains queried by a suspected IP to determine the presence or absence of a DGA. In this case, the challenge for explainability was how to select these relevant logs, to accurately track feature values back to the raw data they were generated from.

1.4 Healthcare: Disaggregating Features

In the domain of healthcare, we built ML prediction models using Electronic Health Record (EHR) data to improve the quality of clinical care [4]. In particular, we closely worked with six clinicians (decision makers) with an average of 17.5 years of work experience. The task was predicting complications after cardiac surgery. The clinicians were interested in using ML models to predict the chance of a patient developing five types of complications (lung, cardiac, arrhythmia, infectious, and others) after surgery. To this end, we extracted various types of ML features from the medical records of target patients, mainly including three types of static features (demographics, surgery information, and diagnosis results) and three types of time-varying features (lab tests, routine vital signs, and surgery vital signs). We then built five individual binary classifiers with each predicting one of the five complication types. We adopted Shapley Additive Explanations (SHAP) [22], a game-theoretical method to calculate the feature contributions. However, simply providing SHAP explanations to clinicians is difficult. We found that, in particular, some features based on aggregation functions are not as interpretable as the original signal data.

1.5 Satellite Monitoring: Marking Real Features

In the domain of satellite monitoring, we approached the challenge of visualizing the results of ML time-series anomaly detection solutions [21]. While this domain used only time-series data, rather than tabular data, we learned lessons about tracking imputations that extend to the tabular use case. We developed a visualization tool that allowed domain experts to interact with ML predictions, and analyze and discuss the relevance and validity of predicted anomalies. We actively collaborated with members of our intended user group — six domain experts with experience in anomaly detection decision making. The ML model we employed for the tool makes use of time-series sensor data to detect anomalous periods. We developed the tool with active feedback from our six domain experts. We then ran two user studies to evaluate the tool, first with the six domain experts, and then with a group of 25 general end-users using stock price data. This process revealed feature-relevant considerations, such as the need to clarify which feature values were the result of an imputation process, and therefore not real values.

1.6 Key Lessons

Our experiences in the domains described above have led to three key lessons, which we elaborate on in this paper.

Lesson 1: We Need an Interpretable Feature Space

More focus is needed on what we refer to as the interpretable feature space, or the information used by the model transformed to a human-usable set of features. Much attention in the literature has been given to collecting, selecting, and engineering features [18] [39], usually with the goal of maximizing model test-set and real-world performance. The result is a heavy focus on the transformations that convert from the original feature space to the model-ready feature space. However, when an ML model needs to interface with human users, especially for active decision-making, the interpretable feature space may be needed. This feature space is engineered to closely represent reality and human cognition rather than ML and statistical concepts. More work is needed on how to define, generate, and evaluate this feature space — this paper focuses on defining.

Lesson 2: Features Require Certain Properties to Be Interpretable

The properties required for features to be useful heavily depends on context and use case. As suggested in Lesson 1, if the goal is only model performance, important properties may include that features are in a model-compatible format and statistically correlated with the target variable. However, if the goal is provide useful explanations to decision-makers, features that understandably relate to real-world and abstract concepts may be more useful. To properly understand these properties, we propose a formal taxonomy of feature properties, elaborated on in Section 3.

Lesson 3: We Need to Transform the Other Way

Feature properties are achieved through a combination of feature selection and engineering. Transforms that bring features to a model-ready state may increase or decrease their interpretability; in the latter case, model-ready transforms may need to be undone for the purposes of explanations. In addition, further transforms for features presented in explanations may improve their interpretability. However, many ML libraries do not include functionality for transforms that improve interpretability or undo model-ready transforms. Section 4 provides a partial list of such transforms.

2. RELATED WORK

2.1 Formal Literature Review

To make progress on understanding the existing perspectives on interpretable features in the literature, we conducted a methodological literature review. We reviewed papers from 19 top conferences and journals in the fields of machine learning, human-computer interaction, computer vision, and data visualization. For each of these venues, we searched for papers that included (in title or text body) the keywords "machine learning" or "ML", as well as the phrase “interpretable feature(s)” or any of its semantic equivalents (readable/understandable/explainable feature(s), interpretability of (the) feature(s)). We limited our search to papers that were published during or after 2015, as this can be considered the start of the newest wave of interest in explaining black-box ML [25]. In total, our literature review included 106 papers.\(^2\)

\(^2\)For comparison, we ran a larger search using the same procedure for all papers published in the same years and venues described above that mentioned “machine learning” or “ML” and the word “features” in any context. This search revealed a total of 13,104 papers that talked about features and ML.
Table 2: Summarized results of the methodological literature review on interpretable features. Papers were counted towards a category if it was explicitly referred to in the text.

| Comments on Feature Interpretability | Number of Papers |
|-------------------------------------|------------------|
| No Elaboration: Mentions interpretable features without any elaboration or citations on meaning or purpose | 47 --- |
| Generating IFs: Proposes an ML architecture or feature engineering/selection approach that results in interpretable features | 49 [6] [20] [33] |
| Importance of IFs: Discusses or claims the general importance of interpretable features | 47 [3] [7] [16] |
| Defines IFs: Provides some context-specific or general definition or metric for interpretable features. | 30 [8] [23] [26] |
| Interpreting Features: Proposes an algorithm for interpreting the meaning of latent neural network features | 23 [13] [14] [37] |
| Relies on IFs: States that the methods in the paper rely on interpretable features to be effective | 18 [17] [31] [34] |
| Falls short of IFs: Explicitly states that the methods in the paper did not achieve interpretable features | 5 [2] [4] [10] |
| Concerns about IFs: Describes potential drawbacks to interpretable features | 2 [15] [32] |

For each paper, we noted the domain, data type, and goal of the paper, as well as the reason for mentioning interpretable features, which we then codified into 8 categories, seen in Table 2. We also took note of the papers that provided any kind of definition, either general or context-specific, for the concept of “interpretable features”.

Our findings from our literature review can be summarized as follows.

Attention is given to the importance of IFs. The need for or importance of IFs is well documented in the literature. 47 papers indicated the importance of IFs, either in general or to the methods proposed in the paper. 49 papers claimed to generate interpretable features through their proposed methods, though only 18 offered any kind of concrete definition of an interpretable feature. Additionally, five papers explicitly stated that their algorithm or model generated uninterpretable features.

Little work on IFs addresses tabular data. Of the 106 papers in our literature review, 47 mentioned interpretable features only briefly with no further elaboration as to how or why interpretable features were chosen or used. 80 focus on image, text, or time series data, and/or discuss interpretable features in the context of interpreting the latent features discovered by neural networks. 26 papers provided concrete insights on interpretable input features for tabular or arbitrary data types.

There is a lack of concrete definitions for IFs. Only 30 out of 106 papers offered at least a brief general or context-specific definition or quantification method for interpretable features. Of these, seven defined interpretable features as being those selected or engineered by humans, or similar to those selected by humans. Four defined interpretable features by contrasting them to the uninterpretable latent features used by neural networks or PCA. Four papers considered features to be more interpretable when related to abstract concepts. Only one paper [36] directly quantified the interpretability of features through a user study.

Our conclusion from our formal literature review is that although there is widespread agreement that interpretable features are important for various reasons, there is little work formalizing what makes a feature interpretable, and almost no work quantifying the interpretability of features. Most of the concrete work on interpretable features has focused on complex data domains such as image and text, and aims to add interpretability to deep neural networks. Given our experiences in the five domains described in our introduction, we claim that a deeper, human-centered understanding of interpretable features for tabular features is necessary.

We have also found that the term interpretable feature does not have a clearly agreed upon meaning, but usually refers to features that are human-generated or can be understood by humans in the most surface-level way (i.e., humans can understand what a feature refers to). In this paper, we seek to go beyond the term interpretable to introduce a complete, descriptive taxonomy of feature properties.

2.2 Interpretable Feature Work

Our methodological review found some existing work on formalizing and quantifying the interpretability of features.

---

3It is worth noting that two papers in our literature review did find that in contexts where privacy is important, uninterpretable features may be preferable - see the last row of Table 2.
Figure 2: Summary of the feature taxonomy proposed in this paper. For the examples, we use the following hypothetical scenario: a regression model trained on normalized data to predict the maximum speed of the car. Quality is a composite feature computed based on other features, and x12 is an arbitrary predictive engineered feature.

3. TAXONOMY OF MACHINE LEARNING FEATURES

In this section, we formalize and build on the current literature on ML features to develop a thorough and nuanced taxonomy of feature properties. Through this process, we aim to develop guidelines for ML developers to reference when selecting, engineering, and presenting ML features for specific use cases. We motivate our proposed taxonomy through experiences in the real-world domains, and our findings from our formal literature review. Figures 2 and 3 summarize our taxonomy, and provide examples from a hypothetical use case of predicting the maximum speed of a car.

We do not claim this to be an exhaustive list of feature properties — we have selected a set that resulted directly from lessons learned while working in our five domains. We also do not include properties that are specific to the meaning of a feature. For example, we do not include properties such as causal, actionable, inherent[24], or extrinsic features[24]. While these kinds of properties are essential to understand when designing explanations, they warrant a separate discussion.

Different domains and use cases will benefit from different feature properties. Of particular importance is whether the goal is to understand the ML model or the real-world domain. Therefore, we split our discussion of properties into three sections, one for each of these use-cases and one for both.
3.1 Properties Related to the Model-Ready Feature Space

In this section, we list properties that are most relevant to the model-ready feature space, and are most likely to be necessary when used by individuals most interested in the model (developers, theorists, and some ethicists).

- **Predictive** features correlate with the prediction target. Features that are not predictive are not expected to improve a model’s performance. Feature selection and engineering methodology aim to produce a set of predictive features.

  Features may be predictive due to a directly causal link — for example, referencing Figure 2, it is likely that the horsepower is a predictive feature when predicting the maximum speed of a car. Predictiveness may also result from indirect correlations; for example, we assume car color is not predictive for maximum speed, but it could be if, by coincidence or other reason, faster cars come in similar colors.

- **Model-Compatible** features are in the types or formats that are supported by the model’s architecture. Put another way, model-compatible features can be fed into the model to get a prediction without causing errors. For example, many models such as linear regression cannot accept categorical features by default — these features must be one-hot-encoded or converted to numerical codes. Additionally, many models cannot handle missing data, so imputation is required.

- **Model-Ready** features are in the final format expected by the model, as used during model training and intended by model developers. This includes both compatibility and performance-based feature engineering. Model-ready features are always model-compatible. Put another way, model-ready features can both be put into the model without error and will result in the most accurate prediction possible for the model. This will include the required transforms for model-compatibility, as well as transforms such as standardization or normalization. Many of these transformations will reduce the interpretability of features, while improving the performance of the model.

3.2 Properties Related to the Interpretable Feature Space

In this section, we list properties that are most relevant to the interpretable feature space. They may be necessary when users are more interested in reality than the model (decision makers, impacted users, and ethicists).

- **Readable** features are written using a language that allows users to understand what is being referred to, and do not use any codes except those that are readily understood by the users. Concretely, for a feature to be readable it must take from a common, known vocabulary. Across the literature this is generally considered a bare minimum for interpretability. Examples of unreadable features include those using unfamiliar codes such as $x_{12}$, unfamiliar acronyms such as $\text{M} \_\text{Miss} \_\text{DOB}$ instead of $\text{Mother is missing date of birth}$, or features such as those generated by PCA (unless they are accompanied by an explanation of which input features they came from). Readable features include simple English words and phrases ($\text{Age}$), codes that are readily understood by the target audience ($\text{cm}$), and descriptions of feature engineering operations ($\log(\text{humidity})$).[19].

- **Human-worded** features are described in the way most natural for the users. Human-worded features are always readable.

  We found this property to be essential in the child welfare domain. For example, users were confused by the one-hot encoding language used by the model, so our visualizations displayed them as categorical features ($\text{gender} \rightarrow \text{MALE}$ instead of $\text{gender is male} \rightarrow \text{TRUE}$). The one-hot encoded versions are readable, in that they do not use unclear codes, but are still not natural and take additional time to parse. Additionally, child welfare screeners preferred Boolean features presented as negative and positive statements (the child has no siblings rather than the child has siblings $\rightarrow$ FALSE).

- **Understandable** features refer to real-world metrics that users can reason about. The extent to which a feature is understandable will depend on the context and users’ expertise, but generally this category will not include engineered features that are the results of mathematical operations unless they are commonly referred to concepts. For example, age may be understandable, but $\log(\text{humidity})$[19] may not be.

3.3 Properties Relevant to All Feature Spaces

These feature properties may be useful both in developing/debugging and using machine learning, and therefore may be desired by all ML users.
• **Meaningful** features are features that users have reason to believe actually correlate with or are related to the target variable. This property may be essential for usable, trustworthy ML that does not confuse end-users. While this property relates closely to predictive, some features may be predictive as a result of spurious correlations and therefore may not be meaningful to users. Conversely, some features may seem to users like they should correlate with the prediction target, but not actually have any predictive power. ML models that use only meaningful features may generalize better [38], so this property may be of interest to ML developers and theorists as well.

As an example, in our case study in child welfare screening, one domain expert said

"... 2 parents have missing date-of-birth is shown as [significantly decreasing risk] which I can't imagine is protective."

In this case, the Boolean feature parents missing date of birth is understandable, but still causes confusion because it is unclear how and why this should correlate with risk.

• **Abstract Concepts** are features that may not be directly measurable, but are calculated through some (usually) domain-expert defined combination of the original dataset features. These features take the form of abstract concepts that use the language of the intended ML users. While they can improve the interpretability of ML models, they may also improve performance. For example, when evaluating massive open online courses (MOOCs) in the domain of education, abstract concepts such as participation and achievement [9] are used, which in turn are handcrafted from metrics such as hours spent watching videos and homework attempts (for the former) and test and homework grades (for the latter).

• **Trackable** features come with a clear data lineage — they can be associated accurately with the raw data they were calculated from. For example, in the EHR domain, we found that features like mean(heart rate) may be more useful if presented alongside the original time series heart rate data that the mean was calculated from [5]. Similarly, in the cybersecurity domain, information about potential DGA attacks were more useful when provided along with the relevant DNS logs [1].

Another form of trackability is knowing when a feature value is the result of imputation (for example, the value represents a mean or synthetic value, rather than an actual collected data point), and therefore does not link to any real data. This property was requested by the satellite monitors [21].

• **Simulatable** features are those where the user has enough information and knowledge to accurately recompute the feature from raw data — or simulate the feature computation process. Simulatable features are always trackable.

For example, in the MOOC domain, a feature described as test grade over time is trackable, as it is clearly computed from raw test grades, but not simulatable, as it is unclear what the exact formula used to calculate this information is. It could refer to the slope of the trend line of grades, or the difference between the most recent grade and the average grade.

4. **FEATURE TRANSFORMS**

Having introduced a set of feature properties that may be desirable, we will now approach the topic of how to achieve these properties when they are necessary. Some properties must be considered during the feature selection phase. For example, predictiveness and meaningfulness are attributes of the feature meaning itself, and can only be provided by carefully selecting such features. Understandability will also in part come from careful feature selection. However, many other features can be offered through feature engineering, transforms, and other processing steps on pre-selected features. Readability, trackability, and simulatability can often be offered through hand-writing feature definitions or providing relevant visualizations. Model-compatibility and model-readiness are offered through traditional feature engineering. Human-wordedness and to some extent understandability can also be offered by feature engineering, though possibly in the reverse direction.

In this section, we consider two categories of ML feature transforms. **Model-ready transforms**, or those that take features from the original feature space to the model-ready feature space, have received extensive coverage in the literature [18] [39]. In this section, we suggest a subset of possible interpretable transforms, or those that take features from the original feature space to the interpretable features space. These transforms are often not covered in feature engineering literature and libraries. For example, sklearn [28] has a OneHotEncoder transform that one-hot encodes categorical data; the pandas [27] get_dummies() function does the same. However, neither of these libraries have built in functionality to “undo” this encoding, computing a categorical feature from a set of Boolean features.

Table 4 provides examples of these transforms from the forest covertype dataset [13]. This dataset includes 12 input features and one target variable. Each observation in this dataset refers to a 30 by 30 meter patch in Roosevelt National Forest, and includes information such as elevation, sunlight levels, and soil type. The intended target variable is the type of forest cover in that area.

4.1 **Model-ready transforms**

Traditionally, most work on feature engineering has focused on the model-ready feature state. These transforms generally have the purpose of 1) converting the data to a form that is compatible with the model, such as one-hot encoding categorical data or imputing missing data; 2) improving performance by factoring in an understanding of the model’s methodology, such as normalizing features for models that are sensitive to scale or using dimensionality reduction to avoid overfitting; or 3) improving performance by factoring in an understanding of the domain.

Model-ready transforms will often reduce the interpretability of features. For example, in the child welfare domain, we learned that one-hot encoding reduces the human-wordedness of features, and binning numeric features may reduce the understandability of features if the bins are not seman-
tically meaningful [40]. Additionally, in our experience with satellite signal monitoring, we found that imputing data can reduce trackability if users do not know which data is real.

4.2 Interpretable transforms

Some model-ready transforms may naturally lead to interpretable features — especially those that factor in domain knowledge to improve model performance — but other times, feature interpretability is improved either by undoing model-ready transforms, or introducing new transforms for use in explanations.

Here, we introduce transforms that may improve feature interpretability, along with real-life examples from our experiences.

- **Converting to Categorical.** One-hot encoded features are not human-worded. For example, `gender is female --- TRUE` should be replaced with `gender --- FEMALE`. This transform becomes especially important as the cardinality of the categorical feature grows.

- **Semantic Binning.** Binning numeric features based on meaningful, real-world distinctions can improve both the interpretability and performance of models. For example, in the child welfare domain, users frequently referenced and relied on the age categories, which were binned based on child development (infant, toddler, teenager, etc.).

  This kind of binning is often more interpretable than binning based on statistical metrics (such as ensuring equal bin widths or sizes), as is often done to improve model performance. In the forest covertype example, consider the difference between binning elevation based on ecologically significant elevation zones such as foothills vs alpine, compared to generating bins of equal widths, resulting in bins such as 2525m - 3192m.

- **Flagged Imputations.** Explanations that display imputed (synthetic) data can confuse users. In our experience with satellite monitoring, the raw data signals included missing data that was then imputed. When our visualizations did not distinguish between real data and imputed data, users were confused.

- **Aggregated Numeric Features.** Numeric features may be more interpretable in an aggregated format, especially when the model takes several very closely related metrics. In the forest covertype example, we combine the horizontal and vertical distance metrics to get total distance to hydrology. In the child welfare example, the overload of data that screeners experienced could be remedied in part by summing together measures, such as physical, sexual, and emotional abuse referrals, into a total referral count metric.

- **Categorical Feature Hierarchies.** Categorical features are often involved in hierarchical relationships with other features. Both model performance and model interpretability can be improved by selecting the right granularity for a given domain. In our forest covertype example, all soil types present in the dataset belong to exactly one of eight geologic soil zones. Therefore, we could either present the individual soil type, or the soil zone, depending on which is more useful to users.

- **Combining to Abstract Concepts.** An extension of the previous two transforms: abstract concepts carefully crafted from data by domain experts can be much faster and easier to parse than large numbers of features. This is generally done by combining a set of features with a hand-crafted formula. In our forest covertype example, an abstract, human-intuitive feature may be **light level**, computed by aggregating the three hillshade features that quantify the illumination of a point at different times of day.

- **Reversing Scaling.** Standardized or normalized features are almost never interpretable. Features should be displayed in their unstandardized format in explanations, unless the relative position of a value is meaningful.

- **Reversing Feature Engineering.** Some transforms done to improve model performance may need to be undone to improve interpretability. For example, a feature represented by `sqrt(value)` may need to be squared to get `value`.

- **Connecting to Raw Data.** Sometimes, the raw data (for example, the original signal data) is more meaningful to users than the engineered features. For example, in the EHR domain, the patient pulse signal itself is often more useful than the feature `mean(pulse)`. Therefore, explanations may be more useful if they display the signal itself, linked to the model features.

5. DISCUSSION

5.1 Using Feature Properties

We will now revisit a few of the sample domains introduced in section II to give complete examples of how the proposed taxonomy in this paper could be used to improve ML usability.

In the domain of child welfare, we identified — through interviews and field observations — that our target users were decision makers who were domain experts in child welfare, but were not expected to have any prior understanding of data science or ML. Their primary objective is to make screening decisions, and want explanations of ML predictions to aid with this task. They trust their existing decision making process, and mainly want ML to highlight information they may have missed. For these reasons, we might say that child welfare screening requires features that are meaningful, understandable, and human-worded. We can achieve these properties in part through feature selection and semantic binning, while ensuring features we present are categorical and unstandardized.

In the domain of healthcare and making predictions on electronic health records, we identified our users as decision makers looking to improve outcomes during surgery. Again, the users were domain experts without ML knowledge. They were used to making decisions with full access to patient data, in particular time series for metrics such as vital signs. Therefore, features needed to be simulatable, which is provided by connecting the features to data and including impute flags.
Table 3: Example of feature transforms using the Forest Cover dataset

| Feature Transform | Feature Name          | Feature Description                                                                 | Feature Type | Sample Values       |
|-------------------|-----------------------|-------------------------------------------------------------------------------------|--------------|---------------------|
| Original          | Elevation             | Elevation in meters                                                                  | Numeric      | 3179 3123 2157      |
|                   | Horizontal Distance To | Horizontal distance to nearest surface water features                                | Numeric      | 450 218 85          |
|                   | Hydrology Horizontal  | Distance To Hydrology                                                                 | Numeric      | 56 21 10            |
|                   | Distance To Hydrology Vertical Distance | Distance to nearest surface water features                                           | Numeric      | 56 21 10            |
|                   | Hillshade 9am         | Hillshade index at 9am, summer solstice                                              | Numeric      | 156 228 210         |
|                   | Hillshade Noon        | Hillshade index at noon, summer solstice                                             | Numeric      | 231 229 131         |
|                   | Hillshade 3pm         | Hillshade index at 3pm, summer solstice                                             | Numeric      | 211 187 103         |
|                   | Wilderness area       | Wilderness area designation                                                          | Categorical  | Comache Peak Rawah  |

Model-Ready Transforms

| Statistical Binning  | Elevation Range       | Uniform-width bins for Elevation                                                    | Categorical  | Medium (2525m-3192m) Medium (2525m-3192m) Low (1859m-2525m) |
|----------------------|-----------------------|-------------------------------------------------------------------------------------|--------------|---------------------|
| One-Hot Encoding     | Area Rawah            | Wilderness area is Rawah                                                             | Boolean      | FALSE FALSE TRUE    |
|                      | Area Neota            | Wilderness area is Neota                                                             | Boolean      | FALSE FALSE FALSE   |
|                      | Area Comache Peak     | Wilderness area is Comache Peak                                                      | Boolean      | TRUE TRUE FALSE     |
|                      | Area Cache la Poudre  | Wilderness area is Cache la Poudre                                                   | Boolean      | FALSE FALSE FALSE   |
| Standardization      | Elevation Standardized| Standardized Elevation                                                              | Numeric      | 0.784 0.584 -2.87   |
| PCA                  | PCA 1                 | Feature 1 from PCA                                                                  | Numeric      | -1.965 2.278 -0.851 |
|                      | PCA 2                 | Feature 2 from PCA                                                                  | Numeric      | 2.265 1.547 3.095   |

Interpretative Transforms

| Semantic Binning     | Elevation Zone        | Colorado Life Zone corresponding to elevation                                        | Categorical  | Subalpine Subalpine Foothills |
| Flagged Imputed      | Elevation Flag        | Flags if elevation value was imputed                                                | Boolean      | FALSE FALSE FALSE FALSE     |
| Aggregated Numerical | Distance from Hydrology| Total distance from hydrology, computed from horizontal and vertical distances    | Numeric      | 453 219 85               |
| Hierarchical Categorical | Soil Geologic Zone | Geologic zone of soil type (8 total)                                               | Categorical  | igneous and metamorphic glacial igneous and metamorphic |
| Abstract Concepts    | Light Level           | Overall light level (Sum of hillshade features)                                     | Categorical  | High High Medium        |
Similarly to these two examples, we encourage practitioners introducing ML to new domains to collaborate with end-users to understand which feature properties will be necessary to optimize usability.

5.2 Next Steps
In this paper, we motivated the need for a more nuanced consideration of feature interpretability, and propose a first version of a formal taxonomy of feature properties. This taxonomy should be iterated on based on the experiences of other researchers, to capture the full spectrum of properties that may be useful. Additionally, a more formal connection between the needs of users and the useful feature properties should be developed. For example, meaningful features were useful to child welfare screeners because they already trusted and did not intend to greatly modify their existing decision making process. In other domains, where users are more interested in learning about the domain and developing new decision making workflows, they may rely less on meaningful features and instead be content with understandable features. In addition, as described in section 3 future work will develop systems that make converting to the interpretable feature space as seamless a process as converting to the model-ready feature space.

5.3 Risks
While interpretable features may be necessary to make a model useful, there are always risks involved in transforming to the interpretable feature space. Providing explanations using anything other than the model-ready feature space risks lowering the fidelity of the explanation. Some of the transformations can also greatly (and possibly intentionally) bias the explanations. Selecting formulas to generate abstract concepts and binning numerical data are such ways to intentionally hide certain patterns being used by the model. For example, consider a crime recidivism prediction ML model that will increase the risk of recidivism for an individual if they are black. A developer could maliciously include the race feature in a broad, abstract concept called socioeconomic factors that hides the effects of race itself. Additionally, forcing features to have interpretability properties may reduce model performance. In particular, limiting a feature set to only those features seen as meaningful to humans will prevent the model from discovering potentially unknown or unexpected patterns in the data. Some of these patterns may relate to real-world correlations or causal paths that would have been very valuable to the scientific knowledge of the field. It is essential for practitioners to understand the trade-offs between different feature spaces, and make context-aware decisions when selecting features. Finally, as noted by two papers from our literature review [15] [32], using interpretable features may reduce data privacy in cases where the features describe sensitive information. In such cases, it may be necessary to avoid interpretable properties such as readability in the interest of preserving privacy.

6. CONCLUSION
In this paper, we motivated the need for a more nuanced discussion on what we refer to as the interpretable feature space. We proposed a partial, formal taxonomy for interpretable feature properties, backed by our real-world experience in five domains. We also suggested an initial list of feature transforms that can provide these properties. We encourage the community to continue to consider and extend the ways in which features need to be interpretable for different contexts, especially those that rely on decision makers without ML experience.
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