Photo-realistic 360° Head Avatars in the Wild
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Abstract. Delivering immersive, 3D experiences for human communication requires a method to obtain 360° photo-realistic avatars of humans. To make these experiences accessible to all, only commodity hardware, like mobile phone cameras, should be necessary to capture the data needed for avatar creation. For avatars to be rendered realistically from any viewpoint, we require training images and camera poses from all angles. However, we cannot rely on there being trackable features in the foreground or background of all images for use in estimating poses, especially from the side or back of the head. To overcome this, we propose a novel landmark detector trained on synthetic data to estimate camera poses from 360° mobile phone videos of a human head for use in a multi-stage optimization process which creates a photo-realistic avatar. We perform validation experiments with synthetic data and showcase our method on 360° avatars trained from mobile phone videos.

1 Introduction

Immersive interaction scenarios on Mixed Reality devices require rendering human avatars from all angles. To avoid the uncanny valley effect, these avatars must have faces that are photo-realistic. It is likely that in the future virtual spaces will become a ubiquitous part of every-day life, impacting everything from a friendly gathering to obtaining a bank loan. For this reason we believe high-quality, 360° avatars should be affordable and accessible to all: created from images captured by commodity hardware, \textit{e.g.}, from a handheld mobile phone, without restrictions on the surrounding environment.

Obtaining data to train a 360° photo-realistic avatar ‘in the wild’ is challenging due to the potential difficulty of camera registration: traditional Structure-from-Motion pipelines rely on reliable feature matches of static objects across different images. Prior work limits the captures to a 120° frontal angle which allows the use of textured planar objects that are amenable to traditional feature detectors and descriptors (\textit{e.g.}, a book, markers, detailed wall decoration). However, in many 360° captures from a mobile phone in unconstrained environments neither the background nor the foreground can be depended upon to provide a source of such matches.
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Fig. 1. Our system creates photo-realistic 360° avatars from captures from a mobile phone capture and without constraints on the environment. Cameras are registered from full 360° pose variation, and our multi-stage optimization pipeline allows for high quality avatars.

There are several properties of 360° captures in the wild which pose serious challenges to camera registration and avatar model learning. First, the space being captured is likely to either have plain backgrounds (e.g., white walls) and/or portions of the capture in which the background is an open space, leading to defocus blur and the inclusion of extraneous, potentially mobile objects (e.g., pets, cars, other people). Second, in order to obtain the needed details on the face and hair the foreground subject will likely occupy much of the frame. While the face can provide some useful features for camera registration, its non-planar nature combined with changes in appearance due to lighting effects make it less than ideal. Further, while the back of the head can produce many features for tracking the matching can become highly ambiguous due to issues with hair, i.e., specular effects and repeated texture.

To address the challenges of 360° captures we propose a multi-stage pipeline to create 3D photo-realistic avatars from a mobile phone camera video. We propose using head landmarks to estimate the camera pose. However, as most facial landmark detectors are not reliable at oblique or backward-facing angles, we propose using synthetic data to train landmark detectors capable of working in full 360° range. We use the predicted landmarks to provide initialization of the 6DoF camera poses, for a system which jointly optimizes a simplified Neural Radiance Field with the camera poses. Finally, we use the optimized camera poses to train a high quality, photo-realistic NeRF of the subject.

The contributions of our work are three-fold: (1) a reliable system for camera registration which only requires the presence of a human head in each photo, (2) a demonstration of how to leverage synthetic data in a novel manner to obtain a DNN capable of predicting landmark locations from all angles, and (3) a multi-stage optimization pipeline which builds 360° photo-realistic avatars with high-frequency visual details using images obtained from a handheld mobile phone ‘in the wild’.
2 Related work

Photo-realistic avatars in the wild. Recent works on surface\cite{15,16} and volumetric avatars of human heads\cite{3,9} enroll the avatar from a dynamic video of the subject, and they constrain the capture to only take frontal views, either through limitations of the face tracker\cite{11,15,16} or by requiring a highly textured, static background\cite{3} to acquire camera poses. Instead, our subject is static and captured by another person. In contrast to all of the approaches above, this scenario enables photo-realistic novel-view renders from the full 360° range, whereas previous works have only shown results from within a frontal 180°.

Detecting occluded landmarks. Landmark detection\cite{15} is a challenging task even under $\pm 60^\circ$ yaw angle variation\cite{17}. Existing datasets and approaches are limited to $\pm 90^\circ$\cite{2,17}, partially due to the difficulty of reliably annotating dense landmarks in such data. Fortunately, recent work on using synthetic data in face understanding\cite{14} has shown evidence of being able to detect landmarks even under severe occlusions. We push this capability to the limit: we aim to detect all landmarks even if completely occluded, i.e., observing the back of the head. Unlike prior work, we use a synthetic dataset with full 360° camera angle variations. The synthetic nature of the dataset allows us to calculate ground truth landmark annotations which could not be reliably labelled on real data.

Camera poses. We estimate initial camera poses from detected face landmarks, similarly to object pose detection from keypoints\cite{7}. We are not constrained by the requirement of highly textured planar scene elements which Structure-from-Motion (SfM) methods impose. We are therefore able to capture our training data in the wild: we perform robust camera registration when a head is observed in the image, while SfM approaches can fail to register all cameras when insufficient matches are available, such as when observing dense dark hair.

Optimizing camera poses jointly with NeRF has been the topic of BARF\cite{6} and NeRF--\cite{13}. We use the optimization method from BARF, but it only uses one, coarse, NeRF network. Therefore, for maximum visual quality we run a second optimization, starting from the optimized camera poses but initializing the coarse and fine networks from scratch and optimizing them jointly with camera poses. We hence achieve the high-frequency visual detail that the two-stage sampling provides, while optimizing the camera poses to avoid artefacts.

3 Method

We estimate camera pose by solving a Perspective-n-Point (PnP) problem that matches 3D points in the world and their corresponding 2D projections in the images. The 2D image points are dense face landmarks while the 3D world points are the same landmarks annotated on a template face model\cite{14}. We use standard convolutional neural networks (CNN) to estimate landmarks and standard RANSAC PnP solvers to solve for camera pose. Our results are possible because our landmark detector, trained with synthetic data, provides good landmarks for 360° views of a face within $\pm 60^\circ$ of elevation.
Fig. 2. We build a 360° Neural Radiance Field of a person from a video captured from a mobile phone. In each selected frame we detect dense landmarks, and we use them to register the cameras from all angles. In the joint optimization process, we refine camera poses jointly with NeRF, obtaining a highly detailed volumetric avatar.

**Landmarks for Pose Estimation.** The main difference between our landmark detector and competing approaches is the number and quality of landmarks, specially for non-frontal views. While a human can consistently label frontal face images with tens of landmarks, it is impossible to annotate an image of the back of the head with hundred of landmarks in a manner consistent in 3D. Using synthetic data allows us to generate images with perfectly consistent labels. We use the framework introduced by Wood et al. [14] to render a synthetic training dataset of 100k images that contain extreme head and camera pose variations, covering the 360° range. We use it to train an off-the-shelf ResNet-101 landmark detector model to directly regress 703 landmark positions from an image[15].

The camera poses estimated from landmarks might contain errors because the occluded landmarks are a rough estimate based on the priors learned by the CNN, but they are good enough for our avatar generation system.

**Avatar Generation.** We choose to represent our 3D avatar with a Neural Radiance Field[8] (NeRF): a volumetric representation of the scene because it can generate novel views with a high level of photo-realism and can handle human hair and accessories seamlessly[12]. This is important for in-the-wild captures where no assumptions of subjects appearance are possible.

We use the original representation, architecture and implementation details of NeRF[8]. We optimize the camera poses jointly with the radiance field in a coarse-to-fine manner, as in BARF[6]. While BARF[6] uses only the coarse MLP, we improve on its proposed optimization scheme with a second optimization step to achieve higher fidelity. The steps are as follows: (1) Initialize camera poses from landmarks and optimize them jointly with the coarse MLP following BARF[6]. Discard the coarse MLP. (2) Initialize camera poses from step 1 and optimize them jointly with both coarse and fine MLPs initialized from scratch.
4 Data

We use two types of data: (1) synthetic data, allowing us to perform experiments in a controllable manner and (2) 360° mobile phone captures of real people.

We generate three synthetic faces. For each, we render 90 400x400 px training and 10 testing images from camera poses varying across the entire 360° range and elevation angle between −25 and 45 degrees, simulating a 360° capture that could be done by someone walking around a person sitting still in a chair.

We collect two real datasets: in each, one person sits still in a chair, and another person takes a video of them from a mobile phone. The capture covers 360° angles in forms of 3 orbits at different elevation levels. The data is preprocessed for training the avatar by selecting 100 images without motion blur, undistorting them, cropping to a square, segmenting out the background and resizing to 400x400 resolution.

5 Experiments

Dense landmark detection and pose registration. Fig. 3 shows dense landmark detection on real and synthetic images of faces. The results on real images of the back of the head show that a network trained with synthetic data learns correct priors to estimate plausible landmarks from weak cues like ears or the head orientation. With these landmarks, we can register cameras from images of 360° angles around the head (blue frustums in Fig. 3) where traditional SfM pipelines like COLMAP [10,11] (red frustums in Fig. 3) partially fail because images of the back of the head do not have enough reliable matches.

Fig. 3. Detected landmarks are plausible on both synthetic and real faces from all viewpoints and allow to register all cameras (blue frustums). In our sequences SfM pipelines like COLMAP only register front-facing cameras (red frustums).

Avatars of synthetic faces. We compare avatar quality as trained from 1) ground truth poses, 2) poses as estimated from dense landmarks, 3) poses optimized jointly with NeRF when initialized from dense landmarks. Fig. 4 qualitatively compares novel view renders from different approaches and its associated table provides quantitative metrics w.r.t. ground truth camera poses.

Training a NeRF avatar with noisy poses estimated from landmarks leads to artefacts in the renders, but using them as initialization and optimizing jointly
Fig. 4. Novel viewpoints rendered from a NeRF trained with camera poses from PnP exhibit artefacts (left). Optimizing (Optim.) poses jointly with NeRF removes the artefacts (middle), recovers the visual quality of NeRF trained with Ground Truth cameras (GT) and the registration error (right). Best viewed zoomed in.

with NeRF removes the artefacts and successfully recovers camera poses. The error in camera poses, leads to a significant drop in PSNR (Fig. 4) of novel-view renders. However, optimizing camera poses jointly with NeRF leads to novel-view quality on par with that obtained using the ground truth cameras.

Avatars of real faces. We test our full pipeline on two real captures. Fig. 5 shows novel-view renders of avatars trained on 360° capture. The detail in renders is visible even from the back, where the initial camera poses were likely with the most error. We hypothesize that white regions on the torso stem from being cropped by segmentation masks in training data.

Fig. 5. Novel view renders of 360° avatars trained from images captured from a phone.

Fig. 6 shows the comparison of our method to the baselines on real data: (1) using camera poses as estimated from the dense landmarks, (2) using cameras from manually joined models output by off-the-shelf Structure-from-Motion software COLMAP, (3) optimizing a coarse NeRF jointly with camera poses initialized with the estimate from dense landmarks, (4) two-stage optimization process where second stage optimizes both fine and coarse NeRF from scratch with poses initialized at the output of (3).

Error in camera poses result in avatars with artefacts (Fig. 6 left). NeRF optimized jointly with camera poses in the same manner as in BARF does not
exhibit the artefacts but lacks in visual detail due to only training the coarse network (Fig. 6, top right). Bottom right row of Fig. 6 illustrates that adding the second optimization stage recovers the fine detail while avoiding artefacts, because the second stage starts from a good initialization of camera poses, and optimizes them jointly with both the coarse and fine network.

Fig. 6. Training a NeRF with cameras with a registration error results in artefacts in renders from novel viewpoints (left). Using BARF[6] removes the artefacts, but lacks the high-frequency details (top right). Adding our second optimization stage leads to an avatar with high-frequency detail but without artefacts (bottom right).

6 Conclusions

Limitations and future work. First, while our current formulation only renders a static avatar, recent work[4] could be used to animate it using geometry-driven deformations. Secondly, we train NeRF on images with background segmented out, and segmentation errors, e.g., on the hair, can lead to incorrectly learnt colour which is then revealed from different viewpoints resulting in artefacts. Future work should aim to refine masks in the optimization process by using the projection of the density field. Finally, we observed that the camera pose estimates for the subject with hair covering the ears resulted in larger camera pose error. While in our experiments we observed that the pose optimization converged to a good solution, future work should (1) investigate the basin of convergence of camera poses and (2) test the method on more subjects.

Conclusions In this paper we demonstrate that we can obtain a 360° avatar from a mobile phone video of a subject gathered ‘in the wild’. We train a facial landmark DNN on synthetic data which is sampled from the full 360° range of view angles. We then show that the landmarks predicted by this DNN can be used to initialize the camera poses for the mobile phone image sequence. This is the first stage of an optimization pipeline which we demonstrate can progressively fine-tune the camera poses while training a NeRF that can be used to create photo-realistic, highly detailed images of the subject from novel views, including from the back and side. This can be used as the foundation for a 360° avatar of the kind shown in [4].
References

1. Cao, C., Simon, T., Kim, J.K., Schwartz, G., Zollhoefer, M., Saito, S.S., Lombardi, S., Wei, S.E., Belko, D., Yu, S.I., Sheikh, Y., Saragih, J.: Authentic volumetric avatars from a phone scan. ACM Trans. Graph. 41(4) (2022). https://doi.org/10.1145/3528223.3530143
2. Deng, J., Roussos, A., Chrysos, G., Ververas, E., Kotsia, I., Shen, J., Zafeiriou, S.: The menpo benchmark for multi-pose 2d and 3d facial landmark localisation and tracking. International Journal of Computer Vision 127 (2019)
3. Gafni, G., Thies, J., Zollhöfer, M., Nießner, M.: Dynamic neural radiance fields for monocular 4d facial avatar reconstruction. CVPR (2021)
4. Garbin, S.J., Kowalski, M., Estellers, V., Szymanowicz, S., Rezaeifar, S., Shen, J., Johnson, M., Valentin, J.: Voltemorph: Realtime, controllable and generalisable animation of volumetric representations (2022), https://arxiv.org/abs/2208.00949
5. Grassal, P.W., Prinzler, M., Leistner, T., Rother, C., Nießner, M., Thies, J.: Neural head avatars from monocular rgb videos. CVPR (2022)
6. Lin, C.H., Ma, W.C., Torralba, A., Lucey, S.: Barf: Bundle-adjusting neural radiance fields. ICCV (2021)
7. Lowe, D.: Object recognition from local scale-invariant features (1999)
8. Mildenhall, B., Srinivasan, P.P., Tancik, M., Barron, J.T., Ramamoorthi, R., Ng, R.: Nerf: Representing scenes as neural radiance fields for view synthesis. ECCV (2020)
9. Park, K., Sinha, U., Barron, J.T., Bouaziz, S., Goldman, D.B., Seitz, S.M., Martin-Brual, R.: Nerfies: Deformable neural radiance fields. ICCV (2021)
10. Schönberger, J.L., Frahm, J.M.: Structure-from-motion revisited. In: CVPR (2016)
11. Schönberger, J.L., Zheng, E., Pollefeys, M., Frahm, J.M.: Pixelwise view selection for unstructured multi-view stereo. In: ECCV (2016)
12. Vicini, D., Jakob, W., Kaplanyan, A.: A non-exponential transmittance model for volumetric scene representations. SIGGRAPH 40(4), 136:1–136:16 (Aug 2021). https://doi.org/10.1145/3450626.3459815
13. Wang, Z., Wu, S., Xie, W., Chen, M., Prisacariu, V.A.: NeRF++: Neural radiance fields without known camera parameters. arXiv preprint arXiv:2102.07064 (2021)
14. Wood, E., Baltrusaitis, T., Hewitt, C., Dziadzio, S., Johnson, M., Estellers, V., Cashman, T.J., Shotton, J.: Fake it till you make it: Face analysis in the wild using synthetic data alone (2021)
15. Wood, E., Baltrusaitis, T., Hewitt, C., Johnson, M., Shen, J., Milosavljevic, N., Wilde, D., Garbin, S., Raman, C., Shotton, J., Sharp, T., Stojiljkovic, I., Cashman, T., Valentin, J.: 3d face reconstruction with dense landmarks (2022). https://doi.org/10.48550/ARXIV.2204.02776
16. Zheng, Y., Abrevaya, V.F., Bühler, M.C., Chen, X., Black, M.J., Hilliges, O.: I M Avatar: Implicit morphable head avatars from videos. CVPR (2022)
17. Zhu, X., Lei, Z., Liu, X., Shi, H., Li, S.Z.: Face alignment across large poses: A 3d solution. CVPR (2016)