Abstract

We propose a new numerical scheme designed for a wide class of structured population models based on the idea of operator splitting and particle approximations. This scheme is related to the Escalator Boxcar Train (EBT) method commonly used in biology, which is in essence an analogue of particle methods used in physics. Our method exploits the split-up technique, thanks to which the transport step and the nonlocal integral terms in the equation can be separately considered. The order of convergence of the proposed method is obtained in the natural space of finite nonnegative Radon measures equipped with the flat metric. This convergence is studied even adding reconstruction and approximation steps in the particle simulation to keep the number of approximation particles under control. We validate our scheme in several test cases showing the theoretical convergence error. Finally, we use the scheme in situations in which the EBT method does not apply showing the flexibility of this new method to cope with the different terms in general structured population models.
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1 Introduction

The main purpose of population dynamics models is to describe the evolution of a population, which changes its size, structure, or trait due to birth, growth, death, selection, and mutation processes. Initially, the models are based on linear ordinary differential equations, and as a consequence exponential growing solutions are typically obtained. However, in many cases it is not a realistic phenomenon, since the exponential growth can be inhibited by environmental limitations such as lack of nutrients, space, partners to reproduction, etc. Additionally, these models leave out of consideration the individual’s stage of development, which strongly influences its vital functions. For example, fertility and death rates depend heavily on the...
age of human beings, the process of cell mitosis can be influenced by the age, size or maturity level of the cell, a trait of an offspring may depend on parents traits. Taking into account the population structure usually leads to first order hyperbolic equations. Finally, subsequent generations of individuals produce slight changes in their traits due to small mutations. Selection-mutation models typically lead to nonlocal terms due to the offspring different trait. This paper is devoted to the numerical analysis of such equations written in general as

\[ \frac{\partial}{\partial t} \mu + \frac{\partial}{\partial x} (b(t, \mu) \mu) + c(t, \mu) \mu = \int_{\mathbb{R}^+} (\eta(t, \mu))(y) \, d\mu(y), \]

\[ \mu(0) = \mu_0, \]

where \( t \in [0, T] \) and \( x \geq 0 \) denote time and a structural variable respectively, \( b, c, \eta \) are vital functions depending on \( x \geq 0 \), and \( \mu \) is a Radon measure describing the distribution of individuals with respect to the trait/variable \( x \). The function \( b(t, \mu) \) describes the dynamics of the transformation of the individual’s state. More precisely, the individual changes its state according to the following ODE

\[ \dot{x} = b(t, \mu)(x). \]

By \( c(t, \mu)(x) \) we denote a rate of evolution (growth or death rate). The integral on the right hand side accounts for an influx of the new individuals into the system. We assume the following form of the measure-valued function \( \eta \) is of the form

\[ \eta(t, \mu)(y) = \sum_{p=1}^{r} \beta_p(t, \mu)(y) \delta_{x=\bar{x}_p(y)}, \]

which means that an individual at the state \( y \) gives rise to offspring being at the states \( \{\bar{x}_p(y)\} \), \( p = 1, \ldots, r \). The integral on the right-hand side has to be understood in the Böchner sense, that is, by duality on test functions \( \varphi \in C_0(\mathbb{R}^+) \) functions as

\[ \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} \varphi(t, x) [d\eta(t, \mu)(y)](x) \, d\mu(y) = \sum_{p=1}^{r} \int_{\mathbb{R}^+} \beta_p(t, \mu)(y) \varphi(\bar{x}_p(y)) \, d\mu(y). \]

In case all new born individuals have the same physiological state \( x^b \), then

\[ \eta(t, \mu)(y) = \beta(t, \mu)(y) \delta_{x=x^b}, \]

and the integral in (1.3) transforms into a boundary condition. We restrict to integral operators of the form (1.2) for the sake of simplicity. In fact, the continuous dependence of solutions of (1.1) with respect to \( \eta \) in [11] allows for the general case to be approximated by integral operators of the form (1.2), and thus this restriction is done without loss of generality, see Remark 3.23.

In the present paper, we develop a numerical scheme, which is based on results obtained in [13], for the equation (1.1). It turns out that a measure setting used in the latter paper is convenient not only from the analytical but also from the practical numerical simulation viewpoint. Note that the result of a measurement or an observation is usually the number of individuals, whose state is within a specific range. For example, demographic data provide the number of humans within certain age cohorts. A natural way of translating such data into a mathematical language is to make use of Dirac Deltas.

This intuitive idea was the basis for a numerical scheme called the Escalator Boxcar Train (EBT) method developed in [16]. This method approximates in some sense a solution at
time $t$ by a sum of Dirac measures $\sum_{i \in I} m^i(t) \delta_{x^i(t)}$. In the first step, an initial distribution is divided into $M$ cohorts characterized by pairs $(m^i, x^i)$, for $i = 1, \ldots, M$. For the $i$-th cohort, $m^i(t)$ denotes its weight at time $t$, which is a number of the individuals within the cohort and $x^i(t)$ is its location at time $t$, that is, an average value of the structural variable within this cohort. The mass $m^i(t)$ changes its value due to the process of evolution (growth or death), while $x^i(t)$ evolves according to the characteristic lines defined by the transport term. A boundary cohort $(m_B, x_B)$, that is, the cohort which accounts for the influx of new individuals into the system, evolves in a slightly different way, since its weight changes additionally due to the birth process. Enclosing the boundary cohort into the system, which occurs in certain time moments, is called the internalization process. A power of the described method lies in its simplicity and clear biological meaning of the output. Indeed, integrals of a population’s distribution over specified domains, which are the output, are more meaningful than a density’s value in nodal points. Originally, the EBT method was designed for equations of the form (1.1) with the most simplified form of the integral kernel (1.4), and since its invention in [16] it has been widely used by biologists, see e.g. [7, 21, 28, 34].

Similar mesh-free methods called particle methods are commonly used in problems, where one has to model a behaviour of large groups of particles or individuals, which interact between each other. Contrary to the EBT, particle methods were originally designed for problems where the number of individuals was preserved and thus the mass conservation law holds. These methods have been successfully used for solving numerically such problems as the Euler equation in fluid mechanics [22, 33] and Vlasov equation in plasma physics [5, 15, 20]. Recently, they are also used in problems related to crowd dynamics and pedestrians flow [31, 30] or collective motion of large groups of agents [19, 12, 25].

As it has been stated above, in structured population models conservation laws do not hold in general. One has to deal with new particles, which appear due to the birth process or mutations. Depending on the model, new individuals may appear only on the boundary or can be distributed over the whole domain. Therefore, one cannot exploit some natural distances for probability measures like Wasserstein distances. The measure approach, which rigorously deals with Dirac Deltas in models coming from biology, is relatively new [23, 24, 11], and thus a convergence of the particle based schemes for these models was difficult to establish for a long period of time. One of the first steps in this direction has been made for the equation (1.1) in [23, 24], where existence, uniqueness, and Lipschitz dependence of solutions on the initial data and model parameters in the space of Radon measures were proved. By the proper choice of a metric authors overcame the nonconservative character of the problem. Namely, they employed a modified Wasserstein distance and the flat metric, known also as the bounded Lipschitz distance. This framework was the theoretical foundations for the very recent proof [6] of the convergence of the EBT method without any explicit error estimates for (1.1)–(1.4).

In this work, we shall explicitly show how the method used for proving the well posedness of (1.1) in [13] can be translated into an applicable numerical scheme. We provide estimates on the order of the convergence for the general models (1.1), covering in particular the case (1.1)–(1.2). The novelty of this paper also concerns the problem of increasing number of Dirac measures that appears due to birth and/or mutation processes. We provide a procedure to construct an approximation of a sum of Dirac Deltas by a smaller amount of deltas, called the measure reconstruction procedure, together with an error of the approximation. This paper is organized as follows. In Section 2 we describe the algorithm and the procedure of a measure
reconstruction. In Section 3, we present the proof of the convergence of the scheme together with the convergence order error analysis. In Section 4, we validate our numerical scheme and implementation by checking the convergence order in some test cases with explicit solutions. We also use this new proposed scheme in several examples to show the flexibility and the accurate approximation of the evolution of the density in structured population models even for long-time asymptotics including cases that are not amenable for the EBT method.

2 Particle Method

2.1 General Description

The main idea of the particle method is to approximate a solution at each time by a sum of Dirac measures. Note that even if the initial data in (1.1) is a sum of Dirac Deltas, the integral term possibly produces a continuous distribution at \( t > 0 \). This phenomenon can be avoided due to the splitting algorithm, which allows to separate the transport operator from the integral one and simulate the corresponding problems successively. This is essentially the reason why we have exploited this technique in our scheme. To proceed with a description of the method, assume that the approximation of the solution at time \( t_k = k \Delta t \) is provided as a sum of Dirac measures, that is,

\[
\mu_k = \sum_{i=1}^{M_k} m^i_k \delta_{x^i_k}, \quad M_k \in \mathbb{N},
\]

(2.1)

The procedure of calculating the approximation of the solution at time \( t_{k+1} \) is divided into three main steps. In the first step one calculates the characteristic lines for the cohorts \((m^i, x^i)\) given by (2.1), which is equivalent to solving the following ODE’s system on a time interval \([t_k, t_{k+1}]\):

\[
\frac{d}{ds} x^i(s) = b_k(x^i(s)), \quad x^i(t_k) = x^i_k, \quad i = 1, \ldots, M_k,
\]

(2.2)

where

\[
b_k(x) = b(t_k, \mu_k)(x).
\]

(2.3)

In other words, each Dirac Delta is transported along its characteristic to the new location \( x^i_{k+1} \) without changing its mass. The second step consists in creating new Dirac Deltas due to the influx of new individuals and recalculating the mass of each Dirac Delta. We have already mentioned in the introduction above that for each \((t, \nu) \in [0, T] \times \mathcal{M}_+(\mathbb{R}^+)\), \( \eta \) is given by

\[
\eta(t, \nu)(y) = \sum_{p=1}^{r} \beta_p(t, \nu)(y) \delta_{x=\bar{x}_p(y)}.
\]

(2.4)

From this form of \( \eta \), it follows that the set of possible new states \( x^i_{k+1} \) at time \( t_k \) is

\[
\{ x^i_{k+1}, \ l = M_k + 1, \ldots, M_{k+1} \} := \{ \bar{x}_p(x^i_{k+1}), \ i = 1, \ldots, M_k, \ p = 1, \ldots, r \}.
\]

Let us define

\[
\mu^i_k = \sum_{i=1}^{M_{k+1}} m^i_k \delta_{x^i_{k+1}},
\]
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\[ c_k(x) = c \left( t_k, \mu_k^1 \right)(x), \quad (2.5) \]
\[ \eta_k(y) = \sum_{p=1}^{\alpha} \beta_p(t_k, \mu_k^1)(y) \delta_{x = \bar{x}_p(y)}, \quad (2.6) \]

and for \( i, j \in \{1, \ldots, M_k + 1\} \)
\[
\alpha(x_{k+1}^i, x_{k+1}^j) = \begin{cases} 
\beta_p(t_k, \mu_k^1)(x_{k+1}^j), & \text{if } p \text{ is such that } \bar{x}_p(x_{k+1}^j) = x_{k+1}^i, \\
0, & \text{otherwise.}
\end{cases}
\]

We cannot solve an ODE system for the masses directly, since new states will be created at any time \( t_k < \eta < t_{k+1} \). Therefore, we approximate it by the following explicit Euler scheme
\[
\frac{m_{k+1}^i - m_k^i}{t_{k+1} - t_k} = -c_k(x_{k+1}^i)m_k^i + \sum_{j=1}^{M_k+1} \alpha_k(x_{k+1}^i, x_{k+1}^j)m_k^j, \quad (2.7)
\]
\[ m_k^i = 0, \text{ for } i = M_k + 1, \ldots, M_{k+1}. \]

The resulting measure
\[ \mu_k^2 = \sum_{i=1}^{M_{k+1}} m_{k+1}^i \delta_{x_{k+1}^i} \quad (2.8) \]
consists of \( M_{k+1} \geq M_k \) Dirac Deltas. In some cases, it is necessary to approximate the measure \( \mu_k^2 \) by a smaller number of Dirac Deltas (see Subsection 2.3). If so, we define \( \mu_{k+1} = R(\mu_k^2) \), where \( R(\mu_k^2) \) is the result of this approximation. Otherwise we let \( \mu_{k+1} = \mu_k^2 \).

**Remark 2.9.** In the particular case where only one new state \( x^b \) is allowed, we can use the continuum ODE system:
\[
\begin{align*}
\frac{d}{ds} m^i(s) &= -c_k(x_{k+1}^i)m^i(s), \quad \text{for } i \neq b, \\
\frac{d}{ds} m^b(s) &= -c_k(x^b)m^b(s) + \sum_{j=1}^{M_{k+1}} \alpha_k(x^b, x_{k+1}^j)m^j(s),
\end{align*}
\quad (2.10)
\]

instead of the Euler approximation \( 2.7 \).

In the method presented above, one has to deal with an increasing number of Dirac measures, which is an important issue to solve from the point of view of numerical simulation. In the simplest case that all new individuals have the same size \( x^b \) at birth, then just one additional Dirac Delta is created at the boundary at each time step. Unfortunately, in many models the number of new particles increases so fast that after several steps the computational cost becomes unacceptable. For example, in the case of equation describing the process of cell equal mitosis, the number of Dirac Deltas is doubled at each time step. This growth forces us to approximate the numerical solution by a smaller number of Dirac measures after several iterations. This procedure is called measure reconstruction. We propose some different methods of this reconstruction, which are discussed in the next subsection. In order to rigorously introduce this reconstruction procedure and to discuss the convergence of the particle method above, we first need to introduce several distances between measures which are relevant and useful for those purposes.
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2.2 Distances between measures

Through this paper \( \mathcal{M}_+(\mathbb{R}^+) \) denotes the space of nonnegative Radon measures with bounded total variation on \( \mathbb{R}^+ = \{ x \in \mathbb{R} : x \geq 0 \} \). We define a metric on \( \mathcal{M}_+(\mathbb{R}^+) \) as

\[
\rho_F(\mu_1, \mu_2) = \text{sup} \left\{ \int \varphi \, d(\mu_1 - \mu_2) : \varphi \in C^1(\mathbb{R}^+; \mathbb{R}) \text{ and } \| \varphi \|_{W_1,\infty} \leq 1 \right\},
\]

(2.11)

where \( \| \varphi \|_{W_1,\infty} = \max\{ \| \varphi \|_{L^\infty}, \| \partial_x \varphi \|_{L^\infty} \} \). \( \rho_F \) is known as a flat metric or a bounded Lipschitz distance. The condition \( C^1(\mathbb{R}^+; \mathbb{R}) \) in (2.11) can be replaced by \( W^{1,\infty}(\mathbb{R}^+; \mathbb{R}) \) through a standard mollifying sequence argument applied to the test function \( \varphi \), as its derivative is not involved in the value of the integral, which implies that \( \rho_F \) is the metric dual to the \( \| \cdot \|_{W_1,\infty} \) distance. Note that in this paper, the space \( \mathcal{M}_+(\mathbb{R}^+) \) is equipped with the metric \( \rho_F \) and this shall remain until said differently. The space \( (\mathcal{M}_+(\mathbb{R}^+), \rho_F) \) is complete and separable.

In the following lemma we introduce \( \rho \) related to \( \rho_F \), which turns out to be useful for computational purposes. Since [2] Theorem 6.0.2 gives an explicit formula on the Wasserstein distance between two probability measures in terms of their cumulative distribution functions, we shall exploit this result and relate it to the flat metric. In particular, all error estimates calculated in Section 3 are given in terms of \( \rho \).

**Lemma 2.1.** Let \( \mu_1, \mu_2 \in \mathcal{M}_+(\mathbb{R}^+) \) be such that \( M_{\mu_i} = \int_{\mathbb{R}^+} d\mu_i \neq 0 \) and \( \tilde{\mu}_i = \mu_i / M_{\mu_i} \) for \( i = 1, 2 \). Define \( \rho : \mathcal{M}_+(\mathbb{R}^+) \times \mathcal{M}_+(\mathbb{R}^+) \to \mathbb{R}^+ \) as the following

\[
\rho(\mu_1, \mu_2) = \text{min} \left\{ M_{\mu_1}, M_{\mu_2} \right\} W_1(\tilde{\mu}_1, \tilde{\mu}_2) + |M_{\mu_1} - M_{\mu_2}|,
\]

(2.12)

where \( W_1 \) is the 1-Wasserstein distance. Then, there exists a constant \( C_K = \frac{1}{2} \text{min} \left\{ 1, \frac{2}{|K|} \right\} \), such that

\[
C_K \rho(\mu_1, \mu_2) \leq \rho_F(\mu_1, \mu_2) \leq \rho(\mu_1, \mu_2),
\]

where \( K \) is the smallest interval such that \( \text{supp}(\mu_1), \text{supp}(\mu_2) \subseteq K \) and \( |K| \) is the length of the interval \( K \). If \( K \) is unbounded we set \( C_K = 0 \).

**Remark 2.13.** For \( \tilde{\mu}_1, \tilde{\mu}_2 \) defined as in the lemma above, it holds that

\[
W_1(\tilde{\mu}_1, \tilde{\mu}_2) = \int_{0}^{1} |F_{\tilde{\mu}_1}^{-1}(t) - F_{\tilde{\mu}_2}^{-1}(t)| \, dt = \int_{\mathbb{R}^+} |F_{\tilde{\mu}_1}(x) - F_{\tilde{\mu}_2}(x)| \, dx,
\]

which follows from [32] Section 2.2.2. Since a cumulative distribution function \( F_{\mu} \) does not have to be continuous or strictly increasing we set

\[
F_{\mu}^{-1}(s) = \sup\{ x \in \mathbb{R}^+ : F_{\mu}(x) \leq s \}, s \in [0, 1].
\]

**Remark 2.14.** Let \( \mu \in \mathcal{M}_+(\mathbb{R}^+) \) be a probability measure and \( M_1, M_2 > 0 \). Then,

\[
\rho_F(M_1 \mu, M_2 \mu) \leq |M_1 - M_2|,
\]

(2.15)

Indeed, let \( \varphi \in C^1(\mathbb{R}^+; \mathbb{R}) \) be such that \( \| \varphi \|_{W_1,\infty} \leq 1 \). Then,

\[
\int_{\mathbb{R}^+} \varphi(x) \, d(M_1 \mu - M_2 \mu)(x) \leq |M_1 - M_2| \int_{\mathbb{R}^+} \| \varphi \|_{L^\infty} \, d\mu(x) \leq |M_1 - M_2|.
\]

Taking supremum over all admissible functions \( \varphi \) proves the assertion.
Proof of Lemma 2.1. Let $\mu, \nu \in \mathcal{M}_1(\mathbb{R}^+)$ be probability measures. Assume for the moment that $K$ is bounded, so that $|K| < +\infty$. Note that in the definition of $W_1$

$$W_1(\mu, \nu) = \sup \left\{ \int_{\mathbb{R}^+} \varphi \ d(\mu - \nu) : \text{Lip}(\varphi) \leq 1 \right\},$$

we can assume without loss of generality that $|\varphi|_{L^\infty} \leq |K|/2$. Indeed, for any $\varphi$ such that Lip$(\varphi) \leq 1$, there exists a constant $a$ and a function $\tilde{\varphi}$ such that Lip$(\tilde{\varphi}) \leq 1$, $|\tilde{\varphi}|_{L^\infty} \leq |K|/2$ and $\varphi = a + \tilde{\varphi}$. Observe that by taking $a$ to be the middle point of the interval $K$, and taking into account that Lip$(\tilde{\varphi}) \leq 1$ and the support of the measures is included in $K$, then $|\tilde{\varphi}|_{L^\infty} \leq |K|/2$ in $K$. Since the values of $\varphi$ can be changed arbitrarily outside $K$, then we can assume that $|\tilde{\varphi}|_{L^\infty} \leq |K|/2$ without loss of generality. As a consequence, we deduce

$$\int_{\mathbb{R}^+} \varphi(x) d(\mu - \nu)(x) = a \int_{\mathbb{R}^+} d(\mu - \nu)(x) + \int_{\mathbb{R}^+} \tilde{\varphi}(x) d(\mu - \nu)(x) = \int_{\mathbb{R}^+} \tilde{\varphi}(x) d(\mu - \nu)(x),$$

since $\int_{\mathbb{R}^+} d(\mu - \nu)(x)$ is equal to zero due to the fact that $\mu$ and $\nu$ have the same mass. Therefore, we infer that

$$W_1(\mu, \nu) = \sup \left\{ \int_{\mathbb{R}^+} \varphi \ d(\mu - \nu) : |\varphi|_{L^\infty} \leq |K|/2, \text{Lip}(\varphi) \leq 1 \right\} \leq \sup \left\{ \int_{\mathbb{R}^+} \varphi \ d(\mu - \nu) : |\varphi|_{W^1,\infty} \leq \max\{1, |K|/2\} \right\} = \max\left\{1, \frac{|K|}{2}\right\} \rho_F(\mu, \nu).$$

Now, let $\mu_1, \mu_2$ be as in the statement of the Lemma. Then,

$$\rho_F(\mu_1, \mu_2) = M_{\mu_1} \rho_F\left(\frac{\mu_1}{M_{\mu_1}}, \frac{\mu_2}{M_{\mu_1}}\right) \leq M_{\mu_1} \rho_F\left(\frac{\mu_1}{M_{\mu_1}}, \frac{\mu_2}{M_{\mu_1}}\right) + M_{\mu_1} \rho_F\left(\frac{\mu_2}{M_{\mu_2}}, \frac{\mu_2}{M_{\mu_1}}\right) \leq M_{\mu_1} \rho_F(\tilde{\mu}_1, \tilde{\mu}_2) + M_{\mu_1} M_{\mu_2} \left| \frac{1}{M_{\mu_1}} - \frac{1}{M_{\mu_2}} \right| = M_{\mu_1} W_1(\tilde{\mu}_1, \tilde{\mu}_2) + |M_{\mu_1} - M_{\mu_2}|,$$

where we used triangle inequality, inequality (2.15) and the fact that $\rho_F(\tilde{\mu}_1, \tilde{\mu}_2) \leq W_1(\tilde{\mu}_1, \tilde{\mu}_2)$. Analogously, we obtain

$$\rho_F(\mu_1, \mu_2) \leq M_{\mu_2} W_1(\tilde{\mu}_1, \tilde{\mu}_2) + |M_{\mu_1} - M_{\mu_2}|$$

and thus,

$$\rho_F(\mu_1, \mu_2) \leq \min\{M_{\mu_1}, M_{\mu_2}\} W_1(\tilde{\mu}_1, \tilde{\mu}_2) + |M_{\mu_1} - M_{\mu_2}| = \rho(\mu_1, \mu_2).$$

Note that this estimate does not depend on $|K|$. Assume that $K$ is bounded, so that the argument above applies. Using $\varphi = \pm 1$ as a test function in (2.11), we obtain that $|M_{\mu_1} - M_{\mu_2}| \leq \rho_F(\mu_1, \mu_2)$. Then,

$$\rho(\mu_1, \mu_2) \leq M_{\mu_1} W_1(\tilde{\mu}_1, \tilde{\mu}_2) + |M_{\mu_1} - M_{\mu_2}| = M_{\mu_1} \max\{1, |K|/2\} \rho_F(\tilde{\mu}_1, \tilde{\mu}_2) + |M_{\mu_1} - M_{\mu_2}| \leq \max\{1, |K|/2\} \rho_F\left(\frac{\mu_1}{M_{\mu_1}}, \frac{\mu_2}{M_{\mu_2}}\right) + \rho_F(\mu_1, \mu_2)$$
which implies that
\[
\begin{align*}
&\leq \max\{1, |K|/2\} \left( \rho_F(\mu_1, \mu_2) + \rho_F\left(\mu_2, \frac{M_{\mu_1}}{M_{\mu_2}} \mu_2\right) \right) + \rho_F(\mu_1, \mu_2) \\
&\leq 2 \max\{1, |K|/2\} \rho_F(\mu_1, \mu_2) + \max\{1, |K|/2\} M_{\mu_2} \left| 1 - \frac{M_{\mu_1}}{M_{\mu_2}} \right| \\
&\leq 3 \max\{1, |K|/2\} \rho_F(\mu_1, \mu_2),
\end{align*}
\]
which implies that
\[
\frac{1}{3} \min \left\{ 1, \frac{2}{|K|} \right\} \rho(\mu_1, \mu_2) \leq \rho_F(\mu_1, \mu_2).
\]
In case \(|K| = +\infty\) we set \(C_K = 0\) obtaining a trivial inequality \(0 \leq \rho_F(\mu_1, \mu_2)\). 

\[\square\]

Remark 2.16. The dependence of the constant \(C_K\) on a length of the interval \(K\) express a small sensitivity of the flat metric in the case where a distance between supports of measures is large. In particular, the flat distance for two Dirac measures \(\delta_{x=a}\) and \(\delta_{x=b}\) is equal to
\[
\rho_F(\delta_{x=a}, \delta_{x=b}) = \min\{2, |a - b|\}.
\]

Now, we can precisely discuss the measure reconstruction by approximation with a fixed number of particles of continuum or larger number of particles distributions.

2.3 Measure Reconstruction

Due to Lemma 2.1 we restrict our analysis to probability measures. Let \(\mu = \sum_{i=1}^{M} m_i \delta_{x_i}\) be a probability measure with a compact support \(K = [k_1, k_2]\). The aim of the reconstruction is to find a smaller number of Dirac Deltas \(\hat{M} < M\) such that
\[
\mathcal{R}_\alpha(\mu) := \arg\min \mu \left( \sum_{j=1}^{M} n_j \delta_{x_j} \right), \quad \text{where} \quad \sum_{j=1}^{M} n_j = 1 \quad \text{and} \quad n_j \geq 0, x_j \in \mathbb{R}^+.
\]

This minimisation procedure is essentially a linear programming problem which, under some particular assumptions on cycles, can be solved by the simplex algorithm providing the global minimum. This choice is the optimal for the reconstruction procedure. However, its complexity is at least cubic. From that reason, we exploit less costly (linear cost in the size of the problem) methods of reconstruction, which provide the error of the order \(O(1/M)\). Note that the cubic cost is unacceptable in our case, since the total cost of the method is quadratic if the number of particles grows linearly with the time step.

A) Fixed-location reconstruction: The idea of the fixed-location reconstruction is to divide the support of the measure \(\mu\) into \(\hat{M}\) equal intervals and put a Dirac Delta with a proper mass in the middle of each interval. The mass of this Dirac Delta is equal to the mass of \(\mu\) contained in this particular interval. Let \(\Delta x = |K|/\hat{M}\) and define
\[
\tilde{x}_j = k_1 + \left( j - \frac{1}{2} \right) \Delta x, \quad \tilde{n}_j = \begin{cases}
\mu\left( \left[ \tilde{x}_j - \Delta x/2, \tilde{x}_j + \Delta x/2 \right] \right), & \text{for } j = 1, \ldots, \hat{M} - 1, \\
\mu\left( \left[ \tilde{x}_{\hat{M}} - \Delta x/2, \tilde{x}_{\hat{M}} + \Delta x/2 \right] \right), & \text{for } j = \hat{M},
\end{cases}
\]
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and
\[ \mathcal{R}_t(\mu) := \sum_{j=1}^{\tilde{M}} \tilde{m}_j \delta_{\tilde{x}_j}. \]

To estimate the error between \( \mu \) and \( \mathcal{R}_t(\mu) \) consider a transportation plan \( \gamma \) between both measures. Then, according to [32, Introduction], we have
\[
W_1(\mu, \mathcal{R}_t(\mu)) \leq \int_{\mathbb{R}_2^2} x - y \, d\gamma(x, y) \leq \int_{\mathbb{R}_2^2} \frac{\Delta x}{2} \, d\gamma(x, y) \leq \frac{\Delta x}{2} = \frac{[K]}{2\tilde{M}}.
\] (2.17)

The second inequality follows from the fact that each particle was shifted by a distance not greater than a half of the interval of a length \( \Delta x \), while the third one is a consequence of the fact that \( \gamma \) is a probability measure on \( \mathbb{R}_2^2 \).

**B) Fixed-Equal mass reconstruction:** The aim of the fixed-equal mass reconstruction is to distribute Dirac Deltas of equal masses over the support of a given measure in a proper way. In our particular case, we want to reduce the number of Dirac Deltas from \( M \) to \( \tilde{M} \), and thus we need to explain an algorithm allowing for splitting of the Dirac Deltas into two. The definition of the reconstruction operator \( \mathcal{R}_m(\mu) \) is as follows: we set
\[ \tilde{m}_j = \frac{1}{\tilde{M}}, \text{ for } j = 1, \ldots, \tilde{M}. \]

The scheme for determining \( \tilde{x}_j \) is the following. We first look for an index \( n_1 \), such that
\[ \sum_{i=1}^{n_1-1} m_i < \frac{1}{M} \leq \sum_{i=1}^{n_1} m_i. \]

We set
\[ \tilde{x}_1 = \sum_{i=1}^{n_1-1} m_i x_i + m'_{n_1} x_{n_1}, \text{ where } m'_{n_1} = \frac{1}{M} - \sum_{i=1}^{n_1-1} m_i x_i. \]

Namely, the mass located in \( x_{n_1} \) is split into two parts – the amount of mass equal to \( m'_{n_1} \) is shifted to \( \tilde{x}_1 \) and the rest, that is, \( m_{n_1} - m'_{n_1} \), stays in \( x_{n_1} \). For simplicity, we redefine \( m_{n_1} := m_{n_1} - m'_{n_1} \) and repeat the procedure described above until the last point \( \tilde{x}_{\tilde{M}} \) is found to get the final form of the reconstruction
\[ \mathcal{R}_m(\mu) := \sum_{j=1}^{\tilde{M}} \tilde{m}_j \delta_{\tilde{x}_j}. \]

Note that in each step of the procedure one changes the locations of the Dirac Deltas, of which joint mass is not greater than \( m \). Using an analogous argument as in the previous case, we conclude that in the \( j \)-th step we commit an error not greater than \( |x_{n_j} - x_{n_{j-1}}| m \), where \( x_{n_0} = k_1 \). Since \( k_1 = x_{n_0} \leq x_{n_1} \leq \cdots \leq x_{n_{\tilde{M}}} \leq k_2 \), the total error can be bounded by
\[
W_1(\mu, \mathcal{R}_m(\mu)) \leq \frac{[K]}{M}.
\] (2.18)

The findings above can be summarized in the following
3.1 Assumptions and theoretical results on splitting

For the sake of the reader, we recall the theoretical results on splitting for the equation (1.1) obtained in [13]. The assumptions on the parameter functions \(b, c, \beta_p\), \(p = 1, \ldots, r\), are the following

\[
\begin{align*}
 b, c, \beta_p : [0, T] \times \mathcal{M}^+(\mathbb{R}^+) &\to W^{1,\infty}(\mathbb{R}^+; \mathbb{R}), \\
 \bar{x}_p : \mathbb{R}^+ &\to \mathbb{R}^+,
\end{align*}
\]

where \(b(t, \mu)(0) \geq 0\) for \((t, \mu) \in [0, T] \times \mathcal{M}^+(\mathbb{R}^+)\) and \(p = 1, \ldots, r\). We require the following regularity

\[
\begin{align*}
 b, c, \beta_p &\in BC^{\alpha,1}([0, T] \times \mathcal{M}^+(\mathbb{R}^+); W^{1,\infty}(\mathbb{R}^+; \mathbb{R})), \\
 \bar{x}_p &\in \text{Lip}(\mathbb{R}^+; \mathbb{R}^+).
\end{align*}
\]

Here, \(BC^{\alpha,1}([0, T] \times \mathcal{M}^+(\mathbb{R}^+); W^{1,\infty}(\mathbb{R}^+; \mathbb{R}))\) is the space of \(W^{1,\infty}(\mathbb{R}^+; \mathbb{R})\) valued functions which are bounded in the \(|\cdot|_{W^{1,\infty}}\) norm, Hölder continuous with exponent \(0 < \alpha \leq 1\) with respect to time and Lipschitz continuous in \(pF\) with respect to the measure variable. This space is equipped with the \(|\cdot|_{BC^{\alpha,1}}\) norm defined by

\[
|f|_{BC^{\alpha,1}} = \sup_{t \in [0, T], \mu \in \mathcal{M}^+(\mathbb{R}^+)} \left( |f(t, \mu)|_{W^{1,\infty}} + \text{Lip} \left( f(t, \cdot) \right) + H_{\alpha} \left( f(\cdot, \mu) \right) \right),
\]

where \(\text{Lip}(f)\) is the Lipschitz constant of a function \(f\) and

\[
H_{\alpha}(f(\cdot, \mu)) := \sup_{s_1, s_2 \in [0, T]} \frac{|f(s_1, \mu) - f(s_2, \mu)|_{W^{1,\infty}}}{|s_1 - s_2|^\alpha}.
\]
For any $f \in \mathcal{BC}^{a,1}([0, T] \times \mathcal{M}^+(\mathbb{R}^+); \mathcal{W}^{1,\infty}(\mathbb{R}^+; \mathbb{R}))$ and any $\mu : [0, T] \to \mathcal{M}^+(\mathbb{R}^+)$, we define

$$\|f\|_{BC} = \sup_{t \in [0, T]} \|f(t, \mu(t))\|_{L^\infty}.$$  

Regularity of $\beta_p$ and $x_p$ imposed in (3.1)-(3.4) guarantees that $\eta$ defined by (1.2) fulfills the assumptions of [13] Theorem 2.11 and thus, (1.1) is well posed. We recall this result next.

**Theorem 3.1.** Let (3.1)-(3.4) hold. Then, there exists a unique solution

$$\mu \in (\mathcal{BC} \cap \text{Lip})\left([0, T]; \mathcal{M}^+(\mathbb{R}^+)\right)$$

to (1.1). Moreover, the following properties are satisfied:

i) For all $0 \leq t_1 \leq t_2 \leq T$ there exist constants $K_1$ and $K_2$, such that

$$\rho_F(\mu(t_1), \mu(t_2)) \leq K_1 e^{K_2(t_2-t_1)} \mu_o(\mathbb{R}^+)(t_2-t_1).$$

ii) Let $\mu_1(0), \mu_2(0) \in \mathcal{M}^+(\mathbb{R}^+)$ and $b_i, c_i, \beta_i = (\beta_i^1, \ldots, \beta_i^r)$ satisfy assumptions (3.1) - (3.4) for $i = 1, 2$, $p = 1, \ldots, r$. Let $\mu_i$ solve (1.1) with initial datum $\mu_i(0)$ and coefficients $(b_i, c_i, \beta_i)$. Then, there exist constants $C_1$, $C_2$ and $C_3$ such that for all $t \in [0, T]$

$$\rho_F(\mu_1(t), \mu_2(t)) \leq e^{C_1 t} \rho_F(\mu_1(0), \mu_2(0)) + C_2 e^{C_3 t} \| (b_1, c_1, \beta_1) - (b_2, c_2, \beta_2) \|_{BC}.$$  

where

$$\| (b, c, \beta) \|_{BC} = \| b \|_{BC} + \| c \|_{BC} + \sum_{p=1}^{r} |\beta_p|_{BC}.$$  

### 3.2 Error estimates in $\rho_F$

The aim of this subsection is to obtain an estimate on the error between the numerical solution $\mu_t$ and the exact solution $\mu(t)$. Let $[0, T]$ be a time interval, $N$ be a number of time steps, $\Delta t = T/N$ be the time step. We define the time mesh $\{t_k\}_{k=0}^{N}$, where $t_k = k\Delta t$. Let $\bar{M}_k$, $k = 0, 1, \ldots, N$, be parameters of the measure reconstruction. In particular, $\bar{M}_o$ is the number of Dirac Deltas approximating the initial condition and $\bar{M}_k$ stands for the number of Dirac measures approximating the numerical solution at $t > 0$ after a reconstruction, if performed.

We assume that reconstructions are done every $n$ steps, which means that there are $K = N/n$ reconstructions, each at time $t_jn$, where $j = 1, \ldots, K$. Let $\bar{M}$ be the number of Dirac Deltas after the reconstruction that will not depend on time.

**Theorem 3.2.** Let $\mu$ be a solution to (1.1) with initial data $\mu_o$. Assume that $\mu_{t_m}$ is defined by the numerical scheme described in Subsection 2.1 and $m = jn$ for some $j \in \{1, \ldots, K\}$, i.e., that $t_m$ is the time after $j$ reconstructions. Then, there exists $C$ depending only on the parameter functions, the initial data, and $T$ such that

$$\rho_F(\mu_{t_m}, \mu(t_m)) \leq C \left( \Delta t + (\Delta t)^\alpha + E_I(\bar{M}_o) + E_R(\bar{M})j \right).$$  

**Remark 3.7.** The error estimate (3.6) accounts for different error sources. More specifically, the error of the order $O(\Delta t)$ is a consequence of the splitting algorithm. The term of order $O((\Delta t)^\alpha)$ follows from the fact that we solve (2.2)-(2.7) with parameter functions independent of time, while $b, c$ and $\eta$ are in fact of $C^\alpha$ regularity with respect to time. Finally, $E_I$ and $E_R$
are the errors coming from the measure reconstruction procedure that are of the order $1/\bar{M}_o$ and $1/\bar{M}$ respectively as proven in subsection 2.3. Thinking about $1/\bar{M}$, with $\bar{M} = \bar{M}_o$, as the spatial discretization $\Delta x$ and for $\alpha = 1$, we obtain that the method is of order one both in space and in time.

**Proof of Theorem 3.2.** The proof is divided into several steps. For simplicity, in all estimates below, we will use a generic constant $C$, without specifying its exact form that may change from line to line.

**Step 1: The auxiliary scheme.** Let us define the auxiliary semi-continuous scheme, which consists in solving subsequently the following problems:

\[
\begin{cases}
\partial_t \mu + \partial_x (\bar{b}_k(x) \mu) = 0, \quad \text{on } [t_k, t_{k+1}] \times \mathbb{R}^+ , \\
\mu(t_k) = \bar{\mu}_k
\end{cases}
\]  

(3.8)

and

\[
\begin{cases}
\partial_t \mu = -\bar{c}_k(x) \mu + \int_{\mathbb{R}^+} \bar{\eta}_k(y) \, d\mu(y), \quad \text{on } [t_k, t_{k+1}] \times \mathbb{R}^+ , \\
\mu(t_k) = \bar{\mu}_k^1,
\end{cases}
\]

(3.9)

where $\bar{\mu}_k \in \mathcal{M}^+(\mathbb{R}^+)$, $\bar{\mu}_k^1$ is the solution to (3.8) at time $t_{k+1}$ and $\bar{b}_k$, $\bar{c}_k$, and $\bar{\eta}_k$ are defined as

$$
\bar{b}_k(x) = b(t_k, \bar{\mu}_k)(x),
$$

(3.10)

$$
\bar{c}_k(x) = c\left(t_k, \bar{\mu}_k^1\right),
$$

$$
\bar{\eta}_k(y) = \sum_{p=1}^r \bar{\beta}_p(t_k, \bar{\mu}_k^1)(y) \delta_{x=\bar{x}_p(y)}.
$$

A solution to the second equation at time $t_{k+1}$ is denoted by $\bar{\mu}_k^2$. The output of one time step of our scheme is defined as $\bar{\mu}_{k+1} = \mathcal{R}(\bar{\mu}_k^2)$.

**Step 2: Error of the reconstruction.** Since $\bar{\mu}_{k+1}$ arises from $\bar{\mu}_k^2$ through the reconstruction, masses of both measures are equal. Therefore, application of Lemma 2.1 yields

$$
\rho_F(\bar{\mu}_{k+1}, \bar{\mu}_k^2) \leq \rho(\bar{\mu}_{k+1}, \bar{\mu}_k^2) = M_{\bar{\mu}_k^2} W_1\left(\frac{\bar{\mu}_{k+1}}{M_{\bar{\mu}_k^2}}, \frac{\bar{\mu}_k^2}{M_{\bar{\mu}_k^2}}\right) \leq M_{\bar{\mu}_k^2} E_R(\bar{M}),
$$

(3.11)

where $M_{\bar{\mu}_k^2} = \bar{\mu}_{k+1}(\mathbb{R}^+) = \bar{\mu}_k^2(\mathbb{R}^+)$ and $E_R(\bar{M})$ is the error of the reconstruction introduced in Subsection 2.3. As stated in Corollary 2.2, $E_R(\bar{M})$ is of order $1/\bar{M}$ for both reconstructions. Note that $M_{\bar{\mu}_k^2}$ can be bounded independently on $k$. Indeed, on each time interval $[t_k, t_{k+1}]$ mass grows at most exponentially, which follows from [13] Theorem 2.10, (i), and reconstructions, if performed, do not change the mass. Thus, there exists a constant $C = C(T, b, c, \eta, \mu_0)$ such that $M_{\bar{\mu}_k^2} \leq C$.

**Step 3: Error of splitting.** Let $\nu(t)$ be a solution to (1.1) on a time interval $[t_k, t_{k+1}]$ with initial datum $\bar{\mu}_k$ and parameter functions $b_k$, $c_k$, $\eta_k$, where $b_k$ is defined by (3.10),

$$
\bar{c}_k(x) = c(t_k, \bar{\mu}_k),
$$

(3.12)

$$
\bar{\eta}_k(y) = \sum_{p=1}^r \bar{\beta}_p(y) \delta_{x=\bar{x}_p(y)}, \
\text{where } \bar{\beta}_p(y) = \beta_p(t_k, \bar{\mu}_k)(y).
$$

(3.13)
According to [14] Proposition 2.7 and [13] Proposition 2.7, the distance between $\bar{\mu}_k^2$ and $\nu(t_{k+1})$, that is, the error coming from the application of the splitting algorithm can be estimated as

$$\rho_F(\bar{\mu}_k^2, \nu(t_{k+1})) \leq C(\Delta t)^2.$$ (3.14)

To estimate a distance between $\nu(t_{k+1})$ and $\mu(t_k)$ consider $\zeta(t)$, which is a solution to (1.1) on a time interval $[t_k, t_{k+1}]$ with initial data $\mu(t_k)$ and coefficients $b_k$, $\bar{c}_k$, $\bar{\eta}_k$. By triangle inequality

$$\rho_F(\nu(t_{k+1}), \mu(t_k)) \leq \rho_F(\nu(t_{k+1}), \zeta(t_{k+1})) + \rho_F(\zeta(t_{k+1}), \mu(t_k)).$$

The first term of the inequality above is a distance between solutions to (1.1) with different initial data, that is, $\bar{\mu}_k$ and $\mu(t_k)$ respectively. The second term is equal to a distance between solutions to (1.1) with coefficients $(b_k, \bar{c}_k, \bar{\eta}_k)$ defined by (3.10), (3.12), and (3.13), and $(b(t, \mu(t)), c(t, \mu(t)), \eta(t, \mu(t)))$. By the continuity of solutions to (1.1) with respect to the initial datum and coefficients in Theorem 3.1 we obtain

$$\rho_F(\nu(t_{k+1}), \zeta(t_{k+1})) \leq e^{C\Delta t} \rho_F(\bar{\mu}_k, \mu(t_k)), \quad (3.15)$$

and

$$\rho_F(\zeta(t_{k+1}), \mu(t_k)) \leq C\Delta t e^{C\Delta t} \left( \|\bar{b}_k - b\|_{BC} + \|\bar{c}_k - c\|_{BC} + \sum_{p=1}^r \|\bar{\beta}_{p,k} - \beta_p\|_{BC} \right), \quad (3.16)$$

where

$$\|\bar{b}_k - b\|_{BC} = \sup_{t \in [t_k, t_{k+1}]} \|\bar{b}_k - b(t, \mu(t))\|_{L^\infty}, \quad (3.17)$$

$$\|\bar{c}_k - c\|_{BC} = \sup_{t \in [t_k, t_{k+1}]} \|\bar{c}_k - c(t, \mu(t))\|_{L^\infty}, \quad (3.18)$$

and

$$\|\bar{\beta}_{p,k} - \beta_p\|_{BC} = \sup_{t \in [t_k, t_{k+1}]} \|\bar{\beta}_{p,k} - \beta_p(t, \mu(t))\|_{L^\infty}.$$ (3.19)

Due to the assumptions (3.1)–(3.4) and the definition of $\bar{b}_k$, $\bar{c}_k$, $\bar{\eta}_k$ we obtain

$$\|\bar{b}_k - b(t, \mu(t))\|_{L^\infty} \leq \|b(t, \bar{\mu}_k) - b(t, \mu(t))\|_{L^\infty} + \|b(t, \mu(t)) - b(t, \mu(t))\|_{L^\infty} \leq \text{Lip}(b(t, \cdot)) \rho_F(\bar{\mu}_k, \mu(t)) + \|b\|_{BC^{\alpha,1}} |t - t_k|^{\alpha} \leq \|b\|_{BC^{\alpha,1}} \left( \rho_F(\bar{\mu}_k, \mu(t)) + (\Delta t)^{\alpha} \right).$$ (3.19)

Using Lipschitz continuity of the solution $\mu(t)$, see [13] Theorem 2.11, we obtain

$$\rho_F(\bar{\mu}_k, \mu(t)) \leq \rho_F(\bar{\mu}_k, \mu(t_k)) + \rho_F(\mu(t), \mu(t_k)) \leq \rho_F(\bar{\mu}_k, \mu(t_k)) + C\Delta t e^{C\Delta t}.$$ (3.19)

Substituting the latter expression into (3.19) yields

$$\|\bar{b}_k - b(t, \mu(t))\|_{L^\infty} \leq \|b\|_{BC^{\alpha,1}} \left( \rho_F(\bar{\mu}_k, \mu(t)) + C\Delta t e^{C\Delta t} \right) + \|b\|_{BC^{\alpha,1}} (\Delta t)^{\alpha}.$$ (3.19)

Bounds for (3.17) and (3.18) can be proved analogously. From the assumptions it holds that

$$\|(b, c, \beta)\|_{BC^{\alpha,1}} = \|b\|_{BC^{\alpha,1}} + \|c\|_{BC^{\alpha,1}} + \sum_{p=1}^r \|\beta_p\|_{BC^{\alpha,1}} < +\infty.$$
Therefore, we deduce

\[
\| b_k - b \|_{\mathcal{B}C^+} \leq \sum_{p=1}^r \| \tilde{b}_{p,k} - \beta_p \|_{\mathcal{B}C} \leq \left\| \begin{pmatrix} (b, c, \beta) \end{pmatrix}_{\mathcal{B}C^{n+1}} \left[ \rho_F(\tilde{\mu}_k, \mu(t_k)) + C e^{\mathcal{C}T t} (\Delta t)^\alpha \right] \right\|.
\]

Using this inequality in (3.16) yields

\[
\rho_F(z(t_{k+1}), \mu(t_{k+1})) \leq C \Delta t e^{C\Delta t} \left[ \rho_F(\tilde{\mu}_k, \mu(t_k)) + \Delta t + (\Delta t)^\alpha \right]
\]

\[
\leq C \Delta t e^{C\Delta t} \left[ \rho_F(\tilde{\mu}_k, \mu(t_k)) + C e^{\mathcal{C}T (\Delta t)^2} + C e^{\mathcal{C}T (\Delta t)^{1+\alpha}}.\right.
\]

Combining the inequality above with (3.15) and redefining \( C \) leads to

\[
\rho_F(\nu(t_{k+1}), \mu(t_{k+1})) \leq e^{C\Delta t} (1 + C \Delta t) \rho_F(\tilde{\mu}_k, \mu(t_k)) + C(\Delta t)^2 + C(\Delta t)^{1+\alpha} \quad (3.20)
\]

\[
\leq e^{2C\Delta t} \rho_F(\tilde{\mu}_k, \mu(t_k)) + C(\Delta t)^2 + C(\Delta t)^{1+\alpha}.
\]

Finally, putting together (3.20) and (3.14), we conclude that

\[
\rho_F(\tilde{\mu}_k^2, \mu(t_k)) \leq e^{2C\Delta t} \rho_F(\tilde{v}_k, \mu(t_k)) + C(\Delta t)^2 + C(\Delta t)^{1+\alpha}. \quad (3.21)
\]

**Step 4: Adding the errors.** Now, let \( w = \frac{j}{n}, \nu = (j - 1)n, j \in \{1, \ldots, K\} \), that is, \( t_w \) and \( t_{jw} \) are the time points in which the measure reconstruction occurs. Since for \( t_w \) such that \( t_w < t_i < t_w \) it holds that \( \tilde{\mu}_i = \mathcal{R}(\tilde{\mu}_n) = \tilde{\mu}_n \), i.e., the measure reconstruction is not performed, the application of the discrete Gronwall’s inequality to (3.21) yields

\[
\rho_F(\tilde{\mu}_w^2, \mu(t_w)) \leq e^{\alpha C\Delta t} \rho_F(\tilde{v}_w^2, \mu(t_w)) + C \left( \frac{e^{nC\Delta t} - 1}{e^{\alpha C\Delta t} - 1} \right) (\Delta t)^2 + (\Delta t)^{1+\alpha}.
\]

There exists \( C^* \) depending only on \( T \) such that \( e^{nC\Delta t} - 1 < nC^* \Delta t \), for each \( n \Delta t \in [0, T] \). Therefore, we deduce

\[
\frac{e^{nC\Delta t} - 1}{e^{\alpha C\Delta t} - 1} \leq \frac{nC^* \Delta t}{C^*} = C^n
\]

and thus,

\[
\rho_F(\tilde{\mu}_w^2, \mu(t_w)) \leq e^{\alpha C\Delta t} \rho_F(\tilde{\mu}_w^2, \mu(t_w)) + nC \left( (\Delta t)^2 + (\Delta t)^{1+\alpha} \right),
\]

for some constant \( C \). Combining this inequality with (3.11) in Step 2 of the proof yields

\[
\rho_F(\tilde{\mu}_w, \mu(t_w)) \leq e^{\alpha C\Delta t} \rho_F(\tilde{\mu}_w, \mu(t_w)) + nC \left( (\Delta t)^2 + (\Delta t)^{1+\alpha} \right) + CE_R(\hat{M}).
\]

**Step 5: Final estimate for the auxiliary scheme.** An analogous argument using the discrete Gronwall’s inequality again results in the following estimate

\[
\rho_F(\tilde{\mu}_w, \mu(t_w)) \leq e^{jnC\Delta t} \rho_F(\mathcal{R}(\mu_n), \mu_n) + C \frac{e^{jnC\Delta t} - 1}{e^{jnC\Delta t} - 1} \left[ n(\Delta t)^2 + (\Delta t)^{1+\alpha} \right] + E_R(\hat{M})
\]

\[
\leq C e^{C\Delta w} E_I(\tilde{M}) + C j \left[ n(\Delta t)^2 + (\Delta t)^{1+\alpha} \right] + E_R(\hat{M})
\]

\[
\leq C e^{C\Delta w} E_I(\tilde{M}) + C(jn\Delta t) (\Delta t + (\Delta t)^\alpha) + C_j E_R(\hat{M}) \quad (3.22)
\]

and since \( jn\Delta t = t_w \leq T \) the assertion is proved.

**Step 6: Full error estimate.** The full error estimate (3.6) takes into account the error following from the numerical approximation of the auxiliary scheme (3.8)–(3.9). This additional source of error is nothing else than the error of the Euler method for ODE’s. According to [5] (515.62)), the error committed is of order \( \Delta t \) when solving (3.8)–(3.9) using its Euler approximation (2.2)–(2.7). Therefore, the final estimate (3.22) holds.

\[\Box\]
Remark 3.23. In this work, we have assumed that \( \eta \) is given as a sum of Dirac Deltas (1.2). If \( \eta(t,\mu)(y) \) is not in such a form, one has to use a proper approximation by atomic measures in order to apply our scheme. One of the possibilities for this approximation is through the measure reconstruction described in Subsection 2.3. Assume that there exists a bounded interval \( K \) such that for all \( (t,\mu) \in [0,T] \times \mathcal{M}^*(\mathbb{R}^+) \), we have

\[
\text{supp}(\eta(t,\mu)(y)) \subseteq K. \tag{3.24}
\]

Fix \( r \in \mathbb{N} \) and let \( \{K_p\}_{p=1}^r \) be a family of intervals such that

\[
\bigcup_{p=1}^r K_p = K, \quad K_i \cap K_j = \emptyset, \text{ for } i \neq j \quad \text{and} \quad |K_p| = \frac{|K|}{r}, \text{ where } p = 1, \ldots, r.
\]

Namely, we divide \( K \) into \( r \) disjoint intervals of equal length. Denote the center of each interval by \( \bar{x}_p(y) \) and define

\[
\beta_p(t,\mu)(y) = \int_{K_p} d(\eta(t,\mu)(y))(x). \tag{3.25}
\]

The approximation of \( \eta(t,\mu)(y) \) is thus given by

\[
\sum_{p=1}^r \beta_p(t,\mu)(y)\delta_{x=\bar{x}_p(y)}. \tag{3.26}
\]

If \( \eta \) is regular enough, then the assumptions on \( \beta_p \) and \( \bar{x}_p \) (3.1)–(3.4) are fulfilled for all \( r \), and the numerical scheme we propose applies. In order to prove the convergence towards the solution of (1.1) with the parameter function \( \eta \), we observe that the distance between \( \eta \) and its approximation (3.26) expressed in terms of the proper norm can be bounded by \( C/r \), where \( C \) does not depend on \( t,\mu \) and \( y \) due to (3.25)–(3.26). Thus, the most general version of the stability result in [13, Theorem 2.11] guarantees that if \( r \) tends to \( +\infty \), then the numerical solution obtained for the approximated \( \eta \) converges towards a solution to (1.1) with the parameter function \( \eta \). For all technical details, we refer to [13].

4 Simulation Results

This section is devoted to presenting results of numerical simulations for several test cases. In all examples presented in this paper, we used the 4-th order Runge-Kutta method for solving (2.2) and the explicit Euler scheme for solving (2.7), as described in Subsection 2.1. The error of the numerical solution with parameters \((\Delta t,\bar{M}_o,\bar{M})\) at time \( T > 0 \) is defined as

\[
\text{Err}(T;\Delta t,\bar{M}_o,\bar{M}) := \rho(\mu(t_k),\mu_k), \tag{4.1}
\]

with \( k \) such that \( \bar{k}\Delta t = T \). The order of the method \( q \) is given by

\[
q := \lim_{\Delta t \to 0} \frac{\log \left( \text{Err}(T;2\Delta t,2\bar{M}_o,2\bar{M})/\text{Err}(T;\Delta t,\bar{M}_o,\bar{M}) \right)}{\log 2}. \tag{4.2}
\]

We also define \( \Delta x := |K|/\bar{M}_o \), where \( K \) is the minimal bounded closed interval containing the support of the initial measure. We will not distinguish between measures and their densities whenever the measures are absolutely continuous with respect to the Lebesgue measure.
4.1 Example 1 (McKendrick-von Foerster equation)

In this subsection, we validate the convergence result for our numerical scheme by means of the well-known McKendrick-von Foerster type equation \[27\]. This is a linear model describing the evolution of an size-structured population. We set

\[ b(x) = 0.2(1-x), \quad c(x) = 0.2, \quad \eta(y) = 2.4(y^2 - y^3)\delta_{y=0}, \quad \text{and} \quad \mu_o = \chi_{[0,1]}(x), \]

and solve \[1.1\] for \( x \in [0,1] \), see also \[3\]. The solution is stationary and then given by \( \mu(t,x) = \chi_{[0,1]}(x) \). In Table 1 we present the relative error and the order of the scheme, where we used just one measure reconstruction in order to approximate the initial data. In Table 2 we present the results for the scheme with the measure reconstruction performed at \( t = 0,1,\ldots,10 \) and \( M_o = \bar{M} \). In all cases, we see that the convergence error approximates order one as \( \Delta t \to 0 \) as proven in Theorem 3.2 and Remark 3.7.

| \( \Delta t = \Delta x \) | \( \text{Err}(10, \Delta t, M_o, M) \) | \( q \) |
|-------------------------|-------------------------|------|
| 1.000000 \times 10^{-4} | 1.2532 \times 10^{-2}   | –    |
| 5.000000 \times 10^{-4} | 5.0543 \times 10^{-3}   | 1.31066 |
| 2.500000 \times 10^{-4} | 2.2225 \times 10^{-3}   | 1.18531 |
| 1.250000 \times 10^{-4} | 1.0349 \times 10^{-3}   | 1.10272 |
| 6.250000 \times 10^{-5} | 4.9832 \times 10^{-4}   | 1.05431 |
| 3.125000 \times 10^{-5} | 2.4438 \times 10^{-4}   | 1.02796 |
| 1.562500 \times 10^{-5} | 1.2099 \times 10^{-4}   | 1.01419 |
| 7.812500 \times 10^{-6} | 6.0918 \times 10^{-5}   | 1.00715 |
| 3.906250 \times 10^{-6} | 3.0024 \times 10^{-5}   | 1.00059 |
| 1.953125 \times 10^{-6} | 1.4993 \times 10^{-5}   | 1.00180 |
| 9.765625 \times 10^{-7} | 7.4920 \times 10^{-6}   | 1.00090 |

Table 1: (Example 1) The relative error and order of the scheme at \( T = 10 \). One reconstruction performed at \( t = 0, \bar{M} = M_o \).

| \( \Delta t = \Delta x \) | \( \text{Err}(10, \Delta t, M_o, M) \) | \( q \) |
|-------------------------|-------------------------|------|
| (Fixed-location)        | (Fixed-equal mass)      |      |
| 1.000000 \times 10^{-4} | 3.4657 \times 10^{-4}   | –    |
| 5.000000 \times 10^{-4} | 1.1670 \times 10^{-4}   | 1.5763 |
| 2.500000 \times 10^{-4} | 3.4080 \times 10^{-4}   | 1.7759 |
| 1.250000 \times 10^{-4} | 1.1863 \times 10^{-4}   | 1.5224 |
| 6.250000 \times 10^{-5} | 3.6874 \times 10^{-4}   | 1.6858 |
| 3.125000 \times 10^{-5} | 1.6866 \times 10^{-4}   | 1.1285 |
| 1.562500 \times 10^{-5} | 6.8067 \times 10^{-4}   | 1.3091 |
| 7.812500 \times 10^{-6} | 3.3212 \times 10^{-4}   | 1.0352 |
| 3.906250 \times 10^{-6} | 1.5814 \times 10^{-4}   | 1.0705 |
| 1.953125 \times 10^{-6} | 7.4507 \times 10^{-5}   | 1.0858 |
| 9.765625 \times 10^{-7} | 3.6414 \times 10^{-5}   | 1.0329 |

Table 2: (Example 1) The relative error and order of the scheme at \( T = 10 \). Reconstruction performed at \( t = 0,1,\ldots,T, \bar{M} = M_o \).

4.2 Example 2 (nonlinear growth term)

In this subsection, we present results for a model where \( b \) and \( \eta \) are equal to zero. Thus, we have conservation of the number of approximated Dirac Deltas, and consequently, there is no
need for reconstructions. We consider a nonlinear growth function $c$ as in [17] of the form

$$c(t, \mu)(x) = a(x) - \int_{\mathbb{R}} \alpha(x, y) \, d\mu(y),$$

where

$$a(x) = A - x^2, \quad A > 0 \quad \text{and} \quad \alpha(x, y) = \frac{1}{1 + (x - y)^2}.$$ 

According to [13, Remark 2.3, Lemma 4.8], one can consider (1.1) on the whole $\mathbb{R}$, so that the result concerning well posedness still holds if all parameter functions verify the regularity properties (3.1)–(3.4) on the whole line. However, $a(x)$ is not globally Lipschitz on $\mathbb{R}$. Nevertheless, the global well-posedness theory still applies if we reduce to measures whose support lies in a fixed compact interval. Note that the support of the solution is invariant in time.

Figure 1: (Example 2) Long time behaviour of numerical solutions. The three subplots show the evolution of the numerical solution on the time interval $[0, 10000]$ for $A = 0.5, 1.5$ and $2.5$, respectively. For simulations, we set $\Delta t = 0.1$, $\bar{M}_o = 1000$ and $\mu_o = \sum_{i=1}^{\bar{M}_o} (1/\bar{M}_o) \delta_{x_i^o}$, where $x_i^o := -2 + (i - \frac{1}{2})/\bar{M}_o$. No measure reconstruction has been performed.

If $|x| > \sqrt{A}$, then the solution decreases exponentially to zero, since $\alpha(x, y) \geq 0$, for all $x, y \in \mathbb{R}$. This equation can describe a population structured with respect to the trait $x$, and then its asymptotic behaviour reflects the speciation process. Typically, after a long time period only a few traits are observable, since the rest of the population got extinct. Under some assumptions, there exists a linearly stable steady solution $\bar{\mu}$ being a sum of Dirac Deltas, which is shown in [17]. The number of Dirac measures depends on the parameter $A$ and some stationary solutions are explicit. Figures 1 and 2 present the evolution and long time behaviour of solutions for different choices of the parameter $A$. These results are
consistent with the findings in [17]. In all cases, we assumed that initial data are given as a sum of uniformly distributed Dirac Deltas with the same mass.

Figure 2: (Example 2) Stationary State as a function of $A > 0$. We show the numerical solution at time $t = 10000$ depending on the parameter $A \in [0, 3]$. For simulations, we set $\Delta t = 0.05$, $\tilde{M}_o = 320$ and $\mu_o = \sum_{i=1}^{M} (1/\tilde{M}_o) \delta_{x_i}$, where $x_i := -2 + (i - \frac{1}{2})/\tilde{M}_o$. No measure reconstruction has been performed.

4.3 Example 3 (size structure - equal fission)

In this subsection, we shall concentrate on a size-structured cell population model, in which a cell reproduces itself by fission into two equal parts. We assume that the cell divides after it has reached a minimal size $x_o > 0$. Therefore, there exists a minimum size whose value is $x_o/2$. Moreover, cells have to divide before they reach a maximal size, which is normalized to be equal to $x_{max} = 1$. Similarly as in [1], we set

$$x_o = \frac{1}{4}, \quad b(x) = 0.1(1-x), \quad c(x) = \beta(x), \quad \eta(t, \mu)(y) = 2\beta(y)\delta_{x=x/2}, \quad \text{and} \quad \mu_o(x) = (1-x)(x-x_o/2)^3,$$

where

$$\beta(y) = \begin{cases} 0, & \text{for } y \in (\mathbb{R}^+ \setminus [x_o, 1]), \\ \frac{b(y)\varphi(y)}{1-\int_{x_o}^{y} \varphi(x) \, dx}, & \text{for } y \in [x_o, 1], \end{cases}$$

and

$$\varphi(y) = \begin{cases} \frac{160}{117} \left( -\frac{2}{3} + \frac{8}{3}y \right)^3, & \text{for } y \in [x_o, (x_o + 1)/2], \\ \frac{32}{117} \left( -20 + 40y + \frac{320}{3} \left( y - \frac{5}{8} \right)^2 \right) + \frac{5120}{9} \left( y - \frac{5}{8} \right)^3 \left( \frac{8}{3}y - \frac{11}{3} \right), & \text{for } y \in ((x_o + 1)/2, 1]. \end{cases}$$

Figure 3 shows the long time behaviour of a numerical solution for a particular choice of parameters. We observe the convergence towards a stationary profile once normalized, since the mass grows exponentially in time, as discussed in [18, 1]. We remark that this structured population model cannot be discretized using the standard EBT method since particles divide
Figure 3: (Example 3) Numerical solution at \( t = 0, 1, 5, 10, 50, 500 \), calculated for \( \Delta t = 0.0125 \), \( \bar{M}_0 = \bar{M} = 2800 \). Fixed-equal mass reconstruction has been performed every 4 time steps. We show the numerical solution after the fixed-location reconstruction with parameter \( \bar{M} = 70 \) and normalization.

at different sizes and the nonlocal term cannot be understood as a boundary condition. In order to keep the number of Dirac Deltas under control, we perform the reconstruction procedure as discussed in Subsection 2.3. Let us point out that the convergence towards normalized stationary states for similar models in the framework of Lebesgue spaces has been proved in \([29, 26, 9, 4]\). Finding the properties of these stationary states numerically is a relevant question that will be discussed elsewhere.

4.4 Example 4 (selection-mutation)

The last test case concerns a simple selection-mutation model in which the population is structured with respect to an evolutionary trait as in \([10]\). We assume that \( x \in [0,1] \) and set the parameters as

\[
\begin{align*}
b(x) &= 0, \\
c(\mu)(x) &= -(1 - \varepsilon)B(x) + m(\mu), \\
\eta(y) &= \varepsilon \sum_{p=1}^{r} B(y) \beta_p(y) \delta_{x=x_p(y)}.
\end{align*}
\]

Here, \( B(x) \) represents the trait specific birth rate, \( m(\mu) \) is the death rate depending on the population distribution, and \( \beta_p \) represents the mutation density probability, i.e., the probability that a parent with trait \( y \) has a newborn with trait \( \bar{x}_p(y) \). Finally, the parameter \( \varepsilon \) is the mutation rate, and thus there are two parts in the right hand side, those that are a faithful reproduction of their parents and those that mutate, slightly with high probability, their trait.

Let us point out that the mutation term in this model is an approximation in the sense
of Remark 3.23 of a continuous nonlocal term of the form
\[ \int_0^1 B(y) \beta(x, y) \, d\mu(y) \quad \text{with} \quad \int_0^1 \beta(x, y) \, dx = 1, \]
and, in practice we can assume that has a Gaussian shape concentrated around the diagonal \( x = y \). The approximated nonlocal term is constructed by substituting the mutation probability density \( \beta(x, y) \) at each \( y \) by an approximation with \( r \) Delta Dirac points \( \{\bar{x}_p(y)\}_{p=1}^r \) leading to the form of \( \eta(y) \) above. More precisely, the approximated \( \eta(y) \) is defined by duality on test functions \( \varphi \in C_0(\mathbb{R}^+) \) functions as
\[ \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} \varphi(t, x) B(y) \beta(x, y) \, dx \, d\mu(y) \approx \sum_{p=1}^r \int_{\mathbb{R}^+} B(y) \beta_p(y) \varphi(\bar{x}_p(y)) \, d\mu(y) \]
\[ = \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} \varphi(t, x) \eta(t, \mu)(y)(x) \, d\mu(y). \]

Figure 4: (Example 4) The subplots show the function \( \eta(y) \) for \( y = 0.15, y = 0.5 \) and \( y = 0.99 \), respectively, and parameters \( r = 40, a = 0.4 \).

In our simulations and based on the previous considerations, we consider \( B(x) = x(1-x) \), the death rate is assumed to depend increasingly on the total population with a saturation of the form \( m(\mu) = 1 - \exp\{-\int_0^1 \, d\mu\} \), and the approximation of the mutation kernel is chosen with \( r = 10 \),
\[ \bar{x}_p(y) = \begin{cases} (y - a) + \frac{a}{r} (2p - 1), & \text{if } 0 \leq (y - a) + \frac{a}{r} (2p - 1) \leq 1, \\ 0, & \text{otherwise}, \end{cases} \]
and
\[ \beta_p(y) = \frac{\hat{\beta}_p(y)}{\sum_{p=1}^r \hat{\beta}_p(y)}, \quad \text{where} \quad \hat{\beta}_p(y) = \begin{cases} \exp\left(-\frac{a^2}{a^2 - (\bar{x}_p(y) - y)^2}\right), & \text{if } p \text{ is s.t. } 0 \leq \bar{x}_p(y) \leq 1, \\ 0, & \text{otherwise}. \end{cases} \]
The parameter \( a \) is related to the mutation strength in the sense that a distance between a parent and its offspring is not greater than \( a \), set in our simulations to \( a = 0.4 \).
Figure 5 shows the convergence towards stationary states for different values of the mutation rate $\varepsilon$. We observe that the stabilization rate depends on $\varepsilon$, being slower as $\varepsilon$ gets smaller and smaller. The existence of these stationary states with the full mutation kernel $\eta$ was proved in [10] without information about their stability.

Figure 5: (Example 4) Long time behaviour of numerical solutions. The plots show the evolution of a numerical solution on the time interval $[0,2000]$ for $\varepsilon = 0.1, 0.05, 0.025,$ and $0.0125$, respectively. For simulations, we set $\Delta t = 0.025$, $\bar{M}_o = \bar{M} = 100$, and $\mu_0 = \sum_{i=1}^{\bar{M}_o}(1/\bar{M}_o)\delta_{x_{io}}$, where $x_{io} := (i - \frac{1}{2})/\bar{M}_o$. Fixed location reconstruction has been performed every 2 time steps.
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