Exact-exchange density functional theory of the integer quantum Hall effect: strict 2D limit*
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Abstract. A strict bidimensional (strict-2D) exact-exchange (EE) formalism within the framework of density-functional theory (DFT) has been developed and applied to the case of an electron gas subjected to a strong perpendicular magnetic field, that drives the system to the regime of the integer quantum Hall effect (IQHE). As the filling of the emerging Landau levels proceeds, two main features results: (i) the EE energy minimizes with a discontinuous derivative at every integer filling factor \( \nu \); and (ii) the EE potential energy exhibit sharp discontinuities at every integer \( \nu \). The present contribution provides a natural improvement as compared with the widely used local-spin-density approximation (LSDA), since the EE energy functional fully contains the effect of the magnetic field, and includes an inter-layer exchange coupling for multilayer systems. As a consistency test, the LSDA is derived as the leading term of a low-field expansion of the EE energy and potential.

1 Introduction

Both the integer quantum Hall effect (IQHE) [1] and the fractional quantum Hall effect (FQHE) [2] are striking manifestations of quantum mechanics in solid-state physics. However, besides their apparent similarity, important differences exist between the two phenomena from the physical point of view. The standard view of the IQHE is a strict-2D single-particle scenario dominated by the sequential filling of Landau levels (LL), plus a phenomenological description of the localization effects induced by disorder [3]. The FQHE, on the other side, is dominated by many-body effects among electrons inside a given LL.

In a previous work [4], we have shown however that even in the IQHE the exchange interaction modify considerably the standard single-particle description, using as a theoretical tool a density functional theory (DFT) [5,6] and an exact-exchange (EE) formalism [7], applied to a quasi-2D electron gas localized in a finite-width semiconductor quantum well [8]. In a more general context, the description of interacting many-electron systems in external magnetic fields in the framework of the optimized effective potential (OEP) method has been a long research goal of Hardy Gross and coworkers [9–11]. From the experimental side, evidence has been also found on the relevance of exchange effects in the IQHE [12].

The aim of this work is to proceed from these previous general quasi-2D situation towards an strict-2D limit, where electrons are confined to move in a plane. The motivations for doing this are several: (i) most of the models of the IQHE and the FQHE use this dimensional approximation; (ii) a considerable simplicity in the calculations is achieved in the strict-2D limit; and (iii) it is a realistic limit, in the sense that when only one-subband of the quasi-2D electron gas is occupied, the differences between the quasi-2D and the strict-2D limit are small, and can be included by using the “form factors” [13]. By imposing on our general formalism the constraint that electrons are confined to a plane, we may compare our results with one of the standard approximations for the study of the IQHE, as is the strict-2D Local Spin Density Approximation (LSDA) [14–17]. The strict-2D LSDA has been also employed in the past for the study of the FQHE, using ad-hoc generated exchange-correlation energy functionals [18–20].

Proceeding in this way the solution of the complicated integral equation for the EE potential may be found analytically, shedding light over some subtle points such as the presence of discontinuities at every integer filling factor \( \nu \).

Also, the simplicity of our approach allow us to analyze in
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\* The dimensionless \( \nu \) is defined as \( \nu = N/N_0 \), with \( N \) being the total number of electrons, and \( N_0 = AB/\Phi_0 \) the Landau level degeneracy. Here \( A \) is the area of the sample in the \( x - y \) plane (\( A^* \) in \( a_0^2 \) units), \( B \) is the magnetic field strength, and \( \Phi_0 = ch/e \) is the magnetic flux number. Note that \( \nu \) may be written as the ratio between two quantities with dimensions of 2D densities: \( \nu = (N/A)/(B/\Phi_0) \).
2 EE for quasi-2D electron systems: general formalism and strict-2D limit

2.1 General formalism

Within the EE approach the electronic exchange energy functional is given by the standard Fock integral of Hartree-Fock theory,

\[
E_x = -\sum_{a,b,\sigma} f_a^{\sigma} f_b^{\sigma} \int d^3r \rho_a^{\sigma}(r) \psi_a^{\sigma}(r)^* \psi_b^{\sigma}(r) \psi_b^{\sigma}(r)^* \psi_a^{\sigma}(r) \frac{2|\mathbf{r} - \mathbf{r}'|}{2|\mathbf{r} - \mathbf{r}'|},
\]

but evaluated with Kohn-Sham (KS) orbitals \(\psi_a^{\sigma}(\mathbf{r})\). Effective atomic units (length in units of the effective Bohr radius \(a_0^* = \hbar^2/e^2m^*\), and energy in units of the effective Hartree \(Ha^* = m^*e^4/2\hbar^2\)) are used here. With \(f_a^{\sigma}, f_b^{\sigma}\) being the state (\(a, b\)) and spin (\(\sigma\)) dependent finite temperature weights, taking values between 0 and 1. For a quasi-2D electron gas (q2DEG) with translational invariance in the \(x\) - \(y\) plane and with an applied magnetic field along the \(z\)-direction, the single-particle KS orbitals can be written as \(\psi_{i,n,k}^{\sigma}(\mathbf{r}) = \psi_{n,k}(\rho) \lambda_i^{\sigma}(z) = \phi_n(x) \frac{\sqrt{2y}}{\sqrt{L_y}} \lambda_i^{\sigma}(z)\) (in Landau gauge), where

\[
\phi_n(x) = \exp \left[ \frac{-|x|^2}{2a_0^*} \right] \frac{H_n}{\sqrt{\pi} a_0^*} \frac{L_y}{L_y/2} \left( \frac{x-l_B^2k}{l_B} \right),
\]

where \(H_n(x)\) are the \(n\)th Hermite polynomials, and \(n(=0,1,2,...)\) is the orbital quantum number index, \(k\) is the one-dimensional wave-vector label that distinguishes states within a given LL, each with a degeneracy \(N_\phi\), each with a degeneracy \(N_\phi\). \(A\) is the area of the q2DEG in the \(x\) - \(y\) plane, \(B\) is the magnetic field strength in the \(z\) direction, and \(\Phi_0 = \hbar c/e\) is the magnetic flux number. \(l_B = \sqrt{\hbar/eB/a_0^*}\) is the magnetic length. The \(\lambda_i^{\sigma}(z)\) are the self-consistent KS eigenfunctions for electrons in subband \(i(=1,2,\ldots)\), spin \(\sigma(=\uparrow,\downarrow)\) and eigenvalue \(\gamma_i^{\sigma}(z)\). The full 3D eigenvalues associated with \(\psi_{i,n,k}^{\sigma}(\mathbf{r})\) are given by \(\epsilon_{i,n}^{\sigma}(\mathbf{r}) = \gamma_i^{\sigma}(\mathbf{r}) + (n + 1/2)\hbar \omega_c/\hbar a^* - |\mu_B|B(\sigma)/2\hbar a^*\). Here \(\omega_c = eB/m^*c\) is the cyclotron frequency, and the last term is the Zeeman splitting, with \(s(\uparrow) = +1\), and \(s(\downarrow) = -1\).

Substituting the last expression for the wave function in equation (1) and considering that the system has only one subband occupied we have [4]

\[
E_x = -\frac{N_\phi}{2l_B} \sum_{\sigma} \int dz \int dz' \rho_\sigma(z) \rho_\sigma(z') \times \frac{S_{1,\sigma}^{\sigma}(z,z')}{(\nu_\sigma N_\phi)^2},
\]

where

\[
S_{1,\sigma}^{\sigma}(t) = \sum_{n,m} n_{1,n,\sigma} n_{1,m,\sigma} I_n^{2D}(t),
\]

and \(\rho_\sigma(z) = N_\phi |\lambda_i^{\sigma}(z)|^2\), \(\nu = n_2^D\). Here \(n_{1,n,\sigma} = \int g(\epsilon - \epsilon_{i,n}^{\sigma}) f_{\text{FD}}(\epsilon)d\epsilon\) is the Fermi-Dirac distribution function, and \(\mu\) is the chemical potential. \(g(\epsilon - \epsilon_{i,n}^{\sigma})\) is the density of states, that unlike our previous work [4], in this case we take \(g(\epsilon - \epsilon_{i,n}^{\sigma}) = \delta(\epsilon - \epsilon_{i,n}^{\sigma})\). Under these conditions, \(\sum_{n,m} n_{1,n,\sigma} = N_\phi\) is constant and defines \(\mu\), with \(N\) being the total number of electrons. The integrals \(I_n^{2D}(t)\) are given explicitly in references [4,22]. In passing from equation (1) to equation (3), the sums over partially filled LL have been treated as explained in equation (25) below, and this is the reason why the density remains uniform in the \(x\) - \(y\) plane, even for fractional filling factors.

The spin-dependent EE potential can be obtained from \(v_x^{\sigma}(z) = \delta E_x/\delta \rho_\sigma(z)\), which reads

\[
v_x^{\sigma}(z) = -\frac{1}{l_B N_\phi \nu_2} \int dz' \rho_\sigma(z') S_{1,\sigma}^{\sigma}(z,z') - \frac{1}{l_B N_\phi} \int dz \int dz' \rho_\sigma(z) \rho_\sigma(z') \times \frac{\partial (S_{1,\sigma}^{\sigma}(z,z'))}{\partial \gamma_i^{\sigma}} \frac{\partial \gamma_i^{\sigma}}{\partial \rho_\sigma(z)},
\]

where the first (second) term comes from the explicit (implicit) dependence of \(E_x\) on \(\rho_\sigma(z)\). After some calculations, equation (5) becomes

\[
v_x^{\sigma}(z) = u_x^{\sigma}(z) + \Delta v_x^{\sigma},
\]

with \(u_x^{\sigma}(z)\) being the first term in equation (5), \(\Delta v_x^{\sigma} = \eta_x^{\sigma} - \bar{u}_x^{\sigma}, \ u_x^{\sigma} = \int \lambda_i^{\sigma}(z)\lambda_i^{\sigma}(z)dz, \) and \(\eta_x^{\sigma} = -\langle \rho_\sigma | S_{1,\sigma}^{\sigma} | \rho_\sigma \rangle / (\nu_2^2 N_\phi^2 l_B)\).
It remains to define
\[ S_{2}^{\nu}(t) = \sum_{n,m} \frac{(\partial n_{n,\sigma}^{2D}/\partial \gamma_{\sigma}^{2D})}{n_{n,\sigma}^{2D}} I_{n}^{\nu}(t), \] (7)

The expressions for $E_s$ and $u_s^\nu(z)$ may be further simplified if we consider the low-temperature limit $T \to 0$ ($\hbar \omega_c \gg k_B T$). Then, denoting by $[\nu_\sigma]$ the integer part of $\nu_\sigma$, the occupation factors are just given by
\[
\begin{aligned}
    n_{n,\sigma}^{2D} &\equiv n_{n,\sigma}^{2D} = \begin{cases} 1 & n < [\nu_\sigma] \\ p_\sigma & n = [\nu_\sigma] \\ 0 & n > [\nu_\sigma] \end{cases},
\end{aligned}
\] (8)

where $p_\sigma = \nu_\sigma - [\nu_\sigma]$, and $0 \leq p_\sigma < 1$ is the fractional occupation factor of the more energetic occupied LL with spin $\sigma$. This allows us to simplify the sums $S_{1}^{\nu}(t)$ and $S_{2}^{\nu}(t)$ as follows,
\[
\begin{aligned}
    S_{1}^{\nu}(t) &= \sum_{n_i,n_j} n_{n_i,n_j,\sigma}^{2D} I_{n_i}^{\nu}(t), \\
    &\approx \sum_{n_i,n_j=0}^{[\nu_\sigma]-1} I_{n_i}^{\nu}(t) + 2p_\sigma \sum_{n_i=0}^{[\nu_\sigma]-1} I_{n_i}^{\nu}(t) + p_\sigma^2 I_{[\nu_\sigma]}^{\nu}(t).
\end{aligned}
\] (9)

To rewrite expression (7) we use that $\frac{\partial n_{n,\sigma}^{2D}}{\partial \gamma_{\sigma}^{2D}} \approx \delta_{n,[\nu_\sigma]} \times \frac{\partial n_{n,\sigma}^{2D}}{\partial \gamma_{\sigma}^{2D}}$, then
\[
\begin{aligned}
    S_{2}^{\nu}(t) &= \sum_{n_i} \frac{1}{n_{n_i,n_j,\sigma}} \frac{\partial n_{n_i,n_j,\sigma}^{2D}}{\partial \gamma_{\sigma}^{2D}} I_{n_i}^{\nu}(t), \\
    &\approx \sum_{n_i} n_{n_i,n_j,\sigma}^{2D} I_{n_i}^{\nu}(t), \\
    &= \sum_{n_i=0}^{[\nu_\sigma]-1} I_{n_i}^{\nu}(t) + p_\sigma I_{[\nu_\sigma]}^{\nu}(t).
\end{aligned}
\] (10)

In the last line of equations (9) and (10), it must be fulfilled the constraint $[\nu_\sigma] - 1 \geq 0$. For the special case $[\nu_\sigma] = 0$, $S_{1}^{\nu}(t) = p_\sigma^2 I_{0}^{\nu}(t)$, and $S_{2}^{\nu}(t) = p_\sigma I_{0}^{\nu}(t)$.

### 2.2 Strict-2D limit

Up to this point we have followed the same calculation scheme as in the reference [4]. Now we will focus on the strict-2D limit of the q2DEG, that can be obtained using the replacement $|\lambda_i^{\nu}(z)|^2 \to \delta(z)$ in the previous expressions for the EE energy and potential in equations (3) and (5), obtaining respectively
\[
\begin{aligned}
    e_{x}(r_s,\nu) &= \frac{E_s}{N} = -\frac{1}{\sqrt{2} r_s \nu^{3/2}} \sum_{\sigma} S_{1}^{\nu}(0), \\
    &\approx e_{x}^{\nu}(r_s,\nu) + e_{x}^{\nu}(r_s,\nu),
\end{aligned}
\] (11)

and
\[
\nu_{s}^{\nu}(z) = \frac{-1}{r_s \nu} \sqrt{\frac{2}{\nu}} [S_{1}^{\nu}(\nu z) + \nu_{s}^{\nu}(0) - S_{1}^{\nu}(0)].
\] (12)

Also,
\[
\begin{aligned}
    u_{s}^{\nu}(z) &= \frac{-1}{r_s \nu} \sqrt{\frac{2}{\nu}} S_{1}^{\nu}(\nu z), \\
    \bar{u}_{s}^{\nu}(0) &= \frac{-1}{r_s \nu} \sqrt{\frac{2}{\nu}} S_{1}^{\nu}(0),
\end{aligned}
\] (13)

\[
\eta_{s}^{\nu} = -\frac{1}{r_s} \sqrt{\frac{2}{\nu}} S_{2}^{\nu}(0).
\] (15)

In the last expressions we have used that $l_B = r_s \sqrt{\nu/2}$, with $r_s$ being the 2D dimensionless parameter that characterizes the electronic density $N/A^* = (\pi r_s^2)^{-1}$. In the strict-2D limit the eigenvalues $\gamma_i^{\nu}$ becomes the reference energy. We can also suppose that the Zeeman splitting $\Delta E_z$ between spin-up and spin-down LL’s is smaller than the energy difference between consecutive LL’s with the same spin (that is $\hbar \omega_c > \Delta E_z \gg k_B T$) Then the LL’s will be filled in the sequential order $(n = 0, \uparrow) \to (n = 1, \downarrow) \to (n = 1, \uparrow) \to (n = 1, \downarrow) \ldots$, as we will consider in the following. We can write $S_{1}^{\nu}(0)$ and $S_{2}^{\nu}(0)$ in a simpler and more intuitive form:
\[
\begin{aligned}
    S_{1}^{\nu}(0) &= \sum_{n_i=0}^{[\nu_\sigma]-1} I_{n_i}^{\nu}(0) + 2p_\sigma \sum_{n_i=0}^{[\nu_\sigma]-1} I_{n_i}^{[\nu_\sigma]}(0) \\
    &\quad + p_\sigma^2 I_{[\nu_\sigma]}^{\nu}(0), \\
    &\equiv I_{1}([\nu_\sigma]) + 2p_\sigma I_{2}([\nu_\sigma]) + p_\sigma^2 I_{3}([\nu_\sigma]),
\end{aligned}
\] (16)

and
\[
\begin{aligned}
    S_{2}^{\nu}(0) &= \sum_{n_i=0}^{[\nu_\sigma]-1} I_{[\nu_\sigma]}^{\nu}(0) + p_\sigma I_{[\nu_\sigma]}^{[\nu_\sigma]}(0), \\
    &\equiv I_{2}([\nu_\sigma]) + p_\sigma I_{3}([\nu_\sigma]).
\end{aligned}
\] (17)

Here
\[
I_1(n + 1) = \int_{0}^{\infty} e^{-x^2/2} \left[ I_{n}^{\nu} \left( \frac{x^2}{2} \right) \right]^2 dx,
\]

\[
= \frac{\sqrt{\pi}}{2} (2n+3/2) \frac{1}{\sqrt{n}} F_2 \left( -n, \frac{1}{2}, \frac{3}{2}, -n - \frac{1}{2} \right). \] (18)
Also,
\[ I_2(n) = \int_0^\infty e^{-x^2/2} L_{n-1}^1 \left( \frac{x^2}{2} \right) L_n^0 \left( \frac{x^2}{2} \right) \text{d}x, \]
\[ = \frac{\sqrt{\pi} (1)_n (3/2)_n}{\sqrt{2} n!(n-1)!} 3 F_2 \]
\[ \times \left(-n, 1/2, 1, -n + 1/2, 1\right), \tag{19} \]
and
\[ I_3(n) = \int_0^\infty e^{-x^2/2} \left[ I_n^0 \left( \frac{x^2}{2} \right) \right]^2 \text{d}x, \]
\[ = \frac{\sqrt{\pi} (1)_n (1/2)_n}{\sqrt{2} (n!)^2} 3 F_2 \]
\[ \times \left(-n, 1/2, 1, -n + 1/2, 1\right). \tag{20} \]

In passing from the first to the second line in equations (18)–(20) we have used the result given in reference [23]. The \( \{a\}_n \) are the Pochhammer’s symbols [24], and then \( 3 F_2(\alpha, \beta; \gamma; z) \) is the \((3, 2)\) generalized hypergeometric function [24] evaluated at \( z = 1 \), for different values of the parameters \( \alpha, \beta, \gamma, \delta, \epsilon \). These explicit expressions for the quantities \( I_1(n) \), \( I_2(n) \), and \( I_3(n) \) are very useful for the analytical analysis of the zero-field limit, were \( n \gg 1 \). Besides, in the last expressions we have used the identities
\[ \sum_{n_1, n_2 = 0}^{[\nu_\sigma]-1} I_{n_1}^0 (0) = \int_0^\infty e^{-x^2/2} \left[ I_{n_1}^0 \left( \frac{x^2}{2} \right) \right]^2 \text{d}x, \tag{21} \]
\[ \sum_{n_1 = 0}^{[\nu_\sigma]-1} I_{n_1}^{[\nu_\sigma]} (0) = \int_0^\infty e^{-x^2/2} L_{n_1}^1 \left( \frac{x^2}{2} \right) L_0^0 \left( \frac{x^2}{2} \right) \text{d}x. \tag{22} \]

In the expression (16) for \( S^{\nu_\sigma}_1(0) \) we can identify the first term as corresponding to the exchange energy between electrons in filled LL’s, the second term as the exchange energy between electrons in filled LL’s and in the (last) partially filled LL, and the last term as representing the exchange energy between electrons in the (last) partially filled LL.

As an interesting remark, it should be noted that the EE potential at the location of the strict-2D electron gas is given by
\[ v_k^\sigma (z = 0) = -\frac{1}{\nu_\sigma} \sqrt{\frac{2}{\nu}} S^{\nu_\sigma}_2(0) = \eta_k^\sigma. \tag{23} \]

As we will see later, it has a non-trivial magnetic field dependence through the function \( S^{\nu_\sigma}_2(0) \).

As another piece of useful information, the one-particle density matrix for a strict-2D electron gas in a perpendicular magnetic field can be defined as
\[ \rho_1^\sigma (\rho, \rho') = \sum_{n=0}^{[\nu_\sigma]-1} \sum_{k=1}^{N_\sigma} \psi_{n,k}(\rho) \psi_{n,k}(\rho') \]
\[ + \sum_k \psi_{[\nu_\sigma],k}(\rho) \psi_{[\nu_\sigma],k}(\rho'), \tag{24} \]

The first term gives the contribution from all fully occupied LL, while the second term represents the contribution from the last LL, whose occupation may be fractional. Regarding this last term, and considering that within a given LL, and in the absence of interactions all values of \( k \) are equally probably, we replace the sum over \( k \) by an average over all \( N_\sigma \) possible configurations \( \{k\} \):
\[ \sum_k f_k(\sigma) \Rightarrow \frac{1}{N_\sigma} \sum_{\{k\} \in \{k\}} f_k(\sigma) = p_\sigma \sum_{k=1}^{N_\sigma} f_k(\sigma), \tag{25} \]
where \( p_\sigma \) is the same occupation factor of the highest LL as it was previously defined. Substituting the sum over \( k \) in the second line of equation (24) we have
\[ \rho_1^\sigma (\rho, \rho') = \sum_{n=0}^{[\nu_\sigma]-1} \sum_{k=1}^{N_\sigma} \psi_{n,k}(\rho) \psi_{n,k}(\rho') \]
\[ + p_\sigma \sum_{k=1}^{N_\sigma} \psi_{[\nu_\sigma],k}(\rho) \psi_{[\nu_\sigma],k}(\rho'). \tag{26} \]

Summing over all \( k \) and \( n \) we obtain
\[ \rho_1^\sigma (\rho, \rho') = \frac{N_\phi}{A^*} e^{i(\xi' \sigma + \zeta' \sigma')} e^{-\xi^2 / 2B} \left[ L_{[\nu_\sigma]-1}^1 \left( \frac{\rho - \rho'}{2B} \right) \right]^2 \]
\[ + p_\sigma L_{[\nu_\sigma]}^0 \left( \frac{\rho - \rho'}{2B} \right)^2. \tag{27} \]

After this “ensemble-average” (EA) approximation, we can see from this last equation that the electron density \( \rho_1^\sigma (\rho, \rho) = (N_\phi/A^*) \nu_\sigma = n_\sigma \), since \( L_{[\nu_\sigma]-1}^1 (0) = [\nu_\sigma] \) and \( L_{[\nu_\sigma]}^0 (0) = 1 \). In other words, the EA approximation amounts to disregard the possibility of having an inhomogeneous density for non-integer filling factors, even in the presence of a perpendicular magnetic field. Nevertheless we will see in the following that there exist differences in the exchange energy and potential for the homogeneous electron gas with and without applied magnetic field. Within the EA approximation, equation (27) generalizes an equivalent expression for the one-particle density-matrix given in reference [3], restricted to the case of \( p_\sigma = 0 \).
2.3 The LSDA for the strict-2D electron gas at zero and finite magnetic field

The exchange energy per particle for the arbitrarily spin-polarized 2D homogeneous electron gas at zero magnetic field is [3],
\[ e_{x}^{\text{LSDA}}(r_{s}, p) = -\frac{2\sqrt{2}}{3\pi r_{s}} \left[ (1 + p)^{3/2} + (1 - p)^{3/2} \right], \tag{28} \]

where \( p = (n_{\uparrow} - n_{\downarrow})/(n_{\uparrow} + n_{\downarrow}) \) is the fractional spin polarization. For inhomogeneous 2D systems in the presence of a perpendicular magnetic field \( B \), and in the Local Spin Density Approximation (LSDA), the same expression is assumed to be valid, but for the magnetic-field and position-dependent densities \( n_{\uparrow}(p) \) and \( n_{\downarrow}(p) \). It is one of the main goals of the present work to analyze the validity of the LSDA, for the case of homogeneous 2D systems in the IQHE regime, by comparison with our EE results.

The LSDA exchange potential for a strict-2D homogeneous electron gas at zero magnetic field can be obtained from the exchange energy per particle using that
\[ e_{x}^{\sigma, \text{LSDA}} = \partial(n e_{x}^{\text{LSDA}})/\partial n_{\sigma} = -\frac{2\sqrt{2}}{\pi r_{s}} \sqrt{1 \pm p}, \tag{29} \]

where we should take the + sign for the spin-up component and the − sign for the spin-down component. By assuming again that \( r_{s} \) and \( p \) are position and magnetic-field dependent quantities through their density dependence, equation (29) becomes the strict-2D LSDA for the exchange potential. Equations (11) and (12) are not obviously related to their LSDA counterparts given by equations (28) and (29). We will show later analytically and numerically that the LSDA expressions are the leading contributions of the corresponding EE rigorous expressions, in the limit of small magnetic field.

3 Results and discussions

3.1 Comparison between exact exchange and LSDA at finite magnetic field

Figure 1 shows the EE energy per particle vs \( \nu \), for \( r_{s} = 2.5 \). The LSDA result is also shown for comparison, using expression (28) and making the replacement \( p \rightarrow p(\nu) = |\nu_{\uparrow}(\nu) - \nu_{\downarrow}(\nu)|/\nu \). The differences between both results increases when the magnetic field is increased (small \( \nu \) limit). The exact-exchange energy displays derivative discontinuities at every integer filling factor \( \nu \), while this kind of discontinuity is present in the LSDA energy only at odd integer values of \( \nu \). In the LSDA the derivative of the exchange energy can be written as
\[ de_{x}^{\text{LSDA}}/d\nu = de_{x}^{\text{LSDA}}/dp \times dp(\nu)/d\nu, \]

and the discontinuities enter through \( dp/d\nu \) that is discontinuous at every integer value of \( \nu \). However, at even \( \nu \) values \( de_{x}^{\text{LSDA}}/dp = 0 \), the effect of \( dp(\nu)/d\nu \) is lost, and the derivative is continuous at this points. The difference between the LSDA and EE is rooted in the fact that the LSDA is a zero magnetic-field approximation, reflected in the parity property that \( e_{x}^{\text{LSDA}}(r_{s}, \nu) = e_{x}^{\text{LSDA}}(r_{s}, -\nu) \). This means that their expansion in the \( p \rightarrow 0 \) limit only involves even powers of \( p \). This leads to the property \( de_{x}^{\text{LSDA}}/dp = 0 \) for even \( \nu \). On the other side, \( e_{x}(r_{s}, \nu) \) fully includes the effect of the magnetic field. Other interesting difference between these two approaches to the exchange energy is that the EE result presents local minima at every integer \( \nu \) values, while the LSDA exchange energy has local minima only at odd \( \nu \) and local maxima at even \( \nu \). In the LSDA approach the exchange energy only depends (at constant density) on the polarization \( p \), and the polarization presents local minima at even \( \nu \) (loosing exchange energy) and local maxima at odd \( \nu \)'s (gaining exchange energy). The behavior of EE energy is however more complicated: besides \( p \), it also depends of the occupation factor of the last occupied orion. The spin-discriminated contributions \( e_{x}^{\uparrow}(r_{s}, \nu) \) and \( e_{x}^{\downarrow}(r_{s}, \nu) \) are also displayed.

\footnote{For material parameters corresponding to GaAs as well-acting semiconductor, \( r_{s} = 2.5 \) corresponds to a 2D density equal to \( 4.9 \times 10^{10}/\text{cm}^{2} \), which is a typical density for the 2D semiconductor systems addressed in this work.}

\footnote{Note that formally this replacement may be motivated by using the relation \( n_{\sigma} = \nu_{\sigma} N_{G} \).}
large $\nu$. This point will be discussed in more detail in the following section. It should be also emphasized that the jump given by $\Delta v_\nu^S$ above applies also to the full exchange potential $v_\nu^S(z)$, and not only to its strict-2D contribution $v_\nu^S(0)$ discussed above. This issue is further discussed in the discussion surrounding Figure 4.

### 3.2 Zero magnetic-field limit

From the previous results we can see that by decreasing the magnetic field (and then increasing $\nu$) the EE results somehow become similar to the LSDA results. Now we will show that we can obtain the LSDA results analytically as a zero-field limit of our EE expressions. This can be considered as a critical test on the consistency of the present formalism. In the first place, the EE energy in expression (11) should reduce to expression (28). For proving that, we can write the EE energy per particle in the form,

$$
\epsilon_x(r_s, \nu) = -\frac{2\sqrt{2}}{3\pi r_s} \left\{ [1 + p(\nu)]^{3/2} \tilde{S}_1^{\nu_e} + [1 - p(\nu)]^{3/2} \tilde{S}_1^{-\nu_e} \right\},
$$

with $\tilde{S}_1^{\nu_e} = (3\pi/8\sqrt{2})S_1^{\nu_e}(0)/\nu^3/2$. This re-writing is motivated by the fact that now the difference between the EE and LSDA exchange energies is just related to how far are the factors $\tilde{S}_1^{\nu_e}$ from unity. Using that (see Appendix A, Eq. (A.8))

$$
\lim_{\nu_e \to \infty} \tilde{S}_1^{\nu_e} \to 1,
$$

we have

$$
\lim_{\nu \to \infty} \epsilon_x(r_s, \nu) = \epsilon_x^{\text{LSDA}}(r_s, p),
$$

where we have used that $p(\nu) = [\nu_\uparrow(\nu) - \nu_\downarrow(\nu)]/\nu$. This last result is the well-known exchange energy of the strict-2D electron gas at zero magnetic-field presented above.

On the other hand the limit $\nu \gg 1$ of the EE potential at $z = 0$, that is, the potential at the electron gas should coincide also with the respective strict-2D zero-field LSDA result. For the EE potential we can work in a similar way as with the energy, doing a re-writing of equation (23)

$$
v_\nu^S(z = 0) = -\frac{2\sqrt{2}}{\pi r_s} [1 \pm p(\nu)]^{1/2} \tilde{S}_2^{\nu_e},
$$

with $\tilde{S}_2^{\nu_e} = (\pi/2\sqrt{2})S_2^{\nu_e}(0)/\nu^{1/2}$. Using now that (see Appendix A, Eq. (A.9))

$$
\lim_{\nu_e \to \infty} \tilde{S}_2^{\nu_e} \to 1,
$$

we obtain

$$
\lim_{\nu \to \infty} v_\nu^S(z = 0) = v_\nu^S^{\text{LSDA}},
$$

the same expression as in the zero-field case. These two quantities $\tilde{S}_1^{\nu_e}$ and $\tilde{S}_2^{\nu_e}$ may be considered as a sort of...
finite-\(\nu\) “correction” factors, whose inclusion brings the LSDA results towards the EE expressions.

In Figure 3 we show how these two “correction” factors approach the LSDA limit as \(\nu\) increases, for the spin-up case. While it is seen there that \(S_2^{\nu^+}\) approach the large \(\nu\) limit of equation (32) quite rapidly, the approach of \(S_2^{\nu^-}\) to the LSDA limit is much slower, that explains the persistence of sizeable discontinuities in \(v_x^\uparrow(0)\) in Figure 2, even for large values of \(\nu\).

The abrupt jump expression for \(\Delta v_x^\sigma\) may be also analyzed by using the asymptotic expansions for \(I_2(n)\) and \(I_3(n)\) given in the Appendix. Since \(I_2([\nu_\sigma]) \sim ([\nu_\sigma])^{1/2}\) and \(I_3([\nu_\sigma]) \sim \ln([\nu_\sigma])/([\nu_\sigma])^{1/2}\) for large \(\nu_\sigma\), in the same low-field limit \(\Delta v_x^\sigma\) vanishes asymptotically as \(\ln([\nu_\sigma])/[\nu_\sigma]\). This is consistent with the fact that the LSDA exchange potential, that corresponds to the \(\nu_\sigma \rightarrow \infty\) limit has no discontinuities at integer filling factors.

It is important to remark the importance of the inclusion of \(\eta_\sigma^z\) term, which comes from the implicit derivative of the exchange energy with respect to the density. This term is the origin of derivative discontinuity and without it we cannot obtain the correct zero magnetic-field limit.

subsection{3.3 On the z-dependence of \(v_x^\sigma(z)\)}

Up to this point we have only considered the EE potential at the electron gas coordinate \(z = 0\). But as we have already discussed, the present procedure has the advantage that it provides quite naturally also its \(z\)-dependence, as follows.

Figure 4 displays the spin-up EE potential as defined in equation (12), as a function of \(z\) and for several values of \(\nu\), either approaching an even integer filling factor from above (\(\nu^+\)), or from below (\(\nu^-\)). Several interesting features of Figure 4 are worth of be commented:

(i) it gives a more complete perspective about how the EE potential discontinuity present at every integer \(\nu\) at \(z = 0\) and displayed in Figure 2 evolves with the distance \(z\); (ii) while the EE potentials corresponding to \(\nu^+\) approach the zero-field limit from above for increasing values of \(\nu\), the ones corresponding to \(\nu^-\) approach the same limit from below; and (iii) in the asymptotic limit \(|z|/l_B \gg 1\), the EE potential approach a finite non-negative value, that depends on the density and the magnetic field.

This last point can be further elaborated analytically: the large \(z\)-limit of \(v_x^\sigma(z)\) is given by the large \(z\)-limit of \(S_1^{\nu^+}([z])\) in equation (12). Now, according equation (9), what matters for this limit is how the functions \(I_n^m(t)\) behave for large values of their argument. Inspection of the explicit expression for \(I_n^m(t)\) in equation (5) of reference [4] reveals that for \(|z - z'|/l_B \gg 1\), only the limit of the integrand for small values of \(x\) contributes to the integral. Considering that \(L_{n_\sigma}^{n_\sigma}(-n_\sigma)(0) = n_\sigma!/(n_\sigma - n_\sigma)!\), we have then

\[
I_n^m \left( \frac{|z|}{l_B} \gg 1 \right) \overset{\nu^+}{\rightarrow} n_\sigma! \left( \frac{2}{|z|} \right)^{n_\sigma - n_\sigma} e^{-x |z|/l_B} dx,
\]

\[
= \frac{n_\sigma!}{n_\sigma!} \left( \frac{2}{|z|} \right)^{n_\sigma - n_\sigma} \times \frac{1}{2^{(n_\sigma - n_\sigma)}} \left( \frac{l_B}{|z|} \right)^{1+2(n_\sigma - n_\sigma)}.
\]

From this last expression is clear that the leading contribution to \(I_n^m \left( \frac{|z|}{l_B} \gg 1 \right)\) corresponds to \(n_\sigma = n_\sigma\), and then to \(n = m\): \(I_n^m \left( \frac{|z|}{l_B} \gg 1 \right) \rightarrow I_n^m \left( \frac{|z|}{l_B} \gg 1 \right) = l_B/|z|\).

And since \(\sum_{n} |\nu_n|^{-1} I_n \left( \frac{|z|}{l_B} \gg 1 \right) = |\nu_0|\), we
obtain

\[ v_x^\sigma(|z|/l_B \gg 1) \rightarrow C(r_*, \nu) - \frac{[\nu\sigma] + p_\sigma^2}{z\nu\sigma}, \quad (38) \]

where

\[ C(r_*, \nu) = \frac{1}{r_*\nu\sigma} \sqrt{\frac{2}{\nu}} [S_1^{\nu\sigma}(0) - \nu\sigma S_2^{\nu\sigma}(0)] . \quad (39) \]

We have checked numerically that the term \( C(r_*, \nu) \) is always non-negative; besides, it is equal to zero only when \( 0 < \nu\sigma < 1 \).5 Interestingly we obtain the universal \( 1/\nu \) asymptotic behavior [25] only in the limits of \( p_\sigma \rightarrow (0,1) \).6 In Figure 4 we compare this asymptotic behavior with the EE potential for \( \nu = 2^+ \), and it is seen how the asymptotic limit is reached for \( |z|/l_B \sim 10 \).

For the sake of completeness, we provide here also the spin-polarized EE potential at zero-magnetic field, which is given by [26,27]

\[ v_x^{\sigma,B=0}(z) = -\frac{1}{|z|} \left( 1 + \frac{L_1(2|z|^*) - I_1(2|z|^*)}{|z|^*} \right) \]

\[ + \frac{2\sqrt{2}}{3\pi r_s} \sqrt{1 \pm p} , \quad (40) \]

with \( L_1(x) \) and \( I_1(x) \) being the Struve and the modified Bessel functions, respectively, and \( |z|^* = \sqrt{2(1 \pm p)\pi}|z|/r_s \). This expression has been obtained from the quasi-2D EE integro-differential equation at zero magnetic field, after imposing the same one-subband constraint and strict-2D limit as in the present contribution. Its derivation will be given elsewhere. While in principle it is feasible to obtain it by taking the zero-field limit of equation (12), the lack of the simplifying identities in equations (18)–(20) makes all the calculations much more involved. Using that the limit of \( 1 + (L_1(2x) - I_1(2x))/x \) for \( x \rightarrow 0 \) is given by \( 8\pi^2/3\pi \), by evaluating the zero-field EE potential at \( z = 0 \) one obtains

\[ v_x^{\sigma,B=0}(z = 0) = -\frac{2\sqrt{2}}{\pi r_s} \sqrt{1 \pm p} , \quad (41) \]

that coincides with the zero-field limit of equation (36), as it should be. It is important to note that this internal consistency is only possible if the constant term \( \frac{2\sqrt{2}}{\pi r_s} \sqrt{1 \pm p} \) is present in equation (40).

The \( z \)-dependence of the EE potential can be useful for the study of coupled 2D electron gases like bilayers [28] and trilayers [21,22,29,30], in which this dependence appears as an inter-layer exchange term. We emphasize that in order of have a \( z \)-dependent exchange potential one should start from a quasi-2D expression for the exchange energy functional as we did in equation (1), and then take the strict-2D limit only for the electronic density, but preserving the extension of the Hartree and exchange potentials beyond the 2D electron layer.

### 4 Conclusions

Starting from a general exact-exchange quasi-2D formalism describing an electron gas confined in a semiconductor quantum well in the regime of the integer quantum Hall effect, we have obtained its strict-2D projection. The corresponding strict-2D calculations are much simpler than the ones associated with the quasi-2D case, since in the latter situation the self-consistent Kohn-Sham orbitals describing the subband physics must be obtained numerically. Instead, in our strict-2D evaluation, these Kohn-Sham orbitals are replaced by Dirac delta-functions, that constrains the electron dynamics to a single plane. As the filling of the emerging Landau levels proceeds, two main features results: i) the EE energy minimizes with a discontinuous derivative at every integer filling factor \( \nu \); and ii) the EE potential display sharp discontinuities at every integer \( \nu \). On the other side, the standard strict-2D LSDA displays derivative discontinuities in the exchange energy only at odd filling factors, and has no discontinuities in the corresponding exchange potential. It should be emphasized that these important differences between LSDA and EE at finite magnetic fields are present even when both are based in the same density, that remains homogeneous at finite magnetic field. More to the point, the differences are due to the fact that the functional form of the EE energy fully includes the effect of the magnetic field through the Landau orbitals, while the LSDA is a zero-field approximation.

The present work suggest, however, in a very natural way how to go beyond the strict-2D LSDA as applied in the strong magnetic field regime of inhomogeneous two-dimensional electron systems: replace \( v_x^{\sigma,LSDA} \) of equation (29) by \( v_x^{\sigma}(0) \) of equation (34). In the standard LSDA, the zero-field expression for the homogeneous 2D electron gas, \( v_x^{\sigma,LSDA} \), is applied to the finite magnetic field and inhomogeneous case by doing the local-density-approximation, that amounts to the replacements \( \rho_{\sigma}(r,s) \rightarrow \rho_{\sigma}(\rho) = 1/\sqrt{\pi n(\rho)} \), and \( p \rightarrow p(\rho) = (n_\uparrow(\rho) - n_\downarrow(\rho))/n(\rho) \). Under these assumptions, \( v_x^{\sigma,LSDA} \) becomes a position-dependent potential \( v_x^{\sigma,LSDA}(\rho) \rightarrow v_x^{\sigma,LSDA}(\rho) \). We suggest here that a more profound procedure will be to do the same local-density-approximation, but for our EE potential: \( v_x^{\sigma}(0) \rightarrow v_x^{\sigma}(\rho,0) \). The crucial difference between \( v_x^{\sigma,LSDA}(\rho) \) and \( v_x^{\sigma}(\rho,0) \) is that while in the former the effect of the magnetic field enters indirectly through the field-induced changes in the spin-polarization, in \( v_x^{\sigma}(\rho,0) \) the impact of the field is direct, since the functional form of the EE already fully contains the magnetic field. In other words, while \( v_x^{\sigma}(\rho,0) \) is exact in the case of the uniform 2D gas at arbitrary magnetic field, \( v_x^{\sigma,LSDA}(\rho) \) only is exact for the case of the homogeneous 2D gas at zero magnetic-field.
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Appendix A: Zero field limits

The analysis of the zero magnetic-field limit amounts to study the large n-limit of the functions $I_1(n)$, $I_2(n)$, and $I_3(n)$, defined in equations (18)-(20), respectively.

Starting with $I_1(n)$, we have that in the large-n limit

$$3F_2 \left( -n, \frac{1}{2}, -\frac{1}{2}; 2; -n - \frac{1}{2}; 1 \right) = \sum_{k=0}^{\infty} \frac{(-n)_k (\frac{1}{2})_k (-\frac{1}{2})_k}{k! (2)_k (-n - \frac{1}{2})_k},$$

$$\approx \sum_{k=0}^{\infty} \frac{(\frac{1}{2})_k (-\frac{1}{2})_k}{k! (2)_k},$$

$$= 2F_1 \left( \frac{1}{2}, -\frac{1}{2}; 1 \right).$$  \hspace{1cm} (A.1)

Using now the relation [24]

$$2F_1 \left( a, b; c; 1 \right) = \frac{\Gamma(c) \Gamma(c - a - b)}{\Gamma(c - a) \Gamma(c - b)} \left( \frac{a}{c} \right),$$  \hspace{1cm} (A.2)

we obtain that $2F_1 \left( \frac{1}{2}, -\frac{1}{2}; 1 \right) = \frac{8}{3\pi}$. Collecting all results so far,

$$I_1(n+1) \approx \frac{8}{3\sqrt{2\pi}} \frac{(2)_n (3/2)_n}{(n!)^2}. \ \hspace{1cm} (A.3)$$

In the last step, the Pochhammer’s symbols admit the asymptotic expansion

$$(a)_n \approx \sqrt{\frac{2\pi}{\Gamma(a)}} e^{-n^2/2} e^{-n} \left[ 1 + \mathcal{O}(1/n) \right], \ \hspace{1cm} (A.4)$$

and using the Stirling approximation $n! \approx \sqrt{2\pi} n^{n+1/2} e^{-n}$, we obtain that

$$I_1(n+1) \approx \frac{8\sqrt{2}}{3\pi} n^{3/2} + \mathcal{O} \left( n^{1/2} \right). \ \hspace{1cm} (A.5)$$

Regarding the large-n limit of $I_2(n)$, we are now concerned with the asymptotic limit of

$$3F_2 \left( -n, \frac{1}{2}, -\frac{1}{2}; 1, 2 - n; 1 \right) = \sum_{k=0}^{\infty} \frac{(-n)_k (\frac{1}{2})_k (-\frac{1}{2})_k}{k! (1)_k (\frac{1}{2} - n)_k},$$

$$\approx \sum_{k=0}^{\infty} \frac{(\frac{1}{2})_k (-\frac{1}{2})_k}{k!},$$

$$= 2F_1 \left( \frac{1}{2}; 1; 1 \right) = \frac{2}{\pi}. \ \hspace{1cm} (A.6)$$

In the last step we have used equation (A.2) again. Returning to equation (19),

$$I_2(n) \approx \frac{\sqrt{2}}{\pi} \frac{(1)_n (3/2)_n - 1}{n! (n - 1)!} \approx \frac{2\sqrt{2}}{\pi} n^{1/2} + \mathcal{O} \left( \frac{1}{n^{1/2}} \right). \ \hspace{1cm} (A.7)$$

Regarding the large-n limit of $I_3(n)$, we have numerical evidence that $I_3(n) \sim \ln(n)/n^{1/2}$ for $n \gg 1$. The scalings $I_1(n) \sim n^{3/2}$ and $I_2(n) \sim n^{1/2}$ are easy of understand from the corresponding definitions in equation (16); for a given scaling of $I_3(n)$, $I_2(n)$ has about $n$ contributions more, while $I_1(n)$ has a double sum with about $n^2$ terms. This is understandable also from a physical point of view: the contribution to the EE energy and potential of the last fractionally occupied LL should be negligible when the number of fully occupied LL becomes very large.

Putting all results together,

$$\lim_{n \to \infty} \frac{\tilde{S}}{\nu^2} = \frac{3\pi}{8\sqrt{2}} \lim_{\nu \to \infty} \frac{I_1([\nu \sigma]) + 2p_\sigma I_2([\nu \sigma]) + p_\sigma^2 I_3([\nu \sigma])}{\nu^{3/2}} \to 1. \ \hspace{1cm} (A.8)$$

In a similar way we can show that

$$\lim_{\nu \to \infty} \frac{\tilde{S}}{\nu^2} = \frac{\pi}{2\sqrt{2}} \lim_{\nu \to \infty} \frac{I_2([\nu \sigma]) + p_\sigma I_3([\nu \sigma])}{\nu^{3/2}} \to 1. \ \hspace{1cm} (A.9)$$

In principle, from the corrections to the leading term in equations (A.5) and (A.7) is feasible to obtain the corresponding corrections to the leading (LSDA) limits for $\sigma_s(r_s, \nu)$ and $\nu^\sigma_s(z)$, as given by equations (33) and (36), respectively. Since the final result is somehow involved, they will be given elsewhere.
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