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ABSTRACT. Consider a fibred compact Kähler manifold $X$ endowed with a relatively ample line bundle, such that each fibre admits a constant scalar curvature Kähler metric and has discrete automorphism group. Assuming the base of the fibration admits a twisted extremal metric where the twisting form is a certain Weil-Petersson type metric, we prove that $X$ admits an extremal metric for polarisations making the fibres small. Thus $X$ admits a constant scalar curvature Kähler metric if and only if the Futaki invariant vanishes. This extends a result of Fine, who proved this result when the base admits no continuous automorphisms.

As consequences of our techniques, we obtain the following analogues for maps of various fundamental results for varieties: if a map admits a twisted constant scalar curvature Kähler metric metric, then its automorphism group is reductive; a twisted extremal metric is invariant under a maximal compact subgroup of the automorphism group of the map; there is a geometric interpretation for uniqueness of twisted extremal metrics on maps.

1. INTRODUCTION

A basic question in complex geometry is whether or not a given Kähler manifold admits an extremal Kähler metric. A special case of an extremal Kähler metric is one that has constant scalar curvature (henceforth cscK), as the extremal condition simply means that the $(1,0)$-part of the gradient of the scalar curvature is a holomorphic vector field. One motivation for this question is the link with moduli theory: it is expected that one can form well-behaved moduli spaces of such manifolds. The goal of the present work is to give a new construction of extremal Kähler manifolds, using some ideas from moduli theory.

To motivate our work, we first review some older constructions of extremal Kähler metrics. The first general construction of such metrics is due to Hong [16], who considered fibrations $\pi : \mathbb{P}(E) \to B$, where $\mathbb{P}(E)$ denotes the projectivisation of a vector bundle $E$ on a compact complex manifold $B$. Suppose $B$ admits a line bundle $L$ with a cscK metric, and suppose in addition that $E$ admits a Hermite-Einstein metric. Assume moreover that the data involved does not admit continuous automorphisms, i.e. $\text{Aut}(X, L)$ is discrete and $E$ is indecomposable. Then Hong proves that $\mathbb{P}(E)$ admits a cscK metric in the class $rL + \mathcal{O}_{\mathbb{P}(E)}(1)$ for $r \gg 0$ [16], where we have used additive notation for the tensor product of line bundles, and suppressed pullbacks. In later work Hong relaxes the assumption on the automorphisms, showing that provided $E$ is $\text{Aut}(X, L)$-invariant then the class $rL + \mathcal{O}_{\mathbb{P}(E)}(1)$ still admits a cscK metric provided the so-called Futaki invariant vanishes on $\mathbb{P}(E)$ [17]. Most recently Hong has proved that the analogous result holds even if $E$ is not $\text{Aut}(X, L)$-invariant, however in this case $E$ is required to satisfy a certain finite-dimensional stability condition [18]. The latter result was
extended to the case that $B$ instead admits an extremal metric by Lu-Seyyedali [23].

Projective bundles as above form one extreme of the types of fibrations. The other extreme is a fibration $\pi : X \to B$ such that each fibre is a smooth projective manifold with discrete automorphism group, but with possibly varying complex structure (thus the map $\pi$ is a holomorphic submersion). This is the situation considered by Fine [11]. Assume that $X$ admits a relatively ample line bundle $H$ such that the fibre $(X_b, H_b)$ admits a cscK metric for all $b \in B$, and that $B$ admits an ample line bundle $L$ with a unique twisted cscK metric, i.e. one satisfying $S(\omega) - \Lambda_\omega \alpha = \text{const}$, for $\alpha$ a closed $(1,1)$-form which is determined by the geometry of the fibration. Then Fine proves that $X$ admits a cscK metric in the class $rL + H$ for $r \gg 0$. The assertion that $\omega \in c_1(L)$ is the unique solution to the twisted cscK equation ensures that a relevant linear operator is invertible, which allows an approximate solution to the cscK equation to be constructed.

Our main result is the following:

**Theorem 1.1.** Suppose $(X, H) \to (B, L)$ is a fibration, with $B$ and $X$ compact, such that each fibre $X_b$ has discrete automorphism group and $(X_b, H_b)$ admits a cscK metric for all $b \in B$. Suppose in addition that $(B, L)$ admits a twisted extremal metric with twist $\alpha$ a closed $(1,1)$-form as above, and that the extremal vector field on $B$ lifts to $X$. Then $(X, rL + H)$ admits an extremal metric for all $r \gg 0$.

Here a twisted extremal metric satisfies the condition that the gradient of $S(\omega) - \Lambda_\omega \alpha$ is a holomorphic vector field, called the extremal vector field. In the cscK case we obtain:

**Corollary 1.2.** With all notation as above, $(X, rL + H)$ admits a cscK metric for all $r \gg 0$ if and only if the Futaki invariant vanishes.

The main point is that we are not assuming $\omega$ is a unique solution of the twisted extremal equation. We shall see in Remark 3.22 that the uniqueness assumption in Fine’s result is analogous to Hong’s assumption that the base has no automorphisms in Hong’s first result [16], and thus the corollary above is analogous to Hong’s second result [17]. Surprisingly, while Hong had to assume that the vector bundle $E$ he considers is $\text{Aut}(X,L)$-invariant in [17], we do not need to make any such an assumption on the fibration $X \to B$. Thus our main result proves also the analogous result of Hong’s most recent work described above [18], and also that of Lu-Seyyedali [23].

The starting point of our result is the perspective of [7], that twisted cscK and extremal metrics are best understood when $\alpha$ is the pullback of some Kähler form from a map $p : B \to \mathcal{M}$. Indeed in this case, through [7, 9], the existence of a twisted cscK metric is conjecturally equivalent to a notion of K-stability for the map $p : B \to \mathcal{M}$ (with one direction of this conjecture proven in [9]). To view $\alpha$ in this way, we first observe that $\alpha$ can be identified with a Weil-Petersson metric induced from the cscK metrics on the fibres $(X_b, L_b)$, as introduced by Fujiki-Schumacher [13].

In order to see $\alpha$ as the pullback of a Kähler form through a morphism, we wish to use a moduli space which parametrises the fibres. As this is rather fundamental to our approach, we do this in two ways. The first is to directly appeal to the construction of Fujiki-Schumacher of a moduli space of cscK manifolds [13], on which they show the Weil-Petersson metric is Kähler with $\alpha \in c_1(L_{CM})$, where
$L_{CM}$ is the CM-line bundle of $[13, 29]$. The second is a more direct construction of the moduli space via algebro-geometric methods, by using Donaldson’s fundamental result that a projective manifold which admits a cscK metric, and with discrete automorphism group, is asymptotically Chow stable $[10]$. We can then construct an appropriate moduli space as a subvariety of a quotient of a moduli space of certain Chow stable varieties, on which the Weil-Petersson metric is shown to have the desired positivity properties.

Fine uses his assumption that the twisted cscK metric he assumes exists is moreover unique in order to obtain that a certain linear operator $L_\alpha$ is invertible, which allows him to build certain approximate cscK metrics on $X$. We show that when $\alpha$ is the pullback of a Kähler form through $p$ as above, the kernel of $L_\alpha$ can be identified with the vector fields whose flows induce automorphisms of the map $p : B \to M$. Since we have realised $M$ as a moduli space parametrising the fibres, we show that these automorphisms are precisely those which lift to $X$ (this is clearest working with the moduli space as a quotient of a Chow variety), and therefore that all holomorphic vector fields on $X$ can be identified with lifts of holomorphic vector fields on $B$ preserving $p$. While $L_\alpha$ is no longer invertible, by searching for extremal metrics on $X$ instead of cscK metrics we show that one can adapt Fine’s technique to produce an approximately extremal metric. An implicit function theorem argument then gives a genuine extremal metric, proving Theorem 1.1. Corollary 1.2 is then a simple consequence of the fact that an extremal metric is cscK if and only if the Futaki invariant vanishes.

As mentioned above, twisted cscK metrics are conjecturally linked to stability notions for maps between polarised varieties, and hence to the moduli theory of maps $[7, 9]$. One of the fundamental aspects of the relationship between (genuine) cscK metrics and stability is the link between the scalar curvature operator and the geometry of the polarised variety $(X, H)$ (here $H$ is an ample line bundle on $X$). The basic result along these lines is that the kernel of the Lichnerowicz operator (the linearisation of the scalar curvature at a cscK metric) can be identified with the Lie algebra of the automorphism group $\text{Aut}(X, H)$. We shall show in Section 3 that an analogous result holds for maps, namely the kernel of the “twisted” Lichnerowicz operator on a map $(B, L) \to (M, L_M)$ can be identified with the Lie algebra $\mathfrak{p}$ of the automorphism group of the map $p$. Our first concrete consequence of this identification is the following analogue of Matsushima’s theorem:

**Theorem 1.3.** Suppose the map $p$ admits a twisted cscK metric. Then the Lie algebra $\mathfrak{p}$ is reductive.

We further give a detailed description of the automorphism group on a map admitting a twisted extremal metric. Similar ideas give the following.

**Theorem 1.4.** A twisted extremal metric is unique up to the action of a compact subgroup of automorphism group of the map. Moreover, a twisted extremal metric is invariant under a maximal compact subgroup the same automorphism group.

For the first statement our main contribution is the geometric interpretation rather than the uniqueness result per se. Deep work of Berman-Berndtsson $[2]$ proves uniqueness of extremal metrics, and uniqueness of twisted extremal metrics when the twisting form $\alpha$ is positive (so from our perspective $p$ is an embedding).
fact their techniques apply to a broader class of equations without change, provided one understands the Hessian of the appropriate log norm functional. For us this functional is the twisted Mabuchi functional, and we show the Hessian of this functional degenerates precisely along the automorphisms of the map $p$, leading to the above statement. In particular, it follows (see Remark 3.22) that the uniqueness assumption in Fine’s work [11] is equivalent to demanding that the total space of the fibration $(X, rL + H)$ admit no continuous automorphisms. The automorphism invariance of a twisted extremal metric is a consequence of the structure theory of the automorphism group of the map that we develop, in a similar way to Calabi’s results for extremal metrics. We hope these results demonstrate clearly that the natural geometric setting for the study of twisted cscK metrics is on maps between polarised varieties.

Twisted extremal metrics play an analogous role to extremal metrics for polarised varieties, for example they are critical points of the twisted Calabi functional. It is thus natural to expect that there is a stability notion associated to the existence of twisted extremal metrics, extending the notion introduced by Székelyhidi for extremal metrics [26] and building on his finite dimensional stability interpretation for critical points of the norm squared of a moment map. The link between critical points of moment maps and moduli theory was elucidated by Atiyah-Bott [1], and thus it is natural to expect twisted extremal metrics similarly play an important role in the moduli theory of maps. We refer to [26, 8] for results linking extremal metrics to stability notions.

As remarked above, we give a construction the moduli space parametrising the fibres as a quotient of a certain Chow variety. This technique allows us to give new, simple proofs (though perhaps known to experts) of two deep results of Fujiki-Schumacher [13] regarding the properties of the moduli space cscK manifolds: such a moduli space is automatically separated, and any proper subspace of such a moduli space is projective.

Lastly, we remark that our main interest in Theorem 1.1 is in the interplay between the existence theory for extremal metrics and the moduli theory of the fibres, and at present we do not know of any new explicit examples in which our result applies. Nevertheless we expect such examples to be rather abundant, since stability of $p$ (and hence the existence of twisted cscK or extremal metrics) is expected to be a very common property. In fact, through the link with stability, we hope to produce new examples in the following situation. Suppose $p : B \to \mathcal{M}$ is a Fano map, which means that $L = -K_B - L_{CM}$ is ample. The analogue of the Yau-Tian-Donaldson conjecture described in [7, 9] predicts that the existence of a twisted Kähler-Einstein metric (hence twisted cscK) on $p$ is equivalent to the map $p$ being equivariantly K-stable. There are now several ways of producing explicit examples of (equivariantly) K-stable Fano varieties, for example the threefolds with a two-dimensional torus action of Ilten-Süss [19], which admit Kähler-Einstein metrics by the work of Chen-Donaldson-Sun [5] and Datar-Székelyhidi [6]. Thus by analogy, assuming an analogue of the Yau-Tian-Donaldson conjecture for Fano maps can be proved, we hope to produce cscK metrics on fibrations, where the base is a Fano map. We leave this for future work.
Outline: We begin in Section 2 with preliminaries detailing the geometry of fibrations and giving some basic information on twisted extremal metrics. Section 3 calculates the linearisation of the twisted extremal operator, and gives an interpretation of its kernel as vector fields preserving the map. The moduli theory is also discussed in Section 3 leading to the fact that the vector fields in the appropriate kernel are precisely those that lift to the total space of the fibration. Section 4 continues with general theory of maps, proving that the existence of a twisted extremal metric imposes certain constraints on the automorphism group of the map, proving Theorems 1.4 and 1.3. We prove the existence of an approximately extremal metric in Section 5, and use an implicit function theorem argument to conclude the existence of a genuine extremal metric in Section 6.

Notation: For a holomorphic submersion \( \pi : X \to B \), the fibres will be denoted \( X_b \) for \( b \in B \) and are always assumed to have fixed dimension \( m \). We suppress pullbacks of line bundles under this map, and use additive notation for line bundles, so that if \( H \) is a relatively ample line bundle on \( X \) and \( B \) is an ample line bundle on \( B \) then \( rL + H \) denotes the line bundle \( (\pi^*L)^{\otimes r} \otimes H \) on \( X \).

We will often have a map \( p : B \to M \), and will let \( \mathfrak{g} \) denote the Lie algebra of \( \text{Aut}(B, L) \), with \( \mathfrak{p} \) the Lie subalgebra of holomorphic vector fields that also preserve \( p \) (in a sense that we shall define). We denote \( \mathfrak{h} \) the Lie algebra of holomorphic vector fields on \( X \) which have a zero (hence lift to one, and so any, ample line bundle). We shall see that when \( M \) is a moduli space, one can identify \( \mathfrak{h} \) and \( \mathfrak{g} \) naturally. Fixing a maximal compact torus \( t \) of \( \mathfrak{p} \) will then induce a maximal torus \( \mathfrak{t} \) of \( \mathfrak{h} \). Given a Kähler metric, the potentials for these vector fields will be denoted with a bar, for example \( \bar{h} \). The extremal vector field on \( B \) will be denoted \( \nu \).
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2. Preliminaries

2.1. Fibrations. We recall the setup which is largely the same as considered by Fine [11]. Let \( \pi : X \to B \) be a holomorphic submersion. We denote by \( \mathcal{H} = \pi^*TB \) the horizontal tangent bundle, and denote by \( \mathcal{V} \) the vertical tangent bundle. The fibration structure induces a short exact sequence of holomorphic vector bundles on \( X \)

\[
0 \to \mathcal{V} \to TX \to \mathcal{H} \to 0.
\]

Suppose now that \( H \) is a relatively ample line bundle on \( X \), endowed with a relatively Kähler metric \( \omega_0 \in c_1(H) \). The main example is when each fibre \( (X_b, H_b) \) admits a cscK metric and has discrete automorphism group, as then these metrics glue to a relatively Kähler metric on \( H \). This in turn induces a metric on \( \mathcal{V} \) and hence one obtains a metric on \( \det \mathcal{V} \), which is simply the fibrewise Ricci curvature of \( \omega_0 \) [11 Section 3.1]. Denote this form by \( \rho \in c_1(\mathcal{V}) = c_1(\det \mathcal{V}) \). Note that the determinant \( \det \mathcal{V} \) is simply \( -K_{X/B} \), the relative anti-canonical class.

Since \( \omega_0 \) restricts to a non-degenerate metric on each fibre, one obtains a splitting in the smooth category \( TX \cong \mathcal{V} \oplus \mathcal{H} \) by

\[
\mathcal{H}_x = \{ u \in T_x X \mid \omega_0(u, v) = 0 \text{ for all } v \in \mathcal{V} \}.
\]
This further defines splittings in the smooth category of any tensor on $X$ and, following [11] Section 3.1, to any tensor we shall refer to the components purely from $\mathcal{V}$ and $\mathcal{H}$ as the vertical and horizontal components, respectively. We will also let $\omega_b$ denote the metric on $\mathcal{V}$ induced by $\omega_0$.

Given a function $\phi$ on $X$ one obtains a function $\int_{X/B} \phi \omega^m$ by integrating over the fibres, i.e.

$$
\left( \int_{X/B} \phi \omega^m \right) (b) = \int_{X_b} \phi|_{X_b} \omega_b^m,
$$

where $m$ is the fibre dimension. One can generalise this as follows. For a $(p,p)$-form $\eta$ on $X$ one obtains a $(p-m,p-m)$ form $\int_{X/B} \eta$ on $B$ by first using the submersion structure to write $\eta = \psi \wedge \pi^* \kappa$ for $\kappa$ a $(p-m,p-m)$-form on $B$, and then defining

$$
\int_{X/B} \eta = \left( \int_{X/B} \psi \right) \kappa.
$$

As in Fine’s work [11] [12], applying this to the horizontal component of $\rho$ gives a $(1,1)$-form $\alpha$ on $B$, which is closed. Setting $\rho_H$ to be the horizontal component of $\rho$, explicitly we have

$$
\alpha = -\frac{\int_{X/B} (\rho_H \wedge \omega_0^m)}{\int_{X/B} \omega_0^m}.
$$

From this one obtains a splitting

$$
C^\infty(X) \cong C^\infty_0(X) \oplus C^\infty(B),
$$

where $C^\infty_0(X)$ denotes the functions which integrate to zero over the fibres (i.e. $\phi \in C^\infty_0(X)$ is equivalent to $\int_{X/B} \phi \omega^m = 0$).

2.2. **Twisted extremal metrics.** Let $B$ be a Kähler manifold endowed with an ample line bundle $L$. We say that a Kähler metric $\omega \in c_1(L)$ is a constant scalar curvature Kähler (cscK) metric if

$$
S(\omega) = \Lambda_\omega \text{Ric} \omega = c,
$$

where

$$
c = n \frac{-K_X \cdot L^{n-1}}{L^n} = n \frac{\int_X \text{Ric} \omega \wedge \omega^{n-1}}{\int_X \omega^n}
$$

is the only possible topological constant and $n = \dim B$. We say further that $\omega$ is extremal if $\partial \nabla^{1,\bar{1}}(S(\omega) = 0$.

Suppose in addition that $\alpha$ is a semipositive $(1,1)$ form on $B$. The typical case we shall consider is when $\alpha$ is the pullback of a Kähler metric from a map $B \to M$. We say that $\omega \in c_1(H)$ is a twisted cscK metric if

$$
S(\omega) - \Lambda_\omega \alpha = c,
$$

where $c$ is the appropriate topological constant. In this form these metrics were first studied by Fine [11], though the study of the special case of twisted Kähler-Einstein metrics goes back at least to Yau. More generally we say that $\omega$ is twisted extremal if $\partial \nabla^{1,\bar{1}}(S(\omega) - \Lambda_\omega \alpha) = 0$. Clearly a twisted cscK metric is extremal, and conversely we shall see that a twisted extremal metric is twisted cscK if $B$ admits no holomorphic vector fields.
For a Kähler manifold $(X, A)$ with an ample line bundle $A$, we define $\text{Aut}(X, A)$ to be the automorphisms of $X$ which lift to $A$. Its Lie algebra $\mathfrak{h}$ consists of holomorphic vector fields whose flows lift to $L$. By a well known result of LeBrun-Simanca [22, Theorem 1], these vector fields are precisely those which vanish somewhere, and in particular are independent the choice of ample line bundle $A$. Fixing a metric $\omega \in c_1(A)$ with induced Riemannian metric $g$, each element $\xi \in \mathfrak{h}$ can be written in coordinates, and using the obvious notation, as

$$\xi^j = g^{jk} \partial_k f,$$

for some $f \in C^\infty(X, \mathbb{C})$, unique up to the addition of a constant, called a holomorphy potential for $\xi$. We denote by $\mathfrak{h}$ the holomorphy potentials of the holomorphic vector fields in $\mathfrak{h}$.

The isomorphism $T^{1,0}X \cong TX$ between the holomorphic and real tangent bundles gives a correspondence

$$g^{jk} \partial_k f \rightarrow \frac{1}{2}(\nabla u + J \nabla v),$$

where $f = u + iv$ is the decomposition of $f$ into real and imaginary parts and $J$ is the complex structure. We also denote by $t \subset \mathfrak{h}$ the vector fields in $\mathfrak{h}$ which correspond to Killing vector fields under this isomorphism, which by above are vector fields with purely imaginary holomorphy potential.

Denote by

$$D_\omega : C^\infty(X, \mathbb{C}) \rightarrow C^\infty(X, \mathbb{C}),$$

$D_\omega = \bar{\partial} \nabla^{1,0},$

and recall the Lichnerowicz operator is defined as $D_\omega^* D_\omega$. We shall use two key facts regarding this operator: firstly, it is the linearisation of the scalar curvature if $\omega$ is a cscK metric; secondly, the kernel $\ker D_\omega^* D_\omega = \ker D_\omega$ consists precisely of holomorphy potentials $f$, see [4]. Denoting $\ker_0 D_\omega^* D_\omega$ the kernel restricted to functions which integrate to zero with respect to the volume form induced by $\omega$, it follows that this operator induces an isomorphism

$$\ker_0 D_\omega^* D_\omega \rightarrow \mathfrak{h},$$

$$f \rightarrow g^{jk} \partial_k f.$$

Using this operator one sees that a Kähler metric is extremal precisely if its scalar curvature is a holomorphy potential, or equivalently $D_\omega S(\omega) = 0$. Similarly a Kähler metric on $B$ is a twisted extremal metric if and only if $S(\omega) - \Lambda_\omega \alpha$ is a holomorphy potential, i.e. it lies in $\mathfrak{b}$ and so corresponds to an element of the Lie algebra $\mathfrak{b}$ of $\text{Aut}(B, L)$.

The twisted extremal equation can therefore be written

$$S(\omega) - \Lambda_\omega \alpha - f = 0,$$

where $h$ is the potential of some holomorphic vector field $\nu \in \mathfrak{b}$ with respect to the Kähler metric $\omega$. If we consider a perturbation $\omega + i \partial \bar{\partial} \phi$ of $\omega$ within its Kähler class, then the potential for $\nu$ changes by $\nu(\phi) = \frac{1}{2}(\nabla f, \nabla \phi)$, where the inner product and gradient is taken using $\omega$ (see for example [27, Lemma 12]). Writing the twisted extremal equation as an equation for $\phi$ gives

$$S(\omega + i \partial \bar{\partial} \phi) - \Lambda_{\omega + i \partial \bar{\partial} \phi} \alpha - \frac{1}{2}(\nabla f, \nabla \phi) - f = 0.$$
Thus to solve the extremal equation, we must find a zero of the map

\[ P : C^{4,\alpha}(B) \times \mathbb{R} \to C^{0,\alpha}(B), \]

\[ P(\phi, f) = S(\omega + i\partial \overline{\partial} \phi) - \Lambda_{\omega + i\partial \overline{\partial} \phi} \alpha - \frac{1}{2} \langle \nabla f, \nabla \phi \rangle - f. \]

A standard elliptic regularity argument then implies a \( C^{4,\alpha} \)-twisted extremal metric is actually smooth, just as for extremal metrics.

### 3. Lifting vector fields

#### 3.1. Linearising the twisted extremal operator

One of the key links between cscK metrics and the geometry of Kähler manifolds is through the Lichnerowicz operator, whose kernel is precisely given by the holomorphy potentials of the Kähler manifold. The goal of this section is to prove an analogous result for twisted cscK and extremal metrics. We begin with the following calculation of the linearisation of the twisted extremal operator:

**Proposition 3.1.** The linearisation of the twisted extremal operator \( P \) is given as

\[
\begin{align*}
 dP_{(0,f)}(\phi, h) = & -D_n^\ast D_\omega(\phi) + \frac{1}{2} \langle \nabla (S(\omega) - f), \nabla \phi \rangle + \langle i\partial \overline{\partial} \phi, \alpha \rangle \omega - h. 
\end{align*}
\]

**Proof.** Recall that the linearisation of the extremal operator \( Q : C^{4,\alpha}(B) \times \mathbb{R} \to C^{0,\alpha}(B) \)

\[
\begin{align*}
 Q(\phi, f) = & S(\omega + i\partial \overline{\partial} \phi) - \frac{1}{2} \langle \nabla f, \nabla \phi \rangle - f.
\end{align*}
\]

is given by

\[
\begin{align*}
 dQ_{(0,f)}(\phi, h) = & -D_n^\ast D_\omega(\phi) + \frac{1}{2} \langle \nabla (S(\omega) - f), \nabla \phi \rangle - h.
\end{align*}
\]

Thus all that remains is to subtract the linearisation of the operator \( \phi \to \Lambda_{\omega} \alpha \), where \( \omega_\phi = \omega + i\partial \overline{\partial} \phi \). Writing

\[
(\Lambda_{\omega} \alpha) \omega_\phi^0 = n\alpha \wedge \omega_\phi^{n-1}
\]

and expanding one sees that the linearisation is given by

\[
\phi \to \frac{n(n-1)i\partial \overline{\partial} \phi \wedge \alpha \wedge \omega^{n-2}}{\omega^n} - \Lambda_{\omega} \alpha \cdot \Delta(\phi).
\]

We claim that

\[
-\langle i\partial \overline{\partial} \phi, \alpha \rangle \omega = \frac{n(n-1)i\partial \overline{\partial} \phi \wedge \alpha \wedge \omega^{n-2}}{\omega^n} - \Lambda_{\omega} \alpha \cdot \Delta(\phi).
\]

Using the formula

\[
n(n-1)\beta_1 \wedge \beta_2 \wedge \omega^{n-2} = (\Lambda_{\omega} \beta_1 \Lambda_{\omega} \beta_2 - \langle \beta_1, \beta_2 \rangle_\omega) \omega^n
\]

for \((1,1)\)-forms \( \beta_1, \beta_2 \) [28, Lemma 4.7], together with \( \Delta(\phi) = \Lambda_{\omega}(i\partial \overline{\partial} \phi) \), gives

\[
-\langle i\partial \overline{\partial} \phi, \alpha \rangle \omega^n = n(n-1)i\partial \overline{\partial} \phi \wedge \alpha \wedge \omega^{n-2} - \Lambda_{\omega} \alpha \cdot \Delta(\phi) \omega^n,
\]

as required. \( \Box \)
While the above results hold without any assumptions on $\alpha$, it will now be useful to assume $\alpha$ is semipositive. Recall from Section 2.2 that $D^*D\phi = 0$ if and only if $\phi$ is a holomorphy potential, and so the kernel of the linearisation of the extremal operator (3.2) at an extremal metric consists precisely of holomorphy potentials. The analogue of this statement for the twisted extremal operator is the following, which is the operator obtained by choosing $f = S(\omega) - \Lambda_\omega\alpha$ and restricting to $h = 0$ in the operator (3.1).

**Proposition 3.2.** Define an operator

$$L_\alpha(\phi) = -D^*_\omega D_\omega(\phi) + \frac{1}{2}\langle \nabla \Lambda_\omega \alpha, \nabla \phi \rangle + \langle i\partial\overline{\partial}\phi, \alpha \rangle.$$  

Suppose $\alpha$ is semipositive. Then the kernel of $L_\alpha$ consists of holomorphy potentials satisfying $|\nabla \phi|_\alpha = 0$.

**Proof.** First note that $L_\alpha(\phi) = 0$ if and only if for all $\psi \in C^\infty(X)$ we have

$$0 = \int_B L_\alpha(\phi)\psi \omega^n = \int_B \left( -D^*_\omega D_\omega(\phi) + \frac{1}{2}\langle \nabla \Lambda_\omega \alpha, \nabla \phi \rangle + \langle i\partial\overline{\partial}\phi, \alpha \rangle \right) \psi \omega^n.$$  

The Lichnerowicz operator $D^*_\omega D_\omega$ is self-adjoint and hence satisfies

$$\int_B D^*_\omega D_\omega(\psi)\omega^n = \int_B \langle D_\omega(\phi), D_\omega(\psi) \rangle \omega^n.$$  

Using equation (3.3), the remaining part of the integral equals

$$\int_B (L_\alpha(\phi) + D^*_\omega D_\omega(\phi))\psi \omega^n = \int_B \left( \frac{1}{2}\langle \nabla \Lambda_\omega \alpha, \psi \nabla \phi \rangle \omega^n + \int_B \psi \Delta(\phi)\Lambda_\omega \alpha \omega^n - n(n-1)\int_B \psi i\partial\overline{\partial}\phi \wedge \alpha \wedge \omega^{n-2}. \right)$$  

Applying the Leibniz rule for $\nabla^*$, we see that

$$\int_B \langle \nabla \Lambda_\omega \alpha, \psi \nabla \phi \rangle \omega^n = \int_B \Lambda_\omega \alpha \cdot \nabla^*(\psi \nabla \phi) \omega^n$$  

$$\quad = \int_B \Lambda_\omega \alpha \cdot \left( \psi \nabla^* \nabla \phi - \nabla \psi \cdot \nabla \phi \right) \omega^n$$  

$$\quad = -2\int_B \psi \Delta(\phi)\Lambda_\omega \alpha \omega^n - \int_B \nabla \psi \cdot \nabla \phi \Lambda_\omega \alpha \omega^n$$  

since $\nabla^*\nabla = -2\Delta$ on functions. Thus in equation (3.4), the two first terms equal $-\frac{1}{2}\int_B \nabla \psi \cdot \nabla \phi \Lambda_\omega \alpha \omega^n$.

For the remaining term, we begin with

$$n(n-1)\int_B \psi i\partial\overline{\partial}\phi \wedge \alpha \wedge \omega^{n-2} = -n(n-1)\int_B i\partial \psi \wedge \overline{\partial} \phi \wedge \alpha \wedge \omega^{n-2}.$$  

As above using [28, Lemma 4.7] gives

$$n(n-1)i\partial \psi \wedge \overline{\partial} \phi \wedge \alpha \wedge \omega^{n-2} = (\Lambda_\omega (i\partial \psi \wedge \overline{\partial} \phi)) \Lambda_\omega \alpha - \langle i\partial \psi \wedge \overline{\partial} \phi, \alpha \rangle \omega^n.$$  

For the first term, note that

$$\Lambda_\omega (i\partial \psi \wedge \overline{\partial} \phi) = g^{\tau\Sigma} \partial_\psi \partial_\phi \partial_\alpha \tau \Sigma = \frac{1}{2} \langle \nabla \psi, \nabla \phi \rangle.$$  

Similarly for the second term

$$\langle i\partial \psi \wedge \overline{\partial} \phi, \alpha \rangle = g^{\tau\Sigma} g^{\tau\Sigma} \partial_\psi \partial_\phi \partial_\alpha \tau \Sigma = \langle \nabla \phi, \nabla \phi \rangle.$$
So
\[ n(n - 1)i\partial\bar{\partial}\psi \wedge \bar{\partial}\phi \wedge \alpha \wedge \omega^{-2} = \left( \frac{1}{2} \langle \nabla\psi, \nabla\phi \rangle_{\omega} + \Lambda_{\omega}\alpha - \langle \nabla\psi, \nabla\phi \rangle_{\alpha} \right) \omega^{n}. \]

It follows that
\[ -n(n - 1) \int_{B} \psi i\partial\bar{\partial}\phi \wedge \alpha \wedge \omega^{-2} = \int_{B} \left( \frac{1}{2} \langle \nabla\psi, \nabla\phi \rangle_{\omega} + \Lambda_{\omega}\alpha - \langle \nabla\psi, \nabla\phi \rangle_{\alpha} \right) \omega^{n}, \]

and summing up gives
\[ (3.5) \quad \int_{B} \mathcal{L}_{\alpha}(\phi)\psi\omega^{n} = - \int_{B} \langle \mathcal{D}_{\omega}(\phi), \mathcal{D}_{\psi}(\phi) \rangle \omega^{n} - \int_{B} \langle \nabla\psi, \nabla\phi \rangle_{\alpha} \omega^{n}. \]

Setting \( \psi = \phi \), we see that \( \int_{B} \psi \mathcal{L}_{\alpha}(\phi)\omega^{n} = 0 \) implies \( \int_{B} |\mathcal{D}_{\omega}(\phi)|^{2} \omega^{n} = 0 \) and \( \int_{B} \nabla\phi^{2}_{\alpha} \omega^{n} = 0 \). These respectively imply \( \mathcal{D}_{\omega}(\phi) = 0 \) and \( |\nabla\phi|_{\alpha} = 0 \); remark that the first is equivalent to \( \phi \) being a holomorphy potential.

Conversely suppose \( \mathcal{D}_{\omega}(\phi) = 0 \) and \( |\nabla\phi|_{\alpha} = 0 \). Since \( \alpha \) is semipositive, one has \( |\nabla\phi|_{\alpha} = 0 \) if and only if \( \langle \nabla\phi, \nabla\psi \rangle_{\alpha} = 0 \) for all \( \psi \in C^\infty(X) \). But this clearly implies \( \int_{B} \psi \mathcal{L}_{\alpha}(\phi)\omega^{n} = 0 \) for all \( \psi \), proving the result. \( \square \)

**Remark 3.3.** It seems unlikely that there is any reasonable interpretation for the kernel when \( \alpha \) is not semipositive.

### 3.2. Automorphisms of maps

As described in the introduction, the most natural situation in which to study twisted extremal metrics is when one has a map of Kähler manifolds \( p : (B, \omega) \to (M, \alpha) \). Specialising to this case, we relate the relevant kernel to automorphisms of \( p \).

**Definition 3.4.** We say that \( g \in \text{Aut}(B, L) \) is an automorphism of \( p : B \to M \) if \( p(g(b)) = p(b) \) for all \( b \in B \). We write the subgroup of automorphisms of \( p \) as \( \text{Aut}(p) \), and denote its Lie algebra by \( \mathfrak{p} \).

**Proposition 3.5.** Suppose \( \rho(t) \in \text{Aut}(B) \) is the flow of a holomorphic vector field \( \mu \in \mathfrak{b} \). Then \( \rho(t) \in \text{Aut}(p) \) if and only if the holomorphy potential \( \phi \) of \( \nu \) is in the kernel of \( \mathcal{L}_{\alpha} \). The same result holds if \( \alpha \) is a smooth \((1,1)\)-form which is Kähler on a Zariski open locus of \( M \).

**Proof.** A holomorphy potential is, in particular, a smooth function. Thus a holomorphy potential \( \phi \) is in the kernel of \( \mathcal{L}_{\alpha} \) if and only if \( \mathcal{L}_{\alpha}(\phi) = 0 \) holds on a Zariski open locus of \( B \). Similarly for a given \( g \in \text{Aut}(B) \), by definition \( g \in \text{Aut}(p) \) if \( p(g(b)) = p(b) \) for all \( b \in B \), which is true if and only if \( p(g(b)) = p(b) \) for all \( b \) in a Zariski open subset of \( B \), since \( g \) is a holomorphic map, and Zariski open sets are dense in the analytic topology.

Thus to prove the result we can work on a Zariski open subsets of \( B \) and similarly \( M \). By replacing \( M \) with its image we assume \( p \) is surjective. The Stein factorisation of the map \( p : B \to M \) is \( B \overset{p_1}{\to} M' \overset{p_2}{\to} M \) where \( p_1 \) is a contraction and \( p_2 \) is finite.

Note that the automorphisms of \( p \) are equivalent to the isomorphisms of \( p_1 \). As \( p_2 \) is finite, it is unramified in codimension one, hence the pullback \( p_2^{\ast}\alpha \) is positive on a Zariski open locus of \( M' \). Thus we may assume \( p \) is actually a contraction.

We next work on the Zariski open locus of \( B \) on which \( p : B \to M \) is a holomorphic submersion, which exists by [15] p106. In fact working first on the Zariski open locus of \( M \), which is smooth, it is then clear \( p \) is a submersion on a Zariski open locus as the condition is simply that the Jacobian of the derivative of the map has its largest rank. Let \( B^o \subset B \) be such a Zariski open submanifold.
As \( p : B^o \to M \) is a submersion, locally around any point there are holomorphic coordinates such that \( p \) is a projection onto some of the subset of the coordinates. In a neighbourhood of \( b \in B^o \), pick coordinates \( x_1, \ldots, x_i, x_{i+1}, \ldots, x_n \) such that \( p(x_1, \ldots, x_i, x_{i+1}, \ldots, x_n) = (x_{i+1}, \ldots, x_n) \). Since \( \alpha \) is pulled back from \( M \), \( \alpha \) is strictly positive in the coordinates \((x_{i+1}, \ldots, x_n)\) and zero in the other directions. Thus \( |\nabla \phi|_\alpha = 0 \) if and only if the flow of \( \phi \) acts only on \((x_1, \ldots, x_i)\). But this happens for all \( b \in B^o \) if and only if \( \rho(t) \in \text{Aut}(p) \), as required.

\[\Box\]

**Remark 3.6.** It should come as no surprise that one only needs \( \alpha \) to be positive on a Zariski open locus of \( M \) in the above result. The typical situation in which this occurs is when \( q : M \to M' \) is a birational morphism, so that \( q^* \alpha' \) is positive away from the exceptional locus of \( q \). But in this situation, the automorphisms of a map \( p : B \to M \) are equal to the automorphisms of \( p \circ q \), justifying the expectation.

Slightly more generally, Proposition 3.5 holds in the situation that one has a map \( p : M' \to M^o \) where \( M'^o \subset M \) and \( M^n \subset B \) are Zariski open loci of \( M \) and \( B \) respectively, with \( \alpha \) a Kähler metric on \( B^o \) which extends to a continuous metric on \( M \).

**Remark 3.7.** Using these ideas, one can give a geometric interpretation of the uniqueness of twisted cscK and extremal metrics. It is proven by Berman-Berndtsson that an extremal metric is unique up to isometries [2 Section 4]. In Section 4 we shall see that a twisted extremal metric automatically has isometry group which is a maximal compact subgroup of \( \text{Aut}(p) \). Thus it is natural to ask if the same uniqueness holds for twisted extremal metrics. Absolute uniqueness is proved by Berman-Berndtsson in the case that \( \alpha \) is positive, which is the case that \( p \) is an embedding.

In fact, the techniques of Berman-Berndtsson apply more generally. We consider first the (twisted) cscK case. The key tool used in \([2]\) is the Mabuchi functional, which is a functional on the space of Kähler metrics \( \omega + i\partial \bar{\partial} \phi \), and has a natural twisted analogue as follows. Consider a path \( \omega_t = \omega + i\partial \bar{\partial} \phi_t \) with \( \omega_0 = \omega \). The twisted Mabuchi functional is then

\[ M_\alpha(\phi) = -\int_0^1 \int_B \dot{\phi}_t(S(\omega_t) - \Lambda_{\omega_t} \alpha - C) \omega_t^n. \]

Berman-Berndtsson show that, in a suitable sense, this functional is convex along geodesics in the space of weak Kähler metrics with \( L^\infty \)-coefficients (this is proven when \( \alpha \) is strictly positive, but the same result holds by approximating \( \alpha \) by positive forms, or by an examination of the proof in the positive case). One calculates, using the same ideas as Proposition 3.1, that the Hessian \( H(\phi, \psi) \) of the twisted Mabuchi functional is given as:

\[ H(\phi, \psi) = \int_B D\omega(\psi)D_\alpha(\phi)\omega^n + \int_B (\nabla \psi, \nabla \phi)_\alpha \omega^n. \]

Thus from Proposition 3.5 one sees that the Hessian of the Mabuchi functional is non-negative, and degenerates precisely along the holomorphy potentials \( p \) which preserve the map \( p \). This infinitesimal non-degeneracy, together with convexity along geodesics, is exactly what Berman-Berndtsson use to obtain uniqueness of cscK metrics up to automorphisms. Write \( t \) for a maximal compact subgroup of \( \text{Aut}(p) \). Then the same argument applies to give uniqueness of twisted cscK metrics in the following sense: if \( \omega, \omega' \) are two twisted cscK metrics, then there is an element...
$g \in \exp$ such that $\omega = g^* \omega'$. We shall prove in Corollary 4.2 that a twisted cscK metric is automatically invariant under such $g$.

The argument for uniqueness of twisted extremal metrics is similar, the main difference is one works only on Kähler metrics invariant under the imaginary part of the extremal vector field, and modifies the Mabuchi functional by adding an extra term. We refer to [2, Section 4] for further details in the untwisted case, which apply in a straightforward manner in the twisted setting.

Using this allows one to give a geometric interpretation to Fine’s uniqueness assumption [11]. Indeed, we shall see in Remark 3.22 that $\omega_B$ is the unique twisted cscK metric if and only if $\text{Aut}(X, kL + H)$ is discrete.

3.3. The Weil-Petersson metric. We consider to a fibration $X \to B$ such that $H$ is a relatively ample line bundle with $\omega_0 \in c_1(H)$, such that each fibre $(X_b, H_b)$ is a smooth projective manifold with discrete automorphism group and the restriction $\omega_b$ of $\omega_0$ to each fibre is cscK with scalar curvature $S(\omega_b)$ (which is independent of $b$). For the moment we allow $B$ to be non-compact. As in Section 2.1, the metric $\omega_0$ form $\rho \in c_1(K_{X/B})$ in the relative anticanonical class.

Definition 3.8. [13, Theorem 7.8] Denote by $[\omega_b]^m = \int_{X_b} \omega_b^m$ the volume of the fibres. We define the Weil-Petersson metric of $X \to B$ to be the $(1,1)$-form on $B$ given as

$$\omega_{WP} = \frac{S(\omega_b)}{(m+1)} \int_{X/B} \omega^{m+1} - \frac{\int_{X/B} \rho \wedge \omega^m}{\int_{X/B} \omega^m},$$

where $m$ is the dimension of the fibres, and the fibre integrals are simply the push-forwards of Section 2. Note that $\int_{X/B} \omega^m$ is independent of $b \in B$ and is simply the volume of any fibre.

Remark 3.9. Similarly one can define the Weil-Petersson metric over a submersion $X \to B$ where $X$ and $B$ are reduced complex spaces; we refer to [13] for further details.

Remark that $\omega_{WP}$ is closed since the differential $d$ commutes with pushforward, see e.g. [13]. Since the pushforward is of an $(m+1,m+1)$-form and each fibre is $m$-dimensional, the resulting form on $B$ is a $(1,1)$-form. The above is not the main representation of the Weil-Petersson metric used by Fujiki-Schumacher, but is equivalent by their results [13].

Lemma 3.10. The form $\alpha$ is the Weil-Petersson metric induced from the fibration $X \to B$.

Proof: This is essentially proved in [12, Lemma 2.3]; we recall Fine’s argument for the reader’s convenience.

Recall that $\alpha$ is defined by first taking the horizontal component $\rho_H$ of $\rho$ and defining

$$\alpha = -\frac{\int_{X/B} (\rho_H \wedge \omega^m)}{\int_{X/B} \omega^m}.$$ 

On each fibre, the vertical component $\rho^V$ of $\rho$ is the Ricci curvature of $\omega_b$ [11, Lemma 3.3]. Since $\omega_b$ is cscK we therefore have

$$m \rho^V \wedge \omega_b^{m-1} = S(\omega_b) \omega_b^m.$$
From here the result is a simple computation. Indeed
\[
\int_{X/B} \rho V \wedge \omega^m = \int_{X/B} m \rho V \wedge \omega_{h}^{m-1} \wedge \omega_H,
\]
\[= \int_{X/B} \omega_h^m \wedge \omega_H,
\]
\[= \frac{S(\omega_h)}{m+1} \int_{X/B} \omega^{m+1}.
\]
But then
\[
\int_{X/B} (\rho \wedge \omega^m) = \int_{X/B} (\rho V + \rho H) \wedge \omega^m,
\]
\[= - \left( \int_{X/B} \omega^m \right) \alpha + \frac{S(\omega_h)}{m+1} \int_{X/B} \omega^{m+1},
\]
giving the result. □

Remark 3.11. When the fibres \(X_b\) are curves, Lemma 3.10 was noticed by Fine [11, Theorem 3.5]. In general Fine remarks in [12] that \([\alpha] = [\omega_{WP}]\), what we wish to point out here is that even the forms themselves are equal.

The first result of Fujiki-Schumacher regarding the Weil-Petersson metric we shall use is the following.

Theorem 3.12. [13, Theorem 7.4] The Weil-Petersson metric is semi-positive. If the fibres of \(X \to B\) are pairwise biholomorphically distinct, then \(\omega_{WP}\) is Kähler.

Remark 3.13. Fujiki-Schumacher prove the above under the somewhat more general hypothesis that the family is effective, which means that the Kuranishi map is injective (i.e. the fibres locally have distinct holomorphic structures).

The second result of Fujiki-Schumacher we shall use concerns the existence of a moduli space of polarised manifolds admitting cscK metrics. We remark that while it is expected that such a manifold is a quasi-projective variety, this is far from known.

Theorem 3.14. [13, Theorem 6.6] There exists a reduced complex space \(\mathcal{M}\) which is a moduli space of polarised manifolds which admit cscK metrics and have discrete automorphism group. The Weil-Petersson metric is a Kähler metric on this space.

The result above should be understood as follows. A given point \(x \in \mathcal{M}\) represents a polarised manifold which may have discrete, non-trivial automorphism group. Using this, Fujiki-Schumacher give \(\mathcal{M}\) the structure of an analytic Deligne-Mumford stack (also called “orbi-spaces” or “V-spaces”). That is, around each \(x \in \mathcal{M}\) there is an open set \(U \subset \mathcal{M}\), a group \(G\) and a quotient \(V/G \cong U\), where \(V\) is a (genuine) analytic space. In our case \(G\) is the automorphism group of the polarised manifold which \(x\) represents. Morphisms of such spaces of are defined to be ones which lift to the finite covers locally. The Weil-Petersson metric is then a Kähler orbi-metric on \(\mathcal{M}\) (i.e. a \(G\)-invariant metric on the covers), which is possible since a cscK metric is invariant under the (finite) automorphism group of the polarised manifold. We refer to [13, Definition 1.5] for further details on this construction, including a discussion of Kähler geometry on analytic spaces (the main
point being that a Kähler metric is one which, under a local embedding in some \( \mathbb{C}^N \), locally extends to a Kähler metric on \( \mathbb{C}^N \).

Since our techniques allow one to restrict to Zariski open subsets, one can typically ignore the orb-structure on \( \mathcal{M} \) by restricting to a subset. In any case we shall give another construction of the moduli space relevant to our work using algebro-geometric techniques, which in particular make the universal properties of such a moduli space that we shall require more transparent.

**Remark 3.15.** From moduli considerations, we expect in Proposition 5.5 that the situation that \( \alpha \) is merely positive on a Zariski open locus is rather fundamental in the study of twisted cscK metrics. For example, a typical situation in algebraic geometry is a fibration \( X \to B \) where the fibres \( X_b \) are only smooth on a Zariski open locus of \( B \), and the other fibres can be very singular. In this case there is no hope to extend a Weil-Petersson metric as a Kähler metric over a relevant moduli space (as the map to the moduli space exists only on a Zariski open locus of \( B \)), and the Weil-Petersson metric may only extend to a current on \( X \). Nevertheless for our proof above we need the Weil-Petersson metric to at least extend to a continuous metric over \( B \), which happens for example when \( X \to B \) is a fibration where the general fibre is a smooth curve but where a special fibre may be nodal.

The existence of the moduli space, together with Lemma 5.11 allow us to view the fibration \( X \to B \) as induced from a map \( p : B \to \mathcal{M} \), with \( \mathcal{M} \) endowed with the Weil-Petersson metric.

### 3.4. Chow stability and lifts.

The goal of this section is to give another construction of a moduli space which parametrises the fibres of the fibration \( X \to B \). This construction uses Geometric Invariant Theory (GIT), and from this construction we will obtain some useful properties from the general theory of GIT [24]. More precisely, we will construct the moduli space as a quotient of a Chow variety, which parametrises certain subvarieties in projective space.

We begin with a brief discussion of the Chow variety, referring to [20, Section 1.3] for more details. Fixing some \( Y \subset \mathbb{P}^n = \mathbb{P}(V) \), we only show how to associate a point in another projective space. When this is done in families, this yields a moduli space, namely the Chow variety, which can be compactified naturally by adding certain cycles at the boundary. We denote by \( m \) the dimension of \( Y \) and \( d \) the degree of \( Y \), which means \( (\mathcal{O}_{\mathbb{P}^n}(1)|_Y)^m = d \). The set \( Z \) of \( (n - m - 1) \)-dimensional planes intersecting \( Y \) nontrivially is by definition a subvariety of the Grassmanian \( \text{Grass}(n-m, n+1) \). One shows that \( Z \) is a codimension one subvariety of this Grassmanian, and hence \( Z = V(f) \) is the vanishing locus of some section \( f \in H^0(\text{Grass}(n-m, n+1), \mathcal{O}(d)) \) unique up to scaling. Thus associated to \( Y \), we have a section \( f \in H^0(\text{Grass}(n-m, n+1), \mathcal{O}(d)) \) unique up to scaling, and so a corresponding point \([f] \in \mathbb{P}(H^0(\text{Grass}(n-m, n+1), \mathcal{O}(d))) \), called the Chow point. We denote by \( \text{Ch}(\mathbb{P}^m) \subset \mathbb{P}(H^0(\text{Grass}(n-m, n+1), \mathcal{O}(d))) \) the Chow variety induced from this construction, and note that it admits an ample line bundle induced from the line bundle \( \mathcal{O}_{\text{Ch}(1)} \) on \( \mathbb{P}(H^0(\text{Grass}(n-m, n+1), \mathcal{O}(d))) \).

For any \( Y \subset \mathbb{P}^m \), for any \( g \in G := \text{SL}(m) \) the variety \( g \cdot Y \subset \mathbb{P}^m \) is clearly isomorphic to \( Y \). Thus to obtain a moduli space which parametrises subvarieties of \( \mathbb{P}^m \), we wish to take a quotient of \( \text{Ch}(\mathbb{P}^m) \) by the group \( \text{SL}(m+1) \), which acts on \( \mathbb{P}(H^0(\text{Grass}(n-m, n+1))) \) in a natural way. In order to do this, we use the machinery of GIT, for which we refer to [24] for an introduction. This general
theory then produces a moduli space \((\mathcal{M}, \mathcal{L}) = (\text{Ch}(\mathbb{P}^m), \mathcal{O}_{\text{Ch}}(1)) \parallel \text{SL}(m + 1)\), which is a projective variety. In fact, this quotient is constructed by taking \(M = \text{Proj} \bigoplus_{r \geq 1} \mathcal{O}(r)\), where for a vector space \(W\), we denote by \(W^G\) the \(G\)-invariant sections. Clearly the induced rational map \(\text{Ch}(\mathbb{P}^m) \dashrightarrow M\) is only defined on points \(x \in \text{Ch}(\mathbb{P}^m)\) for which there exists an \(r\) and a \(G\)-invariant section of \(\mathcal{O}(r)\) which does not vanish at \(x\); let us call \(x\) Chow stable if this holds and further the stabiliser of \(x\) is finite. The fundamental result of GIT is that \(\mathcal{M}\) is a coarse moduli space when restricted to the stable locus of \(\text{Ch}(\mathbb{P}^m)\), which is Zariski open (of course this holds for any projective variety, not just the Chow variety) \([24]\). We denote by \(M^\text{st}\) the quasi-projective scheme which parametrises Chow stable varieties in \(\mathbb{P}^m\).

**Remark 3.16.** \(M^\text{st}\) being a coarse moduli space means that a map \(B \to M\) corresponds precisely to a family \(X \to B\) where each fibre \(X_b\) corresponds to a Chow stable variety in \(\mathbb{P}^m\). Remark that in general no universal family \(U \to M^\text{st}\) can exist owing to the presence of points \(x \in M^\text{st}\) which have finite but non-trivial stabiliser. If one restricts to the locus of \(M^\text{st}\) for which the stabiliser is trivial, then such a universal family exists (which means that on this locus, \(M^\text{st}\) is a fine moduli space).

**Definition 3.17.** We say that a polarised variety \((Y, H)\) is asymptotically Chow stable if \(Y\) is Chow stable under the Kodaira embeddings \(Y \hookrightarrow \mathbb{P}(H^0(Y, H^*))\) for \(r \gg 0\).

The key result we need linking the moduli theory of cscK manifolds and polarised varieties is the following, due to Donaldson \([10]\).

**Theorem 3.18.** \([10]\) Suppose \((Y, H)\) is a smooth polarised variety which has discrete automorphism group. If \((Y, H)\) in addition admits a cscK metric, then \((Y, H)\) is asymptotically Chow stable.

The situation we are interested in is that of a holomorphic submersion \(X \to B\), with a relatively ample line bundle \(L\), such that \((X_b, L_b)\) admits a cscK metric for each \(b \in B\). Thus by the above, each \(X_b\) is Chow stable when embedded in projective space using global sections of \(kL_b\) for some \(k = k(b)\) which a priori depends on \(b\). We claim that in fact \(k\) can be chosen independently of \(b\) (which is well known to experts). This follows since \(k\) is a function of the “geometry bounds” of \((X_b, L_b)\) which are bounded independently of \(b\) since \(B\) is compact and the cscK metrics and complex structures vary smoothly among the fibres (see \([10]\) for the notion of \(R\)-bounded geometry which we are using).

**Corollary 3.19.** There exists a projective space \(\mathbb{P}^m\) such that each \(X_b\) is embedded in \(\mathbb{P}^m\) using global sections of \(kL_b\) with \(X_b\) Chow stable for all \(b \in B\).

We now take the GIT quotient of \(\text{Ch}(\mathbb{P}^m)\) by \(\text{SL}(m + 1)\) as above to obtain a coarse moduli space \(M^\text{st}\) which parametrises Chow stable varieties in \(\mathbb{P}^m\). The family \(X \to B\) then corresponds to a morphism \(p : B \to M\). We set \(\mathcal{M} = p(B)\) to be the image of \(B\) under \(p\), which is a variety.

We wish to endow \(\mathcal{M}\) with a Weil-Petersson metric. Since a given fibre \((X_b, L_b)\) may have non-trivial automorphism group, there is no universal family \(U \to \mathcal{M}\) in general. Instead of endowing \(\mathcal{M}\) with an orbifold Weil-Petersson metric, analogous to Fujiki-Schumacher’s construction, we give a simpler and more direct argument
as follows. Let \( \hat{B} \subset M \) be the image of \( B \) in \( M \). While in general there is no universal family over \( \mathcal{M} \), by a result of Kollár [21, Section 2] there is a universal family after passing to a finite cover \( \mathcal{M}' \rightarrow \mathcal{M} \). Denote by \( U' \rightarrow \mathcal{M}' \) this universal family. While in general there is no universal family over \( M \), by a result of Kollár [21, Section 2] there is a universal family after passing to a finite cover \( M' \rightarrow M \). Denote by \( U' \rightarrow M' \) this universal family. Since \( M' \rightarrow M \) is finite, there are codimension one subschemes \( D' \) and \( D \) of \( M' \) and \( M \) respectively, such that \( M' \rightarrow M \) is étale. Let \( B^0 \) be the Zariski open locus of \( B \) which maps to \( M' \).

The universal family \( U' \rightarrow M' \) induces a Weil-Petersson metric on \( M' \) by Remark 3.9, which is Kähler on \( M' \setminus D' \). Picking a connected component \( Z \) of \( M' \setminus D' \), the map \( p : B \rightarrow M \) induces a map \( p : B^0 \rightarrow Z \). The Weil-Petersson metric is now a positive Kähler metric on \( Z \), and by the construction of Section 2, extends to a smooth \((1,1)\)-form on \( B \). Of course, one can think of \( Z \) as a subvariety of \( M \).

This is all we need to obtain the main result of this section.

**Proposition 3.20.** With all notation as above, \( \ker \mathcal{L}_\alpha \) corresponds to the holomorphic vector fields on \( B \) which lift to holomorphic vector fields on \( X \), i.e. induce elements of \( \mathfrak{h} \). In particular there is a natural identification \( \mathfrak{h} \cong \mathfrak{p} \), and the extremal vector field on \( B \) lifts to \( X \) if and only if its flow preserves the map, or equivalently is an element of \( \mathfrak{p} \).

**Proof.** Since each fibre \( X_b \) has discrete automorphism group, the vertical tangent bundle \( \mathcal{V} \) has no global sections, i.e. \( H^0(X, \mathcal{V}) = 0 \), as in Fine’s situation [11, Lemma 6.3]. The long exact sequence associated to the short exact sequence

\[
0 \rightarrow \mathcal{V} \rightarrow TX \rightarrow \pi^* TB \rightarrow 0
\]

gives an injection \( H^0(X, TX) \hookrightarrow H^0(X, \pi^* TB) \). Note that an automorphism of \( B \) lifts to \( X \) precisely when it preserves the fibres.

Recall that \( g \in \text{Aut}(B, L) \) is an automorphism of \( p \) if \( p(g.b) = p(b) \) for all \( b \in B \). Since \( \mathcal{M} \) is a coarse moduli space, this holds if and only if \( g \) preserves the fibres of the map \( X \rightarrow B \). Thus the holomorphic vector fields on \( X \) are precisely induced by those on \( B \) whose flow preserves \( p \).

By Remark 3.6 since \( \alpha \) is a smooth form on \( B \) which is pulled back from a Kähler metric on \( Z \subset M \), the kernel of \( \mathcal{L}_\alpha \) can be identified with the holomorphic vector fields whose flow preserves the map \( p \). By the above, these are then precisely the ones which lift to \( X \), giving the result. \( \square \)

**Remark 3.21.** We emphasise that in the above we are assuming each fibre \( X_b \) has no holomorphic vector fields, rather than assuming the weaker condition that \( (X_b, H_b) \) has no holomorphic vector fields. The two assumptions can be genuinely different, due to the potential presence of parallel vector fields which do not have any zeros.

**Remark 3.22.** Using this we can clarify the uniqueness statement in Fine’s result [11], as promised in Remark 3.7. Indeed, a twisted cscK metric on \( p : B \rightarrow \mathcal{M} \) is unique if and only if \( \text{Aut}(p) \) is discrete. But this is equivalent to \( \text{Aut}(X, rL + H) \) being discrete by Proposition 3.20 since \( \mathcal{M} \) is a coarse moduli space.

Although the following two results are not needed in the remainder of the present work (and are possibly known to some experts), we feel they are worth describing since they are rather fundamental to the moduli theory of manifolds admitting cscK metrics and are simple consequences of the approach we have taken. The first result is first due to Fujiki-Schumacher, whose proof uses positivity of the Weil-Petersson metric on the CM-line bundle [13, Theorem 6.6].
Theorem 3.23. Any proper analytic subspace of the moduli space of polarised manifolds with discrete automorphism group admitting cscK metrics is projective.

Proof. Let $D$ be such a space. We can assume $D$ is reduced and irreducible since this does not affect projectivity. Again as taking a finite cover does not affect projectivity, we can assume $D$ is normal and admits a universal family. Then the fibres satisfy the “geometry bounds” required to apply Donaldson’s theorem [10], and realise $D$ as a subvariety of a moduli space of Chow stable varieties just as we did above. For this, one can take a resolution of singularities $D' \to D$, which still admits a universal family, but for this universal family it is clear that the complex structures and cscK metrics vary smoothly, and compactness gives the desired geometry bounds. But then since $D$ is a subvariety of a moduli space constructed as above, the ample line bundle on the Chow variety descends to one on the moduli space, and hence restricts to an ample line bundle on $D$. Thus $D$ is projective, as required. □

The second is the separatedness of the moduli space of polarised manifolds with discrete automorphism group admitting cscK metrics, again originally due to Fujiki-Schumacher [13, Theorem 6.3], whose proof uses the unique extension property of cscK metrics.

Theorem 3.24. The moduli space of polarised manifolds with discrete automorphism group admitting cscK metrics is separated.

Proof. Consider a pointed curve $C^o = C \setminus \{p\}$ with a family $(X^o, L^o) \to C^o$ of polarised manifolds admitting cscK metrics. Separatedness means that there is at most one extension to a family $(X, L) \to C$ with the extension cscK with discrete automorphism group. Suppose not, so that one had two such extensions $(X, L)$ and $(X', L')$. Then by Donaldson’s result and the arguments above, these would induce maps to an appropriate moduli space of Chow stable varieties. But the machinery of GIT ensures that a moduli space of Chow stable varieties is automatically separated, giving a contradiction. □

4. ISOMETRIES OF TWISTED EXTREMAL METRICS ON MAPS

Here we establish that if $p : (B, L) \to (\mathcal{M}, H)$ admits a twisted extremal metric $\omega$, then the metric is invariant under a maximal compact subgroup of Aut$(p)$. This is a consequence of the structure of the automorphism group of Aut$(B, L)$, analogous to the structure of the automorphism group of a manifold admitting an extremal metric due to Calabi.

Recall that Aut$(p)$ consists of automorphisms of $p : B \to \mathcal{M}$ which lift to $L$. These are precisely those which have a zero somewhere, and hence also lift to any other line bundle on $B$. Let $\mathfrak{p}$ denote the Lie algebra of Aut$(p)$, so that $\mathfrak{p}$ consists of holomorphic vector fields whose flow fixes $p$ and which vanish somewhere.

Fixing a metric $\omega$ with induced Riemannian metric $g$, as in Section 3 each element $\mu \in \mathfrak{p}$ can be written as $\sum \mu^j \frac{\partial}{\partial z^j}$, where

$$\mu^j = g^{jk} \partial_k f,$$

for some $f \in C^\infty(X, \mathbb{C})$, unique up to the addition of a constant. The isomorphism $T^{1,0} X \cong TX$ between the holomorphic and real tangent bundles gives a
correspondence
\[ g^{jk} \partial_k f \rightarrow \frac{1}{2}(\nabla u + J \nabla v), \]
where \( f = u + iv \) is the decomposition of \( f \) into real and imaginary parts. Recall that \( \mathfrak{t} \subset \mathfrak{p} \) denotes the vector fields in \( \mathfrak{p} \) which correspond to Killing vector fields under this isomorphism, which by above are vector fields with purely imaginary holomorphy potential.

In order to state the structure theorem, we suppose \( B \) admits a twisted extremal metric, giving an extremal vector field \( \nu \). Denote by \( \mathfrak{p}^\lambda \) the elements of \( \mathfrak{p} \) which satisfy \( \mathcal{L}_\nu \mu = \lambda \mu \). The argument is a variant of the classical argument of Lichnerowicz, and especially of Calabi’s extension to extremal metrics [4, Theorem 1.1].

**Theorem 4.1.** Suppose \( p \) admits a twisted extremal metric. Then one has a decomposition
\[ \mathfrak{p} \cong \mathfrak{t} \oplus i \mathfrak{t} \oplus \mathfrak{p}^\lambda, \]
and moreover if \( \mathfrak{p}_\omega \) denotes the elements of \( \mathfrak{p} \) which commute with \( \nu \) then \( \mathfrak{t} \oplus i \mathfrak{t} \cong \mathfrak{h}_\nu \).

In particular if \( \omega \) is a twisted cscK metric, then \( \mathfrak{p} \) is reductive.

**Proof.** Recall from Section 3 the operator
\[ \mathcal{L}_\alpha(\phi) = -D^*_\omega D_\omega(\phi) + \frac{1}{2}\langle \nabla \Lambda_\omega \alpha, \nabla \phi \rangle + \langle \overline{i\partial \overline{\partial}} \phi, \alpha \rangle, \]
which was shown to induce an isomorphism
\[ \ker_0 \mathcal{L}_\alpha \rightarrow \mathfrak{p}, \]
\[ f \rightarrow g^{jk} \partial_k f \]
where \( \ker_0 \) denotes the functions with mean value zero with respect to the volume form induced by \( \omega \). \( \mathcal{L}_\alpha \) is simply the linearisation of the twisted scalar curvature at a twisted cscK metric.

Suppose first that \( \omega \) is a twisted cscK metric. In coordinates Lichnerowicz operator takes the form
\[ D^*_\omega D_\omega(\phi) = \Delta^2 \phi + R^{kj} \nabla_j \nabla_k \phi + g^{jk} \nabla_j S(\omega) \nabla_k \phi. \]
In general this is not a real operator due to the third term. This implies
\[ \mathcal{L}_\alpha(\phi) = (\Delta^2 \phi + R^{kj} \nabla_j \nabla_k \phi - \langle i\partial \overline{\partial} \phi, \alpha \rangle) + g^{jk} \nabla_j (S(\omega) - \Lambda_\omega \phi) \nabla_k \phi. \]
Since the last term then vanishes, this is a real operator when \( \omega \) is twisted cscK. Thus \( u + iv \in \ker \mathcal{L}_\alpha \) for real functions \( u, v \) if and only if \( u, v \in \ker \mathcal{L}_\alpha \). Since a vector field \( \mu \) corresponds to a Killing vector field under the isomorphism \( T^{1,0}X \cong TX \) if and only if its holomorphy potential is purely imaginary, this implies that \( \ker_0 \mathcal{L}_\alpha \) induces an isomorphism \( \mathfrak{p} \cong \mathfrak{t} \oplus i \mathfrak{t} \), which means that \( \mathfrak{p} \) is reductive.

In the general case \( \mathcal{L}_\alpha \) is no longer a real operator, and in particular we have
\[ \mathcal{L}_\alpha(\phi) - \bar{\mathcal{L}}_\alpha(\phi) = g^{jk} (\nabla_j (S(\omega) - \Lambda_\omega \phi) \nabla_k \phi - \nabla_j \phi \nabla_k (S(\omega) - \Lambda_\omega \phi)). \]
If \( \omega \) is a twisted extremal metric, then \( \nu = g^{jk} \partial_k (S(\omega) - \Lambda_\omega \phi) \in \mathfrak{p} \). If \( f \) is another holomorphy potential with corresponding vector field \( \mu_f \), then the Lie bracket can be computed as
\[ [\nu, \mu_f] = g^{jr} \nabla_r g^{jk} ((S(\omega) - \Lambda_\omega \phi) \nabla_k f - \nabla_j (S(\omega) - \Lambda_\omega \phi) \nabla_k f). \]
Thus if $[\nu, \mu_f]$, or equivalently the Lie derivative $L_\nu \mu_f = 0$, then $L_\alpha(\phi) = \vec{L}_\alpha(\phi)$. Denote by $p_\nu$ the elements of $p$ which commute with $\nu$. Since elements of $t$ automatically commute with $\nu$ as they correspond to Killing vector fields, as above we obtain a decomposition $p_\nu \cong t \oplus \mathfrak{i}$.

The conjugate $\vec{L}_\alpha$ acts on $\ker_0 L_\alpha$ since $\vec{L}_\alpha$ and $L_\alpha$ commute by equation (4.2). The spectrum of $\vec{L}_\alpha$ is non-negative, since if $\phi$ is an eigenfunction, $\lambda \int_B |\phi|^2 \omega^n = \int_B \bar{\phi} L_\alpha \phi \omega^n \geq 0$ by equation (3.5). The space $\ker_0 L_\alpha$ thus splits as

$$\ker_0 L_\alpha \cong \oplus_{\lambda \geq 0} E_\lambda,$$

where $E_\lambda$ denotes the eigenspace of eigenvalue $\lambda$. If $\phi$ is an eigenfunction then

$$\lambda \phi = \vec{L}_\alpha \phi = (\vec{L}_\alpha - L_\alpha) \phi.$$

But

$$g^{ij} \partial_k (\vec{L}_\alpha - L_\alpha) \phi = -[\nu, \mu_\phi],$$

where $\mu_\phi$ is the vector field corresponding to $\phi$ as above. In particular, the eigenspaces can be characterised as satisfying

$$\lambda \mu_\phi = -[\nu, \mu_\phi],$$

thus there is a splitting

$$p \cong p_\nu \oplus \oplus_{\lambda > 0} p^\lambda$$
as required. \qed

The proof of the automorphism invariance of a twisted extremal metric is now a consequence of the above, proven in the same way as Calabi’s proof for extremal metrics [4 Theorem 1.3]. We argue exactly as in Gauduchon’s slightly different proof [14 Theorem 3.5.1] of the same statement. Denote by $\mathcal{H}$ the subgroup of the $\text{Aut}_0(p)$ consisting of isometries of $\omega$, where $\text{Aut}_0(p)$ is the identity component, so that $t$ is the Lie algebra of $\mathcal{H}$.

**Corollary 4.2.** The isometry group $\mathcal{H}$ is a maximal, compact, connected subgroup of $\text{Aut}(p)$.

**Proof.** Suppose not, and let $\mathfrak{i}$ be the Lie algebra of a larger compact subgroup of $\text{Aut}(p)$. Let $\mu$ be a vector field in $\mathfrak{i} \setminus t$, and write $\mu = \mu_0 + \sum_{\lambda > 0} \mu_\lambda$, so that $L_\nu \mu_\lambda = -\sum \lambda^j \mu_\lambda$. It is clear that it is enough to assume $\mu = \mu_\lambda$ for some $\lambda$.

First suppose $\mu \in p^0$. If $B$ is the Killing form of $t$, then the kernel of $B$ coincides with the centre of $t$ (see e.g. [14 Proof of Theorem 3.5.1]). We claim that $\mu \in \ker B$. Recall that $B(\mu, \zeta_1) = \text{tr}(ad_\mu \circ ad_{\zeta_1})$. Let $\zeta_1, \zeta_2$ be of degree $\lambda_1, \lambda_2 \geq 0$. Then $[\mu, [\zeta_1, \zeta_2]]$ is of degree $\lambda + \lambda_1 + \lambda_2$. As $\lambda > 0$ and $\lambda_1 + \lambda_2 \geq 0$, $ad_\mu \circ ad_{\zeta_1}$ is a linear operator on a graded vector space $V = \oplus_k V_k$ which sends $V_k$ to $\oplus_{l \neq k} V_l$ (in our situation, one can even take $l > k$). In particular, its trace has to be 0, and hence $B(\mu, \zeta_1) = 0$. Thus $\mu$ is in the centre of $t$, contradicting the fact that $\mu$ does not commute with $\nu$ since $\lambda > 0$.

Thus we can assume $\mu \in p^0$, and hence can be taken to lie in $\mathfrak{i} t$ since $\mu$ is not element of $t$ by hypothesis. Then $\nu = \nabla f$ for some $f$. But the flow of a complete vector field cannot be simultaneously contained in a compact subgroup of the diffeomorphism group of $X$ and be the gradient of a function [14 Proposition 3.5.1]. This gives a contradiction, and proves the result. \qed
5. Approximate solutions

The goal of this section is to construct an approximate extremal metric on $X$ in the class $H + rL$ using an inductive approach. Recall that $H$ is a line bundle on $X$ which is relatively ample over $B$ and such that $\text{Aut}(X_b)$ is discrete for all $b \in B$, and $H$ is an ample line bundle on $B$. Moreover we assume that $\omega_0$ restricts to a cscK metric on each $(X_b, H_b)$ and that $\omega_B \in c_1(H)$ is a twisted extremal metric on $B$, where the twist is given by the Weil-Petersson metric induced by the cscK metrics on the fibres of the map $X \to B$. We also assume the extremal vector field on $B$ lifts, which simply means that it is an element of $\mathfrak{p}$. For our inductive approach, we fix $r$ and begin with the Kähler metric $\omega_r = \omega_0 + r\omega_B$ on $X$. By taking $r$ large enough, we can assume $\omega_0$ is actually ample. Recall that $\omega_B$ is invariant under a maximal (compact) torus of automorphisms $T \subset \text{Aut}(p)$.

**Theorem 5.1.** In what follows, all data is taken to be invariant under the natural lift of the torus $T$ to $X$ described in Section 3. For all $p \geq 0$, there exist functions $f_1, \ldots, f_{p-1} \in C^\infty(B)$, $l_1, \ldots, l_p \in C^\infty_0(X)$ with

$$\varphi_p = \sum_{i=0}^{p-1} f_i r^{-i+1}, \quad \lambda_p = \sum_{i=0}^{p} l_i r^{-i}$$

holomorphy potentials $\beta_p = \sum_{i=0}^{p} b_i r^{-i}$ with respect to $\omega_r$ such that the Kähler metric

$$\omega_{r,p} = \omega_r + i\partial\bar{\partial}\varphi_p + i\partial\bar{\partial}\lambda_p$$

satisfies

$$S(\omega_{r,p}) - \frac{1}{2} \langle \nabla_{\omega_r} \beta_p, \nabla_{\omega_r} (\varphi_p + \lambda_p) \rangle - \beta_p = O(r^{-p-1}).$$

We prove this by induction on $p$. The main difficulty in constructing such a metric is controlling the linearisation of the scalar curvature and the twisted extremal operator. For the scalar curvature we can then apply the results of Fine [11]. For the twisted extremal operator we apply the results of Section 3 which allow us to identify the kernel of the linearisation. Another new difficulty occurring compared to Fine’s work arises due to the fact are solving the extremal equation rather than the cscK equation, leading to the inner products of gradients in the equation we wish to solve. In fact this is relatively straightforward to deal with, as these terms essentially do not affect the inductive step.

To handle the linearisation of the scalar curvature on the fibres, we introduce some notation. The form $\omega_0$ restricts to a Kähler metric on each fibre $X_b$, and hence one can define an operator $L_b$ to be the linearisation of the map $\Phi \to S(\omega_b + i\partial\bar{\partial}\Phi)$ for $\Phi \in C^\infty(X)$. These glue to form an operator $L_0$ which restricts to $L_b$ on $X_b$ for all $b \in B$.

The relevant results from Fine’s work that we shall appeal to are then the following:

**Proposition 5.2.** [11] Section 3

(i) The scalar curvature of $\omega_r$ is given by

$$S(\omega_r) = S(\omega_b) + r^{-1} \theta + O(r^{-2}),$$

where $\theta \in C^\infty(X)$ satisfies $\int_{X/B} \theta \omega_0^n = S(\omega_B) - \Lambda \omega_0^n \alpha.$
(ii) The linearisation of the fibrewise scalar curvature at \( \omega_r \) is given by
\[
\mathcal{L}_r(\phi) = \mathcal{L}_0(\phi) + O(r^{-1}).
\]

(iii) Let \( \Theta \in C_0^\infty(X) \). Then there exists a unique solution \( \psi \in C_0^\infty(X) \) of
\[
\mathcal{L}_0(\psi) = \Theta.
\]
If moreover \( \omega_B \) is invariant under some maximal torus \( T \subset \text{Aut}(p) \), then torus invariance of \( \psi \) implies torus invariance of \( \Theta \).

Proof. These are all proven in [11] except the automorphism invariance, which is a simple corollary of Fine’s construction.

This provides the zeroth step of our argument, precisely because we are assuming the extremal vector field on \( B \) lifts, i.e. is an element of \( p \).

**Corollary 5.3.** Theorem 5.1 holds for \( p = 0 \).

Proof. Set \( l_0 = f_0 = 0 \) and \( b_0 = S(\omega_b) \). □

The result for \( p = 1 \) follows from the following simple lemma, analogous to [23, Lemma 4.12].

**Lemma 5.4.** Let \( \eta \in C^\infty(B) \), \( \psi \in C^\infty(X) \). Then
\[
\langle \nabla_{\omega_r} \eta, \nabla_{\omega_r} \psi \rangle = O(r^{-1}).
\]
If moreover \( \psi \in C^\infty(B) \), then
\[
\langle \nabla_{\omega_r} \eta, \nabla_{\omega_r} \psi \rangle = r^{-1} \langle \nabla_{\omega_B} \eta, \nabla_{\omega_B} \psi \rangle + O(r^{-2}).
\]

**Corollary 5.5.** Theorem 5.1 holds for \( p = 1 \).

Proof. Applying Proposition 5.2 (iii) to \( \int_{X/B} \theta \omega_0^n - \theta \) gives a function \( l_1 \in C_0^\infty(X) \). Let \( b_1 \) be the holomorphy potential of the extremal vector field \( \nu \) on \( B \), i.e.
\[
S(\omega_B) - \Lambda_{\omega_B} \alpha = b_1,
\]
so that \( \beta_1 = r^{-1} b_1 \). Then the result follows from Lemma 5.4 with \( f_1 = 0 \). □

For \( p = 2 \) we begin the inductive argument. The new difficulty is that we are no longer at a genuine cscK metric, and so one needs to vary the arguments. This requires some new techniques and new notation, for which we follow [11, Section 3.3].

Let \( \Omega_0 \in c_1(L) \) be relatively Kähler metric, with restriction \( \Omega_b \) to a fibre, and let \( \Omega_B \in c_1(H) \) be a Kähler metric on \( B \). Let \( \Omega_r = \Omega_0 + r \Omega_B \). Denote by \( \mathcal{L}_{\Omega_0} \) the operator which glues the linearisation of the scalar curvature of the restriction \( \Omega_b \) for all \( b \). With this notation in place, we require the following.

**Proposition 5.6.** [11, Section 3.3] The linearisations satisfy the following properties.

(i) Letting \( \mathcal{L}_{\Omega_r} \) denote the linearisation of the scalar curvature at \( \Omega_r \), we have
\[
\mathcal{L}_{\Omega_r} = \mathcal{L}_{\Omega_0} + r^{-1} D_1 + r^{-2} D_2 + O(r^{-3}).
\]

(ii) If \( f \) is pulled back from \( B \) we have
\[
D_1(f) = 0, \quad \int_{X/B} D_2(f) \Omega_0^n = D_{\Omega_B}(f).
\]
The operator $D_{\omega}^r,p$ satisfies
\[ D_{\omega}^r,p = L_\alpha + O(r^{-1}). \]

Before proceeding to the construction of the approximate solution, we prove the following mapping properties of $L_\alpha$ when restricted to real valued functions.

**Lemma 5.7.** Suppose $\omega_B$ is invariant under a maximal torus $T$ of the automorphism group of $p$. The operator
\[ L'_\alpha : C^{4,\alpha}(B, \mathbb{R})^T \times \bar{T} \rightarrow C^{0,\alpha}(B, \mathbb{R})^T \]
defined by
\[ L'_\alpha(\phi, f) = L_\alpha - f. \]
Then $L'_\alpha$ is well-defined and surjective. Here, the notation $C^{k,\alpha}(B, \mathbb{R})^T$ means real valued $T$-invariant functions on $B$, and $\bar{T}$ consists of the functions $f$ such that $J_\nabla f$ is a Killing vector field with zeros on $B$, where the gradient is taken with respect to the metric on $B$.

**Proof.** By well-defined, we mean that $L'_\alpha$ sends real valued torus invariant functions to real valued torus invariant functions. The torus invariance is an obvious consequence of all the data involved being invariant. To prove that $L'_\alpha(\phi)$ is real if $\phi$ is real, it is enough to prove the same statement for $L_\alpha$.

It would probably be possible to argue directly, but we instead appeal to the analogous statement for the Lichnerowicz operator: on an arbitrary Kähler manifold, the Lichnerowicz operator sends real valued functions invariant under a maximal torus to real valued functions invariant under a maximal torus. The issue is that $T$ is not a maximal torus for us in general, so we lift to $X$ instead where $T$ lifts to a maximal torus. Then, suppressing pullbacks, by Proposition 5.6 we have an expansion
\[ L_\omega(\phi) = L_\Omega_0(\phi) + r^{-2}D_2(\phi) + O(r^{-3}). \]
Since $L_\omega, \phi$ is real valued for all $r$, each term of the expansion must be real valued. In particular $D_2(\phi)$ is real valued, and hence $\int_{X/B} D_2(\phi)\Omega_0^n = L_\alpha(\phi)$ is real valued.

Note that the operator $L_\alpha$ is self-adjoint by equation (3.5): we have
\[ \int_B \psi L_\alpha(\phi)\omega_B^n = \int_B L_\alpha(\psi)\phi\omega_B^n. \]
Thus the image of $L_\alpha$ is orthogonal to its kernel. Since it has Fredholm index zero by self-adjointness, it suffices to show that its kernel is simply $\bar{T}$ to prove the result.

Thus we suppose $L_\alpha(\phi) = 0$, with $\phi$ a real function. Then by Proposition 3.20 we know that $\phi$ is a holomorphy potential for some holomorphic vector field which preserves the map. Since $\phi$ is a real holomorphy potential, this vector field must be $J$ of a Killing field, proving the result.

**Remark 5.8.** Without restricting to torus invariant functions, the above Lemma has no hope of being true in general. This is the reason we were required to prove a twisted extremal metric is invariant under a maximal torus in Section 4 as this allows us work with torus invariant functions above.

This is all that is needed to construct the approximate solution for all $p$. 

\[ \square \]
Proof of Theorem 5.7: Torus invariance is automatic as all of the initial data is torus invariant.

We suppose that an approximate solution has been produced for $p - 1$, so we have $\varphi_{p-1}, \lambda_{p-1}$ and holomorphy potentials $\beta_{p-1}$ such that the Kähler metric

$$\omega_{r,p-1} = \omega_r + i\partial\bar{\partial}\varphi_{p-1} + i\partial\bar{\partial}\lambda_{p-1} = \omega_r + i\partial\bar{\partial}\left( \sum_{i=0}^{p-2} f_i r^{-i+1} + \sum_{i=0}^{p-1} l_i r^{-i} \right)$$

satisfies

$$S(\omega_{r,p-1}) + \frac{1}{2} \langle \nabla_{\omega_{r-1}} \beta_{r-1}, \nabla_{\omega_{r-1}} (\varphi_{r-1} + \lambda_{r-1}) \rangle - \beta_{r-1} = O(r^{-p}).$$

For $f_p \in C^\infty(B)$, we have

$$S(\omega_{r,p-1} + i\partial\bar{\partial} f_p r^{-p+2}) = S(\omega_{r,p-1}) + \left( \int_{X/B} D_2(f_p) \omega_{r,p-1} + \Theta_p \right) r^{-p} + O(r^{-p-1}),$$

where $\Theta_p \in C^0_0(X)$, with the fibre integral measured with respect to $\omega_{r,p-1}$. Noting $\omega_{r,p-1} = \omega_r + O(r^{-1})$, and using Proposition 5.6 to relate the fibre integral to $L_\alpha$, up to terms of $O(r^{-p-1})$ we have

$$S(\omega_{r,p-1} + i\partial\bar{\partial} f_p r^{-p+2}) = S(\omega_{r,p-1}) + (L_\alpha f_p + \Theta_p') r^{-p} + O(r^{-p-1}),$$

where $\Theta_p' \in C^\infty(X)$ measured with respect to $\omega_r$.

Let $w_p$ be the $O(r^{-p})$ term of equation (5.1). Write $w_p = \Psi_p + \Phi_p$, where $\Psi_p \in C^\infty(B)$ and $\Phi_p \in C^\infty_0(X)$. The operator $L'_\alpha(\phi, \gamma) = L_\alpha \phi - \gamma$, where $\gamma$ is a holomorphy potential, with respect to $\omega_B$, of some holomorphic vector field $\nu_p \in \mathfrak{p}$, is surjective by Lemma 5.7 (and recalling all data is torus invariant), so we can solve $L_\alpha f_p + \bar{b}_p = -\Psi_p$ for $\bar{b}_p$, a holomorphy potential with respect to $\omega_B$. Now the holomorphy potential for the vector field corresponding to $r^{-1}\nu_p$ on $X$ with respect to $\omega_r = r\omega_B + \omega_0$ is of the form $b_p = \bar{b}_p + O(r^{-1})$. With this choice we therefore have

$$S(\omega_{r,p-1} + i\partial\bar{\partial} f_p r^{-p+2}) = S(\omega_{r,p-1}) + (b_p - \Psi_p + \Theta_p') r^{-p} + O(r^{-p-1}).$$

Continuing with functions from the base, since $\varphi_p = \varphi_{p-1} + f_p r^{-p+2}$, we have

$$\langle \nabla_{\omega_r} \beta_{p-1}, \nabla_{\omega_r} \varphi_{p-1} \rangle = \langle \nabla_{\omega_r} \beta_{p-1}, \nabla_{\omega_r} \varphi_{p-1} \rangle + r^{-p} \langle \nabla_{\omega_B} b_p, \nabla_{\omega_B} f_p \rangle + O(r^{-2}).$$

Finally we choose $l_p$. We have

$$S(\omega_{r,p-1} + i\partial\bar{\partial} f_p r^{-p} + i\partial\bar{\partial} l_p r^{-p}) = S(\omega_{r,p-1}) + (b_p - \Psi_p + \Theta_p' + L_0 l_p) r^{-p} + O(r^{-p-1}).$$

We can solve uniquely $L_0 l_p = -\Theta_p' - \Phi_p$, giving

$$S(\omega_{r,p-1} + i\partial\bar{\partial} f_p r^{-p} + i\partial\bar{\partial} l_p r^{-p}) = S(\omega_{r,p-1}) + (b_p - \Psi_p - \Phi_p) r^{-p} + O(r^{-p-1}).$$

This removes the error term up to adding a holomorphy potential. But since $\lambda_p = \lambda_{p-1} + l_p r^{-p}$, we have

$$\langle \nabla_{\omega_r} \beta_p, \nabla_{\omega_r} \lambda_p \rangle = \langle \nabla_{\omega_r} \beta_{p-1}, \nabla_{\omega_r} \lambda_{p-1} \rangle + O(r^{-p-1})$$

and so no additional error terms are caused by the inner products of the new gradient terms. Summing the various terms proves the inductive step, and hence the result.
6. The implicit function theorem argument

This section proves the main result of the present work, namely a construction of extremal metrics on certain fibrations. We recall the setup. We have a fibration $X \to B$, such that $X$ is endowed a relatively ample line bundle $H$ such that each fibre $(X_b, H_b)$ admits a cscK metric and $X_b$ has discrete automorphism group. We assume $(B, L)$ admits a twisted extremal metric, where the twisting form $\alpha$ is the Weil-Petersson metric induced from the cscK metrics on the fibres $(X_b, H_b)$. We proved in Section 5 that in this situation $(X, rL + H)$ admits an “approximately extremal” metric. Here we prove the existence of a genuine solution of the extremal equation:

**Theorem 6.1.** $(X, rL + H)$ admits an extremal metric for all $r \gg 0$.

Fine’s work uses a quantitative inverse function theorem to perturb from an “approximate cscK metric”, analogous to the metrics we have constructed in Section 5, to a genuine cscK metric [11]. Since the operator we consider only has a one-sided inverse, we shall instead rely on a quantitative implicit function theorem as in [3, Theorem 29].

**Theorem 6.2.** [3] Consider a differentiable map of Banach spaces $F : B_1 \to B_2$ whose derivative at 0 is surjective with right-inverse $P$. Denote by

1. $\delta'$ the radius of the closed ball in $B_1$ centred at 0 on which $F - DF$ is Lipschitz of constant $(2\|P\|)^{-1}$,
2. $\delta = \delta'(2\|P\|)^{-1}$.

For all $y \in B_2$ such that $\|y - F(0)\| < \delta$, there exists $x \in B_1$ satisfying $F(x) = y$.

We shall apply this with $F$ given by the extremal operator. Thus the main point is to control both the non-linear terms of the extremal operator and to bound the one-sided inverse of (a variant of) the linearisation. For this, we apply some estimates due to Fine, as well as some estimates specific to our more general situation.

The result of Fine which we shall use is the following Schauder-type estimate.

**Lemma 6.3.** [11, Lemma 6.8] Denote by $g_r$ the Riemannian metric corresponding to the Kähler form $\omega_{r,p}$. For each $k$ and $p$, there are constants $C, r_0 > 0$ such that for all $r \geq r_0$

\[ \|\phi\|_{L^2_{k+4}(g_r)} \leq C(\|\phi\|_{L^2(g_r)} + \|D^* D(\phi)\|_{L^2_k(g_r)}), \]

for all $\phi \in L^2_{k+4}$. Here $D^* D$ denotes the Lichnerowicz operator $D^*_\omega_{r,p} D_{\omega_{r,p}}$ defined using $\omega_{r,p}$.

Fine proves this result for general fibrations $X \to B$ with metrics of the form we have considered. We emphasise that the results of [11, Section 5], on which the following lemma is based, do not use any special metric metric on $B$ and so also apply directly to our situation.

While in Fine’s situation the operator $D^*_\omega_{r,p} D_{\omega_{r,p}}$ is invertible when restricting to functions of mean value zero, this is no longer the case for us due to the presence of automorphisms. The result we require instead is as follows. We begin with describing the change in potentials for holomorphic vector fields on $X$ as this space corresponds to the kernel and cokernel of the Lichnerowicz operator.

As in Section 5 we can assume $\omega_0$ is actually positive. Let $\xi$ be a holomorphic vector field on $X$. Let $h_X$ be its potential with respect to our initial metric $\omega_0$ on $X$. 
Recall from Propositions 3.5 and 3.20 that $\xi$ corresponds uniquely to a holomorphic vector field $\tilde{\xi}$ on $B$. Let $h_B$ be the holomorphy potential of this metric with respect to $\omega_B$, the twisted extremal metric on $B$. Then $\iota_\xi \pi^* \omega_B = \pi^* (\iota_{\tilde{\xi}} \omega_B) = \pi^* \partial h_B = \bar{\partial}(\pi^* h_B)$. Thus $r \pi^* h_B + h_X$ is a holomorphy potential for the vector field $\xi$ on $X$ with respect to the metric $\omega_{r,0} = \omega_X + r \pi^* \omega_B$.

Let $\varphi_{r,p}$ be the Kähler potential of $\omega_{r,p}$ with respect to $\omega_{r,0}$ as in the construction of the approximate solutions in Theorem 5.1 i.e. $\omega_{r,p} = \omega_{r,0} + i \bar{\partial} \varphi_{r,p}$. Then as described in Section 3.2 the holomorphy potential for $\xi$ with respect to $\omega_{r,p}$ is given by $r \pi^* h_B + h_X + \frac{1}{2} \langle \nabla \varphi_{r,p}, \xi \rangle$.

**Definition 6.4.** For $h = h_B \in \mathfrak{g}$, we define the lift of $h$, denoted by $\tau_{r,p}(h)$, to be the element

$$\tau_{r,p}(h) = r \pi^* h_B + h_X + \frac{1}{2} \langle \nabla \varphi_{r,p}, \nu \rangle \in \mathfrak{g}.$$ 

Thus we have encoded the change in holomorphy potential with $(r,p)$ as a sequence of maps

$$\tau_{r,p} : \mathfrak{g} \to C^\infty(X).$$

It will be necessary to work with functions invariant under the fixed maximal torus $T$, so we consider the space $(L^2_k)^T$ of $T$-invariant functions in $L^2_k$. Here $T$ is a maximal torus in $\text{Aut}(X)$ corresponding to a maximal torus in $\text{Aut}(\mathfrak{g})$, the automorphisms of the map. Then the pullback of invariant functions on $B$ give $T$-invariant functions on $X$, and all the approximate metrics $\omega_{r,p}$ are $T$-invariant. We are then also restricting the map $\tau_{r,p}$ to $\mathfrak{t}$, the Lie algebra of the maximal torus.

**Lemma 6.5.** The operator $(L^2_{k+4})^T \times \mathfrak{t} \to (L^2_k)^T$

$$(\psi, h) \mapsto D^*D(\psi) + \iota_{r,p}(h)$$

admits a right inverse $Q$ satisfying the bound

$$\|Q(\psi)\|_{L^2_{k+4}(g_r)} \leq K r^3 \|\psi\|_{L^2_k(g_r)}.$$ 

Here $K$ is a constant independent of $r$.

**Proof.** From the description of the kernel of the Lichnerowicz operator on $X$ (and hence of its cokernel), we get the existence of $Q$. For the bound on the $L^2_{k+4}$-factor of $Q(\psi)$, we have to establish such a bound when $\psi$ is assumed to be orthogonal to $\iota_{r,p}(\mathfrak{t})$ as this is the image of $D^*D$.

The bound follows as in [11] Lemma 6.5, 6.6, 6.7 which establishes a suitable Poincaré inequality for the $D$. These three results go over exactly as in Fine’s work in our setting, except that for the result of [11] Lemma 6.6], which gives a Poincaré inequality for the $\overline{\partial}$-operator on $\Gamma(TX)$, we have to work orthogonally to the kernel of this operator. This in turn gives the required Poincaré inequality for $D$, where one has to work orthogonally to $\tau_{r,p}(\mathfrak{t})$, not just the constants.

Thus the right-inverse map $Q$ that sends a function in the orthogonal complement to $\tau_{r,p}(\mathfrak{t})$ to the unique function mapping to it which is orthogonal to the kernel of $D^*D$ satisfies the required bound. On $\tau_{r,p}(\mathfrak{t})$, $Q$ sends a function $\tau_{r,p}(f)$ to the corresponding function in $f \in \mathfrak{t}$. Since the map $r^{-1}\tau_{r,p}$ is $\text{Id} + O(r^{-1})$, so is its inverse, so on this factor, $Q$ satisfies a better bound than required. \qed
Combining these results, we obtain a bound on the right inverse of the extremal operator.

**Proposition 6.6.** Fix a positive integer $p$ and let $\omega = \omega_{r,p}$. Denote

$$G_{r,p} : (L^2_{k+4})^T \times \mathcal{T} \to (L^2_k)^T,$$

$$G_{r,p}(\phi, h) = -D^*_\omega D_\omega (\phi) + \frac{1}{2} \langle \nabla (S(\omega) - \tau_{r,p}(h)), \nabla \phi \rangle - \tau_{r,p}(h).$$

Then there exists a $C$ independent of $r$ such that $G_{r,p}$ has a right inverse $P_{r,p}$ with $\|P_{r,p}\|_{op} \leq Cr^3$.

**Proof.** Apply the Lemmas above and note that $G_{r,p}$ is $-(D^*_\omega D_\omega + \tau_{r,p}(h))$ plus decaying terms which decay faster than $(D^*_\omega D_\omega - \tau_{r,p}(h))$. Thus for $r$ sufficiently large, $G_{r,p}$ is also invertible and satisfies a similar bound, with a possibly larger constant $C$. □

We next bound the nonlinear terms, analogously to Lemma 7.1 of [11]. The operator we will use is the operator $F = F_{r,p}$ defined by

$$F(\phi, h) = S(\omega_{r,p} + i\partial \bar{\partial} \phi) - \frac{1}{2} \langle \nabla_{\omega, \beta_p}, \nabla_{\omega_r}(\phi_{r,p}) \rangle - \beta_p - \frac{1}{2} \langle \nabla(\tau_{r,p}(h)), \nabla \phi \rangle - \tau_{r,p}(h).$$

Note that a zero of $F$ precisely gives a Kähler potential for an extremal metric. Moreover, the linearisation of $F$ is given by the operator $G_{r,p}$ of Proposition 6.6. The terms involving $\beta_p = \sum_{i=0}^p b^i r^{-i}$ are just constant terms added so that $F(0, 0)$ is an approximate solution to the extremal equation. We also remark that $\beta_p$ is a potential with respect to $\omega_{0,0}$ of a holomorphic vector field on $X$, and so the $b_i$ depend on $r$. However, they are of the form $r^{-1} \tau_{r,0}(b_i) = b_i + O(r^{-1})$ for some fixed $b_i \in \mathcal{T}$.

From now on we take the number of weak derivatives $k$ to be large enough such that $L^2_{k+4}$ in particular embeds into $C^{4,\alpha}$. This ensures that a solution to the extremal equation (6.1) in $L^2_{k+4}$ in fact is smooth. It is also assumed in order to apply certain estimates from [11].

**Lemma 6.7.** Let $N_{r,p} = F_{r,p} - G_{r,p}$. Then there are constants $c, C > 0$ such that for all sufficiently large $r$, if $\phi, \psi \in (L^2_{k+4})^T$ satisfy $\|\phi\|_{L^2_{k+4}}, \|\psi\|_{L^2_{k+4}} \leq c$ then

$$\|N_{r,p}(\phi) - N_{r,p}(\psi)\|_{L^2} \leq C \left( (\|\phi\|_{L^2_{k+4}} + \|\psi\|_{L^2_{k+4}}) \|\phi - \psi\|_{L^2_{k+4}} \right).$$

**Proof.** This follows from the Mean Value Theorem. Indeed, let $\chi_t = (1-t)\phi + t\psi$. Then there is a $t \in [0,1]$ such that

$$N_{r,p}(\phi) - N_{r,p}(\psi) = -(DN_{r,p})_{\chi_t}(\psi - \phi).$$

Moreover, $(DN_{r,p})_{\chi_t}$ is the difference between the linearisations of the extremal map at $\omega_{r,p}$ and $\omega_{r,p} + i\partial \bar{\partial} \chi_t$. So the estimate reduces to a similar estimate for the change in the linearised operator for a small change in the potential. This follows as in Fine’s work from [11] Lemma 2.10], which can be applied provided $k$ is chosen sufficiently large. □

These are the necessary ingredients to prove our main result.
Proof of Theorem 6.1. The proof is an application of the quantitative implicit function theorem stated as Theorem 6.2 to the extremal operator $F(\phi, h)$ of equation (6.1).

The first step is to find a Lipschitz constant for the non-linear terms of this operator, namely $F_{r,p} - DF_{r,p} = N_{r,p}$. From Lemma 6.7, we obtain a $C > 0$ such that for all balls of sufficiently small radius $\lambda$, the non-linear term $N_{r,p}$ is Lipschitz on the ball of radius $\lambda$ with Lipschitz constant $\lambda C$. Thus for $r$ sufficiently large, the radius $\delta'_r$ of the ball on which the non-linear part of $F$ is Lipschitz with constant $1/2\|P_{r,p}\|$ is bounded below by a constant multiple of $r^{-3}$. It follows that the corresponding $\delta_r$ in the statement of Theorem 6.2 is bounded below by $Cr^{-6}$, for some (possibly different) constant $C > 0$.

The next estimate that Theorem 6.2 requires is a bound in $L^k$ of order $r^{-6-\varepsilon}$ for some $\varepsilon > 0$ on the approximate solution $F(0, 0)$. For this, we use the bounds of Theorem 5.1 on the metrics $\omega_{r,p}$. These estimates are pointwise estimates. However, as in [11, Lemma 5.6 and 5.7], this implies a similar bound in the $C^k$-norm, by using a patching argument that allows one to go from bounds in the local model to global bounds. So in the $C^k$-norms, $F(0, 0)$ is $O(r^{-p-1})$. Note that here we think of the $b_i$ in the expansion of $\beta_p$ as fixed functions, not depending on $r$, since they are of the form $r^{-1}\tau_{r,p}(\tilde{b}_i)$ for fixed functions $\tilde{b}_i$, and

$$r^{-1}\tau_{r,p}(\tilde{b}_i) = \tilde{b}_i + O(r^{-1}).$$

We require similar bounds with respect to the $L^2_k$-norms. For this note that the $O(r^{-p-1})$ bounds on $F(0, 0)$ imply that the $p^{th}$ approximate solution is $O(r^{-p-\frac{1}{2}})$, just as in [11 Lemma 5.7]. In particular, if $p$ is chosen to be 6 or more, $F(0, 0)$ satisfies the required bound and the extremal equation has a solution for all $r$ sufficiently large.
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