ASYMPTOTIC BEHAVIOR FOR A NONLOCAL DIFFUSION EQUATION
ON THE HALF LINE
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Abstract. We study the large time behavior of solutions to a nonlocal diffusion equation,

\[ u_t = (J * u)(x, t) - u(x, t), \quad x \geq 0, \quad t > 0, \]

\[ u(x, t) = 0, \quad x < 0, \quad t > 0, \]

\[ u(x, 0) = u_0(x), \quad x \in \mathbb{R}, \]

with a kernel J that is assumed to be a nonnegative continuous function with unit integral. We
will restrict ourselves to the case where J is smooth, radially symmetric, with a compact support
contained in the ball of radius d. Some of our proofs also require that J does not increase in \( \mathbb{R}^+ \).

The initial data \( u_0 \) are assumed to be bounded and identically zero for \( x < 0 \), and to have a
finite mass and a finite first momentum, \( \int_{\mathbb{R}_+} u_0(x)(1 + x) \, dx < \infty \). In order to prove our main
results, they are also required to have a finite second momentum.

It is easy to prove by means of a fixed point argument that there exists a unique solution \( u \in C([0, \infty); L^1(\mathbb{R}_+, (1 + x) \, dx)) \) of problem (1.1); see for instance [7] for an analogous proof.

Evolution problems with this type of diffusion have been widely considered in the literature,
since they can be used to model the dispersal of a species by taking into account long-range
effects, [3], [5], [10]. It has also been proposed as a model for phase transitions, [1], [2], and,
quite recently, for image enhancement, [11].

1. Introduction

The purpose of this paper is to study the large-time behavior of the solution to the nonlocal
problem

\[ \begin{cases}
    u_t(x, t) = (J * u)(x, t) - u(x, t), & x \geq 0, \ t > 0, \\
    u(x, t) = 0, & x < 0, \ t > 0, \\
    u(x, 0) = u_0(x), & x \in \mathbb{R},
\end{cases} \]

with a kernel J that is assumed to be a nonnegative continuous function with unit integral. We
will restrict ourselves to the case where J is smooth, radially symmetric, with a compact support
contained in the ball of radius d. Some of our proofs also require that J does not increase in \( \mathbb{R}^+ \).

The initial data \( u_0 \) are assumed to be bounded and identically zero for \( x < 0 \), and to have a
finite mass and a finite first momentum, \( \int_{\mathbb{R}_+} u_0(x)(1 + x) \, dx < \infty \). In order to prove our main
results, they are also required to have a finite second momentum.

It is easy to prove by means of a fixed point argument that there exists a unique solution \( u \in C([0, \infty); L^1(\mathbb{R}_+, (1 + x) \, dx)) \) of problem (1.1); see for instance [7] for an analogous proof.

Evolution problems with this type of diffusion have been widely considered in the literature,
since they can be used to model the dispersal of a species by taking into account long-range
effects, [3], [5], [10]. It has also been proposed as a model for phase transitions, [1], [2], and,
quite recently, for image enhancement, [11].
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THE STANDARD (LOCAL) HEAT EQUATION. To get an idea of which kind of results we may expect, let us take a look at the local counterpart of our equation, the standard heat equation on the half-line

\begin{align}
    \begin{cases}
        u_t = u_{xx}, & x \in \mathbb{R}_+, \ t > 0, \\
        u(0, t) = 0, & t > 0, \\
        u(x, 0) = u_0(x), & x \in \mathbb{R}_+.
    \end{cases}
\end{align}

(1.2)

By extending the solution from $\mathbb{R}_+$ to $\mathbb{R}$ as an antisymmetric function, one obtains a representation of the solution in terms of the fundamental solution to the heat equation in the whole real line, $\Gamma(x, t) = \frac{e^{-\frac{x^2}{4t}}}{2\sqrt{\pi t}}$, in the form

$$u(x, t) = \int_0^\infty (\Gamma(x - y, t) - \Gamma(x + y, t)) u_0(y) \, dy.$$ 

This representation may be used to determine the large time behavior of the solution. However, if the problem is nonlocal (or nonlinear) this technique will not work. Hence we prefer a different approach which may be applied to other problems, and in particular to (1.1).

The key point is that the antisymmetric extension of the solution to the whole real line is a solution to the Cauchy problem that has vanishing integral for all times. It is well known that the first term of the asymptotic expansion of solutions of the Cauchy problem for the heat equation is given by a multiple of the fundamental solution $\Gamma$ with the same integral. Since in our case this term vanishes, we have to go further in the asymptotic expansion in order to obtain a nontrivial description of the large time behavior. Fortunately, the next term in the expansion is available if the solution has a finite first momentum; see [9]. It is given in terms of the so-called dipole solution, $D(x, t) = \Gamma_x(x, t) = -\frac{x e^{-\frac{x^2}{4t}}}{4\sqrt{\pi t}}$, as

$$t\|u(x, t) + C^*D(x, t)\|_{L^\infty(\mathbb{R}_+)} \to 0 \quad \text{as } t \to \infty.$$ 

(1.3)

The proportionality constant $C^*$ can be determined in terms of the initial data thanks to the conservation of the first momentum,

$$M_1(t) := \int_0^\infty u(x, t)x \, dx = \int_0^\infty u_0(x)x \, dx =: M_1^*.$$ 

Indeed, since $\int_0^\infty D(x, t)x \, dx = -1/2$, then necessarily $C^* = 2M_1^*$.

Given $\xi_1, \xi_2 > 0$, there exist constants $C_1, C_2 > 0$ such that $C_1 \leq t|D(x, t)| \leq C_2$ in the outer region $\xi_1 \leq x/t^{1/2} \leq \xi_2$. Therefore, (1.3) provides a non-trivial asymptotic limit in the far-field scale, $x \sim \xi t^{1/2}$. In the very far-field, $x \geq t^{1/2}g(t)$, $\lim_{t \to \infty} g(t) = \infty$, the result is not so precise. Indeed, $\sup_{x \geq t^{1/2}g(t)} t|D(x, t)| \to 0$ as $t \to \infty$, and we just get

$$\sup_{x \geq t^{1/2}g(t)} tu(x, t) \to 0 \quad \text{as } t \to \infty \quad \text{if } \lim_{t \to \infty} g(t) = \infty.$$ 

(1.4)

On the other hand, $\sup_{0 \leq x \leq t^{1/2}h(t)} t|D(x, t)| \to 0$ as $t \to \infty$ if $\lim_{t \to \infty} h(t) = 0$. Hence, (1.3) only says that $u(\cdot, t) = o(t^{-1})$ in the near-field, $0 \leq x \leq t^{1/2}h(t)$, $h(t) \to 0$. Hence, we have to look for a different scaling in order to have a nontrivial asymptotic profile in this inner region, and in particular in compact sets.
Having in mind the dipole solution, we expect a behavior \( u(x, t) \approx C x t^{-3/2} \) for \( 0 \leq x \leq t^{1/2} h(t) \), \( h(t) \to 0 \). This idea suggests that we consider a new variable

\[
(1.5) \quad v(x, t) = \frac{t^{3/2}}{x + 1} u(x, t),
\]

which satisfies

\[
v_t = v_{xx} + \frac{2v_x}{x + 1} + \frac{3v}{2t}.
\]

The equation is posed in the domain (which is not a cylinder) \( 0 < x < \varepsilon t^{1/2} \), with data \( v(0, t) = 0 \), \( v(\varepsilon t^{1/2}, t) \approx \frac{M_1^*}{2\sqrt{\pi}} \), the latter condition being given by the outer behavior, taking \( \varepsilon \to 0 \).

The last term in the equation is asymptotically small. Hence we expect convergence to the solution of the ODE

\[
v_{xx} + \frac{2v_x}{x + 1} = 0,
\]

satisfying the boundary condition \( v(+\infty) = \frac{M^*_1}{2\sqrt{\pi}} \). This solution turns out to be

\[
v_\infty(x) = \frac{M^*_1}{2\sqrt{\pi}} \frac{x}{(x + 1)},
\]

which means a behavior \( u(x, t) \approx \frac{M^*_1}{2\sqrt{\pi}} x \) in the original variables. The precise expected result can be expressed as

\[
\sup_{0 \leq x \leq t^{1/2} h(t)} \frac{t^{3/2}}{x + 1} \left| u(x, t) - \frac{M_1^* \phi(x)}{2\sqrt{\pi} t^{3/2}} \right| \to 0 \quad \text{as} \quad t \to \infty \quad \text{if} \quad \lim_{t \to \infty} h(t) = 0,
\]

where \( \phi(x) = x \) turns out to be the unique stationary solution to the heat equation in \( \mathbb{R}_+ \) such that \( \phi(0) = 0 \), \( (\phi(x) - x) \in L^\infty(\mathbb{R}_+) \).

This formal computation can be made rigorous. In fact, we are able to combine the inner and the outer behavior in a global approximate asymptotic solution.

**Theorem 1.1.** Assume \( v_0 \in L^1(\mathbb{R}_+, (1 + x^2) \, dx) \). Let \( u \) be the solution to (1.2). Then,

\[
(1.6) \quad \frac{t^{3/2}}{x + 1} \left| u(x, t) + 2M_1^* D(x, t) \right| \to 0 \quad \text{as} \quad t \to \infty \quad \text{uniformly in} \quad \mathbb{R}_+.
\]

We have not found a proof of this fact (not even a statement) in the literature, and we include one here for the sake of completeness.

Theorem 1.1 shows that there is a continuum of possible decay rates, starting with the global rate \( O(t^{-1}) \), holding in the far-field, all the way up to \( O(t^{-3/2}) \), that takes place on compact sets. The rate depends on the scale, and is explicitly given by the relation \( \frac{c t^{3/2}}{x} \). For instance, if \( \frac{h(t)}{t} u(x, t) \to \frac{M_1^* \xi}{2\sqrt{\pi}} \) as \( t \to \infty \) if \( \frac{h(t)}{t^{1/2} h(t)} \to \xi \), \( h(t) \to 0 \) as \( t \to \infty \). Notice, however, that (1.6) gives less information than (1.3) in the very far-field.

**Remark.** It is enough to perform the proof for nonnegative initial data. Indeed, if \( u^\pm \) are the solutions with initial data \( \{u_0\}_\pm \), then, by the linearity of the equation, \( u = u^+ - u^- \). Since \( M_1^* = \int_0^\infty \{u_0(x)\}_+ x \, dx - \int_0^\infty \{u_0(x)\}_- x \, dx \), the result for general data will follow from the results for \( u^+ \) and \( u^- \). Notice however that in the case of initial data with sign changes it may happen that \( M_1^* = 0 \). In this situation our result is not optimal (solutions decay faster), and we should look for a different scaling.
Main results. We now go back to the nonlocal problem (1.1). As observed in [8], under
the usual parabolic scaling our operator ‘converges’ to $\partial_t - q\Delta$, where $q = \frac{1}{2} \int R J(z) |z|^2 \, dz$.
Hence, after a certain antisymmetrization procedure, we expect the outer behavior to be given
by a multiple of the dipole solution to the heat equation with diffusivity $q$, $D_q(x,t) = D(x,qt)$.
How do we determine the proportionality constant $C^*$? The key point is that though the first
momentum of the solution is not conserved, it converges to a nontrivial constant $M^*_1$. This
asymptotic constant coincides with an invariant of the evolution (1.7) $J * \phi = \phi$ for $x \geq 0$, $\phi = 0$ for $-d < x < 0$, $(\phi(x) - x) \in L^\infty(\mathbb{R}_+)$.
Therefore, the proportionality constant is necessarily
$$C^* = 2 \int_{0}^{\infty} u_0(x)\phi(x) \, dx / M^*_1.$$ 
In this way, we arrive at the following nonlocal counterpart of the local result (1.3).

**Theorem 1.2.** Let $q = \frac{1}{2} \int R J(z) z^2 \, dz$ and $u_0 \in L^1(\mathbb{R}_+, (1 + x^2) \, dx)$. If $u$ is the solution to (1.1),
then
$$t \|u(\cdot, t) + 2M^*_1 D(\cdot, qt)\|_{L^\infty(\mathbb{R}_+)} \to 0 \quad \text{as} \quad t \to \infty.$$ 
This result not only gives a nontrivial limit in the far-field scale, but it also provides an
estimate for the decay rate in the very far-field; namely, the solution to (1.1) satisfies (1.4).

Let us remark that, due to the nonlocal character of the diffusion operator, the antisymmetric
extension of the solution in $\mathbb{R}_+$ with respect to no matter what point– to the whole real line
is not a solution of the Cauchy problem. Hence, the convergence argument is not so direct as
the one for the local heat equation. We will need to build up subsolutions and supersolutions
having the right common asymptotic behavior.

As for the inner behavior, the scaled variable $v$ given by (1.5) should converge to a multiple
of the solution $\phi$ to (1.7), the proportionality constant being obtained by matching with the outer
behavior. Both behaviors can be combined in a unique approximating function.

**Theorem 1.3.** Let $u_0 \in L^1(\mathbb{R}_+, (1 + x^2) \, dx) \cap L^\infty(\mathbb{R}_+)$. Let $J$ be smooth, radially symmetric,
nonincreasing in $\mathbb{R}_+$ with support in the ball $(-d,d)$. Let $u$ be the solution to (1.1). Then,
$$t^{3/2} / x + 1 \left| u(x,t) + 2M^*_1 \phi(x) / x D_q(x,t) \right| \to 0 \quad \text{as} \quad t \to \infty \quad \text{uniformly in} \quad \overline{\mathbb{R}_+}.$$ 
As in the case of its local counterpart –Theorem 1.1– Theorem 1.3 gives a continuum of intermediate decay rates –depending on the scale– through the relation $t^{3/2} / x$.

**Remark.** The result for initial data without a sign restriction will follow, as in the local case,
from the result for nonnegative initial data. Hence, in what follows we will always assume,
without further mention, that $u_0 \geq 0$.

The problem in the whole space. When the problem is posed in the whole space the
asymptotic behavior is quite different. Indeed, as proved in [6], for any dimension $N$, the solution
$u$ to this problem satisfies
$$t^{N/2} \|u(\cdot, t) - v(\cdot, t)\|_{L^\infty(\mathbb{R}^N)} \to 0 \quad \text{as} \quad t \to \infty,$$
where \( v \) is the solution to the heat equation with diffusivity \( q = \frac{1}{2N} \int_{\mathbb{R}^N} J(z)|z|^2 \, dz \) and initial condition \( v(x,0) = u(x,0) \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \). Therefore,
\[
t^{N/2} \|u(x,t) - M \Gamma_q(x,t)\|_{L^\infty(\mathbb{R}^N)} \to 0 \quad \text{as} \quad t \to \infty,
\]
with \( M = \int_{\mathbb{R}^N} u_0 \) and \( \Gamma_q(x,t) = \Gamma(x,qt) \). This is true even for changing sign solutions, as long as \( M \neq 0 \). In particular, if \( N = 1 \) the global decay rate is \( O(t^{-1/2}) \), much slower than for the problem in the half-line, which, due to the loss of mass at the boundary of the domain, is \( O(t^{-1}) \).

As for the local heat equation, when \( M = 0 \) the asymptotic behavior for the problem in the whole space is given by
\[
t^{N/2} \|\phi(\cdot,t) + \sum_{j=1}^{N} \left( \int_{\mathbb{R}^N} u_0(x)x_j \, dx \right) \partial_{x_j} \Gamma_q(\cdot,t)\|_{L^\infty(\mathbb{R}^N)} \to 0 \quad \text{as} \quad t \to \infty
\]
if \( u_0 \in L^1(\mathbb{R}^N, (1 + |x|^2) \, dx) \); see [13]. The global decay rate is \( O(t^{-(N+1)/2}) \), and the outer asymptotic behavior is given by a dipole-like solution of the heat equation. This coincides when \( N = 1 \) with what we have for (1.1), which is not surprising, since there is a nontrivial asymptotic first momentum in this latter problem.

**The problem in domains with holes.** Let us consider now the case where the spatial domain is the complement in \( \mathbb{R}^N \) of a bounded open set \( \mathcal{H} \) with smooth boundary, with zero data in the hole. When \( N \geq 3 \),
\[
t^{N/2} \|u(x,t) - M^* \phi(x) \Gamma_q(x,t)\|_{L^\infty(\mathbb{R}^N)} \to 0 \quad \text{as} \quad t \to \infty \quad \text{uniformly in} \quad \mathbb{R}^N,
\]
where \( \Gamma_q(x,t) = \Gamma(x,qt) \) is the fundamental solution of the heat equation with diffusivity \( q \) determined by the kernel \( J \), \( \phi \) is the unique solution to
\[
J * \phi = \phi \quad \text{in} \quad \mathbb{R} \setminus \mathcal{H}, \quad \phi = 0 \quad \text{in} \quad \mathcal{H}, \quad \phi(x) \to 1 \quad \text{as} \quad |x| \to \infty,
\]
and \( M^* = \int_{\mathbb{R}^N} u_0(x) \phi(x) \, dx \); see [7]. The quantity \( M^* \) turns out to be the asymptotic mass which is nontrivial in large dimensions, \( N \geq 3 \). Notice that the rate of decay of solutions is the same one as for the problem in the whole space.

What happens in dimension \( N = 1 \)? If the hole is a large interval, with a diameter bigger than the radius of the support of the kernel, the domain has two disconnected components which can be treated independently as problems on a half line (after a translation, and also a reflection, if we consider the component connected to \( -\infty \)). Therefore, we may apply the results of the present paper to describe the large time behavior for solutions of this problem. The situation is quite different from the one in large dimensions. On the one hand, mass decays to zero. Hence the need of using a different scaling for \( u \) in the outer limit, which for the one dimensional case is not any more the one that preserves mass, but the one that preserves the first momentum. Another important difference with the case of large dimensions is that the rate of decay on compact sets differs from the global one; see Theorem 1.3. This makes the matching in the one-dimensional case more involved, requiring the use of the auxiliary variable (1.5).

If the size of the hole is small, it does not disconnect the real line: the symmetrization techniques used in this paper cannot be applied, and a different approach is needed. On the other hand, taking into account that the rate of decay for the problem in the whole space is different from the one when there is a big hole, a natural question arises: does the global rate of decay in dimension one depend on the size of the hole? This issues will be the subject of a forthcoming paper.
In the critical case \( N = 2 \), mass is also asymptotically lost. However, the local counterpart, studied in [12], suggests that the outer limit will still be given by a multiple of the fundamental solution, but with logarithmic time corrections. This case will be treated elsewhere.

**Organization of the paper.** Section 2 is devoted to the study of the stationary problem (1.7). We prove that there exists a unique stationary solution that behaves as \( x \) at infinity. As part of the proof of the uniqueness of the solution, we find that there is no bounded nontrivial stationary solution. In Section 3 we find a conservation law and study the different momenta of the solution. Sections 4 and 5 are devoted to the study of the asymptotic profile. In Section 4 we consider the far-field limit and in Section 5 we consider the near-field limit, first for our nonlocal problem (1.1) and then for the standard heat equation.

**Notations.** In what follows we will denote

\[
Lu(x, t) := (J * u)(x, t) - u(x, t), \quad B_r := (-r, r).
\]

2. The stationary problem

In this section we will prove the existence of a unique solution to the stationary problem (1.7). The solution \( \phi \) will be obtained as the limit, as \( n \) tends to infinity, of solutions \( \phi_n \) of problem

\[
\begin{aligned}
\phi_n(x) &= \int_0^{n+d} J(x - y)\phi_n(y) \, dy, \quad 0 \leq x \leq n, \\
\phi_n(x) &= 0, \quad -d < x < 0, \\
\phi_n(x) &= x, \quad x > n.
\end{aligned}
\]

So we start by constructing such a solution \( \phi_n \). In principle we only need \( \phi \in L^1_{\text{loc}}(\mathbb{R}^N) \), so that the convolution makes sense. But the equation implies that \( \phi \) has in \([0, n]\) the same regularity as \( J \).

**Lemma 2.1.** Problem (2.1) has a unique solution \( \phi_n \). It satisfies \( 0 \leq \phi_n(x) \leq x + d \).

**Proof.** Uniqueness follows immediately from the maximum principle.

To prove existence we consider the operator

\[
T\phi(x) = \int_0^n J(x - y)\phi(y) \, dy + \int_n^{n+d} J(x - y)y \, dy \quad \text{for } 0 \leq x \leq n,
\]

and look for a fixed point \( \hat{\phi} \) for \( T \) in the set

\[
K = \{ \phi \in C([0, n]) : 0 \leq \phi(x) \leq x + d \}.
\]

If \( \hat{\phi} \) is a fixed point for the operator \( T \) in \( K \), then it is easily checked that

\[
\phi_n(x) = \begin{cases} 
\hat{\phi}(x), & 0 \leq x \leq n, \\
0, & -d < x < 0, \\
x, & x > n,
\end{cases}
\]

is a solution of problem (2.1).

Since the kernel \( J \) is smooth, the operator \( T \) is compact in \( C([0, n]) \). Hence, to show that \( T \) has a fixed point in the convex set \( K \) we only have to prove that \( T(K) \subset K \).

Let \( \phi \in K \) and \( x \in [0, n] \). We have to consider three different cases:
(i) If $0 \leq x - d \leq x + d \leq n$, then
\[ T\phi(x) = \int_{x-d}^{x+d} J(x-y)\phi(y) \, dy \leq \int_{x-d}^{x+d} J(x-y)(y+d) \, dy = x + d. \]

(ii) If $x - d \leq 0 \leq x + d \leq n$, then
\[ T\phi(x) = \int_0^{x+d} J(x-y)\phi(y) \, dy \leq \int_0^{x+d} J(x-y)(y+d) \, dy = x + d - \int_{x-d}^0 J(x-y)(y+d) \, dy \leq x + d. \]

(iii) If $x - d < n < x + d < n + d$, then, no matter whether $x - d$ is larger or smaller than 0,
\[ T\phi(x) = \int_0^n J(x-y)\phi(y) \, dy + \int_n^{x+d} J(x-y) \, dy \]
\[ \leq \int_0^{x+d} J(x-y)(y+d) \, dy \leq x + d. \]

\[ \square \]

**Proposition 2.1.** The stationary problem (1.7) has a solution $\phi$ such that
\[ (2.2) \quad x \leq \phi(x) \leq x + d \quad \text{for } x \geq 0. \]

**Proof.** The function $\psi(x) = x$ satisfies $J * \psi = \psi$ for $x \geq 0$. On the other hand, $\phi_n(x) \geq \psi$ if $-d < x < 0$ and $\phi_n(x) = \psi(x)$ if $n < x < n + d$. Therefore, by comparison,
\[ \phi_n(x) \geq x \quad \text{for } -d < x < n + d, \quad n > 0. \]

We thus have $\phi_n(x) = x \leq \phi_{n+1}(x)$ for $n < x < n + d$. Hence, since both $\phi_n$ and $\phi_{n+1}$ vanish in $(-d, 0)$, we conclude, again by comparison, that $\phi_n(x) \leq \phi_{n+1}(x)$ if $x \in (-d, n + d)$. Since, moreover, $\phi_n(x) \leq x + d$ for all $n \in \mathbb{N}$, the monotone limit
\[ \phi(x) = \lim_{n \to \infty} \phi_n(x) \]
is finite and satisfies (2.2). It is then easily checked that $\phi$ solves (1.7). \[ \square \]

**Remark.** Notice that as $d$ approaches 0 the stationary solution $\phi$ converges uniformly to the stationary solution of the local problem.

Let $\phi_1, \phi_2$ be solutions to (1.7). Then, $\phi = \phi_1 - \phi_2$ is a solution to
\[ (2.3) \quad J * \phi = \phi \quad \text{for } x \geq 0, \quad \phi = 0 \quad \text{if } -d < x < 0, \quad \phi \in L^\infty(\mathbb{R}_+). \]

If $J > 0$ in $(-d, 0)$, we will prove that $\phi \equiv 0$, hence uniqueness for problem (1.7).

**Proposition 2.2.** If $J > 0$ in $B_d$, the unique solution to (2.3) is $\phi = 0$.

**Proof.** The function $\phi_\varepsilon(x) = \phi(x) - \varepsilon(x + d)$ satisfies
\[ J * \phi_\varepsilon = \phi_\varepsilon \quad \text{if } x \geq 0, \quad \phi_\varepsilon \leq 0 \quad \text{if } -d < x < 0. \]

Moreover, it reaches its maximum in $\mathbb{R}_+$ at some finite point $\bar{x}$, since by construction $\phi_\varepsilon(x) \to -\infty$ as $x \to \infty$. A standard (for nonlocal operators) argument shows that if $\phi_\varepsilon(\bar{x}) > 0$ we reach a contradiction. Indeed, if $\phi_\varepsilon(\bar{x}) > 0$, we deduce that $\phi_\varepsilon$ is constant in $(\bar{x} - d, \bar{x} + d)$. We can thus propagate the maximum to the whole $\mathbb{R}_+$, which leads to a contradiction near the boundary.
(recall that $\phi \varepsilon(x) \leq 0$ on $-d < x < 0$). Then, passing to the limit as $\varepsilon \to 0$, we obtain $\phi \leq 0$. The same argument applied to $-\phi$ leads to $\phi \geq 0$. \hfill \Box 

3. Conservation law, mass decay and study of the first and second momentum

As explained in the introduction, solutions to (1.1) do not conserve neither mass, nor the first momentum. But there is an important difference between both magnitudes: while mass decays to 0, the first momentum approaches a nontrivial limit. This limit, which plays a role in the characterization of the large time asymptotics of the solution, can be expressed in terms of the initial data thanks to a certain conservation law. We will prove all these facts in this section. In addition, we will also study the second momentum, since the error term in our asymptotic expansion will be given in terms of this quantity.

Conservation law and mass decay. We start by deriving a conservation law, which will next be used to prove that mass decays to 0.

**Proposition 3.1.** Let $u$ be the solution to (1.1) and let $\phi$ be the solution to the stationary problem (1.7). Then, for every $t > 0$,

$$M_\phi(t) := \int_0^\infty u(x,t)\phi(x) \, dx = \int_0^\infty u_0(x)\phi(x) \, dx.$$ 

**Proof.** Since $u \in C([0, \infty) : L^1(\mathbb{R}_+, (1+x) \, dx))$, the estimate (2.2) on $\phi$ implies that $M_\phi(t) < \infty$. In addition, using the equation in (1.1), we get

$$\int_0^\infty |u_t(x,t)|\phi(x) \, dx < \infty.$$ 

Therefore, we may differentiate under the integral sign to obtain, after applying Tonelli’s Theorem,

$$M_\phi'(t) = \int_0^\infty u_t(x,t)\phi(x) \, dx = \int_0^\infty Lu(x,t)\phi(x) \, dx = \int_0^\infty u(x,t)L\phi(x) \, dx = 0.$$ 

\hfill \Box 

A first estimate on the size of $u$ comes from comparison with the solution $u^c$ of the Cauchy problem having as initial data

$$u^c_0(x) = \begin{cases} u_0(x), & x \geq 0, \\ 0, & x < 0. \end{cases}$$

This yields $0 \leq u(x,t) \leq u^c(x,t) \leq Ct^{-1/2}$; see, for instance, [6, 13]. This bound allows to obtain an estimate on the mass at time $t$ that shows that it decays to 0 as $t$ grows to infinity.

**Proposition 3.2.** Let $u$ be the solution to (1.1). Then $M(t) = \int_0^\infty u(x,t) \, dx \to 0$ as $t \to \infty$.

**Proof.** Let $\delta = \delta(t) > 0$, $t > 0$, to be chosen later. Using the estimate (2.2) on $\phi$, we get

$$\int_0^\infty u(x,t) \, dx = \int_0^{\delta(t)} u(x,t) \, dx + \int_{\delta(t)}^\infty u(x,t) \, dx \leq \int_0^{\delta(t)} Ct^{-1/2} \, dx + \frac{1}{\delta(t)} \int_{\delta(t)}^\infty u(x,t) \, dx \leq C\delta(t)t^{-1/2} + \frac{1}{\delta(t)} \int_0^\infty u_0(x)\phi(x) \, dx.$$ 

Taking $\delta(t) = t^{1/4}$ we get $M(t) \leq Ct^{-1/4}$, hence the result. \hfill \Box
First momentum. We can also determine the asymptotic first momentum, which coincides with the conserved quantity.

**Proposition 3.3.** Let $u$ be the solution to (1.1). Then, as $t \to \infty$,

$$M_1(t) = \int_0^\infty u(x,t) x \, dx \to M_1^*.$$  

**Proof.** It follows easily from the estimate (2.2) on $\phi$ and the decay of the mass, Proposition 3.2. Indeed,

$$|M_1(t) - M_1^*| \leq \int_0^\infty u(x,t) |x - \phi(x)| \, dx \leq d \int_0^\infty u(x,t) \, dx \to 0 \quad \text{as} \quad t \to \infty.$$  

\[ \square \]

**Second momentum.** Our next goal is to prove that the second momentum of a solution stays finite for all $t > 0$ if the initial second momentum is finite. To this aim we use again that $0 \leq u \leq u_c$. Hence,

$$M_2(t) := \int_0^\infty u(x,t) x^2 \, dx \leq \underbrace{\int_0^\infty u_c(x,t) x^2 \, dx}_{M_2^*(t)}.$$  

In order to estimate $M_2^*(t)$ we express $u_c$ in terms of the fundamental solution $F = F(x,t)$ to the operator $\partial_t - L$ in the whole space. This fundamental solution can be decomposed as

$$F(x,t) = e^{-t} \delta(x) + \omega(x,t),$$

where $\delta(x)$ is the Dirac mass at the origin in $\mathbb{R}^N$ and $\omega$ is a smooth function defined via its Fourier transform,

$$\hat{\omega}(\xi,t) = e^{-t} (e^{\hat{J}(\xi)t} - 1);$$

see [6]. Thus,

$$u_c(x,t) = e^{-t} u_0(x) + \int_0^\infty \omega(x - y,t) u_0(y) \, dy.$$  

Using the Taylor series of the exponential we get

$$\omega(x,t) = e^{-t} \sum_{n=1}^{\infty} \frac{t^n J^n(x)}{n!}, \quad J^n = J \ast \cdots \ast J \quad \text{\text{\text{\text{n times}}}}.$$  

This expression, recently derived in [4], was used by the authors to prove that

$$0 \leq \omega(x,t) \leq C_1 e^{-\frac{1}{2} |x| \log |x| + C_2 |x|} \log t$$

for some constants $C_1$ and $C_2$. Estimate (3.3) implies in particular that all the momenta of $\omega(\cdot, t)$, $t > 0$, are finite. This is the key to prove that the second momentum of any solution to (1.1) stays finite for all times if it is initially finite.

**Proposition 3.4.** Let $u$ be the solution to (1.1). Assume $\int_0^\infty u_0(x) x^2 \, dx < \infty$. Then, for every $t > 0$, $\int_0^\infty u(x,t) x^2 \, dx < \infty$.
Proof. We have
\[ M_2(t) \leq e^{-t} \int_0^\infty u_0(x)x^2 \, dx + \int_0^\infty \int_0^\infty \omega(x-y,t)u_0(y)x^2 \, dy \, dx. \]

By assumption, \( A < \infty \). As for \( B \), we have
\[
B = \int_0^\infty u_0(y) \int_{-\infty}^\infty \omega(z,t)(y+z)^2 \, dz \, dy \\
\leq \int_0^\infty u_0(y)y^2 \, dy \int_{-\infty}^\infty \omega(z,t) \, dz + 2 \int_0^\infty u_0(y)y \, dy \int_0^\infty \omega(z,t)z \, dz \\
+ \int_0^\infty u_0(y) \, dy \int_{-\infty}^\infty \omega(z,t)z^2 \, dz < \infty.
\]

Remark. An analogous argument proves that the first \( k \) momenta of the solution stay finite for all time if they were initially finite.

4. FAR-FIELD LIMIT

From now on, in addition to the hypotheses stated in the Introduction, we assume that \( J \) is nonincreasing in \( \mathbb{R}_+ \). As supersolutions and subsolutions we will use solutions to the problem in the whole space taking as initial data an antisymmetric extension of the solution at some time \( t_0 \) with respect to a certain point. Let us start by studying the properties of such functions.

Proposition 4.1. Let \( u \) be the solution to the nonlocal heat equation \( u_t = Lu \) in one spatial dimension with initial data \( u_0 \). If \( u_0 \) is antisymmetric with respect to \( \bar{x} \in \mathbb{R} \) and \( u_0(x) \geq 0 \) for \( x \geq \bar{x} \), then \( u(x,t) \) is antisymmetric in \( x \) with respect to \( \bar{x} \) and \( u(x,t) \geq 0 \) for all \( x \geq \bar{x} \).

Proof. Since the convolution of radially symmetric functions which are nonincreasing in \( \mathbb{R}_+ \) inherits these two properties (this is a result of Wintner [14] that can be easily proved), the regular part \( \omega \) of the fundamental solution to the Cauchy problem is also radially symmetric and nonincreasing in \( \mathbb{R}_+ \) in the spatial variable; see (3.2). The antisymmetry of \( u \) in \( x \) is then an immediate consequence of the antisymmetry of \( u_0 \), the symmetry of \( \omega \) and the fact that
\[
u(x,t) = e^{-t}u_0(x) + \int_\mathbb{R} \omega(x-y,t)u_0(y) \, dy.
\]

From this expression we also get, using the antisymmetry of \( u_0 \),
\[
u(x,t) = e^{-t}u_0(x) + \int_\infty^{\infty} (\omega(x-y,t) - \omega(x+y-2\bar{x},t))u_0(y) \, dy.
\]

Hence, if \( x \geq \bar{x} \),
\[
u(x,t) = e^{-t}u_0(x) + \int_\bar{x}^{\infty} (\omega(x-y,t) - \omega(x+y-2\bar{x},t))u_0(y) \, dy \\
+ \int_\infty^{x} (\omega(y-x,t) - \omega(x+y-2\bar{x},t))u_0(y) \, dy.
\]
Since
\[
\omega(x - y, t) - \omega(x + y - 2\bar{x}, t) \geq 0 \quad \text{if } x \geq y \geq \bar{x},
\]
\[
\omega(y - x, t) - \omega(y + x - 2\bar{x}, t) \geq 0 \quad \text{if } y \geq x \geq \bar{x},
\]
we finally obtain that \(u(x, t) \geq 0\) for all \(x \geq \bar{x}\).

\(\square\)

We may now proceed to the proof of the outer behavior of \(u\), Theorem 1.2. The key point is that the subsolutions and supersolutions constructed as mentioned above converge to a multiple of \(-Dq\) with a proportionality constant given by the first momentum of the corresponding extension of the solution at time \(t_0\). This constant is then adjusted to the right limit value \(2M_1^*\) by letting \(t_0\) go to infinity.

**Proof of Theorem 1.2. Supersolution.** Let \(u_0^+\) be the antisymmetric extension of \(u(x, t_0)\) to the whole space with respect to \(\bar{x} = -d\),

\[
\begin{aligned}
u_0^+(x) &= \begin{cases} u(x, t_0) & \text{if } x \geq 0, \\ 0 & \text{if } -2d < x < 0, \\ -u(-2d - x, t_0) & \text{if } x \leq -2d,
\end{cases}
\end{aligned}
\]

and \(u^+(x, t)\) the solution to

\[
v_t = Lv \quad \text{in } \mathbb{R} \times (t_0, \infty),
\]

with initial data \(u^+(x, t_0) = u_0^+(x)\). Since, \(u^+(x, t) \geq 0 = u(x, t)\) if \(x \in (-d, 0)\), see Proposition 4.1, by comparison we have that

\[
u^+(x, t) \geq u(x, t) \quad \text{for } x \in \mathbb{R}_+, \ t \geq t_0.
\]

Using the results of Section 3 we then obtain that \(M_1^+(t_0) \rightarrow 2M_1^*\) as \(t_0 \rightarrow \infty\).

**Subsolution.** This time \(u_0^-\) is the antisymmetric extension with respect to the origin of \(u(x, t_0), x \geq 0\),

\[
u_0^-(x) = \begin{cases} u(x, t_0) & \text{if } x > 0, \\ -u(-x, t_0) & \text{if } x < 0,
\end{cases}
\]

and \(u^-\) the solution to (4.1) with initial data \(u^-(x, t_0) = u_0^-(x)\). Since, \(u^-(x, t) \leq 0 = u(x, t)\) if \(x \in (-d, 0)\), by comparison we get

\[
u^-(x, t) \leq u(x, t) \quad \text{for } x \in \mathbb{R}_+.
\]

On the other hand, since \(u_0^-\) is anti-symmetric with respect to the origin,

\[
M_1^-(t_0) = \int_{\mathbb{R}} u_0^-(x) x \, dx = 2 \int_{0}^{\infty} u(x, t_0) x \, dx = 2M_1(t_0) \rightarrow 2M_1^* \quad \text{as } t_0 \rightarrow \infty.
\]
Asymptotics for the barriers. Since \( \int_{\mathbb{R}} u_0^\pm(x) \, dx = 0 \) and \( u_0^\pm \in L^1(\mathbb{R}, (1 + x^2) \, dx) \), we have
\[
(4.4) \quad (t - t_0)|u^\pm(x, t) + M^+_1(t_0)D_q(x, q(t - t_0))| \leq C \left( \int_{\mathbb{R}} |u_0^\pm(x)| x^2 \, dx \right) (t - t_0)^{-1/2},
\]
see Theorem 1.1 in [13]. Hence,
\[
(4.5) \quad \|u^\pm(\cdot, t) + M^+_1(t_0)D_q(\cdot, t)\|_{L^\infty(\mathbb{R})} \to 0 \quad \text{as} \quad t \to \infty.
\]
We now use that \( |M^+_1(t_0) - 2M^*_1| \leq C\varepsilon \) if \( t_0 \) is large. Thus, since \( tD_q(x, t) \) is uniformly bounded with respect to \( x \), for \( x \in \mathbb{R}_+ \) we have
\[
-C\varepsilon < \liminf_{t \to \infty} \left\{ t \left( u^-(x, t) + M^+_1(t_0)D_q(x, t) \right) - (M^+_1(t_0) - 2M^*_1)tD_q(x, t) \right\}
\leq \liminf_{t \to \infty} \left\{ t \left( u(x, t) + 2M^*_1D_q(x, t) \right) \right\} \leq \limsup_{t \to \infty} \left\{ t \left( u(x, t) + 2M^*_1D_q(x, t) \right) \right\}
\leq \limsup_{t \to \infty} \left\{ t \left( u^+(x, t) + M^+_1(t_0)D_q(x, t) \right) - (M^+_1(t_0) - 2M^*_1)tD_q(x, t) \right\} < C\varepsilon.
\]

As an immediate consequence of Theorem 1.2 we obtain the size estimate
\[
(4.5) \quad \|u(\cdot, t)\|_{L^\infty(\mathbb{R}_+)} = O\left( t^{-1} \right).
\]
This will now be used to get improved asymptotic estimates for the mass and the first and second momenta.

**Corollary 4.1.** Under the hypotheses of Theorem 1.2,
\[
(4.6) \quad M(t) = O\left( t^{-1/2} \right), \quad |M_1(t) - M^*_1| = O\left( t^{-1/2} \right), \quad M_2(t) = O\left( t^{1/2} \right) \quad \text{as} \quad t \to \infty.
\]

**Proof.** To obtain the decay estimate for the mass, we just repeat the proof of Proposition 3.2, this time using (4.5) to bound the integral on \((0, \delta(t))\), and taking \( \delta(t) = t^{1/2} \). The estimate for \( M_1(t) \) then follows from (3.1).

Concerning the estimate of the second momentum, since \( Lx^2 = c \),
\[
M_2^2(t) = \int_0^\infty L(u(x, t)x^2) \, dx = \int_{\mathbb{R}} L(u(x, t)x^2) \, dx - \int_0^{\infty} \int_0^{\infty} J(x-y)u(y, t)x^2 \, dy \, dx
= \int_{\mathbb{R}} u(x, t)Lx^2 \, dx - \int_0^{\infty} \int_0^{\infty} J(x-y)u(y, t)x^2 \, dy \, dx
\leq c \int_{\mathbb{R}} u(x, t) \, dx \leq Ct^{-1/2}.
\]
Integrating in \((0, t)\), and using that \( M_2(0) < \infty \), the result follows. \( \square \)

These estimates allow us to obtain an estimate for the error in the far-field asymptotics.

**Theorem 4.1.** Under the assumptions of Theorem 1.2,
\[
(4.7) \quad t\|u(\cdot, t) + 2M^*_1D_q(\cdot, t)\|_{L^\infty(\mathbb{R}_+)} = O\left( t^{-1/4} \right) \quad \text{as} \quad t \to \infty.
\]
Proof. Using (4.2) and (4.3) and the first two estimates in (4.6), we get

\[ |M_1^+(t_0) - 2M_0^*| \leq 2dM(t_0) + 2|M_1(t_0) - M_1^*| = O(t_0^{-1/2}), \]
\[ |M_1^-(t_0) - 2M_0^*| = 2|M_1(t_0) - M_1^*| = O(t_0^{-1/2}). \]

We now use (4.4) and the third estimate in (4.6) to get that

\[ (t - t_0)|u^\pm(x, t) + M_1^\pm(t_0)D_q(x, t - t_0)| = O(t_0^{1/2}(t - t_0)^{-1/2}). \]

Thus, for \( t \geq t_0 \),

\[
- C t_0^{1/2}(t - t_0)^{-1/2} - \tilde{C} t_0^{-1/2} \\
< \{(t - t_0)(u^+(x, t) + M_1^+(t_0)D_q(x, t - t_0)) - (M_1^+(t_0) - 2M_0^*)(t - t_0)D_q(x, t - t_0)\} \\
< \{(t - t_0)(u(x, t) + 2M_1^*D_q(x, t - t_0))\} \\
< \{(t - t_0)(u^+(x, t) + M_1^+(t_0)D_q(x, t - t_0)) - (M_1^+(t_0) - 2M_0^*)(t - t_0)D_q(x, t - t_0)\} \\
< \tilde{C} t_0^{1/2}(t - t_0)^{-1/2} + \tilde{C} t_0^{-1/2}.
\]

Taking \( t_0 = t^{1/2} \) and \( t \geq 2 \), and observing that

\[ t|D_q(x, t - t^{1/2}) - D_q(x, t)| = O(t^{-1/2}), \]

we get the stated decay.

This estimate for the error allows to improve the rate of decay in sets of the form \( x \geq \mu t^\beta \), \( \beta > 1/4 \); the precise rate will depend on the spatial scale. This improvement will be crucial when performing the matching with the inner behavior in the next section. Hence, we write the result in the form of Theorem 1.3.

**Corollary 4.2.** Under the assumptions of Theorem 1.2, for any \( \mu > 0 \) and \( \beta > 1/4 \) there is a constant \( C > 0 \) such that

\[
\frac{t^{3/2}}{x + 1} \left| u(x, t) + 2M_1^* \frac{\phi(x)}{x} D_q(x, t) \right| \leq C t^{1/2-\beta} \quad \text{for all } x \geq \mu t^\beta, \ t > 0.
\]

**Proof.** On sets of the mentioned form we have, on the one hand, \( \frac{t^{1/2}}{x+1} \leq \frac{t^{1/2-\beta}}{\mu} \). On the other hand, estimate (2.2) on \( \phi \) yields \( \left| \frac{\phi(x)}{x} - 1 \right| \leq \frac{d}{x} \). Therefore, since \( D_q(\cdot, t) = O(t^{-1}) \),

\[
\frac{t^{3/2}}{x + 1} \left| D_q(x, t) \right| \left| \frac{\phi(x)}{x} - 1 \right| \leq C d t^{1/2-\beta} \leq C t^{2(1/2-\beta)}.
\]

The result then follows using (4.7). \( \square \)
5. Near-field limit

In view of Corollary 4.2, what is left to complete the proof of Theorem 1.3 is to show that the limit (1.8) is valid uniformly in sets of the form $0 \leq x < \mu t^\beta$ for some $\mu > 0$, $\beta > 1/4$. Since $D_q(x, t) = -\frac{x}{2q} \Gamma_q(x, t)$,

$$
(5.1) \quad t^{1/2} \|\omega(\cdot, t) - \Gamma_q(\cdot, t)\|_{L^\infty(\mathbb{R})} \to 0 \quad \text{as} \quad t \to \infty,
$$

see [13], and $\phi(x)/(x + 1)$ is bounded, this will follow from the next result.

**Theorem 5.1.** Under the assumptions of Theorem 1.3, for any $\beta \in \left(\frac{1}{4}, \frac{1}{2}\right)$ and $\mu > 0$ we have

$$
\sup_{0 \leq x \leq \mu t^\beta} \left( \frac{t^{3/2}}{x + 1} \left| u(x, t) - \frac{M_t \phi(x) \omega(x, t)}{qt} \right| \right) \to 0 \quad \text{as} \quad t \to \infty.
$$

Notice that the same kind of argument, combined with Corollary 4.2, shows that for any $\beta > 1/4$ and all $\mu > 0$ we have

$$
(5.2) \quad \sup_{x \geq \mu t^\beta} \left( \frac{t^{3/2}}{x + 1} \left| u(x, t) - \frac{M_t \phi(x) \omega(x, t)}{qt} \right| \right) \to 0 \quad \text{as} \quad t \to \infty.
$$

The advantage of this formulation in terms of $\omega$ is that it is more straightforward to apply the nonlocal operator $L$ to $\omega$ than to $D_q(x, t)/x$.

In order to prove Theorem 5.1 we will construct suitable barriers approaching the asymptotic limit as $t$ goes to infinity. We choose $\kappa \in (0, 1)$, $\gamma \in (0, 1)$, and then define, for any $K_\pm > 0$,

$$
v_\pm(x, t) = \frac{\phi(x) \omega(x, t)}{t} \pm K_\pm t^{-\frac{3 + \kappa}{2}} z(x), \quad z(x) = (x + 2d)^{\gamma}.
$$

Our barriers will be adequate multiples of $v_\pm$.

**Lemma 5.1.** Let $\kappa, \gamma \in (0, 1)$ and $v_\pm$ as above. For all $\beta < \frac{1 - \kappa}{2(2 - \gamma)}$, $\mu > 0$ and $K_\pm \geq 1$, there is a value $t^* = t^*(\mu, \beta, q, \kappa, \gamma)$ such that

$$
(5.3) \quad \partial_t v_+ - L v_+ \geq 0, \quad \partial_t v_- - L v_- \leq 0, \quad 0 \leq x \leq \mu t^\beta, \quad t \geq t^*.
$$

**Proof.** On the one hand,

$$
\partial_t v_+(x, t) = \frac{\phi(x) \partial_t \omega(x, t)}{t} - \frac{\phi(x) \omega(x, t)}{t^2} - \frac{3 + \kappa}{2t} K_+ t^{-\frac{3 + \kappa}{2}} z(x).
$$

On the other hand, using Taylor’s expansion and the radial symmetry of $J$, we obtain

$$
L z(x) \leq -\frac{q \gamma(1 - \gamma)}{2} (x + 3d)^{\gamma - 2} \leq -\frac{q \gamma(1 - \gamma) z(x)}{2(x + 3d)^2}.
$$

Moreover, since $\phi$ is $L$-harmonic, we get

$$
L v_+(x, t) = \frac{\phi(x) L \omega(x, t)}{t} + \frac{1}{t} \int_{\mathbb{R}} J(x - y)(\phi(y) - \phi(x))(\omega(y, t) - \omega(x, t)) dy
$$

$$
+ K_+ t^{-\frac{3 + \kappa}{2}} L z(x) \quad \text{for all} \quad x \geq 0.
$$

Therefore, since $\omega$ solves

$$
\begin{cases}
\partial_t \omega(x, t) - L \omega(x, t) = e^{-t} J(x) & \text{in} \ \mathbb{R} \times (0, \infty), \\
\omega(x, 0) = 0 & \text{in} \ \mathbb{R},
\end{cases}
$$

we have $\omega(x, t) \leq \phi(x) t^{1/2} (t^{1/2} \|\omega(\cdot, t) - \Gamma_q(\cdot, t)\|_{L^\infty(\mathbb{R})}) \to 0 \quad \text{as} \quad t \to \infty$, and all the conditions of Corollary 4.2 are satisfied for $\gamma \in (0, 1)$ and $\beta < \frac{1 - \kappa}{2(2 - \gamma)}$. This concludes the proof.
and \( \phi \geq 0 \), we get
\[
\partial_t v_+ - L v_+ \geq - \frac{1}{t} \int_{\mathbb{R}} J(x-y) |\phi(y) - \phi(x)| |\omega(y, t) - \omega(x, t)| \, dy
\]
\[
+ K_+ t^{-\frac{3 + \kappa}{2}} z(x) \left( \frac{q \gamma (1 - \gamma)}{2(x + 3d)^2} - \frac{3 + \kappa}{2} \right) - \frac{\phi(x) \omega(x, t)}{t \epsilon}.
\]

Thanks to (2.2), we have \(|\phi(x) - \phi(y)| \leq 2d| if \( |x - y| \leq d \). On the other hand, \(|\omega(x, t)| \leq ct^{-1} \); see [13]. Therefore, \( A \leq C_1 t^{-2} \).

As for \( B \), if \( 0 < x < \mu t^\beta \) and \( t \) is large, then
\[
1 \leq \frac{1}{t} \geq \frac{1}{\mu^2 t^{2\beta}}.
\]

Since \( \beta < 1/2 \), if \( t \) is large enough, how large depending only on \( \mu, \beta, q, \kappa \) and \( \gamma \), we have
\[
B \geq C_2 t^{-\frac{3 + \kappa}{2} + (\gamma - 2) \beta}
\]
for some constant \( C_2 > 0 \).

Finally, using again the estimate (2.2), together with the bound \(|\omega(x, t)| \leq ct^{-1/2} \) [13], we obtain \( C \leq C_3 t^{\beta - \frac{3}{2}} \).

The above estimates for \( A, B \) and \( C \) yield, if \( K_+ \geq 1 \),
\[
\partial_t v_+ - L v_+ \geq - C_1 t^{-2} + C_2 t^{-\frac{3 + \kappa}{2} + (\gamma - 2) \beta} - C_3 t^{\beta - \frac{3}{2}} > 0,
\]
if \( \beta < \frac{1 - \kappa}{2(2 - \gamma)} \) and \( t \) is large enough, how large not depending on \( K_+ \).

An analogous argument leads to the statement concerning \( v_- \), since
\[
0 \leq \frac{\phi(x) e^{-t} J(x)}{t} \leq C t^{\beta - 1} e^{-t}, \quad 0 \leq x \leq \mu t^\beta.
\]

\[ \square \]

**Proof of Theorem 5.1.** We take \( \kappa \in (0, 1) \) small enough and \( \gamma \in (0, 1) \) close enough to 1 so that \( \beta < \frac{1 - \kappa}{2(2 - \gamma)} \). Then, as a consequence of Lemma 5.1, we know that there is a value \( t^* \) such that (5.3) holds.

Let now \( \varepsilon > 0 \). Since \( \beta > 1/4 \), (5.2) implies that there is a time \( t_ \) such that
\[
u(x, t) - \frac{M_t^* \phi(x) \omega(x, t)}{q t} \leq \frac{\varepsilon x + 1}{t^{3/2}} \leq 2(\mu + 1) t^{\beta - \frac{3}{2}} \quad \text{if } \mu t^\beta \leq x \leq (\mu + 1) t^\beta, \quad t \geq t_ .
\]

Besides, \( t^{3 - \beta} |D_b(x, t)| \geq c_{q, \mu} > 0 \) if \( \mu t^\beta \leq x \leq (\mu + 1) t^\beta \). Therefore, using (5.1) once more,
\[
u(x, t) \geq \frac{x \omega(x, t)}{q t} \geq c_{q, \mu} t^{\beta - \frac{3}{2}} \quad \text{if } \mu t^\beta \leq x \leq (\mu + 1) t^\beta, \quad t \text{ large}.
\]

Hence, since \( 1 \leq \phi(x)/x \) and \( \beta < 1/2 \), there is a large time \( t^* \geq t^* \) such that
\[
u(x, t) - \frac{M_t^* \phi(x) \omega(x, t)}{q t} \leq C \varepsilon \frac{M_t^* \phi(x) \omega(x, t)}{q t} \quad \text{if } \mu t^\beta \leq x \leq (\mu + 1) t^\beta, \quad t \geq t^* .
\]
We conclude that for any $K_+ \geq 0$,

$$u(x, t) \leq (1 + C\varepsilon) \frac{M^*_t}{q} v_+(x, t) \quad \text{if } \mu t^\beta \leq x \leq (\mu + 1)t^\beta, \ t \geq t^+.$$ 

On the other hand, we trivially have $u(x, t) = 0 \leq (1 + C\varepsilon) \frac{M^*_t}{q} v_+(x, t)$, if $x \in (-d, 0)$, $t \geq t^+$. Finally, it is obvious that there exists $K_+ \geq 1$ such that $u(x, t^+) \leq (1 + C\varepsilon) \frac{M^*_t}{q} v_+(x, t^+)$ if $0 \leq x \leq (\mu + 1)(t^+)^\beta$.

Putting everything together, and using comparison, we get

$$u(x, t) \leq (1 + C\varepsilon) \frac{M^*_t}{q} v_+(x, t), \quad 0 \leq x \leq \mu t^\beta, \ t \geq t^+.$$ 

Hence, using the decay estimate $0 \leq \omega(x, t) \leq t^{-1/2}$ and the upper estimate on $\phi$,

$$\frac{t^{3/2}}{x + 1} \left( u(x, t) - \frac{M^*_t \phi(x) \omega(x, t)}{qt} \right) \leq C\varepsilon \frac{M^*_t}{q} \frac{\phi(x)}{x + 1} \omega(x, t)t^{1/2} + (1 + C\varepsilon) \frac{M^*_t}{q} K_+ t^{-\frac{\gamma}{2}} \frac{z(x)}{1 + x},$$

if $0 \leq x \leq \mu t^\beta$, $t \geq t^+$. Letting $t \to \infty$ and then $\varepsilon \to 0$, we conclude that

$$\limsup_{t \to \infty} \sup_{0 \leq x \leq \mu t^\beta} \left( \frac{t^{3/2}}{x + 1} \left( u(x, t) - \frac{M^*_t \phi(x) \omega(x, t)}{qt} \right) \right) \leq 0.$$

An analogous argument shows that

$$\liminf_{t \to \infty} \sup_{0 \leq x \leq \mu t^\beta} \left( \frac{t^{3/2}}{x + 1} \left( u(x, t) - \frac{M^*_t \phi(x) \omega(x, t)}{qt} \right) \right) \geq 0.$$

\[\square\]

We may use the same ideas to obtain the inner behavior for the standard heat equation. In this case we have a better bound for the error in the outer expansion, and things are easier.

**Proof of Theorem 1.1.** Let $u$ be the solution to the local problem (1.2). The results from [9] yield

$$|u(x, t) + 2M^*_t D(x, t)| \leq Ct^{-3/2}.$$ 

for some constant $C > 0$. Therefore, for any $\beta > 0$, $\mu > 0$,

$$\frac{t^{3/2}}{x} |u(x, t) + 2M^*_t D(x, t)| \leq Ct^{-\beta} \quad \text{if } x \geq \mu t^\beta.$$ 

Unfortunately, this does not give the desired behavior on compact sets, since this would require to take $\beta = 0$. To obtain the inner behavior, we use as barriers suitable multiples of the functions

$$v_\pm(x, t) = -D(x, t) \pm K_\pm t^{-\frac{\gamma + \kappa}{2}} (x + 1)^\gamma, \quad \kappa, \gamma \in (0, 1), K_\pm \geq 1.$$ 

An easy computation shows that

$$\partial_t v_\pm(x, t) - \partial_{xx} v_\pm(x, t) = \pm K_\pm t^{-\frac{\gamma + \kappa}{2}} (x + 1)^\gamma \left( \frac{\gamma(1 - \gamma)}{(x + 1)^2} \frac{3 + \kappa}{2t} \right).$$
Thus, \( v_+ \) and \( v_- \) are respectively a sub- and a supersolution of the heat equation in the set
\[
0 < x < \left( \frac{\gamma(1 - \gamma)}{2(3 + \kappa)} \right)^{1/2} \frac{t^{1/2}}{\mu_*}, \quad t > t_\mu := \mu^{-1/\beta}.
\]

Let \( \mu < \mu_* \), and \( \varepsilon > 0 \). Since \(-tD(\mu t^{1/2}, t) = c_\mu > 0\), using (5.4) we get that there is a time \( t_\varepsilon \geq t_\mu \) such that
\[
u(\mu t^{1/2}, t) + 2M_1^* D(\mu t^{1/2}, t) \leq Ct^{-3/2} \leq -\varepsilon 2M_1^* D(\mu t^{1/2}, t) \quad \text{if} \ t \geq t_\varepsilon.
\]

Thus,
\[
u(\mu t^{1/2}, t) \leq (1 + \varepsilon)2M_1^* v_+(\mu t^{1/2}, t) \quad \text{if} \ t \geq t_\varepsilon.
\]

We also trivially have \( \nu(0, t) = 0 \leq (1 + \varepsilon)2M_1^* v_+(0, t) \) for all \( t > 0 \). Finally, if \( K_\varepsilon \) is large enough, \( \nu(x, t_\varepsilon) \leq (1 + \varepsilon)2M_1^* v_+(x, t_\varepsilon) \) for \( 0 < x < \mu t_\varepsilon^{1/2} \). Using comparison, we conclude that
\[
u(x, t) \leq (1 + \varepsilon)2M_1^* v_+(x, t), \quad 0 < x < \mu t^{1/2}, \ t \geq t_\varepsilon.
\]

An analogous computation yields
\[
u(x, t) \geq (1 - \varepsilon)2M_1^* v_-(x, t), \quad 0 < x < \mu t^{1/2}, \ t \geq t_\varepsilon.
\]

The proof follows letting first \( t \to \infty \) and then \( \varepsilon \to 0. \)
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