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Abstract

This paper first formalises a new observability concept, called weak regular observability, that is adapted to Fast Moving Horizon Estimation where one aims to estimate the state of a nonlinear system efficiently on rolling time windows in the case of small initial error. Additionally, sufficient conditions of weak regular observability are provided in a problem of Simultaneous Localisation and Mapping (SLAM) for different measurement models. In particular it is shown that following circular trajectories leads to weak regular observability in a second order 2D SLAM problem with several possible types of sensors.
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1 Introduction

In tackling nonlinear estimation problems using the machinery of mathematical optimisation, two ideas prevail. The most straightforward one is to define a cost on the complete sequence of past inputs and outputs and to estimate the associated state trajectory by minimising it over state trajectories. The estimator is then built from the resulting optimal state trajectory. This leads to Full Information Estimation (FIE). To reduce the computational cost and memory usage, another idea is to use a truncated version of the input/output sequence on a time window of fixed length and to keep the optimal state trajectories on this moving horizon. This leads to Moving Horizon Estimation (MHE). See [37] for a general survey on these techniques.

In the classical literature on FIE and MHE, robust stability of the estimation error is usually proved under observability assumptions. For example, in [3,30,36], the stability of MHE schemes has been shown by assuming the so-called \textit{N-step observability} property. This assumption means that on a moving time window in a discrete-time framework, small errors between output trajectories must imply small errors in the initial states, for any pair of initial states and uniformly with respect to the control input. In [20] and [32], the FIE and MHE estimators are proved to be Robustly Globally Asymptotically Stable under an assumption of \textit{incremental input/output-to-state stability} (i-IOSS). It can be interpreted as a detectability condition of any initial conditions in the presence of process noise. Note that the quantitative measures of i-IOSS are again independent of any control input. Global stability of classical FIE and MHE schemes require global solutions of the optimal estimation problem which may not be achievable in a general nonlinear case. This claim has notably been made in [1,2,4,13,23,46] where one only searches for state trajectories that are locally optimal. One focuses on trajectories that are ‘close’ to the true one by considering that the initial estimation error is small. However, with online computational constraints, computing local solution to the MHE problem can also be intractable. This has led to the concept of fast or approximate MHE. The main idea is to solve the underlying optimisation problem in MHE schemes partially by only computing a few iterations of a numerical optimisation routine at each time step. A direct consequence of this approximation is that one does not need to be able to distinguish all the states from each other but only the current state from the ones in a small neighbourhood around it. This means that the required observability condition can be weakened accordingly. For instance, in [46], a version of the \textit{N-step observability} property localised around the
actual state of the system is used to show the convergence of an approximate MHE scheme. These weaker assumptions are again made uniformly with respect to the control input. It suggests that the impact of the input trajectory on the performance of the MHE scheme is overlooked. Nevertheless, it is known that general nonlinear observability properties of nonlinear controlled systems cannot be stated independently of the input, see [6]. In particular, some input trajectories might prevent the system from satisfying the N-step observability property. In this regard, the notion of regularly persistent input trajectories happens to be very useful, particularly, in the design of global observers for state-affine systems, see [6]. It defines a class of input trajectories in a continuous time framework that forces the system to satisfy the equivalent of the N-step observability property on the whole statespace. However, this property is so strong that such input trajectories might not exist. It is also unnecessary in fast MHE, as mentioned before. That is why, the first contribution of this paper is to formulate a general concept of weak regularly persistent input trajectories that is adapted to the design of fast MHE schemes. It is made to capture the impact of the input on observability issues in MHE and is consistent with the existing plethora of nonlinear observability notions.

A typical example of nonlinear estimation problem where the input on the system has a direct impact on the estimation performance is SLAM (Simultaneous Localization and Mapping), see [10]. The problem of SLAM consists of reconstructing the state of a robot and a map of its environment at the same time from partial measurements. Note that SLAM is more and more treated using optimization-based methods, see [8] and [21] and that MHE schemes have been recently tried in this context see [14,24,25,26,28,29,31,42]. However, the suitable observability conditions for fast MHE applied to SLAM do not seem to have been derived. In order to fill this gap, our second contribution is to provide sufficient conditions for weak regular observability in the general case of landmark-based SLAM both with a world-centric and a sensor-centric point of view. We show notably that in the sensor-centric point of view, the dynamics of the robot is not important for our concept of observability and only its state and input trajectories matter. Besides, the notion of circumnavigation appears to be useful in SLAM and related problems of localisation of autonomous systems, see [11,17,16,38,40,41]. Inspired by this, we finally show that 2D SLAM systems with different types of sensors can be made simultaneously weakly-regularly observable if the robot tracks any circular trajectory in the position/velocity space.

The rest of the paper is organized as follows. In Section 2, the standard nonlinear observability concepts are recalled, the notion of weakly regularly persistent input and weakly regularly observable systems are introduced and interpreted in terms of optimization concepts and of the Observability Grammian. In Section 3, sufficient conditions for the weak regular observability of a SLAM problem are presented. Finally, a sufficient condition for input trajectories to be jointly weakly regularly persistent for second-order SLAM problems with different sensors is presented in Section 4.

2 Observability properties of general nonlinear controlled systems

This section is dedicated to the presentation of a new observability concept. We introduce the notion of weakly regularly persistent input trajectories that ensures quantitative distinguishability between the true reference trajectory and nearby states while having only access to the past observations on a moving time-window. This property appears to be a consistent extension of classical nonlinear observability and plays an important role in proving the convergence and stability of nonlinear observers.

2.1 Setup and classical nonlinear observability notions

To begin with, several well-known observability concepts are recalled from [6]. We consider the following general nonlinear system:

\[ \dot{x} = f(x,u), \]
\[ y = h(x,u), \]

where

- \( u : \mathbb{R}^+ \rightarrow \mathbb{R}^{n_u} \) is a piece-wise continuous input trajectory, \( x \) is the corresponding state trajectory valued in \( \mathbb{R}^{n_x} \) and \( y \) the corresponding measurement (or output) trajectory valued in \( \mathbb{R}^{n_y} \);
- \( f : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_x} \) is the controlled vector field of the system and \( h : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_y} \) is the observation function, also called output function. Mappings \( f \) and \( h \) are both assumed to be twice continuously differentiable.

For simplicity, the solutions of system (1) are supposed to be uniquely defined at all times. For \( s_2 \geq s_1 \geq 0, \) and \( \xi \in \mathbb{R}^{n_x}, \) we denote by \( \phi_f(s_2; s_1, \xi, u) \) the solution flow of system (1) at time \( s_2 \) with initial condition \( \xi \), initial time \( s_1 \) and input trajectory \( u \). Let \( x_0 \in \mathbb{R}^{n_x} \) be a fixed initial condition and \( t_0 = 0 \) be the reference initial time. In the following, the reference trajectory is defined, for some input trajectory \( u \), by:

\[ x(t) := \phi_f(t; 0, x_0, u). \]

The property of observability of a system is defined as one's ability to distinguish between two initial conditions using only an input trajectory and the corresponding
output trajectories. The definitions of distinguishable and indistinguishable pairs are recalled in Definition 1.

**Definition 1 (Distinguishability)** Let \( u \) be an input trajectory. A pair \((\xi_1, \xi_2) \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_x}\) is said to be distinguishable using the input trajectory \( u \) if there exists \( t \geq 0 \) such that:

\[
h(\phi(t, 0, \xi_1), u(t)) \neq h(\phi(t, 0, \xi_2), u(t)).
\]

A pair \((\xi_1, \xi_2)\) is said to be distinguishable if there exists an input trajectory \( u \) such that \((\xi_1, \xi_2)\) is distinguishable using the input trajectory \( u \). If \((\xi_1, \xi_2)\) is distinguishable (resp. using input trajectory \( u \)) then it is also said that \( \xi_1 \) is distinguishable from \( \xi_2 \) (resp. using input trajectory \( u \)). If \((\xi_1, \xi_2)\) is not distinguishable, then it is said to be indistinguishable.

Therefore, observable systems are such that every initial state can be distinguished from the other states.

**Definition 2 (Observability)** System \((1)\) is said to be observable at \( x_0 \in \mathbb{R}^{n_x} \) if every state is distinguishable from \( x_0 \). System \((1)\) is said to be observable if every pair of states \((\xi_1, \xi_2)\) is distinguishable.

Note that, contrary to linear systems, observability of nonlinear systems depends highly on input trajectories. In fact, observability as defined in Definition 2 requires the existence of an input trajectory, for any pair of states in the statespace, that enables one to discriminate them. This makes observability a strong property that might not be satisfied by a large class of systems. This justifies the introduction of the concept of weak observability where one focuses on a neighbourhood of some state.

**Definition 3 (Weak observability)** The system \((1)\) is said to be weakly observable at \( x_0 \) if there exists an input trajectory \( u \) and a neighbourhood of \( x_0, U, \) such that for any \( \xi \in U \setminus \{x_0\}, \) there exists \( t \geq 0 \) such that:

\[
h(\phi_f(t; 0, x_0, u), u(t)) \neq h(\phi_f(t; 0, \xi, u), u(t)).
\]

The system \((1)\) is said to be weakly observable if it is weakly observable at \( x_0 \) for any \( x_0 \in \mathbb{R}^{n_x} \).

A slightly stronger concept of observability is used when one also needs to distinguish a pair of states instantly that is to say by staying close to the initial condition. For this reason, the notion of local weak observability has been introduced in [19]. Its definition is recalled in Definition 4.

**Definition 4 (Local weak observability)** The system \((1)\) is said to be locally weakly observable at \( x_0 \) if there exists an input trajectory \( u \) and a neighbourhood of \( x_0, U, \) such that for any neighbourhood of \( x_0, V \subset U \) and any \( \xi \in V \setminus \{x_0\}, \) there exists \( t \geq 0 \) such that:

\[
h(\phi_f(t; 0, x_0, u), u(t)) \neq h(\phi_f(t; 0, \xi, u), u(t)),
\]

\[
\phi_f(t; 0, \xi, u) \in V.
\]

The system \((1)\) is said to be locally weakly observable if it is locally weakly observable at \( x_0 \) for any \( x_0 \in \mathbb{R}^{n_x} \).

In Definition 4, the term ‘weak’ specifically refers to the fact that one is trying to distinguish states that are near \( x_0 \) while the term ‘local’ means that one is able to use arbitrarily short state trajectories to do so. Thus, local weak observability at some initial condition \( x_0 \) means that \( x_0 \) can be distinguished from its neighbours using the input and output trajectories corresponding to state trajectories \( x \) that stay close to \( x_0 \). Its main interest is that it can be checked using a rank condition on the Lie derivatives of \( h \). See [6] for more details.

Note that in Definition 2, 3 and 4, an element of the statespace is fixed and one focuses on the existence of an input trajectory that allows one to distinguish this element from others. There exists another take on observability where one fixes a control trajectory and wonders if it can be used to distinguish every pair of states. Such input trajectories are called universal input trajectories.

**Definition 5 (Universal input)** For \( t \geq 0, \) an input trajectory \( u \) is a universal input trajectory on \([0, t]\) if for any \( \xi_1 \neq \xi_2, \) there exists \( s \in [0, t] \) such that \( h(\phi_f(s; 0, \xi_1, u), u(s)) \neq h(\phi_f(s; 0, \xi_2, u), u(s)) \). An input trajectory is said to be a universal input trajectory if there exists \( t \geq 0 \) such that it is a universal input trajectory on \([0, t]\). System \((1)\) is said to be uniformly observable if all input trajectories are universal.

In the following, we focus on integral formulations of observability as they typically provide more quantitative notions. This leads to the definition of the cumulative output error.

**Definition 6 (Cumulative output error)** For \( 0 \leq t_1 \leq t_2, \) an input trajectory \( u \) and a pair of states \((\xi_1, \xi_2)\) we define the cumulative output error of system \((1)\) on \([t_1, t_2] \) at \((\xi_1, \xi_2)\) with input trajectory \( u, \) denoted by \( l(t_1, t_2, \xi_1, \xi_2, u), \) as follows:

\[
l(t_1, t_2, \xi_1, \xi_2, u) =
\int_{t_1}^{t_2} \| h(\phi_f(s; t_1, \xi_1, u), u(s)) - h(\phi_f(s; t_1, \xi_2, u), u(s)) \|^2 ds,
\]

where \( \| \cdot \| \) denotes the Euclidian norm.

Thus, from Definition 5, one can derive an equivalent integral characterization of universal input trajectories.
Proposition 7 An input trajectory \( u \) is universal if and only if for any \( \xi_1 \neq \xi_2 \), there exists \( t \geq 0 \) such that:
\[
I(0, t, \xi_1, \xi_2, u) > 0.
\] (3)

PROOF. Since \( u \) is assumed piece-wise continuous and \( h \) is continuous, one has for any \( \xi_1 \neq \xi_2 \) and \( t \geq 0 \), that
\[
\int_0^t \| h(\phi_f(s; 0, \xi_1, u), u(s)) - h(\phi_f(s; 0, \xi_2, u), u(s)) \|^2 ds = 0
\]
if and only if for any \( s \in [0, t] \), \( h(\phi_f(s; 0, \xi_1, u), u(s)) = h(\phi_f(s; 0, \xi_2, u), u(s)) \). The result follows from this.

In theory, when a universal input trajectory is available, it should be possible to reconstruct the state of the system at anytime if one waits for a sufficiently long time. However, in practice, one would like to know an upper bound on the time required to distinguish states using some input trajectory. This leads to the definition of persistent input trajectories.

Definition 8 (Persistent input) An input trajectory \( u \) is said to be persistent if there exists \( T > 0 \) such that, for any \( t \geq T \) and any \( \xi_1 \neq \xi_2 \):
\[
l(t - T, T, \xi_1, \xi_2, u) > 0.
\] (4)

Persistent input trajectories allows one to distinguish every state during a time window of bounded length. In other words, one is then able to distinguish every pair of states without having to wait for more than a time span of \( T \). However, in some cases, \( l(t - T, T, \xi_1, \xi_2, u) \) might vanish as \( t \to +\infty \) for fixed \( \xi_1 \) and \( \xi_2 \) making the system potentially less and less observable along the state trajectory. The states would then be numerically harder and harder to distinguish as time goes. This can be avoided by considering a more quantitative property namely the regular persistence of the input trajectory.

Definition 9 (Regularly persistent input) An input trajectory \( u \) is said to be regularly persistent if there exist \( T > 0 \) and \( \kappa : \mathbb{R}^+ \to \mathbb{R}^+ \) continuous increasing with \( \kappa(0) = 0 \) such that for any \( t \geq T \) and any \( \xi_1 \neq \xi_2 \):
\[
l(t - T, T, \xi_1, \xi_2, u) \geq \kappa(\| \xi_1 - \xi_2 \|).
\] (5)

Clearly, from the definitions above, a regularly persistent input trajectory is persistent and a persistent one is universal. Note that Definition 8 and 9 can also be presented on time windows of the form \([t, t + T]\) for \( t \geq 0 \). The function \( \kappa \) in (5) ensures that regularly persistent input trajectories excite the system consistently along the state trajectory so that every pair of state is distinguishable enough on rolling intervals of size \( T \). Regular persistence happens to be a useful property to enforce the convergence of some closed form observers, see Chapter 5 of [18]. It is also very common to look for estimators by trying to minimise the cumulative output error, see [37] for a general review and analysis on the topic. As a consequence, the corresponding observability notions can be interpreted in terms of optimization notions. This is the topic of the next section.

2.2 Nonlinear observability and optimization-based estimation

Optimization-based estimation aims at building a state estimator by minimizing a cost depending on the input and output trajectories on some time interval. In this paper, we focus on this cost being the cumulative output error. One of the main theoretical issue in the deterministic setting is to ensure that the potential multiple solutions of the resulting optimization problems coincide locally or globally with the reference trajectory. In this section, we first link the previously stated observability concepts to Full Information and Moving Horizon Estimation. Then, we introduce the notion of weak regularly persistent input trajectories that is relevant in Fast Moving Horizon Estimation and give a sufficient condition related to the Grammian of Observability.

To avoid confusion with the several definitions of observability stated above, we recall the definition of several concepts of solution of an optimization problem.

Definition 10 Let \( F : \mathbb{R}^{n_x} \to \mathbb{R} \). Consider the optimization problem:
\[
\inf_{\xi \in \mathbb{R}^{n_x}} F(\xi).
\] (6)

It is said that \( \xi^* \in \mathbb{R}^{n_x} \) is a global solution of Problem (6) if for any \( \xi \in \mathbb{R}^{n_x} \), \( F(\xi^*) \leq F(\xi) \). It is said that \( \xi^* \in \mathbb{R}^{n_x} \) is a local solution of Problem (6) if there exists a neighbourhood of \( \xi^* \), \( U \), such that for any \( \xi \in U \), \( F(\xi) \leq F(\xi^*) \). It is said that \( \xi^* \in \mathbb{R}^{n_x} \) is a strict local solution of Problem (6) if there exists a neighbourhood of \( \xi^* \), \( U \), such that for any \( \xi \in U \setminus \{ \xi^* \} \), \( F(\xi) < F(\xi^*) \).

2.2.1 Full Information Estimation (FIE)

The most straightforward optimization-based estimator is called the Full Information estimator. The cost function is usually chosen as the cumulative measurement error on the whole interval \([0, t]\) at the reference trajectory. It leads to the following optimization problem for \( t \geq 0 \) and \( x_0 \in \mathbb{R}^{n_x} \):
\[
\inf_{\xi \in \mathbb{R}^{n_x}} l(0, t, \xi, x_0, u) (FIE_{t, u})
\]
Full Information Estimation requires solving Problem (FIE_{t, u}) globally. Proposition 11 ensures that one recovers the initial condition \( x_0 \), if \( u \) is a universal input trajectory.
_Proposition 11_ For \( t \geq 0 \), \( u \) is a universal input trajectory on \([0, t]\) if and only if, for any \( x_0 \in \mathbb{R}^{n_x} \), \( x_0 \) is the unique global solution of Problem (FIE\(_{t,u}\)).

**PROOF.** First, notice that for any \( \xi \in \mathbb{R}^{n_x} \), \( l(0, t, \xi, x_0, u) \geq 0 = l(0, t, x_0, x_0, u) \) so \( x_0 \) is a global solution of Problem (FIE\(_{t,u}\)) independently of \( u \). Then, by Proposition 7, \( u \) is a universal input trajectory if and only if for any \( \xi \neq x_0 \), \( l(0, t, \xi, x_0, u) > 0 \). This means that \( x_0 \) is the unique global solution of Problem (FIE\(_{t,u}\)).

A well-known drawback of FIE is that its practical solution becomes progressively more difficult to obtain as \( t \) grows. A common alternative is to consider the input/output trajectories only on a time window of fixed length which leads to *Moving Horizon Estimation*.

### 2.2.2 Moving Horizon Estimation (MHE)

As an alternative to Problem (FIE\(_{t,u}\)), one can consider a problem on \([t - T, t]\) for some memory time \( T > 0 \) and look for a *Moving Horizon* estimator by minimising \( l(t - T, t, \xi, x(t - T), u) \). This typically leads to the following optimization problem, for \( t \geq T \):

\[
\inf_{\xi \in \mathbb{R}^{n_x}} l(t - T, t, \xi, x(t - T), u). \tag{MHE\(_{t,T,u}\)}
\]

Problem (MHE\(_{t,T,u}\)) is written in the so-called ‘simultaneous form’ where the goal is to recover \( x(t - T) \) by solving Problem MHE\(_{t,T,u}\) at time \( t \) and reconstruct the rest of the trajectory by applying the flow \( \phi_f \) with the input trajectory \( u \). Similar to Problem (FIE\(_{t,u}\)), persistence of the input trajectory implies in particular uniqueness of a global solution of Problem (MHE\(_{t,T,u}\)).

**Proposition 12** An input trajectory \( u \) is persistent if and only if, there exists \( T > 0 \) such that for any \( t \geq T \) and any initial condition \( x_0 \in \mathbb{R}^{n_x} \), \( x(t - T) = \phi_f(t - T; 0, x_0, u) \) is the unique global solution of Problem MHE\(_{t,T,u}\).

**PROOF.** The proof is very similar to that of Proposition 11.

**Remark 13** *Moving Horizon Estimation* Problems usually contain an additional cost called an arrival cost, that we denote by \( l_a(\xi, x_T) \) where \( x(t - T) \) is some estimate of \( x(t - T) \) based \( y(s) \) for \( s \in [0, t - T] \). It is meant to aggregate the information available on the system before time \( t - T \) and improve the approximation made by switching from a FIE problem to an MHE problem. We omit this term in the context of this paper as it is not necessary to ensure convergence of MHE schemes in the presence of small disturbances or no disturbance at all, as proved in [1, 23, 46].

**Remark 14** Proposition 12 states that Moving Horizon Estimation is enabled by persistent input trajectories. In the case of regularly persistent input trajectories, the supplementary presence of function \( \kappa \) in Definition 9 typically allows one to build global nonlinear observers. See Chapter 5 of [6] for an example. Besides, by assuming similar observability properties, robust convergence of the Full Information Estimator and the Moving Horizon Estimator in the presence of process and measurement noise is proven in [3,20,32,36].

**Remark 15** Even if there exist regularly persistent inputs, they can be very hard to find because of the strong nature of the property. Moreover, one cannot hope to solve Problem (MHE\(_{t,T,u}\)) globally but only locally as it is generally nonconvex. Indeed, if one is only able to find local solutions of Problem (MHE\(_{t,T,u}\)), then regular persistence seems unnecessary and one needs a less demanding concept of observability.

### 2.3 Weak regular persistence and Moving Horizon Estimation

Let \( T > 0 \) and \( x_0 \in \mathbb{R}^{n_x} \) be a time horizon and an initial condition. For \( t \geq T \) and \( \xi \in \mathbb{R}^{n_x} \), we rewrite the cumulative measurement error between \( \phi_f(t; t - T, \xi, u) \) and the reference trajectory on \([t - T, t]\) as \( c(t, T, \xi, u) \) such that:

\[
c(t, T, \xi, u) = l(t - T, t, \xi, x(t - T), u). \tag{7}
\]

Note that a regularly persistent input trajectory \( u \) is such that every possible state can be distinguished with the output of the system if one awaits for some non negligible but bounded time. Thus, if one keeps the terminology from Definition 4, regular persistence is a strong and non-local property of the input trajectories. Besides, if \( u \) is a regularly persistent input trajectory then \( x(t - T) \) is assured to be the unique global solution of Problem (MHE\(_{t,T,u}\)) from Proposition 12. However, it is extremely hard to find a global solution of Problem (MHE\(_{t,T,u}\)) for a general nonlinear system as \( c(t, T, \xi, u) \) is generally nonconvex in \( \xi \). It is also very complicated to check whether or not an input trajectory is persistent because it requires to check that (4) holds for every pair of states. As a result, the concepts of persistent and regularly persistent inputs are too strong and irrelevant in many practical applications of MHE. One would rather like to ensure that the true state \( x(t - T) \) is a strict solution of Problem (MHE\(_{t,T,u}\)) for an appropriate choice of input trajectories. By continuity of \( c(t, T, \cdot, u) \), this would impose that \( x(t - T) \) is the unique global solution of Problem (4) in a neighbourhood of \( x(t - T) \).
As a consequence, the first contribution of this paper is to state a definition of weakly regularly persistent input trajectories based on Definition 9 which is adapted to the practical resolution of Moving Horizon Estimation problems by trying to generalise existing conditions and to emphasize the role of the input trajectories in these observability properties. We also give a necessary and a sufficient condition for the weakly regular persistence of input trajectories based on the Observability Grammian.

Definition 16 (Weakly regularly persistent input) Fix an initial condition $x_0 \in \mathbb{R}^n_x$. An input trajectory $u$ is said to be weakly regularly persistent at $x_0$, if there exist $T > 0$ and $\kappa : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ continuous increasing with $\kappa(0) = 0$ such that, for any $t \geq 0$, and $\xi$ in a neighborhood of $x(t-T) = \phi_f(t-T; 0, x_0, u)$:

$$c(t, T, \xi, u) \geq \kappa(||\xi - x(t-T)||). \quad (8)$$

For $X \subset \mathbb{R}^n_x$, an input trajectory $u$ is said to be weakly regularly persistent on $X$ if $u$ is weakly regularly persistent at $x_0$ for any $x_0 \in X$ and if $(T, \mu)$ from (8) depend only on $X$ and $u$ and in particular do not depend on $x_0$. System (1) is said to be weakly regularly observable if for any $x_0 \in \mathbb{R}^n_x$ there exists a weakly regularly persistent input trajectory at $x_0$.

Roughly speaking, weakly regularly observable systems are such that, for trajectories starting close enough to the current state and for some input trajectory, small rolling cumulative error in the output implies small ‘estimation’ error in the current state. It is clear that regularly persistent input trajectories are weakly regularly persistent. Contrary to the previously discussed observability concepts in the previous section, weakly regularly persistent input trajectories ensures that Problem (MHE$_{t,T,u}$) has only a strict local solution at $x(t-T)$ and potentially allows several global solutions.

First, Lemma 17 states straightforward properties of $c(t, T, \cdot, u)$ and its derivatives that are included for completeness sake. In the following, $d_1c$ and $d_2c$ respectively denote the first and second order differential of $c(t, T, \cdot, u)$.

Lemma 17 For $x_0 \in \mathbb{R}^n_x$, $T > 0$, $t \geq T$, and an input trajectory $u$, $c(t, T, u)$ is twice continuously differentiable, $c(t, T, x(t-T), u) = 0$ and $d_1c(t, T, x(t-T), u) = 0$.

PROOF. Note that $c(t, T, \cdot, u)$ is twice continuously differentiable because $f$ and $h$ are. Besides, $c(t, T, x(t-T), u) = 0$ by definition of $x(t-T)$ and $c$. Finally, $d_1c(t, T, x(t-T), u) = 0$ because $x(t-T)$ is a local solution of problem (MHE$_{t,T,u}$).

Proposition 18 states the first result of the section.

Proposition 18 For $x_0 \in \mathbb{R}^n_x$ and $t \geq 0$, if $u$ is a weakly regularly persistent input trajectory at $x_0$ then $x(t-T)$ is a global solution and a strict local solution of Problem (MHE$_{t,T,u}$).

PROOF. Since $c(t, T, x(t-T), u) = 0$, $x(t-T)$ is an always global solution and a local solution of Problem (MHE$_{t,T,u}$). Subsequently, by definition of weakly regularly persistent input trajectories, there exists a neighborhood of $x(t-T)$, $U$, such that, $\forall \xi \in U \setminus \{x(t-T)\}$:

$$c(t, T, \xi, u) > 0 = c(t, T, x(t-T), u),$$

and $x(t-T)$ is a strict local solution of Problem (FIE$_{t,u}$).

The main advantage of the weak regular persistence property is that it can be checked by computing the Observability Grammian of system (1). Its definition is stated in Definition 19.

Definition 19 (Observability Grammian) The Observability Grammian of system (1) at time $t$, denoted by $C(t, T, u)$ is defined as the Hessian of $c(t, T, \cdot, u)$ taken at $x(t-T)$ and reads:

$$C(t, T, x(t-T), u) = d_2^2c(t, T, \cdot, u)|_{\xi=x(t-T)} = \int_{t-T}^t \Phi_f^T H^T(x(s), u(s))H(x(s), u(s))\Phi_f ds, \quad (9)$$

where $H(x(s), u(s)) = d_h(h(\cdot, u(\cdot)), \xi=x(t-T))$ and $\Phi_f(s; t-T, u) = d_2\phi_f(s; t-T, \cdot, u)|_{\xi=x(t-T)}$.

Notably inspired by [3], Proposition 20 gives a sufficient and a necessary condition for weak regular persistence in terms of a lower bound on the Observability Grammian.

Proposition 20 Let $x_0 \in \mathbb{R}^n_x$ and $u$ be an input trajectory. Assume there exist $T > 0$ and $\mu > 0$ such that for any $t \geq T$:

$$C(t, T, x(t-T), u) \geq \mu I_{n_x}, \quad (10)$$

where $\succeq$ denotes the classical partial order on positive semi-definite matrices and $I_{n_x}$ denotes the $n_x \times n_x$ identity matrix. Then, $u$ is a weakly regularly persistent input trajectory at $x_0$.

Conversely, if $u$ is a weakly regularly persistent input trajectory at $x_0$ and $\kappa$ has finite sensitivity meaning that
there exists $r > 0$ such that
\[ \inf_{\|\xi\| \leq r} \frac{\kappa(\|\xi\|)}{\|\xi\|^2} > 0, \]  \tag{11}\]
then there exists $T > 0$ and $\mu > 0$ such that for any $t \geq T$, (10) holds.

**PROOF.** Let $x_0 \in \mathbb{R}^{nx}$ and assume, as in the proposition statement, that $\exists T, \mu > 0$ such that $\forall t \geq T$:
\[ C(t, T, x(t - T), u) \geq \mu I_{nx}. \]

Note that for $t \geq 0$, $d_2^2 c(t, T, \cdot, u)$ is continuous as $c(t, T, \cdot, u)$ is twice continuously differentiable. Besides, by continuity of the smallest eigenvalue of $d_2^2 c(t, T, \cdot, u)$ at $x(t - T)$, one has for $\xi$ in a neighborhood of $x(t - T)$, that:
\[ d_2^2 c(t, T, \xi, u) \geq \frac{\mu}{2} I_{nx}. \]  \tag{12}\]

From Lemma 17, $c(t, T, x(t - T), u) = 0$ and $d_2 c(t, T, x(t - T), u) = 0$. Moreover, from the mean value form of the Taylor expansion of $c(t, T, \cdot, u)$ at $x(t - T)$ see Equation (b) in Proposition A.23 of [5], one gets for $\xi$ in a neighborhood of $x(t - T)$, that:
\[ c(t, T, \xi, u) = \frac{1}{2} (\xi - x(t - T)) d_2^2 c(t, T, \chi, u)(\xi - x(t - T)), \]  \tag{13}\]
with $\chi = (1 - \theta) x(t - T) + \theta \xi$ and $0 < \theta < 1$. Note that $\chi$ is in a neighborhood of $x(t - T)$ when $\xi$ is. By using (12), one finally obtains that, for $\xi$ in a neighborhood of $x(t - T)$:
\[ c(t, T, \xi, u) \geq \frac{\mu}{4} \|\xi - x(t - T)\|^2, \]
and the result follows by choosing $\kappa(r) = \frac{4r^2}{1}$. For the converse, assume that $u$ is a weakly regularly persistent input trajectory at $x_0$ and $\kappa$ has finite sensitivity as stated in (11). Thus, there exists $T > 0$ and $\kappa : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ continuous increasing such that $\kappa(0) = 0$ and for any $t \geq T$ and $\xi$ in a neighbourhood of $x(t - T)$:
\[ c(t, T, \xi, u) \geq \kappa(\|\xi - x(t - T)\|). \]  \tag{14}\]
Besides, according to (11), there exists $\tilde{\mu} > 0$ and $r > 0$ such that, for any $\xi$ and any $t \geq T$, if $\|\xi - x(t - T)\| \leq r$ then,
\[ \kappa(\|\xi - x(t - T)\|) \geq \tilde{\mu} \|\xi - x(t - T)\|^2. \]  \tag{15}\]
From the Taylor’s expansion of $c(t, T, \cdot, u)$ at $x(t - T)$, see Equation (c) in Proposition A.23 of [5], and from Lemma 17, one gets that, for $\xi$ in a neighborhood of $x(t - T)$:
\[ c(t, T, \xi, u) = \frac{1}{2} w^T C(t, T, x(t - T), u) w + \|w\|^2 \theta(\xi), \]
where $w = \xi - x(t - T)$ and $\lim_{\xi \rightarrow x(t - T)} \theta(\xi) = 0$. By further combining (14) and (15), one gets for $\xi$ in a neighborhood of $x(t - T)$:
\[ \frac{w^T C(t, T, x(t - T), u) w}{\|w\|^2} \geq 2\tilde{\mu} + 2\theta(\xi), \]
where $\mu = \tilde{\mu}$. Finally, one gets that $C(t, T, x(t - T), u) \geq \mu I_{nx}$ and the result is proven.

**Remark 21** For state-affine systems, weak regular persistence and regular persistence are equivalent because the Observability Grammian does not depend on $x(t - T)$ in that case. Besides, weak observability has been assessed in terms of the Observability Grammian in [35].

**Remark 22** One can see from (12) that under the assumptions on the Observability Grammian of Proposition 20, $c(t, T, \cdot, u)$ is strongly convex on a ball around $x(t - T)$. Note that the latter property has already recently been used in Fast Moving Horizon Estimation where one wants to find approximate local solutions of Problem (MHE_{t,T,u}) at each time $t$. In [4,13,23,46,47], the time-independent lower bound on the Observability Grammian denoted by $\mu$ in (12) ensures the local convergence and robustness of approximated Moving Horizon Estimators.

**Remark 23** Although several weak observability has already been defined for MHE notably in [13,23,46], weak regular persistence of the input does not seem to have been stated in in this form and put into perspective with other nonlinear observability and optimization concepts.

To summarise, on one hand, regular persistence is a strong property on the input trajectories that allows one to build estimators that converge for arbitrary initial error while requiring global solutions of Problem (MHE_{t,T,u}). On the other hand, a consequence of the previous remarks is that weakly regularly persistent inputs allows one to build computationally efficient estimators that converge for small initial error at the lower price of approximate local solutions. Interests in
optimization-based estimation have recently grown in the Robotics community notably through the application of SLAM. However, observability properties for Moving Horizon Estimation in SLAM have not been discussed in the literature. The topic of next section is then to study weak regular persistence of SLAM systems to fill the existing gap in Fast Moving Horizon Estimation in this area.

3 Weak regular observability in landmark-based SLAM problems

In classical SLAM, ones tries to localise a mobile robot and reconstruct a map of its environment at the same time using partial measurements. Landmark-based SLAM is a particular version of SLAM in which the environment is represented by a set of discrete landmarks associated with continuous measurements, see [43]. This representation has the advantage of being sufficiently general to match many realistic scenarios while having a lot of structure from the system dynamics point of view. In this section, we focus on specifying the results from Proposition 20 in the case where each landmark is observed through observations, denoted by $h_j(z,\ell,\eta,u)$. The global dynamics can be summed up as follows for $1 \leq j \leq J$ and any initial condition $(z_0,\ell)$:

$$\dot{z} = g(z,u), \quad \dot{\ell}_j = 0, \quad h_j(z,\ell,\eta,u)$$

where $g$ represents the robot dynamics and $u$ an input trajectory. We assume that $z$ contains the 2D position of the robot in the inertial frame denoted by $\chi$ such that

$$\chi = Pz,$$

with $P$ being a projection matrix from $\mathbb{R}^{n_z}$ to $\mathbb{R}^2$. The remaining variables are denoted by $\eta = (I-P)z$. We also assume that the robot state and the landmark positions are observed through observations, denoted by $y$, of the following type:

$$y = h(z,\ell,u),$$

where

$$h(z,\ell,u) = \begin{bmatrix} h_0(z,u) \\ h_1(\chi - \ell_1,\eta,u) \\ \vdots \\ h_J(\chi - \ell_J,\eta,u) \end{bmatrix}, \quad (17)$$

$h_0$ denotes a direct measurement of the robot’s state and $(h_j)_{1 \leq j \leq J}$ represent relative measurements between the robot position and the landmark positions that may also depend on the remaining variables $\eta$. The local weak observability of this type of system has been assessed in [27], [34], [44]. Two points of view appear to be of interest: the world-centric view and the sensor-centric view. In the world-centric view, one considers the joint estimation of $z$ and the $\ell_j$. The SLAM system (16) is shown not to be locally weakly observable in [34] if only relative measurements are available. However, in [27], the authors show that if the position of some landmarks is known then the system can become locally weakly observable. In the sensor-centric view, one only estimates the position of the landmarks assuming the initial state of the robot is known. In this setting, the system is usually locally weakly observable see [27] again for more information. Unfortunately, these observability conditions have low practical interest as they are not quantitative.

The estimation problem for these models has been mostly recently tackled in the literature by using optimization based techniques, see [8,21]. One is usually interested in solving the associated Problem (FIE$_{1,u}$) in an offline way for system (16)-(17). In this context, the variables are the initial robot state and the positions of the landmark written generically as $Q_0$ for the initial state of the robot and $m$ for the set of landmarks. This leads to the following optimization problem:

$$\min_{\zeta_0 \in \mathbb{R}^{n_z},m \in \mathbb{R}^{2J}} \int_{0}^{t_f} \|h(\phi_g(s;0,\zeta_0,u),m,u(s)) - y(s)\|^2 ds$$

where $u$ is a fixed input trajectory, $\phi_g$ is the flow of the robot’s dynamics and $t_f$ is a final time. As mentioned previously, Problem (18) is written in the simultaneous form, see [13]. Solving Problem (18) implies high computational cost if $t_f$ is large. For this reason, one could try to transform Problem (18) into a Moving Horizon one leading for $t \geq 0$ and $T > 0$, to

$$\min_{\zeta_{T-t} \in \mathbb{R}^{n_z},m \in \mathbb{R}^{2J}} \int_{t-T}^{t} \|h(\phi_g(s;t,\zeta_{t-T},u),m,u(s)) - y(s)\|^2 ds$$

Problem (19) has recently been numerically solved in several contexts in the literature, see [14,24,25,26,28,29,31,42]. However, the observability theory related to Problem
(19) seems to have been overlooked.

As a consequence, the second contribution of this paper is the analysis of sufficient conditions for weak regular persistence of the landmark-based SLAM system (16)-(17) in the spirit of Proposition 20 both with a world-centric and sensor-centric view.

3.2 Observability conditions in the world-centric case

In the world-centric case, one considers the position of the robot and the landmarks in an fixed frame with no knowledge of the initial state of the robot. In the following, for any \((n, m, p) \in \mathbb{N}^3\) and for any differentiable function \(f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^m\), \(d_x f(x, y)\) denotes the differential of \(f(\cdot, y)\) for any \(y \in \mathbb{R}^m\). Note that \(d_y f(x, y)\) is defined similarly. As a first step, we compute the differential of observation functions from (17). It is denoted by \(d_{(z, \ell)} h(z, \ell, u)\) and is presented in (20) with \(H_0(z) = d_z h_0(z, u), H_j(\xi, \eta, u) = d_\xi h_j(\xi, \eta, u)\) and \(H_j'(\xi, \eta, u) = d_\xi h_j(\xi, \eta, u)\) for \(1 \leq j \leq J\).

The differential of the flow associated with joint dynamics of the robot and the landmarks described by (16) is denoted by \(\Phi\) and reads:

\[
\Phi = \begin{bmatrix} \Phi_g & 0 & \cdots & 0 \\ 0 & I_2 & 0 & \cdots \\ \vdots & \ddots & \ddots & \ddots \\ 0 & 0 & I_2 & \cdots \end{bmatrix},
\]

where \(\Phi_g\) is the differential of \(\phi_g\) as defined in Definition 19. For the sake of clarity, we have dropped the dependency on the input and the initial condition of the Observability Grammian \(C\) and related matrices. Thus, it can be written as follows, for any initial condition \((z_0, \ell)\), any \(t \geq 0\) and \(T > 0\):

\[
C(t, T) = \int_{t-T}^t C(s, z(s), \ell, u(s)) ds,
\]

where:

\[
C(s, z; u) = \Phi^T d_{(s, \ell)} h^{T} d_{(s, \ell)} h \Phi(s, z; u),
\]

\[
= \begin{bmatrix} A_0 + \sum_{j=1}^J D_j \begin{bmatrix} B_1 & A_1 & 0 \\ \vdots & \ddots & \ddots \\ B_J & 0 & A_J \end{bmatrix} - B_j'B_j \\ \end{bmatrix}
\]

with for \(1 \leq j \leq J\):

\[
A_0(s, z, u) = \Phi_g(s, z; u)^T H_0^T(z, u) H_0(z, u) \Phi_g(s, z; u),
\]

\[
A_j(\chi - \ell_j, \eta, u) = H_j^T(\chi - \ell_j, \eta, u) H_j(\chi - \ell_j, \eta, u),
\]

\[
B_j(s, z, \ell_j, \eta, u) = -A_1(\chi - \ell_j, \eta, u) P \Phi_g(s, z; u)
\]

\[
- H_j^T(\chi - \ell_j, \eta, u) H_j'(\chi - \ell_j, \eta, u)(I - P) \Phi_g(s, z; u),
\]

\[
D_j(s, \chi - \ell_j, \eta, u) = \Phi_g^T(s, z; u)((I - P) H_j'(\chi - \ell_j, \eta, u) + PH_j(\chi - \ell_j, \eta, u))\Phi_g(s, z; u).
\]

One can further rewrite \(C(t, T)\) as follows:

\[
C(t, T) = \begin{bmatrix} A_0(t, T) + \sum_{j=1}^J D_j(t, T) - B_1'B_1 \cdots - B_J'B_J \\ -B_1(t, T) & A_1(t, T) & 0 \\ \vdots & \ddots & \ddots \\ -B_J(t, T) & 0 & A_J(t, T) \end{bmatrix}.
\]

where

\[
A_0(t, T) = \int_{t-T}^t A_0(s, z(s), u(s)) ds,
\]

\[
A_j(t, T) = \int_{t-T}^t A_j(\chi(s) - \ell_j, \eta(s), u(s)) ds,
\]

\[
B_j(t, T) = \int_{t-T}^t B_j(\chi(s) - \ell_j, \eta(s), u(s)) ds,
\]

\[
D_j(t, T) = \int_{t-T}^t D_j(\chi(s) - \ell_j, \eta(s), u(s)) ds.
\]

The idea of the sequel is to separate the sufficient observability conditions from Proposition 20 into a condition on the observability of the robot state and a set of independent conditions on the observability of each landmarks. This translates into Assumptions 24 and 25.

**Assumption 24** For any \((z_0, \ell) \in \mathbb{R}^{n+m+2J}\), there exists an input trajectory \(u, T > 0\) and \(\mu > 0\) such that for any
Proposition 26

Consequently, the following proposition states that, in order to obtain weak regular observability in the world-centric view, one can consider the persistence with respect to the state of the robot \( z \) and the landmarks \( \ell_j \) in a split way through Schur complements.

Proposition 26 Under Assumptions 24 and 25, for any \((z_0, \ell) \in \mathbb{R}_+^{n_z+2J}\), for \((u, T, \mu)\) satisfying (23)-(24), there exists \( 0 < \mu_0 < \mu \) such that for any \( t \geq T \),

\[
C(t, T) \geq \mu_0 I_{n_z+2J}.
\]

In particular, under Assumption 24 and 25, system (16) is weakly regularly observable.

PROOF.

Fix \((z_0, \ell) \in \mathbb{R}_+^{n_z+2J}\), the associated \( T \) and \( \mu \) from Assumption 24, \( t \geq 0 \) and \( 0 < \mu_0 < \mu \). The goal of the following is to show that \( C(t, T) - \mu_0 I_{n_z+2J} \geq 0 \). To do so, consider the following decomposition of \( C(t, T) - \mu_0 I_{n_z+2J} \):

\[
C(t, T) - \mu_0 I_{n_z+2J} = \begin{bmatrix} C_0(t, T) - \mu_0 I_{n_z} & B^T(t, T) \\ B(t, T) & A(t, T) - \mu_0 I_{2J} \end{bmatrix},
\]

where:

\[
C_0(t, T) = A_0(t, T) + \sum_{j=1}^{J} D_j(t, T),
\]

\[
B(t, T) = \begin{bmatrix} \chi(t, T) \\ \chi(t, T) \end{bmatrix},
\]

\[
A(t, T) = \begin{bmatrix} \chi(t, T) & 0 \\ \chi(t, T) & A(t, T) \end{bmatrix}.
\]

Let \( C_0/A(t, T) \) be the Schur complement of \( A(t, T) - \mu_0 I_{2J} \) in \( C(t, T) - \mu_0 I_{n_z+2J} \). Besides, since \( A_j - \mu_0 I_2 \geq (\mu - \mu_0) I_2 > 0 \), one has for any \( 1 \leq j \leq J \):

\[
C_0/A(t, T) = C_0(t, T) - \mu_0 I_{n_z} - \sum_{j=1}^{J} B_j^T(A_j - \mu_0 I_2)^{-1}B_j, \]

\[
C_0/A(t, T) = A_0 + \sum_{j=1}^{J} D_j - B_j^T(A_j - \mu_0 I_2)^{-1}B_j - \mu_0 I_{2J}. \]

By assumption, \( \mu_0 A_j^{-1} \geq \frac{\mu_0}{\mu} I_2 \). Then, by applying the Woodbury matrix identity on \((A_j - \mu_0 I_2)^{-1}\), one has for any \( 1 \leq j \leq J \):

\[
(A_j - \mu_0 I_2)^{-1} = \sum_{k=0}^{\infty} \mu_0^k A^{-1}(k+1),
\]

\[
(A_j - \mu_0 I_2)^{-1} = A_j^{-1} + \mu_0 \sum_{k=0}^{\infty} \mu_0^k A_j^{-1}(k+2). \]

By combining (26) and (27), one gets:

\[
C_0/A(t, T) = A_0 + \sum_{j=1}^{J} D_j - B_j^T A_j^{-1} B_j. \]
\[-\mu_0 \left( \sum_{j=1}^{J} B_j^T \sum_{k=0}^{+\infty} \mu_0^k A_j^{-(k+2)} B_j + I_{n_x} \right). \]  

From (24) in Assumption 24,

\[ \sum_{j=1}^{J} \sum_{k=0}^{+\infty} \mu_0^k A_j^{-(k+2)} B_j \geq \mu^{-2} \left( \sum_{k=0}^{+\infty} \left( \frac{\mu_0}{\mu} \right)^k \right) \sum_{j=1}^{J} B_j^T B_j. \]

From Assumption 25,

\[ \sum_{j=1}^{J} \sum_{k=0}^{+\infty} \mu_0^k A_j^{-(k+2)} B_j \geq \mu^{-2} \frac{\sigma \mu}{\mu - \mu_0} I_{n_x}. \]  

Finally, by combining (29), (30) and (23), one gets:

\[ C_0 / A(t, T) \geq \left( \mu - \mu_0 - \frac{\mu \sigma}{\mu (\mu - \mu_0)} \right) I_{n_x}, \]  

which proves that, there exists \( \mu_0 > 0 \) such that \( C_0 / A(t, T) > 0 \).

From Assumption 24,

\[ A(t, T) - \mu_0 I_{2J} > 0. \]  

Thus, from (31), (32) and Theorem 1.12 of [48], \( C(t, T) - \mu_0 I_{n_x+2J} \succeq 0 \) and the first result is proved. For the second one, notice that, from Proposition 20, (25) directly implies that the system (16) is weakly regularly observable.

### 3.3 Observability conditions in the sensor-centric case

In the sensor-centric case, one considers that \( z_0 \) is known so that the frame of study is centered at \( \chi_0 \). In our deterministic framework, since the input \( u \) is known, this is equivalent to having \( h_0(z, u) = z \). Therefore, Assumption 24 can be weakened to recover the result of Proposition 26.

**Assumption 27** For any \( (z_0, \ell) \in \mathbb{R}^{n_x+2J} \), there exists an input trajectory \( u, T > 0 \) and \( \mu > 0 \) such that for any \( t \geq T \) and any \( 1 \leq j \leq J \):

\[ A_j(t, T) \geq \mu I_2. \]  

Finally, Proposition 28 states that in the sensor-centric view, only the weak regular persistence with respect to the position of the landmarks is required.

**Proposition 28** Under Assumptions 25 and 27 and if \( h_0(z, u) = z \) then for any \( (z_0, \ell) \in \mathbb{R}^{n_x+2J} \), for \( (u, T, \mu) \) satisfying (24), there exists \( \mu_0 \) such that for any \( t \geq 0 \),

\[ C(t, T) \geq \mu_0 I_{n_x+2J}. \]  

In particular, under Assumption 24, system (16) is weakly regularly observable.

**PROOF.** Under the assumptions of the proposition, for any \( (z_0, \ell) \in \mathbb{R}^{n_x+2J} \), there exists an input trajectory \( u, T > 0 \) and \( \mu > 0 \) such that for any \( t \geq T \) and any \( 1 \leq j \leq J \):

\[ A_0(t, T) = TI_{n_x}. \]  

Besides, for any \( 1 \leq j \leq J \),

\[ D_j - B_j^T A_j^{-1} B_j \succeq 0, \]

as

\[ \begin{bmatrix} A_j & B_j \\ B_j^T & D_j \end{bmatrix} \succeq 0 \]

and \( A_j > 0 \). This leads to:

\[ A_0 + \sum_{j=1}^{J} D_j - B_j^T A_j^{-1} B_j \succeq TI_{n_x}. \]

This means that (23) and (24) from Assumption 24 are satisfied with \( \mu' = \min(T, \mu) \). The rest of the result follows then from the proof of Proposition 26.

**Remark 29** For simplicity of the presentation, it is assumed in this section that the landmarks are observed at all times by the robot. Yet, it is not completely realistic as one needs in practice to match the measurements with the landmarks. This is represented by a family of data association functions \( (a_j(\cdot))_{1 \leq j \leq J} \) such that \( a_j : \mathbb{R}^+ \rightarrow \{0, 1\} \) takes the value 1 when the landmark \( j \) is seen by robot and 0 if not. However, if we consider fixed and known data association functions \( (a_j(\cdot))_{1 \leq j \leq J} \), the result from this section can be recovered by defining \( \tilde{h}_j(t, \chi - \ell_1, \eta, u) = a_j(t) h_1(\chi - \ell_j, \eta, u) \). In particular, \( \tilde{A}_j \) can be written as follows

\[ \tilde{A}_j(t, T) = \int_{t-T}^{t} a_j(s) H_j^T(s) H_j(s), \]

where \( H_j(s) = H_j^T(\chi(s) - \ell_j, u(s)) \). One can then recover Assumption 27 and Proposition 28. In this case, Assumption 27 requires, broadly speaking, that the input \( u \) only be persistent for the landmark \( j \) only when it is seen by the robot.

**Remark 30** Assumption 25 is not restrictive as in most SLAM problems the area to explore is bounded a priori.
as well as the state and input trajectories of the system. This will be illustrated later in Section 4.

Remark 31 One can notice that Assumption 27 does not depend on the dynamics of system (16). This means that, in the sensor-centric case, the study of weak regular observability can be decomposed in two steps. First, for fixed state and input spaces, one can look for state and input trajectories that satisfy Assumption 27. Secondly, for some robot dynamics $g$ one can check if the previous trajectories can be tracked by state and input trajectories (or state trajectories only if the measurement does not depend explicitly on $u$) that are compatible with the corresponding dynamical constraint (16).

Following from Remark 29, the last contribution of this paper is to show that several relevant simple landmark-based SLAM systems with different observation types are made weakly regularly observable by tracking circular paths.

4 Joint weak regular observability by circumnavigation for second order SLAM problems with bearing, range, optical flow or Doppler shift measurements

Circumnavigation to ensure observability in localisation and SLAM problems with bearing measurements or range measurements has notably been studied in [11,40]. Optical flow measurements are also well-known in SLAM, see [9]. An observability analysis of optical flow measurement for inertial navigation can be found in [12,45]. Observability of Doppler-shift measurements in SLAM and localisation problems have been studied in [22,39]. The goal of this section is to shed light on the similarities of these four types of measurements by carrying out a joint observability analysis in the framework developed in the previous sections. This joint study does not seem to be present in the existing literature. In particular, we show that, in the case of a second order SLAM system with one landmark, Assumption 25 and 27 are jointly satisfied for the four types of measurements when the robot tracks circular paths around any point. As discussed below, it is without loss of generality that we can consider only one landmark.

4.1 Model description

In this section we are interested in a 2D SLAM system where the state of the robot is represented by position and velocity variables, $z = (\chi, v) \in \mathbb{R}^4$. Since Assumption 27 is distributed over the landmarks, we can assume without loss of generality that $J = 1$ and our SLAM system has only one unknown landmark position $\ell \in \mathbb{R}^2$. Our system can be written in the following form:

$$\dot{\chi} = g(\chi, v, u), \quad \dot{v} = 0,$$

where $u$ is some input trajectory and $g$ is twice continuously differentiable. In this application, the remaining variables $\eta$ are exactly the velocity variables so that $\eta = v$. The state of the robot is supposed to be observed through a relative measurement in position that can also depend on the velocity variables. In the sequel, we consider the following types of measurements:

1. Bearing measurements where one measures the direction from the robot to the landmark such that:

$$h^{(1)}(\chi - \ell, v) = p$$

where $p = (\ell - \chi) / \| \ell - \chi \|$.

2. Range measurements where one measures the distance between the robot and the landmark such that:

$$h^{(2)}(\chi - \ell, v) = r$$

where $r = \| \ell - \chi \|$.

3. Optical flow measurements where one measures the angular velocity of the landmark in the referential of the robot such that:

$$h^{(3)}(\chi - \ell, v) = \langle v, Qp \rangle / r$$

where $\langle \cdot \rangle$ denotes the canonical scalar product on $\mathbb{R}^2$ and $Q$ is the rotation matrix of angle $\frac{\pi}{2}$.

4. Doppler shift measurements where one measures a frequency shift between the landmark and the robot such that:

$$h^{(4)}(\chi - \ell, v) = \alpha(v, p),$$

where $\alpha > 0$ is a constant.

We consider this SLAM system in the sensor-centric view so the trajectory of the robot can be seen as fully observed such that:

$$h_0(z) = z.$$
for any \( t \geq T \) and \( i \in \{1, 2, 3, 4\} \):
\[
\mathcal{A}^{(i)}(t, T) = \int_{t-T}^{t} H^{(i)T}(s)H^{(i)}(s)ds \geq \mu I_2,
\]
where \( H^{(i)}(s) = H^{(i)}(\chi(s) - \ell, v(s)) \).

The topic of the next section is precisely to show that if the robot travels in circle around any point then (42) is satisfied simultaneously for the aforementioned four types of relative measurements.

4.2 Main results

To define the circular paths considered in this section, we fix \( \chi_c = (\chi_{c,1}, \chi_{c,2}) \in \mathbb{R}^2 \), \( \bar{x}_0 = (\bar{x}_{0,1}, \bar{x}_{0,2}) \in \mathbb{R}^2 \), \( \omega > 0 \) and \( r_c > 0 \). Then, the circular position and velocity trajectories around \( \chi_c \) of radius \( r_c \), denoted by \( (\bar{x}, \bar{v}) \), read for any \( s \geq 0 \):
\[
\bar{x}(s) = \chi_c + v_c \begin{bmatrix} \cos(\omega s + \bar{\psi}(0)) \\ \sin(\omega s + \bar{\psi}(0)) \end{bmatrix}, \tag{43}
\]
\[
\bar{v}(s) = \omega r_c \begin{bmatrix} -\sin(\omega s + \bar{\psi}(0)) \\ \cos(\omega s + \bar{\psi}(0)) \end{bmatrix}, \tag{44}
\]
where \( \bar{\psi}(0) = \arctan(\bar{x}_{0,1} - \chi_{c,1}, \bar{x}_{0,2} - \chi_{c,2}) \). From this, one can define, \( \mathcal{A}^{(i)}(t, T) \) as the Observability Gramian with respect to the landmark position associated with the circular trajectory for measurement of type \( i \). It reads, for \( \ell \in \mathbb{R}^2 \), \( T > 0 \), \( t \geq T \), and \( i \in \{1, 2, 3, 4\} \):
\[
\mathcal{A}^{(i)}(t, T) = \int_{t-T}^{t} \bar{H}^{(i)T}(s)\bar{H}^{(i)}(s)ds, \tag{45}
\]
where \( \bar{H}^{(i)}(s) = H^{(i)}(\bar{x}(s) - \ell, \bar{v}(s)) \).

One can now state the first result of the section which is contained in Proposition 32.

**Proposition 32** For any \( r_c > 0 \), \( \omega > 0 \), \( \chi_c \in \mathbb{R}^2 \), \( \chi_0 \in \mathbb{R}^2 \), \( \ell \in \mathbb{R}^2 \) and any \( i \in \{1, 2, 4\} \) there exist \( T(i) > 0 \) and \( \mu(i) > 0 \) such that, for any \( t \geq T(i) \):
\[
\mathcal{A}^{(i)}(t, T(i)) \geq \mu(i)I_2. \tag{46}
\]
Additionally, if \( r_c \neq \|\chi_c - \ell\| \), then (46) also holds for \( i = 3 \).

**PROOF.** See Appendix A.

Going back to the notion of weak regular input trajectories, we can now state the main result of the section.

**Theorem 33** If, for any \((\chi_0, v_0, \ell) \in \mathbb{R}^6 \), \( r_c > 0 \), \( \omega > 0 \), \( \chi_c \in \mathbb{R}^2 \), \( \bar{x}_0 \in \mathbb{R}^2 \), \( \ell \in \mathbb{R}^2 \) and bounded input trajectory, \( u \), for the dynamics (36) such that \( r_c \neq \|\chi_c - \ell\| \), there exists \( \mu > 0 \) and \( L > 0 \) such that if
\[
\epsilon < \frac{\mu}{L},
\]
and the corresponding circular path, \((\bar{x}, \bar{v})\), defined by (44) and the corresponding position and velocity solution flow, \((\chi, v)\), defined, for any \( s \geq 0 \) by \((\chi(s), v(s)) = \phi_g(s; 0, (\chi_0, v_0), u)\) satisfy:
\[
\sup_{s \geq 0} \|z(s) - \bar{z}(s)\| < +\infty, \tag{47}
\]
\[
\int_{t}^{T} \|z(s) - \bar{z}(s)\|ds \leq \epsilon, \tag{48}
\]
where \( \|z(s) - \bar{z}(s)\| = (\|\chi(s) - \bar{\chi}(s)\|^2 + \|v(s) - \bar{v}(s)\|^2)^{1/2}, \) then \( u \) is a weak regular input trajectory at \((\chi_0, v_0, \ell)\) for the systems (36)-(41) and the systems (36)-(41) are weakly regularly observable.

**PROOF.** Since systems (36), (41), (37)-(40) evolve in the sensor-centric view, the result can be obtained by applying Proposition 28. To do so, one need to check if Assumption 25 and 27 are satisfied with the settings of the theorem. Therefore, we first fix \((\chi_0, v_0, \ell) \in \mathbb{R}^6 \), \( r_c > 0 \), \( \omega > 0 \), \( \chi_c \in \mathbb{R}^2 \), \( \chi_0 \in \mathbb{R}^2 \), \( \ell \in \mathbb{R}^2 \) and an input trajectory, \( u \), for the dynamics (36) such that the corresponding circular path, \( \bar{z} = (\bar{\chi}, \bar{v}) \), defined by (44) and the corresponding position and velocity solution flow, \( z = (\chi, v) \), defined, for any \( s \geq 0 \) by \((\chi(s), v(s)) = \phi_g(s; 0, (\chi_0, v_0), u)\) satisfies (47) and (48).

Concerning Assumption 25, as \((\bar{x}, \bar{v})\) is bounded by nature and \((\chi, v)\) verifies (47), \((\chi, v)\) is also bounded. We recall that \( u \) is also bounded. Note that the observation functions defined by (37)-(40) are continuously differentiable. Then, keeping the notations from (22) and by boundedness of \( z \) and \( u \), we have that for any \( T > 0 \) there exists \( L > 0 \) such that, for any \( t \geq T \):
\[
\|B(t, T)\| \leq L \int_{t-T}^{t} \|\Phi_f(s; t - T, z(t - T), u)\|ds.
\]
Let us define \( f(\chi, v, u) = \begin{bmatrix} v \\ g(\chi, v, u) \end{bmatrix} \). According to Theorem 2.3.2 of [7], for any \( T > 0 \), \( t \geq T \) and \( s \in [t - T, t] \), \( \Phi_f(s; t - T, z(t - T), u) = M(s, t - T) \) is the solution of the following matrix-valued linear Cauchy problem:
\[
d_s M(s; t, t) = d_s f(\chi(s), v(s), u(s))M(s, t), \quad M(t - T, t - T) = I_6.
\]
By integrating on \([t-T, t]\) and taking the norm, one gets for any \(T > 0, t \geq T\) and \(s \in [t-T, t]:

\[
\|M(s, t-T)\| \leq \|M(t-T, t-T)\|
+ \int_{t-T}^{t} \|d_z f(\chi(s), v(s), u(s))\| \|M(s, t-T)\| ds
\]

(49)

By assumption, \(d_z f\) is continuous and the trajectories \((\chi, v, u)\) are bounded so there exists \(\sigma_1 > 0\) such that for any \(T > 0, t \geq T\) and \(s \in [t-T, t]:
\[
\|d_z f(\chi(s), v(s), u(s))\| \leq \sigma_1,
\]

leading to:
\[
\|M(s, t-T)\| \leq 1 + \sigma_1 \int_{t-T}^{t} \|M(s, t-T)\| ds,
\]

By Gronwall Lemma,
\[
\|M(s, t-T)\| \leq \exp(\sigma_1 T),
\]

Integrating again on \([t-T, t]\) yields
\[
\int_{t-T}^{t} \|M(s, t-T)\| ds \leq T \exp(\sigma_1 T),
\]

\[
\|B(t, T)\| \leq L_1 T \exp(\sigma_1 T).
\]

Thus, Assumption 25 holds. Concerning Assumption 27, from Proposition 32, for \(i \in \{1, 2, 3, 4\}\) there exist \(T(i) > 0\) and \(\mu(i) > 0\) such that, for any \(t \geq T(i):\)
\[
\bar{A}(i)(t, T(i)) \geq \mu(i) I_2.
\]

(50)

Recall the definition of \(A(i)(t, T(i))\) for any \(i \in \{1, 2, 3, 4\}\) and \(t \geq T(i):\)
\[
A(i)(t, T(i)) = \int_{t-T(i)}^{t} H(i)^T(s) H(i)(s) ds,
\]

where \(H(i)(s) = H(i)(\chi(s) - \ell, v(s))\). Moreover, since the observation functions defined by (37)-(40) are twice continuously differentiable then for any \(i \in \{1, 2, 3, 4\}\) \(H(i)^T H(i)\) is locally Lipschitz. We recall that the trajectories \(z\) and \(\bar{z}\) are bounded. Thus, there exists \(L_1 > 0\) such that for any \(i \in \{1, 2, 3, 4\}\), \(t \geq T(i)\) and \(s \in [t-T, t]:\)
\[
\|H(i)^T(s)H(i)(s) - H(i)^T(s)\bar{H}(i)(s)\| \leq L_1 \|z(s) - \bar{z}(s)\|.
\]

Therefore, from (48), one has for any \(i \in \{1, 2, 3, 4\}\) and \(t \geq T(i),\)
\[
\|A(i)(t, T(i)) - A(i)(t, T(i))\| \leq L \int_{0}^{+\infty} \|z(s) - \bar{z}(s)\| ds,
\]

\[
\|A(i)(t, T(i)) - A(i)(t, T(i))\| \leq L e, \quad (51)
\]

where \(L = TL_1\). Finally by substituting (51) in (50), one gets the following matrix inequality, for any \(i \in \{1, 2, 3, 4\}\) and \(t \geq T(i):\)
\[
A(i)(t, T(i)) \geq \lambda I_2,
\]

(52)

where \(\lambda = \mu - L e\) with \(\mu = \min(\mu(i))\). Observe that if \(\epsilon < \frac{\lambda}{2}\) then \(\lambda > 0\) and the input trajectory \(u\) satisfies Assumption 27. As mentioned at the beginning of the proof, the result follows from Proposition 28.

We would like to end this section by adding some remarks.

**Remark 34** Informally, Theorem 33 states that for a fixed initial condition, if a controlled trajectory of system (36) tracks any circular trajectory of the form (44) then the corresponding input trajectory is weakly regularly persistent at this initial state. As an immediate corollary, the result also holds if \(\int_{0}^{+\infty} \|z(s) - \bar{z}(s)\| ds = 0\), which corresponds to the case where the state trajectory \(z\) is exactly a circular path.

**Remark 35** Theorem 33 has a direct application in control design. In fact, as any circular trajectory makes the system weakly regularly observable then one does not need to know the position of \(\ell\) to ensure observability through an adequate choice of \(u\). In other words, only the level of observability, represented by \(\lambda\) in (52), depends on \(\ell\) but not the qualitative property of weak regular observability. This is to be nuanced in the case of optical flow measurement as the result does not hold if \(\|\ell - \chi_c\| = r_\epsilon\), even if this condition seems not to be satisfied generically.

**Conclusion**

In this paper, we have introduced the notion of weakly regularly persistent input along with its connection to the Observability Gramian and the existence and uniqueness of solutions to the problem of Moving Horizon Estimation. We have applied this study to the case of landmark-based SLAM both in the world-centric and sensor-centric case and provided several sufficient conditions for weak regular observability. Finally, we have shown that these conditions are simultaneously satisfied in a SLAM problem with a second order dynamics and various measurements when the robot trajectory tracks a circular path.
Acknowledgements

This work received funding from the Australian Government, via grant AUSMURIB000001 associated with ONR MURI grant N00014-19-1-2571.

References

[1] M. Alamir and L.A. Calvillo-Corona. Further results on nonlinear receding-horizon observers. *IEEE Transactions on Automatic Control*, 47(7):1184–1188, July 2002.

[2] Mazen Alamir. Optimization based non-linear observers revisited. *International Journal of Control*, 72(13):1204–1217, January 1999.

[3] Angelo Alessandri, Marco Baglietto, and Giorgio Battistelli. Moving-horizon state estimation for nonlinear discrete-time systems: New stability results and approximation schemes. *Automatica*, 44(7):1753–1765, July 2008.

[4] Angelo Alessandri and Mauro Gaggero. Fast Moving Horizon State Estimation for Discrete-Time Systems Using Single and Multi Iteration Descent Methods. *IEEE Transactions on Automatic Control*, 62(9):4499–4511, September 2017.

[5] D. P. Bertsekas. Nonlinear Programming. *Journal of the Operational Research Society*, 48(3):334–334, 1997. [Eprint: https://doi.org/10.1057/palgrave.jors.2600425.]

[6] Gildas Besançon, editor. *Nonlinear observers and applications*. Number 363 in Lecture notes in control and information sciences. Springer, Berlin ; New York, 2007. OCLC: ocn166214280.

[7] Alberto Bressan and Benedetto Piccoli. *Introduction to the mathematical theory of control*, volume 1. American institute of mathematical sciences springfield edition, 2007.

[8] Cesar Cadena, Luca Carlone, Henry Carrillo, Yasir Latif, Davide Scaramuzza, Jose Neira, Ian Reid, and John J. Leonard. Past, Present, and Future of Simultaneous Localization and Mapping: Toward the Robust-Perception Age. *IEEE Transactions on Robotics*, 32(6):1309–1332, December 2016.

[9] Haiyang Chao, Yu Gu, and Marcello Napolitano. A Survey of Optical Flow Techniques for Robotics Navigation Applications. *Journal of Intelligent & Robotic Systems*, 73(1-4):361–372, January 2014.

[10] Shengyong Chen, Youfu Li, and Ngai Ming Kwok. Active vision in robotic systems: A survey of recent developments. *The International Journal of Robotics Research*, 30(11):1343–1377, September 2011.

[11] Mohammad Deghat, Iman Shames, Brian D. O. Anderson, and Changbin Yu. Localization and Circumnavigation of a Slowly Moving Target Using Bearing Measurements. *IEEE Transactions on Automatic Control*, 59(8):2182–2188, August 2014.

[12] Jia Deng, Sentang Wu, Hongbo Zhao, and Da Cai. Measurement model and observability analysis for optical flow-aided inertial navigation. *Optical Engineering*, 58(08):1, August 2019.

[13] Moritz Diehl, Hans Joachim Ferreau, and Niels Haverbeke. Efficient Numerical Methods for Nonlinear MPC and Moving Horizon Estimation. In Manfred Morari, Manfred Thoma, Lalo Magni, Davide Martino Raimondo, and Frank Allgöwer, editors, *Nonlinear Model Predictive Control*, volume 384, pages 391–417. Springer Berlin Heidelberg, Berlin, Heidelberg, 2009. Series Title: Lecture Notes in Control and Information Sciences.

[14] Felix Fiedler, Dirk Baumbach, Anko Borner, and Sergio Lucia. A Probabilistic Moving Horizon Estimation Framework Applied to the Visual-Inertial Sensor Fusion Problem*. In *2020 European Control Conference (ECC)*, pages 1009–1016, Saint Petersburg, Russia, May 2020. IEEE.

[15] Emilien Flayac and Iman Shames. Symbolic computations for weak regular observability verification in SLAM, 2021. GitHub repository: https://github.com/eflayac/Symbolic-computations-for-weak-regular-observability-verification-in-SLAM.

[16] Joana Fonseca, Jieqiang Wei, Tor Arne Johansen, and Karl Henrik Johansson. Cooperative Circumnavigation for a Mobile Target Using Adaptive Estimation. In José Alexandre Gonçalves, Manuel Braz-César, and João Paulo Ceoliho, editors, *CONTROL 2020*, volume 695, pages 33–48. Springer International Publishing, Cham, 2021. Series Title: Lecture Notes in Electrical Engineering.

[17] Joana Fonseca, Jieqiang Wei, Karl H. Johansson, and Tor Arne Johansen. Cooperative decentralised circumnavigation with application to algal bloom tracking. In *2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS)*, pages 3276–3281, Macau, China, November 2019. IEEE.

[18] A. J. Fossard and D. Normand-Cyrot, editors. *Nonlinear Systems*. Springer US, Boston, MA, 1995.

[19] R. Herrmann and A. Krener. Nonlinear controllability and observability. *IEEE Transactions on Automatic Control*, 22(5):728–740, October 1977.

[20] Wuhua Hu. Robust Stability of Optimization-based State Estimation. *arXiv:1702.01903 [math]*, September 2017. arXiv: 1702.01903.

[21] Shoudong Huang. A review of optimisation strategies used in simultaneous localisation and mapping. *Journal of Control and Decision*, 6(1):61–74, January 2019.

[22] Tianyi Jia, K. C. Ho, Haiyan Wang, and Xiaohong Shen. Effect of Sensor Motion on Time Delay and Doppler Shift Localization: Analysis and Solution. *IEEE Transactions on Signal Processing*, 67(22):5881–5895, November 2019.

[23] W. Kang. Moving Horizon Numerical Observers of Nonlinear Control Systems. *IEEE Transactions on Automatic Control*, 51(2):344–350, February 2006.

[24] Takahiro Kasahara, Koushi Tsuno, Kenichiro Nonaka, and Kazuma Sekiguchi. Comparative Experiments of Moving Horizon Estimation based SLAM in Indoor Environment. page 6, 2019.

[25] Kazuki Kimura, Yutaro Hiromachi, Kenichiro Nonaka, and Kazuma Sekiguchi. Vehicle localization by sensor fusion of LRS measurement and odometry information based on moving horizon estimation. In *2014 IEEE Conference on Control Applications (CCA)*, pages 1306–1311, Juan Les Antibes, France, October 2014. IEEE.

[26] Yosuke Kishimoto, Kiyotsugu Takaba, and Asuka Ohashi. Moving Horizon Multi-Robot SLAM Based on C/GMRES Method. In *2019 International Conference on Advanced Mechatronic Systems (ICAMechS)*, pages 22–27, Kusatsu, Shiga, Japan, August 2019. IEEE.

[27] Kwang Lee, W Wijesoma, and Javier Guzman. On the Observability and Observability Analysis of SLAM. In *2006 IEEE/RSJ International Conference on Intelligent Robots and Systems*, pages 3569–3574, Beijing, China, October 2006. IEEE.

[28] Andong Liu, Wen-An Zhang, Michael Z. Q. Chen, and Li Yu. Moving Horizon Estimation for Mobile Robots
With Multirate Sampling, *IEEE Transactions on Industrial Electronics*, 64(2):1457–1467, February 2017.

[29] Mohamed W. Mehrze, George K. I. Mann, and Raymond G. Gosine. Nonlinear moving horizon state estimation for multi-robot relative localization. In *2014 IEEE 27th Canadian Conference on Electrical and Computer Engineering (CCECE)*, pages 1–5, Toronto, ON, Canada, May 2014. IEEE.

[30] H. Michalska and D.Q. Mayne. Moving horizon observers and observer-based control. *IEEE Transactions on Automatic Control*, 40(6):995–1006, June 1995.

[31] Daiki Mori and Yoshikazu Hattori. Simultaneous Estimation of Vehicle Position and Data Delays using Gaussian Process based Moving Horizon Estimation. In *2020 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS)*, pages 2303–2308, Las Vegas, NV, USA, October 2020. IEEE.

[32] Matthias A. Müller. Nonlinear moving horizon estimation in the presence of bounded disturbances. *Automatica*, 79:306–314, May 2017.

[33] Kumpati S. Narendra and Anuradha M. Annaswamy. Persistent excitation in adaptive systems. *International Journal of Control*, 45(1):127–160, January 1987.

[34] L.D.L. Perera, A. Melckumyan, and E. Nettleton. On the linear and nonlinear observability analysis of the SLAM problem. In *2009 IEEE International Conference on Mechatronics*, pages 1–6, Malaga, Spain, 2009. IEEE.

[35] Nathan D. Powel and Kristi A. Morgansen. Empirical observability Gramian rank condition for weak observability of nonlinear systems with control. In *2015 54th IEEE Conference on Decision and Control (CDC)*, pages 6342–6348, Osaka, December 2015. IEEE.

[36] C.V. Rao, J.B. Rawlings, and D.Q. Mayne. Constrained state estimation for nonlinear discrete-time systems: stability and moving horizon approximations. *IEEE Transactions on Automatic Control*, 48(2):246–258, February 2003.

[37] James B. Rawlings and Luo Ji. Optimization-based state estimation: Current status and some new results. *Journal of Process Control*, 22(8):1439–1444, September 2012.

[38] Rasmus Ringback, Jieqiang Wei, Elias Strandell Erstorp, Jakob Kutenkeuler, Tor Arne Johansen, and Karl Henrik Johansson. Multi-Agent Formation Tracking for Autonomous Surface Vehicles. *IEEE Transactions on Control Systems Technology*, pages 1–12, 2020.

[39] Iman Shames, Adrian N. Bishop, Matthew Smith, and Brian D. O. Anderson. Doppler Shift Target Localization. *IEEE Transactions on Aerospace and Electronic Systems*, 49(1):206–276, January 2013.

[40] Iman Shames, Soura Dasgupta, Barış Fidan, and Brian D. O. Anderson. Circumnavigation Using Distance Measurements Under Slow Drift. *IEEE Transactions on Automatic Control*, 57(4):889–903, April 2012.

[41] Johanna O. Swartling, Iman Shames, Karl H. Johansson, and Dimos V. Dimarogonas. Collective Circumnavigation. *Unmanned Systems*, 02(03):219–229, July 2014.

[42] Manami Takahashi, Kenichiro Nonaka, and Kazuma Sekiguchi. Moving Horizon Estimation for Vehicle Robots using Partial Marker Information of Motion Capture System. *Journal of Physics: Conference Series*, 744:012049, September 2016.

[43] Sebastian Thrun. Probabilistic robotics. *Communications of the ACM*, 45(3):52–57, March 2002.

[44] Teresa Vidal-Calleja, Mitch Bryson, Salah Sukkarieh, Alberto Sanfelice, and Juan Andrade-Cetto. On the Observability of Bearing-only SLAM. In *Proceedings 2007 IEEE International Conference on Robotics and Automation*, pages 4114–4119, Rome, Italy, April 2007. IEEE. ISSN: 1050-4729.

[45] Jacques Waldmann, Raul Ikeda Gomes da Silva, and Ronan Araes Jardim Chagas. Observability analysis of inertial navigation errors from optical flow subspace constraint. *Information Sciences*, 327:300–326, January 2016.

[46] Andrew Wynn, Milan Vukov, and Moritz Diehl. Convergence Guarantees for Moving Horizon Estimation Based on the Real-Time Iteration Scheme. *IEEE Transactions on Automatic Control*, 59(8):2215–2221, August 2014.

[47] Victor M. Zavala. Stability analysis of an approximate scheme for moving horizon estimation. *Computers & Chemical Engineering*, 34(10):1662–1670, October 2010.

[48] Fuzhen Zhang, editor. *The Schur complement and its applications*. Number v. 4 in Numerical methods and algorithms. Springer, New York, 2005.

A Proof of Proposition 32

We first present a lemma that allows one to find a lower bound of integrals of the form (42) that is independent of $t$. It is inspired from section 3.3 of [33]. For any $n \in \mathbb{N}^*$, we denote by $S_n$ the set of $n \times n$ symmetric matrices.

**Lemma 36** Let $n \in \mathbb{N}^*$, and $S : \mathbb{R}^+ \times \mathbb{R}^+ \to S_n$. If there exist $\nu > 0$, $S_0 > 0$ and a function $S_1 : \mathbb{R}^+ \times \mathbb{R}^+ \to S_n$ such that for any $t \geq 0$ and $\tau \geq 0$:

\[
S(t, \tau) \geq \tau S_0 + S_1(t, \tau), \quad (A.1)
\]

\[
||S_1(t, \tau)|| \leq \nu, \quad (A.2)
\]

then there exist $T > 0$ and $\mu > 0$ such that for any $t \geq 0$:

\[
S(t, T) \geq \mu I_n. \tag{A.3}
\]

**PROOF.** Assume that there exist $\nu > 0$, $S_0 > 0$ and a function $S_1 : \mathbb{R}^+ \times \mathbb{R}^+ \to S_n$ satisfying (A.1) and (A.2). In particular, by the definition of the operator norm and the Cauchy-Swarz inequality, one has for any $t \geq 0$, $\tau \geq 0$ and $x \in \mathbb{R}^n$:

\[
-x^T S_1(t, \tau) x \leq |x^T S_1(t, \tau) x| \leq \nu ||x||^2,
\]

leading to,

\[
S_1(t, \tau) \geq -\nu I_n.
\]

Therefore, by denoting the smallest eigenvalue of $S_0$ by $\mu_0$, one gets for any $t \geq 0$ and $\tau \geq 0$ that:

\[
S(t, \tau) \geq (\tau \mu_0 - \nu) I_n,
\]

where $\mu_0 > 0$ as $S_0 > 0$. As a consequence, by setting $T = \frac{2\nu}{\mu_0}$ and $\mu = T \mu_0 - \nu$, one obtains $\mu > 0$, $T > 0$ and $\mu I_n \geq (T \mu_0 - \nu) I_n$.
for any \( t \geq 0 \),

\[
S(t,T) \geq \mu I_n,
\]

which proves the result.

**PROOF.** [Proof of Proposition 32] The goal of the proof is to apply Lemma 36 to \( S(t,\tau) = A^{(i)}(t+\tau,\tau) \) for \( i \in \{1,2,3,4\} \). First, we fix \( r_c > 0 \), \( \omega > 0 \), \( \chi_c \in \mathbb{R}^2 \), \( \bar{\chi}_0 \in \mathbb{R}^2 \) and \( \ell \in \mathbb{R}^2 \). By defining \( \psi(s) = \arctan(\bar{\chi}_1(s) - \chi_c,1, \bar{\chi}_2(s) - \chi_c,2) \), for any \( s \geq 0 \), one can rewrite (44) as follows, for any \( \tau > 0 \), \( t \geq 0 \) and \( s \in [t,t+\tau] \):

\[
\bar{\chi}(s) = \chi_c + r_c \begin{bmatrix} \cos(\omega(s-t) + \psi(t)) \\ \sin(\omega(s-t) + \psi(t)) \end{bmatrix}, \tag{A.3}
\]

\[
\bar{v}(s) = \omega r_c \begin{bmatrix} -\sin(\omega(s-t) + \psi(t)) \\ \cos(\omega(s-t) + \psi(t)) \end{bmatrix}. \tag{A.4}
\]

The rest of the proof is decomposed into four parts, one for each type of measurements.

(1) **Bearing measurements**

A consequence of (37), \( H^{(1)} = d_{\chi} h^{(1)} \) reads, for any \( (\chi,v,\ell) \in \mathbb{R}^6 \)

\[
H^{(1)}(\chi - \ell, v) = \frac{1}{r^3} \begin{bmatrix} (-\chi_2 - \ell_2)^2 & (\chi_1 - \ell_1)(\chi_2 - \ell_2) \\ (\chi_1 - \ell_1)(\chi_2 - \ell_2) & -(\chi_1 - \ell_1)^2 \end{bmatrix}, \tag{A.5}
\]

where we recall that \( r = \| \ell - \chi \| \). After straightforward computations one gets that, for any \( \tau > 0 \) and \( t \geq 0 \):

\[
\bar{A}^{(1)}(t+\tau,\tau) = \int_{t}^{t+\tau} \frac{1}{r^3(s)} \begin{bmatrix} \bar{e}_2(s)^2 & -\bar{e}_1(s)\bar{e}_2(s) \\ -\bar{e}_1(s)\bar{e}_2(s) & \bar{e}_1(s)^2 \end{bmatrix} ds, \tag{A.6}
\]

where \( \bar{e}_1(s) = \bar{\chi}_1(s) - \ell_1, \bar{e}_2(s) = \bar{\chi}_2(s) - \ell_2 \) and \( \bar{r}(s) = \| \bar{\chi}(s) - \ell \| \).

Besides, by the triangle inequality, one has for any \( s \geq 0 \):

\[
\bar{r}(s) \leq \| \bar{\chi}(s) - \chi_c \| + \| \chi_c - \ell \|, \tag{A.7}
\]

\[
\bar{r}(s) \leq r_c + \| \chi_c - \ell \|, \tag{A.8}
\]

where \( R_c = r_c + \| \chi_c - \ell \| \).

By substituting (A.8) in (A.6), one obtains the following matrix inequality, for any \( \tau > 0 \) and \( t \geq 0 \):

\[
\bar{A}^{(1)}(t+\tau,\tau) \geq \frac{1}{R_c^3} \int_{t}^{t+\tau} \begin{bmatrix} \bar{e}_2(s)^2 & -\bar{e}_1(s)\bar{e}_2(s) \\ -\bar{e}_1(s)\bar{e}_2(s) & \bar{e}_1(s)^2 \end{bmatrix} ds,
\]

\[
\geq \frac{1}{R_c^3} \begin{bmatrix} I_1 & I_3 \\ I_3 & I_2 \end{bmatrix}, \tag{A.9}
\]

where:

\[
I_1 = \int_{t}^{t+\tau} \bar{e}_2(s)^2 ds, \quad I_2 = \int_{t}^{t+\tau} \bar{e}_1(s)^2 ds, \tag{A.10}
\]

\[
I_3 = \int_{t}^{t+\tau} -\bar{e}_1(s)\bar{e}_2(s) ds.
\]

Observe that \( I_1 \) can be expanded as follows from (A.3) and (A.4):

\[
I_1 = \int_{t}^{t+\tau} (e_{c,2} + r_c \sin(\omega(s-t) + \psi(t)))^2 ds,
\]

\[
= \tau e_{c,2}^2 + 2 e_{c,2} r_c \int_{t}^{t+\tau} \sin(\omega(s-t) + \psi(t)) ds
\]

\[
+ r_c^2 \int_{t}^{t+\tau} \sin^2(\omega(s-t) + \psi(t)) ds,
\]

where \( e_{c,2} = \chi_c,2 - \ell_2 \). It follows that:

\[
I_1 = \tau e_{c,2}^2 + 2 e_{c,2} r_c \int_{t}^{t+\tau} \sin(\omega(s-t) + \psi(t)) ds
\]

\[
+ r_c^2 \frac{1}{2} \left( \tau - \frac{1}{2\omega} (\sin(2\omega\tau + 2\psi(t)) - \sin(2\bar{\psi}(t))) \right). \tag{A.11}
\]

One can get a similar expression for \( I_2 \):

\[
I_2 = \tau e_{c,1}^2 + 2 e_{c,1} r_c \int_{t}^{t+\tau} \sin(\omega(s-t) + \psi(t)) ds
\]

\[
+ r_c^2 \frac{1}{2} \left( \tau - \frac{1}{2\omega} (\sin(2\omega\tau + 2\psi(t)) - \sin(2\bar{\psi}(t))) \right), \tag{A.12}
\]

where \( e_{c,1} = \chi_c,1 - \ell_1 \). By expanding \( I_3 \),

\[
I_3 = - \tau e_{c,1} e_{c,2} - 2 e_{c,1} r_c \int_{t}^{t+\tau} \sin(\omega(s-t) + \psi(t)) ds
\]

\[
- 2 e_{c,2} r_c \int_{t}^{t+\tau} \cos(\omega(s-t) + \psi(t)) ds
\]

\[
- r_c^2 \int_{t}^{t+\tau} \cos(\omega(s-t) + \psi(t)) \sin(\omega(s-t) + \psi(t)) ds,
\]
where:

$$\mathbf{A}(t+\tau)\geq\tau\mathbf{S}_0(t) + \mathbf{S}_1(t,\tau),$$

(A.14)

By further combining (A.11)-(A.13) with (A.9), one gets for any $t \geq 0$ and $\tau > 0$ that

$$\mathbf{A}(t+\tau)\geq\tau\mathbf{S}_0(t) + \mathbf{S}_1(t,\tau),$$

(A.14)

where:

$$\mathbf{S}_0 = \frac{r_c^2}{2R_c^2}\mathbf{I}_2 + \frac{1}{R_c^2}\begin{bmatrix} e_{c,2}^2 & -e_{c,1}e_{c,2} \\ -e_{c,1}e_{c,2} & e_{c,1}^2 \end{bmatrix} > 0.$$}

and $\mathbf{S}_1(t,\tau) \in S_2$ is a linear combination of sines and cosines. In particular, $\mathbf{S}_1(t,\tau)$ is bounded with respect to $t$ and $\tau$. Finally, from Lemma 36, there exist $\mu(1) > 0$ and $T(1) > 0$ such that for any $t \geq 0$,

$$\mathbf{A}(t+T(1),T(1)) \geq \mu(1)\mathbf{I}_2.$$}

By noticing that for any $\tau > 0$ and any $t \geq \tau$, $\mathbf{A}(t+\tau) = \mathbf{A}(t,\tau)$, one gets that for any $t \geq T(1)$:

$$\mathbf{A}(t,T(1)) \geq \mu(1)\mathbf{I}_2.$$}

(2) **Range measurements**

After standard computations from (38), one obtains that, for any $(\chi,v,\ell) \in \mathbb{R}^6$:

$$H^{(2)}(\chi - \ell,v) = \frac{1}{r}(\ell - \chi)^T.$$}

Therefore, for any $t \geq 0$ and $\tau > 0$:

$$\mathbf{A}^{(2)}(t+\tau) = \int_t^{t+\tau} \frac{1}{r^2(s)}\begin{bmatrix} e_{c,2}^2(s) & e_{c,1}(s)e_{c,2}(s) \\ e_{c,1}(s)e_{c,2}(s) & e_{c,1}^2(s) \end{bmatrix}ds.$$}

(A.16)

From (A.8) and (A.16),

$$\mathbf{A}^{(2)}(t+\tau) \geq \frac{1}{R_c^2}\begin{bmatrix} \mathbf{I}_2 & -\mathbf{I}_3 \\ -\mathbf{I}_3 & \mathbf{I}_1 \end{bmatrix}.$$}

(A.17)

By combining (A.11)-(A.13) with (A.17) as in the bearing case, one gets that, for any $t \geq 0$ and $\tau > 0$:

$$\mathbf{A}^{(2)}(t+\tau) \geq \tau \mathbf{S}_0^{(2)} + \mathbf{S}_1^{(2)}(t,\tau),$$

where:

$$\mathbf{S}_0^{(2)} = \frac{r_c^2}{2R_c^2}\mathbf{I}_2 + \frac{1}{R_c^2}\begin{bmatrix} e_{c,1}^2 & e_{c,1}e_{c,2} \\ e_{c,1}e_{c,2} & e_{c,2}^2 \end{bmatrix} > 0,$$

and $\mathbf{S}_1^{(2)}(t,\tau) \in S_2$ is also bounded with respect to $t$ and $\tau$. Finally, from Lemma 36, there exist $\mu(2) > 0$ and $T(2) > 0$ such that for any $t \geq T(2)$,

$$\mathbf{A}^{(2)}(t,T(2)) \geq \mu(2)\mathbf{I}_2.$$}

(3) **Optical flow measurements**

From (39), one can show that, for any $(\chi,v,\ell) \in \mathbb{R}^6$ and by setting $e = \chi - \ell$:

$$H^{(3)}(e,v) = \frac{1}{r^T} \begin{bmatrix} -v_2e_2 + 2v_1e_1 \langle e_1e_2 \rangle \\ v_1e_1^2 + 2v_2e_1e_2 - v_1e_1e_2 \end{bmatrix}.$$}

(A.20)

By defining the $q$ and $q^\perp$ as follows

$$q = \begin{bmatrix} e_1^2 - e_2^2 \\ 2e_1e_2 \end{bmatrix},$$

$$q^\perp = Qq,$$

one can rewrite (A.20) so that:

$$H^{(3)}(e,v) = \frac{1}{r^T} \begin{bmatrix} \langle v,q^\perp \rangle & \langle v,q \rangle \end{bmatrix}.$$}

(A.21)

Consequently, from (A.21) one gets that for any $t \geq 0$ and $\tau > 0$:

$$\mathbf{A}^{(3)}(t+\tau) = \int_t^{t+\tau} \frac{1}{r(s)^8} \begin{bmatrix} \langle \ddot{v}(s),q^\perp(s) \rangle^2 & \langle \ddot{v}(s),q^\perp(s) \rangle \langle \ddot{v}(s),q(s) \rangle \\ \langle \ddot{v}(s),q^\perp(s) \rangle & \langle \ddot{v}(s),q(s) \rangle \end{bmatrix}ds.$$}

(A.22)

After introducing (A.8), one gets:

$$\mathbf{A}^{(3)}(t+\tau) \geq \cdots$$

(A.23)
\[
\frac{1}{R^6} \int_t^{t+\tau} \left[ \frac{\langle \bar{v}(s), \bar{q}_1(s) \rangle^2}{\langle \bar{v}(s), \bar{q}_1(s) \rangle} \frac{\langle \bar{v}(s), \bar{q}_1(s) \rangle \langle \bar{v}(s), \bar{q}(s) \rangle}{\langle \bar{v}(s), \bar{q}(s) \rangle^2} \right] ds,
\]
where \( \bar{q}(s) = \left[ \bar{e}_1^2(s) - \bar{e}_2^2(s) \right]. \) Further development of (A.24) leads to a large expression that could not fit in this proof. To be able to assess a lower bound of \( \tilde{\mathcal{A}}^{(3)}(t + \tau, \tau) \) in the spirit of previous computations, we used MATLAB’s sym toolbox as presented in [15]. We were able to find an explicit expression of the right-hand side of (A.24). After an eigenvalue computation, one can find the following lower bound, for any \( t \geq 0 \) and \( \tau > 0 \):

\[
\tilde{\mathcal{A}}^{(3)}(t + \tau, \tau) \geq \tau S_0^{(3)} + S_1^{(3)}(t, \tau),
\]
where

\[
S_0^{(3)} = \frac{\omega^2}{2R^6} \min(\|\chi_c - \ell\|^4 + 10r_c^2\|\chi_c - \ell\|^2 + r_c^4, (\|\chi_c - \ell\|^2 - r_c^2)^2)I_2 \quad \text{and} \quad S_1^{(3)}(t, \tau) \text{ is bounded with respect to } t \text{ and } \tau \text{ as a linear combination of sines and cosines. If } r_c \neq \|\chi_c - \ell\| \text{ then } S_0^{(3)} > 0 \text{ and from Lemma 36 there exists } \mu^{(3)} > 0 \text{ and } T^{(3)} > 0 \text{ such that for any } t \geq T^{(3)},
\]

\[
\tilde{\mathcal{A}}^{(3)}(t, T^{(3)}) \geq \mu^{(3)} I_2.
\]

(4) Doppler drift measurements

From (40), one can show that, for any \( (\chi, v, \ell) \in \mathbb{R}^6 \) with \( e = \chi - \ell \):

\[
H^{(4)}(e, v) = \frac{\alpha}{v^3} \left[ -v_1 e_2^2 + v_2 e_1 e_2 \\ -v_2 e_1^2 + v_1 e_1 e_2 \right]^T.
\]

From (A.8) and using MATLAB’s sym toolbox with steps presented in [15], one can find the following lower bound for any \( t \geq 0 \) and \( \tau > 0 \):

\[
\tilde{\mathcal{A}}^{(4)}(t + \tau, \tau) \geq \tau S_0^{(4)} + S_1^{(4)}(t, \tau),
\]
where

\[
S_0^{(4)} = \frac{(\omega r_c)^2}{8R^6} \min(r_c^2 (4r_c^2 + \|\chi_c - \ell\|^2), (4r_c^2 + \|\chi_c - \ell\|^2)^2 + 19r_c^2\|\chi_c - \ell\|^2)I_2 \quad \text{and} \quad S_1^{(4)}(t, \tau) \text{ is bounded with respect to } t \text{ and } \tau. \text{ Note that } S_0^{(4)} > 0 \text{ as } r_c > 0, \alpha > 0 \text{ and } \omega > 0. \text{ Therefore, from Lemma 36, there exists } \mu^{(4)} > 0 \text{ and } T^{(4)} > 0 \text{ such that for any } t \geq T^{(4)},
\]

\[
\tilde{\mathcal{A}}^{(4)}(t, T^{(4)}) \geq \mu^{(4)} I_2.
\]

Finally, the result follows from (A.15), (A.19), (A.25) and (A.26).