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Abstract. Spatial analysis has developed very quickly in the last decade. One of the favorite approaches is based on the neighbourhood of the region. Unfortunately, there are some limitations such as difficulty in prediction. Therefore, we offer Gaussian process regression (GPR) to accommodate the issue. In this paper, we will focus on spatial modeling with GPR for binomial data with logit link function. The performance of the model will be investigated. We will discuss the inference of how to estimate the parameters and hyper-parameters and to predict as well. Furthermore, simulation studies will be explained in the last section.

1. Introduction
In recent years, modeling for Binomial data has been developed massively. The conventional way to handle this situation is using a logistic regression model by assuming the independence among the data. However, in practice this is a strong assumption since the majority health data are dependent data. One of popular approach to solve the problem is to use conditional autoregressive model to model the correlation structure, which is first proposed in [1].

Some other methods have also been developed in the last decade, including simple disease mapping method [1]. This method has been extended into spatial time generalized linear mixed model ([3]; [4]; [5]). Generalized linear mixed model using prior distribution for spatially structured random effect is a common alternative way, see [6]. But they limited the correlation structure using intrinsic conditional autoregressive model, [7]. Some authors pointed out that there are misleading regarding the spatial dependence covariance matrix, [10]. Moreover, it seems that practitioners need to understand how to determine the precision of the covariance matrix rather than puzzling effects, [11]. Thus more study needs to be done on modeling spatial correlation structure since this is a very common problem in practice([8]; [9]).

The aim of this paper is to propose a model which can describe the spatial covariance structure flexibly. Kriging is also one of approach in geostatistics, [12] but it seems offer limitation, such as difficulty to accomodate a large number of covariates. Therefore, to achieve this we used a Gaussian process regression (GPR) model. Recently GPR and the related methods has been developed fast and has a wide application in machine learning and other areas [12]. Some recent development can be found in [13] and [15]. Covariance structure of GPR is defined by a covariance kernel which depends on a set of covariates. Consequently it provides a very flexible
covariance structure coping with a variety of the variables such as geographic position, distance among the spatial areas and other variables related to culture and life style etc.

In this paper we will explain the details how to use a GPR model to model dependency in Binomial data and provide the technical details. Simulation studies will be presented to demonstrate the performance of the proposed method.

2. Gaussian Process Regression

Let \( y_i \) be a response variable and \( x_i \) be \( P \)-dimensional covariates. A Gaussian process regression model can be specified as follows:

\[
y_i = f(x_i) + \epsilon_i, \quad i = 1, \ldots, N
\]

where \( \epsilon_i \sim i.i.d \ N(0, \sigma^2) \), \( \sigma^2 \) unknown and

\[
f(\cdot) \sim GP(\mu(\cdot), k(\cdot, \cdot))
\]

if

\[
f = (f_1, f_2, \ldots, f_N) \sim N(\mu, K),
\]

where the \( i \)-th element of \( \mu \) is \( \mu(x_i) \), the \( (i, j) \)-th element of \( K \) is \( k(x_i, x_j) \) and \( k(\cdot, \cdot) \) is a covariance function.

It is common to assume a zero mean function in the Gaussian process prior, i.e \( \mu(\cdot) = 0 \). The most popular choice for the covariance function is the following squared exponential kernel,

\[
k(x_i, x_j) = v_0 \exp \left\{ -\frac{1}{2} \sum_{p=1}^{P} w_p (x_{ip} - x_{jp})^2 \right\}
\]

where \( v_0, w_p, p = 1, \ldots, P \) denotes the set of hyper-parameters and are defined as \( \theta \).

3. Spatial Logistic Regression with GPR

For the \( i \)-th observation, let \( z_i \) be the response variable, \( \tau_i \) be a spatial related random effects and \( U_i \) be the covariates involved in the fixed effects, where \( i = 1, \ldots, n \) and \( n \) is the sample size. Typically in this model, the data are assumed to be conditionally independent and follow Binomial distribution using logit as link function. Hence, a spatial logistic regression with GPR can be expressed

\[
z_i | \pi_i \sim Bin(1, \pi_i) \text{ independently,}
\]

\[
\log \left( \frac{\pi_i}{1 - \pi_i} \right) = U_i^T \beta + \tau_i.
\]

The correlation structure is defined via the random effect item \( \tau(\cdot) \sim GP(0, k(\cdot, \cdot)) \) which has been discussed in the previous section. The logit link function in equation (3) can be derived as follow

\[
\frac{\pi_i}{1 - \pi_i} = \exp(U_i^T \beta + \tau_i)
\]

\[
\pi_i + \pi_i \exp(U_i^T \beta + \tau_i) = \exp(U_i^T \beta + \tau_i)
\]

\[
\pi_i = \frac{\exp(U_i^T \beta + \tau_i)}{1 + \exp(U_i^T \beta + \tau_i)}.
\]

A suitable choice of a kernel covariance function and its hyper-parameters can improve the prediction accuracy. Rather than making assumption regarding prior of hyper-parameters, we choose using all observed data. One of the popular methods is using empirical Bayesian estimation to select the hyper-parameters. In practice, \( \theta \) and \( \beta \) can be estimated at the same time.
3.1. Empirical Bayesian Estimates

Now, we focus on the empirical Bayesian approach. Let us assume that we have observed a set of data \( D = (z_i, U_i, x_i), i = 1, \ldots, N, x_i \in T \subset \mathbb{R}^P \), where \( z_i \) is observation of variable response, \( U_i \) is covariates variable. \( x_i \) are covariates modelled covariance structure \( \tau_i \) and \( P \) is the dimension of the input vector \( x_i \).

The random effects \( \tau \) are unknown, the marginal density of \( z \) does not have a convenient closed-form representation. To estimate parameters, we can do so by maximizing the following marginal density \( z = (z_1, \ldots, z_N)^T \)

\[
p(z|\beta, \theta) = \int p(z|\beta, \tau)p(\tau)d\tau = \int p(y|\tau)d\tau
\]

where \( \tau \sim N(0, K) \).

However, the above marginal density function is analytically intractable. One of the methods used to address this issue is to use a Laplace approximation. The log likelihood of equation (6) can be written as

\[
l(\beta, \theta) = \sum_{i=1}^{N} \log \int \exp(\Phi(\tau))d\tau.
\]

Note that

\[
\Phi(\tau) = \log p(z|\beta, \tau) - \frac{1}{2} \log |K(\theta)| - \frac{1}{2} \tau^T K^{-1}(\theta) \tau - \frac{N}{2} \log 2\pi.
\]

and the likelihood of \( p(z|\beta, \tau) \) is following

\[
L(p(z|\beta, \tau)) = \prod_{i=1}^{n} \left( \pi z_i (1 - \pi_i)^{1-z_i} \right) = \prod_{i=1}^{n} \left( \frac{\pi_i}{1 - \pi_i} \right)^{z_i} (1 - \pi_i).
\]

From equation (4), we can substitute to equation (5). Hence, we get

\[
\prod_{i=1}^{n} \left( \exp(U_i^T \beta + \tau_i) \right)^{z_i} \left( 1 - \frac{\exp(U_i^T \beta + \tau_i)}{1 + \exp(U_i^T \beta + \tau_i)} \right).
\]

Then the log likelihood of \( p(z|\beta, \tau) \) can be written as following

\[
\sum_{i=1}^{n} \left( z_i(U_i^T \beta + \tau_i) - \log(1 + \exp(U_i^T \beta + \tau_i)) \right).
\]

We put \( \tau_0 \) be the maximiser of \( \Phi(\tau) \). Thus a Laplace approximation is

\[
\int \exp(\Phi(\tau))d\tau = \exp \left\{ \Phi(\tau_0) + \frac{N}{2} \log(2\pi) - \frac{1}{2} \log |H| \right\}
\]

where \( H \) is the negative of the second derivative of \( \Phi(\tau) \) respect to \( \tau \) and evaluated at \( \tau_0 \). We have \( H = C - K \) and \( C \) is a Hessian matrix. Hence, we can get \( C \) is a diagonal matrix,

\[
C = \text{Diag} \left( \frac{\exp(U_1^T \beta + \tau_0)}{1 + \exp(U_1^T \beta + \tau_0)}, \ldots, \frac{\exp(U_n^T \beta + \tau_0)}{1 + \exp(U_n^T \beta + \tau_0)^2} \right).
\]

In order to estimate the parameters, we maximize the likelihood function with Laplace approximation in equation (7). To apply Laplace approximation, we need to find \( \tau_0 \).
3.2. Predictions

It is of interest to predict \( z^* \) at a new test input \( x^* \). The main purpose in this section is to calculate \( E(z^*|D) \) and \( Var(z^*|D) \).

Let \( \tau(x^*) = \tau^* \) be the underlying latent variable at \( x^* \). The expectation of \( z^* \), conditional on \( \tau^* \) is given by

\[
E(z^*|\tau^*, D) = \frac{\exp(U^T \hat{\beta} + \tau^*)}{1 + \exp(U^T \hat{\beta} + \tau^*)}. \tag{12}
\]

It follows that

\[
E(z^*|D) = E[E(z^*|\tau^*, D)] = \int \left( \frac{\exp(U^T \hat{\beta} + \tau^*)}{1 + \exp(U^T \hat{\beta} + \tau^*)} \right) p(\tau^*|D)d\tau^*. \tag{13}
\]

One method to calculate the above expectation is to approximate the integration using a Laplace approximation. We can rewrite it as

\[
p(\tau^*|D) = \int p(\tau^*|\tau, D)p(\tau|D)d\tau = \int p(\tau^*, \tau|D)d\tau = \frac{1}{p(z)} \int p(y|\tau)p(\tau^*, \tau)d\tau. \tag{14}
\]

For convenience, we denote \((\tau, \tau^*)^T\) and its covariance matrix \( K_{N+1,N+1} \) by \( \tau_+ \) and \( K_+ \) respectively. Thus, the equation (13) can be written as

\[
\frac{1}{p(y)} \int \left[ \left( \frac{\exp(U^T \hat{\beta} + \tau^*)}{1 + \exp(U^T \hat{\beta} + \tau^*)} \right)^N \prod_{i=1}^N p(z_i|\hat{\beta}, \tau_i) \right] \left[ (2\pi)^{-\frac{(N+1)}{2}} |K_+|^{-\frac{1}{2}} \exp\left( -\frac{1}{2} \tau_+^T K_+^{-1} \tau_+ \right) \right] \, d\tau_+ \tag{15}
\]

The calculation of the integral is not tractable, since the dimension of \( \tau_+ \) is usually very large. We still use a Laplace approximation. Note that

\[
\tilde{\Phi}(\tau_+) = \log \left( \frac{\exp(U^T \hat{\beta} + \tau^*)}{1 + \exp(U^T \hat{\beta} + \tau^*)} \right) + \sum_{i=1}^N \log p(z_i|\hat{\beta}, \tau_i) - \frac{N+1}{2} \log(2\pi) - \frac{1}{2} \log |K_+| - \frac{1}{2} \tau_+^T K_+^{-1} \tau_+
\]

where \( \log p(z|\beta, \tau) = \sum_{i=1}^n \left( z_i(U_i^T \hat{\beta} + \tau_i) - \log(1 + \exp(U_i^T \hat{\beta} + \tau_i)) \right) \). Equation (14) can be expressed as

\[
p(z^*|D) = \frac{1}{p(z)} \int \exp(\tilde{\Phi}(\tau_+))d\tau_+.
\]

Let \( \tau_+ \) be the maximiser of \( \tilde{\Phi}(\tau_+) \), then by using Laplace approximation we have

\[
\int \exp(\tilde{\Phi}(\tau_+))d\tau_+ = \exp(\tilde{\Phi}(\tau_+)) + \frac{N+1}{2} \log(2\pi) - \frac{1}{2} \log |K_+| + \mathbf{C}_+
\]

where \( \mathbf{C}_+ \) is the negative of the second derivative of

\[
(U^T \hat{\beta} + \tau^*) - \log(1 + \exp(U^T \hat{\beta} + \tau^*)) + \sum_{i=1}^n \left( z_i(U_i^T \hat{\beta} + \tau_i) - \log(1 + \exp(U_i^T \hat{\beta} + \tau_i)) \right)
\]
with respect to $\tau_+$ and evaluated at $\hat{\tau}_+$. Here $\mathbf{C}_+$ is a diagonal matrix, i.e

$$\mathbf{C}_+ = \text{Diag} \left( \frac{\exp(U_1^T \hat{\mathbf{\beta}} + \tau_{01})}{1 + \exp(U_1^T \hat{\mathbf{\beta}} + \tau_{01})^2}, ..., \frac{\exp(U_n^T \hat{\mathbf{\beta}} + \tau_{0n})}{1 + \exp(U_n^T \hat{\mathbf{\beta}} + \tau_{0n})^2}, 0 \right).$$

Since $p(z)$ has already been investigated, the predictive mean (13) can be calculated.

To calculate $\text{Var}(z^*|D)$, we use the formula:

$$\text{Var}(z^*|D) = E[\text{Var}(z^*|\tau^*, D)] + \text{Var}[E(z^*|\tau^*, D)].$$

(17)

Because $\text{Var}(z^*|\tau^*, D) = E(z^*|\tau^*, D)(1 - E(z^*|\tau^*, D))$, therefore

$$E[\text{Var}(z^*|\tau^*, D)] = E(z^*|D) - (E(z^*|D))^2.$$  

(18)

From the model definition, we have

$$\text{Var}(E(z^*|\tau^*, D)) = E[E(z^*|\tau^*, D)]^2 - [E[E(z^*|\tau^*, D)]]^2$$

$$= \int \left( \frac{\exp(U^T \hat{\mathbf{\beta}} + \tau^*)}{1 + \exp(U^T \hat{\mathbf{\beta}} + \tau^*)} \right)^2 p(\tau^*|D)d\tau^* - [E(z^*|\tau^*, D)]^2.$$  

(19)

The first item in (19) can be obtained by Laplace approximation similar to $E(z^*|D)$ in (13) and the second item is the square of (14).

### 4. Numerical Examples

In this section we demonstrate a numerical example to explore the performance of the proposed model. We will present a scenario comparing some models. Here, the two models considered are logistik regression (Model 1) and spatial logistik regression with GPR (Model 2).

In the simulation study, we first generate random data from a Binomial distribution with true values $\beta_0 = 1$ and $\beta_1 = 2$. Data are generated from model (3) which assumes $\tau_i$ follows a Gaussian process regression model as defined in equations (1) and (2). The true hyper-parameters are $v_0 = 0.04$, $w_1 = 1$ and $w_2 = 1$.

Here, the covariance kernel is squared exponential which $x$ are the location of each area measured by its longitude and latitude from Dengue fever data, see [16]. We select 30 of them as training data and the remaining as test data. To measure performance, we calculate the sample mean of the estimated parameters and the root mean squared error (RMSE) between the estimated and the true values of the parameters.

Table 1 shows the sample mean from different methods and also the value of RMSE (RMSE) based on one hundred replications. The value of average RMSE (average RMSE) between $\pi$ and

| Method  | $\beta_0$ | $\beta_1$ | $\beta_0$ | $\beta_1$ |
|---------|----------|----------|----------|----------|
| True value | 1        | 2        | 0.01507  | 0.02880  |
| Model 1 | 1.00134  | 1.99499  | 0.00505  | 0.03800  |
| Model 2 | 1.00020  | 2.00010  | 0.00018  | 0.00055  |

Table 1. Mean of the estimated parameters and RMSE between the estimated and true values of the parameters based on one hundred replications for logistic regression (Model 1) and spatial logistic regression with GPR (Model 2).
\( \hat{\pi} \) also can be seen in Table 1. It shows clearly that the performance of model 2, i.e spatial logistik regression with GPR is the best in term of estimating parameters.

Meanwhile, Table 2 shows prediction performance of the proposed model. We investigate a different number of training data (m) from similar generated data in the previous scenario. The aim is to analyze the accuracy of prediction of the model 2. We calculate the average of RMSE between the predicted values and the actual observed data based on one hundred replications. From the Table 2, it can be said that the more increased number of data, the more improve the performance of prediction as it is expected.

| \( m \) | Average RMSE |
|-------|-------------|
| 20    | 0.00976     |
| 30    | 0.00815     |

Table 2. The average of RMSE between \( \pi \) and \( \hat{\pi} \) based on one hundred replications for different number of training data

5. Conclusion

In this paper, we proposed a Gaussian process regression model for the covariance structure. It allows the use of geographic position and other variables to define the spatial correlation structure, and thus it provides a very flexible model. The simulation study shows its good performance. The computation of the method is quite efficient.
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