FRACTAL NIL GRADED LIE, ASSOCIATIVE, POISSON, AND JORDAN SUPERALGEBRAS
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Abstract. The Grigorchuk and Gupta-Sidki groups play fundamental role in modern group theory. They are natural examples of self-similar finitely generated periodic groups. The first author constructed their analogue in case of restricted Lie algebras of characteristic 2 [59]. Shestakov and Zelmanov extended this construction to an arbitrary positive characteristic [63]. Thus, we have examples of finitely generated restricted Lie algebras with a nil p-mapping. In characteristic zero, similar examples of Lie and Jordan algebras do not exist by results of Martinez and Zelmanov [43] and [76]. The first author constructed analogues of the Grigorchuk and Gupta-Sidki groups in the world of Lie superalgebras of arbitrary characteristic, the virtue of that construction is that Lie superalgebras have clear monomial bases [51], they have slow polynomial growth. As an analogue of periodicity, \( \mathbb{Z}_2 \)-homogeneous elements are ad-nilpotent. A recent example of a Lie superalgebra is of linear growth, of finite width 4, just infinite but not hereditary just infinite [13]. By that examples, an extension of the result of Martinez and Zelmanov [43] for Lie superalgebras of characteristic zero is not valid.

Now, we construct a just infinite fractal 3-generated Lie superalgebra \( Q \) over arbitrary field, which gives rise to an associative hull \( A \), a Poisson superalgebra \( P \), and two Jordan superalgebras \( J \) and \( K \), the latter being a factor algebra of \( J \). In case \( \text{char } K \neq 2 \), \( A \) has a natural filtration, which associated graded algebra has a structure of a Poisson superalgebra such that \( gr A \cong P \), also \( P \) admits an algebraic quantization using a deformed superalgebra \( A^{(t)} \). The Lie superalgebra \( Q \) is finely \( \mathbb{Z}^3 \)-graded by multidegree in the generators, \( A, P \) are also \( \mathbb{Z}^2 \)-graded, while \( J \) and \( K \) are \( \mathbb{Z}^2 \)-graded by multidegree in four generators. By virtue of our construction, these five superalgebras have clear monomial bases and slow polynomial growth. We describe multihomogeneous coordinates of bases of \( Q, A, P \) in space as bounded by "almost cubic paraboloids". We determine a similar hypersurface in \( \mathbb{R}^d \) that bounds monomials of \( J \) and \( K \). Constructions of the paper can be applied to Lie (super)algebras studied before to obtain Poisson and Jordan superalgebras as well.

The algebras \( Q, A, P \), and the algebras without unit \( P^a, J^a, K^a \) are direct sums of two locally nilpotent subalgebras and there are continuum such decompositions. Also, \( Q = Q_0 \oplus Q_1 \) is a nil graded Lie superalgebra, so, \( Q \) again shows that an extension of the result of Martinez and Zelmanov for Lie superalgebras of characteristic zero is not valid. In case \( \text{char } K = 2 \), \( Q \) has a structure of a restricted Lie algebra with a nil p-mapping. The Jordan superalgebra \( K \) is nil finely \( \mathbb{Z}^3 \)-graded, in contrast with non-existence of such examples (roughly speaking, analogues of the Grigorchuk group) of Jordan algebras in characteristic zero [76]. Also, \( K \) is of slow polynomial growth, just infinite, but not hereditary just infinite.

We call the superalgebras \( Q, A, P, J, K \) fractal because they contain infinitely many copies of themselves.

In Section 1 we survey known results, Section 2 supplies basic definitions. In Section 3 we briefly describe constructions and formulate main properties of our five main objects: a Lie superalgebra \( Q \), its associative hull \( A \), a related Poisson superalgebra \( P \), and two Jordan superalgebras \( J, K \). The present research is a continuation of a series of papers on fractal (self-similar) (restricted) Lie (super)algebras, the main feature is that we extend the results to the classes of Poisson and Jordan superalgebras.

1. Introduction: Self-similar groups and algebras

1.1. Golod-Shafarevich algebras and groups. The General Burnside Problem puts the question whether a finitely generated periodic group is finite. The first negative answer was given by Golod and Shafarevich, who proved that, for each prime \( p \), there exists a finitely generated infinite \( p \)-group [22]. The construction is based on a famous construction of a family of finitely generated infinite dimensional associative nil-algebras [22]. This construction also yields examples of infinite dimensional finitely generated Lie algebras \( L \) such that \( (\text{ad } x)^n(x,y)(y) = 0 \), for all \( x, y \in L \), the field being arbitrary [23]. The field being of positive
characteristic \( p \), one obtains an infinite dimensional finitely generated restricted Lie algebra \( L \) such that the \( p \)-mapping is nil, namely, \( x^{p^n(x)} = 0 \), for all \( x \in L \). This gives a negative answer to a question of Jacobson whether a finitely generated restricted Lie algebra \( L \) is finite dimensional provided that each element \( x \in L \) is algebraic, i.e. satisfies some \( p \)-polynomial \( f_{p,n}(x) = 0 \) \((29, \text{Ch. 5, ex. 17})\). It is known that the construction of Golod yields associative nil-algebras of exponential growth. Using specially chosen relations, Lenagan and Smoktunowicz constructed associative nil-algebras of polynomial growth \([38]\). On further developments concerning Golod-Shafarevich algebras and groups see \([74, 17]\).

A close by spirit but different construction was motivated by respective group-theoretic results. A restricted Lie algebra \( G \) is called large if there is a subalgebra \( H \subset G \) of finite codimension such that \( H \) admits a surjective homomorphism on a nonabelian free restricted Lie algebra. Let \( K \) be a perfect at most countable field of positive characteristic. Then there exist infinite-dimensional finitely generated nil restricted Lie algebras over \( K \) that are residually finite dimensional and direct limits of large restricted Lie algebras \([2]\).

1.4. Self-similar nil restricted Lie algebras, Fibonacci Lie algebra. Unlike associative algebras, for restricted Lie algebras, natural analogues of the Grigorchuk and Gupta-Sidki groups are known. Namely, over a field of characteristic 2, the first author constructed an example of an infinite dimensional restricted Lie algebras, natural analogues of the Grigorchuk and Gupta-Sidki groups are known. Namely, 1.4. Self-similar nil restricted Lie algebras, Fibonacci Lie algebra. Unlike associative algebras, for restricted Lie algebras, natural analogues of the Grigorchuk and Gupta-Sidki groups are known. Namely, over a field of characteristic 2, the first author constructed an example of an infinite dimensional restricted Lie algebra \( L \) generated by two elements, called a Fibonacci restricted Lie algebra \([50]\). Let \( \text{char } K = p = 2 \) and \( R = K[t_i | i \geq 0]/(t_i^p | i \geq 0) \) a truncated polynomial ring. Put \( \varpi_i = \frac{\partial}{\partial t_i}, i \geq 0 \). Define the following two derivations of \( R \):

\[
\begin{align*}
v_1 &= \varpi_1 + t_0(\varpi_2 + t_1(\varpi_3 + t_2(\varpi_4 + t_3(\varpi_5 + t_4(\varpi_6 + \cdots ))))); \\
v_2 &= \varpi_2 + t_1(\varpi_3 + t_2(\varpi_4 + t_3(\varpi_5 + t_4(\varpi_6 + \cdots )))).
\end{align*}
\]

These two derivations generate a restricted Lie algebra \( L = \text{Lie}_p(v_1, v_2) \subset \text{Der } R \) and an associative algebra \( A = \text{Alg}(v_1, v_2) \subset \text{End } R \). The Fibonacci restricted Lie algebra has a slow polynomial growth with Gelfand-Kirillov dimension \( \text{GKdim } L = \log_8(\sqrt{5}+1)/2 \approx 1.44 \) \([50]\). Further properties of the Fibonacci restricted Lie algebra and its generalizations are studied in \([54, 56]\).

Probably, the most interesting property of \( L \) is that it has a nil \( p \)-mapping \([50]\), which is an analog of the periodicity of the Grigorchuk and Gupta-Sidki groups. We do not know whether the associative hull \( A \) is a...
nil-algebra. We have a weaker statement. The algebras $L$, $A$, and the augmentation ideal of the restricted enveloping algebra $u = \omega u(L)$ are direct sums of two locally nilpotent subalgebras [54]:

$$L = L_+ \oplus L_-, \quad A = A_+ \oplus A_-, \quad u = u_+ \oplus u_-.$$  

(1)

There are examples of infinite dimensional associative algebras which are direct sums of two locally nilpotent subalgebras [34, 15]. Infinite dimensional restricted Lie algebras can have different decompositions into a direct sum of two locally nilpotent subalgebras [57].

In case of arbitrary prime characteristic, Shestakov and Zelmanov suggested an example of a finitely generated restricted Lie algebra with a nil $p$-mapping [50]. That example yields the same decompositions for some primes [37, 55]. An example of a $p$-generated nil restricted Lie algebra $L$, characteristic $p$ being arbitrary, was studied in [57]. The virtue of that example is that for all primes $p$ we have decompositions into direct sums of two locally nilpotent subalgebras. But computations for that example are rather complicated.

Observe that only the original example has a clear monomial basis [50, 54]. In other examples, elements of a Lie algebra are linear combinations of monomials, to work with such linear combinations is sometimes an essential technical difficulty, see e.g. [66, 57]. A family of nil restricted Lie algebras of slow growth having good monomial bases is constructed in [52], these algebras are close relatives of a two-generated Lie superalgebra of [51].

1.5. Narrow groups and Lie algebras. Let $G$ be a group and $G = G_1 \supseteq G_2 \supseteq \cdots$ its lower central series. One constructs a related $\mathbb{N}$-graded Lie algebra $L_K(G) = \oplus_{i \geq 1} L_i$, where $L_i = G_i/G_{i+1} \otimes_\mathbb{Z} K$, $i \geq 1$. A product is given by $[aG_{i+1}, bG_{j+1}] = (a, b)G_{i+j+1}$, where $a \in G_i$, $b \in G_j$, and $(a, b) = a^{-1}b^{-1}ab$ the group commutator.

A residually $p$-group $G$ is said of finite width if all factors $G_i/G_{i+1}$ are finite groups with uniformly bounded orders. The Grigorchuk group $G$ is of finite width, namely, $\dim_{\mathbb{F}_p} G_i/G_{i+1} \in \{1, 2\}$ for $i \geq 2$ [62, 7]. In particular, the respective Lie algebra $L = L_K(G) = \oplus_{i \geq 1} L_i$ has a linear growth. Bartholdi presented $L_K(G)$ as a self-similar restricted Lie algebra and proved that the restricted Lie algebra $L_{K_2}(G)$ is nil while $L_{K_3}(G)$ is not nil [3]. Also, $L_K(G)$ is nil graded, namely, for any homogeneous element $x \in L_i$, $i \geq 1$, the mapping $\text{ad} x$ is nilpotent, because the group $G$ is periodic.

A Lie algebra $L$ is called of maximal class (or filiform), if the associated graded algebra with respect to the lower central series $\text{gr} L = \bigoplus_{n=1}^{\infty} \text{gr} L_n$, where $\text{gr} L_n = L^n/L^{n+1}$, $n \geq 1$, satisfies

$$\dim \text{gr} L_1 = 2, \quad \dim \text{gr} L_n \leq 1, \quad n \geq 2, \quad \text{gr} L_{n+1} = [\text{gr} L_1, \text{gr} L_n], \quad n \geq 1,$$

(2)

in particular, $\text{gr} L$ is generated by $\text{gr} L_1$. An infinite dimensional filiform Lie algebra $L$ has the smallest nontrivial growth function: $\gamma_L(n) = n + 1, n \geq 1$. In case of positive characteristic, there are uncountably many such algebras [11]. Nevertheless, in case $p > 2$, they were classified in [12]. There are generalizations of filiform Lie algebras. Naturally $\mathbb{N}$-graded Lie algebras over $\mathbb{R}$ and $\mathbb{C}$ satisfying the condition $\dim L_n + \dim L_{n+1} \leq 3, n \geq 1$, are classified recently by Millionschikov [35]. More generally, an $\mathbb{N}$-graded Lie algebra $L = \bigoplus_{n=1}^{\infty} L_n$ is said of finite width $d$ in the case that $\dim L_n \leq d, n \geq 1$, the integer $d$ being minimal.

Pro-$p$-groups and $\mathbb{N}$-graded Lie algebras cannot be simple. Instead, appears an important notion of being just infinite, namely, not having non-trivial normal subgroups (ideals) of infinite index (codimension). A group (algebra) is said hereditary just infinite if and only if any normal subgroup (ideal) of finite index (codimension) is just infinite. The Gupta-Sidki groups were the first in the class of periodic groups to be shown to be just infinite [28]. The Grigorchuk group is also just infinite but not hereditary just infinite [24].

1.6. Lie algebras in characteristic zero. Since the Grigorchuk group is of finite width, a right analogue of it should be a Lie algebra of finite width having ad-nil elements, in the next result the components are of bounded dimension and consist of ad-nil elements. Informally speaking, there are no ”natural analogues” of the Grigorchuk and Gupta-Sidki groups in the world of Lie algebras of characteristic zero, strictly in terms of the following result.

**Theorem 1.1** (Martinez and Zelmanov [13]). Let $L = \oplus_{\alpha \in \Gamma} L_{\alpha}$ be a Lie algebra over a field $K$ of characteristic zero graded by an abelian group $\Gamma$. Suppose that

i) there exists $d > 0$ such that $\dim_K L_{\alpha} \leq d$ for all $\alpha \in \Gamma$,

ii) every homogeneous element $a \in L_{\alpha}$, $\alpha \in \Gamma$, is ad-nilpotent.

Then the Lie algebra $L$ is locally nilpotent.
1.7. Fractal nil graded Lie superalgebras. In the world of Lie superalgebras of an arbitrary characteristic, the first author constructed analogues of the Grigorchuk and Gupta-Sidki groups [31]. Namely, two Lie superalgebras $R$, $Q$ were constructed, which are also analogues of the Fibonacci restricted Lie algebra and other (restricted) Lie algebras mentioned above. Constructions of both Lie superalgebras are similar, computations for $R$ are simpler, but $Q$ enjoys some more specific interesting properties. The virtue of both examples is that they have clear monomial bases. They have slow polynomial growth, namely, $GKdim R = \log_3 4 \approx 1.26$ and $GKdim Q = \log_3 8 \approx 1.89$. Thus, both Lie superalgebras are of infinite width. In both examples, $\text{ad} a$ is nilpotent, $a$ being an even or odd element with respect to the $\mathbb{Z}_2$-gradings as Lie superalgebras. This property is an analogue of the periodicity of the Grigorchuk and Gupta-Sidki groups. The Lie superalgebra $R$ is $\mathbb{Z}_2$-graded, while $Q$ has a natural fine $\mathbb{Z}_3^3$-gradation with at most one-dimensional components (See on importance of fine gradings for Lie and associative algebras [3] [16]). In particular, $Q$ is a nil finely graded Lie superalgebra, which shows that an extension of Theorem 1.1 (Martinez and Zelmanov [39]) for the Lie superalgebras of characteristic zero is not valid. Also, $Q$ has a $\mathbb{Z}_2^2$-gradation which yields a continuum of different decompositions into sums of two locally nilpotent subalgebras $Q = Q_8 \oplus Q_\infty$. Both Lie superalgebras are self-similar, they also contain infinitely many copies of itself, we call them fractal due to the last property. (Except this paragraph, $Q$ denotes another Lie superalgebra, one of the main object of this paper).

In [13], we construct a similar but simpler and "smaller" example. Namely, we construct a 2-generated fractal Lie superalgebra $R$ (the same notation as above but this is a different algebra) over arbitrary field. This Lie superalgebra $R$ is $\mathbb{Z}_2^2$-graded by multidegree in the generators and the $\mathbb{Z}_2^2$-components are at most one-dimensional. As an analogue of periodicity, we establish that homogeneous elements of the $\mathbb{Z}_2$-grading $R = R_0 \oplus R_1$ are ad-nilpotent. In case of $\mathbb{N}$-graded algebras, a close analogue to being simple is being just infinite. Unlike previous examples of Lie superalgebras [31], we are able to prove that $R$ is just infinite, but not hereditary just infinite. This example is close to the smallest possible one, because $R$ has a linear growth with a growth function $\gamma_R(m) \approx 3m$, as $m \to \infty$. Moreover, its degree $\mathbb{N}$-gradation is of finite width 4 (char $K \neq 2$). In case char $K = 2$, we obtain a Lie algebra of width 2 that is not thin.

1.8. Poisson and Jordan (super)algebras. Poisson algebras naturally appear in different areas of algebra, topology and physics. Probably, Poisson algebras were first introduced in 1976 by Berezin [8], see also Vergne [72] (1969). The free Poisson (super)algebras were introduced by Shestakov [61]. Applying Poisson algebras, Shestakov and Umirbaev managed to solve a long-standing problem: they proved that the Nagata automorphism of the polynomial ring in three variables $\mathbb{C}[x, y, z]$ is wild [67]. Related algebraic properties of free Poisson algebras were studied by Makar-Limanov, Shestakov and Umirbaev [37] [41]. A basic theory of identities and relations for Poisson algebras was developed by Farkas [19] [20]. See further developments on the theory of identities and relations of Poisson algebras, in particular, the theory of so called codimension growth in characteristic zero by Mishchenko, Petrogradsky, Regev [19] and Ratseev [60].

Simple finite dimensional nontrivial Jordan superalgebras over an algebraically closed field of characteristic zero were classified [31] [33]. Infinite-dimensional $\mathbb{Z}$-graded simple Jordan superalgebras with a unit element over an algebraically closed field of characteristic zero which components are uniformly bounded are classified in [32]. Recently, just infinite Jordan superalgebras were studied in [77].

Theorem 1.2 (Zelmanov, private communication [76]). Jordan algebras in characteristic zero satisfy a verbatim analogue of Theorem 1.1.

Strictly in terms of this result, we say again that there are no natural analogues of the Grigorchuk and Gupta-Sidki groups in the class of Jordan algebras too. On the other hand, the Jordan superalgebra $K$ constructed in the present paper shows that an extension of this result to the Jordan superalgebras is not valid. These facts resemble those for Lie algebras and superalgebras mentioned above.

We continue this research and construct a similar but "smaller" example, namely, a fractal nil Jordan superalgebra of finite width in [68].

2. Basic definitions: superalgebras, growth

2.1. Associative and Lie Superalgebras. Denote $N_0 = \{0, 1, 2, \ldots\}$. By $K$ denote the ground field, $\langle S \rangle_K$ a linear span of a subset $S$ in a $K$-vector space.

Superalgebras appear naturally in physics and mathematics [30] [67] [1]. Put $\mathbb{Z}_2 = \{\bar{0}, \bar{1}\}$, the group of order 2. A superalgebra $A$ is a $\mathbb{Z}_2$-graded algebra $A = A_0 \oplus A_1$. The elements $a \in A_a$ are called homogeneous
of degree $|a| = \alpha \in \mathbb{Z}_2$. The elements of $A_0$ are even, those of $A_1$ odd. In what follows, if $|a|$ enters an expression, then it is assumed that $a$ is homogeneous of degree $|a| \in \mathbb{Z}_2$, and the expression extends to the other elements by linearity. Let $A, B$ be superalgebras, a tensor product $A \otimes B$ is the superalgebra whose space is the tensor product of the spaces $A$ and $B$ with the induced $\mathbb{Z}_2$-grading and the product:

$$(a_1 \otimes b_1)(a_2 \otimes b_2) = (-1)^{|b_1||a_2|}a_1a_2 \otimes b_1b_2, \quad a \in A, b \in B.$$ 

An associative superalgebra $A$ is a $\mathbb{Z}_2$-graded associative algebra $A = A_0 \oplus A_1$. A Lie superalgebra is a $\mathbb{Z}_2$-graded algebra $L = L_0 \oplus L_1$ with an operation $[\cdot, \cdot]$ satisfying the axioms (char $K \neq 2, 3$):

- $[x, y] = -(-1)^{|x||y|}y[x, x]$, (super-anticommutativity);
- $[x, [y, z]] = [[x, y], z] + (-1)^{|x||y|}y[x, z]$, (Jacobi identity).

All commutators in the present paper are supercommutators. Long commutators are right-normed: $[x, y, z] = [x, [y, z]]$. We use a standard notation $\text{ad}(x) = [x, \cdot]$, where $x, y \in L$.

Assume that $A = A_0 \oplus A_1$ is an associative superalgebra. One obtains a Lie superalgebra $A^{(-)}$ by supplying the same vector space $A$ with a supercommutator:

$$[x, y] = xy - (-1)^{|x||y|}yx, \quad x, y \in A.$$ 

If $A^{(-)}$ is abelian, then $A$ is called supercommutative. Let $L$ be a Lie superalgebra, one defines a universal enveloping algebra $U(L)$ of $L$ as $U(L) = T(L)/(x \otimes y - (-1)^{|x||y|}y \otimes x - [x, y] | x, y \in L)$, where $T(L)$ is the tensor algebra of the vector space $L$. Now, the product in $U(L)$ coincides with the supercommutator in $U(L)^{(-)}$. A basis of $U(L)$ is given by PBW-theorem [11, 63].

Let $V = V_0 \oplus V_1$ be a vector space, we say that it is $\mathbb{Z}_2$-graded. The associative algebra of all vector space endomorphisms $\text{End} V$ is an associative superalgebra: $\text{End} V = \text{End}_0 V \oplus \text{End}_1 V$, where $\text{End}_\alpha V = \{ \phi \in \text{End} V | \phi(V_0) \subset V_{\alpha + \beta}, \beta \in \mathbb{Z}_2 \}$, $\alpha \in \mathbb{Z}_2$. Thus, $\text{End}^{(-)} V$ is a Lie superalgebra, called the general linear superalgebra $\mathfrak{gl}(V)$.

Let $A = A_0 \oplus A_1$ be a $\mathbb{Z}_2$-graded algebra of arbitrary signature. A linear mapping $\phi \in \text{End}_\beta A, \beta \in \mathbb{Z}_2$, is a superderivative of degree $\beta$ if it satisfies

$$\phi(a \cdot b) = \phi(a) \cdot b + (-1)^{|\beta|\alpha}a \cdot \phi(b), \quad a, b \in A.$$ 

Denote by $\text{Der}_\alpha A \subset \text{End}_\alpha A$ the space of all superderivatives of degree $\alpha \in \mathbb{Z}_2$. One checks that $\text{Der} A = \text{Der}_0 A \oplus \text{Der}_1 A$ is a subalgebra of the Lie superalgebra $\text{End}^{(-)} A$. All superderivations of the Grassmann algebra $\Lambda(n) = \Lambda(x_1, \ldots, x_n)$ is a simple Lie superalgebra $W(n)$ for $n \geq 2$. In this paper by a derivation we always mean a superderivation.

2.2. Lie superalgebras in small characteristics. In case char $K = 2, 3$ the axioms of the Lie superalgebra have to be augmented ([11], section 1.10), [10], [51]).

- $[x, [z, z]] = 0, z \in L_1$ (in case char $K = 3$).

Substituting $x = y \in L_1$ in the Jacobi identity, we get $2(\text{ad} x)^2 z = [[x, x], z]$. In case char $K \neq 2$ we get an identity

$$(\text{ad} x)^2 z = \frac{1}{2}[[x, x], z], \quad x \in L_1, z \in L.$$ 

In the present paper we study Lie superalgebras of the form $A^{(-)}$, they have squares for odd elements: $[x, x] = 2x^2, x \in A^{(-)}$. One obtains an identity which is also valid for algebras $A^{(-)}$ in case char $K = 2$:

$$(\text{ad} x)^2 z = [x^2, z], \quad x \in A^{(-)}, z \in A^{(-)}.$$ 

So, in case char $K = 2$, we add more axioms for the Lie superalgebras:

- there exists a quadratic mapping (a formal square): $[\cdot]^2 : L_1 \to L_0, x \mapsto [x]^2, x \in L_1$, satisfying:

$$\lambda [x]^2 = \lambda^2 x^2, \quad x \in L_1, \lambda \in K;$$
$$[x + y]^2 = [x]^2 + [x, y] + [y]^2, \quad x, y \in L_1;$$
$$(\text{ad} x)^2 z = [x^2, z], \quad x \in L_1, z \in L, \text{ (a formal substitute of (3))};$$

- $[x, x] = 0, x \in L_0$. By putting $y = x$ in the second relation above, we get $[y, y] = 0, y \in L_1$.

Thus, a Lie superalgebra in case char $K = 2$ is just a $\mathbb{Z}_2$-graded Lie algebra supplied with a quadratic mapping $L_1 \to L_0$, which is similar to the $p$-mapping (see below). In case $p = 2$, to get the universal enveloping algebra, we additionally factor out $\{y \otimes y - [y]^2 | y \in L_1\}$. 


2.3. Restricted Lie (super)algebras. Let char $K = p > 0$. A Lie algebra $L$ is a restricted Lie algebra (or Lie $p$-algebra), if it is supplied with a unary operation $x \mapsto x^{[p]}$, $x \in L$, that satisfies the following axioms \[29, 71, 72]\:

- $(\lambda x)^{[p]} = \lambda p^{p}x^{[p]}$, for $\lambda \in K$, $x \in L$;
- $\text{ad}(x^{[p]}) = (\text{ad} x)^{p^{p}}$, $x \in L$;
- $(x + y)^{[p]} = x^{[p]} + y^{[p]} + \sum_{i=1}^{p-1} s_i(x, y)$, $x, y \in L$, where $s_i(x, y)$ is the coefficient of $t^{i-1}$ in the polynomial $\text{ad}(tx + ty)^{p^{p-1}}(x) \in L[t]$.

This notion is motivated by the following observation. Let $A$ be an associative algebra over a field $K$, char $K = p > 0$. Then the mapping $x \mapsto x^{p}$, $x \in A^{(-)}$, satisfies these conditions considered in the Lie algebra $A^{(-)}$.

A restricted Lie superalgebra $L = L_{\bar{0}} \oplus L_{\bar{1}}$ is a Lie superalgebra such that the even component $L_{\bar{0}}$ is a restricted Lie algebra and $L_{\bar{0}}$-module $L_{\bar{1}}$ is restricted, i.e. $\text{ad}(x^{[p]}) y = (\text{ad} x)^{p^{p}} y$, for all $x \in L_{\bar{0}}$, $y \in L_{\bar{1}}$ (see e.g. \[14\]) \[1\]). Remark that in case char $K = 2$, the restricted Lie superalgebras and $\mathbb{Z}_2$-graded restricted Lie algebras are the same objects. (Let $L = L_{\bar{0}} \oplus L_{\bar{1}}$ be a restricted Lie superalgebra, it has the $p$-mapping on the even part: $L_{\bar{0}} \to L_{\bar{0}}$ and the formal square on the odd part: $L_{\bar{1}} \to L_{\bar{0}}$).

Let $L$ be a restricted Lie (super)algebra, and $J$ the ideal of the universal enveloping algebra $U(L)$ generated by $\{x^{[p]} - x^{[p]} \mid x \in L_{\bar{0}}\}$. Then $U(L) = U(L)/J$ is the restricted enveloping algebra. In this algebra, the formal operation $x^{[p]}$ coincides with the ordinary power $x^{p}$ for all $x \in L_{\bar{0}}$. One has an analogue of PBW-theorem describing a basis of $u(L)$ \[29\] p. 213, \[1\].

Let $L$ be a Lie (super)algebra. One defines the lower central series as $L^{1} = L$ and $L^{n} = [L, L^{n-1}]$, $n \geq 2$. In case char $K = 2$ the terms above are augmented by $\{x^{2} | x \in (L^{[n/2]})_{\bar{1}}\}$. In case of a restricted Lie (super)algebra, we also add $\{x^{p} | x \in (L^{[n/p]})_{\bar{0}}\}$.

2.4. Poisson superalgebras. A $\mathbb{Z}_2$-graded vector space $A = A_{\bar{0}} \oplus A_{\bar{1}}$ is called a Poisson superalgebra provided that, beside the addition, $A$ has two $K$-bilinear operations as follows:

- $A = A_{\bar{0}} \oplus A_{\bar{1}}$ is an associative superalgebra with unit whose multiplication is denoted by $a \cdot b$ (or $ab$), where $a, b \in A$. We assume that $A$ is supercommutative, i.e. $a \cdot b = (-1)^{|a||b|}b \cdot a$, for all $a, b \in A$.
- $A = A_{\bar{0}} \oplus A_{\bar{1}}$ is a Lie superalgebra whose product is traditionally denoted by the Poisson bracket $\{a, b\}$, where $a, b \in A$.

These two operations are related by the super Leibnitz rule:

$$\{a \cdot b, c\} = a \cdot \{b, c\} + (-1)^{|b||c|}\{a, c\} \cdot b, \quad a, b, c \in A.$$

Let $L$ be a Lie superalgebra, $\{U_{n} | n \geq 0\}$ the natural filtration of its universal enveloping algebra $U(L)$. Consider the symmetric algebra $S(L) = \text{gr} U(L) = \bigoplus_{n=0}^{\infty} U_{n}/U_{n+1}$ (see \[14\]). Recall that $S(L)$ is identified with a supercommutative algebra $K[v_{i} | i \in I] \otimes \Lambda (w_{j} | j \in J)$, where $\{v_{i} | i \in I\}$, $\{w_{j} | j \in J\}$, are bases of $L_{\bar{0}}$, $L_{\bar{1}}$, respectively. Define a Poisson bracket by setting $\{v, w\} = [v, w]$, $v, w \in L$, and extending to the whole of $S(L)$ by linearity and using the Leibnitz rule. Thus, $S(L)$ is turned into a Poisson superalgebra, called the symmetric algebra of $L$. Let $L(X)$ be the free Lie superalgebra generated by a graded set $X$, then $S(L(X))$ is a free Poisson superalgebra \[14\].

Let char $K = 2$, the axioms of a Lie superalgebra require existence of a formal square $y \mapsto y^{[2]}$ for all odd $y$. Consider a free Poisson superalgebra $A = A_{\bar{0}} \oplus A_{\bar{1}}$ over $\mathbb{Q}$, let $a \in A_{\bar{0}}$, $b \in A_{\bar{1}}$, then $(ab)^{[2]} = \frac{1}{2}(ab, ab) = \frac{1}{2}(a, a)bb + a\{b, b\} + 2ab\{a, b\}) = a^{2}b^{[2]} + ab\{a, b\}$. Thus, we add additional axioms for a Poisson superalgebra in case char $K = 2$:

- $(ab)^{[2]} = a^{2}b^{[2]} + ab\{a, b\}$ for all $a \in A_{\bar{0}}$, $b \in A_{\bar{1}}$;
- $b^{2} = 0$, for all $b \in A_{\bar{1}}$.

One checks that validity of these axioms on any basis imply them for all elements (the second axiom is needed here). Also, the computation above yields an additional axiom for a restricted Poisson algebra $A$ in case char $K = 2$:

- $(ab)^{[2]} = a^{2}b^{[2]} + a^{2}b^{2} + ab\{a, b\}$ for all $a \in A$.

Again, one checks that it is sufficient to verify validity of this axiom on any basis. Observe that the case $p = 2$ was not considered in a definition of a restricted Poisson algebra given for all $p > 2$ in \[9\] \[4\].
Let $A, P$ be Poisson superalgebras, their tensor product $A \otimes P$ is a Poisson superalgebra with operations:

$$(a \otimes v) \cdot (b \otimes w) = (-1)^{|v||b|}ab \otimes vw$$

and $\{a \otimes v, b \otimes w\} = (-1)^{|v||b|}\{(a, b) \otimes vw + ab \otimes \{v, w\}\}$, where $a, b \in A, v, w \in P$.

Let $\Lambda(n) = \Lambda(x_1, \ldots, x_n)$ be the Grassmann algebra in $n$ variables. It is an associative superalgebra, where the $\mathbb{Z}_2$-grading $\Lambda(n) = \Lambda_0(n) \oplus \Lambda_1(n)$ is given by parity of monomials in the generators. One supplies $\Lambda(n)$ with a bracket:

$$\{f, g\} = (-1)^{|f|-1} \sum_{i=1}^{n} \frac{\partial f}{\partial x_i} \frac{\partial g}{\partial x_i}, \quad f, g \in \Lambda(n).$$

This bracket is induced by relations $\{x_i, x_j\} = \delta_{i,j}, 1 \leq i, j \leq n$. Then $\Lambda(n)$ is a simple Poisson superalgebra.

Consider a modification of this construction. Let $H_n = \Lambda(x_1, \ldots, x_n, y_1, \ldots, y_n)$ be the Grassmann superalgebra supplied with a bracket determined by: $\{x_i, y_j\} = \delta_{i,j}, \{x_i, x_j\} = \{y_i, y_j\} = 0$ for $1 \leq i, j \leq n$. We obtain a simple Hamiltonian Poisson superalgebra with a bracket:

$$\{f, g\} = (-1)^{|f|-1} \sum_{i=1}^{n} \left( \frac{\partial f}{\partial x_i} \frac{\partial g}{\partial y_i} + \frac{\partial f}{\partial y_i} \frac{\partial g}{\partial x_i} \right), \quad f, g \in H_n.$$

Let $P = \mathbb{P}_0 \oplus \mathbb{P}_1$ be a Poisson superalgebra with products $\cdot$ and $\{\, \cdot \, \}$. Recall that an algebraic quantization of $P$ is a polynomial extension $P[t]$ supplied with an associative product $\ast$ that agrees with the grading $P[t] = \mathbb{P}_0[t] \oplus \mathbb{P}_1[t]$ and such that (see e.g. [64]):

- $a \ast b = a \cdot b \mod t$, $a, b \in \mathbb{P}$;
- $a \ast b - (-1)^{|a||b|}b \ast a = t\{a, b\} \mod t^2$, $a, b \in \mathbb{P}$;
- $f \ast t = t \ast f = ft, \quad f \in P[t]$.

2.5. Jordan superalgebras. While studying Jordan (super)algebras we always assume that $\text{char } K \neq 2$. A Jordan algebra is an algebra $J$ satisfying the identities:

- $ab = ba$;
- $a^2(ca) = (a^2c)a$.

A Jordan superalgebra is a $\mathbb{Z}_2$-graded algebra $J = J_0 \oplus J_1$ satisfying the graded identities:

$$ab = (-1)^{|a||b|}ba;$$

$$- (ab)(cd) + (-1)^{|b||c|}(ac)(bd) + (-1)^{|b||c|+|d|}((ad)c)b + (-1)^{|a||b|+|c||d|+|c||d|}((bd)c)a.$$

Let $A = A_0 \oplus A_1$ be an associative superalgebra. The same space supplied with the product $a \circ b = \frac{1}{2}(ab + (-1)^{|a||b|}ba)$ is a Jordan superalgebra $A^\ast$. A Jordan superalgebra $J$ is called special if it can be embedded into a Jordan superalgebra of the type $A^\ast$. Also, $J$ is called $i$-special (or weakly special) if it is a homomorphic image of a special one.

I.L. Kantor suggested the following doubling process, which is applied to a Poisson (super)algebra $A$ and the result is a Jordan superalgebra $\text{Kan}(A)$ [35]. The $K$-module $\text{Kan}(A)$ is the direct sum $A \oplus \overline{A}$, where $\overline{A}$ is a copy of $A$, let $a \in A$ then $\overline{a}$ denotes the respective element in $\overline{A}$. Also, $A$ is supplied with the opposite $\mathbb{Z}_2$-grading, i.e., $|a| = 1 - |a|$ for a $\mathbb{Z}_2$-homogeneous $a \in A$. The multiplication $\bullet$ on $\text{Kan}(A)$ is defined by:

$$a \bullet b = ab, \quad \overline{a} \bullet \overline{b} = (-1)^{|b|}\overline{ab}, \quad a \cdot \overline{b} = \overline{ab}, \quad \overline{a} \cdot b = (-1)^{|b|}\{a, b\}, \quad a, b \in A.$$

This construction is important because it yielded a new series of finite dimensional simple Jordan superalgebras $\text{Kan}(\Lambda(n)), n \geq 2$ [33, 35].

2.6. Growth. We recall the notion of growth. Let $A$ be an associative (or Lie) algebra generated by a finite set $X$. Denote by $A^{(X,n)}$ the subspace of $A$ spanned by all monomials in $X$ of length not exceeding $n$, $n \geq 0$. In case of a Lie superalgebra of char $K = 2$ we also consider formal squares of odd monomials of length at most $n/2$. If $A$ is a restricted Lie algebra, put $A^{(X,n)} = \{x_1, \ldots, x_s|^{p^k} | x_i \in X, sp^k \leq n\}K$ [48]. Similarly,
one defines the growth for restricted Lie superalgebras. In either situation, one defines an (ordinary) growth function:

\[ \gamma_A(n) = \gamma_A(X, n) = \dim_K A^{(X,n)}, \quad n \geq 0. \]

Let \( f, g : \mathbb{N} \to \mathbb{R}^+ \) be eventually increasing and positive valued functions. Write \( f(n) \preceq g(n) \) if and only if there exist positive constants \( N, C \) such that \( f(n) \leq g(Cn) \) for all \( n \geq N \). Introduce equivalence \( f(n) \sim g(n) \) if and only if \( f(n) \preceq g(n) \) and \( g(n) \preceq f(n) \). Different generating sets of an algebra yield equivalent growth functions [66].

It is well known that the exponential growth is the highest possible growth for finitely generated Lie and associative algebras. A growth function \( \gamma_A(n) \) is compared with polynomial functions \( n^\alpha, \alpha \in \mathbb{R}^+ \), by computing the upper and lower Gelfand-Kirillov dimensions [65].

\[
\GKdim A = \lim_{n \to \infty} \frac{\ln \gamma_A(n)}{\ln n} = \inf \{ \alpha > 0 \mid \gamma_A(n) \preceq n^\alpha \};
\]

\[
\GKdim A = \lim_{n \to \infty} \frac{\ln \gamma_A(n)}{\ln n} = \sup \{ \alpha > 0 \mid \gamma_A(n) \succeq n^\alpha \}.
\]

By Bergman’s theorem, the Gelfand-Kirillov dimension of an associative algebra cannot belong to the interval \((1, 2)\) [65]. Similarly, there are no finitely generated Jordan algebras with Gelfand-Kirillov dimension strictly between 1 and 2 [62]. Such a gap for Lie algebras does not exist, the Gelfand-Kirillov dimension of a finitely generated Lie algebra can be arbitrary number \( \{0\} \cup [1, +\infty) \) [69].

Assume that generators \( X = \{x_1, \ldots, x_k\} \) are assigned positive weights \( \wt(x_i) = \lambda_i, i = 1, \ldots, k \). Define a weight growth function:

\[ \tilde{\gamma}_A(n) = \dim_K (x_{i_1} \cdots x_{i_m} | \wt(x_{i_1}) + \cdots + \wt(x_{i_m}) \leq n, x_{i_j} \in X^I), \quad n \geq 0. \]

Set \( C_1 = \min \{ \lambda_i \mid i = 1, \ldots, k \} \), \( C_2 = \max \{ \lambda_i \mid i = 1, \ldots, k \} \), then \( \tilde{\gamma}_A(C_1 n) \leq \gamma_A(n) \leq \tilde{\gamma}_A(C_2 n) \) for \( n \geq 1 \). Thus, we obtain an equivalent growth function \( \tilde{\gamma}_A(n) \sim \gamma_A(n) \). Therefore, we can use the weight growth function \( \tilde{\gamma}_A(n) \) in order to compute the Gelfand-Kirillov dimensions. By \( f(n) \approx g(n), n \to \infty \), denote that \( \lim_{n \to \infty} f(n)/g(n) = 1 \). Similarly, one studies the growth for Poisson and Jordan superalgebras. \( \tilde{\gamma}_A(n) \)

Suppose that \( L \) is a Lie (super)algebra and \( X \subset L \). By \( \text{Lie}(X) \) denote the subalgebra of \( L \) generated by \( X \), (including application of the quadratic mapping in case \( \text{char} K = 2 \)). Let \( L \) be a restricted Lie (super)algebra, by \( \text{Lie}_0(X) \) denote the restricted subalgebra of \( L \) generated by \( X \). Assume that \( X \) is a subset of an associative algebra \( A \). Write \( \text{Alg}(X) \subset A \) to denote the associative subalgebra (without unit) generated by \( X \). In case of Poisson and Jordan superalgebras we use notations \( \text{Poisson}(X) \) and \( \text{Jord}(X) \). A grading of an algebra is called finite if it cannot be split by taking a bigger grading group (see definitions in [3][14]).

**2.7. Lie superalgebra \( W(A_I) \) of special superderivations.** Assume that \( I \) is a well-ordered set of arbitrary cardinality. Put \( \mathbb{Z}_2 = \{0, 1\} \). Let \( \mathbb{Z}_2^I = \{ \alpha : I \to \mathbb{Z}_2 \} \) be a set of functions with finitely many nonzero values. Suppose that \( \alpha \in \mathbb{Z}_2^I \) has nonzero values at \( \{i_1, \ldots, i_t\} \subset I \), where \( i_1 < \cdots < i_t \), put \( x^\alpha = x_{i_1} x_{i_2} \cdots x_{i_t} \) and \( |\alpha| = t \). Now \( \{x^\alpha \mid \alpha \in \mathbb{Z}_2^I\} \) is a basis of the Grassmann algebra \( \Lambda_I = \Lambda_{\mathbb{Z}_2} \oplus \Lambda_{\mathbb{Z}_2^I} \), all \( x_i, i \in I \), being odd. Let \( \partial_i, i \in I \), denote the superderivatives of \( \Lambda_I \), which are determined by the values \( \partial_i(x_j) = \delta_{ij}, i, j \in I \). We identify \( x_i, i \in I \), with the operator of the left multiplication on \( \Lambda_I \), thus we get odd elements \( x_i \in \text{End}_I(\Lambda_I), i \in I \). Consider a space of all formal sums

\[
W(\Lambda_I) = \left\{ \sum_{\alpha \in \mathbb{Z}_2^I} x^\alpha \sum_{j=1}^{m(\alpha)} \lambda_{\alpha, i_j} \partial_{i_j} \mid \lambda_{\alpha, i_j} \in K, i_j \in I \right\}.
\]

(5)

It is essential that the sum at each \( x^\alpha, \alpha \in \mathbb{Z}_2^I \), is finite. This construction is similar to the Lie algebra of special derivations, see [62], [64], [63]. It is similarly verified that the product in \( W(\Lambda_I) \) is well defined and \( W(\Lambda_I) \) acts on \( \Lambda_I \) by superderivations.

**3. Main results: superalgebras \( Q, A, P, J, K \), and their properties**

In this paper, we study the following five objects. A core of our constructions is a Lie superalgebra \( Q \). Next we construct the associative hull \( A \), a related Poisson superalgebra \( P \), and two Jordan superalgebras \( J \) and \( K \). We call these superalgebras fractal because they contain infinitely many copies of themselves.
Let us briefly describe their constructions, the next picture shows relations between constructions.

\[ A \xrightarrow{\text{Q}} K \xleftarrow{\text{P}} J \]

Consider the Grassmann algebra in infinitely many variables \( \Lambda = \Lambda(x_i \mid i \geq 0) \). Let \( \partial_i \) be its superderivative defined by \( \partial_i(x_j) = \delta_{i,j} \), \( i,j \geq 0 \). Observe that \( \{x_i, \partial_i \mid i \geq 0\} \) are odd elements of the associative superalgebra \( \text{End} \Lambda \), where \( x_i \) is identified with the left multiplication on \( \Lambda \). These elements anticommute except for nontrivial relations:

\[
[\partial_i, x_i] = \partial_i x_i + x_i \partial_i = 1; \quad x_i^2 = 0, \quad \partial_i^2 = 0, \quad i \geq 0.
\]

Now we define pivot elements:

\[
v_i = \partial_i + x_i x_{i+1} (\partial_{i+3} + x_{i+3} x_{i+4} (\partial_{i+6} + x_{i+6} x_{i+7} (\partial_{i+9} + \cdots))), \quad i \geq 0.
\]

The action of the pivot elements on the Grassmann letters is well defined and produces letters with smaller indices:

\[
v_n(x_k) = \begin{cases} 
0, & k < n; \\
1, & k = n; \\
x_n x_{n+1} \cdots x_{n+4} \cdots \partial_{n+7} x_{n+4} \cdots x_{n+1} \partial_n x_n \partial_{n+1}, & k = n + 3l, \ l \geq 1; \\
0, & k - n \neq 0 \ (\text{mod} \ 3); 
\end{cases}
\]

where \( \hat{x}_i \) denote omitted variables. Thus, we obtain a sequence of superderivatives \( \{v_i \mid i \geq 0\} \subset \text{Der} \Lambda \), moreover, they belong to \( \mathbf{W}(\Lambda) \). First, we define a Lie superalgebra \( Q = \text{Lie}(v_0, v_1, v_2) \subset \mathbf{W}(\Lambda) \subset \text{Der} \Lambda \) generated by \( \{v_0, v_1, v_2\} \). Second, we take its associative hull, namely, we consider the associative superalgebra \( A = \text{Alg}(v_0, v_1, v_2) \subset \text{End} \Lambda \) generated by \( \{v_0, v_1, v_2\} \). (We warn that another Lie superalgebra was denoted by \( Q \) in [11], see also subsection [14]). We start the present paper with a study of properties of the algebras \( Q \) and \( A \).

Next, in Section [8] we consider the Grassmann algebra \( H_\infty = \Lambda(x_i, y_i \mid i \geq 0) \) which is turned into a Poisson superalgebra by a bracket determined by relations:

\[
\{y_i, x_j\} = \delta_{i,j}, \quad \{x_i, x_j\} = \{y_i, y_j\} = 0, \quad i, j \geq 0.
\]

In its completion \( \hat{H}_\infty \), the next elements will be referred to as the pivot elements as well:

\[
V_i = y_i + x_i x_{i+1} (y_{i+3} + x_{i+3} x_{i+4} (y_{i+6} + x_{i+6} x_{i+7} (y_{i+9} + \cdots))) \in \hat{H}_\infty, \quad i \geq 0.
\]

We actually obtain the same Lie superalgebra: \( Q = \text{Lie}(v_0, v_1, v_2) \cong \text{Lie}(v_0, V_1, V_2) \).

Third, we define a Poisson subalgebra \( P = \text{Poisson}(V_0, V_1, V_2) \subset \hat{H}_\infty \) generated by \( \{V_0, V_1, V_2\} \). Using the Kantor double, we construct the forth object, a Jordan superalgebra \( J = \text{Kan}(P(V_0, V_1, V_2)) = P \oplus P \) and prove that \( J = \text{Jord}(V_0, V_1, V_2, \bar{1}) \) (Section [12]).

Finally, a Jordan superalgebra \( K \) is a factor algebra of \( J \), it also can be constructed directly as a double \( K = \mathcal{J}(Q) \), namely, as a vector space supplied with an operation as follows (Section [13]):

\[
K = \langle 1 \rangle \oplus Q \oplus \langle \bar{1} \rangle \oplus \bar{Q}, \quad \bar{x} \bullet \bar{y} = [x, y], \quad x \bullet \bar{1} = (-1)^{|x|} \bar{x} \bullet x, \quad x, y \in Q; \ 1 \text{ the unit}.
\]

Now we formulate main properties of these five superalgebras established in the paper.

i) Section [4] yields multiplication rules of the Lie superalgebra \( Q \).

ii) \( Q \) has a clear monomial basis consisting of standard monomials of two types (char \( K \neq 2 \), Theorem [5,1]). In case char \( K = 2 \), a basis of \( Q \) consists of monomials of the first type and squares of the pivot elements (Corollary [5,2]), and \( Q \) coincides with the restricted Lie (super)algebra \( \text{Lie}_2(v_0, v_1, v_2) \).

iii) In Section [9] we define the Poisson superalgebra \( P(V_0, V_1, V_2) = \text{Poisson}(V_0, V_1, V_2) \), determined (actually, generated) by the Lie superalgebra \( Q \).

iv) We describe monomial bases of the Poisson superalgebra \( P \) and associative hull \( A \). In case char \( K \neq 2 \), we prove that for a filtration of \( A \), the associated graded algebra has a structure of a Poisson superalgebra such that \( \text{gr} A \cong P \), in particular, both algebras have "the same" bases. Also, the Poisson superalgebra \( P \) admits an algebraic quantization using a deformed superalgebra \( A^{(t)} \) (Section [10]).
v) We essentially use weight functions additive on products of monomials. We prove that $Q$, $A$, $P$, $J$, and $K$ are $N^3$-graded by multidegree in three generators (Theorem 6.2, Lemma 11.1, Lemma 12.3) but the Jordan superalgebras have one more generator. This allows us to introduce coordinate systems in space: multidegree coordinates $(X_1, X_2, X_3)$, and twisted weight coordinates $(Y_1, Y_2, Y_3)$ (Section 6).

vi) Components of the $N^3_0$-gradation of $Q$ by multidegree in the generators are at most one-dimensional (Theorem 17.2), so the $N^3_0$-grading of $Q$ is fine.

vii) $Q$ is just infinite but not hereditary just infinite (Section 7).

viii) We compute initial coefficients of generating functions of $Q$ (Section 7). The results and proofs on basis monomials of $Q$ are illustrated by Figure 1.

ix) We find bounds on weights of the basis monomials of $Q$, $P$, and $A$ (Sections 8, 11) and prove that images of their monomials in space are inside "almost cubic paraboloids" (Theorem 8.5; see Figure 1 and Theorem 11.4). Asymptotically, a nonzero share of lattice points inside the first paraboloid corresponds to monomials of $Q$ (Corollary 8.7).

x) We conjecture that the superalgebras $Q$, $A$, and $P$ are not self-similar. We discuss the notion of self-similarity for Jordan superalgebras in [58].

xi) The Jordan superalgebras $J$, $K$ are $N^3_0$-graded by multidegree in the generators (Corollary 12.20), so we determine a hypersurface in $R^1$ that bounds monomials of $J$ and $K$ (Theorems 12.11, 13.3).

xii) $Q$, $A$, $P$, $J$, $K$ have slow polynomial growth: $GKdim_0 Q = GKdim_0 K = \log_3 2 \approx 1.6518$ and $GKdim_0 A = GKdim_0 P = 2 \log_3 2 \approx 3.3036$ (Theorems 8.3, 11.3, 12.9, 13.4).

xiii) $J$, $K$ are weakly special, but not special (Corollary 12.3, Theorem 13.4).

xiv) $Q$, $A$, and the algebras without unit $P^0$, $J^0$, $K^0$ are direct sums of two locally nilpotent subalgebras and there are continuum such different decompositions (Theorem 14.2).

xv) $Q = Q_0 \oplus Q_1$ is a nil graded Lie superalgebra (Theorem 14.3). Thus, $Q$ again shows that an extension of Theorem 11.1 (Martinez and Zelmanov [13]) for Lie superalgebras of characteristic zero is not valid. Such a counterexample of a nil finely $Z^2$-graded Lie superalgebra of slow polynomial growth $Q$ was suggested before [51]. There is also a recent counterexample of a nil finely $Z^2$-graded Lie superalgebra of linear growth and of finite width 4 [13].

xvi) In case char $K = 2$, $Q$ has a structure of a restricted Lie algebra $Q = L_{p}(v_0, v_1, v_2)$ with a nil $p$-mapping (Theorem 14.3).

xvii) Components of the $N^3_0$-gradation of $K$ by multidegree in the generators are at most one-dimensional (Theorem 15.4), so the $N^3_0$-grading of $K$ is fine.

xviii) $K$ is just infinite but not hereditary just infinite (Theorem 15.4).

xix) An extension of Theorem 12.2 to Jordan superalgebras of characteristic zero is not valid. Indeed, $K$ is a $N^3_0$-graded Jordan superalgebra with at most one-dimensional components, where the subalgebra without unit $K^0$ is nil of bounded degree.

xx) The constructions of the paper can be applied to Lie (super)algebras studied before to obtain Poisson and Jordan superalgebras as well.

Remark 1. Indeed, one can apply constructions of the paper to two Lie superalgebras of [51] and one more Lie superalgebra of [13] and obtain respective associative, Poisson, and Jordan superalgebras. But these new superalgebras shall enjoy only triangular decompositions [11] as sums of three subalgebras, e.g. $J^0 = J_- \oplus \bar{J}_0 \oplus \bar{J}_+$, because the roots of that characteristic polynomials are integers. In the present paper we get decompositions into sums of two locally nilpotent subalgebras because of nonintegral roots of the characteristic polynomial.

Remark 2. In particular, recall that the Lie superalgebra $R$ constructed in [13] is just infinite, two-generated, nil $Z_2$-graded, with at most one-dimensional $Z_2$-components, of linear growth, moreover, of finite width 4. Namely, its $N$-gradation by degree in the generators has non-periodic components of dimensions $\{2, 3, 4\}$. The arguments of the present paper yield the following. Consider the related Jordan superalgebra $K = Jor(R)$. Then $K$ is just infinite, three-generated, $Z^3$-graded with at most one-dimensional components, the ideal without unit $K^0$ is nil of bounded degree. Also, $K$ is of linear growth, moreover, of finite width 4, namely, its $N$-gradation by degree in the generators has components of dimensions $\{0, 2, 3, 4\}$, their sequence is non-periodic [58]. That example also shows that just infinite $Z$-graded Jordan superalgebras of finite width can have a fractal complicated structure unlike the classification of such simple algebras over an algebraically closed field of characteristic zero [32].
Remark 3. We continue this research in [58], were in particular we discuss self-similarity of different types of superalgebras. Despite that all our superalgebras look very "self-similar", we conjecture that $Q$ is not self-similar in terms of the definition of Bartholdi [6].

4. Multiplication rules of Lie superalgebra $Q$

Since $\{x_i, \partial_i \mid i \geq 0\}$ are odd, the pivot elements [6] are also odd. Write them recursively:

$$v_i = \partial_i + x_i x_{i+1} v_{i+3}, \quad i \geq 0. \tag{8}$$

Recall that we consider the Lie superalgebra $Q = \text{Lie}(v_0, v_1, v_2) \subset W(\Lambda) \subset \text{Der} \Lambda$ and the associative algebra $A = \text{Alg}(v_0, v_1, v_2) \subset \text{End} \Lambda$, where

$$v_0 = \partial_0 + x_0 x_1 v_3, \quad v_1 = \partial_1 + x_1 x_2 v_4, \quad i \geq 0. \tag{9}$$

Define a shift mapping $\tau : \Lambda \to \Lambda$, $\tau : W(\Lambda) \to W(\Lambda)$ by $\tau(x_i) = x_{i+1}$, $\tau(\partial_i) = \partial_{i+1}$, $i \geq 0$. Clearly, we get endomorphisms such that $\tau(v_i) = v_{i+1}$ for all $i \geq 0$.

We shall use the following basic commutation relations without special mentioning.

Lemma 4.1. For all $i \geq 0$ we have:

i) $v_i^2 = x_i x_{i+1} v_{i+3}$;

ii) $[v_i, v_i] = 2v_i^2 = 2x_i x_{i+1} v_{i+3}$;

iii) $[v_i, v_{i+1}] = -x_i v_{i+3}$;

iv) $[v_i, v_{i+1}] = -v_{i+3}$;

v) $[v_i, v_{i+2}] = -x_i x_{i+1} x_{i+2} v_{i+5}$.

Proof. We check the first claim

$$v_i^2 = (\partial_i + x_i x_{i+1} v_{i+3})^2 = [\partial_i, x_i x_{i+1} v_{i+3}] = x_i x_{i+1} v_{i+3}.$$ 

Now, the second claim is evident. We check claims (iii) and (iv):

$$[v_i, v_{i+1}] = [\partial_i + x_i x_{i+1} v_{i+3}, \partial_{i+1} + x_{i+1} x_{i+2} v_{i+4}] = [x_i x_{i+1} v_{i+3}, \partial_{i+1}] = -x_i v_{i+3};$$

$$[v_i^2, v_{i+1}] = [v_i, [v_i, v_{i+1}]] = [v_i, -x_i v_{i+3}] = -v_{i+3}.$$ 

Finally, let us check claim (v):

$$[v_i, v_{i+2}] = [\partial_i + x_i x_{i+1} \partial_{i+3} + x_i x_{i+1} x_{i+3} x_{i+4} v_{i+6}, \partial_{i+2} + x_{i+2} x_{i+3} v_{i+5}] = [x_i x_{i+1} \partial_{i+3}, x_{i+2} x_{i+3} v_{i+5}] = -x_i x_{i+1} x_{i+2} v_{i+5}. \tag{10}$$

Lemma 4.2. General multiplication rules for the pivot elements are as follows. Let $i, k \geq 0$.

$$[v_i, v_{i+3k}] = 2 \left( \prod_{n=0}^{k-1} x_{i+3n} x_{i+3n+1} \right) x_{i+3k+1} v_{i+3k+3};$$

$$[v_i, v_{i+3k+1}] = - \left( \prod_{n=0}^{k-1} x_{i+3n} x_{i+3n+1} \right) x_{i+3k} v_{i+3k+3};$$

$$[v_i, v_{i+3k+2}] = - \left( \prod_{n=0}^{k} x_{i+3n} x_{i+3n+1} \right) x_{i+3k+2} v_{i+3k+5}.$$ 

Proof. Iterating (8), we get another presentation:

$$v_i = \partial_i + x_i x_{i+1} \partial_{i+3} + \ldots + x_i x_{i+1} x_{i+2} x_{i+3} x_{i+4} x_{i+5} \cdot \cdot \cdot x_i x_{i+3k} x_{i+3k+1} \partial_{i+3k+3} + x_i x_{i+1} \partial_{i+2} + x_{i+2} x_{i+3} v_{i+5} \cdot \cdot \cdot x_i x_{i+3k} x_{i+3k+2} v_{i+5}, \quad i \geq 0, \quad k \geq 1. \tag{10}$$
Using presentation (10) and Lemma 4.1, we obtain

\[ [v_i, v_{i+3k}] = x_i x_{i+1} x_{i+2} x_{i+3k+1} x_{i+4k+5} \cdots x_{i+3k-3} x_{i+3k-2}^3 x_{i+13k} x_{i+3k} \]

\[ = 2x_i x_{i+1} x_{i+2} x_{i+3k+1} x_{i+4k+5} \cdots x_{i+3k-3} x_{i+3k-2}^3 \cdot x_{i+3k+1} x_{i+3k+3}^3; \]

\[ [v_i, v_{i+3k+1}] = x_i x_{i+1} x_{i+2} x_{i+3k+1} x_{i+4k+5} \cdots x_{i+3k-3} x_{i+3k-2}^3 [v_{i+3k}, v_{i+3k+1}] \]

\[ = -x_i x_{i+1} x_{i+2} x_{i+3} x_{i+4k+5} \cdots x_{i+3k-3} x_{i+3k-2}^3 \cdot x_{i+3k+1} x_{i+3k+3}^3; \]

\[ [v_i, v_{i+3k+2}] = x_i x_{i+1} x_{i+2} x_{i+3k+1} x_{i+4k+5} \cdots x_{i+3k-3} x_{i+3k-2}^3 [v_{i+3k}, v_{i+3k+2}] \]

\[ = -x_i x_{i+1} x_{i+2} x_{i+3k+1} x_{i+4k+5} \cdots x_{i+3k-3} x_{i+3k-2}^3 \cdot x_{i+3k+1} x_{i+3k+3}^3. \]

□

Consider Lie superalgebras \( L_i = \text{Lie}(v_i, v_{i+1}, v_{i+2}) \) for all \( i \geq 0 \), so \( L_0 = Q \).

**Corollary 4.3.** Let \( Q = \text{Lie}(v_0, v_1, v_2) \). Then

i) \( v_i \in Q, i \geq 0 \) (we get these elements using Lie bracket only in case of an arbitrary \( K \));

ii) \( \tau^i : Q \to L_i \) is an isomorphism for any \( i \geq 1 \);

iii) we get a proper chain of isomorphic subalgebras:

\[ Q = L_0 \supseteq L_1 \supseteq \cdots \supseteq L_i \supseteq \cdots, \quad \bigcap_{n=0}^{\infty} L_i = \{0\}. \]

iv) \( Q \) is infinite dimensional.

**Proof.** We have \( v_0, v_1, v_2 \in Q \). By Lemma, \( [v_0^2, v_1] = -v_3 \in Q \). Similarly, by induction we conclude that \( v_i \in Q \) for all \( i \geq 0 \). Claim (ii) follows because we have an isomorphism \( \tau : W(1) \to W(1) \) such that \( \tau(v_i) = v_{i+1}, i \geq 0 \). The intersection of \( L_i \) is trivial by a description of a basis of \( Q \) (Theorem 5.1). □

5. Monomial basis of Lie superalgebra \( Q \)

By \( r_n \) denote a tail monomial:

\[ r_n = x_0^{\xi_0} x_1^{\xi_1} \cdots x_n^{\xi_n}, \quad x_0 \cdots x_n \in \Lambda, \quad \xi_i \in \{0, 1\}; \quad n \geq 0, \]  \hspace{1cm} (11)

where \( x_i^* \) denote any power \( \{0, 1\} \). If \( n < 0 \), we consider that \( r_n = 1 \). Another monomials of type (11) will be denoted by \( r'_n, \tilde{r}_n \) etc. Below, \( \tilde{e} \) denote the missing variable in a product.

We call \( r_n \) a quasi-standard monomial of the first type, and \( r_{n-5} x_{n-2} v_n \), where \( n \geq 2 \), a quasi-standard monomial of the second type. Among them, we exclude 24 false monomials, see below, the remaining monomials are standard monomials, we prove that they constitute a basis of \( Q \) in case \( \text{char } K \neq 2 \). Let us call \( n \) the length, \( v_n \) the head, \( r_n \) (or \( r_n \)) the tail, and \( x_{n-2} \) the neck of a (quasi)standard monomial.

**Theorem 5.1.** Let \( \text{char } K \neq 2 \). A basis of the Lie superalgebra \( Q = \text{Lie}(v_0, v_1, v_2) \) is given by the following standard monomials of two types (where \( v_n \) are tail monomials (11))

i) monomials of the first type:

\[ \{r_{n-3} v_n \mid n \geq 0\} \setminus \{x_0 x_1^* v_4, x_0 x_1^* x_2^* x_3 x_1^* v_7\}, \]

(i.e. in case of length 4 we exclude monomials containing \( x_0 \), and in case of length 7 we exclude monomials containing both \( x_0, x_3 \)). We shall refer to the excluded monomials as false monomials of the first type);

ii) monomials of the second type:

\[ \{x_1 v_3, x_2 v_4, x_3 v_5\} \cup \{r_{n-5} x_{n-2} v_n \mid n \geq 6\} \setminus \{x_0 x_1^* x_2^* x_3 x_5 v_7, x_0 x_1^* x_2^* x_3 x_4 x_5 x_8 v_{10}\}, \]

(i.e. in case of length 7 we exclude monomials containing \( x_0 \), and in case of length 10 we exclude monomials containing all three letters \( \{x_0, x_3, x_5\} \)). We refer to the excluded monomials and \( \{x_0 v_2, x_0 x_3 v_5\} \) as false monomials of the second type.

**Proof.** A) We prove that all standard monomials belong to \( Q \). A1) We start with monomials of the first type. By Corollary 4.3 \( \{v_i \mid i \geq 0\} \subset Q \). Using Lemma 4.1 \( [v_0, v_1] = -x_0 v_3 \) and \( [v_1, v_2] = -x_1 v_4 \) belong to \( Q \). Thus, all non-false monomials of the first type of length at most 4 belong to \( Q \). This is the base of induction. Let \( n \geq 5 \) and assume that the standard monomials of the first type of length less than \( n \) belong to \( Q \). Using claim (v) of Lemma 4.1 we get

\[ [r_{n-6} v_{n-3}, v_{n-5}] = r_{n-6} [v_{n-5}, v_{n-3}] = -r_{n-6} x_{n-5} x_{n-4} x_{n-3} v_n \in Q. \]  \hspace{1cm} (12)
Multiplying by \( v_{n-5} \) and (or) \( v_{n-4}, v_{n-3} \) we can delete any subset of letters \( \{x_{n-5}, x_{n-4}, x_{n-3}\} \) in \([12]\) and obtain all monomials of the first type of length \( n \). But this argument fails when \( r_{n-6}v_{n-3} \) was a false monomial. We have two cases.

a) Consider that \( r_{n-6}v_{n-3} \) above is a false monomial of the first type of length 4, so \( n = 7 \). By setting \( r_{n-6}v_{n-3} = x_1^2v_4 \) in \([12]\), we get all standard monomials of the first type of degree 7 without \( x_0 \). Using \([r_2v_5, v_4] = -x_2x_3x_4v_7 \) and deleting \( x_4 \) (if necessary), we obtain all standard monomials of the first type of degree 7 without \( x_3 \).

b) Let \( r_{n-6}v_{n-3} \) be a false monomial of the first type of length 7, so \( n = 10 \). Using 

\[
[x_1x_2x_3x_4v_7, x_0v_5] = \pm x_1^2x_2^2x_3^2x_4^2x_5x_6x_7v_{10} \in \mathbb{Q},
\]

and deleting (if necessary) letters \( x_5, x_6, x_7 \) we get all standard monomials of the first type of length 10.

A2) Next, we deal with monomials of the second type. Using (formal) squares, we get \( v_{n-3}^2 = x_{n-2}v_n \in \mathbb{Q} \) for all \( n \geq 3 \). In particular, we obtain all non-false standard monomials of the second type of length at most 5. Let \( n \geq 6 \). We commute monomials of the first type with the pivot elements or their squares:

\[
[r_{n-6}v_{n-3}, x_{n-5}v_{n-3}] = \pm 2r_{n-6}x_{n-5}x_{n-2}v_n \in \mathbb{Q}, \quad n \geq 6.
\]

As a rule, we get all required monomials of the second type. The arguments fail in case \( r_{n-6}v_{n-3} \) is a false monomial (of the first type). a) The case of a false monomial of the first type of length 4. Nevertheless, using \( r_{n-6}v_{n-3} = x_1^2v_4 \) above, we obtain \([x_1^2v_4, x_5^2v_7] = \pm 2x_1^2x_5^2x_7v_7 \in \mathbb{Q} \), the required standard monomials of the second type of length 7, i.e., those without \( x_0 \).

b) Consider that \( r_{n-6}v_{n-3} \) is a false monomial of the first type of length 7. Nevertheless, we can get the following monomials:

\[
[x_1^2x_2^2x_3^2x_4^2v_7, x_5^2v_7] = \pm 2x_1^2x_2^2x_3^2x_4^2x_5x_8v_{10} \in \mathbb{Q};
\]

\[
[x_0^2x_1^2x_2^2x_3^2x_4^2v_7, x_5^2v_7] = \pm 2x_0^2x_1^2x_2^2x_3^2x_4^2x_5x_8v_{10} \in \mathbb{Q};
\]

\[
[x_1^2x_2^2x_3^2x_4^2x_5^2v_7, x_0^2v_7] = \pm 2x_0^2x_1^2x_2^2x_3^2x_4^2x_5x_8v_{10} \in \mathbb{Q}.
\]

Thus, we can obtain all monomials of the second type of length 10, i.e., those that contain at most two of the letters \( \{x_0, x_3, x_5\} \), as required.

B) We prove that products of the standard monomials are expressed via the standard monomials. Write two standard monomials as \( a = r_{n-2}v_n, b = r_{m-2}v_m \) and assume that their lengths satisfy \( 0 \leq n \leq m \).

\[
[a, b] = \left( r_{n-2} \partial_n (\tilde{r}_{m-2}) + r_{n-1} \partial_n \partial_{n+1} (\tilde{r}_{m-2}) + \cdots + r_{m-5} \partial_{n-3} \partial_{n-4} \partial_{n-5} \partial_{n-6} \partial_{n-7} (\tilde{r}_{m-2}) \right) v_m + r'_n \partial_{n-2} v_m \quad (13)
\]

\[
[a, b] = \left( r_{n-2} \partial_n (\tilde{r}_{m-2}) + r_{n-1} \partial_n \partial_{n+1} (\tilde{r}_{m-2}) + \cdots + r_{m-5} \partial_{n-3} \partial_{n-4} \partial_{n-5} \partial_{n-6} \partial_{n-7} (\tilde{r}_{m-2}) \right) v_m + r'_n \partial_{n-2} v_m \quad (14)
\]

The last term \([14]\) is of the second type because \( q^{m-2}_n[v_m, v_{m-2}] = 2q^{m-2}_{n-2}v_m + q^{m-2}_{n-1}v_{m-1} + q^{m-2}_{n}v_{m-2} \). If \( b \) was of the first type, namely, \( b = \tilde{r}_{m-3}v_m \), then all terms \([14]\) remain of the first type. Assume that \( b \) was of the second type \( b = \tilde{r}_{m-5}x_{m-2}v_{m-2} \), then all terms \([13]\) remain to be of the second type.

We need to check that \([14]\) cannot yield a false monomial of the second type. Suppose the contrary and it is false of length 10, then \( m = 7 \). The second factor \( b \) is one of three types: \( b = x_0x_1^2x_2^2x_3^2x_4^2v_7 \), or \( b = x_0^2x_1^2x_2^2x_3^2x_4^2v_7 \), or \( b = x_0x_1^2x_2^2x_3^2x_4^2v_7 \). Consider different possibilities for the first factor \( a \). a) Let \( n = 7 \), then the first factor \( x_0 \) is of the same three types. Their mutual product does not contain one of the letters \( \{x_0, x_3, x_5\} \). b) Let \( n = 4 \). Then the first factor in \([14]\) comes from the last term in \( a = r_2v_4 \) or \( a = r_2v_4 = x_1(\partial_2 + x_4x_5v_7 \partial_2) \). The product does not contain one of \( \{x_0, x_3\} \). c) Let \( n = 1 \). Then the first factor in \([14]\) comes from the last term in \( a = v_1 = \partial_1 + x_1x_2 \partial_2 + x_1x_2x_3x_4x_5v_7 \). Again, the product does not contain one of \( \{x_0, x_3\} \). Now, let us check that \([14]\) cannot be a false monomial of the second type of length 7. Otherwise, either \( b = x_1^2v_4 \) or \( b = x_2v_4 \). The first factor \( a \) is either of the same type or the last term in \( a = \partial_1 + x_1x_2v_4 \). Their products lack \( x_0 \), as required. Also, the false monomial \( x_0x_3v_5 \) cannot appear in \([14]\) because in this case \( m = 2 \) but we have only the product \([v_2, v_2] = x_3v_5 \). Moreover, we cannot obtain the false monomial \( x_0v_2 \).

Similarly, one needs a special check that the action on tails \([14]\) cannot produce false monomials. Recall that we cannot change the type, i.e., a neck remains the same. The case of a standard monomial of length 4 is trivial. Next, consider a standard monomial of length 7. Let it does not contain \( x_0 \). (e.g. \( b = \tilde{r}_{m-2}v_m = x_1^2x_2x_3x_4x_5v_7 \).) We are acting by monomials of length at most 4. Observe that all standard
monomials of length 0 do not contain $x_0$, thus, the action by them cannot help. The only possibility to obtain $x_0$ is to use either $x_0v_3 = x_2(\partial_3 + x_3x_4v_6)$ or $v_0 = \partial_0 + x_0x_1\partial_1 + x_0x_2x_3x_4v_6$. Thus, we can obtain $x_0$ at price of losing $x_3$, and the resulting monomial is not false. If a standard monomial of length 7 lacked $x_3$, then the action cannot produce $x_3$, because we act “at most” by $\cdots \times_3\partial_4 + \cdots$. Now, consider a standard monomial of the second type of length 10, namely $b = \tilde{r}_{m-2}v_m = x_0^*x_1^*x_2^*x_3^*x_4^*x_5^*x_8v_{10}$. If it is lacking $x_5$, then the result is lacking it as well, because for this we need to kill a senior absent letter $x_7$, (recall that the neck $x_8$ is untouched). Next, assume that $b$ does not contain $x_3$, we can produce it only by using $\cdots \times_2x_3\partial_3 + \cdots$ or $x_3v_5 = x_3(\partial_3 + \cdots)$, thus losing $x_5$. Finally, assume that $b$ lacks $x_4$. The action by a monomial of length 5 (i.e. $a = r_{n-2}v_5 = r_{n-2}(\partial_5 + x_5x_6v_8)$) deletes $x_5$. Recall that all standard monomials of length 4 do not contain $x_0$ and all their terms do not as well. Consider a monomial of length 3: $a = x_0v_3 = x_0(\partial_3 + x_3x_4\partial_5 + x_3x_4x_7v_8)$, it can yield $x_0$ but we loose either $x_3$ or $x_5$. Again, the standard monomials of lengths 1.2 do not contain $x_0$ and all their terms do not as well. It remains to consider the monomial of length 0: $v_0 = \partial_0 + x_0x_1\partial_1 + x_0x_1x_3x_4\partial_5 + x_0x_1x_3x_4x_6x_7v_8$. Again, we can get $x_0$ but loose either $x_3$ or $x_5$. All these considerations also apply to the actions in the brackets of cases B2), B3) below.

B2). Let $m - n \equiv 1 \pmod{3}$. Using presentation (10),

$$a = r_{n-2}\partial_n + r_{n+1}\partial_{n+3} + \cdots + r_{m-6}\partial_{m-4} + r_{m-3}v_{m-1};$$

$$[a, b] = \left( r_{n-2}\partial_n(r_{m-2}) + r_{n+1}\partial_{n+3}(r_{m-2}) + \cdots + r_{m-6}\partial_{m-4}(r_{m-2}) \right) v_m + [r_{m-2}]v_{m-1, v_m}.$$ 

The last term is $r''_{m-2}[v_{m-1}, v_m] = -r''_{m-2}x_{m-1}v_{m+2}$, which is of the first type, one again needs to check that it cannot be false. Consider length 4, then $m = 2$ and we have only $[v_1, v_2] = -x_1v_4$. Consider length 7, then $m = 5$ and either $x_1v_4$ or $x_2v_4$ is multiplied by either $x_0x_1x_2^*x_3^*v_5$ or $x_3v_5$. The product does not contain either $x_0$ or $x_3$.

B3). Let $m - n \equiv 2 \pmod{3}$. Using presentation (10),

$$a = r_{n-2}\partial_n + r_{n+1}\partial_{n+3} + \cdots + r_{m-7}\partial_{m-5} + r_{m-4}v_{m+2};$$

$$[a, b] = \left( r_{n-2}\partial_n(r_{m-2}) + r_{n+1}\partial_{n+3}(r_{m-2}) + \cdots + r_{m-7}\partial_{m-5}(r_{m-2}) \right) v_m + [r_{m-2}]v_{m-2, v_m}.$$ 

The last term is $r''_{m-2}[v_{m-2}, v_m] = -r''_{m-2}x_{m-2}x_{m-1}x_{m+3}$, which is of the first type. We check that it cannot be false. Consider length 4, then $m = 1$ and there are no such products. Consider length 7, then $m = 4$ and we have either $[v_2, x_1v_4] = \pm x_1x_2x_3x_4v_7$ or $[v_2, x_2v_4] = v_4$.

Corollary 5.2. Let char $K = p = 2$. Then

i) a basis of the Lie algebra $Q = \text{Lie}(v_0, v_1, v_2)$ is given by the standard monomials of the first type;

ii) a basis of the Lie superalgebra $Q = \text{Lie}(v_0, v_1, v_2)$, as well as a basis of the restricted Lie (super)algebra $\text{Lie}_p(v_0, v_1, v_2)$, is given by

(a) the standard monomials of the first type;

(b) squares of the pivot elements: $\{x_{n-2}v_n \mid n \geq 3\}$.

6. Weight functions, $N_0^3$-gradation, and three coordinate systems

In this section we introduce different weight functions. Using these functions we prove that our algebras are $N_0^3$-graded my multidegree in the generators and derive further corollaries. We introduce three coordinate systems that allow to put monomials in space and determine their positions.

We start with the Lie superalgebra $W(\Lambda_I)$ of special superderivations of the Grassmann algebra $\Lambda_I = \Lambda(x_i \mid i \in I)$ and consider a subalgebra spanned by pure Lie monomials:

$$W_{\text{fin}}(\Lambda_I) = \langle x_{i_1} \cdots x_{i_m} \partial_j \mid i_k, j \in I \rangle_K \subset W(\Lambda_I).$$

Define a weight function on the Grassmann variables and respective superderivatives related as:

$$wt(\partial_i) = -wt(x_i) = \alpha_i \in \mathbb{C}, \quad i \geq 0,$$

and extend it to pure Lie monomials as $wt(x_{i_1} \cdots x_{i_m} \partial_j) = -\alpha_{i_1} - \cdots - \alpha_{i_m} + \alpha_j, i_k, j \in I$. One checks that the weight function is additive, namely, $wt([w_1, w_2]) = wt(w_1) + wt(w_2)$, where $w_1, w_2$ are pure Lie monomials. The weight function is also extended to an associative hull $\text{Alg}(W_{\text{fin}}(\Lambda_I))$ and it is additive on associative products of its monomials.
Now we return to our algebras $\mathbf{Q} = \text{Lie}(v_0, v_1, v_2)$ and $\mathbf{A} = \text{Alg}(v_0, v_1, v_2)$. We want to extend a weight function on the pivot elements so that all terms in $\mathbf{Q}$ have the same weight. Namely, we additionally assume that the weight function satisfies the equalities:

$$wt(v_i) = wt(\partial_i) = \alpha_i = -\alpha_i - \alpha_{i+1} + \alpha_{i+3}, \quad i \geq 0.$$ 

We get a recurrence relation

$$\alpha_{i+3} = \alpha_{i+1} + 2\alpha_i, \quad i \geq 0.$$  

(15)

It has the characteristic polynomial $t^3 - t - 2 = 0$. Using Cardano's formula, denote

$$\epsilon = e^{2/3\pi i} = -\frac{1 + \sqrt{3}i}{2}, \quad \theta_1 = \sqrt[3]{1 + \sqrt{26/27}} \approx 1.255, \quad \theta_2 = \sqrt[3]{1 - \sqrt{26/27}} \approx 0.265.$$ 

Observe that $\theta_1 \theta_2 = 1/3$. One has three different roots:

$$t_k = \epsilon^k \theta_1 + \epsilon^{-k} \theta_2, \quad k = 0, 1, 2.$$ 

Denote these roots as (we keep these notations for the whole of the paper):

$$\lambda = t_0 = \theta_1 + \theta_2 \approx 1.5214,$$
$$\mu = t_1 = \epsilon \theta_1 + \epsilon^2 \theta_2 \approx -0.761 + 0.858i,$$
$$\bar{\mu} = t_2 = \epsilon^2 \theta_1 + \epsilon \theta_2 \approx -0.761 - 0.858i.$$ 

By Viet's formulas, one has

$$\lambda + \mu + \bar{\mu} = 0;$$
$$\lambda \mu + \lambda \bar{\mu} + \mu \bar{\mu} = -1;$$
$$\lambda \mu \bar{\mu} = 2.$$ 

Thus, $|\mu| = \sqrt{2/\lambda} \approx 1.147$. The characteristic equation also yields

$$\frac{2}{\lambda} = \lambda^2 - 1, \quad \frac{2}{\mu} = \mu^2 - 1, \quad \frac{2}{\bar{\mu}} = \bar{\mu}^2 - 1.$$  

(16)

Thus, a weight function $wt(*)$ satisfies $wt(\partial_n) = wt(v_n) = -wt(x_n)$, $n \geq 0$. Moreover, by construction, all pure Lie monomials of the expansion of a pivot element $v_i$ have the same weight as the pivot element.

Below, a monomial is any (Lie or associative) product of the letters $\{x_i, \partial_i, v_i \mid i \geq 0\} \subset \text{End} \Lambda$.

**Lemma 6.1.** We identify weight functions with the space of solutions of recurrence equation (15), then

i) A basis of the space of weight functions given by:

$$wt(v_n) = \lambda^n, \quad n \geq 0, \quad \text{(weight)};$$

$$\text{swt}(v_n) = \mu^n, \quad n \geq 0, \quad \text{(superweight)};$$

$$\text{vswt}(v_n) = \bar{\mu}^n, \quad n \geq 0, \quad \text{(conjugate superweight)}.$$ 

ii) We replace the superweight functions by two real functions:

$$\text{wt}_1(v_n) = \text{Re}(\mu^n) = \frac{\mu^n + \bar{\mu}^n}{2}, \quad n \geq 0;$$

$$\text{wt}_2(v_n) = \text{Im}(\mu^n) = \frac{\mu^n - \bar{\mu}^n}{2i}, \quad n \geq 0.$$ 

iii) We combine these functions together into two vector weight functions:

$$\text{Wt}(v_n) = (\text{wt}(v_n), \text{swt}(v_n), \text{vswt}(v_n)) = (\lambda^n, \mu^n, \bar{\mu}^n), \quad n \geq 0, \quad \text{(vector weight)};$$

$$\text{WtR}(v_n) = (\text{wt}(v_n), \text{wt}_1(v_n), \text{wt}_2(v_n)) = (\lambda^n, \text{Re}(\mu^n), \text{Im}(\mu^n)), \quad n \geq 0, \quad \text{(twisted vector weight)}.$$ 

iv) The weight functions are well defined on monomials. They are additive on (Lie or associative) products of monomials, e.g., $\text{Wt}(ab) = \text{Wt}(a) + \text{Wt}(b)$, where $a, b$ are monomials of $\mathbf{A}$.

v) Let $w$ be a monomial, then $\text{WtR}(w) = (\text{wt}(w), \text{Re}(\text{swt}(w)), \text{Im}(\text{swt}(w)))$.

**Proof.** Let us check the last claim. Let $w$ be a pivot element, the equality follows by definition. Now, the relation extends to all monomials by additivity.

As a first application, we establish $\mathbb{N}_0^3$-gradations.
Theorem 6.2. The Lie superalgebra \( Q = \text{Lie}(v_0, v_1, v_2) \) and its associative hull \( A = \text{Alg}(v_0, v_1, v_2) \) are \( \mathbb{N}_0^3 \)-graded by multidegree in the generators \( \{v_0, v_1, v_2\} \):

\[
Q = \bigoplus_{n_1,n_2,n_3 \geq 0} Q_{n_1,n_2,n_3}, \quad A = \bigoplus_{n_1,n_2,n_3 \geq 0} A_{n_1,n_2,n_3}.
\]

Proof. By Lemma 6.1, the generators have the following vector weights:

\[
\text{Wt}(v_0) = (1, 1, 1), \quad \text{Wt}(v_1) = (\lambda, \mu, \bar{\mu}), \quad \text{Wt}(v_2) = (\lambda^2, \mu^2, \bar{\mu}^2).
\]

For any \( n_1, n_2, n_3 \geq 0 \), let \( Q_{n_1,n_2,n_3} \subset Q \) be the subspace spanned by all Lie products of multidegree \( (n_1, n_2, n_3) \) in \( \{v_0, v_1, v_2\} \). By Lemma 6.1 all \( v \in Q_{n_1,n_2,n_3} \) have the same vector weight:

\[
\text{Wt}(v) = n_1 \text{Wt}(v_0) + n_2 \text{Wt}(v_1) + n_3 \text{Wt}(v_2).
\]

Elements of \( Q_{n_1,n_2,n_3} \subset W(A_L) \) are infinite linear combinations of pure Lie monomials having the same vector weight. Since \( \text{Wt}(v_0), \text{Wt}(v_1), \text{Wt}(v_2) \) are linearly independent, different components \( Q_{n_1,n_2,n_3} \) and \( Q_{n'_1,n'_2,n'_3} \) have different vector weights, hence their elements are expressed via different sets of pure Lie monomials. Hence, the sum of the components is direct. The \( \mathbb{N}_0^3 \)-gradation follows by definition of these components.

Given a nonzero homogeneous element \( v \in A_{n_1,n_2,n_3}, n_1, n_2, n_3 \geq 0 \), we define its multidegree (vector) and a (total) degree:

\[
\text{Gr}(v) = (n_1, n_2, n_3) \in \mathbb{N}_0^3 \subset \mathbb{R}^3, \quad \deg(v) = n_1 + n_2 + n_3.
\]

We put it in space using standard coordinates \( (X_1, X_2, X_3) \in \mathbb{R}^3 \), which we also call multidegree coordinates. Thus, we write \( \text{Gr}(v) = (n_1, n_2, n_3) = (X_1, X_2, X_3) \). We also introduce complex weight coordinates \( (Z_1, Z_2, Z_3) = \text{Wt}(v) \in \mathbb{C}^3 \) and real twisted (weight) coordinates \( (Y_1, Y_2, Y_3) = \text{WtR}(v) \in \mathbb{R}^3 \).

Using Lemma 6.1 we introduce transition matrices:

\[
B = \begin{pmatrix}
\text{Wt}^T(v_0), \text{Wt}^T(v_1), \text{Wt}^T(v_2)
\end{pmatrix} = \begin{pmatrix}
1 & \lambda & \lambda^2 \\
1 & \mu & \mu^2 \\
1 & \bar{\mu} & \bar{\mu}^2
\end{pmatrix}, \quad (17)
\]

\[
C = \begin{pmatrix}
\text{WtR}^T(v_0), \text{WtR}^T(v_1), \text{WtR}^T(v_2)
\end{pmatrix} = \begin{pmatrix}
1 & \lambda & \lambda^2 \\
1 & \frac{\mu}{\lambda} & \frac{\mu^2}{\lambda^2} \\
0 & \frac{\bar{\mu}}{\lambda} & \frac{\bar{\mu}^2}{\lambda^2}
\end{pmatrix} \approx \begin{pmatrix}
1 & 1.521 & 2.313 \\
1 & -0.761 & -0.157 \\
0 & 0.858 & -1.306
\end{pmatrix}.
\]

Lemma 6.3.

\[
B^{-1} = \begin{pmatrix}
\frac{2/\lambda}{3\lambda^2-1} & \frac{2/\mu}{3\mu^2-1} & \frac{2/\bar{\mu}}{3\bar{\mu}^2-1} \\
\frac{2/\mu}{3\mu^2-1} & \frac{2/\lambda}{3\lambda^2-1} & \frac{2/\bar{\mu}}{3\bar{\mu}^2-1} \\
\frac{2/\bar{\mu}}{3\bar{\mu}^2-1} & \frac{2/\bar{\mu}}{3\bar{\mu}^2-1} & \frac{2/\lambda}{3\lambda^2-1}
\end{pmatrix}.
\]

Proof. Using the formula of the inverse matrix, one computes the inverse of Vandermonde’s matrix (alternatively, a direct check shows that \( B \cdot (\text{the matrix below}) = I \):

\[
B^{-1} = \begin{pmatrix}
\frac{\mu\bar{\mu}}{(\lambda-\mu)(\lambda-\bar{\mu})} & \frac{\lambda\bar{\mu}}{(\lambda-\mu)(\lambda-\bar{\mu})} & \frac{\lambda\mu}{(\lambda-\mu)(\lambda-\bar{\mu})} \\
\frac{\lambda\mu}{(\lambda-\mu)(\lambda-\mu)} & \frac{\mu\bar{\mu}}{(\lambda-\mu)(\lambda-\bar{\mu})} & \frac{\lambda\bar{\mu}}{(\lambda-\mu)(\lambda-\bar{\mu})} \\
\frac{\mu\bar{\mu}}{(\lambda-\mu)(\lambda-\mu)} & \frac{\lambda\mu}{(\lambda-\mu)(\lambda-\mu)} & \frac{\mu\bar{\mu}}{(\lambda-\mu)(\lambda-\mu)}
\end{pmatrix}.
\]

Using Viet’s formulas and \( (18) \), we treat the denominators in the columns above as follows: \( (\lambda-\mu)(\lambda-\bar{\mu}) = \lambda^2 - (\mu+\bar{\mu})\lambda + \mu\bar{\mu} = \lambda^2 - (-\lambda)\lambda + 2/\lambda = 3\lambda^2 - 1 \).

One also has

\[
C^{-1} \approx \begin{pmatrix}
0.221 & 0.779 & 0.298 \\
0.256 & -0.256 & 0.484 \\
0.168 & -0.168 & -0.447
\end{pmatrix}.
\]

Lemma 6.4. Let \( v \in A \) be a monomial with the multidegree coordinates \( \text{Gr}(v) = (X_1, X_2, X_3) \in \mathbb{N}_0^3 \). Let \( \text{Wt}^T(v) = (Z_1, Z_2, Z_3) \) and \( \text{WtR}^T(v) = (Y_1, Y_2, Y_3) \) be the respective weight and twisted coordinates. Then

i) \( (Y_1, Y_2, Y_3) = (Z_1, \text{Re} Z_2, \text{Im} Z_2) \);

ii) \( Z_1 \in \mathbb{R} \) and \( Z_3 = \bar{Z}_2 \);

iii) \( \text{Wt}^T(v) = B \cdot \text{Gr}^T(v) \);
iv) $\text{WtR}^T(v) = C \cdot \text{Gr}^T(v)$.

Proof. The first two claims follow from Lemma 6.1. By assumption, $v$ is a product that involves $X_1$ factors $v_0$, $X_2$ factors $v_1$, and $X_3$ factors $v_2$. We check the last two claims using additivity and \[ \text{Wt}^T(v) = X_1 \text{Wt}^T(v_0) + X_2 \text{Wt}^T(v_1) + X_3 \text{Wt}^T(v_2) = B \cdot \begin{pmatrix} X_1 \\ X_2 \\ X_3 \end{pmatrix}. \]

\[ \square \]

**Corollary 6.5.** Let $(X_1, X_2, X_3) \in \mathbb{R}^3$ be a point of space in standard coordinates. We introduce its weight coordinates $(Z_1, Z_2, Z_3)$ and twisted coordinates $(Y_1, Y_2, Y_3)$ using formulas of Lemma.

Consider the axis $OY_1 \subset \mathbb{R}^3$ which is determined by $Y_2 = Y_3 = 0$ in terms of the twisted coordinates.

**Lemma 6.6.** The axis $OY_1$ is determined by the vector $(2/\lambda, \lambda, 1)$ in terms of the standard coordinates.

Proof. Since, $Z_2 = Y_2 + iY_3$, the condition $Y_2 = Y_3 = 0$ is equivalent to $Z_2 = Z_3 = 0$. We take $\text{Wt}(v) = (1, 0, 0)$ and use claim (iii) of Lemma 6.4 and Lemma 6.3. The axis $OY_1$ is determined by the vector:

$$\text{Gr}^T(v) = B^{-1} \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} = \frac{1}{3\lambda^2 - 1} \begin{pmatrix} 2/\lambda \\ \lambda \\ 1 \end{pmatrix}. \]

\[ \square \]

**Lemma 6.7.** The axis $OY_1$ does not contain the lattice points $\mathbb{Z}^3 \subset \mathbb{R}^3$ in terms of the standard coordinates $(X_1, X_2, X_3)$, except the origin $O = (0, 0, 0)$.

Proof. Consider a lattice point $O \neq (n_1, n_2, n_3) = A \in \mathbb{Z}^3 \subset \mathbb{R}^3$. Assume that $A$ belongs to $OY_1$. Then $(n_1, n_2, n_3) = r(2/\lambda, \lambda, 1)$ for some $r \in \mathbb{R}$. Hence $\lambda = n_2/n_3 \in \mathbb{Q}$, a contradiction with irrationality of $\lambda$. \[ \square \]

**Lemma 6.8.** Let $\sigma = \log_{|\mu|}\lambda \approx 3.068$. The pivot elements $\{v_n \mid n \geq 0\}$ belong to a paraboloid-like surface with equation in twisted coordinates:

$$Y_1 = (Y_2^2 + Y_3^2)^{\sigma/2}. \]

Proof. By Lemma 6.1 $\text{Wt}(v_n) = (Z_1, Z_2, Z_3) = (\lambda^n, \mu^n, \bar{\mu}^n)$ and $\text{WtR}(v_n) = (Y_1, Y_2, Y_3) = (Z_1, \text{Re} Z_2, \text{Im} Z_2)$, $n \geq 0$. Then

$$Y_2^2 + Y_3^2 = |Z_2|^2 = |\mu|^{2n}; \]

$$Y_1 = Z_1 = \lambda^n = \lambda^{1/2 \log_{|\mu|}(Y_2^2 + Y_3^2)} = (Y_2^2 + Y_3^2)^{1/2 \log_{|\mu|}\lambda}. \]

\[ \square \]

**Lemma 6.9.** The multidegree coordinates of the pivot elements $\text{Gr}(v_n) = (X_1, X_2, X_3)$ are as follows:

$$\begin{pmatrix} X_1 \\ X_2 \\ X_3 \end{pmatrix} = \frac{\lambda^n}{3\lambda^2 - 1} \begin{pmatrix} 2/\lambda \\ \lambda \\ 1 \end{pmatrix} + \frac{\mu^n}{3\mu^2 - 1} \begin{pmatrix} 2/\mu \\ \mu \\ 1 \end{pmatrix} + \frac{\bar{\mu}^n}{3\bar{\mu}^2 - 1} \begin{pmatrix} 2/\bar{\mu} \\ \bar{\mu} \\ 1 \end{pmatrix}, \quad n \geq 0. \]

Proof. We use Lemma 6.3, Lemma 6.1, and Lemma 6.3

$$\text{Gr}^T(v_n) = B^{-1} \text{Wt}^T(v_n) = B^{-1} \begin{pmatrix} \lambda^n \\ \mu^n \\ \bar{\mu}^n \end{pmatrix} \]

$$= \frac{\lambda^n}{3\lambda^2 - 1} \begin{pmatrix} 2/\lambda \\ \lambda \\ 1 \end{pmatrix} + \frac{\mu^n}{3\mu^2 - 1} \begin{pmatrix} 2/\mu \\ \mu \\ 1 \end{pmatrix} + \frac{\bar{\mu}^n}{3\bar{\mu}^2 - 1} \begin{pmatrix} 2/\bar{\mu} \\ \bar{\mu} \\ 1 \end{pmatrix}. \]

\[ \square \]

**Corollary 6.10.** The total degrees of the pivot elements in the generators $\{v_0, v_1, v_2\}$ are as follows

$$\text{deg}(v_n) = \frac{4\lambda^2 + \lambda + 6}{26} \lambda^n + \frac{4\mu^2 + \mu + 6}{26} \mu^n + \frac{4\bar{\mu}^2 + \bar{\mu} + 6}{26} \bar{\mu}^n, \quad n \geq 0. \]

Proof. By definition of the degree, $\text{deg}(v_n) = X_1 + X_2 + X_3$, the sum of the multidegree coordinates, the latter are computed in Theorem. By (10), $2/\lambda + \lambda + 1 = \lambda^2 + \lambda$. A direct check in the field $\mathbb{Q}[\lambda]$ shows that

$$\frac{\lambda^2 + \lambda}{3\lambda^2 - 1} = \frac{4\lambda^2 + \lambda + 6}{26}. \]

The same computations are valid for the remaining roots $\mu, \bar{\mu}$. \[ \square \]
7. \( Q \) is finely \( \mathbb{N}_0^3 \)-graded and just infinite, its generating functions

The second example in [13] yields a \( \mathbb{Z}^3 \)-graded Lie superalgebra with at most one-dimensional components. Similarly, the Lie superalgebra constructed in [16] is \( \mathbb{Z}^2 \)-graded with at most one-dimensional components. Now, we establish a similar fact, that components of the multidegree \( \mathbb{Z}^3 \)-grading of the Lie superalgebra \( Q \) are at most one-dimensional (Theorem 7.2). This implies that the \( \mathbb{Z}^3 \)-grading of \( Q \) is fine (see definitions in [16]). We also prove that \( Q \) is just infinite but not hereditary just infinite, the same properties were established for the example [18]. At the end of this section we supply computations of generating functions for \( Q \). Figure 1 below gives a geometric illustration of the results and proofs of the paper.

**Lemma 7.1.** Let \( \tau : A \to A \) be the shift endomorphism. Consider a multihomogeneous element \( 0 \neq v \in A \) with \( \text{Gr}(v) = (n_1, n_2, n_3) \), \( n_1, n_2, n_3 \geq 0 \). Then
\[
\text{Gr}(\tau(v)) = (2n_3, n_1 + n_3, n_2).
\]

**Proof.** The relation \([v_0^3, v_1] = -v_3\) implies that \(\text{Gr}(v_3) = (2, 1, 0)\). By assumption, \(v\) is a linear combination of products involving \(n_1, n_2, n_3\) factors \(v_0, v_1, v_2\), respectively. Since \(\tau\) is an endomorphism, \(\tau(v)\) is a linear combination of products involving \(n_1\) factors \(\tau(v_0) = v_1, n_2\) factors \(\tau(v_1) = v_2\), and \(n_3\) factors \(\tau(v_2) = v_3\). Using additivity of the multidegree function, we get
\[
\text{Gr}(\tau(v)) = n_1 \text{Gr}(v_1) + n_2 \text{Gr}(v_2) + n_3 \text{Gr}(v_3) = n_1(1, 0, 0) + n_2(0, 1, 0) + n_3(2, 1, 0) = (2n_3, n_1 + n_3, n_2).
\]

**Theorem 7.2.** Components of the \( \mathbb{N}_0^3 \)-gradation \( Q = \bigoplus_{n_1, n_2, n_3 \geq 0} Q_{n_1, n_2, n_3} \) by multidegree in the generators \( \{v_0, v_1, v_2\} \) (Theorem 0.2) are at most one-dimensional.

**Proof.** Recall that the standard monomials and the false monomials are the quasi-standard monomials. Let us list all quasi-standard monomials of length at most 4, of the first type: \(\{v_0, v_1, v_2, x_0^3 v_3, x_0^2 x_1^2 v_4\}\), and of the second type: \(\{x_0 v_2, x_1 v_3, x_2 v_4\}\). We shall prove a more general fact, namely, that different quasi-standard monomials have different multidegrees.

We make an observation. Let \(v\) be a quasi-standard monomial. We can present it as \(v = x_0^\alpha \tau(v')\), where \(\alpha \in \{0, 1\}\), \(\tau\) the shift endomorphism, and \(v'\) is a quasi-standard monomial of length less by one (and of the same type as a rule). There is one exception: \(v = v_0\), let us treat it now. One has the multidegree \(\text{Gr}(v_0) = (1, 0, 0)\). So, the standard monomials with the same multidegree must contain the only factor \(v_0\). Thus, the only standard monomial of the same multidegree is \(v_0\). It remains to compare with multidegrees of the false monomials. (First, consider the false monomials of small length. We have \(\text{Gr}(x_0 v_2) = (-1, 0, 2)\); using \([v_1^2, v_2] = -v_3\) we get \(\text{Gr}(x_0 v_4) = (-1, 2, 1)\) and \(\text{Gr}(x_0 x_1 v_4) = (-1, 3, 1)\); since \(v_2^2 = x_3 v_5\) we get \(\text{Gr}(x_0 x_3 v_5) = (-1, 0, 2)\). Let \(v\) be a false monomial of length \(n \geq 5\). Being of the same multidegree implies that it has the same weight. But by Corollary 8.2, \(\text{wt}(u) > \lambda^{n-5} \geq 1 = \text{wt} v_0\).)

By way of contradiction, assume that \(u \neq v\) are quasi-standard monomials of the same multidegree, i.e. \(\text{Gr}(u) = \text{Gr}(v)\). Also, assume that in this counterexample the minimum of lengths of \(u, v\) is the minimum possible. By the observation above, \(u = x_0^\alpha \tau(u') = x_0^\beta \tau(v')\), where \(u', v'\) are quasi-standard monomials of the same types and of lengths less by one and \(\alpha, \beta \in \{0, 1\}\). Let \(\text{Gr}(u') = (n_1, n_2, n_3)\) and \(\text{Gr}(v') = (m_1, m_2, m_3)\). Since \(\text{Gr}(x_0) = (-1, 0, 0)\), using Lemma 7.1 we have
\[
\text{Gr}(u) = (2n_3 - \alpha, n_1 + n_3, n_2) = (2m_3 - \beta, m_1 + m_3, m_2) = \text{Gr}(v).
\]
Since \(\alpha, \beta \in \{0, 1\}\) we conclude that \(n_3 = m_3\) and \(\alpha = \beta\), then also \(n_1 = m_1\) and \(n_2 = m_2\). Hence, \(\text{Gr}(u') = \text{Gr}(v')\). By minimality of the example, \(u' = v'\). Therefore, \(u = v\), a contradiction.

**Corollary 7.3.** Let \(u, w\) be standard monomials of \(Q\) such that \(\text{wt} u = \text{wt} w\). Then \(u = w\).

**Proof.** Consider respective multidegrees and assume that \(\text{Gr} u = (n_1, n_2, n_3) \neq \text{Gr} w = (m_1, m_2, m_3)\). Then \(\text{wt} u = n_1 + n_2 \lambda + n_3 \lambda^2 = \text{wt} w = m_1 + m_2 \lambda + m_3 \lambda^2\) and \((m_3 - n_3) \lambda^2 + (m_2 - n_2) \lambda + (m_1 - n_1) = 0\), a contradiction with the fact that \(\lambda\) satisfies an irreducible polynomial of degree 3. Hence, \(\text{Gr} u = \text{Gr} w\). By Theorem, \(u = w\).

**Theorem 7.4.** The Lie superalgebra \(Q\) is just infinite.

**Proof.** Let \(I\) be a nonzero ideal of \(Q\) and \(0 \neq a \in I\). By Corollary 7.3
\[
a = \nu_1 w_1 + \cdots + \nu_m w_m \in I, \quad 0 \neq \nu_j \in K, \quad w_j\text{ are standard monomials, } \text{wt} w_1 < \cdots < \text{wt} w_m.
\]
Let us prove by induction on \( m \) that some pivot element belongs to \( I \). We shall multiply (13) by monomials, the senior term \( w_m \) will be transformed into a senior term, we shall keep its coefficient nonzero. By Theorem 7.2, the terms move to different at most one-dimensional multihomogeneous components. Hence, we get a similar decomposition (13) with the same (or smaller) number of terms \( m \). Consider the senior term \( w_m = x_{i_1} \cdots x_{i_k} v_n, i_1 < \cdots < i_k \). Then \( [v_{i_k}, \ldots, v_{i_1}, w_m] = v_n \) is a senior term of \([v_{i_k}, \ldots, v_{i_1}, a] \). Thus, we get a pivot element \( w'_m = v_n \) in (13). If \( m' = 1 \), the base of induction is proved.

By our arguments, we can assume that the senior term in (13) is \( w_m = v_n \). Using \([v_{n-1}, v_{n-1}, v_n] = -v_{n+2}, 0, v_n \), we can make \( n \) arbitrary big. Since we always multiply by homogeneous monomials, we either keep the following difference or it is even getting smaller in case the smallest term disappear: \( wt w_{m'} - wt w'_1 \leq wt w_m - wt w_1 = C \). Thus, \( wt w' \geq wt w'_1 - C = \lambda^n - C \), and the last number exceeds \( \lambda^{n-1} = wt v_{n-1} \) for sufficiently large \( n \). Hence, we can consider that all standard monomials in (13) are of length at least \( n \). On the other hand, using \( wt w_j \leq wt w_m = wt v_n = \lambda^n \) and the lower estimates of Lemma 8.1, we can have only standard monomials of the first type of length at most \( n + 4 \) and of the second type of length at most \( n + 3 \). Take a standard monomial \( w = r_{k-2} v_k \), where \( n \leq k \leq n + 5 \), of our decomposition (13) and assume that it has a factor \( x_i \) where \( i < n \). Then \( x_i v_{n+2} \in Q \) is a standard monomial of the first type and we get a new senior term \([x_i v_{n+2}, v_n] = -x_i x_i x_{n+1} x_{n+2} v_n + v_{n+5} = 0 \) (Lemma 4.1) while \([x_i v_{n+2}, w] = \pm [x_i v_{n+2}, x_i v'_{k-2} k] = 0 \), thus reducing the number of monomials, and we apply the inductive assumption.

It remains to consider a few standard monomials with restrictions on lengths above having no factors \( x_i, i < n \). We compute their weights, monomials of the second type: \( wt(x_{n+1} v_{n+3}) = wt(v^3_n) = 2 \lambda^n \), \( wt(x_{n+2}) = 2 \lambda^{n-1} \) and of the first type: \( wt(x_{n+3} v_{n+1} v_{n+4}) \geq \lambda^n (\lambda^3 - 1) = \lambda^n (\lambda + 1) \), \( wt(x_{n+1} v_{n+1} v_{n+4}) \geq \lambda^n (\lambda^3 - \lambda - 1) = \lambda^n (\lambda^2 + \lambda - 1) > \lambda^n \), and \( \{v_{n+2}, v_{n+1}, v_n\} \). These monomials except \( v_n \) cannot appear because their weights exceed the weight of the senior term \( wt w_m = wt v_n = \lambda^n \). Hence, our decomposition consists of a unique pivot element \( v_n \).

Thus, we have \( v_N \in Q \) for a large integer \( N \). By Lemma 4.1, \([v_N, v_N] = -v_{N+2} \in I \) and \( b = [v_{N-2}, v_N] = -x_{N-2} x_{N-1} x_{N+3} \in I \), \( [v_N, v_{N-1}, v_{N-2}, b] = -v_{N+3} \in I \) by induction. We derive that \( v_k \in I \) for \( k \geq N + 2 \). Fix \( k \geq N + 2 \), using claim (v) of Lemma 4.1 we get

\[
[r_{k-1} v_{k+2}, v_k] = r_{k-1} [v_{k+2}, v_k] = -[r_{k-1} x_k v_{k+1} x_{k+2} v_{k+5}] \in I.
\]

Multiplying by \( v_k \) and (or) \( v_{k+1}, v_{k+2} \) we get all standard monomials of the first type of length \( k + 5 \geq N + 7 \). Using (formal) squares, we get \( v^2_{n-3} = x_{n-2} v_n \in I \) for all \( n \geq N + 5 \). In case char \( K \neq 2 \) we also get

\[
[r_{n-6} v_{n-3}, x^*_{n-5} v_{n-3}] = \pm 2 r_{n-6} x_{n-5} x_{n-2} v_{n-3} = \pm 2 r_{n-6} x_{n-5} x_{n-2} v_{n} \in I, \quad n \geq N + 10.
\]

We proved that \( I \) contains all basis monomials of lengths \( n \geq N + 10 \). Therefore, \( \dim Q/I \) is bounded by a finite number of basis monomials of length at most \( N + 9 \).

\[\square\]

**Lemma 7.5.** The Lie superalgebra \( Q \) is not hereditary just infinite.

**Proof.** Fix \( m \geq 1 \). Let \( Q(m) \subset Q \) be the linear span of its basis monomials of length at least \( m \), so \( v_0 \notin Q(m) \). By multiplication rules (see Section 3), \( Q(m) \) is an ideal of \( Q \). Observe that the ideal \( Q(m) \subset Q \) has a finite codimension. In particular, \( Q = \langle v_0 \rangle \oplus Q(1) \) and \( \dim Q/Q(1) = 1 \). Let \( I = x_0 Q(m) \) be the subspace of \( Q(m) \) spanned by its basis monomials involving \( x_0 \). Since \( x_0 \) can be deleted only by \( v_0 \) that does not belong to \( Q(m) \), we see that \( J \) is an abelian ideal of \( Q(m) \). Since \( v_i \in Q(m) \setminus J \) for all \( i \geq m \), we conclude that \( \dim Q(m)/J = \infty \) and the ideal \( Q(m) \) is not just infinite. \[\square\]

Let \( A = \oplus_{n, m, k} A_{nmk} \) be a \( Z^3 \)-graded algebra, one has an induced \( Z \)-gradation: \( A = \oplus_a A_n \), where \( A_l = \oplus A_{nmk}. \) Define respective generating functions:

\[
\mathcal{H}(A, t_1, t_2, t_3) = \sum_{n, m, k} \dim A_{nmk} t_1^n t_2^m t_3^k;
\]

\[
\mathcal{H}(A, t) = \sum_n \dim A_n t^n = \mathcal{H}(A, t, t, t).
\]
Using somewhat recursive structure of the basis of \( Q \) (Theorem 5.1), computer calculations yield the following series:

\[
\mathcal{H}(Q, t_1, t_2, t_3) = t_1 + t_2 + t_3 + t_1^2 + t_1 t_2 + t_1 t_3 + t_2^2 + t_2 t_3 + t_3^2 \\
+ t_1^3 + t_1 t_2^2 + t_1 t_3^2 + t_1^2 t_2 + t_1^2 t_3 + t_2^3 + t_2 t_3 + t_3^3 \\
+ t_1^4 + t_1 t_2^3 + t_1 t_3^3 + t_1^2 t_2^2 + t_1^2 t_3^2 + t_1^3 t_2 + t_1^3 t_3 + t_2^4 + t_2^2 t_3 + t_2 t_3^2 + t_3^4 \\
+ t_1^5 + t_1 t_2^4 + t_1 t_3^4 + t_1^2 t_2^3 + t_1^2 t_3^3 + t_1^3 t_2^2 + t_1^3 t_3^2 + t_1^4 t_2 + t_1^4 t_3 + t_2^5 + t_2^3 t_3 + t_2^2 t_3^2 + t_2 t_3^3 + t_3^5 + \cdots
\]

\[
\mathcal{H}(Q, t) = 3t + 6t^2 + 7t^3 + 11t^4 + 14t^5 + 15t^6 + 17t^7 + 18t^8 + 21t^9 + 25t^{10} \\
+ 25t^{11} + 26t^{12} + 30t^{13} + 32t^{14} + 33t^{15} + 35t^{16} + 35t^{17} + 35t^{18} + 38t^{19} + 39t^{20} \\
+ 38t^{21} + 38t^{22} + 39t^{23} + 43t^{24} + 44t^{25} + 42t^{26} + 47t^{27} + 51t^{28} + 50t^{29} + 53t^{30} + \cdots
\]

**Figure 1.** Three small read vectors at origin are generators \( v_0, v_1, v_3 \). Dots show standard monomials of \( Q \) (first type – green, second – blue). Pivot elements are red, marked by red dashed arrows, and belong to small "paraboloid". Two "paraboloids" are cut by plane of fixed weight.

8. **Bounds on weights, growth, and paraboloid for Lie superalgebra \( Q \)**

In this section, we establish estimates on weights and superweights of standard monomials of the Lie superalgebra \( Q \). Using these estimates we specify the growth of \( Q \) (Theorem 5.4) and prove that the standard monomials are situated in a region of space restricted by a surface of rotation close to a cubic paraboloid (Theorem 5.5 see Fig. 1). Below, \( \lambda, \mu \) are the roots of the characteristic polynomial (Section 6).
Lemma 8.1. We have estimates for weights of the quasi-standard monomials of the first and second type:

\[
1.3\lambda^{n-5} < \text{wt}(r_{n-3}v_n) \leq \lambda^n, \quad n \geq 0;
\]
\[
1.1\lambda^{n-4} < \text{wt}(r_{n-5}x_{n-2}v_n) \leq 2\lambda^{n-3}, \quad n \geq 2.
\]

Proof. One checks that \((\lambda-1)^{-1} = (\lambda^2 + \lambda)/2\). The upper bound \(\text{wt}(r_{n-3}v_n) \leq \lambda^n, n \geq 0\), is trivial. First, consider a tail \(r_m = x_0^{\xi_0} \cdots x_m^{\xi_m}, \xi_i \in \{0, 1\}\), and find a bound on its weight:

\[
\text{wt}(r_m) \geq -\left(\lambda^0 + \lambda^1 + \cdots + \lambda^m\right) - \frac{\lambda^{m+1}}{\lambda - 1} = -\frac{\lambda^{m+1}(\lambda^2 + \lambda)}{2} = -\frac{\lambda^{m+3} + \lambda^{m+2}}{2}, \quad m \geq 0.
\]

This bound is formally valid for \(m = -1, -2, -3\). Using (19), we get:

\[
\text{wt}(r_{n-3}v_n) > -\frac{\lambda^n + \lambda^{n-1}}{2} + \lambda^n = \frac{\lambda^{n-1}(\lambda - 1)}{2} > 1.3\lambda^{n-5}, \quad n \geq 0,
\]

because \(\lambda^3(\lambda - 1)/2 \approx 1.39\). For monomials of the second type, one has an upper bound

\[
\text{wt}(r_{n-5}x_{n-2}v_n) \leq \lambda^n - \lambda^{n-2} = \lambda^{n-3}(\lambda^3 - \lambda) = \lambda^{n-3}(\lambda + 2 - \lambda) = 2\lambda^{n-3}, \quad n \geq 2.
\]

Using (19) and \(\lambda(3 - \lambda)/2 \approx 1.12\), we check the lower bound for monomials of the second type:

\[
\text{wt}(r_{n-5}x_{n-2}v_n) > -\frac{\lambda^{n-2} + \lambda^{n-3}}{2} - \lambda^{n-2} + \lambda^n = \lambda^{n-3}(-3/2\lambda - 1/2 + \lambda^3)
\]
\[
= \lambda^{n-3}(-3/2<\lambda - 1/2 + \lambda) = \lambda^{n-3}3 - \frac{\lambda}{2} > 1.1\lambda^{n-4}, \quad n \geq 2.
\]

\[
\square
\]

Corollary 8.2. Let \(w\) be a quasi-standard monomial of length \(n \geq 0\). Then

\[
\lambda^{n-5} < \text{wt} w \leq \lambda^n.
\]

Lemma 8.3. Let \(w\) be a quasi-standard monomial of length \(n \geq 0\). Then \(|\text{swt} w| < 7|\mu|^n|\).

Proof. Write monomials of both types as \(w = r_{n-2}v_n, n \geq 0\). Below, we use that \(|\mu| \approx 1.14656\):

\[
|\text{swt} w| = |\text{swt}(r_{n-2}v_n)| \leq |\mu|^n + \sum_{i=0}^{n-2} |\mu|^i < |\mu|^n + \frac{|\mu|^{n-2}}{1 - 1/|\mu|} = |\mu|^n \left(1 + \frac{1}{|\mu|^2 - |\mu|}\right) < 7|\mu|^n.
\]

\[
\square
\]

Theorem 8.4. Consider the Lie superalgebra \(Q = \text{Lie}(v_0, v_1, v_2)\) over an arbitrary field \(K\). Then

\[
\text{GKdim } Q = \text{GKdim } Q = \log_2 \approx 1.6518.
\]

Proof. Let us find an upper bound on the weight growth function \(\tilde{\gamma}_Q(m)\) which counts standard monomials \(w\) such that \(\text{wt} w \leq m\), where \(m \geq 1\). Consider such a monomial \(w\) of length \(n\). By Corollary 8.2 \(\lambda^{n-5} < \text{wt} w \leq m\), hence \(n \leq n_0 = [\log_\lambda m] + 5\). Counting standard monomials of both types of length at most \(n_0\), we get a desired upper bound

\[
\tilde{\gamma}_Q(m) \leq 3 + \sum_{n=2}^{n_0} 2^{n-2} + \sum_{n=4}^{n_0} 2^{n-4} < 3 + 2^{n_0-1} + 2^{n_0-3} < 2^{n_0} \leq 2^{\log_\lambda m + 5} = 32m^{\log_\lambda 2}.
\]

Fix \(m \geq 1\). Set \(n = [\log_\lambda m]\). Consider all monomials \(w = r_{n-3}v_n\) of the first type of length \(n\). By Corollary 8.2 \(\text{wt} w \leq \lambda^n \leq m\). Counting all such monomials we get a lower bound in case of any characteristic:

\[
\tilde{\gamma}_Q(m) \geq 2^{n-2} \geq 2^{\log_\lambda m - 3} = 2^{-3}m^{\log_\lambda 2}.
\]

\[
\square
\]

Theorem 8.5. Put \(\sigma = \log_{|\mu|} \lambda \approx 3.068\). The points of space depicting the (quasi)standard monomials of the Lie superalgebra \(Q\) are inside an "almost cubic paraboloid", which equation is written in terms of the twisted coordinates \(\text{WtR}(w) = (Y_1, Y_2, Y_3)\):

\[
\sqrt{Y_2^2 + Y_3^2} < 14\sqrt{Y_1}.
\]

Proof. Let \(w\) be a standard monomial of \(Q\) of length \(n \geq 0\) and the weight coordinates \(\text{Wt}(w) = (Z_1, Z_2, Z_3) = (\text{wt} w, \text{swt} w, \text{swt} w)\). By Corollary 8.2 \(\lambda^{n-5} \leq \text{wt} w = Z_1\), thus \(n \leq \log_\lambda Z_1 + 5\). By Lemma 8.3 we get

\[
|Z_2| = |\text{swt} w| < 7|\mu|^n < 7|\mu|^{\log_\lambda Z_1 + 5} < 7|\mu|^{5Z_1^{\log_\lambda |\mu|}} < 14Z_1^{1/\sigma},
\]

using \(7|\mu|^5 \approx 13.89 < 14\). Applying Lemma 6.4 we get a transition to the twisted coordinates

\[
Y_2^2 + Y_3^2 = (\text{Re } Z_2)^2 + (\text{Im } Z_2)^2 = |Z_2|^2 < 196\lambda^{2/\sigma} = 196Y_1^{2/\sigma}.
\]

\[
\square
\]
Figure 1 shows a paraboloid but with a smaller constant 3. We have a weaker bound.

**Corollary 8.6.** The monomials of $Q$ are inside of a cubic paraboloid:

$$\sqrt{Y_2^2 + Y_3^2} < 14\sqrt{Y_1}.$$ 

**Proof.** We use that $\sigma > 3$ and $Y_1 = Z_1 = wt w \geq 1$ for any standard monomial $w$. □

**Corollary 8.7.** Consider the "almost cubic paraboloid" of Theorem.

i) The volume of a part of the paraboloid cut by plane $Y_1 \leq m$ is equal to

$$\text{Volume}(m) = \text{Const} \cdot m^{\log_3 2}, \quad m \geq 1.$$ 

ii) Asymptotically, a nonzero share of lattice points inside the paraboloid corresponds to monomials of $Q$.

**Proof.** We have a figure of rotation: $0 \leq Y_1 \leq m$, $\sqrt{Y_2^2 + Y_3^2} \leq R(Y_1) = 14Y_1^{1/\sigma}$ with a volume:

$$\text{Volume}_{(Y_1, Y_2, Y_3)}(m) = \int_0^m \pi R^2(y) dy = \int_0^m \pi 196y^{2/\sigma} = \frac{196\pi}{1 + 1/\sigma} m^{1+2/\sigma},$$

where $1 + 2/\sigma = 1 + 2 \log_3 |\mu| = \log_3(\lambda|\mu|^2) = \log_3 2$, by Viet’s formulas. Compute volume of the same figure in terms of the standard coordinates: $\text{Volume}_{(X_1, X_2, X_3)}(m) = \text{Volume}_{(Y_1, Y_2, Y_3)}(m)/\det C$, because $C$ makes a transition between these coordinates. A number of lattice points $\mathbb{Z}^3$ (in the standard coordinates) inside the figure is asymptotically equal to $\text{Volume}_{(X_1, X_2, X_3)}(m)$.

On the other hand, by the proof of Theorem 8.4 on the growth of $Q$, we have a lower polynomial bound with the same degree. Recall that the multihomogeneous components of $Q$ are at most one-dimensional (Theorem 7.2). Thus, a nonzero share of the lattice points inside the paraboloid correspond to monomials of $Q$. □

### 9. Poisson superalgebra $P$

In this section, we define a Poisson superalgebra $P(V_0, V_1, V_2)$, determined (actually, generated) by the Lie superalgebra $Q = \text{Lie}(v_0, v_1, v_2)$.

Recall our basic construction. We take the Grassmann algebra $\Lambda = \Lambda(x_i | i \geq 0)$ and consider its generators and respective superderivatives $\{x_i, \partial_i | i \geq 0\} \subset \text{End}_1 \Lambda$. They satisfy the commutation relations:

$$[\partial_i, x_j] = \delta_{ij}, \quad [x_i, x_j] = [\partial_i, \partial_j] = 0, \quad i, j \geq 0. \quad (20)$$

Next, we defined the pivot elements:

$$v_i = \partial_i + x_i x_{i+1} (\partial_{i+3} + x_{i+3} x_{i+4} (\partial_{i+6} + x_{i+6} x_{i+7} (\partial_{i+9} + \cdots))) \in \text{Der} \Lambda, \quad i \geq 0. \quad (21)$$

Now, consider the Grassmann superalgebra $H_\infty = \Lambda(x_i, y_i | i \geq 0)$ which is turned into a Poisson superalgebra by a bracket determined by relations:

$$\{y_i, x_j\} = \delta_{i,j}, \quad \{x_i, x_j\} = \{y_i, y_j\} = 0, \quad i, j \geq 0. \quad (22)$$

We obtain the bracket:

$$\{f, g\} = (-1)^{|f|-1} \sum_{i=1}^\infty \left( \frac{\partial f}{\partial x_i} \frac{\partial g}{\partial y_i} + \frac{\partial f}{\partial y_i} \frac{\partial g}{\partial x_i} \right), \quad f, g \in H_\infty.$$ 

Next, we define a completion of $H_\infty$. Denote by $\Xi$ the set of all tuples $\alpha = (\alpha_i | \alpha_i \in \{0, 1\}, i \geq 0)$ with finitely many nonzero entries. Denote by $\epsilon_i \in \Xi$ the tuple with unique 1 on the $i$th place, $i \geq 0$. Let $\alpha \in \Xi$, then put $|\alpha| = \sum_{i \geq 0} \alpha_i$, $\bar{\alpha} = \max \{i \geq 0 \mid \alpha_i \neq 0\}$, and $x^\alpha = \prod_{i \geq 0} x_i^{\alpha_i} \in H_\infty$, $y^\alpha = \prod_{i \geq 0} y_i^{\alpha_i} \in H_\infty$, products being taken in increasing order. Let $\alpha \in \Xi$ and for some $i \geq 0$ we have $\alpha_i = 0$, then we consider that $x^{\alpha-\epsilon_i} = 0$. Below we assume that all degree tuples $\alpha, \beta$ belong to $\Xi$. Consider the following completion of $H_\infty$ that consists of all infinite formal sums:

$$\hat{H}_\infty = \left\{ \sum_{\alpha < \beta} \lambda_{\alpha, \beta} x^\alpha y^\beta \mid \lambda_{\alpha, \beta} \in K \right\}.$$
Since below $y_i$s will be substituted by derivatives, we define differential operators of finite order $k$:
\[
\hat{H}^k_\infty = \left\{ \sum_{\alpha < \beta, |\beta|=k} \lambda_{\alpha,\beta} x^\alpha y^\beta \mid \lambda_{\alpha,\beta} \in \mathbb{K} \right\}, \quad k \geq 0;
\]
\[
\mathbf{H} = \bigoplus_{k=0}^\infty \hat{H}^k_\infty.
\]

Lemma 9.1. We formally extend the products of $H_\infty$ onto $\hat{H}_\infty$. Then

i) $\hat{H}_\infty$ is a Poisson superalgebra;

ii) $\mathbf{H} \subset \hat{H}_\infty$ is its subalgebra.

Proof. Clearly, the associative product is well defined. We check that the Poisson bracket is also well defined:
\[
\{ \sum_{\alpha < \beta} \lambda_{\alpha,\beta} x^\alpha y^\beta, \sum_{\alpha' < \beta'} \mu_{\alpha',\beta'} x^{\alpha'} y^{\beta'} \} = \sum_{\alpha < \beta} \lambda_{\alpha,\beta} \mu_{\alpha',\beta',\alpha''} \left( \sum_{i \leq \beta''} \pm x^{\alpha' - \epsilon_i} y^{\beta'} x^{\alpha''} y^{\beta''} - \epsilon_i + \sum_{i \leq \alpha'' < \beta''} \pm x^{\alpha'} y^{\beta' - \epsilon_i} x^{\alpha''} y^{\beta''} \right)
\]
\[
= \sum_{\alpha,\beta, \alpha', \beta', \beta''} \sum_{i < \beta'} \pm \lambda_{\alpha',\beta'} \mu_{\alpha'',\beta''} \lambda_{\alpha,\beta} + \sum_{i < \beta''} \pm \lambda_{\alpha',\beta} \mu_{\alpha'',\beta''} \gamma_i x^{\alpha'} y^{\beta'},
\]
where the signs $\pm$ are uniquely determined. While deleting $y_i$ above, we have either $i < \beta'$ or $i < \beta''$, the latter yield a factor $y_i$ with $i < j$, inherited by $y^\beta$. Hence, $\alpha < \beta$ and the product belongs to $H_\infty$.

Let $f \in \hat{H}_\infty^k$, $g \in \hat{H}_\infty^m$, $k, m \geq 0$. By computations above, $f \cdot g \in \hat{H}_\infty^{k+m}$ and $\{f, g\} \in \hat{H}_\infty^{k+m-1}$. Thus, $\mathbf{H}$ is a subalgebra.

The next elements will be referred to as the pivot elements as well:
\[
V_i = y_i + x_i x_{i+1} (y_{i+3} + x_{i+3} x_{i+4} (y_{i+6} + x_{i+6} x_{i+7} (y_{i+9} + \cdots))) \in \hat{H}_\infty^1 \subset \mathbf{H}, \quad i \geq 0. \tag{23}
\]

Let $\pi : \Lambda \to H_\infty$ be the natural embedding. Namely, consider a monomial $x^\alpha \in \Lambda$, $\alpha \in \Xi$. Then $\pi$ maps $x^\alpha \in \Lambda$ on the same $x^\alpha \in H_\infty$. So, we identify a tail $r_m \in \Lambda$ with the respective element $r_m \in H_\infty$. Also, we define the mapping on pure derivatives $\pi(x^\alpha \partial_i) = x^\alpha y_i \in \hat{H}_\infty^1 \subset \mathbf{H}$, for all $i \geq 0$, $\alpha \in \Xi$, $\alpha < i$. We extend the mapping onto infinite sums. In particular, we get $\pi(v_i) = V_i$ for all $i \geq 0$. We have images of the standard monomials:
\[
\pi(r_{n-3}v_n) = r_{n-3}V_n, \quad n \geq 0;
\]
\[
\pi(r_{n-5}x_{n-2}v_n) = r_{n-5}x_{n-2}V_n, \quad n \geq 3.
\]

Lemma 9.2. The mapping $\pi : Q = \text{Lie}(v_0, v_1, v_2) \to \text{Lie}(V_0, V_1, V_2) \subset \hat{H}_\infty^1 \subset \mathbf{H}$ is an isomorphic embedding onto a Lie subsuperalgebra of the Poisson superalgebra $\mathbf{H}$.

Proof. Observe that the Lie brackets $[20]$ and $[22]$ are "the same". We conclude that the Lie brackets on the pivot elements $[21]$ and their images $[23]$ are "the same", thus $\pi([v_i, v_j]) = \{V_i, V_j\}$ for all $i, j \geq 0$. The same observation applies to the standard monomials and their images.

Now we define a Poisson subalgebra $\mathbf{P} = \text{Poisson}(V_0, V_1, V_2) \subset \mathbf{H}$ generated by $\{V_0, V_1, V_2\}$. Recursive relation $[23]$ is rewritten as:
\[
V_i = y_i + x_i x_{i+1} V_{i+3}, \quad i \geq 0. \tag{24}
\]

Lemma 9.3. Using the associative product only, the elements $\{x_i, V_i \mid i \geq 0\} \subset \mathbf{H}$ freely generate a Grassmann algebra in the same variables.

Proof. Observe that both terms in $[24]$ are odd, they anticommute, and their squares are equal to zero. Thus, we get $V_i^2 = 0$, $i \geq 0$. □

Lemma 9.4. Let $\text{char} \, K = 2$. Then $\mathbf{P}$ is Poisson superalgebra, namely, it has a formal square on the odd part and satisfy the additional axioms for $\text{char} \, K = 2$. □
Proof. Let us discuss a formal square that should be defined on the odd part of \( P \). First, define a formal square on the odd part of \( H_\infty \). Since \((ad x_i)^2 = (ad y_i)^2 = 0\), we put \( x_i^{[2]} = y_i^{[2]} = 0, i \geq 0 \). By the additional axiom (Subsection 5.1), \( w^{[2]} = 0 \), where \( w \) is any monomial in \( \{x_i, y_i | i \geq 0\} \) of odd length, on the other hand, one checks that \((ad w)^2 = 0\). Similar to the restricted Lie algebras [29], this leads to a formal square on the whole of the odd components of \( H_\infty \) and \( \tilde{H}_\infty \). One checks that it satisfies the additional axiom, as was remarked above, it is sufficient to verify it on a basis consisting of words in \( \{x_i, y_i | i \geq 0\} \). Next, we restrict the formal square to \( P \) and see that it coincides with the regular square on \( Q \). Finally, by the additional axiom, a formal square on the whole of the odd part of \( P \) does not lead to new monomials, i.e. \( P \) is spanned by products of the basis of \( Q \).

Define Poisson superalgebras \( P_i = \text{Poisson}(V_i, V_{i+1}, V_{i+2}) \subset H, i \geq 0 \), so \( P_0 = P \). We extend the shift endomorphism \( \tau : Q \to Q \) onto \( P \) by \( \tau(1) = 1 \) and \( \tau(w_1 \cdots w_m) = \tau(w_1) \cdots \tau(w_m) \), where \( w_j \in Q \).

**Corollary 9.5.** Let \( P = \text{Poisson}(V_0, V_1, V_2) \). Then

i) \( V_i \in P, i \geq 0 \);

ii) \( \tau^i : P \to P_i \) is an isomorphism for any \( i \geq 0 \);

iii) we get a proper chain of isomorphic Poisson superalgebras:

\[
P = P_0 \supseteq P_1 \supseteq \cdots \supseteq P_i \supseteq P_{i+1} \supseteq \cdots, \quad \cap_{n=0}^{\infty} P_i = \langle 1 \rangle_K.
\]

iv) \( P \) is infinite dimensional.

10. Bases of Poisson superalgebra \( P \) and associative hull \( A \)

In this section, we find bases for \( P \) and \( A \). In case \( \text{char} K \neq 2 \), we prove that for a filtration of \( A \) one has \( \text{gr} A \cong \mathbb{P} \), in particular, both algebras have "the same" bases.

For a series of previous examples of (self-similar) (restricted) Lie (super)algebras, bases for respective associative hulls were not found [53, 57, 56, 51, 52]. Instead, we considered bigger (restricted) Lie (super)algebras \( \mathbb{R} \supset \mathbb{R} \) whose bases were given by quasi-standard monomials and we determined and used bases of their associative hulls \( A = \text{Alg}(\mathbb{R}) \supset A \). The virtue of the example of a Lie superalgebra of linear growth [13] is that for the first time, we were able to describe explicitly a basis of the associative hull. Now, we are also able to describe bases of \( A \) and \( P \).

Consider a filtration \( \{A^m | m \geq 0\} \) of \( A \), where \( A^m \) is spanned by all at most \( m \)-fold products of standard monomials of the Lie superalgebra \( Q, m \geq 0 \). Define the associated graded algebra

\[
\text{gr} A = \bigoplus_{m=0}^{\infty} A_m, \quad \text{where} \quad A_m = A^m / A^{m-1}, m \geq 0, \quad A^{-1} = \{0\}.
\]

Similarly, let \( P_m \subset P \) denote the linear span of all \( m \)-fold products of the standard monomials of \( Q \), where \( m \geq 0 \). We get a direct sum \( P = \bigoplus_{m=0}^{\infty} P_m \), which is not a grading of a Poisson superalgebra because one has \( \{P_n, P_m\} \subset P_{n+m-1}, n, m \geq 1 \).

**Theorem 10.1.** Let \( \text{char} K \neq 2 \). A basis of the Poisson superalgebra \( P = \text{Poisson}(V_0, V_1, V_2) \) is given by the unit and the following monomials:

\[
x_0^{\alpha_0} x_1^{\alpha_1} \cdots x_n^{\alpha_n} y_0^{\beta_0} y_1^{\beta_1} \cdots y_{n-1}^{\beta_{n-1}} y_n, \quad \alpha_i, \beta_i \in \{0, 1\}, \quad n \geq 0,
\]  

\[(n \text{ will be referred to as the length}) \text{ where } \alpha_i \text{s satisfy the following restrictions:}
\]

i) let \( \beta_{n-1} = \beta_{n-2} = 1, \beta_0, \ldots, \beta_{n-2} \text{ take all combinations;}
\]

ii) let \( \beta_{n-1} = 1, \beta_{n-2} = 0, \text{ then at least one of } \{\alpha_{n-4}, \alpha_{n-3}, \alpha_{n-2}\} \text{ is zero;}
\]

iii) let \( \beta_{n-1} = 0, \beta_{n-2} = 1, \text{ then at least one of } \{\alpha_{n-3}, \alpha_{n-2}\} \text{ is zero;}
\]

iv) let \( \beta_{n-1} = \beta_{n-2} = 0, \text{ then either } \alpha_{n-2} = 0 \text{ or } \alpha_{n-3} = \alpha_{n-4} = 0;
\]

v) let \( \beta_{n-1} = \cdots = \beta_0 = 0 \text{ then we have the standard monomials of Theorem 5.1.}
\]

vi) we exclude finitely many monomials (of degree at most 10) that are products involving series of standard monomials related with false monomials, see an algorithm below.

**Proof.** Using the basis of the free Poisson superalgebra [64], we conclude that \( P \) is spanned by all products of the standard monomials of \( Q \) (Theorem 5.1). Now, we consider all possible at most 3-fold products of the standard monomials, the first monomial being of lengths \( n \), and two optional monomials being of lengths
There are technical considerations because the monomials are of two types, we omit this arguments. One obtains restrictions (i–iv). If a product involves only one standard monomial, we get (v).

We need to exclude products that involve false monomials. A series of standard monomials is the set of the standard monomials with a head \( V_n \) (i.e. the length \( n \)) and a neck \( x_n^{-2} \) fixed (so, the type is also fixed) while the tail takes all allowed values so that we do not get a false monomial. We have the series of the standard monomials related to false monomials:

\[
\begin{align*}
\hat{x}_0 V_2, & \quad \{\hat{x}_0 x_1^2 V_4\}, \quad \hat{x}_0 x_3 V_5, \quad \{\hat{x}_0 x_1^2 x_2 x_3 V_7\}, \\
\{\hat{x}_0 x_1 x_2^2 \hat{x}_3 x_4^2 V_7\}, & \quad \{\hat{x}_0 x_1^2 x_2 x_3 x_4 x_5 x_8 V_{10}\},
\end{align*}
\]

where \( \hat{\cdot} \) denotes that the series cannot contain all the letters with this sign, \( * \) denotes that all powers are possible. Above, the first line contains all the series, that are simply described as not containing \( x_0 \). There are some more series, actually consisting of one element, of the standard monomials not containing \( x_0 \):

\[
V_0, \quad V_1, \quad x_1 V_3, \quad x_2 V_4.
\]

We consider a basis of \( \mathbf{P} \) as obtained by products of different series of the standard monomials. The series of the standard monomials except \( (25) \) and \( (27) \) have arbitrary powers of \( x_0 \). Observe that, multiplying by them remove all restrictions of \( (25) \).

Thus, restrictions arise for products of the series, that include at least one \( (25) \) and optionally some \( (27) \). Of course, we take only products without squares of any letters. One obtains finitely many families of monomials \( (25) \) with restrictions on powers of the \( x_i \)'s. This leads to a finite list of monomials excluded from \( (25) \).

\[ \square \]

Remark 4. Consider char \( K = 2 \). A basis of \( \mathbf{Q} \) consists of the standard monomials of the first type and squares of the pivot elements (Corollary 5.2), the latter give a specific influence on a basis of \( \mathbf{P} \). Recall that by the additional axiom (Subsection 2.4), a formal square does not lead to new monomials, i.e. \( \mathbf{P} \) is spanned by products of the basis of \( \mathbf{Q} \). For our purposes, we give only the following rough description of a basis of \( \mathbf{P} \).

Corollary 10.2. Let char \( K = 2, \) and \( \mathbf{P} = \text{Poisson}(V_0, V_1, V_2) \subset H. \) Then

i) \( \mathbf{P} \) is contained in a span of monomials \( (25) \):

ii) monomials \( (25) \) with \( n \geq 8, \) \( \alpha_{n-1} = \alpha_{n-2} = 0, \) and arbitrary \( \alpha_0, \ldots, \alpha_{n-3}, \beta_0, \ldots, \beta_{n-1} \in \{0, 1\} \) are linearly independent and belong to \( \mathbf{P} \).

Proof. We take the standard monomials of the first type \( x_0^{\alpha_0} \cdots x_n^{\alpha_{n-3}} V_n \in \mathbf{Q}, \) where \( n \geq 8, \) and multiply by arbitrary powers of \( V_0, \ldots, V_{n-1}. \)

\[ \square \]

Theorem 10.3. Let char \( K \neq 2, \) consider the associative hull \( \mathbf{A} = \text{Alg}(v_0, v_1, v_2) \subset \text{End}(A). \) Then

i) a basis of \( \mathbf{A} \) consists of the unit and the replica of monomials \( (26) \):

\[
\begin{align*}
x_0^{\alpha_0} v_1^{\alpha_1} \cdots x_n^{\alpha_{n-2}} v_0^{\beta_0} v_1^{\beta_1} \cdots v_{n-1}^{\beta_{n-1}} v_n, & \quad \alpha_i, \beta_i \in \{0, 1\}, \ n \geq 0,
\end{align*}
\]

\[ (28) \]

that obey to all restrictions of Theorem 10.7 (\( n \) will be referred to as the length);

ii) \( \mathbf{A}^m \) modulo \( \mathbf{A}^{m-1} \) is spanned by products \( w_1 \cdots w_m \) of standard monomials \( w_i \in \mathbf{Q} \) of strictly decreasing lengths, where \( m \geq 1; \)

iii) one has a natural isomorphisms of vector spaces \( \mathbf{A}_m \cong \mathbf{P}_m, \ m \geq 0; \)

iv) \( \text{gr} \mathbf{A} \) has a natural structure of a Poisson superalgebra and \( \text{gr} \mathbf{A} \cong \mathbf{P}. \)

Proof. Let us prove (ii) by induction on \( m. \) The cases \( m = 0, 1 \) are clear. Let \( m \geq 2. \) Fix a total order \( \prec \) on the standard monomials that obeys to their lengths. Consider a product \( w_1 w_2 \cdots w_m \in \mathbf{A}^m, \) where \( w_i \) are standard monomials. Since the commutator of two different monomials \( [w_i, w_{i+1}] \in \mathbf{Q} \) is expressed via standard monomials, we can superpermutate these monomials modulo \( \mathbf{A}^{m-1}. \) Thus, we assume that \( w_1 \geq w_2 \geq \cdots \geq w_m. \) Suppose that we obtain two elements of the same length \( n, \) we treat such a product:

\[
w_i w_{i+1} = r_{n-1} v_n, \ r_n v_n = \pm r_{n-1} r_{n-1} v_n^2 = \pm \frac{1}{2} r_{n-1} r_{n-1} [v_n, v_n]
\]

Thus, products containing such pairs belong to \( \mathbf{A}^{m-1} \) and we apply the inductive assumption. As a result, we get products of standard monomials with strictly decreasing lengths, (ii) is proved.
By (ii), $A^m$ modulo $A^{m-1}$ is spanned by $m$-fold products of the standard monomials as follows:

$$r_{n_1-1}v_{n_1} \cdot r_{n_2-1}v_{n_2} \cdots r_{n_m-1}v_{n_m}, \quad n = n_1 > n_2 > \cdots > n_m \geq 0, \quad m \geq 1. \quad (29)$$

Now, we move all Grassmann letters in (29) to the left. We proceed as follows. Let $x_i$ be a Grassmann variable in a standard monomial $r_{n_j-1}v_{n_j}$, $j \geq 2$, then $i < n_j$. The standard monomials before it in (29) have lengths greater than $n_j$, thus, greater than $i$. By (4), $x_i$ supercommutes with the preceding heads $\{v_{n_k} \mid 1 \leq k < j\}$, and while moving all Grassmann letters to the left we obtain no additional terms. Since the associative algebra $P$ is supercommutative, $P_m$ is spanned by ordered $m$-fold products of standard monomials the same as (29) (one only needs to replace $v_i$ by $v_i's$). Both products are reordered (both yield zeros provided that a Grassmann letter appears twice) to obtain respective bases in the same way, one of them being given by the list (24) under the specified restrictions. We get isomorphisms of vector spaces $\rho_m : A_m = A^m/A^{m-1} \cong P_m$ for all $m \geq 0$. We get an isomorphism $\rho : \text{gr} A \cong P$, a check shows that this is an isomorphism of associative superalgebras. Applying $\rho^{-1}$ to monomials (25), we get Claim (i). Since $\text{gr} A$ is supercommutative, we supply it with a bracket as follows. Let $a = w_1 \cdots w_n \in A^n \setminus A^{n-1}$ and $b = w'_1 \cdots w'_m \in A^m \setminus A^{m-1}$, where $w_i; w'_j$ are standard monomials of $Q$, $n, m \geq 1$. Observe that the order in such products influences the sign only. Denote by $\bar{a}, \bar{b}$ the respective images in $A_n = A^n/A^{n-1}$ and $A_m = A^m/A^{m-1}$. Put

$$\{\bar{a}, \bar{b}\} = [a, b] \pmod{A^{n+m-2}} = \sum_{p \neq q} \left( \prod_{i \neq p} w_i \prod_{j \neq q} w'_j \right) [w_i, w'_j] \in A^{n+m-1}(\pmod{A^{n+m-2}}).$$

This bracket satisfies the Leibnitz rule because it came from a supercommutator of an associative algebra that satisfies the Leibnitz rule. We get an isomorphism of Poisson superalgebras $\text{gr} A \cong P$ because the brackets coincide on $Q$ that generate both algebras as associative algebras, thus yielding (iv). \hfill \square

**Corollary 10.4.** Let char $K = 2$.

i) The associative algebra $A = \text{Alg}(v_0, v_1, v_2)$ has a basis the same as in other characteristics (28).

ii) We have a proper inclusion of Poisson superalgebras $P \subsetneq \text{gr} A$.

**Proof.** Let us show that all standard monomials of the second type belong to $A$ by repeating the arguments of the proof of Theorem 5.1. Recall that $x_{n-2} v_n \in Q \subset A$ for all $n \geq 3$, thus yielding all standard monomials of the second type of length at most $5$. Let $n \geq 6$, then

$$x^*_{n-6} v_{n-3} \cdot x^*_{n-5} v_{n-2} = x^*_{n-6} x^*_{n-5} v_{n-3}^2 = r_{n-6} x^*_{n-5} x_{n-2} v_n \in A, \quad n \geq 6.$$ 

We obtain all monomials of the second type except the cases when $r_{n-6} v_{n-3}$ is false (of the first type). a) The case of a false monomial of the first type of length 4, we get the required standard monomials of the second type of length 7 by $x^*_{i} v_{i+3} = x^*_{i} x^*_{i+3} \cdot x^*_{i+3} v_{i+4} \in A$. b) Consider that $r_{n-6} v_{n-3}$ is a false monomial of the first type of length 7. We get all standard monomials of the second type of length 10, i.e. those that contain at most two of the letters $\{x_0, x_2, x_3\}$ by:

$$x^*_{i} x^*_{i+3} x^*_{i+1} v_{i+5} \cdot x^*_{i+3} v_{i+7} = x^*_{i} x^*_{i+3} x^*_{i+1} x^*_{i+7} x^*_{i+1} v_{i+10} \in A;$$

$$x^*_{i} x^*_{i+1} x^*_{i+3} v_{i+5} \cdot x^*_{i+3} v_{i+7} = x^*_{i} x^*_{i+1} x^*_{i+3} x^*_{i+7} x^*_{i+1} v_{i+10} \in A;$$

$$x^*_{i} x^*_{i+3} x^*_{i+1} v_{i+5} \cdot x^*_{i+7} v_{i+10} = x^*_{i} x^*_{i+3} x^*_{i+1} x^*_{i+7} x^*_{i+1} v_{i+10} \in A.$$ 

Now, the arguments on products of standard monomials of both types (29) above yield the same basis of $A$ as that in case char $K \neq 2$.

To prove the second claim recall that respective products of $P$ similar to (29) contain only standard monomials of the first type and squares of the pivot elements. As a result, in the case $m = 1$ we get $P_1 \subsetneq A_1 = A^{1}/A^{0}$. \hfill \square

**Lemma 10.5.** Define $A_i = \text{Alg}(v_i, v_{i+1}, v_{i+2}) \subset \text{End} A$ for $i \geq 0$. Then

i) $\tau^i : A \rightarrow A_i$ is an isomorphism for any $i \geq 0$;

ii) we get a proper chain of isomorphic associative superalgebras:

$$A = A_0 \supsetneq A_1 \supsetneq \cdots \supsetneq A_{i+1} \supsetneq \cdots, \quad \bigcap_{n=0}^{\infty} A_i = \{0\}.$$ 

**Theorem 10.6.** Let char $K \neq 2$. The Poisson superalgebra $P$ admits an algebraic quantization.
Proof. Consider a polynomial extension \( \Lambda^{(t)} = K[t] \otimes_K \Lambda(x_i | i \geq 0) \), where \( t \) commutes with the Grassmann variables. As above, \( \partial_i \) denote the superderivative \( \partial_i(x_j) = \delta_{i,j}, i, j \geq 0 \). Let \( x_i^{(t)} \) be the operator of the left multiplication by \( tx_i \) on \( \Lambda^{(t)}, i \geq 0 \). These operators anticommute except for nontrivial relations:

\[
[\partial_i, x_j^{(t)}]_{(t)} = \partial_i x_j^{(t)} + x_j^{(t)} \partial_i = t \delta_{i,j}, \quad (x_i^{(t)})^2 = 0, \quad \partial_i^2 = 0, \quad i \geq 0. \tag{30}
\]

Below we omit the indices \( x_i^{(t)} = x_i, i \geq 0 \). Let elements of the Lie superalgebra \( Q \) act on \( \Lambda^{(t)} \) using relations above. Their respective Lie products are sums of commutators of pure Lie monomials, the latter involving one commutator of type (30). Thus, \( Q^{(t)} = K[t] \otimes_K Q \) is supplied with a deformed Lie superbracket:

\[
[f(t) \otimes a, g(t) \otimes b]_{(t)} = t \cdot f(t) g(t) \otimes [a, b], \quad f(t), g(t) \in K[t], \quad a, b \in Q.
\]

The actions of \( Q^{(t)} \) generate an associative superalgebra \( A^{(t)} = \text{Alg}(Q^{(t)}) \subset \text{End} \Lambda^{(t)} \). One checks that \( A^{(t)} = K[t] \otimes_K Q \), where elements of \( A \) commute using the deformed superbracket.

Similarly, we define the deformed Poisson superalgebra \( H^{(t)} = K[t] \otimes_K \Lambda(x_i, y_i | i \geq 0) \) with the deformed superbracket is uniquely determined by relations:

\[
\{y_i, x_j\}_{(t)} = t \delta_{i,j}, \quad \{x_i, x_j\}_{(t)} = \{y_i, y_j\}_{(t)} = 0, \quad i, j \geq 0. \tag{31}
\]

We continue our considerations above and construct the deformed Poisson superalgebra \( P^{(t)} = K[t] \otimes_K P \), the bracket \( \{\cdot, \cdot\}_{(t)} \) obeying to (31).

Let \( \{\mathcal{A}^m | m \geq 0\} \) be the filtration discussed in Theorem 10.3. By its arguments \( \{K[t] \otimes_K \mathcal{A}^m | m \geq 0\} \) is a filtration of \( (\mathcal{A}) \). By construction, \( A^{(t)} \) and \( P^{(t)} \) are free left \( K[t] \)-modules with ”the same” bases (28).

Repeating arguments of Theorem 10.3 we get an isomorphism of associative superalgebras \( \text{gr} A^{(t)} \cong P^{(t)} \).

We identify the vector spaces \( A^{(t)} = P^{(t)} \), this will be our algebraic quantization. Let \( \ast \) be the associative product of \( A^{(t)} \) and \( \cdot \) the associative product of \( P^{(t)} \). Consider \( a = w_1 \cdots w_n \in A^{n-1}A^n \) and \( b = w'_1 \cdots w'_m \in A^{m-1}A^m \), where \( w_i, w'_j \) are standard monomials of \( Q \), \( n, m \geq 1 \). Denote respective images \( \bar{a} \in A^n/A^{n-1} \cong P_n \), and \( \bar{b} \in A^m/A^{m-1} \cong P_m \). Permuting two basis elements yields a factor \([w_i, w_j]_{(t)} = t[w_i, w_j] \in tA^{(t)} t\), we simply write \( O(t) \). We have

\[
a \ast b = \bar{a} \cdot \bar{b} \quad (\text{mod } t).
\]

Similarly, products of \( A^{(t)} \) that involve either two commutators e.g. \([w_i, w_j]_{(t)} \), or a triple commutator in \( w_i, w'_j \) yield a factor \( t^2 \). Thus, such products belong to \( t^2 A^{(t)} \), we simply write \( O(t^2) \). We have

\[
a \ast b - (-1)^{|a||b|} b \ast a = \sum_{p, q} \pm \left( \prod_{i \neq p} w_i \prod_{j \neq q} w'_j \right) [w_i, w'_j]_{(t)} \quad (\text{mod } O(t^2))
\]

\[
= t \sum_{p, q} \pm \left( \prod_{i \neq p} w_i \prod_{j \neq q} w'_j \right) [w_i, w'_j] \quad (\text{mod } O(t^2))
\]

\[
= t[a, b] \quad (\text{mod } O(t^2)) = t\{\bar{a}, \bar{b}\} \quad (\text{mod } O(t^2)).
\]

\[\square\]

11. Weights, growth, and paraboloid for superalgebras \( P \) and \( A \)

In this section, we establish bounds on weights of algebras \( P \) and \( A \), prove that both algebras have a polynomial growth, and determine positions of their multihomogeneous \( \mathbb{N}_0^n \)-components in space.

In Section 9 we defined different weight functions on the Lie superalgebra \( Q \). Since these functions are determined by the weights of the letters \( \{x_i, y_i | i \geq 0\} \), these functions are extended onto \( P \) by additivity. A Poisson monomial is a product in the letters \( \{x_i, y_i | i \geq 0\} \), they are either even or odd with respect to \( \mathbb{Z}_2 \) superalgebra grading. The next result is proved as Theorem 0.2.

**Lemma 11.1.** The Poisson superalgebra \( P = \text{Poisson}(V_0, V_1, V_2) \) is \( \mathbb{N}_0^3 \)-graded by multidegree in the generators \( \{V_0, V_1, V_2\} \):

\[
P = \bigoplus_{n_1, n_2, n_3 \geq 0} P_{n_1, n_2, n_3}.
\]

Below, \( \lambda, \mu \) are the roots of the characteristic polynomial (Section 0). Since \( P \) and \( A \) have the same bases (they differ only in case \( \text{char } K = 2 \)), the proofs below are given only in case of \( P \).

**Lemma 11.2.** Let \( w \) be a monomial (25) of \( P \) (or a monomial (28) of \( A \)) of length \( n, n \geq 0 \). Then

\[
\lambda^{n-5} < \text{wt } w < 2\lambda^{n+1}, \quad |\text{swt } w| < 8|\mu|^n, \quad n \geq 0.
\]
Proof. Recall that \( w \) arises from a product of standard monomials, one of them of length \( n \), each monomial being of positive weight. Thus, the lower bound on the weight function follows from the lower bound of Corollary 8.4. We compute the upper bound, using that \( (\lambda - 1)^{-1} \approx 1.92 < 2 \).

\[
\text{wt}(x_0^{\alpha_0} \cdots x_{n-2}^{\alpha_{n-2}} V_0^{\beta_0} \cdots V_{n-1}^{\beta_{n-1}} V_n) \leq \sum_{i=0}^{n} \lambda^i < \frac{\lambda^{n+1}}{\lambda - 1} < 2\lambda^{n+1}, \quad n \geq 0.
\]

Observe that \( \text{swt}(x_i^{\alpha_i} V_i^{\beta_i}) = \mu^i (\beta_i - \alpha_i) \in \{0, \pm \mu^i\} \) for all \( i \geq 0 \). Then

\[
|\text{swt}(x_0^{\alpha_0} \cdots x_{n-2}^{\alpha_{n-2}} V_0^{\beta_0} \cdots V_{n-1}^{\beta_{n-1}} V_n)| \leq \sum_{i=0}^{n} |\mu|^i < \frac{|\mu|^n}{1 - 1/|\mu|} < 8|\mu|^n,
\]

where we used that \((1 - 1/|\mu|)^{-1} \approx 7.8 < 8.\]

\[\square\]

Theorem 11.3. Consider the Poisson superalgebra \( \mathbf{P} \) and associative hull \( \mathbf{A} \) over an arbitrary field. Then

\[
\text{GKdim} \mathbf{P} = \text{GKdim} \mathbf{P} = \text{GKdim} \mathbf{A} = \text{GKdim} \mathbf{A} = 2 \log_2 3 \approx 3.3036.
\]

Proof. Let us find an upper bound on the weight function \( \tilde{\gamma}_\mathbf{P}(m) \) which counts basis monomials \( w \) such that \( \text{wt} w \leq m \), where \( m \geq 1 \). Consider such a monomial \( w \) of length \( n \). By Lemma 11.2, \( \lambda^{n-5} < \text{wt} w \leq m \), hence \( n \leq n_0 = \lfloor \log_\lambda m \rfloor + 5 \). We get an upper bound by counting the number of all monomials (24) of length at most \( n_0 \)

\[
\tilde{\gamma}_\mathbf{P}(m) \leq 1 + \sum_{n=1}^{n_0} 2^{2n-1} < 1 + 2\left(\frac{2}{3}\right)^{4n_0} < 4^{n_0} \leq 4^{\log_\lambda m + 5} = 210 m^{2\log_\lambda 2}.
\]

Fix \( m \) and set \( n = \lfloor \log_\lambda (m/2) \rfloor - 1 \), we may assume that \( n \geq 8 \). By Corollary 10.2, monomials (24) of length \( n \) with \( \alpha_{n-1} = \alpha_{n-2} = 0 \) belong to a basis of \( \mathbf{P} \) in case of any characteristic. By Lemma 11.2, \( \text{wt} w < 2\lambda^{n+1} \leq m \). Our monomials \( w \) contain \( 2n - 2 \) arbitrary powers and their number yields a lower bound:

\[
\tilde{\gamma}_\mathbf{P}(m) \geq 2^{2n-2} \geq 2^{2\log_\lambda (m/2) - 6} = 2^{-6 - 2\log_\lambda 2} m^{2\log_\lambda 2}.
\]

\[\square\]

Theorem 11.4. Put \( \sigma = \log_{|\mu|} \lambda \approx 3.068 \). The lattice points of space corresponding to basis monomials of the Poisson superalgebra \( \mathbf{P} \) (or the associative hull \( \mathbf{A} \)) in terms of the standard (i.e. multidegree) coordinates are inside an "almost cubic paraboloid", given by an equation in terms of the twisted coordinates \( WtR(w) = (Y_1, Y_2, Y_3) \):

\[
\sqrt{Y_2^2 + Y_3^2} < 16 \sqrt[4]{Y_1}.
\]

Proof. Let \( w \) be a monomial (24) of \( \mathbf{P} \) of length \( n \geq 0 \) with the coordinates \( \text{Wt}(w) = (Z_1, Z_2, Z_3) = (\text{wt }w, \text{swt }w, \text{swwt }w) \). By Lemma 11.2, \( \lambda^{n-5} < \text{wt }w = Z_1 \), thus \( n < \log_\lambda Z_1 + 5 \). The second inequality of Lemma 11.2 yields

\[
|Z_2| = |\text{swt }w| < 8|\mu|^n < 8|\mu|^{\log_\lambda Z_1 + 5} = 8|\mu|^5 Z_1^{\log_\lambda |\mu|} < 16 Z_1^{1/\sigma},
\]

using \( 8|\mu|^5 < 15.86 < 16 \). By Lemma 5.4, we have relations \( Z_1 = Y_1 \) and \( Z_2 = Y_2 + iY_3 \). We obtain:

\[
\sqrt{Y_2^2 + Y_3^2} = |Z_2| < 16 Z_1^{1/\sigma} = 16Y_1^{1/\sigma}.
\]

\[\square\]

12. Jordan superalgebra \( \mathbf{J} \), its \( \mathbb{Z}^4 \)-grading and properties

Assume that \( \text{char } K \neq 2 \). Now we consider the Poisson superalgebra \( \mathbf{P} = \text{Poisson}(V_0, V_1, V_2) \), its Kantor double yields a Jordan superalgebra \( \mathbf{J} = \text{Kan}(\mathbf{P}) = \mathbf{P} \oplus \mathbf{P} \). In this section, we determine its properties. Namely, we establish a \( \mathbb{Z}^4 \)-grading of the Jordan superalgebra \( \mathbf{J} \), determine its growth, and determine positions of its basis monomials in \( \mathbb{R}^4 \).

First, let us determine its generators.

Lemma 12.1. The Jordan superalgebra \( \mathbf{J} = \text{Kan}(\mathbf{P}(V_0, V_1, V_2)) \) is generated by \( \{V_0, V_1, V_2, \bar{1}\} \).
Proof. Let $J = \text{Jord}(V_0, V_1, V_2, \bar{1}) \subset J$ be a Jordan superalgebra generated by \{\(V_0, V_1, V_2, \bar{1}\)\}. We identify $Q$ with $\text{Lie}(V_0, V_1, V_2)$ (Lemma 12.2). Let us prove by induction on $n$ that $V_n, \bar{V}_n \in J$ for all $n \geq 0$. Using Lemma 11.1, we get

\[
V_n \bullet \bar{1} = \bar{V}_n; \\
V_{n-1} \bullet V_n = (V_{n-1}, V_n) = -x_{n-1}V_{n+2}; \\
x_{n-1}V_{n+2} \bullet \bar{1} = x_{n-1}V_{n+2}; \\
V_{n-1} \bullet x_{n-1}V_{n+2} = (V_{n-1}, x_{n-1}V_{n+2}) = V_{n+2}.
\]

Similarly, for any standard monomial $w \in Q$ we show that $\bar{w}, \bar{\bar{w}} \in J$. Indeed, consider standard monomials $w_1, w_2 \in Q$ and suppose that $w_1, w_2 \in J \cap P$. Then $w = (w_1 \bullet 1) \bullet (w_2 \bullet 1) = \bar{w}_1 \bullet \bar{w}_2 = \{w_1, w_2\} \in J \cap P$. Recall that $P$ is spanned by products of standard monomials (proof of Theorem 10.1). Let $w_1, \ldots, w_m \in Q$ be standard monomials. Then $w = w_1 \cdots w_m = w_1 \cdot \cdots \cdot w_m \in J$ and $\bar{w} = w \cdot \bar{1} \in \bar{J}$. Therefore, $J = P \oplus \bar{P} = J$.

Corollary 12.2. $(V_{n-1} \bullet \bar{1}) \bullet (((V_{n-1} \bullet \bar{1}) \bullet (V_n \bullet \bar{1})) \bullet \bar{1}) = -V_{n+2}$, $n \geq 1$.

We extend the shift endomorphism $\tau : P \to P$ onto $J$ by $\tau(\bar{v}) = \tau(v), v \in P$. We get $\tau(\bar{1}) = \bar{1}$, and $\tau(V_i) = V_{i+1}$, for all $i \geq 0$. Define Jordan superalgebras $J_i = \text{Jord}(V_i, V_{i+1}, V_{i+2}, \bar{1})$ for all $i \geq 0$, so $J_0 = J$.

Corollary 12.3. Let $J = \text{Jord}(V_0, V_1, V_2, \bar{1})$. Then

i) $\{V_i \mid i \geq 0\} \subset J$;

ii) $\tau^i : J \to J_i$ is an isomorphism for any $i \geq 0$;

iii) we get a proper chain of isomorphic subalgebras:

\[
J = J_0 \supsetneq J_1 \supsetneq \cdots \supsetneq J_i \supsetneq J_{i+1} \supsetneq \cdots, \quad \bigcap_{n=0}^{\infty} J_i = \{1, \bar{1}\}.
\]

iv) $J$ is infinite dimensional;

v) $J$ is weakly special but not special.

Proof. The last claim follows from the known fact that the Kantor double of a Poisson superalgebra is weakly special (a more general similar fact for arbitrary Poisson brackets is established in [41]). On the other hand, the Kantor double is special if and only if the Poisson superalgebra is Lie nilpotent of class 2, namely, it satisfies the identity $\{X, \{Y, Z\}\} = 0$ [41], which is not true in our case.

We extend the weight functions of $Q$ and $P$ onto $J$ by setting $\text{wt}(\bar{1}) = 0$. Using Lemma 11.1, we get.

Lemma 12.4. The Jordan superalgebra $J = \text{Jord}(V_0, V_1, V_2, \bar{1})$ is $\mathbb{N}_0^3$-graded by a partial multidegree in \{\(V_0, V_1, V_2\)\}:

\[
J = \bigoplus_{n_1, n_2, n_3 \geq 0} J_{n_1, n_2, n_3}.
\]

Remark 5. Consider the case char $K = 2$. The Kantor double of the Poisson superalgebra $P$ yields an algebra with a binary operation $J = \text{Kan}(P)$. Similarly, below we can define an algebra with a binary operation $K = \text{Tor}(Q)$ as well. Probably, these superalgebras can be supplied with appropriate ternary operations and be considered as Jordan superalgebras in characteristic 2.

Now let us study $J$ in more details. A monomial of the Jordan superalgebra $J = P \oplus \bar{P}$ is either $w \in P$ or $\bar{w} \in \bar{P}$, where $w$ is a product in the letters \(\{x_i, V_i \mid i \geq 0\}\), such monomials are either even or odd with respect to the $\mathbb{Z}_2$-grading of the superalgebra. Below, formulas involving $J$ are written for $\mathbb{Z}_2$-homogeneous elements either of $P$ or $\bar{P}$.

Let $w \in J_{n_1, n_2, n_3}$ we keep the notation $\text{deg}(w) = n_1 + n_2 + n_3$, the total degree in the set \{\(V_0, V_1, V_2\)\}. Now we are going to introduce functions specific to the Jordan algebra $J$. Consider a monomial

\[
u = x_{i_1} \cdots x_{i_k} V_{j_1} \cdots V_{j_m} \in P, \quad i_1 < \cdots < i_k, \quad 0 \leq j_1 < \cdots < j_m, \quad m \geq 0.
\]

We count a multiplicity of the pivot elements in this record of $\nu \in P$ (or in its copy $\bar{\nu} = u \bullet \bar{1} \in \bar{P}$) by setting:

\[
\text{mult}_V(u) = \text{mult}_V(\bar{\nu}) = m.
\]
Let \( w \in J = P \oplus \bar{P} \), put
\[
\epsilon(w) = \begin{cases} 
0, & w \in P; \\
1, & w \in \bar{P}, 
\end{cases}
\]
where using \( \epsilon(w) \) we assume that either \( w \in P \) or \( w \in \bar{P} \). Define a specific Jordan weight function \( \text{jwt}(\ast) \):
\[
\text{jwt}(w) = 2 \text{mult}_V(w) - \epsilon(w), \quad w \in J.
\]

**Lemma 12.5.** The Jordan weight \( \text{jwt}(\ast) \) has the following properties. Let \( a, b \) be monomials of \( J \). Then

1. \( \text{jwt}(1) = 0 \);
2. \( \text{jwt}(\bar{1}) = -1 \);
3. \( \text{jwt}(V_j) = 2, \ j \geq 0 \);
4. \( \text{jwt}(V_j) = 1, \ j \geq 0 \);
5. \( 1 \leq \text{jwt}(a) \) for \( a \neq 1, \bar{1} \);
6. \( \text{jwt}(a \ast b) = \text{jwt}(a) + \text{jwt}(b) \) (i.e., the function is additive);
7. \( -1 \leq \text{jwt}(a) < 2 + 2 \log_a \text{wt}(a) \).

**Proof.** Items (i–iv) follow by definition. Consider (v), we observe that \( \text{mult}_V(a) \geq 1 \), hence \( \text{jwt}(a) \geq 1 \).

Let us prove the additivity. The cases \( a, b \in P \) and \( a \in P, b \in \bar{P} \) are trivial. Consider the case \( a, b \in \bar{P} \).

Then we can consider that \( a = a'(x)V_{i_1} \cdots V_{i_k}, i_1 < \cdots < i_k \) and \( b = b'(x)V_{j_1} \cdots V_{j_m}, j_1 < \cdots < j_m \), where \( a'(x), b'(x) \) are monomials in \( \{x_i \mid i \geq 0\} \). The product \( a \ast b \) is a linear combination of products, where the original factors are being kept except those of either \( \{V_{i_1}, V_{i_2}, \ldots, V_{i_k}\} = \sum_i c_i(x)V_i, c_i(x) \in \Lambda(x_i \mid i \geq 0) \) or \( \{V_{j_1}, V_{j_2}, \ldots, V_{j_m}\} = c(x) \in \Lambda(x_i \mid i \geq 0) \). In both cases, we lose one pivot letter \( V_i \), thus
\[
\text{jwt}(a \ast b) = 2(k + m - 1) = 2k - 1 + 2m - 1 = \text{jwt}(a) + \text{jwt}(b).
\]

Let us check bounds (vi). The lower bound follows from the definition (33). Let \( u \in P \) be a monomial of length \( n \geq 0 \), i.e., \( j_m = n \). Then \( \text{mult}_V(u) = m \leq n + 1 \). By Lemma 11.12, \( \lambda^{n-5} < \text{wt}(u) \). Hence, \( \text{mult}_V(u) < 6 + \log_\lambda \text{wt}(u) \). Finally, either \( a = u \) or \( a = \bar{u} \) and we apply (33). \( \square \)

**Lemma 12.6.** Consider the Jordan superalgebra \( J \) as generated by the set \( \{V_0, V_1, V_2, 1\} \). Let \( w \in J \) be a monomial with the multidegree coordinates \( \text{Gr}(w) = (X_1, X_2, X_3) \) and a (partial) degree \( \text{deg} w = X_1 + X_2 + X_3 \) (see Lemma 12.7). Then

1. there exists a well-defined degree \( \text{deg}_1(w) \) with respect to \( 1 \) for a monomial \( w \in J \);
2. \( \text{deg}_1(w) = 2 \text{deg} w - \text{jwt} w, \ w \in J; \)
3. \( \text{deg}_1(w) = 2(\text{deg} w - \text{mult}_V(w)) + \epsilon(w), \ w \in J; \)
4. \( \text{deg}_1(\ast) \) is additive on \( J \).

**Proof.** Let \( w \in J \) be a Jordan monomial, which involves \( X_1, X_2, X_3 \) factors \( V_0, V_1, V_2 \), respectively, and \( \text{deg}_1(w) \) factors \( 1 \). Using additivity of \( \text{jwt}(\ast) \) and its basic values \( \text{Lemma 12.5} \), we get
\[
\text{jwt}(w) = X_1 \text{jwt}(V_0) + X_2 \text{jwt}(V_1) + X_3 \text{jwt}(V_2) + \text{deg}_1(w) \text{jwt}(\bar{1}) = 2 \text{deg} w - \text{deg}_1(w);
\]
\[
\text{deg}_1(w) = 2 \text{deg} w - \text{jwt} w,
\]
thus proving (i), (ii). Using (33) we get (iii). Additivity of \( \text{deg}(\ast) \) and \( \text{jwt}(\ast) \) yields additivity of \( \text{deg}_1(\ast) \). \( \square \)

Consider a monomial \( w \in J \) with the multidegree coordinates \( \text{Gr}(w) = (X_1, X_2, X_3) \). We introduce one more coordinate \( X_4 = \text{deg}_1(w) \). Define an extended multidegree with respect to the generators \( \{V_0, V_1, V_2, 1\} \) and an extended degree:
\[
\text{Gr}^4(w) = (X_1, X_2, X_3, X_4) \in \mathbb{N}_0^4;
\]
\[
\text{deg}^4(w) = X_1 + X_2 + X_3 + X_4 = \text{deg} w + \text{deg}_1(w), \quad w \in J;
\]
in particular, \( \text{deg}_1(1) = 0, \text{deg}_1(\bar{1}) = 1 \). We draw monomials \( w \in J \) using the extended multidegree coordinates, thus putting monomials at lattice points \( \text{Gr}^4(w) \in \mathbb{Z}^4 \subset \mathbb{R}^4 \).

**Corollary 12.7.** Consider the Jordan superalgebra \( J \).

1. The functions \( \text{Gr}^4(\ast), \text{deg}^4(\ast) \) are additive on \( J \);
2. \( J \) is \( \mathbb{N}_0^4 \)-graded using the extended multidegree \( \text{Gr}^4(w) = (X_1, X_2, X_3, X_4) \in \mathbb{N}_0^4 \) in the generators \( \{V_0, V_1, V_2, 1\} \).
Proof. Follow from Lemma and the definitions.

Corollary 12.8. Consider a monomial \( w \in \textbf{J} \). Then

i) \( \deg^4 w = 3 \deg w - \jwt w \);

ii) \( \deg w \leq \deg^2 w < 3 \deg w \), where \( w \neq \bar{1}, \bar{1} \);

iii) \( \deg^4 V_n = 3 \deg V_n - 2 \), \( n \geq 0 \).

Proof. We use item (ii) of Lemma, definition of the extended degree, and items (iii), (v) of Lemma 12.5.

Theorem 12.9. Consider the Jordan superalgebra \( \textbf{J} = \text{Jord}(V_0, V_1, V_2, \bar{1}) \). Then

\[ \text{GRdim} \textbf{J} = \text{GRdim} \textbf{J} = 2 \log_3 2 \approx 3.3036. \]

Proof. Fix \( m \geq 0 \). The ordinary growth function \( \gamma_J(m, \{V_0, V_1, V_2, \bar{1}\}) \) counts basis monomials \( w \in \textbf{J} \) such that \( \deg^2(w) \leq m \), by the lower inequality of Corollary 12.8 we have \( \deg w \leq \deg^2(w) \leq m \). Thus, the above set of monomials is contained in \( \{u, \bar{u} \mid u \text{ basis monomial of } \textbf{P}, \deg u \leq m\} \). Since \( \gamma_P(m, \{V_0, V_1, V_2\}) \) counts basis monomials \( u \in \textbf{P} \) such that \( \deg u \leq m \), we obtain the upper bound below

\[ 2(\gamma_P(m/3, \{V_0, V_1, V_2\}) - 1) \leq \gamma_J(m, \{V_0, V_1, V_2, \bar{1}\}) \leq 2 \gamma_P(m, \{V_0, V_1, V_2\}), \quad m \geq 1. \]  

(34)

Similarly, let \( u \in \textbf{P} \) be a basis monomial with \( \deg u \leq m/3 \) and \( u \neq 1 \). Then \( w = u \) and \( w = \bar{u} \) are basis elements of \( \textbf{J} \) with \( \deg^4 w \leq 3 \deg w \leq m \) by the upper bound of Corollary 12.8 thus we prove the claimed lower bound. Now, it remains to use bounds of Theorem 12.3.

Consider a monomial \( w \in \textbf{J} \), then either \( w = u \in \textbf{P} \) or \( w = \bar{u} \in \bar{\textbf{P}} \). By our constructions above, this monomial has the twisted coordinates \( \text{Wt}_R(w) = (Y_1, Y_2, Y_3) \in \mathbb{R}^3 \). We add one more coordinate \( Y_4 = \jwt w \). Now we define extended twisted coordinates: \( \text{Wt}^2_R(w) = (Y_1, Y_2, Y_3, Y_4) \in \mathbb{R}^4 \).

Lemma 12.10. Let \( w \in \textbf{J} \) be a monomial.

i) the function \( \text{Wt}_R^2(*) \) is additive on \( \textbf{J} \);

ii) the first three components of \( \text{Gr}^2(w) = (X_1, X_2, X_3, X_4) \) and \( \text{Wt}^2_R(w) = (Y_1, Y_2, Y_3, Y_4) \) are related by (iv) of Lemma 6.4. The forth coordinates are related by

\[ Y_4 = 2(X_1 + X_2 + X_3) - X_4; \]

iii) \( -1 \leq Y_4 < 12 + 2 \log_3 Y_1; \)

iv) The axis \( OY_1 \) in terms of the standard coordinates is given by \( (2/\lambda, \lambda, 1, 2\lambda^2 + 2\lambda) \).

Proof. The additivity of \( \text{Wt}_R^2(*) \) follows from that for \( \jwt(*) \). By (ii) of Lemma 12.6 \( X_4 = \deg_3(w) = 2 \deg w - \jwt w = 2(X_1 + X_2 + X_3) - Y_4 \), thus yielding the second claim.

Recall that \( Y_1 = \text{wt} w \) and \( Y_4 = \jwt w \). Using estimates (vii) of Lemma 12.5 we have \( -1 \leq Y_4 < 12 + 2 \log_3 \text{wt}(w) = 12 + 2 \log_3 Y_1 \).

Let us prove (iv). By Lemma 6.4 let \( (X_1, X_2, X_3) = (2/\lambda, \lambda, 1) \). The condition \( Y_4 = 0 \), (ii), and (16) yield \( X_4 = 2(X_1 + X_2 + X_3) = 2(2/\lambda + \lambda + 1) = 2(\lambda^2 - 1 + \lambda + 1) = 2\lambda^2 + 2\lambda \).

Theorem 12.11. Let monomials \( w \) of the Jordan superalgebra \( \textbf{J} \) be drawn in \( \mathbb{R}^4 \) using the extended multidegrees \( \text{Gr}^2(w) = (X_1, X_2, X_3, X_4) \in \mathbb{N}_0^4 \subset \mathbb{R}^4 \). In terms of the extended twisted coordinates \( (Y_1, Y_2, Y_3, Y_4) \), the respective points are inside a figure determined by inequalities:

\[ \sqrt{Y_2^2 + Y_3^2} < 16 \sqrt{Y_1}, \quad \text{(where } \sigma = \log_{|\mu|} \lambda \approx 3.068); \]

\[ -1 \leq Y_4 < 12 + 2 \log_3 Y_1, \quad \text{(1} \leq Y_4 < 12 + 2 \log_3 Y_1, \quad \text{if } \mu \neq 1, \bar{1}). \]

Proof. The inequalities are established in Theorem 11.4 and Lemma 12.10.

Corollary 12.12. Consider the \( \mathbb{N}_0^4 \)-grading of the Jordan superalgebra \( \textbf{J} \) by multidegree in the generators \( \{V_0, V_1, V_2, \bar{1}\} \):

\[ \textbf{J} = \bigoplus_{n_1, n_2, n_3, n_4 \geq 0} \textbf{J}_{n_1n_2n_3n_4}. \]

The numbers \( \{\dim \textbf{J}_{n_1n_2n_3n_4} \mid (n_1, n_2, n_3, n_4) \in \mathbb{N}_0^4\} \) are not bounded.
Proof. By way of contradiction, suppose that the dimensions are bounded by a constant $C$. The ordinary growth function $\gamma_3(m, \{V_0, V_1, V_2\})$ counts basis monomials of $J$ with $\deg^3(w) \leq m$, where $m \geq 0$. By Corollary 12.8, $Y_1 = \deg w \leq \deg^3(w) \leq m$. So, we introduce a bigger function $g(m) = \dim \langle w \in J \mid \deg w \leq m \rangle$. We cut the figure of Theorem by the hyperplane $Y_1 \leq m$, consider a larger cylinder, and evaluate volume of the latter (in the extended twisted coordinates):

$$\{(Y_1, Y_2, Y_3, Y_4) \mid 0 \leq Y_1 \leq m, \sqrt{Y_2^2 + Y_3^2} < 16 \sqrt{m}, -1 \leq Y_4 < 12 + 2 \log_3 m\};$$

$$\text{Volume}(m) = m \cdot \pi 256 m^{2/3} \cdot (13 + 2 \log_3 m) \leq C_1 m^{5/3}, \quad m \gg 1,$$

because $\sigma > 3$. The volume of the cylinder in the extended standard coordinates and the number of lattice points in it (in terms of the extended standard coordinates) have the same asymptotic, with a constant $C_2$. Thus, $\gamma_3(m) \leq g(m) \leq CC_2 m^{5/3}, \quad m \gg 1$, a contradiction with Theorem 12.9. \hfill \Box

13. JORDAN SUPERALGEBRA $K$ AND ITS PROPERTIES

Now we introduce our last object, the Jordan superalgebra $K$ and study its properties. We show that $K$ is a factor algebra of the Jordan superalgebra $J$ constructed above, thus we can apply all the machinery developed for $J$.

Let $L$ be an arbitrary Lie superalgebra. Its symmetric algebra $S(L)$ has the structure of a Poisson superalgebra. Observe, that the subspace $H \subset S(L)$ spanned by all tensors of length at least two is its ideal. Thus, one obtains a (rather trivial) Poisson superalgebra $P(L) = S(L)/H$, which equivalently can be obtained as a vector space endowed with Poisson products which are nontrivial in the following cases only:

$$P(L) = \langle 1 \rangle \oplus L, \quad 1 \cdot x = x, \quad \{x, y\} = [x, y], \quad x, y \in L.$$ 

Using Kantor double, define a Jordan superalgebra $Jor(L) = Kan(P(L))$. Equivalently, one can just take a vector space supplied with a product $\bullet$ which is nontrivial in the following cases (see an example at the end):

$$Jor(L) = \langle 1 \rangle \oplus L \oplus \langle \overline{1} \rangle \oplus \overline{L}, \quad \overline{x} \cdot \overline{y} = [x, y], \quad x \cdot \overline{1} = (-1)^{|x|} \overline{1} \cdot x = \overline{x}, \quad x, y \in L; \quad 1 \text{ the unit}.$$ 

Now we define the Jordan superalgebra $K = Jor(Q)$.

Lemma 13.1. Let $K = Jor(Q)$. Then

i) We have generators: $K = Jord(v_0, v_1, v_2, \overline{1})$;

ii) define Jordan superalgebras $K_i = Jord(v_i, v_{i+1}, v_{i+2}, \overline{1}) \subset K$ for all $i \geq 0$, so $K_0 = K$. We get a proper chain of isomorphic subalgebras:

$$K = K_0 \supseteq K_1 \supseteq \cdots \supseteq K_i \supseteq \cdots, \quad \bigcap_{n=0}^{\infty} K_i = \langle 1, \overline{1} \rangle.$$ 

Proof. Define the subalgebra $K' = Jord(v_0, v_1, v_2, \overline{1}) \subset K$. Computations of Lemma 12.1 yield that $v_i \in K'$ for all $i \geq 0$, moreover all basis elements of $Q$ belong to $K'$. Thus, $K' = K$. The second claim follows by applying the endomorphism $\tau$. \hfill \Box

If an associative superalgebra $A$ is just infinite then the related Jordan superalgebra $A^{(+)}$ is just infinite as well [77]. We establish a similar fact.

Lemma 13.2. Let $L$ be a Lie superalgebra, consider the Jordan superalgebra $Jor(L)$.

i) $Jor(L)$ is just infinite if and only if $L$ is just infinite.

ii) The ideal without unit $Jor^o(L) = L \oplus \langle \overline{1} \rangle \oplus L$ is solvable of length 3.

iii) This is a nil-ideal of bounded degree: $a^b = 0$ for $a \in Jor^o(L)$.

Proof. Let $L$ be not just infinite. Then there exists an ideal of infinite codimension $I \lhd L$ and $I \oplus \overline{1}$ is an ideal of infinite codimension in $Jor(L)$. Therefore, $Jor(L)$ is not just infinite.

Conversely, suppose that $L$ is just infinite. By way of contradiction, assume that $H \subset Jor(L)$ is an ideal of infinite codimension. Then $\overline{H} = H \cap (L \oplus \overline{1}) \subset Jor(L)$ is also an ideal of infinite codimension. Denote by $H_0$ and $\overline{H}_1$ the projections of $\overline{H}$ onto $L$, $\overline{L}$, respectively ($\overline{H}_1$ being the copy of a subspace $H_1 \subset L$). Since $\overline{H}$ is an ideal, $\overline{1} \cdot \overline{H} = \overline{H}_0 \subset H_1$ and $L \cdot \overline{H} = [L, H_1] \subset H_0$ and we get $[L, H_1] \subset H_0 \subset H_1 \subset L$. Hence $H_0 \subset L$ is an ideal, which must be either zero or of finite codimension by our assumption. Let $H_0 \subset L$ be of finite codimension then $\overline{H} \subset Jor(L)$ is of finite codimension, a contradiction. Now assume that $H_0 = 0$. 

}\hfill \Box
Then \([L, H_1] = 0\) and \(H_1\) is central. By taking \(0 \neq z \in H_1\), we get an ideal \(\langle z \rangle \subset L\) of infinite codimension, a contradiction. Thus, \(\mathcal{F}or(L)\) is just infinite.

We repeat the arguments of \([65]\). Denote \(J = \mathcal{F}or^o(L)\). Then \(J^2 \subset L \oplus \bar{L}\), \((J^2)^2 \subset L\), and \(((J^2)^2)^2 = 0\). Thus, \(J\) is solvable of length 3.

Let \(K^o\) be the ideal of the Jordan superalgebra \(K = \mathcal{F}or(Q)\) without unit. We have a basis

\[ K = \langle 1, \bar{1}, w, \bar{w} \mid w \text{ are standard monomials of } Q \rangle. \]

In particular, all the pivot elements \(\{v_i|i \geq 0\}\), as well as their copies \(\{\bar{v}_i|i \geq 0\}\) belong to \(K\).

**Lemma 13.3.** One has a canonical isomorphism of Jordan superalgebras \(K \cong J/I\), where \(I\) is the ideal of \(J\) spanned by all its monomials containing two pivot letters \(V_i\) or two their copies \(\bar{V}_i\).

**Proof.** Consider the Jordan superalgebra \(J = \text{Kan}(P) = P \oplus \bar{P}\) with the product \(\bullet\). Fix \(m \geq 0\), as above, denote by \(P_m \subset P\) a linear span of all \(m\)-fold products of standard monomials of \(Q\), equivalently, \(P_m\) is spanned by the basis monomials containing exactly \(m\) letters \(V_i\). We get vector space decompositions

\[ P = \bigoplus_{m=0}^{\infty} P_m \text{ and } \bar{P} = \bigoplus_{m=0}^{\infty} \bar{P}_m. \]

Let \(I = \bigoplus (P_n \oplus \bar{P}_n)\). The multiplication rules above imply that \(J\) is an ideal in \(J\). Indeed, one needs to check the last product, where we use that \(P_0 = \langle \bar{1} \rangle\) and \(\bar{1} \cdot \bar{1} = 0\). We get

\[ J/I \cong \bigoplus_{m=0}^{\infty} P_0 \oplus \bigoplus_{m=0}^{\infty} P_1 = \langle 1 \rangle \oplus Q \oplus (\bar{1}) \oplus Q \cong \mathcal{F}or(Q) = K. \]

By \([63]\), \(\text{jwt}(P_n) = 2n\) and \(\text{jwt}(P_n) = 2n - 1\) for all \(n \geq 0\). We have another description of the ideal above, namely, \(I\) is spanned by monomials \(u = w\) or \(u = \bar{w}\), where \(w\) are basis monomials of \(P\) such that \(\text{jwt}(u) \geq 3\).

**Theorem 13.4.** Consider the Jordan superalgebra \(K = \mathcal{F}or(Q)\). Then

i) \(K\) is generated by \(\{v_0, v_1, v_2, 1\}\);

ii) \(K\) is \(N^3\)-graded by multidegree in \(\{v_0, v_1, v_2\}\), the respective components are either trivial or two-dimensional and are inside the “almost cubic paraboloid” of Theorem \(8.3\) (see also Figure \(7\));

iii) \(K\) is \(N^3\)-graded by multidegree in the generators \(\{v_0, v_1, v_2, 1\}\):

\[ K = \bigoplus_{n_1, n_2, n_3, n_4 \geq 0} K_{n_1 n_2 n_3 n_4}, \]

the components are at most one-dimensional, so, the \(N^3\)-grading is fine. The points for nontrivial \(N^4\)-components in \(\mathbb{R}^4\) satisfy the following inequalities using the extended twisted coordinates \(\text{WtR}^2(w) = (V_1, V_2, V_3, V_4)\):

\[ \sqrt{Y_2^2 + Y_3^2} < 14 \sqrt{Y_1}, \quad \sigma = \log_{|\mu|} \lambda \approx 3.068; \]

\[ -1 \leq Y_4 \leq 2; \quad (1 \leq Y_4 \leq 2 \text{ if } w \neq 1, 1). \]

iv) consider a (natural) gradation \(K = \bigoplus_{n \geq 0} K_n\) by degree in the generators; except the initial components \(K_0 = \langle 1 \rangle, K_1 = \{v_0, v_1, v_2, 1\}\), we have:

\[ K_{3n-2} = Q_n, \quad K_{3n-1} = \bar{Q}_n, \quad K_{3n} = 0, \quad n \geq 1; \]

v) \(\text{GKdim} K = \text{GKdim} K = \log_\lambda 2 \approx 1.6518;\)

vi) \(K\) is just infinite but not hereditary just infinite;

vii) the ideal without unit \(K^o\) is solvable of length 3;

viii) elements of \(K^o\) are nil of degree at most 6;

ix) \(K\) is weakly special but not special.

**Proof.** Since \(K\) is a factor algebra of \(J\) by a homogeneous ideal, all the weight functions \(\text{Gr}\), \(\text{Gr}_z\), \(\text{Wt}\), \(\text{WtR}\), \(\text{WtR}^2\) as well as the \(N^3\) and \(N^4\)-gradings are inherited. We get the almost cubic paraboloid by Theorem \(5.3\). Let \(w = r_{n-2}v_n \in Q_{n1 n2 n3}\) be a standard monomials of \(Q\). We get a two-dimensional component \(K_{n1 n2 n3} = \langle w, \bar{w} \rangle\). Also, \(K_{000} = \langle 1, \bar{1} \rangle\). By \([63]\), \(\text{jwt} w = 2\) and \(\text{jwt} \bar{w} = 1\), also \(\text{jwt} 1 = 0\) and
Consider the Lie superalgebra \( \mathfrak{g} \) of ergodic theory. Ergodic theory says that an orbit of an irrational rotation of a circle is dense. We have two cases. First, assume that \( u \) is a standard monomial of \( Q \), which has a unique letter \( v \). By (33) and (i) of Corollary (12.8) we have \( \text{jwt } u = 2 \) and \( \deg^2 u = 3 \deg u - \text{jwt } u = 3 \deg u - 2 \). Second, \( u = \bar{w} \), \( w \) being a standard monomial. Then \( \text{jwt } \bar{w} = 1 \) and \( \deg^2 \bar{w} = 3 \deg u - 1 \). Recall that the condition \( \deg w = n \) is equivalent to \( w \in Q_n \). We obtain the desired correspondence between components.

To evaluate the growth we use estimates (54) and Theorem (8.1). By Lemma (13.2) \( \mathfrak{g} \) is just infinite. Let us prove that \( \mathfrak{g} \) is not hereditary just infinite. We use notations of Lemma 7.5. Fix \( m \geq 1 \). Let \( Q(m) \subset Q \) be the linear span of the standard monomials of length at least \( m \). By multiplication rules, \( H = Q(m) \oplus Q(m) \subset K \) is an ideal of finite codimension. Let \( J = x_0 Q(m) \oplus x_0 Q(m) \subset H \) be the subspace spanned by the monomials involving \( x_0 \). We see that \( J \) is an abelian ideal of \( H \). Since \( v_i \in H \setminus J \), where \( i \geq m \), we conclude that \( \dim H/J = \infty \) and the ideal \( H \) is not just infinite.

Consider the last claim. As an image of \( J, K \) is weakly special as well. Also, \( K \) is a Kantor double of the Poisson superalgebra \( P(Q) = \langle 1 \rangle \oplus Q \) which is not Lie nilpotent of class 2, hence, \( K \) is not special by (63).

In particular, we get a Jordan superalgebra \( K \) which Gelfand-Kirillov dimension belongs to \((1, 2)\), that is not possible for associative and Jordan algebras (56) (42). A more general fact that the gap \((1, 2)\) does not exist for Jordan superalgebras is proved in (58).

## 14. Nillity of superalgebras \( Q, A, P, J, \) and \( K \)

In this section, we establish different statements on nillity of our five superalgebras.

First, we prove that \( Q, A, \) and superalgebras without unit \( P^o, J^o, K^o \) are direct sums of two locally nilpotent subalgebras and there are continuum such different decompositions (Theorem 14.2). Second, \( Q \) is ad-nil for \( Z_2 \)-homogeneous elements (Theorem 14.3). Third, in case \( \text{char } \mathbb{F} = 2 \), the restricted Lie algebra \( Q = \text{Lie}_p(v_0, v_1, v_2) \) has a nil \( p \)-mapping. Proofs of the last two facts are omitted because they are the same as in supplied references. We start with a technical fact.

**Lemma 14.1.** Let \( \lambda, \mu, \bar{\mu} \) be the real and complex roots of the polynomial \( t^3 - t - 2 \). Then

i) \( \mu^n \notin \mathbb{R} \) for any \( n \geq 1 \).

ii) The set \( \{ \arg(\mu^n) \mid n \geq 1 \} \) is dense on \([0, 2\pi)\).

**Proof.** Consider the field extension \( \mathbb{Q} \subset \mathbb{Q}[\lambda, \mu] \). Since the Galois group has the conjugation, this is an extension of degree 6 and the Galois group is \( S_3 \). Assume that \( \mu^n \in \mathbb{R} \) for some \( n \geq 1 \). By Viet’s formulas, \( \lambda \mu \bar{\mu} = 2 \). Denote \( \xi = \mu^2 \lambda/2 \), then \( |\xi| = 1 \). We obtain \( \xi^n = \mu^{2n} \lambda^n/2^n \in \mathbb{R}^+ \) and \( |\xi^n| = 1 \). Hence, \( \xi^n = 1 \), we have a root of unity such that \( \xi \in \mathbb{Q}[\lambda, \mu] \). Moreover, we can assume that \( \xi \) is primitive of degree \( n \). Let \( n = \prod p^{n_p} \), then by Euler’s formula, \( |\mathbb{Q}[\xi] : \mathbb{Q}| = \phi(n) = \prod (p - 1)p^{n_p - 1} \). Since the Galois group of a cyclotomic extension is abelian, \( \phi(n) \) properly divides 6. Clearly, \( p \in \{2, 3\} \) and \( n \in \{2, 3, 4\} \). We have \( \mu^3 = \mu + 2 \notin \mathbb{Q} \). For two remaining cases observe that \( \mathbb{R} \cap \mathbb{Q}[\lambda, \mu] = \mathbb{Q}[\lambda] \). We have either \( \mu^2 \in \mathbb{Q}[\lambda] \), or \( \mu^4 = \mu^3 \mu = \mu(\mu + 2) = \mu^2 + 2\mu \in \mathbb{Q}[\lambda, \mu] \), in both cases, \( \mu \) satisfies a polynomial of degree 2 over \( \mathbb{Q}[\lambda] \). On the other hand, \( \mu \) satisfies the following irreducible polynomial of degree 2: \( h(t) = (t - \mu)(t - \bar{\mu}) = t^2 - (\mu + \bar{\mu}) t + \mu \bar{\mu} = t^2 + \lambda t + 2/\lambda \in \mathbb{Q}[\lambda][t] \). A contradiction proves the first claim.

By the first claim, \( 2\pi/\arg(\mu) \notin \mathbb{Q} \), we obtain an irrational rotation of the unit circle, the classical example of ergodic theory. Ergodic theory says that an orbit of an irrational rotation of a circle is dense. □

Let \( P^o \subset P, J^o \subset J, \) and \( K^o \subset K \) be the respective Poisson and Jordan superalgebras without unit.

**Theorem 14.2.** Consider the Lie superalgebra \( Q = \text{Lie}(v_0, v_1, v_2) \), its associative hull \( A = \text{Alg}(v_0, v_1, v_2) \), the Poisson superalgebra without unit \( P^o \), and the Jordan superalgebras without unit \( J^o \) and \( K^o \).

i) there exist decompositions into direct sums of two locally nilpotent subalgebras:

\[
Q = Q_+ \oplus Q_-, \quad A = A_+ \oplus A_-, \quad P^o = P_+ \oplus P_-, \quad J^o = J_+ \oplus J_-, \quad K^o = K_+ \oplus K_-.
\]

ii) there are continuum such different decompositions.
points of the lattice is countable. Fix such a plane \( \Pi \). Let \( Q_+ \), \( Q_- \) be sums of homogeneous components of \( Q \) that lie on different sides of \( \Pi \). By construction, we get a vector space decomposition \( Q = Q_+ \oplus Q_- \).

Additivity of the multidegree implies that \( Q_+ \) and \( Q_- \) are subalgebras. The plane \( \Pi \) splits the "paraboloid" (Theorem 8.5) into two halves, see Figure 11. Now the same geometric arguments as in [57] prove that the \( \Pi \) around \( \alpha Y \) of \( Q \) is of the form \( Z \). All such monomials belong to lattice points \( \{ v_k \mid k \geq 0 \} \), and their weight and twisted coordinates

\[
\text{swt}(v_k) = \mu^k = Z(k) = Y_2(k) + iY_3(k), \quad k \geq 0.
\]

Since the set of their arguments is dense on \([0, 2\pi]\) (Lemma 14.1), the decompositions determined by two different planes differ by (infinitely many) pivot elements. Similarly, we get decompositions for \( A \) and \( P^\circ \) because their monomials are inside another paraboloid (Theorem 14.4).

Finally, consider the Jordan superalgebra without unit \( J^0 \). We use \( \mathbb{Z}^3 \)-grading of \( J \) by multidegree in \( \{ V_0, V_1, V_2 \} \) only. Let \( J \) be a span of all monomials \( u, \bar{u} \), where \( u \) is a basis monomial of \( P \) such that \( u \neq 1 \). All such monomials belong to lattice points \( \mathbb{Z}^3 \) distinct from the origin. As above, using continuum different appropriate planes passing through \( OY_1 \), we split monomials into two parts and get decompositions into direct sums of two locally nilpotent subalgebras \( J = J_+ \oplus J_- \). Since \( \mathbb{I} \) is at the origin, a multiplication by \( \mathbb{I} \) keeps the lattice points, thus, \( \mathbb{I} \cdot J_+ \subset J_+ \) and \( \mathbb{I} \cdot J_- \subset J_- \). By our construction, \( J^0 = (\mathbb{I})_K \oplus J \). Put \( J_+ = J_- \) and \( J_+ = J_+ \oplus (\mathbb{I})_K \). Then \( J^0 = J_+ \oplus J_- \). We have \( (J_+)^2 \subset J_+ \), and \( J_+ \) is a locally nilpotent subalgebra as well.

**Theorem 14.3.** Consider the Lie superalgebra \( Q = \text{Lie}(v_0, v_1, v_2) = Q_0 \oplus Q_1 \). For any \( a \in Q_n, n \in \{ 0, 1 \} \), the operator \( \text{ad}(a) \) is nilpotent.

**Proof.** The same as [51 Theorem 10.1] or [13 Theorem 12.1].

**Corollary 14.4.** For any \( a \in Q_{n_1, n_2, n_3} \), where \( n_1, n_2, n_3 \geq 0 \), the operator \( \text{ad}(a) \) is nilpotent.

Recall that in case char \( K = 2 \) the Lie superalgebra \( Q = \text{Lie}(v_0, v_1, v_2) \) coincides with the restricted Lie algebra generated by the same elements, i.e. \( Q = \text{Lie}_p(v_0, v_1, v_2) \) (Corollary 5.2).

**Theorem 14.5.** Let char \( K = 2 \). The restricted Lie algebra \( Q = \text{Lie}_p(v_0, v_1, v_2) \) has a nil \( p \)-mapping.

**Proof.** The same as in [66 Proposition 1]. The ideas of that proof were further developed in [1 Corollary 2.9] and [52 Theorem 8.6].

**References**

[1] Bahturin Yu.A., Mikhalev A.A., Petrogradsky V.M., Zaicev M. V., Infinite dimensional Lie superalgebras, de Gruyter Exp. Math. vol. 7, de Gruyter, Berlin, 1992.

[2] Bahturin, Yu.A.; Olshanskii, A., Large restricted Lie algebras, J. Algebra (2007) 310, No. 1, 413–427.

[3] Bahturin, Yu.A.; Sehgal, S.K.; Zaicev, M.V., Group gradings on associative algebras, J. Algebra (2001) 241, No. 2, 677–698.

[4] Bao, Y., Ye Y.; Zhang, J., Restricted Poisson algebras. Pac. J. Math. 289, No. 1, 1–34 (2017).

[5] Bartholdi L., Branch rings, thinner rings, tree enveloping rings. Israel J. Math. 154 (2006), 93–139.

[6] Bartholdi L., Self-similar Lie algebras. J. Eur. Math. Soc. (JEMS) 17 (2015), no. 12, 3113–3151.

[7] Bartholdi L., Grigorchuk R.I., Lie methods in growth of groups and groups of finite width. Computational and geometric aspects of modern algebra,1–27, London Math. Soc. Lecture Note Ser., 275, Cambridge Univ. Press, Cambridge, 2000.

[8] Berezkin, F. A., Several remarks on the associative hull of a Lie algebra. (Russian) Funkcional. Anal. i Priložen 1 (1967), no. 2, 1–14.

[9] Bezrukavnikov, R.; Kaledin, D. Fedosov quantization in positive characteristic. J. Am. Math. Soc. 21 (2008), No. 2, 409–438.

[10] Bouarroudj, S., Grozman, P., Leites, D. Classification of finite dimensional modular Lie superalgebras with indecomposable Cartan matrix, SIGMA 5 (2009), 060, 1–63.

[11] Caranti, A.; Mattarei, S.; Newman, M.F. Graded Lie algebras of maximal class. Trans. Am. Math. Soc. 349 (1997) No. 10, 4021–4051.

[12] Caranti, A.; Newman, M.F. Graded Lie algebras of maximal class. II. J. Algebra 229 (2000), No. 2, 750–784.

[13] de Morais Costa O.A., Petrogradsky V., Fractal just infinite nil Lie superalgebra of finite width. J. Algebra, 504, (2018), 291–335.

[14] Dixmier J., Enveloping algebras. AMS, Rhode Island, 1996.
[59] Radford D. E., Divided power structures on Hopf algebras and embedding Lie algebras into special-derivation algebras, *J. Algebra* 98 (1986), 143–170.

[60] Ratseev S.M., Poisson algebras of polynomial growth, *Sib. Math. J.* 54, (2013) No. 3, 555–565, translation from *Sib. Mat. Zh.* 54, (2013) No. 3, 700–711.

[61] Razmyslov Yu.P., *Identities of algebras and their representations.* AMS, Providence RI 1994.

[62] Rozhkov, A.V. Lower central series of a group of tree automorphisms. *Math. Notes* 60, No.2, 165–174 (1996); translation from *Mat. Zametki* 60, No.2, 225–237 (1996).

[63] Scheunert, M. The theory of Lie superalgebras. Lecture Notes in Mathematics. 716. Berlin. Springer-Verlag. 1979.

[64] Shestakov I.P., Quantization of Poisson superalgebras and speciality of Jordan Poisson superalgebras. *Algebra i Logika* 32 (1993), no. 5, 571–584; English translation: *Algebra and Logic* 32 (1993), no. 5, 309–317.

[65] Shestakov, I.P. Alternative and Jordan superalgebras. *Sib. Adv. Math.* 9, (1999). No.2, 83–99.

[66] Shestakov I.P. and Zelmanov E., Some examples of nil Lie algebras. *J. Eur. Math. Soc. (JEMS)* 10 (2008), no. 2, 391–398.

[67] Shestakov, I.; Umirbaev, U.U., The tame and the wild automorphisms of polynomial rings in three variables. *J. Am. Math. Soc.* 17, (2004) No. 1, 197–227.

[68] Sidki S.N., A primitive ring associated to a Burnside 3-group. *J. London Math. Soc.* (2) 55 (1997), no. 1, 55–64.

[69] Sidki S.N., Functionally recursive rings of matrices — Two examples. *J.Algebra* 322 (2009), no. 12, 4408–4429.

[70] Skosyrskij, V.G. Prime Jordan algebras and the Kantor construction. *Algebra Logic* 33, (1994) No.3, 169–179; translation from *Algebra Logika* 33, (1994) No.3, 301–316.

[71] Strade H., Simple Lie algebras over fields of positive characteristic. I: Structure theory. Berlin: de Gruyter. 2004.

[72] Strade H. and Farnsteiner R., Modular Lie algebras and their representations, New York etc.: Marcel Dekker. 1988.

[73] Vergne M., La structure de Poisson sur l’algèbre symétrique d’une algèbre de Lie nilpotente. *C. R. Acad. Sc. Paris* 269 (1969), Sér. A-B, 950–952.

[74] Voden T., Subalgebras of Golod-Shafarevich algebras, *Int. J. Algebra Comput.* 19, (2009) No. 3, 423–442.

[75] Zelmanov E., Some open problems in the theory of infinite dimensional algebras., *J. Korean Math. Soc.* 44 (2007), no. 5, 1185–1195.

[76] Zelmanov E., A private communication.

[77] Zhelyabin, V.N., Panasenko, A.S., Hersteins construction for just infinite superalgebras, *Sibersan El. Math. Reports* (2017) 14, 1317–1323.

---

**DEPARTMENT OF MATHEMATICS, UNIVERSITY OF BRASILIA, 70910-900 BRASILIA DF, BRAZIL**

*E-mail address:* petrogradsky@rambler.ru

**INSTITUTO DE MATEMÁTICA E ESTATÍSTICA, UNIVERSIDADE DE SÃO PAULO, CAIXA POSTAL 66281, 05315-970, SÃO PAULO, BRAZIL**

*E-mail address:* shestak@ime.usp.br