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A Data and sampling designs

A.1 The Health 2000 Survey

The Health 2000 Survey was a national health examination survey carried out in 2000–2001. For this survey, the target population encompassed persons aged 18 years or older living in mainland Finland on July 1, 2000.

The design was a stratified two-stage cluster sampling design. 20 geographical strata were based on the 15 largest towns, while the rest of continental Finland was divided into its 5 university hospital regions.

A total of 80 health center districts (HCD) were selected from a sample, including the 15 largest towns with probability 1, and a systematic probability proportional to size (PPS) sampling of smaller HCDs as the primary sampling units (PSUs), in such a way that the sample contained 16 HCDs in each university hospital region.
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Systematic sampling of persons was applied so that the sample size in each stratum was proportional to the corresponding population base. Element-level sampling was used in the case of the 15 largest towns so that the PSUs were persons (one-stage sampling). The sample sizes in the 65 smaller HCDs were equal within each stratum (two-stage sampling), thus the sampling design was based on Equal Probability Selection Method (EPSEM). Oversampling of persons aged 80 and older was applied using double inclusion probabilities. The total sample size was 9,922. For further details, see (8).

For details on participation in the Health 2000 Survey, see (7).

Because the interviews and questionnaires were available in Finnish and Swedish, most immigrants who were not fluent in these official languages were likely to drop out of the survey. A separate health examination study has been conducted on the immigrant population (4).

A.2 The Health 2011 Survey

In addition to the old sample, a new sample of 1,994 young adults aged 18 to 28 years were sampled as the original sample had aged by 11 years during the follow-up. The HCDs changed between 2000 and 2011, due to administrative changes e.g. amalgamation of municipalities, and breaking up and formation of various HCDs. Some of the new amalgamations were both geographically and in terms of the population size large, and the original sampling probabilities of the HCDs would not represent the possible samples from the new municipalities well, thus we decided to select the new sample of young adults using the original HCDs in 2000. In the largest amalgamated municipalities the traveling distances to the research localities would have been long, which could have increased nonparticipation. The subsetting of the amalgamated municipalities required special attention, because 65 HCDs were sampled using PPS based on the municipal boundaries and populations. Two HCDs were amalgamated with others, which were also included in the Health 2000 Survey (Pyhäselkä with Joensuu, and Perniö with Salo). In three cases, old HCDs were split, and some of the municipalities were amalgamated with another municipality (Piikkiö with Kaarina) or with a larger town (Korpilahti with Jyväskylä, and Savonranta with Savonlinna). In these cases a large sample was taken from the new town, and geographic coordinates were utilized in selecting an appropriate subset of study subjects within the amalgamated municipalities. However, sampling based on actual boundaries was not possible. On the other hand, an overlap or underlap is possible between the municipal boundaries and those that were approximated, but we considered this to represent minor differences, since underlap or overlap areas near boundaries were sparsely populated in most cases. Based on the municipal boundaries in 2000, population sizes in 2011 were obtained from Statistics Finland.
B Statistical methods

B.1 Comparison of missing data methods

B.1.1 Weighted analysis

The complete case analysis, i.e. the removal of incomplete records, is probably the method most commonly applied to missing data. A weighted analysis is a modification of the complete case analysis, whereby the complete observations are weighted unequally in order to mitigate bias. These weights are obtained by multiplying the sampling weights, based on the sampling probabilities, by the inverse of the participation probabilities. In the literature, approaches of this kind of are referred to as inverse probability weighting (IPW) [3, 15, 18] or propensity score weighting [16, 9].

The expansion weights, which account for both the inclusion probabilities and non-participation, are obtained by calibrating the inverse probability weights $v_{1i}$ based on (9):

$$v_{1i} := R_{1i}/P\{ R_{1i} = 1 \mid V_{1i}^*, R_{0i}, X_{0i}^* \}.$$  \(1\)

Note that $v_{1i}$ equal zero for those who did not participate in 2011, and $v_{1i} = 1 + \exp\{ -\alpha V_{1i}^* - \beta X_{0i}^* \}$ for those who participated in 2011. It should also be noted that the term $\exp\{ -\alpha V_{1i}^* - \beta X_{0i}^* \}$ can be interpreted as the number of individuals, who did not participate and who were assumed to be similar to the $i^{th}$ individual, who participated in the survey, in terms of data nodes $V_{1i}^*$ and $X_{0i}^*$.

A weighted analysis of variable $Y$ with the weights (1) is unbiased if the quasi-randomization assumption $p(Y_i \mid R_{1i}, V_{1i}, R_{0i}, X_{0i}) = p(Y_i \mid V_{1i}^*, R_{0i}, X_{0i}^*)$ holds, i.e., $Y$ is independent of the participation status in the terms set by the observed covariates [10, 13]. In many cases, a weighted analysis can be performed using standard software but unbiased variance estimates are difficult to obtain analytically. These weights are random variables because the non-participation probabilities are estimated based on the data. Bootstrapping is recommended with respect to the variance estimation [10].

The participants of the Health 2000 Survey had item nonresponse, which was handled using the single imputation method implemented in the `transcan` function with default settings of the R package Hmisc [5], in order to calculate the estimated participation probabilities based on equation (6). An excerpt from the documentation of `transcan`: “`transcan` is a nonlinear additive transformation and imputation function, and there are several functions for using and operating on its results. `transcan` automatically transforms continuous and categorical variables to have maximum correlation with the best linear combination of the other variables. . . . Continuous variables are expanded as restricted cubic splines and categorical variables are expanded as contrasts (e.g., dummy variables). . . . By default, `transcan` imputes NAs with 'best guess' expected values of transformed variables, back transformed to the original scale. Values thus imputed are most like conditional medians assuming the transformations
make variables’ distributions symmetric (imputed values are similar to conditional modes for categorical variables).”

It should be noted that population distributions estimates based on the weights \( v_{1i} \) in (I) are not necessarily unbiased. This can occur if a parametric method such as a logistic regression model was applied when estimating the participation probabilities. We therefore perform calibration based on post-stratification, in which the weights are further adjusted according to the realized sample. In Health 2011, post-stratification can be applied to adjusting the age distribution to correspond to the age distribution within the population. Because the sampling fraction varied between age groups, the calibration was conducted by age groups \( \text{AG}_i \in \{[18,29), [29,50), [50,75), [75,80), [80,110)\} \) and participation in 2000 \( R_{0i} \). The population sizes (excluding immigration after year 2000) in each poststratum \( \{i : \text{AG}_i = k_1, R_{0i} = k_2\} \) for 2011 were approximated by \( N_{1,\text{AG}=k_1, R_{0i}=k_2} := \sum_{\ell : \text{AG}_\ell = k_1, R_{0\ell} = k_2} r_{i\ell} w_{0i} \). The sum of weights in each poststratum was calibrated to equal the corresponding (approximated) population size:

\[
w_{1i} := v_{1i} \frac{N_{1,\text{AG}=k_1, R_{0i}=k_2}}{\sum_{\ell : \text{AG}_\ell = \text{AG}_i, R_{0\ell} = R_{0i}} v_{1\ell}} \tag{II}
\]

The variance estimation was based on linerization and the survey package (11). As a comparison, prevalences were estimated also ignoring the clustering and participation probabilities, and denoted by SRS in the results.

**B.1.2 Regression estimation with weights: doubly robust methods and propensity scores**

So-called doubly robust methods introduced by Bang and Robins (2) are based on two models. The analysis model models the outcome variable, while the weighting model models the participation indicator using a (logistic) regression model. It has been demonstrated that, in order to obtain unbiased results, it is sufficient if one of the aforementioned models is correct. This methodology has also been applied when adjusting for missing data by Wirth et al. (23), as we have done in this work. We have used the same covariates, for both the outcome and weighting models, as in the IPW model above.

Kang and Schafer (6) conducted a simulation study to compare different doubly robust methods; the conclusion was that regression estimation using propensity-based covariates is less vulnerable, in cases where both weighting and analysis models are wrong.

**B.1.3 Multiple imputation**

In multiple imputation (MI), the missing data values are imputed using a predictive distribution, which is based on the observed data and possible prior information (17; 19). Such an imputation model can differ from the analysis model, which is applied to the imputed data. In general, because imputed values are characterized by a considerable degree of uncertainty, a single imputation would underestimate the uncertainty of the results. For this reason, several copies of
the original dataset are created in MI, with both the imputation procedure and statistical analyses being performed separately for each of them. Finally, the results are combined based on the imputed datasets.

In a typical item non-response case the analysis variables cannot be ordered into a monotonic missing data pattern. This restricts the number of applicable MI methods. In standard statistical software packages it is assumed that the variables, which contain missing values, follow a multinormal distribution, which is not well suited to categorical or other non-Gaussian variables. However, binary variables are often approximated through normal distribution in MI. Categorical and continuous variables can be imputed using multivariate imputation, based on the chained equations available in many statistical software packages.

In this case, MI was performed using the chained equations approach implemented as a package mice (22) in the R software (14). In the three register-based outcome variables, in which the observed values were removed before imputation for those individuals who did not participate in the Health 2011 Survey. Three imputation models using the predictive mean matching (PMM) method were applied. The first model (MI1) contained only categorical age, gender, language and education. In addition to the contents of the first model, the second model (MI2) contained the same variables as the weighting model: self-reported health (SRH), work ability and participation frequency in clubs or associations. The third model (MI3) also contained some biological risk factors body mass index (BMI), systolic blood pressure (SBP) and smoking measured at baseline. In addition to the PMM method, also the recursive partitioning and regression trees (20), option cart in package mice) were applied in the MI models MI4 containing the same variables as MI3, and MI5 containing a large number of variables using the Akaike information criterion (AIC, [1]). Table I presents the additional variables and the corresponding AIC values. 50 imputed datasets were created using 15 iterations. No weights were used in the selection of the MI models or in the MI procedures.

The imputed data was then analyzed separately for each imputed data set using the survey package (11), applying the baseline sampling design and calibration weights when handling the unit non-response at the baseline. The results were finally combined using the mitools (12) package of R, in which the variance estimates were based on the classical results (17).

| Label                                                                 | AIC   | BIC   |
|----------------------------------------------------------------------|-------|-------|
| Time use: read books, listen music                                  | 5134  | 5560  |
| BMI                                                                  | 5121  | 5428  |
| Marital status                                                       | 5121  | 5540  |
| Self-assessed change of work ability (past 12 months)               | 5120  | 5453  |
| Time use: meeting relatives, friends or neighbours                  | 5118  | 5411  |
| university hospital district (childhood)                            | 5117  | 5490  |

Table I: Variables selected for a large imputation model using the AIC and BIC.
physical exercise at least 30 min. (leisure time) 5116 5423
Eyeglasses or other visual aid 5115 5382
Smoking, ever 5115 5361
urbanization level of childhood home municipality 5114 5407
Previously married 5113 5360
physical activity 5113 5373
Time use: read newspapers or magazines 5113 5380
university hospital district (adulthood) 5112 5392
Time use: travelling abroad 5112 5379
urbanization level of adulthood home municipality 5112 5378
Main occupation 5112 5398
Time use: restaurants, bars, clubs, dancing 5110 5404
Time use: inviting relatives, friends etc. to visit 5109 5376
Self-rated health (5 classes) 5109 5403
frequency of alcohol use 5109 5402
Self-rated health (good) 5107 5354
Fresh vegetables excl. potatoes, per week 5107 5367
Self-rated oral health 5106 5372
physical exercise (leisure time) 5106 5365
language (Finnish or Swedish) 5105 5352
Self-rated health status (10-class VAS) 5104 5351
Time use: handicrafts, play music, hobbies 5104 5370
work ability score 5100 5354
Self-reported work ability 5100 5353
Time use: theater, movies, etc. 5096 5389
Time use: clubs or associations 5083 5350

C Results

In 2000, participants appeared to have higher hospitalization prevalences than non-participants under 65 years, but prevalences were lower among older participants (Table II). In 2011 these differences appeared only in those older than 65. Non-participants had higher disability pension prevalences in 2011.

Table II: Register data prevalences (%), participants vs. non-participants

| Year | Age      | Gender | $R_i$ | Disability pension (%) | SE | Hospitalization (%) | SE | Reimbursement (%) | SE |
|------|----------|--------|-------|------------------------|----|---------------------|----|-------------------|----|
| 2000 | [30,45)  | Female | 0     | 1.4                    | 1.4| 9.6                 | 3.5| 12.3              | 3.9|
| 2000 | [30,45)  | Female | 1     | 1.7                    | 0.4| 17.6                | 1.1| 13.5              | 1.0|
| 2000 | [30,45)  | Male   | 0     | 1.9                    | 1.4| 5.8                 | 2.3| 10.6              | 3.0|
| 2000 | [30,45)  | Male   | 1     | 2.9                    | 0.5| 8.1                 | 0.8| 8.7               | 0.8|
| 2000 | [45,65)  | Female | 0     | 16.4                   | 4.8| 4.9                 | 2.8| 26.2              | 5.7|
| 2000 | [45,65)  | Female | 1     | 10.7                   | 0.8| 13.4                | 0.9| 29.0              | 1.2|
The participation rate was very low among men with low educational attainment and amongst the ‘29 to 34 years’ age group as shown by the OR estimates of the main effects (Table III). Poor self-reported work ability, language other than Finnish, and either no or high activity in clubs or associations also decreased participation in 2011.

Table III: Odds ratio estimates of the baseline predictors and the corresponding p-values using participation in the Health 2011 Survey as the outcome in multivariate analysis. Selection of the predictors was based on the BIC. This analysis was based on participants in the Health 2000 Survey, for which predictors were available.

| Parameter                          | OR     | Pr(>|z|) |
|-----------------------------------|--------|---------|
| Intercept                         | 0.24   | 0.00    |
| Age group 35-44                    | 2.07   | 0.09    |
| Age group 45-54                    | 7.80   | 0.00    |
| Age group 55-64                    | 9.22   | 0.00    |
| Age group 65-74                    | 14.91  | 0.00    |
| Age group 75-101                   | 9.19   | 0.00    |
| Gender female                      | 5.59   | 0.00    |
| Education secondary                | 5.49   | 0.00    |
| Education tertiary                 | 9.32   | 0.00    |
| Self-reported work ability partially disabled | 0.77   | 0.01    |
Self-reported work ability disabled 0.44 0.00
language Swedish 0.50 0.00
Self-rated health status (10-class VAS) 1.04 0.10
Time use: clubs or associations Once or twice a year 1.39 0.00
Time use: clubs or associations Once or twice a month 1.72 0.00
Time use: clubs or associations Once or twice a week 1.57 0.00
Time use: clubs or associations Every day or during most days 0.45 0.00
Age group 35-44 : Gender female 0.41 0.20
Age group 45-54 : Gender female 0.21 0.02
Age group 55-64 : Gender female 0.23 0.02
Age group 65-74 : Gender female 0.24 0.02
Age group 75-101 : Gender female 0.13 0.00
Age group 35-44 : Education secondary 0.58 0.25
Age group 45-54 : Education secondary 0.22 0.00
Age group 55-64 : Education secondary 0.25 0.00
Age group 65-74 : Education secondary 0.38 0.06
Age group 75-101 : Education secondary 0.44 0.15
Age group 35-44 : Education tertiary 0.46 0.13
Age group 45-54 : Education tertiary 0.26 0.01
Age group 55-64 : Education tertiary 0.25 0.00
Age group 65-74 : Education tertiary 0.22 0.00
Age group 75-101 : Education tertiary 0.54 0.36
Gender female : Education secondary 0.25 0.03
Gender female : Education tertiary 0.28 0.05
Age group 35-44 : Gender female : Education secondary 2.20 0.30
Age group 45-54 : Gender female : Education secondary 6.09 0.01
Age group 55-64 : Gender female : Education secondary 6.22 0.01
Age group 65-74 : Gender female : Education secondary 2.51 0.23
Age group 75-101 : Gender female : Education secondary 1.99 0.38
Age group 35-44 : Gender female : Education tertiary 2.59 0.22
Age group 45-54 : Gender female : Education tertiary 2.56 0.21
Age group 55-64 : Gender female : Education tertiary 3.86 0.07
Age group 65-74 : Gender female : Education tertiary 3.76 0.11
Age group 75-101 : Gender female : Education tertiary 1.43 0.70
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