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Abstract

Deep convolutional neural networks (DCNNs) have become the most common solution for automatic image annotation due to their non-parametric nature, good performance, and their accessibility through libraries such as TensorFlow. Among other fields, DCNNs are also a common approach to the annotation of large astronomical image databases acquired by digital sky surveys. One of the main downsides of DCNNs is the complex non-intuitive rules that make DCNNs act as a “black box”, providing annotations in a manner that is unclear to the user. Therefore, the user is often not able to know what information is used by the DCNNs for the classification. Here we demonstrate that the training of a DCNN is sensitive to the context of the training data such as the location of the objects in the sky. We show that for basic classification of elliptical and spiral galaxies, the sky location of the galaxies used for training affects the behavior of the algorithm, and leads to a small but consistent and statistically significant bias. That bias exhibits itself in the form of cosmological-scale anisotropy in the distribution of basic galaxy morphology. Therefore, while DCNNs are powerful tools for annotating images of extended sources, the construction of training sets for galaxy morphology should take into consideration more aspects than the visual appearance of the object. In any case, catalogs created with deep neural networks that exhibit signs of cosmological anisotropy should be interpreted with the possibility of consistent bias.

1. Introduction

In the past two decades, autonomous digital sky surveys powered by robotic telescopes have been becoming increasingly important in astronomy, and have been revolutionizing astronomy research. The ability to collect very large databases of astronomical images and make them accessible through on-line services increased the productivity of telescope systems, leading to unprecedented discovery power (Edwards and Gaber, 2014). It also allows more potential contributors to participate in astronomy research, as the accessibility of the data provides more researchers with access to high-quality data without the need to own and operate highly expensive research facilities.

Perhaps the first major comprehensive autonomous digital sky survey is the Sloan Digital Sky Survey (York et al., 2000), with considerable success and revolutionary impact on astronomy. The overwhelming success of SDSS was followed by other powerful sky surveys such as the Panoramic Survey Telescope and Rapid Response System (Kaiser et al., 2010) and the Dark Energy Survey (Abbott et al., 2016). Future ventures such as the Vera Rubin Observatory and the space-based Euclid mission will provide even more powerful imaging capabilities, leading to far greater databases and consequently discovery power.

As digital sky surveys image hundreds of millions and even billions of astronomical objects, it is clear that manual analysis of the data is impractical. One of the most challenging tasks in the analysis of the image data acquired by digital sky surveys is the morphological analysis of extended objects. Unlike point sources, extended objects can have complex morphology, and their analysis require sophisticated computational methods. Tasks related to automatic annotations of galaxies can include broad classification of galaxies to elliptical or spiral (González et al., 2018; Ibrahim et al., 2018; Shamir, 2009; Banerji et al., 2010; Gauci et al., 2010; Jiménez et al., 2020), or annotation of a more comprehensive set of morphological descriptors of galaxies (Kuminski et al., 2014; Dieleman et al., 2015; Díaz et al., 2019; Zhu et al., 2019). Other tasks can include automatic detection of rare galaxies (Shamir, 2012; Timmis and Shamir, 2017; Jacobs et al., 2019a,b; Davies et al., 2019), spiral arm segments (Davis and Hayes, 2014), unsupervised analysis of galaxy morphology (Schutter and Shamir, 2015), or separating galaxies from stars (Sevilla-Noarbe et al., 2018).

In the past decade, deep convolutional neural networks (DCNNs) have been becoming increasingly more common in machine vision. DCNNs provide good performance without the need to design specific algorithms for each image analysis problem. The availability of open source libraries makes DCNNs available also for those who are not necessarily machine learning experts. As they become popular in almost all fields that involve machine vision, DCNNs have also become common in astronomy. Among other tasks, they are also used for the purpose of automatic annotation of galaxy images (Dieleman et al., 2015; Cheng et al., 2020; González et al., 2018; Barchi et al., 2020; Domínguez Sánchez et al., 2018; Khan et al., 2019). Due to their efficiency and speed, DCNNs are currently the most common solution for the annotation of very large datasets of galaxy images.

However, while DCNNs have the important advantages men-
tioned above, they also have several weaknesses. One of the main downsides of DCNNs is the “black box” nature of its classification process. DCNNs are trained by data, and the features are determined automatically during training to optimize the classification accuracy. These features are normally complex and non-intuitive, making it difficult to conceptualize the way the classifications are being made by the neural network. For that reason, the performance of DCNNs is normally determined empirically through a quantitative analysis using the test data, rather than a qualitative analysis that is based on how the data are actually being processed by the DCNNs. Since it is difficult to define what the DCNNs “learn” from the data, such systems should be used with caution (Lapuschkin et al., 2019; Schramowski et al., 2020).

Here we demonstrate that a DCNN system used through a typical supervised machine learning process to identify galaxy morphology can provide good accuracy in the classification of the galaxies, but at the same time can have subtle but consistent bias. When applied to large datasets, that bias can lead to consistently biased catalogs. If the bias is ignored in consequent analysis of the catalog, it can lead to observations that do not reflect the distribution of the data in the real sky.

2. Method

We train a neural network to classify between elliptical and spiral galaxies. The distribution of elliptical and spiral galaxies in one part of the sky are expected to be statistically the same as the distribution of elliptical and spiral galaxies in other parts of the sky. That is, when the dataset of galaxies is large, the shape of elliptical galaxies observed in a certain RA and declination range is expected to be the same as the shape of elliptical galaxies in any other RA and declination range. An expert observing an image of a random elliptical galaxy, and given no other information about the object, will not be able to make a knowledgeable guess of the RA and declination of that galaxy.

According to the null hypothesis, the neural network is trained by the morphology of the galaxies, and therefore the classification output of the neural network depends only on the morphology of the galaxy. In that case, if the deep neural network is trained with a high number of galaxies, it will perform the same way (within statistical error) regardless of the location of the test galaxy in the sky. Otherwise, the neural network is sensitive also to the location of the galaxy in the sky, and therefore can lead to a certain bias. Even if such bias is small, when annotating a very large number of galaxies that bias can be statistically significant. For instance, if in a certain part of the sky the neural network tends to classify more galaxies as spiral, a catalog generated by that network will show cosmological anisotropy such that a certain direction of observation has more spiral galaxies compared to other directions of observation.

In this study we train a deep neural network to classify between elliptical and spiral galaxies by using training galaxies imaged in the same part of the sky. We then compared the results using the same test set, but such that the training spiral galaxies are taken from one part of the sky, and the test spiral galaxies are taken from another part of the sky. If the neural network classifies galaxies just by their morphology, both neural networks should provide the same confusion matrix, within statistical error. However, if the confusion matrices are different, it means that the neural network also learns differences in the sky background, and can be affected based on the location of the galaxy in the sky. When applied to a large dataset, such behavior of the neural network can lead to differences in the distribution of the annotations based in different parts of the sky. That can consequently lead to slightly but consistently biased data products.

2.1. Deep convolutional neural network

The deep convolutional neural network used in this experiment is an expansion of the common LeNet-5 architecture (LeCun et al., 1998), implemented using the Keras library (Chollet et al., 2015; 2018), and adjusted to the input size of images with dimensionality of 120×120 pixels. The deep neural network model is based on the sequential model of Keras with five convolution layers and four max-pooling layers. These layers are followed by flattening and fully connected layers.

The activation function used in most layers of the convolutional neural network is Rectified Linear Unit (ReLU), except for the output layer, where we use the sigmoid activation function. Figure 1 shows the diagram of the structure of the convolutional neural network. During compilation the model uses the Adam (Adaptive Moment estimation) optimizer (Kingma and Ba, 2014), with an adaptive learning rate and the binary cross entropy is used as the loss function because of binary classification. The network was trained with 250 epochs, similarly to the training of the neural network described in (Goddard and Shamir, 2020), which was sufficient to reach the peak accuracy.

3. Data

Datasets from two major digital sky surveys were used - SDSS and Pan-STARRS. To have training and test sets of spiral galaxies, we used catalogs of galaxies annotated by their broad morphology. The image data in both datasets are the 120×120 JPG images downloaded by using the cutout service. For SDSS, the annotation of spiral and elliptical galaxies were taken from a catalog of galaxies annotated by their broad morphology (Kuminski and Shamir, 2016; Paul et al., 2018). Each galaxy in the catalog is provided with its annotation, and the certainty of the annotation in the range (0.5,1), where 1 is the maximum certainty for the galaxy to belong in the morphological type it is annotated. To ensure the accuracy of the annotations, only galaxies with certainty threshold of 0.9 or higher were used. These galaxies have certainty of their annotation of ~98% compared to the “superclean” Galaxy Zoo annotations (Kuminski and Shamir, 2016). The total number of galaxies in the catalog is ~ 2.9 × 10⁶.

A similar catalog was also used for the Pan-STARRS data. The catalog of Pan-STARRS galaxies contained ~ 1.7 × 10⁶ automatically annotated galaxies imaged by Pan-STARRS (Goddard and Shamir, 2020). Like with the SDSS galaxies, only galaxies with annotation certainty of 90% or higher were used.
While that threshold limit reduced the size of the training set, it ensured that the dataset for training and testing the convolutional neural network is clean, as shown by comparison of the threshold of the classification algorithm to manual classification of the galaxies (Goddard and Shamir, 2020). Figure 2 shows the classification accuracy of the convolutional neural network described in Section 2.1 and applied to the Pan-STARRS galaxy images, such that 8,000 images per class are used for testing, and the size of the training set varies. As the figure shows, the classification accuracy improves until the training set reaches the size of ~1,000 images per class, after which it stabilizes.

For Pan-STARRS data, datasets of galaxies were taken from two opposite hemispheres in the sky. The RA ranges of the sky regions used in the experiments are (0°–20°) and (180°–200°). The declination in both cases is (0°–20°). These regions were chosen for being far from each other in the sky, but also because they contain a sufficient number of galaxies. Additionally, a dataset of Pan-STARRS galaxies in the RA range (180°–200°) and declination range of (20°–40°) is also used. The sky regions used in the SDSS data are RA ranges (240°–260°) and (15°–35°) for the RA. The declination range is (∼10°–40°).

Figure 2: The classification accuracy of the convolutional neural network when applied to the Pan-STARRS galaxy images. The classification accuracy increases as the training set gets larger, until it reaches ~1,000 training images per class.

4. Results

The DCNN method described in Section 2.1 was tested with different combinations of the datasets described in Section 3. For the baseline experiment we trained and tested the model with the galaxies in the same right ascension and declination ranges. Table 2 shows the confusion matrix when classifying the Pan-STARSS galaxies using the spiral and elliptical galaxies from Dataset 1 for both training and test purpose. The number of training and test galaxies are specified in Table 1. Table 2 shows several certain properties of the different fields from which the galaxy images where acquired. The information is taken from Pan-STARRS DR1 and SDSS DR8, which are the data releases from which the images were taken. In SDSS, the type of objects was determined by using the SDSS classification system. Pan-STARRS DR1 does not have galaxy/star classification, and therefore that was done by considering stars as objects that their PSF / magnitude subtracted by their Kron i magnitude was greater than 0.05, as was done in (Timmis and Shamir, 2017). The table shows a substantial difference in star population between dataset A and B, while Datasets 1 and 2 are relatively consistent in terms of population of stars, galaxies, and average magnitudes.

As the table shows, more spiral galaxies were incorrectly classified as elliptical galaxies compared to elliptical galaxies classified incorrectly as spiral. Therefore, if applied to a very...
large dataset of galaxies, it is expected to show a slightly higher fraction of elliptical galaxies than spiral galaxies. However, a slight bias is expected from any classifier, and such bias is not necessarily expected to lead to an observation of a large-scale anisotropy. The reason a bias in the classifier is not expected to lead to an observation of anisotropy is that such bias is expected in all parts of the sky. That is, regardless of the location of the test galaxies in the sky, a higher number of elliptical galaxies is expected, and therefore the ratio between elliptical and spiral galaxies is not expected to change throughout the sky.

The number of elliptical and spiral galaxies is not necessarily equal, and the separation between a spiral and an elliptical galaxy is not necessarily a pure binary classification problem due to in-between cases. Therefore, a slight but consistent bias of the algorithm might not necessarily lead to false large-scale anisotropy. Certainly, the performance of such algorithms also depends on the imaging, as higher resolution images allow the identification of spiral features of galaxies, increasing the number of spiral galaxies compared to elliptical galaxies (Goddard and Shamir, 2020). If spiral features are identified, that indicates that the galaxy is indeed spiral. However, if spiral features are not identified it could also be because the image resolution does not allow the identification of the spirality of the galaxy (Goddard and Shamir, 2020).

The same analysis was also done using Dataset 2. Table 4 shows the confusion matrix when classifying the Pan-STARSS galaxies using Dataset 2 for both training and testing. Table 5 shows the confusion matrix when combining Datasets 1, 2, and 3 into a single dataset.

Table 6 shows the confusion matrix of the predictions made by the classifier.

As the table shows, although the test galaxies are the same, the distribution of the galaxies is different from the results of the experiment shown in Table 3. According to Table 5, more spiral galaxies are classified correctly, while more elliptical galaxies are classified incorrectly.

According to Table 6, ~49.02% are predicted as spiral, and therefore the probability of a galaxy to be predicted as spiral in that dataset is 0.4902. According the results of Table 6, merely 7,394 galaxies were classified as spiral. According to binomial distribution, if the success probability is 0.4902, the probability of having 7,394 or less successful events is $P < 10^{-5}$. That shows that although the test set is identical, the predictions are significantly different when using training data from different datasets.

### Table 1: The datasets used in the experiment, and the number of training and test galaxies in each dataset. RA and declination ranges are in degrees.

| Dataset   | Sky survey | RA range   | Dec range   | Train | Elliptical | Test | Elliptical | Test  |
|-----------|------------|------------|-------------|-------|------------|-----|------------|------|
| 1         | Pan-STARRS | 180°-200° | 0°-20°      | 3000  | 8000       | 8000| 8000       | 8000 |
| 2         | Pan-STARRS | 180°-200° | -10°-40°    | 3000  | 8000       | 8000| 8000       | 8000 |
| 3         | SDSS       | 240°-260° | -10°-40°    | 3000  | 8000       | 8000| 8000       | 8000 |
| A         | SDSS       | 15°-35°   | -10°-40°    | 3000  | 8000       | 8000| 8000       | 8000 |

### Table 2: Properties of the different fields from which the different datasets were acquired.

| Elliptical | Spiral |
|------------|--------|
| Elliptical | 150    |
| Spiral    | 756    | 7244   |

### Table 3: Confusion matrix of the classifications when using Dataset 1 for both training and testing.

| Elliptical | Spiral |
|------------|--------|
| Elliptical | 7699   |
| Spiral    | 450    |

### Table 4: Confusion matrix of the classification when using Dataset 2 for both training and testing.

| Elliptical | Spiral |
|------------|--------|
| Elliptical | 23299  |
| Spiral    | 1646   |

### Table 5: Confusion matrix of the classification when combining Datasets 1, 2, and 3 into a single dataset.

| Elliptical | Spiral |
|------------|--------|
| Elliptical | 7749   |
| Spiral    | 408    |

### Table 6: Confusion matrix of the classifications when using spiral galaxies from Dataset 1, elliptical galaxies Dataset 2 for training, and all test galaxies from Dataset 1 for testing.

| Elliptical | Spiral |
|------------|--------|
| Elliptical | 7749   |
| Spiral    | 408    | 7592   |
parts of the sky.

The high probability shows that if the classifier was applied to galaxy images that are not labeled with ground truth, it would have shown a statistically significant difference between the frequency of spiral galaxies in the sky region of \((0^\circ < \alpha < 20^\circ, 0^\circ < \delta < 20^\circ)\) and the frequency of spiral galaxies in the sky region \((180^\circ < \alpha < 200^\circ, 0^\circ < \delta < 20^\circ)\). These differences could be interpreted as evidence for cosmological-scale anisotropy.

Differences in the confusion matrices can also be due to fluctuations in the classification process. DCNNs are trained with the data, and therefore different training data is expected to lead to different classification results. To test these fluctuations empirically, the experiment shown in Table 6 was repeated with 100-fold bootstrapping, such that in each run the galaxies were separated randomly to training and test sets. The results of the 100 runs show a mean of 247.4 ± 1.1 misclassified elliptical galaxies, and a mean of 406.1 ± 1.4 misclassified spiral galaxies. The maximum number of misclassified elliptical galaxies was 291, which is smaller than the 756 misclassified spiral galaxies in the confusion matrix of Table 6.

To further examine a possible link between the selection of the training data and the behavior of the classifier, a similar experiment was performed such that the training data was spiral galaxies from Dataset 1 and elliptical galaxies from Dataset 2. Then, the performance of the classifier was tested with test data from Dataset 2. Table 7 shows the confusion matrix of the experiment.

|       | Elliptical | Spiral |
|-------|------------|--------|
| Elliptical | 7791       | 209    |
| Spiral  | 462        | 7538   |

Table 7: Confusion matrix of the classifications when using spiral galaxies from Dataset 1, elliptical galaxies from Dataset 2 for training, and Dataset 2 used for testing.

As the table shows, when comparing to the classifications of the same set of galaxies with a neural network that was trained with galaxies from the same sky region as the test data, the number of misclassified spiral galaxies increases from 450 to 462, and the number of misclassified elliptical galaxies decreases from 301 to 209. If the probability of misclassified elliptical galaxy is \(\frac{301}{3000} = 0.037625\), the probability of having 209 or less misclassified elliptical galaxies from the 8,000 galaxies that were classified is \((P < 10^{-5})\). Because the galaxies have ground truth, we can be certain that the reason for the difference is not of astronomical origin, but higher similarity of the test elliptical galaxies from Dataset 2 and the training elliptical galaxies from Dataset 2, which leads to a consistent bias in the classification.

In an empirical test the dataset was separated randomly into training and test sets of the same sizes as specified in Table 1 but the experiment was repeated 100 times such that in each run the galaxy images were randomly allocated to training and test sets. After 100 runs, the mean number of misclassified elliptical galaxies was 216.2 ± 1, and the mean misclassified spiral galaxies was 473 ± 1.4. In 100 runs the maximum number of misclassified elliptical galaxies was 277, which is below the 301 misclassified elliptical galaxies shown in the confusion matrix of Table 6.

In another experiment, the training set contained spiral galaxies from Dataset 2, and elliptical galaxies from Dataset 1. Tables 8 and 9 show the confusion matrix when applying the classifier to the test samples of Dataset 1 and Dataset 2, respectively.

|       | Elliptical | Spiral |
|-------|------------|--------|
| Elliptical | 7592       | 408    |
| Spiral  | 551        | 7449   |

Table 8: Confusion matrix of the classification when training the neural network with spiral galaxies from Dataset 2, elliptical galaxies from Dataset 1, and testing the classifier with spiral and elliptical galaxies from Dataset 1.

|       | Elliptical | Spiral |
|-------|------------|--------|
| Elliptical | 7514       | 486    |
| Spiral  | 342        | 7658   |

Table 9: Confusion matrix of the classification when the spiral galaxies of the training set are from Dataset 2, the elliptical galaxies of the training set are from Dataset 1, and the test samples are the test galaxies from Dataset 2.

The results show that although the training set is the same in both cases, each dataset provided different results. For the test samples of Dataset 1, a higher number of spiral galaxies was misclassified as elliptical galaxies, while classifying the test samples of Dataset 2 more elliptical galaxies were classified as spiral galaxies. That is, the classifier showed 7,857 spiral galaxies in Dataset 1, and 8,144 spiral galaxies in Dataset 2. Because the galaxies are annotated with ground truth, we can conclude that the reason for the difference is not an actual higher number of spiral galaxies in the real sky at \((180^\circ < \alpha < 200^\circ, 0^\circ < \delta < 20^\circ)\), but a higher similarity of the galaxies in the test set to the galaxies in the training set that were taken from the same part of the sky. However, if the galaxies did not have ground truth, the difference could have been interpreted as an indication of cosmological-scale anisotropy.

### 4.1. Difference between close sky regions

The experiments above tested for the impact when the different classes in the training set are imaged in opposite hemispheres. To test whether the same bias also occurs when the classes of the training data are acquired in closer regions, another experiment was done such that the difference sky regions are neighboring.

Table 10 shows the confusion matrix when the neural network was trained with elliptical galaxies from Dataset 2, and spiral galaxies from Dataset 3. Dataset 2 was used for testing. These results are compared to the confusion matrix of Table 11 showing the classifications when the same test set was used, but the neural network was trained with elliptical galaxies from Dataset 3, and spiral galaxies from Dataset 2. The two confusion matrices show some differences in the classifications, but less substantial than when the training sets were taken from opposite hemispheres. For instance, the difference in the number
of misclassified spiral galaxies is about 14%. That is smaller difference compared to the 62% difference in misclassified spiral galaxies observed when the training and test sets are from two different hemispheres.

| Elliptical | Spiral |
|-----------|--------|
| 7755      | 245    |
| 600       | 7400   |

Table 10: The confusion matrix when the classifier is trained with elliptical galaxies from Dataset 2, and spiral galaxies from Dataset 3. The test set is the test galaxies from Dataset 2.

| Elliptical | Spiral |
|-----------|--------|
| 7702      | 298    |
| 516       | 7484   |

Table 11: The confusion matrix when the neural network is trained with elliptical galaxies from Dataset 3, and spiral galaxies from Dataset 2. The test set is the test galaxies from Dataset 2.

### 4.2. Experiments with SDSS data

In addition to the Pan-STARRS data, we also tested data from the Sloan Digital Sky Survey (SDSS). Table 12 shows the confusion matrix of the classifications of the test galaxies of Dataset A, when the classifier was trained with training spiral galaxies from Dataset A, and training elliptical galaxies from Dataset B. As before, no galaxies were included in both the training and test sets. Table 13 shows the confusion matrix when using the same training set as was used for the experiment shown in Table 12.

| Elliptical | Spiral |
|-----------|--------|
| 2704      | 31     |
| 296       | 2969   |

Table 12: Confusion matrix of the classification of SDSS dataset when training the convolutional neural network with spiral galaxies from Dataset A and elliptical galaxies from Dataset B. The test samples are from Dataset A.

As the table shows, the number of misclassified spiral galaxies increases to 85, while the number of misclassified elliptical galaxies drops to 109. If the probability of an elliptical galaxy to be misclassified as spiral galaxy is \(0.0987\) as shown in Table 12, the binomial distribution probability to have 109 or less misclassified elliptical galaxies is \(P < 10^{-5}\).

Like with the Pan-STARRS data, the analysis shows that the classification exhibit different ratio of elliptical and spiral galaxies even when the test set is identical. Because the test samples are exactly the same, and the algorithm is the same, the only possible explanation for the difference is the use of a different training set. For example, the increase in the number of galaxies classified as elliptical can be linked to the fact that the neural network was trained with elliptical galaxies imaged in the same part of the sky of the test samples, while the training spiral galaxies were imaged in a different part of the sky. If the neural network also “learns” the sky background, the similarity between the background of the images in the test set and the background of the images in just one of the classes in the training set can lead to bias towards that class. The bias is statistically significant. Therefore, using the same neural network to classify galaxies in the entire sky would lead to a statistically significant difference between the frequency of spiral galaxies in different parts of the sky, what might provide evidence of cosmological-scale anisotropy.

A similar experiment was done such that the training set was made of spiral galaxies from Dataset B and elliptical galaxies from Dataset A. Tables 14 and 15 show the confusion matrices when testing the neural network with test data from Dataset A and Dataset B, respectively. As the confusion matrices show, the bias identified in the results is consistent with the results of the previous experiment.

Although the classifier is the same classifier trained with the same data, the misclassifications of Dataset A are completely different than the misclassifications of Dataset B. When testing the classifier with the test data of Dataset A, much more galaxies are classified as elliptical compared to the confusion matrix produced when the classifier was tested with Dataset B. Given that the probability of a test spiral galaxy in Dataset A to be misclassified as an elliptical galaxy is 0.165, the probability to have 154 misclassified galaxies or less is \(P < 10^{-5}\).

As autonomous digital sky surveys generate vast pipelines of image data, including billions of extended objects with complex morphology, a solid approach to analyze the morphology...
of these objects is by applying deep convolutional neural networks. For the purpose of supervised machine learning, these networks are trained automatically with labeled “ground truth” samples, and can then annotate any given new data based on the rules deduced in the training stage.

The application of convolutional neural networks to large image databases collected by digital sky surveys can produce large catalogs of annotated objects. For instance, the identification of a large number of gravitational lens candidate (Jacobs et al., 2019b) would have been impractical without using automation. It is therefore expected that data products generated by deep neural networks will be used by other researchers to annotation with high level of accuracy, they are based on complex and non-intuitive data-driven rules that are difficult to interpret and fully understand. Therefore, these rules can reflect not just the morphology of the galaxy, but in fact any piece of information by which the neural network can differentiate between the different classes of images it is trained with.

Here we show that while deep convolutional neural networks provide good annotation accuracy, they are based on complex and non-intuitive data-driven rules that are difficult to interpret and fully understand. Therefore, these rules can reflect not just the morphology of the galaxy, but in fact any piece of information by which the neural network can differentiate between the different classes of images it is trained with.

The examples shown in this paper are focused on specific issues in the populations of stars and galaxies, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias. Clearly, digital sky surveys that cover a large part of the sky have differences in the population of astronomical objects, and their magnitude or other measurements can be difficult to interpret. As mentioned above, the complex and non-intuitive nature of DCNNs makes it difficult to profile of the specific reasons that can lead to the bias.
Deep convolutional neural networks and other pattern recognition techniques are now common in astronomy, and can be used for a broad range of tasks. As such neural networks heavily rely on training data, it is difficult to acquire training data that evenly covers all parts of the sky under all weather conditions and status of the hardware. Therefore, when analyzing data using deep neural networks, a certain bias is expected. Deep neural network provide an excellent solution to the classification of galaxies by their morphology, and can therefore provide an effective solution for creating large catalogs of galaxy morphology. However, the use of data products produced by these networks should therefore be used with consideration of the advantages as well as the disadvantages of deep neural networks, and should be matched to tasks for which such data annotation process is scientifically sound. Large-scale analysis of such catalogs to show subtle differences in the population of certain types of objects might be a task for which results obtained by using deep neural networks should be received with caution.
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