Microscopic Study of the Coupled-Wire Construction and Plausible Realization in Spin-Dependent Optical Lattices
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Coupled-wire constructions offer particularly simple and powerful models to capture the essence of strongly correlated topological phases of matter. They often rely on effective theories valid in the low-energy and strong coupling limits, which impose severe constraints on the physical systems where they could be realized. We investigate the microscopic relevance of a class of coupled-wire models and their possible experimental realization in cold-atom experiments. We connect with earlier results and prove the emergence of fractional quantum Hall states in the limit of strong inter-wire tunneling. Contrary to previous studies relying on renormalization group arguments, our microscopic approach exposes the connection between coupled-wire constructions and model wavefunctions in continuum Landau levels. Then, we use exact diagonalization methods to investigate the appearance of these fractional quantum Hall states in more realistic settings. We examine the parameter regimes where these strongly correlated phases arise, and provide a way to detect their appearance in cold-atom experiments through standard time-of-flight measurements. Motivated by this experimental probe, we finally propose a realization of our model with cold-atoms in spin-dependent optical lattices. Our estimates show that the previous fractional quantum Hall phases lie within experimentally accessible parameter regimes, giving a viable route towards their experimental study.

I. INTRODUCTION

Our understanding of the fractional quantum Hall (FQH) effect has heavily relied on the use of model wavefunctions (WFs) [1]. Their strength resides in their simultaneous predictive power and microscopic relevance. For instance, the Laughlin states [2, 3] allow to successfully predict the existence of quasiparticle excitations with fractional charge [4, 5] and fractional statistics [6]. They also fully screen the short-range and largest pseudopotentials components of the Coulomb interaction projected in the lowest Landau level (LLL) [7, 8]. Such a feature ensures that it faithfully capture the low energy physics of a fractional quantum Hall system at filling factor \( \nu = 1/m \), while providing an excellent approximation of the system’s ground state (GS).

Another powerful and elegant approach able to predict the universal behaviors of FQH phases is known as the coupled-wire (CW) construction [9, 10]. In the CW construction, a higher-dimensional system is decomposed into a collection of one-dimensional subsystems, the quantum wires. Specific targeted topological phases arise due to suitable couplings between the wires and careful choices of interactions [11]. The effectiveness of the CW construction relies on powerful bosonization and renormalization techniques [12, 13]. In the FQH case, this construction provides an intuitive understanding of the bulk-edge correspondence [14]: the edge effective theory is used for the wires to generate the bulk physics [15]. Often, the interacting CW models are not chosen for their experimental relevance, but rather to provide an intuitive picture for a given topological phase or to ease the renormalization group analysis.

CW models may however find a greater microscopic relevance and a wider range of application in ultracold quantum gases [16]. These physical systems have been envisioned for the realization of FQH phases for the last decade [17–18], due to the many experimental advances in the generation of artificial magnetic fields [19–21]. In this prospect, the implementation of CW models with cold-atoms in optical lattices displays several advantages. First, cooling of one-dimensional wires below the Doppler limit [22], and strong artificial magnetic fluxes [23] have already been demonstrated in such setups. Then, ultracold collisions between neutral particle in \( s- \) or \( p- \) wave [24, 25] naturally realize the idealized interactions of certain CW models [9]. Finally, sub-wavelengths spacing of the wire should provide the necessary tunneling coefficients to create flat Chern bands [16].

To support these prospective realization of FQH physics in optical lattices, a closer microscopic understanding of CW models is required. In fact, the low-energy and strong coupling limits, used in analytical treatments of CWs models, blurs crucial microscopic properties. The precise range of tunneling and interaction strengths required for the emergence of FQH phases remains unknown in most of these models. We still lack a microscopic characterization of CW ground states, for instance via model WFs, to connect with simple experimental probes such as density. The competing phases in these models and their distinctive features have yet to be identified. These problematics demand sustained efforts...
in the microscopic study of CW model, either analyti-
cally or numerically, but without recurring to effective
low-energy theories.

This paper addresses some of these questions for a class
of coupled-wire models. In particular, we show how and
in which regimes the CW construction is microscopically
related to the continuous description of the FQH effect.
Moreover, we numerically study the phase diagram of a
CW model in realistic experimental conditions.

The paper is organized as follows. In Sec. II, we be-

gin with a short review of continuum FQH system and
of the pseudopotential approach for the Laughlin state.
In Sec. III, we show the emergence of a Landau level
structure for quantum wires strongly coupled by tunnel-
ing in an external magnetic field. Thanks to this cor-
respondence, we adapt the pseudopotential approach to
our coupled-wire system, and bridge the CW construc-
tion and model WFs (see Sec. IV). In Sec. V, we use exact
diagonalization methods to sketch the phase diagram of
an interacting CW model. We characterize the weakly-
interacting phases and highlight an experimental probe
to discriminate them from the Laughlin phase. Finally,
we propose a plausible experimental realization of our
model with cold-atoms in spin-dependent optical lattices
(see Sec. VI). Our estimates indicate that the FQH-like
phases could be observed in optical lattices for experi-
mentally realistic parameters, provided temperature can
be kept low enough.

II. QUANTUM HALL EFFECT ON THE
CYLINDER GEOMETRY

In this section, we briefly review the quantized motion
of charged particles on the cylinder geometry, i.e. as-
suming periodic boundary condition along one direction.
We introduce model interactions for which the Laughlin
wavefunctions (WFs) are the exact densest ground state
of the many-body problem [2].

A. Landau Levels

We consider a two dimensional gas of \( N \) particles of
charge \( e \) moving in the \((x, y)\) plane and subject to a
perpendicular magnetic field \( \mathbf{B} = \nabla \times \mathbf{A}\). We assume
periodic boundary conditions along the \( x \) direction and
identify \( x = 0 \) with \( x = L \), thus mapping the problem
to a cylinder. In the Landau gauge \( \mathbf{A} = (\text{sign}(e)By,0)\),
the momentum along the compact direction \( k_x \) is a good
quantum number and periodic boundary conditions im-
pose

\[
k_x = \gamma k, \quad \text{with} \quad \gamma = \frac{2\pi}{L} \quad \text{and} \quad k \in \mathbb{Z}.
\]

The kinetic Hamiltonian

\[
H_{\text{kin}} = \frac{(p - eA)^2}{2m},
\]

splits the Hilbert space into Landau levels evenly spaced
in energy by \( \hbar \omega_c = \hbar e|B|/m \). Most of the QHE physics
is already apparent in the Lowest Landau Level (LLL).
Hence, ignoring spin degeneracies and assuming the tem-
perature is low enough, we will focus on the LLL physics
from now on. This subspace is spanned by momentum
eigenfunctions of the form

\[
\phi_k(x,y) = \frac{e^{i\gamma k x}}{\sqrt{\pi \sqrt{L}}} \exp \left( -\frac{(y-y_k)^2}{2\ell_B^2} \right),
\]

where

\[
\ell_B = \sqrt{\frac{\hbar}{|e|B}}
\]
denotes the magnetic length. In this geometry, the mo-
momentum label \( k \) also determines the center of the Gaus-
sian wave-packet in the \( y \) direction, \( y_k = \gamma k \ell_B^2 \). We de-
note by \( c_k^\dagger \) the particle creation operator in orbital \( k \),
thus \( \phi_k(x,y) \equiv \langle x,y|c_k^\dagger|0 \rangle \). For non-interacting fer-
mions, the Integer Quantum Hall Effect (IQHE) occurs when
a Landau level is completely filled. Here, we focus on the
completely filled LLL with filling factor \( \nu = 1 \). We can
write the many-body WF as a Slater determinant involv-
ing orbitals of the form Eq. (3). Denoting by \( z_j = x_j - iy_j \)
the complex coordinate of the \( j \)th particle, this many-
body WF can be rewritten (up to a global normalization
prefactor) as:

\[
\Psi_{\nu=1}(z_1, \cdots, z_N) = \prod_{i<j}(e^{\gamma x_i} - e^{\gamma y_i}) \prod_i e^{-\frac{x_i^2}{2\ell_B^2}}.
\]

B. Model Interactions In The LLL

The study of the FQHE is much more difficult for stan-
dard perturbation methods are not available. Indeed, the
Hamiltonian projected to the LLL consists solely of an
interaction term projected to the flat and highly degen-
erate LLL. The theoretical understanding of the FQHE
has thus heavily relied on trial WFs [26, 27]. The most
celebrated example is the Laughlin WF at filling \( \nu = 1/q \)
with \( q \) a positive integer. It reads [2]

\[
\Psi_{1/q}(z_1, \cdots, z_N) = \prod_{i<j}(e^{\gamma x_i} - e^{\gamma y_i})^q \prod_i e^{-\frac{x_i^2}{2\ell_B^2}},
\]

and describes fermionic (resp. bosonic) statistics when
if \( q \) is odd (resp. even). Although these trial WFs
might not describe the exact ground state of a realistic
microscopic Hamiltonian at filling factor \( \nu = 1/q \),
they are believed to be adiabatically connected to the
latter. Some of the physical content of these strongly in-
teracting phases can then be revealed by the structure
and analytical properties of the trial WFs. For instance,
the plasma analogy enables predictions on Eq. (3) such
as the existence of quasi-particles with fractional electric charge \(e/q\), which were indeed observed experimentally \([4, 5]\). The physical relevance of the LaughlinWFs also stems in the ability to derive a microscopic interacting Hamiltonian whose densest ground state is exactly Eq. 4 \([8]\). Those interactions Hamiltonian are called Halda’s pseudo-potentials \([7]\), which we now review.

We will focus on the model interactions whose densest ground state is either the bosonic Laughlin \(\nu = 1/2\) state or the fermionic Laughlin \(\nu = 1/3\) state, respectively denoted as \(V(0)\) and \(V(1)\), but the discussion can be extended to any Laughlin wavefunction \([7, 8, 28–30]\). Their action in real space is

\[
\begin{align*}
V(0)(z_1, z_2) &= \delta(2)(z_1 - z_2), \\
V(1)(z_1, z_2) &= -\nabla^2 \delta(2)(z_1 - z_2),
\end{align*}
\]  

(7)

proportionately symmetrized to account for the periodic boundary conditions in the \(x\)-direction. Their matrix elements in the LLL can be computed with Eq. 3 \([29, 31, 32]\). Up to an irrelevant prefactor, the parent Hamiltonian for the bosonic Laughlin \(\nu = 1/2\) reads

\[
V(0) = \sum_{u,k,l \in \mathbb{Z}} \left[ e^{-\left(\gamma_\mu b \right)^2(k^2+l^2)} \right] \tilde{c}_{u+k}^\dagger \tilde{c}_{u-k}^\dagger \tilde{c}_u \tilde{c}_l - t
\]  

(8)

while the one for the fermionic Laughlin \(\nu = 1/3\) state is

\[
V(1) = \sum_{u,k,l \in \mathbb{Z}} \left[ kl e^{-\left(\gamma_\mu b \right)^2(k^2+l^2)} \right] \tilde{c}_{u+k}^\dagger \tilde{c}_{u-k}^\dagger \tilde{c}_u \tilde{c}_l - t.
\]  

(9)

Notice that the momentum conservation is readily satisfied and that the translational invariance along the cylinder axis is explicit as the matrix coefficients do not depend on the center of mass \(u\). In the rest of the article, we will exactly recover the LLL physics, including possible interactions and the Laughlin physics, starting from a tight binding model of one dimensional wires of free particles in a presence of a magnetic field.

\[\mathcal{H} = \sum_{j \in \mathbb{Z}} \int dx \left( c_j^\dagger (x) \frac{(p_x - eA_x(jd))^2}{2m} c_j(x) - t(c_{j+1}^\dagger(x)c_j(x) + c_j^\dagger(x)c_{j+1}(x)) \right),\]  

(10)

t between neighboring wires. As in Sec. [II A] the mo-

III. LANDAU LEVELS FROM COUPLED WIRES

In this section, we consider an array of one dimensional wires of free particles coupled by tunneling under a magnetic field. We prove that for large enough tunneling strengths, this system has all the features of the equivalent continuum Laudau problem studied in Sec. [II]. At the single-particle level, eigenfunctions are labeled by their momentum along the direction of the wires which also determines their center of mass position as in Eq. 3. Altogether, these states form bands with non-trivial topological properties which are unveiled by adapting Laughlin’s charge-pumping argument \([33]\). The results can be intuitively regarded as the consequence of taking the continuum limit in the \(x\)-direction of the Hofstadter model.

FIG. 1. Periodic array of one-dimensional wires of length \(L\) along the \(x\) direction (in red). They are equally spaced and centered at positions \(y = jd\) with \(j \in \mathbb{Z}\). A magnetic flux \(\phi = B L d\) is threaded between each pair of consecutive wires (grey area).

A. Model

We consider an array of equally spaced one-dimensional wires of free particles in the \((x, y)\) plane. As sketched in Fig. 1, the wires are along the \(x\) direction for which we assume periodic boundary conditions and identify \(x = 0\) to \(x = L\). The distance between two consecutive wires is \(d\) such that the \(j\)-th wire lies at \(y = jd\). A magnetic field is applied perpendicular to the \((x, y)\) plane and we denote the non vanishing component of the vector potential as \(A_x(y) = \text{sign}(c) B y\). The Hamiltonian consists of two terms, the kinetic energy from the unconfined \(x\) direction and the tunneling between wires. We denote as \(c_j^\dagger(x)\) the creation operator of a particle at position \(x \in [0, L]\) on wire \(j\). In second quantized form, the Hamiltonian reads
momentum $p_x$ commutes with the kinetic Hamiltonian $\mathcal{H}$ and is quantized in unit of $\hbar/L$ due to periodic boundary conditions. Introducing the Fourier components

$$ c_{j,k}^\dagger = \frac{1}{\sqrt{L}} \int dx \, e^{2\pi i k x} c_j^\dagger(x), \quad (11) $$

with $k \in \mathbb{Z}$ an integer, we can split the Hamiltonian of Eq. 10 into different momentum sectors $\mathcal{H} = \sum_{k \in \mathbb{Z}} \mathcal{H}_k$ with

$$ \mathcal{H}_k = \sum_{j \in \mathbb{Z}} \frac{(h\gamma k - |eBjd|^2)}{2m} c_{j,k}^\dagger c_{j,k} - t \left( c_{j+1,k}^\dagger c_{j,k} + h.c. \right). $$

To simplify the notations, we introduce the natural kinetic energy scale

$$ E_0 = \frac{(eBd)^2}{2m} = \frac{\hbar^2}{2m} \left( \frac{d}{\ell_B^2} \right)^2, \quad (12) $$

with $\ell_B$ the magnetic length, and we define the dimensionless tunneling parameter

$$ \lambda = \frac{t}{E_0}. \quad (13) $$

We also call $\nu_w$ the inverse number of flux quanta $\phi_0 = h/e$ threading the $x-y$ plane between two consecutive wires

$$ \nu_w = \frac{\phi_0}{\phi} = \frac{2\pi \ell_B^2}{Ld}, \quad (14) $$

where the flux $\phi = Bld$ is depicted in Fig. 1. For a finite size system with $N_w$ wires, it is equal to the total filling factor of wires in the system $\nu_w = N_w/N_\phi$ with $N_\phi$ the number of flux quanta threading the system. Using these notations, the Hamiltonian in the momentum sector $k$ becomes

$$ \frac{\mathcal{H}_k}{E_0} = \sum_{j \in \mathbb{Z}} (j - \nu_w k)^2 c_{j,k}^\dagger c_{j,k} - \lambda (c_{j,k}^\dagger c_{j+1,k} + c_{j+1,k}^\dagger c_{j,k}). \quad (15) $$

Its spectrum is depicted in Fig. 2 as a function of the momentum $k$. We observe that the free parabolic branches obtained for $\lambda = 0$ hybridize near crossing points when tunneling between wire increases. For $\lambda > 1/4$, the gap opened by the new avoided crossing of width become larger than the initial position of the crossing leading to a nearly flat low-energy spectrum. Higher in energy, the unbounded kinetic energy dominates and tunneling is negligible for the highly energetic bands. We can make these statements more precise by mapping the Schrödinger equation originating from $\mathcal{H}_k$ on Mathieu’s differential equation, as detailed in App. A. This enables to use the properties and asymptotics of the solutions of this differential equation [34, chap. 28].

For small tunneling strengths $\lambda \ll 1$, the perturbative picture of avoided crossing described above matches the exact solution and the eigenenergies of the system can be obtained as power series in $\lambda$ near the uncoupled wire point $\lambda = 0$. The first order correction are simply those obtained within perturbation theory with a gap between the first two bands $\sim \lambda$, while higher order term can be obtained iteratively [35]. These power series however have a finite radius of convergence $\rho^{(n)}$ in each band $n$ [34, chap. 28], which set the transition between a perturbative regime $\lambda < \rho^{(n)}$ and the flat band regime $\lambda > \rho^{(n)}$ (as can be seen in Fig. 1). These radii have been numerically estimated in Ref. [36, chap. 2.4]. Their results $\rho^{(0)} \approx 0.3672$ and $\rho^{(1)} \approx 0.9425$ agree extremely well with both those presented in Fig. 2 and the study carried out in App. A. When $\lambda > \rho^{(0)}$, we can no longer use the previous perturbative expansion and must rely on uniform semiclassical approximations [37, 38] to obtain estimates of, for instance, the spread of the lowest band

$$ 8 \frac{\sqrt{3}}{\pi} \sqrt{\lambda} \left( \frac{3}{2} \right)^{3/2} e^{-8\sqrt{\lambda}}. \quad (16) $$

Due to the exponentially small spread of the energy bands, we shall refer to the limit $\lambda \gg 1$ as the flat-band regime. We show in App. A that Eq. 16 agrees within a percent to numerical simulations even for moderate tunneling strengths $\lambda \sim 1$. Finally, we come back on the role of kinetic energy in highly excited bands $n \gg 1$. There, the flat band limit is extremely hard to achieve as $\rho^{(n)} \propto n^2$ [39] explaining why the parabolic profile still dominates for high energies in Fig. 2.

B. Strong Tunneling: Emergence Of Landau Levels

Let us define as $d_k^{(n)\dagger}$ the operator creating a particle in band $n$ with momentum $k$, with energy $\epsilon_k^{(n)}$. The corresponding eigenfunction $\psi_k^{(n)}$ has the form

$$ \psi_k^{(n)}(x,j) = e^{i\gamma k z} g_k^{(n)}(j - \nu_w k), \quad (17) $$

where the $g_k^{(n)}$ is centered around zero and can be expressed in terms of Mathieu special functions (see Eq. A7). We recover a structure analogous to the LLL on the cylinder studied in Sec. II where the momentum label $k$ also determines their center $y_k$ along the cylinder:

$$ y_k = \nu_w dk = \gamma k \ell_B^2. \quad (18) $$

We now focus on the flat-band regime, and show that these eigenstates become analogous to the LLL orbitals of Sec. II. This result can be rationalized if we interpret our model Eq. 10 as a variant of the Hofstadter Hamiltonian in which the continuum limit has been taken along the wire direction $x$. In the strong tunneling limit, the system is asymptotically equivalent to an harmonic oscillator [40] [41] of characteristic frequency $\hbar \omega_c = 2\sqrt{\lambda}E_0$. The convergence is extremely fast for low-lying bands such that the functions $g_k^{(n)}$ for different momenta are exactly equal up to corrections exponentially small in
\[\sqrt{\lambda} \text{. In particular, they all have the same expression } g^{(n)} \text{ and the same Taylor expansion up to arbitrarily large powers of } 1/\sqrt{\lambda} \text{ when } \lambda \gg 1. \text{ Similarly all eigenenergies within a given band are equal up to exponentially small corrections. For instance, we have the asymptotic behavior } [37, 42]:\]

\[\epsilon_k^{(0)} \approx \frac{1}{2} \hbar \omega_c + \delta^{(0)} \sin(2\pi \nu_w k), \quad (19)\]

with \(\delta^{(0)}\) given in Eq. 16. As a consequence, we will approximate the system in the flat-band regime by perfectly flat bands of energy \(\epsilon^{(n)}\) and corresponding eigenfunctions \(\psi_k^{(n)}(x,j) = e^{\gamma kx} g^{(n)}(j - \nu_w k)\). As in Sec. II A, the single body wavefunctions of a given Landau level are shifted copies of the same envelope along \(y\), and plane-waves along the compact dimension. Let us stress again that this approximation is really well satisfied for the lowest band, where we only require \(\lambda > \rho^{(0)} \approx 0.3672\) (see lower right corner of Fig. 2 for which \(\lambda = 1\)).

Not only do the eigenvalues converge towards those of an harmonic oscillator, but the envelopes \(g^{(n)}\) themselves uniformly converge to hermite functions, as shown in Ref. 43. In the lowest band, this reduces to:

\[g^{(0)}(u) \xrightarrow{\lambda \gg 1} 1 \left(\frac{\pi \sqrt{\lambda}}{\sqrt{2}}\right)^{1/4} \exp\left(-\frac{u^2}{2\sqrt{\lambda}}\right). \quad (20)\]

For larger tunneling strength \(\lambda\), a similar behavior is observed in the higher bands of the system. Although it is not necessary for the quantum Hall physics to arise [44-46], we can recover the initial isotropy of the Landau problem on the cylinder (see Sec. II) by matching the width of the obtained Gaussian with the magnetic length. This is achieved by a fine tuning of either the tunneling strength or the inter-wire distance in order to get

\[\sqrt{\lambda} d^2 = \ell_B^2 \iff t = \frac{\hbar^2}{2md^2}. \quad (21)\]

We now summarize the results obtained in the flat-band regime, which for low-lying bands only requires moderate tunneling strengths \(\lambda \gtrsim 1\). First the spectrum of our model Eq. 10 is, up to exponentially small corrections, made of highly degenerate flat bands centered on \(n\hbar\omega_c + \epsilon^{(0)}\) with \(\hbar\omega_c = 2\sqrt{\lambda}\ell_B\) and \(\epsilon^{(0)} = -2\lambda + \sqrt{\lambda} - 1/16 [44].\) The eigenfunctions with momentum \(k\) are centered around \(y_k = \gamma k\ell_B^2\) and their envelope \(g^{(n)}\) does not depend on the momentum label \(k\), recovering the Landau level structure of Sec. II. When \(\lambda \gg 1\), the analogy can be pushed further and eigenfunctions of the lowest band have a Gaussian shape Eq. 20, which exactly matches that of the cylinder LLL orbitals when Eq. 21 is fulfilled.

C. Charge Pumping And Quantized Hall Conductance

The momentum periodicity of the spectrum obtained in Eq. 19 reflects another translational symmetry in our model. Writing \(\nu_w = \frac{q_w}{w}\) with \(p_w\) and \(q_w\) relatively prime, we observe that the Hamiltonian Eq. 10 is invariant under the action of the magnetic translation operator sending both \(j \to (j + p_w)\) and \(k \to (k + q_w)\). This symmetry explains why the spectrum at \(k\) and \(k + q_w\) are equivalent. Similarly, it allows to relate the eigenfunctions of Eq. 17 derived in App. A by the pseudo-periodic relation

\[\psi_{k+q_w}(x,j+p_w) = e^{i\gamma q_w x} \psi_k^{(n)}(x,j). \quad (22)\]

From now on, we focus on the lowest band of the system but the discussion applies equally well to more energetic ones. The first consequence of Eq. 22 is that there are only \(q_w\) distinct functions \(g^{(0)}\) and we rewrite

\[\psi^{(0)}_k(x,j) = e^{i\gamma kx} g_r(k)(j - \nu_w k), \quad (23)\]

with \(r(k)\) the remainder after division of \(k\) by \(q_w\).

With this results at hand, we would like to repeat Laughlin’s charge-pumping argument [33]. In other
words, we want to show the quantized Hall conductivity of our model at filling \( \nu = 1 \) and thus unveil the non-trivial topology of our model. This will make the analogy with a continuum LLL complete. The particle filling of the lowest band is obtained as
\[
n_1 = \frac{N}{N_w} \tag{24}
\]
the number of particles per wire. Here, we implicitly consider a finite size system of \( N_w \) wires with open boundary conditions along \( j \). However, we still use Eq. 22 which remains extremely well satisfied in the bulk of the system where we can neglect the edge effects (see lower-right panel of Fig. 2 where \( N_w = 25 \) and \( q_w = 1 \)).

Laughlin's charge-pumping argument starts by introducing a time-dependent flux \( \Phi = \theta(t)\Phi_0 \), with \( \Phi_0 = \hbar/|e| \) the quantum of flux, threading the surface enclosed by the wires in a system at \( \nu = 1 \). This situation can be described by the modified gauge potential \( A_2(y) = \text{sign}(e)By + \Phi_0/L \). The flux is increased from \( \theta(0) = 0 \) to \( \theta(t_f) = \Phi_0 \) adiabatically, i.e., \( \omega_e(\partial_\theta) \ll 1 \), in order to adiabatically follow the eigenstates of the lowest band. We thus have \( \psi_k(0,x;j) = e^{i k x} f_0(k,j) \) where the function \( f_0 \) takes simple forms at specific values of \( \theta \)
\[
\begin{align*}
  f_0(k,j) &= g_r(k)(j - \nu_w k), \\
  f_1(k,j) &= g_r(k+1)(j - \nu_w (k - 1)), \\
  &\vdots \\
  f_{q_w}(k,j) &= g_r(k)(j + p_w - \nu_w k) = f_0(k,j + p_w).
\end{align*}
\] (25)

We emphasized a few well chosen intermediate states which can be exactly described for any value of the tunneling strength \( \lambda > 0 \). In the flat band limit, the discussion simplifies since all \( g_r \) are equivalent. After a full ramp-up of the flux \( \Phi \), all orbitals recover their original expressions, with a shift of their center of mass by \( \Delta y = \nu_w p_w d \) in the \( y \)-direction (see Eq. 18). This displacement leads to a current whose response is determined by the transverse conductance
\[
\sigma_{xy} = \frac{L \Delta x}{\theta(t_f)\Phi_0}, \tag{26}
\]
with \( \Delta x \) the polarization induced by threading operation [49,51]. It can be computed as the density of displaced charged \( \Delta P_y = \frac{|e|p_w N_w}{T_{\text{N}} N_w} \), where we have used that each of the \( N_w \) was filled and the previously computed displacement \( \Delta y \). Combining the different pieces, this gives the quantized Hall conductance
\[
\sigma_{xy} = \frac{e^2}{h} \nu = \frac{e^2}{h}, \tag{27}
\]
and reveals the non-trivial topology of the lowest band of the system.

IV. INTERACTIONS IN THE FLAT LOWEST BAND: FRACTIONAL QUANTUM HALL STATES

In this section, we want to extend our discussion to include interactions between particles originally on the same wire. For simplicity, we consider the flat-band regime and require the temperature of the system to satisfy \( \Delta \ll k_B T \ll \hbar \omega_e \) in order to project the whole dynamics onto the lowest band of the system. Our discussion will closely follow that of Sec. II B and we will borrow the exact results known in continuum FQH systems to show that similar physics arise in the coupled wire model of Eq. 10.

A. Projection Onto The Lowest Band

Consider on wire density-density interactions depending on the arbitrary potential \( V \):
\[
\mathcal{H}_{\text{int}} = \sum_{j \in \mathbb{Z}} \int dx dx' V(x - x') : \rho_j(x) \rho_j(x') :, \tag{28}
\]
where \( \rho_j(x) = c_j^\dagger(x)c_j(x) \) is the density operator for the wire \( j \). Using the Fourier components \( V_q = \int dx V(x) \exp(-2i\pi qx/L) \), we can rewrite it as
\[
\mathcal{H}_{\text{int}} = \sum_{u,k,l} V_{k-l} \sum_{j \in \mathbb{Z}} c_{j,u+k}^\dagger c_{j,u-k} c_{j+\ell} c_{j,u-l}. \tag{29}
\]
Momentum conservation follows from translation invariance in the \( x \)-direction. Projecting this interaction onto the occupied band \( (n = 0 \) in Eq. 17) yields
\[
\mathcal{H}_{\text{int}} = \sum_{u,k,l} V_{k-l} \Gamma_{u,k,l} \sum_{j \in \mathbb{Z}} c_{j,u+k}^\dagger c_{j,u-k} c_{j+\ell} c_{j,u-l}. \tag{30}
\]
The form factor \( \Gamma_{u,k,l} \) involves the form
\[
\Gamma_{u,k,l} = \sum_{j \in \mathbb{Z}} g^{(0)}_{u+l} \{ j - \nu_w(u+l) \} g^{(0)}_{u-l} \{ j - \nu_w(u-l)} \tag{31}
\]
\[
\times \left[ g^{(0)}_{u+k} \{ j - \nu_w(u+k) \} g^{(0)}_{u-k} \{ j - \nu_w(u-k) \} \right]^*,
\]
which can be simplified in the flat-band limit, as detailed in Sec. III B. Using Eq. 20 within the flat band approximation, we can evaluate the form factor explicitly:
\[
\Gamma_{u,k,l} = K_{\alpha(u)}(\lambda) e^{-(r_0^2/\alpha^2)(k^2+i^2)}, r = \left[ \frac{k^2}{2mtd^2} \right]^{1/2}, \tag{32}
\]
with \( r_0^2 \) the interwire fluxes. This function only takes integer values when there is an equal number of wires and fluxes (as in Fig. 2). It can take half-integer values when there are twice as many fluxes than wires, and so on. Here, the tunneling-dependent function \( K \) satisfies
\[
K_{\alpha}(\lambda) = K_{-\alpha}(\lambda) = K_{\alpha+1}(\lambda) \tag{33}
\]
where we have included the multiplicative factor $V_1$ in the definition of the potential $\Psi$. Eq. 17 can be recast in the more familiar form

$$\text{Eq. 17 can be recast in the more familiar form}$$

and reads:

$$K_\alpha(\lambda) = \frac{1}{\pi \sqrt{\lambda}} \sum_{j \in \mathbb{Z}} \exp \left( -\frac{2(j + \alpha)^2}{\lambda} \right), \quad (34)$$

We have plotted this function in Fig. 3 as a function of $\lambda$ for several values of $\alpha$ in the only relevant range $[0, 1/2]$ (due to Eq. 33). We observe that it is well approximated by $(2\pi \sqrt{\lambda})^{-1/2}$ when $\lambda > 1$, which is assumed in the flat band regime considered here (see discussion in Sec. III B).

As a consequence, we can write

$$\mathcal{H}_{\text{int}} = \sum_{u,k,l \in \mathbb{Z}} \left[ V_{u-k} e^{-\gamma u \ell \nu} (k^2 + l^2) \right] d_{u+k}^{\dagger} d_{u-k}^{\dagger} d_{u+l}^{\dagger} d_{u-l}^{\dagger}, \quad (35)$$

where we have included the multiplicative factor $K_\alpha(\lambda) > 1$ in the definition of the potential $\mathcal{V}$. Due to the Gaussian form factors in Eq. 35, the correspondence with the model interactions of Eq. 17 becomes more precise and we now show that similar FQH physics can be stabilized.

### B. Laughlin States In The Continuum Limit

In the flat band limit, the orbitals of the lowest band Eq. 17 can be recast in the more familiar form

$$\Psi_k^{(0)}(x, y) = \frac{e^{i\gamma k x}}{(\pi \sqrt{\lambda})^{1/4}} \exp \left( -\frac{r^2 (y - y_k)^2}{2 \ell_B^2} \right), \quad (36)$$

thanks to Eq. 20. We have used the notation

$$r = \left( \frac{\hbar^2}{2m a^2} \right)^{1/4} \quad (37)$$

and $y = j d$ for more straightforward comparison with Eq. 3. The anisotropy of the single particle state, measured by how much $r$ deviates from 1 (see Eq. 21), can be incorporated into a rescaling of the coordinates $\tilde{x} = x/r$ and $\tilde{y} = ry$ and a re-definition of the complex coordinate $\tilde{z} = \tilde{x} - i \tilde{y}$. This also impacts the natural inverse length $\gamma = \gamma \ell_B$. In this stretched coordinate system, the single-particle WFs $\psi_k^{(0)}$ exactly match their continuum counterparts of Eq. 3.

Furthermore, the projected interactions Eq. 35 also become equivalent to Eq. 7. Take for instance the one-dimensional version of the first pseudo-potential as on-wire interaction $V^{(0)}(x) = V_0 \delta(x)$. Eq. 35 gives its expression after projection to the lowest flat band of the system

$$\mathcal{H}_{\text{int}}^{(0)} = V_0 \sum_{u,k,l \in \mathbb{Z}} e^{-(\gamma \ell_B) (k^2 + l^2)} d_{u+k}^{\dagger} d_{u-k}^{\dagger} d_{u+l}^{\dagger} d_{u-l}^{\dagger}, \quad (38)$$

which is exactly equivalent to Eq. 8 in a rescaled coordinate system. The pseudo-potential analysis [52] can be repeated to obtain the densest zero-energy state of $\mathcal{H}_{\text{int}}^{(0)}$ for a particle filling factor $\nu = n_{1D} \nu_B = 1/2$. The later has the same coefficients in the many-body occupation number basis as the Laughlin state Eq. 4 at filling $\nu = 1/2$. The only difference is the real-space representation of the many-body wavefunction $\Psi_2$ which depends on the rescaled coordinates

$$\Psi_2(\tilde{z}_1, \ldots, \tilde{z}_{N}) = \prod_{i < j} \left( e^{i\gamma \tilde{z}_i} - e^{i\gamma \tilde{z}_j} \right)^2 \prod_i e^{-\frac{\tilde{z}_i^2}{2 \ell_B^2}} \quad. \quad (39)$$

With this formal mapping of our problem to the continuum, we also recover the exact $\nu = 1/2$ bosonic Laughlin state when the isotropy condition Eq. 21 is satisfied, corresponding to the $r = 1$ case. Following Haldane [44], we highlight that the coordinate rescaling does not wash out the topological properties of the Laughlin state. Indeed, it can be seen as a geometric deformation of the cyclotron orbits only, leaving the guiding centers’ distribution and all the properties of the Laughlin state such as fractional excitations and braiding statistics intact [45].

We can treat similarly the fermionic case with an on-wire interaction $V^{(1)}(k-l) = -V_1 (k-l)^2$, corresponding to the one-dimensional version of the first Haldane pseudo-potential Eq. 7. Its projection onto the lowest flat band reads

$$\mathcal{H}_{\text{int}}^{(1)} = V_1 \sum_{u,k,l \in \mathbb{Z}} k e^{-(\gamma \ell_B) (k^2 + l^2)} d_{u+k}^{(1)} d_{u-k}^{(1)} d_{u+l}^{(1)} d_{u-l}^{(1)}, \quad (40)$$

which should this time be compared to Eq. 9. We have used fermionic anti-commutation relations to cancel all contributions of monomials even under the transformations $k \to -k$ or $l \to -l$. Considering the $\nu = 1/3$ case, the pseudo-potentials reasoning apply [8] and the densest ground state of the interaction is

$$\Psi_3(\tilde{z}_1, \ldots, \tilde{z}_{N}) = \prod_{i < j} \left( e^{i\gamma \tilde{z}_i} - e^{i\gamma \tilde{z}_j} \right)^3 \prod_i e^{-\frac{\tilde{z}_i^2}{2 \ell_B^2}} \quad. \quad (41)$$
The discussion could be extended, as in Ref. \[45\], to other Laughlin state at filling \( \nu = 1/m \) with \( m > 3 \).

By a formal mapping of the coupled-wire model in the flat-band limit to a continuum FQH system, we proved that it hosts strongly correlated FQH states for fractional filling of the lowest band. This results agrees with those presented in the pioneering works of Refs. \[9\] \[10\] and provides a new way to tackle the interacting coupled-wire problem without relying on effective low-energy theory or renormalization group arguments. Our results mainly come from the Gaussian form factors \( \Gamma_{\nu} \) obtained thanks to the asymptotic behaviour Eq. \([20]\). This asymptotic regime is reached for \( \lambda > 1 \) as discussed in Sec. \[III\B\] (see also Fig. \[3\] for a more pictorial view).

\section{V. EXACT DIAGNOSALIZATION RESULTS}

We have just proved that FQH-like phases arise in our model, when we consider the idealized limit \( \lambda \gg 1 \) with an infinite number of wires. Experimentally relevant situations are however likely to deviate from this asymptotic limit. The stabilization of the previous strongly correlated phases ultimately depends on the accessible range of tunneling \( \lambda \) and interaction strength. In this section, we provide a full-fledged Exact-Diagonalization (ED) study of our interacting problem to precisely locate the transition towards the Laughlin state Eq. \[39\]. Moreover, our calculations show how to experimentally discriminate the strongly correlated Laughlin phase from weakly interacting phases.

\subsection{A. Setup}

Let us first fix the scope of our ED study. Anticipating the ultracold alkali vapors considered in Sec. \[VI\], we focus on a bosonic system with on-wire contact interactions \( V^{(0)}(x) = \nu V_0 \delta(x) \). In all our finite size calculations, we work with \( N \leq 12 \) particles distributed in \( N_w = 5 \) wires.\(^3\) For simplicity, we assume that particles only occupy the \( N_{\text{orb}} \) orbitals centered around \( k = 0 \) in the lowest energy band, as illustrated in Fig. \[4\]. In other words, we keep all states of the lowest band with momentum \( |k| \leq N_{\text{orb}}/2 \). The truncated many-body Hamiltonian splits into a dispersive and an interacting part \( \mathcal{H}_{\text{tot}} = \mathcal{H}_{\text{disp}} + \mathcal{H}_{\text{int}} \) with:

\[ \mathcal{H}_{\text{disp}} = \sum_{|k| \leq N_{\text{orb}}/2} \varepsilon_{k}^{(0)} d_{k}^{\dagger}(0) d_{k}^{(0)}, \]  
\[ \mathcal{H}_{\text{int}} = V_0 \sum_{p_1 + p_2 = q_1 + q_2} \Gamma_{q_{1},q_{2}}^{q_{1},q_{2}} d_{p_{1}}^{(0)} d_{p_{2}}^{(0)} d_{q_{1}}^{(0)} d_{q_{2}}^{(0)}, \]

where we have used the short-hand notations \( p_{\pm} = (p_1 \pm p_2)/2 \) and \( q_{\pm} = (q_1 \pm q_2)/2 \). The \( \Gamma \) coefficients have been defined in Eq. \[31\].

To simulate a system near filling factor \( \nu = 1/2 \), where we expect the bosonic Laughlin state Eq. \[39\], we tune the magnetic field strength in order to have precisely \( N_{\text{orb}} = 2N + 3 \) orbitals below the single particle gap (darker blue). We only consider those orbitals in our ED calculations. Note that \( N_{\text{orb}} \) is larger than the natural number of orbitals for the Laughlin state.

\subsection{B. Laughlin States}

We first diagonalize The Hamiltonian \[42\] for \( \lambda = 0.75 \) and a variable interaction strength \( V_0 \). We observe features reminiscent of the Laughlin phase for strong interactions. The many-body ground state \( |\Psi_{\text{GS}}\rangle \) is characterized by the relative contribution of its dispersive and interacting energies, \( E_{\text{disp}} = \langle \Psi_{\text{GS}} | \mathcal{H}_{\text{disp}} | \Psi_{\text{GS}} \rangle \) and \( E_{\text{int}} = \langle \Psi_{\text{GS}} | \mathcal{H}_{\text{int}} | \Psi_{\text{GS}} \rangle \). We denote the total energy by \( E_{\text{GS}} = E_{\text{disp}} + E_{\text{int}} \). Our numerical results are depicted in Fig. \[5\]-c, where we observe an abrupt change of behaviour near \( V_0 \approx 0.075\hbar \omega_c \). Beyond this point, the ground state almost entirely screens the interaction and all its energy comes from the dispersion of the lowest band. This feature is reminiscent of the Laughlin state which is an exact zero energy state of \( \mathcal{H}_{\text{int}} \) (see Sec. \[IV\D\]).

To confirm our intuition and to identify the sharp feature of Fig. \[5\] as the transition towards the asymptotic

\( \text{FIG. 4. Lowest two bands for a finite system of } N_w = 5 \text{ wires with tunneling parameter } \lambda = 0.75 \text{. The single particle state of the lowest (resp. first excited) band, labeled by its momentum } k \text{, are represented with blue (resp. orange) dots. To simulate a system near total filling factor } \nu = 1/2 \text{, we tune the magnetic field strength in order to keep precisely } N_{\text{orb}} = 2N + 3 \text{ orbitals below the single particle gap (darker blue). We only consider those orbitals in our ED calculations. Note that } N_{\text{orb}} \text{ is larger than the natural number of orbitals for the Laughlin state.} \)
FIG. 5. a) Relative contribution of the dispersive energy $E_{\text{disp}}$ to the total ground state energy $E_{\text{GS}} = E_{\text{disp}} + E_{\text{int}}$ as a function of the interaction strength $V_0$, for different particle numbers $6 \leq N \leq 12$. Beyond $V_0 \simeq 0.075\hbar\omega_c$, the system suddenly jumps to a phase where the interaction is almost entirely screened (black). This behavior is reminiscent of the Laughlin state $|\Psi_{1/2}\rangle$ described in Sec. II B. b) Overlap of the many-body ground state $|\Psi_{\text{GS}}\rangle$ with the Laughlin state $|\Psi_{1/2}\rangle$. The high overlaps, above 95% for $V_0 = 0.15\hbar\omega_c$ (highlighted in white for each $N$), allow us to identify the phase at large $V_0$ as the asymptotic $\nu = 1/2$ Laughlin phase studied in Sec. IV B. c) Focus on ED results at $N = 12$. The abrupt phase transition to the Laughlin state with $E_{\text{int}} \ll E_{\text{disp}}$ (respectively in orange and green) near $V_0 \simeq 0.075\hbar\omega_c$ is accompanied with a closing of the many-body gap (blue). Other phases and phase transition can be observed, for instance near $V_0 \simeq 0.025\hbar\omega_c$. Their nature is investigated in more detail in Sec. V D.

Laughlin phase studied in Sec. IV B we compute the overlap of $|\Psi_{\text{GS}}\rangle$ with the Laughlin state $|\Psi_{1/2}\rangle$ at filling factor $\nu = 1/2$ obtained on the cylinder geometry (see Eq. 6). We show in App. B how the perimeter of the cylinder $L_{\text{cyl}}$ should be chosen to match the aspect ratio of our anisotropic system. The overlaps presented in Fig. 5b show a jump from zero to almost one at the transition, and remain above 95% for $V_0 = 0.15\hbar\omega_c$ for all the system size considered. These results provide clear evidence that the states at large interactions $V_0 > 0.075\hbar\omega_c$ belong to the asymptotic Laughlin phase studied in Sec. IV B. For large enough interactions, the Laughlin physics arise in our finite size system.

Finally, we vary the tunneling parameter $\lambda$ in order to locate the boundaries of the Laughlin phase in the $(\lambda, V_0)$ parameter space. Our finite-size calculations suggest that the Laughlin physics can be stabilized near half-filling in our model provided $\lambda > 0.5$ and $V_0 > 0.075\hbar\omega_c$. As shown in Fig. 5a, we use $E_{\text{disp}}/E_{\text{GS}}$ as a probe to characterize the strongly correlated FQH phase. This quantity is extracted for several values of $(\lambda, V_0)$ and $N = 12$ particles to obtain the phase diagram of Fig. 6. For $\lambda > 0.5$, the transition towards the Laughlin phase lies very close to the previously extracted value $V_0 = 0.075\hbar\omega_c$. This simply reflects the exponentially small dispersion of the lowest band in this tunneling regime (see Sec. III B). For small $\lambda$, the width of the lowest band increases forming well separated potential wells (see also Fig. 7a). This dispersion makes it harder for the system to build long-range correlation. There is however an intermediate region $0.225 \leq \lambda \leq 0.5$ where an FQH state can still be observed for large $V_0$. There, the density oscillations introduced by the dispersion of the lowest band are commensurate with those of the Laughlin state $|\Psi_{1/2}\rangle$ on a cylinder with a small perimeter [35]. Our finite-size numerics tend to suggest that this commensuration effect moves the transition towards lower interaction strengths. The wires eventually decouple, and we do not see any signatures of the Laughlin phase in our finite-size numerics for $\lambda < 0.225$. 

FIG. 6. Phase diagram corresponding to Eq. 42 obtained for $N = 12$ particles. As in Fig. 5a, we use $E_{\text{disp}}/E_{\text{GS}}$ to distinguish the weakly-interacting phases from the Laughlin one. The parameter range where the FQH physics can be realized is surrounded by a dashed dark blue line.
C. Experimental Signatures: Momentum-Space Density Distribution

Having understood under which conditions the Laughlin physics arise in our model, we now highlight that the momentum-space density distribution provides clear signatures allowing to discriminate the FQH state from the weakly interacting phases of our model. This probe is accessible in cold-atom experiments with standard time-of-flight (TOF) measurements, which further motivates the experimental proposal of Sec. VI.

We have computed the mean occupation of all momentum states \( \langle N_k \rangle = \langle \Psi_{GS} | d_k^{(0)\dagger} d_k^{(0)} | \Psi_{GS} \rangle \), the quantity usually accessed through TOF measurements, for the ground state of Eq. \( \eqref{eq:V} \). Our numerical results are exemplified in Fig. 7a-d for \( N = 12 \) particle and \( \lambda = 0.375 \). We observe two strikingly different behaviors depending on the interaction strength. In the weakly interacting phases \( V_0 < 0.055\hbar\omega_c \), particles are gathered around the minima of the dispersion relation, which are highlighted in gray in Fig. 7a and b. On the contrary, in the Laughlin phase for \( V_0 > 0.055\hbar\omega_c \), the momentum-space density distribution is almost flat and all orbitals in the bulk approach \( \langle N_k \rangle \approx \nu = 1/2 \). For large interaction strengths, the ground state also presents the typical density fluctuations of the Laughlin state near the edges of the system \( \text{[3]} \).

Fig. 7: shows the same quantity \( \langle N_k \rangle \) over a finer grid in the interaction parameter \( V_0 \). It highlights that the transition between the two previous behaviors is abrupt, hence showing that the momentum-space density distribution can be used as a probe of the transition towards the FQH-like states identified in Sec. VI.B. As an illustrative example, we show in Fig. 7c that the mean deviation of \( \langle N_k \rangle \) from \( \nu = 1/2 \) is discontinuous at the transition, heralding the FQH-like state.

For all the considered parameters (\( \lambda, V_0 \)) and system sizes, we have witnessed the same signatures of the weakly interacting and Laughlin phases. This promotes the momentum-space density distribution as a simple probe to appraise the appearance of the FQH-like states predicted in Sec. VI.B in our model. Let us insist on the experimental realization of Fig. 7 in cold-atom experiments where the momentum space density distribution is accessible with TOF measurements, and the interaction strength \( V_0 \) can be tuned by varying a static magnetic field near a Feschbach resonance.

D. Nature Of The Intermediate Phase

To complete our understanding of the phase diagram, we finally investigate the weakly-interacting phases of our model in more details. They are well captured within a mean-field approach that we briefly detail here, before comparing it to numerical results.

1. Very-Weakly Interacting Phase: Bogoliubov Theory

For \( V_0 = 0 \), the ground state is a Bose-Einstein Condensate (BEC) with all particles occupying the lowest energy orbital with momentum \( k = 0 \). Formally, it can be written as

\[
|\Psi_{GS}(V_0 = 0)\rangle = \frac{1}{\sqrt{N!}} \left( \alpha_0^{(0)\dagger} \right)^N |0\rangle
\]  
(43)

with \( |0\rangle \) the state with no bosons. This situation is depicted with blue lines in Fig. 7 where we indeed measure

\[
\langle N_k(V_0 = 0) \rangle = \begin{cases} N & \text{if: } k = 0 \\ 0 & \text{if: } k \neq 0 \end{cases}
\]

(44)

Switching on an infinitesimally small interaction strength \( V_0 \), the ground state can be obtained with a standard Bogoliubov analysis \([54]\), as detailed in App. C. Here, we summarize the main ideas of this approach and adapt them to our finite-size systems.

Within the Bogoliubov approximation, the weak interactions with the BEC slightly admix the original orbitals with momentum \( \pm k \), with \( k > 0 \), together. Due to the weak interactions, excitations can still be described as quasi-particles of the mean-field Hamiltonian. To remain in the vacuum state for these new excitations, the BEC is depleted by the creation of particle pairs with non-zero momenta. The weakly-interacting ground-state is more easily described in the limit \( \sqrt{N} \gg 1 \) where we can neglect the particle number fluctuations in the BEC. In this regime, we have the simple form

\[
|\Psi_{Bogo}(V_0)\rangle = \frac{1}{\sqrt{\sqrt{N}}} \exp \left( -\sum_{k>0} t_k \left( d_k^{(0)\dagger} d_k^{(0)} \right) \right) |\Psi_{GS}(0)\rangle
\]

(45)

derived in App. C where we provide an explicit expression for the coefficients \( t_k \).

In order to compare the weakly-interacting theory to our ED results, we must adapt Eq. \( \eqref{eq:V_bogo} \) to finite-size systems, where \( \sqrt{N} \) is not much larger than one, and ensure particle number conservation. We thus consider the following ansatz

\[
|\Psi_{Bogo}(V_0)\rangle = e^{-\sum_{k>0} t_k \left( d_k^{(0)\dagger} d_k^{(0)} \right) / N} |\Psi_{GS}(0)\rangle
\]

(46)

The coefficients \( \{ t_k \}_{k>0} \) are variational optimized around their \( \sqrt{N} \gg 1 \) theoretical value to correct for small finite-size effects \([6] \). The depletion of the BEC is explicitly accounted for by gluing the operator \( d_0^{(0)\dagger} d_0^{(0)} / N \) to the pair creation operator in the exponential of Eq. \( \eqref{eq:V_bogo} \). This formally implements the required particle number conservation.

\[2\] The number of variational parameters, \( (N_{\text{orb}} - 1)/2 = 13 \) for \( N = 12 \) particles, remains much smaller than the many-body Hilbert space dimension, equal to 33 427 622 for the same parameters.
FIG. 7. a) Dispersion relation of the lowest band for $\lambda = 0.375$ and $N_w = 5$ wires. There and below, we highlight the position of the lowest energy orbitals with grey shades. b) Mean occupation number of momentum states $\langle N_k \rangle = \langle \Psi_{\text{GS}} | d^{\dagger}(0) d(0) | \Psi_{\text{GS}} \rangle$ as a function of the momentum $k$ for various values of the interaction parameter $V_0$. We show the numerical results for a system of $N = 12$ particles. The weakly interacting phases, investigated further in Sec. V D, show strong peaks near the minima of the dispersion relation. On the contrary deep in the Laughlin phase (red line), the momentum-space density distribution is almost flat and equal to $\nu = 1/2$ except near the edges where we observe density fluctuations characteristics of this FQH state [3]. c) Same as b) over a finer grid in $V_0$, in order to highlight the transition between the weakly interacting and Laughlin phases near $V_0 = 0.055 \hbar \omega_c$. d) The mean deviation of $\langle N_k \rangle$ from $\nu = 1/2$ can be used to probe the transition towards FQH-like states. The non-zero contributions at large $V_0$ are mostly due to the empty orbitals near the edge of the system (here $|k| \geq 12$).

The finite size ansatz Eq. 46 almost perfectly captures the ED ground states for very-weak interaction strengths $V_0 \leq 2.5 \times 10^{-4} \hbar \omega_c$, as shown by their overlaps in Fig. 8a. However, it quickly fails to capture the nature of the other intermediate phases, characterized by more than one peak in their momentum-space density distribution (see orange and green lines of Fig. 7).

2. Extension To Other Mean-Field Phases

Because of the multiple local minima of the lowest band (see Fig. 7b) and the finite range of the interaction (see Eq. 32), even weak interactions tend to favor the creation of multiple condensates with very different momenta. Indeed, particles have a similar dispersion energy in all the potential wells of the lowest band $\varepsilon_k^{(0)} \simeq \varepsilon_0^{(0)}$. However, particles in distant minima of the dispersion relation hardly interact due to the finite range of the the form factors $\Gamma$ (see Eq. 31). A rough estimate shows that two BECs with each $N/2$ particles located in minima with large momentum difference has an interaction energy twice smaller than single BEC gathering $N$ particles at $k = 0$. This simple argument is confirmed by Fig. 8, where we observe that Eq. 46 correctly captures our ED ground state for $V_0 \simeq 2.5 \times 10^{-4} \hbar \omega_c$, which should be compared to the energy difference between the two local minima $N(\varepsilon_k^{(0)} - \varepsilon_0^{(0)}) \simeq 2.4 \times 10^{-4} \hbar \omega_c$ (the last factor of $N$ accounts for the different scalings of the

FIG. 8. a) For very weak interactions, the standard Bogoliubov approach $|\Psi_{\text{Bogo}}(V_0)\rangle$ well captures the physics of our model. As explained in Sec. V D, it fails to describe the other weakly interacting phases which display multiple peaks in Fig. 7. For $V_0 > 2.5 \times 10^{-4} \hbar \omega_c$, we have to rely on an extended ansatz $|\Psi_{\text{Ext}}(V_0)\rangle$ adapted to the multiple peaks in the momentum-space density distribution of the weakly interacting phases depicted in Fig. 7 (see App. C). b) Overlap of the ED ground state $|\Psi_{\text{GS}}(V_0)\rangle$ with the extended Bogoliubov ansatz $|\Psi_{\text{Ext}}(V_0)\rangle$ (orange) and the bosonic Laughlin state $|\Psi_{1/2}\rangle$ at filling factor $\nu = 1/2$ (red). These two states accurately describe the physics of our model on each side of the transition. All the results presented in this figure were obtained for $N = 12$ particles and $\lambda = 0.25$. 
dispersive and interacting Hamiltonian with respect to density). The same reasoning shows that the BEC at $k = 0$ is destabilized towards intermediate phases with multiple macroscopically populated momentum states for an interaction strength $V_0 \propto 1/N$. Therefore, we only expect to see these latest in the thermodynamic limit (see orange and green lines in Fig. 7).

The previous Bogoliubov approach can be extended to the case of multiple smaller condensates, and allows to capture the other intermediate phases observed in Fig. 5 and Fig. 7. The idea is to conserve the variational parameters of Eq. 46 which measure the depletion of the condensates by pair-creation in order to accommodate the weak interactions of the system, while changing the state they act on to describe the presence of multiple smaller BECs. The explicit expression of this generalized ansatz $|\Psi_{\text{Ext}}(V_0)\rangle$ can be found in App. C. As can be seen in Fig. 8, this adjusted ansatz overcomes the limits of Eq. 46 and perfectly captures the phases for weak interactions.

In Fig. 8a, we compare our ED results with this generalized Bogoliubov ansatz $|\Psi_{\text{Bogo}}(V_0)\rangle$ across the transition from the non-interacting regime to the Laughlin state. We observe that all the mean-field phases are well captured by this mean-field approach, which eventually breaks down when the Laughlin phase arise.

VI. POSSIBLE REALIZATION IN SPIN-DEPENDENT OPTICAL LATTICE

In this section, we propose a plausible realization of the coupled-wire model Eq. 10 where a one-dimensional spin-dependent optical lattice creates the initial wires. This configurations allows to cool the gas to sub-recoil temperatures, mitigating the effects of inter-band mixing. Moreover, the sub-wavelength spacing of potential wells in the spin-dependent potential allows to reach the strong tunneling regime of Sec. 11IB. The spin degree of freedom of the potential is also used to selectively drive Raman-assisted hopping between wires [57], which creates an artificial gauge field mimicking a uniform magnetic field [19]. We now explain in more details how these different elements can be combined.

A. Building The Wires: Spin-Dependent Trapping Potential

The first ingredient of our experimental proposal is a strong optical lattice obtained by interfering a pair of red-detuned laser beams counter-propagating along $y$ with intensity $I$ and angle $\theta$ between their linear polarizations as depicted in Fig. 9. For simplicity, we consider alkali atoms whose ground state manifold, characterized by the hyperfine spin $F$, is immune to rank-2 tensor light-shifts [65]. As a consequence, the spin-dependent potentials created by the previous laser configuration, dubbed lin-\(\theta\)-lin [59, 60], only linearly couples to the spin $F$. More precisely, it is diagonal in the spin basis $F_y|m_y\rangle = m_y|F_y\rangle$ and reads $[61, 63]:$

$$U_{\text{OL}} = U_0 \left| \cos \theta \cos(2k_L y) + u \sin \theta \sin(2k_L y) F_y \right|.$$  

with $k_L$ the lasers’ wavevector, $U_0$ an overall multiplication factor proportional to $I$ and where the coefficient $u$ gathers all the relevant informations on the excited hyperfine structure [63]. As in Ref. [59], we focus on the case $F = 1/2$ and $u = 1$ which constitutes the simplest realization of the ideas put forward in this article. Our conclusions can be extended to other atomic species. For instance, we refer the interested reader to Refs. [19, 65] for an extensive theoretical study and many experimental details on the $F = 1$ case of $^{87}$Rb.

The spin eigenstates $|m_y\rangle$ diagonalizing Eq. 47, are further coupled by a magnetic field in the $y-z$ plane giving the additional energy:

$$U_{\text{ZM}} = \hbar \omega_Z (F_y + F_z).$$

In absence of transverse magnetic field $\omega_Z = 0$, we can rewrite the spin-dependent potentials as  

$$U_{\text{LO}}(\pm 1/2) = \tilde{U}_0 \cos(2k_L (y \pm \delta y)) \pm 1/2),$$

with $\delta y = \tan^{-1} \left( \frac{\tan \theta}{2} \right)$, $\tilde{U}_0 = U_0 \frac{\sqrt{3 \cos^2 \theta + 1}}{2}.$

The angle $\theta$ thus modulates the depth of the optical potential and shifts the $|m_y = \pm 1/2\rangle$ potential wells as shown with dotted lines in Fig. 9. Upon applying the mixing term $U_{\text{ZM}}$, the degeneracies are lifted and we obtain two distinct branches

$$(U_{\text{OL}} + U_{\text{ZM}})|\chi_{\pm}(z)\rangle = U_{\pm}(z)|\chi_{\pm}(z)\rangle$$

with $U_{\pm}(z) > U_{-}(z)$. With an appropriate choice of the angle between the laser polarizations and magnetic field strength, we can design two decoupled lattices of double-well potentials with an adjustable energy barrier between them. This situation is depicted in Fig. 9, where the underlying color indicates the polarization $\langle \chi_{\pm}(z)|F_y|\chi_{\pm}(z)\rangle$ of the spin eigenstates.

We identify three almost equally separated potential wells (1, 2) and (3) which are depicted in Fig. 9b. We would like to derive an effective tight binding model for the later. Within an harmonic approximation, the small oscillatory motion in the wells have natural frequencies determined by Taylor expansion around the local minima

$$\begin{align*}
\hbar \omega_1 &= \hbar \omega_3 = \sqrt{2\tilde{U}_0 E_R}, \\
\hbar \omega_2 &= 2\tilde{U}_0 \sqrt{E_R \sin(2k_L \delta z)} / \hbar \omega_Z.
\end{align*}$$

where we have introduced the recoil energy $E_R = (2\hbar k_L^2)/2m$. As stated earlier, the original unperturbed optical lattice with $\omega_Z = 0$ enables the cooling of the atomic cloud to sub-doppler temperatures.
\[ k_B T < E_R \] [22, 68]. In this temperature regime and assuming \( U_0 \gg E_R \), the previous energy scales \( \hbar \omega_i \) are much larger than the thermal energy of the atoms. As a consequence, we can approximate the system’s dynamics by keeping only the lowest energy Wannier state of each potential wells 1, 2 and 3 within a tight-binding approximation [69, 70].

**B. Tunneling And Artificial Gauge Field**

To obtain the effective tight-binding model of our system, we first consider a single unit-cell of length \( \pi/k_l \) along \( y \). We denote the Wannier state centered around \( \chi_i(z) \) is eigenstates of \( F_i \). They are adjoined close to the avoided crossing opened by the transverse magnetic field (solid lines}, as can be seen from the background line color representing the spin polarization \( \langle \chi_{\pm}(z) | F_z | \chi_{\pm}(z) \rangle \). Within one unit cell of size \( \pi/k_L \), we three potential wells denoted as 1-2-3 give rise to localized Wannier states entering our tight-binding description of the system. c) While 1 and 3 are naturally coupled by tunneling matrix elements in the tight binding limit (see text), we need to engineer light-assisted hopping elements to couple them to 2. Due to the polarization of \( |\chi_\pm(z)\rangle \), the transitions 1 \( \rightarrow \) 2 and 2 \( \rightarrow \) 3 can only be driven by a \( F_z \) operator. d) Close-up of Fig. 9 around the potential wells 1 and 3. To estimate the tunneling matrix element between the Wannier states at energy \( E_1 \) and \( E_2 \), we use a semiclassical analysis and see this reduced problem as simpler double-well potential [55]. The results of this semiclassical analysis involves the mean energy \( E = \frac{E_1 + E_2}{2} \) and the turning points \( z_\text{<} \) and \( z_\text{>} \) which are schematically pictured.

\[ t = \frac{\hbar \omega_1 e^{-\theta}}{2\pi}, \quad \theta = \int_{y_\text{<}}^{y_\text{>}} \frac{dy}{\hbar} \sqrt{2m(U_-(y') - E)}, \quad (53) \]

where the turning points \( y_\text{<} \) and \( y_\text{>} \) and the energy \( E \) are schematically depicted in Fig. 9a. For the parameters of Fig. 9, the numerical evaluation of these quantities give \( \theta \approx 2.5 \) and

\[ t \approx 0.75 E_R. \quad (54) \]

This large value compared to other cold-atom experiments with optical lattices [22] is explained by the subwavelength separation of the potential wells 1 and 3 in the spin-dependent optical lattice Eq. 47 [16].

b. Raman Assisted Tunneling: We finally turn to the engineering of light assisted hopping towards the Wannier state 2, which not only couples the latter to the effective tight-binding model but also generates an artificial gauge field for our system. These coupling can be achieved with two additional laser beams counter-propagating along the \( x \)-direction, very far detuned from any atomic line. The first one is polarized along \( y \) and has frequency \( \omega_R \) while the second is polarized along \( z \) and possesses two different tones \( \omega_R + \omega_{12} \) and \( \omega_R + \omega_{23} \), with \( \omega_{ij} = (E_j - E_i)/\hbar \) (see Fig. 9b). They coherently couple spin states with \( |\Delta m_y| = 1 \) through two-photon Raman transitions and thus allow to drive the two transitions 1 \( \rightarrow \) 2 and 2 \( \rightarrow \) 3.
Adiabatically eliminating the very off-resonantly coupled excited atomic states \[73\] and within the Rotating Wave Approximation (RWA) \[74\], the Raman Hamiltonian reads \[75\]–\[77\]:

\[
H_{\text{Ram}} = - \left[ (t_R e^{2ik_L x} + t_R^* e^{-2ik_L x}) |2\rangle \langle 1| + h.c. \right] \\
- \left[ (iR e^{2ik_L x} + iR^* e^{-2ik_L x}) |3\rangle \langle 2| + h.c. \right].
\] (55)

All four Rabi frequencies \(t_R, t_R^*, iR, iR^*\) are proportional to the Raman lasers' intensity \(I_R\). However, they crucially involve different spinorial and spatial overlaps between Wannier states \[57, 66\], for instance

\[
t_R \propto \int dy \langle \chi_+(y)|F_+|\chi_-(y)\rangle \langle 2|y\rangle \langle 1|,
\] (56)

while

\[
t_R^* \propto \int dy \langle \chi_+(y)|F_-|\chi_-(y)\rangle \langle 2|y\rangle \langle 1|.
\] (57)

As observed in Fig. 9, the strong polarization of the spin states \(|\chi_\pm(y)\rangle\) leads to \(t_R \gg t_R^*\). Similarly \(iR \gg iR^*\) and for simplicity we assume \(iR = t_R\) such that the light-atom interaction with the Raman fields is described by

\[
H_{\text{Ram}} = -t_R \left[ e^{2ik_L x} |2\rangle \langle 1| + e^{-2ik_L x} |3\rangle \langle 2| + h.c. \right].
\] (58)

This formula obtained within the RWA is valid as long as \(t_R \ll \min(E_2 - E_1, E_3 - E_1)\). For the parameters used in Fig. 9 and Eq. \[54\] this corresponds to \(t_R \ll 30 E_R\). Under realistic experimental conditions, technical limitations will set in before the saturation of this inequality which is another nice feature of our spin dependent lattice. The intensity of the Raman lasers can be increased or the detuning to the excited states decreased in order to achieve \(t_R \simeq t\), which we will assume from now on.

Eq. \[58\] shows that a particle moving along increasing \(y\) picks a phase proportional to \(x\) because of the momentum difference between the two Raman beams, which is reminiscent to the effect of a gauge field. This analogy can be made exact \[65\]–\[67\] (also see below) and was used experimentally to create artificial gauge field for neutral atoms \[19, 78\]. The introduction of the Raman laser beams thus creates an effective gauge field for the atoms and connects the Wannier state \(2\) to our tight-binding model.

C. Matching The Parameters Of The Two Models: Experimental Feasibility

We have seen that the added pair of Raman laser beams allows to create an artificial gauge field thanks to spin-selective two-photon transitions between the two bands of the optical lattice while the sub-wavelength spacing of Wannier states provides significant tunneling amplitudes \(t \simeq 0.75 E_R\). To make connection with Sec. III, we call \(L\) the system length along the weakly confined \(x\) direction and introduce \(c^\dagger_j(x)\) the creation operator at position \(x\) in the \((r+1)\)-th Wannier orbital of the \(q\)-th unit cell with \(j = 3q + r\). The effective tight-binding Hamiltonian following from Secs. VTA and VTB is

\[
H = \sum_{j \in \mathbb{Z}} \int_0^L dx \left( c^\dagger_j(x) \left( \frac{p_y^2}{2m} c_j(x) - t \left[ e^{i\phi'_{j+1}(x)} c^\dagger_{j+1}(x) c_j(x) + h.c. \right] + \left[ e^{i\phi'_{j+1}(x)} c^\dagger_{j+1}(x) c_j(y) + h.c. \right] \right) \right.
\] (59)

where the phases follow from

\[
\phi' = \begin{cases} 
2k_L & \text{if } r = 0, 1 \\
0 & \text{if } r = 2
\end{cases}.
\] (60)

The connection with Eq. \[10\] is cleaner after a gauge transformation \(c^\dagger_j(y) \rightarrow \exp(4i k_L y / 3) c^\dagger_j(y)\) under which \(H\) becomes

\[
H = \sum_{j \in \mathbb{Z}} \int_0^L dy \left( c^\dagger_j(y) \left( \frac{p_y^2}{2m} c_j(y) - t \left[ e^{i\phi'_{j+1}(y)} c^\dagger_{j+1}(y) c_j(y) + h.c. \right] \right) \right.
\] (61)

where the tunneling phases now sum to zero

\[
\phi'_{j+1}(y) = \begin{cases} 
\frac{2k_L}{3} & \text{if } r = 0, 1 \\
-\frac{4k_L}{3} & \text{if } r = 2
\end{cases},
\] (62)

showing that all the artificial gauge field have been transferred to the kinetic part of the Hamiltonian. Pushing the analogy further, we can identify

\[
E_0 = 16 \frac{\hbar^2 k^2}{9 \pi} = \frac{4}{9} E_R,
\] (63)

such that the typical tunneling parameters obtained in Eq. \[54\] translate into

\[
\lambda = \frac{t}{E_0} \simeq 1.7 > 1.
\] (64)

The ultracold atomic system reaches the flat-band limit studied in Sec. III, for the experimentally relevant parameters used in Fig. 9. This emphasizes the experimental feasibility of our proposal, potentially leading to the observation of quantum Hall physics in large ultracold
atoms ensembles. Sub-Doppler temperatures are however necessary if one wants to only populate the lowest band of the system because of the rather small cyclotron frequency $\hbar \omega \simeq E_R / \pi$ in the cold atomic case.

Finally, we comment on the possibility to reach the strongly correlated states of Sec. VII. Since bosons at ultracold temperature only interact with s-wave scattering, corresponding to the zero-th Haldane pseudo-potential Eq. [7], it is natural to investigate the experimental conditions required to achieve a total filling fraction $\nu = 1/2$. For on-wire initial density $n_{1D} = N/N_w \simeq 100$, we would need a wire filling

$$\nu_w = \frac{3\pi}{2k_LT_y} \simeq \frac{1}{200}.$$  (65)

This estimation leads to a length $L_y \simeq 150\lambda_y$ along the weakly confined direction with $\lambda_y$, the Raman laser wavelength, which corresponds to $L_y \sim 100\mu$m under typical experimental condition. This can be realized with a very weak confinement along $y$. Most of the quantities computed here can be improved by numerical factors of order one by either introducing an angle between the two Raman beams [77] or by choosing very different wavelength for the lattice and Raman beams. However, Eq. [64] and the possible sub-Doppler temperatures already give very favorable estimates with regard to the experimental realization of quantum Hall physics in such systems.

VII. CONCLUSION

In this article, we have provided a microscopic characterization of a class of coupled-wire models. First, we have shown the emergence of Landau levels for strong inter-wire tunneling. This equivalence with a continuum system in the deep fractional quantum Hall regime allows to adapt the pseudopotential approach to the coupled-wire system. In particular, we could exhibit model on-wire interactions stabilizing both bosonic and fermionic Laughlin phases in the thermodynamic limit. Turning our attention towards potential experimental implementations of our model in cold-atom setups, we have used exact diagonalization to observe and characterize the different phases for realistic parameters. We provided evidence that time-of-flight measurements can distinguish between the Laughlin and the other weakly-interacting Bogoliubov phases. Finally, we have proposed an experimental realization of our model with cold-atoms in a spin-dependent optical lattice. The spin-dependent trapping potential leads to sub-wavelength spacing of the one-dimensional atomic wires, and allows to reach the strong tunneling regime. Our estimates indicate that the FQH-like phases could be observed in optical lattices for experimentally realistic parameters if spontaneous heating is mitigated.
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The Schrödinger equation for the eigenstate is unnecessary. We use the first quantized notations will omit the explicit dependence in momentum when it is further the weak and strong tunneling limits.

In this appendix, we show how the stationary Schrödinger corresponding to Eq. 15 maps onto Mathieu’s equation is to know whether the flat band approximation invoked in the main text is justified (see for instance Eq. 20 or Eq. 19). Let us define $\delta^{(n)}(\lambda)$ as the spread of the $n$-th band of the spectrum of Eq. 15.

### Appendix A: Mathieu Differential Equation And Asymptotics

In this appendix, we review its solutions and analyze further the weak and strong tunneling limits.

#### 1. Relevance Of Mathieu’s Equation

In this section, we fix the momentum sector $k$, and we will omit the explicit dependence in momentum when it is unnecessary. We use the first quantized notations $|j\rangle = e_{j,k}^\dagger(0)$ for the state localized on wire $j$. The stationary Schrödinger equation for the eigenstate $\langle j|\psi \rangle = \psi(j)$ of Eq. 15 reads

\[
(j - j_0)^2 \psi(j) - \lambda [\psi(j+1) + \psi(j-1)] = \mu \psi(j) \tag{A1}
\]

with $j_0 = \nu w k$ and where $\mu$ is the eigenenergy in unit of $E_0$. The coupled-wire system studied in Sec. III B is thus equivalent to the well studied Cooper pair box Hamiltonian [80, 81], which is usually solved introducing the conjugate variable of $j$. Thus, we introduce the phase $\varphi \in [-\pi, \pi]$, canonically conjugated to the wire position $j \in \mathbb{Z}$:

\[
|\varphi\rangle = \sum_{j \in \mathbb{Z}} e^{i(j-j_0)\varphi} |j\rangle, \tag{A2}
\]

\[
|j\rangle = \int_{-\pi}^{\pi} \frac{d\varphi}{2\pi} e^{-i(j-j_0)\varphi} |\varphi\rangle. \tag{A3}
\]

It yields

\[
\frac{d^2\psi(\varphi)}{d\varphi^2} + (\mu + 2\lambda \cos \varphi) \psi(\varphi) = 0, \tag{A4}
\]

where $\psi(\varphi) = \langle \varphi|\psi \rangle$. Notice that the inclusion of $j_0$ in the definition of the conjugate variable makes the function $\psi(\varphi + 2\pi) = e^{2i\pi j_0} \psi(\varphi)$. This can also be seen as a gauge transformation in the $\varphi$ representation. After the final change of variable $x = (\varphi + \pi)/2$, this equation takes Mathieu’s equation standard form $[34, \S 28]$

\[
w''(x) + [\gamma - 2q \cos 2x] w(x) = 0, \tag{A5}
\]

with $\gamma = 4\mu$ and $q = 4\lambda$.

#### 2. Formal Solutions

Eq. A3 together with the pseudo-periodicity of $\psi$ allows to identify

\[
\psi(\varphi) = \text{me}_{\nu_M}(4\lambda, (\varphi + \pi)/2), \tag{A6}
\]

where $\text{me}_{\nu_M}$ denotes is the Floquet solution of the Mathieu’s equation with characteristic exponent

\[
\nu_M = 2(j_0 + \eta), \tag{A7}
\]

with $\eta \in \mathbb{Z}$ labeling the solutions of Eq. A3. To interpret $\eta$ as a band index, we shall sort the corresponding eigenvalues $\mu = (1/4) a_{\nu_M}(4\lambda)$ in ascending order, where we used Mathieu’s characteristic function $a_{\nu_M}(q)$ [34, chap. 28]. For the $n$-th band, the sorting function $\eta(j_0, n)$ is a non-trivial function of $j_0$ and of the band index whose explicit form is known [81]. Denoting as $d_k^{(n)}$ the creation operator of a particle of momentum $k$ in band $n$ (see Sec. III B), and by $|n\rangle = d_k^{(n)\dagger}|0\rangle$ the corresponding wavefunction, we finally arrive at the closed form expression of the function $g_k^{(n)}$ used in Eq. 17.
possible to obtain an expansion of the spread for large tunneling strength \( \lambda \gg 1 \):

\[
\delta(n)(\lambda) \approx \frac{2^{n+3}}{n!} \left( \frac{2}{\pi} \right)^{1/2} \left( 2 \sqrt{\lambda} \right)^{n+3/2} e^{-8\sqrt{\lambda}} \times \left( 1 - \frac{6n^2 + 14n + 7}{64\lambda} + O \left( \frac{1}{\lambda} \right) \right),
\]

We have numerically diagonalized the Hamiltonian Eq.\[\text{A5}\] for several tunneling and we compare in Tab.\[\text{I}\] the asymptotic behavior Eq.\[\text{A8}\] to the numerically extracted values. In practice, the exponentially small spread makes the flat band approximation very accurate, even for moderate tunneling strength, as evidenced by the large spread to gap ratio gathered in Tab.\[\text{I}\].

**Appendix B: Laughlin State With Similar Aspect Ratio**

In the main text, we have compared our ED ground states \(|\Psi_{GS}\rangle\) with Laughlin states on a cylinder \(|\Psi_{1/2}(L_{cyl})\rangle\) of perimeter \(L_{cyl}\). In this appendix, we provide more details on the choice of \(L_{cyl}\). To differentiate this cylinder from the wire system, we respectively denote as \(B_{cyl}\), \(\ell_B^{cyl}\), \(\omega_c^{cyl}\) the magnetic field threading the cylinder, the corresponding magnetic length and cyclotron energy.

For an infinite system \(N_w \gg 1\), we have derived a rescaling of the coordinates \(x\) and \(y\) which allows to directly compare the wire ground state with the cylinder Laughlin state (see Sec.\[\text{IVB}\]). In particular, equating the perimeter of the cylinder and the inter-orbital distance leads to

\[
L_{cyl} = L/r_{cyl} = 2\pi L \quad \frac{2\pi (\ell_B^{cyl})^2}{2\pi (\ell_B^{cyl})^2} = r_{cyl} \nu_w
\]

by varying the parameter \(L_{cyl}/\ell_B^{cyl}\). Practically, we obtain the states \(|\Psi_{1/2}(L_{cyl})\rangle\) either by ED of the model interaction Eq.\[\text{V}\] or through exact matrix product states \[\text{[28,84]}\]. We finally choose the perimeter maximizing the overlap \(|\langle \Psi_{1/2}(L_{cyl}) | \Psi_{GS}(V_0 \gg \hbar \omega_c) \rangle|\).

Our numerical results are presented in Fig.\[\text{10}\]. The best overlaps obtained with this technique are never lower than 0.98, providing further evidence for the emergence of the Laughlin physics in our model (see Sec.\[\text{VIB}\]). They also increase with greater tunneling strengths \(\lambda\), as expected from our analytical result of Sec.\[\text{IVB}\] in the limit \(\lambda > 1\). Moreover, we observe that the peripherals maxi-
mizing the overlaps lie close to
\[ \frac{\ell_{\text{cyl}}}{\ell_B^c} \simeq 2 \pi \frac{\lambda^{3/8}}{\nu_w}. \] (B3)

Among all the considered parameters \((\lambda, N_\phi, N, N_{\text{orb}})\), we have only observed fluctuations of less than 10% from this empirical formula. Therefore, we have used this empirical finding as an initial guess to limit our numerical burden.

While we are not able to justify Eq. B3 analytically, we can understand the scaling with \(\lambda\) as follows. Equating \(r_{\text{cyl}}\) of Eq. B2 to the aspect ratio \(r = N_w d/L\) of the finite wire system, we find:
\[ \frac{\ell_{\text{cyl}}}{\ell_B^c} = \frac{2 \pi}{\nu_w} \lambda^{1/4} \sqrt{\frac{N_{\text{orb}}}{N_\phi}}. \] (B4)

For an infinite system, it reduces to Eq. B1 since \(N_\phi \simeq N_{\text{orb}}\). In our ED calculation however, the magnetic field \(B\) of the wire system is tuned away from \(B_{\text{cyl}}^c\) such as to have precisely \(N_{\text{orb}}\) orbitals below the single particle gap. This introduce a difference between \(N_\phi\) and \(N_{\text{orb}}\) in the calculations of Sec. V and explains the different scaling observed in Eq. B3. Considering the quadratic dispersion near the edge \(\epsilon_k^{(0)} \simeq (\nu_w k)^2 E_0\), and requiring that the orbital with momentum \(k = \frac{N_{\text{orb}}}{2}\) has energy \(\hbar^2 c \simeq 2\sqrt{A} E_0\) (see Eq. V A), we get
\[ \frac{N_{\text{orb}}}{N_\phi} \propto \lambda^{1/4} \Rightarrow \frac{\ell_{\text{cyl}}}{\ell_B^c} \propto \lambda^{3/8}. \] (B5)

**Appendix C: Bogoliubov Excitations**

In this appendix, we provide more details about the Bogoliubov approach sketched in Sec. V D used to describe the weakly-interacting phases in the model Eq. 42 (see, for instance, Ref. 53 for a more thorough and comprehensive review of the method). Due to both the finite-size of our system and to the presence of other local minima in the dispersion relation (see Fig. 7), the standard Bogoliubov analysis only holds for very small interaction strength. We thus provide a modified version to take into account the finite size and the presence of multiple disconnected minima in the dispersion relation.

### 1. Very-Weakly Interacting Phase:

#### Thermodynamic Limit

Let us first follow the standard derivation of the Bogoliubov quadratic Hamiltonian \(\mathcal{H}_{\text{Bogo}}\). We assume that the macroscopically populated BEC of Eq. 13 is only slightly depleted, such that we can replace \(N_0 \simeq d^{(0)\dagger} d^{(0)} \simeq N\) and \(d^{(0)} \simeq \sqrt{N_0}\) by their expectation value. The different terms of the Hamiltonian Eq. 42 can then be sorted in decreasing order of importance, according to their scaling with \(N\). Keeping only terms at least proportional to the particle number, we find the following Bogoliubov approximation of the many-body Hamiltonian
\[ \mathcal{H}_{\text{Bogo}} = \varepsilon_0^{(0)} N + V_0 N^2 v(k) + \sum_{k \neq 0} \left[ \varepsilon_k^{(0)} \varepsilon_k^{(0)} + 2 V_0 N \left( 2 v(k) - v(0) \right) d^{(0)\dagger} d^{(0)} \right] D(k) \]
\[ + \sum_{k \neq 0} V_0 N v(k) \left( d^{(0)\dagger} d^{(0)} + d_k^{(0)} d_{-k}^{(0)} \right), \] (C1)

where \(v(k) = \Gamma_{k/2} k^2 = \Gamma_{k,0} = \Gamma_{k,0}^0\) is real. Note that the inversion symmetry of the problem implies \(v(-k) = v(k)\) and \(\varepsilon_k^{(0)} = \varepsilon_{-k}^{(0)}\). The first line of Eq. C1 corresponds to the energy of the weakly interacting BEC \(E_{\text{BEC}}(N, V_0) = \varepsilon_0^{(0)} N + V_0 N^2 v(0)\). The last two lines show the quadratic Hamiltonian which account for the entire many-body problem in the Bogoliubov approach.

This quadratic Hamiltonian can be diagonalized as
\[ \mathcal{H}_{\text{Bogo}} = E_{\text{BEC}}(N, V_0) + \sum_{k \neq 0} \mathcal{B}_k \mathcal{B}_{k}^\dagger, \] (C2)

where the operators \(\mathcal{B}_k\) are obtained by the squeezing (or Bogoliubov) transformation
\[ d^{(0)}_k = u_k \mathcal{B}_k - v_k \mathcal{B}_{-k}^\dagger, \quad d^{(0)\dagger}_k = u_k \mathcal{B}_{-k}^\dagger - v_k \mathcal{B}_k. \] (C3)

The real coefficients \(u_k\) and \(v_k\) must satisfy \(u_k^2 - v_k^2 = 1\) for the new operators to obey bosonic commutation relations \([\mathcal{B}_k, \mathcal{B}_{k'}^\dagger] = 1\). They can thus be parametrized by a hyperbolic angle \(u_k = \cosh \theta_k\) and \(v_k = \sinh \theta_k\). Plugging Eq. C3 into Eq. C1, this angle is chosen to make the the \(\mathcal{B}_k \mathcal{B}_{-k}\) and \(\mathcal{B}_{-k}^\dagger \mathcal{B}_k\) term vanish:
\[ \tanh(2 \theta_k) = \frac{2 V_0 N v(k)}{D(k)}. \] (C4)

This allows to derive the following expressions for the quasiparticles eigen-energies and weights:
\[ \epsilon_k^{B} = \sqrt{D(k)^2 - 4 V_0 N^2 v(k)^2}, \] (C5)
\[ u_k = \sqrt{\frac{D(k)}{2 \epsilon_k^B}} + \frac{1}{2}, \quad v_k = \sqrt{\frac{D(k)}{2 \epsilon_k^B}} - \frac{1}{2}. \] (C6)

The ground state of the system is now defined as the vacuum state for the quasi-particle operators, *i.e.* \(\mathcal{B}_k \ket{\Psi_{\text{Bogo}}(V_0)} = 0\). It can be expressed as:
\[ \ket{\Psi_{\text{Bogo}}(V_0)} = \exp \left( - \sum_{k > 0} t_k d^{(0)\dagger}_k d^{(0)\dagger}_{-k} \right) \ket{\Psi_{\text{GS}}(0)}, \] (C7)

with \(t_k = v_k/u_k\). This equation makes clear that the system accommodates the weak interaction by the creation of particle pairs with non-zero momenta \(\pm k\), as stated in the main text.
2. Very-Weakly Interacting Phase: Finite Size Systems

In order to compare the weakly-interacting theory to our ED results, we must adapt Eq. C7 to finite size systems, where $\sqrt{N}$ is not much larger than one, and ensure particle number conservation. We thus consider the following ansatz, reproduced from Eq. 46:

$$|\tilde{\Psi}_{Bogo}(V_0)\rangle = e^{-\sum_{k>0} \frac{t_k}{N} d^{(0)}_k d^{(0)}_{-k} |\Psi_{GS}(0)\rangle}.$$  \hspace{1cm} (C8)

The coefficients \{\(t_k\)\} \(_{k>0}\) are variationally optimized around their $\sqrt{N} \gg 1$ theoretical value (Eq. C6) to correct for small finite-size effects. The depletion of the BEC is explicitly accounted for by gluing the operator $d^{(0)}_0 d^{(0)}_0 / N$ to the pair creation operator in the exponential of Eq. C8. This formally implement the required particle number conservation.

As explained in the main text and numerically demonstrated in Fig. 8, Eq. C8 almost perfectly captures the ED ground states for very-weak interactions $V_0 N \ll 1$. However, it fails to capture the nature of the other intermediate phases, characterized by more than one peak in their momentum-space density distribution (see Fig. 7).

3. Other Weakly Interacting Phase

As explained in Sec. V D, the multiple local minima of the lowest band (see Fig. 7a) and the finite range of the interaction (see Eq. 42) tend to favor the creation of multiple condensates with very different momenta. The previous Bogoliubov approach can be adapted to this case as well. The idea is to conserve the variational parameters of Eq. 46, which measure the depletion of the condensates by pair-creation in order to accommodate the weak interactions of the system, while changing the initial state they act on. This initial state is composed of $P$ multiple BECs located near the minima of the dispersion relation with momenta $k_1, \cdots, k_P$, and hosting $N_1, \cdots, N_P$ particles. They are can be written as

$$|\langle k_i, N_i \rangle_{i=1,\cdots,P}\rangle = \prod_{i=1}^{P} \frac{1}{\sqrt{N_i}} \left( d^{(0)\dagger}_{k_{i_1}} \right)^{N_i} |\emptyset\rangle.$$  \hspace{1cm} (C9)

The original state $|\Psi_{GS}(0)\rangle$, corresponding to the blue lines in Fig. 7, is recovered by choosing $P = 1$, $k_1 = 0$ and $N_1 = N$. For all the other interaction strengths $V_0$ in the weakly-interacting phases, we fix these new parameters such that $|\langle k_i, N_i \rangle_{i=1,\cdots,P}\rangle$ corresponds to the highest-weight number state in the many-body decomposition of the ED ground state $|\Psi_{GS}(V_0)\rangle$. For instance, the case depicted in orange in Fig. 7 has $P = 3$ peaks located at $k_1 = -5$, $k_2 = 0$ and $k_3 = 5$, and hosting $N_1 = N_2 = N_3 = 4$ particle each (before depletion by the pair-creation operators).

Once the initial $|\langle k_i, N_i \rangle_{i=1,\cdots,P}\rangle$ has been determined as detailed above, the Bogoliubov ansatz is obtained by appending the exponentiated particle-pair creation operator as in Eq. 46. This results in the following ansatz:

$$|\Psi_{Bogo}(V_0)\rangle = \exp \left( -\sum_{k>0} \frac{t_k}{N} d^{(0)}_k d^{(0)}_{-k} d^{(0)}_{k_1} d^{(0)}_{k_2} \right) |\Psi_{GS}(0)\rangle.$$  \hspace{1cm} (C10)

The overlaps between this ansatz and our numerical ground states are shown in Fig. 8. They nicely capture the underlying physics of our model before the transition towards the FQH-like state.