KOSZULITY OF DIRECTED CATEGORIES IN REPRESENTATION STABILITY THEORY
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Abstract. In the first part of this paper, we study Koszul property of directed graded categories. In the second part of this paper, we prove a general criterion for an infinite directed category to be Koszul. We show that infinite directed categories in the theory of representation stability are Koszul over a field of characteristic zero.
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1. Introduction

The goal of this paper is to prove, in a unified manner, the Koszulity of several infinite directed categories which appear recently in the theory of representation stability. Before giving an overview of our results, let us state the conventions which we shall use throughout the paper.

1.1. Notations and conventions. Let $\mathbb{Z}_+$ be the set of non-negative integers. For any $x \in \mathbb{Z}_+$, we write $[x]$ for the set $\{1, \ldots, x\}$.

Let $k$ be a field. We write $V^*$ for the dual space $\text{Hom}_k(V, k)$ of a $k$-vector space $V$. For any set $S$, we shall write $kS$ for the $k$-vector space with basis $S$. By a graded $k$-vector space, we mean a $\mathbb{Z}$-graded $k$-vector space. Morphisms of graded $k$-vector spaces are $k$-linear maps which do not necessarily preserve degrees. We shall write:

- $k$-Mod for the category of $k$-vector spaces;
- $k$-gMod for the category of graded $k$-vector spaces;
- $k$-gmod for the category of graded $k$-vector spaces with finite dimensional graded components.

By a category, we shall always mean a small category. For any object $x$ of a category, we denote by $1_x$ the identity morphism of $x$.

We say a category is finite when its set of objects is finite; otherwise, we say that it is infinite. A $k$-linear category is a category enriched over $k$-Mod. To distinguish $k$-linear categories from usual categories, we shall denote them, for example, by $\mathcal{C}$.
rather than $\mathcal{C}$. For any category $\mathcal{C}$, we shall also write $\mathcal{C}$ for its $k$-linearization, i.e. $\mathcal{C}$ has the same set of objects as $\mathcal{C}$ and $\mathcal{C}(x, y) = k \mathcal{C}(x, y)$ for all objects $x, y$.

A graded $k$-linear category is a category enriched over $k$-$\text{gMod}$. For any graded $k$-linear category $\mathcal{C}$, let

$$\mathcal{C} = \bigoplus_{x, y \in \text{Ob}(\mathcal{C})} \mathcal{C}(x, y).$$

Then composition of morphisms defines the natural structure of a graded $k$-algebra on $\bigoplus_{i \in \mathbb{Z}} \mathcal{C}_i$. By a positively graded $k$-linear category, we shall always mean a graded $k$-linear category $\mathcal{C}$ such that the following conditions are satisfied:

(P1) $\mathcal{C}(x, y)$ is finite dimensional for all $x, y \in \text{Ob}(\mathcal{C})$;
(P2) $\mathcal{C}(x, y)_i = 0$ for all $x, y \in \text{Ob}(\mathcal{C})$ and $i < 0$;
(P3) $\mathcal{C}(x, y)_0 = 0$ if $x \neq y$;
(P4) for each $x \in \text{Ob}(\mathcal{C})$, the $k$-algebra $\mathcal{C}(x, x)_0$ is semisimple;
(P5) for each $x \in \text{Ob}(\mathcal{C})$, there are only finitely many objects $y$ such that $\mathcal{C}(x, y)_1 \neq 0$ or $\mathcal{C}(y, x)_1 \neq 0$;
(P6) $\mathcal{C}$ is generated in degrees 0 and 1, in the sense that $\mathcal{C}_0 \cdot \mathcal{C}_i = \mathcal{C}_{i+1}$ for all $i \in \mathbb{Z}_+$.

A directed $k$-linear category is a $k$-linear category $\mathcal{C}$ and a partial order $\leq$ on $\text{Ob}(\mathcal{C})$ such that for any $x, y \in \text{Ob}(\mathcal{C})$, one has $x \leq y$ whenever $\mathcal{C}(x, y) \neq 0$. A full subcategory $\mathcal{D}$ of $\mathcal{C}$ is said to be a convex subcategory if for any $x, y, z \in \text{Ob}(\mathcal{C})$ with $x \leq z \leq y$, one has $z \in \text{Ob}(\mathcal{D})$ whenever $x, y \in \text{Ob}(\mathcal{D})$. The convex hull of a given set of objects of $\mathcal{C}$ is the smallest convex full subcategory of $\mathcal{C}$ containing this set of objects.

By a directed graded $k$-linear category, we shall always mean a directed positively graded $k$-linear category $\mathcal{C}$ such that, in addition to (P1)–(P6), the following conditions are satisfied:

(P7) $\mathcal{C}(x, x)_i = 0$ for all $x \in \text{Ob}(\mathcal{C})$ and $i > 0$;
(P8) the convex hull of any finite set of objects contains only finitely many objects.

1.2. Koszul theory for directed graded $k$-linear categories. A theory of Koszul duality for graded $k$-linear categories was developed by V. Mazorchuk, S. Ovsienko, and C. Stroppel [14]. It is assumed in [14] that a positively graded $k$-linear category $\mathcal{C}$ has $\mathcal{C}(x, x)_0 = k$ for all $x \in \text{Ob}(\mathcal{C})$, see [14] Definition 1. This assumption does not hold for the directed graded $k$-linear categories in the theory of representation stability. Thus, we shall give in Sections 2 and 3 the background on Koszul theory which we need for our examples. It is not our aim to develop a generalization of Koszul theory, and we shall refer the reader to the existing literature for proofs wherever possible.

The main results of classical Koszul duality theory in [11] continue to hold in our situation. This is perhaps not surprising in view of the following theorem which allows one to reduce many arguments to the case of [11] or [14].

**Theorem 1.1.** Let $\mathcal{C}$ be a directed graded $k$-linear category. Then $\mathcal{C}$ is a Koszul category if and only if every finite convex full subcategory of $\mathcal{C}$ is a Koszul category.

A rather surprising result to us, however, is the following theorem which is a special feature of directed graded $k$-linear categories.
Theorem 1.2. Let $\mathcal{C}$ be a directed graded $k$-linear category. Let $\mathcal{D}$ be the subcategory of $\mathcal{C}$ defined by $\text{Ob}(\mathcal{D}) = \text{Ob}(\mathcal{C})$ and

$$
\mathcal{D}(x, y) = \begin{cases} 
\mathcal{C}(x, y) / k & \text{if } x \neq y, \\
0 & \text{if } x = y.
\end{cases}
$$

Then $\mathcal{C}$ is a Koszul category if and only if $\mathcal{D}$ is a Koszul category.

Remark 1.3. Let us call the directed graded $k$-linear category $\mathcal{D}$ defined in Theorem 1.2 the essential subcategory of $\mathcal{C}$. It is immediate from Theorem 1.2 that if two directed graded $k$-linear categories have isomorphic essential subcategories, then they are both Koszul when any one of them is Koszul.

1.3. Directed graded $k$-linear categories of type $A_\infty$. We say that a directed graded $k$-linear category $\mathcal{C}$ is of type $A_\infty$ if:

- $\text{Ob}(\mathcal{C}) = \mathbb{Z}_+$ with the natural partial order on $\mathbb{Z}_+$;
- for $x \leq y$, the graded vector space $\mathcal{C}(x, y)$ is nonzero and concentrated in degree $y - x$.

Let us give some examples of categories whose $k$-linearizations are directed graded $k$-linear categories of type $A_\infty$.

Example 1.4. Define the category $\mathcal{FI}$ with $\text{Ob}(\mathcal{FI}) = \mathbb{Z}_+$, as follows. For any $x, y \in \mathbb{Z}_+$, let $\mathcal{FI}(x, y)$ be the set of injections from $[x]$ to $[y]$. Then $\mathcal{FI}$ is equivalent to the category $\mathcal{FI}^0$ of all finite sets and injections, see [4, Section 1]. The category of $\mathcal{FI}$-modules plays an important role in the theory of representation stability developed in [3], [4], and [5] (see also [9]).

Example 1.5. (See [10] Example 3.7, [18, Section 10.1]) Let $\Gamma$ be a finite group. Define the category $\mathcal{FI}_\Gamma$ with $\text{Ob}(\mathcal{FI}_\Gamma) = \mathbb{Z}_+$ as follows. For any $x, y \in \mathbb{Z}_+$, let $\mathcal{FI}_\Gamma(x, y)$ be the set of all pairs $(f, c)$ where $f : [x] \to [y]$ is an injection, and $c : [x] \to \Gamma$ is an arbitrary map. The composition of $(f_1, c_1) \in \mathcal{FI}_\Gamma(x, y)$ and $(f_2, c_2) \in \mathcal{FI}_\Gamma(y, z)$ is defined by

$$(f_2, c_2)(f_1, c_1) = (f_3, c_3)$$

where

$$f_3(r) = f_2(f_1(r)), \quad c_3(r) = c_2(f_1(r))c_1(r), \quad \text{for all } r \in [x].$$

Then $\mathcal{FI}_{\mathbb{Z}/2\mathbb{Z}}$ is equivalent to the category $\mathcal{FI}_{\Gamma}$ studied by J. Wilson [21] Definition 1.1.

Example 1.6. Let $\Gamma$ be a finite abelian group. Define the subcategory $\mathcal{FI}'_\Gamma$ of $\mathcal{FI}_\Gamma$ as follows. Let $\text{Ob}(\mathcal{FI}'_\Gamma) = \mathbb{Z}_+$, and for any $x, y \in \mathbb{Z}_+$, let $\mathcal{FI}'_\Gamma(x, y)$ be the set of all pairs $(f, c) \in \mathcal{FI}_\Gamma(x, y)$ such that $c(1) \cdots c(x) = 1$ whenever $f$ is a bijection. Then $\mathcal{FI}'_{\mathbb{Z}/2\mathbb{Z}}$ is equivalent to the category $\mathcal{FI}_{D}$ studied by J. Wilson [21] Definition 1.1.

Example 1.7. (See [7], [10] Example 3.9, [15, Section 1.2]) Let $\mathbb{F}$ be a finite field. Define the category $\mathcal{VI}$ with $\text{Ob}(\mathcal{VI}) = \mathbb{Z}_+$ as follows. For any $x, y \in \mathbb{Z}_+$, let $\mathcal{VI}(x, y)$ be the set of injective linear maps from $\mathbb{F}^x$ to $\mathbb{F}^y$.

Suppose $\mathcal{C}$ is a directed graded $k$-linear category of type $A_\infty$. A $\mathcal{C}$-module is a covariant $k$-linear functor $M : \mathcal{C} \to k$-Mod. We say that $M$ is generated in positions $\leq x$ if the only submodule of $M$ containing $M(y)$ for all $y \leq x$ is $M$.

The following theorem is the main result of this paper.
Theorem 1.8. Assume that the characteristic of \( k \) is 0. Let \( \mathcal{C} \) be a directed graded \( k \)-linear category of type \( A_\infty \). Suppose that there exists a faithful functor \( \iota : \mathcal{C} \to \mathcal{C} \) such that for each \( x \in \mathbb{Z}_+ \) one has \( \iota(x) = x + 1 \), and the pullback of the \( \mathcal{C} \)-module \( \mathcal{C}(x, -) \) via \( \iota \) is a projective \( \mathcal{C} \)-module generated in positions \( \leq x \). Then \( \mathcal{C} \) is a Koszul category.

It was first observed by T. Church, J. Ellenberg, B. Farb, and R. Nagpal [5, Proposition 2.12] that the conditions in Theorem 1.8 hold for the category \( \mathcal{FI} \). We shall give combinatorial conditions on \( \mathcal{C} \) which will imply the conditions in the theorem. In practice, it is quite easy to verify those combinatorial conditions, and we shall show in Section 5 that they hold for the categories \( \mathcal{FI}_\Gamma \) and \( \mathcal{VI}_\Gamma \) above, and the categories \( \mathcal{O}_\Gamma, \mathcal{I}_\Gamma, \mathcal{O}_d, \mathcal{F}_\Gamma^{op} \) and \( \mathcal{O}_d^{op} \) (see [18] and [19]). Thus, when the characteristic of \( k \) is 0, the \( k \)-linearizations of these categories are Koszul; moreover, from Theorem 1.2, we deduce that the \( k \)-linearization of \( \mathcal{FI}'_\Gamma \) is also Koszul (when \( \Gamma \) is abelian).

1.4. Categories over \( \mathcal{FI} \). Let \( \mathcal{C} \) be a category and let \( \rho : \mathcal{C} \to \mathcal{FI} \) be a functor. We shall construct a directed graded \( k \)-linear category \( \mathcal{C}^{tw} \), called the twist of \( (\mathcal{C}, \rho) \). The twist \( \mathcal{C}^{tw} \) is constructed from \( \mathcal{C} \) by twisting the composition of morphisms in \( \mathcal{C} \) by appropriate signs. We shall show that there is an equivalence \( \mu \) from the category of \( \mathcal{C}^{tw} \)-modules to the category of \( \mathcal{C} \)-modules.

Theorem 1.9. Assume that the characteristic of \( k \) is 0. Let \( \mathcal{C} \) be \( \mathcal{FI}_\Gamma, \mathcal{O}_\Gamma, \mathcal{I}_\Gamma, \mathcal{F}_\Gamma \) or \( \mathcal{O}_d \). Let \( \mathcal{C}' \) be the quadratic dual of \( \mathcal{C} \), and let \( \mathcal{Y} \) be the Yoneda category of \( \mathcal{C} \). Then one has the following:

1. \( \mathcal{C}' \) is isomorphic to \( (\mathcal{C}^{tw})^{op} \).
2. The category of \( \mathcal{Y} \)-modules is equivalent to the category of \( \mathcal{C} \)-modules.
3. The category \( D^b(\mathcal{C} \text{-gmod}_{fd}) \) is self-dual, where \( \mathcal{C} \text{-gmod}_{fd} \) denotes the category of graded \( \mathcal{C} \)-modules which are finite dimensional.

To prove Theorem 1.9 (3), we construct an equivalence of categories

\[
\kappa : D^b(\mathcal{C} \text{-gmod}_{fd}) \to D^b(\mathcal{C} \text{-gmod}_{fd})^{op}
\]

as a composition of the Koszul duality functor \( K \), vector space duality \((-)^* \), and \( \mu \).

The Koszul property of the category of \( \mathcal{FI} \)-modules over a field of characteristic 0 was studied by S. Sam and A. Snowden in the language of twisted commutative algebras, see [16]. In particular, in the case of the category \( \mathcal{FI} \), they constructed an equivalence of categories similar to \( \kappa \) which they call the Fourier transform; it seems likely that these two functors are related.

1.5. Structure of the paper. The paper is organized as follows. In Section 2 we recall the definition of a Koszul positively graded \( k \)-linear category. Then, in Section 3 we study Koszul theory for directed graded \( k \)-linear categories, and prove Theorem 1.1 and Theorem 1.2. In Section 4 we prove Theorem 1.8. In Section 5 we verify that our main examples satisfy the conditions in Theorem 1.8. In Section 6 we discuss the twist construction and prove Theorem 1.9.

2. Modules over graded \( k \)-linear categories

In this section, we introduce the various categories of modules over a graded \( k \)-linear category which we shall consider, and define the notion of a Koszul positively graded \( k \)-linear category. By a module, we shall always mean a left-module.
2.1. Graded $k$-linear categories and their modules. Let $\mathcal{C}$ be a graded $k$-linear category. We define:

- $\mathcal{C}$-Mod, the category of $\mathcal{C}$-modules, as the category whose objects are the $k$-linear functors from $\mathcal{C}$ to $k$-Mod, and whose morphisms are the $k$-linear natural transformations of functors;
- $\mathcal{C}$-gMod, the category of graded $\mathcal{C}$-modules, as the category whose objects are the degree-preserving $k$-linear functors from $\mathcal{C}$ to $k$-gMod, and whose morphisms are the degree-preserving $k$-linear natural transformations of functors;
- $\mathcal{C}$-gmod, the category of locally finite $\mathcal{C}$-modules, as the category whose objects are the degree-preserving $k$-linear functors from $\mathcal{C}$ to $k$-gmod, and whose morphisms are the degree-preserving $k$-linear natural transformations of functors.

Thus, a $\mathcal{C}$-module $M$ assigns a $k$-vector space $M(x)$ to each $x \in \text{Ob}(\mathcal{C})$, and a linear transformation $M(\alpha) : M(x) \to M(y)$ to each morphism $\alpha : x \to y$ in $\mathcal{C}$, such that all composition relations in $\mathcal{C}$ are respected. As usual, we shall write $\alpha$ for $M(\alpha)$.

Example 2.1. For any graded $k$-linear category $\mathcal{C}$, and $x \in \text{Ob}(\mathcal{C})$, the representable functor $\mathcal{C}(x, -) : \mathcal{C} \to k$-gMod is a graded $\mathcal{C}$-module.

Remark 2.2. If $\mathcal{C}$ is the $k$-linearization of a category $\mathcal{C}$, then the notion of $\mathcal{C}$-modules coincides with the notion of $\mathcal{C}$-modules over $k$, defined as functors from $\mathcal{C}$ to $k$-Mod.

For any graded $\mathcal{C}$-module $M$, let

$$M_i = \bigoplus_{x \in \text{Ob}(\mathcal{C})} M(x)_i.$$ 

Then $\bigoplus_{i \in \mathbb{Z}} M_i$ has the natural structure of a $\mathbb{Z}$-graded $\bigoplus_{i \in \mathbb{Z}} \mathcal{C}$-module.

Remark 2.3. The functor $M \mapsto \bigoplus_{i \in \mathbb{Z}} M_i$ from the category $\mathcal{C}$-gMod to the category of $\mathbb{Z}$-graded $\bigoplus_{i \in \mathbb{Z}} \mathcal{C}$-modules is fully faithful; it is essentially surjective if and only if $\mathcal{C}$ is a finite category.

For any graded $\mathcal{C}$-module $M$ and $i \in \mathbb{Z}$, we define $\text{supp}(M_i)$ to be the full subcategory of $\mathcal{C}$ consisting of all objects $x \in \text{Ob}(\mathcal{C})$ such that $M(x)_i \neq 0$, and define $\text{supp}(M)$ to be the full subcategory of $\mathcal{C}$ consisting of all objects $x \in \text{Ob}(\mathcal{C})$ such that $M(x) \neq 0$. We say that $M$ is supported on a full subcategory $\mathcal{D}$ of $\mathcal{C}$ if $\text{supp}(M)$ is a full subcategory of $\mathcal{D}$.

If $M$ is a $\mathcal{C}$-module, we say that a subset $S \subseteq \bigcup_{x \in \text{Ob}(\mathcal{C})} M(x)$ is a set of generators of $M$ if the only submodule of $M$ containing $S$ is $M$ itself. The $\mathcal{C}$-module $M$ is said to be finitely generated if it has a finite set of generators. We say that a graded $\mathcal{C}$-module $M$ is generated in degree $i$ if $\bigcup_{x \in \text{Ob}(\mathcal{C})} M(x)_i$ is a set of generators of $M$.

Notation 2.4 (Internal degree shift). If $M$ is a graded $\mathcal{C}$-module, and $j \in \mathbb{Z}$, we define the graded $\mathcal{C}$-module $M(j)$ by $M(j)(x) = M(x)_{i-j}$ for all $x \in \text{Ob}(\mathcal{C})$ and $i \in \mathbb{Z}$.

Definition 2.5. We say that a graded $\mathcal{C}$-module $M$ satisfies condition:

(L1) if there exists $n \in \mathbb{Z}$ such that $M_i = 0$ for all $i < n$;

(L2) if for each $i \in \mathbb{Z}$, the $k$-vector space $M_i$ is finite dimensional.
We define \( \mathfrak{C} \)-lgmod, the category of lower bounded \( \mathfrak{C} \)-modules, as the full subcategory of \( \mathfrak{C} \)-gmod consisting of all graded \( \mathfrak{C} \)-modules \( M \) satisfying both conditions (L1) and (L2).

We note that the categories \( \mathfrak{C} \)-Mod, \( \mathfrak{C} \)-gMod, \( \mathfrak{C} \)-gmod, and \( \mathfrak{C} \)-lgmod are abelian.

2.2. Projective covers. Recall that a positively graded \( k \)-linear category is a graded \( k \)-linear category satisfying conditions (P1)–(P6) in Section 1.1.

Remark 2.6. Our notion of positively graded \( k \)-linear category differs from the one in [14, Definition 1]: we do not require that \( \mathfrak{C}(x,x)_0 = k \) for all \( x \), but we require that \( \mathfrak{C} \) is generated in degrees 0 and 1.

Lemma 2.7. Let \( \mathfrak{C} \) be a positively graded \( k \)-linear category. Let \( x \in \text{Ob}(\mathfrak{C}) \) and \( i \geq 0 \). Then there are only finitely many objects \( y \) such that \( \mathfrak{C}(x,y)_i \neq 0 \) or \( \mathfrak{C}(y,x)_i \neq 0 \).

Proof. For \( i = 0 \) or 1, this follows from conditions (P3) and (P5). Suppose \( i \geq 2 \). By condition (P6), one has
\[
\mathfrak{C}(x,y)_i = \sum_{z_2, ..., z_l \in \text{Ob}(\mathfrak{C})} \mathfrak{C}(z_1, y)_1 \cdot \cdots \cdot \mathfrak{C}(z_l, z_2)_1 \cdot \mathfrak{C}(x, z_2)_1.
\]
It follows by condition (P5) that there are only finitely many \( y \) such that \( \mathfrak{C}(x,y)_i \neq 0 \). Similarly, there are only finitely many \( y \) such that \( \mathfrak{C}(y,x)_i \neq 0 \). \( \Box \)

Lemma 2.8. Let \( \mathfrak{C} \) be a positively graded \( k \)-linear category. Then, for any \( x \in \text{Ob}(\mathfrak{C}) \), the \( \mathfrak{C} \)-module \( \mathfrak{C}(x, -) \) is lower bounded.

Proof. It is clear, by condition (P2), that \( \mathfrak{C}(x, -) \) satisfies condition (L1). By condition (P1) and Lemma 2.7, it also satisfies condition (L2). \( \Box \)

The following corollary is immediate.

Corollary 2.9. Let \( \mathfrak{C} \) be a positively graded \( k \)-linear category. If \( M \) is a finitely generated graded \( \mathfrak{C} \)-module, then \( M \) is lower bounded.

For any \( x \in \text{Ob}(\mathfrak{C}) \), the graded \( \mathfrak{C} \)-module \( \mathfrak{C}(x, -) \) is a projective object in \( \mathfrak{C} \)-gmod. It follows by condition (P4) that if \( W \) is any (ungraded) finite dimensional \( \mathfrak{C}(x,x)_0 \)-module, the graded \( \mathfrak{C} \)-module \( \mathfrak{C}(x, -) \otimes_{\mathfrak{C}(x,x)_0} W \) is also a projective object in \( \mathfrak{C} \)-gmod.

The following fundamental result is proved in the same way as [14, Lemma 6(a)].

Proposition 2.10. Let \( \mathfrak{C} \) be a positively graded \( k \)-linear category. Let \( M \) be a locally finite \( \mathfrak{C} \)-module. Suppose that for some \( n \in \mathbb{Z} \), one has \( M_i = 0 \) for all \( i < n \). Then \( M \) has a projective cover \( \pi : P \to M \) in the category \( \mathfrak{C} \)-gmod. Moreover, \( P_i = 0 \) for all \( i < n \), and \( \pi : P_n \to M_n \) is bijective. If \( M \) is generated in degree \( n \), then \( P \) is generated in degree \( n \). If \( M \) is lower bounded, then \( P \) is lower bounded.

Proof. By applying internal degree shift if necessary, one may assume that \( n = 0 \). We claim that there is an epimorphism \( \pi : V \to M \) in \( \mathfrak{C} \)-gmod where \( V \) is projective and \( V_i = 0 \) for all \( i < 0 \).

For each \( x \in \text{Ob}(\mathfrak{C}) \) and \( i \geq 0 \), we have the natural homomorphism
\[
(\mathfrak{C}(x, -) \otimes_{\mathfrak{C}(x,x)_0} M(x)_i)(i) \to M
\]
whose image is the submodule of \( M \) generated by \( M(x)_i \). Taking direct sum, we obtain an epimorphism \( \pi : V \to M \), where
\[
V = \bigoplus_{x \in \text{Ob}(\mathcal{C}), i \in \mathbb{Z}_+} (\mathcal{C}(x,-) \otimes \mathcal{C}(x,x)_0) M(x)_i \langle i \rangle.
\]

Let \( y \in \text{Ob}(\mathcal{C}) \) and \( j \in \mathbb{Z} \). We have
\[
V(y)_j = \bigoplus_{x \in \text{Ob}(\mathcal{C}), 0 \leq i \leq j} \mathcal{C}(x,y)_{j-i} \otimes M(x)_i.
\]

It follows by Lemma 2.7 and condition (P1) that \( \dim V(y)_j < \infty \). Hence, \( V \) is a projective object in \( \mathcal{C}\)-gmod, and \( V_i = 0 \) for all \( i < 0 \).

By Zorn's lemma, there exists a submodule \( P \) of \( V \) which is minimal with respect to the property that \( \pi(P) = M \). It follows by a standard argument (see the proof of [20 Proposition 1]) that \( P \) is a projective cover of \( M \) in \( \mathcal{C}\)-gmod. Moreover, \( P_i = 0 \) for all \( i < 0 \). Since \( \pi : V_0 \to M_0 \) is bijective, we must have \( P_0 = V_0 \) and \( \pi : P_0 \to M_0 \) is bijective. If \( M \) is generated in degree 0, then \( \pi \) maps the submodule \( P' \) of \( P \) generated by \( P_1 \) surjectively onto \( M \), so by minimality of \( P \) we must have \( P' = P \).

Suppose now that \( M \) is lower bounded. Let \( j \in \mathbb{Z} \). We have to show that \( \dim_k V_j < \infty \). It suffices to show that \( \dim_k V_j < \infty \). One has
\[
V_j = \bigoplus_{i=0}^{j} \left( \bigoplus_{x,y \in \text{Ob}(\mathcal{C})} \mathcal{C}(x,y)_{j-i} \otimes M(x)_i \right).
\]

For each \( i \leq j \), there are only finitely many objects \( x \) such that \( M(x)_i \neq 0 \), hence the result follows by Lemma 2.7 and condition (P1).

**Remark 2.11.** The category \( \mathcal{C}\)-gmod may not have enough projectives, see for example [14 (1.3)].

**Definition 2.12.** Let \( \mathcal{C} \) be a positively graded \( k \)-linear category and \( M \) a locally finite \( \mathcal{C}\)-module satisfying condition (L1). We define the syzygy \( \Omega M \) to be the kernel of the projective cover \( P \to M \) of \( M \) in \( \mathcal{C}\)-lgmod.

Since projective covers are unique up to isomorphism, one has:

**Corollary 2.13.** Let \( \mathcal{C} \) be a positively graded \( k \)-linear category and \( M \) a locally finite \( \mathcal{C}\)-module satisfying condition (L1). Then \( M \) has a minimal projective resolution in \( \mathcal{C}\)-gmod, and it is unique up to isomorphism. In particular, the syzygies \( \Omega^i M \) for all \( i \geq 0 \) are well defined up to isomorphism in \( \mathcal{C}\)-gmod. Moreover, if \( M \in \mathcal{C}\)-lgmod, then its minimal projective resolution and \( \Omega^i M \) for all \( i \geq 0 \) are also in \( \mathcal{C}\)-lgmod.

Let us recall the definitions of Koszul module and Koszul category.

**Definition 2.14.** Let \( \mathcal{C} \) be a positively graded \( k \)-linear category. A graded module \( M \in \mathcal{C}\)-lgmod is Koszul if it has a linear projective resolution
\[
\ldots \to P^{-n} \to P^{-(n-1)} \to \ldots \to P^{-1} \to P^0 \to M;
\]
that is, \( P^{-i} \) is generated in degree \( i \) for all \( i \geq 0 \). The category \( \mathcal{C} \) is said to be a Koszul category if for every \( x \in \text{Ob}\mathcal{C} \), \( \mathcal{C}(x,x)_0 \) (considered as a graded \( \mathcal{C}\)-module concentrated in degree 0) is a Koszul module.

**Remark 2.15.** It follows from Proposition 2.10 that a graded module \( M \in \mathcal{C}\)-lgmod is Koszul if and only if for every \( i \geq 0 \), the syzygy \( \Omega^i M \) is generated in degree \( i \).
3. Koszul theory for directed graded \( k \)-linear categories

There is an extensive literature on Koszul theory and we refer the reader to [14] for a list of some of them. We are not aware of any references on Koszul theory for positively graded \( k \)-linear categories (see Remark 2.6). However, many proofs in [1], [12], and [14] extend to the case of directed graded \( k \)-linear categories which we need. Our strategy is to show that in this case, many arguments can be reduced to the case of finite categories.

3.1. Ideals and coideals. Recall that a directed graded \( k \)-linear category is a directed positively graded \( k \)-linear category satisfying conditions (P7) and (P8).

Let \( \mathcal{C} \) be a directed graded \( k \)-linear category. Note that by conditions (P3) and (P7), \( \mathcal{C} \) is skeletal.

We call \( x \in \text{Ob}(\mathcal{C}) \) a minimal object if for any \( y \in \text{Ob}(\mathcal{C}) \), one has either \( x \leq y \) or \( x \) and \( y \) are incomparable. Dually, we define maximal objects. A full subcategory \( D \) is an ideal of \( \mathcal{C} \) if for every \( x \in \text{Ob}(D) \) and every \( y \in \text{Ob}(\mathcal{C}) \) with \( y \leq x \), one has \( y \in \text{Ob}(D) \). Dually, we define coideals of \( \mathcal{C} \). For a full subcategory \( D \) of \( \mathcal{C} \), the full subcategory of \( \mathcal{C} \) consisting of all objects in \( \text{Ob}(\mathcal{C}) \setminus \text{Ob}(D) \) is called the complement of \( D \) and is denoted by \( D^c \).

Lemma 3.1. Let \( \mathcal{C} \) be a directed graded \( k \)-linear category. Then:

1. The complement of an ideal is a coideal; dually, the complement of a coideal is an ideal.
2. The intersection of a convex subcategory and an ideal is still convex; dually, the intersection of a convex subcategory and a coideal is still convex.

Proof. (1) Let \( \mathcal{D} \) be an ideal of \( \mathcal{C} \). Take \( x \in \text{Ob}(\mathcal{D}^c) \) and consider any \( y \in \text{Ob}(\mathcal{C}) \) such that \( x \leq y \). By definition, if \( y \notin \text{Ob}(\mathcal{D}^c) \), then \( y \in \text{Ob}(\mathcal{D}) \). But since \( \mathcal{D} \) is an ideal, every object less than or equal to \( y \) must be contained in \( \text{Ob}(\mathcal{D}) \). In particular, \( x \in \text{Ob}(\mathcal{D}) \), a contradiction. Hence, \( \mathcal{D}^c \) is a coideal. The second statement is dual.

(2) Let \( \mathcal{E} \) be a convex subcategory and let \( \mathcal{D} \) be an ideal. Let \( x, z \in \text{Ob}(\mathcal{D}) \cap \text{Ob}(\mathcal{E}) \). Take any \( y \in \text{Ob}(\mathcal{C}) \) such that \( x \leq y \leq z \). Since \( \mathcal{E} \) is convex, one has \( y \in \text{Ob}(\mathcal{E}) \). Since \( y \leq z \), \( z \in \text{Ob}(\mathcal{D}) \) and \( \mathcal{D} \) is an ideal, we have \( y \in \text{Ob}(\mathcal{D}) \). Therefore, \( y \in \text{Ob}(\mathcal{D}) \cap \text{Ob}(\mathcal{E}) \). Hence, the intersection of \( \mathcal{D} \) and \( \mathcal{E} \) is convex. The second statement is dual. \( \square \)

Now suppose we have an ideal \( \mathcal{D} \) of a directed graded \( k \)-linear category \( \mathcal{C} \). Let \( \mathcal{E} = \mathcal{D}^c \), and denote by \( i : \mathcal{E} \to \mathcal{C} \) and \( j : \mathcal{D} \to \mathcal{C} \) the inclusion functors. We have the pullback functors

\[
i^* : \mathcal{E}\text{-gMod} \to \mathcal{E}\text{-gMod}, \quad M \mapsto M \circ i,
\]

\[
j_* : \mathcal{E}\text{-gMod} \to \mathcal{E}\text{-gMod}, \quad M \mapsto M \circ j.
\]

We also have the pushforward functors

\[
i_* : \mathcal{E}\text{-gMod} \to \mathcal{E}\text{-gMod} \quad \text{and} \quad j_* : \mathcal{D}\text{-gMod} \to \mathcal{E}\text{-gMod}
\]

which regard a graded \( \mathcal{E} \)-module or a graded \( \mathcal{D} \)-module as a graded \( \mathcal{E} \)-module in the obvious way. We note that \( i^* \) is a right adjoint functor to \( i_* \), while \( j^* \) is a left adjoint functor to \( j_* \). It is clear that for any \( \mathcal{E} \)-module \( M \) and any \( \mathcal{D} \)-module \( N \), one has isomorphisms \( i^* i_* M \cong M \) and \( j^* j_* N \cong N \).

The following lemma is trivial.

Lemma 3.2. One has:
(1) $i_*$, $i^!$, $j^*$, and $j_*$ are exact functors.
(2) $i_*$ and $j^*$ preserve projective modules.

3.2. Restrictions to subcategories. Let $\mathcal{C}$ be a directed graded $k$-linear category.

Suppose $\mathcal{D}$ is a graded $k$-linear subcategory of $\mathcal{C}$ and $\iota : \mathcal{D} \to \mathcal{C}$ is the inclusion functor. Then there is a pullback functor $\iota^* : \mathcal{C}$-gMod $\to \mathcal{D}$-gMod, sending $M \in \mathcal{C}$-gMod to $M_{\mathcal{D}}$. The functor $\iota^*$ restricts to a functor $\mathcal{C}$-lgmod $\to \mathcal{D}$-lgmod. When $\mathcal{D}$ is a subcategory of $\mathcal{C}$-gMod, sending $M$ and $N$ containing $\text{supp}(M)$, we get $\text{supp}(\iota^* M)$ is actually an $\mathcal{D}$-gModule, we denote $\iota^*$ by $\iota_{\mathcal{D}}^*$.

The following proposition establishes a bridge between the Koszul property of directed graded $k$-linear categories with infinitely many objects and the Koszul property of directed graded $k$-linear categories with only finitely many objects.

**Proposition 3.3.** Let $\mathcal{C}$ be a directed graded $k$-linear category. Let $M \in \mathcal{C}$-lgmod. Then the followings are equivalent:

1. $M$ is a Koszul $\mathcal{C}$-module;
2. $M|_{\mathcal{D}}$ is a Koszul $\mathcal{D}$-module for every ideal $\mathcal{D}$ of $\mathcal{C}$;
3. $M_{\mathcal{E}}$ is a Koszul $\mathcal{E}$-module for every convex subcategory $\mathcal{E}$ containing $\text{supp}(M_0)$.
4. $M_{\mathcal{V}}$ is a Koszul $\mathcal{V}$-module for every finite convex full subcategory $\mathcal{V}$ containing $\text{supp}(M_0)$.

**Proof.** First of all, if $M$ is not generated in degree 0, it is easy to see that (1)–(4) are false. Thus, we may assume that $M$ is generated in degree 0.

Let $\mathcal{E}$ be the minimal coideal of $\mathcal{C}$ containing $\text{supp}(M_0)$. Explicitly, $\text{Ob}(\mathcal{E})$ is the set of all $y \in \text{Ob}(\mathcal{C})$ such that $x \leq y$ for some $x \in \text{Ob}(\text{supp}(M_0))$.

It is easy to see that $M$ and all its syzygies are supported on $\mathcal{E}$. In other words, given a linear projective resolution $P^* \to M$, applying the functor $i^! \cong i_{\mathcal{D}}^!$, we get a linear projective resolution $i^! P^* \to i^! M$. Conversely, given a linear projective resolution of $i^! M$, applying the functor $i_*$, we get a linear projective resolution of $i_* i^! M \cong M$. Consequently, $M$ is Koszul if and only if $M|_{\mathcal{E}}$ is Koszul. Moreover, by Lemma 3.1, $\mathcal{E} \cap \mathcal{C}$ is a finite convex full category of $\mathcal{C}$ containing $\text{supp}(M_0)$, and it is straightforward to check that $\mathcal{E} \cap \mathcal{D}$ is an ideal of $\mathcal{E}$. Therefore, without loss of generality we may assume that $\mathcal{C} = \mathcal{E}$.

1) $\Rightarrow$ (2): Since $M$ is a Koszul $\mathcal{E}$-module, we can find a (minimal) linear projective resolution $P^* \to M$. Applying the functor $j^*$ defined above to this resolution, which according to Lemma 3.2 is exact and preserves projective modules, we obtain a linear projective resolution $j^* P^* \to j^* M$. Note that $j^*$ is isomorphic to $i_{\mathcal{D}}^*$. The conclusion follows.

2) $\Rightarrow$ (3): Under the assumption that $\mathcal{E} = \mathcal{C}$, we claim that $\mathcal{V}$ is actually an ideal of $\mathcal{C}$. Indeed, by our definition $\mathcal{E} = \mathcal{C}$ has enough minimal objects; that is, for every $y \in \text{Ob}(\mathcal{C})$, there is a minimal object $x \in \text{Ob}(\mathcal{E})$ such that $x \leq y$. Note that all these minimal objects are contained in $\text{supp}(M_0)$, and hence contained in $\mathcal{V}$. Therefore, if there are objects $u \in \text{Ob}(\mathcal{C})$ and $v \in \text{Ob}(\mathcal{V})$ with $u \leq v$, we can find a minimal object $w \in \text{Ob}(\mathcal{C})$ with $w \leq u$, so $w \leq u \leq v$. But both $u$ and $w$ are contained in $\mathcal{V}$, which is convex. Thus $u \in \text{Ob}(\mathcal{V})$ as well. This proves our claim. Now the conclusion follows from the argument of (1).

3) $\Rightarrow$ (4): Trivial.

4) $\Rightarrow$ (1): If $M$ is not Koszul, we want to find a finite convex full subcategory $\mathcal{V}$ containing $\text{supp}(M_0)$ such that $M|_{\mathcal{V}}$ is not Koszul. Let $P^* \to M$ be a minimal
projective resolution and define

\[ s = \inf \{ i \in \mathbb{Z}_+ \mid \Omega^i M \text{ is not generated in degree } i \} \]

This \( s \) exists since \( M \) is not Koszul. Therefore, we can find certain \( t > s \) and \( z \in \text{Ob}(\mathcal{C}) \) such that \((\Omega^s M)(z) = 0\), and it is not contained in the submodule generated by \( \bigoplus_{i < t} (\Omega^i M)_i \).

Now define \( \mathcal{V} \) to be the minimal convex subcategory containing \( \text{supp}(P_0 / \bigoplus_{i > t} P_i) \bigcup \text{supp}(P_{t+1} / \bigoplus_{i > t} P_i) \bigcup \cdots \bigcup \text{supp}(P_{s-1} / \bigoplus_{i > t} P_i) \).

This is a finite category by condition (P8) since the above set is a finite. Moreover, as explained before, \( \mathcal{V} \) is actually an ideal of \( \mathcal{C} \). Note that \( z \in \text{Ob}(\mathcal{V}) \).

Again, applying \( \downarrow \mathcal{C} \approx j^* \) one has

\[ j^* P_{-(s-1)} \rightarrow \cdots \rightarrow j^* P_0 \rightarrow j^* M. \]

Note that for \( 0 \leq i \leq s - 1 \), by our construction of \( \mathcal{V} \) and recursion one can show that \( \Omega^i (j^* M) \) is generated in degree \( i \) for \( i \leq s - 1 \), so \( j^* P_i \) is a projective cover of \( \Omega^i (j^* M) \). Moreover, for \( i \leq s \), one has \( j^* \Omega^i M \approx \Omega^i (j^* M) \). However, \( \Omega^s (j^* M) \) is not generated in degree \( s \) since

\[ (\Omega^s (j^* M))(z)_i \approx (j^* \Omega^s M)(z)_i = (\Omega^s M)(z)_i \]

is not contained in the \( \mathcal{V} \)-submodule generated by \( (j^* \Omega^s M)_s = (\Omega^s M)_s \). Consequently, \( j^* M \) is not a Koszul \( \mathcal{V} \)-module.

Correspondingly, one has the following result which contains Theorem 1.1:

**Theorem 3.4.** Let \( \mathcal{C} \) be a directed graded \( k \)-linear category. Then the followings are equivalent:

1. \( \mathcal{C} \) is a Koszul category;
2. every ideal of \( \mathcal{C} \) is a Koszul category;
3. every coideal of \( \mathcal{C} \) is a Koszul category;
4. every convex full subcategory of \( \mathcal{C} \) is a Koszul category;
5. every finite convex full subcategory of \( \mathcal{C} \) is a Koszul category.

**Proof.** Let \( \mathcal{D} \) be a full subcategory of \( \mathcal{C} \). Note that \( \mathcal{D} \) is a Koszul category if and only if for every object \( x \in \text{Ob}(\mathcal{D}) \), the graded \( \mathcal{D} \)-module \( \mathcal{D}(x,x) = \mathcal{C}(x,x) \) is a Koszul \( \mathcal{D} \)-module. Let \( M = \mathcal{C}(x,x) \) and apply the previous proposition. One immediately deduces the equivalences of (1), (2), (4), and (5).

Obviously, (3) implies (1) since \( \mathcal{C} \) is a coideal of itself. If \( \mathcal{D} \) is a coideal, then for every \( x \in \text{Ob} \mathcal{D} \), every term in a minimal projective resolution of the graded \( \mathcal{C} \)-module \( \mathcal{D}(x,x) \) is supported on \( \mathcal{D} \). The funtor \( i_* \) identify \( \mathcal{D} \)-modules with \( \mathcal{C} \)-modules supported on \( \mathcal{D} \). Therefore, the \( \mathcal{D} \)-module \( \mathcal{D}(x,x) \) has a minimal linear projective resolution if and only if the \( \mathcal{C} \)-module \( \mathcal{D}(x,x) \) has a minimal linear projective resolution, so the Koszul property of \( \mathcal{C} \) implies the Koszul property of \( \mathcal{D} \).

By reducing to the case of finite categories, we have:

**Proposition 3.5.** Let \( \mathcal{C} \) be a directed graded \( k \)-linear category. If \( \mathcal{C} \) is a Koszul category, then its opposite category \( \mathcal{C}^{\text{op}} \) is a Koszul category.
Proof. If $\mathcal{C}$ is Koszul, then every finite convex full subcategory $\mathcal{V}$ is Koszul. But $\mathcal{V}$ can be considered as a finite dimensional graded algebra. By [1, Proposition 2.2.1], $\mathcal{V}^{op}$ is also Koszul. Since there is an obvious bijective correspondence between such convex subcategories $\mathcal{V}$ of $\mathcal{C}$ and $\mathcal{V}^{op}$ of $\mathcal{C}^{op}$, we deduce by Proposition 3.4 that $\mathcal{C}^{op}$ is a Koszul category.

3.3. Change of endomorphisms. We shall give the proof of Theorem 1.2 in this subsection.

Theorem 3.6. Let $\mathcal{C}$ be a directed graded $k$-linear category, and let $\mathcal{D}$ be a graded $k$-linear subcategory of $\mathcal{C}$. Suppose that they have the same objects and $\mathcal{C}(x, y) = \mathcal{D}(x, y)$ for $x, y \in \text{Ob} \mathcal{C}$ with $x \neq y$. For $M \in \mathcal{C}$-lgmod, one has:

1. If $\mathcal{C}$ is a Koszul category and $M$ is a Koszul $\mathcal{C}$-module, then $M \upharpoonright \mathcal{D}$ is a Koszul $\mathcal{D}$-module.
2. If $\mathcal{D}$ is a Koszul category and $M \upharpoonright \mathcal{D}$ is a Koszul $\mathcal{D}$-module, then $M \upharpoonright \mathcal{C}$ is a Koszul $\mathcal{C}$-module.

Proof. By Proposition 3.3, we can reduce to the case of finite categories. Indeed, if $\mathcal{V}$ is a finite convex full subcategory of $\mathcal{C}$ containing supp($M_0$), then $\mathcal{V} \cap \mathcal{D}$ is a finite convex full subcategory of $\mathcal{D}$ containing supp($M \upharpoonright \mathcal{D}$) = supp($M_0$), and 

$$ \mathcal{V} \leftrightarrow \mathcal{V} \cap \mathcal{D} $$

is a bijective correspondence. Furthermore, if $\mathcal{C}$ is a Koszul category, so is $\mathcal{V}$. Similarly, $\mathcal{V} \cap \mathcal{D}$ is a Koszul category when $\mathcal{D}$ is.

By Proposition 3.3, the Koszul property of $M$ implies the Koszul property of $M \upharpoonright \mathcal{V}$ for each such $\mathcal{V}$. Note that statement (1) holds for directed graded $k$-linear categories with only finitely many objects by [12, Theorem 5.12]. (In Theorems 5.12, 5.13, and 5.15 of [12], it was assumed that $\mathcal{D}(x, x) = k$ for $x \in \text{Ob} \mathcal{C}$ but the same proofs work in our case.) Thus, $(M \upharpoonright \mathcal{V}) \upharpoonright \mathcal{V} \cap \mathcal{D}$ is Koszul for every such $\mathcal{V}$. But

$$ M \upharpoonright \mathcal{V} \cap \mathcal{D} = M \upharpoonright \mathcal{D} \upharpoonright \mathcal{V}, $$

so $M \upharpoonright \mathcal{D}$ is still Koszul restricted to every $\mathcal{D} \cap \mathcal{V}$, which implies the Koszul property of $M \upharpoonright \mathcal{D}$ again by Proposition 3.3.

Conversely, if $M \upharpoonright \mathcal{D}$ is Koszul, by Proposition 3.3, so is $M \upharpoonright \mathcal{D} \upharpoonright \mathcal{V} = M \upharpoonright \mathcal{V} \upharpoonright \mathcal{D}$ for every such $\mathcal{V}$. Note that statement (2) holds for every finite category $\mathcal{V}$ by [12, Theorem 5.13]. Thus every $M \upharpoonright \mathcal{D}$ is Koszul. Again by Proposition 3.3, $M$ is Koszul, too.

We can now prove Theorem 1.2.

Proof of Theorem 1.2. If $\mathcal{C}$ is Koszul, then for every $x \in \text{Ob} \mathcal{C}$, $\mathcal{C}(x, x)$ is a Koszul $\mathcal{C}$-module. By (1) in the previous theorem, $\mathcal{C}(x, x) \upharpoonright \mathcal{D}$ is a Koszul $\mathcal{D}$-module. But

$$ \mathcal{C}(x, x) \upharpoonright \mathcal{D} \cong \bigoplus_{i=1}^{\dim \mathcal{C}(x, x)} \mathcal{D}(x, x). $$

Therefore, $\mathcal{D}(x, x) = k1_x$ is a Koszul $\mathcal{D}$-module. Consequently, $\mathcal{D}$ is a Koszul category.
Conversely, if $\mathcal{D}$ is a Koszul category, then for every $x \in \text{Ob}(\mathcal{D})$, $\mathcal{D}(x, x) = k1_x$ is a Koszul $\mathcal{D}$-module, so is $\mathfrak{C}(x, x) | x_{\mathcal{D}}$. By (2) in the previous theorem, $\mathfrak{C}(x, x)$ is a Koszul $\mathfrak{C}$-module. Consequently, $\mathfrak{C}$ is a Koszul category. \hfill \Box

### 3.4. Quadratic categories

In this subsection, we show that if a directed graded $k$-linear category $\mathfrak{C}$ is Koszul, then it is quadratic. As before, we shall reduce to the case of finite categories.

Let $\mathfrak{C}$ be a directed graded $k$-linear category. Note that $\mathfrak{C}_1$ is a $(\mathfrak{C}_0, \mathfrak{C}_0)$-bimodule. Thus we can define a tensor algebra $\mathfrak{C}_0[\mathfrak{C}_1] = \mathfrak{C}_0 \oplus \mathfrak{C}_1 \oplus (\mathfrak{C}_1 \otimes \mathfrak{C}_0, \mathfrak{C}_0) \oplus \ldots$

We construct a category $\hat{\mathfrak{C}}$ which has the same objects as $\mathfrak{C}$ as follows: for $x, y \in \text{Ob} \mathfrak{C}$, let $\hat{\mathfrak{C}}(x, y) = 1_y(\mathfrak{C}_0[\mathfrak{C}_1])1_x$. We call $\hat{\mathfrak{C}}$ a free cover of $\mathfrak{C}$.

**Lemma 3.7.** Let $\mathfrak{C}$ be a directed graded $k$-linear category. Then the free cover $\hat{\mathfrak{C}}$ of $\mathfrak{C}$ is a directed graded $k$-linear category. Moreover, there is a degree-preserving quotient functor $\pi: \hat{\mathfrak{C}} \to \mathfrak{C}$ which is the identity map on the set $\text{Ob}(\hat{\mathfrak{C}})$.

**Proof.** Obviously, $\hat{\mathfrak{C}}$ is directed with respect to the same partial order $\leq$. Also, the tensor structure of $\mathfrak{C}_0[\mathfrak{C}_1]$ gives a natural grading on $\hat{\mathfrak{C}}$, where $\hat{\mathfrak{C}}_i = \mathfrak{C}_i$ for $i = 0$ and $i = 1$. Thus, conditions (P2)–(P8) are immediate. To prove condition (P1), take any two objects $x, y \in \mathfrak{C}$; we want to show that $\dim x(\hat{\mathfrak{C}})(x, y) < \infty$.

Let $\mathcal{V}$ be the convex hull of $\{x, y\}$ in $\hat{\mathfrak{C}}$. It is clear that $\hat{\mathfrak{C}}(x, y) = \mathcal{V}(x, y)$. Moreover, the set of morphisms in $\mathcal{V}$ is $\mathcal{V}(\mathcal{V}) = \mathcal{V} \oplus \mathcal{V} \oplus (\mathcal{V} \otimes \mathcal{V}, \mathcal{V}) \oplus \ldots$

But by condition (P8), $\mathcal{V}$ is a category with finitely many objects, so $\mathcal{V}_0$ and $\mathcal{V}_1$ are finite dimensional. Moreover, one has $\mathcal{V}_{\geq n} = 0$ for all sufficiently large $n$. Hence, $\mathcal{V}_0[\mathcal{V}_1]$ is finite dimensional, and so is $\hat{\mathfrak{C}}(x, y) = \mathcal{V}(x, y) = 1_y(\mathcal{V}(\mathcal{V}))1_x$.

The definition of $\pi$ is straightforward. It is the identity map restricted to the sets of objects. Restricted to the sets of morphisms, it is induced by multiplication maps. Clearly, $\pi$ is a full functor, and is degree-preserving. \hfill \Box

Let $K$ be the kernel of $\pi: \hat{\mathfrak{C}} \to \mathfrak{C}$, which by definition is the subspace of $\mathfrak{C}_0[\mathfrak{C}_1]$ spanned by morphisms $\alpha$ in $\hat{\mathfrak{C}}$ such that $\pi(\alpha) = 0$. It is a $(\mathfrak{C}_0, \mathfrak{C}_0)$-bimodule.

**Definition 3.8.** We say that $\mathfrak{C}$ is a quadratic category if the kernel $K$ as a $(\mathfrak{C}_0, \hat{\mathfrak{C}})$-bimodule has a set of generators contained in $\hat{\mathfrak{C}} = \mathfrak{C}_1 \otimes \mathfrak{C}_0, \mathfrak{C}_1$; or equivalently, $K$ as a graded $(\hat{\mathfrak{C}}, \hat{\mathfrak{C}})$-bimodule is generated in degree 2.

**Proposition 3.9.** The directed graded $k$-linear category $\mathfrak{C}$ is quadratic if and only if each convex full subcategory with finitely many objects is quadratic.

**Proof.** Suppose that $\mathfrak{C}$ is quadratic. Let $\mathcal{V}$ be a convex full subcategory with finitely many objects. Let $1_\mathcal{V}$ be $\sum_{x \in \text{Ob}(\mathcal{V})} 1_x$. Restricted to objects in $\mathcal{V}$, the quotient functor $\pi: \hat{\mathfrak{C}} \to \mathfrak{C}$ gives rise to a quotient functor $\pi_\mathcal{V}: \hat{\mathfrak{C}} \to \mathcal{V}$, whose kernel $K^\mathcal{V}$ is precisely $1_\mathcal{V}K1_\mathcal{V}$, where $K$ is the kernel of $\pi$. Since $\mathfrak{C}$ is quadratic, we have $K = \hat{\mathfrak{C}}K\hat{\mathfrak{C}}$. Therefore, $K^\mathcal{V} = 1_\mathcal{V}(\hat{\mathfrak{C}}K\hat{\mathfrak{C}})1_\mathcal{V}$. However, for every morphism $\alpha$ in $\hat{\mathfrak{C}}$ but not in $\mathcal{V}$, one has $1_\mathcal{V}(\hat{\mathfrak{C}}\alpha\hat{\mathfrak{C}})1_\mathcal{V} = 0$. This implies $1_\mathcal{V}(\hat{\mathfrak{C}}K\hat{\mathfrak{C}})1_\mathcal{V} = 1_\mathcal{V}(\hat{\mathfrak{C}}(K_2 \cap \mathcal{V})\hat{\mathfrak{C}})1_\mathcal{V} = 1_\mathcal{V}(1_\mathcal{V}(\hat{\mathfrak{C}}K_2 \cap \mathcal{V})1_\mathcal{V})1_\mathcal{V} = 1_\mathcal{V}K^\mathcal{V}1_\mathcal{V}$. 


Therefore, $K\hat{\mathcal{V}}$ is generated in degree 2 as graded $(\hat{\mathcal{V}}, \hat{\mathcal{V}})$-bimodule, so $\hat{\mathcal{V}}$ is quadratic. Conversely, if every such $\hat{\mathcal{V}}$ is quadratic, then one has

$$K\hat{\mathcal{V}} = \hat{\mathcal{V}}K\hat{\mathcal{V}} \subseteq \hat{\mathcal{V}}K\hat{\mathcal{V}}.$$ 

Since $K$ is the union of $K\hat{\mathcal{V}}$, it is generated by the union of all $K\hat{\mathcal{V}}$. That is, $\mathcal{C}$ is quadratic. □

**Proposition 3.10.** If a directed graded $k$-linear category $\mathcal{C}$ is Koszul, then it is quadratic.

**Proof.** By the previous proposition and Proposition 3.4, it suffices to prove the theorem for all convex full subcategories with only finitely many objects. But in this case, the result is well known, see [1, Corollary 2.3.3]. □

Let $\mathcal{C}$ be a directed graded $k$-linear category. We shall define a directed graded $k$-linear category $\mathcal{C}^!$, called the quadratic dual category of $\mathcal{C}$. The construction is well-known, see for example [14, Section 4.1]. We repeat it here for the convenience of the reader.

**Notation 3.11.** If $x, y \in \text{Ob}(\mathcal{C})$, and $V$ is a left $\mathcal{C}(y, y)$ and right $\mathcal{C}(x, x)$ bimodule, we denote by $D_V$ the left $\mathcal{C}(x, x)$ and right $\mathcal{C}(y, y)$ bimodule $\text{Hom}_\mathcal{C}(y, y)(V, \mathcal{C}(y, y))$.

Let $D_{\mathcal{C}^1} = \bigoplus_{x, y \in \text{Ob}(\mathcal{C})} D_{\mathcal{C}(x, y)}$. One can define a tensor algebra $\mathcal{C}_0[D_{\mathcal{C}^1}] = \mathcal{C}_0 \oplus D_{\mathcal{C}^1} \oplus (D_{\mathcal{C}^1} \otimes \mathcal{C}_0 D_{\mathcal{C}^1}) \oplus \ldots$ and hence a category $\hat{\mathcal{C}}$ with the same objects as $\mathcal{C}$ by $\hat{\mathcal{C}}(x, y) = \mathcal{C}(x, y)/1_y(I_{\mathcal{C}}[D_{\mathcal{C}^1}])1_x$. As in the proof of Lemma 3.7 one can show that $\hat{\mathcal{C}}$ is a directed graded $k$-linear category.

For $x, y, z \in \text{Ob} \mathcal{C}$, applying the contravariant functor $D$ to the composition map $\mathcal{C}(y, z) \otimes \mathcal{C}(y, y) \mathcal{C}(x, x) \to \mathcal{C}(x, z)$, we obtain (see [1, Section 2.7])

$$D_{\mathcal{C}^1}(x, z) \to D(\mathcal{C}(y, z) \otimes \mathcal{C}(y, y) \mathcal{C}(x, x)) \cong D_{\mathcal{C}^1}(x, y) \otimes \mathcal{C}(y, y) D_{\mathcal{C}^1}(y, z).$$

Let $I$ be the $\mathcal{C}(\mathcal{C}, \mathcal{C})$-bimodule generated by images of all these dual maps. Finally, we define $\mathcal{C}^!$ by

$$\text{Ob}(\mathcal{C}^!) = \text{Ob}(\mathcal{C}) \quad \text{and} \quad \mathcal{C}^!(x, y) = \mathcal{C}(x, y)/1_y/I_{\mathcal{C}}1_x.$$ 

The categories $\hat{\mathcal{C}}$ and $\mathcal{C}^!$ are directed with respect to the opposite partial order $\leq^\text{op}$, rather than $\leq$.

**Remark 3.12.** It is well known that for any finite dimensional semisimple $k$-algebra $A$, if $M$ is an $A$-module, then there is an isomorphism $\text{Hom}_A(M, A) \cong \text{Hom}_k(M, k)$; see, for example, [2, Proposition 2.7].

3.5. **Koszul duality.** This subsection is a summary of some well-known results of Koszul duality theory following [1] and [14]. Although [14] assumes that $\mathcal{C}^!(x, x) = k1_x$ for $x \in \text{Ob} \mathcal{C}$, their proofs for the following results still hold under the weaker assumption that $\mathcal{C}^!(x, x)$ is a finite dimensional semisimple algebra for $x \in \text{Ob} \mathcal{C}$ (see [1]).

Let $\mathcal{C}$ be a directed graded $k$-linear category.
Notation 3.13 (Cohomological degree shift). As usual, we denote the shift functor on derived categories by $[1]$. The Yoneda category $Y$ of $C$ is the graded $k$-linear category defined as follows. It has the same objects as $C$. For $x, y \in \text{Ob} Y$ we let (see [8 Section 2.3] or [14 Section 4.3]):

$$Y(x, y) = \bigoplus_{i \in \mathbb{Z}} \left( \bigoplus_{j \in \mathbb{Z}} D(C_{\text{lgmod}})(C(x, x), C(y, y)(j)[i]) \right) = \bigoplus_{i \in \mathbb{Z}} \left( \bigoplus_{j \in \mathbb{Z}} \text{Ext}^i_{C_{\text{lgmod}}}(C(x, x), C(y, y)(j)) \right).$$

In particular, if $C$ is Koszul, then

$$Y(x, y) = \bigoplus_{i \geq 0} \text{Ext}^i_{C_{\text{lgmod}}}(C(x, x), C(y, y)(i)).$$

Proposition 3.14. [14 Proposition 17] Let $C$ be a directed graded $k$-linear category which is Koszul. Then there is an isomorphism of graded $k$-linear categories $Y \cong (C^1)^{\text{op}}$. 

Proof. Following the notations in [14 Proposition 17], one has a natural $\mathbb{Z}$-action on $\text{Ext}^{\text{lin}}_{C_{\text{lgmod}}}(L)$ (the full subcategory of $D(C_{\text{lgmod}})$ consisting of all objects of the form $C(x, x)(i)[i]$ for $x \in \text{Ob} C$ and $i \in \mathbb{Z}$), and a natural $\mathbb{Z}$-action on $((C^1)^{\mathbb{Z}})^{\text{op}}$. Moreover, these two actions are compatible. Taking the quotient categories modulo these $\mathbb{Z}$-actions, we recover $Y$ and $(C^1)^{\text{op}}$. Thus, the isomorphism of $\text{Ext}^{\text{lin}}_{C_{\text{lgmod}}}(L)$ and $(C^1)^{\mathbb{Z}})^{\text{op}}$ in [14 Proposition 17] induces an isomorphism of their quotients by the $\mathbb{Z}$-actions. \hfill $\square$

We shall need the following lemma.

Lemma 3.15. Let $C$ be a directed graded $k$-linear category which is Koszul. Let $M \in C_{\text{lgmod}}$ be a Koszul $C$-module and let $V$ be a finite full convex subcategory of $C$ containing supp$(M_0)$. Then, for each $i \geq 0$, one has

$$1_V \text{Ext}^i_{C_{\text{lgmod}}}(M, C_0(i)) \cong 1_V \text{Ext}^i_{C_{\text{lgmod}}}(1_V M, V_0(i)),$$

where $1_V = \sum_{x \in \text{Ob} V} 1_x$. (On the left hand side, $1_V$ is an element of $Y_0$, whereas on the right hand side, it is an element of $C_0$.)

Proof. By taking a minimal linear projective resolution $P^* \to M$, we deduce that

$$\text{Ext}^i_{C_{\text{lgmod}}}(M, C_0(i)) \cong \text{Hom}_{C_{\text{lgmod}}}(\Omega^i M, C_0(i)).$$

Note that $\Omega^i M$ is generated in degree $i$. Therefore,

$$\text{Hom}_{C_{\text{lgmod}}}(\Omega^i M, C_0(i)) \cong \text{Hom}_{C_{\text{lgmod}}}(\Omega^i M, \mathbb{Z}_0(i)).$$

Thus,

$$1_V \text{Ext}^i_{C_{\text{lgmod}}}(M, C_0(i)) \cong 1_V \text{Hom}_{C_{\text{lgmod}}}(\Omega^i M, C_0(i)) \cong \text{Hom}_{C_{\text{lgmod}}}(\Omega^i M, \mathbb{Z}_0(i)) \cong \text{Hom}_{C_{\text{lgmod}}}(1_V (\Omega^i M), V_0(i)) \cong \text{Hom}_{C_{\text{lgmod}}}(1_V (\Omega^i M), V_0(i)).$$
As explained in the proof of Proposition 3.3, the restriction functor $\iota_C^* \mathcal{C}$ is exact and preserves projective modules, so we get a minimal projective resolution $1_Y P^* \to 1_Y M$. Consequently, $\Omega^i(1_Y M) \cong 1_Y \Omega^i M$. Combining this with the previous isomorphism, we have:

$$1_Y \text{Ext}^i_{\mathcal{C}\text{-gmod}}(M, \mathcal{Y}_0(i)) \cong \text{Hom}_{\mathcal{C}\text{-gmod}}(\Omega^i(1_Y M), \mathcal{Y}_0(i))$$

$$\cong \text{Ext}^i_{\mathcal{C}\text{-gmod}}(1_Y M, \mathcal{Y}_0(i)).$$

We have the following result, which is well-known when the category is finite.

**Theorem 3.16.** Let $\mathcal{C}$ be a directed graded $k$-linear category which is Koszul. Then its Yoneda category $\oplus$ is Koszul, and the Yoneda category of $\mathcal{C}$ is isomorphic to $\oplus$. Moreover, the functors

$$E = \bigoplus_{i \geq 0} \text{Ext}^i_{\mathcal{C}\text{-gmod}}(-, \mathcal{C}_0(i)) \quad \text{and} \quad F = \bigoplus_{i \geq 0} \text{Ext}^i_{\mathcal{C}\text{-gmod}}(-, \mathcal{C}_0(i))$$

give anti-equivalences between the full subcategory of Koszul $\mathcal{C}$-modules in $\mathcal{C}\text{-gmod}$ and the full subcategory of Koszul $\mathcal{C}$-modules in $\mathcal{C}\text{-gmod}$.

**Proof.** We use Proposition 3.3, Theorem 3.4, and the previous lemma to reduce to the case of finite categories.

Let $M \in \mathcal{C}\text{-gmod}$ be a Koszul $\mathcal{C}$-module. Then EM is a graded $\mathcal{C}$-module. Using the isomorphism

$$\text{Ext}^i_{\mathcal{C}\text{-gmod}}(M, \mathcal{C}_0(i)) \cong \text{Hom}_{\mathcal{C}\text{-gmod}}((\Omega^i M)_0, \mathcal{C}_0(i)),$$

one sees that $(\Omega^i M)_i$ and $(EM)_i$ are supported on the same objects. In particular, $\dim_k(EM)_i < \infty$ for $i \geq 0$ since $\Omega^i M \in \mathcal{C}\text{-gmod}$. Thus, $EM \in \mathcal{C}\text{-gmod}$.

Let $\mathcal{Y}$ be a finite convex full subcategory of $\mathcal{C}$ containing $\text{supp}(M_0)$. By Theorem 3.4, the category $\mathcal{Y}\downarrow \mathcal{C}$ is Koszul. The Yoneda category $\mathcal{Y}\downarrow \mathcal{C}$ of $\mathcal{Y}$ is a finite convex full subcategory of $\mathcal{C}$ containing $\text{supp}(EM)_0 = \text{supp}(M_0)$. By Proposition 3.3, $M \downarrow \mathcal{Y}\downarrow \mathcal{C}$ is a Koszul $\mathcal{Y}\downarrow \mathcal{C}$-module. Therefore, by above lemma, one has

$$EM \downarrow \mathcal{Y}\downarrow \mathcal{C} \cong \bigoplus_{i \geq 0} 1_Y \text{Ext}^i_{\mathcal{C}\text{-gmod}}(M, \mathcal{C}_0(i))$$

$$\cong \bigoplus_{i \geq 0} \text{Ext}^i_{\mathcal{C}\text{-gmod}}(1_Y M, \mathcal{Y}_0(i)),$$

which is a Koszul $\mathcal{Y}\downarrow \mathcal{C}$-module since $\mathcal{Y}$ is a finite category, see for example [1, Theorem 1.2.5]. Note that $\mathcal{Y}\downarrow \mathcal{C} \to \mathcal{Y}\downarrow \mathcal{C}$ defines a bijective correspondence between finite convex full subcategories containing $\text{supp}(M_0)$. Therefore, by Proposition 3.3, $EM$ is a Koszul $\mathcal{C}$-module. In particular, taking $M$ to be $\mathcal{C}(x, x)$ for $x \in \text{Ob} \mathcal{C}$, one deduces that $\mathcal{C}$ is a Koszul category. It follows from Proposition 3.14 that the Yoneda category of $\mathcal{C}$ is isomorphic to $\oplus$.

To show $M \cong \text{FEM}$, we define $\mathcal{Y}_n$, for $n \geq 0$, to be the convex hull of

$$\text{supp}(\bigoplus_{i=0}^n M_i) \cup \text{supp}(\bigoplus_{i=0}^n \text{FEM}_i).$$

Since the category $\mathcal{Y}_n$ contains only finitely many objects, it follows (for example from [2, Theorem 4.1]) that there is an isomorphism $\varphi_n : 1_Y M \cong 1_Y (\text{FEM})$. Moreover, these isomorphisms are compatible with the restriction functors. Thus,
there is an isomorphism $\varphi: M \to \mathcal{E}M$ such that the restriction of $\varphi$ to $\mathcal{V}_n$ is $\varphi_n$ for $n \geq 0$. Similarly, one has $N \cong \mathcal{E}N$ for any Koszul module $N \in \mathcal{Y}$-lgmod. □

Following [1], we let $C^\dagger(\mathcal{C}\text{-gmod})$ be the category of complexes $M^\bullet$ of graded $\mathcal{C}$-modules such that there exist $r, s \in \mathbb{Z}$ satisfying

$$M^i_j = 0 \text{ if } i > r \text{ or } i + j < s.$$  

Dually, we define $C^\ddagger(\mathcal{C}\text{-gmod})$ be the category of complexes $M^\bullet$ of graded $\mathcal{C}$-modules such that there exist $r, s \in \mathbb{Z}$ satisfying

$$M^i_j = 0 \text{ if } i < r \text{ or } i + j > s.$$  

Let $D^\dagger(\mathcal{C}\text{-gmod})$ and $D^\ddagger(\mathcal{C}\text{-gmod})$ be their corresponding derived categories.

We omit the proof of the following derived equivalence which is the same as [14, Theorem 30] (see also [1, Theorem 2.12.1]).

**Theorem 3.17.** Let $\mathcal{C}$ be a directed graded $k$-linear category. If $\mathcal{C}$ is Koszul, then there exists an equivalence of triangulated categories

$$K: D^\ddagger(\mathcal{C}\text{-gmod}) \longrightarrow D^\dagger(\mathcal{C}\text{-gmod}).$$

We refer the reader to [14] (5.6) for the construction of the equivalence (see also the proof of [1, Theorem 2.12.1]).

**Remark 3.18.** The notations for $D^\dagger$ and $D^\ddagger$ in [14] are opposite to the ones in [1]; we have followed the notations in [1]. Thus, the above functor $K$ is the functor which [14] denotes by $K'$.

## 4. Koszulity criterion in type $A_\infty$

In this section, we assume that $\mathcal{C}$ is a directed graded $k$-linear category of type $A_\infty$.

### 4.1. Koszul duality for directed graded $k$-linear categories of type $A_\infty$.

We say that a $\mathcal{C}$-module or a $\mathcal{C}^\dagger$-module $M$ is generated in position $x$ if $M$ is generated by $M(x)$. For example, for any $x \in \mathbb{Z}_+$, the graded $\mathcal{C}$-module $\mathcal{C}(x, -)$ is generated in position $x$.

**Lemma 4.1.** (1) Let $M$ be a graded $\mathcal{C}$-module which is generated in degree $i$ for some $i \in \mathbb{Z}$, and suppose that $M_i \subset M(x)$ for some $x \in \mathbb{Z}_+$. Then $M_{i+n} = M(x+n)$ for all $n \in \mathbb{Z}$.

(2) Let $N$ be a graded $\mathcal{C}^\dagger$-module which is generated in degree $i$ for some $i \in \mathbb{Z}$, and suppose that $N_i \subset N(x)$ for some $x \in \mathbb{Z}_+$. Then $N_{i+n} = N(x-n)$ for all $n \in \mathbb{Z}$.

**Proof.** (1) One has:

$$M_{i+n} = \mathcal{C}_n M_i \subset \mathcal{C}_n M(x) = \mathcal{C}(x, x+n)M(x) \subset M(x+n).$$

But

$$\bigoplus_{n \in \mathbb{Z}} M_{i+n} = \bigoplus_{n \in \mathbb{Z}} M(x+n),$$

so $M_{i+n} = M(x+n)$ for each $n$.

(2) The proof is similar to (1). Note that $\mathcal{C}^\dagger N(x) = \mathcal{C}^\dagger(x, x-n)N(x)$. □
Lemma 4.2. Let $M$ be a lower bounded $\mathcal{G}$-module generated in degree 0 and suppose that $M_0 = M(x)$ for some $x \in \mathbb{Z}_+$. Then $M$ is Koszul if and only if for every $n \geq 0$, the syzygy $\Omega^n M$ is generated in position $x + n$.

Proof. Recall that $M$ is Koszul if and only if for every $n \geq 0$, the syzygy $\Omega^n M$ is generated in degree $n$. Let us first prove the following statement.

Claim: If $\Omega^n M$ is generated in degree $n$ and $(\Omega^n M)_n = (\Omega^n M)(x + n)$, then $(\Omega^n M)_{n+1} = (\Omega^{n+1} M)(x + n + 1)$.

To prove the claim, let $\pi : P \to \Omega^n M$ be a projective cover of $\Omega^n M$. By Proposition 2.10, $P$ is generated in degree $n$, and $\pi : P_n \to (\Omega^n M)_n$ is bijective. Since $(\Omega^n M)_n = (\Omega^n M)(x + n)$, it follows that $P_n \subset P(x + n)$, and hence by Lemma 4.1 one has $P_{n+1} = P(x + n + 1)$ and $(\Omega^n M)_{n+1} = (\Omega^n M)(x + n + 1)$. Therefore,

$$(\Omega^{n+1} M)_{n+1} = \text{Ker}(\pi : P_{n+1} \to (\Omega^n M)_{n+1})$$

$$= \text{Ker}(\pi : P(x + n + 1) \to (\Omega^n M)(x + n + 1))$$

$$= (\Omega^{n+1} M)(x + n + 1).$$

Now we return to the proof of the lemma. If $M$ is Koszul, then it follows by induction on $n$ using the above claim that $\Omega^n M$ is generated in position $x + n$ for all $n \geq 0$. If $M$ is not Koszul, there is a minimal $m \geq 1$ such that $\Omega^m M$ is not generated by $(\Omega^m M)_m$, and it follows by induction on $n$ using the above claim that $(\Omega^n M)_n = (\Omega^n M)(x + n)$ for $n = 1, \ldots, m$. This implies that $\Omega^m M$ is not generated by $(\Omega^m M)(x + m)$. \qed

Notation 4.3. For any $\mathcal{G}$-module $M$, let

$$\text{ini}(M) = \inf\{x \in \mathbb{Z}_+ \mid M(x) \neq 0\}.$$ 

For any $\mathcal{G}^l$-module $N$, let

$$\text{ini}(N) = \sup\{x \in \mathbb{Z}_+ \mid N(x) \neq 0\}.$$ 

Lemma 4.4. (1) Let $M \in \mathcal{G}$-lmod be a lower bounded $\mathcal{G}$-module. Then one has

$$\text{ini}(M) < \text{ini}(\Omega M) < \text{ini}(\Omega^2 M) < \cdots.$$ 

(2) Let $N \in \mathcal{G}^l$-lmod be a lower bounded $\mathcal{G}^l$-module. Then one has

$$\text{ini}(N) > \text{ini}(\Omega N) > \text{ini}(\Omega^2 N) > \cdots.$$ 

Proof. (1) Let $\pi : P \to \Omega^n M$ be the projective cover of $\Omega^n M$. Let $x = \text{ini}(\Omega^n M)$. Since $P$ has no strictly smaller submodule whose image is $\Omega^n M$, it follows that $\pi : P(x) \to (\Omega^n M)(x)$ must be bijective. Hence $(\Omega^{n+1} M)(x) = 0$.

(2) The proof is completely similar to (1). \qed

A graded $\mathcal{G}$-module or a graded $\mathcal{G}^l$-module $M$ is said to be finite dimensional if $\bigoplus_{x \in \mathbb{Z}} M_x$ is finite dimensional. We denote by $\mathcal{G}$-gmod$_{fd}$ (respectively $\mathcal{G}^l$-gmod$_{fd}$) the category of graded $\mathcal{G}$-modules (respectively graded $\mathcal{G}^l$-modules) which are finite dimensional.

We note that for any graded $\mathcal{G}^l$-module $N$:

$N$ is lower bounded $\iff$ $N$ is finitely generated $\iff$ $N$ is finite dimensional.

Corollary 4.5. Let $N$ be a finite dimensional graded $\mathcal{G}^l$-module. Then $N$ has finite projective dimension.
Proof. By Lemma 4.4, one has \( \Omega^n N = 0 \) for all \( n \) sufficiently large. \( \square \)

The next corollary is immediate from Theorem 3.17 and Corollary 4.5; see the proof of [1] Theorem 2.12.6.

**Corollary 4.6.** Suppose that \( \mathcal{C} \) is Koszul. Then the equivalence in Theorem 3.17 induces an equivalence of triangulated categories

\[ K : D^b(\mathcal{C}^\text{gmod}) \to D^b(\mathcal{C}^\text{gmod}). \]

**Remark 4.7.** The category of finitely generated graded \( \mathcal{C} \)-modules is not contained in \( D^-\mathcal{C} \). In [1] Theorem 2.12.6, in their notations, a finitely generated \( A \)-module is always finitely generated over \( k \); on the other hand, in our case, a finitely generated \( \mathcal{C} \)-module is always finite dimensional.

### 4.2. Koszulity criterion

In this subsection, we prove our main result, Theorem 1.8.

If a \( k \)-linear functor \( \iota : \mathcal{D} \to \mathcal{C} \) is injective on the set of objects and faithful, and \( M \) is a \( \mathcal{C} \)-module, we denote by \( M_{\mathcal{D}} \) the \( \mathcal{D} \)-module \( M \circ \iota \) and call it the restriction of \( M \) to \( \mathcal{D} \).

**Definition 4.8.** We call a functor \( \iota : \mathcal{D} \to \mathcal{C} \) a genetic functor if it is a \( k \)-linear functor that satisfies the following conditions:

1. (F1) \( \mathcal{D} \) is a directed graded \( k \)-linear category of type \( A_\infty \);
2. (F2) \( \iota \) is faithful and \( \iota(x) = x + 1 \) for all \( x \in \mathbb{Z}_+ \);
3. (F3) for each \( x \in \mathbb{Z}_+ \), the \( \mathcal{D} \)-module \( \mathcal{C}(x, -)_{\mathcal{D}} \) is projective and generated in positions \( \leq x \).

**Remark 4.9.** Suppose that \( M \) is a module of a directed graded \( k \)-linear category of type \( A_\infty \). We say that \( M \) is generated in positions \( \leq x \) if \( \bigcup_{y \leq x} M(y) \) is a set of generators of \( M \).

We refer the reader to [5, Definition 2.7] for an example of a genetic functor from the category \( \mathcal{F} \) to itself, see [5, Proposition 2.12]. The key observation of our present paper is that conditions (F1)–(F3) when \( \mathcal{D} = \mathcal{C} \) allow one to prove by an induction argument that \( \mathcal{C} \) is Koszul.

The following lemma explains our choice of name for the functor.

**Lemma 4.10.** Let \( \iota : \mathcal{D} \to \mathcal{C} \) be a genetic functor. If \( P \in \mathcal{C}^\text{gmod} \) is a projective graded \( \mathcal{C} \)-module generated in positions \( \leq x \) for some \( x \in \mathbb{Z}_+ \), then \( P_{\mathcal{D}} \) is a projective graded \( \mathcal{D} \)-module generated in positions \( \leq x \).

**Proof.** Let \( y \leq x \). By condition (F3), the restriction of any direct summand of \( \mathcal{C}(y, -)_{\mathcal{D}} \) to \( \mathcal{D} \) is projective and generated in positions \( \leq y \). The lemma follows. \( \square \)

**Lemma 4.11.** Let \( \iota : \mathcal{D} \to \mathcal{C} \) be a genetic functor and let \( M \) be a \( \mathcal{C} \)-module. Suppose that \( \text{ini}(M) \geq 1 \). If the \( \mathcal{D} \)-module \( M_{\mathcal{D}} \) is generated in position \( x \) for some \( x \in \mathbb{Z}_+ \), then the \( \mathcal{C} \)-module \( M \) is generated in position \( x + 1 \).

\( ^1 \)The positive degree shift functor \( S_{+a} \) in [5, Definition 2.8] for \( a = 1 \) is the restriction functor \( \downarrow_{\mathcal{D}} \).
Proof. For any \( y \in \mathbb{Z}_+ \), one has \( M(y + 1) = M \downarrow \mathbb{D}(y) \), and hence
\[
M(y + 1) = \iota(\mathbb{D}(x, y)) M(x + 1) \subset \mathbb{C}(x + 1, y + 1) M(x + 1).
\]

\[\square\]

Lemma 4.12. Let \( \iota : \mathbb{D} \to \mathbb{C} \) be a genetic functor. Let \( M \in \mathbb{C}\text{-}\text{lgmod} \) be a lower bounded \( \mathbb{C} \)-module which is generated in position \( x \in \mathbb{Z}_+ \). Then one has:
\[
(\Omega M) \downarrow \mathbb{D} \cong \Omega(M \downarrow \mathbb{D}) \oplus Q
\]
where \( Q \) is a projective graded \( \mathbb{D} \)-module generated in position \( x \). In particular, \( (\Omega M) \downarrow \mathbb{D} \) is generated in position \( x \) if and only if \( \Omega(M \downarrow \mathbb{D}) \) is generated in position \( x \).

Proof. Let \( P \to M \) be the projective cover of \( M \). Then \( P \) is generated in position \( x \). Applying the restriction functor \( \downarrow \mathbb{D} \) to the short exact sequence
\[
0 \to \Omega M \to P \to M \to 0,
\]
we obtain a short exact sequence
\[
0 \to (\Omega M) \downarrow \mathbb{D} \to P \downarrow \mathbb{D} \to M \downarrow \mathbb{D} \to 0.
\]
Hence,
\[
(\Omega M) \downarrow \mathbb{D} \cong \Omega(M \downarrow \mathbb{D}) \oplus Q,
\]
where \( Q \) is isomorphic to a direct summand of \( P \downarrow \mathbb{D} \). But \( P \downarrow \mathbb{D} \) is a projective graded \( \mathbb{D} \)-module generated in positions \( \leq x \), so \( Q \) is also a projective graded \( \mathbb{D} \)-module generated in positions \( \leq x \).

However, by Lemma 4.4,
\[
\text{ini}(\Omega M) > \text{ini}(M) = x,
\]
which implies
\[
\text{ini}((\Omega M) \downarrow \mathbb{D}) > x - 1.
\]
Thus, \( Q(y) = 0 \) for all \( y < x \), so \( Q \) is generated in position \( x \). \[\square\]

Proposition 4.13. Let \( \iota : \mathbb{D} \to \mathbb{C} \) be a genetic functor. Let \( M \in \mathbb{C}\text{-}\text{lgmod} \) be a lower bounded \( \mathbb{C} \)-module which is generated in degree 0 and suppose that \( M_0 = M(x) \) for some \( x \geq 1 \). Then \( M \) is a Koszul \( \mathbb{C} \)-module if \( M \downarrow \mathbb{D} \) is a Koszul \( \mathbb{D} \)-module.

Proof. Suppose that \( M \downarrow \mathbb{D} \) is a Koszul \( \mathbb{D} \)-module. Then it is generated in degree 0 and one has
\[
(M \downarrow \mathbb{D})_0 = M_0 = M(x) = M \downarrow \mathbb{D}(x - 1).
\]
Thus, by Lemma 4.2, for each \( n \geq 0 \), the syzygy \( \Omega^n(M \downarrow \mathbb{D}) \) is generated in position \( x + n - 1 \).

To show that \( M \) is Koszul, it suffices (by Lemma 4.2) to prove that \( \Omega^n M \) is generated in position \( x + n \) for all \( n \in \mathbb{Z}_+ \). Clearly, this holds for \( n = 0 \). Now let \( n > 0 \). Suppose, for induction, that \( \Omega^r M \) is generated in position \( x + r \) for all \( r < n \).

Applying Lemma 4.12 to the \( \mathbb{C} \)-module \( \Omega^n M \) for \( r = 0, \ldots, n - 1 \), one has
\[
(\Omega^{r+1} M) \downarrow \mathbb{D} \cong \Omega((\Omega^r M) \downarrow \mathbb{D}) \oplus Q^r
\]
where \( Q^r \) is a projective graded \( \mathbb{D} \)-module generated in position \( x + r \). This completes the proof.
where $Q^r$ is a projective graded $\mathcal{C}$-module generated in position $x + r$. Then, applying $\Omega^{n-r-1}$ to both sides of (4.1) for $r = 0, \ldots, n - 2$, one has
\begin{equation}
\Omega^{n-r-1}(\langle ((\Omega^{r+1}M)_{\mathcal{D}}^r \rangle \cong \Omega^{n-r}(\langle (\Omega^rM)_{\mathcal{D}}^r \rangle).
\end{equation}
It follows from (4.2) that
\begin{equation}
\Omega((\langle (\Omega^{n-1}M)_{\mathcal{D}}^r \rangle \cong \Omega^n(\langle M_{\mathcal{D}}^r \rangle).
\end{equation}
Hence, from (4.1) for $r = n - 1$, we have
\begin{align*}
(\Omega^nM)_{\mathcal{D}}^r \cong & \Omega((\langle (\Omega^{n-1}M)_{\mathcal{D}}^r \rangle \oplus Q^{n-1} \\
& \cong \Omega^n(\langle M_{\mathcal{D}}^r \rangle) \oplus Q^{n-1} \quad \text{(using (4.3)).}
\end{align*}
Since $\Omega^n(M_{\mathcal{D}}^r)$ and $Q^{n-1}$ are both generated in position $x + n - 1$, it follows that $\langle (\Omega^nM)_{\mathcal{D}}^r \rangle$ is generated in position $x + n - 1$. But $\text{ini}(\Omega^nM) \geq 1$, so by Lemma 4.11 we deduce that $\Omega^nM$ is generated in position $x + n$. \hfill \Box

**Proposition 4.14.** Let $\iota : \mathcal{D} \to \mathcal{C}$ be a genetic functor. Then $\mathcal{C}(0, 0)$ is a Koszul $\mathcal{C}$-module.

**Proof.** Let $W = \mathcal{C}(0, 0)$ considered as a graded $\mathcal{C}$-module. The projective cover of $W$ is $\mathcal{C}(0, -) \to W$. Since $W_{\mathcal{D}}^0 = 0$, one has
\begin{equation}
(\Omega W)_{\mathcal{D}}^0 \cong \mathcal{C}(0, -)_{\mathcal{D}}^0.
\end{equation}
Hence, $\langle (\Omega W)_{\mathcal{D}}^0 \rangle$ is a projective graded $\mathcal{D}$-module generated in position 0. By Lemma 4.11, $\Omega W$ is generated in position 1. Note that $\langle (\Omega W) \rangle(1) = (\Omega W)_1$. So $\langle (\Omega W)_{\mathcal{D}}^0 \rangle$ is a projective graded $\mathcal{D}$-module generated in degree 1.

Let $M = (\Omega W)(-1)$. Then $M(1) = M_0$ and so $M$ is generated in degree 0. Moreover, $M_{\mathcal{D}}^0$ is a projective graded $\mathcal{D}$-module generated in degree 0, so $M_{\mathcal{D}}^0$ is a Koszul $\mathcal{D}$-module. It follows by Proposition 4.13 that $M$ is a Koszul $\mathcal{C}$-module, and hence $W$ is a Koszul $\mathcal{C}$-module. \hfill \Box

We can now prove Theorem 1.8, which is part of the following result.

**Theorem 4.15.** Let $\iota : \mathcal{D} \to \mathcal{C}$ be a genetic functor. Then $\mathcal{C}$ is Koszul when any one of the following hold:
\begin{enumerate}
\item $\mathcal{D}$ is Koszul;
\item $\mathcal{D} = \mathcal{C}$.
\end{enumerate}

**Proof.** For each $x \in \mathbb{Z}_+$, let $W^x = \mathcal{C}(x, x)$ regarded as a graded $\mathcal{C}$-module, and let $U^x = \mathcal{D}(x, x)$ regarded as a graded $\mathcal{D}$-module. We already know, by Proposition 4.13, that $W^0$ is Koszul. It remains to show that $W^x$ is Koszul for $x \geq 1$.

Suppose $x \geq 1$. By Proposition 4.13, it suffices to prove that $W^x_{\mathcal{D}}^0$ is Koszul. However, $W^x_{\mathcal{D}}^0$ is a direct summand of $(U^{x-1})^\otimes a_x$ for some $a_x \geq 1$.

In case (1), since $U^{x-1}$ is Koszul, it follows that $W^x_{\mathcal{D}}^0$ is Koszul and hence $W^x$ is Koszul.

In case (2), since $U^{x-1} = W^{x-1}$ and $W^0$ is Koszul, it follows by an induction argument that $W^x_{\mathcal{D}}^0$ is Koszul and hence $W^x$ is Koszul. \hfill \Box
5. Combinatorial conditions

The purpose of this section is to give combinatorial conditions which imply the existence of a genetic functor $\iota : \mathcal{C} \rightarrow \mathcal{C}$. We shall verify these conditions for several examples.

In this section, we assume that $k$ is a field of characteristic 0.

5.1. Combinatorial conditions. A category is called an EI category when all endomorphisms in the category are isomorphisms.

In this subsection, suppose that $\mathcal{C}$ is an EI category satisfying the following conditions:

(E1) $\text{Ob}(\mathcal{C}) = \mathbb{Z}_+$;
(E2) $\mathcal{C}(x,y)$ is an empty set if $x > y$;
(E3) $\mathcal{C}(x,y)$ is a nonempty finite set if $x \leq y$;
(E4) for $x \leq y \leq z$, the composition map

$$\mathcal{C}(y,z) \times \mathcal{C}(x,y) \rightarrow \mathcal{C}(x,z)$$

is surjective.

The $k$-linearization $\mathcal{C}$ of $\mathcal{C}$ is graded with $\mathcal{C}(x,y)$ concentrated in degree $y - x$ for $x \leq y$. We note that $\mathcal{C}$ is a directed graded $k$-linear category of type $A_\infty$.

To avoid confusion, we shall use the following notation.

Notation 5.1. Let $I \in \mathcal{C}(1,1)$ be the identity morphism $1_1$ of $1 \in \mathbb{Z}_+$.

Proposition 5.2. Suppose $\mathcal{C}$ satisfies the following conditions:

(C1) There is a monoidal structure $\circ$ on $\mathcal{C}$ with

$$x \circ y = x + y \quad \text{for all } x, y \in \mathbb{Z}_+.$$ 

(C2) For all $x, y \in \mathbb{Z}_+$, the map

$$\mathcal{C}(x,y) \rightarrow \mathcal{C}(1 + x, 1 + y), \quad f \mapsto I \circ f$$

is injective.

(C3) Each morphism $f \in \mathcal{C}(x,1+y)$ has a factorization into a composition of

$$f_1 : x \rightarrow 1 + z \quad \text{and} \quad I \circ f_2 : 1 + z \rightarrow 1 + y$$

where $z \leq x$ and $f_2 : z \rightarrow y$; moreover, for each $f$, if $z$ is the minimal integer for which such a factorization exists, then $f_2$ is unique given $f_1$, and $f_1$ is unique up to automorphisms of $z$.

Let $\iota : \mathcal{C} \rightarrow \mathcal{C}$ be the $k$-linear functor defined by $x \mapsto 1 + x$ for any object $x$ and $f \mapsto I \circ f$ for any morphism $f$ of $\mathcal{C}$. Then $\iota : \mathcal{C} \rightarrow \mathcal{C}$ is a genetic functor, and $\mathcal{C}$ is Koszul.

Proof. Condition (F1) clearly holds. Condition (F2) is immediate from condition (C2). We have to verify condition (F3) with $\mathcal{D} = \mathcal{C}$. It suffices to show that for any $x \in \mathbb{Z}_+$, there is a decomposition

$$(5.1) \quad \mathcal{C}(x,-) \downarrow \mathcal{D} \cong \mathcal{D}(x,-)^{\oplus m_x} \oplus \mathcal{D}(x-1,-)^{\oplus n_x}$$

for some $m_x, n_x \geq 0$.

\footnote{As far as we are aware, the notion of EI category was defined by tom Dieck \cite{Dieck} and W. Lück \cite{Lueck}.}
First, it is plain that in condition (C3), \( z \) must be \( x \) or \( x - 1 \). Let \( \mathcal{C}(x, 1 + x)' \) be the subset of \( \mathcal{C}(x, 1 + x) \) consisting of all \( f \) such that there is no factorization described in condition (C3) with \( z = x - 1 \) (and \( y = x \)).

Now let \( x, y \in \mathbb{Z}_+ \), and let \( G_z = \mathcal{C}(z, z) \) for any \( z \in \mathbb{Z}_+ \). For \( z = x \), we choose a set of representatives \( \beta_1, \ldots, \beta_m \) for the set of orbits \( G_z \backslash \mathcal{C}(x, 1 + z)' \). For \( z = x - 1 \), we choose a set of representatives \( \gamma_1, \ldots, \gamma_n \) for the set of orbits \( G_z \backslash \mathcal{C}(x, 1 + z) \).

For \( 1 \leq r \leq m \), and \( y \geq x \), we define a map

\[
\mathcal{C}(x, y) \to \mathcal{C}(x, 1 + y), \quad \alpha \mapsto (\mathbb{I} \otimes \alpha) \circ \beta_r,
\]

and extend it linearly to a morphism

\[
\Theta_r : \mathcal{C}(x, -) \to \mathcal{C}(x, -) \downarrow_{\beta_r}.
\]

Similarly, for \( 1 \leq s \leq n \), and \( y \geq x - 1 \), we define a map

\[
\mathcal{C}(x - 1, y) \to \mathcal{C}(x, 1 + y), \quad \alpha \mapsto (\mathbb{I} \otimes \alpha) \circ \gamma_s
\]

and extend it linearly to a morphism

\[
\Theta'_s : \mathcal{C}(x - 1, -) \to \mathcal{C}(x, -) \downarrow_{\gamma_s}.
\]

Let

\[
\Theta : \mathcal{C}(x, -)^{\oplus m} \oplus \mathcal{C}(x - 1, -)^{\oplus n} \to \mathcal{C}(x, -) \downarrow \mathbb{I},
\]

\[
(\alpha_1, \ldots, \alpha_m, \alpha'_1, \ldots, \alpha'_n) \mapsto m \sum_{r=1}^{m} \Theta_r(\alpha_r) + \sum_{s=1}^{n} \Theta'_s(\alpha'_s).
\]

By conditions (C1)–(C3), the morphism \( \Theta \) is bijective. This proves (5.1).

By Theorem \[4.15\] it follows that \( \mathcal{C} \) is Koszul. \( \square \)

For the category \( \mathcal{F} \), the decomposition (5.1) was proved in \[5\] Proposition 2.12]. T. Church, J. Ellenberg, B. Farb., and R. Nagpal used their \[3\] Proposition 2.12 to prove that a finitely generated \( \mathcal{F} \)-module over a Noetherian ring is Noetherian; it appears to be crucial in their proof that in the case of \( \mathcal{F} \), the number \( m_\mathcal{F} \) in (5.1) is 1.

5.2. Examples. We now give examples of categories satisfying conditions (C1)–(C3) in Proposition \[5.2\]. In all these examples, we define the tensor product \( \otimes \) on objects by \( x \otimes y = x + y \) for all \( x, y \in \mathbb{Z}_+ \).

**Example 5.3** (The category \( \mathcal{F}_r \)). Recall the category \( \mathcal{F}_r \) defined in Example \[1.5\]. If \( (f_1, c_1) \in \mathcal{F}_r(x_1, y_1) \) and \( (f_2, c_2) \in \mathcal{F}_r(x_2, y_2) \), we define \( (f_1, c_1) \oplus (f_2, c_2) \) to be the morphism \( (f, c) \in \mathcal{F}_r(x_1 + x_2, y_1 + y_2) \) where

\[
f(r) = \begin{cases} 
   f_1(r) & \text{if } r \leq x_1, \\
   f_2(r - x_1) + y_1 & \text{if } r > x_1.
\end{cases}
\]

and

\[
c(r) = \begin{cases} 
   c_1(r) & \text{if } r \leq x_1, \\
   c_2(r - x_1) & \text{if } r > x_1.
\end{cases}
\]

It is clear that conditions (C1) and (C2) are satisfied. We now check condition (C3). Let \( (f, c) \in \mathcal{F}_r(x, 1 + y) \).

Suppose first that \( f(m) = 1 \) for some \( m \in [x] \). Let \( z = x - 1 \) and let \( f_1 : [x] \to [x] \) be any bijection with \( f_1(m) = 1 \). Define \( f_2 : [z] \to [y] \) by \( f_2(f_1(r) - 1) = f(r) \) for
all \( r \in [x] \setminus \{m\} \). Let \( c_1 : [x] \to \Gamma \) be a map such that \( c_1(m) = c(m) \). Define \( c_2 : [z] \to \Gamma \) by \( c_2(f_1(r) − 1) = c(r)c_1(r)^{-1} \) for all \( r \in [x] \setminus \{m\} \).

Now suppose that \( f(m) \neq 1 \) for all \( m \in [x] \). Then there is no factorization with \( z = x − 1 \). Let \( z = x \), and let \( f_1 : [x] \to [1 + x] \) be any injection whose image is \( \{2, \ldots, 1 + x\} \). Define \( f_2 : [z] \to [y] \) by \( f_2(f_1(r) − 1) = f(r) \) for all \( r \in [x] \). Let \( c_1 : [x] \to \Gamma \) be any map. Define \( c_2 : [z] \to \Gamma \) by \( c_2(f_1(r) − 1) = c(r)c_1(r)^{-1} \).

In both cases, one has \( (f, c) = (I \circ (f_2, c_2))(f_1, c_1) \). Moreover, it is clear that \( (f_2, c_2) \) is unique given \((f_1, c_1)\), and \((f_1, c_1)\) is unique up to automorphisms of \( z \).

**Example 5.4** (The category \( \mathcal{O}_I \)). Let \( \Gamma \) be a finite group and define \( \mathcal{O}_I \) to be the subcategory of \( \mathcal{FI}_I \) with \( \text{Ob}(\mathcal{O}_I) = \mathbb{Z}_+ \) as follows: for any \( x, y \in \mathbb{Z}_+ \), the set \( \text{Ob}(\mathcal{O}_I) \) consists of all \((f, c) \in \mathcal{FI}_I \) such that \( f \) is increasing.

It is clear that conditions (C1) and (C2) are satisfied. To check condition (C3), note that given \((f, c) \in \mathcal{O}_I(x, y)\), we can choose its factorization in \( \mathcal{FI}_I \) with \( f_1 \) a unique increasing map; then, \( f_2 \) is also an increasing map.

**Notation 5.5.** If \( f : [x] \to [y] \), we write \( \Delta_f \) for the set \([y] \setminus \text{Im}(f)\).

**Example 5.6** (The category \( \mathcal{FI}_d \)). Let \( d \) be a positive integer. We define the category \( \mathcal{FI}_d \) following [18, Section 7.1]. Let \( \text{Ob}(\mathcal{FI}_d) = \mathbb{Z}_+ \). For any \( x, y \in \mathbb{Z}_+ \), let \( \mathcal{FI}_d(x, y) \) be the set of all pairs \((f, \delta)\) where \( f : [x] \to [y] \) is an injection, and \( \delta : [\Delta_f] \to [d] \) is an arbitrary map. The composition of \((f_1, \delta_1) \in \mathcal{FI}_d(x, y)\) and \((f_2, \delta_2) \in \mathcal{FI}_d(y, z)\) is defined by \((f_2, \delta_2)(f_1, \delta_1) = (f_3, \delta_3)\) where \( f_3 = f_2f_1 \) and

\[
c_3(m) = \begin{cases} 
c_1(r) & \text{if } m = f_2(r) \text{ for some } r, \\
c_2(m) & \text{else.}
\end{cases}
\]

We define a monoidal structure on \( \mathcal{FI}_d \) similarly to Example 5.3. It is clear that conditions (C1) and (C2) are satisfied. We now check condition (C3). Let \((f, \delta) \in C(x, 1 + y)\).

Suppose first that \( f(m) = 1 \) for some \( m \in [x] \). Let \( z = x − 1 \) and let \( f_1 : [x] \to [x] \) be any bijection with \( f_1(m) = 1 \). Define \( f_2 : [z] \to [y] \) by \( f_2(f_1(r) − 1) = f(r) \) for all \( r \in [x] \setminus \{m\} \). Let \( \delta_1 : 0 \to [d] \) be the unique map. Define \( \delta_2 : [\Delta_f] \to [d] \) by \( \delta_2(m) = \delta(m + 1) \) for all \( m \in \Delta_f \).

Now suppose that \( f(m) \neq 1 \) for all \( m \in [x] \). Then there is no factorization with \( z = x − 1 \). Let \( z = x \), and let \( f_1 : [x] \to [1 + x] \) be any injection whose image is \( \{2, \ldots, 1 + x\} \). Define \( f_2 : [z] \to [y] \) by \( f_2(f_1(r) − 1) = f(r) \) for all \( r \in [x] \). Define \( \delta_1 : X_f \to [d] \) by \( \delta_1(1) = \delta(1) \). Define \( \delta_2 : [\Delta_f] \to [d] \) by \( \delta_2(m) = \delta(m + 1) \) for all \( m \in \Delta_f \).

In both cases, one has \((f, \delta) = (1 \circ (f_2, \delta_2))(f_1, \delta_1)\). Moreover, it is clear that \((f_2, \delta_2)\) is unique given \((f_1, \delta_1)\), and \((f_1, \delta_1)\) is unique up to automorphisms of \( z \).

**Remark 5.7.** The category of \( \mathcal{FI}_d \)-modules is equivalent to the category of modules over a certain twisted commutative algebra, see [18, Proposition 7.3.4].

**Example 5.8** (The category \( \mathcal{O}_d \)). Let \( d \) be a positive integer. We define the subcategory \( \mathcal{O}_d \) of \( \mathcal{FI}_d \) following [18, Section 7.1]. Let \( \text{Ob}(\mathcal{O}_d) = \mathbb{Z}_+ \). For any \( x, y \in \mathbb{Z}_+ \), let \( \mathcal{O}_d(x, y) \) be the set of all pairs \((f, \delta) \in \mathcal{FI}_d \) such that \( f \) is increasing.

It is clear that conditions (C1) and (C2) are satisfied. To check condition (C3), note that given \((f, \delta) \in \mathcal{O}_d(x, y)\), we can choose its factorization in \( \mathcal{FI}_d \) with \( f_1 \) a unique increasing map; then, \( f_2 \) is also an increasing map.
Example 5.9 (The opposite category of $\mathcal{SF}_\Gamma$). Let $\Gamma$ be a finite group. We define the category $\mathcal{SF}_\Gamma$ following [13] Section 10.1. Let $\text{Ob}(\mathcal{SF}_\Gamma) = \mathbb{Z}_+$. For any $x, y \in \mathbb{Z}_+$, let $\mathcal{SF}_\Gamma(y, x)$ be the set of all pairs $(f, c)$ where $f : [y] \to [x]$ is a surjection, and $c : [y] \to \Gamma$ is an arbitrary map. The composition of $(f_1, c_1) \in \mathcal{SF}_\Gamma(y, x)$ and $(f_2, c_2) \in \mathcal{SF}_\Gamma(z, y)$ is defined by

$$(f_1, c_1)(f_2, c_2) = (f_3, c_3)$$

where

$$f_3(r) = f_1(f_2(r)), \quad c_3(r) = c_1(f_2(r))c_2(r),$$

for all $r \in [z]$.

We define a monoidal structure on $\mathcal{SF}_\Gamma^\text{op}$ similarly to Example 5.3. It is clear that conditions (C1) and (C2) are satisfied. We now check condition (C3). Let $(f, c) \in \mathcal{SF}_\Gamma(1 + y, x)$. Let $m = f(1)$.

Suppose first that $f^{-1}(m) = \{1\}$. Let $z = x - 1$ and let $f_1 : [x] \to [y]$ be any bijection such that $f_1(1) = m$. Define $f_2 : [y] \to [z]$ by $f_2(r) = f_1^{-1}(f(r + 1)) - 1$ for all $r \in [y]$. Let $c_1 : [1 + z] \to \Gamma$ be any map such that $c_1(1) = c(1)$. Define $c_2 : [y] \to \Gamma$ by $c_2(r) = c_1(f_2(r) + 1)^{-1}c(r + 1)$ for all $r \in [y]$. Now suppose that $f^{-1}(m) \neq \{1\}$. Then there is no factorization with $z = x - 1$. Let $z = x$. Let $f_1 : [1 + z] \to [z]$ be any surjection with $f_1(1) = m$. Define $f_2 : [y] \to [z]$ by $f_2(r) = n$ if $f_1(n + 1) = f(r + 1)$. Again, let $c_1 : [1 + z] \to \Gamma$ be any map such that $c_1(1) = c(1)$, and define $c_2 : [y] \to \Gamma$ by $c_2(r) = c_1(f_2(r) + 1)^{-1}c(r + 1)$ for all $r \in [y]$.

In both cases, one has $(f, c) = (f_1, c_1) \circ (f_2, c_2)$ in $\mathcal{SF}_\Gamma$. Moreover, it is clear that $(f_2, c_2)$ is unique given $(f_1, c_1)$, and $(f_1, c_1)$ is unique up to automorphisms of $z$.

Example 5.10 (The opposite category of $\mathcal{OS}_\Gamma$). Let $\Gamma$ be a finite group. We define the subcategory $\mathcal{OS}_\Gamma$ of $\mathcal{SF}_\Gamma$ following [13] Section 8.1. Let $\text{Ob}(\mathcal{OS}_\Gamma) = \mathbb{Z}_+$. For any $x, y \in \mathbb{Z}_+$, let $\mathcal{OS}_\Gamma(y, x)$ be the set of all pairs $(f, c) \in \mathcal{SF}_\Gamma(y, x)$ where $f$ is an ordered surjection, in the sense that for all $r < s$ in $[x]$ we have $f^{-1}(r) \leq f^{-1}(s)$.

Similarly to above, it is clear that conditions (C1) and (C2) are satisfied, and to check condition (C3), we note that given $(f, c) \in \mathcal{OS}_\Gamma(y, x)$, we can choose its factorization in $\mathcal{SF}_\Gamma$ for a unique choice of ordered surjections $f_1$ and $f_2$.

Example 5.11 (The category $\mathcal{V}I$). Recall the category $\mathcal{V}I$ defined in Example 5.7. If $f_1 \in \mathcal{V}I(x_1, y_1)$ and $f_2 \in \mathcal{V}I(x_2, y_2)$, we define $f_1 \circ f_2 \in \mathcal{V}I(x_1 + x_2, y_1 + y_2)$ by $f_1 \circ f_2 = f_1 \oplus f_2 : \mathbb{F}^{x_1} \oplus \mathbb{F}^{x_2} \to \mathbb{F}^{y_1} \oplus \mathbb{F}^{y_2}$. It is clear that conditions (C1) and (C2) are satisfied. We now check condition (C3).

Let $f \in \mathcal{C}(x, 1 + y)$. We write $f$ as a $(1 + y) \times x$-matrix. Let $u$ be the first row of $f$, and $h$ be the $y \times x$-matrix form by the last $y$ rows of $f$. Suppose that we have a factorization $f = (\mathbb{I} \circ f_2) \circ f_1$ for some $z$. Then the first row of $f_1$ must be $u$. Let $p$ be the $z \times x$-matrix form by the last $z$ rows of $f_1$. Then $h = f_2p$. Since $f_2$ is injective, one has

$$(\text{rank of } h) = (\text{rank of } p) \leq z.$$

Now if we first choose $h = f_2p$ to be any factorization of $h$ into the composition of a surjective linear map $p : \mathbb{F}^z \to \mathbb{F}^z$ and an injective linear map $f_2 : \mathbb{F}^z \to \mathbb{F}^y$, then we obtain a corresponding factorization of $f$ with $z$ equal to the rank of $h$. Hence, a factorization of $f$ exists and the minimal $z$ is the rank of $h$, which is $\leq x$. Moreover, any factorization of $f$ with minimal $z$ must be obtained in this way from a factorization of $h$ with $p$ surjective and $f_2$ injective. The uniqueness of
Given $p$ is clear from the surjectivity of $p$, and the uniqueness of $p$ up to linear automorphisms of $F^2$ follows from the observation that the kernel of $p$ must be equal to the kernel of $h$.

We remind the reader that in the following corollary, the characteristic of $k$ is 0.

**Corollary 5.12.** Let $\Gamma$ be a finite group, and $d$ an integer $\geq 1$.

1. The $k$-linearizations of the following categories and their opposites are Koszul:

   - $\mathcal{F}_{\Gamma}$, $\mathcal{O}_{\Gamma}$, $\mathcal{F}_{\delta}$, $\mathcal{O}_{\delta}$, $\mathcal{F}_{\mathcal{S}_{\Gamma}}$, $\mathcal{O}_{\mathcal{S}_{\Gamma}}$, $\forall \mathcal{F}$.

2. If $\Gamma$ is abelian, the $k$-linearizations of the category $\mathcal{F}_{\Gamma}$ (of Example 1.6) and its opposite are Koszul.

**Proof.** (1) This is immediate from the above examples, Proposition 6.3 and Proposition 5.1.

(2) For a finite abelian group $\Gamma$, the categories $\mathcal{F}_{\Gamma}$ and $\mathcal{F}_{\Gamma}$ have the same essential subcategories, so the result follows from (1) and Theorem 1.2 (see Remark 1.3). The opposite is Koszul by Proposition 6.6. □

## 6. Twists of categories over $\mathcal{F}$

In this section, we study the quadratic dual of $\mathcal{F}_{\Gamma}$, $\mathcal{O}_{\Gamma}$, $\mathcal{F}_{\delta}$ and $\mathcal{O}_{\delta}$. We shall also show that the bounded derived category of finite dimensional graded modules of $\mathcal{F}_{\Gamma}$, $\mathcal{F}_{\delta}$ or $\mathcal{O}_{\delta}$ over a field of characteristic 0 is self-dual.

### 6.1. Determinant of a finite set.

Suppose $\Delta$ is a finite set with $n$ elements, say $\Delta = \{d_1, \ldots, d_n\}$. We denote by $k\Delta$ the $k$-vector space with basis $\Delta$, and $\det(\Delta)$ the one dimensional $k$-vector space $\wedge^n(k\Delta)$. In particular, if $\Delta = \emptyset$, then $\det(\Delta) = k$.

If $\sigma \in S_n$ is a permutation of $[n]$, then one has $d_{\sigma(1)} \cdots d_{\sigma(n)} = \text{sgn}(\sigma)d_1 \cdots d_n$ in $\det(\Delta)$. If $\Delta$ and $\Theta$ are finite sets, there is a canonical isomorphism

$$\det(\Delta) \otimes_k \det(\Theta) \rightarrow \det(\Delta \sqcup \Theta), \quad d \otimes e \mapsto de.$$  

If $f : \Delta \rightarrow \Theta$ is an injection, then we have an isomorphism

$$\det(\Delta) \rightarrow \det(f(\Delta)) : d \mapsto f(d),$$

where $f(d) = f(d_1) \cdots f(d_n)$ if $d = d_1 \cdots d_n$.

### 6.2. Twist construction.

Let $\mathcal{C}$ be any category and let $\rho : \mathcal{C} \rightarrow \mathcal{F}$ be any functor. In particular, if $x, y \in \text{Ob}(\mathcal{C})$ and $\rho(x) > \rho(y)$, then $\mathcal{C}(x, y) = \emptyset$. The category $\mathcal{C}$ has a grading where $\mathcal{C}(x, y)$ is in degree $\rho(y) - \rho(x)$.

Recall that for any map $f : [i] \rightarrow [j]$ (where $i, j \in \mathbb{Z}_+$), we write $\Delta_f$ for the set $[j] \setminus \text{Im}(f)$. If $\alpha \in \mathcal{C}(x, y)$ and $\beta \in \mathcal{C}(y, z)$, then one has

$$\Delta_{\rho(\beta)}(\Delta_{\rho(\alpha)}) \sqcup \Delta_{\rho(\beta)}.$$

We shall define a $k$-linear category $\mathcal{C}^{tw}$, called the twist of $(\mathcal{C}, \rho)$, as follows. Let $\text{Ob}(\mathcal{C}^{tw}) = \text{Ob}(\mathcal{C})$. For any $x, y \in \text{Ob}(\mathcal{C})$, let

$$\mathcal{C}^{tw}(x, y) = \bigoplus_{\alpha \in \mathcal{C}(x, y)} k\alpha \otimes_k \det(\Delta_{\rho(\alpha)}),$$

where $k\alpha$ is the one dimensional $k$-vector space with basis $\alpha$. The composition of morphisms

$$\mathcal{C}^{tw}(y, z) \otimes_k \mathcal{C}^{tw}(x, y) \rightarrow \mathcal{C}^{tw}(x, z)$$
is defined by extending bilinearly the assignment
\[(\beta \otimes e) \otimes (\alpha \otimes d) \mapsto \beta \alpha \otimes \rho(\beta)(d)e,\]
where \(\alpha \in \mathcal{C}(x, y), \beta \in C(y, z), d \in \det(\Delta_{\rho(\alpha)}), \) and \(e \in \det(\Delta_{\rho(\beta)})\). It is easy to see that the composition of morphisms in \(\mathcal{C}^{tw}\) is associative. Moreover, the \(k\)-linear category \(\mathcal{C}^{tw}\) has a grading where \(\mathcal{C}^{tw}(x, y)\) is in degree \(\rho(y) - \rho(x)\).

Observe that for any \(x \in \Ob(\mathcal{C})\), we have an isomorphism
\[
\omega_{e,x} : \mathcal{C}(x, x) \xrightarrow{\sim} \mathcal{C}^{tw}(x, x)
\]
where \(\omega_{e,x} : \alpha \mapsto \alpha \otimes 1\) for all \(\alpha \in \mathcal{C}(x, x)\). Suppose \(x, y \in \Ob(\mathcal{C})\). Let us regard \(\mathcal{C}^{tw}(x, y)\) as a \((\mathcal{C}(y, y), \mathcal{C}(x, x))\)-bimodule via \(\omega_{e,x}\) and \(\omega_{e,y}\). If \(\rho(y) - \rho(x) = 1\), we have an isomorphism of \((\mathcal{C}(y, y), \mathcal{C}(x, x))\)-bimodules
\[
\omega_{e,x,y} : \mathcal{C}^{tw}(x, y) \xrightarrow{\sim} \mathcal{C}^{tw}(x, y)
\]
where \(\omega_{e,x,y} : \alpha \mapsto \alpha \otimes d_{\alpha}\) for all \(\alpha \in \mathcal{C}(x, y)\), and \(d_{\alpha}\) denotes the unique element of \(\Delta_{\rho(\alpha)}\).

Suppose we have a category \(\mathcal{D}\) and a functor \(\pi : \mathcal{D} \to \mathcal{C}\). Let \(\psi : \mathcal{D} \to \mathcal{F}\) be the composition \(\rho \circ \pi\), and \(\mathcal{F}^{tw}\) the twist of \((\mathcal{D}, \psi)\). We define a morphism \(\pi^{tw} : \mathcal{F}^{tw} \to \mathcal{C}^{tw}\) by extending linearly the assignment
\[\alpha \otimes d \mapsto \pi(\alpha) \otimes d\]
for any \(\alpha \in \Mor(\mathcal{D})\) and \(d \in \det(\Delta_{\psi(\alpha)})\).

6.3. The functors \(\tau\) and \(\mu\). Let \(\mathcal{C}\) be any category and let \(\rho : \mathcal{C} \to \mathcal{F}\) be any functor. We shall define a functor
\[\tau : \mathcal{C}\text{-Mod} \to \mathcal{C}^{tw}\text{-Mod}.
\]
If \(M\) is a \(\mathcal{C}\)-module, let
\[\tau(M)(x) = M(x) \otimes_k \det(\rho(x)), \quad \text{for } x \in \Ob(\mathcal{C}).\]
The \(\mathcal{C}^{tw}\)-module structure on \(\tau(M)\) is defined by extending bilinearly to
\[\mathcal{C}^{tw}(x, y) \otimes_k \tau(M)(x) \to \tau(M)(y)\]
the assignment
\[(\alpha \otimes d) \otimes (v \otimes t) \mapsto \alpha(v) \otimes \rho(\alpha)(t)d,\]
where \(\alpha \in \mathcal{C}(x, y), v \in M(x), d \in \det(\Delta_{\rho(\alpha)}), \) and \(t \in \det(\rho(x))\). If \(f : M \to N\) is a morphism of \(\mathcal{C}\)-modules, we define a morphism
\[\tau(f) : \tau(M) \to \tau(N)\]
of \(\mathcal{C}^{tw}\)-modules by
\[\tau(f)(v \otimes t) = f(v) \otimes t\]
whenever \(v \in M(x)\) and \(t \in \det(\rho(x))\), for any \(x \in \Ob(\mathcal{C})\).

If \(M\) is a graded \(\mathcal{C}\)-module, then \(\tau(M)\) is also graded with
\[\tau(M)(x)_i = M(x)_i \otimes_k \det(\rho(x))\]
for all \(x \in \Ob(\mathcal{C}), i \in \mathbb{Z}\).

Similarly, we define a functor
\[\mu : \mathcal{C}^{tw}\text{-Mod} \to \mathcal{C}\text{-Mod}.
\]
If \(N\) is a \(\mathcal{C}^{tw}\)-module, let
\[\mu(N)(x) = N(x) \otimes_k \det(\rho(x)), \quad \text{for } x \in \Ob(\mathcal{C}).\]
The $\mathcal{E}$-module structure on $\mu(N)$ is defined by extending bilinearly to
\[ \mathcal{E}(x, y) \otimes_k \mu(N)(x) \rightarrow \mu(N)(y) \]
the assignment
\[ \alpha \otimes (v \otimes t) \mapsto \alpha \otimes (v \otimes t,\rho) \]
where $\alpha \in C(x, y)$, $v \in N(x)$, $t \in \text{det}([\rho(x)])$, and $\rho = \rho_1 \cdots \rho_n \in \text{det}(\Delta_{\rho(x)})$ if
\[ \Delta_{\rho(x)} = \{ \rho_1, \ldots, \rho_n \}; \]
this is independent of the choice of ordering of $\rho_1, \ldots, \rho_n$. If
\[ f : M \rightarrow N \]
is a morphism of $\mathcal{E}$-modules, we define a morphism
\[ \mu(f) : \mu(M) \rightarrow \mu(N) \]
of $\mathcal{E}$-modules by
\[ \mu(f)(v \otimes t) = f(v) \otimes t \]
whenever $v \in M(x)$ and $t \in \text{det}([\rho(x)])$, for any $x \in \text{Ob}(\mathcal{E})$.

If $N$ is a graded $\mathcal{E}$-module, then $\mu(N)$ is also graded with
\[ \mu(N)(x)_i = N(x)_i \otimes_k \text{det}([\rho(x)]) \]
for all $x \in \text{Ob}(\mathcal{E})$, $i \in \mathbb{Z}$.

**Proposition 6.1.** The functor $\tau : \mathcal{E}\text{-Mod} \rightarrow \mathcal{E}^{\text{tw}}\text{-Mod}$ is an equivalence of categories with quasi-inverse functor $\mu$.

**Proof.** Let $M \in \mathcal{E}\text{-Mod}$ and $N \in \mathcal{E}^{\text{tw}}\text{-Mod}$. We have the isomorphisms
\[ M \xrightarrow{\sim} \mu(\tau(M)), \quad v \mapsto (v \otimes t) \otimes t, \]
\[ N \xrightarrow{\sim} \tau(\mu(N)), \quad w \mapsto (w \otimes t) \otimes t, \]
where $v \in M(x)$, $w \in N(x)$, and $t = t_1 \cdots t_{\rho(x)} \in \text{det}([\rho(x)])$, for any $x \in \text{Ob}(\mathcal{E})$, and any ordering $t_1, \ldots, t_{\rho(x)}$ of the elements of $[\rho(x)]$. \(\square\)

Observe that $\tau$ and $\mu$ also give equivalences between the corresponding categories of graded modules, locally finite modules, lower bounded modules, and graded finite dimensional modules.

### 6.4. Free EI categories.

Before we prove Theorem 1.9, let us recall some basic facts on free EI categories following [11].

**Definition 6.2.** ([11] Definition 2.1) An EI quiver $Q$ is a datum $(Q_0, Q_1, s, t, f, g)$ where: $(Q_0, Q_1, s, t)$ is an acyclic quiver with vertex set $Q_0$, arrow set $Q_1$, source map $s$, and target map $t$. The map $f$ assigns a group $f(x)$ to each vertex $x \in Q_0$; the map $g$ assigns an $(f(t(\alpha)), f(s(\alpha)))$-biset to each arrow $\alpha \in Q_1$.

For each EI quiver $Q = (Q_0, Q_1, s, t, f, g)$, we construct an EI category $\mathcal{F}_Q$ as follows. Let $\text{Ob}(\mathcal{F}_Q) = Q_0$. For any object $x \in Q_0$, let $\mathcal{F}_Q(x, x) = f(x)$. For any path
\[ \gamma : x_0 \xrightarrow{\alpha_1} x_1 \xrightarrow{\alpha_2} \cdots \xrightarrow{\alpha_n} x_n, \]
where $n \geq 1$ and $\alpha_1, \ldots, \alpha_n \in Q_1$, let
\[ H_\gamma = g(\alpha_n) \times f(x_{n-1}) g(\alpha_{n-1}) \times f(x_{n-2}) \cdots \times f(x_1) g(\alpha_1). \]
For any objects $x, y \in Q_0$ with $x \neq y$, let $\mathcal{F}_Q(x, y) = \bigsqcup H_\gamma$ where the disjoint union is taken over all paths $\gamma$ from $x$ to $y$. The composition of morphisms in $\mathcal{F}_Q$ is defined in the obvious way.

**Definition 6.3.** An EI category $\mathcal{E}$ is a free EI category if it is isomorphic to $\mathcal{F}_Q$ for some EI quiver $Q$. 
Let $Q = (Q_0, Q_1, s, t, f, g)$ be an EI quiver.

**Definition 6.4.** We define the opposite EI quiver $Q^{\text{op}}$ of $Q$ by

$$Q^{\text{op}} = (Q_0^{\text{op}}, Q_1^{\text{op}}, s^{\text{op}}, t^{\text{op}}, f^{\text{op}}, g^{\text{op}})$$

where

$$Q_0^{\text{op}} = Q_0, \quad Q_1^{\text{op}} = Q_1, \quad s^{\text{op}} = t, \quad t^{\text{op}} = s, \quad g^{\text{op}} = g,$$

and for any $x \in Q_0$,

$$f^{\text{op}}(x) = f(x)^{\text{op}}.$$

It is plain that $(\mathcal{F}Q)^{\text{op}} = \mathcal{F}Q^{\text{op}}$.

### 6.5. Twist and quadratic duality

Suppose that $k$ is a field of characteristic 0 and $\mathcal{C}$ is an EI category satisfying conditions (E1)–(E4) of Subsection 5.1.

For any $x \in \mathbb{Z}_+$, let us denote by $G_x$ the group $\mathcal{C}(x, x)$. Let $Q$ be the EI quiver $0 \to 1 \to 2 \to 3 \to \cdots$ which assigns to vertex $x$ the group $G_x$ and to arrow $x \to x + 1$ the $(G_{x+1}, G_x)$-biset $\mathcal{C}(x, x + 1)$. Let $\hat{\mathcal{C}}$ be the free EI category $\mathcal{F}Q$, and denote by $\pi : \hat{\mathcal{C}} \to \mathcal{C}$ the canonical functor.

We omit the proof of the following lemma from [12].

**Lemma 6.5.** [12 Lemma 6.1] Let $x, y \in \mathbb{Z}_+$. The kernel of $\pi : \hat{\mathcal{C}}(x, y) \to \mathcal{C}(x, y)$ is spanned by the set of all elements of the form $\alpha - \beta$ where $\alpha, \beta \in \hat{\mathcal{C}}(x, y)$ are morphisms such that $\pi(\alpha) = \pi(\beta)$.

Recall from Subsection 3.4 that $\hat{\mathcal{C}}$ denotes the free cover of $\mathcal{C}$.

**Lemma 6.6.** There are natural isomorphisms $\hat{\mathcal{C}} \cong \hat{\mathcal{C}}$ and $\hat{\mathcal{C}} \cong (\hat{\mathcal{C}})^{\text{op}}$.

**Proof.** The first isomorphism is immediate from constructions. The second isomorphism follows from the observations that $\mathcal{C}(x, x)$ is naturally isomorphic to $\hat{\mathcal{C}}(x, x)^{\text{op}}$, and one has natural isomorphisms

$$\text{Hom}(\hat{\mathcal{C}}(y, y), \hat{\mathcal{C}}(x, y)) \cong \text{Hom}(\hat{\mathcal{C}}(x, y), k) \cong \hat{\mathcal{C}}(x, y).$$

Now suppose we have a functor $\rho : \mathcal{C} \to \mathcal{F}Q$ such that $\rho(x) = x$ for all $x \in \mathbb{Z}_+$.

It follows from Lemma 6.5 that the kernel of $\pi^{\text{tw}} : \hat{\mathcal{C}}^{\text{tw}} \to \mathcal{C}^{\text{tw}}$ is spanned by $(\alpha - \beta) \otimes d$ for all $\alpha, \beta \in \hat{\mathcal{C}}$ such that $\pi(\alpha) = \pi(\beta)$, and where $d = d_1 \cdots d_n \in \det(\Delta_{\rho(\pi(\alpha))})$ for any ordering $d_1, \ldots, d_n$ of the elements of $\Delta_{\rho(\pi(\alpha))}$. Moreover, if the kernel of $\pi : \hat{\mathcal{C}} \to \mathcal{C}$ is generated by its degree 2 elements, then the kernel of $\pi^{\text{tw}} : \hat{\mathcal{C}}^{\text{tw}} \to \mathcal{C}^{\text{tw}}$ is generated by its degree 2 elements.

There is a unique morphism

$$\omega : \hat{\mathcal{C}} \to \hat{\mathcal{C}}^{\text{tw}}$$

such that $\omega$ is the identity map on the set of objects, its restriction to $\hat{\mathcal{C}}(x, x)$ is $\omega_{\mathcal{C}, x}$ for all $x \in \text{Ob}(\mathcal{C})$, and its restriction to $\hat{\mathcal{C}}(x, y)$ is $\omega_{\mathcal{C}, x, y}$ for all $x, y \in \text{Ob}(\mathcal{C})$ with $\rho(y) - \rho(x) = 1$. It is clear that $\omega$ is bijective, and hence an isomorphism. Moreover, the composition $\pi^{\text{tw}} \circ \omega : \hat{\mathcal{C}} \to \mathcal{C}^{\text{tw}}$ is the free cover of $\mathcal{C}^{\text{tw}}$. Thus, if $\mathcal{C}$ is quadratic, then $\mathcal{C}^{\text{tw}}$ is quadratic.
Now if \( \mathcal{C} = \mathcal{F}_1 \) or \( \mathcal{O}_1 \), we let \( \rho : \mathcal{C} \to \mathcal{F}_1 \) be the functor sending \( (f,c) \in \mathcal{C} \) to \( f \in \mathcal{F}_1 \). If \( \mathcal{C} = \mathcal{O}_d \) or \( \mathcal{O}_d \), we let \( \rho : \mathcal{C} \to \mathcal{F}_d \) be the functor sending \( (f,\delta) \) to \( f \in \mathcal{F}_d \).

**Theorem 6.7.** Let \( \mathcal{C} \) be \( \mathcal{F}_1, \mathcal{O}_1, \mathcal{F}_d, \) or \( \mathcal{O}_d \). Then \( \mathcal{C}^! \) is isomorphic to \( (\mathcal{C}^{tw})^{op} \).

**Proof.** Let \( \mathcal{C} \) be \( \mathcal{F}_1 \). Let \( x \in \mathbb{Z}_+ \setminus \{0\} \). We have the composition map

\[
\eta : \mathcal{C}(x,x+1) \otimes_{\mathcal{C}(x,x)} \mathcal{C}(x-1,x) \to \mathcal{C}(x-1,x+1)
\]

and its pullback

\[
\eta^* : \mathcal{C}(x-1,x+1)^* \to \mathcal{C}(x-1,x)^* \otimes_{\mathcal{C}(x,x)} \mathcal{C}(x,x+1)^*.
\]

Equivalently, we have

\[
\eta^* : \mathcal{C}(x-1,x+1) \to \mathcal{C}(x-1,x) \otimes_{\mathcal{C}(x,x)^{op}} \mathcal{C}(x,x+1);
\]

see Lemma 6.6.

For each \( r \in [x+1] \), we choose any \( f_r \in \mathcal{C}(x,x+1) \) such that the image of \( \rho(f_r) : [x] \to [x+1] \) is \([x+1] \setminus \{r\}\). We have an isomorphism of right \( \mathcal{C}(x,x) \)-modules

\[
\mathcal{C}(x,x)^{\otimes(x+1)} \cong \mathcal{C}(x,x+1), \quad (g_1, \ldots, g_{x+1}) \mapsto f_1 g_1 + \cdots + f_{x+1} g_{x+1}.
\]

Therefore, we have a linear bijection

\[
\mathcal{C}(x-1,x)^{\otimes(x+1)} \cong \mathcal{C}(x,x+1) \otimes_{\mathcal{C}(x,x)} \mathcal{C}(x-1,x),
\]

\[
(h_1, \ldots, h_{x+1}) \mapsto f_1 \otimes h_1 + \cdots + f_{x+1} \otimes h_{x+1}.
\]

Suppose \( f \in \mathcal{C}(x-1,x+1) \). The set \( \Delta_{\rho(f)} \) has exactly two elements. If \( r \notin \Delta_{\rho(f)} \), then \( f \neq f_r \circ h \) for all \( h \in \mathcal{C}(x-1,x) \). If \( r \in \Delta_{\rho(f)} \), then there exists a unique \( h_r \in \mathcal{C}(x-1,x) \) such that \( f = f_r \circ h_r \). Let us write \( \Delta_{\rho(f)} = \{r,s\} \). Then

\[
\eta^*(f) = h_r \otimes f_r + h_s \otimes f_s.
\]

On the other hand, one has

\[
\omega(f_r \otimes h_r + f_s \otimes h_s) = (f_r \otimes h_r) \otimes (s \land r) + (f_s \otimes h_s) \otimes (r \land s)
\]

\[= (f_r \otimes h_r - f_s \otimes h_s) \otimes (s \land r).
\]

Hence, the image of \( \eta^* \) is precisely the kernel of

\[
(\pi^{tw} \circ \omega)^{op} : \mathcal{C}^{op}(x-1,x+1) \to (\mathcal{C}^{tw})^{op}(x-1,x+1).
\]

By Proposition 3.14 and Corollary 5.12, \( \mathcal{C} \) is quadratic, and hence \( (\mathcal{C}^{tw})^{op} \) is quadratic. It follows that \( \mathcal{C}^! = (\mathcal{C}^{tw})^{op} \).

The proofs when \( \mathcal{C} \) is \( \mathcal{O}_1, \mathcal{F}_d \) or \( \mathcal{O}_d \) are similar. \( \square \)

We do not know of a similar description of the quadratic dual of the other examples in Corollary 6.12.

**Corollary 6.8.** Let \( \mathcal{C} \) be \( \mathcal{F}_1, \mathcal{O}_1, \mathcal{F}_d, \) or \( \mathcal{O}_d \). Let \( \mathcal{V} \) be the Yoneda category of \( \mathcal{C} \). Then the categories \( \mathcal{C}^{op}, \mathcal{C}^{op}-\text{Mod} \) and \( \mathcal{V}^{op}, \mathcal{V}^{op}-\text{Mod} \) are equivalent.

**Proof.** This is immediate from Proposition 3.14, Corollary 5.12, Proposition 6.1 and Theorem 6.7. \( \square \)
6.6. Self-duality functor. In [16] Section 6, S. Sam and A. Snowden constructed a self-duality functor (called the Fourier transform) on the bounded derived category of finitely generated FI-modules over a field of characteristic 0; see also [17 (3.3.8)]. We follow their idea in the following construction.

Suppose that $k$ is a field of characteristic 0, and $\mathcal{C}$ is $\mathcal{F}_\Gamma$, $\mathcal{O}_\Gamma$, $\mathcal{F}_d$, or $\mathcal{O}_d$.

From Corollary 4.6, Corollary 5.12, Proposition 6.1, and Theorem 6.7, we have a composition of equivalences:

\[
D^b(\mathcal{C} \text{-gmod}_{fd}) \xrightarrow{K} D^b((\mathcal{C}^t\mathcal{w})^{op} \text{-gmod}_{fd}) \\
\xrightarrow{(-)^*} D^b((\mathcal{C}^t\mathcal{w})^{op} \text{-gmod}_{fd})^{op} \\
\xrightarrow{\mu} D^b(\mathcal{C}^{op} \text{-gmod}_{fd})^{op},
\]

where gmod$_{fd}$ denotes the category of graded modules which are finite dimensional.

Let us denote this composition by $\kappa$. We also have:

\[
D^b(\mathcal{C} \text{-gmod}_{fd}) \xrightarrow{\tau} D^b((\mathcal{C}^t\mathcal{w})_{-} \text{-gmod}_{fd}) \\
\xrightarrow{(-)^*} D^b((\mathcal{C}^t\mathcal{w})_{-} \text{-gmod}_{fd})^{op} \\
\xrightarrow{\mu} D^b(\mathcal{C}^{op} \text{-gmod}_{fd})^{op},
\]

where $K'$ is the quasi-inverse of $K$ defined in [1, Theorem 2.12.1] and [14 (5.6)]. Let us denote this composition of functors by $\kappa'$. We have $\kappa \kappa' \cong \text{Id}$ and $\kappa' \kappa \cong \text{Id}$.

This, together with Theorem 6.7 and Corollary 6.8, proves Theorem 1.9.

Remark 6.9. For a complex $M$ of graded vector spaces, the vector space duality functor $(\cdot)^*$ sends $M$ to the complex $L$ with $L_i^j = (M_i^j)^*$ and $d_i^j(L(f)) = (-1)^i f d_M$ for $f \in L_i^j$.

Proposition 6.10. One has:

1. $\kappa \cong \kappa'$.
2. $\kappa^2 \cong \text{Id}$.

Proof. (1) Let $\varpi = (-)^* \kappa$ and $\varpi' = (-)^* \kappa'$. Let $M \in D^b(\mathcal{C} \text{-gmod}_{fd})$. From the proof of [1, Theorem 2.12.1], we have the isomorphisms

\[
\varpi(M)^p(y)_q \xrightarrow{\cong} \bigoplus_{i+j=p \atop x-j=y+q} (\mathcal{C}^t\mathcal{w}(y,x) \otimes \mathcal{C}(x,x) M^i(x)_j) \otimes_k \det([\rho(y)]) \\
\xrightarrow{\cong} \bigoplus_{i+j=p \atop x-j=y+q} \mathcal{C}(y,x) \otimes \mathcal{C}(x,x) (M^i(x)_j) \otimes_k \det([\rho(x)]) \\
\xrightarrow{\cong} \varpi'(M)^p(y)_q.
\]

It is straightforward to verify that the composition of the above isomorphisms is compatible with the $\mathcal{C}$-module structures. It is also compatible with the differentials up to signs, but by a routine verification, the complex is isomorphic to the one with the altered signs. Thus, $\varpi \cong \varpi'$, and hence $\kappa \cong \kappa'$.

(2) One has: $\kappa^2 \cong \kappa' \kappa \cong \text{Id}$. \qed
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