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Abstract—We study several problems related to the characterization of the timebase in high-speed sampling oscilloscopes. First, we examine the bias of using the method of the first-order approximation to estimate the additive and time jitter noises, and present a procedure to adjust for the bias in the estimates. We then study the bias and variance of a least-squares timebase distortion estimate that uses multiple sets of waveforms. Based on simulations, a method for calculating the uncertainty of the timebase distortion estimate is proposed. We also study the effects of amplitude and phase drifts, as well as jitter error on the estimation of timebase distortion. Results are shown using simulations with parameters that are closely related to those we observe in our laboratory.

Index Terms—Curve fitting, harmonic distortion, least squares methods, mean square error methods, timing jitter.

I. INTRODUCTION

HIGH speed sampling oscilloscopes suffer from several nonideal properties that must be characterized and compensated for. One of these effects is timing errors. At the $i$th sample, the timing error is the sum of a deterministic timebase distortion (TBD) $h_i$, and a random timing jitter error $\tau_i$. Thus, the $i$th sample of the signal of interest $y_i$ as a function of time is given by

$$y_i = g((i-1)T_s + h_i + \tau_i) + \epsilon_i \tag{1}$$

where $T_s$ is the target time interval between samples and $\epsilon_i$ is additive noise. The jitter and additive noises are independent zero-mean random variables with variances $\sigma^2_e$ and $\sigma^2_j$.

The problem of estimating these effects based on sine-wave data has been studied by several authors. Pintelon and Schoukens [1] present a sine-wave fitting procedure for estimating the harmonic distortion of the sampling oscilloscopes assuming there is no TBD. Schoukens, Pintelon, and Vandersteen [2] propose a fitting procedure that eliminates the TBD restriction. Their approach, however, uses a parametric TBD estimation method [3] that is known to perform poorly when the TBD has discontinuities [4]. Recent work [5]–[7] has overcome this problem by estimating a nonparametric TBD based on waveforms of multiple phases and frequencies.

All the above fitting procedures use the weighted nonlinear least squares (LS) for parameter estimation. The weighting scheme is to weight each data point proportionally to the inverse of its variance. The variance can be obtained either from independent, repeated measurements or (if we have prior information on the additive and jitter noise variances) from the approximate model

$$\text{var}(y_i) \approx \sigma^2_e + (g'(t_i))^2 \sigma^2_j \tag{2}$$

where $g'(t_i)$ is the derivative of the measured signal evaluated at $t_i = (i-1)T_s + h_i$. On the other hand, (2) can be used to estimate $\sigma_e$ and $\sigma_j$ if repeated measurements and TBD estimate are available. Since (2) is derived from a first-order Taylor expansion of (1) on $\tau$, it is of interest to study the bias of estimating $\sigma_e$ and $\sigma_j$ using (2). In this paper, we derive the exact formula relating $\text{var}(y_i)$ to $\sigma_e$ and $\sigma_j$ for the sine-wave data. The result can be used to produce $\sigma_e$ and $\sigma_j$ estimates which have smaller bias than that of estimates obtained from (2).

In practice, the characterization process starts by selecting a pair of appropriate frequencies to generate waveforms. At each of two frequencies, signals are sampled at different starting phases. It is shown [7] that if multiple sets of waveforms are used to estimate the TBD by averaging, only two signals in quadrature from each frequency are sufficient. In our approach, we measure 100 sets of four waveforms (see [7] for details regarding the estimation of TBD). Although the starting phase for each waveform need not be the same among the 100 sets of measurements, they are often very close and the 100 waveforms are usually treated as repeated measurements. The sample variances are computed from the waveforms and are used to construct the weights in the LS procedures. In this paper, we study the effects of varying phases and amplitudes, as well as varying jitter noises, on TBD estimation, if they were (wrongly) assumed to be constant among waveforms.

The use of 100 sets of four waveforms allows us to examine the variation among the 100 individual TBD estimates. In this paper, we study the bias and variance of the final TBD estimate (the average of the 100 TBD estimates), and propose a method for computing the uncertainty of the final TBD estimate.

II. ESTIMATION OF ADDITIVE AND JITTER NOISES

We first derive the exact relationship between $\text{var}(y_i)$ and $\sigma_e$ and $\sigma_j$ for the simplest case

$$y_i = \alpha + \beta \sin(2\pi f((i-1)T_s + h_i + \tau_i) + \phi) + \epsilon_i \tag{3}$$

where $\alpha$, $\beta$, $f$, and $\phi$ are, respectively, the offset, amplitude, frequency, and phase of the sine wave. Denote $t_i = (i-1)T_s + $
and assume that $e_i$ and $\tau_i$ are independent Gaussian noises; it is shown in the Appendix that

$$
\text{var}(y_k) = \beta^2 \left( 1 + e^{-8\pi^2 f^2 \sigma_e^2} - 2 e^{-4\pi^2 f^2 \sigma_e^2} \right) / 2 + \sigma_e^2 + \left( g(f(t_k))^2 \right) \left( e^{-8\pi^2 f^2 \sigma^2} - e^{-4\pi^2 f^2 \sigma^2} \right) / 4\pi^2 f^2. \tag{4}
$$

Eq. (4) differs from (2) by a scaling coefficient [on $(g(f(t_k))^2$] term

$$
c_r = \left( e^{-4\pi^2 f^2 \sigma_e^2} - e^{-8\pi^2 f^2 \sigma_e^2} \right) / 4\pi^2 f^2 \sigma_t^2
$$

and an offset

$$
c_e = \beta^2 \left( 1 + e^{-8\pi^2 f^2 \sigma_e^2} - 2 e^{-4\pi^2 f^2 \sigma_e^2} \right) / 2.
$$

If we express $\sigma_e$ in units of the sample period $T_s$, then the magnitude of $c_r$ and $c_e$ depends only on the ratio $f/f_s$, where $f_s$ is the sampling frequency. Table I displays the square root of $c_r$ and $c_e$ for some combinations of $f/f_s$ and $f/f_s x$.

Table I indicates that, given the frequency $f$, the poor choice of the sampling frequency $f_s$ or large $\sigma_e$ can cause the first-order approximation to produce $\sigma_e$ and $\sigma_r$ estimates with substantial bias. To illustrate this further, simulations were conducted. Repeated waveforms were generated from a nominal sine wave with an amplitude of 0.2 V and a frequency of 16 GHz. The measurements were sampled at 2048 points in a time window of 4 ns. This yields $f/f_s = 1/32$. One value of $\sigma_e$, $0.002$ V (1% of the amplitude), and two values of $\sigma_r$, 1 ps (about 50% of the sample period) and 2 ps, were used. Based on the generated waveforms, the method of the first-order approximation was employed to estimate $\sigma_e$ and $\sigma_r$. The process was repeated 100 times. Table II displays the means of the 100 $\sigma_e$ and $\sigma_r$ estimates for sample sizes (number of repeated waveforms) 150 and 300.

The (empirically obtained) bias of the $\sigma_e$ and $\sigma_r$ estimates in Table II agrees well with the (analytical) results in Table I. It shows that the first-order approximation can adequately estimate the jitter noise variance but not the additive noise variance for the sampling frequency considered.

To reduce the estimation bias, one can work directly on (4) to obtain the parameter estimates using the nonlinear LS. A simpler method is to adjust the results of the first-order approximation based on (4). Specifically, let $\delta_e$ and $\delta_r$ be the estimates of $\sigma_e$ and $\sigma_r$ obtained using the first-order approximation, then the bias-adjusted estimates, denoted by $\hat{\delta}_e$ and $\hat{\delta}_r$, are given by

$$
\hat{\delta}_e = \delta_e + \frac{1}{2\pi f} \sqrt{\log \left( 2 \left( 1 + \sqrt{1 - 16\pi^2 f^2 \sigma_e^2} \right) \right)} \tag{5}
$$

and were obtained by equating the coefficients of the constant term and $(g(f(t_k))^2$ of (2) and (4).

Table III displays the means of the 100 $\delta_e$ and $\delta_r$ based on the same simulated data used to produce Table II. Table III clearly shows the effectiveness of the adjustments.

Eq. (4) was derived with the assumption that there is no harmonic distortion in the model. If there is harmonic distortion, the exact relationship between $\sigma_e$ and $\sigma_r$ is much more complicated [for example, see (25) in the Appendix for the second-order harmonic case]. However, if the amplitudes corresponding to the harmonics are small relative to the fundamental amplitude, the adjusted estimates of (5) and (6) can still be applied to reduce the bias. To illustrate, we added a second-order harmonic term, with the amplitude of the harmonic equal to 5% of the fundamental amplitude, to the sine-wave model used in the simulation above, and compared the two estimation methods. Table IV displays the means of the 100 estimates of the jitter and additive noises for each of the two approximations. It shows that the adjustments in (5) and (6) are useful, even in the presence of harmonic distortion. We also obtained the LS estimate of $\sigma_e$ and $\sigma_r$ of the simulated data based on (25). Both estimates were unbiased for the simulation parameters and sample sizes considered.

A final remark on the first-order approximation is in order. The first-order approximation is derived based on the assumption that $\sigma_r$ is small so the high-order terms of $\sigma_r$ can be ignored. Even if $\sigma_r$ is small, the bias of the estimate of $\sigma_e$ can still be large. If an estimate of $\sigma_e$ with a small bias is desired, either the exact/adjusted method or other means of obtaining the additive noise should be used.
Table IV: Additive Noise and Jitter Estimates with Harmonic Distortions

| Sample Size | Nominal | First-Order Approx | Bias-Adjusted |
|-------------|---------|--------------------|---------------|
|             | $\sigma_\alpha$ (V) | $\sigma_\tau$ (ps) | $\sigma_\alpha$ (V) | $\sigma_\tau$ (ps) | $\sigma_\alpha$ (V) | $\sigma_\tau$ (ps) |
| 150         | 0.002   | 6.125              | 0.0020        | 1.00              |
| 150         | 0.002   | 2                  | 1.94          | 0.0025            | 2.00 |
| 300         | 0.002   | 1                  | 0.99          | 0.0021            | 1.00 |
| 300         | 0.002   | 2                  | 1.94          | 0.0025            | 2.00 |

III. Uncertainty of TBD Estimates

Estimation of additive and jitter noises requires the knowledge of the TBD to evaluate the time derivative $g(t)$, while the TBD estimation routine needs the estimate of $\sigma_\alpha$ and $\sigma_\tau$ to construct the weights for the LS procedure. Thus, an iterative algorithm is used. We begin with a set of equal weights, and then estimate the harmonic distortion, TBD, amplitude, and phase parameters. With these estimates in hand, we estimate the jitter and additive noises and use them to form a new set of weights to obtain the TBD and other parameters. This process is repeated until convergence is attained.

The measurements we use in the iterative procedure consist of a 9.75 GHz signal and nearly quadrature signal, and a 10.25 GHz signal and nearly quadrature signal. The sinusoidal signals are generated using an inexpensive 100 kHz–3.2 GHz synthesized signal generator, whose 5 MHz reference is provided by a hydrogen maser that is maintained by the NIST Time and Frequency Division. The synthesized signal is multiplied by a 5× multiplier and amplified and filtered to ensure spurious harmonics of the input signal are less than $-60$ dB (re: carrier) and spurious harmonics of the output signal are less than $-50$ dB (re: carrier). The oscilloscope is triggered from the fundamental signal generated by the signal generator, and the relative phase of the measured waveform is set by changing the trigger level of the oscilloscope. The model for these 4 waveforms is given by

$$y_{kj} = \alpha_j + \sum_{m=1}^{n_h} \beta_{jm} \cdot \sin(2\pi mf_j((i-1)T_s + h_i + \tau_{ij}) + \phi_{jm}) + \epsilon_{ij} \quad (7)$$

where $i = 1, 2, \ldots, n$, $j = 1, 2, 3, 4$, $n_h$ is the harmonic order, $f_1 = 2 = 9.75$ GHz, $f_2 = f_4 = 10.25$ GHz, $\phi_{21} \approx \phi_{31} + \pi/2$, and $\phi_{34} \approx \phi_{34} + \pi/2$. The noises $\epsilon_{ij}$ and $\tau_{ij}$ are assumed to be independent and identically distributed with zero means and standard deviations $\sigma_{\epsilon_{ij}}$ and $\sigma_{\tau_{ij}}$, respectively. The model allows different additive and jitter noise standard deviations for different waveforms.

To improve the TBD estimate we average results from 100 sets of 4 waveforms. Let $\hat{h}_{ik}$ be the individual TBD estimate obtained from the $k$th set of waveforms, $k = 1, 2, \ldots, 100$, then the final TBD estimate is given by

$$\hat{h}_i = \frac{1}{100} \sum_{k=1}^{100} \hat{h}_{ik}. \quad (8)$$

The uncertainty of $\hat{h}_i$, expressed in terms of the root mean square error (RMSE) and averaged over the $n$ time points, is given by

$$u(\hat{h}_i) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} E(\hat{h}_i - h_i)^2} \quad (9)$$

where $E(X)$ is the expected value of $X$. We use simulation experiments to illustrate a method for obtaining the uncertainty of the TBD estimate.

A. Simulation Study 1

The simulation parameters used here are closely related to those we observe in our laboratory. We use a 4 ns time window with 4096 points ($n = 4096$). The nominal TBD $h_i$, shown in Fig. 1, has a discontinuity at 3 ns from the starting time. The harmonic order $n_h$ used is 3. We generate 100 sets of four waveforms. Each set contains a 9.75 GHz signal and nearly quadrature signal, and a 10.25 GHz signal and nearly quadrature signal. The fundamental amplitudes for waveforms 1, 2, 3, and 4, are 0.1909 V, 0.1911 V, 0.2547 V, and 0.2548 V, respectively. The amplitudes corresponding to the second and third harmonics are 10 and 5% of the fundamental amplitudes. The additive noise standard deviations for waveforms 1, 2, 3, and 4, are 0.00115 V (0.60% of the amplitude), 0.00115 V, 0.00067 V (0.26%), and 0.00067 V. The jitter standard deviations for waveforms 1, 2, 3, and 4, are 0.74 ps (75.8% of the sample period), 0.79 ps (80.9%), 0.84 ps (86.0%), and 0.88 ps (90.1%). The starting phases of the $j$th waveform are the same among the 100 sets of data. The iteratively weighted LS procedure described above is used to obtain the TBD estimates $\hat{h}_{ik}$ and then $\hat{h}_i$. The process is repeated 200 times. Let $\bar{h}_i$ be the final TBD estimate of the $i$th simulation sample, $i = 1, 2, \ldots, 200$, then the mean square
error of the 200 final TBD estimates, an estimate of \( \mu^2(h_i) \) in (9), is given by
\[
S^2 = \frac{1}{4000} \sum_{k=1}^{4000} \frac{1}{200} \sum_{l=1}^{200} (\tilde{h}_{l} - h_i)^2. \quad (10)
\]
If we denote \( \tilde{h}_i = \frac{1}{200} \sum_{l=1}^{200} h_{l,i} \), that is, the mean final TBD estimate of the 200 simulation samples, we can further partition \( S^2 \) as
\[
S^2 = \frac{1}{4000} \sum_{k=1}^{4000} (\tilde{h}_i - h_i)^2 + \frac{1}{4000} \sum_{k=1}^{4000} \frac{1}{200} \sum_{l=1}^{200} (\tilde{h}_{l,i} - \tilde{h}_i)^2. \quad (11)
\]
The terms on the right side represent, respectively, the bias and the variance of the final TBD estimate (based on the 200 simulation samples). For the above simulation, we obtain
\[
S^2 = (0.0431 \text{ ps})^2 = (0.0032 \text{ ps})^2 + (0.0430 \text{ ps})^2. \quad (12)
\]
The bias is small relative to the variance, and hence the uncertainty of the final TBD estimate can be obtained from the variance of the final TBD estimate. Furthermore, the variance of the final TBD estimate \( h_i \) can be estimated from the variance of the individual TBD estimate \( h_{i,k} \), for \( k = 1, 2, \ldots, 100 \). Specifically,
\[
\mu^2(h_i) \approx \tilde{\mu}^2(h_i) = \frac{1}{100} \sum_{k=1}^{100} h_{i,k}/100 \approx \tilde{\mu}^2(h_{i,k})/100 \quad (13)
\]
where \( \tilde{\mu}^2(h_{i,k}) \) is the sample variance of the 100 TBD estimates, each of which is obtained using four waveforms. This variance is averaged over the 4096 points and is given by
\[
\tilde{\mu}^2(h_{i,k}) = \frac{1}{4000} \sum_{l=1}^{4000} \frac{1}{200} \sum_{k=1}^{100} (h_{i,k} - h_i)^2. \quad (14)
\]
Fig. 2 displays the square root of \( \tilde{\mu}^2(h_{i,k}) \) for \( l = 1, 2, \ldots, 200 \). Each of them is an estimate of the RMSE \( \tilde{\mu}(h_i) = 0.0431 \text{ ps} \). The mean of these 200 uncertainty estimates is 0.0428 ps. The results indicate that the standard error of the individual TBD estimates is a reasonable estimate of the uncertainty of the final TBD estimate.

B. Simulation Study 2

Under the model in (7), the uncertainty of the TBD estimate depends on the magnitude of \( \sigma_r \) and \( \sigma_r \). If we double the additive noise standard deviations and keep the rest of the simulation parameters the same as used in simulation study 1, the bias and the variance of the TBD estimate based on the 200 simulation samples are found to be
\[
S^2 = (0.0453 \text{ ps})^2 = (0.0032 \text{ ps})^2 + (0.0452 \text{ ps})^2. \quad (15)
\]
The result indicates that the additive noises affect primarily the variance of the TBD estimates.

C. Simulation Study 3

If we double the jitter standard deviations and keep the rest of the simulation parameters the same as used in simulation study 1, the bias and the variance of the TBD estimate based on the 200 simulation samples are found to be
\[
S^2 = (0.0857 \text{ ps})^2 = (0.0088 \text{ ps})^2 + (0.0852 \text{ ps})^2. \quad (16)
\]
Thus, the jitter noises affect both the bias and variance of the TBD estimates, and the effect on the variance is larger compared to the additive noises.

The uncertainty we propose here is integrated over time and ignores any covariance structure in time. We use the uncertainty to monitor the TBD measurements in experiments for estimating the magnitude and phase response of a 50 GHz sampling oscilloscope using the "nose-to-nose" method [8]. Recently, we have observed \( \tilde{\mu}(h_i) \) in a range of 0.0389 to 0.0392 ps for 13 TBD measurements over a span of 42 days. For future work, we plan to study the effect of TBD uncertainties on the estimation of the magnitude and phase response of sampling oscilloscopes with 50 GHz bandwidth.

IV. SENSITIVITY ANALYSIS OF TBD ESTIMATION

In general, the starting phase \( \phi_{j,l} \) of the \( j \)th waveform in set \( k_1 \) need not be the same as the starting phase \( \phi_{j,l} \) of the \( j \)th waveform in set \( k_2 \). However, if the starting phases of the 100 \( j \)th waveforms are the same, we can then treat these waveforms as repeated measurements and use them to estimate \( \sigma_{\phi_{i,j}} \) and \( \sigma_{\tau_{i,j}} \). In real measurements, both amplitudes and phases may vary or drift slowly. The estimation results indicate that in our typical 10 ns measurements, the amplitudes vary within \( \pm 0.2\% \) of their mean values, and the phases drift about 15°, over the 100 sets of waveforms. In this section, we use simulations to study the effects of varying amplitudes and phases, as well as varying jitter noises, on TBD estimation if the waveforms are treated as repeated measurements.
A. Simulation Study 4

We employ the same simulation parameters used in simulation study 1 for \( f_i, f_j, n_i, \sigma_{\epsilon,i}, \sigma_{\tau,i} \), and elapsed time. We allow the amplitudes to randomly vary within \( \pm 1\% \) of their nominal values, and the phases to drift 31.6° for waveforms 1 and 2 (corresponding to 90 ps at 9.75 GHz) and 33.2° for waveforms 3 and 4 (90 ps at 10.25 GHz), over the 100 sets of waveforms. The iteratively weighted LS procedure, treating the 100 waveforms as repeated measurements, is used to obtain the TBD estimates. Again, the process is repeated 200 times. The bias and the variance of the TBD estimate based on these simulation samples are found to be

\[
S^2 = (0.0446 \text{ ps})^2 = (0.0032 \text{ ps})^2 + (0.0445 \text{ ps})^2. \tag{17}
\]

The estimated RMSE in (17) is 3.5% larger than that in (12). The mean of the 200 \( \hat{\gamma}_d(\hat{\delta}_d) \) is 0.0483 ps. Thus, the variances of the individual and final TBD estimates are slightly higher than those in simulation study 1 because of varying amplitudes and phases. Overall, the results indicate that a mild violation of the assumption of constant amplitude and phase, used by the TBD estimation procedure, has a small effect on TBD estimation.

B. Simulation Study 5

In the next simulation experiment, we study the effect of varying jitter errors on TBD estimation. Let \( \sigma_{\tau,j,k} \) be the jitter standard deviation of waveform \( j \) in set \( k \), where \( j = 1, 2, 3, 4 \) and \( k = 1, 2, \ldots, 100 \). Previously, we assumed that

\[
\sigma_{\tau,j,k} = \sigma_{\tau,j} \quad \text{for all } k. \tag{18}
\]

If \( \sigma_{\tau,j,k} \) are different, then the weighting scheme constructed [under the assumption (18)] and used by the estimation procedure is not optimal, resulting in a less accurate TBD estimate. In this simulation, we allow the jitter standard deviations to randomly vary within \( \pm 10\% \) of their nominal values (0.74, 0.79, 0.84, 0.88) ps. The iteratively weighted LS procedure, assuming (18), is used to obtain the TBD estimates. The bias and the variance of the TBD estimate based on the 200 simulation samples are found to be

\[
S^2 = (0.0432 \text{ ps})^2 = (0.0032 \text{ ps})^2 + (0.0430 \text{ ps})^2. \tag{19}
\]

The estimated RMSE in (19) is almost identical to the RMSE in (12). Thus, a small departure from (18) has no effect on TBD estimation.

V. CONCLUSION

We examined the bias of a commonly used method for estimating the additive and jitter noises of sampling oscilloscopes. The bias is not negligible if the sampling frequency is not properly chosen and/or if the jitter noise is not small. We developed a procedure to adjust for the bias. The procedure is based on a model relating the variance of the measured signal and the additive and jitter noises. Simulations were performed to show the effectiveness of the adjustments.

We showed that the bias of a least-squares TBD estimate obtained from multiple sets of waveforms is small relative to the variance of the estimate, allowing us to compute the uncertainty of the TBD estimate from the standard deviation of individual TBD estimates of each set of waveforms. We use this uncertainty to monitor the TBD measurements over time.

APPENDIX

DERIVATION OF THE VARIANCE IN (4)

We first state the following preliminaries (for example, see [10]): if \( x \) is distributed as a Gaussian with mean \( \mu \) and variance \( \sigma^2 \), then

\[
E(x) = e^{-\sigma^2/2} \sin \mu \tag{20}
\]

\[
E(\cos x) = e^{-\sigma^2/2} \cos \mu \tag{21}
\]

\[
\text{var}(x) = \frac{1 - e^{-2\sigma^2}}{2} + e^{-\sigma^2} \left( e^{-\sigma^2} - 1 \right) \sin^2 \mu \tag{22}
\]

\[
\text{var}(\cos x) = \frac{1 - e^{-2\sigma^2}}{2} + e^{-\sigma^2} \left( e^{-\sigma^2} - 1 \right) \cos^2 \mu. \tag{23}
\]

Now

\[
 y_i = \alpha + \beta \sin(2\pi f(t_i + \tau_i) + \phi) + \epsilon_i
\]

\[
 = \alpha + \beta \sin(\omega t_i + \phi) \cos(\omega \tau_i)
\]

\[
 + \beta \cos(\omega t_i + \phi) \sin(\omega \tau_i) + \epsilon_i
\]

where \( \omega = 2\pi f \). Thus, the variance of \( y_i \) involves the variances of \( \cos(\omega \tau_i) \) and \( \sin(\omega \tau_i) \), the covariance between \( \cos(\omega \tau_i) \) and \( \sin(\omega \tau_i) \), and \( \sigma^2 \) terms. The first two variance terms can be obtained from (22) and (23) with \( \mu = 0 \) and \( \sigma = \omega \sigma_\tau \). For the covariance term, we have

\[
\text{cov} \left[ \sin(\omega \tau_i), \cos(\omega \tau_i) \right] = E[\sin(\omega \tau_i) \cos(\omega \tau_i)] - E[\sin(\omega \tau_i)]E[\cos(\omega \tau_i)]
\]

\[
= E[\sin(2\omega \tau_i)]/2 - E[\sin(\omega \tau_i)]E[\cos(\omega \tau_i)]
\]

\[
= 0
\]

and Eq. (4) can be easily verified.

Next, we derive the variance of \( y_i \) for a second-order harmonic model

\[
y_i = \alpha + \beta_1 \sin(\omega (t_i + \tau_i) + \phi)
\]

\[
+ \beta_2 \sin(2\omega (t_i + \tau_i) + \phi) + \epsilon_i. \tag{24}
\]
The variance of $y_t$ consists of 4 variances and 6 covariances of $\sin$ and $\cos$ variables. The variance terms can be evaluated using (22) and (23). Denote $x = \omega \tau_t$ and use the results of

$$4 \sin^3 x = 3 \sin x - \sin 3x$$
$$4 \cos^2 x = \cos 3x + 3 \cos x$$

the covariance terms can be shown to be

\[
\begin{align*}
\text{cov} \{ \sin x, \cos x \} &= 0 \\
\text{cov} \{ \sin 2x, \cos 2x \} &= 0 \\
\text{cov} \{ \sin x, \cos 2x \} &= 0 \\
\text{cov} \{ \sin 2x, \sin x \} &= \left( e^{-\omega^2/2} - e^{-\omega 2 \sigma^2} \right) / 2 \\
\text{cov} \{ \cos 2x, \cos x \} &= \left( e^{-\omega^2/2} + e^{-9 \omega 2 \sigma^2} \right) / 2 - e^{-10 \omega^2/2}.
\end{align*}
\]

Using these results, we have

\[
\begin{align*}
\text{var}(y_t) &= \beta_1^2 \left( 1 + e^{-2 \omega^2 \sigma^2} - 2 e^{-\omega^2 \sigma^2} \right) / 2 \\
&\quad + \beta_2^2 \left( 1 + e^{-8 \omega^2 \sigma^2} - 2 e^{-4 \omega^2 \sigma^2} \right) / 2 + \sigma^2 \\
&\quad + (g_1(t_4))^2 \left( e^{-\omega^2 \sigma^2} - e^{-2 \omega^2 \sigma^2} \right) / \omega^2 \\
&\quad + (g_2(t_4))^2 \left( e^{-4 \omega^2 \sigma^2} - e^{-8 \omega^2 \sigma^2} \right) / 4 \omega^2 \\
&\quad + (g_1(t_4) g_2(t_4))^2 \left( e^{-\omega^2 \sigma^2 / 2} - e^{-9 \omega^2 \sigma^2 / 2} \right)^2 / 2 \omega^2 \\
&\quad + (g_1(t_4))^2 \left( e^{-\omega^2 \sigma^2 / 4} - e^{-9 \omega^2 \sigma^2 / 4} \right)^2 \end{align*}
\]

(25)

where

\[
\begin{align*}
g_1(t_i) &= \beta_1 \sin(\omega(t_i + \tau_i) + \phi) \\
g_2(t_i) &= \beta_2 \sin(2\omega(t_i + \tau_i) + \phi).
\end{align*}
\]
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