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Abstract
We consider the problem of maximizing a non-negative monotone submodular function subject to a knapsack constraint, which is also known as the\textsc{Budgeted Submodular Maximization} (BSM) problem. Sviridenko (Operat Res Lett 32:41–43, 2004) showed that by guessing 3 appropriate elements of an optimal solution, and then executing a greedy algorithm, one can obtain the optimal approximation ratio of $\alpha = 1 - 1/e \approx 0.632$ for BSM. However, the need to guess (by enumeration) 3 elements makes the algorithm of Sviridenko (Operat Res Lett 32:41–43, 2004) impractical as it leads to a time complexity of roughly $O(n^3)$ (this time complexity can be slightly improved using the thresholding technique of Badanidiyuru & Vondrák (in: SODA, 1497–1514, 2014) but only to roughly $O(n^4)$). Our main results in this paper show that fewer guesses suffice. Specifically, by making only 2 guesses (and using the thresholding technique of Badanidiyuru & Vondrák (in: SODA, 1497–1514, 2014), we get the same optimal approximation ratio of $\alpha$ with an improved time complexity of roughly $O(n^3)$. Furthermore, by making only a single guess, we get an almost as good approximation ratio of $0.6174 > 0.9767\alpha$ in roughly $O(n^2)$ time. Prior to our work, the only approximation algorithms that were known to obtain an approximation ratio close to $\alpha$ for BSM were the algorithm of Sviridenko (Operat Res Lett 32:41–43, 2004) and an algorithm of Ene & Nguyen (in: ICALP, 53:1–53:12, 2019) that achieves $(1/\epsilon)^{O(1/\epsilon)} n \log^2 n$ time, and hence, is of theoretical interest only since $(1/\epsilon)^{O(1/\epsilon^4)}$ is huge even for moderate values of $\epsilon$. In contrast, all the
algorithms we analyze are simple and parallelizable, which makes them good candidates for practical use. Recently, Tang et al. (in: Proc ACM Meas Anal Comput Syst, 5(1): 08:1–08:22, 2021) studied a simple greedy algorithm that already has a long research history, and proved that it admits an approximation ratio of at least 0.405 (without any guesses). The last part of this paper improves over the result of Tang et al. (in: Proc ACM Meas Anal Comput Syst, 5(1): 08:1–08:22, 2021) and shows that the approximation ratio of this algorithm is within the range \([0.427, 0.462]\).
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1 Introduction

The last two decades have seen an impressive advancement in the theoretical understanding of submodular functions maximization. Furthermore, much of this advancement translated into improved results for applications domains such as non-parametric learning [17], regression under human assistance [4], interpreting neural networks [5], adversarial attacks [15], data summarization [10, 18], fMRI parcellation [21] and DNA sequencing [16], to name a few.

Naturally, early theoretical works on submodular maximization considered simple algorithms for simple kinds of constraints such as a single cardinality or knapsack constraint. Later works then extended the research field by considering more involved algorithms such as Continuous Greedy [2] and non-oblivious local search [9]; or more involved constraints such as intersection of \(k\) matroids [14], a constant number of knapsack constraints [13] and \(k\)-exchange systems [7, 24]. However, to this day, the early work on simple algorithms for simple constraints is the one that had the largest contribution to application domains due to two reasons. First, practitioners prefer to employ algorithms that are easy to implement and are practically fast (as opposed to just having a polynomial time complexity – as is often the case with advanced theoretical algorithms). Second, simple (and in particular greedy) algorithms are often easily adaptable to less traditional models of computation such as distributed computing and the data stream model.\(^1\)

Motivated by the above observations, we study in this work simple greedy algorithms for the problem of maximizing a non-negative monotone (increasing) submodular function subject to a single knapsack constraint. In the following we refer to the last problem as **Budgeted Submodular Maximization**, or BSM for short; we refer the reader to Sect. 2 for a more formal definition of this problem. An important special case of BSM is the case in which all elements have the same cost, which makes the knapsack constraint simply a cardinality constraint. Already in 1978, Nemhauser, Wolsey & Fisher [20] showed that a simple greedy algorithm achieves an approxima-

\(^1\) We refer the reader to [26] for examples of such adaptations of an algorithm called GREEDY\(^+\) which plays a central part in this paper and is introduced below.
tion ratio of $1 - 1/e$ for this variant, which is tight (up to lower order terms) due to an inapproximability result published in the same year by Nemhauser & Wolsey [19].

The natural extension of the greedy algorithm of Nemhauser et al. [20] to the general case of BSM is an algorithm that we refer to in this paper as Plain Greedy. This algorithm starts with an empty solution, and then grows this solution in iterations. In each iteration Plain Greedy adds to its solution an element that (i) does not violate feasibility, and (ii) among all elements obeying (i) has a maximum density – that is, the quotient between the element’s contribution to the objective function and its cost. Section 2 includes a pseudocode of Plain Greedy and the other algorithms mentioned in the current section.

While Plain Greedy does not have any constant approximation ratio for general BSM, several variants of it have been shown to possess such an approximation guarantee, and we survey them below. In this survey it will be useful to express approximation ratios as fractions of $\alpha = 1 - 1/e$ (one can recall that, by the hardness result of [19], an approximation ratio of $\alpha + o(1)$ is the best we can hope for). The reason that Plain Greedy fails to guarantee a constant approximation ratio is that most of the value of the optimal solution might belong to a single element $u$, and Plain Greedy might start by picking low value (but high density) elements that prevent $u$ from being added to the solution later (note that this scenario cannot occur in the case of uniform costs). This observation naturally suggests an algorithm that we simply term Greedy, which outputs the best among the solution of Plain Greedy and the best singleton feasible solution. It is relatively easy to argue that Greedy guarantees $0.5\alpha$-approximation (see, for example, Khuller et al. [11] who proved this for a special case of BSM known as Budgeted Coverage), and already in 1982, Wolsey [25] showed that Greedy in fact guarantees $0.35 \approx 0.554\alpha$-approximation.2

Khuller, Moss & Naor [11] also showed that for Budgeted Coverage (the above mentioned special case of BSM), guessing 3 elements of the optimal solution that contribute the most to this solution (by iterating over all subsets of size 3) and then executing Plain Greedy on the residual instance achieves the optimal approximation ratio of $\alpha \approx 0.632$. In this paper we denote the combination of Plain Greedy and guessing $k$ elements of the optimal solution by $k$-Guess Plain Greedy. Sviridenko [22] adapted the analysis of Khuller et al. [11] to the general case of BSM, and showed that 3-Guess Plain Greedy obtains the optimal approximation ratio of $\alpha$ also for this case. Unfortunately, however, the 3-Guess Plain Greedy algorithm is very slow. Sviridenko [22] provided a naïve implementation of this algorithm whose time complexity is as high as $O(n^5)$.3 A somewhat more involved implementation can be obtained using the thresholding technique of [1]; this implementation has the same

---

2 Technically, Wolsey [25] proved this approximation ratio for another variant of Plain Greedy that outputs either the solution of Plain Greedy or a particular singleton calculated based on the execution of Plain Greedy. However, since Greedy considers all feasible singletons as possible solutions, it is at least as good as the algorithm of [25].

3 In the time complexity analysis, it is standard practice to assume that $f$ can be evaluated on any given set in constant time.
approximation ratio as the original algorithm (up to a factor $1 - \varepsilon$), but enjoys a reduced time complexity of $\tilde{O}(n^4/\varepsilon)$, where the $\tilde{O}$ notation disregards poly-logarithmic terms.\(^4\)

The high time complexity of the 3-GUESS PLAIN GREEDY algorithm severely restricts its practical use, raising the need for faster algorithms for BSM that still guarantee an approximation ratio close to the optimal ratio of $\alpha$. Prior to this work, the only work (we are aware of) that achieved this goal was the work of Ene & Nguyen [6] that guarantees an approximation ratio of $\alpha - \varepsilon$ in time $(1/\varepsilon)^O(1/\varepsilon^4)n \log^2 n$.\(^5\) The algorithm of [6] was an amazing theoretical breakthrough, but its practical significance is very low both because it is quite involved, and more importantly, because its time complexity is huge even for moderate values of $\varepsilon$ (note that even for a relatively large value of $\varepsilon$ such as $\varepsilon = 0.1$ we have $(1/\varepsilon)^{1/\varepsilon^4} = 10^{10000}$).

In this work we achieve a speed up over 3-GUESS PLAIN GREEDY using a different approach. Instead of taking advantage of complex tools such as the multilinear extension used by [6], we strive to reduce the number of elements of the optimal solution that need to be guessed, while keeping the algorithm used after the guessing a simple greedy algorithm. Our first result shows that two guesses suffice to achieve the tight approximation ratio of $\alpha$. Namely, we prove the guarantees that appear in the next theorem for the 2-GUESS PLAIN GREEDY algorithm, that guesses the two most valuable elements of an optimal solution by enumerating over all the options, and then executes PLAIN GREEDY on the residual instance.

**Theorem 1** 2-GUESS PLAIN GREEDY admits an approximation ratio $\alpha \approx 0.632$ in $O(n^4)$ time. Furthermore, using the thresholding technique of [1], the time complexity of the algorithm can be reduced to $\tilde{O}(n^3/\varepsilon)$ at the cost of worsening the approximation ratio by a factor of $1 - \varepsilon$.

Arguably, 2-GUESS PLAIN GREEDY is currently the most practical algorithm guaranteeing the tight $\alpha$-approximation for BSM, especially if one takes into account the observation that the enumeration step, used to implement the guessing, makes the algorithm highly amenable to parallelization. Nevertheless, if one is willing to make a small sacrifice in the approximation ratio, it turns out that a single guess is almost as good as two.

To formalize the last claim, we need to introduce an algorithm called GREEDY\(^+\) due to Yaroslavtsev, Zhou & Avdiukhin [26]. This algorithm runs PLAIN GREEDY as usual, but then outputs the best out of all the feasible solutions that can be obtained by augmenting any of the intermediate solutions of PLAIN GREEDY with up to a single additional element. The description of GREEDY\(^+\) might give the impression that it is much slower than PLAIN GREEDY, but in fact the two algorithms have roughly the same run time since PLAIN GREEDY also needs to calculate the value of the combination of its current solution with every single element to find the next element that should be added to the solution. The following theorem considers an algorithm called 1-GUESS GREEDY\(^+\) that guesses an element of the optimal solution contributing the

\(^4\) We refer the reader to [26] for an example of the application of the thresholding technique to a greedy algorithm in the context of BSM. This technique can be applied to all the greedy algorithms considered in this paper in a similar way.

\(^5\) Badanidiyuru & Vondrak [1] also claimed, as one of their many results, an algorithm that is faster than 3-GUESS PLAIN GREEDY, but an error was found in their analysis (see [6] for details).
most to this solution, and then executes \textsc{Greedy}+ on the residual instance. Note that, as promised, the theorem shows that 1-Guess \textsc{Greedy}+ guarantees an approximation ratio which deviates from the optimal $\alpha$ ratio by less than 3%.

**Theorem 2** 1-Guess \textsc{Greedy}+ admits an approximation ratio of $\frac{3}{4} - \frac{\ln 4}{4\ln 4} > 0.6174 > 0.9767\alpha$ and runs in $O(n^3)$ time. Furthermore, using the thresholding technique of [1], the time complexity of the algorithm can be reduced to $\tilde{O}(n^2/\varepsilon)$ at the cost of worsening the approximation ratio by a factor of $1 - \varepsilon$.

Since the \textsc{Greedy} algorithm is highly natural and has a long research history, a recent paper by Tang et al. [23] suggested studying what is the best approximation ratio that can be proved for this algorithm. In retrospect, some answer for this question was given by Cohen & Katzir [3], who showed that \textsc{Greedy} guarantees a ratio of at least $\frac{\alpha}{1 + \alpha} > 0.61\alpha \approx 0.385$.

Tang et al. [23] themselves further improved the analysis of \textsc{Greedy} to guarantee $0.405 \approx 0.64\alpha$-approximation. Our final result, given by the next theorem, identifies the exact approximation ratio of \textsc{Greedy} up to an error of 0.035. In particular, it shows that \textsc{Greedy} is strictly worse than more modern algorithms such as \textsc{Greedy}+ (Yaroslavtsev et al. [26] showed that \textsc{Greedy}+ achieves 1/2-approximation on its own) and the algorithms suggested by the current work.

**Theorem 3** The approximation ratio of \textsc{Greedy} is in the range $[0.427, 0.462]$. In other words, it is at least $0.427 > 0.675\alpha$ and is no better than $0.462 \approx 0.73\alpha$.

After the appearance of the current paper on arXiv [8], Kulik, Schwartz and Shachnai posted a related pre-print [12]. This pre-print includes two results: an alternative proof for Theorem 1, and an upper bound of 0.42945 on the approximation ratio of \textsc{Greedy}. Notice that this upper bound improves over the upper bound we prove in Theorem 3, and shows that our lower bound is tight up to an error of less than $3 \cdot 10^{-3}$—so the approximation ratio of \textsc{Greedy} for BSM is essentially settled.

**Paper Structure.** Section 2 formally defines BSM and the notation we use. This section also includes the pseudocode for all the algorithms we analyze in this paper, and a basic analysis used by later sections. The proofs of our results are split between the next three sections. Section 3 analyzes 2-Guess Plain \textsc{Greedy} and proves Theorem 1. The algorithm 1-Guess \textsc{Greedy}+ is analyzed in Sect. 4, which proves Theorem 2. Finally, the analysis of \textsc{Greedy} and the proof of Theorem 3 appear in Sect. 5.

### 2 Notation and Pseudocode of Algorithms

In this section we formally define the notation we use and the problem BSM. Using these definitions, we then give the pseudocode for the algorithms that we analyze in this work, and prove a basic result about these algorithms that is used by the next sections.

---

6 To be precise, Cohen & Katzir [3] considered a special case of BSM, and proved their result only for this special case. However, the proof extends to the general case.
2.1 Definitions

Given a ground set $V$, a set function $f: 2^V \rightarrow \mathbb{R}$ assigns a number to every subset of $V$. The function $f$ is **monotone** (or non-decreasing) if $f(S) \leq f(T)$ for every two sets $S \subseteq T \subseteq V$. Furthermore, it is **submodular** if for every set $S \subseteq V$ and two elements $u, v \notin S$ we have

$$f(S \cup \{u\}) - f(S) \geq f(S \cup \{u, v\}) - f(S \cup \{v\}).$$

Intuitively, a set function is submodular if the marginal contribution of an element to a set $S$ can only decrease when other elements are added to this set. For simplicity of notation, given an element $v \in V$ and a set $S \subseteq V$, we often use below $S + v$, $S - v$, $f(v)$ and $f(v | S)$ as shorthands for $S \cup \{v\}$, $S \setminus \{v\}$, $f(\{v\})$ and $f(S + v) - f(S)$, respectively. The expression $f(v | S)$ defined in the previous sentence is called the marginal contribution of $v$ with respect to the set $S$. Occasionally, it is also useful to consider the marginal contribution of a set $T \subseteq V$ with respect to another set $S \subseteq V$, which is defined as $f(T | S) \triangleq f(T \cup S) - f(S)$.

In the **Budgeted Submodular Maximization** problem (BSM), the input consists of a non-negative monotone submodular function $f: 2^V \rightarrow \mathbb{R}_{\geq 0}$, a positive cost function $c: V \rightarrow \mathbb{R}_{> 0}$ and a positive budget $B$. The objective of the problem is to find a set maximizing $f$ among the sets $S \subseteq V$ whose cost is at most $B$ (i.e., $c(S) \triangleq \sum_{v \in S} c(v) \leq B$). For simplicity, we assume that $c(v) \leq B$ for every element $v \in V$. Clearly, any element violating this assumption cannot be a part of any feasible solution, and thus, can be discarded. Additionally, we denote by $OPT$ an arbitrary optimal solution for this problem, and occasionally assume that $OPT$ contains at least two elements (it can be verified that all the algorithms we consider return an optimal solution when $|OPT| \leq 1$, thus, it is fine to ignore this case). Finally, to avoid visual clutter, unless otherwise is explicitly mentioned, we assume both $f(OPT) = 1$ and $B = 1$ (these assumptions are without loss of generality since one can scale the costs and values to obtain these equalities, and the behavior of the algorithms we consider is independent of such scaling).

2.2 Pseudocode of Algorithms

One can recall that **PLAIN GREEDY** starts with the empty solution, and then adds in every iteration the element with the maximum density (with respect to the current solution) among the elements whose addition to the solution does not violate feasibility. Formally, the density of an element $v \in V$ with respect to a set $S \subseteq V - v$ is defined as $f(v | S)/c(v)$. The pseudocode of **PLAIN GREEDY**, which uses this definition, appears as Algorithm 1. Algorithm 1 also includes the pseudocodes of **GREEDY** and **GREEDY**+, which differ from **PLAIN GREEDY** only in their last lines. The last line of **GREEDY** returns the better solution among the output of **PLAIN GREEDY** and the best singleton; while the last line of **GREEDY**+ returns the better solution among the output of **PLAIN GREEDY** and the best feasible solution that can be obtained by combining any solution that **PLAIN GREEDY** had at some iteration with a single additional element. We would
like to stress that all three algorithms Plain Greedy, Greedy and Greedy + have the same asymptotic time complexity despite the different time complexities required by their respective last lines.

Algorithm 1: Plain Greedy / Greedy / Greedy $
\text{+}$

1. Let $i \leftarrow 0$ and $S_i \leftarrow \emptyset$.
2. while there exists an element $v \in V \setminus S_i$ such that $c(S_i + v) \leq B$
   
   3. Let $s_{i+1}$ denote the element $v$ maximizing $f(v | S_i)/c(v)$ among the elements satisfying the condition given in Line 2.
4. Let $S_{i+1} \leftarrow S_i + s_{i+1}$.
5. Increase $i$ by 1.
6. In Plain Greedy: return $S_i$.
7. In Greedy: return the set maximizing $f$ in $
\{S_i\} \cup \{\{v\} \mid v \in V}\}$.
8. In Greedy $\text{+}$: return the set maximizing $f$ in $
\{S_i\} \cup \{S_i' + v \mid 0 \leq i' < i, v \in V \text{ and } c(S_i' + v) \leq B\}$.

We often consider algorithms that guess $k$ elements of $OPT$, for some positive integer $k$, and then execute a given algorithm $ALG$ such as Greedy or Greedy $\text{+}$ on the residual instance. A general template of an algorithm of this kind is given as Algorithm 2. To handle correctly also cases in which $OPT$ contains less than $k$ elements, the algorithm also considers all feasible solutions consisting of less than $k$ elements as possible outputs. Informally, the residual instance, that we refer to above, is the instance of BSM obtained by assuming that the guessed elements are implicitly added to the solution. One can observe that this informal definition is consistent with the construction of the instance on which Algorithm 2 executes $ALG$ given guess $Y$.

Algorithm 2: $k$-Guess ALG

1. for every set $Y \subseteq \mathcal{N}$ of size $k$ that obeys $c(Y) \leq B$
   
   2. Execute $ALG$ on the residual instance defined by the ground set $V \setminus Y$, the objective function $h(S) = f(S | Y)$ and the budget $B - c(Y)$.
3. Add $Y$ to the output set of $ALG$ to get a feasible solution for the original problem.
4. Let $\mathcal{S}_1$ be the set of solutions obtained in Line 3 in any of the iterations of the loop.
5. Let $\mathcal{S}_2$ be the set of all feasible solutions containing less than $k$ elements.
6. return the best solution in $\mathcal{S}_1 \cup \mathcal{S}_2$.

It is also worth mentioning that running any of the algorithms Plain Greedy, Greedy or Greedy $\text{+}$ on the residual instance corresponding to a guess $Y$ is equivalent to executing the same algorithm on the original instance, but starting from $Y$ as $S_0$ instead of the empty set.

2.3 Basic Analysis

We complete this section with a basic analysis that applies to all the greedy algorithms we consider. To present this analysis, let us denote by $\ell$ the number of iterations.
performed by Algorithm 1, and let us define for every $i \in \{0, 1, \ldots, \ell\}$, $g(c(S_i)) = f(S_i)$. In other words, given that Algorithm 1 spent an $x$ fraction of its budget after some number $i$ of iterations, $g(x)$ gives the fraction of the value of the optimal solution that Algorithm 1 had at this point.

Let us now denote by $\Delta_g(c(S_i))$ the rate in which $g$ increases between $c(S_i)$ and $c(S_{i+1})$, i.e., the ratio

$$\frac{g(c(S_{i+1})) - g(c(S_i))}{c(S_{i+1}) - c(S_i)} = \frac{f(S_{i+1}) - f(S_i)}{c(S_{i+1}) - c(S_i)} = \frac{f(s_{i+1} \mid S_i)}{c(s_{i+1})}$$

(note that this ratio is also the density of the element $s_{i+1}$). The next simple lemma lower bounds $\Delta_g(c(S_i))$.

**Lemma 1** For any two sets $R$, $S^*$ such that $R \subseteq S^*$ and an integer $i = 0, 1, \ldots, \ell - 1$, if we have $c(S^*) \leq 1$ and $1 - c(S_i) \geq \max_{s \in S^* \setminus (R \cup S_i)} c(s)$, then

$$(1 - c(R)) \cdot \Delta_g(c(S_i)) \geq f(S^*) - f(S_i) \cup R$$

$$\geq f(S^*) - g(c(S_i))$$

$$- \sum_{s \in R \setminus S_i} f(s) \geq f(S^*) - g(c(S_i)) - \sum_{s \in R} f(s).$$

**Proof** The second and last inequalities of the lemma follow from the following calculation, which holds by the submodularity of $f$, the definition of $g$ and the non-negativity of $f$.

$$f(S_i \cup R) \leq f(S_i) + \sum_{s \in R \setminus S_i} f(s) = g(c(S_i)) + \sum_{s \in R \setminus S_i} f(s) \leq g(c(S_i)) + \sum_{s \in R} f(s).$$

It remains to prove the first inequality of the lemma. To do that, it is useful to define $R_i = S_i \cup R$. Then,

$$f(S^*) - f(S_i \cup R) = f(S^*) - f(R_i) \leq f(S^* \cup R_i) - f(R_i) \leq \sum_{s \in S^* \setminus R_i} f(s \mid S_i)$$

$$= \sum_{s \in S^* \setminus R_i} c(s) \frac{f(s \mid S_i)}{c(s)} \leq \sum_{s \in S^* \setminus R_i} c(s) \frac{f(s_{i+1} \mid S_i)}{c(s_{i+1})}$$

$$= (c(S^*) - c(S^* \cap R_i)) \cdot \Delta_g(c(S_i)) \leq (1 - c(R)) \cdot \Delta_g(c(S_i)).$$

The first inequality holds since $f$ is monotone. The second inequality holds since $f$ is submodular. The third inequality follows from the way $s_{i+1}$ is chosen by Greedy and the observation that the condition $1 - c(S_i) \geq \max_{s \in S^* \setminus (R \cup S_i)} c(s)$ implies that it is feasible to add any element $s \in S^* \setminus R_i$ to $S_i$. Finally, the last inequality holds since $c(S^*) \leq 1$ and $R \subseteq S^* \cap R_i$. $\square$
3 Analyzing 2-GUESS PLAIN GREEDY (Theorem 1)

In this section we prove the approximation guarantee stated in Theorem 1. We do not explicitly prove the time complexities stated in this theorem (or any of our other theorems) because they immediately follow from previous works such as [26]. For convenience, we repeat Theorem 1 below.

**Theorem 4** 2-GUESS PLAIN GREEDY admits an approximation ratio $\alpha \approx 0.632$ in $O(n^4)$ time. Furthermore, using the thresholding technique of [1], the time complexity of the algorithm can be reduced to $\tilde{O}(n^3/\varepsilon)$ at the cost of worsening the approximation ratio by a factor of $1 - \varepsilon$.

We begin the proof of the theorem with the following lemma regarding PLAIN GREEDY.

**Lemma 2** Let $S^*$ be a feasible solution, and let $k$ be the smallest integer $1 \leq k \leq \ell - 1$ such that there is an element $w \in S^*$ such that $c(w) > B - c(S_k)$. If $k$ exists, then PLAIN GREEDY produces a solution of value at least $\alpha \cdot [f(S^*) - f(w)]$. Otherwise, PLAIN GREEDY produces a solution of value at least $\alpha \cdot f(S^*)$.

**Proof** We begin the proof by considering the case in which $k$ exists, and as usual assume $B = 1$. Furthermore, we also assume that $f(S_i) < f(S^*) - f(w)$ for every $0 \leq i \leq k - 1$, which is without loss of generality since the lemma follows immediately from the monotonicity of $f$ when this assumption is violated.

We now observe that the definition of $w$ implies that Lemma 1 applies for every $0 \leq i \leq k - 1$ and set $R \subseteq S^*$. Choosing $R = \{w\}$, we get

$$\Delta_g(c(S_i)) \geq \frac{f(S^*) - f(S_i)}{1 - c(w)} \geq \frac{f(S^*) - f(w) - f(S_i)}{1 - c(w)} \quad \forall 0 \leq i \leq k - 1.$$ 

Plugging the definition of $\Delta_g(c(S_i))$ into the last inequality now gives, for every $0 \leq i \leq k - 1$,

$$\frac{f(S_{i+1}) - f(S_i)}{c(s_{i+1})} \geq \frac{f(S^*) - f(w) - f(S_i)}{1 - c(w)},$$

and rearranging this inequality implies

$$f(S^*) - f(w) - f(S_{i+1}) \leq \left(1 - \frac{c(s_{i+1})}{1 - c(w)}\right) \left[f(S^*) - f(w) - f(S_i)\right] \leq e^{-c(s_{i+1})/(1-c(w))} \cdot \left[f(S^*) - f(w) - f(S_i)\right].$$

---

7 One may note that Lemma 2 uses $B$ to represent the budget instead of implicitly assuming that the budget is 1 (as we do in most places in this paper). This is necessary to avoid confusion because Lemma 2 is applied below to instances of BSM that are not identical to the input instance.
Unraveling the last inequality for all $0 \leq i \leq k - 1$ gives,

$$f(S^*) - f(w) - f(S_k) \leq \prod_{i=0}^{k-1} e^{-c(S_{i+1})/(1-c(w))} \cdot \left[ f(S^*) - f(w) - f(S_0) \right]$$

$$= e^{-c(S_k)/(1-c(w))} \cdot \left[ f(S^*) - f(w) - f(S_0) \right]$$

$$\leq qe^{-1} \cdot \left[ f(S^*) - f(w) \right] ,$$

where the last inequality holds by the non-negativity and monotonicity of $f$ and the observation that the definition of $k$ implies $c(S_k) \geq 1 - c(w)$. The first case of the lemma now follows by rearranging the last inequality since the monotonicity of $f$ guarantees that $f(S_k)$ is a lower bound on the value of the output of GREEDY.

The proof for the second case of the of the lemma is very similar to the proof of the first part. The only two changes that need to be done are: (i) $R$ should be chosen as the empty set, and (ii) $w$ should be chosen as a dummy element of cost 0 that does not affect the objective function $f$ at all.

Let us now denote by $\{u_1, u_2\}$ the maximum value subset of $OPT$ of size two (recall that we assume $|OPT| \geq 2$). We prove Theorem 1 by considering the iteration of 2-Guess Plain Greedy in which it guesses $Y = \{u_1, u_2\}$. In this iteration, 2-Guess Plain Greedy executes Plain Greedy on the residual instance defined by the ground set $V \setminus Y$, the budget $B - c(Y)$ and the objective function $h(S) = f(S | Y)$. Let us denote this residual instance by $\mathcal{S}'$, and let us denote by $\ell'$ and $S'_i$ the values of $\ell$ and $S_i$, respectively, corresponding to the execution of Plain Greedy on the instance $\mathcal{S}'$. Finally, let $k'$ be the smallest integer $1 \leq k' \leq \ell' - 1$ such that there exists an element $w' \in OPT \setminus \{u_1, u_2\}$ such that $c(w') > (1 - c(Y)) - c(S'_k)$.

The following lemma completes the proof of Theorem 1 (note that $Y \cup S'_{\ell'}$ is one of the solutions considered by 2-Guess Plain Greedy for its output).

**Lemma 3** $f(Y \cup S'_{\ell'}) \geq \alpha \cdot f(OPT) = (1 - 1/e) \cdot f(OPT)$.

**Proof** If $k'$ does not exist, then since $S^* = OPT \setminus Y$ is a feasible solution for the residual instance $\mathcal{S}'$, Lemma 2 guarantees that the output $S'_{\ell'}$ of Plain Greedy is of value at least $\alpha \cdot h(S^*)$ according to the objective function $h$ of the residual instance. Therefore,

$$f(Y \cup S'_{\ell'}) = h(S'_{\ell'}) + f(Y) \geq \alpha \cdot h(OPT \setminus Y) + f(Y)$$

$$= \alpha \cdot f(OPT) + (1 - \alpha) \cdot f(Y) \geq \alpha \cdot f(OPT) ,$$

where the last inequality follows from the non-negativity of $f$.

Consider now the case in which $k'$ exists, in this case Lemma 2 guarantees that the output $S'_{\ell'}$ of Plain Greedy is of value at least $\alpha \cdot [h(S^*) - h(w')]$ according to the objective function $h$ of the residual instance. Therefore,

$$f(Y \cup S'_{\ell'}) = h(S'_{\ell'}) + f(Y) \geq \alpha \cdot [h(OPT \setminus Y) - h(w')] + f(Y)$$

$$= \alpha \cdot f(OPT) - \alpha \cdot f(w' | Y) + (1 - \alpha) \cdot f(Y) .$$
To see that the last inequality completes the proof of the second case, we note that the definition of $Y$ and the submodularity of $f$ imply

$$(1 - \alpha) \cdot f(Y) \geq (1 - \alpha) \cdot [f([u_1, w]) + f([u_2, w]) - f(Y)]$$

$$= (1 - \alpha) \cdot [f(w | \{u_1\}) + f(w | \{u_2\}) + f(u_1) + f(u_2) - f(Y)]$$

$$\geq 2(1 - \alpha) \cdot f(w | Y) \geq \alpha \cdot f(w | Y).$$

$\square$

4 Analyzing $1$-GUESS GREEDY$^+$ (Theorem 2)

In this section we prove the approximation guarantee stated in Theorem 2. For convenience, we repeat the theorem itself below. Recall that GREEDY$^+$ is a variant of PLAIN GREEDY that considers as a possible output every solution that can be obtained by combining any intermediate solution $S_i$ of PLAIN GREEDY with one other element.

**Theorem 5** 1-GUESS GREEDY$^+$ admits an approximation ratio of $\frac{3 - \ln 4}{4 - \ln 4} > 0.6174 > 0.9767\alpha$ and runs in $O(n^3)$ time. Furthermore, using the thresholding technique of [1], the time complexity of of the algorithm can be reduced to $\tilde{O}(n^2/\epsilon)$ at the cost of worsening the approximation ratio by a factor of $1 - \epsilon$.

As a warm-up, we reprove below one of the main results of [26]. Let $r$ be an element of OPT of maximum cost.

**Theorem 6** (Yaroslavtsev, Zhou & Avdiukhin [26]) GREEDY$^+$ guarantees an approximation ratio of $\frac{1}{2}$.

**Proof** Let $k$ be the smallest integer $1 \leq k \leq \ell$ for which $c(S_k) > 1 - c(r)$. If $k$ does not exist, then Lemma 2 guarantees that PLAIN GREEDY, and therefore also GREEDY$^+$, achieves in fact an approximation ratio of $\alpha = 1 - 1/e > 1/2$. Thus, we assume below that $k$ exists.

Applying Lemma 1 with $R = \{r\}$ and $S^* = OPT$, we get for every $0 \leq i < k$,

$$1 \leq (1 - c(r)) \cdot \Delta_g(c(S_i)) + f(S_i + r) = (1 - c(r)) \cdot \frac{f(S_{i+1}) - f(S_i)}{c(S_{i+1})} + f(S_i + r).$$

If $f(S_i + r) \geq 1/2$ for any integer $0 \leq i < k$, then we are done because $S_i + r$ is one of the solutions considered by GREEDY$^+$. Otherwise, rearranging the last inequality yields

$$\frac{c(S_{i+1})}{2(1 - c(r))} \leq f(S_{i+1}) - f(S_i).$$

Adding up this inequality over all values of $i$ gives

$$f(S_k) \geq \sum_{i=0}^{k-1} \frac{c(S_{i+1})}{2(1 - c(r))} + f(S_0) > \frac{1}{2},$$

\[ Springer \]
Fig. 1 Illustration of the piecewise linear extension of $g$}

where the second inequality follows from the non-negativity of $f$ and the fact that by the definition of $k$ we have $\sum_{i=0}^{k-1} c(s_{i+1}) = c(S_k) > 1 - c(r)$. The theorem follows since $f(S_k)$ is a lower bound on the value of the output of Greedy$^+$ by the monotonicity of $f$. \qed

The guarantee of Theorem 6 is completely independent of the properties of the element $r$. However, when $r$ has a small value, we intuitively expect the guarantee of Greedy$^+$ to improve because in this regime $OPT - r$ is a solution of high value whose individual elements can still be added to the solution of Plain Greedy until this solution reaches a cost of at least $1 - c(r)$. Lemma 5 below formally states such an improved guarantee for Plain Greedy in the case of a small $f(r)$, but before getting to this lemma we need to present some preliminaries.

As defined above, the function $g$ is defined only for points $t \in [0, 1]$ that happen to obey $t = c(S_i)$ for some $0 \leq i \leq \ell$. We extend it to all points of $[0, 1]$ by (i) defining $g(1) = f(S_\ell)$ and then (ii) connecting every two adjacent points in the graph of $g$ with a linear segment (see Fig. 1). Formally, if denote by $i(t)$ the largest integer such that $c(S(i)) \leq t$, then for every $t \in [0, 1]$ we have

$$g(t) = \begin{cases} 
(t-c(S(i))\cdot f(S(i+1))+c(S(i+1))\cdot f(S(i)))/c(S(i+1)) & \text{if } t < c(S_\ell) \\
f(S_\ell) & \text{otherwise}.
\end{cases}$$

Note that the function $g$ is of interest because the equality $f(S_\ell) = g(1)$, which holds by $g$’s definition, and our assumption that $f(OPT) = 1$ mean together that $g(1)$ is the approximation ratio of Greedy$^+$. In light of this observation, it is interesting to study some basic properties of the function $g$. In the next observation, one should think of $\hat{S}$ and $\hat{r}$ as $OPT$ and $r$, respectively, although this is not always going to be the case.

**Observation 1** The function $g$ is non-decreasing and continuous. Furthermore, its derivative is defined at every point in the range $[0, 1]$ except for maybe a finite set of
points. Finally, for every feasible set \( \hat{S} \), if we denote by \( \hat{r} \) the element in \( \hat{S} \) maximizing \( c(\hat{r}) \), then at every point \( t \in [0, 1 - c(\hat{r})] \) in which \( g'(t) \) is defined, we have

\[
g'(t) \geq \max \left\{ \frac{f(\hat{S}) - g(t) - f(\hat{r})}{1 - c(\hat{r})}, \frac{f(\hat{S}) - f(S_i(t) + \hat{r})}{1 - c(\hat{r})} \right\}. \tag{1}
\]

**Proof** The non-decreasing and continuity properties of \( g \) follow from the definition of \( g \) and the monotonicity of \( f \) because \textsc{Greedy} only adds elements to its solution over time. Moreover, because \( g \) is defined as the piecewise linear extension of its values in the points of the set \( \{c(S_i) \mid 0 \leq i \leq \ell\} \), its derivative is well defined in every point within the range \([0, 1]\) except for maybe the points in the last set. Therefore, to prove the observation it only remains to show the lower bound on \( g'(t) \) given by Inequality (1).

Consider some point \( t \in [0, 1 - c(\hat{r})] \) in which the derivative \( g'(t) \) is defined. If \( t < c(S_{\ell}) \), then by choosing \( S^* = \hat{S} \) and \( R = \{\hat{r}\} \) in Lemma 1, we get

\[
g'(t) = \Delta_g(c(S_i(t))) \geq \frac{f(\hat{S}) - f(S_i(t) + \hat{r})}{1 - c(\hat{r})} \geq \frac{f(\hat{S}) - g(c(S_i(t))) - f(\hat{r})}{1 - c(\hat{r})} \geq \frac{f(\hat{S}) - g(t) - f(\hat{r})}{1 - c(\hat{r})}.
\]

Consider now the case of \( t \geq c(S_{\ell}) \). Since \( t \leq 1 - c(\hat{r}) \), in this case every element of \( \hat{S} \) can be added to \( S_{\ell} \) without violating feasibility (recall that \( \hat{r} \) is the costliest element in \( \hat{S} \)). However, we also know that \textsc{Greedy} terminated after \( \ell \) iterations, and the only way in which these two observations can co-exist is when \( \hat{S} \subseteq S_{\ell} \). Therefore, the right hand side of Inequality (1) is non-positive in this case, and the left hand side is non-negative since \( g \) is non-decreasing. \( \square \)

We need the following lemma, which defines an auxiliary function \( z(y) \) playing a central part in the rest of this section. Since the proof of this lemma is mainly technical, we defer it to Appendix 1.

**Lemma 4** For every \( y \in [0, 1/2] \), there is a unique value \( z(y) \in [y, 1/2] \) satisfying the equation

\[
\frac{y}{z(y)} - 1 = \ln \left( \frac{z(y)}{1 - y} \right).
\]

Moreover, \( z'(y) = \frac{z(y)(1 - y - z(y))}{(1 - y)(z(y) + y)} \), \( z(y) \) is a non-decreasing function of \( y \), and \( z(y) \geq z(0) = 1/e \).

We are now ready to give the promised approximation guarantee for \textsc{Greedy} for the case in which the element \( r \) has a (relatively) small value.

**Lemma 5** For every feasible set \( S^* \), if the element \( \hat{r} \) in \( S^* \) maximizing \( c(\hat{r}) \) obeys \( f(\hat{r}) \leq f(\hat{S})/2 \), then \textsc{Greedy} outputs a set of value at least \( [1 - z(f(\hat{r})/f(\hat{S}))] \).
f(\hat{S}). In particular, since \( f(OPT) = 1 \) by our assumption, and \( r \) was defined as the costliest element in \( OPT \), if \( f(r) \leq f(OPT)/2 \), then \( \text{GREEDY}^+ \) admits ratio \( 1 - z(f(r)) \).

**Proof** For brevity, we use the shorthand \( z = z(f(\hat{r})/f(\hat{S})) \) in the calculations below. Assume towards a contradiction that the lemma is false. In particular, this implies that \( f(S_t(r) + \hat{r}) < (1 - z) \cdot f(\hat{S}) \) for every \( t \in [0, 1 - c(\hat{r})] \). Plugging this observation into (1) yields, for every value \( t \in [0, 1 - c(\hat{r})] \) for which \( g'(t) \) is defined,

\[
g'(t) \geq \max \left\{ \frac{f(\hat{S}) - f(\hat{r}) - g(t)}{1 - c(\hat{r})}, \frac{z \cdot f(\hat{S})}{1 - c(\hat{r})} \right\} .
\]

Let us choose \( t_s = -[1 - c(\hat{r})] \cdot \ln \left( \frac{z}{1 - f(\hat{r})/f(\hat{S})} \right) \), where the subscript “s” in \( t_s \) stands for “switch” because we switch between the two lower bounds on \( g'(t) \) at this value. By the definition of \( z \),

\[
\ln \left( \frac{z}{1 - f(\hat{r})/f(\hat{S})} \right) = \frac{f(\hat{r})/f(\hat{S})}{z} - 1 \in [2f(\hat{r})/f(\hat{S}) - 1, 0] \subseteq [-1, 0] ,
\]

where the membership holds since \( z \in [f(\hat{r})/f(\hat{S}), 1/2] \) by Lemma 4. Therefore, we are guaranteed that \( t_s \in [0, 1 - c(\hat{r})] \), and the function \( g(t) \) obeys the differential inequality \( g'(t) \geq \frac{f(\hat{S}) - f(\hat{r}) - g(t)}{1 - c(\hat{r})} \) in every point within the range \([0, t_s] \).\(^8\) The solution for the last inequality is \( g(t) \geq [f(\hat{S}) - f(\hat{r}) \cdot (1 - e^{-t/(1-c(\hat{r}))}) \), which in particular implies

\[
g(t_s) \geq [f(\hat{S}) - f(\hat{r})] \cdot \left( 1 - e^{-t_s/(1-c(\hat{r}))} \right)
\]

\[
= [f(\hat{S}) - f(\hat{r})] \cdot \left( 1 - \frac{z}{1 - f(\hat{r})/f(\hat{S})} \right) = f(\hat{S}) - f(\hat{r}) - z \cdot f(\hat{S}) .
\]

The above inequality was obtained using one lower bound on \( g'(t) \), and we now need to use the other lower bound. Specifically, since \( \frac{z \cdot t_s}{1 - c(\hat{r})} = -z \ln \left( \frac{z}{1 - f(\hat{r})/f(\hat{S})} \right) = z - f(\hat{r})/f(\hat{S}) \) by the definition of \( z \), and \( g'(t) \geq \frac{z \cdot f(\hat{S})}{1 - c(\hat{r})} \) for every value \( t \in [t_s, 1 - c(\hat{r})] \) for which \( g'(t) \) is defined,

\[
g(1 - c(\hat{r})) = g(t_s) + \int_{t=t_s}^{1-c(\hat{r})} g'(t) dt \geq g(t_s) + (1 - c(\hat{r}) - t_s) \cdot \frac{z \cdot f(\hat{S})}{1 - c(\hat{r})}
\]

\[
= g(t_s) + z \cdot f(\hat{S}) \cdot \frac{zt_s \cdot f(\hat{S})}{1 - c(\hat{r})}
\]

\(^8\) Technically, this inequality holds for every value \( t \) in this range, except for maybe a finite number of points in which \( g'(t) \) is not defined. However, since \( g \) is continuous, we can safely ignore this technical issue.
\[
= g(t_s) + z \cdot f(\hat{S}) - \left[ z - f(\hat{r}) / f(\hat{S}) \right] \cdot f(\hat{S}) \\
= g(t_s) + f(\hat{r}) \geq (1 - z) \cdot f(\hat{S}).
\]

Note that the last inequality contradicts our assumption that the lemma is false because the monotonicity of \( f \) guarantees that the value of the output of GREEDY+ is at least \( g(1) \geq g(1 - c(\hat{r})) \geq (1 - z) \cdot f(\hat{S}). \)

\[ \square \]

Up to this point we have considered GREEDY+. Starting from this point we consider 1-GUESS GREEDY+, which is the algorithm to which Theorem 2 refers. Recall that we assume that OPT contains at least two elements, and let us denote by \( w \) the element of OPT maximizing \( f(w) \) and by \( r' \) the element of \( OPT - w \) with the maximum cost. The following two lemmata analyze the guarantee of 1-GUESS GREEDY+ in two cases defined by the value of \( f(w) \). Each one of these lemmata is based on a different guarantee that was proved above for GREEDY+.

**Lemma 6** 1-GUESS GREEDY+ admits a ratio of \( \frac{1 + f(w)}{2} \), and in particular a ratio of \( \frac{2}{3} \) whenever \( f(w) \geq \frac{1}{3} \).

**Proof** Consider the iteration of 1-GUESS GREEDY+ in which the set \( Y \) of the guess contains exactly the element \( w \). We note that \( OPT - w \) is a feasible solution for the residual instance considered by this iteration, and the value of this solution with respect to the objective function of this residual instance is \( f(OPT - w | \{w\}) = f(OPT) - f(w) = 1 - f(w) \). Hence, when the algorithm GREEDY+ is applied by 1-GUESS GREEDY+ to this residual instance, it produces a solution \( S \) obeying

\[
f(S | \{w\}) \geq \frac{1 - f(w)}{2}
\]

because GREEDY+ admits a ratio of \( \frac{1}{2} \) by Theorem 6. Consequently, the output \( S + w \) constructed by 1-GUESS GREEDY+ in the above mentioned iteration has a value of at least

\[
f(S + w) = f(w) + f(S | \{w\}) \geq f(w) + \frac{1 - f(w)}{2} = \frac{1 + f(w)}{2}.
\]

\[ \square \]

**Lemma 7** If \( f(w) \leq \frac{1}{3} \), then 1-GUESS GREEDY+ achieves an approximation ratio of at least \( p(f(r)) \), where \( p(\cdot) \) is the function

\[
p(x) \triangleq x + (1 - x) \cdot \left( 1 - z \left( \frac{x}{1 - x} \right) \right)
\]

**Proof** Like in the proof of the previous lemma, we consider in this proof the iteration of 1-GUESS GREEDY+ in which the set \( Y \) of the guess contains exactly the element \( w \). Furthermore, like in that proof, we note again that \( OPT - w \) is a feasible solution
for the residual instance considered by this iteration whose value, with respect to the objective function of this residual instance, is $1 - f(w)$.

Since the definition of $w$ and the condition of the lemma imply together the inequality $f(OPT - w) \leq f(OPT - f(w)) \leq \frac{1}{2}$, by choosing $\hat{S} = OPT - w$ and $\hat{r} = r'$, Lemma 5 guarantees that in the considered iteration of $1$-Guess Greedy$^+$ the output set $S$ of Greedy$^+$ obeys

$$\frac{f(S \mid \{w\})}{1 - f(w)} \geq f(S \mid \{w\}) \geq 1 - z\left(\frac{f(r')}{f(OPT - w)}\right) \geq 1 - z\left(\frac{f(w)}{1 - f(w)}\right).$$

The last inequality holds since $z(\cdot)$ is a non-decreasing function by Lemma 4. Using this inequality, we get that the set $S + w$, which is one of the candidates considered by $1$-Guess Greedy$^+$ for its output set, has a value of at least

$$f(S + w) = f(w) + f(S \mid \{w\}) \geq f(w) + (1 - f(w)) \cdot \left(1 - z\left(\frac{f(w)}{1 - f(w)}\right)\right) = p(f(w)).$$

Due to the use of the (quite complex) function $p(x)$, it is difficult to understand the guarantee of the last lemma. The following lemma shows that, within the relevant range, $p(x)$ is always at least $\frac{3 - \ln 4}{4 - \ln 4}$. Since the proof of this lemma is technical, we defer it to Appendix 1. Additionally, we note that Theorem 2 is obtained immediately by combining Lemma 8 with Lemmata 6 and 7.

**Lemma 8** min{$p(x) : x \in [0, 1/3]$} = $\frac{3 - \ln 4}{4 - \ln 4}$.

### 5 Analyzing Greedy (Theorem 3)

In this section we analyze the approximation ratio of Greedy, and prove Theorem 3, which is restated below for convenience. The lower bound stated in the theorem is proved in Sect. 5.1, and the upper bound stated is proved in Sect. 5.2.

**Theorem 7** The approximation ratio of Greedy is in the range $[0.427, 0.462]$. In other words, it is at least $0.427 > 0.675\alpha$ and is no better than $0.462 \approx 0.73\alpha$.

#### 5.1 Lower Bounding Greedy’s Approximation Ratio

In this section we prove the lower bound on the approximation ratio of Greedy stated in Theorem 3. We use again the continuous version of the function $g$ introduced in Sect. 4. Furthermore, like in the last section, our proof is focused on showing that this function grows relatively quickly.

The next observation provides some lower bounds on the rate in which the discrete version of the function $g$ grows. Corollary 1 later converts these bounds into guarantees.
for the continuous version of $g$. To state the observation, let us denote by $r$ and $r'$ the costliest and second costliest, respectively, elements in $OPT$ (recall that, by our assumption, $|OPT| \geq 2$). In other words, $c(r) \geq c(r') \geq \max_{v \in OPT \setminus \{r, r'\}} c(v)$.

**Observation 2** For every $1 \leq i \leq \ell$,

\[
\Delta_g(c(S_i)) \geq \frac{1 - g(c(S_i))}{1 - c(r)} \quad \text{if } c(S_i) \leq 1 - c(r),
\]

\[
\Delta_g(c(S_i)) \geq \frac{1 - g(c(S_i)) - f(r)}{1 - c(r)} \quad \text{if } c(S_i) \leq 1 - c(r'),
\]

\[
\Delta_g(c(S_i)) \geq \frac{1 - g(c(S_i)) - f(r) - f(r')}{1 - c(r) - c(r')} \quad \text{if } c(S_i) \leq c(r) + c(r') < 1.
\]

**Proof** Inequalities (2) and (3) follow immediately from Lemma 1 by setting $S^* = OPT$ and $R = \emptyset$ or $R = \{r\}$, respectively. Inequality (4) also follows from Lemma 1 by setting $S^* = OPT$ and $R = \{r, r'\}$ because the inequality $c(S_i) \leq c(r) + c(r')$ implies

\[
1 - c(S_i) \geq 1 - c(r) - c(r') \geq c(OPT \setminus R)
\]

\[
\geq \max_{v \in OPT \setminus R} c(v) \geq \max_{v \in OPT \setminus (R \cup S_i)} c(v).
\]

\[\square\]

**Corollary 1** For every $t \in [0, 1]$ for which the derivative $g'(t)$ exists,

\[
g'(t) \geq \max \left\{ \begin{array}{ll}
1 - g(t) & \text{if } t \leq 1 - c(r), \\
\frac{1 - g(t) - f(r)}{1 - c(r)} & \text{if } t \leq 1 - c(r'), \\
\frac{1 - g(t) - f(r) - f(r')}{1 - c(r) - c(r')} & \text{if } t \leq c(r) + c(r') < 1, \\
0 & \text{always},
\end{array} \right.
\]

where one should understand the expression on the right hand side of the inequality as the maximum over the expressions corresponding to all the lines whose conditions hold.

**Proof** Consider first a value $t \in [0, c(S_\ell)]$ for which the derivative $g'(t)$ exists. For such a value the corollary follows from Observation 2 because of the following three properties. First, as mentioned in Sect. 4, we have $g'(t) = \Delta_g(c(S_{i(t)}))$; second, $g(c(S_{i(t)})) \leq g(t)$ because $g$ is a non-decreasing function and $c(S_{i(t)}) \leq t$; and finally, $g(t)$ is a non-decreasing function.

It remains to consider the case of $t > c(S_\ell)$. In this case the fact that Greedy terminated upon reaching the solution $S_\ell = S_{i(t)}$ implies that $S_\ell$ includes every element of $OPT$ of size at most $1 - t$. Therefore, by the monotonicity and submodularity of $f$,

\[
g(t) \geq f([v \in OPT \mid c(v) \leq 1 - t]) \geq f(OPT) - f([v \in OPT \mid c(v) > 1 - t]) = 1 - f([v \in OPT \mid c(v) > 1 - t]).
\]
One can verify that the last inequality implies that the right hand side of the inequality in the lemma is always 0 for $t > c(S_t)$ (note that every element $v \in OPT \setminus \{r, r\}$ obeys $c(v) \leq c(OPT \setminus \{r, r\}) \leq 1 - c(r) - c(r)$). Additionally, the left hand side of this inequality is 0 by the definition of the continuous version of $g$, and thus, the inequality holds. □

To get a guarantee for Greedy, we need to derive a lower bound on $f(S_t) = g(1)$. Theoretically, such a lower bound can be analytically proved by combining the lower bounds on $g'(t)$ proved by the last corollary. However, to avoid tedious and non-insightful calculations, we use a computer to derive our lower bound. Towards this goal, assume that we want to prove that the approximation ratio of Greedy is at least some target value $\rho \in (0, 1/2)$. If $f(r) \geq \rho$ or $f(r') \geq \rho$, then this is trivial since Greedy outputs a set that is better than any feasible singleton set (both $\{r\}$ and $\{r'\}$ are feasible solutions since $r, r' \in OPT$). Therefore, the interesting case is when $f(r) < \rho$ and $f(r') < \rho$.

The last two inequalities mean that our computer based proof does not need to take into account the specific values of the elements $r$ and $r'$. However, we do not have such a nice property for the costs of these elements. The naïve approach for handling this hurdle is to consider all the possible values for these costs, but this cannot be done since there are infinitely many such values. As an alternative, we develop below a way to lower bound $g(1)$ using a computer program when we have close enough estimates of $c(r)$ and $c(r')$. We later use the program to lower bound $g(1)$ for a large enough set of possible estimate pairs so that every possible choice of real costs is close enough to one of the considered pairs, which makes the analysis apply to all possible real costs.

Let us denote the estimates for $c(r)$ and $c(r')$ by $\tilde{c}(r)$ and $\tilde{c}(r')$, respectively. Lemma 9 shows that, if these estimates are close enough to $c(r)$ and $c(r')$, then one can lower bound $g(1)$ by calculating a recursive series $m(i)$, which is defined below. The series $m(i)$ is implicitly parametrized by a value $\delta \in (0, 1)$. For $i = 0$, $m(i)$ is defined by $m(0) = 0$, and for every integer $i \geq 1$, we define

$$m(i) = \max \left\{ \frac{m(i-1) + \delta}{1 + \delta} \left( \frac{1 - \tilde{c}(r)) \cdot m(i-1) + \delta(1 - \rho)}{1 - \tilde{c}(r')} \right) \right., \quad \text{if } i \leq \delta^{-1}(1 - \tilde{c}(r)) - 1, \\
\quad \left. \frac{1 - \tilde{c}\tilde{c}(r')}{} \frac{1 - \tilde{c}(r') + \delta}{1 - \tilde{c}(r) - \tilde{c}(r')} \cdot m(i-1) + \delta(1 - 2\rho)}{1 - \tilde{c}(r) - \tilde{c}(r') + \delta} \right), \quad \text{if } i \leq \delta^{-1}(\tilde{c}(r) + \tilde{c}(r')) - 1, \\
\frac{m(i-1)}{1} \text{ always.} \right.$$

(5)

Lemma 9 Given the assumptions,

(i) $\max\{ f(r), f(r') \} < \rho$,  \hspace{1cm} (ii) $\delta^{-1}$ is an integer,

(iii) $\tilde{c}(r) \in [c(r) - \delta, c(r)]$,  \hspace{1cm} (iv) $\tilde{c}(r') \in [c(r') - \delta, c(r')]$,

(v) $\tilde{c}(r) + \tilde{c}(r') < 1$,

we have $g(i\delta) \geq m(i)$ for every $0 \leq i \leq \delta^{-1}$; and therefore, $g(1) = g(\delta^{-1} \cdot \delta) \geq m(\delta^{-1})$.

 Springer
Proof We prove the lemma by induction on \( i \). For \( i = 0 \) the lemma holds because the non-negativity of \( f \) implies \( g(0) = f(S_0) = f(\emptyset) \geq 0 = m(0) \). Assume now that the lemma holds for \( i - 1 \) (for some integer \( 1 \leq i \leq \delta^{-1} \)), and let us prove it for \( i \). By plugging the assumptions of the lemma and the monotonicity of \( g \) into the guarantee of Corollary 1, we get for every \( \tau \in [\delta(i - 1), \delta i] \) for which \( g'(\tau) \) is defined that

\[
\begin{align*}
g'(\tau) \geq \max & \\
& \begin{cases} 
1 - g(\tau) & \text{if } \tau \leq 1 - c(r) , \\
1 - g(\tau) - f(r) - f(r') & \text{if } \tau \leq 1 - c(r') , \\
1 - g(\tau) - f(r) - f(r') - f(r'' - f(r')) & \text{if } \tau \leq c(r) + c(r') < 1 , \\
0 & \text{always}
\end{cases} \\
\geq \max & \\
& \begin{cases} 
1 - g(\delta i) & \text{if } \tau \leq 1 - \tilde{c}(r) - \delta , \\
1 - g(\delta i) - \rho & \text{if } \tau \leq 1 - c(r') - \delta , \\
1 - g(\delta i) - 2\rho & \text{if } \tau \leq \tilde{c}(r) + \tilde{c}(r') , \\
0 & \text{always}.
\end{cases}
\end{align*}
\]

Let us denote by \( \Delta \) the difference \( g(\delta i) - g(\delta(i - 1)) \). Since \( g \) is a continuous function whose derivative is defined for almost every \( t \in [\delta(i - 1), \delta i] \), the last inequality implies

\[
\Delta \geq \delta \cdot \max \begin{cases} 
1 - g(\delta i) & \text{if } \delta i \leq 1 - \tilde{c}(r) - \delta , \\
1 - g(\delta i) - \rho & \text{if } \delta i \leq 1 - c(r') - \delta , \\
1 - g(\delta i) - 2\rho & \text{if } \delta i \leq \tilde{c}(r) + \tilde{c}(r') , \\
0 & \text{always}.
\end{cases}
\]

\[
\delta \cdot \max \begin{cases} 
1 - g(\delta(i - 1)) - \Delta & \text{if } \delta i \leq 1 - \tilde{c}(r) - \delta , \\
1 - g(\delta(i - 1)) - \Delta - \rho & \text{if } \delta i \leq 1 - c(r') - \delta , \\
1 - g(\delta(i - 1)) - \Delta - 2\rho & \text{if } \delta i \leq \tilde{c}(r) + \tilde{c}(r') , \\
0 & \text{always}.
\end{cases}
\]

Note now that the last inequality is equivalent to 4 inequalities, one corresponding to each line of the max operation. Isolating \( \Delta \) in each one of these inequalities yields

\[
\Delta \geq \delta \cdot \max \begin{cases} 
1 - g(\delta(i - 1)) & \text{if } \delta i \leq 1 - \tilde{c}(r) - \delta , \\
1 - g(\delta(i - 1)) - \rho & \text{if } \delta i \leq 1 - c(r') - \delta , \\
1 - g(\delta(i - 1)) - 2\rho & \text{if } \delta i \leq \tilde{c}(r) + \tilde{c}(r') , \\
0 & \text{always}.
\end{cases}
\]
To complete the proof of the lemma, it remains to observe that by adding \( g(\delta(i - 1)) \) to both sides of the last inequality we get

\[
g(\delta i) \geq \max \begin{cases} 
\frac{g(\delta(i-1)+\delta)}{1-\tilde{c}(r)_{r}} & \text{if } \delta i \leq 1 - \tilde{c}(r) - \delta , \\
\frac{1-c(r)+\delta}{1-\tilde{c}(r)_{r}} & \text{if } \delta i \leq 1 - c(r') - \delta , \\
\frac{g(\delta(i-1)+\delta)}{1-c(r)_{r}} & \text{if } \delta i \leq \tilde{c}(r) + \tilde{c}(r') , \\
g(\delta(i - 1)) & \text{always}
\end{cases}
\]

where the inequality holds by the induction hypothesis. \( \square \)

**Corollary 2** Given any value \( \rho \), any value \( \delta \in (0, 1) \) such that \( \delta^{-1} \) is an integer and values for \( \tilde{c}(r) \) and \( \tilde{c}(r') \) that obey conditions (iii)-(v) of Lemma 9, the approximation ratio of \textsc{Greedy} is at least \( \min\{m(\delta^{-1}), \rho\} \).

**Proof** We consider two cases in this proof. The first case is when condition (i) of Lemma 9 is violated, i.e., \( \max\{f(r), f(r')\} \geq \rho \). Recall now that \( \{r\} \) and \( \{r'\} \) are both feasible solutions because \( r, r' \in OPT \), and \textsc{Greedy} considers all the feasible singletons as possible solutions. These facts imply together that in this case the value of the output of \textsc{Greedy} is at least \( \max\{f(r), f(r')\} \geq \rho \).

Consider now the case in which condition (i) of Lemma 9 holds. Since the condition (ii) of this lemma holds by the properties of \( \delta \), and we assumed that the other conditions of the lemma hold as well, we get by Lemma 9 that

\[
f(S_{\ell}) = g(1) \geq m\left(\delta^{-1}\right).
\]

As \( S_{\ell} \) is one of the candidate solutions considered by \textsc{Greedy}, the value of the output of \textsc{Greedy} in this case is at least \( m(\delta^{-1}) \). \( \square \)

If we want to use Corollary 2 to lower bound the approximation ratio of \textsc{Greedy}, then we need to choose values for the four parameters \( \rho, \delta, \tilde{c}(r) \) and \( \tilde{c}(r') \) that obey all the requirements of the corollary. It is not difficult to do so for \( \rho \) and \( \delta \), but there is no possible assignment of values for \( \tilde{c}(r) \) and \( \tilde{c}(r') \) that will be good for all instances of BSM (because the conditions of Lemma 9 require \( \tilde{c}(r) \) and \( \tilde{c}(r') \) to be close to \( c(r) \) and \( c(r') \), respectively). As explained above, we solve this issue by considering a set \( \mathcal{C}(\delta) \) of possible pairs of values for \( \tilde{c}(r) \) and \( \tilde{c}(r') \) that is large enough so that it always includes at least one pair of good values, and then applying Corollary 2 independently to every pair from \( \mathcal{C}(\delta) \). The next proposition formally states the guarantee that we get in this way. To state this proposition, we define the set \( \mathcal{C}(\delta) \) as follows.

\[
\mathcal{C}(\delta) = \left\{ (j, j') \mid j \text{ and } j' \text{ are non-negative integers obeying } j \geq j' \text{ and } j + j' < \delta^{-1} \right\}.
\]
We also need to recall that, despite their omission from the notation we have used so far, the values of $\rho$, $c(r)$ and $\bar{c}(r')$ also affect $m(\delta^{-1})$. To make this more explicit, we use in this proposition the expression $m(\rho, \bar{c}(r), \tilde{c}(r'), \delta^{-1})$ to denote the value of $m(\delta^{-1})$ corresponding to a particular choice of values for these parameters.

**Proposition 1** Given any value $\rho$, any value $\delta \in (0, 1)$ such that $\delta^{-1}$ is an integer, the approximation ratio of GREEDY is at least

$$\min \left\{ \rho, \min_{(\tilde{c}(r), \tilde{c}(r')) \in \mathcal{C}(\delta)} m(\rho, \tilde{c}(r), \tilde{c}(r'), \delta^{-1}) \right\}.$$

**Proof** We note that the proposition follows immediately from Corollary 2 if we are guaranteed that the set $\mathcal{C}(\delta)$ includes a pair $(\tilde{c}(r), \tilde{c}(r'))$ that obeys conditions (iii)-(v) of Lemma 9. One can also note that the definition of $\mathcal{C}(\delta)$ guarantees that every pair $(\tilde{c}(r), \tilde{c}(r')) \in \mathcal{C}(\delta)$ obeys condition (v) of the lemma. Thus, it remains to prove that there exists a pair $(\tilde{c}(r), \tilde{c}(r')) \in \mathcal{C}(\delta)$ obeying conditions (iii) and (iv) of Lemma 9, which is our objective in the rest of this proof.

Let $\tilde{c}(r) = \delta \cdot \max\{0, [c(r)/\delta] - 1\}$ and $\tilde{c}(r') = \delta \cdot \max\{0, [c(r')/\delta] - 1\}$. Clearly both maximums in these definitions are non-negative integer numbers because $c(r)$ and $c(r')$ are positive numbers, and the first maximum is at least as large as the second one because $c(r) \geq c(r')$ by the definitions of $r$ and $r'$. Furthermore, the two maximums are strictly smaller than $c(r)/\delta$ and $c(r')/\delta$, respectively, and therefore, their sum is smaller than $[c(r) + c(r')]/\delta \leq \delta^{-1}$. Hence, the pair $(\tilde{c}(r), \tilde{c}(r'))$ we have defined belongs to $\mathcal{C}(\delta)$. We can also observe that $\tilde{c}(r)$ obeys condition (iii) of Lemma 9 (i.e., $\tilde{c}(r) \in [c(r) - \delta, c(r)]$) because $[c(r)/\delta] - 1 \in [c(r)/\delta - 1, c(r)/\delta]$. A similar arguments shows that $\tilde{c}(r')$ obeys condition (iv) of the same lemma, and thus, completes the proof. \[ \Box \]

Appendix 1 includes VB.net code that numerically shows that 0.427 is a lower bound on $\min \left\{ \rho, \min_{(\tilde{c}(r), \tilde{c}(r')) \in \mathcal{C}(\delta)} m(\rho, \tilde{c}(r), \tilde{c}(r'), \delta^{-1}) \right\}$ for $\rho = 0.427$ and $\delta = 10^{-3}$. By the last proposition, this implies the lower bound on the approximation ratio of GREEDY stated in Theorem 3. Our code crucially relies on the fact that if one plugs a lower bound on $m(i - 1)$ into the right hand side of Inequality (5), then one gets a lower bound on $m(i)$.

### 5.2 Upper Bounding GREEDY’s Approximation Ratio

In this section we prove the upper bound on the approximation ratio of GREEDY stated in Theorem 3. We do that by describing an example instance on which GREEDY performs relatively poorly. Our example instance is parametrized by three values: a large enough positive integer $n$, a small enough positive value $\epsilon$ and a value $\alpha \in (1/3, 0.49)$ to be determined later (note that the value $\alpha$ here is not related to the use of $\alpha$ in the rest of the paper as a shorthand for $1 - 1/e$). Let us define two auxiliary sets $X = \{x_i \mid 1 \leq i \leq n\}$ and $Y = \{y_i \mid 1 \leq i \leq n\}$. Then, the ground set of our example instance is the following set, which consists of $2n + 3$ elements.

$$V = \{z_1, z_2, w\} \cup X \cup Y.$$
The objective function of our example instance is given, for every set \( S \subseteq V \), by

\[
f(S) = 1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|S \cap X|} \left[\alpha \left(2 - \frac{|S \cap \{z_1, z_2\}|}{1 + 2\varepsilon}\right)
+ (1 - 2\alpha) \left(2 - |S \cap \{w\}|\right)\left(1 - \frac{\alpha(1 - 2\alpha)^{-1} - 1}{n}\right)^{|S \cap Y|}\right].
\]

Finally, the budget \( B \) of our example instance is 1 (as usual), and its cost function \( c \) is described by the following table.

| Element of \( V \) | \( z_i \) | \( w \) | \( x_i \) | \( y_i \) |
|---------------------|---------|-------|---------|-------|
| Cost               | \( \alpha \) | \( 1 - 2\alpha \) | \( \frac{(1 - \alpha)(1 + \varepsilon)}{n} \) | \( \frac{(3\alpha - 1)(1 + 1.5\varepsilon)}{n} \) |

Intuitively, the optimal set of the example instance is the set \( O = \{z_1, z_2, w\} \). However, the instance is constructed in such a way that \textsc{Greedy} chooses \( X \cup Y \) as its solution. Specifically, \textsc{Greedy} begins by picking the elements of \( X \). These elements have a slightly higher density than the elements of \( O \), but taking them diminishes the marginal values of all unpicked elements. When the set \( X \) is exhausted, the elements \( z_1 \) and \( z_2 \) can no longer be taken because their costs exceed the budget available at that point; thus, diminishing their marginal values further does not affect the value of the output of \textsc{Greedy} in any way. Accordingly, \textsc{Greedy} begins to pick at that point the elements of \( Y \), and taking them only diminishes the marginal values of unpicked \( Y \) elements and the marginal value of \( w \).

We now get to the formal analysis of our example instance, which we begin by proving that its objective function has all the properties that it needs to have in order to make the example instance a legal instance of \textsc{BSM}.

**Lemma 10** The objective function \( f \) is non-negative, monotone and submodular.

**Proof** Let us define a few additional set functions as follows. For every \( S \subseteq V \),

\[
\begin{align*}
f_1(S) &= \left(1 - \frac{1 - \alpha}{n}\right)^{|S \cap X|} \quad f_2(S) = 2 - \frac{|S \cap \{z_1, z_2\}|}{1 + 2\varepsilon} \\
\quad f_3(S) &= 1 - \frac{|S \cap \{w\}|}{1 + 2\varepsilon} \quad f_4(S) = \left(1 - \frac{\alpha(1 - 2\alpha)^{-1} - 1}{n}\right)^{|S \cap Y|}.
\end{align*}
\]

Given these functions, one can verify that

\[
f(S) = 1 - f_1(S) \cdot \left[\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)\right].
\]

Thus, the non-negativity of \( f \) follows from the observations that for every set \( S \subseteq V \) we have

\[
\begin{align*}
f_1(S) &\in [\alpha, 1] \subseteq [0, 1] & f_2(S) &\in [4\varepsilon/(1 + 2\varepsilon), 2] \subseteq [0, 2] \\
f_3(S) &\in [2\varepsilon/(1 + 2\varepsilon), 1] \subseteq [0, 1] & f_4(S) &\in [0, 1],
\end{align*}
\]
where the last inclusion holds since the observations that $1 - 2\alpha > 1 - 2 \cdot 0.49 = 0.02$ and $\alpha \geq 1/3 \geq 1 - 2\alpha$ imply together that $\left(1 - \frac{\alpha(1 - 2\alpha)^{-1/2}}{n}\right) \in (0, 1]$ for a large enough $n$. Similarly, the monotonicity of $f$ follows from the observation that the functions $f_1$, $f_2$, $f_3$ and $f_4$ are all down-monotone (i.e., $-f_1$, $-f_2$, $-f_3$ and $-f_4$ are monotone functions).

It remains to prove that $f$ is submodular, which requires us to prove that for every element $u \in V$ the function $f(u \mid S - u)$ is a down-monotone function of $S$. We do that separately for each kind of element in the ground set of $V$. First, for an element $u \in \{z_1, z_2\}$, since the functions $f_1$, $f_3$ and $f_4$ ignore such elements, we get

$$f(u \mid S) = f(S + u) - f(S)$$

$$= f_1(S) \cdot [\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)] - f_1(S) \cdot [\alpha \cdot f_2(S + u) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)]$$

$$= \alpha \cdot f_1(S) \cdot [f_2(S) - f_2(S + u)]$$

$$= \frac{\alpha \cdot f_1(S)}{1 + 2\varepsilon} \cdot [|(S + u) \cap \{z_1, z_2\}| - |S \cap \{z_1, z_2\}|]$$

which is clearly a down-monotone function of $S$ since $f_1$ is a non-negative down-monotone function of $S$.

Consider now the element $u = w$. Since the functions $f_1$, $f_2$ and $f_4$ ignore this element,

$$f(w \mid S) = f(S + w) - f(S)$$

$$= f_1(S) \cdot [\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)] - f_1(S) \cdot [\alpha \cdot f_2(S + w) + (1 - 2\alpha) \cdot f_3(S + w) \cdot f_4(S)]$$

$$= (1 - 2\alpha) \cdot f_1(S) \cdot f_4(S) \cdot [f_3(S) - f_3(S + w)]$$

$$= \frac{(1 - 2\alpha) \cdot f_1(S) \cdot f_4(S)}{1 + 2\varepsilon} \cdot [|(S + w) \cap \{w\}| - |S \cap \{w\}|]$$

which is clearly a down-monotone function of $S$ since $f_1$ and $f_4$ are non-negative down-monotone functions of $S$.

Next, consider an element $u \in X$. Since the functions $f_2$, $f_3$ and $f_4$ ignore such elements,

$$f(u \mid S) = f(S + u) - f(S)$$

$$= f_1(S) \cdot [\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)] - f_1(S + u) \cdot [\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)]$$

$$= [\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)] \cdot [f_1(S) - f_1(S + u)]$$
Furthermore, if \( f \) is such that 
\[
|\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)| \cdot f_1(S) \cdot \left[ 1 - \left( 1 - \frac{1 - \alpha}{n} \right)^{|(S+u)\cap X|-|S\cap X|} \right]
\]
\[
= [\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)] \cdot f_1(S) \cdot \frac{(1 - \alpha) \cdot |u| \cdot |S|}{n}
\]
which is clearly a down-monotone function of \( S \) since \( f_1, f_2, f_3 \) and \( f_4 \) are non-negative down-monotone functions of \( S \).

Finally, consider an element \( u \in Y \). Since the functions \( f_1, f_2 \) and \( f_3 \) ignore such elements,
\[
f(u \mid S) = f(S + u) - f(S) = f_1(S) \cdot [\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S)]
\]
\[
- f_1(S) \cdot [\alpha \cdot f_2(S) + (1 - 2\alpha) \cdot f_3(S) \cdot f_4(S + u)]
\]
\[
= (1 - 2\alpha) \cdot f_1(S) \cdot f_3(S) \cdot f_4(S)
\]
\[
\cdot \left[ 1 - \left( 1 - \frac{\alpha(1 - 2\alpha)^{-1} - 1}{n} \right)^{|(S+u)\cap Y|-|S\cap Y|} \right]
\]
\[
= (1 - 2\alpha) \cdot f_1(S) \cdot f_3(S) \cdot f_4(S) \cdot \frac{\alpha(1 - 2\alpha)^{-1} - 1 \cdot |[u] \setminus S|}{n},
\]
which is clearly a down-monotone function of \( S \) since \( f_1, f_3 \) and \( f_4 \) are non-negative down-monotone functions of \( S \) and \( \alpha(1 - 2\alpha)^{-1} - 1 \geq 0 \).

Our next objective is to show that the set \( O \) claimed in the above intuition to be the optimal solution is indeed a feasible solution with a high value (we do not need to formally prove that it is in fact optimal).

**Observation 3** \( c(O) = 2\alpha + (1 - 2\alpha) = 1 \), and thus, \( O \) is a feasible solution. Furthermore, \( f(O) = \frac{1}{1 + 2\varepsilon} \).

**Proof** One can verify the first part of the observation by simply looking up the costs of the elements of \( O \) in the definition of the example instance. To see that the second part of the observation also holds, we note that
\[
f(O) = 1 - \left( 1 - \frac{1 - \alpha}{n} \right)^{|O\cap X|} \left[ \alpha \left( 2 - \frac{|O \cap [z_1, z_2]|}{1 + 2\varepsilon} \right) \right]
\]
\[
+ (1 - 2\alpha) \left( 1 - \frac{|O \cap \{w\}|}{1 + 2\varepsilon} \right) \left( 1 - \frac{\alpha(1 - 2\alpha)^{-1} - 1}{n} \right)^{|O\cap Y|}
\]
\[
= 1 - \alpha \left( 2 - \frac{|[z_1, z_2]|}{1 + 2\varepsilon} \right) - (1 - 2\alpha) \left( 1 - \frac{|\{w\}|}{1 + 2\varepsilon} \right)
\]
\[
= \frac{(1 + 2\varepsilon) - \alpha ([2 + 4\varepsilon] - 2) - (1 - 2\alpha) ([1 + 2\varepsilon] - 1)}{1 + 2\varepsilon}
\]
\[
\frac{1 + 2\varepsilon - \alpha \cdot 4\varepsilon - (1 - 2\alpha) \cdot 2\varepsilon}{1 + 2\varepsilon} = \frac{1}{1 + 2\varepsilon}.
\]

To complete the analysis of the example instance, we need to show that Greedy outputs a solution of a much lower value than \( f(O) \) when the value of the parameter \( \alpha \) is chosen appropriately. Since Greedy outputs the better among the best feasible singleton set and the output of Plain Greedy, we need to analyze these two options separately. The next lemma upper bounds the value of the best feasible singleton set.

**Lemma 11** The value of the best singleton set is at most \( \frac{\alpha}{1 + 2\varepsilon} \), and thus, the same is true also for the value of the best feasible singleton set.

**Proof** We need to show that \( f(\{u\}) \leq \frac{\alpha}{1 + 2\varepsilon} \) for every element \( u \in V \). We do this by considering separately every kind of element in \( V \). For \( u \in \{z_1, z_2\} \), we get

\[
\begin{align*}
  f(\{u\}) &= 1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|\{u\} \cap X|} \left[\alpha \left(2 - \frac{|\{u\} \cap \{z_1, z_2\}|}{1 + 2\varepsilon}\right)\right] \\
  &\quad+ (1 - 2\alpha) \left(1 - \frac{|\{u\} \cap \{w\}|}{1 + 2\varepsilon}\right)^{|\{u\} \cap Y|} \\
  &= 1 - \alpha \left(2 - \frac{|\{u\}|}{1 + 2\varepsilon}\right) - (1 - 2\alpha) = \frac{\alpha}{1 + 2\varepsilon}.
\end{align*}
\]

Consider now the case of \( u = w \). In this case,

\[
\begin{align*}
  f(\{w\}) &= 1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|\{w\} \cap X|} \left[\alpha \left(2 - \frac{|\{w\} \cap \{z_1, z_2\}|}{1 + 2\varepsilon}\right)\right] \\
  &\quad+ (1 - 2\alpha) \left(1 - \frac{|\{w\} \cap \{w\}|}{1 + 2\varepsilon}\right)^{|\{w\} \cap Y|} \\
  &= 1 - 2\alpha - (1 - 2\alpha) \left(1 - \frac{|\{w\}|}{1 + 2\varepsilon}\right) \\
  &= 1 - 2\alpha - \frac{1 - 2\alpha}{1 + 2\varepsilon} - \frac{2\alpha + (1 - 2\alpha)\alpha}{1 + 2\varepsilon} \\
  &= \frac{1 - 2\alpha}{1 + 2\varepsilon} \leq \frac{\alpha}{1 + 2\varepsilon},
\end{align*}
\]

where the last inequality holds since we assume \( \alpha \geq 1/3 \).

Next, consider the case of \( u \in X \). In this case,

\[
\begin{align*}
  f(\{u\}) &= 1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|\{u\} \cap X|} \left[\alpha \left(2 - \frac{|\{u\} \cap \{z_1, z_2\}|}{1 + 2\varepsilon}\right)\right] \\
  &\quad+ (1 - 2\alpha) \left(1 - \frac{|\{u\} \cap \{w\}|}{1 + 2\varepsilon}\right)^{|\{u\} \cap Y|} \\
  &= 1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|\{u\}|} \left[\alpha \cdot 2\alpha + (1 - 2\alpha)\right] = \frac{1 - \alpha}{n} \leq \frac{\alpha}{1 + 2\varepsilon}.
\end{align*}
\]
where the last inequality holds for $\varepsilon \leq 1/2$ and $n \geq 4$ since $1 - \alpha \leq 2/3 \leq 2\alpha$.

Finally, consider the case of $u \in Y$. In this case,

$$f([u]) = 1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|[u]\cap Y|} \left[\alpha \left(2 - \frac{|[u] \cap \{z_1, z_2\}|}{1 + 2\varepsilon}\right)\right]$$

$$+ (1 - 2\alpha) \left(1 - \frac{|[u] \cap \{w\}|}{1 + 2\varepsilon}\right) \left(1 - \frac{\alpha (1 - 2\alpha)^{-1} - 1}{n}\right)^{|[u]|}$$

$$= 1 - 2\alpha - (1 - 2\alpha) \left(1 - \frac{\alpha (1 - 2\alpha)^{-1} - 1}{n}\right)^{|[u]|} = \frac{\alpha - (1 - 2\alpha)}{n} \leq \frac{\alpha}{1 + 2\varepsilon},$$

where the last inequality holds for $\varepsilon \leq 1/2$ and $n \geq 2$ since $1 - 2\alpha \geq 1 - 2 \cdot 0.49 = 0.02$.

The next three claims are devoted to analyzing the value of the output of Plain Greedy given our example instance. In particular, they show that, as explained in the intuition given above, Plain Greedy outputs the set $X \cup Y$ as its solution.

**Lemma 12** Given that the set of elements selected so far by Plain Greedy is $S \subseteq X$, the next element selected by Plain Greedy is another element of $X$.

**Proof** First of all, we observe that the total cost of all the elements of $X$ together is

$$c(X) = n \cdot \frac{(1 - \alpha)(1 + \varepsilon)}{n} = (1 - \alpha)(1 + \varepsilon) \leq 1,$$

where the inequality holds for a small enough $\varepsilon$ because $\alpha \geq 1/3$. Therefore, to prove the lemma, it suffices to calculate the density of every element $u \in V \setminus S$ with respect to $S$, and show that the density of the elements of $X \setminus S$ is the largest. The density of an element $u \in X \setminus S$ is

$$\frac{f(u \mid S)}{c(u)} = \frac{\left\{1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|S| + 1} [2\alpha + (1 - 2\alpha)]\right\} - \left\{1 - (1 - \frac{1 - \alpha}{n})^{|S|} [2\alpha + (1 - 2\alpha)]\right\}}{(1 - \alpha)(1 + \varepsilon)/n}$$

$$= \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} \cdot \frac{\left\{1 - (1 - \frac{1 - \alpha}{n})\right\}}{(1 - \alpha)(1 + \varepsilon)/n} = \frac{1}{1 + \varepsilon} \cdot \left(1 - \frac{1 - \alpha}{n}\right)^{|S|}.$$

Let us now calculate the density of an element $u \in Y$ with respect to $S$.

$$\frac{f(u \mid S)}{c(u)} = \frac{\left\{1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} \left[2\alpha + (1 - 2\alpha)\left(1 - \frac{\alpha(1 - 2\alpha)^{-1} - 1}{n}\right)\right]\right\}}{(3\alpha - 1)(1 + 1.5\varepsilon)/n}$$

$$- \frac{\left\{1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} [2\alpha + (1 - 2\alpha)]\right\}}{(3\alpha - 1)(1 + 1.5\varepsilon)/n}$$
\[
\begin{align*}
&= \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} \cdot \frac{(1 - 2\alpha) \cdot [\alpha(1 - 2\alpha)^{-1} - 1]}{n} / (3\alpha - 1)(1 + 1.5\varepsilon)/n \\
&= \frac{1}{1 + 1.5\varepsilon} \cdot \left(1 - \frac{1 - \alpha}{n}\right)^{|S|},
\end{align*}
\]
which is clearly smaller than (6).

Next, the density of an element \( u \in \{z_1, z_2\} \) with respect to \( S \) is
\[
\frac{f(u | S)}{c(u)} = \frac{1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} \left[ \alpha \left(2 - \frac{1}{1 + 2\varepsilon}\right) + (1 - 2\alpha) \right]}{\alpha}
- \frac{1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} [2\alpha + (1 - 2\alpha)]}{\alpha}
= \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} \cdot \frac{\alpha / (1 + 2\varepsilon)}{1 - 2\alpha}
= \frac{1}{1 + 2\varepsilon} \cdot \left(1 - \frac{1 - \alpha}{n}\right)^{|S|},
\]
which is again clearly smaller than (6).

Finally, the density of the element \( w \) with respect to \( S \) is
\[
\frac{f(w | S)}{c(w)} = \frac{1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} \left[ 2\alpha + (1 - 2\alpha) \left(1 - \frac{1}{1 + 2\varepsilon}\right) \right]}{1 - 2\alpha}
- \frac{1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} [2\alpha + (1 - 2\alpha)]}{1 - 2\alpha}
= \left(1 - \frac{1 - \alpha}{n}\right)^{|S|} \cdot \frac{(1 - 2\alpha)/(1 + 2\varepsilon)}{1 - 2\alpha}
= \frac{1}{1 + 2\varepsilon} \cdot \left(1 - \frac{1 - \alpha}{n}\right)^{|S|},
\]
which is also smaller than (6).

\(\square\)

Lemma 13 Given that the set of elements selected so far by PLAIN GREEDY is \( X \subseteq S \subseteq X \cup Y \), the next element selected by PLAIN GREEDY is another element of \( Y \).

Proof First of all, we observe that the total cost of all the elements of \( X \cup Y \) is
\[
c(X \cup Y) = n \cdot \frac{(1 - \alpha)(1 + \varepsilon)}{n} + \frac{(3\alpha - 1)(1 + 1.5\varepsilon)}{n}
= (1 - \alpha)(1 + \varepsilon) + (3\alpha - 1)(1 + 1.5\varepsilon) = 2\alpha + \varepsilon(7\alpha - 1)/2 \leq 1,
\]
where the inequality holds for a small enough \( \varepsilon \) because \( \alpha \leq 0.49 \). Therefore, adding another element of \( Y \) to \( S \) does not violate feasibility. In contrast, for every \( i \in \{1, 2\} \),
\[
c(S + z_i) \geq c(X) + c(z_i) = n \cdot \frac{(1 - \alpha)(1 + \varepsilon)}{n} + \alpha > (1 - \alpha) + \alpha = 1,
\]
and thus, the elements $z_1$ and $z_2$ cannot be added to $S$ because of the knapsack constraint. Therefore, to prove the lemma, it suffices to calculate the density of every element $u \in V \setminus (S \cup \{z_1, z_2\})$ with respect to $S$, and show that the density of the elements of $Y \setminus S$ is the largest. The density of an element $u \in Y \setminus S$ is

$$
\frac{f(u \mid S)}{c(u)} = \frac{1 - (1 - \frac{1-\alpha}{n})^{\left|X\right|} \left[ 2\alpha + (1 - 2\alpha) \left( 1 - \frac{\alpha(1-2\alpha)^{-1}-1}{n} \right)^{|S\cap Y|+1} \right]}{(3\alpha - 1)(1 + 1.5\varepsilon)/n}
$$

(7)

Consider now the element $w$, which is the only element of $V \setminus (S \cup \{z_1, z_2\})$ which does not belong to $Y$. The density of $w$ with respect to $S$ is

$$
\frac{f(w \mid S)}{c(w)} = \frac{1 - (1 - \frac{1-\alpha}{n})^{\left|X\right|} \left[ 2\alpha + (1 - 2\alpha) \left( 1 - \frac{\alpha(1-2\alpha)^{-1}-1}{n} \right)^{|S\cap Y|} \right]}{(3\alpha - 1)(1 + 1.5\varepsilon)/n}
$$

which is clearly smaller than (7).

\[\square\]

**Corollary 3** Given our example instance, the output set of Plain Greedy is $X \cup Y$, whose value is $f(X \cup Y) \leq 1 - e^{\alpha-1} \left[ 2\alpha + (1 - 2\alpha)e^{1-\alpha(1-2\alpha)^{-1}} \right] + \frac{577}{n}$. 

\[
\text{Springer}
\]
\textbf{Proof} Lemmata 12 and 13 imply that the first 2\(n\) elements that \textsc{Plain Greedy} selects are the elements of \(X \cup Y\), whose total cost is

\[
c(X \cup Y) = n \cdot \frac{(1 - \alpha)(1 + \varepsilon)}{n} + n \cdot \frac{(3\alpha - 1)(1 + 1.5\varepsilon)}{n} = (1 - \alpha)(1 + \varepsilon) + (3\alpha - 1)(1 + 1.5\varepsilon) = 2\alpha + \varepsilon(7\alpha - 1)/2 > 2\alpha.
\]

Hence, the budget remaining at this point is less than \(1 - 2\alpha \leq \alpha\), and thus, is smaller than the cost of any one of the remaining elements of \(V\) (which are \(z_1, z_2\) and \(w\)). Therefore, \textsc{Plain Greedy} cannot further increase the solution \(X \cup Y\), and has to output it.

The value of the set \(X \cup Y\) is

\[
f(X \cup Y) = 1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|(X \cup Y) \cap X|} \left[\alpha \left(2 - \frac{|(X \cup Y) \cap \{z_1, z_2\}|}{1 + 2\varepsilon}\right) \left(1 - \frac{\alpha(1 - 2\alpha)^{-1} - 1}{n}\right)^{|(X \cup Y) \cap Y|}\right] + (1 - 2\alpha) \left(1 - \frac{|(X \cup Y) \cap \{w\}|}{1 + 2\varepsilon}\right) \left(1 - \frac{\alpha(1 - 2\alpha)^{-1} - 1}{n}\right)^{|(X \cup Y) \cap Y|}
\]

\[
= 1 - \left(1 - \frac{1 - \alpha}{n}\right)^{|X|} \left[2\alpha + (1 - 2\alpha) \left(1 - \frac{\alpha(1 - 2\alpha)^{-1} - 1}{n}\right)^{|Y|}\right] \\
\leq 1 - e^{\alpha - 1} \left(1 - \frac{1}{n}\right) \left[2\alpha + (1 - 2\alpha) e^{1 - \alpha(1 - 2\alpha)^{-1}} \left(1 - \frac{577}{n}\right)\right] \\
\leq 1 - e^{\alpha - 1} \left[2\alpha + (1 - 2\alpha) e^{1 - \alpha(1 - 2\alpha)^{-1}}\right] + \frac{577}{n},
\]

where the first inequality holds for \(n \geq 24\) since \(\alpha(1 - 2\alpha)^{-1} - 1 \leq 24\). \hfill \square

We are now ready to prove the upper bound on the approximation guarantee of \textsc{Greedy} given by Theorem 3.

\textbf{Proposition 2} The approximation ratio of \textsc{Greedy} is no better than 0.462.

\textbf{Proof} Consider our example instance with the parameter \(\alpha\) set to 0.461. By Corollary 3, given this instance \textsc{Plain Greedy} outputs the set \(X \cup Y\), whose value is

\[
f(X \cup Y) \leq 1 - e^{\alpha - 1} \left[2\alpha + (1 - 2\alpha) e^{1 - \alpha(1 - 2\alpha)^{-1}}\right] + \frac{577}{n} \leq 0.4619 \leq \frac{0.462}{1 + 2\varepsilon},
\]

where the second inequality holds for a large enough \(n\), and the last inequality holds for a small enough \(\varepsilon\). Since the value of the largest feasible singleton set is at most \(\alpha/(1 + 2\varepsilon) \leq 0.462/(1 + 2\varepsilon)\) by Lemma 11, and \textsc{Greedy} outputs either a singleton set or the output \(X \cup Y\) of \textsc{Plain Greedy}, the value of the output of \textsc{Greedy} for our example instance is at most \(0.462/(1 + 2\varepsilon)\) as well.

In contrast, by Observation 3, the set \(O\) is a feasible solution of value \(1/(1 + 2\varepsilon)\), and therefore, the approximation ratio of \textsc{Greedy} when it is given our example instance as input is no better than \(\frac{0.462/(1 + 2\varepsilon)}{1/(1 + 2\varepsilon)} = 0.462\). \hfill \square
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Appendix A: Missing Proofs of Sect. 4

In this section we give the proofs that have been omitted from Section 4.

Lemma 14  For every \( y \in [0, 1/2] \), there is a unique value \( z(y) \in [y, 1/2] \) satisfying the equation

\[
\frac{y}{z(y)} - 1 = \ln \left( \frac{z(y)}{1-y} \right).
\]

Moreover, \( z'(y) = \frac{z(y)(1-y-z(y))}{(1-y)(z(y)+y)} \), \( z(y) \) is a non-decreasing function of \( y \), and \( z(y) \geq z(0) = 1/e \).

Proof  To see that the first part of the lemma holds for \( y \in (0, 1/2) \), note that as \( z(y) \) increases from \( y \) to \( 1/2 \), the left hand side of the inequality defining \( z(y) \) continuously decreases from 0 to \( 2y-1 \), and the right hand side of this inequality continuously increases to \( \ln \left( \frac{1/2}{1-y} \right) \), which is less than 0 and at least \( -[e^{\ln(2-2y)} - 1] = -(1-2y) = 2y-1 \). To see that the first part of the lemma holds for \( y = 0 \) as well, note that by definition \( z(0) \) satisfies \(-1 = \ln(z(0)) \), and \( 1/e \in [0, 1/2] \) is the only number satisfying this equality.

Up to this point we have proved that the function \( z(y) \) is well defined. Our next objective is to show that it is also differentiable. To do that, consider the function \( G(y, z) = y/z - 1 - \ln \left( \frac{z}{1-y} \right) \) and a point \((y, z)\) obeying \( y \in [0, 1/2] \) and \( z = z(y) \). Clearly, \( G(y, z) = 0 \), and the derivative \( dG(y, z)/dz \) obeys at this point

\[
\frac{dG(y, z)}{dz} = -\frac{y}{z^2} - \frac{1/(1-y)}{z/(1-y)} = -\frac{y}{z^2} - \frac{1}{z} < 0.
\]

Hence, by the implicit function theorem, \( z(y) \) is a continuous differentiable function of \( y \) for this range of \( y \).

Given the knowledge that the derivative of \( z(y) \) exists within the range \( y \in [0, 1/2] \), we can now calculate it by taking the derivative with respect to \( y \) of both sides of the inequality defining \( z(y) \). Doing so yields

\[
\frac{z(y) - y \cdot z'(y)}{z^2(y)} = \frac{[z'(y) \cdot (1-y) + z(y)]/(1-y)^2}{z(y)/(1-y)},
\]
and solving for \( z'(y) \) gives

\[
z'(y) = \frac{z(y)(1 - y - z)}{(1 - y)(z(y) + y)} \geq 0 ,
\]

where the inequality holds since the first part of the lemma shows that \( z(y) \in (0, 1/2] \subseteq (0, 1 - y] \). Note that, since the derivative \( z'(y) \) is non-negative, we get that \( z(y) \) is a non-decreasing function, as promised.

\[\square\]

**Lemma 15**

\[
\min\{p(x) : x \in [0, 1/3]\} = \frac{3 - \ln 4}{4 - \ln 4}. 
\]

To make our calculations easier, it is useful to define \( y = \frac{x}{1 - x} \), which implies \( x = \frac{y}{1 + y} \) and \( 1 - x = \frac{1}{1 + y} \), and therefore, also

\[
p(x) = x + (1 - x) \cdot \left( 1 - z \left( \frac{x}{1 - x} \right) \right) = \frac{y}{1 + y} + \frac{1 - z(y)}{1 + y} = 1 - \frac{z(y)}{1 + y} .
\]

We denote the rightmost side of the last equality by \( q(y) \). Since \( y \) goes exactly over all the values of the range \([0, 1/2]\) when \( x \) grows from 0 to 1/3, \( \min\{p(x) : x \in [0, 1/3]\} = \min\{q(y) : y \in [0, 1/2]\} \). Thus, to prove the lemma it suffices to show that \( \min\{q(y) : y \in [0, 1/2]\} = \frac{3 - \ln 4}{4 - \ln 4} \), which we do in the rest of this proof.

Let us now use the shorthand \( z = z(y) \). Then,

\[
q'(y) = -\frac{z'(y)(1 + y) - z}{(1 + y)^2} = \frac{z - \frac{z(1 + y)(1 - y - z)}{(1 - y)(z + y)}}{(1 + y)^2}
\]

\[= \frac{z}{(1 + y)^2} \cdot \left( 1 - \frac{(1 + y)(1 - y - z)}{(1 - y)(z + y)} \right) = \frac{z}{(1 + y)^2} \cdot \left( \frac{2(z + y) - (1 + y)}{(1 - y)(z + y)} \right) = \frac{z}{(1 + y)^2(1 - y)(z + y)} \cdot (2z + y - 1) ,
\]

where the second equality follow from Lemma 4. Since Lemma 4 guarantees that \( z \geq z(0) = 1/e \), the sign of \( q'(y) \) (within the range \([0, 1/2]\)) is equal to the sign of \( 2z + y - 1 \), and the last expression is a (strictly) increasing function of \( y \) since \( z = z(y) \) is a non-decreasing function of \( y \) by Lemma 4. Hence, \( q(y) \) is a convex function within this range which takes its minimum value at the point \( y_0 \) in which \( q'(y_0) = 0 \) (assuming there is such a point). In other words, to complete the proof of the lemma it remains to show that there is a point \( y_0 \in [0, 1/2] \) obeying \( q'(y_0) = 0 \) and \( q(y_0) = \frac{3 - \ln 4}{4 - \ln 4} \).

We show that \( y_0 = \frac{1 - \ln 2}{3 - \ln 4} \in [0, 1/3] \) has the above mentioned properties. According to Lemma 4, \( z(y_0) \) is the sole value in \([y_0, 1/2] \) obeying the inequality

\[
\frac{y_0}{z(y_0)} - 1 = \ln \left( \frac{z(y_0)}{1 - y_0} \right) ,
\]
and one can verify that \( z(y_0) = (1 - y_0)/2 \in [y_0, 1/2] \) obeys this inequality. Hence,

\[
q(y_0) = 1 - \frac{z(y_0)}{1 + y_0} = 1 - \frac{(1 - y_0)/2}{1 + y_0} = 1 - \frac{1 - (1 - \ln 2)/(3 - \ln 2)}{2(1 + (1 - \ln 2)/(3 - \ln 2))} = 1 - \frac{1}{4 - 2 \ln 2} = \frac{3 - \ln 4}{4 - \ln 4}
\]

and

\[
q'(y_0) = -\frac{z(y_0)}{(1 + y_0)^2(1 - y_0)(z(y_0) + y_0)} \cdot (2z(y_0) + y_0 - 1) = 0
\]

\( \square \)

**Appendix B: Code**

This appendix includes the code used to get a lower bound on the expression

\[
\min \left\{ \rho, \min_{(\tilde{c}(r), \tilde{c}(r')) \in \mathcal{E}(\delta)} m(\rho, \tilde{c}(r), \tilde{c}(r'), \delta^{-1}) \right\}
\]

mentioned in Proposition 1. This code consists of two parts. The first part, given in Sect. 1, describes a structure used to represent non-negative rational numbers. The second part, given in Sect. 1, describes the main program, which uses the structure defined by the first part.

**B.1 Structure Representing a Non-negative Rational Number**

In this section we describe an immutable structure used to represent a non-negative rational number. The public member functions of this structure support various operations on such numbers. Some of these operations return the output one would expect, while others return a lower bound on this output. Member functions of the last kind are denoted by the prefix LB.
Public Structure RationalNumber

' Mask having a one only in the most significant bit.
Private Const MSBMask As ULong = (1UL << 63)

' The numerator and denominator of the rational number. An
' invariant of the structure is that the denominator is non-zero.
Private ReadOnly Numerator As UInteger
Private ReadOnly Denominator As UInteger

' This constructor initializes a rational number equal to a given
' integral number.
Public Sub New(IntegralNumber As UInteger)
    Me.Numerator = IntegralNumber
    Me.Denominator = 1
End Sub

' This constructor initializes a rational number by specifying the
' numerator and denominator.
Public Sub New(Numerator As UInteger, Denominator As UInteger)
    If Denominator = 0 Then Throw New DivideByZeroException(
        "The denominator of a rational number cannot be 0."
    )
    Me.Numerator = Numerator
    Me.Denominator = Denominator
End Sub

' This function calculates the GCD of two numbers, at least one of
' which is non-zero, using Euclid’s algorithm.
Private Shared Function GCD(a As ULong, b As ULong) As ULong
    If b = 0 Then
        Return a
    ElseIf b > a Then
        Return GCD(b, a)
    Else
        Return GCD(b, a Mod b)
    End If
End Function

' This function returns the 0-based index of the most significant
' one bit in the given number.
Private Shared Function GetMSBIndex(Number As ULong) As Integer
    Dim Output As Integer = 0
    Do While Number > 0
        Output += 1
        Number >>= 1
    Loop
    Return Output
End Function

' This function returns a lower bound on the product of a rational
' number and an integer.
Public Shared Function LBMultiplication(Number1 As RationalNumber,
                                        Number2 As UInteger) As RationalNumber
    Return LBMultiplication(Number1, New RationalNumber(Number2))
End Function

' This function returns a lower bound on the product of two
Public Shared Function LBMultiplication(Number1 As RationalNumber, Number2 As RationalNumber) As RationalNumber
' Calculate the exact multiplication
Dim LongNumerator As ULong = CULng(Number1.Numerator) * CULng(Number2.Numerator)
Dim LongDenominator As ULong = CULng(Number1.Denominator) * CULng(Number2.Denominator)

' Reduce the fraction as much as possible
Dim GCDValue As ULong = GCD(LongNumerator, LongDenominator)
LongNumerator \= GCDValue
LongDenominator \= GCDValue

' Force the numerator and denominator into 32 bits (even if this results in lossing some value). The variable DecreaseBy contains the number of bits that should be removed.
Dim DecreaseBy As Integer = Math.Max(0, GetMSBIndex(Math.Max(LongNumerator, LongDenominator)) - 31)
Dim Numerator As UInteger = CUInt(LongNumerator >> DecreaseBy)
Dim Denominator As UInteger = CUInt(LongDenominator >> DecreaseBy)
If DecreaseBy > 0 AndAlso (LongDenominator << (64 - DecreaseBy)) > 0 Then ' When the condition of the last If holds, we need to increase the denominator by 1 to compensate for the bits lost. However, in a rare case this might result in an overflow, and thus, might require the removal of one more bit from the precision.
    If Denominator = UInteger.MaxValue Then
        Numerator >>= 1
        Denominator >>= 1
    End If
    Denominator += 1UI
End If

Return New RationalNumber(Numerator, Denominator)
End Function

Public Shared Function LBDivision(Dividend As RationalNumber, Divisor As UInteger) As RationalNumber
    Return LBMultiplication(Dividend, New RationalNumber(1, Divisor))
End Function

Public Shared Function LBAddition(Number1 As RationalNumber, Number2 As RationalNumber)
' Make the denominator common
Dim DenominatorsGCD As ULong = GCD(Number1.Denominator, Number2.Denominator)
Dim LongNumerator1 As ULong = CULng(Number1.Numerator) _
    * CULng(Number2.Denominator) \ DenominatorsGCD
Dim LongNumerator2 As ULong = CULng(Number2.Numerator) _
    * CULng(Number1.Denominator) \ DenominatorsGCD

Return New RationalNumber(LongNumerator1, LongNumerator2 / DenominatorsGCD)
End Function
Dim LongDenominator As ULong = CULng(Number1.Denominator) * CULng(Number2.Denominator) \ DenominatorsGCD

' Reduce precision by 1 bit if the most significant bit of 
' either numerator is 1 to avoid overflowing.
If (LongNumerator1 And MSBMask) > 0 OrElse (LongNumerator2 And MSBMask) > 0 Then
    LongNumerator1 >>= 1
    LongNumerator2 >>= 1
    If (LongDenominator And 1UL) = 0 Then
    LongDenominator >>= 1
    Else
    LongDenominator = (LongDenominator >> 1) + 1UI
    End If
End If

' Do the addition itself
Dim LongResultNumerator As ULong = LongNumerator1 + LongNumerator2

' Reduce the fraction as much as possible
Dim ReductionGCD As ULong = GCD(LongResultNumerator, LongDenominator)
LongResultNumerator \= ReductionGCD
LongDenominator \= ReductionGCD

' Force the numerator and denominator into 32 bits (even if 
' this results in losing some value). The variable DecreaseBy 
' contains the number of bits that should be removed.
Dim DecreaseBy As Integer = Math.Max(0, GetMSBIndex(Math.Max(LongResultNumerator, LongDenominator)) - 31)
Dim ResultNumerator As UInteger = CUInt(LongResultNumerator >> DecreaseBy)
Dim Denominator As UInteger = CUInt(LongDenominator >> DecreaseBy)
If DecreaseBy > 0 AndAlso (LongDenominator << (64 - DecreaseBy)) > 0 Then
    ' When the condition of the last If holds, we need to increase 
    ' the denominator by 1 to compensate for the bits lost. However, 
    ' in a rare case this might result in an overflow, and thus, 
    ' might require the removal of one more bit from the precision.
    If Denominator = UInteger.MaxValue Then
        ResultNumerator >>= 1
        Denominator >>= 1
    End If
    Denominator += 1UI
End If

' Return the rational number obtained
Return New RationalNumber(ResultNumerator, Denominator)

End Function

' This function gets two rational numbers and returns their 
' maximum.
Public Shared Function Max(Number1 As RationalNumber, Number2 As RationalNumber) As RationalNumber
Dim Numerator1TimesDenominator2 As ULong = CULng(Number1.Numerator) * CULng(Number2.Denominator)
Dim Numerator2TimesDenominator1 As ULong =
CULng(Number1.Denominator) * CULng(Number2.Numerator)
If Numerator1TimesDenominator2 > Numerator2TimesDenominator1 Then
   Return Number1
Else
   Return Number2
End If
End Function

' This function gets two rational numbers and returns their minimum.
Public Shared Function Min(Number1 As RationalNumber, Number2 As RationalNumber) As RationalNumber
   Dim Numerator1TimesDenominator2 As ULong = CULng(Number1.Numerator) * CULng(Number2.Denominator)
   Dim Numerator2TimesDenominator1 As ULong = CULng(Number1.Denominator) * CULng(Number2.Numerator)
   If Numerator1TimesDenominator2 < Numerator2TimesDenominator1 Then
      Return Number1
   Else
      Return Number2
   End If
End Function

' This function returns a string representation of a lower bound on the number represented by the structure.
Public Overrides Function ToString() As String
   ' Initialize the output to contain the integral part of the number.
   Dim Output As New System.Text.StringBuilder((Numerator \ Denominator).ToString)
   ' Produce a decimal dot if there is a remainder
   Dim Remainder As ULong = Numerator Mod Denominator
   If Remainder > 0 Then Output.Append(“.”c)
   ' Produce up to 7 digits of the fractional part
   For i As Integer = 1 To 7
      If Remainder = 0 Then Exit For
      Remainder *= 10UL
      Output.Append(Remainder \ Denominator)
      Remainder = Remainder Mod Denominator
   Next i
   ' Return the constructed output
   Return Output.ToString
End Function

End Structure

B.2 Main Program

In this section we give the main program used to evaluate the expression given in Proposition 1. This program uses the structure defined in Section 1.
Module MainProgram

' The value of $\delta^{-1}$.
Private Const OneOverDelta As UInteger = 1000

' The value of $\rho / \delta$.
Private Const RhoOverDelta As UInteger = 427

' This function gets $\tilde{c}(r) / \delta$ and $\tilde{c}(r') / \delta$, and then returns a lower bound for $m(\delta^{-1})$.
Private Function CalculateMOneOverDelta(CrOverDelta As UInteger, CrPrimeOverDelta As UInteger) As RationalNumber

' The following three rational values are used often in the calculations below.
Static One As New RationalNumber(1)
Static OneMinusRho As New RationalNumber(OneOverDelta - RhoOverDelta, OneOverDelta)
Static OneMinusTwoRho As New RationalNumber(OneOverDelta - 2 * RhoOverDelta, OneOverDelta)

' A lower bound on the value of $m(i)$ corresponding to the current $i$
Dim m As New RationalNumber(0)

' Calculate a lower bound on $m(i)$ for each $i$ in 1 to $\delta^{-1}$.
For i As Integer = 1 To OneOverDelta

' Calculate the bound in the first row in the definition of $m(i)$. Note that (1) compared to the paper, we divide both the numerator and denominator by $\delta$, and (2) if the condition of the row evaluates to false, the variable FirstBound simply gets the bound from the fourth row of the definition.
Dim FirstBound As RationalNumber = m
If i <= OneOverDelta - CrOverDelta - 1 Then
    FirstBound = RationalNumber.LBDivision(RationalNumber.LBAddition(RationalNumber.LBMultiplication(m, OneOverDelta), One), OneOverDelta + 1UI)
End If

' Calculate the bound in the second row in the definition of $m(i)$. The two remarks regarding the first row apply to this calculation as well.
Dim SecondBound As RationalNumber = m
If i <= OneOverDelta - CrPrimeOverDelta - 1 Then
    SecondBound = RationalNumber.LBDivision(RationalNumber.LBAddition(RationalNumber.LBMultiplication(m, OneOverDelta - CrPrimeOverDelta), OneMinusRho), OneOverDelta - CrPrimeOverDelta + 1UI)
End If

' Calculate the bound in the third row in the definition of $m(i)$. The two remarks regarding the first row apply to this calculation as well.
Dim ThirdBound As RationalNumber = m
If i <= CrOverDelta + CrPrimeOverDelta Then
    ThirdBound = RationalNumber.LBDivision(RationalNumber.LBAddition(RationalNumber.LBMultiplication(m, OneOverDelta - CrOverDelta), One)), OneOverDelta - CrPrimeOverDelta, OneOverDelta + 1UI)
OneMinusTwoRho),
OneOverDelta = CrOverDelta = CrPrimeOverDelta + 1UI)

End If

' The lower bound we obtain on the value of \( m(i) \) is the maximum
' between the three above bounds and the lower bound we already
' have on \( m(i - 1) \).
m = RationalNumber.Max(m, RationalNumber.Max(FirstBound,
                      RationalNumber.Max(SecondBound, ThirdBound)))

Next i

Return m
End Function

Sub Main()
' The minimum lower bound for \( m(\delta^{i-1}) \) obtained for any
' choice of \( \tilde{c}(r) \) and \( \tilde{c}(r') \).
Dim MinimumM As RationalNumber = New RationalNumber(1)

' Iterate over all the pairs of values for \( \tilde{c}(r) \) and \( \tilde{c}(r') \) in \( \mathcal{C}(\delta) \), calculate \( m(\delta^{i-1}) \)
' for each pair and update MinimumM accordingly.
For CrOverDelta As UInteger = 0 To OneOverDelta - 1
For CrPrimeOverDelta As UInteger = 0 To Math.Min(CrOverDelta, OneOverDelta = CrOverDelta - 1UI)
   Dim LowerBoundOnMOneOverDelta As RationalNumber = CalculateMOneOverDelta(CrOverDelta, CrPrimeOverDelta)
   MinimumM = RationalNumber.Min(MinimumM, LowerBoundOnMOneOverDelta)
Next CrPrimeOverDelta
Next CrOverDelta

' Output the guarantee we have got on the approximation ratio of
' Greedy.
Call Console.WriteLine("The lowest lower bound on " +
                   "m(\delta^{i-1})\" obtained for any guess of " +
                   "\tilde{c}(r)\" and \( \tilde{c}(r') \) was \( 0 \).", MinimumM)
Call Console.WriteLine("Thus, the approximation ratio of " +
                    "Greedy is at least the minimum between this value " +
                    "and \( \rho \), i.e., \( 0 \).\". RationalNumber.Min(MinimumM,
          New RationalNumber(RhoOverDelta, OneOverDelta)))

End Sub

End Module
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