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Abstract—With the deep integration between the unmanned aerial vehicle (UAV) and wireless communication, UAV-based air-to-ground (AG) propagation channels need more detailed descriptions and accurate models. In this paper, we aim to perform cluster-based characterization and modeling for AG channels. To our best knowledge, this is the first study that concentrates on the clustering and tracking of multipath components (MPCs) for time-varying AG channels. Based on measurement data at 6.5 GHz with 500 MHz of bandwidth, we first estimate potential MPCs utilizing the space-alternating generalized expectation-maximization (SAGE) algorithm. Then, we cluster the extracted MPCs considering their static and dynamic characteristics by employing K-Power-Means (KPM) algorithm under multipath component distance (MCD) measure. For characterizing time-variant clusters, we exploit a clustering-based tracking (CBT) method, which efficiently quantifies the survival lengths of clusters. Ultimately, we establish a cluster-based channel model, and validations illustrate the accuracy of the proposed model. This work not only promotes a better understanding of AG propagation channels but also provides a general cluster-based AG channel model with certain extensibility.
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I. INTRODUCTION

WITH the evolution of the next-generation communication system, non-terrestrial networks (NTNs) have received many interests. Compared to terrestrial communications, such as cellular and vehicular ones, unmanned aerial vehicle (UAV)-empowered aerial communications are becoming more and more popular, thanks to their potentials in broad coverage and easy-to-deployment [1]. In the emerging communication, the UAV is not only a user of cellular systems but also acts as an aerial base station (ABS) with high flexibility. For example, UAVs utilized as ABSs have been implemented by Huawei [2], Nokia [3], and AT&T [4]. In practice, tethered or non-tethered drones equipped with remote radio units (RRUs) of base stations provide temporary or enhanced connectivity to the ground user in emergency or hot-spot scenarios.

For the optimal design and performance of any UAV-based air-to-ground (AG) communication system, the better understanding and accurate modeling of corresponding AG propagation channels are indispensable. However, prior works mainly focus on narrowband channel characteristics and models. For instance, multi-frequency UAV channel measurements were conducted in a campus environment [5], [6]. The AG channels at L-band and C-band were comprehensively measured and modeled for different environments such as over-water, built-up, and hilly areas [7]–[9]. It is acknowledged that the large-scale channel characteristics such as path loss, shadowing, and fading margins are helpful for the preliminary deployment of AG communication systems. However, for a meticulous design such as the symbol length, multipath propagation may lead to adverse effects such as intersymbol interference (ISI) owing to the delay dispersion. Hence, the effort on multipath effects of wideband AG channels is urgently required [10]. Generally, multipath channels can be interpreted in two different ways: one is the channel transfer function (CTF), and the other is the channel impulse response (CIR). Nonetheless, these two interpretations are equivalent by performing Fourier transformation between delay and frequency domain [11]. In this paper, our objective is to accurately and efficiently model the CIRs of time-varying AG channels by considering the clustering and tracking of multipath components (MPCs).

It is vital to elucidate our motivation for clustering and tracking of MPCs for wideband AG channels. It makes no doubt that it can achieve the highest accuracy to calculate channel parameters with all extracted individual MPCs. However, it is highly complicated and has a limited intuitive description of channel behavior. Comparatively, in the clustering and tracking, we use parameterized formulas to illustrate the propagation behaviors, which can not only reduce the processing complexity but also provide a better understanding of wireless channels [12]. In addition to the complexity, the clustering and tracking processes conform with the corresponding physical observations. For instance, some MPCs coming from the same scatterer may form a cluster, and the MPC cluster will appear or disappear with the mobility of the transceiver, which is the essence of the tracking process [13]. Besides, the clustering focuses on the delay similarity in a specific distance, whereas the tracking process emphasizes the distance continuity and delay similarity. Thus, the clustering and tracking completely capture the static and...
dynamic characteristics of MPCs in time-varying channels, which motivates us from a technical perspective.

Retrospectively speaking, the cluster-based channel modeling originates from [14] and is further developed as Saleh-Valenzuela (SV) model [15], in which the first rays of clusters and sub-rays in a cluster are modeled as Poisson arrival processes with fixed rates. At present, cluster-based channel models have been widely adopted in the standard models such as COST 2100 [16], 3GPP Spatial Channel Model [17], and WINNER II [18]. Unfortunately, current cluster-based channel models focus primarily on conventional channels such as vehicular channels [19]–[21], which are quite different from aerial channels. As an example, ground vehicles generally move in a linear trajectory and with fixed height, however, the trajectories and heights of aerial vehicles are highly varying in the three-dimensional (3D) space, which leads to a large discrepancy in the characteristics of MPCs, such as the number, power, existence time, and so on [22].

The popular methods of clustering from machine learning algorithms that concentrate more on the data feature such as degrees of separation and compactness, include Kernel-Power-Density (KPD) [12], K-Power-Means (KPM) [23], and K-Means (KM) [24]. These methods have been widely used in vehicle-to-vehicle (V2V), massive Multi-Input Multi-Output (mMIMO), and outdoor-to-indoor (O2I) scenarios. However, the clustering work regarding with UAV-based AG channel is still in its infancy. Fortunately, the tracking of MPCs for time-varying AG channels was studied in [25] by employing an improved multipath component distance (MCD) algorithm. The birth-and-death process of MPC is defined as trajectory of MPC [26], where the trajectory length represents the survival time of specific MPC, which well describes the time-evolved characteristics of MPCs. However, the clustering of MPC is still absent [25]. This paper is the first work that focuses on the clustering and tracking of MPCs for UAV-based time-varying AG channels, which aims to fill existing gaps. The main contributions are summarized as follows.

- We analyze the static and dynamic characteristics of MPCs for time-varying AG channels, including the extraction, clustering, and tracking of MPCs, which provides a better understanding of AG multipath channels.
- Inter-cluster and intra-cluster characteristics are thoroughly analyzed, including the number of clusters, the power decay function, and the cluster delay modeling, which facilitates assembling the cluster-based channel model.
- A clustering-based tracking method is firstly proposed based on weighted 3D Euclidean distance, which efficiently describes the time-variant characteristics of clusters under the survival length measure.
- We validate the proposed cluster-based model by comparing measured and simulated channel parameters. Moreover, we generate the clustered delay line (CDL) model of the UAV-based AG scenario to fill the gap of the 3GPP channel model.

The remainder of this paper is organized as follows. Section II introduces measurement data collection and initially refines the obtained data. Cluster-based channel characterization and modeling are performed in section III. Then, we summarize the procedure of model implementation and validate the proposed channel model in section IV. At last, the discussion and conclusion are drawn in sections V and VI, respectively.

II. DATA COLLECTION AND PRELIMINARY PROCESSING

In this section, we will briefly introduce the channel measurement campaign conducted in a campus environment at the Technical University of Madrid, Spain. Then, the preliminary processing of the obtained CIRs will be launched, where the potential MPCs will be extracted by the space-alternating generalized expectation-maximization (SAGE) algorithm.

A. Measurement Campaign

The AG channel measurements were carried out with commercial ultra-wideband (UWB) modules and DJI UAV, with a central operating frequency \( f_c = 6.5 \text{ GHz} \) and a bandwidth of 500 MHz [27]. The large bandwidth enables to increase the delay resolution so that the most MPCs can be captured. Measurements were conducted in a campus environment that can be regarded as a typical suburban environment according to the density and average height (15 m) of surrounding buildings. As shown in Fig. 1, we illustrate the location of the receiver (Rx) and the trajectory of the UAV equipped with a transmitter (Tx). The Rx was placed around 0.5 m above the ground level. The UAV flew away from the Rx, with the 3D link distance ranging from 10 m to 50 m. We identify the visible region determined by the maximum detectable delay (\( \tau_{\text{max}} = 550 \text{ ns} \)). More physically, we also mark the scatterer groups that may be the sources of clusters, where scatterers are mainly composed of buildings (S1, S2, S4, and S5) and large containers (S3). Notably, the antenna patterns of transceivers are approximately omnidirectional. More measurement details can refer to our previous work [28].

B. MPC Estimation

Instantaneous power delay profiles (PDPs) can be obtained by the measured CIRs, which are given by \( P(t, \tau) = |h(t, \tau)|^2 \).
Notably, $N$ discrete successive snapshots were stored, and represent the temporal continuity ($t = i\Delta t, i \in \{1, 2, ..., N\}$). Besides, the transmitted signal is a continuous wave with power of $-17$ dBm, and the Rx sensitivity is $-98$ dBm, which results in a dynamic range of $81$ dB. For the preliminary processing, we normalize the power for convenience and keep it ranging from 0 to -30 dB, which indicates that MPCs with power smaller $10^3$ times than the strongest component are preserved. As shown in Fig. 2(a), we can observe the apparent MPCs in measured PDPs. However, for clustering, it is necessary to extract individual MPCs with power and delay information.

For the estimation of MPC, several high-resolution extraction algorithms are widely used, where we use the SAGE algorithm that is verified high accuracy [23], [29], [30]. More details of the SAGE algorithm can be found in [31]. Note that since we employed a single antenna for both Tx and Rx, the angular information of MPC is absent from measurements. Hence, the parameter set of estimated MPCs is denoted as $\Omega = [\alpha_l(i), \tau_l(i)]$ representing the complex amplitude and delay of the $l$th path in the $i$th snapshot, respectively. The instantaneous power can be obtained by $P_l = |\alpha_l|^2$. For the initialization of SAGE, we define the number of MPCs as 50, which resides in a reasonable range according to prior works [32]. As shown in Fig. 2(b), we plot the extracted MPCs. Comparing with Fig. 2(a), it shows that the visually observed potential MPCs are efficiently extracted.

### III. CLUSTER-BASED CHARACTERIZATION AND MODELING

In this section, we will systematically illustrate the methodology of cluster-based channel modeling and characterization. We will first introduce the clustering method and determine the optimal number of clusters. Then, we will comprehensively investigate the intra-cluster and inter-cluster characteristics. Moreover, the corresponding models in terms of delay, power, number, and birth-and-death of clusters will be proposed to compose the complete cluster-based models of AG channels.

#### A. Time-Varying Channel Description

In order to describe the time-varying channel, the general representation of cluster-based CIR is given by [33]

$$h(t, \tau) = \sum_{k=1}^{K} \sum_{l=1}^{L} \alpha_{k,l} e^{-j\phi_{k,l}} \delta(t - \tau_k - \tau_{k,l}),$$  \hspace{1cm} (1)

where $K$ and $L$ are the numbers of clusters and rays in a cluster, respectively. In particular, $\tau_k$ is the delay of the $k$-th cluster, and $\tau_{k,l}$ is the delay of the $l$-th path in the $k$-th cluster. Finally, $\delta(\cdot)$ is the Dirac delta function, and $\phi_{k,l}$ is the phase of MPC that is assumed to be described by statistically independent random variables uniformly distributed over $(0, 2\pi)$. We herein focus on each individual MPCs and aim to cluster and track them in a proper way. Therefore, the main focus resides on modeling the clustered MPC power and delay, i.e., $\{\alpha_{k,l}, \tau_{k,l}\}$.

### B. K-Power-Means Clustering

The KPM [34] is an evolved algorithm of the KM method [35], incorporating the MPC power as the weight. To employ the KPM algorithm, the distance between MPCs, namely, MCD, is firstly calculated in the delay domain, given by

$$MCD_{\tau_i, \tau_j} = \zeta \frac{|\tau_i - \tau_j|}{\Delta \tau_{\text{max}}} \frac{\tau_{\text{std}}}{\Delta \tau_{\text{max}}},$$  \hspace{1cm} (2)

where $\Delta \tau_{\text{max}}$ and $\tau_{\text{std}}$ are the maximum difference and the standard deviation of the MPC delays, respectively. $\zeta$ represents the delay scaling factor, which is chosen as 1. Here we denote $x = \{\tau_1, \tau_2, ..., \tau_L\}$. The concrete steps of KPM are as follows.

1) Randomly choose $K$ initial centroid positions, denoted as $c^{(0)}_1, ..., c^{(0)}_K$.

2) Assign MPCs to cluster centroids and store indices,

$$I_j^{(e)} = \arg\min_{l} \{P_l \cdot \text{MCD}_{\tau_i, c^{(e-1)}_l}\},$$  \hspace{1cm} (3)

where $(e)$ represents the $e$-th iteration.

3) Update the cluster centroids and denote

$$c^{(e+1)}_k = \frac{\sum_{x \in \chi} I_j^{(e)} = e} {\sum_{x} I_j^{(e)} = e} P_l.$$

4) Return clusters if $c^{(e+1)}_k = c^{(e)}_k$. Otherwise, repeat steps 2 and 3 until the convergence is achieved.
Euclidean distance defined as \( D_{ij} = \sqrt{(\tau_i - \tau_j)^2 + (P_i - P_j)^2} \). Results show that employing the KPM algorithm can obtain clusters with successive delays, which means no overlap between clusters in the delay domain. However, several overlaps that we marked in Fig. 3 exist under the KM clustering. Thus, for better descriptions of cluster delay and associated power decay function, we utilize the KPM algorithm in the sequel.

### C. Number of Cluster

Note that the number of clusters requires being predefined in the KPM method. Moreover, we need to determine the optimal number for a better clustering performance. Generally, several measures can be used to assess the clustering performance, and thus to find the optimal number, such as Silhouette and Davies-Bouldin (DB) indices. Hereupon, we show the calculation of the DB index as an example, where the compactness \( S_k \) is calculated by

\[
S_k = \frac{1}{L_k} \sum_{i=1}^{L_k} \text{MCD}(x_i, c_k).
\]

The separation between two centroids \( i \) and \( j \) is given by \( d_{ij} = \text{MCD}(c_i, c_j) \). Consequently, the DB index is given by

\[
\text{DB}(K) = \frac{1}{K} \sum_{i=1}^{K} R_i,
\]

with

\[
R_i = \max_{j=1,...,K, j \neq i} \frac{S_i + S_j}{d_{ij}}.
\]

Thus, the optimal number of clusters can be determined by

\[
K_{\text{opt}} = \arg \max_K \{\text{DB}(K)\}.
\]

First of all, a reasonable range of cluster numbers can be obtained by clustering trials. As shown in Fig. 4, we illustrate the clustering results based on KPM with different predefined \( K \). It is clearly shown that for \( K = 4 \) and \( K = 10 \), the results lead to under-clustering and over-clustering, respectively. It can be deduced that \( [K_{\text{min}}, K_{\text{max}}] \) can be \( [4, 10] \) for the collected data in the paper. In particular, the clustering under \( K = 6 \) is more reasonable based on visual observation. For more physical validations, we can first revisit the measurement environment. As shown in Fig. 1, we can observe several scatterer groups in the visible region, which may be sources of cluster formation. According to five possible groups, we can induce that the number of clusters may range from 5 to 7, considering other potential clusters.

Mathematically, we then calculate the DB index for different \( K \) clusters ranging from 4 to 10, compared to another evaluation method. The results in Fig. 5 suggest that the optimal number of clusters is 5 by employing the DB index, while it becomes 6 under the Silhouette index. Both validations confirm our deduction from the physical perspective. Accordingly, for the whole snapshots, it can be found that the average optimal number of clusters is 5.19 and 6.61 obtained by the DB and Silhouette methods, respectively.

### D. Intra-Cluster Characterization

#### 1) Rectangle Characterization

For the quantified representation of intra-cluster characteristics, we propose a heuristic characterization method. As shown in Fig. 6 we introduce rectangles to geometrically characterize clusters, where the rectangle can be determined by four parameters, i.e., \( \tau_{kj}^{\max}, \tau_{kj}^{\min} \), \( P_{kj}^{\max}, P_{kj}^{\min} \), \( R_{kj}^{\max}, R_{kj}^{\min} \).
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Fig. 6. An illustration of the rectangle characterization method.
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Fig. 8. CDF of delay offset with Laplace fitting $L(0, 9.243)$.

$W(25.75, 1.46)$. Moreover, it is important for the cluster-based model to determine the reasonable range of generated delay and power. For instance, for a given $L_k$, we can determine the range of delay with $\tau_{k,\min} = \sqrt{(A_k L_k)/\bar{d}_k}$.

2) Cluster Delay Spread and Rician $K$-Factor: Rician $K$-factor (KF) and root-mean-square (RMS) delay spread for intra-cluster are investigated herein. The cluster $K$-factor is defined as the power ratio between the strongest MPC and the summation of remaining MPCs in the cluster, given by

$$K_{F_k}[dB] = 10 \log_{10} \frac{\max (\bar{d}^2_{k,l})}{\sum_{l=1}^{L_k} (\bar{d}^2_{k,l} - \max (\bar{d}^2_{k,l})).} \quad (11)$$

The RMS delay spread describes the dispersion of multipath channels, defined as the square root of the second central moment of PDPs. Specifically, the cluster RMS delay spread can be calculated by

$$\sigma_{\tau_l} = \sqrt{\frac{\sum_{l=1}^{L_k} (\tau_{k,l} - \bar{\tau})^2 \bar{d}_{k,l}^2}{\sum_{l=1}^{L_k} \bar{d}_{k,l}^2}}, \quad (12)$$

where the power-weighted average delay is

$$\bar{\tau} = \frac{\sum_{l=1}^{L_k} \tau_{k,l}^2 \bar{d}_{k,l}^2}{\sum_{l=1}^{L_k} \bar{d}_{k,l}^2}. \quad (13)$$

We show the probability density functions (PDFs) of the cluster RMS delay spread and $K$-factor in Fig. 7. Notably, all the PDFs and cumulative distribution functions (CDFs) are carefully checked by the Kolmogorov-Smirnov (KS) test and shown to be the best fit among popular distributions such as Normal, log-normal, Rician, Rayleigh, Weibull, and Exponential distributions, etc. Subsequent fits in the sequel are also verified in the same way. It is found that the cluster RMS delay spread follows the log-normal distribution, which is expressed as $\ln \sigma_{\tau} \sim N(1.87, 0.88)$. In addition, cluster $K$-factor follows the Gaussian distribution $K_c \sim N(-8.68, 5.09)$. The small $K$-factors further confirm that the MPC power in a cluster presents the Rayleigh distributed characteristic, which can be well explained by the nature of clustering that concentrates on power and delay similarities, without a dominant component. Worth noting that the corresponding parameters are summarized in Table I.
As shown in Fig. 9(a), we observe that the single exponential fitting fails to describe the delay-index relation for a small index. Thus, we employ a double exponential fitting that is capable of well describing the relationship, which can be expressed as

$$\tau_k = 29.38 \exp(0.182(k-1)) + 0.0113 \exp(1.106(k-1)). \quad (14)$$

With the empirical result, we can generate cluster delay for a given number of clusters. Then, we illustrate the relationship between cluster delay and power, as shown in Fig. 9(b). In the SV model, a single exponential form represents the relation. However, we found that the single exponential fitting of cluster delay and power appears a vast divergence from the actual situation. Thus, we employ a double exponential fitting, which results in a considerable agreement with empirical data. Specifically, the expression is given by

$$P_k = 100.9 \exp(-0.07998\tau_k) - 23.3 \exp(0.00015\tau_k). \quad (15)$$

With generated cluster delay, we can determine the cluster power with this expression. Subsequently, the intercept $b_k$ can be determined by $b_k = P_k + a_k\tau_k$, which can be further used to generate the power of sub-path in a cluster.

2) *Clustering-based Tracking Method:* In the prior tracking method, a series of successive clusters with intervals of dozens of wavelengths make up a trajectory [39]. However, the trajectory will be interrupted when the distance between neighboring clusters is beyond the given threshold. Accordingly, a new trajectory needs to be shaped. This method focuses on the short-term tracking that only considers adjacent clusters in a very short distance, which may lead to over-tracking and need too many trajectories. To compensate for the lack, we consider that distant clusters can also constitute a trajectory if they have similar delay and power. In this regard, we develop a long-term tracking method, taking the joint delay and power similarities of clusters into consideration.

We denote $A_{n,1}$, $A_{n,2}$, ..., $A_{n,c_n}$ and $A_{m,1}$, $A_{m,2}$, ..., $A_{m,c_m}$ as clusters in $n$- and $m$-th snapshots, respectively. $c_n$ and $c_m$ represent the number of clusters, which are determined by the DB test. Specifically, we aim to associate all similar clusters for the whole snapshots. Notably, the difference between our

---

**TABLE I**

| Cluster-based Model Parameters | Notation | Value |
|--------------------------------|----------|-------|
| Cluster number                | $N_c$    | Silhouette |
| DB                             | $\mu_2=6.61$, $\sigma_2=2.01$ |
| Cluster survival length        | $s_{CL}$ [m] | $\mu=5.19$, $\sigma_1=1.46$ |
| Occurrence probability of clusters | $P_{oc}$ k ≤ 4 | $p=7.11$, $q=1.47$ |
| 4 < $k$ ≤ 10                  |           | -0.115k+1.361 |

---

**Fig. 9.** Inter-cluster modeling: (a) delay vs. index, (b) power vs. delay.

3) *Intra-Cluster Delay Offset:* For generating the MPC delays in a cluster, it is necessary to characterize the intra-cluster delay offset. We denote the delay offset as $\tau_{cl}$, that can be calculated by $\tau_{k,l} - \bar{\tau}_{k,l}$, where $\bar{\tau}_{k,l}$ represents the cluster delay that is an average of all MPC delays in a cluster. As shown in Fig. 8 we show the CDF of $\tau_{cl}$ and corresponding fit. It is found that the Laplace distribution can perfectly match the empirical data. In fact, the Laplace distribution is widely used in describing both the delay and angle offsets in cluster-based channel model [38]. The obtained parameter can be used for generating MPC delays in the stochastic channel model.

---

**E. Inter-Cluster Characteristics**

The inter-cluster characterizations mainly include the number of clusters, the birth-and-death characteristics of clusters, the power decay and delay modeling of inter-clusters, and the occurrence probability of clusters. We have investigated the optimal number of clusters through two different test methods in the prior section. Therefore, we herein will focus on the remaining parameters, highlighting the tracking process.

1) *Power and Delay Modeling of Inter-Cluster:* Based on the clustering results, we obtain the average delay and power of clusters, denoted as $\tau_k$ and $P_k$, respectively, where $\tau_k = \bar{\tau}_{k,l}$ and $P_k = \bar{P}_{k,l}$. We first model the relationship between the cluster delay and its index, which facilitates generating delay with the given number of clusters. As shown in Fig. 9(a), it is found that a single exponential fitting fails to describe the delay-index relation for a small index. Thus, we employ a double exponential fitting that is capable of well describing the relationship, which can be expressed as

$$\tau_k = 29.38 \exp(0.182(k-1)) + 0.0113 \exp(1.106(k-1)). \quad (14)$$

With the empirical result, we can generate cluster delay for a given number of clusters. Then, we illustrate the relationship between cluster delay and power, as shown in Fig. 9(b). In the SV model, a single exponential form represents the relation. However, we found that the single exponential fitting of cluster delay and power appears a vast divergence from the actual situation. Thus, we employ a double exponential fitting, which results in a considerable agreement with empirical data. Specifically, the expression is given by

$$P_k = 100.9 \exp(-0.07998\tau_k) - 23.3 \exp(0.00015\tau_k). \quad (15)$$

With generated cluster delay, we can determine the cluster power with this expression. Subsequently, the intercept $b_k$ can be determined by $b_k = P_k + a_k\tau_k$, which can be further used to generate the power of sub-path in a cluster.
proposed method and traditional tracking algorithm lies in that
the subscript \( m \) can be any snapshot in our method, while it
merely can be \( n + 1 \) or \( n - 1 \) in previous works [25], [26].

As for the measure of similarity, we use the weighted 3D
Euclidean distance, denoted as \( D \), which is given by

\[
D(A_{n,c}, A_{m,c}) = \sqrt{w_d(d_n - d_m)^2 + w_p(p_{n,c} - p_{m,c})^2 + w_\tau(\tau_{n,c} - \tau_{m,c})^2},
\]

where \( p_{n,c} \) and \( \tau_{n,c} \) represent the normalized power and delay of
the \( c \)-th cluster in the \( n \)-th snapshot, respectively, which
are obtained by averaging the power and delay of all MPCs
in a cluster. \( d_n \) is the link distance between Tx and Rx in
the \( n \)-th snapshot. Moreover, \( w_d, w_p \) and \( w_\tau \) are the weights
of link distance, power and delay, respectively. We then
employ a clustering-based tracking (CBT) approach to trace
the trajectories of clusters.

Our objective is to track the clusters with similarity in delay
or power and the continuity in the distance. Accordingly,
we first show the 2D tracking results in Fig. 10, where (a)
and (b) consider the unweighted and weighted distance-delay
measure, whereas (c) and (d) consider the unweighted and
weighted distance-power measure. For unweighted measures,
we employ \( w_d = w_p = w_\tau = 1 \), which improperly take
the distance similarity into consideration. As shown in Fig. 10(a),
we illustrate the slope of trajectory for a better understanding,
where \( a_{dd} = \frac{\Delta \tau}{\Delta d} \). It confirms that the values of \( a_{dd} \)
should be close to zero. As an example, we use the ground reflection path
to justify our findings. Without loss of generality, we denote
the path length of reflection and LOS as \( l_1/2 \) and \( d_1/d_2 \)
for two snapshots, respectively. Thus, \( a_{dd} \) can be calculated as

\[
a_{dd} = \frac{\Delta \tau}{\Delta d} = \frac{(l_2 - l_1) - (d_2 - d_1)}{c} \frac{1}{d_2 - d_1},
\]

where \( c \) is the speed of light. For the path length, \( l_{1,2} =
\sqrt{(h_u + h_g)^2 + D_{1,2}^2} \) and \( d_{1,2} = \sqrt{(h_u - h_g)^2 + D_{1,2}^2} \), where \( D_{1,2} \)
is the horizontal distance between Tx and Rx, \( h_u \) and \( h_g \)
are the UAV and ground station heights, respectively. In our
measurement, \( h_g \) is as low as 0.5 m. Thus, we have
\( \frac{l_{1,2} - h_u}{D_{1,2}} \rightarrow 1 \), and thus \( |a_{dd}| \rightarrow 0 \) and \( |a_{dd}| \neq 0 \). Fig. 10(a) shows that there are
many slopes much larger than 0 with an unweighted measure.
To address this issue, we first identify that the weights can
measure the contributions of corresponding variables in the
clustering. For example, for \( w_d = 0 \), the trajectory will
be formed by clusters with the same delay. It indicates that the
condition \( w_d = 0 \) corresponds to \( a_{dd} = 0 \). Moreover, when
\( w_d = w_p = 1 \) (unweighted), the value of \( |a_{dd}| \) is close to
1, which is liable to understand because the contributions
of distance and delay are identical. Thus, a heuristic relation
between the slope and weights can be expressed as \( |a_{dd}| \sim \frac{w_\tau}{w_d} \).
Due to small \( |a_{dd}| \), we set \( w_d \) and \( w_\tau \) as 0.05 and 0.95,
respectively. The result is illustrated in Fig. 10(b), which shows
more reasonable trajectories. The 2D tracking with power and
distance considers the same setting, and the results are shown in
Fig. 10(d). For the 3D tracking, we consider similarities in
power and delay domains and continuity in the link distance
domain. Thus, we set \( w_d = 0.05, w_\tau = w_p = 0.95 \). Fig. 11
shows many cluster trajectories with different lengths that well
manifest the birth-and-death characteristics of clusters.

---

**Fig. 10.** 2D tracking results: (a) unweighted distance/delay, (b) weighted distance/delay, (c) unweighted distance/power, and (d) weighted distance/power.

---

**Fig. 11.** Cluster tracking results under the weighted 3D Euclidean distance.

---

**Fig. 12.** CDFs and Weibull fits of survival lengths for 2D and 3D tracking.
better clustering performance.

For our measurement data should not exceed 11 to achieve a minimum needed number of clusters is 4, thus confirming our previous inference. For the minimum number generally ranges from 4 to 10, which are physically reasonable and easily tractable in clustering. However, we herein set the cluster number to 2-10 for precisely reaping the power and delay are jointly included in the 3D tracking, whereas the power and delay of intra-cluster can be confirmed. Then, the power of the sub-path can be obtained by Eq. (15). Afterwards, the delay of sub-path in a cluster can be determined by adding cluster delay and delay offset generated by the Laplace distribution.

3) Observed Length of Clusters: To investigate the dynamic characteristics of clusters, the length of trajectory is a prevalent measure [40]. It is defined as the continuous distance between the appearance and disappearance of clusters, denoted as $S_{\text{CL}}$. For 2D and 3D tracking, the CDFs of observed lengths are shown in Fig. 12. We found that the Weibull distribution is capable of describing the survival distances of clusters. For either delay-distance or power-distance tracking, the lengths have similar distributions with the mean $S_{\text{CL}}$ of 2.08 m. The trajectory length increases in the 3D tracking where the mean of $S_{\text{CL}}$ is 5.46 m. The increase of length can be properly explained by the increase of dimensions in the tracking. Since we solely consider power or delay in the 2D tracking, whereas the power and delay are jointly included in the 3D tracking, which causes more clusters grouped as a trajectory, thus lengthening the trajectory.

4) Occurrence Probability of Clusters: The occurrence probability of clusters is another measure used to indicate the dynamic characteristics of clusters. In this paper, the cluster number generally ranges from 4 to 10, which are physically reasonable and easily tractable in clustering. However, we herein set the cluster number to 2-10 for precisely reaping the occurrence probability. In other words, if we use the minimum number of clusters as 4, it is no doubt that the occurrence probabilities of the first four clusters are 1. Thereupon, we statistically obtain the occurrence probabilities of all clusters, whose histogram is shown in Fig. 13.

Interestingly, Fig. 13 shows that the occurrence probabilities of the first four clusters are 1, which indicates that the minimum needed number of clusters is 4, thus confirming our previous inference. For the $k$-th clusters ($k \geq 5$), we found that the probability decreases with the increasing index of the cluster. Therefore, we empirically obtain the relationship between the occurrence probability and the index of cluster based on the Least-Square (LS) fitting, which is given by

$$
P_{\text{oc}} = \begin{cases} 
1, & k \leq 4 \\
-0.115k + 1.361, & k > 4
\end{cases}
$$

where the linear formulation also indicates that we have $k = 11.83$ for $P_{\text{oc}} = 0$, which shows that the number of clusters for our measurement data should not exceed 11 to achieve a better clustering performance.

IV. MODEL IMPLEMENTATION, VALIDATION AND COMPARISON

To systematically utilize the cluster-based channel model, we will first introduce the implementation details. Subsequently, we will perform necessary validations by comparing the essential channel parameters that are calculated by the measurement and simulation channel data, respectively. Finally, we will generate cluster delay and power, constituting a general CDL model for time-varying AG channels. We will compare the AG CDL model with 3GPP Urban Macro (UMa) CDL model, aiming to provide an AG channel model to fill the gap of the current 3GPP channel model. Moreover, the result further reveals the distinct characteristics of AG channels.

A. Implementation

In this paper, we first illustrated the statistical characteristics by comprehensively demonstrating the intra-cluster and inter-cluster parameters. Then, we analyzed the corresponding cluster modeling, including the number, length, occurrence probability, and tracking, which facilitates the detailed implementation of the cluster-based channel model. Specifically, we can realize the model by the following steps.

1) Step 1: Set environmental parameters: Firstly, we need to clarify the type of environment, as well as the heights, speeds, and distances of the transceiver. Note that our measurement is based on a built-up environment, therefore the model is can roughly apply to urban or suburban scenarios. Moreover, the drone height varies from ground to 30 meters, which corresponds to a low-altitude scene.

2) Step 2: Generate cluster delay and sub-path delay: The number of clusters is then generated according to the Normal distribution given in Table I. With the obtained number, the cluster delay can be obtained by Eq. (14). Afterwards, the delay of sub-path in a cluster can be determined by adding cluster delay and delay offset generated by the Laplace distribution.

3) Step 3: Generate cluster power and sub-path power: With obtained cluster delay, the cluster power can be obtained by Eq. (15). Then, the linear formula between delay and power of intra-cluster can be confirmed. Then, the power of the sub-path in a cluster can be obtained by Eq. (9). Notably, it is necessary to update the cluster and its sub-path according to the survival length considering the time-varying channels.

4) Step 4: Incorporate line-of-sight path: Since the clustering process in the paper excludes the LOS path for the consideration of generality, the path can be incorporated in the rebuilt channels according to the real channel state.

5) Step 5: Generate channel impulse response: Finally, the CIR can be generated by the superposition of all the generated clusters and corresponding sub-paths.

B. Validation

An efficient and intuitive way to verify the proposed channel model is to compare the essential parameters calculated by rebuilt CIR with measurement results, as used in prior work [19], [38], [40]. Since Rician $K$-factor and RMS delay spread are critical channel parameters, we show the comparison
results in Fig. 14 Moreover, we also use popular distributions to fit the results for the mathematical interpretation. We found that simulation results present considerably good agreements with measurements. In particular, the mean values of simulations are very close to the measured results. More specifically, the mean values of Rician $K$-factor for simulation and measurement are 0.60 and 0.59 dB, respectively. For RMS delay spread, the mean values are 68.42 and 69.83 ns for the simulation and measurement, respectively. Overall, the trivial differences show the accuracy of the proposed model.

C. Comparison

The CDL model can lay out a general representation of channel profiles, thus we provide the CDL model of the AG channel, which can be constructed by generating a series of clusters with delay and power. Moreover, the UMa scenario in the 3GPP is similar to our measured environment, we incorporate its CDL model as a comparison. In addition to the LOS path, we generate a 10-cluster CDL model, where we list the absolute/scaled delay and corresponding relative power in Table II [17].

We found that the results of the AG model and 3GPP model show a certain similarity. However, there is a stronger cluster (cluster 1) with greater power (-8.9 dB) in the AG model, which can be led by many strong MPCs existing near the LOS path, meantime they are grouped as a cluster. Moreover, there are more long-delay clusters such as clusters 8-10 in the AG model, due to the distant scatterers involving in the AG channels under the better propagation condition. These differences disclose some unique characteristics of AG propagation channels.

V. Discussion

Although we can observe that the LOS path always exists in our measurement, while in practice, the LOS path may be absent due to blockage. We exclude the LOS since we can incorporate the LOS in a probabilistic way based on the channel state, which increases the extensibility of the model. Moreover, the angular information is unavailable due to the limitations of measurements. Nonetheless, we can easily integrate the angles in the model based on the complete cluster-based modeling process. For example, we can conduct multidimensional clustering by slightly altering the expressions of MCD in the KPM algorithm and the Euclidean distance in the KM method. Therefore, the proposed methodology in the paper is essential for both the UAV-based AG channel and future model extension with multi-dimensional MPC information.

VI. Conclusion

In this paper, we conducted the cluster-based characterization and modeling for UAV-based time-varying A2G channels. We first provided the statistical characteristics by comprehensively analyzing the intra-cluster and inter-cluster parameters. We found that at least 4 clusters should be used for accurately describing the AG clustered channel. More invaluably, we developed several novel methodologies for cluster characterization and modeling, where the rectangle method and double exponential function are useful to analyze the intra-cluster and inter-cluster power decay characteristics, respectively. It is found that the average power decay degree is 0.53 dB/ns for intra-clusters. Moreover, the clustering-based tracking was proposed for the first time to quantify the dynamic feature of clusters, where we found the average survival length is 5.46 m in the 3D tracking result. Then, the cluster-based channel model is validated and compared to show its accuracy and generality. Finally, we discussed insightful considerations and limitations of the work, which paves the way for future work.
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