Nuclear Magnetic Relaxation Rate in a Noncentrosymmetric Superconductor
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For a noncentrosymmetric superconductor such as CePt₃Si, we consider a Cooper pairing model with a two-component order parameter composed of spin-singlet and spin-triplet pairing components. We demonstrate that such a model on a qualitative level accounts for experimentally observed features of the temperature dependence of the nuclear spin-lattice relaxation rate \(T_1^{-1}\), namely a peak just below \(T_c\) and a line-node gap behavior at low temperatures.

Inversion symmetry is one of the key points for the formation of Cooper pairs in superconductors. Unusual properties arise in superconductors whose crystal structure does not possess an inversion center (e.g., Refs. ¹ ² ³ ⁴ ⁵, and references therein). The recent discovery of superconductivity in the noncentrosymmetric heavy Fermion compound CePt₃Si has initiated much interest, as experimental data revealed various intriguing features ⁶ ⁷ ⁸. The essential element in modelling non-centrosymmetric systems is the presence of antisymmetric spin-orbit coupling ⁹ ¹⁰. One of the characteristic features in the superconducting phase is the mixing of the spin-singlet and spin-triplet Cooper pairing channels which are otherwise distinguished by parity ¹¹. This is likely responsible for the surprisingly high value of the upper critical field \(H_{c2}\) which exceeds the paramagnetic limit ¹² ¹³ ¹⁴ ¹⁵. CePt₃Si displays further intriguing properties. Recent nuclear magnetic resonance (NMR) experiments found an overall anomalous temperature dependence of the nuclear spin-lattice relaxation rate \(T_1^{-1}\) ¹⁶ ¹⁷ ¹⁸. The behavior of \(T_1^{-1}\) shows a (Hebel-Slichter) peak just below the superconducting critical temperature \(T_c\), and simultaneously a \(T^3\) dependence at low temperatures indicating line nodes in the quasiparticle gap. Such a gap with line nodes is also suggested by measurements of the London penetration depth ¹⁹. At first sight, those experimental results seem to be mutually contradicting, as the features of unconventional Cooper pairing (line nodes) and of conventional superconductivity (peak in \(T_1^{-1}\) due to the coherence effect) are implied at the same time by the temperature dependence of \(T_1^{-1}\) ²⁰ ²¹ ²².

In the present study, we demonstrate that these apparently conflicting behaviors can be reconciled by taking account of the mixing of the pairing channels with opposite parity, which naturally occurs in superconductors without inversion center. For this purpose, we consider a pairing model with a two-component order parameter consisting of spin-singlet and spin-triplet pairing components. Such a model contains the necessary ingredients to account for the observed features of \(T_1^{-1}\), i.e., the line-node behavior at low temperatures and the coherence effect just below \(T_c\). At the same time, the pairing model would also explain the temperature dependence of the London penetration depth qualitatively and be consistent with earlier studies of \(H_{c2}\) ²³ ²⁴.

We base our analysis on a Hamiltonian considered in Ref. ²³, in which the lack of inversion symmetry is incorporated through the antisymmetric spin-orbit coupling ²⁴ ²⁵ ²⁶.

\[
\alpha \mathbf{g}_k \cdot \mathbf{S} \quad \text{with} \quad \mathbf{g}_k = \sqrt{3}(-\hat{k}_y, \hat{k}_z, 0), \quad (1)
\]

Here, \(\mathbf{S}\) is the electron spin operator, \(\alpha (>0)\) denotes the strength of the spin-orbit coupling, the vector \(\mathbf{g}_k\) is determined by symmetry arguments, and \(k = (k_x, k_y, k_z) = (\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)\).

Starting from the tetragonal symmetry of CePt₃Si, it is possible to classify the basic pairing states, distinguishing the spin-singlet and spin-triplet states ²⁷ ²⁸. The general argument by Anderson ²⁹ shows that the inversion symmetry is a key element for the realization of spin-triplet pairing. Hence, turning on antisymmetric spin-orbit coupling would be detrimental for spin-triplet pairing. The detailed examination of this aspect, however, led to the conclusion that among the spin-triplet states, only the \(\mathbf{d}\) vector parallel to \(\mathbf{g}_k\), \([\mathbf{d}_k \parallel (-\hat{k}_y, \hat{k}_z, 0)]\), is robust against this symmetry reduction effect of the spin-orbit coupling ²³. Moreover, the antisymmetric spin-orbit coupling mixes spin-singlet and spin-triplet pairings. Interestingly, the conventional \(s\)-wave spin-singlet pairing state mixes precisely with the state corresponding to \(\mathbf{d}_k \parallel \mathbf{g}_k\) ²⁷, which will be essential for our discussion.

We consider a superconducting gap function in the following mixing form,

\[
\Delta_k = (\Psi \sigma_0 + \mathbf{d}_k \cdot \mathbf{\sigma}) i \hat{\sigma}_y = \left[\Psi \sigma_0 + \Delta(\hat{-k}_y \sigma_x + \hat{k}_z \sigma_y)\right] i \hat{\sigma}_y, \quad (2)
\]

with the \(s\)-wave pairing component \(\Psi\) and the \(\mathbf{d}\) vector \(\mathbf{d}_k = \Delta(-\hat{k}_y, \hat{k}_z, 0)\). While the spin-triplet part has point nodes, this pairing state can possess line nodes in a gap as a result of the combination with the \(s\)-wave component. In this paper, we adopt the isotropic \(s\)-wave pairing as \(\Psi\) for simplicity.

We will discuss the superconducting phase by means of the quasiclassical theory of superconductivity ²⁰ ²¹ ²².
The quasiclassical Green function $\tilde{g}$ is written as a matrix in Nambu (particle-hole) space,

$$\tilde{g}(r, \tilde{k}, i\omega_n) = -i\pi \begin{pmatrix} \hat{g} & i\hat{f} \\ -i\hat{f} & -\hat{g} \end{pmatrix}. \quad (3)$$

The vector $\mathbf{r}$ is the real-space coordinates, the unit vector $\tilde{k}$ indicates the position on the Fermi surface, and $\omega_n = \pi T(2n + 1)$ is the Matsubara frequency. Throughout the paper, “hat” denotes the $2 \times 2$ matrix in the spin space, and “check” denotes the $4 \times 4$ matrix composed of the $2 \times 2$ Nambu space and the $2 \times 2$ spin space. The Eilenberger equation which includes the spin-orbit coupling [Eq. (1)] is given by

$$i\mathbf{v}_F \cdot \nabla \tilde{g} + [i\omega_n \tilde{\tau}_3 - \alpha \mathbf{g}_k \cdot \mathbf{\hat{S}} - \Delta_k, \tilde{g}] = 0, \quad (4)$$

with

$$\tilde{\tau}_3 = \begin{pmatrix} 0 & 0 \\ 0 & -\sigma_0 \end{pmatrix}, \quad \sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad (5)$$

$$\tilde{S} = \begin{pmatrix} \sigma & 0 \\ 0 & \sigma^{tr} \end{pmatrix}, \quad \sigma^{tr} = -\sigma_y \sigma_x, \quad (6)$$

$$\tilde{g}_k = \begin{pmatrix} g_k \sigma_0 & 0 \\ 0 & g_{-k} \sigma_0 \end{pmatrix} = \begin{pmatrix} g_k \sigma_0 & 0 \\ 0 & -g_{-k} \sigma_0 \end{pmatrix}, \quad (7)$$

$$\Delta_k = \begin{pmatrix} 0 & -\Delta_k \\ \Delta_k & 0 \end{pmatrix}. \quad (8)$$

Here, $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ is the Pauli matrix, $\mathbf{v}_F$ is the Fermi velocity, and $[\hat{a}, \hat{b}] = \hat{a}\hat{b} - \hat{b}\hat{a}$. We use units in which $\hbar = k_B = 1$. The Eilenberger equation is supplemented by the normalization condition $\tilde{g}^2 = -\pi^2 \mathbf{1} [18, 21]$.

For the pairing state [Eq. (2)], we obtain the following Green functions in the case of spatially uniform system,

$$\hat{g} = g_1 \hat{\sigma}_1 + g_{11} \hat{\sigma}_{11}, \quad (9a)$$

$$\hat{f} = (f_1 \hat{\sigma}_1 + f_{11} \hat{\sigma}_{11}) \hat{\sigma}_y, \quad (9b)$$

$$\hat{\tilde{f}} = -i\sigma_y (f_1 \hat{\sigma}_1 + f_{11} \hat{\sigma}_{11}), \quad (9c)$$

$$\tilde{g} = -\sigma_y (\tilde{g}_1 \hat{\sigma}_1 + \tilde{g}_{11} \hat{\sigma}_{11}) \sigma_y, \quad (9d)$$

with the matrices $\hat{\sigma}_{1,11}$ defined by

$$\hat{\sigma}_{1,11} = \frac{1}{2} \left( \sigma_0 \pm \mathbf{g}_k \cdot \hat{\sigma} \right), \quad \mathbf{g}_k = (-\tilde{k}_x, \tilde{k}_z, 0). \quad (10)$$

Here, $\tilde{k} = (\tilde{k}_x, \tilde{k}_y, 0) = (\cos \phi, \sin \phi, 0)$, and

$$g_1 = \frac{\omega_n}{B_1}, \quad g_{11} = \frac{\omega_n}{B_{11}}, \quad (11a)$$

$$f_1 = \frac{\Psi + \Delta \sin \theta}{B_1}, \quad f_{11} = \frac{\Psi - \Delta \sin \theta}{B_{11}}, \quad (11b)$$

$$\tilde{f}_1 = \frac{\Psi^* + \Delta^* \sin \theta}{B_1}, \quad \tilde{f}_{11} = \frac{\Psi^* - \Delta^* \sin \theta}{B_{11}}, \quad (11c)$$

$$\tilde{g}_1 = -\frac{\omega_n}{B_1}, \quad \tilde{g}_{11} = -\frac{\omega_n}{B_{11}}. \quad (11d)$$

The denominators $B_{1,11}$ are given as

$$B_{1,11} = \sqrt{\omega_n^2 + |\Psi \pm \Delta \sin \theta|^2}, \quad (12)$$

and the signs in front of the square root are determined by the condition, $\text{sgn}(\text{Re}(g_{11})) = \text{sgn}(\text{Re}(\omega_n))$. Note that the Green functions [Eq. (11)] do not explicitly depend on the spin-orbit coupling constant $\alpha$. This result of the Eilenberger equation reflects the fact that the spin-triplet component contained in the pairing state [Eq. (2)] is not affected by the antisymmetric spin-orbit coupling of Eq. (1) [3].

The above Green functions labeled by the indices I, II belong to the two distinct Fermi surfaces which are split by the spin-degeneracy lifting due to the spin-orbit coupling $\alpha \mathbf{g}_k \cdot \mathbf{S}$. While in general the density of states on the two Fermi surfaces is different, we assume that the difference is small and ignore it here.

The pairing interaction leading to the gap function [Eq. (2)] can be characterized by three coupling constants, $\lambda_s$, $\lambda_t$, and $\lambda_m$. Here, $\lambda_s$ and $\lambda_t$ result from the pairing interaction within each spin channel (s: singlet, t: triplet). $\lambda_m$ appears as a scattering of Cooper pairs between the two channels, which is allowed in a system without inversion symmetry [10]. The gap equations are written as

$$\Psi = \lambda_s \pi T \sum_{|\omega_n| < \omega_c} \langle f_+ \rangle + \lambda_m \pi T \sum_{|\omega_n| < \omega_c} \langle \sin \theta f_- \rangle, \quad (13)$$

$$\Delta = \lambda_t \pi T \sum_{|\omega_n| < \omega_c} \langle \sin \theta f_- \rangle + \lambda_m \pi T \sum_{|\omega_n| < \omega_c} \langle f_+ \rangle, \quad (14)$$

where $f_\pm = (f_1 \pm f_{11})/2$, and $\omega_c$ is the cutoff energy. The brackets $\langle \cdots \rangle$ denote the average over the Fermi surface. We assume here the spherical Fermi surface for simplicity. In the limit $T \rightarrow T_c$, the linearized gap equations allow us to determine $\lambda_t$ and $\lambda_s$ by

$$\lambda_t = \frac{3}{2} \left( \frac{1}{w} - \nu \lambda_m \right), \quad \lambda_s = \frac{2}{3} \lambda_t + \left( \nu - \frac{2}{3} \nu \right) \lambda_m, \quad (15)$$

$$w = \ln \left( \frac{T}{T_c} \right) + \sum_{0 \leq n < (\omega_c/(\pi T - 1)/2} \frac{2}{2n + 1}, \quad (16)$$

$$\nu = \frac{\Psi}{\Delta \left| \frac{T}{T_c} \right|}, \quad (17)$$

if the parameters $\lambda_m$ and $\nu$ are given.

In Fig. 1, we show the temperature dependence of the order parameters $\Delta$ and $\Psi$ obtained from the gap equations [Eqs. (13) and (14)]. We set $\omega_c = 20T_c$, $\lambda_m = 0.12$, and $\nu = 0.5$, yielding $\lambda_t \approx 0.39$ and $\lambda_s \approx 0.16$. When $\Delta$ is fixed to be real and positive without loss of generality,
the solution such that $\Psi$ is also real and positive is stable for the above parameters.

We consider now the nuclear spin-lattice relaxation rate divided by the temperature, $1/T_1 T$. Assuming for the NMR experiment a static magnetic field in the $z$ direction, we arrive at the following expression for $1/T_1 T$ in terms of the quasiclassical Green function $\tilde{g}$ [20],

$$
\frac{T_1(T_c) T_c}{T_1(T) T} = \frac{1}{4T} \int_{-\infty}^{\infty} \frac{d\omega}{\cosh^2(\omega/2T)} W(\omega),
$$

with

$$
W(\omega) = \langle a_{11}^{\pm}(-\omega) \rangle \langle a_{11}^{\pm}(-\omega) \rangle - \langle a_{11}^{\pm}(\omega) \rangle \langle a_{11}^{\pm}(\omega) \rangle,
$$

$$
\tilde{a}(r, \hat{k}, \omega) = \frac{i}{2\pi} \tilde{g}(r, \hat{k}, i\omega_n \rightarrow \omega + i\eta)
- \tilde{g}(r, \hat{k}, i\omega_n \rightarrow \omega - i\eta),
$$

where $\eta$ is an infinitesimally small constant, and we set $\eta = 10^{-4} T_c$.

The temperature dependence of $1/T_1 T$ is shown in Fig. 2(a). To obtain it, we used the temperature dependence of $\Delta$ and $\Psi$ shown in Fig. 1. Obviously, $1/T_1 T$ (solid line) possesses a peak just below $T_c$. In order to identify the origin of this peak, in Fig. 2(a) we also plot the contributions of the two terms in Eq. (19) separately:

$$
W_{GG}(\omega) = \langle a_{11}^{\pm}(\omega) \rangle \langle a_{11}^{\pm}(\omega) \rangle,
$$

$$
W_{FF}(\omega) = -\langle a_{11}^{\pm}(\omega) \rangle \langle a_{11}^{\pm}(\omega) \rangle.
$$

$W_{GG}$ and $W_{FF}$ are composed of the regular Green functions and the anomalous Green functions, respectively. The coherence factor is represented as $1 + W_{FF}/W_{GG}$. The contribution of $W_{FF}$ (dashed line) is related to the coherence effect and gives the dominant contribution to the peak below $T_c$. In contrast, $W_{GG}$ (dash-dotted line) describes the contribution of the density of states. The contribution to the peak from the singularity of the density of states at the gap edge is minor, since this singularity is rather weak due to the anisotropy of the gaps $|\Psi + \Delta \sin \theta|$ on both Fermi surfaces I and II. Note that the anisotropy in the real compound would be enhanced because of the anisotropy of the Fermi surfaces [3]. Therefore, the peak in the total $1/T_1 T$ (solid line) can clearly be attributed to the coherence-factor-induced enhancement of the relaxation rate $T_1^{-1}$ originated from the coherence effect.

Turning to the low-temperature behavior, we present the same data on a double-logarithmic scale in Fig. 2(b). The temperature dependence of $1/T_1 T$ exhibits a $T^2$
power law at low temperatures, characteristic of the presence of line nodes in the gap. These nodes are the result from the superposition of spin-singlet and spin-triplet contributions (each separately would not produce line nodes). On the Fermi surface I, the gap is $|\Psi + \Delta \sin \theta|$ and is nodeless, referring to Eq. (11b), (note that $\Psi > 0$, $\Delta > 0$, and $0 \leq \theta \leq \pi$). On the other hand, it has the form $|\Psi - \Delta \sin \theta|$ on the Fermi surface II, where nodes can appear (see Fig. 3). For $|\Psi| \ll |\Delta|$ the gap nodes are located at small $\theta$ close to the poles on the Fermi surface, leading to nearly point nodes. With growing $s$-wave component $\Psi$, however, the gap nodes move towards the equator of the Fermi surface and form line nodes if $|\Psi| < |\Delta|$, and they disappear if $|\Psi| > |\Delta|$. These line nodes on the Fermi surface II lead to the low-temperature $T^3$ law in $T_1^{-1}$ (i.e., $T^2$ in $1/T_1T$) as shown in Fig. 2(b), which is in qualitative agreement with the experimental result. Moreover, the power law observed in the London penetration depth $\xi$ is also consistent with this explanation.

In conclusion, we identify a natural Cooper pairing state [Eq. (2)] consisting of a spin-singlet $s$-wave $\Psi$ and a spin-triplet $\Delta$ components. This pairing state explains the set of presently available experiments consistently. They include the early experiments on the upper critical field $H_c2$ whose behavior can be well explained on the basis of this pairing state $\xi$. The line nodes which can occur due to the superposition of the two spin channels are very compatible with the observation of the power law behaviors at low temperatures in the London penetration depth and the NMR relaxation rate $T_1^{-1}$ $\xi$. In addition, this state allows for the Hebel-Slichter coherence peak in $T_1^{-1}$. It is unlikely that the observed peak could originate from a singularity of the density of states at the gap edge, since such features are most likely washed out by the anisotropy of the quasiparticle gap in the real material. It should also be noted that in CePt$_3$Si the superconductivity coexists with an antiferromagnetic phase. Muon spin relaxation experiments show that there is little mutual influence of such two orders, suggesting that those two orders might be associated with different Fermi surfaces respectively $\xi$. This aspect has to be taken into account when low temperature thermodynamics is analyzed in this material. However, the London penetration depth contains exclusively the information on the superconductivity, and therefore measurements of it $\xi$ belong to the cleanest experiments in probing the gap topology. This fact gives confidence in the existence of line nodes in CePt$_3$Si.
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Note added.—After completing this work, we noticed that a similar idea concerning the coexistence between the coherence effect in $T_1^{-1}$ and the line node in a gap was briefly discussed in Ref. [27] by Fujimoto very recently.
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