FOKKER–PLANCK PARTICLE SYSTEMS FOR BAYESIAN INFERENCE: COMPUTATIONAL APPROACHES

SEBASTIAN REICH* AND SIMON WEISSMANN†

Abstract. Bayesian inference can be embedded into an appropriately defined dynamics in the space of probability measures. In this paper, we take Brownian motion and its associated Fokker–Planck equation as a starting point for such embeddings and explore several interacting particle approximations. More specifically, we consider both deterministic and stochastic interacting particle systems and combine them with the idea of preconditioning by the empirical covariance matrix. In addition to leading to affine invariant formulations which asymptotically speed up convergence, preconditioning allows for gradient-free implementations in the spirit of the ensemble Kalman filter. While such gradient-free implementations have been demonstrated to work well for posterior measures that are nearly Gaussian, we extend their scope of applicability to multimodal measures by introducing localised gradient-free approximations. Numerical results demonstrate the effectiveness of the considered methodologies.

1. Introduction. In this paper, we address the problem of how to convert samples from a prior distribution into samples from the posterior distribution \([20, 36]\) using appropriately defined evolution equations, that is, interacting particle systems either in deterministic or stochastic form. Generally speaking, the desired evolution equations can be formulated such that the transformation from prior to posterior is achieved either over a fixed time interval or, alternatively, the posterior measure is approached asymptotically as time goes to infinity. The former approach is linked to coupling of measures ideas and has, for example, been explored from a computational perspective in \([7, 30, 26]\). The latter approach is typically based on stochastic differential equations and their associated Fokker–Planck equations with the property that the desired posterior measure is invariant under the given stochastic process \([29]\). More specifically, Brownian dynamics leads to a gradient flow in the space of probability measures \([19]\), which we denote here as Wasserstein dynamics. It is well-known that Wasserstein dynamics minimises the Kullback–Leibler divergence between the temporal particle distribution and the desired invariant measure. The gradient flow structure of Wasserstein dynamics has been explored numerically, for example, in \([5, 31, 28]\). The key idea is to define the interacting particle systems such that a discrete gradient flow structure is maintained. We note that the idea of minimising the Kullback–Leibler divergence arises also in sampling methods via measure transport maps \([26]\), where the aim is to construct a deterministic coupling between a probability measure of interest and a simpler reference measure.

Once a gradient flow structure has been identified (either at the continuum or discretised level), one can think about modifications that alter the gradient dynamics without changing the invariant measure. In the classical problem of minimising a cost function \(V(x)\), this idea corresponds to considering the preconditioned gradient descent dynamics
\[
\frac{dx}{dt} = -B \nabla_x V(x),
\]
where \(B\) is a symmetric positive-definite matrix. In the context of the interacting particle systems considered in this paper, the empirical covariance matrix \(P_t^{xx}\) of the ensemble of particles emerges as a natural analog to the preconditioning matrix \(B\) in \([1, 12, 28]\). See also \([13, 23]\) for related ideas in the context of Markov chain Monte Carlo methods and \([21]\)
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in the context of minimisation. The preconditioning by $P^{xx}_t$ gives rise to a modified gradient flow structure in the limit of infinitely many particles which has been investigated in [12] under the notion of Kalman–Wasserstein gradient flows. The numerical implementation of Kalman–Wasserstein dynamics have been explored in [12, 27] using appropriate modifications to standard Brownian dynamics. However, as already indicated in [28], the same preconditioning can be applied to the deterministic interacting particle systems proposed in [5, 31] and a first contribution of this paper is to put the resulting deterministic and stochastic interacting particle systems within a common mathematical framework. We also demonstrate that preconditioning by $P^{xx}_t$ leads to an affine invariant particle dynamics; a property which has been shown to be important for Markov chain Monte Carlo methods in [14].

Combining preconditioning by $P^{xx}_t$ with gradient-free formulations of the ensemble Kalman filter [11, 22, 22], one can derive gradient-free implementations of the interacting particle systems arising from Kalman–Wasserstein dynamics [12]. These formulations are no longer of gradient flow structure but have nevertheless been demonstrated to be computationally robust in [12] for posterior distributions which are unimodal and close to Gaussian. In this paper, we push this approach further by considering localised approximations $P^{xx}_t(X^i_t)$ which only take into account particles in the vicinity of a given particle $X^i_t$ [23]. These localised covariance matrices in turn allow for a local approximation of derivatives and hence facilitate the application of the resulting gradient-free formulations to multimodal distributions. We demonstrate the effectiveness of these approximations by means of a numerical example with a multimodal posterior distribution.

In summary, the key contributions of this paper are to (i) provide a unifying framework for preconditioned interacting particle systems approximating gradient flow structures in the space of probability measures with application to Bayesian inference problems (BIPs) and to (ii) introduce localised covariance matrices for Kalman–Wasserstein dynamics that achieve an efficient preconditioning for multimodal distributions also facilitating gradient-free implementations.

The remainder of this paper is organised as follows. The considered class of BIPs is specified mathematically in Section 2 together with a general framework (2.8) for formulating deterministic as well as stochastic interacting particle methods. We also summarise the required background on Brownian dynamics and its associated Fokker–Planck equation. The actual computational implementations of deterministic as well as stochastic interacting particle systems within (2.8) are presented in Section 3 and, more precisely, in Sections 3.1 (deterministic) and 3.3 (stochastic), respectively. The generalisation of the deterministic Wasserstein formulation (3.6)–(3.7) to Kalman–Wasserstein flows is introduced in Section 3.2 together with the novel localised preconditioning approach. We also demonstrate the important property of affine invariance [14] of the resulting preconditioned gradient dynamics. The necessary modifications to the associated stochastic interacting particle system formulations with multiplicative noise, as first discussed in [27], can be found in Section 3.3. Numerical results are presented in Section 4. The paper concludes with a summary in Section 5.

2. Mathematical problem formulation. We consider the inverse problem of recovering a random variable $X \in \mathbb{R}^{N_x}$ from observations $y \in \mathbb{R}^{N_y}$ which obey the following forward model:

$$Y = h(X) + \Xi,$$

where $h : \mathbb{R}^{N_x} \rightarrow \mathbb{R}^{N_y}$ denotes some nonlinear forward map and the mean zero $N_y$-valued Gaussian random variable $\Xi$ represents measurement errors with positive definite error covariance matrix $R \in \mathbb{R}^{N_y \times N_y}$. 
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We employ the Bayesian approach to inverse problems and view \((X, Y)\) as a jointly varying random variable on \(\mathbb{R}^{N_x} \times \mathbb{R}^{N_y}\) with the marginal in \(X\) given by the prior distribution \(\pi_0\). We assume that \(\Xi\) and \(X\) are independent. Then, by Bayes’ Theorem, the solution to the BIP is a \(\mathbb{R}^{N_x}\)-valued random variable \(X \mid y \sim \pi(\cdot | y)\), where

\[
\pi(dx|y) = \frac{1}{C} \exp(-\Phi(x; y)) \pi_0(dx)
\]  \(\tag{2.2}\)

with \(C > 0\) a normalisation constant such that \(\pi(dx|y)\) is a probability measure, that is,

\[
C := \int_{\mathbb{R}^{N_x}} \exp(-\Phi(x; y)) \pi_0(dx),
\]  \(\tag{2.3}\)

and with \(\Phi\) the least-squares misfit function

\[
\Phi(x; y) = \frac{1}{2} \| R^{-\frac{1}{2}}(y - h(x)) \|^2 =: \frac{1}{2} \| y - h(x) \|^2_R.
\]  \(\tag{2.4}\)

We assume that the posterior distribution \((2.2)\) can be represented by a probability density function (PDF) w.r.t. the Lebesgue measure on \(\mathbb{R}^{N_x}\), which we denote by \(\pi^*(x)\), that is,

\[
\pi(dx|y) = \pi^*(x) dx.
\]  \(\tag{2.5}\)

In the case of a Gaussian prior with mean \(\pi_0\) and covariance matrix \(P_0\), the posterior can be written as

\[
\pi^*(x) = \frac{1}{C} \exp(-\Phi_R(x; y)),
\]  \(\tag{2.6}\)

where \(\Phi_R(x; y) := \Phi(x; y) + R(x)\) with \(R(x) := \frac{1}{2} \| x - \pi_0 \|^2_{P_0}\). We write for simplicity \(\Phi(x)\) and \(\Phi_R(x)\), respectively, and ignore the dependence on the data \(y\) from now on.

In this paper, we explore time-dependent deterministic as well as stochastic processes of \(M\) interacting particles \(X_i^t \in \mathbb{R}^{N_x}\), \(i = 1, \ldots, M\), with the property that the distribution of the particles \(X_i^t\) approximates \(\pi^*\) as \(t \to \infty\). We also assume for simplicity that, at initial time, the particles \(X_0^i\) are independent with their distribution given by the prior \(\pi_0\). We treat the particle positions \(X_i^t\) as random vectors with values in \(\mathbb{R}^{N_x}\), which we collect into the \(N_x\)-dimensional random vector

\[
Z_t = ((X_1^t)^T, (X_2^t)^T, \ldots, (X_M^t)^T)^T
\]  \(\tag{2.7}\)

with \(N_x = MN_x\), and consider gradient-based evolution equations for BIP of the form

\[
dZ_t = -A(Z_t)\nabla_x V(Z_t) \, dt + \Gamma(Z_t) \, dW_t,
\]  \(\tag{2.8}\)

\(t \geq 0\), for some positive semi-definite matrix-valued \(A(z) \in \mathbb{R}^{N_x \times N_x}\) and \(\Gamma(z) \in \mathbb{R}^{N_x \times N_z}\), \(W_t\) standard \(N_z\)-dimensional Brownian motion, and \(V : \mathbb{R}^{N_z} \to \mathbb{R}\) a given potential. Here \(z\) denotes an element in \(\mathbb{R}^{N_x}\) of the form

\[
z = ((x^1)^T, (x^2)^T, \ldots, (x^M)^T)^T
\]  \(\tag{2.9}\)

with all \(x^i, i = 1, \ldots, M\), elements of \(\mathbb{R}^{N_x}\). Throughout this paper we use the Ito interpretation of the multiplicative noise term in \(2.8\).

**Example 2.1.** The classical example of \((2.8)\) is provided by the scaled first-order (overdamped) Langevin (also called Brownian) dynamics

\[
dx^i_t = -C\nabla_x \Phi_R(x^i_t) \, dt + \sqrt{2C^{1/2}} \, dW^i_t,
\]  \(\tag{2.10}\)
where $W_i^n$, $i = 1, \ldots, M$, denotes independent $N_x$-dimensional Brownian motion and $C$ is a constant symmetric positive-definite matrix. In this case, the particles do not interact and $A = I_M \otimes C$. Here $A \otimes B$ denotes the Kronecker product of two matrices and $I_M$ the $M$-dimensional identity matrix. Furthermore, $\Gamma = \sqrt{2}I_M \otimes C^{1/2}$ and the potential $V$ is given by

$$V(z) = \sum_{i=1}^{M} \Phi_R(x^i).$$

(2.11)

It is then well-known that under appropriate conditions on $C$ and $V$

$$\lim_{t \to \infty} \text{Law}(X_i^t) = \pi^*, \quad i = 1, \ldots, M,$$

(2.12)

in a weak sense [29]. We assume throughout this paper that these conditions hold for the BIP under consideration, that is, $V(z) \to \infty$ as $\|z\| \to \infty$, $e^{-\beta V(z)}$ is integrable for all $\beta > 0$ and $D^2 \Phi_R \geq \alpha I$ for some $\alpha > 0$.

The PDF $\pi_t^i$ for each of the particles $X_i^t$ in (2.10), $i = 1, \ldots, M$, satisfies the Fokker–Planck equation

$$\partial_t \pi_t = \nabla_x \cdot \left( \pi_t C \nabla_x \frac{\delta \text{KL}(\pi_t | \pi^*)}{\delta \pi_t} \right)$$

(2.13)

with $\pi_t = \pi_t^i$ and the Kullback–Leibler divergence defined by

$$\text{KL}(\pi | \pi^*) = \langle \pi, \ln \left( \frac{\pi}{\pi^*} \right) \rangle,$$

(2.14)

where $\langle g, f \rangle$ denotes the standard $L_2$-inner product, and its variational derivative given by

$$\frac{\delta \text{KL}(\pi | \pi^*)}{\delta \pi} = \ln \left( \frac{\pi}{\pi^*} \right).$$

(2.15)

An interesting generalisation of (2.10) within the framework of (2.8) has recently been proposed in [12]. It relies on making the matrix $C$ dependent on the PDF $\pi_t$ itself. More specifically,

$$C(\pi_t) = \mathbb{E} \left[ (X_t - \overline{X}_t)(X_t - \overline{X}_t)^\top \right] = \mathbb{E} \left[ X_t \right].$$

(2.16)

This choice of $C$ is motivated by the gradient flow structure of the ensemble Kalman–Bucy filter as first revealed in [11] and gives rise to the Kalman–Wasserstein flow structure defined by the associated generalised Fokker–Planck equation (2.13) [12]. See also [28]. We will get back to the resulting stochastic interacting particle system in Section 3.3. Another generalisation of (2.10) is provided by the Stein variational formulation of [24] which can be viewed as an interacting particle approximation to (2.13) with $C = \pi_t I_{N_x}$ [28].

Note that the Fokker–Planck equation (2.13) can be formally viewed as the Liouville equation corresponding to the mean-field ordinary differential equation (ODE)

$$\frac{d}{dt} X_t = \mathcal{F}(X_t, \pi_t) = -C \nabla_x \ln \left( \frac{\pi_t}{\pi^*} \right)(X_t).$$

(2.17)

This reformulation provides the starting point for the deterministic interacting particle formulations proposed in [31, 28] for BIPs and for the blob method for diffusion in [5]. These
formulations will be further explored in Section \[3.1\]. The following example provides a particular instance of such an interacting particle system in the context of linear forward models and Gaussian distributions.

Example 2.2. Let us assume that the potential \( \Phi_R \) is quadratic and that the number of particles is \( M \geq N_x + 1 \). Then one can consider the deterministic interacting particle system

\[
\frac{d}{dt} X_i^t = -\nabla x \Phi_R(X_i^t) + (P_{xx}^t)^{-1} (X_i^t - \overline{X}_t)
\]  

(2.18)

with empirical mean

\[
\overline{X}_t = \frac{1}{M} \sum_{i=1}^{M} X_i^t
\]  

(2.19)

and empirical covariance matrix

\[
P_{xx}^t = \frac{1}{M} \sum_{i=1}^{M} (X_i^t - \overline{X}_t)(X_i^t - \overline{X}_t)^T.
\]  

(2.20)

If one choses the initial particle positions \( X_i^0 \) such that the associated empirical covariance matrix \( P_{xx}^0 \) is non-singular, then the particle system (2.18) satisfies

\[
\lim_{t \to \infty} \overline{X}_t = \overline{x}^*, \quad \lim_{t \to \infty} P_{xx}^t = P^*,
\]  

(2.21)

with \( \overline{x}^* \) and \( P^* \) denoting the mean and covariance matrix, respectively, of the Gaussian posterior distribution \( \pi^* \), that is

\[
\Phi_R(x) = \frac{1}{2} (x - \overline{x}^*)(P^*)^{-1} (x - \overline{x}^*).
\]  

(2.22)

Indeed, it is easily verified that (2.18) implies

\[
\frac{d}{dt} \overline{X}_t = -(P^*)^{-1} (\overline{X}_t - \overline{x}^*)
\]  

(2.23)

as well as

\[
\frac{d}{dt} P_{xx}^t = -(P^*)^{-1} P_{xx}^t - P_{xx}^t (P^*)^{-1} + 2 I_{N_x}.
\]  

(2.24)

Also note that (2.18) fits into the framework (2.8) with \( \mathcal{A} = I_{N_x} \), \( \Gamma = 0_{N_x} \), and potential

\[
\mathcal{V}(Z_t) = \sum_{i=1}^{M} \Phi_R(X_i^t) - \frac{M}{2} \ln |P_{xx}^t|.
\]  

(2.25)

Alternatively, one could set \( \mathcal{A} = M I_{N_x} \) and scale the potential (2.25) by \( M^{-1} \). This formulation has the advantage that the resulting potential can be interpreted as an approximation to an expectation value. However, throughout this paper we will stick to unnormalised potentials of the form (2.25).
3. Computational approaches. In this section, we first summarise deterministic interacting particle formulations \[5, 31, 28\] based on the Wasserstein dynamics in the space of probability measures. These formulations lead to a finite-dimensional gradient system. We then extend them to the recently proposed Kalman–Wasserstein dynamics \[12\] and contrast the resulting deterministic formulations with their stochastic counterparts put forward in \[12, 27\]. We also extend the Kalman–Wasserstein dynamics to localised covariance matrices which allows for an efficient and robust implementation of gradient-free formulations for BIP in the spirit of the ensemble Kalman filter \[10, 2, 12\]. Except for the gradient-free implementations, all presented interacting particle formulations fit into the general framework \[28\]. Such a unifying framework will be advantageous for exploring hybrid approaches as well as other generalisations of the methods presented in this paper.

3.1. Fokker–Planck based particle systems. In this section, we discuss interacting particle approximations to the Fokker–Planck equation \[2.13\] and its associated mean-field ODE \[2.17\]. We start with the case \( C = I_{N_x} \) and follow the reproducing kernel Hilbert space (RKHS) approach put forward in \[31\]. More specifically, given a RKHS \( H \) with symmetric kernel function \( k(x, x') \) and inner product \( \langle g, f \rangle_H \) we consider the RKHS Kullback–Leibler divergence

\[
\text{KL}_H(\pi|\pi^*) := \langle \bar{\pi}, \ln \left( \frac{\bar{\pi}}{\pi^*} \right) \rangle_H, \tag{3.1}
\]

with RKHS PDF

\[
\bar{\pi}(x) = \int_{\mathbb{R}^{N_x}} k(x, x') \pi(x') \, dx' = \langle k(x, \cdot), \pi(\cdot) \rangle. \tag{3.2}
\]

Here we have assumed that the kernel satisfies

\[
\int_{\mathbb{R}^{N_x}} k(x, x') \, dx = 1. \tag{3.3}
\]

In fact, it turns out that one can work with unnormalised kernel functions since any normalisation constant vanishes in the variational derivative of \( 3.1 \). See \( 3.8 \) below. Hence we will drop condition \( 3.3 \) from now on.

**Example 3.1.** A popular class of kernel functions is provided by the Gaussian kernels

\[
k(x, x') = \psi(||x - x'||_B) \tag{3.4}
\]

with \( \psi(r) = \exp(-r^2/2) \) and \( ||x||_B^2 = x^T B^{-1} x \) for some appropriate symmetric positive-definite matrix \( B \in \mathbb{R}^{N_x \times N_x} \). One may also consider data-driven kernel functions such as

\[
k(x, x') = \frac{\psi(||x - x'||_B)}{\sqrt{\sum_{i=1}^{M} \psi(||X^i - x'||_B) \sqrt{\sum_{j=1}^{M} \psi(||X^i - X^j||_B)}}}, \tag{3.5}
\]

which arise from a diffusion map approximation to the semigroup generated by a reversible diffusion process with invariant measure \( \pi \) provided that \( X^i \sim \pi \) and \( B = 2\epsilon I_{N_x} \) for \( \epsilon > 0 \) sufficiently small \[15,39\].

The associated RKHS Fokker–Planck equation in \( \pi_t \) is now defined by

\[
\partial_t \pi_t = -\nabla_x \cdot (\pi_t F) \tag{3.6}
\]

with the vector field \( F \) given by

\[
F(x, \pi_t) = -\nabla_x \frac{\delta \text{KL}_H(\pi_t|\pi^*)}{\delta \pi_t}(x). \tag{3.7}
\]
LEMMA 3.2. The variational derivative of the RKHS Kullback–Leibler divergence is given by
\[
\frac{\delta \text{KL}_H(\pi_t|\pi^*)}{\delta \pi_t} = \ln \tilde{\pi}_t - \ln \pi^* + \int_{\mathbb{R}^n} k(\cdot, x') \frac{\pi_t(x')}{\tilde{\pi}_t(x')} \, dx'.
\] (3.8)

Proof. We first note that the reproducing kernel property \( f(x') = \langle f(\cdot), k(\cdot, x') \rangle_H \) implies that
\[
\text{KL}_H(\pi|\pi^*) = \langle \pi, \ln \left( \frac{\pi}{\pi^*} \right) \rangle
\] (3.9)
The lemma then follows from the definition of the variational derivative
\[
\left\langle \frac{\delta \text{KL}_H(\pi|\pi^*)}{\delta \pi}, \delta \pi \right\rangle = \lim_{\epsilon \to 0} \frac{\text{KL}_H(\pi + \epsilon \delta \pi|\pi^*) - \text{KL}_H(\pi|\pi^*)}{\epsilon}
\] (3.10)
and
\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \left\langle \pi, \ln \left( \frac{\int_{\mathbb{R}^n} k(\cdot, x')(\pi(x') + \epsilon \delta \pi(x')) \, dx'}{\int_{\mathbb{R}^n} k(\cdot, x') \pi(x') \, dx'} \right) \right\rangle = \left\langle \pi, \int_{\mathbb{R}^n} k(\cdot, x') \delta \pi(x') \, dx' \right\rangle
\] (3.11a)

\[
= \left\langle \int_{\mathbb{R}^n} k(\cdot, x') \frac{\pi(x')}{\pi^*} \, dx', \delta \pi \right\rangle
\] (3.11b)
in particular. \( \square \)

REMARK 3.3. Note that \( k(x, x') = \delta(x - x') \) leads formally back to the standard definition of the Kullback–Leibler divergence and the second term in (3.8) vanishes. We also note that the blob method proposed in [5], which relies on the regularised Kullback–Leibler divergence
\[
\text{KL}_\epsilon(\pi|\pi^*) = \langle \pi, \ln \left( \frac{\pi}{\pi^*} \right) \rangle
\] (3.12)
with mollified PDF
\[
\pi_\epsilon(x) = \int_{\mathbb{R}^n} \phi_\epsilon(x - x') \pi(x) \, dx,
\] (3.13)
and regularisation parameter \( \epsilon > 0 \) becomes identical to (3.6) for mollification and kernel functions satisfying \( \phi_\epsilon(x - x') = k(x, x') \). This follows from the equivalence of (3.7) and (3.9). We note that the Gaussian kernel (3.4) satisfies this property while the data-driven kernel (3.5) does not.

It follows from (3.6) and (3.7) that
\[
\frac{d}{dt} \text{KL}_H(\pi_t|\pi^*) = \left\langle \frac{\delta \text{KL}_H(\pi_t|\pi^*)}{\delta \pi_t}, \partial_t \pi_t \right\rangle
\] (3.14a)

\[
= - \int_{\mathbb{R}^n} \left\| \nabla_x \frac{\delta \text{KL}_H(\pi_t|\pi^*)}{\delta \pi_t} \right\|^2 \pi_t \, dx = - \int_{\mathbb{R}^n} \| F \|^2 \pi_t \, dx
\] (3.14b)

\[
\leq 0
\] (3.14c)
and, according to (3.8), critical points \( \pi_\epsilon \) of \( \text{KL}_H \) satisfy
\[
0 = \ln \tilde{\pi}_\epsilon - \ln \pi^* + \int_{\mathbb{R}^n} k(\cdot, x') \frac{\pi_\epsilon(x')}{\tilde{\pi}_\epsilon(x')} \, dx' + c,
\] (3.15)
where \( c \) is a normalisation constant, that is,
\[
\pi^* (x) \propto \bar{\pi}_c (x) e^{l(x)}
\]  
(3.16)

with log-likelihood function
\[
l(x) := \int_{\mathbb{R}^{N_x}} k(\cdot, x') \frac{\pi_c (x')}{\bar{\pi}_c (x')} \, dx'.
\]  
(3.17)

In other words, samples \( X^i, i = 1, \ldots, M \), from \( \bar{\pi}_c \) can be used to approximate expectation values with respect to the target measure \( \pi^* \) by assigning them importance weights
\[
W_i^c \propto e^{l(X^i)}.
\]  
(3.18)

The idea is that these weights are more uniform than the importance weights arising from the prior particles \( X^i_0, i = 1, \ldots, M \), and the least-squares misfit function (2.4).

A discrete Fokker–Planck particle dynamics is obtained by replacing \( \pi \) with the empirical measure
\[
\pi_t (x) = \frac{1}{M} \sum_{i=1}^M \delta(x - X^i_t),
\]  
(3.19)

which leads from (3.6) to
\[
\frac{d}{dt} X^i_t = F_t (X^i_t)
\]  
(3.20)

with drift term \( F_t (x) \) given by
\[
F_t (x) = -\nabla_x \left\{ \ln \left( \frac{1}{M} \sum_{j=1}^M k(x, X^j_t) \right) - \ln \pi^* (x) + \sum_{j=1}^M \frac{k(x, X^j_t)}{\sum_{l=1}^M k(X^l_t, X^j_t)} \right\}.
\]  
(3.21)

The resulting particle dynamics is equivalent to the one derived in \([31, 28]\) starting from a discrete approximation to the regularised Kullback–Leibler divergence. The equations are of gradient flow structure (2.8) with potential
\[
\mathcal{V}(z) = \sum_{i=1}^M \left\{ \ln \left( \frac{1}{M} \sum_{j=1}^M k(x^i, x^j) \right) - \ln \pi^*(x^i) \right\},
\]  
(3.22)

\( \mathcal{A} = I_{N_x} \) and \( \Gamma \equiv 0_{N_x} \), that is, \( F_t (X^i_t) = -\nabla_x \mathcal{V}(Z_t) \). Also recall that
\[
-\ln \pi^*(x) = \Phi_R (x) + C.
\]  
(3.23)

with \( C > 0 \) an appropriate normalisation constant which is irrelevant for the particle dynamics (3.20).

**Remark 3.4.** One can expect that (3.20) converges to the associated RKHS Fokker–Planck dynamics (3.6) as the number of particles, \( M \), approaches infinity. A rigorous theoretical investigation of the closely related blob method for diffusion can be found in \([5]\). See also \([34]\) and \([8]\) for earlier work on deterministic numerical methods for approximating diffusion processes. Furthermore, a diffusion map approach has been suggested in \([38]\) that approximates the \( \nabla_x \ln \pi_t \) term in the Fokker–Planck equation (2.17) without an explicit
kernel density estimate for $\pi_t$. While computationally attractive, it is unclear whether such an approximation leads to a particle system fitting the gradient flow structure \((2.8)\).

Equation \((3.16)\) suggests that an equilibrium particle distribution

$$Z_c = \{X_i^c\}_{i=1}^M = \arg\inf_{z \in \mathbb{R}^{N_x}} \mathcal{V}(z)$$

\((3.24)\)

can be used to approximate expectation values with respect to $\pi^*$ for $M$ sufficiently large using the following approximation

$$\hat{\pi}^*(x) \propto \left(\frac{1}{M} \sum_{i=1}^M k(x, X_i^c)\right) \exp \left(\sum_{j=1}^M \frac{k(x, X_j^c)}{\sum_{l=1}^M k(X_l^c, X_j^c)}\right).$$

\((3.25)\)

More specifically, one first collects a desired number of realisations $X_i^{k}, k = 1, \ldots, K$, from each of the PDFs $k(\cdot, X_i^c), i = 1, \ldots, M$. These $N = M \cdot K$ realisations are then assigned importance weights

$$W_i^{x,k} \propto \exp \left(\sum_{j=1}^M \frac{k(X_i^{x,k}, X_j^c)}{\sum_{l=1}^M k(X_l^c, X_j^c)}\right).$$

\((3.26)\)

The choice of the kernel functions $k(x, x')$ constitutes an important aspect for the computational implementation of \((3.20)\). We have already mentioned the Gaussian kernel \((3.4)\) which requires the specification of an appropriate covariance matrix $B$. Given $M$ samples $X_{1i}, i = 1, \ldots, M$, from the prior PDF $\pi_0$ with corresponding empirical covariance matrix $P_{xx}^0$, we set

$$B = \alpha P_{xx}^0 \quad \text{\((3.27)\)}$$

for $\alpha > 0$ appropriately chosen. The choice of the bandwidth $\alpha$ is itself a difficult task arising in general in kernel density estimation. We also use the $X_{1i}$'s as initial conditions for \((3.20)\) in our numerical experiments. Alternatively, the data-driven kernel \((3.5)\) can be implemented with $X^t = X_0$ and $B$ given by \((3.27)\).

**Remark 3.5.** In a high dimensional setting the statistical curse of dimensionality arises, see for example [40]. If the parameters have dimension $N_x$, then we need an ensemble size $M$ growing exponentially fast with $N_x$. The kernel density estimator approximates the target distribution in a local neighbourhood of the members in our particle system of size $M$ and in high dimensions those particle locations will be sparse in the parameter space. This problem can be counteracted partially by adaptive kernel functions. Adaptive choices of the kernel functions such as

$$B = \alpha P_{xx}^t \quad \text{\((3.28)\)}$$

in the Gaussian kernel \((3.4)\) can, for example, be considered in the definition of the potential \((3.22)\) and can help to capture the structure of the target distribution. The computation of the associated drift $F_t(X_i^t) = -\nabla_x \mathcal{V}(Z_t)$ becomes, however, more involved. In our high dimensional numerical example we will consider the adaptive choice \((3.28)\) but suppress the dependence of $B$ on $x$ in the computation of the drift \((3.21)\) for simplicity. We note, that this method will no longer be of gradient flow structure \((2.8)\), but still leads to an effective improvement of the numerical results.
3.2. Preconditioned and gradient-free particle formulations. We now return to the
evolution equations (2.8) with a non-trivial choice of the matrix \( A(z) \) and \( \Gamma(z) = 0_{N_x} \). More
specifically, our choice of \( A(z) \) is motivated by the gradient flow structure of the ensemble
Kalman–Bucy filter \([1]\), that is,
\[
A(Z_t) = I_M \otimes P_{xx}^t. \tag{3.29}
\]
See \([28]\) for a more general discussion of preconditioned gradient flows in the context of
BIPs. The same preconditioning has recently been considered for stochastic interacting par-
ticle systems with \( \Gamma(Z_t) = \sqrt{2} A(Z_t)^{1/2} \) in \([12]\). We will provide more details on these
formulations in Section 3.3. We also remark that related ideas have previously appeared in
the Markov chain Monte Carlo literature. See, for example, \([23]\) and references therein.

Applying (3.29) to the Fokker–Planck particle dynamics of Section 3.1, that is to (3.20),
leads to
\[
\frac{d}{dt} X_i^t = P_{xx}^t F_t(X_i^t). \tag{3.30}
\]

**Example 3.6.** Let us return to Example 2.2. In the spirit of (3.30), we replace (2.18) by
\[
\frac{d}{dt} X_i^t = -P_{xx}^t \nabla_x \Phi^R(X_i^t) + X_i^t - X_t \tag{3.31a}
\]
\[
= -P_{xx}^t (P^*)^{-1}(X_i^t - \pi^*) + X_i^t - X_t. \tag{3.31b}
\]
Because of (2.21), we obtain
\[
P_{xx}^t (P^*)^{-1}(X_i^t - \pi^*) \approx X_i^t - \pi^* \tag{3.32}
\]
and, hence,
\[
\frac{d}{dt} X_i^t \approx -(X_i^t - \pi^*) \tag{3.33}
\]
for \( t \gg 1 \) sufficiently large. This suggests that the preconditioning (3.29) is asymptotically
optimal for linear BIPs, that is, all directions of state space \( \mathbb{R}^{N_x} \) and all particles are treated
equally as \( t \to \infty \). See also Lemma 3.8 below on the affine invariance of the preconditioned
gradient flow system.

While (3.30) is asymptotically optimal for Gaussian posterior PDFs \( \pi^* \), this is not nec-
essarily true for multimodal posterior PDFs in which case one may use a localised covariance
matrix, as first considered in \([23]\). More specifically, one first defines distance-dependent
weights
\[
w_{ij}^t = \exp \left( -\frac{1}{2\gamma} \| X_i^t - X_j^t \|^2_D \right) \sum_{l=1}^M \exp \left( -\frac{1}{2\gamma} \| X_l^t - X_i^t \|^2_D \right), \tag{3.34}
\]
where \( \gamma > 0 \) is an appropriate scaling parameter and \( D \in \mathbb{R}^{N_x \times N_x} \) an appropriate symmetric
positive-definite matrix, and then each particle \( X_i^t \) is assigned the weighted covariance matrix
\[
P_{xx}^t(X_i^t) = \sum_{j=1}^M w_{ij}^t (X_i^t - X_j^t)(X_i^t - X_j^t)^T = \sum_{j=1}^M w_{ij}^t X_i^t (X_i^t)^T - X_i^t (X_i^t)^T \tag{3.35}
\]
with localised mean
\[ X_t^i = \sum_{j=1}^{M} w_t^{ij} X_t^j. \]  
(3.36)

Finally, the evolution equations (3.30) are replaced by
\[ \frac{d}{dt} X_t^i = P_{xx}^t (X_t^i) F_t (X_t^i) \]  
(3.37)

for \( i = 1, \ldots, M \). We note that (3.37) also fits into the framework of (2.8), where \( A(Z_t) \in \mathbb{R}^{N_z \times N_z} \) is block-diagonal with its \( i \)th block entry given by \( P_{xx}^t (X_t^i) \). Furthermore,
\[ \frac{d}{dt} \mathcal{V}(Z_t) \leq 0 \]  
(3.38)

along solutions of (3.37). Finally, \( \gamma \to \infty \) leads to \( w_t^{ij} = 1/M \) in (3.34) and the covariance matrix \( P_{xx}^t \) is recovered from (3.35). In the sequel we always assume that
\[ D = P_{xx}^0. \]  
(3.39)

We now demonstrate that the preconditioned formulations (3.30) and (3.37), respectively, are invariant under affine transformations. The importance of affine invariant sampling methods for BIP has been highlighted in [14]. In the context of our general framework (2.8) affine invariance is defined as follows.

**Definition 3.7.** An SDE (2.8) is called invariant under an affine transformation
\[ Z_t = MV_t + c, \]  
(3.40)

\( M \in \mathbb{R}^{N_z \times N_z} \) invertible, if the associated equations of motion in \( V_t \) are of the form
\[ dV_t = -A(V_t) \nabla_u \mathcal{U}(V_t) + \Gamma(V_t) dW_t \]  
(3.41)

with the potential \( \mathcal{U} \) defined by
\[ \mathcal{U}(V_t) = \mathcal{V}(MV_t + c). \]  
(3.42)

We restrict the class of all affine transformations of the form (3.40) to those defined component-wise, that is,
\[ X_t^i = AU_t^i + b, \quad V_t = \left( (U_t^1)^T, (U_t^2)^T, \ldots, (U_t^M)^T \right)^T, \]  
(3.43)

\( A \in \mathbb{R}^{N_z \times N_z} \) invertible.

**Lemma 3.8.** The preconditioned formulations (3.30) and (3.37), respectively, are invariant under affine transformations of the form (3.43).

**Proof.** We note that (3.39) implies that the weights (3.34) are invariant under (3.43). Furthermore, we obtain
\[ P_{xx}^t (X_t^i) = P_{xx}^t (AU_t^i + b) = A P_{xx}^t (U_t^i) A^T \]  
(3.44)

and
\[ \nabla_u \mathcal{U}(V_t) = A^T \nabla_x \mathcal{V}(Z_t) \]  
(3.45)
with $\mathcal{U}$ defined by (3.42). The invariance property follows now from
\[
dX_i^t = ADU_i^t = -P_{xx}^t(X_i^t) \nabla_x V(Z_t) = -A \{ P_{xi}^u(U_i^t) \nabla_u \mathcal{U}(V_t) \}. \tag{3.46}
\]

\[\square\]

**Remark 3.9.** The choice (3.27) for the Gaussian kernels (3.4) implies that the transformed potential (3.42) is given by
\[
\mathcal{U}(v) = \sum_{i=1}^{M} \left\{ \ln \left( \frac{1}{M} \sum_{j=1}^{M} k(v^i, v^j) \right) - \ln \pi^*(Av^i + b) \right\}. \tag{3.47}
\]

One of the attractive features of the ensemble Kalman filter [11, 22, 32] is its gradient-free formulation for posterior PDFs satisfying (3.23). In order to extend this approach to our preconditioned gradient flow formulations we note that
\[
P_{xx}^t \nabla_x \ln \pi^*(X_i^t) = -P_{xx}^t \nabla_x \Phi_R(X_i^t) \]
\[= -P_{xx}^t Dh(x)^{T} R^{-1}(h(X_i^t) - y) - P_{xx}^t P_0^{-1}(X_i^t - \bar{x}_0). \tag{3.48a}
\]

The key idea of the gradient-free formulations of the ensemble Kalman filter [11, 32] is to replace $P_{xx}^t Dh(x)^{T}$ with the covariance matrix
\[
P_{xx}^{th} = \frac{1}{M} \sum_{i=1}^{M} (X_i^t - \bar{X}_t)(h(X_i^t) - \bar{h}_t)^{T}, \quad \bar{h}_t = \frac{1}{M} \sum_{i=1}^{M} h(X_i^t). \tag{3.49}
\]

We emphasise that
\[
P_{xx}^t Dh(x)^{T} = P_{xx}^{th} \tag{3.50}
\]
for linear forward maps $h$. For nonlinear forward maps $h$ this approximation will get more accurate if the particles are close to each other. Since the particles are representing a distribution, a localised version of the covariance matrix suggests to improve the accuracy of the gradient-free formulation. Increasing the ensemble size will also improve the accuracy of the gradient-free formulation, in particular in the localised formulation.

Following the corresponding continuous-time formulations of the ensemble Kalman–Bucy filter [2, 28], we obtain the following gradient-free reformulation of (3.30):
\[
\frac{d}{dt}X_i^t = -P_{xx}^{th} \nabla_x \ln \left( \frac{1}{M} \sum_{j=1}^{M} k(X_i^t, X_j^t) \right) + \frac{1}{M} \sum_{j=1}^{M} k(X_i^t, X_j^t) \sum_{l=1}^{M} k(X_l^t, X_j^t) \right) \]
\[= \left\{ P_{xx}^{th} R^{-1}(h(X_i^t) - y) + P_{xx}^t P_0^{-1}(X_i^t - \bar{x}_0) \right\}. \tag{3.51a}
\]

While no longer of gradient flow structure, the potential (3.22) still allows us to monitor the behaviour of (3.51) in the large time limit.

We note that (3.50) also holds for our localised covariance matrices $P_{xx}^t(X_i^t)$ with $P_{xx}^{th}(X_i^t)$ defined by
\[
P_{xx}^{th}(X_i^t) = \sum_{i=1}^{M} w_{ii}^{th}(X_i^t - \bar{X}_t)(h(X_i^t) - \bar{h}_t)^{T}, \quad \bar{h}_t = \sum_{i=1}^{M} w_{ii}^{th} h(X_i^t). \tag{3.52}
\]
Hence, the localised formulation (3.37) gives rise to the gradient-free formulation
\[
\frac{d}{dt} X_t^i = -P_t^{xx}(X_t^i) \nabla_x \left\{ \ln \left( \frac{1}{M} \sum_{j=1}^M k(X_t^i, X_t^j) + \sum_{j=1}^M \frac{k(X_t^i, X_t^j)}{\sum_{l=1}^M k(X_t^l, X_t^j)} \right) \right\} - \left\{ P_t^{gh}(X_t^i) R^{-1}(h(X_t^i) - y) + P_t^{xx}(X_t^i) P_0^{-1}(X_t^i - \bar{x}_0) \right\}. 
\] (3.53)

We will demonstrate in Section 4 that the localised formulation (3.53) is beneficial in case of multimodal posterior PDFs \( \pi^* \).

**Remark 3.10.** We emphasise that the localisation strategy proposed here is different from standard B-localisation employed for ensemble Kalman filters, where the empirical covariance matrix \( P_t^{xx} \) is tempered by a second matrix \( C \) such that the preconditioning matrix becomes \( C \circ P_t^{xx} \) where \( \circ \) denotes the Schur product of two matrices. See, for example, [11, 32]. Furthermore, the proposed localised strategy can also be applied in the context of ensemble Kalman inversion [3, 17, 21, 35].

### 3.3. Langevin dynamics based particle systems.

In [12], the authors proposed the interacting Langevin dynamics
\[
dX_t^i = -P_t^{xx} \nabla_x \Phi_R(X_t^i) \, dt + \sqrt{2} (P_t^{xx})^{1/2} \, dW_t^i, 
\] (3.54)
where \( W_t^i, \, i = 1, \ldots, M, \) denote independent \( N_x \)-dimensional Brownian motions. The large particle limit \( M \to \infty \) leads formally to the mean-field equation
\[
dX_t = -C(\pi_t) \nabla_x \Phi_R(X_t) + \sqrt{2} \mathcal{C}^{1/2}(\pi_t) \, dW_t, 
\] (3.55)
with \( \mathcal{C}(\pi) \) defined in (2.16), where the corresponding marginal densities \( \pi_t, \, t \geq 0 \), evolve according to the nonlinear Fokker–Planck equation
\[
\partial_t \pi_t = \nabla_x \cdot (\pi_t C(\pi_t) \nabla_x \delta \text{KL}(\pi_t | \pi^*)) \right). 
\] (3.56)
The mathematical properties of (3.56) have been studied [12]. We note that a corresponding nonlinear Fokker–Planck equation arises formally from the large ensemble limit of (3.30) with \( \text{KL}(\pi_t | \pi^*) \) replaced by the RKHS Kullback–Leibler divergence (3.1).

Furthermore, in [27], the authors propose a corrected finite-size particle system in order to obtain the correct long-time behaviour even under finite ensemble sizes. More specifically, the corrected particle system evolves according to the system of SDEs
\[
dX_t^i = -P_t^{xx} \nabla_x \Phi_R(X_t^i) \, dt + \frac{N_x + 1}{M} (X_t^i - \bar{X}_t) \, dt + \sqrt{2} (P_t^{xx})^{1/2} \, dW_t^i, 
\] (3.57)
where the gradient descent direction in the drift term has been corrected through the expression
\[
\nabla_x \cdot P_t^{xx} = \frac{N_x + 1}{M} (X_t^i - \bar{X}_t) \in \mathbb{R}^{N_x}. 
\] (3.58)
Again we note that (3.57) fits within the general framework of (2.8) with \( \mathcal{A}(Z_t) = I_M \otimes P_t^{xx}, \) \( \Gamma(Z_t) = \sqrt{2} I_M \otimes (P_t^{xx})^{1/2} \) and potential
\[

V(Z_t) = \sum_{i=1}^M \Phi_R(X_t^i) - \frac{N_x + 1}{2} \ln |P_t^{xx}|. 
\] (3.59)
Here we have assumed that \( P_t^{xx} \) has full rank and used that
\[
\frac{\partial}{\partial (P_t^{xx})_{ij}} \ln |P_t^{xx}| = \left( (P_t^{xx})^{-1} \right)_{ij},
\]
where \((A)_{ij}\) denotes the \((i, j)\)th entry of a matrix \(A\), and, hence,
\[
\frac{1}{2} \nabla_{x^j} \ln |P_t^{xx}| = \frac{1}{M} (P_t^{xx})^{-1} (X_i^j - \overline{X}_t).
\]

As demonstrated in [27], this correction leads to the Fokker–Planck equation
\[
\frac{\partial}{\partial t} \rho_t = \nabla_z \cdot \left( \rho_t \nabla_z \delta \text{KL}(\rho_t | \rho^*) \right),
\]
for the marginal PDF \( \rho_t(x) \) in the state variable (2.9) and the asymptotic behaviour
\[
\lim_{t \to \infty} \rho_t = \rho^*
\]
follows under appropriate conditions on the potential \( \Phi_R \). Here \( \rho^*(z) := \prod_{i=1}^M \pi^*(x^i) \). Hence formulation (3.57) provides the appropriate generalisation of (2.10) under the state-dependent diffusion matrix \( \Gamma(Z_t) \) and finite ensemble sizes \( M \).

A detailed theoretical study, including its affine invariance, of the formulation (3.57) as well as efficient numerical implementations avoiding the need for computing the square root of the empirical covariance matrix \( P_t^{xx} \) can be found in [13].

We now derive a correction term for the particle evolution with \( P_t^{xx} \) in (3.54) replaced by the localised empirical covariance matrix (3.35). Following [27], the correction term is given by \( \nabla_{x^i} \cdot \sum_{j=1}^M (X^j_t - \overline{X}_t)^T \nabla_{x^j} w_{ij} \) and an explicit expression is provided in the following lemma.

**Lemma 3.11.** It holds that
\[
\nabla_{x^i} \cdot P_t^{xx}(X^j_t) = w_{ij}^T (N_x + 1)(X^j_t - \overline{X}_t) + \sum_{j=1}^M X^j_t (X^j_t) T \nabla_{x^j} w_{ij}
\]
\[
- \sum_{j=1}^M X^j_t (X^j_t) T \nabla_{x^j} w_{ij} - \sum_{j=1}^M X^j_t (X^j_t) T \nabla_{x^j} w_{ij},
\]
where \( \overline{X}_t \in \mathbb{R}^{N_x} \) denotes the localised mean defined in (3.36) and \( w_{ij} \in [0, 1] \) denote the localisation weights (3.34).

**Proof.** We will make use of the following identities for the computation of the correction term:
\[
\nabla_{x^i} \cdot (w_{ij}^T x^i (x^j)^T) = w_{ij}^T (N_x + 1)x^i + x^j (x^j)^T \nabla_{x^j} w_{ij}
\]
\[
\nabla_{x^i} \cdot (w_{ij}^T x^i (x^j)^T) = w_{ij}^T x^i + x^j (x^j)^T \nabla_{x^j} w_{ij}
\]
\[
\nabla_{x^i} \cdot (w_{ij}^T x^i (x^j)^T) = w_{ij}^T N_x x^j + x^j (x^j)^T \nabla_{x^j} w_{ij}
\]
\[
\nabla_{x^i} \cdot (w_{ij}^T x^i (x^j)^T) = x^j (x^j)^T \nabla_{x^j} w_{ij}
\]

Here we have assumed that \( j \neq i \). Applying these identities to the localised covariance matrix (3.35) yields
\[
\nabla_{x^i} \cdot \left( \sum_{j=1}^M w_{ij}^T X^j_t (X^j_t)^T \right) = w_{ij}^T (N_x + 1)X^j_t + \sum_{j=1}^M X^j_t (X^j_t)^T \nabla_{x^j} w_{ij}
\]
as well as
\[ \nabla_{x^i} \cdot \left( \mathbf{X}_t^i \left( \mathbf{X}_t^i \right)^T \right) = w_t^{ij} (N_x + 1) \mathbf{X}_t^j + \sum_{j=1}^{M} \left\{ \mathbf{X}_t^i \left( \mathbf{X}_t^j \right)^T + \mathbf{X}_t^j \left( \mathbf{X}_t^i \right)^T \right\} \nabla_{x^i} w_t^{ij} \]
(3.67)
and (3.64) follows. \( \square \)

The correction term requires the computation of \( \nabla_{x^i} w_t^{ij} \) for weights given by (3.34):
\[
\nabla_{x^i} w_t^{ij} = \frac{w_t^{ij}}{\gamma} D^{-1} \left\{ - (X_t^i - X_t^j) + \frac{\sum_{l=1}^{M} \exp \left( - \frac{1}{\gamma^2} \| X_t^i - X_t^l \|_2^2 \right) (X_t^i - X_t^l)}{\sum_{l=1}^{M} \exp \left( - \frac{1}{\gamma^2} \| X_t^i - X_t^l \|_2^2 \right)} \right\}
(3.68a)
\[
= \frac{w_t^{ij}}{\gamma} D^{-1} \left\{ - (X_t^i - X_t^j) + \sum_{l=1}^{M} w_t^{il} (X_t^i - X_t^l) \right\}
(3.68b)
\[
= \frac{w_t^{ij}}{\gamma} D^{-1} \left\{ X_t^j - X_t^j \right\}.
(3.68c)
\]

With this result we can formulate the corrected evolution system for the interacting Langevin diffusion model with localised covariance matrix by adding the drift \( \nabla_{x^i} \cdot P_t^{xx} (X_t^i) \), that is,
\[
dX_t^i = -P_t^{xx} (X_t^i) \nabla \Phi_R (X_t^i) \, dt + \nabla_{x^i} \cdot P_t^{xx} (X_t^i) \, dt + \sqrt{2} \, (P_t^{xx} (X_t^i))^{1/2} \, dW_t^i.
(3.69)
\]

In analogy to (3.57), this leads to the following lemma for the joint density of the particle system evolving through (3.69). See (27).

**Lemma 3.12.** The joint density corresponding to the particle system evolving by (3.69) satisfies the Fokker–Planck equation given by
\[
\partial_t \rho_t = \nabla_x \cdot \left( \rho_t A \nabla_x \frac{\delta \text{KL}(\rho_t | \rho^*)}{\delta \rho_t} \right)
(3.70)
\]
with \( A \in \mathbb{R}^{N_x \times N_x} \) a block diagonal matrix with its \( i \)-th block entry given by \( P_t^{xx} (X_t^i) \).

Hence by the Kalman–Wasserstein gradient flow structure (27) in the joint distribution \( \rho_t \), the finite-size particle system (3.69) can be used in the long-time limit to approximate i.i.d. samples from \( \pi^* \).

Gradient-free variants of both formulations (3.57) and (3.69), respectively, can now be formulated in a straightforward manner by replacing \( P_t^{xx} D h (X_t^i)^t \) by \( P_t^{ch} \) or \( P_t^{ch} (X_t^i) \) respectively. For example, we obtain the following localised gradient-free formulation:
\[
dX_t^i = - \left\{ P_t^{ch} (X_t^i) R^{-1} (h(X_t^i) - y) + P_t^{xx} (X_t^i) P_0^{-1} (X_t^i - \pi_0) \right\} \, dt \quad (3.71a)
\]
\[ + \nabla_{x^i} \cdot P_t^{xx} (X_t^i) \, dt + \sqrt{2} \, (P_t^{xx} (X_t^i))^{1/2} \, dW_t^i.
(3.71b)\]

**4. Numerical results.** In this section, we apply the proposed methodologies to a sequence of increasingly more challenging numerical examples ranging from low to high-dimensional and unimodal to multimodal.

**4.1. 2-dimensional unimodal example.** Before we discuss a bimodal example to show the improving effects of the localised gradient-free formulation, we implement a nearly Gaussian example originally presented in (9) and later also used in (12, 16).
More specifically, we consider the following one-dimensional elliptic boundary-value problem
\[-\frac{d}{ds} \left( \exp(x_1) \frac{d}{ds} p(s) \right) = 1, \quad s \in [0, 1],\]
with boundary condition \(p(0) = 0\) and \(p(1) = x_2\). An explicit solution of this boundary-value problem in the parameters \(x = (x_1, x_2)^T \in \mathbb{R}^2\) is given by
\[p(s, x) = x_2 s + \exp(-x_1) \left( -\frac{s^2}{2} + \frac{s}{2} \right)\]
and the forward map in (2.1) is defined by
\[h(x) = (p(s_1, x), p(s_2, x))^T,\]
that is, we assume that noisy measurements of \(p(\cdot, x)\) are given at locations \(s_1 = 0.25\) and \(s_2 = 0.75\).

Furthermore, we assume Gaussian measurement errors \(\Xi \sim \mathcal{N}(0, R)\) with \(R = 0.01 \cdot I_2\), \(I_2 \in \mathbb{R}^{2 \times 2}\) the identity matrix, and a Gaussian prior \(\mathcal{N}(0, P_0)\) with \(P_0 = 100 \cdot I_2\). The data is constructed by drawing a reference parameter \(x^\dagger \sim \pi_0\) and by setting the observation to \(y = h(x^\dagger) + \xi^\dagger\), where \(\xi^\dagger\) is a realisation of the measurement error. Our numerical results are based on the realisations \(x^\dagger = (0.0865, -0.8157)^T\) and \(y = (-0.0173, -0.573)^T\).

We use the MATLAB solver ode45 to solve the ODE representing the deterministic Fokker–Planck dynamics (3.51) and the Euler–Maruyama scheme with step-size \(\Delta t = 0.0001\) for the interacting Langevin sampler (3.71). The preconditioned Fokker–Planck dynamics is implemented using Gaussian kernels (3.4) with \(B = \alpha P_0\) and \(\alpha = 0.05\).

Figure 4.1 shows the posterior approximation through the particle systems with \(M = 200\) particles resulting from the deterministic Fokker–Planck dynamics as well as the interacting Langevin sampler. One finds that both methods approximate the posterior distribution well.

The performance of the deterministic Fokker–Planck dynamics depends crucially on the kernel parameter \(\alpha\) in (3.27) as can be seen from Figure 4.2, where kernel density estimates for the target distribution for different choices of \(\alpha\) are displayed. The effect of the different choices of \(\alpha\) is also demonstrated in the time evolution of the potential \(V\) from (3.22), which can be found in Figure 4.3. If the scaling \(\alpha\) is chosen too small, then the resulting density...
underestimates the spread, whereas a too large $\alpha$ overestimates the spread. Overall, the choice of the scaling parameter $\alpha$ is crucial and quite sensitive, which is a general challenge in kernel density estimation.

![Kernel density estimates for different $\alpha$ values](image1)

Figure 4.2: Approximations to the posterior PDF from deterministic Fokker–Planck dynamics for different values of the kernel parameter $\alpha$: a) $\alpha = 0.0005$, b) $\alpha = 0.005$, c) $\alpha = 0.05$, d) $\alpha = 0.5$.

![Potential function evolution](image2)

Figure 4.3: Time evolution of the potential function $V$ for different choices of $\alpha$.

We find that both the deterministic and stochastic interacting particle formulations work well for this simple 2-dimensional example. While the interacting Langevin dynamics is easier to implement, the Fokker–Planck dynamics immediately results in a kernel density estimate for the posterior distribution and its performance can be monitored through the time evolution of the potential energy (3.22).
4.2. 2-dimensional bimodal example. We next consider a 2-dimensional bimodal example resulting from the nonlinear forward map

\[ h : \mathbb{R}^2 \rightarrow \mathbb{R}, \quad h(x) = (x_1 - x_2)^2. \]  

We assume a Gaussian prior with mean zero and covariance \( P_0 = I_2 \in \mathbb{R}^{2 \times 2} \) and Gaussian measurements errors \( \Xi \sim \mathcal{N}(0, R) \) with \( R = I_2 \). We draw a reference parameter \( x^\dagger \sim \pi_0 \) and an observation \( y = h(x^\dagger) + \xi^\dagger \), where \( \xi^\dagger \) is a realisation of the random measurement errors \( \Xi \). Our numerical results are based on the realisation \( x^\dagger = (-1.5621, -0.0021)^T \) and \( y = 4.2297 \).

We implement the preconditioned version of the Fokker–Planck based particle system (3.20). Furthermore, we also consider its gradient-free formulation (3.51) as well as the localised formulation (3.53). We compare the results to those from the corresponding interacting Langevin sampler (3.57), its gradient-free formulation (3.57), and its localised formulation (3.69), respectively.

We again use the MATLAB solver ode45 to time-step the deterministic Fokker–Planck dynamics (3.51) and the Euler–Maruyama scheme with step-size \( \Delta t = 0.0001 \) for the interacting Langevin sampler (3.71). We use a Gaussian kernel (3.4) with \( B = \alpha P_0 \) and \( \alpha = 0.01 \) for the preconditioned Fokker–Planck dynamics. The weights for the localised formulation (3.34) are computed with \( \gamma = 0.5 \) and \( D = P_0 \in \mathbb{R}^{2 \times 2} \). All simulations use \( M = 200 \) particles.

Figure 4.4 shows the kernel density estimates resulting from the preconditioned Fokker–Planck dynamics, which demonstrates that the particle system is representing the target density. Furthermore, while the gradient-free formulation (3.51) is getting pushed to one of the peaks, the localised formulation (3.53) leads to an effectively improved approximation of the posterior density. The time evolution of the potential (3.22) along the three different interacting particle approximations is displayed in Figure 4.5.

We present the variational derivative of the RKHS Kullback–Leibler divergence (3.8) resulting from the equilibrium particle positions \( \{X^\dagger_i\} \) as well as the weight function

\[ W(x) = \exp \left( \frac{1}{\gamma} \sum_{j=1}^{M} \frac{k(x, X^\dagger_j)}{\sum_{l=1}^{M} k(X^\dagger_l, X^\dagger_j)} \right) \]  

(compare (3.25)) corresponding to the equilibrium particle positions in Figure 4.6. We find that both the exact gradient method as well as the localised gradient-free formulation are leading to a variational derivative, which is nearly constant in the region of state space covered by the equilibrium particle positions \( \{X^\dagger_i\} \).

Qualitatively similar results are also obtained from the corresponding implementations of the interacting Langevin dynamics. See Figure 4.7. The gradient-free formulation shows again a focus into the direction of one of the peaks, while the localisation highly improves the approximation of the posterior distribution.

Figure 4.8 shows the kernel density estimate resulting from the localised deterministic Fokker–Planck dynamics (3.53) for different choices of the localisation scaling \( \gamma > 0 \). We see that for too small choices of \( \gamma \) the localisation effect is too strong and the particles move too slowly. The reason for this is that the particles do not find nearby particles to interact with. If, on the other hand, the scaling parameter \( \gamma \) is chosen too large, the localisation effect is too weak and the particles start concentrating on one of the two peaks. This effect results from the inaccurate approximation of the gradient of the forward problem. Figure 4.9 shows the
Figure 4.4: Approximations to the posterior PDF from interacting Fokker–Planck dynamics: a) exact posterior PDF, b) fitted PDF from preconditioned dynamics using exact gradients, c) fitted PDF from preconditioned gradient-free dynamics, d) fitted PDF from localised gradient-free dynamics.

Figure 4.5: Time evolution of potential function $V$ for different implementations of Fokker–Planck particle dynamics: (blue) preconditioned dynamics using exact gradients, (red) preconditioned gradient-free dynamics, (green) localised gradient-free dynamics.

We notice that the estimate for $\gamma = 10$ is leading to a lower value of the potential compared to the estimate for $\gamma = 0.1$ with $\gamma = 1$ being optimal. While the estimate for $\gamma = 10$ represents one of the peaks nearly perfectly while ignoring the second peak, the two other estimates approximates both peaks fairly well.

In summary, this example demonstrates the effectiveness of the localised gradient-free formulations both in its deterministic and stochastic form. We also note that a careful choice
of the parameter $\gamma$ is required and that smaller values of $\gamma$ require larger ensemble sizes $M$ in order to provide faithful gradient approximations.

### 4.3. High dimensional example.

We return to the one-dimensional elliptic boundary-value problem from Section 4.1 now in the form of

$$- \frac{d}{ds} \left( \exp(u(s)) \frac{d}{ds} p(s) \right) = 1, \quad s \in [0, 1].$$

(4.3)

While in the first example we had two unknown parameters arising from the unknown permeability constant $a = \exp(x_1)$ and the boundary condition $p(1) = x_2$, we consider here for given boundary conditions $p(0) = p(1) = 0$ and unknown permeability function $a(s) = \exp(u(s))$ with $u \in L^\infty([0, 1])$. Note that for any $u \in L^\infty([0, 1])$ there exists a solution $p \in H^1_0([0, 1]; \mathbb{R})$. Inspired by [12] we infer the coefficients of a Karhunen–Loève (KL) expansion of $u$. More precisely, we assume that the prior of the unknown $u$ is given by the Gaussian process $\text{GP}(0, (-\Delta)^{-\gamma})$. Thus, we can write $u \sim \text{GP}(0, (-\Delta)^{-\gamma})$ a.s. through...
Figure 4.7: Approximations to the posterior PDF from interacting Langevin dynamics: a) exact posterior PDF, b) particle system from preconditioned dynamics using exact gradients, c) particle system from preconditioned gradient-free dynamics, d) particle system from localised gradient-free dynamics.

the KL expansion

$$u(s, x) = \sum_{k=1}^{\infty} x_k \psi_k(s),$$  \hspace{1cm} (4.4)

where $x = (x_k)_{k \in \mathbb{N}}$ is a sequence of independent Gaussian distributed random variables $\mathcal{N}(0, \lambda_k)$ with $\lambda_k = k^{-2}\tau$ and $\psi_k(s) = \sqrt{2\pi} \sin(k\pi s)$ [37].

The inverse problem is to recover the coefficients $(x_k)_{k \in \mathbb{N}}$ corresponding to the KL expansion (4.4) given discrete noisy observations $y$ of (4.3), that is, $y = (O \circ G)(u(s, x)) + \xi$. Here $G : L^\infty([0, 1]) \to H^1_0([0, 1]; \mathbb{R})$ denotes the solution operator of (4.3) and $O : H^1_0([0, 1]; \mathbb{R}) \to \mathbb{R}^{N_y}$ denotes the observation operator, which provides function values at $N_y$ equidistant observation points in $[0, 1]$, that is, $z(\cdot) \in H^1_0([0, 1]; \mathbb{R}) \mapsto O(z(\cdot)) = (z(s_1), \ldots, z(s_{N_y}))^T$, $s_i = \frac{i}{N_y}$, $i = 1, \ldots, N_y$.

We will truncate the KL expansion (4.4) at index $N_x$, that is, the unknown parameters are given by $x = (x_1, \ldots, x_{N_x})^T \in \mathbb{R}^{N_x}$ and we define the forward map $h$ by

$$h : \mathbb{N}^{N_x} \to \mathbb{N}^{N_y}, \text{ with } x \mapsto u(\cdot, x) \mapsto (O \circ G)(u(\cdot, x)).$$  \hspace{1cm} (4.5)

For our numerical results we replace $G$ by an numerical solution operator for (4.3) on the grid $\mathcal{D} \subset [0, 1]$ with mesh size $h = 2^{-8}$ and restrict $u(\cdot, x)$ to the computational grid $s_l = lh, l = 1, \ldots, 2^8 - 1$.

We set the prior to $X_0 \sim \mathcal{N}(0, P_0)$, where $P_0 \in \mathbb{R}^{N_x \times N_x}$ is diagonal matrix with entries $\lambda_k$, $k = 1, \ldots, N_x$ and $\tau = 1.5$. The measurement errors are mean zero Gaussian, that is,
Figure 4.8: Approximations to the posterior PDF from interacting Fokker–Planck dynamics: a) $\gamma = 0.1$, b) $\gamma = 1$, c) $\gamma = 4$, d) $\gamma = 10$.

Figure 4.9: Time evolution of the potential function $\mathcal{V}$ for different choices of $\gamma$.

$\Xi \sim \mathcal{N}(0, R)$ with $R = 0.01 \cdot I_{N_x}$. The resulting inverse problem is of the form (2.1). We construct our reference data $y$ by drawing $x^\dagger_k \sim \mathcal{N}(0, \lambda_k)$ for $k \leq 4$ and set $x_k = 0$ for $k > 4$. We finally draw a measurement error $\xi^\dagger \sim \mathcal{N}(0, R)$ and compute $y = h(x^\dagger) + \xi^\dagger$. In our numerical experiments, we truncate the KL expansion (4.4) at $N_x = 32$ and observe the solution $p(s)$ of (4.3) at $N_y = 16$ equidistant grid points.

We again use the MATLAB solver ode45 to time-step the deterministic Fokker–Planck dynamics (3.51) and the Euler–Maruyama scheme with step-size $\Delta t = 0.00005$ for the interacting Langevin sampler (3.71). This time we use a Gaussian kernel (3.4) depending on the current empirical covariance matrix, that is, $B_t = \alpha P_t^{xx}$ and $\alpha \in \{5, 7.5, 10\}$ for the preconditioned Fokker–Planck dynamics.

Since our setup is quite similar to the high dimensional example in [12], we will report
on the numerical results using similar summary statistics.

We run both the deterministic Fokker–Planck dynamics (3.51) as well as the interacting Langevin dynamic (3.71) up to a fixed time of $T = 100$. To analyse the numerical results, we construct an empirical approximation to the posterior $X | y$ by a sample of size $L = 512$ for both methods. For the deterministic Fokker–Planck dynamics, we use the particle system at final time and produced samples according to (3.25). In the case of the Langevin sampler, we use the temporal evolution paths of the particles to collect the required total number samples. This has been achieved by adding the current ensemble of particles every 1000 time steps to the already collected samples once the dynamics can be considered as equilibrated. We compare our results with the posterior approximation resulting from a Random Walk Metropolis Hastings algorithm with preconditioned Crank–Nicolson (pCN) proposal [6], that is, we propose for given state $X_k$

$$\hat{X}_{k+1} \sim \mathcal{N}(\sqrt{1-s^2}X_k, s^2P_0),$$  \hspace{1cm} (4.6)

where $s$ is a step size parameter. We set the step size to $s = 0.035$, which results in an acceptance rate of approximately 25% [33].

---

Figure 4.10: Time evolution of the potential function $V$ for different choices of $\alpha$ (a) and $M$ (b).

Figure 4.10 shows the time evolution of the potential function $V$ for different choices of the scaling parameter $\alpha$ and different ensemble sizes $M$. There is no crucial sensitivity on those parameters detectable as all parameter choices result in quite a similar behaviour. In contrast to the temporal behaviour of the potential, we can see significant differences in the particle distributions by viewing scatter plots.

Figure 4.11 shows samples resulting from different choices of kernel scaling parameter $\alpha$ and Figure 4.12 displays the corresponding results for different choices of ensemble size $M$. While for $\alpha = 5$ the spread of the sample is too low to fit the target distribution, we can see fairly good approximations resulting for $\alpha = 7.5, 10$. We note, that we have to chose larger values for $\alpha$ compared to the previous numerical experiments. This comes from the
choice of an adaptive kernel by $B_t = P_t^{xx}$. While in the experiments before we considered the covariance of the prior resulting in high uncertainty, the adaptive $B_t$ is depending on the current spread of the particle system.

The scatter plots for different choices of the ensemble size $M$ reveal that it is enough to chose a relatively small ensemble size $M = 64$ to produce good approximations to the posterior distribution.

In the case of the Langevin sampler the effect of the correction term (3.58) introduced in [27] in the case of small ensemble sizes $M$ can be clearly detected. While the resulting samples without correction term concentrates in a small area, see Figure 4.13, the resulting sample with corrected dynamics fit the target distribution quite well for an ensemble size $M = 16$ already; see Figure 4.14. The difference can also be seen in the time evolution of the spread of the ensemble over time

$$e_t := \frac{1}{M} \sum_{i=1}^{M} |X^i_t - \bar{X}_t|^2,$$

(4.7)

as shown in Figure 4.15. The spread of the ensemble evolves nearly identically for different ensemble sizes under the corrected dynamics, while we can see again the concentration effect for a small ensemble size for the uncorrected case. We close the discussion by comparing...
the resulting parameter estimation for both the deterministic as well as the stochastic method. The plot on the left in Figure 4.16 shows the resulting estimate for the deterministic version, that is, the evaluation of the truncated KL expansion (4.4)

\[ u^i = u(\cdot, X^i) = \sum_{k=1}^{N_x} X_k^i \psi_k(\cdot). \] (4.8)

Similarly, we can see the estimates resulting from the stochastic method in the plot on the right. Both estimates fit the mean corresponding to the Random Walk Metropolis Hastings algorithms almost perfectly.

To summarise the numerical experiment, we have seen that in the case of the deterministic Fokker–Planck dynamics the choice of the kernel is crucial. While in the low dimensional examples it was enough to tune the parameter \( \alpha \) for the kernel covariance \( B = \alpha P_{xx} \), we had to introduce a time–dependent kernel \( B_t = \alpha P_{xt}^{xx} \) in the high dimensional example. We have demonstrated the improvement of the interacting Langevin dynamics through the correction term (3.38). While it is enough to chose a small ensemble size for the corrected sampler, we have to increase the ensemble size to \( M \gg N_x \) in the method without correction.
Figure 4.13: Approximations to two different marginals of the posterior PDF from interacting Langevin dynamics without correction for different values of the ensemble size $M$: a) - b) $M = 16$, c) - d) $M = 64$.

Figure 4.14: Approximations to two different marginals of the posterior PDF from interacting Langevin dynamics with correction for different values of the ensemble size $M$: a) - b) $M = 16$, c) - d) $M = 64$.  

Figure 4.15: Comparison of the spread of the ensemble from interacting Langevin dynamics with and without correction over time: a) without correction, b) with correction.

Figure 4.16: Approximations to the unknown Parameter from: a) deterministic Fokker–Planck dynamics, b) interacting Langevin dynamics.

5. Conclusions. We have discussed deterministic and stochastic interacting particle approximations to the Fokker–Planck formulation of overdamped Langevin dynamics (Brownian dynamics) and its application to BIPs. Preconditioning of such approximations by the empirical covariance matrix leads to affine invariant formulations and to the possibility of gradient-free implementations. We have proposed a localised preconditioning approach which allows for an application of such gradient-free formulations to BIPs with multimodal posterior distributions. While the deterministic formulations depend crucially on the choice of the RKHS, the stochastic formulations do not require such parametrisations; their convergence to equilibrium is however more difficult to track. We finally mention that both the deterministic and stochastic interacting particle formulations can be combined with stochastic gradient descent (SGD) [4] and stochastic gradient Langevin dynamics (SGLD) [41], respectively, methods. This aspect will be explored further in a forthcoming publication.
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