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This paper proposed a supervised visual attention mechanism for multimodal neural machine translation (MNMT), trained with constraints based on manual alignments between words in a sentence and their corresponding regions of an image. The proposed visual attention mechanism captures the relationship between a word and an image region more precisely than a conventional visual attention mechanism trained through MNMT in an unsupervised manner. Our experiments on English-German and German-English translation tasks using the Multi30k dataset and on English-Japanese and Japanese-English translation tasks using the Flickr30k Entities JP dataset show that a Transformer-based MNMT model can be improved by incorporating our proposed supervised visual attention mechanism and that further improvements can be achieved by combining it with a supervised cross-lingual attention mechanism (up to +1.61 BLEU, +1.7 METEOR).
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1 はじめに

現在、ニューラルネットワークを用いた機械翻訳（ニューラル機械翻訳）が機械翻訳の主流となっている。ニューラルネットワーク (Recurrent Neural Network; RNN) に基づくニューラル機械翻訳モデルは初期のところから広く使用されてきたモデルであり、原言語文内の単語と目的言語文内の単語間の関係を捉える言語間注意機構を用いることで、従来の RNN ベースのニューラル機械翻訳よりも高い精度を実現した (Bahdanau et al. 2015; Luong et al. 2015)。また、従来の言語間注意機構に加えて、同じ文中の単語間の関係を捉える自己注意機構を導入した Transformer モデル (Vaswani et al. 2017) が提案され、RNN や畳み込みニューラルネットワーク (Convolutional Neural Network; CNN) を用いた手法と比べて高い精度を実現することから、近年注目されている。

ニューラル機械翻訳の性能を改善する手法については様々な研究がなされているが、その内の一つに、上述の言語間注意機構に制約を与える研究がある (Liu et al. 2016; Mi et al. 2016; Garg et al. 2019)。これらの研究では、アライメントツールを用いて原言語文と目的言語文間の単語の対応関係を予め取得し、その対応関係を教師データとして用いて言語間注意機構を学習させることで翻訳性能の向上を実現している。

機械翻訳手法の一つとして、原言語文とそれに対応する内容の画像を入力することで翻訳性能の改善を目指すマルチモーダルニューラル機械翻訳 (Barrault et al. 2018) が提案されている。翻訳時に与えられる画像は、翻訳の曖昧性解消や省略補完の手がかりとして役立つと考えられ、画像を参照することでより質の高い翻訳が実現されることが期待されている。マルチモーダルニューラル機械翻訳のモデルとして、Helcl ら (Helcl et al. 2018) は、CNN によって抽出した画像の特徴量を翻訳に活用するために、文中の単語と画像の領域との対応関係を捉える視覚的注意機構を Transformer モデルのデコーダ内に導入したモデルを提案している。また、Delbrouck ら (Delbrouck and Dupont 2017) は、RNN ベースのマルチモーダルニューラル機械翻訳モデルのエンコーダに視覚的注意機構を導入したモデルを提案している。しかし、これらの視覚的注意機構は、マルチモーダルニューラル機械翻訳の訓練時に教師なしで自動的に学習が行われている。そのため、本来捉るべき対応関係を常に捉えられているとは限らない。

本稿では、マルチモーダルニューラル機械翻訳の性能改善のために、人手により与えられた文中の単語と画像領域との対応関係に基づいて教師付き学習を行う制約付き視覚的注意機構を提案する。具体的には、原言語文中の単語と画像中のオブジェクトとの対応関係が付与されたデータを教師データとして用いることで、Transformer モデルエンコーダ内の視覚的注意機構を直接学習させることを行う。

Multi30k データセット (Elliott et al. 2016) を用いた英独翻訳および独英翻訳と Flickr30k Entities JP データセット (Nakayama et al. 2020) を用いた英日翻訳および日英翻訳の評価実験
を行い、提案する教師付き視覚的注意機構によって Transformer ベースのマルチモーダル機械翻訳モデルの翻訳性能が改善することが確認できた。また、教師付きの言語間注意機構と組み合わせることにより、さらに翻訳性能が改善されることを確認した。

本稿の構成は以下の通りである。2 節で本研究の背景について述べ、3 節で提案手法について説明する。4 節では実験について述べ、5 節で実験結果の考察を行う。6 節で関連研究について述べ、最後に 7 節でまとめと今後の課題について述べる。

2 Transformer ベースのニューラル機械翻訳

本節では、本研究で提案するマルチモーダル機械翻訳モデルの基礎となる Transformer ベースのニューラル機械翻訳を説明する。まず最初に Transformer モデルの概要を述べる。次に、Transformer モデルにおける教師付き言語間注意機構について説明する。

2.1 Transformer モデルの概要

Transformer モデルは、原言語文を受け取って中間表現に変換するエンコーダと、その中間表現を受け取って目的言語文を生成するデコーダから構成されている。エンコーダとデコーダはそれぞれエンコーダレイヤとデコーダレイヤを複数スタックした構成となっている。各エンコーダレイヤは自己注意機構と位置毎の全結合レイヤの 2 つのサブレイヤを持っている。また、各デコーダレイヤは上記の 2 つのサブレイヤの間に、言語間注意機構を加えた 3 つのサブレイヤから構成されている。これらのサブレイヤ間では、残差接続 (He et al. 2016) とレイヤの正規化 (Ba et al. 2016) が用いられる。

自己注意機構と言語間注意機構 (Att) は以下の式で表される。

\[ \text{Att}(Q, K, V) = AV \]  \hspace{1cm} (1)

\[ A = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) \]  \hspace{1cm} (2)

ここで、A は注意行列と呼ばれる。また、Q, K, V はエンコーダ及びデコーダにおける隠れ状態を表し、d_k は Q, K, V の次元数を表す。自己注意機構では、上式の Q, K, V として直前のサブレイヤの出力を用いる。また、言語間注意機構では、Q としてデコーダ内の直前のサブレイヤの出力、K と V としてエンコーダの出力を用いる。自己注意機構では同一文中の単語間の関係を計算することができる。また、言語間注意機構では原言語文内の単語と目的言語文内の単語間の関係を計算することができる。

Transformer の特徴として、隠れ状態を部分空間に分割し、各部分空間において様々な情報を表現することを可能にするマルチヘッド注意機構がある。h 個のヘッドからなるマルチヘッド
注意機構 (MHA) は以下のよう 表される。

\[ \text{MHA}(Q, K, V) = [\text{head}_1; \ldots; \text{head}_h] W^O \]

ここで、\([\ ]\) はベクトルを結合することを表している。\(W^Q_i, W^K_i, W^V_i \in \mathbb{R}^{d_{model} \times d_k}\) はそれぞれヘッド毎に定義されるパラメータ行列であり、\(d_{model}\) 次元ベクトルを線形変換により \(d_k\) 次元に縮退させる。この \(d_k\) 次元ベクトルが各ヘッドに渡される。\(W^O \in \mathbb{R}^{hd_k \times d_{model}}\) はパラメータ行列であり、各ヘッドの出力を結合したベクトルに対し線形変換を行う。なお、\(d_{model}\) は埋め込み次元数を表しており、\(d_k = d_{model}/h\) である。

単語位置毎の全結合レイヤ (FFN) における計算は、以下の式で表される。

\[ FFN(x) = \max(0, xW_1 + b_1)W_2 + b_2 \]

ここで、\(W_1 \in \mathbb{R}^{d_{model} \times d_{ff}}, W_2 \in \mathbb{R}^{d_{ff} \times d_{model}}\) はパラメータ行列。\(b_1 \in \mathbb{R}^{d_{ff}}, b_2 \in \mathbb{R}^{d_{model}}\) はバイアス項である。また、全結合レイヤへの入力と出力の次元数は \(d_{model}\)、中間レイヤの次元数は \(d_{ff}\) である。

Transformer では語順の情報を組み込むために以下で表される位置エンコーディングが導入されている。

\[ PE_{(\text{pos}, 2i)} = \sin(\text{pos}/10000^{2i/d_{model}}) \]
\[ PE_{(\text{pos}, 2i+1)} = \cos(\text{pos}/10000^{2i/d_{model}}) \]

ここで、\(\text{pos}\) は単語の位置、\(i\) は各成分の次元を表す。この位置エンコーディングを単語の埋め込み表現に加えることで、単語の語順の情報に付与することができる。

### 2.2 教師付き言語間注意機構

Garg ら (Garg et al. 2019) は、Transformer モデルの言語間注意機構に原言語と目的言語間の単語の対応関係を教師データとして与えて学習を行う手法を提案している。アライメントツールを用いて言語間の対応関係を取得し、マルチヘッド言語間注意機構のある 1 つのヘッドとの間で計算される誤差を最小化することによって注意機構の学習を行う。誤差は以下の交差エントロピーによって計算される。

\[ \mathcal{L}_a(A) = -\frac{1}{M} \sum_{m=1}^{M} \sum_{n=1}^{N} G_{m,n} \times \log(A_{m,n}) \]

ここで、\(M\) は目的言語文の文長、\(N\) は原言語文の文長。\(A\) は式 (4) によって計算される言語間注意機構の注意行列、\(G\) は教師データとなる単語の対応関係を表した行列である。なお、\(n\) 番
目的の言語の単語と m 番目の目的言語の単語が対応関係にある場合は、\( G_{m,n} \) は 1 となり、それ以外は 0 となる。この機械翻訳モデルの目的関数 \( \mathcal{L} \) としては、以上の \( \mathcal{L}_{a}(A) \) を翻訳の誤差 \( \mathcal{L}_{t} \) に加えた以下の損失関数を用いる。

\[
\mathcal{L} = \mathcal{L}_{t} + \lambda \mathcal{L}_{a}(A),
\]

ここで、\( \lambda \) はハイパーパラメータである。

### 2.3 Transformer ベースのマルチモーダルニューラル機械翻訳に関する研究

マルチモーダルニューラル機械翻訳モデルとして様々なネットワーク構造のモデルが提案されているが、近年は、Transformer ベースのモデルが盛んに研究されている。例えば、Takushima ら (Takushima et al. 2019) は CNN と Transformer エンコーダからなる画像エンコーダを Transformer モデルに導入したマルチモーダルニューラル機械翻訳モデルを提案している。彼らのモデルでは、まず、画像エンコーダで入力画像に対して CNN を適用し、入力画像の特徴量を獲得する。その後、獲得した特徴量を Transformer モデルのエンコーダに入力し、自己注意機構によって画像の領域間の関係を考慮したエンコーディングを行う。画像のエンコーディングの並列して Transformer エンコーダにより原言語文をエンコードし、画像と原言語文のエンコーディング結果を結合した中間表現から Transformer モデルのデコーダにより目的言語文を生成する。また、Helcl ら (Helcl et al. 2018) は、Transformer デコーダの内部で言語間注意機構の出力と CNN の出力を用いた視覚的注意機構によって画像情報を活用するモデルを提案している。図 1 に視覚的注意機構の例を示す。図において、原画像がより鮮明に見えている部分に強く注意が向けられていることを表している。入力された画像は、CNN によって高次元の目の粗い格子状の特徴量へと変換される。特徴量中の各領域は、元の画像の領域に対応しており、高次元の特徴量を持っている。例えば、図 1(b) は 4 × 4 の領域に変換されていて、各領域が 2,048 次元の特徴量

(a) 原画像

(b) 単語 crane に対する視覚的注意機構の例

図 1 視覚的注意機構の例
3 教師付き視覚的注意機構を用いたマルチモーダルニューラル機械翻訳

本節では、教師付き視覚的注意機構を用いたマルチモーダルニューラル機械翻訳を提案する。まず、ベースラインとして用いる Transformer ベースのマルチモーダルニューラル機械翻訳モデルを説明する。その後、マルチモーダルニューラル機械翻訳の翻訳性能を向上させるための教師付き視覚的注意機構を提案する。

3.1 Transformer ベースのマルチモーダルニューラル機械翻訳モデル

図 2 に本研究で用いる Transformer ベースのマルチモーダルニューラル機械翻訳モデルの概要図を示す。本モデルは、原音語文エンコーダとデコーダに加えて、画像エンコーダを持つ。画像エンコーダでは、まず、入力した画像に対して CNN を適用し、画像の特徴量を得る。次
に、CNN の出力に対して自己注意機構を適用する。この自己注意機構によって画像の領域間の
関係性が計算される。最後に、自己注意機構の出力に対して位置毎の全結合レイヤを適用した
ものが画像エンコーダ全体の出力となる。

本モデルでは、従来のモデルとは異なり、原言語文エンコーダの内部において原言語文に対
する自己注意機構の出力と画像エンコーダの出力を用いて、注意機構の一種である視覚的注意
機構 (Libovický et al. 2018) により、原言語文の単語と画像の領域との関係性を計算する。視覚
的注意機構では、式 (1) において、Q として原言語文エンコーダの自己注意機構の出力、K と
V として画像エンコーダの出力を用いる。

3.2 教師付き視覚的注意機構

提案する教師付き視覚的注意機構は、原言語文の単語と画像内のオブジェクトとの対応関係
を入力で付けたものを教師データとして与えて視覚的注意機構を学習する。具体的には、画像
エンコーダの出力と原言語文エンコーダ内の自己注意機構の出力との間の視覚的注意機構が教
師データに近づくような制約を与える。視覚的注意機構に対する制約は、教師となる対応関係
を示した行列と、式 (2) で計算される注意行列との間の誤差が最小となるように適用される。誤
差は以下の交差エントロピーによって計算される。

\[ L_{\text{img,src}}(A) = -\frac{1}{M} \sum_{m=1}^{M} \sum_{n=1}^{N} G_{m,n} \times \log(A_{m,n}) \]  

ここで、M は原言語文の文長を、N は CNN によって畳み込まれた画像の領域数を表す。また、
A は注意行列を、G は教師データとなる原言語文内の単語と画像内のオブジェクトの対応関係
を示した行列を表す。原言語文内の m 番目の単語が画像の n 番目の領域に対応しているとき、
G_{m,n} は 1 となり、それ以外の時は 0 となる。

本研究では、Flickr30k Entities データセット (Plummer et al. 2017) を用いて視覚的注意機
構に対する教師データを作成した。このデータセットは Flickr30k データセット (Young et al.
2014) から作られたデータセットである。一つの画像に対して 5 つのキャプション文がつけら
れており、各キャプション文内の単語が画像内のオブジェクトと関係がある場合、図 3 のよう
にその単語が画像内のどの領域と関係があるかが示されたデータセットとなっている。

今回はこのデータセットから原言語文内の単語と画像内のオブジェクトとの対応関係を抽出し、
教師データを作成する。まず、Flickr30k Entities データセットに付与されている単語とオ
ブジェクト間の対応関係を CNN で畳み込んだ際の領域にスケールさせる。例えば、画像エン
コーダに用いる CNN によって画像を 4 x 4 に畳み込んだ場合、画像内の各オブジェクトと 16
個の領域との対応関係を求める。複数の領域に対応する場合は、各領域に等しく対応が張られ
るように値を平均化する。すなわち、値を「1 / 対応付いた領域数」とする（図 4(a)）。その後,
2 次元の領域を 1 次元に線形化する（図 4(b)）。この手続きを原言語文のすべての単語に対して行う。画像内のオブジェクトと対応がない単語については、Liu ら (Liu et al. 2016) や Mi ら (Mi et al. 2016) に倣い、特殊トークンを用いて処理を行った。Liu らや Mi らは教師付き言語間注意機構を学習する際に特殊トークンを導入している。本手法では、図 4(b) に示した行列の先頭に特殊トークンを付与し、画像内のどのオブジェクトとも対応関係がない単語は特殊トークンに対応付ける。

教師付き視覚的注意機構を用いたマルチモーダルニューラル機械翻訳モデルの目的関数 \( \mathcal{L} \) は以下のように表される。

\[
\mathcal{L} = \mathcal{L}_T + \lambda_1 \mathcal{L}_{\text{img,src}}
\]

ここで、\( \mathcal{L}_T \) はマルチモーダルニューラル機械翻訳モデルの損失関数、\( \mathcal{L}_{\text{img,src}} \) は視覚的注意機構における注意行列と教師データとなる行列との損失関数を表している。また、\( \lambda_1 \) は翻訳誤差 \( \mathcal{L}_T \) と教師付き視覚的注意機構に関する誤差 \( \mathcal{L}_{\text{img,src}} \) の重みを制御するためのハイパーパラメータである。

3.3 教師付き視覚的注意機構と教師付き言語間注意機構の組み合わせ

本研究では、教師付き視覚的注意機構に加えて、2.2 節で説明した教師付き言語間注意機構を我々のマルチモーダルニューラル機械翻訳モデルに導入し、翻訳性能の改善を図る。教師付
き言語間注意機構を学習するためには、原言語文内の単語と目的言語文内の単語との対応関係を取得する必要がある。本研究では、Liu ら (Liu et al. 2016) や Garg ら (Garg et al. 2019) のように、アライメントツールを用いて単語間の対応関係を取得した。アライメントツールとしては、GIZA++ (Och and Ney 2003) をマルチスレッドで動作させることを可能とした MGIZA (Gao and Vogel 2008) を用いた。

目的言語文内のある 1 単語が複数の原言語文内の単語と対応関係にある場合、等しく対応が開かれるように値を平均化する。すなわち，値を「1 / 対応付いた単語数」とする。また，3.2節のように，どの単語とも対応関係がない単語については，特殊トークンを用いて処理を行った。具体的には，図5に示すように原言語文の先頭に特殊トークンを設置し，原言語文内のどの単語とも対応関係を持たない目的言語文の単語はこの特殊トークンに対応が開かれるようにする。

教師付き視覚的注意機構と教師付き言語間注意機構の両方を用いるマルチモーグルニューラル機械翻訳モデルの目的関数\( \mathcal{L} \)は次式のように表される。

\[
\mathcal{L} = \mathcal{L}_T + \lambda_1 \mathcal{L}_{img_{src}} + \lambda_2 \mathcal{L}_{src_{tgt}}, \tag{12}
\]

ここで，\( \mathcal{L}_{src_{tgt}} \)は言語間注意機構における注意行列と教師データとの損失関数を表している。また，\( \lambda_1 \)は，翻訳誤差 \( \mathcal{L}_T \)と視覚的注意機構に関する誤差 \( \mathcal{L}_{img_{src}} \)との重みを制御するハイバーパラメータであり，\( \lambda_2 \)は，翻訳誤差 \( \mathcal{L}_T \)と言語間注意機構に関する誤差 \( \mathcal{L}_{src_{tgt}} \)との重みを制御するハイバーパラメータである。

4 実験

4.1 実験設定

本研究では，英独翻訳，独英翻訳，英日翻訳，日英翻訳の 4 つの実験を行った。英独翻訳および独英翻訳では，Multi30k データセット (Elliott et al. 2016) を用いた。このデータセットは，
画像とその説明文が対になったもので，訓練データは 29,000 文対，開発データは 1,014 文面である．また，テストデータとしては test2016（1,000 文面）を用いた．

英日翻訳および日英翻訳では，Flickr30k Entities JP データセット (Nakayama et al. 2020) を用いた．Multi30k データセットのテキストの前処理に倣い，英文には小文字化，句読点の正規化，Moses のトークナイザー (Koehn et al. 2007) を施している．日本語文については KyTea (Neubig et al. 2011) を用いて単語分割を行った．また，訓練データには日英共に 100 単語以下の対訳文のみを用いた．訓練データは 59,516 文面，開発データは 2,027 文面，テストデータは 2,000 文面である．

画像に対する前処理として，画像サイズを 256×256 になるようにリサイズした後，224×224 となるように中央部にクロップ処理を施した．画像エンコーダにおいて使用する CNN は ResNet50 (He et al. 2016) を用いた．なお，ResNet50 から取得する画像特徴量は最終の畳み込みレイヤの出力を用いた．したがって，抽出される画像特徴量のサイズは 7×7×2048 である．また，学習時に CNN の fine-tuning は行わない．画像エンコーダ，原言語文エンコーダおよびデコーダレイヤはそれぞれ 6 レイヤから成る．マルチヘッド注意機構におけるヘッド数は 8，埋め込み次元数は 512 とした．また，単語位置毎の全結合レイヤの中間レイヤの次元数は 2,048 とした．モデルの学習時にはミニバッチサイズを 128 とし，40 エポックの学習を行った．最適化手法には Adam (Kingma and Ba 2014) を用いた．英独および独英実験では BPE (Sennrich et al. 2016) を適用した．英側の単語と独側の単語を合わせて BPE を学習し，マージのオペレーション数は 6,000 とした．推論時には目的言語文の生成を貪欲法により行った．実験では機械学習ライブラリである PyTorch のバージョン 1.1.0 を用いて実装したモデルを使用した．

翻訳性能は BLEU (Papineni et al. 2002) と METEOR (Denkowski and Lavie 2014) を用いて評価した．テスト時には開発データに対する BLEU 値が最も高かったエポックのモデルを選択し，テストデータに対する性能を評価した．また，ブートストラップ・リサンプリング法 (Koehn 2004) により統計的有意差の検定を行った．BLEU の検定には paired_bootstrap_v13a1 を，METEOR の検定には jhclark/multeval2 を fork した ozancaglayan/multeval3 を用いた．実験では，画像無しの Transformer モデル (NMT)，画像無しの Transformer モデルに教師付き言語間注意機構を適用したモデル (NMT+SAC)，教師付き注意機構を用いないマルチモーダル Transformer モデル (MNMT)，教師付き視覚的注意機構のみを用いるモデル (MNMT+SVA)，教師付き言語間注意機構のみ用いるモデル (MNMT+SAC)，教師付き視覚的注意機構と教師付き言語間注意機構の両方を用いるモデル (MNMT+SVA+SAC) を比較した．また，教師付き視覚的注意機構及び教師付き言語間注意機構では，6 レイヤスタックされた原言語文エンコーダレ

1 http://www.cs.cmu.edu/~ark/MT/paired_bootstrap_v13a.tar.gz
2 https://github.com/jhclark/multeval
3 https://github.com/ozancaglayan/multeval
イオおよびデコーダレイヤの内，最終のレイヤ目注意機構の一つのヘッドに対して制約を与えて教師付き学習を行った。なお、3.3 節で説明した目的関数 \( \mathcal{L} \) におけるハイパーパラメータは Garg 等に倣い，\( \lambda_1 = 0.05, \lambda_2 = 0.05 \) とした。また，教師付き視覚的注意機構のみを用いるモデルのハイパーパラメータは \( \lambda_1 = 0.05 \) とした。本実験で利用したデータセットには，単語と画像内のオブジェクトとの対応は英語のキャプション文にのみ与えられている。英独翻訳と英日翻訳については，人手によって付けられた，英語のキャプション文内の単語と画像内のオブジェクトとの対応関係を直接利用して，視覚的注意機構に対する教師データを作成した。独英翻訳と日英翻訳については，初めに人手によって付けられている英語のキャプション文内の単語と画像内のオブジェクトとの対応関係を，MGIZA によって得た言語間の対応関係を用いて独語および日本語の文と画像内のオブジェクトとの対応関係に変換し，視覚的注意機構に対する教師データを作成した。なお，今回英日および日英実験で用いた Flickr30k Entities JP データセットには，原言語文内の単語と目的言語文内の単語との間に人手で対応関係がつけられている。そこで，NMT+SCA，MNMT+SVA，MNMT+SCA，MNMT+SVA+SCA の場合について，この人手での対応関係を用いた実験も行った。

### 4.2 実験結果

実験結果を表 1 に示す。表を見ると，MNMT+SVA はすべての実験において MNMT のスコアを上回っており，英独および英日・日英実験については検定によりその有意差が確認できる。また，MNMT+SCA については，英独および独英実験においては MNMT のスコアを上回っており，

|     | 英→独 | 独→英 | 英→日 | 日→英 |
|-----|-------|-------|-------|-------|
|     | B     | M     | B     | M     | B     | M     | B     | M     |
| NMT | 38.76 | 57.59 | 42.58 | 39.19 | 43.69 | 59.27 | 44.21 | 40.03 |
| +SCA| 40.34 | 58.91 | 43.38 | 39.54 | 44.36 | 59.89 | 44.80 | 40.38 |
| +SCA（人手） | — | — | — | — | 44.44 | 59.88 | 44.88 | 40.45 |
| MNMT | 38.89 | 57.35 | 42.29 | 39.13 | 44.09 | 59.59 | 44.42 | 40.03 |
| +SVA | 39.91* | 58.11 | 42.52 | 38.86 | 44.51* | 60.03* | 44.76* | 40.40* |
| +SCA | 39.98* | 58.20* | 43.75* | 39.63* | 44.09 | 59.63 | 44.18 | 39.73 |
| +SVA+SVA | 40.50* | 59.05*† | 43.76*† | 39.71*† | 44.79*† | 60.23*† | 45.36*† | 40.65*† |
| +SVA（人手） | — | — | — | — | — | — | 44.76 | 40.40 |
| +SCA（人手） | — | — | — | — | 45.11*† | 60.36*† | 45.39*† | 45.55*† |
| +SVA+SVA（人手） | — | — | — | — | 44.85*† | 60.22*† | 44.90* | 40.41*† |

表 1 実験結果。B と M はそれぞれ BLEU と METEOR を表す。*マークは MNMT と比較して有意水準 5% (\( p \leq 0.05 \)) で検定を行い，有意と判定されたことを表す。また，†マークは MNMT+SVA と比較して有意水準 5%で検定を行い，有意と判定されたことを表す。さらに，‡マークは MNMT+SCA と比較して有意水準 5%で検定を行い，有意と判定されたことを表す。
有意差もあることが確認できる。MNMT+SVA+SCA では、英独実験については MNMT+SVA や MNMT+SCA と比較してそれぞれ同程度スコアが向上しており、教師付き視覚的注意機能と教師付き言語間注意機能を組み合わせて利用することの有効性が確認できた。また、英日および日英実験については、MNMT+SCA では MNMT と比較して同程度もしくは下がる結果であるが、教師付き視覚的注意機能と合わせた MNMT+SVA+SCA では MNMT+SVA を上回っており、教師付き言語間注意機能と教師付き視覚的注意機能を組み合わせることの有効性が確認できた。

次に、人手による対応関係を用いた実験結果を見ると、NMT+SCA（人手）および MNMT+SCA（人手）では MGIZA によって対応関係を取得した NMT+SCA および MNMT+SCA と比較して性能が向上していることが確認できた。しかし、MNMT+SVA+SCA と MNMT+SVA+SCA（人手）を比較すると、MNMT+SVA+SCA（人手）のスコアは同程度かもしくは少し下がる結果となった。この結果より、人手で付けられた対応関係を用いて言語間注意機能を教師付き学習する際には、教師付き視覚的注意機能を同時に用いることの相乗効果は見られなかった。

5 考察

5.1 視覚的注意の例

図 6 と図 7 はそれぞれ英日翻訳におけるテストデータ中の単語 man と単語 lamp に対する視覚的注意を表している。これらの図において、より暗くなっている部分はより強く注意が向けられていることを表している。図を見ると、視覚的注意機能の制約を与えない通常の視覚的注意機能では画像全体に等しく注意が向けられている（図 6(b)、図 7(b)）。これに対し、制約を与え学習させた教師付き視覚的注意機能では、それぞれ対応する領域に注意が向けられており、視覚的注意が改善する事例があることが確認できた（図 6(c)、図 7(c)）。これらの結果より、教師付き視覚的注意機能が、各単語の注意を関連する領域に向けさせた可能性があると考えられる。

![図 6](image_url)  (a) 正解データ  (b) 制約なし  (c) 制約あり

図 6 単語 man に対する視覚的注意
5.2 翻訳例

図 8 は日英翻訳と独英翻訳のテストデータに対する翻訳結果の例を表している。図を見ると、教師付き注意機構を用いないマルチモーダル機械翻訳モデル (MNMT) によって翻訳された文は、原言語文のいくつかの情報が抜け落ちていることが分かる。例えば、図 8(a) では、画像内の男性が持っている「携帯電話」および男性の状態を表す「話しながら」という情報が抜け落ちている。また、図 8(b) では、「a yellow shovel」という情報が、図 8(c) では画像内の男性の特徴である「dreadlocks」という情報が抜け落ちている。これに対し、教師付き視覚的注意機構を用いたモデル (MNMT+SVA) ではこれらの抜け落ちていた情報を正しく翻訳できる事例があることが確認できた。これらは、教師付き視覚的注意機構によって原言語文の各単語と画像内の関連する領域が対応付けられた可能性があると考えられる。

6 関連研究

ニューラル機械翻訳は、原言語の単語と目的言語の単語間での自動もしくは人手による対応関係に基づいて言語間注意機構を訓練することによって、その性能が改善されている。Liu ら (Liu et al. 2016) や Mi ら (Mi et al. 2016) は RNN ベースのニューラル機械翻訳モデルに、Garg ら (Garg et al. 2019) は Transformer ベースのニューラル機械翻訳モデルにおいて制約付き言語間注意機構を提案している。

ニューラル機械翻訳の性能改善に画像が有効であることが示されている (Elliott 2018; Caglayan et al. 2019)。マルチモーダルニューラル機械翻訳の研究も盛んに行われ、様々なモデルが提案されている。初期のころは、RNN ベースのニューラル機械翻訳 (Bahdanau et al. 2015) を拡張させた RNN ベースのマルチモーダルニューラル機械翻訳 (Calixto et al. 2017; Caglayan et al. 2017; Delbrouck and Dupont 2017) が主流であった。近年は、Transformer ベースのマルチモーダルニューラル機械翻訳の研究が盛んに行われている (Helcl et al. 2018; Libovický et al. 2018;
Grönroos et al. 2018; Ive et al. 2019; Zhang et al. 2020). ほとんどのマルチモーダルニューラル機械翻訳モデルでは，視覚的注意機構によって画像の特徴を組み込んでいる。原言語文の単語と画像領域との関係を捉えるために視覚的注意機構を利用している研究 (Delbrouck and Dupont 2017; Zhang et al. 2020) や，目的言語文の単語と画像領域を捉えるために視覚的注意機構を利用している研究 (Calixto et al. 2017; Helcl et al. 2018; Libovický et al. 2018; Ive et al. 2019; Takushima et al. 2019) がある。なお，これらの研究で利用されている視覚的注意機構は訓練時に自動的に学習が行われており，視覚的注意機構に制約を加えた手法ではない。
7 結論

本稿では、教師付き視覚的注意機構を用いるマルチモーダルニューラル機械翻訳モデルを提案した。提案手法では、画像領域とその説明文中の単語との間に人手で付けられている対応関係を用いて視覚的注意機構の教師データを作成し、その教師データによってマルチモーダルニューラル機械翻訳モデルのエンコーダ内の視覚的注意機構に制約を与えて学習する。実験では、Multi30k データセットを用いた英独翻訳および日英翻訳と Flickr30k Entities JP データセットを用いた英日翻訳および日英翻訳を行い、提案手法によって Transformer ベースのマルチモーダルニューラル機械翻訳モデルの性能が改善できることを確認した。今後は、本実験で用いた Transformer ベースのマルチモーダルニューラル機械翻訳モデル以外のモデルに対しても、提案手法である制約を与えた視覚的注意機構が有効であるかどうかを検証していきたい。
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