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Photonic quantum technologies promise a revolution of the world of information processing, from simulation and computing to communication and sensing, thanks to the many advantages of exploiting single photons as quantum information carriers. In this scenario, single-photon detectors play a key role. On the one hand, superconducting nanowire single-photon detectors (SNSPDs) are able to provide remarkable performance on a broad spectral range, but their applicability is often limited by the need of cryogenic operating temperatures. On the other hand, single-photon avalanche diodes (SPADs) overcome the intrinsic limitations of SNSPDs by providing a valid alternative at room temperature or slightly below. In this paper, we review the fundamental principles of the SPAD operation and we provide a thorough discussion of the recent progress made in this field, comparing the performance of these devices with the requirements of the quantum photonics applications. In the end, we conclude with our vision of the future by summarizing prospects and unbeaten paths that can open new perspectives in the field of photonic quantum information processing.

1 Introduction

Today quantum photonics represents one of the most fascinating and discussed field of research, with many efforts directed toward the development of novel technologies aimed at overcoming the limits of their classical counterparts. As an example, photonic quantum technologies promise the implementation of a global quantum network based on unconditionally secure communications [1], thanks to protocols like quantum key distribution (QKD) [2] and components like quantum repeaters [3]. In this scenario, photons are the ideal candidates for carrying the quantum information, both for their flying nature and for the possibility to exploit the existing technological framework already developed for classical optical communications. Simulation and computing are other applications that photonic quantum technologies promise to overturn [4, 5]. The advantage of the quantum approach with respect to the classical one is now demonstrated on a specific task [6], while a general purpose quantum computer still looks far in the future. Nevertheless, many researchers, both in industry (see companies like Xanadu [7] or PsiQuantum [8]) and academia [9], believe that the benefits provided by the photonic quantum technologies, like the operation in standard conditions (i.e. room temperature and pressure) and the weak interaction of photons with the external environment, will be the key for reaching such an astonishing achievement. Last, but not least, the exploitation of quantum systems to estimate unknown physical parameters with precision beyond the classical limits is the idea at the basis of quantum metrology and sensing [10]. Also for this application, the photonic regime is often considered the most appropriate setting, exploited by mapping one or more physical parameters into the measurement of a photonic quantum state. Furthermore, this is also the most natural approach for the implementation of remote sensing protocols based on quantum technologies [11, 12].

A generic photonic quantum system consists of three different parts, corresponding to the generation, manipulation and detection of quantum states of light typically based on single photons. In this Progress Report we focus on single-photon detectors, also referred to as single-photon counters. Among the many technologies that are exploited for the implementation of single-photon detectors [13], an important class
of devices is the one based on superconducting materials. In particular, superconducting nanowire single-photon detectors (SNSPDs) are now an established technology able to provide excellent performance on a broad set of wavelengths and to allow the realization of fruitful experiments in different quantum photonics applications [14, 15]. SNSPDs can achieve photon detection efficiency (PDE) beyond 90% [16], dark count rate (DCR) lower than 0.01 cps [17], timing jitter down to 2.6 ps full width at half maximum (FWHM) [18] and dead time compatible with photon count rates in the Gcps range [19]. However, it is worth stressing that all these characteristics have never been demonstrated in the same device due to the technological trade-offs coming from both fabrication and operation of the detector [20]. This fact is evident if we consider SNSPDs with large active area (e.g. 100 \( \mu \)m diameter [21]), a feature that is particularly useful for simplifying the optical alignment in long-range free-space quantum communications [22]. Moreover, when we consider the high PDE they provide, it is worth also noting that this value is usually dependent on the polarization of light [23], a characteristic that is not desirable when the photonic quantum information is encoded in degrees of freedom like path or time [24]. Another detector whose operation is based on superconducting materials is the transition-edge sensor (TES). This device, in addition to an exquisite sensitivity [25], provides also the ability of distinguishing the number of photons impinging on the detector at the same time, i.e. TESs are photon-number resolving (PNR) detectors. These interesting capabilities are highly appreciated in quantum photonics [26, 27], but, on the other hand, TESs, being calorimetric devices, are also affected by a stringent trade-off between sensitivity and timing performance, that results in a timing jitter in the order of ns [28] and a recovery time rarely lower than 1 \( \mu \)s [29]. Furthermore, both SNSPDs and TESs need a cryostat to operate at temperatures typically in the 1 - 4 K range for SNSPDs and below 1 K for TESs. This requirement dramatically increases the cost and the complexity of the experimental setup, preventing the exploitation of these detectors in components like satellite optical receivers [30]. In addition, the long-term vision in the field is the development of a fully integrated quantum system [31], where generation, manipulation and detection are all included in the same chip. Although single-photon detection has been already demonstrated on a waveguide-based photonic integrated circuit (PIC) for both SNSPDs [32] and TESs [33], yet the use of thermo-optic phase shifting (i.e. the most common approach for the implementation of programmable quantum PICs [34]) has never been reported to date in a cryostat and, even assuming the compatibility between these two technologies, the typical cooling power of compact cryostats (i.e. in the order of hundreds of milliwatts [35]) and the typical power consumption of a thermo-optic shifter (i.e. in the order of tens of milliwatts [36]) would limit the number of reconfigurable integrated components to a few tens.

In this Progress Report, we review the recent evolution of what is currently considered the most important single-photon detector able to work at room temperature or slightly below: the single-photon avalanche diode (SPAD). Indeed, SPADs have currently superseded photomultiplier tubes (PMTs) for the detection of light at the level of individual photons thanks to their reliability, compactness, lower operation voltage, higher detection efficiency in the near infrared (NIR) region of the electromagnetic spectrum and possibility to be integrated in detector arrays [37]. As of today, they are successfully employed in several applications like fluorescence microscopy [38] and spectroscopy [39], light detection and ranging (LiDAR) [40] and even nuclear medicine [41] in diagnostic tools such as positron emission tomography (PET) and single-photon emission computed tomography (SPECT). Speaking of quantum photonics, SPADs have been playing a prominent role in this field since the first years of the 2000s, being present in seminal works like the first demonstrations of deterministic single-photon sources [42, 43], the first experiments in integrated quantum photonics [44, 45] and, more recently, the first practical realizations of boson sampling experiments [46, 47]. Today, SPADs still play upfront in the field, as witnessed by the fact that they continue to be successfully employed for novel demonstrations in quantum photonics [48, 49], especially when a cryostat can not be employed in the experimental setup or when features like wide photoactive area or perfect insensitivity to the polarization of light are required. In addition, today SPADs are also the solution that guarantees the best scalability for the implementation of detector arrays (see as an example a comparison between [50] and [51]).

The paper starts with a brief review of the SPAD fundamentals and of the relevant characteristics of its operation. After that, the discussion continues with the presentation of the main technological results.
achieved in the last decade, with a special focus on the application in quantum photonics. In the end, we conclude the paper by presenting our vision on SPADs integrated in waveguide-based quantum PICs.

2 SPAD Fundamentals

In this section we report the fundamentals of SPADs: starting from the basic principle of operation, we discuss SPADs’ main features, highlighting their dependence on the device structure and/or operating conditions.

2.1 Principle of Operation

The investigation of pn junctions reverse-biased above the breakdown voltage started with some studies of their bistable behavior in the late 1950s [52]. A few years later, Webb et al. clearly refer to single-photon detection with such structures for the first time [53] and nowadays this type of photodetector is widely known as SPAD, or sometimes Geiger-mode avalanche photodiode (Geiger-mode APD).

The typical I-V characteristic of a SPAD is sketched in Figure 1a. As soon as a reverse bias \( V_{\text{rev}} = V_{\text{bd}} + V_{\text{ov}} \) is applied (1), being \( V_{\text{bd}} \) the breakdown voltage and being \( V_{\text{ov}} \) usually referred to as overvoltage, no free carriers are present in the depletion region and therefore no current is flowing. In this condition, the absorption of a single photon can initiate the impact-ionization process giving rise to a macroscopic, self-sustaining avalanche current (2). At this point, the detector is completely blind, meaning that the absorption of another photon does not significantly change the amount of current flowing into the SPAD and therefore it can not be detected by the electronics; an external circuit able to quench the avalanche current by lowering the voltage below the breakdown level (3) is necessary. The quenching element can be a simple high-value resistor (in the order of 100 kΩ) or a more complex circuit including active elements, usually referred to as active quenching circuit (AQC) [54]. In the end, the SPAD must be reset to its initial bias condition (1) to make it ready to detect another photon.

In this scenario, single-photon sensitivity depends only on the detector since the macroscopic avalanche current that is generated by a SPAD can easily overcome the noise floor of the front end electronics. As a result, the output of the read out electronics is typically a digital pulse corresponding to the detection of a photon. When only the information about a photon impinging on the detector is retrieved, the approach is usually referred to as photon counting. Nevertheless, SPADs can also provide the information about the time of arrival of each photon with picosecond precision, a feature that is exploited in the so-called photon timing. Both the structure and the operating condition of a SPAD play a key role to determine the performance of this device either in photon counting and in photon timing applications. Therefore, in the following subsections the main performance of the SPAD are reviewed, with particular emphasis on their dependence on design and operating parameters.

2.2 Photon Detection Efficiency

The PDE of a SPAD is defined as the probability that a photon impinging on the active area of the detector succeeds in triggering an avalanche current that can be detected by the electronics. The study of the multiple factors involved in this mechanism was initiated in the 1970s [55, 56] and extensive general models were recently reported [57, 58].

In order to have a macroscopic photogenerated current at the SPAD terminals, two conditions have to be met: the photon impinging on the detector must be absorbed into the active region and at least one of the two released carriers (an electron-hole pair) must reach the high-field region and trigger the avalanche current. The photon absorption, in turn, depends on two different aspects. First of all, the photon must not be reflected by the device. Unfortunately, this event is not rare due to the discontinuity of the refractive index between air and semiconductors. However, the exploitation of antireflective coatings (ARCs) has been proven effective to reduce the reflection coefficient provided that the coating material is properly chosen to smooth the refractive index discontinuity. Secondly, the photon must be absorbed within the device. For the sake of clarity, we can refer to the basic structure of a pn junction that is shown
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in Figure 1b. The nature of the light-matter interaction results into an exponential dependence of the absorption probability density $\eta_{abs}$ on the absorption depth $x$ as described by the Lambert-Beer law:

$$\eta_{abs}(x) = \alpha e^{-\alpha x},$$

(1)

where $\alpha$ is the absorption coefficient of the light in the device material, generally a function of the wavelength, with longer wavelengths typically requiring thicker detectors to be absorbed.

Now, photons that have been absorbed within the device still have only some probability to trigger an avalanche current due to two different factors, the collection probability $P_{coll}(x)$ and the triggering probability $P_{trig}(x)$. The first term takes into account that the photogenerated electron-hole pair may or may not be collected by the high electric field. Indeed, referring to Figure 1b, three different regions can be identified, i.e. the two neutral regions and the depletion region. In the latter, the presence of an electric field makes $P_{coll}(x)$ unitary, while a carrier that is generated in the neutral regions moves only by diffusion and, thus, has a limited probability to reach the depletion layer. Since in the upper region the carrier that can trigger the avalanche is the hole, whereas in the lower one is the electron, we can state that:

$$P_{coll}(x) = \begin{cases} 
P_{coll,h}, & \text{if } 0 < x < x_n, \\
1, & \text{if } x_n < x < x_p, \\
P_{coll,e}, & \text{if } x_n < x < x_{end}, 
\end{cases}$$

(2)

where $P_{coll,e}(x)$ and $P_{coll,h}(x)$ are the collection probabilities for the electron and the hole, respectively.

Finally, we must take into account that not every carrier reaching the depletion region triggers an avalanche. Indeed, there is only some probability that it succeeds in generating one or more daughter electron-hole pairs by impact ionization [55], then at least one of the daughter carriers have to cause another impact ionization event and so on until a self-sustaining mechanism is established. By using the results reported by Oldham et al. in [55] and already used by Gulinatti et al. in [57] in their model, the overall triggering probability can be expressed as follows:

$$P_{trig}(x) = P_{t,e}(x) + P_{t,h}(x) - P_{t,e}(x)P_{t,h}(x),$$

(3)

where $P_{t,e}(x)$ and $P_{t,h}(x)$ are the probabilities that an electron or a hole trigger an avalanche, respectively, while the product of the two terms is subtracted to avoid counting twice the events initiated by both an electron and a hole. The calculation of $P_{trig}(x)$ is usually not trivial, as the impact-ionization coefficients for both electrons and holes strongly depend on the applied electric field and on the history of the carrier itself [56, 59]. At the same time, the dependence of the triggering efficiency on the electric field, and therefore on the applied overvoltage [60], makes it possible to increase this contribution to the PDE by simply boosting the overvoltage. Unfortunately, this approach can easily cost an increment of DCR (see Section 2.4), afterpulsing (see Section 2.5) and crosstalk in SPAD arrays (see Section 2.6).

2.3 Timing Response

One of the best features of a SPAD is that it is not only able to detect a single photon but it can also provide the information about its arrival time with picosecond precision. The FWHM of the instrument response function (IRF) is a good indicator of the precision of the detector. In addition, some applications can also have tight requirements on the overall duration of the detector temporal response. In QKD experiments, for example, a long duration of the IRF can be a major source of bit errors at high rates [61].

In the previous section, we have briefly recalled the different types of paths that a photogenerated carrier can travel before it succeeds in starting an avalanche. Here we will now analyze the impact of such different paths on the overall timing response of the detector. The IRF of a SPAD consists of two components, namely a peak and a tail [62, 63, 57] as illustrated in Figure 1c. Ideally, the delay $T_{det}$ between the absorption of a photon and the corresponding avalanche current reaching a given threshold should be constant. Actually, $T_{det}$ is the result of three main components, each one affected by statistical fluctuations. Referring again to Figure 1b, we have already recalled that the avalanche starts in the depletion region.
However, we can further split this region into two different areas: a high-field multiplication region (with a triangular shape in Figure 1b), where the carrier multiplication actually takes place, and the remaining low-field drift region, where carriers are collected and accelerated toward the multiplication region. A photon absorbed close to the electric field peak in the multiplication region can promptly trigger an avalanche, while an electron photogenerated in the relatively low-field region needs to drift for a certain portion of the space charge region before it reaches the multiplication region where it can trigger an avalanche. As a result, this so-called transit time $T_{\text{transit}}$ in the drift region depends on the absorption depth $x$: since a photon can be absorbed anywhere in the drift region, the spread of transit times of the photogenerated electrons directly contributes to the jitter of a SPAD.

A second source of jitter is due to the randomness of the impact-ionization mechanism: once the photogenerated carrier is in the multiplication region, the avalanche current can increase in different ways, thus reaching a given threshold with a random delay $T_{\text{build}}$. This phase is usually called build-up \cite{64, 65, 66}. It is worth noting that the impact-ionization mechanism is a very directional process, that develops parallel to the electric field vector. Therefore, we can distinguish this initial build-up phase, where the current growth is confined within a very narrow filament that contains the absorption point, from the following lateral propagation, in which the current starts to spread across the whole SPAD area. There are two main mechanisms leading to the lateral propagation: first, the multiplication-assisted diffusion \cite{67}, which is due to the strong carrier density gradient between the initial filament and the lateral regions. As a result, the carriers progressively diffuse, triggering the avalanche also in the area surrounding the filament. The multiplication-assisted diffusion contributes to statistical fluctuations for two reasons \cite{68}: on the one hand, the process itself is noisy because it relies on random phenomena (diffusion and impact ionization); on the other hand, the geometry of propagation depends on the position of photon absorption (e.g. in the center or at the edge of the detector), which is random as well. The second contribution to lateral propagation is due to hot carriers in the filament, which can cause the emission and subsequent absorption of secondary photons potentially triggering another avalanche also in another region of the same detector \cite{69}. In this case, the temporal evolution of the current is affected by the number and the absorption position of the secondary photons. It is clear that both these mechanisms contribute to a fluctuation of the third contribution $T_{\text{prop}}$. Overall, $T_{\text{det}}$ is given by the sum of these three contributions ($T_{\text{transit}} + T_{\text{build}} + T_{\text{prop}}$) and its statistical dispersion $\sigma(T_{\text{det}})$, measured as FWHM, represents the SPAD timing jitter. In addition, carriers generated in the neutral regions slowly diffuse, possibly reaching the depletion region and starting an avalanche, but since they are not accelerated by the electric field, they can experience a long random delay. This phenomenon causes the diffusion tail of the IRF.

It is worth saying that build-up and lateral propagation jitter contributions decrease if the overvoltage is increased thanks to the higher efficiency of the triggering and propagation phenomena. On the other hand, it is clear that a design trade-off exists between the temporal response of a SPAD and its PDE, especially at long wavelengths where the photon absorption length in the detector material can exceed 10 $\mu$m. Indeed, the use of a substrate clearly separated from the pn junction (i.e. n-type substrate below the p-side of the junction, see Figure 1 as reference) can be paramount to limit both the transit time and the diffusion tail, paying the price of a reduced PDE. Finally, the diameter of the device can also play a key role when the lateral propagation is the dominant contribution. Nevertheless, a small SPAD can be a limiting factor for the optical alignment, especially in space communication, and a low timing jitter can be attained only by using a suitable low-threshold front end electronics \cite{70} able to detect the avalanche when it is still confined in its initial filament. On the contrary, when the photoactive area exceeds the application requirements, focusing the photons in a small spot can be the right solution to effectively reduce the lateral propagation contribution.

2.4 Dark Count Rate

The absorption of a photon is not the only event that can trigger an avalanche current in a SPAD: indeed, spurious events are observed even when the detector is kept in perfect dark conditions. The average number of dark pulses per unit time is usually referred to as DCR. Having a low DCR means that a long time interval can elapse before a self-generated event is detected, and this is paramount in many quantum
2.5 Afterpulsing and Maximum Count Rate

Besides DCR, another phenomenon known as afterpulsing can lead to the recording of spurious events with a SPAD detector. In this case, the macroscopic effect is quite different, as a train of pulses could be observed following a single-photon absorption, as already shown by Haitz et al. in 1965 [71]. The minimization of afterpulsing is a key factor in SPADs for quantum applications as it can be particularly detrimental due to its correlated nature. Indeed, the physical origin of this phenomenon relies in the trapping of carriers during an avalanche event [72, 73]; such trapped carriers can be subsequently released either when the SPAD is reverse biased below or above the breakdown voltage, and in the second case a spurious event correlated to a former count is registered.

The afterpulsing has been widely modeled by following a statistical approach. Considering the statistical time \( \tau \) between a trapping event and the subsequent release of the trapped carrier, the total afterpulsing probability can be computed as follows:

\[
P_{ap} = \int_{0}^{+\infty} \eta_{ap}(\tau) d\tau,
\]

where \( \eta_{ap} \) is the afterpulsing probability density. Since SPADs typically present different types of deep

applications to minimize the error probability.

The main contribution to DCR at room temperature is usually given by the Shockley-Read-Hall (SRH) mechanism, which basically consists in trap-assisted generation of electron-hole pairs. For a reverse biased pn junction, the SRH generation rate per unit volume can be modeled as reported in [37]:

\[
G_{srh} = N_{\text{trap}} \frac{r_e r_h}{r_e + r_h},
\]

where \( N_{\text{trap}} \) is the volume density of deep levels, while \( r_e \) and \( r_h \) are the probabilities per unit time of emitting an electron or a hole, respectively. From Equation 4, it is already clear that DCR depends on the volume of the detector and, in turn, on its active area, which is usually set by the requirements of the optical setup. Moreover, the model reported above is valid only if the electric field is so low that direct and phonon-assisted tunneling from the trap level toward the bands can be neglected. This is not usually the case for SPADs; nevertheless, the SRH model can be extended by introducing an effective carrier emission rate:

\[
\begin{align*}
    r_{e,\text{eff}} &= \Gamma_e(F) r_e, \\
    r_{h,\text{eff}} &= \Gamma_h(F) r_h,
\end{align*}
\]

where the enhancement factor \( \Gamma_e(F) \) depends on the electric field \( F \). The latter is determined both by detector design and biasing condition. So a larger overvoltage may increase the PDE, but results in a higher DCR. Finally, both the initial quality of the material and the fabrication steps deeply affect \( N_{\text{trap}} \); therefore, the optimization of the process is crucial to achieve a low \( G_{srh} \). In particular, the most common source of deep levels is the metal contamination that may occur during wafer handling, ion implantation or high-temperature heat treatment [37].

Besides SRH generation, for high values of the electric field, electrons can directly tunnel from the valence into the conduction band. As the corresponding electron-hole pair can trigger an avalanche, this phenomenon, known as band-to-band tunneling (BBT), contributes as well to the detector DCR. BBT is usually negligible at room temperature, where the DCR is dominated by field-enhanced SRH generation. However, as the temperature is lowered, the contribution of the SRH process drops quickly and the DCR may become dominated by BBT. This is a very undesired situation because the BBT generation rate exhibits only a weak dependence on the temperature and therefore it limits the effectiveness of cooling on DCR reduction. As BBT strongly depends on the electric field, this situation can be avoided with a proper design of the detector. This is shown in Figure 1d, where the dependence of the DCR on the temperature for two SPADs, without and with engineering electric field, is reported.
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levels, $\eta_{ap}$ can be expressed as a sum of exponential decays:

$$\eta_{ap}(\tau) = \sum_{i=1}^{N} A_{e,i} e^{-e_{e,i} \tau},$$

where $N$ is the number of different defects, $A_{e,i}$ is a suitable succession of prefactors that depend on multiple properties as the deep-level capture probability, the triggering efficiency and the avalanche charge, and $e_{e,i}$ is the emission rate of $i$-th trap. While this formula has been expressed for the case of an emitted electron, the same considerations can be made also for the holes.

Both the fabrication and the SPAD operating conditions can have a remarkable impact on the afterpulsing performance of these detectors. On the one hand, the minimization of deep levels is crucial to limit the amount of trapped carriers. As for SRH-DCR, this means that having a high-quality wafer and a limited number of carefully designed fabrication steps are the main keys to success. On the other hand, the amount of charge that is trapped and its release time depend on the working condition of the device. To limit the trapping, the amount of charge that crosses the device during an avalanche must be kept as low as possible. On the detector side, this can pose a trade-off with the PDE, since both the charge and the detection efficiency are directly proportional to the overvoltage. At the same time, given a fixed $V_{ov}$, a high parasitic capacitance at the SPAD terminals would require a high amount of charge flowing through the device at each quench/reset transition.

On the electronics side, the trapping can be limited with a prompt quench of the avalanche current. In this scenario, the fast passive quenching provided by a high-value resistor may seem the most appropriate solution. Nevertheless, such approach poses severe limitations to the maximum count rate of the system, due to the slow recharge (i.e. reset) introduced by the use of a high-value resistor: for this reason, an AQC is actually preferable to achieve a high count rate \[54\]. Moreover, an AQC can keep the detector below the breakdown voltage during the so-called hold-off time. Such feature is paramount especially when a significant amount of carrier trapping cannot be avoided. In this case, by using a proper hold-off time, it is possible to ensure that the release of most trapped carriers occurs when the detector is kept below the breakdown voltage, thus avoiding the ignition of a spurious avalanche. The sum of sensing, quenching, hold-off and reset times is usually referred to as dead time, since it represents the minimum time between two consecutive detections. Both the hold-off and the total dead time are highlighted in Figure 1e, where the anode voltage waveform of a SPAD has been recorded upon the photon arrival. It is worth noting that the dead time sets the maximum achievable count rate, provided that the latter is not limited by other factors like the power dissipation. This means that a trade-off exists between afterpulsing probability and maximum count rate. When the afterpulsing is not the most stringent limit for the application, but, on the other hand, a very high count rate is required, the hold-off time can be set to zero and the total dead time is limited only by the quenching/reset voltage transients and, thus, by the overvoltage that is employed. Finally, low-temperature operation can have adverse effects on afterpulsing. Indeed, the release-time of traps typically increases when lowering the temperature, thus leading to a higher probability of having a correlated event when the detector has been re-biased above the breakdown voltage. To mitigate this effect, a longer hold-off time can be used, although paying the price of a reduced maximum count rate.

2.6 Crosstalk

Finally, a key advantage of SPADs is the possibility of fabricating arrays. The development and exploitation of fully planar processes has been driving the fabrication of a wide variety of multi-pixel structures, potentially allowing faster and/or more complex analysis of light signals. In order to properly operate each detector independently in the array, crosstalk among pixels must be avoided. The main source of crosstalk in a SPAD array is the spurious triggering of one pixel caused by the operation of another one. To understand this phenomenon, first of all, photon emission from an avalanching junction must be considered. Indeed, when the avalanche current flows in a triggered pixel, photons at various wavelengths are emitted by intraband relaxation of hot-carriers crossing the junction \[74\]. Such emitted photons can be reabsorbed by another pixel and cause a correlated ignition. This undesired event is known as optical crosstalk. In
In this scenario, both the distance between pixels and the substrate of the array can play a part. Considering the direct optical path between two adjacent pixels, it is clear that crosstalk increases with reducing the pixel-to-pixel distance, thus posing a limit to the maximum array density. To address this issue, several solutions have been successfully investigated to interrupt the internal light path, as deep trenches filled with metals [75]. However, Rech et al. in 2008 proved that also indirect optical paths can substantially contribute to the crosstalk [76]. In this case, secondary photons are basically reflected off the bottom of the chip, potentially bypassing trenches. Indirect optical crosstalk is much less sensitive to pixel-to-pixel distance thus requiring some other technological solution. Both direct and indirect optical crosstalk is depicted in Figure 1.

While the spurious ignition of a SPAD represents the more evident effect of crosstalk, in photon timing applications it must be also taken into account that the timing performance of a SPAD can be threatened by the presence of other pixels on the same chip. This issue is particularly important in SPADs that require a low-threshold timing operation [77]. In this case, charge sharing between pixels through the substrate capacitance must be avoided, as it could cause an unpredictable variation of the timing threshold potentially affecting the recorded photon-arrival time. Therefore, the substrate must be biased at a fixed potential, making the substrate capacitance a viable path where the avalanche current can get lost [78]. This issue can make the design of the front end circuit particularly challenging to achieve low-threshold operation, especially if no solutions are used to minimize such parasitic capacitance [79].

Finally, attention must be paid to the exploitation of a thick low-doped substrate directly connected to one of the SPADs terminals [80]: aimed at increasing the PDE at long wavelengths, this solution can not only lead to a long tail in the IRF, but it can also result in delayed crosstalk events [81].

3 Fabrication Technologies

In this section we review the main fabrication technologies employed for the realization of SPAD detectors. In particular, we analyze the most performing solutions proposed in literature in the last decade, arranging the discussion on the basis of the materials, whose optical absorption properties play a decisive part in choosing the detector that is most suited for a given application.

3.1 SPADs for Visible/NIR Detection

As of today, the silicon industry is considered one of the largest in the world, allowing micro and nano-electronic devices to pervade all aspects of our life. Such a vast and thriving technological framework has provided the finest environment to silicon detectors to flourish and establish. Silicon SPADs are indeed a feather in the cap of single-photon detection, representing today one of the most performing solution for operation in the wavelength range between 400 and 1000 nm [37]. A large number of applications in quantum photonics exploits single photons in this range, from boson sampling [82] to free-space QKD (based either on satellite-to-ground [48] or ground-to-ground [83] links), from quantum imaging [84] to quantum memories [85], that are considered today a key technology for the implementation of quantum repeaters or for the synchronization of probabilistic events in quantum computing. Such wavelength range is indeed very attractive for the applications; the reason behind this is not only related to the remarkable performance of silicon SPADs, but also to the availability of high-performance single-photon sources, both heralded [86, 87] and deterministic [88], and low-loss PICs, based either on silica [89, 90] or silicon nitride [91] waveguides.

Silicon SPADs have been demonstrated in the literature following one of two orthogonal approaches [37]. The first relies on a custom fabrication process, purposely optimized for the implementation of SPADs, while the second one is based on the exploitation of a standard technology, already developed for the fabrication of other devices (e.g. transistors). The best solutions reported in the literature to date are here selected and proposed for the employment in quantum photonics.
3.1 SPADs for Visible/NIR Detection

Figure 1: Fundamental principles about the operation of a SPAD detector.  

a) I-V characteristic of a SPAD; $V_{rev}$ is the reverse bias, $V_{bd}$ the breakdown voltage and $V_{ov}$ is the excess bias, also known as overvoltage. Different colors are used to highlight the bistability typical of this detector.  

b) Basic structure of a SPAD, with corresponding electric field $F$ on the right side.  
c) SPAD IRF: the logarithmic scale allows the reader to appreciate the presence of the diffusion tail.  
d) DCR dependence on the temperature for two SPADs: with and without engineering of the electric field.  
e) Voltage waveform recorded at the anode of the SPAD after the avalanche is sensed by the AQC; $T_{hold}$ is the hold-off time, while $T_{dead}$ is the dead time.  
f) Direct and indirect contributions to the optical crosstalk. Reproduced with permission [76]. Copyright 2008, The Optical Society.
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3.1.1 Custom Technologies

Since the very first works published by Webb and McIntyre \[92, 93\], SPADs have been implemented by employing a custom fabrication process, purposely designed for the optimization of the detector performance. Nowadays, custom SPADs can be divided into two main families: reach-through and planar SPADs, even though the latter can be further classified into thin, red-enhanced (RE-SPADs) and resonant-cavity-enhanced SPADs (RCE-SPADs).

Before going into details of the characteristics of these devices, it is worth saying that reach-through SPADs have been giving the most important contribution in quantum applications so far, thanks to the high PDE in the NIR, the low DCR, the large photoactive area and the availability of relatively low-cost commercial modules. However, not all the applications in this field have requirements that can be fulfilled by these detectors. As an example, the experimental characterization of single-photon sources \[94, 95, 96, 97, 98\] often requires detectors with low timing jitter (< 100 ps), while in other applications like QKD clocked at GHz rates it is not only important a low timing jitter, but also a maximum count rate higher than 100 Mcps \[99\]. For these reasons, a great research effort has been devoted to design a new generation of SPADs, i.e. planar SPADs, capable of combining high PDE and low DCR with low timing jitter and high count rate. Even more, the scalability of the detection system has been gaining a prominent role in quantum photonics. As an example, experiments of photonic boson sampling today exploit tens of optical modes \[15\], where each of them requires an independent detector. For these reasons, new planar SPADs offering not only high performance but also the possibility of fabricating arrays are envisioned to become more and more popular in quantum applications.

Reach-through SPADs  Devised by McIntyre and Webb at former RCA Electro-Optics (now Excelitas Technologies), the basic structure of a reach-through SPAD (also referred to as thick SPAD) is reported in Figure 2a \[93\]. The cathode is defined by a n+ phosphorous diffusion on a quasi-intrinsic p- substrate, while a deeper p boron diffusion (i.e. enrichment) is exploited to suitably tailor the electric field in the substrate. Both the enrichment and the lateral lightly-doped n- phosphorous guard rings are needed to prevent edge breakdown. Finally, the wafer is flipped and the back side is etched down to a thickness usually in a range between 25 µm to 40 µm \[100, 101\]. The p+ boron diffusion on this side acts as a low-resistivity sinker to the charge carriers and, in addition, it guarantees a good ohmic contact with the anode metallization. The resulting electric field profile consists of the multiplication region, right beneath the front side of the detector, and the drift region, that extends through the entire quasi-intrinsic p- substrate. Since photons enter the SPAD from the back side, the detector is classified as back-illuminated. The final result is a p/n+ geometry that exploits the electrons as main carriers to initiate the avalanche, thus achieving a high triggering probability and, as a result, a high PDE. In addition, the detection efficiency can be further enhanced by exploiting the cathode metallization as a back-reflecting layer \[101\].

Several commercial solutions based on reach-through SPADs have been made commercially available, as the SPCM modules by Excelitas Technologies \[102\], the COUNT and SAP500 series distributed by Laser Components \[103, 104\] and the ID120 by IDQuantique \[105\]. On the one hand, such photon counting modules can provide remarkable performance as a PDE exceeding 60% up to a wavelength of 800 nm, a DCR down to 25 cps for a device diameter of 180 µm (modules are equipped with a thermoelectric cooler) and an afterpulsing probability lower than 1%. However, reach-through SPADs are also characterized by some important flaws. First of all, the timing jitter of such modules is usually in the order of some hundreds of ps FWHM, although optimized versions do exist \[103\] that can attain a 200 - 250 ps timing jitter, provided that the light is focused in a 10 µm diameter spot. Even selecting best devices, focusing the light in a small region of the photoactive area and using a low-threshold front-end circuit, the timing jitter could not be reduced below 150 ps FWHM \[107, 101\]. Indeed, such thick structure providing excellent performance in terms of PDE is also intrinsically affected by a remarkable dispersion of the transit time with detrimental effects on the timing response as explained in Section 2. Secondly, the maximum speed of these SPADs is limited to a few tens of Mcps \[108\] due to the high power dissipated at each detection event caused by the high breakdown voltage (in the order of a few hundreds of volt). Finally, the high power dissipation, along with the complexity of such structure, has prevented the fabrication of reach-trough
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SPAD arrays so far [100].

**Thin SPADs** A possible structure aimed at solving the issues of reach-through SPADs has been devised at Politecnico di Milano. The first-generation planar device is usually referred to as thin SPAD, and it is based on the front-illuminated n+/p structure reported in Figure 2b [37]. The avalanche region is fabricated again by means of a shallow n+ phosphorous diffusion for the cathode, while the p enrichment region in this case is defined by ion implantation. The most important difference with respect to reach-through SPADs is the substrate, that is realized by double epitaxy on a n+ wafer: a thin quasi-intrinsic p-region (≃ 3 µm), that acts as an absorption layer, and a p+ buried layer that, along with the p+ sinker, minimizes the series resistance of the SPAD toward the anode terminal. The n+ substrate in this case plays a very important role not only for obtaining a sharp temporal response free of slow diffusion tails, but, together with the n+ diffusion surrounding the active area, it allows also the full electrical isolation of the SPAD and, in turn, the realization of detector arrays featuring fully independent pixels. Thin SPAD arrays have been demonstrated to date up to a format of 8 × 8, with a separation pitch of 250 µm [109]. Indeed, the number of thin SPADs that can be integrated is currently limited by the electrical connections with the external electronics, even though other research groups have already started the investigation of 3D integration techniques to increase the array format up to 256 × 256 and beyond [110]. Other advantages of thin SPADs are the high count rate they can achieve (up to 160 Mcps with an afterpulsing probability lower than 5% [111]) and the low timing jitter (down to 32 ps FWHM even for a detector diameter as large as 200 µm [70]) that, thanks to the employment of a suitable front end circuit [78], can be obtained also in thin SPADs having a relatively low avalanche electric field. This is indeed very important to obtain at the same time a sharp timing response and a low DCR of few cps (demonstrated for circular SPADs having 50 µm diameter and operating at −20 °C [112]). On the other hand, due to the limited extension of the drift region, thin SPADs can not provide the excellent PDE that is guaranteed by thicker structures and, indeed, this quantity is usually limited to 50% at 550 nm and 15% at 800 nm. Today, thin SPADs are available on market thanks to the single-photon detection modules distributed by Micro Photon Devices (MPD) [113].

**RE-SPADs** In 2012, Gulinatti et al. proposed a new SPAD structure [114] usually referred to as RE-SPAD, aimed at combining high PDE in the NIR range with low timing jitter. As depicted in Figure 2c, the RE-SPAD is based on the thin SPAD structure, yet with some important modifications [115]. First of all, the epitaxial quasi-intrinsic region is expanded to 10 µm in order to improve the PDE up to 70% at 650 nm (47% at 800 nm), with no side effect on the DCR, that is fully determined by the electric field of the avalanche region. However, this modification results in a higher breakdown voltage, that increases from about 35 V for a thin SPAD up to 70 V for a RE-SPAD, and in a larger overvoltage, that increases from a few volt up to 20 V. In order to fully accommodate such higher voltages it is necessary, on the one hand, to avoid the edge breakdown by introducing guard rings around the cathode diffusion and, on the other hand, to increase the breakdown voltage of the substrate junction by interposing a lightly-doped n- layer between the n+ substrate and the p+ buried layer. Moreover, this additional layer reduces also the capacitive parasitics of the junction [79], with beneficial effects in terms of both timing jitter and afterpulsing. Unfortunately, the increased thickness of the quasi-intrinsic layer also prevents the n+ isolation from reaching the n+ substrate, resulting in a SPAD that is no more electrically isolated from the rest of the substrate and, thus, that can not be employed in detector arrays of fully independent pixels. The solution to this issue is the replacement of junction isolation with a dielectric approach based on deep trenches whose sidewalls are covered with silicon dioxide (in order to isolate the p well of the RE-SPAD) and whose volume is filled with n+ polysilicon (in order to prevent direct optical crosstalk). Deep isolation trenches can be also exploited to minimize the volume of the p well in which the RE-SPAD is fabricated, with a further beneficial effect on the substrate junction capacitance. RE-SPAD arrays based on this approach have been demonstrated up to a format of 32 × 1, with a separation pitch again of 250 µm [116]. Moreover, the same problem described for the n+ isolation diffusion affects also the p+ sinker, that does not reach the p+ buried layer. This problem results in a higher series resistance of the SPAD that can
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slow down the avalanche current growth and, in turn, impair the temporal jitter. Deep trenches are the right solution also to this problem: indeed, by implanting boron on the trench sidewalls it is possible to recover the low-resistivity path between the sinker and the buried layer. Thanks to the reduction of both the capacitive and resistive parasitics of the RE-SPAD, a timing jitter as low as 83 ps FWHM has been recently reported [117]. Finally, RE-SPADs can be also employed in high-count-rate applications up to 100 Mcps, even though the afterpulsing probability exceeds 10% for count rates beyond 80 Mcps [111].

RCE-SPADs SPAD structures reported in previous paragraphs show that the depth of the depletion region can easily set a trade-off between PDE and timing jitter/count rate. To overcome such limitation, Ghioni et al. in 2008 [118] investigated the exploitation of a buried Bragg reflector fabricated in a double silicon-on-insulator (SOI) substrate (Figure 2d). This evolution of the thin SPAD is usually referred to as RCE-SPAD. Compared to traditional thin SPADs, the p well in which the detector is fabricated behaves as a resonant cavity able to confine the photons and to make them transit multiple times through the depletion layer. The final result is an enhancement of the PDE in the range between 750 nm to 950 nm up to a factor of 3, while preserving the excellent timing jitter, the low operating voltage and the compatibility to be fabricated in detector arrays that are intrinsic of the thin structure. A comparison between the PDE and the timing response provided by reach-through, thin, RE- and RCE-SPADs is reported in Figure 2e and Figure 2f, respectively. As a matter of fact, a disadvantage of the RCE-SPAD is the high sensitivity of the PDE on the wavelength, that makes a fine tuning of the cavity necessary in order to maximize the enhancement factor in terms of absorption. Secondly, the higher defectivity of the SOI substrates can be a limiting factor for the DCR. Nevertheless, dark counts lower than 30 cps at $-20^\circ$C have been demonstrated [118] for a RCE-SPADs having a diameter of 20 $\mu$m and even better results have been reported shortly afterwards by modifying the position of the gettering region that surrounds the active area of the detector [119]. A final summary about PDE and timing jitter is reported in Figure 2g.

3.1.2 Standard Technologies

Since the first years of 2000s, many researchers have been looking at the complementary metal-oxide-semiconductor (CMOS) industry to investigate the exploitation of such mature and reliable technology, yet available at an affordable cost, to design complex SPAD-based systems on chip thanks to the possibility of integrating the detector along with the quenching and pre-processing electronics. Being a SPAD essentially a pn junction, working single-pixel devices have been demonstrated in several CMOS technology nodes so far [120, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131, 132]. Starting from these results, systems featuring up to a million of pixels have been reported in literature [50, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142]. However, the potential drawbacks of this CMOS approach were clear from the beginning [37]. As a matter of fact, the evolution of CMOS circuits is driven by mass applications with demands inherently different from the ones imposed by the optimization of the SPAD performance. Indeed, the relentless scaling of CMOS devices toward shallow depth of wells and tubs, high doping concentrations and low supply voltages is not directly compatible with the implementation of the large absorption layers and the high breakdown voltages that are needed by SPAD detectors in order to provide high PDE, especially in the NIR, and low noise.

While large and densely-integrated CMOS SPAD arrays are successfully exploited in LiDAR [50, 143, 144] and fluorescence microscopy/spectroscopy [145, 38, 146, 135], the use of single-pixel CMOS SPADs in quantum photonics is still limited and, despite the remarkable progresses made in recent years, custom-technology solutions are often preferred thanks to the higher sensitivity to red and NIR photons and to their wide active area. CMOS SPADs are considered a suitable option only when the application requires a detector array, as an example to realize quantum imaging systems [147], to perform protected [148] and weak value quantum measurements [149, 150], or to increase the throughput of quantum random number generators (QRNGs) [151, 152]. In principle, CMOS SPADs could also be a suitable option to achieve a high count rate as the typically low overvoltage along with the minimization of electrical parasitics that can be achieved by integrating the detector along with the electronics on the same chip makes it easier to
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Figure 2: Device structure and performance of SPADs based on a customized fabrication process. a) Structure of the reach-through SPAD developed at former RCA Electro-Optics (now Excelitas Technologies) [93]. b) Structure of the planar thin SPAD developed at Politecnico di Milano [37]. c) Structure of the planar RE-SPAD proposed by Gulinatti et al. [115]. d) Structure of the planar RCE-SPAD proposed by Ghioni et al. [118]. e) PDE as a function of the wavelength reported for custom-technology SPADs: reach-through (SPCM) [108], thin [37], RE- [115] and RCE-SPAD [118]. f) Timing response at $\lambda = 820$ nm reported for custom-technology SPADs: reach-through (SPCM, selected and modified by Rech et al.) [107], thin [37], RE- [117] and RCE-SPAD [118]. g) Final comparison on the performance of custom-technology SPADs at $\lambda = 800$ nm for the PDE and $\lambda = 820$ nm for the timing jitter.
perform a fast quenching/reset transition \cite{153, 154}. Nevertheless, the actual exploitation of a very short dead time with CMOS SPADs is typically prevented by the rapid increase of the afterpulsing \cite{155}.

Concerning the structure, till the beginning of the 2010s, typical CMOS SPADs relied on one-sided p+/n structures based on a p+ diffusion (i.e. the anode) over a standard/deep n well (i.e. the cathode) and resulting in shallow junctions at few hundreds of nm from the surface. As a result, the peak of the PDE was biased toward the blue/green region of the spectrum, while the PDE for NIR photons (\(\lambda > 800\) nm) was limited to no more than 10%. In recent years, a significant research effort has been devoted to the design of structures aimed at overcoming this limitation.

**SPADs with no substrate isolation** The first successful attempt to increase the PDE at the longer wavelengths was a reverse approach based on an n/p geometry. As an example, Webster et al. \cite{156} exploited a 90 nm CMOS imaging technology to demonstrate a PDE having a maximum value of 44% at \(\lambda = 690\) nm (> 30% at \(\lambda = 800\) nm). As depicted in Figure 3a, this result was achieved by burying the depletion layer of the detector at the interface between a deep n well and the underneath p epitaxial layer, with no isolation from the p substrate, while a shallow p well was also introduced to prevent the dark carriers generated at the surface from reaching the multiplication region and, in turn, from contributing to the DCR. In addition, such a region collects also the slow carriers mostly generated from photons at the shorter wavelengths, providing in this spectral region a sharp timing response free from slow diffusion phenomena. The same approach was also adopted by Takai et al. \cite{157}, achieving a similar PDE in the NIR, yet with a fundamental difference: indeed, they exploited two custom layers (Figure 3b) in a less scaled CMOS technology (i.e. 180 nm) in order to fully optimize the doping profile and, in turn, the electric field in the multiplication region. It is worth noting that this approach partially reduces the advantages of having a standard and thus reliable and low-cost process. Nevertheless, the importance of the optimization of the electric field is evident when looking at the DCR. On the other hand, the PDE of both solutions is strongly limited at the shorter wavelengths by the presence of the shallow p diffusion, which is responsible for losing a not-negligible part of the photogenerated carriers. A few wide spectral range solutions were proposed in the literature with no p diffusion \cite{80, 158}. In particular, it is worth mentioning the result obtained again by Webster et al. \cite{158} (Figure 3c) who demonstrated a PDE having a maximum value of 72% at \(\lambda = 560\) nm \((\approx 30\% \text{ at } \lambda = 800\text{ nm})\), with values for the NIR region \((\approx 30\% \text{ at } \lambda = 800\text{ nm})\) that are basically unchanged with respect to \cite{156} (Figure 3d). Unfortunately, the timing performance at 443 nm is completely spoiled by the presence of slow diffusing carriers (Figure 3f) and the practical use of this SPAD in timing applications can be considered only for longer wavelengths: indeed, at 654 nm the FWHM of the timing response is lower than 60 ps and the detrimental effect of the slow carriers is visible only if we look at the diffusion tail, which has a time constant in the order of ns (see the discussion on substrate-isolated SPADs). It is worth observing that the slow diffusion tail at the longer wavelengths is a problem intrinsically related to the choice of having a non-isolated substrate, which also results in the possibility of optically-induced afterpulsing events and, in the case of SPAD arrays, delayed optical crosstalk \cite{81}.

**Substrate-isolated SPADs** Better results in terms of diffusion tail have been obtained by Veerappan et al. in 2014 \cite{159} by resorting to a 180 nm CMOS technology, with a p+/n SPAD isolated from the p substrate by means of a buried n layer (Figure 4a). The adoption of a deep n well to host the depletion region, along with the high excess bias enabled by the guard ring optimization, allowed the demonstration of a PDE of more than 40% from 460 nm to 620 nm and about 13% at 800 nm, which is consistent with the fact that now the slow carriers generated in the substrate are not collected. Further improvement was then achieved by the same authors \cite{160} and with the same technology by resorting to a completely different structure, i.e. a p-i-n diode (Figure 4b). Such SPAD relies on the avalanche multiplication that originates at the interface between a p- epitaxial layer and a n+ buried layer used also to isolate the SPAD from the rest of the p substrate. Thanks again to the high excess bias, they achieve the same PDE over the whole spectral range, but, on the other hand, the lower electric field developed over the p- epitaxial layer allowed they to demonstrate a low DCR ranging from 60 cps to 300 cps for SPADs having the same diameter of 12 \(\mu\)m. Finally, it is worth noting that, despite the lower electric field, the timing jitter of the p-i-n SPAD is still
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Figure 3: Device structure and performance of SPADs based on a standard fabrication process, with no substrate isolation. a) Device structure of the SPAD developed by Webster et al. in a 90 nm CMOS imaging technology. Adapted with permission [156]. Copyright 2012, IEEE. b) Device structure of the SPAD developed by Takai et al. in a 180 nm CMOS technology, with additional custom layers. Adapted under terms of the CC-BY license [157]. Copyright 2016, The Authors, published by MDPI. c) Device structure of the SPAD developed by Webster et al. in a 130 nm CMOS imaging technology. Reproduced with permission [158]. Copyright 2012, IEEE. d) PDE as a function of the wavelength reported for [156, 157, 158]. e) Comparison on the PDE and DCR performance at \( \lambda = 800 \text{ nm} \) for [156, 157, 158]. f) Timing response in the blue region of the spectrum (\( \lambda = 470 \text{ nm} \) [156] and 443 nm [158], respectively).

Remarkably low (about 100 ps FWHM for both 405 and 637 nm light), while a low afterpulsing (i.e. \(< 1\%\)) is yet to be demonstrated.

In most CMOS processes, the lack of steps specifically conceived to reduce the concentration of the defects in the SPAD active area, combined with high electric fields, has been limiting the linear dimension of SPADs’ active area to less than 15 \( \mu \text{m} \). Nevertheless, a large area is often required in quantum photonics, especially when only a single-pixel SPAD is needed or when the pixels of an array are employed as single independent detectors. For this reason, some research effort has been devoted also to the design of CMOS SPADs featuring a large area. In 2014 Villa et al. [130] demonstrated devices with a diameter of the active area up to 500 \( \mu \text{m} \) by exploiting a 0.35 \( \mu \text{m} \) technology. Such remarkable geometry was possible thanks to the exceptional improvement of the dark counts with respect to the previous generation [161], from 4 cps/\( \mu \text{m}^2 \) down to only 0.05 cps/\( \mu \text{m}^2 \), which makes the DCR of these SPADs comparable to that demonstrated for detectors fabricated with custom technologies. Such a result is achieved thanks to the ultralow concentration of defects and contaminants and it is even more remarkable if we think that it is reported along with a low afterpulsing probability (<1%), a fair timing jitter (< 90 ps FWHM for SPADs having diameter up to 50 \( \mu \text{m} \)) and a sensitivity that peaks at 450 nm with a PDE of 53%. Unfortunately, the PDE in the NIR is limited by the p+/n structure with substrate isolation (only 5% at 800 nm).

To fill this gap, Sanzaro et al. [162] in 2018 devised a novel SPAD design, based on the 0.16 \( \mu \text{m} \) Bipolar-CMOS-DMOS (BCD) technology provided by STMicroelectronics (BCD8sP). The recent increased availability of high-voltage CMOS (HV-CMOS) technologies, pushed by automotive and control applications, provide ultralow concentrations of defects and deep low-doping diffusion regions that are more suitable for SPADs design. In particular, Sanzaro et al. reported the design of a circular SPAD with diameter up to 80 \( \mu \text{m} \). The structure (Figure 4c) is fully enclosed in a deep n well and the doping profile is designed by acting on a retrograde custom n implant, used to provide a low resistivity path to the avalanche current, and on a subsequent high-energy p implant, harnessed to properly tailor the electric field in the
Figure 4: Device structure and performance of SPADs based on a standard fabrication process, with substrate isolation. a) Device structure and electric field profile of the SPAD developed by Veerappan et al. in a 180 nm CMOS technology. Adapted with permission [159]. Copyright 2014, IEEE. b) Device structure and electric field profile of the p-i-n SPAD developed by Veerappan et al. in a 180 nm CMOS technology. Adapted with permission [160]. Copyright 2015, IEEE. c) Device structure and electric field profile of the SPAD developed by Sanzaro et al. in a 0.16 µm BCD technology. Reproduced with permission [162]. Copyright 2017, IEEE. d) PDE as a function of the wavelength reported for [159, 160, 162]. Webster et al. [158] is reported for comparison with a SPAD having the substrate not isolated. e) Comparison on the PDE and DCR performance at λ = 800 nm for [159, 160, 162]. Webster et al. [158] is reported for comparison with a SPAD having the substrate not isolated. f) Timing response in the red region of the spectrum (λ = 637 nm [159, 160] and 820 nm [162], respectively). Webster et al. (λ = 654 nm) [158] is reported for comparison with a SPAD having the substrate not isolated.

The final device is a p/n+ junction, with the multiplication region underneath the drift region: such an electric field profile is adopted to fully exploit the high triggering efficiency of the electrons for detecting red/NIR photons [57]: the result is a PDE that reaches a maximum value of about 60% at 500 nm and still a fair 13% at 800 nm (Figure 4d). Also in this case two custom implantation steps have been added to the standard process in order to optimize the electric field and to reduce both the DCR (Figure 4e) and the series resistance. As a result, this SPAD features a remarkable timing response (less than 30 ps FWHM along with less than 50 ps diffusion tail time constant, as reported in Figure 4f) provided that a dedicated front end circuit able to sense the avalanche at the initial stage of its growth is used. The role played by the substrate isolation in achieving such a sharp timing response is clear from the comparison with Webster et al. [158] (see again Figure 4f).

3.2 SPADs for Infrared Detection

Silicon offers multiple advantages for the development of SPAD detectors, guaranteeing the best performance demonstrated to date. Unfortunately, this material can not be exploited for single-photon detection at a wavelength over 1000 nm due to its large electronic bandgap. At the same time, a non-negligible set of quantum photonics applications relies on single photons at these wavelengths: first and foremost, all the applications based on silicon photonics [163], such as large-scale quantum computing [164], and, secondly, also long-range QKD based on single-mode optical fibers [165] or daylight free-space propagation [166], in which the use of infrared photons allows one to reduce the bright background originating from the sunlight. Experiments and demonstrations in these fields are most commonly carried out around 1310 nm and 1550 nm, often relying on weak coherent light [167] or heralded single-photon sources [168], even though also deterministic sources are currently under investigation [169], with notable results especially at 1310 nm.
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To overcome this limitation, a first approach based on sum-frequency generation (SFG) in periodically poled lithium niobate (PPLN) waveguides has been explored [171, 172]. In this case, infrared photons are converted to the visible range thus enabling the exploitation of silicon SPADs in such applications. This solution is already employed in low-noise free-space QKD [166]. On the other hand, specific SPADs have been developed for direct infrared detection by exploiting different materials. While the performance of currently-available SPADs in this field are far from the ones demonstrated with superconducting detectors, remarkable steps have been made in the last few years. Thanks also to the possibility of operating these devices close to room temperature, infrared SPADs can be considered a viable alternative today. On the basis of current literature and future perspective, the materials that we consider the most interesting for quantum photonics are indium gallium arsenide (InGaAs) and germanium (Ge).

3.2.1 InGaAs/InP

The most common solution for detecting photons at a wavelength beyond 1000 nm is based on the employment of InGaAs instead of silicon, in order to exploit the narrow electronic bandgap of this material ($E_g = 0.75$ eV at room temperature, corresponding to a cut-off wavelength of about 1653 nm). The investigation of InGaAs-based single-photon detection started in the mid 1990s, when commercially available APDs, developed for communication and ranging applications, started being considered for Geiger-mode operation [173, 174]. Nevertheless, SPAD operation above the breakdown voltage inherently requires significantly different design criteria [175, 176]. For this reason, starting from the second half of the 2000s, InGaAs-based detectors optimized for operation in Geiger mode started to appear in the literature [177, 178]. Besides InGaAs, a wide-bandgap material is needed for the avalanche multiplication. This way, the high electric field in InGaAs can be avoided, thus limiting the BBT effect. While some alternatives like silicon [179] or indium aluminium arsenide (InAlAs) [180] have been considered, best results to date have been achieved with indium phosphide (InP) resulting into the widely diffused InGaAs/InP structure. It is worth noting that the design of these detectors is strictly connected to the concurrent development of dedicated quenching solutions, due to the high DCR and afterpulsing that can easily affect these devices. Initially, InGaAs/InP SPADs were only used under the control of a gate command, i.e. enabling the Geiger-mode operation only for a narrow time window [54]. Unfortunately, this solution can be only employed for synchronous single-photon detection. To overcome this limitation, some solutions suitable for free-running operation have been recently reported in the literature. Finally, the integration of InGaAs/InP SPADs in large and densely-integrated detector arrays has been a hot topic in the last years.

Since the beginning of their development, InGaAs-based SPADs have found their most natural application in quantum communications [181] and, more specifically, in fiber-based QKD, whose progress in performance has been always closely linked to the progress made on single-photon detectors. In particular, SPADs operated in gated mode have played a very important role in the development of the QKD techniques since the late 1990s [182, 183] and, lately, milestones like the first demonstration of decoy-state QKD with one-way communication [184] has been achieved thanks to these detectors. In addition, fast gating operation of these SPADs has given a dramatic contribution to increase the secure key rate of the communication [185, 186] and the development of low-noise free-running devices [187] has culminated with the first distribution of a quantum cryptographic key over an optical fiber 307 km long [165]. While SNSPDs are currently employed for longer distances [14], InGaAs/InP SPADs are still considered a more viable solution in terms of both cost and complexity for practical exploitation in a quantum network. Besides QKD, such SPADs have given important contributions also to the study of other quantum communication protocols [188, 189], they have been employed for the experimental characterization of single-photon sources [190] and even for the implementation of QRNGs [191]. In the end, it is worth mentioning that these devices can be harnessed also in quantum applications requiring PNR capabilities not only thanks to the possibility of spatially multiplexing the photons on a detector array [192], but also by means of fast gating techniques able to exploit the dependence of the avalanche build-up on the number of carriers initiating the avalanche itself [193].
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Gated SPADs  The most common structure of InGaAs/InP SPAD reported to date is based on a separate absorption, charge and multiplication (SACM) structure, as reported by Itzler et al. [194] (see Figure 5a). An In$_{0.53}$Ga$_{0.47}$As absorption layer is lattice-matched to an InP multiplication layer to limit the generation of carriers through band-to-band tunneling. The two layers are separated by a thin grading layer of InGaAsP, with the aim of reducing hole trapping effects due to the valence band offset between the two materials, and by a charge n layer, used to provide an additional degree of freedom for a flexible tailoring of the electric field profile and to avoid the penetration of the multiplication field in the InGaAs layer. The fabrication of the InGaAs/InP stack is carried on by metalorganic chemical vapor deposition (MOCVD). The main pn junction is fabricated by diffusing zinc in the intrinsic InP cap region, while premature breakdown is avoided by subsequent zinc diffusions aimed at suitably tailoring the shape of the p-doped well.

The back-illuminated InGaAs/InP SPAD proposed by Itzler et al. [194], along with other front-illuminated works [195, 196, 197], achieved an unprecedented level of performance at 1550 nm, with a PDE higher than 30%, a timing jitter lower than 70 ps FWHM and a DCR in the order of some kcps for a circular SPAD having a diameter of 25 µm. The noise performance of these devices are indeed reported in Figure 5b. Compared to silicon SPADs, these detectors are operated at a lower temperature (i.e. 225 K or even less), with a gate time window usually in the order of tens of ns and at a repetition rate usually in the order of tens of kHz by using a dedicated quenching electronics developed on purpose. While lowering the temperature is needed to reduce the DCR, the low-frequency gate is exploited to allow full carrier de-trapping, thus mitigating the high afterpulsing originating within the high-field InP multiplication region [195] and responsible for the increasing DCR at repetition rates approaching 1 MHz (i.e. corresponding to a dead time of 1 µs). However, the trade-off between afterpulsing probability and maximum gate frequency of these SPADs is particularly limiting for the applications operating at high photon count rate. Given the many challenges in reducing the density of traps in the materials, in order to relax this trade-off the research of the last years has focused its attention on limiting the charge flowing during each avalanche, thus reducing the potential number of carriers that can be trapped [198, 181]. The most natural way to pursue this goal is by reducing the gate window down to, or even below, the time needed to trigger the avalanche, usually in the order of hundreds of ps. However, by operating the SPAD in this regime (usually referred to as fast gating) forces one to use exquisite electronics solutions able to detect a faint avalanche among the large spurious pulses originating from the fast transients that couple to the output line through the parasitic capacitance of the detector itself. A first solution is called self-differencing (SD) [199] (Figure 5c) and consists of subtracting from the SPAD output response the same signal delayed by exactly one gate period. In this way, the capacitive transient is subtracted, while the avalanche waveform can be correctly discriminated. Such a technique has been employed to demonstrate fast gating at a repetition rate of 2 GHz [200], yet with an afterpulsing probability that is lower than 5%. A second solution is instead based on using a sinusoidal gate command [201] (Figure 5d). Since the avalanche waveform is usually characterized by a broader frequency spectrum, the resulting sinusoidal capacitive transient can be easily removed with the aid of a notch filter. Repetition rates in the GHz range have been demonstrated also for this technique, even though with afterpulsing probabilities that are slightly higher [27, 202]. A similar performance has been achieved also with techniques relying on a mixed approach [203] or by coherent addition of discrete higher-order harmonics to the fundamental sinusoidal gate [204]. However, it is worth remarking that all these solutions enable the exploitation of the SPAD in GHz-clocked applications, yet this does not mean that a Gcps count rate can be achieved. Speaking of maximum count rate, remarkable results have been reported by Comandar et al. [205], that exploited a SD front end circuit together with a rectangular gate command (repetition rate of 1 GHz) to demonstrate a count rate as high as 500 Mcps (the maximum count rate achievable with such a SD system), along with an afterpulsing probability of 7% and a PDE as high as 50% at 1550 nm. Nevertheless, best in class results to date have been demonstrated by Scarcella et al. [206] by employing a sinusoidal gate at 1.3 GHz frequency, with a resulting maximum count rate as high as 650 Mcps, an afterpulsing probability as low as 1.5% and a PDE higher than 30% at 1550 nm. The linearity curve of this device is reported in Figure 5e.
3.2 SPADs for Infrared Detection

**Free-running SPADs** In order to reduce the speed limitations of gated SPADs, researchers have recently achieved many interesting results in the design of InGaAs/InP SPADs that can be operated in free-running mode, by employing passive \[207\], active \[208\] and even mixed \[209\] quench/reset architectures. Commercial modules are now available in both gated and free-running mode \[210, 211\]. In this case, the objective is mainly pursued by integrating a quenching resistor within the SPAD die in order to minimize the capacitive load \[212\] (Figure 5f). This approach is beneficial for the count rate since it allows both the reduction of the avalanche charge flowing during the detection and a faster reset of the quiescent condition after the avalanche quenching. These SPADs are usually referred to as negative feedback avalanche diodes (NFADs) to highlight the role played by the quenching resistor in contrasting the positive feedback at the origin of the avalanche current. Itzler et al. \[212\] firstly proposed this solution by exploiting a thin film meandering NiCr resistor (see again Figure 5f) and demonstrating single-photon operation with circular NFADs having diameter ranging from 22 \(\mu\)m to 82 \(\mu\)m \[213\]. However, such detectors are subject to the typical constraints of passively-quenched SPADs, so that the value of the integrated resistor has to be high enough to allow proper quenching at the overvoltage necessary to achieve high PDE and, at the same time, low enough not to limit the reset time and thus the maximum achievable count rate. In addition, purely passive quenching does not provide a given hold-off time in which trapped carriers can be released without triggering an avalanche. For all these reasons, the best performance with NFADs have been reached by operating them with an external AQC \[214\], namely by using an hybrid quenching approach that, for a maximum count rate of 100 kcps, limits the afterpulsing probability at no more than 20%. The same research group has been also the first to demonstrate that the negative feedback does not prevent the extraction of the timing information with a jitter lower than 100 ps. Indeed, Amri et al. \[215\] reported on a NFADs coming from the same family, operating at 223 K and able to detect 1550 nm photons with a PDE of 30% and a timing jitter between 52 and 67 ps FWHM. In this configuration the DCR is about 7 kcps, yet it can be decreased down to almost 10 cps by operating the NFAD at 163 K and by tolerating a slightly lower PDE of 27.7%, a timing jitter of 129 ps FWHM and an afterpulsing probability that is kept at 20% for a maximum count rate of 50 kcps \[187\]. Finally, it is worth mentioning that NFADs have been also realized by fabricating the integrated resistor with the same zinc diffusion used to tailor the shape of the p-doped well \[216\] or by suitably engineering the InGaAs/InP heterostructure \[217\].

**SPAD arrays** Pushed by the research activity on eye-safe LiDAR optical receivers and space laser communications, a significant effort has been devoted to the integration of InGaAs/InP SPADs in large and densely-integrated detector arrays in the past few years. To date, 3D-integrated InGaAs/InP SPAD arrays have been demonstrated up to a format of 128 \(\times\) 32 \[192\], with a separation pitch of 100 \(\mu\)m. However, both the integration density and the number of SPADs fabricated in the same die are today limited by the large optical crosstalk probability, that can even exceed 80% \[218\]. Metal-filled trenches (Figure 5g) have been proposed as an optical isolation solution, with a resulting crosstalk probability of 37% when the pixels are separated by only 60 \(\mu\)m \[218\]. Finally, the development of NFADs arrays \[192\] is the second approach investigated for the development of large InGaAs/InP SPAD arrays, with the perspective of a simplification of the read out circuitry, yet, as already explained, at the cost of a reduced PDE. Such devices have been demonstrated to date up to a format of 8 \(\times\) 8.

### 3.2.2 Germanium

A second material that is investigated today for the detection of single photons in the infrared range is germanium \((E_g = 0.66 \text{ eV at room temperature, corresponding to a cut-off wavelength of about 1879 nm})\). Even though preliminary studies on germanium SPADs date back to 1971 \[219\], the practical application of these detectors starts only in the 1990s \[220\], when a commercial APD designed for optical communications is operated in gated Geiger mode in order to perform time-resolved photoluminescence measurements \[221\]. Gated mode is indeed the most common way also to operate germanium-based SPADs.

From the following discussion it will be clear that, despite the important progress made in the last decade, germanium SPADs still look a step behind InGaAs/InP ones. This is particularly evident if we consider that germanium SPADs achieve DCRs comparable to those of their InGaAs/InP counterparts
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Figure 5: Device structure, front end electronics and performance of InGaAs/InP SPADs. 

a) Device structure of the back-illuminated InGaAs/InP SPAD proposed by Itzler et al. [194]. Reproduced with permission [198]. Copyright 2011, Taylor & Francis.
b) DCR as a function of the dead time (i.e. the time interval between two gate pulses) for the three best solutions selected among InGaAs/InP gated at low frequency (gate time $T_{\text{on}} = 20$ ns, repetition rate $f_g < 1$ MHz). Temperature is $T = 220$ K for Itzler et al. [194] and $T = 225$ K for the others [196, 197].
c) Schematic illustration of the front end electronics necessary to implement the SD read out mechanism.
d) Schematic illustration of the front end electronics necessary to operate the SPAD with a sinusoidal gate.
e) Sinusoidally-gated SPAD count rate as a function of the impinging photon flux as reported by Scarcella et al. [206]. The count rate saturates at 650 Mcps.
f) Schematic illustration (top view) of the InGaAs/InP NFAD developed by Itzler et al. [212].
g) Scanning electron microscopy image of an isolation trench between two adjacent InGaAs/InP SPAD pixels as reported by Calandri et al. The image has been taken before the metallization. Adapted with permission [218]. Copyright 2016, IEEE.
only if cooled at much lower temperatures (e.g. 100 K), not attainable with typical thermoelectric coolers. Moreover, at these temperatures, their PDE is lower than in InGaAs/InP SPADs, especially at 1550 nm. Nevertheless, today the research on this material for SPADs can open new perspectives in many applications, especially if we look at quantum photonics. Firstly, high-speed QKD requires infrared detectors able to operate at high count rates and this quantity is usually limited in InGaAs/InP SPADs by the high afterpulsing probability as recalled in the previous section. On the contrary, some solutions have already been proposed to break the trade-off between maximum count rate and afterpulsing with germanium-based SPADs. Vines et al. have indeed compared their germanium-on-silicon (Ge-on-Si) SPAD structure with commercially available InGaAs/InP ones operating in identical conditions of temperature and PDE. As showed in Figure 6a, the Ge-on-Si SPAD compare favorably with the InGaAs/InP detector, despite the smaller active area of the latter (diameter: 25 µm vs 100 µm). This result suggests that, under the same conditions, germanium is a better material in terms of afterpulsing compared to InP. So, if the Ge-on-Si SPADs will ever be operated at the same temperature of InGaAs SPADs, they will be able to provide an advantage in terms of afterpulsing and maximum count rate. Secondly, Ge-on-Si detectors open the way to the integration of SPADs in a standard silicon photonics technology, that is a hot topic in this field as will be discussed in Section 4. While the performance of the first Ge-on-Si SPAD butt coupled to a lateral silicon waveguide is still far from best-in-class results, with an overall PDE that is only 5.27% at 1310 nm, such work represents the first experimental demonstration of a SPAD integrated with an optical waveguide.

Mesa SPADs Since the very first studies, researchers have abandoned the idea of germanium homojunctions to fabricate SPADs since the narrow bandgap of this material would easily lead to a high BBT noise. To overcome this problem, a SACM structure based on silicon for the avalanche multiplication and on germanium for the absorption of photons has been preferred, similarly to what happens for InGaAs/InP SPADs. Such an approach is also interesting for the potential integration with CMOS circuitry. In particular, Loudon et al. were the first to report on a SPAD structure based on these principles, with a circular mesa detector featuring a SiGe absorption layer (Figure 6c). The DCR showed a promising improvement, with 100 kcps at a temperature as high as 200 K and for a large diameter of 120 µm, yet with a very limited PDE (i.e. lower than 0.01% at 1210 nm, with no data for the most relevant wavelengths 1310 nm and 1550 nm). The main reason of such a low value is that the thickness of the absorption layer in Si/Ge heterostructures is limited by the large lattice mismatch between these two materials, that results in a trade-off between concentration of defects at the interface and absorption probability. Loudon et al. exploited a Si/Si$_{0.7}$Ge$_{0.3}$ multiple quantum well (MQW) structure in order to attain a larger thickness, yet with a limited concentration of defects. Nevertheless, the low fraction of germanium, along with a thickness still restricted to only 300 nm, resulted in a poor performance in terms of PDE.

The most notable breakthrough for germanium-based SPADs has been the possibility of growing a pure crystalline layer of germanium directly on silicon with thickness larger than 1 µm and concentration of defects down to $5 \times 10^6$ cm$^{-2}$. This approach is usually referred to as Ge-on-Si. In particular, Lu et al. were the first to demonstrate single-photon operation with a circular Ge-on-Si APD (30 µm diameter) designed for linear mode operation, but operated in gated Geiger mode. The detector was based on a mesa geometry grown by performing subsequent chemical vapor depositions (CVDs) of Si/Ge layers in order to obtain the SACM structure reported in Figure 6d. However, the noise performance of the detector was quite poor, with a DCR higher than 100 Mcps at 200 K that, most probably, was even impairing a correct operation of the device. Lately, Warburton et al. exploited a similar approach, but designing the mesa stack (both doping and thickness of each layer) from scratch in order to optimize the operation of the detector in Geiger mode at a lower temperature. After the fabrication, they reported on a selected SPAD (25 µm diameter) operated at 100 K and characterized by a DCR in the Mcps range, along with a PDE of 4% and a timing jitter of 300 ps FWHM for detection of photons at 1310 nm. The worse PDE and timing performance with respect to both germanium homojunction and InGaAs/InP SPADs was ascribed to the low excess bias at which the detector is operated, that can not be raised to keep a relatively low DCR. Single-photon counting at 1550 nm was demonstrated for the first time with a mesa
structure, again with poor results, since the PDE was only 0.15%. This time, the bad performance has to be ascribed not only to the low excess bias, but also to the low operating temperature of the SPAD (i.e. 125 K): indeed, for this temperature the bandgap of germanium is 0.84 eV wide, comparable to the corresponding energy of a photon at 1550 nm (i.e. 0.80 eV). Nevertheless, Warburton et al. could not raise the temperature without increasing the DCR beyond a reasonable level.

Planar SPADs  The work reported on mesa SPADs highlights how this geometry is not suitable for obtaining low noise performance. This is related to the fact that with this structure the sidewalls of the SPAD are depleted and the corresponding electric field enhances the generation of dark carriers, collecting and accelerating them toward the multiplication region. In order to solve this problem, high quality passivation of the sidewalls is required or, more effectively, the SPAD can be designed by concentrating the depleted region far away from the lateral surfaces, similarly to planar silicon SPADs. The latter is the approach followed by Vines et al. [222], that have recently reported on what is now the state of the art for Ge-on-Si SPADs. In particular, they exploited a selective boron implantation (Figure 6e) in order to focus the electric field far from the sidewalls: a comparison in terms of electric field profile between a mesa and a planar SPAD has been carried out by the same authors and is here reported in Figure 6f. The improvement in terms of DCR is impressive: indeed, a circular SPAD having a diameter as large as 100 µm is operated at 100 K achieving a DCR that is less than 500 kcps, along with a PDE of 35% at 1310 nm, that compares favorably with both mesa SPADs reported in [228] and [229] (Figure 6g). In addition, the improvement in terms of DCR allowed Vines et al. to operate the SPADs at a temperature up to 175 K, showing encouraging results for detection at 1550 nm. On the other hand, the timing jitter is still relatively high, with 310 ps FWHM, but it is worth also noting that this value is certainly due to the large photoactive area, since the jitter drops to 175 ps for SPADs having a diameter of 26 µm. Finally, the work reported by Vines et al. represents also a big step toward the demonstration of Ge-on-Si SPAD arrays thanks to the relatively high yield (i.e. around 90%) achieved by the fabrication process that they use.

4 Waveguide SPADs: applications and outlook

As already mentioned, the integration of single-photon detectors within the quantum PICs is subject to a significant interest from the scientific community today and the achievement of such a milestone would be of paramount importance for multiple reasons. First of all, to fully exploit all the advantages of the integration, like the unrivaled miniaturization and scalability [31]. Secondly, to avoid the coupling with external optical fibers and, thus, to guarantee minimal photon losses, especially in the case of optical circuits based on high confinement platforms like silicon photonics [163]. Furthermore, the on-chip single-photon detection would also allow a prompt sensing of a given photonic quantum state, a feature that is highly desirable for the implementation of feed-forward operations [231] in measurement-based linear optical quantum computing [232].

A few important steps toward this goal have already been accomplished with superconducting detectors [32, 33], paving the way for the realization of fully integrated quantum optical circuits, with on-chip generation, manipulation and detection of quantum states of light. However, the peculiarities of the SPADs, discussed in the previous sections, make them especially appealing for such an integration. Indeed, SPADs can be operated at much higher temperatures, thus dispensing for the cryogenic cooling of the entire PIC and guaranteeing full compatibility with reconfigurable optical circuits featuring a large number of thermo-optic phase shifters. To reach this target, we envision the development of waveguide SPADs, i.e. detectors guiding the photon through its depletion region until the particle is absorbed and the avalanche is triggered. In this device, light propagation and electric field are typically orthogonal, breaking the trade-off between detection efficiency and transit time [233]. This concept has been already exploited in the past for the realization of waveguide photodiodes operating with classical light [233, 234, 235] and, even though Martinez et al. do not mention it, the work reported in [223] can be considered as a first, yet rudimentary, example of waveguide SPAD monolithically integrated in an elementary waveguide circuit.
Figure 6: Device structure and performance of germanium SPADs. a) Afterpulsing probability as a function of the dead time (i.e. the time interval between two gate pulses) for a commercially available InGaAs/InP SPAD and the planar Ge-on-Si SPAD reported by Vines et al. [222]. b) Structure of the mesa Ge-on-Si APD operated in Geiger mode by Martinez et al. A silicon waveguide is butt coupled to the detector. Reproduced with permission [223]. Copyright 2017, The Optical Society. c) Structure and electric field profile of the SPAD based on a mesa Si/Si$_{0.7}$Ge$_{0.3}$ MQW reported by Loudon et al. Reproduced with permission [225]. Copyright 2002, The Optical Society. d) Structure of the mesa Ge-on-Si APD operated in Geiger mode by Lu et al. [228]. Reproduced with permission [226]. Copyright 2008, Springer Nature Limited. e) Structure of the planar Ge-on-Si SPAD proposed by Vines et al. Reproduced under terms of the CC-BY license [222]. Copyright 2019, The Authors, published by Springer Nature Limited. f) Comparison of the electric field profile between a mesa (left) and a planar (right) Ge-on-Si SPAD as reported by Vines et al. Adapted under terms of the CC-BY license [222]. Copyright 2019, The Authors, published by Springer Nature Limited. g) Comparison among the performance (DCR and PDE at 1310 nm) of the three best Ge-on-Si SPADs reported in literature [228, 229, 222]. Temperature is $T = 200 \text{ K}$ for [228], while the others are reported for $T = 100 \text{ K}$. 
Given a certain operating wavelength, a PIC with integrated waveguide SPADs requires three main materials: a transparent material for the fabrication of the core region of the circuit, a material able to efficiently absorb the same photons within the SPAD core and a third transparent material with low refractive index that can act as cladding for both circuit and SPAD. For the visible/NIR range (e.g. $\lambda = 800\,\text{nm}$), silicon nitride \cite{91} represents a solution enabling the fabrication of optical circuits with low propagation losses ($< 0.1\,\text{dB/cm}$), small bending radii ($< 100\,\mu\text{m}$), compatible with the CMOS integration and in which it is possible to produce single photons from integrated sources \cite{236}. After the discussion carried out in Section 3, silicon is instead the most natural choice for the SPAD. Lastly, the cladding can be realized with silica. Even though all these materials are technologically compatible and can be integrated in a standard SOI platform \cite{237}, different questions are still waiting for an answer. The most important one is how to efficiently couple light from a transparent silicon nitride waveguide, that must be designed for single-mode operation, to an absorbing silicon one, whose dimension is subject to the requirements of the SPAD operation. The simplest approach consists in butt coupling the two waveguides, as proposed by the theoretical works of Yanikgonul et al. \cite{238, 239} (Figure 7a). Another approach relies on the evanescent coupling, that can be realized by placing the silicon nitride waveguide on top of the silicon one or, alternatively, by placing them side by side. All these solutions require a non-trivial design and the strong difference of refractive index between silicon nitride and silicon will play an important role in both the choice of the coupling approach and the sizing process of the geometrical parameters.

The situation for the infrared range (e.g. $\lambda = 1550\,\text{nm}$) is instead quite different. Silicon \cite{163}, with silica as cladding, is the material of choice for the fabrication of waveguide optical circuits in this wavelength range thanks to the superior miniaturization of the integrated photonic components, the feasibility of scaling to mass production and, also in this case, the possibility of integrating single-photon sources \cite{164}. However, the choice of the material for the SPAD is not as trivial as for the circuit. Germanium is technologically compatible with both silicon and silica and today Ge-on-SOI is a well-established platform for the fabrication of PICs operating up to the mid infrared range \cite{234, 240, 241}. Nevertheless, as thoroughly discussed in Section 3, a lot of work is still necessary to improve the performance of germanium SPADs, especially at 1550 nm. To this aim, Soref et al. \cite{242} presents a theoretical work on a waveguide SPAD whose structure is conceptually similar to the others (Figure 7b), but with an absorption layer fabricated in a germanium tin alloy (GeSn) in order to improve the sensitivity at this wavelength. On the other hand, a completely orthogonal approach is based on the hybrid integration \cite{243, 244} instead of the monolithic one, in order to have an additional degree of freedom to improve the performance of germanium-based SPADs \cite{245} (e.g. by using a different substrate) or to take into consideration other materials like InGaAs/InP \cite{246}. In both cases, it is worth saying that waveguide-detector coupling of infrared photons could be easier than visible/NIR photons thanks to the similar refractive index of silicon (used as transparent material in this case) and germanium or InGaAs.

5 Conclusion

The ability to generate, detect and manipulate quanta of light is the essential ground of quantum applications. In this scenario, a great research effort has been devoted to the investigation of materials and solutions to design single-photon detectors able to provide a combination of high PDE, low noise, high timing precision and low crosstalk when integrated in arrays. In this Progress Report, we focused our attention on SPADs. The performance of most suitable SPADs for quantum photonics applications reported to date are summarized in Table II.

Concerning visible/NIR detection, silicon SPADs have been playing a key role, especially with custom technologies that proved to be effective in combining high detection efficiency with low noise and after-pulsing, maximum count rate in the tens of Mcps range and a timing jitter of few tens of ps. While reach-through structures currently provide the highest PDE in this region of the spectrum, the planar process used to fabricate thin, RE- and RCE-SPADs has opened the way to the fabrication of large arrays with high performance. Beyond 1000 nm, a noteworthy trend has been observed with SPADs based either on InGaAs or germanium. While InGaAs/InP SPADs have already been demonstrated both for synchronous
| Technology                        | Diameter (µm) | Measurement conditions                      | PDE (NIR or IR) | DCR (cps) | Max count rate (Mcps) | Afterpulsing probability | Timing jitter (ps FWHM) |
|----------------------------------|---------------|---------------------------------------------|-----------------|-----------|-----------------------|--------------------------|------------------------|
| custom Si reach-through          | 180           | V_{acc} n.r. thermoelectrically cooled free running | @800 nm 62%     | 25        | 37                    | 0.5%                     | 180¹                   |
| custom Si thin SPAD              | 50            | V_{acc} = 5 V room temperature free running  | @800 nm 17%     | 900(9)    | 125(160)              | 1.4%                     | 32                     |
| custom Si RE-SPAD                | 50            | V_{acc} = 20 V room temperature free running  | @800 nm 47%     | 3k(125)   | 71(100)               | 5%                       | 83                     |
| custom Si RCE-SPAD               | 20            | V_{acc} = 5 V room temperature free running  | @800 nm 32%     | 700(25)   | 12.5                  | 2.2%                     | 35                     |
| CMOS (130 nm) w/o sub isolation  | 8             | V_{acc} = 12 V room temperature free running  | @800 nm 28%     | 1.4k      | 30                    | 3.5%                     | 52                     |
| BCD (160 nm) with sub isolation  | 30            | V_{acc} = 5 V room temperature free running  | @800 nm 13%     | 100(0.3)  | 20                    | 0.8%                     | 31                     |
| custom InGaAs/InP               | 25            | V_{acc} = 7 V T = −33 °C sinusoidal gating  | @1550 nm 33%    | 26k       | 650                   | 1.3%                     | 65                     |
| custom InGaAs/InP               | 25            | V_{acc} n.r. T = −110 °C free running        | @1550 nm 28%    | 10        | 0.05                  | 20%                      | 129                    |
| custom Ge-on-Si mesa           | 25            | V_{acc} = 0.1V_{bd} T = −173 °C gated mode   | @1310 nm 4%     | 5.4M      | 0.01(1)⁴             | n.r.⁴,⁵                  | 300                    |
| custom Ge-on-Si planar          | 100           | V_{acc} = 0.054V_{bd} T = −173 °C           | @1310 nm 35%    | 450k      | 0.1(2.5)⁶           | 10%⁶                    | 310⁷                  |

(1) Data for silicon SPADs are reported at room temperature, possibly completed with the best results at T = −20 °C in brackets. Data for other SPADs are reported at the temperature specified in the measurement conditions column.
(2) Count rate corresponding to the afterpulsing probability reported on the right. The best result ever reported is in brackets.
(3) Light focused on a 30 µm spot.
(4) T = −123 °C.
(5) The afterpulsing rate is negligible with respect to the DCR.
(6) T = −148 °C.
(7) T = −195 °C.

Table 1: Summary of the performance for the SPADs discussed throughout the paper.
detection and free-running operation, and also in arrays up to a thousand of pixels, germanium SPADs have been gaining attention from the research community, especially thanks to the possibility of growing a high-quality crystalline layer of germanium over silicon, that has opened the way to the design of Ge-on-Si SPADs with relatively low DCR.

Finally, the development of waveguide integrated SPADs poses exceptional challenges in terms of materials, fabrication technology, optical and electrical design. However, at the same time, it would allow the manufacturing of quantum PICs operated at room temperature and with a large number of thermo-optic phase shifters. Therefore, we think this is the path to take to fully exploit the tremendous advantages of integrated quantum photonics.
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