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Abstract
In this article, we prove sharp quantitative weighted $L^p$-estimates for Grushin pseudo-multipliers satisfying Hörmander’s condition as an application of pointwise domination of Grushin pseudo-multipliers by appropriate sparse operators.
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1 Introduction

The theory of pseudo-differential operators has always been of immense interest in Harmonic analysis. This present article is the first of a series of articles where we investigate quantitative weighted norm inequalities for pseudo–multipliers corresponding to Grushin operators. In order to describe our results, let us first review the relevant literature concerning pseudo-differential operators on the Euclidean space as well as Hermite pseudo-multipliers.

Given $m \in L^\infty(\mathbb{R}^n \times \mathbb{R}^n)$, consider the pseudo-differential operator $m(x, D)$ defined by

$$m(x, D)f(x) := (2\pi)^{-n/2} \int_{\mathbb{R}^n} m(x, \xi) \hat{f}(\xi) e^{ix \cdot \xi} d\xi,$$

for Schwartz class functions $f$ on $\mathbb{R}^n$, where $\hat{f}$ denotes the Fourier transform of $f$ which is defined by $\hat{f}(\xi) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} f(x) e^{-ix \cdot \xi} dx$. We call $m$ to be the symbol of the pseudo-differential operator $m(x, D)$. When the function $m$ does not depend on the space variable $x$, the associated operator $m(D)$ is indeed a Fourier multiplier operator.

Given $\sigma \in \mathbb{R}$, $0 \leq \rho \leq 1$, $0 \leq \delta < 1$, let $S_{0,1,\delta}(\mathbb{R}^n)$ represent the class of smooth functions $m : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{C}$ such that for all $\alpha, \beta \in \mathbb{N}^n$,

$$|\partial_\alpha x \partial_\beta \xi m(x, \xi)| \leq C_{\alpha, \beta} (1 + |\xi|)^{\sigma-\rho |\beta|+\delta |\alpha|}.$$

It is well known that pseudo-differential operators with symbols belonging to $S_{0,1}(\mathbb{R}^n)$, $\sigma \leq 0$, fall into the realm of generalized Calderón-Zygmund operators, that is, their kernels satisfy Hörmander’s condition. Sharp $L^p$-boundedness results for pseudo-differential operators are attributed to the seminal work of Fefferman [25]. For details on the classical development in the theory of pseudo-differential operators, we refer to [13, 54, 55]. In this article, we are concerned with an analogue of symbol classes $S_{0,1,\delta}$, for $0 \leq \delta < 1$, in the context of pseudo-multipliers associated to Grushin operators. One of our primary objectives is to obtain minimal smoothness assumptions on the symbol function such that the associated Grushin pseudo–multiplier operators fall into the category of Calderón–Zygmund operators on spaces of homogeneous type in the sense of Coifman–Weiss [50]. Henceforth, for the sake of brevity, we shall write in short “a space of homogeneous type” to denote such a space.

Recall that an important aspect of the study of multiplier theorems is to obtain their counterparts in the context of weights. To begin with, we recall the work of Kurtz–Wheeden [34]. They studied weighted $L^p$-estimates for Mihlin–Hörmander type Fourier multipliers, deducing also the best class of Muckenhoupt $A_p$ weights depending on the order of differentiability of the multiplier function. For pseudo-differential operators, there is already an extensive literature on weighted inequalities. We mention a few here. Miller [44] initiated the study of the weighted boundedness of pseudo-differential operators. He employed the Fefferman–Stein sharp maximal function $M^\sharp$ and obtained pointwise estimates of the following form: Let $m \in S_{0,1}(\mathbb{R}^n)$, then for $1 < r < \infty$, 

\[ \]
\[\mathcal{M}^2(m(x, D) f)(x) \lesssim_r M_r f(x),\]  

where \(M_r f := (M(|f|^r))^{1/r}\) with \(M\) denoting the Hardy-Littlewood maximal function. Invoking good-\(\lambda\)-inequalities and reverse Hölder’s inequality for \(A_p\) weights, estimate (1.2) implies that \(m(x, D) : L^p(\mathbb{R}^n, w) \to L^p(\mathbb{R}^n, w)\) is bounded for every \(w \in A_p, 1 < p < \infty\).

The approach explained above is a key step in producing weighted estimates for pseudo-differential operators and was also employed in the works of Fefferman [25], Chanillo–Torchinsky [10], Michalowski–Rule–Staubach [43], and many others. However, in order to obtain sharper quantitative dependence of \(\|m(x, D)\|_{L^p(w) \to L^p(w)}\) on the \(A_p\) characteristic \((|w|_{A_p})\) of the weight \(w\), one employs the modern technique known as “sparse domination”, which evolved during the development of the celebrated \(A_2\)-conjecture. \(A_2\)-conjecture was solved in complete generality by Hytönen [29]. We also mention the fundamental work of Lerner [37] where a comparatively simple proof of \(A_2\)-conjecture was obtained by proving norm domination of Calderón-Zygmund operators by sparse operators. Subsequently, Lacey [35], Conde Alonso–Rey [15], Hytönen et al. [31] and Lerner [38] obtained pointwise domination of Calderón-Zygmund operators by sparse operators. Thanks to their wide applications in obtaining sharp quantitative estimates, establishing sparse operator bounds for classical operators in Harmonic analysis is a growing area of research and the same has been applied in various contexts. For example, see [5, 7, 16, 36], and references therein.

Before we move further, let us also mention here that beyond the Euclidean space, analogues of pseudo-differential operators (or pseudo-multipliers) are also being studied in various other contexts. In a non-Euclidean setting, probably this is the first work where we are able to obtain pointwise estimates for pseudo-multipliers in terms of sparse operators. As far as (unweighted) \(L^p\)-boundedness is concerned, there has been a lot of recent interest in studying pseudo-multipliers in the set-up beyond the Euclidean spaces. For compact Lie groups, we refer to [51] and the references therein. For Heisenberg groups and more general graded Lie groups, we refer to [4, 9, 26] and the references therein. For pseudo-multipliers on certain homogeneous type spaces associated with a class of self-adjoint operators, we refer to [6, 27].

Originally introduced in [24], Hermite pseudo-multipliers were further studied by the first author and S. Thangavelu in [3]. Under some Mihlin–Hörmander-type conditions on symbol functions, authors of [3] established the following weighted \(L^p\)-boundedness result for Hermite pseudo-multipliers. Let us denote by \(\Delta\) the forward-difference operator defined by \(\Delta m(x, k) = m(x, k + 1) - m(x, k)\), and define \(\Delta^j m = \Delta(\Delta^{j-1} m)\) for \(j \geq 2\). Also, let us denote by \(A_p(\mathbb{R}^n)\) the space of Muckenhoupt \(A_p\) weights.

**Theorem 1.1** [3] Let \(m \in L^\infty (\mathbb{R}^n \times \mathbb{N}^n)\) be such that the Hermite pseudo-multiplier \(m(x, H) \in B \left( L^2(\mathbb{R}^n) \right)\). Assume in addition that for some \(N \in \mathbb{N}\),

\[
\sup_{x \in \mathbb{R}^n} |\Delta^j m(x, k)| \lesssim_N (2k + n)^{-j}, \quad \text{for all } j \leq N + 1, \\
\text{and } \sup_{x \in \mathbb{R}^n} |\partial_{x_i} \Delta^j m(x, k)| \lesssim_N (2k + n)^{-j}, \quad \text{for all } j \leq N \text{ and } 1 \leq i \leq n,
\]
then the following results hold true.

(1) If \( N \geq \lfloor n/2 \rfloor \), then the following results hold true.

(2) If \( N \geq n \), then \( m(x, H) \) extends to a bounded operator on \( L^p(\mathbb{R}^n, w) \) for every \( p \in (2, \infty) \) and \( w \in A_{p/2}(\mathbb{R}^n) \).

In the next subsection, we recall some preliminaries on Grushin operators before presenting our results in detail.

### 1.1 Grushin Pseudo-multipliers

We write points in \( \mathbb{R}^{n_1+n_2} \) as \( x = (x', x'') \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \). For each \( \varkappa \in \{1, 2, 3, \ldots\} \), let us consider Grushin operators

\[
G_{\varkappa} = -\Delta_{x'} - V_{\varkappa}(x') \Delta_{x''}
\]

with \( V_{\varkappa}(x') \) denoting either \( |x'|^{2\varkappa} \) or \( \sum_{j=1}^{n_1} x_j^{2\varkappa} \).

Grushin operators were introduced in [28]. The operator \( G_{\varkappa} \) is degenerate elliptic along the \( n_2 \)-dimensional plane \( \{0\} \times \mathbb{R}^{n_2} \). It is studied in various contexts related to Dirichlet problems in weighted Sobolev spaces, free boundary problems in partial differential equations etc. In particular, when \( \varkappa = 1 \), Grushin operators are closely connected to the sub-Laplacian on the Heisenberg group (see, for example, [22]). Since in this article we are interested in studying pseudo-multipliers associated to Grushin operators, we start with their spectral decomposition.

For a Schwartz class function \( f \) on \( \mathbb{R}^{n_1+n_2} \), let \( f^\lambda \) denote (upto a dimensional constant multiple) its inverse Fourier transform in \( x'' \)-variable, given by \( f^\lambda(x') = \int_{\mathbb{R}^{n_2}} f(x', x'') e^{i\lambda \cdot x''} \, dx''. \) It follows that

\[
G_{\varkappa} f(x) = (2\pi)^{-n_2} \int_{\mathbb{R}^{n_2}} e^{-i\lambda \cdot x''} H_{\varkappa}(\lambda) f^\lambda(x') \, d\lambda,
\]

where, for \( \lambda \neq 0 \), \( H_{\varkappa}(\lambda) = -\Delta_{x'} + |\lambda|^2 |x'|^{2\varkappa} \) or \( H_{\varkappa}(\lambda) = -\Delta_{x'} + |\lambda|^2 \sum_{j=1}^{n_1} x_j^{2\varkappa} \), depending on the choice of \( V_{\varkappa}(x') \).

In particular, when \( \varkappa = 1 \), operators \( H_1(\lambda) = H(\lambda) = -\Delta_{x'} + |\lambda|^2 |x'|^2 \), for \( \lambda \neq 0 \), are called the scaled Hermite operators on \( \mathbb{R}^{n_1} \). In that case, we drop the suffix and denote the Grushin operator as \( G \) itself.

It is well known (see, for example, Theorems XIII.16, XIII.64, and XIII.67 in [47]) that there exists a complete orthonormal basis \( \{h_{\varkappa,k} : k \in \mathbb{N}\} \) of \( L^2(\mathbb{R}^{n_1}) \) such that \( H_{\varkappa}(1) h_{\varkappa,k} = \nu_{\varkappa,k} h_{\varkappa,k} \) with \( 0 < \nu_{\varkappa,1} \leq \nu_{\varkappa,2} \leq \nu_{\varkappa,3} \leq \ldots \) and \( \lim_{k \to \infty} \nu_{\varkappa,k} = \infty \).

It is straightforward to verify that for each \( k \in \mathbb{N} \) and \( \lambda \neq 0 \), if we consider

\[
h_{\varkappa,k}^\lambda(x') = |\lambda|^{-n_1(n_1+1)/2} h_{\varkappa,k} \left( |\lambda|^{-1/n_1} x' \right),
\]
then \( \{ h_{\kappa,k}^\lambda : k \in \mathbb{N} \} \) forms an orthonormal basis for \( L^2(\mathbb{R}^{n_1}) \), and that
\[
G_{\kappa} \left( h_{\kappa,k}^\lambda (x') e^{i\lambda \cdot x''} \right) = |\lambda|^{\frac{2}{n_1}} v_{\kappa,k} h_{\kappa,k}^\lambda (x') e^{i\lambda \cdot x''}.
\]

Thus, we can write the the spectral decomposition of the Grushin operator \( G_{\kappa} \) as follows:
\[
G_{\kappa} f(x) = (2\pi)^{-n_2} \int_{\mathbb{R}^{n_2}} e^{-i\lambda \cdot x''} \sum_{k \in \mathbb{N}} |\lambda|^{\frac{2}{n_1}} v_{\kappa,k} \left( f^\lambda, h_{\kappa,k}^\lambda \right) h_{\kappa,k}^\lambda(x') d\lambda.
\]

As also done in [2] (see Subsections 1.3 and 2.1 of [2]), given a symbol function \( m \in L^\infty (\mathbb{R}^{n_1+n_2} \times \mathbb{R}_+^2) \), it is natural to consider the Grushin pseudo-multiplier \( m(x, G_{\kappa}) \), defined (densely) on \( L^2 (\mathbb{R}^{n_1+n_2}) \) by
\[
m(x, G_{\kappa}) f(x) := (2\pi)^{-n_2} \int_{\mathbb{R}^{n_2}} e^{-i\lambda \cdot x''} \sum_{k \in \mathbb{N}} m(x, |\lambda|^{\frac{2}{n_1}} v_{\kappa,k}) \left( f^\lambda, h_{\kappa,k}^\lambda \right) h_{\kappa,k}^\lambda(x') d\lambda. \tag{1.4}
\]

When the function \( m \) does not depend on the space variable \( x \), the associated operator is said to be a Grushin multiplier and is denoted by \( m(G_{\kappa}) \). In the last decade, boundedness of spectral multipliers for more general Grushin-type operators has been extensively studied by various authors. See, for example, [11, 17–20, 33, 41, 42], and references therein.

Now, consider the following first order gradient vector fields:
\[
X_j = \frac{\partial}{\partial x_j'} \quad \text{and} \quad X_{\alpha,k} = x_\alpha' \frac{\partial}{\partial x_k}, \tag{1.5}
\]
for \( 1 \leq j \leq n_1, 1 \leq k \leq n_2, \) and \( \alpha \in \mathbb{N}^{n_1} \) with \( |\alpha| = \kappa \).

Clearly, with either choice of potential \( V_{\kappa}(x') \), the corresponding Grushin operator \( G_{\kappa} \) can be expressed as a negative sum of \( X_j^2 \)'s and \( X_{\alpha,k}^2 \)'s (see, for example, Sect. 3 of [49]). Let us denote by \( X \) the first order gradient vector field
\[
X := (X_j, X_{\alpha,k})_{1 \leq j \leq n_1, 1 \leq k \leq n_2, |\alpha|=\kappa}. \tag{1.6}
\]

We write \( n_0 = n_1 + n_2(\sum_{n_1 \rightarrow 1} \kappa - 1) \), and consider symbol functions \( m \in L^\infty (\mathbb{R}^{n_1+n_2} \times \mathbb{R}_+^2) \) which satisfy the following estimate for some \( \rho, \delta \geq 0 \):
\[
\left| X^\Gamma \frac{\partial^l}{\partial \eta} m(x, \eta) \right| \lesssim \Gamma^\rho (1 + \eta)^{-\left(1+\rho\right)\frac{l}{2} + \delta \frac{m}{4}} \tag{1.7}
\]
for some \( \Gamma \in \mathbb{N}^{n_0} \) and \( l \in \mathbb{N} \).

**Remark 1.2** Condition (1.7) is motivated by Euclidean symbol classes \( \mathcal{S}_{\rho,\delta}^0 (\mathbb{R}^n) \). Observe that the Grushin operator \( G_{\kappa} \) is homogeneous of degree two, that is,
\( G_\kappa \circ D_r = r^2(D_r \circ G_\kappa) \), where \( D_r(x', x'') = (rx', r^{1+\kappa}x'') \) are the non-isotropic dilations associated to \( G_\kappa \). Thus, a natural analogue of \( S^0_{\rho, \delta} (\mathbb{R}^n) \) condition for Grushin pseudo-multiplier \( \tilde{m}(x, \sqrt{G}) \) is

\[
\left| X^\Gamma \partial^l_{\eta} \tilde{m}(x, \eta) \right| \lesssim_{\Gamma, \eta} (1 + \eta)^{-\rho l + \delta |\Gamma|}.
\]

It is technically convenient to work with the symbol \( m(x, \eta) := \tilde{m}(x, \sqrt{\eta}) \), which results into condition (1.7). For more details on this aspect, we refer to [2] (see the discussion immediately after the statement of Theorem 1.5 as well as Remark 2.2 in [2]).

Before moving on, let us mention that an analogue of the Calderón–Vaillancourt theorem for Grushin pseudo-multipliers for \( \kappa = 1 \) was studied in [2], establishing \( L^2 \)-boundedness of Grushin pseudo-multipliers \( m(x, G) \) for symbol functions \( m \) satisfying condition (1.7) with \( 0 \leq \delta < \rho \leq 1 \). In its full generality, the endpoint case of \( 0 \leq \delta = \rho < 1 \) is still open.

In this paper, we study pseudo-multiplier operators \( m(x, G_\kappa) \) corresponding to symbols \( m(x, \eta) \) satisfying condition of the type (1.7) with \( \rho = 1 \) and \( 0 \leq \delta < 1 \). In this direction, following are our main results. Throughout this article, \( Q := n_1 + (1 + \kappa)n_2 \) denotes the homogeneous dimension associated to the operator \( G_\kappa \), see (2.5) for details.

**Theorem 1.3** Let \( m \in L^\infty (\mathbb{R}^{n_1+n_2} \times \mathbb{R}_+) \) be such that

\[
\left| \partial_{\eta}^l m(x, \eta) \right| \lesssim_l (1 + \eta)^{-l}
\]

for all \( l \leq Q + 1 \). Assume also that \( m(x, G_\kappa) \) is bounded on \( L^2(\mathbb{R}^{n_1+n_2}) \). Then \( m(x, G_\kappa) \) is of weak type \((1, 1)\) and as a consequence bounded on \( L^p(\mathbb{R}^{n_1+n_2}) \) for every \( 1 < p < 2 \).

The above theorem implies \( L^p \)-boundedness in the range \( 1 < p < 2 \) only, and we can not use duality to conclude boundedness in the range \( 2 < p < \infty \) because the adjoint operator \( m(x, G_\kappa)^* \) is not necessarily a Grushin pseudo-multiplier.

In the following two theorems, we establish weighted \( L^p \)-boundedness results for \( m(x, G_\kappa) \) in the range \( 2 < p < \infty \) and \( 1 < p < \infty \), depending on the assumed number of derivatives of the symbol function \( m(x, \eta) \). Let us remark that part of our motivation comes from the work of [21], where the authors studied weighted \( L^p \)-boundedness results for spectral multipliers corresponding to a non-negative self-adjoint operator on a space of homogeneous type (see Theorem 3.1 in [21]). Compared to the results of [21], in our work we are only concerned with Grushin operators, but more importantly our methods are well suited for Grushin pseudo-multipliers as well.

We are now ready to state our main results on sparse domination for operators \( m(x, G_\kappa) \). Let \( S \) denote a family of generalised-dyadic cubes in the context of the homogeneous type space, which we will explain in detail in Sect. 2.4. We say a collection of measurable sets \( S \subset S \) to be an \( \eta \)-sparse family (for some \( 0 < \eta < 1 \)) if for
every member \( Q \in S \) there exists a set \( E_Q \subseteq Q \) such that \( |E_Q| \geq \eta |Q| \), and the sets \( \{ E_Q \}_{Q \in S} \) are pairwise disjoint. Corresponding to a sparse family \( S \) and \( 1 \leq r < \infty \), we define the sparse operator as follows:

\[
A_{r,S} f(x) = \sum_{Q \in S} \left( \frac{1}{|Q|} \int_Q |f|^r \right)^{1/r} \chi_Q(x).
\] (1.8)

We simply write \( A_S \) for \( A_{1,S} \).

**Theorem 1.4** For a fixed \( 0 \leq \delta < 1 \), let \( m \in L^{\infty} (\mathbb{R}^{n_1+n_2} \times \mathbb{R}_+) \) be such that

\[
\left| \partial^l_x m(x, \eta) \right| \lesssim (1 + \eta)^{-l}, \quad \text{for all } l \leq \lfloor Q/2 \rfloor + 1,
\]

and

\[
\left| X_x \partial^l_x m(x, \eta) \right| \lesssim_{l,\delta} (1 + \eta)^{-l + \frac{\delta}{2}}, \quad \text{for all } l \leq \lfloor Q/2 \rfloor.
\]

Assume also that the operator \( T = m(x, G_\kappa) \) is bounded on \( L^2(\mathbb{R}^{n_1+n_2}) \). Then, for every compactly supported bounded measurable function \( f \) there exists a sparse family \( S \subset S \) such that

\[
|T f(x)| \lesssim_T A_{2,S} f(x),
\]

for almost every \( x \in \mathbb{R}^{n_1+n_2} \).

**Theorem 1.5** For a fixed \( 0 \leq \delta < 1 \), let \( m \in L^{\infty} (\mathbb{R}^{n_1+n_2} \times \mathbb{R}_+) \) be such that

\[
\left| \partial^l_x m(x, \eta) \right| \lesssim_l (1 + \eta)^{-l}, \quad \text{for all } l \leq Q + 1,
\]

and

\[
\left| X_x \partial^l_x m(x, \eta) \right| \lesssim_{l,\delta} (1 + \eta)^{-l + \frac{\delta}{2}}, \quad \text{for all } l \leq Q.
\]

Assume also that the operator \( T = m(x, G_\kappa) \) is bounded on \( L^2(\mathbb{R}^{n_1+n_2}) \). Then, for every compactly supported bounded measurable function \( f \) there exists a sparse family \( S \subset S \) such that

\[
|T f(x)| \lesssim_T A_S f(x),
\]

for almost every \( x \in \mathbb{R}^{n_1+n_2} \).

1.2 Methodology of the Proof and Organisation of the Paper

Obtaining sharp quantitative estimates through sparse domination method has produced many fascinating results in recent times in the theory of singular integrals. In this article, one of our main objectives is to establish pointwise sparse domination for Grushin pseudo-multipliers. The approach of obtaining suitable end-point boundedness of some variants of the sharp maximal function and stopping time arguments have played a crucial role in obtaining sparse operator bounds in homogeneous type as well
as in the non-homogeneous type spaces. In the present work, we also adapt this strategy. More precisely, in our work we are going to make use of the sparse domination principle developed in [39, 40] (see Theorem 2.7). There is a rich and ever growing literature on the existence of quantitative weighted estimates for sparse operators, which explains why one looks for sparse domination of various operators at hand. For our purposes, we state one such result in Theorem 2.8. So, in view of Theorem 2.7, it boils down to establishing appropriate weak type boundedness of the operator $T$ that we are concerned with as well as an appropriate weak type boundedness of an associated grand maximal truncated operator $M^T_{T,s}$ (defined in (2.12)).

Rest of the article is structured as follows.

- We collect the preliminary results relevant to our work in Sect. 2.
- With assumptions on weighted kernel estimates with respect to the control distance associated to Grushin operators $G_{_{\kappa}}$, we state and prove our pointwise sparse domination results (Theorems 3.2, 3.3 and 3.4) for a general class of operators in Sect. 3. The main idea is to show that the sharp grand maximal truncation operator $M^T_{T,s}$ (for a suitable choice of $s$) could be dominated by a maximal operator, and the exact type of the maximal operator is dictated by the assumptions on the weighted kernels, and this allows us to conclude appropriate end-point boundedness for $M^T_{T,s}$. In our proof, we also suitably make use of a mean-value inequality associated with the sub-Riemannian structure of the Grushin metric. It is an elementary property satisfied by most reasonable sub-Riemannian metrics, but for the convenience of readers, we explain it in Sect. 2 in our context (see the discussion leading to the formulation of Lemma 2.1).
- In Sect. 4, we specialise to the case of the Grushin pseudo-multipliers. In order to do so, we prove the weighted (gradient) Plancherel estimates for the Grushin pseudo-multiplier operators, and with that our results (Theorems 1.3, 1.4 and 1.5) follow from results of Sect. 3. Our proofs of weighted (gradient) Plancherel estimates are of self-interest, and we systematically document these in Subsect. 4.1. While the ones for the integral kernels follow quite easily from results of the existing literature ([8, 20]) on kernels corresponding to the spectral multipliers, we are able to show that by making an appropriate use of the gradient estimates for the heat kernels (see estimates (2.10)), it is possible to repeat ideas of [8, 20] in establishing analogous weighted Plancherel estimates for the gradients of the integral kernels of spectral multipliers. From this, the estimates for integral kernels of the pseudo-multipliers easily follow.

### 1.3 Notations and Parameters

In the following list, we have written most of the notations and parameters that are being used in this paper.

- $\mathbb{N} = \{0, 1, 2, 3, \ldots\}$, and $\mathbb{R}_+ = [0, \infty)$.
- For $A, B > 0$, by the expression $A \lesssim B$ we mean $A \leq CB$ for some $C > 0$. Whenever the implicit constant $C$ may depend on $\epsilon$, we write $A \lesssim_\epsilon B$. When $A \lesssim B$ and $B \lesssim A$, we write $A \sim B$. 

\copyright Birkhäuser
For a Banach space $Y$, we write $\mathcal{B}(Y)$ for the Banach space of all bounded linear operators on $Y$ and $\|T\|_{op}$ denotes the operator norm of $T \in \mathcal{B}(Y)$.

We write $x = (x', x'') \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} = \mathbb{R}^{n_1+n_2}$.

For each $\varepsilon \in \{1, 2, 3, \ldots\}$, the homogeneous dimension of the space $\mathbb{R}^{n_1+n_2}$ with respect to the Grushin operator $G_\varepsilon$ is $Q = n_1 + (1 + \varepsilon)n_2$.

Whenever $\mu = (\mu_1, \ldots, \mu_{n_1})$ belongs to $\mathbb{N}^{n_1}$ we write $|\mu| = \sum_{j=1}^{n_1} \mu_j$. For a general vector $c = (c_1, \ldots, c_{n_1})$ from $\mathbb{R}^{n_1}$, we have $|c| = (\sum_{j=1}^{n_1} |c_j|^2)^{1/2}$ and $|c|_1 = \sum_{j=1}^{n_1} |c_j|$.

$t, R_0, \eta$ etc always correspond to elements of $\mathbb{R}_+$.

$l, j, N$ etc always correspond to elements of $\mathbb{N}$.

$\mu, \nu, \gamma, \alpha$ etc always correspond to elements of $\mathbb{N}^{n_1}$.

$\beta, \beta_j$ etc always correspond to elements of $\mathbb{N}^{n_2}$.

$\Gamma, \Gamma_j$ etc always correspond to elements of $\mathbb{N}^{n_0}$, where $n_0 = n_1 + n_2 \binom{\varepsilon+n_1-1}{n_1-1}$. In particular, when $\varepsilon = 1$, we have $n_0 = n_1 + n_1n_2$.

$\lambda$ represents the element of $\mathbb{R}^{n_2}$.

When we talk about the case of the Euclidean space or for the Hermite operator, we always take $\mathbb{R}^n$ as our underlying space and use the indices as tabulated above with the convention of $n = n_1$.

### 2 Preliminaries and Basic Results

In this section, we write down the preliminary details relevant to the subject matter of this article.

#### 2.1 Control Distance for Grushin Operators $G_\varepsilon$

The control distance $\tilde{d}(x, y)$ (see equation (11) of [48]) associated with the Grushin operator $G_\varepsilon$ is given by

$$
\tilde{d}(x, y) = \sup_{\psi \in \mathcal{E}} |\psi(x) - \psi(y)|,
$$

(2.1)

where $\mathcal{E} = \left\{ \psi \in W^{1, \infty}(\mathbb{R}^{n_1+n_2}) : \sum_{1 \leq j \leq n_1} |X_j \psi|^2 + \sum_{|\alpha| = \varepsilon} \sum_{1 \leq k \leq n_2} |X_{\alpha,k} \psi|^2 \leq 1 \right\}$.

It was established in Proposition 5.1 of [48] that $\tilde{d}$ has the following asymptotics:

$$
\tilde{d}(x, y) \sim d(x, y) := |x' - y'| + \begin{cases} |x'' - y''| \left(\frac{1}{|x'| + |y'|}\right)^{1/(1+\varepsilon)} & \text{if } |x'' - y''|^{1/(1+\varepsilon)} \leq |x'| + |y'| \\ |x'' - y''|^{1/(1+\varepsilon)} & \text{if } |x'' - y''|^{1/(1+\varepsilon)} \geq |x'| + |y'|. \end{cases}
$$

(2.2)
Since \( \tilde{d} \) is a metric, it follows that \( d \) is a quasi-metric, that is, there exists a constant \( C_0 > 1 \) such that
\[
d(x, y) \leq C_0 (d(x, z) + d(z, y))
\]
(2.3)
for all \( x, y, z \in \mathbb{R}^{n_1+n_2} \).

Using the asymptotic estimates from (2.2), it can be easily verified that \( (\mathbb{R}^{n_1+n_2}, \tilde{d}) \) is a complete metric space (equivalently, \( (\mathbb{R}^{n_1+n_2}, d) \) is a complete quasi metric space).

By abuse of notation, throughout this article, we refer to \( d(x, y) \) of (2.2) as the Grushin metric. Let \( B(x, r) := \{ y \in \mathbb{R}^{n_1+n_2} : d(x, y) < r \} \) and \( |B(x, r)| \) denote the Lebesgue measure of the ball \( B(x, r) \) in \( \mathbb{R}^{n_1+n_2} \). Again, it was shown in Proposition 5.1 of [48] that
\[
|B(x, r)| \sim r^{n_1+n_2} \max \{ r, |x'| \}^{\kappa n_2},
\]
(2.4)
for all \( x \in \mathbb{R}^{n_1+n_2} \) and \( r > 0 \). The ball volume estimates of (2.4) imply that the space \( (\mathbb{R}^{n_1+n_2}, \tilde{d}, |\cdot|) \) is a homogeneous type metric space, that is, the underlying measure (the Lebesgue measure of \( \mathbb{R}^{n_1+n_2} \)) satisfies the following doubling condition
\[
|B(x, sr)| \lesssim_{n_1, n_2, \kappa} (1 + s)^Q |B(x, r)|
\]
(2.5)
for \( s > 0 \), where \( Q \) stands for the homogeneous dimension \( n_1 + (1 + \kappa)n_2 \).

Furthermore, since \( (\mathbb{R}^{n_1+n_2}, d, |\cdot|) \) and \( (\mathbb{R}^{n_1+n_2}, \tilde{d}, |\cdot|) \) are doubling metric measure spaces, it follows that open balls (of arbitrary finite radius) in any of these spaces are totally bounded (see Corollary 2.3 of [52]). As a consequence, we get that the closed balls (of arbitrary finite radius) in \( (\mathbb{R}^{n_1+n_2}, d, |\cdot|) \) or \( (\mathbb{R}^{n_1+n_2}, \tilde{d}, |\cdot|) \) are compact.

From geometric point of view, space \( (\mathbb{R}^{n_1+n_2}, \tilde{d}) \) carries a sub-Riemannian structure \( g \) induced by the orthonormal frame \( \{X_j, X_{\alpha, k} : 1 \leq j \leq n_1, 1 \leq k \leq n_2, \alpha \in \mathbb{N}^n \} \) with \( |\alpha| = \kappa \), where \( X_j \) and \( X_{\alpha, k} \) are given by (1.5). It is easy to see that these vector fields satisfy Hörmander’s hypoellipticity condition, and therefore it follows from Lemma 3.2 and Theorem 7.1 of [53] that given any \( x, y \in \mathbb{R}^{n_1+n_2} \), there always exists a length minimising curve (geodesic in the sub-Riemannian set-up) joining \( x \) and \( y \). Moreover, it was shown in Sect. 3 of [32] that the distance \( \tilde{d}(x, y) \) defined by (2.1) equals the infimum of the length minimising curves joining \( x \) and \( y \). With that, we can invoke the proof of Lemma 3.2 of [53] to argue that given any \( x \in \mathbb{R}^{n_1+n_2} \) and \( r > 0 \), if \( \tilde{d}(x, y) < r \) then the length minimising curve \( \gamma_0 \) between \( x \) and \( y \) lies in the ball \( \tilde{B}(x, 2r) := \{ z \in \mathbb{R}^{n_1+n_2} : \tilde{d}(x, z) < 2r \} \). Moreover,
\[
|f(y) - f(x)| = \left| \int_0^1 (f \circ \gamma_0)'(t) \, dt \right| \leq \int_0^1 \left| (f \circ \gamma_0)'(t) \right| \, dt \\
\leq \int_0^1 |df_{\gamma_0}(t)(\gamma_0'(t))| \, dt \\
\leq \int_0^1 \left\| (\nabla_g f)(\gamma_0(t)) \right\|_g \left\| \gamma_0'(t) \right\|_g \, dt
\]
\[ = \tilde{d}(x, y) \int_0^1 \| (\nabla g f) (\gamma_0(t)) \|_g \, dt \]
\[ = \tilde{d}(x, y) \int_0^1 |X f(\gamma_0(t))| \, dt. \quad (2.6) \]

Since \( d \sim \tilde{d} \), we can use estimate (2.6) to write an analogous estimate with respect to \( d \).

**Lemma 2.1** (Mean-value estimate) There exist constants \( C_{1, \infty}, C_{2, \infty} > 0 \) (depending also on \( n_1 \) and \( n_2 \)) such that for any ball \( B(x_0, r) \) and points \( x, y \in B(x_0, r) \), there exists a \( \tilde{d} \)-length minimising curve \( \gamma_0 : [0, 1] \rightarrow B(x_0, C_{1, \infty} r) \) joining \( x \) to \( y \), and for any \( f \in C^1 (B(x_0, C_{1, \infty} r)) \),

\[ |f(x) - f(y)| \leq C_{2, \infty} d(x, y) \int_0^1 |X f(\gamma_0(t))| \, dt. \quad (2.7) \]

### 2.2 Weighted Plancherel Estimates

Spectral multipliers corresponding to a self-adjoint positive definite operator (with appropriate heat kernel bounds) have a long history. In particular, we refer to [20] where the authors studied spectral multipliers on general homogeneous type metric spaces. For our convenience, we simply recall it for Grushin operators \( G_{\infty} \). Let \( p_t \) (for \( t > 0 \)) denote the heat kernel associated with the operator \( G_{\infty} \), that is, \( p_t(x, y) \) is the integral kernel of the operator \( e^{-t G_{\infty}} \). It is well known (see, Corollary 6.6 of [48]) that \( p_t \) satisfies the following Gaussian type bounds: there exist constants \( b, C > 0 \) such that

\[ |p_t(x, y)| \leq C |B(x, t^{1/2})|^{-1} \exp \left( -bd(x, y)^2/t \right). \quad (2.8) \]

It was shown in [20] that as a consequence of estimate (2.8), one has the following Plancherel estimates for kernels corresponding to symbols with compact support. Let \( K_m(G_{\infty}) \) denotes the integral kernel of the Grushin multiplier operator \( m(G_{\infty}) \), then

\[ \| K_m(G_{\infty})(x, \cdot) \|_2 \lesssim |B(x, R^{-1})|^{-1/2} \| m \|_{L^\infty}, \quad (2.9) \]

for every bounded Borel function \( m \) supported on \([0, R^2]\) for any \( R > 0 \).

Building on estimate (2.9), weighted Plancherel estimates of the following type were established in [20]:

**Lemma 2.2** (Lemma 4.3, [20]) For every \( r, \epsilon > 0 \), we have

\[ \| (1 + Rd(x, \cdot))^r K_m(G_{\infty})(x, \cdot) \|_2 \lesssim_{r, \epsilon} |B(x, R^{-1})|^{-1/2} \| m(R^2 \cdot) \|_{W^{r, \epsilon}}^{\infty}, \]

for every bounded Borel function \( m \) supported on \([0, R^2]\) for any \( R > 0 \).
Following the ideas of [20], the authors of [8] recently studied pointwise weighted kernel estimates, establishing the following analogue of the above lemma:

**Lemma 2.3** (Lemma 4.3, [8]) For every \( \tau, \epsilon > 0 \), we have

\[
(1 + Rd(x, y))^\tau |K_{m(G_x)}(x, y)| \lesssim_{\tau, \epsilon} |B(x, R^{-1})|^{-1/2} |B(y, R^{-1})|^{-1/2} \|m(R^2 \cdot)\|_{W^\infty_{\tau+\epsilon}},
\]

for every bounded Borel function \( m \) supported on \([0, R^2]\) for any \( R > 0 \).

Interpolating estimates of Lemmas 2.2 and 2.3, one can conclude that given \( p \in [2, \infty] \) and \( \tau, \epsilon > 0 \),

\[
\left\|(1 + Rd(x, y))^\tau |B(\cdot, R^{-1})|^{1/2 - 1/p} \|K_{m(G_x)}(x, \cdot)\|_p \lesssim_{\tau, \epsilon, p} |B(x, R^{-1})|^{-1/2} \|m(R^2 \cdot)\|_{W^\infty_{\tau+\epsilon}},
\]

for every bounded Borel function \( m \) supported on \([0, R^2]\) for any \( R > 0 \).

In [23], the authors systematically explained that given an operator of the type \( G_x \), one can associate a nilpotent Lie group with it. In fact, the method of [23] is applicable for a larger class of operators which include \( G_x \). Now, the estimates for the gradients of the heat kernel of such Lie groups are well known (see, for example, [56]), and with that one can deduce analogous estimates for the gradients of the heat kernel of Grushin operator \( G_x \). See, for example, Corollary 4.1 in [23], where the first order gradient estimate for the Poisson kernel is deduced. It is explicit from the methodology that same could be done for the heat kernel and its gradients (of arbitrary order). In particular, one can show that the following gradient estimates hold true for every \( \Gamma \in \mathbb{N}^{\mathbb{N}_0} \):

\[
\left| \left( X_\Gamma^t p_t(x, y) \right)(x) \right| \lesssim_{\Gamma} t^{-|\Gamma|/2} \left| B\left(x, t^{1/2}\right) \right|^{-1} \exp\left(-bd(x, y)^2/t\right),
\]

\[
\text{and } \left| \left( X_\Gamma^t p_t(x, y) \right)(y) \right| \lesssim_{\Gamma} t^{-|\Gamma|/2} \left| B\left(x, t^{1/2}\right) \right|^{-1} \exp\left(-bd(x, y)^2/t\right). \tag{2.10}
\]

Again, with the help of the above mentioned transference technique, the authors of [49] studied boundedness of Riesz transforms \( X_\Gamma G_x^{-|\Gamma|/2} \) (of arbitrary order \( \Gamma \)) associated with the Grushin operator \( G_x = -\Delta_x' - |x'|^{2\kappa} \Delta x' \) (see Theorem 3.1 in [49]). It is not difficult to verify that their technique is also applicable for the operator \( G_x = -\Delta_x' - \sum_{j=1}^{n_1} x_j^{2\kappa} \Delta x' \).

Summarising, with \( G_x = -\Delta_x' - |x'|^{2\kappa} \Delta x' \) or \( G_x = -\Delta_x' - \sum_{j=1}^{n_1} x_j^{2\kappa} \Delta x' \), we have

\[
\|X_\Gamma G_x^{-|\Gamma|/2}\|_{L^p(\mathbb{R}^{n_1+n_2}) \rightarrow L^p(\mathbb{R}^{n_1+n_2})} < \infty \tag{2.11}
\]

for any \( 1 < p < \infty \), and also \( \|X_\Gamma G_x^{-|\Gamma|/2}\|_{L^1(\mathbb{R}^{n_1+n_2}) \rightarrow L^{1,\infty}(\mathbb{R}^{n_1+n_2})} < \infty \).
2.3 Homogeneous Spaces and $A_p$ Weights

Starting with the pioneering work of Muckenhoupt in [45], the theory of $A_p$ weights has been studied in various aspects. In recent times obtaining quantitative weighted estimates for operators in Harmonic analysis is an active area of research. The development of the seminal $A_2$-conjecture gave rise to the powerful technique of sparse operators and it has been studied in various contexts even beyond Euclidean spaces. We mention a few here.

Recall that a metric (or quasi-metric) measure space is of homogeneous type in the sense of Coifman–Weiss [50]) if the underlying measure satisfies the doubling condition. We have already seen that the space $\mathbb{R}^{n_1+n_2}$ is of homogeneous type. The theory of Calderón-Zygmund operators and $A_p$ weights have been studied systematically in the spaces of homogeneous type. The $A_2$ conjecture for the spaces of homogeneous type was established in [1, 46]. In [30], Hytönen–Pérez–Rela developed sharp reverse Hölder’s inequality in spaces of homogeneous type. In recent times, the theory of sparse operators is in fact extended to spaces that need not be of homogeneous type, we refer interested readers to [14, 57].

Let us recall $A_p$ weights on the homogeneous type space $(\mathbb{R}^{n_1+n_2}, d, |·|)$.

**Definition 2.4** For $1 < p < \infty$, we say a weight $w$ on $\mathbb{R}^{n_1+n_2}$ belongs to the class $A_p(\mathbb{R}^{n_1+n_2})$ if

$$[w]_{A_p(\mathbb{R}^{n_1+n_2})} = \sup_B \left( \frac{1}{|B|} \int_B w \, dx \right)^{\frac{1}{p-1}} \left( \frac{1}{|B|} \int_B w^{1-p'} \, dx \right) < \infty,$$

where the supremum is taken over all balls $B$ in the homogeneous type space $(\mathbb{R}^{n_1+n_2}, d, |·|)$. For $p = 1$, $w \in A_1(\mathbb{R}^{n_1+n_2})$ if there exists a constant $C > 0$ such that for all balls $B$,

$$\frac{1}{|B|} \int_B w \, dx \leq C \inf_{x \in B} w(x).$$

It is not difficult to construct examples of $A_p$ weights in our case. In fact, power weights provide plenty of examples in the case of the Euclidean $A_p$ weights.

**Example 2.5** Consider the weights $\omega_a(x) = d(0, x)^{-a}$ for $a \in \mathbb{R}$. Then $\omega_a \in A_1$ if $0 \leq a < Q$. To see this, consider any ball $B = B(x_0, r)$. If $B \cap B(0, \frac{r}{2}) = \emptyset$ then for any $x, y \in B$, $d(0, x) \leq C_0(d(x, y) + d(y, 0)) \lesssim C_0^2(r + d(y, 0)) \lesssim C_0^2d(y, 0)$, hence

$$\frac{1}{|B|} \int_B d(0, x)^{-a} \, dx \lesssim \inf_{x \in B} d(x, 0)^{-a}.$$

For balls $B$ such that $B \cap B(0, \frac{r}{2}) \neq \emptyset$ we proceed as follows. Observe that in this case $B \subset B(0, 2C_0r)$ which in turn implies $B(0, 2C_0r) \subset B_{\mathbb{R}^{n_1}}(0, cr) \times B_{\mathbb{R}^{n_2}}(0, cr(1+\epsilon))$,
where $B_{\mathbb{R}^{n_1}}(0, cr)$ and $B_{\mathbb{R}^{n_2}}(0, cr^{1+\varepsilon})$ are Euclidean balls in $\mathbb{R}^{n_1}$ and $\mathbb{R}^{n_2}$ respectively. Now

$$
\frac{1}{|B|} \int_B d(0,x)^{-a} \, dx \leq \frac{1}{r^{n_1+(1+\varepsilon)n_2}} \int_{B_{\mathbb{R}^{n_1}}(0,cr)} \max \{|x|, |x'|^{1/(1+\varepsilon)} \}^{-a} \, dx' \, dx''
$$

$$
\lesssim \frac{1}{r^{n_1+(1+\varepsilon)n_2}} r^{-a/2+n_1} r^{-a/2+(1+\varepsilon)n_2} \lesssim r^{-a} \lesssim \text{ess inf} \ d(0,x)^{-a}.
$$

Since, $v_0 v_1^{1-p} \in A_p$ for $v_i \in A_1$, we can conclude that for $1 < p < \infty$, $\omega_a(x) = d(0,x)^{-a} \in A_p(\mathbb{R}^{n_1+n_2})$ if $-Q(p-1) < a < Q$.

### 2.4 Sparse Domination

In this article, we address quantitative weighted estimates for Grushin pseudo-multiplier operators with respect to $A_p(\mathbb{R}^{n_1+n_2})$ weights. In order to state the results, let us first recall the definition of sparse families and sparse operators on a homogeneous type space. We also need the following notion of dyadic cubes for a homogeneous type space. For details, we refer to [12, 40].

**Theorem 2.6** [12] There exist absolute constants $0 < h_1 \leq h_2 < \infty$, $0 < \varepsilon_0, \delta_0 < 1$, a family of measurable sets $S = \bigcup_{k \in \mathbb{Z}} S_k$ (called a dyadic decomposition of $(\mathbb{R}^{n_1+n_2}, d, | \cdot |)$) and a corresponding family of points $\{c_\mathcal{Q}\}_{\mathcal{Q}\in S}$ that satisfy the following properties:

(i) $\mathbb{R}^{n_1+n_2} \setminus \bigcup_{\mathcal{Q}\in S_k} \mathcal{Q} = 0$ for all $k \in \mathbb{Z}$.

(ii) For $k \geq 1$, if $\mathcal{P} \in S_k$ and $\mathcal{Q} \in S_1$, then either $\mathcal{P} \cap \mathcal{Q} = \emptyset$ or $\mathcal{P} \subset \mathcal{Q}$.

(iii) For any $\mathcal{Q}_1 \in S_k$ there exists at least one $\mathcal{Q}_2 \in S_{k+1}$ such that $\mathcal{Q}_2 \subset \mathcal{Q}_1$ (called a child of $\mathcal{Q}_1$) and there exists exactly one $\mathcal{Q}_3 \in S_{k-1}$ such that $\mathcal{Q}_1 \subset \mathcal{Q}_3$ (called the parent of $\mathcal{Q}_1$).

(iv) If $\mathcal{Q}_2$ is a child of $\mathcal{Q}_1$ then $|\mathcal{Q}_2| \geq \varepsilon_0 |\mathcal{Q}_1|$.

(v) For every $\mathcal{Q} \in S_k$ we have

$$B(c_\mathcal{Q}, h_1 \delta_0^k) \subset \mathcal{Q} \subset B(c_\mathcal{Q}, h_2 \delta_0^k),$$

and for any $s > 0$, we denote $B(c_\mathcal{Q}, sh_2 \delta_0^k)$ by $sB(\mathcal{Q})$.

Recall the definition of the sparse family $\mathcal{S} \subset \mathcal{S}$ and the sparse operators $\mathcal{A}_{r,s}$ and $\mathcal{A}_S$ given in and around (1.8) in the introduction.

We let $\mathcal{M}$ stand for the uncentered Hardy–Littlewood maximal function on $(\mathbb{R}^{n_1+n_2}, d, | \cdot |)$ and for $1 < r < \infty$, $\mathcal{M}_r f := (\mathcal{M}(|f|^r))^{1/r}$. Our proofs on sparse domination depend on a general sparse domination principle by Lerner–Ombrosi (Theorem 1.1 in [39]) which is recently extended to the homogeneous type spaces by...
Lorist [40]. Corresponding to the dyadic decomposition $S$ and the absolute constants $0 < h_1 \leq h_2 < \infty$, $0 < \varepsilon_0, \delta_0 < 1$ (as in Theorem 2.6), and for any linear operator $T$ acting on functions defined on $\mathbb{R}^{n_1+n_2}$, let us consider the following version of the grand maximal truncated operator: For $s > 0$

$$\mathcal{M}_{T,s}^# f(x) = \sup_{B : B \ni x} \text{ess sup}_{y, z \in B} \left| T(f \chi_{\mathbb{R}^{n_1+n_2} \setminus sB})(y) - T(f \chi_{\mathbb{R}^{n_1+n_2} \setminus sB})(z) \right|, \quad (2.12)$$

where the supremum is taken over all balls $B$ containing the point $x$.

With the notations as defined above and with $C_0$ as in (2.3), the following result was proved in [40]. For our convenience, we state it for the homogeneous type space $(\mathbb{R}^{n_1+n_2}, d, | \cdot |)$.

**Theorem 2.7** (Theorem 1.1, [40]) On the homogeneous type space $(\mathbb{R}^{n_1+n_2}, d, | \cdot |)$, let $T$ be a sub-linear operator of weak type $(p, p)$ and $\mathcal{M}_{T,s}^#$ is weak type $(q, q)$ for some $1 \leq p, q < \infty$ and $s \geq \frac{3C_0^2}{\delta_0}$. Let $r = \max\{p, q\}$. Then there is an $0 < \eta < 1$ such that for every compactly supported bounded measurable function $f$, there exist an $\eta$-sparse family $S \subset S$ such that for almost every $x \in \mathbb{R}^{n_1+n_2}$ we have

$$|Tf(x)| \lesssim_{\eta, s} C_T A_r, S f(x),$$

where $C_T = \| T \|_{L^p \to L^p, \infty} + \| \mathcal{M}_{T,s}^# \|_{L^q \to L^q, \infty}$.

The primary usefulness of the sparse domination lies in the fact that it is easy to get quantitative weighted estimates for sparse operators which can be immediately passed on to the operator at hand. Quantitative weighted bounds for the sparse operators are rigorously studied in Euclidean spaces and almost analogous results are also established in homogeneous type spaces as well. In particular, we state the following result from [40].

**Theorem 2.8** (Proposition 4.1, [40]) Let $S$ be an $\eta$-sparse family and $r \in [1, \infty)$. Then for $p \in (r, \infty)$, $w \in A_{p/r} (\mathbb{R}^{n_1+n_2})$ and $f \in L^p (\mathbb{R}^{n_1+n_2}, w)$ we have

$$\| A_{r, S} f \|_{L^p(w)} \lesssim [w]_{A_{p/r} (\mathbb{R}^{n_1+n_2})}^{\max\{1, \frac{1}{p-r}\}} \| f \|_{L^p(w)},$$

with the implicit constant depending on $p$, $r$, and $\eta$.

In the follow up, we shall confine ourselves only to sparse domination results for operators at hand. Since the associated quantitative weighted estimates follow from Theorem 2.8, for brevity, we refrain ourselves from stating them each and every time.

### 3 Kernel Estimates and Pointwise Sparse Domination

We dedicate this section to obtain a framework for sparse domination for a class of operators $T \in B \left( L^2 (\mathbb{R}^{n_1+n_2}) \right)$ satisfying certain properties that we shall shortly discuss.
Let $T \in \mathcal{B} \left( L^2 (\mathbb{R}^{n_1+n_2}) \right)$ be such that it admits a decomposition $T = \sum_{j \geq 0} T_j$, with the convergence in the strong operator topology. We also assume that each operator $T_j$ has an integral kernel, denoted by $T_j(x, y)$. In this framework, we shall be working with conditions on the kernels of the following type, with the gradient vector $X$ as in (1.6).

$L^2$-conditions on the kernel: There exists some $R_0 \in (0, \infty)$ such that for all $\tau \in [0, R_0]$, $j \geq 0$, and for every positive real number $K_0$, we have

\[
\sup_{x \in \mathbb{R}^{n_1+n_2}} |B(x, 2^{-j/2})| \int_{\mathbb{R}^{n_1+n_2}} d(x, y) 2^{\tau} |T_j(x, y)|^2 \, dy \lesssim_{R_0} 2^{-j\tau},
\]

(3.1)

\[
\sup_{x \in \mathbb{R}^{n_1+n_2}} |B(x, 2^{-j/2})| \int_{d(x,y)<K_0} d(x, y) 2^{\tau} |X x T_j(x, y)|^2 \, dy \lesssim_{R_0,K_0} 2^{-j\tau} 2^j.
\]

(3.2)

$L^\infty$-conditions on the kernel: There exists some $R_0 \in (0, \infty)$ such that for all $\tau \in [0, R_0]$, $j \geq 0$, and for every positive real number $K_0$, we have

\[
\sup_{x \in \mathbb{R}^{n_1+n_2}} \sup_{y \in \mathbb{R}^{n_1+n_2}} |B(x, 2^{-j/2})|^{1/2} |B(y, 2^{-j/2})|^{1/2} d(x, y)^{\tau} |T_j(x, y)| \lesssim_{R_0} 2^{-j\tau/2},
\]

(3.3)

\[
\sup_{x \in \mathbb{R}^{n_1+n_2}} \sup_{y \in \mathbb{R}^{n_1+n_2}} |B(x, 2^{-j/2})|^{1/2} |B(y, 2^{-j/2})|^{1/2} d(x, y)^{\tau} |X_y T_j(x, y)| \lesssim_{R_0} 2^{-j\tau/2} 2^{j/2}.
\]

(3.4)

\[
\sup_{x \in \mathbb{R}^{n_1+n_2}} \sup_{d(x,y)<K_0} |B(x, 2^{-j/2})|^{1/2} |B(y, 2^{-j/2})|^{1/2} d(x, y)^{\tau} |X x T_j(x, y)| \lesssim_{R_0,K_0} 2^{-j\tau/2} 2^{j/2},
\]

(3.5)

**Remark 3.1** Conditions (3.1), (3.3) and (3.4) are motivated by weighted Plancherel estimates obtained for spectral multipliers in [8, 20]. In conditions (3.2) and (3.5), we restrict the integral (or supremum) only on compact sets. In fact, this helps us to achieve the sparse domination with minimal requirement of derivatives on the symbol function in Theorems 1.4 and 1.5. A similar idea was already employed by Bagchi–Thangavelu in their study of Hermite pseudo-multipliers (see Proposition 4.3 of [3]).

Following are our main pointwise sparse domination results for such class of operators.

**Theorem 3.2** Let $T \in \mathcal{B} \left( L^2 (\mathbb{R}^{n_1+n_2}) \right)$ be such that it admits a decomposition $T = \sum_{j \geq 0} T_j$, with the convergence in the strong operator topology, and that the integral kernels $T_j(x, y)$ satisfy conditions (3.1) and (3.2) for some $R_0 > Q/2$. Then for every compactly supported bounded measurable function $f$ there exists a sparse family $S \subset S$ such that

\[
|T f(x)| \lesssim_T A_2, S f(x),
\]

(3.6)

for almost every $x \in \mathbb{R}^{n_1+n_2}$. 

\(\varepsilon\) Birkhäuser
The following theorem reflects the well-known fact that if we assume appropriate pointwise estimates on the kernels $T_j(x, y)$ then we obtain sharper estimates for the operator $T$.

**Theorem 3.3** Let $T \in \mathcal{B}(L^2(\mathbb{R}^{n_1+n_2}))$ be such that it admits a decomposition $T = \sum_{j \geq 0} T_j$, with the convergence in the strong operator topology, and that the integral kernels $T_j(x, y)$ satisfy conditions (3.3) and (3.4) for some $R_0 \geq Q + \frac{1}{2}$, and condition (3.5) for some $R_0 > Q$. Then for every compactly supported bounded measurable function $f$ there exists a sparse family $\mathcal{S} \subset \mathcal{S}$ such that

$$|Tf(x)| \lesssim_{\mathcal{S}} Af(x),$$

for almost every $x \in \mathbb{R}^{n_1+n_2}$.

We develop proofs of Theorems 3.2 and 3.3 over the next two subsections.

### 3.1 Proof of Theorem 3.2

In view of Theorem 2.7, Theorem 3.2 follows from the following result.

**Theorem 3.4** Let $T \in \mathcal{B}(L^2(\mathbb{R}^{n_1+n_2}))$ be such that it admits a decomposition $T = \sum_{j \geq 0} T_j$, with the convergence in the strong operator topology, and that the integral kernels $T_j(x, y)$ satisfy conditions (3.1) and (3.2) for some $R_0 > Q/2$. Then, for $s = 3C_{1,2}C_0^2\delta_0^{-1}$ with $\delta_0$ as in Theorem 2.6 and $C_{1,2}$ as in Lemma 2.1, we have the following pointwise almost everywhere estimate for every bounded measurable function $f$ with compact support:

$$\mathcal{M}^T_{T, s} f(x) \lesssim_{T, \mathcal{S}, s} \mathcal{M}_2 f(x).$$

**Proof** Choose and fix a small $\epsilon_1 > 0$ such that $Q(1 + \epsilon_1) < 2R_0$. Now, fix $x \in \mathbb{R}^{n_1+n_2}$ and a ball $B = B(z_0, r)$ containing $x$. Denote $r_0 = sr$. Let $k_0$ be the smallest natural number such that $|B(z_0, 2^{k_0}r_0)| > 2|B(z_0, r_0)|$, and write $r_1 = 2^{k_0}r_0$. Next, let $k_1$ be the smallest natural number such that $|B(z_0, 2^{k_1}r_1)| > 2r_1$. Let $k_2 = 2^{k_1}r_1$. Continuing this process, for each $l \in \mathbb{N}$, let $k_l$ be the smallest natural number corresponding to $r_l$, that is, $r_{l+1} = 2^{k_l}r_l$ with $|B(z_0, r_{l+1})| > 2|B(z_0, r_l)|$ and $|B(z_0, r_{l+1}/2)| \leq 2|B(z_0, r_l)|$. As an immediate consequence of this construction, we get the following two estimates:

$$|B(x, r_l)| \sim |B(z_0, r_l)| \lesssim |B(z_0, r_{l+1}/2)| \lesssim |B(z_0, r_{l+1})| \sim |B(x, r_{l+1})|, \quad (3.8)$$

$$|B(x, r_l)| \gtrsim 2^l |B(x, r_0)| \gtrsim r_0^{n_1+n_2} \max \left\{ r_0^{\delta_0^{2}}, |x'|^{\delta_0^{2}} \right\}. \quad (3.9)$$

Also, denoting the annulus $B(z_0, r_{l+1}) \setminus B(z_0, r_l)$ by $\mathcal{A}_l$, it follows easily from the choice of $s = 3C_{1,2}C_0^2\delta_0^{-1}$ that

$$d(z_0, v) \sim d(w, v), \quad (3.10)$$
for any \( w \in B(z_0, C_1 \cdot r) \) and \( v \in \mathcal{A}_f \), with the implicit constants uniform in \( l \) and \( r \).

We perform our analysis by decomposing operators \( T_j \) as follows. Let \( \phi \in C_0^\infty(\mathbb{R}) \) be such that it is supported in \([-5C_0^2, 5C_0^2]\) and \( \phi \equiv 1 \) on \([-3C_0^2, 3C_0^2]\). Let \( T_j^1 \) and \( T_j^2 \) be operators with kernels given by \( T_j^1(u, v) = T_j(u, v)\phi(d(u, v)) \) and \( T_j^2(u, v) = T_j(u, v)(1 - \phi(d(u, v))) \) respectively. Benefit of introducing such a decomposition is explained later in Remark 3.5.

For \( y, z \in B(z_0, r) \), we write

\[
|T(f \chi_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)})(y) - T(f \chi_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)})(z)|
\leq \sum_{j \geq 0} |T_j^1(f \chi_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)})(y) - T_j^1(f \chi_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)})(z)|
\leq \sum_{j \geq 0} |T_j^1(f \chi_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)})(y) - T_j^1(f \chi_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)})(z)|
+ \sum_{j \geq 0} |T_j^2(f \chi_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)})(y) - T_j^2(f \chi_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)})(z)|
=: \mathcal{J}_1 + \mathcal{J}_2.
\tag{3.11}
\]

**Estimation of \( \mathcal{J}_1 \) in (3.11):** Note that

\[
\mathcal{J}_1 \leq \sum_{j \geq 0} \int_{\mathbb{R}^n_1 + \mathbb{R}^n_2 \setminus B(z_0, r_0)} |T_j^1(y, v) - T_j^1(z, v)| |f(v)| \, dv =: \sum_{j \geq 0} I_j,
\tag{3.12}
\]

and each \( I_j \) could be further decomposed over annuli \( \mathcal{A}_f \) as

\[
I_j \leq \sum_{l=0}^{\infty} \int_{\mathcal{A}_{l}} |T_j^1(y, v) - T_j^1(z, v)| |f(v)| \, dv.
\tag{3.13}
\]

We consider each term in the infinite sum in (3.13). Each such term is again dominated by

\[
\int_{\mathcal{A}_{l}} |T_j^1(y, v)| |f(v)| \, dv + \int_{\mathcal{A}_{l}} |T_j^1(z, v)| |f(v)| \, dv.
\]

Since both the terms above are similar we just estimate one of them.

Depending on the nature of the metric \( d \), we make a further decomposition of the annulus \( \mathcal{A}_f \) into the regions \( \{ v \in \mathcal{A}_f : |y'| \leq d(z_0, v) \} \) and \( \{ v \in \mathcal{A}_f : |y'| > d(z_0, v) \} \) yielding the following estimates:

\[
\int_{\mathcal{A}_f \cap \{|y'| \leq d(z_0, v)\}} |T_j^1(y, v)| |f(v)| \, dv
\leq \left( \int_{\mathcal{A}_f \cap \{|y'| \leq d(z_0, v)\}} |B(y, d(z_0, v))|^{-(1+\epsilon_1)} |f(v)|^2 \, dv \right)^{1/2}
\]
where we have used $|B(y, r_j)| \gtrsim |B(z_0, r_{j+1})|$ from (3.8) in the third from the last inequality, the ball volume lower bound from (3.9) and condition (3.1) in the second last inequality.

Next, by suitably modifying the above calculations, we obtain

$$
\int_{\mathcal{A} \cap \{|y'| > d(z_0, v)|\}} |T_j^1(y, v)| |f(v)| dv
\leq \left( \int_{\mathcal{A} \cap \{|y'| > d(z_0, v)|\}} |B(y, d(z_0, v))|^{-1+\epsilon_1} |f(v)|^2 dv \right)^{1/2}
\times \left( \int_{\mathcal{A} \cap \{|y'| > d(z_0, v)|\}} |B(y, d(z_0, v))|^{1+\epsilon_1} |T_j^1(y, v)|^2 dv \right)^{1/2}
\lesssim \left( \frac{1}{|B(y, r_j)|^{\epsilon_1} |B(z_0, r_{j+1})|} \int_{B(z_0, r_{j+1})} |f(v)|^2 dv \right)^{1/2}
\times \left( \int_{\mathcal{A} \cap \{|y'| > d(z_0, v)|\}} d(z_0, v)^{(n_1+n_2)(1+\epsilon_1)} |y'|^{n_2(1+\epsilon_1)} |T_j^2(y, v)| \phi(y, v)^2 dv \right)^{1/2}
\lesssim \epsilon_1 2^{-l\epsilon_1/2} r_0^{-(n_1+n_2)\epsilon_1/2} \mathcal{M}_2 f(x) 2^{-j(n_1+n_2)(1+\epsilon_1)/4} |B(y, 2^{-j/2})|^{-1/2}
= 2^{-l\epsilon_1/2} \left( \frac{j/2 r_0}{2} \right)^{- (n_1+n_2)\epsilon_1/2} \mathcal{M}_2 f(x).
$$

Putting the bounds of (3.14) and (3.15) into (3.13) we get

$$
I_j \lesssim \epsilon_1 \left\{ \left( \frac{j/2 r_0}{2} \right)^{- (n_1+n_2)\epsilon_1/2} + \left( \frac{j/2 r_0}{2} \right)^{- Q\epsilon_1/2} \right\} \mathcal{M}_2 f(x) \sum_{l \geq 0} 2^{-l\epsilon_1/2}
\lesssim \epsilon_1 \left\{ \left( \frac{j/2 r_0}{2} \right)^{- (n_1+n_2)\epsilon_1/2} + \left( \frac{j/2 r_0}{2} \right)^{- Q\epsilon_1/2} \right\} \mathcal{M}_2 f(x).
$$
Case 1 \((r_0 \geq 1)\):

In this case, we apply the bounds of \(I_j\) from (3.16) into (3.12) to get

\[
|T^1_f(x)_{\mathbb{R}^{n+2} \setminus B(z_0, r_0)}(y) - T^1_f(x)_{\mathbb{R}^{n+2} \setminus B(z_0, r_0)}(z)| \
\leq \epsilon_1 \sum_{j \geq 0} \left\{ (2j/2)^{-(n_1+n_2)\epsilon_1/2} + (2j/2)^{-Q\epsilon_1/2} \right\} \mathcal{M}_2 f(x) \lesssim \epsilon_1 \mathcal{M}_2 f(x).
\]

Case 2 \((r_0 < 1)\):

Let us choose and fix \(j_0\) such that \(r_0 2^{j_0/2} \sim 1.\) Let us consider the infinite sum of (3.12), and stack the pieces in the following way:

\[
|T^1_f(x)_{\mathbb{R}^{n+2} \setminus B(z_0, r_0)}(y) - T^1_f(x)_{\mathbb{R}^{n+2} \setminus B(z_0, r_0)}(z)| \leq \sum_{j=0}^{j_0} I_j + \sum_{j > j_0} I_j, \quad (3.17)
\]

where \(I_j\)’s are same as in (3.12).

For the infinite sum (that is, when \(j > j_0\)) in (3.17), we use the bounds of \(I_j\) from the estimate (3.16), and while doing so we also make use of the fact that \((2j/2r_0)^{-(n_1+n_2)\epsilon_1/2} + (2j/2r_0)^{-Q\epsilon_1/2} \sim \epsilon_1 (2j/2r_0)^{-(n_1+n_2)\epsilon_1/2}\) uniformly for \(j > j_0.\)

We can conclude that

\[
\sum_{j > j_0} I_j \lesssim \epsilon_1 r_0^{-(n_1+n_2)\epsilon_1/2} \mathcal{M}_2 f(x) \sum_{j > j_0} 2^{-j(n_1+n_2)\epsilon_1/4}
\lesssim \epsilon_1 r_0^{-(n_1+n_2)\epsilon_1/2} \mathcal{M}_2 f(x)2^{-j_0(n_1+n_2)\epsilon_1/4} \lesssim \epsilon_1 \mathcal{M}_2 f(x), \quad (3.18)
\]

where the last inequality follows from the relation \(r_0 2^{j_0/2} \sim 1.\)

We are therefore left to estimate the finite sum (that is, when \(j \leq j_0\)) of (3.17). In estimating these pieces, we make use of the gradient estimates of the kernels. Decompose each \(I_j\) as in (3.13) and note that

\[
|T^1_j(y, v) - T^1_j(z, v)| = |T^1_j(y, v)\phi(d(y, v)) - T^1_j(z, v)\phi(d(z, v))| \
\leq |T^1_j(y, v) - T^1_j(z, v)\phi(d(y, v))| + |T^1_j(z, v)\phi(d(y, v)) - \phi(d(z, v))|.
\]

To estimate the first term in (3.19), we make use of the mean-value estimate from Lemma 2.1, to get that

\[
|T^1_j(y, v) - T^1_j(z, v)| \lesssim d(z, y) \int_0^1 \left| \left( X_t T^1_j \right)(\gamma_0(t), v) \right| dt,
\]

with \(\gamma_0(t) \in B(z_0, C_1 \varepsilon r).\)

Therefore, we are left with estimating \(d(z, y) \int_0^1 \left| \left( X_t T^1_j \right)(\gamma_0(t), v) \right| f(v) dv\) uniformly in \(t \in (0, 1).\) Fix \(t \in (0, 1).\) Now, as also done immediately after (3.13),
we decompose the annulus $A$ into two regions $\{ v \in A : |\gamma_0(t)'| \leq d(z_0, v) \}$ and $\{ v \in A : |\gamma_0(t)'| > d(z_0, v) \}$. It is easy to see that with some obvious modification in the computations of (3.14), one can obtain

$$d(z, y) \int_{\{v \in A : |\gamma_0(t)'| \leq d(z_0, v)\}} \left| (X_t T_j) (\gamma_0(t), v) \right| |f(v)| dv$$

$$\lesssim d(y, z) \left( \frac{1}{|B(\gamma_0(t), r)|} \right)^{1/4} \left( \int_{B(z_0, r_{l+1})} |f(v)|^2 dv \right)^{1/2}$$

$$\times \left( \int_{A} d(z_0, v)^{Q(1+\epsilon_1)} \left| (X_t T_j) ((\gamma_0(t), v)) \right|^2 \phi(d(y, v))^2 dv \right)^{1/2}$$

$$\lesssim \frac{r_0}{(2^l r_0)^{\epsilon_1/2}} \left( \frac{1}{|B(z_0, r_{l+1})|} \right)^{1/4} \left( \int_{B(z_0, r_{l+1})} |f(v)|^2 dv \right)^{1/2}$$

$$\times \left( \int_{A} d(\gamma_0(t), v)^{Q(1+\epsilon_1)} \left| (X_t T_j) ((\gamma_0(t), v)) \right|^2 \phi(d(y, v))^2 dv \right)^{1/2}. \quad (3.21)$$

Since the function $\phi$ is supported on $[-5C_0^2, 5C_0^2]$, we have $d(y, v) \leq 5C_0^2$ in the domain of the last integration. Also $d(z_0, v)$ and $d(y, v)$ are comparable since $r < 1$, $y \in B(z_0, r)$ and $v \in \mathbb{R}^{n_1+n_2} \setminus B(z_0, r_0)$, hence $d(z_0, v) \leq \epsilon_0, C_0$ and $d(y, v) \leq C_\epsilon, C_0$ in the range of the integration. Finally using the fact that $d(z_0, v)$ is comparable to $d(\gamma_0(t), v)$, condition (3.2) is applicable, and therefore the above term is dominated by

$$r_0(2^l r_0)^{-\epsilon_1/2} M_2 f(x) 2^{-j/4} |B(\gamma_0(t), 2^{-j/2})|^{-1/2}$$

$$\lesssim M_2 f(x) 2^{-l/2} \left( \frac{2}{r_0} \right)^{1/2}.$$

Next, as in (3.15), one can modify the above arguments to show that

$$d(z, y) \int_{\{v \in A : |\gamma_0(t)'| > d(z_0, v)\}} \left| (X_t T_j) (\gamma_0(t), v) \right| |f(v)| dv$$

$$\lesssim \epsilon_1 M_2 f(x) 2^{-l/2} \left( \frac{2}{r_0} \right)^{1-(n_1+n_2)\epsilon_1/2}.$$

Let us now consider the second term in (3.19). By mean-value estimate from Lemma 2.1,

$$|\phi(d(y, v)) - \phi(d(z, v))| \lesssim d(z, y) \int_0^1 |\phi'(d(\gamma_0(t), v))| Xd(\gamma_0(t), v)| dt.$$
\( \gamma_0(t) \in B(z_0, C_1, \varkappa r), \ v \in \mathbb{R}^{n_1+n_2} \setminus B(z_0, r_0) \), and \( r_0 < 1 \). Therefore, the second term in (3.19) is dominated by \( d(y, z)|T_j(z, v)| \).

Decomposing the annulus \( \mathcal{A}_j \) into two regions exactly as earlier, and in view of the presence of the extra term \( d(y, z) \), we obtain

\[
d(y, z) \int_{\mathcal{A}_j} |T_j(z, v)| |f(v)| \, dv \lesssim_{\varepsilon_1} r_0 2^{-l_{\varepsilon_1}/2} \left( 2^{j/2} r_0 \right)^{-Q_{\varepsilon_1}/2} \mathcal{M}_2 f(x)
\]

where we have used the fact that \( 2^{j_0/2} r_0 \sim 1 \) implies

\[
\left( 2^{j/2} r_0 \right)^{-(n_1+n_2)\varepsilon_1/2} + \left( 2^{j/2} r_0 \right)^{-Q_{\varepsilon_1}/2} \sim_{\varepsilon_1} \left( 2^{j_0/2} r_0 \right)^{-Q_{\varepsilon_1}/2}
\]

uniformly for \( j \leq j_0 \).

We can now estimate the finite sum \( \sum_{j=0}^{j_0} I_j \) of (3.17) as follows:

\[
\sum_{j=0}^{j_0} I_j \lesssim_{\varepsilon_1} \mathcal{M}_2 f(x) \sum_{l=0}^{\infty} \sum_{j=0}^{j_0} 2^{-l_{\varepsilon_1}/2} \left( 2^{j/2} r_0 \right)^{1-Q_{\varepsilon_1}/2}
\]
\[
\lesssim \mathcal{M}_2 f(x) r_0^{1-Q_{\varepsilon_1}/2} \left( \sum_{j=0}^{j_0} 2^{j(1-Q_{\varepsilon_1})/2} \right) \left( \sum_{l \geq 0} 2^{-l_{\varepsilon_1}/2} \right)
\]
\[
\lesssim_{\varepsilon_1} \mathcal{M}_2 f(x) \left( 2^{j_0/2} r_0 \right)^{1-Q_{\varepsilon_1}/2}
\]
\[
\lesssim_{\varepsilon_1} \mathcal{M}_2 f(x), \quad (3.22)
\]

where we have again used the fact \( r_0 2^{j_0/2} \sim 1 \) in the last inequality.

**Estimation of \( J_2 \) in (3.11):**

We follow the analysis which is very similar to the one for \( J_1 \). The key change here is that we do not need to make use of the mean-value estimate. Note that

\[
J_2 \leq \sum_{j \geq 0} \int_{\mathbb{R}^{n_1+n_2} \setminus B(z_0, r_0)} |T_j^2(y, v) - T_j^2(z, v)||f(v)| \, dv := \sum_{j \geq 0} J_j. \quad (3.23)
\]

Let us write each \( J_j \) as follows:

\[
J_j \leq \int_{\mathbb{R}^{n_1+n_2} \setminus B(z_0, r_0)} |T_j^2(y, v)||f(v)| \, dv + \int_{\mathbb{R}^{n_1+n_2} \setminus B(z_0, r_0)} |T_j^2(z, v)||f(v)| \, dv. \quad (3.24)
\]

We only calculate the first term of right side of (3.24), as the calculation for second term is similar.
Case 1 \((r_0 \geq 1)\): We have that
\[
\int_{\mathbb{R}^{n_1+n_2} \setminus B(z_0,r_0)} |T_j^2(y,v)||f(v)| \, dv = \int_{\mathbb{R}^{n_1+n_2} \setminus B(z_0,r_0)} |T_j(y,v)|(1 - \phi(d(y,v)))|f(v)| \, dv \\
\leq \int_{\mathbb{R}^{n_1+n_2} \setminus B(z_0,r_0)} |T_j(y,v)||f(v)| \, dv.
\]
In this case, we can make estimation same as we did for \(\mathcal{I}_1\) to show that the above is dominated by
\[
\left\{ \left(2^{j/2}\right)^{-(n_1+n_2)\varepsilon_1/2} + \left(2^{j/2}\right)^{-Q\varepsilon_1/2} \right\} \mathcal{M}_2 f(x),
\]
and therefore if we take sum over \(j \geq 0\) we get
\[
\sum_{j \geq 0} \left\{ \left(2^{j/2}\right)^{-(n_1+n_2)\varepsilon_1/2} + \left(2^{j/2}\right)^{-Q\varepsilon_1/2} \right\} \mathcal{M}_2 f(x) \lesssim_{\varepsilon_1} \mathcal{M}_2 f(x).
\]

Case 2 \((r_0 < 1)\): Since \(\phi(t) = 1\) for \(|t| \leq 3C_0^2\), we have
\[
\int_{\mathbb{R}^{n_1+n_2} \setminus B(z_0,r_0)} |T_j^2(y,v)||f(v)| \, dv \lesssim \int_{d(y,v) > 3C_0^2} |T_j(y,v)||f(v)| \, dv.
\]
Since \(r < 1\) and \(d(y,v) > 3C_0^2\), by triangle inequality we get \(d(x,v) > C_0\). Therefore, the above term is dominated by
\[
\int_{d(x,v) > C_0} |T_j(y,v)||f(v)| \, dv.
\]
In the beginning of the proof of the theorem, we performed a decomposition of the space into annuli with keeping \(z_0\) as the centre. We can make an analogous decomposition with keeping \(x\) as the centre. This is to ensure that the balls in the integral average contain \(x\) and that would help us establishing bounds involving \(\mathcal{M}_2 f(x)\). So, let us write \(\rho_0 = C_0\), and choose a sequence \(\{s_l\}\) such that \(s_{l+1} = 2^{k_l}s_l\), \(k_l \in \mathbb{N}\), with \(|B(x,s_{l+1})| > 2|B(x,s_l)|\) and \(|B(x,2^{k_l-1}s_l) \leq 2|B(x,s_l)|\). Let \(\mathcal{B}_l\) denotes the annulus \(B(x,s_{l+1}) \setminus B(x,s_l)\). Then,
\[
\int_{d(x,v) > C_0} |T_j(y,v)||f(v)| \, dv \leq \sum_{l} \int_{B(x,s_{l+1}) \setminus B(x,s_l)} |T_j(y,v)||f(v)| \, dv \\
= \sum_{l} \left( \int_{\mathcal{B}_l:|y'| \leq d(x,v)} + \int_{\mathcal{B}_l:|y'| > d(x,v)} \right) |T_j(y,v)||f(v)| \, dv.
\]
With the above terms, repeating the calculations as done earlier, it is easy to prove that
\[
\int_{B_{l}:|y'| \leq d(x,v)} |T_j(y,v)||f(v)| \, dv \lesssim \varepsilon_1 \frac{1}{2} 2^{-l \varepsilon_1/2} (2^{j/2})^{-Q \varepsilon_1/2} M_2 f(x),
\]
\[
\int_{B_{l}:|y'| > d(x,v)} |T_j(y,v)||f(v)| \, dv \lesssim \varepsilon_1 \frac{1}{2} 2^{-l \varepsilon_1/2} (2^{j/2})^{-(n_1+n_2) \varepsilon_1/2} M_2 f(x).
\]

Using the above inequalities and taking sum over \( j \geq 0 \) and \( l \geq 0 \), we get the desired estimate. This completes the proof of Theorem 3.4. \( \Box \)

Remark 3.5 We would like to highlight the importance of the decomposition of the operators \( T_j \) into \( T_1^j \) and \( T_2^j \) in the proof of Theorem 3.4. Since our goal is to prove Theorem 1.4 with \( \lfloor Q/2 \rfloor \) derivatives on the frequency variable (\( \eta \)-variable) of the function \( X_{\chi} m(x, \eta) \), the presence of the function \( \phi \) in the first term of (3.19) and subsequently in (3.21) allows us to reduce the integration on a compact set and therefore we can apply condition (3.2). Moreover, this fact combined with Corollary 4.6 ensures that we only need \( \lfloor Q/2 \rfloor \) derivatives on the frequency variable (\( \eta \)-variable) of the function \( X_{\chi} m(x, \eta) \). In principle, if one is not concerned with the optimality of the number of derivatives, such a decomposition can be avoided.

3.2 Proof of Theorem 3.3

In this subsection, we develop the proof of Theorem 3.3. In view of Theorem 2.7, Theorem 3.3 follows from Theorems 3.6 and 3.7 which we shall establish.

We begin with Theorem 3.6 which is about a sufficient condition ensuring the control of the grand truncated maximal operator \( M^\sharp_{T,s} \) by \( M \), which in turn would imply the weak type \((1, 1)\) boundedness for the grand truncated maximal operator \( M^\sharp_{T,s} \).

Theorem 3.6 Let \( T \in \mathcal{B}(L^2(\mathbb{R}^{n_1+n_2})) \) be such that it admits a decomposition \( T = \sum_{j \geq 0} T_j \), with the convergence in the strong operator topology, and that the integral kernels \( T_j(x, y) \) satisfy conditions (3.3) and (3.5) for some \( R_0 > Q \). Then, for \( s = 8C_1, \varkappa C_0 \delta_0^{-1} \) with \( \delta_0 \) as in Theorem 2.6 and \( C_1, \varkappa \) as in Lemma 2.1, we have the following pointwise almost everywhere estimate

\[
M^\sharp_{T,s} f(x) \lesssim_{T, \varkappa, s} M f(x) \tag{3.25}
\]

for every bounded measurable function \( f \) with compact support.

Proof The proof follows on exact same lines of the proof of Theorem 3.4. The only difference is that in various integral estimations, we do not apply Cauchy-Schwarz inequality as we have already assumed pointwise weighted estimates of the kernels. For the sake of convenience, keeping notations of proof of Theorem 3.4, let us repeat calculations of (3.14) in our case here.
\[
\int_{S^{d-1}} |T_j(y, v)| f(v) \, dv
\]

\[
\leq \int_{S^{d-1}} |B(y, d(z_0, v))|^{-1+\epsilon} \frac{f(v)}{|B(y, d(z_0, v))|} |T_j(y, v)| \, dv
\]

\[
\lesssim |B(y, r_2)|^{-1+\epsilon} \int_{S^{d-1}} |f(v)| |d(z_0, v)|^{Q(1+\epsilon)} |T_j(y, v)| |\phi(y, v)| \, dv
\]

\[
\lesssim |B(y, r_2)|^{-1+\epsilon} \int_{B(z_0, r_1+1)} |f(v)| 2^{-jQ(1+\epsilon)/2} |B(y, 2^{-j/2})|^{1/2} |B(v, 2^{-j/2})|^{1/2} \, dv
\]

\[
\lesssim 2^{-\epsilon_1/2} |B(y, r_2)|^{-1+\epsilon} \mathcal{M} f(x)
\]

\[
\lesssim 2^{-\epsilon_1} \left( r_0 2^{j/2} \right)^{-Q \epsilon_1} \mathcal{M} f(x).
\]

(3.26)

Similar to the above one, we can derive all other estimates of proof of Theorem 3.4, and we leave the details. \( \Box \)

Finally, we discuss the following result concerning the weak type \((1,1)\)-boundedness.

**Theorem 3.7** Let \( T \in \mathcal{B}(L^2(\mathbb{R}^{n_1+n_2})) \) be such that it admits a decomposition \( T = \sum_{j \geq 0} T_j \), with the convergence in the strong operator topology, and that the integral kernels \( T_j(x, y) \) satisfy condition (3.3) and (3.4) for some \( R_0 \geq Q + \frac{1}{2} \), then \( T \) is weak type \((1,1)\).

**Proof** We shall prove that the operators \( T_N = \sum_{j=0}^N T_j \) are weak type \((1,1)\), with their operator norms \( \|T_N\|_{L^1 \to L^1} \) being uniform in \( N \in \mathbb{N} \), which would imply that \( T \) is also weak type \((1,1)\). To see this, let us assume that we have

\[
|\{x : |T_N f(x)| > \epsilon\}| \lesssim \frac{1}{\epsilon} \|f\|_{L^1} \tag{3.27}
\]

for every \( \epsilon > 0 \), \( N \in \mathbb{N} \) and \( f \in \mathcal{S}(\mathbb{R}^{n_1+n_2}) \).

Given \( f \in \mathcal{S}(\mathbb{R}^{n_1+n_2}) \), since \( \lim_{N \to \infty} \|T_N f - Tf\|_2 = 0 \), it follows that \( T_N f \) converges to \( Tf \) in measure, that is, for every \( \epsilon > 0 \),

\[
\lim_{N \to \infty} |\{x : |T_N f(x) - Tf(x)| > \epsilon\}| = 0. \tag{3.28}
\]

In view of (3.27) and (3.28),

\[
|\{x : |T f(x)| > \epsilon\}| \leq |\{x : |T_N f(x) - Tf(x)| > \epsilon/2\}| + |\{x : |T_N f(x)| > \epsilon/2\}|
\]

\[
\lesssim |\{x : |T_N f(x) - Tf(x)| > \epsilon/2\}| + \frac{1}{\epsilon} \|f\|_{L^1} \xrightarrow{N \to \infty} \frac{1}{\epsilon} \|f\|_{L^1},
\]

establishing that \( T \) is weak type \((1,1)\).
We now claim that the following estimate holds true:

$$d(x, y)^{1/2} |T_j(x, y) - T_j(x, z)| \lesssim \frac{d(y, z)^{1/2}}{|B(x, d(x, y))|} \min \left\{ \frac{2^{-j/4}}{d(y, z)^{1/2}}, \frac{d(y, z)^{1/2}}{2^{-j/4}} \right\},$$

(3.29)

whenever \(d(y, z) < \frac{1}{2C_0} d(x, y)\).

It follows from (3.29) that whenever \(d(y, z) < \frac{1}{2C_0} d(x, y)\) then we have

$$d(x, y)^{1/2} |T_N(x, y) - T_N(x, z)| \lesssim \frac{d(y, z)^{1/2}}{|B(x, d(x, y))|},$$

(3.30)

with the implicit bound uniform in \(N\).

With (3.30), the proof of the weak type boundedness of \(T_N\) (together with the fact that the operator norms are uniform in \(N\)) follows from the uniform \(L^2\)-boundedness of \(T_N\) and the Calderón-Zygmund decomposition on homogeneous type spaces, for more details we refer to [50].

So, we proceed to establish (3.29).

**Case 1 (when \(|x'| \leq 2 d(x, y)\)):** In this case (3.29) is equivalent to

$$d(x, y)^{Q+\frac{1}{2}} |T_j(x, y) - T_j(x, z)| \lesssim d(y, z)^{1/2} \min \left\{ \frac{2^{-j/4}}{d(y, z)^{1/2}}, \frac{d(y, z)^{1/2}}{2^{-j/4}} \right\},$$

(3.31)

whenever \(d(y, z) < \frac{1}{2C_0 C_{1, \infty}} d(x, y)\).

Since \(d(y, z) < \frac{1}{2C_0 C_{1, \infty}} d(x, y)\), we have that \(d(x, y)\) and \(d(x, z)\) are comparable, and therefore we get from condition (3.3) that

$$d(x, y)^{Q+\frac{1}{2}} |T_j(x, y) - T_j(x, z)| \lesssim d(y, z)^{1/2} \frac{2^{-j/4}}{d(y, z)^{1/2}}.$$

(3.32)

On the other hand, using mean-value estimate from Lemma 2.1, we have

$$d(x, y)^{Q+\frac{1}{2}} |T_j(x, y) - T_j(x, z)| \lesssim d(x, y)^{Q+\frac{1}{2}} d(y, z) \int_0^1 |(X_s T_j) (x, \gamma_0(t))| \, dt.$$

(3.33)

Now from Lemma 2.1 we get \(d(\gamma_0(t), y) \leq C_{1, \infty} d(z, y)\). Thus, the assumption that \(d(y, z) < \frac{1}{2C_0 C_{1, \infty}} d(x, y)\) implies that \(d(\gamma_0(t), y) \leq \frac{1}{2C_0} d(x, y)\). And then, it follows that \(d(x, y) \lesssim d(x, \gamma_0(t))\). With that, condition (3.4) is applicable to imply that

$$d(x, y)^{Q+\frac{1}{2}} d(y, z) \int_0^1 |(X_s T_j) (x, \gamma_0(t))| \, dt \lesssim d(y, z) 2^{j/4} = d(y, z) \frac{d(y, z)^{1/2}}{2^{-j/4}}.$$

(3.34)
The above estimate implies that
\[ d(x, y)^{Q+\frac{1}{2}} |T_j(x, y) - T_j(x, z)| \lesssim d(y, z)^{1/2} d(y, z)^{1/2} \frac{d(y, z)^{1/2}}{2^{-j/4}}, \]
and (3.32) and (3.35) together establish the claimed estimate (3.31).

**Case 2** (when \(|x'| > 2d(x, y)|): In this case (3.29) is equivalent to
\[ |x'|^{\sigma_2} d(x, y)^{n_1+n_2+\frac{1}{2}} |T_j(x, y) - T_j(x, z)| \lesssim d(y, z)^{1/2} \min \left\{ \frac{2^{-j/4}}{d(y, z)^{1/2}}, \frac{d(y, z)^{1/2}}{2^{-j/4}} \right\}, \]
whenever \(d(y, z) < \frac{1}{2c_0c_{1,\infty}} d(x, y)\).

As earlier, from condition (3.3) and the fact that \(d(x, y)\) and \(d(x, z)\) are comparable whenever \(d(y, z) < \frac{1}{2c_0c_{1,\infty}} d(x, y)\), we get
\[ |x'|^{\sigma_2} d(x, y)^{n_1+n_2+\frac{1}{2}} |T_j(x, y) - T_j(x, z)| \lesssim |x'|^{\sigma_2} \frac{2^{-j/4}}{|x'|^{\frac{\sigma_2}{2}} |y'|^{\frac{\sigma_2}{2}}} = 2^{-j/4} |x'|^{\sigma_2} \frac{2^{-j/4}}{|y'|^{\frac{\sigma_2}{2}}}. \]

Now, \(|x'| > 2d(x, y) \geq 2|x' - y'| \geq 2(|x'| - |y'|)\) implies that \(|x'| \leq 2|y'|\). Therefore, we get from (3.37) that
\[ |x'|^{\sigma_2} d(x, y)^{n_1+n_2+\frac{1}{2}} |T_j(x, y) - T_j(x, z)| \lesssim 2^{-j/4} = d(y, z)^{1/2} \frac{2^{-j/4}}{d(y, z)^{1/2}}. \]

As in Case 1, one can apply the mean-value estimate to get the form analogous to (3.33), and then making use of condition (3.4) one can show that
\[ |x'|^{\sigma_2} d(x, y)^{n_1+n_2+\frac{1}{2}} |T_j(x, y) - T_j(x, z)| \lesssim d(y, z) |x'|^{\sigma_2} \frac{2^{j/4}}{|x'|^{\frac{\sigma_2}{2}} |y'|^{\frac{\sigma_2}{2}}} \]
\[ \lesssim d(y, z)^{1/2} d(y, z)^{1/2} \frac{d(y, z)^{1/2}}{2^{-j/4}}. \]
where the last inequality follows from the fact that \(|x'| \leq 2|y'|\).

Combining (3.38) and (3.39), we have the claimed estimate (3.36), and this completes the proof of Theorem 3.7. \(\square\)

### 4 Pseudo-multipliers Associated to Grushin Operators \(G_\varepsilon\)

In this section, we shall study pseudo-multiplier operators associated to Grushin operators \(G_\varepsilon\), and establish proof of Theorems 1.3, 1.4 and 1.5. We do so by analysing
range of conditions on symbols that imply various conditions of the type listed between (3.1) to (3.5). With that our claimed results would follow directly from Theorems 3.2, 3.3 and 3.7 in view of Theorem 2.7.

As seen in Sect. 3, we would require weighted Plancherel estimates (pointwise as well as of $L^2$-type) for integral kernels $K_m(x, G_\kappa)(x, y)$ of pseudo-multiplier operators $m(x, G_\kappa)$. We shall show that the same could be established following (and slightly modifying) the ideas of [8, 20]. We establish these kernel estimates in the next subsection before we take up on our main results.

### 4.1 Weighted Plancherel (Gradient) Estimates

Using estimate (2.10), a straightforward revision of the proof of Lemma 2.1 of [20] would lead to the following gradient estimates:

$$|B(x, R^{-1})| \int_{\mathbb{R}^{n_1+n_2}} |X^\Gamma_p R^{-2}(x, y)|^2 dy \lesssim_{\Gamma} R^2 |\Gamma|,$$

and

$$|B(x, R^{-1})| \int_{\mathbb{R}^{n_1+n_2}} |X^{\Gamma_p} R^{-2}(x, y)|^2 dy \lesssim_{\Gamma} R^2 |\Gamma|, \quad (4.1)$$

for all $\Gamma \in \mathbb{N}_{n_0}$.

Using estimates (4.1) and the $L^2$-boundedness of Riesz transforms of various orders (see (2.11)), one can adapt the proof of Lemma 2.2 of [20] to establish the following unweighted Plancherel estimates for the gradients of integral kernel.

**Lemma 4.1** We have

$$|B(x, R^{-1})| \int_{\mathbb{R}^{n_1+n_2}} |X^\Gamma K_m(G_\kappa)(x, y)|^2 dy \lesssim_{\Gamma} R^2 |\Gamma| \|m\|_\infty^2, \quad (4.2)$$

and

$$|B(x, R^{-1})| \int_{\mathbb{R}^{n_1+n_2}} |X^{\Gamma_p} K_m(G_\kappa)(x, y)|^2 dy \lesssim_{\Gamma} R^2 |\Gamma| \|m\|_\infty^2, \quad (4.3)$$

for all $\Gamma \in \mathbb{N}_{n_0}$ and for every bounded Borel function $m$ supported on $[0, R^2]$ for any $R > 0$.

**Proof** Let us write $F_1(\eta) = m(\eta)e^{\eta/R^2}$ and $F_2(\eta) = e^{-\eta/R^2}$. Then, $m(\eta) = F_1(\eta)F_2(\eta) = F_2(\eta)F_1(\eta)$, and therefore following the basic arguments of the proof of Lemma 2.2 of [20] we have

$$K_m(G_\kappa)(x, y) = \int_{\mathbb{R}^{n_1+n_2}} K_{F_1(G_\kappa)}(x, z)K_{F_2(G_\kappa)}(z, y) dz, \quad (4.4)$$

and similarly

$$K_m(G_\kappa)(x, y) = \int_{\mathbb{R}^{n_1+n_2}} K_{F_1(G_\kappa)}(x, z)K_{F_2(G_\kappa)}(z, y) dz. \quad (4.5)$$
Step 1: estimate \((4.2)\) is true

Since \(G_\infty\) is self-adjoint, it follows that the \(K_{\bar{m}(G_\infty)}(x, y) = \overline{K_{\bar{m}(G_\infty)}(y, x)}\), and therefore, proving \((4.2)\) is equivalent to showing that

\[
\int_{\mathbb{R}^{n_1+n_2}} \left| X_\chi^\Gamma K_{\bar{m}(G_\infty)}(x, y) \right|^2 \, dx \lesssim R^{2|\Gamma|} |B(y, R^{-1})|^{-1} \|m\|_{\infty}^2,
\]

which we now prove.

In view of \((4.4)\), we have

\[
\int_{\mathbb{R}^{n_1+n_2}} \left| X_\chi^\Gamma K_{\bar{m}(G_\infty)}(x, y) \right|^2 \, dx \lesssim \|F_1(G_\infty)\|_{op}^2 \left\| X_\chi^\Gamma K_{F_2(G_\infty)}(\cdot, y) \right\|_2^2
\]

\[
= \|F_1(G_\infty)\|_{op}^2 \left\| X_\chi^\Gamma K_{F_2(G_\infty)}(\cdot, y) \right\|_2^2
\]

\[
\lesssim \|F_1\|_\infty^2 R^{2|\Gamma|} |B(y, R^{-1})|^{-1}
\]

\[
\lesssim R^{2|\Gamma|} |B(y, R^{-1})|^{-1} \|m\|_{\infty}^2,
\]

where the second last inequality follows from \((4.1)\). This completes the proof of the claimed estimate.

Step 2: estimate \((4.3)\) is true

As seen earlier, since \(G_\infty\) is self-adjoint, it suffices to show that

\[
\int_{\mathbb{R}^{n_1+n_2}} \left| X_\chi^\Gamma K_{\bar{m}(G_\infty)}(x, y) \right|^2 \, dx \lesssim R^{2|\Gamma|} |B(y, R^{-1})|^{-1} \|m\|_{L_\infty}^2,
\]

which we now prove.

Let \(Op\left(X_\chi^\Gamma K_{F_2(G_\infty)}(x, y)\right)\) stand for the operator whose integral kernel is \(X_\chi^\Gamma K_{F_2(G_\infty)}(x, y)\). Then, in view of \((4.5)\), we have

\[
\int_{\mathbb{R}^{n_1+n_2}} \left| X_\chi^\Gamma K_{\bar{m}(G_\infty)}(x, y) \right|^2 \, dx \lesssim \|Op\left(X_\chi^\Gamma K_{F_2(G_\infty)}(x, y)\right)\|_{op}^2 \|K_{F_1(G_\infty)}(\cdot, y)\|_2^2
\]

\[
\lesssim \|Op\left(X_\chi^\Gamma K_{F_2(G_\infty)}(x, y)\right)\|_{op}^2 |B(y, R^{-1})|^{-1} \|F_1\|_\infty^2
\]

\[
\lesssim \|Op\left(X_\chi^\Gamma K_{F_2(G_\infty)}(x, y)\right)\|_{op}^2 |B(y, R^{-1})|^{-1} \|m\|_{\infty}^2,
\]

where we have made use of Lemma 2.2 of [20] in the second last inequality.

Now, to estimate \(\|Op\left(X_\chi^\Gamma K_{F_2(G_\infty)}(x, y)\right)\|_{op}\), take any \(f, g \in S(\mathbb{R}^{n_1+n_2})\), then we have

\[
\left| \left( Op\left(X_\chi^\Gamma K_{F_2(G_\infty)}(x, y)\right) f, g \right) \right| = \left| \int_{\mathbb{R}^{n_1+n_2}} \int_{\mathbb{R}^{n_1+n_2}} X_\chi^\Gamma K_{F_2(G_\infty)}(x, y) f(y) g(x) \, dy \, dx \right|
\]

\[
= \left| \int_{\mathbb{R}^{n_1+n_2}} \int_{\mathbb{R}^{n_1+n_2}} K_{F_2(G_\infty)}(x, y) f(y) X_\chi^\Gamma g(x) \, dy \, dx \right|
\]

\[
= \left| \left( e^{-R^{-2}G_\infty} f, X_\chi^\Gamma g \right) \right|
\]

\[
= \left( G_\infty^{\Gamma/2} e^{-R^{-2}G_\infty} f, G_\infty^{-\Gamma/2} X_\chi^\Gamma g \right)
\]
The claim of Step 2 now follows by using the above estimate in (4.6).

Finally, note from (1.4) that \( G_{\kappa}^{[\Gamma]} e^{-R^{-2}G_{\kappa}} \) is a Grushin multiplier operator with symbol function \( F_{R, \Gamma} \), where \( F_{R, \Gamma}(\eta) = \eta^{[\Gamma]} e^{-R^{-2}\eta} \). Therefore,

\[
\| G_{\kappa}^{[\Gamma]} e^{-R^{-2}G_{\kappa}} f \|_{2} \leq \| F_{R, \Gamma} \|_{\infty} \| f \|_{2} \lesssim_R R^{[\Gamma]} \| f \|_{2},
\]

and putting this estimate in (4.7) we get

\[
\| O p \left( X_{x}^{\Gamma} K_{F_{2}(G_{\kappa})}(x, y) \right) \|_{op} \lesssim_R R^{[\Gamma]}.
\]

The claim of Step 2 now follows by using the above estimate in (4.6). This completes the proof of Lemma 4.1. \( \square \)

One can deduce the following analogue of Lemma 4.1 for pseudo-multipliers.

**Corollary 4.2** We have

\[
|B(x, R^{-1})| \int_{\mathbb{R}^{n_{1}+n_{2}}} \left| X_{x}^{\Gamma} K_{m(x, G_{\kappa})}(x, y) \right|^{2} dy \\
\lesssim_R \sup_{x_{0} \in \mathbb{R}^{n_{1}+n_{2}}} \sum_{\Gamma_{1}+\Gamma_{2}=\Gamma} R^{2[\Gamma]} \| X_{x}^{\Gamma_{1}} m(x_{0}, \cdot) \|_{\infty}^{2},
\]

(4.8)

\[
|B(x, R^{-1})| \int_{\mathbb{R}^{n_{1}+n_{2}}} \left| X_{y}^{\Gamma} K_{m(x, G_{\kappa})}(x, y) \right|^{2} dy \\
\lesssim_R \sup_{x_{0} \in \mathbb{R}^{n_{1}+n_{2}}} R^{2[\Gamma]} \| m(x_{0}, \cdot) \|_{\infty}^{2},
\]

(4.9)

for all \( \Gamma \in \mathbb{N}^{n_{0}} \) and for every bounded Borel function \( m : \mathbb{R}^{n_{1}+n_{2}} \times \mathbb{R} \to \mathbb{C} \) whose support in the last variable is in \([0, R^{2}]\) for any \( R > 0 \).

**Proof** We write below a proof of (4.8) as a straightforward consequence of Lemma 4.1 by an application of the Leibniz formula. Note from (1.4) that

\[
K_{m(x, G_{\kappa})}(x, y) = \int_{\mathbb{R}^{n_{2}}} e^{-i\lambda \cdot (x'' - y'')} \sum_{k \in \mathbb{N}} m \left( x, \frac{2}{x''} v_{\kappa}, k \right) h_{\kappa, k}^{\lambda}(x') h_{\kappa, k}^{\lambda}(y') d\lambda,
\]

where the integral and the infinite sum is absolutely convergent. This is because

\[
\left( \int_{\mathbb{R}^{n_{2}}} \sum_{k \in \mathbb{N}} m \left( x, \frac{2}{x''} v_{\kappa}, k \right) h_{\kappa, k}^{\lambda}(x') h_{\kappa, k}^{\lambda}(y') \right)^{2}
\leq \sup_{x_{0} \in \mathbb{R}^{n_{1}+n_{2}}} \int_{\mathbb{R}^{n_{2}}} \sum_{k \in \mathbb{N}} m \left( x_{0}, \frac{2}{x''} v_{\kappa}, k \right) \left| h_{\kappa, k}^{\lambda}(x') \right|^{2} d\lambda.
\]
where the last equality follows from the orthogonality of the functions $h^\lambda_{\infty,k}$.

The above process also suggests that one can make use of Fubini’s theorem to justify taking the gradient in $x$ or $y$-variable inside the integral, and we have

\[
|X^\Gamma_x K_{m(x, G_{\infty})}(x, y)|
\]

\[
= \int_{\mathbb{R}^n_2} e^{i\lambda \cdot y''} \sum_{k \in \mathbb{N}} X^\Gamma_x \left\{ m \left( x, |\lambda| \frac{2}{\pi^2 v_{\infty,k}} \right) e^{-i\lambda \cdot x''} h^\lambda_{\infty,k}(x') \right\} h^\lambda_{\infty,k}(y') d\lambda
\]

\[
\leq \Gamma \sup_{x_0} \sum_{\Gamma_1 + \Gamma_2 = \Gamma} \left| \int_{\mathbb{R}^n_2} e^{i\lambda \cdot y''} \sum_{k \in \mathbb{N}} X^\Gamma_x \left\{ m \left( x_0, |\lambda| \frac{2}{\pi^2 v_{\infty,k}} \right) \right\} X^\Gamma_x \right| d\lambda
\]

\[
= \sup_{x_0} \sum_{\Gamma_1 + \Gamma_2 = \Gamma} \left| X^\Gamma_x K_{X^\Gamma_x m(x_0, G_{\infty})}(x, y) \right|.
\]

Now, one can make use of Lemma 4.1 to get

\[
\int_{\mathbb{R}^n_{1+2}} \left| X^\Gamma_x K_{m(x, G_{\infty})}(x, y) \right|^2 dy
\]

\[
\leq \Gamma \sup_{x_0} \sum_{\Gamma_1 + \Gamma_2 = \Gamma} \int_{\mathbb{R}^n_{1+2}} \left| X^\Gamma_x K_{X^\Gamma_x m(x_0, G_{\infty})}(x, y) \right|^2 dy
\]

\[
\leq \Gamma \left| B(x, R^{-1}) \right|^{-1} \sup_{x_0} \int_{\mathbb{R}^n_{1+2}} R^{2|\Gamma_1|} \| X^\Gamma_x m(x_0, \cdot) \|^2 dy,
\]

which completes the proof of (4.8).

The proof of (4.9) is similar, with the observation that the $y$-gradient does not fall on the symbol function $m$. This completes the proof of Corollary 4.2. \hfill \Box

Having established Corollary 4.2 for the unweighted Plancherel estimates with gradients of integral kernels, we shall now prove the weighted Plancherel estimates with gradients of integral kernels. For the same, note first that using (4.1), one can essentially repeat the proof of Lemma 4.1 of [20] to show that for any $r > 0,$
\[ |B(x, R^{-1})| \int_{\mathbb{R}^{n_1+n_2}} d(x, y) |X_x^{\Gamma} p_{(1+i\tilde{n})} R^{-2}(x, y)|^2 \, dy \lesssim_{\Gamma, \tau} R^{2|\Gamma|} R^{-\tau}(1 + |\tilde{n}|)^\tau, \]

and \[ |B(x, R^{-1})| \int_{\mathbb{R}^{n_1+n_2}} d(x, y) |X_y^{\Gamma} p_{(1+i\tilde{n})} R^{-2}(x, y)|^2 \, dy \lesssim_{\Gamma, \tau} R^{2|\Gamma|} R^{-\tau}(1 + |\tilde{n}|)^\tau, \]

(4.10)

where \( p_{(1+i\tilde{n})} R^{-2} \) is the integral kernel of the operator \( \exp \left( -(1 + i\tilde{n}) R^{-2} G_{x} \right) \) with \( \tilde{n} \in \mathbb{R} \).

Then, making use of (2.10) and Lemma 4.1, we work with the ideas of the proof of Lemma 4.3 of [20] to prove the following result.

**Lemma 4.3** For every \( \tau, \epsilon > 0 \), we have

\[ |B(x, R^{-1})| \int_{\mathbb{R}^{n_1+n_2}} (1 + Rd(x, y))^2 |X_x^{\Gamma} K_{m(x, G_{\infty})}(x, y)|^2 \, dy \lesssim_{\Gamma, \tau, \epsilon} \sup_{x_0 \in \mathbb{R}^{n_1+n_2}} \sum_{\Gamma_1 + \Gamma_2 = \Gamma} R^{2|\Gamma|} \left\| X_x^{\Gamma_2} m(x_0, R^2 \cdot) \right\|_{W^{\infty}}^2, \]

(4.11)

\[ |B(x, R^{-1})| \int_{\mathbb{R}^{n_1+n_2}} (1 + Rd(x, y))^2 |X_y^{\Gamma} K_{m(x, G_{\infty})}(x, y)|^2 \, dy \lesssim_{\Gamma, \tau, \epsilon} \sup_{x_0 \in \mathbb{R}^{n_1+n_2}} R^{2|\Gamma|} \left\| m(x_0, R^2 \cdot) \right\|_{W^{\infty}}^2, \]

(4.12)

for all \( \Gamma \in \mathbb{N}^{n_0} \) and for every bounded Borel function \( m : \mathbb{R}^{n_1+n_2} \times \mathbb{R} \to \mathbb{C} \) whose support in the last variable is in \([0, R^2]\) for any \( R > 0 \).

**Proof** We shall sketch the proof of Lemma 4.3 only mentioning the changes required in the proof of Lemma 4.3(a) of [20]. Let us define \( F(x, \eta) = m(x, R^2 \eta) e^{i\eta} \). Then, by Fourier inversion formula we have

\[ F(x, G_{\infty}/R^2) e^{-G_{\infty}/R^2} = \frac{1}{2\pi} \int_{\mathbb{R}} \exp \left( (i \tilde{n} - 1) R^{-2} G_{\infty} \right) \hat{F}(x, \tilde{n}) \, d\tilde{n}, \]

where \( \hat{F}(x, \tilde{n}) \) stands for the Fourier transform of \( F \) as a function of \( \eta \)-variable (that is, with \( x \)-fixed), and as a consequence of the above relation we have

\[ K_{m(x, G_{\infty})}(x, y) = \frac{1}{2\pi} \int_{\mathbb{R}} \hat{F}(x, \tilde{n}) p_{(1-i\tilde{n})} R^{-2}(x, y) \, d\tilde{n}, \]

which implies that

\[ X_x^{\Gamma} K_{m(x, G_{\infty})}(x, y) = \frac{1}{2\pi} \sum_{\Gamma_1 + \Gamma_2 = \Gamma} \left( \begin{array}{c} \Gamma \\ \Gamma_1 \end{array} \right) \int_{\mathbb{R}} \left\{ X_y^{\Gamma_2} \hat{F}(x, \tilde{n}) \right\} \left\{ X_x^{\Gamma_1} p_{(1-i\tilde{n})} R^{-2}(x, y) \right\} \, d\tilde{n}, \]

(4.13)
and therefore

\[
\int_{\mathbb{R}^{n_1+n_2}} (1 + Rd(x, y))^{2\tau} \left| X_x K_{m(x, G_m)}(x, y) \right|^2 dy \\
\lesssim_{\Gamma} \sum_{\Gamma_1+\Gamma_2=\Gamma} \int_{\mathbb{R}^{n_1+n_2}} (1 + Rd(x, y))^{2\tau} \left| \int_{\mathbb{R}} \left\{ X_x^{\Gamma_2} F(x, \tilde{\eta}) \right\} \left\{ X_x^{\Gamma_1} p_{(1-i\tilde{\eta})R^{-2}}(x, y) \right\} d\tilde{\eta} \right|^2 dy \\
\lesssim_{\Gamma} \sup_{\tilde{x_0}} \sum_{\Gamma_1+\Gamma_2=\Gamma} \int_{\mathbb{R}^{n_1+n_2}} (1 + Rd(x, y))^{2\tau} \left| \int_{\mathbb{R}} \left\{ X_x^{\Gamma_2} F(\tilde{x_0}, \tilde{\eta}) \right\} \left\{ X_x^{\Gamma_1} p_{(1-i\tilde{\eta})R^{-2}}(x, y) \right\} d\tilde{\eta} \right|^2 dy 
\] 
(4.14)

For each fixed \( x_0 \in \mathbb{R}^{n_1+n_2} \), each term in the final sum of (4.14) corresponds to Grushin multiplier symbol \( X_x^{\Gamma} F(x_0, \eta) \), so the proof of Lemma 4.3(a) of [20] is applicable with the only change pertaining to the fact that the analogous estimation should be done with respect to \( X_x^{\Gamma_1} p_{(1-i\tilde{\eta})R^{-2}}(x, y) \). Overall, one can repeat the proof of Lemma 4.3(a) of [20] (leading to estimates (4.4) and (4.5) in [20]) with the help of (4.1) and (4.10) to get that

\[
\int_{\mathbb{R}^{n_1+n_2}} (1 + Rd(x, y))^{2\tau} \left| \int_{\mathbb{R}} \left\{ X_x^{\Gamma_2} F(x_0, \eta) \right\} \left\{ X_x^{\Gamma_1} p_{(1-i\tilde{\eta})R^{-2}}(x, y) \right\} d\tilde{\eta} \right|^2 dy \\
\lesssim_{\Gamma, \tau, \epsilon} \left| B(x, R^{-1}) \right|^{-1} \sup_{x_0 \in \mathbb{R}^{n_1+n_2}} R^{2|\Gamma_1|} \left\| X_x^{\Gamma_2} m(x_0, R^{-2}) \right\| \|_{W^{\frac{\epsilon}{\tau}+\frac{1}{2}+\epsilon}}. 
\] 
(4.15)

Putting (4.15) into (4.14), we get the claimed estimate (4.11) modulo a loss of an extra 1/2 order of differentiability in the Sobolev norm. As explained in [20], this loss could be removed by an interpolation trick utilising the unweighted Plancherel estimates. We have these unweighted Plancherel estimates in Corollary 4.2, so we can repeat the arguments of [20] in our case too. That would establish estimate (4.11). The proof of (4.12) could be written in the exact same way. This completes the proof of Lemma 4.3.

Next, one can revise the proofs of Lemma 4.2 and 4.3 of [8] in a similar manner as we did above, and we can have pointwise unweighted and weighted Plancherel estimates for gradients. Once we have the pointwise estimates, we can do interpolation with estimates from Lemma 4.3 and Corollary 4.2, and thus we get the following estimates.

**Corollary 4.4** For \( 2 \leq p \leq \infty \), we have

\[
\left| B(x, R^{-1}) \right|^{1/2} \left\| B(\cdot, R^{-1}) \right\|^{1/2-1/p} X_x^{\Gamma} K_{m(x, G_m)}(x, \cdot) \right\|_p \\
\lesssim_{\Gamma, \tau, \epsilon} \sum_{x_0} R^{2|\Gamma_1|} \left\| X_x^{\Gamma_2} m(x_0, \cdot) \right\|_{\infty},
\]
for every bounded Borel function $m : \mathbb{R}^{n+1+n_2} \times \mathbb{R} \to \mathbb{C}$ whose support in the last variable is in $[0, R^2]$ for any $R > 0$.

**Corollary 4.5** For $2 \leq p \leq \infty$, and every $\tau > 0$, $\epsilon > 0$, we have

$$|B(x, R^{-1})|^{1/2} \left\| B(\cdot, R^{-1}) \right\|^{1/2-1/p} \left( 1 + Rd(\cdot, \cdot) \right)^\tau X_y^\Gamma K_m(x, G_{x, \epsilon})(x, \cdot) \right\|_p \lesssim_{\Gamma, \rho, \tau, \epsilon} \sup_{x_0} R^{\left| \Gamma \right|} \|m(x_0, R^2 \cdot)\|_{2, \gamma, \epsilon},$$

for all $\Gamma \in \mathbb{N}^{n_0}$ and for every bounded Borel function $m : \mathbb{R}^{n+1+n_2} \times \mathbb{R} \to \mathbb{C}$ whose support in the last variable is in $[0, R^2]$ for any $R > 0$.

Before moving further, we record here weighted Plancherel estimates in a special case where we take the $L^p$-norm in $y$-variable over a compact set. This would help us in having a control over the total number of derivatives (space and spectral derivatives together) of the involved symbol function $m(x, \eta)$.

**Corollary 4.6** For every $\tau \geq 1$, $\epsilon > 0$, $0 \leq \delta < 1$, and positive real number $K_0$, we have

$$|B(x, R^{-1})| \int_{d(x, y) < K_0} d(x, y)^{2\tau} \left| X_x K_m(x, G_{x, \epsilon})(x, y) \right|^2 \, dy \lesssim_{\tau, \epsilon, \delta} \sup_{x_0} \left( R^{-2(\tau-1)} \|X_x m(x_0, R^2 \cdot)\|_{2, \eta, \epsilon}^2 + R^{-2(\tau-1)} \|m(x_0, R^2 \cdot)\|_{2, \gamma, \epsilon}^2 \right),$$

for every bounded Borel function $m : \mathbb{R}^{n+1+n_2} \times \mathbb{R} \to \mathbb{C}$ whose support in the last variable is in $[0, R^2]$ for any $R > 0$.

**Proof** The proof of the corollary follows by repeating the proof of Lemma 4.3 with minor changes. Let us take the function $F$ as in the proof of Lemma 4.3. By (4.13) we can write

$$X_x K_m(x, G_{x, \epsilon})(x, y) = \frac{1}{2\pi} \int_{\mathbb{R}} \left\{ \tilde{X}_x F(x, \tilde{\eta}) \right\} \left\{ p_{(1-i\tilde{\eta})R^{-2}}(x, y) \right\} \, d\tilde{\eta} + \frac{1}{2\pi} \int_{\mathbb{R}} \left\{ \tilde{F}(x, \tilde{\eta}) \right\} \left\{ X_x p_{(1-i\tilde{\eta})R^{-2}}(x, y) \right\} \, d\tilde{\eta}.$$
Now, for any fixed $x$, while integrating in $y$-variable over the set \{$y : d(x, y) < K_0 \}$, we reduce the power of $d(x, y)$ in the term involving $\hat{X}_F(x, \eta)$ as follows:

\[
\int_{d(x, y) < K_0} d(x, y)^{2\tau} \left| X_F K_{m(x, G_w)}(x, y) \right|^2 dy \\
\lesssim_{K_0, \delta} \sup_{x_0} \int_{d(x, y) < K_0} d(x, y)^{2(\tau-(1-\delta))} \left| \int_{\mathbb{R}} \left\{ \hat{X}_F(x_0, \eta) \right\} \left\{ p_{(1-i\eta)R^2}(x, y) \right\} d\eta \right|^2 dy \\
+ \sup_{x_0} \int_{d(x, y) < K_0} d(x, y)^{2\tau} \left| \int_{\mathbb{R}} \left\{ \hat{F}(x_0, \eta) \right\} \left\{ X_F p_{(1-i\eta)R^2}(x, y) \right\} d\eta \right|^2 dy \\
\leq \sup_{x_0} \int_{d(x, y) < K_0} \frac{(1 + Rd(x, y))^{2(\tau-(1-\delta))}}{R^{2(\tau-(1-\delta))}} \left| \int_{\mathbb{R}} \left\{ \hat{X}_F(x_0, \eta) \right\} \left\{ p_{(1-i\eta)R^2}(x, y) \right\} d\eta \right|^2 dy \\
+ \sup_{x_0} \int_{d(x, y) < K_0} \frac{(1 + Rd(x, y))^{2\tau}}{R^{2\tau}} \left| \int_{\mathbb{R}} \left\{ \hat{F}(x_0, \eta) \right\} \left\{ X_F p_{(1-i\eta)R^2}(x, y) \right\} d\eta \right|^2 dy.
\]  

(4.17)

With the above estimate, one can repeat the rest of the proof of Lemma 4.3 to complete the proof of estimate (4.16).

In an analogous manner, one can prove the following $L^\infty$-estimate.

**Corollary 4.7** For every $\tau \geq 1$, $\epsilon > 0$, $0 \leq \delta < 1$, and positive real number $K_0$, we have

\[
\sup_{x \in \mathbb{R}^{n_1+n_2}} \sup_{d(x, y) < K_0} \left| B(x, R^{-1}) \right|^{1/2} \left| B(y, R^{-1}) \right|^{1/2} d(x, y)^{\tau} \left| X_F K_{m(x, G_w)}(x, y) \right| \\
\lesssim_{\tau, \epsilon, \delta, K_0} \sup_{x_0} \left( R^{-(\tau-(1-\delta))} \| X_F m(x_0, R^2) \|_{W^{\infty}_{\tau-(1-\delta)+\epsilon}} + R^{-(\tau-1)} \| m(x_0, R^2) \|_{W^{\infty}_{\tau+\epsilon}} \right) .
\]  

(4.18)

for every bounded Borel function $m : \mathbb{R}^{n_1+n_2} \times \mathbb{R} \to \mathbb{C}$ whose support in the last variable is in $[0, R^2]$ for any $R > 0$.

### 4.2 Boundness of Grushin Pseudo-multipliers

We are now in a position to prove Theorems 1.3, 1.4 and 1.5.

Given a bounded Borel function $m : \mathbb{R}^{n_1+n_2} \times \mathbb{R}_+ \to \mathbb{C}$ for which $T = m(x, G_\omega) \in B \left( L^2(\mathbb{R}^{n_1+n_2}) \right)$, let us decompose $T = \sum_{j=0}^{\infty} T_j$ as follows.

Choose and fix $\psi_0 \in C_c^\infty((-2, 2))$ and $\psi_1 \in C_c^\infty((1/2, 2))$ such that $0 \leq \psi_0(\eta), \psi_1(\eta) \leq 1$, and

\[
\sum_{j=0}^{\infty} \psi_j(\eta) = 1 \quad \text{and} \quad \sum_{j=-\infty}^{\infty} \psi_1(2^j \eta) = 1,
\]

for all $\eta \geq 0$, where $\psi_j(\eta) = \psi_1(2^{-(j-1)} \eta)$ for $j \geq 2$.

Now, for each $j \geq 0$, define $T_j$ to be the Grushin pseudo-multiplier operator, with integral kernel $T_j(x, y) = K_{m_j(x, G_\omega)}(x, y)$, where $m_j(x, \eta) = m(x, \eta) \psi_j(\eta)$.
Proof of Theorem 1.3 We are given that \( |\partial^l_h m(x, \eta)| \leq (1 + \eta)^{-l} \) for all \( l \leq Q + 1 \), and also that the operator \( T = m(x, G_{\infty}) \) is bounded on \( L^2(\mathbb{R}^{n_1+n_2}) \). Note that with \( R_0 = Q + \epsilon \), condition (3.3) follows from Corollary 4.5 (with \( \Gamma = 0 \) and \( p = \infty \)) and condition (3.4) follows from Corollary 4.5 (with \( |\Gamma| = 1 \) and \( p = \infty \)). Hence, it follows from Theorem 3.7 that \( T = m(x, G_{\infty}) \) is of weak type \( (1, 1) \). \( \square \)

Proof of Theorem 1.4 For a fixed \( 0 \leq \delta < 1 \), we are given that

\[
|\partial^l_h m(x, \eta)| \leq (1 + \eta)^{-l}, \quad \text{for all } l \leq \lfloor Q/2 \rfloor + 1,
\]

and

\[
|X_x \partial^l_h m(x, \eta)| \leq (1 + \eta)^{-l+\frac{1}{2}}, \quad \text{for all } l \leq \lfloor Q/2 \rfloor,
\]

and that the operator \( T = m(x, G_{\infty}) \) is bounded on \( L^2(\mathbb{R}^{n_1+n_2}) \).

Theorem 1.4 would follow from Theorem 3.2 if we could show that the kernels \( T_j(x, y) = K_{m_j(x, G_{\infty})}(x, y) \) satisfy conditions (3.3) and (3.2) for some \( R_0 > \lfloor Q/2 \rfloor \). To this end, note that condition (3.1) with \( R_0 = \lfloor Q/2 \rfloor + \epsilon \), for any \( 0 < \epsilon < 1 \), follows from Lemma 4.3 (with \( \Gamma = 0 \)). Finally, for any \( 0 < \tilde{\epsilon} < 1 - \delta \), we can deduce condition (3.2) with \( R_0 = \lfloor Q/2 \rfloor + \tilde{\epsilon} \) from Corollary 4.6. \( \square \)

Proof of Theorem 1.5 For a fixed \( 0 \leq \delta < 1 \), we are given that

\[
|\partial^l_h m(x, \eta)| \leq (1 + \eta)^{-l}, \quad \text{for all } l \leq Q + 1,
\]

and

\[
|X_x \partial^l_h m(x, \eta)| \leq (1 + \eta)^{-l+\frac{1}{2}}, \quad \text{for all } l \leq Q,
\]

and that the operator \( T = m(x, G_{\infty}) \) is bounded on \( L^2(\mathbb{R}^{n_1+n_2}) \).

Theorem 1.5 would follow from Theorem 3.3 if we could show that the kernels \( T_j(x, y) = K_{m_j(x, G_{\infty})}(x, y) \) satisfy conditions (3.3), (3.4) for \( R_0 = Q + \frac{1}{2} \) and condition (3.5) for any \( R_0 > Q \). For the same, note that with \( R_0 = Q + \frac{1}{2} \), condition (3.3) follows from Corollary 4.5 (with \( \Gamma = 0 \) and \( p = \infty \)) and condition (3.4) from Corollary 4.5 (second inequality, with \( |\Gamma| = 1 \) and \( p = \infty \)). Finally, for any \( 0 < \tilde{\epsilon} < 1 - \delta \), we can deduce condition (3.2) with \( R_0 = \lfloor Q/2 \rfloor + \tilde{\epsilon} \) from Corollary 4.7. \( \square \)
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