Abstract
Understanding documents with rich layouts is an essential step towards information extraction. Business intelligence processes often require the extraction of useful semantic content from documents at a large scale for subsequent decision-making tasks. In this context, instance-level segmentation of different document objects (title, sections, figures etc.) has emerged as an interesting problem for the document analysis and understanding community. To advance the research in this direction, we present a transformer-based model called DocSegTr for end-to-end instance segmentation of complex layouts in document images. The method adapts a twin attention module, for semantic reasoning, which helps to become highly computationally efficient compared with the state-of-the-art. To the best of our knowledge, this is the first work on transformer-based document segmentation. Extensive experimentation on competitive benchmarks like PubLayNet, PRIMA, Historical Japanese (HJ) and TableBank demonstrate that our model achieved comparable or better segmentation performance than the existing state-of-the-art approaches with the average precision of 89.4, 40.3, 83.4 and 93.3. This simple and flexible framework could serve as a promising baseline for instance-level recognition tasks in document images.
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1. Introduction
Intelligent Document Processing (IDP) has grown in recent years owing to the advent of new digitization services in key industrial sectors like finance, insurance, law, banking, healthcare and so on. New Robotic Process Automation (RPA) tools in paperless offices have managed to automate the information extraction of document workflows, by building intelligent systems that can both read and understand. In recent times, state-of-the-art deep learning approaches have been leveraged for information extraction from both paper and digital documents. They achieve it by understanding spatial layout elements and text semantics as objects in document images, and the problem has been reformulated as Document Object Detection (DOD)[1]. But the task of document object detection is more focused on localizing layout elements of a document image such as tables, paragraphs, titles, figures etc. with bounding boxes and then predicting the semantic category for that particular object. For complex document layouts, extracting the layout structure with only bounding box information becomes quite difficult in case of overlapped object categories as highlighted in our recently published work [2]. Instance-level segmentation task provides a more precise way of extracting structured layouts, as it involves accurate prediction of masks (instances) at the pixel level. Modern successful approaches to solve the task are mostly based on CNN [3]. Although CNN’s help to capture local features (low-level semantics) quite effectively from images, it performs sub-optimally in getting global semantic reasoning of features at the high-level. Also, these methods follow a top-down approach which is highly reliant on the object detector to detect regions with bounding boxes, and then predict per-pixel segmentation masks. This turns out to be a more computationally expensive strategy in terms of inference speed and also inferior segmentation performances in more complex structured layouts.

In this work, we hope to overcome the above drawbacks by proposing a new bottom-up approach to instance-level segmentation of document layouts, using the simple principle of dynamic instance mask generation inspired by [4], without any dependence on the bounding box locations and scales. This also leads to more efficiency in model inference time during the process of the validation samples. Further, inspired by the power of transformers in document understanding [5, 6] and natural language processing [7] tasks in recent studies, we try to use them as global context aggregation module in our architecture pipeline. Transformers have the ability to capture dense long-range
semantic dependencies with self-attention module, that aggregates both positional and feature information of the input domain. This is particularly beneficial in the detection of large overlapping objects as seen in this recent work [8]. But they do not perform as well as CNNs do when extracting local features, which often leads to error-prone classification of smaller objects. In this work, we investigate the power of transformers as global context feature aggregator, for already obtained extracted features by passing the input document through a CNN backbone. Also, we take inspiration from Guo et. al. [9] to implement an efficient twin-attention mechanism on our overall model pipeline, a sparse representation of the conventional self-attention matrix in Vaswani et al. [10].

The overall contributions of our work can be summarized into two folds: 1) A simple Document Image Segmentation Transformer (DocSegTr) framework is introduced for an end-to-end bottom-up instance-level segmentation baseline that works effectively to analyze and segment complex structured document layouts that leverages the effectiveness of both CNNs and transformers in a single-stage architectural pipeline, without depending on detection of instances with bounding boxes. 2) DocSegTr adapts the twin-attention based transformer module from Guo et. al. [9] for semantic reasoning, which helps it to become the most computationally efficient for inference on document images compared with the existing state-of-the-art approaches based on Mask-RCNN [2].

The rest of this paper is organized as follows. In Section 2 we review the state of the art. The DocSegTr model is described in Section 3. Section 4 provides the experimental evaluation, including the ablation studies. Section 5 contains a discussion of the extensive experimentation that has been conducted. Finally, in Section 6 we draw the conclusions and propose future research lines.

2. Related Work

Information extraction from digital documents require the spatial understanding and relational reasoning between different layout components of a page such as tables, text blocks (paragraphs), figure regions, title heads and so on. Several pieces of work have approached the problem of page object localization, ranging from classical heuristic rule-based document layout segmentation approaches to the recent deep learning-based Document Object Detection (DOD). In this section, we make an effort to overview the state-of-the-art according to different methodological schemes.

Document layout segmentation using heuristic methods is classified mainly under three different categories: top-down, bottom-up and hybrid strategies. The bottom-up method [11] used pixels as basic components, and performed operations like merging and grouping to form a larger homogeneous region. On the other hand, top-down method [12] relied on splitting the whole document image iteratively into different regions, until a definite standard column or block was obtained. Although bottom-up methods were more dexterous and could be applied to documents having far more diverse layouts, it was computationally expensive. Top-down approaches could instead provide more efficiency in computation, but only limited to processing specific types, like documents with a manhattan-based layout. Hence, hybrid method [13] were adopted in literature which could combine both top-down and bottom-up cues to generate better results. Prior to deep learning era, rule-based segmentation technique [14] were also used profoundly to solve the table detection problem.

With the advent of the deep learning revolution, Convolutional Neural Networks (CNNs) became the primary component of the state-of-the-art techniques for document layout segmentation. The goal was mostly to have a strong object detection model for documents to segment layout elements as objects following the strong baselines of Faster-RCNN [15], Mask-RCNN [16] and RetinaNet [17] for detecting natural scene objects. DeepDeSRT [18] became the first popular object detection approach for table detection and structural recognition in documents (both scanned and born-digital images). A novel image transformation strategy was applied on the documents before feeding them to the Faster-RCNN model. Later, fully convolutional neural networks (FCNNs) [19] have been used for detecting multiple object categories (tables and figures) on pages. Oliveira et. al. [20] used a similar FCNN-based framework for pixel-wise segmentation on historical documents. Similarly, Biswas et al. [2] perform instance level document segmentation on scientific reports as well as historical documents with the mask-RCNN baseline beside the object detection task. This architecture contains a MLP head after a strong CNN baseline for object detection at bounding box level and an FCN head for pixel-wise segmentation. To unify and combine the above deep learning-based layout segmentation baselines for all competitive DOD benchmarks, LayoutParser [21] toolkit was introduced. Recently, a new cross-domain Document Object Detection (DOD) benchmark was also established in [1] to apply domain adaptation strategies for DOD to solve the domain shift problem.

Natural language models in deep learning era started gaining more prominence with the self-attention and positional embedding mechanisms addressed in Vaswani et. al. [10] leading to the origin of transformers. Later, BERT [7] language model has been used in multi-modal state-of-the-art Visual Document Understanding (VDU) tasks like named entity recognition and key-value pair information extraction in scanned receipts and invoices. LayoutLM [22] used joint learning of text, layout and visual features of document images with BERT-like model baseline, to obtain state-of-the-art results in VDU related tasks. Other recent approaches [23, 24] in VDU using transformers include joint pre-training on text, layouts and image regions of a page to solve VDU tasks like form understanding, receipt understanding and document visual question...
Motivated by the recent breakthrough of transformers in document analysis and understanding systems, we propose the first end-to-end document image segmentation transformer, that achieves superior performance on standard instance-level segmentation benchmark datasets. A fair comparative experimental study has also been provided in this work with our previous baseline approach [2] and LayoutParser [21] which are the standard benchmark approaches till date.

3. Method

In order to accomplish the instance-level document layout segmentation task, a hybrid CNN-based transformer pipeline called DocSegTr has been proposed which can simultaneously learn to capture variable layout elements (text, table, figures, titles etc.) and also long-range dependencies between them. It is a direct end-to-end segmentation paradigm, that divides input feature maps into patches, and then predicts per-patch document category. DocSegTr essentially comprises three different modules: 1) a backbone of CNN with Feature Pyramid Networks (FPNs) for feature extraction, particularly at lower-level (i.e. local features), from the input document image. 2) a transformer to capture contextual semantic reasoning on top of those feature elements, which is connected with functional heads to predict semantic class category (class head) and their corresponding convolutional kernel as output to the kernel head (this operation is done after flattening the multi-scale features as well as adding positional embeddings) and 3) a Layerwise Feature Aggregation module (LFAM) to compound and aggregate the feature representations obtained from local convolutional and global transformer backbones to generate the final feature map. Then a dynamic convolution activity is performed between the generated feature map and the corresponding convolutional kernel to obtain the predicted segmented instances in the document image. The general structure of our architectural pipeline is portrayed as shown in Fig. 1.

3.1. Document Segmentation Transformer (DocSegTr)

The proposed DocSegTr consists of three modules: a self attention mechanism to tackle the long-range dependencies, Transformer layer, and a Functional heads dedicated to subsequent mask prediction for instance segmentation. Each module is further described in the following subsections.

3.1.1. Attention Mechanism:

The self-attention module is a key part of transformer models, which intrinsically catches full-document image context and learns important correlations between different feature components in the extracted feature information from the document image. But the self-attention module implemented in the original transformer architecture proposed in [10] is computationally quite expensive both in terms of memory and time. To alleviate this issue, we propose the twin attention system as introduced in [9] to decompose the original attention matrix into a sparse one. In this strategy, attention is first computed for each column independently. This helps to aggregate contextual reasoning on a horizontal scale. Then the same process is repeated for the vertical scale, by computing similar attention for each row. Then the resultant row and column attentions (for vertical and horizontal scales respectively) are connected sequentially to a global attention module, to cover necessary feature information along two different dimensions (global and local).

In the instance-level segmentation task, given the feature maps \( f_i \in \mathbb{R}^{h \times w \times c} \) at each layer \( i \) of FPN, DocSegTr first divides the feature maps into \( n \times n \) patches \( p_i \in \mathbb{R}^{h \times n \times c} \) and later stacks them into fixed components for vertical and level bearings. Positional embeddings are supplemented with the above patch components to hold positional information, implying that the position embeddings for row and column matrices are adopted in the self-attention mechanism. To make sure that both modules (row and column attention matrices) work with multi-head attention and connect across multiple layers, all the sub-layers in the twin attention considers to produce the same \( n \times n \times c \) output. This approach can successfully reduce the memory and time complexity from standard \( \Theta(h \times w)^2 \) to \( \Theta(h \times w^2 + w \times h^2) \). The memory and computational complexity here is expressed in a more general form of \( H \) and \( W \) instead of \( N \) since the twin attention can process the input of any resolution, not limited to the square tensor.

3.1.2. Transformer Layer:

In this section, we present three distinctive transformer layers in view of the encoder as our fundamental structure block (as outlined in model pipeline Fig. 1). The first transformer layer resembles the original transformer encoder utilized in [10], which considers two different components: 1) a multi-head attention unit after a layer norm [26], 2) a multi-layer perceptron (MLP) block after layer
norm. Moreover, a residual association [27] is utilized to connect the two components. Finally, a multi-dimensional feature sequence is obtained as the result of the $K$ sequential associations of the transformer layers, to make predictions in the subsequent functional heads described in the next subsection. 

In the DocSegTr, the original transformer layer has been adapted from [10] and the multi-head attention has been substituted with the twin attention mechanism proposed by Guo et. al [9]. The key intuition behind this approach is that twin-attention helps to model global feature dependencies (on two different scales), and also in a sparse manner that saves computation.

3.1.3. Functional Heads

The resultant sequence of feature maps obtained from the transformer layers are then fed to the two functional heads adapted in DocSegTr. The category head includes a multi-layered perceptron (MLP) classifier layer to produce a $n \times n \times q$ result, where $q$ is the quantity of classes. It produces the semantic category prediction of a document instance (title, figure, list etc.).

The kernel head is also composed of a linear layer, in correspondence with the category head to yield a $n \times n \times b$ tensor for resulting veil age, where the tensor means the $n \times n$ convolutional kernels with $b$ number of parameters. This generated kernel is eventually responsible for predicting masks dynamically over the input document image as shown in Fig.1 architectural pipeline. The focal loss [17] has been used to classify the predicted document instances.

3.2. Instance-level Segmentation with Mask features

Here, we highlight how the instance-level segmentation strategy is carried out for the proposed DocSegTr model. The first submodule highlights the feature generation strategy for instance masks combining CNN and transformer (both local and global features) units. The second submodule describes how the final mask prediction is carried out to segment the input document layouts.

3.2.1. Mask Feature Generation

To construct mask feature representations for instance-level segmentation of document layouts, a straightforward way is to make predictions on each feature map at different scales [28]. However, it increases time and memory complexities. To overcome this issue, a Layerwise Feature Aggregator Module (LFAM) has been adapted as shown in Fig. 1 to combine the multi-scaled features at every FPN level and transformer to a unified mask feature. The formation from the P5 block of transformer module is fused with feature maps obtained from P2-P4 in FPN to execute a fusion, that encodes both global (from transformers) and local (from FPN) information from the document image at multiple scales of feature hierarchy. After the processed P2-P5 are concatenated together, a point-wise convolution and upsampling technique is executed to generate the final unified mask $h \times w$ feature maps.

3.2.2. Instance Mask Prediction:

Finally for instance mask prediction on the document, DocSegTr generates the mask for every patch by performing dynamic convolution operations on the above-unified feature maps. This dynamic prediction strategy has been inspired from [4]. Given predicted convolution kernels $k \in \mathbb{R}^{n \times n \times b}$ from the kernel head, each kernel is responsible for the mask generation of the instance in the corresponding patch. The detailed operation can be expressed in equation (1).

$$M_f^{h \times w \times n \times n} = f^{h \times w \times c} \ast k^{n \times n \times b} \quad (1)$$

Where $*$ demonstrates the convolution activity, $M_f$ is the final generated mask with a component of $h \times w \times n \times n$. It is worth mentioning that the value of $b$ relies upon the shape of the kernel, in other words, $b$ equivalents $\theta^2 \ast c$, where $\theta$ is the size of the kernel. The final instance segmentation mask is generated using the Matrix NMS [29] and regularisation is controlled by the Dice Loss [30].

4. Experiments

For the purpose of validation, we have considered some important benchmark datasets (PublayNet, PRIMA, HJ and TableBank) with different document object categorization. Our experimental evaluation suggests that the proposed DocSegTr method advances the state-of-the-art. Moreover, extensive ablation studies have been performed to show the contribution of some important elements of the architecture. All the code and benchmarking models will be publicly available at: https://github.com/biswassanket/DocSegTr.

4.1. Dataset Description & Evaluation Measures

Lack of standard public benchmarks has always been a concern for the DLA community. With the advent of document understanding principles and the transformation of the problem motivation over the years, it lead to the release of large-scale annotated datasets like PublayNet [31], HJ [32], TableBank [33] as well as small scale PRIMA [34] which we use for evaluating our proposed segmentation approach in this work (Please refer to the Table 1 for detailed description).

The most generic way to evaluate the correctness of the predicted instance (document category) for instance-level segmentation task is the Intersection over Union (IoU) score. The mean Average Precision (mAP) score for the overall model is computed by finding the mean of APs at different IoU thresholds (0.5 to 0.95 with a step size of 0.05), as used in standard Microsoft COCO [35] benchmark evaluation for instance segmentation. Also, model
Table 1: Experimental dataset description (instance level)

| Dataset      | Object | Train | Eval | Object | Train | Eval | Object | Train | Eval | Object | Train | Eval | Object | Train | Eval | Object | Train | Eval | Object | Train | Eval |
|--------------|--------|-------|------|--------|-------|------|--------|-------|------|--------|-------|------|--------|-------|------|--------|-------|------|--------|-------|------|
| PublayNet    |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |
| PRIMA        |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |
| Historical |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |
| Japanese (HJ)|        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |
| TableBank    |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |        |       |      |
| Train        | 2,343,356 | 88,625 |      | 6401   | 1531  |      | 1443   | 308   |      | 2835   | 1418  |      |
| Eval         | 761,125  | 18,801 |      | 33,637 | 7221  |      | 39,034 | 8207  |      | 37     | 10    |      |
| Total        | 3,065,486 | 107,426 |      | 100,068 | 26,032 |      | 93,055 | 12,085 |      | 311,165 | 2528  |      |
| Train        | 144,329  | 4327   |      | 37,105 | 7477  |      | 38,034 | 8207  |      | 37     | 10    |      |
| Eval         | 761,125  | 18,801 |      | 33,637 | 7221  |      | 39,034 | 8207  |      | 37     | 10    |      |
| Total        | 3,065,486 | 107,426 |      | 100,068 | 26,032 |      | 93,055 | 12,085 |      | 311,165 | 2528  |      |
| Train        | 102,514  | 4769   |      | 37     | 10    |      | 33,637 | 7221  |      | 37     | 10    |      |
| Eval         | 761,125  | 18,801 |      | 33,637 | 7221  |      | 39,034 | 8207  |      | 37     | 10    |      |
| Total        | 3,065,486 | 107,426 |      | 100,068 | 26,032 |      | 93,055 | 12,085 |      | 311,165 | 2528  |      |
| Train        | 80,759   | 4239   |      | 37,105 | 7477  |      | 38,034 | 8207  |      | 37     | 10    |      |
| Eval         | 761,125  | 18,801 |      | 33,637 | 7221  |      | 39,034 | 8207  |      | 37     | 10    |      |
| Total        | 3,065,486 | 107,426 |      | 100,068 | 26,032 |      | 93,055 | 12,085 |      | 311,165 | 2528  |      |
| Train        | 109,292  | 4327   |      | 37,105 | 7477  |      | 38,034 | 8207  |      | 37     | 10    |      |
| Eval         | 761,125  | 18,801 |      | 33,637 | 7221  |      | 39,034 | 8207  |      | 37     | 10    |      |
| Total        | 3,065,486 | 107,426 |      | 100,068 | 26,032 |      | 93,055 | 12,085 |      | 311,165 | 2528  |      |
| Train        | 102,514  | 4769   |      | 37     | 10    |      | 33,637 | 7221  |      | 37     | 10    |      |
| Eval         | 761,125  | 18,801 |      | 33,637 | 7221  |      | 39,034 | 8207  |      | 37     | 10    |      |
| Total        | 3,065,486 | 107,426 |      | 100,068 | 26,032 |      | 93,055 | 12,085 |      | 311,165 | 2528  |      |

The attention map obtained in Fig. 3 depicts that the ResNet-FPN backbone can only extract the visual features of the large objects and skip smaller objects. When the DCN layers has been introduced it mainly focus in the edge reconstruction and unable to make significant improvement over the previous backbone. However, with the Transformer it focus the small as well as large objects and with sharp edges which describes the relevance of each individual step.

All the ablation experiments have been performed on the PRIMA dataset as it is proven that the transformers performed significantly well for larger datasets as the they need a large amount of training data points. This particular study has been conducted on a much smaller dataset to find how transformers adjust its training parameters in such situation. That is why we run an inference of the weights pre-trained with PublayNet dataset on the PRIMA benchmark without any finetuning and get an AP of 15% which depicts the robustness of the DocSegTr.

Table 2: Ablation Study of DocSegTr

| Model backbone | AP  | AP@0.5 | AP@0.75 |
|----------------|-----|--------|---------|
| ResNet vs ResNetXt |     |        |         |
| ResNet-101-FPN | 20.12 | 31.32 | 16.78 |
| ResNetXt-101-FPN | 32.59 | 58.62 | 29.73 |
| Deformable Convolution Networks |     |        |         |
| ResNetXt-101-FPN | 32.59 | 58.62 | 29.73 |
| ResNetXt-101-FPN(+DCN) | 33.21 | 49.13 | 27.39 |
| Importance of Transformer (Contextual Reasoning) |     |        |         |
| without transformer | 5.21 | 7.12 | 3.22 |
| without self-attention heads (but using transformer layers) | 29.14 | 41.23 | 20.22 |
| DocSegTr | 40.31 | 59.72 | 29.54 |

4.3. Implementation details

We train DocSegTr with SGD setting the underlying learning pace of 0.001 with a steady warm-up of 1000 cycles and utilizing weight rot of 10^-5 and Nesterov momentum of 0.9. For our removal tests, we train for 300K
iterations with a learning rate drop by an element of 10 at 210K and 250K, individually. Except if indicated, all models are prepared on 2 Nvidia A40 GPUs of 48G RAM (take around 4-5 days), with batch size 8. The Python language is utilized for programming and the profound learning systems utilized are PyTorch and Detectron2.

5. Results and Discussion

In this section, we have tried to provide some deep insights into the experimental results we have achieved both qualitatively and quantitatively. We shall discuss them in the following lines according to the datasets we have used to evaluate our proposed method.

5.1. Qualitative Analysis

The segmentation results obtained by DocSegTr have been displayed in Fig. 2. As shown in the example test cases, DocSegTr is able to segment instances of different layout elements (tables, figures, text regions etc.) quite effectively on the provided four different case studies of validation set samples. Looking at the first example document in Fig. 2(a), the predicted instance masks look quite sharp and precise as we see the layouts are mostly regular and double-column depicted in ground truth. Also, for overlapped caption and figure in top region of the page, DocSegTr seems to perform correctly to segment the instances. In the second example Fig. 2(b) the layout is more challenging compared to the first one as it is the page of a magazine. We can observe that the predicted instances are correct but not as sharp as the previous one and also miss one separator region, because the objects get smaller in ground truth example and not enough data to train as well as suffering with class imbalance problem. The third test case 2(c) is the most challenging one of all as the layout of the page of historical documents, which is multi-column and the objects are small with very less spacing between the layout elements. However, the proposed model can predict accurate segmentation as compared to the ground truth mask elements. This dataset also has a very few samples but doesn’t suffer with class imbalance problem. As a result, the bigger objects (even with some portion of overlapping) seems to be well-segmented along with smaller regions. Lastly, a simple downstream task of table detection has been demonstrated from a TableBank example shown in Fig. 2(d). As tables are large objects and comparatively easier to segment due to their non-overlapping nature, DocSegTr manages to segment layouts with much higher performance on this dataset than the rest. The following section 5.2 justifies the quantitative reasons behind the performance of DocSegTr.

5.2. Quantitative Analysis

As shown in Table 3 the final performance of the DocSegTr model in terms of standard mean Average Precision (mAP) is computed overall and also categorically for every individual document object category (tables, list, text, title, figure). The results are quite interesting as they justify the qualitative results studied in the previous subsection. The APs of larger regions like lists, table and figure perform better than the previous Mask-RCNN based baseline models proposed in [2]. But the smaller regions have sub par APs when compared with the other one. This is attributed to the fact that DocSegTr has scope for improving performance specially segmenting those kind of layouts regions. Overall, DocSegTr achieves the state-of-the-art as seen in the Table 3 compared with our previous work.

6. Conclusion

In this work, we proposed the Document Image Segmentation Transformer (DocSegTr) for instance-level segmentation of complex layout elements. To our knowledge, this bottom-up transformer-based baseline is the first work to explore instance-level document segmentation in a box-free manner. Further, we showcase a comprehensive study justifying the suitability of DocSegTr in different domains of layout samples. In the tested settings, DocSegTr demonstrates superior performance when compared with conventional approaches, specially in segmentation performance for larger document objects in an image. There is a large future scope towards this direction as transformers can prove to be highly beneficial for overlapped layout objects, but they do not show much improvement for smaller regions. Our work provides a simple and flexible baseline, that promises for further improvement.
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