Provable sample-efficient sparse phase retrieval initialized by truncated power method
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Abstract
We study the sparse phase retrieval problem, recovering an $s$-sparse length-$n$ signal from $m$ magnitude-only measurements. Two-stage non-convex approaches have drawn much attention in recent studies. Despite non-convexity, many two-stage algorithms provably converge to the underlying solution linearly when appropriately initialized. However, in terms of sample complexity, the bottleneck of those algorithms with Gaussian random measurements often comes from the initialization stage. Although the refinement stage usually needs only $m = \Omega(s \log n)$ measurements, the widely used spectral initialization in the initialization stage requires $m = \Omega(s^2 \log n)$ measurements to produce a desired initial guess, which causes the total sample complexity order-wisely more than necessary. To reduce the number of measurements, we propose a truncated power method to replace the spectral initialization for non-convex sparse phase retrieval algorithms. We prove that $m = \Omega(\bar{s} s \log n)$ measurements, where $\bar{s}$ is the stable sparsity of the underlying signal, are sufficient to produce a desired initial guess. When the underlying signal contains only very few significant components, the sample complexity of the proposed algorithm is $m = \Omega(s \log n)$ and optimal. Numerical experiments illustrate that the proposed method is more sample-efficient than state-of-the-art algorithms.
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1. Introduction

In this paper, we consider the real-valued phase retrieval problem, which aims at recovering a high-dimensional signal from a system of phaseless measurements. That is, the task is to recover $x \in \mathbb{R}^n$ from the system

$$y_i = |\langle a_i, x \rangle|, \quad i = 1, \ldots, m,$$

where $\{a_i\}_{i=1}^m \subset \mathbb{R}^n$ are the sensing vectors and $\{y_i\}_{i=1}^m \subset \mathbb{R}_+$ are the observations. The phase retrieval problem has arisen in various applications, for instances, x-ray crystallography [22], optics [48], microscopy [34], and others [19, 40]. In those applications, it is easier to record the intensity of the measurements due to hardware limitations, which leads to the phase retrieval problem (1).

When there is no prior assumption on $x$, there may be infinitely many possible solutions to (1) if $m < n$. To ensure the well-posedness of the problem, an oversampling (i.e. $m > n$) technique is applied. It has been shown that $m \geq 2n - 1$ measurements are necessary and sufficient for a unique recovery (up to a global phase) with generic real sensing vectors [4]. Moreover, recent studies further indicate that the oversampling is required for both practical algorithms [2, 13, 15–17, 20, 21, 37, 47, 49, 55] and global landscape analysis [6–9, 28, 43] to guarantee a successful recovery.

Meanwhile, the over-complete measurements $m = \Omega(n)$ naturally result in a huge sampling and computation cost in high-dimensional applications. Recently, it has been a great interest to further reduce the required number of measurements (or sample size) for phase retrieval problem [1, 14, 24, 38, 39, 51]. To recover the underlying signal $x \in \mathbb{R}^n$ with underdetermined measurements $m < n$, a common approach is to exploit the latent structure of the signal $x$. In many real applications related to signal/imaging processing, it is well-known that the underlying signal $x$ is usually (approximately) sparse in a transformed domain [33]. With sparsity priors, one then has the so-called sparse phase retrieval problem, which is to find a sparse signal $x \in \mathbb{R}^n$ from the system

$$y_i = |\langle a_i, x \rangle|, \quad i = 1, \ldots, m, \quad \text{subject to} \quad \|x\|_0 \leq s,$$

where $\|x\|_0$ is the number of non-zero entries of $x$ and $s \ll n$ is the sparsity. It has been shown that the problem (2) admits a unique solution (up to a global phase) with only $m = 2s$ real generic measurements [51]. One of the remaining challenges of the sparse phase retrieval problem (2) is introducing practical algorithms with (near) optimal sample complexity.

1.1. Related work and contributions

1.1.1. Related work. Despite the non-convexity and non-deterministic polynomial-time (NP)-hardness, a number of practical algorithms have been introduced for (2) with theoretical guarantees under the assumption of i.i.d. Gaussian sensing vectors $\{a_i\}_{i=1}^m$. Those non-convex methods are usually divided into two stages, namely, the initialization stage and the local refinement stage. Provided an initial guess that is sufficiently close to the underlying signal, non-convex algorithms including SPARTA [50], CoPRAM [25], thresholding/projected Wirtinger flow [14, 42], stochastic alternating minimization (SAM) [10] and hard thresholding pursuit (HTP) [11] are guaranteed to converge at least linearly to the ground truth with the near-optimal sample complexity $\Omega(s \log n)$. Moreover, algorithms like SAM and HTP are guaranteed to give an exact recovery of the underlying signal in only a few iterations, implying that the local refinement stage can be efficiently implemented. On the other hand, the popular spectral initialization and its variations require $m = \Omega(s^2 \log n)$ samples to obtain an accurate
Table 1. Comparison of our proposed initialization methods with state-of-the-art initialization methods for sparse phase retrieval under the regime $s = \Theta(n^\delta)$ for some $\sigma \in (0, 1)$.

| Initialization methods                          | Sample complexity $m$                     | Assumptions |
|------------------------------------------------|------------------------------------------|-------------|
| Spectral method [14, 25, 38, 50]               | $\Omega(\delta^{-2}s^2\log n)$          | None [25]   |
| HWF [53]                                       | $\Omega(\delta^{-2}\bar{s}s\log n)$     | $x_{\min} \geq \frac{s}{\sqrt{2}} \|\bar{x}\|_{\ell_2}$ |
| Modified spectral method (this paper)          | $\Omega(\delta^{-2}\bar{s}s\log n)$     | None        |
| Truncated power method (this paper)            | $\Omega(\max\{\delta^{-2}, \bar{s}\} s\log n)$ | None        |

initial guess [14, 25, 38, 50]. Therefore, for non-convex two-stage methods, the bottleneck in sample complexity comes from the initialization stage. Consequently, it is possible to break the sample complexity barriers as long as the methods for initialization can be improved.

Alternatively, a Hadamard Wirtinger flow (HWF) method has been introduced in [53] as a different strategy to obtain the initial guess, where an implicit regularization is used. The sample complexity of HWF is improved to $\Omega(\bar{s}s\log n)$ under the assumption that $x_{\min} = \Omega(\frac{1}{\sqrt{s}} \|x\|_{\ell_2})$, where $\| \cdot \|_{\ell_2}$ denotes the $\ell_2$-norm for vectors, $\bar{s} := \frac{\|x\|_{\ell_2}^2}{\|x\|_{\ell_\infty}^2}$ is the stable sparsity of $x$, and $x_{\min}$ is the minimum nonzero entry in absolute value of $x$. However, the assumption on $x_{\min}$ requires a very small dynamic range of the nonzero entries of $x$, which is too stringent to be satisfied in many practical situations. For example, the assumption on $x_{\min}$ fails to hold for signals whose components decay fast, e.g. in the form of power series [18]. It is also worth mentioning that if the sampling vectors $\{a_i\}_{i=1}^m$ are not standard Gaussian, a two-stage sampling scheme requiring only $\Omega(s\log(n/s))$ samples has been introduced in [24], where the first stage is for sparse compressed sensing and the second stage is for phase recovery.

Nevertheless, for Gaussian random measurements, there is still a statistical-to-computational gap to overcome.

11.2. Our contributions. This paper focuses on the standard Gaussian model and aims to reduce the sampling complexity of provably non-convex sparse phase retrieval algorithms by improving the initialization stage. In this work, we introduce two novel initialization algorithms, namely, a modified spectral initialization method and a novel efficient truncated power method for sparse phase retrieval problems. The proposed algorithms can be applied as initialization methods for all the aforementioned non-convex algorithms. Without any assumption on the underlying signal, we prove that $\Omega(\bar{s}s\log n)$ measurements are sufficient for the modified spectral initialization method and truncated power method to obtain a desired initial guess. Since $x$ is known to be $s$-sparse, we see from the definition of $\bar{s}$ that $1 \leq \bar{s} \leq s$. So, when $x$ has only very few significant entries and thus $\bar{s} = \mathcal{O}(1)$, our algorithm requires only $\Omega(s\log(n))$ samples, which is nearly optimal up to a logarithmic factor. Consequently, the total sample complexity of many non-convex sparse phase retrieval algorithms can be reduced to $m = \Omega(s\log n)$ as long as $\bar{s} = \mathcal{O}(1)$. Moreover, the truncated power method has a better theoretical sample complexity than HWF to obtain a $\delta$-close initial guess $\tilde{x}$ (i.e., $\text{dist}(x, \tilde{x}) := \min\{\|x - \tilde{x}\|_{\ell_2}, \|x + \tilde{x}\|_{\ell_2}\} \leq \delta\|x\|_{\ell_2}$). See table 1 for a comparison of theoretical results of different initialization methods. We will demonstrate by experimental results the superior performance of the proposed methods over other initialization methods.
1.2. Notations and outline

We use boldface capital and lower-case for matrices and vectors respectively (e.g. $A$ and $x$). We use square brackets with subscripts (e.g. $[A]_{ij}, [x]_i$) or Roman letters (e.g. $A_j, x_i$) to represent the corresponding entries of matrices and vectors. We use $A_T$ or $[A]_T$ to denote the sub-matrix of $A$ whose columns and rows are indexed by $T$ and $x_T$ the sub-vector of $x$. We denote $\| \cdot \|_{\ell_p}$ the $\ell_p$-norm for vectors, i.e. $\|x\|_{\ell_p} = (\sum_{i=1}^n |x_i|^p)^{\frac{1}{p}}$ for all $0 < p < +\infty$. The notation $\|x\|_{\ell_0}$ stands for the number of non-zero entries of $x$, and $\|x\|_{\ell_\infty}$ is the largest entry of $x$ in absolute value. Denote $\| \cdot \|_{F}$ the Frobenius norm and $\| \cdot \|$ the operator norm of matrices. For any $1 \leq \alpha \leq 2$, the Orlicz norm of a random variable is defined by $\|X\|_{\psi_\alpha} := \min\{K > 0 : E\exp\{\|X/K\|^\alpha\} \leq 2\}$. Throughout, we use $\Omega(\cdot)$ for asymptotic lower bounds, $O(\cdot)$ for upper bounds, and $\Theta(\cdot)$ for both lower and upper bounds, i.e. $m = \Omega(f(s))$ means $\|m/f(s)\| \geq C$ for some universal constant $C > 0$ when $s$ is sufficiently large and $m = O(f(s))$ means $\|m/f(s)\| \leq C'$ for some universal constant $C' > 0$ when $s$ is sufficiently large, and $m = \Theta(f(s))$ means $C'' \leq \|m/f(s)\| \leq C'''$ for some universal constants $C'', C'''> 0$ when $s$ is sufficiently large.

Let $S^n = \{A \in \mathbb{R}^{n \times n} : A^T = A\}$ denote the set of symmetric matrices. For any $A \in S^n$, we denote its eigenvalues by $\lambda_{\min}(A) = \lambda_n(A) \leq \cdots \leq \lambda_1(A) = \lambda_{\max}(A)$, and we use $\rho(A)$ to denote the spectral norm of $A$, i.e. $\rho(A) = \max\{|\lambda_1(A)|, |\lambda_n(A)|\}$. Also, we define the largest and smallest $s$-sparse eigenvalue by

$$
\lambda_{\max}(A,s) = \max_{w \in \mathbb{R}^n, \|w\|_{\ell_0} \leq s, \|w\|_{\ell_2} \leq 1} w^T A w, \quad \lambda_{\min}(A,s) = \min_{w \in \mathbb{R}^n, \|w\|_{\ell_0} \leq s, \|w\|_{\ell_2} \leq 1} w^T A w,
$$

respectively, and

$$
\rho(A,s) := \max\{|\lambda_{\min}(A,s)|, |\lambda_{\max}(A,s)|\}.
$$

We denote $x_{\max} = \|x\|_{\ell_\infty}, y = [y_1, y_2, \ldots, y_m]^T,$ and $\{e_j\}_{j=1}^n$ is the standard basis vectors of $\mathbb{R}^n$.

The rest of the paper is organized as follows. We introduce the proposed algorithms in section 2. Our main theoretical results are presented in section 3, and their proofs are given in section 4. In section 5, we provide some numerical experiments to demonstrate the performance of the proposed algorithms.

2. Algorithms

For non-convex algorithms, the desired initial guess should be sufficiently close to the ground truth (up to a global phase). In this section, we propose two algorithms that provide accurate initialization for non-convex sparse phase retrieval, using as few samples as possible. The first algorithm is a truncated power method [54] in section 2.3. The second algorithm is a modified spectral initialization in section 2.4, which is a modification of the spectral method [25, 50] and also a special case of truncated power method without the refinement step. For completeness, we first briefly review spectral methods for phase retrieval in section 2.1 and sparse phase retrieval in section 2.2.

2.1. Spectral initialization for general phase retrieval

The standard spectral method is designed to initialize general non-convex phase retrieval algorithms without the sparsity assumption. It constructs the following matrix

$$
Y = \frac{1}{m} \sum_{i=1}^m y_i^2 a_i a_i^T.
$$

(4)
It is easy to check that, when the measurement vectors \( a_i, i = 1, \ldots, m \), are i.i.d. random Gaussian, the expectation of \( Y \) is given by
\[
EY = \|x\|^2_2 I + 2xx^T.
\]
(5)
So, any principal eigenvector of \( EY \) is a multiple of \( x \). Therefore, when \( Y \) has a high concentration around its expectation, a principle eigenvector of \( Y \) with a suitable length provides a good approximation to the underlying signal \( x \), and hence a good initialization for phase retrieval algorithms. To improve the accuracy and reduce the sample complexity, instead of \( Y \) itself, one may consider its truncated version
\[
\bar{Y}_0 = \frac{1}{m} \sum_{i=1}^{m} y_i^2 a_i a_i^T I_{\{l \leq \|x\|_2 \leq u\}},
\]
(6)
where \( 0 \leq l < 1 \leq u \) are the truncation parameters. It can still be shown (see lemma 3) that any principle eigenvector of \( E\bar{Y}_0 \) is a multiple of \( x \). However, the quantity \( \|x\|_2 \) is not available in the observed data, and one may use
\[
\nu = \left( \frac{1}{m} \sum_{i=1}^{m} y_i^2 \right)^{1/2}
\]
as an estimation of \( \|x\|_2 \) (see lemma 2). Therefore, instead of \( \bar{Y}_0 \), we shall use the empirical estimation \( \bar{Y} \) defined as follows
\[
\bar{Y} = \frac{1}{m} \sum_{i=1}^{m} y_i^2 a_i a_i^T I_{\{l \leq \|y_i\| \leq u\}}.
\]
(8)
Since truncation leads to bounded random variables, \( \bar{Y} \) has a higher concentration around its expectation than \( Y \). Thus, an eigenvector of \( \bar{Y} \) with a suitable length gives a better approximation to \( x \) than \( Y \). In this way, we obtain spectral initialization and its variants for general phase retrieval. It can be shown that \( m = \Omega(n \log n) \) [31, lemma 5] (resp. \( m = \Omega(n) \) [17, proposition C.1]) samples are sufficient to guarantee the spectral initialization with \( Y \) (resp. \( \bar{Y} \)) to obtain a desired initial guess, for general underlying signal \( x \) without sparsity assumption. Spectral methods based on \( Y \) and \( \bar{Y} \) are widely used and achieve order-wisely near-optimal sample complexity, but they may not provide the tightest estimates in terms of the over-sampling ratio \( m/n \).

An interesting question is how to perform so-called weak recovery by producing an estimator that is positively correlated with the underlying signal \( x \) using an optimal ratio \( m/n \). One way to achieve this is by applying a preprocessing function \( \Gamma(y_i) \) to \( y_i \) and constructing the matrix \( \sum_{i=1}^{m} \Gamma(y_i) a_i a_i^T \) instead of using \( Y \) or \( \bar{Y} \). By carefully examining the underlying statistical models, previous work [30, 36] has provided an asymptotic characterization of spectral initialization, indicating that the preprocessing function \( \Gamma(y_i) \) that optimizes the minimum ratio \( m/n \) required for weak recovery can be determined analytically. In the following, we consider spectral methods under sparsity assumption to further reduce the sample complexity.

2.2. Spectral initialization for sparse phase retrieval

When \( x \) is \( s \)-sparse, the sample complexity can be reduced significantly by exploiting the sparsity prior of \( x \). The main idea is to separately estimate the support and non-zeros of \( x \). If the support \( \mathcal{S} = \text{supp}(x) \) is known or estimated, then \( E(Y|S) \) (or its variants such as \( E(Y|\overline{S}) \)) has \( x_S \) as its principle eigenvectors. Based on this observation, spectral initialization in existing sparse phase retrieval methods first estimates an index set \( \mathcal{S} \) as the support of the initial guess and then sets a rescaled principal eigenvector of \( [Y|_{\mathcal{S}}] \) (or its variants) as non-zeros of...
the initial estimate (see [25, 50]). Only a small principal submatrix of \( Y \) (or its variants) is involved in the procedure, and a high concentration of this small random submatrix suffices to give an accurate initialization. Since it is much easier to concentrate a small random matrix than a larger one, much fewer samples are required in spectral initialization for sparse phase retrieval.

In existing approaches [25, 50], the magnitudes of the diagonal entries of \( Y \) are used to estimate \( S \). By a simple calculation, the expectation of diagonal entries of \( Y \) satisfy

\[
|\mathbb{E}[Y]_{jj}| = \begin{cases} 
\|x\|_2^2 + 2\gamma_j^2, & j \in S, \\
\|x\|_2^2, & j \in S^c.
\end{cases}
\]  

(9)

Statistically, the diagonal entries on \( S \) are larger than those on \( S^c \). Thus, one simply chooses the set of indices of top-\( s \) entries of \( Y \) as an estimation \( \hat{S} \) of \( S \), i.e.

\[
\hat{S} = \{ \text{indices of top } s \text{ elements of } |Y|_{jj} \text{ in absolute value} \}.
\]  

(10)

However, this approach of estimating \( \hat{S} \) results in a spectral initialization with sample complexity \( m = \Omega(s^2 \log n) \) [25]. Though this sample complexity is better than \( m = \Omega(n \log n) \) in general phase retrieval, it is still unnecessarily large and not optimal in \( s \).

Actually, the sample complexity of this approach is governed by the gap between diagonals \( |\mathbb{E}[Y]_{jj}| \) for \( j \in S \) and \( j \in S^c \) as in the following

\[
\gamma_0 := \frac{1}{2} \left( \min_{j \in S} |\mathbb{E}[Y]_{jj}| - \max_{j \in S^c} |\mathbb{E}[Y]_{jj}| \right) = \min_{j \in S} |x_j|^2.
\]  

(11)

If \( \max_j |\mathbb{E}[Y]_{jj} - |Y|_{jj}| \leq \gamma_0 \), then, for any \( j \in S \) and \( j' \in S^c \),

\[
|Y|_{jj} \geq |\mathbb{E}[Y]_{jj}| - |\mathbb{E}[Y]_{jj} - |Y|_{jj}| \geq |\mathbb{E}[Y]_{jj} - \gamma_0 \\
\geq |\mathbb{E}[Y]_{jj'} + \gamma_0 | \geq |\mathbb{E}[Y]_{jj'}| + |\mathbb{E}[Y]_{jj'} - |Y|_{jj'}| \geq |Y|_{jj'},
\]

which together with (10) implies \( \hat{S} = S \); otherwise, those indices \( j \in S \) satisfying \( |\mathbb{E}[Y]_{jj} - |Y|_{jj}| > \gamma_0 \) might be missed in \( \hat{S} \). Therefore, the gap \( \gamma_0 \) is the tolerance of the concentration error \( |\mathbb{E}[Y]_{jj} - |Y|_{jj}| \) for an accurate \( \hat{S} \) and an accurate initial estimation. The larger gap \( \gamma_0 \), the larger tolerance of \( |\mathbb{E}[Y]_{jj} - |Y|_{jj}| \), and the fewer samples required. When random Gaussian measurement vectors are used, it can be shown that \( \gamma_0 \) in (11) finally leads to the sample complexity \( m = \Omega(s^2 \log n) \) for spectral initialization [25].

2.3. Truncated power method

To further reduce the sample complexity, we introduce a new initialization method, which is a truncated power method [54] with a modified spectral initialization.

2.3.1. Sparse principal component analysis (sparse PCA) problem. Our algorithm is based on the following proposition, which characterizes \( x \) as the solution of a sparse eigenvector problem.

**Proposition 1.** Any solution to the following optimization problem is a multiple of \( x \):

\[
\max_w \mathbf{w}^T(\mathbf{E}Y)\mathbf{w} \quad \text{s.t.} \quad \|w\|_2 = 1, \quad \|w\|_0 \leq s,
\]

(12)

where \( \mathbf{Y} \) is the matrix defined in (4).
Proof. Let the support of the variable $w$ in (12) be $T$. Then $T$ is a subset of $[n]$ satisfying $|T| \leq s$, and the objective function is rewritten as $w^T (\mathbb{E}Y) w = w^T [\mathbb{E}Y]_T w_T$ with $\|w_T\|_2 = 1$. Therefore, (12) is equivalent to

$$\max_{|T| \leq s} \max_{\|w\|_2 = 1} \nu^T [\mathbb{E}Y]_T \nu. \quad (13)$$

Using the variational property of eigenvalues of symmetric matrices, the optimal value of the inner maximization is the maximum eigenvalue of $[\mathbb{E}Y]_T$, which by (4) is $\|x_T\|_2^2 + 2$. Thus, (12) is further equivalent to

$$\max_{|T| \leq s} \|x_T\|_2^2 + 2.$$ 

The optimal value of the above optimization is obviously $\|x_S\|_2^2 + 2$, which is attained at $T = \bar{S}$. Since the maximum eigenvalue of $[\mathbb{E}Y]_S$ is simple and the corresponding eigenvectors are multiples of $x_S$, solutions to (13) are $T = \bar{S}$ and $\nu$ being multiples of $x_S$, which eventually implies that solutions to the original problem (12) are multiples of $x$.

Like the spectral method, we replace the expectation in (12) with its truncated empirical version $\bar{Y}$, and we solve the following quadratic maximization problem on the unit sphere with a sparsity constraint:

$$\max w^T \bar{Y} w, \quad \text{s.t. } \|w\|_2 = 1, \|w\|_0 \leq s. \quad (14)$$

Problem (14) aims to find an $s$-sparse principal eigenvector of $\bar{Y}$. It is called a sparse PCA problem and has been studied in the literature [26, 32, 35, 54]. Let $x_0$ be $\nu$ (defined in (7)) times a solution to the problem (14). Then, it has been shown in [29] that $\Omega(s \log n)$ samples are sufficient to guarantee $x_0$ is a desired initial guess for non-convex algorithms. Various algorithms are available for solving (14) in the studies, e.g. [3, 26, 32, 35, 54]. However, the sparse PCA problem is known to suffer from a statistical-to-computational gap, and any computationally efficient method must pay a statistical price, even under natural distributional assumptions [5]. For instance, in [3], a convex relaxation is used to overcome the computational challenge and achieve a practical (polynomial time) algorithm, but this approach requires $\Omega(s^2 \log(n/s))$ samples. Therefore, the proposed algorithm for sparse PCA also faces a statistical-computational trade-off and has a bottleneck of $\Omega(s \log n)$. Meanwhile, the algorithms for sparse PCA are not tailored for our problem, and their empirical and theoretical performance is not clear in sparse phase retrieval.

2.3.2. Truncated power iteration. We adopt the truncated power method [54] to solve the sparse PCA problem (14). We also provide the theoretical sample complexity to produce the desired initialization for non-convex sparse phase retrieval algorithms, showing that the truncated power method achieves a nearly optimal sample complexity when the underlying signal contains only very few significant components.

The truncated power method extends the popular power method to the case where the target principle eigenvector is sparse. The standard power method is to find a principal eigenvector of a given matrix, say $Y$, by solving (14) without the sparsity constraint. The iteration is

$$w_t = \bar{Y} w_{t-1}^0, \quad w_0^0 = \frac{w_t}{\|w_t\|_2}.$$ \quad (15)

It can be proved that, under mild assumptions, the angle between $w_t$ and the principal eigenvector of $Y$ converges to 0. However, the power method generally gives a dense principal eigenvector. To obtain a sparse principal eigenvector via (14), we modify (15) by applying
a truncation operator to sparsify the iteration vector. More specifically, we define a truncation operator

\[ T_j(w) : \text{keep the top } j \text{ entries of } w \text{ in absolute values and set others to be 0}, \]

and generate a sequence \( \{w^0_t\}_{t=0,1,...} \) by

\[ w_t = T_j(Yw^0_{t-1}), \quad w^0_t = \frac{w_t}{\|w_t\|_{\ell_2}}. \]

The above iteration is the truncated power method [54]. At each iteration, the truncated power method uses the truncation operator \( T_j \) to ensure that the iteration vector is \( s \)-sparse while aligning with the principal eigenspace of an order-\( s \) principal minor of \( Y \).

2.3.3. Initial \( \bar{w}^0 \). Provided a proper \( \bar{w}^0 \), linear convergence of the truncated power method has been proved in [54] under certain conditions. However, the theoretical result developed in [54] is for general purpose, and the conditions for convergence cannot work trivially for our problem. Also, the requirement on \( \bar{w}^0 \) is stringent and does not link directly to the sample complexity. Moreover, the efficiency of the truncated power method depends on \( \bar{w}^0 \), and it is challenging to construct a good \( \bar{w}^0 \).

To address this, we introduce a new method to produce the initial \( \bar{w}^0 \) for the truncated power method in our case. We aim to find a unit vector \( \bar{w}^0 \) to align with \( x \) well. Spectral initialization [25, 50] presented in section 2.2 is also applicable here but leads to unnecessarily large sample complexity, as mentioned. Therefore, we modify the spectral initialization to produce \( \bar{w}^0 \). Recall that the spectral initialization first estimates the support of \( x \) by taking the indices set \( \hat{S} \) of the top \( s \) diagonal entries of \( Y \) (see (9) and (10)) and then use a rescaled eigenvector of \( [Y]_{\hat{S}} \) to approximate non-zero entries of \( x \). Following [53], instead of the diagonal entries, we use the indices of the \( s \) largest number of entries of \( Ye_{j_0} \) in absolute value as \( \hat{S} \), where \( j_0 \) is the index that \( Y_{j_0} \) achieves maximum. Our choice of \( \hat{S} \) is based on the observation that

\[ ||[EY_{j_0}]_i|| = \begin{cases} 2s_{j_0}^2 + ||x||_2^2, & \text{if } j = j_0, \\ 2|x_{j_0,j}|, & \text{if } j \in S \setminus \{j_0\}, \\ 0, & \text{if } j \in S^c. \end{cases} \]  

(17)

The result in (17) indicates that \( ||[EY_{j_0}]_i|| \) is statistically larger at indices \( j \in S \) than that at \( j \in S^c \), as long as \( j_0 \in S \) (which is proved later in lemma 6 under mild conditions). Thus, we use the estimation

\[ \hat{S} = \{ \text{indices of top } s \text{ elements of } Ye_{j_0} \text{ in absolute value} \} \]

as the support of \( \bar{w}^0 \). Then, similar to the standard spectral initialization, we set a unit principle eigenvector of \( [Y]_{\hat{S}} \) as non-zeros of \( \bar{w}^0 \).

Compared to the spectral initialization, (18) gives a more accurate \( \hat{S} \) and uses fewer samples. Similar to the argument in section 2.2, the sample complexity of our method for \( \bar{w}^0 \) depends on the following gap

\[ \gamma_1 = \frac{1}{2} \left( \min \{ ||[EY_{j_0}]_i|| : j \in S \} - \max \{ ||[EY_{j_0}]_i|| : j \in S^c \} \right) = |x_{j_0}| \cdot \min \{ |x_j| \}. \]

A larger gap \( \gamma_1 \) leads to a smaller sample complexity. As we will show, we can always find \( j_0 \) such that \( |x_{j_0}| \geq \frac{1}{2} ||x||_{\ell_\infty} \) with high probability. When \( ||x||_{\ell_\infty} \) is significantly larger than \( \min_{j \in S} |x_j| \), the gap \( \gamma_1 \) depends only linearly on \( \min_{j \in S} |x_j| \), which improves order-wisely the gap \( \gamma_0 \) in the original spectral initialization. Therefore, our method for \( \bar{w}^0 \) requires order-wisely
fewer samples than the original spectral initialization. Indeed, we will show later that, when \( \|x\|_{\ell_\infty} \) is as large as \( O(\|x\|_{\ell_2}) \), our method requires only \( \Omega(s \log n) \) samples to produce a good \( \mathbf{w}_0^0 \) for the truncated power method and even for non-convex sparse phase retrieval algorithms.

2.3.4. Full algorithm of the truncated power method. With the initial \( \mathbf{w}_0^0 \), we then perform the main iteration (16) in the truncated power method. To improve the accuracy, we slightly increase the sparsity from \( s \) to \( s' \) during the main iteration to search the principal component on slightly larger support. More explicitly, we replace \( T_s \) in (16) with \( T_{s'} \). After the main iteration, we need to project the result back to the \( s \)-sparse set to obtain the final output of our truncated power iteration as the initialization of any non-convex sparse phase retrieval algorithm. The details of the full algorithm are summarized in algorithm 1.

Algorithm 1. Truncated Power Method Initialization

\[
\begin{align*}
\text{Input} & \quad \text{Measurement vectors and observations } \{a_i, y_i\}_{i=1}^m, \text{ the sparsity } s, \text{ parameter } s', \text{ maximum iteration } t_{\text{max}}. \\
\text{Compute} & \quad \{Y_{jj}\}_{j=1}^n \text{ and set } j_0 = \arg \max_{1 \leq j \leq n} Y_{jj}. \\
\text{Set} & \quad \tilde{S} \text{ be the set with top } s \text{ elements of } Y_{j_0} \text{ in absolute value.} \\
\text{Form} & \quad [\tilde{Y}]_{\tilde{S}} \text{ and set } \mathbf{w}_0^0 \text{ be the top singular vector of the matrix } [\tilde{Y}]_{\tilde{S}} \text{ of unit length.} \\
\text{for} & \quad t = 1, \ldots, t_{\text{max}} \text{ do } \\
& \quad \mathbf{w}_t = T_{s'} ([\tilde{Y}]_{[\tilde{S}]} \mathbf{w}_t^0 - 1) \\
& \quad \mathbf{w}_t^0 = \mathbf{w}_t / \|\mathbf{w}_t\|_{\ell_2} \\
\text{end for} \\
\text{Output} & \quad \tilde{x}_0 = T_s (\mathbf{w}_{t_{\text{max}}}^0) \\
\end{align*}
\]

\( \nu \tilde{x}_0 \) with \( \nu \) in (7).

2.4. Modified spectral initialization

As mentioned in section 2.3.3, the modified spectral initialization for the truncated power method improves the standard spectral initialization for non-convex sparse phase retrieval. Therefore, the modified spectral initialization can also be used to initialize non-convex sparse phase retrieval. We obtain a modified spectral method summarized in algorithm 2. A similar idea by using the set with top \( s \) elements of \( Y_{j_0} \) in absolute value was adopted in [53]. However, their theory was established based on some lower bound assumption on \( x_{\text{min}} \), which allows only a very small dynamic range of the nonzero entries of the underlying signal. We will show that this assumption is not necessary.

Algorithm 2. Modified Spectral Initialization

\[
\begin{align*}
\text{Input} & \quad \text{Measurement vectors and observations } \{a_i, y_i\}_{i=1}^m, \text{ the sparsity } s. \\
\text{Compute} & \quad \{Y_{jj}\}_{j=1}^n \text{ and set } j_0 = \arg \max_{1 \leq j \leq n} Y_{jj}. \\
\text{Set} & \quad \tilde{S} \text{ be the set with top } s \text{ elements of } Y_{j_0} \text{ in absolute value.} \\
\text{Form} & \quad [\tilde{Y}]_{\tilde{S}} \text{ and set } \tilde{x}_0^0 \text{ be the top singular vector of the matrix } [\tilde{Y}]_{\tilde{S}} \text{ of unit length.} \\
\text{Output} & \quad x = \nu \tilde{x}_0^0 \text{ with } \nu \text{ in (7).} \\
\end{align*}
\]

As we shall see in the rest of the paper, theoretical guarantees and numerical experiments confirm that algorithm 2 can also achieve a nearly optimal sample complexity but with a larger constant than algorithm 1, under a suitable assumption on the underlying signal.
3. Theoretical results

In this section, we provide theoretical results on both algorithms 1 and 2. We will show that our algorithms are guaranteed to provide the desired estimation for non-convex sparse phase retrieval algorithms with a low sample complexity. We also discuss the significance of our theoretical results compared to existing results in the literature.

3.1. Theoretical guarantee and sample complexity

Like most of the theories of non-convex sparse phase retrieval, we assume that the measurement vectors \( \{ \mathbf{a}_i \}_{i=1}^m \subset \mathbb{R}^n \) are i.i.d. random Gaussian with mean the \( \mathbf{0} \) vector and covariance the identity matrix. Under this assumption, the refinement stage of most non-convex sparse phase retrieval algorithms requires an initialization \( \hat{x} \) that is \( \delta \)-close to \( x \), i.e. \( \text{dist}(x, \hat{x}) \leq \delta \|x\|_{\ell_2} \) for some universal constant \( \delta \in (0, 1) \).

To present our result, we recall that the stable sparsity of \( x \) is defined by
\[
\hat{s}_x := \frac{\|x\|_{\ell_2}}{\|x\|_{\ell_\infty}}
\]
and it is clear that \( \hat{s}_x \in [1, s] \). When there are only very few non-zero entries significantly larger than others in absolute value, the stable sparsity counts only large non-zero entries but not small ones. Therefore, stable sparsity is a more accurate quantity than sparsity to describe the number of significant non-zero entries of a vector.

Since the modified spectral initialization algorithm 2 is a simplification of the truncated power method initialization algorithm 1, we first give our theoretical result on the simpler version algorithm 2. Our result states that the output of algorithm 2 with \( m = \Omega \left( \frac{1}{\delta^2} \left( \hat{s}_x s \right)^{1/2} \log^3 n, \hat{s}_x s \log n \right) \) Gaussian measurements is guaranteed to stay in a \( \delta \)-neighborhood of \( x \) with high probability. We summarize the result in the following theorem, whose proof is relegated to section 4.2.

**Theorem 1 (Desired initialization guarantee of algorithm 2).** Let \( x \in \mathbb{R}^n \) be an \( s \)-sparse vector. Let \( y_i = [\langle a_i, x \rangle], i = 1, \ldots, m \), be \( m \) phaseless measurements of \( x \) without noise, where \( \mathbf{a}_i \sim N(0, I_n) \), \( i = 1, \ldots, m \). There exist universal constants \( l, u, s, \) and \( C > 0 \) such that: for any \( \delta \in (0, 1) \), if \( m \geq C \max \{ \frac{1}{\delta^2} \left( \hat{s}_x s \right)^{1/2} \log^3 n, \hat{s}_x s \log n \} \), then with probability exceeding \( 1 - 5m^{-1} n^{-1} \), the output of algorithm 2 with truncation parameters \( l, u \) satisfies \( \text{dist}(x, \hat{x}) \leq \delta \|x\|_{\ell_2} \).

We then give our theoretical result on algorithm 1, the truncated power method initialization. We summarize the result in the following theorem 2 and postpone the proof to section 4.3. Our result reveals that we can further reduce the sample complexity to \( m = \Omega \left( \max \{ \left( \hat{s}_x s \right)^{1/2} \log^3 n, \hat{s}_x s \log n, \delta^{-2} \hat{s}_x s \log n \} \right) \) to produce a \( \delta \)-close initial estimation by using algorithm 1.

**Theorem 2 (Desired initialization guarantee of algorithm 1).** Let \( x \in \mathbb{R}^n \) be an \( s \)-sparse vector. Let \( y_i = [\langle a_i, x \rangle], i = 1, \ldots, m \), be \( m \) phaseless measurements of \( x \) without noise, where \( \mathbf{a}_i \sim N(0, I_n) \), \( i = 1, \ldots, m \). There exist universal constants \( l, u, s, \) and \( C, C_1 > 0 \) such that: for any \( \delta \in (0, 1) \), if \( m \geq C \max \{ \left( \hat{s}_x s \right)^{1/2} \log^3 n, \hat{s}_x s \log n, \delta^{-2} \hat{s}_x s \log n \} \) then with probability exceeding \( 1 - 5m^{-1} n^{-1} \), the output of algorithm 2 with parameters \( l, u, \) \( s' = C_1 s, \) and \( t_{\text{max}} = O \left( \log (\delta^{-1}) \right) \) satisfies \( \text{dist}(x, \hat{x}) \leq \delta \|x\|_{\ell_2} \).

If we focus on the regime when \( s = \Theta (n^{\sigma}) \) for some \( \sigma \in (0, 1) \), then the required sample size in algorithms 2 and 1 are respectively \( \Omega \left( \delta^{-2} \hat{s}_x s \log n \right) \) and \( \Omega \left( \max \{ \hat{s}_x, \delta^{-2} \} s \log n \right) \). In most
non-convex sparse phase retrieval algorithms, the radius $\delta$ of the local convergence basin in the refinement stage is a small constant (e.g. for HTP $[11]$, $\delta = \frac{1}{s}$). When $\hat{s} \geq \delta^{-2}$, the sample complexity is improved from $\Omega(\delta^{-2}\bar{s}\log n)$ to $\Omega(\bar{s}\log n)$.

In this case, the improvement by algorithm 1 is significant—the coefficient before $s\log n$ is reduced from $\delta^{-2}\bar{s}$ to $\bar{s}$. In general, the coefficient in front of $s\log n$ is enhanced from $\bar{s}\delta^{-2}$ to the maximum of $\bar{s}$ and $\delta^{-2}$. This improvement makes algorithm 1 has better numerical performance than algorithm 2. Therefore, in the following, we mainly compare algorithm 1 with others.

As mentioned earlier above, the global sample complexity of most two-stage non-convex algorithms is dominated by the initialization stage. Therefore, the sample efficiency of many two-stage algorithms can be improved when combined with the proposed initialization methods. Examples of such algorithms are SPARTA $[50]$, CoPRAM $[25]$, thresholding/projected Wirtinger flow $[14, 42]$, SAM $[10]$ and HTP $[11]$, to just name a few. We use the two-stage HTP algorithm $[11]$ as a typical example to illustrate this. When combined with the local refinement algorithm HTP $[11]$, algorithm 1, we then have the two-stage algorithm (described in algorithm 3 for completeness). Also, to empirically get a better estimate, similar to $[53]$, for the truncated power method (TP) and modified spectral method, we can further implement a multiple-restarted version. The details are given in algorithm 4. We give the sample complexity of the algorithm in the following corollary.

**Corollary 1.** Assume the measurement vectors $\{a_i\}_{i=1}^m$ are i.i.d. Gaussian random and the phaseless measurements $\{y_i = \langle a_i, x \rangle\}_{i=1}^m$ are noiseless. Then, algorithm 3 is guaranteed to have an exact recovery of $x$ in at most $K \leq \mathcal{O}(\log m + \log(\|x\|_2/\sigma_{\min}))$ local refinement iterations with high probability, provided $m = \Omega(\max\{s, \bar{s}\}^{1/2}\log^2 n, s, \bar{s}\log n, \delta^{-2}s\log n\)}$.

**Proof.** It is a direct consequence of $[11]$, theorem 1 and theorem 2.

Compared to the recovery guarantee in $[11]$, theorem 2, which requires $m = \Omega(\delta^{-2}s^2\log(n))$, corollary 1 indicates that our approach is more sample-efficient. In particular, when $s = \Theta(n^\sigma)$ for some $\sigma \in (0, 1)$ and $x$ contains only a few large entries in absolute value so that $\hat{s} = \mathcal{O}(1)$, the sample complexity of our algorithms is $\Omega(s\log n)$, which is nearly optimal. Since our methods algorithms 1 and 2 can initialize the refinement stage of any aforementioned non-convex sparse phase retrieval algorithms, the improvement in sample complexity also holds for them.

**Algorithm 3.** Two-Stage HTP with TP Initialization

1. Input: Data $\{(a_i, y_i)\}_{i=1}^m$, step size $\mu > 0$ (e.g. $\mu = 0.95$).
2. // Initialization:
3. Let $x_0 = \bar{x}$ be the initial guess produced by algorithm 1.
4. // Local refinement updates:
5. for $k = 0, 1, \ldots, K - 1$ do
6. $z_{k+1} = Ax_k$, where $A = [a_1, \ldots, a_m]^\top$
7. $S_{k+1} = \text{supp}\left(T_{\mu}(x_k + \mu A^\top(y \odot \text{sgn}(z_{k+1}) - z_{k+1}))\right)$
8. $x_{k+1} = \arg\min_{\text{supp}(x) \subseteq S_{k+1}} \frac{1}{2}\|Ax - y \odot \text{sgn}(z_{k+1})\|_2^2$
9. end for
10. Output $x_K$. 
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52 initialized algorithms is initialized algorithms with other existing initialization methods. Especially, a summary of the comparison of different initialization algorithms under the combined with a few steps of Hardmard Wirtinger flow, and requires fewer samples than the spectral initialization. We has a lower sample complexity than algorithm 2, we compare only algorithm 1 with other existing initialization methods.

To make the comparison more clearly, we assume \( \hat{s}_x \geq \delta^{-2} \) so that the sample complexity of our truncated power method initialization algorithm 1 is \( m = \Omega(\hat{s}_x s \log n) \) to produce a \( \delta \)-close approximation to \( x \). In [50], the sample complexity of the spectral initialization is \( m = \Omega(\delta^{-2} s^2 \log(n)) \) with an additional assumption \( \min_{i \in S} |x_i| \geq \|x\|_{\ell^1}/\sqrt{s} \) on the underlying signal. Later, [25] removed the additional assumption on the minimum entry. Since \( \hat{s}_x \leq s \), our algorithm 1 requires fewer samples than the spectral initialization. Especially, when there are only very few significant components in \( x \) such that \( \hat{s}_x = O(1) \), the sample complexity of algorithm 1 is \( m = \Omega(s \log n) \), which is optimal in \( s \) and order-wisely better than \( m = \Omega(s^2 \log(n)) \) in [25, 50]. Recently, [53] proposed a new initialization method that is a multiple run of algorithm 2 combined with a few steps of Hardmard Wirtinger flow, and the sample complexity of its initialization is \( m = \Omega(\delta^{-2} \hat{s}_x s \log(n)) \) under the assumption that \( \min_{i \in S} |x_i| \geq \|x\|_{\ell^1}/\sqrt{s} \). On the contrary, algorithm 1 not only achieves the same order of sample complexity without any assumption on \( x \), but also improves dependency on \( \delta \) and \( \hat{s}_x \) from \( \delta^{-2} \hat{s}_x \) to \( \Omega(\delta^{-2} \hat{s}_x) \). Since \( \delta \) is usually a small constant in various non-convex algorithms, this improvement is significant, which makes algorithm 1 initialized algorithms outperform others.

The sample complexity of our algorithms is \( \Omega(\hat{s}_x s \log n) \), which contains an additional term \( \hat{s}_x \) compared to the unconditionally optimal sample complexity \( \Omega(s \log n) \). It is unlikely that we can remove this additional term. Indeed, similar phenomenon exists ubiquitously non-convex algorithms in the literature, such as low rank matrix recovery [44, 52] or low rank tensor recovery [12, 41, 45]. For example, in the matrix case, we can analogously define the stable rank of a rank-\( r \) matrix \( M \in \mathbb{R}^{n \times n} \) as \( \text{sr}(M) := \|M\|_{F}/\|M\|. \) It is trivial to see \( \text{sr}(M) \in [1, r] \).

3.2. Discussion on sample complexity

The sample complexity of algorithms 1 and 2 beats all existing initialization algorithms. We show in table 1 a summary of the comparison of different initialization algorithms under the regime when \( s = \Theta(n^\sigma) \) for some \( \sigma \in (0, 1) \). Since algorithm 1 has a lower sample complexity than algorithm 2, we compare only algorithm 1 with other existing initialization methods.

The stability of our truncated power method initialization algorithm 1 is \( m = \Omega(s \log n) \), which is optimal in \( s \) and order-wisely better than \( m = \Omega(s^2 \log(n)) \) in [25, 50]. Recently, [53] proposed a new initialization method that is a multiple run of algorithm 2 combined with a few steps of Hardmard Wirtinger flow, and the sample complexity of its initialization is \( m = \Omega(\delta^{-2} \hat{s}_x s \log(n)) \) under the assumption that \( \min_{i \in S} |x_i| \geq \|x\|_{\ell^1}/\sqrt{s} \). On the contrary, algorithm 1 not only achieves the same order of sample complexity without any assumption on \( x \), but also improves dependency on \( \delta \) and \( \hat{s}_x \) from \( \delta^{-2} \hat{s}_x \) to \( \Omega(\delta^{-2} \hat{s}_x) \). Since \( \delta \) is usually a small constant in various non-convex algorithms, this improvement is significant, which makes algorithm 1 initialized algorithms outperform others.

The sample complexity of our algorithms is \( \Omega(\hat{s}_x s \log n) \), which contains an additional term \( \hat{s}_x \) compared to the unconditionally optimal sample complexity \( \Omega(s \log n) \). It is unlikely that we can remove this additional term. Indeed, similar phenomenon exists ubiquitously non-convex algorithms in the literature, such as low rank matrix recovery [44, 52] or low rank tensor recovery [12, 41, 45]. For example, in the matrix case, we can analogously define the stable rank of a rank-\( r \) matrix \( M \in \mathbb{R}^{n \times n} \) as \( \text{sr}(M) := \|M\|_{F}/\|M\|. \) It is trivial to see \( \text{sr}(M) \in [1, r] \). Although the degree of freedom of a rank \( r \) matrix is of order \( O(nr) \), the required sample size for all existing non-convex low-rank matrix recovery algorithms is of order \( O(nr^k) \) for some \( k \geq 2 \). The reason is that people usually bound \( \text{sr}(M) \) simply by \( r \), resulting in a sub-optimal order on \( r \). In the low-rank matrix recovery case, we usually focus on the regime when \( r \) is much smaller than \( d \), and the sample size is optimal in \( d \) no matter \( k \). While in the sparse phase retrieval case, the trivial bound on \( \hat{s}_x \) will result in a sub-optimal order on \( s \). Considering the analogy between the stable rank and stable sparsity, we conjecture that there is an information-theoretical gap between the degree of freedom of \( x \) and the actual required sample size. Despite the pessimistic
existence of the gap, our result here requires a much fewer sample size compared to [14, 25, 38, 50] and removes the restriction on $x$ compared with [53].

4. Proofs

In this section, we present the proofs of theorems 1 and 2. We first introduce some technical lemmas in section 4.1. Then theorems 1 and 2 are proved in sections 4.2 and 4.3 respectively.

We introduce some notations that will be used throughout. Recall that the matrices $Y$, $\bar{Y}$, and $Y_0$ are defined in (4), (8), and (6) respectively. Then from lemma 3, we have $\mathbb{E}Y_0 = (\beta - \alpha)x^T + \alpha\|x\|_2^2 I$, where $\beta = \mathbb{E}g^4 \mathbb{I}_{\{t \leq |i| \leq u\}}$, $\alpha = \mathbb{E}g^2 \mathbb{I}_{\{t \leq |i| \leq u\}}$, and $g \sim N(0, 1)$. It can be easily verified there exist universal constants $u \geq 1$ and $l \geq 0$ such that $\beta/\alpha \geq 2$, $\alpha \geq 1/2$ (for example, if we set $u = 10$, $l = 1/2$, then $\beta \approx 2.995, \alpha \approx 0.969$). We shall proceed with the proofs under this choice of $u,l$. We define a matrix

$$E = \bar{Y} - \mathbb{E}Y_0.$$ 

We denote $x^0 = x/\|x\|_2$, the normalized version of $x$.

4.1. Technical lemmas

This section presents some technical lemmas that will be used to prove the theorems.

Lemma 1. Let $u_i \in \mathbb{R}^n$ for $i = 1, 2, 3$, then

$$\text{dist}(u_1, u_2) \leq \text{dist}(u_1, u_3) + \text{dist}(u_2, u_3).$$

Proof. Denote $\sigma_1 := \arg \min_{\sigma \in \{\pm 1\}} \|u_1 - u_3\|_2$. Then using triangle inequality,

$$\text{dist}(u_1, u_2) = \min_{\sigma \in \{\pm 1\}} \|u_1 - \sigma u_2\|_2 \leq \min_{\sigma \in \{\pm 1\}} \left[\|u_1 - \sigma_1 u_3\|_2 + \|\sigma_1 u_3 - \sigma u_2\|_2\right]$$

$$= \text{dist}(u_1, u_3) + \min_{\sigma \in \{\pm 1\}} \|u_2 - \sigma_1 u_3\|_2 = \text{dist}(u_1, u_3) + \text{dist}(u_2, u_1).$$

And this finishes the proof.

Next we then give the concentration bound for $\nu$ defined in (7).

Lemma 2. With probability exceeding $1 - \frac{2}{mn}$, $\nu := \left(\frac{1}{n} \sum_{i=1}^m \gamma_i^2\right)^{1/2}$ has the following concentration:

$$|\nu^2 - \|x\|_2^2| \leq 3 \sqrt{\frac{\log(mn)}{m}} \|x\|_2^2.$$

Proof. Using the concentration for sum of $\chi^2$ random variables (see lemma 4.1 in [27]), we see

$$P\left(|\nu^2 - \|x\|_2^2| \leq 3 \max \left\{\sqrt{t/m}, t/m\right\} \|x\|_2^2\right) \geq 1 - 2e^{-t}.$$ 

Now setting $t = \log(mn)$ and we get the desired result.

Lemma 3. Let $y = \langle a, x \rangle$ for $a \sim N(0, I_m)$. For any $\alpha_2 \geq \alpha_1 \geq 0$, we have

$$\mathbb{E}y^2 a a^T \mathbb{I}_{\{\alpha_1 \|x\|_2 \leq y \leq \alpha_2 \|x\|_2\}} = (\gamma_4 - \gamma_2)xx^T + \|x\|_2^2 \gamma_3 I_n,$$

where $\gamma_k = \mathbb{E}g^k \mathbb{I}_{\{\alpha_1 \|x\|_2 \leq \alpha_2 \|x\|_2\}}$ for $k \in \{2, 4\}$ and $g \sim N(0, 1)$. 
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Proof. Without loss of generality we may assume $\|x\|_{\ell_2} = 1$. Let $g = \langle a, x \rangle$, then $g \sim N(0, 1)$. And the covariance between $a_i$ and $g$ is

$$\text{Cov}(a_i, g) = Ea_i g - E a_i E g = E a_i \sum_{j=1}^n a_j x_j = x_j.$$  

Therefore we may write $a_i$ as $x_i g + t_i$ for some $t_i \sim N(0, 1 - x_i^2)$ that is independent of $g$. Now we first compute the expectations of diagonal entries. For any $i \in [n]$,

$$E_g^2 a_i^2 \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \leq \alpha \}} \leq E_g^2 (x_i g + t_i)^2 \cdot \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \}} = x_i^2 E_g^2 \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \}} + E_g^2 E_g^2 \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \}} = x_i^2 \gamma_4 + (1 - x_i^2) \gamma_2.$$  

As for the off-diagonal entries, for any $i \neq j \in [n]$, we have

$$E_g^2 a_i a_j \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \leq \alpha \}} = E_g^2 (x_i g + t_i)(x_j g + t_j) \cdot \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \}} = x_i x_j \gamma_4 - x_i x_j \gamma_2.$$  

where in the last inequality we have used the fact that $E_g^2 t_i t_j \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \}} = E \left[ t_i E \left[ t_j |x_i| \right] \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \}} |x_i| \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \}} \right] = E \left[ t_i E \left[ t_j |x_i| \right] \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \}} \right] = \frac{2}{\gamma_2} x_i^2 \gamma_4 + \gamma_2 I_n.$

Next, we would like to bound the quantity $\rho(E, s)$, which is defined in (3) and is the maximum spectral norm of all order-$s$ principal minors of $E$.

Lemma 4. With probability exceeding $1 - n^{-s} - \frac{2}{mn}$, for any $t > 0$, there exists absolute constant $C > 0$ such that

$$\rho(E, s) \leq 7t \|x\|_{\ell_2}^2$$

holds as long as $m \geq C s \log n \max\{\frac{m}{t^2}, \frac{2}{t} \}$.

Proof. We decompose $E$ as

$$E = \tilde{Y} - \tilde{Y}_0 + \tilde{Y}_0 - E \tilde{Y}_0.$$  

We first consider $\rho(E_1, s)$. Recall

$$E_1 = \frac{1}{m} \sum_{i=1}^m y_i^2 a_i a_i^T \mathbb{1}_{\{|x_i| \leq \gamma \|x\|_{\ell_2} \}} - \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \|x\|_{\ell_2} \}}.$$  

Consider the event

$$E = \left\{ (1 - c_0) \|x\|_{\ell_2} \leq \nu \leq (1 + c_0) \|x\|_{\ell_2}, \text{ where } c_0 = \frac{3}{m} \left( \frac{\log(nm)}{m} \right)^{1/2} \right\}.$$  

From lemma 2, we see $E$ holds with probability exceeding $1 - \frac{2}{mn}$, Then under $E$, we have

$$\mathbb{1}_{\{|x_i| \leq \gamma \|x\|_{\ell_2} \}} - \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \|x\|_{\ell_2} \}} \leq \mathbb{1}_{\{|(1 - c_0) \|x\|_{\ell_2} |x_i| \leq \|x\|_{\ell_2} \cup |(1 + c_0) \|x\|_{\ell_2} |x_i| \leq \|x\|_{\ell_2} \}} - \mathbb{1}_{\{\|x\|_{\ell_2} \leq \gamma \|x\|_{\ell_2} \}}$$  

$$= \begin{cases} 1, & \text{if } y_i \in [(1 - c_0) \|x\|_{\ell_2}, (1 + c_0) \|x\|_{\ell_2}] \cup [\nu \|x\|_{\ell_2}, \|x\|_{\ell_2} \cup \nu (1 + c_0) \|x\|_{\ell_2}], \\ 0, & \text{otherwise,} \end{cases}$$  
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and
\[
\mathbb{I}\{b \leq s_\nu \leq w\} - \mathbb{I}\{t\|\nu\|_2 \leq a\|\nu\|_2\} \\
\geq \mathbb{I}\{(1+\alpha)\|\nu\|_2 \leq a(1-\alpha)\|\nu\|_2\} - \mathbb{I}\{t\|\nu\|_2 \leq a\|\nu\|_2\} \\
= \begin{cases} 
-1, & \text{if } y_i \in \{t\|\nu\|_2, t(1+\alpha)\|\nu\|_2\} \cup \{a(1-\alpha)\|\nu\|_2, u\|\nu\|_2\}, \\
0, & \text{otherwise.}
\end{cases}
\]

Therefore
\[
\mathbb{I}\{b \leq s_\nu \leq w\} - \mathbb{I}\{t\|\nu\|_2 \leq a\|\nu\|_2\} \\
\leq \mathbb{I}\{(1-\alpha)\|\nu\|_2 \leq t(1+\alpha)\|\nu\|_2\} \\
+ \mathbb{I}\{a(1-\alpha)\|\nu\|_2 \leq u(1+\alpha)\|\nu\|_2\}.
\]

Denote the set of normalized \(s\)-sparse vectors in \(\mathbb{R}^n\) by \(T_s^n = \{w \in \mathbb{R}^n : \|w\|_2 = 1, \|w\|_\infty \leq s\}\). Then for all \(\delta \in (0,1/2)\), there exists a set \(N_\delta\) such that for all \(w \in T_s^n\), there exists \(\tilde{w} \in N_\delta\), \(\supp(w) = \supp(\tilde{w})\) and \(\|w - \tilde{w}\|_2 \leq \delta\) and \(|N_\delta| \leq (\frac{1}{2\delta})^t \leq (\frac{2\alpha}{\delta})^t\) [29]. Then from the definition of \(\rho(E_1, s)\), we see
\[
\rho(E_1, s) = \max_{w \in T_s^n} \mathbb{E}_x \left[ \mathbb{E}_y \left[ \mathbb{I}\{b \leq s_\nu \leq w\} - \mathbb{I}\{t\|\nu\|_2 \leq a\|\nu\|_2\} \right] w \right] \\
\leq \max_{w \in T_s^n} \mathbb{E}_x \left[ \mathbb{E}_y \left[ \mathbb{I}\{(1-\alpha)\|\nu\|_2 \leq t(1+\alpha)\|\nu\|_2\} \\
+ \mathbb{I}\{a(1-\alpha)\|\nu\|_2 \leq u(1+\alpha)\|\nu\|_2\}\right] \right],
\]
where the last inequality follows form (19). Denote
\[
A_1 = \frac{1}{m} \sum_{l=1}^m \gamma_l^2 a^T_l a_l \mathbb{I}\{(1-\alpha)\|\nu\|_2 \leq t(1+\alpha)\|\nu\|_2\},
\]
\[
A_2 = \frac{1}{m} \sum_{l=1}^m \gamma_l^2 a^T_l a_l \mathbb{I}\{a(1-\alpha)\|\nu\|_2 \leq u(1+\alpha)\|\nu\|_2\}.
\]
We first consider
\[
\rho_1 := \max_{w \in T_s^n} w^T A_1 w.
\]
Since \(A_1\) is SPD, \(\rho_1\) is larger than or equal to the largest eigenvalue of any \(s \times s\) principal sub-matrix of \(A_1\). Suppose \(\rho_1 = w_0^T A_1 w_0\) for some \(w_0 \in T_s^n\). From the definition of \(N_\delta\), there exists \(w \in N_\delta\) such that \(\supp(w_0) = \supp(w)\) and \(\|w - w_0\|_2 \leq \delta\), then
\[
w_0^T A_1 w_0 = (w_0 - w)^T A_1 w + w_0^T A_1 (w_0 - w) + w^T A_1 w \leq 2\delta \rho_1 + w^T A_1 w.
\]
This implies
\[
\rho_1 \leq (1 - 2\delta)^{-1} \max_{w \in N_\delta} w^T A_1 w.
\]
(20)
Now for any \(w \in N_\delta\), we consider \(w^T A_1 w\). Denote
\[
Z_1 = w^T (\gamma_l^2 a_l^T \mathbb{I}\{(1-\alpha)\|\nu\|_2 \leq t(1+\alpha)\|\nu\|_2\}) w.
\]
Then \( w^T A_1 w = \sum_{i=1}^{m} Z_i \). Then there exists some absolute constant \( C_1 > 0 \),
\[
\|Z_i\|_{\psi_1} \leq C_1 t^2 \|x\|_{\ell_2}^2.
\]
Using the centering of \( \psi_1 \) norm [46, exercise 2.7.10], we see
\[
\|Z_i - \mathbb{E}Z_i\|_{\psi_1} \leq C_1 t^2 \|x\|_{\ell_2}^2.
\]
Here \( \mathbb{E}Z_i = (\gamma_4 - \gamma_2) (w^T x)^2 + \gamma_2 \|x\|_{\ell_2} \), with \( \gamma_k = \mathbb{E}g^k I_{\{|(1-c_0) \leq |g| \leq (1+c_0)|\}} \) for \( g \sim N(0,1) \) from lemma 3. And
\[
\gamma_4 = 2 \int_{(1-c_0)}^{(1+c_0)} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx \lesssim C_3 \sqrt{\frac{\log(mn)}{m}}.
\]
Using Bernstein’s inequality (c.f. [46, theorem 2.8.1]), we conclude
\[
\mathbb{P}
\left( \frac{1}{m} \sum_{i=1}^{m} Z_i \geq t\|x\|_{\ell_2}^2 + \gamma_4 \|x\|_{\ell_2}^2 \right) \leq \exp \left( -c_1 \min \left\{ \frac{mt^2}{2\|x\|_{\ell_2}^2}, \frac{mt}{t^2} \right\} \right).
\]
Taking union bound over all \( w \in \mathcal{N}_d \), we see with probability exceeding \( 1 - \frac{3\log(2m)}{m} \),
\[
\max_{w \in \mathcal{N}_d} w^T A_1 w \leq t\|x\|_{\ell_2}^2 + \gamma_4 \|x\|_{\ell_2}^2 \leq \left( C_3 \sqrt{\frac{\log(mn)}{m}} + t \right) \|x\|_{\ell_2}^2,
\]
where the last inequality is from (21). By setting \( \delta = 1/4 \), together with (20), we obtain with probability exceeding \( 1 - (12\log n)^s \exp(-c_1 \min \{ \frac{mt^2}{2\|x\|_{\ell_2}^2}, \frac{mt}{t^2} \}) \),
\[
\rho_1 \leq 2 \left( C_3 \sqrt{\frac{\log(mn)}{m}} + t \right) \|x\|_{\ell_2}^2.
\]
Similarly we can show \( \rho_2 := \max_{w \in \mathcal{Y}} w^T A_2 w \) has the following upper bound
\[
\rho_2 \leq 2 \left( C_3 \sqrt{\frac{\log(mn)}{m}} + t \right) \|x\|_{\ell_2}^2,
\]
with probability exceeding \( 1 - (12\log n)^s \exp(-c_1 \min \{ \frac{mt^2}{2\|x\|_{\ell_2}^2}, \frac{mt}{t^2} \}) \). And (22), (23) imply
\[
\rho(E_1, s) \leq 4 \left( C_3 \sqrt{\frac{\log(mn)}{m}} + t \right) \|x\|_{\ell_2}^2.
\]
Next we consider \( \rho(E_2, s) \). Recall
\[
E_2 = \frac{1}{m} \sum_{i=1}^{m} \left( y_i^2 a_i a_i^T 1 \left( \|x\|_{\ell_2} \leq y_i \leq \|x\|_{\ell_2} \right) - \mathbb{E}y_0 \right).
\]
From the definition, \( \rho(E_2, s) \) is the largest operator norm of any \( s \times s \) principal sub-matrix of \( E_2 \), and thus
\[
\rho(E_2, s) = \max_{\|x\|_{\ell_2} \leq 1, \|y\|_{\ell_2} \leq s} \|x^T E_2 y\|.
\]
Let $\rho(E_2, s) = z_0 E_2 y_0$ for some $\|z_0\|_{\ell_2}, |y_0|_{\ell_2} \leq 1$, $\|z_0\|_{\ell_2}, |y_0|_{\ell_2} \leq s$. Then from the definition of $N_\delta$, there exists $z, y \in N_\delta$ s.t. $|z - z_0|_{\ell_2}, |y - y_0|_{\ell_2} \leq \delta$ and $\text{supp}(z) = \text{supp}(y) = \text{supp}(z_0)$. Moreover,

\[
\rho(E_2, s) = z_0^T E_2 y_0 = (z_0 - z)^T E_2 y_0 + z^T E_2 (y_0 - y) + z^T E_2 y \leq 2\delta \rho(E_2, s) + z^T E_2 y.
\]

Therefore,

\[
\rho(E_2, s) \leq (1 - 2\delta)^{-1}, \quad \max_{z, y \in N_\delta} z^T E_2 y.
\]

Now for any $(z, y) \in N_\delta \times N_\delta$, we provide the upper bound of $z^T E_2 y$ as follows. Denote $Y_i = z^T (y_i^T \mathbb{I}(\|y_i\|_{\ell_2} \leq \delta) a_i a_i^T - E Y_0^i) y$, and then $z^T E_2 y = \frac{1}{m} \sum_{i=1}^{m} Y_i$. Then we have

\[
\|Y_i\|_{\ell_2} \leq C_4 \left\| \mathbb{I}(\|y_i\|_{\ell_2} \leq \delta) a_i a_i^T \right\| \leq C_4 n^2 \|x\|_{\ell_2}^2.
\]

Using Bernstein’s inequality (c.f. [46, theorem 2.8.1]), we get

\[
P(z^T E_2 y \geq t \|x\|_{\ell_2}^2) \leq \exp \left( -C_2 \min \left\{ \frac{mt^2}{2u^2}, \frac{mt}{u^2} \right\} \right).
\]

By taking union bound and setting $\delta = 1/4$, we obtain that, with probability at least $1 - \left(\frac{2mn}{t^2}\right)^{32} \exp(-C_2 \min \{t^2, t\})$, it holds $\rho(E_2, s) \leq 2t \|x\|_{\ell_2}^2$. Putting everything together, we conclude as long as $m \geq C_5 s \log n \max \{\frac{t^2}{\beta}, \frac{t^2}{\alpha} \}$, with probability exceeding $1 - n^{-s} - \frac{1}{mn}$,

\[
\rho(E_1, s) \leq \rho(E_1, s) + \rho(E_2, s) \leq \left( C_1 \sqrt{\frac{\log(mn)}{m}} + 6 \right) \|x\|_{\ell_2}^2 \leq 7t \|x\|_{\ell_2}^2.
\]

Recall $\tilde{Y}_0 = \frac{1}{m} \sum_{i=1}^{m} y_i^T a_i a_i^T \mathbb{1}(\|y_i\|_{\ell_2} \leq \delta)$ has expectation $\mathbb{E} \tilde{Y}_0 = (\beta - \alpha) x x^T + \alpha \|x\|_{\ell_2}^2 I$. Now we can bound the second-to-largest eigenvalue in absolute value of a sub-matrix $Y_\Lambda$ using the following lemma.

**Lemma 5.** Let $\Lambda \subset [n]$ be such that $\Lambda \cap S \neq \emptyset$, $|\Lambda| = k$, and $\|x^0_\Lambda\|_{\ell_2} \geq \sqrt{2}$. Let $x_\Lambda$ be an eigenvector of unit length corresponding to the largest eigenvalue of $Y_\Lambda$. If $\rho(E, k) \leq \frac{1}{4} (\beta - \alpha) \|x\|_{\ell_2}^2 + 1 - 2 \|x^0_\Lambda\|_{\ell_2}^2$, then we have

\[
\text{dist}(x_\Lambda, [x^0_\Lambda]_\Lambda^2) \leq \|x^0_\Lambda\|_{\ell_2}^2 + 1 - 2 \|x^0_\Lambda\|_{\ell_2}^2.
\]

**Proof.** Recall $E = Y - \mathbb{E} Y_0$. Denote $\lambda$ the largest eigenvalue of $Y_\Lambda$. From Weyl’s inequality [23, theorem 4.3.1], we have

\[
\lambda = \lambda_1(Y_\Lambda) \geq \lambda_1(\mathbb{E} Y_0^i) + \lambda_0(E_\Lambda) \geq (\beta - \alpha) \|x\|_{\ell_2}^2 + \alpha \|x\|_{\ell_2}^2 - \rho(E, k)
\]

\[
\geq (\beta - \alpha) \|x\|_{\ell_2}^2 - \rho(E, k) = \beta \|x\|_{\ell_2}^2 - \rho(E, k)
\]

\[
\geq \frac{3}{4} \beta \|x\|_{\ell_2}^2 - \rho(E, k),
\]

where the last inequality holds since $\|x^0_\Lambda\|_{\ell_2} \geq \sqrt{2}$ and $\lambda_0(E_\Lambda) \geq -\rho(E, k)$ by definition. Similarly, we have for all $j \geq 2$,

\[
|\lambda_j(Y_\Lambda)| \leq |\lambda_j(\mathbb{E} Y_0^i)| + \rho(E, k) \leq \alpha \|x\|_{\ell_2}^2 + \rho(E, k).
\]

(25)
Notice $\|x\|_2 = 1$ but $\|x^0\|_2 \leq 1$. Now we write $\bar{x} = c_1[x^0] + \gamma z$ with $(x^0)^T z = 0$, $\|z\|_2 = 1$ and $c_1^2 + c_2^2 = 1$. As a quick consequence, $\text{supp}(z) \subset \Lambda$. Then we have

$$\bar{x} = \tilde{Y}_\Lambda \bar{x}_\Lambda = c_1 Y_{\Lambda} x^0/\|x^0\|_{\ell_2} + c_2 Y_{\Lambda} z.$$  

By taking the inner product with $z$, we obtain

$$\bar{c}_2 = c_2 z^T Y_{\Lambda} x^0/\|x^0\|_{\ell_2} + c_2 z^T Y_{\Lambda} z.$$  

Since $x^0$ is the eigenvector of $[EY_{\Lambda}]$, we have $z^T [EY_{\Lambda}] x^0 = 0$. This leads to

$$|c_2| = |c_1| |z^T [EY_{\Lambda}] + z^T E_A(x^0)/\|x^0\|_{\ell_2} = c_1 |z^T E_A x^0/\|x^0\|_{\ell_2} = \frac{|z^T E_A x^0/\|x^0\|_{\ell_2}}{|\lambda - \alpha^2 Y_{\Lambda} z|}.$$  

Since $\text{supp}(z) \subset \Lambda$, we have $|z^T E_A x^0/\|x^0\|_{\ell_2} \leq \rho(E, k)$. Moreover, since $z$ is perpendicular to $x^0$, which corresponds to the largest eigenvalue of $Y_{\Lambda}$, we have from (25)

$$|z^T Y_{\Lambda} z| \leq \max_{j \neq 1} \lambda_j(Y_{\Lambda}) \leq \alpha \|x\|_{\ell_2}^2 + \rho(E, k).$$  

So we have from (24) together with $\rho(E, k) \leq \|x\|_{\ell_2}^2$,

$$t \leq \frac{\rho(E, k)}{\lambda - |z^T Y_{\Lambda} z|} \leq 2 \frac{\rho(E, k)}{(\lambda - \alpha \|x\|_{\ell_2}^2) |x^0|_{\ell_2}^2}.$$  

Then, we have $1 = c_1^2 + c_2^2 \leq (1 + t^2)c_1^2$, which implies $c_1^2 \geq \frac{1}{1 + t^2}$. Now, without loss of generality, we assume $c_1 > 0$. So,

$$\|x^0\|_{\ell_2}^2 = \|x^0\|_{\ell_2}^2 + 1 - 2 |x^0|_{\ell_2}^2 x^0_{\ell_2} = \|x^0\|_{\ell_2}^2 + 1 - 2 c_1 |x^0|_{\ell_2}^2 \leq \|x^0\|_{\ell_2}^2 + 1 - 2 \frac{|x^0|_{\ell_2}^2}{\sqrt{1 + t^2}}.$$  

Finally, we plug the upper bound for $t$ and get the desired result.

4.2. Proof of theorem 1

We are ready to prove theorem 1. We organize the proof into three parts. Firstly, we show $j_0$ chosen in algorithm 2 satisfies $|x^0_{j_0}| \geq \|x^0\|_{\ell_\infty}$. Secondly, we show that $\|x^0\|_{\ell_2}$ is sufficient large, meaning that $\tilde{S}$ captures the indices of $x$ with largest absolute values. Lastly, we put everything together.

Step 1: Estimating $|x^0_{j_0}|$. We start with the estimation of $|x^0_{j_0}|$.

**Lemma 6.** If the sample size $m$ satisfies $m \geq C \|x^0\|_{\ell_\infty}^{-4} \log n$ for some absolute constant $C > 0$, then, with probability exceeding $1 - O(n^{-10})$, $j_0$ defined by $j_0 = \arg \max_{1 \leq j \leq n} Y_{j_0}$ satisfies $|x^0_{j_0}| \geq \frac{\|x^0\|_{\ell_\infty}}{\sqrt{\log n}}$.

**Proof.** Let $j^* \in \{n\}$ be satisfying $|x^0_{j^*}| = \|x^0\|_{\ell_\infty}$. Then $[50, \text{lemma 1}]$ implies that, for any $\epsilon_1 > 0$, with probability exceeding $1 - \exp(-\frac{m \epsilon_1^2}{100})$,

$$Y_{j^*} \|x\|_{\ell_2} \geq 1 + \frac{2 \|x^0\|_{\ell_\infty}^2}{\epsilon_1}. \quad (26)$$
On the other hand, we consider the set $S_1 := \{ j \in [n] : |x_j^0| \leq \frac{\|x\|_\infty}{2} \}$. By using [50, lemma 1] and taking union bound, we have that, with probability at least $1 - (n - 1) \exp(-\frac{m^2}{192})$,

$$Y_j \|x\|^2 \leq 1 + \frac{\|x\|_\infty^2}{2} + \epsilon_2, \quad \forall j \in S_1.$$  \hspace{0.5cm} (27)

Now combine (26) and (27) and set $\epsilon_1 = \epsilon_2 = \frac{\|x\|_\infty^2}{2}$. Then, with probability exceeding $1 - n \exp(-\frac{m^2}{192})$, $Y_{j,b} \geq Y_{j,f} > Y_j$ for all $j \in S_1$, which implies $j_0 \not\in S_1$. \hfill $\square$

**Step 2: Estimating $\|x\|_\infty \|x\|_\ell_2$**. For any $\gamma \in (0, 1]$, we define $S^-_\gamma := \{ i \in S : |x_i^0| < \frac{\gamma}{\sqrt{3}} \}$ and $S^+_\gamma := S \setminus S^-_\gamma$. Then $\|x\|_{S^-_\gamma}^2 \leq \frac{3}{\gamma^2} = \frac{3}{4}$ and $\|x\|_{S^+_\gamma}^2 > 1 - \frac{3}{4}$. Since $\|x\|_\ell_\infty \geq \frac{1}{\sqrt{2}}$, lemma 6 implies $|x_j^0| \geq \frac{1}{\sqrt{2}} \geq \frac{\gamma}{\sqrt{3}}$ with high probability, and thus $j_0 \in S^+_\gamma$. The following lemma shows that $S^+_\gamma \subset \hat{S}$ with high probability, where $\hat{S}$ is defined in (18).

**Lemma 7.** Assume the number $m$ of samples satisfies

$$m \geq C \max \{ \gamma^{-1} \|x\|_\ell_\infty^{-1} \sqrt{\log n}, \gamma^{-2} \|x\|_\ell_\infty^{-2} \log n \}$$

for some absolute constant $C > 0$. Then, with probability exceeding $1 - O(n^{-10})$, $\hat{S}$ chosen in algorithms 1 and 2 satisfies $S^+_\gamma \subset \hat{S}$.

**Proof.** It suffices to show

$$\min_{j \in S^+_\gamma} \| \mathbf{Y}_{k_i} \| > \max_{j \in \hat{S}} \| \mathbf{Y}_{k_i} \|.$$  \hspace{0.5cm} (28)

To this end, we need to bound the expectation $\| \mathbb{E} \mathbf{Y}_{k_i} \|$ and the concentration $\| \mathbf{Y}_{k_i} - \mathbb{E} \mathbf{Y}_{k_i} \|$ for all $j \in S^+_\gamma$ and $j \in \hat{S}$.

To bound the expectation, we recall $\| \mathbb{E} \mathbf{Y}_{k_i} \|$ given in (17). Then, for $j \in S^+_\gamma$, the definition of $S^+_\gamma$ gives $\| \mathbb{E} \mathbf{Y}_{k_i} \| \geq \frac{1}{\gamma} \|x\|_\ell_\infty \|x\|_\ell_2$. This together with lemma 6 implies

$$\| \mathbb{E} \mathbf{Y}_{k_i} \| \geq \frac{\gamma \|x\|_\ell_\infty \|x\|_\ell_2}{2 \sqrt{3}}, \quad \forall j \in S^+_\gamma$$  \hspace{0.5cm} (29)

with high probability.

For the concentration, we decompose $\mathbf{Y}_{k_i} = \frac{1}{m} \sum_{i=1}^m x_i^2 a_{ij} a_{ij^b} =: \frac{1}{m} \sum_{i=1}^m Z_{ij,1} + \frac{1}{m} \sum_{i=1}^{m} Z_{ij,2}$, where

$$Z_{ij,1} = y_i^2 a_{ij} a_{ij^b} \mathbb{1}_{\max(|y_i|, |x_i|) \leq \sqrt{\frac{\log n}{44 \log n}}}$$  \hspace{0.5cm} and

$$Z_{ij,2} = y_i^2 a_{ij} a_{ij^b} - Z_{ij,1}.$$  \hspace{0.5cm} (29)

Thus, we have $|Z_{ij,1}| \leq (44 \log n)^2 \|x\|_\ell_2^2$ and

$$\frac{1}{m} \sum_{i=1}^m \text{Var}(Z_{ij,1}) \leq \frac{1}{m} \sum_{i=1}^m \mathbb{E} y_i^4 a_{ij}^2 a_{ij^b} \leq \frac{1}{m} \sum_{i=1}^m \sqrt{\mathbb{E} y_i^8} \cdot \mathbb{E} a_{ij}^2 a_{ij^b} \leq \frac{105}{m} \|x\|_\ell_2^4.$$
Using Bernstein’s inequality (c.f. [46, theorem 2.8.4]), we obtain
\[
P\left(\frac{1}{m} \sum_{i=1}^{m} (Z_{ij,1} - \mathbb{E}Z_{ij,1}) \geq \frac{\gamma \|x\| \epsilon_{\infty} \|x\|_{\ell_2}}{16 \sqrt{3}} \right) \leq 2 \exp\left( - \frac{\gamma^2 \|x\|^2_{\ell_2} \|x\|_{\ell_2}^2}{2 \left( \frac{105}{m} \|x\|_{\ell_2}^2 + \frac{44 \log^2 n}{m} \|x\|_{\ell_2}^2 \gamma^2 \epsilon_{\infty} \frac{\epsilon_{\infty}}{48 \sqrt{3}} \right)} \right). \tag{30}
\]
Therefore, as long as \( m \geq C \max\{\gamma^{-1} \|x\|_{\ell_2} \|x\|^{-1} \epsilon_{\infty} \sqrt{3} \log^3 n, \gamma^{-2} \|x\|_{\ell_2}^2 \|x\|^{-2} \epsilon_{\infty} s \log n\} \) for some absolute constant \( C > 0 \), we have \( \frac{1}{m} \sum_{i=1}^{m} (Z_{ij,1} - \mathbb{E}Z_{ij,1}) \leq \frac{\gamma \|x\| \epsilon_{\infty} \|x\|_{\ell_2}}{16 \sqrt{3}} \) with probability more than \( 1 - O(n^{-11}) \). Moreover, we have
\[
\text{Var}\left(\frac{1}{m} \sum_{i=1}^{m} Z_{ij,2}\right) \leq \frac{1}{m} \mathbb{E}\left(|\chi_i |^2 |\alpha_{ij}^2| \delta_{ij_0} \mathbb{I}_{\{\max\{|y_1|/\|x\|_{\ell_2}, |\alpha_{ij}, |, |\alpha_{ij_0}|\} \geq \sqrt{44 \log n}\}}\right) \leq \frac{1}{m} \frac{\sqrt{\mathbb{E} |\chi_i |^2 |\alpha_{ij}^2|} \cdot \mathcal{P}^{1/2} \{\max\{|y_1|/\|x\|_{\ell_2}, |\alpha_{ij}, |, |\alpha_{ij_0}|\} \geq \sqrt{44 \log n}\}}{\epsilon_{\infty} \|x\|_{\ell_2} \cdot 3n^{-11}},
\]
where the second inequality is from the Cauchy–Schwartz inequality, and the third inequality follows the fact that \(|y_1|/\|x\|_{\ell_2}, |\alpha_{ij}, |, |\alpha_{ij_0}|\) are all the absolute value of Gaussian random variables. From Chebyshev’s inequality, we see
\[
P\left(\frac{1}{m} \sum_{i=1}^{m} (Z_{ij,2} - \mathbb{E}Z_{ij,2}) \geq \frac{\gamma \|x\| \epsilon_{\infty} \|x\|_{\ell_2}}{16 \sqrt{3}} \right) \leq \frac{\epsilon_{\infty} \|x\|_{\ell_2} \cdot 3n^{-11}}{\gamma^2 \|x\|^2_{\ell_2} \|x\|_{\ell_2}^2} \leq O(n^{-11}), \tag{31}
\]
where the last inequality holds as long as \( m \geq C \gamma^{-2} \|x\|_{\ell_2}^2 \|x\|^{-2} \epsilon_{\infty} s \). Putting (30) and (31) together and taking a union bound over all \( j \in [n] \), we get that, with probability at least \( 1 - O(n^{-10}) \),
\[
||Y_{\mathbf{p}}|| - ||\mathbb{E}Y_{\mathbf{p}}|| \leq \frac{\gamma \|x\| \epsilon_{\infty} \|x\|_{\ell_2}}{8 \sqrt{3}}, \quad \forall j \in [n]. \tag{32}
\]
By combining (29) and (32), we obtain that
\[
||Y_{\mathbf{p}}|| \geq ||\mathbb{E}Y_{\mathbf{p}}|| - ||Y_{\mathbf{p}}|| - ||\mathbb{E}Y_{\mathbf{p}}|| \geq \frac{3 \gamma \|x\| \epsilon_{\infty} \|x\|_{\ell_2}}{8 \sqrt{3}}, \quad \forall j \in S_+^\gamma.
\]
Moreover, it follows from (17) and (32) that
\[
||Y_{\mathbf{p}}|| \leq ||\mathbb{E}Y_{\mathbf{p}}|| + ||Y_{\mathbf{p}}|| - ||\mathbb{E}Y_{\mathbf{p}}|| \leq \frac{\gamma \|x\| \epsilon_{\infty} \|x\|_{\ell_2}}{8 \sqrt{3}}, \quad \forall j \in S^\gamma.
\]
These two inequalities lead to (28), which concludes the proof. \( \square \)

**Step 3: Putting everything together.** Now we estimate \( \text{dist}(\hat{x}, x) \) and prove theorem 1.

**Proof of theorem 1.** For simplicity, we denote \( \rho = \rho(E, s) \). Also recall we would like to obtain some \( \hat{x} \) such that \( \|\hat{x} - x\|_{\ell_2} \leq \delta \|x\|_{\ell_2} \). To proceed, we choose \( t = \frac{\delta}{428} \) in lemma 4 and \( \gamma = \frac{\delta}{4} \) in lemma 7. Notice \( \|x^0\|_{\ell_{\infty}} = \|x\|_{\ell_{\infty}} / \|x\|_{\ell_2} = 3x_{1/2} \). By applying lemmas 2, 4, 6, and 7, we obtain that: as long as \( m \geq C \max\{\delta^{-1} (\delta_{x} s)^{1/2} \log^3 n, \delta^{-2} \delta_{x} s \log n\} \)
for some $C > 0$ depending only on $u$, with probability at least $1 - n^{-t} - 2n^{-10} - 2m^{-1} n^{-1} \geq 1 - 5m^{-1} n^{-1}$, it holds that

$$
\rho \leq 7t \|x\|_2^2, \quad j_0 \in S^+_\gamma \subset \hat{S}, \quad \|\nu^2 - \|x\|_2^2 \| \leq \frac{\delta}{2} \|x\|_2^2.
$$

(33)

We first estimate $\text{dist}(\hat{x}_0^0, x^0)^2$ under (33). Since $\tilde{x}_0$ in algorithm 2 is supported only on $\hat{S}$,

$$
\text{dist}(\hat{x}_0^0, x^0)^2 = \text{dist}(\hat{x}_0^n, [x^0]_{\hat{S}})^2 + \|x^0\|_{\hat{S}}^2.
$$

(34)

From $S^+_\gamma \subset \hat{S}$ in (33) and the definition of $S^-_{\gamma}$, it follows that $\|x^0\|_{S^-_{\gamma}}^2 \leq \|x^0\|_{S^-_{\gamma}}^2 < \frac{\delta^2}{4}$. It remains to estimate $\text{dist}(\hat{x}_0^n, [x^0]_{\hat{S}})^2$. To this end, we apply lemma 5 with $\Lambda = \hat{S}$ and $k = \delta$. Since $\delta \in (0, 1)$, we have $\|x^0\|_{\hat{S}}^2 = 1 - \|x^0\|_{\hat{S}}^2 \geq 1 - \frac{\delta^2}{4} = 1 - \frac{\delta^2}{4} > \frac{\delta^2}{4}$. Moreover, due to the assumptions $\beta/\alpha \geq 2$ and $\alpha \geq 1/2$, it holds that $\frac{3}{4} \beta - \alpha = (\frac{3}{4} \beta - 1) \alpha \geq \frac{1}{4}$, which together with the bound of $\rho$ in (33) implies $\rho \leq \frac{1}{4} (\frac{3}{4} \beta - \alpha) \|x\|_{\hat{S}}^2$. Therefore, lemma 5 gives

$$
\text{dist}(\hat{x}_0^n, [x^0]_{\hat{S}})^2 \leq \|x^0\|_{\hat{S}}^2 + 1 - 2 \frac{\rho^2 (E, k)}{(\frac{3}{4} \beta - \alpha)^2 \|x\|_{\hat{S}}^2}.
$$

As $\sqrt{1 - \frac{\delta^2}{4}} \leq \|x^0\|_{\hat{S}} \leq 1$, we have

$$
\text{dist}(\hat{x}_0^n, [x^0]_{\hat{S}})^2 \leq \max \left\{ 2 - 2 \frac{1}{\sqrt{1 + \frac{4 \rho^2}{(\frac{3}{4} \beta - \alpha)^2 \|x\|_{\hat{S}}^2}}}, 2 - \frac{\rho^2}{4} \frac{1 - \frac{\delta^2}{4}}{1 + \frac{4 \rho^2}{(\frac{3}{4} \beta - \alpha)^2 \|x\|_{\hat{S}}^2}} \right\}
$$

$$
\leq \max \left\{ \frac{8 \rho^2}{(\frac{3}{4} \beta - \alpha)^2 \|x\|_{\hat{S}}^2} + 4 \rho^2, \frac{\rho^2}{2} \frac{1 - \frac{\delta^2}{4}}{1 + \frac{4 \rho^2}{(\frac{3}{4} \beta - \alpha)^2 \|x\|_{\hat{S}}^2}} \right\}
$$

$$
\leq \frac{8 \rho^2}{(\frac{3}{4} \beta - \alpha)^2 \|x\|_{\hat{S}}^2} + 4 \rho^2 + \frac{\rho^2}{4} \leq \frac{3}{4} \frac{8 \rho^2}{(\frac{3}{4} \beta - \alpha)^2 \|x\|_{\hat{S}}^2} + \frac{\rho^2}{4} + \frac{\rho^2}{4}
$$

$$
\leq \frac{1}{16} \|x\|_{\hat{S}}^2 + 4 \rho^2 + \frac{\rho^2}{4} \leq 128 \rho^2 \|x\|_{\hat{S}}^2 + 128 \rho^2 \|x\|_{\hat{S}}^2 + \frac{\rho^2}{4},
$$

where in the first inequality of the fourth line we have used $\frac{3}{4} \beta - \alpha \geq \frac{1}{4}$, and in the second inequality we have used $1 - \frac{\delta^2}{4} \leq \|x\|_{\hat{S}}^2$ all for $\gamma > 0$. Combining it with (34), and recall we set $\gamma = \frac{\delta^2}{4}$, $t = \delta^2 / 448$, we get

$$
\text{dist}(\hat{x}_0^n, x^0)^2 \leq \frac{\gamma^2}{2} + 128 \rho^2 \|x\|_{\hat{S}}^2 \leq \gamma^2 = \delta^2 / 16,
$$

(35)

where we have used the bound of $\rho$ in (33).

Finally, since we have defined $\hat{x} = \nu x^0$ and $x^0 = x / \|x\|_{\hat{S}}$, combining (35) and the bound of $\nu$ in (33) gives

$$
\text{dist}(\hat{x}, x) \leq \text{dist}(\nu x^0, x) + \text{dist}(\hat{x}, \nu x^0) \leq \|x - \nu x^0\|_{\hat{S}} + \text{dist}(\nu x^0, \hat{x})
$$

$$
= \|x\|_{\hat{S}} - \nu + \nu \text{dist}(x^0, \hat{x})
$$

$$
\leq 2 \|x\|_{\hat{S}} \frac{\delta}{4} + \frac{\delta}{2} \|x\|_{\hat{S}},
$$

(36)
Throughout the proof, we denote (38) gives (37) holds:

Then \( |\nu - ||x||_\ell| \leq \frac{\delta \|x\|_\ell^2}{k(\|x\|_\ell + 2)} \leq \frac{\delta}{2} ||x||_\ell. \)

\[ \square \]

### 4.3. Proof of theorem 2

In this section, we prove theorem 2. The proof is separated into three parts. Firstly, we show that \( w_0 \) falls into a small constant neighborhood of \( \bar{x} := x/||x||_\ell. \) Secondly, we show the convergence of the truncated power method. Thirdly, we show the projection back to \( \mathcal{M}_s \) gives the desired estimator.

**Proof of theorem 2.** Throughout the proof, we denote \( k = s + 2s', \rho = \rho(E, k) \) with \( E = Y - \mathbb{E}Y_0, F_i = \text{supp}(w_i), \) and we set \( \gamma = 1/4 \) in (35). Similar to the proof of theorem 1, given

\[ m \geq C \max \left\{ (s_x) t/2 \log n, s_x t \log n, \delta^{-2} s \log n \right\} \]

for some constant \( C > 0 \) depending only on \( u, \) and setting \( t = \frac{1}{10000} \delta \) in lemma 4 gives with probability exceeding \( 1 - n^{-s} - 2n^{-10} - 2m^{-n-1} \geq 1 - 5m^{-n-1} \), the following event holds:

\[ \mathcal{E} = \left\{ |\nu^2 - ||x||^2_\ell| \leq \frac{3 \sqrt{1 + \log(mn)}}{m} ||x||^2_\ell, \quad \rho \leq 10^{-4} \delta ||x||^2_\ell, \quad \text{dist}(w_0^0, x^0)^2 \leq 1 \right\}. \]  

(37)

We shall proceed with the proof conditioning on this event.

**Step 1: Estimation of \( ||w_0^0||T_x0|| \).** From \( \text{dist}(w_0^0, x^0)^2 \leq 1, \) we obtain \( (||w_0^0||T_x0|| \geq 1/2. \)

**Step 2: Convergence of truncated power method.** We prove in this step, starting from \( w_0^0, \) the truncated power method will output some \( w_{0,\text{max}}^0 \) such that \( \text{dist}(w_{0,\text{max}}^0, x^0) \leq \delta/2. \)

We show\( \text{dist}(w_0^0, x^0) \leq 1 \) by induction and estimate \( \text{dist}(w_0^0, x^0) \) in terms of \( \text{dist}(w_{0,i-1}, x^0). \)
The result from Step 1 tells us \( \text{dist}(w_0^0, x^0) \leq 1. \) Suppose we have \( \text{dist}(w_{0,i-1}, x^0) \leq 1. \) We would like to show \( \text{dist}(w_0^0, x^0) \leq 1 \) and give a tight bound of \( \text{dist}(w_0^0, x^0). \)

Denote \( \Lambda = F_{i-1} \cup F_i \cup S. \) Then \( |\Lambda| \leq 2s' + s = k. \) recall that \( w_i = T_{i'}(Y_{\Lambda} w_{i-1})/ \|T_{i'}(Y_{\Lambda} w_{i-1})\|_\ell, \) and Define

\[ \tilde{w}_i^0 = Y_{\Lambda} w_{i-1}/\|Y_{\Lambda} w_{i-1}\|_\ell. \]  

(38)

Then \( w_0^0 = \tilde{w}_i^0 f_i/\|\tilde{w}_i^0 f_i\|_\ell. \) Let \( k \) be the ratio of the second largest (in absolute value) to the largest eigenvalue of \( Y_{\Lambda}. \) Then, since \( S \subset \Lambda, \)

\[ \kappa = \frac{|\lambda_2(Y_{\Lambda})|}{\lambda_1(Y_{\Lambda})} \leq \frac{|\lambda_2([-\mathbb{E}Y_0]_\Lambda)| + \rho}{\lambda_1([-\mathbb{E}Y_0]_\Lambda) - \rho} = \frac{\alpha ||x||^2_\ell + \rho}{\beta ||x||^2_\ell - \rho} \leq 0.51, \]

where the last inequality follows from \( \rho \leq c_0 ||x||_\ell \) and \( \beta/\alpha \geq 0. \)

Let \( \bar{x}^0 \) be a unit eigenvector corresponding to the top eigenvalue of \( Y_{\Lambda} \) and satisfying \( \left(\bar{x}^0\right)^T \bar{x}^0 \geq 0. \) As a result, \( \text{dist}(x^0, \bar{x}^0) = ||x^0 - \bar{x}^0||_\ell. \) Then, since \( \tilde{w}_i^0 = Y_{\Lambda} w_{i-1}/\|Y_{\Lambda} w_{i-1}\|_\ell, \)

([54], lemma 11) gives

\[ ||\bar{x}^0||T_{w_{i-1}^0} \geq ||\bar{x}^0||T_{w_{i-1}^0} \left(1 + (1 - \kappa^2)(1 - (\bar{x}^0)^T w_{i-1}^0)^2)/(2) \right) \]

\[ \geq ||\bar{x}^0||T_{w_{i-1}^0} \left(1 + (1 - (\bar{x}^0)^T w_{i-1}^0)^2) \right), \]

which leads to

\[ 1 - ||\bar{x}^0||T_{w_{i-1}^0} \leq (1 - ||\bar{x}^0||T_{w_{i-1}^0}) \left(1 - 0.369(||\bar{x}^0||T_{w_{i-1}^0} + ||\bar{x}^0||T_{w_{i-1}^0}^2) \right). \]

(39)
Since $S \subseteq \Lambda$, it is deducted from lemma 5 that
\[
\|x^0 - \tilde{x}^0\|_{l_2}^2 = \text{dist}(x^0, x^0)^2 \leq 2 - 2 \frac{1}{\left(1 + \frac{1}{\sqrt{\gamma}}\right)^2 \|x^0\|_{l_2}^2} \leq 64 \rho^2 \|x\|_{l_2}^4 \leq 10^{-6} \delta^2,
\] (40)
where in the last second inequality we used $\frac{3}{2} \beta - \alpha \geq \frac{1}{2}$ and $1 - \frac{1}{\sqrt{1 + t^2}} \leq \frac{1}{2}$ for $t \geq 0$, and in the last inequality we used $\rho \|x\|_{l_2}^2 \leq c_0 \delta$ and $c_0 \ll 0.0001$. Note that $\text{dist}(x^0, w_{t-1}) \leq 1$ implies $\|x^0 - x^0\|_{l_2} \leq 0.5$, which further leads to
\[
\|x^0\|_{l_2} \geq \|x^0 - x^0\|_{l_2} = 0.276. \quad \text{Because $x^0, \tilde{x}^0, w_{t-1}$ are of unit length, the inequality above is equivalent to}
\]
\[
\text{dist}(x^0, \tilde{x}^0) \leq 0.851 \cdot \text{dist}(x^0, w_{t-1}).
\]
Thus, setting $u_1 = x^0, u_2 = \tilde{x}^0, u_3 = x^0$ and noticing $\|x^0\|_{l_2} \geq \|x^0 - x^0\|_{l_2} \geq 0.275 > 0.001 > \|x^0 - x^0\|_{l_2}$, lemma 1 derives
\[
\text{dist}(x^0, \tilde{x}^0) \leq \text{dist}(x^0, \tilde{x}^0) + \text{dist}(x^0, x^0).
\]
Also, since $\|x^0\|_{l_2} \geq \|x^0 - x^0\|_{l_2} \geq 0.499 > 0.001 > \|x^0 - x^0\|_{l_2}$, using lemma 1 again with $u_1 = x^0, u_2 = w_{t-1}, u_3 = x^0$ leads to
\[
\text{dist}(x^0, w_{t-1}) \leq \text{dist}(x^0, w_{t-1}) + \text{dist}(x^0, x^0).
\]
The three inequalities above together with (40) imply
\[
\text{dist}(x^0, \tilde{x}^0) \leq 0.851 \cdot \text{dist}(x^0, w_{t-1}) + 0.002 \delta. \quad (41)
\]
Also, since we set $s' = 50s$, using (54), lemma 12 and the fact that if $a \geq b > \min\{c_1, c_2\}$, then $a \geq b - c_2$, we have
\[
\|x^0\|_{l_2} \geq \|x^0 - x^0\|_{l_2} \geq (s/s')^{1/2} (1 + (s/s')^{1/2} (1 - \|x^0\|_{l_2}^2)) \geq \|x^0\|_{l_2} - 0.162 (1 - \|x^0\|_{l_2}^2),
\]
from which it follows that
\[
1 - \|x^0\|_{l_2} \leq (1 - \|x^0 - x^0\|_{l_2}) + 0.162 (1 + \|x^0\|_{l_2}^2) (1 - \|x^0\|_{l_2}^2) \leq 1.324 (1 - \|x^0\|_{l_2}^2),
\]
where the last inequality holds since $\|x^0\|_{l_2} \leq 1$. Recall $w^0 = \|\tilde{w}_i^0\|_{l_2}/\|\tilde{w}_i^0\|_{l_2}$. Thus,
\[
\text{dist}(x^0, \tilde{x}^0) = \sqrt{2(1 - \|x^0\|_{l_2}^2)} = \sqrt{2(1 - \|x^0\|_{l_2}^2 + \|\tilde{w}_i^0\|_{l_2}/\|\tilde{w}_i^0\|_{l_2})} \leq \sqrt{2(1 - \|x^0\|_{l_2}^2)} \leq \sqrt{1.324 \cdot 2(1 - \|x^0\|_{l_2}^2)}
\]
\[
= \sqrt{1.324} \cdot \text{dist}(x^0, \tilde{x}^0) \leq 0.98 \cdot \text{dist}(x^0, w_{t-1}) + 0.0024 \delta.
\]
where in the last inequality we used (41). The above inequality also implies dist($x^0, w^0_t$) $\leq 1$. So, we finish the induction, showing dist($x^0, w^0_t$) $\leq 1$ for all $t$. Consequently, (42) holds for all $t$, which gives

$$\text{dist}(x^0, w^0_t) \leq 0.98 \cdot \text{dist}(x^0, w^0_{t-1}) + 0.0024\delta$$

$$\leq 0.98^2 \cdot \text{dist}(x^0, w^0_{t-2}) + 0.98 \cdot 0.0024\delta + 0.0024\delta$$

$$\leq \cdots$$

$$\leq 0.98^t \cdot \text{dist}(x^0, w^0_0) + 0.0024\delta \leq 0.98^t + 0.12\delta.$$

Therefore, when $t \geq t_{\text{max}} := \frac{\log(0.005/\delta)}{\log(0.98)}$, we have $0.98^t \leq 0.005\delta$ and hence dist($w^0_t, x^0$) $\leq \frac{\delta}{98}$. 

**Step 3:** In view of the optimality of $x^0$ as the closest point to $w^0_{t_{\text{max}}}$ in $\mathcal{M}_j$, we have

$$\|x^0 - w^0_{t_{\text{max}}}\|_{\ell_2} \leq \text{dist}(x^0, w^0_{t_{\text{max}}}).$$

Using triangle inequality for dist (c.f. lemma 1),

$$\text{dist}(x^0, x^0) \leq \text{dist}(x^0, w^0_{t_{\text{max}}}) + \text{dist}(w^0_{t_{\text{max}}}, x^0)$$

$$\leq \|x^0 - w^0_{t_{\text{max}}}\|_{\ell_2} + \text{dist}(w^0_{t_{\text{max}}}, x^0)$$

$$\leq 2\text{dist}(w^0_{t_{\text{max}}}, x^0) \leq \delta/4.$$

Now using the same argument as in (36) in the proof of theorem 1, we show dist($\hat{x}, x$) $\leq \delta\|x\|_{\ell_2}$ under the event $\mathcal{E}$. This finishes the proof of the theorem.

**5. Numerical experiments**

This section presents some numerical experiment results of the proposed algorithms and compares them with other existing initialization methods. For the refinement step, we use HTP proposed in [11].

Throughout the experiments, the target signal $x \in \mathbb{R}^n$ is $s$-sparse with its support uniformly sampled from all subsets of $[n]$ with size $s$. The non-zero entries of $x$ are randomly drawn from the mean-0 and variance-1 Gaussian distribution independently. The sampling vectors $\{a_i\}$ are i.i.d. standard Gaussian random vectors. The measurements are $\{y_i\}_{i=1}^m$ with $y_i = [a_i^T x]$ for $i \in [m]$.

We compare our methods with the spectral initialization [25]. We shall refer to the initialization method in [25] as Spectral, algorithm 2 as Modified Spectral, and algorithm 1 as TP. All the tests are run on a laptop with a 2.4 GHz octa-core i9 processor and 32 GB memory using MATLAB R2020b. Denote the output of the algorithm by $\hat{x}$, and the relative error is defined as

$$r(\hat{x}, x) = \frac{\|\hat{x} - x\|_{\ell_2}}{\|x\|_{\ell_2}}.$$ 

In the experiments, we consider an instance to be successful if $\hat{x}$ satisfies $r(\hat{x}, x) \leq 0.001$.

In the first experiment, we fix the dimension $n = 1000$ and choose $s \in \{25, 35\}$. For each $s$, we vary the sample size $m$ from 100 to 1500. We compare our algorithms with the spectral method. Since we are only interested in the initialization behavior, we shall fix the algorithm in the refinement stage to be HTP [11] as described in algorithm 3. The results are displayed in figure 1.
Figure 1. Comparison between TP, Modified Spectral, and Spectral method. In each setting, we conduct 100 independent instances. For TP and Modified Spectral, we can use multiple restarts where we set $b = 20$.

Figure 2. Phase transition for different algorithms with signal dimension $n = 1000$. The successful recovery rates are depicted in different gray levels of the corresponding block. Black means that the successful recovery rate is 0, white 1, and gray between 0 and 1.

From figure 1, we can see the TP has overall the best performance. In particular, when the sample size is insufficient, both Modified Spectral and TP have a higher chance of recovering the signal. Moreover, in both Modified Spectral and TP, the multiple-restarted version significantly increases the likelihood of successful recovery. The ability to insert the multiple-restarted step can be also regarded as an advantage of Modified Spectral and TP over Spectral. It is also clearly seen from figure 1 that TP outperforms Modified Spectral with or without multiple restarts, which is also consistent with our theoretical result.

In the second experiment, we compare the phase transition of different initialization methods. Same as in the previous experiment, to have a fair comparison of different initialization algorithms, we fix the algorithm in the refinement stage to be HTP. We fix the dimension $n = 1000$. We vary the sparsity $s$ from 5 to 60 and the sampling number $m$ from 100 to 1500. For TP and Modified Spectral, we also implemented their multiple-restarted versions. The results are shown in figures 2 and 3. We see from the figures that TP and Modified Spectral have noticeably higher rates of successful recovery than Spectral. Moreover, multiple restarts can significantly increase the chance of successful recovery. To illustrate the superiority of TP over the other two methods more clearly, we plot in figure 4 the differences in successful recovery.
Figure 3. Phase transition for different multiple-restarted algorithms with signal dimension $n = 1000$.

Figure 4. Differences between the rate of successful recovery.

rates between TP and Spectral and between TP and Modified Spectral, respectively. We see that TP has a higher successful recovery rate than the other two methods, especially when $m$ is on the margin of the phase transition curve.

6. Conclusion

In this work, we have proposed two initialization algorithms for two-stage non-convex sparse phase retrieval approaches. While the popular spectral initialization requires $\Omega(s^2 \log n)$ measurements for the desired initialization, the theoretical sample complexity of our proposed algorithms is only $\Omega(\bar{s}_x s \log n)$ unconditionally. Numerical simulations are provided to verify the sample efficiency of the proposed method.
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