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Abstract—In this paper we study the linear quadratic regulation (LQR) problem for dynamical systems coupled over large-scale networks and obtain locally computable low-complexity solutions. The underlying large or even infinite networks are represented by graphons and the couplings appear in both the dynamics and the quadratic cost. The optimal solution is obtained first for graphon dynamical systems for the special case where the graphons are exactly characterized by finite spectral summands. The complexity of generating these control solutions involves solving $d + 1$ scalar Riccati equations where $d$ is the number of non-zero eigenvalues in the spectral representation. Based on this, we provide a suboptimal low-complexity solution for problems with general graphon couplings via spectral approximations and analyze the performance under the approximate control. Finally, a numerical example is given to illustrate the explicit solution and demonstrate the simplicity of the solution.

I. INTRODUCTION

Complex networks of dynamical systems arise in many applications such as the Internet of Things, 5G communications, grid networks, social interactions, epidemic networks, and biological neuronal networks. There is an obvious need to analyze and control such networks [1]–[3]. The study of controlling complex networks typically involves the control analysis such as controllability [1], control energy [4], input node selection [5], and the low-complexity control synthesis problems with simplified objective (e.g. consensus [6] or synchronization [7]), simplified control (e.g. pinning control [5], ensemble control [8]), low-rank (e.g. mean field) coupling [9]–[11], or patterned coupling [12].

Graphon theory is developed to model large networks and graph limits [13]. It has been applied to study dynamical models such as the heat equation and the coupled oscillator model [14]–[16]. Graphon-based control has recently been proposed and developed to study control problems of large-scale network-coupled dynamical systems and generate low-complexity approximate control solutions to the otherwise intractable problems [17], [18], which follows the spirit of mean field games [19]. It employs the graphon model and infinite dimensional system theory [20] to represent systems on networks of arbitrary sizes. Graphon couplings can also be considered as the generalization of mean-field couplings.

In applications involving dynamical systems coupled over a large-scale network, it is natural that not only the states, but also controls and costs are coupled via the underlying structure given by the network. This paper provides explicit optimal and approximate solutions to the control of a class of graphon dynamical systems where the graphon couplings may appear in both the dynamics and the cost function. Furthermore, the proposed solution can be implemented in a distributed manner. The complexity of generating the optimal control depends on the number of nonzero eigenvalues of the underlying graphon.

Notation

We use $A^T$ to denote the adjoint operator of $A$. $\mathbb{R}$ and $\mathbb{R}_+$ denote the set of all real numbers and that of all positive reals respectively. Bold face letters (e.g. $A$, $B$, $u$, $G_{1,1}^{sp}$) are used to represent graphons, functions, or graphon spaces. Blackboard bold letters (e.g. $\mathcal{A}$, $\mathbb{B}$) are used to denote linear operators which are not necessarily compact. Let $I$ denote the identity operator. We use $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ to represent respectively inner product and norm. In this paper, unless stated otherwise, the term "graphon" refers to a symmetric measurable function $A : [0, 1]^2 \rightarrow [-c, c]$. Clearly any $A \in \mathring{G}_c^{sp}$ can be interpreted as a linear operator from $L^2_{[0,1]}$ to $L^2_{[0,1]}$ (see e.g. [21]). $L(E_{[0,1]})$ shall denote the set of all bounded linear operators from $L^2_{[0,1]}$ to $L^2_{[0,1]}$; $\mathcal{PO}(\mathcal{A})$ will denote the set of all bounded linear operators which are polynomials of the graphon operator $\mathcal{A}$. Note that $I$ is an element of $\mathcal{PO}(\mathcal{A})$.

II. SYSTEM MODEL: NON-COMPACT OPERATOR FORMULATION

A. Linear Graphon Dynamical Systems

Let $\mathcal{A} = (\alpha_0 I + A)$ with $A \in \tilde{G}_c^{sp}$. Then $\mathcal{A}$ is a bounded linear operator from $L^2_{[0,1]}$ to $L^2_{[0,1]}$ with the operator action defined as

$$[\mathcal{A}v](\cdot) = \alpha_0 v(\cdot) + \int_0^1 A(\cdot, \eta)v(\eta)d\eta, \quad v \in L^2_{[0,1]}.$$ 

Following [22], $\mathcal{A}$ is the infinitesimal generator of the uniformly (hence strongly) continuous semigroup $S_{\mathcal{A}}(t) := e^{\mathcal{A}t} = \sum_{k=0}^{\infty} \frac{\mathcal{A}^k t^k}{k!}$, $0 \leq t < \infty$. Therefore, the initial value problem of the graphon differential equation

$$\dot{y}_t = \mathcal{A}y_t, \quad y_0 \in L^2_{[0,1]}, \quad 0 \leq t < \infty, \quad (1)$$

is well defined and has a solution given by $y_t = e^{\mathcal{A}t}y_0$.

We formulate the graphon linear system $(\mathcal{A}; \mathbb{B})$ as follows:

$$\dot{x}_t = \mathcal{A}x_t + \mathbb{B}u_t, \quad t \in [0, T], \quad (2)$$
where $A = (\alpha_0 I + A)$ with $A \in \mathcal{G}_1^{sp}$ and $\alpha_0 \in \mathbb{R}$, $B \in \mathcal{L}(L^2_{[0,1]}), x_t \in L^2_{[0,1]}$ is the system state at time $t$, and $u_t \in L^2_{[0,1]}$ is the control input at time $t$. We limit our discussions to graphons $A \in \mathcal{G}_1^{sp}$ purely for simplicity. The generalization to functions $A \in \mathcal{G}_1^{sp}$ is immanent.

Let $C([0,T]; L^2_{[0,1]})$ denote the set of continuous mappings from $[0,T]$ to $L^2_{[0,1]}$ and further let $L^2([0,T]; L^2_{[0,1]})$ denote the Banach space of equivalence classes of strongly measurable (in the Böchner sense [23, p.103]) mappings $x : [0,T] \to L^2_{[0,1]}$ that are integrable with the norm 
\[ \|x\|_{L^2([0,T]; L^2_{[0,1]})} = \int_0^T \|x(t)\|^2_{L^2_{[0,1]}} \, dt \].

A solution $x \in L^2([0,T]; L^2_{[0,1]})$ is called a mild solution of (2) if $x_t = e^{(t-s)A}x_s + \int_s^t e^{(t-r)A}Bu_r \, dr$ for all $s \leq t \leq T$.

**Proposition 1** The system $(A;B)$ in (2) has a unique mild solution $x \in C([0,T]; L^2_{[0,1]})$ for any $x_0 \in L^2_{[0,1]}$ and any $u \in L^2([0,T]; L^2_{[0,1]})$.

**Proof** Since $A$ generates a strongly continuous semigroup and $B$ is a bounded linear operator on $L^2_{[0,1]}$, we obtain this result following [20, p.385].

**B. Relation to Finite Network Systems**

Consider an interlinked network of linear (symmetric) dynamical subsystems $\{S_i^N; 1 \leq i \leq N\}$. The subsystem $S_i^N$ at the node $i$ in the undirected weighted graph $G_N$ has interactions with $S_j^N$, $1 \leq j \leq N$, specified as below:

\[ \dot{x}_i^N = \alpha_0 x_i^N + \frac{1}{N} \sum_{j=1}^N a_{ij} x_j^N + \beta_0 u_i^N + \frac{1}{N} \sum_{j=1}^N b_{ij} u_j^N, \]

\[ t \in [0,T], \quad \alpha_0, \beta_0 \in \mathbb{R}, \quad x_i^N, u_i^N \in \mathbb{R}, \]

where $A_N = [a_{ij}]$ and $B_N = [b_{ij}] \in \mathbb{R}^{N \times N}$ are the symmetric adjacency matrices of $G_N$ and of the input graph with bounded elements, say, $|a_{ij}|, |b_{ij}| \leq 1$. This bound can be generalized to a constant $c \in \mathbb{R}_+$ if we work in $\mathcal{G}_1^{sp}$. For simplicity, the scalar state for each subsystem is considered here and this easily generalizes to vector state cases. Let $x_t = [x_1^N, \ldots, x_N^N]^T$ and $u_t = [u_1^N, \ldots, u_N^N]^T$.

Consider a uniform partition $\{P_1, \ldots, P_N\}$ of $[0,1]$. Let the step function graphon $A^N$ that corresponds to $A_N$ be given by

\[ A^N(\theta, \varphi) = \sum_{i=1}^N \sum_{j=1}^N 1_{P_i}(\theta) 1_{P_j}(\varphi) a_{ij}, \quad (\theta, \varphi) \in [0,1]^2, \]

where $1_{P_i}(\cdot)$ represents the indicator function, that is, $1_{P_i}(\theta) = 1$ if $\theta \in P_i$ and $1_{P_i}(\theta) = 0$ if $\theta \notin P_i$. Similarly, define $B^N$ based on $B_N$. Then the piece-wise constant function $x_t^N \in L^2_{[0,1]}$ corresponding to $x_t \in \mathbb{R}^N$ be given by $x_t^N(\theta) = \sum_{i=1}^N 1_{P_i}(\theta) x_i^N$, for all $\theta \in [0,1]$. Similarly define $u_t^N \in L^2_{[0,1]}$ that corresponds to $u_t \in \mathbb{R}^N$.

Then the corresponding graphon dynamical system for the network system in (3) is given by

\[ \dot{x}_i^N = (\alpha_0 I + A^N) x_i^N + (\beta_0 I + B^N) u_i^N, \quad t \in [0,T], \]

\[ \alpha_0, \beta_0 \in \mathbb{R}, \quad x_i^N(0), u_i^N \in L^2_{[0,1]}, \quad A^N, B^N \in \mathcal{G}_1^{sp}. \]

where $L^2_{pwc\,[0,1]}$ represents the set of all piece-wise constant functions in $L^2_{[0,1]}$.

The trajectories of the graphon dynamical system in (4) correspond one-to-one to the trajectories of the network system in (3). Moreover, the system in (2) can represent the limit system for a sequence of systems represented in the form of (4) when the underlying step function graphon sequences convergence in the $L^2_{[0,1]}$ metric [21].

**III. OPTIMAL CONTROL PROBLEM**

**A. Control Objective**

Consider the instantaneous cost $c_t(u_t, x_t) = \langle x_t, Q x_t \rangle + \langle u_t, u_t \rangle$, and the terminal cost $c_T(x_T) = \langle x_T, P_T x_T \rangle$. The control objective is to obtain the control law $u \in L^2([0,T]; L^2_{[0,1]})$ that minimizes the quadratic cost

\[ J(u) = \int_0^T c_t(x_t, u_t) \, dt + c_T(x_T), \]

subject to the system dynamics in (2) over the finite time horizon $[0,T]$.

**B. Existence and Uniqueness of Optimal Solutions**

Consider the following Riccati equation

\[ \dot{P} = A^T P + PA - PB^T P + Q, \quad P(0) = P_0. \]

Given the solution $P$ to the Riccati equation, the optimal control $u^* := \{u_t^*, t \in [0,T]\}$ is given by

\[ u_t^* = -B^T P(T-t) x_t^*, \quad t \in [0,T] \]

and moreover $x^* := \{x_t^*, t \in [0,T]\}$ is the solution to the closed loop equation

\[ \dot{x}_t = (A - BB^T P(T-t)) x_t, \quad t \in [0,T], x_0 \in L^2_{[0,1]}. \]

See [20] for more details.

**Assumption 1** The linear operators $Q$ and $P_0$ on $L^2_{[0,1]}$ are Hermitian and non-negative, i.e., $Q, P_0 \geq 0$.

**Proposition 2** ([20, p.385]) Under Assumption 1 there exists a unique solution to the Riccati equation (6) and furthermore there exists a unique optimal solution pair $(u^*, x^*)$ as given in (7) and (8).

**Assumption 2** The graphon $A$ as an operator has a finite number $d$ of eigenfunctions corresponding to the finite set of non-zero eigenvalues. That is,

\[ A(x,y) = \sum_{\ell=1}^d \lambda_{\ell} f_{\ell}(x) f_{\ell}(y), \quad (x,y) \in [0,1]^2. \]

As an operator any graphon is compact and hence its eigenvalues accumulate at zero [13]. Thus the above assumption corresponds to a reasonable approximation. See
Section [7] and [24] for detailed discussions on graphon approximations.

**Assumption 3** $\mathbb{B}$ is in $\mathcal{P}O(\mathbb{A})$ and it is given by $\mathbb{B} = \text{poly}_B(\mathbb{A}) := \sum_{k=0}^{b} \beta_k A^k$, $b_L \geq 0$.

**Assumption 4** $Q$ and $P_0$ are in $\mathcal{P}O(\mathbb{A})$, represented by $Q = \text{poly}_Q(\mathbb{A}) := \sum_{k=0}^{h} q_k A^k$, $h \geq 0$ and $P_0 = \text{poly}_{P_0}(\mathbb{A}) := \sum_{k=0}^{r} z_k A^k$, $r \geq 0$.

For systems coupled over a graphon, it is reasonable or even desirable in some applications that controls or costs are also coupled via the underlying structure given by the graphon. Notice that **Assumptions 3 and 4** include the cases with decoupled costs and controls.

For any $s \in \mathbb{R}$, $\text{poly}_B(s) := \sum_{k=0}^{b} \beta_k s^k$, similar definitions hold for $\text{poly}_Q(s)$ and $\text{poly}_{P_0}(s)$.

### IV. Optimal Solutions via Decoupling

The projections of $x_t$ and $u_t$ in the eigenspace spanned by the normalized eigenfunction $f_\ell \in L^2_{[0,1]}$ are respectively given by $\tilde{x}_t^\ell = \langle x_t, f_\ell \rangle f_\ell \in L^2_{[0,1]}$ and $\tilde{u}_t^\ell = \langle u_t, f_\ell \rangle f_\ell \in L^2_{[0,1]}$. We call $\tilde{x}_t^\ell$ and $\tilde{u}_t^\ell$ eigenvector and eigencontrol, respectively. The values for the respective inner products are denoted by

$$\tilde{x}_t^\ell = \langle x_t, f_\ell \rangle \in \mathbb{R} \quad \text{and} \quad \tilde{u}_t^\ell = \langle u_t, f_\ell \rangle \in \mathbb{R}. \quad (10)$$

To orthogonally decouple the optimal control problem, an auxiliary state and an auxiliary control are introduced as follows:

$$\tilde{x}_t = x_t - \sum_{\ell=1}^{d} \tilde{x}_t^\ell \quad \text{and} \quad \tilde{u}_t = u_t - \sum_{\ell=1}^{d} \tilde{u}_t^\ell. \quad (11)$$

**A. Decoupled Dynamics**

**Lemma 1** Under **Assumptions 2 and 3**, the original system dynamics in (2) can be uniquely decoupled into the auxiliary system dynamics given by

$$\dot{\tilde{x}}_t = \alpha_0 \tilde{x}_t + \beta_0 \tilde{u}_t \quad (12)$$

and the eigensystem dynamics given by

$$\dot{\tilde{x}}_t^\ell = (\alpha_0 + \lambda_\ell) \tilde{x}_t^\ell + \text{poly}_B(\lambda_\ell) \tilde{u}_t^\ell, \quad 1 \leq \ell \leq d. \quad (13)$$

**Proof:** By projecting both sides of (2) into the direction $f_\ell$, we obtain (13). Then by subtracting (13) for all $\ell, 1 \leq \ell \leq d$ from (2) according to the definitions of the auxiliary state and the auxiliary control in (11), we obtain (12).

**B. Decoupled Costs**

**Lemma 2** Under **Assumption 2** and the assumption $Q \in \mathcal{P}O(\mathbb{A})$, the following decoupling holds:

$$\langle x_t, Q x_t \rangle = \langle \tilde{x}_t, Q \tilde{x}_t \rangle + \sum_{\ell=1}^{d} \langle \tilde{x}_t^\ell, Q \tilde{x}_t^\ell \rangle. \quad (14)$$

**Proof:** By subtracting (13) for all $\ell, 1 \leq \ell \leq d$ from (2) according to the definitions of the auxiliary state and the auxiliary control in (11), we obtain (12).

### Furthermore, if $Q = \text{poly}_Q(\mathbb{A}) := \sum_{k=0}^{h} q_k A^k$, then

$$\langle x_t, Q x_t \rangle = q_0 \| \tilde{x}_t \|_2^2 + \sum_{\ell=1}^{d} \text{poly}_Q(\lambda_\ell) \| \tilde{x}_t^\ell \|_2^2. \quad (15)$$

**Proof:** See Appendix 4.

**Lemma 3** If **Assumptions 2 and 4** hold, then the instantaneous cost and the terminal cost can be decoupled as follows:

$$c_t(u_t, x_t) = \tilde{c}_t(\tilde{u}_t, \tilde{x}_t) + \sum_{\ell=1}^{d} \tilde{c}_t^\ell(\tilde{u}_t^\ell, \tilde{x}_t^\ell),$$

and

$$c_T(x_T) = \tilde{c}_T(\tilde{x}_T) + \sum_{\ell=1}^{d} \tilde{c}_T^\ell(\tilde{x}_T^\ell),$$

where

$$\tilde{c}_t(\tilde{u}_t, \tilde{x}_t) = \text{poly}_Q(\lambda_\ell) \| \tilde{x}_t \|_2^2 + \| \tilde{u}_t \|_2^2,$$

and

$$\tilde{c}_T(\tilde{x}_T) = \text{poly}_{P_0}(\lambda_\ell) \| \tilde{x}_T \|_2^2.$$

**C. Decoupled LQR Problems**

Based on **Lemma 1** and **Lemma 3**, we can separate the LQR problem into $(d + 1)$ decoupled LQR problems:

1) the eigensystem LQR problems

$$\begin{cases} 
\dot{\tilde{x}}_t^\ell = (\alpha_0 + \lambda_\ell) \tilde{x}_t^\ell + \text{poly}_B(\lambda_\ell) \tilde{u}_t^\ell, \\
J^\ell(\tilde{u}_t^\ell) = \int_0^T \tilde{c}_t^\ell(\tilde{u}_t^\ell, \tilde{x}_t^\ell) dt + \tilde{c}_T^\ell(\tilde{x}_T^\ell), \quad 1 \leq \ell \leq d
\end{cases} \quad (16)$$

where

$$\tilde{c}_t^\ell(\tilde{u}_t^\ell, \tilde{x}_t^\ell) = \text{poly}_Q(\lambda_\ell) \| \tilde{x}_t^\ell \|_2^2 + \| \tilde{u}_t^\ell \|_2^2$$

and

$$\tilde{c}_T^\ell(\tilde{x}_T^\ell) = \text{poly}_{P_0}(\lambda_\ell) \| \tilde{x}_T^\ell \|_2^2.$$

2) the auxiliary system LQR problem

$$\begin{cases} 
\dot{\tilde{x}}_t = \alpha_0 \tilde{x}_t + \beta_0 \tilde{u}_t, \\
J(\tilde{u}_t) = \int_0^T \tilde{c}_t(\tilde{u}_t, \tilde{x}_t) dt + \tilde{c}_T(\tilde{x}_T),
\end{cases} \quad (17)$$

where

$$\tilde{c}_t(\tilde{u}_t, \tilde{x}_t) = q_0 \| \tilde{x}_t \|_2^2 + \| \tilde{u}_t \|_2^2$$

and

$$\tilde{c}_T(\tilde{x}_T) = z_0 \| \tilde{x}_T \|_2^2.$$

**Lemma 4** If **Assumptions 2, 4, 7, 14** are satisfied, then solving the optimal control problems (16) and (17) is equivalent to solving the optimal control problem defined by (2) and (5). Moreover, the optimal control solution exists and is unique.

**Proof:** Firstly, the original dynamics defined by (2) are decoupled into dynamics of the auxiliary system and those of eigensystems. Secondly, the cost defined by (5) can be decomposed as $J(u) = J(\tilde{u}) + \sum_{\ell=1}^{d} J^\ell(\tilde{u}^\ell)$, with the summation of non-negative terms on the right hand side. Therefore $J(u)$ is minimized if and only if $J(\tilde{u})$ and $J^\ell(\tilde{u}^\ell), (1 \leq \ell \leq d)$, are minimized. Hence, solving the optimal control problems (16) and (17) is equivalent to solving the original optimal control problem defined by (2) and (5). The existence and uniqueness of the optimal solution follow Proposition 2.
D. Centralized Optimal Solution

Theorem 1 If Assumptions 14 are satisfied, then the optimal control law for the optimal control problem in Section III is given by

\[
u_t = -\beta_0 L_{T-t} \hat{x}_t - \sum_{\ell=1}^{d} \text{poly}_B(\lambda_\ell) M_{T-t}^{\ell} x_\ell^{\ell}, \quad (18)
\]

where \( L := \{ L_t : t \in [0, T] \} \) is the solution to the Riccati equation

\[
\dot{L}_t = 2\alpha_0 L_t - \beta_0^2 L_t^2 + q_0 1, \quad L_0 = z_0 1, \quad (19)
\]

and \( M := \{ M_t^{\ell} : t \in [0, T] \} \) is the solution to the Riccati equation

\[
M_t^{\ell} = 2(\alpha_0 + \lambda_\ell) M_t^{\ell} - \text{poly}_B(\lambda_\ell)^2 (M_t^{\ell})^2 + \text{poly}_Q(\lambda_\ell) 1, \\
M_0^{\ell} = \text{poly}_P(\lambda_\ell) 1, \quad 1 \leq \ell \leq d. \quad (20)
\]

Proof Since the control problems for the auxiliary system and eigensystems are decoupled, one can solve these problems independently based on the LQR controls for infinite dimensional system [20]. The optimal control laws are given by \( \tilde{u}_t = -\beta_0 L_{T-t} \hat{x}_t \) and \( \tilde{u}_t^{\ell} = -\text{poly}_B(\lambda_\ell) M_{T-t}^{\ell} x_\ell^{\ell} \), respectively, where \( L := \{ L_t : t \in [0, T] \} \) is the solution to the Riccati equation (19) and \( M^{\ell} := \{ M_t^{\ell} : t \in [0, T] \} \) is the solution to the Riccati equation (20). Furthermore, since \( \nu_t = \tilde{u}_t + \sum_{\ell=1}^{d} \tilde{u}_t^{\ell} \), we obtain (18). \( \blacksquare \)

E. Localized Optimal Solutions

To obtain the optimal solution in a localized manner, each subsystem should solve the following optimal control problems in all eigenfunction directions:

\[
\left\{ \begin{array}{l}
\dot{x}_t^{\ell} = (\alpha_0 + \lambda_\ell) x_t^{\ell} + \text{poly}_B(\lambda_\ell) \tilde{u}_t^{\ell}, \\
\dot{\tilde{J}}(\tilde{u}_t^{\ell}) = \int_0^T \tilde{c}_t^{\ell}(\tilde{u}_t^{\ell}, x_t^{\ell}) dt + \tilde{c}_T(\tilde{x}_T^{\ell}), \quad 1 \leq \ell \leq d,
\end{array} \right. \quad (21)
\]

where \( \tilde{x}_t^{\ell} \) and \( \tilde{u}_t^{\ell} \) are the scalar values given in (10),

\[
\tilde{c}_t^{\ell}(\tilde{u}_t^{\ell}, x_t^{\ell}) = \text{poly}_Q(\lambda_\ell)(\tilde{x}_t^{\ell})^2 + (\tilde{u}_t^{\ell})^2, \\
\tilde{c}_T(\tilde{x}_T^{\ell}) = \text{poly}_P(\lambda_\ell)(\tilde{x}_T^{\ell})^2.
\]

In addition, for the subsystem with the index \( \gamma \in [\gamma, \overline{\gamma}] \subset [0, 1] \) where \( \gamma \) and \( \overline{\gamma} \) are respectively the lower and the upper bound for the interval corresponding to subsystem \( \gamma \), it should solve the following optimal control problem of the auxiliary system:

\[
\left\{ \begin{array}{l}
\dot{\hat{x}}_t(\gamma) = \alpha_0 \hat{x}_t(\gamma) + \beta_0 \tilde{u}_t(\gamma), \\
\dot{\tilde{J}}(\tilde{u}(\gamma)) = \int_0^T \tilde{c}_t(\tilde{u}_t(\gamma), \hat{x}_t(\gamma)) dt + \tilde{c}_T(\hat{x}_T(\gamma)),
\end{array} \right. \quad (22)
\]

where

\[
\tilde{c}_t(\tilde{u}_t(\gamma), \hat{x}_t(\gamma)) = \tilde{q}_0(\tilde{x}_t(\gamma))^2 + (\tilde{u}_t(\gamma))^2, \\
\tilde{c}_T(\hat{x}_T(\gamma)) = z_0(\hat{x}_T(\gamma))^2.
\]

Theorem 2 If Assumptions 14 are satisfied, then solving the optimal control problems defined by (21) and (22) locally is equivalent to solving the original optimal control problem defined by (2) and (5). Moreover, the localized optimal control law for the \( \gamma \)-th subsystem with \( \gamma \in [\gamma, \overline{\gamma}] \subset [0, 1] \) is given by

\[
u_t(\gamma) = -\beta_0 L_{T-t} \hat{x}_t(\gamma) - \sum_{\ell=1}^{d} \text{poly}_B(\lambda_\ell) M_{T-t}^{\ell} x_\ell^{\ell}(\gamma), \quad (23)
\]

where \( L := \{ L_t : t \in [0, T] \} \) is the solution to the scalar Riccati equation

\[
\dot{L}_t = 2\alpha_0 L_t - \beta_0^2 L_t^2 + q_0, \quad L_0 = z_0, \quad (24)
\]

and \( M := \{ M_t^{\ell} : t \in [0, T] \} \) is the solution to the scalar Riccati equation

\[
M_t^{\ell} = 2(\alpha_0 + \lambda_\ell) M_t^{\ell} - \text{poly}_B(\lambda_\ell)^2 (M_t^{\ell})^2 + \text{poly}_Q(\lambda_\ell), \\
M_0^{\ell} = \text{poly}_P(\lambda_\ell), \quad 1 \leq \ell \leq d. \quad (25)
\]

Proof First, since \( \tilde{x}_t^{\ell} = \tilde{x}_t^{\ell} f_t, \tilde{u}_t^{\ell} = \tilde{u}_t^{\ell} f_t \) and \( \| f_t \|_2 = 1 \)

for \( 1 \leq \ell \leq d \), the optimal control problem in (16) can be equivalently solved by solving (21) and then recovering the pair \( (\tilde{x}_t^{\ell}, \tilde{u}_t^{\ell}) \) in the \( f_t \) eigendirection, \( 1 \leq \ell \leq d \). Second, notice that \( J(\tilde{u}) = \int_0^T J_0(\tilde{u}(\gamma))d\gamma \) and \( J(\tilde{u}(\gamma)) \) are non-negative for any \( \gamma \in [\gamma, \overline{\gamma}] \subset [0, 1] \). Therefore the optimal control problems (17) and (22) are equivalent. These, together with the result in Lemma 15 imply that solving the optimal control problems defined by (21) and (22) locally is equivalent to solving the original optimal control problem defined by (2) and (5). It is obvious that (24) and (25) are the Riccati equations for the LQR problems in (22) and (21), respectively. Based on the standard LQR theory, the optimal control laws are respectively given by

\[
u_t(\gamma) = -\beta_0 L_{T-t} \hat{x}_t(\gamma) - \sum_{\ell=1}^{d} \text{poly}_B(\lambda_\ell) M_{T-t}^{\ell} x_\ell^{\ell}(\gamma),
\]

Furthermore, since \( \nu_t(\gamma) = \tilde{u}_t(\gamma) + \sum_{\ell=1}^{d} \tilde{u}_t^{\ell}(\gamma) = \tilde{u}_t(\gamma) + \sum_{\ell=1}^{d} \tilde{u}_t^{\ell}(\gamma) f_t(\gamma) \), we obtain the localized optimal control law in (23) for the original problem defined by (2) and (5). \( \blacksquare \)

The optimal control (23) consists of a single auxiliary component and \( d \) eigendirection components. The eigenstates \( x_t^{\ell}(\gamma) = (x, f_t), 1 \leq \ell \leq d \), may be viewed as the global weighted aggregates of states; the auxiliary state \( \hat{x}_t(\gamma) = x_t(\gamma) - \sum_{\ell=1}^{d} x_t^{\ell}(\gamma) f_t(\gamma) \) may be viewed as the local state offset from the global state aggregates.

F. Information Structure and Complexity

The following information is required by a representative subsystem \( \gamma \in [\gamma, \overline{\gamma}] \subset [0, 1] \) to generate the localized optimal solution:

1) all the eigenvalues of \( A \) and the value of the respective eigenfunctions at its index location, that is, \( \lambda_\ell, f_\ell(\gamma) \) for all \( 1 \leq \ell \leq d \);
2) the projections of the state $x_t$ onto each eigenfunction direction, that is, $\hat{x}_t^\ell = \langle x_t, f_\ell \rangle$ for all $1 \leq \ell \leq d$.

3) its own state $x_t(\gamma)$.

Alternatively, 2) can be replaced by the projections of the initial state $x_0$ onto each eigenfunction direction, that is, $\hat{x}_0^\ell = \langle x_0, f_\ell \rangle$ for all $1 \leq \ell \leq d$. Given $\hat{x}_0^\ell$, each subsystem can locally precompute the state $\{\hat{x}_t^\ell, t \in (0, T]\}$ based on the dynamics in (21) and the optimal control law in the $f_\ell$ eigendirection given by (17).

The complexity of generating the optimal control law for each subsystem involves solving the scalar Riccati equation corresponding to auxiliary state dynamics and solving $d$ number of scalar Riccati equations corresponding to $d$ eigenfunction directions.

It is worth mentioning that although in the graphon dynamical system there are in general an infinite number of subsystems, each subsystem can still generate the localized optimal solution by solving $(d+1)$ scalar Riccati equations. If the underlying graphon is an uniform graphon (subsystems, each subsystem can still generate the localized eigenfunction directions.

A Since Assumption 2 does not hold, that is, $A$ contains an infinite number of eigenvalues corresponding to the non-zero eigenvalues, then one needs to find the approximate solution. Since for a graphon $A \in G_1^{\Sigma}$, we have $\|A\|_2 < \infty$ and hence the operator $A$ is a compact operator according to [25, Chapter 2, Proposition 4.7]. Therefore it has a countable spectral decomposition

$$A(x, y) = \sum_{i=1}^{\infty} \lambda_i f_i(x)f_i(y), \quad (x, y) \in [0, 1]^2,$$

where the convergence is in the $L^2_{[0,1]^2}$ sense, $\{\lambda_1, \lambda_2, \ldots\}$ is the set of eigenvalues (which are not necessarily distinct) with decreasing absolute values, and $\{f_1, f_2, \ldots\}$ represents the set of the corresponding orthonormal eigenfunctions (i.e. $\|f_i\|_2 = 1$, and $\langle f_i, f_k \rangle = 0$ if $i \neq k$). The only accumulation point of the eigenvalues is zero [13], that is, $\lim_{\ell \to \infty} \lambda_\ell = 0$. This implies that the compact operator $A$ can be approximated by a finite truncation of the spectral decomposition with the most significant eigenvalues.

Since the centralized solution and the localized optimal solution are essentially the same, we focus only on the approximation result for the localized optimal solution. Consider a graphon $A$ with the spectral decomposition in (26) and approximate it by

$$A_L(x, y) := \sum_{\ell=1}^{L} \lambda_\ell f_\ell(x)f_\ell(y), \quad \forall (x, y) \in [0, 1]^2.$$  

Since $A \in L^2_{[0,1]^2}$, it is obvious that $A_L \in L^2_{[0,1]^2}$ is a bounded operator and $\lim_{L \to \infty} A_L = A$. The corresponding auxiliary state and the auxiliary control are given by

$$\hat{x}_t = x_t - \sum_{\ell=1}^{L} \hat{x}_t^\ell \quad \text{and} \quad \hat{u}_t = u_t - \sum_{\ell=1}^{L} \hat{u}_t^\ell.$$  

Consider implementing the localized optimal control law in (23) with the approximation $A_L$ of $A$. In this implementation, any eigendirection corresponding to $h > L$ is ignored in the spectral approximation and the control law applied in the $h^{th}$ eigensystem ($h > L$) is given by the auxiliary control law. Now the optimal feedback gain $M^h := \{M^h_t, t \in [0, T]\}$ in any eigendirection corresponding to $h > L$ is based on the following scalar Riccati equation

$$M^h_t = 2(\alpha_0 + \lambda_h)M^h_t - \text{poly}_B(\lambda_h)^2(M^h_t)^2 + \text{poly}_Q(\lambda_h), \quad M^h_0 = \text{poly}_P(\lambda_h)$$

in the approximation scheme, this is reproduced by the feedback gain $M^h := \{\tilde{M}^h_t, t \in [0, T]\}$ given by the following scalar Riccati equation

$$\tilde{M}^h_t = 2(\alpha_0 + \lambda_h)\tilde{M}^h_t - (\beta_0 \tilde{M}^h_t)^2 + q_0, \quad \tilde{M}^h_0 = z_0, \quad (29)$$

which is based on (24).

For simplicity of discussion, let $\text{poly}_B(A) = \beta_0$. Then the closed loop system in the $h^{th}$ eigendirection (for any $h > L$) under the optimal control is given by

$$\hat{x}^h_t = (\alpha_0 + \lambda_h - \beta_0^2 \tilde{M}_t^{h,h})\hat{x}^h_t$$

with the solution $\hat{x}^h_t = \exp\left(\int_0^T (\alpha_0 + \lambda_h - \beta_0^2 \tilde{M}_t^{h,h})dt\right)\hat{x}^h_0$. If all subsystems implement the observation of eigenstates $\{x_1^h\}_{h=1}^L$, then the closed loop system in the $h^{th}$ eigendirection under the approximate control is given by

$$\hat{x}^h_t = (\alpha_0 + \lambda_h - \beta_0^2 \tilde{M}_t^{h,h})\hat{x}^h_t$$

with the solution $\hat{x}^h_t = \exp\left(\int_0^T (\alpha_0 + \lambda_h - \beta_0^2 \tilde{M}_t^{h,h})dt\right)\hat{x}^h_0$.

Note that $\hat{x}^h_0 = \tilde{x}^h_0$. Therefore,

$$\hat{x}^h_t = \exp\left(-\beta_0^2 \int_0^T (\tilde{M}^h_t - M^h_t)dt\right).$$

This, together with the explicit solutions to Riccati equations (see Appendix II), leads to the following proposition.

**Proposition 3** Assume $\text{poly}_B(A) = \beta_0$. If the localized optimal control law in (23) is applied with the approximation of $A$ by $A_L$ given in (27) and all subsystems implement the real-time observation of eigenstates $\{x_1^h\}_{h=1}^L$, then

$$\hat{x}^h_t / \tilde{x}^h_t = \exp\left(-\beta_0^2 \int_0^T (\tilde{M}^h_t - M^h_t)dt\right), \quad \forall h > L.$$  

Furthermore, if $\tilde{M}^h_t - \tilde{P}^h \neq 0$ and $M^h_t - P^h \neq 0$ where

$$\tilde{P}^h = \sqrt{\frac{\alpha_0 + \lambda_h}{\beta_0^2} + \frac{q_0}{\beta_0^2} + \frac{\text{poly}_Q(\lambda_h)}{\beta_0^2}}$$

and $P^h = \sqrt{\frac{(\alpha_0 + \lambda_h)^2}{\beta_0^2} + \frac{\text{poly}_Q(\lambda_h)}{\beta_0^2} + \frac{(\alpha_0 + \lambda_h)}{\beta_0^2}}$, then $\tilde{M}^h_t$ and $M^h_t$ are explicitly given by

$$\tilde{M}^h_t = \left[\frac{e^{-2(\alpha_0 - \beta_0^2 \tilde{P}^h)t}}{z_0 - \tilde{P}^h} + \beta_0^2 \int_0^t e^{-2(\alpha_0 - \beta_0^2 \tilde{P}^h)\tau} d\tau\right]^{-1} + \tilde{P}^h.$$
and
\[ M_t^h = \left[ e^{-2(\alpha_0 + \lambda_h - \theta^2 t^h)_t} + \beta^2_0 \int_0^t e^{-2(\alpha_0 + \lambda_h - \theta^2 t^h)_s} \, ds \right]^{-1} + P_h. \]

VI. DISCUSSION

We limit our discussions to graphs \( A \in \tilde{G}^{sp}_c \) purely for simplicity. The generalization to functions \( A_c \in \tilde{G}^{sp}_c \) is immediate. Following the solution approach, the generalization will only result in the difference in the magnitude of eigenvalues in the spectral decomposition. Note that the corresponding \( L^2[0, 1] \) operator generated by \( A_c \in \tilde{G}^{sp}_c \) is a compact operator \([25, \text{Chapter 2, Proposition 4.7}]\) and the approximation \((27)\) for the suboptimal solution also holds.

The idea of decoupling in generating the optimal control law is inspired by \([10, 26]\). The coupling in this paper takes into account the local network weights and hence is more general than (weighted or unweighted) mean-field coupling in \([10, 26]\), and the spectral decomposition of graphs is further required in the decoupling in this paper.

VII. EXAMPLE

Consider the example with the following parameters: \( \alpha_0 = 2, \) poly\(y_1(s) = 1 + \frac{1}{2} s, \) poly\(y_2(s) = (1 - s)^2, \) poly\(p_0(s) = (1 - s)^2. \) Consider a sinusoidal graphon \( A \) given by
\[ A(x, y) = \cos(2\pi(x - y)), \quad \forall (x, y) \in [0, 1]^2. \]

Note that \( A \) has two eigenfunctions \( f_1 = \sqrt{2} \sin 2\pi(\cdot) \) \( f_2 = \sqrt{2} \cos 2\pi(\cdot) \) corresponding to the only nonzero eigenvalue \( \lambda_1 = \lambda_2 = \frac{1}{2}. \) Evidently, Assumptions 1-4 are satisfied.

The auxiliary system and the auxiliary cost for subsystem \( \gamma \in [2, 7] \subset [0, 1] \) are respectively given by
\[ \dot{x}_t(\gamma) = 2\dot{x}_t(\gamma) + \dot{u}_t(\gamma), \]
\[ J(u) = \int_0^T \left( x_t^2(\gamma) + u_t^2(\gamma) \right) dt + x_T^2(\gamma). \]

The dynamics and cost for the \( \ell^{th} \) eigensystem, \( \ell \in \{1, 2\}, \) are respectively given by
\[ \dot{x}_t^\ell = \frac{5}{2} \dot{x}_t^\ell + \frac{5}{4} \dot{u}_t^\ell, \]
\[ J(\dot{u}_t) = \int_0^T \left( \frac{1}{4} (\dot{x}_t^\ell)^2 + (\dot{u}_t^\ell)^2 \right) dt + \frac{1}{4} (\dot{x}_t^T)^2. \]

Following Theorem \([2] \) the localized optimal control problem for the system \([2] \) with the cost \([5] \) for a subsystem \( \gamma \in [2, 7] \subset [0, 1] \) is given as follows:
\[ u_t(\gamma) = -L_{T-t} \dot{x}_t(\gamma) \]
\[ -\frac{5\sqrt{2}}{4} \left( M_{T-t}^{(1)} \dot{x}_t^{(1)} \sin 2\pi\gamma + M_{T-t}^{(2)} \dot{x}_t^{(2)} \cos 2\pi\gamma \right), \]
where
\[ \dot{x}_t(\gamma) = x_t(\gamma) - \sqrt{2} \dot{x}_t^{(1)} \sin 2\pi\gamma - \sqrt{2} \dot{x}_t^{(2)} \cos 2\pi\gamma, \]
\[ \dot{M}_t^{(1)} = 5M_t^{(1)} - \left( \frac{5}{4} M_t^{(1)} \right)^2 + \frac{1}{4}, \quad M_t^{(0)} = \frac{1}{4}, \quad \ell \in \{1, 2\}, \]
with \( t \in [0, T]. \)
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and the last term on the right hand side of (35) gives
\[
\langle \dot{x}_t, A^k \sum_{\ell=1}^d \bar{x}_\ell^t \rangle = \left\langle x_t - \sum_{\ell=1}^d \bar{x}_\ell^t, A^k \sum_{\ell=1}^d \bar{x}_\ell^t \right\rangle = \left\langle x_t - \sum_{\ell=1}^d (x_t, f_\ell) f_\ell, A^k \sum_{\ell=1}^d (x_t, f_\ell) f_\ell \right\rangle = \sum_{\ell=1}^d \langle (x_t, f_\ell) f_\ell, \lambda^k_\ell (x_t, f_\ell) f_\ell \rangle = \sum_{\ell=1}^d \langle \bar{x}_\ell^t, A^k \bar{x}_\ell^t \rangle.
\]

Hence, we obtain (34). Since this separation result holds for all powers of \( A \), we have
\[
\langle x_t, \text{poly}(A) x_t \rangle = \langle \bar{x}_t, \text{poly}(A) \bar{x}_t \rangle + \sum_{\ell=1}^d \langle \bar{x}_\ell^t, \text{poly}(A) \bar{x}_\ell^t \rangle.
\]

With \( Q = \text{poly}(A) \), we prove the result in (14). Furthermore,
\[
\langle \bar{x}_t^e, \text{poly}(A) \bar{x}_t^e \rangle = \langle \bar{x}_t^e, f_\ell f_\ell, \lambda_\ell (x_t, f_\ell) f_\ell \rangle = \lambda_\ell \|x_t^e\|^2_2
\]

and
\[
\langle \bar{x}_t, Q \bar{x}_t \rangle = \langle \bar{x}_t, q_0 \bar{x}_t \rangle + \sum_{k=1}^h \langle \bar{x}_t, q_k A^k \bar{x}_t \rangle
\]

Therefore, we have the result in (15). \( \square \)

**APPENDIX II**

**EXPLICIT SOLUTIONS TO SCALAR RICCATI EQUATIONS**

Consider the following scalar Riccati equation:
\[
\dot{P}_t = 2\alpha P_t - \beta^2 P_t^2 + q, \quad P_0 = z_0 > 0, \quad q > 0.
\]

Let \( S \) be the positive solution to the corresponding algebraic Riccati equation:
\[
0 = 2\alpha S - \beta^2 S^2 + q, \quad q > 0.
\]

Denote \( P_t^e = P_t - S \). Subtracting (39) from (38) yields
\[
\dot{P}_t^e = 2\alpha P_t^e - \beta^2 P_t^2 + \beta^2 S^2
\]
\[
= 2\alpha P_t^e - \beta^2 S(P_t - S) - \beta^2 P_t^2 + \beta^2 S^2 + 2\beta^2 S(P_t - S)
\]
\[
= 2(\alpha - \beta^2 S)P_t^e - \beta^2(P_t^e)^2, \quad P_0^e = z_0 - S, \quad q > 0.
\]

If \( P_t^e \neq 0 \) holds for all \( t \in [0, T] \), we introduce \( \dot{I}_t^e = (P_t^e)^{-1} \). Substituting \( (I_t^e)^{-1} \) for \( P_t^e \) in (40) yields
\[
\dot{I}_t^e = -2(\alpha - \beta^2 S)I_t^e + \beta^2, \quad I_0^e = (z_0 - S)^{-1}.
\]

See also [27]. Therefore
\[
I_t^e = \frac{e^{-2(\alpha - \beta^2 S)t}}{(z_0 - S)} + \beta^2 \int_0^t e^{-2(\alpha - \beta^2 S)\tau} d\tau
\]

and hence
\[
\Pi_t = \left( e^{-2(\alpha - \beta^2 S)t} \right) \left( z_0 - S \right) + \beta^2 \int_0^t e^{-2(\alpha - \beta^2 S)\tau} d\tau \right)^{-1} + S
\]

with \( S = \sqrt{\frac{\alpha}{\beta^2} + \frac{\alpha}{\beta^2} + \frac{\alpha}{\beta^2}}. \)