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ABSTRACT

Wet-running multi-plate clutches fulfill a major safety-relevant role in drive trains and, as a result, damage to and failure of the clutch system must be strictly avoided, especially spontaneous damage. This paper deals with spontaneous damage to wet-running multi-plate clutches with paper friction lining with respect to spontaneous damage behavior. The paper presents a comparison method, by means of which the load-carrying capacity of various multi-plate clutches can be compared with regard to spontaneous damage based on experimental data and recommendations can be formulated. The experiments were performed on six different clutch variants, and the results were examined for significant differences. Various statistical tools were used to detect statistically significant variations. The experiments showed that higher load levels have a greater dispersion of the measured values, thus making comparisons more difficult. In the clutch variants investigated, significant changes in spontaneous damage behavior could only be detected when the cooling plate thickness or the carbon content was changed.
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1. INTRODUCTION

Wet-running multi-plate clutches and brakes are essential machine elements in drive technology. They can be engaged under differential speed, and the transmittable torque can be flexibly adjusted, even during operation. This results in a wide range of applications, e.g., as starting and powershift elements in dual-clutch and automatic transmissions, torque converter lock-up clutches, differential locks, brakes in construction machinery, reversing elements in marine transmissions, or slipping clutches.

Failures of multi-plate clutches must be avoided owing to the often safety-relevant functions, which they have to perform in drive trains. Spontaneous damage is particularly problematic since it can cause the clutch to fail as a result of a single engagement, so it is not detectable in advance. The design of multi-plate
clutches in the context of spontaneous damage is made more difficult by the different physical and tribological properties of the various friction material types (organic and metallic) as well as different damage characteristics. This paper discusses the load-carrying capacity with respect to spontaneous damage to wet-running multi-plate clutches with paper friction lining. A variety of clutch variants were investigated and then compared with each other.

The damage mechanism of clutches varies according to operating conditions [1] and includes hot spots [2, 3], thermoelastic instability [4–6], thermal buckling [7, 8], cracks on the steel plate [11, 12], and wear [9, 10].

Anderson and Knapp [2] described the characteristics of hot spots in friction systems in automotive applications. Focal hot spots were characterized which were elliptical to circular damage. These focal hot spots were divided into critical and non-critical focal hot spots. Regarding the uncritical focal hot spots, only "cosmetic" interface changes such as discoloration [11] were detected. Plastic deformation of the steel rubbing interfaces occurred at the critical hot spots. These studies were confirmed by later investigations [12–18]. Very high interface temperatures [19] occur at the critical hot spots, resulting in microstructural transformations (martensite formation) [1, 16, 19–23]. The martensite formation causes an increase in the volume and local thickening of the steel plates [2, 23, 24]. Owing to the high thermal gradients in the hot spots, high stresses and cracks also arise in the steel plates. [2, 25, 26]. This case of damage is very often described for brake discs [19, 25, 27, 28]. The consequences of hot spots are judder [16, 29–32] and the failure of the brake or clutch system [2, 33].

The theory of thermoelastic instability (TEI) [4, 34, 35] has explained the formation of hot spots. Friction heating causes thermal deformation of friction plates, which changes the pressure distribution on friction interfaces. The pressure distribution in turn determines the distribution of the generated frictional heat. These interdependencies create a complex thermo-elastic system, which can become unstable above a certain sliding speed and lead to strong pressure concentrations with very high local temperature and pressure loads. This phenomenon is responsible for many common types of thermal failure of friction elements and is called friction-induced thermoelastic instability (TEI) [36]. However, the theoretical results of TEI are very difficult to verify in practical tests [23, 37, 38]. Practical investigations verify the influence of friction work and friction power on the formation of hot spots [18, 26, 39–41].

A variety of suggestions have been offered in the literature. Given the continuous differences in the thickness of the steel plate, Fieldhouse [22] suggested the use of friction materials with a low Young’s modulus so that the unevenness of pressure can be compensated. In addition, a uniform mass distribution is recommended so that the heat distribution is homogeneous [22]. The influence of the Young’s modulus on the creation of hot spots has been investigated and proven by several other authors [30, 38, 39, 42–44].

The simulation results by Zagrodzskis [45] have shown that reducing the thickness of the steel disc can significantly improve thermoelastic stability. However, this precaution must be applied with care. Thinner discs are more susceptible to known permanent distortions (coning, warping). In addition, steel discs serve as heat sinks. Reducing their thickness leads to an increase in the mean temperature. References in the literature have also suggested increasing the thermal effusivity [31] and the thermal conductivity [30, 31, 46] of the friction parts.

This paper presents a comparison method to experimentally examine different variants for their load carrying capacity. The influence of the varied parameters can be investigated and recommendations regarding the load carrying capacity can be formulated.

2. RESEARCH METHODOLOGY

The following sections present the materials used (2.1) and test rig (2.2) and the Design of Experiment (2.3). Sections 2.4 and 2.5 explain the basics of Linear Regression. Sections 2.6 to 2.8 present the methods for testing the prerequisites for Linear Regression. Finally, section 2.9 explains the calculation of confidence bands.
2.1 Materials

The experiments were carried out on friction plates with paper lining. The friction linings are supplemented with organic fibers. The friction plates were used as inner plates. For all tests 4 steel plates and 3 lining plates were used (6 friction areas). Fig. 1 shows photographs of the paper lining plates, sized 141/168 mm.

Five different variants were examined and compared to a reference system. Each variant represented a modification of one or more of the following parameters: oil flow rate, steel plate thickness, groove pattern (group parallel groove \( \text{gpg} \), wafer groove \( \text{wg} \), group parallel groove combined with wafer groove \( \text{gpg+wg} \)), and the carbon content of the steel plates. The specifications for each system are presented in Table 1. For variant C, the groove was embossed.

In contrast, the groove was milled for the other variants. The varied parameters for each variant are underlined.

Table 1. Specification of the tested variants

| Variant | Oil Flow Rate in \( \text{mm}^3/\text{mm}s \) | Plate thickness in \( \text{mm} \) | Groove Pattern | Carbon content in steel plate |
|---------|---------------------------------|-----------------|----------------|-----------------------------|
| Reference | 0.8                            | 1.5             | gpg+wg         | Normal                      |
| A       | 0.4                            | 1.5             | gpg+wg         | Normal                      |
| B       | 0.8                            | 1.5             | gpg            | Normal                      |
| C       | 0.8                            | 1.5             | gpg+wg (embossed) | Normal                      |
| D       | 0.8                            | 1.85            | gpg+wg         | Normal                      |
| E       | 0.8                            | 1.5             | gpg+wg         | High                        |

The clutch was supplied centrally with cooling oil from the inside at a defined cooling oil flow. The heating and cooling of the oil and its temperature \( \theta_{\text{oil}} \) were controlled by a thermostat.

2.2 Experimental setup

The experiments used to determine the friction work, sliding time, and stress limits of multi-plate clutches were performed on a ZF/FZG KLP-260 component test bench. Fig. 2 illustrates the test bench design.

The outer carrier was fixed to the housing. The inner carrier was fixed to the central shaft, which was also connected to both flywheels (with mass moments of inertia \( J_1 \) and \( J_2 \)). The friction torque \( T_R \) was measured at the outer carrier [42].
Before the start of each engagement, the inner carrier was accelerated by the main drive to the differential speed $\Delta n$. Immediately before the engagement, the main drive was separated from the inner carrier by means of an electromagnetic clutch. The maximum and the increase rate of the shifting force $F_{A,max}$ were adjustable and were applied by means of a hydraulic piston to the outer plates.

The various parameters ($j_1$, $j_2$, $\Delta n$, $F_{A,max}$) offered great flexibility in designing the experiments. Different load levels were easily attainable by varying the differential speed $\Delta n$ or the axial force $F_{A,max}$ without any modification to the equipment. Further load levels were achieved by connecting the mass moments of inertia $j_1$ and $j_2$.

The technical data of the test bench are listed in Table 2.

The experiments were performed as step tests. The fundamental principle of step tests is the stepwise increase of one or more loading parameters as the test progresses [3]. The validity of the step test with regard to the examination of multi-plate clutches has been confirmed by Strebel [42] and Hensel [42, 48].

This study included three varied input parameters: axial force $F_{A,max}$, mass moment of inertia $j_1$, and initial differential speed $\Delta n$.

The experiments were divided into 4 groups. A step test with 10 levels was performed for each group. The pressure and the moment of inertia were varied among the groups. Within the groups, the initial differential speed was increased at each step. The load levels of the step test for one group are listed in Table 4. The complete experimental design is compiled in Appendix A.

### Table 2. Technical data for the ZF/KLP-260 [47]

| Parameter                                | Value         |
|------------------------------------------|---------------|
| Mass moments of inertia: $j_1$           | $0.1$...$0.75$ |
|                                          | $1$           |
| Mass moments of inertia: $j_2$           | $1$           |
| Outside disc diameter                    | $75$...$260$  |
| Max. friction torque                     | $2,000$       |
| Max. differential speed power shift mode | $0$...$7,000$ |
| Max. axial force                         | $0$...$20$    |
| Oil temperature                          | $30$...$150$  |

### Table 4. Load levels in the step test

| Step | Initial differential speed in RPM |
|------|-----------------------------------|
| 1    | 1800                              |
| 2    | 2200                              |
| 3    | 2600                              |
| 4    | 2900                              |
| 5    | 3200                              |
| 6    | 3500                              |
| 7    | 3800                              |
| 8    | 4100                              |
| 9    | 4350                              |
| 10   | 4600                              |

### 2.3 Design of the experiment

Manufacturing inaccuracies in the components needed to be eliminated before performing the experiment. To compensate inhomogeneities on the clutch plates, the actual step test is preceded by a run-in. Table 3 shows the loads during the run-in. In the case of paper lining, the procedure was divided into three different phases at increasing loads.

Each level consisted of ten engagements. The number of engagements was small enough to avoid the occurrence of long-term damage, but big enough to also enable a significant stochastic analysis of any change [42]. The clutch system was disassembled after each step and any changes or damage documented. The time between two successive engagements was 40 seconds. According to Strebel [42], this cycle time is long enough to allow the clutch to re-cool to the oil temperature before the next engagement. The oil injection temperature is sensor-based monitored and controlled to $\Theta_{oil} = 80^\circ C$. This waiting time was important because it guaranteed that the temperature of the clutch was determined only by the current shift and not by the previous engagement.

| Level | Engagements | Pressure in N/mm² | Friction work in J/mm² |
|-------|-------------|-------------------|------------------------|
| 1     | 100         | 0.5               | 0.08                   |
| 2     | 200         | 1.0               | 0.12                   |
| 3     | 300         | 1.5               | 0.42                   |
In all tests, local thickening of the steel plate (hot spots) marked the end of the step tests. Furthermore, it was observed that the initial damage always consisted of a discoloration of the steel plate, and a local thickening only occurred at a higher mechanical load. The local discolorations occur at lower steel plate temperatures. Local thickening occurs only at higher temperatures \([2, 12, 14, 16]\). Fig. 3 shows the damage that occurred.

![Fig. 3. (a) Local discoloration; (b) local thickening (hot spots)](image)

**2.4. Linear regression**

Linear regression establishes a mathematical functional description between one or more input variables \(x_i\) and an output variable \(y\) \([49]\).

\[
y = f(x_1, ..., x_i, ..., x_n)
\]

(1)

Is it evident from the scatter plot (cf. Fig. 4) that, if the dependence between \(n\) input variables and one output variable is linear or approximately linear, according to Schiefer \([49]\) the dependence can be quantitatively described as following:

\[
y = \beta_0 + \beta_1 \cdot x_1 + \cdots + \beta_n \cdot x_n + e
\]

(2)

where \(y\) is the output variable, \(x_i\) is the value of the \(i\)-th input variable, \(\beta_i\) is the coefficients for the \(i\)-th variable \(x_i\) and \(e\) is the residual of the mathematical model.

In models with one input variable and one output variable, as in Fig. 4, the linear regression equation is

\[
y = \beta_0 + \beta_1 \cdot x + e
\]

(3)

where \(\beta_0\) is the intersection with the \(y\)-axis, and \(\beta_1\) the slope of the regression line.

The regression aims to calculate the optimal parameters \(\beta_0\) and \(\beta_1\) that approximate the measured values as closely as possible.

![Fig. 4. Dependence of output \(y\) on input \(x\)](image)

According to Ehle \([50]\), in order to ensure the correct estimation of the parameters \(\beta_0\) and \(\beta_1\) and enable further analysis of the regression results, some assumptions must be fulfilled regarding the input and output variables and the residuals:

a) Linearity: the relationship between the independent and the dependent variable must be linear.

b) The expected value of the residuals is zero \((E(e) = 0)\).

c) Homoscedasticity: the residuals have constant variance.

d) Independence of error: the residuals do not correlate with each other.

e) Residuals are normally distributed.

**2.5. Ordinary Least Squares Estimation (OLS)**

According to Schiefer \([49]\), the optimal parameters for the regression line are calculated based on the sum of the squares of the distances to the regression line (RSS):

\[
RSS(\beta_0, \beta_1) = \sum_{i=1}^{n} (y_i - (\beta_0 + \beta_1 \cdot x_i))^2
\]

(4)

The optimal parameters values of \(\beta_0\) and \(\beta_1\) for which the RSS is minimized are the OLS estimators and are given by:
\[
\hat{\beta} = \arg \min_{\beta_0, \beta_1} \sum_{i=1}^{n} (y_i - (\beta_0 + \beta_1 \cdot x_i))^2 \tag{5}
\]

with
\[
\hat{\beta} = (\beta_{0, \text{opt}}, \beta_{1, \text{opt}})^T
\tag{6}
\]

where \(\beta_{0, \text{opt}}\) and \(\beta_{1, \text{opt}}\) are the optimal parameters. According to Karpfinger [51], the optimal parameters can be estimated by solving the following linear system of equations if the data points \(x_1, \ldots, x_M\) and \(y_1, \ldots, y_M\), are given:
\[
A^T A \cdot \hat{\beta} = A^T b \tag{7}
\]

with
\[
b = \begin{pmatrix} y_1 \\ \vdots \\ y_M \end{pmatrix} \quad \text{and} \quad A = \begin{pmatrix} 1 & x_1 \\ \vdots & \vdots \\ 1 & x_M \end{pmatrix}.
\]

The solution of equation 5 states [51]:
\[
\hat{\beta} = (A^T A)^{-1} A^T b \tag{8}
\]

### 2.6. Homoscedasticity

In statistics, homoscedasticity refers to the fact that the variance of the residuals is constant over all measurements. According to Olive [52], this property can be verified graphically by assessing the residual plot: If the dispersion of the residuals is constant over the whole range of values, homoscedasticity is given (Fig. 5 (a)). In the case that the variance fluctuates, the data is heteroscedastic (Fig. 5 (b)).

\[
e_i = \rho \cdot e_{i-1} + \tau_i \tag{9}
\]

where \(e_i\) is the residual for the \(i\)-th measurement, \(\rho\) is the coefficient of correlation, and \(\tau_i\) is a disturbance variable.

The test statistic \(d\) is given by:
\[
d = \frac{\sum_{i=2}^{M}(e_i - e_{i-1})^2}{\sum_{i=1}^{M}e_i^2} \approx 2(1 - \rho) \tag{10}
\]

where \(M\) is the number of measurements.

There is no first-order autocorrelation if \(\rho = 0\) or, alternatively, \(d = 2\).

### 2.8. Kolmogorov-Smirnov test

The Kolmogorov-Smirnov test [52, 55] is a non-parametric statistical test which enables the comparison of two probability distributions. An empirical distribution function \(F(x)\) is compared to theoretical distribution function \(F_0(x)\) defined by the null hypothesis \(H_0\) [51]:
\[
H_0: F(x) = F_0(x) \quad H_1: F(x) \neq F_0(x) \tag{11}
\]
The data must be sorted in ascending order \( x_1 \leq x_2 \leq \ldots \leq x_n \). Using the sorted data, the empirical distribution function is calculated and compared to the theoretical distribution function for each data point. The Kolmogorov-Smirnov statistic is given by the following expression [55]:

\[
D = \sup |F(x) - F_0(x)|
\]

The test statistic is then compared to a tabulated critical value of the Kolmogorov distribution for a particular statistical significance \( \alpha \). If the test statistic is larger than the critical value, the null hypothesis can be rejected. Table 5 shows an extract of the critical values for the test statistic for the Kolmogorov-Smirnov test.

**Table 5.** Extracts from the Kolmogorov distribution table from Lilliefors [55]

| \( n \) | \( \alpha = 0.1 \) | \( \alpha = 0.05 \) | \( \alpha = 0.01 \) |
|---|---|---|---|
| 10 | 0.239 | 0.258 | 0.294 |
| 15 | 0.201 | 0.220 | 0.257 |
| 20 | 0.174 | 0.190 | 0.231 |

### 2.9 Confidence bands of the mean

After the regression has been performed, it is possible to calculate the confidence interval for the regression parameters \( \beta_0 \) and \( \beta_1 \). However, the confidence interval for the regression coefficient alone has little practical significance with regard to the meaningfulness of differences between two regression lines [50]. The aim is to determine statistically significant differences in the mean load-carrying capacity between two variants while taking into account the uncertainties of the regression line.

According to Ehle [50] and Olive [52], the confidence band specifies an interval in which the expected value of the output \( y \) for an input \( x \) is within it with a significance level \( \alpha \). The confidence band is different from the prediction interval. The prediction deals with the prediction of future values, while the confidence band is a range for the expected value for the dependent variable. The width of the interval is larger because of the uncertainty of the regression coefficients and the normal uncertainty of a measurement. Only the confidence bands are used in the following analysis of the regression lines. Fig. 6 shows the confidence band for the expected value of the output for the given data points.

![Data points, Regression line, Confidence band](image)

**Fig. 6.** Confidence band for a regression line

The confidence interval is given by:

\[
CI = [I_1; I_2]
\]

with

\[
I_1 = \hat{y}(x) - t_{1-\alpha/2,n-2} \cdot SE(\hat{y}(x))
\]

\[
I_2 = \hat{y}(x) + t_{1-\alpha/2,n-2} \cdot SE(\hat{y}(x))
\]

and the standard error for the expected value

\[
SE(\hat{y}(x)) = s_{res} \sqrt{\frac{1}{n} + \frac{(x - \bar{x})^2}{s_x^2(n - 1)}}
\]

in which \( t_{1-\alpha/2,n-2} \) is the student-t distribution with \( n - 2 \) degrees of freedom and significance level \( \alpha \); \( \hat{y}(x) \) is the expected value for a given input \( x \); \( s_x \) is the empirical standard deviation for the input \( x \); and \( n \) is the number of data points. The equations were extracted from Ehle [50].

### 3. RESULTS AND DISCUSSION

The linear regression was performed for one reference system as well as the five variants A, B, C, D, and E (cf. 0 Materials). In this analysis, the test data from each step test for the initial damage (local discoloration) and the last load stage before failure (local thickening) were used and presented in a diagram (friction work over friction power). Each data point is the average of 10 engagements for the respective load stage. The detailed evaluation methodology can looked up in Schneider [18]. The engagements in which failure of the clutch system occurs were not used because the measured data showed a high degree of inaccuracies in the event of failure.
The results of the linear regression are presented in section 3.1. Sections 3.2 to 3.6 further deepen the analysis of each variant and compare each variant with the reference.

3.1. Linear regression

Table 6 shows the results of the linear regressions for the reference system as well as the five variants A, B, C, D, and E using the sliding time $t_s$ as independent input and the friction loss $q_s$ as dependent output, as in the following equation [56]:

$$q_s = \gamma \cdot t_s + q_{s,0} \quad (17)$$

The linearity of the relationship between slip time and friction work has been proven by Strebel [3].

| System    | First damage | Prior to failure |
|-----------|--------------|-----------------|
|           | $\gamma$    | $q_{s,0}$       | $\gamma$ | $q_{s,0}$ |
| Reference | 0.147        | 1.159           | 0.282    | 1.563     |
| Variant A | 0.256        | 0.873           | 0.398    | 1.485     |
| Variant B | 0.215        | 1.098           | 0.280    | 1.504     |
| Variant C | 0.211        | 1.098           | 0.310    | 1.495     |
| Variant D | 0.244        | 1.085           | 0.422    | 1.085     |
| Variant E | 0.326        | 0.994           | 0.547    | 1.167     |

The following paragraphs check all of the requirements and assumptions from section 2.4.

Table 7 shows the expected value of the residuals. The assumption that the expected value of the residuals equals zero can be justified in both cases.

| Load level     | $E[e]$          |
|----------------|-----------------|
| First damage   | $5.5 \cdot 10^{-17}$ |
| Prior to failure | $-9.25 \cdot 10^{-17}$ |

The homoscedasticity can be checked using Fig. 7. The variance of the residuals over the friction work showed no particular tendencies, and the variance can be assumed to be constant.

The test statistics of the Durbin-Watson Tests was equal to $DW=2.70$ for the first damage measurements and $DW=2.92$ for the measurements prior to damage. The hypothesis of first-order autocorrelation were rejected at the 5% significance level for both cases.

![Friction work vs. residuals](image)

The residuals were normalized so that the values ranged between -1 and 1 then assessed for standard normal distribution using the Kolmogorov-Smirnov test:

$$H_0: F(x) = \mathcal{N}(0,1)$$

$$H_1: F(x) \neq \mathcal{N}(0,1)$$

The results of the Kolmogorov-Smirnov test for normality of the residuals for $n = 24$ and $\alpha = 0.05$ are presented in Table 8. Since the test statistics were smaller than the critical value in both cases, the null hypothesis $H_0$ could not be rejected. The normalized residuals were standard normally distributed.

| Load level     | $D$   | $D_{crit,0.05}$ | $H_0$         |
|----------------|-------|-----------------|---------------|
| First damage   | 0.194 | 0.269           | not rejected  |
| Prior to failure | 0.126 | 0.269           | not rejected  |

3.2. Reference

Fig. 8 shows the plot of the data points, the regression line and the 90% confidence band for the reference system. Fig. 8 (a) shows the data points from the initial damage and Fig. 8 (b) from load level before to failure.
In the case of initial damage (Fig. 9 (a)), the regression line of variant A was steeper than the regression line for the reference. The slope of the regression line for variant A was almost two times greater compared to the reference, but had a smaller intercept value $q_{s,0}$. Based on the confidence bands, no statement could be made about significant differences in the load carrying capacity, since both confidence bands overlapped for all sliding times.

**3.2. Variant A – lower oil flow**

The comparison of the load carrying capacity for the reference and variant A is shown in Fig. 9. The test conditions for variant A were the same as for the reference, but at a lower oil flow ($0.4 \text{ mm}^3/\text{mm}^2\text{s}$ instead of $0.8 \text{ mm}^3/\text{mm}^2\text{s}$).
In the case prior to failure (Fig. 9 (b)), the regression line of variant A was also steeper than the regression line for the reference, but both regression lines had a similar intercept value. Although it seems that the load carrying capacity of variant A had the tendency to increase faster than the reference, no significant statement can be made owing to the overlapping of the confidence bands.

3.3. Variant B - group parallel groove

The comparison of the load carrying capacity for the reference and variant B is shown in Fig. 10. The test conditions for variant B were the same as for the reference, but with group parallel grooves instead of a group parallel groove combined with wafer grooves.

In the case of initial damage (Fig. 10 (a)), the regression line for the load carrying capacity for variant B was slightly steeper than the regression line for the reference. Both regression lines had similar values for the intercept $q_{s,0}$.

Since no range existed in the measured data where the confidence intervals did not intersect, it was not possible to make statements about differences in the load carrying capacity of these two clutch systems regarding the load level of first damage.

3.4. Variant C – embossed groove

The comparison of the load carrying capacity for the reference and variant C is shown in Fig. 11. The test conditions for variant C were the same as for the reference, but with an embossed instead of milled grooves.

Regarding initial damage (Fig. 11 (a)), the regression line for the load carrying capacity for variant C was steeper than the reference. Variant C had a slightly smaller intercept value $q_{s,0}$ and bigger slope $\gamma$. However, these differences between the regression lines did not result in a significant difference between the expected values for the reference and the variant considered.
In the case prior to failure (Fig. 11 (b)), both regression lines showed almost identical behavior. The differences between the regression coefficients were minor. The confidence band of the variant fully included the reference confidence band, resulting in no significant statement regarding the difference in load carrying capacity.

3.5. Variant D – thicker steel plate

Variant D had an increased plate thickness of 1.85 mm compared to 1.5 mm for the reference system. The comparison of the load carrying capacity for the reference and variant D is shown in Fig. 12.

In the case of initial damage (Fig. 12 (a)), the regression line of variant D was steeper than the regression line for the reference. The slope of the regression line for variant D was 65% steeper than the reference slope but had a smaller intercept value $q_{s,0}$.

In the case prior to failure (Fig. 12 (b)), the regression line of variant D was also steeper than the regression line for the reference, but both regression lines had a similar intercept value. Based on the confidence bands, it can be stated that the load carrying capacity of variant D was statistically significantly higher from a sliding time of about 2.3 seconds onward. Between 0 sec and 2.3 sec, no significant statement can be made since the confidence bands for both systems overlapped. From a slip time of 2.3 seconds onward, the confidence bands no longer overlapped, so a statement can be made about a significant difference in the load carrying capacity of the systems. Regarding long sliding times, the load carrying capacity of variant D was significantly higher than the reference.
3.6. Variant E – higher carbon content

Variant E had an elevated carbon content in the steel plate. The comparison of the load carrying capacity for the reference and variant E is shown in Fig. 13.

In the case of initial damage (Fig. 13 (a)), the regression line of variant E was steeper than the regression line for the reference.

Theoretically, the load capacity of the variant was greater than that of the reference for longer sliding times. However, this difference could not be statistically determined considering the given confidence bands for the expected value for the slip work $q_s$. Both confidence intervals still slightly overlapped. An extrapolation of the regression lines would emphasize the difference even more but this would also enlarge the confidence bands.

In the case prior to failure (Fig. 13 (b)), the regression line of variant E was twice as steep as the regression line for the reference and had a smaller value for the intercept. For long sliding times from 2.8 sec onward, the load carrying capacity of variant E was significantly higher than the reference, since the confidence bands no longer overlapped.

4. CONCLUSION

This paper examined the influence of oil flow rate, plate thickness, carbon content and different groove patterns on the load carrying capacity of wet-running multi-plate clutches.
After a run-in used to eliminate manufacturing inaccuracies, the clutch system was subjected to a step test in which the load applied to the clutch was increased after each step. The first load levels in which damage of the clutch plate was visible and the level prior to failure were recorded for further analysis of the load carrying capacity.

The formulated method for comparing multi-plate clutches takes into account the variance of the measurements in order to consider significant differences, which is not possible by simply comparing two regression lines.

A linear regression was run on the measurements for the reference system and variants A, B, C, D, and E in order to quantify the relationship between sliding time and friction work and to determine the maximal load carrying capacities. The 90% confidence band was computed for each system. The measurements, the regression line, and the confidence band of the variants were plotted and compared to the reference.

In order to enable statistically significant statements about differences in load capacity, the confidence bands were compared and possible overlaps analyzed. Significant statements can be made for ranges in which the confidence bands did not overlap.

Although some tendencies and trends were identifiable with respect to the influence of various parameters on the load carrying capacity in comparison to the reference system, only two datasets permitted the formulation of a statement with respect to the differences in the mean of the load capacity.

The variation of the oil flow rate influenced the loads at which the first damages occurred. For small sliding times, the load carrying capacity of variant A was smaller than that of the reference. For long sliding times, the load carrying capacity of variant A was higher than the reference.

Variations in oil flow (A) and groove patterns (B, C) did not have any significant effect on load capacities. Variations of plate thickness (D) and carbon content (E) did have a significant effect on the load capacity regarding the failure level.
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## APPENDIX A

### Loads of step test 1

| Step | Differential speed in RPM | Mass moment of inertia in kgm² | Axial force in kN | Expected torque in Nm |
|------|---------------------------|-------------------------------|------------------|-----------------------|
| 1    | 1900                      | 1.05                          | 10.48            | 632                   |
| 2    | 2200                      | 1.05                          | 10.48            | 632                   |
| 3    | 2600                      | 1.05                          | 10.48            | 632                   |
| 4    | 2900                      | 1.05                          | 10.48            | 632                   |
| 5    | 3200                      | 1.05                          | 10.48            | 632                   |
| 6    | 3500                      | 1.05                          | 10.48            | 632                   |
| 7    | 3800                      | 1.05                          | 10.48            | 632                   |
| 8    | 4100                      | 1.05                          | 10.48            | 632                   |
| 9    | 4350                      | 1.05                          | 10.48            | 632                   |
| 10   | 4600                      | 1.05                          | 10.48            | 632                   |

### Loads of step test 2

| Step | Differential speed in RPM | Mass moment of inertia in kgm² | Axial force in kN | Expected torque in Nm |
|------|---------------------------|-------------------------------|------------------|-----------------------|
| 1    | 1450                      | 1.8                           | 9.17             | 553                   |
| 2    | 1750                      | 1.8                           | 9.17             | 553                   |
| 3    | 2000                      | 1.8                           | 9.17             | 553                   |
| 4    | 2250                      | 1.8                           | 9.17             | 553                   |
| 5    | 2500                      | 1.8                           | 9.17             | 553                   |
| 6    | 2700                      | 1.8                           | 9.17             | 553                   |
| 7    | 2900                      | 1.8                           | 9.17             | 553                   |
| 8    | 3100                      | 1.8                           | 9.17             | 553                   |
| 9    | 3300                      | 1.8                           | 9.17             | 553                   |
| 10   | 3500                      | 1.8                           | 9.17             | 553                   |

### Loads of step test 3

| Step | Differential speed in RPM | Mass moment of inertia in kgm² | Axial force in kN | Expected torque in Nm |
|------|---------------------------|-------------------------------|------------------|-----------------------|
| 1    | 1500                      | 1,675                         | 4.91             | 296                   |
| 2    | 1800                      | 1,675                         | 4.91             | 296                   |
| 3    | 2100                      | 1,675                         | 4.91             | 296                   |
| 4    | 2400                      | 1,675                         | 4.91             | 296                   |
| 5    | 2700                      | 1,675                         | 4.91             | 296                   |
| 6    | 3000                      | 1,675                         | 4.91             | 296                   |
| 7    | 3225                      | 1,675                         | 4.91             | 296                   |
| 8    | 3450                      | 1,675                         | 4.91             | 296                   |
| 9    | 3700                      | 1,675                         | 4.91             | 296                   |
| 10   | 3900                      | 1,675                         | 4.91             | 296                   |

### Loads of step test 4

| Step | Differential speed in RPM | Mass moment of inertia in kgm² | Axial force in kN | Expected torque in Nm |
|------|---------------------------|-------------------------------|------------------|-----------------------|
| 1    | 1700                      | 1.3                           | 10.48            | 130                   |
| 2    | 2200                      | 1.3                           | 10.48            | 130                   |
| 3    | 2650                      | 1.3                           | 10.48            | 130                   |
| 4    | 3100                      | 1.3                           | 10.48            | 130                   |
| 5    | 3550                      | 1.3                           | 10.48            | 130                   |
| 6    | 3950                      | 1.3                           | 10.48            | 130                   |
| 7    | 4350                      | 1.3                           | 10.48            | 130                   |
| 8    | 4800                      | 1.3                           | 10.48            | 130                   |
| 9    | 5150                      | 1.3                           | 10.48            | 130                   |
| 10   | 5500                      | 1.3                           | 10.48            | 130                   |