Simulations of PBH formation at the QCD epoch and comparison with the GWTC-3 catalog
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Abstract. The probability of primordial black hole (PBH) formation is known to be boosted during the Quantum Chromodynamics (QCD) crossover due to a slight reduction of the equation of state. This induces a high peak and other features in the PBH mass distribution. But the impact of this variation during the process of PBH formation has so far not been considered in numerical simulations. In this work we simulate the formation of PBHs by taking into account the varying equation of state at the QCD epoch, compute the over-density threshold using different curvature profiles and find that the resulting PBH mass distributions are significantly impacted. The expected merger rate distributions of early and late PBH binaries is comparable to the ones inferred from the GWTC-3 catalog for dark matter fractions in PBHs within $0.1 < f_{\text{PBH}} < 1$. The distribution of gravitational-wave events estimated from the volume sensitivity could explain mergers around $30–50M_\odot$, with asymmetric masses like GW190814, or in the pair-instability mass gap like GW190521. However, none of the considered cases leads to a multi-modal distribution with a secondary peak around $8–15M_\odot$, as suggested by the GWTC-3 catalog, possibly pointing to a mixed population of astrophysical and primordial black holes.
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1 Introduction

The field of primordial black holes (PBHs) is nowadays one of the most fascinating areas of research in cosmology. The first detection of gravitational waves from a binary black hole merger by LIGO/Virgo [1] has triggered a renewed interest for PBHs after it was suggested that they could be primordial [2–4]. PBHs, which were first proposed in [5–8], are black holes that could have formed in the very early Universe due to the collapse of large non-linear peaks in the primordial density fluctuations. PBHs could have a lot of implications in our Universe, like being the seeds of supermassive black holes [9–11], generating large-scale structures [12, 13], ultra-faint dwarf galaxies [14] or changing the thermal history of the Universe [15]. But probably the most remarkable implication is that they can constitute a significant fraction or even the totality of the dark matter [2–4, 16–27].
If PBHs formed from the collapse of inflationary perturbations [17] (see [16, 28, 29] for reviews of other mechanisms), their abundance is exponentially sensitive to the over-density threshold leading to the collapse, $\delta_c$ [30]. In order to obtain the necessary precision on $\delta_c$, simulations of PBH formation based on numerical relativity are needed, although some useful analytical estimations have been pointed out in the literature [30–33], where the last two take into account the specific shape of the fluctuation. So far, all these works assume a constant equation of state during PBH formation. During the radiation epoch, large cosmological fluctuations collapse and form PBHs when they re-enter inside the cosmological horizon [16, 30] (see also [34–36] for a matter-dominated phase). However, in the very early Universe, there are different epochs when the equation of state $w$ can change with time. This can be due to a still unknown phase transition or to the standard thermal history of the Universe [37] when particles become non-relativistic, and especially at the QCD crossover when protons, neutrons and pions are formed. Because the PBH abundance is exponentially sensitive to the threshold $\delta_c$, which itself depends on $w$, even a slight change in $w$ has important effects on the resulting PBH mass distribution [32, 38]. Remarkably interesting is the effect on the formation of PBHs during the QCD crossover phase, about $\sim 10^{-5}$s after the Big Bang [39–50], from horizon-size fluctuations of order of stellar masses. At this epoch, the equation of state exhibits a transient reduction from $w = 1/3$ down to $w \approx 0.23$, inducing a net reduction of $\delta_c$ due to smaller pressure gradients [32, 38]. The probability of PBH formation is therefore inevitably boosted at the QCD epoch and can lead to a high peak in the PBH distribution at the solar-mass scale, likely to be about a hundred times larger in comparison with the standard scenario of a radiation epoch [22, 23, 48, 51–53], as well as a bump covering the mass range between $20M_\odot$ and $100M_\odot$, linked to the formation of pions. Such features induced by the QCD transition could explain GW observations of compact binary coalescences [22, 23, 25, 26, 54], in particular intriguing exceptional events like GW190521, which has at least one black hole progenitor in the pair-instability mass gap [55], GW190814 that has a very low mass ratio and a non spinning primary component [56], or GW190425 [57] with at least one component mass too low for being an astrophysical black hole but larger than all the precisely known neutron star masses.

All the previous works on the effect of the QCD crossover [22, 23, 25, 26, 48, 50, 58] are based on analytical or numerical results assuming a constant $w$ during PBH formation, which highlights the need of more accurate simulations in numerical relativity [32, 38, 59–67] to capture the highly non-linear dynamics of the process, with the expected time-dependent equation of state. This is the main goal of the present work, leading us to i) analyse how the PBH formation dynamics are affected in the presence of the QCD crossover for different profiles; ii) compute more accurately the threshold for PBH formation; iii) study how the PBH mass can change; iv) better estimate the resulting PBH mass function. Bi-products of this analysis are better determinations of the expected PBH merger rates and of possible distributions of GW detections. These are compared to the latest data from the third observing run by LIGO/Virgo, in particular to the latest GWTC-3 catalog [68, 69].

The paper is organized as follows: in section 2 we introduce the mathematical setup. The initial conditions are specified in section 2.2 and the numerical technique is described in section 2.5. The simulated dynamics before and after the formation of the PBH horizon are studied in sections 3.1 to 3.4. The impact on the PBH mass distributions is analysed in section 4. We compute the merger rates of early and late PBH binaries in section 5 and the expected distributions of GW detections for the sensitivity of the third observing run of LIGO/Virgo in section 6. Our conclusions are presented and discussed in section 7. We
include at the end a final note about a paper by Franciolini et al. [70] on the same topic that
was released simultaneously with our work, but written in total independence. We shortly
comment on our respective results.

2 Theoretical and numerical set-up

2.1 Misner-Sharp equations

We consider the formation of PBHs assuming spherical symmetry, in a Universe filled with a
perfect fluid, whose energy momentum tensor is given by:

\[ T^{\mu\nu} = (p + \rho)u^{\mu}u^{\nu} + pg^{\mu\nu}, \]  \tag{2.1}

and with the following spacetime metric,

\[ ds^2 = -A(r, t)^2dt^2 + B(r, t)^2dr^2 + R(r, t)^2d\Omega^2, \]  \tag{2.2}

where \( t \) is the cosmic time, \( R(r, t) \) is the areal radius, \( A(r, t) \) is the lapse function, and
\( u^i = 0 \) for \( i = r, \theta, \phi \), since we are considering comoving coordinates (comoving gauge). We
use geometrized units, \( G = c = 1 \). We consider tabulated values of the equation of state
\( w = p/\rho \), where \( p \) is the pressure and \( \rho \) is the energy density, during the QCD crossover
transition from [47] and coming from lattice QCD calculations. We use a cubic spline to
obtain values between the reference data points. The energy density \( \rho \), the entropy density
\( s \) and the equation of state \( w \) are given in terms of the relativistic particle degrees of freedom
\( g_\rho \) and \( g_s \), which depend on the temperature \( T \) through

\[ g_\rho(T) = \frac{30\rho}{\pi^2T^4}, \quad g_s(T) = \frac{45s}{2\pi^2T^3}, \quad w(T) = \frac{4g_s(T)}{3g_\rho(T)} - 1, \quad c_s^2 = \frac{\partial p}{\partial \rho} = \frac{4(4g_s + Tg'_s)}{3(4g_\rho + Tg'_\rho)} - 1, \]  \tag{2.3}

where \( c_s^2 \) is the sound speed of the fluid. Using the previous equations, we can relate \( \rho \) to the
horizon mass of the Friedmann-Lemaître-Robertson-Walker (FLRW) background dynamics,
defined as \( M_H = 4\pi\rho R_H^3/3 \) where \( R_H = 1/H \) is the Hubble radius. The minimum value
\( w \approx 0.23 \) is reached when \( M_H \approx 2.5M_\odot \). The evolution of \( w(T) \) and \( c_s^2(T) \) from [47] as a
function of the horizon mass is shown in figure 1.

To study the formation process of PBHs in spherical symmetry and using the comoving
gauge, we solve numerically the Misner-Sharp (MS) equations [71], which are the Einstein
field equations in spherical symmetry for a relativistic fluid in the comoving gauge:

\[ \dot{U} = -A \left[ \frac{c_s^2(\rho)}{1 + w(\rho)} \frac{\Gamma^2 \rho'}{\rho R^2} + \frac{M}{R^{2}} + 4\pi Rw(\rho)\rho \right], \]  \tag{2.4}

\[ \dot{R} = AU, \]  \tag{2.5}

\[ \dot{\rho} = -4\pi Aw(\rho)\rho U' + \left[ 2U' \right], \]  \tag{2.6}

\[ \dot{M} = -4\pi Aw(\rho)\rho UR^2, \]  \tag{2.7}

\[ A' = -A \frac{\rho'}{\rho} \frac{c_s^2(\rho)}{1 + w(\rho)}, \]  \tag{2.8}

\[ M' = 4\pi\rho R^2R', \]  \tag{2.9}
Figure 1. Evolution of $w$, $c_s^2$ (red and blue lines respectively) at the QCD epoch, from the tabulated values of [47], as a function of the horizon mass $M_H$ in solar masses. On the top axis we show the corresponding temperature $T$ in MeV. The dashed black line represents the value for a radiation dominated Universe $w = c_s^2 = 1/3$.

where a dot denotes time derivatives with respect to the cosmic time $t$ and a prime the derivatives with respect to the radius $r$. The last equation is the Hamiltonian constraint, used to check the validity and accuracy of the simulations. $U$ is the radial component of the four-velocity associated with an Eulerian frame (not comoving), which measures the radial velocity of the fluid with respect to the origin of the coordinates. The Misner-Sharp mass $M(r, t)$ is defined as

$$M(R) \equiv \int_0^R 4\pi \tilde{R}^2 \rho \, d\tilde{R}, \quad (2.10)$$

which is related to $\Gamma$, $U$ and $R$ through the constraint:

$$\Gamma = \sqrt{1 + U^2 - \frac{2M}{R}}, \quad (2.11)$$

where $\Gamma$ is the so-called generalised Lorentz factor that comprises the gravitational potential energy and the kinetic energy per unit mass. In the Newtonian limit, one has

$$\Gamma \simeq 1 + \frac{1}{2} \frac{v^2}{c^2} - \frac{GM}{c^2 R}. \quad (2.12)$$

For the boundary conditions, one uses $M(r = 0, t) = R(r = 0, t) = U(r = 0, t) = 0$ and $\rho'(r = 0, t) = 0$.

If we compare our approach to the case of a constant $w$ in time, there is a new contribution from the pressure gradients associated to the variations of $w$. This is included in eqs. (2.4) and (2.8) with the following terms:

$$\rho' = \rho' \left[ w(\rho) + \rho \frac{\partial w(\rho)}{\partial \rho} \right] = \rho' c_s^2. \quad (2.13)$$
When \( w \) is constant, the sound speed is simply given by \( c_s^2 = w \). One therefore expects a net difference with the case of a radiation-dominated Universe, as well as with the cases where \( w \) takes the correct value for a QCD crossover transition when the fluctuation re-enters the Hubble horizon but remains constant in the simulations of PBH formation that are used to compute the threshold value \( \delta_c \). This difference does not only come from the time-dependent equation of state, but also from the radial dependence implying that \( c_s^2 \neq w \). Solving the MS equations when considering no curvature fluctuations allows us to recover the FLRW solution, which is obtained numerically by solving:

\[
\rho_b + \sqrt{24\pi \rho_b^{3/2}} \left[ 1 + w(\rho_b) \right] = 0, \\
\frac{\dot{a}}{a} - \sqrt{\frac{8\pi \rho_b}{3}} = 0,
\]

where we used \( H^2 = 8\pi \rho_b / 3 \). A useful and commonly used estimator for the “strength” of a spherically symmetric perturbation is the compaction function \[72\], defined as the mass excess \( \delta M(R) = M - M_b \) enclosed in the areal radius \( R(r,t) \) relative to the case of a FLRW homogeneous background \( M_b(r,t) = 4\pi \rho_b R^3 / 3 \), divided by the areal radius,

\[
C(r,t) = \frac{2 [M(r,t) - M_b(r,t)]}{R(r,t)}. 
\]

The compaction function is essential to define the threshold for PBH formation \[72\], as we will see in the next section. The compaction function can also be written in terms of the averaged density contrast \( \bar{\delta} \) over a given volume \[60\],

\[
C(r,t) = \bar{\delta} (HR)^2,
\]

where

\[
\bar{\delta} = \frac{3}{R^3} \int_0^R \frac{\delta \rho}{\rho_b} \tilde{R}^2 d\tilde{R}.
\]

### 2.2 Gradient expansion approximation and problem of initial conditions

In order to simulate numerically the formation of PBHs from a cosmological fluctuation, it is necessary to specify in a consistent way the initial conditions of such a fluctuation, when it is still super-horizon \[72\]. We follow the gradient expansion method \[73\], also called the long-wavelength approximation, that has been already used in previous works, e.g. \[60, 72, 74\].

This technique consists in expanding the spatial density gradients in terms of a parameter \( \epsilon \) that relates the Hubble horizon \( R_H \) and the comoving length-scale of the perturbation \( R_m = a(t) r_m \),

\[
\epsilon = \frac{R_H(t)}{R_m(t)}.
\]

At super-horizon scales one has \( \epsilon \ll 1 \), and in the limit \( \epsilon \to 0 \) the space-time is described locally by a FLRW metric when the fluctuation is smoothed out over a sufficiently large scales \( R_m \). At leading order in the gradient expansion, the space-time metric at super-horizon scales can be written as a FLRW metric with a non-constant curvature \( K(r) \) \[72\],

\[
ds^2 = -dt^2 + a^2(t) \left[ \frac{dr^2}{1 - K(r)r^2} + r^2 d\Omega^2 \right],
\]
and one can use the curvature profile $K(r)$ to characterize a cosmological fluctuation.\(^1\) For adiabatic fluctuations (in the case of isocurvature fluctuations leading to PBH formation see [62, 80]), the curvature $K(r)$ is frozen at super-horizon scales, even when one considers a perfect fluid with a time-dependent equation of state [81, 82].\(^2\) The gradient expansion method then consist in expanding the MS equations in terms of the $\epsilon^2(t)$ parameter, as in [74]:

$$
\begin{align*}
A(r, t) &= 1 + \epsilon^2(t) \dot{A}, \\
R(r, t) &= a(t)r(1 + \epsilon^2(t) \dot{R}), \\
U(r, t) &= H(t)R(r, t)(1 + \epsilon^2(t) \dot{U}), \\
\rho(r, t) &= \rho_b(t)(1 + \epsilon^2(t) \dot{\rho}), \\
M(r, t) &= \frac{4\pi}{3} \rho_b(t)R(r, t)^3(1 + \epsilon^2(t) \dot{M}).
\end{align*}
$$

(2.20)

One recovers the FLRW solution for $\epsilon \to 0$. The solution of eqs. (2.20) represents the linear evolution of the hydrodynamic variables at first order in the gradient expansion. The perturbations of the tilde variables are obtained by injecting eqs. (2.20) into the MS equations and taking the first order term in $O(\epsilon^2)$. The solution for a constant $w$ or even a time-dependent $w(t)$ was derived in [74] but without explicitly using the time-dependence of the QCD epoch and the corresponding radial dependence. In our case, $w(\rho)$ has a temporal and radial dependence, leading to $w(\rho) \neq c_s^2(\rho)$. Indeed, at first order in $\epsilon^2$ we have

$$
\begin{align*}
w(\rho) &\approx w(\rho_b) + \rho_b \frac{\partial w}{\partial \rho}(\epsilon^2 \dot{\rho}) + O(\epsilon^4), \\
c_s^2(\rho) &\approx c_s^2(\rho_b) + \rho_b \frac{\partial c_s^2}{\partial \rho}(\epsilon^2 \dot{\rho}) + O(\epsilon^4),
\end{align*}
$$

which only depend on the background density $\rho_b$. Introducing eqs. (2.20) into eqs. (2.4)–(2.9) and using the following useful relations

$$
\begin{align*}
\frac{\dot{\epsilon}}{\epsilon} &= \frac{1}{2} H [1 + 3w(\rho)], \\
\frac{\dot{\rho}_b}{\rho_b} &= -3H [1 + w(\rho)],
\end{align*}
$$

one obtains the perturbation variables

$$
\begin{align*}
\dot{\rho} &= \xi_1(\rho_b) \left[ K(r) + \frac{r}{3} K'(r) \right] r_m^2, \\
\dot{U} &= \frac{1}{2} [\xi_1(\rho_b) - 1] K(r) r_m^2, \\
\dot{A} &= -\xi_1(\rho_b) \frac{c_s^2(\rho_b)}{1 + w(\rho_b)} \left[ K(r) + \frac{r}{3} K'(r) \right] r_m^2, \\
\dot{M} &= \xi_1(\rho_b) K(r) r_m^2, \\
\dot{R} &= -\xi_2(\rho_b) \left[ K(r) + \frac{r}{3} K'(r) \right] r_m^2 + \xi_3(\rho_b) \frac{K(r)}{2} r_m^2,
\end{align*}
$$

(2.21)

\(^1\)But the metric of eq. (2.19) can also be written in terms of $\zeta(\bar{r})$ with an appropriate change of coordinates [75–79].

\(^2\)A.E. thanks Jaume Garriga for a clarification about this point.
Figure 2. Evolution of $\xi_1$, $\xi_2$ and $\xi_3$ from eqs. (2.22) as a function of $M_H/M_\odot$ during the QCD crossover transition.

where $\xi_1(\rho_b)$, $\xi_2(\rho_b)$ and $\xi_3(\rho_b)$ are functions of the energy density of the FLRW background, obeying the following differential equations:

$$
\begin{align*}
\frac{d\xi_1(\rho_b)}{d\rho_b} &= -\frac{1}{2\rho_b} + \frac{5 + 3w(\rho_b)}{2[1 + w(\rho_b)]} \frac{\xi_1(\rho_b)}{3\rho_b}, \\
\frac{d\xi_2(\rho_b)}{d\rho_b} &= -\frac{c_s^2(\rho_b) \xi_1(\rho_b)}{3[1 + w(\rho_b)]^2 \rho_b} \frac{[1 + 3w(\rho_b)] \xi_2(\rho_b)}{[1 + w(\rho_b)] \rho_b}, \\
\frac{d\xi_3(\rho_b)}{d\rho_b} &= -\frac{1}{3[1 + w(\rho_b)]} \frac{[\xi_1(\rho_b) - 1]}{\rho_b} \frac{[1 + 3w(\rho_b)] \xi_3(\rho_b)}{[1 + w(\rho_b)] \rho_b}.
\end{align*}
$$

(2.22)

Eqs. (2.22) are solved numerically using the tabulated values of $w(\rho_b)$, $c_s^2(\rho_b)$, and with the initial conditions such that

$$
\begin{align*}
\frac{d\xi_1(\rho_{b,0})}{d\rho_b} &= \frac{d\xi_2(\rho_{b,0})}{d\rho_b} = \frac{d\xi_3(\rho_{b,0})}{d\rho_b} = 0,
\end{align*}
$$

(2.23)

where $\rho_{b,0} = \rho_b(t_0)$ and $t_0$ is the initial time. On figure 2, we have represented the time evolution of $\xi_1, \xi_2, \xi_3$. When the Universe is radiation dominated with $w = 1/3$, we recover $\xi_1 = 2/3$, $\xi_2 = 1/12$ and $\xi_3 = -1/6$. As shown in [83], where the gradient expansion formalism was applied beyond first order using an iterative scheme, the first order approximation is accurate as long as a sufficiently small $\epsilon$ parameter (specifically $\epsilon < 0.1$) is chosen. See also [83] for the effects of adding higher-order terms in the $\epsilon$ expansion. Therefore, we will use eqs. (2.20), (2.21) to set up consistently the initial conditions at super-horizon scales and eqs. (2.4)–(2.9) to proceed with the full non-linear evolution of the gravitational collapse.

The formation of a primordial black hole for a given initial condition can be inferred from the dynamics of perturbations that continue growing (i.e, which do not dissipate) after entering the horizon until the formation of an apparent horizon [84]. In spherical symmetry, this condition is satisfied when $2M = R$, which implies that for $\mathcal{C} = 1$ an apparent horizon has been already formed.

2.3 Threshold for PBH formation

Let us now focus on the definition of the over-density threshold leading to PBH formation. As already mentioned, the compaction function initially defined on super-horizon scales plays a crucial role. At leading order in the gradient expansion and taking into account the QCD crossover, $\mathcal{C}$ is given by

$$
\mathcal{C}(\rho_b, r) \approx \tilde{M} \left( \frac{r}{r_m} \right)^2 + O(\epsilon^4) = \xi_1(\rho_b)K(r)^2 + O(\epsilon^4),
$$

(2.24)
which has been obtained by introducing eqs. (2.20), (2.21) into eq. (2.15) and expanding in \( \epsilon \), and where \( r_m \) corresponds to the location of the peak value of \( \mathcal{C}(\rho_b, r) \), i.e. \( r_m \) must satisfy

\[
K(r_m) + \frac{r_m}{2} K'(r_m) = 0. \tag{2.25}
\]

When the fluctuation is super-horizon and assuming \( w = \text{const.} \), the compaction function is time-independent. This allows us to define consistently the amplitude of a cosmological density fluctuation as \( \delta_m \equiv \delta(r_m) \equiv \mathcal{C}(r_m) \) [33, 60, 72, 75]. When \( w \) is constant, one therefore has \( \delta_m = \xi_{1,w=\text{const}} K(r_m) r_m^2 \) with \( \xi_{1,w=\text{const}} = 3(1 + w)/(5 + 3w) \). The over-density threshold leading to PBH formation corresponds to the peak value of the critical compaction function \( \delta_c \equiv \mathcal{C}_c(r_m) \). Perturbations with \( \delta_m > \delta_c \) collapse and form a PBH, and perturbations with \( \delta_m < \delta_c \) are diluted and hence do not lead to black hole formation.

The situation is slightly different at the QCD epoch, because the compaction function on super-horizon scales is now time-dependent and proportional to \( \xi_1(\rho_b) \). Nevertheless, the curvature \( K(r) \) remains frozen on super-horizon scales during the QCD crossover transition, which allows us to define the amplitude \( \delta_m \) of a fluctuation when \( w(\rho_b) = \xi_1^2(\rho_b) = 1/3 \) through \( \delta_m \equiv (2/3) K(r_m) r_m^2 \) before the QCD crossover starts, (i.e. during the radiation-dominated epoch), even if we start our numerical simulations inside the QCD transition using the linear evolution of fluctuations from eq. (2.21) to set up the initial conditions.

### 2.4 Initial curvature profile

We consider two types of initial profiles for the curvature fluctuations: polynomial [32] and exponential [60, 75], respectively described by:

\[
K_{\text{pol}}(r) = \frac{3}{2} \frac{\delta_m}{r_m^2} \left( \frac{r}{r_m} \right)^{1 + 1/q} \left( \frac{r}{r_m} \right)^{2(2q+1)}, \tag{2.26}
\]

\[
K_{\text{exp}}(r) = \frac{3}{2} \frac{\delta_m}{r_m^2} \left( \frac{r}{r_m} \right)^{2\lambda} e^{\frac{-(1+\lambda)^2}{q} \left( 1 - \left( \frac{r}{r_m} \right)^{2q} \right)} \tag{2.27}
\]

We recover the so-called Gaussian profile by taking \( \lambda = 0 \) and \( q = 1 \) in eq. (2.27) and a polynomial Gaussian profile with \( q = 1 \) in eq. (2.26). The parameter \( \lambda \) allows to shift the peak in the curvature \( K \) to larger values of \( r \). The dimensionless parameter \( q \) [33], defined as

\[
q \equiv -\frac{C''(r_m)r_m^2}{4\mathcal{C}(r_m)}, \tag{2.28}
\]

allows to span all possible threshold values using eq. (2.26) (we refer such profile as a basis-profile) in the range \( q \in [0, \infty] \). The realistic \( q \)-value depends on the shape of the primordial power spectrum of curvature fluctuations, as well as on their statistics (Gaussian, non-Gaussian tails, \ldots), see e.g. [85] for a clear procedure to obtain \( q \) in some models. Different cases will be considered, for instance \( q = 3.14 \), which would be the most realistic value derived in [79] for a flat primordial power spectrum of Gaussian curvature fluctuations, following a specific method to account for PBH statistics. Specifically, \( q \rightarrow 0 \) leads to a broad profile in \( \mathcal{C} \) and to a minimum threshold value, which is \( 0.4 \) for a radiation-dominated Universe. For \( q \rightarrow \infty \), one gets a sharp profile in \( \mathcal{C} \), leading to a maximum threshold value \( 2/3 \) in radiation. One can notice that this analysis is not possible with eq. (2.27) because for \( q < 0.5 \) (with \( \lambda = 0 \)), the curvature profile does not fulfill regularity conditions. For this reason, we will mainly use
Figure 3. Left panel: radial profiles of the compaction function $C(r)$ obtained from eq. (2.26), for different values of $q$ and corresponding $\delta_m$ values normalised to 1. Right panel: radial profiles of the density contrast $\delta\rho/\rho_b$ for the same curvature profiles as in the left panel, normalised such that $\delta\rho(r = 0)/\rho_b = 1$.

eq. (2.26) to characterize the thresholds, while eq. (2.27) is used to compare with previous results for the case $w = 1/3$ [59]. Examples of curvature profiles obtained with eq. (2.26) for different values of $q$, with the corresponding density contrast, are shown in figure 3. At the initial time with perturbations at super-horizon scales, we define $\beta_m$ following eq. (2.18) as $\beta_m = 1/\epsilon(t_0) = a(t_0)r_m/R_H(t_0)$. We always consider super-horizon fluctuations with $\beta_m = 10$ at the beginning of the simulations. We also define the time of horizon crossing $t_H$ as the time when $\epsilon = 1$, which means that $a(t_H)r_m = R_H(t_H)$. Indeed, the mass of the horizon at the horizon crossing time $M_H(t_H)$ can be related to the Hubble scale as $M_H(t_H) = 1/2H_H$, where $H_H$ is the Hubble scale at the time of horizon crossing. In the case of constant $w$, it will be simply given by $M_H(t_H) = [3(1 + w)t_0/4](a_0\beta_m)^{3(1+w)/(1+3w)}$ [29]. However, this is not true for the QCD crossover, where eq. (2.14) needs to be solved numerically.

2.5 Simulations of PBH formation with pseudo-spectral methods

We have used the publicly available code of [59, 86] based on pseudo-spectral methods (see [87–89] for more details about the technique) to perform the numerical simulations of PBH formation at the QCD epoch with a time-varying equation of state. Here we give some main insights, but we refer the reader to check for more details about the implementation for simulations of PBH formation in [59].

In spectral methods, one uses a fixed grid where the node points $x_k$ (which are conveniently mapped from the spectral to the physical domain [59]) satisfy $T_k(x_k) = 0$, with $T_k(x)$ being the Chebyshev polynomials of order $k$. These points $x_k$ are called the Chebyshev collocation points. In order to compute the derivative of a field $u_k$ with spectral accuracy (which means that the error decays exponentially increasing the number of points) one has to multiply the node values of the field by the Chebyshev differentiation matrix, $u'_k = D\cdot u_k$, where $D$ is defined as

$$D_{i,j}^{(1)} = \frac{\tilde{c}_i}{c_j} \frac{(-1)^{i+j}}{(x_i - x_j)}, \quad i, j = 1, \ldots, N_{\text{cheb}} - 1 (i \neq j),$$

$$D_{i,i}^{(1)} = -\frac{x_i^2}{2(1 - x_i^2)}, \quad i = 1, \ldots, N_{\text{cheb}} - 1,$$

$$D_{0,0}^{(1)} = -D_{N_{\text{cheb}},N_{\text{cheb}}}^{(1)} = \frac{2N_{\text{cheb}}^2 + 1}{6}.$$
One can improve the rounding errors \[88\] by using the following identity for the diagonal elements,

\[
D_{i,i}^{(1)} = - \sum_{j=0, j\neq i}^{N_{\text{cheb}}} D_{i,j}^{(1)} .
\] (2.32)

The method, initially designed for a constant \(w\), has been modified to handle situations with a time-varying equation of state \(w(\rho)\), using the tabulated values of \[47\] and a cubic spline interpolation. In terms of stability and performance, we find that the new code is equally robust and accurate. The main difficulty arises when solving eq. (2.8) for the lapse function \(A(r,t)\). In the case of constant \(w\), it can be solved analytically, but this is not the case for \(w(\rho)\). However, it can be solved pseudo-analytically with spectral accuracy, using the Chebyshev differentiation matrix. At each time step, the lapse function is then given by

\[
\ln \left( \frac{A}{A_0} \right) = D_{\text{cheb}}^{-1} \cdot \left( \frac{-\rho' c_s^2}{\rho (1+w)} \right) ,
\] (2.33)

and we consider the boundary condition \(A_0(r_f) = 1\) at the final point of the grid \(r_f\). This is consistent with our assumption to recover the FLRW solution at \(r \to \infty\).

From a technical point of view, we use a multi-grid spectral domain with two layers of approximately 300 Chebyshev points. The time evolution is performed independently in each subdomain, i.e. the spatial derivatives are computed using the Chebyshev differentiation matrix \(\tilde{D}_l\) associated to each subdomain, using a standard RK4 integration method. We have chosen the coordinates to be in units of \(r_m\) and have used the conformal time as the integration variable, instead of the cosmic time.

### 3 PBH formation dynamics

In this section, we study in detail how the QCD crossover affects the dynamics of PBH formation with a varying equation of state, until the formation of the first apparent horizon. In particular, we analyse the evolution of a fluctuation in different cases, the time needed for a large enough fluctuation to form an apparent horizon and how the threshold changes for different curvature profiles when the QCD crossover transition is fully taken into account. Finally, we estimate how the PBH mass evolves after the horizon formation.

#### 3.1 Dynamics of the gravitational collapse

The dynamics of PBH formation obtained with the same numerical method were analyzed exhaustively in \[59\] for the case \(w = 1/3\), but the fact that they have never been explored with the time-varying \(w(\rho)\) at the QCD epoch incites us to study the modifications that they imply. We consider a polynomial Gaussian curvature profile and distinguish three regimes, as in \[59\]: the super-critical regime (\(\delta_m > \delta_c\)), the sub-critical regime (\(\delta_m < \delta_c\)) and the critical regime (\(\delta_m \approx \delta_c\)).

We obtain that the dynamical evolution of \(w(\rho)\) and \(c_s^2(\rho)\) both in time and space leads to non-trivial features. The evolution of each fluctuation depends on the specific profile, on the amplitude \(\delta_m\) and on the horizon mass at the time of Hubble-horizon re-entry \(t_H\), i.e., \(M_H(t_H)\). An example of how the QCD crossover affects the evolution of the compaction function and the PBH formation process is shown in figure 4, for an amplitude \(\delta_m = 0.47\). This example illustrates that a fluctuation can collapse and form a PBH at the QCD epoch.
whereas it does not lead to PBH formation in a radiation-dominated Universe. Indeed, if $w = 1/3$ one has $\delta_m < \delta_c \approx 0.5$, but when considering realistically the transient reduction of $w$ and $c_s^2$ (we chose $M_H \approx 2.5M_\odot$, lying at the minimum value of $w$ according to figure 1), the threshold of PBH formation is reduced to $\delta_c \approx 0.45 < \delta_m$, leading to the collapse and formation of an apparent horizon.

The specific evolution of $\rho/\rho_b$, $U/\Gamma$, $C$, $w$ and $c_s^2$ shown in figures 5, 6 and 7 for the three above-mentioned regimes, leads to the following observations:

- In figure 5 (super-critical case), the gravitational collapse leads to a continuous growth of the energy density in the central region and an apparent horizon forms. The same behaviour is obtained in figure 7 (critical case). But the situation is different in figure 6 (sub-critical case), where the peak of the energy density increases up to a specific time and starts to decrease later, while moving outwards from the central region, which means that the perturbation is dispersed in the FLRW background. The difference with the case $w = 1/3$ is noticeable, even the evolution remains qualitatively similar.

- In figure 5, one sees that $U/\Gamma$ decreases quickly in time. Instead, in figure 6 (sub-critical case), only a small negative value $U/\Gamma$ is reached at early times, and later no negative value is found, which means that the whole perturbation is dispersing instead of collapsing. The most remarkable behaviour is found in the critical case (see figure 7). The fluid splits into two parts, one going inwards (negative $U$) and one outwards (positive $U$), generating an under-dense region between them. The under-dense region then re-attracts the fluid, leading to an alternation between rarefaction and compression, which is an accelerating process.

- The typical behaviour of $\rho/\rho_b$, $U/\Gamma$ and $C$ is qualitatively similar to the case of a constant $w = 1/3$ [59] for the three considered regimes and the chosen values of $\delta_m - \delta_c$. 

Figure 4. Snapshots of the compaction function profile at different times, in a simulation of PBH formation with an initial polynomial Gaussian profile. The solid lines represent the case where the equation of state evolves during the QCD crossover transition, for a fluctuation with $M_H(t_H) \approx 2.5M_\odot$. The dashed lines show the evolution with a fixed equation of state $w = 1/3$. In both cases, we take $\delta_m = 0.47$. 


Figure 5. Snapshots of different quantities for the polynomial Gaussian profile at specific times during the gravitational collapse. Top left panel: $\rho/\rho_b$, top right panel: $U/\Gamma$, bottom left panel: $C$. For these panels, the solid line represents the evolution for the QCD crossover with $M_H(t_H) \approx 2.5M_\odot$, the dashed-line represents the evolution for the radiation-dominated Universe. The bottom right panel shows the case of $w$ (solid line) and $c_s^2$ (dashed-line) for the QCD crossover only (for radiation-dominated Universe $w = c_s^2 = 1/3$). In all cases, $\delta_m - \delta_c = 10^{-1}$ (super-critical).

- As expected, in comparison with the case $w = 1/3$, one gets time and radial evolutions for $w$ and $c_s^2$, as shown in the bottom right panels of figures 5, 6 and 7. The determinant behaviour of the gravitational collapse will be precisely given by the values of $w, c_s^2$ at $t_H$, since it is around this time-scale that the pressure gradients and gravitational effects will be more dominant in determining if the cosmological fluctuation will collapse and form a PBH. Moreover, the fact that there are regions where $w, c_s^2$ are smaller or larger in comparison with others (especially near the central region) will lead to non-trivial dynamics affecting the PBH mass, as we will see later.

Fluctuations that satisfy $\delta_m > \delta_c$ will form an apparent horizon at much later times than $t_H$. The time taken for a cosmological fluctuation at super-horizon scales to collapse and form the first apparent horizon $t_{AH}$ will depend on the strength of the fluctuation, the shape, and the equation of state. For a substantial study in the case of a radiation-dominated Universe, see [90]. As was pointed out in [32], it is important to notice that pressure gradients are also a form of gravitational energy. So, while they initially work against the collapse, once it is triggered, they mostly favour it. Therefore, in the case of the QCD crossover, we expect that it will have a clear impact. This is precisely what is observed in the left panel of figure 8 for different profiles.
First of all, there is the effect of the different $q$ profiles: the sharper the profile (larger $q$), the larger the pressure gradients, and therefore the smaller $t_{AH}/t_0$. But we also observe a non-trivial behaviour in the range of $M_H(t_H)$ between 1 and $10 M_\odot$ for small $q$, where $t_{AH}/t_0$ suffers from a transition from larger to smaller values compared with the case $w = 1/3$. Although one could expect a larger $t_{AH}/t_0$ when $w$ is decreased during the QCD crossover, it is clear that the time-evolution leads to non-trivial behaviours that are different from what one could a priori expect. This is also observed for the case of the mass ratio $M_{PBH,i}/M_H(t_H)$ (we define $M_{PBH,i}$ as $M_{PBH,i} = M_{PBH}(t_{AH})$), where a shorter formation time $t_{AH}$ implies a smaller mass at the moment of formation for the apparent horizon, as shown in the right panel of figure 8.

3.2 Threshold values

Once the dynamics of PBH formation have been solved numerically, one can compute the threshold values $\delta_c$ using a bisection method as a function of $M_H(t_H)$ and study how they are modified by the QCD crossover transition. We chose a set of representative curvature profiles according to eq. (2.26) with $q = 0.2, 0.6, 1, 2.5, 5, 10, 20, 30$.

As already observed in previous works [59, 60, 63], we see that $\delta_c$ is mainly affected by the pressure gradients during the gravitational collapse, which depends on the equation of state and the curvature profile considered. Apart from an effect of the profile, one expects to have two determining effects on the pressure gradients: the dynamical evolution of $w, c_s^2$ in time and their spatial variation, as shown in section 3.1.
Figure 7. Same caption information as in figure 5 with $\delta_m - \delta_c \approx 5 \cdot 10^{-5}$ (critical).

Figure 8. Left panel: the time $t_{AH}/t_0$ it takes for the cosmological fluctuations characterized by the profiles of eq. (2.26) to form the apparent horizon. Right panel: mass of the apparent horizon when is formed $M_{PBH,i}$ in terms of the Hubble mass $M_H(t_H)$. In all cases, $\delta_m - \delta_{c, QCD} = 10^{-2}$.
Figure 9. Left panel: the dotted lines correspond to the numerical thresholds $\delta_{\text{c,QCD}}$ of PBH formation with the QCD phase crossover in terms of the horizon mass $M_{H}(t_{H})/M_{\odot}$ at $t_{H}$. The dashed lines correspond to thresholds $\delta_{c,w=\text{cst}}$ considering a constant value $w$ for a given horizon mass value from the tabulated data. The dark green dotted lines represent $\delta_{c,\text{rad}}$ for each profile $q$. Right panel: relative deviation between $\delta_{c,\text{QCD}}$ and $\delta_{c,w=\text{cst}}$. In both cases, the colours specify different profiles following eq. (2.27).

In comparison with the case $w = 1/3$, the QCD crossover (and in general, any time-dependent equation of state) typically introduces an intrinsic physical scale on the problem related to the length-scale of the perturbation, i.e. at which moment of the evolution of the Universe the fluctuations will re-enter the cosmological horizon.

The values of $\delta_{c}$ obtained from our numerical simulations are shown in figure 9, for the three following cases: i) a radiation fluid with $w = 1/3$ ($\delta_{c,\text{rad}}$); ii) a QCD crossover with $w(t_{H})$ constant ($\delta_{c,w=\text{cst}}$); and iii) a realistic QCD crossover with $w$ varying in each simulation ($\delta_{c,\text{QCD}}$). The relative difference with respect to $\delta_{c,\text{rad}}$ is shown on the right panel. It is about $O(9–10\%)$ for small $q$, but becomes smaller for larger $q$ values, when pressure gradients are stronger. For the fluctuations with a length-scale leading to horizon crossing at the QCD epoch, i.e. $10^{-3} \lesssim M_{H}(t_{H})/M_{\odot} \lesssim 10^{3}$, the non-linear gravitational collapse and the resulting threshold value are affected by the transient reduction of the equation of state, otherwise the collapse proceeds as in the case of a radiation fluid.

We observe that the minimum value of $\delta_{c}$ is obtained when $M_{H}(t_{H})$ equals roughly $O(1)M_{\odot}$, consistent with the scale at which the minimum of $w$, $c_{s}^{2}$ are located. But the exact location of this minimum depends on the profile and is shifted to larger values of $M_{H}(t_{H})$ when $q$ increases, whereas $\delta_{c,w=\text{cst}}$ remains independent of the curvature profile, with a minimum at $M_{H}(t_{H}) \approx 2.5M_{\odot}$. As discussed later, this induces a net effect on the expected PBH mass and merger rate distributions that are importantly modified compared to previous estimations of [22, 23, 48]. Specifically, we find that for $q \gg 1$, the minimum is located around $M_{H}(t_{H}) \approx 3.5M_{\odot}$, which seems to coincide with the minimum value of the sound speed $c_{s}^{2}$.

On the other hand, with the assumption of constant $w$, one finds that the threshold is typically underestimated. In most cases, $\delta_{c,\text{QCD}} > \delta_{c,w=\text{cst}}$, which means that the gravitational collapse is less efficient than if $c_{s}^{2} = w$ remains constant, because $c_{s}^{2} > w$ during the gravitational collapse. This will in turn induce a less important QCD peak in the PBH mass function. Nevertheless, in some cases where $c_{s}^{2} < w$, corresponding to masses between $5M_{\odot}$ and $30M_{\odot}$ that are of particular interest for gravitational-wave observations, one has $\delta_{c,\text{QCD}} < \delta_{c,w=\text{cst}}$, leading to slightly boosted abundances in this range.
Recently, an interesting semi-analytical procedure based on the three-zone model of [31] has been proposed in [91] (see specifically the figure 2 of this paper) to estimate the threshold of PBH formation during the QCD crossover.\footnote{Notice that the three zone model was shown numerically to lead to non-accurate results for threshold estimations [32].} When doing a qualitative comparison with our numerical results, one sees some discrepancies between the left panel of our figure 9 and the figure 2 of [91]. This illustrates the importance of numerical simulations to take into account the effect of pressure gradients, especially when a time-dependent equation of state is considered: i) the spikes are not present, which is consistent with the fact that a priori there is no physical reason to have $\delta_{c,QCD} > \delta_{c,rad}$ in the particular case of the QCD crossover, since in eq. (2.4) the term proportional to pressure gradients $\rho' (\rho') = c_s^2 (\rho)/(1 + w(\rho))$ is always $c_s^2 (\rho)/(1 + w(\rho)) \leq w_{rad}/(1 + w_{rad})$ with $w_{rad} = 1/3$ for any $\rho$. This could be different for other equations of state even when $w, c_s^2 \leq 1/3$; ii) the minimum of $\delta_{c,QCD}$ in [91] roughly corresponds to $4.7 M_H(t_H)/M_\odot$ and the maximum to $1.2 M_H(t_H)/M_\odot$, but for $q \to 0$ (profiles for which the estimation of [91] is assumed to be valid) we find the opposite behaviour: for $q = 0.2$ we have the minimum around $1 M_H(t_H)/M_\odot$ and we expect that for $q \to 0$ will be slightly smaller; iii) the asymptotic limit to a radiation fluid in [91] is also discrepant with simulations, with the three model leading to $\delta_c \approx 0.1354$ whereas numerical simulations [32] lead to $\delta_c = 0.4$ for $q \to 0$. 

3.3 Comparison of different curvature profiles

It was shown in [32, 33] for simulations based on a constant $w \geq 1/3$ that the threshold values obtained for different profiles characterized by the same parameter $q$ are almost identical, with variations that do not exceed $O(6\%)$. This universal behavior of the averaged compaction function has been used to propose analytical estimations of the threshold [32]. Notice however that for some specific profiles (those with large negative deviations from Gaussianity [92]), this analytical approach can be inaccurate, but for our profiles of eqs. (2.26) it gives correct estimates.

Taking profit of the numerical results obtained for profiles described by eq. (2.26) with different $q$ values, we now perform a comparison between the threshold values for the other types of profiles described by eq. (2.27), with $\lambda = 0, 2, 10$. We estimate the relative difference between the thresholds for the same $q$,

$$\Delta_\ast(\%) = 100 \left| \frac{\delta_{c,QCD(pol)} - \delta_{c,QCD(exp)}}{\delta_{c,QCD(pol)}} \right|,$$

where $\delta_{c,QCD(pol)}$ and $\delta_{c,QCD(exp)}$ denote the threshold obtained for the profiles of eqs. (2.26) and (2.27), respectively. Our results are shown in figure 10. The relative differences appear to be less than $O(6\%)$ for the cases considered. When comparing polynomial and exponential profiles, we do not observe any substantial deviation and threshold values agree well at $O(1\%)$ level. The main difference comes for the profiles of eq. (2.27) with $\lambda = 2$ and $\lambda = 10$, especially for large $q$, in the region where the reduction of the equation of state is the most important. For instance, for the profile with $q = 30$, we get roughly two times more deviations at $M_H(t_H)/M_\odot \approx 5$ than in the case of a radiation fluid.
Figure 10. Left panel: numerical thresholds for the profiles of eqs. (2.26) and (2.27). The squares represent the values for eq. (2.26), the dots the values for the exponential profile eq. (2.27) with $\lambda = 0$, the triangles with $\lambda = 2$ and the stars the with $\lambda = 10$. Right panel: relative deviation between the threshold values: exponential — polynomial (dotted), $\lambda = 2$ — polynomial (stars) and $\lambda = 10$ — polynomial (triangles).

Given that the deviations for different profiles are not substantial, it could be interesting to follow the approach of [32] and use the averaged compaction function to produce an analytical formula for the threshold estimation at the QCD epoch. This could be useful for statistical estimations considering all possible profile realizations [93]. We leave this issue for possible future research.

3.4 Post-horizon dynamics and PBH mass

Once the apparent horizon has formed, the initial PBH mass, i.e. the mass of the PBH $M_{\text{PBH},i}$ at the moment of formation of the first apparent horizon $t_{\text{AH}}$, starts to grow until it reaches an almost stationary value $M_{\text{PBH},f}$ that we denote $M_{\text{PBH}}$ for simplicity. Here we are interested in obtaining the PBH mass in the regime where PBHs are more statistically significant, i.e. $M_{\text{PBH}} \approx M_{\text{H}}(t_{\text{H}})$ [94], and we study the post-horizon dynamics for the particular case of a Gaussian profile.

In order to estimate the final PBH mass, one should in principle follow the evolution of the apparent horizon by using an excision technique (see [59] based on the same method as in this work) until the horizon remains static at very late times. However, in the context of our work, this would be computationally too expensive and would need a substantial increase of the grid resolution. Therefore, we have followed an approach already used in [59, 62, 95] (based on the Zeldovich-Novikov formula from [5]) that considers the Bondi-Hoyle accretion [5, 96, 97] and assumes that the energy density decreases like in a FLRW background right outside the apparent horizon. It is crucial to point out that this assumption is not valid at the formation time $t_{\text{AH}}$, but one can apply it to sufficiently late times ($t \gg t_{\text{AH}}$), considering an effective accretion efficiency rate $F$ [96, 97]. The procedure therefore consists in applying the excision until sufficiently late times in order to subsequently fit the numerical evolution to the Zeldovich-Novikov formula. In particular, for late enough times $t \gg t_{\text{AH}}$, the mass accretion rate should follow

$$\frac{dM}{dt} = 4\pi F R^2_{\text{PBH}} \rho_0(t),$$

(3.2)
where $F$ is a numerical factor found to be of order $\mathcal{O}(1)$, and $R_{\text{PBH}} = 2M_{\text{PBH}}$ is the radius of the PBH. Contrary to the case of a constant equation of state $w$, eq. (3.2) does not have in general an analytical solution. Therefore, our approach to obtain the final PBH mass consists in the following procedure:

1. for a given numerical evolution $M_{\text{PBH}}(t)$ with the corresponding $t_0$ and $\rho_b(t_0)$, we solve the background evolution using eq. (2.14);

2. using $\rho_b(t)$ we solve numerically eq. (3.2) for a set of values in the range $F \in (1, 5)$;

3. we compute the $\chi^2$ value, $\chi^2 = \sum_i \left[ \frac{M_{\text{PBH}}^N(t_i) - M_{\text{PBH}}(t_i)}{M_{\text{PBH}}(t_i)} \right]^2$, by comparing the analytical evolution of the PBH mass with the numerical one, in the range of $t_i$ where the condition $\dot{M}_{\text{PBH}}^N(t_i)/[H(t_i)M_{\text{PBH}}^N(t_i)] < 0.1$ is fulfilled [59];

4. we find the value of $F$ such that it minimizes $\chi^2$, and we solve again eq. (3.2) to find the final PBH mass at $t \to \infty$.

Typically, we find that $F \sim 4$ minimizes the $\chi^2$ value, which is consistent with what was obtained for different constant values of $w$ in [29]. If $w$ decreases, the accretion rate $F$ increases, and for $w = 1/3$ it was found that $F \approx 3.5$. One should notice that our approach assumes a constant rate $F$, but a time-dependent rate could ideally be considered since $w$ is not constant. However, for the Gaussian profiles and the range of $\delta_m - \delta_{c,QCD}$ considered in this work, we observe that $w$ is practically almost constant for very late times and near to $w = 1/3$ (see the right panel of figure 11) and so we assume that eq. (3.2) can be approximately applied to our case when a substantial mass has already been accreted (see left panel of figure 11).

In figure 12 we show the final PBH mass as a function of the horizon mass $M_{H}(t_H)$ in different cases for $\delta_m - \delta_{c,QCD} \gtrsim 10^{-2.5}$. In the case of a constant $w$, the final black hole mass follows a scaling when $\delta_m$ is very close to the critical value $\delta_c$ (critical regime) [63, 65, 67],

$$M_{\text{PBH}} = \mathcal{K}M_{H}(t_H)(\delta_m - \delta_{c,w=\text{cst}})^\gamma,$$

where $\gamma \approx 0.356$ in radiation domination and $\mathcal{K}$ depends on the curvature profile with values of $\mathcal{O}(1)$. The values of $\gamma$ in terms of the equation of state $w$ were found semi-analytically.
Figure 12. PBH mass as a function of $\delta_m$ for different values of $M_H(t_H)$ (colored dots). The black dots correspond to the case found in [59] using a Gaussian profile and $w = 1/3$. The dashed line is the scaling law mass.

in [98], and confirmed numerically in [38]. In the case of the QCD crossover, we see that the final mass of the PBH depends on $M_H(t_H)$ and differs from the case $w = 1/3$, but this dependence seems to be relatively weak. Interestingly, as $\delta_m$ increases, the differences in $M_{PBH}$ for different $M_H(t_H)$ are slightly reduced. We also observe in accordance with figure 8, that $M_{PBH}$ is higher or smaller than the case of $w = 1/3$ depending on the $M_H(t_H)$.

Although this goes beyond the scope of this paper, in order to explore consistently the behaviour of the critical regime for the QCD crossover, one would need to run simulations with a much higher accuracy and smaller $\delta_m - \delta_{c,QCD}$, which is computationally expensive. But assuming that a scaling law still holds in the regime $\delta_m - \delta_{c,QCD} \approx 10^{-2}$, we make a numerical fit using the values near the horizon mass to find that $\gamma \approx [0.3, 0.38]$ (with $\gamma \sim 0.34$ as mean value) for the different $M_H(t_H)$ cases, with $K \approx [4, 6]$. It should be noticed that due to the resolution on the threshold estimation (in this case $O(0.01\%)$) and probably also due to our approach based on eq. (3.2) (where we consider that $F$ is constant when performing the numerical fit), we have an uncertainty on the value of $\gamma$ of $\sim O(0.02)$ and the corresponding $K$. Therefore, we take the crude estimation $\gamma = 0.34$ in section 4.2.

The critical behaviour for much smaller values than $\delta_m - \delta_{c,QCD} \approx 10^{-2}$ could be much more complicated and non-trivial than what is found in figure 12 [99]. Moreover, it would be interesting to test the critical behaviour for other different curvature profiles, which could be different from the Gaussian profile tested. Future studies of these aspects will be crucial to better determine the critical behaviour of PBH formation during the QCD transition [99].

4 PBH mass function with QCD features

We compute the inevitable effects of the QCD crossover transition on the PBH mass function, following [22, 48]. The aim is to compare previous results with mass distributions relying on i) our new results for the threshold $\delta_{c,QCD}$; and ii) different possible shapes for the curvature
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profile, from eq. (2.26). Then, we study the effects of the scaling law regime from the information obtained in section 3.4.

There are alternative or more accurate approaches to estimate the PBH mass function [78, 101–107], such as using peak theory [94, 108] or non-linear statistics [93]. Most often, this impacts the total abundance of PBHs but does not affect the normalized PBH mass distribution. But the PBH abundance can be simply rescaled by an overall shift of amplitude of the primordial power spectrum of curvature fluctuations. Our approach here is to assume a PBH abundance $f_{\text{PBH}} \equiv \rho_{\text{PBH}}/\rho_{\text{DM}}$ today (where $\rho_{\text{PBH}}$ and $\rho_{\text{DM}}$ are the PBH and dark matter densities, respectively), such that one can use the simple standard method of [22, 48] to estimate the normalized PBH mass distribution $f(M_{\text{PBH}})$, defined such that $\int \ln M_{\text{PBH}} f(M_{\text{PBH}}) = 1$.

4.1 Standard approach

We suppose that primordial density fluctuations $\delta_m$ are Gaussian, with a probability density function

$$P(\delta_m) = \frac{1}{\sqrt{2\pi}\delta_{\text{rms}}(M_{\text{PBH}})} e^{-\frac{\delta^2_m}{2\delta^2_{\text{rms}}}}, \quad (4.1)$$

where $\delta_{\text{rms}}(M_{\text{PBH}})$ is the root-mean-square amplitude, related to the primordial power spectrum. We assume a nearly scale-invariant power spectrum on PBH length scales, with a spectral index within the range $n_s = 0.965–0.975$, such that [22, 58]

$$\delta_{\text{rms}}(M_{\text{PBH}}) = \bar{A} \left( \frac{M_{\text{PBH}}}{M_\odot} \right)^{\frac{1-n_s}{4}}. \quad (4.2)$$

This range of $n_s$ is well motivated for two reasons. First, smaller or larger values would lead to an overproduction of PBHs with large or tiny masses compared to the solar-mass scale associated with the QCD transition. Scenarios with $n_s = 1$, for instance, require a cut-off scale in the power spectrum [109] to avoid this overproduction. Second, this range can easily be accommodated in slow-roll inflation. Let us note however that non slow-roll models leading to PBH formation can also break the nearly scale-invariance that is generic in slow-roll models. Here, we are assuming a transition in the power spectrum between large cosmological scales, probed in CMB observations, and small scales associated to stellar-mass PBH formation, which would therefore correspond to two different slow-inflationary phases, based on two distinct scalar fields.

Different shapes for the primordial power spectrum are possible (log-normal, Gaussian, broken power laws, ...) as well as non-Gaussian statistics [110, 111], depending on the underlying theoretical model, but different choices typically impact only the general shape of the PBH mass distribution and not the QCD-induced features in the [1–100] $M_\odot$ range. Slow-roll single field inflation models, for instance, can hardly make such a transition in the power spectrum [112], except if there is a phase where quantum diffusion becomes important [113, 114] and induces non-Gaussian tails, like in critical Higgs inflation [115], thereby boosting the PBH formation.

For a scale invariant power spectrum of Gaussian primordial fluctuations, one would expect curvature profiles characterized by $q \approx 3$ [79]. Nevertheless, for the sake of generality, we have explored the effects of different values of $q$, which could arise from non-Gaussian tails, different power spectra, or still unknown physical phenomena.

The abundance of PBHs at formation (per unit of logarithmic mass) is then obtained by applying the Press-Schechter formalism and integrating $P(\delta_m)$ above the threshold $\delta_c(M_{\text{PBH}})$,
which gives

\[ \beta(M_{\text{PBH}}) \equiv \frac{d\rho_{\text{PBH}}}{d\ln M_{\text{PBH}}} = \text{erfc} \left[ \frac{\delta_c(M_H)}{\sqrt{2\delta_{\text{rms}}(M_H)}} \right]. \]  

(4.3)

Finally, the present mass distribution \( f(M_{\text{PBH}}) \) is given by:

\[ f(M_{\text{PBH}}) = \frac{1}{f_{\text{PBH}}P_{\Delta M}} \frac{d\rho_{\text{PBH}}}{d\ln(M_{\text{PBH}})} \approx \frac{2.4}{f_{\text{PBH}}} \beta(M_{\text{PBH}}) \sqrt{\frac{M_{\text{eq}}}{M_H}}, \]  

(4.4)

where the factor 2.4 comes from \( 2(1 + \Omega_b/\Omega_{\text{CDM}}) \), with \( \Omega_{\text{CDM}} = 0.245 \) and \( \Omega_b = 0.0456 \) being the CDM and baryon density parameters \([116]\), respectively, and \( M_{\text{eq}} \) is the Hubble mass at radiation-matter equality, \( M_{\text{eq}} = 2.8 \times 10^{17}M_\odot \). Finally, we adopt an effective approach for the ratio between the Hubble-horizon mass and the PBH mass, described by an effective parameter \( \alpha \equiv M_{\text{PBH}}/M_H \) within the range \([0.7–1]\), taking into account the uncertainties due to the absence of a complete study of the critical collapse for the QCD crossover transition.

In section 4.2, we motivate this range and this approach using a refined method based on the above-mentioned scaling law.

We have computed the PBH mass distribution \( f(M_{\text{PBH}}) \) following eq. (4.4) for the profiles of eq. (2.27) using \( \delta_c,\text{QCD} \). Our results are shown in the left panel of figure 13. We see that the dominant peak of the mass function is around \( M_{\text{PBH}} \approx [1–3]M_\odot \), depending on the value of \( q \). When \( q \) increases, we observe that the peak of the PBH mass function is moved to higher values of \( M_{\text{PBH}} \). As expected, we also observe a lump in the region \( M_{\text{PBH}} \approx [30–100]M_\odot \) whose importance also depends on the considered \( q \) value. Interestingly, for sharper profiles, the relative amplitude between the main peak and the lump is reduced, which will have an impact on the merger rates (see sections 5 and 6). We have also compared the mass functions obtained with \( \delta_c,\text{QCD} \) (solid line) to the ones obtained in \([22, 58]\) (see right panel of figure 13), in which \( \delta_c,\text{w=cte} \) is obtained from the numerical results of \([38]\), where the threshold was computed for a Gaussian profile with a constant \( w \). There is a substantial difference in the mass functions that is directly coming from the differences in between \( \delta_c,\text{QCD} \) and \( \delta_c,\text{w=cte} \). As expected, the small variations in the threshold impact importantly the resulting PBH mass distribution. First, one observes that the dominant peak is approximately two times smaller and significantly broader when the time-varying equation of state is taken into account in the simulations. Also, the lump appears to be less pronounced, which has thus a direct impact for predictions in the LIGO/Virgo range.

Our results therefore show the importance of using threshold values computed from simulations of PBH formation that fully take into account the variations of the equation of state at the QCD epoch as well as the curvature profile. Beyond the models considered here, they could be also used to compute more accurately the PBH mass distributions in models including exotic physics, e.g. lepton flavor violation \([117]\) and solitogenesis \([118]\).

### 4.2 PBH mass distribution with a scaling law

Before concluding this section, we make a comparison between the previous effective approach and the PBH mass distribution that can be obtained assuming the scaling law regime of eq. (3.3). For this purpose, we follow the same method as in \([48]\). One can first compute the PBH abundance at formation in this regime,

\[ \beta(M_{\text{PBH}}) = 2 \int_{\delta_c}^{\delta_{\text{max}}} \frac{M_{\text{PBH}}}{M_H} P(\delta_m) d\delta_m = 2 \int_{\delta_c}^{\delta_{\text{max}}} \mathcal{K}(\delta_m - \delta_c) \gamma P(\delta_m) d\delta_m, \]  

(4.5)
where $\delta_{\text{max}}$ is the maximum allowed value of $\delta_m$ (in case of $w = 1/3$, $\delta_{\text{max}} = 2/3$). Then one can make a change of variables from $\delta_m$ to $M_H$ using eq. (3.3). In particular, we use:

$$
\tau = \frac{M_{\text{PBH}}}{K M_H},
\delta_m = \tau^{1/\gamma} + \delta_c(M_H),
\frac{d\delta_m}{d \ln M_H} = -\frac{1}{\gamma} \tau^{1/\gamma}.
$$

(4.6)

The final result for the PBH mass distribution today reads

$$
f(M_{\text{PBH}}) = \frac{1}{\Omega_{\text{CDM}} f_{\text{PBH}}} \int_{-\infty}^{+\infty} \frac{2}{\sqrt{2\pi} \sigma_{\text{rms}}(M_H)} e^{-\frac{(1/\gamma + \delta_c(M_H))^2}{2\sigma_{\text{rms}}^2(M_H)}} \frac{M_{\text{PBH}}}{\gamma M_H} \frac{1}{\gamma} M_H \frac{M_{\text{eq}}}{M_H} d \ln M_H, (4.7)
$$

where we have assumed that $K$ is a constant, so we ignore the possible weak dependence on the horizon mass discussed in section 3.4 (the same applies for $\gamma$). This integral is solved numerically. We have then compared the mass distributions obtained with eqs. (4.7) and (4.4) in order to check the validity of approximating $M_{\text{PBH}} = \alpha M_H$. The results are shown in figure 14 for the specific case $n_s = 0.97$, $\gamma = 0.34$, $\alpha = 0.8$ and three different constant values of $K = 4/5$, which are typical $O(1)$ values coming from numerical simulations in the case $w = 1/3$ [90]. The two approaches lead to very similar mass functions, with only small differences: i) the main peak in $f(M_{\text{PBH}})$ is slightly broader when a broad PBH mass in considered; ii) the peak is moved to larger values of $M_{\text{PBH}}$ when $K$ increases, which can be fitted well with slightly different values of $\alpha$ in the other approach, and basically only moves the PBH mass distribution from left to right. For the purposes of the estimation of the merger rates and comparison with the catalog GWTC-3, in our work it is enough to consider the approach of section 4.1. We obtain the same conclusions for different profiles and spectral indices.
Figure 14. Comparison between the PBH mass function obtained with eq. (4.4) (magenta dashed line) with $\alpha = 0.8$ and with eq. (4.7) (solid lines) based on the PBH mass scaling law. The curvature profile used in both cases is a Gaussian profile ($q = 1$) with $n_s = 0.97$.

5 PBH merger rates

Using the PBH mass distributions obtained in section 4.1, one can estimate the PBH merger rates and compare them to the rate limits and measurements from the LIGO/Virgo GW observations. We consider the two PBH binary formation channels that have been already analysed in the context of broad PBH mass distributions with QCD effects [22, 23]. The first channel is the late-time 2-body binary capture of PBHs in dense clusters from close encounters, and the second channel is binary formation in the early Universe, before matter-radiation equality. In each scenario, the merger rates have a different mass and time dependence. We did not consider the rates for three-body captures in PBH clusters [119], which could either be dominant or subdominant depending on assumptions and parameters, so this remains an interesting binary formation mechanism to explore in a future work.

5.1 Late PBH binaries in clusters

For late PBHs binaries in clusters, the merger rate distribution per unit logarithmic mass can be described by [3, 23]

$$\frac{d\tau_{\text{clust}}}{d\ln m_1 d\ln m_2} = R_{\text{clust}} \times f(m_1) f(m_2) f_{\text{PBH}}^2 \times \frac{(m_1 + m_2)^{10/7}}{(m_1 m_2)^{5/7}} \text{yr}^{-1} \text{Gpc}^{-3}. \quad (5.1)$$

The PBH clustering properties and velocity distribution are encoded in the scaling factor $R_{\text{clust}}$. Neglecting the additional clustering due to Poisson fluctuations in the PBH spatial distribution typically leads to $R_{\text{clust}} \sim 1–10$, as assumed in [2]. However, for stellar-mass PBHs that significantly contribute to the dark matter, one expects that clusters form from Poisson fluctuations at high redshifts. This would explain the observed spatial correlations between the source-subtracted infrared and X-ray background radiations [120]. Today, after the dynamical heating and dilution of the low-mass sub-clusters inside host clusters, they would have masses around $10^6–10^8 M_\odot$ [23] that could be identified to ultra-faint dwarf galaxies. For such Poisson
clustering, one gets possible values of \( R_{\text{clust}} \) between 100 and 1000 if \( f_{\text{PBH}} \approx 1 \). In particular, a value of about \( R_{\text{clust}} \approx 460 \) was found to explain well the merger rates associated to the observations of GW190425, GW190814 and GW190521 \cite{23}, using a PBH mass distribution coming from simulations with a constant \( w \) during the PBH formation. Here we use this value as a benchmark, but one should keep in mind that it can vary depending on the details of the PBH clustering and mass distribution, see e.g. \cite{121, 122}. Our normalized PBH mass function \( f(m) \) depends on the shape of the spectrum of primordial fluctuations through the small-scale scalar spectral index \( n_s \), on the parameter \( q \) related to the initial density profile, but is relatively insensitive to the total fraction of PBHs making up the DM, \( f_{\text{PBH}} \).

### 5.2 Early PBH binaries

For early PBH binaries, the merger rate distribution is given by \cite{123}

\[
\frac{d\tau_{\text{prim}}}{d\ln m_1 d\ln m_2} = \frac{3.2 \times 10^6}{\text{Gpc}^3 \text{yr}} \times f_{\text{sup}}(m_1, m_2, z) f_{\text{PBH}}^\text{37}(m_1) f_{\text{PBH}}(m_2) \left[ \frac{t(z)}{t_0} \right]^{-\frac{34}{37}} \\
\times \left( \frac{m_1 + m_2}{M_\odot} \right)^{-\frac{32}{37}} \left[ \frac{m_1 m_2}{(m_1 + m_2)^2} \right]^{-\frac{34}{37}},
\]

(5.2)

where \( t(z) = \int_0^z \frac{\rho}{H(x)(1+x)} dx \) is the age of the Universe at redshift \( z \), \( H(x) \) is the Hubble parameter, \( t_0 = t(z = 0) \) is the age of the Universe today. Compared to \cite{123} a factor two is added because we consider the merger rate of \textit{mass ordered} binaries assuming \( m_1 \geq m_2 \).\footnote{The authors thank Gabriele Franciolini for pointing out the necessity of this factor two in the merger rates.} \( f_{\text{sup}} \) \cite{123, 124} is the suppression factor that was introduced since N-body simulations of PBH binary evolution in the early Universe showed that close PBHs, matter inhomogeneities as well as early Poisson-induced clustering may affect these binaries \cite{121, 123}, inducing a rate suppression. Here we consider the assumptions on \( f_{\text{sup}} \) to be the same as in \cite{58}, which corresponds to the limit of a peaked mass distribution. We make this choice in order to avoid an unphysical dependence on the low-mass PBH distribution. In this limit, for \( 0.1 < f_{\text{PBH}} < 1 \), a useful approximation can be used, \( f_{\text{sup}} \approx 2.3 \times 10^{-3} f_{\text{PBH}}^{-0.65} \).

We detail this calculation, motivate this choice and comment on the possible ambiguities related to the exact definition of the mass distribution in appendix A.

### 5.3 Merger rate distributions and comparison with LIGO/Virgo observations

The two-dimensional merger rate distributions as a function of the PBH component masses \( m_1 \) and \( m_2 \) are shown in figures 15 and 16 for different values of \( n_s \) and \( f_{\text{PBH}} \), and for the two extreme values of \( q \) we considered, assuming \( \alpha = 0.8 \). With this approach, we do not have to assume a value of \( K \) but the one that would approach our mass function is \( K \approx 4 \), as shown in figure 14. Rate distributions for other values of \( q \) typically interpolate between these extremes. For early binaries, we show the rates at \( z = 0 \).

In the solar-mass range, the rates are dominated by early binaries. In comparison with the previous analysis of \cite{23}, these are significantly lower due to the broader and lower peak in the PBH mass distribution. One can also notice that the region in the \((m_1, m_2)\) plane where the rates are the highest is also more extended. Above \( 10M_\odot \), the PBH merger rates from late binaries become comparable to the ones of early binaries and progressively become higher at larger masses, for mergers that would lie in the pair-instability mass gap, like GW190521. We also observe that, for both early and late binaries, systems composed of a PBH from
the peak and a PBH from the lump, i.e. with low mass ratios of order \( m_2/m_1 \approx 0.1 \), can have comparable merger rates than equal-mass mergers around \( 30M_\odot \). This feature is very different from most predictions of astrophysical scenarios where the rates are lower for lower mass ratios. The models can therefore explain the observation of binaries with low-mass ratios like GW190814, as already pointed out in [23]. Due to the broader mass distributions, the rates are also typically higher in the sub-solar mass range, but still consistent with the latest rate limits from the searches of subsolar black holes in LIGO/Virgo data [125–127]. In particular, one can compare our rates to the limits obtained in the \((m_1, m_2)\) plane with the third observing run, see figure 3 of [127]. Nevertheless, we point out that some scenarios lead to predictions that are within the range of the next observing runs.

As \( q \) increases from 0.2 to 30, one observes that the different features in the rate distributions are typically less pronounced. The rates of the late PBH binaries (see figure 15) are reduced by at most a factor 10 for PBHs binaries from the QCD peak and with low mass ratios, going from \( \sim 100 \) to \( 30 \text{yr}^{-1}\text{Gpc}^{-3} \). This is due to the lower value of \( f(m_2) \) in the main peak of the PBH mass function, despite the fact that the lump is higher at larger masses, giving higher values of \( f(m_1) \). This also explain why for \( q = 30 \) the merger rates are lower at the QCD peak, compared to \( q = 0.2 \) (see figure 13).

Furthermore, lowering \( f_{\text{PBH}} \) by a factor 10 (from 1 to 0.1) reduces the rate of the late PBH binaries, since a smaller PBH abundance implies less frequent PBH mergers. This reduction is also important for the early PBH binary merger rates, due to the product of \( f_{\text{PBH}}^{53/37} \) with the suppression factor that has the following specific dependence on \( f_{\text{PBH}} \), \( f_{\text{sup}} \propto f_{\text{PBH}}^{-0.65} \) [123, 124]. The change in \( f_{\text{PBH}} \) also induces substantial differences for subsolar-mass (between \( 10^{-1} \) and \( 1M_\odot \)) late and early PBHs binaries, where the rate decreases from \( \sim 13 \) to \( 6 \times 10^{-2} \text{yr}^{-1}\text{Gpc}^{-3} \) for the late binaries, and from \( \sim 100 \) to \( 4 \times 10^{-1}\text{yr}^{-1}\text{Gpc}^{-3} \) for the early binaries. Such values are compatible with the rate limits obtained from the first half of the third observing run of LIGO/Virgo [125].

We also explore the effect of the spectral index. When it varies from \( n_s = 0.965 \) to \( n_s = 0.975 \) while \( q \) and \( f_{\text{PBH}} \) remain constant, the merger rates for late binaries increase by a factor 1–2 for subsolar-mass binaries, the rates remain almost unchanged at \( \mathcal{O}(1)M_\odot \), and they decrease for higher masses. The same behaviour is observed for early binaries, but in the two plots the changes are very slight. However, these changes are expected by looking at the mass function \( f(M) \) for different \( n_s \) values (see figure 13).

Finally, we integrate the two-dimensional merger rate distributions, given by eqs. (5.1) and (5.2), over the secondary mass \( m_2 \). Then we sum the two contributions to get the quantity \( d\lambda_{\odot+n}\delta\ln m_1 \) as a function of the primary mass \( m_1 \), in the range 1 to 100\( M_\odot \). Our results are shown in figure 17. The blue and orange curves respectively represent the rates where we take into account all binary masses down to \( m_2/m_1 = 0.1 \), and where we limit ourselves to binaries with mass ratios \( q_r \approx 1 \). In other words, we integrate the rates over \( m_2 \) within the range \( m_2 = \max(1, m_1/10) \) to \( m_1 \) for the first case, and \( m_2 = \max(1, 3m_1/4) \) to \( m_1 \) for the second case, such that we do not integrate over the subsolar region that is not included in the standard searches of LIGO/Virgo. These bounds also imply that at around \( 1M_\odot \) the rates drop significantly. The plots in figure 17 were obtained by using the PBH mass distributions of section 4.1 with \( q = 0.2 \) and 30 (two upper panels of figure 17). As an example, we also plotted the merger rates for \( q = 3.14 \), which would be the most realistic value derived in [79] for a broad primordial power spectrum of Gaussian curvature fluctuations.\(^6\) This value of \( q \) corresponds to \( \delta_c \approx 0.56 \) [33, 79].

\(^6\)There exist small differences of the threshold of order \( \mathcal{O}(2–3\%) \), when one considers the effects of the different profiles with \( q \approx 3.14 \) shown in figure 10.
Figure 15. Merger rate distribution of late-time PBH binaries as a function of the PBH masses \(m_1\) and \(m_2\) in solar masses, for two different values of \(f_{\text{PBH}} = (1, 0.1)\), \(n_s = (0.965, 0.975)\) and the profile parameter \(q = (0.2, 30)\). The solid and dashed black lines correspond to mass ratios of \(q_r = m_2/m_1 = 0.5\) and 0.1, respectively. The coloured sidebar gives the rate distribution in units of \(\text{yr}^{-1}\text{Gpc}^{-3}\).
Figure 16. Merger rate distribution of early PBH binaries as a function of the PBH masses $m_1$ and $m_2$ in solar masses, for two different values of $f_{\text{PBH}} = (1, 0.1)$ and for $n_s = (0.965, 0.975)$, and $q = (0.6, 20)$. We assume $z = 0$ in eq. (5.2). The solid and dashed black lines correspond to mass ratios of $q_r = m_2/m_1 = 0.5$ and 0.1, respectively. The coloured sidebar gives the rate distribution in units of yr$^{-1}$Gpc$^{-3}$. 
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**Figure 17.** Merger rate distribution of the early and late PBH binaries combined as a function of the primary mass \( m_1 \), for all binary masses (blue curves) and for binaries with mass ratio \( q_r \approx 1 \) (orange curves). The plots show three different values of the \( q \) parameter, \( q = 30, 0.2 \) and 3.14, and the bottom panels correspond to two different \( f_{\rm PBH} \) values. The solid and dashed lines correspond to the spectral indices \( n_s = 0.965 \) and \( n_s = 0.975 \), respectively. The dotted lines indicate the contribution of the late PBH binaries (with \( n_s = 0.965 \)) to the total rate distribution for all binary masses (dotted blue), and for mass ratios \( q_r \approx 1 \) (dotted orange).

Getting one and two-dimensional rate distributions helps to compare PBH merger rates to estimations or limits from LIGO/Virgo. For instance, one can compare the results of figures 15, 16 and 17 to the results of the population analysis of [69] for the non-parametric binned Gaussian processed mass model (BGP), see their figures 3 and 4. One should nevertheless remain cautious when doing such a comparison, because assumptions are similar but not identical. For instance, the BGP model assumes that merger rates over neighboring mass bins are correlated via a Gaussian process, which can be inconsistent with the strong variations seen in our models in some regions. Moreover, the rate estimations for mass ratios \( q_r \approx 1 \) are performed in the diagonal mass bins of the \((m_1, m_2)\) plane, whereas we impose a limit on the mass ratio. Finally, one should remember that both early and late PBH binaries have uncertainties in their merger rates even if the mass dependence usually remains universal, which means that their respective rates could easily be rescaled by order one factors. As a result, they could compete differently on different mass scales.

We notice in figures 15 and 16 that our merger rates reach their highest value \((\sim 10^3 \text{yr}^{-1}\text{Gpc}^{-3})\) at around \( 1\sim 2M_\odot \), corresponding to the peak in the mass function at the QCD crossover, and there is also an important reduction of the rates at larger masses. These features are also expected from observations of the GWTC-3 catalog (see figure 3 of [69]), with rates up to about \( 10^3 \text{yr}^{-1}\text{Gpc}^{-3} \). Moreover, at masses \( \sim 100M_\odot \), the rates drop to
10^{-2}\,\text{yr}^{-1}\text{Gpc}^{-3}, of same order than what is observed by LIGO/Virgo. We also remark that in the GWTC-3 catalog the merger rates peak again at around 10M_\odot, which is not observed in figure 15, where they peak at around 80–100M_\odot instead, nor in figure 16, where the merger rates for early PBH binaries do not exhibit any other peak. We discuss the implications of this discrepancy in the next section.

In figure 17, one sees that the merger rates in the range 1–2M_\odot can reach \mathcal{O}(100–1000)\,\text{yr}^{-1}\text{Gpc}^{-3}, consistent with the observations of LIGO/Virgo’s third observing run (see figure 4 of [69]). In the range 2–5M_\odot the most likely merger rate observed by LIGO/Virgo drops to about 1\,\text{yr}^{-1}\text{Gpc}^{-3} if one includes all secondary masses, and to 10^{-2}\,\text{yr}^{-1}\text{Gpc}^{-3} for q_r \approx 1. These features are not observed in the PBH distributions of figure 17. Nevertheless, the rates are decreasing when m_1 increases, and given the large uncertainties on rate measurements and the fact that one can play with the parameters f_{PBH} and \alpha to move the rate distribution up and down, or left and right, adequate parameter choices can make the model consistent with observations, especially for low values of q. Furthermore, at m_1 \approx 10M_\odot, the most likely merger rates inferred from observations increase again and reach a maximum of about 60\,\text{yr}^{-1}\text{Gpc}^{-3}. We also observe a small peak at 10M_\odot for PBHs with q = 0.2, coming from asymmetric binaries that dominate the rates at this mass. Going to masses around 30M_\odot, our rates can be comparable (within error bars) with observations for all the considered values of q and f_{PBH} \approx 1. The small observed negative slope can also be accommodated for low values of q (0.2 and 3.14), which seems to be therefore favored by observations. It is essentially driven by the rate of early binaries (despite the fact that they are subdominant at these masses) and the value of the spectral index. Finally, as we go to even higher masses close to 100M_\odot, our results again can coincide with the ones inferred from GWTC-3 for low q values and f_{PBH} \approx 1.

Overall, when making a comparison with the rates inferred from the GWTC-3 catalog, one observes that PBHs with a mass distribution imprinted by the QCD epoch lead to rate distributions compatible with observations above 10M_\odot for realistic values of q, including in the pair-instability mass gap. PBHs can also explain the rates associated to mergers with low mass ratios like GW190814, mergers involving compact objects around 2.5M_\odot, and it is also possible to accommodate the observed merger rates around 1–3M_\odot even for f_{PBH} = 1, both for early and late time binaries. It seems that the model that is in best agreement with the observations is q = 0.2 with f_{PBH} = 1, even if it is not necessarily the most statistically significant one producing such PBHs, since q = 3.14 is the most realistic value, according to [79] and taking into account the considerations in section 4.1. Also, one typically gets too many mergers of early binaries between 3 and 8M_\odot, covering the low mass gap. Possibly, these rates could be lower than expected, for instance if the suppression factor has a specific mass dependence for this type of mass distribution that has not been tested with N-body simulations, or if the rate suppression is more important than expected due to late behaviour of Poisson fluctuations that is not accounted for in the calculations. Nonetheless, the rates would remain almost unchanged at large masses, where they are dominated by late binaries. It is therefore difficult to say if the detection of mergers in this low mass gap favors or disfavors the PBH hypothesis compared to realistic astrophysical models having such a mass gap. Finally, since the early binaries dominate the rates at small masses and the late binaries dominate at large masses, our results could fit the LIGO/Virgo observations by carefully adjusting the parameters R_{\text{clust}}, q, \alpha and f_{PBH}.

In order to better explore the predictions of PBHs, we investigate in the next section how the rate distributions impact the expected distributions of GW events in the \((m_1, m_2)\)
plane, after taking into account the mass-dependent detector sensitivity. This way, one can
directly compare PBH models to GW observations from the GWTC-3 catalog, and pave the
way towards a full Bayesian analysis of PBH models with thermal features.

6 Comparison with detections of the GWTC-3 catalog

The fact that the main peak in the PBH mass distribution is lower and broader than when
one assumes a constant \( w \) in the computation of the over-density threshold, and that the lump
is less pronounced and slightly shifted towards larger masses, has important implications for
the expected distribution of actual detections of black hole mergers.

We have computed the expected distribution of detections per unit of logarithmic mass
in the third observing run of LIGO/Virgo, by using the public set of (mixed) injections [128]
and the associated code to compute the volume-time sensitivity \( \langle VT \rangle \). For this purpose, we
have used \( 40 \times 40 \) uniformly spaced mass bins in \( \ln m_1 \) and \( \ln m_2 \) between \( 1M_\odot \) and \( 100M_\odot \).
Practically, the \( VT \) is computed at the center of each bin for a sharp log-normal mass function
of width \( \sigma = 0.1 \). Then we interpolate these values to get the volume-time sensitivity as a
function of \( m_1 \) and \( m_2 \).

In order to get the distribution of detections expected for PBHs, one has to multiply
\( \langle VT \rangle \) by the theoretical merger rates of both early and late-type binaries from the previous
section,

\[
\left\langle \frac{dN}{d\ln m_1 d\ln m_2} \right\rangle = \langle VT \rangle \times \left( \frac{d\tau_{\text{clust}}}{d\ln m_1 d\ln m_2} + \frac{d\tau_{\text{prim}}}{d\ln m_1 d\ln m_2} \right) \tag{6.1}
\]

Interestingly, when we combine the merger rate from early and late binaries using \( q = 3.14 \)
and \( \alpha = 0.7 \), we find that the distribution of the number of events have local maxima in the
following regions, assuming a spectral index around \( n_s = 0.975 \). The normalized distribution
obtained in this case is shown in figure 18.

The region with the highest probability lies between \( 30M_\odot \) and \( 100M_\odot \) with a distribution
that smoothly decreases but is still significant up to \( 100M_\odot \). This could provide an explanation
to main population of LIGO/Virgo mergers as well as mergers involving a black hole in the
pair-instability mass gap [23]. One should note, nevertheless, that this region is slightly
shifted to larger masses compared to the observed distribution in the GWTC-3 catalog. We
find that this is a generic feature of all the produced mass distributions, whatever is the
curvature profile. This observation is consistent with the rate distribution as a function of \( m_1 \)
of figure 17 that remains relatively high up to \( m_1 \approx 100M_\odot \). But larger values of the spectral
index, models including a running of the spectral index typically tend to suppress the merger
rates when \( m_1 \) increases. This typically moves the region with the highest probability of
detection towards smaller masses, increasing the consistency with observations. These could
therefore be favored in a Bayesian model analysis.

There is another local maximum at the solar-mass scale, where GW190425 was detected,
mainly due to mergers of early PBH binaries. We find that prevalence of this region can change
depending on the exact values of \( n_s \) and \( q \), but also of the rate parameters \( R_{\text{clust}} \) and
\( f_{\text{sup}} \), and of the total PBH abundance \( f_{\text{PBH}} \). It is therefore possible to adequately adjust the
model parameters in order optimize the agreement with observations, which should be done
with a Markov-Chain-Monte-Carlo analysis in a future work.

A third local maximum is obtained around \( m_1 \approx 20-30M_\odot \) and \( m_2 \approx 2-3M_\odot \), which
 corresponds to mergers with a PBH in the QCD peak and a PBH in the lump. One should
note that the probability of detection in this region is not only boosted by the merger rates,
Figure 18. Normalized distribution of GW observations expected for the combination of early and late binaries, for the third observing run of LIGO/Virgo, with $\alpha = 0.7$, $n_s = 0.975$ and $q = 3.14$. The observed merger events of the GWTC-3 catalog with uncertainties in $m_1$ and $m_2$ are shown in red. 

but also by a local maximum of the $\langle VT \rangle$. Two events are observed in this region, including GW190814. We also notice that this region is smoothly connected to the other two regions, where a few detections have also been made.

Until now, the situation is rather positive for the PBH hypothesis, able to explain both the dominant population of black hole mergers as well as more exceptional events in the mass gaps or with low mass ratios, when the effects of the QCD cross-over transition are taken into account. However, as also shown in figure 18, the GWTC-3 catalog contains a series of mergers with $m_1 \approx 10–15M_\odot$ and $m_2 \approx 5–10M_\odot$ that seem to be disconnected from the main population around $30–40M_\odot$ and provide a local maximum in the distribution of detections. None of the considered PBH models produces a maximum in this region. We are still investigating if larger values of the spectral index, for instance, could boost the merger rates in this particular region but without overproducing mergers at the solar mass scale. We have also explored the possibility of larger values of $\alpha$, such that the main peak in the PBH mass distribution is shifted towards this range, but this typically induces larger merger rates above $100M_\odot$ that are inconsistent with the current limits. Since this region better corresponds to the masses of black holes observed in X-ray binaries, it is also possible that those are astrophysical black holes, whereas the main population at larger mass comes from PBHs. Nevertheless, these mergers also have low effective spins, which is one important motivation for PBH models [129–132].
In summary, we confirm the results obtained in [22], but using more precise PBH mass distributions taking into account the variation of $w$ during the PBH formation, using different curvature profiles and the LIGO/Virgo detector sensitivity of the third observing run. If PBHs could explain well most of the GW detections, until now they fail to explain the observation of a significant number of black hole mergers around $5–15 M_\odot$. But it is important to remain cautious when drawing conclusions because lots of uncertainties remain in the theoretical merger rates, while the statistical significance of the different black hole populations is still relatively weak and could change with future observations. Nonetheless, our results open the way to a better understanding of the possible realistic PBH mass functions that will be used in future Bayesian analyses of PBH models, and in Bayesian comparisons of PBH and astrophysical models.

7 Discussion and conclusion

PBHs are a plausible explanation for the intriguing properties of compact object coalescences detected by GW observatories. PBHs with stellar masses would form at the QCD epoch, when the transient reduction of the equation of state of the Universe reduces the critical overdensity threshold, facilitating the formation of a black hole from the collapse of overdensities. In order to assess a PBH origin of GW observations, it is therefore crucial to compute precisely the impact of the QCD cross-over transition on the PBH mass distribution. By adapting the numerical code of [59], we have performed for the first time numerical simulations of PBH formation from the collapse of super-horizon curvature fluctuations at the QCD epoch, taking into account the expected time variations of the equation of state.

First, our results confirm previous works relying on a constant equation of state during PBH formation and show the existence of non-trivial features in the PBH mass distribution, due to the reduction of the threshold by up to $O(10\%)$ for the profiles considered, depending on the considered radial curvature profile. These features take the form of a high peak between one and three solar-masses and a lump at masses between $30 M_\odot$ and $100 M_\odot$. But, compared to previous calculations, this peak is found to be about two times lower and broader, whereas the lump is less pronounced. The detailed analysis of the formation process unveils the origin of this phenomenon: the collapse is not instantaneous and therefore it does not only depend on the equation of state at the time a fluctuation crosses the Hubble radius, but on its complete evolution during the formation process. This way, the features appear be smoothed out. For the first time, we also compute PBH mass distributions for various curvature profiles and show that they can be significantly altered, even if the global scheme remains similar.

Our results have important consequences for the expected merger rates of early and late PBH binaries, which can be compared to the rates inferred from the GWTC-3 catalog. The rate of early binaries are lower than initially expected and in agreement with observations in the solar mass range for $0.1 < f_{PBH} < 1$. At larger masses (above $20 M_\odot$), the rates become dominated by late binaries and progressively decrease, as one expects from observations.

Finally, we used the volume sensitivity of the LIGO/Virgo detectors of the third observing run to compute the expected distribution of actual detections as a function of the component masses. It is qualitatively consistent with the observation of a dominant population around $30–50 M_\odot$ that extends within the pair-instability mass gap, where some exceptional events have been observed. PBHs also generically lead to a subdominant number of mergers with low-mass ratios like GW190814 and with masses around $2–3 M_\odot$, like GW190425. However,
the rates seem to be higher than observed between 3 and \(8M_{\odot}\), but are not able to explain the observation of numerous black hole mergers between \(8M_{\odot}\) and \(15M_{\odot}\).

Our analysis therefore ends up on mitigated conclusions. PBHs can explain many of the GW observations in a rather unified way. However, astrophysical models could also explain events in the pair instability mass gap and with low mass ratios by invoking different formation mechanisms, in different environments, and it is still difficult to favor or disfavor one hypothesis. We also point out that all the PBH models considered fail to explain the observed population between \(8M_{\odot}\) and \(15M_{\odot}\), which could then be of stellar origin. We remain cautious and do not want to draw definitive conclusions because of the remaining large uncertainties of PBH models, theoretical merger rates and products of population analysis.

Overall, our work represents the first numerical exploration of PBH formation that fully takes into account the QCD phase crossover. Our approach, in particular the numerical techniques that have been used, could be applied to study the effects of other phase transitions of the very early Universe [22], of lepton flavor violation [117], solitogenesis [118], a strongly interacting fermion-scalar fluid [133], on the formation of PBHs. More accurate calculations of the gravitational-wave background from PBHs [58, 134, 135] could also be envisaged. In order to constrain PBH model parameters with the current and future GW observations, realistic and accurate PBH mass distributions also have to be used in combination with Bayesian methods, which is left for a future work. Bayesian model selection can also be used to assess the preferred models between PBHs and stellar scenarios, or the combination of both. In addition, our results can have important implications for the viability of PBH models with respect to astrophysical and cosmological limits on their abundance, in particular CMB limits [136–138] that apply at \(M_{\text{PBH}} \gtrsim 10M_{\odot}\) and debated microlensing limits [139–152] for \(M_{\text{PBH}} \lesssim 1M_{\odot}\), as well as type Ia supernova lensing limits [153, 154]. Because the QCD peak is less important and broader, those seem to exclude our mass distributions with \(f_{\text{PBH}} = 1\) but could allow smaller dark matter fractions in PBHs. However, one should also remember that these limits are subject to debate and uncertainties. Microlensing events can also be seen as a hint for the existence of PBHs in the stellar-mass range [140, 155]. It is therefore probably premature to firmly exclude \(f_{\text{PBH}} = 1\).

8 Final note

The present paper appeared simultaneously with another study [70] on the same topic. In this paper, the authors have also used the results of numerical simulations, whose details will be released in an upcoming paper [99] but are not yet available at the time of submitting the latest version of the present manuscript, in order to better model the effects of the QCD cross-over transition. They set constraints on various PBH mass distributions using a Bayesian analysis of the GWTC-3 catalog. We acknowledge that such an analysis goes beyond the (still qualitative) comparisons in our own paper. In particular, they take into account the scaling law regime for the PBH mass (which is beyond the scope of our paper) which additionally modifies the exact shape of the QCD-induced peak. Despite this, our work captures this effect by considering different curvature profiles and different values of \(\alpha\), which allows us to obtain a modulation of different mass functions. The main result regarding the fraction of dark matter in the form of PBHs is not substantially affected by only taking into account the effect of the scaling PBH mass, precisely due to this modulation with different parameters. We believe that our analysis better explores and provides details on the PBH formation process in comparison
with [70]. We also study the possible effects of different curvature profiles on PBH merger rates. We therefore believe that the two papers are complementary and provide interesting results.

It must be pointed out that these two papers have been written in total independence, until the very end. It is worth noticing that we obtain similar results for the computation of the overdensity threshold. However, we obtain different conclusions on the possible value of $f_{\text{PBH}}$ to explain gravitational-wave observations. In our case, we find that values between $0.1$ and $1$ could partly explain the LIGO/Virgo observations, while a much lower limit is obtained in [70]. Different assumptions could have driven such a difference. It is probably premature to draw a definitive conclusion on its origin. Nevertheless, we point out hereafter some differences that could play a role.

First, even if both studies rely on the same literature for the computation of the merger rate of early binaries, in particular the suppression factor $f_{\text{sup}}$, we used a slightly different hypothesis. In our paper, $f_{\text{sup}}$ is calculated in the limit of a sharp mass distribution, motivated by the QCD-induced peak, in order to avoid an unphysical and arbitrary dependence in the low-mass cut in the PBH mass distribution that would suppress merger rates for unequal mass binaries. A different prescription was used by Franciolini et al. [70], where $f_{\text{sup}}$ is not computed in the above-mentioned limit but for each considered mass function, using an additional free parameter to describe the high-mass cut in the PBH distribution. We have included an appendix to detail our calculation of this rate suppression factor, to motivate our assumption and to comment on the possible choices made in the literature. However, we argue that differences in $f_{\text{sup}}$ compared to [70], even if significant, are not the main driver of the different conclusions for $f_{\text{PBH}}$.

A second difference comes from the range of $n_s$ that we consider. The MCMC analysis of [70] results in values of $n_s$ around $0.7–0.8$ favoured by observations, whereas we focus on values around $n_s \approx 0.97$ only, in order to avoid an overproduction of light or heavy PBHs. Moreover, although in [70] has been allowed a range on $n_s$, it has not been taken into account the effect on the threshold value due the variation on $n_s$, which is relevant if we compare such range of values with the strictly case of $n_s = 1$, in particular when $n_s < 1$ (see the threshold section computation in [85]). Since the mass function is exponentially sensitive to the threshold, we think such variation is determinant on making a precise estimation on the exact value of $n_s$ favoured by a MCMC analysis. For such a low value of the spectral index, the QCD peak is highly suppressed and one has instead a strong increase of $f(M_{\text{PBH}} > 10M_\odot)$, resulting in much larger rates for the same value of $f_{\text{PBH}}$. A quick calculation showed that for $n_s \approx 0.7$ and considering early binaries only, we would also need $f_{\text{PBH}}$ of order $10^{-3}$ to obtain merger rates below the ones inferred by LIGO/Virgo. In [70], values of the spectral index close to unity are disfavored by the MCMC analysis, essentially because they produce too many subsolar-mass black hole mergers. Even if this has not been detailed in our paper, we have also estimated the expected number of merger detections involving a subsolar-mass black hole, for the O3a (VT) sensitivity from [125] and found that at most $O(1)$ events are expected with our mass distributions for $f_{\text{PBH}} \approx 0.1$. For this calculation, we impose a lower mass cut $m_2 > 0.2M_\odot$ and a mass ratio cut $q_r > 0.1$ consistent with LVK searches, whereas [70] have considered all possible combinations of binaries, leading to a much higher expected number of detections of subsolar-mass black holes. We argue that binaries with $q_r < 0.1$ could indeed be detected in LVK searches but that standard waveforms probably do not optimally describe the merging of such systems. As a result, we believe that including such low mass ratios is indeed motivated but still relatively speculative. So each method can be debated. Taking into account all those differences, it is therefore possible that our results are not inconsistent with each other but originate from different hypotheses and methods.
A third difference comes from the inclusion in our paper of the merger rates of both early and late binaries, whereas [70] considers early binaries only. This could also indirectly impact the estimation of $f_{\text{PBH}}$ through different values of the $n_s$ needed to fit the data.

Future investigations are therefore needed to better understand the origin of these differences and to reduce the various sources of uncertainties, which we leave for a future work. Nevertheless, the two papers bring important insights on the crucial effects of the QCD epoch for PBHs and on the theoretical uncertainties and model dependence that inevitably remain in the computation of PBH mass distributions and merger rates. Both conclude positively on the possibility that a part but not the totality of the black hole mergers observed by LIGO/Virgo are of primordial origin. The different hypotheses that were used lead to different conclusions about the dark matter fraction that could be made of stellar-mass PBHs. Future data will certainly also help to test these hypotheses and distinguish the different PBH models.

\section*{A Rate suppression of early PBH binaries} \label{app:rate_supp}

In the merger rates of early PBH binaries, we have introduced a suppression factor $f_{\text{sup}}$, following [123, 124]. It can be written as the product of two functions, $S_1$ and $S_2$, where

$$
S_1 \approx 1.42 \left[ \frac{\langle m_{\text{PBH}}^2 \rangle / \langle m_{\text{PBH}} \rangle^2}{\bar{N} + C} + \frac{\sigma_M^2}{f_{\text{PBH}}} \right]^{-21/74} e^{-\bar{N}} \quad \text{(A.1)}
$$

accounts for binary disruption by matter fluctuations of variance $\sigma_M^2 \approx 0.004$ and nearby PBHs. It strongly depends on the number $\bar{N}$ of nearby black holes that can disrupt the binary before matter-radiation equality, given by

$$
\bar{N} \approx \frac{m_1 + m_2}{\langle m \rangle} f_{\text{PBH}}. \quad \text{(A.2)}
$$

The function $C$ encodes the transition between small and large $\bar{N}$ limits and an analytical expression can be found in [124],

$$
C \approx f_{\text{PBH}}^2 \frac{\langle m_{\text{PBH}}^2 \rangle / \langle m_{\text{PBH}} \rangle^2}{\sigma^2_{M}}
\times \left\{ \left[ \frac{\Gamma(29/37)}{\sqrt{\pi}} U \left( \frac{21}{74}, \frac{1}{2}, \frac{5 f_{\text{PBH}}^2}{6 \sigma^2_{M}} \right) \right]^{-\frac{74}{21}} - 1 \right\}^{-1}, \quad \text{(A.3)}
$$

where $\Gamma$ is the Euler function and $U$ is the confluent hypergeometric function. One should note that there exists a subtle ambiguity on the definition of the PBH mass function that induces significant differences in the averaging procedure, in the suppression factor, and in the merger rates. Following [123, 124], $\langle m \rangle$ are $\langle m^2 \rangle$ are obtained from the PBH number density $n$,

$$
\langle m^p \rangle \equiv (1/n) \int m^p dn \quad \text{(A.4)}
$$

The computation of these quantities depends on the way one defines the PBH mass function and is different if it is defined in terms of the PBH number density $n$ or the PBH density $\rho$, or if the normalisation changes. In table 1 we have summarized the possible definitions of the PBH mass function, how these are related, and how to compute $\langle m \rangle$ and $\langle m^2 \rangle$ in each
This paper

Clesse et al. [*] [23]

Bagui et al. [58]

Raidal et al. [123]

Franciolini et al. [*] [70]

Hutsi et al. [124]

Kocsis et al. [156]

Table 1. Different definitions of the normalized PBH mass distribution proposed in various references with their conversion, their normalisation rule and the corresponding \langle m \rangle and \langle m^2 \rangle. The asterisk denotes the references in which an inconsistency has been found (see details in the text).

| Mass Function | Conversion | Normalisation | Average Black Hole Mass | Average Squared Black Hole Mass |
|---------------|------------|---------------|--------------------------|-------------------------------|
| \( f \equiv \frac{1}{\rho_{\text{PBH}}} \frac{d \rho_{\text{PBH}}}{d \ln m} \) | \( \psi_1 = \frac{1}{\rho_{\text{PBH}}} \frac{d \rho_{\text{PBH}}}{d m} \) | \( \psi_2 = \frac{1}{n_{\text{PBH}}} \frac{d n_{\text{PBH}}}{d m} \) | \( \psi_3 = \frac{1}{n_{\text{PBH}}} \frac{d n_{\text{PBH}}}{d m} \) |
| \( f = m \psi_1 \) | \( \psi_1 = f/m \) | \( \psi_2 = f/\langle m \rangle \) | \( \psi_3 = \langle m \rangle f / m^2 \) |
| \( = m \psi_2 / \langle m \rangle \) | \( \psi_2 = \psi_2 / \langle m \rangle \) | \( \psi_2 = \langle m \rangle \psi_1 \) | \( \psi_2 = \langle m \rangle \psi_1 / m \) |
| \( = m^2 \psi_3 / \langle m \rangle \) | \( \psi_3 = \psi_3 / \langle m \rangle \) | \( \psi_3 = m \psi_3 \) | \( \psi_2 = m \) |
| \( \int f d \ln m = 1 \) | \( \int \psi_1 d m = 1 \) | \( \int \psi_2 d \ln m = 1 \) | \( \int \psi_3 d m = 1 \) |
| \( \langle m \rangle = \left( \frac{\int f d \ln m}{m} \right)^{-1} \) | \( \left( \frac{\int \psi_1 d m}{m} \right)^{-1} \) | \( \int \psi_2 d \ln m \) | \( \int m^2 \psi_3 d m \) |
| \( \langle m^2 \rangle = \langle m \rangle \int m f d \ln m \) | \( \langle m \rangle \int m \psi_1 d m \) | \( \int m^2 \psi_2 d \ln m \) | \( \int m^2 \psi_3 d m \) |

When the mass function is defined in terms of the PBH density, as in the present paper, one obtains that the abundance of low-mass PBHs can strongly change the value of \( \langle m \rangle \). In other terms, for broad mass distributions like ours, there are numerous light black holes that tend to reduce the value of the average black hole mass, compared to a peaked log-normal mass function. In turn, this increases \( \bar{N} \) and reduces \( f_{\text{sup}} \) that becomes strongly dependent on the chosen lower mass cut. This was also pointed out in [157], where the number of merger events calculated with the early binaries merger rate of eq. (5.2) strongly varies with the low mass cut-off in the distribution, suggesting that the current early binary merger rate calculation should probably be revised in the case of a very broad mass distribution.

However, we argue that such a rate suppression is artificial because it implicitly assumes that tiny black holes nearby a binary are able to disrupt it. It is therefore suspected that the prescriptions proposed by [123, 124] only apply to peaked mass distributions and that their extension to broader distributions is a complex problem. Since our mass functions have a high peak induced by the QCD transition, we therefore consider the limit obtained for a monochromatic mass function and assume that \( \langle m_{\text{PBH}}^2 \rangle / \langle m_{\text{PBH}} \rangle^2 \simeq 1 \) and \( \bar{N} \simeq 2 \). This assumption provides a better estimation of the rates around the QCD-induced peak. However, we suspect that the merging rate of subsolar-mass binaries is additionally suppressed, while the rate of intermediate-mass binaries is likely less suppressed since the dominant PBHs from the QCD peak would hardly be able to disrupt them. The latter effect would not dramatically
impact our conclusions because the merging rate of intermediate-mass binaries is, in our case, dominated by the capture channel. If one follows the averaging procedure of [70], one gets instead a strong dependence on the high-mass PBH distribution but which can be cut-off by the transition in the primordial power spectrum.

The second factor $S_2$ comes from the binary disruption in early-forming clusters and can be approximated today by

$$S_2 \approx \min \left( 1, 9.6 \times 10^{-3} f_{\text{PBH}}^{-0.65} e^{0.03 \ln^2 f_{\text{PBH}}} \right),$$

(A.5)

which starts to contribute when $f_{\text{PBH}} \geq 0.0035$. At higher redshifts, one can simply replace $f_{\text{PBH}} \rightarrow (t(z)/t_0)^{0.44} f_{\text{PBH}}$ in $S_2$. It must also be pointed out that the merger rate of perturbed early binaries (that remain bound after interactions with other PBHs) could be of the same order or even surpass the rate of early binaries. However, a conservative calculation of these rates has been performed only for a monochromatic or peaked mass function [158] and it is still subject to large uncertainties, so it is unclear how to generalize it to complex broad mass functions like the ones considered in this work. Consequently, we leave this interesting issue for a future work and assume that the merger rate of perturbed binaries is subdominant.

Finally, one can get a useful approximation, valid when $0.1 < f_{\text{PBH}} < 1$, by neglecting the exponential factor in $S_2$ and by setting $\langle m \rangle^2 = \langle m^2 \rangle$, $N = 2$ in $S_1$, and neglecting terms in $\sigma_M$,

$$f_{\text{sup}} \approx 2.3 \times 10^{-3} f_{\text{PBH}}^{-0.65}.$$

(A.6)

This approximation is useful and when one plug it in the rate formula, one directly sees that $f_{\text{PBH}} \approx 0.1$ and $f(m_{\text{PBH}} \approx 2M_\odot) \approx 1$ give to merger rates comparable to the ones inferred from LIGO/Virgo observations.
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