MANIFOLD APPROXIMATIONS VIA TRANSPORTED SUBSPACES: MODEL REDUCTION FOR TRANSPORT-DOMINATED PROBLEMS
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Abstract. This work presents a method for constructing online-efficient reduced models of large-scale systems governed by parametrized nonlinear scalar conservation laws. The solution manifolds induced by transported-dominated problems such as hyperbolic conservation laws typically exhibit nonlinear structures, which means that traditional model reduction methods based on linear approximations are inefficient when applied to these problems. In contrast, the approach introduced in this work derives reduced approximations that are nonlinear by explicitly composing global transport dynamics with locally linear approximations of the solution manifolds. A time-stepping scheme evolves the nonlinear reduced models by transporting local approximation spaces along the characteristic curves of the governing equations. The proposed computational procedure allows an offline/online decomposition and is online efficient in the sense that the costs of time-stepping the nonlinear reduced models are independent of the number of degrees of freedom of the full model. Numerical experiments with transport through heterogeneous media and the Burgers’ equation show orders of magnitude speedups of the proposed nonlinear reduced models based on transported subspaces compared to traditional linear reduced models and full models.
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1. Introduction. Model reduction for transport-dominated problems can be challenging because the corresponding solution manifolds typically exhibit high dimensional features and so can only be well-approximated by subspaces if their dimension is high; that is, the Kolmogorov $N$-widths of the solution manifolds decay slowly [15, 6]. To overcome this challenge of slowly decaying Kolmogorov $N$-widths, this work introduces transported subspaces, which are subspaces conjoined with nonlinear transportation. The corresponding approximation is nonlinear and so can lead to efficient reduced models even if the Kolmogorov $N$-widths of the solution manifolds decay slowly.

The difficulty in developing reduced models for transport-dominated problems was recognized in [26], which also introduced a template-fitting approach. Subsequent works to overcome this problem fall broadly into two groups. The first group attempts to find relevant nonlinear transformations of the solution manifolds. The method of freezing based on the Lax-Pair decomposition of the differential operator was devised in [14]. The work [8] made a connection to the optimal transport problem in finding a nonlinear low-dimensional structure. More works in this group include shock curve estimation [30], shifted proper orthogonal decomposition (sPOD) [20], greedy generalization of template-fitting [25], transformed snapshot interpolation [36, 37], a machine-learning approach based on autoencoders [10], characteristic dynamic mode decomposition [28], registration methods [29], Wasserstein barycenters [33], and offline pre-processing by invertible maps [13]. For nonlinear hyperbolic conservation laws [12], there is a relationship between optimal transport and scalar conservation laws [3], and it was demonstrated in [23, 24] that a nonlinear interpolation procedure called displacement interpolation by pieces (DIP) is able to capture
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the nonlinear transport structure, which leads to localized reduced models.

The second group focuses on online adaptive methods that update local reduced spaces depending on time and parameters. For example, the work [4] proposes an adaptive refinement of reduced bases similar to $h$-adaptive finite-element approaches. In [18, 17], the locality of coherent structures that are transported through the spatial domain is exploited to adapt spaces from only a few samples. While these adaptive procedures achieve speedups compared to traditional reduced models, the corresponding computational methods have costs that scale with the complexity of the full-model discretization. Additional works that examine related aspects of transported-dominated problems include the use of $L^1$-norm minimization [1] and the Petrov-Galerkin space-time approach [38].

The model reduction method proposed in this work is called Manifold Approximations via Transformed Subspaces (MATS) and merges ideas from both groups mentioned above. MATS produces an adaptive scheme that uses nonlinear transformations to generate an adaptive reduced basis during the online stage. Although the effect of the transformation is nonlinear, the transformation itself is built from a linear combination of low-rank transport modes. This specific structure enables the derivation of the time-dependent adaptation directly from the governing equations. Combining the MATS procedure with a projection-based time update results in online-efficient reduced models.

Three main ideas are introduced in this work:

1. the transported subspace generated by low-rank transport modes that are explicit to derive and compute, which provide a low-rank approximation to the transport dynamics necessary to approximate the solution manifold,
2. interpolation particles that enable online-efficient adaptations of transported subspaces,
3. an online-efficient time-stepping scheme for the proposed reduced model.

This manuscript is organized as follows. In section 2, we formulate our problem setup and set forth basic notations. In section 3, we introduce a notion of a Kolmogorov width for transported subspaces. In section 4, we provide a concrete procedure for constructing the transported subspaces. In section 5, we construct the reduced model by building on the notion of interpolation particles and the change of basis formula. An algorithmic summary is given in section 6. In section 7, we provide numerical examples that illustrate the speedups obtained with our method.

2. Problem formulation and preliminaries. In this section, we describe the parametrized partial differential equations (PDE) under consideration and introduce notations and definitions to be used throughout the work.

2.1. Parametrized scalar conservation laws. For the spatial domain $\Omega := (x_{\ell}, x_r) \subset \mathbb{R}$ with $|x_{\ell}|, |x_r| < \infty$, and for parameters $\mu \in D \subset \mathbb{R}^d$, we seek a solution $u \in C^1(\Omega \times (0, t_F) \times D)$ that maps into $\mathbb{R}$ and satisfies

$$
\begin{align*}
\partial_t u + \partial_x [f(u, x; \mu)] &= \psi(u, x; \mu), \quad (x, t) \in \Omega \times (0, t_F), \\
u(x, 0) &= u_0(x), \\
u(x_{\ell}, t) &= u_0(x_{\ell}),
\end{align*}
$$

(2.1)

in which $f(\cdot, \cdot; \mu) \in C^\infty(\mathbb{R}^2)$ is a convex function in the first variable and $\psi(\cdot, \cdot; \mu) \in C^\infty(\mathbb{R}^2)$. The initial condition $u_0(x)$ and the boundary condition $u(x_{\ell}, t)$ are independent of time and parameter. For a fixed parameter $\mu$, the initial boundary value problem (2.1) has been studied analytically and numerically [9, 27, 12].
2.2. Reduced approximation. Let us denote the time-parameter domain by \( \mathcal{H} := (0, t_F) \times \mathcal{D} \). For all \((t, \mu) \in \mathcal{H}\), the solution \( u(\cdot, t; \mu) \) of (2.1) is in the space \( V := C^0(\Omega) \) equipped with the inner product \( (f, g) := \int_\Omega f g \, dx \) for \( f, g \in V \). The inner product induces the norm \( \| \cdot \|_V \). Let us denote by \( u_\delta \in C^0(\Omega \times (0, t_F) \times \mathcal{D}) \) a continuous piecewise polynomial approximation of \( u \), to which we refer to as the full-model solution in the following. Let \( \mathcal{V}_\delta \subset \mathcal{V} \) be the space of continuous piecewise polynomial functions defined on a grid \( x_0 < x_1 + \Delta x < \ldots < x_r + (N_\delta - 1)(\Delta x) = x_r \) of uniform width \( \Delta x = \delta \) (that is, \( (N_\delta - 1)\delta = |\Omega| \)). Let \( \{ \varphi_n \}_{n=1}^{N_\delta} \) be a basis of \( \mathcal{V}_\delta \), then suppose we can represent \( u_\delta \) as a linear combination of this basis,

\[
(2.2) \quad u_\delta(x; t; \mu) = \sum_{n=1}^{N_\delta} b_n(t, \mu) \varphi_n(x),
\]

for coefficients \( \{ b_n(t, \mu) \}_{n=1}^{N_\delta} \). We assume that the \( u_\delta \) is a uniformly accurate approximation to the classical solution \( u \), i.e., there exists a constant \( C > 0 \) such that for all \((t, \mu) \in \mathcal{H}\), the bound

\[
(2.3) \quad \| u(\cdot, t; \mu) - u_\delta(\cdot, t; \mu) \|_V \leq C\delta^r
\]

holds for some \( r \geq 1 \). The solution manifold \( \mathcal{M}_\delta \) corresponding to the full-model solutions of (2.1) is

\[
(2.4) \quad \mathcal{M}_\delta := \{ u_\delta(\cdot, t; \mu) : (t, \mu) \in \mathcal{H} \} \subset \mathcal{V}_\delta.
\]

The Kolmogorov \( N \)-width [19] of the solution manifold \( \mathcal{M}_\delta \) is

\[
(2.5) \quad d(N; \mathcal{M}_\delta) = \inf_{\dim(\mathcal{V}_{\text{rb}}) = N} \sup_{u \in \mathcal{M}_\delta} \inf_{v \in \mathcal{V}_{\text{rb}}} \| u - v \|_V,
\]

and gives the best possible error of approximating functions in \( \mathcal{M}_\delta \) in a subspace \( \mathcal{V}_{\text{rb}} \subset \mathcal{V}_\delta \) of dimension \( N = \dim \mathcal{V}_{\text{rb}} \). Traditional model reduction aims to construct a basis \( \{ \zeta_n \}_{n=1}^N \) of a subspace \( \mathcal{V}_{\text{rb}} \subset \mathcal{V}_\delta \) in which the solution in \( \mathcal{M}_\delta \) can be approximated well. The reduced approximation is a linear combination of the basis \( \{ \zeta_n \}_{n=1}^N \),

\[
(2.6) \quad u_{\text{rb}}(x; t; \mu) = \sum_{n=1}^{N} \beta_n(t, \mu) \zeta_n(x),
\]

with coefficients \( \{ \beta_n(t, \mu) \}_{n=1}^N \); see, e.g., [7, 16] and references therein.

For problems of hyperbolic or transport-dominated types, the Kolmogorov \( N \)-width of \( \mathcal{M}_\delta \) for the problem (2.1) can decay slowly [14, 6], which implies that traditional model reduction fails: to obtain an acceptable accuracy with a reduced approximation of the form (2.6), the number of terms \( N \), and thus the dimension of \( \mathcal{V}_{\text{rb}} \), must be large.

3. Transported subspaces. To overcome the limitation of reduced approximations of the form (2.6), we introduce approximations that adaptively vary the subspace \( \mathcal{V}_{\text{rb}} \) by using a different subspace \( \mathcal{V}_{\text{rb}}(t, \mu) \) depending on \((t, \mu) \in \mathcal{H}\). This section proposes a specific structure for constructing these adaptive subspaces. It builds on what we will call low-rank transport maps, which lead to subspaces of low dimension and, at the same time, guarantee straightforward basis adaptations with respect to time and parameters.
Furthermore, we provide an intuition as to why our construction is expected to produce an accurate approximation for solution manifolds of transport-dominated problems. We do so by providing a generalization of the notion of the Kolmogorov $N$-width (2.5), which we call the $(N, M)$-width. The new argument $M$ corresponds to the dimension of the space of low-rank transport maps. We give examples of transport-dominated problems for which the $(N, M)$-width decays rapidly and the Kolmogorov $N$-width decays slowly.

3.1. Low-rank space of transport maps. We develop the notion of the low-rank space of transport maps which is a subset of certain diffeomorphisms. We aim to form a space containing transformations of the domain, but directly using diffeomorphisms of the finite open interval $\Omega = (x_\ell, x_r)$ encounters a technical issue, that it is not closed under addition, i.e., adding two such diffeomorphisms does not produce a map whose range is in $\Omega$ in general. To allow function space operations (additions and scalar multiplications) we define spaces of transport maps on the entire real line.

Definition 3.1. Let $T$ denote the subgroup of diffeomorphisms on $\mathbb{R}$ that are increasing (strictly monotone).

Function compositions (pullbacks) will play a key role. We will denote by $\flat$ the composition of $\xi : \mathbb{R} \to \mathbb{R}$ with the inverse of $T \in T$,

$$T^\flat \xi(x) := \xi(T^{-1}(x)).$$

Next we define the composition with the functions defined on the domain $\Omega$ by extending them to the real line.

Definition 3.2. Let $T \in T$ and let $\xi : \Omega \to \mathbb{R}$ be continuous. Let $\bar{\xi}$ be defined from $\xi$ by

$$\bar{\xi}(x) := \begin{cases} 
\xi(x_\ell) & \text{if } x \leq x_\ell, \\
\xi(x) & \text{if } x_\ell < x < x_r, \\
\xi(x_r) & \text{if } x_r \leq x.
\end{cases}$$

Then, we define $T^\flat \xi : \Omega \to \mathbb{R}$ by $T^\flat \xi(x) := T^\flat \bar{\xi}(x)$.

Let us construct a map $\hat{T}$ from the linear combination of given linearly independent functions $\{v_m\}_{m=1}^M \subset T$,

$$\hat{T}(x) := \sum_{m=1}^M \alpha_m v_m(x).$$

In general it does not hold that $\hat{T} \in T$, since $T$ is not a function space. Nonetheless, we will focus on $\hat{T} \in \text{span}\{v_m\}_{m=1}^M$ that also satisfy $\hat{T} \in T$, arriving at the next definition.

Definition 3.3. Given linearly independent $\{v_m\}_{m=1}^M \subset T$, $S \subset T$ is a finite-dimensional subspace of $T$, denoted by $S \subseteq T$, if

$$S = T \cap \text{span}\{v_m\}_{m=1}^M.$$ 

We will refer to $\{v_m\}_{m=1}^M$ as the basis of $S$, and let $\dim(S) := M$.

Note that by construction, we required that $\hat{T} \in S \subset T$ be increasing, i.e., that $x_1 < x_2$ implies $\hat{T}(x_1) < \hat{T}(x_2)$. But more generally, $\hat{T} \in \text{span}\{v_m\}_{m=1}^M$ with arbitrary
coefficients \( \{\alpha_m\}_{m=1}^M \) in (3.3) is not necessarily increasing. The consequence is that the inverse of \( T \) becomes ill-defined. A sufficient condition for \( T \in T \) is that \( T' > 0 \), which results in a set of constraints on its coefficients \( \{\alpha_m\}_{m=1}^M \). Hence, certain additions and scalar multiplications are allowed within \( S \subseteq T \), e.g., within a neighborhood of the identity \( \text{Id} \in T \), but \( S \) is not closed under these function space operations.

3.2. The Kolmogorov \((N,M)\)-width. We consider the nonlinear generalization of the reduced approximation (2.6) in which the basis functions \( \{\zeta_n\}_{n=1}^N \) of \( V_{rb} \) are composed with the inverse of \( T \in T \). That is, we consider approximating elements of the solution manifold \( M_\delta \) by functions lying in the collection \( V \) defined by

\[
V(\mathcal{V}_{rb}, T) := \bigcup_{T \in T} \mathcal{V}_{rb}(T), \quad V_{rb}(T) := \{T^\delta \xi : \xi \in \mathcal{V}_{rb}\}.
\]

In particular, we can restrict \( V \) to use transport maps in \( T_{rb} \subseteq T \) (Definition 3.3), resulting in the collection \( V(\mathcal{V}_{rb}, T_{rb}) \).

Now we extend the notion of the Kolmogorov \( N \)-width (2.5) to describe the effectiveness of the collection \( V(\mathcal{V}_{rb}, T_{rb}) \) in approximating the solution manifold \( M_\delta \).

**Definition 3.4.** Define the Kolmogorov \((N,M)\)-width as

\[
d(N, M; M_\delta) = \inf_{\dim(V) = N} \sup_{T \in T} \inf_{\dim(T) = M} \|u_\delta - v\|_V.
\]

It is immediate that

\[
d(N; M_\delta) = d(N, 1; M_\delta), \quad d(N; M_\delta) \geq d(N, M; M_\delta) \quad \text{for all } M \in \mathbb{N}.
\]

Intuitively speaking, the low-rank basis \( \{\zeta_n\}_{n=1}^N \) of \( V_{rb} \) spans the local linearization of the solution manifold; whereas the global transport-dominated behavior of the solution is approximated by the basis \( \{v_m\}_{m=1}^M \) of \( T_{rb} \). This overall strategy is illustrated as a diagram in Figure 3.1.

Note that this \((N,M)\)-width is related to the nonlinear Kolmogorov width introduced in [31], where multiple subspaces with identical dimension are used in the approximation of \( M_\delta \). However, the nonlinear Kolmogorov width of \( V(\mathcal{V}_{rb}, T_{rb}) \) can be large in general, even when the dimensions of \( V_{rb} \) and \( T_{rb} \) are small.
For systems of conservation laws, the scalar problem (2.1) is extended into multiple state variables: the solution $u$ takes on vector values and the flux function $f(\cdot, x; \mu)$ satisfies a generalized convexity condition [12]. In this case, each state variable is a superposition of time-dependent characteristic variables, each with a corresponding set of characteristic curves. As a result, the approximations in $\mathcal{V}(\mathcal{V}_{rb}, \mathcal{T}_{rb})$, as well as the corresponding notion of $(N, M)$-width, is no longer sufficient. But a straightforward extension is possible by a superposition.

**Definition 3.5.** The Kolmogorov $(N, M, L)$-width is given by

\[
\text{(3.8)} \quad d(N, M, L; \mathcal{M}_\delta) = \inf_{\mathcal{V} \subset \mathcal{V}} \sup_{\dim(\mathcal{V}) = N} \inf_{\mathcal{V} \subset \mathcal{T}} \left\| u_\delta - \sum_{\ell=1}^{L} v_\ell \right\|_{\mathcal{V}}.
\]

Again, $d(N, M, 1; \mathcal{M}_\delta) = d(N, M; \mathcal{M}_\delta)$, $d(N, M; \mathcal{M}_\delta) \geq d(N, M, L; \mathcal{M}_\delta)$. Various extensions to multiple spatial dimensions are possible, for example by letting the transport map to be a diffeomorphism in higher dimensions [29]. For hyperbolic problems in particular, one can use the Radon transform [22, 21].

### 3.3. Decay of Kolmogorov $(N, M)$-width

For intuition, we briefly discuss the decay of the $(N, M)$-width with examples.

**Example 3.6** (Linear advection). Consider a 1-parameter linear advection problem $f(u; \mu_1) = \mu_1 u$, $\psi = 0$ and $u_0(x) = \phi(x)$, for which $(t, \mu) = (t, \mu_1)$. The solution manifold has a small $(N, M)$-width, which can be seen by letting $\mathcal{V}_{rb} := \text{span}\{\phi(x)\}$ and $\mathcal{T}_{rb} := \text{span}\{1, x\}$. Then $d(1, 2; \mathcal{M}_\delta) = \mathcal{O}(\delta^r)$, achieving an error at the level of the full-model discretization error (2.3).

**Example 3.7** (Gibbs phenomenon). If we further restrict $\mathcal{V}_{rb}$ in (2.5) and (3.6) to be a subset of the Chebyshev basis of dimension $N$ and define the corresponding $N$- and $(N, M)$-width as $d(N; \mathcal{M}_\delta)$ and $d(N, M; \mathcal{M}_\delta)$, it is known that for a solution manifold containing the signum function sign $[-1, 1] \rightarrow \{-1, 0, 1\}$ with a jump at $x = 0$, it holds that $d(N; \mathcal{M}_\delta) \geq c/N$ for some $c > 0$; see [32]. However, allowing the diffeomorphism $\mathcal{T}_{rb} = \{x^{2q+1}\}$ with large enough $q \in \mathbb{N}$ to transform $\mathcal{V}_{rb} = \{x\}$ has the consequence that $d(1, 1; \mathcal{M}_\delta) = \mathcal{O}(\delta)$.

**Example 3.8** (Burgers turbulence). One can show that a continuous piecewise linear discretization of white noise, in the form of (2.2) with $\{\varphi_n\}$ nodal basis functions and independent coefficients $\{b_n\}$ drawn from normal distributions, does not have a small $(N, M)$-width for small $N$ and $M$. Considering the solution to the Burgers equation with such a random initial condition, it can be shown that the solution manifold for this problem has a large $(N, M)$-width during a time interval $[0, \varepsilon)$ for which $\varepsilon$ is small enough.

**Example 3.9** (Wave equation). The wave equation $\partial_t u + \partial_{xx} u = 0$ can propagate waves in two opposite directions, and can be written in a first order system of the type (2.1) with two variables (see e.g. [12]). As discussed above, in this case $d(N, 2; \mathcal{M}_\delta)$ can decay slowly with respect to $N$ since one transport map cannot represent in a low-rank manner a superposition of two waves traveling at different speeds when the two waves intersect. However, one can show $d(N, 2, 2; \mathcal{M}_\delta) = \mathcal{O}(\delta^r)$.

### 3.4. Reduced nonlinear approximation

In the Kolmogorov $(N, M)$-width, it is implicit that there exist for each $u_\delta \in \mathcal{M}_\delta$ an approximation $v \in \mathcal{V}(\mathcal{V}_{rb}, \mathcal{T}_{rb})$...
that minimizes the error \( \|u_\delta - v\|_{V_T} \). Thus, a fast decay in the \((N, M)\)-width is only a non-constructive statement. In later sections, we propose a constructive method that finds an approximation in \( V(\mathcal{V}_{rb}, \mathcal{T}_{rb}) \). Given \( u_\delta(\cdot, t; \mu) \in \mathcal{M}_\delta \), the method provides an algorithm for computing the reduced approximation \( \hat{u}(\cdot, t; \mu) \in V(\mathcal{V}_{rb}, \mathcal{T}_{rb}) \). Then, for each fixed \((t, \mu) \in \mathcal{H}_r \), \( \hat{u} \) can be expressed as

\[
\begin{align*}
\hat{u}(x, t; \mu) &= \sum_{n=1}^{N} \beta_n(t, \mu) \hat{T}^p_{(t, \mu)} \zeta_n(x), \\
\hat{T}_{(t, \mu)}(x) &= \sum_{m=1}^{M} \alpha_m(t, \mu) v_m(x).
\end{align*}
\]

The reduced approximation \( \hat{u}(\cdot, t; \mu) \) is described by two sets of coefficients: the transport coefficients \( \{\alpha_m(t, \mu)\}_{m=1}^{M} \) and the local basis coefficients \( \{\beta_n(t, \mu)\}_{n=1}^{N} \). The reduced approximation (3.9) relies on a different reduced subspace \( \mathcal{V}_{rb}(\mathcal{T}_{(t, \mu)}) \) for different \((t, \mu) \in \mathcal{H}_r \). We call this subspace corresponding to \((t, \mu) \) a transported subspace as described in the following definition.

**Definition 3.10.** Let us denote by \( \hat{T}_{(t, \mu)} \in \mathcal{T}_{rb} \sqsubset \mathbb{T} \) a transport map corresponding to \((t, \mu) \in \mathcal{H}_r \). The transported subspace is a space generated by compositions of functions in the space \( \mathcal{V}_{rb} \) with the inverse of \( \hat{T}_{(t, \mu)} \),

\[
\mathcal{V}_{rb}(t, \mu) := \mathcal{V}_{rb}(\hat{T}_{(t, \mu)}) = \{ \hat{T}^p_{(t, \mu)} \xi : \xi \in \mathcal{V}_{rb} \}, \quad (t, \mu) \in \mathcal{H}_r.
\]

Note that \( \mathcal{V}_{rb}(t, \mu) \nsubseteq \mathcal{V}_\delta \) in general, so the transported subspaces are not necessarily conforming with respect to the full-model space \( \mathcal{V}_\delta \).

4. **Offline construction of low-rank transport space.** In this section, we discuss a procedure that constructs the bases \( \{v_m\}_{m=1}^{M} \) of \( \mathbb{T}_{rb} \) and \( \{\zeta_n\}_{n=1}^{N} \) of \( \mathcal{V}_{rb} \) to be used in the nonlinear reduced approximation (3.9). A key feature of our procedure is that it relies only on well-understood linear dimensionality reduction techniques such as the singular value decomposition (SVD), rather than requiring the solution of special, potentially non-convex, optimization problems.

We first recall definitions related to a nonlinear interpolation procedure called displacement interpolation by pieces (DIP) introduced in [23, 24]. The interpolation proceeds by decomposing \( u_\delta(\cdot, t; \mu) \) into a sum of monotone functions, then computing the optimal transport map between the corresponding monotone functions. One combines these maps to obtain the DIP maps, a collection of transport maps in \( \mathbb{T} \). By constructing a low-rank approximation to the so-called DIP maps, we obtain the basis \( \{v_m\}_{m=1}^{M} \) to be used in the nonlinear reduced approximation (3.9). We then discuss the construction of the basis \( \{\zeta_n\}_{n=1}^{N} \).

**Remark 4.1.** From here and onwards, we will assume that the full model is first order accurate \((r = 1 \text{ in (2.3)})\), since a finite volume method (FVM) with Godunov flux is total variation diminishing (TVD) without requiring additional modifications, e.g. limiters or non-oscillatory higher-order reconstructions. As a result, the full model as well as the corresponding estimate (2.3) extends to the non-classical solutions of (2.1) without changes (see [12]). Therefore, this choice simplifies our exposition without limiting the extensibility to the non-classical case. We take as \( u_\delta \) the continuous piecewise-linear reconstruction of such a FVM solution in the form (2.2). The constructive methods proposed in this and subsequent sections can be extended to the higher-order case \((r > 1)\) with more work.
4.1. Monotone decomposition. In order to define DIP, we first define the monotone decomposition which decomposes the solution into a sum of monotone functions. We start by making a preliminary statement that the continuous piecewise-linear \( u_\delta(\cdot, t; \mu) \) can be decomposed as a sum of certain non-decreasing functions.

**Lemma 4.2.** One can represent \( u_\delta(\cdot, t; \mu) \in \mathcal{M}_\delta \) (2.2) as a sum

\[
(4.1) \quad u_\delta(x, t; \mu) = u_\delta(x_s, t; \mu) + \sum_{j=1}^{J} \gamma_j(t, \mu) \sigma_j(x, t; \mu),
\]

where \( x_s \in \Omega \) is a fixed point, \( \gamma_j \in \mathbb{R} \), and the functions \( \sigma_j(\cdot, t; \mu) : \Omega \to [0, 1] \) satisfy:

(i) \( \sigma_j \) is continuous, piecewise linear, and non-decreasing,

(ii) \( \sigma_j(x_t) = 0 \) and \( \sigma(x_r) = 1 \),

(iii) strictly increasing in \( \sigma_j^{-1}(0, 1) \),

(iv) \( \text{int}(\text{supp} \sigma_j) \cap \text{int}(\text{supp} \sigma_k) = \emptyset \) if \( j \neq k \) where \( \text{int}(\cdot) \) is the interior of a set,

(v) \( j < k \) implies \( \text{supp} \sigma_j \subseteq \text{supp} \sigma_k \),

(vi) \( \Omega = \bigcup_{j=1}^{J} \text{supp} \sigma_j \).

**Proof.** Recall the expression for \( u_\delta(x, t; \mu) \) (2.2), where we let \( \varphi_n(x) \) be the hat function, i.e. continuous piecewise linear function such that \( \varphi_n(x+x+(m-1)\Delta x) = \delta_{n,m} \) where \( \delta_{n,m} \) is the Kronecker delta and \( n, m = 1, ..., N_\delta \). Now, let \( \varsigma_n := \sum_{m=n}^{N_\delta} \varphi_m \) then

\[
(4.2) \quad u_\delta(x, t; \mu) = \sum_{n=1}^{N_\delta} \beta_n(t, \mu) \varphi_n(x) = \beta_1 \varsigma_1(x) + \sum_{n=2}^{N_\delta} (\beta_n(t, \mu) - \beta_{n-1}(t, \mu)) \varsigma_n(x),
\]

so that letting \( x_s := x_t, J := N_\delta - 1, \sigma_j := \varsigma_{j+1} - \varsigma_j, \gamma_j := \beta_{j+1} - \beta_j \),

\[
(4.3) \quad u(x, t; \mu) = u(x_s, t; \mu) + \sum_{j=1}^{J} \gamma_j(t, \mu) \sigma_j(x).
\]

Note that \( \sigma_j \) is continuous, piecewise linear, non-increasing function, \( \sigma_j(x_t) = 0, \sigma_j(x_r) = 1 \), and \( \text{supp} \sigma_j = [x_t + (j - 1)\Delta x, x_t + j\Delta x] \) with \( \sigma_j^{-1}(0, 1) = \text{int}(\text{supp} \sigma_j) \) in which it is strictly increasing with \( \sigma_j' = 1/\Delta x \).

**Definition 4.3.** A monotone decomposition of \( u_\delta(\cdot, t; \mu) \in \mathcal{M}_\delta \) is the sum (4.1) with the minimal \( J \in \mathbb{N} \).
For an illustration of the monotone decomposition of solutions to the advection equation, see Figure 4.1. Since $u_\delta$ is continuous and piecewise linear in our setting, an exact decomposition (4.1) is available. In more general settings, the identity in (4.1) can be relaxed to an approximation. Note that one can extrapolate $\sigma_j(\cdot; t; \mu)$ defined in the bounded domain $\Omega = (x_l, x_r)$ to the real line $\mathbb{R}$, by letting $\sigma_j(x; t; \mu)$ be 0 if $x \leq x_l$ and 1 if $x \geq x_r$. This extends $u_\delta(\cdot; t; \mu)$ also to the real line (equivalent to (3.2)). Also note that since the full model is assumed to be TVD, the corresponding $u_\delta$ for the homogeneous version of (2.1) has $J$ decreasing over time.

### 4.2. Signature condition and DIP maps

We introduce the signature condition which is relevant when comparing the decomposition (4.1) for $u_\delta(\cdot; t; \mu) \in \mathcal{M}_\delta$ across different values of $(t, \mu) \in \mathcal{H}$. Let us collect snapshots of $u_\delta(\cdot; t; \mu)$ at various values of $(t, \mu) \in \mathcal{H}_g$ designated by the set

$$\mathcal{H}_g := \{(t_1, \mu_1), (t_2, \mu_2), \ldots, (t_{N_g}, \mu_{N_g})\}.$$ 

Then, we denote the collection of snapshots of $u_\delta$ by

$$\mathcal{S}_g := \{u_\delta(\cdot; t; \mu) : (t, \mu) \in \mathcal{H}_g\}.$$ 

Now, we define the signature condition on $\mathcal{S}_g$.

**Definition 4.4 (Signature condition).** A set of snapshots $\mathcal{S}_g$ (4.5) satisfies the signature condition if each snapshot in the set has a monotone decomposition (Definition 4.3, (4.1)) that holds with the same $x_* \in \Omega$ and vector $(\text{sign}({\gamma}_j))_{j=1}^{J}$.

If $\mathcal{S}_g$ satisfies the signature condition, each snapshot $u_\delta \in \mathcal{S}_g$ can be expanded by the decomposition,

$$u_\delta(x, t; \mu) = u_\delta(x_*, t; \mu_\ell) + \sum_{j=1}^{J} \gamma_{j,t} \sigma_j(x, t; \mu_\ell), \quad \ell = 1, \ldots, N_g,$$

for $x_*$ and $J$ independent of $\ell$ and $\text{sign}({\gamma}_j, \ell) = \text{sign}({\gamma}_j, \ell')$ for $\ell, \ell' = 1, \ldots, N_g$. Then, for a fixed $j \in \{1, \ldots, J\}$, every pair

$$\sigma_j(\cdot; t; \mu_\ell), \sigma_j(\cdot; t'; \mu_{\ell'}) \in \{\sigma_j(\cdot; t; \mu_\ell)\}_{\ell=1}^{N_g}$$

yields a specific transport map that is the explicit solution to the Monge-Kantorovich optimal transport problem, called the monotone rearrangement [34, 35, 22]. We will combine these maps for $j = 1, \ldots, J$ to produce so-called DIP maps.

The DIP maps are constructed as follows. Let us define $\sigma_j(x) := \sigma_j(x, t_1; \mu_1)$. Then the rearrangement map from $(t_1, \mu_1)$ to $(t_\ell, \mu_\ell)$ is the map $R_{j,\ell}(x) : \text{supp} \sigma_j \to \mathbb{R}$ given by

$$R_{j,\ell}(x) := \sigma_j^{-1}(\sigma_j(x), t_\ell; \mu_\ell).$$

Note that $R_{j,\ell}$ is continuous and piecewise linear: since $\sigma_j^{-1}(\cdot; t; \mu)$ is continuous and piecewise linear, $R_{j,\ell}$ is a composition of two such maps. So far, the map is only defined in a part of the domain, so we combine these maps for all $j = 1, \ldots, J$. Let $\Omega_0 := \bigcup_{j=1}^{J} \text{int}(\text{supp} \sigma_j)$, then let $R_{\ell}(x) : \Omega_0 \to \mathbb{R}$ be defined by

$$R_{\ell}(x) := R_{j(x),\ell}(x)$$

where $j(x)$ is $j \in \{1, \ldots, J\}$ such that $x \in \text{int}(\text{supp} \sigma_j)$. The DIP map is the extension of $R_{\ell}$ on the entire real line as defined in the following.
DEFINITION 4.5. The DIP map \( T_\ell, \ell = 1, \ldots, N_g \), is the continuous piecewise linear extension of \( R_\ell \) given in (4.9) to the real line \( \mathbb{R} \) using

1. continuation at \( \text{int}(\Omega) \setminus \Omega_0 \),
2. extrapolation at the boundaries by \( T'_\ell(x) := R'_\ell(x) \) for \( x \in \{ x_\ell, x_r \} \).

As discussed in [24], it can be shown the DIP map approximates the map generated by the characteristic curves of the scalar conservation law (2.1). A consequence is that DIP between the classical solutions to the homogeneous version of (2.1) at two different times yields the solution at an intermediate time.

4.3. Low-rank approximation of DIP maps. The DIP maps \( \{ T_\ell \}_{\ell=1}^{N_g} \) can be low-rank, although the collection of functions generated by the composition of the DIP map \( \{ T_\ell \xi : \xi \in \mathbb{V}_{rb} \}_{\ell=1}^{N_g} \) is high-rank in general (see Figure 4.1). To exploit this low-rank structure, we proceed to compute the low-rank approximation to \( \{ T_\ell \}_{\ell=1}^{N_g} \).

Collecting the DIP maps \( \{ T_\ell \}_{\ell=1}^{N_g} \) one can use standard tools, e.g. SVD, to compute a low-rank structure. Let \( T : \mathbb{R} \to \mathbb{R}^{N_g} \) with \( (T)_\ell := T_\ell \) then

\[
(4.10) \quad v_m(x) = T(x) \cdot v_m, 
\]

where \( \cdot \) is the inner product between two vectors in \( \mathbb{R}^{N_g} \), and \( v_m \in \mathbb{R}^{N_g} \), is the \( m \)-th eigenvector for the matrix \( C \in \mathbb{R}^{N_g \times N_g} \), given by the inner products

\[
(C)_{\ell,\ell'} := (T_\ell, T_{\ell'}), \quad \ell, \ell' = 1, \ldots, N_g.
\]

One obtains \( \{ v_m \}_{m=1}^M \) if one truncates the eigenfunction expansion after the first \( M \) terms corresponding to the largest eigenvalues.

Note that that \( T_1 = \text{Id} \) and each map \( T_\ell \) contains a component of the identity map, i.e. \( (T_\ell, \text{Id}) \neq 0 \). So it is convenient to let \( v_1 := \text{Id} \) then compute the correlation matrix as of the perturbation from the identity. That is, pre-process \( C \) to obtain \( \tilde{C} \in \mathbb{R}^{(N_g-1)\times(N_g-1)} \)

\[
(4.11) \quad (\tilde{C})_{\ell,\ell'} := (T_{\ell+1} - \text{Id}, T_{\ell'+1} - \text{Id}) \quad \text{for} \quad \ell, \ell' = 1, \ldots, N_g - 1,
\]

then use \( \tilde{C} \) in place of \( C \) to compute the corresponding basis \( \{ v_m \}_{m=2}^M \). We shall do so in our numerical experiments below.

In what follows, we will denote by \( \{ v_m \}_{m=1}^M \) and \( \mathbb{T}_{rb} \subset \mathbb{T} \) the basis and finite-dimensional subspace constructed in this section.

DEFINITION 4.6. We will refer to the constructed basis \( \{ v_m(x) \}_{m=1}^M \) (4.10) as transport modes. We will denote by \( \mathbb{T}_{rb} \) the resulting finite-dimensional transport space (Definition 3.3), and we refer to it as the low-rank transport space.

4.4. Local basis. We will briefly discuss how to construct the subspace \( \mathbb{V}_{rb} \). Revisiting the diagram in Figure 3.1, we wish to obtain \( \mathbb{V}_{rb} \) that locally approximates the manifold \( \mathcal{M}_\delta \). To this end, a collection of snapshots, which we denote by \( \mathbb{S}_\delta \), will be drawn from the local manifold. We use the time-parameters \( (t, \mu) \) near a small neighborhood of the fixed point \( (t_1, \mu_1) \in \mathbb{H}_g \) (4.4) to obtain the snapshots. Let us denote the finite collection by \( \mathbb{H}_1 \),

\[
(4.12) \quad \mathbb{H}_1 := \{ (t_1, \mu_1), \ldots, (t_{N_\mu}, \mu_{N_\mu}) \}.
\]

For convenience, we construct \( \mathbb{V}_{rb} \) by taking as snapshots

\[
(4.13) \quad u_{\delta,\ell} := u_{\delta}(\cdot, t_\ell; \mu_\ell), \quad \partial_x f_\ell := \partial_x [f(u_{\delta}(\cdot, t_\ell; \mu_\ell), \cdot; \mu_\ell)], \quad \psi_\ell := \psi(u_{\delta}(\cdot, t_\ell; \mu_\ell), \cdot; \mu_\ell),
\]
for each \((t_\ell, \mu_\ell) \in \mathcal{H}_1\), instead of only \(u_\delta(\cdot, t_\ell; \mu_\ell)\). Then let

\[
S_1 := \{u_\delta, \partial_x u_\delta, \partial_x f_\ell, \psi_\ell : \ell = 1, \ldots, N_1\}.
\]

The reduced space \(\mathcal{V}_{rb}\) is spanned by the first \(N\) left-singular vectors \(\{\zeta_n\}_{n=1}^N\) of the snapshot matrix corresponding to \(S_1\).

5. Online reduced model. In this section, we introduce methods that allow efficient online computations with the reduced nonlinear approximation \((3.9)\). Compared to the linear case \((2.6)\), additional considerations are necessary due to the nonlinear aspects of the approximation \((3.9)\).

First, we introduce moving interpolation points we call interpolation particles. The motivation is to take advantage of the approximation \((3.9)\), by making these particles move depending on \((t, \mu) \in \mathcal{H}\) via the transport maps \(\hat{T}_{(t, \mu)} \in \mathcal{T}_{rb}\) constructed in subsection 4.3. We will show that they enable a straightforward change of basis, yielding an efficient projection into the transported subspaces \(\mathcal{V}_{rb}(t, \mu)\) (Definition 3.10). The idea is applied in particular to the empirical interpolation method (EIM/DEIM [2, 5]).

Then we introduce an online time-stepping reduced model for the problem \((2.1)\). It alternates between the update of the local basis coefficients \(\{\beta_n(t, \mu)\}_{n=1}^N\) and the update of the nonlinear transport mode coefficients \(\{\alpha_m(t, \mu)\}_{m=1}^M\). The cost of time-stepping the nonlinear reduced model only depends on the reduced degree of freedoms \(N\) and \(M\), and does not depend on the size of the full model \(N_\delta\) at each time-step.

5.1. Interpolation particles. To deal with nonlinear functions in our problem \((2.1)\) as well as function compositions in \((3.9)\) in an efficient manner, we introduce a moving interpolation method that is compatible with empirical interpolation. In the traditional empirical interpolation, one uses the basis functions \(\{\zeta_n\}_{n=1}^N\) of \(\mathcal{V}_{rb}\) and the corresponding interpolation points \(X := \{x_i\}_{i=1}^N \subset \Omega\). We generalize the pair \(\{\zeta_n\}_{n=1}^N\) and \(\{x_i\}_{i=1}^N\) by allowing the interpolation to move according to the transport map \(\hat{T}_{(t, \mu)} \in \mathcal{T}_{rb}\). As a result, one obtains a collection of pairs: the transported basis \(\{\hat{T}^\flat_{(t, \mu)} \zeta_n\}_{n=1}^N\) and the corresponding interpolation points \(\hat{T}_{(t, \mu)}(X)\).

Hence, the transport evolves the interpolation points over time, effectively endowing these points with momenta. So we will refer to these interpolation points \(\hat{T}_{(t, \mu)}(X)\) that move along the transport as interpolation particles.

Definition 5.1. Given a basis \(\{\zeta_n\}_{n=1}^N\) that spans \(\mathcal{V}_{rb}\) and its interpolation points \(X = \{x_i\}_{i=1}^N \subset \Omega\), the interpolation particles for the basis \(\{\hat{T}^\flat_{(t, \mu)} \zeta_n\}_{n=1}^N\) of \(\mathcal{V}_{rb}(t, \mu)\) is defined as \(\hat{T}_{(t, \mu)}(X)\).

Onwards, we will refer to the interpolation particles simply as particles. A useful property is that the empirical interpolation construction commutes with the transport operation.

Proposition 5.2. Given a basis \(\{\zeta_n\}_{n=1}^N\) and corresponding interpolation points \(X = \{x_i\}_{i=1}^N \subset \Omega\), assume \(\hat{T}_{(t, \mu)} \in \mathcal{T}_{rb} \subset \mathcal{T}\) and that \(\hat{T}_{(t, \mu)}(X) \subset \Omega\). Then the particles \(\hat{T}_{(t, \mu)}(X)\) are the interpolation points of \(\{\hat{T}^\flat_{(t, \mu)} \zeta_n\}_{n=1}^N\).

Proof. For simplicity denote \(\hat{T} := \hat{T}_{(t, \mu)}\) for a fixed \((t, \mu) \in \mathcal{H}\) during this proof. For \(x_i \in X\),

\[
\hat{T}^\flat \zeta_n(\hat{T}(x_i)) = \zeta_n(\hat{T}^{-1}(\hat{T}(x_i))) = \zeta_n(x_i) \quad \text{for } i = 1, 2, \ldots, N,
\]

where
which implies that

\[
\text{argmax}_{x \in \Omega} \left| \hat{T}(x) \right| = \hat{T}(\text{argmax}_{x \in \Omega} \left| \phi(x) \right|).
\]

Then we show by induction that the interpolation points of the basis \( \{ \phi(x) \}_{n=1}^{N} \) is equal to \( \hat{T}(\mathcal{X}) \). Let us denote by \( \{ \tau_1, ..., \tau_I \} \) the interpolation points corresponding to \( \{ \phi(x) \}_{n=1}^{N} \) for \( I \leq N \). When \( I = 1 \),

\[
\tau_1 = \text{argmax}_{x \in \Omega} |\hat{T}(x)| = \hat{T}(\text{argmax}_{x \in \Omega} |\phi(x)|) = \hat{T}(x_1).
\]

Suppose \( \tau_i = \hat{T}(x_i) \) for \( i = 1, 2, ..., I - 1 \). Then upon solving for \( \partial_n \) in

\[
\sum_{n=1}^{I-1} \partial_n^{I-1} \phi_n(\tau_i) = \hat{T}(\tau_i) \quad \text{for} \quad i = 1, 2, ..., I - 1,
\]

the next interpolation point \( \tau_I \) is found by

\[
\tau_I = \text{argmax}_{x \in \Omega} |\hat{T}(x) - \sum_{n=1}^{I-1} \partial_n^{I-1} \phi_n(x)|.
\]

Observe that (5.4) and (5.5) can be re-written in terms of the next interpolation point \( x_I \) of \( \{ \phi_n \}_{n=1}^{I} \). That is, \( \{ \partial_n \}_{n=1}^{I-1} \) also satisfy,

\[
\sum_{n=1}^{I-1} \partial_n^{I-1} \phi_n(x_i) = \phi_I(x_i) \quad \text{for} \quad i = 1, 2, ..., I - 1,
\]

one may re-write (5.5) and obtain

\[
\tau_I = \hat{T}(\text{argmax}_{x \in \Omega} |\phi(x) - \sum_{n=1}^{I-1} \partial_n^{I-1} \phi_n(x)|) = \hat{T}(x_I).
\]

Therefore \( \tau_i = \hat{T}(x_i) \) for all \( i = 1, 2, ..., N \). \( \square \)

Moreover, it is efficient to compute the derivatives of \( \xi \in \mathcal{V}_{rb}(t, \mu) \) at the particles locations \( \hat{T}(t, \mu)(\mathcal{X}) \).

**Proposition 5.3.** If \( \xi \in \mathcal{V}_{rb}(t, \mu) \) then \( \frac{d\xi}{dx}(\hat{T}(t, \mu)(x_i)) \) for each \( x_i \in \mathcal{X} \) can be computed in \( O(N + M) \) operations.

**Proof.** Since \( \xi \in \mathcal{V}_{rb}(t, \mu) \), we have \( \frac{d\xi}{dx}(x) = \sum_{n=1}^{N} \partial_n(\frac{d\phi_n}{dx}(\hat{T}(t, \mu)(\mathcal{X})) \phi_n(\mathcal{X})) \). Furthermore, the derivative \( \frac{d\phi_n}{dx}(\hat{T}(t, \mu)(\mathcal{X})) \) at the particle location \( \hat{T}(t, \mu)(x_i) \) is given by the chain rule,

\[
\frac{d\phi_n}{dx}(\hat{T}(t, \mu)(x_i)) = \frac{1}{\hat{T}(t, \mu)(x_i)} \frac{d\phi_n(x_i)}{dx} \quad \text{for} \quad i, n = 1, ..., N.
\]

Since \( \hat{T}(t, \mu) \in \mathcal{S}_{rb}(v_m)_{m=1}^{M} \) (3.9), its derivative at the particle locations is

\[
\frac{d\phi_n}{dx}(\hat{T}(t, \mu)(x_i)) = \sum_{m=1}^{M} \alpha_m(t, \mu) v_m(x_i) \quad \text{for} \quad i, n = 1, ..., N.
\]

Thus \( \frac{d\xi}{dx}(x) \) is computed in \( 2(N + M) - 1 \) operations, that is, \( O(N + M) \).

**Remark 5.4.** In computing \( \frac{d\phi_n}{dx}(\hat{T}(t, \mu)(x_i)) \) the values \( \{ \frac{d\phi_n}{dx}(x_i) \}_{n=1}^{N}, \{ v_m(x_i) \}_{m=1}^{M} \) do not depend on \( (t, \mu) \in \mathcal{H} \). They can be pre-computed during the offline stage.
5.2. Change of basis. When the transport map \( \hat{T}(t, \mu) \) and therefore \( \mathcal{V}_{rb}(t, \mu) \) is updated, the approximation (3.9) allows a simple change of basis procedure with computational effort of \( \mathcal{O}(N + M) \) and does not require expensive calculations that depend on the size of the full model \( N \).

Here we describe how to perform the change of basis: Given the local basis \( \mathcal{V}_{rb} \subset \mathcal{V}_\delta \), interpolation points \( \mathcal{X} = \{ x_i \}_{i=1}^N \), transport maps \( \hat{T}_1(\mathcal{X}) \), \( \hat{T}_2(\mathcal{X}) \) and corresponding particles \( \hat{T}_1(\mathcal{X}) = \{ x_i^{(1)} \}_{i=1}^N \), \( \hat{T}_2(\mathcal{X}) = \{ x_i^{(2)} \}_{i=1}^N \), suppose \( u^{(1)} \in \mathcal{V}_{rb}(\hat{T}_1(\mathcal{X})) \) and we wish to compute \( u^{(2)} \in \mathcal{V}_{rb}(\hat{T}_2(\mathcal{X})) \), satisfying \( u^{(1)}(x_i^{(2)}) = u^{(2)}(x_i^{(2)}) \) for all \( i = 1, \ldots, N \).

Writing \( u^{(1)} \) and \( u^{(2)} \) as \( \{ \hat{T}_1 \} \) and \( \{ \hat{T}_2 \} \) respectively,

\[
\begin{align*}
   u^{(1)}(x) &= \sum_{n=1}^N \beta_n^{(1)} \hat{T}_1^{\flat} \zeta_n(x), \quad \hat{T}_1(x) = \sum_{m=1}^M \alpha_m^{(1)} v_m(x), \\
   u^{(2)}(x) &= \sum_{n=1}^N \beta_n^{(2)} \hat{T}_2^{\flat} \zeta_n(x), \quad \hat{T}_2(x) = \sum_{m=1}^M \alpha_m^{(2)} v_m(x),
\end{align*}
\]

(5.10)

it is clear that, to determine \( u^{(2)}(x) \) it suffices to compute its coefficients \( \{ \beta_n^{(2)} \}_{n=1}^N \).

Moreover, if we can compute the values \( u^{(1)}(x_i^{(2)}) \) then by empirical interpolation we can solve for \( \{ \beta_n^{(2)} \}_{n=1}^N \) in

\[
\sum_{n=1}^N \beta_n^{(2)} \hat{T}_1^{\flat} \zeta_n(x_i^{(2)}) = \sum_{n=1}^N \beta_n^{(2)} \zeta_n(x_i) = u^{(1)}(x_i^{(2)}), \quad \text{for } i = 1, \ldots, N,
\]

(5.11)

and therefore the desired approximation \( u^{(2)}(x) \). So it remains to evaluate \( u^{(1)} \) at \( x_i^{(2)} \), or equivalently, \( \hat{T}_1^{\flat}(x_i^{(2)} \zeta_n \zeta_n \) at \( x_i^{(2)} \).

Note that \( u^{(1)} \notin \mathcal{V}_\delta \), i.e. it is piecewise linear on a non-uniform grid, thus evaluating it at an arbitrary point \( x_i^{(2)} \in \Omega \) is a non-trivial operation. But if \( x_i^{(1)} \) and \( x_i^{(2)} \) are close enough, the evaluation only involves local calculations on the uniform grid.

**Proposition 5.5.** If \( 0 < \pm (\hat{T}_1^{-1}(x_i^{(2)}) - x_i) < \delta \) then

\[
\hat{T}_1^{-1}(\mathcal{X}) = \zeta_n(x_i) + \zeta_n'(x_i^\pm)(\hat{T}_1^{-1}(x_i^{(2)}) - x_i),
\]

(5.12)

in which \( x_i^- \), \( x_i^+ \) refers to left and right limits.

**Proof.** This follows directly from the fact that \( \zeta_n \in \mathcal{V}_\delta \) so it is continuous and piecewise linear on a uniform grid.

The values \( \zeta_n(x_i), \zeta_n'(x_i^\pm) \) are already known and do not depend on the transport maps. Hence \( u^{(1)}(x_i^{(2)}) \) can be computed using pre-computed values near the particles.

Note that if \( x_i^{(2)} \) lies further away from \( x_i^{(1)} \), one can compute additional corrections to (5.12) to obtain the exact value of \( \hat{T}_1^{\flat} \zeta_n(x_i^{(2)}) \). Moreover, in case a basis \( \{ \zeta_n \}_{n=1}^N \) of higher-order polynomial degree was given, straightforward corrections can be made to (5.12).

5.3. Online reduced-model time-update. In this section, we discuss an online efficient evaluation of the reduced model by time-stepping. We build on the first order Godunov flux updates and employ Godunov splitting for the source term here, but other schemes are possible following similar steps as below.
During the evaluation, \( \mu \) is fixed in our PDE (2.1), so we will omit the dependence on the parameter on \( \mu \) by writing, e.g., \( \hat{u}(x,t) = \hat{u}(x,t; \mu) \), \( f(u,x) = f(u;x;\mu) \), \( \psi(u,x) = \psi(u,x;\mu) \), \( T_t = T(t,\mu) \), \( \nabla_{rb}(t) = \nabla_{rb}(t,\mu) \), \( \alpha_t = \alpha_t(\mu) \), \( \beta(t) = \beta(t,\mu) \), \( \mathcal{X}(t) = \mathcal{X}(t,\mu) \).

We then write our reduced-model approximation in a discrete-time form, by discretizing the time variable by uniform time-steps \( 0 =: t_0 < t_1 < \ldots < t_K := T_f \). Extension to adaptive time-steps would be straightforward. Upon writing \( \hat{T}(t_k) = \hat{T}(t_k) \), \( \nabla_{rb}(k) = \nabla_{rb}(t_k) \), \( \alpha_{n}(k) = \alpha_{n}(t_k) \), \( \beta_{n}(k) = \beta_{n}(t_k) \), \( \mathcal{X}(k) = \mathcal{X}(t_k) \), our fully discrete reduced-model approximation becomes

\[
\hat{u}(k)(x) = \sum_{n=1}^{N} \beta_{n}(k) \hat{T}_{n}(k) \zeta_{n}(x), \quad \hat{T}_{n}(k) = \sum_{m=1}^{M} \alpha_{m}(k) v_{m}(x),
\]

and corresponding particles are denoted by \( \mathcal{X}(k) = \{ x_{i}(k) \}_{i=1}^{N} \). The continuous approximation \( \hat{u}(x,t) \) (3.9) can be constructed as the continuous piecewise linear interpolant satisfying \( \hat{u}(x,t_{k}) = \hat{u}(k)(x) \).

The reduced-model time-update during the online stage comprises 3 steps:

(S1) **Evolution of the PDE.** Update the solution \( \{ \beta_{n}(k) \}_{n=1}^{N} \) to \( \{ \beta_{n}(k+1) \}_{n=1}^{N} \) using the PDE while keeping the transport subspace \( \nabla_{rb}(k) \) fixed.

(S2) **Update of the transport map.** Update \( \hat{T}(k) \) to \( \hat{T}(k+1) \), that is, \( \{ \alpha_{m}(k) \}_{m=1}^{M} \) to \( \{ \alpha_{m}(k+1) \}_{m=1}^{M} \). This forms the new transported subspace \( \nabla_{rb}(k+1) \).

(S3) **Change of basis.** Compute \( \{ \alpha_{m}(k+1) \}_{m=1}^{M} \) from \( \{ \alpha_{m}(k) \}_{m=1}^{M} \) and \( \{ \beta_{n}(k+1) \}_{n=1}^{N} \) by a change of basis where the evolved solution is projected onto the new transported subspace \( \nabla_{rb}(k+1) \).

We detail each step in individual subsections below. A concise algorithmic description of the time-update is given in section 6.

**5.3.1. Evolution of the PDE.** In the first step (S1), we update the coefficients \( \beta_{n}^{(k)} \) to \( \beta_{n}^{(k+1)} \) while keeping the transport map \( \hat{T}(k) \) fixed. This is done by evolving the PDE forward using a Godunov splitting (see [12]): First we perform the flux update using the Godunov flux, then the source update by adding the contribution from the nonlinear source term. In both cases, the update is projected to the transported basis \( \nabla_{rb}(k) \). The evolution steps follows in 2 stages (S1.1) and (S1.2).

During the flux update the intermediate step \( u_{\ast}(x) \) with coefficients \( \{ \beta_{n}^{\ast} \}_{n=1}^{N} \) is obtained by adding the flux contribution,

\[
\beta_{n}^{\ast} = \beta_{n}^{(k)} + \lambda \theta_{n}^{(k)}, \quad \text{for } n = 1, \ldots, N,
\]

where \( \theta_{n}^{(k)} \) arises from the flux update \( \partial_{x} f \) in the PDE (2.1).

Then the source update is given by

\[
\beta_{n}^{(k+1)} = \beta_{n}^{\ast} + \Delta t \gamma_{n}^{(k)}, \quad \text{for } n = 1, \ldots, N,
\]

where \( \gamma_{n}^{(k)} \) corresponds to the source term \( \psi \) in the PDE (2.1).

In the remainder of this section, we will discuss how to compute the contributions \( \{ \theta_{n}^{(k)} \}_{n=1}^{N} \) and \( \{ \gamma_{n}^{(k)} \}_{n=1}^{N} \) using empirical interpolation.

The desired flux update is given by

\[
u_{\ast}(x) = \hat{u}(k)(x) - \lambda \Delta \mathcal{F}(\hat{u}(k)(x), x),
\]
where \( \lambda = \Delta t/\Delta x \) is the ratio between the size of the time-step and the spatial grid-width of the full model (with uniform spacing \( \Delta x = \delta \)), and the numerical flux difference \( \Delta F \) is given by the upwind flux,

\[
(5.15) \quad \Delta F(\hat{u}(k)(x), x) := f(\hat{u}(k)(x), x) - f(\hat{u}(k)(x - \Delta x), x - \Delta x).
\]

To approximate the flux difference \(-\Delta F(\hat{u}(k)(x), x)\) using the basis \( \{\hat{T}_n^k \zeta_n\}_{n=1}^N \) by empirical interpolation, we impose that the two agree at the particles \( \{x_i^{(k)}\}_{i=1}^N \),

\[
(5.16) \quad \sum_{n=1}^N \hat{\theta}_n^{(k)} \hat{T}_n^k \zeta_n(x_i^{(k)}) = -\Delta F(\hat{u}(k)(x_i^{(k)}), x_i^{(k)}) \quad \text{for } i = 1, \ldots, N.
\]

That is, one solves for the coefficients \( \{\hat{\theta}_n^{(k)}\}_{n=1}^N \) in the system

\[
(5.17) \quad \sum_{n=1}^N \hat{\theta}_n^{(k)} \zeta_n(x_i) = -\Delta F(\hat{u}(k)(x_i^{(k)}), x_i^{(k)}) \quad \text{for } i = 1, \ldots, N.
\]

The flux difference \( \Delta F(\hat{u}(k)(x_i^{(k)}), x_i^{(k)}) \) is then the approximated by \( f_{\ell,i}^{(k)} - f_{r,i}^{(k)} \) in which

\[
(5.18) \quad f_{\ell,i}^{(k)} := f(\sum_{n=1}^N \beta_n^{(k)} \zeta_n(x_i) - \frac{d}{dx} \hat{T}_n^k \zeta_n(x_i^{(k)}) \Delta x, x_i^{(k)} - \Delta x),
\]

\[
(5.19) \quad f_{r,i}^{(k)} := f(\sum_{n=1}^N \beta_n^{(k)} \zeta_n(x_i), x_i^{(k)}).
\]

The derivative in the first term can be computed using Proposition 5.3. This concludes the computation of \( \{\hat{\theta}_n^{(k)}\}_{n=1}^N \).

Next, we compute the contribution from the source term \( \psi(u_*(x), x) \). To approximate the contribution in span\( \{\hat{T}_n^k \zeta_n\}_{n=1}^N \) using empirical interpolation, we solve the system

\[
(5.19) \quad \sum_{n=1}^N \gamma_n^{(k)} \zeta_n(x_i) = \psi(u_*(x_i^{(k)}), x_i^{(k)}) \quad \text{for } i = 1, \ldots, N.
\]

This yields the coefficients \( \{\gamma_n^{(k)}\}_{n=1}^N \).

Having updated \( \{\beta_n^{(k)}\}_{n=1}^N \) to \( \{\beta_n^{(k+1)}\}_{n=1}^N \) we let

\[
(5.20) \quad \hat{u}_{(k+1)}(x) := \sum_{n=1}^N \hat{\beta}_n^{(k+1)} \hat{T}_n^k \zeta_n(x).
\]

This completes the first step.

**5.3.2. Update of the transport map.** In the second step (S2), we determine the appropriate subsequent transport map \( \hat{T}_{(k+1)} \), that is, we update the transport mode coefficients \( \{\alpha_m^{(k+1)}\}_{m=1}^M \) to \( \{\alpha_m^{(k)}\}_{m=1}^M \). The update is given by

\[
(5.22) \quad \alpha_m^{(k+1)} = \alpha_m^{(k)} + \Delta t \eta_m^{(k)} \quad \text{for } m = 1, \ldots, M.
\]
The contribution \( \{ \eta_m^{(k)} \}_{m=1}^{M} \) is obtained by solving a system of equations for a subset \( Q = \{ x_{ij} \}_{j=1}^{M} \subset \mathcal{X} \),

\[
(5.21) \quad \sum_{m=1}^{M} \eta_m^{(k+1)} v_m(x_{ij}) = - \left( \frac{\hat{u}_{(k+1)}(x_{ij}) - \hat{u}_{(k)}(x_{ij})}{\partial_x \hat{u}_{(k)}(x_{ij})} \right) \quad \text{for } j = 1, \ldots, M.
\]

We will now derive the update (S2) and discuss the choice of \( Q \subset \mathcal{X} \). For each interpolation particle \( x_i^{(k)} \in \mathcal{X}^{(k)} \), we employ the following update,

\[
(5.22) \quad x_i^{(k+1)} = x_i^{(k)} - \Delta t \chi_i^{(k)}, \quad \chi_i^{(k)} := \left( \frac{\partial_t \hat{u}(x_i^{(k)}, t_k)}{\partial_x \hat{u}(x_i^{(k)}, t_k)} \right), \quad i = 1, \ldots, N.
\]

The term \( \chi_i^{(k)} \) can be approximated by our time-update \( \bar{u}_{(k+1)}(x) \) detailed in the previous step,

\[
(5.23) \quad \frac{\hat{u}_{(k+1)}(x_i^{(k)}) - \hat{u}_{(k)}(x_i^{(k)})}{\partial_x \hat{u}_{(k)}(x_i^{(k)})}.
\]

Computing the transport mode coefficients of this term via empirical interpolation using \( Q \) as interpolation points results in the formula (5.21).

Next, we discuss how to choose \( M \) points \( Q \subset \mathcal{X} \). We will assume \( N > M \) and select a subset of \( \mathcal{X} \) to serve as interpolation points for \( \{ v_m \}_{m=1}^{M} \). This assumption is not restrictive, since in the case \( N \leq M \) similar procedures can be devised. We choose the subset that greedily maximizes the amplitude of \( \partial_x \hat{u}_{(0)} \). Let \( Q_j := \{ x_{i_1}, \ldots, x_{i_j} \} \) and let \( Q_0 := \emptyset \), then for \( j = 1, \ldots, M \),

\[
(5.24) \quad i_j := \arg\max_i \{ |\partial_x \hat{u}|(x, t_0) : x_i \in \mathcal{X} \setminus Q_{j-1} \}.
\]

The subset \( Q := Q_M = \{ x_{ij} \}_{j=1}^{M} \) are to be used with \( \{ v_m \}_{m=1}^{M} \).

**Remark 5.6.** The choice of \( Q \) is critical and although we provided a heuristic procedure we use in our numerical examples, it is an open problem as to which points in the domain \( Q \subset \Omega \) are optimal to choose. Note that the update (5.22) is motivated by the characteristic curves to the problem (2.1).

**5.3.3. Change of basis.** In the third and final step (S3), we close the time-update loop via a change of basis discussed in the subsection 5.2, by computing \( \bar{u}_{(k+1)}(x) \) from \( \bar{u}_{(k+1)}(x) \), that is, \( \{ \beta_n^{(k+1)} \}_{n=1}^{N} \) from \( \{ \beta_n^{(k+1)} \}_{n=1}^{N} \) in

\[
\bar{u}_{(k+1)}(x_i^{(k+1)}) = \sum_{n=1}^{N} \beta_n^{(k+1)} \hat{p}_n^{(k+1)}(x_i^{(k+1)})
\]

\[
(5.25) \quad \bar{u}_{(k+1)}(x_i^{(k+1)}) = \sum_{n=1}^{N} \beta_n^{(k+1)} \zeta_n(x_i) = \sum_{n=1}^{N} \beta_n^{(k+1)} \hat{p}_n^{(k)}(x_i^{(k+1)}), \quad i = 1, \ldots, N.
\]

We remark that the finite propagation speed of (2.1) and the CFL restriction for the full model implies that the interpolation particles \( \{ x_i^{(k+1)} \}_{i=1}^{N} \) should not move more than one full-model grid-width \( \delta \) at each time-step, although this is not rigorously guaranteed for the online reduced model.
5.4. Reconstruction of the reduced solution. As a result of the online computations, we obtain two sets of coefficients in (3.9), namely \( \{\alpha_m^{(k)}\}_{m=1}^M \) and \( \{\beta_n^{(k)}\}_{n=1}^N \) for \( k = 0, 1, \ldots, K \). To utilize this reduced-model solution, one can reconstruct the solution on the full-model grid, and evaluate it to desired accuracy. While this reconstruction procedure does depend on the full-model degree of freedom \( N_\delta \), it can be computed in an embarrassingly parallel manner in both space and time: for each spatial point on the full-model grid and for each time.

6. Algorithms. In this section, we provide a concise summary of the MATS algorithm introduced above. The offline computations are given in Algorithm 6.1 and the online computations in Algorithm 6.2.

**Algorithm 6.1** MATS Offline

- Compute basis \( \{v_m\}_{m=1}^M \) of \( T_{rb}^1 \)
- 1. Collect snapshots \( S_g \) satisfying the signature condition from full model
- 2. Compute DIP maps \( \{T_\ell\}_{\ell=1}^{N_g} \)
- 3. Compute low-rank transport modes \( \{v_m\}_{m=1}^M \) from \( \{T_\ell\}_{\ell=1}^{N_g} \) via SVD
- Compute basis \( \{\zeta_n\}_{n=1}^N \) of \( V_{rb}^1 \)
- 1. Collect snapshots \( S_l \) from local time-parameter region from full model
- 2. Compute reduced basis \( \{\zeta_n\}_{n=1}^N \) from \( S_l \) via SVD
- 3. Compute interpolation points \( \{x_i\}_{i=1}^N \) via EIM/DEIM

7. Numerical examples. We will demonstrate the methods discussed in the previous sections through two representative examples. One is the color equation with parametrized variable speed, and the other is the Burgers’ equation with a parametrized source term. Throughout, we will denote by \( N \) and \( M \) the dimensions of our reduced model (3.9), \( N = \dim V_{rb}, M = \dim T_{rb} \).

7.1. Color equation with parameter-dependent heterogeneous media.

Let us consider the color equation with parametrized variable speed that is smooth,

\[
\begin{align*}
\partial_t u + c(x; \mu) \partial_x u &= 0 & (x, t) \in (0, 2) \times (0, 1) \\
 0 < x < 0.25, &
\end{align*}
\]

Let \( x_0 = 0.25 \), and the initial condition is the cosine hump of width 0.4 centered at \( x = 0.25 \),

\[
\begin{align*}
  u(x, 0) &= u_0(x), \\
  0 < x < 0.25, &
\end{align*}
\]

This is a problem of the type (2.1) with \( f(u, x; \mu) = c(x; \mu) u, \psi(u, x; \mu) = c_x(x; \mu) u \).

The variable speed \( c(\cdot; \mu) \) defined as a modulation of a constant background speed by a mixture of two parameter-dependent harmonic functions,

\[
c(x; \mu) = 1.5 + \mu_1 \sin(\mu_2 x) + 0.1 \cos(\mu_3 x).
\]

The parameters \( \mu_2 \) and \( \mu_3 \) correspond to fast and slow oscillations, respectively, and \( \mu_1 \) controls the amplitude of the fast oscillation. We choose the parameter domain \( D := [0.25, 0.5] \times [2\pi, 6\pi] \times [\pi, 1.1\pi] \). One can numerically check that for this problem the signature condition (Definition 4.4) is satisfied by the full model (see Remark 4.1).
Algorithm 6.2 MATS Online

Initialize \( \{\alpha_m^{(0)}\}_{m=1}^M, \{\beta_n^{(0)}\}_{n=1}^N, \{x_i^{(0)}\}_{i=1}^N, \hat{T}(0) \leftarrow \sum_{m=1}^M \alpha_m^{(0)} v_m, \lambda \leftarrow \Delta t / \Delta x \)

Time-step for \( k = 0, \ldots, K \)

1. Compute flux \( \{\theta_n^{(k)}\}_{n=1}^N \), then compute flux update

\[
\beta_n^{(k+1)} \leftarrow \beta_n^{(k)} + \lambda \theta_n^{(k)}, \quad n = 1, \ldots, N.
\]

(S1.1) Compute source \( \{\gamma_n^{(k)}\}_{n=1}^N \), then compute source update

\[
\beta_n^{(k+1)}^{*} \leftarrow \beta_n^{(k)} + \Delta t \gamma_n^{(k)}, \quad n = 1, \ldots, N.
\]

(S1.2)

2. Compute \( \{\eta_m^{(k)}\}_{m=1}^M \), then compute transport map update

\[
\alpha_m^{(k+1)} \leftarrow \alpha_m^{(k)} + \Delta t \eta_m^{(k)}, \quad m = 1, \ldots, M,
\]

\[
\hat{T}(k+1) \leftarrow \sum_{m=1}^M \alpha_m^{(k+1)} v_m,
\]

\[
x_i^{(k+1)} \leftarrow \hat{T}(k+1)(x_i), \quad i = 1, \ldots, N.
\]

(S2)

3. Change of basis

\[
\beta_n^{(k+1)} \leftarrow \text{SOLVE} \left[ \sum_{n=1}^N \beta_n^{(k+1)} \zeta_n(x_i) = \sum_{n=1}^N \beta_n^{(k+1)}^{*} \hat{T}(k)(\zeta_n(x_i^{(k+1)})) \right], \quad i = 1, \ldots, N.
\]

(S3)

Our strategy for collecting snapshots is to (1) choose random samples for the parameter \( \mu \in \mathcal{D} \), and (2) pick two time-intervals, one local (near initial time) and one global. Then the full-model solutions computed for randomly drawn \( \mu \): Solutions for the local time-interval will form the local snapshots and those for global time-intervals, the global snapshots.

We pick random parameters \( \mu \) by drawing 25 independent and uniformly distributed random samples in the domain \( \mathcal{D} \). We denote the set of these samples to be \( \mathcal{N}_l \), see Figure 7.2 for a scatter plot. Local snapshots computed with the full model are taken from equally spaced times in \([0, 0.05]\) near the initial time. Then the local snapshots are taken for time-parameter values

\[
\mathcal{H}_l := \{(t, \mu) : t \in \mathcal{T}_l, \mu \in \mathcal{N}_l\}, \quad \mathcal{T}_l := \{0.02i : i = 0, 1, \ldots, 4\}.
\]

Hence, we obtain the local snapshots \( S_l \) (4.14) of size \(|S_l| = 125\).

Similarly, global snapshots \( S_g \) are taken over longer periods of time,

\[
\mathcal{H}_g := \mathcal{H}_l \cup \{(t, \mu) : t \in \mathcal{T}_g, \mu \in \mathcal{N}_l\}, \quad \mathcal{T}_g := \{0.1i : i = 1, 2, \ldots, 10\},
\]

yielding the global snapshots \( S_g \) (4.5) of size \(|S_g| = 375\).

For the reduced model, we choose a uniform time-step size with a fixed ratio \( \lambda = \Delta t / \Delta x = 0.5 \). The reduced model is run up to \( K = 2400 \) time-steps.

Speedup results shown in Figure 7.1 reflect the theoretical complexity of \( \mathcal{O}(N) \) per time-step, where the runtime is independent of the size of the full model. This
Fig. 7.1. Runtime comparison for single time-step of full model of varying size $N_k$ and corresponding reduced model of dimensions $(N,M) = (12, 4)$, POD-DEIM for similar accuracy (left). Average relative error plot for the color equation example (7.1) with various dimensions $(N,M)$ (right). All implementations are in Python.

is in contrast to the $O(N_k)$ of the full-model solution, as well as the reduced model employing POD-DEIM that achieves comparable accuracy.

We draw 10 test parameters from a uniform random distribution on $D$ (see Figure 7.2) and compare the reconstruction with the full model. The average $L^1$ relative error between the reduced model and the full model was computed every 100 time-steps for each test parameter. The result for individual test parameter for dimensions $(N,M) = (12, 4)$ is shown in Figure 7.2: The error over small initial time period is below $10^{-3}$, but the error accumulates over time and can reach $10^{-2}$. Next, we vary the dimensions $(N,M)$ and compute the error over the 10 test parameter samples. The result is shown in Figure 7.1 and serves as numerical evidence that the $(N,M)$-width for the problem (7.1) is small. The general trend is that for higher $(N,M)$ the error decreases, however this trend is not strictly monotone, especially with respect to $N$.

A plot of the reduced and full-model solutions, together with the speed $c(x; \mu)$ and the trajectory of the particles are shown in Figure 7.3, demonstrating good agreement between the reduced model and the full model.

7.2. Burgers’ equation with reaction source. Let us consider a nonlinear example, a Burgers’ equation coupled with a reactive equation. This is a model equation for the combustion problem where chemical reaction occurs inside fluid flow (see, e.g. [11]),

$$
\begin{align*}
\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} \left( \frac{1}{2} u^2 \right) &= \mu_1 u(1-u)(u-\mu_2), \quad (x,t) \in (-5,5) \times (0,t_S(\mu)) \\
u(x,0) &= u_0(x), \\
u(0,t) &= u_0(0).
\end{align*}
$$

The first parameter $\mu_1$ is the reaction coefficient which determines the time-scale of the reaction, the second parameter $\mu_2 \in (0,1)$ determines the unstable equilibrium, and $t_S(\mu)$ denotes the shock formation time.

We let the initial condition $u_0(x)$ be a sine-slope decreasing from 1 to 0,

$$
u_0(x) = \begin{cases} 
1 & \text{if } x < -2, \\
\frac{1}{2} - \frac{1}{2} \sin\left(\frac{\pi}{4} x\right) & \text{if } -2 \leq x \leq 2, \\
0 & \text{if } x > 2.
\end{cases}
$$
For the full model, small mesh-size is necessary due to the time-step restriction \( \mu_1 \Delta t \ll 1 \) (see [11]). Moreover, since the spatial and temporal resolutions are related by the ratio \( \lambda = \Delta t / \Delta x \) away from zero, small grid-size is required when the parameter \( \mu_1 \) is large.

The strategy for collecting training samples is the same as in the previous example: We run the full model for various parameter values, then collect solutions which belong to a local time window close to the initial time, and these early solutions form the local snapshots \( S_l \). Then we widen the time interval and collect solutions for the global snapshots \( S_g \).

For this example, we perform two experiments. In the individual experiments, the coefficient \( \mu_1 \) will be set to relatively lower and higher range corresponding to slow and fast reaction regimes. We distinguish the two ranges of parameters by the superscripts S and F. The parameters will be in the respective parameter domains,

\[
(7.5) \quad D^S := [50, 60] \times [0.1, 0.9], \quad D^F := [100, 150] \times [0.1, 0.9].
\]
The parameters for the snapshots are 25 samples drawn from uniformly distributed random samples in their respective domains $D^S, D^F$; we denote the set of these samples to be $N^S, N^F$. Since the reaction rate $\mu_1$ controls the time-scale, we collect the full-model solution during equally spaced times near the initial time $t = 0$ scaled by this rate,

$$T^S_1(\mu) := \left\{ \frac{0.1}{\mu_1} i : i = 0, 1, \ldots, 4 \right\}, \quad T^F_1(\mu) := \left\{ \frac{0.01}{\mu_1} i : i = 0, 1, \ldots, 4 \right\}.$$ 

The local snapshots are taken at the time-parameter values,

$$H^S_l := \{(t, \mu) : t \in T^S_1(\mu), \mu \in N^S_l\}, \quad H^F_l := \{(t, \mu) : t \in T^F_1(\mu), \mu \in N^F_l\},$$

so we obtain $|S^S_l| = |S^F_l| = 125$ local snapshots.

Global snapshots $S^S_g, S^F_g$ (4.5) are taken over a longer time-interval,

$$H^S_g := H^S_l \cup \{(t, \mu) : t \in T^S_2(\mu), \mu \in N^S_l\}, \quad H^F_g := H^F_l \cup \{(t, \mu) : t \in T^F_2(\mu), \mu \in N^F_l\},$$

in which

$$T^S_2(\mu) := \left\{ \frac{0.5 + 1.95 i}{\mu_1} : i = 0, \ldots, 9 \right\},$$

$$T^F_2(\mu) := \left\{ \frac{0.05 + 5.55 i}{\mu_1} : i = 0, \ldots, 9 \right\}.$$ 

So for each experiment $|S^S_g| = |S^F_g| = 375$ snapshots are collected.

The online reduced model is run up to the time-steps

$$K^S := 200, \quad K^F(\mu) := \left\lfloor \frac{1}{\Delta t} \left( \frac{10.0}{\mu_1} \right) \right\rfloor.$$ 

For the slow case, we set a fixed number of time-steps $K^S$ well before the shock forms, whereas for the fast case, we time-step up to the shock formation. We do not expect the method to perform well close to the shock formation time in the fast case, so we set a stopping criteria: If the particles become too close or if the ordering of the particles change before $K^F(\mu)$ is reached, we discard the result (see Figure 7.4).

Runtime speedup behavior is very similar to the previous example subsection 7.1, see Figure 7.1. The average $L^1$ relative error over different 10 different test values, for various dimensions of $(N, M)$ in our approximation (3.9) is shown in Figure 7.4. Although the problem is nonlinear, the error behavior for the slow reaction case is similar to that of the linear example (Figure 7.1). In contrast, for the fast reaction case, one observes an erratic behavior in the error with respect to the dimensions, and note that there are combinations of $(N, M)$ that do not reach the shock formation time due to the loss of monotonicity in the particles. However, the method does provide an approximation at the relative error level of $10^{-3}$ for certain choices of $(N, M)$ near the diagonal $(N = M)$. As in the previous example, this indicates that the $(N, M)$-width for this problem is also small, a numerical verification that the solution has a small $(N, M)$-width, despite the nonlinearity in both the flux and the source terms.

A plot of the reduced-model and the full-model solution for the fast reaction case is shown in Figure 7.5.
Fig. 7.4. Average relative error plot for the reactive Burgers’ equation example (7.3) for various dimensions \((N, M)\) for the slow reaction case (left) and the fast reaction case (right).

Fig. 7.5. Solution plot for the Burgers equation example (7.3). The reduced-model solution \(\hat{u}\) versus the full-model solution \(u\) for the test parameter values \(\mu_1 = 118.26, \mu_2 = 0.5240\). The dimensions of this reduced model is \((N, M) = (5, 4)\), and the solutions are shown at the times \(t = 0.0000, 0.0152, 0.0305, 0.0458, 0.0610, 0.0763\).

7.3. Discussion. We make some remarks regarding the behavior of the error and shock formation for the Burgers’ example.

The error shown for both examples shown in Figures 7.1 and 7.4 do not exhibit monotone decrease with respect to \(N\) and \(M\). Moreover, the accuracy does not appear to approach the levels of error for the full model. Similar behavior is also observed in the numerical examples of recent related works [17]. The likely contributing factors are (1) the low-rank Lagrangian frame causes the corresponding 1D mesh to be irregular, and the subspace \(\mathcal{V}_{rb}(t, \boldsymbol{\mu})\) to be non-conformal with respect to the full-model discretization \(\mathcal{V}_\delta\), (2) the first-order time-update with uniform time-step-size \(\Delta t\) we employed in subsection 5.3 is a naive projection of the first order full-model time-update which could yield less-than-optimal updates considering the projection to \(\mathcal{V}_{rb}(t, \boldsymbol{\mu})\), (3) the approximation error from the change of basis can accumulate over time, (4) better snapshot collection may be necessary for improved construction of \(\mathcal{V}_{rb}\) and \(\mathcal{T}_{rb}\).

In the Burgers’ example shocks form, which implies that the characteristic curves merge. Such singular behavior in the characteristic curves is problematic for the current formulation of the reduced model. For example, in the update formula (5.23)
the particles can switch their relative positions during time-stepping. This is a fairly standard phenomena for Lagrangian methods applied to the problem (2.1), but the case for particles \( x^{(k)}_i \) has not yet been studied, to the best of our knowledge. Note that for approximations suggested in [23, 24] using DIP, monotonicity is preserved by construction and the merging characteristics are represented, allowing shock propagation for the reduced model.

8. Conclusion. Traditional model reduction methods based on linear approximations are typically ineffective for systems governed by hyperbolic conservation laws because the corresponding solution manifolds exhibit nonlinear transport structures. The proposed approach MATS constructs nonlinear reduced models by transporting subspaces along characteristic curves, which led to speedups of orders of magnitude compared to traditional reduced models and full models in the presented numerical examples. This work highlighted two aspects of this nonlinear reduction approach. First, the Kolmogorov \((N,M)\)-width was introduced, establishing a notion of best approximation of MATS from the approximation theory point of view. Second, a computational procedure that constructs reduced models based on MATS for physical systems governed by scalar conservation laws was introduced. A crucial feature of the procedure is that the governing equations of the conservation laws are time-stepped in the online phase in contrast to, e.g., data-fit reduced models. Thus the proposed reduced models are explicitly based on the physics (governing equations) of the systems of interest, rather than being predictive in only a data-driven sense.
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