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Abstract

With the growing concerns about increasing protectionism, several empirical studies have investigated the effects of protection. While these studies presented interesting and important findings, few of them have discussed their frameworks and results in a comprehensive manner. This paper reviews these recent studies. We first show that they mainly employ either quantitative trade models or difference-in-differences design to investigate protectionism. We then discuss the strengths and limitations of these approaches. Finally, we consider possible directions for future research.
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“Economists disagree about a lot of things, but the superiority of free trade over protection is not controversial” Rodrik (2018, p. 74).

1. Introduction

The protectionism movement has become increasingly active in recent years. For example, in 2016, the majority of voters in the United Kingdom voted to leave the European Union (EU) (i.e., Brexit). In 2017, the Trump administration withdrew from the negotiations for the Trans-Pacific Partnership (TPP). In 2018, the United States imposed tariffs on 283 billion dollars of US imports, with rates ranging from 10 to 50 percent (Amiti, Redding, and Weinstein, 2019). In response to these US tariffs, China began by levying tariffs on US exports. In 2019, the Japanese government dropped South Korea (hereafter Korea) from its “white list” of countries that receive preferential treatment for export licensing. The perceived threat to Korea’s vital industries led to consumer boycott activities in Korea against purchases of Japanese products and services. Moreover, the COVID-19 pandemic in 2020 has also induced protection. For example, Evenett, Fiorini, Fritz, Hoeckman, Lukaszuk, Rocha, Ruta, Santi, and...
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Shingal (2020) found that some countries acted to restrict exports and facilitate imports of medical and food products in response to COVID-19.1) Given that more than 300 international trade agreements have been recognized as in force by the World Trade Organization, there must be a net benefit to the member countries’ standards of living. Therefore, few economists expected these protectionism movements five years ago. Indeed, “only 3 years ago, it would have been rare to have come across a serious observer of the world economy that conjectured the globalization of the world economy - in terms of the proliferation of economic integration agreements and trade-policy liberalisations - had peaked” (Baier, Bergstrand, and Bruno, 2019, p. 3488). One of the main reasons for this is that “after more than a half-century of leading efforts to lower international trade barriers, in 2018 the United States enacted several waves of tariff increases on specific products and countries” (Fajgelbaum, Goldberg, Kennedy, and Khandelwal, 2020, p. 2).

This “return to protection” is unprecedented in the postwar era in the sense that the sizes of the countries involved are large, the magnitudes of the tariff increases are also large, and the breadth of tariffs across sectors is wide. With growing concerns about such increasing protectionism, several studies have investigated the effects of protection. While these studies presented interesting and important findings, to our knowledge few studies have discussed their results in a comprehensive manner.2) Therefore, the similarities and differences of those studies are unclear.

One may argue that several studies have already investigated the effects of trade liberalization. Therefore, the effects of protection could be viewed as simply the opposite of those studies. As argued by Rodrik (2018), the negative effects of protection are obvious for economists. However, many people still support the protection of domestic industries from foreign competition. To facilitate constructive discussion, recent studies are more likely to have emphasized both the economic and statistical significance of globalization.3) Therefore, a detailed analysis of the effects of protection is necessary.

This study reviews the recent developments on the issue of the impact of protection and discusses some directions for future research. In this paper, we focus on empirical studies because our main concern on this issue is the quantitative impacts. The main contribution of this paper is that we examine the various methodologies that have been used to determine the effects of protection. This enables us to identify the advantages and disadvantages of these methodologies.

Note that there are numerous studies on the effects of protectionism and political conflict, such as studies on war and sanctions.4) Note also that there are a number of studies that inves-

---

1) In this connection, Fuchs, Kaplan, Kis-Katos, Schmidt, Turbanisch, and Wang (2021) examined the political and economic factors that facilitated access to Chinese medical equipment (e.g., face masks) during the first two months of the COVID-19 pandemic. They found that both political and economic ties with Chinese provinces increased Chinese exports of medical goods to partner countries.
2) An exception is a very recent study by Fajgelbaum and Khandelwal (2021) that reviewed the studies on the US-China trade war.
3) See Costinot and Rodríguez-Clare (2014) for the importance of the quantification of the consequences of globalization in recent trade studies.
4) For example, Yasuba (1996) found that the Japanese military expansion in the 1930s created an artificial shortage of mineral resources in Japan. Haidar (2017) investigated whether export sanctions against Iran in 2008 led to export deflection to non-sanctioning countries. Tanaka, Ito, and Wakasugi (2019)
tigate the determinants of protection and political conflict rather than their impacts. For example, Becker, Fetzer, and Novy (2017), Alabrese, Becker, Fetzer, and Novy (2019), Liberini, Oswald, Proto, and Redoano (2019) examined who voted for Brexit, whereas Di Tella and Rodrik (2020) examined which factors shape protectionist preferences in the United States. Because it is unrealistic to cover all of them, we limit our focus to the impacts of three issues that have been of substantial interest in recent studies: Brexit, recent US trade policies, and consumer boycotts. The impacts of the actual war are also beyond the scope of this paper.

The rest of the paper proceeds as follows. The next section briefly describes the methodologies employed in recent studies. Section 3 summarizes the results of recent studies. Section 4 discusses some possible directions for future research.

2. Methodology

Recent studies have mainly employed two approaches. The first is quantitative trade models, and the second is the difference-in-differences (DID) design. An advantage of the use of quantitative trade models is that the magnitude of economic impacts can be quantified. Because these models are based on the economic model, they can quantify the impacts on aggregate variables such as welfare and GDP. In contrast, an advantage of the use of a DID design is that it clarifies the causal relationship. Because it is based on a simple econometric framework, it cannot quantify the impacts on welfare. In contrast, because the analysis of a DID design itself is very simple, it can be useful to examine the impacts on disaggregated variables such as price and quantity, although some studies focused on aggregate variables such as employment and GDP.

It is also important to note that, on the one hand, a DID design requires data both before and after the event (i.e., ex ante and ex post data). On the other hand, quantitative trade models are based on data before the event only. This is because the main focus of quantitative trade models is to compute the situation when there is no political conflict (i.e., a counterfactual situation). This section briefly explains these methodologies.

2.1. Quantitative trade models

There are two types of quantitative models. The first is partial equilibrium models that focus on the market of a specific product. The second is general equilibrium models that focus on markets of several products and their interactions. There are some important differences between them. First, because general equilibrium models consider several markets and their interactions, they tend to be more complex than partial equilibrium models. Second, while partial equilibrium models clarify the difference of the impacts between consumers and pro-

---

5) Earlier studies employed different approaches. For example, Michaels and Zhi (2010) used gravity models to investigate the effects of the France–US conflict, including year times France country dummies for identification. Davis and Meunier (2011) also employed gravity models to examine the effects of the France–US and China–Japan conflicts by adding a political tension variable.

6) Kehoe, Pujolàs, and Rossbach (2017) present an excellent review of quantitative trade models, although the recent protectionist movement is beyond the scope of their paper.
ducers, general equilibrium models clarify the difference of the impacts between factors (e.g., labor and capital owner: skilled workers and unskilled workers). Finally, general equilibrium models usually impose market clearing conditions in factor markets while partial equilibrium models do not. This implies that general equilibrium models focus on long-run effects whereas partial equilibrium models focus on short-run effects.

For both model types, the basic approach consists of the following three steps: 1) build a model; 2) estimate the structural parameters of the model; and 3) conduct counterfactual simulations, based on the estimated parameters in step 2. Quantitative models have a long history. Earlier studies on partial equilibrium models include Hufbauer and Elliott (1994) and Sazanami, Urata, and Kawai (1995). Recent studies such as that by Head and Mayer (2019), however, built more complex models in the sense that they incorporate the production network of multinational firms across countries.

Quantitative general equilibrium models are called computable general equilibrium (CGE) models and have been used by policy makers as well as academic researchers. An example is the Global Trade Analysis Project (GTAP) model (Hertel, 1997). The latest version of the GTAP model described in Hertel et al. (2012) has over 13,000 structural parameters (Adao, Costinot, and Donaldson, 2017). In contrast, a more recent CGE model by Eaton and Kortum (2002) requires only one parameter to conduct counterfactual analysis (i.e., the trade elasticity). More specifically, in Eaton and Kortum’s (2002) model, the gains from trade, which are defined as the ratio of per capita real income under free trade relative to per capita real income under autarky, is written as:

\[
\log \left( \frac{\text{Per capita income under free trade}}{\text{Per capita income under autarky}} \right) = \frac{-1}{\text{Trade elasticity}} \log \left( \frac{\text{Domestic demand}}{\text{Total demand}} \right),
\]

where Trade elasticity > 0. That is, the gains from trade increase as the share of imports and trade elasticity increase. This is because of the strong functional form assumptions. Therefore, more recent studies attempt to relax the strong functional form assumptions without circling back to GTAP’s 13,000 parameters.7)

On the one hand, quantitative trade models have a strong advantage in counterfactual simulations. Once the models are built and their parameters are estimated, one can examine various policy effects such as trade liberalization or trade protection. On the other hand, one of the limitations of quantitative trade models is that they are sometimes very complex. However, recent quantitative trade models are likely to have fewer structural parameters, generate plausible results, and can be easily replicated by other researchers. Although it is not easy to build such models, the development of new quantitative models would contribute to policy discussions and the academic literature.8)

7) For example, although their focus is the effect of trade liberalization rather than that of protection, Adao, Costinot, and Donaldson (2017) proposed an approach to reduce the dimensionality of what is required for counterfactual analysis in a general equilibrium trade model.
8) For the technical aspects of the recent quantitative models, see Ossa (2016).
2.2. Difference-in-Differences (DID) designs

A DID design is another commonly used approach to examine the impacts of protection or political conflict. This methodology is a statistical technique that attempts to mimic an experimental research design using observational study data. A DID design studies the differential effect of a treatment-on-treatment group versus a control group in a natural experiment. This calculates the average differences over time in the outcome variable between the treatment group and the control group.

Denote a member of the group (e.g., country) as $i$ and time as $t$. A standard DID regression takes the following form:

$$Y_{it} = \beta_0 + \beta_1 D_i + \beta_2 Post_t + \beta_3 (D_i \times Post_t) + \gamma X_{it} + \varepsilon_{it},$$

where $Y_{it}$ is the outcome variable; $D_i$ is a dummy variable that equals one if a member $i$ belongs to the treatment group and zero otherwise; $Post_t$ is a dummy variable that equals one for all periods after the event and zero otherwise; $X_{it}$ includes control variables; and $\varepsilon_{it}$ is an error term. In the context of our analysis, the event includes political conflicts and consumer boycotts.

From this regression, we have:

- $\beta_0$: Mean of the observations for $D_i = 0$ and $Post_t = 0$;
- $\beta_0 + \beta_1$: Mean of the observations for $D_i = 1$ and $Post_t = 0$;
- $\beta_0 + \beta_2$: Mean of the observations for $D_i = 0$ and $Post_t = 1$;
- $\beta_0 + \beta_1 + \beta_2 + \beta_3$: Mean of the observations for $D_i = 1$ and $Post_t = 1$.

Table 1 summarizes this relationship. The coefficient $\beta_1$ captures the difference between treatment and control groups before the event, while $\beta_1 + \beta_2$ indicates the difference between them after the event. Therefore, the difference between them, or the coefficient of the interaction term $\beta_3$, captures the differential effect of these two differences, which is the reason why this approach is called “difference-in-differences.”

A DID design is based on two important assumptions. The first is the exogeneity of the event. If the event is endogenous, we cannot identify the causal effect of the event on the outcome variable. The second is the common (pre-)trend assumption (or parallel trend assumption). Before the event, the trend of the outcome variable should be the same for the treatment and control groups. If this assumption does not hold, it is difficult to determine whether the

| Table 1: Interpretation of the Coefficients |
|--------------------------------------------|
| Before the event ($Post_t = 0$) | After the event ($Post_t = 1$) | Difference |
| Treatment ($D_i = 1$) | $\beta_0 + \beta_1$ | $\beta_0 + \beta_1 + \beta_2 + \beta_3$ | $\beta_2 + \beta_3$ |
| Control ($D_i = 0$) | $\beta_0$ | $\beta_0 + \beta_2$ | $\beta_2$ |
| Difference | $\beta_1$ | $\beta_1 + \beta_3$ | $\beta_3$ |

Source: Author’s representation.
changes in the outcome variable are caused by the event.9)

Political conflict is usually regarded as an exogenous event for firms or consumers. It is thus plausible to argue that the exogeneity assumption holds. In contrast, whether the common trend assumption holds or not depends upon the outcome variable. It is thus important to check whether the common trend assumption holds before applying a DID design.

One of the advantages of the use of a DID design is that it is relatively easy to implement. In contrast, a challenge is that one needs to find plausibly exogenous policy shocks. Moreover, even when one can find some exogenous policy shocks, the outcome variables need to satisfy the common trend assumption. While quantitative trade models focus on aggregate output, DID studies are more likely to focus on outcomes at a disaggregated level such as sectoral prices and employment. The following section explains which events the previous studies focused on and the nature of their results.

3. Findings

In this section, we briefly review the findings of recent studies. Based on the discussion in the previous section, we first summarize the findings of the studies based on quantitative trade models. We then review the results of the studies based on a DID design. Finally, we review some studies that employed other methodologies. Note that some studies employ different methodologies simultaneously to check the robustness of their results.10) In this paper, we focus on their main empirical analysis.

3.1. Quantitative trade models

3.1.1. Brexit

Among the various protectionism movements, the effect of Brexit is an important concern for the global economy because it is the first case of a country’s exit from the EU. Accordingly, several studies have examined its impact. Table 2 summarizes the results of six studies. Although these studies analyzed the effect of Brexit, they utilized different data and different models. However, it is interesting to note that all but Head and Mayer (2019) employed general equilibrium models. This shows a focus on general equilibrium effects.

Among five general equilibrium studies, that by Dhingra, Hwang, Ottaviano, Pessoa, Sampson, and Van Reenen (2017) is based on Eaton and Kortum’s (2002) model, while Jafari and Britz (2020) used the GTAP model. Hosoe (2018), Steinberg (2019), and Latorre, Olesyuk, and Yonezawa (2020) developed their own models to incorporate aspects such as firm heterogeneity or dynamics. The results vary across studies. Because each study focused on different outcomes, it is not easy to compare their results directly. Nonetheless, one interesting finding is that the estimated impact of Brexit on UK per capita income ranges from 1.3 percent to 2.7 percent in Dhingra et al. (2002), and around 2.29 percent in Jafari and Britz (2020). These results suggest that the negative effects of Brexit on the UK per capita income range

9) One way to test the common trend assumption is to investigate whether the group-specific trend is common or not. See, for example, Wing, Simon, and Bello-Gomez (2018).
10) For example, Heilmann (2016) employed the synthetic control method (to be explained below) as well as a DID design. Born, Müller, Schularick, and Seldláček (2019) employed a synthetic control method as well as a structural time-series analysis.
| Study                  | Main focus | Framework       | Model                                      | Feature                                             | Main data                      | Country          | Sector            | Main results                                                                 |
|-----------------------|------------|-----------------|--------------------------------------------|-----------------------------------------------------|--------------------------------|------------------|-------------------|-----------------------------------------------------------------------------|
| Dhingra et al. (2017) | Brexit     | General equilibrium | Eaton and Kortum’s (2002) model           | Extends to multiple sectors and tradable intermediate inputs | World Input-Output Database   | Many countries  | Multiple sectors   | Decline of 1.3% (soft Brexit) to 2.7% (hard Brexit) (UK per capita income) |
| Hosoe (2018)          | Brexit     | General equilibrium | Own model                                  | Incorporates firm heterogeneity                     | GTAP database                  | Many countries  | Multiple sectors   | Decline of 1.1% (low NTB) to 1.5% (high NTB) of UK GDP                     |
| Head and Mayer (2019)*| Brexit     | Partial equilibrium | Own model                                  | Multinational production                             | Detailed data from the car industry | Many countries  | Automobile         | Decline of 3.4% (soft Brexit) to 7.4% (hard Brexit) (UK consumer surplus)   |
| Steinberg (2019)      | Brexit     | General equilibrium | Own model                                  | Dynamic general equilibrium model                    | World Input-Output Database    | Many countries  | Multiple sectors   | Decline of 0.4% to 1.2% (UK consumption-equivalent welfare)                |
| Jafari and Britz (2020)| Brexit     | General equilibrium | GTAP                                       | Incorporates firm heterogeneity                      | GTAP database                  | Many countries  | Multiple sectors   | Decline of 2.29% (UK per capita income)                                    |
| Latorre et al. (2020) | Brexit     | General equilibrium | Own model                                  | Incorporates firm heterogeneity; multinationals in services | GTAP database                  | Many countries  | Multiple sectors   | Decline of 1.24% (soft Brexit) to 2.55% (hard Brexit) of UK GDP            |

Note: * Head and Mayer (2019) analyzed several scenarios such as Brexit and the end of North American Free Trade Agreement (NAFTA). NTB, non-tariff barriers.
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between 1.0 and 3.0 percent.

3.1.2. US trade policies

Another important issue is the effect of recent US trade policy. As mentioned above, the Trump administration withdrew from TPP negotiations in 2017 and enacted several waves of tariff increases in 2018. We review six studies that examined the effects of such US trade policies, as summarized in Table 3.

Among the six studies, two studies (Head and Mayer, 2019; Steinberg, 2020) examined the effects of the NAFTA termination, while the other four studies (Guo, Lu, Sheng, and Yu, 2018; Amiti et al., 2019; Fajgelbaum, Goldberg, Kennedy, and Khandelwal, 2020; Li, Balistreri, and Zhang, 2020) examined the effects of the implementation of tariffs by the US during the Trump administration. As in the studies on the effects of Brexit, these studies vary in terms of the policy being examined, models, and outcome variables. For example, two studies (Head and Mayer, 2019; Amiti et al., 2019) are based on partial equilibrium models, whereas the other four studies are based on general equilibrium models. Guo et al. (2018) and Li et al. (2020) employed Eaton and Kortum’s (2002) model and the GTAP model, respectively, while the other four studies developed their own models.

Among these studies, Amiti et al. (2019) and Fajgelbaum et al. (2020) focused mainly on the impacts of the US tariffs in 2018 on US real income. Amiti et al. (2019) found that increases in the US tariffs led to losses of 8.2 billion dollars in US real income, using a partial equilibrium model. It is interesting to note that Fajgelbaum et al. (2020) also found a similar negative impact, using a general equilibrium model. They estimated losses of 7.2 billion dollars in US real income. Although a detailed investigation would be needed to explain why Fajgelbaum et al.’s (2020) general equilibrium model generated smaller negative effects than Amiti et al.’s (2019) partial equilibrium model, we can conclude that the negative effects of the US tariffs are between seven and nine billion dollars.

3.2. DID design
3.2.1. Brexit and US trade policies

We found four DID studies that focused on Brexit (Fernandes and Winters, 2021), US trade policies (Amiti, Redding, and Weinstein, 2020; Flaaen, Hortaçsu, and Tintelnot, 2021), and retaliation to the US tariffs (Fetzer and Schwarz, 2020). Table 4 summarizes these studies. Fernandes and Winters (2021) examined the effects of the Brexit referendum on export volumes, prices, entry, and exit. Using the Portuguese international trade customs data from July 2014 to July 2017, the study found that exporters reduced export volumes and export prices in the UK market after the referendum shock. The study also found that the referendum shock deterred export entry to the UK market and reduced the probability of continuing to export in the UK.

For the studies on US trade policies, both studies examined the effects of US tariffs in 2018–19. Amiti et al. (2020) examined how import prices or values changed after a tariff is imposed at the product and country levels. Their results indicate that the responses to the tariffs vary across products. In most sectors, the US tariffs have been completely passed on to US

11) Fetzer (2019) employed a DID design to examine the causes rather than the effects of Brexit.
### Table 3: Quantitative Trade Models: Effects of US Trade Policies

| Study               | Main focus          | Framework          | Model                          | Feature                        | Main data                                      | Country            | Sector            | Main results                  |
|---------------------|---------------------|--------------------|--------------------------------|--------------------------------|------------------------------------------------|--------------------|---------------------|-------------------------------|
| Guo et al. (2018)   | US tariff           | General equilibrium| Eaton and Kortum’s (2002) model| Includes intersectoral linkages| OECD Inter-Country Input-Output database       | Many countries     | Multiple sectors | Decline of 0.32% (US real wages) |
| Head and Mayer      | NAFTA termination   | Partial equilibrium| Own model                      | Multinational production      | Detailed data from the car industry            | Many countries     | Automobile      | Decline of 1% (US consumer surplus) |
| (2019)*             |                     |                    |                                |                                |                                                 |                    |                     |                               |
| Amiti et al. (2019) | US tariff in 2018   | Partial equilibrium| Own model                      | Simple analysis, based on prices, tariffs, and imports | Trade data                                      | United States     | Multiple sectors | Loss of $8.2 billion (US real income) |
| Fajgelbaum et al.   | US tariff in 2018   | General equilibrium| Own model                      | Examines the county-level effects of tariffs | Trade data and industry-level production data | United States     | Multiple sectors | Loss of $7.2 billion (US real income) |
| (2020)              |                     |                    |                                |                                |                                                 |                    |                     |                               |
| Li et al. (2020)    | US tariff in 2018   | General equilibrium| GTAPinGAMS model               | Standard GTAPinGAMS model      | GTAP database                                  | Many countries     | Multiple sectors | Decline of 0.2% (US welfare) |
| Steinberg (2020)    | NAFTA termination  | General equilibrium| Own model                      | Dynamic general equilibrium model | World Input-Output Database                    | Many countries     | Multiple sectors | Decline of 0.04% (US welfare) |

Note: * Head and Mayer (2019) analyzed several scenarios such as Brexit and the end of NAFTA.
### Table 4: DID Design: Brexit and US Trade Policies

| Study                                      | Main focus                          | Main data                                             | Country     | Sector       | Main results                                                                                                                                 |
|--------------------------------------------|-------------------------------------|-------------------------------------------------------|-------------|--------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Fernandes and Winters (2021)               | Brexit                              | Portuguese international trade customs data           | Portugal    | Tradable goods | Exporters reduce export volume and export prices in the UK market after the referendum shock.                                                     |
| Amiti et al. (2020)                        | US tariffs in 2018-2019             | Trade data                                           | United States | Manufacturing | There is substantial heterogeneity in the responses. In the steel industry, tariffs caused foreign exporters to drop their prices substantially. |
| Flaaen and Pierce (2020)                   | US tariff in 2018-2019              | Trade data matched with production, price, and employment data (4-digit level) | United States | Manufacturing | Industries more exposed to tariff increases experience relative reductions in employment, due to rising input costs.                           |
| Flaaen, Hortaçsu, and Tintelnot (2021)     | US tariff in 2018                   | Weekly data on price and product characteristics at the retailer-model level | United States | Washing machines | With the 2018 tariffs, the price of washers increased nearly 12 percent. The price of tumble dryers, not subject to tariffs, increased by an equivalent amount. |
| Fetzer and Schwarz (2020)                  | Retaliatory tariffs in response to the US tariffs in 2018 | Trade data matched with individual-level voting data | United States | Tradable goods | Retaliatory tariffs have disproportionately targeted more Republican areas.                                                                     |
firms and consumers. However, in the steel industry, US tariffs have caused foreign exporters to substantially reduce their prices in the US market.\textsuperscript{12} Flaaen and Pierce (2020) focused on the same event and examined the effects of US tariffs on production, employment, and prices. They found that industries more exposed to tariff increases experienced relative reductions in employment because of the increases in input costs. Flaaen, Hortaçsu, and Tintelnot (2020) examined the effects of the US tariff on the price of washing machines. Using detailed high frequency microdata from retail stores, they found that the price of these machines increased nearly 12 percent with the 2018 tariffs. They also found that the price of tumble dryers, which are not subject to tariffs, increased by an equivalent amount.

In this connection, Fetzer and Schwarz (2020) investigated the impacts of retaliation tariffs in response to the US tariffs in 2018. Matching the trade data with individual-level voting data in the United States, they found that retaliatory tariffs have disproportionately targeted more Republican areas. These studies suggest that a DID design is also a useful approach in analyzing the effects of trade policies.

3.2.2. Consumer boycott

Political conflict often leads to calls for a consumer boycott directed at a trade partner. A consumer boycott on imported products can be interpreted as another form of import restriction. Therefore, it may have significantly negative effects on bilateral trade. In addition, its effects can be immediate and therefore harder to evade. Furthermore, its effects may be more unpredictable than trade policy effects. This is because the popularity and longevity of the boycott are more uncertain. These features of consumer boycotts make them unique outcomes of political conflict and deserving of research attention.

A DID design is often used in analyzing the effects of consumer boycotts.\textsuperscript{13} One reason for this is that the exogeneity of the event is plausible for consumer boycotts, although no consensus has been reached yet regarding whether they are really exogenous or not. Another reason is that, unlike tariffs, it is difficult to measure the magnitude of consumer boycotts. This makes it difficult for quantitative models to analyze their effects.

Table 5 presents a summary of the findings of the six studies. Among these six countries, Clerides, Davis, and Michis (2015), Pandya and Venkatesan (2016), and Luo and Zhou (2020) examined the impacts on sales such as soft drinks and cars. In contrast, Heilmann (2016, 2019) and Ahn, Greaney, and Kiyota (2021) examined the impacts on trade. These countries generally experienced significantly negative effects, suggesting the nonnegligible impacts of consumer boycotts.

Most of these studies implicitly assumed that the impacts were homogeneous across regions within a boycotted country or did not explicitly consider heterogeneous impacts across regions. Note that some studies such as Topalova (2007) found that the effect of trade liberal-

\textsuperscript{12} Several studies examined the effects of recent US trade policies on US domestic prices, based on alternative estimation methods. See, for example, Cavallo, Gopinath, Neiman, and Tang (2021) for the case of retail prices (based on a simple ordinary least squares).

\textsuperscript{13} An earlier example is a study by Chavis and Leslie (2009) that examined the effects of the US consumer boycott on French wine, based on a DID design. There are some studies that employ a different approach. For example, Teo, Hong, and Weich (1999) studied the effects of the South African boycott on financial markets, based on event studies (to be explained below). Ashenfelter, Ciccarella, and Shatz (2007) examined the same issue as Chavis and Leslie (2009), based on simple ordinary least squares.
### Table 5: DID Design: Consumer Boycott

| Study                  | Main data                   | Country                        | Sector        | Main results                                                                                                                                 |
|------------------------|-----------------------------|--------------------------------|---------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Clerides et al. (2015) | Nielsen’s product-level data| Arab countries (boycotting)    | Soft drinks   | In seven of nine countries, there is a statistically significant drop in sales of US products compared with sales of non-US products.          |
|                        |                             | US (boycotted)                 |               |                                                                                                                                              |
| Pandya and Venkatesan (2016) | Supermarket scanner data    | US (boycotting)                | Supermarkets  | Supermarkets with a higher proportion of US citizens in their customer base saw a sharper decline in sales of French-sounding brands.           |
|                        |                             | France (boycotted)             |               |                                                                                                                                              |
| Heilmann (2016)        | Trade data                  | Muslim countries (boycotting)* | All goods and services | Average one-year bilateral trade disruption of 18.8%.                                                                                       |
|                        |                             | Denmark (boycotted)            |               |                                                                                                                                              |
| Heilmann (2019)        | Services trade data         | Muslim countries (boycotting)  | All services  | Service trade exports from Denmark to the Muslim countries were reduced by about 30-50% in the aftermath of the crisis.                       |
|                        |                             | Denmark (boycotted)            |               |                                                                                                                                              |
| Luo and Zhou (2020)    | Car sales data              | China                          | Car sales     | More than 90% of the total decline in Japanese car sales is explained by consumers simply not buying Japanese cars, but not increasing purchases of non-Japanese brands. |
| Ahn et al. (2020)      | Tourism data                | Korea (boycotting)             | Accommodation services | Japanese prefectures had net adverse effects of the boycott, with an 11.3-13.3% decline in total exports of accommodation services for highly Korea-dependent prefectures. |

Notes: * In addition, the study covers the conflicts between China and Japan, between Israel and Turkey, and between France and the United States. Note also that we follow these previous studies, regarding the country classification. Arab countries in Clerides et al. (2015) are Bahrain, Egypt, Jordan, Kuwait, Lebanon, Oman, Qatar, Saudi Arabia, and the United Arab Emirates. Muslim countries in Heilmann (2016, 2019) cover 34 Muslim countries.
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ization was heterogeneous across regions within a country. Therefore, the impact of a consumer boycott could also be heterogeneous across regions within a boycotted country.

Ahn et al. (2021) is, to our knowledge, the first study that focused on the heterogeneous effects of consumer boycotts across regions within a country. This study examined the regional impacts of bilateral boycott activity by investigating the 2019 Korean consumer boycott of travel to Japan. Employing triple- and double-differences designs, this study found that the impact of the boycott was large and regionally heterogeneous. Japanese prefectures with high (i.e., 75th percentile) preboycott dependency on visitors from Korea suffered bilateral export losses of 57 to 61 percent and aggregate export losses of 11.3 to 13.3 percent. Prefectures with low (i.e., 25th percentile) Korea dependency experienced bilateral losses of 48 to 50 percent and aggregate losses of 3.6 to 4.2 percent. The findings of Ahn et al. (2021) suggest the importance of the differential effects of consumer boycotts across regions within a country.

3.3. Alternative approaches

Thus far, we have focused on studies that employ quantitative trade models or DID designs. However, more recent studies employ alternative approaches that extend DID designs. One of the most popular approaches is the synthetic control method, which was developed by Abadie and Gardeazabal (2003). Another popular approach is event study. The event study approach is often used in the financial economics literature, in which a single post-treatment dummy captures the effect of the event. Like DID designs, both of these approaches mainly focus on disaggregated variables such as investment and stock returns, although some studies focused on aggregate variables such as output. This section briefly reviews these studies.

3.3.1. Synthetic control method

Even though a DID design is a simple and useful approach, it is based on a common trend assumption. This means that time has the same effect on the treatment and control groups. The synthetic control method is an approach that relaxes this assumption. It combines elements from matching and DID designs. While a DID design estimates the effect of an intervention by averaging over the control group, the synthetic control method tries to offer a more systematic way to assign weights to the control group. More specifically, weights are estimated from the data such that the control group mirrors the treatment group as closely as possible.

Born, Müller, Schularick, and Seldláček (2019) examined the effect of Brexit on UK output, employing the synthetic control method. They found that Brexit caused a UK output loss of 1.7 to 2.5 percent by year-end 2018. In contrast, Breinlich, Leromain, Novy, and Sampson (2020) examined the effect of Brexit on UK foreign direct investment. Using the synthetic control method, they estimated that by March 2019, Brexit had led to a 17 percent increase in the number of UK outward investment transactions to the remaining 27 EU member countries. The results of these studies suggest that UK firms have been setting up European subsidiaries to retain access to the UK market after Brexit.

14) For a discussion of the difference between a DID design and the synthetic control method, see Abadie and Cattaneo (2018).
As mentioned above, one of the advantages of the synthetic control method is that it does not rely on a common trend assumption, unlike a DID design. However, it is not necessarily clear whether the synthetic control method can be applied directly to the case when treatment is continuous or when we extend to triple differences (i.e., difference-in-difference-in-differences design). Although the synthetic control method may be another useful approach to investigate the effect of political conflicts, further discussion is warranted in a complex setting.

3.3.2. Event studies

Some studies have used the event study framework, focusing mainly on stock returns. Schiereck, Kiesel, and Kolaric (2016) examined stock and market reactions around Brexit (on June 23, 2016) and the Lehman Brothers bankruptcy (on September 15, 2008). Conducting an event study on bank share prices, they found that the short-run fall in stock prices following the announcement of Brexit was more pronounced than that following the Lehman bankruptcy, especially for EU banks. Ramiah, Pham, and Moosa (2017) also found that the banking and travel and leisure sectors experienced significant negative effects from Brexit, focusing on the British stock market.

Davies and Studnicka (2018) focused on stock returns for the largest firms on the London Stock Exchange (FTSE 350). Using an event study, they found that the negative effects of Brexit on stock returns were heterogeneous across firms. They also found that such heterogeneity can be explained by firms’ global value chains. Firms heavily exposed to the EU and UK and reliant on imported intermediates performed worse. Their study indicates which firms are anticipated to be hit hardest by Brexit, and thus the workers they employ and the regions in which they operate.

Amiti, Kong, and Weinstein (2020) examined the effects of China-US tariff announcements on the stock returns and investment of US firms. Their results indicated that the tariff actions in 2018 and 2019 will lower the investment growth of the listed US firms by 1.9 percentage points by the end of 2020. They also found that most of the reduction in the US market value of these firms comes from US tariff announcements, not from Chinese retaliation announcements. Similarly to Davies and Studnicka (2018), Huang, Lin, Liu, and Tang (2018) further examined the relationship with firm characteristics. They found that US firms depending more on exports and imports from China experienced larger declines in market value.

These event studies also complement the analysis of the quantitative trade models and DID designs. Notice, however, that while the framework of event studies is simple, recent studies introduce leads and lags into DID designs, paying much more attention to heterogeneity over time. This allows us to check whether the degree to which the post-treatment effects were dynamic and whether the two groups were comparable in terms of outcome dynamics during the pre-treatment period (Cunningham, 2021).

3.4. Are the impacts of political conflict long-lived?

Thus far, we have found significant impacts of Brexit, recent US trade policies, and recent political conflicts. One may ask whether such impacts are long-lived. Because we focus on

---

15) A study by Fisman, Hamao, and Wang (2014) also examined the effects of the China-Japan relationship in 2005 and 2010 on stock returns, based on an event study.
the recent events, it is difficult to answer this question directly. Nonetheless, some studies have attempted to answer it, and have focused on different events. We review some of them below.

Fuchs and Klann (2013) asked whether countries that receive the Dalai Lama despite China’s opposition experience a significant reduction in their exports to China. Their results indicate that countries officially receiving the Dalai Lama at the highest political level are punished through a decline in their exports to China. However, this negative effect disappears in the second year after a meeting took place.

Du, Ju, Ramirez, and Yao (2017) examined the effects of political conflict on bilateral trade between China and its major trading partners. Estimating a gravity model, they found that political shocks are short-lived. An earlier study by Chavis and Leslie (2009) found significantly negative effects of the US consumer boycott on French wine. However, such effects were short-lived. In sum, the previous studies indicated that significantly negative effects of political conflict did not continue for a long term.

4. Concluding Remarks

In light of the growing concerns about increasing protectionism, this paper reviewed recent empirical studies that have investigated the effects of protection. We showed that these studies mainly employed either quantitative trade models or difference-in-differences (DID) designs to address the issue of trade protectionism.

While quantitative trade models are suited to counterfactual analysis, the models are sometimes complex. Moreover, recent trade models have fewer structural parameters to generate plausible results that can be replicated easily by other researchers. Although it may not be easy to build such models, the development of new quantitative trade models would be a significant contribution to the literature and policy discussions.

In contrast, a DID design is relatively easy to implement. However, it relies on the assumption that both the treatment and control groups follow the same trend. If this assumption does not hold, it is difficult to identify the causal relationship. There remain several important questions for further research, such as the sectoral and regional differences of the effects of political conflicts. An application of these approaches to other political conflicts could also help us to investigate the applicability of these methods.

In addition to these approaches, more recent studies employ alternative approaches such as synthetic control methods and event studies. These studies are relatively new, and further developments are therefore expected. The application of these approaches depends on the research question and data availability. These approaches thus complement each other. The appropriate choice of approach will enable researchers to address the research issue correctly, which contributes to the literature and policy discussions.

Note that the number of studies on political conflicts is increasing rapidly. Some recent studies used detailed product-level data and attempted to identify the effects of protectionist trade policies on domestic prices. To identify the policy impacts on the domestic economy in a precise manner, it is imperative that the quality and coverage of the data must be improved and expanded.
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