REGULARITY OF SYMBOLIC POWERS OF EDGE IDEALS OF UNICYCLIC GRAPHS

S. A. SEYED FAKHARI

Abstract. Let $G$ be a unicyclic graph with edge ideal $I(G)$. For any integer $s \geq 1$, we denote the $s$-th symbolic power of $I(G)$ by $I(G)^{(s)}$. It is shown that $\text{reg}(I(G)^{(s)}) = \text{reg}(I(G)^s)$, for every $s \geq 1$.

1. Introduction

Let $\mathbb{K}$ be a field and $S = \mathbb{K}[x_1, \ldots, x_n]$ be the polynomial ring in $n$ variables over $\mathbb{K}$. Suppose that $M$ is a graded $S$-module with minimal free resolution

$$0 \rightarrow \cdots \rightarrow \bigoplus_j S(-j)^{\beta_{i,j}(M)} \rightarrow \bigoplus_j S(-j)^{\beta_{0,j}(M)} \rightarrow M \rightarrow 0.$$

The Castelnuovo–Mumford regularity (or simply, regularity) of $M$, denote by $\text{reg}(M)$, is defined as follows:

$$\text{reg}(M) = \max \{ j - i | \beta_{i,j}(M) \neq 0 \}.$$

The regularity of $M$ is an important invariant in commutative algebra and algebraic geometry.

There is a natural correspondence between quadratic squarefree monomial ideals of $S$ and finite simple graphs with $n$ vertices. To every simple graph $G$ with vertex set $V(G) = \{x_1, \ldots, x_n\}$ and edge set $E(G)$, we associate its edge ideal $I = I(G)$ defined by

$$I(G) = (x_i x_j : x_i x_j \in E(G)) \subseteq S$$

(by abusing the notation, we identify the edges of $G$ with quadratic monomials). Computing and finding bounds for the regularity of edge ideals and their powers have been studied by a number of researchers (see for example [1], [2], [3], [4], [5], [7], [9], [14], [15], [16], [17], [20], [21] and [23]).

Katzman [15], proved that for any graph $G$,

$$\text{reg}(I(G)) \geq \nu(G) + 1,$$
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where \( \nu(G) \) denotes the induced matching number of \( G \). Beyarslan, Hà and Trung [5], generalized Katzman’s inequality by showing that

\[
\text{reg}(I(G)^s) \geq 2s + \nu(G) - 1,
\]

for every integer \( s \geq 1 \). In the same paper, the authors proved the equality for every \( s \geq 2 \), if \( G \) is a cycle (see [5, Theorem 5.2]).

This paper is motivated by a conjecture of N. C. Minh, who predicted that for any graph \( G \) and every integer \( s \geq 1 \), the equality

\[
\text{reg}(I(G)^{(s)}) = \text{reg}(I(G)^{s})
\]

holds, where \( I(G)^{(s)} \) denotes the \( s \)-th symbolic power of \( I(G) \) (see [8]). If \( G \) is a bipartite graph, by [22, Theorem 5.9], we have \( I(G)^{(s)} = I(G)^s \), for any \( s \geq 1 \). Thus, the conjecture of Minh is trivially true in this case. If \( G \) is not a bipartite graph, then it contains an odd cycle. Therefore, the first case of study to verify Minh’s conjecture is the class of odd cycle graphs and this has been already done by Gu, Hà, O’Rourke and Skelton [8]. In fact, they proved in [8, Theorem 5.3] that for any odd cycle graph \( G \) and every integer \( s \geq 1 \), we have

\[
\text{reg}(I(G)^{(s)}) = \text{reg}(I(G)^{s}).
\]

They also proved that for any unicyclic graph (which is not a cycle) and any integer \( s \geq 1 \), we have

\[
\text{reg}(I(G)^{s}) = 2s + \text{reg}(I(G)) - 2.
\]

Recently, Jayanthan and Kumar [13], proved Minh’s conjecture for a subclass of unicyclic graphs. As the main result of this paper, in Theorem 3.9, we prove the conjectured equality of Minh for any arbitrary unicyclic graph. More precisely, we show that for every unicyclic graph \( G \) and every integer \( s \geq 1 \),

\[
\text{reg}(I(G)^{(s)}) = \text{reg}(I(G)^{s}).
\]

2. Preliminaries

In this section, we provide the definitions and basic facts which will be used in the next section.

Let \( G \) be a simple graph with vertex set \( V(G) = \{x_1, \ldots, x_n\} \) and edge set \( E(G) \). For a vertex \( x_i \), the neighbor set of \( x_i \) is \( N_G(x_i) = \{x_j \mid x_ix_j \in E(G)\} \) and we set \( N[x_i] = N_G(x_i) \cup \{x_i\} \). The cardinality of \( N_G(x_i) \) is called the degree of \( x_i \). A vertex of degree one is a leaf and the edge incident to a leaf is a pendant edge. A forest is a graph with no cycle. The graph \( G \) is called unicyclic if it has exactly one cycle as a subgraph. The length of a path of or a cycle is the number of its edges. For any pair of vertices \( x, y \in V(G) \), the distance of \( x \) and \( y \), denoted by \( d_G(x, y) \) is the length of the shortest path between \( x \) and \( y \) in \( G \). For a subset \( W \subseteq V(G) \) and a vertex \( x \in V(G) \) the distance of \( x \) and \( W \) is defined as

\[
d_G(x, W) = \min \{d_G(x, y) \mid y \in W\}.
\]
For every subset $U \subset V(G)$, the graph $G \setminus U$ has vertex set $V(G \setminus U) = V(G) \setminus U$ and edge set $E(G \setminus U) = \{ e \in E(G) \mid e \cap U = \emptyset \}$. If $U = \{ x \}$ is a singleton, then we write $G - x$ instead of $G \setminus \{ x \}$. A subgraph $H$ of $G$ is called induced provided that two vertices of $H$ are adjacent if and only if they are adjacent in $G$. A subset $A$ of $V(G)$ is a vertex cover of $G$ if every edge of $G$ is incident to at least one vertex of $A$. A vertex cover $A$ is a minimal vertex cover if no proper subset of $A$ is a vertex cover of $G$. The set of minimal vertex covers of $G$ will be denoted by $\mathcal{C}(G)$.

For every subset $A$ of $\{ x_1, \ldots, x_n \}$, we denote by $p_A$, the monomial prime ideal which is generated by the variables belonging to $A$. It is well-known that for every graph $G$ with edge ideal $I(G)$,

$$I(G) = \bigcap_{A \in \mathcal{C}(G)} p_A.$$  

Let $G$ be a graph. A subset $M \subseteq E(G)$ is a matching if $e \cap e' = \emptyset$, for every pair of edges $e, e' \in M$. A matching $M$ of $G$ is an induced matching of $G$ if for every pair of edges $e, e' \in M$, there is no edge $f \in E(G) \setminus M$ with $f \subseteq e \cup e'$. The cardinality of the largest induced matching of $G$ is called the induced matching number of $G$ and is denoted by $\nu(G)$.

Let $I$ be an ideal of $S$ and let $\text{Min}(I)$ denote the set of minimal primes of $I$. For every integer $s \geq 1$, the $s$-th symbolic power of $I$, denoted by $I^{(s)}$, is defined to be

$$I^{(s)} = \bigcap_{p \in \text{Min}(I)} \text{Ker}(R \to (R/I^s)_p).$$

Assume that $I$ is a squarefree monomial ideal in $S$ and suppose $I$ has the irredundant primary decomposition

$$I = p_1 \cap \ldots \cap p_r,$$

where every $p_i$ is an ideal generated by a subset of the variables of $S$. It follows from [10, Proposition 1.4.4] that for every integer $s \geq 1$,

$$I^{(s)} = p_1^s \cap \ldots \cap p_r^s.$$

3. Main results

In this section, we prove the main result of this paper, Theorem 3.9, which states that for every unicyclic graph $G$ and every integer $s \geq 1$, the regularity of the $s$-th ordinary and symbolic powers of $I(G)$ are equal. The most technical part of the proof is Proposition 3.8 and we need a series of lemmata in order to prove this proposition.

Lemma 3.1. Let $G$ be a graph and $x$ be a leaf of $G$. Assume that $y$ is the unique neighbor of $x$. Then for every integer $s \geq 1$, we have

$$\text{reg}(I(G \setminus N_G[y])^s) \leq \text{reg}(I(G)^s) - 1.$$  

Proof. Let $H$ be the induced subgraph of $G$ on the vertices $V(G \setminus N_G[y]) \cup \{ x, y \}$. Then $H$ is the disjoint union of $G \setminus N_G[y]$ and the edge $xy$. Therefore,

$$\text{reg}(I(G \setminus N_G[y])^s) + 1 \leq \text{reg}(I(H)^s) \leq \text{reg}(I(G)^s),$$

where $I(H)$ is the edge ideal of $H$. Then $I(H)^s = I(G)^s$.
where the first inequality follows from \[18, \text{Theorem 1.1}\], and the second inequality follows from \[5, \text{Corollary 4.3}\].

\begin{lemma}
Let \(G\) be a graph and \(xy\) be an edge of \(G\). Assume that \(G'\) is the graph obtained from \(G\) by deleting the edge \(xy\). Then for every integer \(s \geq 1\),
\[
I(G)^{(s)} + (xy) = I(G')^{(s)} + (xy).
\]
\end{lemma}

\begin{proof}
It is clear that
\[
I(G')^{(s)} + (xy) \subseteq I(G)^{(s)} + (xy).
\]
Therefore, we only need to prove the reverse inclusion. Assume that \(u \in I(G)^{(s)} + (xy)\) is a monomial. The assertion is obvious, if \(u\) is divisible by \(xy\). Thus, suppose \(u\) is not divisible by \(xy\). In other words, at least one of the variables \(x\) and \(y\) does not divide \(u\). Let \(z \in \{x, y\}\) be a variable with the property that \(z \nmid u\). Then \(u \in I(G)^{(s)} \subseteq I(G \setminus z)^{(s)} + (z) \subseteq I(G')^{(s)} + (z)\), and since \(u\) is not divisible by \(z\), we deduce that \(u \in I(G')^{(s)}\).
\end{proof}

\begin{lemma}
Let \(G\) be a graph and \(x\) be a leaf of \(G\). Assume that \(y\) is the unique neighbor of \(x\). Then for every integer \(s \geq 1\),
\[
(I(G)^{(s)} : xy) = I(G)^{(s-1)}.
\]
\end{lemma}

\begin{proof}
Let \(A\) be a minimal vertex cover of \(G\). Then \(A\) contains exactly one of \(x\) and \(y\). In other words, \(|A \cap \{x, y\}| = 1\). Consequently,
\[
(p_A^s : xy) = p_A^{s-1}.
\]
We know that \(I(G) = \bigcap_{A \in \mathcal{C}(G)} p_A\). Thus,
\[
I(G)^{(s)} = \bigcap_{A \in \mathcal{C}(G)} p_A^s.
\]
It follows that
\[
(I(G)^{(s)} : xy) = \bigcap_{A \in \mathcal{C}(G)} (p_A^s : xy) = \bigcap_{A \in \mathcal{C}(G)} p_A^{s-1} = I(G)^{(s-1)}.
\]
\end{proof}

In the next two lemma, we consider a subclass of unicyclic graphs.

\begin{lemma}
Let \(G\) be a unicyclic graph and \(C\) be its unique cycle. Assume further that for every leaf \(x\) of \(G\), we have \(d_G(x, C) = 1\). Then for any integer \(s \geq 1\), we have
\[
\text{reg}(I(G)^{(s)}) \leq \text{reg}(I(G)^s).
\]
\end{lemma}

\begin{proof}
If \(C\) is an even cycle, then \(G\) is a bipartite graph and by \[22, \text{Theorem 5.9}\], we have \(I(G)^{(s)} = I(G)^s\). Hence, there is nothing to prove in this case. Therefore, suppose \(C\) is an odd cycle.

\end{proof}
Claim. We have
\[ I(G)^{(s)} \cap m^{2s} = I(G)^s, \]
where \( m = (x_1, \ldots, x_n) \) is the graded maximal ideal of \( S \).

Proof of the claim. The inclusion
\[ I(G)^s \subseteq I(G)^{(s)} \cap m^{2s} \]
is trivial. To prove the other inclusion, let \( v \) be a monomial in \( I(G)^{(s)} \cap m^{2s} \). Without loss of generality, assume that \( V(C) = \{x_1, \ldots, x_{2m+1}\} \), for some integer \( m \geq 1 \). Set \( v = x_1 \ldots x_{2m+1} \). By \([3]\), Theorem 3.4], there exists an integer \( t \) with \( 0 \leq t \leq \left\lceil \frac{s}{m+1} \right\rceil \), with \( u \in v'u(I(G)^{s-t(m+1)} \). Since \( u \in m^{2s} \), we can write \( u = v'u_1u_2 \), where \( u_1 \) is a minimal monomial generator of \( I(G)^{s-t(m+1)} \) and \( u_2 \) is a monomial with \( \deg(u_2) \geq t \). By assumption, for every vertex \( x \in V(G) \), either \( x \in V(C) \) or \( d_G(x, C) = 1 \). In both cases \( xv \in I(G)^{m+1} \). In particular, \( u_2v'^t \in I(G)^{t(m+1)} \). This implies that
\[ u = v'u_1u_2 \in I(G)^{t(m+1)}I(G)^{s-t(m+1)} = I(G)^s, \]
and this proves the claim.

We know consider the following exact sequence.
\[
0 \rightarrow \frac{S}{I(G)^s} \rightarrow \frac{S}{I(G)^{(s)}} \oplus \frac{S}{m^{2s}} \rightarrow \frac{S}{I(G)^{(s)} + m^{2s}} \rightarrow 0
\]

Note that \( \text{reg}(S/m^{2s}) = 2s - 1 \) and \( \text{reg}(S/(I(G)^s + m^{2s})) \leq 2s - 1 \). Thus,
\[
\text{reg}(S/I(G)^{(s)}) = \text{reg}(S/I(G)^{(s)} \oplus S/m^{2s}) \\
\leq \max \{ \text{reg}(S/I(G)^{s}), \text{reg}(S/(I(G)^s + m^{2s})) \} \\
= \text{reg}(S/I(G)^s).
\]

\[ \square \]

Lemma 3.5. Suppose \( G \) be a unicyclic graph and \( C \) is its unique cycle. Assume further that for every leaf \( x \) of \( G \), we have \( d_G(x, C) = 1 \). Let \( H \) be a subgraph of \( G \) with \( E(H) \subseteq E(G) \setminus E(C) \). Then for every integer \( s \geq 1 \), we have
\[ \text{reg}(I(G)^{(s)} + I(H)) \leq \text{reg}(I(G)^s). \]

Proof. We prove the assertion by induction on \( s + |E(H)| \). There is nothing to prove for \( s = 1 \), as \( I(G) + I(H) = I(G) \). Therefore, assume that \( s \geq 2 \). For \( E(H) = \emptyset \), the assertion follows from Lemma \([3,4]\). Hence, suppose \( |E(H)| \geq 1 \). Let \( e \in E(H) \) be an arbitrary edge. By assumption, \( e \) is a pendant edge of \( G \). Without loss of generality, suppose \( e = xy \), where \( x \) is a leaf of \( G \). Then \( y \in V(C) \). Let \( H' \) be the graph obtained from \( H \) by deleting the edge \( e \). Set \( U := N_{H'}(y) \). Note that every vertex belonging to \( U \) is a leaf of \( G \). In particular, \( U \cap V(C) = \emptyset \). Since \( x \) is a leaf of \( G \), we deduce that \( H' \) has no edge incident to \( x \). Hence,
\[ (I(H') : xy) = (I(H') : y) = I(H' \setminus N_{H'}[y]) + (\text{the ideal generated by } U). \]
Set $G' := G \setminus U$. Then $G'$ is unicyclic graph, which satisfies the assumptions of the lemma. Using Lemma 3.3, we conclude that
\[ \text{reg}((I(G)^{(s)} + I(H')) : xy) = \text{reg}(I(G \setminus U)^{(s-1)} + I(H' \setminus N_H[y])) \]
\[ \leq \text{reg}(I(G')^{s-1}) \leq \text{reg}(I(G)^s), \]
where the first inequality follows from the induction hypothesis and the second inequality follows from [5, Corollary 4.3]. It then follows from [2, Theorem 5.4] that
\[ \text{reg}((I(G)^{(s)} + I(H')) : xy) \leq \text{reg}(I(G)^{s-1}) = \text{reg}(I(G)^s) - 2. \]
Using the induction hypothesis, we also have
\[ \text{reg}(I(G)^{(s)} + I(H')) \leq \text{reg}(I(G)^s). \]

We now consider the following short exact sequence.
\[ 0 \rightarrow S \rightarrow (I(G)^{(s)} + I(H')) : xy(-2) \rightarrow S \rightarrow I(G)^{(s)} + I(H') \rightarrow I(G)^{(s)} + I(H) \rightarrow 0 \]
It yields that
\[ \text{reg}(I(G)^{(s)} + I(H)) \leq \max\{\text{reg}(I(G)^{(s)} + I(H')), \text{reg}((I(G)^{(s)} + I(H')) : xy) + 1\} \]
\[ \leq \text{reg}(I(G)^s). \]
\[ \square \]

The following lemma has the role of the bases in the inductive argument of the proof of Proposition 3.8.

**Lemma 3.6.** Assume that $G$ is a unicyclic graph and $C$ is the unique cycle of $G$. Let $H$ be the graph obtained from $G$ by deleting the edges of $C$. Then for every integer $s \geq 1$, we have
\[ \text{reg}(I(C)^{(s)} + I(H)) \leq \text{reg}(I(G)^s). \]

**Proof.** We use induction on $|E(H)|$. If $E(H) = \emptyset$, the assertion follows from [22, Theorem 5.9] and [8, Theorem 5.3]. Therefore, suppose $|E(H)| \geq 1$. We divide the proof in two cases.

**Case 1.** Assume that for every leaf $x$ of $G$, we have $d_G(x, C) = 1$. Then by repeated use of Lemma 3.2, we conclude that
\[ I(C)^{(s)} + I(H) = I(G)^{(s)} + I(H). \]
It then follows from Lemma 3.5 that
\[ \text{reg}(I(C)^{(s)} + I(H)) \leq \text{reg}(I(G)^s). \]

**Case 2.** Assume that there exists a leaf $x$ of $G$ with $d_G(x, C) \geq 2$. Let $y$ denote the unique neighbor of $x$. In particular, $y \notin V(C)$. By [7, Lemma 2.10],
\[ \text{reg}(I(C)^{(s)} + I(H)) \leq \max\{\text{reg}((I(C)^{(s)} + I(H)) : y) + 1, \text{reg}((I(C)^{(s)} + I(H)), y)\}. \]
Without loss of generality, suppose $N_H(y) = \{x, x_2, \ldots, x_p\}$, for some integer $p \geq 1$. Also, set $W := N_H(y) \cap V(C)$ (note that either $W = \emptyset$ or $|W| = 1$). Then

\[
(I(C)^{(s)} + I(H)) : y = (I(C)^{(s)} : y) + I(H \setminus N_H[y]) + (x, x_2, \ldots, x_p)
\]

\[
= (I(C \setminus W)^{(s)} : y) + I(H \setminus N_H[y]) + (x, x_2, \ldots, x_p).
\]

Therefore,

\[
\text{reg}\left((I(C)^{(s)} + I(H)) : y\right) = \text{reg}\left((I(C \setminus W)^{(s)} : y) + I(H \setminus N_H[y])\right)
\]

Using [19, Lemma 4.2] and the above equality, we conclude that

\[
\text{reg}\left((I(C)^{(s)} + I(H)) : y\right) \leq \text{reg}(I(C \setminus W)^{(s)} + I(H \setminus N_H[y])).
\]

Let $G'$ be the union of $C \setminus W$ and $H \setminus N_H[y]$. Then $G'$ is either a unicyclic graph or a forest. In the first case, using the induction hypothesis and in the second case, by [5, Lemma 4.6 and Theorem 4.7], we conclude that

\[
\text{reg}\left((I(C \setminus W)^{(s)} + I(H \setminus N_H[y])\right) \leq \text{reg}(I(G')^s).
\]

Consequently,

\[
\text{reg}\left((I(C)^{(s)} + I(H)) : y\right) \leq \text{reg}(I(G')^s).
\]

Since $y \notin V(C)$, we have $N_H[y] = N_G[y]$. In particular,

\[
G' = G \setminus N_H[y] = G \setminus N_G[y].
\]

It thus follows from Lemma 3.1 and inequality (1) that

\[
\text{reg}\left((I(C)^{(s)} + I(H)) : y\right) + 1 \leq \text{reg}(I(G \setminus N_G[y])^s) + 1 \leq \text{reg}(I(G)^s).
\]

Therefore, it is enough to prove that

\[
\text{reg}\left((I(C)^{(s)} + I(H), y\right) \leq \text{reg}(I(G)^s).
\]

Since $y \notin V(C)$, we have

\[
\text{reg}\left((I(C)^{(s)} + I(H), y\right) = \text{reg}\left((I(C)^{(s)} + I(H \setminus y)\right)
\]

\[
\leq \text{reg}(I(G \setminus y)^s) \leq \text{reg}(I(G)^s),
\]

where the first inequality follows from the induction hypothesis, and the second inequality follows from [5, Corollary 4.3].

**Lemma 3.7.** Let $G$ be a forest. Suppose $H_1$ and $H_2$ are subgraphs of $G$ with

\[
E(H_1) \cap E(H_2) = \emptyset \quad \text{and} \quad E(H_1) \cup E(H_2) = E(G).
\]

Then for every integer $s \geq 1$,

\[
\text{reg}(I(H_1)^s + I(H_2)) \leq \text{reg}(I(G)^s).
\]

**Proof.** The assertion is essentially proved in [5, Lemma 4.6]. The only point is that in [5, Lemma 4.6], it is assumed that $H_1$ and $H_2$ are induced subgraphs of $G$. However, the proof is valid for any arbitrary subgraphs. □
The following proposition is the main step in the proof of Theorem 3.9 and its proof is a modification of [5, Lemma 4.6].

**Proposition 3.8.** Let \( G \) be a unicyclic graph. Suppose \( H_1 \) and \( H_2 \) are subgraphs of \( G \) with
\[
E(H_1) \cap E(H_2) = \emptyset \quad \text{and} \quad E(H_1) \cup E(H_2) = E(G).
\]
Assume further that the unique cycle of \( G \) is a subgraph of \( H_1 \). Then for every integer \( s \geq 1 \),
\[
\mathrm{reg}(I(H_1)^{(s)} + I(H_2)) \leq \mathrm{reg}(I(G)^{s}).
\]

**Proof.** As the isolated vertices have no effect on edge ideals, we assume that \( V(H_1) = V(H_2) = V(G) \). Let \( C \) denote the unique cycle of \( G \). Thus, by assumption, \( C \) is a subgraph of \( H_1 \). We use induction on \( s + |E(H_1)| \). For \( s = 1 \), there is nothing to prove. Therefore, suppose \( s \geq 2 \). If \( E(H_1) = E(C) \), then the desired inequality follows from Lemma 3.6. Hence, we assume \( H_1 \) strictly contains \( C \). As \( H_1 \) is a unicyclic graph, it has a leaf, say \( x \). Let \( y \) denote the unique neighbor of \( x \) in \( H_1 \) and consider the following short exact sequence.
\[
0 \longrightarrow S/((I(H_1)^{(s)} + I(H_2)) : xy)(-2) \longrightarrow S/(I(H_1)^{(s)} + I(H_2)) \longrightarrow 0
\]
This implies that \( \mathrm{reg}(I(H_1)^{(s)} + I(H_2)) \) is bounded above by
\[
\max \{\mathrm{reg}((I(H_1)^{(s)} + I(H_2)) : xy) + 2, \mathrm{reg}((I(H_1)^{(s)} + I(H_2)), xy)\}.
\]
By assumption \( xy \) is not an edge of \( H_2 \). Set
\[
U := N_{H_2}[x] \cup N_{H_2}[y]
\]
and
\[
W := (U \cap V(H_1)) \setminus \{x, y\}.
\]
Then using Lemma 3.3, we have
\[
((I(H_1)^{(s)} + I(H_2)) : xy) = I(H_1)^{(s-1)} + I(H_2 \setminus U) + (\text{the ideal generated by } U \setminus \{x, y\})
\]
\[
= I(H_1 \setminus W)^{(s-1)} + I(H_2 \setminus U) + (\text{the ideal generated by } U \setminus \{x, y\}).
\]
This yields that
\[
\mathrm{reg}((I(H_1)^{(s)} + I(H_2)) : xy) = \mathrm{reg}(I(H_1 \setminus W)^{(s-1)} + I(H_2 \setminus U)).
\]
Let \( G' \) be the union of \( H_1 \setminus W \) and \( H_2 \setminus U \). In fact, \( G' \) is the induced subgraph of \( G \) on \( U \setminus \{x, y\} \). Then \( G' \) is either a forest or a unicyclic graph. In the first case, by Lemma 3.7 and [5, Theorem 4.7], we conclude that
\[
\mathrm{reg}(I(H_1 \setminus W)^{(s-1)} + I(H_2 \setminus U)) \leq \mathrm{reg}(I(G')^{s-1}) \leq \mathrm{reg}(I(G)^{s-1}).
\]
Here, the second inequality follows from [5, Corollary 4.3] and the fact that $G'$ is an induced subgraph of $G$. Now assume that $G'$ a unicyclic graph. Then the induction hypothesis implies that
\[
\reg((I(H_1 \setminus W)^{(s-1)} + I(H_2 \setminus U)) \leq \reg(I(G'))^{s-1} \leq \reg(I(G)^{s-1}),
\]
where, the second inequality follows from [5, Corollary 4.3]. Therefore, in any case,
\[
\reg((I(H_1)^{(s)} + I(H_2)) : xy) = \reg((I(H_1 \setminus W)^{(s-1)} + I(H_2 \setminus U)) \leq \reg(I(G)^{s-1}),
\]
and using [2, Theorem 5.4], we deduce that
\[
\reg((I(H_1)^{(s)} + I(H_2)) : xy) + 2 \leq \reg(I(G)^{s-1}) + 2 = \reg(I(G)^s).
\]
Hence, it is enough to prove that
\[
\reg((I(H_1)^{(s)} + I(H_2)), xy) \leq \reg(I(G)^s).
\]
Let $H'_1$ be the graph obtained from $H_1$ by deleting the edge $xy$ and let $H'_2$ be the graph obtained from $H_2$ by adding the edge $xy$. Using Lemma 3.2, we have
\[
I(H_1)^{(s)} + I(H_2) + (xy) = I(H'_1)^{(s)} + I(H'_2).
\]
Since
\[
E(H'_1) \cap E(H'_2) = \emptyset \quad \text{and} \quad E(H'_1) \cup E(H'_2) = E(G),
\]
it follows from the induction hypothesis that
\[
\reg((I(H_1)^{(s)} + I(H_2)), xy) = \reg(I(H'_1)^{(s)} + I(H'_2)) \leq \reg(I(G)^s),
\]
and this completes the proof. □

We are now ready to prove the main result of this paper.

**Theorem 3.9.** Let $G$ be a unicyclic graph. Then for every integer $s \geq 1$, we have
\[
\reg(I(G)^{(s)}) = \reg(I(G)^s).
\]

**Proof.** If $G$ is a cycle, the assertion is known by [22, Theorem 5.9] and [8, Theorem 5.3]. Thus, assume that $G$ is not a cycle.

The inequality $\reg(I(G)^{(s)}) \leq \reg(I(G)^s)$ follows from Proposition 3.8 by substituting $H_1 = G$ and $H_2 = \emptyset$. To prove the reverse inequality, note that by [6, Corollary 4.12] and [2, Theorem 5.4], either $\reg(I(G)^s) = 2s + \nu(G) - 1$, or $\reg(I(G)^s) = 2s + \nu(G)$. We divide the remaining of the proof in two cases.

**Case 1.** Assume that $\reg(I(G)^s) = 2s + \nu(G) - 1$. Using [8, Theorem 4.6], we have
\[
2s + \nu(G) - 1 \leq \reg(I(G)^{(s)}) \leq \reg(I(G)^s) = 2s + \nu(G) - 1.
\]
Consequently, $\reg(I(G)^{(s)}) = \reg(I(G)^s)$.

**Case 2.** Assume that $\reg(I(G)^s) = 2s + \nu(G)$. Let $C$ be the unique cycle of $G$ and let $\ell$ denote the length of $C$. We know from [2, Theorem 5.4] that $\reg(I(G)) = \nu(G) + 2$ and it follows from [2, Corollary 3.9] that $\ell \equiv 2 \pmod{3}$ and there is a subset $\Gamma(G) \subseteq V(G) \setminus V(C)$ such that $C$ is a connected component of $G \setminus \Gamma(G)$, and
\[ \nu(G \setminus \Gamma(G)) = \nu(G). \] Since, \( \ell \equiv 2 \pmod{3} \) and \( G \neq C \), we have \( \nu(C) < \nu(G) \). In particular, \( G \setminus \Gamma(G) \) strictly contains \( C \). Therefore, \( G \setminus \Gamma(G) \) is the disjoint union of \( C \) and a forest, say \( H \). Hence,
\[ \nu(G) = \nu(G \setminus \Gamma(G)) = \nu(C) + \nu(H). \]
Since \( \ell \equiv 2 \pmod{3} \), using \cite{12} Theorem 7.6.28, we have \( \text{reg}(I(C)) = \nu(C) + 2 \). We also know from \cite{5} Theorems 4.7 that for every integer \( k \geq 1 \),
\[ \text{reg}(I(H)^k) = 2k + \nu(H) - 1. \]
Hence, it follows from \cite{8} Corollary 4.5 and \cite{11} Theorem 5.11 that
\[ \text{reg}(I(G)^{(s)}) \geq \text{reg}(I(G \setminus \Gamma(G))^{(s)}) \geq \text{reg}(I(C)) + \text{reg}(I(H)^{s}) - 1 \]
\[ = \nu(C) + 2 + 2s + \nu(H) - 1 - 1 = 2s + \nu(G) = \text{reg}(I(G)^{s}). \]
Thus, \( \text{reg}(I(G)^{(s)}) = \text{reg}(I(G)^{s}) \).
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