A Comprehensive Study of Galaxies at z ∼ 9–16 Found in the Early JWST Data: Ultraviolet Luminosity Functions and Cosmic Star Formation History at the Pre-reionization Epoch
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We conduct a comprehensive study on dropout galaxy candidates at z ∼ 9–16 using the first 90 arcmin2 James Webb Space Telescope (JWST) Near Infrared Camera images taken by the early release observations (ERO) and early release science programs. With the JWST simulation images, we find that a number of foreground interlopers are selected with a weak photo-μ determination (Δχ2 > 4). We thus carefully apply a secure photo-μ selection criterion (Δχ2 < 9) and conventional color criteria with confirmations of the ERO Near Infrared Spectrograph spectroscopic redshifts, and obtain a total of 23 dropout galaxies at z ∼ 9–16, including two candidates at zphot = 16.25 ± 0.24 and 16.41 ± 0.55. We perform thorough comparisons of dropout galaxies found in our work with recent JWST studies, and conclude that our galaxy sample is reliable enough for statistical analyses. We derive the UV luminosity functions at z ∼ 9–16, and confirm that our UV luminosity functions at z ∼ 9 and 12 agree with those determined by other Hubble Space Telescope and JWST studies. The cosmic star formation rate (SFR) density decreases from z ∼ 9 to 12, and perhaps to 16, but the densities at z ∼ 12–16 are higher than the constant star formation efficiency model. Interestingly, there are six bright galaxy candidates at z ∼ 10–16 with MUV < −19.5 mag and M⊙ < 109.5 M⊙. Because a majority (∼80%) of these galaxies show no signatures of active galactic nuclei in their morphologies, the high cosmic SFR densities and the existence of these UV-luminous galaxies are explained by the lack of suppression of star formation by the UV background radiation at the pre-reionization epoch and/or an efficient UV radiation production by a top-heavy initial mass function with Population III–like star formation.

Unified Astronomy Thesaurus concepts: Galaxy evolution (594); Galaxy formation (595); High-redshift galaxies (734)

1. Introduction

One of the most important goals in astronomy today is to understand galaxy formation from the birth stage to the current stage (Stark 2016; Dayal & Ferrara 2018; Ouchi et al. 2020; Robertson 2022). To accomplish the goal, observations for present galaxies to first galaxies are key to revealing the entire process of galaxy formation, while observations of early high-redshift galaxies, especially first galaxies, are missing (e.g., Zackrisson et al. 2011; Nakajima & Maiolino 2022).

Over the past 2–3 decades, large telescopes have driven observational studies of galaxy formation with millions of galaxies at a redshift up to z ∼ 10 since the start of deep-field imaging observations represented by the legendary Hubble Deep Field project with the Hubble Space Telescope (HST; Williams et al. 1996). To date, deep-field imaging observations have reached detection limits of ∼30 mag in the wavelength range of 0.4–1.6 μm with the HST Advanced Camera for Surveys (ACS) and the Wide Field Camera 3 (WFC3) instruments in the Hubble Ultra Deep Field (Beckwith et al. 2006); see Bouwens et al. 2021 and references therein with the moderately deep ultraviolet (UV) extension, UVUDF (0.2–0.4 μm; Windhorst et al. 2011; Teplitz et al. 2013). Albeit with shallower detection limits of ∼26–29 mag, the HST Great Observatories Origins Deep Survey, the Cosmological Evolution Survey (COSMOS), the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (CANDELS), and the associated parallel-field programs have covered a total area of square degrees in the blank fields (Giavalisco et al. 2004; Scoville et al. 2007; Grogin et al. 2011; Koekemoer et al. 2011). Complementary ground-based observations of the Subaru Hyper Suprime-Cam survey have completed optical imaging covering ∼1000 deg2 with a ∼26 mag depth (Aihara et al. 2022; see also Harikane et al. 2022b), while the ground-based near-infrared (1–2 μm) and Spitzer Space Telescope imaging (3–8 μm) are limited to a total of few square degrees with similar or moderate depths of ∼25–26 mag. Beyond deep imaging in blank fields, the HST programs, the Hubble Frontier Fields (HFF) and the Reionization Lensing Cluster Survey (REILCS), target 6 and 41 massive clusters, respectively, with depths of ∼26–29 mag to study faint high-redshift galaxies behind the clusters, exploiting gravitational lensing.
magnification (Lotz et al. 2017; Coe et al. 2019). These deep imaging data provide more than 4 million photometrically selected dropout galaxies at z ~ 4–10 (Bouwens et al. 2021; Harikane et al. 2022b) and up to z ~ 13 (Harikane et al. 2022a). Albeit with very small high-redshift galaxy samples, spectroscopic observations confirm galaxies up to z ~ 9.1 with the Atacama Large Millimeter/submillimeter Array (ALMA; Hashimoto et al. 2018) and z ~ 11.0 by HST/WFC3 grism and Keck Multi-Object Spectrometer For Infra-Red Exploration (MOSFIRE) spectroscopy (Oesch et al. 2016; Jiang et al. 2021). Star formation in even higher redshift (z ~ 14) is discussed based on Balmer-break galaxy candidates at z ~ 6 (Mawatari et al. 2020a).

With the galaxy samples photometrically selected in the restframe UV wavelengths, a number of studies have derived restframe UV luminosity functions reaching up to z ~ 10–13. The UV luminosity functions show the redshift evolution from z ~ 3 to 10 with a decrease in the normalization φ and an increase in the faint-end slope α, and no evolution of characteristic luminosity L* on the basis of the Schechter function parameterization (Bouwens et al. 2015, 2021; Finkelstein et al. 2015a; Ishigaki et al. 2018). At z ~ 4 and above, there are claims that the bright end of the UV luminosity function is explained with the double-power-law function, but not with the Schechter function, due to the excessive number of bright galaxies (Bowler et al. 2014, 2020; Ono et al. 2018; Stevans et al. 2018; Harikane et al. 2022b). Such bright galaxy population includes galaxies with spectroscopic redshifts at z ~ 10 (Oesch et al. 2016; Jiang et al. 2021) and perhaps galaxy candidates at z ~ 13 (Harikane et al. 2022a), while it is not clearly concluded with sufficient statistical accuracy and spectroscopic confirmations (e.g., Stefanon et al. 2019; Bowler et al. 2020; Rojas-Ruiz et al. 2020).

Over cosmological volumes, the redshift evolution of the cosmic star formation rate (SFR) density is revealed by the UV luminosity function measurements and shows a monotonic decrease from z ~ 3 to z ~ 10 with a small contribution of dusty starbursts at z ~ 6 (e.g., Barrufet et al. 2022; Bouwens et al. 2022a). The UV luminosity function measurements provide the physical picture of galaxy formation over the redshift range of z ~ 0–10, tying galaxies and dark matter halos via abundance-matching techniques (e.g., Behroozi et al. 2013, 2019; Moster et al. 2013, 2018; Finkelstein et al. 2015b). There is an increasing trend of the stellar-to-halo mass ratio toward high redshift for a given halo mass (e.g., Behroozi et al. 2013, 2019; Harikane et al. 2016, 2018), which is consistent with the original idea of the galaxy formation downsizing picture (Cowie et al. 1988). The galaxy–dark matter halo connection probed by the clustering analysis indicates that the star formation efficiency, defined by the ratio of the SFR to the dark matter accretion rate, SFR/M_h, is almost constant across redshift values of z ~ 2–7 given the dark matter halo mass (Harikane et al. 2018, 2022b), and the constant star formation efficiency model can reproduce the evolutionary trend of the cosmic SFR density (e.g., Bouché et al. 2010; Mason et al. 2015; Harikane et al. 2018, 2022b; Tacchella et al. 2018).

The UV luminosity function measurements, especially at the faint end, are clue to understanding galaxy formation (Yue et al. 2016) as well as cosmic reionization (Robertson 2022), where abundant faint star-forming galaxies are thought to be sources of cosmic reionization. The faint-end (z ~ 6–10) is probed with galaxies behind massive clusters, e.g., with HFF data, via gravitational lensing magnification (Atek et al. 2015, 2018; Ishigaki et al. 2015, 2018; Laporte et al. 2016; Livermore et al. 2017; Oesch et al. 2018), while the faint-end slopes and luminosity function turnovers are poorly constrained due to the limited statistics and lensing magnification systematics (Bouwens et al. 2017, 2022a; Kawamata et al. 2018; Yang et al. 2022).

The James Webb Space Telescope (JWST) was launched in the end of 2021 and started its operation in early 2022. The first data sets of JWST were released on 2022 July 12, taken by the early release observations (ERO), whose targets include a massive cluster SMACS J0723.3-7327 (SMACS J0723, z ~ 0.39) and Stephan’s Quintet. The ERO imaging data taken with the NIRCam (Rieke et al. 2005) are deep enough to detect high-redshift galaxies with depths of ~30 mag, and multiband data covering ≥2 μm wavelengths allow us to detect galaxies at a previously unreachable redshift range of up to z ~ 20. Rest-frame optical emission at z ~ 10 is redshifted to the mid-infrared bands and can be covered with the Mid-Infrared Instrument (MIRI; Bouchet et al. 2015). The ERO spectroscopic data of the NIRSpec (Jakobsen et al. 2022) taken in the multiobject spectroscopy mode confirmed galaxies up to z = 8.5 with rest-frame optical lines in the 2–5 μm wavelengths. The Near Infrared Imager and Slitless Spectrograph (NIRISS; Doyon et al. 2012) supplements spectroscopic redshift determinations in the wavelength range of ~1–2 μm. All of these data sets are revolutionizing galaxy formation studies. The JWST observatory subsequently releases the director’s discretionary early release science (ERS) data, which include NIRCam, NIRSpec, and NIRISS data taken by the ERS programs of the Cosmic Evolution Early Release Science (CEERS; Finkelstein et al. 2017, 2022c) and GLASS JWST Early Release Science (GLASS; Treu et al. 2022). Further releases will deliver data of Cycle 1 observations that include the Public Release Imaging for Extragalactic Research (PRIMER; Dunlop et al. 2021), the Ultra-deep NIRCam and NIRSpec Observations Before the Epoch of Reionization (UNCOVER; Labbé et al. 2021), and COSMOS-Webb (Kartaltepe et al. 2021) once the observations are completed. Programs of guaranteed-time observations (GTO), such as the JWST Advanced Deep Extragalactic Survey (JADES; Bunker et al. 2020), will be also completed in the early years.

This is a great development of observational astronomy, presenting the unprecedentedly deep and high-quality data covering the infrared band (>2 μm). In fact, after the releases of the ERO and ERS data sets, we find an explosive progress of galaxy formation studies. The mass models of the ERO target cluster, SMACS J0723, are improved with the NIRCam imaging and NIRSpec spectroscopic data (Caminha et al. 2022; Mahler et al. 2022; Pascale et al. 2022). High-redshift galaxies are searched in the ERO SMACS J0723 and ERS CEERS and GLASS fields, and are identified at z ~ 9–20 (Adams et al. 2023; Atek et al. 2023; Castellano et al. 2022; Donnan et al. 2023; Finkelstein et al. 2022b; Leethochawalit et al. 2022; Morishita & Stiavelli 2022; Naidu et al. 2022b; Yan et al. 2023). The morphological properties are investigated with the NIRCam images of the ERO SMACS J0723 and the CEERS observations via the comparisons of HST images for galaxies at z ~ 3–6 (Ferreira et al. 2022) and the rest-frame optical and near-infrared bands for galaxies at z ~ 1–2 (Suess et al. 2022), respectively. The infrared photometric properties
of galaxies at \( z \approx 1-2 \) are studied with the NIRCam and MIRI images of the ERO SMACS J0723 observations in conjunction with the ALMA archival data (Cheng et al. 2022). The ERO NIRSpect observations in SMACS J0723 provide high-quality spectra that allow us to identify 10 galaxies at \( z = 1.2-8.5 \), 3 of which reside at \( z = 7.7-8.5 \) (Carnall et al. 2023), and to characterize the interstellar medium of the galaxies (Schaafer et al. 2022; Curti et al. 2023). NIRISS spectroscopic data complements the NIRSpect observations and provide a spectroscopic sample of \( z \approx 1-8 \) galaxies (Boyett et al. 2022; Roberts-Borsani et al. 2022; Wang et al. 2022; Marchesini et al. 2023). More JWST results for galaxy formation are being actively reported.

In this paper, we present a comprehensive study on high-redshift galaxies using the first JWST/NIRCam data sets taken by the ERO and ERS programs. The deep infrared imaging data taken with NIRCam allow us to search for galaxies at \( z \gtrsim 9 \) and to constrain the UV luminosity function and the cosmic SFR density in the universe 600 Myr after the Big Bang. We will also perform thorough comparisons of galaxies found in our work and recent JWST studies.

This paper is organized as follows. Section 2 presents the JWST observational data sets used in this study. Section 3 explains our sample selection and galaxy photometry catalog. In Section 4, we describe the mass model for the lensing cluster. We show our main results of UV luminosity functions and cosmic SFR densities of early galaxies in Section 6. Section 7 summarizes our findings. Throughout this paper, we use the Planck cosmological parameter sets of the TT, TE, EE+lowP+lensing +BAO result (Planck Collaboration et al. 2020): \( \Omega_m = 0.3111 \), \( \Omega_b = 0.0489 \), \( h = 0.6766 \), and \( s_8 = 0.8102 \). All magnitudes are in the AB system (Oke & Gunn 1983).

2. Observational Data Set

2.1. JWST/NIRCam Data

We use four JWST NIRCams data sets obtained in the ERO and ERS programs, ERO SMACS J0723, ERO Stephan’s Quintet, ERS CEERS, and ERS GLASS (Table 1). The total area is \( 
\approx 90 \) arcmin\(^2\). We retrieved raw data (\(_{uncal}.fits\)) from the Mikulski Archive for Space Telescopes archive and reduced the data using the JWST pipeline version 1.6.3 development version (1.6.3.dev34+g6889f49, almost the same as 1.7.0). We use the Calibration Reference Data System context file of jwst_0995.pmap released in October, whose calibration values were derived using calibration observations of three different standard stars placed in all of the 10 NIRCam detectors. These new flux calibrations were verified using imaging of the globular cluster M92 (Boyer et al. 2022). In addition to the standard reduction, we added some processes to obtain better reduced images as follows. Before the Stage 2 calibration, we subtracted stray-light features called “wisps” by using a script provided by the NIRCam team, and removed striping by using a script provided in the CEERS team (Bagley et al. 2022a). We ran the SkyMatch step individually on each frame of Stage 2 calibrated data before Stage 3 calibration, following a suggestion by the CEERS team (Bagley et al. 2022a). The images were pixel-aligned with a pixel scale of 0\( ^\prime\)015 pixel\(^{-1}\), except for ones in the Stephan’s Quintet field with a scale of 0\( ^\prime\)03 pixel\(^{-1}\) to reduce image sizes. Because the pipeline-processed images still showed a gradient of the sky background, we further subtracted the sky background using SExtractor (Bertin & Arnouts 1996). The intracluster light around the cluster center of SMACS J0723 is also removed in this process, although more sophisticated processes are sometimes employed (e.g., Livermore et al. 2017; Pagul et al. 2021).

Note that our galaxy samples are not severely affected by systematics due to the intracluster light removal, because as shown in Section 3.5, the only candidate selected in the SMACS J0723 field, SM-z12-1, is located in the parallel field. The results of luminosity functions do not change beyond the errors if we remove the data point estimated with the SMACS J0723 data. Finally, we corrected for an astrometric offset between each detector and band using IRAF tasks geotran and geo2map. To check the reliability of the flux calibration, we compare our measured magnitudes in the JWST images with those in the HST and Spitzer images. As shown in Figure 1, the measured fluxes are almost consistent with those in the HST and Spitzer images, indicating that the flux is reasonably calibrated.

The limiting magnitudes were measured in 0\( ^\prime\)1, 0\( ^\prime\)2, and 0\( ^\prime\)3 diameter circular apertures by randomly placing apertures in sky areas using Python packages ASTROPY/PHOTUTILS. Sky areas were defined as pixels without objects detected by SExtractor. We measured the limiting magnitudes in bins of

| Field                              | Area (arcmin\(^2\)) | F090W | F115W | F150W | F200W | F277W | F356W | F410M | F444W |
|------------------------------------|---------------------|-------|-------|-------|-------|-------|-------|-------|-------|
| SMACS J0723                        | 11.0                | 29.4  | ...   | 29.4  | 29.6  | 29.8  | 29.9  | ...   | 29.6  |
| GLASS                              | 6.8                 | 29.5  | 29.6  | 29.4  | 29.6  | 29.6  | 29.9  | ...   | 29.6  |
| CEERS1                             | 8.4                 | ...   | 29.3  | 29.1  | 29.3  | 29.5  | 29.7  | 28.9  | 29.1  |
| CEERS2                             | 8.5                 | ...   | 29.3  | 29.0  | 29.7  | 29.5  | 29.6  | 28.9  | 29.4  |
| CEERS3                             | 8.4                 | ...   | 29.4  | 29.2  | 29.4  | 29.6  | 29.7  | 29.0  | 29.2  |
| CEERS6                             | 8.4                 | ...   | 29.4  | 29.1  | 29.3  | 29.5  | 29.7  | 29.0  | 29.2  |
| Stephan’s Quintet                  | 37.2                | 27.7  | ...   | 27.9  | 28.1  | 28.8  | 28.9  | ...   | 28.6  |
| PSF FWHM                           | 0\(^\prime\)06      | 0\(^\prime\)07 | 0\(^\prime\)07 | 0\(^\prime\)08 | 0\(^\prime\)13 | 0\(^\prime\)14 | 0\(^\prime\)16 | 0\(^\prime\)16 |

Note. Columns: (1) Field. (2) Effective area in arcmin\(^2\). (3)–(12) Typical limiting magnitudes that correspond to 5\( \sigma \) variations in the sky flux measured with a circular aperture of 0\( ^\prime\)2 in diameter in the deepest region.

https://jwst-docs.stsci.edu/jwst-near-infrared-camera/nircam-features-and-caveats/nircam-claws-and-wisps

https://ceers.github.io/releases.html#sdr1
the weight values to take the inhomogeneity of the depth into account. Using the weight map, we masked some regions around the edge of the detectors whose exposure time is short. We also measured the FWHM of the point-spread function (PSF) in each image by selecting stellar objects in the magnitude–FWHM diagram. The measured limiting magnitudes in a 0′′2 diameter circular aperture, effective areas, and typical FWHMs of the PSFs are presented in Table 1. Here the effective area is defined as an area that is observed with all available bands before the foreground removal. The effect of the foreground will be taken into account in the completeness estimate (Section 5.1). In the following sections we detail our observational data set in each field.

2.1.1. ERO: SMACS J0723

A massive galaxy cluster at $z = 0.39$, SMACS J0723, was deeply observed with NIRCam, NIRSpec, MIRISS, and MIRI in the ERO (ERO-2736). The NIRCam images were taken in the six bands of F090W, F150W, F200W, F277W, F356W, and F444W, covering 11.0 arcmin$^2$. The exposure time in each filter is $\sim$1500 s, and the 5$\sigma$ limiting magnitude in the F356W band is 29.9 mag.

2.1.2. ERO: Stephan’s Quintet

Stephan’s Quintet, a group of five local galaxies, was observed with NIRCam and MIRI in the ERO (ERO-2732). The NIRCam images were taken in the six bands of F090W, F150W, F200W, F277W, F356W, and F444W, covering 42 arcmin$^2$. We have masked central regions of the field that is affected by the five local galaxies in Stephan’s Quintet, resulting in an effective area of 37.2 arcmin$^2$, corresponding to $\sim$4 NIRCam pointings. The exposure time in each filter is roughly $\sim1200$ s, and the 5$\sigma$ limiting magnitude in the F356W band is 28.9 mag.

2.1.3. ERS: CEERS

A part of the HST/CANDELS Extended Groth Strip (EGS) field is observed with JWST in the CEERS survey (ERS-1345; Finkelstein et al. 2017, 2022c). We use four pointing data sets of NIRCam obtained in 2022 June with the seven bands of F115W, F150W, F200W, F277W, F356W, F410M, and F444W, covering a total of 33 arcmin$^2$. The exposure time in each filter is $\sim$2800–6200 s, and the 5$\sigma$ limiting magnitude in the F356W band is 29.7 mag. As the exposure times are not uniform across the four NIRCam pointings, we separately analyze the four pointing data.

2.1.4. ERS: GLASS

A massive galaxy cluster, A2744, was observed with JWST in the ERS program of Through the Looking GLASS (ERS-1324; Treu et al. 2017, 2022). Deep NIRCam images were taken in 2022 June in a parallel mode of NIRISS observations targeting the center of the cluster, in seven bands F090W, F115W, F150W, F200W, F277W, F356W, and F444W, covering 6.8 arcmin$^2$. The exposure time in each filter is $\sim$5600–23,000 s, and the 5$\sigma$ limiting magnitude in the F356W band is 29.9 mag. The lensing magnification is negligible in the field of the NIRCam observations that is $\sim$5′ away from the cluster center of A2744.

2.2. JWST/NIRSpec

We use publicly available data from the ERO NIRSpec observations targeting the field of the SMACS J0723 cluster (ERO-2736). The NIRSpec observations consist of two pointings with the same multi-shutter array (MSA) configuration. NIRSpec observations were carried out by using the disperser-filter combinations of G235M/F170LP and G395M/F290LP, which cover the wavelength range from 1.66 to 5.16 μm with a spectral resolution of $R \sim 1000$. The total exposure time of the two individual pointings is 8840 s for each grating. The NIRSpec observations have taken spectra for a total of 35 objects, 3 of which, s04590 (\(z_{\text{spec}} = 8.495\)), s06355 (\(z_{\text{spec}} = 7.664\)), and s10612 (\(z_{\text{spec}} = 7.659\)), are securely identified at $z > 7$ whose dropouts can be covered with the NIRCam F090W band. See Nakajima et al. (2023) for details on the reduction and analysis of the NIRSpec data.

2.3. HST/ACS and WFC3

HST multiband images are available in the fields of SMACS J0723 and CEERS (EGS). We downloaded HST ACS and WFC3 images in the SMACS J0723 and CEERS fields from the websites of RELICS (Coe et al. 2019) and CEERS12 respectively. We found a small offset ($\sim0′′2$) of the WCS between the JWST and HST images. In this paper we use coordinates of the JWST images.

3. Photometric Catalog and Sample Selection

3.1. Photometric Catalog

We construct multiband source catalogs from the JWST data to select the F115W, F150W, and F200W-dropout galaxies. We use SWARP (Bertin et al. 2002) to produce our detection image that is a weighted mean image of the bands redder than the Lyman break in each dropout selection (i.e., F150W, F200W, F277W, F356W, F410M, and F444W for the F115W-dropout selection, F200W, F277W, F356W, F410M, and F444W for the F150W-dropout selection, and F277W, F356W, F410M, and F444W for the F200W-dropout selection). To measure object colors, we match the image PSFs to the F444W-band images whose typical FWHM of the PSF is $\approx0′′16$, the largest of the NIRCam multiband images.

---

10 https://archive.stsci.edu/prepds/relics/#dataaccess

11 https://ceers.github.io/releases.html/#hdr1
We perform source detection and photometry with {SExtractor} (version 2.5.0; Bertin & Arnouts 1996). We found that the photometry with {SExtractor} {MAG.AUTO} performs better as a total magnitude than that with photutils {iso_photal_flux}, which is one of the outputs of the JWST calibration pipeline, using CEERS-simulated images with a mock galaxy catalog created with the Santa Cruz Semi-Analytic Model (Somerville et al. 2021; Yung et al. 2022).\footnote{https://ceers.github.io/releases.html#sdr1} We run {SExtractor} in the dual-image mode for each image with its detection image, having the parameter set as follows: DETECT_MINAREA = 5, DETECT_THRESH = 3.0, ANALYSIS_THRESH = 3.0, DEBLEND_NTHRESH = 32, and DEBLEND_MINCOUNT = 0.005. The total number of the objects detected is ∼250,000. We measure the object colors with the {MAG.APER} magnitudes defined in a 0.3 diameter circular aperture in the PSF-matched images. Source detections are evaluated with 0.1 and/or 0.2 diameter circular apertures in the original (not PSF-matched) images. The total magnitudes are estimated from the 0.3 diameter aperture magnitudes with the aperture correction. The value of the aperture correction is defined as the difference between the {MAG.AUTO} magnitude and the 0.3 diameter aperture magnitude in an image of the weighted mean of the PSF-matched images whose wavelengths are longer than the Lyman break (i.e., F150W, F200W, F277W, F356W, F410M, and F444W for the F115W-dropout selection, F200W, F277W, F356W, F410M, and F444W for the F150W-dropout selection, and F277W, F356W, F410M, and F444W for the F200W-dropout selection). Furthermore, we correct for a small offset (∼0.1 mag) between the measurement of {MAG.AUTO} and the true total magnitude due to the wing of the PSF not captured with {MAG.AUTO} (see Sections 2.2 and 2.5.1 in Finkelstein et al. 2022a). We measure this offset by randomly inserting mock galaxy images in the real images, and measure the magnitudes using {SExtractor} in a similar manner as the completeness simulation described later in Section 5.1. To account for systematic uncertainties of the flux measurements (e.g., zero-point correction), we include a 10% error floor on all measured fluxes. Finally we correct for the galactic extinction using Schlegel et al. (1998) and Schlafly & Finkbeiner (2011) and make final photometric catalogs.

3.2. Dropout Selection

From the photometric catalogs constructed in Section 3.1, we construct z∼9–16 dropout galaxy catalogs based on the Lyman break color selection technique (e.g., Steidel et al. 1996; Giavalisco 2002). As shown in Figure 2, galaxy candidates at z∼9, 12, and 16 can be selected by the F115W, F150W, and F200W-dropout selections, respectively.

First, to identify secure sources, we select sources whose signal-to-noise ratios (S/Ns) in a 0.5 diameter circular aperture are higher than 5 in the detection images. We also require sources to be detected at >3.5σ levels in at least two bands redder than the Lyman break. We then select dropout galaxy candidates by using their broadband spectral energy distribution (SED) colors. We adopt the following color criteria: F115W dropout (z∼9):

(F115W − F150W > 1.0) ∧ , \hspace{1cm} (1)
(F150W − F277W < 1.0) ∧ , \hspace{1cm} (2)
(F115W − F150W > (F150W − F277W) + 1.0); \hspace{1cm} (3)

F150W dropout (z∼12):

(F150W − F200W > 1.0) ∧ , \hspace{1cm} (4)
(F200W − F356W < 1.0) ∧ , \hspace{1cm} (5)
(F150W − F200W > (F200W − F356W) + 1.0); \hspace{1cm} (6)

F200W dropout (z∼16):

(F200W − F277W > 1.0) ∧ , \hspace{1cm} (7)
(F277W − F444W < 1.0) ∧ , \hspace{1cm} (8)
(F200W − F277W > 1.5(F277W − F444W) + 1.0). \hspace{1cm} (9)

We select sources with prominent breaks with the criteria of Equations (1), (4), and (7), and measure the slope of the continuum and remove red interlopers with Equations (2)–(3),
To measure the slope of the continuum, we use the bands that have a large wavelength difference as much as possible, while not biting the Balmer break in the redder band. To remove foreground interlopers, we exclude sources with continuum detections at >2σ levels in the 0′′1 or 0′′2 diameter apertures in bands bluer than the Lyman break, i.e., the F090W band for the F115W dropouts, F090W and F115W bands for the F150W dropouts, and F090W, F115W, and F150W bands for the F200W dropouts. To select reliable candidates, we restrict our dropout selections in fields where bands bluer than the Lyman break are available; the F115W- and F150W bands for the F200W dropouts. To select reliable candidates, we restrict our dropout selections in fields where bands bluer than the Lyman break are available; the F115W-dropout selection is only performed in the GLASS field. We also apply a criterion of a SExtractor stellarity parameter, CLASS_STAR, of <0.9, to remove stellar contaminants. Finally, we visually inspect images of the selected sources to remove spurious sources or sources affected by nearby bright objects and diffraction spikes of bright stars. We removed about half of the selected objects in this process. We also visually inspect HST images of the selected sources in the SMACS J0723 and CEERS fields to check whether the source is consistent with being a high-redshift galaxy, although the HST images are typically ~1–2 mag shallower than the JWST images in these fields.

### 3.3. Spectral Energy Distribution Fitting

To further remove low-redshift interlopers, we perform galaxy SED fitting with the flexible Bayesian inference code PROSPECTOR (Johnson et al. 2021) and derive the photometric redshift. Model spectra are derived from Flexible Stellar Population Synthesis (Conroy et al. 2009; Conroy & Gunn 2010) package with the modules for Experiments in Stellar Astrophysics Isochrones and Stellar Tracks (MIST; Choi et al. 2016). The boost of ionizing flux production of massive stars are included in the MIST isochrones (Choi et al. 2017). Here we assume the stellar initial mass function (IMF) determined by Chabrier (2003), the Calzetti et al. (2000) dust extinction law, and the intergalactic medium (IGM) attenuation model by Madau (1995). Note that the choice of the IGM attenuation model does not affect our galaxy selection at z ~ 9–16 because flux bluer than the Lyα break is almost entirely absorbed by the highly neutral IGM at these redshifts regardless of the choice of the IGM attenuation model. The Lyα emission line is also masked considering the high IGM neutral fraction at these redshifts. We adopt a flexible star formation history with five bins that are spaced equally in logarithmic times between 0 Myr and a look-back time that corresponds to z = 50, where the SFR within each bin is constant. We change the redshift, optical depth in the V band, star formation history, and total stellar mass as free parameters, while fix the metallicity to Z = 0.2 Z⊙. We assume a continuity prior for the star formation history, and flat priors for other parameters in the range 0 < z < 20, 0 < τν < 2, and 6 < log(M0/M⊙) < 12. We search for the best-fit model to the observed photometry with the Markov Chain Monte Carlo (MCMC) method by using EMCEE (Foreman-Mackey et al. 2013).

Based on the results of the SED fitting, we select objects whose high-redshift solution is more likely than the low-redshift one, by using Δχ², which is defined as the difference between the χ² values of the best high-redshift solution and the lower-redshift solution, Δχ²(fl) = χ²(fl,low) − χ²(fl,high). Previous studies use a criterion of Δχ² > 4.0, corresponding to a 2σ level (e.g., Bowler et al. 2020; Donnan et al. 2023; Finkelstein et al. 2022b; Harikane et al. 2022a). However, given the small number of the available JWST bands that are bluer than the Lyman break and the expected small number density of z > 9 galaxies, it is possible that this criterion is not sufficient to remove low-redshift interlopers. To determine the threshold value for Δχ², we use the CEERS-simulated IRCam images. In the CEERS-simulated images, mock galaxies at z = 0–10 in Yung et al. (2019, 2022) are inserted using the JWST data simulator MIRAGE (Hilbert et al. 2019). We measure fluxes of mock galaxies in each band in the same manner as our real dropout galaxy selection (Section 3.1) and conduct the SED fitting using PROSPECTOR. As shown in Figure 3, at least eight sources at zspec ~ 3–4 in the simulations have the best photometric redshifts of Δχ² ~ 12–15 and Δχ² ~ 4–9, indicating that the criterion of Δχ² > 4 is not sufficient to remove low-redshift interlopers. Thus in this study, we instead adopt a strict screening criterion of Δχ² > 9.0, which can remove these interlopers. The inclusion of this strict criterion does not introduce a bias with respect to a color of the UV continuum for bright galaxies, because the strength of the break is the most important factor to determine the Δχ² value. For faint galaxies, about 40% of them at z ~ 29–30 mag will be missed due to the inclusion of this criterion, and this effect is taken into account for the completeness estimate in Section 5.1.

### 3.4. Comparisons with Spectroscopic Redshifts

To test the reliability of our galaxy selections and SED fitting, we compare our photometric redshift estimates with the spectroscopic results obtained in the NIRSpec observations (Section 2.2). As there are currently no z > 9 source spectroscopically confirmed with NIRSpec in the fields used in this study, we focus on the three galaxies at z > 7, s04590 (zspec = 8.495), s06355 (zspec = 7.664), and s10612 (zspec = 7.659). We measure the fluxes of the three galaxies in the NIRCam images and estimate the photometric redshifts using PROSPECTOR, in the same manner as our dropout galaxies. Figures 4 and 5 present results of the SED fitting and comparison with the spectroscopic redshifts. We found that the estimated photometric redshifts agree well with the spectroscopic redshifts within ~σ uncertainties, indicating that our SED fitting works well to estimate the redshift from the NIRCam photometry.

### 3.5. Final Sample

Finally we select 13, 8, and 2 dropout galaxy candidates at z ~ 9, 12, and 16, respectively (Table 2). The photometric redshifts range from z ~ 8.7 to 16.4, demonstrating the power of JWST exploring the early universe (Figure 6). Examples of the snapshots and SEDs of the selected galaxies at z ~ 9, 12, and 16 are presented in Figures 7 and 8. These sources show a sharp discontinuity around the Lyman break band, a flat or blue continuum, and nondetection in the blue bands than the break, all of which are consistent with a high-redshift galaxy. The photometric properties of our galaxy candidates are summarized in Tables 3–5. Note that no objects appear in more than one final dropout sample.

To investigate the morphological properties of our galaxy candidates, we fit our galaxy candidates with the Sérsic profile using GALFIT (Peng et al. 2010). We find that some bright candidates, i.e., GL-z9-1, GL-z12-1, CR2-z12-1, CR-z16-1,
and S5-z16-1, are clearly more extended than the PSF, although GL-z12-1 is compact compared to other candidates, implying potential active galactic nucleus (AGN) activity. We stack images of other faint candidates at each redshift and find that the stacked images also show extended profiles with respect to the PSF. We thus conclude that stellar contamination is negligible. Details of the morphological properties of our candidates are presented in Ono et al. (2022).

One of the highest-redshift source candidates in our catalogs is CR2-z16-1 at $z = 16.25^{+0.24}_{-0.46}$ in the CEERS2 field. As discussed later in Section 3.6.6, CR2-z16-1 is first identified as a $z = 16.4$ source (ID 93116) in Donnan et al. (2023). As shown in the middle panel of Figure 8, our measured fluxes are almost consistent with those presented in Naidu et al. (2022a) and Finkelstein et al. (2022c), while fluxes in Donnan et al. (2023) are systematically fainter than our measurements, probably because Donnan et al. (2023) assume the PSF for the aperture correction. The colors measured in these three studies (this study, Donnan et al. 2023; Naidu et al. 2022a; and Finkelstein et al. 2022c) consistently show a clear break around

![Figure 3. Examples of mock galaxies whose true redshifts are $z_{\text{true}} \sim 3$ but selected as F150W-dropout galaxies at $z_{\text{phot}} \sim 12–15$ identified in the simulated NIRCam images. For each object, the top left panel shows the $155 \times 155$ snapshots in NIRCam bands with a 3 pixel smoothing whose band names are indicated with the red labels. The bottom left panel presents the SED of the object. The red symbols with error bars are the measured magnitudes or $2\sigma$ upper limits, and the blue curve shows the best-fit model. The true and estimated redshifts with $2\sigma$ errors are indicated with the black and blue texts, respectively. The $\chi^2$ value is shown in the right panel as a function of the redshift. The black curve is the true SEDs at $z \sim 3$, while the blue curve denotes $\chi^2$ values of our SED fitting for our photometric redshift determination. These objects meet the weak photometric redshift criterion of $\Delta \chi^2 > 4$, but do not meet our strict criterion of $\Delta \chi^2 > 9$, where $\Delta \chi^2$ is the $\chi^2$ difference between the best high-redshift solution and a lower-redshift solution, $\Delta \chi^2 = \chi^2(\text{z}_{\text{low}}) - \chi^2(\text{z}_{\text{high}})$. See the text for details.](image)
the F200W band, consistent with a $z = 16.3$ galaxy, although there are some discussions about a possible solution of a dusty line emitter at $z \sim 5$ (Naidu et al. 2022a; Zavala et al. 2023). Although the NIRSpec spectroscopy is required to conclude the redshift of CR2-z16-1, we include this source as a F200W-dropout galaxy candidate.

The other candidate at $z \sim 17$ is S5-z16-1 at $z = 16.41^{+0.66}_{-0.55}$ identified in the Stephan’s Quintet field. Although this source is located in a region whose exposure time is relatively short compared to the central region of the field, our position-dependent estimates of flux uncertainties indicate that the source detection, color, and nondetections are robust against the uncertainties. An emission line feature is detected with ALMA in S5-z16-1 (Fujimoto et al. 2022), which would be interpreted as either [O III]52 $\mu$m at $z = 16.01$ or [C II]158 $\mu$m at $z = 4.61$. We include this possible candidate in the luminosity function calculation, although the luminosity is remarkably high compared to our expectations at this high redshift.

### 3.6. Comparison with Previous Studies

Some other studies identified galaxy candidates at $z > 9$ using the JWST NIRCam ERO and/or ERS data sets. Here we review these studies and compare their samples with our galaxy samples. Tables 3–5 summarize properties of other possible candidates that were selected in other studies but did not meet our selection criteria. These comparisons were conducted on 2022 November 20, and we clarify the version of the paper we compared in the following sections.

#### 3.6.1. Naidu et al. (2022b)

Using the ERS CEERS and GLASS data sets, Naidu et al. (2022b) found two bright galaxy candidates at $z \sim 10$ and 12, GLASS-z10 and GLASS-z12, which correspond to GL-z9-1 and GL-z12-1 in our sample, respectively. Their estimates of the photometric redshifts ($z = 10.35^{+0.13}_{-0.08}$ and $z = 12.38^{+0.13}_{-0.27}$ for GL-z10-1 and GL-z12-1, respectively, with PROSPECTOR, from the ApJL published version) are consistent with our estimates ($z = 10.49^{+0.53}_{-0.72}$ and $z = 12.28^{+0.08}_{-0.07}$).

#### 3.6.2. Castellano et al. (2022)

Castellano et al. (2022) identified seven galaxy candidates at $z \sim 9$ with the color selection using the ERS GLASS data set. Among the six candidates from the version published in The Astrophysical Journal Letters, three candidates, GHZ1, GHZ2, and GHZ4, are selected in our selection. GHZ1 (GHZ2) is GL-z9-1 (GL-z13-1) in our sample, and their photometric redshift, $z = 10.53^{+0.42}_{-0.39}$ ($z = 12.11^{+0.42}_{-0.38}$) is comparable with our estimates. GHZ4 was identified in our selection as GL-z9-2, and their photometric redshift ($z = 9.93^{+0.08}_{-0.07}$) agrees with our estimate ($z = 10.46^{+0.45}_{-0.99}$). The other three candidates, GHZ3, GHZ5, and GHZ6, did not meet our selection criteria, due to a
possible detection in the F090W band or $\Delta \chi^2 < 9$, although GHZ3 and GHZ5 were also reported to have low-redshift solutions in Castellano et al. (2022).

3.6.3. Leethochawalit et al. (2022)

Leethochawalit et al. (2022) studied photometric properties of galaxies at $7 < z < 9$ using the ERS GLASS data set. We
refer to manuscript version 2, which was submitted to arXiv on October 4. As their galaxies are identified from the F090W-dropout selection, we do not expect significant overlap between their galaxy sample and ours.

### 3.6.4. Adams et al. (2023)

Adams et al. (2023) identified four galaxy candidates at $9 < z < 12$ in the ERO data set taken in the SMACS J0723 field. We refer to manuscript version 2, which was submitted to arXiv on August 9. As three of them are expected to be at $z < 10$, it is reasonable that they are not identified in our F150W-dropout selection ($z \sim 12$). The other source (ID 10234) is estimated to be at $z = 11.42$, around the edge of our redshift selection window (see Figure 9), and not selected in our study due to its insufficient F150W – F200W color and a possible detection in the F090W band.

### 3.6.5. Atek et al. (2023)

Using the ERO data set in the SMACS J0723 field, Atek et al. (2023) selected 10 galaxy candidates at $10 < z < 16$. We refer to manuscript version 2, which was submitted to arXiv on October 31. Among them, four candidates, SMACS_z12a, SMAC_z12b, SMACS_z16a, and SMACS_z16b, have photometric redshifts of $z > 12$ and are expected to be overlapped in our galaxy catalogs. However, none of them are selected as high-redshift galaxy candidates in our study, due to their insufficient colors or $\Delta \chi^2 < 9$.

### 3.6.6. Donnan et al. (2023)

Donnan et al. (2023) selected 45 galaxies at $z > 8.5$ using the ERO SMACS J0723 and ERS GLASS and CEERS data sets. We refer to manuscript version 2, which was submitted to arXiv on October 22. Among the 45 galaxies, 3 galaxies (IDs 1698, 6415, and 17487) are identified in the GLASS data set and are also selected in this study as GL-z9-1, GL-z9-4, and GL-z12-1, respectively. Their photometric redshifts ($z = 10.45^{+0.26}_{-0.16}$ and $z = 10.79^{+0.45}_{-0.60}$ for IDs 1698, 6415, and 17487, respectively) are consistent with our estimates ($z = 10.49^{+0.52}_{-0.72}$, $z = 10.19^{+0.63}_{-0.55}$, and $z = 12.28^{+0.07}_{-0.08}$). The brightest candidate in Donnan et al. (2023) is ID 93316 at $z = 16.39^{+0.32}_{-0.25}$, which is CR2-z16-1 at $z = 16.25^{+0.25}_{-0.26}$ in our catalog. In version 2, Donnan et al. (2023) newly selected ID 32395_2 at $z = 12.29^{+0.91}_{-0.32}$ which is also selected in this study as CR2-z12-1 at $z = 11.63^{+0.51}_{-0.53}$ and was first identified in Finkelstein et al. (2022b). Donnan et al. (2023) presented three other candidates at $z > 12$, but these candidates are not selected in this study due to $\Delta \chi^2 < 9$.

### 3.6.7. Finkelstein et al. (2022b)

One galaxy candidate at $z \sim 12$, dubbed Maisie’s Galaxy in Finkelstein et al. (2022b), is also selected in this study as CR2-z12-1. We refer to manuscript version 2, which was submitted to arXiv on September 7. The photometric redshift presented in Finkelstein et al. (2022b) is $z = 11.8^{+0.3}_{-0.2}$, consistent with our estimate ($z = 11.63^{+0.51}_{-0.53}$).

### 3.6.8. Yan et al. (2023)

Yan et al. (2023) identified a total of 88 galaxy candidates at $z \sim 11–20$ in the ERO SMACS J0723 field, including 63 F150W dropouts and 15 F200W dropouts, possibly overlapping with our F150W- and F200W-dropout candidates, respectively. We refer to manuscript version 1, which was submitted to arXiv on July 23. Out of 61 and 15 sources in their F150W dropouts and F200W dropouts, we identify 54 and 11 objects in our own photometric catalogs, respectively. However, we cannot identify counterparts of the remaining 11 sources, F150DA-013, F150DA-047, F150DA-057, F150DB-004, F150DB-023, F150DB-056, F150DB-058, F200DB-015, F200DB-109, F200DB-175, and F200DB-181, probably because their SNRs are not sufficient to be identified in this study, the source is severely affected by nearby bright objects, or a WCS offset between Yan et al. (2023), and this study is too large to identify the counterparts. Among the 54 objects identified as F150W dropouts, F150DA-053 at $z = 11.71^{+0.56}_{-0.54}$ is SM-z12-1 at $z = 12.47^{+0.19}_{-0.72}$ in this study. We have checked the photometry of the other 53 and 11 objects identified in our original photometric catalogs, but none of them are selected as high-redshift candidates in this study, due to their insufficient colors of the break, $\Delta \chi^2 < 9$, and/or an insufficient S/N in the detection image.

### 3.6.9. Summary of the Comparisons

In summary, we have found that bright candidates reported in previous studies are reproduced in this study, such as GL-z9-1, GL-z12-1, CR2-z12-1, and CR2-z16-1. However, some of faint candidates reported in other studies are not selected in our selection criteria, because most of these faint candidates are selected by photometric redshifts but with a weak criterion (e.g., $\Delta \chi^2 > 4$) or by relatively weak color selection criteria (e.g., $F150W - F200W > 0.5$). It is expected that the contamination fraction in such faint candidates is high, given the small $\Delta \chi^2$ values (see discussions in Section 3.3). These comparisons indicate that our selection criteria are conservative enough to remove foreground interlopers while keeping bright and reliable candidates.

### 3.7. Contamination

We check whether our sample is largely contaminated by foreground interlopers or not. One of the major sources for contamination is related to low-redshift galaxies whose Balmer breaks are redshifted to the wavelength of the Lyman break of our dropout galaxies. To test the effect of such contamination, we make a mock catalog of galaxies with Balmer breaks at $z = 0–8$. We first generate model spectra of galaxies by using...
PANHIT (Mawatari et al. 2020b) assuming a delayed-τ star formation history, τ = 0.01, 0.03, 0.1, 0.3, and 1 Gyr; stellar age of 0.01–1.3 Gyr; and metallicity of Z = 0.0001, 0.0004, 0.004, 0.008, 0.02, and 0.05. In Figure 10 we plot model tracks of the z = 0–8 galaxies with colors of our selected galaxy candidates and our color selection criteria. We find that the z = 0–8 galaxies with Balmer breaks have a relatively small break color (e.g., F150W – F200W < 1.0 in the F150W-dropout selection) or larger break color and red continuum color (F150W – F200W > 1.0 and F200W – F356W > 0). Our color selection criteria avoid model tracks of these z = 0–8 galaxies, and most of our candidates are located far from these model tracks. In the right panel of Figure 10, we also plot a dusty starburst galaxy at z ∼ 5, which may appear as a z > 15 galaxy discussed in Zavala et al. (2023). Such a dusty interloper is also removed from our sample due to the red continuum color (F277W – F444W > 1.0).

To evaluate the effect of contamination from low-redshift objects scattering into our selection criteria due to the photometric noise at the depth of the observations, we conduct Monte Carlo simulations using the real data sets in the same manner as previous studies (e.g., Bouwens et al. 2015; Ono et al. 2018; Harikane et al. 2022b). We start from multiband catalogs constructed in the GLASS field whose images are sufficiently deep. We create 100 mock catalogs by perturbing the measured fluxes by adding photometric scatters based on the flux uncertainties in each band in the CEERS and Stephan’s Quintet fields whose depths are shallower than the GLASS field. We select high-redshift galaxies from the mock catalogs with the same selection criteria as our real selection. In the same manner as Bouwens et al. (2015), we classify sources that are selected but that show detections in the band that is bluer than the break in the original catalogs as contaminants. Based on these simulations, we find that the contamination rate due to the scatter is < 6% for the F150W- and F200W-dropout selections. The contamination rates for the F115W-dropout selection cannot be evaluated with this procedure, because the galaxy selection is conducted only in the GLASS field where we start the simulation. However, the good agreement in the z ∼ 9 number densities between our results and previous studies (Section 5.2) indicates that the contamination is not significant in our F115W-dropout sample.

To further test the contamination, we stack images of the 13 F115W-dropout candidates and 8 F150W-dropout candidates. If the sample is significantly contaminated by low-redshift interlopers, the stacked images should show signals in a band whose wavelength is bluer than the Lyman break. Figure 11 presents stacked images of our F115W- and F150W-dropout candidates. There are no significant positive signals found in the F090W band and in the F090W and F115W bands for the F115W- and F150W-dropout candidates, respectively, suggesting that our samples are not significantly contaminated by low-redshift interlopers. These tests and comparisons in Section 3.6 indicate that our conservative selection criteria with careful screening of low-redshift interlopers provide a reliable sample of z ∼ 9–16 galaxy candidates, suitable for statistical studies such as luminosity function measurements.

4. Mass Model

Various mass models for SMACS J0723 are produced by parametric mass modeling algorithms. The RELICS survey (Coe et al. 2019) team provides the mass models13 developed with the LENSTOOL (Jullo et al. 2007; Fox et al. 2022) and GLAFIC (Oguri 2010) codes, both of which are constructed using HST data. A new model with the Lenstool code is

13 https://archive.stsci.edu/prepds/relics/
constructed with JWST ERO data in Mahler et al. (2022). Golubchik et al. (2022) recently presented a mass model of SMACS J0723 developed by the light-traces-mass (LTM; Broadhurst et al. 2005; Zitrin et al. 2009, 2015) approach before the JWST ERO data release, and subsequently Pascale et al. (2022) presented LTM modeling with the JWST ERO data. Caminha et al. (2022) also developed the mass model of SMACS J0723 using LENSTOOL.
In this paper, we construct an updated GLAFIC (Oguri 2010, 2021) strong lens mass model of SMACS0723 using the new JWST ERO data. The magnification factors predicted by the updated GLAFIC mass model are compared with those from the other existing mass models to evaluate the lens-model uncertainty. The GLAFIC code performs the so-called parametric lens mass modeling, where shapes of the mass distributions of the cluster are described by a superposition of a small number of lens mass components with known profile shapes, and parameters characterizing the lens
mass components are determined so as to reproduce observed positions of multiple images.

As a specific procedure, we largely follow the methodology described in Kawamata et al. (2016). We model the dark matter halo by an elliptical Navarro–Frenk–White (NFW; Navarro et al. 1997) density profile with an approximation to speed up the calculation of its lensing property (see Oguri 2021). The model parameters associated with the NFW component are the mass, the center, the ellipticity and its position angle, and the concentration parameter. In addition to the main NFW halo, we place an additional NFW component whose center is fixed to a bright cluster member galaxy located northwest, (R.A., decl.) = (110.7928634, −73.4476417). We also fix the concentration parameter of the additional NFW component to c = 10, and fit its mass, ellipticity, and position angle only. Cluster member galaxies selected by photometric redshifts from the RELICS HST data (Coe et al. 2019) are modeled by an elliptical pseudo Jaffe profile. In order to reduce the number of parameters, the velocity dispersion σ and the truncation radius \( r_{\text{trunc}} \) of each cluster member galaxy are assumed to scale with its luminosity (in the HST F814W band) as \( \sigma \propto L^{1/2} \) and \( r_{\text{trunc}} \propto L^{0.63} \), with their normalization and \( \eta \) being treated as free parameters. In addition we include an external shear to improve the fitting. For multiple image sets without spectroscopic redshifts, we simultaneously fit their redshifts.

We search for the best-fitting model by the standard \( \chi^2 \) minimization, where \( \chi^2 \) is computed from the differences between observed and model-predicted positions. We assume the positional error of 0′/4, which is a typical positional accuracy achieved by the parametric strong lens mass modeling (Kawamata et al. 2016). The \( \chi^2 \) is evaluated in the source plane, taking account of the full magnification tensor at each multiple image position (see Appendix 2 of Oguri 2010). Errors on the model parameters are derived using the standard MCMC technique. Multiple images are identified iteratively, starting with secure sets of multiple images that are obvious from their colors, morphologies, and redshifts, constructing a preliminary mass model with those sets of multiple images, and searching for new multiple sets with the help of the preliminary mass model. In this work, we use 12 sets of multiple images for our strong lens mass modeling, with a total number of multiple images of 38. These multiple image sets are mostly consistent with other work using different lens modeling codes (Mahler et al. 2022; Pascale et al. 2022). We adopt spectroscopic redshifts for five sets of multiple images given in the literature (Goluchik et al. 2022; Mahler et al. 2022; Pascale et al. 2022). Our best-fitting model has \( \chi^2 = 28.3 \) for a degree of freedom of 32, representing a good fit. The rms of differences between observed and predicted multiple image positions is 0′/35.

With the updated GLAFIC mass model, we calculate the magnification factors \( \mu \) of our dropout galaxy candidates and the effective survey volume. Table 6 summarizes the magnification factors of our dropout galaxy candidate and spectroscopically confirmed galaxies at \( z > 7 \) calculated by GLAFIC, Mahler et al. (2022), Pascale et al. (2022), and Caminha et al. (2022). We find that the magnification factors calculated by each model are in good agreement, typically within ~20%.

### 5. Luminosity Function

#### 5.1. Sample Completeness

To derive the rest-frame UV luminosity function, we estimate the completeness of our dropout galaxy selection in the same manner as previous studies (e.g., Ouchi et al. 2009; Ono et al. 2018; Harikane et al. 2022b). We conduct Monte
### Table 4
Summary of Our F150W-dropout Candidates at $z \approx 12$

| ID (1) | R.A. (2) | Decl. (3) | F356W (4) | F150W − F200W (5) | F200W − F356W (6) | $M_{UV}$ (7) | $\gamma_{pot}$ (8) | $\Delta \chi^2$ (9) | References/Note (10) |
|--------|----------|-----------|-----------|----------------|----------------|----------|----------------|----------------|-------------------|
| SM-z12-1 | 07:22:32.59 | −73:28:33.3 | 29.8 ± 0.6 | 1.9 ± 0.9 | −1.2 ± 0.6 | −18.5 ± 0.1 | 12.47 ±1.19 | 14.5 | This,Y22 |
| GL-z12-1 | 00:13:59.74 | −30:19:29.1 | 27.2 ± 0.1 | 2.4 ± 0.1 | −0.5 ± 0.1 | −21.0 ± 0.1 | 12.28 ±0.08 | 72.3 | This,N22, C22,D22 |
| CR2-z12-1 | 14:19:46.36 | +52:56:32.8 | 28.2 ± 0.1 | 1.5 ± 0.4 | −0.6 ± 0.1 | −19.9 ± 0.1 | 11.63 ±1.51 | 14.5 | This,F22,D22 |
| CR2-z12-2 | 14:19:42.57 | +52:54:42.0 | 28.6 ± 0.1 | 1.3 ± 0.6 | −0.1 ± 0.1 | −19.0 ± 0.2 | 11.96 ±1.44 | 14.0 | This |
| CR2-z12-3 | 14:19:41.61 | +52:55:07.6 | 28.8 ± 0.1 | 1.4 ± 0.5 | −0.6 ± 0.1 | −19.2 ± 0.2 | 11.66 ±0.69 | 20.3 | This |
| CR2-z12-4 | 14:19:24.86 | +52:53:13.9 | 28.9 ± 0.1 | 1.6 ± 1.1 | 0.1 ± 0.2 | −19.0 ± 0.2 | 12.08 ±1.21 | 9.1 | This |
| CR3-z12-1 | 14:19:11.11 | +52:49:33.6 | 29.8 ± 0.2 | 1.0 ± 0.7 | −0.5 ± 0.2 | −18.4 ± 0.4 | 11.05 ±2.34 | 47.1 | This |
| S5-z12-1 | 22:36:06.72 | +34:00:09.7 | 27.9 ± 0.5 | >2.3 | −0.2 ± 0.5 | −20.2 ± 0.1 | 12.58 ±1.23 | 19.1 | This |

Other Possible Candidates that did not Meet Our Selection Criteria

- Adams et al. (2023)
- Atek et al. (2023)
- Donnan et al. (2023)
- Yan et al. (2023)
Table 4

| ID          | R.A.     | Decl.    | F356W   | F150W – F200W | M_{UV}   | \( \epsilon_{\text{phot}} \) | \( \Delta \chi^2 \) |
|-------------|----------|----------|---------|----------------|----------|-----------------------------|-------------------|
| F150DA-024  | 07:22:33.46 | -73:29:09.5 | 28.8 ± 0.3 | 0.5 ± 0.2     | -0.7 ± 0.3 | -18.8 ± 0.1 | 2.62 ± 0.06 | -77.3 | 2.3 |
| F150DA-026  | 07:22:46.02 | -73:29:08.1 | 30.6 ± 1.2 | 0.0 ± 0.6     | < -0.7     | -18.9 ± 0.1 | 4.58 ± 0.04 | -60.9 | 2.3 |
| F150DA-027  | 07:23:01.03 | -73:29:07.1 | 20.0 ± 0.1 | 0.1 ± 0.1     | -0.9 ± 0.1 | -27.1 ± 0.1 | 3.47 ± 0.32 | -109.0 | 2.3 |
| F150DA-031  | 07:23:40.65 | -73:29:00.5 | 28.4 ± 0.2 | 1.1 ± 0.6     | -0.0 ± 0.3 | -19.3 ± 0.1 | 11.95 ± 3.28 | 3.9  | 3  |
| F150DA-038  | 07:23:02.95 | -73:28:46.1 | 29.0 ± 0.4 | 0.7 ± 0.4     | -0.6 ± 0.5 | -18.8 ± 0.1 | 2.74 ± 0.09 | -2.7  | 2.3 |
| F150DA-039  | 07:23:00.58 | -73:28:47.0 | 28.3 ± 0.3 | 0.5 ± 0.3     | -0.3 ± 0.3 | -18.8 ± 0.1 | 3.02 ± 0.28 | -45.2  | 2.3 |
| F150DA-050  | 07:22:45.00 | -73:28:36.9 | 28.1 ± 0.2 | -0.2 ± 0.2    | -0.2 ± 0.2 | -19.1 ± 0.1 | 1.94 ± 0.40 | -78.1  | 2.3 |
| F150DA-052  | 07:22:26.94 | -73:28:33.8 | 28.2 ± 0.2 | 0.7 ± 0.5     | 0.2 ± 0.3  | -19.2 ± 0.1 | 1.58 ± 0.15 | -13.2  | 2.3 |
| F150DA-054  | 07:22:38.89 | -73:28:30.8 | 28.8 ± 0.3 | 0.7 ± 0.3     | -0.3 ± 0.3 | -19.2 ± 0.1 | 3.04 ± 0.33 | -105.0 | 2.3 |
| F150DA-058  | 07:24:48.28 | -73:28:27.3 | 27.8 ± 0.2 | 0.6 ± 0.2     | -0.1 ± 0.2 | -19.5 ± 0.1 | 2.96 ± 0.32 | -71.1  | 2.3 |
| F150DA-060  | 07:24:40.75 | -73:28:23.7 | 28.6 ± 0.3 | 0.5 ± 0.4     | 0.0 ± 0.3  | -18.9 ± 0.1 | 3.74 ± 0.49 | -70.3  | 2.3 |
| F150DA-062  | 07:24:54.22 | -73:28:23.5 | 28.6 ± 0.2 | 0.4 ± 0.2     | -0.2 ± 0.2 | -19.3 ± 0.1 | 1.89 ± 0.47 | -1.1   | 2.3 |
| F150DA-063  | 07:25:33.83 | -73:28:23.2 | 27.1 ± 0.1 | 0.0 ± 0.1     | -0.0 ± 0.1 | -19.9 ± 0.1 | 6.99 ± 0.02 | 1.6   | 2.3 |
| F150DA-066  | 07:23:39.61 | -73:28:12.1 | 29.1 ± 0.3 | 0.8 ± 0.2     | -1.3 ± 0.4 | -19.3 ± 0.1 | 2.99 ± 0.06 | -118.6 | 2.3 |
| F150DA-075  | 07:23:38.35 | -73:27:57.1 | 28.1 ± 0.2 | 0.5 ± 0.2     | -0.1 ± 0.2 | -19.1 ± 0.1 | 3.27 ± 0.58 | -59.3  | 2.3 |
| F150DA-077  | 07:23:52.23 | -73:27:54.2 | 28.4 ± 0.2 | 1.5 ± 0.6     | -0.1 ± 0.2 | -19.0 ± 0.1 | 1.45 ± 1.37 | -4.6   | 3   |
| F150DA-078  | 07:23:49.24 | -73:27:49.8 | 28.1 ± 0.2 | 0.1 ± 0.2     | 0.1 ± 0.2  | -19.3 ± 0.1 | 1.94 ± 0.32 | -16.8  | 2.3 |
| F150DA-081  | 07:23:49.24 | -73:27:44.5 | 27.9 ± 0.2 | 0.3 ± 0.2     | 0.3 ± 0.2  | -19.1 ± 0.1 | 1.43 ± 0.71 | -16.9  | 2.3 |
| F150DA-082  | 07:22:52.78 | -73:27:41.9 | 29.2 ± 0.4 | 1.1 ± 0.4     | -0.9 ± 0.4 | -18.3 ± 0.1 | 2.58 ± 0.03 | -78.6  | 3   |
| F150DA-083  | 07:24:22.72 | -73:27:32.3 | 28.8 ± 0.3 | 0.2 ± 0.3     | -0.3 ± 0.3 | -19.3 ± 0.1 | 4.38 ± 0.14 | -72.1  | 2.3 |

Note: (1) Name, (2) R.A. (3) Decl. (4) Total magnitude in the F356W band with 1\( \sigma \) errors, (5) F150W – F200W color with 1\( \sigma \) errors. (6) F200W – F356W color with 1\( \sigma \) errors. (7) Absolute UV magnitude with 1\( \sigma \) errors. Values of galaxies in the SMACS J0723 field are after the lensing magnification correction with GLAFIC. (8) Photometric redshift with 2\( \sigma \) errors. (9) \( \chi^2 \) difference between the best high-redshift solution and a lower-redshift solution, \( \Delta \chi^2 = \chi^2(\text{high}) - \chi^2(\text{low}) \). (10) Based on the results of these selection-completeness simulations, we estimate the survey volume per unit area as a function of the apparent magnitude (Steidel et al. 1999),

\[
V_{\text{eff}}(m) = \int C(m, z) \frac{dV(z)}{dz} dz,
\]

where \( \frac{dV(z)}{dz} \) is the differential comoving volume as a function of the redshift. The space number density of our galaxy candidates that is corrected for incompleteness is calculated with the following equation:

\[
\psi(m) = \frac{n(m)}{V_{\text{eff}}(m)},
\]

where \( n(m) \) is the surface number density of selected galaxies in an apparent magnitude bin of \( m \). We convert the number density as a function of the apparent magnitude, \( \psi(m) \), into the UV luminosity functions, \( \Phi(M_{UV}(m)) \), which are the number densities of galaxies as a function of the rest-frame UV absolute magnitude. Assuming a flat rest-frame UV continuum,
we calculate the absolute UV magnitudes of galaxies from their apparent magnitudes in the bluest band not affected by the Lyman break, i.e., F200W, F277W, and F356W bands for F115W-, F150W-, and F200W-dropout galaxy candidates, respectively. The 1σ uncertainty is calculated by taking the Poisson confidence limit (Gehrels 1986) and cosmic variance into account. We estimate the cosmic variance in the number densities using the bias values of the $z \sim 7$ galaxies obtained in Harikane et al. (2016), following the procedures in Somerville et al. (2004).

5.2. Results

Figures 12 and 13 present our luminosity functions at $z \sim 9$, 12, and 16 together with luminosity functions obtained by previous work including the latest JWST studies (Bouwens et al. 2022b; Donnan et al. 2023; Finkelstein et al. 2022b; Naidu et al. 2022b). Our measurements of the luminosity functions are summarized in Table 7. Comparing with previous measurements of the luminosity functions, we find that our luminosity functions at $z \sim 9$ and 12 agree well with those of previous HST and JWST studies within the uncertainties, as shown in Figure 12. In Figure 13, we compare the luminosity function of our possible candidates at $z \sim 16$ newly determined by this study with those available at lower redshifts at $z \sim 14$ constrained by JWST. We confirm that these luminosity functions are comparable.

We conduct $\chi^2$ minimization fitting of the double-power-law and Schechter functions to the luminosity functions that include the measurements at the bright end in the literature. In the fitting, we use the results of this study, Morishita et al. (2018), Bowler et al. (2020), and Bouwens et al. (2021) for the $z \sim 9$ luminosity function, the results of this study and Harikane et al. (2022a) for the $z \sim 12$ luminosity function assuming that the UV luminosity function does not rapidly change at $z \sim 12-13$, and the result of this study for the $z \sim 16$ luminosity function. We show the best-fit functions in Figures 12 and 13, and
Figure 10. Same as Figure 2, but for evaluating the interlopers of foreground galaxies. The gray curves indicate colors of model galaxies at $z = 0$–8 that are produced with PANHIT (Mawatari et al. 2020b). See the text for details of the models. The black arrow indicates a shift of the colors with dust extinction of $\Delta E(B-V) = +0.1$. The magenta circle in the right panel is a dusty starburst galaxy at $z \sim 5$, which may appear as a $z > 15$ galaxy discussed in Zavala et al. (2023). Our color selection criteria avoid these low-redshift interlopers at $z \sim 0$–8.

present the best-fit parameters in Table 8. At $z \sim 9$, the $\chi^2$ values of the fitting suggest that the double-power-law function explains the luminosity functions ($\chi^2$/dof = 2.3/9) better than the Schechter functions ($\chi^2$/dof = 3.6/10), albeit with a moderately small difference of $\chi^2$ ($\sim$1σ). At $z \sim 12$ and 16, we find no significant differences between the double-power-law and Schechter functions in the $\chi^2$ values, probably due to the large uncertainties of the measurements. At $z \sim 12$, we also fit only the measurements of this study, excluding the brightest data point in Harikane et al. (2022a), as shown in Figure 14. The best-fit DPL and Schechter functions are slightly flatter than the fitting results with the data point in Harikane et al. (2022a) at the bright end.

Figure 15 presents the redshift evolution of the luminosity function. We find the continuous decrease in the luminosity functions from $z \sim 5$ to $z \sim 12$. We do not find a significant decrease from $z \sim 12$ to 16 beyond the uncertainty. There is a hint of a small evolution from $z \sim 12$ to 16, while the small number statistics does not allow us to conclude whether the evolutionary trend changes from $z \sim 5$–12 to 12–16.

Figure 16 compares the observed luminosity functions at $z \sim 12$ and 16 with those predicted by theoretical models (Dayal et al. 2014, 2019; Behroozi et al. 2020; Yung et al. 2020; Mason et al. 2023; Wilkins et al. 2023). At $z \sim 12$, most of the models in Figure 16 explain the observational measurements in the faint magnitude range from −20 to −18 mag, while some models do not reproduce the moderately high number densities of the observational measurements at the bright magnitude of $M_{UV} < -20$ mag. At $z \sim 16$, most of the models cannot reproduce the observed number density of bright galaxies at $M_{UV} < -20$ mag, except for the FLARES (Lovell et al. 2021; Vijayan et al. 2021; Wilkins et al. 2023) whose prediction at $z \sim 15$ agrees with our number density estimate within uncertainties. Similarly, Figure 17 shows the predicted number of bright galaxies at $z \sim 12$–16 with $M_{UV} < -20$ mag. Figure 17 indicates that the models under-predict the number of galaxies compared to the observation, although the significance is small, and more data are needed to obtain the conclusion. This difference of the observations and models would suggest that the feedback effects in the models may be too strong to produce abundant bright galaxies, lower dust obscuration in these bright galaxies than the model assumptions, and/or that there exist hidden AGNs that produce radiation comparable with or more than stellar components of the galaxies (e.g., Bowler et al. 2014, 2020; Ono et al. 2018; Stevans et al. 2018; Harikane et al. 2022b; Mason et al. 2023; Pacucci et al. 2022; Shibuya et al. 2022), although there is also a possibility that this difference may be caused by other physical processes, as discussed in Section 6.

5.3. Cosmic Star Formation Rate Density

We derive the cosmic SFR densities at $z \sim 9$, 12, and 16. We integrate the best-fit double-power-law functions (Table 8) down to −17 mag, the same limit as previous studies (e.g., Bouwens et al. 2015; Oesch et al. 2018; Harikane et al. 2022a), and obtain the UV luminosity densities, $\rho_{UV}$. We correct $\rho_{UV}$ for the dust extinction, following the attenuation–UV slope ($\beta_{UV}$) relation (Meurer et al. 1999) and $\beta_{UV-M_{UV}}$ relation at $z = 8$ in Bouwens et al. (2014). The choice of these assumptions (e.g., using the attenuation–UV slope law in de Barros et al. 2014 instead) does not affect our conclusions because the correction factor is very small ($\lesssim 0.1$ dex). We calculate SFRs from UV luminosities, $L_{UV}$, corrected for dust extinction by the relation.

$$SFR(M_\odot \text{yr}^{-1}) = K_{UV} L_{UV} (\text{erg s}^{-1} \text{Hz}^{-1}),$$

where $K_{UV}$ is the conversion factor that depends on the recent star formation history, metal enrichment history, and choice of the IMF. Here, we apply $K_{UV} = 1.15 \times 10^{-28} M_\odot \text{yr}^{-1}/(\text{erg s}^{-1} \text{Hz}^{-1})$, which is used in Madau & Dickinson (2014). This value of $K_{UV}$ is valid for the Salpeter (1955) IMF, and consistent with the cosmic star formation history and the evolved stellar metallicity ($10^{−0.15}Z_\odot$; Madau & Dickinson 2014) up to $z \sim 10$. Table 9 summarizes our measurements of the cosmic UV luminosity density and SFR densities without and with dust extinction correction at each redshift.

Figure 18 presents the cosmic SFR density evolution. In this figure, we show the cosmic SFR density measurements at $z \sim 0$–10 obtained by previous studies, all of which are converted to the calibration of Madau & Dickinson (2014) with the Salpeter (1955) IMF (Equation (12)). We confirm that
5. There are no positive signals found at the positions of the dropouts in the F090W image (Figure 11).

6. Discussion

6.1. Possible High Cosmic Star Formation Rate Density at z > 10

Our observational measurements suggest that the SFR densities at z ∼ 12–16 are higher than the constant star formation efficiency model of Harikane et al. (2022b). Although the constant star formation efficiency model well explains the cosmic SFR densities at z ∼ 0–10, this model underpredicts those at z ∼ 12–16. Here we discuss the following three possibilities that explain the observed high SFR densities at z ∼ 12–16.

(A) No star formation suppression at the pre-reionization epoch. The universe at z ∼ 12–16 is at the pre-reionization epoch when the IGM is highly neutral (Ouchi et al. 2020; Robertson 2022). At the epoch of reionization (EoR; z ∼ 6–12) and the epoch of post-reionization (post-EoR; z ∼ 6), galaxies and AGNs produce UV radiation by their star formation and nuclear activity, and produce strong UV background radiation. The UV background radiation heats up HI gas in low-mass halos of $M_h \lesssim 10^{8–9} M_\odot$ with negligible HI self-shielding, suppressing star formation at the EoR and post-EoR (Barkana & Loeb 2000; Susa & Umemura 2004; Hoef et al. 2006; Mesinger et al. 2009; Pawlik & Schaye 2009; Sawala et al. 2010; Bland-Hawthorn et al. 2015). Although the halo masses of our galaxies at z ∼ 12–16 are unknown, the maximum halo mass existing at z ∼ 15 given the survey volume of this study is $M_h \approx 3 \times 10^7 M_\odot$ in the structure formation model with the Planck cosmology (Behroozi et al. 2020). In other words, most halos (with $M_h \lesssim 10^9 M_\odot$) at z ∼ 15 are not affected by the UV background at the pre-reionization epoch, while similar halos at $z \lesssim 10$ experience the suppression of star formation by the UV background at the EoR and post-EoR. To test whether this effect can quantitatively explains the observed SFR densities, we construct a model of the SFR density evolution including the enhancement of the star formation that is free from the suppression by the UV background at the pre-EoR. We use the model in Barkana & Loeb (2000) with a reionization redshift of $z_{\text{reion}} = 13$ and multiply the prediction of the constant star formation efficiency model (Harikane et al. 2022b) by a factor of the SFR enhancement due to the lack of suppression by the UV background in Barkana & Loeb (2000). The left panel of Figure 19 presents this hybrid model including the effect of star formation enhancement at the pre-EoR, which reproduces the observed SFR densities at z ∼ 12–16 within uncertainties. This agreement indicates a possibility that the star formation efficiency at z ∼ 12–16 is higher than that at $z \lesssim 10$ due to the high redshift of reionization.
Figure 12. UV luminosity functions at $z \sim 9$ (left) and 12 (right). The red diamonds represent the number densities of our galaxy candidates, while the red arrows indicate the 1σ upper limits. The errors include cosmic variance (see text). The red solid and dashed lines are our best-fit double-power-law and Schechter functions, respectively. In the left panel, the orange circles indicate the luminosity functions at $z \sim 9$ obtained in Donnan et al. (2023) using JWST data, and the gray symbols and shades denote the results at $z \sim 9$ derived by the previous studies using HST or ground-based telescope data: Oesch et al. (2013; squares), McLeod et al. (2016; right-pointing triangles), Morishita et al. (2018; pentagons), Stefanon et al. (2019; circles), Bowler et al. (2020; diamonds), Rojas-Ruiz et al. (2020; hexagons), Leethochawalit et al. (2022; down-pointing triangle), Finkelstein et al. (2022a; shade with dotted lines), and Bagley et al. (2022b; shade with dashed lines). In the right panel, the orange circles, the red circle, the orange down-pointing triangle, and the orange squares indicate the number density of galaxies at $z \sim 12$, $z \sim 13$, $z \sim 10–13$, and $z \sim 12–13$ reported by Donnan et al. (2023), Harikane et al. (2023a), Naidu et al. (2022a), and Bouwens et al. (2022b), respectively. The gray open symbols indicate the luminosity functions at $z \sim 10$ obtained by McLeod et al. (2016; diamonds), Oesch et al. (2018; squares), Morishita et al. (2018; pentagons), and Bowler et al. (2020; circle). The green open star mark represents the number density of GN-z11 (Oesch et al. 2016). See Harikane et al. (2022a) for an estimate of the number density and the UV magnitude of GN-z11. Our estimated luminosity functions at $z \sim 9$ and 12 agree well with previous HST and JWST results.

Figure 13. UV luminosity function at $z \sim 16$. The red diamond and the arrows represent the number density of our galaxy candidates and the 1σ upper limits, respectively. For reference, we show the UV luminosity functions at the lower redshifts, $z \sim 14$ (Donnan et al. 2023; orange filled circle), $z \sim 14$ (Finkelstein et al. 2022b; orange filled square), $z \sim 12$ (this study; gray open diamonds), $z \sim 13$ (Harikane et al. 2023a; gray open circle), and $z \sim 10–13$ (Naidu et al. 2022b; gray open down-pointing triangle).

to the lack of suppression of star formation activity at the pre-EoR.

(B) Presence of AGN activity. Another possibility is that a large fraction of the observed UV luminosity densities at $z \sim 12–16$ are produced by AGNs, and there are no excessive SFR densities at $z \sim 12–16$ beyond the constant star formation efficiency model. This is an interesting scenario that mitigates the existence of supermassive black holes (SMBH) at $z \sim 7$ (Mortlock et al. 2011; Bañados et al. 2018; Wang et al. 2021) by efficient gas accretion on SMBHs creating AGNs, while a standard gas accretion limited by the Eddington accretion rate does not explain the existence of the SMBHs at $z \sim 7$. However, our $z \sim 12–16$ candidates except for GL-z12-1 show extended morphologies (Section 3.5). Thus the

Table 7

| $M_{UV}$ (ABmag) | $\Phi$ (Mpc$^{-3}$ mag$^{-1}$) |
|-----------------|-----------------------------|
| $F115W$ Dropouts ($z \sim 9$) | |
| $-23.03$ | $<6.95 \times 10^{-5}$ |
| $-22.03$ | $<7.67 \times 10^{-5}$ |
| $-21.03$ | $(4.00^{+9.35}_{-6.25}) \times 10^{-5}$ |
| $-20.03$ | $(4.08^{+9.92}_{-6.10}) \times 10^{-5}$ |
| $-19.03$ | $(2.24^{+1.86}_{-1.50}) \times 10^{-4}$ |
| $-18.03$ | $(1.12^{+1.00}_{-0.90}) \times 10^{-3}$ |
| $F150W$ Dropouts ($z \sim 12$) | |
| $-23.21$ | $<5.85 \times 10^{-6}$ |
| $-22.21$ | $<6.40 \times 10^{-6}$ |
| $-21.21$ | $(5.00^{+4.25}_{-2.60}) \times 10^{-6}$ |
| $-20.21$ | $(1.31^{+1.70}_{-0.80}) \times 10^{-5}$ |
| $-19.21$ | $(2.40^{+1.80}_{-1.60}) \times 10^{-5}$ |
| $-18.21$ | $(1.42^{+1.60}_{-1.00}) \times 10^{-4}$ |
| $F200W$ Dropouts ($z \sim 16$) | |
| $-23.59$ | $<2.42 \times 10^{-6}$ |
| $-20.59$ | $(6.62^{+8.40}_{-4.90}) \times 10^{-6}$ |

Note. Errors and upper limits are 1σ.
fraction of AGN-radiation-dominated galaxies is as small as \( \sim 10\% (=1/10) \) at \( z \sim 12-16 \). Although the excessive SFR density estimate at \( z \sim 16 \) is unclear due to the small statistics, the one at \( z \sim 12 \) cannot be explained by AGN activity.

(C) A top-heavy IMF: The third possibility is an overestimate of the SFR density due to a top-heavy IMF possibly with a Population III stellar population. In our estimate of the SFR density, we use the canonical UV luminosity-to-SFR conversion factor of \( K_{\text{UV}} = 1.15 \times 10^{-28} M_\odot \text{yr}^{-1}/\text{erg s}^{-1} \text{Hz}^{-1} \), which is for the Salpeter (1955) IMF, while \( K_{\text{UV}} \) depends on star formation history, metallicities, and IMFs (e.g., Madau & Dickinson 2014; Tacchella et al. 2018). Indeed in the early universe, the IMF is expected to be more top-heavy because of a lower metallicity or a higher CMB temperature (e.g., Omukai et al. 2005; Chon et al. 2022), resulting in a higher Jeans mass, especially for Population III stellar populations (e.g., Hirano et al. 2014, 2015). To test whether this effect can explain the observed densities, we calculate the UV-to-SFR conversion factor, \( K_{\text{UV}} \), for different metallicity and IMF assumptions using YGGDRASIL (Zackrisson et al. 2011). Figure 20 presents \( K_{\text{UV}} \) for different metallicities and IMFs as a function of the stellar age. We find that Population III stellar populations with top-heavy IMFs (PopIII.1 and PopIII.2 in YGGDRASIL) produce \( \sim 3-4 \) times more UV photons than the canonical assumption given the SFR, because nebular continuum emission boosts the UV luminosity as discussed in previous studies (e.g., Zackrisson et al. 2008; Schaerer & de Barros 2009, 2010). This low conversion factor reduces the SFR density estimates at \( z \sim 12-16 \) as shown in the right panel of Figure 19, resulting in SFR densities consistent with the constant star formation efficiency model.

Based on these discussions, we conclude that (A) a lack of star formation suppression at the pre-reionization epoch or

---

**Table 8**

| Redshift | Fitted Function | \( M_{{\lambda}_{\text{UV}}} \) (ABmag) | \( \log \phi^* \) (Mpc\(^{-3}\)) | \( \alpha \) | \( \beta \) | \( \chi^2/\text{dof} \) |
|----------|----------------|----------------------------------|----------------------------|---|---|----------------|
| \( z \sim 9 \) | DPL | -19.33\( \pm \)2.24 | -3.50\( \pm \)1.53 | -2.10 (fixed) | -3.27\( \pm \)1.34 | 2.1/9 |
| | Schechter | -21.24\( \pm \)1.59 | -4.83\( \pm \)1.07 | -2.35 (fixed) | ... | 3.4/10 |
| \( z \sim 12 \) | DPL | -19.60 (fixed) | -4.33\( \pm \)0.22 | -2.10 (fixed) | -2.83\( \pm \)0.44 | 0.8/3 |
| | Schechter | -20.47\( \pm \)1.94 | -5.06\( \pm \)1.15 | -2.35 (fixed) | ... | 1.2/3 |
| \( z \sim 16 \) | DPL | -19.60 (fixed) | -4.71\( \pm \)0.33 | -2.10 (fixed) | -2.70\( \pm \)0.03 | 1.4/1 |
| | Schechter | -20.80 (fixed) | -5.84\( \pm \)0.73 | -2.35 (fixed) | ... | 1.9/2 |

**Notes.** Errors are 1\( \sigma \).

a Fit parameters without the brightest data point in Harikane et al. (2022a), which are shown in Figure 14.

---

**Figure 14.** Same as the right panel of Figure 12, but with the fitting results without the brightest data point in Harikane et al. (2022a).

**Figure 15.** Evolution of the UV luminosity functions from \( z \sim 4 \) to \( z \sim 16 \). The yellow, red, and pink diamonds represent our measurements of the luminosity functions at \( z \sim 9, 12 \), and 16, respectively, whereas the red circle is the one obtained by Harikane et al. (2022a) at \( z \sim 13 \). The orange, yellow, green, blue, purple, brown, and gray symbols indicate the luminosity functions at \( z \sim 10, 9, 8, 7, 6, 5, \) and 4, respectively. The circles at \( z \sim 4-7 \) and \( 8-10 \) are the data taken from Harikane et al. (2022b) and Bowler et al. (2020), respectively. The squares at \( z \sim 4-9 \) and \( z \sim 10 \) are the data of Bouwens et al. (2021) and Oesch et al. (2018), respectively. The diamond at \( z \sim 10 \) represents the result of McLeod et al. (2016). The lines denote the double-power-law functions derived by the previous studies for \( z \sim 4-7 \) (Harikane et al. 2022b) and \( z \sim 8-13 \) (Bowler et al. 2020). For clarity, we shift the data point of Bowler et al. (2020) at \( z \sim 10 \) by \(-0.2 \) mag.
These numbers are based on the theoretical models of Dayal et al. (2014, 2019; solid line), Yung et al. (2020; dotted line), Behroozi et al. (2020; dotted–dashed line), Wilkins et al. (2023; double–dotted–dashed line), and Mason et al. (2023; their no dust model; dashed line). The red and orange symbols show observational results in the same manner as Figures 12 and 13. The red diamonds and arrows represent the measurements and upper limits obtained by this study. The orange circles, the red circle, the down-pointing orange triangle, and the orange square in the left (right) panel indicate the number densities reported by Donnan et al. (2023), Harikane et al. (2022a), Naidu et al. (2022b), and Bouwens et al. (2022b), respectively.

Table 9

| Redshift | \( \log \rho_{\text{UV}} \) (\( \text{M}_\odot \text{yr}^{-1} \text{Mpc}^{-3} \)) | \( \log \rho_{\text{SFR,UV}} \) (\( \text{M}_\odot \text{yr}^{-1} \text{Mpc}^{-3} \)) | \( \log \rho_{\text{SFR}} \) (\( \text{M}_\odot \text{yr}^{-1} \text{Mpc}^{-3} \)) |
|----------|---------------------------------|---------------------------------|---------------------------------|
| \( z \sim 9 \) | 25.28\text{\pm}0.19 | -2.65\text{\pm}0.18 | -2.61\text{\pm}0.16 |
| \( z \sim 12 \) | 24.61\text{\pm}0.26 | -3.33\text{\pm}0.26 | -3.23\text{\pm}0.29 |
| \( z \sim 16 \) | 24.24\text{\pm}0.33 | -3.70\text{\pm}0.33 | -3.59\text{\pm}0.33 |

Note. Errors are 1\sigma. \( \rho_{\text{SFR,UV}} \) and \( \rho_{\text{SFR}} \) are the SFR densities without and with dust extinction correction, respectively.

Figure 17. Theoretical predictions for the number of bright galaxies at \( z \sim 12–16 \) with \( M_{\text{UV}} < -20 \) mag detected in our survey area of \( \sim 90 \) arcmin\(^2\). These numbers are based on the theoretical models of Dayal et al. (2014, 2019), Yung et al. (2020), Behroozi et al. (2020), Wilkins et al. (2023), and Mason et al. (2023). The red horizontal line with the shaded region indicates the number of observed galaxies at \( z \sim 12–16 \) with \( M_{\text{UV}} < -20 \) mag (\( N_{\text{obs}} = 4 \pm 2 \)), which is higher than these model predictions.

Figure 18. Cosmic SFR density evolution. The red circles represent the cosmic SFR densities obtained by our study, with the double-power-law luminosity functions integrated down to \( M_{\text{UV}} = -17 \) mag. The black circles indicate the cosmic SFR densities derived by Madau & Dickinson (2014), Finkelstein et al. (2015a), McLeod et al. (2016), Bhatawadekar et al. (2019), and Bouwens et al. (2020). The orange circles are results by Donnan et al. (2023). The blue dashed curve is the best-fit function of the cosmic SFR densities in Harikane et al. (2022b, their Equation (60)). In Harikane et al. (2022b), they assume a constant star formation efficiency at \( z > 10 \), resulting in the power-law decline with \( \rho_{\text{SFR}} \propto (1+z)^{-3} \). The gray dashed curve shows the best-fit function at \( z \leq 8 \) determined by Madau & Dickinson (2014) extrapolated to \( z > 8 \). All results are converted to those of the Salpeter (1955) IMF.

(C) a top-heavy IMF with a Population III–like star formation can explain the observed high SFR densities at \( z \sim 12–16 \). These possibilities can be further investigated by follow-up observations with JWST/MIRI covering a longer wavelength than the Balmer break to obtain the robust stellar mass measurements and star formation history, or with JWST/NIRSpec and MIRI spectroscopy to search for...
signatures of Population III–like stellar populations and AGN activity.

6.2. Properties of Luminous Galaxy Candidates

In this study, we have found several luminous galaxy candidates at the early epoch of $z \sim 10–16$, when the age of the universe is only $\sim$200–500 Myr after the Big Bang. Here we discuss the physical properties of these luminous galaxy candidates.

Table 10 summarizes the SFRs and stellar masses of six galaxy candidates whose UV magnitudes are brighter than $M_{\text{UV}} = -19.5$ mag, constrained by the SED fitting in Section 3.3 assuming the Chabrier (2003) IMF. Our estimates of the SFRs and stellar masses agree with previous estimates by Naidu et al. (2022b), Donnan et al. (2023), and Finkelstein et al. (2022b), indicating that these luminous galaxies are very massive with stellar masses as high as $M_* \sim (1-10) \times 10^8 M_\odot$ at $z \sim 10–16$. While the contributions from AGN radiation to the SEDs may be suspected in one of the objects, GL-z12-1 (see Sections 3.5 and 6.1), at least the rest of the objects (i.e., $\sim$80% of the bright $z \sim 10–16$ galaxies) would be truly stellar massive. Although the NIRCam photometry is limited to $<5 \mu$m and does not trace the SEDs beyond the Balmer break (4000 Å) corresponding to 5–7 $\mu$m in the observed frame at $z \sim 10–16$, these stellar mass estimates provide rough lower limits that miss the contribution from old stellar populations beyond the Balmer break, given high specific SFRs of these galaxy candidates, $SFR/M_* \sim 10^{-8}$ yr$^{-1}$.

There is the question of how these galaxies with large stellar masses form at this early epoch of $z \sim 10–16$. To discuss the formation scenario of these massive galaxy candidates, we estimate the stellar-to-halo mass ratio (SHMR) of these galaxies. Using the abundance-matching technique in the same manner as Harikane et al. (2016, their Equation (66)), we estimate the halo mass of the most massive halo that can be observed with the survey volume in this study, resulting in $5 \times 10^{10} M_\odot$ and $5 \times 10^9 M_\odot$ at $z \sim 12$ and $z \sim 16$, respectively. From the stellar mass estimates discussed above, the SHMRs of $z \sim 12$ and $z \sim 16$ galaxies are $\sim$0.01 and $\sim$0.1, respectively. Because the cosmic baryon to dark matter density ratio is $\Omega_b/\Omega_m = 0.16$ (Planck Collaboration et al. 2020), the SHMRs of the $z \sim 16$ galaxies reach $\sim$60% of the cosmic baryon fraction, as shown in Figure 21. In other words, more than a half of the baryon gas in the halos is converted to stars, which is unlikely found in lower-redshift and present-day galaxies whose SHMRs are $\sim$0.02–0.03 at maximum (e.g., Harikane et al. 2016; Behroozi et al. 2019). A similar conclusion is obtained from the comparison of the UV luminosity functions (Inayoshi et al. 2022). However, theoretical models predict such efficient star formation at the pre-reionization epoch where 70%–80% of baryon are converted stars (Susa & Umemura 2004) in halos with $10^{10} M_\odot$ masses in a few hundred Myr, when the UV background radiation is too weak to suppress star formation (see discussion (A) in Section 6.1). The other four galaxies at $z \sim 11–14$ also show higher stellar masses compared to the predictions from the maximum SHMR in Behroozi et al. (2020), indicating elevated star formation efficiencies, probably due to the lack of suppression of star formation activity at the pre-reionization epoch. Another possibility is that the SFRs and the stellar masses of these bright galaxies are overestimated due to the assumption of the IMF and metallicity in the SED fitting, as discussed in Section 6.1 (discussion (C)). Indeed, if we assume that the stellar population of these galaxies is dominated by Population III with a top-heavy IMF, the SFR and stellar mass are reduced by a factor of $\sim$3–4, more comparable to the observed SHMRs at lower redshifts. These comparisons, together with the discussions in Section 6.1, indicate that the
Figure 20. UV luminosity-SFR conversion factor, $K_{UV}$, for various metallicities as a function of the stellar age. The green, cyan, and blue curves show the conversion factor for metallicities of $Z = 0.02, 0.004, 0.0004$, respectively, calculated with YGGDRASIL (Zackrisson et al. 2011) assuming a constant star formation history with a unity gas covering fraction. These factors are values for a UV luminosity at 1500 Å in the Salpeter (1955) IMF in the interval of 0.1–100 $M_\odot$. Note that the original outputs from YGGDRASIL are for the Kroupa (2001) IMF, and we correct for the IMF difference by multiplying the outputs by 1.49. The solid (PopIII.1) and dashed (PopIII.2) purple curves show the conversion factors for Population III stellar populations with an extremely top-heavy IMF (50–500 $M_\odot$, the Salpeter 1955 slope) and a moderately top-heavy IMF (log-normal with characteristic mass $M_* = 10 M_\odot$, dispersion $\sigma = 1 M_\odot$, and wings extending from 1 to 500 $M_\odot$). If galaxies at $z > 10$ are dominated by Population III stellar populations, the conversion factor is significantly lower than the typically assumed value ($K_{UV} = 1.15 \times 10^{-28} M_\odot \text{yr}^{-1}/(\text{erg s}^{-1}\text{Hz}^{-1})$; black line), resulting in the overestimation of the SFR.

Table 10

SFRs and Stellar Masses of Luminous Galaxy Candidates with $M_{UV} < -19.5$ mag

| ID           | $z_{\text{phot}}$ | SFR ($M_\odot \text{yr}^{-1}$) | $M_* (M_\odot)$ |
|--------------|-------------------|--------------------------------|-----------------|
| GL-z9-1      | 10.49$^{+0.53}_{-0.72}$ | $14.2^{+25.0}_{-11.2}$ | $(1.1^{+2.0}_{-0.5}) \times 10^9$ |
| CR2-z12-1    | 11.53$^{+0.51}_{-0.53}$ | $0.9^{+1.9}_{-0.1}$     | $(7.6^{+6.0}_{-0.4}) \times 10^4$ |
| GL-z12-1$^a$ | 12.28$^{+0.09}_{-0.07}$ | $2.9^{+15.0}_{-1.9}$    | $(3.3^{+16.0}_{-1.5}) \times 10^4$ |
| S5-z12-1     | 12.58$^{+0.12}_{-0.11}$ | $5.5^{+15.4}_{-1.4}$    | $(3.4^{+15.5}_{-1.6}) \times 10^4$ |
| CR2-z16-1$^a$| 16.25$^{+0.24}_{-0.23}$ | $31.2^{+30.8}_{-25.8}$ | $(6.1^{+30.9}_{-25.8}) \times 10^4$ |
| S5-z16-1$^a$ | 16.41$^{+0.56}_{-0.53}$ | $51.3^{+17.3}_{-21.7}$ | $(3.9^{+15.9}_{-21.7}) \times 10^4$ |

Notes. Assuming the Chabrier (2003) IMF and metallicity of $Z = 0.2 Z_\odot$. The SFR is averaged over the past 50 Myr in the same manner as Tacchella et al. (2022). See Section 3.3 for the details of the SED fitting.

$^a$ This candidate shows a compact morphology indicative of AGN activity, while the profile is spatially extended more than the PSF (Section 3.5).

7. Summary

In this paper, we have conducted comprehensive analyses for the JWST/NIRCam images taken by the JWST ERO SMACS J0723, Stephan’s Quintet, ERS GLASS, and CEERS projects, covering a total of ~88.7 arcmin$^2$, in conjunction with the supports of the ERO SMACS J0723 NIRSpec spectra. We reduced the NIRCam data sets using the new calibration parameters released in October, based on calibration observations of three different standard stars placed in all of the 10 NIRCam detectors. Our major findings are summarized below:

1. We have selected dropout galaxy candidates at $z \sim 9$, $z \sim 12$, and $z \sim 16$ showing significant continuum breaks in the NIRCam F115W, F150W, and F200W bands, respectively, by the color criteria, confirming clear nondetections in the band(s) whose wavelength is shorter than the continuum breaks including the F090W band (Section 3.2, Figure 2). Because we have found that a weak photo-z criterion of $\Delta \chi^2 > 4$ cannot remove a number of foreground interlopers on the bases of the JWST simulation data produced by the CEERS project team (Figure 3), we apply a stringent photo-z determination criterion of $\Delta \chi^2 > 9$ with the PROSPECTOR code for our galaxy selection. We thus identify 13, 8, and 2 dropout galaxy candidates at $z \sim 9$, $z \sim 12$, and $z \sim 16$, respectively (Table 2). We confirm that our photometric redshifts agree well with the spectroscopic redshifts, by applying our photometric redshift technique to galaxies at observed properties of $z \sim 10$–16 galaxies (i.e., high cosmic SFR densities and massive stellar masses) can be explained by either the lack of star formation suppression by UV background radiation at the pre-reionization epoch or a top-heavy IMF possibly with a Population III–like stellar population.

Figure 21 Stellar masses of our galaxy candidates as a function of the redshift. The red filled diamonds show the stellar mass estimates for six luminous galaxy candidates with $M_{UV} < -19.5$ mag at $z \sim 10$–16 (Table 10), and the open red circles are the results for other candidates. The gray shaded region indicates the stellar mass whose number density is below the observational limit, calculated from the cosmic baryon fraction ($\Omega_b/\Omega_m = 0.16$) and the maximum halo mass that can be observed with the survey volume of this study. The black and blue curves indicate the stellar masses calculated from the maximum halo mass with $M_h/M_\odot = 0.1$ and the maximum $M_h/M_\odot$ value at each redshift in Behroozi et al. (2020), respectively. The massive stellar masses ($M_* \sim 10^9 M_\odot$) of the two $z \sim 16$ candidates can be explained by a very high SHMR of $M_\odot/M_\odot = 0.1$, indicating a star formation efficiency as high as ~60%. The other four luminous candidates at $z \sim 10$–13 also show higher stellar masses compared to the predictions from Behroozi et al. (2020).
2. We have thoroughly compared our dropout galaxy candidates with other high-redshift galaxies reported in a number of recent studies in the ERO SMACS J0723 and the ERS GLASS+CEERS NIRCam fields. We have summarized the candidates so far claimed in the literature together with our dropouts in Tables 3–5. For bright galaxy candidates, we find that a reasonable fraction of galaxies are commonly selected in our and previous studies. We confirm that, among all of the candidates, our dropout galaxies show significant Lyα continuum breaks and flat UV continua with nondetections of continua whose wavelengths are shorter than the break (Figures 7–8), and conclude that we do not miss many reliable candidates in the redshift range of \( z \sim 9–16 \) in our selection.

3. We have derived the UV luminosity functions at \( z \sim 9, 12, \) and 16 (Figures 12 and 13). The UV luminosity functions at \( z \sim 9 \) and 12 agree with those of previous HST and JWST studies within uncertainties including the cosmic variance, and the UV luminosity function at \( z \sim 16 \) is newly constrained. The double-power-law function is preferred to the Schechter function at \( z \sim 9, \) albeit with a moderately small difference of \( \chi^2 \).

4. The cosmic SFR densities at \( z \sim 9, 12, \) and 16 are derived by the integration of the best-fit UV luminosity functions (Figure 18). By comparison with the previous low-redshift determinations of cosmic SFR densities, we find that the cosmic SFR densities significantly decrease from \( z \sim 9 \) to 12. A decrease in the cosmic SFR densities may exist from \( z \sim 12 \) to 16, while the decrease is not larger than the errors. Our measurements of the cosmic SFR density at \( z \sim 12 \) are higher than predictions from the constant star formation efficiency model (Harikane et al. 2022b), while the model explains the cosmic star formation history at \( z \lesssim 10 \). Moreover, there is a hint of a high cosmic SFR density at \( z \sim 16 \) above the model, although it is not statistically significant due to the large error.

5. There are several luminous and massive galaxy candidates with \( M_{UV} \sim -19.5 \) mag at the early epoch of \( z \sim 10–16 \), when the age of the universe is only \( \sim 200–500 \) Myr after the Big Bang (Figure 21). We confirm that our stellar mass estimates are comparable with those of the previous studies. Although one of the objects may have contributions of UV radiation from an AGN suggested by their morphologies, a majority (\( \sim 80\% \)) of the galaxies may be truly stellar massive. By comparison with the structure formation models that provide the upper limits of the dark matter halo masses observed in this study, the SHMR of the luminous galaxy candidates at \( z \sim 16 \) is \( M_* / M_b \sim 0.1 \), corresponding to \( \sim 60\% \) of the baryon to dark matter density ratio in the Planck cosmology, indicating that most of baryon may be converted to stars, unlike lower-redshift and present-day galaxies with a reasonably small SHMR up to \( M_* / M_b \simeq 0.02–0.03 \) (e.g., Harikane et al. 2016; Behroozi et al. 2019). The other candidates at \( z \sim 10–13 \) also have stellar masses more massive than predictions from the maximum SHMR in Behroozi et al. (2020).

6. This study identifies two interesting observational properties of galaxies at \( z \sim 10–16 \), the cosmic SFR densities higher than the constant star formation efficiency model and the existence of UV-luminous galaxies with high stellar masses. The possibility of the AGN contribution can be ruled out, because a small fraction of galaxies have compact morphologies suggesting no dominant radiation from the AGN activity. Instead, there are two scenarios that explain the observational properties (Figure 19). One scenario is that the UV background radiation does not suppress the star formation at the pre-reionization epoch unlike at the EoR and post-EoR. Efficient star formation may take place at \( z \sim 10–16 \), producing high cosmic SFR densities and stellar-massive galaxies. The other scenario is that a top-heavy IMF possibly with Population III (or similarly metal-poor) stellar populations produces strong UV radiation. The strong UV radiation may result in the overestimation of SFR densities above the constant star formation efficiency model and of the stellar mass of the luminous galaxies. Further observational and theoretical studies are needed to test these two scenarios.
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