Highly sparse surface couplings for subdomain-wise isoviscous Stokes finite element discretizations
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Abstract

The Stokes system with constant viscosity can be cast into different formulations by exploiting the incompressibility constraint. For instance the strain in the weak formulation can be replaced by the gradient to decouple the velocity components in the different coordinate directions. Thus the discretization of the simplified problem leads to fewer nonzero entries in the stiffness matrix. This is of particular interest in large scale simulations where a reduced memory bandwidth requirement can help to significantly accelerate the computations. In the case of a piecewise constant viscosity, as it typically arises in multi-phase flows, or when the boundary conditions involve traction, the situation is more complex, and one has to treat the cross derivatives in the original Stokes system with care. A naive application of the standard vectorial Laplacian results in a physically incorrect solution, while formulations based on the strain increase the computational effort everywhere, even when the inconsistencies arise only from an incorrect treatment in a small fraction of the computational domain. Here we propose a new approach that is consistent with the strain-based formulation and preserves the decoupling advantages of the gradient-based formulation in isoviscous subdomains. The modification is equivalent to locally changing the discretization stencils, hence the more expensive discretization is restricted to a lower dimensional interface, making the additional computational cost asymptotically negligible. We demonstrate the consistency and convergence properties of the method and show that in a massively parallel setup, the multigrid solution of the resulting discrete systems is faster than for the classical strain-based formulation. Moreover, we give an application example which is inspired by geophysical research.
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1 Introduction

The non-isoviscous Stokes equations are an important mathematical model for a wide range of applications and serve as a building block for more complicated fluid models. In several applications of interest, however, the model can be considerably simplified by formally decomposing the simulation domain into isoviscous sub-domains. To this end, consider the incompressible Stokes equations

\[-\text{div} \sigma(u, p) = f,\]
\[\text{div} u = 0,\]

in a polyhedral domain \(\Omega \subset \mathbb{R}^d\), \(d = 2, 3\), where \(u = [u_1, \ldots, u_d]^T\) denotes the velocity, \(p\) the pressure, and \(f = [f_1, \ldots, f_d]^T\) is an external forcing term. The stress tensor is defined as

\[\sigma(u, p) := 2\mu \text{sym} \nabla u - p \cdot \text{Id},\]

where \(\text{sym} T := \frac{1}{2}(T + T^\top)\) denotes the symmetric part of a tensor \(T \in \mathbb{R}^{d \times d}\), and \(\mu\) is a positive scalar viscosity field. The focus of this work lies on a model setting resulting from the assumption that the viscosity is a piecewise constant function with a possibly large contrast, i.e.,

\[\mu = \begin{cases} 
\mu_1 & \text{in } \Omega_1, \\
\mu_2 & \text{in } \Omega_2
\end{cases}\]

with \(\mu_1 \geq \mu_2 > 0\).

Such models have relevant applications, for instance in incompressible two-phase flow simulations (cf. [16] and the references therein), or in fundamental geophysical studies; cf. e.g. [17, 9, 39].

To simplify the exposition, the disjoint subdomains \(\Omega_1\) and \(\Omega_2\) are assumed to be polyhedral such that \(\Omega = \Omega_1 \cup \Omega_2\), and the interface between both subdomains is denoted by \(\Gamma_{12} := \partial \Omega_1 \cap \partial \Omega_2\). The equations (4) are then equivalent to the interface formulation

\[-\mu_i \Delta u + \nabla p = f, \quad \text{in } \Omega_i, \quad i = 1, 2\]
\[\text{div } u = 0, \quad \text{in } \Omega_i,\]
\[\llbracket u \rrbracket = 0, \quad \llbracket \sigma(u, p) \cdot n \rrbracket = 0, \quad \text{on } \Gamma_{12},\]

which is discussed e.g. in [23, 22, 29]. Here \(n_i\) stands for the outward pointing unit normal on \(\partial \Omega_i\), and we omit the index where there is no ambiguity. Moreover, \(\llbracket v \rrbracket := v|_{\Gamma_{12} \cap \Omega_1} - v|_{\Gamma_{12} \cap \Omega_2}\) denotes the oriented jump of a scalar or vectorial quantity \(v\) across the interface, and \(\llbracket T \cdot n \rrbracket := T|_{\Gamma_{12} \cap \Omega_1} \cdot n_1 + T|_{\Gamma_{12} \cap \Omega_2} \cdot n_2\) stands for the jump of the normal component of a tensorial quantity \(T\).

In terms of boundary conditions, we complement the equations (4) by homogeneous Dirichlet conditions \(u = 0\) on \(\Gamma_D \subset \partial \Omega\) and prescribe either traction-free boundary conditions

\[\sigma(u, p) \cdot n = 0, \quad \text{on } \Gamma_D \subset \partial \Omega,\]
or free-slip boundary conditions

\[ u \cdot n = 0, \quad n \times \sigma(u, p) \cdot n = 0, \quad \text{on } \Gamma_F \subset \partial \Omega. \]  

As it is standard, we assume \( \Gamma_D \cap \Gamma_F = \emptyset, \Gamma_D \cup \Gamma_F = \partial \Omega, \) and the \((d - 1)\)-dimensional measure of \( \Gamma_D \) is positive such that Korn-type estimates hold.

The important difference between the single domain \(1\) and the multi-domain formulation \(4\) is that the presence of cross-derivatives in \(4\) is limited to \(\Gamma_{12}\). At the interface \(\Gamma_{12}\), the continuity of the normal stresses is enforced via \(4c\). Moreover at the boundary part \(\Gamma_F\), the traction is (partly) constrained via \(5\). Thus in the following, both \(\Gamma_F\) and \(\Gamma_{12}\) will be called interface to simplify notation. The equivalence of \(1\) and \(4\) results from the fact that for solenoidal velocities, we have

\[ 2 \text{div}(\text{sym} \, \nabla u) = \Delta u + \nabla \text{div} u = \Delta u, \]  

which decouples the velocity components in the momentum equation. Preserving this decoupling property in a discrete sense is of special interest in large-scale computations since the number of nodes at the interface increases with \(O(h^{-d+1})\) while the total number of degrees of freedom grows with \(O(h^{-d})\). Thus, asymptotically, the number of nodes associated with the interior of the subdomains dominates, and the computational cost can be significantly reduced by using an approach that decouples in the interior of the isoviscous subdomains. This observation does not only hold for traditional element-wise assembling procedures but also for the matrix-vector product with the stiffness matrix. A fast realization of these basic operations is essential to obtain a fast time-to-solution of many iterative solvers such as multigrid methods. It is however not obvious how to exploit the previously discussed decoupling property for large-scale applications. This fact is related to the observation that interface problems often result in a saddle point structure that may give rise to stability concerns.

To elaborate on this, let us choose a natural setting for the interface problem by defining appropriate function spaces. For the velocity space we choose \(V := \{ v \in H^1(\Omega)^d : v = 0 \text{ on } \Gamma_D, \int_{\partial \Omega} v \cdot n \, ds = 0 \}\) and \(V := \{ v \in H^1(\Omega)^d : v = 0 \text{ on } \Gamma_D, v \cdot n = 0 \text{ on } \Gamma_F \}\) for \(5a\) and \(5b\), respectively. We point out that the definition of the velocity space automatically guarantees that \(\int_{\partial \Omega} v \cdot n \, ds = \int_{\Omega} \text{div} v \, dx = 0, \) \(v \in V\) and thus for all our settings, we only work with \(Q := \{ q \in L^2(\Omega) : \int_{\Omega} \mu^{-1} q \, dx = 0 \}\) as test and solution space for the pressure. This choice ensures uniqueness of the pressure with respect to the constant mode. The weak problem will then read as: given \(f \in V'\), find \((u, p) \in V \times Q\), such that

\begin{align}
 a(u, v) + b(v, p) &= \langle f, v \rangle, & \text{for all } v \in V, \quad \text{(7a)} \\
 b(u, q) &= 0, & \text{for all } q \in Q, \quad \text{(7b)}
\end{align}

where \(b(v, q) := -(\text{div } v, q)_0\) is the standard weak form of the divergence and \((\cdot, \cdot)_0\) denotes the \(L^2\) scalar product on \(\Omega\). The exact form of \(a(\cdot, \cdot)\) however
depends on the strong formulation on which we base our derivation. Starting from \(1\) leads to the bilinear form

\[
a_{\text{sym}}(u, v) := (2\mu \text{sym} \nabla u, \text{sym} \nabla v).
\]

By Korn’s second inequality, we obtain positive definiteness of \(a_{\text{sym}}(\cdot, \cdot)\) on \(V \times V\). The drawback of this weak form is that it does not exploit the knowledge that the velocity components are decoupled in the strong momentum balance inside the subdomains, which leads to a reduced sparsity in the finite-dimensional setting.

Another straightforward approach would be to start from the interface formulation \(4\). Integrating by parts over each subdomain and incorporating the momentum balance, we obtain a weak Laplacian which is augmented with consistency terms at the interface

\[
a_{\text{int}}(u, v) := (\mu \nabla u, \nabla v) + \sum_{i=1}^{2} (\mu \nabla u{\top} n, v)_{\partial \Omega_i \cap \Gamma_{12}} + (\mu \nabla u{\top} n, v)_{\Gamma_F},
\]

cf. e.g. \([23]\), where a similar construction for the special case of boundary conditions involving the surface traction is considered. The above formulation, while being consistent and decoupled inside the subdomains, has two major drawbacks: Firstly, due to the additional consistency terms, this form sacrifices symmetry. Secondly, it is – to the authors’ best knowledge – not possible to prove coercivity of \(a_{\text{int}}(\cdot, \cdot)\) for large viscosity contrasts.

Limache et al. \([23]\) interpret the lack of consistency as a violation of the principle of objectivity, a basic axiom of continuum mechanics.

In this article, we introduce a framework for incompressible flow with subdomain-wise constant viscosities, that exploits the increased sparsity of the vectorial Laplacian and thus – assuming comparable convergence rates – allows for a significantly faster iterative solution as compared to the classical strain based formulation. Our goal is to provide a mathematical sound reformulation in a variationally consistent setting and to report on the resulting performance and scalability results. The paper is organized as follows: In the following Section 2 we shall derive an alternative bilinear form which is both consistent and symmetric, therefore eliminates the major drawback of the form \(a_{\text{int}}(\cdot, \cdot)\) defined above. Subsequently, in Section 3 we discuss the circumstances under which the modified form leads us to a stable and convergent approximation scheme in case of finite dimensional velocity and pressure spaces. Particularly, we present and analyze a lowest-order stabilized method which has a decoupling property built-in and suppresses spurious pressure modes. In Section 4 we give some illustrative numerical examples to complement our theory and to report on the discretization error for the different formulations. Section 5 is devoted to performance considerations. More precisely, we consider the influence of the formulation on the time to solution for a highly scalable and parallel all-at-once
multigrid solver. Finally in Section 6 we present a simplified geophysical model example and show that the new modified scheme yields results which are in agreement with the physically accepted strain-based formulation of the Stokes problem.

2 A symmetric decoupled weak formulation

In this section, we provide two different weak formulations that decouple in the subdomains and involve cross derivative terms only across the interface. The approach proposed in this work is primarily based on an observation that can be traced back at least to Pironneau [31, Sect. 6.4], namely, that we can rewrite

\[ (2 \text{sym} \nabla u, \text{sym} \nabla v)_{\Omega_i} - (\text{div} u, \text{div} v)_{\Omega_i} = (\nabla u, \nabla v)_{\Omega_i} + (\nabla u \cdot n - \text{div} u \cdot n, v)_{\partial \Omega_i}. \]

(10)

For a formal proof and suitable assumptions, we refer to Lemma 2 below. Using (10), we can easily derive a symmetric bilinear form

\[ a_{\text{tr}}(v, u) := a_{\text{sym}}(v, u) - (\mu \text{div} u, \text{div} v) \]

\[ = a_{\text{dev}}(u, v) - (\mu(1 - \frac{2}{d}) \text{div} u, \text{div} v), \]

(11)

where \( a_{\text{dev}}(u, v) := (2\mu \text{dev sym} \nabla u, \text{dev sym} \nabla v). \) Here \( \text{dev} T := T - \frac{1}{d} \text{tr}(T) \cdot \text{Id} \) denotes the deviatoric part of a tensor \( T. \) Thus, we directly obtain a decoupling property for the momentum part also in the weak setting. The above modification amounts to formally changing the stress tensor to

\[ \sigma(u, p) = 2\mu \text{sym} \nabla u - (p + \mu \text{div} u) \cdot \text{Id} \]

\[ = 2\mu \text{dev sym} \nabla u - (p + \mu(1 - \frac{2}{d}) \text{div} u) \cdot \text{Id}. \]

(12)

It is obvious that \( a_{\text{tr}}(\cdot, \cdot) \) is symmetric, and moreover for \( d = 2 \) it is also coercive on \( V \times V \) if \( \Gamma_D = \partial \Omega \) with respect to the standard \( H^1 \)-norm, see, e.g., [27, Lemma 4.2]. For solenoidal elements of \( V \) the bilinear form (11) is equal to (8), and thus the modified problem is strongly consistent with the original Stokes problem (1) due to the incompressibility constraint \( \text{div} u = 0. \)

Before we discuss finite element approximations for the corresponding weak problem, we shall discuss two possible equivalent reformulations which can be used for the implementation to exploit the advantageous decoupling property.

2.1 Equivalence with a tangential interface coupling

Before we can state our main results, we need to discuss some preliminary algebraic identities. These identities provide a useful tool to expand a trace-free tensor in terms of a rotational basis. For the two-dimensional setting, \( d = 2, \) we define the orthogonal matrix

\[ R_2^1 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]
and set \( n_d = n_2 = 1 \). For the three-dimensional case, \( d = 3 \), we accordingly define

\[
R_3^1 = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0 \\
\end{pmatrix}, \quad R_3^2 = \begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0 \\
\end{pmatrix}, \quad R_3^3 = \begin{pmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\]

and set \( n_d = n_3 = 3 \). For \( x \in \mathbb{R}^2 \) we have \( R_3^1 x \perp x \) and for \( x \in \mathbb{R}^3 \) we get \( R_3^j x = e_j \times x \), where \( \{e_j, 1 \leq j \leq 3\} \), denotes the canonical basis of \( \mathbb{R}^3 \).

Lemma 1. Let \( T \in \mathbb{R}^{d \times d} \), \( d = 2, 3 \). Then we have the equalities

\begin{align*}
T - \text{tr} (T) \cdot \text{Id} &= \sum_{j=1}^{n_d} R_d^j T^\top R_d^j, \quad (13) \\
\text{dev} T &= \sum_{j=1}^{n_d} R_d^j \text{dev} T^\top R_d^j, \quad (14)
\end{align*}

Proof. Both equalities are easily obtained from a straightforward computation. For \( d = 3 \), it is helpful to note that \( \sum_{j=1}^{3} R_d^j R_d^j = -2 \text{Id} \), and

\[
\text{dev} T = T - \text{tr} (T) \cdot \text{Id} + \frac{2}{3} \text{tr} (T) \cdot \text{Id} = \sum_{j=1}^{3} R_d^j T^\top R_d^j - \frac{1}{3} \text{tr} (T) \sum_{j=1}^{3} R_d^j R_d^j
\]

\[
= \sum_{j=1}^{3} R_d^j (T^\top - \frac{1}{3} \text{tr} (T^\top) \cdot \text{Id}) R_d^j = \sum_{j=1}^{3} R_d^j \text{dev} T^\top R_d^j,
\]

thus (14) follows from (13) and the definition of the deviatoric operator. \( \Box \)

The previous identities are essential for our derivation as we will show next. Let \( \{T_h(\Omega_i) \mid T \in T_h(\Omega_i)\} \) be a family of shape regular triangulations on \( \Omega_i \) such that each vertex on \( \Gamma_{12} \) is a vertex of both \( T_h(\Omega_1) \) and \( T_h(\Omega_2) \), with at least one inner vertex on \( \Gamma_{12} \).

Lemma 2. For all \( u, v \in H^1(\Omega_i) \cap \prod_{T \in T_h(\Omega_i)} H^2(T) \) there holds:

\[
(\nabla u^\top - \text{div} u \cdot \text{Id}, \nabla v)_{\Omega_i} = (\nabla u^\top n - \text{div} u \cdot n, v)_{\partial \Omega_i}. \quad (15)
\]

Moreover, we can equivalently rewrite the surface terms by tangential derivatives as

\[
(\nabla u^\top n - \text{div} u \cdot n, v)_{\partial \Omega_i} = -\sum_{j=1}^{n_d} (\nabla u R_d^j n, R_d^j v)_{\partial \Omega_i}. \quad (16)
\]

Proof. The identity (15), which readily implies (10), can be found in [31 Sec. 6.4; eq. (130)]. Since the proof is omitted there, we shall give one here for the sake of completeness: We integrate by parts on each element inside \( \Omega_i \) and notice that,
due to the regularity requirements, we have $\nabla \text{div} u - \text{div} \nabla u^\top = 0$ in every $T \in T_h(\Omega_i)$. By this, we find after summation that

$$
(\nabla u^\top - \text{div} u \cdot \text{Id}, \nabla v)_{\Omega_i} = \sum_{T \in T_h(\Omega_i)} (\nabla u^\top n - \text{div} u \cdot n, v)_{\partial T}.
$$

Now it is important to see that $\nabla u^\top n - \text{div} u \cdot n$ is a derivative acting only in tangential direction, and hence the contributions of each facet in the interior of $\Omega_i$ cancel out due to the inverse orientation of their normals. To show this, we make use of the identity (13) with $T = \nabla u^\top$, which directly yields the second identity as a side product.

Given the above considerations and defining the tangential vectors $t_j := R_j n$, $j = 1, \ldots, n_d$, and $v_j^\perp := R_j v$, it is easy to see that on $V \times V$ the bilinear form $a_{tr}(u, v)$ can be equivalently written as

$$
a_{tr}(u, v) = (\mu \nabla u, \nabla v) - [\mu] \sum_{j=1}^{n_d} (\partial t_j u, v_j^\perp)_{\Gamma_{12}} - \mu \sum_{j=1}^{n_d} (\partial t_j u, v_j^\perp)_{\Gamma_F}. 
$$

This formulation allows us to see that the additional couplings at the interface are in fact only introduced in tangential direction, i.e., in conforming velocity spaces, the cross-couplings are restricted to the coefficients at the interface.

### 2.2 Equivalence with a modified interface stencil

Although the representation (17) allows us to avoid cross derivative terms within the subdomain, it requires the assembly of interface terms which may not be straightforwardly supported in existing codes. We shall thus shed some light on an alternative interpretation of the interface treatment.

In massively parallel large-scale simulations, it is becoming increasingly important to develop matrix-free implementations since they do not only save the memory for storing the full operator but also the effort to retrieve the matrix entries in each iteration from memory which is often the dominating cost factor. In particular, matrix-free implementations are of interest for hierarchically refined grids that result in patch-wise uniform fine meshes; cf. e.g. [2, 12, 13] and the references contained therein. Here, assuming constant coefficients, the interior stencils can be efficiently pre-computed for the coarse mesh elements and can be applied on the fly on the fine mesh. A modified approach is thus in our context only necessary at the interface, where we propose to express the contributions of the bilinear form $a_{tr}(\cdot, \cdot)$ in a stencil-based fashion.

Let us consider a finite-dimensional space $V_h \subset V$. Moreover let us assume that we can decompose $v_h = v_h^0 + \hat{v}_h$ such that $v_h^0 \in V_h$ and $v_h^0|_{\Omega_i} \in H^1_0(\Omega_i)$, $i = 1, 2$. It is easy to see that we obtain

$$
 a_{tr}(u_h, v_h) = (\mu \nabla u_h, \nabla v_h^0)_{\Omega_i} + a_{tr}(u_h, \hat{v}_h),
$$

where we use (11) for the evaluation of $a_{tr}(u_h, \hat{v}_h)$. 
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The conceptual sketch in Fig. 1 illustrates the coupling of the x- and y-velocity components in two dimensions. The standard bilinear form depicted in the second picture from the left results in a fully coupled setting, while the bilinear form yields a reduced coupling in the components. We note that a closer look reveals that both stiffness matrices resulting from and are mathematically equal, but differ in their sparsity structure in a stencil based code which is illustrated by the translucent/green box.

![Figure 1: An illustration of different types of cross derivative couplings.](image)

Using , we obtain a stiffness matrix where only the nodes at the interface couple in x and y direction, see the second picture from the right. Using the equivalent form results in the picture on the right where formally also coupling terms between the subdomain velocity components and interface test functions occur. Although, the element-wise assembled contributions cancel out within the global assembling process, the stencil entry is formally filled by a zero and contributes to the floating point operations (FLOPS) as well as the memory footprint of the operator application. However, since the additional entries are only relevant at the interface, these extra costs can be asymptotically neglected. From the point of view of stencil-based codes, the application of the viscous operator can thus be realized by applying the Laplacian stencils inside the domains of same viscosity and the full stencil only at the interface between the subdomains with different viscosity and on to ensure consistency. Hence, this decoupling of the velocities inside each subdomain allows for an efficient matrix vector multiplication as required for many smoothers in the multigrid context, since each velocity component can be treated independently.

Remark 1. The decoupling property is not restricted to settings in which the mesh resolves the interface. For instance, in two-phase flow computations, where the interface is described by a level-set function, the same techniques can be used. In this case, we have to differentiate between shape-functions which are supported at the interface and those which are not. Given such a decomposition, the decoupling mechanisms described above can be straightforwardly applied to increase the sparsity of the global stiffness matrix. The computational effort of identifying the corresponding interface degrees of freedom will anyway be needed for the element based assembly routines so that this technique can be directly incorporated without any significant extra cost. The decoupling property also generalizes to higher order finite elements.
3 Stability and uniform coercivity in the discrete setting

By construction, the saddle point problem \(\text{[7]}\) with \(a(\cdot, \cdot)\) given by \(a_{\text{sym}}(\cdot, \cdot)\) is consistent. We associate with \((v, q) \in V \times Q\) the norm

\[
\|(v, q)\|^2 := \|v\|_V^2 + \|q\|_Q^2,
\]

\[
\|v\|_V^2 := a_{\text{sym}}(v, v), \quad \|q\|_Q^2 := (q, q)_Q, \quad (p, q)_Q := (p/(2\mu), q)_0
\]

and consider additionally on \([H^1(\Omega)]^d\) the semi-norm \(\|v\|_V^d := a_{\text{dev}}(v, v)\).

**Remark 2.** The choice of our boundary conditions and Korn’s inequality guarantee that \(\|\cdot\|_V\) is equivalent to the standard \(H^1\)-Hilbert space norm on \(V\). However, in general, the constants in the bounds depend on \(\mu\). If on \(\Omega_1\), i.e., on the subdomain with the larger viscosity, a non-trivial Dirichlet boundary part is prescribed, then the norm \(\|\cdot\|_V\) is equivalent to \((2\mu\nabla v, \nabla v)_0^{0.5}\) with constants independent of \(\mu\). The inf-sup condition on \(V \times Q\) is shown in \([29]\) with respect to the norm pairing \((2\mu\nabla \cdot, \nabla \cdot)_0^{0.5}\) and \(\|\cdot\|_Q\), and thus it automatically holds true for the pairing \(\|\cdot\|_V\) and \(\|\cdot\|_Q\).

Introducing the subspace of solenoidal velocities \(V_0 := \{v \in V : \text{div} \, v = 0\}\), it is trivial to see that

\[
a_{\text{sym}}(v, v) = a_{\text{dev}}(v, v) = a_{\text{tr}}(v, v), \quad v \in V_0,
\]

and consequently the saddle point problem \(\text{[7]}\) with \(a(\cdot, \cdot)\) given by \(a_{\text{tr}}(\cdot, \cdot)\) is stable in the continuous setting. However, the discrete setting does not necessarily inherit this property.

Before we consider stable discretizations of the saddle point problem, we comment on the semi-norm \(\|\cdot\|_V\). According to \([27]\) Lemma 4.2, \(\|\cdot\|_V\) is equivalent to the standard \(H^1\)-Hilbert space norm on \(V\) for \(d = 3\). Moreover, the equivalence to \((2\mu\nabla v, \nabla v)_0^{0.5}\) is uniform with respect to \(\mu\) if on \(\Omega_1\) a non-trivial Dirichlet boundary part is prescribed. However, this does not hold for \(d = 2\).

In the planar setting, the equivalence of \(\|\cdot\|_V\) to the standard \(H^1\)-Hilbert space norm on \(V\) is only guaranteed if \(\Gamma_D = \partial \Omega\). This difference in the equivalence is related to the fact that the kernel \(\mathcal{N}\) of the operator \(\text{dev} \, \text{sym} \, \nabla\) is infinite dimensional for \(d = 2\) but finite dimensional for \(d = 3\). We refer to \([32]\) for a sequence serving as counterexample in \(d = 2\). For \(d = 3\), the dimension of \(\mathcal{N}\) equals 10, including the six dimensional space of rigid body modes. Since \(\text{div} \, \mathcal{N} \neq \{0\}\), we can find a \(v \in \mathcal{N}\) such that \(a_{\text{tr}}(v, v) < 0\). Let us consider as example \(v := x\); we then get \(a_{\text{dev}}(v, v) = 0\) and \(a_{\text{tr}}(v, v) = -3(\mu_1 |\Omega_1| + \mu_2 |\Omega_2|) < 0\). In contrast to \(a_{\text{dev}}(\cdot, \cdot)\), the bilinear form \(a_{\text{tr}}(\cdot, \cdot)\) is not positive semi-definite on \([H^1(\Omega)]^3\) and does not define a semi-norm.

In the light of the previous considerations, it becomes obvious that the stability of the previously discussed modified schemes is not straightforward to establish if the incompressibility constraint cannot be strongly satisfied given the combination of finite element spaces \(V_h \times Q_h \subset V \times Q\) at hand. Such
mixed spaces, where $\text{div} V_h = Q_h$ are not very widespread in practice since they require higher-order ansatz functions and/or special meshes, cf. e.g. the discussions in [37, 40, 6, 8]. In particular, for the case $d = 3$, the stability analysis for the so-called Scott–Vogelius spaces has been an open problem for almost three decades; cf. the discussion in [28] for recent progress.

In the following we shall thus demonstrate techniques that allow to prove stability of our modified scheme for stabilized finite element discretizations.

### 3.1 Stabilized lowest-order discretization

Let us recall that the computational domain $\Omega$ is subdivided into a conforming simplicial mesh $T_h$ that resolves the interface. For the velocity discretization, we use linear, conforming finite elements and for the pressure space we employ piecewise constants, i.e.,

\[
V_h := \{ v \in V : v|_T \in [P_1(T)]^d, \forall T \in T_h \}, \\
Q_h := \{ q \in Q : q|_T \in P_0(T), \forall T \in T_h \}.
\]

In terms of a suitable stabilization bilinear form $c(\cdot, \cdot)$, the discrete weak problem then reads as: given $f \in V'$, find $(u_h, p_h) \in V_h \times Q_h$, such that

\[
B(u_h, p_h; v_h, q_h) = \langle f, v_h \rangle, \quad \text{for all } (v_h, q_h) \in V_h \times Q_h, \tag{19a}
\]

\[
B(u_h, p_h; v_h, q_h) := a_{tr}(u_h, v_h) + b(v_h, p_h) + b(u_h, q_h) - c(p_h, q_h). \tag{19b}
\]

The following stability analysis is based on a continuous inf-sup condition for the model problem [29, Thm. 1] and the use of a subdomain-wise defined Scott-Zhang type operator $S_h$ preserving homogeneous boundary conditions [36]. To obtain a globally conforming approximation, we also use a suitable boundary modification for $S_h$ at the interface $\Gamma_{12}$, i.e., the nodal values of $S_h v$ at each node $p$ on $\Gamma_{12}$ are purely defined in terms of $v|_{\Gamma_{12}}$.

**Theorem 1.** Let the stabilization term $c(\cdot, \cdot)$ satisfy

\[
c(q_h, q_h) \leq \gamma_0 \|q_h\|_Q^2, \quad (q_h, \text{div}(v - S_h v))_0^2 \leq C_{stab}^2 c(q_h, q_h) \|\sqrt{2\mu} \nabla v\|_0^2
\]

with $C_{stab} < \infty$ and $\gamma_0 < \frac{2d}{\mu}$ for all $q_h \in Q_h$ and $v|_{\Omega_1} \in [H^1_0(\Omega_1)]^d$. Then the variational formulation (19) is uniformly stable with respect to the norm $\| (v, q) \|$ and has a unique solution. Moreover the finite element error can be bounded by the best approximation error, i.e.,

\[
\| (u - u_h, p - p_h) \| \leq C (v, q) \inf_{(v, q) \in V_h \times Q_h} \| (u - v, p - q) \|.
\]

**Proof.** It is sufficient to show that there exists a $(v_h, q_h) \in V_h \times Q_h$ such that

\[
\frac{B(u_h, p_h; v_h, q_h)}{\| (v_h, p_h) \|} \geq c \| (u_h, p_h) \|. \tag{20}
\]
We recall that \( \mu \) is piecewise constant and moreover \((2\mu \text{ div } u_h, 1)_Q = (\text{div } u_h, 1)_0 = 0\) due to the definition of \( \mathbf{V} \). Following [29] Thm. 1, there exists \( z \in \mathbf{V} \) such that

\[
(\text{div } z, p_h + (1 - \frac{2}{d})\mu \text{ div } u_h)_0 = -\|p_h + (1 - \frac{2}{d})\mu \text{ div } u_h\|^2_Q \quad (21a)
\]

\[
\|\sqrt{2\mu} \nabla z\|_0 \leq C_1\|p_h + (1 - \frac{2}{d})\mu \text{ div } u_h\|_Q \quad (21b)
\]

with a constant \( C_1 < \infty \) independent of \((u_h, p_h)\). Using the assumption on the triangulation, a closer look reveals that \( z \) can assume the special form \( z = z_h + z_0 \) with \( z_h \in \mathbf{V}_h \), \( z_0 \in \{[H^1_0(\Omega_i)]^2, i = 1, 2\} \) and \( \|\sqrt{2\mu} \nabla z_0\|_0 \leq \tilde{C}_{\text{stab}}\|\sqrt{2\mu} \nabla z\|_0 \). This falls out of the constructive proof in [29] and the fact that \( \mathbf{V}_h \) is stable with respect to the one-dimensional pressure subspace of \( Q_h \) being subdomain-wise constant. For both \( d = 2 \) and \( d = 3 \), we formally set \( v_h := u_h + \alpha S_h z \) and show [20] if \( \alpha \) and \( q_h \) are selected properly.

Now, we first consider the case \( d = 3 \). Using \( q_h := -p_h - 2/3\mu \text{ div } u_h \in \mathcal{Q}_h \), the definition \((19b)\) gives

\[
B(u_h, p_h; v_h, q_h) = a_{\text{dev}}(u_h, u_h) - \frac{1}{3}(\mu \text{ div } u_h, \text{ div } u_h)_0 + c(p_h, p_h) + \frac{2}{3}c(\mu \text{ div } u_h)
\]

\[
+ \alpha a_{\text{dev}}(u_h, S_h z) - \frac{1}{3}(\mu \text{ div } u_h, \text{ div } S_h z)_0 - \alpha (\text{div } S_h z, p_h)_0
\]

\[
+ (\text{div } u_h, p_h)_0 + \frac{2}{3}(\mu \text{ div } u_h, \text{ div } u_h)_0 - (\text{div } u_h, p_h)_0
\]

\[
= a_{\text{dev}}(u_h, u_h) + \frac{1}{3}(\mu \text{ div } u_h, \text{ div } u_h)_0 + c(p_h, p_h) + \frac{2}{3}c(\mu \text{ div } u_h)
\]

\[
+ \alpha a_{\text{dev}}(u_h, S_h z) - \alpha (p_h + \frac{1}{3}\mu \text{ div } u_h, \text{ div } S_h z)_0.
\]

Exploiting the fact that \( S_h \) is subdomain-wise defined and \( H^1 \)-stable, we find in terms of \((21b)\) that \( \|S_h z\|_V \leq C_2\|p_h + 1/3\mu \text{ div } u_h\|_Q \), where \( C_2 \) only depends on the \( H^1 \)-stability constant of \( S_h \) and \( C_1 \). Using \((21a)\), we get

\[
B(u_h, p_h; v_h, q_h) \geq \frac{1}{2}\|u_h\|^2_V + \frac{1}{3}\|\sqrt{2\mu} \text{ div } u_h\|^2_0 + \alpha(1 - \frac{1}{2}C^2_2\alpha)\|p_h + \frac{1}{3}\mu \text{ div } u_h\|^2_0
\]

\[
+ c(p_h, p_h) + \frac{2}{3}c(\mu \text{ div } u_h) - \alpha)(p_h + \frac{1}{3}\mu \text{ div } u_h, \text{div } (S_h z - z))_0.
\]

Due to the linear character of \( S_h \), we have \( S_h z = z_h + S_h z_0 \) and \( z = S_h z = z_0 - S_h z_0 \), and thus we can make use of the assumption on the stabilization term. Setting \( C_3 := C_{\text{stab}}C^2_{\text{stab}}/2 \), a straightforward computation yields

\[
B(u_h, p_h; v_h, q_h) \geq \frac{1}{2}\|u_h\|^2_V + \frac{1}{3}\|\sqrt{2\mu} \text{ div } u_h\|^2_0 + \alpha(1 - \frac{1}{2}(C^2_2 + C^2_3)\alpha)\|p_h + \frac{1}{3}\mu \text{ div } u_h\|^2_0
\]

\[
+ c(p_h, p_h) + \frac{2}{3}c(\mu \text{ div } u_h) - c(p_h + \frac{1}{3}\mu \text{ div } u_h, p_h + \frac{1}{3}\mu \text{ div } u_h)
\]

\[
= \frac{1}{2}\|u_h\|^2_V + \frac{1}{6}(\|2\mu \text{ div } u_h\|^2_0 - \frac{1}{6}c(2\mu \text{ div } u_h, 2\mu \text{ div } u_h))
\]

\[
+ \alpha(1 - \frac{1}{2}(C^2_2 + C^2_3)\alpha)\|p_h + \frac{1}{3}\mu \text{ div } u_h\|^2_0.
\]
Under the continuity assumption on the bilinear form \( c(\cdot, \cdot) \) and by selecting \( \alpha \) small enough, we find

\[
B(u_h, p_h; v_h, q_h) \geq c(|u_h|^2_V + \|p_h\|^2_Q + 2\mu \text{div } u_h)^2 \geq c\left(\|u_h\|^2_V + \|p_h\|^2_Q\right),
\]

whereas \( \|v_h, q_h\| \leq c\left(\|u_h\|_V + \|p_h\|_Q + 2\mu \text{div } u_h\right) \leq c\left(\|u_h\|_V + \|p_h\|_Q\right). \]

The proof for \( d = 2 \) with the weaker assumption on \( \gamma_0 \), i.e., \( \gamma_0 < \infty \), follows essentially the same lines. Here we instead use \( q_h := -p_h - \beta \mu \text{div } u_h \in Q_h \) with \( \beta > 0 \) small enough and exploit the fact that \( a_{tr}(\cdot, \cdot) = a_{dev}(\cdot, \cdot) \).

Remark 3. We point out that the upper bound for \( \gamma_0 \) in Theorem 1 depends strongly on \( d \). For \( d = 2 \), only continuity of \( c(\cdot, \cdot) \) with respect to the pressure norm is required.

Remark 4. The proof shows that if on \( \Omega_1 \) a non-trivial Dirichlet boundary part is prescribed, the assumption \( \gamma_0 < 6 \) in 3D can be weakened since then \( |\cdot|_V \) and \( \|\cdot\|_V \) are equivalent and \( \|2\mu \text{div } v\|_Q \) is bounded by \( |v|_V \). Exploiting this equivalence, we find an upper bound for \( \gamma_0 \) being larger than 6 but depending on a domain-dependent Korn-type constant which is in general unknown.

### 3.2 An interior-penalty stabilization and local postprocessing

For \( c(\cdot, \cdot) \) there are different options, e.g., we could choose a form which is related to the schemes discussed in [21]:

\[
c(p, q) := \sum_{i=1}^{2} \frac{1}{2\mu_i} \sum_{F \in F_h(\Omega_i)} \frac{|T^F_1| \cdot |T^F_2|}{|T^F_1| + |T^F_2|} \|[p\|_F \|[q]\|_F, \quad \gamma > 0 \quad (22)
\]

where \( F_h(\Omega_i) \) is the set of interior facets of the isoviscous subdomain \( \Omega_i \) (i.e., facets on \( \partial \Omega_i \) are excluded), and \( T^F_1, T^F_2 \in T_h(\Omega_i) \) such that \( \partial T^F_1 \cap T^F_2 = F \).

We point out that we do not penalize a pressure jump across the interface \( \Gamma_{12} \).

A straightforward computation shows that if \( \gamma < 3/2 \) for \( d = 3 \) then the continuity assumption of Theorem 1 is satisfied. Integration by part and the properties of the Scott–Zhang operator with a proper scaling argument guarantee the second assumption on \( c(\cdot, \cdot) \).

Remark 5. Let \( T_h \) be a triangulation which is obtained by uniformly refining a mesh \( T_{4h} \) twice according to the procedure described in [4]. Then, since the pair \( V_h \times Q_{4h} \) is uniformly inf-sup stable, we can exclude those sub-faces of \( F_h \), which result from a uniform refinement of the faces of the base mesh \( T_{4h} \). Consequently, the choice of \( z \) in the proof of Theorem 7 has to be adapted, and \( z_0 \) has to be selected such that it is equal to zero on the boundaries of all elements in \( T_{4h} \).

As already pointed out hierarchically refined grids which result in patch-wise uniform fine meshes are of interest for massively parallel large scale simulations.
Although stabilized $P_1 - P_0$ elements perform well with respect to computational cost and accuracy, the stabilization results in a loss of strong mass conservation. This turns out to be a possible disadvantage in coupled multi-physics problems where the velocity enters into an advective term. However, using a simple flux correction, we can easily recover exact element-wise mass-conservation in a local post-process. For convenience of the reader, we shall outline it here for completeness: For each facet $F$, we define an oriented facet flux by

$$j_{F,T} := u_h \cdot n_T + \Delta j_{F,T}, \quad \Delta j_{F,T} := \frac{\gamma}{2|F|} \left( \frac{|T| \cdot |T^F|}{|T| + |T^F|} \right) (p_h|T| - p_h|T^F|),$$

where $n_T$ is the outer unit normal with respect to the element $T$ and $\partial T \cap \partial T^F = F$. Then, definition (22) guarantees local mass conservation, i.e., $\sum_{F \subset T} \int_F j_{F,T} \, ds = 0$. For many coupled problems it is sufficient to have a weak mass balance, i.e., to have access to $\int_F j_{F,T} \, ds$. If this is not the case, we can also lift the post-processed facet flux onto a BDM element; cf. e.g. [5] for further reading. In the case of continuous pressure approximations, this type of local post-process is also possible [14].

3.3 Possible generalizations

So far we restricted ourselves to the stabilized $P_1 - P_0$ setting. However, as the proof of Theorem 1 shows, we did not directly exploit the fact that we had been working with a piecewise constant pressure and a conforming piecewise linear velocity. The characteristic feature for the proof of our considered pairing is that we have $\text{div} \, V_h \subset Q_h$. Thus with minor modifications, the proof can be generalized to higher order stabilized $P_k - P_{k-1}$ pairings provided that a suitable stabilization is specified.

Let us also briefly discuss the extension to other mesh types: We assume that $T_h$ is a family of uniformly refined conforming hexahedral (quadrilateral) meshes and that we use trilinear (bilinear) finite elements in 3D (2D) for the velocity. The main difference between the $Q_1 - P_0$ and the $P_1 - P_0$ setting is that for the former case we do not have $\text{div} \, V_h \subset Q_h$. As a consequence, we cannot directly apply the techniques of the proof of Theorem 1. However, it is possible to adapt similar techniques also for the case of piecewise $d$-linear elements. Let us restrict ourselves to affinely mapped hexahedral elements, i.e., each element of $T_h$ is affinely equivalent to the reference element $\hat{T} := (-1,1)^d, d = 3$. The following lemma guarantees a local equivalence of semi-norms.

**Lemma 3.** Let $\hat{v}_h \in [Q_1(\hat{T})]^d$, $d = 3$, then it holds

$$2 \| \text{dev sym} \nabla \hat{v}_h \|^2_{0;\hat{T}} \leq \frac{5}{3} \left( 2 \| \text{dev sym} \nabla \hat{v}_h \|^2_{0;\hat{T}} - \frac{1}{3} \| \text{div} \hat{v}_h - \Pi_0 \text{div} \hat{v}_h \|^2_{0;\hat{T}} \right).$$

(23)

**Proof.** A straightforward computation gives the required upper bound by solving a 24-dimensional generalized symmetric eigenvalue problem. \hfill \Box
Using the affine equivalence, the upper bound \[23\], and replacing \(\text{div} \ u_h\) by \(\Pi_0 \text{div} \ u_h\) in the definition of \(q_h\) and \(z\) in the proof of Theorem \[1\] we can easily adapt it for the \(Q_1 - P_0\) case.

4 Numerical examples

Let us demonstrate the theoretical considerations by some illustrative examples. We study different test scenarios including traction boundaries and large viscosity jumps as well as several discretizations. In large scale computations, the use of stabilized equal-order \(P_1\) discretizations (e.g. Brezzi and Pitkäranta, \[7\]) are quite popular. Although they are formally not covered by our theory, we also study these discretizations below and show by numerical examples that no stability problems occur. Furthermore, we use a higher order discretization, namely a fourth order Scott-Vogelius element, which guarantees strong mass conservation and thus is automatically stable within our new formulation. Most of the implementations used in the following sections are based on the FEniCS (v 1.5.0) finite element framework \[24\]. However, the results for the stabilized equal-order \(P_1\) discretization are obtained by a memory-efficient matrix-free implementation in the hierarchical hybrid grids (HHG) framework \[3, 2, 11, 12, 10\].

4.1 Traction-type boundary conditions

In this simple example, we shall demonstrate the effect of the modified bilinear form for applying traction boundary conditions which are not natural to incorporate in a standard gradient-based form of the Stokes problem. For simplicity, we consider \(\mu = 1\) everywhere inside a rectangular domain \(\Omega = [0, 5] \times [-1, 1]\), and we define a partition of the boundary into an outflow part \(\Gamma_{\text{out}} = 5 \times [-1, 1]\), an inflow part \(\Gamma_{\text{in}} = 5 \times (-1, 1)\) and a no-slip boundary \(\Gamma_{\text{ns}} = \partial \Omega \setminus \Gamma_{\text{in}} \cup \Gamma_{\text{out}}\). Given \(u_{\text{in}}(x, y) = (1 - y^2, 0)^T\), the strong problem consists of finding \((u, p)\) such that

\[
\begin{align*}
-\Delta u + \nabla p &= 0, & \text{in } \Omega, \\
\text{div} \ u &= 0, & \text{in } \Omega, \\
\mathbf{u} &= \mathbf{u}_{\text{in}}, & \text{on } \Gamma_{\text{in}}, \\
\mathbf{u} &= \mathbf{0}, & \text{on } \Gamma_{\text{ns}}, \\
\hat{\sigma}(\mathbf{u}, p) \cdot \mathbf{n} &= 0, & \text{on } \Gamma_{\text{out}}.
\end{align*}
\]

For comparison, we consider \(\hat{\sigma}(\mathbf{u}, p) = \nabla \mathbf{u} - pl\) for the natural homogeneous Neumann boundary conditions for the gradient-based variant of Stokes’ problem (we use \(a(\cdot, \cdot) = (\nabla \cdot, \nabla \cdot)\) in the weak form), and we choose \(\hat{\sigma}(\mathbf{u}, p) = \sigma(\mathbf{u}, p)\) for the case of traction-free boundary conditions (we use \(a(\cdot, \cdot) = a_{\text{tr}}(\cdot, \cdot)\) in the weak form). As a reference solution, we also consider the same problem, using the standard strain-based weak formulation which is compatible with traction-free boundaries (we use \(a(\cdot, \cdot) = a_{\text{sym}}(\cdot, \cdot)\) in the weak form). For all cases,
we discretize our problem using the fourth order Scott–Vogelius element \((P_4 - P_3^{\text{disc}})\). This element is uniformly inf-sup stable for \(d = 2\) and yields strongly divergence-free velocity solutions \([37]\). The mesh is a uniform mesh with \(50 \times 20 \times 2 = 2000\) triangular elements.

Let us firstly remark that the stiffness-matrix for the gradient-based formulation and the stencil-modification only differs at the degrees of freedom associated with the outflow boundary. Hence, in a practical implementation the cross-derivatives only have to be considered in this region for consistency. Secondly, we mention that in contrast to the approach discussed in \([23]\), we obtain a symmetric problem with provable stability and convergence. We finally report that for the above example the number of non-zeros in the viscous block only increases by around 0.75\% compared to the saddle-point problem with the gradient-based operator, while the corresponding block in the strain-based Stokes operator requires roughly 89\% more non-zeros. This reduction in the number of nonzero stencil entries leads to both, lower memory requirements and significant savings in terms of floating point operations that are required for the operator application. The savings are even greater in a three-dimensional setting.

![Figure 2: Outflow boundary: Plot of the velocity vectors in the outflow region for the gradient-based formulation (left), the stencil-modification (center) and the strain-based formulation (right).](image)

In Fig. 2 we depict the outflow part of the domain for all three cases. We clearly observe that the boundary modification allows us to impose traction-free boundary conditions in a consistent manner also for a gradient-based formulation of the Stokes problem. Thus, the choice of the bilinear form does not dictate which boundary conditions shall be used in the whole outflow region. In particular, it is also possible to mix these two kinds of outflow conditions in a single code, giving more flexibility in modeling the flow-conditions that can be assumed past the outflow boundaries.

### 4.2 Interface problems

It is not straightforward to derive exact solutions for the three-dimensional interface problem and, in general, no closed-form solutions exist. Thus, we consider here a very simple benchmark problem extended from the two-dimensional case and more complex problems with numerically obtained reference solutions. If
not mentioned otherwise, we shall below use the stabilized $P_1 - P_0$ discretization of Section 3.1 together with the stabilization form (22) and $\gamma = 1$.

4.2.1 Couette flow

For the analytical benchmark, we consider the exact solution of Couette flow given in [18]: The domain is chosen as $\Omega = (0, 1) \times (-\frac{1}{2}, \frac{1}{2}) \times (0, 1)$ and the interface $\Gamma$ is placed at $y = 0$ dividing $\Omega$ into $\Omega_1 = (0, 1) \times (-\frac{1}{2}, 0) \times (0, 1)$ and $\Omega_2 = (0, 1) \times (0, \frac{1}{2}) \times (0, 1)$. We then set $f = (3\mu, 0, 0)^\top$ and boundary conditions such that the exact solution is given by

$$u = (\frac{1}{2}(1 - x^2), xy, 0)^\top, \quad p(x, y) = 2x\mu - \frac{1}{2}(\mu_1 + \mu_2),$$

where $\mu_1 = 1$ and $\mu_2 = \{10^{-3}\}$. Our initial mesh is an interface-resolving uniform tetrahedral mesh with mesh-size $h = \frac{1}{4}$, and we study the convergence rates under uniform refinement, see Table 1. As our numerical studies indicate, the expected optimal convergence rates are obtained.

| level | $\|u - u_h\|_0$ rate | $\|u - u_h\|_V$ rate | $\|p - p_h\|_Q$ rate |
|-------|------------------|------------------|------------------|
| 0     | 9.5263e-03 –     | 1.1065e-01 –     | 6.4989e-01 –     |
| 1     | 2.4913e-03 1.93  | 5.3663e-02 1.04  | 1.3437e-01 2.27  |
| 2     | 6.4259e-04 1.95  | 2.6567e-02 1.01  | 3.9015e-02 1.78  |
| 3     | 1.6373e-04 1.97  | 1.3256e-02 1.00  | 1.5737e-02 1.30  |
| 4     | 4.1456e-05 1.98  | 6.6258e-03 1.00  | 7.3621e-03 1.09  |

Table 1: Results for the non-isoviscous Couette flow example: $\mu_1/\mu_2 = 10^3$

4.2.2 Viscosity layers

In this test, we consider a more complex problem for which we have no analytical solution available. We again use the unit cube $\Omega := (0, 1)^3$ and define four subdomains $\Omega_i := (0, 1)^2 \times (i/4, (i + 1)/4)$, $i = 0, \ldots, 3$, where we set the viscosities in each of these subdomains to $\mu_i = 10^i$, i.e., each additional layer increases the viscosity by an order of magnitude. For the boundary condition, we apply free-slip conditions, and we choose the forcing as $f = (0, 0, -\cos(2\pi x) \cos(2\pi y) \sin(\pi z))^\top$. We choose an initial discretization of the domain into $4^3$ cubes which are then each subdivided into six tetrahedra to form the triangulation at the lowest level.

We compare the discrete solutions $(U_h, P_h)$ obtained for the strain-based Stokes problem with cross-derivatives (i.e., using $a_{\text{sym}}(\cdot, \cdot)$ in the weak formulation) to the discrete solutions $(u_h, p_h)$ obtained using the modified form without global cross-couplings using $a_{\text{tr}}(\cdot, \cdot)$ in the weak formulation. Moreover, to demonstrate the effect of the modified bilinear form, we also compare the strain-based formulation with the gradient-based version that is obtained by using $a(\cdot, \cdot) = (\mu \nabla \cdot, \nabla \cdot)$ in the weak formulation. It should be noted that we are comparing numerical solutions here. However, since the strain-based Stokes
discretization is a widely-accepted model for non-isoviscous incompressible flow, we are confident that the reference solution suffices to demonstrate that our method converges optimally in more general situations.

To obtain a better understanding about the magnitude of the errors involved, we divide the discrete error norms by the respective norm of the reference solution. The results listed in Tables 2 and 3 show that for this seemingly simple setup, the gradient-based form produces results which are up to 50% off in the energy norm and up to 30% off in the $L^2$-norm of the velocity.

Table 2: Layer example using stabilized $P_1 - P_0$ elements: relative errors obtained using the gradient-based vs. the strain-based Stokes operator on a series of uniformly refined meshes (negative or small rates are not displayed).

| level | $\frac{\|U_h - u_h\|_0}{\|U_h\|_0}$ rate | $\frac{\|U_h - u_h\|_V}{\|U_h\|_V}$ rate | $\frac{\|P_h - p_h\|_Q}{\|P_h\|_Q}$ rate |
|-------|--------------------------------|--------------------------------|--------------------------------|
| 0     | $2.9339e-01$ –                  | $3.0574e-01$ –                  | $1.7826e-01$ –                  |
| 1     | $3.0164e-01$ –                  | $4.1250e-01$ –                  | $2.2806e-01$ –                  |
| 2     | $3.1359e-01$ –                  | $4.8968e-01$ –                  | $2.5337e-01$ –                  |
| 3     | $3.1095e-01$ –                  | $5.1625e-01$ –                  | $2.6207e-01$ –                  |
| 4     | $3.0922e-01$ –                  | $5.2354e-01$ –                  | $2.6458e-01$ –                  |

Table 3: Layer example using stabilized $P_1 - P_0$ elements: relative errors obtained using the stencil-modified vs. the strain-based Stokes operator.

| level | $\frac{\|U_h - u_h\|_0}{\|U_h\|_0}$ rate | $\frac{\|U_h - u_h\|_V}{\|U_h\|_V}$ rate | $\frac{\|P_h - p_h\|_Q}{\|P_h\|_Q}$ rate |
|-------|--------------------------------|--------------------------------|--------------------------------|
| 0     | $1.7799e-01$ –                  | $1.6976e-01$ –                  | $1.8562e-01$ –                  |
| 1     | $9.9843e-02$ 0.83               | $1.0584e-01$ 0.68              | $1.3775e-01$ 0.43              |
| 2     | $3.6872e-02$ 1.43               | $5.2343e-02$ 1.01              | $5.9058e-02$ 1.22              |
| 3     | $1.0722e-02$ 1.78               | $2.2601e-02$ 1.21              | $2.1634e-02$ 1.44              |
| 4     | $2.8306e-03$ 1.92               | $1.0224e-02$ 1.14              | $8.3074e-03$ 1.38              |

The consistently modified form however leads to an equally convergent scheme as the strain-based reference implementation with cross-derivatives. For comparison, we depict the pressure fields obtained using all approaches in Figure 3.

Figure 3: Viscosity layers: Plot of the pressure field ($y = 0.5$) on the finest mesh level for the gradient-based formulation (left), the stencil modification (center) and the reference solution obtained by the strain-based Stokes formulation (right).
4.2.3 Viscosity columns

Next, we consider the same domain, mesh-sequence, boundary conditions and forcing terms as in the previous example of Section 4.2.2, but we choose a different viscosity field. We define the columns $\Omega_2 = (0, \frac{1}{4}) \times (0, 1) \cup (\frac{3}{4}, 1) \times (0, 1)$ and denote the remaining domain by $\Omega_1 := \Omega \setminus \Omega_2$. Furthermore, we set $\mu_1 = 1$ in $\Omega_1$ and $\mu_2 = 10$ in $\Omega_2$. We note that for this setup, we expect a singularity in the pressure at the edge where the normal is discontinuous, see Figure 4 for some illustration.

![Figure 4: Viscosity columns: Mesh study of the discrete pressure (left), magnitude of the velocity (right) on a 1D line $\gamma(s)$ cutting diagonally through the domain.](image)

In this example, we first show the errors between the consistent stencil formulation and the classical strain based formulation on the same mesh for the theoretically covered $P_1 - P_0$ case and for the popular $P_1 - P_1$ discretization which is not covered by our theory. Note that we use a sparse-matrix implementation in the $P_1 - P_0$ case, whereas for the $P_1 - P_1$ discretization a memory-efficient matrix-free implementation is used, for which we compute finer mesh levels, i.e., up to level 6 in Tables 5, 7 and 8.

| level | $\|U_h - u_h\|_0$ rate | $\|U_h - u_h\|_V$ rate | $\|P_h - p_h\|_Q$ rate |
|-------|------------------|------------------|------------------|
| 0     | 6.6276e-02 -     | 7.1282e-02 -     | 9.2322e-02 -     |
| 1     | 3.2402e-02 1.03  | 5.1998e-02 0.45  | 7.5894e-02 0.28  |
| 2     | 2.1200e-02 0.61  | 4.3765e-02 0.24  | 6.6193e-02 0.19  |
| 3     | 1.6921e-02 0.08  | 4.2096e-02 0.05  | 6.5935e-02 0.00  |
| 4     | 1.9985e-02 0.00  | 4.1805e-02 0.00  | 6.6048e-02 0.00  |

Table 4: Column example using stabilized $P_1 - P_0$ elements: relative errors obtained using the gradient-based vs. the strain-based Stokes operator.

Tables 4 and 5 show the results for the inconsistent gradient based formulation. We again observe that, independently of the selected discretization, the gradient-based form of the Stokes problem converges to a different solution than the strain-based approach. In this example, the lack of consistency introduces
a relative $L^2$ error of roughly 2% which for both discretizations under consideration does not vanish under mesh refinement.

$$\|U_h - u_h\|_0 / \|U_h\|_0 \quad \text{rate} \quad \|U_h - u_h\|_V / \|U_h\|_V \quad \text{rate} \quad \|P_h - p_h\|_Q / \|P_h\|_Q \quad \text{rate}$$

| level | $\|U_h - u_h\|_0 / \|U_h\|_0$ | rate | $\|U_h - u_h\|_V / \|U_h\|_V$ | rate | $\|P_h - p_h\|_Q / \|P_h\|_Q$ | rate |
|-------|-------------------------------|-----|-------------------------------|-----|-------------------------------|-----|
| 2     | 7.4550e-02                    | -   | 9.2581e-02                    | -   | 2.7609e01                     | -   |
| 3     | 3.0104e-02                    | 1.36| 6.0398e-02                    | 0.64| 1.8003e-01                    | 0.64|
| 4     | 2.1227e-02                    | 0.52| 4.7364e-02                    | 0.36| 1.1179e-01                    | 0.70|
| 5     | 2.0227e-02                    | 0.07| 4.3246e-02                    | 0.13| 8.0546e-02                    | 0.48|
| 6     | 2.0098e-02                    | 0.01| 4.2121e-02                    | 0.04| 6.9997e-02                    | 0.20|

Table 5: Column example using stabilized $P_1 - P_1$ elements: relative errors obtained using the gradient-based vs. the strain-based Stokes operator.

The results for the consistently modified scheme are listed in Tables 6 and 7. As is theoretically expected, the stencil based formulation eliminates the consistency error in both cases and achieves good rates of convergence in the respective norms.

$$\|U_h - u_h\|_0 / \|U_h\|_0 \quad \text{rate} \quad \|U_h - u_h\|_V / \|U_h\|_V \quad \text{rate} \quad \|P_h - p_h\|_Q / \|P_h\|_Q \quad \text{rate}$$

| level | $\|U_h - u_h\|_0 / \|U_h\|_0$ | rate | $\|U_h - u_h\|_V / \|U_h\|_V$ | rate | $\|P_h - p_h\|_Q / \|P_h\|_Q$ | rate |
|-------|-------------------------------|-----|-------------------------------|-----|-------------------------------|-----|
| 0     | 1.1023e-01                    | -   | 1.1881e-01                    | -   | 1.4978e01                     | -   |
| 1     | 5.0381e-02                    | 1.12| 7.1554e-02                    | 0.73| 1.0439e-01                    | 0.52|
| 2     | 1.7661e-02                    | 1.51| 3.4368e-02                    | 1.05| 5.0572e-02                    | 1.04|
| 3     | 4.9194e-03                    | 1.84| 1.5852e-02                    | 1.11| 2.5225e-02                    | 1.00|
| 4     | 1.2678e-03                    | 1.95| 7.5513e-03                    | 1.06| 1.2397e-02                    | 1.02|

Table 6: Column example using stabilized $P_1 - P_0$ elements: relative errors obtained using the stencil-modified vs. the strain-based Stokes operator.

Table 7: Column example using stabilized $P_1 - P_1$ elements: relative errors obtained using the stencil-modified vs. the strain-based Stokes operator.

Here, we not only compare the errors on the same mesh levels, but also with respect to a solution obtained on two subsequent refinements of the maximum considered mesh level. Table 8 shows the results for the stabilized $P_1 - P_1$ discretization. We observe a slightly reduced rate for the $L^2$ error of the velocity and the pressure-error, which may be due to the impact of the singularity on the asymptotic order of convergence. It shall also be noted that the difference between the two consistent formulations on the same mesh is roughly by a factor of five smaller than the discretization error that can be estimated with help of the high fidelity solution.
Massively parallel multigrid

In this section, we study the influence of the specific operator formulation on the performance and scalability of an all-at-once multigrid method. Our solver considers the discrete saddle point problem

\[
\begin{pmatrix}
A & B^\top \\
B & -C
\end{pmatrix}
\begin{pmatrix}
u_h \\
p_h
\end{pmatrix} = \begin{pmatrix}
f_h \\
0
\end{pmatrix},
\]

where the submatrices are associated with nodal basis functions and the associated bilinear forms of the equal-order scheme. Let us recall that only \(A\) depends on the specific operator formulation, while \(C\) depends on the stabilization that is employed, and \(B\) denotes the weak divergence operator. We use a variable multigrid \(V\)-cycle with three pre- and post-smoothing steps of Uzawa-type, i.e., in the \((k+1)\)th-smoothing step we solve

\[
\begin{align*}
u_{k+1} &= \nu_k + \hat{A}^{-1}(f - Au_k - B^\top p_k), \\
p_{k+1} &= p_k + \hat{S}^{-1}(Bu_{k+1} - Cp_k),
\end{align*}
\]

where \(\hat{A}\) and \(\hat{S}\) denote suitable approximations for \(A\) and the Schur-complement \(S\), respectively; cf. \cite{11, 25, 10}. In particular for \(\hat{A}\), we use a symmetric hybrid parallel variant of a row-wise red-black colored Gauss-Seidel method and for \(\hat{S}\), we select the forward variant of the Gauss-Seidel method applied to the stabilization matrix \(C\), with \(\omega = 0.3\) as under-relaxation factor. Standard restriction and prolongation operators define the transfer between the meshes.

Before comparing the formulations in the context of the all-at-once multigrid method, let us comment on the coarse grid solver. As long as a direct coarse grid solver is used, the use of \(a_C(\cdot, \cdot)\) is not problematic. However, quite often, especially in case of moderate viscosity contrasts, preconditioned Krylov subspace solvers may give shorter run-times. Here we apply a block-diagonal preconditioned minimal residual (MINRES) method, where a Jacobi-preconditioned CG-iteration is used for the velocity block and a lumped mass-matrix for the pressure. The stopping criteria are selected such that the multigrid convergence rates do not deteriorate.

However, this preconditioner cannot be straightforwardly applied for \(a_C(\cdot, \cdot)\). Therefore, we exchange the stencil-formulation by the strain-based Stokes for-

| level | \(\frac{\|U_h - u_h\|_0}{\|U_h\|_0}\) rate | \(\frac{\|U_h - u_h\|_V}{\|U_h\|_V}\) rate | \(\frac{\|P_h - p_h\|_0}{\|P_h\|_0}\) rate |
|------|-----------------|-----------------|-----------------|
| 2    | 1.1073e-01 -    | 4.8731e-01 -    | 6.9077e-01 -    |
| 3    | 2.0170e-02 2.57 | 1.3751e-01 1.90 | 1.5605e-01 2.24 |
| 4    | 5.7436e-03 1.85 | 6.9474e-02 1.01 | 8.2428e-02 0.94 |
| 5    | 1.5953e-03 1.86 | 3.4779e-02 1.01 | 4.3231e-02 0.94 |
| 6    | 4.2928e-04 1.90 | 1.7104e-02 1.03 | 2.2758e-02 0.93 |

Table 8: Column example using stabilized \(P_1 - P_1\) elements: relative errors obtained using the stencil-modified vs. the strain-based Stokes operator. For the reference we take a level 8 solution of the strain-based formulation.
mulation on the coarse grid and apply the preconditioned MINRES method there. Although the stencil-formulation is more efficient and faster than the strain-based Stokes formulation when iterating on finer grids, the coarse grid performance is dominated by communication. Thus, we can choose the more expensive but positive definite strain-based Stokes formulation on the coarse mesh.

A naive replacement of \( a_{\text{tr}}(\cdot, \cdot) \) by \( a_{\text{sym}}(\cdot, \cdot) \) on the coarse level will fail. We recall that \( a_{\text{tr}}(\cdot, \cdot) \) is only equivalent to \( a_{\text{sym}}(\cdot, \cdot) \) when \( \text{div}(u) = 0 \). On the coarse grid, the right hand side of the discrete mass conservative equation is typically non-zero. Thus, the two discrete coarse level systems

\[
\begin{pmatrix} A_{\text{tr}} & B^\top \\
B & -C \end{pmatrix} \begin{pmatrix} z \\ q \end{pmatrix} = \begin{pmatrix} r_1 \\ r_2 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} A_{\text{sym}} & B^\top \\
B & -C \end{pmatrix} \begin{pmatrix} z \\ q \end{pmatrix} = \begin{pmatrix} r_1 \\ r_2 \end{pmatrix}
\]

do not approximate the same physical system. Here all matrices are associated with the coarse level, and the subindex in \( A \) reflects the selected bilinear form. To account for this coarse grid inconsistency between the two systems, we modify the coarse grid right-hand side of the momentum equation. Replacing \( r_1 \) by \( r_1 - B^\top M^{-1}r_2 \), where \( M \) is the lumped mass matrix, i.e., a diagonal matrix, we find that

\[
\begin{pmatrix} A_{\text{tr}} & B^\top \\
B & -C \end{pmatrix} \begin{pmatrix} z \\ q \end{pmatrix} = \begin{pmatrix} r_1 \\ r_2 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} A_{\text{sym}} & B^\top \\
B & -C \end{pmatrix} \begin{pmatrix} z \\ q \end{pmatrix} = \begin{pmatrix} r_1 \\ r_2 \end{pmatrix}
\]

are approximations of the same physical system, and we can use the modified right hand side in combination with \( A_{\text{sym}} \) for the coarse mesh solver.

To test the multigrid performance, we use two different architectures and base our implementation on the massively-parallel geometric multigrid framework HHG \([3, 2, 11, 12, 10]\). Firstly, we consider a two-socket server system equipped with Intel Xeon E5-2699 processors, 32 cores in total and 256 GB main memory. Due to the matrix-free approach even on such a low-cost machine, we can solve for \( 10^9 \) DoF. Secondly, the IBM Blue Gene/Q supercomputing system JUQUEEN\(^1\) with a peak performance of more than 5.9 petaflop/s, currently ranked on position 11 of the TOP500 list (46th edition, November 2015) is used. On this system, Stokes flow problems with \( 10^{13} \) DoF can be considered \([10]\). As test example, we reuse the model problem of Section 4.2.3.

In Table 9, we consider the refinement levels \( L = 5, 6, 7, 8 \) on the intel machine and level \( L = 2 \) with 19652 DoF for the coarse grid. The asymptotic convergence rate \( \rho \) for the residual reduction is approximated by using the convergence rate after 200 iterations with rescaling in each step. For all our settings, the convergence rates are robust with respect to the problem size and are similar valued. Both, the modified stencil and the gradient-based formulations, show almost constant rates \( \rho = 0.241 \) over the levels and are additional slightly better than the ones of the strain-based Stokes operator \( \rho = 0.255 \) on \( L = 8 \).

Increasing the refinement level, the run-times for the modified stencil and gradient-based form are up to a factor 1.73 faster than the strain-based Stokes

\(^1\)www.fz-juelich.de
Table 9: Time of one $V_{\text{var}}(3,3)$-cycle and asymptotic convergence rates for the different formulations on the Intel machine

| level | strain-based form | modified stencil form | gradient-based form |
|-------|-------------------|-----------------------|---------------------|
|       | $T$ [s] | $ho$ | $T$ [s] | $ho$ | $T$ [s] | $ho$ |
| 5     | 1.18   | 0.296 | 1.12   | 0.244 | 1.34   | 0.240 |
| 6     | 3.02   | 0.280 | 2.45   | 0.242 | 2.64   | 0.240 |
| 7     | 13.95  | 0.263 | 9.04   | 0.241 | 9.26   | 0.241 |
| 8     | 93.74  | 0.255 | 54.08  | 0.241 | 54.22  | 0.241 |

Table 10: Weak scaling of one $V_{\text{var}}(3,3)$-cycle and asymptotic convergence rates for the different formulations on JUQUEEN. All timings are given in seconds.

| proc. | DoF       | strain-based form | modified stencil form | gradient-based form |
|-------|-----------|-------------------|-----------------------|---------------------|
|       |           | $T$ [s] | $T$ (w.c.) [s] | $T$ [s] | $T$ (w.c.) [s] | $T$ [s] | $T$ (w.c.) [s] |
| 128   | $5.4 \cdot 10^8$ | 25.83 | 21.92 | 18.18 | 14.31 | 18.61 | 14.28 |
| 768   | $4.3 \cdot 10^9$ | 32.04 | 21.93 | 23.26 | 13.90 | 25.44 | 13.90 |
| 8,192 | $3.4 \cdot 10^{10}$ | 39.37 | 21.33 | 31.50 | 13.69 | 36.86 | 13.27 |
| 65,536| $2.8 \cdot 10^{11}$ | 71.09 | 21.41 | 63.23 | 13.27 | 69.22 | 13.26 |

6 Geophysical example

In our last example, we study the influence of the different formulations on the solution quality for a simplified geophysical setup. It is widely assumed that there is a huge viscosity contrast between the lower Earth’s mantle and the asthenosphere, which is a mechanically weak layer in the uppermost mantle; cf., e.g., [20, 25, 19, 30]. The precise depth of the asthenosphere is still unknown, although it is accepted that depth and viscosity contrast are closely coupled. In order to take the Haskell constraint into account and to study the influence of two different asthenospheric depths $d_a = 660$ [km] and $d_a = 410$ [km], we choose...
the piecewise constant viscosity

\[ \nu = \begin{cases} 
10^{22} \text{[Pa s]} & \text{for } r < |x| < R - d_a, \\
10^{21} \left( \frac{d_a}{1000 \text{[km]}} \right)^3 \text{[Pa s]} & \text{for } |x| \geq R - d_a,
\end{cases} \quad (26) \]

see Weismüller et al. [39], resulting in a viscosity jump of 34.78 and 145.09, respectively. Here, \( R \) is the radius of the Earth and \( R - r \) is the thickness of the mantle close to 3000 [km]. The right hand side of the incompressible Stokes system is given by a temperature driven buoyancy term \((-\rho g)\), i.e. the product of a density field \( \rho \) [kg/m\(^3\)] and the gravitational acceleration within the mantle \( g \) [m/s\(^2\)], which we prescribe as a vector of magnitude 10 [m/s\(^2\)] pointing towards the center of the Earth. The density \( \rho \) is obtained from a tomographic model of seismic wave speeds within the Earth [15], converted to densities with the mineralogical model of Stixrude et al. [38]; see also [1]. At the outer boundary, Dirichlet conditions for the velocity are specified according to tectonic plate data [26], and at the inner boundary free-slip conditions are assumed. Both types of boundary conditions yield \( u \cdot n = 0 \).

For the rather large viscosity contrasts, which are considered here, our coarse mesh solver consumes a considerable amount of the computation time. Thus, we shall not compare performance figures here as we did in the previous section, but only examine the impact on the solution quality. An investigation of other coarse grid solvers, combining algebraic and geometric multigrid techniques, can be found for instance in the recent contribution of Rudi et al. [34].

We perform our geophysical simulations using the Uzawa-multigrid \( V \)-cycles introduced in Section 5 to solve the geophysical problem with the different formulations. The initial mesh consists of an icosahedral mesh of the spherical shell with 922,560 tetrahedrons. This mesh, which resolves the viscosity jump, is refined twice to obtain the coarse level mesh and then four more times to build up the multilevel hierarchy. Altogether, this results in a computational problem consisting of \( 2.5 \times 10^9 \) degrees of freedom. The maximal velocities for each formulation and the differences to the strain-based formulation, which we again take as a reference, are reported in Table 11. The difference in the numbers are a first indicator that the gradient-based form yields non-physical results for this setup in the sense that these are not consistent with the strain-based model. In both settings, the maximal difference between our new formulation and the classical strain-based formulation is roughly 1% whereas the gradient-based model results in a maximal difference of more than 10%.

In the top row of Figure 5, we present simulation results for the strain-based operator and asthenosphere depths \( d_a = 660 \) (left) and \( d_a = 410 \) (right). We scale the color bar to a maximum velocity of 15 [m/s] and observe that the highest velocities occur in the thin asthenospheric layer. The smaller \( d_a \), the higher the maximal velocity is. For both \( d_a \), a similar structure in the velocity distribution is obtained. To get a better feeling for the different formulations and the effect of the physical inconsistent interface coupling in case of the gradient-
Table 11: Maximal velocity magnitudes (in [m/s]) for the different formulations and maximal absolute differences (in [m/s]) for asthenosphere depths $d_a = 660$ (left) and $d_a = 410$.

| $d_a$ | maximal velocity | maximal difference |
|-------|------------------|---------------------|
|       | reference | mod. stencil | grad.-based | mod. stencil | grad.-based |
| 660   | 17.67 | 17.67 | 19.02 | 0.18 | 3.51 |
| 410   | 28.13 | 28.12 | 30.10 | 0.17 | 3.24 |

Based formulation, we also provide a scaled relative point-wise error plot

$$\text{Error}_k(x) = \frac{\|u_c(x) - u_k(x)\|}{\max(\|u_c(x)\|, 5 \cdot 10^{-2}\|u_c\|_{L^\infty(\Omega)})},$$  \hspace{1cm} (27)

with $k \in \{g, s\}$, denoting the gradient-based (g) and the stencil-based (s) discrete solution, respectively. The coloring of $\text{Error}_g$ is scaled to 50% and of $\text{Error}_s$ to 2.5%. In the center row, $\text{Error}_s$ is shown, and $\text{Error}_g$ is depicted in the third row. For both $d_a$, the gradient-based form shows high differences triggered by the incorrect physical formulation at the interface and the inner boundary. We observe that this is a global effect and pollutes into the interior of the lower mantle. However, for the new stencil based formulation no inconsistency error enters at the interface, and thus the relative difference is quite small. For the larger asthenospheric depth, there is almost no visible difference while for the smaller layer moderate differences can be observed in regions where we have small velocities.
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