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Abstract

We present a measurement of baryonic acoustic oscillations (BAOs) from Lyα absorption and quasars at an effective redshift \( z = 2.33 \) using the complete extended Baryonic Oscillation Spectroscopic Survey (eBOSS). The 16th and final eBOSS data release (SDSS DR16) contains all data from eBOSS and its predecessor, the Baryonic Oscillation Spectroscopic Survey (BOSS), providing 210,005 quasars with \( \Delta z_q > 2.10 \) that are used to measure Lyα absorption. We measure the BAO scale both in the autocorrelation of Lyα absorption and in its cross-correlation with 341,468 quasars with redshift \( z_q > 1.77 \). Apart from the statistical gain from new quasars and deeper observations, the main improvements over previous work come from more accurate modeling of physical and instrumental correlations and the use of new sets of mock data. Combining the BAO measurement from the auto- and cross-correlation yields the constraints on the two ratios \( D_{H}(z = 2.33)/r_d \) and \( D_A(z = 2.33)/r_d = 3.75 \pm 1.1 \), where the error bars are statistical. These results are within 1.5\( \sigma \) of the prediction of the flat-\( \Lambda \)CDM cosmology of Planck (2016). The analysis code, picca, the catalog of the flux transmission field measurements, and the \( \Delta \chi^2 \) surfaces are publicly available.

Unified Astronomy Thesaurus concepts: Dark energy (351); Cosmology (343); Large-scale structure of the universe (902); Baryon acoustic oscillations (138); Lyman alpha forest (980)

1. Introduction

One of the surprising characteristics of the widely accepted \( \Lambda \)CDM cosmological model is that the expansion of the universe is presently accelerating. The most direct evidence for this acceleration comes from the redshift dependence of distances and expansion rates. Luminosity distances to Type Ia supernovae (SNe Ia) provided the first evidence for accelerated expansion (Riess et al. 1998; Perlmutter et al. 1999). More complete information comes from the baryonic acoustic oscillation (BAO) feature in the matter correlation function, whose position yields both distances and expansion rates normalized to the sound horizon, \( r_d \). Constraints on cosmological parameters from BAOs (e.g., Aubourg et al. 2015) are consistent with those from SNe Ia (Scolnic et al. 2018; Jones et al. 2019) and with indirect probes of acceleration like...
the spectrum of cosmic microwave background (CMB) anisotropies (Planck Collaboration et al. 2016, 2018).

The BAOs in the pre-recombination universe (Peebles & Yu 1970; Sunyaev & Zeldovich 1970) left their imprints as a peak in the matter correlation function at the sound horizon. The spectrum of CMB anisotropies allows one to set the peak in the matter correlation function at the sound horizon.

BAO surveys at a redshift \(z\) yield measurements of \(D_M(z)/r_s\) and \(D_H(z)/r_s\), where \(D_M(z) = (1 + z) D_L(z)\) is the comoving angular diameter distance to objects with line of sight to objects with \(z\) and \(D_H(z) = c/H(z)\) is the Hubble distance corresponding to the expansion rate \(H(z)\). The first measurement of BAOs was performed using the autocorrelation determined from galaxy positions (Eisenstein et al. 2005) at \(z \approx 0.35\) and the galaxy power spectrum (Cole et al. 2005) at \(z \approx 0.1\). At redshifts \(z \lesssim 2\) the BAO scale has been studied using discrete tracers such as galaxies (Percival et al. 2007, 2010; Beutler et al. 2011; Blake et al. 2011; Anderson et al. 2012, 2014a, 2014b; Chuang & Wang 2012; Mehta et al. 2012; Padmanabhan et al. 2012; Xu et al. 2013; Ross et al. 2015; Alam et al. 2017; Bautista et al. 2018), galaxy clusters (Hong et al. 2016), and quasars (Araujo et al. 2018).

At redshifts \(z \gtrsim 2\), the number density of observable discrete tracers is insufficient for high-precision clustering measurements, so BAO studies have been performed using instead opacity fluctuations from the \(\text{Ly}\alpha\) transition in neutral hydrogen toward background quasars (QSOs). This transition has a rest-frame wavelength of \(\lambda_{\text{Ly}\alpha} = 121.567\) nm and traces density fluctuations of neutral hydrogen in the intergalactic medium (IGM). From the ground it can be observed along the line of sight to objects with \(z \gtrsim 2\), where the transition is redshifted to observed wavelengths \(\lambda_{\text{Obs}} \gtrsim 360\) nm. Even though this continuous tracer of the matter density fluctuations has a lower bias than discrete tracers, the statistical power from the large wavelength range where \(\text{Ly}\alpha\) absorption can be measured allows the observation of BAOs, as suggested by McDonald (2003) and White (2003). The BAO scale was first measured in the \(\text{Ly}\alpha\) autocorrelation function (Busca et al. 2013; Kirkby et al. 2013; Slosar et al. 2013; Delubac et al. 2015; Bautista et al. 2017; de Sainte Agathe et al. 2019), and then in the \(\text{Ly}\alpha\)–quasar cross-correlation function (Font-Ribera et al. 2014; du Mas des Bourboux et al. 2017; Blomqvist et al. 2019).

Other continuous tracers of the matter density field have been employed but have not yet provided competitive BAO measurements. At redshifts \(z \lesssim 2\), Blomqvist et al. (2018) used triply ionized carbon absorption and du Mas des Bourboux et al. (2019) used singly ionized magnesium absorption correlated with the quasar and galaxy distribution to measure large-scale clustering. Both measure the biased 3D correlation of the matter density field and find a signal consistent with that of BAOs. At redshifts \(z \gtrsim 2\), Laurent et al. (2016) measured the 3D autocorrelation of quasars and Pérez-Rafols et al. (2018) the 3D cross-correlation of damped \(\text{Ly}\alpha\) absorption (DLA) and \(\text{Ly}\alpha\) systems, but neither of them report a measurement of BAOs.

This study presents the measurements of BAOs from the \(\text{Ly}\alpha\) autocorrelation function and the \(\text{Ly}\alpha\)–quasar cross-correlation function updated to the 16th data release (DR16; Ahumada et al. 2020) of the fourth generation of the Sloan Digital Sky Survey (SDSS-IV; York et al. 2000; Blanton et al. 2007). This data release contains all of the clustering and \(\text{Ly}\alpha\) forest data from the completed extended Baryonic Oscillation Spectroscopic Survey (eBOSS; Dawson et al. 2016). We use \(\text{Ly}\alpha\) absorption in two spectral regions illustrated in the quasar spectrum of Figure 1: the “\(\text{Ly}\alpha\)” region between the quasar \(\text{Ly}\alpha\) and \(\text{Ly}\beta\)–\(\text{OVI}\) emission peaks, and the “\(\text{Ly}\beta\)” region between the \(\text{Ly}\beta\)–\(\text{OVI}\) emission peak and the quasar rest-frame Lyman limit. We thus measure two \(\text{Ly}\alpha\) autocorrelation functions:

1. \(\text{Ly}\alpha(\text{Ly}\alpha) \times \text{Ly}\alpha(\text{Ly}\alpha)\)
2. \(\text{Ly}\alpha(\text{Ly}\beta) \times \text{Ly}\alpha(\text{Ly}\beta)\),

where the “transition(spectral region)” notation means, for example, that \(\text{Ly}\alpha(\text{Ly}\beta)\) signifies \(\text{Ly}\alpha\) absorption in the \(\text{Ly}\beta\) region. Similarly, we measure two \(\text{Ly}\alpha\)–quasar cross-correlation functions:

1. \(\text{Ly}\alpha(\text{Ly}\alpha) \times \text{quasar}\)
2. \(\text{Ly}\alpha(\text{Ly}\beta) \times \text{quasar}\).

Final BAO constraints are derived using various combinations of these four correlation functions. We do not use \(\text{Ly}\beta\) absorption because its oscillator strength is \(\approx 20\%\) that of \(\text{Ly}\alpha\), making its contribution to the BAO measurement insignificant. Neither do we use \(\text{Ly}\alpha(\text{Ly}\beta) \times \text{Ly}\alpha(\text{Ly}\beta)\) since the BAO measurement would be complicated by its superposition with the \(\text{Ly}\beta(\text{Ly}\beta) \times \text{Ly}\beta(\text{Ly}\beta)\) correlation.

This work builds on previous studies of the \(\text{Ly}\alpha\) auto- and \(\text{Ly}\alpha\)–quasar cross-correlations from SDSS. Those previous studies are the autocorrelation in SDSS DR12 (BOSS) by Bautista et al. (2017, hereafter B17) and in SDSS DR14 (eBOSS) by de Sainte Agathe et al. (2019, hereafter dSA19) and the cross-correlation in DR12 by du Mas des Bourboux et al. (2017, hereafter dMdB17) and in DR14 by Blomqvist et al. (2019, hereafter B19).

Compared to the studies of dSA19 and B19 on DR14, this analysis using DR16 adds the following improvements:
1. Compared to DR14, DR16 provides 67,606 (25%) more quasars in the redshift range $z_q > 1.77$ as tracers and 24,944 (12%) more in the range $z_q > 2.10$, with spectra allowing measurement of Ly$\alpha$ absorption (see Section 2.1). Compared to DR12, the DR16 sample has 117,940 (52%) more quasars at $z_q > 1.77$ and 44,257 (23%) more quasars at $z_q > 2.10$.

DR16 provides additional observations for greater depth, leading to spectra with improved mean signal-to-noise ratio (S/N) by comparison to the fewer observations of DR12. Furthermore, B17 and dMdB17 used only the best observation of each object, while this study, following B19 and dSA19, co-adds acceptable observations together.

The larger sample of deeper spectra leads to a decrease in the variance of both the auto- and cross-correlation functions by a factor of 0.5 relative to DR12.

2. In addition to the quasar redshift estimators used in DR12 and DR14 analyses, we develop a new estimator referred to as \texttt{zLYAWG}. This estimator is similar to the estimator of the standard pipeline (Bolton et al. 2012), but we do not use wavelengths in the vicinity of the Ly$\alpha$ emission line or at shorter wavelengths. The accuracy of the redshifts with this estimator depends less on redshift than that of previously used estimators (see Section 2.2 and Appendix B).

3. Compared to dSA19, the so-called “Ly$\beta$ spectral region” has been extended from the range [97.4,102] nm to [92,102] nm. This extends the spectral region beyond the Ly$\gamma$ absorption line ($\lambda_{Ly\gamma} = 97.2537$ nm) but not as far as the Lyman limit (91.18 nm). Doing so increases the number of Ly$\alpha$ absorption measurements in the Ly$\beta$ spectral region by a factor of two (~1.5 in weighted number; see Section 2.3).

4. We measure any spurious correlations due to the sky subtraction procedure and model their effect on the measured correlation function (see Sections 3.2 and 4). This results in a better fit of the correlation function away from the BAO peak.

5. Two new sets of 3D Gaussian random field simulations have been developed to characterize our combined measurement of the auto- and cross-correlations (see Section 5). These mocks allow us to test the steps of the data analysis, and thus study potential sources of systematic errors and test the estimation of statistical errors. Unlike our previous mock spectra, the Ly$\beta$ spectral region is also simulated and studied.

The analysis code developed by our team, \texttt{picca}: “Package forigm Cosmological-Correlations Analyses,” is publicly available on GitHub.\footnote{https://github.com/igmhub/picca} Modules include the algorithms to estimate the Ly$\alpha$ forest signal, to compute the auto- and cross-correlations and estimate their covariance, and to fit the measured correlations using an input matter power spectrum. The best-fit BAO results and likelihood, as well as a tutorial, are also given in this repository.\footnote{https://github.com/igmhub/picca/tree/master/data} We also publicly release the catalog of estimated Ly$\alpha$ forest signal (Appendix G). The correlation functions, their covariance matrix, and other files used in fits are available upon request.

The publication of this study is coordinated with the release of the final eBOSS measurements of BAOs and redshift-space distortions (RSDs) in the clustering of luminous red galaxies (LRGs) in the redshift range $0.6 < z < 1.0$ (Bautista et al. 2020; Gil-Marín et al. 2020), of emission-line galaxies (ELGs) in the range $0.6 < z < 1.1$ (Raichoor et al. 2020; Tamone et al. 2020; de Mattia et al. 2020), and of quasars in the range $0.8 < z < 2.2$ (Hou et al. 2020; Neveux et al. 2020). The cosmological interpretation of all DR16 eBOSS and BOSS results, in combination with other probes, is found in eBOSS Collaboration et al. (2020).\footnote{A summary of all SDSS BAO and RSD measurements with accompanying legacy figures can be found here: www.sdss.org/science/final-bao-and-rsd-measurements/. The full cosmological interpretation of these measurements can be found here: www.sdss.org/science/cosmology-results-from-eboss/} The analysis procedure we have used is reflected in the organization of this paper and can be summarized as follows.

In our study, we use two different tracers of matter density fluctuations: quasars and Ly$\alpha$ absorption in quasar spectra. We thus have two overlapping quasar samples. The first consists of quasars used as discrete tracers at $z_q \gtrsim 1.77$ and is referred to hereafter as “tracer quasars.” The second sample consists of
quasars whose spectra are used to measure $\text{Ly} \alpha$ absorption, referred to hereafter as “background quasars.” Background quasars have redshifts $z_q > 2.10$ and provide measurements (pixels) of $\text{Ly} \alpha$ absorption at $z > 1.96$. This section presents the catalog of both tracers and the details of the pipeline that is used to collect and process the data.

2.1. Tracer and Background Quasar Spectra

This analysis benefits from more than 10 years of cosmological observations from SDSS (York et al. 2000) on the 2.5 m Sloan Foundation telescope (Gunn et al. 2006) at the Apache Point Observatory. Most of the tracer quasar spectra and the entirety of the background quasar spectra were gathered during SDSS-III (Eisenstein et al. 2011) in the Baryon Oscillation Spectroscopic Survey (BOSS; Dawson et al. 2012) and in the eBOSS component of SDSS-IV. A small fraction of tracer quasars were observed during SDSS-I and SDSS-II and are found in the seventh data release (Schneider et al. 2010).

The DR16 data used in this paper (Ahumada et al. 2020) contain the complete 5 yr BOSS sample (Fall 2009–Spring 2014) and the 5 yr eBOSS sample (2014 July–2019 March), including its pilot program SEQUELS (Myers et al. 2015), which began in the final year of SDSS-III and concluded in the first year of SDSS-IV. The quasar target selection algorithms for BOSS are summarized in Ross et al. (2012), and those for eBOSS are summarized in Myers et al. (2015). An additional sample of targets was observed as part of the Time-Domain Spectroscopic Survey (TDSS; Morganson et al. 2015; Ruan et al. 2016) and the SPeckle survey of EROSita Sources survey (SPIEDERS; Dwelly et al. 2017). An example high-S/N quasar spectrum is shown in Figure 1. The DR16 footprint is presented in Figure 2, where the color map reflects the statistical improvement between DR12 and DR16 for the autocorrelation of $\text{Ly} \alpha$ pixels.

The tracer and background quasars are taken from the DR16 quasar catalog (DR16Q; Lyke et al. 2020), which includes the DR7 quasar catalog (Schneider et al. 2010). Most of the DR7 quasars at $z > 2.1$ were reobserved in BOSS or eBOSS; they are all included in DR16Q. For the few quasars that were not reobserved, we use them as tracer quasars, but not as background quasars, since their spectra were processed with another pipeline.

Each spectrum from BOSS or eBOSS was acquired using one of the two spectrographs, with wavelength coverage ranging from 360 to 1000 nm (Smee et al. 2013). Each spectrograph views 500 fibers, roughly 450 of which are dedicated to science targets and the remaining to standard F stars for flux calibration and to empty sky locations for sky background subtraction.

The data were processed by version v5_13_0 of the eBOSS pipeline. The reduction is organized in two steps. The pipeline initially extracts the 2D raw data into a 1D flux-calibrated spectrum. During this procedure, the spectra are wavelength and flux calibrated and the individual exposures of one object are co-added into a rebinned spectrum with $\Delta \log(\lambda) = 10^{-4}$. The spectra are then classified as STAR, GALAXY, or QSO, and their redshift is estimated.

DLA systems and broad emission lines (BALs) were identified in the quasar spectra. The details of these searches are presented in Lyke et al. (2020). The BAL search used a neural network as described in Parks et al. (2018).

The current DR16 pipeline slightly differs from its last public release (DR14; Abolfathi et al. 2018). Details of the changes can be found in Ahumada et al. (2020). We focus on two relevant changes for the $\text{Ly} \alpha$ analysis here. The first concerns improvements in the background estimates on the spectral CCD images. This allowed for more accurate determination of spectral densities $f(\lambda)$. The second improves modeling of the spectra of calibration stars by using a new set of stellar templates. The set was produced for the Dark Energy Spectroscopic Instrument (DESI; DESI Collaboration et al. 2016) pipeline and was provided to eBOSS. These templates are able to reduce residuals in flux calibration by improving the modeling of spectral lines in F stars.

For the purposes of measuring $\text{Ly} \alpha$ correlations, we rebin three original pipeline $\Delta \log(\lambda) = 10^{-4}$ spectral pixels into one $\Delta \log(\lambda) = 3 \times 10^{-4}$ “analysis pixel.” Throughout this paper, the use of the word “pixel” refers to these rebinned analysis pixels, unless otherwise stated.
Table 1

| Tracer | $\lambda_{\text{min}}^{\text{RF}}$ (nm) | $\lambda_{\text{max}}^{\text{RF}}$ (nm) | $z_{\text{min}}$ | $z_{\text{max}}$ | $N_q$ | $N_{\text{pix}}$ (10^4) | $S/N$ |
|--------|---------------------|---------------------|-----------------|-----------------|--------|---------------------|--------|
| Quasar | 1.77 | 4 | 341,468 |
| $\text{Ly}α (\text{Ly}β)$ | 92 | 102 | 2.65 | 4 | 69,656 | 8.4 | 1.88 |
| $\text{Ly}α (\text{Ly}α)$ | 104 | 120 | 2.10 | 4 | 210,005 | 34.3 | 2.56 |

Note. The rest-frame wavelength intervals are shown in the second and third columns. The associated redshift interval in the fourth and fifth columns, the number of background or tracer quasars in the sixth column, the total number of spectral pixels in the seventh column, and, in the last column, the mean $S/N$ of the pixels, $S/N = \langle (\delta + 1)^2 \sqrt{w} \rangle$, where the weight, $w$, is given by the inverse of Equation (4).

2.2. Quasar Redshifts

The DR16Q catalog provides up to four estimates of quasar redshift based on the position of the broad emission lines. The absence of visible narrow spectral lines that would be associated with the quasar host galaxies means that individual quasar redshifts have statistical uncertainties of order $100 \text{ km s}^{-1}$ and the different estimators have somewhat different systematic differences. As described in Appendix B, we studied in detail these differences using synthetic quasar spectra. Based on these studies, we choose to employ an estimator that does not use any spectral information in the vicinity of the Ly$α$ emission line or at shorter wavelengths. This choice of rest-frame wavelength coverage mitigates redshift-dependent systematic errors due, for example, to evolution in the mean Ly$α$ opacity.

The redshift range of useful quasars is set by the goal of measuring the quasar–Ly$α$ cross-correlations up to separations of $200 \text{ h}^{-1} \text{ Mpc}$. The lowest-redshift Ly$α$ pixel has $z = 1.96$, meaning that quasars with redshifts $z > 1.77$ can be used to sample the cross-correlations up to the maximum separation. We impose a maximum redshift of $z = 4$, beyond which the number of tracers is insufficient for a useful correlation measurement. Our final sample is thus composed of 341,468 tracer quasars, as summarized in Table 1. The redshift distribution is shown in the left panel of Figure 3.

2.3. Forest Selection and Residual Calibration

As was done in DR14 (dSA19, B19), we use two different spectral regions shown in Figure 1: the “Ly$α$ region,” $\lambda_{\text{RF}} \in [104, 120] \text{ nm}$, and the “Ly$β$ region,” $\lambda_{\text{RF}} \in [92, 102] \text{ nm}$. The Ly$α$ region is defined between the Ly$β$+O VI emission line and the Ly$α$ emission line. Defined as such, we ensure that this region only has Ly$α$ absorption and weak metal absorption (see Pieri et al. 2014). This is the same definition as in previous analyses. The Ly$β$+O VI and Ly$α$ emission-line wings are avoided because of their higher quasar-to-quasar diversity.

The Ly$β$ spectral region covers most of the range between the Lyman limit, $\lambda_{\text{Ly}-\text{limit}} = 91.18 \text{ nm}$, and the Ly$β$+O VI emission line. This increase in range over the [97.4, 102] nm in DR14 to [92, 102] nm increases the number of spectral pixels in the region by a factor of two.

This analysis uses pixels in the observed wavelength range $\lambda \in [360, 600] \text{ nm}$. The upper limit comes from the requirement $z_q < 4$, which is motivated by the decreasing number of quasars and the increasing contamination from sky emission lines. The lower limit is motivated by high atmospheric absorption in the UV and the low CCD throughput at the lowest wavelengths. From the previously defined rest-frame wavelength range of the two spectral regions and the observed wavelength range, the minimum background quasar redshift is $z_q > 2$ for the Ly$α$ region and $z_q > 2.53$ for the Ly$β$ region. This selection gives us 265,328 background quasars for the Ly$α$ region and 103,080 background quasars for the Ly$β$ region. We removed BALs with BALPROB > 0.9 in the DR16Q Catalog (Lyke et al. 2020). This reduced the numbers to 249,814 and 97,124.

As in dSA19 and B19, all good spectral observations of a given background quasar are stacked to give a higher-$S/N$ spectrum. The use of only good BOSS or eBOSS observations reduces the number of forests to 244,514 and 96,110 for the Ly$α$ and Ly$β$ regions, respectively.

A spectral region is used only if it contains at least 50 pixels, since short lines of sight may be overfitting, leading to erasing of structure in a correlated manner. This requirement shifts the minimum quasar redshift to $z_q > 2.10$ for the Ly$α$ region and $z_q > 2.65$ for the Ly$β$ region, leaving 214,542 and 71,602 background quasars, respectively. The fit of the continuum (Equation (2)) fails for a few low-S/N or outlier spectral regions. The final sample has 210,005 and 69,656 background quasars, respectively. We summarize the sample in Table 1.

Spectra and noise variance estimates are corrected for Galactic extinction using the dust map of Schlegel et al. (1998). This had a very small effect in the final results, since extinction corrections are very smooth and can be absorbed in the continuum fitting.

Following B17 and du Mas des Bourboux et al. (2019), we correct for small residual flux calibration errors from the eBOSS pipeline. To do so, we designate a “calibration spectral region” on the red side of the Mg II emission line, $\lambda_{\text{RF}} \in [290, 312] \text{ nm}$. We compute the mean flux as a function of observed wavelength $\overline{f}_{\text{calib}}(\lambda)$, correcting for the shape of the quasar continuum (see below). The new flux is then defined to be $f(\lambda) \rightarrow f(\lambda) \times \overline{f}_{\text{calib}}(\lambda)$, and its inverse variance $ivar(\lambda) \rightarrow ivar(\lambda) \times \overline{f}_{\text{calib}}^{-2}(\lambda)$. We find that the correction varies by at most 3%. This process captures residual errors from incomplete modeling of standard F stars and sky emission lines, as well as the Ca II H and K absorption of the Milky Way.

The next step is to mask out spectral intervals, in observed wavelength, where the variance increases sharply owing to unmodeled emission lines from the sky. However, a balance has to be found between pixel quantity and pixel quality. We use the previously defined calibration spectral region to compute the variance as a function of observed wavelength. Comparing to the intrinsic variance of LSS in the Ly$α$ and Ly$β$ regions, we mask the following six intervals: $\lambda \in [404.30, 405.13]$, $\lambda \in [435.31, 436.51]$, $\lambda \in [545.68, 546.73]$, $\lambda \in [557.05, 559.00]$, $\lambda \in [588.33, 590.33]$, and $\lambda \in [629.48, 631.68] \text{ nm}$. This mask produces less data loss compared to previous studies, in large part due to the improved sky calibration in the latest eBOSS pipeline. In addition, we mask both Ca II H and K absorption of the Milky Way, $\lambda \in [393.01, 393.82]$ and $\lambda \in [396.55, 397.38] \text{ nm}$. Even though we do not observe a significant excess of variance in these regions, masking them avoids spurious large-scale angular correlated absorption between lines of sight.
2.4. The Flux Transmission Field $\delta_{q}(\lambda)$

For each spectral region in each line of sight, $q$, the flux transmission field, $\delta_{q}(\lambda)$, at the observed wavelength, $\lambda$, is obtained from the ratio of the observed flux, $f_{q}(\lambda)$, to the mean expected flux, $F(z)C_{q}(\lambda)$:

$$\delta_{q}(\lambda) = \frac{f_{q}(\lambda)}{F(z)C_{q}(\lambda)} - 1.$$  \hspace{1cm} (1)

Here $C_{q}(\lambda)$ is the unabsorbed quasar continuum and $F(\lambda)$ is the mean transmission. Their product is taken to be a universal function of the rest-frame wavelength, $C(\lambda_{RF})$, corrected by a first-degree polynomial in $\log \lambda$:

$$F(\lambda)C_{q}(\lambda) = C(\lambda_{RF})(a_{q} + b_{q}\lambda), \hspace{0.5cm} \Lambda = \log \lambda.$$  \hspace{1cm} (2)

The coefficients ($a_{q}, b_{q}$) are fitted separately for the L$_{\alpha}$ and L$_{\beta}$ spectral regions of each line of sight by maximizing the likelihood function

$$2\ln L = -\sum_{i} \left[ \frac{f_{i} - F(\lambda_{i})C_{q}(\lambda_{i})}{\sigma_{q}^{2}(\lambda_{i})} \right]^{2} - \ln[\sigma_{q}^{2}(\lambda_{i})],$$  \hspace{1cm} (3)

where the sum is over all forest pixels for the quasar $q$ and $\sigma_{q}^{2}(\lambda)$ is the estimated variance of the flux, $f_{i}$. Our estimate of the $\sigma_{q}^{2}(\lambda)$ depends on ($a_{q}, b_{q}$), so we include this dependence in the likelihood function of Equation (3).

The variance $\sigma_{q}^{2}$ receives a contribution from both instrumental noise (readout and photostatistics) and large-scale structure (LSS), and we model it as the sum of three terms:

$$\frac{\sigma_{q}^{2}(\lambda)}{(FC_{q}(\lambda))^{2}} = \eta(\lambda)\tilde{\sigma}_{\text{pipeline},q}^{2}(\lambda) + \sigma_{\text{LSS}}^{2}(\lambda) + \frac{\epsilon(\lambda)}{\tilde{\sigma}_{\text{pipeline},q}^{2}(\lambda)}.$$  \hspace{1cm} (4)

The first term is the instrumental noise, $\tilde{\sigma}_{\text{pipeline},q}^{2}(\lambda)$, where $\tilde{\sigma}_{\text{pipeline},q}^{2}$ is the pipeline estimate of the flux variance. We multiply this by a wavelength-dependent correction, $\eta(\lambda)$, that is found to range from 1.04 at $\lambda = 360$ nm to 1.20 at $\lambda = 580$ nm. The LSS variance, $\sigma_{\text{LSS}}^{2}$, gives a minimum value of the variance equal to the intrinsic variance of the flux transmission field. Finally, we add an ad hoc factor proportional to $1/\tilde{\sigma}_{\text{pipeline},q}^{2}$. It describes the observed increase of variance, at high S/N, most probably due to quasar-to-quasar spectral diversity. The three terms in Equation (4) dominate for different ranges of flux and wavelength: for our sample of quasars, the instrumental and LSS terms dominate, respectively, for wavelengths less than or greater than $\lambda \approx 450$ nm. The $\epsilon$ term is significant only for the brightest quasars, corresponding to $\approx 10^{-4}$ of the pixels.

The functions $C$, $\eta$, $\sigma_{\text{LSS}}^{2}$, and $\epsilon$ are computed iteratively. One starts with an initial estimate of $C(\lambda_{RF})$ as the mean spectrum using as weights an initial estimate of the $1/\tilde{\sigma}_{\text{pipeline},q}^{2}(\lambda)$. The first estimates of the quasar parameters $a_{q}$ and $b_{q}$ are then calculated. The resulting $\delta_{q}(\lambda)$ are calculated and their variance determined in bins of $\tilde{\sigma}_{\text{pipeline},q}^{2}$ and $\lambda$. The functions $\eta(\lambda)$, $\epsilon(\lambda)$, and $\sigma_{\text{LSS}}(\lambda)$ are then determined by fitting the variance of $\delta_{q}(\lambda)$ as a function of $\tilde{\sigma}_{\text{pipeline},q}$ and $\lambda$. The mean spectrum, $\overline{C}(\lambda_{RF})$, is then recalculated with the new weights. This process is repeated until stable values are obtained after about five iterations. This process is executed independently for the L$_{\alpha}$ and L$_{\beta}$ regions. Figure 4 shows histograms of $\sigma_{q}^{2}$ after correction for bias evolution (Equation (7)).

This analysis does not determine separately the mean transmission, $\overline{F}(z)$, and the quasar continuum, $C_{q}(\lambda)$. In Figure 1, the latter is calculated assuming the $\overline{F}(z)$ measured by Calura et al. (2012) and shown purely for illustration purposes.

The $\delta_{q}(\lambda)$ for forests with identified DLAs are calculated masking pixels where a DLA reduces the transmission by more than 20%. The masked pixels are not used for the calculation for correlation functions. The absorption in the wings is corrected using a Voigt profile following the procedure of Noterdaeme et al. (2012).

The catalog of $\delta_{q}(\lambda)$ is publicly available with a data format described in Appendix G. The catalog for data used in this analysis consists of 34.3 and 8.4 million (analysis) pixels in the L$_{\alpha}$ and L$_{\beta}$ regions, respectively. The summary of the L$_{\alpha}$ and L$_{\beta}$ regions is given in Table 1. The redshift distribution of the pixels, assuming L$_{\alpha}$ absorption, is presented in the left panel of Figure 3.
As demonstrated in the DR12 Lyα analysis (B17, dMdB17), the quasar fitting of Equation (2) biases the mean and the spectral slope of each individual δ_q toward zero for each line of sight, resulting in a distortion of the correlation functions. This distortion can be modeled if we make the biases exact by redefining the δ_q, per spectral region:

$$\delta_q(\lambda) \rightarrow \sum_j \eta_{ij}^q \delta_q(\lambda_j),$$

where

$$\eta_{ij} = \delta_{ij} - \frac{w_j}{\sum_k w_k} \frac{w_i(\Lambda_i - \overline{\Lambda}_q)(\Lambda_j - \overline{\Lambda}_q)}{\sum_k w_k(\overline{\Lambda}_k - \overline{\Lambda}_q)^2},$$

and \(\overline{\Lambda}_q\) is the mean of \(\Lambda = \log \lambda\) for spectrum \(q\). In the definition of the projection (Equation (6)), the weights are the ones used in the measurement of the correlation functions:

$$w_i = \sigma_q^{-2}(\Lambda_i) \left(\frac{1 + z_i}{1 + 2.25}\right)^{\gamma_{\text{sys}} - 1},$$

where the redshift evolution of the Lyα bias is taken into account (\(\gamma_{\text{Lyα}} = 2.9\); McDonald et al. 2006). In Section 3.5, we will use Equations (5) and (6) to establish the relation between the measured correlations and the true correlations.

The mapping applied by Equation (5) changes the evolution of mean δ_q per wavelength bin slightly, allowing it to deviate from zero. We reintroduce this property for the cross-correlation (Section 3.3) by redefining the δ_q per observed wavelength bin:

$$\delta_q(\lambda) \rightarrow \delta_q(\lambda) - \overline{\delta(\lambda)},$$

where the weighted average, \(\overline{\delta(\lambda)}\), is computed using the same weights as the ones used when computing the correlation function (Equation (7)). This modification ensures that the cross-correlation approaches zero at large scales, whatever the redshift distribution of the quasars.

### 3. Measurement of the Auto- and Cross-correlations

This section presents the measurements of the Lyα auto-correlation functions and of the Lyα–quasar cross-correlation functions. In Section 2, we presented the catalog of tracer quasars and the two catalogs of Lyα absorption in pixels, covering the Lyα and Lyβ spectral regions. Since these two spectral regions have different sizes, levels of noise, shapes of the quasar continuum, and covariance matrices, we determine the measurements independently. We thus use Lyα absorption in the Lyα region to compute the autocorrelation Lyα(Lyα) \xrightarrow{\Lambda} Lyα and the cross-correlation Lyα(Lyα) \xrightarrow{\Lambda} quasar. We use Lyα absorption in the Lyβ region to compute two additional correlation functions Lyα(Lyα) \xrightarrow{\Lambda} Lyα(Lyβ) and Lyα(Lyβ) \xrightarrow{\Lambda} quasar.

#### 3.1. From Redshifts and Angles to Distances

In principle, the correlation functions can be computed as a function of redshift and angular separation, \((\xi, \Delta z, \Delta \theta)\), as those are directly observed quantities. However, because of the redshift dependence of the comoving angular diameter distance \(D_d(z) = (1 + z)D_A(z)\) and of the Hubble distance \(D_H(z) = c/H(z)\), this would widen the BAO peak unless the data were sorted into multiple redshift bins. To avoid degradation of the BAO feature, we convert angular separations to \(r_\parallel\), and redshift separations to \(r_\perp\) by adopting a “fiducial” cosmology. This acts as an optimal data compression designed to maximize the BAO signal if the fiducial cosmology is correct. As demonstrated in Appendix A, the conversion from observed to comoving coordinates does not bias the measurements of the BAO distance scale.

The fiducial cosmology that we adopt is the \(\Lambda\)CDM cosmology of Planck Collaboration et al. (2016, hereafter Planck 2016). If the fiducial cosmology approximates the true cosmology, then the BAO peak will be at a constant separation, \(r_{\text{BAO}} \sim 100 \, h^{-1} \, \text{Mpc}\), for all redshifts. The cosmological parameters for this model are shown in the first part of Table 2 and the derived parameters in the second part; they are computed using the “Code for Anisotropies in the Microwave Background” (CAMB; Lewis et al. 2000). The same assumed cosmology is used to produce and analyze the mock data of Section 5. This cosmology is the same as the one used in DR12 and DR14 studies of Lyα BAOs.

The separation between two tracers is determined along and across the line of sight, \(r = (r_\parallel, r_\perp)\). For tracers \(i\) and \(j\), of redshift \(z_i\) and \(z_j\) and offset by an observed angle \(\Delta \theta\), the
Table 2

Parameters of the Flat-ΛCDM Cosmological Model, from Planck Collaboration et al. (2016), Used for the Production and Analysis of the Mock Data and the Analysis of the Data

| Parameter Planck (2016) Cosmology |
|-----------------------------------|
| \( \Omega_m h^2 \)            | 0.14252 |
| \( = \Omega_b h^2 \)            | 0.1197  |
| \( + \Omega_c h^2 \)            | 0.02222 |
| \( = \Omega_d h^2 \)            | 0.0006  |
| \( h \)                         | 0.6731  |
| \( N_e \)                       | 3       |
| \( \sigma_8 \)                  | 0.8299  |
| \( n_s \)                       | 0.9655  |
| \( \Omega_m \)                  | 0.31457 |
| \( \Omega_b \)                  | 0.7975  |
| \( \epsilon_b \) [Mpc]          | 147.33  |
| \( \epsilon_g [h^{-1} \text{ Mpc}] \) | 0.9917  |
| \( D_H(z=2.334)/H_0 \)          | 8.6011  |
| \( D_M(z=2.334)/H_0 \)          | 39.2035 |
| \( f(z=2.334) \)                | 0.9704  |

Note. The first part of the table gives the cosmological parameters; the second part gives derived quantities used in this paper. They are computed using CAMB (Lewis et al. 2000).

separation is computed as follows:

\[
\rho_{\parallel} = |D_L(z_i) - D_L(z_j)| \cos \left( \frac{\Delta \theta}{2} \right) \quad (9)
\]

and

\[
\rho_{\perp} = |D_M(z_i) + D_M(z_j)| \sin \left( \frac{\Delta \theta}{2} \right), \quad (10)
\]

where \( D_L(z) = \int_0^z \frac{dz}{H(z)} \) is the comoving distance. We will also refer to \((r, \mu)\) in this study; they are defined as \( r^2 = r_{\parallel}^2 + r_{\perp}^2 \) and \( \mu = r_{\parallel}/r \). The quantity \( \mu \) is the cosine of the angle formed by the median line of sight of both tracers and the vector \( r \).

For quasars, the redshift is defined to be \( z_{\text{Ly} \alpha} \) (see Section 2.2). We test the effects of other estimators of redshifts on the measurement of the BAO in Appendix D. For spectral pixels, the maser absorber, and the one used to measure BAO, is \( \text{Ly} \alpha \). We thus define the redshift from its rest-frame wavelength. For each spectral pixel \( i \), of observed wavelength \( \lambda_i \), the redshift is then given by \( z_i = \lambda_i / \lambda_{\text{Ly} \alpha} - 1 = \lambda_i / 121.567 - 1 \). The consequences of the presence of other absorption, like Si \( \text{II} \) or the C IV doublet, are discussed in Section 3.

As given in Table 2, the BAO peak is expected at the separation \( r_{\parallel} \sim 100 h^{-1} \text{ Mpc} \); furthermore, we know from linear theory that the peak has a width (FWHM) of \( \approx 20 h^{-1} \text{ Mpc} \). For both these reasons, we compute the different correlations up to \( \pm 200 h^{-1} \text{ Mpc} \) along and across the line of sight, i.e., twice the expected BAO scale, with a bin size of \( 4 h^{-1} \text{ Mpc} \). At the effective redshift of this study, \( z_{\text{eff}} = 2.33 \), the BAO scale is \( \Delta \theta_{\text{BAO}} \sim 1.5 \text{ deg} \) across the line of sight, and \( \Delta z_{\text{BAO}} \sim 0.12 \) (corresponding to \( \approx 50 \) analysis pixels) along the line of sight.

3.2. The \( \text{Ly} \alpha \) Autocorrelation

For the estimator of the 3D autocorrelation of \( \text{Ly} \alpha \) absorption in spectral pixels, we use

\[
\xi_A = \frac{\sum_{(i,j) \in A} w_i w_j \delta_i \delta_j}{\sum_{(i,j) \in A} w_i w_j}. \quad (11)
\]

This is the standard “covariance” estimator when the mean has been subtracted: \( \langle \delta_i \rangle = 0 \), by definition of the projection of Equation (5).

In this equation, \( i \) and \( j \) refer to two spectral pixels of the flux transmission field, \( \delta_i \) and \( \delta_j \), from Equation (1). The weights \( w_i \) and \( w_j \) are defined by Equation (7), where the factor \((1 + z)^3 \gamma_{\text{Ly} \alpha} = 2.9 \) is chosen to favor high-redshift pixels where the amplitude of the correlation function is greatest (McDonald et al. 2006). We have tested that small changes in the assumed redshift evolution of the weights do not translate into noticeable differences in the BAO results presented in the next sections.

As explained in Section 3.1, the computation of the correlation is done for all possible pairs of pixels \((i, j)\), of separation \((r_{\parallel}, r_{\perp})\), within \([0, 200]\ h^{-1} \text{ Mpc} \) in both directions. Each bin \( A \) is \( 4 h^{-1} \text{ Mpc} \) wide in both directions. As a result, each correlation function has \( N_{\text{bins}} = 50 \times 50 = 2500 \) bins. The sum runs over all possible pairs of pixels from different lines of sight. We exclude pairs of pixels from the same line of sight because of correlated continuum errors that could bias our measurement of the correlation function.

In previous measurements of the \( \text{Ly} \alpha \) autocorrelation, e.g., B17 and dSA19, pairs of pixels involving the same spectrograph and \( r_{\parallel} < 4 h^{-1} \text{ Mpc} \) were avoided to minimize spurious correlations due to the sky subtraction procedure. In this analysis, we keep these pairs, allowing us to model their direct effect on the lowest \( r_{\parallel} \) bins and their indirect effect on other bins through distortion due to continuum fitting. This procedure is detailed in Section 4.5.

The resulting correlations have \( 6.8 \times 10^{11} \) pairs of pixels for the \( \text{Ly} \alpha(\text{Ly} \alpha) \times \text{Ly} \alpha(\text{Ly} \alpha) \) autocorrelation and \( 3.8 \times 10^{11} \) for the \( \text{Ly} \alpha(\text{Ly} \alpha) \times \text{Ly} \alpha(\text{Ly} \beta) \) autocorrelation. The lower number of pixels in the \( \text{Ly} \beta \) region, combined with the increased absorption fluctuations and Poisson noise, translates to a variance in the \( \text{Ly} \alpha(\text{Ly} \alpha) \times \text{Ly} \alpha(\text{Ly} \beta) \) correlation function that is approximately three times larger than that in the \( \text{Ly} \alpha(\text{Ly} \alpha) \times \text{Ly} \alpha(\text{Ly} \alpha) \) function.

The right panel of Figure 3 shows the normalized redshift distribution of the pairs within the BAO region. The \( \text{Ly} \alpha(\text{Ly} \alpha) \times \text{Ly} \alpha(\text{Ly} \alpha) \) distribution is presented in orange, \( \text{Ly} \alpha(\text{Ly} \beta) \times \text{Ly} \alpha(\text{Ly} \alpha) \) in green, and the sum of the two in blue. Figure 2 presents the comparison of the weighted number of pairs between this analysis and the DR12 autocorrelation (B17) reproduced using the different improvements of this analysis. The ratio is shown over the BOSS+eBOSS survey footprint, sampled by HEALPix pixels (Görski et al. 2005).

Figure 5 presents the \( \text{Ly} \alpha(\text{Ly} \alpha) \times \text{Ly} \alpha(\text{Ly} \alpha) \) autocorrelation for the data on the left and for the best-fit model on the right (Section 6). The correlation is multiplied by the separation \(|r|\) for visual purposes, and the color bar is saturated and symmetric around zero. Even though each individual bin of the correlation is noisy when presented in 2D, the BAO scale is seen in the data at large \( \mu \) \((r \approx r_{\parallel} \sim 100 \ h^{-1} \text{ Mpc}) \) by the transition from blue (negative values) to white (zeros).

The measured autocorrelation, \( \text{Ly} \alpha(\text{Ly} \alpha) \times \text{Ly} \alpha(\text{Ly} \alpha) \), is also presented in the top four panels of Figure 6. These panels
show the 2D correlation of Figure 5 reduced to a weighted 1D correlation for four different wedges of $|\mu| = |r_j/r_i|$. In the same figure, the best-fit model is shown in red and is discussed in Section 6. The BAO scale peak at $r \sim 100\ h^{-1}\ Mpc$ is visible, especially for $\mu > 0.8$. Four similar panels in Appendix F present the autocorrelation $\xi_{\alpha\alpha}(\alpha) \times \xi_{\alpha\beta}(\beta)$ (Figure F1).

The autocorrelation, $\xi_{\alpha\alpha}(\alpha) \times \xi_{\alpha\beta}(\beta)$, is also measured in two redshift bins. This allows us to look at the evolution of the different parameters of the best-fit models, e.g., the bias of $\xi_{\alpha\alpha}$, along with allowing systematic tests. In their DR14 study, dSA19 showed that for the $\xi_{\alpha\alpha}$ autocorrelation the optimal way to assign pixel pairs to the high- or low-redshift measurement is to cut on the mean of the maximum redshift of the two forests, rather than simply on the redshift of the two pixels. This minimizes the cross-covariance between the low-$\zeta$ and high-$\zeta$ autocorrelations (Section 3.4). As in dSA19, we chose $z_{\text{cut}} = 2.5$, in order to approximately get the same weighted number of pairs in both redshift splits. The resulting autocorrelation function is presented in the top panels of Figure F2 in Appendix F.

The covariance matrix of each autocorrelation function has $N_{\text{pair}}^2 = 2500 \times 2500 = 6,250,000$ elements. For two bins $A$ and $B$ of the correlation function $\xi$, the covariance is defined by

$$C_{AB} = \langle \xi_A \xi_B \rangle - \langle \xi_A \rangle \langle \xi_B \rangle. \quad (12)$$

In this study, the covariance matrix is estimated by dividing the sky into sub-samples defined by HEALPix pixels and computing their weighted covariance. Using $nside = 16$ over the eBOSS footprint, we get around 880 sub-samples, each covering $3.7 \times 3.7 = 13.4\ \text{deg}^2$ on the sky. This solid angle is equivalent to a $250 \times 250\ (h^{-1}\ Mpc)^2$ patch at $z_{\text{eff}} = 2.33$. Ly$\alpha$ pixel pairs are assigned to HEALPix according to the Ly$\alpha$ pixel with the smallest right ascension. The covariance is then given by the following, neglecting the small correlations between sub-samples:

$$C_{AB} = \frac{1}{W_A W_B} \sum_s W_A^s W_B^s [\xi^s_A \xi^s_B - \langle \xi_A \rangle \langle \xi_B \rangle]. \quad (13)$$

Here $s$ is a sub-sample with summed weight $W_A^s$ and measured correlation $\xi^s$, and $W_A = \sum_s W_A^s$.

The covariance is dominated by the diagonal elements that are of order $C_{AA} \approx \langle \delta^2 \rangle^2 / N_A$, where $\langle \delta^2 \rangle$ is the pixel variance and $N_A$ is the number of pixel pairs in the bin $A$. Deviations from this simple expression are due to intraforest correlations that make the effective number of independent pairs less than $N_A$. We find

$$\text{Var}_A \approx \frac{\langle \delta^2 \rangle^2}{fN_{\text{pair}}}. \quad (14)$$

where $\langle \delta^2 \rangle \approx 0.13\ (0.24) \text{ and } f \approx 0.4\ (0.8)$ for the Ly$\alpha$ and Ly$\beta$ regions. For the $\xi_{\alpha\alpha}(\alpha) \times \xi_{\alpha\beta}(\beta)$ correlation this is equivalent to $\text{Var}_A \approx 1.5 \times 10^{-10}(100\ h^{-1}\ Mpc / r_\perp)$, where the $r_\perp$ dependence reflects the approximate proportionality between $N_A$ and $r_\perp$.

Off-diagonal elements of the covariance matrix are due to intraforest correlations that break the independence of pixel pairs in different bins, $A \neq B$.\footnote{The role of intraforest correlations in the covariance matrix is made explicit in the “Wick” calculation of the covariance in Appendix C.} Intraforest correlations reflect both physical correlations of absorption and the effect of continuum fitting. Imperfections in the continuum fitting increase both $\langle \delta^2 \rangle$ and the intraforest correlations and are therefore reflected in the covariance matrix, as long as the imperfections themselves are not correlated between different forests.

The size of the off-diagonal elements is made clearer through the normalized covariance matrix, i.e., the correlation matrix, with elements in $[-1, 1]$:

$$\text{Corr}_{AB} = \frac{C_{AB}}{\sqrt{\text{Var}_A \text{Var}_B}}. \quad (15)$$

where $\text{Var}_A = \text{Var}_B$ is the variance. The largest values are $\text{Corr}_{AB} \approx 0.4$ for $r_\perp^A = r_\perp^B$ and $|r^A - r^B| = 4h^{-1}\ Mpc$. Elements with $r_\perp^A = r_\perp^B$ are very small, $<0.03$.

The estimates of the off-diagonal elements of the correlation matrix from Equation (15) are noisy, and we smooth them by modeling them as a function of the difference of separation along and across the line of sight: $\text{Corr}_{AB} = \text{Corr}(r^A, r^B, r_\perp^A, r_\perp^B) = \text{Corr}(\Delta r^A, \Delta r^B, \Delta r_\perp)$, with $\Delta r^A = |r^A - r^B|$ and $\Delta r_\perp = |r^A - r^B|$.

They are presented in the left panel of Figure 7, where they are shown to decrease rapidly as a function of $\Delta r^A$ and $\Delta r_\perp$.

We have also calculated the covariance matrix using other techniques presented in Appendix C. We find no significant change from the estimates of the covariance matrix that is used in the main analysis.

### 3.3. The Ly$\alpha$-Quasar Cross-correlation

For the Ly$\alpha$–quasar cross-correlation we use the same estimator as the one from previous studies (Font-Ribera et al. 2012b, 2013, dMdB17, B19). It is defined to be the weighted mean of the flux transmission field at a given separation from a quasar:

$$\xi_A = \frac{\sum_{i,j} w_i w_j \delta_{ij}}{\sum_{i,j} w_i w_j}. \quad (16)$$

In this equation, $i$ indexes a flux pixel and $j$ a quasar. The weights $w_j$ are as defined in Equation (7) for the Ly$\alpha$ absorption fluctuations. In their study, du Mas des Bourboux et al. (2019) fitted the redshift evolution of the quasar bias and found a best-fit power law of index $\gamma_{\text{quasar}} = 1.44 \pm 0.08$. The
quasar weights are then defined to be

$$w_j = \left( \frac{1 + z_j}{1 + 2.25} \right)^{-\text{quasar}^{-1}}.$$  

(17)

In a similar way as for the autocorrelation, the cross-correlation is computed for all pixel–quasar pairs, though omitting pairings of pixels with their own background quasar whose mean correlation vanishes owing to the continuum fitting procedure. The correlation is computed for all pairs within $r_p \in [0, 200] \, h^{-1} \text{Mpc}$. Unlike the autocorrelation, the cross-correlation is not symmetric by permutation of the two tracers. We thus have the opportunity to define positive values of the separation along the line of sight, $r_p$, when the tracer quasar is in front of the Ly$\alpha$ pixel tracer, i.e., $z_{\text{Ly} \alpha} > z_{\text{quasar}}$. The line-of-sight separation then ranges over $r_p \in [-200, 200] \, h^{-1} \text{Mpc}$. With a width of 4 \, h^{-1} \text{Mpc}, the correlation is computed on $N_{\text{bin}} = 100 \times 50 = 5000$ bins.

The weighted distribution of the pair redshifts in the BAO region is similar for the cross-correlations to what is shown for the autocorrelation in Figure 2. The comparison on the sky of the weighted number of pairs between DR12 (dMdB17) and this study is also similar to what is shown for the autocorrelation in Figure 2.
Figure 7. Normalized covariance matrix, i.e., the correlation matrix (Equation (15)), as a function of $(\Delta r_\perp, \Delta r_\parallel)$ for the autocorrelation (left) and cross-correlation (right) as estimated by subsampling (Equation (13)). The solid lines are for the Ly$\alpha$(Ly$\alpha$) × Ly$\alpha$(Ly$\alpha$) and Ly$\alpha$(Ly$\alpha$) × quasar functions, and the dashed lines for the Ly$\alpha$(Ly$\alpha$) × Ly$\alpha$(Ly$\beta$) and Ly$\alpha$(Ly$\beta$) × quasar functions. The correlations have been smoothed as explained in the text.

Figure 8 presents in 2D the measured cross-correlation, Ly$\alpha$ (Ly$\alpha$) × quasar, and its best-fit model (Section 6). In such a display, the BAO scale would be seen as a half ring of radius $r \sim 100 \, h^{-1} \text{Mpc}$. However, the signal is difficult to see owing to the noise in the data. We show in the bottom four panels of Figure 6 the same cross-correlation but averaged over four different wedges of $|\mu|$. There the BAO scale can be clearly observed as a dip at $r \sim 100 \, h^{-1} \text{Mpc}$. We note that the correlation is reversed, i.e., negative, with respect to the matter correlation function, because the bias of Ly$\alpha$ absorption is negative and the bias of quasars is positive, giving a negative product of biases. The cross-correlation Ly$\alpha$(Ly$\beta$) × quasar is presented in Figure F1 of Appendix F.

As in B19, we alternatively compute the cross-correlation, Ly$\alpha$(Ly$\alpha$) × quasar, in two redshift bins. For this measurement, it is important that $\langle \delta \rangle = 0$ per bin of observed wavelength. To ensure this, we recompute the $\delta$ of Section 2.3, independently for the two redshift bins. We split lines of sight by their background quasar redshift, $z_q$, and select the splitting redshift, $z_{\text{cut}} = 2.57$, to have approximately the same weighted number of pairs in each binned cross-correlation. This definition of redshift bins allows us to minimize the cross-covariance between the two samples (Section 3.4). Figure F2 of Appendix F presents, in its four bottom panels, the two redshift bins of the cross-correlation, in four wedges of $\mu$.

The covariance matrix is computed using the same estimators as in Section 3.2 for the autocorrelation. The covariance matrix is dominated by its diagonal elements, i.e., the variance. The latter is approximately inversely proportional to the number of pairs:

$$\text{Var}_A \approx \frac{\langle \delta^2 \rangle}{0.7N_A^{\text{par}}}.$$  \hfill (18)

where the factor 0.7 gives the effective loss of number of pairs, due to correlations between neighboring pixels. For the DR16 data set, the resulting variance for the Ly$\alpha$(Ly$\alpha$) × quasar correlation is $\text{Var}_A \approx 8.6 \times 10^{-8}(100 \, h^{-1} \text{Mpc}/r_i)$. There are a total of $\approx 1.2 \times 10^9$ quasar–pixel pairs in the BAO region, $80 < r < 120 \, h^{-1} \text{Mpc}$.

The off-diagonal elements of the covariance matrix are presented in the right panel of Figure 7. As with those for the autocorrelation, they decrease rapidly as a function of $\Delta r_\parallel$ and $\Delta r_\perp$.

3.4. The Cross-covariance between the Correlations

We modify the estimator of the covariance matrix via subsampling defined by Equation (13) to compute the cross-covariance between the different measured correlation functions:

$$C_{AB}^{\xi^1} = \frac{1}{W_A W_B} \sum_i W_A^i W_B^i [\xi_A^{1,i} \xi_B^{2,i} - \xi_A^{1} \xi_B^{2}] / (1 + \Delta r_i).$$  \hfill (19)

In this equation, $\xi^1$ and $\xi^2$ are two different measured correlation functions, e.g., $\xi^1$ could be the autocorrelation.
Lyα(Lyα) × Lyα(Lyα) and ξ^2 is the cross-correlation Lyα(Lyα) × quasar.

The different correlation functions are found to be marginally correlated. For example, the correlations between the Lyα (Lyα) × Lyα(Lyα) and Lyα(Lyα) × quasar functions are less than 1%, as shown in Figure 11.

3.5. The Distortion Matrices

The continuum fitting (Equation (2)) and the projection (Equation (5)) mix the δ_{i,j} within a given forest and thereby modify significantly the correlation function. The transformation (Equation (8)) also has a small effect on the correlations. Under the assumption that the δ transformations are linear, the true and distorted correlation functions are related by a "distortion matrix," D_AB:

\[ \tilde{\xi}_{\text{distorted}}(A) = \sum_B D_{AB} \xi_{\text{true}}(B). \] (20)

To the extent that the projection given by Equations (5) and (6) captures the full distortion, the distortion matrices for the auto- and cross-correlations can be read off from the coefficients in Equation (6):

\[ D_{A}^{\text{auto}} = W_A^{-1} \sum_{j \in A} w_j w_j \left( \sum_{\ell, \ell' \in B} \eta_{\ell \ell'} \eta_{\ell' \ell} \right), \] (21)

\[ D_{A}^{\text{cross}} = W_A^{-1} \sum_{(i,j) \in A} w_i w_j \left( \sum_{\ell, \ell' \in A} \eta_{\ell \ell'} \right). \] (22)

In the fits of the data described in Section 6, the physical model of the correlation function (Section 4) is multiplied by the distortion matrix before comparison with the data. This procedure is validated with the analysis of the mock data sets (Section 5), where it is shown that the BAO parameters are accurately recovered in the presence of distortion.

4. Model of the Correlations

This section presents the theoretical model of the auto- and cross-correlations. Even though this analysis focuses on measuring the BAO scale along and across the line of sight, much effort has also been invested into better understanding the global shape of the correlation functions. The improved modeling of the global shape allows us to better understand and test possible sources of systematic errors and to better measure BAOs independently of the overall correlation function. Apart from the contribution of the sky calibration to the autocorrelation (Section 4.5), the model is the same as that used in the DR12 and DR14 analyses (B17; dMDB17; dSA19; B19).

A cosmological analysis of Lyα forest correlations is possible only because the dominant Lyα absorption has two essential characteristics: it traces the underlying matter fluctuations and, for a fixed set of cosmological parameters, there is a unique mapping between wavelength and distance. Absorption by metals also traces matter fluctuations but has a different wavelength–distance relation. Correlations due to instrumental and analysis effects do not relate at all to cosmology. Fortunately, the BAO feature due to the Lyα correlations is not degenerate with any of these secondary effects.

For the dominant Lyα–Lyα or Lyα–quasar correlations, the BAO peak in the space of angular and redshift separation appears at Δθ ≈ r_d/D_H(z) and Δz ≈ r_d/D_M(z), where D_H and D_M are the Hubble and comoving angular diameter distances calculated assuming Lyα absorption. We want to measure r_d/D_H(z) and r_d/D_M(z) in a way that does not depend significantly on the smooth part of the correlation function underneath the BAO peak. To do this, we follow the procedure described in Section 4.1 of separating the correlation function into two components:

\[ \xi(r_d, r_d, \alpha_1, \alpha_1) = \xi_{\text{sm}}(r_d, r_d) + \xi_{\text{peak}}(r_d, r_d, \alpha_1, \alpha_1), \] (23)

where \( \xi_{\text{sm}} \) is the smooth correlation function, without the BAO peak, and \( \xi_{\text{peak}} \) is the peak-only correlation. The BAO parameters in this equation are

\[ \alpha_1 = \frac{[D_H(z_{\text{eff}})/r_d]}{[D_M(z_{\text{eff}})/r_d]}; \quad \alpha_1 = \frac{[D_M(z_{\text{eff}})/r_d]}{[D_M(z_{\text{eff}})/r_d]}. \] (24)

In the standard fits, we assume that the correlation function for \( \alpha_1 = \alpha_1 = 1 \) is that of the fiducial cosmology of Table 2 as calculated by CAMB.\(^{30}\) The smooth and peak parts of the correlation are obtained at the level of the matter power spectrum, as described below (Section 4.1).

Though the BAO parameters (\( \alpha_1, \alpha_1 \)) depend on the assumed cosmology, the measured (\( D_H(z_{\text{eff}})/r_d, D_M(z_{\text{eff}})/r_d \)) do not. This was studied in detail by Carter et al. (2020) in the context of galaxy correlations. We further illustrate this property in Appendix A, where we use a different fiducial cosmology.

One feature of the peak–smooth splitting (Equation (23)) is that unless the fit yields \( \alpha_1 = \alpha_1 = 1 \), the best-fit correlation function does not obviously correspond to any physical cosmological model. In Appendix A we choose a physical model with values of \((h, \Omega_b h^2)\) that yield \( \alpha_1 = \alpha_1 = 1 \), thereby yielding a best fit that is a physical correlation function. As demonstrated in Appendix A, changing the model of the smooth continuum through a change in cosmological parameters produces a difference in the derived values of \((D_H(z_{\text{eff}})/r_d, D_M(z_{\text{eff}})/r_d)\) of less than 1 part in 300, negligible compared to the statistical precision.

In addition to the primary correlations from which we measure the BAO peak, the full correlation function receives subdominant contributions from other effects that we describe here. The theoretical model of the correlation function, \( \xi' \) of Equation (25) is composed of different correlations. For the autocorrelation of Lyα, it is given by

\[ \xi' = \xi_{\text{Lyα}} + \sum_m \xi_{\text{Lyα} \times m} + \sum_{m_1, m_2} \xi_{m_1 \times m_2} + \xi_{\text{sky}}, \] (25)

where \( \xi_{\text{Lyα}} \) (Section 4.2) is the model of the autocorrelation of Lyα absorption, and \( \xi_{\text{Lyα} \times m} \) and \( \xi_{m_1 \times m_2} \) (Section 4.3) give the contribution of other absorbers in the Lyα and Lyβ regions. The correlation \( \xi_{\text{sky}} \) (Section 4.5) models the correlations due to the sky subtraction procedure of the eBOSS pipeline.

In a similar way, for the measured Lyα–quasar cross-correlation the theoretical model is given by

\[ \xi' = \xi_{\text{Lyα} \times \text{QSO}} + \sum_m \xi_{\text{QSO} \times m} + \xi_{\text{TP}}. \] (26)

This equation, the first term gives the cross-correlation between Lyα and quasars, and the second gives the

\(^{30}\) https://github.com/cmbant/CAMB
contribution of the cross-correlation between quasars and other absorbers in the Lyα and Lyβ spectral regions (Section 4.3). Finally, the third term models the “transverse proximity” (TP) effect of quasar radiation on the surrounding gas (Section 4.4).

4.1. The Power Spectra

The components of the correlation function that reflect the underlying matter correlations are given by the Fourier transform of the tracer biased power spectrum:

\[ \hat{P}(k) = b_i b_j (1 + \beta_{iF}^2)(1 + \beta_{jF}^2) \mathcal{P}_{QQ}(k) G(k) \]  

(27)

where the vector \( k = (k_\parallel, k_\perp) = (k, \mu_k) \) of modulus \( k \) has components along and across the line of sight, \( (k_\parallel, k_\perp) \), with \( \mu_k = k_\parallel/k \). The bias and RSD parameters, \( (b, \beta) \), are for the tracer \( i \) or \( j \). \( \mathcal{P}_{QQ} \) is the quasi-linear power spectrum defined below. \( \mathcal{P}_{QQ} \) corrects for nonlinear effects at large \( k \), and \( G(k) \) is a damping term that accounts for averaging of the correlation function in individual \( (r_\parallel, r_\perp) \) bins. For the autocorrelation, the main tracer is the Lyα absorption, \( i = j \), and for the cross-correlation two main tracers play a role: Lyα absorption and quasars, \( i \neq j \).

For the cross-correlation power spectrum we do not include relativistic effects that lead to an asymmetry in \( r_\parallel \) (quasar more distant or less distant than the forest). These effects have been calculated to be sufficiently small to be negligible for this study (Lepori et al. 2020). They were included in the study of B19 and were shown to be partially degenerate with the parameter \( (\Delta \rho_{\parallel, \text{QSO}}) \) describing systematic errors in quasar redshift.

The quasi-linear power spectrum provides for the aforementioned decoupling of the peak component:

\[ \mathcal{P}_{QQ}(k, z) = \mathcal{P}_{\text{sm}}(k, z) + \exp \left[ -k_\parallel^2 \Sigma_\parallel^2 + k_\perp^2 \Sigma_\perp^2 \right] P_{\text{peak}}(k, z). \]  

(28)

The smooth component, \( \mathcal{P}_{\text{sm}} \), is derived from the linear power spectrum, \( \mathcal{P}_L(k, z) \), via the sideband technique (Kirkby et al. 2013), which is implemented in \textit{picca}, with the help of \textit{nbodykit} (Hand et al. 2018). The CAMB \( P_L(z) \) is Fourier transformed into the correlation function where two sidebands are defined on both side of the BAO. A smooth function is then fitted to connect the two sidebands, allowing us to produce a correlation function, without the BAO peak. The latter correlation is Fourier transformed back to a smooth power spectrum, \( \mathcal{P}_{\text{sm}} \), that does not have the BAO wiggle features. The peak power spectrum is thus defined as \( P_{\text{peak}} = P_L - P_{\text{sm}} \).

The correction for non-linear broadening of the BAO peak (Eisenstein et al. 2007) is parameterized by \((\Sigma_\parallel, \Sigma_\perp)\), with \( \Sigma_\parallel = 3.26 \, h^{-1} \text{Mpc} \) and

\[ \frac{\Sigma_\parallel}{\Sigma_\perp} = 1 + f, \]  

(29)

where \( f = d(\ln r)/d(\ln a) \approx \Omega_m^{0.55}(z) \) is the linear growth rate of structure, resulting in \( \Sigma_\parallel = 6.42 \, h^{-1} \text{Mpc} \).

The function \( \mathcal{P}_{\text{NL}}(k) \) in Equation (27) accounts for nonlinear effects at small scales. For the autocorrelation, the most important effects are thermal broadening, peculiar velocities, and nonlinear structure growth. We use Equation (3.6) of Arinyo-Prats et al. (2015) with parameter values from their Table 7 interpolated to our effective redshift \( z = 2.334 \). For the cross-correlation, the most important effect is that of quasar nonlinear velocities, and, following Percival & White (2009), we adopt

\[ F_{\text{NL}}^{\text{cross}}(k_i) = \frac{1}{1 + (k_i/\sigma_i)^2}, \]  

(30)

where \( \sigma_i \) is a free parameter. This function also takes into account statistical quasar redshift errors.

The final term in Equation (27) accounts for the effect of the binning of the correlation function on the separation grid. We assume the distribution to be homogeneous on each bin” and compute the function \( G(k) \) as the product of the Fourier transforms of the rectangle functions that model a uniform square bin:

\[ G(k) = \sin \left( \frac{k_\parallel R_\parallel}{2} \right) \sin \left( \frac{k_\perp R_\perp}{2} \right), \]  

(31)

where \( R_\parallel \) and \( R_\perp \) are the radial and transverse widths of the bins, respectively.

4.2. Lyα and Quasar Bias Parameters

The dominant Lyα absorption can be viewed as the sum of contributions from the diffuse IGM and from HCD3 systems. HCD absorbers are expected to trace the underlying density field, and their effect on the flux transmission field depends on whether they are identified and given the special treatment described in Section 2. If they are correctly identified with the total absorption region masked and the wings correctly modeled, they can be expected to have no significant effect on the field. Conversely, if they are not identified, the measured correlation function will be modified because their absorption is spread along the radial direction. This broadening effect introduces a \( k_i \) dependence of the effective bias (Font-Ribera & Miralda-Escudé 2012):

\[ \begin{align*}
  b'_{\text{Ly}a} & = b_{\text{Ly}a} + b_{\text{HCD}} \beta_{\text{HCD}} F_{\text{HCD}}(k_i) \\
  b'_{\text{Ly}a} \beta_{\text{Ly}a} & = b_{\text{Ly}a} \beta_{\text{Ly}a} + b_{\text{HCD}} \beta_{\text{HCD}} F_{\text{HCD}}(k_i),
\end{align*} \]  

(32)

where \( (b_{\text{Ly}a}, \beta_{\text{Ly}a}) \) and \( (b_{\text{HCD}}, \beta_{\text{HCD}}) \) are the bias parameters associated with the IGM and HCD systems, respectively, and \( F_{\text{HCD}} \) is a function that depends on the number and column density distribution of HCDs. Rogers et al. (2018) numerically calculated \( F_{\text{HCD}} \) using hydrodynamical simulations, and we find that a simple exponential form, \( F_{\text{HCD}} = \exp(-L_{\text{HCD}} k_i) \), well approximates their results. Here \( L_{\text{HCD}} \) is a typical length scale for unmasked HCDs. For eBOSS spectral resolution, DLA identification is possible for DLAs widths (wavelength interval for absorption greater than 20%) greater than \( \sim 2.0 \, \text{nm} \), corresponding to \( \sim 14 \, h^{-1} \text{Mpc} \) in our sample. Degeneracies between \( L_{\text{HCD}} \) and other anisotropic parameters make the fitting

\[ 32 \text{In fact, in the perpendicular direction the distribution is approximately proportional to } r_i; \text{ however, assuming homogeneity produces a sufficiently accurate correlation function (B17).} \]

\[ 33 \text{In this and other eBOSS publications we use the term “HCD systems” to describe systems with a neutral hydrogen column density above } 10^{17} \text{cm}^{-2}, \text{ i.e., including both Lyman limit systems and DLAs.} \]
somewhat unstable. We therefore impose $L_{\text{HCD}} = 10\,h^{-1}\text{Mpc}$ while fitting for the bias parameters $b_{\text{HCD}}$ and $\beta_{\text{HCD}}$. We have verified that setting $L_{\text{HCD}}$ in the range $7 < L_{\text{HCD}} < 13\,h^{-1}\text{Mpc}$ does not significantly change the inferred BAO peak position. Cuceu et al. (2020) also showed that fixing $L_{\text{HCD}}$ has a minimal impact on BAO results when doing a Bayesian analysis of Ly$\alpha$ BAOs.

In our measured correlations functions, different $(r_1, r_2)$ bins have mean redshifts that vary over the range $2.32 < \bar{z} < 2.39$. Therefore, in order to fit a unique function to the data, we need to assume a redshift dependence of the bias parameters. Following McDonald et al. (2006), we assume that the product of $b_{\text{Ly}\alpha}$ and the growth factor of structures varies with redshift as $(1+z)^{\gamma_1-1}$, with $\gamma_1 = 2.9$, while we make use of the approximation that $\beta_{\text{Ly}\alpha}$ does not depend on redshift. Because the fit of the cross-correlation is only sensitive to the product of the quasar and Ly$\alpha$ biases, we choose to adopt a value for the quasar bias. Following the analysis of du Mas des Bourboux et al. (2019) based on a compilation of quasar bias measurements (Croom et al. 2005; Shen et al. 2013; Laurent et al. 2016, 2017), we set $b_q \equiv b_q(z_{\text{eff}}) = 3.77$ with a redshift dependence given by

$$b_q(z) = 3.60 \left( \frac{1 + z}{3.334} \right)^{1.44}.$$  \hspace{1cm} (33)

The quasar RSD, assumed to be redshift independent in the matter-dominated epochs explored here, is

$$\beta_q = \frac{f}{b_q}.$$  \hspace{1cm} (34)

Setting $f = 0.9704$ for our fiducial cosmology yields $\beta_q = 0.269$, which we take to be redshift independent.

4.3. Absorption by Metals

We model the power spectrum for correlations involving metals with the same form we use for Ly$\alpha$–Ly$\alpha$ and Ly$\alpha$–quasar correlations (Equation (27)) except that HCD effects are neglected. Each metal species, $n$, has bias parameters $(b_{mn}, \beta_m)$. The Fourier transform of the power spectrum $P_{mn}(k, z)$ for the absorber pair $(m, n)$ is then the model correlation function of the pair $(m, n)$: $\xi_{\text{model}}^{m-n}(\vec{r}_1, \vec{r}_2)$, where $(\vec{r}_1, \vec{r}_2)$ are the separations calculated using the correct rest-frame wavelengths, $(\lambda_m, \lambda_n)$. For the cross-correlation, the same form is used except that the bias parameters for the metal $n$ are replaced with the quasar bias parameters and the separations are calculated using the quasar redshift.

Since we assign redshifts to pixels assuming Ly$\alpha$ absorption, the rest-frame wavelength we ascribe to a metal transition is not equal to the true rest-frame wavelength. For $m \neq n$ and $n = \text{Ly}\alpha$, this misidentification results in a shift of the model correlation function with vanishing separation of absorbers corresponding to reconstructed separations $r_1 = 0$ and $r_2 \approx (1+z)D_H(z)(\lambda_m - \lambda_{\text{Ly}\alpha})/\lambda_{\text{Ly}\alpha}$. The values of $r_2$ for the major metal transition are given in Table 3. For $m = n$, the reconstructed separations are scaled from the true separations by a factor $D_H(z)/D_H(z_n)$ for $r_1$ and by a factor $D_{\text{Ly}\alpha}(z)/D_{\text{Ly}\alpha}(z_n)$ for $r_2$, where $z$ and $z_n$ are the true and reconstructed redshifts, respectively.

### Table 3: Metal Lines Included in the Synthetic Spectra

| Metal Line | $\lambda_n$ (nm) | Relative Strength $(\times 10^3)$ | $r_1$ $(h^{-1}\text{Mpc})$ |
|------------|-----------------|----------------------------------|--------------------------|
| Si III     | 120.7           | 1.892                            | -21                      |
| Si IIa     | 119.0           | 0.642                            | -64                      |
| Si IIb     | 119.3           | 0.998                            | -56                      |
| Si IIc     | 126.0           | 0.354                            | +111                     |

Note. For each metal line their transition wavelength and their relative strength with respect to the Ly$\alpha$ optical depth are given. The last column gives the position of maximum apparent correlation $r_1 = 0$ and $r_2 \approx (1+z)D_H(z)(\lambda_n - \lambda_{\text{Ly}\alpha})/\lambda_{\text{Ly}\alpha}$, corresponding to metal and Ly$\alpha$ absorption at the same physical position but reconstructed assuming only Ly$\alpha$ absorption at $z_{\text{eff}} = 2.334$.

For each pair $(m, n)$ of contaminants, we compute the shifted–model correlation function with respect to the unshifted–model correlation function, $\xi_{\text{model}}^{m-n}(A) \rightarrow \sum_B M_{AB} \xi_{\text{model}}^{m-n}(\vec{r}(B), \vec{r}_2(B))$, \hspace{1cm} (35)

where

$$M_{AB} = \frac{1}{W_A} \sum_{(m,n) \in A} w_m w_n,$$ \hspace{1cm} (36)

where $W_A = \sum_{(m,n) \in A} w_m w_n$, $(m, n) \in A$ refers to pixel separations computed assuming $z_m$ and $(m, n) \in B$ to pixel separations computed using the redshifts of the $m$ and $n$ absorbers, $z_m$ and $z_n$. We take into account the redshift dependence of the weights in the computation of $w_m$ and $w_n$.

In the fits of the data, we include terms corresponding to metal–Ly$\alpha$ correlations for the four silicon transitions listed in Table 3. Since these correlations are only visible in $(r_1, r_2)$ bins corresponding to small physical separations, $b_m$ and $\beta_m$ cannot be determined separately. We therefore fix $\beta_m = 0.50$ as done in B17 based on measurements of the cross-correlation between DLAs and the Ly$\alpha$ forest (Font-Ribera et al. 2012b). Correlations between C IV and Ly$\alpha$ give a contribution outside the $r_1$ range studied here, but we include effects of the CIV–CIV autocorrelation and fix $\beta_{CIV} = 0.27$ (Blomqvist et al. 2018).

4.4. Proximity Effect of Quasars on Ly$\alpha$ Absorption

The term in Equation (26) representing the transverse proximity effect takes the form (Font-Ribera et al. 2013)

$$\xi_{\text{TP}} = \xi_{0}^{\text{TP}} \left( \frac{1}{h^{-1}\text{Mpc}} \right)^2 \exp(-r/\lambda_{\text{UV}}).$$ \hspace{1cm} (37)

This form supposes isotropic emission from the quasars. We fix $\lambda_{\text{UV}} = 300\,h^{-1}\text{Mpc}$ (Rudie et al. 2013) and fit for the amplitude $\xi_{0}^{\text{TP}}$.

4.5. Correlations due to Sky Subtraction

The correlation $\xi_{\text{sky}}$, of Equation (25), models the correlations induced by the sky subtraction procedure. The sky subtraction for each spectrum is done independently for each spectrograph, i.e., per half-plate, for the 500 fibers (450 science fibers and ~40 sky fibers). The Poisson fluctuations
in the sky spectra that are subtracted induce correlations in spectra obtained with the same spectrograph at the same observed wavelength, leading to an excess correlation in \( r_\parallel = 0 \) bins. This was observed in the DR12 autocorrelation measurement of B17, where they decided to reject such same-spectrograph pairs in their measurement. This effectively removes the excess correlation at \( r_\parallel = 0 \). However, because of continuum fitting, the excess correlation at \( r_\parallel = 0 \) generates a smooth distortion of the correlation function for all \( r_\parallel \), and this was not removed by the procedure of B17. Here we do not remove the same-spectrograph pairs, which allows us to fit for its amplitude and thereby take into account the smooth component induced by continuum fitting. Apart from improving the fit to the data, this procedure is necessary because the DR16 analysis combines all measurements of each quasar, so spectra no longer correspond to a unique spectrograph.

The sky-fiber-induced correlations are easily seen at rest-frame wavelength longer than the Ly\( \alpha \) quasar emission line, where correlations due to absorption are small. An example is shown in Figure 9, showing correlations in the “Mg II(11)” spectral region, \( \lambda_{\text{RF}} \in [260, 276] \) nm (du Mas des Bourboux et al. 2019), where the pixels are immediately blueward of the Mg II quasar emission line, \( \lambda_{\text{RF}} = 279.6 \) nm. The correlation is consistent with zero for pairs of pixels taken with different spectrographs but is significant for pairs from the same spectrograph. This spurious correlation decreases rapidly with increasing angular separation. This decrease is due to the eBOSS pipeline that adds broadband functions to the sky calibration, modeling its variation across the size of the plate and thus decreasing the correlations with increasing angular separation.

Since, as the angular separation increases, the number of same-spectrograph pairs decreases and the number of different-spectrograph pairs increases, the weighted sum of the two, shown as the red curve in the figure, can be modeled as a Gaussian function of \( r_\perp \):

\[
\xi^{\text{sky}}(r_\parallel, r_\perp) = \begin{cases} 
\frac{A_{\text{sky}}}{\sigma_{\text{sky}}^2} \exp \left(-\frac{1}{2} \left( \frac{r_\perp}{\sigma_{\text{sky}}} \right)^2 \right), & \text{if } r_\parallel = 0 \\
0, & \text{if } r_\parallel \neq 0
\end{cases}
\] (38)

The two free parameters \((A, \sigma_{\text{sky}})\) give the scale and the width of the correlation.

We fit the measured autocorrelation, Mg II(Mg II(11)) \( \times \) Mg II(Mg II(11)), via the distorted model of Equation (40) and the model of the sky correlation of Equation (38). The fit is performed in the same condition as for the Ly\( \alpha \) autocorrelation, hence \( r \in [10, 180] h^{-1} \) Mpc (Section 6), resulting in 1590 bins. We get a best fit with \( \chi^2/\text{DOF} = 1551.94/(1590 - 2) \), corresponding to a probability \( p = 0.76 \) when using only the best observation. We find \( \chi^2/\text{DOF} = 1531.49/(1590 - 2) \) and \( p = 0.36 \) when using all observations. In both cases, we find \((A, \sigma_{\text{sky}}) \sim (1 \times 10^{-3}, 20 h^{-1} \) Mpc). A null test on the auto-correlation, using all observations, proves the very high significance of these two parameters: \( \chi^2 = 2824.85 \) and \( \Delta \chi^2 = 1293.36 \), for a difference of two parameters. Interestingly, a similar null test, removing the \( r_\parallel = 0 \) bins, still yields a significant measurement of the two parameters. \( \Delta \chi^2 = 223.50 \). This test shows that the effect of the sky subtraction residuals is mainly in the \( r_\parallel = 0 \) bins but that a nonnegligible fraction is brought to other bins by the effects of continuum fitting.

For the Ly\( \alpha \)(Ly\( \alpha \)) \( \times \) Ly\( \alpha \)(Ly\( \alpha \)) correlation function, the spurious correlation from the sky calibration in the \( r_\parallel = 0 \) bins reaches \( \approx 20\% \) of the physical correlation at \( r_\parallel \approx 50 h^{-1} \) Mpc. For \( r_\parallel \neq 0 \), the distortion-induced correlation is smooth, so it does not affect our BAO measurement. However, it has a nonnegligible effect on the measurement of the Ly\( \alpha \) bias parameters (Table D1), because of its \( \mu \) dependence.

4.6. Power-law Correlations

An important test of systematic effects in the position of the BAO peak is performed by adding polynomial “broadband” terms to the correlation function. We follow the procedure and choice of broadband forms used by B17 and adopt the form

\[
B(r, \mu) = \sum_{j=0}^{j_{\text{max}}} \sum_{i=1}^{i_{\text{max}}} a_{ij} L_j^{\text{fit}}(\mu) \left( \frac{r}{r_\mu} \right)^i \quad (j \text{ even}),
\] (39)

where the \( L_j \) are Legendre polynomials. Following B17, we fit with \((i_{\text{min}}, i_{\text{max}}) = (0, 2) \) corresponding to a parabola in \( r_{\text{smooth}}^2 \) underneath the BAO peak. We set \( j_{\text{max}} = 6 \), giving four values of \( j \) corresponding to approximately independent broadbands in each of the four angular ranges.

4.7. The Distorted Model

The expected measured correlation function, \( \hat{\xi} \), is related to the true \( \xi \), by the distortion matrix:

\[
\hat{\xi}_A = \sum_{A'} D_{A'A} \xi_{A'}.
\] (40)

The distortion matrix, \( D_{A'A} \), is computed in Section 3.5 for the auto- and cross-correlations. The matrix accounts for the
correlations introduced by the continuum fitting procedure. In this equation, \( A' \) is a bin of the model and \( A \) is a bin of the measurement.  

5. Validation of the Analysis with Mocks

In this section, we present a set of synthetic realizations of the eBOSS survey, and we use them to validate our BAO analysis. We start in Section 5.1 by presenting the methodology used to simulate the quasar positions and the Ly\( \alpha \) forest fluctuations, and in Section 5.2 we describe how we simulate the quasar continua and instrumental artifacts. We present the BAO fits on the simulated data sets in Section 5.4.

5.1. Gaussian Random Field Simulations

Font-Ribera et al. (2012a) presented a method to efficiently simulate Ly\( \alpha \) forest spectra for a given survey configuration. This method was used in multiple analyses of the Ly\( \alpha \) autocorrelation in BOSS (Slosar et al. 2011, 2013; Busca et al. 2013; Delubac et al. 2015; Bautista et al. 2017), and it enabled multiple tests of potential systematics and the validation of the BAO analysis pipeline.

However, because the quasar positions behind the simulated forests did not correspond to density peaks, these simulated data sets did not have the correct cross-correlation between the quasars and the Ly\( \alpha \) forest. This made them unfit for BAO studies using this cross-correlation. For this reason, the DR12 analysis of the cross-correlation in dMdB17 presented a new set of simulations using a different algorithm described in Le Goff et al. (2011), and that included a realistic cross-correlation. This allowed the first validation of BAOs in cross-correlation using mock data, and it showed that the auto- and cross-correlation measurements of the BAO scale have a very small correlation and can therefore be combined. These simulations, however, did not have the correct survey geometry and assumed instead that the lines of sight were parallel.

We have developed two different sets of simulations that have been generated in collaboration with the Ly\( \alpha \) working group of DESI. The results presented in this section use simulations described in Farr et al. (2020), developed primarily at University College London and referred to here as the London mocks. A second set (T. Etourneau et al. 2020, in preparation) was developed primarily at CEA Saclay and is referred to here as the Saclay mocks. These mocks were completed after the London mocks and benefit from refinements inspired by experience with the London mocks. They will be used for future studies of the non-BAO component of the correlation function, including the effect of HCDs.

5.1.1. London Mocks

The methodology of the London mocks is described in Farr et al. (2020), and we refer the reader to that publication for further details. We use the CoLoRe package\(^{35}\) to generate a low-resolution Gaussian field on a very large box, of length \( L \approx 10 h^{-1} \) Gpc, enclosing an all-sky “light cone” to \( z = 3.8 \). The same package allows us to populate the peaks of the Gaussian field with quasars, following an input quasar bias and number density. Finally, CoLoRe also provides the interpolated values of the Gaussian field on the lines of sight from the center of the box toward the quasars, as well as the interpolated radial velocity computed using the gradient of the gravitational potential.

The boxes used in this publication had 4096\(^3\) cells, resulting in a resolution of \( \approx 2.4 h^{-1} \) Mpc. As described in Farr et al. (2020), we use the Ly\( \alpha \)CoLoRe software\(^{36}\) to add extra small-scale fluctuations to each line of sight in order to reproduce the variance in the Ly\( \alpha \) forest in the data. We then apply a lognormal transformation to the resulting Gaussian field and use the Fluctuating Gunn–Peterson Approximation (FGPA) to compute the optical depth in each cell. Finally, we use the radial velocities to include RSDs, and we compute the transmitted flux fraction for each Ly\( \alpha \) spectrum.

5.1.2. Saclay Mocks

The methodology of the Saclay mocks is described in T. Etourneau et al. (2020, in preparation), and we refer the reader to that publication for further details. The Saclay mocks are similar to the London mocks. The main difference is that velocity gradient boxes are produced in addition to density field boxes, and RSDs are implemented by applying the lognormal transformation to the sum of the density and velocity gradient fields before applying FGPA. A nice feature of this implementation is that it allows for a prediction of the correlation function of the mocks, in a way similar to Font-Ribera et al. (2012a). The code\(^{37}\) does not benefit from the high level of parallelization of the CoLoRe package. The Gaussian field boxes are then smaller, and seven of them are needed to cover the eBOSS footprint.

5.2. Simulating eBOSS Spectra

Once we have the simulated transmitted flux fraction along each line of sight, we use these to simulate synthetic quasar spectra with the relevant astrophysical and instrumental artifacts. The methodology here is similar to the one used in the BOSS Ly\( \alpha \) analyses, described in Bautista et al. (2015), and it can be summarized as follows:

1. Add contaminant absorption, including higher-order hydrogen lines, metal absorbers, and HCD systems.
2. Multiply each transmitted flux fraction by a simulated quasar continuum.
3. Convolve the simulated spectrum with the resolution of the spectrograph, pixelize it, and add Gaussian noise simulating eBOSS observations.

Figure 10 shows a simulated spectrum with different levels of complexity.

5.2.1. Adding Contaminants

In Section 5.1 we have described how we simulate our signal, the Ly\( \alpha \) forest transmitted flux fraction. In order to study potential systematic biases caused by the presence of contaminants, we have the option to add other absorption lines from the Lyman series, as well as metal lines.

We simulate the optical depth of each contaminant as a rescaled version of the Ly\( \alpha \) optical depth, mapped into a

---

\(^{34}\) There are no theoretical requirements for the model to be computed using the same binning as the measurement. However, because of computing memory limitations, we decide to keep the same binning. In Appendix D we test the consequences of binning the distortion matrix on a finer grid with twice as many bins for the model as the measurement.

\(^{35}\) https://github.com/damonge/CoLoRe

\(^{36}\) https://github.com/igmhub/LyaCoLoRe

\(^{37}\) https://github.com/igmhub/SaclayMocks
different observed wavelength using its rest-frame wavelength. The scaling factors for the higher-order Lyman lines are computed using the oscillator strengths of each transition (see Equation (1.1) in Iršič et al. 2013). The scaling factor for Lyβ is 0.1901, and we include absorption up to the fifth Lyman line. The scaling factors for the metal lines have been tuned to approximately match the level of contamination observed in the data and are presented in Table 3. We have only included the four silicon lines that have a rest-frame wavelength similar to that of the Lyα and that are detected in the data in both the autocorrelation and the cross-correlation with quasars.

Using the method described in Farr et al. (2020), we generate a catalog of HCDs, with a column density and redshift distribution in agreement with current observations. We included systems with column densities in the range log N_H = [17.2, 22.5] using the software pyigm (Prochaska et al. 2017), itself calibrated using observations from Prochaska et al. (2014). The clustering of HCDs in the mocks has a large-scale bias consistent with the observed clustering of DLAs (Font-Ribera et al. 2012b; Pérez-Rafols et al. 2018). A Voigt profile is then constructed for each absorber, and the absorption is included in the simulated transmitted flux fraction.

Figure 10. Example of synthetic spectra, for one of the brightest quasars in our sample. The green line shows the unabsorbed continuum; the solid blue and orange lines show the continuum multiplied by the mean transmitted flux fraction in the Lyα region and in the Lyβ region, respectively; the gray line shows the transmitted flux fraction generated with LyαCoLoRe, multiplied by a factor of 10 for better visualization; the black line shows the final spectrum, including instrumental noise. The vertical dashed blue line shows the position of a DLA, while its corresponding Lyβ absorption is marked with a vertical dashed orange line.

5.2.3. Simulating Instrumental Effects

The next step is to simulate the instrumental artifacts, including a Gaussian smoothing due to the finite spectral resolution of spectrograph, the pixelization of the spectra, and the instrumental noise. While these effects have a dramatic impact on studies of the small-scale correlations of the Lyα forest, only the noise level has an impact on BAO measurements. This justifies our choice of specsim (Kirkby et al. 2016), a simulator of the DESI spectrograph, to simulate the BOSS spectrograph. The small differences in the resolution and pixel size do not impact BAO measurements, and we have chosen an exposure time to reproduce the S/N in the eBOSS survey.

5.3. Comparison of Mocks and Data

As described in Farr et al. (2020), the synthetic Lyα spectra were tuned in order to reproduce large-scale measurements from the BOSS DR12 results, as well as reproducing the line-of-sight power spectrum over the relevant scales. In Appendix F we present figures comparing the measured correlations in the mocks and in the data, including for the first time comparisons of measurements of Lyα absorption in the Lyβ region. An important role of the mocks is to verify the subsampling procedure for calculating the covariance matrix of the correlation functions. This can be done by comparing the subsampling calculation with the mock-to-mock variations of the correlation functions. We see no difference between the two at more than the 1% level. For example, in the left panel of Figure 11 we illustrate off-diagonal elements of the correlation (normalized covariance) matrix, which has been smoothed as described in Section 3.2 for the Lyα(Lyα) × Lyα(Lyα) and Lyα(Lyα) × quasar correlation functions. The correlations

---

38 https://github.com/imcgreer/simqso

---
measured by subsampling and by mock-to-mock variations are in excellent agreement, verifying our procedure.

Figure 11 shows that the covariances for mocks and data have a very similar structure, the differences being due in part to the smaller metal component in the mocks than in the data, leading to less correlation between nearby wavelengths. The mock variances are a factor of two smaller for the mocks for the autocorrelation and a factor of 1.5 for the cross-correlations. This is due to fewer low-flux spectra in the mocks compared to the data.

5.4. Analysis of BAOs in the Mocks

In Table 4 we present the results of our BAO analysis on multiple synthetic realizations of our data set. In order to study the effect of the different systematics included in the mock spectra, we run our analysis on different versions of each synthetic data set:

1. Lyα: analysis run directly on the simulated transmitted flux fractions, including only Lyα absorption. This analysis does not need to do a continuum fitting and is therefore unaffected by the continuum distortions discussed in Section 3.5.
2. +continuum + noise: analysis run on simulated spectra, with quasar continua and instrumental noise.
3. +metals: analysis run on the same simulated spectra as above, but including also absorption from metal lines.
4. +HCDs + σ_i: analysis run on the same simulated spectra as above, but including also absorption from HCDs and including random redshift errors for the quasars. When analyzing the real data, we mask HCDs identified with an algorithm that is able to find the largest systems, with \( \log N_{\text{HI}} > 20.3 \). Similarly, when computing the delta field in the mock spectra, HCDs with \( \log N_{\text{HI}} > 20.3 \) are corrected using the input \( N_{\text{HI}} \) and pixels with absorption larger than 20% are masked.\(^\text{39}\)

We ran all four analyses (Lyα autocorrelations and quasar cross-correlations using the Lyα and the Lyβ regions) on 10 realizations for each of the synthetic data sets described above. We analyze 90 extra realizations for two of the settings above, (+continuum+noise) and (+HCDs+σ_i), allowing us to test possible systematic biases on the BAO measurements at a level 10 times smaller than our statistical uncertainty.

The main conclusion of this analysis is that we are able to recover the right BAO scale even in the presence of contaminants, and that our model is able to describe the correlations measured on the synthetic data sets.

5.4.1. Correlations in a BAO Measurement

Anisotropic BAO studies provide a measurement of the line-of-sight BAO scale, \( \alpha_l \), and of the transverse scale, \( \alpha_a \). In BAO analysis using galaxy clustering these parameters are anticorrelated at the 40% level, i.e., they have a correlation coefficient around \( \rho(\alpha_l, \alpha_a) = -0.4 \).

In Table 5 we use the BAO analyses on the 100 synthetic data sets to measure the correlation coefficient \( \rho(\alpha_l, \alpha_a) \) in the four BAO measurements discussed in this publication. One can see that the results are also anticorrelated, with values ranging from \(-0.347\) to \(-0.615\). The correlations involving \( (\alpha_l, \alpha_a) \) from distinct pairs of correlation functions are consistent with zero.

5.4.2. Covariance between Different Large-scale Correlations

The BAO results from the Lyα autocorrelation and from its cross-correlation with quasars were first combined in Font-Ribera et al. (2014). The authors used a Fisher matrix approach to argue that cosmic variance was subdominant in both results, and therefore the results could be considered independent.

This assumption was confirmed in du Mas des Bourboux et al. (2017), where the covariance between the measurements was measured to be very small on synthetic data sets. In the right panel of Figure 11 we present an updated study of this covariance when using the synthetic data sets described above.
The correlation coefficients are smaller than 2% for all combinations, probing the assumption that the measurements are independent.

6. Fits to the Data

This section presents the results of the fits to the data.\(^{40}\) We fit the two autocorrelation functions, Lyo(Lyα) × Lyo(Lyα) and Lyo(Lyα) × Lyo(Lyβ), and the two cross-correlation functions, Lyo(Lyα) × quasar and Lyo(Lyβ) × quasar. Table 6 lists the parameters used to fit the correlation functions and their best-fit values. Various combinations of the four functions have also been fit and are listed in the table.

6.1. The Correlation Functions

The correlation functions are fit for separations \( r \in [10, 180] \, h^{-1} \text{Mpc} \), and for all directions, \( \mu \in [0, 1] \) for the autocorrelations and \( \mu \in [-1, 1] \) for the cross-correlations. This gives 1590 bins for the two autocorrelations and twice as many, 3180, for both cross-correlations. The different best-fit models differ in their number and the nature of the free parameters. However, they all share the two BAO parameters, \( (\alpha_\perp, \alpha_\parallel) \), that are the focus of this study.

The autocorrelation baseline model is composed of the Kaiser model for biased matter density tracers, the effect of correlated sky residuals, the Kaiser model for metal-induced correlations, and finally the effect of HCDs. The model has 13 free parameters when fitting separately the Lyo(Lyα) × Lyo(Lyα) or Lyo(Lyα) × Lyo(Lyβ) functions. The simultaneous fit for the two functions has 15 free parameters because the two sky subtraction parameters are independent for the two functions, while the other parameters are common to them.

The cross-correlation baseline model is composed of the Kaiser model for quasars, Lyα, and the contamination by metals, along with the modeling of the quasar systemic and statistical redshift errors. Because the RSD parameter of quasars, \( \beta_{\text{QSO}} \), is highly correlated to the bias and beta parameters of Lyα, we fix it, following Equations (33) and (34), at the effective redshift of the fit. We fix the HCD parameters at the values determined by the combined (auto + cross) fits since they are highly correlated with other

---

**Table 4**

| Mock Set                  | \( \alpha_\parallel \) | \( \alpha_\perp \) | \( \beta_{\text{Ly}\alpha} \) | \( \beta_{\text{Ly}\beta} \) | \( \chi^2_{\text{min}} / \text{DOF, proba} \) |
|--------------------------|-------------------------|---------------------|------------------------------|-----------------------------|-----------------------------------------------|
| Lyo(Lyα) × Lyo(Lyα)     |                         |                     |                              |                             |                                               |
| raw                      | 1.012 0.021             | 0.985 0.028         | −0.2 0.001                   | 1.568 0.021                 | 1629.67/(1590-4) 0.27                        |
| +cont+n-noise            | 1.003 0.027             | 0.995 0.04          | −0.201 0.002                 | 1.486 0.028                 | 1603.57/(1590-4) 0.41                        |
| +metals                  | 1.012 0.029             | 0.987 0.05          | −0.202 0.002                 | 1.485 0.03                  | 1600.32/(1590-8) 0.43                        |
| +HCD+σ                   | 1.004 0.029             | 1.001 0.041         | −0.205 0.003                 | 1.48 0.051                  | 1597.99/(1590-10) 0.42                       |
| Lyo(Lyα) × quasar        |                         |                     |                              |                             |                                               |
| raw                      | 1.008 0.025             | 0.999 0.024         | −0.189 0.003                 | 1.568 0.041                 | 3227.31/(3180-6) 0.29                        |
| +cont+n-noise            | 1.008 0.029             | 0.992 0.033         | −0.192 0.004                 | 1.491 0.061                 | 3205.35/(3180-6) 0.39                        |
| +metals                  | 1.006 0.029             | 0.994 0.033         | −0.193 0.004                 | 1.51 0.063                  | 3194.72/(3180-10) 0.4                          |
| +HCD+σ                   | 1.003 0.033             | 0.998 0.033         | −0.199 0.007                 | 1.48 0.081                  | 3212.8/(3180-10) 0.35                         |
| Lyo(Lyβ) × quasar        |                         |                     |                              |                             |                                               |
| raw                      | 1.005 0.025             | 0.996 0.034         | −0.2 0.002                   | 1.588 0.026                 | 1609.71/(1590-4) 0.41                        |
| +cont+n-noise            | 1.014 0.049             | 0.983 0.069         | −0.202 0.003                 | 1.509 0.05                  | 1592.39/(1590-4) 0.47                        |
| +metals                  | 1.02 0.049              | 0.994 0.065         | −0.203 0.004                 | 1.528 0.054                 | 1589.8/(1590-8) 0.46                         |
| +HCD+σ                   | 1.009 0.054             | 1.019 0.087         | −0.206 0.004                 | 1.502 0.085                 | 1609.88/(1590-10) 0.35                        |

Note. Shown are the mean values and mean standard deviations (\( \Delta \chi^2 = 1 \)) for \( \alpha_\parallel, \alpha_\perp, \beta_{\text{Ly}\alpha}, \) and \( \beta_{\text{Ly}\beta} \). Results are shown for “raw” mocks (no quasar continuum or noise added to the transmission field) and for three progressively more realistic mocks (adding continua, noise, metals, HCDs, and quasar velocity dispersion). Means are based on 100 mocks for (+cont+n-noise) and (HCD+σ) and 10 otherwise.
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**Table 5**

| Correlation Functions | \( \rho(\alpha_\parallel, \alpha_\perp) \) |
|-----------------------|-----------------------------------------|
| auto × auto           | −0.572 ± 0.093                          |
| cross × cross         | −0.470 ± 0.093                          |
| auto Lyβ × auto Lyβ   | −0.615 ± 0.064                          |
| cross Lyβ × cross Lyβ | −0.347 ± 0.052                          |
Table 6  
Best-fit Parameters for Seven Different Fits to the Correlation Functions

| Parameter       | Lyo(Lyo) × Lyo(Lyo) | Lyo(Lyo) × Lyo(Lyβ) | Lyo(Lyβ) × Quasar | Lyo(Lyβ) × Quasar | Full Auto | Full Cross | All Combined |
|-----------------|----------------------|----------------------|-------------------|-------------------|-----------|-----------|-------------|
| $\alpha_{|L}$   | 1.047 ± 0.035        | 1                    | 1                 | 1                 | 1.038 ± 0.032 | 1.056 ± 0.039 | 1.045 ± 0.023 |
| $\alpha_{L}$    | 0.980 ± 0.052        | 1                    | 0.932 ± 0.047    | 1                 | 0.959 ± 0.049 | 0.952 ± 0.042 | 0.956 ± 0.029 |
| $b_{0,\text{Ly}β}$ | -0.2009 ± 0.0039    | -0.2045 ± 0.0065    | -0.225 ± 0.010   | -0.202 ± 0.024   | -0.201 ± 0.0034 | -0.222 ± 0.0093 | -0.2014 ± 0.0032 |
| $\beta_{\text{Ly}β}$ | 1.657 ± 0.088        | 1.74 ± 0.16         | 1.95 ± 0.14      | 1.67 ± 0.30      | 1.669 ± 0.077 | 1.92 ± 0.13 | 1.669 ± 0.071 |
| $10^3b_{0,\text{Ly}β}$ | -2.96 ± 0.50        | -2.85 ± 0.96        | -4.5 ± 1.2       | 3.0 ± 3.1        | -2.94 ± 0.45 | -3.6 ± 1.1 | -2.62 ± 0.39 |
| $10^3b_{0,\text{Ly}β}$ | -2.08 ± 0.50        | -1.73 ± 0.93        | 2.1 ± 1.2        | -3.6 ± 3.1       | -2.02 ± 0.44 | 1.4 ± 1.1 | -1.21 ± 0.39 |
| $10^3b_{0,\text{Ly}β}$ | -2.2 ± 0.63         | -4.1 ± 1.1          | -1.81 ± 0.77     | -1.7 ± 1.9       | -2.68 ± 0.55 | -1.8 ± 0.72 | -2.29 ± 0.43 |
| $10^3b_{0,\text{Ly}β}$ | -4.54 ± 0.51        | -4.34 ± 0.95        | -0.98 ± 0.96     | -0.5 ± 2.4       | -4.5 ± 0.45 | -0.92 ± 0.89 | -3.72 ± 0.40 |
| $b_{\text{HDE}}$   | -0.0522 ± 0.0044    | -0.0556 ± 0.0078    | -0.0501          | -0.0501          | -0.0523 ± 0.0039 | -0.0501        | -0.0501 ± 0.0036 |
| $\beta_{\text{HDE}}$ | 0.610 ± 0.083       | 0.549 ± 0.087       | 0.703            | 0.703            | 0.646 ± 0.081 | 0.703              | 0.704 ± 0.080 |
| $\beta_{\text{GSO}}$ | 0.2602              | 0.2602              | 0.2602           | 0.2602           | 0.2601 ± 0.0059 | 0.2601 ± 0.0059 | 0.2601 ± 0.0059 |
| $\Delta r_{1,\text{QSO}}$ (h⁻¹ Mpc) | 0.23 ± 0.13         | 0.39 ± 0.33         | 0.25 ± 0.12      | 0.10 ± 0.11      | 0.25 ± 0.12 | 0.25 ± 0.12 | 0.25 ± 0.12 |
| $\sigma_s$ (h⁻¹ Mpc) | 7.73 ± 0.44         | 7.9 ± 1.1           | 7.77 ± 0.41      | 6.86 ± 0.27      | 7.77 ± 0.41 | 6.86 ± 0.27 | 6.86 ± 0.27 |
| $\xi_{\text{CP}}$ | 0.739               | 0.739               | 0.739            | 0.739            | 0.739 ± 0.092 | 0.739 ± 0.092 | 0.739 ± 0.092 |
| $10^3A_{\text{sky,auto}}$ | 0.941 ± 0.060       | 0.940 ± 0.058       | 0.930 ± 0.058    | 0.930 ± 0.058    | 0.930 ± 0.058 | 0.930 ± 0.058 | 0.930 ± 0.058 |
| $\sigma_{\text{sky,auto}}$ | 31.4 ± 1.7         | 31.4 ± 1.7          | 31.5 ± 1.7       | 31.5 ± 1.7       | 31.5 ± 1.7 | 31.5 ± 1.7 | 31.5 ± 1.7 |
| $10^3A_{\text{sky,auto Lyβ}}$ | 1.32 ± 0.10         | 1.32 ± 0.095        | 1.323 ± 0.094    | 1.323 ± 0.094    | 1.323 ± 0.094 | 1.323 ± 0.094 | 1.323 ± 0.094 |
| $\sigma_{\text{sky,auto Lyβ}}$ | 34.2 ± 2.4         | 34.1 ± 2.3          | 34.2 ± 2.3       | 34.2 ± 2.3       | 34.2 ± 2.3 | 34.2 ± 2.3 | 34.2 ± 2.3 |

Note. The first four columns give fits to each measurement independently, while the last three give the results when running combined fits. All parameters are given at $z_{\text{eff}} = 2.334$. The first two lines give the BAO parameters, with error bars giving 68.27% of trials as estimated with fastMC, as explained in the text. Error bars of other best-fit parameters are given by minuit. Quantities without error bars are fixed in the fit. The second section gives the attributes of the best fit, along with the significance of the shift with respect to the Planck (2016) cosmology and the significance of the BAO peak.
parameters, especially the quasar velocity offset. We also fix the quasar proximity effect parameters to those determined by the combined fit. This results in a best-fit model with 10 parameters, for both cross-correlations. Since all these parameters are shared between Lyα(Lyα) × quasar and Lyα(Lyβ) × quasar, the combined fit is composed also of 10 free parameters.

The combined fit to the four measured correlation functions, two auto- and two cross-correlations, is composed of the different models cited in the two previous paragraphs. Running a combined fit to the auto- and cross-correlations allows us to break degeneracies and thus allows us to free β_{QSO}, to fit for HCDs in the cross-correlation and take into account the proximity effect of quasars onto Lyα absorption. The resulting best-fit model has 19 parameters.

When fitting simultaneously more than one of the four correlation functions, we neglect the cross-covariance between them. The subsampling covariance of Section 3.4 was at the level of 1%, and this was confirmed by the mock-to-mock variations shown in Figure 11. The expected low correlation between BAO parameters measured with different correlation functions was confirmed by the mock-to-mock variations discussed in Section 5.

We follow the prescriptions of dSA19 (their Appendix A) and compute the effective redshift of the measurement to be \( z_{\text{eff}} = 2.334 \), when running the combined fit to all four correlations. This effective redshift is defined to be the pivot redshift for the two BAO parameters \( c_{01} \) and \( c_{02} \). All parameters are assumed to be redshift independent except for the bias parameters (Section 4.2), which the fitter returns at the effective redshift.

The best-fit model of the individual fit to the autocorrelation Lyα(Lyα) × Lyα(Lyα) is given in 2D in the right panel of Figure 5 and in four wedges of \( |\mu| \) in the top four panels of Figure 6. In a similar way the best-fit model of the cross-correlation Lyα(Lyα) × quasar is given in 2D in the right panel of Figure 8 and for four wedges of \( |\mu| \) at the bottom of Figure 6. Finally, both auto- and cross-correlations, using the Lyβ region, Lyα(Lyα) × Lyα(Lyβ), and Lyα(Lyβ) × quasar, are given in Figure F1 of Appendix F.

The results of the seven different fits are given in Table 6. The first four columns give the results for each individual measured correlation. The last three columns give combined fits: “full auto,” “full cross,” and “all combined.”

In the first section, the first two lines give the BAO parameters \( c_{01} \) and \( c_{02} \), then follows the different parameters that describe the overall shape of the correlation functions. The second section gives the attributes of the fit. The last two lines give properties of two different models. The second-to-last line is for a model where the BAO parameters are fixed to the cosmology of Planck (2016). The first number is the difference of \( \chi^2 \), and the second number in parentheses gives the conversion to the significance in number of trials, as computed using Monte Carlo realizations (Table 7). The last line gives the significance of the BAO peak.

In Table 6, parameters without error bars are fixed in the fit. This is the case for the BAO parameters using only the Lyβ region, where the BAO peak is not detected with high significance and we choose to fix \( (c_{01}, c_{02}) = (1, 1) \). In fits for the cross-correlation we fix the values of some parameters to the values found in the combined fit. For the HCD bias parameters, this is motivated by their high correlation with the quasar velocity distribution parameter \( \sigma_v \). The parameters

![Table 7](https://example.com/table7)

**Table 7** Values of \( \Delta \chi^2 \) Corresponding to CL = (68.27, 95.45%)

| Parameter | \( \Delta \chi^2 \) (68.27%) | \( \Delta \chi^2 \) (95.45%) |
|-----------|-----------------|-----------------|
| Lyα(Lyα) x Lyα(Lyα) | | |
| \( \sigma_{v} \) | 1.06 ± 0.06 | 5.06 ± 0.35 |
| \( c_{01} \) | 1.24 ± 0.08 | 4.51 ± 0.25 |
| \( c_{11} \) | 2.64 ± 0.09 | 7.07 ± 0.33 |
| Lyα(Lyα) x Lyα(Lyβ) | | |
| \( \sigma_{v} \) | 1.25 ± 0.09 | 5.1 ± 0.41 |
| \( c_{02} \) | 1.39 ± 0.07 | 5.03 ± 0.26 |
| \( c_{12} \) | 2.91 ± 0.11 | 7.9 ± 0.4 |
| Lyα(Lyβ) x quasar | | |
| \( \sigma_{v} \) | 1.21 ± 0.06 | 4.4 ± 0.22 |
| \( c_{02} \) | 1.22 ± 0.08 | 4.98 ± 0.26 |
| \( c_{12} \) | 2.59 ± 0.12 | 6.79 ± 0.31 |
| Lyα(Lyβ) x quasar | | |
| \( \sigma_{v} \) | 1.43 ± 0.07 | 4.5 ± 0.18 |
| \( c_{02} \) | 1.41 ± 0.07 | 4.74 ± 0.2 |
| \( c_{12} \) | 2.93 ± 0.13 | 6.69 ± 0.22 |

**Note.** Values are derived from 1000 Monte Carlo simulations of the correlation function that are fit using the model containing only Lyα absorption. Confidence levels are the fractions of the generated data sets that have best fits below the \( \Delta \chi^2 \) limit. The uncertainties are statistical and estimated using the bootstrap technique.

\( b_{\text{HC}d}, \beta_{\text{QSO}}, \text{ and } \xi_{\text{TP}} \) are fixed because they are not significantly constrained by the cross-only fits.

We can notice that both widths, \( \sigma_{\text{sky}} \), of the model of the correlated calibration residuals are of the same order of magnitude as that found for the Mg II(Mg II(11))×Mg II(Mg II(11)) autocorrelation in Section 4.5. The strength, \( A_{\text{sky}} \), is, however, 1 mag stronger, due to the difference in effective redshift of the correlation functions between Lyα and Mg II.

In another aspect we can note that the parameter describing the systematic quasar redshift error, \( \Delta V_{\text{QSO}} = 0.31 \pm 0.11 \, h^{-1} \, \text{Mpc} \), is compatible with zero at the 3σ level. Using DR12 data, dMdB17 measured this parameter to be \(-0.79 \pm 0.13 \, h^{-1} \, \text{Mpc} \), which was 6σ from zero. This difference is linked to the change in the quasar redshift estimator (Section 2.2). Other estimators give even larger values, as shown in Table B1. Though this suggests that our new quasar redshift estimator is less biased, it is not possible to draw any definitive conclusion. Indeed, B19 showed that this parameter is highly correlated with models for relativistic effects (Lepori et al. 2020).
6.2. Measurement of the BAO Parameters

Combining the two measurements of the Lyα autocorrelation yields

$$\begin{align*}
D_H(z = 2.334)/r_d &= 8.93 \pm 0.28 \pm 0.64 \\
D_M(z = 2.334)/r_d &= 37.6 \pm 1.9 \pm 4.2 \\
\rho(D_H(z)/r_d, D_M(z)/r_d) &= -0.49
\end{align*}$$

(41)

Combining the two measurements of the Lyα–quasar cross-correlation yields

$$\begin{align*}
D_H(z = 2.334)/r_d &= 9.08 \pm 0.34 \pm 0.61 \\
D_M(z = 2.334)/r_d &= 37.3 \pm 1.7 \pm 3.6 \\
\rho(D_H(z)/r_d, D_M(z)/r_d) &= -0.43
\end{align*}$$

(42)

Finally, combining the two autocorrelations along with the two cross-correlations yields

$$\begin{align*}
D_H(z = 2.334)/r_d &= 8.99 \pm 0.20 \pm 0.38 \\
D_M(z = 2.334)/r_d &= 37.5 \pm 1.2 \pm 2.3 \\
\rho(D_H(z)/r_d, D_M(z)/r_d) &= -0.45
\end{align*}$$

(43)

These three results are presented in Figure 12. The black point gives the Planck (2016) cosmology, while the contours give the 1 and 2 confidence levels, corresponding to (68.27%, 95.45%).

As first shown in dMdB17, the BAO parameters ($\alpha_\parallel$, $\alpha_\perp$) have non-Gaussian uncertainties. This means that, e.g., $\Delta \chi^2 = 1$ does not correspond to 68% of trials for one degree of freedom. To estimate the mapping between (68.27%, 95.45%) confidence levels to $\Delta \chi^2$ values, we generate 1000 fast Monte Carlo (fastMC) realizations of our seven fits. Each fit is reduced to the simple Kaiser model, in order to build enough statistics given the available computation time. A complete model would give similar results, as shown by dMdB17. In each realization, we generate a random noisy measurement of the best-fit model, given the covariance matrix, with BAO parameters set to 1. Then, the fit is performed in four different combinations: for the BAO parameters free, another for both of them fixed, then two more for one fixed and the other free. This allows for each of the seven results to give the error bars for $\alpha_\parallel$ and $\alpha_\perp$ independently. Table 7 gives the results of the estimation of the error bars. The BAO error bars given in Table 6 are the results of this fastMC correction.

The distribution of $\Delta \chi^2 (\alpha_\parallel = \alpha_\perp = 1)$ in the 1000 fastMC allows us to compute the confidence levels in two dimensions. Furthermore, it allows us to estimate how significant the shift of our best-fit measurement is against the Planck (2016) cosmology. This result is given in Table 6 in the second-to-last line. Our final measurement, “all combined,” is 1.5$\sigma$ from the cosmology of Planck (2016).

The significance of the BAO detection is estimated by leaving free the parameter $A_{BAO}$ that describes the size of the BAO peak relative to what is expected according to the Planck (2016) cosmology. We give the results for this extension to the baseline model in the last line of Table 6. Using fastMC realizations, we verify that this parameter is linear in its mapping from $\Delta \chi^2$ to confidence levels. Using 1000 fastMC, we verify this property up to 3$\sigma$ and then assume that it holds true for higher confidence levels.

Our measurements of the autocorrelation, Lyα(Lyα) × Lyα (Lyα), and cross-correlation, Lyα(Lyα) × quasar, both have a BAO peak that has a significance of higher than 4$\sigma$. It is barely 3$\sigma$ for the autocorrelation Lyα(Lyα) × Lyα(Lyβ), and barely 2$\sigma$ for the Lyα(Lyβ) × quasar. Because of this low significance of the BAO measurement in these two extra correlations, the $\sigma$ error bars are very nonlinear, with Lyα(Lyβ) × quasar having none. We thus choose not to give the BAO measurement for these two correlations because it should not be used alone, but only in combination with other measurements. The final BAO measurement that combines all measured correlation functions has a BAO significance of more than 7$\sigma$.

Our measured ($\alpha_\parallel$, $\alpha_\perp$) are marginally correlated to other parameters but significantly correlated, $\rho \sim -50\%$, with one another. The only other parameter that is correlated with ($\alpha_\parallel$, $\alpha_\perp$) is the bias parameter of the Si II (126) metal line. Indeed, the correlations of absorption by this metal and Lyα absorption at the same physical position generate an apparent peak in the reconstructed correlation function at ($r_p, r_c$) ∼ (+111, 0) h$^{-1}$ Mpc (Table 3). This correlation is $\approx -22\%$ with $\alpha_\parallel$ and $+9\%$ with $\alpha_\perp$, in the case of the “full auto.” Since in the cross-correlations we have access to positive and negative distances along the line of sight, this correlation is reduced to $-14\%$ with $\alpha_\parallel$ and $+5\%$ with $\alpha_\perp$ for the “full cross.” Combining all results gives a correlation of $-19\%$ with $\alpha_\parallel$ and $+8\%$ with $\alpha_\perp$ for the “all combined” fit. All other parameters are less than $\pm 3\%$ correlated with the BAO parameters.

In Appendix D, we test for systematic errors in our measurement of the BAO parameters, along with changes in the estimation of their error bars. We either modify the best-fit model in Table D1 or change some aspects of the analysis or study data splits in Table D2. In Table D1 the strongest effect on both the recovered BAO best-fit value and error bars happens when taking the effect of metals into account, which results in a 0.5$\sigma$ shift in $\alpha_\parallel$. As previously discussed, the Si II (126) absorption line produces a scale along the line of sight of +111 h$^{-1}$ Mpc. The change in the error bars is explained by the effect of preventing the best-fit model to build false BAO significance from this line.

Of the fits in Table D1, those that add polynomial “broadband” curves to the model are of special importance because they test the sensitivity of the BAO parameters to unidentified systematic errors in the model. We performed two fits, allowing the broadband curves different amounts of freedom in each. The first placed “physical priors” on ($b_{Lyα}$, $b_{Lyβ}$, $b_{HCD}$) in the form of a Gaussian of mean and width of the fit without broadband terms. Such priors ensured
that the broadband terms were relatively small perturbations to the physical model. The second type of fit placed no priors on \((\beta_{\text{LH}, \alpha}, \beta_{\text{Ly}, \beta}, b_{\text{HCP}})\). The results of these fits are given in Table D1. We see that the addition of such terms does not change significantly the values of \((\alpha_1, \alpha_2)\) in any of the fits.

7. Comparison with Previous Ly\(\alpha\) BAO Studies

The final Ly\(\alpha\) BAO analyses from BOSS, using data from DR12, were presented in B17 and dMdB17. When combined, the measurement of the BAO scale was in mild \((\approx 2.3\sigma)\) tension with the predictions from the best-fit \(\Lambda\)\text{CDM} cosmology from the Planck satellite (dMdB17). In the present study, combining all data from BOSS and eBOSS, the tension has now reduced to only \(\approx 1.5\sigma\).

In Figure 13 we show the BAO contours for the combined Ly\(\alpha\) BAO studies from different SDSS data releases: DR12 (B17, dMdB17), DR14 (dSA19, B19), and DR16 (this work). The contours have shifted toward the fiducial cosmology \((\alpha_1 = 1, \alpha_2 = 1)\), and the area of the contours has shrunk by roughly 25% between DR12 and DR16. It is important to remember, though, that the BAO uncertainty is itself a random variable, and it varies significantly from realization to realization.

In this section, we present first a comparison of the expected statistical power of the DR12 and DR16 data sets. We then discuss possible origins for the evolution of the BAO results from DR12 to DR16. The possibility that changes in the analysis pipeline induced significant changes is studied and rejected. We then investigate the effects of statistical changes, both in the enlarged data set and in the changed catalog of quasar redshifts. We will show that these two purely statistical effects are sufficient to explain the DR12-to-DR16 evolution.

We would like to have a comparison of the statistical power of the different data sets that does not suffer from this randomness. In order to do so, we generate Monte Carlo measurements of the different correlations that have the same covariance matrix as the real data, but where the measured correlations have been set to their theoretical prediction obtained using the combined best fit presented in the last column of Table 6. These mock correlations are then fitted using the same configuration as our main analyses, resulting in a fit that is clearly too good \((\chi^2 = 0)\), but with parameter uncertainties that should be equivalent to those obtained in a Fisher forecast.

![Figure 13. The 68% and 95% confidence level contours for the BAO parameters \((\alpha_1, \alpha_2)\) for the combined Ly\(\alpha\) results from different data releases of SDSS: DR12 (B17, dMdB17, in blue), DR14 (dSA19, B19, in black), and DR16 (this work, in red). The black dot shows the position of the flat-\(\Lambda\)\text{CDM} model of Planck (2016).](image)

![Figure 14. Gain in statistical power on BAO parameters over that in DR12, for \(\alpha_1\) (top) and \(\alpha_2\) (bottom). The blue bars show the constraining power of the Ly\(\alpha\) autocorrelation in the Ly\(\alpha\) region; orange bars add the cross-correlation with quasars, still using the Ly\(\alpha\) region only (this result was not published for DR14); green bars show the autocorrelation using both the Ly\(\alpha\) region and the Ly\(\beta\) region (not computed in DR12); red bars show the combination of autocorrelation and cross-correlation with quasars, using both the Ly\(\alpha\) region and the Ly\(\beta\) region (not computed in DR12).](image)
statistical gain between DR12 and DR16 in the actual realization observed is only 12%.

We now investigate the possibility that changes in the analysis pipeline could explain the evolution of the BAO results. The DR12 and DR16 results presented in Figure 13 used slightly different software to measure the correlations and different models to fit BAO. In order to address whether the shift is caused by the addition of new data, or by changes in the analysis pipeline, in Table 8 we compare the DR12 results published with our reanalysis of the DR12 data set, using the current analysis software picca, and the modeling described in the sections above. In order to better compare the analyses, we have used the exact DR12 quasar catalog and the $Z_{\text{eq}}$ redshifts that were used in the original DR12 analyses, as well as the DR12 DLA catalog. Similarly, we do not include Ly$\alpha$ information from the Ly$\beta$ region, as was done in the DR12 analyses.

Even though there are many differences in the analysis pipeline, the BAO results are in very good agreement, highlighting again the robustness of these measurements with respect to choices in the modeling (see Table D2).

We now turn to the question of whether the statistical changes due to the addition of new quasars and forests can explain the DR12-to-DR16 evolution. We estimated the expected changes in the BAO parameters using the fastMC technique described in Section 6.2. We first created 100 DR12 mock correlation functions, $\xi_{\text{12}}$, Gaussian distributed about the best-fit DR16 model according to the observed DR12 covariance matrix, $C_{\text{12}}$. For each DR12 correlation function, we created 100 correlation functions for eBOSS-only data using the noise-dominated covariance $C_{\text{16}-12} = (C_{\text{16}}^{-1} - C_{\text{12}}^{-1})^{-1}$, where $C_{\text{16}}$ is the observed DR16 covariance matrix. Mock DR16 correlation functions were then created by adding the DR12 and eBOSS-only functions: $\xi_{\text{16}} = C_{\text{16}}(C_{\text{12}}^{-1}\xi_{\text{12}} + C_{\text{16}}^{-1}\xi_{\text{16}} - 12)$. The DR12–DR16 mock pairs were then fit for the BAO parameters. Approximately 30% of the mock pairs had changes in the BAO parameters that were greater than that observed for the combined fit in the data. We can then conclude that the observed changes in BAO parameters are consistent with those expected from statistical fluctuations.

A second source of statistical differences between DR12 and DR16 is our change in quasar redshift estimator from $Z_{\text{LYA}}$ to $Z_{\text{ZAO}}$. We made necessary by the lack of inspection for all DR16 quasars. This leads to random migration of quasar–pixel pairs in $r_{\parallel}$ space due to random differences between the two estimators. The statistical effect of this on the BAO parameters for the cross-correlation is studied in Appendix B, with the conclusion that it has a nonnegligible impact on DR12–DR16 evolution of BAO parameters for the cross-correlation.

8. Summary and Conclusions

This paper presents the measurement of BAOs with Ly$\alpha$ absorption and quasars from BOSS and eBOSS. It benefits from 10 yr of SDSS observations, from 2009 to 2019. Since the first measurement of the large-scale 3D Ly$\alpha$ autocorrelation and 3D Ly$\alpha$–quasar cross-correlation, many improvements have been made in the analysis:

1. Slosar et al. (2011) measured for the first time the 3D large-scale autocorrelation of Ly$\alpha$, from $\sim$10,000 spectra, from the first few months of BOSS data. The autocorrelation was measured in the ($r$, $\mu$) plane up to separations 100 h$^{-1}$ Mpc. The analysis also presented a set of mocks (Font-Ribera et al. 2012a) allowing tests of the measurement with the different astrophysical and observational effects: Poisson noise, quasar continuum, high absorption systems, metals. The first discussions of distortion and of the Wick expansion were presented.

2. Font-Ribera et al. (2013) measured for the first time the 3D large-scale cross-correlation of Ly$\alpha$ and quasars using the techniques introduced by Font-Ribera et al. (2012b) applied to $\sim$60,000 DR9 spectra. The cross-correlation was measured in the ($r_{\parallel}$, $r_{\perp}$) plane up to separations 80 h$^{-1}$ Mpc. The analysis estimated the bias of quasars to agree with other studies.

3. The DR9 autocorrelation measurement (Busca et al. 2013; Kirkby et al. 2013; Slosar et al. 2013) made the first detection and measurement of the BAO scale in the Ly$\alpha$ autocorrelation with DR9 and $\sim$50,000 spectra. Two different studies measured this correlation either in the Cartesian coordinates ($r$, $\mu$) or in the observable coordinates ($\Delta \log \theta$, $\theta$, $z$). Without any models for the distortion of the correlation, from the fit of the quasar continuum, the correlation was fit using broadband functions in addition to the Kaiser model.
4. The DR11 quasar cross-correlation measurement (Font-Ribera et al. 2014) was the first to observe the BAO peak in cross-correlation. Delubac et al. (2015) updated the autocorrelation measurement, and combined constraints on BAO parameters were given.

5. The DR12 autocorrelation (B17) and cross-correlation (dMdB17) measurements used the complete BOSS data set. They performed the important breakthrough of modeling the effect of the distortion of the correlation from the fit of the quasar continuum, allowing for the first physical fit of the 3D correlation. Broadband functions were kept to test for systematics in the measurement of BAO but no longer played a main role in the analysis. In addition to improvements in the data analysis, a main effort was dedicated to improving the realism of the mock spectra (Bautista et al. 2015) for metals and HCDs. The first mocks with realistic quasar–forest correlations were produced (Le Goff et al. 2011). The first combined fit between the auto- and cross-correlations was performed, breaking parameter degeneracies. Covariances were better understood through the study of Wick expansions.

6. The DR14 autocorrelation (dSA19) and cross-correlation (B19) measurements were the first to use eBOSS data. Developments were made to benefit from Lyα absorption blueward of the Lyβ+OVI emission line in ~60,000 spectra. The analysis used all observations of the same quasar, instead of the best one as was done in previous analyses. Furthermore, the analysis investigated different models for the effect of HCDs on the autocorrelation function. In addition, the analysis developed a new way of splitting the sample in order to measure the autocorrelation in two redshift bins, while limiting the cross-covariance to subpercent levels.

7. The DR16 study presented here is the first to use the complete BOSS and eBOSS data sets. It uses ~210,000 spectra for the Lyα spectral region and 70,000 for the Lyβ region. The analysis gives BAO for both the auto- and cross-correlations. This study focuses on improving the understanding of the effects of the calibration from sky and standard-star fibers, expanding the Lyβ spectral region, better understanding the effects of the quasar redshift estimator, and continuing the development of realistic 3D Gaussian random field mocks (T. Etourneau et al. 2020, in preparation; Farr et al. 2020).

With the beginning of the DESI (DESI Collaboration et al. 2016) and WEAVE (Pieri et al. 2016) projects, the measurement of BAOs with Lyα forest will continue. In order to profit from the improved statistical precision, it will be useful to continue to improve various parts of the analysis, among which are better understanding of quasar redshift estimators (Section 2.2) and improved mock spectra through improved modeling of quasar spectral diversity and absorption by metals (Section 5). Improved modeling of the correlation function is essential in light of the fact that including additional ad hoc polynomial broadband terms improves the fit, though without affecting the BAO parameters. Improvements here will allow us to profit fully from the full shape of the correlation function and yield a reliable measurement of the growth rate of cosmological structure (du Mas des Bourboux 2017).

The measurement of BAO at redshift z ≈ 2.4 has had an important impact on cosmology. While these data do not significantly constrain simple models when CMB (Planck Collaboration et al. 2016) and galaxy BAO data (Alam et al. 2017) are already used, the Lyα BAO data are essential for providing a measurement of ΛCDM parameters using only low-redshift data (Aubourg et al. 2015). They thus provide an independent check on the CMB-inspired flat ΛCDM model. The cosmological constraints from the DR16 data presented here are given in a companion paper (eBOSS Collaboration et al. 2020).
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Figure A1. Autocorrelation Lyα(Lyα) × Lyα(Lyα) (left) and cross-correlation Lyα(Lyα) × quasars (right) for the wedge 0.8 < |μ| < 0.95 as a function of the separation in Mpc. The blue points and curves show these correlations assuming Planck (2016), Table 2, while the red points and curves show them assuming the cosmology that measures α_i = α_i = 1 for the autocorrelation on the left and the different cosmology that measures α_i = α_i = 1 for the cross-correlation on the right.

Table A1

BAO Parameters for Different Assumed Cosmologies

| Cosmology          | α_i | α_l | D_H(ζ = 2.33)/r_d | D_H(ζ = 2.33)/r_d | Δχ^2/DOF, proba |
|--------------------|-----|-----|--------------------|--------------------|------------------|
| Lyα(Lyα) × Lyα(Lyα): Planck (2016, baseline) | 1.043 ± 0.035 | 0.986 ± 0.051 | 8.97 ± 0.30 | 38.6 ± 2.0 | 1599.55/(1590-14), p = 0.33 |
| new cosmo. auto     | 0.997 ± 0.035 | 1.003 ± 0.053 | 8.94 ± 0.32 | 38.7 ± 2.1 | 1631.33/(1590-14), p = 0.16 |
| Lyα(Lyα) × quasar: Planck (2016, baseline) | 1.058 ± 0.042 | 0.929 ± 0.053 | 9.10 ± 0.36 | 36.4 ± 2.1 | 3232.82/(3180-10), p = 0.21 |
| new cosmo. cross    | 1.002 ± 0.040 | 1.002 ± 0.057 | 9.11 ± 0.36 | 36.5 ± 2.1 | 3211.82/(3180-10), p = 0.30 |

Note. The cosmologies are “Planck (2016),” the baseline of the study of this work, “new cosmo. auto,” the custom cosmology for the Lyα(Lyα) × Lyα(Lyα) autocorrelation, and “new cosmo. cross,” the custom cosmology for the Lyα(Lyα) × quasars cross-correlation. The error bars on the BAO parameters are given without fastMC corrections. The last column gives the goodness of the fit.

Appendix A

Effect of the Assumed Cosmology

The BAO parameters (α_i, α_l) are given in Table 6 with respect to the assumed cosmology of Planck (2016). For this reason they depend on the assumed cosmology. However, as given in Equation (24), the parameters (D_H(z)/r_d, D_M(z)/r_d) are independent of this assumption, as long as the real cosmology is not “too far” from the Planck (2016) cosmology. Here we demonstrate this property for the auto- and cross-correlations by replacing the fiducial cosmology of Table 2 with another model that yields (α_i, α_l) = (1, 1). This test has been performed on mock galaxy catalogs (Carter et al. 2020), but this is the first test using Lyα correlations.

We modify the Planck (2016) model by changing the values of (h, Ω_k) while maintaining the values of (Ω_m h^2, Ω_b h^2), which are precisely determined by the CMB anisotropies, independent of the curvature and dark energy model. This maintains the values of r_d but changes the functions D_H(z) and D_M(z). For a given (α_i, α_l) found using the Planck (2016) model (Table 6), we can predict the values of (h, Ω_k) that allow us to find (α_i, α_l) = (1, 1). We do this separately for the auto- and cross-correlations. As shown in Table A1, with the new cosmologies we recover the same BAO parameters (D_H(z)/r_d, D_M(z)/r_d).

The two 3D correlations, auto-correlation Lyα(Lyα) × Lyα (Lyα) and cross-correlation Lyα(Lyα) × quasars, are treated independently in this section. Using the Planck (2016) cosmology of Table 2, we compute (D_H(z = 2.33)/r_d, D_M(z = 2.33)/r_d) for different values of (h, Ω_k). We find that (h, Ω_k) = (0.70743, −0.09837) and (h, Ω_k) = (0.80829, −0.12035) should reproduce the auto- and cross-correlation BAO results (Equations (41) and (42)) but with (α_i, α_l) = (1, 1). Both 3D correlations, with their distortion matrix and their metal matrix, are computed using the updated new cosmological parameters (Ω_m, Ω_b, Ω_k) to map the observable coordinates (Δλ, Δθ) to their respective Cartesian coordinates (r_p, r_p). In order to fit these new correlations, we compute their respective matter power spectrum at z = 2.33 with CAMB; then, using picca and nbodykit, we extract the wiggle-less power spectrum of the sideband (Section 4). The resulting measured and best-fit correlation function is shown for the wedge near the line of sight in Figure A1. For these different cosmologies, the BAO scale, r_d, is unchanged at better than 0.01%; however, the assumed values for the Hubble parameter are very different, and thus we show the separation on the x-axis in Mpc as opposed to h^{-1} Mpc as was done in Figure 6. This allows us to present the BAO scale at nearly the same position for all the different assumed cosmologies.

Table A1 summarizes the best-fit BAO results. As expected, the two customized cosmologies for the auto- and cross-correlations give (α_i, α_l) = (1, 1). We also observe that the α_i parameters are dependent on the assumed cosmology. On the other hand, the BAO parameters (D_H(z = 2.33)/r_d, D_M(z = 2.33)/r_d) are measured to be the same regardless of the assumed cosmology; furthermore, they are measured with the same error bars.
Table B1  
Characteristics of Six Quasar Redshift Estimators as Described in the Text

| Redshift Estimator | Estimator-Z_LYAWG Mean (rms) | $\Delta r_{\parallel\perp}^{\text{QSO}}$ ($h^{-1}$ Mpc) | $\sigma_r$ ($h^{-1}$ Mpc) | $\chi^2_{\text{min}}$/DOF, proba |
|--------------------|--------------------------------|------------------|-----------------|------------------|
| $z_{\text{LYAWG}}$ | 0 (0)                          | 0.31 ± 0.11      | 6.88 ± 0.28     | 9626.45/(9540-20), p = 0.22 |
| $z_{\text{PCA}}$  | -0.0022 (0.0077)               | -0.84 ± 0.11     | 6.81 ± 0.31     | 9734.68/(9540-20), p = 0.061 |
| $z_{\text{CIV}}$  | -0.0059 (0.0084)               | -4.31 ± 0.12     | 8.54 ± 0.34     | 9746.02/(9540-20), p = 0.052 |
| $z_{\text{CIII}}$ | -0.0066 (0.0113)               | -4.34 ± 0.11     | 6.90 ± 0.33     | 9786.63/(9540-20), p = 0.027 |
| $\bar{z}$         | 3 × 10^{-4} (0.0076)           | -0.783 ± 0.099   | 4.94 ± 0.23     | 9730.85/(9540-20), p = 0.064 |
| $z_{\text{VI}}$ (DR12) | 0.0003 (0.0087)            | -0.79 ± 0.14     | 4.46 ± 0.30     | 4853.35/(4770-18), p = 0.15 |

Note. The second column gives the mean and standard deviation of the difference between the estimator and $z_{\text{LYAWG}}$, the estimator used in this study. All mean and standard deviations are calculated for quasars in DR16Q with redshifts $>1.77$ and after eliminating outliers with $|\Delta r_{\parallel\perp}| > 0.05$. The third and fourth columns give the best-fit values of the parameters $\Delta r_{\parallel\perp}^{\text{QSO}}$ and $\sigma_r$. The relatively large values of the means of $z_{\text{CIV}}$-$z_{\text{LYAWG}}$ and $z_{\text{CIII}}$-$z_{\text{LYAWG}}$ in Column (2) are correlated with the large values of $\Delta r_{\parallel\perp}^{\text{QSO}}$ in Column (3), with the expected constant of proportionality, $D_M(z_{\text{eff}}) = 852$ Mpc/h. The results for $z_{\text{LYAWG}}$ differ slightly from those of the baseline fits (Table 6) because in this table the HCD model of B17 was used.

Appendix B  
Quasar Redshifts

Quasar redshifts enter our study in two ways. For the autocorrelation, they are used only to define the continuum model over the Ly$\alpha$ and Ly$\beta$ spectral ranges. Errors on quasar redshifts therefore only add an effective quasar spectral diversity by moving features in the spectral template randomly in wavelength. This increases the noise in the measurement of the transmission field but does not systematically shift the $(r_{\parallel}, r_{\perp})$ of pixel pairs. On the other hand, for the cross-correlation, random errors in quasar redshift estimates smear the correlation function in the $r_{\parallel}$ direction, while a systematic under- or overestimate of redshifts would produce an asymmetry between positive and negative $r_{\parallel}$. Both of these effects are accounted for in the fits: the smearing via the parameter $\sigma_r$ (Equation (30)) and the asymmetry via the parameter $\Delta r_{\parallel}$. As such, we do not expect quasar redshift errors to systematically bias BAO parameters.

In this appendix we quantify the effects of redshift uncertainties on several redshift estimators by using mock and real spectra. The different quasar redshift estimates that are included in the DR16Q catalog are described in Lyke et al. (2020). The important estimators are listed in Table B1 with their best-fit values of $\Delta r_{\parallel\perp}^{\text{QSO}}$ and $\sigma_r$. The $z_{\text{LYAWG}}$, $z_{\text{PCA}}$, $z_{\text{CIV}}$, and $z_{\text{CIII}}$ estimates are derived by the code redvsblue as described below. A composite redshift estimate, called $\bar{z}$, was derived primarily from the visual inspection redshift, $z_{\text{VI}}$, and the pipeline redshift, $z_{\text{PIPE}}$, using a prior from the neural network quasarNET. (Busca & Balland 2018). $z_{\text{PIPE}}$ was derived by fitting a library of spectral templates based on principal component analysis (PCA). $z_{\text{VI}}$ was estimated on all quasar spectra in the DR12 sample (Pâris et al. 2017). Visual inspections were performed for only a subset of the spectra obtained during eBOSS observations to reduce the rate of false detections (Pâris et al. 2018).

The DR12 analyses (B17, dMbB17) used $z_{\text{VI}}$ as the redshift estimator, while the DR14 analyses (dSA19, B19) used its closest descendant, $\bar{z}$. All eBOSS DR16 BAO analyses, including this one, use PCA-derived redshifts because the lack of systematic visual scanning makes the $\bar{z}$ estimate inhomogeneous over the whole sample.

A known shortcoming of the pipeline redshift is the lack of redshift evolution of Ly$\alpha$ absorption in the spectral templates. To mitigate the biases resulting from incorrect models of the quasar spectrum at blue wavelengths, we developed the publicly available code “redshift versus blueshift”: redvsblue. As with the $z_{\text{PIPE}}$ redshifts, this code performs redshift estimates using four PCA eigenvectors and three nuisance terms represented by Legendre polynomials. However, redvsblue can correct the eigenvectors for the redshift evolution of the mean Ly$\alpha$ optical depth. The fits can also be restricted to a chosen redshift range informed by the $\bar{z}$ estimate. The estimates $z_{\text{CIV}}$ and $z_{\text{CIII}}$ restrict the range to a given emission line. The estimate $z_{\text{LYAWG}}$ used in this study restricts the range to rest-frame wavelengths greater than 135.6 nm, i.e., near the beginning of rise of the spectrum toward the Ly$\alpha$ emission peak. The estimate $z_{\text{PCA}}$ does not make this wavelength restriction but corrects the model for the Ly$\alpha$ optical depth of Calura et al. (2012).

We assessed the accuracy and precision of the redvsblue estimates using the mock spectra of Section 5. Figure B1 shows the standard deviation (dashed curves) and mean difference (solid curves) between the input redshift and the estimated redshift for four different configurations of redvsblue. The four configurations labeled in the figure are (1) “noLy$\alpha$Corr,” which is nearly identical to $z_{\text{PIPE}}$; (2) “Ly$\alpha$ Mask” ($z_{\text{LYAWG}}$); (3) “Ly$\alpha$Corr” ($z_{\text{PCA}}$); and (4) “Ly$\alpha$Corr, diff model,” also correcting for the evolution of the Ly$\alpha$ optical depth but using the model of Kamble et al. (2020).

Figure B1 shows that not correcting for the Ly$\alpha$ absorption in the spectral models leads to systematic errors and statistical errors that increase with redshift. The bias in redshift estimates is reduced to values less than 100 km s$^{-1}$ when using either correction for the Ly$\alpha$ absorption, albeit with slightly different signatures of the systematic errors. Of the four methods, the statistical errors are minimized when masking the spectra around the Ly$\alpha$ emission line and at shorter wavelengths. This improvement can likely be explained by variance in LSS variance and absorption from structures proximate to the quasar that lead to distortions of the Ly$\alpha$ emission line that are difficult to model. These results motivated our choice of $z_{\text{LYAWG}}$ for the DR16 BAO analysis presented in this paper.
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Appendix C
Tests of the Covariance Matrix

The covariance matrix for the correlation function was calculated in Section 3 by the subsampling methods. The accuracy of this technique was verified with mock spectra (Section 5) by comparing the subsampling covariance with the mock-to-mock variations of the correlation functions. Here we present two other techniques to estimate the covariance, the “Wick expansion” and “shuffling.”

The Wick method (Delubac et al. 2015, B17, dMdB17) uses the expansion of the four-point function in terms of products of two-point functions:

$$
\frac{1}{W_A W_B} \sum_{(i,j) \in A} \sum_{(k,l) \in B} w_i w_j w_k w_l \langle \delta_i \delta_j \delta_k \delta_l \rangle
\approx \frac{1}{W_A W_B} \sum_{(i,j) \in A} \sum_{(k,l) \in B} \sum_{(\alpha, \beta, \mu, \nu) \in (i,j,k,l)} \sum_{\delta_1, \delta_2} \delta_1 \delta_2
\times w_i w_j w_k w_l \langle \delta_i \delta_j \rangle \langle \delta_k \delta_l \rangle,
$$

(C1)

where $A$ and $B$ are two bins of the autocorrelation and $W_{A,B} = \sum_{(i,j) \in A} w_i w_j$. The covariance, $C_{AB}$, is the left-hand side minus the $(i, j, k, l) = (\alpha, \beta, \mu, \nu)$ term on the right-hand side.

Calculation of all terms in Equation (C1) is computationally expensive. Fortunately, the terms involving only two forests dominate, in which case the covariance is

$$
C_{AB} = \frac{1}{W_A W_B} \sum_{i \in A} \sum_{k \in B} w_i w_k \xi_{id}(\lambda_i/\lambda_d) \xi_{kd}(\lambda_j/\lambda_d),
$$

(C2)

where $\xi_{id}$ is the intraforest correlation function.

The resulting correlation matrix is presented in Figure C1, by the orange curve. There, “Diagram T123” refers to the decomposition of Equation (C1) into different configuration diagrams, as presented in Figure A.1 of Delubac et al. (2015), and where T1, T2, and T3 are two forests diagrams. The figure shows that the direct computation estimator of the correlation matrix agrees very well with the subsampling estimation. The small discrepancies come from taking into account only intraforest correlations.

The direct computation of Equation (C1) is slightly different for the cross-correlation, since there exist only one delta is used in each pair:

$$
C_{AB} = \frac{\sum_{(i,j) \in A} \sum_{(k,l) \in B} w_i w_j w_k w_l \langle \delta_i \delta_k \rangle}{W_A W_B}.
$$

(C3)

In this equation, $\delta_i$ and $\delta_k$ are in the pairs $A$ and $B$, and $j$ and $l$ are the quasars of pairs $A$ and $B$. We show in Figure C1 that the direct computation, “Diagram T1234” (see Figure A.1 of dMdB17), describes to good approximation the correlation matrix estimated via subsampling.

In the shuffling method, we shuffle the angular distribution of the lines of sight and compute for each realization the autocorrelation function of Equation (11). This allows us to have multiple measured autocorrelations, on the same footprint and with the same redshift distribution. However, since we shuffled the angular position of the line of sight, the expected value of the autocorrelation is zero, $\langle \xi_{shuffle} \rangle = 0$. The

---

This is strictly true only for Gaussian fields, but it works well in our context because intraforest correlations are much larger than interforest correlations.
alternative analyses. Table D1 and Figure D1 show the results of alternative analyses that use different or alternative methods to simulate the BAO parameters. These variations are due to the random fluctuations in the number of pairs in $r_\parallel, r_\perp$ bins because of the IGM. The next four entries in the table show the effect of using other quasar redshift estimators. The variations in the BAO parameters for the cross-correlation are at the level of $\pm 0.5\sigma$. As discussed in Appendix B, these variations are due to the statistical fluctuations in the number of pairs in $r_\parallel, r_\perp$ bins because of random fluctuations in $r_\parallel, r_\perp$.

The entry labeled “dmat up 300” uses a distortion matrix calculated up to separations of $300 h^{-1}$ Mpc, i.e., beyond the nominal maximum distance of $200 h^{-1}$ Mpc. This allows us to show that the correlation function at large distance does not have an important impact on the distorted correlation function in the region of the fit. The entry labeled “dmat rect.” uses a distortion matrix that samples the model on an $(r_\parallel, r_\perp)$ grid with spacings half the size of the grid used to measure the correlation functions. The next two entries change the range over which the correlation functions are fitted.

The final two entries in Table D2 give the results found by splitting the sample into two independent redshift bins. These results are the only ones in the table that differ at the level of $1\sigma$ from the baseline model, as expected because of the independence of the two samples.
Table D1
Evolution of the BAO and Lyα Bias Parameters with the Addition of Components of the Model, When Analyzing the Correlation Functions Measured in the Main Analysis

| Models                  | $\alpha_1$ | $\omega_1$ | $b_{\text{Ly} \alpha}$ | $\beta_{\text{Ly} \alpha}$ | $\chi^2_{\text{min}}$/DOF, proba |
|-------------------------|------------|------------|-------------------------|-----------------------------|----------------------------------|
| Lyα only                | 1.028 ± 0.028 | 1.002 ± 0.048 | -0.1956 ± 0.0030 | 1.207 ± 0.034 | 2241.84/(1590 - 4), $p = 0$ |
| + Sky                   | 1.028 ± 0.029 | 1.001 ± 0.048 | -0.1767 ± 0.0032 | 1.055 ± 0.032 | 1942.24/(1590-6), $p = 1.3 \times 10^{-9}$ |
| + Metals                | 1.043 ± 0.034 | 0.991 ± 0.050 | -0.181 ± 0.0033 | 1.098 ± 0.035 | 1766.05/(1590 - 11), $p = 6.5 \times 10^{-4}$ |
| baseline                | 1.047 ± 0.034 | 0.98 ± 0.042 | -0.2009 ± 0.0039 | 1.657 ± 0.088 | 1604.79/(1590-13), $p = 0.307$ |
| BBphysical              | 1.048 ± 0.031 | 0.988 ± 0.04 | -0.2113 ± 0.0052 | 1.526 ± 0.095 | 1488.95/(1515-25), $p = 0.503$ |
| BB                      | 1.046 ± 0.031 | 0.989 ± 0.041 | -0.2382 ± 0.0074 | 1.669 ± 0.138 | 1480.7/(1515-25), $p = 0.563$ |

| Lyα (Lyα) × quasar:     |            |            |                         |                            |                                  |
| Lya only                | 1.052 ± 0.040 | 0.938 ± 0.050 | -0.0942 ± 0.0051 | 0.604 ± 0.045 | 3989.12/(3180 - 5), $p = 0$ |
| + $z_q$                 | 1.054 ± 0.041 | 0.931 ± 0.053 | -0.294 ± 0.012 | 2.51 ± 0.17 | 3258.81/(3180 - 6), $p = 0.14$ |
| + Metals                | 1.058 ± 0.042 | 0.929 ± 0.053 | -0.295 ± 0.012 | 2.48 ± 0.17 | 3232.82/(3180 - 10), $p = 0.21$ |
| baseline                | 1.059 ± 0.032 | 0.932 ± 0.039 | -0.2249 ± 0.0102 | 1.946 ± 0.142 | 3238.96/(3180 - 10), $p = 0.193$ |
| BBphysical              | 1.058 ± 0.031 | 0.931 ± 0.038 | -0.2306 ± 0.013 | 1.824 ± 0.166 | 3041.11/(3030 - 22), $p = 0.332$ |
| BB                      | 1.058 ± 0.031 | 0.932 ± 0.038 | -0.2303 ± 0.0187 | 1.762 ± 0.211 | 3040.73/(3030 - 22), $p = 0.334$ |

| all combined:           |            |            |                         |                            |                                  |
| Lyα only                | 1.026 ± 0.020 | 0.975 ± 0.031 | -0.1872 ± 0.0023 | 1.107 ± 0.024 | 11666.49/(9540 - 6), $p = 0$ |
| + Sky                   | 1.027 ± 0.020 | 0.974 ± 0.031 | -0.1674 ± 0.0025 | 0.965 ± 0.023 | 11113.07/(9540 - 10), $p = 0$ |
| + $z_q$                 | 1.027 ± 0.020 | 0.974 ± 0.030 | -0.1892 ± 0.0027 | 1.190 ± 0.030 | 10255.42/(9540 - 11), $p = 1.4 \times 10^{-7}$ |
| + Metals                | 1.042 ± 0.023 | 0.967 ± 0.031 | -0.191 ± 0.0030 | 1.300 ± 0.061 | 9999.77/(9540 - 16), $p = 3.4 \times 10^{-4}$ |
| baseline                | 1.045 ± 0.022 | 0.956 ± 0.028 | -0.2014 ± 0.0032 | 1.669 ± 0.071 | 9654.56/(9540 - 19), $p = 0.166$ |

Note. Uncertainties correspond to $\Delta \chi^2 = 1$. As discussed in Section 6.1, the only significant change to the BAO parameters occurs with the addition of the metals, which, because Si(1260) absorption interferes with the BAO peak near $r_s = 0$, changes $\alpha_1$ by $\approx 0.5 \sigma$. 
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Table D2
Results of Nonstandard Fits as Explained in the Text

| Analysis                                      | $\alpha_1$       | $\alpha_0$     | $\chi^2_{\text{min}}$/DOF, proba |
|-----------------------------------------------|------------------|----------------|----------------------------------|
| Ly$\alpha$(Ly$\alpha$) $\times$ Ly$\alpha$(Ly$\alpha$): |                  |                |                                  |
| baseline                                      | 1.043 ± 0.035    | 0.986 ± 0.051  | 1599.55/(1590 − 14), $p = 0.33$ |
| no SHP pairs, $r_j < 4$                      | 1.042 ± 0.034    | 0.985 ± 0.051  | 1639.66/(1590 − 12), $p = 0.14$  |
| no DLA mask                                   | 1.037 ± 0.034    | 0.978 ± 0.053  | 1625.09/(1590 − 14), $p = 0.19$  |
| $Z$                                           | 1.049 ± 0.034    | 0.971 ± 0.054  | 1623.63/(1590 − 14), $p = 0.20$  |
| $Z_{\text{PCA}}$(no, Ly$\alpha$ corr.)      | 1.046 ± 0.035    | 0.980 ± 0.055  | 1618.25/(1590 − 14), $p = 0.22$  |
| $Z_{\text{C IV}}$                            | 1.058 ± 0.036    | 0.967 ± 0.052  | 1571.92/(1590 − 14), $p = 0.52$  |
| $Z_{\text{C III}}$                           | 1.051 ± 0.039    | 0.973 ± 0.060  | 1628.38/(1590 − 14), $p = 0.17$  |
| dmat up 300                                   | 1.043 ± 0.034    | 0.984 ± 0.051  | 1590.51/(1590 − 14), $p = 0.39$  |
| dmat rect.                                    | 1.040 ± 0.035    | 0.986 ± 0.053  | 1609.73/(1590 − 14), $p = 0.27$  |
| $\ell_{\text{min}} = 40$                     | 1.038 ± 0.033    | 0.994 ± 0.049  | 1490.83/(1515 − 14), $p = 0.57$  |
| $\ell_{\text{max}} = 150$                    | 1.042 ± 0.035    | 0.988 ± 0.051  | 1089.86/(1097 − 14), $p = 0.44$  |
| low $z$                                       | 1.024 ± 0.052    | 0.84 ± 0.12    | 1542.74/(1590 − 14), $p = 0.72$  |
| high $z$                                      | 1.066 ± 0.048    | 0.982 ± 0.055  | 1624.99/(1590 − 14), $p = 0.19$  |
| Ly$\alpha$(Ly$\alpha$) $\times$ quasar:      |                  |                |                                  |
| baseline                                      | 1.058 ± 0.042    | 0.929 ± 0.053  | 3232.82/(3180 − 10), $p = 0.21$  |
| no DLA mask                                   | 1.052 ± 0.044    | 0.943 ± 0.056  | 3225.07/(3180 − 10), $p = 0.24$  |
| $Z$                                           | 1.079 ± 0.039    | 0.913 ± 0.047  | 3187.32/(3180 − 10), $p = 0.41$  |
| $Z_{\text{PCA}}$(no, Ly$\alpha$ corr.)      | 1.066 ± 0.046    | 0.930 ± 0.052  | 3268.92/(3180 − 10), $p = 0.11$  |
| $Z_{\text{C IV}}$                            | 1.062 ± 0.046    | 0.948 ± 0.053  | 3298.39/(3180 − 10), $p = 0.055$ |
| $Z_{\text{C III}}$                           | 1.069 ± 0.048    | 0.929 ± 0.064  | 3259.71/(3180 − 10), $p = 0.13$  |
| dmat up 300                                   | 1.059 ± 0.042    | 0.927 ± 0.052  | 3220.68/(3180 − 10), $p = 0.26$  |
| dmat rect.                                    | 1.059 ± 0.042    | 0.928 ± 0.053  | 3226.78/(3180 − 10), $p = 0.24$  |
| $\ell_{\text{min}} = 40$                     | 1.054 ± 0.040    | 0.936 ± 0.052  | 3042.47/(3030 − 10), $p = 0.38$  |
| $\ell_{\text{max}} = 150$                    | 1.054 ± 0.043    | 0.929 ± 0.054  | 2288.26/(2194 − 10), $p = 0.059$ |
| low $z$                                       | 1.021 ± 0.065    | 0.898 ± 0.072  | 3191.71/(3180 − 10), $p = 0.39$  |
| high $z$                                      | 1.092 ± 0.056    | 0.879 ± 0.064  | 3267.25/(3180 − 10), $p = 0.11$  |
| all combined:                                 |                  |                |                                  |
| baseline                                      | 1.043 ± 0.022    | 0.960 ± 0.029  | 9626.45/(9540 − 20), $p = 0.22$  |
| no DLA mask                                   | 1.038 ± 0.023    | 0.958 ± 0.030  | 9705.05/(9540 − 20), $p = 0.091$ |
| $Z$                                           | 1.053 ± 0.022    | 0.940 ± 0.027  | 9730.85/(9540 − 20), $p = 0.064$ |
| $Z_{\text{PCA}}$(no, Ly$\alpha$ corr.)      | 1.049 ± 0.024    | 0.954 ± 0.030  | 9734.68/(9540 − 20), $p = 0.061$ |
| $Z_{\text{C IV}}$                            | 1.047 ± 0.024    | 0.962 ± 0.029  | 9746.02/(9540-20), $p = 0.052$    |
| $Z_{\text{C III}}$                           | 1.048 ± 0.026    | 0.957 ± 0.031  | 9786.63/(9540-20), $p = 0.027$    |
| dmat up 300                                   | 1.043 ± 0.022    | 0.958 ± 0.029  | 9587.65/(9540-20), $p = 0.31$    |
| dmat rect.                                    | 1.041 ± 0.023    | 0.960 ± 0.030  | 9631.07/(9540-20), $p = 0.21$    |
| $\ell_{\text{min}} = 40$                     | 1.039 ± 0.021    | 0.968 ± 0.028  | 9069.50/(9090-20), $p = 0.50$    |
| $\ell_{\text{max}} = 150$                    | 1.041 ± 0.023    | 0.961 ± 0.030  | 6706.63/(6582-20), $p = 0.10$    |
| low $z$                                       | 1.019 ± 0.035    | 0.979 ± 0.061  | 4751.87/(4770-18), $p = 0.50$    |
| high $z$                                      | 1.076 ± 0.031    | 0.941 ± 0.040  | 4905.41/(4770-18), $p = 0.059$   |

Note. Uncertainties correspond to $\Delta \chi^2 = 1$. All fits use the HCD model of B17, which has one more free parameter than the HCD model used in this paper, but has no significant impact on the BAO parameters.
Figure D1. The $\text{Ly}\alpha(\text{Ly}\alpha) \times \text{Ly}\alpha(\text{Ly}\alpha)$ (top) and $\text{Ly}\alpha(\text{Ly}\alpha) \times \text{quasar}$ (bottom) correlation functions in four ranges of $\mu$. The different lines correspond to models with an increasing number of components as shown in Table D1: Ly\alpha only (including $z_q$ smearing for Ly\alpha(Ly\alpha) × quasar), addition of metals (and the sky subtraction model for Ly\alpha(Ly\alpha) × Ly\alpha(Ly\alpha)), addition of HCDs (i.e., the baseline model), and the addition of a polynomial broadband with physical priors.
Appendix E

MCMC Sampler

The analysis presented in this work, as well as in several previous Lyα BAO analyses, has used a frequentist interpretation of probability. In this appendix we present an alternative analysis using a Bayesian framework and discuss the differences between the two.

The current approach, referred to here as the $\chi^2$ scan, uses the frequentist method of profiling the parameters of interest (in our case $\alpha_l$ and $\alpha_d$). A grid is made over these parameters, and at each point in the grid the $\chi^2$ is minimized over all the other (nuisance) parameters. This is not equivalent to the Bayesian concept of marginalized likelihood, where the full likelihood is integrated over the nuisance parameters. However, in some special cases, i.e., when the likelihood is Gaussian, the profile likelihood is proportional to the marginalized one. Assuming flat priors on the BAO parameters, the $\chi^2$ scan can be used to construct a proxy for the marginalized posterior distribution of $\alpha_l$ and $\alpha_d$, allowing us to use the $\chi^2$ scans in popular packages like CosmoMC (Lewis & Bridle 2002) or MontePython (Audren et al. 2013), where different cosmological results are combined within a Bayesian framework.

The $\chi^2$ scan can also be used to compute frequentist CLs. In order to do that, a set of Monte Carlo (MC) simulations of the correlation function is used to compute the values of $\Delta \chi^2$ that will correspond to each confidence level, as described in Appendix C of dMdB17.

In Figure E1 we compare the CLs obtained using the $\chi^2$ scan (red) with Bayesian results obtained through marginalization over the full posterior distribution (blue). This analysis assumed flat priors for all nuisance parameters and used the nested sampler Polychord (Handley et al. 2015a, 2015b).

In the same figure we also include results computed assuming that the full likelihood is Gaussian (green), where instead of computing a $\chi^2$ scan we have found the maximum of the likelihood and computed its second derivatives. The CLs were then computed using the same values of $\Delta \chi^2$ obtained from the MC simulations described above. The three methods give very similar results, which indicates that the profile likelihood works well in this case, and the $\chi^2$ scan can be interpreted as a posterior and safely used in Bayesian packages. A more detailed description and comparison of the different methods is presented in Cuceu et al. (2020).

Appendix F

Supplementary Figures

This appendix presents figures that are referenced in the core of the analysis but that are not essential to the comprehension of our work. The two correlations presented in Figures F1 and F2 are displayed in a very similar manner to Figure 6. They display the autocorrelation in their four top panels and the cross-correlation in their four bottom panels, for four wedges of $|\mu| = |r_{ij}/r|$. Figure F1 shows these two correlation functions when using one pixel in the Ly$\beta$ spectral region, instead of all in the Ly$\alpha$ spectral region. The autocorrelation is then called Ly$\alpha$(Ly$\alpha$) $\times$ Ly$\alpha$(Ly$\beta$), and the cross-correlation is called Ly$\alpha$(Ly$\beta$) $\times$ quasar. Figure F2 displays the two correlation functions, using pixels in the Ly$\alpha$ spectral region, split into two redshift bins.

In Figures F3 and F4 we present a comparison of the correlations of the data and mocks. The differences reflect the different values of the bias parameters for the data (Table 6) and mocks (Table 4).
Figure F1. Same as Figure 6, but using forest pixels in the Ly$\beta$ region: Ly$\alpha$(Ly$\alpha$) x Ly$\alpha$(Ly$\beta$) (top four panels) and Ly$\alpha$(Ly$\beta$) x quasar (bottom four panels). Because of the low significance of the BAO signal for this sample, the fits impose $q_1 = q_z = 1$.
Figure F2. Correlation functions in two redshift bins: Lyα(Lyα) (top four panels) and Lyα(Lyα) × quasar (bottom four panels). Same as Figure 6, but with two redshift bins, split at $z_{\text{cut}} = 2.5$ for the autocorrelation and at $z_{\text{cut}} = 2.57$ for the cross-correlation.
Figure F3. Comparison of the autocorrelation and cross-correlation measured in mocks and in the data, when using the Ly$\alpha$ absorption in the Ly$\alpha$ region.
Figure F4. Comparison of the autocorrelation and cross-correlation measured in mocks and in the data, when using the Ly$\alpha$ absorption in the Ly$\beta$ region.
Appendix G
Catalog of Fluctuations of Transmitted Flux Fraction

This appendix presents the data format of the public release of the flux transmission field, \( \delta_q(\lambda) \), in the Ly\(\alpha\) and Ly\(\beta\) spectral regions. These two catalogs can be found on https://dr16.sdss.org/sas/dr16/eboss/lya/ and were produced using the “Package for Igm Cosmological-Correlations Analyses,” plcca, as presented in Section 2.3. Documentation is at https://www.sdss.org/dr16/spectro/lyman-alpha-forest.

The two catalogs are produced independently. They are used in this analysis to extract the fluctuations of Ly\(\alpha\) absorption but were produced without any assumption on the nature of the absorption. To optimize reading time and simplify the structure, the sky is split into HEALPix pixels (Görski et al. 2005), with the parameters \texttt{nside}=8 (\texttt{nside}=4 for the Ly\(\beta\) spectral region), with the \texttt{RING} ordering. All lines of sight of a given HEALPix are written in a FITS file and are given the following name: \texttt{delta-<healpix>.fits.gz}, where \texttt{<healpix>} is the index of HEALpix. For the Ly\(\alpha\) spectral region, the 247 files with the fluctuations of transmitted flux fraction are given in the repository \texttt{Delta_LYA}; for the Ly\(\beta\) spectral region, the 76 files in the repository \texttt{Delta_LYB}.

Each file is composed of one HDU per line of sight, starting by \textbf{HDU=1}. The header section and the data section are given in Table G1 and presented here. The external name of this HDU is defined to be given by the DR16Q identification integer: \textbf{EXTNAME=THING}. In the file header, the different quantities \( \texttt{RA, DEC, Z, THING_ID, PLATE, MJD, FIBERID} \) are propagated from DR16Q, where \( Z \) is the redshift given in DR16Q as \( Z_{\text{LYAWG}} \), as discussed in Section 2. In this same header, \textbf{PMF} is given by \texttt{PLATE-MJD-FIBERID} and \textbf{ORDER} is the order of the \( \log_{10}(\lambda) \) polynomial for the continuum fit (Equation (2)). The data columns of the HDU give \textbf{LOGLAM}, the common logarithm of the observed wavelength, \( \log_{10}(\lambda) \), \textbf{DELTA}, the measured fluctuations of transmitted flux fraction, \( \delta \) (Equation (1)), and its associated weight \textbf{WEIGHT} (Equation (4)), and finally \textbf{CONT}, the estimated continuum of the quasar spectrum, \( F(z)C_q(\lambda_{\text{EFF}}) \) (Equation (1)).

| Name | Format | Description |
|------|--------|-------------|
| RA   | \texttt{DOUBLE} | Right Ascension (from DR16Q) [rad] |
| DEC  | \texttt{DOUBLE} | Declination (from DR16Q) [rad] |
| Z    | \texttt{DOUBLE} | Redshift \( (Z_{\text{LYAWG}}) \) from DR16Q |
| PMF  | \texttt{STR} | PLATE-MJD-FIBERID |
| THING_ID | \texttt{INT} | Thing_ID, eBOSS source identifier (from DR16Q) |
| PLATE | \texttt{INT} | Spectroscopic Plate number of the best spectrum (from DR16Q) |
| MJD  | \texttt{INT} | Spectroscopic Modified Julian Date of the best spectrum (from DR16Q) |
| FIBERID | \texttt{INT} | Spectroscopic Fiber number of the best spectrum (from DR16Q) |
| ORDER | \texttt{INT} | Order of the \( \log_{10}(\lambda) \) polynomial for the continuum fit (Equation (2)) |

| Data | Format | Description |
|------|--------|-------------|
| LOGLAM | \texttt{DOUBLE} | \( \log_{10}(\lambda) \), where \( \lambda \) is the observed wavelength [Angstrom] |
| DELTA | \texttt{DOUBLE} | Flux transmission field \( \delta_q \) (Equation (1)) |
| WEIGHT | \texttt{DOUBLE} | \( 1/\delta_q(\lambda)^2 \) (Equation (4)) |
| CONT  | \texttt{DOUBLE} | Best-fit continuum, \( F(z)C_q(\lambda_{\text{EFF}}) \), of the quasar spectrum (Equation (1)) |
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