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Abstract

A high-precision evaluation of ultrasonic detection sensitivity for a micro-crack can be restricted by a corroded rough surface when the surface microtopography is of the same order of magnitude as the crack depth. In this study, a back-surface micro-crack is considered as a research target. A roughness-modified ultrasonic testing model for micro-cracks is established based on a multi-Gaussian beam model and the principle of phase-screen approximation. The echo signals of micro-cracks and noises corresponding to different rough front surfaces and rough back surfaces are obtained based on a reference reflector signal acquired from a two-dimensional simulation model. Further comparison between the analytical and numerical models shows that the responses of micro-cracks under the effects of different corroded rough surfaces can be accurately predicted. The numerical and analytical results show that the echo signal amplitude of the micro-crack decreases significantly with an increase in roughness, whereas the noise amplitude slightly increases. Moreover, the effect of the rough front surface on the echo signal of the micro-crack is greater than that of the rough back surface. When the root-mean-square (RMS) height of the surface microtopography is less than 15 μm, the two rough surfaces have less influence on the echo signals detected by a focused transducer with a frequency of 5 MHz and diameter of 6 mm. A method for predicting and evaluating the detection accuracy of micro-cracks under different rough surfaces is proposed by combining the theoretical model and a finite element simulation. Then, a series of rough surface samples containing different micro-cracks are fabricated to experimentally validate the evaluation method.
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1 Introduction

Micro-cracks are one of the most common defects in industrial fundamental components such as pipes, plates, and bars. Moreover, certain crack extensions can be found under cyclic workloads and/or stress corrosion [1]. The lack of a timely detection and accurate evaluation of these defects might eventually lead to severe leakages, explosions, and potential environmental degradation. An ultrasonic testing method plays an important role in the providing a high-precision inspection and evaluation of defects [2]. A water immersion approach has been widely used for the ultrasonic inspection of industrial components owing to its advantages of high efficiency and ease of automation [3], such as in an ultrasonic climbing robot for storage tank walls, and in internal automatic scanning robots for long-distance natural gas pipelines.

However, it has been found that the surface microtopography has a great influence on the ultrasonic echo signals and signal-to-noise ratio of the micro-cracks, owing to the reflection, transmission, and scattering of the incident acoustic wave [4]. The crack sizes are generally much larger than the fluctuation height of the surface microtopography in the existing ultrasonic inspection
cases. In Refs. [1, 2, 5], the surfaces of the workpiece to be detected were assumed to be perfectly smooth; however, in practical applications, the microscopic sizes of rough surfaces caused by corrosion may reach the same order of magnitude as the acoustic wavelength. Nevertheless, it is impractical to polish the entire surface to obtain accurate information of the micro-cracks in automated ultrasonic inspections with 100% full coverage. As a consequence of the developed requirements for the detection accuracy of micro-cracks, prediction and evaluation methods for the ultrasonic inspection of micro-cracks under the effects of unidealized surface conditions are the predominant research targets of this work.

The scattering characteristics of elastic waves on rough surfaces can be physically identified and described. A variety of theoretical and numerical analyses involving the scattering fields of different scatters have been developed [6, 7], such as the phase-screen perturbation approximation [8] and Kirchhoff theory [9, 10]. The validity of a perturbation approximation for rough surface scattering was investigated by Thorsos et al. using a Gaussian rough spectrum [11]. Ogilvy analyzed the multiple scattering of acoustic waves on rough defects, and predicted the echo response accurately using the Kirchhoff approximation [12]. Zhang et al. [13] demonstrated that the acoustic scattering on a rough crack surface was affected by the height deviation and correlation length of the surface microtopography using a local scattering model. Fan et al. [14] developed the elastic dynamic theory for the acoustic scattering field on a random rough solid-solid interface using the Kirchhoff approximation. Lian et al. [15] analyzed the theoretical relationship between the scattering attenuation coefficient of an ultrasonic pulse-echo and the roughness level. Notably, an ultrasonic testing system model can efficiently deliver thorough insights into different scatters by associating with the transmitted sound beams and receiving accurate responses [16, 17]. A modular multi-Gaussian beam model proposed by Jeong and Schmerr was applied to predict the output signal reflected from the corner of a vertical crack [18]. Kim et al. presented an ultrasonic measurement model for flat-bottom holes with a circular transducer based on a multi-Gaussian beam model [19]. Lu et al. demonstrated a pitch-catch model for the ultrasonic testing of curved surfaces [20]. However, there are relatively few previous works discussing an efficient method for describing and evaluating the detection accuracy of micro-cracks under rough surfaces.

To address this problem, the characteristics of rough surfaces and the phase-screen approximation are initially introduced in Section 2. A roughness-modified ultrasonic testing model for describing the pulse responses of micro-cracks under different rough surfaces is described in Section 3. An evaluation method for the detection accuracy of the micro-cracks is proposed by combining the analytical model and a numerical simulation. Then, Section 4 discusses the experimental verifications conducted to validate the proposed method.

2 Background
2.1 Rough Surface Characteristics
In general, the rough surfaces of a workpiece are generated by a large number of random, independent events. The microtopography characteristics of rough surfaces generally show differences owing to a variety of forming processes, such as casting, wire cutting, shot blasting, and corrosion. This study mainly focuses on the effects of corroded rough surfaces as caused by internal operating conditions (temperature and pressure) and chemical conditions (pH) of the inner and outer walls of vessels and pipelines. Studies in Refs. [21, 22] measuring the surface microtopography of corroded pipes have indicated that the height probability distribution of general uniform corrosion tends to have a Gaussian distribution. The microtopography of a rough surface presents a three-dimensional fluctuation distribution, and the fluctuating peaks and valleys vary within a certain range under different roughness conditions. The surface roughness is a comprehensive evaluation parameter, and different methods have been proposed for describing rough surfaces in a considerable number of studies. A simple expression of the probability distribution function of the microscopic profile height of a Gaussian random surface can be written as Eq. (1) [22].

$$p(h) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{h^2}{2\sigma^2}\right),$$  \hspace{1cm} (1)  

where, $h$ represents the height of the sampling point along the surface, and $\sigma$ is the root-mean-square (RMS) height (controlling the vertical deviation of the roughness).

A correlation function for characterizing the correlations of the local heights in the horizontal direction can be expressed as shown in Eq. (2). $l$ is the correlation length for controlling the statistical independence of the heights of the two points. The roughness generation algorithm was demonstrated in Ref. [12]. The two parameters characterize the microtopography of a random rough surface, as shown in Figure 1.

$$C(x) = \frac{\langle h(x_0)h(x_0 + x) \rangle}{\sigma^2} = \exp\left(-\frac{x^2}{l^2}\right).$$  \hspace{1cm} (2)
2.2 Phase-screen Approximation

The ultrasonic detection and evaluation accuracy for micro-defects are severely affected by the surface conditions. A number of studies [21–23] have shown that longitudinal waves incident on the rough surface can cause multiple scattering, resulting in the attenuation of the transmitted waves used to detect the internal scatters. Nagy and Rose simplified the acoustic wave scattering into phase changes to analyze the reflection and transmission coefficients on a random rough surface; this approach was defined as the phase-screen approximation principle [24]. Coherent and incoherent wave fields are generated when an acoustic wave is obliquely launched into a rough interface during an ultrasonic water immersion inspection. The coherent waves as determined by Snell’s law [25] are in the same direction as a smooth surface for different rough surfaces, including reflected and transmitted waves. The incoherent scattering waves diverge in different directions. Based on the proposed principle, the phase change (in an exponential form) plays a dominant role in the variation of the coherent wave field.

For rough surfaces whose microstructure fluctuations in the surface profile conform to a Gaussian distribution, the random interface can be considered as equivalent to the phase disturbance screen when the RMS height $\sigma$ is much less than $\lambda_i$ and $\lambda_p$ (the wavelengths of the shear wave and longitudinal wave, respectively). The coherent wave field consists of the reflected and transmitted wave fields of the smooth interface and phase factor. The correlation length of the rough surface in the horizontal direction has little significance on the echo response, as demonstrated in Ref. [26]. Consequently, the roughness-modified reflection coefficient $R(\omega, \theta_i)$ and transmission coefficient $T^{ps}(\omega, \theta_i)$ can be expressed as follows:

$$R(\omega, \theta_i) = R_0(\theta_i) \exp[-A \ast \sigma^2 k_1^2 \cos^2(\theta_i)],$$

$$T^{ps}(\omega, \theta_i) = T_0^{ps}(\theta_i) \exp \left\{-B \ast \sigma^2 [k_{p2} \cos(\theta_p) - k_1 \cos(\theta_i)]^2 \right\},$$

where, $R_0(\theta_i)$ and $T_0^{ps}(\theta_i)$ denote the reflection coefficient and transmission coefficient of the acoustic wave corresponding to the smooth surface, respectively. $A$ and $B$ refer to modified factors related to the ultrasonic testing system. The changes in the reflected and transmitted energies of oblique incident acoustic waves under different surface conditions in an ultrasonic water immersion inspection system can be obtained according to the above principle.

3 Theory and Simulation Analyses of Ultrasonic Testing Model

3.1 Roughness-modified Model

A multi-Gaussian beam model can describe the propagation of sound beams and acoustic fields through several interfaces and inside different media [27]. An ultrasonic testing system model can accurately present the echo responses of scatters, such as those from flat bottom holes, side-drilled holes, and cracks, under different detection conditions [28]. Wang et al. established an ultrasonic testing model for micro-defects in metal balls, and conducted a related experimental verification [29].

3.1.1 Ultrasonic Testing Model for Micro-crack

Shear waves are generally used to distinguish the inside scatters of workpieces with higher accuracy and sensitivity in ultrasonic water immersion testing. In this study, a general ultrasonic immersion testing model with a rough surface was established to describe the echo responses of micro-cracks, as shown in Figure 2. In the following, $\rho_m$, $c_{psu}$, and $c_{um}$ ($m = 1, 2$) represent the density, velocity of the longitudinal wave, and velocity of the shear wave in the coupled water/workpiece, respectively. The focal length of a line-focused transducer with a diameter of $a$ and nominal frequency $f$ is $F$. The depth and width of the micro-crack are $h$ and $W_i$, respectively, and $Z_i$, $Z_{s}$, $Z_{a}$, $Z_4$, and $Z_5$ represent the different propagation distances of the incident sound beam inside the liquid and solid, respectively. $\theta_i$ and $\theta_p$ denote the incident angle and refraction angle, respectively.

The micro-crack depth is normally less than five percent of the workpiece thickness; this is of the same order of magnitude as the wavelength of the shear wave. It is necessary to consider that in practical inspection, the conditions of both the front and back surfaces might
change (e.g., become rough). The echo response of a crack in an isotropic material can be explicitly written as Eq. (5) [30].

$$V(\omega) = \frac{2\beta(\omega)}{S_T} \int v_{\text{back}}(\omega) dS,$$

(5)

where, $V(\omega)$ denotes the average vibration velocity on the transducer surface caused by the echo wave; $\beta(\omega)$ represents the system efficiency factor, and can be computed using the devolution of a reference signal; $S_T$ describes the transducer surface, and $v_{\text{back}}(\omega)$ indicates the transient vibration velocity of the transducer surface as caused by a back-surface micro-crack. The roughness-modified time-domain signal of the micro-crack can be further calculated by using an inverse Fourier transform of the frequency-domain response.

### 3.1.2 Roughness-modified Model and Essential Components

A pressure wave generated from the immersed focused piezoelectric transducer is obliquely launched to the rough front surface of the workpiece, and the oblique incident angle is commonly set to 17°. The emitted wave follows the path shown in Figure 2, where the beam passes through the liquid-solid interface, reflects at the vertical side of the surface crack with a depth of $h$ and length of $l_c$, reflects once more the back surface of the workpiece, propagates through the solid-liquid interface, and finally reaches the transducer face. However, the beam could also travel the path in a reversed order, where the beam reflects at the back surface first. The total response from the surface crack comprises the contributions of the reflected waves. Subsequently, setting a point on the vertical side of the crack as $(y, z)$, the total truncated receiving velocity can be defined as Eq. (6) [30].

$$v_{\text{back}} = \begin{cases} v_{\text{side}} + v_{\text{bottom}} & 0 \leq z \leq h, -l_c/2 \leq y \leq l_c/2, \\ 0 & \text{elsewhere}. \end{cases}$$

(6)

The velocity response generated on the focused transducer face from the wave that reflects first from the vertical side of the crack can be characterized by a multi-Gaussian beam as Eq. (7).

$$v_{\text{back}}(x,y) = \sum_{n=1}^{N} \frac{d_n}{1 + \left(\frac{y - y_n}{h_1}\right)^2} T_{12}^{p} R_{23}^{s} T_{23}^{p} R_{34}^{s} \cdot \exp[i k_p (z_1 + z_5) + i k_s (z_2 + z_3 + z_4) + \frac{i k_s}{2} y_T |M^p_5(z_5)|_y y_b],$$

(7)

In the case where the wave reflects first from the back surface, the velocity response of the transducer can be given as Eq. (8).

$$v_{\text{bottom}}(x,y) = \sum_{n=1}^{N} \frac{d_n}{1 + \left(\frac{y - y_n}{h_1}\right)^2} T_{12}^{p} R_{23}^{s} T_{23}^{p} R_{34}^{s} \cdot \exp[i k_p (z_1 + z_5) + i k_s (z_2 + z_3 + z_4) + \frac{i k_s}{2} y_T |M^p_5(z_5)|_y y_b],$$

(8)

where, $y_i$ and $y_b$ denote the points on the transducer surface corresponding to the point on the vertical side of the micro-crack; $d$ represents the polarization vector of the longitudinal wave or shear wave, and $k_{p,sm}$, $k_{s,mn}$ ($m = 1, 2$) are the wave numbers for two types of waves in different media; $A_1$, and $B_1$ are the Wen and Breazeale coefficients, respectively. The terms $T_{12}^{p}, R_{23}^{s}, T_{23}^{p}, R_{34}^{s}$ are the transmission and reflection coefficients within the propagation process, and represent the main impact factors containing the surface roughness for the echo responses. The ABCD transfer matrices $M^p_m(z_n), M^s_m(z_n)$ proposed by Huang et al. [31] can express the propagation, transmission, and reflection of the Gaussian beam.

A system efficiency factor is used to describe the electrical and electromechanical elements in the testing system. It can be calculated by a deconvolution between the frequency-domain response $V_A(\omega)$ and acoustic/elastic transfer function $t_A(\omega)$.

$$\beta(\omega) = \frac{V_A(\omega)|t_A(\omega)|^2}{|t_A(\omega)|^2 + \delta^2 \max \left\{ |t_A(\omega)|^2 \right\}}.$$  

(9)
The Wiener Filter is used to reduce the sensitivity of the deconvolution noise, and \( \epsilon \) is a constant taken as 0.03.

The RMS heights of the front and back surfaces in Figure 2 are set to \( \sigma_1 \) and \( \sigma_2 \). The reflection of the incident wave mainly occurs at the solid-liquid interface of the back surface, and the reflection coefficient \( R^{23}_{23} \) can be explicitly presented based on the phase-screen approximation as follows:

\[
R^{23}_{23} = R^0_0(\omega, \theta^p_1) \exp \left\{ -9 \left( \frac{R q_2 k_2 \cos \theta^s_2}{\omega} \right)^2 \right\}, \quad (10)
\]

The transmission coefficients \( T^{12}_1 \) and \( T^{34}_1 \) on the front surface can be given as Eqs. (11) –(12).

\[
T^{12}_1 = T^0_0(\omega, \theta^p_1) \exp \left\{ -\frac{5}{2} \frac{R q_1^2}{\ omega^2} \left( k_p \cos \theta^p_2 - k_p \cos \theta^s_1 \right)^2 \right\}, \quad (11)
\]

\[
T^{34}_1 = T^0_1(\omega, \theta^p_1) \exp \left\{ -\frac{5}{2} \frac{R q_1^2}{\ omega^2} \left( k_p \cos \theta^p_2 - k_p \cos \theta^s_1 \right)^2 \right\}, \quad (12)
\]

where, \( R^0_0(\omega, \theta^p_1) \), \( T^0_0(\omega, \theta^p_1) \), and \( T^{0-1}_1(\omega, \theta^p_1) \) represent the reflection and transmission coefficients under the condition of smooth surfaces, respectively. By substituting Eqs. (10)–(12) into Eqs. (7)–(8), the total velocity response of the transducer surface can be acquired. Subsequently, the frequency-domain response of the transducer for micro-cracks under the effects of a rough surface can be modeled from Eq. (6), in combination with the system efficiency factor from Eq. (9).

### 3.2 Validation and Comparison between Analytical Model and Simulation Model

#### 3.2.1 Simulation Model and Validation of Analytical Model

The finite element method can efficiently analyze elastic wave scattering, including that involving a multiphysics coupled field [32]. Numerical models have been established to detect wall thinning and defects from corroded surfaces using ultrasonic guided waves [33], and to investigate the wave scattering on rough interfaces [34].

In this study, a two-dimensional simulation model for the ultrasonic inspection of micro-cracks containing rough surfaces was established to acquire the echo response, as shown in Figure 3. The model consisted of a virtual focused transducer, water, and a steel plate with a thickness of 10 mm. The piezoelectric focused transducer was formed by a wafer and arc lens, and was 6 mm in diameter and 25 mm in length. The coupled water thickness was 20 mm, and the incident angle of the pressure wave was 17°. The velocity of the longitudinal wave in water was 1480 m/s, and that of the shear wave in steel was 3230 m/s. A broadband modulated pulse as an excitation signal was applied to an external circuit. The signal can be expressed as Eq. (13).

\[
f(t) = Q \cdot \exp\left( -\frac{(t/2 - \mu)^2}{\tau^2} \right) \cdot \sin(2\pi f_0 t), \quad (13)
\]

where, \( Q \) denotes the reference amplitude; the center frequency \( f_0 \) was set to 5 MHz. The values of \( \mu \) and \( \tau \) corresponding to the translation and standard deviation were \( 1/f_0 \) and \( 1/2f_0 \), respectively.

The solid-liquid interfaces, including the front surface, back surface, and arc lens surface in the simulation model, were set as acoustic-structure coupled boundaries. The other boundaries were set as radiation boundaries in the water region and low-reflection boundaries in the solid region. Several grid control regions were intensively meshed near the rough surfaces and micro-cracks to improve the calculation accuracy. The grid density was eight elements per wavelength in the control region and six elements in other regions. The random rough surfaces generated as described in Section 2.1, which tend to have a Gaussian distribution, were imported into the simulation model.

A cylindrical reference reflector was used to replace the steel plate in Figure 3 to establish an ultrasonic immersion testing model, and to acquire the system efficiency factor. The parameters of the focused transducer, coupled water, and workpiece were consistent with the simulation model for the micro-crack. A smooth surface was used as the front surface of the reference reflector, and the echo signal is presented in Figure 4a. Figure 4b further shows the system efficiency factor as obtained from the deconvolution reference signal according to Eq. (9). Taking a back-surface micro-crack with a depth of 0.5 mm
as an example, the back and front surfaces were set to be smooth. The echo responses acquired from the simulation and analytical models are shown in Figure 4c. It can be seen that the waveform and amplitude of the predicted signal of the micro-crack are similar to those of the simulated response. The simulated signal is slightly larger than the predicted response, and the amplitude difference is 0.8 dB. Therefore, the analytical response of the ultrasonic testing model for the micro-cracks was considered as consistent with the simulation results.

3.2.2 Comparison under Different Rough Surfaces
The above analysis validated the consistency between the analytical model and numerical simulation. The microtopography fluctuations of the rough surfaces in accordance with the Gaussian distribution showed randomness; hence, it was necessary to verify the reasonability of the ultrasonic testing model for micro-cracks under the effects of rough surfaces. A back-surface micro-crack with depth of 0.5 mm was consistently used to obtain the echo responses under different surface roughness values. The back surface was initially set to a smooth surface, and the RMS heights of random rough front surfaces were set to 0 μm, 5 μm, 15 μm, 25 μm, 35 μm, and 50 μm, respectively. In another case, the front surface was alternatively smooth, whereas the range for the RMS height values of the rough back surfaces was the same as that of the first condition. Ten simulated signals corresponding to each RMS height were computed for comparison with the predicted response for the micro-crack from the ultrasonic testing model.

Figure 5a shows the amplitude variation of the simulation responses and predicted curve of the analytical model for the back-surface micro-crack under different front surface roughness values. The amplitudes of the micro-crack acquired from the analytical model and numerical simulations, as normalized by the echo signal from the smooth front surface, decrease nonlinearly with an increase in the RMS height. The mean values of the simulated amplitudes are in good agreement with the predicted results from the ultrasonic testing model for the rough front surfaces, and the error between the two responses is within 0.9 dB. The simulated results are also consistent with the predicted curve for the rough back surface, and the maximum error
between the mean value of the simulated amplitudes and predicted responses is 2.3 dB, as shown in Figure 5b. Therefore, it can be observed that the ultrasonic immersion testing model can accurately and rapidly calculate the echo responses of micro-cracks under rough surface conditions.

Furthermore, the roughness-modified ultrasonic testing model was applied to acquire the echo signals of micro-cracks at different depths under rough surfaces. The depths of the back-surface cracks were set to 0.10 mm, 0.25 mm, 0.50 mm, 1.00 mm, 1.50 mm, and 2.00 mm, respectively. The RMS heights of the rough surfaces changed from 0 μm to 100 μm. Figure 6a presents the predicted responses of the different cracks under the rough front surface and smooth back surface. The results indicate that the normalized amplitudes are evidently reduced with increasing roughness, and the change trend remains consistent with the wave scattering condition on a rough surface. Similarly, the predicted signals for these cracks under the rough back surface decrease nonlinearly as the roughness increases, as shown in Figure 6b. It can be observed that the influence of both rough surfaces (with a roughness of less than 15 μm) on the echo signal amplitude is insignificant. However, the corresponding RMS height of the front surface is 37 μm when the amplitudes are attenuated by 10 dB, whereas the RMS height of the rough back surface is 48 μm. It can be seen that the effect of the rough front surface on the micro-crack detection is more significant than that of the rough back surface; this is owing to the greater attenuation of the multiple transmissions of pressure waves than in the reflection process.

3.3 Evaluation Method for Detection Accuracy for Micro-crack

The distortion of the time-domain signal of a micro-crack as caused by the roughness-induced attenuations of the coherent transmission and reflection waves can be clearly observed. The signal-to-noise ratio of a defect response is normally used to evaluate the detectability of ultrasonic testing instruments or equipment, and the critical value should be larger than 10 dB to clearly differentiate between defect signals and noise. For convenience of description of the signal-to-noise ratio, a scalar parameter $SAR$ is directly defined by the ratio of the defect signal amplitude $A_s$ to the noise amplitude $A_n$ from the simulation or experiment, which can be expressed as Eq. (14) [26]. The value of $SAR$ equals 3.16 when the signal-to-noise ratio reaches 10 dB.

$$SAR = \frac{A_s}{A_n}. \quad (14)$$

A previous study on internal delamination detection under the influence of roughness showed that the noise amplitude is independent of the defect size [26]. Hence, a micro-crack with a 0.5 mm depth continues to be utilized to calculate the mean amplitudes of noise from multiple simulations. Figure 7a reveals that the noise amplitudes only slightly increase with an increase in roughness. Meanwhile, the change trends of the noise amplitudes under the rough back surface remain similar to those of the rough front surface, as shown in Figure 7b. Furthermore, the $SAR$ values corresponding to the pulse-echo responses from the simulation and analytical models are obtained for different roughness values of the front and back surfaces, as shown in Figure 8a and b. It can be observed that the predicted responses are consistent with the numerical simulation results. Therefore, the signal-to-noise ratios of the different micro-cracks can be acquired from the roughness-modified ultrasonic testing model.
Consequently, the mean noise amplitude can be acquired by interpolation for each surface roughness, owing to the slight variation in the mean amplitude of the noise signal as calculated from the ultrasonic simulation. Then, a method can be proposed for predicting and evaluating the detection accuracy of micro-cracks under rough surfaces by combining the numerical simulations and analytical model. Several cracks with depths of 0.1 mm, 0.25 mm, 0.50 mm, 1.00 mm, 1.50 mm and 2.00 mm were taken as examples to analyze the evaluation method. Figure 9a shows the amplitude ratio factor \( SAR \) values of these cracks under the rough front surface as computed by the ultrasonic immersion testing model. Notably, the \( SAR \) values decrease with increasing roughness, and the corresponding critical RMS heights are 16, 29, 40, 51, 55, and 58 \( \mu \)m, respectively, when the \( SAR \) value reaches 3.16.

In addition, the changes in the amplitude ratio factor for the different cracks under the effect of rough back surfaces were investigated, and are presented in Figure 9b. The critical RMS heights for these cracks are 15, 38, 54, 65, 71, and 75 \( \mu \)m. Evidently, the change trends between the two rough surfaces are comparable. Moreover, the acoustic attenuation induced by the rough front surface is more intense than that induced by the rough back surface, indicating that transmission gives rise to more wave scattering than reflection. In general, the ultrasonic detection accuracy for the micro-cracks can be accurately and rapidly predicted by the proposed evaluation method. The reasonable detection sensitivity of the ultrasonic immersion testing can be developed according to the micro-crack depth limitation as predicted by the evaluation method under practical surface conditions.

4 Experimental Validation of Evaluation Method

4.1 Samples with Rough Surfaces and Experimental Setup
Experiments were designed and implemented to verify the validation of the evaluation method in terms of its prediction of detection accuracy under rough surfaces for micro-cracks. Figure 10a shows several samples with
surface micro-cracks at different depths. The sample material was 45# steel with dimensions of 250 mm × 60 mm × 10 mm. One of the surfaces of each sample was grinded to provide a smooth reference surface with an RMS height of 1.58 μm, and the roughness of the opposite surface changed in the order of 2.65, 5.67, 11.38, and 17.22 μm, as processed by wire cut electrical discharge machining. The correlation lengths of these rough surfaces were measured as close to 300 μm using an instrument (PRSR200). The samples were conveniently denoted as A, B, C, and D.

Several micro-cracks with a length of 25 mm and width of 0.15 mm were machined on both the reference surface and rough surface using computer-numerical control electrical discharge machining carving technology. The micro-cracks were named cracks b, c, and d, and their corresponding depths were 0.10 mm, 0.15 mm, and 0.25 mm, respectively, as shown in Figure 10b. The three micro-cracks appearing on each side corresponding to each depth were processed to reduce the uncertainty in the random surface microtopography. An experimental system similar to the ultrasonic immersion testing model was established to measure the time-domain signals of micro-cracks with a line-focused transducer. The diameter of the transducer (with a nominal center frequency of 5 MHz) was 6 mm, and the focal length was 25 mm. A pressure wave was obliquely incident in the samples at a 17° angle and a 20 mm water path from the transducer surface. An ultrasonic testing instrument (CTS-5041) was used to observe the time-domain signals (A-scan) of the artificial defects.

4.2 Samples with Rough Surfaces and Experimental Setup

The time-domain signals (A-scan) of artificial micro-cracks were obtained by an ultrasonic excitation and

Figure 9 SAR values of cracks with different depths under a rough front surfaces and b rough back surfaces

Figure 10 a Samples with different surface roughness, b Micro-crack distribution on rough surface and reference surface

Figure 11 Time-domain signals of a micro-crack with 0.15 mm depth under different rough front surfaces
receiving system. Figure 11 shows the experimental signals of the micro-cracks with the 0.15 mm depth under the condition of a smooth back surface and rough front surfaces for samples A, C, and D. The amplitudes of the defect signals decrease with an increase in roughness, and the noise amplitudes remain almost constant, consistent with the simulation results discussed in Section 3.3.

The effect of the front surface roughness on the detection of the back-surface micro-cracks was investigated first. The normalized amplitudes and mean values of the micro-cracks under the rough front surface and smooth back surface were acquired, and are presented in Figure 12a. The rough surfaces, even with the same statistical parameter, can cause differences in the shapes and amplitudes of the echo signals. The experimental results are consistent with the analytical model predictions for the amplitude change trends of the different micro-cracks. The SAR values of these artificial defects decrease monotonically with increasing roughness, as shown in Figure 12b. The critical RMS height of front surface is approximately equal to 12.5 μm when the SAR value reaches 3.16 for the micro-crack with depth of 0.10 mm; this is close to the predicted results for 16 μm in Figure 9a.

The normalized amplitudes and experimental SAR values of the micro-cracks corresponding to the rough back surface and smooth front surface are shown in Figure 13a and b. The change trends are similar to those of the rough front surface. The critical roughness of the back surface approaches 14.5 μm for the micro-crack with a depth of 0.10 mm; this close to the predicted results for 15 μm in Figure 9b. Moreover, it can be clearly observed that the signal-to-noise ratios of the micro-cracks under the effect of the rough back surface are larger than those under the rough front surface. Overall, the experimental analyses are consistent with the analytical evaluation method.

![Figure 12](image1.png)  
**Figure 12** a Normalized amplitudes and mean values and b SAR values of micro-cracks under rough front surfaces

![Figure 13](image2.png)  
**Figure 13** a Normalized amplitudes and mean values and b SAR values of micro-cracks under rough back surfaces
5 Conclusions
The main objective of this work is to explore a method for evaluating the detection accuracy of micro-cracks under the effects of rough surfaces.

(1) The RMS height of the surface microtopography in the normal direction plays a dominant role in the echo signal amplitude and waveform of the back-surface micro-crack, as acquired by a transducer with a 5 MHz frequency and 6 mm diameter under the general rough surface parameters of a steel material.

(2) A roughness-modified ultrasonic immersion testing model for micro-cracks is established based on the multi-Gaussian beam model and phase-screen approximation principle. The related transmission and reflection coefficients at the rough solid-liquid interface are provided to facilitate the use of the analytical model.

(3) By incorporating the simulation model for the reference reflector, the echo signals of micro-cracks corresponding to different roughness values of the front and back surfaces can be predicted by the roughness-modified ultrasonic testing model. The amplitude of the echo signal decreases nonlinearly with increasing roughness, and the noise amplitude remains almost constant.

(4) The effect of a rough front surface on the echo response of a micro-crack is evidently larger than that of a rough back surface. When the RMS height of the rough front or back surface is less than 15 μm, it has no significant influence on the ultrasonic detection accuracy for a line-focused transducer with a center frequency of 5 MHz and a diameter of 6 mm.

(5) The detection accuracy for micro-cracks can be efficiently estimated based on the finite element simulation and analytical model. The experimental results show good consistency with the predictions from the evaluation method.

The next research scheduled aims to compensate for the detection sensitivity for the micro-cracks on the back surface or front surface based on the evaluation method during a large-area automatic ultrasonic detection.
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