Alternative measures of uncertainty in quantum metrology: Contradictions and limits
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We examine a family of intrinsic performance measures in terms of probability distributions that generalize Hellinger distance and Fisher information. They are applied to quantum metrology to assess the uncertainty in the detection of minute changes of physical quantities. We show that different measures lead to contradictory conclusions, including the possibility of arbitrarily small uncertainty for fixed resources. These intrinsic performances are compared with the averaged error in the corresponding estimation problem after single-shot measurements.

I. INTRODUCTION

Quantum fluctuations and uncertainty are key issues in quantum physics because of the fundamental statistical nature of the theory. They also enter on practical matters such as quantum metrology, where is of fundamental importance to determine whether quantum fluctuations impose an ultimate lower limit to the uncertainty in the detection of minute changes of physical quantities. The evidence supporting the universality of a lower bound known as Heisenberg limit [1] is not as solid as it would be desirable as revealed by recent examples [2]. In some very recent approaches more conclusive results are obtained by averaging uncertainty over finite intervals for the monitored variable representing our prior knowledge about it [3].

Historically, the statistical inference about uncertainty is addressed by variance-based methods, mainly because they properly fit Gaussian statistics. Nevertheless, this may be not satisfactory enough in other situations, and alternative approaches may be of interest [4–11]. Previous works have already shown that different assessments of fluctuations may lead to contradictory and counterintuitive conclusions. For example, states with diverging variance may have arbitrary small entropy for the very same state can be either of maximum or of minimum joint uncertainty, depending on the measure used [10]. Moreover, for some entropic uncertainty measures there is no lower bound to the joint uncertainty of complementary observables [11] (see also Ref. [12]).

After these precedents we think that it is worth investigating the application of alternative measures of uncertainty to the question of fundamental resolution limits in quantum metrology caused by quantum uncertainty. To this end we address an intrinsic evaluation of the detection performance in terms of the closeness between the probability distributions associated to two close enough values of the monitored variable [13]. We use Renyi-Tsallis generalizations of the Hellinger distance and Fisher information. This is compared with the averaged error in the corresponding estimation problem.

II. GENERALIZED DISTANCES

In general terms, a signal variable ε is monitored by the transformation \( P \rightarrow P_ε \) it induces in some observed quantity \( P \). Within a quantum context we consider that \( P = P(x) \) is the probability distribution of a given observable \( X \), that will be assumed dimensionless, continuous, and unbounded, as a coordinate of a particle or a field quadrature, for example. Nevertheless, \( P \) may equally well represent any other quantity in classical or quantum physics, such as the intensity of a light beam in classical optics, for example.

We focus on the very usual case where the signal-induced transformation \( P \rightarrow P_ε \) is just a shift \( P(x) \rightarrow P(x - ε) \). The significance of \( ε \) can be assessed by the closeness between \( P(x) \) and \( P(x - ε) \) [14]:

\[
D_q = \frac{1}{2} \int_{-∞}^{∞} dx \left| P^q(x - ε) - P^q(x) \right|^{1/q},
\]

where \( q \) is any positive real number. These are Renyi-Tsallis generalizations of the Hellinger distance, that is the case \( q = 1/2 \) [8]. We may regard \( P^q \) as a kind of nonlinear record of \( P \). This can be illustrated by the example of \( P \) as light intensity where \( P^q \) for integer \( q > 1 \) may represent the nonlinear optical response of a nonlinear medium. On the other hand, \( q = 1/2 \) is the case of homodyne detection, where the detector current is proportional to the amplitude of the signal electric field.

For weak signals \( ε \ll 1 \) (the case of major interest in precision metrology) we have, to first order in \( ε \),

\[
D_q \simeq \frac{q^{1/q}}{2} |ε|^{1/q} F_q, \quad F_q = \int_{-∞}^{∞} dx P(x) \left| \frac{d}{dx} \ln P(x) \right|^{1/q}.
\]
Therefore, $F_q$ is a family of generalizations of the Fisher information as $1/q$-moments of the score, where the Fisher information is retrieved for $q = 1/2$.

This provides an estimation of detection sensitivity as the minimum signal $\epsilon_{\text{min}}$ required to exceed some threshold for $D_q$. For simplicity, we assume that such threshold does not depend on the probe state, so that the sensitivity is solely determined by $F_q$ in the form

$$\epsilon_{\text{min}} = \frac{1}{F_q^q}. \quad (3)$$

We have evaluated the generalized $F_q$ at $\epsilon = 0$. Nevertheless, the conclusions so obtained extend to other $\epsilon$ values because the signal-induced transformation is just a shift that does not affect the form of the probability distribution. This is at difference with other transformations, such as optical phase shifts, that change the form of the measured distribution for most probe states and practical observables, leading to Fisher information depending on the value of the signal. This is essentially the reason for averaging uncertainties over prescribed prior intervals for the monitored variable carried out in Ref. 8.

In the general case $D_q^q$ is not a proper distance for $q \neq 1/2$, since the triangle inequality may fail. Nevertheless, regarding metrological applications we are just interested in the $\epsilon$-dependence around $\epsilon = 0$, where, after Eq. (2), $D_q^q \propto |\epsilon| F_q^q$, behaves as a proper distance.

III. PROBE STATE

Let us consider probe states following an exponential power distribution (also referred to as generalized normal distribution, or generalized error distribution) illustrated in Fig. 1

$$P(x) = \frac{\alpha^{21/\alpha}}{2\gamma \Gamma(1/\alpha)} \exp\left(-2|\frac{x}{\gamma}|^\alpha\right), \quad (4)$$

where $\alpha$ and $\gamma$ are real nonnegative parameters. For $\alpha = 1$ this is the bound state of delta potentials $V(x) \propto -\delta(x)$, while for $\alpha = 2$ these are Gaussians including the fundamental state of harmonic oscillators, $V(x) \propto x^2$. On the other hand, for $\alpha \to \infty P(x)$ tends to be a square distribution, that for a free particle may be implemented with suitably arranged shutters acting on a momentum eigenstate 10. We assume that the signal-dependent transformation and the measurement are fast enough so we do not have to consider the free evolution of the probe during the process.

The parameter $\gamma$ may be conveniently expressed in terms of the mean value of the energy $\langle E \rangle$, according to the usual practice in quantum metrology of relating resolution with the energy resources employed 11 12. For simplicity, let us assume that the probe is a free particle $E = p^2$, where $p$ represents the dimensionless variable canonically conjugate to $x$. From now on we consider the energetically optimum case where the wave-function is real, $\psi(x) = \sqrt{P(x)}$, so that $\langle p \rangle = 0$. Then, the computation of $\langle E \rangle = (\Delta p)^2 = \langle p^2 \rangle$ readily provides a relation between $\gamma$ and the mean energy $\langle E \rangle$ valid for $\alpha > 1/2$

$$\gamma = \frac{\alpha^{21/\alpha}}{2\sqrt{\langle E \rangle}} \frac{\Gamma(2 - 1/\alpha)}{\Gamma(1/\alpha)}. \quad (5)$$

The case $\langle p \rangle = 0$ is energetically optimum because the sensitivity to $x$-shifts will depend on $\Delta x$ and $\Delta p$, but not on $\langle x \rangle$ or $\langle p \rangle$. Thus, the condition $\langle p \rangle = 0$ avoids expending energy resources on dynamical states not related with the efficiency of the detection.

IV. ALTERNATIVE MEASURES

Next, the intrinsic performance assessment in Eq. 3 is compared with the estimation uncertainty after the measurement of $X$. In all cases we follow the standard practice in quantum metrology of analyzing detection performances for fixed energy resources 11 12. We focus on single-shot measurement since it is energetically optimum to concentrate all resources in a single measurement 1.

A. Generalization of Fisher information

By direct computation of $F_q$ after Eqs. 2 and 3 we get for $\alpha > \max(1 - q, 1/2)$

$$F_q = \frac{\Gamma\left(\frac{\alpha + q - 1}{\alpha q}\right)}{\Gamma(1/\alpha)} \left(\frac{\alpha^{21/\alpha}}{\gamma}\right)^{1/q}. \quad (6)$$

After Eqs. 3, 5 and 6 we get

$$\epsilon_{\text{min}} = \frac{\Gamma^q(1/\alpha)}{\alpha^{21/\alpha} \Gamma^q(\frac{\alpha + q - 1}{\alpha q})} \gamma. \quad (7)$$
In Fig. 2 we have plotted $\epsilon_{\text{min}}$ as a function of $\ln \alpha$ for several values of $q$. We can appreciate strong differences arising for different values of $q$ and $\alpha$. For $q > 1/2$ we have $\epsilon_{\text{min}} \to \infty$ both for $\alpha \to 1/2$ and $\alpha \to \infty$, being $\epsilon_{\text{min}}$ minimum for $\alpha = 1$. On the other hand, for $q < 1/2$ we have the exact opposite behavior with $\epsilon_{\text{min}} \to 0$ both for $\alpha \to 1 - q$ and $\alpha \to \infty$, providing $\alpha = 1$ the maximum for $\epsilon_{\text{min}}$. Finally, for $q = 1/2$ there is no dependence on $\alpha$.

**B. Width of posterior distribution**

From a Bayesian perspective, after any outcome $x$ we can infer a conditional probability distribution for the estimate $\hat{\epsilon}$ of $\epsilon$ as $P(\hat{\epsilon}|x) = P(x-\hat{\epsilon})$. A suitable measure of the estimation uncertainty is given by the width of $P(\hat{\epsilon}|x)$ as a function of $\hat{\epsilon}$. Following the spirit of the preceding sections we may consider Renyi-Tsallis measures of uncertainty $\delta \hat{\epsilon}_q$ (or generalized Fisher lengths) as [12, 17] :

$$
\delta \hat{\epsilon}_q = \left[ \int dx P^q(\hat{\epsilon}|x) \right]^{-1/2} = \frac{1}{q^{1/2} \Gamma(1/\alpha) \alpha^{2/\alpha}} \Gamma^{1+2q} \left( \frac{1}{\alpha q} \right),
$$

which are independent of $x$. In Fig. 3 we have represented $\delta \hat{\epsilon}_q$ showing that it is quite similar for all values of $q$ examined, and also very similar to the case $q > 1/2$ of $\epsilon_{\text{min}}$.

**C. Mean estimation error**

After a single observation the outcome $x$ is a suitable unbiased estimator of $\epsilon$ since its average coincides with the true value $\int dxP(x|\epsilon) = \epsilon$, where $P(x|\epsilon) = P(x-\epsilon)$ is the probability of $x$ conditioned to $\epsilon$. In the same spirit of the above generalization we may consider the mean estimation error

$$
\Delta \epsilon_q = \left[ \int dx P(x|\epsilon)|x-\epsilon|^{1/q} \right]^q = \frac{1}{2^{1-\alpha} \Gamma^q(1/\alpha)^2},
$$

which is independent of $\epsilon$. In Fig. 4 we have represented $\Delta \epsilon_q$ showing that it is quite similar to $\delta \hat{\epsilon}_q$ for all values of $q$ examined.

**V. DISCUSSION AND CONCLUSIONS**

We have examined the assessment of uncertainty provided by a family of generalizations of the Hellinger distance and the Fisher information. After considering probes in exponential power distributions we have obtained two relevant conclusions:

(i) Different measures lead to contradictory conclusions. This is illustrated by the cases $q = 1/4$ and $q = 2$ in Fig. 2 where $\alpha = 1$ provides the maximum sensitivity for $q > 1/2$ and the minimum sensitivity for $q < 1/2$.

(ii) For $q < 1/2$ we get increasingly high sensitivity for probes with properly chosen values of $\alpha$ for fixed and finite resources.

We have computed also similarly generalized averaged errors in the corresponding single-shot estimation problem, showing that they do not reproduce the two above features. Thus we wonder whether there is any suitable counterpart of the Cramer-Rao lower bound involving these generalized performance measures.

We think that this approach may provide useful insights for the understanding of uncertainty, uncertainty relations, and their implications in quantum metrology. The vanishing of $\epsilon_{\text{min}}$ for finite energy resources that arise for $q < 1/2$ seems to defy basic ideas in quantum metrology about ultimate resolution limits. It would be of inter-
east to determine whether this result is related to the lack of lower bound to the joint uncertainty of incompatible observables that arises for related Renyi-Tsallis uncertainty measures [11]. On the other hand, in previous works we have found that the relation between quantum limits and uncertainty relations is not trivial since probe states leading to minimum metrological uncertainty may be far from being minimum uncertainty states [13].

The result (ii) also recalls the increasing sensitivity of Fabry-Perot arrangements for increasing mirror reflectivity [19]. This might be regarded as a kind of instrumental factor provided by the probe state that can be exploited for some values of $q$. Moreover, the ambiguity reported in conclusion (i) might be solved if physical reasons might impose that the performance measures used should be adapted to the probe state considered in each case.
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