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Abstract

Bayesian calibration is widely used for inverse analysis and uncertainty analysis for complex systems in the presence of both computer models and observation data. In the present work, we focus on large-scale fluid-structure interaction systems characterized by large structural deformations. Numerical methods to solve these problems, including embedded/immersed boundary methods, are typically not differentiable and lack smoothness. We propose a framework that is built on unscented Kalman filter/inversion to efficiently calibrate and provide uncertainty estimations of such complicated models with noisy observation data. The approach is derivative-free and non-intrusive, and is of particular value for the forward model that is computationally expensive and provided as a black box which is impractical to differentiate. The framework is demonstrated and validated by successfully calibrating the model parameters of a piston problem and identifying the damage field of an aircraft wing under transonic buffeting.
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INTRODUCTION

Fluid-Structure Interaction (FSI) problems arise in many scientific and engineering applications including, to name only a few, aircraft aeroelasticity¹⁴, parachute inflation dynamics⁴,⁵,⁶, hemodynamics⁷,⁸,⁹, and lithotripsy¹⁰,¹¹. Besides the development of mathematical models, seamless integration of observation data with these models starts to play a significant role to improve the prediction and quantify uncertainty for FSI, for example, calibration of hemodynamic model parameters to match patient data⁰ and structural damage detection using sensor data and a digital twin¹². The integration can be formulated as a data-based calibration problem. And major associated challenges include:

• Observation data are noisy;

• The calibration problems might not be done for the single fluid or structure subsystem without FSI coupling, due to strong fluid-structure coupling and complex mechanism (e.g., viscoelasticity⁸), which requires FSI solvers with advanced numerical methods particularly designed for the applications of interest;

Abbreviations: FSI, fluid structure interaction; EBM, embedded boundary method; UKI, unscented Kalman inversion; CFD, computational fluid dynamics; AMR, adaptive mesh refinement; MCMC Markov chain Monte Carlo; ETKI, ensemble transform Kalman inversion.
The FSI solvers might be given as a black box (difficult to calculate the derivative in practice), or the solvers are not differentiable due to the numerical methods (e.g., embedded boundary method and adaptive mesh refinement) or the physical nature (fracture);

Each forward FSI evaluation is expensive for real-world applications.

Therefore, an efficient non-intrusive algorithm for calibration and uncertainty quantification is highly desirable.

The present work focuses on data-based calibration for FSI problems where the structure undergoes large displacements, large rotations and/or deformations, as well as topological changes. A popular class of methods for solving this kind of FSI problems are the Embedded Boundary Method (EBM) or Immersed Boundary Method (IBM). These methods compute fluid flow on non-body-fitted computational fluid dynamics (CFD) meshes in which discrete representations of wet surfaces of obstacles are embedded or immersed. There are variants under other names, including cut cell method, fictitious domain method, ghost fluid-structure methods, and immersed boundary–Lattice Boltzmann method. However, as for data-based calibration, EBMs and IBMs might not be favorable, because they are generally not differentiable and the quantities of interest, like surface stresses and forces, require special treatments to retain smoothness. The non-differentiation and lack of smoothness are rooted in the enforcement of fluid-structure interface conditions on a non-interface-conforming mesh. More specifically, the stencils, which are used to evaluate discrete delta function or reconstruct fluid states at the "sharp interface", keep changing along with the moving interface. And the status of a node may switch between real fluid node and ghost fluid node as the structure moves through the fixed mesh, producing severe oscillations in the solution. These discrete events render adjoint-based optimization approaches almost impractical for the calibration. Moreover, EBMs and IBMs are generally combined with adaptive mesh refinement (AMR) for better resolution of the fluid-structure interface. AMR "discretely" adds and removes fluid nodes for refinement and coarsening, which further complicates the differentiation. Therefore, in the present work, we focus on derivative-free approaches for calibration. It is worth mentioning although the calibration approach is demonstrated with the EBM, it is equally applicable to its body-fitted counterpart—arbitrary Lagrangian-Eulerian (ALE) approach, which relies on mesh motion, deformation schemes, and local remeshing to maintain mesh conformity at the fluid-structure interface.

Derivative-free Bayesian calibration or inversion generally starts with the observation error model,

\[ y = G(\theta) + \eta, \]  

where the forward operator \( G : \mathbb{R}^{N_\theta} \rightarrow \mathbb{R}^{N_y} \) maps the unknown model parameter vector \( \theta \in \mathbb{R}^{N_\theta} \) to the observation vector \( y \in \mathbb{R}^{N_y} \). Specifically, the operator \( G \) represents the FSI solver with proper initial and boundary conditions. For a given observation, the observational noise \( \eta \) is unknown, but it is assumed to statistically follow a known distribution. To be concrete we will assume that it is drawn from a Gaussian with distribution \( \mathcal{N}(0, \Sigma_\eta) \). Given a guess of the distribution of \( \theta \), represented by a prior density function \( p_0(\theta) \), Bayesian calibration aims to estimate the posterior distribution of \( \theta \) that satisfies

\[ p(\theta) \propto \exp(-\Phi(\theta)) p_0(\theta) \quad \text{with} \quad \Phi(\theta) = \frac{1}{2} \Sigma_\eta^{-\frac{1}{2}} (y - G(\theta))^2, \]  

where \( \Phi(\theta) \) denotes the misfit between the modeled and observed data. The resulting \( p(\theta) \) is supposed to provide a good confidence interval of the truth parameter. In the present work, we assume there are enough observation data, and use improper uniform prior \( p_0 \propto 1 \) to let the data speak for itself. It is worth noticing that the maximum a posteriori (MAP) estimation for \( \theta \) with the improper uniform prior corresponds to the minimizer of \( \Phi(\theta) \). Mostly, the calibration is simplified and reformulated as a nonlinear least-square optimization problem to find optimal \( \theta \) that satisfies

\[ \theta = \arg \min_{\theta} \frac{1}{2} \Sigma_\eta^{-\frac{1}{2}} (y - G(\theta))^2 \]  

instead of its distribution. In this case, the major challenge of the optimization also lies in the aforementioned fact that \( G \) is not differentiable.

Traditional methods for derivative-free Bayesian calibration to estimate the posterior distribution, such as Markov chain Monte Carlo (MCMC), typically require many iterations—often more than \( 10^4 \)—to reach statistical convergence. Given that each forward run can be expensive, conducting so many runs is computationally unaffordable, rendering MCMC impractical for real-world FSI calibrations.

In the present work, we employ the Kalman inversion for the Bayesian calibration, which approximates the posterior distribution as Gaussian distribution and generally requires \( O(10) \) iterations. Kalman inversion derived from Kalman filter and its variants, including but not limited to extended Kalman filter, ensemble Kalman filter, unscented Kalman filter, and
Bayesian calibration, which are developed to sequentially update the probability distribution of states in partially observed dynamics. Kalman filtering is a two-step procedure: (1) the prediction step, where the state is computed forward in time; (2) the analysis step, where the state and its uncertainty are corrected to take into account the observation data. In the analysis step, Kalman filters use Gaussian ansatz to formulate Kalman gain to assimilate the observation and update the distribution. Numerous applications of Kalman filters, including weather forecasts, and guidance, navigation, and control of vehicles, demonstrate empirically that Kalman filters can not only calibrate the model predication, but also provides uncertainty information for state estimation problems. Kalman inversion which applies Kalman filters for parameter calibration originates from optimization method for parameter estimation. Specifically, the parameter-to-data map (Eq. (1)) is first paired with a stationary stochastic dynamical system for the parameter, and then techniques from Kalman filtering are iteratively applied to estimate the parameter given the observation data. Consider the following stochastic dynamical system:\(^{75}\)

\[
\begin{align*}
\text{evolution:} & \quad \theta_{n+1} = \theta_n + \omega_{n+1}, \\
\text{observation:} & \quad y_{n+1} = G(\theta_{n+1}) + v_{n+1},
\end{align*}
\]

where \(\theta_{n+1}\) is the unknown parameter vector at the artificial time \(n + 1\), and \(y_{n+1} = y\) is the observation, the artificial evolution error \(\omega_{n+1}\) and artificial observation error \(v_{n+1}\) are mutually independent, zero-mean Gaussian sequences with covariances \(\Sigma_\omega\) and \(\Sigma_v\), respectively. It is worth distinguishing the artificial time from the real time for time-dependent problems. In the present work, each artificial time step represents a Kalman filtering iteration in which the observation \(y\) may consist of the time-series observation data from a full forward simulation. Given its non-intrusive nature, Kalman inversion has been widely used as an optimization method for parameter estimation, especially for problems where the forward model is expensive and provided as a black box that is impractical to differentiate.

Specifically, unscented Kalman inversion (UKI) is employed in the present work, where unscented Kalman filter is iteratively applied to the stationary stochastic dynamics (Eq. (4)). From the optimization point of view, UKI converges exponentially fast for linear calibration problems. UKI performs like a generalized Levenberg-Marquardt Algorithm with a smoothed data-misfit for nonlinear calibration problems. It has been demonstrated effective for handling noisy observation data and solving even chaotic problems. From the Bayesian point of view, UKI approximates the parameter distribution by a Gaussian and allows to approximate the mean and covariance of the posterior distribution. In the present work, we focus on using UKI for Bayesian calibration and make the following contributions:

- We further develop unscented Kalman inversion methodology and establish the linear analysis about applying UKI for Bayesian calibration.
- We demonstrate that UKI is able to efficiently calibrate large-scale FSI problems under embedded/immersed boundary framework.

The remainder of this paper is organized as follows. In Section 2, Bayesian calibration and unscented Kalman inversion are introduced. Section 3 provides an overview of the FSI under embedded boundary framework. Numerical examples that demonstrate and validate the proposed approach are presented in Section 4 involving a 1D piston problem and a challenging 3D wing damage detection problem with transonic buffeting flows. Finally, conclusions are offered in Section 5.

2 | BAYESIAN CALIBRATION

Recall that the Bayesian calibration approach starts to pair the parameter-to-data relationship encoded in Eq. (1) with the stochastic dynamical system for the parameter (Eq. (4)). A useful way to think of the procedure is through the analogy to pseudo-time stepping for solving steady-state problem. To approximate the posterior distribution, we employ techniques from unscented Kalman filtering to iteratively update the conditional probability density function \(p_\theta|Y_n\) of \(\theta\) at \(Y_n\), where \(Y_n := \{y_1, y_2, \ldots, y_n\}\) is the observation set at artificial time \(n\), until its convergence. The probability density function \(p_\theta\) is approximated to be Gaussian,

\[
\mathcal{N}(m_n, C_n)
\]

with mean \(m_n\) and covariance \(C_n\) for the sake of efficiency. Hence, in Subsection 2.1 we first introduce a Gaussian approximation algorithm, which maps the space of Gaussian measures into itself at each step of the iteration; Subsection 2.2 shows how this algorithm can be made practical by applying a quadrature rule (i.e., unscented transform) to evaluate certain

\(^1\)A justification of using Gaussian to approximate the posterior distribution is from the Bernstein-von Mises theorem which states the posterior distribution becomes asymptotically a multivariate normal distribution with the increasing of data under certain regularity conditions.
integrals appearing in the conceptual Gaussian approximation, which leads to the UKI algorithm. In Subsection 2.3 we present theoretical and numerical analysis of the UKI in the linear setting.

2.1 Gaussian Approximation Algorithm

At each iteration \( n \), \( p_n \) is updated through the prediction and analysis steps\[9,20\]; \( p_n \mapsto \hat{p}_{n+1} \), and then \( \hat{p}_{n+1} \mapsto p_{n+1} \), where \( \hat{p}_{n+1} \) denotes the conditional probability density function of \( \theta_{n+1}|Y_n \).

In the prediction step, \( \hat{p}_{n+1} = \mathcal{N}(\hat{m}_{n+1}, \hat{C}_{n+1}) \) is also Gaussian under Eq. (4a) and satisfies

\[
\hat{m}_{n+1} = \mathbb{E}[\theta_{n+1}|Y_n] = m_n, \quad \hat{C}_{n+1} = \text{Cov}[\theta_{n+1}|Y_n] = C_n + \Sigma_\omega. \tag{5}
\]

In the analysis step, the joint distribution of \( \{\theta_{n+1}, y_{n+1}\}|Y_n \) can be approximated by a Gaussian distribution

\[
\mathcal{N}\left( \begin{bmatrix} \hat{m}_{n+1} \\ \hat{y}_{n+1} \end{bmatrix}, \begin{bmatrix} \hat{C}_{n+1} & \hat{C}_{n+1}^{pp} \\ \hat{C}_{n+1}^{pp T} & \hat{C}_{n+1}^{pp} \end{bmatrix} \right) \tag{6}
\]

with

\[
\hat{y}_{n+1} = \mathbb{E}[G(\theta_{n+1})|Y_n], \quad \hat{C}_{n+1} = \text{Cov}[\theta_{n+1}, G(\theta_{n+1})|Y_n], \quad \hat{C}_{n+1}^{pp} = \text{Cov}[G(\theta_{n+1})|Y_n] + \Sigma_\nu.
\]

Conditioning the Gaussian in (6) to find \( \theta_{n+1}|\{Y_n, y_{n+1}\} = \theta_{n+1}|Y_{n+1} \) gives the following expressions for the mean \( m_{n+1} \) and covariance \( C_{n+1} \) of the approximation to \( p_{n+1} \):

\[
m_{n+1} = \hat{m}_{n+1} + \hat{C}_{n+1}^{pp} (\hat{C}_{n+1}^{pp})^{-1} (y_{n+1} - \hat{y}_{n+1}),
\]

\[
C_{n+1} = \hat{C}_{n+1} - \hat{C}_{n+1}^{pp} (\hat{C}_{n+1}^{pp})^{-1} \hat{C}_{n+1}^{pp T}. \tag{8}
\]

Equations (5) to (8) establish a conceptual algorithm for application of Gaussian approximation for Bayesian calibration. And the integrals appearing in Eq. (7) are approximated by the unscented approach, which is detailed in the following subsection.

2.2 Unscented Kalman Inversion

The unscented Kalman inversion uses the following unscented transform\[25\] to evaluate Eq. (7):

**Definition 1.** Let denote Gaussian random variable \( \theta \sim \mathcal{N}(m, C) \in \mathbb{R}^{N_\theta} \), \( 2N_\theta + 1 \) symmetric sigma points are chosen deterministically:

\[
\theta^0 = m \quad \theta^j = m + c_j \sqrt{C} \quad \theta^{j+N_\theta} = m - c_j \sqrt{C} \quad (1 \leq j \leq N_\theta),
\]

where \( \sqrt{C} \) is the \( j \)th column of the Cholesky factor of \( C \). The quadrature rule approximates the mean and covariance of the transformed variable \( G_i(\theta) \) as follows,

\[
\mathbb{E}[G_i(\theta)] \approx G_i(\theta^0) \quad \text{Cov}[G_i(\theta), G_j(\theta)] \approx \sum_{j=1}^{2N_\theta} W_j^G (G_i(\theta_j) - E[G_i(\theta)]) (G_j(\theta_j) - E[G_j(\theta)])^T. \tag{10}
\]

Here these constant weights are

\[
c_j = a \sqrt{N_\theta} (j = 1, \ldots, N_\theta) \quad W_j^G = \frac{1}{2a^2 N_\theta} (j = 1, \ldots, 2N_\theta) \quad a = \min\{\sqrt{\frac{4}{N_\theta + \kappa}}, 1\}.
\]

The aforementioned unscented transform is different from the original unscented transform\[21\]. The modification we employ here replaces the original 2nd-order approximation of the \( \mathbb{E}[G_i(\theta)] \) with its 1st-order counterpart, in order to avoid negative weights.

When the unscented transform is applied to make such approximation, we obtain the unscented Kalman inversion algorithm. The hyperparameters are chosen as

\[
\Sigma_\nu = 2\Sigma_\eta \quad \text{and} \quad \Sigma_\omega = C_n. \tag{11}
\]
at the $n$-th iteration. This guarantees that the converged mean and covariance well approximate those of the posterior distribution (Eq. (2)) with an uninformative prior for well-defined inverse problems under certain conditions (See Subsection 2.3). The algorithm for unscented Kalman inversion is summarized in Algorithm 1. It is worth mentioning that in each iteration, UKI requires solving $2N_\theta + 1$ forward evaluations parallelly, where $N_\theta$ is the number of unknown model parameters.

### Algorithm 1 Unscented Kalman Inversion

1: function UKI($G$, $m_0$, $C_0$, $y$, $\Sigma_\eta$)
2: while $n \leq N_{\text{max}}$ or non-converge do
3:  Prediction step:
4:     $\hat{m}_{n+1} = m_n$  \quad $\hat{C}_{n+1} = 2C_n$
4:     Generate sigma points:
5:         $\hat{\theta}_{n+1}^0 = \hat{m}_{n+1}$
6:         $\hat{\theta}_{n+1}^j = \hat{m}_{n+1} + c_j[\sqrt{\hat{C}_{n+1}}]_j$  \quad $(1 \leq j \leq N_\theta)$
7:         $\hat{\theta}_{n+1}^{j+N_\theta} = \hat{m}_{n+1} - c_j[\sqrt{\hat{C}_{n+1}}]_j$  \quad $(1 \leq j \leq N_\theta)$
5:     Analysis step:
6:         $\hat{y}_{n+1}^j = G(\hat{\theta}_{n+1}^j)$  \quad $(0 \leq j \leq 2N_\theta)$
7:         $\hat{y}_{n+1} = \hat{y}_{n+1}^0$
8:         $\hat{C}_{n+1}^{\text{pp}} = \sum_{j=1}^{2N_\theta} W_j^r(\hat{\theta}_{n+1}^j - \hat{m}_{n+1})(\hat{y}_{n+1}^j - \hat{y}_{n+1})^T$
9:         $\hat{C}_{n+1}^{\text{pp}} = \sum_{j=1}^{2N_\theta} W_j^r(\hat{\theta}_{n+1}^j - \hat{y}_{n+1})(\hat{y}_{n+1}^j - \hat{y}_{n+1})^T + 2\Sigma_\eta$
10:        $m_{n+1} = \hat{m}_{n+1} + \hat{C}_{n+1}^{\text{pp}}(\hat{C}_{n+1}^{\text{pp}})^{-1}(y - \hat{y}_{n+1})$
11:        $C_{n+1} = \hat{C}_{n+1} - \hat{C}_{n+1}^{\text{pp}}(\hat{C}_{n+1}^{\text{pp}})^{-1}\hat{C}_{n+1}^{\text{pp}}$
6:    end while
7: return $m_{n+1}$, $C_{n+1}$
8: end function

### 2.3 Theoretical and Numerical Analysis

In this section, we present theoretical and numerical analysis about the aforementioned calibration method with respect to linear convergence, uncertainty quantification capability, and non-convex optimization.

**Theorem 1 (Linear Analysis).** In the context of linear inverse problems, for which $G(\cdot) = G$, we assume the inverse problem is well-defined, namely $G$ has full column rank, and the initial covariance matrix $C_0 > 0$ is strictly positive definite.

- The iteration for the mean $m_n$ and covariance matrix $C_n$ converges exponentially fast to limit $m_\infty$, $C_\infty$. Furthermore, the limiting mean $m_\infty$ is a minimizer of the unregularized least squares functional $\Phi (5)$; the limiting covariance matrix $C_\infty = (G^T\Sigma_\eta^{-1}G)^{-1}$ is the posterior covariance matrix with an uninformative prior.

- The uncertainty is given as an error bound about the parameter estimation

$$P\left(|\theta_{\text{ref}(i)} - m_\infty(i)| \leq 3\sqrt{C_\infty(i,i)}\right) \geq 99.7\%,$$  \quad (13)
here the subscript $i$ represents the vector or matrix index, and $\theta_{\text{ref}}$ represents the reference parameter, which satisfies $y - G\theta_{\text{ref}} \sim \mathcal{N}(0, \Sigma_\eta)$.

Proof. The proof is in Appendix A. " "

We further study numerically the performance of UKI for nonlinear calibration problems with multiple minimizers. Due to the "discrete" events existing in the EBM and IBMs, the objective function (likelihood function) $\Phi(\theta)$ might be lacking of smoothness and might have multiple local optima, which hinders classical optimization approaches. However, we find UKI, as an ensemble-based method, has a better performance in avoiding local optima.

In this comparison, UKI is compared with three other optimization methods, including derivative free ensemble transformed Kalman inversion (ETKI) described in the Appendix B.2 of the work of Huang et al. and gradient-based Newton and BFGS (Broydon-Fletcher-Goldfarb-Shanno) methods, for a nonconvex one-dimensional nonlinear least square problem with

$$G(\theta) = \sin(5\theta) + \theta \quad y = 0 \quad \Sigma_\eta = \left[1.0\right].$$

This problem has 5 global minimizers: $\theta = -0.981, -0.821, 0, 0.821, 0.981$, and numerous local minimizers. The landscape of the objective function is depicted in Fig. 1. Three different initial guesses are chosen: $m_0 = 10$, $m_1 = 11$, and $m_2 = 12$, and for UKI and ETKI the initial covariance is $C_0 = I$. The ensemble size of the ETKI is $J = 10$, which is larger than the number of $\sigma$-points used in UKI. For Newton and BFGS methods, we use library Optim.jl with the line search method proposed in the work of Hager & Zhang.

![FIGURE 1 The landscape of the objective function for the illustrative one-dimensional problem.](image)

The convergence histories obtained with these approaches are depicted in Fig. 2. Both Newton and BFGS methods are prone to be trapped in local optima, primarily because only local gradient and Hessian information are used in the solution process. However, neither ETKI nor UKI are trapped in local optima. For UKI, although there is no guarantee that the global minimizer can be found, the ensemble $\{\theta_{n+1}\}$ around the mean value $\hat{m}_{n+1}$ brings non-local information and has averaging effect on the landscape. And therefore, it is able to avoid local optima. Compared to UKI, ETKI suffers from random noise, and the estimated means oscillate around the optima.

3 | FLUID STRUCTURE INTERACTION UNDER EMBEDDED BOUNDARY FRAMEWORK

3.1 | Governing Equations

We consider solving fluid-structure interaction problems involving large structural deformations and even structural damage. Let $\Omega_F$ and $\Omega_S$ denote the fluid and the structural subdomains. The fluid is assumed to be compressible and inviscid, governed
by the following Euler equations in the Eulerian frame
\[
\frac{\partial W(x, t)}{\partial t} + \nabla \cdot F(W) = 0, \quad \forall x \in \Omega_F(t), \ t > 0,
\]
\[
W = \begin{bmatrix} \rho \\ \rho v \\ \rho e \end{bmatrix}, \quad F = \begin{bmatrix} \rho v^T \\ \rho v \otimes v + pI \\ (pe + p)v^T \end{bmatrix},
\]

where $\rho$, $v$, $p$, and $e$ denote the fluid density, velocity, pressure, and the total energy per unit mass, respectively. $I$ denotes an identity matrix. The fluid is assumed to be a perfect gas, and the following equation of state is applied to close Eq. (14)
\[
p = (\gamma - 1) \rho e,
\]

where the heat capacity ratio $\gamma$ is set to be 1.4 in this work, and $e$ denotes the internal energy per unit mass.
The dynamics of structure is governed by the following equation of motion in the Lagrangian frame

\[ \rho_s \ddot{u}(X, t) - \nabla \cdot \sigma = b, \quad \forall X \in \Omega_S(0), \ t > 0, \]

(16)

where \( u \) denotes displacement, \( \rho_s \) the material’s mass density and \( \sigma \) the Cauchy or Piola-Kirchhoff stress tensor. \( b \) denotes the body force acting in \( \Omega_S \), which is assumed to be zero in this study. The dot above a variable represents partial derivative with respect to time. Given a structural material of interest, the closure of (16) is performed by specifying a constitutive law that relates the stress tensor \( \sigma \) to the strain tensor \( \epsilon \).

The fluid-structure interface, \( \Gamma_{FS} = \partial \Omega_F(t) \cap \partial \Omega_S(t) \), is assumed to be impermeable, at which we enforce the continuity of normal velocity and surface traction, i.e.,

\[
(v - \dot{u}) \cdot n = 0, \quad \text{on} \quad \Gamma_{FS},
\]

\[
-pn = \sigma \cdot n, \quad \text{on} \quad \Gamma_{FS},
\]

(17)

where \( n \) denotes the unit normal to \( \Gamma_{FS} \).

3.2 | An Embedded Boundary Computational Framework

The above coupled problem is solved by a recently developed fluid-structure coupled computational framework\textsuperscript{[18,96,21,97]} AERO-Suite\textsuperscript{2}. The framework couples a finite volume CFD solver with a finite element computational structural dynamics solver using an embedded boundary method and a partitioned coupling procedure. The framework has been verified and validated on various applications, including dynamic implosion of underwater cylindrical shells\textsuperscript{[18,96,98]}, F/A-18 vertical tail buffeting\textsuperscript{20}, and Mars landing parachute inflation dynamics\textsuperscript{[99,5,100]}.

3.2.1 | FIVER: A Finite Volume Method Based on Exact Riemann Solver

The fluid governing equation is semi-discretized in an augmented fluid domain \( \tilde{\Omega} = \Omega_F \cup \Omega_S \), using an unstructured, node centered, non-interface-conforming finite volume mesh, denoted by \( \tilde{\Omega}^h \). Figure 3 presents an example to illustrate the non-interface-conforming mesh. Within each control volume \( C_i \) in \( \tilde{\Omega}^h \), Eq. (14) is integrated as

\[
\frac{\partial W_i}{\partial t} + \frac{1}{\|C_i\|} \sum_{j \in Ne(i)} \int_{\partial C_{ij}} F(W) \cdot n_{ij} dS = 0,
\]

(18)

where \( W_i \) denotes the average of \( W \) in \( C_i \), \( \|C_i\| \) denotes the volume of \( C_i \), \( Ne(i) \) denotes the set of nodes connected to node \( i \) by an edge, \( \partial C_{ij} = \partial C_i \cap \partial C_j \), and \( n_{ij} \) is the unit normal to \( \partial C_{ij} \). Away from the fluid-structure interface, the flux through each segment \( \partial C_{ij} \) in Eq. (18) is approximated using Roe’s (or any other similar) approximate Riemann solver\textsuperscript{103} equipped with a MUSCL technique\textsuperscript{104} and a slope limiter.

![Illustration of the non-interface-conforming mesh under embedded boundary framework.](https://bitbucket.org/frg/)
At the embedded fluid-structure interface, the flux in Eq. (18) is approximated with the reconstructed fluid state vector, which satisfies the transmission conditions (17). The reconstruction is through solving a one-dimensional fluid-solid Riemann problem. Specifically, as shown in the right figure in Figure 3, suppose node $i$ belongs to the fluid subdomain, node $j$ belongs to the solid subdomain, and edge $i-j$ intersects the embedded interface $\Gamma_{FS}$. We construct the following one-dimensional fluid-solid Riemann problem along $n_S$, the unit normal of $\Gamma_{FS}$ (toward the structure) at its intersection with edge $i-j$, at each time-instance $t_n$

$$
\frac{\partial w}{\partial \tau} + \frac{\partial F(w)}{\partial \xi} = 0, \quad 0 \leq \tau \leq \Delta t_n, \quad \xi < (u_0 \cdot n_S)\tau,
$$

$$
\xi(\xi, 0) = w_i, \quad \xi < 0,
$$

$$
v((u_0 \cdot n_S)\tau, \tau) = u_0 \cdot n_S, \quad 0 \leq \tau \leq \Delta t_n,
$$

$
\xi
$ is the spatial coordinate along the one-dimensional axis aligned with $n_S$ and centered at the intersection point. The initial state $w_i$ is the projection of $W_i$ on $n_S$, i.e.

$$
w_i = \left[ \begin{array}{c} \rho_i \\ \rho_i (u_i \cdot n_S) - \frac{1}{2} (u_i \cdot n_S)^2 \end{array} \right].
$$

$u_0$ denotes the velocity of the structure at $t_n$. The exact solution of this Riemann problem can be derived analytically. And the state variables and the tangential fluid velocity are used to reconstruct the fluid state vector at the fluid-structure interface. The resulting semi-discretization of Eq. (14) can be written in a compact form as

$$
\frac{dW^h}{dt} + V^{-1}F(W^h) = 0,
$$

where $W^h$, $V$, and $F(W^h)$ denote the vector of semidiscrete fluid state variable, the diagonal matrix storing the volume of control volumes, and the vector of numerical flux, respectively.

### 3.2.2 A Finite Element Structural Solver

The structural governing equation is solved using a standard Galerkin finite element method. The semi-discretized equation is written as

$$
M \frac{\partial^2 u^h}{\partial t^2} + f^{int}(u^h, \frac{\partial u^h}{\partial t}) = f^{ext},
$$

where $M$ denotes the mass matrix, $u^h$ denotes the discrete displacement vector. $f^{int}$ and $f^{ext}$ denote the discrete internal force and external force vector, respectively. Based on the dynamics interface condition (Eq. (17)), the fluid-induced external forces are computed by integrating the fluid pressure over the embedded interface. Additional details can be found in Section 3.8.3 in the work of Main.

### 3.2.3 Partitioned Coupling Procedure

We employ a partitioned procedure to advance the fluid subsystem (23) and structure subsystem (24) in time, following the work of Farhat et al. Specifically, the fluid and structural discretized equations are solved independently with different time integrators. The two solvers exchange information at the fluid-structure interface once per time step in a staggered manner, i.e., the fluid and solid time steps are offset by half a step. This is a designed feature to achieve second-order accuracy in time while maintaining optimal numerical stability.

### 4 NUMERICAL RESULTS

In this section, we apply the unscented Kalman inversion and the embedded boundary framework presented in Sections 2 and 3 to calibrate parameters, as well as quantify their uncertainty, for two FSI problems with noisy observation data. The first case is a one-dimensional piston model problem, where the damping coefficient, the spring stiffness, and the initial fluid pressure are calibrated from the piston displacement. The second case is a challenging three-dimensional aeroelasticity problem of a damaged aircraft wing, where the damage field, specifically the coefficients of first 5 modes, is inferred from the displacement...
during its transonic buffet. For both cases, we prescribe a reference value for the parameters of interest and generate the time-series observation data in which additional Gaussian random noise is added. Then, using the noisy data, we solve the Bayesian calibration problem to retrieve the predefined parameters and associated uncertainties. The code associated with these two test cases is accessible online: [https://github.com/Zhengyu-Huang/InverseProblems.jl](https://github.com/Zhengyu-Huang/InverseProblems.jl).

### 4.1 Piston Problem

We first consider a canonical FSI model problem: a one-dimensional piston problem depicted in Fig. 4. The inviscid fluid is governed by the one-dimensional Euler equations defined within domain $x \in [0, 1-u]$, where $u$ is the displacement of the piston. The fluid is initially at rest, with initial density, velocity, and pressure given by:

$$
\rho_0 = 1.225, \quad v_0 = 0, \quad p_0 = 2.0.
$$

No-penetration wall boundary condition is imposed on the left end of the fluid domain. On the right, the fluid interacts with a piston. The piston is connected with a spring and a damper that are attached to a wall on the right at $x = 1$. The dynamics of the piston can be described by the second order ordinary differential equation:

$$
m_s \ddot{u} + c_s \dot{u} + k_s u = f_{ext},
$$

where the mass coefficient is $m_s = 1$, the damping coefficient is $c_s = 0.5$, and the spring stiffness is $k_s = 2$. The external force $f_{ext}$ is the fluid pressure load on the piston:

$$
f_{ext}(t) = p(x_p(t)),
$$

where $x_p(t) = 1 - u(t)$. The piston is initialized at $x = 1$, with $u(0) = 0$ and $\dot{u}(0) = 0$.

![FIGURE 4 One-dimensional piston system](image)

For the forward problem, the computational domain is semi-discretized by a uniform grid with $\Delta x = 5 \times 10^{-3}$. The explicit 2nd-order Runge-Kutta time integrator is used for the fluid and implicit 2nd-order mid-point rule time integrator is applied for the structure with a constant time step $\Delta t = 10^{-3}$. The coupling between fluid and structure is based on a partitioned procedure and an embedded boundary method which are applied in FIVER (Section 3.2). The coupled system is integrated till the final time $T = 1$.

For the inverse problem, we consider two scenarios:

1. calibrate only the structure parameters $\theta = [c_s; k_s]$ with $N_\theta = 2$;
2. calibrate both structure parameters and fluid initial pressure $\theta = [c_s; k_s; p_0]$ with $N_\theta = 3$.

The observation data consist of $N_y = 100$ piston displacement measurements collected at every $10^{-2}$ till $T = 1$. These observation data are generated with reference parameters and corrupted with zero-mean random Gaussian noise with standard deviation $\sigma_y = 2 \times 10^{-3}$. The observation data are depicted in Fig. 5 left; and the corresponding fluid states at the end time is depicted in Fig. 5 right, the rarefaction wave is generated in the flow due to the receding motion of the piston.

For both scenarios, the UKI is initialized with $\theta_0 \sim \mathcal{N}(I, 0.1^2I)$. The estimated parameters and associated 2-\sigma confidence intervals for each component at each iteration are depicted in Fig. 6. The UKI converges efficiently. Reference values falls within the confidence interval with high probability, although the uncertainty is larger for the 3-parameter scenario. The reference posterior distribution is approximated by the random walk MCMC method with a step size $1.0 \times 10^{-2}$ and $5 \times 10^4$ samples (with a $10^4$ sample burn-in period). The posterior distributions obtained by the UKI at the 15th iteration are depicted in Fig. 7. The UKI delivers a very similar posterior distribution, but at a significantly cheaper computational cost.
Wing Damage Detection Problem

The second test is a challenging real-world FSI problem associated with a damaged AGARD wing under going transonic buffet. We consider a cruise condition, where the atmospheric density is \( \rho_\infty = 0.61 \times 10^{-7} \text{ slug/in}^3 \) and the atmospheric pressure is \( p_\infty = 6 \text{ slugs/(in} \cdot \text{s}^2) \); the free-stream Mach number is \( M_\infty = 0.97 \); and the angle of attack is \( \alpha = 7.5^\circ \). The AGARD wing structure is modeled as a nonlinear elastic composite shell (See Fig. 8-left). The orthotropic properties of this material are density \( \rho_s = 4.6 \times 10^{-4} \text{ slug/in}^3 \), parallel Young’s modulus \( E_1 = 5.874 \times 10^6 \text{ slugs/(in} \cdot \text{s}^2) \), orthogonal Young’s modulus \( E_2 = 7.20 \times 10^6 \text{ slugs/(in} \cdot \text{s}^2) \), rigidity modulus \( G = 7.1688 \times 10^5 \text{ slugs/(in} \cdot \text{s}^2) \), and Poisson’s ratio \( \nu = 0.31 \). The physical dimensions are reported in Table 1. The thickness distribution is governed by the airfoil shape.

The computational fluid domain \([-100'', 150''\times [0'', 150''\times [-100'', 100''] \text{ is discretized by the three-dimensional tetrahedral Eulerian mesh. The mesh contains 218, 880 vertices and 1, 248, 912 tetrahedral elements, with a 0.75 inch resolution near the AGARD wing (See Fig. 8-right). The AGARD wing finite element model consists of 800 triangular composite shell elements and 2, 646 degrees of freedom (See Fig. 8-left-top). The embedded surface, representing the wing skin surface, consists of 2788 triangles (See Fig. 8-left-bottom).}

We assume the damage in aircraft wing to be isotropic elasticity-based damage and consider only the damage in the spar direction (y-direction) for simplicity. Specifically, a simple continuum damage model is used in which a scalar damage variable
FIGURE 7 Pairwise posterior distribution of the piston model problem for both 2-parameter (a) and 3-parameter (b-d) scenarios. Contour plot: the posterior distribution obtained by the UKI at the 15th iteration; blue dots: reference posterior distribution obtained by MCMC.

| Parameter   | Type/Value |
|-------------|------------|
| Wingspan    | 30 inches  |
| Root chord  | 21.96 inches |
| Tip chord   | 14.5 inches |
| Sweep       | 45°        |

$\omega$ is used to measure the average damage effects on the material’s mechanical response. The damage effects are imposed by modifying the elastic moduli of the material:

$$E_1^d(y, \theta) = (1 - \omega(y, \theta)) E_1 \quad E_2^d(y, \theta) = (1 - \omega(y, \theta)) E_2 \quad \text{and} \quad G^d(y, \theta) = (1 - \omega(y, \theta)) G.$$  

Here, the damage $\omega(y, \theta)$ is designed to vary between $\omega_{\text{min}} = -0.1$ (hardening) to $\omega_{\text{max}} = 0.9$ (softening):

$$\omega(y, \theta) = \frac{\omega_{\text{max}} - \omega_{\text{min}}}{1 - \frac{\omega_{\text{min}}}{\omega_{\text{max}}}} \exp \left( \log \frac{a(y, \theta)}{\omega_{\text{max}}} \right) + \omega_{\text{min}},$$  

(25)
where \( \log a(y, \theta) \) is a log-Gaussian random field that depends on parameters \( \theta \in \mathbb{R}^{N_\theta} \). Specifically, the log-Gaussian random field is approximated by the following Karhunen-Loève (KL) expansion

\[
\log a(y, \theta) = \sum_{l=1}^{+\infty} \theta_{(l)} l \sqrt{\chi_l} \psi_l(y),
\]

where the random variables \( \theta_{(l)} \sim \mathcal{N}(0, 1) \) are independent and identically distributed, and the eigenpairs are of the form

\[
\psi_l(y) = \sqrt{2} \cos(\pi l y) \quad \text{and} \quad \chi_l = (\pi^2 l^2 + \tau^2)^{-d} \quad \text{with} \quad \tau = 2, \quad d = 1.
\]

This setup gives rise to a zero mean state of \( \log a(y, \theta) \) which corresponds to the undamaged state \( \omega(y, \theta) = 0 \). And the damage \( \omega \) increases monotonically with \( \log a \). In this test, we consider the first 10 KL modes (i.e., with 10 sampled \( \theta_{(l)} \)) and generate the reference damage field \( \omega_{\text{ref}}(y) \) from Eqs. (25) and (26). The resulting damage field \( \omega_{\text{ref}}(y) \) is depicted in Fig. 11.

For the forward problem, we apply FIVER (Section 3.2) to solve for the fluid dynamics and structural response. Specifically, an implicit backward Euler time integrator is used for the fluid and an implicit 2nd order mid-point rule time integrator is applied to for the structure with a constant time step \( \Delta t = 5 \times 10^{-5} \) s. The simulation starts from a steady flow field depicted in Fig. 9 in which a shock wave forms on the wing. When the coupled simulation starts, the wing starts buffeting, interacts with the shock wave, and undergoes large deformations (See Fig. 10). The coupled system is integrated till \( T = 0.1 \) s. And each forward run takes about 36 core hours.

For the inverse problem, the damage field \( \omega(y, \theta) \) is inferred from the displacement measurements of the wing buffeting motion. With the reference damage field, we construct the observation \( y_{\text{obs}} \) at 12 locations (See Fig. 11) on the leading edge, half chord position, and trailing edge with 5% synthetic Gaussian random noises:

\[
y_{\text{obs}} = y_{\text{ref}} + 5\%y_{\text{ref}} \odot \mathcal{N}(0, I),
\]

where \( \odot \) denotes element-wise multiplication. The observation data are collected every 0.002 s, giving \( N_y = 600 \) observation data in total (See Fig. 14).

The UKI is applied to retrieve the first \( N_\theta = 5 \) KL modes; in essence the model form error exists. The solution process is initialized with \( m_0 = 0 \) (no damage) and \( C_0 = I \), and hence \( \theta_0 \sim \mathcal{N}(0, I) \). The observation error is set to follow \( \eta \sim \mathcal{N}(0, 0.1^2 I) \); in essence we assume imperfect knowledge of the noise model. For \( N_\theta = 5 \), each iteration includes 11 parallel forward runs. The optimization errors \( \Phi(\theta) \) in Eq. (5) at each iteration are plotted in Fig. 12 showing fast convergence. The estimated damage field \( \omega(y, \theta) \) and the associated 2-\( \sigma \) confidence intervals at the 15-th iteration are depicted in Fig. 13. The truth damage field

**FIGURE 8** Computational models for the AGARD wing: finite element structural model (left-top), the wing skin surface of this model (left-bottom), and CFD mesh (right).
FIGURE 9 Initial condition for the FSI simulation: pressure coefficient on the wing and Mach contour profile in the fluid. The initial condition is also the converged steady state result with a fixed AGARD wing.

FIGURE 10 AGARD wing transonic buffeting: Snapshots of the fluid-structure solution at $t = 0.025$ s, $t = 0.05$ s, $t = 0.075$ s, $t = 0.10$ s (left to right) with pressure coefficient on the wing and Mach contour in the fluid.

$\omega_{\text{ref}}$ falls within the confidence interval with high probability. The predicted displacement fields at these measurement locations and the displacement predicted with the initial guess (no-damage case) are depicted in Fig. [14]. It is worth mentioning that all displacement curves are very close to the observation data, which indicates the wing displacement is not very sensitive to the damage. However, UKI still delivers a good estimate of the damage field, which demonstrates the effectiveness of the Bayesian calibration procedure for real-world applications.

5 | CONCLUSION

This paper presents a general Bayesian calibration framework for FSI problems based on unscented Kalman inversion. It is attractive for at least four reasons: i) It is non-intrusive and derivative-free; ii) It is robust for chaotic inverse problems with noisy observations; iii) It provides uncertainty information; iv) It is embarrassingly parallel. It is well-adapted to parameter/field estimation problems for any large complex computational models given as a black box. There are numerous directions for future improvements:
FIGURE 11 Reference damage field $\omega_{ref}(y)$ of the AGARD wing and the 12 pointwise measurement locations (black dots).

FIGURE 12 The optimization error $\frac{1}{2} \| \Sigma^{-\frac{1}{2}} (y - G(\theta)) \|^2$ at each UKI iteration for the wing damage detection problem.

- At each iteration, UKI requires solving the forward problem $2N_p + 1$ times. Although these forward solver evaluations are embarrassingly parallel, the computational cost might be intractable when the number of parameters $N_p$ is large or the forward evaluation is expensive. The use of reduced-order models, including but not limited to neural network surrogate models, projection-based reduced order models, and Kernel-based surrogate models, is worth exploring in the future.

- For the damage detection problem in Subsection 4.2, the sensors are uniformly located on the aircraft wing. Optimal sensor placement, which potentially makes data collection more efficient and makes the algorithm converge faster, is worth further investigation. And more realistic damage and fracture models will be considered in the future.
The estimated damage field \( \omega(y, \theta_n) \) (red solid line) and the associated 2-\( \sigma \) confidence intervals (red dashed lines) at the 15-th iteration; The reference damage field \( \omega_{ref}(y) \) (blue star line); The initial guess of the damage field at the 0-th iteration (green dashed line) for the wing damage detection problem.

- For Bayesian calibration problems with time-series data studied in the present work, other Kalman methodology (e.g. Kalman smoother) will be applied and studied in the future.
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APPENDIX

A PROOF OF THEOREM

Thanks to the linearity, the Eqs. (7) are reduced to

\[
\hat{y}_{n+1} = Gm_n, \quad \hat{C}_{np} = \hat{C}_{n+1}G^T, \quad \text{and} \quad \hat{C}_{pp} = G\hat{C}_{n+1}G^T + \Sigma_n.
\]
The update equations \( \mathbf{m}_n \) become
\[
\mathbf{m}_{n+1} = \mathbf{m}_n + \mathbf{C}_{n+1} \mathbf{G}^T \left( \mathbf{G} \mathbf{C}_{n+1} \mathbf{G}^T + \Sigma_v \right)^{-1} (\mathbf{y} - \mathbf{G} \mathbf{m}_n),
\]
\[
\mathbf{C}_{n+1} = \mathbf{C}_n \Sigma_v^{-1} \mathbf{G}^T \left( \mathbf{G} \mathbf{C}_n \mathbf{G}^T + \Sigma_v \right)^{-1} \mathbf{G} \mathbf{C}_{n+1},
\]  
(A1)

with \( \mathbf{C}_{n+1} = \mathbf{C}_n + \Sigma_v \).

With the hyperparameters defined in Eq. (11), the update equation of \( \{\mathbf{C}_n\} \) in Eq. (A1) can be rewritten as
\[
\mathbf{C}_n^{-1} = \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} + (\mathbf{C}_n + \Sigma_v)^{-1} = \frac{1}{2} \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} + (2\mathbf{C}_n)^{-1}.
\]
(A2)

We have a closed formula for \( \mathbf{C}_n^{-1} \):
\[
\mathbf{C}_n^{-1} = \left[ 1 - \frac{1}{2^2} \right] \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} + \frac{1}{2^n} \mathbf{C}_0^{-1}.
\]
(A3)

This leads to the exponential convergence \( \lim_{n \to \infty} \mathbf{C}_n^{-1} = \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} \).

The convergence proof of \( \mathbf{m}_n \) basically follows the work of Huang et al.\(^{75}\) Equations (A2) and (A3) lead to
\[
\frac{1}{2} \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} = \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} \leq \mathbf{C}_n^{-1} \leq \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} + \Sigma_v^+ \quad \text{where} \quad \Sigma_v^+ = \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} + \mathbf{C}_0^{-1}.
\]
(A4)

The update equation of \( \mathbf{m}_n \) in Eq. (A1) can be rewritten as
\[
\mathbf{m}_{n+1} = \mathbf{m}_n + \mathbf{C}_{n+1} \mathbf{G}^T (\mathbf{y} - \mathbf{G} \mathbf{m}_n),
\]
(A5)

We have the assumption that \( \mathbf{G} \) has full column rank, and therefore, \( \mathbf{B} := \mathbf{G}^T \Sigma_v^{-1} \mathbf{G} \) is positive definite. From this, it follows that \( \mathbf{I} - \mathbf{C}_{n+1} \mathbf{B} \) has the same spectrum as \( \mathbf{I} - \mathbf{B}^{-\frac{1}{2}} \mathbf{C}_{n+1} \mathbf{B}^{-\frac{1}{2}} \). Using the bounds on \( \mathbf{C}_{n+1} \) appearing in Eq. (A4), the spectral radius of the
update matrix in Eq. (A5) satisfies
\[
\rho (I - C_{n+1} G^T \Sigma^{-1} G) = \rho (I - C_{n+1} B) \\
= \rho (I - \sqrt{B} C_{n+1} \sqrt{B}) \\
\leq 1 - \rho \left( \sqrt{B} (B + \Sigma) \right)^{-1} \sqrt{B} \\
= 1 - \epsilon_0,
\] (A6)
where \(\epsilon_0 \in (0, 1)\). Hence, we have that \(\{m_n\}\) converges exponentially to \(m_\infty\), which satisfies \(G^T \Sigma^{-1} (y - G m_\infty) = 0\). And it is a minimizer of \(\Phi\).

As for the uncertainty estimation, we have
\[
G^T \Sigma^{-1} (y - G m_\infty) = 0 \\
C^{-1}_\infty = G^T \Sigma^{-1} G.
\]
and
\[
\eta_r = y - G \theta_{ref} \sim \mathcal{N}(0, \Sigma_\eta).
\]
When \(G\) is of full column rank, \(G^T \Sigma^{-1} G\) is non-singular. We have
\[
\theta_{ref} - m_\infty = \left( G^T \Sigma^{-1} G \right)^{-1} G^T \Sigma^{-1} \eta_r, \\
\theta_{ref} - m_\infty \sim \mathcal{N}(0, (G^T \Sigma^{-1} G)^{-1}) = \mathcal{N}(0, C_\infty).
\]
Therefore, each component of \(\theta_{ref} - m_\infty\) obeys Gaussian distribution,
\[
\theta_{ref(i)} - m_{\infty(i)} \sim \mathcal{N}(0, C_{\infty(i,i)}).
\]
The empirical rule of Gaussian implies Equation (13).
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