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Abstract

We present the Fröhlich-Spencer proof of the Berezinskii-Kosterlitz-Thouless transition. Our treatment includes the proof of delocalization for the integer-valued discrete Gaussian free field at high temperature and the proof of existence of a phase with power-law decay of correlations in the plane rotator model with Villain interaction, both in two dimensions. The treatment differs from the original in various technical points and we hope it will be of benefit to the community.

1 Introduction

Berezinskii [1, 2] and Kosterlitz and Thouless [14, 15] predicted in 1972 the existence of new types of phase transitions leading to topological phases of matter. These theoretical discoveries were the basis for the award of the 2016 Nobel prize in Physics to Haldane, Kosterlitz and Thouless. Fröhlich and Spencer [9] proved these predictions with mathematical rigor in a celebrated 1981 paper. The Fröhlich-Spencer proof yielded a wealth of information on many two-dimensional models of statistical physics: Delocalization for the integer-valued discrete Gaussian free field and the Solid-On-Solid model at high temperature, the absence of Debye screening in the Coulomb gas at low temperature, the existence of a phase with power-law decay of correlations (the Berezinskii-Kosterlitz-Thouless phase) in the plane rotator models with XY and Villain interactions at low temperature and in the $Z_n$ clock models at large $n$ and intermediate temperatures. Nevertheless, mathematical understanding of the fine properties of these models remains incomplete with many outstanding open questions (see Section 7). In this paper we present the Fröhlich-Spencer proof of the delocalization of the integer-valued discrete Gaussian free field and the existence of the Berezinskii-Kosterlitz-Thouless phase in the plane rotator model with Villain interaction. While our proof is essentially the same as the original, we have attempted to make the presentation accessible by providing a detailed overview of the proof, organizing the arguments into additional intermediate steps and making various local enhancements. We additionally chose to provide all arguments in finite volume (with estimates uniform in the volume) to reduce the technical prerequisites on the side of the reader. A review of some of the main differences from the original paper is in Section 1.8. It is hoped that this paper will be of benefit to the community and provide further access to the remaining challenges.

1.1 Notation

In presenting the main results and throughout the paper we use the following notation.
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Let $\Lambda^\text{free}_L$, $L > 1$, be the graph whose vertices are $V(\Lambda^\text{free}_L) = \{0, \ldots, L - 1\}$, and whose edges $E(\Lambda^\text{free}_L)$ are all pairs $\{(a, b), (c, d)\}$ with $\{|a - b|, |c - d|\} = \{0, 1\}$.

Let $\Lambda^\text{per}_L$, $L > 1$ even, be the graph whose vertices are $V(\Lambda^\text{per}_L) = \{0, \ldots, L - 1\}$, and whose edges $E(\Lambda^\text{per}_L)$ are all pairs $\{(a, b), (c, d)\}$ with $(a, b), (c, d)$ equal in one coordinate and differing by exactly one modulo $L$ in the other coordinate. We require $L$ to be even so that $\Lambda^\text{per}_L$ is bipartite.

Let $\Lambda^\text{zero}_L$, $L > 1$, be the multigraph whose vertices are $V(\Lambda^\text{zero}_L) = V(\Lambda^\text{free}_L) \cup \{z\}$ and whose edges are $E(\Lambda^\text{free}_L)$ adjoined with an edge $\{j, z\}$, for each $j \in V(\Lambda^\text{free}_L)$, of multiplicity 4 minus the degree of $j$ in $\Lambda^\text{free}_L$ (so that each $j \in V(\Lambda^\text{zero}_L)$ has degree 4 in $\Lambda^\text{zero}_L$).

We call $\Lambda$ a square domain if $\Lambda$ is either $\Lambda^\text{free}_L$, $\Lambda^\text{per}_L$ or $\Lambda^\text{zero}_L$ for some $L > 1$ ($L$ even for $\Lambda^\text{per}_L$) and distinguish the cases by saying that $\Lambda$ has free, periodic or zero boundary conditions (b.c.), respectively.

For a finite, connected graph $\Lambda$ and $j, \ell \in V(\Lambda)$ we write $j \sim \ell$ to denote that $j$ and $\ell$ are adjacent. We write $\text{dist}(j, \ell)$ for the graph distance between $j$ and $\ell$ and $\text{dist}(A, B) := \min_{j \in A, \ell \in B} \text{dist}(j, \ell)$ for $A, B \subseteq V(\Lambda)$. We define the finite difference Laplacian $\Delta_\Lambda$ of $\Lambda$ as the linear operator satisfying

$$ (\Delta_\Lambda f)(j) := \sum_{\ell, \ell \sim j} f_\ell - f_j $$

(with both terms inside the sum, so that $f(j)$ is multiplied by the degree of $j$). We define $\Delta^{-1}_{\Lambda}$ to be the Moore-Penrose pseudoinverse of $\Delta_\Lambda$, characterized by requiring that $\Delta^{-1}_{\Lambda}$ be linear and

$$ \Delta_\Lambda \Delta^{-1}_{\Lambda} f = \Delta^{-1}_{\Lambda} \Delta_\Lambda f = f \text{ for every } f : \Lambda \to \mathbb{R} \text{ with } \sum_{j \in \Lambda} f(j) = 0, \quad \Delta^{-1}_{\Lambda} f = 0 \text{ for constant } f. $$

We call $-\Delta^{-1}_{\Lambda}$ the Green function of $\Lambda$. For notational simplicity, we identify $\Lambda$ with $V(\Lambda)$ when no ambiguity can arise. For $f, g : \Lambda \to \mathbb{R}$ we write

$$ \langle f, g \rangle := \sum_{j \in \Lambda} f_j g_j. $$

### 1.2 Discrete Gaussian Free Field

The discrete (or lattice) Gaussian free field on a finite, connected graph $\Lambda$ at inverse temperature $\beta > 0$, normalized to take values in $[-\pi, \pi]$ at a given $v \in \Lambda$, is the measure on $\phi : \Lambda \to \mathbb{R}$ given by

$$ d\mu^{\text{GFF}}_{\beta, \Lambda, v}(\phi) := \frac{1}{Z^{\text{GFF}}_{\beta, \Lambda, v}} \exp \left[ -\frac{\beta}{2} \sum_{j \sim \ell} (\phi_j - \phi_\ell)^2 \right] \mathbb{1}_{[-\pi, \pi]}(\phi_v) \prod_{j \in \Lambda} d\phi_j, $$

where $d\phi_j$ is the Lebesgue measure on $\mathbb{R}$, and the normalization constant $Z^{\text{GFF}}_{\beta, \Lambda, v}$ makes $\mu^{\text{GFF}}_{\beta, \Lambda, v}$ into a probability measure. We emphasize that in the sum over $j \sim \ell$ each edge of $\Lambda$ is counted exactly once. We write $\mathbb{E}^{\text{GFF}}_{\beta, \Lambda, v}$ for the corresponding expectation.

The normalization $\phi_v \in [-\pi, \pi)$, instead of the more standard requirement that $\phi_v = 0$, is chosen with a view towards Section 1.5 below, where we augment the above definition with the addition of $2\pi$-periodic single-site weights. This choice does not affect the distribution of the gradients $(\phi_j - \phi_\ell)$, $j, \ell \in \Lambda$, for the discrete Gaussian free field.

For every $f : \Lambda \to \mathbb{R}$ satisfying $\sum_{j \in \Lambda} f_j = 0$ it holds that

$$ \mathbb{E}^{\text{GFF}}_{\beta, \Lambda, v} \left[ e^{\langle \phi, f \rangle} \right] = \exp \left( \frac{1}{2\beta} \langle f, -\Delta^{-1}_{\Lambda} f \rangle \right), $$

(1.4)
as one sees with the change of variables $\phi_j \to \phi_j + \sigma_j$, where $\sigma : \Lambda \to \mathbb{R}$ is the solution of
\[
\begin{cases}
(-\Delta_\Lambda)\sigma = \frac{1}{2}\beta f, \\
\sigma_v = 0.
\end{cases}
\] (1.5)
The equality (1.4) remains valid also when $f$ is allowed to take complex values (but still sums to 0), by analytic continuation.

1.3 Integer-Valued Discrete Gaussian Free Field

The integer-valued discrete Gaussian free field on a finite, connected graph $\Lambda$ at inverse temperature $\beta > 0$, normalized to equal 0 at a given $v \in \Lambda$, is the measure on $m : \Lambda \to \mathbb{Z}$ given by
\[
d\mu_{\beta,\Lambda,v}^\text{IV}(m) := \frac{1}{Z_{\beta,\Lambda,v}^\text{IV}} \exp \left[ -\frac{\beta}{2} \sum_{j \sim \ell} (m_j - m_\ell)^2 \right] d\delta_0(m_v) \prod_{j \in \Lambda \setminus \{v\}} d\text{count}(\mathbb{Z})(m_j)
\]
where $\delta_0$ is the Dirac delta measure at 0, $d\text{count}(\mathbb{Z})$ is the counting measure on $\mathbb{Z}$, and the normalization constant $Z_{\beta,\Lambda,v}^\text{IV}$ normalizes the measure $\mu_{\beta,\Lambda,v}^\text{IV}$ to be a probability measure. We write $\mathbb{E}_{\beta,\Lambda,v}^\text{IV}$ for the corresponding expectation.

Our main interest is in computing $\mathbb{E}_{\beta,\Lambda,v}^\text{IV}[F(m)]$ for functionals $F : \mathbb{Z}^\Lambda \to \mathbb{R}$ which are invariant under translation by constant functions (i.e., $F(m) = F(m + c)$ for constant $c : \Lambda \to \mathbb{Z}$). We note that for such functionals, the expectation is independent of the choice of $v \in \Lambda$, i.e.,
\[
\mathbb{E}_{\beta,\Lambda,v_1}^\text{IV}[F(m)] = \mathbb{E}_{\beta,\Lambda,v_2}^\text{IV}[F(m)], \quad v_1, v_2 \in \Lambda.
\]

It is well known that the integer-valued discrete Gaussian free field is localized at low temperature, as follows from standard Peierls-type arguments. For instance, that there exist absolute constants $\beta_0, C > 0$ for which
\[
\mathbb{E}_{\beta,\Lambda,v}^\text{IV}_{\text{free},(0,0)}[(m_j - m_k)^2] \leq C, \quad \text{for all } L > 1, j, k \in \Lambda_{\text{free}}^\text{free} \text{ and } \beta \geq \beta_0.
\]

Fröhlich and Spencer [9] prove the following theorem which establishes the existence of a roughening transition for the integer-valued discrete Gaussian free field.

**Theorem 1.1.** For every $\varepsilon > 0$, there exists $\beta_0 > 0$, such that the following holds for any square domain $\Lambda$, with free or periodic b.c., and any $\beta < \beta_0$. For every $f : \Lambda \to \mathbb{R}$ with $\sum_{j \in \Lambda} f_j = 0$,
\[
\mathbb{E}_{\beta,\Lambda,v}^\text{IV}[e^{\langle m, f \rangle}] \geq \exp \left[ \frac{1}{2(1 + \varepsilon)\beta} \langle f, -\Delta_\Lambda^{-1} f \rangle \right],
\]
(1.6)

Consequently, for such $f$,
\[
\mathbb{E}_{\beta,\Lambda,v}^\text{IV}[\langle m, f \rangle^2] \geq \frac{1}{(1 + \varepsilon)\beta} \langle f, -\Delta_\Lambda^{-1} f \rangle
\]
and, in particular, for some absolute constant $c > 0$,
\[
\mathbb{E}_{\beta,\Lambda,v}^\text{IV}[(m_j - m_k)^2] \geq \frac{c}{\beta} \cdot \log(\text{dist}(j, k) + 1), \quad j, k \in \Lambda.
\] (1.7)

The results of Fröhlich and Park [8] Section 3] imply the following proposition, which shows that the fluctuations of the integer-valued discrete Gaussian free field are dominated by those of the real-valued discrete Gaussian free field. The proof is based on the methods of Ginibre [11], and is given in Section 5.2 for completeness. Thus the lower bounds of Theorem 1.1 are almost tight at high temperature.

**Proposition 1.2.** For any finite, connected graph $\Lambda$, $\beta > 0$, $v \in \Lambda$ and $f : \Lambda \to \mathbb{R}$ with $\sum_{j \in \Lambda} f_j = 0$,
\[
\mathbb{E}_{\beta,\Lambda,v}^\text{IV}[e^{\langle m, f \rangle}] \leq \mathbb{E}_{\beta,\Lambda,v}^\text{GFF}[e^{\langle \phi, f \rangle}] = \exp \left( \frac{1}{2\beta} \langle f, -\Delta_\Lambda^{-1} f \rangle \right).
\]
1.4 Plane Rotator Model with Villain Interaction

The plane rotator model with Villain interaction, or simply the Villain model, on the graph \( \Lambda^\text{zero} \) at inverse temperature \( \beta > 0 \), normalized to equal 0 at \( z \in \Lambda^\text{zero}_L \) (recalling that \( z \) stands for the ‘wired boundary’ of \( \Lambda^\text{zero}_L \)), is the measure on \( \theta : \Lambda^\text{zero}_L \to [-\pi, \pi) \) given by

\[
d\mu_{\beta, \Lambda^\text{zero}}^{\text{Vill}}(\theta) := \frac{1}{Z_{\beta, \Lambda^\text{zero}}^{\text{Vill}}} \prod_{j \sim \ell \in \mathbb{Z}} e^{-\frac{\beta}{2}(\theta_j - \theta_\ell + 2\pi m)^2} \delta_0(\theta_0) \prod_{j \in \Lambda^\text{zero}_L \setminus \{z\}} 1_{[-\pi, \pi)}(\theta_j)d\theta_j
\]

where \( d\theta_j \) is the Lebesgue measure on \( \mathbb{R} \), and the normalization constant \( Z_{\beta, \Lambda^\text{zero}}^{\text{Vill}} \) normalizes the measure \( \mu_{\beta, \Lambda^\text{zero}}^{\text{Vill}} \) to be a probability measure. We write \( \mathbb{E}_{\beta, \Lambda^\text{zero}}^{\text{Vill}} \) for the corresponding expectation.

McBryan and Spencer \[17\] establish a quantitative version of the Mermin-Wagner theorem, showing that at all inverse temperatures \( \beta > 0 \), for some absolute constants \( C, c > 0 \),

\[
\mathbb{E}_{\beta, \Lambda^\text{zero}}^{\text{Vill}}[\cos(\theta_j)] \leq C(\text{dist}(j, z) + 1)^{-c/\beta}, \quad j \in \Lambda^\text{zero}_L.
\]

High-temperature expansion shows that the above expectation, in fact, decays exponentially in \( \text{dist}(j, z) \) for small \( \beta \) (see, e.g., \[18, Section 2.4\]). Thus, the following theorem of Fröhlich and Spencer \[9\] proves the existence of a Berezinskii-Kosterlitz-Thouless transition in the Villain model.

**Theorem 1.3.** There exist \( \beta_0, C > 0 \) such that for every \( L > 1 \) and every \( \beta > \beta_0 \),

\[
\mathbb{E}_{\beta, \Lambda^\text{zero}}^{\text{Vill}}[\cos(\theta_j)] \geq (\text{dist}(j, z) + 1)^{-C/\beta}, \quad j \in \Lambda^\text{zero}_L.
\]

1.5 Discrete Gaussian Free Field with Periodic Single-Site Weights

To prove Theorem 1.1 and Theorem 1.3 we consider the discrete Gaussian free field with periodic single-site weights model, defined in (1.8) below. This model is the dual of the lattice Coulomb gas model via the Sine-Gordon or Siegert representation, as discussed in \[9\].

We say that \( \lambda : \mathbb{R} \to \mathbb{R} \) is a real, even, normalized trigonometric polynomial if

\[
\lambda(\phi) = 1 + 2 \sum_{q=1}^{N} \hat{\lambda}(q) \cos(q\phi),
\]

for some integer \( N > 0 \) and \( \text{real} (\hat{\lambda}(q)) \), \( 1 \leq q \leq N \). For notational convenience, we set \( \hat{\lambda}(q) = 0 \) for \( q > N \). For a finite, connected graph \( \Lambda \), \( \beta > 0 \), \( v \in \Lambda \) and

\[
\lambda_{\Lambda} := (\lambda_j)_{j \in \Lambda}
\]

real, even, normalized trigonometric polynomials, we define a, not necessarily positive, measure on \( \phi : \Lambda \to \mathbb{R} \) by

\[
d\mu_{\beta, \Lambda, \lambda_{\Lambda}, v}(\phi) := \frac{1}{Z_{\beta, \Lambda, \lambda_{\Lambda}, v}} \prod_{j \in \Lambda} \lambda_j(\phi_j) d\mu_{\beta, \Lambda, v}^{\text{GFF}}(\phi), \quad (1.8)
\]

where

\[
Z_{\beta, \Lambda, \lambda_{\Lambda}, v} := \int \prod_{j \in \Lambda} \lambda_j(\phi_j) d\mu_{\beta, \Lambda, v}^{\text{GFF}}(\phi).
\]

It will be shown in Theorem 1.6 below that \( Z_{\beta, \Lambda, \lambda_{\Lambda}, v} > 0 \) under the conditions of our main theorem, Theorem 1.5 so that \( \mu_{\beta, \Lambda, \lambda_{\Lambda}, v} \) is well defined. Corresponding to our previous notation, we denote by \( \mathbb{E}_{\beta, \Lambda, \lambda_{\Lambda}, v} \) the integration against \( \mu_{\beta, \Lambda, \lambda_{\Lambda}, v} \) operation, bearing in mind that \( \mu_{\beta, \Lambda, \lambda_{\Lambda}, v} \) may not be a
positive measure. We note that \( \mu_{\beta,\Lambda \downarrow v} = \mu_{\beta,\Lambda \downarrow v}^{\mathrm{GFF}} \), where \( \downarrow \) denotes the vector of polynomials which are identically equal to 1.

Our main interest is in computing \( \mathbb{E}_{\beta,\Lambda,\lambda,v} [F(\phi)] \), for functionals \( F : \mathbb{R}^\Lambda \to \mathbb{R} \), which are invariant to translation by a constant function (i.e., \( F(m) = F(m + c) \)), for a constant function \( c : \Lambda \to \mathbb{R} \). Our choice of normalization, the requirement that \( \phi_v \in [-\pi, \pi) \), implies that for such functionals, integrals are independent of the choice of \( v \),

\[
\mathbb{E}_{\beta,\Lambda,\lambda,v_1} [F(\phi)] = \mathbb{E}_{\beta,\Lambda,\lambda,v_2} [F(\phi)], \quad v_1, v_2 \in \Lambda.
\]

1.6 Main Theorem

**Definition 1.4** (Sub-Gaussian Condition). We say that \( \lambda : \mathbb{R} \to \mathbb{R} \) is \((\Gamma, \eta, \theta)\)-sub-Gaussian, if \( \lambda \) is a real, even, normalized trigonometric polynomial, and

\[
|\hat{\lambda}(q)| \leq \Gamma \cdot \exp \left[ \left( \eta + \frac{\theta}{\beta} \right) q^2 \right], \quad q \geq 1.
\]

**Theorem 1.5.** For any \( \Gamma > 0 \), \( \eta \in \mathbb{R} \), \( 0 \leq \theta < 1/16 \), and \( \varepsilon > 0 \), there exists \( \beta_0 > 0 \) such that the following holds. Let \( \Lambda \) be a square domain, with free or periodic b.c., \( v \in \Lambda \), \( \lambda_\Lambda = (\lambda_j)_{j \in \Lambda} \) be a collection of \((\Gamma, \eta, \theta)\)-sub-Gaussian trigonometric polynomials, \( \beta < \beta_0 \), and \( f : \Lambda \to \mathbb{R} \) satisfy \( \sum_{j \in \Lambda} f_j = 0 \). Then

\[
\mathbb{E}_{\beta,\Lambda,\lambda,v}[e^{\langle \phi , f \rangle}] \geq \exp \left[ \frac{1}{2(1 + \varepsilon)\beta} \langle f, -\Delta_\Lambda^{-1} f \rangle \right].
\]

We note that in the Gaussian free field case, when \( \lambda_\Lambda = \mathbb{1} \), the lower bound in the right-hand side of (1.10) is close to the exact expression (1.4) for small \( \beta \).

As Theorem 1.5 holds uniformly for sub-Gaussian trigonometric polynomials \( \lambda_j \), \( j \in \Lambda \), with given parameters \( \Gamma, \eta, \theta \), it follows that its statement may be extended to \( 2\pi \)-periodic \( \lambda_j : \mathbb{R} \to \mathbb{R} \), \( j \in \Lambda \) (or \( 2\pi \)-periodic measures) obtained as suitable limits of such polynomials. We demonstrate this technique by deducing Theorem 1.1 from Theorem 1.5 in Section 5.1. One may also use this technique to change the normalization \( \phi_v \in [-\pi, \pi) \) in Theorem 1.5 to other normalization choices including the standard normalization \( \phi_v = 0 \).

1.7 Renormalization Step

We state here the main step in the proof of Theorem 1.5, starting with a few definitions.

1.7.1 Densities, Ensembles and Charges

The **support** of a function \( f : \Lambda \to \mathbb{R} \) is

\[
\text{supp } f := \{ j \in \Lambda : f_j \neq 0 \}.
\]

A **charge density** is a function \( \rho : \Lambda \to \mathbb{Z} \) which is not identically zero. Its diameter is

\[
d(\rho) := \max_{i,j \in \text{supp } \rho} \text{dist}(i,j).
\]

An **ensemble** is a finite (possibly empty) collection of charge densities whose supports are mutually disjoint. For each density \( \rho \), let \( j \in \text{supp } \rho \) be such that there exists \( k \in \text{supp } \rho \) with \( d(\rho) = \text{dist}(j,k) \), with \( j \) chosen in some fixed arbitrary way when more than one option is available. Define

\[
D(\rho) = D_j(\rho) := \{ \ell \in \Lambda : \text{dist}(\ell, j) < 2d(\rho) \}, \quad (1.11)
\]
and say that $j$ is the center of $D(\varrho)$. Note that $\text{supp} \varrho \subset D(\varrho)$ for densities with $d(\varrho) \geq 1$.

The charge $Q(\varrho)$ of a density $\varrho$ is defined by

$$Q(\varrho) := \sum_{j \in \Lambda} \varrho(j).$$

A density $\varrho$ is called neutral if $Q(\varrho) = 0$; otherwise it is said to be charged or non-neutral. Observe that $d(\varrho) \geq 1$ for neutral $\varrho$. We also denote

$$\|\varrho\|_2 := \sqrt{\sum_{j \in \Lambda} \varrho(j)^2}.$$

We remark that the above terminology originates from the Coulomb gas representation of the model.

### 1.7.2 Renormalization Step Theorem

Let $f : \Lambda \to \mathbb{R}$ satisfy $\sum_{j \in \Lambda} f_j = 0$. The change of variables $\phi_j \to \phi_j + \sigma_j$, where $\sigma$ is defined in (1.5), yields

$$\mathbb{E}_{\beta,\Lambda,\lambda_\varrho,v}[e^{\langle \phi, f \rangle}] = \frac{1}{Z_{\beta,\Lambda,\lambda_\varrho,v}} \int e^{\langle \phi, f \rangle} \prod_{j \in \Lambda} \lambda_j(\phi(j)) d\mu_{\beta,\Lambda,v}^{\text{GFF}}(\phi) = \frac{1}{Z_{\beta,\Lambda,\lambda_\varrho,v}} \exp \left( \frac{1}{2\beta} \langle f, -\Delta_{\Lambda}^{-1} f \rangle \right) \int \prod_{j \in \Lambda} \lambda_j(\phi(j) + \sigma(j)) d\mu_{\beta,\Lambda,v}^{\text{GFF}}(\phi). \tag{1.12}$$

Our main challenge, therefore, is to analyse the integral on the right-hand side of (1.12). The next theorem expresses this integral as a convex combination of integrals arising from gradient fields with positive interaction weights. This constitutes the main step in the proof of Theorem 1.5.

**Theorem 1.6.** Let $\Gamma > 0$, $\eta \in \mathbb{R}$ and $0 \leq \theta < 1/16$. There exist $\beta_0, c_1 > 0$ such that the following holds. Let $\Lambda$ be a square domain, with free or periodic b.c., let $v \in \Lambda$, let $\beta < \beta_0$, and let $\lambda_j : \mathbb{R} \to \mathbb{R}$, $j \in \Lambda$, be a collection of $(\Gamma, \eta, \theta)$-sub-Gaussian polynomials. Then there exist:

- a finite collection of ensembles $\mathcal{F}$,
- positive $(c,N)$, $\mathcal{N} \in \mathcal{F}$, summing to 1,
- real $(z(\beta, \varrho, \mathcal{N}))$, $\varrho \in \mathcal{N}$, $\mathcal{N} \in \mathcal{F}$,
- functions $\bar{\varrho} : \Lambda \to \mathbb{R}$ for each $\varrho \in \mathcal{N}$, $\mathcal{N} \in \mathcal{F}$

such that for every $\sigma : \Lambda \to \mathbb{R}$,

$$\int \prod_{j \in \Lambda} \lambda_j(\phi_j + \sigma_j) d\mu_{\beta,\Lambda,v}^{\text{GFF}}(\phi) = \sum_{\mathcal{N} \in \mathcal{F}} c_{\mathcal{N}} \int \prod_{\varrho \in \mathcal{N}} (1 + z(\beta, \varrho, \mathcal{N}) \cos(\langle \phi, \varrho \rangle + \langle \sigma, \varrho \rangle)) d\mu_{\beta,\Lambda,v}^{\text{GFF}}(\phi), \tag{1.13}$$

and the following properties are satisfied for every $\mathcal{N} \in \mathcal{F}$:

1. All charge densities $\varrho \in \mathcal{N}$ are neutral.
2. For every $\varrho \in \mathcal{N}$,

$$|z(\beta, \varrho, \mathcal{N})| \leq \exp \left( -\frac{c_1}{\beta} \left( \|\varrho\|_2^2 + \log_2(d(\varrho) + 1) \right) \right). \tag{1.14}$$
3. For distinct $\varrho_1, \varrho_2 \in \mathcal{N}$, if $d(\varrho_1), d(\varrho_2) \in [2^k - 1, 2^{k+1} - 2]$, $k \geq 1$, then $D(\varrho_1) \cap D(\varrho_2) = \emptyset$.

We remark that the proof also shows that for each $\varrho \in \mathcal{N}$, $\varrho \in \mathcal{F}$, the function $\bar{\varrho}$ is supported within $D(\varrho)$ and is neutral in the sense that $\sum_j \bar{\varrho}_j = 0$, but this will not be used in the sequel.

The advantage of the representation given by (1.13) is that each term in the product on the right-hand side is explicitly positive, by (1.14), and involves only the gradients of $\sigma$, since each $\varrho$ is neutral. Moreover, terms in which the density $\varrho$ has large diameter or norm are damped by (1.14) and thus, in a sense, the main contribution to the right-hand side comes from densities $\varrho$ with small diameter and norm.

In Section 2 we present an overview of the proof of Theorem 1.6 and in Sections 4.1, 4.2, 4.3 we elaborate on the more technical parts of the proof. Theorem 1.5 is deduced from Theorem 1.6 in Section 3.

1.8 Main Differences from the Paper of Fröhlich-Spencer

The proof presented in this paper is essentially the proof given by Fröhlich and Spencer [9] for showing the delocalization of the two-dimensional integer-valued Gaussian free field at high temperature and the existence of the Berezinskii-Kosterlitz-Thouless (BKT) transition for the two-dimensional plane rotator model with Villain interaction. The paper [9] includes additional results, omitted here, for other two-dimensional statistical physics models: Delocalization results are established for integer-valued random surfaces with certain non-Gaussian interaction functions, such as the Solid-On-Solid model, which allows to conclude the existence of the BKT transition for the standard plane rotator model (XY model) and for the $\mathbb{Z}_n$ clock models at intermediate temperature ranges. The paper [9] also includes a discussion of the duality relation of the lattice Coulomb gas with measures of the type $\mu_{\beta, \lambda, \Lambda, \nu}$, defined in (1.8), by the so-called Sine-Gordon or Siegert representation [7, 10, 19], and proves the absence of Debye screening in the Coulomb gas at fixed activity $z$ and low temperature. In this regard we mention that later works by Dimock-Hurd [4], Marchetti-Klein [16] and Falco [5, 6] studied the behaviour of the lattice Coulomb gas at low activity $z$ and extended the results of [9] up to the conjectured threshold $\beta = 8\pi$.

The proofs in [9] are conducted for the infinite-volume measures. For instance, when discussing random surfaces, one starts with the infinite-volume gradient Gibbs state of the discrete Gaussian free field and requires it to be integer-valued, or adds a periodic weight to it, on a finite subset of the lattice. In our treatment we chose to define all measures in finite volume (with the obtained estimates uniform in the volume) as we hope that this reduces the technical prerequisites required on the side of the reader. This choice leads to the less standard normalization condition that $\phi_v \in [-\pi, \pi)$ in our definition of the discrete Gaussian free field (Section 1.2), but then has the benefit of allowing to eliminate the non-neutral densities (see Section 2.3.1) produced by the renormalization construction in Theorem 2.2 at an earlier stage than in [9]. In addition, we provide Theorem 1.5 in which different periodic weights are allowed at different lattice sites. This allows to pass to the more standard $\phi_v = 0$ normalization and provides flexibility in taking infinite-volume limits (e.g., putting an integer-valued constraint on a finite subset of the lattice and removing all other weights in order to recover the setting of [9]).

We have included the somewhat technical statement of Theorem 1.6 already in the introduction, as it forms the central ingredient in the proof of the main theorem, with its proof occupying the bulk of this paper. Theorem 1.6 provides an equality which, as such, may be of use in deducing further properties of the integer-valued, or otherwise periodically weighted, discrete Gaussian free field. We have also included a detailed proof overview for Theorem 1.6 in Section 2, which breaks the proof into several intermediate steps, in an attempt to make the argument more accessible.
2 Theorem 1.6 - Proof Overview

In this section we explain the derivation of Theorem 1.6, proving some of the required statements, and leaving some for later sections.

Fix $\Lambda$ a square domain, with free or periodic b.c., $v \in \Lambda$, $\beta > 0$, and $\lambda_j : \mathbb{R} \to \mathbb{R}$, $j \in \Lambda$ real, even, normalized trigonometric polynomials, for the rest of the section.

Fix also

$$3/2 < \alpha < 2, \quad M = 2^{16}. \quad (2.1)$$

We remark that the value of $\alpha$ is important in works studying the behaviour of the Coulomb gas at low activity $z$, see Section 1.8.

For two charge densities $\varrho_1, \varrho_2$, denote

$$\text{dist}(\varrho_1, \varrho_2) := \min_{i \in \text{supp} \varrho_1} \min_{j \in \text{supp} \varrho_2} \text{dist}(i, j).$$

2.1 Square-Covering of Densities

We start by defining a $2^k \times 2^k$ square, $k \geq 0$. If $\Lambda = \Lambda_L^{\text{free}}$, we say that $s \subset \Lambda_L^{\text{free}}$ is a $2^k \times 2^k$ square if

$$s = \{(c, d) \in \Lambda_L^{\text{free}} : c - a, d - b \in \{0, 1, \ldots, 2^k - 1\}\},$$

for some $(a, b) \in \Lambda_L^{\text{free}}$. If $\Lambda = \Lambda_L^{\text{per}}$, we say that $s \subset \Lambda_L^{\text{per}}$ is a $2^k \times 2^k$ square, if

$$s = \{(c, d) \in \Lambda_L^{\text{per}} : (c - a) \mod L, (d - b) \mod L \in \{0, 1, \ldots, 2^k - 1\}\},$$

for some $(a, b) \in \Lambda_L^{\text{per}}$. We also assume that a $2^k \times 2^k$ square $s$ contains $2^{k+1}$ points, unless $2^k > L$, in which case $s = \Lambda$.

We define a notion of a cover of a density $\varrho$, at different length scales. For any integer $k \geq 0$, let $\mathcal{S}_k(\varrho)$ be a minimal collection of $2^k \times 2^k$ squares covering the support of $\varrho$. By minimal we mean that $\mathcal{S}_k(\varrho)$ is chosen such that its cardinality, $|\mathcal{S}_k(\varrho)|$, is minimal. The precise choice of $\mathcal{S}_k(\varrho)$, when more than one minimal collection exists, is described later, in Section 4.3.4, and is only of relevance there. Note that $|\mathcal{S}_0(\varrho)| = |\text{supp} \varrho|$, and that $|\mathcal{S}_k(\varrho)| = 1$ for all $k \geq \log_2(d(\varrho) + 1)$. 

Our treatment differs somewhat from [9] in the presentation and use of the spin wave functions. We have chosen to construct and highlight the properties of a single spin wave for each charge density (see Proposition 2.4). The use of complex translation with the constructed spin waves in Section 2.3.3 is then correspondingly modified from the treatment in [9].

We have included the statement and proof of Proposition 1.2, which bounds the fluctuations of the integer-valued discrete Gaussian free field from above, as it highlights the near-tightness of Theorem 1.1 at high temperature.

In this section we explain the derivation of Theorem 1.6, proving some of the required statements, and leaving some for later sections.

Fix $\Lambda$ a square domain, with free or periodic b.c., $v \in \Lambda$, $\beta > 0$, and $\lambda_j : \mathbb{R} \to \mathbb{R}$, $j \in \Lambda$ real, even, normalized trigonometric polynomials, for the rest of the section.

Fix also

$$3/2 < \alpha < 2, \quad M = 2^{16}. \quad (2.1)$$

We remark that the value of $\alpha$ is important in works studying the behaviour of the Coulomb gas at low activity $z$, see Section 1.8.

For two charge densities $\varrho_1, \varrho_2$, denote

$$\text{dist}(\varrho_1, \varrho_2) := \min_{i \in \text{supp} \varrho_1} \min_{j \in \text{supp} \varrho_2} \text{dist}(i, j).$$

2.1 Square-Covering of Densities

We start by defining a $2^k \times 2^k$ square, $k \geq 0$. If $\Lambda = \Lambda_L^{\text{free}}$, we say that $s \subset \Lambda_L^{\text{free}}$ is a $2^k \times 2^k$ square if

$$s = \{(c, d) \in \Lambda_L^{\text{free}} : c - a, d - b \in \{0, 1, \ldots, 2^k - 1\}\},$$

for some $(a, b) \in \Lambda_L^{\text{free}}$. If $\Lambda = \Lambda_L^{\text{per}}$, we say that $s \subset \Lambda_L^{\text{per}}$ is a $2^k \times 2^k$ square, if

$$s = \{(c, d) \in \Lambda_L^{\text{per}} : (c - a) \mod L, (d - b) \mod L \in \{0, 1, \ldots, 2^k - 1\}\},$$

for some $(a, b) \in \Lambda_L^{\text{per}}$. We also assume that a $2^k \times 2^k$ square $s$ contains $2^{k+1}$ points, unless $2^k > L$, in which case $s = \Lambda$.

We define a notion of a cover of a density $\varrho$, at different length scales. For any integer $k \geq 0$, let $\mathcal{S}_k(\varrho)$ be a minimal collection of $2^k \times 2^k$ squares covering the support of $\varrho$. By minimal we mean that $\mathcal{S}_k(\varrho)$ is chosen such that its cardinality, $|\mathcal{S}_k(\varrho)|$, is minimal. The precise choice of $\mathcal{S}_k(\varrho)$, when more than one minimal collection exists, is described later, in Section 4.3.4, and is only of relevance there. Note that $|\mathcal{S}_0(\varrho)| = |\text{supp} \varrho|$, and that $|\mathcal{S}_k(\varrho)| = 1$ for all $k \geq \log_2(d(\varrho) + 1)$. 

Our treatment differs somewhat from [9] in the presentation and use of the spin wave functions. We have chosen to construct and highlight the properties of a single spin wave for each charge density (see Proposition 2.4). The use of complex translation with the constructed spin waves in Section 2.3.3 is then correspondingly modified from the treatment in [9].

We have included the statement and proof of Proposition 1.2, which bounds the fluctuations of the integer-valued discrete Gaussian free field from above, as it highlights the near-tightness of Theorem 1.1 at high temperature.

On the more technical side, a significant change to the notation is that our $\beta$ corresponds to $\tfrac{1}{\beta}$ in [9] in the discussion of random surface models. The reason for this is that the $\beta$ in [9] corresponds to the inverse temperature parameter in the Coulomb gas model which is in duality (which maps $\beta$ to $\tfrac{1}{\beta}$) with the discrete Gaussian free field with periodic weights. As our focus is on the latter model we preferred to use its natural inverse temperature notation. Our treatment of the random surface models in Theorem 1.1 and Theorem 1.5 allows for free or periodic boundary conditions. These are also the allowed boundary conditions in the main part of [9] but an explanation of the required modifications to handle zero boundary conditions appears there in Appendix D.
Denote also
\[ A(\varrho) := \sum_{k=0}^{n(\varrho)} |\mathcal{K}_k(\varrho)| \text{ when } d(\varrho) \geq 1 \text{ and } A(\varrho) := 0 \text{ when } d(\varrho) = 0, \] (2.2)
where
\[ n(\varrho) := \lfloor \log_2(M \cdot d(\varrho)^{\alpha}) \rfloor. \] (2.3)

Define \( \mathcal{K}_k^{\text{sep}}(\varrho) \), \( k \geq 1 \), as follows. If \( |\mathcal{K}_k(\varrho)| = 1 \) then \( \mathcal{K}_k^{\text{sep}}(\varrho) := \emptyset \). Otherwise define \( \mathcal{K}_k^{\text{sep}}(\varrho) \) to be the sub-collection of those squares \( s' \) in \( \mathcal{K}_k(\varrho) \) which are separated from all other squares in \( \mathcal{K}_k(\varrho) \), as made precise by
\[ \mathcal{K}_k^{\text{sep}}(\varrho) := \{ s \in \mathcal{K}_k(\varrho) : \text{dist}(s', s) \geq 2M2^{\alpha(k+1)} \forall s' \in \mathcal{K}_k(\varrho) \setminus \{s\} \}. \] (2.4)
Note that the cardinality \( |\mathcal{K}_k^{\text{sep}}(\varrho)| \) may depend on the exact choice of \( \mathcal{K}_k(\varrho) \), when more than one such minimal cover is possible.

The next proposition shows that the size of the cover \( (\mathcal{K}_k(\varrho)) \), as measured by \( A(\varrho) \), is controlled by the sizes of \( (\mathcal{K}_k^{\text{sep}}(\varrho)) \) and the diameter \( d(\varrho) \).

**Proposition 2.1.** There exists a positive absolute constant \( D_1 \), such that for any density \( \varrho \),
\[ \log_2(d(\varrho) + 1) \leq A(\varrho) \leq D_1 \left( |\mathcal{K}_0(\varrho)| + \sum_{k=1}^{\infty} |\mathcal{K}_k^{\text{sep}}(\varrho)| \right). \] (2.5)

Note that the sum in the right-hand side of (2.5) is finite, since \( |\mathcal{K}_k(\varrho)| = 1 \) for \( k > \log_2 d(\varrho) \), and therefore \( |\mathcal{K}_k^{\text{sep}}(\varrho)| = 0 \) for such \( k \).

### 2.2 Expanding the Weights \( \prod_{j \in \Lambda} \lambda_j(\phi(j) + \sigma(j)) \) as a Convex Combination of Weights of Neutral Densities

In the first step in the proof of Theorem 1.6 we use the following theorem, with \( \psi \) replaced by \( \phi + \sigma \).

**Theorem 2.2.** There exists a positive absolute constant \( D_2 \), a finite collection of ensembles \( \mathcal{F} \), positive \( (c_N) \), \( N \in \mathcal{F} \), summing to 1 and real \( (K(\varrho)) \), \( \varrho \in N \in \mathcal{F} \), such that for every \( \psi : \Lambda \to \mathbb{R} \),
\[ \prod_{j \in \Lambda} \lambda_j(\psi(j)) = \sum_{N \in \mathcal{F}} c_N \prod_{\varrho \in N} \left[ 1 + K(\varrho)\cos(\langle \psi, \varrho \rangle) \right] \] (2.6)
with the following properties satisfied for each \( N \in \mathcal{F} \):

(a) There is at most one non-neutral density in \( N \).

(b) Every distinct densities \( \varrho_1, \varrho_2 \in N \) satisfy
\[ \text{dist}(\varrho_1, \varrho_2) \geq M[\min(d(\varrho_1), d(\varrho_2))]^\alpha. \]

Moreover, if \( N \) contains a non-neutral density \( \varrho_c \), then
\[ \text{dist}(\varrho, \varrho_c) \geq M[d(\varrho)]^\alpha, \quad \varrho \in N, \varrho \neq \varrho_c. \]

(c) For each decomposition of a neutral density \( \varrho \in N \) into \( \varrho = \varrho_1 + \varrho_2 \), where \( \varrho_1, \varrho_2 \) are densities with disjoint supports,
\[ \text{if dist}(\varrho_1, \varrho_2) \geq 2M[\min(d(\varrho_1), d(\varrho_2))]^\alpha \text{ then } \varrho_1, \varrho_2 \text{ are non-neutral.} \]
(d) The coefficients $K(\varrho)$, appearing on the right-hand side of (2.6), satisfy for all neutral $\varrho \in \mathcal{N}$

$$0 \leq |K(\varrho)| \leq e^{D_2 - A(\varrho)} \prod_{j \in \supp \varrho} e^{\varrho(j)^2} |\lambda_j(\|\varrho(j)\|)|. \quad (2.7)$$

We present the proof of Theorem 2.2 in Section 4.2. We remark that the theorem remains valid (with the same proof) for any $\alpha > 1$, with the choice of $F$ depending on $\alpha$.

Note that for each $\mathcal{N} \in \mathcal{F}$, neutral $\varrho \in \mathcal{N}$, and each $s \in \mathcal{S}^\sep_k(\varrho)$, necessarily the density

$$(s \cap \varrho)(j) := \begin{cases} \varrho(j) & j \in s \\ 0 & j \notin s \end{cases} \quad (2.8)$$

is non-neutral by (2.4) and property (c) of Theorem 2.2. This property is part of the motivation for the definition of $\mathcal{S}^\sep_k(\varrho)$.

### 2.3 Measure Modification

In this section we discuss the integral of terms of the form $\prod_{\varrho \in \mathcal{N}} [1 + K(\varrho) \cos(\langle \phi, \varrho \rangle + \langle \sigma, \varrho \rangle)]$, appearing on the right-hand side of (2.6), when replacing $\psi$ by $\phi + \sigma$. Our goal is to modify measures of the form

$$\int \prod_{\varrho \in \mathcal{N}} [1 + K(\varrho) \cos(\langle \phi, \varrho \rangle + \langle \sigma, \varrho \rangle)] d\muGFF_\beta,\Lambda,\psi(\phi),$$

into positive measures with similar structure and same total mass, if $\beta$ is small.

**Theorem 2.3.** There exists a positive absolute constant $D_3$ such that the following holds. Let $\mathcal{N}$ be an ensemble satisfying properties (a)(c) of Theorem 2.2, then for every $\sigma : \Lambda \to \mathbb{R}$,

$$\int \prod_{\varrho \in \mathcal{N}} [1 + K(\varrho) \cos(\langle \phi, \varrho \rangle + \langle \sigma, \varrho \rangle)] d\muGFF_\beta,\Lambda,\psi(\phi)$$

$$= \int \prod_{\varrho \in \mathcal{N}} [1 + z(\beta, \varrho, \mathcal{N}) \cos(\langle \phi, \varrho + \beta \Delta_{\Lambda} a_{\varrho, \mathcal{N}} \rangle + \langle \sigma, \varrho \rangle)] d\muGFF_\beta,\Lambda,\psi(\phi), \quad (2.9)$$

with $z(\beta, \varrho, \mathcal{N}) \in \mathbb{R}$ and $a_{\varrho, \mathcal{N}} : \Lambda \to \mathbb{R}$ independent of $\sigma$, and

$$|z(\beta, \varrho, \mathcal{N})| \leq |K(\varrho)| \exp \left[ -\frac{1}{\beta} \frac{1}{16\delta} \|\varrho\|^2 + D_3 \sum_{k=1}^{\infty} |\mathcal{S}^\sep_k(\varrho)| \right]. \quad (2.10)$$

Moreover, if $\lambda_j : \mathbb{R} \to \mathbb{R}$, $j \in \Lambda$ are $(\Gamma, \eta, \theta)$-sub-Gaussians for some $\Gamma > 0$, $\eta \in \mathbb{R}$, $0 \leq \theta < 1/16$, and if $\mathcal{N}$ satisfies (d) of Theorem 2.2, there exist constants $\beta_0, c_1 > 0$, depending only on $\Gamma, \eta, \theta$, such that

$$|z(\beta, \varrho, \mathcal{N})| \leq \exp \left[ -\frac{c_1}{\beta} \left( \|\varrho\|^2 + \log_2(d(\varrho) + 1) \right) \right], \quad 0 < \beta < \beta_0. \quad (2.11)$$

Note that Theorem 1.6 is an immediate consequence of Theorem 2.2 and Theorem 2.3. In the rest of the section we discuss the proof of Theorem 2.3.

To this end, we fix an ensemble $\mathcal{N}$ satisfying properties (a)(c) of Theorem 2.2 and $\sigma : \Lambda \to \mathbb{R}$. We also denote for a density $\varrho$ and a function $a : \Lambda \to \mathbb{R}$

$$E_\beta(a, \varrho) := \langle a, \varrho \rangle - \frac{\beta}{2} \sum_{j \in \ell} (a_j - a) \varrho_j = \langle a, \varrho \rangle - \frac{\beta}{2} \langle a, -\Delta_{\Lambda} a \rangle. \quad (2.12)$$
2.3.1 Step 1: Removing the Non-Neutral Density

We first deal with the non-neutral density in $\mathcal{N}$, if it exists, by showing that the integral on the left-hand side of (2.9) is unchanged by its removal. We remark that this is the part of the proof in which we make use of the restriction $\varphi \in \varpi_{r \rightarrow \pi, \varpi_{r \rightarrow \pi}}$. Denote the non-neutral density by $\varpi$ and write

$$\mathcal{N}_0 := \mathcal{N} \setminus \{ \varpi \}. \quad (2.13)$$

Then

$$\int \prod_{\varpi \in \mathcal{N}} \left[ 1 + K(\varpi) \cos(\langle \varphi, \varpi \rangle + \langle \sigma, \varpi \rangle) \right] d\mu_{\beta, \Lambda, \nu}^G(\varphi)$$

$$= \int \prod_{\varpi \in \mathcal{N}_0} \left[ 1 + K(\varpi) \cos(\langle \varphi, \varpi \rangle + \langle \sigma, \varpi \rangle) \right] d\mu_{\beta, \Lambda, \nu}^G(\varphi)$$

$$+ \int K(\varpi) \cos(\langle \varphi, \varpi \rangle + \langle \sigma, \varpi \rangle) \prod_{\varpi \in \mathcal{N}_0} \left[ 1 + K(\varpi) \cos(\langle \varphi, \varpi \rangle + \langle \sigma, \varpi \rangle) \right] d\mu_{\beta, \Lambda, \nu}^G(\varphi). \quad (2.14)$$

We prove that the second term, in the last sum vanishes. To see this, we change variables in the left-hand side of (2.14), to

$$\psi_k := \begin{cases} \varphi_v & k = v \\ \varphi_k - \varphi_v & k \neq v \end{cases}.$$

Since for every $\varpi \in \mathcal{N}$

$$\langle \varphi, \varpi \rangle = \varphi_v Q(\varpi) + \sum_{j \in \Lambda} (\varphi_j - \varphi_v) \varpi_j = \psi_v Q(\varpi) + \sum_{j \neq v} \psi_j \varpi_j,$$

$$\langle \varphi, -\Delta \varpi \varphi \rangle = \sum_{j \sim \ell} (\varphi_j - \varphi_\ell)^2 = \sum_{j \sim \ell, j, \ell \neq v} (\psi_j - \psi_\ell)^2 + \sum_{j \sim v} \psi_j^2,$$

and since $Q(\varpi)$ is an integer, it holds that

$$\int K(\varpi) \cos(\langle \varphi, \varpi \rangle + \langle \sigma, \varpi \rangle) \prod_{\varpi \in \mathcal{N}_0} \left[ 1 + K(\varpi) \cos(\langle \varphi, \varpi \rangle + \langle \sigma, \varpi \rangle) \right] d\mu_{\beta, \Lambda, \nu}^G(\varphi)$$

$$= \int h_1(\psi) \left( \int_{-\pi}^{\pi} \cos[\psi_v Q(\varpi) + h_2(\psi)] \cdot d\psi_v \right) \prod_{v \neq k \in \Lambda} d\psi_k = 0,$$

where $h_1, h_2$ are independent of $\psi_v$.

2.3.2 Step 2: Constructing a Spin Wave for Neutral Densities

Let $\varpi \in \mathcal{N}_0$ be some density, and consider the set of densities in $\mathcal{N}_0$ of smaller or comparable diameter, defined by

$$\mathcal{N}_0(\varpi) := \{ \varpi' \in \mathcal{N}_0 : d(\varpi') \leq 2d(\varpi), \varpi \neq \varpi' \}. \quad (2.15)$$

We also denote

$$D^+(\varpi) := \{ j \in \Lambda : \text{dist}(j, D(\varpi)) \leq 1 \}. \quad (2.16)$$

Proposition 2.4 (Spin Wave Existence). There exists a positive absolute constant $D_3$ (independent of $\mathcal{N}$), such that the following holds. For each $\varpi \in \mathcal{N}_0$ there exists a function $a_{\varpi, \mathcal{N}_0} : \Lambda \rightarrow \mathbb{R}$, denoted by $a_{\varpi} = a_{\varpi, \mathcal{N}_0}$ for clarity of notation, with the following properties:
1. For every \( q' \in \mathcal{N}_0(q) \), \( a_\varphi \) is constant on \( D^+(q') \).

2. \( \text{supp}(a_\varphi) \subseteq D(q) \). In particular, by (2.11) and property \( \text{(b)} \) of Theorem 2.2 \( \text{supp} a_\varphi \) and \( \text{supp} q' \) are disjoint for \( q' \in \mathcal{N}_0 \backslash \mathcal{N}_0(q) \).

3. \( \text{supp}(\Delta_\Lambda a_\varphi) \subset D(q) \).

4. 

\[
E_\beta(a_\varphi, q) \geq \frac{1}{\beta} \left( \frac{1}{16} \|q\|^2_2 + D_3 \sum_{k=1}^{\infty} |\mathcal{F}_{k}^{\text{sep}}(q)| \right).
\] (2.17)

We present the proof of Proposition 2.4 in Section 4.3. The construction requires \( \alpha \) to be greater than \( 3/2 \), and this is the only place where this condition is used.

2.3.3 Step 3: Complex Translations by the Spin Waves

The goal of this step is to show (2.9) with the condition (2.10), where the functions \( a_\varphi \) are the spin waves constructed in the previous step.

For each \( q \in \mathcal{N}_0 \), let \( a_\varphi : \Lambda \to \mathbb{R} \) be the function given by Proposition 2.4. We established in step 1 that

\[
\int \prod_{q \in \mathcal{N}} [1 + K(q) \cos(\langle \phi, q \rangle + \langle \sigma, q \rangle)] d\mu^{GFF}_\beta,\Lambda, v(q) = \int \prod_{q \in \mathcal{N}_0} [1 + K(q) \cos(\langle \phi, q \rangle + \langle \sigma, q \rangle)] d\mu^{GFF}_\beta,\Lambda, v(q).
\]

Rewrite the right-hand side of the last equation as

\[
\int \prod_{q \in \mathcal{N}_0} [1 + K(q) \cos(\langle \phi, q \rangle + \langle \sigma, q \rangle)] d\mu^{GFF}_\beta,\Lambda, v(q) = \sum_{n : \mathcal{N}_0 \to \{-1, 0, 1\}} \left( \sum_{q \in \mathcal{N}_0} \frac{K(q)}{2} \right)^{|n(q)|} \int \prod_{q \in \mathcal{N}_0} \exp \left( i \cdot \left( \langle \phi, \sum_{q \in \mathcal{N}_0} n(q) \cdot \varphi \rangle + \langle \sigma, \sum_{q \in \mathcal{N}_0} n(q) \cdot \varphi \rangle \right) \right) d\mu^{GFF}_\beta,\Lambda, v(q).
\] (2.18)

We apply the complex translation method of McBryan and Spencer [17] on every term of the right-hand side of (2.18). The method in our case is based on the following equality, which is a consequence of a change of integration contour,

\[
\int e^{i \langle \phi, \tau \rangle} d\mu^{GFF}_\beta,\Lambda, v(q) = \exp \left( -E_\beta(a, \tau) \right) \int e^{i \langle \phi, \tau + \beta \Delta_\Lambda \alpha \rangle} d\mu^{GFF}_\beta,\Lambda, v(q), \quad \tau, a : \Lambda \to \mathbb{R}, \quad \sum_{j \in \Lambda} \tau_j = 0.
\] (2.19)

For completeness, we detail the proof of (2.19) in Section 4.4. We remark that Fröhlich and Spencer [9, Lemma 4.3, Section 6 and Section 7] apply complex translation also to certain non-Gaussian measures, which requires a more general version of (2.19). These non-Gaussian measures arise when analyzing the plane rotator model with XY interaction, \( Z_n \) clock models and the Solid-On-Solid models.

Let \( n : \mathcal{N}_0 \to \{-1, 0, 1\} \) and

\[
a_n := \sum_{q \in \mathcal{N}_0} n(q) \cdot a_\varphi \quad \tau_n := \sum_{q \in \mathcal{N}_0} n(q) \cdot \varphi
\]
Since, by the properties of Proposition 2.4 it holds that
\[ \langle a_{\varphi}, q' \rangle = 0, \quad \langle a_{\varphi}, \Delta a_{\varphi'} \rangle = 0, \quad \varphi, \varphi' \in \mathcal{N}, \varphi \neq \varphi', \]
we obtain,
\[
E_{\beta}(a_n, \tau_n) = \sum_{\varphi \in \mathcal{N}_0} \sum_{\varphi' \in \mathcal{N}_0} n(\varphi)n(\varphi')\langle a_{\varphi}, \varphi' \rangle - \frac{\beta}{2} \sum_{\varphi \in \mathcal{N}_0} \sum_{\varphi' \in \mathcal{N}_0} n(\varphi)n(\varphi')\langle a_{\varphi}, -\Delta a_{\varphi'} \rangle = \sum_{\varphi \in \mathcal{N}_0} |n(\varphi)|E_{\beta}(a_{\varphi}, q).
\]
Therefore, using (2.19),
\[
\left[ \prod_{\varphi \in \mathcal{N}_0} \left( \frac{K(\varphi)}{2} \right)^{|n(\varphi)|} \right] \exp \left[ i \cdot \left( \sum_{\varphi \in \mathcal{N}_0} n(\varphi) \cdot \langle \phi, \varphi \rangle + \sum_{\varphi \in \mathcal{N}_0} n(\varphi) \cdot \langle \phi \cdot \varphi \rangle \right) \right] d\mu_{\beta, \Delta, v}(\phi)
\]
\[ = \int \prod_{\varphi \in \mathcal{N}_0} \left( \frac{K(\varphi)}{2} e^{-E_{\beta}(a_{\varphi}, q)} \right)^{|n(\varphi)|} \exp \left[ i \cdot n(\varphi) \cdot \left( \langle \phi, \varphi + \beta \Delta a_{\varphi} \rangle + \langle \sigma, \varphi \rangle \right) \right] d\mu_{\beta, \Delta, v}(\phi), \quad (2.20)
\]
which finishes the proof of (2.9) with the condition (2.10), for
\[ z(\beta, q, \mathcal{N}) := K(q) \cdot \exp \left( - E_{\beta}(a_{\varphi}, q) \right). \]

2.3.4 Step 4: Bounding the Coefficients $z(\beta, q, \mathcal{N})$

In this step we finish the proof, by showing (2.11). The proof uses (2.7) and (2.10), together with the sub-Gaussian condition.

We start by using \( \theta < \frac{1}{16} \), and rewriting (2.5) as
\[ A(q) \leq D_1 |\mathcal{S}_0(q)| + \gamma D_1 \sum_{k=1}^{\infty} |\mathcal{S}_{sep}^k(q)|, \]
where \( \gamma > 1 \) is large enough so that
\[ \frac{1}{16} - \frac{D_3}{\gamma} - \theta > 0. \quad (2.21) \]
Using (2.10), (1.9) and (2.7) we obtain
\[ |z(\beta, q, \mathcal{N})| \leq \exp \left[ D_2 \cdot A(q) + \left( \ln(\Gamma) + \eta - \left( \frac{1}{16} - \theta \right) \frac{1}{\beta} \right) \|q\|^2 - \frac{D_3}{\beta} \sum_{k=1}^{\infty} |\mathcal{S}_{sep}^k(q)| \right]. \]
Applying the bounds on $A(q)$ (Proposition 2.1), and assuming that $\beta$ small enough, yields
\[ |z(\beta, q, \mathcal{N})| \leq \exp \left[ \left( \ln(\Gamma) + \eta - \left( \frac{1}{16} - \frac{D_3}{\gamma D_1 \beta} - D_2 \right) \frac{1}{\beta} \right) \|q\|^2 - \left( \frac{D_3}{\gamma D_1 \beta} - D_2 \right) \log_2(d(q) + 1) \right], \]
which finishes the proof, if $\beta$ is small enough.
3 Proof of Theorem 1.5

In this section we deduce Theorem 1.5 from Theorem 1.6. To this end, let \( \Lambda \) be a square domain with free or periodic b.c., let \( v \in \Lambda \), let \( \Gamma > 0 \), \( \eta \in \mathbb{R} \), \( 0 \leq \theta < 1/16 \), let \( \lambda_\Lambda = (\lambda_j)_{j \in \Lambda} \) be a collection of \((\Gamma, \eta, \theta)\)-sub-Gaussian functions, let \( \varepsilon > 0 \) and let \( f : \Lambda \rightarrow \mathbb{R} \) satisfy \( \sum_{j \in \Lambda} \hat{f}_j = 0 \).

Using (1.5), (1.12), we obtain

\[
\mathbb{E}_{\beta, \Lambda, \lambda_\Lambda, v}[^{\phi} f] = Z_{\beta, \Lambda, \lambda_\Lambda, v}^{-1} \exp \left( \frac{1}{2} \langle f, -\Delta_\Lambda^{-1} f \rangle \right) Z_{\beta, \Lambda, \lambda_\Lambda, v}(\sigma),
\]

where

\[
Z_{\beta, \Lambda, \lambda_\Lambda, v}(\sigma) := \int \prod_{j \in \Lambda} \lambda_j(\phi_j + \sigma_j) d\mu_{\beta, \lambda_\Lambda, v}(\phi).
\]

Note that since \( Z_{\beta, \Lambda, \lambda_\Lambda, v}(0) = Z_{\beta, \Lambda, \lambda_\Lambda, v} \), our goal is to estimate

\[
Z_{\beta, \Lambda, \lambda_\Lambda, v}(\sigma)/Z_{\beta, \Lambda, \lambda_\Lambda, v}(0).
\]

Let \( \beta_0 \) be the positive number given by Theorem 1.6. The equality in that theorem states that

\[
Z_{\beta, \Lambda, \lambda_\Lambda, v}(\sigma) = \sum_{\mathcal{N} \in \mathcal{F}} c_{\mathcal{N}} Z_{\mathcal{N}}(\sigma), \quad \beta < \beta_0
\]

where

\[
Z_{\mathcal{N}}(\sigma) := \int \prod_{\varphi \in \mathcal{N}} \left[ 1 + z(\beta, \varphi, \mathcal{N}) \cos(\langle \phi, \varphi \rangle + \langle \sigma, \varphi \rangle) \right] d\mu_{\beta, \lambda_\Lambda, v}(\phi).
\]

To estimate the ratio (3.3), we show that there exists \( \beta_1 > 0 \) such that for every \( \mathcal{N} \in \mathcal{F} \),

\[
\frac{Z_{\mathcal{N}}(\sigma)}{Z_{\mathcal{N}}(0)} \geq \exp \left( -\frac{\varepsilon}{2(1 + \varepsilon)} \sum_{j \sim \ell} (\sigma_j - \sigma_\ell)^2 \right), \quad \beta < \beta_1.
\]

This allows us to continue (3.1) using the fact that

\[
\sum_{j \sim \ell} (\sigma_j - \sigma_\ell)^2 = \langle \sigma, -\Delta_\Lambda \sigma \rangle = (1/\beta^2) \langle f, -\Delta_\Lambda^{-1} f \rangle,
\]

and that the right-hand side of (3.3) is independent of \( \mathcal{N} \), and to obtain for \( \beta < \beta_1 \)

\[
\mathbb{E}_{\beta, \Lambda, \lambda_\Lambda, v}[^{\phi} f] \geq \exp \left( \frac{1}{2} \frac{\varepsilon}{1 + \varepsilon} \frac{\varepsilon}{\beta} \frac{1}{\Delta_\Lambda^{-1} \frac{\varepsilon}{2(1 + \varepsilon)}} \right) \frac{1}{f, -\Delta_\Lambda^{-1} f} \right) = \exp \left( \frac{1}{2} \frac{1}{(1 + \varepsilon)} \beta \frac{1}{\Delta_\Lambda^{-1} f} \right).
\]

This is the statement of Theorem 1.5 with \( \beta_1 \) playing the role of \( \beta_0 \). It remains to prove (3.5), which we deduce from the following claims.

Claim 3.1. Let \( x, y \in \mathbb{R} \) and \( 0 < |z| < 1/8 \). There exists an absolute constant \( D_4 > 0 \) such that

\[
1 + z \cos(x + y) \geq \exp \left( -\frac{z \sin x \sin y}{1 + z \cos x} - D_4 |z|^2 \right) (1 + z \cos x).
\]

Claim 3.2. Let \( D > 0 \). There exists \( 0 < \beta_2 \leq \beta_0 \) such that

\[
\sum_{\varphi \in \mathcal{N}} |z(\beta, \varphi, \mathcal{N})| \cdot \langle \sigma, \varphi \rangle \leq \frac{\beta}{D} \sum_{j \sim \ell} (\sigma_j - \sigma_\ell)^2, \quad \beta < \beta_2, \quad \mathcal{N} \in \mathcal{F}.
\]
Let us first deduce (3.5) and then prove the claims. Fix $\mathcal{N} \in \mathcal{F}$. Choose $\beta_3$ using (1.14) so that $|z(\beta, q, \mathcal{N})| < \frac{1}{8}$ for all $q \in \mathcal{N}$ and $\beta < \beta_3$. We therefore obtain by Claim 3.1 that

$$\frac{Z_N(\sigma)}{Z_N(0)} \geq \exp \left[-D_4 \sum_{q \in \mathcal{N}} |z(\beta, q, \mathcal{N})|^2 \right] \int e^{S_N(\sigma, \phi)} Z_N(0)^{-1} \left[1 + z(\beta, q, \mathcal{N}) \cos \langle \phi, \tilde{q} \rangle \right] d\mu_{\beta, \lambda, \nu}(\phi)$$

for $\beta < \beta_3$, where $S_N(\sigma, \phi)$ is defined to be the odd function (in $\phi$)

$$S_N(\sigma, \phi) := - \sum_{q \in \mathcal{N}} z(\beta, q, \mathcal{N}) \sin \langle \phi, \tilde{q} \rangle \sin \langle \sigma, q \rangle,$$

and where we note that $Z_N(0)^{-1} \left[1 + z(\beta, q, \mathcal{N}) \cos \langle \phi, \tilde{q} \rangle \right] d\mu_{\beta, \lambda, \nu}(\phi)$ defines a probability measure, invariant under the mapping $\phi \mapsto -\phi$. Jensen’s inequality and Claim 3.2 applied with $D := \frac{2(1+\varepsilon)}{\varepsilon} D_4$ now imply that

$$\frac{Z_N(\sigma)}{Z_N(0)} \geq \exp \left(-D_4 \sum_{q \in \mathcal{N}} |z(\beta, q, \mathcal{N})|^2 \right) \geq \exp \left(-\frac{\varepsilon \beta}{2(1+\varepsilon)} \sum_{j=1}^{\ell} (\sigma_j - \sigma_\ell)^2 \right), \quad \beta < \min(\beta_2, \beta_3),$$

establishing (3.5) with $\beta_1 := \min(\beta_2, \beta_3)$.

**Proof of Claim 3.1**

$$1 + z \cos(x + y) = 1 + z(\cos x \cos y - \sin x \sin y) = (1 + z \cos x) \left(1 + \frac{z}{1 + z \cos x}(\cos x \cos y - 1) - \sin x \sin y \right).$$

Now, using that

$$\left| \frac{z}{1 + z \cos x}(\cos x \cos y - 1) - \sin x \sin y \right| \leq \frac{3}{7}, \quad x, y, z \in \mathbb{R}, |z| < \frac{1}{8},$$

$$\ln(1 + t) \geq t - 2t^2, \quad |t| \leq \frac{1}{2},$$

$$|\sin t| \leq |t|, \quad \cos t - 1 \geq -\frac{1}{2} t^2, \quad t \in \mathbb{R},$$

$$(s - t)^2 \leq 2(s^2 + t^2), \quad s, t \in \mathbb{R},$$

we obtain

$$\ln \left(1 + \frac{z}{1 + z \cos x}(\cos x \cos y - 1) - \sin x \sin y \right) \geq \frac{z}{1 + z \cos x}(\cos x \cos y - 1) - \sin x \sin y - \frac{4z^2}{(1 + z \cos x)^2} (\cos^2 x \cos y - 1)^2 + \sin^2 x \sin^2 y$$

$$\geq -\frac{z \sin x \sin y}{1 + z \cos x} - D_4 |z|^2.$$

**Proof of Claim 3.2** Fix $\mathcal{N} \in \mathcal{F}$ and let $q \in \mathcal{N}$. The fact that $q$ takes integer values and is neutral allows us to express $\langle \sigma, \tilde{q} \rangle$ as

$$\langle \sigma, \tilde{q} \rangle = \sum_{j, \ell \in D(q)} c_{j, \ell} (\sigma_j - \sigma_\ell)$$
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for integer $c_{(j,\ell)}$ satisfying $|c_{(j,\ell)}| \leq \frac{1}{2} \sum |\phi(j)| \leq \frac{1}{2} \|\varrho\|_2^2$ (this may be seen by induction on $\|\varrho\|_1 := \sum |\phi(j)|$. The case that $\|\varrho\|_1 = 2$ is clear and otherwise we can decompose $\varrho = \varrho_1 + \varrho_2$ for neutral densities $\varrho_1, \varrho_2$ supported in $\text{supp}(\varrho)$ and having $\|\varrho_1\|_1, \|\varrho_2\|_1 < \|\varrho\|_1$). It follows by Cauchy-Schwarz that

$$|\langle \sigma, \varrho \rangle|^2 \leq |D(\varrho)| \cdot \|\varrho\|_2^4 \sum_{j,\ell \in D(\varrho)} (\sigma_j - \sigma_\ell)^2.$$ 

Now, using (1.14) and setting $0 < \beta_2 < \beta_0$ to be small enough, we obtain for each $\beta < \beta_2$ that

$$|z(\beta, \varrho, \mathcal{N})| \cdot |\langle \sigma, \varrho \rangle|^2 \leq \frac{\beta}{D \cdot (d(\varrho) + 1)} \sum_{j,\ell \in D(\varrho)} (\sigma_j - \sigma_\ell)^2.$$ 

We use now property 3 of Theorem 1.6 which states that $D(\varrho_1), D(\varrho_2)$ are disjoint whenever $\varrho_1, \varrho_2 \in \mathcal{N}$ are distinct densities satisfying that $d(\varrho_1) + 1, d(\varrho_2) + 1 \in [2^k, 2^{k+1})$ for some $k \geq 1$, and conclude that

$$\sum_{\varrho \in \mathcal{N}} |z(\beta, \varrho, \mathcal{N})| \cdot |\langle \sigma, \varrho \rangle|^2 \leq \frac{\beta}{D} \sum_{k \geq 1} 2^{-k} \sum_{\varrho \in \mathcal{N}} \sum_{j,\ell \in D(\varrho)} (\sigma_j - \sigma_\ell)^2 \leq \frac{\beta}{D} \sum_{j,\ell} (\sigma_j - \sigma_\ell)^2. \quad \Box$$

### 4 Completing the Proof of Theorem 1.6

In this section we prove Proposition 2.1, Theorem 2.2, Proposition 2.3 and (2.19). We fix $\Lambda$ to be a square domain with free or periodic b.c. and $\beta > 0$ throughout the section.

#### 4.1 Proof of Proposition 2.1

Fix a density $\varrho$. The proposition is clear when $d(\varrho) = 0$ so we assume that $d(\varrho) \geq 1$. The lower bound follows simply from the fact that

$$A(\varrho) = \sum_{k=0}^{n(\varrho)} |\mathcal{S}_k(\varrho)| \geq n(\varrho) + 1 = \lfloor \log_2 (M \cdot d(\varrho)^{\alpha}) \rfloor + 1 \geq \log_2 (d(\varrho) + 1).$$

The rest of the section is devoted to the proof of the upper bound. Set $b := \alpha + 3 + \log_2(M)$ and define

$$\gamma(k) := \lfloor \alpha^{-1}(k - b) \rfloor \quad \text{for } k \geq b \text{ integer.}$$

The next lemma allows us to recursively bound $|\mathcal{S}_k(\varrho)|$.

**Lemma 4.1.** Let $k \geq b$ be an integer. If $|\mathcal{S}_{\gamma(k)}(\varrho)| \geq 2$ then

$$|\mathcal{S}_k(\varrho)| \leq \frac{1}{2} |\mathcal{S}_{\gamma(k)}(\varrho)| + |\mathcal{S}_{\gamma(k)}^{\text{sep}}(\varrho)|. \quad (4.1)$$

We need a simple preparatory claim.

**Claim 4.2.** Let $G = (V(G), E(G))$ be a finite, non-empty simple graph with no isolated vertices. Then $V(G)$ is the union of $\lfloor |V(G)|/2 \rfloor$ sets, each of which has size 2 or 3 and is connected in $G$.  
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Proof. It suffices to prove the claim when $G$ is a tree. The proof then proceeds by induction on $|V(G)|$. The claim is clear if $|V(G)| \leq 3$. Otherwise, necessarily one has three distinct vertices $v_1, v_2, v_3 \in V(G)$ with $v_1$ of degree 1, $\langle v_1, v_2 \rangle, \langle v_2, v_3 \rangle \in E(G)$ and either $v_2$ has degree 2 or $v_3$ has degree 1. In both cases we take $\{v_1, v_2, v_3\}$ as one of the covering sets of $V(G)$. In the first case we then proceed, using the induction step, after erasing $v_1, v_3$.

Proof of Lemma 4.1. We will show that

$$|\mathcal{S}_k(q)| \leq \frac{1}{2} |\mathcal{S}''_{\gamma(k)}(q)| + |\mathcal{S}_{\gamma_1(k)}(q)|$$

(4.2)

from which the lemma follows as $|\mathcal{S}''_{\gamma(k)}(q)| \leq |\mathcal{S}_{\gamma(k)}(q)|$ by definition. We first note that $q$ is covered by $\mathcal{S}''_{\gamma(k)}(q) \cup \mathcal{S}_{\gamma(k)}(q)$. The relation (4.2) follows if $\mathcal{S}_{\gamma(k)}(q) = \emptyset$ and otherwise will follow by showing that $\mathcal{S}''_{\gamma(k)}(q)$ can be covered by at most $\frac{1}{2} |\mathcal{S}''_{\gamma(k)}(q)|$ squares of side length $2^k$. To see the last assertion, consider a graph $G$ in which the vertex set is $\mathcal{S}''_{\gamma(k)}(q)$ and two squares $s_1, s_2$ are adjacent if $\text{dist}(s_1, s_2) < 2^{\alpha(k)+b} = 2M^{2\alpha(k)+1}$. The definitions of $\mathcal{S}''_{\gamma(k)}(q), \mathcal{S}_{\gamma(k)}(q)$ and the assumption $|\mathcal{S}_{\gamma(k)}(q)| \geq 2$ imply that there are no isolated vertices in $G$. Applying Claim 4.2 to $G$ reduces our task to showing that if $\{s_1, s_2, s_3\} \subseteq V(G)$ is connected then $s_1, s_2, s_3$ may be covered by a single square of side length $2^k$. Indeed, suppose $\text{dist}(s_1, s_2), \text{dist}(s_2, s_3) < 2^{\alpha(k)+b}$. Then

$$d(s_1 \cup s_2 \cup s_3) \leq d(s_1) + d(s_2) + d(s_3) + \text{dist}(s_1, s_2) + \text{dist}(s_2, s_3) \leq 3 \cdot 2^{\alpha(k)+1} + 2 \cdot 2^{\alpha(k)+b-2} < 2^k$$

finishing the proof of the lemma.

In order to apply (4.1) we first check that $|\mathcal{S}_{\gamma(k)}(q)| \geq 2$ for $b \leq k \leq n(q)$. Indeed,

$$\gamma(k) \leq \alpha^{-1}(k-b) \leq \alpha^{-1}(\alpha \log_2 d(q) - \alpha - 2) \leq \log_2 (d(q) + 1) - 1.$$

For each $k \geq b$, we now iterate inequality (4.1) $\ell(k)$ times, where $\ell(k)$ is the maximal number for which $\gamma^{\ell(k)}(k) \geq 0$ ($\gamma^{m}$ denotes the m-fold composition of $\gamma$ with itself). Thus,

$$|\mathcal{S}_{k}(q)| \leq 2^{-\ell(k)} |\mathcal{S}_{\gamma^{\ell(k)}(k)}(q)| + \sum_{m=0}^{\ell(k)-1} 2^{-m} |\mathcal{S}_{\gamma^{m+1}(k)}(q)| \leq 2^{-\ell(k)} |\mathcal{S}_{0}(q)| + \sum_{m=0}^{\ell(k)-1} 2^{-m} |\mathcal{S}_{\gamma^{m+1}(k)}(q)|$$

(4.3)

We now estimate $\ell(k)$. One checks by a simple induction that for $k \geq b$,

$$\alpha^{-m} k - \frac{\alpha + b}{\alpha - 1} \leq \alpha^{-m} k - b \sum_{j=1}^{m} \alpha^{-j} - \sum_{j=0}^{m-1} \alpha^{-j} \leq \gamma^{m}(k) \leq \alpha^{-m} k - b \sum_{j=1}^{m} \alpha^{-j}, \quad 0 \leq m \leq \ell(k).$$

(4.4)

Set $k_0 := \frac{\alpha + b}{\alpha - 1}$. The lower bound in (4.3) immediately implies that

$$\ell(k) \geq \begin{cases} 0 \cdot \log_2(k/k_0) \over \log_2(\alpha) & 0 \leq k < k_0 \\ \text{otherwise} \end{cases}$$

(4.5)

Let $m, j \geq 0$. We estimate the cardinality $|N_{m,j}|$ of the sets

$$N_{m,j} := \{k : \gamma^m(k) = j\}.$$
Let \( k_- \) be the minimal and \( k_+ \) the maximal integer in \( N_{j,m} \). Then by (4.4)

\[
|N_{m,j}| = k_+ - k_- + 1 \leq \alpha^m \sum_{\ell=0}^{m-1} \alpha^{-\ell} + 1 \leq \alpha^m \sum_{\ell=0}^{\infty} \alpha^{-\ell} + 1 = \alpha^m \frac{\alpha}{\alpha - 1} + 1 \leq \alpha^m \frac{2\alpha}{\alpha - 1}. \tag{4.6}
\]

Now, using (4.3) we have

\[
A(q) = \sum_{k=0}^{n(q)} |\mathcal{F}_k(q)| \leq |\mathcal{F}_0(q)| \sum_{k=0}^{n(q)} 2^{-\ell(k)} + \sum_{k=0}^{n(q)} 2^{-\ell(k)} \sum_{m=0}^{(k_0/k)^{1/\log_2(\alpha)} < \infty}. \tag{4.7}
\]

We continue by bounding both terms. First note that by (2.1) and (4.5)

\[
\sum_{k=0}^{n(q)} 2^{-\ell(k)} \leq \sum_{k=0}^{\infty} 2^{-\ell(k)} \leq k_0 + \sum_{k=k_0+1}^{\infty} 2^{-\ell(k)} \leq k_0 + \sum_{k=k_0+1}^{\infty} (k_0/k)^{1/\log_2(\alpha)} < \infty. \tag{4.8}
\]

Let \( k(q) \) be the largest \( k \) for which \( \mathcal{F}_k(q) \neq \emptyset \), so using (2.1) and (4.6)

\[
\sum_{k=0}^{n(q)} \sum_{m=0}^{(k_0/k)^{1/\log_2(\alpha)} < \infty} 2^{-\ell(k)} \sum_{m=0}^{(k_0/k)^{1/\log_2(\alpha)} < \infty} 2^{-\ell(k)} \leq \sum_{k=0}^{n(q)} \left( \sum_{m=0}^{\infty} 2^{-\ell(k)} \right) |\mathcal{F}_k(q)| \tag{4.9}
\]

The upper bound in (2.5) follows by substituting (4.8) and (4.9) in (4.7).

### 4.2 Decomposition of the Weights as a Mixture of Ensembles

In this section we prove Theorem 2.2.

#### 4.2.1 Additional Notation

A charge density \( q_1 \) is said to be compatible with an ensemble \( \mathcal{E} \) if

\[
q_1 = \sum_{\varrho \in \mathcal{E}} \varepsilon(q_1, \varrho) \varrho, \quad \text{with} \quad \varepsilon(q_1, \varrho) \in \{-1, 0, 1\}.
\]

Note that the \( \varepsilon(q_1, \varrho) \) are uniquely determined, as the densities in an ensemble have disjoint supports.

We say that an ensemble \( \mathcal{E}_1 \) is a parent of an ensemble \( \mathcal{E}_2 \), and write \( \mathcal{E}_1 \rightarrow \mathcal{E}_2 \), when every charge density \( q \in \mathcal{E}_2 \) is compatible with \( \mathcal{E}_1 \). We say that a density \( q \) is a constituent of a density \( q_1 \), and write \( q \subset q_1 \), when \( \text{supp} q \subset \text{supp} q_1 \) and \( q(j) = q_1(j) \) for all \( j \in \text{supp} q \).

For an integer \( k \geq -1 \), an ensemble \( \mathcal{E} \) is said to be an \( k \)-ensemble if

\[
\text{dist}(q_1, q_2) > 2^k \quad q_1, q_2 \in \mathcal{E}, \quad q_1 \neq q_2.
\]

Denote also \( A_k(q) := |\mathcal{F}_k(q)| \) for \( k \geq 0 \) and set \( A_{-1}(q) := A_0(q) := |\text{supp} q| \).
4.2.2 The Basic Lemma

**Lemma 4.3.** Let \( k \geq 0 \) and let \( \mathcal{E} \) be an ensemble. There exists a positive absolute constant \( C_1 \), a finite family of \( k \)-ensembles \( \mathcal{F}' \), with \( \mathcal{F} \rightarrow \mathcal{E}' \) for every \( \mathcal{E}' \in \mathcal{F}' \), positive \( (c_{\mathcal{E}'}) \), \( \mathcal{E}' \in \mathcal{F}' \), summing to \( 1 \), and real \( (K'(\vartheta)) \), \( \vartheta \in \mathcal{E}' \in \mathcal{F}' \), such that for every \( \psi : \Omega \rightarrow \mathbb{R} \),

\[
\prod_{\vartheta \in \mathcal{E}} \left( 1 + K(\vartheta) \cos(\psi, \vartheta) \right) = \sum_{\mathcal{E}' \in \mathcal{F}'} c_{\mathcal{E}'} \prod_{\vartheta \in \mathcal{E}'} \left( 1 + K'(\vartheta) \cos(\psi, \vartheta) \right). \tag{4.10}
\]

For every \( \mathcal{E}' \in \mathcal{F}' \), the following properties are satisfied for each \( \vartheta \in \mathcal{E}' \):

1. For any two distinct densities \( \vartheta_1, \vartheta_2 \in \mathcal{E} \), compatible with \( \mathcal{E} \),
   \[
   \text{dist}(\vartheta_1, \vartheta_2) \leq 2^k.
   \]

2. Let \( \varepsilon(\vartheta, \vartheta') \in \{-1, 0, 1\} \) be such that \( \vartheta = \sum_{\vartheta' \in \mathcal{E}} \varepsilon(\vartheta, \vartheta') \vartheta' \). Then
   \[
   |K'(\vartheta)| \leq 3^{|\{\vartheta' \in \mathcal{E} : \text{dist}(\vartheta, \vartheta') \leq 2^k\}|} \prod_{\vartheta' \in \mathcal{E}} |K(\vartheta')|^{|\varepsilon(\vartheta, \vartheta')|}. \tag{4.11}
   \]

Moreover, if \( \mathcal{E} \) is a \((k-1)\)-ensemble, then

\[
|K'(\vartheta)| \leq e^{C_1 A_{k-1}(\vartheta)} \prod_{\vartheta' \in \mathcal{E}} |K(\vartheta')|^{|\varepsilon(\vartheta, \vartheta')|}. \tag{4.11}
\]

**Proof of Lemma 4.3.** The lemma follows from iterated application of the trigonometric identity

\[
(1 + K_1 \cos(\psi, \vartheta_1))(1 + K_2 \cos(\psi, \vartheta_2)) = \frac{1}{3} \left( 1 + 3K_1 \cos(\psi, \vartheta_1) \right) + \frac{1}{3} \left( 1 + 3K_2 \cos(\psi, \vartheta_2) \right) + \frac{1}{6} \left( 1 + 3K_1 K_2 \cos(\psi, \vartheta_1 - \vartheta_2) \right) + \frac{1}{6} \left( 1 + 3K_1 K_2 \cos(\psi, \vartheta_1 + \vartheta_2) \right), \tag{4.12}
\]

which expresses the left-hand side as a convex combination of expressions of the form \( 1 + K \cos(\psi, \vartheta) \). Note that all densities on the right-hand side of (4.12) are compatible with \( \{\vartheta_1, \vartheta_2\} \).

We start by applying (4.12) to two arbitrary factors on the left-hand side of (4.10), corresponding to two densities \( \vartheta_1, \vartheta_2 \in \mathcal{E} \), for which

\[
\text{dist}(\vartheta_1, \vartheta_2) \leq 2^k \tag{4.13}
\]

holds. (If there are no such factors, the lemma holds trivially). The right-hand side of identity (4.12) is the inserted on the left-hand side of (4.10), replacing these two factors by a sum of four terms, and by expanding, we obtain a sum of four products. If one of the resulting products contains two factors corresponding to two charge densities, \( \vartheta'_1, \vartheta'_2 \), satisfying (4.13), we apply identity (4.12) again and expand the resulting expression into a sum of products. We repeat this operation until we obtain a sum over products indexed by ensembles \( \mathcal{E}' \) with the property that, for arbitrary \( \vartheta_1, \vartheta_2 \in \mathcal{E}' \),

\[
\text{dist}(\vartheta_1, \vartheta_2) > 2^k. \tag{4.13}
\]

Note that after every application of (4.12), every product still corresponds to an ensemble, i.e. all the densities in the product are with disjoint supports.

Clearly, the process yields \( c_{\mathcal{E}'} > 0 \), \( \sum_{c_{\mathcal{E}'}} = 1 \), and \( \mathcal{F} \rightarrow \mathcal{E}' \) for each \( \mathcal{E}' \). Property (1) follows directly from (4.13). We are left with proving property (2).

At intermediate stages of the above procedure, we have

\[
\prod_{\vartheta \in \mathcal{E}} \left( 1 + K(\vartheta) \cos(\psi, \vartheta) \right) = \sum_{\mathcal{F}} c_{\mathcal{F}} \prod_{\vartheta \in \mathcal{F}} \left( 1 + K(\vartheta) \cos(\psi, \vartheta) \right),
\]
with $\mathcal{E} \to \mathcal{I}$. Let $\varrho \in \mathcal{E}'$, $\mathcal{E}' \in \mathcal{I}'$, and consider an intermediate ensemble $\mathcal{I}$ such that $\varrho$ is compatible with $\mathcal{I}$ (if $\varrho$ is not compatible with $\mathcal{I}$, further operations on the factors corresponding to densities in $\mathcal{I}$ can never produce $\varrho$). We consider all possible applications of identity (4.12) to pairs $\{\varrho_1, \varrho_2\} \subset \mathcal{I}$:

i $\pm \varrho_1 \subset \varrho, \varrho_2 \cap \varrho = \emptyset$, or

ii $\varrho_2 \subset \varrho, \varrho_1 \cap \varrho = \emptyset$, or

iii $\pm \varrho_1 \subset \varrho, \pm \varrho_2 \subset \varrho$, or

iv $\varrho_1 \cap \varrho = \emptyset, \varrho_2 \cap \varrho = \emptyset$.

Clearly, in case (iv) the application of (4.12) have no effect on $K'(\varrho)$.

In case (i), the term on the right-hand side of identity (4.12), for which $\varrho$ is still compatible with its ensemble, is the one in which $\varrho_2$ is eliminated ($\varrho$ is not compatible with the ensemble $\mathcal{I}_2$, of the term for which $\varrho_1$ is eliminated, as $(\text{supp } \varrho_1) \cap (\cup_{\varrho \in \mathcal{I}_1} \text{supp } \varrho) = \emptyset$, and $\varrho$ is also not compatible with the ensembles $\mathcal{I}_\pm$, for which $\varrho_1 \pm \varrho_2 \in \mathcal{I}_\pm$, since $\varrho_1 \pm \varrho_2$ cannot be separated any more). Thus, the factor $3K_1$ will be a factor of $K'(\varrho)$. Note that in every application of (4.12) of type (i), $\text{dist}(\varrho, \varrho') \leq 2^k$ for some $\varrho' \subset \varrho_2, \varrho' \in \mathcal{E}$. Therefore, the total number of applications of identity (4.12), of type (i), which affects $K'(\varrho)$, is at most

$$|\{\varrho' \in \mathcal{E} : \varrho \cap \varrho' = \emptyset, \text{dist}(\varrho, \varrho') \leq 2^k\}|.$$

Case (iii) is the same as case (i), with $\varrho_1$ and $\varrho_2$ interchanged.

In case (ii), the term on the right-hand side of identity (4.12), for which $\varrho$ is still compatible with its ensemble, is either the one with a term of the density $\varrho_1 + \varrho_2$, or the one with a term of the density $\varrho_1 - \varrho_2$. In any case, the factor $3K_1K_2$ will be a factor of $K'(\varrho)$. The number of such possible applications of (4.12) is exactly $|\{\varrho' \in \mathcal{E} : \varrho' \subset \varrho\}|$.

From the discussion of these cases, we now conclude that

$$|K'(\varrho)| \leq 3^{n_\mathcal{E}(\varrho)} \prod_{\varrho' \in \mathcal{E}} |K(\varrho')|^{\ell(\varrho, \varrho')}|,$$

where

$$n_\mathcal{E}(\varrho) := |\{\varrho' \in \mathcal{E} : \text{dist}(\varrho, \varrho') \leq 2^k\}|.$$

To finish the proof, we show that if $\mathcal{E}$ is a $(k - 1)$-ensemble then $n_\mathcal{E}(\varrho) \leq C_1A_{k-1}(\varrho)$, for some positive absolute constant $C_1$. First note that the case of $k = 0$ holds trivially.

For $\ell \geq 1$, let $A_\ell(\varrho)$ be the minimal number of $2^\ell \times 2^\ell$ squares needed to cover $\{j \in \Lambda : \text{dist}(j, \text{supp } \varrho) \leq 2^{\ell+1}\}$. Then $A_\ell(\varrho) \leq 25A_{\ell}(\varrho)$.

Note that for any two distinct densities $\varrho_1, \varrho_2 \in \mathcal{E}$, it holds that $\text{dist}(\varrho_1, \varrho_2) > 2^{k-1}$, and therefore, any $2^{k-1} \times 2^{k-1}$ square cannot intersect more than four different charges in $\mathcal{E}$ (if more than four densities intersect such a square, divide the square into four $2^{k-2} \times 2^{k-2}$ squares, and so at least one of these parts intersect two different densities. Therefore the distance between these two densities is less or equal to $2^{k-1}$, which is a contradiction). Therefore we obtain

$$n_\mathcal{E}(\varrho) \leq 4A_{k-1}(\varrho) \leq 100A_{k-1}(\varrho).$$

We remark that the final $\mathcal{E}'$ of Lemma 4.3 may depend on the order in which we apply (4.12).
4.2.3 Proof of Theorem 2.2

Let $C(N_j) = \sum_{q=1}^{N_j} e^{-q^2}$. We write

$$\lambda_j(\psi) = \sum_{q=1}^{N_j} \frac{e^{-q^2}}{C(N_j)} \left(1 + 2 \cdot C(N_j) e^{q^2} \hat{\lambda}_j(q) \cos(q\psi)\right),$$

and hence,

$$\prod_{j \in \Lambda} \lambda_j(\psi(j)) = \sum_{\tilde{q}} \xi(\tilde{q}) \prod_{j \in \Lambda} \left[1 + z_j(q_j) \cos(q_j \psi(j))\right], \quad (4.14)$$

with

$$\tilde{q} = (q_j)_{j \in \Lambda} \in \{1, 2, \ldots\}^\Lambda, \quad \xi(\tilde{q}) = \prod_{j \in \Lambda} \frac{e^{-q_j^2}}{C(N_j)}, \quad z_j(q_j) = 2C(N_j) e^{q_j^2} \hat{\lambda}_j(q_j). \quad (4.15)$$

Note that $\sum_{\tilde{q}} \xi(\tilde{q}) = 1$.

Therefore, to prove Theorem 2.2 it is enough to show that there exists a positive absolute constant $D_2$, and a family $\mathcal{F}_{\tilde{q}}$ of ensembles, satisfying properties [a] [d] of Theorem 2.2 such that

$$\prod_{j \in \Lambda} \left[1 + z(q_j) \cos(q_j \psi(j))\right] = \sum_{\mathcal{N} \in \mathcal{F}_{\tilde{q}}} c^{\mathcal{N}}_{\mathcal{N}} \prod_{\mathcal{E} \in \mathcal{N}} \left[1 + K(q) \cos(\psi, \mathcal{E})\right], \quad (4.16)$$

where $c^{\mathcal{N}}_{\mathcal{N}} > 0$, $\mathcal{N} \in \mathcal{F}_{\tilde{q}}$ and $\sum_{\mathcal{N} \in \mathcal{F}_{\tilde{q}}} c^{\mathcal{N}}_{\mathcal{N}} = 1$.

To prove this, we apply Lemma 4.3 iteratively, to an appropriately chosen $k$-ensembles, $\mathcal{E}_k$. Roughly speaking, we shall apply the lemma to ensembles which do not satisfy the assertions of Theorem 2.2. We define the iterative process by induction. Let $\mathcal{Q}_{-1} := \{g^j\}_{j \in \Lambda}$ where $g^j := q_j \cdot \delta_j$, and let $\mathcal{F}_{-1} := \emptyset$. Note that $\mathcal{Q}_{-1}$ is a $(1 \mathcal{1})$-ensemble. Given $\mathcal{Q}_{k-1}$, $\mathcal{G}_{k-1}$, $k \geq 0$, define $\mathcal{Q}_k$ to be a $k$-ensemble in the following way. First, if $|\mathcal{Q}_{k-1}\mathcal{G}_{k-1}| \leq 1$, we set $\mathcal{Q}_{k} := \mathcal{Q}_{k-1}$, $\mathcal{G}_{k} := \mathcal{G}_{k-1}$.

Otherwise, apply Lemma 4.3 on $\mathcal{E} = \mathcal{Q}_{k-1}\mathcal{G}_{k-1}$, which is a $(k \mathcal{1})$-ensemble, to obtain

$$\prod_{\mathcal{E} \in \mathcal{Q}_{k-1}} \left(1 + K(q) \cos(\psi, \mathcal{E})\right) = \prod_{\mathcal{E} \in \mathcal{Q}_{k-1}} \left(1 + K(q) \cos(\psi, \mathcal{E})\right) \prod_{\mathcal{E} \in \mathcal{Q}_{k-1}\mathcal{G}_{k-1}} \left(1 + K(q) \cos(\psi, \mathcal{E})\right)$$

$$= \prod_{\mathcal{E} \in \mathcal{Q}_{k-1}} \left(1 + K(q) \cos(\psi, \mathcal{E})\right) \sum_{\mathcal{E}' \in \mathcal{E}'} c_{\mathcal{E}'} \prod_{\mathcal{E} \in \mathcal{E}' \mathcal{G}_{k-1}} \left(1 + K(q) \cos(\psi, \mathcal{E})\right)$$

$$= \sum_{\mathcal{E}' \in \mathcal{E}'} c_{\mathcal{E}'} \prod_{\mathcal{E} \in \mathcal{E}' \mathcal{G}_{k-1}} \left(1 + K(q) \cos(\psi, \mathcal{E})\right).$$

For each $\mathcal{E}' \in \mathcal{E}'$ we set $\mathcal{Q}_k = \mathcal{Q}_{k, \mathcal{E}'} := \mathcal{E}' \cup \mathcal{G}_{k-1}$, and continue the iterations with each $\mathcal{Q}_k = \mathcal{Q}_{k, \mathcal{E}'}$ separately. Given $\mathcal{Q}_k$, we define $\mathcal{G}_k$ by first setting $\mathcal{G}_k = \mathcal{G}_{k-1}$, and then going over the neutral densities $\mathcal{E} \in \mathcal{Q}_k \mathcal{G}_{k-1}$, sorted in an ascending order of $d(\mathcal{E})$, and setting $\mathcal{G}_k = \mathcal{G}_k \cup \{\mathcal{E}\}$ if

$$\text{dist}(\mathcal{Q}_1, \mathcal{E}) \geq M[\min(d(\mathcal{Q}_1), d(\mathcal{E}))]^{\alpha}, \quad \mathcal{Q}_1 \in \mathcal{Q}_k, \quad Q(\mathcal{Q}_1) = 0, \quad (4.17)$$

and

$$\text{dist}(\mathcal{Q}_1, \mathcal{E}) \geq Md(\mathcal{E})^{\alpha}, \quad \mathcal{Q}_1 \in \mathcal{Q}_k \mathcal{G}_{k} \quad (4.18)$$

($\mathcal{G}_k$ might change during this iteration, and we assume that in (4.18) it is the most updated one).

Remark. One may show that $\mathcal{G}_k$ is the maximal (with respect to inclusion) ensemble of neutral densities with $\mathcal{G}_{k-1} \subset \mathcal{G}_k$, such that (4.17) and (4.18) hold for every $\mathcal{E} \in \mathcal{G}_k$. 

Since $\Lambda$ is a finite graph, for $k$ large enough every $Q_k \setminus q_k$ is either empty or is an ensemble consisting of a single non-neutral density. We then set $\mathcal{F}_q$ to be the collection of the ensembles $Q_k$. It is straightforward to see that (4.16) holds with $c'_{\mathcal{N}} > 0$, $\mathcal{N} \in \mathcal{F}_q$ and $\sum_{\mathcal{N} \in \mathcal{F}_q} c'_{\mathcal{N}} = 1$, and that properties (a) and (b) of Theorem 2.2 are satisfied by each $\mathcal{N} \in \mathcal{F}_q$.

We continue to verify properties (c) and (d) of Theorem 2.2.

Claim 4.4. Let $k \geq 0$ and let $q \in Q_k$ be a neutral density with $Md(q)^\alpha \leq 2^k$. Then $q \in q_k$.

Proof. If $q \in q_k$ the claim is trivial. Otherwise, note that (4.17) and (4.18) hold for every $q_1 \in Q_k \setminus q_k$, since $Q_k \setminus q_k$ is a $k$-ensemble and thus

$$\text{dist}(q, q_1) > 2^k \geq Md(q)^\alpha \geq M[\min(d(q_1), d(q))]^\alpha.$$  

Also, (4.17) holds trivially for $q_1 \in q_k$, and therefore $q$ must be in $q_k$.

In order to verify part (c) of Theorem 2.2 let $q$ be a neutral density in an ensemble $\mathcal{N}$, and suppose $q_1, q_2$ are two distinct densities with disjoint supports, satisfying $q = q_1 + q_2$, and

$$\text{dist}(q_1, q_2) \geq 2M[\min(d(q_1), d(q_2))]^\alpha =: R.$$  

Without loss of generality, we assume $d(q_1) \leq d(q_2)$, and thus $R = 2Md(q_1)^\alpha$. Let $Q_k$ be the first ensemble (i.e., with minimal $k$) and $q^* \in Q_k$ such that $Q_k \to \mathcal{N}$, and supp $q_1 \cap$ supp $q^* \neq \emptyset$, supp $q_2 \cap$ supp $q^* \neq \emptyset$. Then there exist $q_\mu, q_\nu \in Q_k$ with $q_\mu, q_\nu \subset q^*$ and $q_\mu \subset q_1$, $q_\nu \subset q_2$, and thus dist$(q_\mu, q_\nu) \geq R$. Combining this with property (1) of Lemma 4.3 yields $R \leq 2^k$. Since $R = 2Md(q_1)^\alpha \geq 2Md(q_\mu)^\alpha$, it holds that $2^{k-1} \geq Md(q_\mu)^\alpha$, and thus $q_\mu$ must be non-neutral (otherwise $q_\mu \in q_k$ by Claim 4.4). Now, since $d(q_1) < Md(q_1)^\alpha \leq 2^{k-1}$ it must be that $q_1 = q_\mu$, as there is no $q_\lambda \in Q_k$ with dist$(q_\mu, q_\lambda) \leq 2^{k-1}$. Therefore, $q_1$ is non-neutral, and by $Q(q) = 0$, $q_2$ is also non-neutral.

Now we turn to the verification of the bound (2.7). We choose some $\mathcal{N} \in \mathcal{F}$. Let $q$ be a neutral density in $\mathcal{N}$. We start by claiming that $q \in q_n(q)$, where $n(q) = \lfloor \log_2(Md(q)^\alpha) \rfloor$ as in (2.3). First note that $q \in Q_n(q)$, since by definition $d(q) \leq 2n(q)$, and so there are no distinct $q_1, q_2 \in Q_n(q)$ with $q_1, q_2 \subset q$ (as dist$(q_1, q_2) > 2^{n(q)} \geq d(q)$), since $Q_n(q)$ is an $n(q)$-ensemble. Claim 4.4 yields $q \in q_n(q)$. Denote by $m \leq n(q)$ the minimal $m$ such that $q \in q_m$. By (4.11),

$$|K(q)| \leq e^{C_1A_{m-1}(q)} \prod_{\gamma \gamma}[K(q_\gamma)],$$

where $q = \sum \varepsilon(q, q_\gamma)q_\gamma$ with $\varepsilon(q, q_\gamma) \in \pm 1$, and all densities $q_\gamma$ belong to some $(m - 1)$-ensemble. If $m \geq 2$, we apply (4.11) again, which yields

$$|K(q)| \leq \exp \left\{ C_1 \left[ A_{m-1}(q) + \sum_{q_\gamma \subset q} A_{m-2}(q_\gamma) \right] \right\} \prod_{q_\delta}[K(q_\delta)],$$

for densities $q_\delta$ in some $(m - 2)$-ensemble. Note that

$$\sum_{q_\gamma \subset q} A_{m-2}(q_\gamma) \leq 4A_{m-2}(q),$$

since every square $s$ of size $2^{m-2} \times 2^{m-2}$ might intersect with at most four densities $q_\gamma$, and since a cover of $q$ with squares of size $2^{m-2} \times 2^{m-2}$, is also a cover of $(q_\gamma)$ for all $\gamma$.

Applying (4.19) and (4.20) iteratively shows that

$$|K(q)| \leq e^{D_2A(q)} \prod_{j \in \text{supp } q}[z(|q_j|)],$$

and using (4.15) and the fact that $2C(N_j) < 1$ verifies (2.7).
4.3 Spin Wave Construction

In this section we prove Proposition 2.4, constructing the spin waves \( a_\varphi = a_{\varphi, \mathcal{N}_0} \), \( \varphi \in \mathcal{N}_0 \), where \( \mathcal{N}_0 \) is a sub-ensemble of neutral densities, of an ensemble \( \mathcal{N} \) satisfying properties (a)-(c) of Theorem 2.2. We fix such ensemble and \( \varphi^* \in \mathcal{N}_0 \) for the rest of the section. The spin wave \( a_{\varphi^*} \) is constructed as a sum of spin waves which are defined later in the section. In this section all densities are neutral, and recall that for a neutral density it holds that \( d(\varphi) \geq 1 \).

4.3.1 Initial Spin Wave

The next lemma establishes the basic properties of \( a_{0, \varphi^*} \), an intermediate spin wave which is used to construct \( a_{\varphi^*} \), which are very similar to the properties of Proposition 2.4 (recall the definitions of \( D^+(\varphi^*) \), \( \varphi \in \mathcal{N}_0 \) and \( \mathcal{N}_0(\varphi^*) \), defined in (2.16) and (2.15) respectively, which appear in this context).

Lemma 4.5. There exists \( a_{0, \varphi^*} : \Lambda \to \mathbb{R} \) such that:

1. \( \text{supp} \ a_{0, \varphi^*} \subset \{ j \in \Lambda : \text{dist}(j, \varphi^*) \leq 1 \} \),
2. \( \text{supp}(a_{0, \varphi^*}) \cup \Delta_{\Lambda} a_{0, \varphi^*} \subset D(\varphi^*) \).
3. For every \( \varphi' \in \mathcal{N}_0(\varphi^*) \), \( a_{0, \varphi^*} \) is constant on \( D^+(\varphi') \).
4. \( E_\beta(a_{0, \varphi^*}, \varphi^*) = \langle \varphi^*, a_{0, \varphi^*} \rangle - \frac{\beta}{2} \sum_{j, \ell \in \Lambda} (a_{0, \varphi^*}(j) - a_{0, \varphi^*}(\ell))^2 \geq \frac{1}{16\beta} \| \varphi^* \|^2_2 \).

Proof. We start by defining \( a_{0, \varphi^*} \). Recall that \( \Lambda \) is bipartite. Let \( (\Omega_1, \Omega_2) \) be a bipartition of \( \Lambda \), chosen without loss generality so that

\[
\sum_{j \in \Omega_1} \varphi^*(j) \geq \frac{1}{2} \sum_{j \in \Lambda} \varphi^*(j) \tag{4.21}
\]

In the case that \( d(\varphi^*) = 1 \), we assume also that \( \Omega_1 \) contains the center of \( D(\varphi^*) \), which is safe since \( \varphi^* \) is neutral (recall the definition of \( D(\varphi) \) for a density \( \varphi \) in (1.11)). Let \( \varphi^*_j = \varphi^*(j) \) for \( j \in \Omega_1 \), and \( \varphi^*_j = 0 \) otherwise, \( \ell = 1, 2 \). Clearly \( \varphi^*_1 + \varphi^*_2 = \varphi^* \). Note that (4.21) implies \( \| \varphi^*_1 \|_2^2 \geq \| \varphi^* \|_2^2 / 2 \).

We denote by \( d_j \) the graph degree of \( j \in \Lambda \), and define \( a_{0, \varphi^*} : \Lambda \to \mathbb{R} \) by

\[
a_{0, \varphi^*}(j) := \frac{\varphi^*_j}{d_j \beta}. \tag{4.22}
\]

Next, we verify the properties of the lemma. Property 1 holds by definition. Property 2 follows by property 1 and \( \text{supp}(\Delta_{\Lambda} a_{0, \varphi^*}) \subset \{ j : \text{dist}(j, \varphi^*_1) \leq 1 \} \), where for the case \( d(\varphi^*) = 1 \) we used the assumption that \( \Omega_1 \) contains the center of \( D(\varphi^*) \). For property 3 for every \( \varphi' \in \mathcal{N}_0(\varphi^*) \) it follows by property (b) of Theorem 2.2 that

\[
\text{dist}(D(\varphi'), \varphi^*) \geq \text{dist}(\varphi', \varphi^*) - 4d(\varphi') \geq \frac{M}{4} d(\varphi') > 2,
\]

which implies that \( a_{0, \varphi^*} \) is zero on \( D(\varphi') \), \( \varphi' \in \mathcal{N}_0(\varphi^*) \).

Part 4 follows by the observation that the gradient is \( \varphi^*_j/(d_j \beta) \) for every edge touching \( j \) and \( 0 \) otherwise, and thus by (4.21)

\[
E_\beta(a_{0, \varphi^*}, \varphi^*) = \langle \varphi^*, a_{0, \varphi^*} \rangle - \frac{\beta}{2} \sum_{j, \ell} (a_{0, \varphi^*}(j) - a_{0, \varphi^*}(\ell))^2 = \frac{1}{\beta} \sum_{j \in \Lambda} \varphi^*_j \frac{d_j}{d_j} - \frac{1}{2\beta} \sum_{j \in \Lambda} \varphi^*_j \frac{d_j}{d_j} \geq \frac{1}{16\beta} \| \varphi^* \|^2_2. \tag*{□}
\]
4.3.2 Connected Components of $\bigcup_{q \in \mathcal{M}_0(q^*)} D^+(q)$

Recall requirement 4 of Proposition 2.4, which states that $a_{q^*}$ is constant on every $D^+(q')$ for $q' \in \mathcal{M}_0(q^*)$, where $\mathcal{M}_0(q^*), D^+(q')$ are defined in (2.15) and (2.16) respectively. It may happen that $D^+(q_1)$ and $D^+(q_2)$ overlap for some $q_1, q_2 \in \mathcal{M}_0(q^*)$, whence the requirement becomes that $a_{q^*}$ is constant on the union $D^+(q_1) \cup D^+(q_2)$. Therefore, the connected components of the $\bigcup_{q \in \mathcal{M}_0(q^*)} D^+(q)$ are important. When we say a connected component, we think of a sub-ensemble. For every connected component (c.c.) $E$ of $\mathcal{M}$ denote its diameter by $\delta(E) = \max_{j, \ell \in E} \text{dist}(j, \ell)$.

For each $E \subset \Lambda$ and any other connected component $E'$ of $\bigcup_{q \in \mathcal{M}_0(q^*)} D^+(q)$ with $E \neq E'$,

$$M \left[ \min(d(E), d(E')) \right]^\alpha \leq \text{dist}(E, E') + d(E) + d(E'),$$

$$\frac{M}{128} d(E)^\alpha \leq \text{dist}(E, q^*),$$

$$|\partial E| \leq 64 \cdot d(E).$$

**Lemma 4.6.** For every connected component $E$ of $\bigcup_{q \in \mathcal{M}_0(q^*)} D^+(q)$ it holds that

1. For any connected component $E'$ of $\bigcup_{q \in \mathcal{M}_0(q^*)} D^+(q)$ with $E \neq E'$,

$$M \left[ \min(d(E), d(E')) \right]^\alpha \leq \text{dist}(E, E') + d(E) + d(E'),$$

2. $\frac{M}{128} d(E)^\alpha \leq \text{dist}(E, q^*),$

3. $|\partial E| \leq 64 \cdot d(E).$

**Proof.** We prove the following claim, which is a stronger variant of the lemma. Let $\mathcal{I} \subset \mathcal{M}_0(q^*)$ be a sub-ensemble. For every connected component (c.c.) $E$ of $\bigcup_{q \in \mathcal{I}} D^+(q)$, writing $\mathcal{I}_E := \{ q \in \mathcal{I} : D^+(q) \subseteq E \}$, there exists a unique density $q_E$ for which $d(q_E) = \max\{d(q) : q \in \mathcal{I}_E \}$. Also,

$$d(E) \leq 5d(q_E),$$

(4.23)

and properties 2 and 3 of the lemma hold for such $E$, and property 4 holds for $E$ and any other connected component $E'$ of $\bigcup_{q \in \mathcal{I}} D^+(q)$, $E' \neq E$.

We prove this claim by induction on the size of $\mathcal{I} \subset \mathcal{M}_0(q^*)$. Note that the claim trivially holds for $\mathcal{I} = \emptyset$. For the induction step, let $\mathcal{I} \subset \mathcal{M}_0(q^*)$ with $|\mathcal{I}| > 0$, let $E$ be a connected component of $\bigcup_{q \in \mathcal{I}} D^+(q)$, let $q_m$ be some arbitrary density in $\mathcal{I}_E$ with maximal diameter and let

$$\mathcal{M} = \left\{ q \in \mathcal{I}_E : d(q) \geq \frac{1}{10} d(q_m) \right\}.$$

Assume that there are two distinct $q_1, q_2 \in \mathcal{M}$, then by (2.1) and property (b) of Theorem 2.2 $D^+(q_1), D^+(q_2)$ are disjoint, since otherwise

$$M \left( \frac{d(q_m)}{10} \right)^\alpha \leq \text{dist}(q_1, q_2) \leq d(D^+(q_1)) + d(D^+(q_2)) \leq 4d(q_1) + 4d(q_2) \leq 8d(q_m).$$
Since $E$ is connected, there exist two distinct $q_1, q_2 \in \mathcal{M}$ which are both intersecting some $E'$, a connected component of $\bigcup_{q \in \mathcal{J}_E \setminus \mathcal{M}} D^+(q)$, which is impossible by (2.1), property (b) of Theorem 2.2 and the induction hypothesis applied to $\mathcal{J}_E \setminus \mathcal{M}$, as

\[ M \left( \frac{d(q_m)}{10} \right)^{\alpha} \leq \text{dist}(q_1, q_2) \leq d(D^+(q_1)) + d(D^+(q_2)) + d(E') \leq 8d(q_m) + 5d(q_{E'}) \leq 9d(q_m). \]

Therefore $|\mathcal{M}| = 1$, which implies that there is a unique density $\mathcal{q}_E \in \mathcal{J}_E$ with maximal diameter. Let $P$ be a path in $E$ satisfying that the distance between its endpoints equals $d(E)$. Let $x, y \in P$ be the first and last points along $P$ which lie in $D^+(q_{E})$. Each of the portions of $P$ before $x$ and after $y$ must lie in a connected component of $\bigcup_{q \in \mathcal{J}_E \setminus \mathcal{M}} D^+(q)$. Thus, applying the induction hypothesis to the sub-ensemble $\mathcal{J}_E \setminus \mathcal{M}$,

\[ d(E) \leq 2 \cdot 5 \cdot \frac{1}{10} d(\mathcal{q}_E) + \text{dist}(x, y) \leq d(\mathcal{q}_E) + 4d(\mathcal{q}_E) \leq 5d(\mathcal{q}_E), \]

which proves (4.23).

To prove properties 1 and 2 let $E, E'$ be two distinct connected components of $\bigcup_{q \in \mathcal{J}_E} D^+(q)$.

By property (b) of Theorem 2.2 and (4.23) we obtain

\[ M \left[ \frac{\min(d(E), d(E'))}{5} \right]^{\alpha} \leq M \left[ \min(d(\mathcal{q}_E), d(\mathcal{q}_{E'})) \right]^{\alpha} \leq \text{dist}(\mathcal{q}_E, \mathcal{q}_{E'}) \leq \text{dist}(E, E') + d(E) + d(E'), \]

which proves property 1. Property 2 follows similarly by

\[ M \left[ \frac{d(E)}{10} \right]^{\alpha} \leq M \left[ \frac{d(\mathcal{q}_E)}{2} \right]^{\alpha} \leq \text{dist}(\mathcal{q}_E, E) \leq \text{dist}(E, E') + d(E). \]

To prove property 3, note that by the induction hypothesis,

\[ |\partial^{\text{ext}} E| \leq |\partial^{\text{ext}} D^+(\mathcal{q}_E)| + \sum_{E' \text{ c.c. of } \mathcal{J}_E \setminus \mathcal{M}} |\partial^{\text{ext}} E'| \leq 12d(\mathcal{q}_E) + 16 \cdot \sum_{E' \text{ c.c. of } \mathcal{J}_E \setminus \mathcal{M}} d(\mathcal{q}_{E'}). \tag{4.24} \]

By property 1 and the induction hypothesis, we immediately obtain that $\text{dist}(E_1, E_2) \geq \frac{M^2}{2} \cdot 2^{\alpha \ell}$ for any two distinct connected components $E_1, E_2$ of $\mathcal{J}_E \setminus \mathcal{M}$ with $2^{\ell} \leq d(E_1), d(E_2) \leq 2^{\ell + 1}$, $\ell \geq 1$. Therefore, the number of possible $E'$ in this scale, which intersect $\partial^{\text{ext}} D^+(\mathcal{q}_E)$, is bounded by

\[ \frac{2 |\partial^{\text{ext}} D^+(\mathcal{q}_E)|}{M^2} \leq \frac{1024}{M} 2^{\alpha \ell} d(\mathcal{q}_E). \]

Substituting this in (4.24) and using (2.1) and the induction hypothesis yields

\[ |\partial^{\text{ext}} E| \leq 12d(\mathcal{q}_E) + 16d(\mathcal{q}_E) \sum_{\ell=1}^{\infty} \frac{1024}{M} 2^{-\alpha \ell} \cdot 2^{\ell + 1} \leq 16d(\mathcal{q}_E) \leq 64d(E). \]

4.3.3 A Spin Wave for Every Square in $\mathcal{J}_k^{\text{sep}}(\mathcal{q}^*)$

We remind that for each $k \geq 1$ and each $s \in \mathcal{J}_k^{\text{sep}}(\mathcal{q}^*)$ the density $s \cap \mathcal{q}^*$, defined in (2.8), is non-neutral by the definition of $\mathcal{J}_k^{\text{sep}}(\mathcal{q}^*)$ and property (c) of Theorem 2.2. This fact allow us to construct an intermediate spin wave $a_{s, \mathcal{q}^*}$, such that $E_{\beta}(a_{s, \mathcal{q}^*}, \mathcal{q}^*) > C/\beta$, for some positive absolute constant $C$. 
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**Proposition 4.7.** There exists a positive absolute constant $D_3$ such that the following holds. Let $k \geq 1$ be an integer and let $s \in \mathcal{S}_{k}^{\text{sep}}(\rho^*)$. Then there exists $a_{s,\rho^*} : \Lambda \to \mathbb{R}$ such that:

1. $\text{supp} \, a_{s,\rho^*} \subset \{j \in \Lambda : \text{dist}(j,s) \leq 2^{k-1}\}$,
2. $a_{s,\rho^*}$ is constant on $\{j \in \Lambda : \text{dist}(j,s) \leq [2^{k-3}]\}$,
3. $a_{s,\rho^*}$ is constant on $D^+(\rho')$ for every $\rho' \in \mathcal{A}_0(\rho^*)$,
4. it holds that

$$E_\beta(a_{s,\rho^*}, \rho^*) = \langle a_{s,\rho^*}, \rho^* \rangle - \frac{\beta}{2} \sum_{j=\ell}^n (a_{s,\rho^*}(j) - a_{s,\rho^*}(\ell))^2 \geq \frac{D_3}{\beta}.$$  

(4.25)

**Proof.**

**Case 1:** $k < 10$. Fix $k < 10$, and $s \in \mathcal{S}_{k}^{\text{sep}}(\rho^*)$. Define

$$a_{s,\rho^*}(j) := \begin{cases} \frac{q}{2^{k+3} \beta}, & \text{dist}(j,s) \leq 1 \\ 0, & \text{otherwise} \end{cases}$$

where $q$ is the charge $Q(s \cap \rho^*)$ (emphasizing again that $|q| \geq 1$).

It is straightforward to see that properties [1] of the proposition are satisfied by this definition. To verify property [2] let $\rho' \in \mathcal{A}_0(\rho^*)$, then by property [b] of Theorem 2.2

$$\text{dist}(D^+(\rho'), s) \geq \text{dist}(\rho', \rho^*) - 4d(\rho') - d(s) \geq M \left( \frac{d(\rho')}{2} \right)^\alpha - 4d(\rho') - 2^{k+1} \geq M - 2^{k+1} = \frac{D_3}{\beta}.$$  

which shows that $a_{s,\rho^*}$ is zero on every $D^+(\rho')$, $\rho' \in \mathcal{A}_0(\rho^*)$. Finally, to verify property [3] note that

$$E_\beta(a_{s,\rho^*}, \rho^*) = \langle a_{s,\rho^*}, \rho^* \rangle - \frac{\beta}{2} \sum_{j=\ell}^n (a_{s,\rho^*}(j) - a_{s,\rho^*}(\ell))^2 \geq \frac{q^2}{2^{k+3} \beta} - \frac{\beta}{2} \cdot \frac{q^2}{2^{k+3} \beta} \geq \frac{1}{2^{k+4} \beta}.$$  

**Case 2:** $k \geq 10$. Fix $k \geq 10$ and $s \in \mathcal{S}_{k}^{\text{sep}}(\rho^*)$. We define $a_{s,\rho^*}$ using a parameter $\gamma > 0$ which is chosen later to minimize the lower bound on $E_\beta(a_{s,\rho^*}, \rho^*)$.

Define a function $|.|_s : \Lambda \to \mathbb{R}$ that roughly measures the distance between points of $\Lambda$ and the center of $s$ by

$$|j|_s := \text{dist}(j,s) + 2^{k-1}.$$  

For notational simplicity, denote

$$R_1 := 2^{k-1} + 2^{k-3},$$
$$R_2 := 2^{k-1} + 2^{k-2} = \frac{6}{5} R_1.$$  

Define a function $b : \Lambda \to \mathbb{R}$ by

$$b(j) := \begin{cases} \ln(6/5), & |j|_s \leq R_1 \\ \ln[R_2 |j|_s^{-1}], & R_1 \leq |j|_s \leq R_2 \\ 0, & |j|_s \geq R_2 \end{cases}.$$  

Let $\mathcal{E}$ be the set of connected components of $\bigcup_{\rho \in \mathcal{A}_0(\rho^*)} D^+(\rho)$. We define $a_{s,\rho^*}$ as follows:

$$a_{s,\rho^*}(j) := \begin{cases} \gamma b(j), & j \notin E \text{ for any } E \in \mathcal{E} \\ \gamma b(x_E), & j \in E \in \mathcal{E} \end{cases}.$$  

(4.26)
where \( x_E \in E \) is chosen so that if \( E \) meets \( |j|_s = R_1 \) then \( |x_E|_s = R_1 \), if \( E \) meets \( |j|_s = R_2 \) then \( |x_E|_s = R_2 \), and otherwise it is arbitrarily chosen point in \( E \). Note that if \( E \in \mathcal{E} \) cannot meet both \( |j|_s \leq R_1 \) and \( |j|_s \geq R_2 \), since \( \text{dist}(E, q^*) \leq 2R_1 \) and thus by (2.1) and property 2 of Lemma 4.6, it follows that

\[
d(E) \leq \frac{256}{M}R_1 < \frac{R_2 - R_1}{2}.
\]

It is straightforward to see that properties 1, 2, 3 of the proposition are satisfied by this definition. We verify property 4 next. First, note that since \( a_{s, q^*} \) is valued \( \gamma \ln(6/5) \) on \( s \cap q^* \), and is valued 0 on \( q^* - (s \cap q^*) \) (since by property (c) of Theorem 2.2 dist(\( s, q^* - (s \cap q^*) \)) \( \geq 2M2^{\alpha(k+1)} > R_2 \)), and thus

\[
\langle a_{s, q^*}, q^* \rangle = \gamma \ln(6/5)Q(s \cap q^*).
\]

In the rest of the proof we show that there exists a positive absolute constant \( C \) such that

\[
\sum_{j \sim \ell} (a_{s, q^*}(j) - a_{s, q^*}(\ell))^2 \leq \gamma^2 C,
\]

which yields (using (4.27))

\[
E_{\beta}(a_{s, q^*}, q^*) \geq \gamma \ln(6/5)Q(s \cap q^*) - \frac{\beta}{2} \gamma^2 C \ln(2/v),
\]

and optimization on \( \gamma \) (using \( |Q(s \cap q^*)| \geq 1 \)) verifies property 4 of the proposition.

To show (4.28), note that by the definition of \( a_{s, q^*} \),

\[
\sum_{j \sim \ell} (a_{s, q^*}(j) - a_{s, q^*}(\ell))^2 = \gamma^2 \sum_{j \sim \ell} (b(j) - b(\ell))^2 + \gamma^2 \sum_{E \in \mathcal{E}, j \in \partial^\text{ext} E} (b(x_E) - b(j))^2.
\]

To bound the first sum on the right-hand side of (4.29), note that there are at most \( 2^{2(k+1)} \) edges involved in the sum, and for each such edge \( \{j, \ell\} \in E(\Lambda) \),

\[
(b(j) - b(\ell))^2 \leq \left( \ln \left( 1 + \frac{1}{\min(|j|_s, |\ell|_s)} \right) \right)^2 \leq \frac{1}{\min(|j|_s, |\ell|_s)^2} \leq 2^{-2(k-1)},
\]

and therefore,

\[
\sum_{j \sim \ell} (b(j) - b(\ell))^2 \leq 2^{2(k+1)-2(k-1)} = 16.
\]

We continue with bounding the second sum on the right-hand side of (4.29). Denote by \( \mathcal{E}_0 \subseteq \mathcal{E} \) the set of connected components \( E \in \mathcal{E} \) such that \( R_1 \leq |x_E|_s \leq R_2 \), and note that \( \sum_{j \in \partial^\text{ext} E} (b(x_E) - b(j))^2 = 0 \) for \( E \in \mathcal{E} \setminus \mathcal{E}_0 \).

Let \( E \in \mathcal{E}_0 \). We show next that for some absolute constant \( C_2 \) it holds that

\[
\sum_{j \in \partial^\text{ext} E} (b(x_E) - b(j))^2 \leq C_2 d(E)^3 |x_E|_s^{-2}.
\]

Indeed, let \( j \in \partial^\text{ext} E \). Using

\[
\text{dist}(E, q^*) \leq \text{dist}(x_E, s) + 2R_1 \leq 3|x_E|_s,
\]

and property 2 of Lemma 4.6 we obtain that

\[
||j|_s - |x_E|_s| \leq 2d(E) \leq \frac{256}{M} \text{dist}(E, q^*) \leq \frac{1}{2} |x_E|_s,
\]

and

\[
|x_E|_s \leq 2d(E) \leq \frac{256}{M} \text{dist}(E, q^*) \leq \frac{1}{2} |x_E|_s,
\]

therefore

\[
|x_E|_s \leq 2d(E) \leq \frac{256}{M} \text{dist}(E, q^*) \leq \frac{1}{2} |x_E|_s.
\]
and by \((\ln(1 + t))^2 \leq 10t^2\) for \(|t| < \frac{1}{2}\),

\[
(b(j) - b(x_E))^2 \leq \left( \ln |j| - \ln |x_E| \right)^2 = \left( \ln \left( 1 + \frac{|j| - |x_E|}{|x_E|} \right) \right)^2 \leq \frac{(|j| - |x_E|)^2}{|x_E|^2} \leq \frac{4d(E)^2}{|x_E|^2}.
\]

Thus, by property 3 of Lemma 4.6, 

\[
\sum_{j \in \partial \partial E} (b(x_E) - b(j))^2 \leq |\partial \partial E| \frac{4d(E)^2}{|x_E|^2} \leq 256d(E)^3 \frac{2}{|x_E|^2},
\]

which proves (4.31).

To bound the right-hand side of (4.31), we split \(E_0\) into a disjoint union of \(E_{\ell,r}\), indexed by positive integers \(r, \ell\), and defined by 

\[
E_{\ell,r} := \{ E \in E_0 : 2^\ell \leq d(E) < 2^{\ell+1}, \quad r_c \leq |x_E| < (r+1)c\ell, \quad c\ell := \frac{M}{12} \cdot 2^\alpha \ell.
\]

This is a partition of \(E_0\), since \(d(E) \geq 4\), and since for every \(E \in E_0\) with \(2^\ell \leq d(E) < 2^{\ell+1}\) it holds that \(|x_E| \geq c\ell\), by property 2 of Lemma 4.6 and (4.31).

We continue by bounding \(|E_{\ell,r}|\), Fix \(\ell, r \geq 1\). By property 1 of Lemma 4.6 it holds that 

\[
dist(x_{E_1}, x_{E_2}) \geq dist(E_1, E_2) \geq \frac{M}{25} \cdot 2^\alpha \ell - 2 \cdot 2^{\ell+1} \geq \frac{M}{32} \cdot 2^\alpha \ell \geq 3c\ell, \quad E_1, E_2 \in E_{\ell,r},
\]

and therefore the sets \(\{ j : \text{dist}(j, x_E) \leq c\ell \}, \quad E \in E_{\ell,r}\) are disjoint, which implies 

\[
|E_{\ell,r}| \leq \left| \left\{ j : rc\ell \leq |j| < (r+1)c\ell \right\} \right| \leq C_3 r,
\]

for some positive absolute constant \(C_3\). Also, if \(rc\ell > R_2\) or \((r+1)c\ell < R_1\) then \(|E_{\ell,r}| = 0\).

Thus, by (2.1), (4.31) and (4.33),

\[
\sum_{E \in E_0} \sum_{j \in \partial \partial E} (b(x_E) - b(j))^2 \leq C_2 \sum_{E \in E_0} d(E)^3 |x_E|^{-2} \leq C_2 \sum_{\ell = 1}^{\infty} \sum_{r \geq 1}^{\infty} |E_{\ell,r}| \cdot 2^{3(\ell+1)} \cdot \frac{1}{(rc\ell)^2}
\]

\[
\leq C_2 C_3 2^{3} \sum_{\ell = 1}^{\infty} 2^{3-2\alpha \ell} \sum_{r \geq 1}^{\infty} \frac{1}{r} \leq C_4 \sum_{\ell = 1}^{\infty} 2^{3-2\alpha \ell} \ln \frac{R_2}{R_1} \leq C_5.
\]

Combining (4.29), (4.30) and (4.31) yields (4.28), finishing the proof of Proposition 4.7. \(\square\)

### 4.3.4 Proof of Proposition 2.4 - Spin Wave Existence

Let \(a_{0,\theta^*}\) be such that the properties of Lemma 4.5 hold, and let \(a_{s,\theta^*}, \quad s \in S_{k}(\theta^*), \quad k \geq 1\), be such that the properties of Proposition 4.7 hold, and define 

\[
a_{\theta^*} := a_{0,\theta^*} + \sum_{k=1}^{\infty} \sum_{s \in S_{k}(\theta^*)} a_{s,\theta^*}.
\]

We verify next the properties of Proposition 2.4 for \(a_{\theta^*}\). Property 1 is immediate by Lemma 4.5 and by Proposition 4.7 Properties 2 and 3 hold for \(a_{0,\theta^*}\) by Lemma 4.5. They hold also for every \(a_{s,\theta^*}, \quad s \in S_{k}(\theta^*), \quad k \geq 1\), since given such \(s\), by the definition of \(S_{k}(\theta^*)\) it holds that 

\[
d(\theta^*) \geq \text{dist}(s, \theta^* - \theta^* \cap s) \geq 2M2^{\alpha(k+1)},
\]
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which implies using Proposition 4.7 that supp $a_{s,\ell} \subset \{ j \in \Lambda : \text{dist}(j, s) \leq 2^{k-1} \} \subset D(\rho^*)$.

We are thus left with verifying property 4. For that we show that for every edge of $\Lambda$, the gradient on this edge is non zero in at most one $a_{t,\ell}$, and thus it follows by Lemma 4.3 and by Proposition 4.7 that

$$E_\beta(a_{\ell}, \rho^*) = \langle a_{\ell}, \rho^* \rangle - \frac{\beta}{2} \sum_{j} (a_{\ell}(j) - a_{\ell}(\ell))^2 = \sum_{t} \langle a_{t,\ell}, \rho^* \rangle - \frac{\beta}{2} \sum_{t} \sum_{j} (a_{t,\ell}(j) - a_{t,\ell}(\ell))^2$$

$$= E_\beta(a_{0,\ell}, \rho^*) + \sum_{k=1}^{\infty} \sum_{s \in \mathcal{S}_{\ell} \cap \mathcal{S}_{\ell+k}(\rho^*)} E_\beta(a_{s,\ell}, \rho^*) \geq \frac{1}{\beta} \left( \frac{1}{16} \| \rho^* \|_2^2 + D \sum_{k=1}^{\infty} |\mathcal{S}_{\ell+k}(\rho^*)| \right). \quad (4.35)$$

First note that for any $s \in \mathcal{S}_{k}(\rho^*)$, $k \geq 1$, all of the non-zero gradients of $a_{s,\ell}$ are on edges inside the square $\{ j \in \text{dist}(j, s) \leq 1 \}$, in which the gradients of $a_{s,\ell}$ are zero by Proposition 4.7.

Second, let $s \in \mathcal{S}_{k}(\rho^*)$, $k \geq 1$. By the definition of $\mathcal{S}_{\ell+k}(\rho^*)$ the only gradients which might interfere with the non-zero gradients of $a_{s,\ell}$, are the non-zero gradients of squares $s' \in \mathcal{S}_{k}(\rho^*)$, $k' \geq 1, k' \neq k$, for which $s \cap s' \neq \emptyset$.

For the case in which there is exactly one such square $s'$, we need an assumption on the choice of $\mathcal{S}_{\ell}(\rho^*)$ for all $\ell > 1$. We assume that they are chosen such that if $s \in \mathcal{S}_{\ell+k}(\rho^*)$, $\ell \geq 1$, then $2s$, the square with edge of size $2^{\ell+1}$ sites, which is centred at the center of $s$, is in $\mathcal{S}_{\ell+k}(\rho^*)$. It is safe to assume it, since $s \in \mathcal{S}_{\ell+k}(\rho^*)$, and thus dist$(s, (\rho^* - s \cap \rho^*)) > 2^{\ell+1}$. It is now straightforward to see that by Proposition 4.7, the set of edges with non-zero gradients of $a_{s,\ell}$ and the set of edges with non-zero gradients of $a_{s',\ell}$ are disjoint.

For the case in which there are more than two distinct squares, let $s_i \in \mathcal{S}_{k_i}(\rho^*)$, $i = 1, 2$, be such distinct squares. We assume without loss of generality that $k_1 \leq k_2 < k$. Then by definition, dist$(s_1, s_2 \cap \rho^*) \geq 2M^{2^{k+1}}$, but also dist$(s_1, s_2 \cap \rho^*) \leq 2^{k+1}$, and thus, by (2.1), $k > k_1 + 16$. It is straightforward to see by Proposition 4.7 that the sets of edges with non-zero gradients are disjoint. This finishes the proof of Proposition 4.3.

### 4.4 Complex Translation

We show in this section a proof to (2.19) by a change of integration contour. Let $\tau, a : \Lambda \to \mathbb{R}$ with $\sum_{j} \tau_j = 0$. Note that $\sum_{j} \tau_j = 0$ implies that (2.19) depends only on gradients of $a$, and thus it is safe to assume that $a_q = 0$, where $v$ is the normalization point of $d_{p^\tau}^{GFF, \alpha}(\beta)$.

We start with the following one-variable equality.

**Lemma 4.8.** Let $a, q \in \mathbb{R}$, $\beta > 0$, and let $(x_j)$ be a finite real sequence. Then

$$\int_{-\infty}^{\infty} e^{iqx} \exp[-(\beta/2) \sum_j (x - x_j)^2] dx = \int_{-\infty}^{\infty} e^{iqx} \exp[-(\beta/2) \sum_j (x + ia - x_j)^2] dx. \quad (4.36)$$

**Proof.** Let $b \in (0, \infty)$. As the function $I : \mathbb{C} \to \mathbb{C}$, $I(z) := e^{iqz} \exp[-(\beta/2) \sum_j (z - x_j)^2]$ is entire, its integral along the rectangular contour with corners at $-b, b, b + ia, -b + ia$ is zero. Therefore,

$$\int_{-b}^{b} I(z) dz = \int_{-b+ia}^{b+ia} I(z) dz + \int_{-b}^{b+ia} I(z) dz + \int_{b+ia}^{-b} I(z) dz. \quad (4.37)$$

Since

$$|I(z)| = e^{-q \text{Im}(z) - \frac{\beta}{2} \sum_j \text{Re}(z-x_j)^2},$$

which tends to 0 as $z \to \infty$ with $\text{Im}(z)$ bounded, it holds that that the last two terms on the right-hand side of (4.37) tend to 0 as $b \to \infty$, which finishes the proof. \(\Box\)
Iterative application of Lemma 1.8 for each $\phi_k$, $k \in \Lambda \setminus \{v\}$ (recall that we assumed $a_v = 0$), yields

$$\int e^{i\langle \phi, \tau \rangle} d\mu^{\text{GFF}}_{\beta, \Lambda, v} (\phi) = \int e^{i\langle \phi + i\alpha, \tau \rangle - \frac{\beta}{2} \langle \phi + i\alpha, -\Delta \Lambda (\phi + i\alpha) \rangle} \mathbf{1}_{[-\pi, \pi]} (\phi_v) \prod_{k \in \Lambda} d\phi_k$$

$$= e^{-E_{\beta, \Lambda}} \int e^{i\langle \phi, \tau + \beta \Delta \Lambda \alpha \rangle} d\mu^{\text{GFF}}_{\beta, \Lambda, v} (\phi),$$

which finishes the proof of (2.19).

5 Integer-Valued Discrete Gaussian Free Field

In this section we deduce Theorem 1.1 from Theorem 1.5 and prove Proposition 1.2.

5.1 Proof of Theorem 1.1

Let $\varepsilon > 0$ and $\Lambda$ be a square domain with free or periodic b.c. Let $(F_N)$, $N \geq 1$, be the sequence of Fejér kernels, where $F_N : \mathbb{R} \to \mathbb{R}$ is given by

$$F_N(x) := 1 + \sum_{q=1}^{N} 2 \left( 1 - \frac{q}{N} \right) \cos(qx).$$

With a slight abuse of notation we set, for each $N \geq 1$, $E_{\beta, \Lambda, F_N, v} := E_{\beta, \Lambda, \lambda, v}$ where $\lambda_j = F_N$ for all $j \in \Lambda$. Note that $F_N$ is $(1, 0, 0)$-sub-Gaussian for each $N \geq 1$. Thus, for each $N \geq 1$, we may apply Theorem 1.5 to obtain, with $\beta_0$ uniform in $N$ and $\Lambda$, that for every $f : \Lambda \to \mathbb{R}$ with $\sum_{j \in \Lambda} F_j = 0$,

$$E_{\beta/(2\pi)^2, \Lambda, F_N, v} \left[ e^{\langle \phi, \frac{1}{\pi} \rangle f} \right] \geq \exp \left[ \frac{1}{2(1 + \varepsilon)\beta} \langle f, -\Delta_{\Lambda}^{-1} f \rangle \right], \quad \beta < (2\pi)^2 \beta_0.$$

Thus, to prove the first part of Theorem 1.1 it suffices to show that

$$E_{\beta/(2\pi)^2, \Lambda, F_N, v} \left[ e^{\langle \phi, \frac{1}{\pi} \rangle f} \right] \xrightarrow{N \to \infty} E_{\beta, \Lambda, v} \left[ e^{\langle m, f \rangle} \right]. \quad (5.1)$$

Define for every $m \in \mathbb{Z}^\Lambda$ with $m_v = 0$,

$$\Omega_m := \{ \phi \in \mathbb{R}^\Lambda : \phi_j \in [-\pi + 2\pi m_j, \pi + 2\pi m_j) \}.$$ 

As $F_N$ is a summability kernel (see [13, Chapter 1]) it follows that for every $g : \Lambda \to \mathbb{R}$ and $m \in \mathbb{Z}^\Lambda$ with $m_v = 0$,

$$\int_{\Omega_m} e^{\langle \phi, g \rangle - \frac{\beta}{2} \langle \phi, -\Delta_{\Lambda} \phi \rangle} \prod_{j \in \Lambda} F_N (\phi_j) d\phi_j \xrightarrow{N \to \infty} e^{\langle 2\pi m, g \rangle - \frac{\beta}{2} \langle 2\pi m, -\Delta_{\Lambda} 2\pi m \rangle}.$$ 

Therefore, using dominated convergence,

$$\lim_{N \to \infty} \int e^{\langle \phi, g \rangle} \prod_{j \in \Lambda} F_N (\phi_j) d\mu^{\text{GFF}}_{\beta, \Lambda, v} (\phi) = \lim_{N \to \infty} \sum_{m \in \mathbb{Z}^\Lambda, m_v = 0} \int_{\Omega_m} e^{\langle \phi, g \rangle - \frac{\beta}{2} \langle \phi, -\Delta_{\Lambda} \phi \rangle} \prod_{j \in \Lambda} F_N (\phi_j) d\phi_j$$

$$= \sum_{m \in \mathbb{Z}^\Lambda, m_v = 0} e^{\langle 2\pi m, g \rangle - \frac{\beta}{2} \langle 2\pi m, -\Delta_{\Lambda} 2\pi m \rangle},$$

which implies (5.1).
The second part of Theorem 1.1 now follows from the first as follows. Let \( \delta > 0 \), let \( g : \Lambda \to \mathbb{R} \) with \( \sum_{j \in \Lambda} g_j = 0 \) and set \( f := \delta \cdot g \). On the one hand we have from (1.6) that

\[
\mathbb{E}^\text{IV}_{\beta,\Lambda,v}[e^{\delta \langle m,g \rangle}] \geq \exp \left( \frac{\delta^2}{2(1+\varepsilon)\beta} \langle g, -\Delta^{-1} g \rangle \right) \geq 1 + \frac{\delta^2}{2(1+\varepsilon)\beta} \langle g, -\Delta^{-1} g \rangle.
\]

On the other hand, a Taylor expansion in \( \delta \) and the fact that \( \mu^\text{IV}_{\beta,\Lambda,v} \) is invariant under the mapping \( m \mapsto -m \) show that

\[
\mathbb{E}^\text{IV}_{\beta,\Lambda,v}[e^{\delta \langle m,g \rangle}] \leq \mathbb{E}^\text{IV}_{\beta,\Lambda,v}[1 + \delta \langle m,g \rangle + \frac{1}{2} \delta^2 \langle m,g \rangle^2 + \frac{1}{6} \delta^3 \langle m,g \rangle^3 e^{\delta \langle m,g \rangle}] \leq 1 + \frac{\delta^2}{2} \mathbb{E}^\text{IV}_{\beta,\Lambda,v}[\langle m,g \rangle^2] + D\delta^3,
\]

for some \( D = D(g) < \infty \). The last two inequalities imply the second part of Theorem 1.1.

### 5.2 Upper Bound on the Integer-Valued Discrete Gaussian Free Field

In this section we prove Proposition 1.2.

Let \( \Lambda \) be a finite, connected graph, \( \beta > 0 \), \( v \in \Lambda \) and \( f : \Lambda \to \mathbb{R} \) satisfy \( \sum_{j \in \Lambda} f_j = 0 \). For each \( \eta \geq 0 \) define the ‘Sine-Gordon’ measure

\[
d\mu^\text{SG}_{\beta,\Lambda,\eta,v}(\phi) := \frac{1}{Z^\text{SG}_{\beta,\Lambda,\eta,v}} e^{\eta \sum_{j \in \Lambda} \cos \phi_j} d\mu^\text{GFF}_{\beta,\Lambda,v}(\phi),
\]

where the normalization constant \( Z^\text{SG}_{\beta,\Lambda,\eta,v} \) normalizes \( \mu^\text{SG}_{\beta,\Lambda,\eta,v} \) to be a probability measure. Denote by \( \mathbb{E}^\text{SG}_{\beta,\Lambda,\eta,v} \) the corresponding expectation. As

\[
k_{\eta_n}(t) := \frac{1}{2\pi} \int_{\pi} e^{\eta_n \cos t} dt
\]

is a summability kernel for every sequence of non-negative real numbers \( (\eta_n)_{n=1}^\infty \) increasing to infinity (see [13, Chapter 1]) then, as in the proof of (5.1),

\[
\lim_{\eta \to \infty} \mathbb{E}^\text{SG}_{\beta/(2\pi)^2,\Lambda,\eta,v}[e^{\langle \phi, \frac{1}{\pi} f \rangle}] = \mathbb{E}^\text{IV}_{\beta,\Lambda,v}[e^{\langle m,f \rangle}] .
\]

The key fact is that

\[
\mathbb{E}^\text{SG}_{\beta,\Lambda,\eta,v}[e^{\langle \phi, f \rangle}] \text{ is a non-increasing function in } \eta \in [0, \infty).
\]

Proposition 1.2 is an immediate corollary of (5.3) and (5.2), by (1.4) and the fact that

\[
\mathbb{E}^\text{SG}_{\beta,\Lambda,0,v}[e^{\langle \phi, f \rangle}] = \mathbb{E}^\text{GFF}_{\beta,\Lambda,v}[e^{\langle f, \phi \rangle}].
\]

We proceed to prove (5.3). It is straightforward to check that

\[
\frac{d}{d\eta} \mathbb{E}^\text{SG}_{\beta,\Lambda,\eta,v}[e^{\langle \phi, f \rangle}] = \sum_{j \in \Lambda} \int e^{\langle \phi, f \rangle} (\cos \phi_j - \cos \phi'_j) d\mu^\text{SG}_{\beta,\Lambda,\eta,v}(\phi) d\mu^\text{SG}_{\beta,\Lambda,\eta,v}(\phi').
\]

Now, the change of variables

\[
\psi_j := \frac{\phi_j - \phi'_j}{\sqrt{2}}, \quad \chi_j := \frac{\phi_j + \phi'_j}{\sqrt{2}},
\]
yields, using the identities $\cos x - \cos y = -2\sin \frac{x+y}{2} \sin \frac{x-y}{2}$, $\cos x + \cos y = 2\cos \frac{x+y}{2} \cos \frac{x-y}{2}$, the fact that the Jacobian equals 1, the Taylor expansion of the exponential function and dominated convergence,

$$
\frac{d}{d\eta} \rho_{\beta,\Lambda,\eta,v}[e^{\langle \phi, f \rangle}] = -2 \left( \frac{1}{Z_{\beta,\Lambda,\eta,v}} \right)^2 \sum_{j \in \Lambda} \int e^{\frac{1}{2}\langle \psi, f \rangle} \sin \frac{\psi_j}{\sqrt{2}} \sin \frac{\chi_j}{\sqrt{2}} \sum_{\ell \in \Lambda} \frac{2\eta \cos \frac{\psi}{\sqrt{2}} \cos \frac{\chi}{\sqrt{2}} d\mu_{\beta,\Lambda,v}^{GFF}(\psi) d\mu_{\beta,\Lambda,v}^{GFF}(\chi)}{\sqrt{\eta!}}.
$$

$$
= -2 \sum_{j \in \Lambda} \int F_{j,n}(\psi) F_{j,n}(\chi) d\mu_{\beta,\Lambda,v}^{GFF}(\psi) d\mu_{\beta,\Lambda,v}^{GFF}(\chi)
$$

$$
= -2 \sum_{j \in \Lambda} \left( \int F_{j,n}(\psi) d\mu_{\beta,\Lambda,v}^{GFF}(\psi) \right)^2 \leq 0,
$$

where

$$
F_{j,n}(\psi) := \frac{1}{Z_{\beta,\Lambda,\eta,v}} e^{\frac{1}{2}\langle \psi, f \rangle} \sin \frac{\psi_j}{\sqrt{2}} \prod_{\ell \in \Lambda} \frac{\left( \sqrt{2\eta \cos \frac{\psi}{\sqrt{2}}} \right)^{n_\ell}}{\sqrt{\eta!}}.
$$

# 6 Villain Model

In this section we prove Theorem 1.3.

## 6.1 Duality with the Integer-Valued Discrete Gaussian Free Field Model

The starting point for our discussion is the well-known duality relation between plane rotator models and integer-valued height functions (see [9, Appendix A] or [18, Section 2.9]). For completeness we detail below the duality between the Villain model with zero boundary conditions and the integer-valued Gaussian free field with free boundary conditions, as used in the proof of Theorem 1.3.

For $L > 1$, denote by $\Lambda^*_L$ the planar dual graph to $\Lambda^*_{L-1}$ (disregarding the outer face), which is defined to be the graph $(V(\Lambda^*_L), E(\Lambda^*_L))$,

$$
V(\Lambda^*_L) := \{(i \pm 1/2, j \pm 1/2) : (i, j) \in \Lambda^*_{L-1}\{z\} \}.
$$

$$
E(\Lambda^*_L) := \{(a, b), (c, d) : \{|c-a|, |d-b|\} = \{0, 1\}\}.
$$

Note that $\Lambda^*_L$ is isomorphic to $\Lambda^*_{L-1}$. Note also the planar duality between the edges of $\Lambda^*_L$ and $\Lambda^*_{L-1}$. For instance, $e \in \{(a, b), (a+1, b)\} \in E(\Lambda^*_L)$ is dual to $e^* \in \{(a + \frac{1}{2}, b - \frac{1}{2}), (a + \frac{1}{2}, b + \frac{1}{2})\}$ (which it crosses in the plane) and similarly for the other edges.

**Proposition 6.1.** Let $L > 1$ and let $v \in \Lambda^*_L$. Then for each $x = (x_0, x_1) \in \Lambda^*_{L-1}\{z\}$ it holds that

$$
\mathbb{E}_{\beta,\Lambda^*_{L-1}}[\cos \theta_x] = \mathbb{E}_{\beta,\Lambda^*_L,v}[\exp \left( -\beta^{-1} \sum_{t=x_0}^{L} \left( m(t+1/2, x_1-1/2) - m(t+1/2, x_1+1/2) + \frac{1}{2} \right) \right)].
$$

**Proof.** Fix an orientation $\vec{E} = \vec{E}(\Lambda^*_{L-1})$ for the edges $E(\Lambda^*_{L-1})$, in which all horizontal edges of the subgraph $\Lambda^*_{L-1}$ are oriented to the left i.e., $(a, b), (c, d) \in \vec{E}$ if $a = c + 1, b = d, (a, b), (c, d) \in \Lambda^*_{L-1}$, edges $\{(L-1, a), z\}, (L-1, a) \in \Lambda^*_{L-1}$ are oriented from $z$ to $(L-1, a)$, and all other edges are oriented arbitrarily. We also fix the orientation of the dual edges accordingly, for instance, the dual $e^*$ to $e = \{(a, b), (a+1, b)\} \in E(\Lambda^*_L)$, which is oriented to the left, is oriented up.
Let \( x = (x_0, x_1) \in \Lambda^\text{zero}_L \), and define \( \chi = \chi_x : E(\Lambda^\text{zero}_L) \to \mathbb{R} \) by

\[
\chi(k, \ell) := \begin{cases} 
1 & k = (j + 1, x_1), \ x_0 \leq j, \\
1 & \ell = (L - 1, x_1), \ k = z, \\
0 & \text{otherwise}.
\end{cases}
\]

Since \( \mu^\text{Vil}_{\beta, \Lambda^\text{zero}_L} \) is invariant under the mapping \( \theta \mapsto -\theta \), it holds that

\[
\mathbb{E}^\text{Vil}_{\beta, \Lambda^\text{zero}_L} \left[ \cos \theta_x \right] = \mathbb{E}^\text{Vil}_{\beta, \Lambda^\text{zero}_L} \left[ e^{i(\theta_x - \theta_0)} \right] = \frac{1}{Z_{\beta, \Lambda^\text{zero}_L}} \int \prod_{(k, \ell) \in E} e^{-\frac{\beta}{2}(\theta_k - \theta_\ell + 2\pi n)^2 - i\chi(k, \ell)(\theta_k - \theta_\ell)} \delta_0(\theta_z) \prod_{j \in \Lambda^\text{zero}_L \setminus \{z\}} 1_{[-\pi, \pi]}(\theta_j) d\theta_j.
\]

(6.1)

Substituting in (6.1)

\[
f_\chi(\theta) := \sum_{n \in \mathbb{Z}} e^{-\frac{\beta}{2}(\theta + 2\pi n)^2 - i\chi \theta} = \frac{1}{\sqrt{2\pi \beta}} \sum_{n \in \mathbb{Z}} e^{-\frac{1}{2\beta}(n + \chi)^2} e^{i\theta n},
\]

which holds by application of Fourier transform,

\[
\hat{f}_\chi(n) = \frac{1}{2\pi} \sum_{n \in \mathbb{Z}} \int_{-\pi}^{\pi} e^{-\frac{\beta}{2}(\theta + 2\pi n)^2 - i\chi \theta - in\theta} d\theta = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\frac{\beta}{2}\theta^2 - i\chi \theta - in\theta} d\theta = \frac{1}{\sqrt{2\pi \beta}} e^{-\frac{1}{2\beta}(n + \chi)^2}.
\]

yields

\[
\mathbb{E}^\text{Vil}_{\beta, \Lambda^\text{zero}_L} \left[ \cos \theta_x \right] = \frac{1}{\sqrt{2\pi \beta} Z_{\beta, \Lambda^\text{zero}_L}} \int \prod_{(k, \ell) \in E} e^{-\frac{1}{2\beta}(n + \chi(k, \ell))^2} e^{i\theta_n(k, \ell)} \delta_0(\theta_z) \prod_{j \in \Lambda^\text{zero}_L \setminus \{z\}} 1_{[-\pi, \pi]}(\theta_j) d\theta_j
\]

\[
= \frac{1}{\sqrt{2\pi \beta} Z_{\beta, \Lambda^\text{zero}_L}} \sum_{n : \tilde{E} \to \mathbb{Z}} \prod_{(k, \ell) \in \tilde{E}} e^{-\frac{1}{2\beta}(n(k, \ell) + \chi(k, \ell))^2} \int e^{i(\theta_n(k, \ell) - \theta_\ell)} \delta_0(\theta_z) \prod_{j \in \Lambda^\text{zero}_L \setminus \{z\}} 1_{[-\pi, \pi]}(\theta_j) d\theta_j
\]

\[
= \frac{1}{\sqrt{2\pi \beta} Z_{\beta, \Lambda^\text{zero}_L}} \sum_{n : \tilde{E} \to \mathbb{Z}} \prod_{(k, \ell) \in \tilde{E}} e^{-\frac{1}{2\beta}(n(k, \ell) + \chi(k, \ell))^2} \prod_{j \in \Lambda^\text{zero}_L \setminus \{z\}} \int e^{i(n_j)\theta_j} 1_{[-\pi, \pi]}(\theta_j) d\theta_j
\]

\[
= \frac{1}{\sqrt{2\pi \beta} Z_{\beta, \Lambda^\text{zero}_L}} \sum_{n : \tilde{E} \to \mathbb{Z}} \prod_{(k, \ell) \in \tilde{E}} e^{-\frac{1}{2\beta}(n(k, \ell) + \chi(k, \ell))^2} 1_{\delta_n = 0},
\]

where we set \( n(k, \ell) := -n(\ell, k) \) whenever \((\ell, k) \in \tilde{E}\), and \( \delta_n : \Lambda^\text{zero}_L \to \mathbb{Z} \) is defined by

\[
(\delta n)_k := \sum_{(k, \ell) \in \tilde{E}} n(k, \ell).
\]

We claim that there is a 1-1 correspondence between \( \{n : \tilde{E} \to \mathbb{Z}, \delta n = 0\} \), and integer-valued variables \( \{m_p\}_{p \in \Lambda^+_L} \), where \( m_v \) is set to 0. It is defined by \( n(k, \ell) = m_{k'} - m_{\ell'} \), where \((k', \ell')\) is the corresponding oriented edge. Indeed, given \( \{m_p\} \), we set \( n_{k, \ell} = m_{k'} - m_{\ell'} \) for every \((k, \ell)\), and it is straightforward to see that \( \delta n = 0 \). Conversely, given \( n \) with \( \delta n = 0 \), we set \( m_p = \sum_{j=0}^{t} n(p_j, p_{j+1}) \), where \( v = p_0, p_1, \ldots, p_t, p_{t+1} = p \), is a path from \( v \) to \( p \). Since \( \delta n = 0 \) it is straightforward to see that \( m_p \) is uniquely defined.
Therefore:

\[
\mathbb{E}_{\beta, \Lambda_L}^{\text{Vil}} \left[ \cos \theta_x \right] = \frac{1}{\sqrt{2\pi} Z_{\beta, \Lambda_L}^{\text{Vil}}} \sum_{m: \Lambda_L^* \rightarrow Z} \prod_{m(v) = 0} e^{-\frac{1}{2\beta} (m \cdot \gamma + \chi_{k, \ell})^2}
\]

\[
\frac{1}{\sqrt{2\pi} Z_{\beta, \Lambda_L}^{\text{Vil}}} \sum_{m: \Lambda_L^* \rightarrow Z} \prod_{m(v) = 0} e^{-\frac{1}{2\beta} (m \cdot \gamma + \chi_{k, \ell})^2}
\]

We finish the proof by observing that a similar calculation yields

\[
Z_{\beta, \Lambda_L}^{\text{Vil}} = \frac{1}{\sqrt{2\pi} Z_{\beta, \Lambda_L}^{\text{Vil}}} \sum_{m: \Lambda_L^* \rightarrow Z} \prod_{m(v) = 0} e^{-\frac{1}{2\beta} (m \cdot \gamma + \chi_{k, \ell})^2}.
\]

\[
\therefore
\]

6.2 Proof of Theorem 1.3

To prove Theorem 1.3 we first prove the following theorem.

**Theorem 6.2.** For any \( \Gamma > 0 \), \( \eta \in \mathbb{R} \), \( 0 \leq \theta < 1/16 \), there exists \( \beta_0 = \beta_0(\Gamma, \eta, \theta) > 0 \) such that the following holds. Let \( L > 1 \), let \( v \in \Lambda_L^{\text{free}} \), let \( (\lambda_j) \), \( j \in \Lambda \), be a collection of \( (\Gamma, \eta, \theta) \)-sub-Gaussian functions, let \( \beta < \beta_0 \) and let \( y = (y_1, y_2) \in \Lambda_L^{\text{free}} \) with \( y_1 < L - 1 \). Then there exists a positive absolute constant \( c > 0 \) such that

\[
\mathbb{E}_{\beta, \Lambda_L^{\text{free}}, \lambda, v} \left[ \exp \left[ -2\pi \beta \sum_{t = y_0}^{L} \left( \phi(t, y_1) - \phi(t, y_1 + 1) + \frac{2\pi}{2} \right) \right] \right] \geq (L - y_0 + 1)^{-c \beta}. \quad (6.2)
\]

Theorem 1.3 immediately follows from Theorem 6.2. Indeed, let \( L > 1 \) and \( y = (y_1, y_2) \in \Lambda_L^{\text{free}} \) with \( y < L - 1 \). As in the proof of Theorem 1.1 (see (5.1)), for any \( \beta > 0 \),

\[
\mathbb{E}_{\beta/(2\pi)^2, \Lambda_L^{\text{free}}, F, N, v} \left[ e^{-\beta \pi \sum_{t = y_0}^{L} \phi(t, y_1) - \phi(t, y_1 + 1)} \right] \xrightarrow{N \to \infty} \mathbb{E}_{\beta, \Lambda_L^{\text{free}}, v} \left[ e^{-\beta \sum_{t = y_0}^{L} (m(t, y_1) - m(t, y_1 + 1))} \right].
\]

Therefore, applying Theorem 6.2 with \( \beta \) replaced by \( \frac{\beta}{(2\pi)^2} \), we conclude that

\[
\mathbb{E}_{\beta, \Lambda_L^{\text{free}}, v} \left[ \exp \left( -\beta \sum_{t = y_0}^{L} \left( m(t, y_1) - m(t, y_1 + 1) + \frac{1}{2} \right) \right) \right] \geq (L - y_0 + 1)^{-c \beta (2\pi)^2}, \quad 0 < \beta < \beta_0 \cdot (2\pi)^2.
\]

Comparing the last inequality with Proposition 6.1, and recalling that \( \Lambda_L^{*} \) is isomorphic to \( \Lambda_{L+1}^{\text{free}} \), implies Theorem 1.3 for vertices \( x = (x_0, x_1) \in \Lambda_L^{\text{zero}} \) with \( \text{dist}(x, z) = L - x_0 \). The statement of Theorem 1.3 for general \( x \in \Lambda_L^{\text{zero}} \) follows from the lattice symmetries.

Therefore we are left with proving Theorem 6.2. To this end, fix \( \Gamma > 0 \), \( \eta \in \mathbb{R} \), \( 0 \leq \theta < 1/16 \), \( L > 1 \), \( v \in \Lambda_L^{\text{free}} \), a collection of \( (\Gamma, \eta, \theta) \)-sub-Gaussian functions \( (\lambda_j) \), \( j \in \Lambda \), and \( y = (y_0, y_1) \in \Lambda_L^{\text{free}} \) with \( y_1 < L - 1 \). For notational simplicity, denote by \( \Delta_L^{*} \) the graph Laplacian of \( \Lambda_L^{\text{free}} \).

The proof is very similar to the proof of Theorem 1.1 (see Section 3). To obtain an equality similar to (1.12), we define \( f_y : \Lambda_L^{\text{free}} \to \mathbb{R} \) by

\[
f_y(x_0, x_1) = \begin{cases} 
1 & y_0 \leq x_0 < L, \ x_1 = y_1, \\
-1 & y_0 \leq x_0 < L, \ x_1 = y_1 + 1, \\
0 & \text{otherwise}.
\end{cases} \quad (6.3)
\]
Note that the observable in the left-hand side of (6.2) is now of the form
\[\exp\left[-2\pi\beta\langle\phi, f_y\rangle - \frac{(2\pi)^2\beta(L-y)}{2}\right].\]

As in (1.5), define \(\sigma_{\text{Vil}}: \Lambda_{\text{free}}^L \to \mathbb{R}\) to be the solution of
\[
\left\{\begin{array}{l}
\Delta_L^f \sigma_{\text{Vil}} = 2\pi f_y, \\
\sigma_{\text{Vil}}^v = 0.
\end{array}\right.
\]

Now, a change of variables \(\phi_j \to \phi_j + \sigma_j^\text{Vil}\) yields
\[
E_{\beta,\Lambda_{\text{free}}^L,\lambda,\Lambda,\nu}(\sigma_{\text{Vil}}) = e^{-2\pi\beta\langle\phi, f_y\rangle - \frac{(2\pi)^2\beta(L-y)}{2}} Z_{\beta,\Lambda_{\text{free}}^L,\lambda,\nu}(\sigma_{\text{Vil}}),
\]
where \(Z_{\beta,\Lambda_{\text{free}}^L,\lambda,\nu}(\sigma)\) is defined in (3.2). Let \(\beta_0\) be the positive number given by Theorem 1.6. The equality in that theorem states that
\[
Z_{\beta,\Lambda_{\text{free}}^L,\lambda,\nu}(\sigma_{\text{Vil}}) \geq \exp\left(-D_4 \sum_{q \in \mathcal{N}} |z(\beta, \varrho, \mathcal{N})| \left|\langle \sigma_{\text{Vil}}, \varrho \rangle\right|^2\right).
\]

We require the following replacement for Claim 3.2 tailored to the structure of \(\sigma_{\text{Vil}}\).

Claim 6.3. Let \(D > 0\). There exists \(0 < \beta_1 \leq \beta_0\) such that
\[
\sum_{q \in \mathcal{N}} |z(\beta, \varrho, \mathcal{N})| \left|\langle \sigma_{\text{Vil}}, \varrho \rangle\right|^2 \leq \frac{\beta}{D} \cdot \ln(L-y_0+1), \quad \beta < \beta_1, \quad \mathcal{N} \in \mathcal{F}.
\]

To finish the proof, we use the following claim.

Claim 6.4. There exists a positive absolute constant \(D_5\) such that
\[
\langle f_y, (-\Delta_L^f)^{-1} f_y \rangle \geq (L-y) - D_5 \cdot \ln(L-y_0+1) \quad y \in \Lambda_{\text{free}}^L, y_1 < L - 1.
\]

Applying Claim 6.3 with \(D = D_4\) and substituting back in (6.4), and using Claim 6.4 yields
\[
E_{\beta,\Lambda_{\text{free}}^L,\lambda,\nu}(D_{\Lambda_{\text{free}}^L}^\beta \phi) \geq \exp\left[-\beta \ln(L-y_0+1)(1 + (2\pi)^2 D_5/2)\right],
\]
which finishes the proof of Theorem 6.2.
6.3 Proof of Claims 6.3 and 6.4

The proof of the two claims relies on the properties of the Green function \((-\Delta_L^f)^{-1}\). It is technically convenient to replace this Green function by \((-\Delta_{2L}^p)^{-1}\), where \(\Delta_{2L}^p\) defined as the graph Laplacian of \(\Lambda_{2L}^\text{per}\), as this latter Green function is invariant to translations. Our first task is thus to establish a link between the two Green functions.

Define a linear expansion operator \(T_{fp} : \mathbb{R}^{\Lambda_L^\text{free}} \rightarrow \mathbb{R}^{\Lambda_{2L}^\text{per}}\) by

\[
T_{fp}[f](a,b) = f(\min(a,2L-1-a),\min(b,2L-1-b)), \quad f : \Lambda_L^\text{free} \rightarrow \mathbb{R}, (a,b) \in \Lambda_{2L}^\text{per},
\]

so that \(T_{fp}[f]\) is formed by ‘reflecting \(f\) across the principal axes’. The definition of \(T_{fp}\) is chosen to complement the definition (1.1) of the Laplacian so that

\[
\Delta_{2L}^p \circ T_{fp} = T_{fp} \circ \Delta^f_L.
\]

This readily implies, taking care that \(\Delta_{\Lambda}^{-1}\) is only a pseudoinverse as in (1.2), that

\[
T_{fp} \circ (\Delta^f_L)^{-1} = (\Delta_{2L}^p)^{-1} \circ T_{fp}. \tag{6.9}
\]

With the above link in hand, we proceed to point out several simple properties of the Green function \((-\Delta_{2L}^p)^{-1}\). Our starting point is the equality

\[
\partial_1 \partial_1^T + \partial_2 \partial_2^T = -\Delta_{2L}^p, \tag{6.10}
\]

where \(\partial_1, \partial_2 : \mathbb{R}^{\Lambda_{2L}^\text{per}} \rightarrow \mathbb{R}^{\Lambda_{2L}^\text{per}}\) are the backward difference (linear) operators in the first and second coordinate, respectively, as given by

\[
(\partial_1 f)(a,b) := f(a,b) - f((a-1) \mod 2L, b), \quad f : \Lambda_L^\text{free} \rightarrow \mathbb{R}, (a,b) \in \Lambda_{2L}^\text{per},
\]

\[
(\partial_2 f)(a,b) := f(a,b) - f(a, (b-1) \mod 2L), \quad f : \Lambda_L^\text{free} \rightarrow \mathbb{R}, (a,b) \in \Lambda_{2L}^\text{per}.
\]

With this definition, (6.11) and using the translation invariance of \(\Delta_{2L}^p\), it follows in a straightforward manner that

\[
(\partial_1)^T (\Delta_{2L}^p)^{-1} \partial_1 + (\partial_2)^T (\Delta_{2L}^p)^{-1} \partial_2 = I, \quad I \text{ is the identity on } \{ f : \sum_{j \in \Lambda_{2L}} f(j) = 0 \}, \tag{6.11}
\]

\[
\partial_1 (\Delta_{2L}^p)^{-1} \partial_2 = \partial_2 (\Delta_{2L}^p)^{-1} \partial_1. \tag{6.12}
\]

It also immediately follows by translation invariance that

\[
(\Delta_{2L}^p)^{-1}_{(0,0),(t,s)} = (\Delta_{2L}^p)^{-1}_{(a,b),(a+t \mod 2L,b+s \mod 2L)}, \quad (a,b),(t,s) \in \Lambda_{2L}^\text{per},
\]

which allows us to reduce the Green function to the function \(G_{2L} : \Lambda_{2L}^\text{per} \rightarrow \mathbb{R}\) defined by

\[
G_{2L}(t,s) := (\Delta_{2L}^p)^{-1}_{(0,0),(t,s)}, \quad (t,s) \in \Lambda_{2L}^\text{per}.
\]

It is a well known fact that there exists a positive absolute constant \(D_6\) such that

\[
G_{2L}(0,0) - G_{2L}(2a,0) \leq D_6 \ln(a+1), \quad a \geq 0. \tag{6.13}
\]

To make use of (6.9) we denote by \(F_y : \Lambda_{2L}^p \rightarrow \mathbb{R}\) the function

\[
F_y(a,b) := \begin{cases} 
1 & y_0 \leq a \leq 2L - 1 - y_0, \quad b = y_1, \\
-1 & y_0 \leq a \leq 2L - 1 - y_0, \quad b = 2L - 2 - y_1, \\
0 & \text{otherwise},
\end{cases}
\]
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and note that
\[ \hat c_2 F_y = T_{0p} f_y. \quad (6.14) \]

Recalling that \( V(\Lambda^\text{free}_L) = \{0, 1, \ldots, L - 1\}^2 \) and \( V(\Lambda^\text{per}_{2L}) = \{0, 1, \ldots, 2L - 1\}^2 \), it is convenient to regard \( \Lambda^\text{free}_L \) as a subgraph of \( \Lambda^\text{per}_{2L} \). We are now ready to prove Claim 6.3. We will also show that
\[ \langle \hat c_1 F_y, (\Delta^p_{2L})^{-1} \hat c_1 F_y \rangle \leq D_5 \cdot \ln(L - y_0 + 1). \quad (6.15) \]

**Proof of Claim 6.4 and (6.13).** Denote by \( \mathbb{1}_{\Lambda^\text{free}_L} : \Lambda^\text{per}_{2L} \to \mathbb{R} \) the function satisfying \( \mathbb{1}_{\Lambda^\text{free}_L}(j) = 1 \) for \( j \in \Lambda^\text{free}_L \) and 0 otherwise. It is straightforward to see by (6.14) that \( \hat c_2 (F_y \cdot \mathbb{1}_{\Lambda^\text{free}_L})(j) = f_y(j) \) if \( j \in \Lambda^\text{free}_L \) and \( \hat c_2 (F_y \cdot \mathbb{1}_{\Lambda^\text{free}_L})(j) = 0 \) otherwise. Therefore, by (6.9) and (6.14),
\[ \langle f_y, (\Delta^f_{2L})^{-1} f_y \rangle = \langle \hat c_2 (F_y \cdot \mathbb{1}_{\Lambda^\text{free}_L}), (\Delta^p_{2L})^{-1} \hat c_2 F_y \rangle = \langle F_y \cdot \mathbb{1}_{\Lambda^\text{free}_L}, \hat c_2 \hat c_1^{-1} \hat c_1 F_y \rangle = \langle F_y \cdot \mathbb{1}_{\Lambda^\text{free}_L}, (I - \hat c_1^{-1} \hat c_1 F_y) \rangle = (L - y_0) - \langle \hat c_1 (F_y \cdot \mathbb{1}_{\Lambda^\text{free}_L}), (\Delta^p_{2L})^{-1} \hat c_1 F_y \rangle. \]

It is straightforward to check that (using (6.13))
\[ \langle \hat c_1 (F_y \cdot \mathbb{1}_{\Lambda^\text{free}_L}), (\Delta^p_{2L})^{-1} \hat c_1 F_y \rangle = \gamma_1(y) + \gamma_2(y) \leq D_6 \cdot \ln(L - y_0 + 1) + D_6 \ln 2, \]
\[ \langle \hat c_1 F_y, (\Delta^p_{2L})^{-1} \hat c_1 F_y \rangle = 4 \gamma_{G,1}(y) \leq D_6 \cdot \ln(L - y_0 + 1), \]
where
\[
\begin{align*}
\gamma_1(y) &= G_{2L}(0, 0) - G_{2L}(0, 2(L - y_1)) - G_{2L}(2(L - 1 - y_0), 0) + G_{2L}(2(L - 1 - y_0), 2(L - y_1)), \\
\gamma_2(y) &= G_{2L}(0, L - 1 - y_1) - G_{2L}(0, L + 1 - y_1) - G_{2L}(2(L - 1 - y_0), L - 1 - y_1) + G_{2L}(2(L - 1 - y_0), L + 1 - y_1),
\end{align*}
\]
which finishes the proof.

**Proof of Claim 6.3.** For notational simplicity, denote \( \sigma := \sigma^\text{Vl} \). The proof is similar to the proof of Claim 3.2. Our starting point is
\[ \| \langle \sigma, \vartheta \rangle \|_{2\pi}^2 \leq 2 \| D(\vartheta) \| \sum_{j, i \in D(\vartheta)} c^2_{[j, \ell]} |\sigma_j - \sigma_\ell|_{2\pi}^2, \]
for integer \( c_{[j, \ell]} \) satisfying \( |c_{[j, \ell]}| \leq \frac{1}{2} \| \vartheta \|_{2\pi}^2 \) (where we used \( |[a + b]_{2\pi}| \leq |[a]_{2\pi}| + |[b]_{2\pi}|, a, b \in \mathbb{R} \)). The proof continues identically to the proof of Claim 3.2 (with \( D \cdot D_5 \) replacing \( D \)) and yields
\[ \sum_{\vartheta \in \mathcal{N}} |z(\beta, \vartheta, \mathcal{N})| \cdot \| \langle \sigma, \vartheta \rangle \|_{2\pi}^2 \leq \frac{\beta}{D \cdot D_5} \sum_{j, \ell} |\sigma_j - \sigma_\ell|_{2\pi}^2. \quad (6.16) \]

We continue by separately analysing \( |\sigma_j - \sigma_\ell|_{2\pi}^2 \) for horizontal and vertical edges \( \{j, \ell\} \). Suppose \( \{j, \ell\} \) is horizontal and that \( j \) has the larger first coordinate (i.e. \( j_0 = \ell_0 + 1 \)). Then, by (6.12),
\[
\sigma_j - \sigma_\ell = 2\pi \left[ (\Delta^f_{L})^{-1} f_y(j) - (\Delta^f_{L})^{-1} f_y(\ell) \right] \\
= 2\pi \left[ (\Delta^p_{2L})^{-1} T_{0p} f_y(j) - (\Delta^p_{2L})^{-1} T_{0p} f_y(\ell) \right] = 2\pi \left[ \hat c_1 (\Delta^p_{2L})^{-1} T_{0p} f_y(j) \\
= 2\pi \left[ \hat c_2 (\Delta^p_{2L})^{-1} T_{0p} f_y(j) \right] = 2\pi \left[ \hat c_2 (\Delta^p_{2L})^{-1} \hat c_1 F_y(j) \right] \\
= 2\pi \left[ (\Delta^p_{2L})^{-1} \hat c_1 F_y(j) - (\Delta^p_{2L})^{-1} \hat c_1 F_y(\ell) \right].
\]
Now suppose \( \{j, \ell\} \) is vertical and that \( j \) has the larger second coordinate (i.e. \( j_1 = \ell_1 + 1 \)). Then, similarly to the previous case, using (6.11) and the fact that \( F_y(j) \) is integer for \( j \in \Lambda_{2L}^{\text{per}} \),

\[
\begin{align*}
[\sigma_j - \sigma_\ell]^2 &= [2\pi (\tilde{\sigma}^2 (\Delta_{2L}^p)^{-1} \partial_2 F_y)(j)]^2 = [2\pi (F_y - \tilde{\sigma}^2 (\Delta_{2L}^p)^{-1} \partial_1 F_y)(j)]^2 \\
&= [2\pi (\tilde{\sigma}^2 (\Delta_{2L}^p)^{-1} \partial_1 F_y)(j)]^2 = 2\pi \left[ (\Delta_{2L}^p)^{-1} \partial_1 F_y(j) - (\Delta_{2L}^p)^{-1} \partial_1 F_y(\ell) \right]^2.
\end{align*}
\]

Now, using (6.15),

\[
\sum_{j \sim \ell} [\sigma_j - \sigma_\ell]^2 \leq \sum_{j \sim \ell} (\sigma_j - \sigma_\ell)^2 = \langle \partial_1 F_y, (\Delta_{2L}^p)^{-1} \partial_1 F_y \rangle \leq D_5 \ln(L - y_0 + 1),
\]

which completes the proof by substituting the last inequality in (6.16).

7 Discussion and Open Questions

In this paper we presented the Fröhlich-Spencer proof for delocalization of the two-dimensional integer-valued Gaussian free field at high temperature and for power-law decay of correlations in the two-dimensional plane rotator model with Villain interaction at low temperature. Our understanding of these and related models is still rather incomplete and in this section we mention some of the outstanding open problems (see also the discussion by Velenik [20]).

**Scaling limit.** What is the scaling limit of the two-dimensional integer-valued discrete Gaussian free field with small \( \beta \)? The results of Fröhlich and Spencer suggest that it converges to the (massless) continuum Gaussian free field but no proof is available.

**Maximum.** Recall that \( \Lambda_L^{\text{free}} \) is the subgraph of \( \mathbb{Z}^2 \) with vertex set \( \{0, 1, \ldots, L-1\}^2 \). The maximum of the two-dimensional real-valued discrete Gaussian free field on \( \Lambda_L^{\text{free}} \) (defined in (1.3)) is of order \( \log L \) (with much more refined information available). Is the same true for the integer-valued discrete Gaussian free field with small \( \beta \)? Proposition 1.2 implies an upper bound with this order of magnitude.

**Gibbs states of the plane rotator model.** It is known that the plane rotator model has a unique translation-invariant Gibbs state [3] at every temperature. It is expected that, in fact, it has a unique Gibbs state but this remains unproven.

**Integer-valued random surfaces with general interaction potentials.** Let \( u = (u_n)_{n \in \mathbb{Z}} \) be a sequence satisfying \( u_n = u_{-n} \). One may define an integer-valued random surface with interaction function \( u \) as follows. Given a finite, connected graph \( \Lambda \) and vertex \( v \in \Lambda \), the measure \( \mu_{u,\Lambda,v}^{\text{IV}} \) on functions \( m : \Lambda \to \mathbb{Z} \) is given by

\[
d\mu_{u,\Lambda,v}^{\text{IV}} = \frac{1}{Z_{u,\Lambda,v}^{\text{IV}}} \exp \left[ -\sum_{j \sim \ell} u_{m_j - m_\ell} \right] \cdot d\delta_0(m_v) \prod_{j \in \Lambda \setminus \{v\}} d_{\text{count}(\mathbb{Z})}(m_j)
\]

where \( \delta_0 \) is the Dirac delta measure at 0, \( d_{\text{count}(\mathbb{Z})} \) is the counting measure on \( \mathbb{Z} \), and the normalization constant \( Z_{u,\Lambda,v}^{\text{IV}} \) normalizes the measure \( \mu_{u,\Lambda,v}^{\text{IV}} \) to be a probability measure, which is possible assuming suitable decay properties of \( u \). The corresponding expectation is denoted by \( E_{u,\Lambda,v}^{\text{IV}} \). An outstanding challenge is to analyze the fluctuations of such surfaces, e.g., when \( \Lambda \) is a subset of the hypercubic lattice \( \mathbb{Z}^d \). Versions of the standard Peierls argument apply when the ratio \( u_n/u_0 \) grows sufficiently rapidly, and show that the surface is in a localized phase, with uniformly bounded variance at every vertex. In fact, localization is predicted to always (perhaps with mild growth assumptions on \( u \)) occur in dimensions \( d \geq 3 \) but is generally unknown. The main result in this direction is provided by Göpfert and Mack [12] who proved that the the integer-valued discrete Gaussian free field in
dimension $d = 3$ is localized and, remarkably, has exponential decay of correlations (positive mass) at all positive inverse temperatures $\beta$. In contrast, one expects the random surface to be delocalized in two dimensions for a large class of interaction sequences $u$, but the only available results are those of Fröhlich and Spencer [9] on the integer-valued discrete Gaussian free field and the Solid-On-Solid model (when $u_n = |n|$). It is of interest to extend the methods of [9] to more general interaction potentials (some steps in this direction are in [9, Lemma 4.3, Section 6 and Section 7]). In this regard we put forward the following conjecture.

**Conjecture.** Let $U : \mathbb{R} \to \mathbb{R}$ be smooth and satisfy $U(x) = U(-x)$ and $\lim_{x \to \infty} U(x)/x^\alpha = \infty$ for some $\alpha > 0$. For each $M > 0$ define $u^M = (u^M_n)$ by $u^M_n := U(n/M)$. Then there exists some $M_0(U) > 0$ such that for each $M > M_0(U)$,

$$\lim_{L \to \infty} \frac{\mathbb{E}^{IV}_{\mu^M, \Lambda_{free}^{(0,0)}}(m^2_{L-1,L-1})}{\log(L)} > 0.$$ 

In the special case that $U(x) = |x|^\alpha$ for some $\alpha > 0$ the conjecture states that the models with $u_n = \beta |n|^\alpha$ will delocalize in two dimensions at sufficiently low $\beta$ (depending on $\alpha$), extending the results of Fröhlich and Spencer which apply to $\alpha = 1, 2$.
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