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Abstract

We study the time evolution of the excess value of capacity of entanglement between a locally excited state and ground state in free, massless fermionic theory and free Yang-Mills theory in four spacetime dimensions. Capacity has non-trivial time evolution and is sensitive to the partial entanglement structure, and shows a universal peak at early times. We define a quantity, the normalized "Page time", which measures the timescale when capacity reaches its peak. This quantity turns out to be a characteristic property of the inserted operator. This firmly establishes capacity as a valuable measure of entanglement structure of an operator, especially at early times similar in spirit to the Rényi entropies at late times. Interestingly, the time evolution of capacity closely resembles its evolution in microcanonical and canonical ensemble of the replica wormhole model in the context of the black hole information paradox.
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1 Introduction

Over the recent years, entanglement entropy has played a substantial role in understanding many exciting phenomena, ranging from condensed matter systems to gravity. For example, in condensed matter systems, it appears to be a useful tool to characterize topological ordered phases [1–3], whereas entanglement emerges as an indispensable property to understand the AdS/CFT duality [4, 5] via the Ryu-Takayanagi (RT) prescription [6, 7]. Initially, it was derived for the static case, and later it was generalized to the time-dependent case [8] and extended by including quantum corrections [9, 10]. This formulation, which goes by the name of ‘Entanglement wedge reconstruction’ has turned out to be crucial in the understanding of the black hole information paradox [11, 12] by the newly developed island prescription [13, 14].

The motivation is to replace the standard RT surface by Quantum Extremal Surface (QES) [15] which eventually reproduces the Page curve [16]. On a somewhat different note, an information-theoretic quantity, known as the capacity of entanglement [20–23] or capacity in short, recently gained some attention, for example, in the context of the information paradox [24, 25]. It was shown that, like entanglement entropy, capacity could also truly probe the phase transition that happens at the Page time [24, 25]. It either shows a peak or changes discontinuously between two phases at Page time, similar in spirit to the subregion complexity [26, 27]. Although less familiar, capacity has been studied in condensed matter systems like the Kitaev model, and it appears to be well suited for characterizing topologically ordered states [28]. It is defined via the second derivative of Rényi entropy $S^{(m)}_A$ with respect to the replica parameter [20, 24]

$$C_E(\rho_A) = \lim_{m \to 1} m^2 \partial^2_m \log[\text{tr}(\rho^m_A)] = \lim_{m \to 1} m^2 \partial^2_m ((1 - m)S^{(m)}_A),$$

where $\rho_A$ is the density matrix in subsystem $A$, formed by tracing out the degrees of freedom from the complement subsystem $\bar{A}$ and $m$ is the replica parameter. Recently capacity was studied in random pure states [29]. It is mostly influenced by the partially connected geometries where subleading saddle points contribute. In this fashion, it naturally emerges as a useful quantity to understand the entanglement spectrum.

In this paper, we study the excess value of capacity given by the difference between the capacities in excited state and ground state in free, massless fermionic theory (both charged and uncharged) and free Yang-Mills theory in four spacetime dimensions. The excited states are defined by acting local operators on the ground state. The series of Rényi entropies have been calculated in various cases [30–45]. The main result is that the excess Rényi entropies increase monotonically until their maximum value, and they characterize the given operator’s quantum entanglement structure at late times. One may ask if it is possible to capture the entanglement structure at early times by other information-theoretic quantities. Here we show the answer is affirmative, and the excess value of capacity is one of them.

\(^2\text{See [13, 14] for excellent reviews.}\)
The excess value of capacity shows a peak at a timescale that we referred to as normalized “Page time”. This quantity is normalized with respect to the position of the inserted operator. Interestingly, the peak value of capacity turns out to be universal. We call it “Page time” due to the close resemblance with the evolution of capacity in replica geometry [24]. However, we do not have any black holes in our case. The normalized “Page time” turns out to be a characteristic property of the inserted operator. Thus the capacity is an excellent probe to understand the entanglement structure at early times compared to Rényi entropies, which is a suitable probe at late times. Additionally, the crossover happens at the Page time when the entanglement is partial. When the entanglement entropy reaches the maximum, capacity dies off either to zero (for uncharged fermionic and free Yang-Mills case) or constant asymptotic value (for charged fermionic case). This asymptotic value depends on the chemical potential. The late-time behavior of capacity can be interpreted as the generation of EPR pairs. When the EPR pairs take away all the entanglement, capacity vanishes.

Another nice feature is observed in Yang-Mills theory in 4-dimensions. In general, for large-\(N\) theory, the entanglement entropy is ill-defined to leading order once we take the \(m \rightarrow 1\) limit from Rényi entropy. This is because the subleading terms dominate over the leading term. On the other hand, we find capacity is perfectly well defined on \(m \rightarrow 1\) limit and shows the expected behavior. Moreover, capacity turns out to be sensitive to the internal degrees of freedom of the inserted operator.

The paper is structured as follows. In section 2, we review the main aspects of the capacity of entanglement with a two-qubit example. In section 3, we discuss the setup. Section 4 involves the discussion on free, massless fermionic theory in 4-dimensions. We compute the time evolution of the capacity of entanglement for both uncharged and charged fermions and give the possible interpretation from the EPR point of view at late times. We also describe the close similarity with the replica wormhole model. In section 5, we compute the time evolution of capacity in free Yang-Mills theory in 4-dimensions. We conclude with a summary of the main results and future problems in section 6. Throughout our discussion, we set \(c = \hbar = 1\).

2 A brief review on Capacity of Entanglement

We first briefly introduce the capacity of entanglement and consider an example [20] where it can be compared with other quantities like entanglement and Rényi entropies. Consider a system that is described by a density matrix \(\rho\). We divide the system into two parts, subsystem \(A\) and its complement \(\bar{A}\). We trace out the degrees of freedom in subsystem \(\bar{A}\) to get the reduced density matrix of subsystem \(A\) given by

\[
\rho_A = \text{tr}_{\bar{A}} \rho. \tag{2}
\]

\(3\)This is just a characteristic time scale, we do not need to take this nomenclature too seriously.
From this we can compute the Rényi entropy with a single index $m$ as

$$S_A^{(m)} = \frac{1}{1-m} \log[\text{tr}(\rho_A^m)],$$

for integer $m > 1$. One can analytically continue for non-integer $m$. In fact the most important limit is to take $m \to 1$, which gives the entanglement entropy

$$S_{EE}^A = \lim_{m \to 1} S_A^{(m)} = \lim_{m \to 1} \frac{1}{1-m} \log[\text{tr}(\rho_A^m)].$$

The gravity dual of Rényi entropy was considered, and its derivative (with respect to the index $m$) was shown to be dual to the area of cosmic brane with tension proportional to $(m-1)$ [48]. This tension term backreacts in the bulk. In the limit $m \to 1$, the tension vanishes, the Rényi entropy becomes the entanglement entropy. Alongside, the cosmic brane becomes the minimal surface and does not backreact in the bulk. This minimal surface is dual to boundary subregion and has been studied extensively in the past few years [6–8].

Writing in terms of modular Hamiltonian $K_A = -\log \rho_A$, the entanglement entropy becomes the expectation value of the modular Hamiltonian [20]

$$S_{EE}^A(\rho_A) = -\text{tr}(\rho_A \log \rho_A) = \text{tr}(\rho_A K_A) = \langle K_A \rangle,$$

where subscript $A$ indicates that we are taking the expectation value in subsystem $A$.

The capacity of entanglement (or capacity in short) is another information-theoretic quantity that has gained some interest recently. As an information-theoretic quantity, it measures the variance of the modular Hamiltonian [7] [20]

$$C_E(\rho_A) = \text{tr}[\rho_A (-\log \rho_A)^2] - \left[ \text{tr}(\rho_A \log \rho_A) \right]^2 = \langle K_A^2 \rangle - \langle K_A \rangle^2.$$  

In general, the Rényi entropies capture the full entanglement spectrum of the density matrix. The entanglement entropy and capacity are two characteristic features of this entanglement spectrum. In terms of Rényi entropy the capacity is given by [20]

$$C_E(\rho_A) = \lim_{m \to 1} m^2 \partial_m^2 \log[\text{tr}(\rho_A^m)] = \lim_{m \to 1} m^2 \partial_m^2 ((1-m)S_A^{(m)}).$$

In general, the capacity shows very different behavior than entanglement or Rényi entropies, although the capacity and entanglement entropy might be equal in some cases [20]. An interesting behavior of capacity

---

4 An alternate prescription of obtaining entanglement entropy from Rényi entropy is given in [47].

5 More generally, one can define capacity in terms of the relative entropy variance between two density matrices. When one of the density matrix becomes maximally mixed, i.e., proportional to the identity, the relative entropy variance becomes the capacity [23].
was observed in the context of information paradox \cite{24}. In the end of the world (EoW) brane model \cite{49} the capacity exhibits a peak at Page time and indicates a phase transition between a fully disconnected and a fully connected geometry of replica wormholes\cite{49}. In the moving mirror model \cite{51}, capacity jumps discontinuously at Page time. In both cases, the entanglement entropy increases monotonically and saturates to the black hole entropy. This indicates capacity could be an indicator of phase transition between two phases.

As an example we will study a two-qubit system to understand the capacity, entanglement and Rényi entropies. Let us consider the state \cite{20}

\[ |\psi\rangle = \cos(\beta/2) |01\rangle + e^{i\chi} \sin(\beta/2) |10\rangle, \]

with $0 \leq \beta \leq \pi$ and $0 \leq \chi < 2\pi$. If one traces out the second spin, the reduced density matrix becomes $\rho_1 = \text{diag}(u, 1 - u)$ where $u = \cos^2(\beta/2)$. A direct computation gives

\[ S_{EE} = -\left[(1 - u) \ln(1 - u) + u \ln u\right], \]

\[ C_E = (1 - u)(\ln(1 - u))^2 + u (\ln u)^2 - \left[(1 - u) \ln(1 - u) + u \ln u\right]^2, \]

\[ S^{(m)}_1 = \frac{1}{1 - m} \log \left[(1 - u)^m + u^m\right], \]

The variation of entanglement entropy, capacity, and $m = 2, 3$ Rényi entropies with $u$ is shown in Fig.1. The interesting point is that at $u = 0$ and $u = 1$, the state \cite{8} is separable which implies all of the entanglement measures should vanish. On the other hand, at $u = 0.5$, the state is maximally entangled (EPR state), which gives entanglement entropy and all Rényi entropies a value of $\log 2$, while the capacity vanishes. The capacity peaks up a value $C_E^{\text{max}} = 0.4392$ at $u = 0.0832$ and $u = 0.9168$ which is in fact a partially entangled state (see Fig.1). This concludes that while the EPR state is formed the entanglement is carried away by EPR pairs, and thus capacity becomes zero. We will encounter this fact again when we discuss free, massless fermionic and free Yang-Mills theory in the latter part of the paper.

### 3 Setup

Let us consider a local operator in Schödinger picture $\mathcal{W}(-L, \mathbf{q})$ located at $x = -L$ at time $t = -t$. Here $\mathbf{q} = \{y, z\}$ are other spatial directions. The directions $\mathbf{q}$ will not play any role in our case, and we suppress them often. The operators act on the ground state and create locally excited states of the form \cite{30,32}

\[ |\Psi_W\rangle = Ne^{-\frac{\sqrt{H}t}{2}} e^{-\frac{\mathcal{H}}{2}} \mathcal{W}(-L, \mathbf{q}) |0\rangle, \]

\footnote{See also \cite{50} for the Page transition in replica wormhole model considering gravitational bath.}
where $\epsilon$ is introduced by requiring a finite norm of the state. One usually defines the operator in the Heisenberg picture as $\mathcal{W}(\tau, -L, q) = e^{iH\tau}e^{-\epsilon H}\mathcal{W}(-L, q)$ with complex time $\tau = -\epsilon - it$ treating them as real parameters. The density matrix is calculated as

$$\rho_W = |\Psi_W\rangle \langle \Psi_W| = N^2 \mathcal{W}(\tau_e, -L, q) |0\rangle \langle 0| \mathcal{W}^\dagger(\tau_l, -L, q),$$

where $\tau_e = -\epsilon - it$ and $\tau_l = \epsilon - it$. The goal is to calculate Rényi entropies in Euclidean time and finally do the analytic continuation.

Now we consider region $A$ as half of the spacetime, i.e., $x \geq 0$. The reduced density matrix in the region $A$ is $\rho_A^e = \text{tr}_\bar{A} \rho_e$, where $e$ stands for the excited state and $\bar{A}$ is the region $x < 0$. Similarly, one can consider the ground state $|0\rangle$ and trace out the region $\bar{A}$ to get the density matrix $\rho_A^g = \text{tr}_\bar{A} |0\rangle \langle 0|$. Here $g$ stands for the ground state. The Rényi entropies and capacity are given by

$$S_A^{(m),e/g} = \frac{1}{1 - m} \log \left[ \text{tr} \left( \rho_A^{e/g} \right)^m \right], \quad C_E^{e/g} = \lim_{m \to 1} m^2 \partial^2_m \left[ (1 - m)S_A^{(m),e/g} \right].$$

Hence the increased value of Rényi entropy is given by subtracting the ground state value from that of the excited state

$$\Delta S_A^{(m)} = \frac{1}{1 - m} \log \left[ \frac{\text{tr} (\rho^e_A)^m}{\text{tr} (\rho^g_A)^m} \right].$$

As shown in [31,32], the Rényi entropy can be calculated using the replica trick [46,52,53]. We first evaluate the $2m$-point correlation function on full $m$-sheeted manifold $\Xi_m$ and the 2-point correlation function on
single sheeted manifold $\Xi_1$ and then take the ratio between them (see Fig. 2). The result is

$$\Delta S_A^{(m)} = \frac{1}{1 - m} \log \left[ \frac{\langle W^\dagger(r_l, \phi_{1l}^m) W(r_e, \phi_{1e}^m) \cdots W^\dagger(r_l, \phi_{1l}^1) W(r_e, \phi_{1e}^1) \rangle}{\langle W^\dagger(r_l, \phi_{1l}^1) W(r_e, \phi_{1e}^1) \rangle_{\Xi_1}^m} \right].$$

where the polar coordinates $(r, \phi)$ on $(\tau, x)$ plane are defined as $\phi_{e,l}^j = \phi_{e,l} + 2\pi(j - 1)$ with $0 < \phi < 2\pi m$ and $j = 1, \cdots, m$. The excess of capacity is now straightforwardly defined as

$$\Delta C_E = \lim_{m \to 1} m^2 \partial_m^2 \left( (1 - m) \Delta S_A^{(m)} \right).$$

In later sections, we will calculate the excess capacity in free fermionic and free Yang-Mills theory.

4 Free, massless fermionic theory in 4-dimensions

Our first field-theoretic example is to consider free, massless fermions in 4-dimensions. We consider states that are obtained acted by a fermionic operator $\Psi_a$ on the ground state. The Rényi entropies are given by

$$\Delta S_A^{(m)} = \frac{1}{1 - m} \log \left[ \left( \frac{t + L}{4t} \right)^m \left( \left( \frac{t - L}{t} \right) (\gamma' \gamma_1)_{aa} + 2 \right)^m + \left( \frac{t - L}{4t} \right)^m \left[ - (\frac{t + L}{t} (\gamma' \gamma_1)_{aa} + 2) \right]^m \right].$$

Abusing the terminology, we sometimes refer to this as to capacity only.
One can now proceed to calculate the capacity of entanglement using Eq. (17):\footnote{Note that the entropy and capacity will depend on the representation of $\gamma$ matrices, and we are choosing a basis where $\gamma' \gamma^1 = \text{diag}(1, -1, 1, -1)$. Here we are considering a physical situation where the anti-particles have a different probability of moving in left and right directions. When $(\gamma' \gamma^1)_{aa} = 0$, the probability will be the same to move in both directions. See \cite{32} for more details.}

$$\Delta C_E = \frac{(t^2 - L^2) [(2t - L \gamma)^2 - \gamma^2 t^2]}{16 t^4} \left( \log \left[ \frac{(2t - L \gamma + \gamma t)(t + L)}{(2t - L \gamma - \gamma t)(t - L)} \right] \right)^2, \quad t \geq L \tag{20}$$

Figure 3: Time evolution of Renyi entropy $\Delta S_A^{(2)}$ with various choices of $(\gamma' \gamma^1)_{aa} = 0, \pm 1$. Note that for $(\gamma' \gamma^1)_{aa} = 0$, the Renyi entropy approaches to $\log 2$ as time evolves. This is due to the generation of EPR pairs. For $(\gamma' \gamma^1)_{aa} = \pm 1$ it approaches a constant value ($\approx 0.47$) at late times. Here we choose $L = 10$. For $t \geq L$, and $\Delta S_A^{(m)} = 0$ for $t < L$. Here $\gamma'$ and $\gamma^1$ are the elements of Dirac’s $\gamma^\mu$-matrices. Their explicit forms are not important to our discussion, but one can look at \cite{32} for details. The range of the elements of the Hermitian matrix $\gamma' \gamma^1$ is $-1 \leq \gamma \leq 1$, where $\gamma \equiv (\gamma' \gamma^1)_{aa}$ for brevity. In particular, we will consider values of $\gamma = 0, \pm 1$. Note that the elements are real. Explicitly this combination tells about the spin direction, which we will describe later. Once we take the late time limit, i.e., $t \gg L$ we get \cite{32}

$$\Delta S_A^{(m)f} = \frac{1}{1 - m} \log \left[ \left( \frac{2 + \gamma}{4} \right)^m + \left( \frac{2 - \gamma}{4} \right)^m \right]. \tag{19}$$

where “$f$” stands for final value (at late times). It is easy to see for $\gamma = 0$, the Renyi entropies become $\Delta S_A^{(m)f} = \log 2$ for all $m$ (see Fig.3). For $\gamma = \pm 1$, the late time entropy is $\Delta S_A^{(m)f} = [1/(1 - m)] \log [(3^m + 1)/4^m]$ which approaches to $\log(4/3) \approx 0.2877$ for $m \to \infty$, which is considered as the lower bound of Renyi entropies. Note that for the cases we consider here, the regulator $\epsilon$ will not appear in the expression of entropies and capacity as we take the $\epsilon \to 0$ limit. This contrasts with the 2d holographic CFTs, where the entropies are not saturated at late times, but they diverge as $\log(t/\epsilon)$.\footnote{Note that the entropy and capacity will depend on the representation of $\gamma$ matrices, and we are choosing a basis where $\gamma' \gamma^1 = \text{diag}(1, -1, 1, -1)$. Here we are considering a physical situation where the anti-particles have a different probability of moving in left and right directions. When $(\gamma' \gamma^1)_{aa} = 0$, the probability will be the same to move in both directions. See \cite{32} for more details.}
Figure 4: Time evolution of excess capacity $\Delta C_E$ with various choices of $(\gamma'\gamma_1)_{aa} = 0, \pm 1$. Note that for $(\gamma'\gamma_1)_{aa} = 0$, capacity approaches zero as time evolves. This is attributed to the formation of EPR pairs. For $(\gamma'\gamma_1)_{aa} = \pm 1$ it approaches a constant value ($\approx 0.2263$) at late times. The maxima for the capacity occurs at $t = 10.9293, 11.9968, 23.6386$ for $\gamma = -1, 0, 1$ respectively. For all the cases, the maximum value of capacity is 0.4392. Here we choose $L = 10$, although the maximum value does not depend on $L$. The red line corresponds to $t < L$.

Of course, for $t < L$, capacity vanishes. On the other hand, at late times ($t \gg L$) it approaches to

$$\Delta C_E^f = \frac{(4 - \gamma^2)}{16} \left[ \log \left( \frac{2 + \gamma}{2 - \gamma} \right) \right]^2.$$ 

(21)

It is easy to see for $\gamma = 0$, the late-time capacity vanishes, while for $\gamma = \pm 1$, the capacity approaches a constant value $3(\log 3)^2/16 \approx 0.226303$, which can be anticipated from Fig.4. We will again derive the above equation (21) from the EPR interpretation. One crucial difference between capacity and Rényi/entanglement entropies is that capacity always shows a peak at early times for any $\gamma$. These peaks in capacity have close similarity with the EoW brane model [24], where it demands a phase transition between disconnected and connected phase at Page time. We will come back to this point again.

Also, note that for $\gamma = \pm 1$, Rényi entropies take different values for different $m$ at late times while the capacity takes a universal peak value and depends only on the inserted operator. The peak happens at a partially entangled state, and hence the operators can be characterized by the time where capacity shows the maximum universal value. This implies capacity could, in principle, give enough information of the inserted operator, especially at early times.

### 4.1 Quasi-particle entanglement at late times

At late times the value of excess capacity $\Delta C_E$ has a natural interpretation in terms of quasi-particle entanglement between EPR pairs. One splits the local operator into left-moving and right-moving modes
\[ \Psi_a = \Psi_a^L + \Psi_a^R + \Phi_a^L + \Phi_a^R, \]  
(22)

while the vacuum \[ |0\> = |0\>_L \otimes |0\>_R \] is defined as \((X = L, R), \Psi_a^X |0\> = \Phi_a^X |0\> = 0 \). Here the momentum modes have non-trivial anti-commutation, which depends on \( \gamma \), the spin-direction \( 32 \). In our case, we define a locally excited state by the action of the operator \( \Psi_a \) on vacuum

\[ | \Omega \> = N \Psi_a |0\>, \]  
(23)

where \( N \) is the normalization. After decomposing \( \Psi_a \) in terms of momentum modes \( 22 \) and normalizing we get \( 32 \)

\[ | \Omega \> = \frac{1}{\sqrt{2}} \left[ \Psi_a^L |0\>_L \otimes |0\>_R + |0\>_L \otimes \Psi_a^R |0\>_R \right]. \]  
(24)

One can directly compute the reduced density matrix for region \( A \) by tracing out the left-moving modes

\[ \rho_A = \text{tr}_L | \Omega \> \langle \Omega | = \frac{1}{4} \left[ (2 + \gamma) |0\>_R \langle 0|_R + (2 - \gamma) |\Psi_a^R \rangle \langle \Psi_a^R |_R \right], \]  
(25)

where \( \gamma = (\gamma^I \gamma^J)_{aa} \) as defined before and \( |\Psi_a^R \> = (1 - \gamma/2)^{-1/2} \Psi_a^R |0\> \). The capacity can be calculated by first calculating the Rényi entropy and then taking \( m \to 1 \) limit, after which we get

\[ \Delta C_E = \frac{(4 - \gamma^2)}{16} \left[ \log \left( \frac{2 + \gamma}{2 - \gamma} \right) \right]^2, \]  
(26)

which is the same as \( 21 \). The final value of \( \Delta C_E \) has spin dependence, as seen from the expression. When \( \gamma = 0 \), capacity vanishes. This is because for \( \gamma = 0 \), the reduced density matrix \( 25 \) becomes a maximally entangled EPR state. We can see the analogy from the 2-qubit model. Comparing Eq.\( 25 \) and Eq.\( 8 \) in terms of density matrices, we can write

\[ u = \frac{2 + \gamma}{4}, \]  
(27)

where \( u = \cos^2(\beta/2) \) (see Eq.\( 8 \)). For \( \gamma = 0 \), it readily gives \( u = 1/2 \), and hence the reduced density matrix becomes \( \rho_1 = \text{diag}(1/2, 1/2) \), a maximally entangled state, for which capacity vanishes. Thus, our late-time interpretation of capacity is consistent with the 2-qubit model. For \( \gamma = \pm 1 \), the entanglement is partial. Thus, capacity never vanishes, which again matches our intuition developed in section \( 2 \).
4.2 Capacity for charged fermionic operator

We now discuss the charged fermionic operator case [36]. If the theory admits a global symmetry, one can define a charge. The charged Rényi entropy was introduced holographically [54, 55], and later it was calculated in field theory. To illustrate the charged Rényi entropy, we first need to define the charged density matrix [36]

\[ \rho^c_A = \frac{e^{\mu q_A} \rho_A}{\text{tr} e^{\mu q_A} \rho_A}, \]

(28)

where \( \rho_A \) is the density matrix without charge, \( q_A \) is the global charge, and \( \mu \) is the chemical potential which can be either real or purely imaginary. The charged Rényi entropies and charged capacity are defined with respect to this charged density matrix

\[ S^{(m),c}_A = \frac{1}{\log(1 - m)} \log \left[ \text{tr}(\rho^c_A)^m \right], \quad C^c_E = \lim_{m \to 1} m^2 \partial^2_m \left( (1 - m) S^{(m),c}_A \right). \]

(29)

The Rényi entropy can be calculated similarly to the uncharged case, but with some subtle caveats. See [36] for the detailed calculation. In either case, we define the excess amount of charged capacity through the excess amount of charged Rényi entropy as

\[ \Delta C^c_E = \lim_{m \to 1} m^2 \partial^2_m \left( (1 - m) \Delta S^{(m),c}_A \right). \]

(30)

The calculation gives the charged Rényi entropy as [36]

\[ \Delta S^{(m),c}_A = \frac{1}{1 - m} \log \left[ \frac{(t + L)^m (2 + \gamma \frac{L - t}{t})^m + (t - L)^m (2 - \gamma \frac{t - L}{t})^m e^{-2\pi m \mu}}{2 \{ (t - L) e^{-2\pi \mu} + (t + L) \} - \gamma (e^{-2\pi \mu} - 1)^{2 - L^2} t^{m} \} \right], \quad t \geq L \]

(31)

and \( \Delta S^{(m),c}_A = 0 \) for \( t < L \). The capacity is calculated as

\[ \Delta C^c_E = \frac{(t^2 - L^2) [(2t - L\gamma)^2 - \gamma^2 t^2]}{4(2t^2 \cosh \pi \mu + (\gamma t^2 + 2Lt - \gamma L^2) \sinh \pi \mu)^2} \left( 2\pi \mu + \log \left( \frac{(2t - L\gamma + \gamma t)(t + L)}{(2t - L\gamma - \gamma t)(t - L)} \right) \right)^2, \]

valid for \( t \geq L \) while it vanishes for \( t < L \). The late time behavior is

\[ \Delta C^c_E = \frac{(4 - \gamma^2)}{4(2 \cosh \pi \mu + \gamma \sinh \pi \mu)^2} \left( 2\pi \mu + \log \left( \frac{2 + \gamma}{2 - \gamma} \right) \right)^2. \]

(33)

Note that for \( \mu = 0 \), we get back to Eq. (20) and Eq. (21) as desired. The capacity is plotted with various choices of spin direction, \( \gamma = 0, \pm 1 \) (see Fig. 5a). Primarily we focus on the late-time behavior of
entanglement entropy and capacity (for $\gamma = 0$)

\[
\Delta S_{EE}^{c,f} = \frac{2\pi\mu}{1 + e^{2\pi\mu}} + \log\left(1 + e^{-2\pi\mu}\right),
\]

(34)

\[
\Delta C_{E}^{c,f} = \pi^2\mu^2\text{sech}^2\pi\mu.
\]

(35)

The variations of excess entanglement entropy and capacity with $\mu$ are shown in Fig. 5b. We see that capacity again peaks up a value of 0.4392 at $|\mu| = 0.3818$ while the entanglement entropy is maximum of log 2 for vanishing potential. Conclusively, the finite value of chemical potential gives a finite contribution to the capacity at late times. We will see this behavior is very similar to the evolution of capacity in the EoW brane model in the canonical ensemble. For large chemical potential, both capacity and entanglement entropy behave similarly. In fact for $|\mu| \rightarrow \infty$, both approaches zero. This is because the corresponding state becomes a product state. Finally, one can have the quasi-particle interpretation at late times for charged case also, and we refer to [36] for further details.

4.3 Spin dependence and capacity

We have seen that capacity intrinsically depends on the direction of spin for both the charged and the uncharged cases. As discussed in [32], $\gamma > 0$ implies that the entangled particles have more tendency to go towards the left side (away from region $A$) of the insertion point. On the other hand, for $\gamma < 0$, particles have more tendency to propagate to the right side (towards region $A$) of the insertion point. For $\gamma = 0$, particles are equally likely to go both sides. For the uncharged case, we see from Fig. 4 that capacity

\footnote{Note that region $A$ is defined as the region $x \geq 0$.}
always reaches its unique peak value of 0.4392 irrespective of the value of $\gamma$, although the time when it reaches the peak depends on $\gamma$. We see that $\gamma = 1$ shows up both maximum and minimum. At late times, capacity reaches a constant value ($\approx 0.2263$) for $\gamma \pm 1$ while it vanishes for $\gamma = 0$, due to the formation of EPR pairs. The time when capacity reaches its peak is truly a characteristic feature of the inserted operator, implying it is a good probe for the entanglement structure.

For the charged case, the time to reach the peak depends on the chemical potential, but the peak value is independent of it. Here for $\gamma = 0$, capacity does not vanish at late times. Instead, it reaches an asymptotic value. In contrast to the uncharged case, $\gamma = 1$ does not show any minimum. In general, the evolution of capacity is quite different from Rényi or entanglement entropies which usually increase monotonically. Instead, the capacity has peaks and dips, which provide information about partially entangled states at intermediate steps.

### 4.4 Operator insertion and “Page time”

Let us first concentrate on the uncharged case with $\gamma = 0$. We call the timescale $t_P$ when capacity shows the peak as the “Page time”. Note that this is just nomenclature, following the phase transition observed in [24]. To get the Page time we differentiate Eq. (20) with respect to $t$ (we also set $\gamma = 0$) and equate it to zero to obtain the nonlinear equation

$$\frac{1}{2} \log \left( \frac{t + L}{t - L} \right) = \frac{t}{L}. \quad (36)$$

In our case, setting $L = 10$, we get the numerical solution of Page time, $t_P \approx 11.9968$, for which the peak (maximum) value of capacity is $\Delta C_E^{\text{max}} = 0.4392$. An exciting fact is that this maximum value is independent of $L$, although the corresponding Page time is dependent on $L$. This can be circumvented by noticing that the time always appears as a form of $T = t/L$ in the expression of capacity. Hence, the evolution of capacity with $T$ will be universal, and one can define a quantity

$$T_P = \frac{t_P}{L}, \quad (37)$$

which we call normalized “Page time”. This means we are normalizing everything with respect to the point where we insert the operator. This quantity defines the timescale when capacity will reach its peak value and a true characteristic property of the inserted operator. In our case, we get $T_P = 1.19968$. Notice that the maximum value of capacity always reaches 0.4392 irrespective of $L$ and spin direction. This is the exact value of maximum capacity in the 2-qubit model we studied before. It appears as a universal value, whenever the states are maximally entangled (and hence the entanglement entropy reaches log 2), the maximum capacity is bound to be 0.4392.

For the charged fermionic case, to get the “Page time” we differentiate Eq.(32) and equate it to zero,
getting
\[ \frac{1}{2} \log \left( \frac{t + L}{t - L} \right) = \frac{(L - \pi \mu t) \sinh \pi \mu + (t - \pi \mu L) \cosh \pi \mu}{L \cosh \pi \mu + t \sinh \pi \mu}, \] (38)

which reduces to Eq. (36) for \( \mu = 0 \). Note that the solution of \( t \) obtained from Eq. (38) will depend non-trivially on \( \mu \), but surprisingly for fixed \( \mu \), the normalized Page time is universal. Hence our conclusion will not change. The (normalized) Page time is an intrinsic property of the operator from the quantum entanglement viewpoint.

Surprisingly, the time evolution of capacity closely resembles the evolution studied in the EoW brane model [24]. Fig. 6 and Fig. 7 show both the evolution of excess entanglement entropy and excess capacity for uncharged and charged cases (we set \( \gamma = 0 \)). While the entanglement entropy smoothly varies, a crossover happens for capacity. It quickly vanishes as time evolves for the uncharged case. This plot mimics the evolution of capacity in the EoW brane model in the microcanonical ensemble. On the other hand, capacity saturates to an asymptotic value for the charged case, depending on the chemical potential. This resembles the evolution of capacity in the EoW model for the canonical ensemble. The late-time value of capacity suggests that the chemical potential plays a similar role to temperature in the canonical ensemble.\footnote{Note that this identification is somewhat naive at this stage, and we do not have any gravity or black holes here. Nevertheless, the resemblance is quite striking and factually lies on the entanglement properties of quasi-particles, especially that the capacity is a probe for partial entanglement and hence acquires maximum contribution from partially connected geometries in the EoW model [29]. It would be interesting to investigate this connection in more detail in the future.}

This resembles the evolution of capacity in the EoW model for the canonical ensemble. The late-time value of capacity suggests that the chemical potential plays a similar role to temperature in the canonical ensemble.\footnote{From the quasi-particle point of view, the non-zero value of capacity at late times suggests that, instead of maximally entangled EPR pairs, the entanglement is carried away by randomly entangled pairs [20]. Still, the capacity does vanish at \( |\mu| \to \infty \), implying that the chemical potential might control the nature of entanglement in the quasi-particles.}

5 Free Yang-Mills theory in 4-dimensions

Here we briefly discuss the properties of capacity in gauge theory with \( U(N) \) symmetry, especially for the free Yang-Mills theory in four dimensions. We consider the operator of the form
\[ \text{tr}[\Phi^\mathcal{I}], \] (39)

where \( \Phi \) is a real, massless scalar field and \( \mathcal{I} \) measures the number of scalar fields. We take it as some \( \mathcal{O}(1) \) number. For example, for \( \mathcal{I} = 1 \), the operator is equivalent to the free, massless scalar field operator. It is challenging to calculate Rényi entropy in general, but for large-\( N \), the leading behavior of Rényi entropies...
Figure 6: Plot of (a) entanglement entropy and (b) capacity of entanglement for $(\gamma^f \gamma^1)^{aa} = 0$ for the uncharged case. Here we choose $L = 10$. At $t \approx 11.9968$, capacity reaches a peak where the “Page transition” occurs and dies off late. The entanglement entropy saturates to log 2. These plots are strikingly similar to the entanglement entropy and capacity plots of the EoW brane model in the microcanonical ensemble [24].

Figure 7: Plot of (a) entanglement entropy and (b) capacity of entanglement for $(\gamma^f \gamma^1)^{aa} = 0$ for the charged case. Here we choose $L = 10$ and $\mu = 1/2\pi$. At $t \approx 16.5518$, capacity reaches a peak where the “Page transition” occurs. Note that capacity does not vanish at late times. Instead, it reaches a constant value $\Delta C_{E}^{c,f} = 0.1996612$ at late times. The late time entanglement entropy saturates to $\Delta S_{EE}^{c,f} = 0.5822$. Again these plots closely resemble the EoW brane model in the canonical ensemble [24].
are given by \[34\]

\[
\Delta S_A^{(m)} = \frac{1}{1-m} \log \left[ 2^{-I_m} \left\{ \left( 1 - \frac{L}{t} \right)^{I_m} + \left( 1 + \frac{L}{t} \right)^{I_m} \right\} \right]. \quad t \geq L
\]

From this we can calculate capacity

\[
\Delta C_E = I \left( 1 - \frac{L^2}{t^2} \right)^{\frac{I}{2}} \left[ \log \left( \frac{t + L}{t - L} \right) \right]^2, \quad t \geq L
\]

while for \( t < L \), the capacity vanishes. At late times, \( t \gg L \) we again see that \( \Delta C_E \) vanishes, irrespective of value of \( I \). On the other hand, at late times, the Rényi entropies depend on both \( I \) and \( m \), \( \Delta S_A^{(m)} = (I_m - 1) \log 2 / (m - 1) \). In the midway the capacity increases and shows a peak at some partially entangled state and goes to zero at late times when the states are maximally entangled (Fig.8). But the most important fact is that capacity is well defined when we take \( m \to 1 \) limit from Rényi entropy. As observed in \[34\], we can see that \( m \to 1 \) limit breaks down once we try to calculate the entanglement entropy. To get the (normalized) Page time we differentiate Eq.(41) with respect to \( t \), and set it to zero to get

\[
\frac{I}{2} \log \left[ \frac{T_P + 1}{T_P - 1} \right] = \left( \frac{I_T}{2} \right)^2 \frac{I}{2} \log \left( \frac{T_P + 1}{T_P - 1} \right)^2, \quad (42)
\]

where we have written everything in terms of the normalized Page time defined in Eq.(37). From the numerical solution, we can easily get the normalized Page time as \( T_P = 1.19968, 1.86242 \) and \( 2.63257 \) for \( I = 1, 2 \) and \( 3 \) respectively. See Fig.8 where the Page time has been obtained for \( L = 10 \), and it perfectly matches with the normalized Page time. Notice that for \( I = 1 \), Eq.(42) reduces to Eq.(36), which is reflected on the same numerical value of normalized Page time. Similar to the fermionic case, we can also observe a “Page transition” here (see Fig.9), and the Page time depends on \( I \). This is intuitively expected because, for each \( I \), we get a different operator. Again it concludes that the Page time can be a characteristic feature of the inserted operator at early times.

5.1 Late time behavior and EPR interpretation

At late times, we can directly compute the capacity of entanglement by computing Renyi entropy in terms of EPR pairs. It was shown in \[34\] that for \( I = 1 \) at late times, the Rényi entropies saturate to the value \( \log 2 \). This is because the reduced state becomes an EPR state which implies the capacity will vanish. This is intuitive as all the entanglement will be carried away by the EPR pairs, which have maximum entropy \( \log 2 \). For \( I = 2 \), the situation is non-trivial and interesting, where the rank of the gauge group
Figure 8: Plot of (a) $\Delta S^{(2)}_A$ and (b) $\Delta C_E$ for different values of $I$. Here we choose $L = 10$. $\Delta S^{(2)}_A$ saturates to $\log 2$, $3 \log 2$ and $5 \log 2$ for $I = 1$, 2 and 3 respectively. On the other hand, $\Delta C_E$ peaks up a value 0.4392 for $t = 11.9968$, $t = 18.6242$ and $t = 26.3257$ for $I = 1$, 2 and 3 respectively. Finally it vanishes at late times for all $I$. The red line corresponds to $t < L$.

becomes important. The Rényi entropies become (at late times) \[ \Delta S^{(m)}_A = \frac{1}{1-m} \log \left( 2^{1-2m} + \frac{1}{2^m N^{2(m-1)}} \right). \] (43)

For $m \geq 2$, the $1/N$ corrections can be neglected and at leading order, one simply finds \[ \Delta S^{(m \geq 2)}_A \approx \frac{2m - 1}{m - 1} \log 2, \] (44)

while to compute the entanglement entropy at limit $m \to 1$ we need to consider the subleading term in $N$, which gives $\Delta S^{(1)}_A = \log \left( 2\sqrt{2}N \right)$. For the capacity, the leading order term vanishes (Fig.8b). If we take into account the subleading term, we get

$$\Delta C_E = \lim_{m \to 1} m^2 \partial^2_m \left( (1-m)\Delta S^{(m)}_R \right) = \frac{1}{4} \left( \log \left( \frac{2}{N^2} \right) \right)^2.$$ (45)

This result is very intriguing. It shows that along with entanglement entropy, capacity is also sensitive to the internal degrees of freedom of the inserted operator in the subleading order. The difference between the entanglement entropy and the capacity is that at leading order in $N$, capacity vanishes, whereas entropy is ill-defined. Entanglement entropy is well defined only in subleading order. It will be interesting to see how the entanglement entropy and the capacity behave in different orders in large-$N$ expansion. We hope to get back to this issue in the future.

\[\text{11} \text{I thank Pawel Caputa for pointing this out.}\]
Figure 9: Plot of (a) $\Delta S^{(2)}_A$ and (b) $\Delta C_E$ for $I = 3$. Here we choose $L = 10$. At $t \approx 26.3257$, capacity reaches a peak where the “Page transition” occurs and dies off at late times. $\Delta S^{(2)}_A$ saturates to $5 \log 2$. These plots are again closely similar to the entanglement entropy and capacity plots in the EoW brane model (microcanonical ensemble) [24].

6 Conclusion and summary

In this paper, we have studied the time evolution of excess value of the capacity of entanglement in free, massless fermionic theory and free Yang-Mills theory in four spacetime dimensions. The result for a scalar is a particular case obtained from the Yang-Mills theory. The excess value of capacity is defined as the difference between the capacity of excited states and the capacity of the ground state. Here the excited states are obtained by applying local operators on the ground state. We found that capacity can capture the entanglement property of a given local operator similar to the series of Rényi entropies. While the Rényi entropies capture the entanglement structure at late times, capacity is an excellent probe to capture the structure early, especially when it shows a peak with a universal value at some partially entangled state. The normalized “Page time”, when the capacity reaches its peak is a characteristic feature of the inserted operator. Moreover, we studied the evolution for both uncharged and charged fermionic cases. For the uncharged case, capacity dies off at late times due to the formation of EPR pairs, while for the charged case, it does not vanish at late times, instead of reaching a constant value that depends on the chemical potential. Thus, the evolution of capacity closely resembles its evolution studied in the context of the information paradox [24]. The capacity for uncharged fermion (with $\gamma = 0$) and free Yang-Mills follows the behavior of the microcanonical ensemble of the EoW brane model. At the same time, the charged fermionic case mimics the canonical ensemble. It will be interesting to study this relation in more detail in the future.

We then studied capacity in free Yang-Mills theory. We found that capacity is well defined even after considering the large-$N$ behavior and it is well defined taking $m \rightarrow 1$ limit from Rényi entropies. This
limit is ill-defined for entanglement entropy as it receives a subleading contribution. We also found a similar transition at early times here, and again it confirms capacity as an excellent probe to characterize the entanglement structure of the operator. Interestingly, capacity is sensitive to the internal degrees of freedom of the inserted operator, similar to the entanglement entropy. This contrasts with Rényi entropies that do not depend on $N$, at least in leading order.

There are many possible future directions. A straightforward problem would be to study the capacity for other fermionic operators like $\Psi^\dagger\Psi$, $\bar{\Psi}\Psi$, $\text{tr}(\Psi^\dagger\Psi)$, $\text{tr}(\bar{\Psi}\Psi)$ in $d > 4$- and $d = 2$-dimensions. As the operators are different, the (normalized) “Page time” would be different for either case, and it would be interesting to see how it depends on dimensions. Especially in two dimensions, it would be exciting to see whether this property is valid for a conformal family similar to Rényi entropies \[56\]. One can also try to understand what happens for capacity in rational conformal field theories (CFTs) \[37,57\]. In particular, for rational CFTs in two dimensions, the Rényi entropies and entanglement entropy exhibit a constant jump that depends on that operator’s quantum dimension \[35\]. This implies one would expect that capacity will vanish at all times, suggesting that capacity could be a good indicator to distinguish between rational and holographic CFTs. Furthermore, it would be worth exploring the behavior of capacities with heavy operator excitation in large-$c$ CFTs \[33,58,59\] and entanglement scrambling \[60\] to see the difference between holographic and rational CFTs. Capacity can also play a vital role in understanding some properties of symmetry resolved entropies \[61,64\]. It would be interesting to investigate the behavior of capacity in quench models \[65,71\], especially in slow and fast quench regimes in 2$d$ CFTs. This might shed light on the universal scaling behavior of capacity in different time regimes, in a similar spirit to the scaling of entropies \[72\]. Another exciting direction will be to explore the evolution of capacity in pure states in equilibrium \[73\] and connect with other information-theoretic measures like reflected entropy \[74,76\], complexity \[77,85\], and logarithmic negativity \[86,88\] to have a better understanding of the complete picture.
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