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Abstract. We consider the derived category of an Artin-Mumford quartic double solid blown-up at ten ordinary double points. We show that it has a semi-orthogonal decomposition containing the derived category of the Enriques surface of a Reye congruence. This answers affirmatively a conjecture by Ingalls and Kuznetsov.

1. Introduction

Throughout this paper, we work over $\mathbb{C}$, the complex number field. We fix a four dimensional vector space $V$, and denote by $V^*$ the dual vector space of $V$, and by $\mathbb{P}(V)$ the projectivization of $V$.

1.1. Classical backgrounds and motivations. An Artin-Mumford quartic double solid is the double cover $Y$ of the 3-dimensional projective space branched along a quartic surface. $Y$ is singular at ten ordinary double points. Artin and Mumford showed that it is unirational but irrational [2]. They established its irrationality by showing its desingularization has a nonzero torsion in the Brauer group. In [13], Cossec pointed out that an Artin-Mumford quartic double solid is paired with the so-called Enriques surface of a Reye congruence, which we denote by $X$ in this paper. The history of Enriques surfaces of Reye congruences goes back to the work by Reye [43] in the 19th century, and later they were intensively studied by Fano [15-16].

The relationship between $X$ and $Y$ can be described in the following diagram (the section 4.1):

\[
\begin{array}{ccc}
Z & \rightarrow & Y \\
\downarrow & & \downarrow \\
X \subset G(2,4)
\end{array}
\]

where $Z \rightarrow G(2,4)$ is the blow-up along $X$ and $Z \rightarrow Y$ is a generically conic bundle. $X \subset G(2,4)$ is called a congruence since classically a congruence means a 2-dimensional family of lines in $\mathbb{P}^3$. $X \subset G(2,4)$ is called the Fano model of the Enriques surface of a Reye congruence. Beauville recalculated in [5] the torsion part of the Brauer group of $X$ by comparing $H^2(X, \mathbb{Z})$ and $H^3(\tilde{Y}, \mathbb{Z})$ by using the diagram (1.1), where $\tilde{Y}$ is the blow-up of $Y$ at the ten ordinary double points.

Recently, Ingalls and Kuznetsov [30, Thm. 4.3] showed that the derived categories of $X$ and $\tilde{Y}$ have respective semi-orthogonal decompositions with a certain triangulated subcategory in common. They also conjectured [ibid., Conj. 4.2] that the derived category of $\tilde{Y}$ has a semi-orthogonal decomposition containing the derived category of $X$. The main result of this paper is an affirmative solution to this conjecture.

1.2. Statement of the main result. Let us denote by $y_1, \ldots, y_{10}$ the ten ordinary double points of $Y$ and by $F_i \cong \mathbb{P}^1 \times \mathbb{P}^1$ ($i = 1, \ldots, 10$) the exceptional divisors over $y_i$ of the blow-up $\tilde{Y} \rightarrow Y$. We also denote by $\iota_i: F_i \hookrightarrow \tilde{Y}$ the closed embeddings.
We define a categorical resolution $\mathcal{D}_Y$ of $\mathcal{D}^b(Y)$ in the sense of Kuznetsov [35]. For this, we choose a dual Lefschetz decomposition of $\mathcal{D}^b(F_1)$;

$$\mathcal{D}^b(F_1) = \langle A_1(-1,-1), A_0 \rangle,$$

where

$$A_0 = \langle \mathcal{O}_{F_1}(0,-1), \mathcal{O}_{F_1}(-1,0), \mathcal{O}_{F_1} \rangle, \quad A_1 = \langle \mathcal{O}_{F_1} \rangle,$$

with $(-1,-1)$ meaning the twist by $\mathcal{O}_{F_1}(-1,-1)$. The categorical resolution

$$\mathcal{D}_Y \subset \mathcal{D}^b(\tilde{Y})$$

of $\mathcal{D}^b(Y)$ with respect to this dual Lefschetz decomposition is defined to be the left orthogonal to the subcategory $\langle \{i_{1*} \mathcal{O}_{F_1}(-1,-1)\}^{10}_{i=1} \rangle$. Therefore we have the following semi-orthogonal decomposition of $\mathcal{D}^b(\tilde{Y})$:

$$\mathcal{D}^b(\tilde{Y}) = \langle \{i_{1*} \mathcal{O}_{F_1}(-1,-1)\}^{10}_{i=1}, \mathcal{D}_Y \rangle.$$

Let $\mathcal{O}_Y(1)$ be the pull-back of $\mathcal{O}_{P^3}(1)$ by the composite $Y \to Y \to P^3$.

**Theorem 1.2.1.** Suppose that the branch locus $H$ of $Y \to P^3$ does not contain a line. Then there exists a fully faithful Fourier-Mukai functor $\Phi_1 : \mathcal{D}^b(X) \to \mathcal{D}_Y$ giving the following semi-orthogonal decomposition of the categorical resolution $\mathcal{D}_Y$:

$$\mathcal{D}_Y = \langle \Phi_1(\mathcal{D}^b(X)), \mathcal{O}_Y(1), \mathcal{O}_Y(2) \rangle.$$

The method of the proof of Theorem 1.2.1 is similar to that of our previous work [20], which is based on our fundamental papers [24, 25]. By our method, we also reproduce [30, Thm. 4.3] in the subsection 7.3.

Recently, in [26], the authors studied smooth projective 3-folds whose derived categories include those of Enriques surfaces, and discuss irrationality of such 3-folds in view of the theory of homological mirror symmetry. Theorem 1.2.1 and the affirmative solution to [12, Conj. 1] would imply immediately that the motif of $X$ with rational coefficient is a direct summand of that of $\tilde{Y}$.

The key idea to our proof of Theorem 1.2.1 is to construct the kernel of the Fourier-Mukai functor $\Phi_1$. Taking the images by $Z \to Y$ of fibers of the blow-up $Z \to G(2,4)$ and modifying them slightly on $\tilde{Y}$, we may construct a family of curves in $\tilde{Y}$ parameterized by $X (\Delta_1 \to X$ defined in the subsection 7.9). A naive candidate of the kernel is the ideal sheaf in $\mathcal{O}_{Y \times X}$ of this family of curves. It, however, turns out that this does not give a fully faithful functor. Our kernel of $\Phi_1$ is a certain modification of this ideal sheaf.

### 1.3. Orthogonal linear section and homological projective duality

In our proof of Theorem 1.2.1 we compute the images of several objects by the functor $\Phi_1$ along the theory of *homological projective duality* due to Kuznetsov in [31].

Let us consider the pair $X$ and $Y$ from this viewpoint. Then $X$ is a subvariety of the second symmetric product $\mathcal{S} := S^2 P(V)$ of $P(V)$ embedded by the Chow form into $P(S^2 V)$. $Y$ is a subvariety of the double cover $\mathcal{S}$ of the dual projective space $P(S^2 V^*)$ branched along the quartic hypersurface which is the locus of corank $\geq 1$ quadrics in $P(V)$. We have studied $\mathcal{S}$ and $\mathcal{S}$ as (double covers of) symmetric determinantal loci and obtained their basic results in [24]. For $X$ and $Y$, there exists a four-dimensional vector subspace $L_4 \subset S^2 V^*$ such that $Y$ is the pull-back of $P_3 := P(L_4) \cong P^3$ by the double covering $\mathcal{S} \to P(S^2 V^*)$, and $X = \mathcal{S} \cap P(L_4^*)$, where $L_4^*$ is the orthogonal space to $L_4$ with respect to the dual pairing of $S^2 V$ and $S^2 V^*$. We remark that the embedding $X \subset P(L_4^*) \cong P^5$ is different from the Fano model; it is called the *Cayley model* of the Reye congruence. From this viewpoint, the pair $X$ and $Y$ is an example of *orthogonal linear sections*, which were initially employed systematically by Mukai [10] in his studies of Fano 3-folds and $K3$ surfaces.
The main result and the constructions in this paper may be regarded a step to establish that \( \mathcal{X} \) and \( \mathcal{Y} \) are homologically projective dual. We refer the precise definition of homological projective duality to [34]. Here we only mention that, if two varieties \( \Sigma \) and \( \Sigma^* \) with respective morphisms to the dual projective spaces \( \mathbb{P}^N \) and \( (\mathbb{P}^N)^* \) are homological projective dual, then the relationships between the derived categories of any orthogonal linear sections are established simultaneously. Therefore, once \( \mathcal{X} \) and \( \mathcal{Y} \) are shown to be homologically projective dual to each other, Theorem 1.2.1 will follow immediately from [ibid., Thm. 6.3].

We construct the kernel of the functor \( \Phi_1 \) by restricting to \( \tilde{\mathcal{Y}} \times \mathcal{X} \) a certain rank two reflexive sheaf \( \mathcal{P} \) on \( \mathcal{V} \subset \tilde{\mathcal{Y}} \times \check{\mathcal{X}} \), where \( \tilde{\mathcal{Y}} \) and \( \check{\mathcal{X}} \) are suitable desingularizations of \( \mathcal{Y} \) and \( \mathcal{X} \) respectively constructed in [24], and \( \mathcal{V} \) is the pull-back of the universal family of hyperplane sections. The sheaf \( \mathcal{P} \) is constructed naturally from the geometry of Grassmannians. We also construct a locally free resolution of \( \iota_{\mathcal{V}}^* \mathcal{P} \) (Theorem 6.3.2), where \( \iota_{\mathcal{V}} \) is the natural closed embedding \( \mathcal{V} \hookrightarrow \tilde{\mathcal{Y}} \times \check{\mathcal{X}} \). This resolution enables us to compute the images of several objects by the functor \( \Phi_1 \).

The definition of homological projective duality requires special types of semi-orthogonal decompositions called (dual) Lefschetz decompositions in (noncommutative resolutions of) the derived categories of varieties. As a strong evidence of the homological projective duality between \( \mathcal{Y} \) and \( \mathcal{X} \), we can read off (dual) Lefschetz collections in the derived categories of \( \mathcal{V} \) and \( \check{\mathcal{X}} \) from the locally free resolution of \( \iota_{\mathcal{V}}^* \mathcal{P} \) ([25, Cor. 3.3 and 5.11]).

1.4. Relations with previous works. Homological projective duality is a powerful guiding principle in describing derived categories of projective varieties but it is often hard to show a plausible candidate of a pair of variety \( \Sigma \) and \( \Sigma^* \) is actually homologically projective dual. On the contrary, for such a candidate \( \Sigma \) and \( \Sigma^* \), it is usually less hard to establish the relationships between the derived categories of individual orthogonal linear sections. One such example is the Grassmann-Pfaffian derived equivalence [6]. We gave another example in [26] after the fundamental works [24]–[25], by showing the derived equivalence between the smooth Calabi-Yau threefold of a Reye congruence and its orthogonal linear section which is also a Calabi-Yau threefold.

1.5. Structure of the paper. We state general results in the section 2. In the section 3 we review the constructions of (double) symmetric loci and introduce \( X \) and \( Y \) as orthogonal linear sections of \( \mathcal{X} \) and \( \mathcal{Y} \). In the section 3 we also introduce another pair \( W \) and \( S \) of orthogonal linear sections, where \( W \) is a 3-dimensional linear section of \( \mathcal{X} \), and \( S \) is a 2-dimensional linear section of \( \mathcal{Y} \). The plausible homological projective duality of \( \mathcal{X} \) and \( \mathcal{Y} \) indicates a close relation between the derived categories of \( W \) and \( S \). We establish this relation in the section 4 (Theorem 4.2.2). \( W \) and \( S \) also play crucial roles in our proof of Theorem 1.2.1. In the section 5 we review the constructions of birational models of \( \mathcal{Y} \) and introduce generically conic bundles over them, which are used in the construction of the sheaf \( \mathcal{P} \) in the section 6. We obtain a locally free resolution of \( \iota_{\mathcal{V}}^* \mathcal{P} \) in the appendix A. In the section 7 we prove Theorem 1.2.1 and give a new proof of the result by Ingalls and Kuznetsov.
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**Convention 1.5.1.** Throughout the article, we consider several varieties $\Sigma$ with morphisms $\Sigma \to \mathbb{P}(S^2V)$, $\Sigma \to \mathbb{P}(S^2V^*)$, or $\Sigma \to G(2,V)$. We denote by (without suffix)

$$H, M, L$$

the pull-backs of $O_{\mathbb{P}(S^2V)}(1)$, $O_{\mathbb{P}(S^2V^*)}(1)$, and $O_{G(2,V)}(1)$, respectively if $\Sigma$ has a morphism to $\mathbb{P}(S^2V)$, $\mathbb{P}(S^2V^*)$, or $G(2,V)$.

2. Basic general results

**Theorem 2.0.2.** (Grothendieck-Verdier duality) Let $f: X \to Y$ be a proper morphism of smooth varieties $X$ and $Y$. Set $n := \dim X - \dim Y$. We have the following functorial isomorphism:

$$Rf_* R\text{Hom}(F^\bullet, Lf_* E^\bullet \otimes \omega_{X/Y}[n]) \simeq R\text{Hom}(Rf_* F^\bullet, E^\bullet).$$

In particular, if $E^\bullet$ and $F^\bullet$ are locally free (we write them simply $E$ and $F$) and if $R^\bullet f_* F = f_* F$, then

$$R^{i+n} f_*(F^\bullet \otimes f^* E \otimes \omega_{X/Y}) \simeq \text{Ext}^i(f_* F, E).$$

**Proof.** See [27, Thm. 3.34].

For our proof of the fully faithfulness of $\Phi_1$ in Theorem 1.2.1, we use the following fundamental result:

**Theorem 2.0.3.** Let $X$ and $Y$ be smooth projective varieties and $P$ a coherent sheaf on $X \times Y$ flat over $X$. Then the Fourier-Mukai functor $\Phi_P: \mathcal{D}^b(X) \to \mathcal{D}^b(Y)$ with the kernel $P$ is fully faithful if and only if the following two conditions are satisfied:

(i) For any point $x \in X$, it holds $\text{Hom}(P_x, P_x) \simeq \mathbb{C}$, and

(ii) if $x_1 \neq x_2$, then $\text{Ext}^i(P_{x_1}, P_{x_2}) = 0$ for any $i$.

Moreover, under these conditions, $\Phi_P$ is an equivalence of triangulated categories if and only if $\dim X = \dim Y$ and $P \otimes \text{pr}_1^* \omega_X \simeq P \otimes \text{pr}_2^* \omega_Y$.

In particular, if $\dim X = \dim Y$, $\omega_X \simeq \mathcal{O}_X$ and $\omega_Y \simeq \mathcal{O}_Y$, then $\Phi_P$ is fully faithful if and only if it is an equivalence.

**Proof.** See [23, Thm. 1.1], [24, Thm. 1.1], [27, Cor. 7.5 and Prop. 7.6].

We also need the following results of the derived categories of del Pezzo surfaces:

**Theorem 2.0.4.** Any exceptional collection in the derived category of a del Pezzo surface is contained in a full exceptional collection, and any full exceptional collection has the same length. Moreover, any exceptional object is a locally free sheaf.

**Proof.** See [44], [32, Thm. 6.11, §7].

3. Orthogonal linear sections of symmetric determinantal loci

3.1. Symmetric determinantal loci. We quickly review some basic definitions and properties of symmetric determinantal loci from [24].
Definition 3.1.1. We define $S_r \subset \mathbb{P}(S^2 V^*)$ to be the locus of quadrics in $\mathbb{P}(V)$ of rank at most $r$. Taking a basis of $V$, $S_r$ is defined by $(r+1) \times (r+1)$ minors of the generic $(n+1) \times (n+1)$ symmetric matrix. We call $S_r$ the symmetric determinantal locus of rank at most $r$. We call a point of $S_r \setminus S_{r-1}$ a rank $r$ point.

Similarly we define the symmetric determinantal locus $S^*_r$ in the dual projective space $\mathbb{P}(S^2 V)$.

We have introduced the Springer type resolution $p_{S_r} : \tilde{S}_r \to S_r$, which is a projective bundle over $G(n+1-r, V)$. Using this, we have derived several properties of $S_r$, for which we refer to [24 §2.1].

In case $r$ is even, we have defined the double cover $T_r$ of $S_r$ by the following construction.

Let
\[
0 \to W^*_r \to V^* \otimes O_{G(n-\frac{r}{2}+1,V)} \to U^*_{n-\frac{r}{2}+1} \to 0
\]
be the dual of the universal exact sequence on $G(n-\frac{r}{2}+1, V)$, where $W^*_r$ is the universal quotient bundle of rank $\frac{r}{2}$ and $U^*_{n-\frac{r}{2}+1}$ is the universal subbundle of rank $n-\frac{r}{2}+1$. For brevity, we often omit the subscripts writing them by $U$ and $W$. Taking the second symmetric product, we obtain the following surjection: $S^2 V^* \otimes O_{G(n-\frac{r}{2}+1,V)} \to S^2 U^*$. Let $\mathcal{E}^*$ be the kernel of this surjection, and consider the following exact sequence:
\[
0 \to \mathcal{E}^* \to S^2 V^* \otimes O_{G(n-\frac{r}{2}+1,V)} \to S^2 U^* \to 0.
\]

Now we set
\[
U_r := \mathbb{P}(\mathcal{E}^*),
\]
and denote by $p_{U_r}$ the projection $U_r \to G(n-\frac{r}{2}+1, V)$. By [24 §2.2], $U_r$ is contained in $G(n-\frac{r}{2}+1, V) \times \mathbb{P}(S^2 V^*)$. Considering $\mathbb{P}(S^2 V^*)$ as the parameter space of quadrics in $\mathbb{P}(V)$, we see that the fiber of $\mathcal{E}^*$ over $[\Pi] \in G(n-\frac{r}{2}+1, V)$ parameterizes quadrics in $\mathbb{P}(V)$ containing the $(n-\frac{r}{2})$-plane $\pi(\Pi)$. Therefore
\[
U_r = \{(\Pi, [Q]) \mid [\Pi] \in U_r , [Q] \in G(n-\frac{r}{2}+1, V) \times \mathbb{P}(S^2 V^*)\}.
\]

Note that $Q$ in $([\Pi], [Q]) \in U_r$ is a quadric of rank at most $r$ since quadrics contain $(n-\frac{r}{2})$-planes only when their ranks are at most $r$. Hence the symmetric determinantal locus $S_r$ is the image of the natural projection $U_r \to \mathbb{P}(S^2 V^*)$.

Definition 3.1.2. We let
\[
U_r \xrightarrow{\pi_{U_r}} T_r \xrightarrow{\rho_{T_r}} S_r
\]
be the Stein factorization of $U_r \to S_r$. We have seen that $T_r \to S_r$ is a double cover branched along $S_{r-1}$. We call $T_r$ the double symmetric determinantal loci of rank at most $r$.

In this paper, we only consider $S^*_2$ and $T_4$ with $n = 3$. For them, we introduce the following set of notation:
\begin{itemize}
  \item $\mathcal{F} := S^*_2$, $\mathcal{F} := \tilde{S}_2$, $f : \mathcal{F} \to \mathcal{F}$, $g : \mathcal{F} \to G(2, V)$, $\mathcal{F} := U_2$. We note that $\mathcal{F} \simeq \mathbb{P}(S^2 V)$ ([24 §2.1, §3.2]), and $S^*_1 = v_2(\mathbb{P}(V))$, where $v_2(\mathbb{P}(V))$ is the second Veronese variety.
  \item $\mathcal{U} := \tilde{S}_3$, $\mathcal{U} := T_4$, $\mathcal{Z} := U_4$, $\mathcal{Z} \xrightarrow{\pi_{\mathcal{Z}}} \mathcal{U} \xrightarrow{\rho_{\mathcal{U}}} S_4 = \mathbb{P}(S^2 V^*)$. We maintain the notation $S_1, S_2, S_3 \subset \mathbb{P}(S^2 V^*)$.
\end{itemize}

We denote by $L_r$ a linear subspace of $S^2 V^*$ of dimension $r+1$, and by $L^+_r$ the orthogonal space to $L_r$ with respect to the dual pairing of $S^2 V$ and $S^2 V^*$. Then
we consider the following mutually orthogonal subspaces:
\[ P_r := \mathbb{P}(L_r) \subset \mathbb{P}(S^2V^*), \]
and
\[ P_r^\perp := \mathbb{P}(L_r^\perp) \subset \mathbb{P}(S^2V). \]

### 3.2. Enriques surface \( X \) and Artin-Mumford quartic double solid \( Y \)

Let us take a 3-plane \( P_3 \subset \mathbb{P}(S^2V^*) \) and set
\[ X := \mathcal{E} \cap P_3^\perp, \]
\[ Y := \text{the pull-back in } \mathcal{V} \text{ of } P_3 \cong \mathbb{P}^3. \]
We say that \( X \) and \( Y \) are orthogonal to each other.

We put the following generality assumptions:
\[
\begin{aligned}
X \text{ is a smooth surface,} \\
S_2 \cap P_3 \text{ consists of } 10 \text{ points in } S_2 \setminus S_1, \\
\text{Sing}(S_3 \cap P_3) = S_3 \cap P_3, \text{ and} \\
S_3 \cap P_3 \text{ does not contain a line.}
\end{aligned}
\]

Here we note that \( S_2 \) is a determinantal variety of degree 10 since \( S_2 = S^2\mathbb{P}(V^*) = \mathbb{P}(V^*) \times \mathbb{P}(V^*)/\mathbb{Z}_2 \). We also remark that the last condition of \((3.3)\) will be needed to show the flatness of the kernel of \( \Phi_1 \) (Propositions \([A.4.2]\) and \([A.4.4]\)).

\( X \) is an Enriques surface of degree 10. Since \( X \) is smooth, \( X \) is disjoint from \( \text{Sing} \mathcal{E} \), and hence we can consider \( X \) to be contained in \( \mathcal{E} \). As a subvariety of \( \mathcal{E} \) or \( \mathcal{E}' \), \( X \) parameterizes the sets of two distinct points \((x_1, x_2)\) of \( \mathbb{P}(V) \) such that \( x_1 \) and \( x_2 \) are mutually orthogonal with respect to all the quadratic forms corresponding to the quadrics in \( P_3 \). Moreover, \( X \) is mapped by \( g: \mathcal{E} \to G(2, V) \) onto its image isomorphically (we prove this in the proof of Proposition \([B.1.1]\) (1)), and hence we can also consider \( X \) to be contained in \( G(2, V) \). By the existence of this embedding into \( G(2, V) \), \( X \) is called the Enriques surface of a Reye congruence, or simply a Reye congruence \([B.13]\). In the proof of Proposition \([B.1.1]\) (1) below, we will describe the lines in \( \mathbb{P}(V) \) which are parameterized by \( X \).

Now we turn to \( Y \). Let us define
\[ H := S_3 \cap P_3. \]

**Proposition 3.2.1.** (1) The singularities of \( H \) are 10 ordinary double points at \( S_2 \cap P_3 \).

(2) \( y \in Y \) corresponds to a pair \((Q_y, q_y)\) of quadric \( Q_y \) in \( P_3 \) and a connected family \( q_y \) of lines in \( Q_y \) where \( q_y(y) = [Q_y] \in \mathbb{P}(S^2V^*) \).

(3) \( Y \) is a del Pezzo threefold with only 10 ordinary double points at \[ \{y_1, ..., y_{10}\} := S_2 \cap Y. \]

**Proof.** (1) follows since \( P_3 \) intersects transversely with \( S_2 \) at 10 points in \( S_2 \setminus S_1 \).

(2) follows from the definition of \( Y \) and the Stein factorization \( \mathcal{E} \to \mathcal{V} \to \mathbb{P}(S^2V^*) \).

We have (3) since \( Y \) is a double cover of \( P_3 \) branched along \( H \). \( \square \)

\( Y \) is called an Artin-Mumford (AM) quartic double solid, which is discovered in \([B.2]\) as an example of irrational unirational 3-fold.

Let
\[ Z := \pi_{\mathcal{E}}^{-1}(Y) \subset \mathcal{E}. \]

Then, by \([B.21]\) Prop. 3.7], the 2nd and 3rd assumptions of \((3.3)\), \( Z \) is a smooth fourfold, and \( Z \to Y \) is a \( \mathbb{P}^1 \)-fibration outside 10 points \( y_1, ..., y_{10} \) and the fibers over these points are the unions of two planes
\[ P_4^{(1)} \cup_{1pt} P_4^{(2)} \].
As we see in the introduction, the blow-up
\[ \tilde{Y} \to Y \]
at 10 ordinary double points \( y_1, \ldots, y_{10} \) plays a central role for Theorem 1.2.1.

In the next subsection, we introduce another pair of orthogonal linear sections \( W \) and \( S \) of \( \mathcal{X} \) and \( \mathcal{Y} \) respectively, which play important roles in the proof of Theorem 1.2.1.

### 3.3. Enriques-Fano threefold \( W \) and del Pezzo surface \( S \) of degree two.

Let us take a 2-plane \( P_2 \subset \mathbb{P}(S^2V^*) \) and set
\[ W := \mathcal{X} \cap P_2^\perp, \]
\[ S := \text{the pull-back in } \mathcal{Y} \text{ of } P_2 \cong \mathbb{P}^2. \]

We say that \( W \) and \( S \) are orthogonal to each other.

We put the following generality assumptions:
\[
\begin{cases}
\text{Sing } \mathcal{X} \cap P_2^\perp \text{ consists of 8 points } w_1, \ldots, w_8, \\
\text{Sing } W = \text{Sing } \mathcal{X} \cap P_2^\perp, \text{ and} \\
\Gamma := S_3 \cap P_2 \text{ is a smooth plane quartic curve.}
\end{cases}
\]

Here we note that deg Sing \( \mathcal{X} = \deg v_2(\mathbb{P}(V)) = 8 \) (24, §2.1).

If Sing \( \mathcal{X} \cap P_2^\perp \) consists of 8 points, then
\[ W \text{ has only } \frac{1}{2}(1,1,1)\text{-singularities at } w_1, \ldots, w_8 \]
since \( P_2^\perp \) cuts Sing \( \mathcal{X} \) transversely and \( \mathcal{X} \) has only \( \frac{1}{2}(1,1,1)\)-singularities along Sing \( \mathcal{X} \) (24, §2.1). \( W \) is an example of Enriques-Fano threefolds, which is a \( Q \)-Fano threefold containing an Enriques surface as a hyperplane section, and was initially studied by Fano [17]. See [11, 12, 3, 45] for modern treatments of this class of 3-folds. We define
\[ \tilde{W} := \text{the pull-back in } \tilde{\mathcal{X}} \text{ of } W. \]

\( \tilde{W} \) is a smooth threefold and the birational morphism \( \tilde{W} \to W \) is the blow-up at \( w_1, \ldots, w_8 \). By [24, (2.4)], we derive
\[
2(H - L) = \sum_{i=1}^{8} E_i
\]
on \( \tilde{W} \) since the restriction of the \( f \)-exceptional divisor is \( \sum_{i=1}^{8} E_i \). \( S \) is the double cover of \( P_2 \) branched along the smooth quartic curve \( \Gamma \) and then is a smooth del Pezzo surface of degree two.

Let
\[ Z_S := \pi_{\mathcal{X}}^{-1}(S) \subset \mathcal{X}, \]
which is a smooth threefold with a \( \mathbb{P}^1 \)-bundle structure over \( S \) by the choice of \( P_2 \) as in (3.3). The fiber over a point \( s \in S \) parameterizes lines contained in the rank three or four quadric corresponding to the image of \( s \) on \( P_2 \).

### 4. Derived categories of Enriques-Fano threefolds and degree two del Pezzo surfaces

Let \( W \) and \( S \) be as in the subsection 3.3. In this section, we establish a relationship between the derived categories of \( W \) and \( S \) as indicated by the plausible homological projective duality of \( \mathcal{X} \) and \( \mathcal{Y} \) (Theorem 1.2.2).
4.1. Linear duality between \( \mathcal{F} \) and \( \mathcal{E} \). We rewrite the exact sequence (4.2) by new notation:

\[
0 \to \mathcal{E}^* \to S^2V^* \otimes \mathcal{O}_{G(2,V)} \to S^2\mathcal{F}^* \to 0.
\]

This means that the fibers of \( S^2\mathcal{F} \) and \( \mathcal{E} \) over a point of \( G(2,V) \) are the orthogonal spaces to each other when we consider them as subspaces in \( S^2V \) and \( S^2V^* \) respectively. In this sense, the pair \( S^2\mathcal{F} \) and \( \mathcal{E} \) is an example of orthogonal bundles.

In [22 §8], Kuznetsov establishes the homological projective duality between a projective bundle \( \mathbb{P}(V) \) over a smooth base \( S \) and its orthogonal bundle \( \mathbb{P}(V^*) \) for a globally generated vector bundle \( V \) on \( S \). He call this duality linear duality in [23].

This situation is ubiquitous and is quite useful to understand several relationships of derived categories. We do not review his result but we show in the following proposition that this framework is suitable for describing the relationships between derived categories. We do not review his result but we show in the following proposition, we derive the classical diagram (1.1) from the framework presented in the section 3. The equivalence \( D^b(W) \simeq D^b(Z_S) \) given in the assertion (2) plays important roles in our proofs of \([1,2,2]\) in the next subsection.

**Proposition 4.1.1.** (1) \( X \) is mapped isomorphically onto its image by \( g: \mathcal{F} \to G(2,V) \). We denote by \( X \) its image in \( G(2,V) \). \( Z \to G(2,V) \) is the blow-up along \( X \subset G(2,V) \) and the fiber of \( Z \to G(2,V) \) over a point \([l]\) \( \in X \) represents exactly the pencil \( P_3 \) of quadrics containing \( l \). Moreover, \( X \) may be characterized as a subvariety of \( G(2,V) \);

\[
X = \{[l]\} \in G(2,V) | \text{quadrics } \in P_3 \text{ containing } l \text{ form a pencil}.
\]

(2) There exists the following diagram:

\[
\begin{array}{ccc}
W & \xrightarrow{\text{flap}} & Z_S \\
\downarrow & & \downarrow \\
S & & \\
\end{array}
\]

where \( W \to Z_S \) is an Atiyah’s flop, namely, a flop whose exceptional curves are mutually disjoint, and have normal bundles \( \mathcal{O}_{P_3}(-1)^{\oplus 2} \). The flop induces an equivalence of the derived categories \( D^b(W) \simeq D^b(Z_S) \).

**Proof.** The second claim of (2) follows immediately from [ibid, Cor. 8.3] or [3]. Therefore we have only to show (1) and the first claim of (2).

Let \( s \in G(2,V) \) be any point, and \( F_s \) and \( E_s \) the fibers of \( S^2\mathcal{F} \) and \( \mathcal{E} \) at \( s \), respectively. By the exact sequence (4.1) defining \( \mathcal{E} \), we see that \( F_s \subset S^2V \) and \( E_s \subset S^2V^* \) are mutually orthogonal. Thus we will write \( F_s = E_s^+ \). We recall that \( L_{r+1} \) is the \( (r+1) \)-dimensional subspace of \( S^2V^* \) such that \( \mathcal{P}(L_{r+1}) = P_r \). Note that \( s \in G(2,V) \) is contained in the image of \( (\rho_{\mathcal{F}} \circ \pi_{\mathcal{F}})^{-1}(P_r) \) under the morphism \( \mathcal{F} \to G(2,V) \) if and only if \( \dim(E_s \cap L_{r+1}) \geq 1 \), and a similar assertion holds for \( \mathcal{E} \).

We show the following key equality:

\[
\dim(E_s^+ \cap L_{r+1}^-) = 2 - r + \dim(E_s \cap L_{r+1}).
\]

Indeed, we have \( \dim(E_s^+ \cap L_{r+1}^-) = \dim S^2V - \dim(E_s + L_{r+1}) = \dim S^2V - \dim E_s - \dim L_{r+1} + \dim(E_s \cap L_{r+1}) = 2 - r + \dim(E_s \cap L_{r+1}). \)

For (1), we set \( r = 3 \). Since \( \dim(E_s^+ \cap L_4^-) \geq 0 \) for any \( s \in G(2,V) \), we have \( \dim(E_s \cap L_4) \geq 1 \) by (4.2). This implies that \( Z \to G(2,V) \) is surjective. Therefore
$Z \to G(2, V)$ is generically finite since $\dim Z = \dim G(2, V)$, and moreover, this is birational since the fiber of $Z \to G(2, V)$ over $s$ is linear in $\mathbb{P}(E_s)$, and hence is one point if it is 0-dimensional. Note that $Z \to G(2, V)$ has a positive dimensional fiber over $s$ if and only if $\dim(E_s \cap L_4) \geq 2$. By (4.3), this is equivalent to that $\dim(E_{s3}^+ \cap L_4^+) \geq 1$, namely, $s$ is contained in the image of $X = \mathcal{X} \cap f^{-1}(L_4^+)$ under the morphism $\mathcal{X} \to G(2, V)$. We show that $\dim(E_{s3}^+ \cap L_4^+) \geq 2$ is impossible. Indeed, if $\dim(E_{s3}^+ \cap L_4^+) \geq 2$, then $(E_{s3}^+ \cap L_4^+)$ would intersect the $f$-exceptional divisor, and $X \subset \mathcal{X}$ would be singular, a contradiction to the assumption in (3.3). Therefore $X \subset \mathcal{X}$ isomorphically mapped by $g$ onto its image (which we also denote by $X$) and any positive dimensional fiber of $Z \to G(2, V)$ is 1-dimensional and then is a line. Then we conclude $Z \to G(2, V)$ is the blow-up along $X$ by [11] Theorem 2.3. We have also proved other assertions of (1).

For (2), we set $r = 2$. By (4.2), $\dim(E_{s3}^+ \cap L_3^+) = \dim(E_s \cap L_3)$. Therefore the images on $G(2, V)$ of $\mathcal{W}$ and $Z_s$ are equal, which we denote by $\mathcal{W}$, and the dimensions of the fibers of $\mathcal{W} \to \mathcal{W}$ and $Z_s \to \mathcal{W}$ over a point $s$ are the same. We show the assertion by several steps.

The arguments in the following steps are more or less standard in explicit birational geometry. Here we give an outline. In Steps 1–3, we will show that $\mathcal{W} \to \mathcal{W}$ and $Z_s \to \mathcal{W}$ are flopping contractions. In the remaining steps (Steps 4–6), we will show $Z_s \to \mathcal{W}$ is actually an Atiyah’s flopping contraction. Then so is $\mathcal{W} \to \mathcal{W}$ by symmetry of a flop. Let $E_i' \subset Z_s$ be the strict transform of $E_i$ $(1 \leq i \leq 8)$. To show that $Z_s \to \mathcal{W}$ is an Atiyah’s flopping contraction, a key point is showing that the map $Z_s \to S$ induces an isomorphism $E_i' \simeq S$. For this, it suffices to show that the induced morphism $E_i' \to S$ is birational (Step 4) and finite (Step 5) by the Zariski main theorem.

**Step 1.** $\mathcal{W} \to \mathcal{W}$ and $Z_s \to \mathcal{W}$ are birational and crepant.

Note that $-K_{\mathcal{W}} = L$ and $-K_{Z_s} = L$ since $-K_{\mathcal{X}} = 3H + L$ and $-K_{\mathcal{X}} = 6M + L$ by the canonical bundle formula of projective bundle (we follow Convention 1.5.1). By standard computation, we see that $(-K_{\mathcal{W}})^3 > 0$ and $(-K_{Z_s})^3 > 0$. Therefore both $\mathcal{W} \to \mathcal{W}$ and $Z_s \to \mathcal{W}$ are generically finite and crepant, and by a similar argument to the one showing that $Z \to G(2, V)$ is birational, we see that they are birational.

**Step 2.** Any non-trivial fibers of $\mathcal{W} \to \mathcal{W}$ and $Z_s \to \mathcal{W}$ are copies of $\mathbb{P}^1$.

Indeed, if otherwise, $\mathbb{P}^2$ would appear as a non-trivial fiber of $\mathcal{W} \to \mathcal{W}$. We may disprove this situation similarly to the argument in the proof of (1) above.

**Step 3.** $\mathcal{W} \to \mathcal{W}$ and $Z_s \to \mathcal{W}$ are nontrivial morphisms.

We have only to exhibit positive dimensional fibers of $\mathcal{W} \to \mathcal{W}$. Note that the image on $\mathcal{W}$ of each $f_{\mathcal{W}}$-exceptional divisor $E_i$ represents a double points $2w_i$ with some $w_i \in \mathbb{P}(V)$. Therefore the image $\mathcal{E}_i = \mathcal{W}$ of $E_i$ is equal to $\{[l] \in G(2, V) \mid w_i \in l\}$. For each distinct $i$ and $j$, $\mathcal{E}_i$ and $\mathcal{E}_j$ intersects at one point $[l_{ij}]$, where $l_{ij}$ is the line joining $w_i$ and $w_j$. On the other hand, $E_i$ and $E_j$ are disjoint. Therefore $\mathcal{W} \to \mathcal{W}$ has a positive dimensional fiber over $[l_{ij}]$.

**Step 4.** $E_i' \to S$ is birational.

Indeed, for the fiber $q$ of $Z_s \to S$ over a general rank four point $s$, $E_i' \cap q$ represents lines on the rank four quadric belonging to one connected family and passing through $x_i$. There is only one such a line, thus $E_i' \cap q$ consists of one point, which means $E_i' \to S$ is birational.
Step 5. $E'_i \to S$ is finite.

Indeed, if otherwise, then $E'_i$ contains one fiber $q$ of $Z_S \to S$ over a point $s \in S$. Since $q$ parameterizes lines on the quadric $Q$ corresponding to $s$ and passing through $w_i$, $Q$ must be of rank three, and $w_i$ is the vertex of $Q$. By the orthogonality between $W$ and $P_2$, $Q$ corresponds to a hyperplane section $H_Q \subset \mathbb{P}(S^2 V)$ containing $W$. Since $w_i$ is the vertex of $Q$, $H_Q$ is tangent to $v_2(\mathbb{P}(V))$ at $w_i$ by the projective duality between $\mathcal{H}$ and $v_2(\mathbb{P}(V))$. However, by choosing two hyperplane $H_1$ and $H_2$ such that $W = \mathcal{H} \cap H_Q \cap H_1 \cap H_2$, we see that $v_2(\mathbb{P}(V)) \cap H_Q \cap H_1 \cap H_2$ is singular at $w_i$, a contradiction to the assumption [4.3].

Step 6. $Z_S \to \overline{W}$ is an Atiyah’s flopping contraction.

Since any flopping curve intersects some $E_i$ and is contained in no $E_i$’s, any flopped curve is contained in some $E'_i$. By Step 3, we see that $E'_i$ contains at least seven flopped curves corresponding to seven flopping curves over $[i,j]$’s with $j \neq i$. Since $E'_i$ is a smooth del Pezzo surface of degree two by Steps 4 and 5, we see that exceptional curves of $W \to \overline{W}$ are only 28 flopping curves over $[i,j]$’s, and the flopped curve over $[i,j]$ is a $(-1)$-curve on $E'_i$. Then we see that its normal bundle on $Z_S$ is $O_{\overline{E}_i}(-1)^{\oplus 2}$.

Remark.

(i) By Proposition 4.1.1 (1), we immediately see that $\rho(Z) = 2$. Thus $Z \to Y$ is a Mori fiber space, and then $Y$ is $Q$-factorial by [31] Lem. 5-1-5 (see also [13] for another proof of this fact. We are grateful to Professor I. Cheltsov for this information).

(ii) The image on $S$ of the 28 flopped curves are mapped by the double cover $S \to P_2$ to the famous 28 bitangent lines of the quartic curve $S_1 \cap P_2$.

4.2. Derived categories of $W$ and $S$. We have obtained the equivalence $\mathcal{D}^b(\overline{W}) \simeq \mathcal{D}^b(Z_S)$ in Proposition 4.1.1 (2). We will establish the relation between $\mathcal{D}^b(W)$ and $\mathcal{D}^b(S)$ through this equivalence by relating $\mathcal{D}^b(W)$ and $\mathcal{D}^b(\overline{W})$, and $\mathcal{D}^b(Z_S)$ and $\mathcal{D}^b(S)$, respectively.

The relation between $\mathcal{D}^b(W)$ and $\mathcal{D}^b(\overline{W})$ is given by a categorical resolution of $\mathcal{D}^b(W)$. Denote by $j_i : E_i \hookrightarrow \overline{W}$ the closed embeddings. We define a categorical resolution $\mathcal{D}_W$ of $\mathcal{D}^b(W)$ similarly to the case of $Y$ as in Theorem 4.2.1. We choose a dual Lefschetz decomposition of $\mathcal{D}^b(E_i)$:

$$\mathcal{D}^b(E_i) = \langle B_i(-2), B_0 \rangle,$$

where

$$B_0 = \langle O_{E_i}, O_{E_i}(1) \rangle, B_1 = \langle O_{E_i} \rangle.$$

The categorical resolution

$$\mathcal{D}_W \subset \mathcal{D}^b(\overline{W})$$

of $\mathcal{D}^b(W)$ with respect to this dual Lefschetz decomposition is defined to be the left orthogonal to the subcategory $\langle \{ j_i^* O_{E_i}(-2) \}_{i=1}^8 \rangle$. Therefore we have the following semi-orthogonal decomposition of $\mathcal{D}^b(\overline{W})$:

$$\mathcal{D}^b(\overline{W}) = \langle \{ j_i^* O_{E_i}(-2) \}_{i=1}^8, \mathcal{D}_W \rangle. \quad (4.3)$$

To establish the relation between $\mathcal{D}^b(Z_S)$ and $\mathcal{D}^b(S)$, we review the results of the derived categories of quadric fibrations [36]. Let $\mathcal{C}_{\mathcal{E}_0}$ and $\mathcal{C}_{\mathcal{E}_4}$ be the sheaves of the even and the odd part of the Clifford algebra on $P_2$, respectively, associated with the family of quadrics over $P_2$. By [ibid.], $\mathcal{D}^b(P_2, \mathcal{C}_{\mathcal{E}_0})$ admits the following semi-orthogonal decomposition:

$$\mathcal{D}^b(P_2, \mathcal{C}_{\mathcal{E}_0}) = \langle \mathcal{D}^b(w_1), \ldots, \mathcal{D}^b(w_8), \mathcal{C}_{\mathcal{E}_3}, \mathcal{C}_{\mathcal{E}_4} \rangle,$$
where $\mathcal{C}_3 := \mathcal{C}_1 \otimes \mathcal{O}_{P_1}(1)$ and $\mathcal{C}_4 := \mathcal{C}_0 \otimes \mathcal{O}_{P_2}(2)$.

The relation between $\mathcal{D}^b(Z_S)$ and $\mathcal{D}^b(S)$ is given by the following proposition, which can be shown by applying the same arguments as the proofs of [37] Thm. 1.1 and [38] Thm. 5.5 and Cor. 5.8 to $Z_S \to S$. The arguments are simplified since $Z_S \to S$ is a $\mathbb{P}^1$-bundle. So we omit the proof of it.

**Proposition 4.2.1.** The pull-back functor $\mathcal{D}^b(S) \to \mathcal{D}^b(Z_S)$ is fully faithful. We denote by $(\mathcal{C}_S, \mathcal{O}_{Z_S}(M))$ the image of $\mathcal{D}^b(S)$ by the pull-back functor. There exist a fully faithful functor $\mathcal{D}^b(P_2, \mathcal{C}_0) \to \mathcal{D}^b(Z_S)$ such that the image $S_3$ of $\mathcal{C}_3$ is isomorphic to $\mathcal{O}_S(M)$, and the image $S_4$ of $\mathcal{C}_4$ is a non-trivial extension of $\mathcal{O}_{Z_S}(L + M)$ by $\mathcal{O}_{Z_S}(2M)$. Moreover, $\mathcal{D}^b(Z_S)$ admits the following semi-orthogonal decompositions:

\[
\mathcal{D}^b(Z_S) = (\mathcal{C}_S, \mathcal{O}_{Z_S}(M)), \mathcal{D}^b(w_1), \ldots, \mathcal{D}^b(w_8), S_3, S_4,
\]

where we denote the image of $\mathcal{D}^b(w_i)$ by the same symbol.

We will compare the decompositions (4.3) and (4.4) by the flop equivalence $\mathcal{D}^b(W) \simeq \mathcal{D}^b(Z_S)$ and series of mutations. Then we obtain

**Theorem 4.2.2.** We define the triangulated subcategories $\mathcal{C}_S$ and $\mathcal{C}_W$ of $\mathcal{D}^b(S)$ and $\mathcal{D}_W$, respectively by the following semi-orthogonal decompositions:

\[
\mathcal{D}^b(S) = (\mathcal{C}_S, \mathcal{O}_S(M)), \mathcal{D}_W = (\mathcal{O}_W(-H), \mathcal{O}_W(-L), \mathcal{F}, \mathcal{C}_W),
\]

where we follow Convention 1.5.1 and we denote by $\mathcal{F}$ the pull-back of $\mathcal{F}$ by the morphism $g_W$. Then there exists an equivalence $\mathcal{C}_W \simeq \mathcal{C}_S$.

**Proof of Theorem 4.2.2** Recall that $-K_{Z_S} = L$ (see Step 1 of the proof of Proposition 4.1.1(2)). Then, by mutating $\mathcal{D}^b(w_1), \ldots, \mathcal{D}^b(w_8), S_3, S_4$ in (4.3) to the left end, we obtain

\[
\mathcal{D}^b(Z_S) = (\mathcal{D}^b(w_1), \ldots, \mathcal{D}^b(w_8), S_3(-L), S_4(-L), \mathcal{C}_S, \mathcal{O}_{Z_S}(M)),
\]

where we denote the image of $\mathcal{D}^b(w_i)$ by the same symbol again.

Now we will construct another semi-orthogonal decomposition 1111 of $\mathcal{D}^b(Z_S)$.

(4.6)

We immediately give the following semi-orthogonal decomposition of $\mathcal{D}^b(W)$:

\[
\mathcal{D}^b(W) = (\mathcal{O}_{W,(-2)}\mathcal{O}_{W,(-H)}, \mathcal{O}_{W,(-L)}, \mathcal{F}, \mathcal{C}_W).
\]

By the flop equivalence $\mathcal{D}^b(W) \simeq \mathcal{D}^b(Z_S)$, we transform this decomposition to $\mathcal{D}^b(Z_S)$ as follows:

**Lemma 4.2.3.**

\[
\mathcal{D}^b(Z_S) = (\delta, \mathcal{O}_{Z_S,(-H)}, \mathcal{O}_{Z_S,(-L)}, \mathcal{F}, \mathcal{C}_Z),
\]

where we denote by $\delta$ and $\mathcal{C}_Z$ the images of the categories $\{\mathcal{O}_{E,i}(-2)\}_{1 \leq i \leq 8}$ and $\mathcal{C}_W$, respectively, and by $H$ the strict transform of $H$ on $Z_S$.

**Proof.** We have only to verify the images of the sheaves $\mathcal{O}_{W,(-H)}, \mathcal{O}_{W,(-L)}, \mathcal{F}$ are the sheaves $\mathcal{O}_{Z_S,(-H)}, \mathcal{O}_{Z_S,(-L)}, \mathcal{F}$, respectively. The assertion is clear for $\mathcal{O}_{W,(-L)}, \mathcal{F}$ since they are the pull-backs of the corresponding sheaves on $\mathcal{W} \subset \mathcal{G}(2, V)$. Let $p: \mathcal{W}' \to \mathcal{W}$ be the blow-up along the flopping curves and $q: \mathcal{W}' \to Z_S$ be the blow-up along the flopped curves. Let $i \subset \mathcal{W}$ ($1 \leq i \leq 28$) be the flopping curves and $G_i$ the $p$-exceptional divisors over $l_i$. Then we have $p^*H = q^*H - \sum_{i=1}^{28} G_i$ since $H \cdot l_i = 1$. Therefore we have

\[
R^*q_*p^*\mathcal{O}_{W,(-H)} = \mathcal{O}_{Z_S,(-H)} \otimes R^*q_*\mathcal{O}_{\mathcal{W}'}(\sum_{i=1}^{28} G_i).
\]
This implies the assertion for $\mathcal{O}_{\tilde{W}}(-H)$ since $q_*\mathcal{O}_{\tilde{W}}(\sum_{i=1}^{28} G_i) \simeq \mathcal{O}_{Z_S}$ and

$$R^*q_*\mathcal{O}_{\tilde{W}}(\sum_{i=1}^{28} G_i) = 0 \text{ for } \bullet > 0$$

by a standard fact on the blow-up. □

We will perform a series of mutations starting from (4.7) (cf. [30, §5.3]).

**Lemma 4.2.4.** It holds that $M = -H + 3L$ on $\tilde{W}$ and $Z_S$.

**Proof.** It suffices to show the assertion on $Z_S$ since $\tilde{W}$ and $Z_S$ are isomorphic in codimension one. Transforming (3.5) on $Z_S$, we obtain

$$2(H-L) = \sum_{i=1}^{8} E'_i,$$

where $E'_i$ is the strict transform of $E_i$. Let $q$ be a general fiber of $Z_S \to S$. Then $L \cdot q = -K_{Z_S} \cdot q = 2$ since $Z_S \to S$ is a $\mathbb{P}^1$-bundle, and $E'_i \cdot q = 1$ for any $i$ since $E'_i$ is a section of $Z_S \to S$ (Steps 4 and 5 in the proof of Proposition 4.1.1 (2)). Thus, by (4.3), we have $H \cdot q = 6$, and then $-H + 3L$ is the pull-back of a divisor $D$ on $S$. Since $E'_i \simeq S$, we have $(-H + 3L)|E'_i = D$. Note that the flip induces the blow-up $E'_i \to E_i \simeq \mathbb{P}^2$ at seven points. We denote by $l_1, \ldots, l_7$ the exceptional curves, which are also flopped curves on $Z_S$. We also denote by $l$ the pull-back of a line on $\mathbb{P}^2$. Then $H \cdot l_1 = -1$ and $L \cdot l_i = 0$. We also note that, on $\tilde{W}$, $H|_{E_i} = \mathcal{O}_{\mathbb{P}^2}$ and $L|_{E_i} = \mathcal{O}_{\mathbb{P}^2}(1)$. Therefore, on $Z_S$, we have $H|_{E_i} = \sum_{i=1}^{7} l_i$ and $L|_{E_i} = l_i$. Consequently, we have $D = 3l - \sum_{i=1}^{7} l_i = -K_S = M$. □

For simplicity of notation, we denote the images of $\delta$ and $\mathcal{C}_{Z_S}$ by the same symbols in the sequel. We consider the following sequence of mutations:

- We mutate $\mathcal{F}$ to the left of $\mathcal{O}_{Z_S}(-L)$. Then we have

$$\mathcal{D}^h(Z_S) = \langle \delta, \mathcal{O}_{Z_S}(-H), \mathcal{S}_3(H-5L), \mathcal{O}_{Z_S}(-L), \mathcal{C}_{Z_S} \rangle,$$

where we note $S^*(\mathcal{F}) = \mathcal{S}_3(H-5L)$ by Proposition 4.2.1 and Lemma 4.2.2.

- We mutate the block $\delta$ to the right of $\mathcal{O}_{Z_S}(-H)$. Then we have

$$\mathcal{D}^h(Z_S) = \langle \mathcal{O}_{Z_S}(-H), \delta, \mathcal{S}_3(H-5L), \mathcal{O}_{Z_S}(-L), \mathcal{C}_{Z_S} \rangle.$$

- We mutate $\mathcal{O}_{Z_S}(-H)$ to the right end. Then, by $-K_{Z_S} = L$, we have

$$\mathcal{D}^h(Z_S) = \langle \delta, \mathcal{S}_3(H-5L), \mathcal{O}_{Z_S}(-L), \mathcal{C}_{Z_S}, \mathcal{O}_{Z_S}(-H+L) \rangle.$$

- We mutate $\mathcal{C}_{Z_S}$ to the right of $\mathcal{O}_{Z_S}(-H+L)$. Then we have

$$\mathcal{D}^h(Z_S) = \langle \delta, \mathcal{S}_3(H-5L), \mathcal{O}_{Z_S}(-L), \mathcal{O}_{Z_S}(-H+L), \mathcal{C}_{Z_S} \rangle.$$

- We mutate $\mathcal{O}_{Z_S}(-H+L)$ to the left of $\mathcal{O}_{Z_S}(-L)$. We will show

$$\mathcal{D}^h(Z_S) = \langle \mathcal{O}_{Z_S}(-L), \mathcal{O}_{Z_S}(-H+L), \mathcal{S}_4(H-5L) \rangle.$$

Since $\mathcal{S}_4(H-5L)$ is a nontrivial extension of $\mathcal{O}_{Z_S}(-L)$ by $\mathcal{O}_{Z_S}(-H+L)$ [37, Cor. 3.3], it suffices to show

$$H^\bullet(Z_S, \mathcal{O}_{Z_S}(H - \sum_{i=1}^{8} E'_i)) = 0 \text{ for } \bullet \neq 1 \text{ and } \simeq \mathcal{C} \text{ for } \bullet = 1$$

since $-H + 2L = H - \sum_{i=1}^{8} E'_i$ by (4.5). Consider the exact sequence:

$$0 \to \mathcal{O}_{Z_S}(H - \sum_{i=1}^{8} E'_i) \to \mathcal{O}_{Z_S}(H) \to \bigoplus_{i=1}^{8} \mathcal{O}_{E'_i} \to 0.$$
By a similar argument to the proof of Lemma 4.2.3, we have $H^\bullet(Z_S, \mathcal{O}_{Z_S}(H)) \simeq H^\bullet(W, \mathcal{O}_W(H))$, where the latter is zero for $\bullet > 0$, and is 7-dimensional for $\bullet = 0$. We also see that $H^0(Z_S, \mathcal{O}_{Z_S}(H - \sum_{i=1}^8 E_i)) = 0$. Indeed, it suffices to show $H^0(W, \mathcal{O}_W(H - \sum_{i=1}^8 E_i)) = 0$ since $Z_S$ and $W$ are isomorphic in codimension one. If $H^0(W, \mathcal{O}_W(H - \sum_{i=1}^8 E_i)) \neq 0$, then there exists a hyperplane in $\mathbb{P}^8_2 \simeq \mathbb{P}^8$ passing through $w_1, \ldots, w_8$, which is a contradiction since they are linearly independent.

Therefore, since $H^0(E_i', \mathcal{O}_{E_i'}) \simeq \mathbb{C}$ and $H^\bullet(E_i', \mathcal{O}_{E_i'}) = 0$ for $\bullet > 0$, we obtain (4.10). Thus we have shown (4.9) and we obtain $D^\mathbb{F}(Z_S) = \langle \delta, S_3(H - 5L), S_4(H - 5L), \mathcal{O}_{Z_S}(-L), \mathcal{C}_{Z_S} \rangle$.

- We mutate $\mathcal{C}_{Z_S}$ to the left of $\mathcal{O}_{Z_S}(-L)$. Then we have $D^\mathbb{F}(Z_S) = \langle \delta, S_3(H - 5L), S_4(H - 5L), \mathcal{C}_{Z_S}, \mathcal{O}_{Z_S}(-L) \rangle$.

- Finally, we twist $-H + 4L$. Then, by Lemma 4.2.4, we obtain

$D^\mathbb{F}(Z_S) = \langle \delta, S_3(-L), S_4(-L), \mathcal{C}_{Z_S}, \mathcal{O}_{Z_S}(M) \rangle$.

Now, by comparing (4.10) and (4.11), we obtain an equivalence $\mathcal{C}_W \simeq \mathcal{C}_{Z_S} \simeq \mathcal{C}_S$ as desired. We have finished our proof of Theorem 4.2.2. □

5. Birational geometry of $\mathbb{V}$ and $\mathbb{Z}$

5.1. Birational geometry of $\mathbb{V}$. We quickly review the birational geometry of $\mathbb{V}$ obtained in [24] §4 with slightly different notation.

Let $\mathbb{V} := G(3, \Lambda^2 V)$ and $\mathcal{P}_\rho, \mathcal{P}_\sigma \subset \mathbb{V}$ the smooth subvarieties parameterizing $\rho$-planes and $\sigma$-planes respectively in $G(2, V) \subset \mathbb{P}(\Lambda^2 V)$ (see [24] §4.1] for the definitions of $\rho$-planes and $\sigma$-planes). In [24] §4.1, §4.5], we have shown that $\mathcal{P}_\rho \simeq \mathbb{P}(V)$ and $\mathcal{P}_\sigma \simeq \mathbb{P}(V^*)$. We denote by $\mathcal{B}_0$ the Hilbert scheme of conics in $G(2, V)$.

**Theorem 5.1.1.** There is a commutative diagram of birational maps as follow:

![Diagram](image)

where

- $p_\mathbb{V}: \mathbb{V} \to \mathbb{V}$ is the blow-up along $\mathcal{P}_\rho$, for which we denote by $F_\rho$ the exceptional divisor,

- $\rho_\mathbb{V}: \mathbb{V} \to \mathbb{V}$ is an extremal divisorial contraction, which is described in detail in [24] §4.6],

- $\mathcal{B}_0 \to \mathbb{V}$ is the blow-up along the strict transform of $\mathcal{P}_\sigma$.

In the subsequent part of this section, we will construct generically conic bundles $\mathbb{Z} \to \mathbb{V}$ and $\mathbb{Z} \to \mathbb{V}$, which are birational to $\mathbb{Z} \to \mathbb{V}$. These bundles lead us to construct the kernel of the sheaf $\mathcal{P}$ (mentioned in the subsection 1.3) with locally free resolutions in the next section 6 and Appendix A.
5.2. **Generically conic bundle** $\pi_\mathcal{F}: \mathcal{F} \to \mathcal{Y}$. We construct a family $\mathcal{F}$ of $\tau$-conics, and $\rho$- and $\sigma$-planes over $\mathcal{Y}$ (for the definitions of $\tau$, $\rho$, $\sigma$-conics, we refer to [23 §4.1]).

Let $\mathcal{S}$ be the universal subbundle of rank three on $\mathcal{Y}$. We consider
\[
\mathbb{P}(\mathcal{S}) = \{(\mathbb{P}, t) \mid t \in \mathbb{P}\} \subset \mathcal{F} \times \mathbb{P}(\wedge^2 V).
\]
The natural map $\pi_{\mathbb{P}(\mathcal{S})}: \mathbb{P}(\mathcal{S}) \to \mathcal{F}$ is nothing but the universal family of planes in $\mathbb{P}(\wedge^2 V)$;
\[
\begin{array}{ccc}
\rho_{\mathbb{P}(\mathcal{S})} & \mathbb{P}(\mathcal{S}) & \pi_{\mathbb{P}(\mathcal{S})} \\
\mathbb{P}(\wedge^2 V) & \mathcal{F} & \mathbb{P}(\wedge^2 V)
\end{array}
\]
We restrict the diagram (5.1) to $G(2, V) \subset \mathbb{P}(\wedge^2 V)$ and set
\[
\mathcal{F} := \mathbb{P}(\mathcal{S}) \cap (\mathcal{F} \times G(2, V)) \subset \mathcal{F} \times G(2, V),
\]
Then we obtain
\[
\begin{array}{ccc}
\rho_\mathcal{F} & \mathcal{F} & \pi_\mathcal{F} \\
G(2, V) & \mathcal{F} & \mathbb{P}(\wedge^2 V)
\end{array}
\]
which is clearly a family of $\tau$-conics, and $\rho$- and $\sigma$-planes over $\mathcal{Y}$.

Let $Q$ be the universal quotient bundle of rank three on $\mathcal{F}$. We note that
\[
H^0(\mathcal{F} \times G(2, V), Q \otimes \mathcal{O}_{G(2, V)}(1)) \cong \wedge^2 V \otimes \wedge^2 V^* \cong \text{Hom}(\wedge^2 V, \wedge^2 V).
\]
Therefore $H^0(\mathcal{F} \times G(2, V), Q \otimes \mathcal{O}_{G(2, V)}(1))$ has a unique nonzero SL$(V)$-invariant section up to constant corresponding to the identity of $\text{Hom}(\wedge^2 V, \wedge^2 V)$. Since
\[
\mathcal{F} = \{(\mathbb{P}, [l]) \mid [l] \in \mathbb{P}\} \subset \mathcal{F} \times G(2, V),
\]
where $l$ is a line in $\mathbb{P}(V)$ and $P$ is a plane in $\mathbb{P}(\wedge^2 V)$, it is standard to see the following proposition, for which we omit a proof:

**Proposition 5.2.1.** $\mathcal{F}$ is the complete intersection in $\mathcal{F} \times G(2, V)$ with respect to the unique nonzero SL$(V)$-invariant section of $H^0(\mathcal{F} \times G(2, V), Q \otimes \mathcal{O}_{G(2, V)}(1))$ up to constant.

We set
\[
\mathcal{Z}_\rho := \pi_{\mathcal{F}}^{-1}(\mathcal{P}_\rho) \simeq \mathbb{P}(S|_{\mathcal{P}_\rho}), \quad \mathcal{Z}_\sigma := \pi_{\mathcal{F}}^{-1}(\mathcal{P}_\sigma) \simeq \mathbb{P}(S|_{\mathcal{P}_\sigma}).
\]
Then the subfamilies $\mathcal{Z}_\rho \to \mathcal{P}_\rho$ and $\mathcal{Z}_\sigma \to \mathcal{P}_\sigma$ are the universal family of $\rho$- and $\sigma$-planes respectively.

We also prepare some properties of $\mathcal{F}$ for later use.

**Proposition 5.2.2.** The fiber of $\rho_\mathcal{F}: \mathcal{F} \to G(2, V)$ over a point $[V_2] \in G(2, V)$ parameterizes planes in $\mathbb{P}(\wedge^2 V)$ containing $\wedge^2 V_2$. In particular, $\rho_\mathcal{F}$ is a $G(2, 5)$-bundle and $\mathcal{F}$ is smooth.

This assertion is almost clear, so we omit a proof.
Restricting the diagram (5.2) over $\mathcal{Y}_\rho$, we have

$$
\begin{array}{c}
\rho_{x_\rho} \downarrow & \downarrow \pi_{x_\rho} \\
G(2, V) & \mathcal{Y}_\rho,
\end{array}
$$

where we set

$$
\rho_{x_\rho} := \rho_{x'|x_\rho}, \quad \pi_{x_\rho} := \pi_{x'|x_\rho}.
$$

**Proposition 5.2.3.** $\rho_{x_\rho} : \mathcal{X}_\rho \to G(2, V)$ is a $\mathbb{P}^1$-bundle. As a subbundle of $\rho_{x_\rho} : \tilde{\mathcal{X}} \to G(2, V)$, a fiber of $\rho_{x_\rho}$ is a conic in $G(2, 5)$.

**Proof.** Let $[\wedge^2 V_2]$ be a point of $G(2, V)$. Then a $p$-plane $P_{V_1}$ contains $[\wedge^2 V_2]$ if and only if $V_1 \subset V_2$. Therefore $\rho_{x_\rho}^{-1}([\wedge^2 V_2])$ is isomorphic to the line $P(V_2) \subset P(V) \simeq \mathcal{Y}_\rho$, and this is a conic in $G(2, \wedge^2 V_2 / \wedge^4 V_2)$ since $\mathcal{Y}_\rho = v_2(P(V))$. □

### 5.3. Generically conic bundle $\pi_{\tilde{\mathcal{Y}}} : \tilde{\mathcal{X}} \to \tilde{\mathcal{Y}}$.

We may also construct a generically conic bundle $\tilde{\mathcal{X}} \to \tilde{\mathcal{Y}}$ from $\tilde{\mathcal{X}} \to \tilde{\mathcal{Y}}$.

We recall the diagrams (5.1) and (5.2). In the $\mathbb{P}^2$-bundle $\mathbb{P}(\wedge^2 V) \times \tilde{\mathcal{Y}}$ over $\tilde{\mathcal{Y}}$, we consider a $\mathbb{P}^2$-bundle

$$
\mathbb{P}(\rho_{\tilde{\mathcal{Y}}}^* S) = \mathbb{P}(S) \times \tilde{\mathcal{Y}} \to \tilde{\mathcal{Y}}.
$$

$\mathbb{P}(\rho_{\tilde{\mathcal{Y}}}^* S) \to \mathbb{P}(S)$ is the blow-up along the pull-back of $\mathcal{Y}_\rho$ in $\mathbb{P}(S)$ and the exceptional divisor of $\mathbb{P}(\rho_{\tilde{\mathcal{Y}}}^* S) \to \mathbb{P}(S)$ is $\mathcal{X}_\rho \times_{\mathcal{Y}_\rho} F_{\rho} = \mathbb{P}(\rho_{\tilde{\mathcal{Y}}}^* S|_{F_{\rho}})$ since $\rho_{\tilde{\mathcal{Y}}} : \tilde{\mathcal{X}} \to \tilde{\mathcal{Y}}$ is the blow-up along $\mathcal{Y}_\rho$.

Let $\tilde{\mathcal{X}}$ be the strict transform of $\tilde{\mathcal{X}}$, which is nothing but the blow-up of $\tilde{\mathcal{X}}$ along $\mathcal{X}_\rho$. Then $\tilde{\mathcal{X}}$ is smooth by Propositions 5.2.4 and 5.2.6.

$\tilde{\mathcal{X}}$ can be obtained from $\mathcal{X}_2$ in [25, §4.3] by restricting $\mathcal{X}_2$ over a point of $\mathbb{P}(V)$. By [ibid., Prop. 4.3.3 and 4.3.4], we deduce the following, where we denote the transform of $\mathcal{Y}_\sigma$ on $\mathcal{Y}$ also by $\mathcal{Y}_\sigma$ since $\mathcal{Y}$ and $\mathcal{Y}_\sigma$ are isomorphic near $\mathcal{Y}_\rho$:

**Proposition 5.3.1.** The induced morphism $\pi_{\tilde{\mathcal{X}}} : \tilde{\mathcal{X}} \to \tilde{\mathcal{Y}}$ is a conic bundle over $\tilde{\mathcal{Y}} \setminus \mathcal{Y}_\sigma$ and the fiber over a point $y \in \tilde{\mathcal{Y}} \setminus \mathcal{Y}_\sigma$ can be identified with the conic corresponding to $y$.

In the subsections 6.3 and [3.1] we also need

$$
\tilde{\mathcal{X}}^1 := \tilde{\mathcal{X}} \times_{\tilde{\mathcal{Y}}} \mathcal{Y} \subset \mathbb{P}(\rho_{\tilde{\mathcal{Y}}}^* S),
$$

which is the total transform of $\tilde{\mathcal{X}}$ by the blow-up $\mathbb{P}(\rho_{\tilde{\mathcal{Y}}}^* S) \to \mathbb{P}(S)$ since it contains $\mathcal{X}_\rho \times_{\mathcal{Y}_\rho} F_{\rho}$. $\tilde{\mathcal{X}}^1$ is reduced since $\tilde{\mathcal{X}}$ is smooth by Proposition 5.2.2.

Here we summarize the constructions of generically conics bundles in the following diagram:

```
```

```
```

```
```

```
```
6. Plausible kernel \( \mathcal{P} \) inducing homological projective duality

6.1. Locally free sheaves \( \hat{S}_L, \hat{Q}, \) and \( \hat{\mathcal{F}} \) on \( \mathcal{T} \). We recall that \( S \) and \( Q \) are universal sub- and quotient bundles on \( \mathcal{T} = G(3, \wedge^2 V) \), respectively. We write down the universal exact sequence on \( \mathcal{T} \) as follows:

\[
0 \to S \to \wedge^2 V \otimes \mathcal{O}_\mathcal{T} \to Q \to 0.
\]

Taking the \( \text{SL}(V) \)-action into account, we define

\[
S_L := S \otimes \wedge^4 V^*, \quad S_L^* := S^* \otimes \wedge^4 V
\]

(note that \( \wedge^4 V \) corresponds to \( L \) in \([23]\)).

In \([23] \S4\), we have introduced three important sheaves \( \hat{S}_L, \hat{Q}, \) and \( \hat{\mathcal{F}} \) on \( \mathcal{T} \), which will appear in the locally free resolutions in Theorems 6.3.2 and \( \Delta \). We set

\[
\hat{S}_L := \rho_\mathcal{T}^* S_L, \quad \hat{Q} := \rho_\mathcal{T}^* Q.
\]

We define \( \hat{\mathcal{F}} \) as the dual of the following locally free sheaf \( \hat{\Omega} \) fitting into the exact sequence;

\[
0 \to \hat{\Omega} \to V^* \otimes \mathcal{O}_\mathcal{T} \to \iota_{F^*} (\rho_\mathcal{T}^* \rho_{|F^*})^* \mathcal{O}_{\mathcal{T}}(1) \to 0,
\]

where \( \iota_{F^*} : F^* \to \mathcal{T} \) is the natural closed embedding, and the map \( V^* \otimes \mathcal{O}_\mathcal{T} \to \iota_{F^*} (\rho_\mathcal{T}^* \rho_{|F^*})^* \mathcal{O}_{\mathcal{T}}(1) \) is induced from the natural map \( V^* \otimes \mathcal{O}_{\mathcal{T}} \to \mathcal{O}_{\mathcal{T}}(1) \).

We note that \( \hat{\mathcal{F}} \) is denoted by \( \hat{\mathcal{Q}} \) in \([23]\).

6.2. Family of hyperplane sections \( \mathcal{Y} \). Let \( \mathcal{Y} \subset \mathcal{T} \times \mathcal{X} \) be the pull-back of the universal family of hyperplane sections in \( \mathbb{P}(S^2 V^*) \times \mathcal{X} \). We can consider \( \mathcal{Y} \) to be both the family over \( \mathcal{T} \) of the pull-backs of hyperplane sections of \( \mathcal{X} \), and the family over \( \mathcal{X} \) of the pull-backs of hyperplanes in \( \mathbb{P}(S^2 V^*) \). We denote by \( \iota_{\mathcal{Y}} \) the natural closed embedding \( \mathcal{Y} \hookrightarrow \mathcal{T} \times \mathcal{X} \).

6.3. Definition of \( \mathcal{P} \). We set

\[
(\Delta')^I := \hat{\mathcal{T}}^I \times_{G(2, V)} \hat{\mathcal{X}}.
\]

Since \( \hat{\mathcal{T}}^I \subset \mathcal{T} \times G(2, V) \) and \( (\hat{\mathcal{T}}^I \times G(2, V)) \times_{G(2, V)} \hat{\mathcal{X}} \simeq \hat{\mathcal{T}}^I \times \hat{\mathcal{X}} \), we may consider \( (\Delta')^I \) to be contained in \( \hat{\mathcal{T}}^I \times \hat{\mathcal{X}} \). As such, it holds that

\[
(\Delta')^I = \{ (y, x) \mid [x] \in P_9 \} \subset \mathcal{T} \times \mathcal{X},
\]

where \([x] = g(x) \in G(2, V)\) and \( P_9 \) is the plane of \( \mathbb{P}(\wedge^2 V) \) corresponding to \( \rho_\mathcal{T}(y) \in \mathcal{T} \). Namely, \( (\Delta')^I \) is the pull-back of \( \mathcal{X} \) by \( \mathcal{T} \times \mathcal{X} \to G(3, \wedge^2 V) \times G(2, V) \).

Then, by Proposition 6.2.4, \( (\Delta')^I \) is the complete intersection in \( \hat{\mathcal{T}}^I \times \hat{\mathcal{X}} \) with respect to the unique nonzero \( \text{SL}(V) \)-invariant section of \( H^0(\hat{\mathcal{T}}^I \times \hat{\mathcal{X}}, \hat{\mathcal{Q}} \otimes \mathcal{O}_\hat{\mathcal{T}}(L)) \) up to constant.

**Definition 6.3.1** \( (\Delta', \mathcal{J} \text{ and } \mathcal{P}) \). (1) We define

\[
\Delta' := (\Delta')^I \cap \mathcal{Y},
\]

and \( \mathcal{J} \subset \mathcal{O}_\mathcal{T} \) to be its ideal sheaf. In other words, \( \mathcal{J} \) is the image of the composite of the map \( \hat{\mathcal{Q}}^* \otimes \mathcal{O}_\mathcal{T}(\mathcal{L}) \to \mathcal{O}_\mathcal{T} \otimes \mathcal{X} \) corresponding to the subscheme \( (\Delta')^I \) and the natural map \( \mathcal{O}_\mathcal{T} \otimes \mathcal{X} \to \iota_{\mathcal{Y}}^* \mathcal{O}_\mathcal{T} \).

(2) The definition of \( \mathcal{J} \) induces a surjection

\[
\hat{\mathcal{Q}}^* \otimes \mathcal{O}_\mathcal{T} \mid \mathcal{Y} \to \mathcal{J}(\mathcal{L}).
\]

The kernel of this map, namely, the second syzygy of \( \mathcal{J}(\mathcal{L}) \) is a coherent sheaf of rank 2 on \( \mathcal{Y} \), and, by \([20] \text{ Proposition 1.1.1}\), is reflexive. Now we define \( \mathcal{P} \).
to be the dual of this kernel. \( P \) is also a reflexive sheaf of rank \( 2 \) on \( \mathcal{Y} \). The
definition gives the following exact sequence:

\[
0 \to P^* \to \tilde{Q}^* \otimes O_{\mathcal{Y}}|_{\mathcal{Y}} \to J(L) \to 0.
\]

It turns out that the coherent sheaf \( \iota_{\mathcal{Y}}^* P \) admits a nice locally free resolution.

**Theorem 6.3.2.** The coherent sheaf \( \iota_{\mathcal{Y}}^* P \) admits the following locally free resolution:

\[
0 \to O_{\tilde{\mathcal{Y}}} \oplus \Omega^1_{\mathcal{X}/G(2,V)}(-L) \to F^*(-H) \to \tilde{Q} \otimes O_{\mathcal{X}}(L - H) \to \iota_{\mathcal{Y}}^* P \to 0,
\]

where \( \Omega^1_{\mathcal{X}/G(2,V)} \) is the relative cotangent bundle for the morphism \( \tilde{\mathcal{X}} \to G(2,V) \).

We will show this theorem in the appendix A. We remark that (dual) Lefschetz
collections in \( D_b(\tilde{\mathcal{Y}}) \) and \( D_b(\mathcal{X}/G(2,V)) \) can be read off from the locally free resolution
(6.6). We have shown this fact in [25, Cor. 3.3 and 5.11]. Thus we expect
\( P \) will induce the homological projective duality between (suitable noncommutative
resolutions of) \( \mathcal{X} \) and \( \mathcal{Y} \) with respect to these (dual) Lefschetz collections.

In our proof of Theorem 1.2.1, we need the restrictions of \( P \) and their locally
free resolutions (6.6) over fibers of \( \mathcal{Y} \to \tilde{\mathcal{X}} \) and \( \mathcal{Y} \to \tilde{\mathcal{Y}} \). Here we only state the
derivations to the appendix A (Proposition A.4.3).

For \( x \in \tilde{\mathcal{X}} \) and \( y \in \tilde{\mathcal{Y}} \), we denote by \( \mathcal{Y}_x \) and \( \mathcal{Y}_y \) the fibers of \( \mathcal{Y} \to \tilde{\mathcal{X}} \) over \( x \) and \( \mathcal{Y} \to \tilde{\mathcal{Y}} \) over \( y \), respectively. Let

\[
\iota_x : \mathcal{Y}_x \hookrightarrow \tilde{\mathcal{X}}, \quad \iota_y : \mathcal{Y}_y \hookrightarrow \tilde{\mathcal{Y}}
\]

be the natural inclusions. We set

\[
P_x := P|_{\mathcal{Y}_x}, \quad P_y := P|_{\mathcal{Y}_y}.
\]

**Proposition 6.3.3.** The locally free resolution (6.6) restricts to \( \tilde{\mathcal{Y}} \) for any \( x \in \tilde{\mathcal{X}} \).
Namely, the following sequence is exact on \( \tilde{\mathcal{Y}} \) :

\[
0 \to O_{\tilde{\mathcal{Y}}} \oplus \Omega^1_{\tilde{\mathcal{X}}/G(2,V)}(-L) \to F^*(-H) \to \tilde{Q} \otimes O_{\tilde{\mathcal{Y}}}(-L) \to \iota_x^* P \to 0.
\]

Similarly, for \( y \in \mathcal{Y} \setminus P \), the following sequence is exact on \( \tilde{\mathcal{X}} \) :

\[
0 \to \Omega^1_{\mathcal{X}/G(2,V)}(-L) \to F^*(-H) \oplus \tilde{Q} \otimes O_{\mathcal{X}}(L - H) \to \iota_y^* P \to 0.
\]

6.4. **Components of \( \Delta' \).** By the very definition of \( (\Delta')^t \), it contains

\[
\Delta := \tilde{\mathcal{X}} \times_{G(2,V)} \tilde{\mathcal{X}}.
\]

We may consider \( \Delta \) to be contained in \( \tilde{\mathcal{Y}} \times \tilde{\mathcal{X}} \) as we did for \( (\Delta')^t \). Now we give
descriptions of \( \Delta \), which will be needed in our proofs of Theorems 1.2.1 and 7.3.2
(Lemmas 7.2.1 and 7.3.1). It is convenient to understand the definition of \( \Delta \) step
by step as summarized in the following diagram:
We note that $\hat{\Delta}$ is a $G(2,5)$-bundle over $\Delta_G$ since so is $\hat{\mathcal{F}}$ over $G(2,V)$ by Proposition 6.4.2. In particular, $\hat{\Delta}$ is smooth. Then we see that $\Delta$ is the blow-up of $\hat{\Delta}$ along $\mathcal{F}_\rho \times_{G(2,V)} \hat{\mathcal{F}}$ since $\hat{\mathcal{F}} \rightarrow \mathcal{F}$ is the blow-up along $\mathcal{F}_\rho$. Therefore

(6.11) $\Delta$ is smooth since $\mathcal{F}_\rho \times_{G(2,V)} \hat{\mathcal{F}}$ is a $\mathbb{P}^1$-subbundle of $\hat{\Delta} \rightarrow \hat{\mathcal{F}}$ over $\mathcal{F}$ by Proposition 5.2.3. In particular, we have shown

**Proposition 6.4.1.** The fiber of $\Delta$ over a point $x \in \hat{\mathcal{F}}$ is isomorphic to the blow-up of $G(2,5)$ along a conic. In particular, $\Delta \rightarrow \hat{\mathcal{F}}$ is flat.

Considering $\Delta \subset \hat{\mathcal{F}} \times \hat{\mathcal{F}}$, we describe the natural morphisms $\Delta \rightarrow \hat{\mathcal{F}}$ and $\Delta \rightarrow \hat{\mathcal{F}}$ in the following proposition:

**Proposition 6.4.2.** (1) The fiber of $\Delta \rightarrow \hat{\mathcal{F}}$ over a point $x \in \hat{\mathcal{F}}$ parameterizes $\tau$- and $\rho$-conics containing $[l_x]$ and $\sigma$-planes containing $[l_x]$, where $[l_x] := g(x) \in G(2,V)$. In particular, $\Delta \subset \mathcal{V}$.

(2) The fiber of $\Delta \rightarrow \hat{\mathcal{F}}$ over a point $y \in \hat{\mathcal{F}}$ is the $\mathbb{P}^2$-bundle $g^{-1}(q_y)$ if $y \notin \mathcal{P}_\sigma$, where $q_y$ is the conic corresponding to $y$, and is the $\mathbb{P}^2$-bundle $g^{-1}(P_y)$ if $y \in \mathcal{P}_\sigma$, where $P_y$ is the $\sigma$-plane corresponding to $y$. In particular, $\Delta \rightarrow \hat{\mathcal{F}}$ is flat over $\hat{\mathcal{F}} \setminus \mathcal{P}_\sigma$.

**Proof.** It is easy to derive the assertions from Proposition 6.3.1. We only note that $\Delta \subset \mathcal{V}$ by the first assertion of (1) and 24 Prop. 4.20. □

We note that the diagram (6.10) is useful to construct a locally free resolution of the ideal sheaf of $\Delta$ in $\hat{\mathcal{F}} \times \hat{\mathcal{F}}$ (Theorem A.1.1).

Now we will obtain the irreducible decomposition of $\Delta'$. By Proposition 6.4.2 (1), we have $\Delta \subset (\Delta')^\ell \cap \mathcal{V} = \Delta'$. We will see that $\Delta$ is an irreducible component of $\Delta'$. We define a subvariety $D$ of $F_\rho \times \hat{\mathcal{F}}$, which is shown to be another irreducible component of $\Delta'$. We denote a point of $F_\rho$ by $[q_{V_1}]$, where $q_{V_1}$ is a $\rho$-conic contained in the $\rho$-plane $P_{V_1}$ for some $[V_1] \in \mathbb{P}(V)$, and a point of $\hat{\mathcal{F}}$ by $[\eta]$, where $\eta$ is the 0-dimensional subscheme of $\mathbb{P}(V)$. We define the subvariety $D$ of $F_\rho \times \hat{\mathcal{F}}$ by

$$D := \{ ([q_{V_1}],[\eta]) | \text{ Supp } \eta \text{ contains } [V_1] \}.$$ 

By the definitions of $D$ and $(\Delta')^\ell$, we immediately see that $D \subset (\Delta')^\ell$. By 24 Prop. 4.20, we also see that $D \subset \mathcal{V}$. Therefore we have

$$D \subset (\Delta')^\ell \cap \mathcal{V} = \Delta'.$$

We give a description of $D$. Recall that $E_f$ is the exceptional divisor of $f : \hat{\mathcal{F}} \rightarrow \mathcal{F}$. 

(6.10)

\[
\begin{align*}
\hat{\mathcal{F}} \times \hat{\mathcal{F}} & \quad \overset{\Delta := \hat{\mathcal{F}} \times_{G(2,V)} \hat{\mathcal{F}}}{\longrightarrow} \hat{\mathcal{F}} \times \hat{\mathcal{F}} \\
\mathcal{F}_\rho \times_{G(2,V)} \hat{\mathcal{F}} \quad \overset{\Delta := \mathcal{F}_\rho \times_{G(2,V)} \hat{\mathcal{F}}}{\longrightarrow} \mathcal{F}_\rho \times_{G(2,V)} \hat{\mathcal{F}} \\
G(2,V) \times \hat{\mathcal{F}} \quad \overset{\Delta_G := G(2,V) \times_{G(2,V)} \hat{\mathcal{F}} \simeq \hat{\mathcal{F}}}{\longrightarrow} G(2,V) \times \hat{\mathcal{F}} \\
G(2,V) \times G(2,V) && G(2,V) \times G(2,V) \quad \overset{\Delta := G(2,V) \times G(2,V) G(2,V)}{\longrightarrow}
\end{align*}
\]
Lemma 6.4.3. The fiber of the natural morphism $D \to F_\rho$ over a point $[q_{V_1}] \in F_\rho$ is the blow-up of $\mathbb{P}(V)$ at $[V_1]$. This fiber is also a $\mathbb{P}^1$-bundle over the $\rho$-plane $\mathbb{P}V_1$. Moreover, $D$ is a $\mathbb{P}^5$-bundle over the double cover $\tilde{X}$ branched along $E_f$. In particular, $D$ is irreducible and smooth, and $D \to F_\rho$ and $D \to \tilde{X}$ are flat.

Proof. The first assertion is clear from the definition of $D$. We consider the natural projection from $D$ to $\tilde{X}$. Let $[\eta] \in \tilde{X}$. If $\text{Supp} \eta$ consists of two points $x_1, x_2 \in \mathbb{P}(V)$, then the fiber of $D \to \tilde{X}$ over $[\eta]$ is the union of the fibers of $F_\rho \to \mathbb{P}(V)$ over $x_1$ and $x_2$. If $\text{Supp} \eta$ consists of one point $x \in \mathbb{P}(V)$, then the fiber of $D \to \tilde{X}$ over $[\eta]$ is the fiber of $F_\rho \to \mathbb{P}(V)$ over $x$. In particular, $D \to \tilde{X}$ is surjective. The Stein factorization of $D \to \tilde{X}$ factors through the double cover of $\tilde{X}$ branched along $E_f$. □

Proposition 6.4.4. $\Delta' = \Delta \cup D$ is the irreducible decomposition.

Proof. The natural projection $(\Delta')^t \to \tilde{X}^t$ is a $\mathbb{P}^2$-bundle since so is $\tilde{X} \to G(2, V)$. Therefore it holds that

$$(\Delta')^t = (\tilde{X} \times_{G(2, V)} \tilde{X}) \cup (\mathbb{P}(\rho^*_S \mathcal{S}|_{F}) \times_{G(2, V)} \tilde{X})$$

since $\tilde{X}^t = \tilde{X} \cup \mathbb{P}(\rho^*_S \mathcal{S}|_{F})$. We set

$$D' := (\mathbb{P}(\rho^*_S \mathcal{S}|_{F}) \times_{G(2, V)} \tilde{X}) \cap \mathcal{V}.$$ 

It is clear by definition that $\Delta \cup D \subset \Delta' = \Delta \cup D'$. Thus we have only to show that $D' \subset \Delta \cup D$. We may consider $D'$ is contained in $F_\rho \times \tilde{X}$. Then, by (6.4), it holds that

$$D' = \{(\eta, [q_{V_1}], [\eta]) \mid \eta \in \mathbb{P}V_1, ([q_{V_1}], [\eta]) \in \mathcal{V}\},$$

where $l_\eta$ is the line of $\mathbb{P}(V)$ determined by the subscheme $\eta$. We set $\text{Supp} \eta = \{x_1, x_2\}$, where $x_1$ and $x_2$ may be equal. Let $Q$ be the quadric determined by $q_{V_1}$ as in [23] Prop. 4.20 and $B$ a symmetric bi-linear form defining $Q$. Then $([\eta], [q_{V_1}]) \in \mathcal{V}$ means that $B(x_1, x_2) = 0$ by [24] Prop. 4.20. Since $[V_1] \in \text{Sing} Q$ and $[V_1] \subset l_\eta$, we have $\text{rank} B|_{l_\eta} = 0, 1$. If $\text{rank} B|_{l_\eta} = 0$, then $l_\eta \subset Q$. Therefore $l_\eta \in q_{V_1}$ and then $([q_{V_1}], [\eta]) \in \Delta$ by Proposition 6.4.2 (1). If $\text{rank} B|_{l_\eta} = 1$, then $B(x_1, x_2) = 0$ implies that $x_1$ or $x_2 = [V_1]$, namely, $([\eta], [q_{V_1}]) \in D$. □
let $W$ be a codimension three linear section of $\mathcal{X}$ containing $X$, and $S$ the linear section of $\mathcal{X}$ orthogonal to $W$:

$$
X \subset W \subset \mathcal{X} \\
\mathcal{Y} \supset Y \supset S.
$$

Then a strong relationship is expected among the derived categories of $X$, $Y$, and $W$ and $S$.

This philosophy is indicated in [33] in a special case, and in [34] generally. We closely follow the arguments in [33] [34].

7.1. **Fully faithfulness of $\Phi_1$.** We will show that $\mathcal{P}_1$ is flat over $X$ in the appendix A (Proposition A.4.4). We denote by $\mathcal{P}_{x:1}$ the restriction of $\mathcal{P}_1$ over the fiber of $Y \times X \to X$ over $x$.

We verify the condition (ii) for $\mathcal{P}_1$, i.e., the following vanishing:

$$(7.1) \quad \text{Ext}^\bullet(\mathcal{P}_{x:1}, \mathcal{P}_{x:1}) = 0 \text{ for any two distinct points } x_1 \text{ and } x_2 \text{ of } X.$$ 

The starting point is the following vanishing. We follow the notation of Proposition 6.3.3 and denote by $(-t)$ the tensor product of $\mathcal{O}_\mathcal{Y}(-tM)$.

**Proposition 7.1.1.** For any two points $x_1$ and $x_2$ of $\mathcal{X}$, it holds

$$
\text{Ext}^\bullet(x_1 x_2 \mathcal{P}_{x_1}, x_2 \mathcal{P}_{x_2}(-t)) = 0 \text{ for any two distinct points } x_1 \text{ and } x_2 \text{ of } X.
$$

**Proof.** The vanishing can be derived in a standard way from [6.7] and [25] Thm. 5.1. \qed

To step forward, we need cut out $\mathcal{P}_{x:1}$ from $\mathcal{P}_{x_i} (i = 1, 2)$ in an appropriate way as in the following proposition, which will be derived in the appendix A from Proposition A.4.4 (the subsection A.4.3):

**Proposition 7.1.2.** There exists a ladder of complete intersections of $\mathcal{Y}$ by members of $|M_\mathcal{Y}|$:

$$Y_1 \subset Y_2 \subset \cdots \subset Y_6 \subset Y_7 \quad \text{dim } Y_i = 2 + i,$$

and coherent sheaves $\mathcal{P}_{x_i} \mathcal{Y}$ on $Y_j$ for $i = 1, 2$ and $1 \leq j \leq 7$ satisfying the following conditions:

1. $Y_1 := \mathcal{Y}$ and $Y_7 := \mathcal{Y}$.
2. $Y_6 := \mathcal{Y}_{x_1}$ and $\mathcal{P}_{x_{1:6}} := \mathcal{P}_{x:1}$, which is a reflexive sheaf on $Y_6$ by Proposition A.4.3.
3. $Y_5 := \mathcal{Y}_{x_1} \cap \mathcal{Y}_{x_2}$, where the intersection is taken in $\mathcal{Y}$. We denote by $i_{Y_5}$ the embedding $Y_5 \hookrightarrow $ for $i = 1, 2$. $\mathcal{P}_{x_{1:5}} := i_{Y_5}^* \mathcal{P}_{x_1}$ and $\mathcal{P}_{x_{2:5}} := i_{Y_5}^* \mathcal{P}_{x_2}$ are reflexive on $Y_5$.
4. We denote by $i_{Y_j}$ the embedding $Y_j \hookrightarrow Y_{j+1}$ for $j \leq 4$. $\mathcal{P}_{x_{i:3}} := i_{Y_j}^* \mathcal{P}_{x_{i,j+1}}$ is reflexive on $Y_j$ for $j \leq 4$ and $i = 1, 2$.

In particular, the choices of $Y_7$ and $Y_6$ there turn out to be crucial in Steps 1 and 2 in the following arguments.

**Step 1 (from $\mathcal{Y}$ to $Y_5$).** In this step, we show

$$(7.2) \quad \text{Ext}^{\bullet-1}(\mathcal{P}_{x_{1:5}}, \mathcal{P}_{x_{2:5}}(-t + 1)) = 0 \text{ for any two distinct points } x_1 \text{ and } x_2 \text{ of } X.$$ 

Note that

$$
\text{Ext}^\bullet(x_1 x_2 \mathcal{P}_{x_1}, x_2 \mathcal{P}_{x_2}(-t)) \simeq \text{Ext}^{\bullet-1}(\mathcal{P}_{x_{1:5}}, \mathcal{P}_{x_{2:5}}(-t + 1))
$$
by applying the Grothendieck-Verdier duality (Theorem 2.0.2) to the embedding $i_{x_1}$. The l.h.s. of this equality is zero for $1 \leq t \leq 5$ by Proposition 7.1.1. Moreover, since $t_{x_1}^i i_{x_2}^* P_{x_2} \simeq t_{x_1}^i t_{x_2}^i P_{x_2} \simeq t_{x_1}^i P_{x_2;5}$, we have

$$\text{Ext}^{*+1}_{Y_5}(P_{x_1}, t_{x_1}^i i_{x_2}^* P_{x_2}(-t+1)) \simeq \text{Ext}^{*+1}_{Y_5}(t_{x_1}^i P_{x_1;5}, P_{x_2;5}(-t+1)) \simeq \text{Ext}^{*+1}_{Y_5}(t_{x_1}^i P_{x_1;5}, P_{x_2;5}(-t+1)).$$

Thus (7.2) follows.

**Step 2 (from $Y_5$ to $Y_4$).** In this step, we show

$$\text{Ext}^{*+1}_{Y_4}(P_{x_1;4}, P_{x_2;4}(-t+1)) = 0 \quad (1 \leq t \leq 4).$$

Since $P_{x_1;4} \simeq t_{x_1}^* P_{x_1;5}$, we have

$$\text{Ext}^{*+1}_{Y_4}(P_{x_1;4}, P_{x_2;4}(-t+1)) \simeq \text{Ext}^{*+1}_{Y_4}(t_{x_1}^* P_{x_1;5}, P_{x_2;4}(-t+1)) \simeq \text{Ext}^{*+1}_{Y_5}(P_{x_1;5}, P_{x_2;4}(-t+1)).$$

From (6.23) and the exact sequence

$$0 \to P_{x_2;5}(-1) \to P_{x_2;5} \to i_{Y_4} P_{x_2;4} \to 0$$

we obtain the exact sequence

$$\text{Ext}^{*+1}_{Y_5}(P_{x_1;5}, P_{x_2;5}(-t+1)) \to \text{Ext}^{*+1}_{Y_5}(P_{x_1;4}, P_{x_2;4}(-t+1)) \to \text{Ext}^{*+1}_{Y_5}(P_{x_1;5}, P_{x_2;5}(-t)),$$

where, from (7.2), the first term vanishes for $1 \leq t \leq 5$ and the third term vanishes for $1 \leq t \leq 4$. Thus (7.3) follows.

**Step 3 (from $Y_4$ to $\ldots$ to $\widetilde{Y}$).** In this step, we finish the proof of (7.1).

In a similar way to the argument of Step 2, we may prove

$$\text{Ext}^{*+1}_{Y_i}(P_{x_1;i}, P_{x_2;i}(-t+1)) = 0 \quad (1 \leq t \leq i)$$

for $i = 3, 2, 1$. In particular, we have $\text{Ext}^{*+1}_{Y_1}(P_{x_1;1}, P_{x_2;1}) = 0$, which is (7.1). □

Finally we verify the condition (i) of Theorem 2.0.3.

**Proposition 7.1.3.** For any point $x \in X$, it holds that $\text{Hom}(P_{x;1}, P_{x;1}) \simeq C$, where we recall that $P_{x;1}$ is the restriction of $P_1$ over $x$.

**Proof.** Since $P_{x;1}$ is reflexive of rank 2 by Proposition 7.1.2, we have $P_{x;1} \simeq P_{x;1}^* \otimes \text{det} P_{x;1}$ by [20] Prop. 1.10]. Therefore, the assertion is equivalent to

$$\text{Hom}(P_{x;1}^*, P_{x;1}^*) \simeq C.$$

Since $P_{x;1}$ is torsion free, we obtain an injection $P_{x;1}^* \hookrightarrow \hat{Q}^*|_{\widetilde{Y}}$ by restricting (6.5) to $\widetilde{Y}$. Therefore we also obtain an injection $\text{Hom}(P_{x;1}^*, P_{x;1}) \hookrightarrow \text{Hom}(P_{x;1}^*, \hat{Q}^*|_{\widetilde{Y}})$. Note that $\text{Hom}(P_{x;1}^*, \hat{Q}^*|_{\widetilde{Y}}) \simeq H^0(\widetilde{Y}, P_{x;1} \otimes \hat{Q}^*|_{\widetilde{Y}})$. We can show that the r.h.s. is isomorphic to $C$ by the argument to show (7.1) using the locally free resolution (6.7) and [25] Thm. 5.1. Indeed, this follows from the vanishing of $H^0(\widetilde{Y}, \hat{Q}^*(-t))$, $H^0(\widetilde{Y}, \hat{Q} \otimes \hat{Q}^*(-t))$, and $H^0(\widetilde{Y}, \hat{S}_1^* \otimes \hat{Q}^*(-t))$ for $0 \leq t \leq 5$, and the vanishing of $H^0(\widetilde{Y}, \hat{Q} \otimes \hat{Q}^*(-t))$ for $1 \leq t \leq 5$, and $H^0(\widetilde{Y}, \hat{Q} \otimes \hat{Q}^*) \simeq H^0(\widetilde{Y}, \hat{Q}^*) \simeq C$. □

7.2. **Fullness of the collection in Theorem 1.2.1.** In this subsection, we show

$$D_Y = (\Phi_Y(D^b(X)), O_Y(1), O_Y(2)),$$

which completes our proof of Theorem 1.2.1.
Lemma 7.2.1.  (1) The collection
\[ \{ \mathcal{O}_{F_i}(-1,-1) \}_{1 \leq i \leq 10}, \mathcal{O}_Y(1), \mathcal{O}_Y(2) \]
is semi-orthogonal, where we omit the symbol \( \iota_i \) for \( \mathcal{O}_{F_i}(-1,-1) \) to simplify the notation.

(2) We set
\[ C_Y := \{ \{ \mathcal{O}_{F_i}(-1,-1) \}_{1 \leq i \leq 10} \} \cap \langle \mathcal{O}_Y(1), \mathcal{O}_Y(2) \rangle^\perp. \]
Then \( \Phi_1(\mathcal{D}^b(X)) \subset C_Y \).

Proof. (1) First we see that
\[ \text{Ext}^\bullet(\mathcal{O}_Y(l), \mathcal{O}_{F_i}(-1,-1)) \simeq H^\bullet(F_i, \mathcal{O}_{F_i}(-1,-1)) = 0 \]
for any \( l \in \mathbb{Z} \) since \( \mathcal{O}_Y(l)|_{F_i} = \mathcal{O}_{F_i} \). Moreover,
\[ \text{Ext}^\bullet(\mathcal{O}_Y(2), \mathcal{O}_Y(1)) \simeq H^\bullet(Y, \mathcal{O}_Y(-1)) \simeq H^{3-\bullet}(\mathcal{O}_Y(M + K_Y)). \]
The r.h.s. vanishes for \( \bullet = 0, 1, 2 \) by the Kawamata-Viehweg vanishing theorem since \( M \) is nef and big. For \( \bullet = 3 \), since \( K_Y = -2M + \sum_{i=1}^{10} F_i \), we have
\[ H^0(Y, \mathcal{O}_Y(M + K_Y)) \simeq H^0(\mathcal{O}_Y(-M + \sum_{i=1}^{10} F_i)) = 0. \]

(2) Since \( \mathcal{O}_X(x \in X) \) are spanning classes of \( \mathcal{D}^b(X) \) (see [27, Prop. 3.17] for example), it suffices to show that
\[ \mathcal{P}_{x,1} = \Phi_1(\mathcal{O}_x) \in C_Y, \]
which is equivalent to the conditions
(a) \( H^\bullet(\mathcal{Y}_x, \mathcal{P}_{x,1}(-t)) = 0 \) for \( t = 1, 2 \).
(b) \( \text{Ext}^\bullet(\mathcal{P}_{x,1}, \mathcal{O}_{F_i}(-1,-1)) = 0 \).

(see (7.5)).

First we show the claim (a). By (6.7) and [25, Thm. 5.1], we have
\[ H^\bullet(\mathcal{Y}_x, \mathcal{P}_{x,1}(-t)) = 0 \]
for any \( \bullet, x \in \mathcal{Y} \), and \( 1 \leq t \leq 7 \). Then, by the argument to show (7.1), we have \( H^\bullet(\mathcal{Y}_x, \mathcal{P}_{x,1}(-t)) = 0 \) for \( t = 1, 2 \).

Secondly we show the claim (b). By the argument to show (7.1), it suffices to verify that
\[ \text{Ext}^\bullet_{\mathcal{Y}_x}(\mathcal{P}_x, \mathcal{O}_{F_{\mathcal{Y}}}(F_{\mathcal{Y}})(-t)|_{\mathcal{Y}_x}) = 0 \]
(0 \( \leq t \leq 5 \), where we recall \( F_{\mathcal{Y}} \) is the exceptional divisor for \( p_{\mathcal{Y}} : \mathcal{Y} \to \mathcal{Y} \) since \( F_{\mathcal{Y}}|_{\mathcal{Y}} = \sum_{i=1}^{10} F_i \) and \( \mathcal{O}_{F_{\mathcal{Y}}}(F_{\mathcal{Y}})|_{\mathcal{Y}} = \oplus_{i=1}^{10} \mathcal{O}_{F_i}(-1,-1) \). By the Grothendieck-Viehweg duality (Theorem 2.0.2), we have
\[ \text{Ext}^\bullet_{\mathcal{Y}_x}(\mathcal{P}_x, \mathcal{O}_{F_{\mathcal{Y}}}(F_{\mathcal{Y}})|_{\mathcal{Y}_x}) \simeq \text{Ext}^{\bullet+1}_{\mathcal{Y}_x}(\iota_x \mathcal{P}_x, \mathcal{O}_{F_{\mathcal{Y}}}(F_{\mathcal{Y}}))(-1)). \]
Therefore the problem is reduced to verify that
\[ \text{Ext}^{\bullet+1}_{\mathcal{Y}_x}(\iota_x \mathcal{P}_x, \mathcal{O}_{F_{\mathcal{Y}}}(F_{\mathcal{Y}})(-1-t)) = 0 \]
for \( 0 \leq t \leq 5 \).

By the exact sequence
\[ 0 \to \mathcal{O}_{F_{\mathcal{Y}}} \to \mathcal{O}_{F_{\mathcal{Y}}}(F_{\mathcal{Y}}) \to \mathcal{O}_{F_{\mathcal{Y}}}(F_{\mathcal{Y}})(-1-t)) \to 0, \]
the proof of (7.6) is reduced to show that
\[ \text{Ext}^\bullet(\iota_x \mathcal{P}_x, \mathcal{O}_{F_{\mathcal{Y}}}(-1-t)) = 0 \]
and
\[ \text{Ext}^\bullet(\iota_x \mathcal{P}_x, \mathcal{O}_{F_{\mathcal{Y}}}(F_{\mathcal{Y}})(-1-t)) = 0. \]
As for (7.7), the vanishing follows by [6,7] and [25, Thm. 5.1]; only for \( t = 5 \), we also need to use [25, Prop. 5.9]. As for (7.8), we have

\[
\text{Ext}^\bullet((\iota_x)_!\mathcal{P}_x, \mathcal{O}_{\tilde{Y}}(\mathcal{F}_{\tilde{Y}})^(-1-t)) \simeq \text{Ext}^{9-\bullet}(\mathcal{O}_{\tilde{Y}}(\mathcal{F}_{\tilde{Y}})^(-1-t), (\iota_x)_!\mathcal{P}_x(K_{\tilde{Y}}))^*,
\]

by the Serre-Grothendieck duality. Moreover, by the adjunction formula \( K_{\tilde{Y}} = -8M_{\tilde{Y}} + F_{\tilde{Y}} \) (see [24, §4.8]), the r.h.s. is isomorphic to

\[
H^{9-\bullet}((\tilde{Y}, (\iota_x)_!\mathcal{P}_x(t-7))^*),
\]

which vanish by (6.7) and [25, Thm. 5.1].

Hence we have shown the claim (b). \( \square \)

By Lemma 7.2.1 and a general result in [7], \( D^b(\mathcal{F}_{\tilde{Y}}) \) admits the following semi-orthogonal decomposition:

\[
D^b(\mathcal{F}_{\tilde{Y}}) = \langle \{\mathcal{O}_{\mathcal{F}_i}(-1,-1)\}_{1 \leq i \leq 10}, \mathcal{C}_Y, \mathcal{O}_{\mathcal{F}}(1), \mathcal{O}_{\mathcal{F}}(2) \rangle.
\]

Then

\[
D_Y = \langle \mathcal{C}_Y, \mathcal{O}_{\mathcal{F}}(1), \mathcal{O}_{\mathcal{F}}(2) \rangle
\]

is nothing but the categorical resolution with respect to the dual Lefschetz decomposition of \( \mathcal{F}_i \) as in the statement of Theorem 1.2.1. Therefore we have only to show

\[
C_Y = \Phi_1(D^b(X))
\]

in the decomposition (7.9).

Let \( A \) be any object of

\[
\perp \langle \{\mathcal{O}_{\mathcal{F}_i}(-1,-1)\}_{1 \leq i \leq 10}, \Phi_1(D^b(X)) \rangle \cap \langle \mathcal{O}_{\mathcal{F}}(1), \mathcal{O}_{\mathcal{F}}(2) \rangle^\perp.
\]

The equality (7.10) follows once we show

\[
A = 0.
\]

The rest of this section is devoted to proving it. The following argument is inspired by [33, §5] and [34, §6].

In the sequel, we take several smooth linear sections \( S \) of \( \mathcal{Y} \) such that

\[
S \subset Y,
\]

and the orthogonal linear section \( W \) of \( \mathcal{X} \) to \( S \) has only eight \( (1,1,1) \)-singularities. In particular, \( S \) and \( W \) satisfy the conditions (3.4). Note that \( W \supset X \).

Since \( S \) does not intersect \( \text{Sing} \mathcal{Y} \), we may consider \( S \subset \tilde{Y} \), and we denote by

\[
\alpha: S \hookrightarrow \tilde{Y}
\]

the natural inclusion. By a similar reason, we may consider \( X \subset \tilde{W} \), and we denote by

\[
\beta: X \hookrightarrow \tilde{W}
\]

the natural inclusion.

We define

\[
\mathcal{P}_2 := \mathcal{P}_{|S \times W}
\]

and the associated functor

\[
\Phi_2 := \Phi_{\mathcal{P}_2}: D^b(\tilde{W}) \to D^b(S).
\]

We also use \( \mathcal{C}_S \) and \( \mathcal{C}_W \) as in the statement of Theorem 1.2.2.
We give an outline of the proof. We chase the following diagram:

\[
\begin{array}{ccc}
\mathcal{D}^b(\tilde{Y}) & \xrightarrow{\Phi_1^*} & \mathcal{D}^b(X) \\
\alpha^* \downarrow & & \downarrow \beta_* \\
\mathcal{D}^b(S) & \xrightarrow{\Phi_2^*} & \mathcal{D}^b(W).
\end{array}
\]

This diagram is not commutative but below we may evaluate \(\Phi_2^* \alpha^*(A)\) in Step 1, \(\beta_* \Phi_1^*(A)\) in Step 2, and their difference in Step 3. From these, we deduce \(\Phi_2^* \alpha^*(A) = 0\) in Step 4. Until Step 4, we just follow the arguments given in \([33, \S 5]\) and \([34, \S 6]\). In Steps 5–7, we study more detailed geometries. In Step 5, we show Lemma 7.2.2. which immediately follows from the following lemma:

Lemma 7.2.2. \(\text{Im } \Phi_2^* \subset C_W\).

Proof. Considering the adjunction, it suffices to show that \(\Phi_2(B) = 0\) for any \(B \in C_W\). By the definition of \(C_W\), we may assume that

\[B = \mathcal{O}_{F_i}(-2) \ (1 \leq i \leq 8), \mathcal{O}_{1_H}(-H), \mathcal{O}_{1_H}(-L), \text{ or } \mathcal{F}.
\]

Let \(\hat{B}\) be \(\mathcal{O}_{E_j}(E_f)\) if \(B = \mathcal{O}_{E_i}(-2)\), and the corresponding locally free sheaf on \(\hat{X}\) otherwise. By the argument to show (7.11), it suffices to show that, for any \(s \in S\), \(H^s(W, \mathcal{P}_s \otimes B) = \{0\}\), where \(\mathcal{P}_s\) is the restriction of \(\mathcal{P}_2\) over \(s\), and this follows by showing \(H^s(\hat{X}, j_* \mathcal{P}_s \otimes \hat{B}(t)) = \{0\}\) for \(t = 0, 1, 2\). If \(B = \mathcal{O}_{E_i}(-2)\), then this follows from (6.3) since the restrictions of \(\Omega_{\hat{X}/G(2, V)}(-L), \mathcal{F}(-H), \mathcal{O}_{\hat{X}}, \text{ and } \mathcal{O}_{\hat{X}}(L - H)\) to the fibers of \(E_j \to v_2(\mathbb{P}(V))\) are direct sums of \(\mathcal{O}_{\mathbb{P}^2}\) and \(\mathcal{O}_{\mathbb{P}^2}(1)\). Otherwise, the assertion follows from (6.3) and [26, Thm. 3.1].

Step 1. We show (7.12) \(\Phi_2^* \alpha^*(A) \in C_W\), which immediately follows from the following lemma:

Lemma 7.2.2. \(\text{Im } \Phi_2^* \subset C_W\).

Proof. Considering the adjunction, it suffices to show that \(\Phi_2(B) = 0\) for any \(B \in C_W\). By the definition of \(C_W\), we may assume that

\[B = \mathcal{O}_{F_i}(-2) \ (1 \leq i \leq 8), \mathcal{O}_{1_H}(-H), \mathcal{O}_{1_H}(-L), \text{ or } \mathcal{F}.
\]

Let \(\hat{B}\) be \(\mathcal{O}_{E_j}(E_f)\) if \(B = \mathcal{O}_{E_i}(-2)\), and the corresponding locally free sheaf on \(\hat{X}\) otherwise. By the argument to show (7.11), it suffices to show that, for any \(s \in S\), \(H^s(W, \mathcal{P}_s \otimes B) = \{0\}\), where \(\mathcal{P}_s\) is the restriction of \(\mathcal{P}_2\) over \(s\), and this follows by showing \(H^s(\hat{X}, j_* \mathcal{P}_s \otimes \hat{B}(t)) = \{0\}\) for \(t = 0, 1, 2\). If \(B = \mathcal{O}_{E_i}(-2)\), then this follows from (6.3) since the restrictions of \(\Omega_{\hat{X}/G(2, V)}(-L), \mathcal{F}(-H), \mathcal{O}_{\hat{X}}, \text{ and } \mathcal{O}_{\hat{X}}(L - H)\) to the fibers of \(E_j \to v_2(\mathbb{P}(V))\) are direct sums of \(\mathcal{O}_{\mathbb{P}^2}\) and \(\mathcal{O}_{\mathbb{P}^2}(1)\). Otherwise, the assertion follows from (6.3) and [26, Thm. 3.1].

Step 2. Since \(A \in \text{Im } \Phi_1(\mathcal{D}^b(X))\), we have \(\Phi_1^*(A) = 0\) by adjunction. In particular, we have (7.13) \(\beta_* \Phi_1^*(A) = 0\).

Step 3. Now we estimate the difference between \(\Phi_2^* \alpha^*(A)\) and \(\beta_* \Phi_1^*(A)\).

To formulate the claim precisely, we closely follow the argument of [33, \S 6]. By the commutative diagram

\[
\begin{array}{ccc}
S \times X & \xrightarrow{\beta} & S \times \tilde{W} \\
\alpha \downarrow & & \downarrow \alpha \\
\tilde{Y} \times X & \xrightarrow{\beta} & \tilde{Y} \times \tilde{W},
\end{array}
\]

we have \(\alpha^* \mathcal{P}_1 \simeq \beta^* \mathcal{P}_2\). Consider the following cartesian product (cf. [34, Diagram (19) in \S 6]):

\[
\begin{array}{ccc}
(\tilde{Y} \times X) \cup (S \times \tilde{W}) & \xrightarrow{i} & \tilde{Y} \times \tilde{W} \\
\xi \downarrow & & \downarrow \xi \\
\tilde{Y} \times \mathcal{F} & \xrightarrow{\iota} & \tilde{Y} \times \mathcal{F},
\end{array}
\]
Lemma 7.2.3. \( \Phi \)

Proof. More generally, we show the claim for (7.16)

\[
\begin{array}{ccc}
\tilde{Y} & \xrightarrow{j} & W \\
\downarrow & & \downarrow j \\
Y & \xrightarrow{q} & \tilde{X} \\
\uparrow & & \uparrow \\
\tilde{Y} & \xrightarrow{q} & \tilde{X},
\end{array}
\]

which we will prove by following closely the proof of [34, Lem. 6.18]. Consider the assertion is equivalent to \( \Phi \) (cf. [34, Lem. 6.14 and Cor. 6.15]). Our task is to estimate \( \Phi(\tilde{Y})(\tilde{X}) \) where both horizontal arrows represent divisorial embeddings. We set \( \tilde{P} := \tilde{\xi}^*P \).

Then, by the exact sequence

\[
0 \to D(S \times W(0, -1)) \to D(\tilde{Y} \times X) \to D(\tilde{Y} \times W) \to 0,
\]

we have an exact triangle on \( \tilde{Y} \times W \)

\[
\alpha_*P_2(0, -1) \to i_*\tilde{P} \to \beta_*P_1,
\]

which in turn gives an exact triangle of functors from \( D(\tilde{Y}) \) to \( D(\tilde{Y}) \):

\[
\Phi_1\beta^! \to \alpha_*\Phi_2 \to \Phi_1\tilde{P}(0, 1),
\]

where \( \Phi_1\tilde{P}(0, 1) \) is the functor with the kernel \( i_*\tilde{P}(0, 1) \). Moreover, taking the left adjoints of these functors, we obtain an exact triangle of functors from \( D(\tilde{Y}) \) to \( D(\tilde{Y}) \):

(7.15)

\[
\Phi^*_1\tilde{P}(0, 1) \to \Phi^*_2\alpha^* \to \beta^*\Phi^*_1
\]

(cf. [34, Lem. 6.14 and Cor. 6.15]). Our task is to estimate \( \Phi^*_1\tilde{P}(0, 1)(A) \).

Lemma 7.2.3. \( \Phi^*_1\tilde{P}(0, 1)(A) \) belongs to \( D^3_W(-H) \), where

\[
D^3_W := (O_W, O_W(H - L), R(H)) \subset D(\tilde{W}).
\]

Proof. More generally, we show the claim for

\[
A \in \quad (\{O_{\tilde{y}}(-1, -1)\}_{i \leq i \leq 0}) \cap (O_{\tilde{y}}(1), O_{\tilde{y}}(2))
\]

The assertion is equivalent to

\[
\Phi^*_1\tilde{P}(A) \in D^3_W,
\]

which we will prove by following closely the proof of [34, Lem. 6.18]. Consider the following diagram:

(7.16)

\[
\begin{array}{ccc}
\tilde{Y} & \xrightarrow{j} & W \\
\downarrow & & \downarrow j \\
Y & \xrightarrow{q} & \tilde{X} \\
\uparrow & & \uparrow \\
\tilde{Y} & \xrightarrow{q} & \tilde{X},
\end{array}
\]

where the vertical arrows are closed embeddings and the horizontal arrows are natural projections. Since the diagram (7.14) is an exact cartesian by [34, Lem. 2.32], we have

\[
i_*\tilde{P} \simeq \xi^*j^*P \simeq j^*\xi^*j^*P.
\]

Therefore, since the upper-right square of the diagram (7.16) is also an exact cartesian, we have \( \Phi_1\tilde{P} \simeq \Phi_1j^*P \circ j_* \) as functors \( D^3(\tilde{W}) \to D^3(\tilde{Y}) \) (see an upper part of p.196 in the proof of [34, Lem. 6.18] for details). Taking the left adjoint, we have

\[
\Phi^*_1\tilde{P} \simeq j^* \circ \Phi^*_1j^*P.
\]

Thus it suffices to show

\[
\Phi^*_1\tilde{P}(A) \in D^3_W,
\]

where \( \Phi^*_1j^*P \) is a functor from \( D^3(\tilde{X}) \) to \( D^3(\tilde{Y}) \). Since the lower-left square is an exact cartesian by [34, Lem. 2.32], we have

(7.17)

\[
\Phi^*_1j^*P \simeq \xi^*P.
\]
(see a lower part of p.196 in the proof of [33] Lem. 6.18] for details). Since \( \hat{Y} \) is a complete intersection in \( \mathcal{Y} \) by six members of \( |M| \), we have \( \xi^* = \otimes \mathcal{O}_Y(-6)[6] \circ \xi' \). Then, by taking the left adjoint of (7.17), we obtain \( \Phi^\ast_{\xi^* \circ \xi'} \simeq \Phi^\ast_{\xi^* \circ \xi'} \circ \xi') \circ \otimes \mathcal{O}_Y(-6)[-6] \). Therefore it remains to show that \( \Phi^\ast_{\xi^* \circ \xi'}(A(6)) \in \mathcal{D}^3_{\mathcal{Y}} \). To compute the functor \( \Phi^\ast_{\xi^* \circ \xi'} \), we calculate the Fourier-Mukai functors with the kernels appearing in the exact sequence (6.6). Then, by taking account of [33] Lem. 2.28, it suffices to show \( H^\ast(\mathcal{Y}, \mathcal{O}_Y(A(6)) \otimes \omega_{\mathcal{Y}}) = 0 \). Note that

\[
H^\ast(\mathcal{Y}, \mathcal{O}_Y(A(6)) \otimes \omega_{\mathcal{Y}}) \simeq H^\ast(\mathcal{Y}, \mathcal{O}_Y(-2M + \sum_{i=1}^{10} F_i)) \simeq
\]

\[
H^\ast(\hat{Y}, A(-2M + \sum_{i=1}^{10} F_i)) \simeq \text{RHom}^\ast(\mathcal{O}_Y(2M - \sum_{i=1}^{10} F_i), A).
\]

Consider the exact sequence

\[
(7.18) \quad 0 \rightarrow \mathcal{O}_Y(2M - \sum_{i=1}^{10} F_i) \rightarrow \mathcal{O}_Y(2M) \rightarrow \bigoplus_{i=1}^{10} \mathcal{O}_{F_i} \rightarrow 0.
\]

Since \( A \in \langle \mathcal{O}_Y(1), \mathcal{O}_Y(2) \rangle \), we have \( \text{RHom}^\ast(\mathcal{O}_Y(2M), A) = 0 \). Moreover, since \( A \in \langle \{ \mathcal{O}_{F_i}(-1, -1) \} \rangle \), we have \( \text{RHom}^\ast(\mathcal{O}_{F_i}, A) \simeq \text{RHom}^3(\mathcal{O}_{F_i}(-1, -1)) = 0 \), where the first isomorphism is given by the Serre duality. Therefore, by the exact sequence (7.18), we finally obtain \( \text{RHom}^\ast(\mathcal{O}_Y(2M - \sum_{i=1}^{10} F_i), A) = 0 \). 

**Step 4.** We derive

\[
\Phi_2^\ast \alpha^\ast(A) = 0.
\]

Indeed, by (7.13), (7.15), and Lemma 7.2.3, we have \( \Phi_2^\ast \alpha^\ast(A) \in \mathcal{D}^W(-H) \). Combining this with (7.19), we obtain \( \Phi_2^\ast \alpha^\ast(A) \in \mathcal{C} \cap \mathcal{D}^W(-H) \), which implies that \( \Phi_2^\ast \alpha^\ast(A) = 0 \) since \( \mathcal{D}^W = \langle \mathcal{D}^W(-H), \mathcal{C} \rangle \).

**Step 5.** We show \( \alpha^\ast(A) = 0 \).

Since \( A \in \langle \mathcal{O}_Y(1), \mathcal{O}_Y(2) \rangle \), we have \( \alpha^\ast(A) \in \langle \mathcal{O}_{S}(1) \rangle = \mathcal{C} \). Noting this, we show a more general claim:

\[
(7.19) \quad \text{For } B \in \mathcal{C}, \text{ if } \Phi_2^\ast(B) = 0, \text{ then } B = 0.
\]

Note that for \( C \in \mathcal{D}^W(\hat{W}) \), it holds that \( \text{Hom}(B, \Phi_2^\ast(C)) = \text{Hom}(\Phi_2^\ast(B), C) = 0 \) if \( \Phi_2^\ast(B) = 0 \). Therefore, if we show

\[
(7.20) \quad \text{Im } \Phi_2 \text{ generates } \mathcal{C},
\]

then we have \( B = 0 \) as desired in (7.19). We show the claim (7.20).

First we see that \( \Phi_2^\ast(\mathcal{O}_W) = \mathcal{Q}|_S \), and in particular,

\[
\mathcal{Q}|_S \in \text{Im } \Phi_2.
\]

Let \( p_1 : S \times W \rightarrow S \) be the first projection. Then the assertion is equivalent to \( p_1 \circ \mathcal{P}_2 \simeq \mathcal{Q}|_S \) and \( R^\bullet p_1 \circ \mathcal{P}_2 = 0 \) for \( \bullet > 0 \). We denote by \( \mathcal{P}_2 \) the restriction of \( \mathcal{P}_2 \) over a point \( s \in S \). Since \( \mathcal{P}_2 \) is flat over \( S \) by Proposition A.4.4, the problem is reduced to compute \( H^\ast(W, \mathcal{P}_s|_S) \). By 25 Thm. 3.1, we have the vanishing of the cohomology groups

\[
H^t(\mathcal{F}^\vee, \bigwedge^{3L-2t}(-L - tH)), \quad H^t(\mathcal{F}^\vee, \bigwedge^{3L-2t-1}(-L - tH)), \quad H^t(\mathcal{F}^\vee, \bigwedge^{3L-2t-2}(-L - tH))
\]

for \( t = 0, 1, 2 \), and \( H^t(\mathcal{F}^\vee, \bigwedge^{3L-2t}(-L)) \) for \( t = 1, 2 \). Thus by (6.8), we obtain \( H^0(W, \mathcal{P}_s|_S) \simeq \mathcal{C} \), and \( H^t(W, \mathcal{P}_s|_S) = 0 \) for \( \bullet > 0 \). This implies the assertion by taking account of (6.6).
To proceed, we describe the properties of
\[ \Delta_2 := \Delta_{S \times W}. \]
We denote by \( p: \Delta_2 \to S \), \( q: \Delta_2 \to \tilde{W} \), \( p_1: Z_S \times \tilde{W} \to Z_S \), and \( p_2: Z_S \times \tilde{W} \to \tilde{W} \) the natural projections. We also denote by \( \rho: \Delta_2 \to Z_S \) and \( \pi: Z_S \to S \) the natural morphisms factoring \( p \), and by \( j: \Delta_2 \hookrightarrow Z_S \times \tilde{W} \) the natural closed embedding.

\[ \xymatrix{ Z_S \times \tilde{W} \ar[rd]_{p} \ar[rr]_{\rho_1} \ar[rrdd]_{\rho_2} \ar@/_2pc/[dd]_{\pi} \ar[dr]_{q} & & \tilde{W} \ar[ld]^{p} \ar[ldd] \ar@/_2pc/[ld]_{\pi} \ar[d]_{q} \ar[lldd]_{\rho_2} \ar[lld]_{\rho_1} } \]

**Lemma 7.2.4.** \( q: \Delta_2 \to \tilde{W} \) is the blow-up along the flopping curves of \( \mathcal{W} \to \tilde{W} \), and \( \rho: \Delta_2 \to Z_S \) is the blow-up along the flopped curves of \( Z_S \to \mathcal{W} \), where we recall that \( \mathcal{W} \subset G(2, V) \) is the image of \( Z_S \) and \( \tilde{W} \).

**Proof.** We recall that \( \mathcal{X} \to \mathcal{Z} \) and \( \mathcal{X} \to \mathcal{Y} \) coincide over the locus of rank \( \geq 3 \) points by [24, Prop. 4.20]. Therefore the restriction of \( \mathcal{X} \) over \( S \) coincides with \( Z_S \). Then, by [69], we may consider

\[ \Delta_2 = (\mathcal{X} \times_{G(2, V)} \mathcal{X})|_{Z_S \times \tilde{W}} = Z_S \times \mathcal{W}. \]

Since \( \tilde{W} \to Z_S \) is an Atiyah’s flop by Proposition 4.1.1 (2), it is well-known that \( Z_S \times \mathcal{W} \) has properties as described in the statement.

Now we show that, for any object \( C \in \mathcal{C}_S \), there exists the following exact triangle:

\[ (7.21) \quad H^\bullet(S, C) \otimes \tilde{Q}|_S \to \Phi_2(q_! p^* C) \to C[-1] \to H^{\bullet+1}(S, C) \otimes \tilde{Q}|_S. \]

This immediately implies (7.20) since \( \tilde{Q}|_S \in \text{Im} \Phi_2 \).

The key ingredient to show (7.21) is the following exact sequence relating \( \mathcal{P}_2 \) and \( \Delta_2 \), which is derived in the appendix A (the subsection A.4):

\[ (7.22) \quad 0 \to \mathcal{O}_S \otimes \mathcal{O}_W (-L) \to \tilde{Q}|_S \otimes \mathcal{O}_W \to \mathcal{P}_2 \to \omega_{\Delta_2/S} \to 0. \]

We derive the exact triangle (7.21) by computing the Fourier-Mukai functors from \( D^b(W) \) to \( D^b(S) \) whose kernels are the terms of (7.22).

- \( \Phi_{\mathcal{O}_S \otimes \mathcal{O}_W (-L)}(q_! p^* C) = 0 \).

Indeed, we have \( H^\bullet(W, q_! p^* C \otimes \mathcal{O}_W (-L)) \simeq H^\bullet(Z_S, \pi^* C \otimes \mathcal{O}_{Z_S} (-L)) \) since \( q_! p^* \) is an equivalence and \( q_! p^* \mathcal{O}_{Z_S} (L) = \mathcal{O}_W (L) \). Then the assertion follows from the following chain of isomorphisms:

\[ H^\bullet(Z_S, \pi^* C \otimes \mathcal{O}_{Z_S} (-L)) \simeq H^\bullet(Z_S, \pi^* C \otimes \omega_{Z_S}) \simeq \text{RHom}^3(\pi^* C, \mathcal{O}_{Z_S})^* \simeq \text{RHom}^3(\pi^* C, \mathcal{O}_S)^* \simeq \text{RHom}^3(\omega_{Z_S}^{-1}, C) = 0, \]

where the second isomorphism follows from the duality on \( Z_S \), the third isomorphism follows from fully faithfulness of \( \pi^* \) (note that \( \pi \) is a \( \mathbb{P}^1 \)-bundle), the fourth isomorphism follows from the duality on \( S \), and the last equality follows from \( C \in \mathcal{C}_S = \langle \omega_S^{-1} \rangle^\perp \).
We show Remark. Therefore we obtain (7.21).

We finish the proof of (7.11). For any point \( y \in Y \cup \bigcup_{i=1}^{10} F_i \), we may choose a smooth \( S \) through \( y \) such that its orthogonal linear section \( W \) has only \( \frac{1}{2}(1,1,1) \)-singularities. Then, by [33, Lem. 4.5] and the following lemma, we see that the supports of cohomologies of \( A \) are contained in \( \bigcup_{i=1}^{10} F_i \).

**Lemma 7.2.5.** For any point \( y \in Y \setminus \bigcup_{i=1}^{10} F_i \), we may choose a smooth \( S \) through \( y \) such that its orthogonal linear section \( W \) has only eight \( \frac{1}{2}(1,1,1) \)-singularities.

**Proof.** By the Bertini theorem, a general \( S \) through \( y \) is smooth. Let \( H_y \subset \mathbb{P}(S^2 V) \) be the hyperplane corresponding to \( y \), and \( Q_y \subset \mathbb{P}(V) \) the quadric corresponding to the image of \( y \) in \( \mathbb{P}(S^2 V) \). Note that \( \text{rank} Q_y = 3 \) or 4. Then \( H_y \) cut out \( Q_y \) from \( v_2(\mathbb{P}(V)) \) by the projective duality of \( v_2(\mathbb{P}(V)) \). By the orthogonality between \( X \) and \( Y \), \( X \) is contained in \( H_y \). Let \( \Gamma \) be the linear system of hyperplane sections of \( X \cap H_y \) containing \( X \). Then a codimension three linear section \( W \) of \( \mathcal{X} \) such that \( X \subset W \) and its orthogonal linear section of \( \mathcal{X} \) contains \( y \) is of the form \( W = \mathcal{X} \cap H_y \cap H_1 \cap H_2 \) with \( H_1, H_2 \subset \Gamma \). We have only to show such a general \( W \) has only eight \( \frac{1}{2}(1,1,1) \)-singularities, equivalently, \( v_2(\mathbb{P}(V)) \cap H_1 \cap H_2 = Q_y \cap H_1 \cap H_2 \) consists of eight points for general \( H_1 \) and \( H_2 \). This follows since the base locus of \( \Gamma \) is \( X \) and \( X \cap v_2(\mathbb{P}(V)) = \emptyset \).

Therefore, we have shown \( A \in \oplus D^b(F_i) \).

**Step 7.** We finish the proof of (7.11).

For this, we need to investigate the relationship between \( D^b(F_i) \) and \( \text{Im} \Phi_1 \) (the arguments become related to the result of [30]. We continue arguments in the next subsection).
First we review some classical geometries of $X$. It is well-known that $X$ has ten elliptic fibrations $\pi_i: X \to \mathbb{P}^1$ ($1 \leq i \leq 10$), and each fibration has two multiple fibers. Let $\delta_i, \delta'_i$ be the supports of the multiple fibers of $\pi_i$. In [29] Lem. 5.13, these are described by geometries of $Y$ as follows. We denote by $\mathbb{P}(V^n_y) \cup \mathbb{P}(V^n_y)$ the rank two quadric corresponding to the singular point $y_i \in Y$. Let $\mathbb{P}_k = \{ C^2 \mid C^2 \subset V^n_y \}$ $(k = a, b)$, which is a $\sigma$-plane. By [24] Prop. 3.7, the fiber of $Z \to Y$ over $y_i$ is $\mathbb{P}_a \cup_{\mathbb{P}^1} \mathbb{P}_b$. Then $\mathbb{P}_a \cap X$ and $\mathbb{P}_b \cap X$ are the supports of two multiple fibers of an elliptic fibration. From now on, we denote by $\pi_i$ this elliptic fibration and we set

$$\delta_i := \mathbb{P}_a \cap X, \delta'_i := \mathbb{P}_b \cap X.$$

By this choice, we may consider $\delta_i$ and $\delta'_i$ correspond to $\mathcal{O}_{F_i}(1, 0)$ and $\mathcal{O}_{F_i}(0, 1)$, respectively.

**Lemma 7.2.6.**

(7.23) $\Phi_1(\mathcal{O}_X(-\delta_i)), \Phi_1(\mathcal{O}_X(-\delta'_i)) \in \mathcal{D}^b(F_i),$

and $\mathcal{D}^b(F_i)$ admits the following semi-orthogonal decomposition:

(7.24) $\mathcal{D}^b(F_i) = (\mathcal{O}_{F_i}(-1, -1), \Phi_1(\mathcal{O}_X(-\delta_i)), \Phi_1(\mathcal{O}_X(-\delta'_i)), \mathcal{O}_{F_i}).$

**Proof.** We only treat $\delta_i$ for the claim (7.23) by symmetry of $\delta_i$ and $\delta'_i$. For this claim, it suffices to show that

$$H^*(X, \mathcal{P}_{y,1} \otimes \mathcal{O}_X(-\delta_i)) = 0$$

for any $y \in \mathcal{F} \setminus F_i$.

where we recall that $\mathcal{P}_{y,1}$ is the restriction of $\mathcal{P}_1$ over $y$. Since $\mathbb{P}_a$ is a $\sigma$-plane as above, its ideal sheaf $\mathcal{I}_{\mathbb{P}_a}$ has the following locally free resolution:

(7.25) $0 \to \mathcal{O}_{G(2,1)}(-1) \to \mathcal{F} \to \mathcal{I}_{\mathbb{P}_a} \to 0.$

By considering $X$ to be contained in $\mathcal{F}$, $\delta_i$ is the intersection between $X$ and $g^{-1}(\mathbb{P}_a)$. By (7.25), the ideal sheaf $\mathcal{I}_{g^{-1}(\mathbb{P}_a)}$ of $g^{-1}(\mathbb{P}_a)$ on $\mathcal{F}$ has the following locally free resolution:

(7.26) $0 \to \mathcal{O}_\mathcal{F}(-L) \to \mathcal{F} \to \mathcal{I}_{g^{-1}(\mathbb{P}_a)} \to 0,$

where we have suppressed $g^* \mathcal{F}$ for simplicity. Now we represent $X$ as the complete intersection of four members $H_1, \ldots, H_4$ of $|\mathcal{O}_\mathcal{F}(1)|$ such that, by projective duality, $H_1$ corresponds to the image on $\mathcal{F}$ of $s$ and $H_2$ corresponds to $y_i$, where we recall that $y_i$ is the image of $F_i$ on $Y$. This choice of $H_1$ and $H_2$ is crucial for our argument; $H_1 \neq H_2$ since the image on $\mathcal{F}$ of $s$ is different from $y_i$. Note that $H_2$ contains $g^{-1}(\mathbb{P}_a)$. Then, by a similar argument to the proof of (7.1), we obtain the desired vanishing of $H^*(X, \mathcal{P}_{y,1} \otimes \mathcal{O}_X(-\delta_i))$ by [6, 7.26] and [25] Thm. 5.1].

Now we derive the decomposition (7.23). By Lemma [23] (2),

$$\Phi_1(\mathcal{O}_X(-\delta_i)), \Phi_1(\mathcal{O}_X(-\delta'_i)) \in \mathcal{D}^b(F_i),$$

in $\mathcal{D}^b(F_i)$. Since we have shown that $\Phi_1$ is fully faithful in the subsection $\mathcal{D}^b(F_i)$, $\Phi_1(\mathcal{O}_X(-\delta_i))$, and $\Phi_1(\mathcal{O}_X(-\delta'_i))$ are exceptional objects on $\mathcal{D}^b(F_i)$. Thus we obtain an exceptional collection;

$$\mathcal{O}_{F_i}(-1, -1), \Phi_1(\mathcal{O}_X(-\delta_i)), \Phi_1(\mathcal{O}_X(-\delta'_i)), \mathcal{O}_{F_i}.$$

We conclude that this collection is full by Theorem [24, Thm. 1.2.4].

Now the claim (7.11) follows from Step 6 and Lemma 7.2.6, and then we have finished our proof of the fullness of the collection in Theorem [1.2.4].
7.3. Relation with the result of Ingalls and Kuznetsov. In this subsection, we give a new proof of [98] Theorem 4.3 using the functor $\Phi_1$. For this, we refine Lemma 7.2.6.

We describe

$$\Delta := \Delta|_{\tilde{Y} \times X}$$

with the natural projections

$$p: \Delta \to \tilde{Y} \text{ and } q: \Delta \to X.$$ 

**Lemma 7.3.1.** (1) Any fiber of $q: \Delta \to X$ is a tree of $\mathbb{P}^1$’s, and a general fiber is the strict transform of a copy of $\mathbb{P}^3$ in $Y$ of degree 1 with respect to $M$. In particular, $\mathbb{R}^\bullet q_*\mathcal{O}_\Delta = 0$ for $\bullet > 0$.

(2) $p: \Delta \to \tilde{Y}$ is a finite morphism outside a finite set of points on $\tilde{Y}$. A 0-dimensional fiber of $p$ is a length six subscheme of $X$. A positive dimensional irreducible component of a fiber is a line or a conic on $X$ with respect to $\mathcal{O}_X(L)$. Moreover, for any point $y \in F_1$, the fiber of $p$ over $y$ is a 0-dimensional subscheme

$$\eta_y = \eta + \eta',$$

where $\eta \sim L|_{\delta_i}$ and $\eta' \sim L|_{\delta'_i}$ as divisors on $\delta_i$ and $\delta'_i$, respectively.

**Proof.** (1) Let $x$ be a point of $X$. By Proposition 6.4.2 (1), $q^{-1}(x)$ parameterizes conics in $G(2, V)$ containing $\{l_x\}$ and corresponding to quadrics in $P_3$ (we recall that $\tilde{Y} \cap \mathcal{R}_\sigma = \emptyset$). By Proposition 6.3.1 (1), quadrics in $P_3$ containing $l_x$ form a line in $P_3$. If this line does not pass through singular points of $H$, then $q^{-1}(x)$ is isomorphic to this line. This gives the description of a general fiber of $q$ as in the statement.

Assume that this line passes through at least one singular point of $H$. Let $Q$ be the rank 2 quadric corresponding to this singular point.

We show that $l_x$ is not contained in the singular locus of $Q$. Actually, this is a classically well-known result (cf. [3] Ex. VIII.19 (H2))). We give a proof here for readers’ convenience. By the projective duality between $\mathcal{X} = \mathbb{S}^2\mathbb{P}(V)$ and Sing $\mathcal{X} = \mathbb{S}^2\mathbb{P}(V^*)$. $Q$ corresponds to a hyperplane $H_Q \subset \mathbb{P}(\mathbb{S}^2V)$ tangent to $\mathcal{X}$ and, moreover, $\mathcal{X} \cap H_Q$ is singular along $\mathbb{S}^2\mathbb{P}(V_2)$. Since $f(x) \in \mathcal{X}$ is contained in $\mathbb{S}^2\mathbb{P}(V_2)$, $\mathcal{X} \cap H_Q$ is singular at $f(x)$. This is a contradiction since $X$ can be written as $X = \mathcal{X} \cap H_Q \cap H_1 \cap H_2 \cap H_3$ with three hyperplanes $H_1, H_2, H_3$, and then would be singular at $f(x)$.

We write $Q = \mathbb{P}(V^a_2) \cup \mathbb{P}(V^b_2)$. We may assume that $l_x \subset \mathbb{P}(V^a_2)$ and $l_x \not\subset \mathbb{P}(V^b_2)$ by the previous paragraph. Let $l_a \cup l_b$ be a rank two conic corresponding to $Q$, where $l_k := \{C^2 \mid V^k_1 \subset C^2 \subset V^k_3\} (k = a, b)$ with 1-dimensional subspaces $V^k_1 \subset V^k_3 \cap V^b_3$. Then $l_a \cup l_b$ contains $\{l_x\}$ if and only if $[V^a_2] \in l_a$. Under this condition, $[V^a_2]$ is determined as $[V^a_2] = l_b \cap \mathbb{P}(V^a_2 \cap V^b_2)$. Therefore the conics $l_a \cup l_b$ containing $\{l_x\}$ form a copy of $\mathbb{P}^1$ as $l_b$ varies. Consequently, any component of $q^{-1}(x)$ is a $\mathbb{P}^1$.

The second assertion in (1) follows from the first.

(2) Let $y$ be a point of $\tilde{Y}$. Since $\tilde{Y} \cap \mathcal{R}_\sigma = \emptyset$, the fiber of $\tilde{Y} \to \mathcal{X}$ over $y$ is a conic, which we denote by $q_y$ (Proposition 5.3.1). Then, by Proposition 6.4.2 (2), $p^{-1}(y) = g^{-1}(q_y) \cap X$, where we consider $X \subset \mathcal{X}$.

Let $y$ be a point of $\tilde{Y}$ such that $\dim p^{-1}(y) = 0$. We write $X = H_1 \cap H_2 \cap H_3 \cap H_4$, where $H_i \in |\mathcal{O}_X(1)|$ ($1 \leq i \leq 4$) and $H_1$ corresponds to the image of $y$ on $P_3$ by the projective duality. Then the $\mathbb{P}^2$-bundle $g^{-1}(q_y)$ is contained in $H_1$, and hence $p^{-1}(y) = g^{-1}(q_y) \cap H_2 \cap H_3 \cap H_4$. We see the degree of the r.h.s. is 6 since $\deg \mathbb{S}^2\mathbb{F}_{q_y} = 6$.

From now on we consider $X \subset G(2, V)$. Then $p^{-1}(y) = q_y \cap X$. 


If a positive dimensional subvariety of $\tilde{Y}$ is contained in the subset of $\gamma$'s such that $\dim p^{-1}(y) > 0$, then $X$ is covered by the images of components of $q_0$ for such $\gamma$'s, a contradiction since $X$ is not ruled. Therefore, there exists at most finite number of such $\gamma$'s.

Now let $y$ be a point of $F_i$. Let $l_a \cup l_b$ be the rank two conic corresponding to $y$, where $l_k := \{C^2 | V^k_1 \subset C^2 \subset V^k_3 \} (k = a, b)$ with 3-dimensional subspaces $V^k_3$ as in Step 7 of the proof of (7.3) and 1-dimensional subspaces $V^k_1 \subset V^k_2 \cap V^k_3$. Then the fiber of $p$ over $y$ is $(l_a \cup l_b) \cap X$. It is equal to $(l_a \cap \delta_i) \cup (l_b \cap \delta'_i)$ since $P_a \cap X = \delta_i$ and $P_b \cap X = \delta'_i$. If $l_a \subset \delta_i$ or $l_b \subset \delta'_i$, then $P_a \cap P_b \in X$. This contradicts the third paragraph in the proof of Lemma 7.3.1 (1) since $P_a \cap P_b$ corresponds to the line contained in $\mathbb{P}(V^3_3) \cap \mathbb{P}(V^3_3)$, and thus $(l_a \cup l_b) \cap X$ is a 0-dimensional subscheme of length six. Setting $\eta = l_a \cap \delta_i$ and $\eta' = l_b \cap \delta'_i$, we obtain the final assertion of the lemma since $\mathcal{O}_{\mathcal{P}a}(1)|_{\delta_i} = L|_{\delta_i}$ and $\mathcal{O}_{\mathcal{P}b}(1)|_{\delta'_i} = L|_{\delta'_i}$. \[\square\]

Remark. It is possible to construct an example such that $p$ has a positive dimensional fiber.

In [30], Kuznetsov and Ingalls obtained the following result:

**Theorem 7.3.2.** We define the following triangulated subcategories $A_X$ and $A_Y$ in $D^b(X)$ and $D^b(\tilde{Y})$, respectively:

$$D^b(X) = \langle \{O_X(-\delta_i)\}_{i=1}^{10}, A_X \rangle,$$

$$D^b(\tilde{Y}) = \langle \{O_F, (-1, 1)\}_{i=1}^{10}, \{O_{F_i}(0, -1)\}_{i=1}^{10}, A_Y, \mathcal{O}_{\tilde{Y}}(1), \mathcal{O}_{\tilde{Y}}(2) \rangle.$$

Then there exists an equivalence $A_X \simeq A_Y$.

Refining Lemma 7.2.6 and in the following proposition, we deduce from Theorem 7.3.1 that $\Phi_1$ induces an equivalence $A_X \rightarrow A_Y$, which immediately gives another proof of Theorem 7.3.2.

**Proposition 7.3.3.**

$$\Phi_1(O_X(-\delta_i)) = O_{F_i}(0, -1)[-1], \Phi_1(O_X(-\delta'_i)) = O_{F_i}(-1, 0)[-1].$$

**Proof.** By symmetry, we have only to show the claim for $\delta_i$. We denote by $p_1: \tilde{Y} \times X \rightarrow \tilde{Y}$ and $p_2: \tilde{Y} \times X \rightarrow X$, the natural projections.

We compute $\Phi_1(O_X(-\delta_i))$ explicitly by using the descriptions of $\Delta_1$ as in Lemma 7.3.1 and the following exact sequence relating $P_1$ and $\Delta_1$, which is derived in the appendix (the subsection [A.4]):

$$0 \rightarrow O_{\tilde{Y}} \boxtimes O_X(-L) \rightarrow \mathcal{Q}_{\tilde{Y}} \boxtimes O_X \rightarrow P_1 \rightarrow \omega_{\Delta_1/\tilde{Y}} \otimes \omega_X^{-1} \otimes O_X(-L) \rightarrow 0.$$  

We split (7.27) \[\otimes p_2^*O_X(-\delta_i)\] as follows:

$$0 \rightarrow O_{\tilde{Y}} \boxtimes O_X(-L - \delta_i) \rightarrow \mathcal{Q}_{\tilde{Y}} \boxtimes O_X(-\delta_i) \rightarrow C \rightarrow 0,$$

$$0 \rightarrow C \rightarrow P_1 \otimes O_X(-\delta_i) \rightarrow \omega_{\Delta_1/\tilde{Y}} \otimes O_X(-L - \delta_i) \rightarrow 0,$$

where we use $K_X = \delta'_i - \delta_i$ in (7.28).

**Step 1.** We will derive the following short exact sequence by computing $p_{1*}$ of (7.28):

$$0 \rightarrow R^i p_{1*}C \rightarrow H^0(X, O_X(L + \delta'_i))^* \otimes O_{\tilde{Y}} \rightarrow H^0(X, O_X(\delta'_i))^* \otimes \mathcal{Q}_{\tilde{Y}} \rightarrow 0.$$
Indeed, by (7.28), we obtain $p_1\mathcal{C} = 0$ since $H^\bullet(X, \mathcal{O}_X(-L - \delta_i)) \simeq H^\bullet(X, \mathcal{O}_X(-\delta_i)) = 0$ for $\bullet = 0, 1$. By the Serre duality, we have

$$H^2(X, \mathcal{O}_X(\mathcal{O}_X(-L - \delta_i)) \simeq H^0(X, \mathcal{O}_X(\mathcal{O}_X(L + \delta_i))^*, \ H^2(X, \mathcal{O}_X(\mathcal{O}_X(-\delta_i)) \simeq H^0(X, \mathcal{O}_X(\delta_i))^*$$

since $K_X = \delta_i - \delta_i$. Consider the map

$$(7.31) \quad H^2(X, \mathcal{O}_X(-L - \delta_i)) \otimes \mathcal{O}_Y \to H^2(X, \mathcal{O}_X(\mathcal{O}_X(-\delta_i)) \otimes \mathcal{Q}|_Y$$

obtained by taking $p_{1*}$ of (7.28). It is easy to see by the Serre duality that this map is dual to the map

$$(7.32) \quad H^0(X, \mathcal{O}_X(\delta_i)) \otimes \mathcal{Q}|_Y \to H^0(X, \mathcal{O}_X(L + \delta_i)) \otimes \mathcal{O}_Y$$

induced from the map

$$(7.33) \quad \mathcal{Q}|_Y \otimes \mathcal{O}_X \to \mathcal{O}_X(L) \otimes \mathcal{O}_Y,$$

which is obtained by taking the dual of (7.24). We see that the cokernel of (7.32) is a locally free sheaf since the map (7.32) at the fiber of any point $y \in \bar{Y}$ gives three linearly independent members of $|L + \delta_i|$. Therefore the map (7.31) is surjective, and then we have $R^2p_{1*}\mathcal{C} = 0$ from (7.28). Now we have obtained (7.30).

**Step 2.** We will derive the following exact sequence by computing $p_{1*}$ of (7.29):

$$(7.34) \quad 0 \to (p_*q^*\mathcal{O}_X(L + \delta_i))^* \to R^1p_{1*}\mathcal{C} \to R^1p_1(\mathcal{P}_1 \otimes p_2^*\mathcal{O}_X(-\delta_i)) \to R^2p_*\{\omega_{\Delta_i/\mathcal{Y}} \otimes \mathcal{O}_X(-L - \delta_i)\} \to 0.$$

Moreover we will obtain

$$(7.35) \quad \Phi_1(\mathcal{O}_X(-\delta_i)) = R^1p_{1*}(\mathcal{P}_1 \otimes p_2^*\mathcal{O}_X(-\delta_i))[\mathcal{O}_X(\mathcal{O}_X(L + \delta_i))]$$

Indeed, by Lemma (7.31) (2), we can describe $R^2p_*\{\omega_{\Delta_i/\mathcal{Y}} \otimes \mathcal{O}_X(-L - \delta_i)\}$ as follows:

- $R^2p_*\{\omega_{\Delta_i/\mathcal{Y}} \otimes \mathcal{O}_X(-L - \delta_i)\} = 0$ since any fiber of $p$ has dimension $\leq 1$.
- $\dim \text{Supp} R^1p_*\{\omega_{\Delta_i/\mathcal{Y}} \otimes \mathcal{O}_X(-L - \delta_i)\} = 0$ since the support is contained in the union of the images of positive dimensional fibers of $p$.

Indeed, this isomorphism holds outside the union of the images of positive dimensional fibers of $p$ by the relative duality (Theorem 4.0.2). Then, actually this isomorphism holds all over $\bar{Y}$ since the sheaves on the both sides are reflexive by the proof of [20, Cor. 1.7].

Then, by taking $p_{1*}$ of (7.29), we have $R^2p_{1*}(\mathcal{P}_1 \otimes p_2^*\mathcal{O}_X(-\delta_i)) = 0$ (note that we have already shown $R^2p_{1*} = 0$). We also have $\text{Supp} R^1p_{1*}(\mathcal{P}_1 \otimes p_2^*\mathcal{O}_X(-\delta_i)) = 0$ since it is at most a torsion sheaf by Lemma (7.2.6) and $(p_*q^*\mathcal{O}_X(L + \delta_i))^*$ is torsion free (note also that we have already shown $p_{1*} = 0$). Therefore we obtain (7.34) and (7.35).

We set

$$(7.37) \quad A := R^1p_{1*}(\mathcal{P}_1 \otimes p_2^*\mathcal{O}_X(-\delta_i)).$$

Now the problem is reduced to compute $A$ explicitly, which will be done in Step 5 below.

**Step 3.** We compute the duals of (7.30) and (7.34).
As for (7.30), we immediately obtain
\[(7.38) \quad 0 \to H^0(X, \mathcal{O}_X(L + \delta_i')) \otimes \tilde{\mathcal{Q}}^*_{\mathcal{Y}} \to H^0(X, \mathcal{O}_X(L + \delta_i')) \otimes \mathcal{O}_{\mathcal{Q}} \to (R^1p_{1*}\mathcal{C})^* \to 0.
\]

As for (7.34), we have
\[(7.39) \quad 0 \to (R^1p_{1*}\mathcal{C})^* \to p_*q^*\mathcal{O}_X(L + \delta_i') \to \mathcal{E}xt^1_Y(A, \mathcal{O}_{\mathcal{Q}}) \to 0.
\]

Indeed, this follows by noting

- \(p_*q^*\mathcal{O}_X(L + \delta_i')\) is a reflexive sheaf on \(\tilde{\mathcal{Y}}\) by Lemma 7.3.1 (2) and the proof of [20] Cor. 1.7.
- \(R^1p_{1*}\mathcal{C}\) is a locally free sheaf on \(\tilde{\mathcal{Y}}\) by (7.30), and then \(\mathcal{E}xt^1(R^1p_{1*}\mathcal{C}, \mathcal{O}_{\mathcal{Q}}) = 0\).
- \(\mathcal{E}xt^*\left(R^1p_*\{\omega_{\Delta_1/\mathcal{Y}} \otimes \mathcal{O}_X(-L - \delta_i')\}, \mathcal{O}_{\mathcal{Q}}\right) = 0\) for \(i < 3\) by (7.36) and [10] Cor. 3.5.11.

**Step 4.** We will prove the composite
\[(7.40) \quad H^0(Y, \mathcal{O}_X(L + \delta_i')) \otimes \mathcal{O}_{\mathcal{Q}} \to p_*q^*\mathcal{O}_X(L + \delta_i')
\]
induced from (7.38) and (7.39) coincides with the natural map
\[(7.41) \quad H^0(Y, \mathcal{O}_X(L + \delta_i')) \to H^0(\tilde{\mathcal{X}}, (R^1p_{1*}\mathcal{C})^*)
\]
up to a linear isomorphism of \(H^0(Y, p_*q^*\mathcal{O}_X(L + \delta_i'))\) onto itself.

Indeed, in (7.38), we have \(H^0(\tilde{\mathcal{X}}, \tilde{\mathcal{Q}}^*_{\mathcal{Y}}) = 0\) for any \(i\) since \(H^*(\tilde{\mathcal{Y}}, \tilde{\mathcal{Q}}^*(-t)) = 0\) for \(0 \leq t \leq 6\) by [25] Thm.5.1, Prop. 5.9. Therefore the map
\[(7.42) \quad H^0(\tilde{\mathcal{X}}, (R^1p_{1*}\mathcal{C})^*) \to H^0(Y, \mathcal{O}_X(L + \delta_i'))
\]
induced from (7.38) is an isomorphism. Note that \(H^0(\tilde{\mathcal{X}}, p_*q^*\mathcal{O}_X(L + \delta_i')) \simeq H^0(X, \mathcal{O}_X(L + \delta_i'))\), where the second isomorphism follows from \(R^\bullet q_*\mathcal{O}_{\Delta_1} = 0\) for \(i > 0\) (Lemma 7.3.1 (1)). Since the map
\[(7.43) \quad H^0(Y, (R^1p_{1*}\mathcal{C})^*) \to H^0(Y, p_*q^*\mathcal{O}_X(L + \delta_i')) \simeq H^0(X, \mathcal{O}_X(L + \delta_i'))
\]
induced from (7.39) is injective, the composite of (7.41) and (7.42) is an isomorphism. This implies the assertion.

**Step 5.** Now we compute \(\mathcal{A}\) as in (7.31) and finish the proof of the proposition.

Note that \(\mathcal{A}\) is a locally free sheaf on \(F_i\) by Lemma 7.2.6 and Theorem 2.0.4. Therefore, by duality, we have
\[
\mathcal{E}xt^1_Y(A, \mathcal{O}_{\mathcal{Q}}) \simeq \mathcal{H}om_{\mathcal{F}_i}(A, \mathcal{O}_{\mathcal{F}_i}(F_i)) \simeq A^*(-1, -1),
\]
where \(A^*\) means the dual of \(\mathcal{A}\) as an \(\mathcal{O}_{\mathcal{F}_i}\)-module. By (7.39) and Step 4, \(A^*(-1, -1)\) is the cokernel of (7.40). Let \(y \in F_i\) be a point. Then the fiber \(p: \Delta_1 \to \mathcal{Q}\) over \(y\) is the 0-dimensional subscheme \(\eta_y = \eta + \eta'\) of degree six described in Lemma 7.3.1 (2). We will show that the natural map \(H^0(X, \mathcal{O}_X(L + \delta_i')) \to H^0(\eta_y, \mathcal{O}_{\mathcal{Q}}(L + \delta_i'))\) is surjective, and the natural map \(H^0(X, \mathcal{O}_X(L + \delta_i')) \to H^0(\eta, \mathcal{O}_{\mathcal{Q}}(L + \delta_i'))\) has one dimensional cokernel.

Since \(H - L = \delta_i' - \delta_i\), we have
\[(7.43) \quad H + \delta_i = L + \delta_i'.
\]

We show the assertion for \(\eta'\). By (7.43), we have the exact sequence:
\[
0 \to \mathcal{O}_X(L) \to \mathcal{O}_X(L + \delta_i') \to \mathcal{O}_N(H) \to 0
\]
since \( \delta_1 \cap \delta'_1 = \emptyset \). This induce a surjection \( H^0(X, O_X(L + \delta'_1)) \to H^0(\delta'_1, O_{\delta'_1}(H)) \) since \( H^1(X, O_X(L)) = 0 \) by the Kodaira vanishing theorem. We consider the exact sequence

\[
0 \to O_{\delta'_1}(H - L) \to O_{\delta'_1}(H) \to O_{\eta'}(H) \to 0,
\]
where we note that \( L|_{\delta'_1} \sim \eta' \). Since \( (H - L)|_{\delta'_1} \) is a torsion divisor, we have \( H^i(\delta'_1, (H - L)|_{\delta'_1}) = 0 \) for \( i = 0, 1 \). Thus the induced map \( H^0(\delta'_1, O_{\delta'_1}(H)) \to H^0(\eta', O_{\eta'}(H)) \) is an isomorphism, and then the induced map \( H^0(X, O_X(L + \delta'_1)) \to H^0(\delta'_1, O_{\delta'_1}(H)) \to H^0(\eta', O_{\eta'}(H)) \) is surjective.

We show the assertion for \( \eta \). By (7.38), we have the exact sequence:

\[
0 \to O_X(H) \to O_X(L + \delta'_1) \to O_{\delta_1}(L) \to 0,
\]
This induce a surjection \( H^0(X, O_X(L + \delta'_1)) \to H^0(\delta_1, O_{\delta_1}(L)) \) since \( H^1(X, O_X(H)) = 0 \) by the Kodaira vanishing theorem. We consider the exact sequence

\[
0 \to O_{\delta_1} \to O_{\delta_1}(L) \to O_{\eta}(L) \to 0,
\]
where we note that \( L|_{\delta_1} \sim \eta \). Thus the induced map \( H^0(\delta_1, O_{\delta_1}(L)) \to H^0(\eta, O_{\eta}(L)) \) has one dimensional cokernel, and then so does the induced map \( H^0(X, O_X(L + \delta'_1)) \to H^0(\delta_1, O_{\delta_1}(L)) \to H^0(\eta, O_{\eta}(L)) \).

In particular, \( A \) is an invertible sheaf on \( F_t \). Moreover, if \( y \) moves on a fiber corresponding to \( \delta'_1 \), then the fiber of \( A \) at \( y \) does not change. Therefore \( A^*(−1, −1) = O_{F_t}(a, 0) \) with some \( a \in \mathbb{Z} \). As we have seen above, \( (7.39) \) induces an isomorphism \( H^0(\tilde{Y}, (R^1p_1, C)^*) \cong H^0(\tilde{Y}, p_*q^*O_X(L + \delta'_1)) \), and, by \( (7.38) \), we have

\[
H^*\left(\tilde{Y}, (R^1p_1, C)^*\right) = 0 \quad (\bullet = 1, 2, 3).
\]
Moreover, by the Leray spectral sequence for \( p \), \( H^1(\tilde{Y}, p_*q^*O_X(L + \delta'_1)) \) is contained in \( H^1(\Delta_V, q^*O_X(L + \delta'_1)) \), and, by \( R^*q_*O_{\Delta_V} = 0 \) for \( \bullet > 0 \) (Lemma 7.3.3 (1)), the latter is isomorphic to \( H^1(X, O_X(L + \delta'_1)) \), which is zero by the Kodaira vanishing theorem. Thus we have \( H^1(\tilde{Y}, p_*q^*O_X(L + \delta'_1)) = 0 \). Therefore, by \( (7.39) \), we obtain \( H^*(F_t, A^*(-1, -1)) = 0 \) for \( \bullet = 0, 1 \). Thus we have \( a = -1 \), which in turn shows \( A = O_{F_t}(0, -1) \).

\[ \square \]

**Appendix A. Locally free resolution of \( \tau_{\mathcal{V}}\mathcal{P} \)**

**A.1. Locally free resolutions of the ideal sheaves of \( \Delta \).** The aim of this subsection is to construct locally free resolutions of the ideal sheaves of \( \Delta \) in \( \mathcal{V} \times \mathcal{X} \) and \( \mathcal{V} \).

**Theorem A.1.1.** (1) The ideal sheaf \( \mathcal{I} \) of \( \Delta \) in \( \mathcal{V} \times \mathcal{X} \) has the following \( SL(V) \)-equivariant locally free resolution:

\[
\begin{align*}
0 \to S_L \otimes O_{\mathcal{X}}(H - L) \to \tilde{T}^* \otimes \mathcal{F}(H) \to \\
O_{\mathcal{X}} \otimes S^2\mathcal{F}(H + L) \oplus \tilde{Q}^*(M) \otimes O_{\mathcal{X}}(H) \to \\
\mathcal{I}(M + H + L) \to 0,
\end{align*}
\]
where the symbol \( g^* \) for \( \mathcal{F}^* \) and \( S^2\mathcal{F}^* \) is omitted, \( M + H + L \) means the twist by \( O_M(H) \otimes O_{\mathcal{X}}(H + L) \), and we follow Convention 1.5.1

(2) Set \( \mathcal{I}_{\Delta/\mathcal{V}} := \mathcal{I}/\mathcal{I}_{\mathcal{V}} \), the ideal sheaf of \( \Delta \) in \( \mathcal{V} \). Then \( \tau_{\mathcal{V}}\mathcal{I}_{\Delta/\mathcal{V}} \) has the following \( SL(V) \)-equivariant locally free resolution on \( \mathcal{V} : \)

\[
\begin{align*}
0 \to S_L \otimes O_{\mathcal{X}}(H - L) \to \tilde{T}^* \otimes \mathcal{F}(H) \to \\
O_{\mathcal{X}} \otimes T_{\mathcal{X}/G(2,V)}(L) \oplus \tilde{Q}^*(M) \otimes O_{\mathcal{X}}(H) \to \\
\tau_{\mathcal{V}}\mathcal{I}_{\Delta/\mathcal{V}}(M + H + L) \to 0,
\end{align*}
\]
where \( T_{\mathcal{X}/G(2,V)} \) is the relative tangent bundle for the morphism \( \mathcal{X} \to G(2,V) \).
Remark. The twist by \( \mathcal{O}_g(M) \boxtimes \mathcal{O}_g(H + L) \) turns out to be convenient in the proof of Theorem 6.3.2 below.

The proof of Theorem A.1.1 is almost identical with that of [26, Thm. 5.1.3], so we only give its outline below.

We recall the diagram (6.10). The starting point is the following locally free resolution of the ideal sheaf \( I_0 \) of \( \Delta_0 \) in \( \text{G}(2, V) \times \text{G}(2, V) \) (cf. [26, Prop. 5.1.1]).

**Proposition A.1.2.** The ideal sheaf \( I_0 \) has the following Koszul resolution:

\[
(A.3) \quad 0 \to \wedge^4(\mathbb{S}^* \boxtimes \mathcal{F}) \to \wedge^3(\mathbb{S}^* \boxtimes \mathcal{F}) \to \wedge^2(\mathbb{S}^* \boxtimes \mathcal{F}) \to \mathbb{S}^* \boxtimes \mathcal{F} \to I_0 \to 0.
\]

Let \( I_0 \) be the ideal sheaf of \( \Delta_0 \) on \( \mathcal{X} \times \mathcal{X} \). By pulling back the locally free resolution (A.3) to \( \mathcal{X} \times \mathcal{X} \), we see that \( I_0 \) has the following locally free resolution, where we omit the symbols of the pull-backs:

\[
(A.4) \quad 0 \to \wedge^4(\mathbb{S}^* \boxtimes \mathcal{F}) \to \wedge^3(\mathbb{S}^* \boxtimes \mathcal{F}) \to \wedge^2(\mathbb{S}^* \boxtimes \mathcal{F}) \to \mathbb{S}^* \boxtimes \mathcal{F} \to I_0 \to 0.
\]

We recall that we denote the transform of \( \mathcal{P}_\sigma \) on \( \mathcal{X} \) also by \( \mathcal{P}_\sigma \). We set

\[
\mathcal{X}_0 := \mathcal{X} \setminus \sigma^{-1}(\mathcal{P}_\sigma), \quad \mathcal{X}_0 := \mathcal{X} \setminus \mathcal{P}_\sigma.
\]

By Proposition 5.3.1, \( \mathcal{X}_0 \to \mathcal{X}_0 \) is a conic bundle and a fiber of \( \pi_0 \) is a non-\( \sigma \)-conic on \( \text{G}(2, V) \). Now we calculate the pushforward of (A.4) by \( \pi_0 := \pi \times \text{id}_{\mathcal{X}} : \mathcal{X} \times \mathcal{X} \to \mathcal{X} \times \mathcal{X} \) over its flat locus \( \mathcal{X}_0 \).

Until the end of this subsection, we consider only on \( \mathcal{X}_0 \) to calculate the higher direct images for \( \pi_0 \). To simplify the notation, we abbreviate the symbols for the restriction.

Then we obtain the following exact sequence on the locus \( \mathcal{X}_0 \times \mathcal{X}_0 \):

\[
(A.5) \quad 0 \to R^1\pi_0^* \wedge^4(\mathbb{S}^* \boxtimes \mathcal{F}) \to R^1\pi_0^* \wedge^3(\mathbb{S}^* \boxtimes \mathcal{F}) \to R^1\pi_0^* \wedge^2(\mathbb{S}^* \boxtimes \mathcal{F}) \to \mathbb{S}^* \boxtimes \mathcal{F} \to I_0 \to 0,
\]

where \( I_0 \) is the ideal sheaf of \( \Delta_0 \) and is equal to \( \pi_0^* I_0 \).

By Proposition 2.0.4 for the morphism \( \mathcal{X}_0 \times \mathcal{X}_0 \to \mathcal{X}_0 \times \mathcal{X}_0 \), we have

\[
R^1\pi_0^* \wedge^4(\mathbb{S}^* \boxtimes \mathcal{F}) \simeq (\pi_0^* \{ \wedge^4(\mathbb{S}^* \boxtimes \mathcal{F}) \otimes \omega_{\mathcal{Y}_0/\mathcal{X}_0} \})^*.
\]

Note that

\[
\omega_{\mathcal{D}/\mathcal{G} \times \mathcal{X} / \mathcal{Y} / \mathcal{X}} = \text{pr}^* \omega_{\mathcal{D}/\mathcal{G}} \boxtimes \mathcal{O}_{\mathcal{X}} \simeq \mathcal{O}_{\mathcal{D}}(M - L) \boxtimes \mathcal{O}_{\mathcal{X}},
\]

where the second isomorphism follows from the formula of the relative canonical divisor \( K_{\mathcal{Y}/\mathcal{G}} \):

\[
K_{\mathcal{Y}/\mathcal{G}} = M - L
\]

(cf. [26, Prop. 4.5.1 (3)]). Thus we have

\[
R^1\pi_0^* \wedge^4(\mathbb{S}^* \boxtimes \mathcal{F}) \simeq (\pi_0^* \{ \wedge^4(\mathbb{S}^* \boxtimes \mathcal{F}) \otimes (\mathcal{O}_{\mathcal{Y}}(-L) \boxtimes \mathcal{O}_{\mathcal{X}}) \}) \otimes (\mathcal{O}_{\mathcal{Y}}(M) \boxtimes \mathcal{O}_{\mathcal{X}}))^*.
\]

We write down this more explicitly. Note that, by [18, Exercise 6.11], it holds that

\[
\wedge^4(\mathbb{S}^* \boxtimes \mathcal{F}) \simeq \bigoplus_{\lambda} \Sigma^\lambda \mathbb{S} \boxtimes \Sigma^\lambda \mathcal{F},
\]

where \( \lambda \) are partitions of \( i \) with at most 2 rows and column, and \( \lambda' \) is the partitions dual to \( \lambda \).
Now the exact sequence \((\Lambda 0)\otimes \mathcal{O}_{\mathcal{X}}(M) \boxtimes \mathcal{O}_{\mathcal{X}}(H + L)\) on the locus \(\mathcal{W} \times \mathcal{X}\) is presented as follows:
\[
0 \rightarrow (\pi_{\mathcal{X}}^* \mathcal{O}_{\mathcal{X}}(L))^* \boxtimes \mathcal{O}_{\mathcal{X}}(H - L) \rightarrow (\pi_{\mathcal{X}}^* \mathcal{S})^* \boxtimes \mathcal{I}(H) \rightarrow \\
\mathcal{O}_{\mathcal{X}} \boxtimes S^2 \mathcal{I}(H + L) \oplus (\pi_{\mathcal{X}}^*(S^2 \mathcal{S}(-1)))^* \boxtimes \mathcal{O}_{\mathcal{X}}(H) \\
\rightarrow \mathcal{T}(M + H + L) \rightarrow 0.
\]

We would like to compute the following sheaves explicitly:
\[
(\text{A.6}) \quad \pi_{\mathcal{X}}^* \mathcal{O}_{\mathcal{X}}(L), \pi_{\mathcal{X}}^* \mathcal{S}, \pi_{\mathcal{X}}^*(S^2 \mathcal{S}(-1)).
\]

For this, we estimate these sheaves using \(\tilde{\mathcal{X}}^i\) constructed in the subsection 5.3. Let \(\pi_{\tilde{\mathcal{X}}} : \tilde{\mathcal{X}}^i \rightarrow \tilde{\mathcal{X}}\) and \(\tilde{\rho} : \tilde{\mathcal{X}}^i \rightarrow G(2, V)\) be the natural morphisms. We set \(\tilde{G} := G(2, V) \times \tilde{\mathcal{X}}\). \(\tilde{\mathcal{X}}^i\) has a better description in \(\tilde{G}\) than \(\tilde{\mathcal{X}}\). Namely, \(\tilde{\mathcal{X}}^3\) is the complete intersection in \(\tilde{G}\) with respect to a section of \(\tilde{\mathcal{Q}} \boxtimes \mathcal{O}_{G(2, V)}(1)\) by Proposition \ref{2.1} and then the sheaf \(\mathcal{O}_{\tilde{\mathcal{X}}^i}\) has the following Koszul resolution as an \(\mathcal{O}_{\tilde{G}}\)-module:
\[
0 \rightarrow \mathcal{E}_3 \rightarrow \mathcal{E}_2 \rightarrow \mathcal{E}_1 \rightarrow \mathcal{O}_{\tilde{G}} \rightarrow \mathcal{O}_{\tilde{\mathcal{X}}^i} \rightarrow 0,
\]
where we set
\[
\mathcal{E}_i := \wedge^i \tilde{\mathcal{Q}}^* \boxtimes \mathcal{O}_{G(2, V)}(-i) \quad \text{for} \ i = 0, 1, 2, 3.
\]
Using this Koszul resolution, we show (cf. \cite[Lemma 5.6.2]{26})

**Lemma A.1.3.** (i) \(\pi_{\tilde{\mathcal{X}}}^* \mathcal{O}_{\tilde{\mathcal{X}}}(L) \simeq \tilde{S}_L^i\),
(ii) \(\pi_{\tilde{\mathcal{X}}}^* \mathcal{S} \simeq \tilde{\mathcal{V}}\), and
(iii) \(\pi_{\tilde{\mathcal{X}}}^*(S^2 \mathcal{S}(-1)) \simeq \tilde{\mathcal{Q}}(-M - F_p)\), where we omit the symbol of the pull-back \((\tilde{\rho})^*\) in the l.h.s.

These are good estimates of the sheaves in (\text{A.6}). Indeed, for any sheaf \(\mathcal{B}\) on \(\mathbb{P}(\rho_{\mathcal{X}}^* \mathcal{S})\), we have a natural map \(\pi_{\tilde{\mathcal{X}}}^* (\mathcal{B}|_{\tilde{\mathcal{X}}}) \rightarrow \pi_{\tilde{\mathcal{X}}}^* (\mathcal{B}|_{\tilde{\mathcal{X}}}^i)\) on \(\tilde{\mathcal{X}}\), which is isomorphic outside \(F_p\). Moreover, if \(\pi_{\tilde{\mathcal{X}}}^* (\mathcal{B}|_{\tilde{\mathcal{X}}})\) is locally free, then the map is injective. Note that this is the case for each sheaf as in (\text{A.6}) by Lemma A.1.3 (i)-(iii).

Finally we obtain (cf. \cite[Prop. 5.6.4]{26})

**Proposition A.1.4.**
\[
\pi_{\mathcal{X}}^* \mathcal{O}_{\mathcal{X}}(L) \simeq \tilde{S}_L^i, \quad \pi_{\mathcal{X}}^* \mathcal{S} \simeq \tilde{\mathcal{V}}, \quad \pi_{\mathcal{X}}^*(S^2 \mathcal{S}(-1)) \simeq \tilde{\mathcal{Q}}(-M).
\]

Now we have obtained the following locally free resolution of \(\mathcal{I}^0(M + H + L)\):
\[
(\text{A.7}) \quad 0 \rightarrow \tilde{S}_L^i \boxtimes \mathcal{O}_{\mathcal{X}}(H - L) \rightarrow \tilde{\mathcal{V}}^* \boxtimes \mathcal{I}(H) \rightarrow \\
\mathcal{O}_{\mathcal{X}} \boxtimes S^2 \mathcal{I}(H + L) \oplus \tilde{\mathcal{Q}}^*(M) \boxtimes \mathcal{O}_{\mathcal{X}}(H) \\
\rightarrow \mathcal{T}(M + H + L) \rightarrow 0.
\]

Let \(\iota_{\mathcal{X}}\) be the open immersion \(\mathcal{W} \times \mathcal{X} \hookrightarrow \mathcal{W} \times \mathcal{X}\). As in \cite[§5.8]{26}, we see that \(\iota_{\mathcal{X}}^* \mathcal{T} = \mathcal{I}\) and the locally free resolution (\text{A.7}) extends to (\text{A.1}).

Now we complete an outline of our proof of Theorem A.1.1 (1).

Next we consider Theorem A.1.1 (2). The ideal sheaf \(\mathcal{I}\) of \(\mathcal{Y}\) on \(\mathcal{W} \times \mathcal{X}\) is isomorphic to \(\mathcal{O}_{\mathcal{Y}}(-M) \boxtimes \mathcal{O}_{\mathcal{X}}(-H)\). The injection \(\mathcal{O}_{\mathcal{X}}(-M) \boxtimes \mathcal{O}_{\mathcal{X}}(-H) \rightarrow \mathcal{O}_{\mathcal{X} \times \mathcal{X}}\) is \(\text{SL}(V)\)-equivariant since \(\mathcal{Y}\) has a natural \(\text{SL}(V)\)-action. We note that
\[
\text{Hom}(\mathcal{O}_{\mathcal{X}}(-M) \boxtimes \mathcal{O}_{\mathcal{X}}(-H), \mathcal{O}_{\mathcal{X} \times \mathcal{X}}) \simeq \\
\text{Hom}(\mathcal{O}_{\mathcal{X}}(-M), \mathcal{O}_{\mathcal{X}}) \otimes \text{Hom}(\mathcal{O}_{\mathcal{X}}(-H), \mathcal{O}_{\mathcal{X}}) \simeq \text{Hom}(S^2 V, S^2 V),
\]
and \(\text{Hom}(S^2 V, S^2 V) \simeq S^2 V \boxtimes S^2 V\) contains a unique one-dimensional representation, which is generated by the identity element. Thus the above injection is induced from the identity element of \(\text{Hom}(S^2 V, S^2 V)\) up to constant.
We have an $\text{SL}(V)$-equivariant map
\[
\mathcal{O}_{\tilde{\mathcal{F}}}(\mathcal{O}_X(-H) \to \mathcal{O}_{\tilde{\mathcal{F}}}(\mathcal{O}_X(-M) \boxtimes S^2\mathcal{F},
\]
which is induced from the inclusion $\mathcal{O}_{\tilde{\mathcal{F}}}(\mathcal{O}_X(-H)) \to \mathcal{O}_{\tilde{\mathcal{F}}}(\mathcal{O}_X(-M) \boxtimes \mathcal{T} \boxtimes \mathcal{O}_X(-L) \to \mathcal{T} \leftarrow \mathcal{O}_{\tilde{\mathcal{F}}}(\mathcal{O}_X(X)$.  

It is easy to verify this is nonzero. Therefore, by the uniqueness of such a map, its image coincides with $\mathcal{I}\mathcal{F}$. Then it is easy to obtain a locally free sheaf of $t_{\mathcal{F}}\mathcal{I}_{\Delta}/\mathcal{Y}$ from (A.1) by replacing $S^2\mathcal{F}(H + L)$ with $S^2\mathcal{F}(H + L)/\mathcal{O}_X(L)$. Now we consider the relative Euler sequence associated to the projective bundle $\tilde{\mathcal{F}} = \mathbb{P}(S^2\mathcal{F})$
\[
0 \to \mathcal{O}_{\tilde{\mathcal{F}}}(\mathcal{O}_X(-H) \to S^2\mathcal{F} \to T_{\tilde{\mathcal{F}}/\mathcal{G}(2,\mathcal{V})}(\mathcal{O}_X(-H)) \to 0.
\]
Then
\[
\text{(A.8)}
\]
\[
\text{(A.9)}
\]
\[
\text{(A.10)}
\]

Then we have the following commutative diagram with exact rows and column:

\[
\]

where we set
\[
\text{(A.10)}
\]

for simplicity of notation, and the first row comes from the definition of $\mathcal{J}$, the second row is exactly (A.2), and the third row are derived from a simple diagram chasing.

Now we will extend the third row of this diagram to a certain complex. By the second row, we have the map $C_2 \to C_3$. Moreover, by [25 Rem. 3.4 (3), Rem. 5.12 (2)], we obtain a nonzero unique $\text{SL}(V)$-equivariant map $C_1 \to C_3$ up to constant. Therefore we obtain a map $C_1 \oplus C_2 \to C_3$.  

A.2. Locally free resolution of $t_{\mathcal{F}}\mathcal{P}$. To show Theorem 6.3.2 we start from some preliminary constructions. We set
\[
K := \text{Coker}(\mathcal{J}(M + H + L) \hookrightarrow \mathcal{I}_{\mathcal{F}}(M + H + L)).
\]

Then we have the following commutative diagram with exact rows and column:
Lemma A.2.1. The third row of the diagram (A.10) and the map $C_1 \oplus C_2 \to C_3$ obtained above induce a complex:

$$0 \to C_1 \oplus C_2 \to C_3 \to C_4 \to \mathcal{I}_{F_0} \mathcal{K}_0 \to 0,$$

which is exact except that the kernel of the map $C_3 \to C_4$ does not coincide with $C_1 \oplus C_2$.

Remark. It is useful to split (A.14) into the following three short exact sequences:

$$\begin{align*}
0 & \to C_1 \oplus C_2 \to \mathcal{K}_1 \to \mathcal{K}_2 \to 0, \\
0 & \to \mathcal{K}_1 \to \mathcal{K}_3 \to 0, \\
0 & \to \mathcal{K}_3 \to C_4 \to \mathcal{I}_{F_0} \mathcal{K}_0 \to 0,
\end{align*}$$

where we define $\mathcal{K}_1$ to be the kernel of the map $C_3 \to C_4$, $\mathcal{K}_2$ to be the cokernel of the inclusion $C_1 \oplus C_2 \hookrightarrow \mathcal{K}_1$, and $\mathcal{K}_3$ to be the kernel of the map $C_4 \to \mathcal{I}_{F_0} \mathcal{K}_0$.

Proof. By the diagram (A.10), we have only to show the following claims (a) and (b):

(a)

$$C_1 \to C_3 \to C_4$$

is a complex (note that $C_2 \to C_3 \to C_4$ is a complex by Theorem A.11 (2)).

(b)

$$C_1 \oplus C_2 \to C_3$$

is injective.

Proof of the claim (a).

It suffices to show the composite (A.13) is a 0-map at the generic point of $\mathcal{Y} \times \mathcal{X}$ since the target $C_4$ of (A.13) is locally free, hence is torsion free. Therefore we only consider points $(y, x)$ of $\mathcal{Y} \times \mathcal{X}$ such that $\mathcal{Y} \to \mathcal{X}$ is isomorphic at $y$, namely, $y \notin F_0$. Then the fiber of the sheaf $\mathcal{T}^*$ at $y$ is isomorphic to $V^*$. Note that a point $x \in \mathcal{X}$ corresponds to a pair $(V_2, U_1)$ of $[V_2] \in G(2, V)$ and one-dimensional subspace $U_1 \simeq \mathbb{C} \subset S^2V_2$.

Step 1. We calculate the map $C_3 \to C_4$ at $(y, x)$.

For this, we treat the twisted map $C_3(-H + L) \to C_4(-H + L)$ instead. Note that the fiber of $\mathcal{F}^*$ is $V_2^*$, and the fiber of $T_{\mathcal{X}_G(2, V)}(-H + 2L)$ is $S^2V_2^*/(U_1 \otimes (\wedge^2 V_2^*)^\otimes 2)$ since $T_{\mathcal{X}_G(2, V)}(-H + 2L) \simeq S^2\mathcal{F}^*/\mathcal{O}_{\mathcal{X}_G}(-H + 2L)$ by (A.5) AD Now we take a basis $e_1, e_2$ of $V_2$ and extend it to a basis $e_1, \ldots, e_4$ of $V$. Note that $\text{Hom}(\mathcal{T}^*, \mathcal{O}_{\mathcal{X}_G}) \simeq V$ and $\text{Hom}(\mathcal{F}^*, S^2\mathcal{F}^*/\mathcal{O}_{\mathcal{X}_G}(-H + 2L)) \simeq V^*$ by [25] Rem. 3.4 (3), Rem. 5.12 (2). Then the map $C_3 \to C_4$ is the unique nonzero $\text{SL}(V)$-equivariant map corresponding to the identity of $\text{Hom}(V, V) \simeq V^* \otimes V$ up to constant. Note that, at each fiber, the natural map $\text{Hom}(\mathcal{T}^*, \mathcal{O}_{\mathcal{X}_G}) \otimes \mathcal{T}^* \to \mathcal{O}_{\mathcal{X}_G}$ is the canonical projection $V \otimes V^* \to \mathbb{C}$, and, by $\text{Hom}(\mathcal{F}^*, S^2\mathcal{F}^*/\mathcal{O}_{\mathcal{X}_G}(-H + 2L)) \simeq \text{Hom}(\mathcal{F}^*, S^2\mathcal{F}^*)$, the map

$$\text{Hom}(\mathcal{F}^*, S^2\mathcal{F}^*/\mathcal{O}_{\mathcal{X}_G}(-H + 2L)) \otimes \mathcal{F}^* \to S^2\mathcal{F}^*/\mathcal{O}_{\mathcal{X}_G}(-H + 2L)$$

is the composite

$$V^* \otimes V_2^* \to V_2^* \otimes V_2^* \to S^2V_2^*/(U_1 \otimes (\wedge^2 V_2^*)^\otimes 2),$$

where the first map in (A.15) is induced from the natural surjection $V^* \to V_2^*$, and the second map is the canonical projection. Therefore, at each fiber, the map
In other words, $V^* \otimes V_2^* \to \mathbb{C} \otimes S^2 V_2^* \simeq S^2 V_2^*$ coincides with the natural projection. In particular, it is surjective, and hence the support of the cokernel of the map $C_3 \to C_4$ is contained in $F_\rho \times F_\delta$. We postpone to determine the support until Lemma (A.2.2).

**Step 2.** We determine the kernel of the map $C_3(-H + L) \to C_4(-H + L)$ at $(y, x)$. We denote a generator of $U_1$ by $a(e_1)^2 + b(e_1e_2) + c(e_2)^2$. It is easy to see that this corresponds to the element $c_1 e_2^2 - b(e_1^2e_1^2) + a(e_1^2)^2$ of $U_1 \otimes \langle \wedge^2 V_2^* \rangle^\otimes 2 \subset S^2 V_2^*$ by the natural pairing $S^2 V_2 \times S^2 V_2 \subset (V_2 \otimes V_2) \times (V_2 \otimes V_2) \to \wedge^2 V_2 \otimes \wedge^2 V_2$. Thus it is the image of $c_1 e_1 - b(e_1^2 + e_2) + a(e_1^2) e_2^2 \in V^* \otimes V_2^*$ by the map (A.16). Consequently, the kernel of the map $C_3(-H + L) \to C_4(-H + L)$ at $(y, x)$ is a six-dimensional vector space with a basis

$$
e_3^* \otimes e_1^*, e_3^* \otimes e_2^*, e_4^* \otimes e_1^*, e_4^* \otimes e_2^*, e_5^* \otimes e_1^*, e_5^* \otimes e_2^*,$$

$$e_1^* \otimes e_2^* - e_2^* \otimes e_1^*, c(e_1^* \otimes e_1^*) - b(e_1^2 + e_2) + a(e_1^2) e_2^2,$$

which we denote by $A$.

**Step 3.** Now we will complete the proof of the claim (a).

We also consider the twisted map

(A.17) \hspace{1cm} C_1(-H + L) \to C_3(-H + L) \to C_4(-H + L)

instead. Note that, at the point $(y, x)$, we have

$$\hat{Q}^* \subset \wedge^2 V^*$$

and $O_{\mathcal{F}}(-H + L) \simeq U_1 \otimes \wedge^2 V_2^*$. Therefore, to show (A.17) is a 0-map, we only have to see the image of the map

(A.18) \hspace{1cm} \wedge^2 V^* \otimes (U_1 \otimes \wedge^2 V_2^*) \to V^* \otimes V_2^*

is contained in $A$. By writing down the map (A.18) explicitly like (A.16), we see that the image of an element

$$(c_i^* \otimes c_j^* - c_j^* \otimes c_i^*) \otimes (a(e_1)^2 + b(e_1e_2) + c(e_2)^2) \otimes (e_1^* \wedge e_2^*) \in \wedge^2 V^* \otimes (U_1 \otimes \wedge^2 V_2^*)$$

by the map (A.18) is

(A.19) \hspace{1cm} \delta_{1i} c_i^* \otimes (ae_1^* - \frac{b}{2} e_1^2) + \delta_{2i} c_j^* \otimes (\frac{b}{2} e_2^2 - ce_1^2) - \delta_{2j} c_i^* \otimes (\frac{b}{2} e_2^2 - ce_1^2) \in V^* \otimes V_2^*

($\delta_{im}$ is Kronecker’s delta), thus, is contained in $A$ as desired. Now we have proved that (A.13) is a complex.

**Proof of the claim (b).**

By twisting $O_{\mathcal{F}}(-H)$, we show

(A.20) \hspace{1cm} \hat{Q}^* \otimes O_{\mathcal{F}}(-H) \otimes \hat{S}_L \otimes O_{\mathcal{F}}(-L) \to \tilde{T}^* \otimes \mathcal{F}

is injective. It suffices to show this at a general point since the source of this map is locally free, hence is torsion free.
Let $W \subset \wedge^2 V^*$ be the fiber of $\tilde{Q}^*$ at a point of $\tilde{Y}$. Then, since the fiber of $\tilde{S}_L^*$ is $(\wedge^2 V^*/W)^*$, the fiber of $\tilde{S}_L$ is the orthogonal space to $W$ with respect to the natural pairing

$$\wedge^2 V^* \times \wedge^2 V^* \to \wedge^4 V^*.$$ 

Thus we denote by $W^\perp$ the fiber of $\tilde{S}_L$. Now we take a basis $e_1, \ldots, e_4$ of $V$ and consider

$$W = (e_1^* \wedge e_2^*, e_1^* \wedge e_3^* - e_2^* \wedge e_4^*, e_3^* \wedge e_4^*).$$

Then we have

$$W^\perp = (e_1^* \wedge e_4^*, e_2^* \wedge e_3^* + e_1^* \wedge e_4^*, e_3^* \wedge e_4^*).$$

This $W$ corresponds to the point $y$ of $\tilde{Y}$ associated to the pair of the rank 4 quadric $x_1 x_4 - x_2 x_3 = 0$ and a family of lines on it, where $x_1, \ldots, x_4$ is the coordinate of $V$ associated to the basis $e_1, \ldots, e_4$. This $y$ is a general point of $\tilde{Y}$. Take a point $x \in \tilde{X}$ associated to a pair $(V_2, U_1)$ of $[V_2] \in G(2, V)$ and one-dimensional subspace $U_1 \subset S^2 V_2$. By generality, we assume that $x \notin E_P$. Therefore we can choose a basis $p = \sum_{i=1}^4 p_i e_i, q = \sum_{j=1}^4 q_j e_j$ of $V_2$ such that $U_1 = \mathbb{C}pq$. Similarly to the computations in the proof of the claim (a), we can describe the images of $\tilde{Q}^* \otimes \mathcal{O}_{\tilde{X}}(-H) \to \tilde{Y}^* \otimes \mathcal{F}$ and $\tilde{S}_L^* \otimes \mathcal{O}_{\tilde{X}}(-L) \to \tilde{Y}^* \otimes \mathcal{F}$ at $(y, x)$ as follows:

- The image of $W \otimes U_1 \to V^* \otimes V_2$ is the subspace with a basis

$$e_2^* \otimes (p_1q + q_1p) - e_1^* \otimes (p_2q + q_2p),$$

$$e_1^* \otimes (p_1q + q_1p) - e_2^* \otimes (p_3q + q_3p) - e_3^* \otimes (p_4q + q_4p),$$

$$e_2^* \otimes (p_2q - q_2p) - e_3^* \otimes (p_3q - q_3p) + e_4^* \otimes (p_4q - q_4p),$$

- The image of $W^\perp \otimes \wedge^2 V^* \to V^* \otimes V_2$ is the subspace with a basis

$$e_2^* \otimes (p_2q - q_2p) - e_1^* \otimes (p_4q - q_4p),$$

$$e_1^* \otimes (p_1q - q_1p) - e_3^* \otimes (p_3q - q_3p) + e_4^* \otimes (p_4q - q_4p),$$

$$e_3^* \otimes (p_3q - q_3p) - e_4^* \otimes (p_4q - q_4p).$$

Therefore, after elementary calculations, we conclude that, if $p_3 \neq q_3$ and $p_1 q_4 + p_4 q_1 \neq p_2 q_3 + p_3 q_2$, then the image of $W \otimes U_1 \otimes W^\perp \otimes \wedge^2 V^* \to V^* \otimes V_2$ is a 6-dimensional vector space. Therefore $A_2$ is injective.

We need more detailed descriptions of $K$ and $K_2$.

**Lemma A.2.2.** (1) $K$ is an invertible sheaf on the variety $D$, where we recall that $D$ is an irreducible component of $\Delta'$ (the subsection 5.4).

(2) The cokernel $K_2$ of the inclusion map $C_1 \oplus C_2 \rightarrow K_1$ is a coherent sheaf on $\mathcal{V}$ of generically rank 2.

**Proof.**

(1) As we have already observed in the proof of Lemma A.2.1 (Step 1 in the proof of the claim (a)), the support of $K$ is contained in $F_p \times \tilde{X}$. We take a point $x \in \tilde{X}$ associated to a pair $(V_2, U_1)$ of $[V_2] \in G(2, V)$ and one-dimensional subspace $U_1 \subset S^2 V_2$. We also take a point $y$ of $F_p$ lying over a point $[V_1] \in \mathcal{P}_p \simeq \mathbb{P}(V)$. Then the image of $\tilde{Y} \to V^* \otimes \mathcal{O}_{\tilde{Y}}$ at $y$ is $(V/V_1)^* \Delta D$ We can proceed in the sequel by following the argument of the proof of the claim (a) with replacing $V^*$ with $(V/V_1)^*$. For example, we consider the map $(V/V_1)^* \otimes V_2^* \rightarrow S^2 V_2^*$ instead of $A_1$. We also follow the notation there. Then we see that the map $C_3 \rightarrow C_4$ is surjective in the case where $V_1 \subsetneq V_2$. Suppose that $V_1 \subset V_2$. Then, by letting $e_1$ be a basis of $V_1$, the image of the map $C_3 \rightarrow C_4$ is generated by the images of $e_1^2, e_4^2$ in $S^2 V_2^*/(U_1 \otimes (\wedge^2 V_2^*))^2$. It implies that the map $C_3 \rightarrow C_4$ is surjective when $c \neq 0$, and the cokernel of the map $C_3 \rightarrow C_4$ is one-dimensional when $c = 0$. The condition $c = 0$ means that the point of $\tilde{X}$ corresponds to a 0-dimensional
subscheme whose support contains the point \([V_1]\), namely, \((y, x) \in D\). Therefore we have shown the claim (1).

(2) First we note that \(\mathcal{K}_2\) is a torsion sheaf on \(\mathcal{F} \times \mathcal{F}\) generically of rank 6 since \(C_3 \to C_4\) is generically surjective by the claim (a) in the proof of Lemma \(\text{A.2.1}\). Therefore we see that \(\mathcal{K}_1\) is a torsion sheaf since rank \(C_1 = 3\).

Now taking the duals of the short exact sequences \(\text{(A.12)}\) in the remark after Lemma \(\text{A.2.1}\) we obtain the following exact sequences:

\[
\begin{align*}
0 & \to \mathcal{C}_1^* \to \mathcal{K}_3^* \to \mathcal{E}xt^1(\iota_{\mathcal{F}}, \mathcal{K}, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \to 0, \\
\mathcal{E}xt^i(\mathcal{K}_3, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) & \cong \mathcal{E}xt^{i+1}(\iota_{\mathcal{F}}, \mathcal{K}, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \quad (i \geq 1), \\
0 & \to \mathcal{K}_3^* \to \mathcal{C}_3^* \to \mathcal{E}xt^1(\iota_{\mathcal{F}}, \mathcal{K}, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \to 0, \\
\mathcal{E}xt^i(\mathcal{K}_1, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) & \cong \mathcal{E}xt^{i+1}(\iota_{\mathcal{F}}, \mathcal{K}, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \quad (i \geq 1), \\
0 & \to \mathcal{K}_1^* \to \mathcal{C}_1^* \to \mathcal{E}xt^1(\iota_{\mathcal{F}}, \mathcal{K}, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \to 0, \\
\mathcal{E}xt^i(\mathcal{K}_2, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) & \cong \mathcal{E}xt^{i+1}(\iota_{\mathcal{F}}, \mathcal{K}, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \quad (i \geq 2).
\end{align*}
\]

Note that \(\mathcal{E}xt^i(\iota_{\mathcal{F}}, \mathcal{K}, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \neq 0\) only for \(i = 4\) since \(\iota_{\mathcal{F}}\mathcal{K}\) is the invertible sheaf on \(D\) by (1), and \(D\) is smooth and of codimension 4 in \(\mathcal{F} \times \mathcal{F}\) by Lemma \(\text{5.4.1.3}\) (see [10] Cor. 3.5.11) for example). Therefore we see that \(\mathcal{E}xt^2(\mathcal{K}_2, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \cong \mathcal{E}xt^4(\iota_{\mathcal{F}}\mathcal{K}, \mathcal{O}_{\mathcal{F} \times \mathcal{F}})\), and \(\mathcal{E}xt^i(\mathcal{K}_2, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \neq 0\) only for \(i = 2\) and possibly \(i = 1\).

Moreover, we see that we can compute \(\det \mathcal{K}_2 = 2\mathcal{F}\) as a sheaf on \(\mathcal{F} \times \mathcal{F}\) by using the exact sequences \(\text{(A.12)}\). Thus \(\mathcal{E}xt^1(\mathcal{K}_2, \mathcal{O}_{\mathcal{F} \times \mathcal{F}})\) is actually nonzero and is supported on \(\mathcal{F}\), and \(\mathcal{K}_2\) is generically of rank 2 on \(\mathcal{F}\). \(\square\)

We show that the locally free resolution as stated in Theorem \(\text{6.3.2}\) will be obtained by taking the dual of the complex as in Lemma \(\text{A.2.1}\).

**Proof of Theorem \(\text{6.3.2}\)**

By the proof of Lemma \(\text{A.2.2}\) (2), we obtain the following exact sequence:

\[
(A.21) \quad 0 \to \mathcal{O}_{\mathcal{F}} \otimes \Omega^1_{\mathcal{F}/\mathcal{G}(2, V)}(-L) \to \mathcal{T} \otimes \mathcal{F}(-H) \to \tilde{Q} \otimes \mathcal{O}_{\mathcal{F}} \oplus \tilde{S} \otimes \mathcal{O}_{\mathcal{F}}(L - H) \to \mathcal{E}xt^1(\mathcal{K}_2, \mathcal{O}_{\mathcal{F} \times \mathcal{F}}) \to 0.
\]

Therefore it remains to show that \(\iota_{\mathcal{F}}\mathcal{P} \cong \mathcal{E}xt^1(\mathcal{K}_2, \mathcal{O}_{\mathcal{F} \times \mathcal{F}})\).

By Lemma \(\text{A.2.1}\) the commutative diagram \(\text{(A.10)}\) is extended in the following one with exact row and column except the third row:
Proof. The dual of (A.25) and (A.23) are used in the section 6.

Additional descriptions of $P$ are used in the section 6.

From this diagram, we will construct a surjection $K_2 \to P^*(M + H)$. Note that the diagram induces a surjection from the kernel $K_1$ of the map $C_3 \to C_4$ to the kernel of the composite

$$0 \oplus C_1(M + H) \to C_4 \oplus C_1(M + H) \to \iota_{\mathcal{F}} \mathcal{J}(M + H + L) \to 0 \quad (A.22)$$

and the restriction map $C_1(M + H) \to C_1(M + H)|_{\mathcal{F}}$ is a 0-map. Indeed, the map $C_2 \to C_3 \to C_1(M + H)|_{\mathcal{F}}$ is clearly a 0-map since it comes from the second row of the diagram (A.22). By construction, the map $C_1 \to C_3 \to C_1(M + H)$ is $\text{SL}(V)$-equivariant. Since the uniqueness of such a map (Lem. 5.10), this is the natural map which is obtained from $\mathcal{O}_{\tilde{\mathcal{F}} \times \mathcal{F}}(-\mathcal{F}) \to \mathcal{O}_{\tilde{\mathcal{F}} \times \mathcal{F}}$ by tensoring $C_1(M + H)$. Thus $C_1 \to C_3 \to C_1(M + H)|_{\mathcal{F}}$ is also a 0-map.

Consequently, we obtain a surjection $K_2 \simeq K_1/(C_1 \oplus C_2) \to P^*(M + H)$. Let $\delta$ be the kernel of the surjection $K_2 \to P^*(M + H)$. By Lemma A.2.2 (2), $K_2$ is a coherent sheaf on $\mathcal{F}$ and is generically of rank 2, and $P^*$ has the same property by construction, thus the support of $\delta$ is properly contained in $\mathcal{F}$. Hence we have $\mathcal{E}xt^1(P^*(M + H), \mathcal{O}_{\tilde{\mathcal{F}} \times \mathcal{F}}) \simeq \mathcal{E}xt^1(K_2, \mathcal{O}_{\tilde{\mathcal{F}} \times \mathcal{F}})$. Finally, by Theorem 2.0.2, we have $\mathcal{E}xt^1(P^*(M + H), \mathcal{O}_{\tilde{\mathcal{F}} \times \mathcal{F}}) \simeq \iota_{\mathcal{F}}^* \mathcal{P}$ since $\mathcal{P}$ is reflexive on $\mathcal{F}$. □

A.3. Additional descriptions of $P$. Now we collect some results about $P$, which are used in the section 6.

Applying Lemma A.2.2, we can compute the dual of (6.5) explicitly, in which $P$ and $\Delta$ are more directly related.

Proposition A.3.1. The dual of (6.5) induces the following exact sequence:

(A.23) $0 \to \mathcal{O}_{\tilde{\mathcal{F}}} \otimes \mathcal{O}_{\tilde{\mathcal{F}}}(L)|_{\mathcal{F}} \to \tilde{Q} \otimes \mathcal{O}_{\tilde{\mathcal{F}}}|_{\mathcal{F}} \to P \to \omega_{\mathcal{F}} \otimes \omega_{\mathcal{F}}^{-1} \otimes \mathcal{O}_{\tilde{\mathcal{F}}}(L) \to 0$.

Moreover, $\mathcal{E}xt^i(\iota_{\mathcal{F}}^* \mathcal{P}, \mathcal{O}_{\tilde{\mathcal{F}} \times \mathcal{F}})$ is nonzero only for $i = 1, 2$, and $\mathcal{E}xt^1(\iota_{\mathcal{F}}^* \mathcal{P}, \mathcal{O}_{\tilde{\mathcal{F}} \times \mathcal{F}}) \simeq \iota_{\mathcal{F}}^* (P^*)(M + H)$ and $\mathcal{E}xt^2(\iota_{\mathcal{F}}^* \mathcal{P}, \mathcal{O}_{\tilde{\mathcal{F}} \times \mathcal{F}})$ is an invertible sheaf on $D$.

Proof. Taking the dual of (6.5), we obtain

(A.24) $0 \to \mathcal{O}_{\tilde{\mathcal{F}}} \otimes \mathcal{O}_{\tilde{\mathcal{F}}}(L)|_{\mathcal{F}} \to \tilde{Q} \otimes \mathcal{O}_{\tilde{\mathcal{F}}}|_{\mathcal{F}} \to P \to \mathcal{E}xt^1(\mathcal{J}(L), \mathcal{O}_{\mathcal{F}}) \to 0$, and

(A.25) $\mathcal{E}xt^i(P^*, \mathcal{O}_{\mathcal{F}}) \simeq \mathcal{E}xt^{i+1}(\mathcal{J}(L), \mathcal{O}_{\mathcal{F}})$ for $i \geq 1$. 


By the definition of $\mathcal{K}$ (see (A.26)), we have the exact sequence
\[
\mathcal{E}xt^i(\mathcal{K}(-M - H), \mathcal{O}_Y) \to \mathcal{E}xt^i(\mathcal{I}_{\Delta/Y}(L), \mathcal{O}_Y) \to \\
\mathcal{E}xt^i(\mathcal{I}(L), \mathcal{O}_Y) \to \mathcal{E}xt^{i+1}(\mathcal{K}(-M - H), \mathcal{O}_Y)
\]
for any $i$. By Lemma [A.2.2] (1) and [10] Cor. 3.5.11], we have
\[
\mathcal{E}xt^i(\mathcal{K}(-M - H), \mathcal{O}_Y) \neq 0 \text{ only for } i = 3, \text{ and}
\]
\[
\mathcal{E}xt^3(\mathcal{K}(-M - H), \mathcal{O}_Y) \text{ is an invertible sheaf on } D.
\]
Therefore
\[
\mathcal{E}xt^i(\mathcal{I}_{\Delta/Y}(L), \mathcal{O}_Y) \simeq \mathcal{E}xt^i(\mathcal{I}(L), \mathcal{O}_Y) \text{ for } i \neq 2, 3.
\]
On the other hand, by the exact sequence
\[
0 \to \mathcal{I}_{\Delta/Y}(L) \to \mathcal{O}_Y(L) \to \mathcal{O}_\Delta(L) \to 0,
\]
we have
\[
\mathcal{E}xt^i(\mathcal{I}_{\Delta/Y}(L), \mathcal{O}_Y) = 0 \text{ for } i \geq 2, \text{ and}
\]
\[
\mathcal{E}xt^3(\mathcal{I}_{\Delta/Y}(L), \mathcal{O}_Y) \simeq \mathcal{E}xt^3(\mathcal{O}_\Delta(L), \mathcal{O}_Y)
\]
since $\Delta$ is smooth and of codimension two in $Y$ (Proposition 6.4.1). We note that, by the standard computation of dualizing sheaf of $\Delta$ (Theorem 2.0.2), we have
\[
\mathcal{E}xt^i(\mathcal{I}_{\Delta/Y}(L), \mathcal{O}_Y) \simeq \mathcal{E}xt^3(\mathcal{O}_\Delta(L), \mathcal{O}_Y) \simeq \omega_\Delta \otimes \varphi^{-1} \otimes \mathcal{O}_X(-L).
\]
Therefore we obtain the first assertion by (A.24), (A.28) and (A.29). By (A.25), (A.28) and (A.29), we have $\mathcal{E}xt^i(P^*, \mathcal{O}_Y) = 0$ for $i \geq 3$. By (A.25), (A.26), (A.27), and (A.29), we also have $\mathcal{E}xt^3(P^*, \mathcal{O}_Y) = 0$, and $\mathcal{E}xt^4(P^*, \mathcal{O}_Y)$ is an invertible sheaf on $D$. Since $\mathcal{P}$ is reflexive on $Y$, we have $\mathcal{P} \simeq \mathcal{P}^\ast(\text{det } \mathcal{P})$ by (23) Prop. 1.10], where $\text{det } \mathcal{P}$ is the invertible sheaf $(\text{det } \mathcal{Q} + L)|_Y$ on $Y$ by (35). Therefore we have $\mathcal{E}xt^i(P, \mathcal{O}_Y) \simeq \mathcal{E}xt^i(P^*, \mathcal{O}_Y) \otimes \text{det } \mathcal{P}$. Finally, by the Grothendieck-Verdier duality (Theorem 2.0.2), we have
\[
\mathcal{E}xt^i(\iota^i, \mathcal{P}, \mathcal{O}_\mathcal{X}_Y) \simeq \iota^i, \mathcal{E}xt^{i-1}(\mathcal{P}, \mathcal{O}_Y(M + H)).
\]
Therefore we obtain the second assertion. \qed

We can read off the following assertion about $\mathcal{E}xt^\bullet(\mathcal{I}, \mathcal{O}_\mathcal{X}_Y)$ from the proof of Proposition [A.3.1] above.

**Proposition A.3.2.** $\mathcal{E}xt^\bullet(\mathcal{I}, \mathcal{O}_\mathcal{X}_Y)$ is nonzero only for $\bullet = 1, 2, 3$. $\mathcal{E}xt^1(\mathcal{I}, \mathcal{O}_\mathcal{X}_Y)$, $\mathcal{E}xt^2(\mathcal{I}, \mathcal{O}_\mathcal{X}_Y)$, and $\mathcal{E}xt^3(\mathcal{I}, \mathcal{O}_\mathcal{X}_Y)$ are invertible sheaves on $Y$, $\Delta$, and $D$, respectively.

Using (A.23), we derive flatness of $\mathcal{P}$ from that of $\Delta$ (Propositions 6.4.1 and 6.4.2).

**Proposition A.3.3.** $\mathcal{P}$ is flat over $\mathcal{X}$ and over $\mathcal{Y} \setminus \mathcal{P}_\sigma$.

**Proof.** We split (A.23) into two short exact sequences;
\[
0 \to \mathcal{O}_\mathcal{X} \otimes \mathcal{O}_\mathcal{X}(-L)|_Y \to \mathcal{Q} \otimes \mathcal{O}_\mathcal{X}|_Y \to \mathcal{A} \to 0,
\]
and
\[
0 \to \mathcal{A} \to \mathcal{P} \to \varphi \varphi^{-1} \otimes \mathcal{O}_\mathcal{X}(-L) \to 0,
\]
where $\mathcal{A}$ is the cokernel of $\mathcal{O}_\mathcal{X} \otimes \mathcal{O}_\mathcal{X}(-L)|_Y \to \mathcal{Q} \otimes \mathcal{O}_\mathcal{X}|_Y$. By the first exact sequence and [39] Thm. 22.5], we see that $\mathcal{A}$ is flat over $\mathcal{X}$ and $\mathcal{Y}$ since $\mathcal{O}_\mathcal{X} \otimes \mathcal{O}_\mathcal{X}(-L)|_Y \to \mathcal{Q} \otimes \mathcal{O}_\mathcal{X}|_Y$ is injective when it is restricted to the fibers over $\mathcal{X}$ and $\mathcal{Y}$. Therefore the assertion follows in a standard way from flatness of $\mathcal{A}$ and Propositions 6.4.1 and 6.4.2. \qed
A.A. Cutting $\Delta$, $D$ and $P$. The aim of this subsection is to derive the properties of the several restrictions of $P$ which we quote in the subsections [6.3] [7.2] and [7.3].

We take $\bar{Y}$ and $X$ as in the subsection [7.2] and $S$ and $W$ as in the subsection [3.3]. We recall that

$$\Delta_1 = \Delta|_{\bar{Y} \times X}, \quad \Delta_2 = \Delta|_{S \times W},$$

and now we also set

$$D_1 = D|_{\bar{Y} \times X}, \quad D_2 = D|_{S \times W},$$

where $D$ is an irreducible component of $\Delta'$ (the subsection [6.3]). We denote by $\Delta_{x;1}$ and $D_{x;1}$ the fibers of $\Delta_1 \to X$ and $D_1 \to X$ over $x \in X$ respectively, and similarly for the fibers over a point of $\bar{Y}$, and for $\Delta_2$ and $D_2$.

**Proposition A.4.1.** (1) For any $s \in S$, $\Delta_{s;2}$ is cut out from the fiber of $\Delta \to \bar{Y}$ over $s$ by regular sequences. For any $s \in \Gamma$, $D_{s;2}$ is cut out from the fiber of $D \to F_p$ over $s$ by regular sequences, where we recall that $\Gamma$ is the ramification locus of the double cover $S \to P_2$.

(2) $\Delta_2$ and $D_2$ are cut out from $\Delta$ and $D$, respectively by regular sequences.

**Proof.** By [39] Thm. 17.4 (iii)], $\Delta|_{S \times \bar{X}}$ and $D|_{\Gamma \times \bar{X}}$ are cut out from $\Delta$ and $D$, respectively by regular sequences since $\Delta \to \bar{Y}$ and $D \to F_p$ are equidimensional, and $S$ and $\Gamma$ are cut out from $\bar{Y}$ and $F_p$, respectively by regular sequences.

Therefore, for (2), we have only to show that $\Delta_2$ and $D_2$ are cut out from $\Delta|_{S \times \bar{X}}$ and $D|_{\Gamma \times \bar{X}}$, respectively by regular sequences. Then, by the flatness of $\Delta|_{S \times \bar{X}} \to S$ and $D|_{\Gamma \times \bar{X}} \to \Gamma$, it suffices to show the assertion (1) by [39] Cor. to Thm. 22.5. Let $s \in S$ be a point. Since $W$ is cut out regularly by $2$ members of $|H|$ from $\mathcal{Y}_s$, it suffices to show that $\Delta_{s;2}$ of $\Delta_2 \to S$ over $s$ is $1$-dimensional, and $D_{s;2}$ of $D_2 \to \Gamma$ over $s$ (if $s \in \Gamma$) is $1$-dimensional (here we use the descriptions of fibers of $\Delta \to \bar{Y}$ and $D \to F_p$ as in Proposition 6.4.2 (2) and Lemma 6.4.3 and [39] Thm. 17.4 (iii)].

As for $\Delta_2$, it is isomorphic to the blow-up of $Z_S$ along all the flopped curves by Lemma 6.4.2. Since $Z \to S$ is a $P^1$-bundle, we see that any fiber of $\Delta_2 \to S$ is $1$-dimensional.

As for $D_2$, we assume by contradiction that $D_{s;2} \subset \bar{W}$ is $2$-dimensional. Let $[V_1]$ be the vertex of the rank $3$ quadric corresponding to $s$. By the definition of $D$ and dim $D_{s;2} = 2$, we see that the image $D_{s;2} \subset \bar{X}$ of $D_{s;2}$ coincides with the $p$-plane $P_{V_1}$. Let $P'_{V_1} \subset Z_S$ be the strict transform of $P_{V_1}$. If $P'_{V_1}$ contains a fiber $q$ of $Z_S \to S$, then $q$ parameterizes lines in $P(V)$ through $[V_1]$, hence the image of $q$ on $S$ is contained in $\Gamma$ and corresponds to a rank $3$ quadric with $[V_1]$ the vertex. Since the genus of $\Gamma$ is three, $\Gamma$ is not the image of the rational surface $P'_{V_1}$.

Therefore $P'_{V_1}$ contains at most a finite number of fibers of $Z_S \to S$, and hence $P'_{V_1} \to S$ is dominant. This means that any fiber of $Z_S \to S$ contains at least one point corresponding to a line through $[V_1]$. Therefore any quadric in $P_2$ passes through $[V_1]$. Since $B_2 P_2$ coincides with $v_2(P(V)) \cap P_2^+, [V_1]$ is one of $w_1$’s. This is a contradiction as in Step 5 of the proof of Proposition 4.1.1 (2).

**Proposition A.4.2.** (1) For any $x \in X$, $\Delta_{x;1}$ and $D_{x;1}$ are cut out from the fibers of $\Delta \to \bar{X}$ and $D \to \bar{X}$ over $x$, respectively, by regular sequences.

(2) $\Delta_1$ and $D_1$ are cut out from $\Delta$ and $D$, respectively by regular sequences.

**Proof.** Let $x \in X$ be a point. Arguing as in the proof of Proposition A.4.1, it suffices to show that the fiber $\Delta_{x;1}$ of $\Delta_1 \to X$ over $x$ is $1$-dimensional, and the fiber $D_{x;1}$ of $D_1 \to X$ over $x$ is $0$-dimensional since $\bar{Y}$ is cut out regularly by $5$ members of $|H|$ from $\mathcal{Y}_x$.

As for $\Delta_1$, the assertion follows by Lemma 7.3.1.
We consider $D_1 \to X$. Let $x_1 + x_2$ be the 0-cycle corresponding to $x$. By the definition of $D$, the fiber of $D \to \mathcal{X}$ over $x$ consists of points corresponding to $\rho$-conics contained in the $\rho$-plane $P_{x_1}$ or $P_{x_2}$. By \cite[Prop. 4.20]{24}, such $\rho$-conics correspond to singular quadrics with $x_1$ or $x_2$ contained in the vertices. If $D_{x_1}$ is positive dimensional, then $P_{x_1} \subset \mathbb{P}(S^2V^*)$ contains a pencil of singular quadrics with $x_1$ or $x_2$ contained in the vertices. In particular, $H$ contains a line, a contradiction to the assumption 3.3.

In the sequel, we use the notation defined above Proposition 4.3.3.

**Proposition A.4.3.** $\mathcal{P}_x$ is a reflexive sheaf on $\mathcal{Y}_x$. $\mathcal{E}xt^i(t_\rho, \mathcal{P}_x, \mathcal{O}_{\mathcal{Y}})$ is nonzero only for $i = 1, 2$, and $\mathcal{E}xt^1(t_\rho, \mathcal{P}_x, \mathcal{O}_{\mathcal{Y}}) \simeq t_\rho(P^*_x(M))$ and $\mathcal{E}xt^2(t_\rho, \mathcal{P}_x, \mathcal{O}_{\mathcal{Y}})$ is an invertible sheaf on $D|_{\mathcal{Y}_x}$. The locally free resolution \cite[6.16]{} restricts to $\mathcal{Y}_x$, namely, the following is exact on $\mathcal{Y}_x$:

$$0 \to \mathcal{O}_{\mathcal{Y}}^{\oplus 2} \to \mathcal{F}^{\oplus 2} \to \mathcal{Q} \oplus \mathcal{S}_L \to t_\rho \mathcal{P}_x \to 0.$$

A similar assertion holds for $\mathcal{P}_y$ with $y \in \mathcal{Y} \setminus \mathcal{P}_x$. In particular, we have the following exact sequence on $\mathcal{X}$:

$$0 \to \mathcal{O}_{\mathcal{X}/G(2, V)}(-L) \to \mathcal{F}^*(-H)^{\oplus 4} \to$$

$$\mathcal{O}_{\mathcal{X}}^{\oplus 3} \oplus \mathcal{O}_{\mathcal{X}}(L - H)^{\oplus 3} \to t_\rho \mathcal{P}_y \to 0.$$  

**Proof.** We only show the assertions for $\mathcal{P}_x$. The first assertion follows from the second assertion of Proposition A.3.3 and \cite[Lem. 1.1.13]{} since $\mathcal{Y}$ and $D$ are restricted by regular sequences to the fiber of $\mathcal{Y} \to \mathcal{X}$ over $x$.

Note that the ideal sheaf $\mathcal{J}_x$ of $\Delta|_{\mathcal{Y}_x}$ is $\mathcal{J} \otimes \mathcal{O}_{\mathcal{Y}_x}$ by Proposition A.3.2 and [ibid.] since $\mathcal{Y}$, $\Delta$ and $D$ are restricted by regular sequences to the fiber of $\mathcal{Y} \to \mathcal{X}$ over $x$. Therefore \cite{6.5} induces an exact sequence

$$0 \to \mathcal{P}_x^* \to \mathcal{Q}^*|_{\mathcal{Y}_x} \to \mathcal{J}_x \to 0.$$  

Using this, we obtain the assertions for $\mathcal{E}xt^*(t_\rho, \mathcal{P}_x, \mathcal{O}_{\mathcal{Y}})$ in a similar way to the proof of Proposition A.3.3.

By splitting \cite{6.6} into two short exact sequences, we can prove the second assertion in a very similar way to the proof of Proposition A.3.3 by \cite[Thm. 22.5]{39} using the flatness of $\mathcal{P}$.

We recall that

$$\mathcal{P}_1 := \mathcal{P}|_{\mathcal{Y}_xX}, \mathcal{P}_2 := \mathcal{P}|_{S \times \mathcal{W}}.$$  

**Proposition A.4.4.** $\mathcal{P}_1$ is flat over $X$, and $\mathcal{P}_2$ is flat over $S$.

**Proof.** Proofs for both assertions are similar, hence we only consider $\mathcal{P}_1$.

By Proposition A.3.3 $\mathcal{P} \times_{\mathcal{Y}} X$ is flat over $X$. Let $x$ be any point of $\mathcal{X}$. By Proposition A.4.2 (1), the descriptions of $\mathcal{E}xt^*(t_\rho, \mathcal{P}_x, \mathcal{O}_{\mathcal{Y}})$ in Proposition A.4.3 and \cite[Lem. 1.1.13]{}, $\mathcal{Y}$ is cut out from $\mathcal{Y}$ by $\mathcal{P}_x$-regular sequences. Therefore $\mathcal{P}_1$ is flat over $X$ by \cite[Cor. to Thm. 22.5 (2)⇒(1)]{39}.

We note that it is possible to derive Proposition A.1.2 by the proof of Proposition A.4.4.

**Deriving (7.22) and (7.27).** We only derive (7.27). Note that the ideal sheaf $\mathcal{J}_i$ of $\Delta|_{\mathcal{Y}_xX}$ is $\mathcal{J} \otimes \mathcal{O}_{\mathcal{Y}_xX}$ by Proposition A.3.2 and \cite[Lem. 1.1.13]{} since $\mathcal{Y}$, $\Delta$ and $D$ are restricted by regular sequences by Proposition A.4.2 (2). Therefore \cite{6.5} induces an exact sequence

$$0 \to \mathcal{P}_1^* \to \mathcal{Q}^*|_{\mathcal{Y}_xX} \to \mathcal{J}_i(L) \to 0.$$
Taking the dual of this exact sequence, we obtain (7.27) in the same way to derive (A.23).
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