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Abstract We present a quantum version of the generalized $(h, \phi)$-entropies, introduced by Salicrú et al. for the study of classical probability distributions. We establish their basic properties, and show that already known quantum entropies such as von Neumann, and quantum versions of Rényi, Tsallis, and unified entropies, constitute particular classes of the present general quantum Salicrú form. We exhibit that majorization plays a key role in explaining most of their common features. We give a characterization of the quantum $(h, \phi)$-entropies under the action of quantum operations, and study their properties for composite systems. We apply these generalized entropies to the problem of detection of quantum entanglement, and introduce a discussion on possible generalized conditional entropies as well.
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1 Introduction

During the last decades a vast field of research has emerged, centered on the study of the processing, transmission and storage of quantum information [1–4]. In this field, the need of characterizing and determining quantum states stimulated the development of statistical methods that are suitable for their application to the quantum realm [5–8]. This entails the use of entropic measures particularly adapted for this task. For this reason, quantum versions of many classical
entropic measures started to play an increasingly important role, being von Neumann entropy the most famous example, with quantum versions of Rényi and Tsallis entropies as other widely known cases. Many other examples of interest are also available in the literature (see, for instance).

Quantum entropic measures are of use in diverse areas of active research. For example, they find applications as uncertainty measures (as is the case in the study of uncertainty relations); in entanglement measuring and detection; as measures of mutual information; and they are of great importance in the theory of quantum coding and quantum information transmission.

The alluded quantum entropies are nontrivially related, and while they have many properties in common, they also present important differences. In this context, the study of generalizations of entropic measures constitutes an important tool for studying their general properties. In the theory of classical information measures, Salicrú entropies are, up to now, the most generalized extension containing the Shannon, Rényi and Tsallis entropies as particular examples and many others as well. But a quantum version of Salicrú entropies has not been studied yet in the literature. We accomplish this task by introducing a natural quantum version of the classical expression. Our construction is shown to be of great generality, and contains the most important examples (von Neumann, and quantum Rényi and Tsallis entropies, for instance) as particular cases.

We show that several important properties of the classical counterpart are preserved, whereas other new properties are specific of the quantum extension. In our proofs, one of the main properties to be used is the Schur concavity, which plays a key role, in connection with the majorization relation for (ordered) eigenvalues of density matrices. Our generalization provides a formal framework which allows to explain why the different quantum entropic measures share many properties, revealing that the majorization relation plays an important role in their formal structure. At the same time, we give concrete clues for the explanation of the origin of their differences. Furthermore, the appropriate quantum extension of generalized entropies can be of use for defining information-theoretic measures suitable for concrete purposes. Given our generalized framework, conditions can then be imposed in order to obtain families of measures satisfying the desired properties.

The paper is organized as follows. In Sec. 2 we give a brief review of (classical) Salicrú entropies, also known as $(h, \phi)$-entropic forms. Our proposal and results are presented in Sec. 3. In 3.1 we start proposing a quantum version of the $(h, \phi)$-entropies using a natural trace extension of the classical form, followed by the study of its Schur-concavity properties in 3.2. Then, in 3.3 we study further properties related to quantum operations and the measurement process. In 3.4 we discuss the properties of quantum entropic measures for the case of composite systems focusing on additivity, sub and superadditivity properties, whereas applications to entanglement detection are given in 3.5. Sec. 4 contains an analysis of informational quantities that could be derived from the quantum $(h, \phi)$-entropies. Finally, in Sec. 5 we draw some concluding remarks.
2 Brief review of classical \((h, \phi)\)-entropies

Inspired by the work of Csiszár [42], Salicrú et al. [35] defined the \((h, \phi)\)-entropies:

**Definition 1** Let us consider an \(N\)-dimensional probability vector \(p = [p_1 \cdots p_N]^t \in [0,1]^N\) with \(\sum_{i=1}^N p_i = 1\). The so-called \((h, \phi)\)-entropy is defined as

\[
H_{(h, \phi)}(p) = h \left( \sum_{i=1}^N \phi(p_i) \right),
\]

where the entropic functionals \(h : \mathbb{R} \mapsto \mathbb{R}\) and \(\phi : [0,1] \mapsto \mathbb{R}\) are such that either: (i) \(h\) is increasing and \(\phi\) is concave, or (ii) \(h\) is decreasing and \(\phi\) is convex. The entropic functional \(\phi\) is assumed to be strictly concave/convex, whereas \(h\) is taken to be strictly monotone, together with \(\phi(0) = 0\) and \(h(\phi(1)) = 0\).

We notice that in the original definition [35], the strict concavity/convexity and monotony characters were not imposed. These considerations will allow us to determine the case of equality in some inequalities presented here. The assumption \(\phi(0) = 0\) is natural in the sense that one can expect the elementary information brought by a zero-probability event to be zero. Also, an appropriate shift in \(h\) allows to consider only the case \(h(\phi(1)) = 0\), thus not affecting generality, while giving the vanishing of entropy (i.e., no information) for a situation with certainty.

The \((h, \phi)\)-entropies (1) provide a generalization of some well-known entropies such as those given by Shannon [36], Rényi [10], Havrda–Charvát, Daróczy or Tsallis [11, 37, 38], unified Rathie [39] and Kaniadakis [14], among many others. In Table 1 we list some known entropies and give the entropic functionals \(h\) and \(\phi\) that lead to these quantities. Notice that the entropies given in the table enter in one (or both) of the special families determined by entropic functionals of the form: \(h(x) = x\) and \(\phi(x)\) concave [40], or \(h(x) = \frac{f(x)}{x}\) and \(\phi(x) = x^\alpha[19]\). Indeed, the so-called \(\phi\)-entropy (or trace-form entropy) is defined as

\[
H_{(id, \phi)}(p) = \sum_{i=1}^N \phi(p_i),
\]

where \(\phi\) is concave with \(\phi(0) = 0\), whereas the \((f, \alpha)\)-entropy is defined as

\[
F_{(f, \alpha)}(p) = \frac{1}{1 - \alpha} f \left( \sum_{i=1}^N p_i^\alpha \right),
\]

where \(f\) is increasing with \(f(1) = 0\), and the entropic parameter \(\alpha\) is nonnegative and \(\alpha \neq 1\). With the additional assumption that \(f\) is differentiable and \(f'(1) = 1\), one recovers the Shannon entropy in the limit \(\alpha \to 1\).

As recalled in Ref. [19], the \((h, \phi)\)-entropies share several properties as functions of the probability vector \(p\):

- \(H_{(h, \phi)}(p)\) is invariant under permutation of the components of \(p\). Hereafter, we assume that the components of the probability vectors are written in decreasing order.
• $H_{(h, \phi)}([p_1 \cdots p_N 0]^t) = H_{(h, \phi)}([p_1 \cdots p_N]^t)$: extending the space by adding zero-probability events does not change the value of the entropy (expansibility property).

• $H_{(h, \phi)}$ decreases when some events (probabilities) are merged, that is, $H_{(h, \phi)}([p_1 \ p_2 \ p_3 \cdots p_{N-1} 0]^t) \geq H_{(h, \phi)}([p_1 + p_2 \ p_3 \cdots p_{N-1}]^t)$. This is a consequence of the Petrović inequality that states that $\phi(a + b) \leq \phi(a) + \phi(b)$ for a concave function $\phi$ vanishing at 0 (and the reverse inequality for convex $\phi$) \[43\] Th. 8.7.1, together with the increasing (resp. decreasing) property of $h$.

Other properties relate to the concept of majorization (see e.g. \[44\]). Given two probability vectors $p$ and $q$ of length $N$ whose components are set in decreasing order, it is said that $p$ is majorized by $q$ (denoted as $p \prec q$), when $\sum_{i=1}^{n} p_i \leq \sum_{i=1}^{n} q_i$ for all $n = 1, \ldots, N-1$ and $\sum_{i=1}^{N} p_i = \sum_{i=1}^{N} q_i$. By convention, when the vectors do not have the same dimensionality, the shorter one is considered to be completed by zero entries (notice that this will not affect the value of the $(h, \phi)$-entropy due to the expansibility property). The majorization relation allows to demonstrate some properties for the $(h, \phi)$-entropies:

• It is strictly Schur-concave; $p \prec q \Rightarrow H_{(h, \phi)}(p) \geq H_{(h, \phi)}(q)$ with equality if and only if $p = q$. This implies that the more concentrated a probability vector is, the less uncertainty it represents (or, in other words, the less information the outcomes will bring). The Schur-concavity of $H_{(h, \phi)}$ is consequence of the Karamata theorem \[45\] that states that if $\phi$ is [strictly] concave (resp. convex), then $p \mapsto \sum_i \phi(p_i)$ is [strictly] Schur-concave (resp. Schur-convex) (see \[44\] Chap. 3, Prop. C.1) or \[46\] Th. II.3.1), together with the [strictly] increasing (resp. decreasing) property of $h$.

• Reciprocally, if $H_{(h, \phi)}(p) \geq H_{(h, \phi)}(q)$ for all pair of entropic functionals $(h, \phi)$, then $p \prec q$. This is an immediate consequence of Karamata theorem \[45\] (reciprocal part) which states that if for any concave (resp. convex) function $\phi$ one has $\sum_{i=1}^{n} \phi(p_i) \geq \sum_{i=1}^{n} \phi(q_i)$, then $\sum_{i=1}^{n} p_i \leq \sum_{i=1}^{n} q_i$ for all $n = 1, \ldots, N-1$.
and \(\sum_{i=1}^{N} p_i = \sum_{i=1}^{N} q_i\) (see also \[44\] A.3-(iv), p. 14 or Ch. 4, Prop. B.1 or \[46\] Th. II.3.1).

- It is bounded:

\[
0 \leq H_{(h,\phi)}(p) \leq h\left(\frac{1}{\|p\|_0}\phi\left(\frac{1}{\|p\|_0}\right)\right) \leq h\left(N\phi\left(\frac{1}{N}\right)\right),
\]

where \(\|p\|_0\) stands for the number of nonzero components of the probability vector. The bounds are consequences of the majorization relations valid to any probability vector \(p\) (see e.g. \[44\] p. 9, Eqs. (6)-(8))

\[
\left[\frac{1}{N} \cdots \frac{1}{N}\right]^t \prec \left[\frac{1}{\|p\|_0} \cdots \frac{1}{\|p\|_0} 0 \cdots 0\right]^t \prec p \prec [1 0 \cdots 0]^t,
\]

together with the Schur-concavity of \(H_{(h,\phi)}\). From the strict concavity, the bounds are attained if and only if the inequalities in the corresponding majorization relations reduce to equalities.

From the previous discussion we can see immediately that the \((h,\phi)\)-entropies fulfill the first three Shannon–Khinchin axioms \[47\], which are (in the form given in Ref. \[48\]) (i) continuity, (ii) maximality (i.e., it is maximum for the uniform probability vector) and (iii) expansibility. The fourth Shannon–Khinchin axiom, the so-called Shannon additivity, is the rule for composite systems that is valid only for the Shannon entropy (notice that there are other axiomatizations of Shannon entropy, e.g., those given by Shannon in \[36\] or by Fadeev in \[49\]). A relaxation of Shannon additivity axiom, called composability axiom, has been introduced \[48, 50\]; it establishes that the entropy of a composite system should be a function only of the entropies of the subsystems and a set of parameters. The class of entropies that satisfy these axioms (the first three Shannon–Khinchin axioms and the composability one) is wide \[51\] but nevertheless can be viewed as a subclass of the \((h,\phi)\)-entropies.

It has recently been shown that the \((h,\phi)\)-entropies can be of use, for instance, in the study of entropic formulations of the quantum mechanics uncertainty principle \[18, 19\]. They have also been applied in the entropic formulation of noise–disturbance uncertainty relations \[52\]. Our aim is to extend the definition of the \((h,\phi)\)-entropies for quantum density operators, and study their properties and potential applications in entanglement detection.

### 3 Quantum \((h,\phi)\)-entropies

#### 3.1 Definition and link with the classical entropies

The von Neumann entropy \[9\] can be viewed as the quantum version of the classical Shannon entropy \[36\], by replacing the sum operation with a trace. We recall that for an Hermitian operator \(A = \sum_i a_i |a_i\rangle\langle a_i|\), with \(|a_i\rangle\) being its eigenvectors in \(\mathcal{H}_N\) and \(a_i\) being the corresponding eigenvalues, one has \(\phi(A) = \sum_i \phi(a_i) |a_i\rangle\langle a_i|\), and the trace operation is the sum of the corresponding eigenvalues (i.e., Tr \(\phi(A) = \sum_i \phi(a_i)\), where Tr stands for the trace operation). In a similar way to the classical generalized entropies, we propose the following definition:
Definition 2 Let us consider a quantum system described by a density operator $\rho$ acting on an $N$-dimensional Hilbert space $\mathcal{H}^N$, which is Hermitian, positive (that is, $\rho \geq 0$), and with $\text{Tr}\rho = 1$. We define the quantum $(h,\phi)$-entropy as follows

$$H_{(h,\phi)}(\rho) = h(\text{Tr} \phi(\rho)),$$

where the entropic functionals $h : \mathbb{R} \mapsto \mathbb{R}$ and $\phi : [0,1] \mapsto \mathbb{R}$ are such that either:

(i) $h$ is strictly increasing and $\phi$ is strictly concave, or (ii) $h$ is strictly decreasing and $\phi$ is strictly convex. In addition, we impose $\phi(0) = 0$ and $h(\phi(1)) = 0$.

The link between Eqs. (1) and (5) is the following. Let us consider the density operator written in diagonal form (spectral decomposition) as $\rho = \sum_{i=1}^{N} \lambda_i |e_i\rangle\langle e_i|$, with eigenvalues $\lambda_i \geq 0$ satisfying $\sum_{i=1}^{N} \lambda_i = 1$, and being $\{|e_i\rangle\}_{i=1}^{N}$ an orthonormal basis. Then, the quantum $(h,\phi)$-entropy can be computed as

$$H_{(h,\phi)}(\rho) = H_{(h,\phi)}(\lambda).$$

This equation states that the quantum $(h,\phi)$-entropy of a density operator $\rho$, is nothing but the classical $(h,\phi)$-entropy of the probability vector $\lambda$ formed by the eigenvalues of $\rho$. Notice that despite the link between the quantal and the classical entropies defined from a pair of entropic functionals $(h,\phi)$, we keep a different notation for the entropies ($H$ and $H$, respectively) in order to distinguish their very different meanings.

The most relevant examples of quantum entropies, which are the von Neumann one [9], quantum versions of the Rényi, Tsallis, unified and Kaniadakis entropies [13,27,53,54], and the quantum entropies proposed in Refs. [12,55], are clearly particular cases of our quantum $(h,\phi)$-entropies (5).

In what follows, we give some general properties of the quantum $(h,\phi)$-entropies (the validity of the properties for the von Neumann entropy is already known, see for example [3,25,56–58]). In our derivations, we often exploit the link (6). With that purpose, hereafter we consider, without loss of generality, that the eigenvalues of a density operator $\rho$ are arranged in a (probability) vector $\lambda$, with components written in decreasing order.

3.2 Schur-concavity, concavity and bounds

One of the main properties of the classical $(h,\phi)$-entropies, namely the Schur-concavity, is preserved in the quantum version of these entropies:

Proposition 1 Let $\rho$ and $\rho'$ be two density operators, acting on $\mathcal{H}^N$ and $\mathcal{H}^{N'}$ respectively, and such that $\rho \prec \rho'$. Then

$$H_{(h,\phi)}(\rho) \geq H_{(h,\phi)}(\rho'),$$

with equality if and only if either $\rho' = U\rho U^\dagger$, or $\rho = U\rho' U^\dagger$, for any isometric operator $U$ (i.e., $U^\dagger U = 1$), where $U^\dagger$ stands for the adjoint of $U$. Reciprocally, if Eq. (7) is satisfied for all pair of entropic functionals, then $\rho \prec \rho'$. 

Proof Let \( \lambda \) and \( \lambda' \) be the vectors of eigenvalues of \( \rho \) and \( \rho' \), respectively, rearranged in decreasing order and adequately completed with zeros to equate their lengths. By definition, \( \rho \prec \rho' \) means that \( \lambda < \lambda' \) (see [25, p. 314, Eq. (12.9)]). Thus, the Schur-concavity of the quantum \((h, \phi)\)-entropy (and the reciprocal property) is inherited from that of the corresponding classical \((h, \phi)\)-entropy, due to the link (6). From the strict concavity or convexity of \( \phi \) and thus the strict Schur-concavity of the classical \((h, \phi)\)-entropies, the equality holds in (7) if and only if \( \lambda' = \lambda \), that is equivalent to have either \( \rho' = U \rho U^\dagger \) (when \( N \leq N' \)) or \( \rho = U \rho' U^\dagger \) (when \( N' \leq N \)).

As a direct consequence, the quantum \((h, \phi)\)-entropy is lower and upper bounded, as in the classical case:

**Proposition 2** The quantum \((h, \phi)\)-entropy is lower and upper bounded

\[
0 \leq H_{(h, \phi)}(\rho) \leq h \left( \frac{1}{\text{rank} \rho} \right) \leq h \left( N \phi \left( \frac{1}{N} \right) \right),
\]

where \( \text{rank} \) stands for the rank of an operator (the number of nonzero eigenvalues). Moreover, the lower bound is achieved only for pure states, whereas the upper bounds are achieved for a density operator of the form \( \rho = \sum_{i=1}^{M} |e_i \rangle \langle e_i| \) for some orthonormal ensemble \( \{ |e_i \rangle \}_{i=1}^{M} \), with \( M = \text{rank} \rho \) in the tightest situation and \( M = N \) in the other one (in the latter case, necessarily \( \rho = \frac{1}{N} I_N \), being \( I_N \) the identity operator in \( \mathcal{H}_N \)).

Proof Let \( \lambda \) be the vector formed by the eigenvalues of \( \rho \). Clearly \( \text{rank} \rho = \| \lambda \|_0 \), so that the bounds are immediately obtained from that of the classical \((h, \phi)\)-entropy, due to the link (6). Moreover, in the classical case, \( H_{(h, \phi)}(\lambda) = 0 \) if and only if \( \lambda = [1 0 \cdots 0]^t \), that is \( \rho = |\Psi \rangle \langle \Psi| \) is a pure state. On the other hand, the upper bounds are attained if and only if \( \lambda = \left[ \frac{1}{M} \cdots \frac{1}{M} 0 \cdots 0 \right]^t \), with \( M = \text{rank} \rho \) or \( M = N \).

The classical \((h, \phi)\)-entropies and their quantum versions are generally not concave. We establish here sufficient conditions on the entropic functional \( h \) to ensure the concavity property of the quantum \((h, \phi)\)-entropies. We notice that, with the same sufficient conditions, the classical counterpart is also concave:

**Proposition 3** If the entropic functional \( h \) is concave, then the quantum \((h, \phi)\)-entropy is concave, that is, for all \( 0 \leq \omega \leq 1 \),

\[
H_{(h, \phi)}(\omega \rho + (1 - \omega) \rho') \geq \omega H_{(h, \phi)}(\rho) + (1 - \omega) H_{(h, \phi)}(\rho').
\]

Proof Let us first recall the Peierls inequality (see [25, p. 300]): if \( \phi \) is a convex function and \( \sigma \) is a Hermitian operator acting on \( \mathcal{H}_N \), then for any arbitrary orthonormal basis \( \{|f_i\rangle\}_{i=1}^{N} \), the following inequality holds

\[
\text{Tr} \phi(\sigma) \geq \sum_i \phi(\langle f_i | \sigma | f_i \rangle).
\]
Consider \( \sigma = \omega \rho + (1 - \omega) \rho' = \sum_i \lambda_i |e_i \rangle \langle e_i | \) written in its diagonal form, \( h \) decreasing and \( \phi \) convex. Then

\[
\text{Tr} \phi(\sigma) = \sum_i \phi(\lambda_i) = \sum_i \phi(\langle e_i | \sigma | e_i \rangle) = \sum_i \phi(\langle e_i | [\omega \rho + (1 - \omega) \rho'] | e_i \rangle) \leq \omega \sum_i \phi(\langle e_i | \rho | e_i \rangle) + (1 - \omega) \sum_i \phi(\langle e_i | \rho' | e_i \rangle) \quad [\phi \text{ being convex}]
\]

\[
\leq \omega \text{Tr} \phi(\rho) + (1 - \omega) \text{Tr} \phi(\rho') \quad [\text{due to Peierls inequality}].
\]

Notice that in the case \( \phi \) concave, these two inequalities are reversed. Thus, one finally has

\[
h(\text{Tr} \phi(\sigma)) \geq h(\omega \text{Tr} \phi(\rho) + (1 - \omega) \text{Tr} \phi(\rho')) \quad [h \text{ being decreasing}]
\]

\[
\geq h(\omega \text{Tr} \phi(\rho)) + (1 - \omega) h(\text{Tr} \phi(\rho')) \quad [\text{assuming } h \text{ concave}].
\]

Notice that in the case \( h \) increasing, the first inequality holds, and the second inequality holds as well, from concavity of \( h \) (with equality valid when \( h \) is the identity function). Making use of Def. \( 2 \), the proposition is proved in both cases, under the condition that the entropic functional \( h \) is concave.

Note also that for the class of \( (f, \alpha) \)-entropies, the concavity of \( h \) is equivalent to that of \( \frac{1}{f'}. \) Moreover, for the von Neumann and quantum Tsallis entropies the conditions of Proposition \( 3 \) are satisfied, and it is well known that these entropies have the concavity property. For quantum Rényi entropies, the concavity property holds for \( 0 < \alpha < 1 \) as consequence of Proposition \( 3 \) but for \( \alpha > 1 \) the proposition does not apply (see [25, p. 53] for an analysis of concavity in this range for classical Rényi entropies). For the quantum unified entropies, the concavity property holds in the range of parameters \( r < 1 \) and \( s < 1 \) or \( r > 1 \) and \( s > 1 \) as consequence of Proposition \( 3 \) which complements the result of Ref. [13] and improves the result of Ref. [53].

It is interesting to remark that using the concavity property given in Proposition \( 3 \) it is possible to define in a natural way, for \( h \) concave, a (Jensen-like) quantum \((h, \phi)\)-divergence between density operators \( \rho \) and \( \rho' \), as follows:

\[
J_{(h, \phi)}(\rho, \rho') = H_{(h, \phi)}\left(\frac{\rho + \rho'}{2}\right) - \frac{1}{2} \left[H_{(h, \phi)}(\rho) + H_{(h, \phi)}(\rho')\right], \quad (11)
\]

which is nonnegative and symmetric in its arguments. This is similar to the construction presented in Ref. [40] for the classical case, and offers an alternative to the quantum version of the usual Csiszár divergence [42, 55]. It can be shown that for pure states \( |\psi\rangle \) and \( |\psi'\rangle \) the quantum \((h, \phi)\)-divergence (11) takes the form

\[
J_{(h, \phi)}(|\psi\rangle \langle \psi|, |\psi'\rangle \langle \psi'|) = H_{(h, \phi)}\left(\frac{1 + \|\psi\|\|\psi'\|}{2} - \frac{1 - |\langle \psi | \psi' \rangle|^t}{2}\right). \quad (12)
\]

Indeed, the square root of this quantity in the von Neumann case \( [h(x) = x, \phi(x) = -x \ln x] \) provides a metric for pure states [59]. Notice that the right-hand side of Eq. (12) is a binary \((h, \phi)\)-entropy. Other basic properties and applications of the quantum \((h, \phi)\)-divergence are currently under study [60].
3.3 Specific properties of the quantum \((h, \phi)\)-entropy

We recall that the quantum entropy of a density operator equals the classical entropy of the probability vector formed by its eigenvalues. In other words, considering a density operator as a mixture of orthonormal pure states, its quantum entropy coincides with the classical entropy of the weights of the pure states. This is not true when the density operator is not decomposed in its diagonal form, but as a convex combination of pure states that do not form an orthonormal basis. The quantum \((h, \phi)\)-entropy of an arbitrary statistical mixture of pure states, is upper bounded by the classical \((h, \phi)\)-entropy of the probability vector formed by the mixture weights:

**Proposition 4** Let \(\rho = \sum_{i=1}^{M} p_i |\psi_i\rangle \langle \psi_i|\) be an arbitrary statistical mixture of pure states \(|\psi_i\rangle \langle \psi_i|\), with \(p_i \geq 0\) and \(\sum_{i=1}^{M} p_i = 1\). Then, the quantum \((h, \phi)\)-entropy is upper bounded as

\[
H_{(h, \phi)}(\rho) \leq H_{(h, \phi)}(p),
\]

where \(p = [p_1 \cdots p_M]^T\).

**Proof** First, we recall the the Schrödinger mixture theorem \cite[Th. 8.2]{25}: a density operator in its diagonal form \(\rho = \sum_{i=1}^{N} \lambda_i |e_i\rangle \langle e_i|\) can be written as an arbitrary statistical mixture of pure states \(\rho = \sum_{i=1}^{M} p_i |\psi_i\rangle \langle \psi_i|\), with \(p_i \geq 0\) and \(\sum_{i=1}^{M} p_i = 1\), if and only if, there exist a unitary \(M \times M\) matrix \(U\) such that

\[
\sqrt{p_i} |\psi_i\rangle = \sum_{j=1}^{N} U_{ij} \sqrt{\lambda_j} |e_j\rangle.
\]

As a corollary, one directly has \cite{61}

\[
p = B \lambda,
\]

where \(B_{ij} = |U_{ij}|^2\) are the elements of the \(M \times M\) bistochastic matrix \(B\). From the lemma of Hardy, Littlewood and Pólya \cite[Lemma 2.1]{25} or \cite[Th. A.4]{44}, this is equivalent to the majorization relation \(p \prec \lambda\). Therefore, from (6) and the Schur-concavity of the classical \((h, \phi)\)-entropy, we immediately have

\[
H_{(h, \phi)}(\rho) = H_{(h, \phi)}(\lambda) \leq H_{(h, \phi)}(p).
\]

The previous proposition is a natural generalization of a well-known property of von Neumann entropy. One can also show that a related inequality holds:

**Proposition 5** Let \(\{ |e_k\rangle \}_{k=1}^{N}\) be an arbitrary orthonormal basis of \(H^N\) and, for a given density operator \(\rho\) acting on \(H^N\), let us denote by \(p^E(\rho)\) the probability vector with elements \(p_k^E(\rho) = \langle e_k| \rho |e_k\rangle\), that is, the diagonal elements of \(\rho\) related to that basis. Then

\[
H_{(h, \phi)}(\rho) \leq H_{(h, \phi)}(p^E(\rho)).
\]

\(^1\) It is assumed that \(M \geq N\), otherwise \(p\) is completed with zeros; when \(M > N\), the remaining \(N - M\) terms that do not appear in Eq. (14) are added in order to fulfill the unitary of \(U\) and \(\lambda\) is to be understood as completed with zeros (for more details, see the proof of the Schrödinger mixture theorem \cite[p. 222-223]{25}).
The decomposing of $\rho$ in the basis $\{|e_k\rangle\}_{k=1}^{N}$ has the form $\rho = \sum_{k,l=1}^{N} \rho_{k,l} |e_k\rangle \langle e_l|$, where the diagonal terms are $\rho_{k,k} = p_{E_k}(\rho)$. The Schur–Horn theorem [25, Th. 12.4] states that the vector $p_{E}(\rho)$ of the diagonal terms of $\rho$ is majorized by the vector $\lambda$ of the eigenvalues of $\rho$. Thus, from the Schur-concavity property of the classical $(h, \phi)$-entropy, we have $H_{(h, \phi)}(\rho) = H_{(h, \phi)}(\lambda) \leq H_{(h, \phi)}(p_{E}(\rho))$.

We consider now the effects of transformations. Among them, unitary operators are important since the time evolution of an isolated quantum system is described by a unitary transformation (i.e., implemented via the action of a unitary operator on the state). One may expect that a “good” entropic measure remains unchanged under such a transformation. This property, known to be valid for von Neumann and quantum Rényi entropies among others, is fulfilled for the quantum $(h, \phi)$-entropies, and even in a slightly stronger form, i.e., for isometries. We recall that an operator $U : \mathcal{H}^{N} \rightarrow \mathcal{H}^{N}$ is said to be isometric if it is norm preserving. This is equivalent to $U^\dagger U = I$. On the other hand, an operator is then said to be unitary if it is both isometric and co-isometric, that is, both $U$ and $U^\dagger$ are isometric. When $U : \mathcal{H}^{N} \rightarrow \mathcal{H}^{N}$ (both Hilbert spaces having the same dimension) is isometric, it is necessarily unitary (see e.g. [63]).

**Proposition 6** The quantum $(h, \phi)$-entropy is invariant under any isometric transformation $\rho \mapsto U\rho U^\dagger$ where $U$ is an isometric operator:

$$H_{(h, \phi)}(U\rho U^\dagger) = H_{(h, \phi)}(\rho).$$

**Proof** Let us write $\rho$ in its diagonal form, $\rho = \sum_{i=1}^{N} \lambda_i |e_i\rangle \langle e_i|$. Clearly, $U\rho U^\dagger = \sum_{i=1}^{N} \lambda_i |f_i\rangle \langle f_i|$, where $|f_i\rangle = U|e_i\rangle$ with $i = 1, \ldots, N$, form an orthonormal basis (due to the fact that $U$ is an isometry). Since $\rho$ and $U\rho U^\dagger$ have the same eigenvalues, and thus, using Eq. (6), we conclude that they have the same $(h, \phi)$-entropy.

When dealing with a quantum system, it is of interest to estimate the impact of a quantum operation on it. In particular, one may guess that a measurement can only perturb the state and, thus, that the entropy will increase. This is also true for more general quantum operations. Moreover, one may be interested in quantum entropies as signatures of an arrow of time: to this end one can see how the value of an entropic measure changes under the action of a general quantum operation. More concretely, let us consider general quantum operations represented by completely positive and trace-preserving maps $E$, expressed in the Kraus form $E(\rho) = \sum_{k=1}^{K} A_k \rho A_k^\dagger$ (with $\{A_k A_k^\dagger\}$ satisfying the completeness relation $\sum_{k=1}^{K} A_k^\dagger A_k = I$). It can be shown that the behavior of entropic measures depends nontrivially on the nature of the quantum operation (see e.g. [25, Sec. 12.6]). For example, a completely positive map increases the von Neumann entropy for every state if and only if it is bistochastic, i.e., if it is also unital ($\{A_k A_k^\dagger\}$ also satisfies the completeness relation), so that the operation leaves the maximally mixed state invariant. This is no longer true for the case of a stochastic (but not bistochastic) quantum operation. What can be said of the generalized quantum $(h, \phi)$-entropies? This is summarized in the following:
**Proposition 7** Let $\mathcal{E}$ be a bistochastic map. Then, the quantum operation $\rho \rightarrow \mathcal{E}(\rho)$ can only degrade the information (i.e., increase the $(h, \phi)$-entropy):

$$H_{(h, \phi)}(\rho) \leq H_{(h, \phi)}(\mathcal{E}(\rho))$$

(18)

with equality if and only if $\mathcal{E}(\rho) = U \rho U^\dagger$ for a unitary operator $U$.

**Proof** From the quantum Hardy–Littlewood–Pólya theorem [25, Lemma. 12.1], $\mathcal{E}(\rho) \prec \rho$, so that the proposition is a consequence of the Schur-concavity of the quantum $(h, \phi)$-entropy (Proposition 4). Let us mention that an isometric operator can define a bistochastic map only if it is unitary.

This is a well-known property of von Neumann entropy, when dealing with projective measurements $A_k A_l = \delta_{k,l} A_k$ [3, Th. 11.9]. It turns out to be true for the whole family of $(h, \phi)$-entropies, and in a more general context than projective measurements. However, as we have noticed above, generalized (but not bistochastic) quantum operations can decrease the quantum $(h, \phi)$-entropy. Let us consider the example given in [3, Ex. 11.15, p. 515]. Let $\rho$ be the density operator of an arbitrary qubit system, with nonvanishing quantum $(h, \phi)$-entropy, and consider the generalized measurement performed by the measurement operators $A_1 = |0\rangle\langle 0|$ and $A_2 = |0\rangle\langle 1| + |1\rangle\langle 0|$ (a completely positive map, but not unital). Then, the system after this measurement is represented by $\mathcal{E}(\rho) = |0\rangle\langle 0| \rho |0\rangle\langle 0| + |1\rangle\langle 1| \rho |1\rangle\langle 0| = |0\rangle\langle 0|$ with vanishing quantum $(h, \phi)$-entropy.

Note that Proposition 5 can be viewed as a consequence of Proposition 7. Indeed, it is straightforward to see that the set of operators $\rho$ with vanishing quantum $(h, \phi)$-entropy, and consider the generalized measurement performed by the measurement operators $A_1 = |0\rangle\langle 0|$ and $A_2 = |0\rangle\langle 1| + |1\rangle\langle 0|$ (a completely positive map, but not unital). Then, the system after this measurement is represented by $\mathcal{E}(\rho) = |0\rangle\langle 0| \rho |0\rangle\langle 0| + |1\rangle\langle 1| \rho |1\rangle\langle 0| = |0\rangle\langle 0|$ with vanishing quantum $(h, \phi)$-entropy.

In the light of the previous discussions and results, we can reinterpret Proposition 5 as follows: the quantum $(h, \phi)$-entropy equals the minimum over the set of rank-one projective measurements of the classical $(h, \phi)$-entropy for a given measurement and density operator. Indeed, we can extend the minimization domain to the set of rank-one positive operator valued measurements (POVMs)\(^2\). As a consequence, we can give an alternative (and very natural, from a physical perspective) definition for the $(h, \phi)$-entropies.

**Proposition 8** Let $\mathcal{E}$ be the set of all rank-one POVMs. Then

$$H_{(h, \phi)}(\rho) = \min_{E \in \mathcal{E}} H_{(h, \phi)}(p^E(\rho)).$$

(19)

where $p^E(\rho)$ is the probability vector for the POVM $E = \{E_k\}_{k=1}^K$ given the density operator $\rho$, i.e., $p^E_k(\rho) = Tr(E_k \rho)$.

**Proof** Let us consider an arbitrary rank-one POVM $E = \{E_k\}_{k=1}^K$ and consider the positive operators $A_k = E_k^{1/2}$. Let us then define

$$\mathcal{E}_E(\rho) = \sum_{k=1}^K E_k^{1/2} \rho E_k^{1/2} = \sum_{k=1}^K p_k^E(\rho) \frac{E_k^{1/2} \rho E_k^{1/2}}{Tr E_k^{1/2} \rho E_k^{1/2}} = \sum_{k=1}^K p_k^E(\rho) |\psi_k\rangle\langle \psi_k|,$$

\(^2\) Recall that a POVM is a set $\{E_k\}$ of positive definite operators satisfying the resolution of the identity.
where we have used the fact that $E_k$ is rank-one, so its square-root can be written in the form $E_k^{1/2} = |\tilde{\psi}_k\rangle\langle\tilde{\psi}_k|$ (with $|\tilde{\psi}_k\rangle$ not necessarily normalized), allowing us to introduce the pure states $|\psi_k\rangle = \frac{|\tilde{\psi}_k\rangle}{\langle\tilde{\psi}_k|\tilde{\psi}_k\rangle^{1/2}}$. From the completeness relation satisfied by the POVM, $E_E(\rho)$ is then a doubly stochastic map. Thus, applying successively Proposition 1 and Proposition 4 we obtain

$$H_{(h,\phi)}(\rho) \leq H_{(h,\phi)}(E(\rho)) \leq H_{(h,\phi)}(p^E(\rho)).$$

Since $E$ is arbitrary, we thus have

$$H_{(h,\phi)}(\rho) \leq \min_{E \in \mathcal{E}} H_{(h,\phi)}(p^E(\rho)).$$

Consider then $E_{\text{min}} = \{|e_k\rangle\langle e_k|\}_{k=1}^N$ where $\{|e_k\rangle\}_{k=1}^N$ is the orthonormal basis that diagonalizes $\rho$. Thus

$$H_{(h,\phi)}(p^{E_{\text{min}}}(\rho)) = H_{(h,\phi)}(\rho) \leq \min_{E \in \mathcal{E}} H_{(h,\phi)}(p^E(\rho)) \leq H_{(h,\phi)}(p^{E_{\text{min}}}(\rho)),$$

which ends the proof.

We notice that the alternative definition of quantum $(h,\phi)$-entropy given in this proposition, can not be extended to any POVM. The following counterexample shows this impossibility. Let us consider the density operator $\rho = \frac{1}{2} I$ with $N > 2$ even, and the POVM $E = \{E_1, E_2\}$ formed by the positive operators $E_1 = \sum_{i=1}^N |e_i\rangle\langle e_i|$ and $E_2 = \sum_{i=2}^{N+1} |e_i\rangle\langle e_i|$, where $\{|e_i\rangle\}_{i=1}^N$ is an arbitrary orthonormal basis of $\mathcal{H}^N$. Thus, we obtain $p^E(\rho) = \left[\frac{1}{7}, \frac{1}{2}\right]$ and consequently from the Schur-concavity and the expansibility of the classical $(h,\phi)$-entropy we have $H_{(h,\phi)}(\rho) = h\left(N\phi\left(\frac{1}{2}\right)\right) > h\left(2\phi\left(\frac{1}{2}\right)\right) = H_{(h,\phi)}(p^E(\rho))$.

3.4 Composite systems I: additivity, sub and superadditivities, and bipartite pure states

We focus now on some properties of the quantum $(h,\phi)$-entropies for bipartite quantum systems $AB$ represented by density operators acting on a product Hilbert space $\mathcal{H}_{AB} = \mathcal{H}_A^N \otimes \mathcal{H}_B^N$. Specifically, we are interested in the behavior of the entropy of the composite density operator $\rho^{AB}$, with reference to the entropies of the density operators of the subsystems $3$ $\rho^A = \text{Tr}_B \rho^{AB}$ and $\rho^B = \text{Tr}_A \rho^{AB}$.

Now, we give sufficient conditions for the additivity property of quantum $(h,\phi)$-entropies:

3 By definition, the partial trace operation over $B$, $\text{Tr}_B : \mathcal{H}_A^N \otimes \mathcal{H}_B^N \to \mathcal{H}_A^N$, is the unique linear operator such that $\text{Tr}_B X_A \otimes X_B = (\text{Tr}_B X_B) X_A$ for all $X_A$ and $X_B$ acting on $\mathcal{H}_A^N$ and $\mathcal{H}_B^N$, respectively. For instance, let us consider the bases $\{|e_i^A\}_{i=1}^N$ and $\{|e_j^B\}_{j=1}^N$ of $\mathcal{H}_A^N$ and $\mathcal{H}_B^N$ respectively, and the product basis $\{|e_i^A \otimes e_j^B\}$ of $\mathcal{H}_A^N \otimes \mathcal{H}_B^N$. Let us denote by $\rho^{AB}_{i',j'}$, the components in the product basis of an operator $\rho^{AB}$ acting on $\mathcal{H}_A^N \otimes \mathcal{H}_B^N$. Thus, the partial trace over $B$ of $\rho^{AB}$ gives the density operator of the subsystem $A$, $\rho^A = \text{Tr}_B \rho^{AB}$, whose components are $\rho^A_{i'} = \sum_j \rho^{AB}_{i',j'}$ in the basis $\{|e_i^A\}$. 
Proposition 9 Let \( \rho^A \otimes \rho^B \) be an arbitrary product density operator of a composite system \( AB \), and \( \rho^A \) and \( \rho^B \) the corresponding density operators of the subsystems. If, for \( (a,b) \in (0,1]^2 \) and \( (x,y) \in \left[ \min \left\{ \phi(1), N_A \phi \left( \frac{1}{N_A} \right) \right\}, \max \left\{ \phi(1), N_A \phi \left( \frac{1}{N_A} \right) \right\} \right] \times \left[ \min \left\{ \phi(1), N_B \phi \left( \frac{1}{N_B} \right) \right\}, \max \left\{ \phi(1), N_B \phi \left( \frac{1}{N_B} \right) \right\} \right], \phi \) and \( h \) satisfy the Cauchy functional equations either of the form (i) \( \phi(ab) = \phi(a) + \phi(b) \) and \( h(x+y) = h(x)+h(y) \), or of the form (ii) \( \phi(ab) = \phi(a)\phi(b) \) and \( h(xy) = h(x)+h(y) \). Then the \((h, \phi)\)-entropy satisfies the additivity property

\[
H_{(h, \phi)}(\rho^A \otimes \rho^B) = H_{(h, \phi)}(\rho^A) + H_{(h, \phi)}(\rho^B) \tag{20}
\]

Proof In case (i), by writing the density operators \( \rho^A \) and \( \rho^B \) in their diagonal forms, it is straightforward to obtain

\[
\phi(\rho^A \otimes \rho^B) = \phi(\rho^A) \otimes \rho^B + \rho^A \otimes \phi(\rho^B),
\]

and thus

\[
h(\text{Tr} \phi(\rho^A \otimes \rho^B)) = h(\text{Tr} \phi(\rho^A) + \text{Tr} \phi(\rho^B)) = h(\text{Tr} \phi(\rho^A)) + h(\text{Tr} \phi(\rho^B))
\]

where we used \( \text{Tr} \rho^A = 1 = \text{Tr} \rho^B \). Similarly, for case (ii),

\[
\phi(\rho^A \otimes \rho^B) = \phi(\rho^A) \otimes \phi(\rho^B)
\]

and thus

\[
h(\text{Tr} \phi(\rho^A \otimes \rho^B)) = h(\text{Tr} \phi(\rho^A) \text{ Tr} \phi(\rho^B)) = h(\text{Tr} \phi(\rho^A)) + h(\text{Tr} \phi(\rho^B)).
\]

The domains where the functional equations have to be satisfied are respectively the domain of definition of \( \phi \) and the image of \( \text{Tr} \phi \) (see Proposition 2).

Note that, on the one hand, in case (i) the functional equation for \( \phi \) can be recast as \( g(ab) = g(a) + g(b) \) with \( g(x) = x^{-\phi}(x) \). Thus, \( \phi(x) = c_1 \ln x \) and \( h(x) = c_2 x \) with \( c_1 c_2 < 0 \) are entropic functionals that are solutions of the functional equations (i). These solutions lead to von Neumann entropy, which, as it is well known, is additive (see e.g. [20, 27]). On the other hand, in case (ii), \( \phi(x) = x^\alpha \) and \( h(x) = c \ln x \) with \( 0 < \alpha < 1 \) and \( c > 0 \) or \( \alpha > 1 \) and \( c < 0 \) are entropic functional solutions. This is the case for the Rényi entropies, which are also known to be additive (see e.g. [62]). In general, however, \((h, \phi)\)-entropies are not additive, for instance quantum unified entropies (including quantum Tsallis entropies) do not satisfy this property for all the possible values of the entropic parameters [13, 53]. For the (not so general) quantum \((f, \alpha)\)-entropies, we can give necessary and sufficient conditions for the additivity property:

Notice that the Cauchy equations \( g(x+y) = g(x) + g(y) \), \( g(xy) = g(x) + g(y) \) and \( g(xy) = g(x)g(y) \) are not necessarily linear, logarithmic or power type respectively without additional assumptions on the domain where they are satisfied and on the class of admissible functions (see e.g. [13, 63]). But, recall that the entropic functionals \( h \) and \( \phi \) are continuous and either increasing and concave, or decreasing and convex.
Proposition 10 Let \( \rho^A \otimes \rho^B \) be an arbitrary product density operator of a composite system \( AB \), and \( \rho^A \) and \( \rho^B \) the corresponding density operators of the subsystems. Then, for any \( \alpha > 0 \) the additivity property

\[
F_{(f,\alpha)}(\rho^A \otimes \rho^B) = F_{(f,\alpha)}(\rho^A) + F_{(f,\alpha)}(\rho^B)
\]

holds if and only if \( f(xy) = f(x) + f(y) \) for \( (x,y) \in [\min\{1,N_A^{1-\alpha}\}, \max\{1,N_A^{1-\alpha}\}] \times [\min\{1,N_B^{1-\alpha}\}, \max\{1,N_B^{1-\alpha}\}] \).

Proof The ‘if’ part is a direct consequence of Proposition [9] where \( \phi(x) = x^\alpha \) and \( h(x) = \frac{f(x)}{x} \)

Reciprocally, if \( F_{(f,\alpha)} \) is additive, we necessarily have that \( f \left( \text{Tr} \left( \rho^A \right)^\alpha \text{Tr} \left( \rho^B \right)^\alpha \right) = f \left( \text{Tr} \left( \rho^A \right)^\alpha \right) + f \left( \text{Tr} \left( \rho^B \right)^\alpha \right) \)

for any pair of arbitrary states. Denoting \( x = \text{Tr} \left( \rho^A \right)^\alpha \) and \( y = \text{Tr} \left( \rho^B \right)^\alpha \) and analyzing the image of \( \text{Tr} \rho^\alpha \) for any density operator acting on \( \mathcal{H}^N \), we necessarily have \( f(xy) = f(x) + f(y) \) over the domain specified in the proposition, which ends the proof.

Notice that, if \( f \) is twice differentiable, one can show that \( f \) is proportional to the logarithm thus, among the quantum \((f,\alpha)\)-entropies, only the von Neumann and quantum Rényi entropies are additive.

As we have seen, the \((h,\phi)\)-entropies are, in general, nonadditive. However, as suggested in [65], two types of subadditivity and superadditivity can be of interest. One of them compares the entropy of \( \rho^{AB} \) with the sum of the entropies of the subsystems \( \rho^A \) and \( \rho^B \) (global entropy vs sum of marginal-entropies), and the other one compares the entropy of \( \rho^{AB} \) with that of the product state \( \rho^A \otimes \rho^B \) (global entropy vs product-of-marginals entropy). The general study of subadditivity of the first type, \( H_{(h,\phi)}(\rho^{AB}) \leq H_{(h,\phi)}(\rho^A) + H_{(h,\phi)}(\rho^B) \), is difficult, even if one is looking for sufficient conditions to insure this subadditivity. Although it is not valid in general, there are certain cases for which it holds. For example, it holds for the von Neumann entropy [57], quantum unified entropies for a restricted set of parameters [13,53], and quantum Tsallis entropy with parameter greater than 1 [65,66]. On the other hand, it is possible to show that only the von Neumann entropy (or an increasing function of it) satisfies subadditivity of the second type, provided that some smoothness conditions are imposed on \( \phi \). This is summarized in the following:

Proposition 11 Let \( \rho^{AB} \) be a density operator of a composite system \( AB \), and \( \rho^A \) and \( \rho^B \) the corresponding density operators of the subsystems. Assume that \( \phi \) is twice differentiable on \((0,1)\). The \((h,\phi)\)-entropy satisfies

\[
H_{(h,\phi)}(\rho^{AB}) \leq H_{(h,\phi)}(\rho^A \otimes \rho^B)
\]

if and only if \( H_{(h,\phi)} \) is an increasing function of the von Neumann entropy, given by \( \phi(x) = -x \ln x \).

Proof The proof is based on two steps:

- First, an example of a two qutrit diagonal system acting on a Hilbert space \( \mathcal{H}^3 \otimes \mathcal{H}^3 \) is presented, for which it is shown that \( H_{(h,\phi)} \) cannot be subadditive, with the exception of certain functions \( \phi' \) satisfying a given functional equation.
and 

Let us now recall the Klein inequality \[25, \text{Eq. (12.7)}\] for concave \(\phi\) with \(\rho\) concave 

\[\phi(\rho) = \phi(00) + \phi(11) - \phi(01) - \phi(10)\]

with 

\[\rho^A = a |0\rangle\langle 0| + \alpha |1\rangle\langle 1| + (1-a-\alpha) |2\rangle\langle 2| \quad \text{and} \quad \rho^B = b |0\rangle\langle 0| + \beta |1\rangle\langle 1| + (1-b-\beta) |2\rangle\langle 2|\]

where \{|0\rangle, |1\rangle, |2\rangle\} is an orthonormal basis for \(\mathcal{H}^3\), \(|ij\rangle = |i\rangle \otimes |j\rangle\), the coefficients \((a,\alpha,b,\beta)\) in the set 

\[D = \{a,\alpha,b,\beta : 0 < a, b < 1 \land 0 < \alpha \leq 1 - a \land 0 < \beta \leq 1 - b\}\]

and \(c\) in the interval 

\[C_{a,\alpha,b,\beta} = \left[-1 + \max \{ab, \alpha \beta, 1-a\beta, 1-ab\}, \min \{ab, \alpha \beta, 1-a\beta, 1-ab\}\right].\]

Let us now recall the Klein inequality \[25, \text{Eq. (12.7)}\] for concave \(\phi\), 

\[\text{Tr} \phi(\rho) - \text{Tr} \phi(\sigma) \leq \text{Tr} \left((\rho - \sigma) \phi'(\sigma)\right),\]

the reversed inequality holds for convex \(\phi\). If the Klein inequality is applied to \(\rho = \rho^A \otimes \rho^B\) and \(\sigma = \rho^{AB}\), for \((a,b) \in (0,1)^2\) (such that \(C_{a,\alpha,b,\beta}\) is not restricted to \(\{0\}\)), and \(c \in C_{a,\alpha,b,\beta}\) (where \(^{\circ}\) denotes the interior of a set), we obtain for concave \(\phi\), 

\[\text{Tr} \phi(\rho^A \otimes \rho^B) - \text{Tr} \phi(\rho^{AB}) \leq c \ g(a,\alpha,\beta,\beta,c), \quad (23)\]

and the reversed inequality for convex \(\phi\), where 

\[g(a,\alpha,\beta,\beta,c) = \phi'(ab-c) + \phi'(a\beta-c) - \phi'(a\beta+c) - \phi'(ab+c). \quad (24)\]

Assume that there exists \((x,u,y,v)\in \hat{D}\) such that \(g(x,u,y,v,0) \neq 0\). From the continuity of \(\phi'\), function \(g\) is continuous, and thus there exists a neighborhood \(V_0 \subset C_{x,u,y,v}\) of 0 such that function \(c \mapsto g(x,u,y,v,c)\) has a constant sign on \(V_0\). As a conclusion, \(c \mapsto c \ g(x,u,y,v,0)\) does not preserve sign on \(V_0\). This allows us to conclude from \(23\) that when \(\phi\) is concave (resp. convex), \(\text{Tr} \phi(\rho^{AB})\) can be higher (resp. lower) than \(\text{Tr} \phi(\rho^A \otimes \rho^B)\). Together with the increasing (resp. decreasing) property of \(h\), it is then clear that if \(g(a,\alpha,\beta,\beta,0)\) is not identically zero on the domain \(\hat{D}\), then \(H_{(h,\phi)}\) cannot be subadditive in the sense global vs product of marginals.

**Step 2.** If \(g(a,\alpha,\beta,\beta,0) = 0\) on \(\hat{D}\), then \(\phi'\) satisfies the functional equation 

\[\phi'(ab) + \phi'(a\beta) - \phi'(a\beta) - \phi'(ab) = 0, \quad (25)\]

and one cannot use the previous argument to decide if \(H_{(h,\phi)}\) is subadditive or not. In order to solve this riddle we follow \[67, \S 6\], where a similar functional
equation is discussed. By fixing \((a, b) \in (0, 1)^2\), differentiating identity (25) with respect to \(\alpha\) and multiplying the result by \(\alpha\), we obtain

\[
\alpha \beta \phi''(\alpha \beta) = ab \phi''(ab) \quad \text{for} \quad (\alpha, \beta) \in (0, 1) \times (0, 1 - b).
\]

This means that \(x \phi''(x)\) is constant for \(x \in (0, (1 - a) \max\{b, 1 - b\})\), for all \((a, b) \in (0, 1)^2\). Thus, \(x \phi''(x)\) is constant for \(x \in (0, 1)\). In other words, \(\phi\) is necessarily of the form \(\phi(x) = -x \ln x + \mu x + \nu\). Due to the continuity of \(\phi\), this is valid on the closed set \([0, 1]\). Since \(\text{Tr} \rho = 1\), one can restrict the analysis to \(\mu = 0\) (this value can be put in \(\nu\), leaving the entropy unchanged). Moreover, this constant does not alter the concavity or convexity of \(\phi\) and thus can be put in \(h\) [without altering its monotonicity and, thus, the sense of the inequalities between \(H_{(h,\phi)}(\rho^{AB})\) and \(H_{(h,\phi)}(\rho^A \otimes \rho^B)\) either]. To ensure strict concavity (convexity) of \(\phi\), one must have \(\lambda > 0\) (resp. \(\lambda < 0\) and thus, without loss of generality, \(\lambda\) can be rejected in \(h\). Finally, one can rapidly see that \(\phi(x) = -x \ln x\) satisfies the identity (25).

As a conclusion, under the assumptions of the proposition, when \(H_{(h,\phi)}\) is not an increasing function of the von Neumann entropy, it cannot be subadditive. Reciprocally, the von Neumann entropy is known to be subadditive (see e.g. [56, 57]), and this remains valid for any increasing function of this entropy, which finishes the proof.

Notice that neither Rényi nor Tsallis entropies satisfy this subadditivity for any entropic parameter except for \(\alpha = 1\) (i.e., von Neumann entropy). As a consequence, from Propositions 10 and 11 we obtain that, except for the von Neumann case (and the zero-parameter entropy), Rényi entropies do not neither satisfy usual subadditivity in terms of \(H_{(h,\phi)}(\rho^{AB})\) and \(H_{(h,\phi)}(\rho^A \otimes \rho^B)\) (as in the classical counterpart [68, Ch. IX, §6]). In addition, the counterexample used in the proof of the proposition, allows us to conclude that the same nonsubadditivity also holds for the classical counterpart of \((h, \phi)\)-entropies.

Regarding both types of superadditivity, it is well known that the von Neumann entropy does not satisfy neither of them. Here, we extend this fact to any \((h, \phi)\)-entropy, as summarized in the following:

**Proposition 12** Let \(\rho^{AB}\) be a density operator of a composite system \(AB\), and \(\rho^A\) and \(\rho^B\) the corresponding density operators of the subsystems. The \((h, \phi)\)-entropy is nonsuperadditive in the sense that

\[
H_{(h,\phi)}(\rho^{AB}) \geq H_{(h,\phi)}(\rho^A \otimes \rho^B) \quad \text{and} \quad H_{(h,\phi)}(\rho^{AB}) \geq H_{(h,\phi)}(\rho^A) + H_{(h,\phi)}(\rho^B) \tag{26, 27}
\]

are not satisfied for all states.

**Proof** Let us consider the two qubit diagonal system acting on \(\mathcal{H}^2 \otimes \mathcal{H}^2\):

\[
\rho^{AB} = \frac{1}{2} (|00\rangle \langle 00| + |11\rangle \langle 11|).
\]

For \(\alpha = 0\) this subadditivity is also satisfied, but note that in this special case, \(\phi\) is not continuous and moreover does not fulfill the conditions of the proposition.
which gives \( \rho^A = \frac{I}{2} = \rho^B \). In this case, we have \( H_{(h,\phi)}(\rho^{AB}) = h(2\phi(\frac{1}{2})) \), \( H_{(h,\phi)}(\rho^A) + H_{(h,\phi)}(\rho^B) = 2h(2\phi(\frac{1}{2})) \) and \( H_{(h,\phi)}(\rho^A \otimes \rho^B) = h(4\phi(\frac{1}{4})) \), such that \( H_{(h,\phi)}(\rho^{AB}) < H_{(h,\phi)}(\rho^A) + H_{(h,\phi)}(\rho^B) \) (due to the positivity of the entropies) and \( H_{(h,\phi)}(\rho^{AB}) < H_{(h,\phi)}(\rho^A \otimes \rho^B) \) (due to the Schur-concavity property).

For the case of von Neumann entropy, it is well known that the entropy of subsystems of a bipartite pure state are equal (see e.g. [3, Th. 11.8-(3)]). We extend this result to any quantum \((h,\phi)\)-entropy.

**Proposition 13** Let \( |\psi\rangle \) be a pure state of a composite system \( AB \) and \( \rho^A = \text{Tr}_B |\psi\rangle\langle\psi| \) and \( \rho^B = \text{Tr}_A |\psi\rangle\langle\psi| \) the corresponding density operators of the subsystems. Then

\[
H_{(h,\phi)}(\rho^A) = H_{(h,\phi)}(\rho^B). \tag{28}
\]

**Proof** From the Schmidt decomposition theorem [25, Th. 9.1], any pure state \( |\psi\rangle \in \mathcal{H}_A^N \otimes \mathcal{H}_B^N \) can be written under the form

\[
|\psi\rangle = \sum_{i=1}^{N} \sqrt{\lambda_i} |e_i^A\rangle \otimes |e_i^B\rangle, \tag{29}
\]

where \( \{|e_i^A\rangle\}_{i=1}^{N_A} \) and \( \{|e_i^B\rangle\}_{i=1}^{N_B} \) are two orthonormal bases for \( \mathcal{H}_A^N \) and \( \mathcal{H}_B^N \), respectively, and \( N \leq \min\{N_A, N_B\} \). The density operators of the subsystems are then

\[
\rho^A = \sum_{i=1}^{N_A} \lambda_i |e_i^A\rangle \langle e_i^A| \quad \text{and} \quad \rho^B = \sum_{i=1}^{N_B} \lambda_i |e_i^B\rangle \langle e_i^B|, \tag{30}
\]

so that the first \( N \) eigenvalues \( \lambda_i \) are equal, the remaining ones being zero. Therefore, using the expansibility property, both have the same quantum \((h,\phi)\)-entropy.

### 3.5 Composite systems II: entanglement detection

Now, we consider the use of quantum \((h,\phi)\)-entropies in the entanglement detection problem. As with the classical entropies, one would expect that the quantum entropies of density operators reduced to subsystems were lower than that of the density operator of the composite system. We show here that this property turns out to be valid for separable density operators. We recall that a bipartite quantum state is separable if it can be written as a convex combination of product states [69], that is

\[
\rho_{\text{Sep}}^{AB} = \sum_{m=1}^{M} \omega_m |\psi^A_m\rangle \langle \psi^A_m| \otimes |\psi^B_m\rangle \langle \psi^B_m| \quad \text{with} \quad \omega_m \geq 0 \quad \text{and} \quad \sum_{m=1}^{M} \omega_m = 1. \tag{31}
\]

For bipartite separable states, we have the following:

---

6 Equivalently, the pure states \( |\psi^A_m\rangle \langle \psi^A_m| \) and \( |\psi^B_m\rangle \langle \psi^B_m| \) can be replaced by mixed states defined on \( \mathcal{H}^A \) and \( \mathcal{H}^B \) respectively [70].
Let $\rho_{\text{AB}}^{\text{Sep}}$ be a separable density operator of a composite system $AB$, and let $\rho_A$ and $\rho_B$ be the corresponding density operators of the subsystems. Then

$$H((h,\phi)(\rho_{\text{AB}}^{\text{Sep}})) \geq \max\left\{ H((h,\phi)(\rho_A)), H((h,\phi)(\rho_B)) \right\},$$

(32)

for any pair of entropic functionals $(h,\phi)$.

Proof This is a corollary of a more general criterion of separability given in Ref. [70] (also given in [25, B.4, p. 386]), based on majorization. Indeed, from that criterion, a separable density operator $\rho_{\text{AB}}^{\text{Sep}}$ and the reduced density operators $\rho_A$ and $\rho_B$ satisfy the majorization relations

$$\rho_{\text{AB}}^{\text{Sep}} \prec \rho_A \quad \text{and} \quad \rho_{\text{AB}}^{\text{Sep}} \prec \rho_B.$$  

(33)

Inequality (32) is thus a consequence of the Schur-concavity of $H((h,\phi))$, proved in Proposition 1.

It is worth mentioning that the majorization relations (33) do not imply the separability of the density operator [25, 70] and thus (33) is a sufficient condition for the derivation of (32). In other words, some pair(s) of entropic functionals $(h,\phi)$ and a density operator of the composite system violate (32).

Proposition 14 was proved originally for von Neumann entropy [21], and later on for some quantum entropies such as the Rényi, Tsallis, and Kaniadakis ones (see e.g. [12,22–24,27] or [25, B.5, p. 387]). Remarkably, this property turns out to be fulfilled by any quantum $(h,\phi)$-entropy.

As an example we use Proposition 14 in the case of $(f,\alpha)$-entropies, in order to verify its efficiency to detect entangled Werner states of two qubit systems. Werner density operators are of the form [69] or [25, Eq. (15.42), p. 382-383]:

$$\rho_{\text{AB}} = \omega |\Psi^-()\rangle\langle \Psi^- | + (1 - \omega) I_4,$$

(34)

where $|\Psi^-) = \frac{1}{\sqrt{2}}(|00\rangle - |11\rangle)$ is the singlet state, $|0\rangle$ and $|1\rangle$ are eigenstates of the Pauli matrix $\sigma_z$, and $\omega \in [0,1]$. It is well known that Werner states are entangled if and only if $\omega > \frac{1}{3}$. The density operators of the subsystems are $\rho_A = \rho_B = \frac{I_2}{2}$.

Therefore, following Proposition 14 for an $(f,\alpha)$-entropy, we can assert that the Werner states are entangled if the function

$$Z_{f,\alpha}(\omega) = \begin{cases} 
  f \left( 3 \left( \frac{1-\omega}{4} \right)^\alpha + \left( \frac{1+3\omega}{4} \right)^\alpha \right) - f \left( \frac{2^{1-\alpha}}{2} \right), & \alpha \neq 1 \\
  3 \left( 1 - \omega \right) \ln \left( 1 - \omega \right) + \left( 1 + 3\omega \right) \ln \left( 1 + 3\omega \right) - \ln 2, & \alpha = 1
\end{cases}$$

(35)

is positive. Note that, since $f$ is increasing, the sign of $Z_{f,\alpha}$ does not depend on the choice of $f$, so that we can take $f(x) = \ln x$ without loss of generality. Figure 1 is a contour plot of $Z_{f,\alpha}(\omega)$ versus $\omega$ and $\alpha$. The dashed line represents the boundary between the entangled situation ($\omega > \frac{1}{3}$) and the separable one ($\omega < \frac{1}{3}$), and the solid line distinguishes the situation $Z_{f,\alpha}(\omega) > 0$ (to the right) from the situation $Z_{f,\alpha}(\omega) < 0$ (to the left). It can be seen that, in this specific example, the entropic entanglement criterion is improved when $\alpha$ increases. This can be well understood.
A family of generalized quantum entropies: definition and properties

Fig. 1 Contour plot of function $Z_{\ln,\alpha}(\omega)$ versus $\omega$ and $\alpha$, as given in Eq. (35). To the right of the dashed line (at $\omega = \frac{1}{3}$) the Werner states are entangled, while to its left they are separable. The solid line corresponds to $Z_{f,\alpha}(\omega) = 0$ and limits two situations: to the right where $Z_{f,\alpha}(\omega)$ is positive and the criterion allows to conclude that the states are entangled, and to the left where nothing can be said about the states.

noting that, when $\alpha \to \infty$, $Z_{\ln,\alpha}(\omega) \to \ln \left( \frac{1+3\omega}{4} \right)$, that is positive if and only if $\omega > \frac{1}{3}$, i.e., if and only if the Werner states are entangled.

This simple illustration aims at showing that the use of a family of $(h,\varphi)$-entropies instead of a particular one, or playing with the parameter(s) of parametrized $(h,\varphi)$-entropies, allows one to improve entanglement detection.

Naturally the majorization entanglement criterion is stronger than the entropic one. Indeed, for the example given above, the majorization criterion detects all entangled Werner states. However, there are situations where the problem of computation of the eigenvalues of the density operator happens to be harder than the calculation of the trace in the entropy definition (at least for entropic functionals of the form $\varphi(x) = x^n$, with $n$ integer). Moreover, from the converse of Karamata theorem (see Sec. 2), the majorization criterion becomes equivalent to the entropic one when considering the whole family of $(h,\varphi)$-entropies. This allows us to expect that the more “nonequivalent” entropies are used, the better the entanglement detection should be.

Another motivation for the use of general entropies in entanglement detection is that, in a more realistic scenario, one does not have complete information about the density operator, so the majorization criterion, and consequently the entropic one can not be applied. It happens usually that one has partial information from mean values of certain observables. In that case, one needs to use some inference method to estimate the density operator compatible with the available information. One of the more common methods for obtaining the least biased density operator compatible with the actual information, is the maximum entropy principle (MaxEnt for brevity). That is, the maximization of von Neumann entropy subject to the restrictions given by the observed data. However, this procedure can fail when dealing with composite systems, as shown in Ref. [72]. Indeed, MaxEnt using von Neumann entropy can lead to fake entanglement, which means that it predicts entanglement even when there exists a separable state compatible with the data. In Ref. [12] it was shown that, using concave quantum entropies of the
form $H_{(\psi,\phi)}(\rho) = \text{Tr}(\phi(\rho))$, it is possible to avoid fake entanglement when the partial information is given through Bell constraints.

Now we address the following question that arises in a natural way. Is it possible to use the constructions given above to say something about multipartite entanglement? As the number of subsystems grows, the entanglement detection problem becomes more and more involved, even for the simplest tripartite case (see e.g. [73, 75]). Indeed, for a multipartite system, one has to distinguish between the so-called full separability and many types of partial separability (see e.g. [76] and references therein). Here we briefly discuss a possible extension of Proposition 14 for fully separable states. The definition of full multipartite separability for $L$ subsystems acting on a Hilbert space $H_L = \bigotimes_{l=1}^{L} H_l^{\mathcal{N}_l}$ is a direct extension of (31), that is,

$$\rho_{\text{FullSep}}^{A_1 \cdots A_L} = \sum_{m=1}^{M} \omega_m |\psi_m^{A_1}\rangle\langle \psi_m^{A_1}| \otimes \cdots \otimes |\psi_m^{A_L}\rangle\langle \psi_m^{A_L}|, \text{ with } \omega_m \geq 0 \text{ and } \sum_{m=1}^{M} \omega_m = 1.$$  

(36)

For multipartite fully separable states, we have the following:

**Proposition 15** Let $\rho_{\text{FullSep}}^{A_1 \cdots A_L}$ be a fully separable density operator of an $L$-partite system, and let $\rho^{A_1}, \ldots, \rho^{A_L}$ be the corresponding density operators of the subsystems. Then

$$H_{(\psi,\phi)}(\rho_{\text{FullSep}}^{A_1 \cdots A_L}) \geq \max \left\{ H_{(\psi,\phi)}(\rho^{A_1}), \ldots, H_{(\psi,\phi)}(\rho^{A_L}) \right\},$$

(37)

for any pair of entropic functionals $(\psi, \phi)$.

**Proof** The majorization relations (33) for separable bipartite states are mainly based on the Schrödinger mixture theorem, so that (33) can be generalized to the multipartite case in a direct way [70]. Let us consider the fully separable density operator (36), written in a diagonal form as $\rho_{\text{FullSep}}^{A_1 \cdots A_L} = \sum_{i} \lambda_i |e_i\rangle\langle e_i|$. On the one hand, from the Schrödinger mixture theorem, there exists a unitary matrix $U$ such that

$$\sqrt{\lambda_i} |e_i\rangle = \sum_{m} U_{im} \sqrt{\omega_m} |\psi_m^{A_i}\rangle \otimes \cdots \otimes |\psi_m^{A_L}\rangle.$$  

(38)

On the other hand, let $\rho^{A_i} = \sum_{m} \omega_m |\psi_m^{A_i}\rangle\langle \psi_m^{A_i}|$ be the density operator of the $i$th subsystem and its diagonal form $\rho^{A_i} = \sum_{j} \lambda_j^i |e_j^i\rangle\langle e_j^i|$. Using again the Schrödinger mixture theorem, there is a unitary matrix $V^i$ such that

$$\sqrt{\omega_m} |\psi_m^{A_i}\rangle = \sum_{j} V_{mj}^i \sqrt{\lambda_j^i} |e_j^i\rangle.$$  

(39)

Substituting (39) into (38), left-multiplying the result by its adjoint and using the orthonormality, $|e_j^i\rangle\langle e_j^i| = \delta_{jj}$, and $|e_i\rangle\langle e_i| = \delta_{ii}$, we obtain

$$\lambda = B^i \lambda^i,$$

(40)

with $B_{ij}^i = \sum_{m,n} U_{im}^* U_{jn} \sqrt{\omega_m} \sqrt{\omega_n} \prod_{k \neq i,j} \lambda_k^k$. Following similar arguments as in the bipartite case [70, Th. 1], it is straightforward to show that $B^i$ is a bistochastic matrix and thus that $\lambda < \lambda^i$. Finally, using the Schur-concavity of $H_{(\psi,\phi)}$, we obtain $H_{(\psi,\phi)}(\rho_{\text{FullSep}}^{A_1 \cdots A_L}) \geq H_{(\psi,\phi)}(\rho^{A_i})$ for any $i$, and thus inequality (37).
Some interesting problems to be addressed are the application of this proposition to particular multipartite states, as well as the extension of the generalized entropic criteria to different types of partial separability. These points and related derivations are beyond the scope of the present contribution, and will be the subject of future research.

4 On possible further generalized informational quantities

How to obtain useful conditional entropies and mutual informations based on generalized entropies is an open question and there is no general consensus to answer it, even in the classical case (see e.g. [52, 77–79] for different proposals). Here, we first discuss briefly two possible definitions of classical conditional entropies and mutual informations, based on \((h,\phi)\)-entropies. We then proceed to obtain quantum versions of those quantities.

4.1 A generalization of classical conditional entropies and mutual informations

Let us consider a pair of random variables \((A, B)\) with joint probability vector \(p^{AB}\), i.e., \(p^{AB}_{a,b} = \text{Pr}[A=a, B=b]\), and let us denote by \(p^A\) and \(p^B\) the corresponding marginal probability vectors, namely \(p^A_a = \sum_b p^{AB}_{a,b}\) and \(p^B_b = \sum_a p^{AB}_{a,b}\). From Bayes rule, the conditional probability vector for \(A\) given that \(B\) = \(b\), \(p^A|B\), is defined by \(p^A|B_{a|b} = \frac{p^{AB}_{a,b}}{p^B_b}\) (and analogously for \(p^B|A\)). For the sake of convenience, in this section we indifferently denote \(H_{(h,\phi)}(A, B)\) or \(H_{(h,\phi)}(p^{AB})\) (and similarly for the marginals).

In order to define a conditional \((h,\phi)\)-entropy of \(A\) given \(B\), one possibility is to take the average of the \((h,\phi)\)-entropy of the conditional probability \(p^A|B\) over all outcomes for \(B\) (in a way similar to the Shannon entropy [36], or also to the Rényi and Tsallis entropies, as in Refs. [78,79]). This leads to the following:

**Definition 3** Let us consider a pair of random variables \((A, B)\) with joint probability vector \(p^{AB}\). We define the \(J\)-conditional \((h,\phi)\)-entropy of \(A\) given \(B\) as

\[
H^J_{(h,\phi)}(A|B) = \sum_b p^B_b H_{(h,\phi)}(p^{AB})
\]

(41)

From Def. [3] one can thus define a “\(J\)-mutual information” as

\[
J^J_{(h,\phi)}(A; B) = H_{(h,\phi)}(A) - H^J_{(h,\phi)}(A|B).
\]

(42)

However, except when \(h\) is concave, there is no guarantee that \(J^J_{(h,\phi)}(A; B)\) is nonnegative (see Proposition [3]). Besides, this quantity is not symmetric in general.

An alternative proposal is to mimic the chain rule satisfied by Shannon entropy, \(H(A|B) = H(A, B) - H(B)\), and thus to define a conditional entropy as follows:

**Definition 4** Let us consider a pair of random variables \((A, B)\) with joint probability vector \(p^{AB}\). We define the \(I\)-conditional \((h,\phi)\)-entropy of \(A\) given \(B\) as

\[
H^I_{(h,\phi)}(A|B) = H_{(h,\phi)}(A, B) - H_{(h,\phi)}(B).
\]

(43)
It can be shown that this quantity is nonnegative from Petrović inequality \cite[Th. 8.7.1]{43} together with the appropriate increasing or decreasing behavior of \( h \) (see also the properties of the \((h, \phi)\)-entropies, Section 2).

From Def. 4, one can define a symmetric “\( I \)-mutual information” as

\[
I_{(h, \phi)}(A; B) = H_{(h, \phi)}(A) - H_{(h, \phi)}(A | B) = H_{(h, \phi)}(A) + H_{(h, \phi)}(B) - H_{(h, \phi)}(A, B).
\]

(44)

Notice that \( J_{(h, \phi)}(A; B) \) and \( I_{(h, \phi)}(A; B) \) coincide in the Shannon case, i.e., for \( h(x) = x, \phi(x) = -x \ln x \), but they are different in general. Besides, like \( J_{(h, \phi)}(A; B) \), \( I_{(h, \phi)}(A; B) \) can also be negative.

Other alternatives have been proposed in specific contexts, such as for Tsalilis \cite{52, 77, 78} or Rényi entropies \cite{62, 79–81}, but a unified point of view is still missing and the question remains open.

4.2 From classical to quantum generalized conditional entropies and mutual informations

Let \( \rho_{AB} \) be the density operator of a quantum composite system \( AB \), and let \( \Pi_B = \{ \Pi_{Bj} \} \) be a local projective measurement acting on \( H_N^B \), i.e., \( \Pi_j^B \Pi_j^B = \delta_j^{j'} \) and \( \sum_j^N \Pi_j^B = I_N^B \). The density operator relative to that measurement is given by

\[
\rho_{A | \Pi_B} = \sum_j p_j \rho_{A | \Pi_{Bj}} = \sum_j p_j \rho_{A | \Pi_{Bj}} = \frac{1 \otimes \Pi_j^B \rho_{AB} 1 \otimes \Pi_j^B}{\text{Tr}(I \otimes \Pi_j^B \rho_{AB})}.
\]

We define the quantum version of (41) for \( A \) conditioned to the local projective measurement \( \Pi_B \) acting on \( B \), as

\[
H_{J_{(h, \phi)}}(A | B | \Pi_B) = \sum_j p_j H_{(h, \phi)}(\rho_{A | \Pi_{Bj}}).
\]

(45)

This quantity has been proposed for trace-form entropies in \cite{82}. One can obtain an independent quantum conditional entropy taking the minimum over the set of local projective measurement \( \Pi_B \) acting on \( B \), as

\[
H_{J_{(h, \phi)}}(A | B | \Pi_B) = \min_{\Pi_B} \sum_j p_j H_{(h, \phi)}(\rho_{A | \Pi_{Bj}}).
\]

(46)

Definition 5 Let \( \rho_{AB} \) be the density operator of a quantum composite system \( AB \), and let \( \Pi_B \) be a local projective measurement acting on \( B \). We define the quantum \( J \)-conditional \((h, \phi)\)-entropy of \( A \) given \( B \) as

\[
H_{J_{(h, \phi)}}(A | B) = \min_{\Pi_B} H_{J_{(h, \phi)}}(A | B | \Pi_B).
\]

(46)

Now, we propose the quantum version of the mutual information \( (42) \) as

\[
J_{(h, \phi)}(A; B) = H_{(h, \phi)}(\rho^A) - H_{J_{(h, \phi)}}(A | B).
\]

(47)

Notice that if \( h \) is concave, then \( J_{(h, \phi)} \geq 0 \), but its nonnegativity is not guaranteed in general (see Proposition 3).

Another possibility is to extend the standard definition of the quantum conditional entropy to \((h, \phi)\)-entropies, which leads to the quantum version of (43):
Definition 6 Let $\rho^{AB}$ be the density operator of a quantum composite system $AB$, and $\rho^B$ be the corresponding density operator of subsystem $B$. We define the quantum $I$-conditional ($h, \phi$)-entropy of $A$ given $B$ as

$$H_{(h,\phi)}^I(A|B) = H_{(h,\phi)}(\rho^{AB}) - H_{(h,\phi)}(\rho^B).$$  \hspace{1cm} (48)$$

Notice that, contrary to the classical case, these quantities are not necessarily positive, except when $\rho^{AB}$ is separable, as we have precisely shown in Proposition 14.

On the other hand, one can propose a quantum version of (44), as follows

$$I_{(h,\phi)}(A; B) = H_{(h,\phi)}(\rho^A) + H_{(h,\phi)}(\rho^B) - H_{(h,\phi)}(\rho^{AB}).$$  \hspace{1cm} (49)$$

Note however that there is no guarantee of nonnegativity of these quantities in general (see discussion before Proposition 12).

Unlike the classical case, the quantum mutual informations (47) and (49) are different even for the von Neumann case, and this difference is precisely the origin for the notion of quantum discord [83]. However, attempting to extend the definition of quantum discord through a direct replacement of von Neumann entropy by a generalized $(h, \phi)$-entropy fails in general (see e.g. [84, 85]).

Unfortunately, all the quantities given in this section remain as formal definitions until one does not provide a complete study of their properties. This task lies beyond the scope of the present work and is currently under investigation [60] (see [86] for a different approach of the development of quantum information measures).

5 Concluding remarks

We have proposed a quantum version of the $(h, \phi)$-entropies first introduced by Salicrú et al. for classical systems. Along Sec. 3 we have presented our main results and definitions. Indeed, after the definition of quantum $(h, \phi)$-entropy given in Eq. 5, we have derived many basic properties related to Schur concavity and majorization, valid for any pair of entropic functionals $h$ and $\phi$ with the proper continuity, monotonicity and concavity properties established in Def. 2. Next, we have discussed the properties of the $(h, \phi)$-entropies in connection with the action of quantum operations and measurements. And later we have extended our study for the case of composite systems, focusing on important properties like additivity and subadditivity, and discussing an application to entanglement detection. Besides, in Sec. 4 an attempt to deal with generalized conditional entropies and mutual informations was presented, although it deserves deeper development, which is beyond our present scope.

The first advantage of our general approach has to do with the fact that many properties of particular examples of interest (such as von Neumann and quantum Rényi and Tsallis entropies), can be studied from the perspective of a unifying formal framework, which explains in an elegant fashion many of their common properties. In particular, our analysis reveals that majorization plays a key role in explaining most of the common features of the more important quantum entropic measures.
Remarkably enough, we have shown that many physical properties of the
known quantum entropies, such as preservation under unitary evolution, and be-
ing nondecreasing under bistochastic quantum operations, hold in the general case.
This is a signal indicating that our proposal yields new entropy functions which
may be of interest for physical purposes. This kind of study can also be of use in
applications to the description of quantum correlations, as we have seen in Sec. 3.5
for the case of bipartite entanglement; in the case of multipartite systems, we have
also discussed a possible extension of the entropic entanglement criterion, however
restricted to fully separable states. Finally, we mention that the present proposal
may also have applications to quantum information processing and the problem of
quantum state determination, because it allows for a more general systematization
of the study of quantum entropies.
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