1. Introduction

Intercropping systems comprise two or more crop species grown on the same field with overlapping growth periods [1]. It is widely practiced in developing countries under resource-limited conditions and recently gained more interest in European countries as well, especially in organic agriculture [2,3]. In particular, intercropping of cereals and legumes is very common and provides various advantages mainly due to the complementary use of nitrogen [4,5]. Compared to growing a sole crop, intercropping can increase resource use efficiency (e.g., nitrogen and water), total productivity, yield stability, and protein concentration in the cereal grain [6]. In addition, external inputs can be decreased such as synthetic fertilizers and herbicides due strong weed suppression by the cereal [2,6].

In addition to these numerous advantages, the agronomic optimization remains a challenging task given the large number of possible crop and cultivar combinations, spatial and temporal arrangement, and management [7,8]. The pathway to the implementation of intercropping into agricultural systems follows a combination of academic research and on-farm experimentation [3]. To cope with the complexity of intercropping systems and their adoption by farmers, efficient methods are needed that
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enable (i) to analyze the interactions between crop species efficiently (large area in short time) and (ii) to allow an easy implementation without the need of sophisticated equipment.

The interaction between crop species for light capture (light competition) has a large impact on both crop growth and weed suppression, especially during early growth stages. The canopy cover, i.e., the proportion of soil that is covered by the plant, is a good determinant for light interception and hence in intercropping systems for light competition.

For quantifying the canopy cover, different methods were used, e.g., visual estimation, light measurements above and below the canopy, or image analysis [9]. Visual estimation is time consuming and prone to subjectivity. Light measurements do not allow the differentiation between plant species. Whereas, image analysis with semantic segmentation could provide a precise estimation of canopy cover while being objective, able to differentiate between plant species, and efficient.

However, plant species in intercropping systems can overlap even early after emergence, which complicates this task. This is similar for close to crop weed detection, which is mandatory for autonomous site-specific weeding with robots or automated implements. However, for weeding applications, the position of the plants is sufficient. For applications like harvesting, phenotyping, plant health evaluation, and plant monitoring, semantic segmentation of image data is mandatory, like it is for canopy cover detection in intercropping systems [10].

Typical methods for the image-based canopy cover estimation are index-based [11], feature-based [12], and learning-based methods [13]. Several different learning-based methods where evaluated in the agricultural context for image identification, like random forest classifiers, support vector machines, or convolutional neural network (CNN) structures [10,14,15]. During the last years, especially CNN structures have gained great popularity and have been used for a wide range of applications in research. Most published research focused on weed and crop detection [13]. Moreover, research was conducted to segment fruits, flowers, pests, and plant diseases using CNNs [16–18]. For gaining additional information about the crop and environment, some research focused on segmentation of three-dimensional point clouds. Especially for crop detection and phenotyping, this additional dimension could supply more accurate results of plant position and shape [19].

The image analysis of intercropping systems with CNNs was hardly investigated. The only research conducted, to the best knowledge of the authors, is by Mortensen et al. using a modified version of VGG16 deep neural network to separate oil radish, barley, and weed. They reached pixel accuracies of 79% and an intersection over union (IoU) of 66% [20]. For image-based semantic segmentation of intercropping of cereals and legumes, no research is known to the authors.

Related research focusing on crop-weed detection reached different accuracies for semantic plant detection dependent on the application and setup. For instance, Lottes et al. reached a mean average precision (mAP) between 40.1% and 69.7% for segmenting sugar beet and weed pixels in artificially illuminated images of three different datasets [21]. Dutta et al. reached an mAP of 77.6% using pre-trained CNNs in close range images for weed classification [22]. Challenges arise for all networks when transferring them to other environments or when the growth stage of a plant (i.e., size and structure) changes, implying a high effort for training individual networks for each situation or retraining an existing network with new data according to the changes before good results can be expected [23]. Transfer learning between fruit flowers (apple, peach, and pear) worked quite well [17]; however, the transfer between different plant species and growth stages resulted in a large decrease in accuracy [21,24].

The mentioned related research used data augmentation to extend the input data and to limit the number of labeled images. Mostly geometric data augmentation (e.g., flipping, mirroring, and cropping) was applied, but also the additional integration of index-based features and edge detection was used [15]. It was shown by Taylor and Nitschke that data augmentation can result in an increase of accuracy of over 14% [25]. However, in the agricultural domain, we deal with unstructured objects in unstructured environments increasing the variability for CNNs to an infinite number of possibilities [26]. Therefore, data augmentation seems to be a good start to achieve a better transferability of trained networks [27].
This study presents the first step—by evaluating the feasibility of using image-based semantic segmentation for estimating the canopy cover in intercropping systems—towards an efficient, field-applicable method with the aim to optimize the agronomic management of intercropping systems. The evaluation focuses on the transferability of networks (i) trained with just one single growth stage of a crop to analyze different growth stages, and (ii) trained with images of single crops to differentiate between these crops grown in an intercropping system. For this study, we selected two important crops in intercropping systems in Europe—pea and oat. The images were taken under normal outdoor conditions assuring an easy field application.

2. Materials and Methods

2.1. Field Experiment and Image Acquisition

For this study, data acquisition was conducted within a field experiment on pea–oat intercropping conducted at the experimental station ‘Ihinger Hof’ of the University of Hohenheim (48°44’ N, 8°55’ E, 478 m above sea level) in Southwest Germany in 2019. The field size was 80 m × 36 m and had a slope of around 10 m height difference. On 28 March, pea cv. Respect and oat cv. Troll (both from IG Pflanzenzucht, Ismaning, Germany) were sown in strips of 2 m width along 80 m of length. The crops were sown both as single and mixed crops with six replicates (Figure 1). Row distance was 12 cm. The sowing density (seeds m⁻²) was 80 and 60 for pea and 320 and 160 for oat, in single and mixed crops, respectively.

![Figure 1: Overview of the field experiment. The first three strips from right to left are oat, pea–oat intercrop, and pea.](image)

Images were taken on three dates—25 April, 2 May, and 16 May—to capture the temporal dynamics in canopy cover during early growth stages. In the following, the three dates will be denoted as low, intermediate, and high cover, respectively. The canopy covers of pea and oat varied between 3.8% and 51.8% across dates and cropping systems (Table 1). The weed cover was comparably low (0.4–2.0%) across all dates, crops, and cropping systems. Pea and oat were in the growth stages (BBCH, [28]) between 12–32 and 12–21, respectively. Besides variability in plant size and structure, overlapping of plants, and weed pressure, differences in illumination conditions (sunny–cloudy) and soil reflectance (dry–wet) occurred.
The images were acquired with a D3100 equipped with an AF-S DX NIKKOR 18–55 mm 1:3.5–5.6G VR lens (Nikon Corporation, Tokio, Japan) at a distance between 0.5 m and 1 m to capture at least three crop rows in each image. These distances are applicable for moving vehicles like tractors or robots, to automate the image acquisition. The shutter speed was adapted to given illumination conditions and ranged between 1/160 and 1/1250 s with a shorter exposure time under very bright conditions. All the other settings were kept constant (ISO 400, F/8). The image size was 3072 × 4608 pixels with a resolution of 240 dpi. The images had a spatial resolution of 3–6 pixel/mm, depending on the acquisition distance. The images were taken hand-held, i.e., horizontal leveling, and therefore, distance did vary to a certain extent between images. The images were captured along the 80 m of each of the 18 strips, which resulted in a total of 300–400 single images per date. In Figure 2, three exemplary images of the sole and intercrops are shown for the three acquisition dates with different canopy cover, denoted as low, intermediate, and high cover dataset.

Table 1. Mean values of the canopy cover of pea, oat, and weed in sole crops and intercrops for the three datasets.

| Date     | Name of Dataset | Cover in Sole Crops [%] | Cover in Intercrops [%] |
|----------|-----------------|-------------------------|-------------------------|
|          |                 | Pea | Oat | Weed | Pea | Oat | Weed |
| 25 April | Low cover       | 7.0 | 14.1| 0.4  | 3.8 | 7.9 | 0.6  |
| 2 May    | Intermediate cover | 10.1| 20.7| 1.2  | 4.8 | 13.0| 1.4  |
| 16 May   | High cover      | 17.6| 51.8| 1.9  | 11.4| 30.3| 2.0  |

Figure 2. Exemplary images of the three datasets used for the evaluation. (a) Low cover dataset (25 April), (b) intermediate cover dataset (2 May), and (c) high cover dataset (16 May). From top to bottom: pea, oat, and pea–oat intercrops.
2.2. Image Processing and CNN Architecture

For subsequent analysis, first, the software imageJ was used to cut out a section of 2600 × 2600 pixels in the center of each image before processing [29]. Next, these images were analyzed by a semantic CNN to generate the different pixel classes. The output images were afterwards filtered with a Matlab script (Matlab R2019a, The MathWorks Inc., Natick, MA, USA) to get rid of small single objects in binary image results, which corresponded to weeds and other outliers. Therefore, all objects in the binary image with a pixel number smaller than 2400 pixels were removed from the image.

For the semantic segmentation of the acquired images, the online platform of the company Wolution GmbH & Co. KG (Planegg, Germany) was used. They supply an easy and accessible online interface, which could be used to upload, label, and train images with different machine learning algorithms. In our case, we used a semantic CNN based on a deep neural network, similar as described by Havaei et al. [30]. The CNN architecture exploits local and contextual features, and therefore, is able to model the local details and the global context at the same time. The CNN applies a series of layers, constructed from convolutions and activation functions (in this case a rectified linear unit), to the image. In a CNN, each successive layer results in a more abstract feature map, providing more global (contextual) features. The final layer applies a softmax activation function, which results in normalized class probabilities for each pixel in the image. The CNN is trained with the Adam optimizer [31] until the validation loss converges. For this purpose, the dataset is split into 80% training data and 20% validation data.

The Adam optimizer was trained with a learning rate of $10^{-4}$. The neural network training was performed with randomly cropped image patches of size 64 × 64 pixels. Each image patch was randomly mirrored and rotated to enlarge the dataset. One batch (for stochastic gradient descent) included 128 image patches, randomly selected from the training images. After each 1000th batch (1000 × 128 image patches), a validation step was performed to check the training error. For validation, 1000 batches from the validation images were randomly selected and evaluated. For the current datasets, we found that the training error converged after about 20 epochs of 1000 batches. In total, the training process took about three hours per dataset.

2.3. CNN Training

The training was done with manually pixel-wise labeled images of pea and oat. The training was performed only with images of single plants of pea and oat. Intercropping images were not used for training. For improving the results, the tendrils and the leaves of pea were labeled into two individual classes. Existing weeds in the images were not labeled, and therefore, were part of the soil/background class. This was possible without a high error rate as the datasets showed a low weed pressure (see Table 1).

In total, five different networks were trained and evaluated. The first network just used training data from the low cover dataset (LC), the second just from the intermediate cover dataset (IC), and the third just from the high cover dataset (HC). The fourth network combined training data from LC and IC (LC + IC). The fifth network combined all three datasets LC, IC, and HC (LC + IC + HC) for training. Examples of labeled images for the three different networks LC, IC, and HC are shown in Figure 3.
The reason behind this training procedure is that labeling at early growth stages is much less time consuming. It can be partly automated using index-based segmentation as plants overlap only to a small extent. In addition, labeling sole crops is much easier and faster than to differentiate and individually label species in a mixed canopy of an intercropping system.

Therefore, the network input data was ordered from low to high effort for creating the training input. Additionally, the evaluation of the light competition within an intercropping system has to start at an early growth stage with low cover. If we could increase the accuracy of a good working network with just a few additional training images, this could facilitate development time of highly accurate networks for different growth stages.

The idea was to first check the performance of the networks based on each dataset individually, and how the combination of training data influenced the results and robustness. In Table 2, the differently trained networks and their number of input images and plants, and the pixels per class are given in detail. The comparability between the networks individually trained on a specific dataset was assured by a similar number of pea and oat pixels contained in the training images.

**Table 2. Description of the training input for the five networks.**

|                     | Low Cover (LC) | Intermediate Cover (IC) | High Cover (HC) | LC + IC | LC + IC + HC |
|---------------------|----------------|-------------------------|----------------|---------|-------------|
| No. of images       | 42             | 7                       | 7              | 49      | 56          |
| No. of pea plants   | 102            | 40                      | 39             | 142     | 181         |
| No. of oat plants   | 158            | 98                      | 64             | 256     | 320         |
| Pea pixels          | 3.628.537      | 2.518.875               | 2.129.794      | 6.147.412 | 8.277.206  |
| Oat pixels          | 3.473.450      | 3.456.233               | 4.020.441      | 6.929.683 | 10.950.124 |
| Soil pixels         | 87.489.759     | 41.344.890              | 5.614.212      | 128.834.649 | 134.448.861 |
2.4. Evaluation

For evaluation, 15 images (each 2600 × 2600 pixels) of each dataset, which were not part of the training data, were randomly selected. From each dataset (low, intermediate, high), five images were selected from each sole crop and the intercrop. Each individual image was divided into three different classes: soil, oat, and pea. The two classes of pea used for training (leaves and tendrils) were combined to compare to ground truth. The results of the CNNs were evaluated with the DPA-Software, which includes a pixel-wise comparison between ground truth image and result [11]. The transferability of the CNNs was evaluated for

1. The different datasets (low, intermediate, and high cover) by analyzing all three datasets with each of the five trained networks including both sole and intercrops;

2. The intercrops specifically, by comparing the results achieved for the sole and the intercrops.

For analyzing the accuracy of the networks, the True Positives (TP), False Negatives (FN), and False Positives (FP) for each single class were evaluated and the Precision and Recall were calculated:

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad (1)
\]

\[
\text{Recall} = \frac{TP}{TP + FN}. \quad (2)
\]

Additionally, we calculated the intersection over union (IoU) according to

\[
\text{IoU} = \frac{|A \cap B|}{|A \cup B|}, \quad (3)
\]

where \(A\) corresponds to the quantity of ground truth pixels and \(B\) to the quantity of result pixels of each class.

3. Results and Discussion

First, the performance of the networks over single and intercrop images was tested and evaluated. In all three tested datasets, the classes of oat, pea, and soil pixels were detected at high rates. The networks in general detected oat more reliable than pea in the images. The individually trained networks (LC, IC, and HC) performed best for their corresponding dataset with an average precision of 91% (88–95%) and 75% (64–83%), a recall of 84% (81–89%) and 74% (65–83%), and an Intersection over Union (IoU) of 78% (73–81%) and 60% (48–68%) for oat and pea, respectively (Table 3). The network trained on all datasets (LC + IC + HC) showed almost equal performance and even slightly increased the performance when applied on the intermediate and high cover datasets.

The transfer of the networks to other datasets, especially for the HC-trained network, showed a strong decrease in the mean Intersection over Union (mIoU). The transfer of LC onto the intermediate cover dataset and IC onto the low cover dataset yielded in a mIoU higher than 69%. Whereas, the transfer of LC and IC onto the high cover dataset and the HC onto the other two datasets showed a strong decrease of the mIoU with values between 40% and 50%.

An example for the performance of the three networks individually trained with sole crop images from the three datasets on the intermediate cover dataset is shown in the Figure 4.
The main reason for this was the lower quality in detection of the intercrops as shown in Table 4. Additionally, the tendrils of pea were hard to detect, especially when their share in cover increased during growth and more tendrils with a small diameter were present. Interestingly, the mIoU dropped considerably during the later growth stage, where overlapping of plants increased and the canopy cover was higher. The difference between the accuracy of oat and pea pixels could be a result of the increased complexity of the plant and the overall cover of the two species in the images. Especially in intercropping, the cover of pea was less than half of oat (Table 1). Additionally, the need for retraining the network for a new dataset seems the only option to optimize the performance. The difference between the accuracy of oat and pea pixels could be a result of the increased complexity of the plant and the overall cover of the two species in the images. Especially in intercropping, the cover of pea was less than half of oat (Table 1).

Table 3. Intersection over union (IoU, %), precision (%), and recall (%) for pea, oat, and soil for the three evaluation datasets (low cover—LC, intermediate cover—IC, and high cover—HC) each analyzed by the five different networks. Individually trained networks in bold.

| Dataset  | Network     | mIoU [%] | Soil | Pea | Oat | Soil | Pea | Oat | Soil | Pea | Oat |
|---------|-------------|----------|------|-----|-----|------|-----|-----|------|-----|-----|
| Low Cover | LC          | 81.1     | 96.7 | 67.7| 79.1| 97.9 | 78.7| 95.1| 98.7 | 82.9| 82.5|
|          | IC          | 69.1     | 94.1 | 55.8| 57.5| 95.8 | 65.1| 97.9| 98.2 | 79.6| 58.2|
|          | LC + IC     | 77.7     | 96.1 | 60.7| 76.4| 97.3 | 78.3| 93.9| 98.8 | 73.0| 80.3|
|          | LC + IC + HC| 81.1     | 96.6 | 67.9| 78.7| 97.9 | 77.4| 95.5| 98.7 | 84.7| 81.8|
| Int. Cover | LC          | 75.5     | 93.5 | 55.6| 77.3| 96.8 | 81.8| 82.5| 96.5 | 63.5| 92.4|
|          | IC          | 80.3     | 94.9 | 64.5| 81.4| 97.1 | 82.5| 90.2| 97.7 | 74.7| 89.3|
|          | HC          | 46.0     | 80.7 | 31.8| 25.5| 89.3 | 33.6| 88.6| 89.4 | 85.2| 26.3|
|          | LC + IC     | 75.8     | 93.6 | 55.9| 77.8| 96.6 | 77.7| 85.8| 96.9 | 66.6| 89.3|
|          | LC + IC + HC| 81.4     | 95.1 | 66.5| 82.5| 97.7 | 81.6| 88.3| 97.3 | 78.3| 92.6|
| High Cover | LC          | 50.3     | 64.2 | 35.8| 50.7| 76.8 | 40.7| 87.9| 79.7 | 75.2| 54.5|
|          | IC          | 40.1     | 59.5 | 33.0| 27.9| 69.1 | 37.8| 95.1| 81.1 | 71.9| 28.3|
|          | HC          | 66.3     | 78.6 | 47.5| 72.9| 86.5 | 64.3| 88.1| 89.6 | 64.5| 80.9|
|          | LC + IC     | 41.3     | 58.1 | 30.1| 35.8| 70.4 | 34.1| 90.9| 76.9 | 71.7| 37.1|
|          | LC + IC + HC| 67.5     | 78.1 | 51.1| 73.3| 88.3 | 62.3| 86.2| 87.1 | 74.1| 83.0|

Figure 4. Examples for images from the intermediate cover dataset analyzed by the three individually trained networks. From top to bottom: pea, oat, and pea–oat intercrops (yellow: oat, green: pea, blue: pea tendrils, white: pea combined).

These results indicate that the transferability across different growth stages (respectively, degree of canopy cover) is challenging. Therefore, the need for retraining the network for a new dataset seems the only option to optimize the performance. The difference between the accuracy of oat and pea pixels could be a result of the increased complexity of the plant and the overall cover of the two species in the images. Especially in intercropping, the cover of pea was less than half of oat (Table 1). Additionally, the tendrils of pea where hard to detect, especially when their share in cover increased during growth and more tendrils with a small diameter were present. Interestingly, the mIoU dropped considerably for the later growth stage, where overlapping of plants increased and the canopy cover was higher. The main reason for this was the lower quality in detection of the intercrops as shown in Table 4.
The sole crops were detected well across all datasets with an IoU between 72% and 90%. The transfer of the networks trained on sole crop images onto the intercrops showed a good performance for intercropped oat for the first two datasets (IoU: 70–80%). However, the IoU of intercropped pea decreased considerably and for the high cover dataset, the network performed poorly for the intercrops and especially pea.

The largest error was associated with the small tips of the oat plants, which were detected as pea tendrils. The center of the plants resulted in another typical zone of errors. A reason might be shading, which created a different coloration for the center compared with the rest of the plant.

Reasons for this behavior could be the comparable low training input, the change of color, and the different shape of the plants in the high cover dataset as both species reached the next main growth stage (pea: stem elongation, oat: tillering). This leads to the point that future CNN architectures for applications in agriculture should address different growth stages in the networks. To gain a network with the given method that fits all growth stages seems challenging. However, future architectures could address the special needs for extracting invariant features for agricultural plants under different growth stages. The better performance of the LC + IC + HC network on intercropped pea for the high cover dataset indicated that better results might be obtained with more training images of pea. A few example images of this network are shown in the following Figure 5.

**Table 4.** Intersection over union (IoU, %) of pea and oat in sole crops and intercrops for the three evaluation datasets (low, intermediate, and high cover) each analyzed by the individually trained network (LC, IC, HC) and the network trained on all datasets (LC + IC + HC).

| Dataset     | Network                                | Sole Crops Pea IoU [%] | Sole Crops Oat IoU [%] | Intercrops Pea IoU [%] | Intercrops Oat IoU [%] |
|-------------|----------------------------------------|------------------------|------------------------|------------------------|------------------------|
| Low Cover   | LC                                     | 81.7                   | 83.1                   | 60.2                   | 73.7                   |
|             | LC + IC + HC                           | 82.2                   | 84.3                   | 58.3                   | 70.4                   |
| Int. Cover  | IC                                     | 76.5                   | 86.6                   | 52.6                   | 79.6                   |
|             | LC + IC + HC                           | 76.6                   | 89.7                   | 56.8                   | 79.9                   |
| High Cover  | HC                                     | 74.4                   | 82.1                   | 25.6                   | 63.3                   |
|             | LC + IC + HC                           | 72.3                   | 82.7                   | 38.5                   | 64.2                   |

**Figure 5.** Examples for images from the three datasets: (a) low, (b) intermediate, and (c) high cover analyzed by the network trained on all datasets (LC + IC + HC). From top to bottom: pea, oat, and pea–oat intercrops (yellow: oat, green: pea, blue: pea tendrils).
For the general use in agriculture, the absolute precision of plant pixels is not mandatory. As today machines for fertilization and weeding are not plant-specific, mean estimates over the field or a specific site are sufficient. Therefore, the mean crop cover over an area of interest is enough to estimate the light competition between the intercrops for a given agronomic practice (e.g., sowing density of each intercrop) or site. With this in mind, the two best performing networks for each dataset were selected and the mean average cover (\( \bar{m} \)) evaluated by the CNN was compared to the ground truth on an absolute (\( \Delta a \)) and relative (\( \Delta r \)) scale (Table 5).

| Dataset | Network | Pea Cover [%] | Oat Cover [%] | Pea Cover [%] | Oat Cover [%] |
|---------|---------|---------------|---------------|---------------|---------------|
|         |         | \( \bar{m} \) | \( \Delta a \) | \( \Delta r \) | \( \bar{m} \) | \( \Delta a \) | \( \Delta r \) |
| Low Cover | LC + IC + HC | 6.3 | -0.7 | -10.0 | 12.6 | -1.5 | -10.6 | 4.7 | 0.9 | 23.7 | 6.2 | -1.7 | -21.5 |
|          | LC      | 6.2 | -0.8 | -11.4 | 12.4 | -1.7 | -12.1 | 4.3 | 0.5 | 13.2 | 6.5 | -1.4 | -17.7 |
| Int. Cover | LC + IC + HC | 9.5 | -0.6 | -5.9 | 20.6 | -0.1 | -0.5 | 4.3 | -0.5 | -10.4 | 13.2 | 0.2 | 1.5 |
|          | IC      | 9.3 | -0.8 | -7.9 | 19.2 | -1.5 | -7.2 | 3.6 | -1.2 | -25.0 | 13.0 | 0.0 | 0.0 |
| High Cover | LC + IC + HC | 17.0 | -0.6 | -3.4 | 50.5 | -1.3 | -2.5 | 13.8 | 2.4 | 21.1 | 28.1 | -2.2 | -7.3 |
|          | HC      | 16.5 | -1.1 | -6.3 | 46.5 | -5.3 | -10.2 | 9.3 | -2.1 | -18.4 | 29.1 | -1.2 | -4.0 |
| Mean (\( \bar{m} \)) | LC + IC + HC | -0.6 | -6.4 | -1.0 | -4.5 | 0.9 | 11.5 | -1.2 | -9.1 |
|          | single net | -0.9 | -8.5 | -2.8 | -9.8 | -0.9 | -10.1 | -0.9 | -7.2 |

The results showed that the absolute cover was estimated quite accurately. The maximum absolute difference to ground truth was -1.1% for pea and -5.3% for oat with a relative difference not exceeding 12.1%. The estimated canopy cover of the intercrops were on absolute scale in the same magnitude as the sole crops. However, given their lower canopy cover, relative differences were higher reaching a maximum of 25%. Interestingly, a lower IoU as shown for the high cover dataset (Tables 3 and 4) does not necessarily result in a lower accuracy of estimated canopy cover.

Compared to the existing state of the art work in the field, the trained networks did perform quite well. The reached mIoU between 66% and 81% for the networks is in the range of published results as mentioned in the introduction. This study confirmed that transferring a CNN to another dataset resulted in a considerable decrease in IoU. This corresponds to the results of Lottes et al. and Bosilj et al. [21,23].

Shorten and Khoshgoftaar highlighted in their review that there are no existing augmentation techniques that can correct a dataset that has a very poor diversity with respect to the test data [27]. However, especially in an agricultural domain, this is the most challenging point, as diversity of the possible real test environment is huge. Therefore, future research has to address the generalization and transferability of networks in the agricultural domain, as we deal with unstructured objects in unstructured environments [25]. Data augmentation techniques like geometric transformations, color space transformations, kernel filters, mixing images, random erasing, feature space augmentation, adversarial training, generative adversarial network-based augmentation, neural style transfer, and meta-learning schemes could help to gain better transferability of networks in the future.

### 4. Conclusions

The results of this study showed that it is feasible to estimate the canopy cover in intercropping systems with a satisfying accuracy based on sole crop training data. However, the transferability of trained networks onto other datasets—than the one used for training—has to be improved in future research to reduce the effort for retraining the networks for new situations. In a next step, the network will also be trained with another dataset having a higher weed pressure to estimate
weed cover separately (not as a part of the soil/background class). Besides the use of the estimated canopy cover to analyze light competition between intercrops and identify promising management practices, a combination of the results with site-specific management would open new possibilities to dynamically influence the interactions between crop species to maximize yield and weed suppression.
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