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Abstract

The metabolic state of a cell, comprising fluxes, metabolite concentrations and enzyme levels, is shaped by a compromise between metabolic benefit and enzyme cost. This hypothesis and its consequences can be studied by computational models and using a theory of metabolic value. In optimal metabolic states, any increase of an enzyme level must improve the metabolic performance to justify its own cost, so each active enzyme must contribute to the cell’s benefit by producing valuable products. This principle of value production leads to variation rules that relate metabolic fluxes and reaction elasticities to enzyme costs. Metabolic value theory provides a language to describe this. It postulates a balance of local values, which I derive here from concepts of metabolic control theory. Economic state variables, called economic potentials and loads, describe how metabolites, reactions, and enzymes contribute to metabolic performance. Economic potentials describe the indirect value of metabolite production, while economic loads describe the indirect value of metabolite concentrations. These economic variables, and others, are linked by local balance equations. These laws for optimal metabolic states define conditions for metabolic fluxes that hold for a wide range of rate laws. To produce metabolic value, fluxes run from lower to higher economic potentials, must be free of futile cycles, and satisfy a principle of minimal weighted fluxes. Given an economical flux mode, one can systematically construct kinetic models in which all enzymes have positive effects on metabolic performance.
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1 Introduction

The metabolic fluxes in cells are catalysed and steered by enzyme activities. How should the cell’s enzyme resources be allocated to pathways, to reactions along a pathway, and between the reactions around a metabolite? How will enzyme investments in one place change the incentives for investments elsewhere, given the complex metabolic dynamics and competition for protein resources? At what enzyme cost will a pathway cease to be profitable? And when an enzyme is inhibited, should it be overexpressed (to compensate its lower efficiency) or be shut down together with the rest of the pathway (because the pathway is now inefficient)? An optimal allocation of protein resources implies compromises between metabolic objectives (resulting from fluxes and metabolite concentrations) and enzyme cost (arising, e.g. from a competition for protein resources with other cell processes). Since J. Reichs seminal work on enzyme expression as a cost-benefit problem [1], many optimality principles for optimal fluxes and enzyme profiles have been proposed [2]. In kinetic models, enzyme levels were chosen to maximise metabolic flux at a given total enzyme budget [3] or to minimise enzyme cost [4]. Optimality assumptions can be used to predict how enzyme investments should be distributed along pathways, which pathways should be used, and how these choices depend on the cell’s life conditions. Kinetic models in enzyme-optimal states also serve as starting points for modelling optimal enzyme adaptations [5] and metabolic cycles [6].

While optimal enzyme profiles can be found numerically [7][8], some questions remain. Can a given flux distribution be realised by an enzyme-optimal state, and can we construct this state and the kinetic model behind it? And
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Figure 1: Metabolic cost/benefit problem. (a) metabolic objective and enzyme cost. In the pathway, our running example, metabolic production is scored by a benefit $b(v_{prod})$ while enzyme levels $e_l$ are scored by a cost $h(e_l)$. The cost function may describe opportunity costs in a cell with a limited protein budget, limited space, and limited material and energy. The model may describe a biosynthesis pathway (a series of metabolic reactions) or the cell as a whole (with reactions describing nutrient uptake, metabolism, and macromolecule production, and a flux proportional to the cell growth rate [13]). In each possible state, we can define a benefit $b = \sum_l \partial b v_l$ and a cost $h = \sum_l h e_l e_l$ (where $h e_l$ may stand, for example, for enzyme molecular mass). (b) Economic potentials. We imagine a virtual influx $\delta r_i$ of metabolite $i$, leading to a change of steady-state fluxes and concentrations and to a benefit change $\delta b$. In a linear approximation $\delta b = w_{\text{int}} r_i \delta r_i$, the prefactors $w_{\text{int}}$ are called economic potentials and describe the metabolites’ “use values”. In an optimal state, the potentials increase along the pathway and the equation $v_l \Delta w_{\text{int}} = h e_l e_l$ must hold in every reaction.

are there general principles behind optimal metabolic states or, in other words, economic laws of metabolism? Intuitively, we may expect that the “investome” – the pattern of enzyme costs spent in reactions or pathways – reflects a “usefulness” [9], that is, a benefit these reactions or pathways provide (or in other words, the fitness loss if the reaction or pathway did not exist). A relationship between enzyme investments and metabolic control [10] was shown by Klipp and Heinrich [3]. They asked how a pathway flux can be maximised at a given total enzyme amount (and without costs or bounds for metabolite concentrations) and showed that the enzyme levels in the optimal states must be proportional to the scaled flux control coefficients [11, 12]. So in this case, if enzyme levels are seen as investments, scaled flux control can be seen as usefulness! This confirms our intuition: in optimal states, there must be a balance between investments and usefulness, or between cost and benefit – i.e. between the cost of a virtual extra amount of enzyme and the benefit of the resulting flux increase. But do such principles hold more generally? What if different enzymes are differently costly? And what if metabolite costs and other constraints are taken into account? Below I derive economic laws for a wide class of metabolic optimality problems, formulated as balance equations and resembling Kirchhoff’s rules for voltages and currents in electrical circuits. In contrast to Kirchhoff’s rules, these balances do not concern our physical variables (such as metabolite concentrations or fluxes), but economic variables – the costs and benefits, defining the value structure of a metabolic state.

As a running example, we consider a chain of reactions, e.g. a metabolic pathway or a peptide synthetase assembly line consisting of polymerisation reactions (see Figure 1). What are the optimal enzyme levels in this pathway? To specify the problem, we describe the pathway by a kinetic model and define a flux benefit function $b(v)$ that saturates at high fluxes. The enzyme levels $e_l$ are scored by a linear cost function $h = \sum_l h e_l e_l$ and our aim is to find the enzyme profile that maximises the benefit-cost difference. We can do that by numerical optimisation, with two possible outcomes: if the enzymes are too costly, all reactions will be switched off; otherwise, we obtain an optimal enzyme profile sustaining a positive steady flux. A closer look at this state yields some curious observations: by multiplying the flux $v$ with the benefit derivative $db/dv$, we obtain the total enzyme cost. More surprisingly, a similar balance holds for each single reaction. To see this, we define the notion of economic potentials. If we increase the production of metabolite $i$ by an additional “free” influx $\delta r_i$, this “gift” will improve...
Economic values can be defined for a wide range of models by shadow values obtained from optimality problems [14]: to this aim, optimality problems must be written in an “expanded form”, in which all physical laws are formulated as explicit constraints. Each active constraint defines a shadow value. The shadow values arising from mass-balance constraints define values of individual metabolites, called economic potentials [14][15]. Economic variables for a variety of (kinetic and constraint-based) metabolic models can be defined similarly. Economic values describe the “use value” of network elements, i.e. the effect of small variations of physical variables on fitness as defined in our model. In optimal
states, these use values equal to “embodied values” that result from enzyme investments. Formally, the economic laws for metabolic states resemble laws of thermodynamics. Thermodynamic laws relate metabolite concentrations to chemical potentials, thermodynamic forces and flux directions, and must hold in any metabolic system, with any reaction kinetics. Similarly, economic balance equations represent optimal enzyme usage, independent of the details of enzyme kinetics. The laws can also be seen as conservation laws for economic value, describing conserved value flows. In this picture of metabolism, value flows into the system in the form of substrate and enzyme investments, accumulates, and leaves the system in the form of metabolic benefit.

Economic variables describe the value of physical variables, that is, the fitness effects of small variations. The variations need not occur in reality, but are used for mathematical arguments. Optimal states can be characterised by a simple condition: as shown in [14], no legal (that is, constraint-respecting) variation of the state can improve fitness. In the same paper, economic variables were defined through Lagrange multipliers. In a metabolic optimality problem, after expressing all dependencies between model variables by explicit constraints, we obtain Lagrange multipliers associated with these constraints, which can be interpreted as economic variables. Alternatively we can describe constraint-violating variations by perturbation variables: for example, violations of a metabolite’s mass-balance can be described by a virtual influx of the metabolite. In kinetic models, the effects of these perturbations on steady states can be captured by metabolic control or response coefficients, a concept from Metabolic Control Theory (MCT) [11, 16]. The economic variable associated with a constraint can be defined by the response coefficient between a virtual variable (perturbing the constraint) and the system’s objective function. Here I will use this idea for an alternative derivation of metabolic value theory: I consider kinetic metabolic models with enzyme levels as control variables and derive the economic laws from the summation and connectivity theorems of MCT. Economic values are defined by metabolic response coefficients, matching the existing definition by shadow values (see SI section ??). While the previous definition is more general (and also applicable to constraint-based models), the link between metabolic values and metabolic control provides interesting insights and makes a direct connection to Klipp and Heinrich’s results [3].

In this article, we consider kinetic metabolic models whose states are scored by a fitness function, a function of fluxes, metabolite concentrations, and enzyme levels. For steady states with fluxes $v^{st}$ and internal concentrations $c^{st}$, we obtain the steady-state fitness $F^{st}(e, x) = F(v^{st}(e, x), c^{st}(e, x), e)$. Optimal states must be enzyme-balanced, that is, the condition $\partial F^{st}/\partial e = 0$ must hold for all active (i.e. expressed) enzymes. As a consequence, each active enzyme must have a positive benefit derivative to balance its cost derivative: in the language of MCT, the response coefficient between enzyme level and benefit function must be positive. Using the theorems of MCT, I show that this implies a principle of local value production: enzymes must produce valuable metabolites from less valuable ones (unless the catalysed flux has a direct benefit). Therefore, fluxes must run from low to high economic potentials, which excludes futile submodes just like thermodynamic constraints would exclude certain flux cycles. Such fluxes are called economical, and only economical fluxes are compatible with an optimal choice of enzyme levels. Next, I define economic values for metabolite concentrations and metabolic production, derived from the global benefit function. Economic rules and balance equations connect these economic values between metabolites, reactions, and enzymes in the network. Based on these laws, we can construct kinetic models in enzyme-balanced states with predefined fluxes. Such models are useful for studying enzyme adaptation in changing environments [5] or optimal enzyme regulation by effector molecules [17]. The theory holds not only for simple examples – as shown in this paper – but also for large metabolic or non-metabolic systems (e.g. including protein biosynthesis).

2 Kinetic models with cost and benefit terms

To study enzyme-optimal states, here we consider kinetic metabolic models and score their metabolic states by a fitness function (Figure ??(a)), given by a difference of flux benefit, metabolite cost, and enzyme cost [1] [5] [4]
In theory, optimal enzyme profiles can be computed numerically, but here we are not interested in numerical results, but in general laws. To obtain such laws, all network elements (reactions, metabolites, and enzymes) are characterised by economic variables, describing costs and benefits associated with these elements. An economic variable describes how virtual changes in a physical variable affect the overall fitness, either directly or indirectly. While such variables can be defined by Lagrange multipliers, I present here an alternative definition based on methods from MCT: we consider a violation of mass balances by virtual supply fluxes, and study their effects on stationary concentrations and fluxes. Mathematical definitions and proofs can be found in the Supplementary Information (SI). Metabolic value theory introduces new terminology and mathematical symbols: for an overview, see tables ?? and ?? in the SI. MATLAB code is available on github [18]. For more information about metabolic value theory, see www.metabolic-economics.de.

Kinetic metabolic models describe the dynamics of metabolite concentrations $c_i$ and chemical reaction rates $v_j$. Aside from internal metabolites, there are external metabolites with fixed concentrations $x_j$, treated as model parameters. The reaction rates are determined by rate laws $v_j(e, c, x)$ with enzyme levels $e_l$, internal metabolite concentrations $c_i$, and external metabolite concentrations $x_j$. A flux distribution $v$ is called stationary or steady (or a flux profile) if inflows and outflows of internal metabolites are balanced: internal metabolites do not accumulate nor deplete. If all reactions in a flux profile carry non-zero fluxes, the flux profile is called all-active.

To develop a metabolic value theory for kinetic models, we treat enzyme levels in a metabolic pathway or network as control variables that determine a steady state. To describe the effects of enzyme levels $e$, metabolite concentrations $c$, and fluxes $v$ on cell fitness, we assume an effective fitness objective $F(v, c, e)$. Enzymes in cells are costly: even beneficial pathway fluxes may not be profitable if a pathway requires excessive amounts of enzyme [10] [3]. If an enzyme does not contribute to metabolic objective, it should be repressed to save costs. Moreover, the higher a pathway’s enzyme cost, the higher the benefit the pathway needs to provide to balance this cost. To capture these trade-offs, we consider a metabolic pathway or network with variables $v$, $c$, and $e$, and score the possible states by a fitness function

$$F(v, c, e) = b(v) - g(c) - h(e)$$

comprising a flux benefit $b(v)$, a metabolite cost $g(c)$, and an enzyme cost $h(e)$ [13]. For convenience, we sometimes combine the objective terms and define the metabolic objective $q(v, c) = b(v) - g(c)$ or the kinetic cost $g^{\text{kin}}(c, e) = g(c) + h(e)$. The flux benefit function $b(v)$ may score metabolic production or conversions, cofactor conversion, or biomass production. The cost terms $g(c)$ and $h(e)$ penalise high metabolite or enzyme levels [19] [20]: they describe costly effects (e.g. of occupying space) that arise outside our pathway model [3]. In some cases, the function $g(c)$ may also penalise low metabolite concentrations (e.g. to account for a metabolite’s concentration benefits outside the model pathway).

A fitness function describes what a cell, according to the modeller, strives to maximise to obtain a selection advantage in the growth condition considered. How should we choose it? Fitness functions of the form $F$ – a benefit-cost difference – do not follow from deeper biological principles, but are used for mathematical convenience [4]. To obtain fitness functions for pathways, we may start from a cell fitness function $F^c$ (e.g. the cell growth rate) and define an “optimistic” pathway objective $F(v, c, e)$ as the maximal possible value of $F^c$ given

---

1. For simplicity, we assume that each reaction is catalysed by a single specific enzyme. Generalisations will be discussed below.
2. For simplicity, we assume that enzyme concentrations (or “enzyme levels”) directly determine enzyme activities. In reality, enzyme activities can be modulated by posttranslational modification (e.g. phosphorylation).
3. For simplicity, we assume that given enzyme levels (and conserved moiety concentrations, determined by initial conditions for $c$) lead to a unique metabolic steady state. If multiple steady states exist, we consider only one of them. The theory does not apply at bifurcation points, where steady states appear or disappear.
4. A benefit/cost ratio may be even more plausible than a benefit-cost difference. For example, the biomass/catalytic rate, defined as “biomass production rate $v_{BM}$ per total amount of metabolic enzyme $e_{met}$”, can be treated as a proxy for cell growth [21] [22] [23]. By taking logarithms, this ratio can be converted into a difference $F = \ln v_{BM} - \ln e_{met}$. 


our pathway variables \( v, c, e \). We can define this function as \( F(v, c, e) = \max_x F(z|v, c, e) \) where \( z \) denotes cell variables outside the pathway, to be optimised at given \( v, c \), and \( e \) and under the constraints of the cell model. Functions \( F(v, c, e) \) defined in this way may be complicated and possibly not differentiable. For convenience, we replace or approximate them by the simple function Eq. (1) and assume that all three terms are differentiable.

Below we will usually not consider the entire function \( F \), but its derivatives (which represent “values”). Typically, the terms \( b \) and \( g \) in our fitness function (1) score only a small number of model variables: these are the variables with direct fitness effects. Direct (i.e. partial) derivatives of benefit and cost functions, called gains and prices, describe how small variations of fluxes \( v_i \) or concentrations \( c_i \) would directly affect the metabolic objective, and how small variations of \( c_i \) would affect enzyme cost. The flux benefit function \( b(v) \) yields the flux gains \( b_{v_i} = \partial b/\partial v_i \). For simplicity, we assume flux benefit functions of the form \( b^+(v) = b^{\text{dir}}(v) + b^{\text{ext}}(r^{\text{ext}}(v)) \), with a direct term for fluxes and a term for the external metabolite rates. With \( b^{\text{int}}_v = \partial b^{\text{dir}}/\partial v \) and \( b_x = \partial b^{\text{ext}}/\partial r^{\text{ext}} \), the flux gain vector reads

\[
b_v = b^{\text{int}}_v + N_x^T b_x, \tag{2}\]

where \( N_x \) is the stoichiometric matrix for external metabolites. The production gains \( b_x \) score the production or consumption of external metabolites, while the flux gains \( b^{\text{int}}_v \) score fluxes directly. The splitting of \( b_v \) into flux gains and production gains is not unique and can be chosen by the modelled. The derivatives of the cost terms are called metabolite prices \( g_{c_i} = \partial g/\partial c_i \) and enzyme price \( h_e = \partial h/\partial c_i \). Enzyme prices are positive, and an enzyme cost function Eq. (3) yields \( h_e = h'_e(\lambda + \lambda'_e \log) L_2 \). If higher metabolite concentrations provide an advantage outside the model pathway, metabolite prices can also be negative. If the metabolic objective depends only on fluxes (flux objective \( b(v) \)), and not on metabolite levels, the concentration prices vanish. A metabolic objective with a flux gain \( b_v = N_x^T b_x \) and \( g_x = 0 \) (i.e. without flux gains or metabolite prices) is called a production objective. Besides fitness effects, the gains and prices can also reflect the effects of constraints. For example, if a reaction rate must be kept above some minimum value, we can describe this by a flux bound. In this case, our metabolic objective may favour a low flux, but the constraint will prevent this: if the flux hits its lower bound, the “force” that prevents a further decrease is described by a shadow value (Lagrange multiplier) which adds to the flux gain for this reaction (see appendix on constraints on state variables”). With an an upper flux bound, the effective flux gain is negative, and with inactive bounds it is zero. Similarly, bounds on metabolite concentrations lead to positive prices (for upper bounds) or negative prices (for lower bounds). As a rule of thumb, active lower bounds act like benefits, while active upper bounds act like costs.

Enzyme cost functions \( h(e) \) for growing microbes have been defined operationally by measuring growth defects caused by an expression of idle proteins. In the cell, these impairments are mediated by complicated processes and compromises (involving enzyme production and maintenance, ribosome production, and limited space due to crowding). Since these effects are not captured by our metabolic model, they are represented by an enzyme

5Constraints in whole-cell models may define bounds and dependencies for the variables in a pathway of interest. Here we ignore such dependencies except for direct dependencies through kinetic rate laws within the pathway).

6Below we mostly usually consider fitness derivatives derivatives, so instead of a difference Eq. (1), we may also use a general function \( F(v, c, e) \), as long as it is differentiable in the state in question, and replace, below, \( \partial b/\partial v \to \partial F/\partial v \), \( g_x/\partial c \to -\partial F/\partial c \).

7For example, if heat production provides benefits, this can be described by an extra term \( b^{\text{int}}_v \).

8On the other hand, we may set \( b_v = 0 \), and the flux gains \( b^{\text{int}}_v \) are given by direct flux gains \( b^{\text{int}}_v \). On the other hand, we may formally set all direct flux gains \( b^{\text{int}}_v \) to zero and express all flux gains by production gains \( b_x \) of virtual external metabolites (which are introduced just for this purpose). For a standard convention for splitting the flux gains, we may minimise \( \|b^{\text{int}}_v\| \) under the constraint \( b^{\text{int}}_v + N_x^T w^{\text{ext}}_x = b_v \), where \( \| \cdot \| \) can be the Euclidean norm or the 1-norm.

9Shadow values differ from state to state. Bounds may concern single metabolites or enzymes or sums of compounds and can ensure positive enzyme levels. Similar to bounds, we may also fix external metabolite concentrations and conserved moiety constraints. All such constraints lead to terms in the metabolite and enzyme prices.

10Inactive enzymes are described in a similar way: a lower bound, preventing negative concentrations, leads to a negative shadow price that cancels the enzyme price.

11Such protein costs increase with protein levels, and measurements suggest that they are linear \([23, 24]\) or positively curved \([6, 25]\). Enzyme cost can be attributed to various cell processes: according to \([24]\), protein cost arises mainly in protein synthesis, not in the synthesis of amino acids. The cost of the lac transporter in \( E. coli \) is mostly due to enzymatic side effects \([20]\).
cost function $h(e)$. The cost function represents fitness losses due to protein expression that are not included in the metabolic objective function and is typically linear in $e$.

The derivative $h_{e_1} = \partial h / \partial e_1$ is called enzyme price, and the derivative $h'_{e_1} = \partial h / \partial \ln e_1 = e_1 / h_{e_1}$ is called enzyme investment. With a linear enzyme cost function $h = \sum_l h_l = \sum_l h'_l e_1$, the prices $h_{e_1} = h'_l$ are constant and the total enzyme investment is given by the enzyme cost $\sum_l h'_{e_1} = h$. For a (nonlinear) convex cost function, the prices increase with the enzyme levels, so we obtain a bound $h_{e_1} \geq h_{e_1}^{\min}$ on each price, where $h_{e_1}^{\min}$ is the price of enzyme $e_1$ at zero expression.

3 Conditions for enzyme-optimal states

Our fitness function Eq. 11 implies that the flux benefit should be high and metabolite and enzyme costs should be low. The benefits and costs depend on specific network variables, which gives these variables “direct values” (flux gains for fluxes and metabolite or enzyme prices for metabolites or enzymes). If a flux has a positive gain, it has a positive direct value and the flux should tend to be high. If an enzyme has a positive price, its concentration has a negative direct value and its concentration should tend to be low. However, we know that our state variables cannot be chosen independently: in steady states, they are coupled. If one of them changes, the others will change as well. Therefore, a variable has also indirect fitness effects through all other variables. For instance, if an enzyme (while being costly) catalyses a reaction that contributes to the flux benefit, the enzyme becomes beneficial itself. To find the right enzyme level, we need to balance this benefit with the cost. The principle same applies for all physical variables in the system: each variable needs to be chosen such that its costs and benefits are in balance (which includes indirect costs and benefits, and shadow values due to constraints). To get an impression of the resulting states, we now consider fitness maximisation in the entire coupled system.

To define enzyme-optimal states in metabolis,, we score the enzyme profile by a fitness function

$$F(e, x) = q(e, x) - h(e).$$

with a metabolic objective $q(e, x) = b(v^st(e, x)) - g(e^st(x, x))$ and an enzyme cost $h(e)$. The vectors $v^st$ and $e^st$ describe steady-state fluxes and concentrations. We now search for enzyme levels $e_1$ that maximise fitness. Variants of this optimality problem – models with multi-functional enzymes or non-enzymatic reactions, other constraints, or multi-objective optimisation – are discussed in appendix A.3 and B.

What can we know about the pattern of enzyme investments and fluxes in enzyme-optimal states? To see this, we consider a local optimum of $F(e)$ and have a look at the optimality conditions. In an interior optimum state, in which all enzymes are active, the difference $e_{1i} = \partial F / \partial e_1 = y_{1i} - h_{e_1}$ is called total enzyme value (or enzyme investment).

In pathway models, it is convenient to assume that cost and benefit of the pathway vanish if the pathway is not expressed. However, a constant offset of cost or benefit function will not change the optimal states.

Simple linear cost functions can be obtained from total protein mass or total protein translation rate:

$$h(e) = \sum_l h_l [\lambda + \lambda_{1i}^{\text{deg}}] L_l e_1. \quad (3)$$

In this formula, the translation rate of an enzyme $l$ is proportional to enzyme level $e_1$, protein chain length $L_l$ (number of amino acids), and effective degradation rate $\lambda + \lambda_{1i}^{\text{deg}}$, where $\lambda$ is the cell growth rate and $\lambda_{1i}^{\text{deg}}$ is a protein-specific degradation rate constant. By summing over all enzymes, we obtain the total translation rate $\sum_l (\lambda + \lambda_{1i}^{\text{deg}}) L_l e_1$. A linear relationship [cost] = $h_l$ [translation rate], where cost describes, e.g., growth defects, yields cost functions of the form 3.

A function that satisfies $h(\sigma e) = \sigma^\kappa h(e)$ for all positive $\sigma$ is called a positive homogenous function with degree $\kappa$. For cost functions with this property, Euler’s theorem yields the equality $h_{1i} = \sum h_{1i} = \kappa h_1$, with the degree $\kappa$ as a prefactor.

The focus on local fitness maxima is not only for biological reasons, but also because the metabolic value theory is mostly about first-order, necessary optimality conditions.
Enzymes are costly. For each reaction, the enzyme investment per reaction flux defines "flux burden" \( h \) the enzyme price condition is an inequality \( \text{Eq. (5)} \), while in inactive reactions the enzyme levels vanish and the optimality obtain optimality conditions \( e \). Their benefit. If enzymes in the optimal state remain inactive, the enzyme profile is a boundary optimum and we fixed protein budgte, where an enzyme increase in a pathway leaves less protein for other pathways, thus reducing their benefit. If enzymes in the optimal state remain inactive, the enzyme profile is a boundary optimum and we obtain optimality conditions \( e > 0 \) and \( v \neq 0 \) for active enzymes and \( e = 0 \) and \( v = 0 \) for inactive ones.\(^{10}\) An active reactions must satisfy Eq. (5), while in inactive reactions the enzyme levels vanish and the optimality condition is an inequality \( \partial F/\partial e_l < 0 \): expressing this enzyme would decrease the fitness, which means that the enzyme price \( h \) exceeds the value \( y \) (see SI Figure ?).\(^{10}\)

What about optimal states in which variables hit bounds? All enzyme levels are bounded from below \( e_l \geq 0 \) because they cannot be negative, and for inactive enzymes \( e_l = 0 \) the bound leads to a negative shadow price that balances out the enzyme price. Likewise, active upper bounds on enzyme levels lead to shadow prices that act like cost terms and add to the regular enzyme price. In a pathway model, enzyme levels are not bounded from above but penalised by a cost, and we may think of this cost as an opportunity cost in a larger cell model with a fixed protein budgte, where an enzyme increase in a pathway leaves less protein for other pathways, thus reducing their benefit. If enzymes in the optimal state remain inactive, the enzyme profile is a boundary optimum and we obtain optimality conditions \( e_l > 0 \) and \( v_l \neq 0 \) for active enzymes and \( e_l = 0 \) and \( v_l = 0 \) for inactive ones.\(^{10}\)

An active reactions must satisfy Eq. (5), while in inactive reactions the enzyme levels vanish and the optimality condition is an inequality \( \partial F/\partial e_l < 0 \). Expressing this enzyme would decrease the fitness, which means that the enzyme price \( h \) exceeds the value \( y \) (see SI Figure ?).\(^{10}\)

Enzymes are costly. For each reaction, the enzyme investment per reaction flux defines "flux burden" \( a \) \( = h/v \), an effective overhead price of the flux. Here we assume that enzymes are reaction-specific and that each reaction is catalysed by a single enzyme \( \alpha \). Under this "unique enzyme assumption", we obtain a diagonal enzyme elasticity matrix with elements \( E^v \) \( = h/v \), \( k_l \). This matrix is invertible unless \( k_l = 0 \) (e.g. if reactions are in thermodynamic equilibrium). With the help of this matrix and the enzyme price \( h/v = h/k_l \), flux burdens can be computed as follows. Considering a variation of an enzyme level and its direct effect on reaction rates, the flux burden is defined \( a \) \( = h/v \), \( k_l \). If the flux cost \( a \) in an FBA model is given by an enzymatic flux cost function (from an underlying kinetic model) \( \beta \), the flux burden vector \( a \) in the kinetic model is equal to the gradient \( \nabla v \). Using these definitions, our balance Eq. (5) for enzyme values and prices can now\(^{11}\)

\(^{10}\)A weighted fitness function \( F = \alpha q - \beta h \) would yield the condition \( \alpha q = \beta h \). Since our objective functions can be scaled, there is no need for such prefactors in our theory. Trade-offs between metabolic objective \( q \) and enzyme cost \( h \) can be modelled in different ways (maximising the metabolic objective \( q \) at a given enzyme cost; minimising enzyme cost at a given metabolic objective; or maximising a weighted difference of the two). In general, metabolic objective and enzyme cost are measured on different scales (and using different physical units), and we obtain optimality conditions of the form \( v = \tau h, \) with some constant "economic temperature" \( \tau \). In general, in optimal states this number must be equal for all subsystems (see appendix). However, with the right scaling of cost and benefit functions we can assume a (non-weighted) fitness \( F = q - h \), and obtain optimality conditions of the form \( v = h \) (with \( \tau = 1 \), as considered here. This justifies our additive fitness Eq. (6).\(^7\)

\(^{11}\)Similarly, a flux profile \( v \) that satisfies Eq. (5) in at least one kinetic model is called enzyme-balanced, and if all reactions are active it is called strictly enzyme-balanced.\(^{10}\)

\(^{12}\)An expressed enzyme \( e_l > 0 \) with zero catalytic rate \( k_l = v_l/e_l = 0 \) (due to thermodynamic equilibrium or enzyme inhibition), and therefore \( v_l = 0 \), would incur a cost without benefit. Fitness maximisation as postualted here implies that such enzymes should not be expressed ("principle of dispensable enzyme").\(^{10}\)

\(^{13}\)This inequality can also be seen as an equality with a shadow value: in the optimality problem, each constraint \( e_l \geq 0 \) is associated with a Lagrange multiplier \( \alpha_l \), and the optimality condition reads \( \partial F/\partial e_l + \alpha_l = 0 \). In inactive reactions, the Lagrange multiplier yields a positive shadow value, in line with the inequality \( \partial F/\partial e_l = y_l - h_l < 0 \).\(^{19}\)

\(^{14}\)To obtain a one-to-one mapping between reactions and enzymes in models, we may duplicate reactions that are catalysed by several enzymes, and also duplicate enzymes that catalyse several reactions. In models with such "monoreactions" and "monoenzymes", the elasticity matrix \( E^v \) is not diagonal and may be rank-deficient, i.e. the Jacobian matrix \( N \) may not be invertible. This has consequences for the calculations: instead of \( E^v = D_g(v)D_g(e)^{-1} \), the enzyme elasticity matrix can be written as \( E^v = D_g(v)E^v_lD_g(e)^{-1} \), with a scaled enzyme elasticity matrix \( E^v_l \). This also works if our vector \( e \) comprises variables other than enzyme levels, e.g. temperature, with effects on several or all reactions.\(^{21}\)

\(^{15}\)Flux burdens provide a logical link between enzyme optimisation and Flux Cost Minimisation (FCM). In kinetic models, the minimal enzyme cost at which a given flux profile can be realised is called enzymatic flux cost. This cost, as a function of fluxes, can be used as a flux cost function in FCM.\(^{19,23}\) Moreover, flux burdens \( a \) from kinetic models can be used as coefficients defining linear flux cost functions for FCM.\(^{19,23}\)
be converted into a similar equation for flux values and prices: by multiplying with the "enzyme slowness" $e_v/v_l$ (i.e. dividing by the catalytic rate), we obtain the flux value balance:

$$
\frac{y_{e_l}}{v_l} = \frac{h_{e_l}}{v_l},
$$

(7)

between flux value and flux burden in each reaction.

4 Variation rules

The optimality conditions can be used to check the results of a numerical optimisation, but it also provides more general insights: it leads to general economic laws for enzyme-optimal states, valid for any rate laws and cost function which will be explored below. Below, starting from Eq. (5), I derive the basic laws of metabolic value theory and introduce the notion of economic potentials. For simplicity, we usually assume that flux benefit $b(v)$ and metabolite cost $g(c)$ are linear functions, so flux gains and metabolite prices are constant and known. A simple production objective depends only on a single production rate; in such cases, this single product has a production gain, while all other production gains, flux gains, and metabolite prices vanish. But this does not mean that other variables (in particular enzyme levels across the network) are not important. How can we infer the role of each enzyme, i.e. the profile of enzyme values across the network? And how are the two types of variables – direct gains and prices, and indirect enzyme values – related? If we perturb an enzyme, we may predict the effect on value production by following causal chains in the network. If we start from where production benefit is actually realised, then to see how this is supported by enzymes elsewhere we need to follow causal chains in reverse, from effect to cause: step by step, value is “acquired” from variable to variable in backwards direction. How is this “propagation of economic value” shaped by network structure and kinetics? Remember, we are not interested in anecdotal numerical results, but in general laws. Thus, we will ask: what can we learn from cost-benefit balance Eq. (5) about optimal metabolic states? Can we learn something about possible flux profiles even without knowing the rate laws? At first sight, this may be surprising: the sensitivities $y_{e_l}$, which must be matched by the enzyme prices, depend on enzyme kinetic. However, we can still learn about metabolic fluxes by using metabolic control theory (MCT).

Metabolic Control theory describes how local parameter perturbations affect metabolic states. The effect of parameter perturbations on steady-state fluxes and concentrations are quantified by sensitivities called metabolic response coefficients. The metabolic response coefficient $R_{e_l} = \partial z/\partial e_l$, between an enzyme level $e_l$ and a state variable $z$, can be written as a product $R_{e_l} = C_{e_l} E_{e_l}$ where the enzyme elasticity $E_{e_l}$ describes how an enzyme perturbation perturbs the reaction rate (at constant metabolite levels), and the control coefficient $C_{e_l}$ describes how this rate perturbation changes our steady-state variable $z$. To see how MCT can help us characterise enzyme-optimal fluxes, consider an enzyme variation $\delta e$, leading to a perturbed reaction rate. The metabolic control coefficients describe the global effects of this perturbation (see Figure ??). By using these coefficients, we can write the enzyme value as

$$
y_{e_l} = \frac{\partial q}{\partial e_l} = \sum_j b_{lj} R_{j}^V - \sum_i g_{ci} R_{i}^C = \left( \sum_j b_{lj} C_{j}^V - \sum_i g_{ci} C_{i}^C \right) \frac{v_l}{e_l},
$$

(8)

In fact, by playing with these equations, the same optimality condition can be written in a multitude of ways, including

$$
y_{e_l}/h_{e_l} = 1, \quad w_{v_l}/a_{v_l} = 1, \quad w_{e_l}/h_{e_l} = 1/k_l, \quad w_{e_l} k_l = h_{e_l}.
$$

(6)

Each of the equations relates a point benefit (or value) to a point cost (or price) and can be used to make sense of metabolic states. The functions $q(e)$ and $h(e)$ are usually complicated and not explicitly known. If they are approximated by power laws or homogenous functions, we can obtain simple economic laws.
The formula describes a chain of effects: an enzyme’s direct effect on a reaction rate (elasticity \( E_{ij}^{el} = \frac{\partial v_i}{\partial e_j} \)), the indirect influence of this rate on the stationary fluxes and concentrations (metabolic control coefficients \( C_{ij}^{N} = \frac{\partial q}{\partial e_j} \) and \( C_{ij}^{S} = \frac{\partial c}{\partial e_j} \)), and their direct effects on the metabolic objective (flux gains \( b_{ij} \) and metabolite prices \( g_{ij} \)). The difficult terms in Eq. (8) are the metabolic control coefficients \( C_{ij}^{V} \) and \( C_{ij}^{S} \), which are nonlocal and state-dependent (i.e. to know them, we need to know the solution to the optimality problem). However, Eqs (5) and (8) yield a general rule: the balance condition (5) requires that any expressed enzyme must have a positive value \( y_{ij} \) and therefore a non-zero catalytic rate \( v_{ij} / e_j \). This means: if an enzyme is completely inhibited or if it catalyses an equilibrium reaction (and thus \( k_j = v_j / e_j = 0 \)), the enzyme must not be expressed (“principle of dispensable enzyme” [13]).

To do this, let us formulate our optimality conditions in the language of metabolic control theory. By definition, an “enzyme value” \( y_{ij} \) enzyme value which must hold for all vectors \( \kappa \).

\[
\begin{align*}
    w_v^T &= b_v^T C^V - g_c^T C^S.
\end{align*}
\]

Obviously, the flux values \( w_{ij} \) in Eq. (9) cannot be inferred from network structure alone: like other control coefficients, they depend on kinetics and on the (optimal) metabolic state. So again, what can we learn about metabolic values from network structure alone?

If the flux values \( w_{ij} \) are control coefficients, they must satisfy summation and connectivity theorems [2]. By combining Eqs (5) and (3) and applying these theorems, we obtain the variation rules (Proposition ?? in SI)

\[
\begin{align*}
    (b_v - a_v) \cdot \kappa &= 0 \\
    (g_c - E_c^T a_v) \cdot \ell &= 0
\end{align*}
\]

which must hold for all vectors \( \kappa \) and \( \ell \) with the following properties. The vector \( \kappa \) in the flux variation rule is a column (or linear combination of columns) of the null space matrix \( K \), i.e. a stationary flux distribution (satisfying \( N^\text{int} \kappa = 0 \)). The vector \( \ell \) in the concentration variation rule is a column (or linear combination of columns) of the link matrix \( L \), i.e. a profile of internal metabolic concentration variations that leave the conserved moieties unchanged (satisfying \( G \ell = 0 \)). In short, both vectors must describe valid, i.e. constraint-respecting variations. The dot \( \cdot \) denotes the scalar product, while multiplication \( \circ \) and division of vectors apply componentwise, and \( E_c \) is the elasticity matrix in our metabolic state. The variation rules relate flux gains \( b_{ij} \) and concentration prices \( g_{ci} \) to enzyme investments \( h_c \circ e \) and inverse fluxes. With the flux burdens \( a_{ej} = h_{ej} e_j / v_j \), we can write them as

\[
\begin{align*}
    (b_v - a_v) \cdot \kappa &= 0 \\
    (g_c - E_c^T a_v) \cdot \ell &= 0
\end{align*}
\]

which must hold, again, for all valid vectors \( \kappa \in \text{Span}(K) \) and \( \ell \in \text{Span}(L) \). If we replace these vectors by valid infinitesimal variations, we obtain the variation rules in differential form

\[
\begin{align*}
    (b_v - a_v) \cdot \delta_i v &= 0 \\
    (g_c - E_c^T a_v) \cdot \delta_i c &= 0
\end{align*}
\]

The flux variation rule (14) must hold for all valid flux variations \( \delta_i v \) (i.e. stationary variations satisfying \( N^\text{int} \delta_i v = 0 \)) and the metabolite variation rule (15) must hold for all valid concentration variations \( \delta_i c \) (i.e. moiety-conserving

\[A \text{ variation } (\delta e, \delta c) \text{ is called valid if it satisfies all model constraints, i.e. if it leaves the conserved moieties unchanged (satisfying } \delta c_{cm} = G \delta c = 0 \text{) and leads to a stationary flux variation } \delta v = E_c \delta c + E_c \delta c (\text{satisfying } N^\text{int} \delta v = 0).\]
Flux variation rule \( \sum_l h_{vi} v_l = \sum_l h_{vi} \):  
Total flux point benefit = Total enzyme investment

Enzyme investments predicted by the variation rules. (a) Metabolic pathway with production objective \( b(v) = w_p v_p \), where \( w_p \) and \( v_p \) are, respectively, the economic potential and the production rate of product \( P \). According to the flux variation rule \( 14 \), in optimal states the sum of enzyme investments \( \sum_l h_{ei} e_l \) must be equal to the sum of flux point benefits \( \sum_l \Delta w_{vi}^{\text{lin}} v_l = w_p v_p \). The investments accumulate along the chain, and by summing all enzyme investments upstream of a given metabolite, we obtain the investment embodied in this metabolite. The "embodied" investments in the product is equal to the total benefit. By dividing a metabolite’s embodied investment by its production rate (i.e. the pathway flux), we obtain the metabolite’s economic potential (shades of blue). As expected, the economic potentials rise along the flux. If the initial substrate has an economic potential \( w_S > 0 \), this corresponds to a substrate investment, which further increases the economic potentials of all following metabolites. (b) The reaction elasticities determine the ratios of optimal enzyme investments. The metabolite variation rule \( 15 \) states that enzyme investments for adjacent (producing and consuming) reactions are inversely proportional to the elasticities \( E_{ei}^{l+1} = \partial v_l / \partial e_i \). In the example (with flux \( v = 1 \), substrate elasticities \( 1 \), product elasticities \( -1/2 \), and total benefit \( 7 \)), we obtain enzyme investments \( h_{ei} = (4, 2, 1) \). They decrease along the pathway, confirming the result from \( 3 \).

The variation rules \( 14 \) and \( 15 \) for enzyme-optimal states determine optimal enzyme investments. Figure 3 shows an example, a linear pathway with given flux gains \( b_v \), concentration prices \( g_c \), and flux distribution \( v \). The flux variation rule \( 14 \) shows that the scalar products \( b_v \cdot \kappa \) ("point benefit") and \( a_v \cdot \kappa \) ("point cost") must be equal for any stationary flux variation \( \kappa \) (given by \( v \)). If we use the flux profile \( v \) itself as a flux variation, the resulting equality \( v \cdot b_v = v \cdot (b_c \circ e/v) = \sum_l h_{ei} e_l \) shows that the sum of enzyme investments is determined by \( v \) and \( b_v \). How will this investment be distributed along a pathway? In the metabolite variation rule \( 15 \), the ratio of enzyme investments around a metabolite depends on the reaction elasticities for this metabolite. Taken together, in a linear pathway with known elasticities, the variation rules determine all enzyme investments completely. With a linear enzyme cost function, enzyme investments are proportional to enzyme abundance and follow from proteomics data. But the variation rules can also be used in reverse: given the enzyme investments, flux gains, and flux directions, we may predict the metabolic fluxes (proof in SI ??). Two simple examples (a linear pathway and a branch point model) and an algorithm for larger networks are given in SI ??.

The flux variation rule \( 14 \) relates fluxes and flux gains to enzyme cost. If flux gains \( b_{vi} \) and enzyme investments \( h_{ei} e_l \) are known, we obtain linear constraints on the inverse fluxes. In a linear pathway (or a network with only one flux mode) this constraint can be used to scale our flux distribution. More generally, the rule tells us – given a change in some of the variables – how other variables must be adapted for the cell to remain in an optimal state.

\(^{25}\)The reason is simple: in models without conserved moieties, the link matrix \( L \) in Eq. \( 15 \) is given by an identity matrix \( I \). Without metabolite cost (metabolite prices \( g_c = 0 \)) and with equal fluxes in all reactions (stationary flux in linear chain), we obtain the condition \( E_{ei}^{l+1} h_{ei} + E_{ei}^{l+1} h_{ei+1} = 0 \) for each metabolite \( i \). With a metabolite cost function \( g(c) \), the concentration prices \( g_c \) appear as an extra term.
For example, a higher flux (at a constant flux gain \( b_{ij} \)) leads to a higher flux benefit and justifies a higher enzyme investment \( h_{ci} c_i \). In contrast, with lower flux gains \( b_{ij} \) (and constant investments \( h_{ci} c_i \)), the flux must increase (this requiring a higher catalytic rate). And when enzyme prices \( h_{ci} \) increase and the enzyme levels \( c_i \) are fixed, the fluxes must increase to maintain an optimal state. These links between enzyme investments and fluxes are not due to kinetics alone, but to our optimality postulate. By using kinetic relationships between enzyme levels and fluxes, we can further limit the possible optimal states. And even if \( \mathbf{I}^e \) and \( \mathbf{E}_{\text{e}} \) are unknown, the simple fact that the \( \mathbf{I}^e \) must be positive puts constraints on the fluxes. We will later come back to this point.

### 5 Economic variables

The variation rules characterise optimal states by referring to valid state variations, for instance stationary flux variations that may concern the entire network. To consider such variations, we need a global picture of the system considered. But can optimal states also be characterised locally, by laws that describes a single enzyme and its catalysed reaction, a single reaction and the surrounding metabolites, or a single metabolite and the surrounding reactions? This seems unlikely because a local perturbation will have effects elsewhere in the network: it will have indirect effects on fitness through its action on other variables. We saw that optimality conditions (e.g. Eq. 5) depend on such indirect effects. Hence, a local description may not suffice to understand optimal states: instead, we need to consider network-wide, indirect effects described by indirect economic values.

In metabolic value theory, all metabolites, reactions, and enzymes carry economic values. Two other important types of economic values, called economic potentials and economic loads, are assigned to metabolites. An economic potential describes how a metabolite rate contributes to the metabolic objective (i.e. the (indirect) value of metabolite production). To define it, we consider a virtual extra supply of the metabolite and ask how this would change the overall metabolic objective by changing the system state. The economic loads, in contrast, describe the (indirect) value of metabolite concentrations: they quantify how a virtual concentration change would contribute to the benefit by changing the system state.

Let us first consider the economic potentials (see Figures 3 (c) and (d)). Each metabolite carries an economic potential, which assigns an indirect value to the metabolite’s production rate and which describes how a steady extra supply of the metabolite would change the overall fitness. If it increases the fitness, the economic potential \( w_i (\text{fitness change } \delta F \text{ per extra flux } \delta r_i) \) is positive. Generally, an economic potential consists of two terms: a direct value (or “production gain”) and an indirect value (or “production load”). For external metabolites \( j \), the indirect value vanishes and the potential is given by the direct value \( w_{j}^{\text{ext}} = b_{ij} \). For internal metabolites \( i \), the direct term vanishes (because of the zero net rate) and only the indirect value remains. This indirect value can be defined by control coefficients. To define economic potentials mathematically, we imagine a virtual supply flux \( i^{\text{int, vrt}}_i \) that adds to the production of the metabolite. To inspect its effects on the steady state and on fitness, we write the metabolic objective as a function \( q(e, x, r^{\text{int, vrt}}) \) of enzyme levels \( e \), external levels \( x_j \), and virtual supply fluxes \( r^{\text{int, vrt}}_i \) and define the indirect production value of a metabolite \( i \) by the response coefficient \( y_r \) \( y_{r_i} = \frac{\partial q}{\partial r_i} \). We now set the economic potential to \( w_{i}^{\text{int}} = y_{r_i} \). In models with moiety conservation (e.g. if...
of the measurable quantities (see SI ??). Economic loads such vectors, we first consider a supply flux vector \( r \) without constraints, and then define the supply flux vector \( \delta v \).

To construct such vectors, we first consider a supply flux vector \( r \) of internal metabolites describe the effects of virtual concentration changes \( \delta c \). Other economic variables are defined similarly. (c) Economic potentials \( w^{\text{int}}_i = \delta q/\delta \delta v^{\text{int, vrt}} \) of external metabolites describe the effect of a virtual production change \( \delta \delta v^{\text{int, vrt}} \). (d) Economic potentials \( w^{\text{ext}}_i = \delta q/\delta \delta v^{\text{int, vrt}} \) of internal metabolites describe the effects of virtual supply fluxes \( \delta \delta v^{\text{int, vrt}} \). (e) Economic loads \( y^e = \delta q/\delta x \) of an external metabolite \( x \) describes the effects of virtual concentration changes \( \delta x \). (f) Economic loads \( y^g = \delta q/\delta c^{\text{vrt}} \) of internal metabolites describe the effects of virtual concentration changes \( \delta c^{\text{vrt}} \).

Figure 4: Economic values in a linear pathway. (a) Example pathway with production objective (production of metabolite \( Y \)). (b) Enzyme values \( y_e \) describe how enzyme level variations \( \delta e \) change the metabolic objective in steady state. The indirect effect is mediated through a chain of effects \( \delta e \rightarrow \delta v^{\text{vrt}} \rightarrow \delta b \). Accordingly, the (indirect) enzyme value is obtained from a chain of derivatives (ratios of differentials \( y_e = \frac{\delta r}{\delta c} = \frac{\delta c}{\delta \delta v} = \frac{\delta \delta v}{\delta \delta b} \)). The sensitivity \( C^{\text{ind}} = \frac{\delta r}{\delta \delta v} \) (a flux control coefficient) describes the effect of a local rate perturbation \( \delta \delta v \) on the stationary flux \( \delta v \).

Other economic variables are defined similarly. (c) Economic potentials \( w^{\text{int}}_i = \delta q/\delta \delta v^{\text{int, vrt}} \) of external metabolites describe the effect of a virtual production change \( \delta \delta v^{\text{int, vrt}} \). (d) Economic potentials \( w^{\text{ext}}_i = \delta q/\delta \delta v^{\text{int, vrt}} \) of internal metabolites describe the effects of virtual supply fluxes \( \delta \delta v^{\text{int, vrt}} \). (e) Economic loads \( y^e = \delta q/\delta x \) of an external metabolite \( x \) describes the effects of virtual concentration changes \( \delta x \). (f) Economic loads \( y^g = \delta q/\delta c^{\text{vrt}} \) of internal metabolites describe the effects of virtual concentration changes \( \delta c^{\text{vrt}} \).

Metabolite concentrations, in contrast, can have a price, and therefore none of the measurable quantities (see SI ??). In metabolic value theory, “load” is a name for indirect values, but the term “economic load” is often used more specifically for concentration loads. If metabolites in the sum \([\text{ATP}] + [\text{ADP}] \) remains unchanged in all reactions, additional supply fluxes (e.g. a supply of ATP) may violate moiety conservation (e.g. the total concentration of ATP and ADP) and cause a non-steady state. To avoid this, in the definition of economic potentials \( \delta v \) we describe supply fluxes by supply flux vectors (describing simultaneous inflows and outflows of different metabolites), which must allow for a steady state. To construct such vectors, we first consider a supply flux vector \( r^{\text{int, vrt}} \) for independent metabolites only, which can be chosen without constraints, and then define the supply flux vector \( r^{\text{int, vrt}} = L r^{\text{ind, vrt}} \). The economic potentials of dependent metabolites are defined to be to zero by convention.

We saw that economic potentials are economic values associated with metabolite rates. Similarly, economic loads are the economic values values associated with concentrations. A metabolite concentration can influence the metabolic objective in two ways: directly, by as described by its price, and indirectly via its effects on the steady state (see Figures (e) and (f)). We see describe this by considering virtual concentration changes. A change \( \delta c_i \) of metabolite \( i \) changes the metabolic objective, and the concentration value \( w_{c_i} \) describes this effect. A concentration value \( w_{c_i} = y_{c_i} - g_{c_i} \) consists of a direct value (the negative metabolite price \( -g_{c_i} \)) and an indirect value \( y_{c_i} \), called economic load: the load describes how a virtual concentration variation of our metabolite would affect the metabolic objective indirectly, via changes of the network-wide metabolic state. External metabolite concentrations \( x \), as predefined variables, usually have no direct value and their concentration values are directly given by their load \( y_{x_j} = \frac{\delta q}{\delta x_j} \). Internal metabolite concentrations, in contrast, can have a price, and the relationship between price and load depends on the existence of conserved moieties. If metabolites in
Economic potential

\[ w_v = b_v + N^{\text{tot}} \top w_f \]

Concentration

\[ w_c = -g_c + E^{\top} w_c \]

Enzyme price

\[ t_e = -h_e + E_1 \top w_e \]

Figure 5: Economic rules describe the economic values of neighbouring network elements. (a) Reaction rule. The flux value of a reaction consists of a direct flux value (the flux gain \( b_v \)) and an indirect flux value (given by the economic potential difference \( \square w_f \)). (b) Metabolite rule. A concentration value \( w_c \) consists of a direct value (the negative concentration price \( -g_c \)) and an indirect value (the economic load \( y_c \), acquired from the neighbouring flux values of adjacent reactions). Other variables that impact reaction rates, like temperature, are associated with economic variables satisfying similar economic rules (not shown). (c) Enzyme rule. The total value (or “economic stress”) of an enzyme is given by the enzyme’s use value (or “load”) \( y_e = w_v \frac{1}{k} \) minus the enzyme price \( h_e \). Assuming that each reaction is specifically catalysed by one enzyme, we can set \( E_1 \top = Dg(k) \top = Dg(\epsilon) \top = Dg(\tau) \top \). The ratio \( \tau_l = e_l / v_l = 1 / k_l \) is also called “enzyme slowness”. All these economic rules also hold for non-optimal states. In optimal states, the total values of enzymes must vanish, so enzyme use values and enzyme prices must be equal.

6 Local economic rules

If a model’s variable influences the metabolic objective indirectly, this variable has a “use value” (quantified by an economic variable). Computing this value may require knowledge about the entire system. Formulae such as Eq. (8) for individual enzymes, the control coefficients refer to state variations in the entire network (caused by a local variation, but extending over large parts of the system). How can we describe metabolic variations and values locally, without considering the entire system? To do so, we may consider “invalid” variations of a single reaction or a single metabolite (that violate mass balances or moiety conservation and require compensation by virtual perturbation variables). Describing these variables by metabolic value theory, we obtain local economic rules that relate economic variables between neighbour elements in the network. Each rule refers to a type of variable and relates its economic value to the economic values of neighbouring variables in the network (see Figure 5).

1. Reaction rule A flux value \( w_v \) describes the overall influence of a reaction flux \( v_l \) on the metabolic objective. Concentration values are given by \( w_c = G^\top w_{cm} \), with concentration values for conserved moieties in a vector \( w_{cm} \), and the load vector reads \( y_c = g_c + G^\top w_{cm} \). In this general case, we obtain \( L^\top w_c = 0 \), which implies the relationship \( L^\top y_c = L^\top g_c \).
The reaction rule (see Fig. 5(a))

\[ w_{v_i} = \frac{b_{v_i}^{\text{int}}}{w_{v_i}^{\text{dir}}} + \sum w_{r_j} \cdot y_{r_j} \]  

(16)

describes it as a sum of two terms: a direct flux value (given by the flux gain \( b_{v_i}^{\text{int}} \), plus a shadow value for fluxes that hit a constraint), and an indirect flux value \( y_{v_i} = \sum n_{ij} w_{r_j} \) acquired from the reactants and given by the difference of economic potentials along the reaction (proof and explanations see SI ?? and ??). Thus, the economic value of a flux – a global systemic property! – can formally be attributed to the local conversion of metabolites of different values.

2. **Metabolite rule** A concentration value \( w_{c_i} \) describes the influence of a metabolite concentration on the metabolic objective. According to the metabolite rule (Fig. 5(b))

\[ w_{c_i} = -g_{c_i} + \sum E_{c_i}^{\text{eff}} w_{v_l}, \]  

(17)

it consists of an indirect and a direct value. The direct value is given by the negative concentration price \(-g_{c_i}\) (plus a shadow value for metabolites that hit concentration bounds). The indirect value is called economic load and is given by \( y_{c_i} = w_{c_i} - g_{c_i} \). The metabolite rule implies that economic loads are given by \( y_{c_i} = \sum E_{c_i}^{\text{eff}} w_{v_l} \) (Figure 5(b) and proof in SI ??). What can we learn from this rule? Typically, external metabolites are assigned a vanishing price \( g_{c_i} = 0 \). In models with dilution, the sum in Eq. (17) contains an extra term \(-\lambda w_{v_l}^{\text{int}}\) (see section ??, which describes a value loss due to dilution. By incorporating the dilution term into the price \( w_{c_i} \), we obtain the effective price \( w_{c_i}^{\text{eff}} = w_{c_i} + \lambda w_{v_l}^{\text{int}} \). In models without moiety conservation, the metabolites’ concentration values vanish \( (w_{v_l} = 0) \), and so metabolite load and metabolite price are balanced \((y_{c_i} = g_{c_i})\).

In models with moiety conservation, we obtain the weaker condition \( L^T w_c = 0 \), entailing a balance equation. In optimal states, the total enzyme value must be balanced by a shadow value. In non-optimal states, the total value \( t_{e_l} \) can be positive or negative (implying, respectively, that the cell should increase or decrease the enzyme level to reach an optimal state).

3. **Enzyme rule** The total value (or “stress”) \( t_{e_l} = \partial F / \partial e_l \) of an enzyme is described by the enzyme rule (Fig. 5(c))

\[ t_{e_l} = -h_{e_l} + E_{e_l}^{\text{eff}} w_{v_l}. \]  

(18)

The total enzyme value results from a direct price (the enzyme price \( h_{e_l} \)) and an indirect value \( y_{e_l} \) (or “enzyme load”), which represents the enzyme’s influence on the metabolic objective. The indirect value is acquired from the flux value \( w_{v_l} \) of the catalysed reaction. If a reaction is catalysed by a (specific) enzyme, the enzyme elasticity is given by \( E_{e_l}^{\text{eff}} = e_l / v_l \) and the enzyme load reads \( y = e / v \circ w_c = Dg(e) Dg(v)^{-1} w_c \). In optimal states, the total enzyme value must vanish (because enzyme values are control variables), unless the enzyme level hits a bound (the bound \( e \geq 0 \) for positivity, \( e \leq 0 \) for some specified upper bound, or \( \sum e_l = e_{\text{tot}} \)). In such constrained optimal states, the total enzyme value must be balanced by a shadow value. In non-optimal states, the total value \( t_{e_l} \) can be positive or negative (implying, respectively, that the cell should increase or decrease the enzyme level to reach an optimal state).

---

32 Since external concentrations are given, their prices do not matter and can be set to zero. In contrast, if external concentrations themselves are choice variables, their prices must be considered, for example to model “opportunity costs” by which a higher (or lower) concentration would be beneficial for other systems outside the pathway modelled. Similarly, we do not score the metabolite rates of internal metabolites, because in our steady states, these rates vanish and their gains (direct economic values) do not matter. However, in models with internal production rates (e.g. rates balanced by dilution) non-zero production gains can be considered.

33 Moiety conservation can be described by splitting the stoichiometric matrix into \( N^{\text{int}} = L N^{\text{out}} \) or by defining the left-nullspace matrix \( G \), satisfying \( G N^{\text{int}} = 0 \). The concentration values in the vector \( w_c = G^T w_m \), satisfy the optimality condition \( L^T w_c = 0 \). In models without conserved moieties (i.e. \( L = 1 \)), in optimal states \( w_c \) must vanish and so economic loads and concentration prices must be equal, \( y_c = g_c \). More generally, with conserved moieties we obtain the relationship \( L^T (y_c - g_c) = 0 \).
Taken together, the economic rules are the basic laws for economic potentials in metabolic networks, similar to Kirchhoff’s rules for voltages and currents in electric circuits.

All economic rules share the same simple form: an economic value consists of a direct and an indirect part, where the direct value is a gain or price (i.e. a direct fitness derivative, plus a possible shadow values for upper and lower bounds), while the indirect value (representing fitness effects via steady-state changes) is “acquired” from the neighbour network elements.

In each of the rules, the direct term represents a gain or price, which may include a shadow gain or shadow price due to a bound on the physical variable. For example, consider an enzyme level that hits the lower bound e = 0. In this case, a shadow value $h_{c_i}^{\text{bnd}}$ is subtracted from $h_{c_i}$ in Eq. (18) [14]. If we include this term (as a direct term) into the enzyme price, we obtain the effective enzyme price $h_{c_i}^{\text{eff}} = h_{c_i} + h_{c_i}^{\text{bnd}}$, and in an optimal state the effective price will vanish. Effective flux gains $h_{v_i}^{\text{eff}} = h_{v_i} + h_{v_i}^{\text{bnd}}$ and metabolite prices $g_{c_i}^{\text{eff}} = g_{c_i} + g_{c_i}^{\text{bnd}}$ are defined similarly. For simplicity, this will be implicitly mentioned below.

The direct economic values (flux gains $b_v$, metabolite prices $g_c$, and enzyme prices $h_e$) arise from fitness derivatives and bounds on single variables. While each enzyme (and possibly each metabolite) has a direct price, we typically assume that only a few fluxes carry direct values. For example, with biomass production as the metabolic objective, only the biomass-producing reaction has a direct flux benefit. But all reactions, metabolites, and enzymes may contribute indirectly to this benefit and therefore carry a use value.

The economic rules for the economic values of neighbour elements show how variables “acquire” indirect use values from “child variables”. The direct values arise from the fitness function (and bounds), and the indirect values arise from “propagating” these direct values across the network. If the direct values in a network are known, can we infer all other values from them? Assuming we know the connection coefficients, this is fact possible: given the reaction elasticities, flux gains, and metabolite prices in an enzyme-balanced state, the economic potentials and loads can be directly determined. For generality, we consider models with moiety conservation and dilution, see SI sections ?? and ??.

From the economic rules for such models, we obtain a yield a formula for the internal economic potentials

$$w_r^{\text{int}} = \left( L M^{-1} L^+ \right)^T \left( g_c^* - E^T b_v \right). \quad (19)$$

The proximal concentration price $g_c^*$ consists of the direct price and an indirect price acquired from adjacent reaction gains. In the equation, $M = N^{\text{ind}} E$, $L = \lambda I$ is the Jacobian matrix (for models with dilution), and the projection matrix $L^+$ maps concentrations from internal metabolites to independent internal metabolites (proof and example in SI ??). Equation (19) can be visualised geometrically: if the flux gains are described by a sparse vector in a high-dimensional space, vector of economic potentials is a “projection” of this vector (which concerns only one or a few reactions) onto the entire network. Similar projections exist in MCT: If a reaction rate is perturbed (e.g. by an enzyme inhibition), the perturbation can be described by a sparse, non-stationary flux vector $\delta v$. The resulting flux change (a stationary flux vector $\delta v^{\text{sta}}$) is obtained by left-multiplying this vector with $C^*$, so $C^*$ acts as a projector onto the subspace of stationary flux distributions. This analogy between the two theories is not by chance: in one case, the projection reflects the response of a mechanistic system (mediated through chains of causal effects), in the other case it reflects economic requirements (mediated through chains of incentives, in the opposite direction). For details, see SI ??.

$^{34}$This makes sense: if an enzyme is idle, with no effect on the metabolic objective ($g_c$), then the enzyme price $h_{c_i}$ and the shadow value $h_{v_i}^{\text{bnd}}$ cancel each other, leading to a zero enzyme stress $h_{c_i} = -(h_{c_i} - h_{c_i}^{\text{bnd}}) = 0$.

$^{35}$Remember that, in our maximisation problems, a lower bound (keeping variables high) acts like a “gain”, and an upper bound (keeping variables low) acts like a “price”.
Figure 6: Economic balance equations. Each equation can be written in “value form” (top) or “value production form” (bottom). (a) The reaction balance equation states that flux values and flux burdens of a reaction must be equal. It follows from the optimality condition for enzyme levels, $t_{e_i} = y_{e_i} - h_{e_i} = 0$ (see Figure 5). Variables denote the economic potential difference $\Delta w_{r_i}$, flux $v_{l_i}$, direct flux gain $b_{v_{l_i}}^{\text{int}}$, price $h_{e_i}$, and flux burden $a_{e_i} = h_{e_i} e_i / v_{l_i}$. In reactions with a direct flux gain $b_{v_{l_i}} = 0$, the equation requires $\Delta w_{r_i}^{\text{int}}$ and $v_{l_i}$ to have the same signs and the economic potentials must increase along the flux. Multiplying the equation with the enzyme investments around the metabolite. In models without moiety conservation, optimality requires that rules for optimal states. Then, by combining the rules in pairs, we obtain balance equations that relate enzyme investments to economic potentials, loads, and costs in neighboring reactions, metabolites, and enzymes (see Figure 6). (b) The metabolite balance equation (with economic load $y_{c_i} = g_{c_i}$; flux cost weight $a_{v_{l_i}} = h_{e_i} e_i / v_{l_i}$; scaled elasticity $E_{c_i}^v$) relates a metabolite’s economic load $y_{c_i}$ to the enzyme investments around the metabolite. In models without moiety conservation, optimality requires that load $y_{c_i}$, and metabolite price $g_{c_i}$, must be equal. In models with moiety conservation, we can augment $g_{c}$ to $g_{c,\text{eff}} = g_{c} + w_{c} = g_{c} + G^T w_{\text{cm}}$. (c) The reaction-metabolite balance relates the economic load of a metabolite (shaded) to the flux values of neighboring reactions (and thus to economic potentials).

7 Economic balance equations

The economic rules \[16, 17, \text{and} \ 18\] explain a variable’s economic value by a direct value and by an indirect value acquired from the variable’s child variables (i.e. variables directly influenced by it). The rules hold for all metabolic states, including non-optimal states and non-enzymatic reactions. But we are particularly interested in enzyme investments in optimal states. If enzyme levels are choice variables (and do not hit a constraint), their total value in optimal states must vanish. By setting the enzyme stresses $t_{e_i} = 0$ in Eq. \[18\], we obtain economic rules for optimal states. Then, by combining the rules in pairs, we obtain balance equations that relate enzyme investments to economic potentials, loads, and costs in neighboring reactions, metabolites, and enzymes (see Figure 5).

1. **Reaction balance** By setting Eq. \[18\] to zero (assuming expressed enzymes in an enzyme-optimal state) and inserting Eq. \[18\], we obtain the reaction balance in “enzyme value form”

$$\left( \Delta w_{r_i} + b_{v_{l_i}}^{\text{int}} \right) E_{c_i}^v = h_{e_i},$$

between flux value and enzyme price, which must hold for all active enzymatic reactions. Assuming a one-to-one relation between reactions and enzymes, the enzyme elasticity $E_{c_i}^v$ is given by the catalytic rate $k_{l_i} = v_{l_i}/e_i$. Dividing Eq. \[20\] by $k_{l_i}$ and noting that $h_{e_i}/k_{l_i} = a_{v_{l_i}}$, we obtain the equation in “flux value form”

$$\Delta w_{r_i} + b_{v_{l_i}}^{\text{int}} = a_{v_{l_i}},$$

with the flux burden $a_{v_{l_i}} = h_{e_i} e_i / k_{l_i}$ defined as above. Eq. \[21\] shows that the economic potential (or “use value”) $w_{r_i}$ of a metabolite is equal to an “embodied value”: in reactions with out flux gains (i.e. $b_{v_{l_i}}^{\text{int}} = 0$) the potential increases from substrate to product because of the flux burden $a_{v_{l_i}}$, reflecting the enzyme investment.
in the reaction. Therefore, along a pathway flux the metabolite values will tend to increase and will embody all upstream enzyme (and external substrate) investments. The step from Eq. (20) to Eq. (21) assumes that the \( e_i \) are actually enzyme levels (which appear as prefactors) in the rate laws, that every reaction is enzyme-catalysed, and that enzymes are reaction-specific. This "unique enzyme assumption" guarantees that the enzyme elasticity matrix \( E_e = D_g(v/e) \) is diagonal. If we further exclude zero enzyme elasticities, the matrix will be invertible. Otherwise (e.g. in the case of non-specific enzymes other control variables \( w_i \) such as temperature or membrane potentials), the elasticity matrix will not be invertible and Eq. (21) must be replaced by modified formulae.\(^{36}\) (see appendix [5]).

2. **Metabolite balance** Our second balance equation relates a metabolite’s economic load to the flux burdens in the adjacent reactions (reactions that a metabolite influences kinetically as a reactant, catalyst, or regulator). For internal metabolites (with concentrations \( c_i \) and loads \( y_{c_i} \)) and external metabolites (with concentrations \( x_j \) and loads \( y_{x_j} \)), the equalities read\(^{37}\) (proof see SI \[?]\)

\[
y_{c_i} = \sum_l a_{vl} E_{c_i}^{vl}, \quad y_{x_j} = \sum_l a_{vl} E_{x_j}^{vl},
\]

To derive the metabolite balance Eq. (22), we assume that all reactions are enzyme-catalysed. A variants of this equation can include non-enzymatic reactions (see Eq. (??) in appendix). If reaction rates depend on variables other than metabolite concentrations (e.g. temperature), these variables also have economic loads satisfying similar balance equations.

3. **Reaction-metabolite balance** The value of metabolite production and of metabolite concentrations are described, respectively, by economic potentials and loads. How are these values related? In growing cells, with dilution fluxes \( e_i^{\text{dil}} = \lambda c_i \), metabolite concentrations and fluxes are coupled by \( c = \frac{1}{\lambda} N^{\text{int}} v, \) on top of their coupling through rate laws. Thus, concentration change affects the neighbouring reaction rates, which further affect metabolite net rates and eventually (in a steady growth state) their concentrations. How is all this reflected in value structure? The loads \( y_{c_i} \) of internal metabolites are given by \( y_c = g_c = G^\top w_{cm} \).

Eq. (17) relates a metabolic load to the flux values \( w_{vl} \) in adjacent reactions (with rates directly affected by the metabolite). By inserting the reaction balance (21), we obtain the reaction-metabolite balance

\[
y_{c_i} = \sum_l \left( \frac{\Box w_{vl} + b_{vl}^{\text{int}}}{w_{vl}} \right) E_{c_i}^{vl}.
\]

between the load of metabolite \( i \), the flux gains \( b_{vl}^{\text{int}} \) and economic potentials \( w_{vl} \) in the adjacent reactions and the elasticities \( E_{c_i}^{vl} \) between them. Similar equations exist for external metabolites and other variables that influence reaction rates (e.g. temperature).

As mentioned before, the direct value terms can contain shadow values arising from bounds on the physical variables. Interestingly, reaction and metabolite balance resemble each other. The reason is that enzymes can be seen as external metabolites: their concentrations are constant, and they influence reaction rates kinetically. Accordingly, the reaction balance (20) resembles a metabolite balance (22) with an enzyme instead of an external metabolite (with elasticity \( E_{c_i}^{vl} = \frac{w_{vl}}{c_i} \) and a load \( y_{x_j} = h_{x_j} \) given by the enzyme price).

The economic laws shown above hold for models without dilution. In growing cells, metabolite dilution can be described conveniently by “degradation fluxes” \( e_i^{\text{dil}} = \lambda c_i \) with the growth rate \( \lambda \) as a rate constant. For steady states, we obtain a mass-balance equation \( 0 = N^{\text{int}} v - \lambda c \) that couples concentrations directly to fluxes. This coupling has consequences for metabolic economics. If cell growth is the objective, the dilution rate of metabolites will become a crucial factor.
compounds, including metabolites and macromolecules, can be treated as the fitness objective. The resulting balance equations (with growth rate as a control variable and objective) are discussed in [14]. Here we consider a different problem: a metabolic pathway with a given production objective, in which metabolites are diluted at a given rate \( \lambda \). Dilution puts a burden on metabolism, which reshapes the optimal enzyme investments.

For example, consider a linear pathway with a production objective (scoring the last reaction flux). In growing cells, higher internal metabolite concentrations will increase the dilution fluxes and the waste of enzyme investment embodied in the metabolites. To keep the metabolite concentrations low while maintaining the desired flux, enzyme investments must be rearranged: upstream enzyme levels should decrease and downstream enzyme levels increase.

To model this, we can describe dilution by "dilution reactions" with velocity \( v_{\text{dil}} = \lambda c_i \), elasticity \( E_i^{\text{dil}} = \lambda \), and flux values \( w_r = 0 \) (assuming there is no flux gain and no "product" of the dilution reaction). For each metabolite, this reaction leads to an extra term \( -\lambda w_{ri} \) on the right of the reaction-metabolite balance.

We can see the term \(-\lambda w_{ri}\) as a concentration price, describing an incentive to keep \( c_i \) low: by including it into \( g_{ci} \), we obtain the effective concentration prices \( g'_i = g_i + \lambda w_{ri} \), which are higher than the "real" prices \( g_i \) (or less negative, for metabolites with a negative price). Alternatively, we can bring the term \(-\lambda w_{ri}\) to the left and define the effective economic load \( g_{el}^i = g_i + \lambda w_{ri} \). In the metabolite balance equation, the extra term \( \lambda w_{ri} \) on the left needs to be balanced by the sum on the right. To increase this sum, investments are shifted from producing to consuming reactions. This confirms our expectations: dilution favours enzyme investments that keep metabolite concentrations low.

8 Balance equations for point cost and benefit

Economic values (such as gains, prices, potentials, or loads) are derivatives between fitness and physical variables. If fitness is measured in units of Darwin (Dw), a placeholder for the respective fitness unit used in a model, we obtain the unit Dw/mM for economic loads (a fitness derivative for concentrations) and Dw/(mM/s) for economic potentials (a fitness derivative for metabolite rates), and possibly other units. To make all economic values comparable, we can define fitness derivatives with respect to logarithmic variables, \( F_x = \frac{F}{\ln x} = \frac{F}{\ln x} x \) (see Figure 2): all these “point” derivatives have units of Dw, the unit of the fitness function itself! Note that the point value of a variable is just the normal economic value, multiplied with the variable’s own numerical value.

By writing economic laws with these new derivatives, we obtain the laws in the so-called “value production form” (as opposed to our previous “value form”). Now different processes can be directly compared: for example, if a reaction substrate (characterised by a net consumption rate) and enzyme (characterised by a concentration) contribute to the overall benefit, their benefit contributions (“point benefits”) are directly comparable.

Let us see an example. To rewrite the optimality condition Eq. (5) in value production form, we simply multiply it by \( e_i \) (see Figure 2). The resulting equation

\[
y_{ei} e_i = h_{ei} e_i
\]

relates the enzyme point benefit (or “value production”) \( y_{ei} = \frac{\partial E}{\partial \ln e_i} \) to the point cost (or enzyme investment) \( h_{ei} = \frac{\partial h}{\partial \ln e_i} \). Except for the dots, the equation looks just like Eq. (5). An active enzyme represents a positive investment: in an optimal state, it must also have a positive point benefit! By rewriting the left side \( y_{ei} e_i = w_{ei} v_i \), we can express it as a rate of value production. The principle of local value production, a condition for enzyme-optimal states, can be used as a constraint in flux balance analysis. Using flux values, 

[38] Metabolic states that satisfy the value production principle are called enzyme-economical.
it can also be written as \( w_{v_i} v_i > 0 \). Finally, by dividing Eq. (24) by the flux \( v_i \) and defining the flux burden \( a_{v_i} = \frac{h_{e_i} e_i}{v_i} \), we reobtain our balance equation (17).

Let us now consider economic variables in value production form more generally. if we describe direct values not by usual derivatives, but by logarithmic derivatives, we obtain flux point benefits \( h_{v_i} = \frac{\partial h}{\partial \ln v_i} \). The metabolite point costs \( g_v = \frac{\partial g}{\partial \ln e_i} = g_{el} \), and enzyme point costs ("enzyme investments") \( h_{el} = \frac{\partial h}{\partial \ln e_i} = h_{e_i} e_i \).

A flux point benefit \( h_{v_i} \) determines whether a flux profile is beneficial (\( h_{v_i} > 0 \)), futile (\( h_{v_i} = 0 \), i.e. satisfying \( N^v = (b_v N^{el}) v = 0 \)), or wasteful (\( h_{v_i} < 0 \)). Futive or wasteful flux profiles are called non-beneficial. We further introduce the flux point cost (or "flux investment") \( a_{v_i} = a_{v_i} v_i \), which her, in kinetic models, is equal to \( h_{e_i}/e_i \).

In short, for our present models, we obtain \( a_{v_i} = h_{e_i} \), i.e. flux and enzyme investments are equal. "Point" versions of indirect values are defined similarly. Like in the example above, all economic laws can be written in value production form by by multiplying each economic variable with the corresponding physical variable (i.e. replacing economic values by "point" values).

1. Reaction balance The reaction balance in value production form relates value production to enzyme investment. In an optimal state, all active reactions must satisfy the value-price balance (20). By multiplying this balance with the enzyme level \( e_i \), we obtain the reaction balance in value production form:

\[
\underbrace{\left( \frac{\partial w_{v_i}}{\partial v_i} + \frac{b_{v_i}^{\text{int}}}{h_{e_i}} \right) v_i} = h_{e_i} e_i,
\]

It states that the flux point benefit \( w_{v_i} = \left( \frac{\partial w_{v_i}}{\partial v_i} + \frac{b_{v_i}^{\text{int}}}{h_{e_i}} \right) v_i \) (the local value production) must be equal to the enzyme investment \( h_{e_i} = h_{e_i} e_i \), and therefore to the flux point cost \( a_{v_i} = a_{v_i} v_i \). Like the flux variation rule (14), the reaction balance (25) holds for any types of rate laws. Here are some practical consequences. Since active enzymes have positive costs, flux value \( w_{v_i} = \frac{\partial w_{v_i}}{\partial v_i} + \frac{b_{v_i}^{\text{int}}}{h_{e_i}} \) and flux \( v_i \) must have equal signs, so in reactions without direct flux gain (\( b_{v_i}^{\text{int}} = 0 \)), the flux must lead from lower to higher economic potentials. In reactions with direct flux gains (\( b_{v_i}^{\text{int}} \neq 0 \)), fluxes may run in the other direction if the flux gain is sufficiently high.

Turning this logic around, we can ask: given a flux profile \( v \), can there be internal economic potentials \( w_{v_i} \) and positive enzyme investments \( h_{e_i} \) that satisfy the reaction balance? For economical flux profiles \( v \), the answer is yes (Propositions 17 and 18). For uneconomical flux profiles — e.g. flux profiles with futile cycles — no consistent potentials \( w_{v_i} \) can be found. This closely resembles the role of chemical potentials in thermodynamic flux analysis (20).

2. Metabolite balance By multiplying the metabolite balance Eq. (22) with the concentration \( c_i \), we obtain the metabolite balance in point form:

\[
w_{c_i} c_i = \sum_{\ell} h_{e_i} e_i \hat{E}^{v_i}_{c_i}
\]

with the scaled elasticities \( \hat{E}^{v_i}_{c_i} = \frac{c_i}{y_{v_i}} \hat{E}^{v_i}_{c_i} \). The equation relates a metabolite’s point load \( y_{c_i} \) to the enzyme
The stress can have similar effects, turning the normal balance equation into an inequality. By sensing stresses, the cell, they would be useful regulatory signals for steering the enzyme levels.

To describe non-optimal states, we can include them as extra terms. In reality, cells do not behave optimally, at least not precisely, when describing the value structure of metabolism, can we also describe non-optimal states? The economic imbalances in non-optimal states, there are economic imbalances (or "stresses") \( t_{e_i} = \frac{\partial F}{\partial e_i} = y_{e_i} - h_{e_i} \) that describes a mismatch between the values and prices of enzymes. Since all stresses (of expressed enzymes) must vanish in optimal states, they were not considered in the economic balance equations (meant to describe optimal states). To describe non-optimal states, we can include them as extra terms, yielding the reaction imbalance (see SI ??)

\[
(\Box w_{e_i} + b_{int}^{int}) v_l = (h_{e_i} + t_{e_i}) e_l.
\]

The stress \( t_{e_i} \) implies an imbalance between enzyme cost and benefit: a positive stress (indicating that an enzyme

---

43In unbranched metabolic pathways, this holds both for unscaled and scaled elasticities.

44An economic stress can be seen as a force that pulls an enzyme towards its optimal expression level. If stresses could be sensed by the cell, they would be useful regulatory signals for steering the enzyme levels.

45Note that the enzyme stress is different from the shadow value (i.e. for an enzyme level that hits a lower or upper bound), but can have similar effects, turning the normal balance equation into an inequality.

---

3. **Reaction-metabolite balance** By multiplying Eq. (23) by \( c_i \), we obtain the reaction-metabolite balance in value production form

\[
y_{e_i} c_i = \sum_l \left( \Box w_{e_i} + b_{int}^{int} \right) v_l \tilde{E}_{c_i}^{1},
\]

with the point load \( y_{e_i} \) and flux point value \( w_{e_i} \). We can briefly write it as \( y_{e_i} = \sum_l w_{e_i} \tilde{E}_{c_i}^{1} \). When describing the value structure of metabolism, can we also describe non-optimal states? The economic balance equations assume optimal enzyme levels. In reality, cells do not behave optimally, at least not precisely, and certainly not for our simple optimality criteria. Even without expression noise or leaky transcription, cells would always be maladapted after perturbations such as gene knock-downs. Apparent non-optimality may arise from side objectives or from preemptive expression, and enzyme levels may not be optimal at all. However, it may be practical to describe non-optimal states by using our optimality formalism. In fact, metabolic value theory defines economic variables and rules for any metabolic state, not just optimal states. The only difference is that, in non-optimal states, there are economic imbalances (or "stresses") \( t_{e_i} = \frac{\partial F}{\partial e_i} = y_{e_i} - h_{e_i} \) that describes a mismatch between the values and prices of enzymes. Since all stresses (of expressed enzymes) must vanish in optimal states, they were not considered in the economic balance equations (meant to describe optimal states). To describe non-optimal states, we can include them as extra terms, yielding the reaction imbalance (see SI ??)
level is too low for an optimal state) yields the economic imbalance

$$\left( a_{e1} + b_{e1} \right) v_{l} > h_{e1} e_{l}. \quad (29)$$

In this case (i.e. a flux stress with the same sign as the flux), the enzyme’s point benefit exceeds the point cost, and the cell would be able to improve its fitness by increasing the enzyme level. Of course, with a negative stress (i.e. an enzyme level higher than required for an optimal state), the inequality changes its sign, and the enzyme level should be decreased. If a non-optimal state is due to a constraint (e.g. a bound on a flux to model an enzyme knock-down), the constraint will lead to a shadow value, and this shadow value can be included into the flux gain in brackets. Non-zero stresses indicate a non-optimal state, and how the cell can improve this state by changing the enzyme levels – that is, they hint at selection pressures. Imagine that a cell cannot perform some useful reaction because it has no enzyme for it. To quantify the incentive for having this enzyme, we could start from the current metabolic state and include the reaction into the network, but assume that the system (with an enzyme price $h_{e1}$) is not expressed. The flux value of the new, inactive reaction is given by

$$\boxed{w_{vl} + b_{vl} > h_{e1} e_{l}.} \quad (30)$$

A flux stress $t_{vl} = t_{e1}/k_{l} = w_{vl} - a_{e1}$ describes an imbalance between flux value $w_{vl}$ and flux burden $a_{e1}$. A positive stress (or more precisely, a stress with the same sign as the desired reaction rate) indicates that evolving the enzyme would be profitable for the cell.

Enzyme investments (point costs) and benefit contributions (point benefits) have the same measurement units and satisfy conservation relations, which suggests that they may be interconvertible. We can see them as different forms of the same “substance”, just like heat and work are different forms of a “substance” called energy. More specifically, the value production equation can be seen as a conservation law for “value flows” (see Fig. 7): in the “value flow picture”, enzyme investments are values that flow into the system, become benefit contributions, and eventually reach reactions and metabolites in which benefit is realised, and flow from there into the benefit function. The conversion between Enzyme investments and benefit contributions happens in every single reaction: coming from substrate and enzyme, value flows into the reaction and towards the product and into the direct flux benefit. As shown in Fig. 7(c), by rewriting enzyme values as $y_{e1} = w_{vl}$, the cost-benefit balance Eq. (24) can be written as

$$\boxed{w_{vl} v_{l} = a_{e1} v_{l} = y_{e1} e_{l} = h_{e1} e_{l}.} \quad (31)$$

stating as equalities between flux point benefit, flux point cost, enzyme point benefit and enzyme investment in all optimal states. Thus, while value changes its form (being embodied in metabolite rates or enzyme levels), in optimal states it is always conserved. In non-optimal states, value is not conserved: it appears or disappears where value balances do not hold.

9 The shape of economical metabolic flux profiles

What flux distributions can we expect to find in enzyme-optimal states? Some general features, which are independent of enzyme kinetics, follow from the variation condition Eq. (12). A flux profile that satisfies this equation with positive enzyme investments is called economical, and flux profiles must be economical to appear...

---

\footnote{This definition holds for all-active flux profiles. Inactive reactions must be omitted from our model before the criterion can be applied. Vanishing flux profiles are defined to be uneconomical.}
### Benefit-Cost

(a) Cost and benefit in a catalysed reaction

(b) Value flows (single steps)

(c) Value flows (overall)

**Figure 7:** Conservation of economic value. (a) Example: a reaction (scored by a benefit function) and its catalysing enzyme (scored by a cost function). The subsystem considered is shown by a “cloud”. From Figure 2 we know that economic variables can be defined in two ways. Applying usual derivatives to benefit and cost functions yields values and prices, while applying scaled derivatives (also called “logarithmic” or “point derivatives”) leads to point benefits (also called “utilities” or “importances”) and point costs (or “investments”). Using these point derivatives, we can write all our economic laws in “value production form”, simply equating “inflowing” and “outflowing” values. (b) Value flows. Point costs and point benefits of enzyme (bottom) and reaction (top). Equation (31) tell us that all four quantities are equal (in optimal states). We can depict them as “value flows” entering and leaving our network elements. Value is “conserved” within each element, and also in between enzyme and reaction. (c) The same value flows can also be used to describe the coupled subsystem of reaction and enzyme (and any larger subsystems of metabolic networks, not shown).

Importantly, economical flux profiles are not just beneficial \( b_v \cdot v > 0 \), but must be **locally beneficial**: each enzyme must have a positive influence on the metabolic benefit. Uneconomical flux profiles entail a waste of enzyme, no matter which underlying kinetics or enzyme cost functions are assumed. How can we check in practice whether a flux profile is economical?

In the submode criterion for economic flux modes, we test for non-beneficial flux motifs, i.e. local configurations of flux directions that would exclude an optimal usage of enzymes. A motif (or conformal submode) in a flux profile \( v \) is a set of active reactions that (by themselves) can carry a stationary flux with the same flux directions. Why do non-beneficial motifs make a flux profile noneconomical? The explanation is simple: in an optimal state, any flux variation must be fitness-neutral. Consider a flux variation \( \delta v \), caused by a change in enzyme levels that is itself a submode of \( v \). Applying this flux variation will increase some of the fluxes (but will not decrease any fluxes), so the enzyme demand increases. Since (constraint-respecting) variations in enzyme-balanced states must be fitness-neutral, the additional enzyme cost must be balanced by an extra benefit. This means: in an enzyme-optimal state, any conformal flux variations \( \delta v \) must be beneficial, and economical flux profiles cannot contain non-beneficial submodes! The submode criterion refers only to flux directions (and not to flux magnitudes) and can be used by comparing the flux profile to elementary futile submodes. If futile motifs are present, it is impossible to find economic potentials that satisfy the reaction balance; conversely, if no futile motifs are present, this guarantees that economic potentials can be found. Figure 8 shows an example: the flux profile in (a) contains, as a submode, the mode shown in (b). Since this submode is futile, the flux profile in (a) must be uneconomical and cannot be realised by enzyme-optimal models. The flux profile in (c), which does not contain the submode, is economical.

Economical flux profiles, as defined in kinetic models, are related to the principle of minimal fluxes, a heuristic rule in FBA. The principle of minimal fluxes states that a flux profile must satisfy the FBA constraints

---

48 Finding economical flux modes or testing flux modes for being economical can be important in practice. For example, when computing enzyme investments by using the variation rules, the assumed flux profile must be economical. We need to be able to check this without knowing kinetic details.

49 A conformal submode of a flux profile \( v \) is a submode whose flux directions match the directions in \( v \) (see appendix A.1).

50 FBA considers fluxes and ignores concentrations and enzyme kinetics. If pathways compete for enzyme resources is modelled by heuristic flux cost functions such as the sum of absolute luxes or weighted sums of fluxes as proxies for enzyme cost. Flux costs are less realistic than enzyme costs, but they can be computed without any kinetic information.
A predicted by linear FCM by choosing appropriate flux cost weights! In theory, by randomly choosing cost weights states correspond to solutions of FCM, a nonlinear version of FBA. In FCM, fluxes are optimised for a minimal way (see Proposition ??). Optimising the enzyme levels leads again to economical fluxes. So both methods restrict fluxes in the very same cost, which suppresses futile cycle fluxes. In enzyme optimisation, it is enzymes, not fluxes that are costly, but functions a cost functions a function a function a on metabolite levels: the reason is that the reaction balance (25), our criterion for economical flux profiles, does not depend on concentration prices. Interestingly, FCM problems yield solutions that capture metabolite costs!

This also means that kinetic models can be used to justify FCM: for any FCM solution, a (stationarity and flux bounds), realise a given metabolic objective \( b' = b_v \cdot v \), and at the same time minimise the sum of absolute fluxes. Flux Cost Minimisation (FCM) \[14\] applies the same principle, but with general cost functions \( a(v) \) such as the sum of absolute fluxes \( a(v) = \sum |v_i| \[20\] and the weighted sums of absolute fluxes \( a(v) = \sum \hat{a}_v |v_i| \) with cost weights \( \hat{a}_v \) (or \( a(v) = \sum \hat{a}_v v_i \), if fluxes are known to be positive). An FCM problem is called flux-enforcing if its flux bounds exclude the equilibrium state \( v = 0 \) (by positive lower or negative upper flux bounds). In the corresponding FCM problems, shadow gains in the vector \( b_v \) will lead to different flux solutions. FCM and metabolic value theory lead to the same flux solutions: any non-flux-enforcing FCM problem \[53\] yields an flux profile that is economical, and any economical flux profile can be obtained by some non-flux-enforcing FCM problem (see Proposition ??, “Nocturno principle”). Starting from an enzyme-balanced state (with flux gain vector \( b_v \)), we can construct many FCM problems with flux objectives \( b(v) = b_v \cdot v \) and different cost functions \( a(v) \). All this holds both for general FCM problems and for FCM problems with linear flux costs functions \( a(v) = \sum a_i v_i \) (for each given pattern of flux directions). Thus, any economical flux profiles can be predicted by linear FCM by choosing appropriate flux cost weights! In theory, by randomly choosing cost weights \( a_i \) and computing the flux solutions, any economical flux profile can be found. We saw that enzyme-optimal states correspond to solutions of FCM, a nonlinear version of FBA. In FCM, fluxes are optimised for a minimal cost, which suppresses futile cycle fluxes. In enzyme optimisation, it is enzymes, not fluxes that are costly, but optimising the enzyme levels leads again to economical fluxes. So both methods restrict fluxes in the very same way (see Proposition ?? in SI), and this even holds if the metabolic objective in enzyme optimisation depends on metabolite levels: the reason is that the reaction balance \[25\], our criterion for economical flux profiles, does not depend on concentration prices. Interestingly, FCM problems yield solutions that capture metabolite costs!

This also means that kinetic models can be used to justify FCM: for any FCM solution \( v \), there will be a kinetic model that realises these fluxes by optimal enzyme levels. Conversely, FCM (and even linear FCM) can be used to compute economical flux profiles to be realised in enzyme-optimal states.

Coming back to FBA, how can we make sure that our flux solutions can also be realised by kinetic models? Shadows of blue such that all fluxes lead from lower to higher potentials. In (a), for example, the flux cycle would make a consistent choice (stationarity and flux bounds), realise a given metabolic objective \( b' = b_v \cdot v \), and at the same time minimise the sum of absolute fluxes. Flux Cost Minimisation (FCM) \[14\] applies the same principle, but with general cost functions \( a(v) \) such as the sum of absolute fluxes \( a(v) = \sum |v_i| \[20\] and the weighted sums of absolute fluxes \( a(v) = \sum \hat{a}_v |v_i| \) with cost weights \( \hat{a}_v \) (or \( a(v) = \sum \hat{a}_v v_i \), if fluxes are known to be positive). An FCM problem is called flux-enforcing if its flux bounds exclude the equilibrium state \( v = 0 \) (by positive lower or negative upper flux bounds). In the corresponding FCM problems, shadow gains in the vector \( b_v \) will lead to different flux solutions. FCM and metabolic value theory lead to the same flux solutions: any non-flux-enforcing FCM problem \[53\] yields an flux profile that is economical, and any economical flux profile can be obtained by some non-flux-enforcing FCM problem (see Proposition ??, “Nocturno principle”). Starting from an enzyme-balanced state (with flux gain vector \( b_v \)), we can construct many FCM problems with flux objectives \( b(v) = b_v \cdot v \) and different cost functions \( a(v) \). All this holds both for general FCM problems and for FCM problems with linear flux costs functions \( a(v) = \sum a_i v_i \) (for each given pattern of flux directions). Thus, any economical flux profiles can be predicted by linear FCM by choosing appropriate flux cost weights! In theory, by randomly choosing cost weights \( a_i \) and computing the flux solutions, any economical flux profile can be found. We saw that enzyme-optimal states correspond to solutions of FCM, a nonlinear version of FBA. In FCM, fluxes are optimised for a minimal cost, which suppresses futile cycle fluxes. In enzyme optimisation, it is enzymes, not fluxes that are costly, but optimising the enzyme levels leads again to economical fluxes. So both methods restrict fluxes in the very same way (see Proposition ?? in SI), and this even holds if the metabolic objective in enzyme optimisation depends on metabolite levels: the reason is that the reaction balance \[25\], our criterion for economical flux profiles, does not depend on concentration prices. Interestingly, FCM problems yield solutions that capture metabolite costs!

This also means that kinetic models can be used to justify FCM: for any FCM solution \( v \), there will be a kinetic model that realises these fluxes by optimal enzyme levels. Conversely, FCM (and even linear FCM) can be used to compute economical flux profiles to be realised in enzyme-optimal states.

Flux cost functions must be differentiable and must increase with the flux, \( \partial a/\partial v_i > 0 \), so flux prices \( \partial a/\partial v_i \) and fluxes \( v_i \) must have equal signs (i.e. \( \partial a/\partial \ln |v_i| = \partial a/\partial v_i v_i > 0 \) if \( v_i \neq 0 \)).

In FCM, flux bounds can be used to enforce a non-zero flux in an ATP-consuming maintenance reaction. Similar flux bounds can be imposed in kinetic enzyme optimality problems. In both cases, the resulting shadow values can be included into the flux gain vector (see SI ??). The resulting effective flux gain vector \( b_v \) changes the set of futile submodes, and previously uneconomical flux distributions become economical.

This correspondence does not hold for flux-enforcing FCM problems because flux bounds could enforce futile submodes, which make the flux profile uneconomical.

---

Figure 8: Futile submodes and economical flux profiles. A flux profile is called economical if it can satisfy the flux variation rule \[14\] with positive enzyme investments. (a) Example pathway with production of metabolite B (blue circle) as the metabolic objective. The flux profile shown is uneconomical. We can see this by applying the submode criterion with the submode \( \kappa \) shown in (b). An economical flux profile cannot contain any futile submodes. Since this submode is futile (no B is produced) and conformal with the flux profile \( v \), \( v \) must be uneconomical. We can see this from the flux variation rule \[14\] since \( b_v \) scores the production rate of B, the right-hand side \( \kappa \cdot b_v = 0 \) and the left-hand side \( \kappa \cdot (b_v/v) \neq 0 \) cannot be equal. (c) Economical flux profile. To show that this flux profile is economical, we note that there are economic potentials (shades of blue) such that all fluxes lead from lower to higher potentials. In (a), for example, the flux cycle would make a consistent choice of economic potentials impossible. Note that the economic potentials of the external compounds A, B, C, and D are predetermined by the metabolic objective.
in enzyme-optimal states? An FBA problem assumes an objective \( b(\mathbf{v}) = \mathbf{b}_v \cdot \mathbf{v} \) with a constant vector \( \mathbf{b}_v \). Given the model, we can consider the set of all possible kinetic models with the same network structure and flux gain vector \( \partial b/\partial \mathbf{v} = \mathbf{b}_v \), and ask about their enzyme-optimal states. Can we restrict our FBA problem to flux distributions that occur in one of these states? Since FBA does not consider enzyme kinetics, this may seem difficult, but in fact the only thing we need to do is to exclude non-economical fluxes. However, our criteria for economical fluxes – submode criterion and existence of compatible economic potentials and enzyme investments – do not depend on kinetics and can therefore be used in FBA. This is fairly simple: in addition to stationary fluxes, we need to determine economic potentials that satisfy the reaction balance [20]. Like in thermodynamic FBA, we obtain an extra constraint that restricts possible flux modes to a number of segments in flux space (flux orthants or their lower-dimensional surfaces). In the resulting “Value Balance Analysis”, all flux solutions must be economical, i.e. they must satisfy a reaction balance with some choice of economic potentials. The external economic potentials follow from the objective function, while the internal potentials \( \omega_c^{\text{int}} \) must be chosen to achieve a positive value production \( (b_{vi} + \mathbf{c}_i \omega_c^{\text{int}}) v_i > 0 \), which means that flux values and fluxes must have the same signs. Mathematically, the latter condition resembles the thermodynamic constraint between chemical potentials and flux directions [32], where economic and chemical potentials correspond to each other. In practice, economic FBA uses energetic and economic constraints simultaneously: unphysical and uneconomical metabolic flux profiles are excluded at the same time. Economic and thermodynamic constraints can shape fluxes in similar ways. For example, just like thermodynamics excludes thermodynamically infeasible cycles, the value production principle excludes futile cycles.

10 Kinetic models in enzyme-optimal states

A search for optimal metabolic states by numerical optimisation may lead to irrelevant local optima, for instance a zero-flux state in which all enzyme levels vanish and small expression increases would not pay off. To obtain meaningful optima, can we use metabolic value theory to construct kinetic models systematically in enzyme-balanced states? In fact, metabolic value theory was initially developed from a simple question: is there a systematic way to construct kinetic models in enzyme-optimal states, as a starting point for assessing optimal enzyme activity changes? We saw that enzyme-optimal states must come with consistent economic potentials and fluxes, which in turn requires the flux profiles to be economical. But how to obtain the economic potentials? If a given kinetic model with metabolic state \((\mathbf{v}, \mathbf{c}, \mathbf{e})\), the economic potentials can be computed by taking derivatives. But can we turn this around? Can we choose an economical flux distribution and a set of economic potentials, and construct a kinetic model with exactly these fluxes and economic potentials? And will this model be enzyme-balanced, or even be enzyme-optimal?

Due to this proposition, if a metabolic network, a flux gain vector \( \mathbf{b}_v \), and an economical flux profile \( \mathbf{v} \) are given, kinetic models with this flux profile and with optimal enzyme levels can be constructed (see SI sections ?? and SI ??). We proceed in two steps. In the first step, the steady-state phase, we choose thermodynamically feasible metabolite concentrations as well as economic potentials satisfying the reaction balance. To obtain biologically plausible economic potentials, we can use extra constraints [54] or heuristic assumptions (e.g. similar point costs for all enzymes [15]), or data (e.g. by fitting economic potentials to proteomics data as proxies for enzyme costs). Inactive reactions are omitted from the model. In the second step, the kinetic phase, we determine economic loads \( y_v \) and reaction elasticities \( E_{v_c} \) satisfying \( \omega_c^{\text{int}} = y_c - g_c \) and Eq. [23]. However, after our arbitrary choice of economic potentials in step one, there may be no solution anymore with our given metabolite price vector \( g_c \).

\footnote{To put realistic constraints on the economic potentials, we may use Eq. [23] with flux prices \( a_{vi} = h_{vi}/k_l \), where \( k_l = v_i/e_l \) is the catalytic rate. For a positive flux \( v_i \), we obtain the inequality \( h_{vi} e_l/v_i \geq h_{vi}^{\text{min}}/k^\text{cat} = h_{vi}^{\text{min}} \), where \( k^\text{cat} \) is the forward catalytic constant and \( h_{vi}^{\text{min}} \) is the minimum the enzyme price. Enzyme prices \( h_{vi} \) can be estimated using Eq. [9] from protein sizes and life times, normalised to a total investment \( \sum_l h_{vi} e_l = \sum_l h_{vi} v_i \), thus matching the total point benefit.

\footnote{In our model construction, vanishing fluxes can always be justified by assuming a large enzyme price or a low catalytic constant.}
To obtain a solution anyway, we allow for a (minimal) adjustment of $g_c$. We obtain a set of constraints that define kinetically feasible elasticities and choose (e.g. sample) the elasticities under these constraints. From the elasticities, all kinetic constants for the model can be constructed. Aside from its practical usage, this algorithm shows that any economical flux profile can be realised by some enzyme-balanced kinetic model. Whether these models are enzyme-optimal (i.e. dynamically and economically stable) has to be checked separately.

In our workflow for model construction we can integrate various types of data including metabolite concentrations, fluxes, kinetic constants, enzyme efficiencies, and protein cost. For example, we can choose economic potentials and enzyme investments that comply with proteomics data and protein sizes, and then realise the resulting economic state by a kinetic model. Model variables can either be sampled, optimised, or chosen based on experimental knowledge or heuristic rules. By sampling repeatedly, we obtain an ensemble of kinetic models, each realising our flux profile under all kinetic, thermodynamic, and economic constraints. Figure 9 shows an example, a model of central metabolism in yeast. To choose the economic potentials, I make the simple heuristic assumption that the enzyme investments are similar between all enzymes. Alternative assumptions would be that known enzyme levels are translated into enzyme investments to which economic potentials could be fitted [15], or flux burdens $v_i = h_{ex}(v_i/e_i) \geq h_{ex}/k_{cat,i}$ are estimated from known $k_{cat}$ values and enzyme sizes. Using Eqs 14 and 15, these burdens can be adjusted to satisfy all constraints of an enzyme-optimal state.

Will enzyme-balanced states constructed as show above be enzyme-optimal? While an enzyme balanced state satisfies the necessary optimality conditions (ensuring stationary and enzyme-balanced states), an enzyme-optimal state also needs to satisfy sufficient optimality conditions (ensuring dynamically and economically stable states). In our construction, the necessary condition is satisfied via the cost-benefit balance Eq. (24). To satisfy the sufficient conditions, any small metabolic perturbations must be buffered by the system dynamics, and any small
enzyme variation must lead to a (second-order) fitness decrease. Thus, in a second-order approximation, Jacobian matrix and fitness curvature matrix $F_{uu} = \frac{\partial^2 F}{\partial e_l \partial e_k}$ for active enzymatic reactions must be negative definite. The latter criterion, called “economic stability”, discards models with dynamically and economically unstable states, that is, models in local minima or saddle points of the fitness function. To find such models, we may construct enzyme-balanced models (as described above) and select those with dynamically and economically stable states (for details, see SI ??). Economic stability may be formally ensured by strongly curved enzyme cost functions (entailing positive curvatures in all directions in enzyme space), but such cost functions may be biologically unrealistic.

11 Discussion

Metabolic value theory describes the value structure of metabolic states. Here we saw how economic variables and economic laws for kinetic metabolic models can be derived from Metabolic Control Theory. Figure 10 gives an overview. In optimal states, all active reactions must satisfy the cost-benefit balance Eq. (24). The value $y_{el}$ of an active enzyme (describing its effect on the metabolic objective) must be equal to the enzyme price $h_{el}$ and must therefore be positive. This principle leads to a number of other laws: using the summation and connectivity theorems of MCT, we obtain variation rules that relate flux gains to enzyme prices along a flux mode, and metabolite prices lead to the enzyme prices around the metabolite. In enzyme-optimal states, flux modes must be economical and thus free of futile motifs. Written in a local form, the variation rules yields economic rules and balance equations. The economic variables in these laws can be defined by metabolic control coefficients or shadow values [14] (proof in SI ??). Extensions of the theory for models with other constraints or assumptions are described in appendix B.

So what did we learn about our initial questions?

1. The enzyme levels in optimal states depend on network-wide fitness requirements. In metabolic value theory, these requirements are described by local economic variables. More generally, we saw that the values of metabolites, enzyme, and reactions (describing their “network-wide” fitness effects) satisfy local balance relations resembling Kirchhoff’s rules for electric circuits. Using these rules, the indirect values and therefore the entire value structure can be inferred from direct gains and prices (describing direct effects of network elements on fitness) by projecting them onto the network.

2. A metabolic pathway can be seen as a value chain: the enzymes (and substrates) invested lead to increasing metabolite values along the pathway flux. All these investments are defined as “point costs” and measured in fitness units, which makes them comparable. The embodied investment of a metabolite, divided by the metabolite’s (absolute) production rate, defines its embodied value.

3. Flux profiles in enzyme-optimal states must follow some simple algebraic rules and must be solutions of FCM problems. Given an economical flux profile, we can construct enzyme-optimal states by (i) optimising the enzyme levels by ECM or by (ii) finding possible economic potentials and building kinetic models around them.

---

56 The local shape of our fitness function $F(e)$ in enzyme space around an optimal state is described by the curvature matrix $(\partial^2 F/\partial e_l \partial e_k)$. A vanishing eigenvalue shows that the fitness varies linearly (or remains constant) in some direction in enzyme space, so the optimal state is non-unique, zero, or does not exist (optimum at infinite enzyme levels). This may happen, for example, in models with a linear cost function $h(e)$ and a linear benefit function $b(v)$: starting from any metabolic state, a proportional increase of all enzyme levels would change the fitness linearly, so the optimum is at $e = 0$ or $e \to \infty$. To obtain a finite solution, we need to add a constraint (e.g. an upper bound on enzyme cost). Alternatively, we may search for the optimal shape of an enzyme profile regardless of its absolute scaling. To do so, we may maximise the metabolic objective/enzyme cost ratio or the return on investment (metabolic objective minus cost, divided by the cost). This function has a local optimum with a vanishing curvature and vanishing slope in the direction of an overall enzyme scaling (which we therefore need to constrain).

57 In models with flux bounds, the definition of futile motifs must be modified. A flux bound leads to a shadow values, which formally acts like a flux gain, and in the definition of futile motifs these extra flux gains must be taken into account.
Figure 10: Economic laws for metabolic states. Conditions for kinetic models in enzyme-optimal states are shown on the left. For enzyme-balanced states, the necessary first-order conditions must be satisfied (stationary state and cost-benefit balance Eq. \( \text{Eq. (24)} \) describing a fitness extremum). For enzyme-optimal states, the sufficient second-order conditions must also be satisfied (dynamic stability, i.e. a negative definite Jacobian; and economic stability, i.e. a negative definite curvature matrix \( \mathbf{F}_{uu} \), ensuring a fitness maximum). From the necessary conditions follows a cost-benefit balance, entailing that active enzymes must have a positive control on the metabolic objective (“benefit principle”). This cost-benefit balance further leads to the variation rules (14) and (15) and to the economic balance equations (25) and (26). Economical flux profiles have convenient properties (dashed box): they satisfy the flux variation rule and the reaction balance, are free of futile motifs, are solutions of FCM problems, and satisfy a reaction balance with positive enzyme investments (right box).

Economic values provide a new perspective on metabolic states. Kinetic models describe cells mechanistically by physical metabolic concentrations and fluxes. Thermodynamics adds a second layer of description, relating metabolite concentrations and fluxes by a notion of energies (in chemical potentials and thermodynamic forces). Metabolic value theory adds a third layer: a value structure described by economic variables. The economic potentials describe the use value of metabolites, as defined through the fitness effects of hypothetical state variations. The same logic applies generally: by writing physical laws as constraints, all physical variables can be associated with dual economic variables. The economic laws for these values allow us to study the value structure of metabolic states even if many model details are unknown. For example, we can explore the space of enzyme-balanced states, even without knowing the rate laws or enzyme cost functions. After constructing feasible economic states from the balance equations, we can realise them by enzyme-balanced kinetic models.

The elasticities and control coefficients in metabolic control theory exist in scaled and unscaled form. Likewise, the economic laws can be written in different forms, referring to fitness derivatives (“values” \( f_x = \frac{\partial f}{\partial x} \)), fitness contributions (“point derivatives” \( f' = \frac{\partial f}{\partial \ln x} = \frac{\partial f}{\partial x \cdot x} \)), or differential fitness contributions (“variations” \( \delta f = \frac{\partial f}{\partial \ln x} \cdot \delta x \)). For example, the point costs \( h_e \) (or “enzyme investments”) are logarithmic derivatives describing costly effects of (actual or virtual) enzyme change. This “marginal” definition of enzyme cost and benefit, describing changes of a given cell state, resembles the empirical definition in experimental studies.

Conveniently, point derivatives can be obtained by multiplying each economic variable with the corresponding

---

\[ h_e = \sum_i b_e^i \cdot e_i \]

\[ \delta f = \frac{\partial f}{\partial \ln x} \cdot \delta x \]

---

\[ h'(e) = \sum_i b'(e_i) \cdot e_i \]
physical variable. If we do the same to our economic laws, we obtain economic laws in “value production forms”. In most cases, for going from “value form” (with values and prices) to “value production form” (with point benefits and point cost), we just need to put dots on the economic variables and replace elasticities by scaled elasticities.

Economic values are related to enzyme kinetics and metabolic control. Like control coefficients, the indirect enzyme values are not fixed molecule properties, but vary between metabolic states: they depend on an enzyme’s location in a metabolic network, on the fitness function, on metabolic fluxes, and on resource allocation between different enzymes. In optimal states, enzyme values must match enzyme prices $h_{ei}$, which may be constant (in models with linear enzyme cost functions) or increase with increasing enzyme levels (assuming convex cost functions). In fact, metabolic value theory is an inverted form of MCT. While MCT describes the forward effects of enzyme changes (on the metabolic state), metabolic value theory turns this logic around and quantifies the incentives for enzyme changes, given a desired effect on a metabolic objective. In other words: to define metabolic values, we need to start from the desired objective and go back to necessary enzyme and metabolite changes. The flux gains, concentration prices and enzyme prices describe how an objective is directly affected by fluxes and concentrations. In the network, they indicate where cost and benefit are actually realised. If we start from there and follow the causal chains in reverse, we obtain the flux values, economic potentials, economic loads, and enzyme values that are indirectly promoted by the fitness function and acquired (in reverse direction) along causal chains. Therefore, causality (describing forward effects) and incentives (describing effects in reverse) are closely related, and this is why MVT can be based on MCT.

Metabolic dynamics arises from an interplay between metabolite concentrations and rates, via mass balances and kinetics. In MCT, fluxes within a flux mode are described by summation theorems, while concentrations (e.g. of a metabolite and the surrounding enzymes) are described by connectivity theorems. The two theorems hold independently. Similar complementary laws exist also in metabolic value theory: there is an economics of metabolite production (described by flux gains and economic potentials) and an economics of metabolite concentrations (described by concentration prices and economic loads). The economics of production concerns processes (including metabolite conversion, fluxes and metabolite net rates) and describes them by two sets of laws: from the flux variation rule, we obtain the reaction balance. The economics of concentrations concerns substance concentrations: the metabolite variation rule refers to concentration prices $g_c$ and gives rise to the metabolite balance. The two sets of conditions hold simultaneously, but can be studied separately. In flux analysis, for example, we may consider the reaction balance as a constraint, while ignoring metabolite concentrations. This allows us to determine feasible flux patterns and economic potentials without worrying about concentrations or specific kinetics model in which these potentials are defined.

The definition of metabolic values by metabolic control can help us make sense of the relation between control coefficients and enzyme levels 3. For flux maximisation at a fixed enzyme budget, Klipp and Heinrich proved two kinds of relationships that hold in optimal states. First, the unscaled flux response coefficients $R_t^V = \partial v^st / \partial e_l$ must be equal. Second, the scaled flux control coefficients $\hat{C}_i^V = \partial \ln |v^st| / \partial \ln e_l$ must be proportional to the enzyme levels $e_l$. These relationships correspond exactly to our economic laws. The first relationship reflects the price-value balance $y_{ei} = h_{ei} e_l$: if the cost function is given by the sum of enzyme levels, all enzymes have equal prices and must therefore have the same value. The second relationship reflects the cost-benefit balance $y_{ei} e_l = h_{ei} e_l$: if enzyme prices are fixed, enzyme levels are proportional to enzyme investments and therefore to enzyme point benefits (or “value production”). Thus, metabolic value theory confirms the relations from 3.

First, the equality $w_{ei} = y_{ei} = h_{ei} e_l$ from Eq. (31) reflects the fact that the scaled enzyme response coefficients

---

$\frac{\partial V}{\partial e_l} = \frac{\partial \ln |v^st|}{\partial \ln e_l}$, which may be constant. For the second relationship, we note that scaled control coefficients are equal to scaled response coefficient and given by $\hat{C}_i^V = \frac{e_l}{\sum e_l} \frac{\partial V}{\partial e_l} = \frac{\partial y_{ei}}{\partial e_l}$. Since $y_{ei} = h_{ei} e_l = \text{const.}$, $y_{ei} e_l = y_{ei} e_l$ is proportional to $e_l$. 

---

39Here is a proof. For the first relationship, we note that maximising the flux (as a pathway objective) at a fixed total enzyme amount is equivalent to maximising the flux minus a linear enzyme cost function with equal enzyme weights $h_{ei}$. By identifying $\partial V / \partial e_l$ with $y_{ei}$, we obtain a price-value balance $y_{ei} = h_{ei} e_l$, stating that all unscaled response coefficients must be equal. For the second relationship, we note that scaled control coefficients are equal to scaled response coefficient and given by $\hat{C}_i^V = \frac{e_l}{\sum e_l} \frac{\partial V}{\partial e_l} = \frac{\partial y_{ei}}{\partial e_l}$. Since $y_{ei} = h_{ei} e_l = \text{const.}$, $y_{ei} e_l = y_{ei} e_l$ is proportional to $e_l$. 

---
and scaled control coefficients are equal \[11\]. Second, there is an interesting relation between flux burdens and control coefficients: in optimal states, the flux burden vector \(a_e = Dg(h_e)k^{-1}\) is equal to the vector of flux values \(w_e\), and must therefore be a nullvector of the matrix \((I - C^T)^\top\) (see SI ??). This is interesting news for FCM, where \(a_e\) is the gradient of the flux cost function. If the cost function is linear (as in FBA), (i.e. if \(a_e\) is constant and predefined), the predefined \(a_e\) puts constraints on the control coefficients in the underlying kinetic model, assuming an optimal system state.

If the enzyme prices \(e_{ei}\) are known (e.g. given by molecular masses), the proteome (vector \(e\)) defines an investome. Simple cost-benefit principles tell us which enzymes should be expressed, and at what relative levels. Assuming an optimal state, enzymes must satisfy the value-price balance \(k_1 w_{v_1} = h_{e1}\). If an enzyme efficiency \(k_1\) is low (e.g. because of a low substrate level or a reaction close to chemical equilibrium), this balance cannot be satisfied and the enzyme should not be expressed. Likewise, for reactions with low or negative flux value \(w_{v_1}\) (control over the metabolic objective), the condition cannot be satisfied. If enzymes are expressed, we may ask about expression levels. Any pair of enzymes must satisfy the relation \(\frac{h_{e1}}{h_{e2}} = \frac{w_{v1}}{w_{v2}} = \frac{w_{v1} k_1}{w_{v2} k_2}\). If two enzymes share the same flux \(v_1 = v_2\) and if this flux is the metabolic objective, we obtain the relation \(\frac{h_{e1}}{h_{e2}} = \frac{w_{v1}}{w_{v2}}\). If enzymes are expressed, we may ask about expression levels. Any pair of enzymes must satisfy the relation \(\frac{h_{e1}}{h_{e2}} = \frac{w_{v1}}{w_{v2}} = \frac{w_{v1} k_1}{w_{v2} k_2}\). If two enzymes share the same flux \(v_1 = v_2\) and if this flux is the metabolic objective, we obtain the relation \(\frac{h_{e1}}{h_{e2}} = \frac{w_{v1}}{w_{v2}}\). If enzymes are expressed, we may ask about expression levels. Any pair of enzymes must satisfy the relation \(\frac{h_{e1}}{h_{e2}} = \frac{w_{v1}}{w_{v2}} = \frac{w_{v1} k_1}{w_{v2} k_2}\). If two enzymes share the same flux \(v_1 = v_2\) and if this flux is the metabolic objective, we obtain the relation \(\frac{h_{e1}}{h_{e2}} = \frac{w_{v1}}{w_{v2}}\). Since this holds for any pair of enzyme, in optimal states, enzyme levels and flux control coefficients must be proportional, confirming the result by Klipp and Heinrich \[3\] for flux maximisation at a given total enzyme amount.

**Metabolic Value Theory for general types of variables** Also other model variables can be described by control coefficients, including peaks times in signaling system, the periods of metabolic oscillations, or the amplitudes of spatial modes in reaction-diffusion models. For a fitness-relevant target variable \(x\), the control coefficients \(C^x_i\) and \(C^x_j\) can be used to define economic values, and if summation or connectivity theorems hold (e.g. proven by time-scaling arguments), these theorems yield economic laws \[61\].

Let us come back to our original question: how can we understand the quantitative proteome of a cell? In the introduction, I suggested that large protein investments must be justified by a large “importance” of the protein. But what do we mean by “importance”? Transcription factors are important for cells, but their amounts are usually small. So if we claim that “investment equals importance”, we need to define our terms more precisely. We can paraphrase the result by Klipp and Heinrich by saying: if “investment” stands for enzyme amount, and “importance” stands the scaled flux control coefficient, investment and importance are balanced. “Enzyme investment” and “enzyme importance” will increase with the enzyme amount, and by dividing by this amount, we obtain a second equality, between “enzyme price” and “enzyme value”, the investment and importance per enzyme. Also this second equality follows from Klipp and Heinrich’s results if we define “enzyme price” as 1 (because all enzymes are weighted equally in the total enzyme amount, which needs to be minimised) and “enzyme value” by the unscaled response coefficient. Here we saw how these notions can be generalised: in metabolic value theory, an “enzyme price” is the derivative of an enzyme cost function, and “enzyme values” are response coefficients between enzyme levels and the metabolic objective. If we multiply price and value by the respective enzyme level, we obtain “investment” and “importance”.

To apply these notions to cell proteomes, we make three main assumptions: we assume, first, that each protein has a price (derived from some cost function to be specified, or maybe related to protein size); second, that enzymes contribute (indirectly) to a metabolic objective or benefit function (and that this contribution is described by control coefficients); and third, that the proteome represents an optimal state (where we can equate “importance=investment” and “value=price”). MVT yields critical insights about relation between enzyme and metabolite values: enzyme values are not “distributed at random”, but acquired from flux values, which in turn reflect economic potentials and flux gains. Thus, even if the enzyme values are unknown, we know in principle
how they emerge from the metabolic network. If the enzyme prices are constant and known, we obtain strong constraints on the possible metabolite values. And in the “investment=importance” equality, then enzyme importance can be equated to a local value production (i.e. flux value times flux, or the balance value consumed and produced in reactions). Hence, the higher an enzyme level (assuming fixed prices), the higher must be the enzyme’s value production. All this shows that the proteome, which may appears structureless and “arbitrary” is in fact economically structured. If the metabolic network structure is known, we can use it to understand the “value structure” and make sense of the proteome.
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A Mathematical details

A.1 Conformity criterion and submode criterion

To formulate the submode criterion for economical flux modes, we first need to define submodes and flux motifs. A flux distribution $\kappa$ is conformal with another flux distribution $\nu$ if all active reactions in $\kappa$ are also active in $\nu$ and show the same flux directions. Given a flux mode $\nu$, a submode of $\nu$ is a stationary flux mode $\kappa$ on the subnetwork of active enzyme-catalysed reactions in $\nu$ that is conformal with $\nu$. The sign pattern of a submode is called flux motif. In a model with flux gain vector $b_\nu$, a submode is either beneficial ($b_\nu \cdot \kappa > 0$), futile ($b_\nu \cdot \kappa = 0$), or wasteful ($b_\nu \cdot \kappa < 0$).

The conformity criterion (Proposition ?? in SI ??) for beneficial, futile, and wasteful submodes states the following: if $\nu$ is an economical flux profile, then any beneficial submode $\kappa$ must contain a reaction with the same flux direction as $\nu$; any wasteful submode $\kappa$ must contain a reaction with opposite flux directions in $\kappa$ and $\nu$; and any futile submode $\kappa$ must contain both sorts of reactions. The conformity criterion follows from the flux variation condition Eq. (14), noting that $\nu_1$ and $\nu_1^{-1}$ have equal signs. Like the condition itself, it holds only for all-active flux profiles $\nu$. If a flux profile $\nu$ contains inactive reactions, these reactions must be omitted: flux gains $b_{\nu_1}$ and submodes $\kappa$ must be within the active subnetwork.

The conformity criterion leads to the so-called submode criterion: all submodes of an economical flux profile must be beneficial, implying that a flux profile with futile or wasteful submodes is uneconomical. Also the opposite holds: according to proposition ?? (“conditions for economical flux profiles”), all flux profiles without non-beneficial submodes are economical. As a test for economical flux profile, we can simply search for futile and wasteful submodes. While the submode criterion holds for all futile submodes, it is safe to consider elementary futile submodes for practical tests: if a flux profile contains a non-elementary futile submode, it must also contain an elementary futile submode. Therefore, if a flux profile is free of elementary futile submodes, it is also free of any other futile submodes and is therefore economical.

A.2 Flux balance models and metabolite cost

How can flux cost minimisation models be reconciled with kinetic models? In fact, how is this possible at all? In FCM, costs are assigned to fluxes while metabolite concentrations are not described. In kinetic models, in contrast, the metabolic objective can depend both on fluxes and on metabolite concentrations. So how can both methods predict the same fluxes? Here is an explanation. In FCM we can choose a flux cost function that effectively describes enzyme and metabolite cost in a given kinetic model [23]. A linearised version of this function will captures enzyme and metabolite costs. If we use this cost function in linear FCM, we obtain shadow values (“economic potentials”) that refer to the sum of both costs. In fact, we can also turn this around: with any (feasible) set of economic potentials (e.g. no matter if we choose them by sampling, by adjusting them to proteomics data, or by assuming uniformly distributed enzyme investments), there will always exist an enzyme-optimal kinetic model that realises exactly these fluxes and economic potentials. Seen from an abstract perspective, metabolic value theory describes the economics of production rates (“production economics”) and the economics of concentrations (“concentration economics”), using separate variables (economic potentials versus loads) and economic laws (e.g. reaction balance versus metabolite balance, or flux variation condition versus metabolite variation condition). In practice, they can be used separately. Kinetic models contain two types of direct values, a flux gain vector $b_\nu$ and a concentration price vector $g_c$. Focusing on fluxes (e.g. in FCM

\[62\text{Note that the metabolite price vector } g_c \text{ does not matter here.} \]

\[63\text{In models with predefined conserved moiety concentrations (e.g. } [\text{ATP}] + [\text{ADP}]), \text{ the term } G^\top y_{cm} \text{ can be included in an effective } g_c. \text{ In contrast, if conserved moiety concentrations are treated as control variables, they also carry economic loads (in a vector } y_{cm}). \text{ This leads to a new term in the reaction-metabolite balance, } E_{\nu_1}^\top [\Box w_{\nu} + b_{\nu}^{\text{ext}}] = G^\top y_{cm} + g_c, \text{ which couples concentration prices}\]
problems), we may consider the “economics of conversion” while ignoring the “economics of concentrations”: we ignore metabolite concentrations and metabolite prices \( q_c \), and describe fluxes and economic potentials relying on the reaction balance alone. The resulting fluxes will be realisable, at least, by some (unknown) kinetic model. Generally, there is a correspondence between models and states: each kinetic model yields a (consistent) set of fluxes and economic potentials, and any (consistent) fluxes and economic potentials represent, implicitly, an underlying kinetic model (or in fact, many of them) with specific enzyme kinetics and cost function. By first choosing consistent economic potentials and then reconstructing a kinetic model (or a range of kinetic models) that realises this profile, we can construct model ensembles.

### A.3 Detailed conditions for optimal states

In our optimality problems for enzyme levels, metabolic objective \( q(\mathbf{v}, \mathbf{c}) \) and enzyme cost \( h(\mathbf{e}) \) must be continuous functions, and the cost function must be bounded. We require that \( h(\mathbf{e}) \leq h^{\text{max}} \), \( \forall \mathbf{e} \geq 0 \), and for pathway models we require that \( \mathcal{F}(0) = 0 \), and \( \mathcal{F}(\mathbf{e}) > 0 \) for some \( \mathbf{e} \). The existence of a local optimum can be proven easily: \( \mathcal{F} \) has a positive maximum in the enzyme polytope defined by \( \mathbf{e} \geq 0 \). However, there may be multiple optimum points, which may also form a continuous manifold (e.g. in models with kinetically identical isoenzymes). Aside from physiologically plausible states, there may be a “locked state” at \( \mathbf{e} = 0 \), describing an inactive system in which fluxes and enzyme levels vanish. Despite its low fitness, this locked state can be a locally optimal: an “economic barrier” for enzyme levels must be overcome to reach more profitable states. Only at higher enzyme levels, the system reaches the basin of attraction of a more profitable enzyme-balanced state. Finally, enzyme space may contain regions with infeasible enzyme profiles, for which no steady state exists (see SI ??).

### B Extending the theory

The models above depict cells in a simplified way: reactions are enzyme-catalysed and enzymes are fully specific, there are no isoenzymes, enzyme profiles are static and lead to stable steady states, the metabolic objective is a function of fluxes and metabolite concentrations, and enzyme levels are the control variables to be optimised. In reality, things are more complicated: cells show complex dynamics, are subject to other objectives and constraints, and may behave non-optimally. For a realistic picture of cells, our formalism can be extended in various ways (for details, see SI ??).

(i) **Isoenzymes and unspecific enzymes** Our premise “one reaction, one enzyme” is not very realistic: biochemical reactions may be catalysed by more than one enzyme (isoenzymes), and enzymes may catalyse multiple reactions (unspecific or multifunctional enzymes). In models this leads to a non-diagonal enzyme elasticity matrix, which may not be invertible, and some formulae need to be modified. To convert \( \hat{\mathcal{E}}^v \mathbf{E}_v \mathbf{c} = h_{\mathbf{e}} \mathbf{e} \) into \( \sum_i (\Delta w_{ri} + b_{ri}^{\text{int}}) \mathbf{E}_v \mathbf{c} = h_{\mathbf{e}} \mathbf{e} \), we assumed that \( \mathbf{E}_v \mathbf{c} \) can be split into \( \mathbf{E}_v \mathbf{c} = \hat{\mathbf{D}}g(\mathbf{v}) \hat{\mathbf{D}}g(\mathbf{e})^{-1} \). This allows us to move \( \hat{\mathbf{D}}g(\mathbf{e}) \) to the right side, leading to separate equation for each reaction. If \( \mathbf{E}_v \mathbf{c} \) is not diagonal, this is not possible, and all we can do is write \( \mathbf{E}_v \mathbf{c} = \hat{\mathbf{D}}g(\mathbf{v}) \hat{\mathbf{E}}_v \hat{\mathbf{D}}g(\mathbf{e})^{-1} \). Now, we obtain \( \sum_i (\Delta w_{ri} + b_{ri}^{\text{int}}), \hat{\mathbf{E}}_v \hat{\mathbf{E}}_v \mathbf{c} = h_{\mathbf{e}} \mathbf{e} \), still with \( \hat{\mathbf{D}}g(\mathbf{v}) \hat{\mathbf{E}}_v \mathbf{c} \) on the left, and the reactions remain economically coupled. In this new reaction balance equation, the

---

64In some models (e.g. with irreversible rate laws and completely saturated enzymes), certain enzyme profiles \( \mathbf{e} \) may not lead to a feasible steady state. The remaining feasible enzyme profiles form a subregion in enzyme space. If an optimal states is a boundary optimum in this region, the optimality condition contains an extra Lagrange term (which, however, does not allow from explicit model constraints, but from the fact that the model sometimes has no solution). This complication can be avoided by excluding models with irreversible rate laws or completely saturated enzymes (see SI ??). Alternatively, we may consider models with metabolite costs. In the scenario above, enzymes that are almost saturated will lead to a strong accumulation of substrate, which is penalised by the metabolite cost: at the subregion boundary, this cost would become very large, thus making a Lagrange multiplier on the boundary obsolete.
effects of an unspecific enzyme are captured by summing over its catalysed reactions (see SI ??). The metabolite balance remains unchanged, but the elasticities between unspecific enzymes and their catalysed reaction are lower because an enzyme needs to split its activity between several reactions.

(ii) Economic balance equations for other cell variables The balance equations (25) and (26) refer to two basic motifs in metabolic networks: a reaction together with its reactants, and a metabolite together with the reactions it influences kinetically as a substrate, product, or effector. But there can also be other variables that affect reaction rates (such as temperature, membrane potentials, etc), and the associated economic values will satisfy balance equations. A costly control variable \( p \) that affects a single reaction (with price \( h_p \) and elasticity \( E_p^v \)) leads to the balance equation \( w_{v_n} v_l = h_p p/E_p^v \). In general, several variables may affect a reaction, and several reactions may be affected by one variable. In the first case, we can sum the balance equations for the variables \( p_n \) and obtain a balance between flux value and weighted average price \( w_{v_n} v_l = \langle h_p p/E_p^v \rangle_r \) (proof: from \( \sum_n w_{v_n} v_l = \sum_r h_p p_n/E_p^v \), follows \( w_{v_n} v_l = \sum_n h_p p_n/E_p^v \)). In the second case, we can sum over the balance equations for different reactions and obtain a balance between elasticity-weighted average flux value and price, \( \sum_l w_{v_n} E_p^v = h_p^v p_r \) (proof: \( \sum_l w_{v_n} \hat{E}_p^v = h_p^v p_r \)).

(iii) Choice variables besides enzyme levels In the models so far, metabolite concentrations and fluxes were treated as state variables and enzyme levels as control variables. But if our network also contains macromolecule synthesis (protein production, mRNA transcription, protein translation, or protein degradation), all macromolecules (including enzymes) should be described as metabolites. This is possible: other variables, such as mRNA levels, cell growth rate, temperature, concentrations in the extracellular medium, or administered drug levels may be used as control variables.

(iv) Constraints on state variables Cell physiology puts limits on enzyme concentrations, metabolite concentrations, and fluxes. Concentrations may be bounded by limited space or a cell may require some minimum ATP level or minimum maintenance flux to survive. In our optimality problems, such bounds can be treated as constraints, and the resulting shadow values of shadow prices appear as terms in the balance equations and can be included in \( b_v \), \( g_v \), and \( h_v \) (SI ??). For example, consider the constraint \( c_p \geq 0 \) for positive enzyme levels. If an enzyme is not expressed, this constraint is active, and if we include the Lagrange multiplier as a negative enzyme shadow price \( -h_{EI}^{bnd} \) into the cost-benefit imbalance \( y_{c_E} < h_{c_E} \), we obtain an equality \( y_{c_E} = h_{c_E} - h_{EI}^{bnd} \). Similarly, constraints on fluxes or metabolite concentrations lead to shadow flux gains or prices. For example, if an ATP-consuming maintenance reaction is constrained to show some positive flux, this leads to a positive shadow gain which adds to the flux gain and contributes to the flux value of the reaction. In the flux benefit balance, this shadow gain can justify a non-zero flux even if the reaction consumes ATP without any benefit. Similarly, upper bounds on the enzyme abundance in cells, compartments or membranes (e.g. constraining the amount of photosystem complexes or ATP synthases) lead to shadow values, which add to the enzyme prices.

(v) Soft constraints on enzyme levels Metabolic limitations may either be described by constraints or by cost terms. For enzyme levels, instead of putting a constraint \( c_l \geq 0 \), we may add a cost that increases to infinity as \( c_l \) goes to zero. This cost may also have a biological meaning. For example, if protein expression is leaky, and completely suppressing this is energy-demanding, this can be described by a penalty on very small enzyme levels. The resulting negative price for small enzyme levels replaces the shadow price that we get from hard constraints. With this cost term, enzymes will be expressed, but possibly at very low expression levels (see SI ??).

(vi) Cost of unreliable enzyme expression Due to stochastic gene expression, protein molecule numbers follow random distributions and optimal enzyme levels can never be realised precisely. In a finite cell volume and assuming a Poisson distribution for enzyme molecule numbers \( n \), the mean and standard deviation are given by
To guarantee sufficient enzyme levels despite this randomness, a cell may increase the mean enzyme level by adding a “safety margin”, for example by small-molecule regulation. If \( n \) is Poisson-distributed and \( \bar{n} \) is the desired expression value, the safe mean expression value would be \( n + a\sqrt{n} \). The safety margin leads to a modified cost \( h(e') \), where \( e' \) denotes a “safe” enzyme level \( e' = e + a\sqrt{N_A V} \), with Avogadro constant \( N_A \) and cell volume \( V \). The relative increase due to the safety margin is highest at low expression levels. Unlike the usual cost functions (which are assumed to be linear or convex), the new cost function can be concave.

**Non-enzymatic reactions** How does metabolic value theory describe inactive reactions? With a convex enzyme cost function (i.e. a non-decreasing enzyme price), the enzyme value of any inactive enzyme (with \( v_l = 0 \)) must be below the minimum enzyme price: then, expressing even small amounts of this enzyme (instead of none) would not pay off, but lead to a loss.

Such reactions will remain inactive even under infinitesimal perturbations (e.g. of external metabolite levels) and can be ignored in the model. When constructing a model from given fluxes, zero fluxes can always be justified by assuming a high enzyme price. However, it is important to note that some main laws of metabolic value theory – the variation rules (12) and (13) and economic balance equations – hold only for all-active flux profiles: before applying them to a given flux profile, all inactive reactions must be omitted, also the in connection matrices such as \( N^{\text{int}} \), \( K \), \( L \), \( E_c \), and test modes \( \kappa \) always refer to the active part of the network. Another way to model inactive reactions is to set enzyme levels to zero by explicit constraints. In the economic laws, the resulting shadow price \( h_{e_l}^{\text{bind}} \) leads to an effective enzyme price \( h_{e_l} = h_{e_l} + h_{e_l}^{\text{bind}} \). Alternatively, we can require an imbalance \( y_{e_l} > h_{e_l} \) or a positive stress \( t_{e_l} = y_{e_l} - h_{e_l} \) equal to \( h_{e_l}^{\text{bind}} \). By inserting \( y_{e_l} = w_{v_l} \frac{\partial v_l}{\partial e_l} \), we obtain the economic imbalance for fluxes, \( w_{v_l} < h_{e_l}(\frac{\partial v_l}{\partial e_l})^{-1} = a_{v_l} \), that is, the flux value is below the flux burden.

**Non-enzymatic reactions** In metabolic models, non-enzymatic reactions are often ignored. However, but they can be important: they may degrade valuable metabolites, produce toxic compounds, or replace costly enzymatic reactions (e.g. membrane diffusion may replace costly transporters). Even if a reaction is uncatalysed, its flux can be indirectly controlled by surrounding enzymatic reactions. Therefore, the presence of non-enzymatic
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**Non-enzymatic reactions** In metabolic models, non-enzymatic reactions are often ignored. However, but they can be important: they may degrade valuable metabolites, produce toxic compounds, or replace costly enzymatic reactions (e.g. membrane diffusion may replace costly transporters). Even if a reaction is uncatalysed, its flux can be indirectly controlled by surrounding enzymatic reactions. Therefore, the presence of non-enzymatic
reactions creates new incentives that shape the optimal enzyme profile (see Figure 11 for an example). In our theory, to account for non-enzymatic reactions, some formulae need to be modified. (i) In the flux variation rules (10), (12), and (14), flux variations must comprise enzymatic reactions only. (ii) In the variation rules (? and ??), extra terms for non-enzymatic reactions need to be added (see SI ??). (iii) In the reaction imbalance Eq. (28), non-enzymatic reactions can be described by hypothetical enzymes with non-optimal concentrations (see SI ??) and by an imbalance term (or “tension”) \( t_r = \frac{\partial F}{\ln c_i} \) on the right side of the balance equation (see Eq. (28))). In beneficial non-enzymatic reactions, an imbalance \( t_r \) denotes the minimal enzyme value at which this reaction would be profitable (if the enzyme existed). In contrast, a negative imbalance, describes the loss caused by the non-enzymatic reaction. (iv) In the metabolite balance (22), a non-enzymatic production, degradation, or dilution of the metabolite leads to extra terms, which can be seen as effective loads or concentration prices. (v) The definitions of economic potentials and loads as well as the reaction-metabolite balance remain unchanged.

(ix) Metabolite dilution In growing cells, dilution tends to decrease compound concentrations, as if all compounds were degraded by reactions with a linear rate law \( \lambda c_i \) (where \( \lambda \) is the cell growth rate). Dilution has effects on stationary fluxes, model dynamics, and cellular economics, including economic potentials and enzyme investments. In metabolic value theory, all results for non-enzymatic reactions also apply to dilution reactions, leading to simple formulae. Dilution reactions with rate constant \( \lambda \) lead to an extra term \(- \lambda I\) in the Jacobian matrix, which reappears in the summation and connectivity theorems for control coefficients (SI ??), in the economic laws, and in some of the formulae for economic variables. To account for dilution in the metabolite balance (22) and in the reaction-metabolite balance (23), we consider an effective dilution reaction with flux \( v_i^{\text{dil}} = \lambda c_i \), elasticity \( \lambda \), and a flux value \( w_{ri} = -w_{ri}^{\text{int}} \) (with a minus sign because the metabolite is “consumed”). We obtain the metabolite balance \( y_{ci} = \sum_j a_{ij} E_{cj} - \lambda w_{ci}^{\text{int}} \). The new term \(-\lambda w_{ri}^{\text{int}}\) can be moved to the left and be included into the metabolite load, yielding the effective load \( y_i^{\text{eff}} = y_{ci} + \lambda w_{ri}^{\text{int}} \). Effectively, adding dilution increases the metabolite price by \( \lambda w_{ri}^{\text{int}} \). This makes sense: when a metabolite is diluted, lower concentrations lead to a lower value loss, thus creating an incentive for low concentrations: this resembles an extra metabolite price. Also in the metabolite variation rule, we can implement dilution by assuming an effective metabolite price \( g_c^{\text{eff}} = g_c + \lambda w_{ri}^{\text{int}} \) (SI ??). The flux variation rule, in contrast, is not changed by dilution.

(x) Metabolic oscillations Mathematically, metabolic states with dilution are closely related to oscillating states [6]. This resemblance is useful if we model [33, 16, 14] metabolic oscillations in which oscillating metabolite concentrations and fluxes are enforced by oscillating enzyme activities. In an optimality problem, all oscillating variables are scored by a fitness function and our aim is to optimise enzyme amplitudes and phase angles for a maximal fitness. Oscillating metabolite concentrations and fluxes are approximated by sine waves (of circular frequency \( \omega = 2 \pi f \)), and their amplitudes and phases are described by complex-valued vectors \( \tilde{c}(\omega) \) and \( \tilde{v}(\omega) \). Instead of the usual stationarity condition \( N^{\text{int}} \tilde{v} = 0 \), we consider a mass balance equation \( i \omega \tilde{c} = N^{\text{int}} \tilde{v} \). Formally, the term on the left resembles a dilution term (with steady-state condition \( N^{\text{int}} \tilde{v} - \lambda c = 0 \)), with an imaginary number \( \lambda = i \omega \) (with real-valued circular frequency \( \omega \)) instead of a real-valued dilution rate \( \lambda \).

(xi) Multi-objective problems Multi-objective problems describe compromises between different objective functions. They can be used to describe organisms in changing environments, organisms anticipating uncertain challenges, and populations occupying several ecological niches in which all objectives are important, but to different extents in different niches. A “Pareto-optimal state” is a state in which no objective can be improved without compromising one of the other objectives. However, any Pareto-optimal state is also an extremal point of some single-objective problem (in which one target is optimised while constraining the others, or a convex combination of the different targets is optimised) [13]. Therefore, metabolic value theory can be applied to Pareto-optimal states [15].