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Abstract—In this paper, we focus on devising a versatile framework for dense pixelwise prediction whose goal is to assign a discrete or continuous label to each pixel for an image. It is well-known that the reduced feature resolution due to repeated subsampling operations poses a serious challenge to Fully Convolutional Network (FCN) based models. In contrast to the commonly-used strategies, such as dilated convolution and encoder-decoder structure, we introduce the Flattening Module to produce high-resolution predictions without either removing any subsampling operations or building a complicated decoder module. In addition, the Flattening Module is lightweight and can be easily combined with any existing FCNs, allowing the model builder to trade off among model size, computational cost and accuracy by simply choosing different & backbone networks. We empirically demonstrate the effectiveness of the proposed Flattening Module through competitive results in human pose estimation on MPII, semantic segmentation on PASCAL-Context and object detection on PASCAL VOC. We hope that the proposed approach can serve as a simple and strong alternative of current dominant dense pixelwise prediction frameworks.
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I. INTRODUCTION

Many fundamental computer vision tasks can be formulated as a dense pixelwise prediction problem. Examples include but are not limited to: semantic segmentation [1], human pose estimation [2], saliency detection [3], depth estimation [4], optical flow [5], super-resolution [6] and image generation with Generative Adversarial Networks (GANs) [7]. In addition, there is a growing interest in reducing anchor boxes based object detection to a pixelwise prediction problem [8], [9], [10], [11]. It is therefore desirable to devise a versatile framework that can effectively and efficiently tackle the dense pixelwise prediction problem.

Recently, deep learning methods, and in particular deep convolutional neural networks (DCNNs) based on the Fully Convolutional Network (FCN) framework [12], have achieved tremendous success in such dense pixelwise prediction tasks. However, it is well-known that the major issue for current FCN based models is the reduced feature resolution caused by the repeated combination of spatial pooling and convolution striding performed at consecutive layers of DCNNs which have been originally designed for image classification [13], [14], [15]. Various techniques have been proposed in order to overcome this limitation and generate high-resolution feature maps. As illustrated in Fig. 1 we mainly consider three categories in this work. (a) Dilated convolution is used to repurpose ImageNet [16] pre-trained networks to extract denser feature maps by removing the subsampling operations from the last few layers, e.g., [1], [17], [18]. The major drawback of dilated convolution based networks is computationally prohibitive and demanding large GPU memory due to the processing of high-dimensional and high-resolution feature maps. (b) Many state-of-the-art dense pixelwise prediction models belong to the family of encoder-decoder networks, e.g., [2], [19], [20], [21]. First, an encoder sub-network with subsampling operations decreases the spatial resolution (usually by a factor of 32) while increasing the number of channels. Afterwards, a decoder sub-network upsamples the low-resolution feature maps back to the original input resolution. In spite of their impressive performance, the network architectures have become increasingly complex, especially the decoder modules, which results in much more parameters as well as computational complexity. Besides, the high complexity is adverse to clear idea validation and fair experimental comparison. (c) The other networks are composed of multiple parallel streams from the input image to the output prediction, working at different spatial resolutions [22], [23], [24]. High resolution streams allow the network to give accurate predictions in combination with low resolution streams which carry strong semantics. The clear downside of such methods is that they cannot re-use a wide range of pre-trained image classification networks that are readily available for the community, and thus requiring expensive training from scratch.

Despite the approaches mentioned above having made great progress, it remains an open question how to generate high-resolution predictions in an efficient and elegant way. The central premise of dilated convolution based models is that the subsampling operations are detrimental to dense prediction tasks where high-resolution predictions are expected. This work starts from questioning this premise: Is it truly necessary to sacrifice the benefits of subsampling operations, such as effectively increasing the receptive field size and reducing computational complexity, for spatial prediction accuracy? In addition, the impressive performance of Simple Baseline [2], which simply adds a few deconvolutional layers on top of a backbone network, leads us to the second question: Is it truly necessary to build a sophisticated decoder to attain solid performance? These two preliminary questions motivate us to reconsider the current paradigms of solving the dense pixelwise prediction problem by exploring the possibility of
making accurate dense pixelwise predictions directly using the coarse-grained features outputted by a FCN, resulting in our quite simple yet surprisingly effective approach.

Our main contributions can be summarized as follows:

We introduce a novel scheme to produce dense pixelwise predictions based on the proposed lightweight Flattening Module, while avoiding either removing any subsampling operations or building a complex decoder module. A FCN equipped with the Flattening Module, which we refer to as FlatteNet, can accomplish various dense prediction tasks in an effective and efficient manner. Furthermore, we offer a fresh viewpoint of the proposed Flattening Module to highlight its simplicity.

To demonstrate the effectiveness of the proposed Flattening Module, we conduct extensive experiments on three distinct and highly competitive benchmark tasks: MPII Human Pose Estimation task [25], PASCAL-Context Semantic Segmentation task [26], PASCAL VOC Object Detection task [27]. Compared to its decoder based or dilation convolution based counterpart, FlatteNet achieves comparable or even better accuracy with much fewer parameters and FLOPs (i.e. the number of floating-point multiplication-adds).

The rest of this paper is organized as follows. In Section II, we briefly review three major strategies which have been developed for dense prediction tasks. Section III presents a detailed description of the proposed approach. In section IV, we carry out comprehensive experiments on three challenging benchmark datasets, providing with implementation details and experimental results. Section V presents concluding remarks and sketches possible directions for future work.

II. RELATED WORK

State-of-the-art dense pixelwise prediction networks are typically based on the FCN. For conquering the problem of spatial resolution loss caused by subsampling, several methods have been proposed and we mainly consider three categories: dilated convolution [1], [17], [18], encoder-decoder architectures [2], [19], [20], [21], [28], [29], and multi-stream networks [22], [23], [24].

A. Dilated Convolution

Dilated (or atrous) convolution is employed to extract denser feature maps by replacing some strided convolutions and associated regular convolutions in classification networks [1], [17], [18]. With dilated convolution, one is able to control the resolution at which feature responses are computed within DCNNs without requiring learning extra parameters. However, the limitation of dilated convolution based networks is that they need to perform convolutions on a large number of high-resolution feature maps that usually have high-dimensional features, which are computationally prohibitive. Moreover, the processing of a large number of high-dimensional and high-resolution feature maps also require consuming huge GPU memory resources, especially in the training stage.

B. Encoder-Decoder

The encoder-decoder networks have been successfully applied to many dense prediction tasks. Typically, the encoder-decoder network contains (1) an encoder module that gradually reduces the resolution of feature maps while learning high semantic information, and (2) a decoder module where spatial dimension are gradually recovered. Representative network design patterns fall into two main categories: (1) Symmetric conv-deconv architectures [19], [20], [21], [28], [29] design the upsampling/deconvolution process as a mirror of the downsampling process and apply skip connections to exploit the features with finer scales. (2) Heavy downsampling process and light upsampling process. The downsampling process is based on the ImageNet [16] classification network, e.g., ResNet [15] adopted in [2], [30], and the upsampling process is simply a few bilinear upsampling [30] or deconvolutional layers. These approaches tend to have much more parameters as well as computational complexity. In addition, the increasingly complex network structures and associated design choices make ablation study and fair comparison difficult.

C. Multi-stream Network

This model contains multiple parallel streams from the input image to the output prediction, operating at different
spatial resolutions. These streams are interconnected to encode semantic information from multiple scales. Representative works include GridNet [22], convolutional neural fabrics [24], and recently-developed HRNet [23]. The limitation of these methods is that they cannot utilize a large number of pre-trained models and then fine-tune on target tasks, thus requiring expensive training from scratch.

In contrast to the works mentioned above, our approach generates high-resolution predictions without either removing any subsampling operations or building a complex decoder module, thus significantly reducing the number of parameters and the computational complexity compared to its dilated module, thus significantly reducing the number of parameters. Besides, the proposed Flattening Module can be seamlessly integrated into the FCN framework, thus being able to leverage a large amount of pre-trained classification networks.

III. FLATTENET

In this section, we firstly present a general framework for addressing the dense pixelwise prediction problem, from which our specific instantiation is derived, and then introduce the Flattening Module. Finally we offer a different perspective which our specific instantiation is derived, and then introduce

A. General Framework for Dense Prediction

For each pixel location \( p \) in a given input image \( X \in \mathbb{R}^{3\times H\times W} \), the goal of dense prediction is to compute a discrete label \( Y_p \in \{1, \ldots, K\} \) or a continuous label \( Y_p \in \mathbb{R}^N \), where \( p = (i, j), i = 0, \ldots, H - 1, j = 0, \ldots, W - 1 \). A general framework modeling the dense prediction problem can be abstracted into three procedures: (a) learning a set of pixelwise visual descriptors \( v_p = f_{\hat{p}} (X) \), where \( \hat{p} = (\hat{i}, \hat{j}) \), \( \hat{i} = \lfloor \frac{i}{s_1} \rfloor \), \( \hat{j} = \lfloor \frac{j}{s_1} \rfloor \), and \( s_1 \) is a subsampling factor; (b) computing the outputs via a pixelwise predictor \( \hat{Y}_p = g_{\hat{p}} (v_p) \); (c) upsampling the predictions back to the input resolution \( Y_p = \text{upsample}(\hat{Y}_p) \). In this work, we mainly consider spatially-invariant feature extractors (e.g., FCNs) and predictors. Therefore, in the following paper, we omit the subscript \( \hat{p} \) for \( f \) and \( g \).

Further, we can divide the procedure (a) of learning a set of pixelwise visual descriptors into two sub-procedures: (a1) learning a set of patchwise visual descriptors \( v_{\hat{p}} = f_1(X) \), where \( \hat{p} = (\hat{i}, \hat{j}) \), \( \hat{i} = \lfloor \frac{i}{s_2} \rfloor \), \( \hat{j} = \lfloor \frac{j}{s_2} \rfloor \), \( s_2 \) is another subsampling factor; (a2) generating pixelwise visual descriptors based on these patchwise visual descriptors \( v_{\hat{p}} = f_2(V_{\hat{p}}) \), where \( V_{\hat{p}} \subset \Omega \) is output dependent and \( \Omega \) is the set of all patchwise visual descriptors obtained from (a1). For example, in the encoder-decoder model, \( f_1, f_2, \) and \( g \) correspond to the encoder part, the decoder part, and a simple linear predictor, respectively.

Many efforts have been devoted to develop a powerful as well as complicated \( f_2 \) to obtain stronger pixelwise visual descriptors \( v_{\hat{p}} \). Instead, we argue that patchwise visual descriptors \( v_{\hat{p}} \), produced by a classification network deployed in a fully convolutional fashion, already contain sufficient information to make accurate pixelwise predictions \( Y_p \). In other words, a simple \( f_2 \) that connects these coarse-grained patchwise visual descriptors back to the pixels would perform considerably well.

With the notation introduced above, we can readily formulate our overall framework as follows:

\[
\hat{F} = f_{\theta_1}(X) \\
\hat{F} = f_{\theta_2}(\hat{F}) \\
Y_{\hat{p}} = \text{affine}_{\theta_3}(v_{\hat{p}}) \\
Y_p = \text{bilinear}(Y_{\hat{p}})
\]

where \( f_{\theta_1} \) is implemented as a DCNN, e.g., ResNet [15], \( \hat{F} \in \mathbb{R}^{C \times H \times W} \) consists of \( v_{\hat{p}}, \hat{F} \in \mathbb{R}^{C \times H \times W} \) consists of \( v_p, \) and \( f_{\theta_2} \) is the lightweight Flattening Module which will be

\[\hat{s}_2 \text{ is typically 8, provided that the resolution of output feature maps of a FCN is } \frac{1}{\hat{s}} \text{ of the input image.}\]

\[\hat{C} \text{ denotes the number of channels of } v_{\hat{p}}, \hat{B} = \hat{W} = \frac{1}{\hat{s}}.\]

\[\hat{C} \text{ denotes the number of channels of } v_p, \hat{B} = \hat{W} = \frac{1}{\hat{s}}.\]
elaborated below. Model parameters $\theta_1$, $\theta_2$ and $\theta_3$ are updated via backpropagation [31].

B. Flattening Module

The proposed Flattening Module is illustrated in Fig.2 that takes as input $\bar{F}$ and then outputs $F$, allowing it to be seamlessly integrated into the FCN framework. More specifically, the coarse-grained feature maps $\bar{F}$ are fed into the depthwise separable group convolution (DWSGConv) layer, every time performing a convolution operation, outputting a grid of pixelwise visual descriptors (e.g., $8 \times 8$), denoted by $G_{i,j} = \{v_{\bar{p}} : \lfloor \frac{i}{8} \rfloor = \bar{i}, \lfloor \frac{j}{8} \rfloor = \bar{j} \}$ where $\bar{i}, \bar{j} \in \{0, \ldots, s_2-1\}$, which are stacked initially along channel dimension. Then, the set of pixelwise visual descriptors corresponding to each single grid, i.e., $G_{i,j}$, are shifted from channel dimension to spatial domain and arranged from top left to bottom right. Next we go into details about two core components: the DWSGConv layer and the rearrangement operator.

1) Depthwise Separable Group Convolution Layer: Assume that a regular convolution whose kernel is of size $(4096 = 64 \times 8 \times 8) \times 3 \times 3$ (followed by a batch normalization [32] and a ReLU activation [33]) is opted to implement $f_{\theta_0}$, where $64$ denotes the number of channels $C$ of each $v_{\bar{p}}$ in a $8 \times 8$ grid. Since the number of channels of the feature maps produced by a FCN is typically large (e.g., 2048 for Bottleneck-based ResNet), the single layer would cost a huge amount of parameters ($\sim 75M$), which is clearly unreasonable.

Inspired by [34], [35], [36], [37], we propose a novel layer module based on the factorized convolution, termed depthwise separable group convolution (DWSGConv) layer, in order to output features for a grid of pixel locations simultaneously, without incurring a dramatic increase in the number of parameters. As illustrated in Fig. 3 it can be divided into four components. The first component is a computationally economical $k \times k$ depthwise convolution [38] followed by a batch normalization. The second component is composed of a pointwise group convolution, a batch normalization, and a Parametric ReLU (PReLU) activation [39]. The third component is a channel shuffle operator to enable information communication between different groups of channels and improve accuracy [34]. The last component is another pointwise group convolution followed by a batch normalization and a ReLU activation. The ensemble of four components acts as an effective and efficient alternative of a regular convolution layer. Moreover, we have found empirically that inserting PReLU activation improves accuracy in some cases.

Many state-of-the-art neural network designs [34], [35], [36], [37], [40], [41], [42] incorporate depthwise separable convolution, pointwise group convolution, and channel shuffle operation into their building blocks to reduce the computational cost and the number of parameters while maintaining similar performance. Besides, the proposed DWSGConv layer is similar to the IGVCV3 block proposed in [35]. In contrast to these works aiming at building lightweight and efficient models for mobile applications, the purpose of the proposed DWSGConv layer is to efficiently convert patchwise visual descriptors to pixelwise visual descriptors, preventing the difficulty in optimization.

Fig. 3: Depthwise separable group convolution layer. Factorize a standard convolution layer with BN and ReLU into four separate components. BN: batch normalization. PReLU: Parametric ReLU.

2) Rearranging Pixelwise Visual Descriptors: Pixel shuffle operator was first introduced in [6], termed periodic shuffling, as a component of the sub-pixel convolution layer, for the purpose of implementing transposed convolution [43] efficiently. In our work, pixel shuffle operator is regarded as a bijection function that alters nothing but the 3D coordinates of elements in a tensor. Fig. 4 illustrates a specific design, implemented in PyTorch [44], of pixel shuffle operator. Furthermore, it is clear from this illustration that pixel shuffle operator rearranges elements from depth to space in a deterministic fashion, hence being differentiable and allowing the whole network to be trained end-to-end.

Pixel shuffle operator in combination with channel shuffle operator [34] with the group number set to $s_2^2$, denoted by $R$, can easily realize shifting $v_{\bar{p}} \in G_{i,j}$ from channel dimension to spatial domain. Although we have found empirically that simply using pixel shuffle operation would not hurt performance, we still stick to the current practice to achieve conceptual clarity.

The manner in which pixelwise visual descriptors are rearranged is similar to that of [45], where a data-dependent upsampling method, termed DUpsampling, was proposed to address the limitations caused by data-independent bilinear upsampling. The main difference between our work and DUpsamling lies in that the upsampling filters in DUpsampling are pre-computed under some metric to minimize the recon-
In what follows, we offer a different perspective to help in understanding the simplicity of our method, as illustrated in Fig. 2 along the dashed line. First we fold the ground truth label map via the inverse transformation $R^{-1}$ instead of arranging the outputs of the DWSGConv layer from depth to space. Then we let $\hat{Y}_p$ produced by the DWSGConv layer directly go through a fully-connected layer, yielding the final outputs $Y_\hat{p}$. The overall pipeline is mathematically formulated as follows:

\[ \begin{align*}
\text{Data Preparation:} & \quad \begin{cases}
\hat{Y}_p = \text{downsample} \left( \hat{Y}_p \right) \\
T = R^{-1} \left( \hat{Y}_p \right)
\end{cases} \\
\hat{F} = FCN \left( X \right) & \quad (6) \\
g = f_c \circ DWSGConv & \quad (7) \\
P = g \left( \hat{F} \right) & \quad (8) \\
\ell = \text{Loss} \left( P, T \right) & \quad (9)
\end{align*} \]

where $\hat{Y}_p \in \mathbb{R}^{C \times H \times W}$ denotes the ground truth label map, $C$ denotes the number of class labels or real valued outputs, $T \in \mathbb{R}^{C \times 2^h \times H \times W}$ denotes the folded target, $f_c$ denotes a fully-connected layer, and $P \in \mathbb{R}^{C \times 2^h \times H \times W}$ denotes the final prediction. Note that $Y_\hat{p} = R \left( P \right)$ under the same set of model parameters, i.e., this alternative procedure is completely equivalent to the original pipeline. Therefore, in order to obtain the training loss $\ell$, we only need to take a single step of feeding the coarse-grained feature maps $\hat{F}$ outputted by a FCN into the nonlinear predictor $g$, behaving just like a regular classification network. From this viewpoint, it is reasonable to consider that our proposed FlattNet is a decoding-free approach. Although dilated convolution based methods similarly output predictions directly using the feature maps produced by a FCN (dilated-FCN), our method is more efficient in terms of the computational complexity owing to the usage of coarse-grained feature maps generated via a FCN without removing any subsampling operations.

IV. EXPERIMENTS AND ANALYSIS

To evaluate the proposed Flattening Module, we carry out comprehensive experiments on MPII Human Pose dataset [25], PASCAL-Context dataset [26], and PASCAL VOC dataset [27]. Empirical results demonstrate that the Flattening Module based network (FlattNet) achieves comparable or slightly better performance compared to its dilated convolution based or decoder based counterpart across three benchmark tasks with much fewer parameters and lower computational complexity. Our experiments are implemented with PyTorch [44].

A. HUMAN POSE ESTIMATION

1) Dataset: MPII [25] is the benchmark dataset for single person 2D pose estimation. The images were collected from YouTube videos, covering daily human activities with complex poses and image appearances. There are about 25K images. In total, about 29K annotated poses are for training and another 7K are for testing.

2) Training: We use the state-of-the-art ResNet [15] as backbone network. It is pre-trained on ImageNet classification dataset [16]. Adam [46] is used for optimization. In the training for pose estimation, the base learning rate is $1e-3$. It drops to $1e-4$ at 90 epochs and $1e-5$ at 120 epochs. There are 140 epochs in total. Mini-batch size is 32. A single GTX1080Ti GPU is used. Data augmentation includes random rotation ($\pm 30$ degrees), scaling ($\pm 25\%$) and flip. The input image is normalized to $256 \times 256$. The set of hyperparameters related to the Flattening Module is set to the values shown in Table I, unless otherwise specified. For PReLU activation, we choose the channel-wise version and set initial values to 1. Note the values of $g_1$, $g_2$ and $g_3$ are set according to the complementary condition proposed in [36].

3) Evaluation: For performance evaluation, MPII [25] uses PCKh metric, which is the percentage of correct keypoint. A keypoint is correct if its distance to the ground truth is less than a fraction $\alpha$ of the head segment length. The metric is denoted as PCKh@$\alpha$.
**TABLE I**: The default hyperparameter setting of the Flattening Module. DWConv: depthwise convolution. FPGConv: the first pointwise group convolution. SPGConv: the second pointwise group convolution. CS: channel shuffle operation. PS: pixel shuffle operation. $k$: kernel size. $g$: group number. $u$: upsampling factor. $c_{in}$: the number of input channels. $c_{out}$: the number of output channels. $s$: stride.

| Design Options       | PCKh@0.5 | PCKh@0.1 | AUC   | #Params(M) |
|----------------------|----------|----------|-------|------------|
| Regular 1 × 1 conv   | 88.59    | 33.34    | 59.29 | 4.19       |
| PReLU                | 88.60    | 33.11    | 59.18 | 0.23       |
| ReLU                 | 85.73    | 31.44    | 56.93 | 0.23       |
| SPGConv $c_{out} = 8 \times c_{in}$ | 88.39 | 33.00    | 59.10 | 0.71       |
| Rearrangement=CS    | 88.41    | 33.07    | 59.02 | 0.23       |
| Rearrangement=RandPerm + PS | 88.29 | 32.70    | 58.89 | 0.23       |

**Table II**: Ablation study of the DWSGConv layer on MPII validation dataset using ResNet-50 as the backbone network. RandomPerm: a random permutation along channel dimension. Note that #Params only counts the DWSGConv layer.

Commonly, PCKh@0.5 metric is used for comparison [47]. For evaluation under high localization accuracy, we also report PCKh@0.1 and AUC (area under curve, the averaged PCKh when $\alpha$ varies from 0 to 0.5).

Since the annotation on test set is not available, all our ablation studies are evaluated on an about 3k validation set which is separated out from the training set, following previous common practice [20]. Training is performed on the remaining training data.

Following the common practice in [50] [20], the joint prediction is predicted on the averaged heatmaps of the original and flipped images. A quarter offset in the direction from highest response to the second highest response is used to obtain the final location.

**Table III**: Ablation study of the DWSGConv layer on MPII validation dataset using ResNet-50 as the backbone network. RandomPerm: a random permutation along channel dimension. Note that #Params only counts the DWSGConv layer.

| Rearrange | CS | PS |
|-----------|----|----|
| k = 3     | $g_1 = 32$ | $g_2 = 32$ |
| s = 1     | $c_{out} = c_{in}$ | $g_4 = 8^2$ |
| $u = 8$   | |

4) Ablation study: We firstly explore several design choices of the Flattening Module and the results are shown in Table II. Compared to the regular 1 × 1 convolution, the DWSGConv layer yields nearly identical results under all three metrics with much fewer parameters. When the number of output channels is increased by a factor of 8, the accuracy barely drops, indicating that the Flattening Module can efficiently handle the enormous output space inherent in the dense pixelwise prediction problem. Besides, it can be observed that replacing PReLU activation with ReLU activation leads to a significant drop in accuracy (2.87 ↓). Finally we compare three different methods of rearranging elements from channel dimension to spatial domain: (i) channel shuffle followed by pixel shuffle (the default setting); (ii) only pixel shuffle; (iii) random permutation followed by pixel shuffle. From the results, shown in Table III we find that there is no significant difference in accuracy, since the DWSGConv layer is dense due to strictly following the complementary condition proposed in [36]. For conceptual clarity, we stick to the default setting.

**TABLE III**: Comparison of model complexity on MPII validation dataset.

| Backbone         | PCKh@0.5 | PCKh@0.1 | AUC   | #Params(M) | GFLOPs |
|------------------|----------|----------|-------|------------|--------|
| ResNet-50        | 88.60    | 33.11    | 59.18 | 23.77      | 4.99   |
| ResNet-50-101    | 88.91    | 33.42    | 59.51 | 42.73      | 9.50   |

Table III shows the results of the Flattening Module combined with different backbones. It is clear that using a network with large capacity improves the accuracy. Besides, the performance and the complexity of the whole system largely depends on the backbone network, partly supporting our viewpoint of regarding the Flattening Module as a nonlinear predictor. It is worth noting that using ShuffleNet-v2 1 × [42] as the backbone architecture achieves respectable performance of approximately 84% on PCKh@0.5. Developing highly computation-efficient CNN architectures to carry out dense prediction tasks especially for mobile devices has been hampered by the computationally expensive operations, such as dilated convolution and transposed convolution, which are indispensable to the current dominant dense prediction frameworks. On the contrary, our method can directly benefit from efficient encoder designs which have been extensively studied [34], [40], [41], [42], [48]. We hope that our method would help inspiring new ideas of efficient network architecture designs for dense prediction tasks on mobile platforms.

**TABLE IV**: Overall Comparison of several state-of-the-art methods and ours on MPII validation dataset.

| Method           | Backbone     | PCKh@0.5 | PCKh@0.1 | #Params(M) | GFLOPs |
|------------------|--------------|----------|----------|------------|--------|
| FlatteNet        | ResNet-50    | 88.6     | 34       | 24         | 5.0    |
| Simple Baseline  | ResNet-50    | 88.5     | 34       | 24         | 12.0   |
| Integral Reg     | ResNet-50    | 87.3     | 34       | 26         | 6.2    |
| Hourglass-5      | -            | 88.1     | 34       | 51         | 25.6   |

Table IV further compares the accuracy, model size, and computational complexity trade-off between our approach and several representative methods. Our approach performs on par with these methods, but the number of parameters and FLOPs are significantly lower. In particular, compared to Simple Baseline which has achieved state-of-the-art performance on challenging benchmark datasets [23], [50], [51], our approach further improves efficiency (29% ↓ on #Params and 58% ↓ on GFLOPs) while keeping the same accuracy. Compared to the integral regression method [49], which is proposed to reduce the computational cost incurred by producing high-resolution heatmaps, heatmap based FlatteNet still uses relatively fewer parameters and smaller computational cost. Finally it is reasonable to expect that using multi-stage architecture can further boost the performance of our method.

Note that $c_{out} = 2 \times c_{in}$ in the SPGConv.
The state-of-the-art results, but to demonstrate the effectiveness in subfigure (h).
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settings are shown in Table XI.

5) Results on the MPII test set: Table VI presents the PCKh@0.5 results of our method as well as state-of-the-art methods on the MPII test set. Note that our Flattening Module achieves 91.3 PCKh@0.5 score using ResNet-152 as backbone and the input resolution is set to 384 × 384. Our intent is not to push the state-of-the-art results, but to demonstrate the effectiveness of our approach.

6) Qualitative results: Qualitative results of FlattNet are shown in Fig. 5. From the qualitative results of some example images, it can be clearly seen that our approach is robust to large variability of body appearances, severe body deformation, and changes in viewpoint. However, it suffers from the common shortcomings such as having difficulty in dealing with occlusion or self-occlusion, e.g., the predictions in subfigure (h).

TABLE VI: Comparison to state-of-the-art methods on the MPII test set.

| Method          | Head | Shoulder | Elbow | Wrist | Hip | Knee | Ankle | Total |
|-----------------|------|----------|-------|-------|-----|------|-------|-------|
| Insafutdinov    | 96.8 | 95.2     | 89.3  | 84.4  | 88.4| 83.4 | 78.0  | 88.5  |
| Sun             | 98.1 | 96.0     | 90.4  | 85.7  | 90.1| 85.8 | 81.0  | 90.0  |
| Newell          | 98.2 | 96.3     | 91.2  | 87.1  | 90.1| 87.4 | 83.6  | 90.9  |
| Ning            | 98.1 | 96.3     | 92.2  | 87.8  | 90.6| 87.6 | 82.7  | 91.2  |
| Lavania         | 98.1 | 96.6     | 92.0  | 87.5  | 90.6| 88.0 | 82.7  | 91.2  |
| Chu             | 98.5 | 96.3     | 91.9  | 88.1  | 90.6| 88.0 | 85.0  | 91.5  |
| Choi            | 98.2 | 96.8     | 92.2  | 88.0  | 91.3| 89.1 | 84.9  | 91.8  |
| Chen            | 98.1 | 96.5     | 92.5  | 88.5  | 90.2| 89.6 | 86.0  | 91.9  |
| Yang            | 98.5 | 96.7     | 92.5  | 88.7  | 91.1| 88.6 | 86.0  | 92.0  |
| Tang            | 98.4 | 96.9     | 93.0  | 88.7  | 91.8| 89.4 | 86.2  | 92.3  |
| Simple Baseline | 98.5 | 96.6     | 91.9  | 87.6  | 91.1| 88.1 | 84.1  | 91.5  |
| FlattNet        | 98.4 | 96.4     | 91.8  | 87.7  | 90.6| 87.9 | 83.3  | 91.3  |

TABLE V: Comparison of the number of subsampling operations on MPII validation dataset. The specific hyperparameter settings are shown in Table XI.

| #Subsampling | Resolution | PCKh@0.5 | PCKh@0.1 | AUC | #Params(M) |
|--------------|------------|----------|----------|-----|-----------|
| 5            | 8 × 8      | 88.60    | 33.11    | 59.18| 23.77     |
| 6            | 4 × 4      | 88.50    | 32.72    | 58.87| 23.95     |
| 7            | 2 × 2      | 88.17    | 31.77    | 58.27| 27.27     |

The lightweight property of the proposed Flattening Module allows us to investigate the relationship between the prediction accuracy and the number of subsampling operations without concern for difficulty in optimization. From the results, shown in Table V, there is no significant drop in accuracy with the growth of the number of subsampling operations, which appears to be in conflict with the conventional opinion that the subsampling operations are detrimental to dense prediction. We hope our preliminary experiments would encourage the community to reconsider the role of subsampling operations in dense prediction.

5) Results on the MPII test set: Table VI presents the PCKh@0.5 results of our method as well as state-of-the-art methods on the MPII test set. Note that our Flattening Module achieves 91.3 PCKh@0.5 score using ResNet-152 as backbone and the input resolution is set to 384 × 384. Our intent is not to push the state-of-the-art results, but to demonstrate the effectiveness of our approach.

B. Semantic Segmentation

1) Dataset: The PASCAL context dataset [26] includes 4988 scene images for training and 5105 images for testing with 59 semantic labels and 1 background label.

2) Training: The data are augmented by random cropping, random scaling in the range of [0.5, 2], and random horizontal flipping. Following the widely-used training strategy [59], we resize the images to 480 × 480 and use the SGD optimizer with base learning rate 4e−3, the momentum of 0.9, and the weight decay of 1e−4. The poly learning rate policy with the power of 0.9 is used for dropping the learning rate. The set of hyperparameters related to the Flattening Module is set to the values shown in Table VII. Note that we use two DWSGConv layers to better exploit the context. All the models are trained for 100 epochs with batchsize of 8 on single GTX1080Ti GPU, hence using BN [52] instead of Synchronize BN [59].

3) Evaluation: Following standard testing procedure [59], the models are tested with the input size of 480 × 480. We use standard evaluation metric of mean Intersection of Union (mIoU) for 59 classes without background and evaluate our approach and other methods using six scales of [0.5, 0.75, 1, 1.25, 1.5] and flipping.
Fig. 6: Qualitative results of FlatteNet on PASCAL-Context validation dataset. The input images and ground truths are shown in the first row and the second row, respectively. The corresponding segmentation results outputted by FlatteNet are shown in the last row.

4) Results: To further demonstrate the effectiveness and generality of our method, we train FlatteNet for semantic segmentation on the PASCAL-Context dataset. Fig. 6 shows a few visual examples on validation set of PASCAL-Context. Quantitative results are shown in Table VIII. Note that we do not adopt intermediate supervision and online hard example mining for training, which are used in three other methods. PSPNet employs four spatial pyramid pooling layers in parallel to exploit the global context information. UNet++ is an enhanced version of UNet [19] where the encoder and decoder sub-networks are connected through a series of nested, dense skip paths. EncNet employs a specially designed Context Encoding Module and Semantic Encoding Loss to capture global context and selectively highlight the class-dependent
TABLE VII: The default hyperparameter setting of the Flattening Module used in semantic segmentation task.

| DWCov | FPGConv | CS | SPGConv | Rearrangement | #Params(M) |
|-------|---------|----|---------|--------------|-----------|
| k = 7 | g1 = 32 | g2 = 32 | g3 = 64 | g4 = 8² | 1.40 |
| s = 1 | c_out = c_in | c_out = 2 × c_in | g1 = 64 | g2 = 64 | 212.0 |

TABLE VIII: Semantic segmentation results on PASCAL-Context. The methods are evaluated on 59 classes. S: single scale evaluation.

| Method  | Backbone | mIoU | #Params(M) | GFLOPs |
|---------|----------|------|-----------|--------|
| UNet++  | -        | 47.7 | 36.6      | 452.1  |
| PSPNet  | Dilated-ResNet-101 | 47.8 | 68.1      | 223.2  |
| EncNet  | Dilated-ResNet-101 | 52.6 | 62.8      | 212.0  |
| FlatteNet-S | ResNet-101 | 47.3 | 43.5      | 33.6   |
| FlatteNet | ResNet-101 | 48.8 |           |        |

TABLE IX: The default hyperparameter setting of the Flattening Module used for object detection.

| DWCov | FPGConv | CS | SPGConv | Rearrangement | #Params(M) |
|-------|---------|----|---------|--------------|-----------|
| k = 5 | g1 = 32 | g2 = 32 | g3 = 32 | g4 = 8² | 1.40 |
| s = 1 | c_out = c_in | c_out = 2 × c_in | g1 = 64 | g2 = 64 | 212.0 |

4) Results: Qualitative results are shown in Fig. 7. Note that the example images are picked specially for highlighting the characteristics of keypoint based object detectors. As shown in the most of example images, they are good at dealing with small objects and crowded scenes. The potential problem of keypoint based object detectors is center point collision, which means two different objects might share the same center, if they perfectly align. In this scenario, keypoint based object detectors would only detect one of them, as shown in the subfigure (d), the conspicuous person inside of a tv-monitor is not detected. It is evident from the above discussion that FlatteNet behaves exactly the same as a regular keypoint based detector just much simpler.

Quantitative results are shown in Table X. To save computation, CenterNet [10] modifies the encoder-decoder architecture used in Simple Baseline [2] by changing the channels of the three transposed convolutional layers to 256, 128, 64, respectively. Despite the modifications mentioned above, our method still requires fewer parameters and smaller computational cost while performing comparably with CenterNet. We also would like to mention that all the hyper-parameters are set according to CenterNet and not specifically finetuned for our network. Furthermore, it is reasonable to expect that the proposed Flattening Module can also be used in other keypoint based object detectors to reduce the number of parameters and computational cost while keeping performance intact.

TABLE X: Experimental results on Pascal VOC 2007 test set. Flip test is used for all models.

| method | backbone | mAP@0.5 | #Params(M) | GFLOPs |
|--------|----------|---------|-----------|--------|
| CenterNet | ResNet-101 | 78.7 | 44.6 | 43.0 |
| FlatteNet | ResNet-101 | 78.2 | 43.8 | 39.9 |

V. CONCLUSION AND FUTURE WORKS

In this paper, we have proposed a novel scheme to produce high-resolution predictions by employing the simple and lightweight Flattening Module, in an effort to streamline the feature maps. However, our method, simply appending a factorized convolutional layer (Flattening Module) after the backbone network with the number of parameters 1.4M, rivals the results of PSPNet and UNet++, clearly demonstrating its powerfulness. Despite performing worse than EncNet, we would like to point out that our method is orthogonal to the Context Encoding Module and other context aggregation modules, such as Object Context Pooling [62], Position Attention Module [63], and Channel Attention Module [63], and can further benefit from combining these modules. More importantly, our method achieves a substantial reduction in computational complexity (at least 6×). Besides, our method requires much fewer parameters compared to PSPNet and EncNet (30% ). We argue that the impressive performance of our simple FlatteNet can be attributed to not removing any subsampling operations, which is consistent with our previous finding.

C. OBJECT DETECTION

1) Dataset: PASCAL VOC [27] is a popular object detection dataset. We train on VOC 2007 and VOC 2012 trainval sets, and test on VOC 2007 test set. It contains 16551 training images and 4962 testing images of 20 categories.

2) Object detection by keypoint estimation: Benefiting from the recent advance in the research area, which is reformulating object detection in a pixelwise prediction fashion, FlatteNet can be immediately extended to solve object detection task with only minor modifications on head network. From among several models belonging to the family of keypoint based object detectors [8], [9], [10], [11], we adopt the method presented in [10] to adapt FlatteNet due to its simplicity and competitive performance.

3) Training and testing: During training and testing, we fix the input resolution to 512 × 512. We use ResNet-101 as the backbone architecture. We use Adam [46] to optimize the overall objective with initial learning rate 1.25e−4 dropped 10× at 45 and 60 epochs, respectively. We use random flip, random scaling in the range of [0.6, 1.4], random cropping and color jittering as data augmentation. We employ 3 × 3 deformable convolution [64] in the last stage of ResNet-101 for fair comparison. The set of hyperparameters related to the Flattening Module is set to the values shown in Table IX. All the models are trained for 70 epochs with batchsize of 8 on single GTX1080Ti GPU. The evaluation metric is mean average precision (mAP) at IOU threshold 0.5.
current dense prediction procedures. As shown in experiments, a common backbone network combined with the Flattening Module achieves comparable accuracy compared to its dilated convolution based or decoder based counterpart while only requiring a fraction of model size and computational cost. Given its effectiveness and efficiency, we hope FlatteNet can serve as a simple and strong alternative of current mainstream dense prediction networks. We also hope that our work can facilitate the study on efficient model designs for dense prediction tasks on embedded devices.

It remains unclear how to leverage the recent advances in the field of dense prediction within our simplified framework to attain state-of-the-art performance. Besides, the applications to other benchmark datasets [50, 51, 65] and dense prediction tasks, e.g., face landmark detection and human parsing, are important works in the future.

APPENDIX A

| k | s | g1 | g2 | g3 | g4 | α | rearrangement |
|---|---|----|----|----|----|---|----------------|
| 6 | 2 | 32 | 32 | 64 | 16 | 16 | CS | CS PS |
| 7 | 2 | 32 | 32 | 64 | 128 | 32 | CS | CS PS |
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