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Abstract. An error estimate for a canonical discretization of the harmonic map heat flow into spheres is derived. The numerical scheme uses standard finite elements with a nodal treatment of linearized unit-length constraints. The analysis is based on elementary approximation results and only uses the discrete weak formulation.

1. Introduction

The harmonic map heat flow into spheres is obtained as the $L^2$ gradient flow of the Dirichlet energy on vector fields satisfying a pointwise unit length condition, i.e., for the functional

$$E(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx, \quad u \in H^1(\Omega, \mathbb{R}^m), \quad |u|^2 = 1.$$ 

Given initial data $u^0 \in H^1(\Omega, \mathbb{R}^m)$ with $|u^0(x)|^2 = 1$ for almost every $x \in \Omega$ the evolution problem reads in strong form

$$\begin{aligned}
\partial_t u - \Delta u &= |\nabla u|^2 u, \quad u(0) = u^0, \quad |u|^2 = 1, \quad \nabla u|_{\partial \Omega} \cdot n = 0.
\end{aligned}$$

The problem admits possibly non-unique weak solutions which satisfy the energy decay property

$$E(u(t)) + \int_0^t \|\partial_t u\|^2 \, ds \leq E(u^0),$$

and the weak formulation of the evolution problem which is given by

$$\begin{aligned}
(\partial_t u, \phi) + (\nabla u, \nabla \phi) &= 0,
\end{aligned}$$

for all $t \in [0, T]$ with test functions $\phi \in H^1(\Omega, \mathbb{R}^m)$ satisfying the orthogonality condition

$$\phi(x) \cdot u(t, x) = 0,$$

which arises as a linearization of the unit-length constraint. The time derivative $\partial_t u$ satisfies this condition, i.e., we have

$$\partial_t u(t, x) \cdot u(t, x) = 0.$$
The well-posedness of the problem and properties of solutions have been investigated in, e.g., [22, 21]. For the development of numerical methods it is attractive to exploit the elementary fact that the orthogonality implies the preservation of the unit-length constraint, i.e., the identity \( \partial_t |u|^2 = 2 \partial_t u \cdot u \) or equivalently,

\[
|u(t, x)|^2 - |u^0(t, x)|^2 = 2 \int_0^t \partial_t u(s, x) \cdot u(s, x) \, ds,
\]

yields that \( |u|^2 = 1 \) almost everywhere provided that the initial data has this property and the pointwise orthogonality \( \partial_t u \cdot u = 0 \) is fulfilled. An important observation for the derivation of error estimates is that regular solutions are unique and that a local stability result holds. Instead of deriving such a result from the full Euler–Lagrange equations (1) we follow the novel approach from [1] and consider the tangent space formulation

\[
\partial_t u = P(u) \Delta u
\]

with the tangential projection \( P(s) = I - ss^T \) at \( s \in \mathbb{R}^m \). If \( u^*_s \) is an approximate solution satisfying \( |u^*_s|^2 = 1 \) almost everywhere, we define its defect \( d_s \) and residual \( r \) via

\[
\partial_t u^*_s = P(u^*_s) \Delta u^*_s + d_s = P(u) \Delta u^*_s + r,
\]

where \( r = d_s - (P(u) - P(u^*_s)) \Delta u^*_s \). This relation allows us to compare the equations and obtain an evolution equation for the error \( e = u - u^*_s \), i.e.,

\[
\partial_t e = P(u) \Delta e - r,
\]

or in weak form

\[
(\partial_t e, \phi) + (\nabla e, \nabla \phi) = -(r, \phi)
\]

for all \( \phi \in H^1(\Omega, \mathbb{R}^m) \) with \( \phi \cdot u(t, \cdot) = 0 \). The function \( \partial_t e \) is an attractive test function to obtain an error estimate but may not be admissible. We thus consider its projection and note that, using, e.g., \( P(u) \partial_t u = \partial_t u \),

\[
\phi = P(u) \partial_t e = P(u) \partial_t u - P(u) \partial_t u^*_s = \partial_t e - q
\]

with \( q = -(P(u) - P(u^*_s)) \partial_t u^*_s \). This implies that

\[
\|\partial_t e\|^2 + (\nabla e, \nabla \partial_t e) = -(r, \partial_t e + q) - (\partial_t e, q) - (\nabla e, \nabla q).
\]

Local Lipschitz estimates for the projection operator, cf. formula (16) below, yield that

\[
\|q\|_{H^k} \leq c_{a,k} \|e\|_{H^k}, \quad \|r\| \leq c_{b,0} \|e\| + \|d_s\|,
\]

where the constants \( c_{a,k}, k = 1, 2 \), and \( c_{b,0} \) depend on higher order norms of \( u^*_s \). We thus arrive at

\[
\|\partial_t e\|^2 + \frac{d}{dt} \|\nabla e\|^2 \leq c_1 \|e\|_{H^1}^2 + c_2 \|d_s\|_2^2.
\]

Using that \( \frac{d}{dt} \|e\|^2 \leq \|\partial_t e\|^2 + \|e\|^2 \) a Gronwall argument proves

\[
\sup_{t \in [0, T]} \|e(t)\|_{H^1} \leq \left( \|e(0)\|_{H^1}^2 + c_2 \int_0^T \|d_s\|^2 \, dt \right) \exp \left((c_1 + 1)T\right).
\]
In a semi- or fully discrete setting the approximations \( u_n \) are suitable interpolants of a sufficiently regular exact solution of (3) and \( u \) is replaced by the solution of the numerical scheme.

As an example we consider the semi-discrete scheme which, following an idea by Alouges [2], determines for a step size \( \tau > 0 \) the sequence \((u^n)_{n=0,\ldots,N} \in H^1(\Omega,\mathbb{R}^m)\) via computing for given \( u^{n-1} \) the function \( d_t u^n \in H^1(\Omega,\mathbb{R}^m) \) satisfying \( d_t u^n \cdot u^{n-1} = 0 \) in \( \Omega \) and the linear system

\[
(d_t u^n, \phi) + (\nabla u^n, \nabla \phi) = 0
\]

for all \( \phi \in H^1(\Omega,\mathbb{R}^m) \) satisfying \( \phi \cdot u^{n-1} = 0 \) in \( \Omega \). The new approximation \( u^n \) is given by \( u^n = u^{n-1} + \tau d_t u^n \), in particular \( d_t u^n \) is the backward difference quotient. By choosing \( \phi = d_t u^n \) we find the unconditional energy stability

\[
\frac{1}{2} \|\nabla u^N\|^2 + \tau \sum_{n=1}^{N'} \|d_t u^n\|^2 \leq \frac{1}{2} \|\nabla u^0\|^2
\]

for all \( N' = 1, 2, \ldots, N \). Furthermore, as observed in [12] the orthogonalities lead to the discrete version of relation (4) given by

\[
|u^n|^2 = |u^{n-1}|^2 + \tau^2 |d_t u^{n-1}|^2 = \cdots = 1 + \tau^2 \sum_{j=1}^{n} |d_t u|^2,
\]

so that \( |u^n|^2 \geq 1 \) and \( \|u^n\|^2 - 1 \|_{L^1} \leq (\tau/2)\|\nabla u^0\|^2 \), i.e., the constraint-violation is of order \( O(\tau) \). The pointwise normalization of \( u^n \), given by

\[
\tilde{u}^n_{\text{nor}} = \frac{u^n}{|u^n|},
\]

is well defined and energy-decreasing which motivates considering \( \tilde{u}^n_{\text{nor}} \) as the new approximation. The energy-decreasing property of the normalization is however in general not satisfied in fully discrete settings, cf. [13], and therefore omitted. Moreover, including the projection in the scheme makes the numerical analysis more complicated as, e.g., \( d_t u^n \) is not the backward difference quotient anymore if \( u^n \) is replaced by \( \tilde{u}^n_{\text{nor}} \). Nevertheless, our analysis shows that \( \tilde{u}^n_{\text{nor}} \) approximates the exact solution \( u(t_n) \) with the same order as \( u^n \) which justifies the normalization as a postprocessing procedure.

With the auxiliary variable \( \tilde{u}^n = u^{n-1}/|u^{n-1}| \) the iterates of the semi-discrete scheme satisfy

\[
d_t u^n = P(\tilde{u}^n) \Delta u^n,
\]

which leads to defining the defects \( d^n \) of the time-step evaluations \( u^n_\ast = u(t_n), \ t_n = n\tau, \) via

\[
d^n = P(\tilde{u}^n_\ast)(d_t u^n_\ast - \Delta u^n_\ast).
\]

Since \( P(u^n_\ast)(\partial_t u(t_n) - \Delta u^n_\ast) = 0 \) we find that

\[
d^n = P(\tilde{u}^n_\ast)(d_t u^n_\ast - \partial_t u(t_n)) + (P(\tilde{u}^n_\ast) - P(u^n_\ast))(\partial_t u(t_n) - \Delta u^n_\ast),
\]

are suitable interpolants of a sufficiently regular exact solution of (3) and \( u \) is replaced by the solution of the numerical scheme.

As an example we consider the semi-discrete scheme which, following an idea by Alouges [2], determines for a step size \( \tau > 0 \) the sequence \((u^n)_{n=0,\ldots,N} \in H^1(\Omega,\mathbb{R}^m)\) via computing for given \( u^{n-1} \) the function \( d_t u^n \in H^1(\Omega,\mathbb{R}^m) \) satisfying \( d_t u^n \cdot u^{n-1} = 0 \) in \( \Omega \) and the linear system

\[
(d_t u^n, \phi) + (\nabla u^n, \nabla \phi) = 0
\]

for all \( \phi \in H^1(\Omega,\mathbb{R}^m) \) satisfying \( \phi \cdot u^{n-1} = 0 \) in \( \Omega \). The new approximation \( u^n \) is given by \( u^n = u^{n-1} + \tau d_t u^n \), in particular \( d_t u^n \) is the backward difference quotient. By choosing \( \phi = d_t u^n \) we find the unconditional energy stability

\[
\frac{1}{2} \|\nabla u^N\|^2 + \tau \sum_{n=1}^{N'} \|d_t u^n\|^2 \leq \frac{1}{2} \|\nabla u^0\|^2
\]

for all \( N' = 1, 2, \ldots, N \). Furthermore, as observed in [12] the orthogonalities lead to the discrete version of relation (4) given by

\[
|u^n|^2 = |u^{n-1}|^2 + \tau^2 |d_t u^{n-1}|^2 = \cdots = 1 + \tau^2 \sum_{j=1}^{n} |d_t u|^2,
\]

so that \( |u^n|^2 \geq 1 \) and \( \|u^n\|^2 - 1 \|_{L^1} \leq (\tau/2)\|\nabla u^0\|^2 \), i.e., the constraint-violation is of order \( O(\tau) \). The pointwise normalization of \( u^n \), given by

\[
\tilde{u}^n_{\text{nor}} = \frac{u^n}{|u^n|},
\]

is well defined and energy-decreasing which motivates considering \( \tilde{u}^n_{\text{nor}} \) as the new approximation. The energy-decreasing property of the normalization is however in general not satisfied in fully discrete settings, cf. [13], and therefore omitted. Moreover, including the projection in the scheme makes the numerical analysis more complicated as, e.g., \( d_t u^n \) is not the backward difference quotient anymore if \( u^n \) is replaced by \( \tilde{u}^n_{\text{nor}} \). Nevertheless, our analysis shows that \( \tilde{u}^n_{\text{nor}} \) approximates the exact solution \( u(t_n) \) with the same order as \( u^n \) which justifies the normalization as a postprocessing procedure.

With the auxiliary variable \( \tilde{u}^n = u^{n-1}/|u^{n-1}| \) the iterates of the semi-discrete scheme satisfy

\[
d_t u^n = P(\tilde{u}^n) \Delta u^n,
\]

which leads to defining the defects \( d^n \) of the time-step evaluations \( u^n_\ast = u(t_n), \ t_n = n\tau, \) via

\[
d^n = P(\tilde{u}^n_\ast)(d_t u^n_\ast - \Delta u^n_\ast).
\]

Since \( P(u^n_\ast)(\partial_t u(t_n) - \Delta u^n_\ast) = 0 \) we find that

\[
d^n = P(\tilde{u}^n_\ast)(d_t u^n_\ast - \partial_t u(t_n)) + (P(\tilde{u}^n_\ast) - P(u^n_\ast))(\partial_t u(t_n) - \Delta u^n_\ast),
\]
and hence, with \( I_n = [t_{n-1}, t_n] \), for \( u \) sufficiently regular, using a local Lipschitz estimate for \( P \),
\[
\|d^n\| \leq \|d_t u^n - \partial_t u(t_n)\| + c_u \|\hat{u}^n - u^n\| \\|\partial_t u(t_n) - \Delta u(t_n)\|_{L^\infty} \\
\leq \tau \|\partial^2_t u\|_{C^0(I_n, L^2)} + c_u \tau \|\partial_t u\|_{C^0(I_n, L^2)} \|\partial_t u - \Delta u\|_{C^0(I_n, L^\infty)},
\]
and thus
\[
\tau \sum_{k=1}^n \|d^k\|^2 \leq c\tau^2 \|\partial^2_t u\|^2_{L^2([0,T], L^2)}.
\]
Using the strategy of the continuous perturbation result described above, we obtain the error estimate
\[
\max_{n=0,\ldots,N} \|u(t_n) - u^n\|_{H^1} \leq c_{sd} \tau,
\]
provided that \( u \) is sufficiently regular.

The fully discrete numerical scheme analyzed in [1] imposes the orthogonality condition in an averaged sense, i.e., via \( \Pi_h(\hat{u}^n_h \cdot \phi_h) = 0 \) with the \( L^2 \) projection \( \Pi_h \) onto the underlying scalar finite element space. This definition of a discrete tangent space gives rise to a selfadjoint projection operator with suitable stability and approximation properties. Practically more efficient, in particular in view of the development of efficient iterative solvers [25] and the generalization of the methods to pointwise constraints in mechanical applications [11, 17], a nodewise variant of orthogonality appears attractive. In [1] it is argued that this can be analyzed by considering a suitable correction term. Here, we aim at a direct numerical analysis for the nodal variant of the constraint. We avoid the use of mass lumping which would provide a selfadjoint projection operator but would restrict the analysis to lowest order methods. Our results follow from basic estimates for nodal interpolation with and \( H^1 \) projection onto finite element spaces working only within the discrete weak formulation.

The finite element scheme computes iterates \((u^n_h)_{n=0,\ldots,N}\) in a finite element space \( V_h \) and imposes the orthogonality conditions in the nodes of the underlying element. Hence, for given \( \hat{u} \in C(\Omega; \mathbb{R}^m) \) we consider the discrete tangent space
\[
T_h(\hat{u}) = \{ \phi_h \in V_h : \mathcal{I}_h(\phi_h \cdot \hat{u}) = 0 \},
\]
where \( \mathcal{I}_h \) is the nodal interpolation operator associated with \( V_h \). Note that \( T_h(\hat{u}) \) only depends on the directions of the nodal values of \( \hat{u} \). Given an initial value \( u^0_h \in V_h \) we compute the sequence \((u^n_h)_{n=0,\ldots,N} \in V_h \) by successively computing discrete time derivatives \( d_t u^n_h \in T_h(\hat{u}^n_h) \) such that
\[
(d_t u^n_h, \phi_h) + (\nabla u^n_h, \nabla \phi_h) = 0
\]
for all \( \phi_h \in T_h(\hat{u}^n_h) \), where \( \hat{u}^n_h = u^n_h - |u^n_h| \). The error analysis becomes substantially more involved as, e.g., boundedness of the iterates away from zero has to be guaranteed. Our main result is the following variant of the results from [1].
Theorem 1.1 (Error estimate). Assume that $\|u^0_h - u^0\|_{H^1} \leq ch$ and let $(u^\alpha_h)_{\alpha=0,...,N}$ be the continuous, piecewise linear finite element approximations obtained by (6) on a family of regular and quasi-uniform triangulations of $\Omega$ with mesh-sizes $h > 0$. Suppose that the exact solution $u$ of the harmonic map heat flow (1) satisfies

\begin{align}
 u \in & C^2([0, T], H^1(\Omega)) \cap C^1([0, T], H^2(\Omega) \cap W^{1,\infty}(\Omega)) \\
 & \cap C^0([0, T], W^{2,\infty}(\Omega)).
\end{align}

Then, for $h, \tau > 0$ sufficiently small we have that

$$\max_{\alpha=0,...,N} \|u^\alpha_h - u(t_n)\|_{H^1} \leq c_{id}(\tau + h),$$

provided that $\tau \leq c_m h^{1/2}$ with $c_m > 0$ sufficiently small.

The regularity condition can be weakened to $u \in H^2([0, T], H^1(\Omega)) \cap H^1([0, T], H^2(\Omega) \cap W^{1,\infty}) \cap C^0([0, T], W^{2,\infty}(\Omega))$. This requirement and (7) can in general only be expected locally or for initial data with small initial energies. However, the optimal convergence of the numerical scheme in the case of smooth solutions underlines its efficiency and thereby complements weak convergence theories under minimal regularity assumptions.

Since our error analysis only uses elementary approximation results for Lagrange finite element methods, it directly extends to higher-order finite element methods of polynomial degree $r \geq 1$ with the convergence rate $O(\tau + h^r)$ under suitable regularity conditions. Moreover, by combining our consistency and stability bounds with the multiplier techniques used in [1], our error estimates extend to discretizations using linearly implicit backward difference formulae up to order $k \leq 5$ with the convergence rate $O(\tau^k + h^r)$ under suitable regularity conditions and in fact a weaker step-size condition. A crucial modification arises in the stability estimate for the error equation which is proved using multiplier technique based energy estimates, cf., e.g., [1, Appendix].

Various convergence theories for the numerical approximations obtained with variants of the iteration (6) have been established for the harmonic map heat flow and the closely related Landau–Lifshitz–Gilbert equations. Motivated by understanding the occurrence of singular solutions as in [19], the weak convergence of subsequences to weak solutions of the evolution problems has been established in [4, 16, 10, 15, 6, 14, 5, 5, 27, 26]. Error estimates with specific convergence rates have been proved under suitable regularity conditions, cf. [28, 21, 23, 6]. The method and estimates considered here are a variant of the arguments given in [1] using a nodal treatment of orthogonalities but also avoiding a projection step. Recently, error estimates for schemes that include such a step to guarantee the unit length condition in the nodes of a finite element space have been derived in [7, 8] and [24]. While they also lead to optimal error estimates they require more restrictive conditions and the methods may not be convergent in the absence...
of a regular solution. A byproduct of our analysis shows that a postprocessing of our numerical solutions leads to approximations that obey the length constraint in the nodes and are quasi-optimal approximations of the exact solution.

The outline of this article is as follows. We specify notation and state some preliminary results in Section 2. In Section 3 we devise the fully discrete numerical scheme and derive properties of a projection operator related to the discrete tangent spaces. Section 4 provides stability bounds in terms of consistency terms. These lead to the main error estimate derived in Section 5.

2. Preliminaries

We collect in this section some elementary facts about the harmonic map heat flow and numerical concepts for discretizing parabolic partial differential equations. We use standard notation for function spaces but often omit domains and target spaces when this is clear from the context. We abbreviate by $(\cdot, \cdot)$ and $\| \cdot \|$ the inner product and norm in $L^2(\Omega, \mathbb{R}^m)$. Throughout the article a factor $c$ denotes a constant that may depend on regularity properties of an exact solution.

2.1. Harmonic map heat flow. For a bounded domain $\Omega \subset \mathbb{R}^{n_{\Omega}}$, with $n_{\Omega} = 1, 2, 3$, a time horizon $T > 0$, and given initial data $u^0 \in H^1(\Omega, \mathbb{R}^m)$ with $|u^0|^2 = 1$ almost everywhere in $\Omega$ we say that $u \in H^1((0, T), L^2(\Omega, \mathbb{R}^m) \cap L^\infty((0, T), H^1(\Omega, \mathbb{R}^m))$ is a weak solution of the harmonic map heat flow if $|u(t, x)|^2 = 1$ for almost every $(t, x) \in [0, T] \times \Omega$, and $u(t, 0) = u^0$, and

$$\langle \partial_t u, \phi \rangle + \langle \nabla u, \nabla \phi \rangle = 0$$

holds for almost every $t \in [0, T]$ and all $\phi \in H^1(\Omega, \mathbb{R}^m)$ with $\phi(x) \cdot u(t, x) = 0$ for almost every $x \in \Omega$. Defining the tangential projection operator $P(s) : \mathbb{R}^m \to \mathbb{R}^m$ for $s \in \mathbb{R}^m$ via

$$P(s) = I - ss^T,$$

we may state the the strong form (11) of the evolution problem as

$$\partial_t u = P(u)\Delta u, \quad |u|^2 = 1, \quad u(0, \cdot) = u^0, \quad \nabla u|_{\partial \Omega} \cdot n = 0.$$

For a function $\hat{u} \in H^1(\Omega, \mathbb{R}^m)$ satisfying $|\hat{u}|^2 = 1$ we define a tangent space $T(\hat{u})$ relative to the unit sphere as

$$T(\hat{u}) = \{ \phi \in H^1(\Omega, \mathbb{R}^m) : \phi \cdot \hat{u} = 0 \}.$$

We note that we formally have $\partial_t u \in T(u)$ and that the weak formulation uses functions $\phi \in T(u)$. We also note the formal energy law (2) which follows from choosing $\phi = \partial_t u$ for regular solutions in the weak formulation of the flow; it can be rigorously established for suitably constructed weak solutions, cf. [29].
2.2. **Time discretization.** Given a step size $\tau > 0$ we define the time steps $t_n = n\tau$, $n = 0, 1, \ldots, N$, with $N \geq 0$ maximal such that $t_N \leq T$. We also define the time intervals $I_n = [t_{n-1}, t_n]$, $n = 1, 2, \ldots, N$. For a sequence $(a^n)_{n=0,\ldots,N}$ we define the backward difference quotient operator $d_t$ via

$$d_t a^n = \tau^{-1}(a^n - a^{n-1})$$

for $n = 1, 2, \ldots, N$. If $u \in H^2(0, T; V)$ and $u^n = u(t_n)$ we have that

$$\|d_t u^n\|_V = \left\|\tau^{-1} \int_{I_n} \partial_t u(s) \, ds\right\|_V \leq \|\partial_t u\|_{L^2_v(I_n, V)}$$

where we use the abbreviation $\|\phi\|_{L^2_v(I_n)} = \tau^{-1/2}\|\phi\|_{L^2(I_n)}$. Obviously, we have $\|\phi\|_{L^2_v(I_n)} \leq \|\phi\|_{C^0(I_n)}$ if $\phi \in C^0(I_n; V)$. Moreover, we have

$$\|d_t u^n - \partial_t u(t_n)\|_V = \frac{1}{\tau} \int_{I_n} (t_{n-1} - s) \partial_t^2 u(s) \, ds \leq \frac{\tau}{\sqrt{3}} \|\partial_t^2 u\|_{L^2_v(I_n, V)}.$$

2.3. **Space discretization.** For a regular and quasi-uniform triangulation $\mathcal{T}_h$ of the simplicial domain $\Omega$ with mesh-size $h > 0$ we denote the lowest order $C^0$-conforming finite element space of piecewise linear functions by $S^1(\mathcal{T}_h)$ and abbreviate the corresponding vectorial finite element space by $V_h = S^1(\mathcal{T}_h)^m$.

We let $\mathcal{N}_h$ be the set of vertices of elements and denote the nodal interpolation operator applied to scalar or vector-valued functions by

$$I_h : C(\overline{\Omega}; \mathbb{R}^\ell) \to S^1(\mathcal{T}_h)^\ell, \quad I_h v = \sum_{z \in \mathcal{N}_h} v(z) \varphi_z,$$

where $(\varphi_z : z \in \mathcal{N}_h)$ is the scalar nodal basis for $S^1(\mathcal{T}_h)$. We let $D_h^2$ denote the elementwise defined Hessian and note that we have for $k = 0, 1$

$$\|v - I_h v\|_{H^k} \leq ch^{2-k}\|D_h^2 v\|$$

for $v \in H^1(\Omega)$ with $v|_K \in H^2(K)$ for all $K \in \mathcal{T}_h$. We make repeated use of inverse estimates, cf. [18, Section 4.5], which read for $v_h \in V_h$

$$\|\nabla v_h\|_{L^p} \leq c h^{-1} \|v_h\|_{L^p}$$

and, incorporating a Sobolev inequality for $q = 2n_\Omega$,

$$\|v_h\|_{L^\infty} \leq c h^{-n_\Omega/q} \|v_h\|_{L^q} \leq c h^{-1/2} \|v_h\|_{H^1}.$$

For $n_\Omega = 2$ the factor $h^{-1/2}$ can be replaced by $1 + |\log h|$, cf., e.g., [11], if $n_\Omega = 1$ it can be entirely omitted. We also make use of a mean-preserving Ritz projection $R_h : H^1(\Omega) \to V_h$, defined by

$$\langle \nabla R_h v, \nabla w_h \rangle + \langle R_h v, 1 \rangle (w_h, 1) = \langle \nabla v, \nabla w_h \rangle + \langle v, 1 \rangle (w_h, 1),$$

for all $w_h \in V_h$. The element $R_h v \in V_h$ is uniquely defined by the Lax–Milgram lemma and choosing a constant function $w_h$ yields that $(R_h v, 1) = (v, 1)$. We thus have that

$$\langle \nabla R_h v, \nabla w_h \rangle = \langle \nabla v, \nabla w_h \rangle.$$
Proof. The estimate for all $w_h \in V_h$. If $\nabla v \cdot n = 0$ on $\partial \Omega$ we have that
\[
(\nabla R_h v, \nabla w_h) = -(\Delta v, w_h).
\]
Besides the standard $H^1$ error estimate for $v \in H^2(\Omega)$
\[
\|v - R_h v\|_{H^1} \leq c h \|v\|_{H^2},
\]
we have the (generally suboptimal) $L^\infty$ error estimate
\[
\|v - R_h v\|_{L^\infty} \leq c h \|v\|_{W^{2,\infty}}
\]
for all $v \in W^{2,\infty}(\Omega)$ and that $R_h$ is $W^{1,\infty}$ stable, cf. \cite[Section 8.1]{[18]}

2.4. Normalization estimates. It will be necessary to normalize vector fields that are uniformly bounded away from zero, i.e., for $u \in H^1(\Omega, \mathbb{R}^m)$ with $|u| \geq c_\ell > 0$ we define $N(u) \in H^1(\Omega, \mathbb{R}^m)$ via
\[
N(u) = \tilde{u} = \frac{u}{|u|}.
\]
Our first estimates concern stability properties of $N$.

Lemma 2.1 (Normalization bounds). Let $u \in W^{1,\infty}(\Omega)$ and $u_h \in V_h$ with $0 < c_\ell \leq |u|, |u_h| \leq c_\ell^{-1}$. We then have that
\[
\|\nabla N(u)\|_{L^\infty} \leq c \|\nabla u\|_{L^\infty}, \quad \|D_h^2 N(u_h)\|_{L^\infty} \leq c \|\nabla u_h\|_{L^\infty}^2.
\]
Proof. The first estimate follows from the bound
\[
\left| \partial_j \left( \frac{u}{|u|} \right) \right| \leq \left| \frac{\partial_j u}{|u|} \right| + \left| \frac{u(\partial_j u \cdot u)}{|u|^3} \right|.
\]
Noting that $\partial_i \partial_j u_h = 0$ on every $K \in T_h$ we verify that
\[
\left| \partial_i \partial_j \left( \frac{u_h}{|u_h|} \right) \right| \leq \left| \frac{\partial_i u_h (\partial_j u_h \cdot u_h)}{|u_h|^3} \right| + \left| \frac{\partial_j u_h (\partial_i u_h \cdot u_h) + u_h (\partial_j u_h \cdot \partial_i u_h)}{|u_h|^3} \right|
\]
\[
+ \left| \frac{u_h (\partial_i u_h \cdot \partial_j u_h) (u_h \cdot \partial_j u_h)}{|u_h|^5} \right|,
\]
and deduce the second bound. \hfill \Box

The operator $N$ is locally Lipschitz continuous.

Lemma 2.2 (Local Lipschitz estimate). Let $k \in \{0, 1\}$ and $1 \leq p \leq \infty$. For all $u, \tilde{u} \in W^{k,p}(\Omega, \mathbb{R}^m)$ with $0 < c_\ell \leq |u|, |\tilde{u}| \leq c_\ell^{-1}$ in $\Omega$ we have
\[
\|N(u) - N(\tilde{u})\|_{W^{k,p}} \leq c \|u - \tilde{u}\|_{W^{k,p}}.
\]
Proof. The estimate for $k = 0$ follows from the inequality
\[
\left| \frac{u}{|u|} - \frac{\tilde{u}}{|\tilde{u}|} \right| = \left| \frac{u(|\tilde{u}| - |u|) + |u|(u - \tilde{u})}{|u||\tilde{u}|} \right| \leq 2 \min\{|u|^{-1}, |\tilde{u}|^{-1}\}|u - \tilde{u}|.
\]
If $k = 1$ we use $\partial_i N(u) = \partial_i u/|u| - u(\partial_i u \cdot u)/|u|^3$ to deduce the bound. \hfill \Box

Stability properties of the nodal interpolation of normalized vector fields are provided by the following lemma.
Lemma 2.3 (Stability of $\mathcal{I}_h$ on rational expressions). Given elementwise polynomial functions $q_h, r_h \in C(\overline{\Omega})$, i.e., $q_h|_K, r_h|_K \in P_r(K)^m$ for all $K \in T_h$, and such that $0 < c_\ell \leq |q_h| \leq c_\ell^{-1}$ we have for $k \in \{0, 1\}$ and $1 \leq p \leq \infty$
that
\[
\left\| \mathcal{I}_h \left( \frac{r_h}{q_h} \right) \right\|_{W^{k,p}} \leq c \left\| \frac{r_h}{q_h} \right\|_{W^{k,p}}.
\]

Proof. We note that for $K \in T_h$ the set of pairs
\[
\mathcal{K} = \{(r_h, q_h) \in (P_r(K)^m)^2 : \|r_h\|_{L^p(K)} = 1, c_\ell \leq |q_h| \leq c_\ell^{-1}\}
\]
is compact so that the continuous function
\[
F : \mathcal{K} \to \mathbb{R}, \quad (r_h, q_h) \mapsto \frac{\left\| \mathcal{I}_h \left( \frac{r_h}{q_h} \right) \right\|_{L^p(K)}}{\|r_h/q_h\|_{L^p(K)}}
\]
attains its maximum which implies the $L^p$ stability result. With this, we also have the stability in $W^{1,p}$ norms, as, e.g., using the inverse estimate (10),
\[
\|\nabla \mathcal{I}_h(r_h/q_h)\|_{L^p(K)} \leq c h^{-1} \|r_h/q_h\| - \alpha_K \|L^p(K) \leq c \|\nabla (r_h/q_h)\|_{L^p(K)},
\]
where $\alpha_K$ is the mean of $r_h/q_h$ on $K$.

3. Fully discrete scheme

In this section we devise the fully discrete time-stepping scheme and state some elementary properties about the discrete projection operator.

3.1. Finite element discretization. The orthogonality condition included in the time-stepping scheme needs to be suitably discretized in a fully discrete scheme. Following [2, 13] we impose it at the nodes of the triangulation and define for $\hat{u} \in C(\overline{\Omega}, \mathbb{R}^m)$, with $|\hat{u}|^2 = 1$, a discrete tangent space via
\[
T_h(\hat{u}) = \{ \phi_h \in V_h : \mathcal{I}_h(\phi_h \cdot \hat{u}) = 0 \}.
\]
The scheme (14) thus computes the sequence $(u^n_h)_{n=0,...,N}$ by determining $d_t u^n_h \in T_h(\hat{u}^n_h)$ with $\hat{u}^n_h = N(u^{n-1}_h)$ that fulfills
\[
(d_t u^n_h, \phi_h) + (\nabla u^n_h, \nabla \phi_h) = 0
\]
for all $\phi_h \in T_h(\hat{u}^n_h)$ with $u^n_h = u^{n-1}_h + \tau d_t u^n_h$.

We note that the scheme is unconditionally well defined and stable in the sense that solutions satisfy energy estimates, e.g., choosing $\phi_h = d_t u^n_h$ and using the binomial formula
\[
(\nabla u^n_h, \nabla d_t u^n_h) = \frac{d_t}{2} \|\nabla u^n_h\|^2 + \frac{\tau}{2} \|\nabla d_t u^n_h\|^2,
\]
we deduce that for $N' = 1, 2, \ldots, N$ we have
\[
\frac{1}{2} \|\nabla u^{N'}_h\|^2 + \tau \sum_{n=1}^{N'} \|d_t u^n_h\|^2 \leq \frac{1}{2} \|\nabla u^0_h\|^2.
\]
Moreover, we have the controlled violation of the constraint, i.e., arguing as in the derivation of (14) one finds that

\[ |u_h^n(z)|^2 - |u_h^0(z)|^2 = \tau^2 \sum_{j=1}^n |d_t u_h^j(z)|^2. \]

Noting that the iteration satisfies an energy decay property the term on the right-hand side is of order $O(\tau)$ after summation over the nodes $z \in \mathcal{N}_h$.

3.2. Discrete projection. To quantify consistency properties of the fully discrete method we will often make use of the operator $P_h$ defined for $\breve{u} \in C(\overline{\Omega}; \mathbb{R}^m)$ and $v_h \in V_h$ by

\[ P_h := \mathcal{I}_h P, \quad v_h \mapsto \mathcal{I}_h(P(\breve{u})v_h). \]

Although it will not be used below, we note that it defines a projection onto $T_h(\breve{u})$ with respect to the inner product

\[ (v, w)_h = \int_{\Omega} \mathcal{I}_h(v \cdot w) \, dx = \sum_{z \in \mathcal{N}_h} \beta_z v(z) \cdot w(z) \]

for $v, w \in C(\overline{\Omega}, \mathbb{R}^m)$ with $\beta_z = (1, \varphi_z)$ for all $z \in \mathcal{N}_h$. Note that this is in general not an inner product for higher-order methods.

Lemma 3.1 (Discrete projection). Let $\breve{u} \in C(\overline{\Omega})$ with $|\breve{u}|^2 = 1$. The operator $P_h = \mathcal{I}_h P$ is self-adjoint with respect to $(\cdot, \cdot)_h$ i.e., for any $v_h, w_h \in V_h$ we have

\[ (P_h(\breve{u})v_h, w_h)_h = (v_h, P_h(\breve{u})w_h)_h. \]

Moreover, we have $P_h(\breve{u})v_h \in T_h(\breve{u})$ for every $v_h \in V_h$ and

\[ (v_h - P_h(\breve{u})v_h, w_h)_h = 0 \]

for all $w_h \in T_h(\breve{u})$, i.e., $P_h$ is an orthogonal projection onto $T_h(\breve{u})$ with respect to $(\cdot, \cdot)_h$.

Proof. For every $z \in \mathcal{N}_h$ we have that $P(\breve{u}(z)) = I - \breve{u}(z)\breve{u}(z)^T$ is symmetric and hence

\[ (P(\breve{u})v_h \cdot w_h)(z) = (v_h \cdot P(\breve{u})w_h)(z), \]

so that a summation over $z \in \mathcal{N}_h$ yields the self-adjointness. Moreover, we find that $(P(\breve{u})v_h(z) \cdot \breve{u}(z) = 0$ so that $P_h(\breve{u})v_h \in T_h(\breve{u})$. This and the self-adjointness imply the asserted orthogonality relation. \hfill \Box

Remark 3.2. The linearization of the length constraint at the nodes follows the approaches from [4, 15]. An averaged version of the related orthogonality has been considered in [14] by defining

\[ T_h^{\text{avg}}(u) = \{ \phi_h \in V_h : \Pi_h(u \cdot \phi_h) = 0 \}, \]

with the (scalar) $L^2$ projection $\Pi_h$ onto a finite element space. Defining $P_h^{\text{avg}}$ as the $L^2$ projection onto $T_h^{\text{avg}}$ leads to various stability estimates that require subtle arguments. The nodal variant considered here leads to simpler proofs of the estimates and allows for a straightforward numerical realization.
3.3. **Further properties of** $P_h$. We next establish stability and approximation properties of the discrete projection operator $P_h = T_h P$. Similar properties were shown in [1, Section 5] for the averaged discrete tangential projection $P_h^{\text{avg}}$. Although the results are similar, the proofs given here are immediate consequences of nodal interpolation estimates.

**Lemma 3.3** (Approximation). For $u_h \in V_h$ with $1/2 \leq |u_h| \leq 2$ define $\tilde{u}_h = N(u_h)$. For $k \in \{0, 1\}$ and $v_h \in V_h$ we have

$$
\|(P_h(\tilde{u}_h) - P(\tilde{u}_h))v_h\|_{H^k} \leq c h^{2-k} \|v_h\|_{W^{1,p}} \|\nabla u_h\|_{L^\infty}^2.
$$

**Proof.** We deduce the estimates from corresponding elementwise estimates. Since $v_h|_K$ is linear for every $K \in T_h$ we have

$$
\|(P_h(\tilde{u}_h) - P(\tilde{u}_h))v_h\|_{H^k} \leq c h^{2-k} \|D_h^2(P(\tilde{u}_h)v_h)\|_{L^\infty}.
$$

Incorporating Lemma 2.1 yields the estimate. 

For the continuous projection operator we have the local Lipschitz estimates from [1, Lemma 4.1], i.e., for $k \in \{0, 1\}$ and $u, \tilde{u} \in W^{k,\infty}(\Omega)$ with $|u|, |\tilde{u}| \leq 1$ in $\Omega$ and all $v \in W^{1,\infty}(\Omega)$ we have

$$
\|(P(u) - P(\tilde{u}))v\|_{H^k} \leq c \|v\|_{W^{k,\infty}} \|\tilde{u}\|_{W^{k,\infty}} \|u - \tilde{u}\|_{H^k}.
$$

The estimate follows from the identity

$$
-(P(u) - P(\tilde{u})) = ee^T + e\tilde{u}^T + \tilde{u}e^T
$$

with $e = u - \tilde{u}$. The discrete projection $P_h$ satisfies similar estimates.

**Lemma 3.4** (Discrete local Lipschitz estimate). Let $u_{*,h}, u_h \in V_h$ such that $1/2 \leq |u_{*,h}|, |u_h| \leq 2$ and define $\tilde{u}_{*,h} = N(u_{*,h})$ and $\tilde{u}_h = N(u_h)$. Then, for all $v_h \in V_h$ and $k \in \{0, 1\}$ we have that

$$
\|(P_h(\tilde{u}_{*,h}) - P_h(\tilde{u}_h))v_h\|_{H^k} \leq c \|v_h\|_{W^{k,\infty}} \|u_{*,h}\|_{W^{k,\infty}} \|u_{*,h} - u_h\|_{H^k},
$$

and

$$
\|(P_h(\tilde{u}_{*,h}) - P_h(\tilde{u}_h))v_h\|_{L^1} \leq c \|v_h\| \|u_{*,h} - u_h\|.
$$

**Proof.** Noting that, e.g., $P_h(\tilde{u}_{*,h})v_h = T_h(P(T_h \tilde{u}_{*,h})v_h)$, we deduce from Lemma 2.3 that

$$
\|(P_h(\tilde{u}_{*,h}) - P_h(\tilde{u}_h))v_h\|_{W^{k,p}} = \|T_h[(P(T_h \tilde{u}_{*,h}) - P(T_h \tilde{u}_h))v_h]\|_{W^{k,p}}
$$

$$
\leq c \|P(T_h \tilde{u}_{*,h}) - P(T_h \tilde{u}_h)\|_{W^{k,p}}.
$$

With (16) we thus find that

$$
\|(P_h(\tilde{u}_{*,h}) - P_h(\tilde{u}_h))v_h\|_{H^k} \leq c \|v_h\|_{W^{k,\infty}} \|T_h \tilde{u}_{*,h}\|_{W^{k,\infty}} \|T_h(\tilde{u}_{*,h} - \tilde{u}_h)\|_{H^k}.
$$

Using Lemmas 2.3 and 2.2 we verify the first estimate. The estimate in $L^1$ is obtained similarly using a Hölder inequality, the bound (17), and Lemmas 2.3 and 2.2.

Our third result is the $W^{1,p}$ stability of $P_h$. 

**Lemma 3.5** (Stability). For $u_h \in V_h$ with $1/2 \leq |u_h| \leq 2$ let $\tilde{u}_h = N(u_h)$. Then for $p \in \{2, \infty\}$ we have for every $v_h \in V_h$

$$
\|P_h(\tilde{u}_h)v_h\|_{H^{1,p}} \leq c\|v_h\|_{H^{1,p}} \|u_h\|_{W^{1,\infty}}^2.
$$

Proof. We note that $P_h(\tilde{u}_h)v_h = I_h(P(I_h\tilde{u}_h)v_h)$ and Lemma 2\(,\)3 verify that

$$
\|P_h(\tilde{u}_h)v_h\|_{H^{1,p}} \leq c\|P(I_h\tilde{u}_h)v_h\|_{H^{1,p}} \leq c\|I_h\tilde{u}_h\|_{W^{1,\infty}}^2 \|v_h\|_{H^{1,p}}.
$$

The application of Lemmas 2\(,\)3 and 2\(,\)2 proves the result. \(\square\)

4. Consistency estimates

We derive in this section consistency estimates for the fully discrete scheme under suitable regularity conditions adapting the approach from [1].

4.1. Consistency bound. Letting $u$ be a regular solution of (1) and using the mean-preserving Ritz projection $R_h$ and the normalization operator $N$ we define for $n = 0, 1, \ldots, N$

$$
u^n = u(t_n), \quad u^n_{s,h} = R_h u^n_s, \quad \tilde{u}^n_{s,h} = N(u^n_{s,h}^{-1}).
$$

For $u \in C^0(0,T,W^{2,\infty}(\Omega))$, using (14), we estimate

$$
\|\|u^n_{s,h} - 1\|_{L^\infty} \leq \|u^n_{s,h} - u^n_s\|_{L^\infty} \leq c\|u\|_{C^0(\Omega,T,W^{2,\infty})}.
$$

With this we deduce the uniform upper and lower bounds

$$
1/2 \leq |u^n_{s,h}(x)| \leq 2,
$$

for $n = 0, 1, \ldots, N$ with $h$ sufficiently small. This implies that $\tilde{u}^n_{s,h}$ is well defined. Both upper and lower bounds will be used repeatedly. We define the full discretization defect $d^h_n \in T_h(\tilde{u}^n_{s,h})$ via

$$
(d^h_n, \phi_h) = (d_t u^n_{s,h}, \phi_h) + (\nabla u^n_{s,h}, \nabla \phi_h)
$$

for all $\phi_h \in T_h(\tilde{u}^n_{s,h})$.

**Lemma 4.1** (Consistency). Assume that the solution $u$ of (1) satisfies (7). We then have

$$
\|d^n_h\| \leq c(h + \tau).
$$

Proof. Letting $D^n_h = d_t u^n_{s,h} - \Delta u^n_s$ the definition of $u^n_{s,h}$ shows

$$(d^n_h, \phi_h) = (D^n_h, \phi_h)
$$

for all $\phi_h \in T_h(\tilde{u}^n_{s,h})$. We abbreviate $D^n = d_t u(t_n) - \Delta u(t_n)$ and use that $P(u^n_s)D^n = 0$ with the symmetric matrix $P(u^n_s)$ to infer that

$$
(d^n_h, \phi_h) = (D^n_h, (P_h(\tilde{u}^n_{s,h}) - P(\tilde{u}^n_{s,h}))\phi_h)
$$

$$
+ (D^n_h - D^n, P(\tilde{u}^n_{s,h})\phi_h) + (D^n, (P(\tilde{u}^n_{s,h}) - P(u^n_s))\phi_h).
$$

Choosing $\phi_h = d^n_h$ leads to

$$
\|d^n_h\|^2 \leq \|D^n_h\| \|P_h(\tilde{u}^n_{s,h}) - P(\tilde{u}^n_{s,h})\|d^n_h\|
$$

$$
+ \|D^n_h - D^n\|\|d^n_h\| + \|D^n\|_{L^\infty} \|P(\tilde{u}^n_{s,h}) - P(u^n_s)\|\|d^n_h\|.
$$
Using (8) and \( W^{1,\infty} \) stability for \( R_h \), we have
\[
\| D_h^n \|_{L^\infty} \leq c(\| \partial_t u \|_{C^0(I_n, W^{1,\infty})} + \| \Delta u \|_{C^0(I_n, L^\infty)}). \tag{20}
\]

With Lemma 3.3 and the inverse estimate (10), we find that
\[
\| (P_h(\tilde{u}_{*,h}^n) - P(\tilde{u}_{*,h}^n)) dh \| \leq c \| D_h^n \| || \nabla u_h^* ||_{L^\infty} \leq c \| d_h^n \| \| u \|_{C^0(I_n, W^{1,\infty})}. \]

We next note that (20) implies
\[
\| D_h^n - D^n \| = \| d_t u_{*,h}^n - \partial_t u(t_n) \| \leq \tau \| \partial_t^2 u \|_{C^0(I_n, L^2)}.
\]

Furthermore, we have
\[
\| D^n \|_{L^\infty} \leq \| \partial_t u \|_{C^0(I_n, L^\infty)} + \| u \|_{C^0(I_n, W^{2,\infty})}.
\]

Finally, we use that \( |u_{*,h}^{n-1}| = 1 \) to deduce with (17) that
\[
\| P(\tilde{u}_{*,h}^n) - P(u_h^n) \| \leq c(\| N(u_{*,h}^{n-1}) - N(u_h^{n-1}) \| + \| u_{*,h}^{n-1} - u_h^n \|)
\leq c(\| u_{*,h}^{n-1} - u_h^n \| + \| u_{*,h}^{n-1} - u_h^n \|)
\leq c(h \| u \|_{C^0(I_n, H^2)} + \tau \| \partial_t u \|_{C^0(I_n, L^2)}).
\]

A combination of the estimates proves the result. \( \square \)

### 4.2. Residual estimate

The residual measures the violation of the numerical scheme by the Ritz projections of the exact solution relative to the orthogonality constraint defined by the numerical solution, i.e., we define \( r_h^n \in T_h(\tilde{u}_{*,h}^n) \) via
\[
(r_h^n, \phi_h) = (d_t u_{*,h}^n, \phi_h) + (\nabla u_{*,h}^n, \nabla \phi_h)
\]
for all \( \phi_h \in T_h(\tilde{u}_{*,h}^n) \). Note that the defect \( d_h^n \) defined in (19) belongs to the space \( T_h(\tilde{u}_{*,h}^n) \). The following lemma controls the difference.

**Lemma 4.2 (Residual).** Assume that the solution \( u \) of (1) satisfies (7) and that \( 1/2 \leq |u_{*,h}^{n-1}| \leq 2 \). We then have that
\[
\| r_h^n \| \leq c(\| d_h^n \| + \| u_{*,h}^{n-1} - u_h^n \|).
\]

**Proof.** Using the definition of \( u_{*,h}^n \), noting \( P_h(\tilde{u}_h^n)\phi_h = \phi_h \), incorporating the definition of \( d_h^n \), and abbreviating \( D_h^n = d_t u_{*,h}^n - \Delta u_h^n \), we have
\[
(r_h^n, \phi_h) = (D_h^n, P_h(u_{*,h}^n)\phi_h) + (D_h^n, (P_h(\tilde{u}_h^n) - P_h(u_{*,h}^n))\phi_h)
= (d_h^n, P_h(u_{*,h}^n)\phi_h) + (D_h^n, (P_h(\tilde{u}_h^n) - P_h(\tilde{u}_{*,h}^n))\phi_h).
\]

Hence, with \( \phi_h = r_h^n \) we deduce with Lemmas 3.4 and 3.5 that
\[
\| r_h^n \|^2 \leq c(\| d_h^n \| + \| D_h^n \|_{L^\infty} \| u_{*,h}^{n-1} - u_h^n \|) \| r_h^n \|.
\]

Incorporating (20) implies the result. \( \square \)
4.3. Test function correction. By subtracting \( \| P_h(\hat{u}^n_h) \| H^1 \) from \( \| P_h(\hat{u}^n_h) \| H^1 \), the residuals \( r^n_h \) gives rise to the error equation

\[(d_t e^n_h, \phi_h) + (\nabla e^n_h, \nabla \phi_h) = -(r^n_h, \phi_h)\]

with \( e^n_h = u^n_h - u^n_{*h} \) and for all \( \phi_h \in T_h(\hat{u}^n_h) \). Since \( d_t e^n_h \) is in general not an admissible test function, we follow \[1\] and use \( P_h(\hat{u}^n_h)d_t e^n_h \). The following lemma controls the corresponding correction error.

**Lemma 4.3** (Projected test function). Assume that the solution \( u \) of \[1\] satisfies \[7\] and that \( 1/2 \leq |u^n_{n-1}| \leq 2 \). There exist functions \( s^n_h, q^n_h \in V_h \) such that

\[(I - P_h(\hat{u}^n_h))d_t e^n_h = s^n_h + q^n_h\]

and, for \( k = 0, 1 \),

\[\| s^n_h \|_{H^1} \leq c(h + \tau), \quad \| q^n_h \|_{H^k} \leq c\| e^n_{n-1} \|_{H^k}.\]

**Proof.** Since \( (I - P_h(\hat{u}^n_h))d_t u_h^n = 0 \) we have that

\[(I - P_h(\hat{u}^n_h))d_t e^n_h = -(I - P_h(\hat{u}^n_{*h}))d_t u_{*h}^n - (P_h(\hat{u}^n_{*h}) - P_h(\hat{u}^n_h))d_t u_{*h}^n\]

\[= s^n_h + q^n_h.\]

(i) To estimate \( s^n_h \) we note that \( (I - P(u^n_h))\partial_t u(t_n) = 0 \) and write

\[s^n_h = (\partial_t u(t_n) - d_t u_{*h}^n) + (P(u^n_{*h})\partial_t u(t_n) - P(h(\hat{u}^n_{*h})d_t u_{*h}^n) =: \alpha + \beta.\]

We have

\[\| \alpha \|_{H^1} \leq \| d_t u_{*h}^n - d_t u_h^n \|_{H^1} + \| d_t u_{*h}^n - \partial_t u(t_n) \|_{H^1}\]

\[\leq c h \| \partial_t u \|_{C^0(I_n, H^2)} + c\tau \| \partial_t^2 u \|_{C^0(I_n, H^1)}.\]

To estimate for \( \beta \) we write

\[\beta = (P_h(\hat{u}^n_{*h}) - P_h(\hat{u}^n_h))d_t u_{*h}^n + P(\hat{u}^n_{*h})d_t u_{*h}^n - \partial_t u(t_n))\]

\[+ (P(\hat{u}^n_{*h}) - P(u^n_{*h}))\partial_t u(t_n) =: \beta_1 + \beta_2 + \beta_3.\]

Using Lemma \[3.3\] and the \( H^1 \)- and \( W^{1,1} \)-stability of \( R_h \) leads to

\[\| \beta_1 \|_{H^1} \leq c h \| d_t u_{*h}^n \|_{H^1} \| \nabla u_{*h}^{n-1} \|_{L^\infty}\]

\[\leq c h \| \partial_t u \|_{C^0(I_n, H^1)} \| u \|_{C^0(I_n, W^{1,\infty})}.\]

Using an \( H^1 \)-bound for \( P \), Lemma \[2.1\] and \( H^1 \)-stability of \( R_h \) shows that

\[\| \beta_2 \|_{H^1} \leq c \| \tilde{u}_{*h}^n \|_{W^{1,\infty}}^2 \| d_t u_{*h}^n - \partial_t u(t_n) \|_{H^1}\]

\[\leq c \| u_{*h}^{n-1} \|_{W^{1,\infty}}^2 (\| d_t u_{*h}^n - d_t u_{*h}^n \|_{H^1} + \| d_t u_{*h}^n - \partial_t u(t_n) \|_{H^1})\]

\[\leq c \| u \|_{C^0(I_n, W^{1,\infty})}^2 (h \| \partial_t u \|_{C^0(I_n, H^2)} + \tau \| \partial_t^2 u \|_{C^0(I_n, H^1)}),\]

Finally, using \[16\] and Lemma \[2.2\] we verify that

\[\| \beta_3 \|_{H^1} \leq c \| u_{*h}^{n-1} \|_{W^{1,\infty}} \| \partial_t u(t_n) \|_{W^{1,\infty}} \| \tilde{u}_{*h}^n - u_{*h}^n \|_{H^1}\]

\[\leq c (\| u_{*h}^{n-1} - u_{*h}^{n-1} \|_{H^1} + \| u_{*h}^{n-1} - u_{*h}^n \|_{H^1})\]

\[\leq c(h \| u \|_{C^0(I_n, H^2)} + \tau \| \partial_t u \|_{C^0(I_n, H^1)}).\]
This implies the estimate for $s^n_h$.

(ii) To bound $q^n_h$ we use Lemma 3.4 to verify that

$$\|q^n_h\|_{H^k} \leq c \|d_t u^n_{s,h}\|_{W^{1,\infty}} \|u^n_{s,h}\|_{W^{1,\infty}} \|u^n_{s,h} - u^n_{h}\|_{H^k}.$$  

The $W^{1,\infty}$ stability of $R_h$ implies that $\|u^n_{s,h}\|_{W^{1,\infty}} \leq c \|u\|_{C^0(I_n, W^{1,\infty})}$ and, incorporating (8), imply

$$\|d_t u^n_{s,h}\|_{W^{1,\infty}} \leq c \|d_t u^n_{s,h}\|_{W^{1,\infty}} \leq c \|d_t u\|_{C^0(I_n, W^{1,\infty})}.$$  

A combination of the estimates proves the estimates for $\|q^n_h\|_{H^k}$. \qed

Remark 4.4. In the application of Lemmas 4.1, 4.2 and 4.3 only weighted sums of the squares of $\|d^n_h\|$ and $\|s^n_h\|_{H^2}$ are needed, cf. Lemma 5.1. Therefore, the conditions $u \in C^1([0,T], H^1(\Omega) \cap W^{1,\infty}(\Omega))$ and $u \in C^2([0,T], H^1(\Omega) \cap W^{1,\infty}(\Omega))$ can be replaced by the weaker requirements $u \in H^1([0,T], H^1(\Omega) \cap W^{1,\infty}(\Omega))$ and $u \in H^2([0,T], H^1(\Omega))$, respectively.

5. Error analysis

The following lemma provides a discrete error estimate for the difference between the numerical solutions and the Ritz projections of a regular solution. It results from a stability argument for the error equation (22).

Lemma 5.1 (Error equation stability). Let $(u^n_h)_{n=0,...,N}$ solve (9), and define $u^n_{s,h} = R_h(u(t_n))$ for a solution $u$ of (11) satisfying (7). Then for $h, \tau > 0$ sufficiently small, the discrete error $e^n_h = u^n_h - u^n_{s,h}$ satisfies

$$\max_{n=0,...,N} \|e^n_h\|^2_{H^1} \leq c_{\text{stab}} B^2_{h,\tau},$$

where $B_{h,\tau}$ is defined via

$$B^2_{h,\tau} = \|e^0_h\|^2_{H^1} + \tau \sum_{n=1}^N \left(\|d^n_h\|^2 + \|s^n_h\|^2_{H^1}\right),$$

provided that $B^2_{h,\tau} \leq c^2_B h$ with $c_B$ sufficiently small.

If $\|e^0_h\|_{H^1} \leq c h$ then Lemmas 4.1 and 4.3 imply that $B_{h,\tau} \leq c(h + \tau)$ so that the condition of Lemma 5.1 is satisfied if $\tau \leq \tau_m h^{1/2}$ with $\tau_m > 0$ sufficiently small. The error estimates for the Ritz projections imply that

$$\max_{n=0,...,N} \|u(t_n) - u^n_{s,h}\|_{H^1} \leq c(h + \tau).$$

This implies the result of Theorem 1.1. Moreover, the inverse estimate (11) shows $1/2 \leq |u^n_{h} - 1| \leq 2$ and Lemma 2.2 implies that for the normalized approximations $N(u^n_h)$ we have

$$\|u(t_n) - N(u^n_h)\|_{H^1} = \|N(u(t_n)) - N(u^n_h)\|_{H^1} \leq c \|u(t_n) - u^n_{h}\|_{H^1},$$

so that these satisfy the same approximation properties. We note that in view of a sharper inverse estimate the step-size condition can be weakened to $\tau \leq \tau_m (1 + |\log h|)^{-1}$ if $n_\Omega = 2$ and $\tau \leq \tau_m$ if $n_\Omega = 1$. 

Proof. (i) To ensure the stability of the normalization the uniform bound \(1/2 \leq |u_h^{n-1}| \leq 2\) is needed. We argue by induction and assume that \((23)\) holds with \(N\) replaced by \(N' - 1\). For \(N' - 1 = 0\) this is satisfied since by definition of \(B_{h,\tau}\) we have \(\|e_h^0\|_{H^1} \leq B_{h,\tau}\). Then, the inverse estimate \((11)\) and the assumption on \(B_{h,\tau}\) with \(c_B\) small enough imply that

\[
\|e_h^{n-1}\|_{L^\infty}^2 \leq c_{\text{inv}}^2 h^{-1} \|e_h^{n-1}\|_{H^1}^2 \leq c_{\text{inv}}^2 h^{-1} c_{\text{stab}}^2 B_{h,\tau}^2 \leq c_{\text{inv}}^2 c_{\text{stab}}^2 c_B^2 \leq \frac{1}{16},
\]

for all \(n \leq N'\). We then deduce with \((14)\) that

\[
\|u_h^{n-1} - 1\|_{L^\infty} \leq \|u_h^{n-1} - u_0^{n-1}\|_{L^\infty} \leq \|e_h^{n-1}\|_{L^\infty} + \|u_0^{n-1} - u_0^{n-1}\|_{L^\infty} \leq \frac{1}{2}
\]

for \(h\) sufficiently small.

(ii) For \(n \leq N'\) we test the error equation \((22)\) by \(\phi_h = P_h(\tilde{u}_h^n) d_t e_h^n \in T_h(\tilde{u}_h^n)\) and use Lemma \((4.3)\) which shows \(\phi_h = d_t e_h^n - s_h^n - q_h^n\). This leads to

\[
\|d_t e_h^n\|^2 + (\nabla e_h^n, \nabla d_t e_h^n) = (d_t e_h^n, s_h^n + q_h^n) + (\nabla e_h^n, \nabla (s_h^n + q_h^n))
\]

With a binomial formula and Hölder and Young inequalities we deduce that

\[
\|d_t e_h^n\|^2 + \frac{d_t}{2}\|\nabla e_h^n\|^2 + \frac{\tau}{2}\|d_t e_h^n\|^2
\]

\[
\leq \frac{1}{2}\|d_t e_h^n\|^2 + 2\|s_h^n + q_h^n\|^2 + 2\|r_h^n\|^2 + \frac{1}{2}\|\nabla e_h^n\|^2 + \frac{1}{2}\|\nabla (s_h^n + q_h^n)\|^2.
\]

To obtain the full \(H^1\)-norm of \(e_h^n\) on the left-hand side we note that

\[
\frac{d_t}{2}\|e_h^n\|^2 + \frac{\tau}{2}\|d_t e_h^n\|^2 = (e_h^n, d_t e_h^n) \leq \frac{1}{2}\|e_h^n\|^2 + \frac{1}{2}\|d_t e_h^n\|^2.
\]

Hence, by adding \((1/2)\|e_h^n\|^2\) to both sides of \((24)\) we find

\[
\frac{d_t}{2}\|e_h^n\|^2 + \frac{\tau}{2}\|d_t e_h^n\|^2 \leq 2\|s_h^n + q_h^n\|^2 + 2\|r_h^n\|^2 + \frac{1}{2}\|e_h^n\|^2_{H^1} + \frac{1}{2}\|\nabla (s_h^n + q_h^n)\|^2.
\]

Multiplication by \(2\tau\) and summation over \(n = 1, 2, \ldots, n'\) with \(n' \leq N'\) show that

\[
\|e_h'^n\|^2_{H^1} \leq \|e_h^0\|^2_{H^1} + \tau \sum_{n=1}^{n'} \|e_h^n\|^2_{H^1} + 4\tau \sum_{n=1}^{n'} (\|s_h^n + q_h^n\|^2_{H^1} + \|r_h^n\|^2).
\]

Absorbing \(\|e_h'^n\|^2_{H^1}\) for \(\tau\) sufficiently small and incorporating Lemmas \((4.2)\) and \((4.3)\) leads to

\[
\|e_h'^n\|^2_{H^1} \leq c_1 \tau \sum_{n=1}^{n'-1} \|e_h^n\|^2_{H^1} + c_2 B_{h,\tau}^2
\]

for all \(n' = 1, 2, \ldots, N'\). A discrete Gronwall inequality proves

\[
\max_{n'=1,\ldots,N'} \|e_h'^n\|^2_{H^1} \leq \max_{n=1,\ldots,N} \|e_h^n\|^2_{H^1} \leq c_{\text{stab}} B_{h,\tau}^2,
\]
with $c_{\text{stab}} = \exp(c_1\tau N) \leq \exp(c_1T)$ independently of $N'$. Hence, \cite{23} holds with $N'$ and this completes the induction argument. \hfill $\square$
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