Benchmarking non-simulable quantum processes via symmetry conservation
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As quantum devices scale up, many-body quantum gates and algorithms begin to surpass what is possible to simulate classically. Validation methods which rely on such classical simulation, such as process tomography and randomized benchmarking, cannot efficiently check correctness of most of the processes involved. In particular non-Clifford gates are a requirement for not only universal quantum computation but for any algorithm or quantum simulation that yields fundamental speedup in comparison with its classical counterpart. We show that it is in fact still possible to validate such non-simulable processes by taking advantage of expected or engineered conservations laws in the system, combined with a unitary one-design strategy to randomize errors over the computational Hilbert space. We show that in the context of (fault-tolerant) quantum error correction, we can construct a one-design using the logically encoded Clifford group over the engineered error-free stabilizer subspace to obtain average error for arbitrary logically-encoded gates and algorithms. In the case of benchmarking simulation of physical systems, these can have various exotic symmetries over which one-design strategies can nonetheless be constructed. We give examples for fermionic systems which conserve particle number, as well as for the Fermi-Hubbard model. The symmetry benchmarking method preserves robustness to state preparation and measurement imperfections.

A requirement for the successful development of quantum technologies, in addition to designing performance enhancing protocols, and building hardware on which they can run, is being able to ascertain their high-fidelity operation.

This subfield of quantum information broadly groups together the verification, benchmarking, or characterization of underlying black-box physical processes. Which metric can be evaluated typically depends on its complexity. For example, verification of cryptographic black-box security can often be demonstrated via a Bell test [1, 2], while potential solutions to NP problems can be verified classically in polynomial time [3]. On the other hand, full characterization of an unknown process through process tomography scales exponentially with system size and thus is tractable only for small dimension or sparse Liouvlillians [4–7]. A third branch of validation methods has been developed known as Randomized Benchmarking (RB) [8, 9], which scales polynomially with system size and amplifies deviations from the ideal process with respect to other sources of error such as preparation and measurement.

However, complex dynamical protocols such as digital quantum computation [10], adiabatic quantum computation [11], and quantum simulation [12–22] are typically useful because classical emulation of the same tasks can require significantly more time. Yet most processes that can be validated to date involve only classically simulable ideal outcomes. As such, earlier proposals to expand the purview of RB, to include benchmarking individual operations [23], to remove assumptions about leakage and gate-dependent errors [24], and to test certain non-Clifford gates using a different basis [25–27], are nonetheless restricted to processes that have efficient equivalent classical circuits. The benchmarking of arbitrary evolution on the other hand, has shown to result in exponential scaling [28, 29].

In this work, we present a method to efficiently verify symmetry conservation laws in sequences of arbitrary quantum operations. We achieve this by drawing a distinction between randomizing input states to the unknown noise afflicting a finite group of operations (which allows diffusion of errors into a single average error channel), and the random output state of a sequence of quantum operations due to the inherent complexity of a large random Hilbert space. The latter can nonetheless exhibit structure in the form of either inherent stabilized subgroups (due to the form of the dynamics) or engineered redundancies (due to large Hamming distances in encoded subspaces). These conservation laws can of course vary between applications, but typically be found anywhere from the algorithmic level down to the hardware implementation level. Mathematically, to this end, we generalize the benchmarking requirements to eliminate the use of a so-called ‘2-design’, for which the randomization over the finite group must be classically tracked and subsequently inverted (hence the process is ‘squared’). Instead, by constructing a ‘1-design’ strategy, we randomize not only the process itself, but also the desired final outcome within given boundaries. We derive a suitable generalized metric to assess error propagation outside of any problem-specific conserved subspace.

We conclude with some examples of typical conserved computational spaces. As the simplest application of the algorithm, at the lowest level of hardware architecture, we often see computational spaces whose population is preserved (e.g. avoiding auxiliary or leakage subspaces [24]). More generally, local quantum gate operations will have some number of invariants, which they conserve by virtue of being typically generated by low rank
operators. Many-body quantum simulations of more exotic physical system also offer many examples of conserved symmetries. In this work we give in particular prescriptions for how to use number conservation and parity conservation to benchmark population degradation. Finally, at the highest algorithmic level, quantum annealing, cryptography, and fault-tolerant computation all use enforced redundant information to improve system performance. We detail how to use stabilizer-code conservation to benchmark average error propagation in such encoded systems.

**Symmetry Benchmarking Protocol** – We wish to assess a given (set of) error channel(s) that take us out of a restricted subspace \( \mathcal{H}_0 \). The ideal dynamics of the system preserve the eigenstates of a conserved operator \( \hat{C} \), i.e. a stabilizer of the system. Let \( \lambda_i \) be the degenerate eigenvalues of \( \hat{C} \). To conserve the symmetry, all operations in the algorithm (gates) must be block–diagonal in the \( \hat{C} \)--eigensystem, with the blocks corresponding to the eigenspaces.

The approach of the proposed protocol is to find an error channel \( \Lambda \) as a unitary one–design on any of the eigenspaces of \( \Lambda \) over \( \mathcal{H} \). We make use of the following definition: the product ensures the correct succession of the quantum matrices (superoperators) and the inverse order of \( H \).

Here \( \text{Tr} \) is a completely positive, trace preserving map, the entries on its matrix representation are real and positive and hence the absolute values of the \( \lambda_i \) are smaller than or equal to one due to the Perron–Frobenius theorem [31–33]. This implies that the population decay can be fitted with just a few exponential decays despite the maximum number of different eigenvalues scaling as \( d^2 \equiv 2^{2n} \) [24]. Finally, we can extract the averaged error \( \mu \) per time step as

\[
\mu = 1 - \int_{SU(d_0)} \text{Tr}_{\gamma_0} \left[ \Lambda \left( \hat{U} \rho_0 \hat{U}^\dagger \right) \right] \, d\hat{U}
\]

\[
= 1 - \frac{1}{|\gamma\rangle} \sum_{D \in \gamma} \text{Tr}_{\gamma_0} \left[ (\Lambda D) \left( \rho_0 \right) \right] = 1 - \Gamma_1,
\]

namely, the symmetry breaking of \( \hat{C} \). The protocol inherits robustness against state preperation and measurement (SPAM) errors, similarly to Clifford benchmarking protocols [8, 9, 24]. This stabilizer leakage quantifies the error accumulation for any error channel that causes decays out of it. When all error channels are predominantly manifest via decay out of the conserved subspace (i.e. the Hamming distance of the stabilized symmetry is large), this gives a metric for the cumulative average Haar-measure error. We will give examples for both cases.

**Benchmarking arbitrary operations** – The error randomization over the one-design allows us to also benchmark operations outside of the set \( \mathcal{D} \). Thus, we introduce a second set of operations that we want benchmark with respect to the error channel, which we call \( \mathcal{I} \), containing one, several or all possible gates of the algorithm. Inspired by Interleaved Randomized Benchmarking (IRB) [23] we interleave the random \( \mathcal{D} \)-sequence with random elements of \( \mathcal{I} \) to assess a combined stabilizer decay \( \mu_{\mathcal{ID}} \). The symmetry preservation for that combined sequence of length \( 2y \) gives

\[
\Gamma_y = \frac{1}{y \sharp \mathcal{D}} \sum_{\{D_j\} \in \mathcal{D}^y} \text{Tr}_{\gamma_0} \left[ \prod_{j=y}^1 (\Lambda D_j) \left( \rho_0 \right) \right].
\]

Here \( \text{Tr}_{\gamma_0} [\cdot] \) denotes the trace over the preserved subspace \( \mathcal{H}_{\gamma_0} \), the unhatted gates describe the effect on density matrices (superoperators) and the inverse order of the product ensures the correct succession of the quantum gates. We make use of the following definition: the half twirl of \( A \) over \( \mathcal{D} \) is \( \Lambda_{\text{twirl}} = \frac{1}{\sharp \mathcal{D}} \sum_{D \in \mathcal{D}} AD \), in contrast to the usual twirl \( \Lambda_{\text{twirl}} = \frac{1}{\sharp \mathcal{C}} \sum_{C \in \mathcal{C}} CAC^{-1} \) over a group \( \mathcal{C} \) [30]. Similarly to the arguments in [24], \( \Lambda_{\text{ht}} \) to the power of \( y \) is acted on by a linear functional, hence it can be simplified to

\[
\Gamma_y = \text{Tr}_{\gamma_0} \left[ \Lambda_{\text{ht}}^y \left( \rho_0 \right) \right] = \sum_i \alpha_i \lambda_i^y
\]

As \( \Lambda_{\text{ht}} \) is a completely positive, trace preserving map, the entries on its matrix representation are real and positive and hence the absolute values of the \( \lambda_i \) are smaller than or equal to one due to the Perron–Frobenius theorem [31–33]. This implies that the population decay can be fitted with just a few exponential decays despite the maximum number of different eigenvalues scaling as \( d^2 \equiv 2^{2n} \) [24]. Finally, we can extract the averaged error \( \mu \) per time step as

\[
\mu = 1 - \int_{SU(d_0)} \text{Tr}_{\gamma_0} \left[ \Lambda \left( \hat{U} \rho_0 \hat{U}^\dagger \right) \right] \, d\hat{U}
\]

\[
= 1 - \frac{1}{|\gamma\rangle} \sum_{D \in \gamma} \text{Tr}_{\gamma_0} \left[ (\Lambda D) \left( \rho_0 \right) \right] = 1 - \Gamma_1,
\]

namely, the symmetry breaking of \( \hat{C} \). The protocol inherits robustness against state preperation and measurement (SPAM) errors, similarly to Clifford benchmarking protocols [8, 9, 24]. This stabilizer leakage quantifies the error accumulation for any error channel that causes decays out of it. When all error channels are predominantly manifest via decay out of the conserved subspace (i.e. the Hamming distance of the stabilized symmetry is large), this gives a metric for the cumulative average Haar-measure error. We will give examples for both cases.
Quantum chemistry: number conservation — A prominent symmetry in quantum simulation of physical systems, as well as many gate architectures for quantum computing (e.g., iSWAP interactions) is the conservation of excitation or particle number. Most commonly, this symmetry arises when mapping from the para-fermionic to the fermionic basis [34–37]. The electron number operator \( \hat{n} \equiv \sum_i \hat{\sigma}_i^z \) divides the Hilbert space into \( n+1 \) eigenspaces \( \mathcal{H}_n \) with \( 0 \leq \gamma \leq n \) excited qubits and dimension \( \gamma \) itself.

To properly define the conditions for \( \mathcal{D} \) being a one-design we have to review and define a basis for the Hilbert space \( \mathcal{R}_{\gamma_0} \) of density operators of states in \( \mathcal{H}_{\gamma_0} \). \( \mathcal{R}_{\gamma_0} \) can be seen as the union of \( \{ \vert i\rangle \langle i \vert \}_{i \in \mathcal{H}_{\gamma_0}} \), \( \{ \vert i\rangle \langle j \vert + \vert j\rangle \langle i \vert \}_{i,j \in \mathcal{H}_{\gamma_0}, i < j} \) and \( \{ -i \vert i\rangle \langle j \vert + i \vert j\rangle \langle i \vert \}_{i,j \in \mathcal{H}_{\gamma_0}, i < j} \) which we denote \( \{ B_i \} \), \( \{ X_{ij} \} \) and \( \{ Y_{ij} \} \) respectively. Let \( \mathcal{D} \) be the one-design acting on \( \mathcal{R}_{\gamma_0} \), then \( \sum_{D \in \mathcal{D}} D \) maps any density matrix onto the completely mixed state. The action of the one-design in this basis can then be simply rewritten as

\[
\frac{1}{\vert \mathcal{D} \vert} \sum_{D \in \mathcal{D}} D \vert B_i \rangle = \frac{1}{d_0} \sum_k \vert B_k \rangle
\]

(§1)

\[
\sum_{D \in \mathcal{D}} D \vert X_{ij} \rangle = 0
\]

(§2)

\[
\sum_{D \in \mathcal{D}} D \vert Y_{ij} \rangle = 0,
\]

(§3)

with \( \dim(\mathcal{H}_{\gamma_0}) = d_0 \). Because of the linearity of Eq. 1, these are the only nontrivial conditions needed for constructing a unitary one-design. Focusing on (§1), we want to ensure that by sampling over \( \mathcal{D} \) the transition between each two basis states is realized with equal probability. We implement this using arbitrary qubit permutations to randomly redistribute the excited qubits’ sites. We populate each basis state with equal probability. Averaging over the one-design, this yields the completely mixed state of \( \mathcal{H}_{\gamma_0} \) regardless of the initial state, thus satisfying (§1). Note that although qubit permutations implement all transitions between two states it is not equivalent to state permutation. This is in fact crucial for the scalability of this solution and shows importance in the following section.

To examine the remaining conditions (§2) and (§3), we examine the effect of the qubit permutations via iSWAPs on the \( X_{ij} \) and \( Y_{ij} \) matrix elements, where each element again is mapped onto a density operator \( X_{ij} \), or \( Y_{ij} \) on the space \( \mathcal{R}_{\gamma_0} \) corresponding to the preserved number of excited qubits. Introducing a uniformly random \( \pm 1 \) phase between every two states ensures that those occur with opposite signs equally likely, hence sum up to zero, satisfying (§2) and (§3). This random phase is not inherently given by the phases included in the iSWAPs but easily achieved by a probability \( 1/2 \) \( \delta_z \) gate on every qubit. This matches our intuition that \( X_{ij} \) and \( Y_{ij} \) represent coherent phases between states so that randomizing all phases should eliminate them. The above protocol using the derived unitary one-design is simulated in Fig. 1 on a five qubit system which is initialized in a state which has three excited qubits. Every permutation of qubits consists of iSWAPs which, in this example, contain pre-defined errors on the pair of qubits. The error channel is derived as a unitary operator close to the identity acting on a four-qubit Hilbert space, then tracing out two qubits. The \( \gamma = 3 \) subspace is benchmarked via a fit of the population decay to have an average population leakage of \( \mu = 88\% \) and \( \Gamma_1 = 99.12 \).

The dynamics of the random sequence can be viewed even more simply. Since applying \( \sum_{D \in \mathcal{D}} D \) twice is equivalent to a single application, reviewing the average symmetry preservation of equation (2) gives

\[
\Gamma_y = \frac{1}{\vert \mathcal{D} \vert^2 2^y} \sum_{\{C_j\} \in \mathcal{D}^y} \sum_{\{D_j\} \in \mathcal{D}^y} \text{Tr}_{\gamma_0} \left[ \left( \prod_{j=y}^{\gamma} (C_j A D_j) \right) \left( \hat{\rho}_0 \right) \right] 
\]

(8)

The updated \( \Lambda'_n = \frac{1}{\mathcal{D}^y} \sum_{C,D} C A D \) commutes with any unitary evolution within subspaces \( \mathcal{H}_\gamma \), and can therefore be reduced to simple transition rates between those subspaces. This not only provides a more easily approachable concept but gives the intuition for the Ansätze in the following sections.

Fermi–Hubbard model and parity conservation — A symmetry that is often encountered in quantum technologies, such as for measurement-based entanglement generation and for error correction is parity-preserving operations. In the context of quantum simulation, it appears in the Fermi–Hubbard model, used to study strongly correlated electrons in condensed matter physics including basic atomic structure and second quantization [38]. The computationally most costly parts of its simulations can in principle be resolved by medium sized quantum computers [39]. While some of the Hamiltonians employed in that scheme are number conserving and can be treated using the set \( \mathcal{D} \) derived previously, others are not, namely, the terms which induce superconductivity to the model. However, these terms always change the electron number by two (a Cooper pair), preserving parity.
As the Fermi–Hubbard model involves an even number \( n \) of electron sites/qubits, the subspaces \( \mathcal{H}_{\text{even}} \) and \( \mathcal{H}_{\text{odd}} \) are of equal dimension \( 2^{n-1} \); it is in principle possible to map the \( n - 1 \) qubit Clifford group onto those subspaces, but such a protocol would map single qubit gates into multiqubit ones and visa versa, yielding a potentially exponential increase in gate complexity. Instead, we refrain from finding a new unitary one-designs for \( \mathcal{H}_{\text{even}} \) and \( \mathcal{H}_{\text{odd}} \) but rely on the transition rates derived previously. The symmetry preservation on the even subspace for only one individual gate \( I \) is

\[
\Gamma_1 = \frac{1}{2^{\mathcal{D}}} \sum_{D \in \mathcal{D}_{\text{even}}} \text{Tr}_{\text{even}}[(I \Lambda_I \Lambda_D)(\hat{\rho}_0)]
\]

\[
= \frac{1}{2^{n-1}} \text{Tr}_{\text{even}}[(I \Lambda_I \Lambda_D)(\hat{1}_{\text{even}})]
\]

as a unitary one-design on the even subspace would map to the identity thereon. Writing it as sum of the identities of different subspaces gives

\[
= \sum_{\gamma_{\text{even}}} \frac{d_{\gamma}}{2^{n-1}} \sum_{D \in \mathcal{D}} \text{Tr}_{\text{even}}[(I \Lambda_I \Lambda_D)(\hat{\rho}_\gamma)]
\]

\[
\equiv \sum_{\gamma_{\text{even}}} \frac{d_{\gamma}}{2^{n-1}} \Gamma_1^\gamma,
\]

where \( \hat{\rho}_\gamma \) is an initial state in the respective subspace. Each of those \( \Gamma_1^\gamma \) can be derived by sequences of the usual form; an estimation for \( \mu_Z \) can be obtained for each subspace via interleaved symmetry benchmarking and subsequently an overall estimation can be found. As there are only \( n/2 \) or \( n/2 + 1 \) different subspaces, this scales linearly in \( n \) and is therefore efficiently scalable in the number of qubits. The protocol also translates easily to a set \( \mathcal{I} \) of gates allowing for an efficient symmetry benchmarking; Figure 2 shows the data of a simulation for six qubits where we benchmark the symmetry preservation on the even subspace for a interleaved gate \( I = \sigma_2 \sigma_3 + \sigma_2^\dagger \sigma_3^\dagger \) with an exact symmetry breaking of \( \mu_1 = .30\% \). Extracting \( \mu_{\text{ISB}} = .86\% \) and \( \mu_D = .51\% \) provides an estimate of \( \mu_1 = .35\% / \Gamma_1 = 0.9965 \) which is remarkably close to the actual values as \( \Lambda_I \) is not the dominating error term. This better-than-expected performance is similar to observations from Interleaved Randomized Benchmarking [23].

Benchmarking logically encoded processes – This protocol allows benchmarking not only inherent symmetries in (simulated) physical systems, but engineered symmetries for which the vast majority (asymptotically speaking) of error leaks through particular ‘syndrome’ states, that is, avoiding direct transitions between logical stabilizer eigenstates. In this case, we can expect to not only quantify important sources of error, but all sources of error present. There are many examples of engineered redundancy for the purposes of error suppression or monitoring, most notably in (fault-tolerant) quantum error correcting codes (ECC), but also in quantum cryptography, simulation, and adiabatic quantum computation.

Here we are interested in showing that we can obtain error metrics that are amplified and immune to SPAM, as in standard RB, but also that it allows us to do so for entire algorithms and arbitrary logical gates, such as non-Clifford gates which are fundamental to the logically-encoded quantum computation.

We consider here a Hilbert space encoded in the form \( \mathcal{H} = \{0,1\}^n \otimes \{0,1\}^m \) where the latter space is used for syndrome measurements. It can be written as \( \mathcal{H} = \mathcal{H}_{\text{comp}} \oplus \mathcal{H}_{\text{err}} \), with \( \mathcal{H}_{\text{comp}} \equiv \{0,1\}^n \otimes \{|\Psi_+\rangle\} \). A logical operation \( L_j \) at time step \( j \) in the ECC consists of a subsequence \( G_j \) of (faulty) local gates, followed by syndrome measurement \( M_j \) in \( \mathcal{H}_{\text{err}} \) and correction feedback \( F_j \) towards \( \mathcal{H}_{\text{comp}} \). As before, to do randomized benchmarking of one component we require that no phase relationship is built up with the second, for which we use a generalized operation \( R_j \). The one-design sequence can then be written as

\[
\Gamma_y = \frac{1}{2^{|\mathcal{C}_y|}} \sum_{(c_j) \in \mathcal{C}_y} \text{Tr}_{\text{comp}}\left[\left(\prod_{j=y}^{1}(\Lambda_j R_j C_j)\right) \hat{\rho}_0\right]
\]

where \( C_j \) are logically-encoded Clifford gates prior to error correction. As with the general protocol and the examples discussed above, we again ensure we take the correct group average that reduces our error channel to a depolarizing one; in the present case we do so using the half-twirl using the Clifford group amended with phase randomization between the \( \mathcal{H}_{\text{err}} \) and \( \mathcal{H}_{\text{comp}} \) subspaces. There are actually different ways to do this. As with the number conservation, we can do it with single-qubit phase gates on the physical qubits, i.e. \( R_j = Z_j^m \). Another way to randomize the phase is with syndrome measurements, i.e. \( R_j = M_j \). Yet another (more subtle) way is to apply both a syndrome measurement (throwing away the result) and a randomly chosen correction operation \( F_j \) from amongst the possible correction operations \( \{F_j\} \), so that \( R_j = F_j M_j \). At the end, one obtains an average error per gate estimate of the compound operation \( RC \), i.e. \( \mu_{RC} \). Since we can obtain the single-qubit error
rates ($\mu_2$) from standard randomized benchmarking of the logical Clifford operations [40], we can simply derive estimates for the other components as $\mu_C \approx \mu_{RC} - \mu_R$, as with standard interleaved benchmarking.

Using the above protocol, we now have a means to obtain the decay rate into the $\mathcal{H}_{err}$ subspace. Note that this does not correspond to a logical error since the vast majority of these events are suppressed by the error correction feedback. Nonetheless, we can use the protocol with interleaved gates to benchmark arbitrary logical operations $G$ with respect to this error channel, obtaining $\mu_G$. If we further make the standard assumption from ECC that correlated errors longer than the distance $d$ of the code are negligible, we can then simply upperbound the logical error rate corresponding to computational faults as $\mu_G^d < (\mu_F + \mu_M + \mu_G)^d$. Note also that the above considerations could be particularly insightful for concatenated error codes, where the logical error rate at one layer corresponds to the physical error rate at the layer above. For concatenated codes as well as for other ECC protocols, benchmarking non-Clifford gates is pivotal to fault-tolerant universal quantum computation.

Conclusion — Both quantum simulation and universal quantum computation involve complex processes that cannot be efficiently predicted classically. We show that this restriction does not prohibit their validation, provided the implementation being benchmarked can be found or engineered to conserve symmetries in the system. Such is the case for many quantum simulation tasks, such as fermionic systems and the Fermi-Hubbard model, as well as for fault-tolerant quantum computation, where stabilizers of error correcting codes are preserved by logical operations. We present a symmetry benchmarking protocol relying on randomization via unitary one-designs on conserved subspaces, that allows extraction of average channel error while maintaining robustness to state preparation and measurement imperfections.
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