Defining Cut Point for Kullback-Leibler Divergence to Detect Answer Copying

Arzu Uçar 1,*, Celal Deha Dogan 2

1Hakkari University, Faculty of Education, Department of Educational Sciences, Hakkari, Turkey
2Ankara University, Faculty of Educational Sciences, Department of Educational Sciences, Ankara, Turkey

**Abstract:** Distance learning has become a popular phenomenon across the world during the COVID-19 pandemic. This led to answer copying behavior among individuals. The cut point of the Kullback-Leibler Divergence (KL) method, one of the copy detecting methods, was calculated using the Youden Index, Cost-Benefit, and Min Score p-value approaches. Using the cut point obtained, individuals were classified as a copier or not, and the KL method was examined for cases where the determination power of the KL method was 1000, and 3000 sample size, 40 test length, copiers' rate was 0.05 and 0.15, and copying percentage was 0.1, 0.3 and 0.6. As a result, when the cut point was obtained with the Min Score p-value approach, one of the cutting methods approaches, it was seen that the power of the KL index to detect copier was high under all conditions. Similarly, under all conditions, it was observed that the second method, in which the detection power of the KL method was high, was the Youden Index approach. When the sample size and the copiers' rate increased, it was observed that the power of the KL method decreased when the cut point with the cost-benefit approach was used.

1. **INTRODUCTION**

Due to the COVID 19 pandemic period, some exams are required to be administered online, and this situation may increase the examinees' motivation for cheating. Therefore, examinees who cheat and do not cheat should be distinguished to minimize the measurement error that may arise from the copying. Cheating behavior risks the validity of the inferences about students' competence and skills. Cheaters should be detected to minimize the systematic error that may be caused by cheating behavior. Cheating is one of the aberrant behaviors of examinees. Numerous statistical techniques have been developed to detect aberrant response patterns and test scores of examinees. Those techniques detect anomalies associated with different cheating types. There are two main types of cheating behavior. Individual cheating occurs when the student cheats during the exam from a source (other examinees, books, notes, smartphones, etc.). On the other hand, group cheating occurs when at least two examinees cheat in cooperation during or before the exam. Group cheating usually happens when some of the test items are revealed, and a group of examinees shares test items with each other before or...
during the exam. Although research on methods used to detect cheating has primarily focused on individual cheating, some methods are used to identify group cheating recently (Belov, 2013; Wollack & Maynes, 2017).

Many studies involve the use of multiple statistical methods to detect individual and group cheating (Karabatson, 2003; Meijer & Sijtsma, 2001; Meijer & Tendeiro, 2014; Wollack, 2006). The methods used to detect individual cheating can be classified as answer copying and similarity analysis, person-fit statistics, relationships between scores on subsets of items within the test, and model approaches (IRT models embedding aberrant behaviors (He, Meadows & Black, 2018). Answer copying and similarity analysis include numerous methods such as Angoff's B and H indices, K index, g2 index, ω index, S1, and S2 indices, VMI (Variable Match) indices ξ and ξ∗ indices (Belov, 2011), Wesolowsky's Z similarity index (Wesolowsky, 2000), Generalized Binomial Test (GBT) index (Shu, Henson and Luecht, 2013) and M4 (Maynes, 2014). Person fit statistics differ according to the type of items (dichotomous and polytomous) and the type of model (parametric, non-parametric). Kullback-Leibler Divergence, MPI (Matched Percentile) index, IRI (Irregularity) index, Z-test statistics are the methods used to detect copiers based on the relationships between the scores on subsets of items within the test. DG (Deterministic, Gated IRT Model) model is a commonly used technique in the model approach.

Kullback-Leibler Divergence (KL) is a measure of information used in psychometric practice. It is used as an item selection method in Computerized Adaptive Testing (Chang & Ying, 1996). However, it is also used to detect individuals who cheat (Belov, 2014a, 2014b). KL gives the difference between the two distributions. For instance, we used a test to obtain ability distributions before and after manipulation. Hence previous exam results indicated that the examinees do not cheat. The posterior ability distribution of the person who cheats was compared with the posterior ability distribution of the person who did not cheat. Then, we obtained a different value. The greater value of the difference is the greater difference between the individuals' performance in both tests (Belov & Armstrong, 2010). There are many reasons for the difference in distributions. However, what we are interested in is the differentiation that occurs due to cheating.

KL has been a commonly used technique to detect individual copiers because it can be practically used when we have preknowledge about the examinees' ability. KL is one of the methods to detect the copiers. To implement the KL method, we need to find out the cut point used during the individuals' classification under various conditions. However, no standard cut point can be used to classify students with KL values, which interprets KL results vague. Also, no study focuses on defining cut points for KL. Therefore, in this study, it was aimed to obtain the cut point of KL values with two different approaches (Min score P-Value, ROC) and compare the performances (power) of those approaches under various conditions.

1.1. Purpose of the Study
In this study, we aim to define the cut point for Kullback-Leibler Divergence in different conditions. Following are the research questions:

1. What is the cut point for Kullback-Leibler Divergence based on
   a) Youden Index
   b) Cost-Benefit approach
   in different sample sizes (N=1000, N=30000), copiers' rate (5%, 15%) and copying percentages (10%, 30%, 60%)?

2. What is the cut point for Kullback-Leibler Divergence based on the Min Score p-value approach in different sample sizes (N=1000, N=30000), copiers' rate (5%, 15%), and copying percentages (10%, 30%, 60%)?
3. What is the power of Kullback-Leibler Divergence based on 
   a) Youden Index 
   b) Cost-Benefit approach 
   c) Min Score p-value approach 
   in different sample sizes (N=1000, N=30000), copiers' rate (5%, 15%) and copying percentages (10%, 30%, 60%)?

2. METHOD

2.1. Research Design

This research is a simulation study in which some variables are manipulated. We design the levels of the variables considering the previous similar studies and real-life conditions. While in previous studies, test difficulty was defined into three levels (easy, medium, and difficult), we decided to fix this variable as the medium because it reflects real-life conditions (Sunbul & Yormaz, 2018; Zopluoglu, 2016).

The copier's ability and the source is another variable that might affect the power of the copy index (Sotaridona & Meijer, 2002; Steinkamp, 2017; Sunbul & Yormaz, 2018). In the study of van der Linden and Sotaridona (2006), the indexes' power was found high for the cases when low ability individual copies the responses from the high ability one. High ability individuals rely on their knowledge in the tests and answer the items on their own. On the other hand, low ability individuals are more likely to copy someone else's answers (Voncken, 2014). Therefore, during the exams, they copy the answers from their peers. In the light of this information, in this study, we decided to fix the ability of the copier as low and the source of the copier as high because of the real-world scenario that we are likely to experience.

The copier's ability and the source is another variable that might affect the power of the copy index (Sotaridona & Meijer, 2002; Steinkamp, 2017; Sunbul & Yormaz, 2018). We fixed the copier's ability as lower and that of the source as upper because in real-world generally lower ability individuals copy from the individuals who have the upper ability.

In previous studies, the test length was commonly defined as 40 and 80 items. Because in the real-world, large-scale tests often include approximately 40 items in a sub-test, we decided to fix the test length as 40 (Sotaridona & Meijer, 2002, 2003, Sunbul & Yormaz, 2018; Yormaz & Sunbul, 2017; Wollack, 1997, 2003; Zopluoglu, 2016).

Regarding the related literature, the copier ratio is manipulated as 5% and %15 (Steinkamp, 2017). In the previous studies comparing the power and type 1 error of the copy index, both small and large sample sizes were utilized (from 50 to 10000). However, to be prevented from biased estimations about the item and person parameters, we manipulated sample size as 1000 and 3000 (Hurtz & Weiner, 2018; Sunbul & Yormaz, 2018; van der Linden & Sotaridona, 2006; Yormaz & Sunbul, 2017; Wollack, 2003; Zopluoglu, 2016; Zopluoglu & Davenport, 2012).

Based on the relevant literature, in this study, we manipulated copying percentage as lower (10%), medium (30%), and upper (60%). Considering the manipulated variables, we tested 12 conditions (sample size-2 x copiers' percentage-2 x copying percentage -3 = 12). Table 1 presents the manipulated and fixed conditions in the study.

| Condition                        | Number of Levels | Level Values          |
|----------------------------------|------------------|-----------------------|
| Sample Size                      | 2                | 1000, 3000            |
| Copiers' Percentage              | 2                | 5%, 15%               |
| Copying Percentage               | 3                | 10%, 30%, 60%         |
| Test Difficulty*                 | 1                | Medium                |
| Person Parameter of Source/Copier*| 1/1              | Upper-Lower           |
| Test Length*                     | 1                | 40                    |

*fixed variable
2.2. Simulation Data
The Rasch model is one of the Item Response Theory models. It has some advantages, such as being mathematically less complex and easy to apply. Moreover, it is the most frequently used model in the exam programs because encountering parameter estimation problem is less. Therefore, we used the Rasch model in this study. The ability of 10000 participants and the difficulty parameter of 40 items was produced under the standard normal distribution \( N(0,1) \). Considering the population's abilities and the difficulty parameters of the test items, dichotomous (1-0) response matrices were simulated based on the Rasch model. For the simulations, we utilized the "mirt" package (Chalmers, 2019) in the R program.

Sunbul and Yormaz (2018) denoted the ability level of the copiers as (-3.00, -1.50), (-1.50, 0.00), and the ability of the source as (0.00, 1.50), (1.50, 3.00). We denoted the ability of copiers in a wider range. In this way, we reduced the interference with the ability level of the copier. In addition to this, since the performance of similarity indices in identifying copiers increases with the increase of the difference between the ability levels of the copier and the source, we selected the ability of the source individuals (1.51, 3) from the individuals with high ability in order to ensure that the difference between the abilities of the copier individuals and the source individuals is greater (van der Linden & Sotaridona (2006)). Therefore, the individuals with low (-3, 0), medium (0.01, 1.50), and high (1.51, 3) abilities were randomly selected from the population (Sunbul & Yormaz, 2018). Low, medium, and high ability levels respectively include 20%, 60%, and 20% of the sample.

Copiers in the sample were randomly assigned among low ability individuals. The sources, who are individuals that the copiers copied their answers from, were randomly assigned among high ability individuals. In this study, we assigned only one copier for each source. Responses of the individuals, who are assigned as copiers, were manipulated so that their responses become similar to the sources' responses. Data simulation is repeated 100 times per each condition.

2.3. Analysis
The Kullback-Leibler divergence, one of the common methods, was utilized to detect copiers (Kullback & Leibler, 1951). KL reveals the difference between the two distributions, is calculated with the expression in the equation:

\[
D(g|h) = \int_{-\infty}^{+\infty} g(x) \ln \frac{g(x)}{h(x)} \, dx
\]

KL values were obtained by estimating the individuals' abilities twice before and after manipulation and comparing those two distributions. For the analysis, the 'irttoy' (Partchev, 2017) and 'LaplaceDemon' packages (Singmann, 2020) were used in the R program.

We used two methods to find the cut point for KL values. Firstly, to find the cut point, for every 100 iterations, the lowest KL values among the copiers were selected and created a new distribution of the lowest KL values. We repeated this process for each condition separately, and in the end, we obtained 12 distributions. We defined the cut point separately for each distribution based on the 0.05 alpha value (We call this approach as Min Score p-value). Secondly, ROC analysis (Swets & Pickett, 1982; Swets & Swets, 1979) was utilized for all KL values to define the cut point. ROC analysis can classify the data as binary or multi-category.

In this study, data were classified as copier and non-copier based on the ROC curves. These curves are used to determine the relationship between sensitivity (Se) and specificity (Sp). The ROC curve is obtained by coordinates (1-Sp (c); Se (c)) for all possible cut points c; where Se (c) and Sp (c);
In the formulas, the $T$ values higher than the cut points mean that the individual is a copier. Sensitivity is the degree of defining a copier correctly. On the other hand, specificity is the degree of identifying a non-copier correctly. The ROC analysis presents a graph showing the specificity and the sensitivity (1-specificity) values in the x and y-axis and a curve regarding those values. The graph makes the interpretation easier. In the end, ROC analysis gives us the area under the ROC curve (AUC), which shows the correctness of cut points and the mean of all possible cut points. Thus, it is much more beneficial to evaluate all cut points considering AUC (Bamber, 1975; Swets, 1979). AUC values vary between 0.5 (non-informative) and 1 (excellent). However, ROC analysis offers several cut points criteria using assumptions based on sensitivity and specificity measures or functions defined as a linear combination of both measures. Besides, ROC curve criteria allow the selection of optimum cut points based on the risks and benefits of right and wrong decisions due to the classification outcome. We used some of these several cut points criteria. One of them is Youden Index, and the other is the Cost-Benefit method.

The Youden index (Youden, 1950) is one of the most common indicators used to evaluate the ROC curve. Youden index is the maximum difference between true positive and false positive rates (Krzanowski & Hand, 2009).

\[
YI(c) = Se(c) + Sp(c) - 1
\]

The benefits and risks of each type of decision are combined with the prevalence of classification to find $Se$ and $1- Sp$ values in the ROC curve; this provides the minimum average risk (maximum average benefit) in a given diagnosis (McNeill, Keeler, & Adelstein, 1975; Metz, 1978; Metz, Starr, Lusted & Rossmann, 1975; Swets & Swets, 1979). In a situation where there are two possible alternative decisions, the expected risk of classification use $C$ can be expressed as follows:

\[
C(c) = C_0 + C_{TP}p Se(c) + C_{TN}(1-p) Sp(c) + C_{FP}(1-p)(1- Sp(c))
\]

\[
+ C_{FN}p(1-Se(c))
\]

$C_{TP}, C_{TN}, C_{FP}, C_{FN}$ represent the average risks of the results from the decision type, and $C_0$ represents the overhead risk. We used the 'OptimalCutpoints' package (Raton-Lopez & Rodriguez-Alvarez, 2019) in R to compute cut points for KL values. In the end, we compute the power ratios of the cut points obtained.

3. RESULT / FINDINGS

3.1. Results

The cut point of KL values calculated under various conditions was calculated for the ROC analysis (Youden Index and Cost-Benefit) and the p-value of the minimum score (Min Score $p$-value). Table 2 shows the calculated cut points for different conditions.

It is observed that the cut points based on the Min Score $p$-value approach ranged from 0.00000000059 to 0.00000054898. For the Youden Index, the cut point obtained were in the range of 0.000000926385-0.000009678113. On the other hand, the cut points obtained with the Cost-Benefit approach varied between 0.00001011724 and 0.00035431080. The lowest cut point was obtained as 0.00000000059 in the Min Score $p$-value approach. (Sample size was 1000, copiers’ rate 0.05, and copying percentage was 0.6. Table 3 presents the Power of KL
method to detect copiers for the cut points obtained by Youden Index, Cost-Benefit, and Min Score p-value approaches.

**Table 2. Cut point of KL values of the table.**

| Sample Size | Copiers' Rate | Copying Percentage | Min Score p-value | Youden Index | Cost-Benefit |
|-------------|---------------|--------------------|-------------------|--------------|--------------|
| 1000        | 0.05          | 0.1                | 0.000000305008    | 0.00002678292 | 0.00002918371 |
|             | 0.3           | 0.000000545898     | 0.00002854412     | 0.00003208120 |
|             | 0.6           | 0.000000000059     | 0.00003000205     | 0.00003379222 |
|             | 0.15          | 0.1                | 0.000000121844    | 0.00000967813 | 0.00034437004 |
|             | 0.3           | 0.0000000000188    | 0.00006357387     | 0.00035431080 |
|             | 0.6           | 0.000000000380     | 0.00008453689     | 0.00034498847 |
| 3000        | 0.05          | 0.1                | 0.000000044474    | 0.00000986877 | 0.00001011724 |
|             | 0.3           | 0.000000073166     | 0.00000926385     | 0.00001039373 |
|             | 0.6           | 0.000000070757     | 0.00000973595     | 0.00001085132 |
|             | 0.15          | 0.1                | 0.00000049923     | 0.00002917059 | 0.0001223349 |
|             | 0.3           | 0.000000042948     | 0.00003221728     | 0.00011512144 |
|             | 0.6           | 0.000000037981     | 0.00002460582     | 0.00012614019 |

When using the cut point obtained with the Youden Index, the power of detecting the copiers of the KL method was observed as the lowest 0.6311 under 1000 sample size, 0.15 copiers' rate, and 0.6 copying percentage conditions. On the other hand, the highest power (0.8328) was obtained under a 1000 sample size, 0.05 copiers' rate, and 0.3 copying percentage conditions.

**Table 3. Power of KL Methods Based on Cut Points Method.**

| Sample Size | Copiers' Rate | Copying Percentage | Youden Index | Min Score p-value | Cost-Benefit |
|-------------|---------------|--------------------|--------------|-------------------|--------------|
| 1000        | 0.05          | 0.1                | 0.8084       | 0.9221            | 0.7866       |
|             | 0.3           | 0.8328             | 0.8980       | 0.8120            |
|             | 0.6           | 0.8097             | 1.0000       | 0.7868            |
|             | 0.15          | 0.6959             | 0.9441       | 0.3975            |
|             | 0.3           | 0.7028             | 0.9964       | 0.3479            |
|             | 0.6           | 0.6311             | 1.0000       | 0.2994            |
| 3000        | 0.05          | 0.1                | 0.8168       | 0.9547            | 0.8116       |
|             | 0.3           | 0.8079             | 0.9325       | 0.7884            |
|             | 0.6           | 0.8108             | 0.9306       | 0.7910            |
|             | 0.15          | 0.7058             | 0.9496       | 0.3830            |
|             | 0.3           | 0.7191             | 0.9533       | 0.4331            |
|             | 0.6           | 0.7513             | 0.9588       | 0.4126            |

When using the cut points based on the Min Score p-value approach, the power of detecting the copiers of the KL method was observed as the lowest 0.8980 under 1000 sample size, 0.05 copiers' rate, and 0.3 copying percentage conditions. On the other hand, the highest power (1.000) was obtained under a 1000 sample size and 0.6 copying percentage conditions. For the Cost-Benefit approach power of detecting the copiers of the KL method was observed as the lowest 0.2994 under 1000 sample size, 0.15 copiers' rate, and 0.6 copying percentage conditions.
conditions. On the other hand, the highest power (0.81) was obtained under 3000 sample size, 0.05 copiers' rate, and 0.1 copying percentage conditions. Moreover, comparing three methods to define cut points regarding all conditions Min Score p-value approach has the highest power rates while the Cost-Benefit approach has the lowest rates.

**Figure 1. The Conditions' Interaction Effects for Power of KL Methods Based on Cut Points Methods.**

Figure 1 shows the interaction effect plot for the power of the KL method to detect the copier. Regarding the cut point obtained with the Min Score p-value approach, the KL method performed better than other approaches under all conditions. Youden Index method produced the second-best values, and the Cost-Benefit approach produced the worst values regarding the power of copy detection.

**4. DISCUSSION and CONCLUSION**

The Kullback-Leibler Divergence method was used to detect the copiers under various sample sizes, copiers' rates, and copying percentages. Cut points for the KL method were obtained using three approaches (Min Score p-value approach, Youden Index, Cost-Benefit approach). The power of the KL method was computed for the cut points obtained by three approaches. The findings were compared under the manipulated conditions (sample size, copiers' rate, and copying percentage).

Findings showed that the KL method's performance to detect copiers was higher under all conditions when the Min Score p-value approach was used. Especially in cases where the sample size was 1000, and the copying percentage was 0.60, the KL method correctly detected all the copiers. On the other hand, in the cases where the copiers' rate was 0.05 Youden Index and Cost-benefit approaches produced similar values.

Individuals are classified using the Cost-Benefit approach in clinical practice. There is a procedure to be performed for individuals diagnosed after classification. The Cost-Benefit approach determines cut points for this procedure to be both more useful and less cost outcome (Metz, 1978; Zou, et al., 2013). Because the procedure will be performed for each individual to be classified as false positive, otherwise it increases the cost. However, for the individual classified as a false negative, the procedure should not be applied because it will not provide a significant result. The study results revealed that the cut points obtained as a result of the analysis were higher than the cut points in other approaches to minimize the cost. When the difference between cheating individuals' distributions is less than the cut points, these individuals could not be identified as cheating individuals. Therefore, when the Cost-Benefit approach was used to define the cut point, negative relation was obtained between the copiers' rate and the KL method's power. In other words, the more copiers we had in the sample, the less power the KL method had to detect copiers. However, the copiers' rate did not affect KL methods' power when we used the cut point obtained by the Min Score p-value approach. When
the Min Score p-value approach was used to define the cut point, the KL method performed better in detecting the copiers.

When the difference between posterior ability distributions of individuals is high, the KL method with Min Score p-value approach performs better since it uses the minimum KL score of copiers in the computation process. On the other hand, in cases where there are no copiers in the sample, the Min Score p-value approach may detect individuals as copiers, although they are not (false positive). In other words, Min Score p-value Approach might inflate the type 1 error. The Youden index might perform better than the Min Score P-value approach to control the type 1 error.

In contrast to the Cost-Benefit approach's criteria, such as misclassification-cost and the minimum difference value as in the Min Score P-value approach, the Youden index displays a balancing approach. As can be seen from the findings, the cut points obtained according to the other two methods are located between both methods' cut points. In other words, the Youden index makes the classification in a balanced way by maximizing/minimizing a particular combination of sensitivity and specificity. Therefore, the cut points obtained with the Youden index is higher than the cut points obtained with the Min Score p-value approach (Raton-Lopez, et al., 2014). So, when we use the Min Score p-value approach to define the cut point, the KL method's power increases. The cost-Benefit approach decreases the type one error more than other methods do. In order to decide the cut point methods to be used, the researcher should consider the benefits and risks they will take after the decision (Lindahl & Danell, 2016).

Findings showed that the KL method's performance to detect copiers was higher under all conditions when Min Score p-value approach was used. To detect copiers with the KL method, cut scores are;

- minimum 0.00000000059 maximum 0.00000545898 based on Min Score p-value approach.
- minimum 0.00000926385 maximum 0.00009678113 based on Youden Index.
- minimum 0.00001011724 maximum 0.00035431080 based on Cost-Benefit approach.

In this study, we manipulated and the sample size, copiers' rate, copy percentage. Item difficulty parameters, sources, and copiers' abilities indexed are fixed. So different findings might be obtained when conditions are adjusted in different ways. The standard cut points of KL used by researchers are essential to detect copiers in tests developed in accordance with various measurement theories. Thus, by using various measurement theories, standard cut points of KL can be obtained from different simulation studies. In addition to various measurement theories, results for the type one error and power of KL are needed, when using standard cut points calculated for different values of α under various conditions (sample size, test length, measurement theories, ability distribution, etc.). When using the standard cut points calculated for different α values, new studies investigating the type one error and power of KL can be planned.
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