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Abstract—Vision-based formation control systems are attractive because they can use inexpensive sensors and can work in GPS-denied environments. The safety assurance for such systems is challenging: the vision component’s accuracy depends on the environment in complicated ways, these errors propagate through the system and lead to incorrect control actions, and there exists no formal specification for end-to-end reasoning. We address this problem and propose a technique for safety assurance of vision-based formation control: First, we propose a scheme for constructing quantizers that are consistent with vision-based perception. Next, we show how the convergence analysis of a standard quantized consensus algorithm can be adapted for the constructed quantizers. We use the recently defined notion of perception contracts to create error bounds on the actual vision-based perception pipeline using sampled data from different ground truth states, environments, and weather conditions. Specifically, we use a quantizer in logarithmic polar coordinates, and we show that this quantizer is suitable for the constructed perception contracts for the vision-based position estimation, where the error worsens with respect to the absolute distance between agents. We build our formation control algorithm with this nonuniform quantizer, and we prove its convergence employing an existing result for quantized consensus.

I. INTRODUCTION

Distributed consensus, flocking, and formation control have been studied extensively, including in scenarios where the participating agents only have partial state information (see, for example [1]–[4]). With the advent of deep learning and powerful computer vision algorithms, it is now feasible for agents to use vision-based state estimation for formation control (See Figure 1). Such systems can be attractive because they do not require expensive sensors and localization systems, and also can be used in GPS-denied environments [5]–[7]. However, deep learning and vision algorithms are well-known to be fragile, which can break the correctness and safety of the end-to-end formation control system. Further, it is difficult to specify the correctness of a vision-based state estimator, which gets in the way of modular design and testing of the overall formation control system [8]. In this paper, we address these challenges and present the first end-to-end formal analysis of a vision-based formation control system.
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We present analyses for both convergence and safety assurance of a vision-based swarm formation control system. The computer vision pipeline (See Figure 2) uses feature detection, feature matching, and geometry to estimate the relative position of the participating drones. The estimated relative poses are then used by a consensus-based formation control algorithm. There are two key challenges in analyzing the system: (1) The perception errors impact the behavior of neighboring agents and propagates through the entire swarm. (2) The magnitude of the perception error is highly nonuniform, and depends on the ground truth values of the relative position between neighboring agents. In general, perception errors can get worse as the system approaches the equilibrium (desired formation). For example, if the desired formation requires two drones to move further apart, these two drones will see less common features in camera images. This can cause less accurate estimations of relative positions, and thus make stabilization difficult. Environmental variations (e.g., lighting, fog) are other factors that can make the vision-based system unstable.

In addressing the problem, our idea is to view the vision-based formation control system as a quantized consensus protocol [9]. We start with the assumption that the impact of the state estimation errors arising from the vision pipeline can be encapsulated as quantization errors in a non-uniform quantization scheme. That is, the quantization step size can vary non-uniformly with respect to the state so that the quantization errors can overapproximate state dependent perception errors. To discharge this assumption, our analysis has to meet two requirements. First, we have to propose a specific quantization scheme under which the formation control system is indeed guaranteed convergence. For this, we develop a quantized formation controller (Equation (1)) and a logarithmic polar quantizer (Equation (2) and (3)), and we show in Theorem 1 that indeed the resulting quantized formation control protocol converges, using sufficient condi-
tions from [9]. Secondly, we have to show that a quantizer instantiated from the quantization scheme matches the error characteristics of the vision pipeline. For this part, we utilize the recently developed idea of perception contracts [10], [11]. A perception contract (PC) for a vision-based state estimator bounds the estimation error as a function of the ground truth state. Earlier in [11], PCs have been used to establish the safety of vision-based lane keeping systems. For formation control, however, the PCs are dramatically different because the error has a highly non-uniform dependency on the state; as the drones get closer, the error drops. Through data-driven construction of the logarithmic PC, we show that the vision pipeline indeed matches the PC with high probability in Section IV, and we further adapt to environmental variations by inferring quantization step sizes for different environments.

In summary, our contributions are as follows: (1) An approach to construct a quantizer as the perception contract of the vision component. (2) Empirical analysis of the impact of environmental variations on the perception contract with the photorealistic AirSim simulator [12]. (3) Theoretical analysis of the overall formation control system using the constructed quantizer, which gives the bounds on the convergence time. Our code of the vision pipeline, simulation script, and analysis tool are publicly available.

Related Works: Three threads of research have recently addressed formal end-to-end analysis of vision-based autonomous systems. The first thread is to search and provide statistical safety guarantees. VerifAI [19] and its follow-up works use techniques like fuzz testing on vision-based systems using simulation. It efficiently searches for synthetic camera images and scenarios where the system exhibits unsafe behavior to falsify the system specifications. Thus far all the applications studied in these threads focus on a single agent for lane following or aircraft landing with vision, which is quite different from distributed formation control. In contrast, our current work aims to provide safety analyses for a formation control system with vision-based perception, and we apply the analysis on convergence to quantized consensus [9] for safe separation and formation.

Paper Organization: In Section II, we introduce the formation control system with the vision-based perception and review the quantized formation controller. In Section III, we show the convergence under perception error using our main theory of quantized consensus. In Section IV, we describe the quantization for perception error bounds via sampling from vision-based pose estimation with AirSim simulation. We then conclude in Section V.

II. VISION-BASED FORMATION CONTROL

We will study a distributed formation control system with $N + 1$ identical aerial vehicles or agents with a leader agent $0$ as shown in Figure 1. The target formation is specified in terms of relative positions between agents. Each agent $i$ has a downward facing camera, and it uses images from its own camera and its predecessor $i − 1$’s camera to periodically estimate the relative position of $i$ with respect to $i − 1$. Based on the estimated relative positions to its neighbor, agent $i$ then updates its own position by setting a velocity, to try and achieve the target formation.

Before describing the vision and control modules in more detail, we introduce some notations. First, we describe the neighborhood relation between agents by an undirected connected graph $G = (V, E)$, where $V = \{0, 1, \ldots, N\}$. Second, we only consider planar formations for simplicity though the agents are in 3-dimensional space. Thus, the position of agent $i$ in the world frame is represented by a vector $q_i \in \mathbb{R}^2$. The state of the overall system is a sequence $q = (q_0, q_1, \ldots, q_N)$. The distributed formation control system evolves with a goal of reaching a target formation in a set $E_q^*$ that is specified by a vector $q^* = (q^*_0, q^*_1, \ldots, q^*_N)$ as

$$E_q^* = \{q \mid \forall i \in \{1, \ldots, N\}, q_i - q_{i-1} = q_i^* - q_{i-1}^*\}.$$ 

That is, $E_q^*$ is the set of all states that form $q^*$ up to translations. We also specify a safe set that the where the distance between two agents is never too close or too far:

$$S_q = \{q \mid \forall i \in \{1, \ldots, N\}, d_{\text{min}} < ||q_i - q_{i-1}|| < d_{\text{max}}\}$$

where $0 < d_{\text{min}} < d_{\text{max}}$ defines the range of safe distances.

A. Vision-Based Relative Pose Estimation

We now discuss the components of an agent $i$ (Figure 2). Agent $i$’s downward-facing camera $s$ periodically generates an image of the ground $m_i$, which depends on its state $q_i$ and other environmental factors like background scenery,
lighting, fog, etc. The neighboring agent \( i - 1 \) generates another image \( m_{i-1} \) of the ground and shares this with agent \( i \) over the communication channel. We assume the whole system runs synchronously in lock-step, i.e., both neighboring drones will capture the image at the same time and there’s no communication delay between drones while sharing images. The vision-based pose estimation algorithm \( h \) takes a pair of images, \( m_{i-1} \) and \( m_i \), as an input and produces the estimated relative position \( \hat{y}_i \) to estimate the relative position of agent \( i \) with respect to agent \( i-1 \), i.e., \( q_i - q_{i-1} \). The estimation algorithm in general follows these steps: (1) First, \( h \) detects features from each image. Any of the various feature detection algorithms like SIFT [20], SURF [21], and ORB [22] can be used for this step. (2) Then, \( h \) collects the detected features from the pair of images, and a feature matching algorithm (such as FLANN [23]) is used to match pairs of features in each image as shown in Figure 3. (3) For each feature point, the relationship between the pixel coordinate and the world coordinate of the feature point [24] is described by \( s \left[ u \ v \right]^T = K \left[ R \ t \right] X \ Y \ Z \) where \( s \left[ u \ v \right]^T \) is the pixel coordinate, \( X \ Y \ Z \) is the world coordinate of each detected feature, \( K \) is the camera intrinsic matrix and \( R \ t \) is the extrinsic camera parameters. With a set of at least 8 matched features, we can come up with 8 pairs of equations between the poses of two cameras, and by solving these equations, we can calculate the relative rotation and the normalized translation vector using the inverse geometry of image formation. Examples of this step appear in [25]–[27]. Further, the altitude information and drone orientation can be used to estimate the true distance to ground and recover the length of the translation vector.

The accuracy of the perception pipeline can be influenced by many factors. The change of environments such as background, lighting, and weather influence the quality of the image and the image features, which in turn influence the accuracy of relative pose estimation.

### B. Formation Control in Relative Positions

To simplify the notations, let \( Y \) denote the vector space of the relative positions between pairs of drones. Let \( y_i \in Y \) be defined as \( y_i = q_i - q_{i-1} \), for \( i = 1, \ldots, N \). A state is a sequence of relative positions \( y = (y_1, y_2, \ldots, y_N) \). Let \( y_i^* \in Y \) be the desired relative vector between drone \( i-1 \) and \( i \), i.e., \( y_i^* = q_i^* - q_{i-1}^* \). The target equilibrium state is defined by:

\[
y^* = (y_1^*, \ldots, y_N^*)
\]

and the safe set is

\[
S_y := \{ y \mid \forall i \in \{1, \ldots, N\}, d_{\text{min}} < \|y_i\| < d_{\text{max}} \}.
\]

The following proposition relating the \( y \)-system with the original \( q \)-system follows immediately.

**Proposition 1.** The formation control system (\( q \)-system) reaches a desired state in \( E_q \) if and only if the system in relative positions (\( y \)-system) reaches the target \( y^* \). In addition, the formation control system (\( q \)-system) stays within the safe set \( S_q \) if and only if the system in relative positions (\( y \)-system) stays within the safe set \( S_y \).

### C. Quantized Formation and Perception Contract

Given the system in relative positions with the state at time \( t \) represented by \( y[t] = (y_1[t], \ldots, y_N[t]) \), we aim to handle perception errors by designing a quantizer \( Q \) and a quantized formation controller built on top of \( Q \). The insight is as follows: If the ground-truth \( y_i[t] \) and the perceived relative position \( \hat{y}_i[t] \) always lead to the same quantized value after quantization, i.e., \( Q(y_i[t]) = Q(\hat{y}_i[t]) \), then any quantized formation controller using \( Q(\hat{y}_i[t]) \) instead of \( Q(y_i[t]) \) will still stabilize the system regardless of perception errors.

More precisely, we follow the definitions in [28] and choose a subset of positions \( W = \{ w_1, w_2, \ldots \} \subset Y \) selected for quantization. A quantizer is a function \( Q : Y \rightarrow W \) which partitions \( Y \) into quantization regions of the form \( \{ y \in W \mid Q(y) = w_k \} \) for each \( w_k \in W \). Given a target state \( y^* = (y_1^*, \ldots, y_N^*) \) with all \( y_i^* \in W \), a quantized formation controller ensures that the system is evolving between states with all \( y_i[t] \in W \) for all time \( t \), and stabilizes the system to the target \( y^* \). The perception contract (PC) then requires that the perceived value is always in the quantization region defined by the ground-truth quantized value, that is, \( \hat{y}_i[t] \in \{ y \mid Q(y) = y_i[t] \} \) or equivalently \( Q(\hat{y}_i[t]) = Q(y_i[t]) \).

In this paper, we study a particular template of quantized formation controllers constructed using a quantizer, a difference function, and a weighted average function. We assume a generalized difference function \( \text{diff} \) to calculate the difference between two relative positions and a function \( \text{mean}_w \) to compute a weighted midpoint parametrized by a positive real value \( \omega \). The system evolves according to a (nondeterministic) discrete dynamical system with a pair \((i, j)\) selected randomly at each time step \( t \), and the quantized formation controller updates the pair of states as follows:

\[
y_i[t+1] = Q(\text{mean}_w(Q(y_i[t]), \text{diff}(Q(y_j[t]), \text{diff}(y_j^*, y_j^*))))
\]

\[
y_j[t+1] = Q(\text{mean}_w(Q(y_j[t]), \text{diff}(Q(y_i[t]), \text{diff}(y_i^*, y_i^*))))
\]

Note that, by design, the updated states are always quantized values given any \( \text{diff} \) and \( \text{mean}_w \), and they are unaffected by perception errors whenever the perception contract holds.

This template allows us to design a quantized formation controller with vision-based perception in two separate steps: (1) find sufficient conditions for the quantizer that ensures the convergence and safety of the quantized formation controller and (2) construct the quantizer from observed perception errors to serve as the perception contract. In Section III-B, we will provide the criteria for selecting a proper \( \omega \) in Section III-B which are required by the quantized averaging algorithm from [9].
we derive the sufficient conditions for the safety and convergence of the quantized formation. We prove that, given a quantizer over logarithmic polar (log-polar) coordinates, the system in Equation (1) safely converges to the target state, and the expected value for the time of convergence is bounded. In Section IV, we study the empirically observed perception error, and we explain how to design a quantizer to approximate the perception error.

III. CONVERGENCE OF QUANTIZED FORMATION

In this section, we prove that the true relative positions between agents, with a quantizer on log-polar coordinates modeling the perception error, converges to the target formation and stays within the safe distance bounds. This is done by proving that the system in Equation (1) is simulated by a quantized averaging algorithm in [9], which is proven to always converge to quantized consensus and stay within a bounded interval. In addition, the expected convergence time of the algorithm is bounded. We first provide the quantizer in Section III-A. We then prove the simulation relation between formation control systems and quantized averaging algorithms in Section III-B, and the bound on the convergence time in Section III-C.

A. Quantization on Logarithmic Polar Coordinates

We first define the set of selected positions \( W \) in polar coordinates. Without loss of generality, we choose a quantization step radius \( a > 1 \) and define the set of quantized radii \( R = \{ a^0, a^{±1}, a^{±2}, \ldots \} \) and a step angle \( \theta_0 = \frac{2\pi}{M} \) to define the set of quantized angles \( \Theta = \{ \theta_0, \theta_0, \ldots, (M-1) \cdot \theta_0 \} \) with an integer \( M \geq 2 \); then we define the set of selected points \( W \) by \( W = R \times \Theta \). Equivalently, given two positions in polar coordinates \( y_i = [r_i \theta_i]^T \) and \( y_j = [r_j \theta_j]^T \) with angles normalized to \([0, 2\pi)\), we define the quantizer and other functions for the radial coordinate as below:

\[
I(r_i) = \lfloor \log_a r_i \rfloor; \quad Q(r_i) = a^{I(r_i)}; \\
diff(r_i, r_j) = \frac{r_i}{r_j}; \quad \text{mean}_\omega(r_i, r_j) = r_i^{(1-\omega)} \cdot r_j^\omega
\]  

(2)

where \( \lfloor \cdot \rfloor \) rounds the real number to the nearest integer. The functions for the angular coordinate are as below:

\[
I(\theta_i) \equiv M \left[ \frac{\theta_i}{\theta_0} \right]; \quad Q(\theta_i) = I(\theta_i) \cdot \theta_0; \\
diff(\theta_i, \theta_j) = \theta_i \oplus -\theta_j; \\
\text{mean}_\omega(\theta_i, \theta_j) = \theta_i \oplus (\omega \cdot (\theta_j \oplus -\theta_i))
\]  

(3)

where \( \equiv M \) means congruent modulo \( M \), \( \oplus \) is the addition in the commutative group \( SO(2) \), and \( -\theta \) represents the additive inverse of \( \theta \). The \( \text{mean}_\omega \) function calculates the weighted geometric mean of rotations [29].

B. Simulation by Quantized Averaging Algorithms

Following [9], let \( z[t] = (z_1[t], \ldots, z_N[t]) \) denote the state in the integer domain at each time step. An instance of quantized averaging algorithms evolves as follows. At each time step, if a pair \((i, j)\) is randomly selected at time \( t \), we update the values of \( z_i \) and \( z_j \) as the Equation (4) below:

\[
z_i[t + 1] = z_i[t] + [\omega \cdot (z_i[t] - z_j[t])] \\
z_j[t + 1] = z_j[t] + [\omega \cdot (z_i[t] - z_j[t])]
\]  

(4)

where \( \omega \in (\frac{1}{2}, \frac{3}{2}) \) must not be a rational number with an even denominator [9, Algorithm 2]. The following proposition is directly from [9, Section 5].

Proposition 2. The system in Equation (4) always converges to the set of equilibria:

\[
\xi = \{(z_1, \ldots, z_N) \mid z_i \in \{L, L + 1\}, i \in \{1 \ldots N\} \sum_{i=1}^{N} z_i = S \}
\]

where \( S = \sum_{i=1}^{N} z_i[0] \) is the initial sum of the system and \( L = \lfloor \frac{S}{N} \rfloor \) is the quantized average.

We now prove the convergence of the formation control system using Proposition 2.

Theorem 1. For any initial state \( y[0] \in Y_0 \) where

\[
Y_0 = \left\{ (\left[ r_{i1} \right], \ldots, \left[ r_{iN} \right]) \mid \prod Q(r_i) = \prod r_i^* \land Q(\theta_i) = \Theta \right\},
\]

the formation control system in Equation (1) converges to the target \( y^* = (y_{1}^*, \ldots, y_N^*) \) with \( y_i^* \in W \) for all \( i \).

Proof. The proof is to show that the formation control system in Equation (1) is simulated by the quantized averaging system in Equation (4) for every time step, and thus we guarantee the convergence using Proposition 2. Recall in Section III-A that the quantizer \( Q \) has a corresponding indexing function \( I \). Let \( y_i[t] = [r_i[t] \theta_i[t]]^T \) and \( y_i^* = [r_i^* \theta_i^*]^T \), we denote \( z_i[t] \) for the radial coordinate and \( z_i[t]_\theta \) for the angular coordinate, and we relate the two systems by \( z_i[t]_\theta = I(r_i[t]) - I(r_i^*) \) and \( z_i[t]_\theta = I(\theta_i[t]) - I(\theta_i^*) \) for all \( i \).

We first derive for the radial coordinates. Given the relation \( z_i[t] = I(y_i[t]) - I(y_i^*) \) for all \( i \), we apply the indexing function \( I \) on the new state \( r_i[t+1] \) to calculate \( z_i[t+1] \),

\[
I(r_i[t+1]) = I(Q(\text{mean}_\omega(Q(r_i[t]), \diff(Q(r_i[t]), \diff(r_i^*, r_j^*)))))
\]

\[
= \lfloor (1 - \omega) \cdot (\log_a Q(r_i[t]) \cdot r_i^* + \omega \cdot \log_a r_i^* + \omega \cdot \log_a r_j^*) \rfloor
\]

\[
= \lfloor (1 - \omega) \cdot I(r_i[t]) + \omega \cdot (I(r_i[t]) - I(r_j^*)) \rfloor + \omega \cdot I(r_i[t]) - I(r_j^*)
\]

We now calculate \( z_i[t+1] \), as follows:

\[
z_i[t+1] = I(r_i[t+1]) - I(r_j^*)
\]

\[
= I(r_i[t]) - I(r_j^*)
\]

\[
= \lfloor -\omega \cdot (I(r_i[t]) - I(r_j^*)) + \omega \cdot (I(r_i[t]) - I(r_j^*)) \rfloor
\]

\[
= z_i[t] + [\omega \cdot (-z_i[t]_\theta + z_j[t]_\theta)]
\]

This is exactly the same as the quantized averaging algorithm in Equation (4). Therefore, we have shown that the indices of the quantized radial coordinates evolve according to the quantized averaging algorithm.
Similarly, we derive for the angular coordinate. Recall the definitions in Equation (3). Given two quantized angles \( \theta_i = Q(\theta_i) \) and \( \theta_j = Q(\theta_j) \), we can distribute the indexing function over the addition and inverse as follows:

\[
I(\theta_i \oplus \theta_j) \equiv_M \left[ \frac{(I(\theta_i) + I(\theta_j)) \cdot \theta_b}{\theta_b} \right] = I(\theta_i) + I(\theta_j)
\]

\[
I(-\theta_i) \equiv_M I(-Q(\theta_i)) \equiv_M \left[ \frac{-I(\theta_i) \cdot \theta_b}{\theta_b} \right] = -I(\theta_i)
\]

Additionally, when \( \theta_i = Q(\theta_i) \), we can derive:

\[
I(\omega \cdot \theta_i) \equiv_M \left[ \frac{\omega \cdot I(\theta_i) \cdot \theta_b}{\theta_b} \right] = M[\omega \cdot I(\theta_i)]
\]

We now calculate the index of the new state \( \theta_i[t+1] \).

\[
I(\theta_i[t+1]) = I(Q(\text{mean}_W(Q(\theta_i[t]), \text{diff}(Q(\theta_i[t]), \text{diff}(\theta_i^*, \theta_j^*))))) = \equiv_M I(\theta_i[t]) \oplus \omega \cdot (I(\theta_i[t]) \oplus -\theta_i^* \oplus \theta_j^* \oplus -Q(\theta_i[t]))) = \equiv_M I(\theta_i[t]) + I(\omega \cdot (-Q(\theta_i[t]) \oplus \theta_i^* \oplus Q(\theta_i[t]) \oplus -\theta_j^*)) = \equiv_M I(\theta_i[t]) + [\omega \cdot (-I(\theta_i[t]) + I(\theta_i^*) + I(\theta_j[t]) - I(\theta_j^*))]
\]

Then, we calculate \( z_i[t+1] \):

\[
z_i[t+1] = I(\theta_i[t+1]) - I(\theta_i^*) = \equiv_M I(\theta_i[t]) - I(\theta_i^*) + [\omega \cdot (-I(\theta_i[t]) + I(\theta_i^*) + I(\theta_j[t]) - I(\theta_j^*))]
\]

Again, the index of the angular coordinate evolves exactly following the quantized averaging algorithm in Equation (4). The derivation for \( z_i[t+1] \) is the same and skipped.

Furthermore, for any initial state \( y[0] \in Y_0 \), we can derive the initial sum of the quantized averaging system as follows:

\[
\prod_i Q(r_i[0]) = \prod_i r_i^* = \prod_i Q(\theta_i[0]) = \prod_i \frac{Q(\theta_i[0])}{r_i^*} = \prod_i \frac{Q(\theta_i[0])}{r_i^*}
\]

\[
= \prod_i \log_g Q(r_i[0]) - \log_a r_i^* = 0 \land \sum_i \frac{Q(\theta_i[0])}{r_i^*} = 0
\]

\[
= \sum_i z_i[0] \land \sum_i z_i[0] = 0
\]

As a result, the initial sum \( S_0 \) in the z-system is 0, the quantized average \( L \) is always 0, and according to Proposition 2 the z-system converges to the only equilibrium where all \( z_i = L = 0 \). Therefore, \( y_i \) converges to \( y_i^* \) for all \( i \in \{1, \ldots, N\} \). Thus, our formation control system converges to \( y^* \).

The initial condition \( y[0] \in Y_0 \) states that, given the target \( y^* \), the set \( Y_0 \) defines those initial states that will converge to \( y^* \), so we know the system cannot go from \( y[0] \) to any target formation \( y^* \). We explain this condition in Example 1 from a more practical view: Starting from an initial state \( y[0] \), how many target formations \( y^* \) can the system converge to?

**Example 1.** In this example, we simplify the system so that all agents are moving along a straight line, and hence we focus on the radial coordinates and ignore the angular coordinates. Here we consider a system with three agents, so the state of relative positions \( y[r] = (r_1[r], r_2[r]) \) denotes the evolution of distances between agents. We assume a quantizer defined by \( a = 1.2 \), i.e., \( Q(r) = 1.2^{|\log_{1.2} r|} \). Let us start from an initial formation \( y[0] = (r_1[0], r_2[0]) = (0.8, 2.5) \) where the first two agents are closer and the third agent is farther. We can compute below:

\[
Q(r_1[0]) = Q(0.8) = 1.2^{-1} \approx 1.2^{0.22} = 1.2^{-1}
\]

\[
Q(r_2[0]) = Q(2.5) = 1.2^{5.02} = 1.2^5
\]

\[
\prod_i r_i^* = Q(0.8) + Q(2.5) = 1.2^{1.22} = 1.2^4
\]

Further, any target formation are of quantized values, i.e., some integer exponentiation of 1.2. W.l.o.g, we consider \( y^* = (1.2^m, 1.2^n) \) where \( m, n \in \mathbb{Z} \). If we pick \( r_1 \) and \( r_2 \) in our first timestep and evolve according to Equation (1), we can derive:

\[
r_1[1] = Q(\frac{r_1[0]}{r_2[0]})^{1-\alpha(\frac{r_2[0]}{r_1[0]})} = Q(1.2^{1-\alpha\frac{1}{2}}) = Q(1.2^5(1-\alpha)\frac{1}{1.2^m-m})
\]

\[
r_2[1] = Q(\frac{r_2[0]}{r_1[0]})^{1-\alpha(\frac{r_1[0]}{r_2[0]})} = Q(1.2^5(1-\alpha)\frac{1}{1.2^m-m})
\]

Ensured by the criteria for selecting \( \omega \) in [9, Algorithm 2], we know \( \{-\omega(6-(m-n))\} = \{-\omega(6-(m-n))\} \), we then see \( r_1[1] \cdot r_2[1] = 1.2^{-1.2^5} \cdot Q(r_1[0]) \cdot Q(r_2[0]) \) irrespective of \( m \) and \( n \). In general, the product \( \prod_i Q(r_i[0]) \) is preserved in every timestep, and this applies to the target formation \( y^* \) as well, which is stated as the condition \( \prod_i Q(r_i[0]) = \prod_i r_i^* \). Nevertheless, there can still be infinitely many valid target formations \( y^* \) in this example defined by integers \( m \) and \( n \) as long as \( m+n = 4 \).

Following Example 1, we further need to integrate the safety requirement that bounds the distance between agents. Otherwise, it is unrealistic that the distance between agents can converge to arbitrarily close \( (m,n \ll 0) \) or far \( (m,n \gg 0) \). We provide the initial condition such that the system will remain in the safe set in Theorem 2.

**Theorem 2.** Given a target state in the safe set \( y^* \in S_0 \), if the system starts in an initial state \( y[0] \in (Y_0 \cap S_0) \) where

\[
S_0 = \left\{ y[0] \mid \left[ \begin{array}{c} r_1 \\ \vdots \\ r_N \end{array} \right] \text{ such that } \frac{Q(d_{\text{min}})}{r_i^*} < Q(r_i) < \frac{Q(d_{\text{max}})}{r_i^*} \right\}
\]

then the system will always stay in the safe set, i.e., \( d_{\text{min}} \leq r_i[t] \leq d_{\text{max}} \) for all time \( t \).

**Proof.** Here we show the proof steps for the minimum safe distance \( d_{\text{min}} \). We first derive the lower bound for \( z_i[0] \), from...
the initial condition \( y[0] \in (Y_0 \cap S_0) \).

\[
\frac{Q(d_{\min})}{\min_j \{r^*_j \}} < \frac{Q(r_i[0])}{r_i^7}
\]
\[
\Rightarrow |\log_a d_{\min} - \min_j \{\log_a r^*_j \}| < |\log_a r_0[0] - \log_a r_i^7|
\]
\[
\Rightarrow I(d_{\min}) - \min_j \{I(r_j^*)\} < I(r_i[0]) - I(r_i^*) = z_i[0]r
\]

Then, from [9, Theorem 2], we know \( z_i[t] \) is bounded by the minimum initial value, i.e., \( \min_j \{z_j[0]r\} \leq z_i[t] \), for all time \( t \). We use it to derive the lower bound on \( r_i[t] \) for all time \( t \) as follows.

\[
I(d_{\min}) - \min_j \{I(r_j^*)\} < \min_j \{z_j[0]r\} \leq z_i[t]r
\]
\[
\Rightarrow I(d_{\min}) - \min_j \{I(r_j^*)\} < I(r_i[t]) - I(r_i^*)
\]
\[
\Rightarrow I(d_{\min}) + (I(r_i^*) - \min_j \{I(r_j^*)\}) < I(r_i[t])
\]
\[
\Rightarrow I(d_{\min}) < I(r_i[t]) \quad \therefore I(r_i^*) \geq \min_j \{I(r_j^*)\}
\]
\[
\Rightarrow Q(d_{\min}) < Q(r_i[t]) \Rightarrow d_{\min} < r_i[t]
\]

We skip the dual proof for the upper bound \( r_i[t] < d_{\max} \).

**Remark 1.** Theorem 2 suggests that we should carefully design the closest and farthest distances, \( \min_j r^*_j \) and \( \max_j r^*_j \), in the target state because they constrain the set of safe initial states. For example, when the distance in the target state \( r^*_j \) is close to the minimum safe distances \( d_{\min} \), then the bound becomes tighter, and hence fewer initial states can ensure safety. Following Example 1, given safe distances \( d_{\min} = 0.5 \) and \( d_{\max} = 5 \), an unbalanced target state \( y^* = (1.2^7, 1.2^6) \approx (0.7, 3.0) \) leads to a tighter bound \( 1.2^{-2} < \frac{Q(r_i^*)}{r_i^7} < 1.2^3 \), and a balanced target state \( y^* = (1.2^2, 1.2^2) = (1.44, 1.44) \) leads to a looser bound \( 1.2^{-6} < \frac{Q(r_i^*)}{r_i^7} < 1.2^7 \). In addition, \( Q \) cannot be too coarse, that is, the value of the step radius \( a \) should not be too large. Otherwise, \( S_0 \) can become an empty set, and no initial states can ensure safety.

**C. Bound on Expected Convergence Time**

Now, we analyze the upper bound on the convergence time. We first provide the existing result on the convergence time of quantized consensus algorithms. Then, we derive the upper bound for the formation control system.

Following [9], the probability distribution of the convergence time is defined as \( T_{\text{con}}(z) = \inf \{t \mid z[t] \in \xi, z[0] = z \} \).
Since our \( z \)-system evolves by a quantized gossip algorithm over linear networks, the upper bound on the expected convergence time is provided in [9, Lemma 7] as:

\[
\max_{z \in Z_0} E[T_{\text{con}}(z)] \leq \left( \frac{z_{\max} - z_{\min}}{8} \right)^2 \frac{N(N^2 - 1)(N - 1)}{4}
\]

(5)

where \( z_{\min} \) and \( z_{\max} \) are parameters specifying the minimum and maximum integer values among all possible states, and \( Z_0 = \{(z_1, \ldots, z_N) \mid z_{\min} \leq z_i \leq z_{\max}\} \) includes all possible initial states. With the upper bound in Equation (5), we derive the bound on the expected convergence time of our formation control system.

**Theorem 3.** The formation control system in Equation (1) converges with the following upper bound on the expected convergence time:

\[
\max_{y \in \{Y_0 \cap S_0\}} E[T_{\text{con}}(y)] \leq \Delta^2 \cdot \frac{N(N^2 - 1)(N - 1)}{4}
\]

where \( \Delta = \max(I(d_{\max}) - I(d_{\min}), M - 1) \), \( Y_0 \) is the same in Theorem 1, and \( S_0 \) is the same in Theorem 2.

**Proof.** The proof is to apply Equation 5 and select \( \Delta \) to be the larger upper bound among the bounds on \( z_{\max} - z_{\min} \) for the radial and angular coordinates in the integer domain. For the radial coordinate, we derive a lower bound for \( z_{\min} = \min_j \{I(r_i) - I(r_i^*)\} \) from \( y \in S_0 \) as follows:

\[
\Delta^2 \Rightarrow \max_{r_i[0]} \min_j \{r_i[0], r_i^7\} < \min_j \{I(r_i) - I(r_i^*)\}
\]

Dually, we find the bound \( z_{\max} < I(d_{\max}) - \max_j \{I(r_j^*)\} \).

Using the fact that \( \max_j \{I(r_j^*)\} \geq \min_j \{I(r_j^*)\} \), this leads to \( z_{\max} - z_{\min} < I(d_{\max}) - I(d_{\min}) \).

For the angular coordinate, the value of \( I(\theta_i) - I(\theta_i^*) \) is bounded by 0 and \( M - 1 \) because of the modulo operator, hence the upper bound on \( z_{\max} - z_{\min} \) is \( M - 1 \).

**IV. QUANTIZATION AS PERCEPTION CONTRACTS**

For vision-based perception, uniform worst case bounds on the perception error between the ground truth and the perceived value can be overly conservative for system-level analysis. Recent research has shown that state-dependent error models can strike a balance between the conservatism of the safety analysis and the precision of characterizing deep learning-based perception systems [10].

Following the same insight, we investigate the relationship between the ground truth and the perceived relative positions, and we study how to search for the parameter values for the quantizer according to the empirically observed perception errors. We randomly sampled pairs of camera images from two drones under different relative positions in AirSim. We fixed drone \( i = 1 \) as the origin and uniformly sampled 10,000 positions of drone \( i \) within a radius between 2 m to 20 m in the AirSimNH environment from AirSim. For each sample, we obtained a pair of true relative position \( y_i \) from AirSim and perceived relative position \( \hat{y}_i \) via vision-based pose estimation pipeline (of Section II-A).

Figure 4 plots the perceived position \( \hat{y}_i = [\hat{r}_i, \hat{\theta}_i]^T \) with respect to the true position \( y_i = [r_i, \theta_i]^T \). In Figure 4a, we observe that the perceived distances \( \hat{r}_i \) scatter wider when the true distance \( r_i \) increases. Especially, the distribution of blue dots spreads much wider and deviates greatly from the black line, the ideal perception with no error, when the true distance crosses a certain threshold, e.g., about 15 meters in Figure 4a. This is not too surprising: As the two drones become farther apart, the overlap of the two camera views is smaller and leads to fewer matched features. Once there are
Fig. 4: Perceived relative positions $\hat{y}_i = [r_i \ \hat{\theta}_i]^T$ with respect to true relative position $y_i = [r_i \ \theta_i]^T$. Sampled data are blue dots. The perceived value with no error is the black line. The empirical bounds are plotted as red lines such that 99% of dots fall within the solid lines and 90% of the dots fall within the dashed lines.

less than eight pairs of matched features, it causes a sudden drop in accuracy in relative pose estimation.

Our ultimate goal is to design a quantizer whose quantization error overapproximates the perception error of the vision component, and we empirically approximate the perception error from collected samples. Recall in Section II-C, the PC enforced by the quantizer $Q$ is $Q(y_i) = y_i$. We further simplify the PC as $Q(y_i) = y_i$ because $y_i$ is a quantized value. We start by expanding the definitions in Equation 2 for the radial coordinates. The PC can be rewritten as the following:

$$Q(\hat{r}_i) = r_i \Leftrightarrow a^{\log_a \hat{r}_i} = r_i \Leftrightarrow \log_{\log_a \hat{r}_i} = \log_{\log_a r_i}$$

$$\Leftrightarrow \log_{\log_a r_i} - 0.5 \leq \log_{\log_a \hat{r}_i} \leq \log_{\log_a \hat{r}_i} + 0.5$$

$$\Leftrightarrow \log_{\log_a r_i} - 0.5 \cdot \log a \leq \log \hat{r}_i < \log r_i + 0.5 \cdot \log a$$

This says that the PC defines a pair of linear bounds around the ground truth on a log scale. We can decrease or increase the value of $a$ to make the PC more strict or relaxed. Ideally, the PC should hold for all observed data, but this can lead to an overly relaxed PC that the quantizer $Q$ cannot ensure safety (See Remark 1). In practice, we may preprocess the data to remove outliers. For example, the pair of red solid lines in Figure 4b depicts the bounds inferred from ignoring the worst 1% of perceived values and therefore covering 99% of data, and the pair of red dashed lines depicts the bounds covering 90% of data. We also plot the bounds transformed back to the linear scale in Figure 4a. Similarly, selecting larger or smaller $\theta_0$ defines more strict or relaxed constant bounds for the angular coordinates. It is worth noting that, due to the normalization, angles are wrapped around 0 and $2\pi$ as shown in Figure 4c. Therefore, we follow the standard approach to normalize the angle error $\hat{\theta}_i - \theta_i$ to $[-\pi, \pi]$ and infer the bounds as shown in Figure 4d.

The perception contract also depends on environmental factors. To systematically study the impact of environmental variations on the perception contract, we experimented with different environments and weather conditions in the photorealistic AirSim simulator. Figure 5 shows how the feature matching step degrades across three environments (namely LandscapeMountains, AirSimNH, and ZhangJiajie) and four fog levels. Note that at the fog level 0.050, only one pair of matching features is detected for the same relative position under LandscapeMountains.

Figure 6 shows the perception contracts for five fog levels under AirSimNH. The perception bound increases much faster (against the relative distance) in a foggier weather. To better visualize this trend, we further plot the inferred
step radius $a$ for covering 99% and 90% of data points under varying fog levels in Figure 7. Note that the y-axis is on a log scale in Figure 7, so both values in fact increase faster than exponential growth with respect to the fog levels, and the step radius for covering 99% data increases more significantly. Unsurprisingly, when it is too foggy, the value of $a$ is too large to satisfy the condition for Theorem 2 to ensure safety.

V. LIMITATIONS AND DISCUSSIONS

We presented an analysis for the convergence and safety of a vision-based formation control system. To tackle the vagaries of the perception component, our approach uses a perception contract represented as a quantizer. This quantizer captures the worst perception error in relative position estimates from the vision component, which is then used to prove that the drones are safely separated and converges to the desired formation. Especially, we designed non-uniform quantizers to model the state-dependent perception error. We empirically showed that a quantizer in log-polar coordinates models the perception error more accurately using the high-fidelity simulator, AirSim. We systematically studied the impact of environmental variations on the perception contract. We inferred quantization step sizes according to data sampled under each environment so that the instantiated quantizer better models the observed error under the environment.

Our study assumed that all drones run synchronously and exchange image feature descriptors instantly. This is obviously an idealization. Our analysis will work without this assumption by bounding the change in relative positions under a fixed communication delay. We can model the change in relative positions as part of the perception error.

Finally, this paper suggests a broad research direction on connecting quantized control and discrete abstractions over the continuous state space [30]. Both quantization and discrete abstractions are partitioning the state space, but they are different in that operators for quantized values such as difference, averaging, maximum, and minimum are not necessarily available for discrete abstractions. Relating discrete abstractions with quantization will allow us to reuse the theories in quantized control for formal safety analyses.
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