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In this paper, we consider the classical spacecraft rendezvous problem in which the so-called active spacecraft has to approach the target spacecraft which is moving in an elliptical orbit around a planet by using the minimum possible amount of fuel. Instead of using standard convex optimization tools which can be computationally expensive, we use modified versions of the Iteratively Reweighted Least Squares (IRLS) algorithm from compressive sensing to compute sparse optimal control sequences which minimize the fuel consumption for both thrust vectoring and orthogonal vectoring (active) spacecraft. Numerical simulations are performed to verify the efficacy of our approach.

Nomenclature

\((x, y, z)\) = relative position of the active chaser spacecraft w.r.t the target spacecraft  
\(u\) = control input \([u_x, u_y, u_z]^T\) of the active chaser spacecraft in the LVLH frame  
\(e\) = eccentricity of the target elliptical orbit  
\(\nu\) = true anomaly  
\(\omega\) = orbit rate of the target  
\(h\) = angular momentum of the target orbit  
\(\mu\) = gravity constant  
\(r\) = distance of active chaser spacecraft from the target spacecraft  
\(\gamma\) = \(\mu/h^{3/2}\)  
\(a\) = semi-major axis of target orbit  
\(s\) = \(\rho\sin(\nu)\)  
\(c\) = \(\rho\cos(\nu)\)  
\((\cdot)^T\) = transpose of matrix  
\(\rho\) = \(1+eccos(\nu)\)  
\(\nu_o\) = initial true anomaly of active chaser spacecraft  
\(\nu_f\) = final true anomaly of active chaser spacecraft  
\(\Phi\) = state transition matrix  
\([0, N - 1]_d\) = \{0, 1, . . . , N - 1\} (discrete interval from 0 to N - 1)  
\(I_n\) = \(n \times n\) identity matrix

I. Introduction

This paper deals with the computation of (approximations of) minimum-fuel control manoeuvres for spacecraft proximity operations based on sparsity-promoting optimization. A major challenge in space proximity operations is to achieve autonomy for spacecraft with limited computational resources performing far-range rendezvous along an elliptical orbit while ensuring minimum fuel consumption. The far-range rendezvous is an orbital transfer between an active chaser spacecraft and a passive target spacecraft, with specified initial and final positions and velocities, over a fixed time period. This class of spacecraft maneuvers have played a key role in various space missions such as Vostok, Gemini and Apollo, for on-orbit satellite servicing and formation flight. In all these applications, minimizing fuel consumption is of prime importance because the amount of propellant carried by the spacecraft is
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severely limited. The main motivation of this work is to provide solutions which do not require the use of sophisticated and computationally expensive methods but instead, they are easily implementable by non-experts and have minimal hardware and software requirements. To this aim, we propose the utilization of algorithms from compressive (or compressed) sensing (CS) which are computationally efficient and easily implementable. CS is an active field of research at present that is attracting considerable interest (primarily in the signal processing community) and is widely used in signal transmission, compression, and recovery. Tools from compressive sensing can also be used to generate sparse optimal control input signals as shown in [4].

Literature review: Spacecraft maneuvering can be mainly operated in two control modes, namely, orthogonal vectoring and thrust vectoring [5]. The ability to generate thrust in any direction, that is, along yaw, roll and pitch is called thrust vectoring. In thrust vectoring, there is a single movable thruster which is controlled using reaction wheels via attitude control. Using thrust vectoring leads to spacecraft with reduced mass and also allows for volume savings in the thrusters. For these reasons, thrust vectoring is particularly suitable for the next generation of nano and micro spacecrafts. In the case of orthogonal vectoring, there are three fixed thrusters along the three coordinate axes of the Local-Vertical-Local-Horizontal (LVLH) frame. It turns out that in the case of orthogonal vectoring, fuel consumption is directly proportional to the $\ell_2/\ell_1$ norm of the control sequence and the $\ell_2/\ell_1$ norm is in the case of thrust vectoring $[5, 6]$. The authors of [7] use matching pursuit and orthogonal matching pursuit algorithms to generate (approximations) of the sparsest control sequences (that is, control sequences comprised of the smallest possible number of non-zero elements) which will keep the output tracking error within certain bounds for a given reference signal. The approach in [27] requires that a reference trajectory is known and in addition, the terminal time is assumed to be free. Numerical methods that are based on the primer vector theory are presented in [8-10]. The algorithms proposed in [8] use a penalty minimization step to find the optimal number of impulses required to generate a smooth optimal trajectory. The algorithms proposed in [9] rely on variational methods combined with polynomial optimization tools, whose complexity and computational cost, however, make them hard to apply in practical problems. Other sophisticated numerical techniques for minimum-fuel trajectory optimization based on the solution of minimum-$\ell_1$ norm problems are proposed in [9, 11, 12]. However, [8, 9, 11, 12] may not always offer convergence guarantees, their computationally cost can be high and are not easily implementable by the non-expert. References [13-16] consider more general and challenging proximity operation problems under realistic constraints. The solution approaches proposed in these references offer convergence guarantees but rely on sophisticated optimization tools (e.g., interior-point methods) which have considerable cost and are not easily implementable by the non-expert.

Various algorithms have been proposed for space proximity operation problems in the literature [17-23]. In particular, [17] proposes a Huber filter approach to the spacecraft rendezvous problem using radar based navigation, whereas adaptive control methods for docking and rendezvous problems are proposed in [18]. In [19], spacecraft proximity operations are performed using Global Positioning System and Optical Navigation (ARGON). Neural network based controllers [20] and multi-objective robust $H_{\infty}$ control [21] have been proposed in the literature for spacecraft rendezvous on a circular orbit. Algorithms which are based on a relative orbit elements for spacecraft rendezvous problems in which the target vehicle is assumed to be either cooperative or non-cooperative are proposed in [22]. A multi-objective optimization approach to the linearized impulsive rendezvous problem is proposed in [23]. However [17, 18, 20-23] are computationally expensive and do not guarantee any optimality in terms of fuel consumption.

Contributions: It is well known [11] that, when the dynamics of the rendezvous problem can be approximated by an autonomous or non-autonomous system of linear differential equations, minimum-fuel problems can be formulated as convex programs. Thus, one can address this class of problems by utilizing standard convex optimization techniques [24, 25]. However, in many space proximity operations, the spacecraft may have very limited computational resources and therefore, the control algorithms executed on-board such vehicles should be robust and have a small computational cost. In this paper, computationally light-weight algorithms that solve the minimum-fuel rendezvous problem along elliptical orbits by computing control sequences with minimum $\ell_2/\ell_1$ norm (for the thrust vectoring case) and minimum $\ell_1$ norm solutions (for the orthogonal vectoring case) are proposed. The latter solutions are computed by means of two modified versions of the Iteratively Reweighted Least Squares (IRLS) algorithm, an iterative algorithm from compressive (or compressed) sensing [26] which generates a sequence of minimizers of corresponding quadratic programs which are computationally tractable. The latter sequence converges to the minimizer of the original problem. The use of the IRLS algorithm is motivated by the fact that it can be implemented easily without requiring the use of specialized software. Furthermore, the family of IRLS algorithms are known to be robust and efficient [27, 28] and in addition, the solutions they generate have desired sparsity properties (sparsity promoting optimization). In particular, the IRLS algorithm allows one to compute impulsive-like, yet continuous and bounded, approximations to the required...
thrust inputs. To the best knowledge of the authors, this is the first paper which uses tools from compressive sensing to solve the minimum-fuel rendezvous problem for both thrust vectoring and orthogonal vectoring spacecraft.

Structure of the Note: The rest of this paper is organized as follows. In Section II, the state space model of the spacecraft rendezvous is introduced. The formulation of the minimum-fuel spacecraft rendezvous problem is given in Section III. Section IV introduces the modified IRLS algorithms to generate approximate minimum $\ell_2/\ell_1$ and $\ell_1$ control sequences that solve the rendezvous problem. The applicability of the proposed design is investigated through numerical simulations in Section V and some concluding remarks are discussed in Section VI.

II. State Space Model

Consider a target passive spacecraft moving in an elliptical orbit whose eccentricity is $e$. Let the moving Local-Vertical-Local-Horizontal (LVLH) frame be located at the center of gravity of this passive spacecraft. The relative dynamics of the active chaser spacecraft in the LVLH frame is given by

\[ \rho x'' = 2\rho z' - 2\varepsilon e \sin \nu + 2e x' \sin \nu + ex \cos \nu, \]
\[ \rho y'' = -y + 2ey' \sin \nu, \]
\[ \rho z'' = -2\rho x' + 2ex \sin \nu + 2ez' \sin \nu + (3 + e \cos \nu)z. \]

where $(\cdot)'$ denotes the derivative with respect to the true anomaly $\nu$, $\rho = 1 + ec\cos(\nu)$, and $[x' y' z']^T$ and $[x'' y'' z'']^T$ denote, respectively, the relative position and its derivative with respect to true anomaly of the active chaser in the X, Y and Z axes of the Local-Vertical-Local-Horizontal (LVLH) frame as shown in Fig. 1. Let us consider the following non-autonomous state transformation:

\[ [\tilde{x} \tilde{y} \tilde{z}]^T = \rho \ [x' y' z']^T. \]  

Now taking derivative with respect to the true anomaly $\nu$, Eqn. (4) becomes

\[ [\tilde{x}' \tilde{y}' \tilde{z}']^T = \rho [x' y' z']^T + \rho'[x' y' z']^T. \]

Since $[x' y' z']^T = [\tilde{x}' \tilde{y}' \tilde{z}']^T/\rho$, Eqn. (4) becomes

\[ (\rho - \rho')[\tilde{x}' \tilde{y}' \tilde{z}']^T = \rho^2 [x' y' z']^T. \]

If the equation $\rho - \rho' = 0$ does not have a solution, then the transformation in Eqn. (5) is well defined (this is the case when $0 \leq e < 1/\sqrt{2}$). Then, Eqns. (1)-(3) reduce to

\[ \tilde{x}'' = 2\tilde{z}', \]
\[ \tilde{y}'' = -\tilde{y}, \]
\[ \tilde{z}'' = 3\tilde{z}/\rho - 2\tilde{x}'. \]
In the expression for the relative motion given in Eqns. (1)-(3), the true anomaly \( \nu \) is used as the independent variable instead of time \( t \). Note that the dynamics in the \( y \)-axis is decoupled from the dynamics in the \( x - z \) plane. The relative motion of the active chaser spacecraft with respect to the passive spacecraft can then be described by the following non-autonomous discrete state space model \([29]\):

\[
x'(\nu) = A_c(\nu)x(\nu) + B_c(\nu)u(\nu),
\]

where \( x := [\tilde{x} \ \tilde{y} \ \tilde{z} \ \tilde{x}' \ \tilde{y}' \ \tilde{z}']^T \) and

\[
A_c(\nu) = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 2 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 3/(1 + e\cos(\nu)) & -2 & 0 & 0
\end{bmatrix},
\]

\[
B_c(\nu) = \frac{1}{\gamma^3 \rho^4} \begin{bmatrix}
\Phi_{3\times3} & I_3
\end{bmatrix}.
\]

Note that \( A_c(\nu) \) and \( B_c(\nu) \) are periodic matrix-valued functions with period \( 2\pi \). In practical applications, the initial conditions are given in terms of \([x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z}]^T\), which can be associated with the state vector \( x := [\tilde{x} \ \tilde{y} \ \tilde{z} \ \tilde{x}' \ \tilde{y}' \ \tilde{z}']^T \) via the following transformation:

\[
[\tilde{x} \ \tilde{y} \ \tilde{z} \ \tilde{x}' \ \tilde{y}' \ \tilde{z}']^T = L[x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z}]^T,
\]

where \( L \) is given by

\[
L = \begin{bmatrix}
\rho & 0 & 0 & 0 & 0 & 0 \\
0 & \rho & 0 & 0 & 0 & 0 \\
0 & 0 & \rho & 0 & 0 & 0 \\
\rho' & 0 & 0 & \rho \frac{\rho}{\rho'} & 0 & 0 \\
0 & \rho' & 0 & 0 & \rho \frac{\rho}{\rho'} & 0 \\
0 & 0 & \rho' & 0 & 0 & \rho \frac{\rho}{\rho'}
\end{bmatrix}.
\]

The system in (10) can be described (approximately) by the following non-autonomous discrete state space model.

\[
x(k + 1) = A(k)x(k) + B(k)u(k), \quad k \in [0, N - 1],
\]

where \( k \) is the stage and \( \nu_k = \nu_r + \frac{(\nu_f - \nu_r)}{N} k \) is the true anomaly at stage \( k \), for \( k \in [0, N - 1] \), and the matrices \( A(k) \) and \( B(k) \) are defined as, respectively,

\[
A(k) = \Phi(\nu_{k+1}, \nu_k),
\]

\[
B(k) = \int_{\nu_k}^{\nu_{k+1}} \Phi(\nu_{k+1}, \sigma)B_c \, d\sigma,
\]

where \( \Phi \) is the state transition matrix of the continuous state space model \([11]\), and \( \alpha = \frac{(\nu_f - \nu_r)}{N} \) is the sampling period. Since the matrix \( A_c \) that appears in the non-autonomous continuous state space model given in Eqn. (10) depends on \( \nu \), the corresponding state transition matrix \( \Phi \) does not admit an analytic expression and will have to be approximated numerically. To this aim, we have

\[
\Phi(\nu, \nu_0) = \Phi_\nu \Phi^{-1}_{\nu_0},
\]

where the matrices \( \Phi_\nu \) and \( \Phi^{-1}_{\nu_0} \) are given by

\[
\Phi_\nu = \begin{bmatrix}
1 & 0 & -c(1 + 1/\rho) & s(1 + 1/\rho) & 0 & 3/2 \rho^2 J(\nu) \\
0 & c/\rho & 0 & 0 & s/\rho & 0 \\
0 & 0 & s & c & 0 & (2 - 3seJ(\nu)) \\
0 & 0 & 2s & 2c - e & 0 & 3(1 - 2seJ(\nu)) \\
0 & -s/\rho & 0 & 0 & c/\rho & 0 \\
0 & 0 & s' & c' & 0 & -3e(s'J(\nu) + s/\rho^2)
\end{bmatrix}.
\]
The state transition matrix of the discrete-time system (14), where

\[ \Phi^{-1}_{\nu_0} = \frac{1}{1 - e^2} \begin{bmatrix} 1 - e^2 & 0 & 3e(s/\rho)(1 + 1/\rho) & -es(1 + 1/\rho) & 0 & -ec + 2 \\ 0 & c(1 - e^2)/\rho & 0 & s(1 - e^2)/\rho & 0 \\ 0 & 0 & -3(s/\rho)(1 + e^2/\rho) & s(1 + 1/\rho) & 0 & c - 2e \\ 0 & 0 & -3(c/\rho + e) & c(1 + 1/\rho) + e & 0 & -s \\ 0 & -s(1 - e^2)/\rho & 0 & 0 & c(1 - e^2)/\rho & 0 \\ 0 & 0 & 3\rho + e^2 - 1 & -\rho^2 & 0 & es \end{bmatrix} \], \quad (19)

and \( \rho = 1 + e\cos(\nu), s = \rho\sin(\nu), c = \rho\cos(\nu) \) and \( J \in \text{Eqn. (18)} \) is given by

\[ J(\nu) = \int_{\nu_0}^{\nu} \frac{1}{\rho(\tau)^2} \, d\tau. \] (20)

Since \( J \) does not have an analytical expression, it can be characterized numerically. From Eqn. (17)

\[ \Phi(\nu_k, \nu_{k-1}) = \Phi_{\nu_k} \Phi^{-1}_{\nu_{k-1}}, \] (21)

where \( k \in [1, N] \) and \( \nu_k \in [\nu_0, \nu_f] \). Hence from Eqn. (14) it follows that the terminal state at \( k = N \) is given by

\[ x(N) = \prod_{k=0}^{N-1} A(k)x(0) + \sum_{\tau=0}^{N-1} \left( \prod_{k=1+\tau}^{N-1} A(k) \right) B(\tau)u(\tau). \] (22)

The state transition matrix of the discrete-time system (14), \( \Phi_d(k, m) \), is introduced as follows:

\[ \Phi_d(k, m) = \begin{cases} A(k-1)\ldots A(m) & k > m \geq 0 \\ I_6 & k = m \end{cases} \] (23)

where \( k \) and \( m \) are non negative integers. Therefore Eqn. (22) becomes

\[ x(N) = \Phi_d(N, 0)x(0) + \sum_{\tau=0}^{N-1} \Phi_d(N, \tau + 1)B(\tau)u(\tau). \] (24)

From Eqn. (22), the terminal state of the active spacecraft can be written in a compact form as follows

\[ x(N) = \beta + C_N U, \] (25)

where

\[ U = [u(0)^T, u(1)^T, \ldots, u(N - 1)^T]^T, \] (26)

\[ C_N = [\Phi_d(N, 1)B(0), \Phi_d(N, 2)B(1), \ldots, B(N - 1)], \] (27)

\[ \beta = \Phi_d(N, 0)x(0). \] (28)

**III. Problem Formulation**

In this section, the minimum-fuel problem for the system described by Eqn. (14) is formulated. It is assumed that the passive target and active chaser spacecraft are initially located on two non-coplanar, non-circular orbits. The chaser spacecraft is then required to satisfy terminal constraints of position and velocity of the target spacecraft at a fixed final instant of true anomaly \( \nu_f \), while minimizing fuel consumption for thrust vectoring and orthogonal vectoring.

In particular, let \( U_{0, N-1} = \{u(k) \in \mathbb{R}^3 : k \in [0, N - 1]_d \} \) denote the sequence of inputs applied to the system (14) for \( k \in [0, N - 1]_d \). As it is already mentioned, there are basically two control modes through which a spacecraft can operate; thrust vectoring and orthogonal vectoring. Thrust vector maneuvering can be achieved with a single thruster which can point in any direction in the \( X - Y - Z \) coordinate axes of the LVLH frame by steering the thruster using attitude control commands. In the case of orthogonal vectoring, there are three fixed thrusters along the \( X - Y - Z \)
coordinate axes in the LVLH frame. Following [5], it is assumed that in the thrust vectoring case, the fuel consumed is directly proportional to \( \| U_{0:N-1} \|_{\ell_2/\ell_1} \), where
\[
\| U_{0:N-1} \|_{\ell_2/\ell_1} = \sum_{i=0}^{N-1} \| u(i) \|_2,
\]
whereas in the orthogonal vectoring case, the fuel consumed is directly proportional to \( \| U_{0:N-1} \|_{\ell_1} \), where,
\[
\| U_{0:N-1} \|_{\ell_1} = \sum_{i=0}^{N-1} \| u(i) \|_1 = \| U \|_1.
\]

The corresponding optimal control (minimum-fuel) problems are formulated as follows:

**Problem 1.** Let \( x_0, x_f \in \mathbb{R}^6 \) and \( N > 0 \) be given. Find a control sequence \( U_{0:N-1}^* := \{ u^*(k) \in \mathbb{R}^3 : k \in [0, N-1]_d \} \) that will steer the system described by Eqn. (22) from state \( x(0) = x_0 \) at stage \( k = 0 \) to the final state \( x(N) = x_f \) at stage \( k = N \) while minimizing the performance index \( J_{2,1}(U_{0:N-1}) := \| U_{0:N-1} \|_{\ell_2/\ell_1} \) (thrust vectoring) or \( J_1(U_{0:N-1}) := \| U_{0:N-1} \|_{\ell_1} \) (orthogonal vectoring).

Next, Problem 1 is associated with two convex optimization problems, an \( \ell_2/\ell_1 \) norm minimization problem for the thrust vectoring case and an \( \ell_1 \)-norm minimization problem for the orthogonal vectoring case.

**Problem 2.** Find a vector \( U^* \in \mathbb{R}^{6N} \) that minimizes the performance index \( J_{2,1}(U) = \| U \|_{2,1} = \sum_{i=0}^{N-1} \| u(i) \|_2 \) (for thrust vectoring) and \( J_1(U) = \| U \|_1 \) (for orthogonal vectoring) subject to the following equality constraint:
\[
\beta + C_N U - x_f = 0.
\]

**Proposition 1.** Problem 1 and Problem 2 are equivalent in the following sense: if \( U_{0:N-1}^* := \{ u^*(k) \in \mathbb{R}^3 : k \in [0, N-1]_d \} \) is a control sequence that solves Problem 1, then the corresponding vector \( U^* = [u^*(0)^T \ldots u^*(N-1)^T]^T \) solves Problem 2, and vice versa.

**Proof.** For the thrust vectoring case, in view of Eqn. (29), it follows that
\[
J_{2,1}(U_{0:N-1}) := \| U_{0:N-1} \|_{\ell_2/\ell_1} = \sum_{i=0}^{N-1} \| u(i) \|_2 := J_{2,1}(U),
\]
where the second equality follows from the fact that the input sequence \( U_{0:N-1} := \{ u(k) \in \mathbb{R}^3 : k \in [0, N-1]_d \} \) and the stacked vector \( U = [u(0)^T, u(1)^T, \ldots, u(N-1)^T]^T \) are in one-to-one correspondence. Similarly, in view of Eqn. (30), the performance index in Problem 1 for the orthogonal vectoring case satisfies the following equation:
\[
J_1(U_{0:N-1}) := \| U_{0:N-1} \|_{\ell_1} = \sum_{i=0}^{N-1} \| u(i) \|_1 := J_1(U).
\]

Now using Eqn. (25), the terminal constraint \( x(N) = x_f \) in Problem 1 can be written as the following linear constraint:
\[
\beta + C_N U - x_f = 0,
\]
where in the last equation the initial condition \( x_0 = x(0) \) has been used. One concludes that Problem 1 and Problem 2 are equivalent to each other.

**IV. Proposed Solution Approach**

In this section, two IRLS algorithms are proposed to generate sparse control sequences which minimize the net fuel consumption in the case of thrust vectoring and orthogonal vectoring respectively.

The IRLS algorithm is used to find the minimum \( \ell_1 \) norm solution to an under-determined system of linear equations \( y = Cx \) where \( C \) is an \( M \times N \)-dimensional matrix with \( M < N \). A solution to the latter system will necessarily lie on
a \((N - M)\) dimensional hyperplane. If \(M\) is significantly smaller than \(N\), then the solution to the under-determined system can admit a sparse representation. When the matrix \(C\) enjoys the so-called restricted isometry property [28], then the minimum \(\ell_1\) norm solution is guaranteed to be a sparse vector. Powerful linear programming techniques can be utilized to find the minimum \(\ell_1\) norm solution but their implementation requires specialized numerical techniques (e.g., interior point methods). In this work, we employ a much simpler and easily implementable approach called Iteratively Reweighted Least Squares (IRLS) algorithm. By using IRLS algorithm, one can find the minimum \(\ell_1\) norm solution of an under-determined system of linear equations [4] or the minimum \(\ell_2/\ell_1\) norm solution [30] by finding the limit of a sequence of the minimum weighted \(\ell_2\) norm (the norm is weighted by a positive definite weighting matrix) solution of the same under-determined linear system. The IRLS algorithm updates the weighting matrices at each iteration in such a way that it is ensured that the limit of the sequence corresponds to the minimum \(\ell_1\) or \(\ell_2/\ell_1\) norm solution. A detailed analysis of the IRLS algorithm can be found in [27].

A. Thrust vectoring

In this section, Problem 2 is addressed for the case of thrust vectoring. The main steps of the IRLS algorithm, which will generate control sequences that minimizes the \(\ell_2/\ell_1\) control norm are described next (Algorithm 1). The presentation follows closely to [4, 30].

1. IRLS algorithm for \(\ell_2/\ell_1\) optimization

**Algorithm 1** IRLS algorithm for solving \(\ell_2/\ell_1\) optimization problem

1: \(\mathbf{w}^{[0]}(i) = 1 \forall i \in [1, Nm]\)

2: \(\varepsilon^{[0]} = 1\)

3: for \(j = 0\) to \(f_{\text{max}}\) do

4: for \(k = 0 \ldots N - 1\) do

5: \(\mathbf{W}^{[j]}(k) = \text{diag}(\mathbf{w}^{[j]}(km + 1), \ldots, \mathbf{w}^{[j]}(km + m))\)

6: end for

7: \(\mathbf{W}^{[j]} = \text{bdiag}(\mathbf{W}^{[j]}(0), \ldots, \mathbf{W}^{[j]}(N - 1))\)

8: \(\mathbf{u}^{[j+1]}(\ell) = (\mathbf{W}^{[j]}(\ell))^{-1} \left( C_N^T (\mathbf{W}^{[j]}(\ell))^{-1} \right) \left( C_N^T \left( \mathbf{W}^{[j]}(\ell)^{-1} + \tau \mathbf{I} \right)^{-1} \left( C_N^T (\mathbf{W}^{[j]}(\ell))^{-1} \right)^T \beta \right)\)

9: \(\varepsilon^{[j+1]} = \min \{\varepsilon^{[j]}, \max(\mathbf{u}^{[j+1]}(\ell))\}\)

10: for \(\ell = 1 \ldots Nm\) do

11: \(\mathbf{w}^{[j+1]}(\ell) = \left( (\mathbf{u}^{[j+1]}(\ell))^2 + (\varepsilon^{[j+1]}(\ell))^2 \right)^{-1/4}\)

12: end for

13: end for

First, the input parameters \(\mathbf{w}^{[0]}(k)\) for all \(k \in [1, Nm]\) and \(\varepsilon^{[0]}\) are initialized to 1 and \(f\) is initially set to zero where \(m\) is the dimension of the control input. In this case \(m = 3\). For a particular value of \(k \in [0, N - 1]\), the weight matrix \(\mathbf{W}^{[j]}(k)\) is defined as follows

\[
\mathbf{W}^{[j]}(k) = \text{diag}(\mathbf{w}^{[j]}(km + 1), \ldots, \mathbf{w}^{[j]}(km + m))
\]  

(35)

for \(k \in [0, N - 1]\). In addition \(\mathbf{W}^{[j]}(k)\) is defined as follows

\[
\mathbf{W}^{[j]} = \text{bdiag}(\mathbf{W}^{[j]}(0), \ldots, \mathbf{W}^{[j]}(N - 1))
\]  

(36)

where the matrices \(\mathbf{W}^{[j]}(k)\) for \(k \in [0, N - 1]\) and \(\mathbf{W}^{[j]}(k)\) are positive definite (and thus non-singular) provided that \(\mathbf{w}^{[j]}(k) \geq 0\) for all \(k \in [1, Nm]\).

Then, the control sequence \(\mathbf{u}^{[j+1]}(\ell)\) is given by

\[
\mathbf{u}^{[j+1]}(\ell) = (\mathbf{W}^{[j]}(\ell))^{-1} \left( C_N^T (\mathbf{W}^{[j]}(\ell))^{-1} \right) \left( C_N^T \left( \mathbf{W}^{[j]}(\ell)^{-1} + \tau \mathbf{I} \right)^{-1} \left( C_N^T (\mathbf{W}^{[j]}(\ell))^{-1} \right)^T \beta \right).
\]  

(37)
where \( C_N \) and \( \beta \) are given by Eqns. (27) and (28) respectively.

Now \( e^{[j+1]} \) is set equal to \( \min \{ e^{[j]}, \max (u^{[j+1]}) \} \), where \( \max (u^{[j+1]}) \) denotes the maximum element of the vector \( u^{[j+1]} \). Then \( w^{[j+1]}(\ell) \) is updated again as follows

\[
 w^{[j+1]}(\ell) = \left( \left(u^{[j+1]}(\ell)\right)^2 + (e^{[j+1]})^2 \right)^{-1/4}
\]

for all \( \ell \in [1, Nm] \), where \( u^{[j+1]}(\ell) \) are the elements in the vector \( u^{[j+1]} \) from Eqn. (37). Now \( j \) is set to \( j + 1 \). Next, the updated \( w^{[j]}(\ell) \) is used to update the matrix \( W^{[j]}(k) \) and then update matrices \( W^{[j]} \) and \( u^{[j+1]} \) given by Eqns. (36) and (37). This process is repeated until the control sequence \( u^{[j]} \) converges to the optimal control sequence \( u^{[\text{IRLS}]} \). If \( j \) is less than or equal to \( j_{\max} \) and \( e^{[j]} \) is defined as in Eqns. (35) and (36) respectively. Then, \( u^{[j+1]} \) is updated as follows

\[
 u^{[j+1]} = \left( W^{[j]} \right)^{-1} C_N G^{[j]}(N)^{-1} \beta
\]

where \( G^{[j]}(k) \) satisfies the following recursive Lyapunov (matrix) equation:

\[
 G^{[j]}(k + 1) = A(k) G^{[j]}(k)A(k)^T + B(k) \left( W^{[j]}(N - 1 - k) \right)^{-1} B(k)^T
\]

for \( k \in [0, N - 1] \) and \( G^{[j]}(0) = B(0) (W^{[j]}(N - 1))^{-1} B(0)^T \).

B. Orthogonal vectoring

In this section, an IRLS algorithm is proposed to address Problem 2 for the case of orthogonal vectoring. Note that in this case minimization of \( \sum_{i=0}^{N-1} \| u(i) \|_1 \) in view of (30) is equivalent to minimizing \( \|U\|_1 \) as

\[
 \sum_{i=0}^{N-1} \| u(i) \|_1 = \|U\|_1
\]

where \( U = [u(0)^T, u(1)^T, \ldots, u(N - 1)^T]^T \).

Next, the main steps of the proposed algorithm (Algorithm 2) are presented. The exposition follows closely to [4]. First, the input parameters \( w^{[0]}(k) \) for all \( k \in [1, Nm] \) and \( e^{[0]} \) are initialized to 1 and \( j \) is set equal to zero. For a particular value of \( k \in [0, N - 1] \), the weight matrices \( W^{[j]}(k) \) and \( W^{[j]} \) are defined as in Eqns. (35) and (36) respectively. Then, \( u^{[j+1]} \) is updated as follows

\[
 u^{[j+1]} = \left( W^{[j]} \right)^{-1} C_N G^{[j]}(N)^{-1} \beta
\]
Algorithm 2 IRLS algorithm for solving $\ell_1$ optimization problem

1. $w^{[0]}(i) = 1 \forall i \in [1, Nm]$  
2. $e^{[0]} = 1$  
3. for $j = 0$ to $j_{\text{max}}$ do  
   for $k = 0, \ldots, N - 1$ do  
      $W^{[j]}(k) = \text{diag}(w^{[j]}(km + 1), \ldots, w^{[j]}(km + m))$  
   end for  
   $W^{[j]} = \text{bdiag}(W^{[j]}(0), \ldots, W^{[j]}(N - 1))$  
   $G^{[j]}(0) = B(0) (W^{[j]}(N - 1))^{-1} B(0)^T$  
   for $i = 0$ to $N - 1$ do  
      $G^{[j]}(i + 1) = A(i) G^{[j]}(i) A(i)^T + B(i) (W^{[j]}(N - 1 - i))^{-1} B(i)^T$  
   end for  
   $u^{[j+1]} = \left(W^{[j]}\right)^{-1} C_N G^{[j]}(N)^{-1} \beta$  
   for $\ell = 1, \ldots, Nm$ do  
      $\left(w^{[j+1]}(\ell)\right)^2 = \left(\left(u^{[j+1]}(\ell)\right)^2 + (\epsilon^{[j+1]})^2\right)^{-1/2}$  
   end for  
   $\epsilon^{[j+1]} = \min \{\epsilon^{[j]}, \max(u^{[j+1]})\}$  
4. end for  

Now the value of $\epsilon^{[j+1]}$ is set equal to $\min \{\epsilon^{[j]}, \max(u^{[j+1]})\}$, where $\max(u^{[j+1]})$ denotes the maximum element in the vector $u^{[j+1]}$. Then, $w^{[j+1]}(\ell)$ is updated as follows

$$w^{[j+1]}(\ell) = \left(\left(u^{[j+1]}(\ell)\right)^2 + (\epsilon^{[j+1]})^2\right)^{-1/2}$$  \hspace{1cm} (42)

for all $\ell \in [1, Nm]$. $u^{[j+1]}(\ell)$ are the elements of the vector $u^{[j+1]}$ from Eqn. (40). Now $j$ is set to $j + 1$. The updated $w^{[j+1]}(\ell)$ is now used to update the matrix $W^{[j]}(k)$ which is subsequently used to update matrices in Eqn. (36) and (40). This process is repeated until the control sequence $u^{[j+1]}$ converges to the optimal control sequence $u^{\text{IRLS}}$. If $j \leq j_{\text{max}}$ and $\epsilon^{[j]} \in [0, \bar{\epsilon}]$, then report success and stop. If $\epsilon^{[j]} \notin [0, \bar{\epsilon}]$, then two cases arise. First, if $j < j_{\text{max}}$, go to Eqn. (35) and if $j = j_{\text{max}}$ report failure.

V. Simulation Results

In this section, numerical simulations are performed to demonstrate the effectiveness of the proposed modified versions of the IRLS algorithm to solve the minimum fuel problem for both the orthogonal vectoring and thrust vectoring cases.

A. Out-of-plane maneuvers for a Geostationary Transfer Orbit (GTO) Mission

Consider a target passive spacecraft in the elliptical orbit with eccentricity $e = 0.73074$ with initial and final true anomaly equal to $0.1\pi$ and $5.2\text{rad}$ respectively. The initial position and velocity of the active spacecraft in the $Y$ direction with respect to the LVLH frame is $10000m$ and $-3m/s$ respectively. The task is to generate optimal control sequences to take the active spacecraft from the initial true anomaly and initial state to the final true anomaly and final state given by $x_f = [0m \ 0m \ 0m/s \ 0m/s \ 0m/s]^T$. The orbital rendezvous parameters are given in Table 1 and taken from [31]. By numerical simulations, the state trajectories and control signals of the discrete linear system described by Eqn. (22) are given in Fig. 2. As seen from the numerical simulations, the IRLS algorithm generates optimal control sequences which takes the active spacecraft from its initial to its final states. It is observed that the minimum $\ell_1$ norm for fuel consumption is around 2% greater than the algorithm proposed in [32]. Hence the IRLS algorithm is able to generate control sequences whose $\ell_1$ norm is close to the optimal ones. The state trajectories and control inputs for $N = 200$, $N = 300$ and $N = 600$ are shown in Figures 2–4. Through simulations, it is observed that
Table 1  Parameters for GTO mission

| Parameter                  | Value                      |
|----------------------------|----------------------------|
| Semi-major axis, $a$       | 24616 km                   |
| Eccentricity, $e$          | 0.73074                    |
| Initial anomaly, $\nu_0$  | 0.1\text{rad}             |
| Initial position           | 10000 m                    |
| Initial velocity           | $-3 \text{ m/s}$          |
| Final anomaly, $\nu_f$     | 5.2\text{rad}             |
| Final state vector         | $X_f^T = [0\text{ m} \ 0\text{ m/s}]$ |

Table 2  Performance of Control Sequences for GTO mission

| Control Algorithm          | $\|U_{0,N-1}\|_{\ell_1}$ |
|----------------------------|--------------------------|
| Minimum $\ell_1$ norm (IRLS algorithm) | 6.4211 |
| Arzelier et. al method [32] | 6.2725 |

the value of $N$ must be atleast 200 to get the desired accuracy for GTO mission. Further it is also observed that both the states and control sequences are not sensitive to the choice of the sampling period for $N \geq 200$.

The rendezvous parameters for GTO mission is given in Table 1 and are taken from [31].

Figure 2  IRLS algorithm (Algorithm 2) for solving $\ell_1$ optimization problem in case of out of plane GTO mission (N=200)

B. Coplanar maneuvers for Automated Vehicle Transfer (ATV) Mission

An Automated Vehicle Transfer (ATV) mission is considered where the in-plane motion is as in [32]. For the in-plane rendezvous, two different examples are studied, one is a single gimbaled thruster (thrust vectoring) in which the fuel consumption is determined by the $\ell_2/\ell_1$ norm of the control sequence. Secondly, the ungimbaled thrusters are considered whose fuel consumption is determined by the $\ell_1$ norm of the control sequence (orthogonal vectoring). It was observed that the value of the minimum $\ell_2/\ell_1$ and $\ell_1$ norm using the method proposed herein was close (within 2\% in case of $\ell_1$ and $\ell_2/\ell_1$ norm) to the optimal value using method proposed in [32]. The parameters for the ATV mission are taken from [32].
1. $\ell_1$ norm minimization (orthogonal vectoring)

Since the active spacecraft is moving only in the $X - Z$ plane, the control input is given by $u = [u_x, 0, u_z]^T$. The optimal control sequence and their locations using IRLS algorithm (Algorithm 2) for minimizing $\ell_1$ norm is given as follows:

Control input in $X$ direction ($u_x$):

Optimal control sequence $= \{-8.211, -0.889, 1.752, 0.214\}$ m/s

Location of corresponding true anomalies $= \{0, 3.600, 7.856, 8.019\}$ rad

The control input in the $Z$ direction is found to be equal to 0 for all true anomalies in range $[\nu_z, \nu_f]$, i.e., $u_z \equiv 0$. The evolution of the states and the control inputs (minimum $\ell_1$-norm solution) for the ATV mission is shown in Fig. 5. The small bumps in the control inputs shown in Figure 6 correspond to small amplitude impulse-like corrections computed by the numerical implementation of Algorithm 2. The optimal trajectory in the $X - Z$ plane (in-plane motion) is illustrated in Fig. 7 and the corresponding value of $\ell_1$-norm is given in Table 4.
Figure 5  Evolution of states when control inputs generated from Algorithm 2 are applied to continuous linearized rendezvous equation given in Eqn. (10) (N=600)

Table 3  Parameters for ATV mission

| Parameter                  | Value                      |
|----------------------------|----------------------------|
| Semi-major axis            | $a = 6763$km               |
| Eccentricity               | $e = 0.0052$               |
| Initial anomaly            | $\nu_0 = 0$ rad.          |
| Initial state vector $X^T_0$ | $[-30km 0.5km 8.5140m/s 0m/s]$ |
| Final anomaly              | $\nu_f = 8.1831$rad       |
| Final state vector $X^T_f$  | $[-100m 0m 0m/s 0m/s]$     |

2. $\ell_2/\ell_1$ norm minimization (thrust vectoring)

The active spacecraft is moving in the $X - Z$ plane only. Hence, the control input is given by $u = [u_x \ 0 \ u_z]^T$. The optimal control sequence and their locations using IRLS algorithm (Algorithm 1) for minimizing $\ell_2/\ell_1$ norm is given as follows:

Control input in $X$ direction ($u_x$):

Optimal control sequence = $\{-8.117 \ -0.132 \ -0.848 \ -0.001 \ 0.140 \ 1.505 \ 0.318\}m/s$

Location of corresponding true anomalies = $\{0 \ 3.437 \ 3.600 \ 3.764 \ 7.856 \ 8.019 \ 8.183\}$rad

The control input in the $Z$ direction is found to be equal 0 for all true anomalies in range $[\nu_0, \nu_f]$, i.e., $u_z \equiv 0$. The corresponding state trajectories and control inputs are shown in Fig. 8. The following parameters for Automated Transfer Orbit (ATV) mission are taken from [33]. The small bumps in the control inputs shown in Figure 8 correspond to small amplitude impulse-like corrections computed by the numerical implementation of Algorithm 1.

Table 4  Performance of Control Sequences

| Control Algorithm                  | $\|U_{0,N-1}\|_{\ell_1}$ |
|------------------------------------|--------------------------|
| Minimum $\ell_1$ norm (Algorithm 2) | 11.0677                  |
| Arzelier et. al method [32]        | 10.8415                  |
Table 5  Performance of Control Sequences

| Control Algorithm                      | $\|U_{0:N-1}\|_{\ell_2}/\ell_1$ |
|----------------------------------------|-------------------------------|
| Minimum $\ell_2/\ell_1$ norm (Algorithm 1) | 11.0623                      |
| Arzelier et. al method [32]            | 10.7989                       |

Figure 6  IRLS algorithm for solving the $\ell_1$ optimization problem for in-plane ATV mission (N=50)

Figure 7  Optimal $\ell_1$ norm trajectory in the $X - Z$ plane for the ATV mission
VI. Conclusion

In this paper, two iterative solution approaches are presented for the computation of approximate solutions to the minimum-fuel rendezvous problem assuming thrust vectoring and orthogonal vectoring control modules. The proposed techniques, which are both based on the Iteratively Reweighted Least Squares algorithm from compressive (or compressed) sensing, compute control sequences with minimum $\ell_2/\ell_1$ norm and $\ell_1$ norm for the thrust vectoring and orthogonal vectoring cases, respectively. In the proposed problem formulation, the dynamics of the relative spacecraft rendezvous is expressed in the Local-Vertical-Local-Horizontal frame in which true anomaly $\nu$ is taken to be the independent variable instead of time $t$. One of the main reasons for using true anomaly as the independent variable has to do with the fact that it takes values in a compact interval which is significantly shorter than the corresponding time interval and thus it is more suitable for discretization purposes (e.g., less reliance of results on the sampling period) and control design (which requires the solution of smaller size optimization problems). Numerical simulations were performed to validate the proposed algorithms. The computed state trajectories converged to their desired final values and in addition, the values of the $\ell_2/\ell_1$ norm and $\ell_1$ norm of the corresponding control sequences were close to the optimal values. The main motivation for using an approach that is based on the Iteratively Reweighted Least Squares algorithm over other approaches proposed in the literature is mainly its simplicity, which allows its straightforward implementation even by non-experts, and the small computational cost and short execution time. It is argued that the proposed approach can be reliably executed onboard spacecraft with limited computational resources performing proximity operations. In future work, modifying the IRLS algorithm to incorporate control constraints for spacecraft rendezvous applications will be explored.
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