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Abstract. An explicit homomorphism that relates the elements of the infinite dimensional non-Abelian algebra generating $O_q(\widehat{sl}_2)$ currents and the standard generators of the $q$–Onsager algebra is proposed. Two straightforward applications of the result are then considered: First, for the class of quantum integrable models which integrability condition originates in the $q$–Onsager spectrum generating algebra, the infinite $q$–deformed Dolan-Grady hierarchy is derived - bypassing the transfer matrix formalism. Secondly, higher Askey-Wilson relations that arise in the study of symmetric special functions generalizing the Askey-Wilson $q$–orthogonal polynomials are proposed.
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1. Introduction

Current algebras are known to play an important role in the theory of quantum integrable systems and, more generally, in the study of mathematical structures such as quantum groups. In particular, they have found useful and numerous applications in the derivation of correlation functions of physical observables in conformal field theory [KZ] or quantum integrable spin chain [JMMN, DFJMN]. Among these, Drinfeld current algebras and their representation theory have attracted much attention. Their simplest representative associated with the $U_q(\widehat{sl}_2)$ algebra is, for instance, at the root of the vertex operators’ solution to the thermodynamic limit of the XXZ spin chain. Indeed, in this non-perturbative approach the isomorphism between the Yang-Baxter’s algebraic structure [FRT], the first Drinfeld-Jimbo presentation (Chevalley basis) [Dr1, jim] and second Drinfeld’s presentation (current algebra) [Dr2] of $U_q(\widehat{sl}_2)$ plays a crucial role. Note that explicit homomorphisms between these presentations were proposed in [RS, DiF] and [KhoT, LSS, Dam] (see also [Be]) based on Lusztig’s automorphism [L1] (see also [Jin]).

Another type of current algebra has recently been proposed in connection with the reflection equation algebra. Similarly to Drinfeld current algebras, it possesses promising applications in the study of quantum integrable systems, for instance the half-infinite quantum XXZ open spin chain with a non-diagonal integrable boundary. Introduced in [BSh], it is called $O_q(\widehat{sl}_2)$ which generating elements satisfy the defining relations (2.1)-(2.11). By analogy with Drinfeld’s second presentation of $U_q(\widehat{sl}_2)$, this new current algebra also admits two different types of presentations: as shown in Theorem 3 of [BSh] it is isomorphic to the reflection equation algebra with $U_q(\widehat{sl}_2)$ $R$–matrix as well as a special case [Ter2] of tridiagonal algebras [Ter1] called the $q$–Onsager algebra $T$ which defining relations are given by (2.15). Related with the subject of mathematical physics, looking for an exact solution to quantum integrable systems with a spectrum generating algebra - or even possibly a hidden symmetry of the Hamiltonian - of the form (2.15) clearly motivates a further study of the algebraic structures (2.1)-(2.11) and (2.15). In view of past experiences, either in mathematics or regarding applications to physics, a better knowledge of the $O_q(\widehat{sl}_2)$ current algebra and its explicit relation with $T$ is, in particular, highly desirable.

It is the aim of the present letter to propose an explicit homomorphism relating $O_q(\widehat{sl}_2)$ and $T$. Besides its own interest in mathematics - one application is considered at the end of this letter -, our result finds a straightforward application in the study of quantum integrable systems with a spectrum generating algebra of the form (2.15). Indeed, although the existence of a hierarchy of mutually commuting quantities generalizing the Dolan-Grady hierarchy [DoC] has been previously conjectured based on the transfer matrix formalism

\footnote{Note that whereas the reflection equation algebra has been widely studied in the litterature since [Cher, SK], the algebra (2.15) deserves further investigations. More details about mathematical aspects of this algebra and its representation theory can be found in [INT] and references therein.}

\footnote{In the spirit of [Ons, Ar, AS, GeR, Ba, IPSTG], [BK2, BK3] and [JMMN], for instance. In the case of the XXZ open spin chain with generic integrable boundary conditions, such an alternative to the Bethe ansatz approach is necessary.}
a systematic procedure to derive recursively higher elements of the hierarchy as polynomials in the standard generators $A, A^*$ remained an open problem that is solved explicitly in the present letter. The interest of the $q$–Dolan-Grady hierarchy presented here relies on the fact that it follows solely from the properties of the algebraic structures involved, contrary to previous approaches which were based on the transfer matrix formalism. As a consequence, whatever the number of dimensions or nature (lattice or continuum) of space-time of the quantum integrable model with spectrum generating algebra $\mathbb{T}$ is, the polynomial structure of the elements of the $q$–Dolan-Grady hierarchy here presented remains unchanged.

The paper is organized as follows. In the next Section, a recursive formula is proposed: given $k$, higher currents’ generators $\{W_{-k}, W_{k+1}, G_{k+1}, \tilde{G}_{k+1} | k \in \mathbb{Z}_+\}$ are written as quadratic combinations of lowest ones. It is shown to be unique, and induces an explicit homomorphism from $O_q(\hat{sL}_2)$ to $\mathbb{T}$. Two straightforward applications of our result are then presented in the last Section. On one hand, using the recursive formula a complete set of mutually commuting quantities that generalize to the $q$–deformed case the Dolan-Grady hierarchy [DoG] is exhibited. The first quantities are written explicitly, and agree with the ones previously conjectured from the transfer matrix formalism. At $q = 1$, they also coincide with the known results of Dolan-Grady [DoG]. On the other hand, the recursive formula allows to derive explicitly higher Askey-Wilson relations which may serve as defining relations for symmetric special functions generalizing $q$–orthogonal polynomials of the Askey scheme. Note that the extension of our work to other classical Lie algebra - although technically more complicated - is an interesting and open problem. Its starting point - a generalization of (2.15) - has been recently introduced in [BB].

**Notation.** In this paper, $\mathbb{C}$, $\mathbb{Z}$ denote the field of complex numbers and integers, respectively. We denote $\mathbb{Z}_+$ for nonnegative integers and $\mathbb{C}^* = \mathbb{C}/\{0\}$. We introduce the $q$–commutator $[X, Y]_q = qXY − q^{−1}YX$ where $q$ is the deformation parameter, assumed not to be a root of unity.

2. A recursive formula for the higher generators of $O_q(\hat{sL}_2)$

The defining relations of the new current algebra $O_q(\hat{sL}_2)$ follow from the spectral parameter dependent’s reflection equation algebra associated with the $U_q(\hat{sL}_2)$ $R$–matrix [BSH]. Similarly to the case of Drinfeld current algebras, the currents can be expanded as formal power series over an infinite set of generators denoted $\{W_{-k}, W_{k+1}, G_{k+1}, \tilde{G}_{k+1} | k \in \mathbb{Z}_+\}$ which commutation relations were first conjectured in [BK1].

**Theorem 1** (see [BSH]). The current algebra $O_q(\hat{sL}_2)$ is isomorphic to the associative algebra with parameter $\rho \in \mathbb{C}^*$, unit 1 and generators $\{W_{-k}, W_{k+1}, G_{k+1}, \tilde{G}_{k+1} | k \in \mathbb{Z}_+\}$ satisfying:

\begin{align}
(2.1) & \quad [W_0, W_{k+1}] = [W_{-k}, W_1] = \frac{1}{(q + q^{-1})} (\tilde{G}_{k+1} - G_{k+1}) , \\
(2.2) & \quad [W_0, G_{k+1}]_q = [\tilde{G}_{k+1}, W_0]_q = \rho W_{-k-1} - \rho W_{k+1} , \\
(2.3) & \quad [G_{k+1}, W_1]_q = [W_1, \tilde{G}_{k+1}]_q = \rho W_{k+2} - \rho W_{-k} , \\
(2.4) & \quad [W_{-k}, W_{-1}] = 0 , \quad [W_{k+1}, W_{1+}] = 0 , \\
(2.5) & \quad [W_{-k}, W_{1+}] + [W_{k+1}, W_{-1}] = 0 , \\
(2.6) & \quad [W_{-k}, G_{1+}] + [\tilde{G}_{k+1}, W_{-1}] = 0 , \\
(2.7) & \quad [W_{-k}, \tilde{G}_{1+}] + [\tilde{G}_{k+1}, W_{-1}] = 0 , \\
(2.8) & \quad [W_{k+1}, G_{1+}] + [G_{k+1}, W_{1+}] = 0 , \\
(2.9) & \quad [W_{k+1}, \tilde{G}_{1+}] + [\tilde{G}_{k+1}, W_{1+}] = 0 , \\
(2.10) & \quad [G_{k+1}, \tilde{G}_{1+}] = 0 , \quad [\tilde{G}_{k+1}, \tilde{G}_{1+}] = 0 , \\
(2.11) & \quad [\tilde{G}_{k+1}, G_{1+}] + [\tilde{G}_{k+1}, \tilde{G}_{1+}] = 0 .
\end{align}

\(^3\)In the case of conformal field theory, mutually commuting elements written as polynomials in the generators of the Virasoro algebra have been derived in [Ger] [SY].
As will be shown in the Appendix, all higher generators (for \(k \geq 1\)) can be defined recursively using the set of fundamental commuting relations (2.1)-(2.3). Note that these latter relations together with (2.4) at \(l = 0\) can be actually derived using the existence of a unique intertwiner of the \(q\)-Onsager algebra \(T\) (see \[BSH\] for details). In the following, we will consider these relations in details.

**Remark 1.** The relations (2.1)-(2.3) may be compared to the ones used to build recursively all generators of the Onsager algebra solely in terms of the fundamental ones \(A_0,A_1\). See e.g. \[DaRo\].

**Remark 2.** Using (2.1)-(2.11), additional commuting relations that will be used in the Appendix (eqs. (3.7-3.9)) can be derived. See \[BSH\] for details.

A natural ordering for the generators of \(O_q(\hat{s}l_2)\) arises from the study of the commutation relations above. Assume \(G_1, \tilde{G}_1\) are polynomials in the elements \(W_0, W_1\). Taking \(k = 0\) in (2.1) possible definitions of \(G_1, \tilde{G}_1\) are such that \(d[G_1] = d[\tilde{G}_1] \leq 2\), where \(d\) denotes the degree of each monomial in the elements \(W_0, W_1\). By induction, from (2.2), (2.3) with (2.1) it follows:

**Corollary 2.1.** The generators of \(O_q(\hat{s}l_2)\) are polynomials in \(W_0, W_1\) of degree:

\[
(2.12) \quad d[W_{-k}] = d[W_{k+1}] \leq 2k + 1 \quad \text{and} \quad d[G_{k+1}] = d[\tilde{G}_{k+1}] \leq 2k + 2, \quad k \in \mathbb{Z}_+.
\]

According to the relations (2.1)-(2.3), given \(W_{-k}, W_{k+1}, \tilde{G}_{k+1}, \tilde{G}_{k+1}\) for \(k\) fixed, higher elements \(W_{-k-1}, W_{k+2}\) are uniquely determined. Deriving explicitly \(G_{k+2}, \tilde{G}_{k+2}\) in terms of lowest elements is however not so direct in view of (2.1). Consider the simplest examples for \(k = 0,1,2\):

**Example 1.** The elements \(G_1, \tilde{G}_2, \tilde{G}_3\) can be written as

\[
\begin{align*}
G_1 &= [W_1, W_0]_q + a_1, \\
G_2 &= \frac{1}{q^2 + q^{-2}} \left( q[W_2, W_0]_{q^2} + q^{-1}[W_1, W_{-1}]_{q^2} - (q - q^{-1}) \left( q^{-2}(W_1)^2 + q^2(W_0)^2 + \frac{G_1 \tilde{G}_1}{\rho} \right) \right) + a_2, \\
G_3 &= \frac{1}{(q^2 + q^{-2} - 1)} \left( (q - q^{-1}) \left( q^{-2}W_2W_0 + q^2W_{-2}W_1 \right) + [W_2, W_{-1}]_q \right. \\
&\quad \left. - (q - q^{-1}) \left( q^{-2}W_1W_2 + q^2W_{-1}W_0 + \frac{G_2 \tilde{G}_1}{\rho} \right) \right) + a_3,
\end{align*}
\]

where \(a_1, a_2, a_3 \in \mathbb{C}\) are arbitrary. Expressions of \(G_1, \tilde{G}_2, \tilde{G}_3\) are obtained exchanging \(W_{-k} \leftrightarrow W_{k+1}\) and \(G_{k+1} \leftrightarrow \tilde{G}_{k+1}\) in above expressions.

**Proof.** For \(k = 0, 1, 2\), we have to show that writing \(G_{k+1}\) (and similarly \(\tilde{G}_{k+1}\)) as the most general quadratic combination of lowest elements such that \(d[G_{k+1}] \leq 2k + 2\), up to the relations (2.1)-(2.11) the coefficients in the combination are uniquely determined. By inspection of the structure and degree’s dependency in the relations (2.1)-(2.3) and (2.4) for \(l = 0\), only quadratic combinations of lowest elements of even degree can be actually considered. The derivation of the case \(k = 0\) is obvious. For the case \(k = 1\), the most general possible combination includes lowest terms of the form \(W_0W_2, W_2W_0, W_1W_{-1}, W_{-1}W_1, W_0^2, W_1^2, G_1 \tilde{G}_1\) and \(\tilde{G}_1G_1\). Noticing that

\[
(2.13) \quad -W_0^2 + W_1^2 - W_{-1}W_1 + W_0W_2 - \frac{1}{\rho(q^2 - q^{-2})}[G_1, \tilde{G}_1] = 0,
\]

the equations (2.1)-(2.3) are reduced to a set of irreducible equations, leading to linear constraints determining uniquely the coefficients. The derivation of the case \(k = 2\) is similar. In each case, a straightforward calculation shows that other relations (2.4) for \(l \neq 0\) and (2.5)-(2.11) are automatically satisfied: no additional constraints on the coefficients appear. Although not reported here, up to \(k = 5\) a similar structure for the elements \(G_{k+1}, \tilde{G}_{k+1}\) appears.

Inspired by the examples above, higher generators \(G_{k+1}\) (and similarly for \(\tilde{G}_{k+1}\)) can be derived explicitly in terms of lower ones along the same lines. The proof of the following result is reported in the Appendix.

\[\text{Generalizations of this equation are reported in the Appendix, see eqs. (3.7-3.9).}\]
Proposition 2.1. For $i, j \in \mathbb{Z}_+$, define $\bar{k} = 1$ (resp. 0) for $k$ even (resp. odd) and $\alpha = \left[\frac{k}{2}\right] = \frac{k}{2}$ (resp. $\frac{k-1}{2}$) for $k$ even (resp. odd). Given $k$, the highest elements can be written

\begin{equation}
G_{k+1} = \sum_{l=0}^{\alpha} \sum_{i+j=2l+1-k} A_{ij} + \sum_{l=0}^{\alpha-k} \sum_{i+j=2l+k, i \leq j} F_{ij} + a_k,
\end{equation}

\begin{align*}
A_{ij} &= a_{ij}^{(k)} W_{-i} W_{j+1} + b_{ij}^{(k)} W_{i+1} W_{-j}, \\
F_{ij} &= e_{ij}^{(k)} \left( q^2 W_{-i} W_{-j} + q^{-2} W_{i+1} W_{j+1} + \frac{1}{\rho} \hat{G}_{j+1} \hat{G}_{i+1} \right).
\end{align*}

The coefficients $a_{ij}^{(k)}$, $b_{ij}^{(k)}$ and $e_{ij}^{(k)} \in \mathbb{C}$ are uniquely determined up to (2.1-2.11), and $a_k \in \mathbb{C}$ is an arbitrary parameter. The explicit expression of $\hat{G}_{k+1}$ is obtained exchanging $W_{-k} \leftrightarrow W_{k+1}$ and $G_{k+1} \leftrightarrow \hat{G}_{k+1}$ in the expression above.

Thanks to the recursive formula (2.14), we are now in position to exhibit an explicit homomorphism relating the current algebra $O_q(\mathfrak{s}l)$ and the $q$–Onsager algebra $\mathbb{T}$. Recall that the $q$–Onsager algebra $\mathbb{T}$ is a special case of tridiagonal algebras that have been introduced and studied in [Ter1, ITTer, Ter2], where they first appeared in the context of $P$– and $Q$–polynomial association schemes. A tridiagonal algebra is an associative algebra with unit which consists of two generators $A$ and $A^*$ called the standard generators. In general, the defining relations depend on five scalars $\rho, \rho^*, \gamma, \gamma^*$ and $\beta$. Below, we focus on the reduced parameter sequence $\gamma = 0, \gamma^* = 0, \beta = q^2 + q^{-2}$ and $\rho = \rho^*$ which exhibits all interesting properties that can be extended to more general parameter sequences. We call the corresponding algebra the $q$–Onsager algebra denoted $\mathbb{T}$, in view of its close relationship with the Onsager algebra [Ons] and the Dolan-Grady relations [DoG]. Note that the isomorphism between the Onsager and Dolan-Grady algebraic structures has been studied in [Pe, AMPT, Dav] and shown explicitly in [DaRo].

Definition 2.1 (see also [Ter2]). The $q$–Onsager algebra $\mathbb{T}$ is the associative algebra with unit and standard generators $A, A^*$ subject to the following relations

\begin{equation}
[A, [A, [A, A^*]_q]_{q^{-1}}] = \rho(A, A^*), \quad [A^*, [A^*, [A^*, A]_q]_{q^{-1}}] = \rho(A^*, A).
\end{equation}

Remark 3. For $\rho = 0$ the relations (2.15) reduce to the $q$–Serre relations of $U_q(\mathfrak{s}l)$ for $q = 1$, $\rho = 16$ they coincide with the Dolan-Grady relations [DoG].

Proposition 2.2. The recursive relations (2.2), (2.3) together with Proposition 2.1 induce an explicit homomorphism from $O_q(\mathfrak{s}l)$ to $\mathbb{T}$. For instance,

\begin{equation}
W_0 \to A, \quad W_1 \to A^*.
\end{equation}

Proof. According to the isomorphism [see [BSM], Theorem 3] between $O_q(\mathfrak{s}l)$ and $\mathbb{T}$, any element of $O_q(\mathfrak{s}l)$ can be realized as a non-linear combination of the standard generators $A, A^*$. According to (2.14) for $l = 0, k = 1$, we choose for instance (2.16) - another obvious possibility being $A \leftrightarrow A^*$. Replacing (2.16) in (2.2), (2.3) and applying (2.14) for $k = 0, 1, 2, \ldots$ an explicit realization of higher elements in terms of $A, A^*$ follow.

Example 2. The next elements read:

\begin{equation}
G_1 \to [A^*, A]_q + a_1,
\end{equation}

\begin{align*}
W_{-1} &\to \frac{1}{\rho} \left( (q^2 + q^{-2}) A A^* A - A^2 A^* A^2 + A^* + \frac{a_1 (q - q^{-1})}{\rho} A \right), \\
G_2 &\to \frac{1}{\rho (q^2 + q^{-2})} \left( (q^{-3} + q^{-1}) A^2 A^2 - (q^3 + q) A^2 A^2 - (q^{-3} - q^3) (A A^* A + A^* A^2 A^*) \right.
\end{align*}

\begin{align*}
&\left. - (q^{-5} + q^{-3} + 2q^{-1}) A A^* A A^* + (q^5 + q^3 + 2q) A^* A A^* A + \rho (q - q^{-1}) (A^2 + A^* A^2) \right) \\
&\quad + a_1 (q^2 + q^{-2}) (q - q^{-1}) [A^*, A]_q + a_2,
\end{align*}

where $a_1, a_2 \in \mathbb{C}$ are arbitrary. Expressions of $W_{k+1}$ and $\hat{G}_{k+1}$ are obtained from $W_{-k}$ and $\hat{G}_{k+1}$ exchanging $A \leftrightarrow A^*$.\]
Note that the expressions above agree with the ones proposed in [BK1]. However, contrary to [BK1] the expressions here are not conjectured using the properties of certain finite dimensional tensor product representations of (2.15).

3. Applications

In [DoG], Dolan and Grady studied the existence of an infinite family of mutually commuting quantities in quantum integrable systems with an underlying spectrum generating algebra of the form (2.15) at \(q = 1\). A one-parameter family of mutually commuting elements was constructed recursively, which first element coincides with the Hamiltonian of the integrable system under consideration - for instance the planar Ising or superintegrable chiral Potts model. For \(q \neq 1\), the existence of a \(q\)-deformed analog of the Dolan-Grady hierarchy was actually conjectured in [Bas2], but writing explicitly higher mutually commuting elements in terms of \(A, A^*\) remained technically problematic. To circumvent this difficulty, the transfer matrix formalism was used: starting from the solutions of the reflection equation ([Bas1, BK1]), combinations of the form (3.1)

\[
\mathcal{I}_{2k+1} = \kappa \mathcal{W}_{-k} + \kappa^* \mathcal{W}_{k+1} + \kappa \mathcal{G}_{k+1} + \kappa^* \mathcal{G}_{k+1}
\]

were found to be mutually commuting for arbitrary parameters \(\kappa, \kappa^*, \kappa_{\pm} \in \mathbb{C}\). Based on the analysis of certain finite dimensional tensor product representations of (2.1) - (2.11), the hierarchy (3.1) was then conjectured to be in one-to-one correspondence with a \(q\)-deformed analog of the Dolan-Grady hierarchy. For these representations, explicit calculations up to \(k = 3\) supported the conjecture [BK1]. But until the isomorphism between \(O_q(\mathfrak{sl}_2)\) and \(\mathbb{T}\) was shown (see [BSN]), the exact relation between both hierarchies at the level of the algebra could not be investigated.

Thanks to the results of [BSH] and the homomorphism here proposed, we are now in position to construct the \(q\)-Dolan-Grady hierarchy - with no reference to a representation space on which \(A, A^*\) act, contrary to previous works [BK1]. Indeed, it is easy to check solely using (2.1) - (2.11) that the quantities (3.1) are mutually commuting. Consider for instance the simplest \(q\)-deformed analog of the Dolan-Grady hierarchy, i.e. \(\kappa_{\pm} = 0\) and choose \(a_1 = a_2 = 0\) in (2.11). A simple calculation leads to the following hierarchy of mutually commuting quantities:

\[
\mathcal{I}_{2k+1} = \kappa f_k(A, A^*) + \kappa^* f_k(A^*, A)
\]

where the polynomials \(f_k(A, A^*)\) are computed recursively using (2.2) - (2.3) and Proposition 2.2. For instance,

\[
f_0(A, A^*) = A; \quad f_1(A, A^*) = \frac{1}{\rho} ((q^2 + q^{-2})AA^*A - A^2A^* - A^*A^2) + A^*; \\
f_2(A, A^*) = \frac{1}{\rho^2(q^2 + q^{-2})} \left( (q^{-2} + 1)A^3A^2 + (q^2 + 1)A^{*2}A^3 - (q^2 + q^{-4})(AA^2A^2 + A^2A^2A) \\
+ (q^2 - q^{-4})AA^*A^2A^* + (q^2 - q^{-4})A^*A^2A^* \\
- (q^4 + 2A^2A^*AA^* - (q^4 + q^2 + 2)A^*AA^*A^2 \\
- (q^6 + q^{-2} + 2q^2 + 2q^{-2} + q^{-4} + q^{-6})AA^*AA^* \\
+ (q^2 - 1)(A^3 + AA^2) + (q^{-2} - 1)(A^3 + A^*A^2)) \right) + f_1(A^*, A^*) .
\]

Setting \(\rho = 16\) and \(q = 1\) in (2.15), one recovers the Dolan-Grady relations, in which case the first few elements simply reduce to the ones proposed in [DoG], as expected.

As suggested in [Tec2] the representation theory of the \(q\)-Onsager algebra (2.15) potentially provides a classification scheme for special symmetric functions, some of them being already well-known. In this context, the recursive formula (2.11) finds another straightforward application. Among the simplest examples, consider the elements of (2.15) realized as \(A \to A, A^* \to A^*\) where \(A, A^*\) satisfy the Askey-Wilson algebra [Zied] with defining relations:

\[
A^*A^2 + A^2A^* - (q^2 + q^{-2})AA^*A - \rho A^* - \omega A = 0 , \\
AA^2 + A^{*2}A - (q^2 + q^{-2})A^*AA^* - \rho A - \omega A^* = 0 .
\]

\[5\] The transfer matrix of the XXZ open spin chain with non-diagonal boundary conditions is a linear combination of such quantities [BK2].
Remarkably, the \( q \)-orthogonal Askey-Wilson polynomials with variable \( x \equiv z + z^{-1} \) defined by\(^6\)

\[
\begin{align*}
    p_n(x; a, b, c, d) &=_4\Phi_3 \left[ \begin{array}{c}
        q^{-n}, \ abcda^{n-1}, \ az, \ az^{-1} \\
        ab, \ ac, \ ad
    \end{array} \right] ; q | q
\end{align*}
\]

provide an infinite dimensional representation\(^7\) of \(3.3\) in which case the element \( A \) (resp. \( A^* \)) acts as a second-order \( q \)-difference operator (resp. \( z + z^{-1} \)) in the variable \( z \) (see e.g. \( Zhed, GLZ, GH, NS, Ter2 \)). Note that finite dimensional representations can also be obtained by restricting the variable \( z \) to a discrete support, in which case \( A, A^* \) are identified to Leonard pairs \( Ter3 \).

According to the homomorphism \( 2.16, 2.17 \), it is clear that the Askey-Wilson relations \( 3.3 \) can be alternatively written as:

\[
    W_{-1} + aW_0 = 0 \quad \text{et} \quad W_2 + aW_1 = 0
\]

where \( \alpha = (\omega - a_1(q-q^{-1}))/\rho \). It is then interesting to recall that based on the analysis of finite dimensional tensor product representations of \( O_q(sl_2) \), generalizations of these relations were derived in \( BK1 \) (see eqs. (54-57)). In particular, for the simplest generalization of \( 3.3 \), the elements \( W_{-2}, W_{-1}, W_2, W_3 \) of \( O_q(sl_2) \) were realized as polynomials in a tridiagonal pair\(^8\) associated with \( A, A^* \). Using the relation between the reflection equation algebra and the algebra \( O_q(sl_2) \) (see for instance \( Bas2, BK1 \)), generalizations of \( 3.3 \) are clearly expected for arbitrary finite dimensional representations. By analogy with the Askey-Wilson algebra, it is thus natural to consider the \( N \)-th order higher Askey-Wilson algebra which defining relations can be written in the simple form:

\[
    \sum_{k=0}^{N} a_k^{(N)} W_{-k} = 0 \quad \text{and} \quad \sum_{k=0}^{N} a_k^{(N)} W_{k+1} = 0
\]

where the coefficients \( a_k^{(N)} \in \mathbb{C} \) depend on the representation (finite or infinite dimensional) on which the elements \( A, A^* \) act. Here, each element \( W_{-k}, W_{k+1} \) is considered as a polynomial in \( A, A^* \) thanks to the recursive formula \( 2.14 \) and using the homomorphism \( 2.16 \). For finite dimensional representations, explicit examples can be found in \( BK1, BK2 \). Starting from \( 3.6 \), infinite dimensional representations of the \( q \)-Onsager algebra and related special functions can now be studied systematically using explicit realizations of \( A, A^* \) - generalizing the Askey-Wilson one - in terms of \( q \)-difference operators acting on the space of symmetric functions. This subject which finds interesting application in the context of quantum integrable systems and Bethe equations will be discussed elsewhere.

**APPENDIX:** Proof of Proposition 2.21

Having in mind the ordering \( 2.12 \) and the fundamental relations \( 2.1, 2.11 \), according to Example 1 and the results up to \( k = 5 \) (not reported here), it is natural to propose for \( G_{k+1} \) (similarly for \( \hat{G}_{k+1} \)) the most general quadratic combination of lowest elements of even degree such that \( d[G_{k+1}] \leq 2k+2 \). Namely, assume the relations \( 2.1, 2.11 \) hold for \( i, j \in \mathbb{Z}_+ \). A linear combinations of terms \( W_{-i}W_{j+1}, W_{i+1}W_{-j}, W_{-i}W_{-j}, W_{i+1}W_{j+1} \) with \( i + j \leq k \) and \( \hat{G}_{i+1}\hat{G}_{j+1}, \hat{G}_{i+1}\hat{G}_{j+1}, \hat{G}_{i+1}\hat{G}_{j+1} \) with \( i + j \leq k - 1 \) can then be considered in full generality, which explains the structure of the proposal \( 2.14 \). Now, the proof that \( 2.14 \) satisfy the relations \( 2.1, 2.11 \) goes in two steps.

First, we show that \( 2.14 \) - and corresponding expression for \( \hat{G}_{k+1} \) - satisfy \( 2.1, 2.12 \) - \( 2.1, 2.13 \), respectively - and the coefficients \( a_{ij}^{(k)}, b_{ij}^{(k)}, c_{ij}^{(k)} \) are uniquely determined. To this end, we will need the following

\(^6\)For arbitrary parameters \( a, b, c, d \) such that none of the combinations \( ab, ac, ad, bd, cd, ef, abcde \) are integer powers of \( q \). Here, \( _4\Phi_3 \) denotes the basic \( q \)-hypergeometric function.

\(^7\)Note that relations between the Askey-Wilson algebra and Cherednik's double affine Hecke algebra have been considered for instance in [Koo].

\(^8\)For a definition of tridiagonal pairs and the Askey-Wilson relations, see for instance [IT].
relations which can be derived from (2.1)-(2.11) (see [BSL] for details):

(3.7) \[ [\mathcal{W}_{i-1}, \mathcal{W}_{j+1}] - [\mathcal{W}_i, \mathcal{W}_{j+2}] = \frac{q - q^{-1}}{\rho(q + q^{-1})} \left( g_{i+1} \tilde{g}_{j+1} - \tilde{g}_{j+1} \tilde{g}_{i+1} \right), \]

(3.8) \[-\mathcal{W}_i \mathcal{W}_0 + \mathcal{W}_{i+1} \mathcal{W}_1 - \mathcal{W}_{i-1} \mathcal{W}_1 + \mathcal{W}_0 \mathcal{W}_{i+2} - \frac{1}{\rho(q^2 - q^{-2})} \left[ g_{i+1}, \tilde{g}_1 \right] = 0, \]

(3.9) \[\mathcal{W}_{i-1} \mathcal{W}_j - \mathcal{W}_{i+2} \mathcal{W}_{j+1} - \mathcal{W}_i \mathcal{W}_{j-1} + \mathcal{W}_{i+1} \mathcal{W}_{j+2} + \mathcal{W}_{i-1} \mathcal{W}_{j+2} + \mathcal{W}_{j-1} \mathcal{W}_{i+2} + \frac{1}{\rho(q^2 - q^{-2})} \left[ \left[ \mathcal{W}_{i+2}, \tilde{g}_{j+1} \right] - \left[ \mathcal{W}_{i+1}, \tilde{g}_{j+2} \right] \right] = 0. \]

In order to rewrite recursion relations, introduce the new operators

(3.10) \[\mathcal{B}_{ij} = \mathcal{W}_{i+1} \mathcal{W}_{j} - \mathcal{W}_{j+1} \mathcal{W}_{i} = \mathcal{W}_j \mathcal{W}_{i+1} - \mathcal{W}_{i} \mathcal{W}_{j+1}, \]

(3.11) \[\mathcal{C}_{ij} = [\mathcal{W}_{i-1}, \mathcal{W}_{j+1}] = [\mathcal{W}_{i}, \mathcal{W}_{j+1}], \]

(3.12) \[\mathcal{D}_{ij} = \tilde{g}_{i+1} \tilde{g}_{j+1} - \tilde{g}_{j+1} \tilde{g}_{i+1} = \tilde{g}_{j+1} \tilde{g}_{i+1} - \tilde{g}_{i+1} \tilde{g}_{j+1}, \]

(3.13) \[\mathcal{F}_{ij} = \mathcal{W}_{i+1} \mathcal{W}_j - \mathcal{W}_i \mathcal{W}_{j+1} + w(\mathcal{W}_{j+1} \tilde{g}_{i+1} - \tilde{g}_{j+1} \tilde{g}_{i+1}). \]

Note that \(\mathcal{B}_{ij}, \mathcal{D}_{ij}\) are antisymmetric and \(\mathcal{C}_{ij}\) is symmetric. In terms of these, the recursion relations (3.7)-(3.9) read

\[\mathcal{C}_{i+1,j} = \mathcal{C}_{i,j+1} + v \mathcal{D}_{ij}, \quad \mathcal{F}_{0,j} = \mathcal{B}_{0,j+1} + w \mathcal{D}_{0j} \quad \text{for} \quad 0 \leq j, \]

\[\mathcal{B}_{ij} = \mathcal{B}_{i+1,j+1} + \mathcal{F}_{i+1,j+1} - \mathcal{F}_{i+1,j} + w(\mathcal{D}_{i+1,j} + \mathcal{D}_{j+1,i}), \]

\[v = \frac{(q - q^{-1})^2 w}{\rho(q + q^{-1})}. \]

First, let us consider equation (2.1). Using the above combinations \(\{\mathcal{B}, \mathcal{C}, \mathcal{F}\}\) and (2.14), eq. (2.1) becomes:

\[(q + q^{-1}) c_{0k} = \sum_{i=0}^{\alpha} \left( \sum_{l=0}^{i-k} \left( a_{i,2l+1-k-i} \mathcal{B}_{i,2l+1-k-i} - a_{i,2l+1-k-i}^{+} \mathcal{C}_{i,2l+1-k-i} \right) - \delta_{k,1} \frac{a_{i,2l}^{+}}{2} \mathcal{C}_{il} \right) \]

\[+ (q^2 - q^{-2}) \sum_{l=0}^{\alpha} \left( \sum_{i=0}^{l} e_{i,2l-k-i}^{(k)} \mathcal{F}_{i,2l-k-i} \right) \]

with

\[a_{ij}^{\pm} = a_{ij}^{(k)} + h_{ij}^{(k)} \pm (a_{ji}^{(k)} - b_{ji}^{(k)}) \]

Applying recursively the relations (3.14), the parameters \(a_{ij}^{(k)}, b_{ij}^{(k)}, e_{ij}^{(k)}\) are found to be restricted by the following constraints, with \(l \in \{1, \ldots, \alpha\}\):

\[s_{l} + \delta_{0a}(q + q^{-1}) = 0, \quad p_{0l} - w(q^2 - q^{-2}) e_{0,2l-k}^{(k)} = 0, \quad \tilde{a}_{ik-i} = 0 \quad \text{for} \quad i \in \{0, \ldots, \alpha - \tilde{k}\}, \]

\[a_{l-1,l+k} - (q^2 - q^{-2}) e_{l,2l-k}^{(k)} = 0, \quad \delta_{k,1} \left( w a_{l-1,l+1} - p_{l,l+1} \right) = 0, \]

\[w \left( \tilde{a}_{l-1,2l-k-i} - \tilde{a}_{l,2l-k-i} \right) - p_{l,l+k} = 0 \quad \text{for} \quad 0 < i < l - \tilde{k}, \]

\[\tilde{a}_{i,2l-i} - \tilde{a}_{i,2l-k-i} + (q^2 - q^{-2}) e_{i,2l-k-i}^{(k)} = 0 \quad \text{for} \quad 0 < i < l - \tilde{k} \]

where

\[s_{l} = \sum_{i=0}^{l-k} a_{i,2l+1-k-i}^{+} + \delta_{k,1} \frac{a_{l,l}^{+}}{2}, \quad p_{l,l} = v \left( \sum_{i=i+1}^{l-k} a_{j,2l+1-k-i}^{+} + \delta_{k,1} \frac{a_{j,j}^{+}}{2} \right), \]

\[\tilde{a}_{ij} = a_{ij}^{+} + a_{i-1,j-1}^{\mp} \quad \text{for} \quad 0 < i < j, \]

\[a_{0i} = a_{0i}^{+} + (q^2 - q^{-2}) e_{0,i-1}^{(k)} + a_{0,j}^{\mp} \quad \text{for} \quad i > 1 + \tilde{k}, \]

\[a_{0,1+k} = a_{0,1+k}^{+} + (q^2 - q^{-2}) e_{0,k}^{(k)} \]
Consider now the equation (2.17). Rewriting the $q$–commutator

$$[A, B]_q - [C, A]_q = (q - q^{-1})(B - C)A + [A, qB + q^{-1}C] ,$$

one has

$$\left(q-q^{-1}\right)(G_{k+1} - \tilde{G}_{k+1})W_0 + [W_0, qG_{k+1} + q^{-1}\tilde{G}_{k+1}] = 0 .$$

Introduce the operators

$$\hat{A}_{ij} = qA_{ij} + q^{-1}\bar{A}_{ij} , \quad \hat{F}_{ij} = qF_{ij} + q^{-1}\bar{F}_{ij} \quad \text{and} \quad G_{i+1} = \tilde{G}_{i+1} - G_{i+1} .$$

Using (2.14) (and similarly for $\tilde{G}_{k+1}$), eq. (3.18) becomes:

$$\left(q - q^{-1}\right)G_{k+1}W_0 = \sum_{l=0}^{\alpha} \sum_{i+j=2l+1-k} [W_0, A_{ij}] + \sum_{l=0}^{\alpha-1} \sum_{i+j=2l+k, i \leq j} [W_0, F_{ij}] .$$

According to the commutation relations (2.1)–(2.4), one has:

$$[W_0, F_{ij}] = e_{ij}^{(k)} (W_{j-1}G_{i+1} + G_{j+1}W_{i-1}) ,$$

$$[W_0, A_{ij}] = \alpha_{ij} W_{-j}G_{j+1} + \bar{\alpha}_{ij} G_{i+1}W_{j}$$

with

$$\alpha_{ij} = \frac{q a_{ij}^{(k)} + q^{-1} b_{ij}^{(k)}}{q - q^{-1}} \quad \text{and} \quad \bar{\alpha}_{ij} = \frac{q b_{ij}^{(k)} + q^{-1} a_{ij}^{(k)}}{q - q^{-1}} .$$

Regrouping all terms of the form $W_{-j}G_{i+1}$ and $G_{j+1}W_{i-1}$, eq. (2.2) imposes additional constraints on the parameters $\{a_{ij}^{(k)}, b_{ij}^{(k)}, e_{ij}^{(k)}\}$. With $l \in \{1, \ldots, \alpha\}$, they read:

$$\alpha_{00} = \bar{\alpha}_{00} = 0 , \quad \bar{\alpha}_{2l+1-k, 0} = \delta_{l,0} (q - q^{-1}) ,$$

$$\alpha_{2l+1-k, i} = e_{i,2l+1-k}^{(k)} = 0 \quad \text{for} \quad i \in \{0, \ldots, l-k\} ,$$

$$\bar{\alpha}_{2l+1-k, i} = e_{2l+1-k-1, i}^{(k)} = 0 \quad \text{for} \quad i \in \{l + 1, \ldots, 2l + 1 - k\} ,$$

$$\bar{\alpha}_{2l+1-k, i} = e_{i-1,2l+1-k}^{(k)} = 0 \quad \text{for} \quad i \in \{1, \ldots, l+1-k\} \quad \text{and}$$

$$\bar{\alpha}_{2l+1-k, i} = e_{i+1,2l+1-k}^{(k)} = 0 \quad \text{for} \quad i \in \{l + 2, \ldots, 2l + 1 - k\} .$$

Now, combining the first (3.15) and second (3.22) set of constraints, the parameters $\{a_{ij}^{(k)}, b_{ij}^{(k)}\}$ can be written solely in terms of $\{e_{ij}^{(k)}\}$:

$$a_{2l+1-k, 0}^{(k)} = - q^{-1} \delta_{l,0} - \frac{q - q^{-1} e_{2l+1-k}^{(k)}}{q - q^{-1}} , \quad b_{2l+1-k, 0}^{(k)} = q \delta_{l,0} + \frac{q - q^{-1} e_{2l+1-k}^{(k)}}{q - q^{-1}} ,$$

$$a_{2l+1-k, i}^{(k)} = - \frac{1}{q - q^{-1}} \left(q e_{i,2l+1-k}^{(k)} - q^{-1} e_{i-1,2l+1-k}^{(k)}\right) \quad \text{for} \quad i \in \{1, \ldots, l-k\} ,$$

$$b_{2l+1-k, i}^{(k)} = - \frac{1}{q - q^{-1}} \left(q e_{i-1,2l+1-k}^{(k)} - q^{-1} e_{i,2l+1-k}^{(k)}\right) \quad \text{for} \quad i \in \{1, \ldots, l-k\} ,$$

$$a_{2l+1-k, i}^{(k)} = b_{2l+1-k, i}^{(k)} = 0 \quad \text{for} \quad i \in \{l+2-k, \ldots, 2l+1-k\} ,$$

$$a_{l+1-k}^{(k)} = - \frac{q}{q - q^{-1}} e_{l-k, l}^{(k)} , \quad b_{l+1-k}^{(k)} = - \frac{q}{q - q^{-1}} e_{l-k, l}^{(k)} .$$
Plugging the expressions above in the definitions (3.21), we write:

\[a_{0,2l+1-k}^\pm = \mp \left( g + q^{-1} \right) \delta_{i,\alpha} + \frac{q + q^{-1}}{q - q^{-1}} e_{0,2l-k}^{(k)}\]
\[a_{2l+1-k-i,i}^\pm = \mp \frac{q + q^{-1}}{q - q^{-1}} \left( e_{i,2l-k-i}^{(k)} - e_{i-1,2l+1-k-i}^{(k)} \right) \quad \text{for } i \in \{1, \ldots, l - 1\},\]
\[a_{i,i+1-\tilde{k}} = (1 + \tilde{k}) \frac{q + q^{-1}}{q - q^{-1}} e_{i-1-\tilde{k},i+1-\tilde{k}}^{(k)}\]
\[a_{i,i+1-\tilde{k}}^\pm = \delta_{k1} \frac{q + q^{-1}}{q - q^{-1}} \left( 2e_{i,l}^{(k)} - e_{i-1,l+1}^{(k)} \right).\]

According to (3.10), a straightforward calculation shows that the summation of coefficients \(a_{i,j}^\pm\) drastically simplifies (3.15). It reduces to the system of equations for \(l \in \{1, \ldots, \alpha\}:\)

\[\tilde{a}_{i,k-i} = 0 \quad \text{for} \quad i \in \{0, \ldots, \alpha - \tilde{k}\},\]
\[(3.24)\]
and
\[\tilde{a}_{i,2l-i} - \tilde{a}_{i-1,2l+i} + (q^2 - q^{-2}) e_{i,2l+i}^{(k)} = 0 \quad \text{for} \quad 0 < i < l - \tilde{k}.\]

Having in mind (3.10), the number of independent equations \(\frac{(\alpha-k+1)(\alpha-k+2)}{2}\) coincides exactly with the number of parameters \(\{e_{ij}^{(k)}\}\). Similar analysis applied to \(\tilde{G}_{k+1}\) shows that equations (2.1-2.3) lead to the same constraints thanks to the symmetry between (2.2) and (2.3) under the operators’ exchange \(W_{-k} \leftrightarrow W_{k+1}\) and \(G_{k+1} \leftrightarrow \tilde{G}_{k+1}\). Then, any higher element \(G_{k+1}\) (and similarly for \(\tilde{G}_{k+1}\)) admits an expansion of the form (2.14), this combination solves (2.1-2.11) and is unique up to (2.1-2.11) with \(k \rightarrow i, l \rightarrow j\).

It remains to show that (2.11) satisfies the remaining equations (2.6-2.11). In [BS1], recall that the isomorphism between the reflection equation algebra associated with the \(U_q(\hat{sl}_2)\) \(R\)-matrix and (2.1-2.11) was established. In particular, equations (2.1-2.3) and (2.4) at \(l = 0\) are sufficient to determine uniquely the solution of the reflection equation algebra. Thanks to the isomorphism between the reflection equation algebra and \(O_q(\hat{sl}_2)\), it follows that (2.6-2.11) are automatically satisfied if (3.24) are satisfied. This completes the proof of the proposal.
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