Generalized Distributed Network Coding Based on Nonbinary Linear Block Codes for Multi-User Cooperative Communications
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Abstract—In this work, we propose and analyze a generalized construction of distributed network codes for a network consisting of $M$ users sending different information to a common base station through independent block fading channels. The aim is to increase the diversity order of the system without reducing its code rate. The proposed scheme, called generalized dynamic-network codes (GDNC), is a generalization of the dynamic-network codes (DNC) recently proposed by Xiao and Skoglund. The design of the network codes that maximizes the diversity order is recognized as equivalent to the design of linear block codes over a nonbinary finite field under the Hamming metric. The proposed scheme offers a much better tradeoff between rate and diversity order. An outage probability analysis showing the improved performance is carried out, and computer simulations results are shown to agree with the analytical results.

I. INTRODUCTION

In a cooperative wireless communications system with multiple users transmitting independent information to a common base station (BS), besides broadcasting their own information, users help each other relaying their partners information [1]–[3]. In the decode-and-forward (DF) relaying protocol [1], [2], the codeword relayed to the base station (BS) is a re-encoded version of the previously decoded codeword received in the broadcasting phase.

Network coding [5], a method originally proposed to attain maximum information flow in a network, has recently been applied in cooperative wireless communications systems to improve the bit error rate (BER) performance [3], [4], [6]. In a network coded system, relays process information from different users and perform linear combinations of the received signals, with coefficients chosen from a finite field $GF(q)$.

A two-user cooperative system that employs binary network coding was proposed in [4]. In that scheme, each user transmits the binary sum (XOR) of its own source message and the received message from its partner (if correctly decoded). However, the scheme proposed in [4] does not improve the system diversity order.

In [5], it was shown that binary network coding are not optimal for achieving full diversity in multiple user-multiple relays system. A similar result was shown in [3], however, instead of considering dedicated relays, therein the $M$ users themselves act as relays for each other. The scheme proposed in [3], called dynamic-network codes (DNC), considers a fixed nonbinary network code. In the first time slot, each user broadcasts a single packet of its own to the BS as well as to the other users, which try to decode the packet. From the second time slot until the $M$-th time slot, each user transmits to the BS $M−1$ nonbinary linear combinations of the packets that it could successfully decode. With DNC, by using an appropriately designed network code, the diversity order was shown to be higher than in binary network coded systems. The scheme is called “dynamic” in the sense that the network code is designed to perform well under the possible occurrence of errors in the inter-user channels.

In this paper, we elaborate on the DNC scheme by first recognizing the problem as equivalent to that of designing linear block codes over $GF(q)$ for erasure correction. In particular, for perfect inter-user channels, the diversity order equals the minimum Hamming distance of the block code, so the network transfer function should correspond to the generator matrix of an optimal block code under the Hamming metric. The Singleton bound appears as a natural upper bound on the diversity order, and this bound is achieved with a sufficiently large field size [7].

We then extend the DNC scheme by allowing each user to broadcast several (as opposed to just one) packets of its own in the broadcast phase, as well as to transmit several nonbinary linear combinations (of all correctly decoded packets) in the cooperative phase. From the block coding perspective, the so-called generalized dynamic-network codes (GDNC) consider a longer codeword, with more parity symbols, which improves the Singleton bound.

Yet from another point of view, in a GNDC system, temporal diversity is exploited, and we show that a much better tradeoff between rate and diversity order can be achieved, e.g., it is possible to set both the rate and the diversity order to be higher than that in the DNC scheme.
The rest of this paper is organized as follows. The next section presents the system model and some relevant previous works, including binary network coded cooperative systems [4] and the DNC scheme [3]. The motivation for GDNC is presented in Section III. Section IV presents the proposed GDNC scheme, showing firstly a simple 2-user network and then generalizing it to M users. Simulations results are presented in Section V. Finally, Section VI presents our conclusions and final comments.

II. PRELIMINARIES

A. System Model

The network consists of multiple users \((M \geq 2)\) having different information to send to a common base station (BS). One time slot (TS) is defined as the time period in which all the M users realize a single transmission each one (through orthogonal channels, either in time, frequency or code), that is, one TS corresponds to \(M\) transmissions. The received baseband codeword at user \(i\) at time \(t\) is given by:

\[
y_{j,i,t} = h_{j,i,t}x_{j,i,t} + n_{j,i,t},
\]

where \(j \in \{1, \cdots , M\}\) represents the transmitter user and \(i \in \{0,1, \cdots , M\}\) the receiver user (0 corresponds to the BS). The index \(t\) denotes the time slot. \(x_{j,i,t}\) and \(y_{j,i,t}\) are transmitted and received codewords, respectively, \(n_{j,i,t}\) is the zero-mean additive white Gaussian noise with variance \(N_0/2\) per dimension. The channel gain due to multipath is denoted by \(h_{j,i,t}\), as in [3], and it is assumed to have i.i.d. (across space and time) Rayleigh distribution with unit variance.

Assuming the \(x_{j,i,t}\)'s to be i.i.d. Gaussian random variables and considering all the channels with the same average signal-to-noise ratio (SNR), the mutual information \(I_{j,i,t}\) between \(x_{j,i,t}\) and \(y_{j,i,t}\) is:

\[
I_{j,i,t} = \log(1 + |h_{j,i,t}|^2 \text{SNR}).
\]

Assuming powerful enough channel codes, \(x_{j,i,t}\) can be correctly decoded if \(I_{j,i,t} > R_{j,i,t}\), where \(R_{j,i,t}\) is the information rate from user \(j\) to user \(i\) in the time slot \(t\). Considering that all the users have the same rate, the index of \(R\) can be dropped. Thus, \(x_{j,i,t}\) cannot be correctly decoded if:

\[
|h_{j,i,t}|^2 < g,
\]

where \(g = \frac{2^{R}}{\text{SNR}}\). The probability that such an event happens is called the outage probability. For Rayleigh fading, the outage probability is calculated as [2], [8]:

\[
P_e = \Pr \{ |h_{j,i,t}|^2 < g \} = 1 - e^{-g/2} \approx g.
\]

The approximation holds for high SNR region. Considering block fading, the diversity order \(D\) is defined as [3]:

\[
D \triangleq \lim_{\text{SNR} \to \infty} \frac{-\log P_e}{\log \text{SNR}}.
\]

In this work, block fading means that fading coefficients are independent identically distributed (i.i.d.) random variables for different blocks but constant during the same block. It is also assumed that receivers have perfect channel state information (CSI), but the transmitters do not have any CSI.

B. Binary Network Coded Cooperation

Instead of transmitting only the partner's information in the second TS, as in the DF scheme, each user can transmit a binary sum of its own information and its partner's information. It was shown in [4] that the outage probability for a 2-user binary network coded system is given by:

\[
P_{o,\text{BNC}} \approx P_e^2,
\]

which corresponds to a diversity order \(D = 2\) according to (5). We can see that the diversity order obtained from (6) is not an optimal result, since the information of each user is transmitted through three independent paths and higher diversity order can be achieved, as will be explained later. By a similar analysis, the outage probability of the DF scheme is given by [2]:

\[
P_{o,\text{DF}} \approx 0.5P_e^2.
\]

C. Dynamic-Network Codes

In [3], Xiao and Skoglund showed that the use of nonbinary network coding is necessary to achieve a higher diversity order and then proposed the so-called DNC. A simple 2-user DNC scheme is presented in Fig. 1 where nonbinary coefficients are now used.

![Fig. 1. Two-user cooperative network with nonbinary network coding. (a) Each user broadcasts its own information and (b) each user transmits a linear combination on GF(4) of all the available information.](image)

Considering perfect inter-user channels, the BS receives \(I_1\), \(I_2\), \(I_1 \oplus I_2\) and \(I_1 \oplus 2I_2\). We can see that the BS is able to recover original messages \(I_1\) and \(I_2\) from any 2 out of 4 received codewords. For User 1 (the same result holds for user 2 due to symmetry), an outage occurs when the direct codeword \(I_1\) and at least 2 out of the 3 remainder codewords cannot be decoded. This occurs with probability [5]

\[
P_0 = P_e \left[ \frac{3}{2} P_e^2 (1 - P_e) + P_e^3 \right] \approx 3P_e^3.
\]

However, with probability \(P_e\) a user cannot decode its partner's codeword. In this situation, it retransmits its own information. The BS performs maximum ratio combining (MRC), which was shown in [2] to have outage probability \(P_1 = P_e^2/2\). Thus, the overall outage probability for User 1 is [3]:

\[
P_{o,1} = P_e P_1 + (1 - P_e)P_0 \approx 3.5P_e^3.
\]

It is easy to see that the diversity order is \(D = 3\). If the inter-user channels are not reciprocal, then the outage probability
was shown to be $3$:

$$P_{o,1} \approx 4P_e^3. \quad (10)$$

For $M$ users, in the DNC scheme, each user transmits $M-1$ nonbinary linear combinations in the cooperative phase. It is shown in $3$ that the diversity order achieved by DNC is $D = 2M - 1$, but with a fixed and low rate $R = M/M^2 = 1/M$.

### III. Motivation for this Work

The multiple-sources-one-destination network can be represented by a transfer matrix which in turn can be seen as a generator matrix of a systematic linear block code. The generator matrix obtained from the 2-user system illustrated in Fig. 1 is given by

$$G_{\text{DNC}} = \begin{bmatrix} 1 & 0 & 0 & 1 & 1 & 2 \end{bmatrix}. \quad (11)$$

In the DNC scheme, the diversity order is related to the minimum number of correctly received packets (or symbols) at the BS with which the information packets from all users can be recovered. In terms of block coding, this is equivalent to the erasure correction capability of the block code. It is well-known that the transmitted codeword of a linear block code with minimum distance $D$ can be recovered if up to $D - 1$ of its positions have been erased by the channel $9$. The connection between these two problems establishes that the diversity order of the 2-user DNC system, under the assumption of perfect inter-user channels, is equal to the minimum Hamming distance of the rate 2/4 block code with generator matrix given in (11).

In general, for a rate $k/n$ code, the minimum distance is upper bounded by the Singleton bound $9$:

$$d_{\text{min}} \leq n - k + 1. \quad (12)$$

According to $7$, the Singleton bound is achieved if the alphabet size is large enough. For example, for a 4/8 block code, the Singleton bound gives $d_{\text{min}} \leq 5$. However, the maximum possible achieved minimum distance in GF(2) is 3. In GF(4), it is possible to achieve $d_{\text{min}} = 4$. The upper bound $d_{\text{min}} = 5$ is only possible to be achieved if the field size is at least 8.

In the DNC scheme, the overall rate is $M/M^2$. From (12), the diversity order is thus upper bounded by $D_{\text{max,DNC}} = M^2 - M + 1$. A system with rate $R = \alpha M/\alpha M^2$ (for $\alpha \geq 2$) would have the same overall rate as the DNC scheme ($R = 1/M$), but the diversity upper bound would be increased to

$$D_{\text{max,}} = \alpha (M^2 - M) + 1. \quad (13)$$

This motivates us to modify the DNC scheme accordingly. In the next section, we propose an even more general scheme which is more flexible in terms of rate and diversity order.

Due to inter-user channel outages, the upper bound presented in (13) cannot be achieved. The discrepancy between the upper bound and the real diversity order obtained is quantified by the outage probability analysis, in the next section.

### IV. Generalized Dynamic-Network Codes

We begin the description of the proposed GDNC scheme by elaborating on the 2-user DNC scheme presented in Fig. 1 whose associated generator matrix is given in (11). The new scheme is illustrated in Fig. 2.

![Fig. 2. A rate 6/10 GDNC scheme with $M = 2$ users. The symbol $\oplus_{m,t}$ denotes the linear combination of all the available information performed by relay $m$ in time slot $t$. For a 6/10 block code, according to $7$, the minimum field size necessary to achieve $d_{\text{min}} = 5$ is $q = 9$.](image)

Each user sends three packets (or symbols) of its own in the broadcast phase, and then each user sends two nonbinary linear combinations (of the six previously transmitted packets) over GF(q) in the cooperative phase. The receiver collects the 10 packets, which can be seen as a codeword of a systematic 6/10 linear block code.

Without loss of generality, we analyze the outage probability for User 1 in the first TS. Consider for the moment being that the inter-user channels are reciprocal. In this case, the probability that no errors occur in the inter-user channel is $P_{p,1} = 1 - P_e$. If User 2 can correctly decode $I_1(1)$, the message $I_2(1)$ will suffer an outage at the BS when the direct packet and, in the worst case, the 4 parity packets containing $I_1(1)$ cannot be decoded by the BS, which happens with probability $P_0 \approx P_e^5$.

If User 2 cannot correctly decode $I_1(1)$, which happens with probability $P_e$, it will not be able to help User 1 by relaying $I_1(1)$. In this case, the BS receives only 3 packets containing $I_1(1)$ (the direct transmission plus 2 parities sent by User 1 itself). Message $I_1(1)$ will be in outage at the BS if the direct packet and, in the worst case, both of the parities transmitted by User 1 cannot be decoded. This happens with probability $P_1 \approx P_e^5$. Therefore, considering reciprocal inter-user channels and all the outage patterns, the outage probability of message $I_1(1)$ is given by

$$P_{o,1} = P_e P_1 + (1 - P_e) P_0 \approx P_e^4. \quad (14)$$

The same result is obtained when the inter-user channels are not reciprocal.
We can see from (14) that the diversity order achieved by the rate 6/10 GDNC scheme with $M = 2$ users presented in Fig. 2 is $D = 4$, which is higher than the one obtained by the rate 2/4 DNC scheme with $M = 2$ users in (10). Therefore, both the rate and the diversity order have been increased.

We can also verify that the outage probability is dominated by the term related to the inter-user channel being in outage, when User 2 cannot help User 1. Similarly, we will see that when all the $M - 1$ inter-user channels fail is also the worst case scenario in the more general GDNC scheme for a $M$-user network.

A. Multiple Users

The generalization of the scheme presented in Fig. 2 is shown in Fig. 3. $I_j(t)$ represents the information transmitted by user $j$ ($j = 1, \cdots, M$) in time slot $t$ ($t = 1, \cdots, k_1$) of the broadcast phase (at left of the vertical dashed line), and $P_j(t')$ corresponds to the parity transmitted by user $j$ in time slot $t'$ ($t' = 1, \cdots, k_2$) of the cooperative phase (at right of the vertical dashed line).

User 1: $I_1(1) \cdots I_1(k_1) \mid P_1(1) \cdots P_1(k_2)$

User 2: $I_2(1) \cdots I_2(k_1) \mid P_2(1) \cdots P_2(k_2)$

User $M$: $I_M(1) \cdots I_M(k_1) \mid P_M(1) \cdots P_M(k_2)$

Fig. 3. GDNC scheme for a network with $M$ users.

Following Fig. 3, each user first broadcasts $k_1$ independent information packets. In the cooperative phase, each user transmits $k_2$ parity packets consisting of nonbinary linear combinations of its $k_1$ own information packets and the $k_2(M - 1)$ partners’ information packets (if decoded correctly). If an user cannot correctly decode an information packet from one of its partners, this information packet is replaced by an all-zero packet in the formation of the linear combination. Thus, the GDNC overall rate is given by:

$$R_{GDNC} = \frac{k_1 M}{k_1 M + k_2 M} = \frac{k_1}{k_1 + k_2}.$$  

(15)

By varying $k_1$ and $k_2$ independently, we can have a tradeoff between rate and diversity. An appropriate choice of $k_1$ and $k_2$ can make the GDNC scheme to simultaneously improve rate and diversity order over the DNC scheme. When $k_1 = 1$ and $k_2 = M - 1$, the proposed scheme reduces to the DNC scheme. In particular, for $k_1 = k_2 = 1$ we have the 2-user DNC scheme in Fig. 4.

From (12) and (15), we can see that the diversity order of the GDNC scheme is upper bounded by

$$D_{max, GDNC} \leq k_2 M + 1.$$  

(16)

As we already know, due to the errors in inter-users channels, this upper bound cannot be achieved. In the next section, we find the diversity order guaranteed by the proposed scheme.

B. Outage Probability and Diversity Order

Denote by $D_{j,t} \subseteq \{1, \ldots, M\}$ the index set corresponding to the users that correctly decoded $I_j(t)$, the information packet of user $j$ in time slot $t$ in the broadcast phase. For convenience, include index $j$ itself to $D_{j,t}$. The number of users in $D_{j,t}$ is denoted by $|D_{j,t}|$. Let $P_e$ again be the outage probability of a single channel, and let $\overline{D}_{j,t}$ denote the complement set $\{1, \ldots, M\} \setminus D_{j,t}$, i.e., $\overline{D}_{j,t}$ contains the indices of the users which could not decode $I_j(t)$ correctly. The probability of $\overline{D}_{j,t}$ is approximately $P_e |\overline{D}_{j,t}|$. We should note that the message $I_j(t)$ is contained in $(M - |\overline{D}_{j,t}|)k_2 + 1$ packets (1 in the systematic part plus $(M - |\overline{D}_{j,t}|)k_2$ as part of parities) transmitted to the BS through independent channels. For a fixed $D_{j,t}$ (which fixes $\overline{D}_{j,t}$ as well), it can be shown that the probability that the BS cannot recover $I_j(t)$ is

$$P_{o,j}(\overline{D}_{j,t}) = \gamma(k_1, k_2, |\overline{D}_{j,t}|) P_e (M - |\overline{D}_{j,t}|)k_2 + 1,$$

where $\gamma(k_1, k_2, |\overline{D}_{j,t}|)$ is a positive integer representing the number (multiplicity) of outage patterns leading to that same probability. In particular, $\gamma(k_1, k_2, \{1, \ldots, M\} \setminus \{j\}) = 1$.

The overall outage probability is then given by:

$$P_{o,j} = \sum_{\overline{D}_{j,t}} P_e |\overline{D}_{j,t}| (1 - P_e)^{|(M-1)|\overline{D}_{j,t}|} P_{o,j}(\overline{D}_{j,t})$$

$$\approx \sum_{\overline{D}_{j,t}} P_e (M - |\overline{D}_{j,t}|)k_2 + 1 |\overline{D}_{j,t}| \gamma(k_1, k_2, |\overline{D}_{j,t}|) P_e$$

$$\approx \sum_{\overline{D}_{j,t}} (M - 1)^{\overline{D}_{j,t}} k_2 + |\overline{D}_{j,t}| + 1$$

$$= P_e^{M + k_2},$$

(17)

(18)

(19)

where $P_e (M - |\overline{D}_{j,t}|)k_2 + 1$ is the probability of $|\overline{D}_{j,t}|$ out of $M - 1$ inter-user channels in time slot $t$ being in outage, and $\overline{D}_{j,t}$ corresponds to the $|\overline{D}_{j,t}|$ value that results in the lowest exponent term in (17), which, for $k_2 \geq 2$, is $|\overline{D}_{j,t}|^* = M - 1$. In (18), $\binom{M}{k_2}$ is the binomial coefficient. We have proved the following result.

Theorem 1. The diversity order of the GDNC scheme for sufficiently large field size is $D_{GDNC} = M + k_2$.

We can see that, when $k_1 = 1$ and $k_2 = M - 1$, the proposed scheme reduces to the DNC scheme, with rate $1/M$ and diversity order $2M - 1$, as mentioned at the end of Section II-C.

V. Simulation Results

In order to support the results obtained through the outage probability analysis of the previous section, we have performed some computer simulations. The frame error rate (FER) was simulated and plotted against the SNR. The analytical outage probabilities obtained in this paper were also plotted (dashed
lines). We assume that there exists a channel code with which it is possible to recover the transmitted packet if \(|h_{j,i,t}|^2 \geq g\). If \(|h_{j,i,t}|^2 < g\), an outage is declared. To construct the network code over \(GF(q)\), we considered the generator matrix of a block code over \(GF(q)\) with the largest possible minimum Hamming distance (upper bound on the diversity order as presented in (15)).

Fig. 4 presents the FER versus SNR for a 2-user network, considering the DF scheme, the DNC scheme (Fig. 1) over \(GF(4)\), and the proposed GDNC with \(k_1 = k_2 = 2\) over \(GF(8)\), all of them with the same rate equal to 1/2. The generator matrix for the proposed system was chosen as:

\[
G_{GDNC} = \begin{bmatrix} 1 & 0 & 0 & 0 & 3 & 7 & 3 & 6 \\ 0 & 1 & 0 & 0 & 5 & 7 & 7 & 4 \\ 0 & 0 & 1 & 0 & 2 & 4 & 6 & 1 \\ 0 & 0 & 0 & 1 & 5 & 5 & 3 & 2 \end{bmatrix}. \tag{20}
\]

It should be mentioned that, since the maximum diversity order 3 of the DNC scheme is already achieved with the field \(GF(4)\), increasing the field size would not bring any advantages in this case. On the other hand, as discussed in Section III, for the GDNC used in our simulations, which corresponds to \(GF(4)\), increasing the field size would not bring any advantages (the value of \(k_2\) is changed), or even between rate and decoding latency (when \(k_1\) is changed), as compared to the baseline system.

For a large number of users and/or when the parameters \(k_1\) and \(k_2\) are very large, the dimensions of the generator matrix of the block code associated with the GDNC scheme may be too large to be coped with by the encoders and decoders. In this case, a sparse generator matrix should be considered and the overall system could be seen as a generalization of the adaptive network coded cooperation (ANCC) method proposed in [10]. The connection between GDNC and ANCC is currently being investigated.

Fig. 4. FER versus SNR (dB) for a 2-user system with rate \(R = 1/2\), considering the DF scheme, DNC scheme (in \(GF(4)\), according to (11)) and the proposed GDNC scheme (with \(k_1 = k_2 = 2\) and in \(GF(8)\), according to (20)).

The SNR gap between the analytical and simulated results occurs due to the Gaussian input assumption made in (2). However, we can see that the diversity order (curve slope) obtained by the simulations matches the one obtained analytically.

VI. CONCLUSIONS AND FINAL COMMENTS

In this work, we have proposed a generalization of the distributed network coding method in [3]. The aim of the generalized dynamic-network code (GDNC) is to increase the diversity order of cooperative wireless communications systems without sacrifice in the system’s rate, what appears to be a drawback of the original method. We have shown that the problem of designing the network codes that maximize the diversity order is related to that of designing optimal (in the Hamming sense) linear block codes over a nonbinary finite field.

An outage probability analysis was presented, and computer simulation results supported the analytical results.

The two design parameters \(k_1\) and \(k_2\) of GDNC may be varied to produce a wide range of rates and diversity orders, and offer a much better tradeoff between rate and diversity order (when the value of \(k_2\) is changed), or even between rate and decoding latency (when \(k_1\) is changed), as compared to the baseline system.
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