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Abstract—In this paper, we present 3D high resolution radar imaging at millimeter-Wave (mmWave) frequencies by means of a combination of virtual Multiple Input Multiple Output (MIMO) Frequency Modulated Continuous Wave (FMCW) Radars and Synthetic Aperture Radar (SAR) which results in a compact, low-cost, and high-speed 3D mmWave imagery system with low complexity.

Index Terms—Virtual MIMO, SAR, FMCW Radar, Radar Imaging.

I. INTRODUCTION

Virtual Multiple Input Multiple Output (MIMO) Frequency Modulated Continuous Wave (FMCW) radar systems operating at mmWave frequencies have recently become popular since they are cost-effective and compact. In addition, they generate signals with high bandwidth which, in turn, facilitate the possibility of achieving high resolution limits in the range direction [1]–[5]. The range resolution depends on the bandwidth of the transmitted signal, also known as chirp signal [6], [7]. However, the angular resolution depends on the effective length of the array relative to the wavelength of the transmitted signal. Therefore, to achieve high angular resolution, arrays with sizable number of elements are required. Nevertheless, increasing the effective length of the array comes at considerable cost. Antenna coupling, power consumption, heat-sink issue, complexity of the system, and cost are among the challenges that we encounter if we decide to utilize arrays with sizable number of antennas. To cope with this issues, the arrays can be generated synthetically by creating relative motion between the radar and the target to be imaged. This is indeed the idea behind Synthetic Aperture Radar (SAR) imaging which has been utilized for decades to produce high resolution images specifically in the field of space-borne as well as air-borne SAR imaging [8]–[12]. Although creating synthetic aperture is a promising idea for achieving high angular resolution, the SAR systems still suffer from issues such as spending a great amount of time to collect the data over the synthetic aperture. Virtual MIMO radars are another option to increase the effective length of the array using limited number of TX and RX antennas by exploiting techniques such as Time Division Multiplexing (TDM), Code Division Multiplexing (CDM), and Frequency Division Multiplexing (FDM) methods [1]–[5]. In fact, virtual MIMO arrays have recently found their applications in the field of radar imaging and are considered as promising candidates for creating high angular resolution for radar applications [13]–[17]. A combination of SAR and virtual MIMO FMCW radars are, therefore, a perfect candidate for high resolution radar imaging systems since they provide imagery systems with lower complexity. Moreover, the amount of time to be spent on the data collection is considerably shorter.

In this paper, we present a 3D high resolution mmWave imagery system by combination of virtual MIMO array processing and the SAR concept using commercially available FMCW radar systems. In the horizontal direction, a large aperture is created synthetically to produce high angular resolution. In the vertical direction, however, which using the SAR concept increases the time we need to spend on the data collection process, we will create a large aperture using a sparse MIMO array. Upon exploiting the virtual MIMO array in the vertical direction and taking advantage of the TDM method, we can then increase the number of elements virtually and this way we can create a large aperture which by combining this idea with the SAR technique, we can then create the effect of a 2D aperture of considerable size to generate high resolution 3D radar images. The virtual MIMO FMCW radar operated in this paper, has been designed by Texas Instruments (TI) Inc. It includes 4 similar FMCW radar chips which have been cascaded. Each chip consists of 3 TX and 4 RX antennas. After synchronization, we achieve a system with 12 TX and 16 RX antennas which upon exploiting the TDM method, we can obtain an equivalent system of 1 TX and 192 RX antennas out of which 86 non-overlapped antennas can be selected for the radar imaging application. The radar system operates at 77 GHz and is capable of generating approximately 4 GHz bandwidth.

The paper has been organized as follows. In Section II, we address the system model and formulate the imaging problem. In Section III, we present the procedure required to process the raw data and reconstruct the image. Finally, Section IV has been dedicated to the experimental results based on the data gathered from a cascaded-chip FMCW radar operating at 77 GHz followed by the concluding remarks.

II. SYSTEM MODEL

In this section, we describe the system model. Fig. 1 illustrates the geometry of the imaging problem. The radar
is mounted on a two-axis motorized scanner which spans the x-y plane to create the 2D synthetic aperture. The aperture plane is located at \( z = 0 \). Next, we consider a continuum of point reflectors in \((x, y, z)\) space on the plane situated at \( z = z_d \). When the target is illuminated by the transmitted signal, according to the Huygens principle, each point reflector can be considered as a secondary point source and they, in turn, radiate a portion of the received energy back toward the radar. The signal received at the location of the RX antenna, from a continuum of point reflectors located at \( z = z_d \), is described as

\[
s_0(k, x, y, z_d) = \int \int p(x', y', z_d) \times e^{-jk\sqrt{(x-x')^2 + (y-y')^2 + z_d^2}} dx'dy'.
\]

In (1), \( k = \frac{2\pi}{(f_0 + \beta t)} \), in which, \( \beta = \frac{b}{T} \) where \( b \) and \( T \) stand for the bandwidth and the chirp time, respectively. The complex parameter \( p(x', y', z_d) \) is the reflection coefficient of the point reflector located at \((x', y', z_d)\). Furthermore, \( f_0 \) is the start frequency and \( c \) is the speed of light in vacuum. Additionally, \((x_l, y_l)\) and \((x_r, y_r)\) refer to the location of the transmit and receive antennas, respectively.

The goal of radar imaging is to estimate the complex reflective coefficient field \( p \). The FMCW radar system we consider in this paper, is a multi-static radar system. This means that the TX and RX antennas are separated spatially. In order to be able to perform the imaging procedure efficiently, however, it is better to have each RX antenna at the same location as its corresponding TX antenna. In other words, to implement the imaging algorithm efficiently, we are required to perform multi-static to mono-static transformation \[13\], \[15\], \[18\]. To accomplish this goal, we move the location of the \( i \)th TX-RX pair to the midpoint value which upon performing that we can rewrite (1) as

\[
s_0(k, x, y, z_d) = \int \int p(x', y', z_d) \times e^{-jk\sqrt{((x + \Delta x)/2 - x')^2 + ((y + \Delta y)/2 - y')^2 + z_d^2}} \times e^{-jk\sqrt{((x - \Delta x)/2 - x')^2 + ((y - \Delta y)/2 - y')^2 + z_d^2}} dx'dy',
\]

where \( x = \frac{x_l + x_r}{2}, \ y = \frac{y_l + y_r}{2}, \Delta x = \frac{x_l - x_r}{2} \) and \( \Delta y = \frac{y_l - y_r}{2} \). Finally, we can express (2) as

\[
s_0(k, x, y, z_d) = e^{j\Phi(\Delta x, \Delta y, z_d)} \int \int p(x', y', z_d) \times e^{-2jk\sqrt{(x-x')^2 + (y+y')^2 + z_d^2}} dx'dy',
\]

in which \( \Phi(\Delta x, \Delta y, z_d) \) is an extra phase shift due to the midpoint transformation. After the multi-static to mono-static transformation is performed, the multi-static radar is transformed into a mono-static radar system. By bringing the extra phase term \( \Phi(\Delta x, \Delta y, z_d) \) to the left hand side of the equation (3), we obtain the following

\[
s(k, x, y, z_d) = \int \int p(x', y', z_d) \times e^{-2jk\sqrt{(x-x')^2 + (y+y')^2 + z_d^2}} dx'dy'.
\]

In (4), \( s(k, x, y, z_d) = e^{-j\Phi(\Delta x, \Delta y, z_d)} s_0(k, x, y, z_d) \). We can further rewrite (4) as

\[
s(k, x, y, z_d) = p(x, y, z_d) *_x *_y e^{-2jk\sqrt{x^2 + y^2 + z_d^2}}.
\]

where \(*_x \) and \(*_y \) represent the convolution operation in the x and y directions, respectively. From (5), it is clear that

\[
e^{-2jk\sqrt{x^2 + y^2 + z_d^2} \text{ is the 2D impulse response (IPR) of the system.}
\]

### III. IMAGE RECONSTRUCTION

Among the well-known techniques for image reconstruction, we can mention the Time Domain Correlation (TDC) method \[9\], the Back Projection (BP) technique \[9\], the Chirp Scaling Algorithm (CSA) \[8\], and the wave-number method which is also known as Range Migration Algorithm (RMA) and \( \omega - k \) technique \[8\], \[9\], \[13\], \[19\]. The TDC is a highly time consuming technique which is implemented in the fast-time time domain and slow-time time domain. Although the BP method is implemented in the fast-time frequency domain and slow-time time domain and is more efficient than the TDC technique, it is still computationally prohibitive. The \( \omega - k \) algorithm is based on the 2D convolution formula presented in (5). To perform the 2D convolution efficiently, the algorithm is implemented in the fast-time frequency domain and slow-time frequency domain which by exploiting the Fast Fourier Transform (FFT) technique, it
can be implemented effectively [8]. However, since the multi-static to mono-static transformation is a range dependent process, therefore, we will not implement the traditional $\omega-k$ algorithm which is based on reference phase multiplication and Stolt interpolation [8]. We, instead, take a 3D Fourier transform from (5), which based on the principle of stationary phase (POSP) method [20], is given as follows,

$$S_{zd}(k_x, k_y) = P(k_x, k_y) \times e^{j z d \sqrt{4 k_c^2 - k_x^2 - k_y^2 - x' k_x - y' k_y}},$$

(6)

where $P(k_x, k_y) = 3_{3D}\{p(x, y, z_d)\}$, in which $3_{3D}$ stands for 3D Fourier transform and $S_{zd}(k_x, k_y)$ represents the energy of the signal at the range cell corresponding to the plane located at $z = z_d$. Furthermore, $k_c$ represents the wavenumber at the center frequency of the transmitted signal. The next step is to propagate the energy of the signals back to the plane situated at $z = z_d$. This is the plane that the point targets are located. To accomplish this goal, we apply $e^{-j z d \sqrt{4 k_c^2 - k_x^2 - k_y^2}}$ to the signal presented in (6). Finally, we perform the inverse 2D Fourier transform to obtain the image,

$$\hat{p}(x, y, z_d) = 3_{2D}^{-1} \left( S_{zd}(k_x, k_y) e^{-j z d \sqrt{4 k_c^2 - k_x^2 - k_y^2}} \right),$$

(7)

where $3_{2D}^{-1}$ stands for the 2D inverse Fourier transform in the $x$ and $y$ directions and $\hat{p}(x, y, z_d)$ is the estimated value for the complex reflective coefficient of the targets on the plane that has been located at $z = z_d$. As can be seen from (7), we first perform phase cancellation per each given value of $z = z_d$. We will then take the 2D inverse Fourier transform in the $x$ and $y$ directions. By choosing different values for $z_d$, we can reconstruct the image of the targets located at different distances from the radar and this way we can obtain a 3D image from the scene to be imaged.

IV. EXPERIMENTAL RESULTS

In this section, we present the experimental results. The virtual MIMO FMCW radar system that we utilize in this paper, is the 4-chip cascaded FMCW radar sensor TIDEP-01012 from TI with 12 TX and 16 RX antennas. The radar is operated in TDM mode which results in 86 non-overlapped virtual antenna elements. Therefore, it is considered as an 86-element FMCW radar system. Fig. 2 illustrates the RF board which consists of 4 AWR1243 chips. Each AWR1243 chip has 3 TX and 4 RX antennas which after synchronization the entire board corresponds to a system of 12 TX and 16 RX antennas. Then, by exploiting the TDM technique we can achieve 192 elements virtually. The effective time duration of the transmitted chirp signal is 40 $\mu$s. The center frequency of the radar has been set at 78.8 GHz. The effective bandwidth of the radar has been chosen to be 3.5997 GHz which theoretically results in 3.7086 cm for the resolution limit in the range direction. Furthermore, the sampling frequency of the ADC is 8 MHz. The cut-off frequency for the high pass filters at the RF front-end, have been set to the smallest possible value. The layout of the RF board has been depicted in Fig. 3 which clearly shows the distances between different elements that we need for the 3D imaging process. There are two separate stepper motors which have been utilized to create 2D motion in the azimuth and elevation directions. The stepper motors are controlled by the Arduino DUE. One stepper motor is for generating linear motion in the horizontal direction and the other one is to create linear motion in the vertical direction. Consequently, we can create a 2D aperture. The Arduino DUE has been programmed using C++ programming language. The 4-chip cascaded radar board is controlled through the LUA commands provided by TI and are run in MATLAB environment. The stepper motors are controlled through a Python script with the help of the Arduino. A schematic of how different parts are connected has been presented in Fig. 4. After the data is collected, it is stored in a flash memory on the DSP board which can be later transferred to the laptop through Ethernet connection. When the data is stored in the laptop, the algorithm is applied and the image is generated subsequently. The algorithm for the image reconstruction has been written in MATLAB as well as Python. Prior to discussing the image reconstruction procedure, we first perform single channel performance analysis.
for the radar system. Fig. 5-(a) illustrates the spectrogram of the beat signal for TX1-RX1 pair and for a 20 dBsm corner reflector which is located at the bore-sight of the system. Fig. 5-(a) shows the effect of the non-linearity for the transmitted chirp signal. In fact, the spectrogram should have been a straight line along the time axis. In Fig. 5-(b), we have presented the spectrogram for the same signal after compensating for the chirp non-linearity [21], [22]. As can be seen from Fig. 5-(b), the energy of the signal is distributed along a straight line horizontally over the entire chirp time. Chirp non-linearity causes image de-focusing and blurring [21], [22]. It should be noted that, the chirp non-linearity is different from channel to channel. Therefore, the chirp non-linearity compensation should be performed for each channel separately. From Fig. 5, it is also obvious that the output power of the system is fluctuating over the entire bandwidth. In Fig. 6, the power spectrum for the same beat signal presented in Fig. 5, has been depicted which shows the power fluctuation with respect to frequency. The result is prior to performing any adjustment for the chirp non-linearity effect. However, the power fluctuation pattern does not change with the non-linearity compensation procedure. Similar to the chirp non-linearity, the power fluctuation is different for different channels. From Fig. 6-(a), we can see that there is a deep null around 80 GHz which makes this portion of the chirp practically ineffective for the radar imaging process. In other words, the effective length of the chirp is considered to be shorter which reduces the range resolution limit of the system. After presenting the performance analysis for the single channel, we then focus on the array calibration concept. Before applying the algorithm to the experimental data and performing image reconstruction, we address the problem of the virtual MIMO array calibration. The vertical direction is covered by the virtual MIMO array which consists of 86 non-overlapped elements. To calibrate the system, we use a 20 dBsm corner reflector. The IPR of the array for the corner reflector, has been shown in Fig. 6-(b).

As can be seen from Fig. 6-(b), there is a strong imbalance for the side-lobe levels along the array elements. This implies the necessity for precise array calibration. To obtain a better understanding of how to calibrate the array, we have focused on the IPR of the virtual MIMO array separately. In Fig. 7-(a), the 1D IPR of the virtual MIMO array has been shown, which is the horizontal section of the 2D IPR shown in Fig. 6-(b) at the specific range cell, where the energy of the target is located along the array elements. There are several different effects that can cause error. We consider the $n^{th}$ channel and express the beat signal corresponding to a point reflector located at distance $R$ from the imagery system as

$$s_l(t, R) = g_l p(t) e^{-j2\pi(f_0 + \beta t)\frac{R + R_l}{c}},$$

where $g_l$ and $R_l$ are the gain and the error induced terms for the $n^{th}$ channel, respectively. Based on (8), the error signal can then be expressed as

$$s_l(t) = g_l e^{-j2\pi(f_0 + \beta t)\frac{2R_l}{c}}.$$
We ignore other sources of error such as in-phase and quadrature imbalance and only focus on the three terms presented in (9). The first error term is related to the gain of the channel, $g_l$. The gain varies from channel to channel. The second error term, which is the most important one, is the phase of $s_l(t)$. Finally, the third part of the error is the frequency of the error signal $s_l(t)$. Upon taking Fourier transform from (9), with the purpose of localizing the energy of the signal in the range direction, the frequency of $s_l(t)$ will contribute to the range cell migration (RCM) phenomenon [8]. It spreads the energy of the signal over range cells other than the specific range cell that the energy of the target is supposed to be concentrated. We can compensate for the effect of the frequency of $s_l(t)$ by performing range alignment [23]. If the point target is located at the bore-sight and in the far field zone, the phase of $s_l(t)$ should be the same for all the channels. Therefore, any differences can be calculated and then their complex conjugate be applied to the raw data along different channels to compensate for the phase error term. We can, further, compensate for the gain differences between different channels to complete the calibration procedure. After performing phase calibration using the 20 dBsm corner reflector, we obtain the result which has been shown in Fig. 7-(b). From Fig. 7-(b), it is clear that the phase calibration has improved the IPR of the system considerably. In fact, the symmetry of the side-lobes are more pronounced compared to the situation presented in Fig. 7-(a). However, from Fig. 7-(b), it is also clear that the IPR is far from ideal. The phase calibration has only taken into consideration the error corresponding to the phase of the signal given in (9). The error corresponding to the frequency of $s_l(t)$, given in (9), is still to be removed. As we mentioned before, the frequency of $s_l(t)$ contributes to the RCM phenomenon. To see this effect, we have shown the range compressed image in Fig. 8-(a), which is one step prior to the final image formation. To concentrate the energy of the target in one range cell and therefore compensate for the effect of the RCM, we perform range alignment [23]. The result of the range aligned image has been illustrated in Fig. 8-(b). The result for the IPR of the system, after phase calibration and range alignment, has been shown in Fig. 9. Furthermore, Fig. 10-(a) illustrates the horizontal section of the 2D IPR in the direction parallel to the array elements at the location of the main-lobe. Basically, Fig. 10-(a) depicts the 1D IPR along the array elements. However, based on Fig. 10-(a), we can see that the IPR is not equal to the ideal IPR for a linear array with 86 transceivers. Therefore, we apply the following optimization problem to further compensate for any remaining phase errors.

$$\min_w \| (w \odot s)A - 1^T A \|_2^2 ,$$

where $w$ is a 1D complex vector and $s$ is the signal presented in Fig. 10. Moreover, $\odot$ is the element-wise multiplication operator and matrix $A$ represents the array manifold. Finally, $1$ is a column-wise vector with all elements equal to 1.

The optimization problem presented in (10) is a convex optimization problem [24] and can be solved using available packages such as cvx in MATLAB or cvxpy in Python. After applying the optimization problem to the signal shown in Fig. 10-(a), we achieve the result illustrated in Fig. 10-(b) for the 1D IPR of the system. Before performing the image reconstruction process based on the cascaded-chip radar system, we manage to obtain an mmWave image using a single TX-RX pair, which basically means we are conducting single channel-based imaging. We are utilizing a single chip AWR1243 FMCW radar from TI to create a 3D image from the sample under test. To create the image we use the data from a single TX-RX pair [17]. In fact, we are benchmarking the performance of the virtual MIMO-SAR FMCW radar against the single channel system. The sample under test, which is a metallic object, has been shown in Fig. 11. The distance between the sample under test and the aperture is $z_d = 30$ cm. In Fig. 12-(a), the image acquired using the data gathered from a single channel radar system, has been shown. The 2D aperture has been created synthetically in the azimuth and elevation directions. The time duration for the data collection is approximately 7 minutes which can be reduced considerably by exploiting the virtual MIMO array in the vertical direction. Moreover, Fig. 12-(b) shows the 3D view of the reconstructed image. After performing...
array calibration, we can exploit the virtual MIMO array to cover the vertical direction of the 2D aperture which we are at the point of creating for the 3D imaging process. The sample under test can be covered by the 86 non-overlapped elements of the virtual MIMO array, therefore, there is no requirement to move the virtual MIMO array in the vertical direction. Consequently, in the vertical direction we have the virtual MIMO array and in the horizontal direction the aperture is created synthetically and hence the name virtual MIMO-SAR imaging. In Fig. 13, the experimental set-up has been shown which illustrates the cascaded-chip radar, the 2D aperture, and the sample under test. In Fig. 14-(a) the reconstructed image, for the un-calibrated data, has been presented. Finally, Fig. 14-(b) illustrates the reconstructed image after the calibration procedure has been applied to the raw data. The image has been reconstructed based on (7). Fig. 14-(a) shows clearly the effect of the errors associated with the MIMO array in the reconstructed image along the vertical direction which upon applying the calibration procedure, the errors are removed and the reconstructed image is focused. The speed of the stepper motor has been set to 5 cm/s. Only a single position in the elevation direction has been used for the data collection. The number of elements in the elevation direction is 86. It has been achieved based on the virtual MIMO system which allows to increase the number.
of elements virtually by exploiting the TDM method and sparsity of the array. In the azimuth direction, we have created the effect of an array with 197 elements by utilizing the SAR concept. The entire data collection has taken 4 s. Finally, we have conducted another test experiment in which a pair of scissors have been used. Fig. 15-(a) shows the experimental set-up. In Fig. 15-(b), we have presented the reconstructed image after performing array calibration. The image is based on all 86 non-overlapped elements of the virtual MIMO system. It should be noted that, the calibration process of the MIMO array for high resolution imaging, similar to the work presented in this paper, is challenging. The main focus of our future work is to improve the calibration technique or to discover a completely new method for the MIMO array calibration. The RF board of the 4-chip-cascaded radar, has not been completely optimized. From the 2D IPR of the system, it is clear that there is a large amount of coupling between the antenna elements. The feed-lines as well as the antennas should be re-designed to mitigate the effect of the coupling between the elements. The effect of the coupling between the elements on the TX side is to lower the efficiency of the system since a portion of the transmitted energy is absorbed by the adjacent elements. On the RX side, however, the coupling between the elements affects the beamforming process. Basically, the signals received by different RXs become correlated and this, in turn, will hinder the beamforming process.

V. CONCLUSION

In this paper, we presented 3D near-field high resolution mmWave radar imaging technique based on a combination of virtual MIMO array and SAR. We described the model as well as the image reconstruction method at length and at the end applied the algorithm to the experimental data gathered from a virtual MIMO array FMCW radar operating at 77 GHz and presented the final results. Combination of virtual MIMO array system and SAR concept offers a compact and cost-effective imagery system with lower complexity and higher speed which can be used to produce high resolution 3D radar images.
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Fig. 15. a) the experimental set-up for a pair of scissors in front of the imagery system, b) the reconstructed image.