Development of Machine Learning prediction models for their integration in a Digital Twin for a tapered roller bearing production line
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Abstract: The aim of this work is to develop the prediction models that are integrated in a digital twin for a tapered roller bearing multi-stage production line. The manufacturing process consists of rings machining and component assembly processes, including intense quality control. This work proposes the use of machine learning techniques for a 4-step strategy which consists of: a data analysis, the development of one prediction model for the manufacture of the double outer ring, one model for the two inners rings, and finally their integration in the digital twin. The strategy is validated with real data. Several regression techniques are tested and the selected model is the exponential regression due to its better performance when compared with other algorithms. Once incorporated in the digital twin, the developed models can predict the process behaviour under potential changes so determining the optimum operating conditions can be fairly facilitated; as well as predict the final bearing setting under different machining conditions.
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1. Introduction

Bearing manufacturing requires high precision production processes. It is necessary to guarantee not only the composition and hardness of the material but also the geometric micrometric dimensions [1, 2]. Manufacturing errors will cause problems related to surface roughness, waviness, misaligned races, and out-of-size rolling elements [3]. They all affect fatigue, which is the predominant mode of bearing failure [4]. Tapered roller bearings can accommodate high radial loads as well as high axial loads. They have four main components: inner ring, outer ring, rollers, and cage.

The quality of the product is an important strategic factor of competitiveness of the European manufacturing industry in the global market. In that context, process control, automation and optimization are key to reach the highest quality at competitive cost [5, 6]. Process control ensures quality and reduce scrap and rework but needs dimensional measurements. Automation is key to measure at competitive cost, using machines with enough accuracy and cycle time, and automatic adjustment of the manufacturing process in real time. Current data collection and inspection technologies allow data to be collected online along the process chain and can significantly increase quality control and improvement in current dynamic and modifiable environments. The real challenge companies face is the problem of synthesizing such heterogeneous data to fully understand the correlations between variables throughout the process stages of a multi-stage system. This would be...
aimed at achieving the generation of zero defects, at the single process level, and the propagation of zero defects, at the system level, through proactive process control [7].

With the development of intelligent machining, optimization of machining process configuration during actual production has become more accessible. The grinding machine control system can receive as feedback information the relevant process data, including the result of the measurement of the machined part in the post-process verification. Developing a robust and accurate Digital Twin (DT) requires a sufficient Internet of Things (IoT) network that efficiently records live data from the process [8]. Big Data tools are also required in order to process the information recorded by the IoT network. By using these tools, it is possible to know the state of the process as well as to achieve a deep understanding of it, what permits to propose changes and substantial improvements [9]. Finally, by applying machine learning on the recorded data, DTs can predict the process behaviour under possible changes or incidents [10, 11], becoming a powerful tool for efficiency and performance improvement.

This work is conducted as part of a project whose aim is to develop a DT for a tapered roller bearing production line and to apply it in order to achieve a noticeable improvement on its performance. To achieve this improvement, the DT determines the optimum operation conditions under different line conditions. This article focuses on the machine learning techniques applied to develop the prediction models that integrate the DT. The work described in this article also shows how these models can help improving the performance of the production line even before integrating them in the DT.

2. Bearing and production line description

2.1. Bearing overview

Tapered roller bearings manufactured in this production line consist of 3 basic components which are a double outer ring and two dimensionally different inner rings, “A” and “B”. These 3 components have a direct impact on the bearing setting, which is the final critical dimension that must be strictly controlled once the bearing is mounted. The setting is defined as the axial clearance within the bearing.

On their own, both outer and inner rings have critical dimensions that have a direct effect on the setting and that must be controlled as well. The critical dimension for both cones is the axial location of the reference surface of the inner ring with respect to the reference surface of a master outer ring, as shown in figure 1. From now on this dimension is referenced as $T_{i,inv}$. Regarding the outer ring, its critical dimension is the distance between its two raceways, and it is designed as $T_e$. $T_e$ and $T_{i,inv}$ are henceforth understood as deviations from the nominal dimension shown in figure 1 under the same naming.

![Figure 1. Critical dimension of inner and outer rings.](image)

These three elements (both cones and the outer ring) are classified into 20 groups depending on their critical dimensions ($T_{i,inv}$ or $T_e$). Each of these groups covers a range of 4 μm and 8 μm of $T_{i,inv}$ and $T_e$, respectively, meaning a total allowance of 160 μm for the double cup and 80 μm for each cone. By using this classification, the three components can be matched to achieve an optimum setting.

Components are rarely classified in the outermost groups (1-3 and 18-20), so the objective of models is not improving the process capability, but rather manufacturing optimum components to be matched.
2.2. Line overview
The production line is divided into three sections. Two of them are parallel to each other and the third one, at the end of the line, is the result of the junction of the other two.

The parallel sections are dedicated to the grinding processes of the outer ring and the two inner rings, respectively. These sections are formed of several stations such as dimensional controls, super finish processes, washing stations and the grinding station itself. The two grinding stations are the core of both parallel sections since it is in these stations where critical dimensions $T_{inv}$ and $T_e$ are adjusted.

The junction of the parallel sections is a storage and matching area where outer and inner rings are classified into 20 groups and then matched to form the bearing. If the station finds the necessary pairs to form the set in the storage area, the received ring is matched instead of stored. However, if the station cannot find the necessary pairs in the storage area, the received ring is stored in this area until appropriate pairs are received. To match inner and outer rings they must belong to similar groups ($G \pm 2$).

From this point to the end of the line, the set is dimensionally verified, greased, oiled, and packaged. It is also worthwhile to mention that the inner ring grinding station is the bottleneck of the whole process.

3. Models scope and objectives
As previously mentioned, critical dimensions of inner and outer rings are obtained in the grinding stations. This is the main reason to focus the scope of the prediction models on these two machines.

By training prediction models, grinding stations can automatically suggest or even adopt operation parameters to obtain optimum inner and outer rings regarding their critical dimensions. Optimum rings are understood as those that can be matched immediately after reaching the storage and matching area. That is, if there are inner rings of group $G$ accumulated in the storage area, the optimum outer ring belongs to group $G \pm 2$ so it can be matched immediately after reaching the station.

Once they are integrated in the digital twin, prediction models consider as inputs both the machine state and the piece requirements to predict the necessary operation parameters to obtain the desired critical dimensions. Figure 2 shows how prediction models are included in the production line.

![Figure 2. Integration of prediction models in the production line. In blue: Offline processes of data analysis, training, and validation. In black: Online production process.](image)

Given the line configuration, training proper prediction models to operate grinding stations would have the following effects:

- Maximizing matching efficiency. This means to perform pairing of three elements of the same group most times. This also leads to a narrower setting allowance after the matching.
- Reducing the storage area. The current storage area has room for 220 inner rings and 110 outer rings, which implies an area of more than 10 m².
- Reducing the cycle time by performing immediate matchings instead of storing components.
• Generating a line simulator or digital twin. Predicting the performance of grinding stations makes it possible to integrate a complete line simulator with which perform experiments and predictions about production patterns, machine adjustment, etc.

4. Data analysis
The line IoT infrastructure makes it possible to acquire every machine parameter as well as rings parameters such as temperature or dimensions. After uploading data to an internal database, data analysis can be performed (figure 2). The total amount of data available to perform this study is equivalent to the grinding of 40.511 outer rings, 56.915 inner rings A, and 57.143 inner rings B.

The aims of this study are to know which machine and ring parameters must be considered to train the prediction models; to evaluate the consistency of predictions once the model is trained; and to compare experimental relations between parameters with theoretic relations.

Three types of parameters can be defined before the data analysis:

• Control variables (CVs): Those machine parameters with significant influence on the critical dimension (T_inv or T_e) and which can be modified to obtain optimum rings.

• Machine factors: Those machine parameters with significant influence on the critical dimension (T_inv or T_e) and which cannot be modified. Along with control variables, these parameters constitute the state of the machine. The state array can be denoted as x.

• Critical dimension: Is the output of the model. Its value depends on the state of the machine. This dimension is T_e or T_inv, and it can be denoted as y.

Under these definitions, models can be understood as a function that relates the machine state with the critical dimension of the ring, as shown by equation (1):

\[
y = f(\text{Control variables}, \text{Machine factors}) = f(x)
\]

Therefore, by knowing the ring requirements (T_e or T_inv), the model can be used to predict which machine state is needed to accomplish these requirements. That is, once integrated in the digital twin, models can predict CVs values to obtain the optimum ring, y, under certain machine factors (figure 2).

To study the influence of each parameter of interest on the output T_e or T_inv, data were split into datasets formed of all machine states that meet three conditions:

• Every parameter must remain constant along the state, except for the parameter of interest.

• The parameter of interest must have a different value in every state.

• Every state included in the dataset must correspond to the same wheel and shift. When the wheel is changed or the machine reset, every parameter reference changes.

It can be assumed that changes in T_e and T_inv under these conditions are only consequence of the changes in the parameter of interest. Equation (2) and equation (3) show datasets notation.

\[
X_{pi}^R = (x_{p_{i1}}, \ldots, x_{p_{i,j}}, \ldots , x_{p_{i,N}})
\]

\[
x_{p_{ij}}^R = (p_{i,j}, p_{i,j+1}, \ldots, p_M)
\]

\[
p_i = (p_{i,1}, \ldots, p_{i,j}, \ldots, p_{i,N})
\]

where: p_i: array containing all the N values of parameter p_i within the same wheel and shift; x_{p_{ij}}^R is the state of the machine that includes the j^{th} value of parameter p_i. All the other M – 1 parameters that form the state remain constant over the whole X_{pi}^R dataset; X_{pi}^R is the dataset formed by all the states x_{p_{ij}}^R of the grinding machine of R ring (outer -OR-, inner -IR-). Notice that many X_{pi}^R states from different wheels and shifts are used to study the influence of each parameter of interest on the output T_e or T_inv.
To assure enough consistency, only states $x_{R_{Pi}}^R$ greater than 25 observations that pass a Kolmogorov-Smirnov normality test have been kept in the analysis.

### 4.1. Outer ring

Five parameters out of eighty-nine from the outer ring grinding machine were found to have a significant influence on the critical dimension $T_e$. Table 1 shows the classification of the five parameters into factors and control variables. We do not consider interactions between parameters during data analysis since single effects are enough to identify which parameters have the highest impact on the output.

| Variable name | Description                               | Type         |
|---------------|-------------------------------------------|--------------|
| R120          | Radial adjustment of the grinding wheel   | Control variable |
| R280          | Radial position of the wheel during grinding | Factor          |
| R121          | Axial adjustment of the grinding wheel    | Control variable |
| R218          | Wheel diameter                            | Factor          |
| R115          | Dressing compensation                     | Factor          |
| $T_e$         | Distance between raceways                 | Output          |

As an example, figure 3(a) shows the output $T_e$ under the machine states $X_{R_{120}}^{OR}$. $T_e$ has been characterized as $T_e \sim N(\mu, \sigma^2)$ with $\sigma = 11.1 \mu m$.

![Figure 3. (a) Output $T_e$ under states $X_{R_{120}}^{OR}$](image)

Table 2 shows the correlations found between the parameters listed in table 1 as well as the theoretic known relations. Table 2 also shows the mean $R^2_{Di}$ coefficient, which is calculated from all considered datasets, $X_{pi}^{OR}$. We use $R^2_{Di}$ to determinate which parameters have to be included in the model. Only correlations with $R^2_{Di} > 0.4$ were kept.

| Relation                                             | Theoretic value | Experimental value | $R^2_{Di}$ | #Datasets |
|------------------------------------------------------|-----------------|--------------------|------------|-----------|
| Radial adjustment of the wheel–Wheel consumption (R218) | 0.5             | 0.5                | 1          | 51        |
| Axial adjustment of the grinding wheel - $T_e$        | 2.5             | 2.8                | 0.62       | 406       |
| Radial adjustment of the grinding wheel - $T_e$      | -               | 3                  | 0.58       | 140       |

### 4.2. Inner rings

Grinding cycles of inner ring A and B are different from each other due to their dimensional differences. In fact, inner ring B must be processed in two different cycles. However, in spite of these differences,
parameters that have been found to have the most significative influences on $T_{i,inv}$ are common to both grinding processes (inner ring A and B). These common parameters are shown in Table 3.

| Variable name | Description                                      | Type     |
|---------------|--------------------------------------------------|----------|
| L51           | Radial adjustment of the grinding wheel          | Control variable |
| L52           | Axial adjustment of the grinding wheel           | Control variable |
| R35           | Reference for radial adjustment of the wheel     | Factor   |
| R75           | Reference for axial adjustment of the wheel      | Factor   |
| R322          | Wheel diameter                                   | Factor   |
| $T_{i,inv}$   | Distance between surfaces of inner and master outer ring | Output |

A positive implication of finding common parameters is that the same prediction model can be used for both inner rings with no loss in accuracy as proved in section 6.

As an example, figure 3(b) shows the output $T_{i,inv}$ under the machine state $X_{L51}$. $T_{i,inv}$ has been characterized as $T_{i,inv} \sim N(\mu, \sigma^2)$ with $\sigma = 5.3 \mu m$. Table 4 shows the correlations with $R^2_p > 0.4$ found between the parameters listed in table 3 as well as the theoretic known relations.

| Relation                        | Theoretic value | Cone type | Experimental value | $R^2_p$ | #Datasets |
|---------------------------------|-----------------|-----------|--------------------|---------|-----------|
| Radial adjustment of the        | 0.25            | A         | 0.23               | 0.69     | 153       |
| grinding wheel – $T_{i,inv}$    |                 | B         | 0.23               | 0.66     | 119       |
| Axial adjustment of the         | -               | A         | 0.1                | 0.62     | 197       |
| grinding wheel – $T_{i,inv}$    |                 | B         | 0.08               | 0.55     | 117       |

5. Data normalization

As previously mentioned, resetting the grinding machines or changing their wheels entail a manual adjustment of the machines. This adjustment produces a noticeable change in the global references of parameters. To train models with data from different wheels and shifts, it is necessary to perform a normalization of data; this is, a change on its reference. This normalization consists on using incremental data with respect to the last change of wheel. This way, models predictions are also given with respect to the last change of wheel, which is known. Figure 4 shows the control variable R120 both before and after applying normalization of its reference.

Figure 4. (a) Non-normalized data. (b) Normalized data.

Changes of wheel occur every ~700 and ~15,000 pieces in outer and inner ring grinding machines, respectively. This low frequency of changes in inner ring machine makes it unnecessary to perform data normalization on it while it is still necessary on the outer ring machine. The first stable grinding
operations that act as a reference for successive values are considered as the first group greater than 15 grindings with constant parameters after changing the wheel. This consideration avoids using values from the high variability calibration process that takes place after every change of wheel as references.

### Table 5. Validation RMSE obtained with different models.

| Model Type         | Validation mean RMSE over 45 experiments (μm) |
|--------------------|-----------------------------------------------|
|                    | Outer ring (31300 data) | Inner ring (31500 data) |
| Exponential GPR    | 7.29                           | 3.57                  |
| Rational Quadratic GPR | 7.44                         | 3.61                  |
| Matern 5/2 GPR     | 7.42                           | 3.62                  |
| Fine tree          | 8.18                           | 3.66                  |

6. Trained models

The selected model is the exponential regression due to its better performance when compared to other 12 algorithms such as decision trees, SVM or other gaussian process regressions (GPR). Table 3 shows RMSE (Root Mean Squared Error) obtained from the four algorithms with best performance after evaluating them over 45 experiments. Each experiment consists in training and validating the algorithm over data from a unique wheel in the case of outer rings and over subsets of 700 data in the case of inner rings. Cross-validation with 5 folds has been used.

6.1. Outer ring model

Since control variable R120 and factor R280 are tightly related variables \(R^2 = 1\), Table 2), keeping both is redundant. To train the simplest model, only control variable R120 has been kept.

Once a model is trained and validated with the same dataset, it must be tested on new data unknown to the model. Figure 5(a) shows the response of the selected exponential GPR model when it is trained and validated with 5,000 data and tested with 3,500 new data. Table 4 summarizes the RMSE obtained in every data interval shown in figure 5(a). For the sake of clarity, \(T_e\) dispersion has been removed.

Considering that \(3\sigma_{Te} \approx 33 \mu m\) (dispersion inherent to the grinding machine process), models with a testing RMSE between 20 and 25 μm are considered accurate and robust enough to be reliable.

6.2. Inner ring model

The main difference of inner ring model with respect to the outer ring model is that, as previously mentioned, data are not normalized. Training, validation, and testing has been done under the same conditions. That is, testing data is unknown to the model and \(T_{inv}\) dispersion has been removed.

Figure 5(b) shows predictions with the 5,000 training and validation data and with the 3,500 test data. Note that \(3\sigma_{T_{inv}} \approx 16 \mu m\) while \(RMSE_{IR} < 6 \mu m\) when tested with up to 3,500 data (table 6).

7. Conclusions

From the results, it can be concluded that the developed models reproduce the actual grinding process behaviour. A validation with real data is carried out and the results have confirmed the high variability of the process over time and the need to normalize the values of the outer ring at each change of grinding wheel. The exponential regression technique has been chosen because of its better performance compared to other regression algorithms. The results show that for the outer ring model, with a dispersion inherent to the process of \(3\sigma_{Te} \approx 33 \mu m\), a RMSE < 26 μm is obtained. In the case of the inner ring, with a dispersion inherent to the process of \(3\sigma_{T_{inv}} \approx 16 \mu m\), a \(RMSE_{IR} < 6 \mu m\) is obtained. These models predict the grinding behavior, so once integrated in the DT, it can be used to determinate the optimum operating conditions and the final bearing setting under different machining conditions.
Figure 5. (a) Response $T_e$ predicted (yellow dots) by outer ring model on training (blue line) and testing (red line) data. (b) Responses $T_{i,inv}$ predicted by inner ring model.

Table 6. RMSE obtained from the validation and testing of the trained models.

| Model    | RMSE Training data (μm) | RMSE Testing data (μm) |
|----------|-------------------------|------------------------|
|          | 350 data                | 700 data               | 1400 data | 2100 data | 2800 data | 3500 data |
| Outer ring| 11.3                    | 20.43                  | 18.69     | 23.67     | 22.69     | 22.49     | 25.68     |
| Inner ring| 6.94                    | 5.55                   | 5.33      | 4.66      | 4.51      | 4.86      | 5.29      |
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