Electronic transport in metallic carbon nanotubes with mixed defects within the strong localization regime
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Abstract

We study the electron transport in metallic carbon nanotubes (CNTs) with realistic defects of different types. We focus on large CNTs with many defects in the mesoscopic range. In a recent paper we demonstrated that the electronic transport in those defective CNTs is in the regime of strong localization. We verify by quantum transport simulations that the localization length of CNTs with defects of mixed types can be related to the localization lengths of CNTs with identical defects by taking the weighted harmonic average. Secondly, we show how to use this result to estimate the conductance of arbitrary defective CNTs, avoiding time consuming transport calculations.
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1. Introduction

Carbon nanotubes (CNTs) offer a large variety of properties \cite{1–3}, which can be very useful for future electronic devices. One of them is the very high conductance in the ballistic regime \cite{4} that makes CNTs attractive for metallic interconnect systems \cite{5–8}. Although research on CNTs has continued for many years since their discovery in 1991 and clean CNTs approaching the theoretical conductance limit can be produced under well-defined laboratory conditions \cite{9}, current CNT-based devices at the wafer level which means a fast and reproducible fabrication are still not reaching that limit. One reason is the strong impact of defects \cite{10, 11}, which cannot be avoided during production processes at the wafer level \cite{12–16}, whether physically introduced like vacancies or chemically initiated like functionalizations. They can, e.g., be caused by ion collisions within a gas atmosphere, by electron beam treatments, or within organic solutions, which are necessary steps for the fabrication of devices with difficult three dimensional geometries. Thus, understanding the influence of these defects on electronic transport properties of CNTs is a necessary step towards their integration into microelectronic devices.

The present work approaches this subject at the theoretical level. On the one hand, the size of such mesoscopic systems is of the order of hundred thousand atoms, and on the other hand, a statistical description with large ensembles has to be considered. This is very time-consuming despite the availability of high performance computer resources and good scaling low-level methods.

In the past, most theoretical work in the field of quantum transport simulations focused on the properties of single selected CNTs, like it was done for vacancies \cite{17–21}, substitutional atoms \cite{22, 23} and functionalizations \cite{23–27}. For this purpose, different electronic structure methods were addressed, from tight binding (e.g. \cite{22}) to density functional theory (e.g. \cite{18, 23}). These investigations showed that the conductance depends exponentially on the CNT length, what was also verified by experiments \cite{13}. This is an indication of the strong localization regime, which is also present in case of random Anderson disorder \cite{28, 29}. But this regime does not only exist in CNTs. Also other materials can exhibit Anderson disorder, e.g. silicon nanowires \cite{30}, showing that strong localization is an interesting and important transport regime in quasi-one-dimensional structures.

Beyond the properties of single selected CNTs, a further description and quantification of the strong localization regime for different CNTs is necessary. Flores began a systematic study by calculating the localization length for three metallic armchair CNTs \cite{19}. In a previous investigation \cite{31}, we continued these calculations for more CNTs to determine the diameter dependence. Therein, we discussed CNTs with one type of defect. In the follow-
ing, we extend this work by calculating electronic transport properties of defective CNTs with defects of different types within one CNT. Bringing all results together, we develop and explain a model for estimating the conductance of metallic CNTs with arbitrary diameter and an arbitrary number of different types of defects.

2. Theoretical framework

Electronic transport through mesoscopic systems can be described by quantum transport theory, which is done here in the equilibrium limit [32]. The conductance formula in the limit of a small bias was introduced by Landauer and Büttiker [33]:

\[
G = -G_0 \int_{-\infty}^{\infty} \mathcal{T}(E) \frac{df(E)}{dE} dE. \tag{1}
\]

\(G_0 = 2e^2/h\) is the conductance quantum, \(\mathcal{T}(E)\) the transmission function, and \(f(E)\) the Fermi distribution, where the effect of temperature is included.

The transmission function can be calculated via the Schrödinger equation in a matrix representation and its Green’s function formalism (RGF) [36], \(\mathcal{T}(E) \approx \text{Tr} \left( \Gamma_L \mathcal{G}_C \Gamma_R \right) \). This simplifies (3) to

\[
\mathcal{T}(E) \approx \text{Tr} \left( \Gamma_L \mathcal{G}_M \Gamma_R \right) \quad \text{with} \quad \mathcal{G}_M = \mathcal{G}_{MM} - \mathcal{G}_{ML} \mathcal{G}_{LM}.
\]

\(\mathcal{G}_M\) is the lower left block of \(\mathcal{G}_C\). Its dimension is a factor \(M\) smaller. In the same way, \(\Gamma_L, \Gamma_R\) is the upper left (lower right) block of \(\Gamma\). With the usage of the recursive Green’s function formalism (RGF) [36], \(\mathcal{G}_M\) can be calculated very efficiently within linearly scaling time \(t = \mathcal{O}(M)\), while \(\Gamma\) is block-tridiagonal.

The central region of our device can be subdivided into \(M\) parts, where only neighbor parts are directly coupled, as shown in figure 1(b). This simplifies (3) to

\[
\mathcal{T}(E) = \text{Tr} \left( \Gamma_L \mathcal{G}_M \Gamma_R \right). \tag{3}
\]

\(\Gamma_L, \Gamma_R\) are broadening matrices, which lead to an energetic broadening of each state due to the coupling to the electrodes.

In the following we want to treat CNTs of mesoscopic lengths with more than hundred thousand atoms in the defective central region, where the direct inversion (2) is too time-consuming. Fortunately, when using a representation with localized basis functions, \(\mathcal{H}_C\) is block-tridiagonal. The central region of our device can be subdivided into \(M\) parts, where only neighbor parts are directly coupled, as shown in figure 1(b).

The following computations are performed neglecting phonon effects. In the limit of a small bias, optical phonons have short coherence lengths of 180 nm [37], but also high energies above the thermal fluctuations. They are not excitable. Acoustic phonons have small energies of the order of thermal fluctuations and can be excited. But their coherence length of 2400 nm is much larger. Therefore, inelastic scattering is not dominant for systems shorter than

\[
\text{We use} \ \eta = 10^{-7} \text{ for calculating } \mathcal{G}_C \text{ and } \eta = 10^{-4} \text{ for calculating } \mathcal{G}_{LR} \text{ via the RDA}
\]
Figure 2: (Color online.) Geometric structure of the (5,5)-CNT cells and the (10,10)-CNT cells. From left to right: ideal unit cell (UC), unpassivated monovacancy (MV), passivated monovacancy (MV$_{3H}$), divacancy in a diagonal orientation (DV$_{diag}$) and divacancy in a perpendicular orientation (DV$_{perp}$).

Figure 3: (Color online.) Conductance $G$ as a function of the number of defects $N$ in a (10,10)-CNT at $T = 300$ K. (a) MV and MV$_{3H}$, (b) MV$_{3H}$ and DV, (c) DV and MV. Defect fractions $p_{MV}$, $p_{MV_{3H}}$, and $p_{DV}$ are varied in steps of 0.1 (denoted by color).

3. Modeling details

For the transport calculation, the electronic structure is described by a density-functional based tight binding model (DFTB) [42, 43]. We use the 3ob parameter set, which is a non-orthogonal sp$^3$ basis developed for organic molecules [44, 45]. The cutoff for the distance-dependent TB hopping energy integrals and the overlap integrals is chosen twice the carbon-carbon distance. Beyond this distance, the matrix entries are sufficiently small to be neglected. This cutoff is also favorable, because it leads to not more than third-nearest-neighbor interactions.

We analyze two different types of metallic CNTs, the (5,5)-CNT and the (10,10)-CNT, in combination with three different defect types (see figure 2): the unpassivated monovacancy (MV), where one carbon atom is removed, the passivated monovacancy, where one carbon atom is removed and the dangling bonds are saturated with hydrogen, and the divacancy (DV), where two neighboring carbon atoms are removed. The latter can be present in two different orientations: perpendicular to the tube axis (DV$_{perp}$) or diagonal (DV$_{diag}$). The length of the MV is equal to the length of the unit cell (UC). The length of the MV$_{3H}$ and the DV$_{perp}$ is three times the length of the UC. For the DV$_{diag}$ two cases have to be considered.

Finite size effects are taken care of by two additional UCs at each side with the outermost atoms kept fixed at their positions before the optimization. The DV defect relaxes to one eight-atom ring and two five-atom rings, where the CNT is a bit dented. The geometry optimization is done with the software Atomistix ToolKit [46, 47], using density functional theory with the local density approximation of Perdew and Zunger [48],...
norm-conserving Troullier-Martins pseudopotentials [49], and a SIESTA type double zeta plus double polarization basis set [50].

We study CNTs with $N$ realistic defects, whose positions are chosen randomly in an otherwise ideal CNT. For this, the previously obtained UC and $N$ defect cells are assembled in such a way that the total central region of the CNT has a length of $10 N$ UCs. The defects are randomly distributed in lateral direction as well as in angular direction. Positions and alignments which cannot be achieved by rotation are achieved by mirroring the atoms at (chiral) lines on the cylinder surface. In the following, we first consider CNTs with $N$ defects of the same type. Second, we consider CNTs with $N$ defects of different types $X$, where the defect fractions $p_X$ of the corresponding types are varied. As the electronic transport properties depend on the exact configuration, i.e. the defect positions, an ensemble of 1000 defective CNTs is considered. The transmission spectra and conductances are depicted within this work for the ensemble average.

4. Results and discussion

4.1. Conductance

We calculate the transmission spectrum (4) as a function of the number of defects and afterwards the temperature-dependent conductance (1). In addition to [31], we consider mixtures of the defects, shown in figure 2, by varying the three corresponding defect fractions $p_{MV}$, $p_{MV3H}$, and $p_{PDV}$, with

$$p_{MV} + p_{MV3H} + p_{PDV} = 1$$

(5)

Figure 3 shows the conductance as a function of the number of defects for (10,10)-CNTs with a mixture of two defects and for different defect fractions at $T = 300$ K. At other temperatures, the data look qualitatively equal, but get less smooth for small $T$, especially at $T = 0$ K. In the limit of many defects, or in other words, at low conductance, there is an exponential decrease. This dependence is expected in the strong localization regime, where the states are exponentially localized in space, which leads to exponentially suppressed electron transport with increasing length. The limit of high conductance (less defects) differs from that, because the states are possibly only weakly localized, omitting the exponential tails. The conductance in the strong localization limit can be described by

$$G \approx e^{-L/\ell_{loc}} = e^{-N/N_{loc}}$$

(6)

with the CNT length $L$, the number of defects $N$, the localization exponent $N_{loc}$ and the localization length $\ell_{loc} = N_{loc}/\rho$, where $\rho$ is the defect density (number of defects.
per length). This means that the presence of $N_{\text{loc}}^\text{MV}$ additional defects lowers the conductance $G$ by a factor of $e$. In terms of the localization length and a constant defect density, this means that the conductance of a CNT of length $L + L_{\text{loc}}$ is a factor of $e$ lower compared to the conductance of a CNT of length $L$.

The influence of the different defect fractions is determined by calculating $N_{\text{loc}}^\text{MV}$ via a regression of $G(N)$ and further analysis. For the regression region, we choose the interval $10^{-3} < G < 1.4 \cdot 10^{-1}$. The results are explained in the next section.

4.2. Localization exponent

In the following, we first focus on the low-temperature limit $T = 0$ K. Figure 4(a) shows the inverse of the localization exponent as a function of the defect fraction $p_{\text{MV}3H}$ for the (10,10)-CNT with $\text{MV3H}$ and $\text{DV}$ defects. The leftmost data point corresponds to the CNT with only $\text{DV}$ defects, the rightmost to the CNT with only $\text{MV3H}$ defects. The figure shows a clear linear dependence. It follows that the overall localization exponent of CNTs with defect mixtures can be written as a weighted harmonic average. In our case, we have

$$\frac{1}{N_{\text{loc}}} = \frac{p_{\text{MV3H}}}{N_{\text{loc}}^\text{MV3H}} + \frac{p_{\text{DV}}}{N_{\text{loc}}^\text{DV}}.$$  

(7)

$N_{\text{MV3H}}^\text{loc}$ and $N_{\text{DV}}^\text{loc}$ are the localization exponents of the CNT with only $\text{MV3H}$ or $\text{DV}$ defects. The weights are the corresponding defect fractions $p_{\text{MV3H}}$ and $p_{\text{DV}}$. We emphasize that, instead of performing time-consuming quantum transport methods, (7) can be used to determine the localization exponents of CNTs with arbitrary defect mixtures if $N_{\text{MV3H}}^\text{loc}$ and $N_{\text{DV}}^\text{loc}$ are known.

Figure 4(b) shows the inverse localization exponent of CNTs with mixtures of all three kinds of defects in a trigonal plot. The corners correspond to the CNTs with only one defect type, giving $N_{\text{MV}}^\text{loc}$, $N_{\text{MV3H}}^\text{loc}$, and $N_{\text{DV}}^\text{loc}$. The edges correspond to the CNTs with two of the three defect types. E.g. considering only the right edge ($p_{\text{MV3H}}$) leads to figure 4(a). The data points within the triangle correspond to proper defect mixtures of all three defects. The color denotes the inverse localization exponent and shows the same linear dependence for the third defect. We get the weighted harmonic average

$$\frac{1}{N_{\text{loc}}} = \frac{p_{\text{MV}}}{N_{\text{loc}}^\text{MV}} + \frac{p_{\text{MV3H}}}{N_{\text{loc}}^\text{MV3H}} + \frac{p_{\text{DV}}}{N_{\text{loc}}^\text{DV}}.$$  

(8)

for the overall localization exponent, where $N_{\text{loc}}^\text{MV}$ is the localization exponent of the CNT with only MV defects.

To get a better idea how well the data of figure 4(b) fit the linear dependence, they are illustrated in another way in figure 4(c). It shows a tilted side view, where all data points are located as good as possible at one line. In practice, a two-dimensional linear regression $1/N_{\text{reg}}^\text{loc}(p_{\text{MV}}, p_{\text{MV3H}}, p_{\text{DV}})$ of $1/N_{\text{loc}}^\text{reg}$ according to (8) which fulfills condition (5) was done. Figure 4(c) now shows a parallel side view onto this regression plane.²

It can be seen that all data fit nearly perfectly with only small deviation, confirming the linear dependence. The deviations can be explained (i) by the limited ensemble size, which might be not large enough to obtain smooth curves $G(N)$ from the average and (ii) by the fact that the region $N$ we used for the exponential regression of $G(N)$ is not completely in the strong localization regime.

As discussed for the (10,10)-CNT so far, figure 5 shows the respective calculations for the (5,5)-CNT.

²This means the values $1/N_{\text{loc}}^\text{reg}$ of figure 4(b) are (i) divided by the regression $1/N_{\text{reg}}^\text{loc}(p_{\text{MV}}, p_{\text{MV3H}}, p_{\text{DV}})$, giving the relative relations, (ii) projected onto the right edge of figure 4(b), leading to the parameters $p_{\text{MV3H}} + \frac{1}{2}p_{\text{MV}}$ and $p_{\text{DV}} + \frac{1}{2}p_{\text{MV}}$ in the two-parameter space, and (iii) rescaled by $1/N_{\text{reg}}^\text{loc}(0, p_{\text{MV3H}} + \frac{1}{2}p_{\text{MV}}, p_{\text{DV}} + \frac{1}{2}p_{\text{MV}})$, which is the regression on the right edge after the projection.
behavior (8) is found, but with different impacts of different defect types. Especially the localization exponent of the MV is bigger than the one of the DV, whereas for the (10,10)-CNT the relation is the other way round. However, this indicates that (8) can be assumed independent of the CNT type.

Equation (8) can also be extended to other defect types. An easy explanation can be given by considering isolated defects, which contribute to the exponential conductance reduction in the strongly localized regime without a disturbance by other defects. Each additional defect of type $X$ leads to $G(M + 1) = G(M) \exp(-1/N_X^{loc})$. In total, when considering $N_X$ additional defects of types $X$, relation (8) follows from (6). As a consequence, the total localization exponent $N^{loc}$ of defect mixtures can be calculated by the localization exponents $N_X^{loc}$ of the single defect types. In table 1, the localization exponents at $T = 0$ K and $T = 300$ K of the pure defect types, extracted from (6) and figure 3, are listed.

A comparison with experiments is difficult, as the specific type of the defects and their fractions are not known exactly. Also a systematic variation of the defect fractions has not yet been presented. This makes the direct experimental validation of (8) hardly possible. Thus, we can only relate experimental and theoretical results, estimate the missing structural information, and discuss whether its order of magnitude physically makes sense or not. In [13], a localization length of $\ell^{loc} = (230 \pm 120) \text{ nm}$ for a (10,10)-CNT or one with similar diameter has been extracted from measurements. In the present study dimensionless localization exponents $N^{loc}$ are calculated. Both can be related using (6), yielding $\ell^{loc} = d N^{loc}$, where $d$ is the average defect distance. We assume only DV defects and neglect MV$_{3H}$ defects because of their much smaller impact on the conductance, as also done in [13]. At $T = 0$ K we get $N^{loc} = 15$ for this specific case. Taking both, the localization length and the localization exponent, the average defect distance is $d = (15 \pm 8) \text{ nm}$, which is equivalent to the length of $36 \pm 19$ UCs or a defect probability per atom of $(0.7 \pm 0.4)\%$. This is within a experimentally observable region and agrees with $d = (14 \ldots 75) \text{ nm}$ reported in [13].

### 4.3. Influence of temperature

In general, the localization exponent depends on the temperature. This is taken into account via the Fermi distribution in the Landauer formula (1). The previously performed calculations have also been extended to different temperatures $T \neq 0$ K. The resulting $N^{loc}$ for mixed defects yield data very similar to what is shown in figure 4 (and are thus not additionally depicted). The qualitative dependencies are the same with just other absolute values. Thus, relation (8) keeps valid and we only have to discuss the temperature dependence of the localization exponents for CNTs with a single defect type.

Figure 6 shows the transmission function $T(E)$ for a CNT with one of the three different defects MV, MV$_{3H}$, and DV. Only the transmission of the (10,10)-CNT with a MV defect (figure 6(b)) has pronounced features in the plotted energy range. The other spectra are nearly linear or only slightly curved. The conductance for a given transmission function $T(E)$ is temperature-dependent if $T(E)$ is not linear around the Fermi energy, especially if there are defect-induced features, which is only the case for the (10,10)-CNT with a MV defects. Otherwise it is constant due to the symmetry of $df/dE$ in (1). The origin why the transmission of the MV$_{3H}$ defect is that much closer to the ideal case than the others could be the maintained undistorted benzoidal structure in contrast to the dangling bonds of the MV defect and the local reconstruction of the DV defect.

**Table 1**: Localization exponents of (5,5)- and (10,10)-CNTs with defect of one type (MV, MV$_{3H}$, or DV).

| Defect | $T$ [K] | (5,5)-CNT | (10,10)-CNT |
|--------|---------|-----------|-------------|
| MV     | 0       | 11        | 10          |
|        | 300     | 13        | 35          |
| MV$_{3H}$ | 0   | 110       | 460         |
|        | 300     | 110       | 450         |
| DV     | 0       | 5.2       | 15          |
|        | 300     | 6.0       | 17          |

Figure 6: (Color online.) Transmission functions around the Fermi energy (a) for the (5,5)-CNT and (b) for the (10,10)-CNT.
Figure 7: (Color online.) Temperature dependence of the localization exponents $N_{\text{loc}}^{\text{MV}}$, $N_{\text{loc}}^{\text{MV}_{3\text{H}}}$, and $N_{\text{loc}}^{\text{DV}}$ (a) for the (5,5)-CNT and (b) for the (10,10)-CNT.

Figure 8: (Color online.) Energy dependence of the localization exponents $N_{\text{loc}}^{\text{MV}}$, $N_{\text{loc}}^{\text{MV}_{3\text{H}}}$, and $N_{\text{loc}}^{\text{DV}}$ (a) for the (5,5)-CNT and (b) for the (10,10)-CNT.

Figure 7 shows the temperature-dependent localization exponents of the (5,5)- and the (10,10)-CNT with either MV, MV$_{3\text{H}}$, or DV defects. Only $N_{\text{loc}}^{\text{MV}}$ of the (10,10)-CNT shows a significant temperature dependence, where $N_{\text{loc}}^{\text{MV}}$ increases with increasing temperature by a factor of 4. This is caused by the defect-induced feature in the transmission function $T(E)$, which is located directly at the Fermi energy. In this case, at low temperature, the deep valley $T(E = E_F)$ is determining the conductance $G$. Because of the strong reduction of $G$ compared to the pristine CNT, the localization exponent is small. For increasing temperature, the higher transmission at energies around the Fermi energy leads to a higher conductance. In this case, at low temperature, where only the Fermi energy is relevant, the localization exponent is small (dip in figure 7(b) for the MV). At higher temperature, where the other energies contribute more and more, the localization exponent increases with increasing temperature, as shown.

In summary, a strong energy dependence of the transmission around the Fermi energy, which leads to a temperature dependence of the conductance, is necessary for a significant temperature dependence of the localization exponent. This can be seen in figure 7 for the (10,10)-CNT with MV defects.

To confirm the previous explanations, figure 8 shows the energy-resolved localization exponent of the transmission, which is calculated for each of the energies separately via a regression (with respect to $N$) of

$$
T(N, E) \simeq e^{-N/N_{\text{loc}}^{\text{MV}}(E)}
$$

The numerical fluctuations are high due to the finite CNT ensemble and the resulting fluctuations in the transmission function for CNTs with many defects, but the qualitative trends can be seen. $N_{\text{loc}}^{\text{DV}}$ (both CNT types), $N_{\text{loc}}^{\text{MV}_{3\text{H}}}$ (both CNT types), and $N_{\text{loc}}^{\text{MV}}$ (only the (5,5)-CNT) are quite flat or even constant. Only $N_{\text{loc}}^{\text{MV}}$ of the (10,10)-CNT has a significant feature directly at the Fermi energy, which is in agreement with the feature in the transmission spectrum. In this case, at low temperature, where only the Fermi energy is relevant, the localization exponent is small (dip in figure 8(b) for the MV). At higher temperature, where the other energies contribute more and more, the localization exponent increases with increasing temperature, as shown.
in figure 7(b).

Finally, we note that MV defects are predicted to be unstable, because dangling bonds have a strong tendency to get saturated. Consequently, the influence of temperature on the localization exponent of the vacancy defects in reality is small.

4.4. Conductance estimation

Equation (6) describes the scaling behavior of the conductance with respect to the number of defects in the strong localization regime. We showed, that the dependence of the total localization exponent of defect mixtures on the localization exponent of single defect types is described by (8). Both can be combined in the single expression

$$G(L, \rho, \{p_X\}) = \tilde{g} \exp \left( -L\rho \sum_X \frac{p_X}{N^\text{loc}_X} \right) \quad (10)$$

to estimate and predict the conductance of metallic CNTs with arbitrary defect configurations. $L$ is the length of the CNT, $\rho$ is the total defect density (number of defects per length), and $p_X$ is the defect fraction of defect type $X$. The localization exponents $N^\text{loc}_X$ depend on temperature, CNT type and defect type and have been determined previously. Once they have been calculated for each defect type $X$, they can be used for arbitrary mixtures of such defects, as we have shown for (5,5)- and (10,10)-CNTs with different vacancies. This can be adopted to other CNTs and defect types.

In [31], we showed that the diameter dependence of $N^\text{loc}$ for armchair CNTs is linear. This can be used to further estimate the conductance of CNTs with large diameter.

A last thing to mention is that the regression also provides the prefactor of (10). Our results show that it does not depend on the defect type or the defect fraction besides a large unsystematic variance. We get $\tilde{g} = (0.4 \ldots 0.6)G_0$ for the (5,5)-CNT and $\tilde{g} = (0.3 \ldots 0.5)G_0$ for the (10,10)-CNT. Furthermore, (10) does not describe the region of small defect numbers but the limit of large disorder, which is approximately reached for $G < 0.1G_0$.

5. Summary and conclusions

We investigated the electronic transport properties of mesoscopic metallic CNTs with mixtures of realistic defects in the strong localization regime.

Based on the analysis of the scaling behavior of the CNT conductance with respect to the number of defects of different types, we showed that the localization exponent can be written as the weighted harmonic average of the localization exponents of CNTs with identical defects of one type. As a consequence, the localization exponent of CNTs with defect mixtures can be estimated and predicted, omitting time-consuming calculations of large CNT ensembles with statistical distributions of different defect types.

The effect of temperature on the localization exponent is present, but altogether small for the metallic CNTs studied in this work. Considering semiconducting CNTs, this effect should be much larger, because the bandgap results in a highly non-linear transmission function $T(E)$ near the Fermi energy (around the band edges). This will be subject of future work.

Finally, we brought all results together and provide a conductance model for defective metallic CNTs within the strong localization regime. This is an important step towards the description of defective CNTs in the mesoscopic range. If the CNTs are larger in diameter and more defect types are involved, the computations become increasingly unfeasible. So, for a technological utilization of CNTs, our results can be used to estimate the electronic transport properties of defective metallic CNTs with dimensions that cannot be treated with the common Green’s-function-based quantum transport calculations.
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