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SUMMARY In this work, a multiple source separation method with joint sparse and non-sparse components recovery is proposed by using dual similarity determination. Specifically, a dual similarity coefficient is designed based on normalized cross-correlation and Jaccard coefficients, and its reasonability is validated via a statistical analysis on a quantitative effective measure. Thereafter, by regarding the sparse components as a guide, the non-sparse components are recovered using the dual similarity coefficient. Eventually, a separated signal is obtained by synthesis of the sparse and non-sparse components. Experimental results demonstrate the separation quality of the proposed method outperforms some existing BSS methods including sparse components separation based methods, independent components analysis based methods and soft threshold based methods.
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1. Introduction

Multiple source separation technique is increasingly important in many computer interaction areas, such as smart home, intelligent robots, teleconference and so on. Considering both network speeds and computational complexity, a more low-delay and low-complexity algorithm is urgently needed in many intelligent systems.

Early, based on the mutual statistical dependence of sources, Independent Components Analysis (ICA)\cite{1} is widely used in Blind Source Separation (BSS). By combining with different algorithms such as principle component analysis, least-squares, non-negative matrix factorization\cite{2}, ICA based methods are applicable to different cases (underdetermined, determined, overdetermined). However, they require a large amount of data recorded in a stationary acoustic condition to provide a reasonable estimate of model parameters. In addition, it imposes a permutation problem due to misalignment of the individual source components\cite{3-5}.

Recently, based on the W-Disjoint Orthogonal (W-DO)\cite{6} property of speech signal, many methods like Sparse Components Analysis (SCA) are applied to solve the BSS issues. By applying the binary time-frequency (TF) masking\cite{7}, they can separate all the sparse components (the set of TF components that satisfy the W-DO property) from mixture signals (i.e., the signals recorded by microphone arrays)\cite{8}. However, the other TF components derived from more than one sources which called non-sparse components are ignored. Moreover, the literature\cite{9} has verified that there are more than one sources active in many TF instants when there are multiple sources occurring simultaneously, i.e., non-sparse components occupy a major proportion.

Due to the absence of non-sparse components, the BSS methods\cite{8} which only focus on the sparse components yield to obtain an imperfect separation quality. To solve this issue, a collaborative BSS method\cite{CBSS} is proposed by using a pair of location informed coincident microphone arrays\cite{10}, the musical and cross-talk distortion is effectively reduced by the combination of the microphone pair and the vector decomposition. But when the number of overlapped sources are three or above, the vector decomposition will get more difficult. Later, as an extension to binary TF masking method, many soft TF masking methods are developed for non-sparse components separation such as Expectation-Maximization (EM) algorithm based method\cite{11}. It achieves a better separation both in anechoic and reverberant environments. However, the success is achieved at the expense of a high computational complexity.

In this paper, a novel BSS scheme is proposed to recover the non-sparse components by using the similarity between the extracted sparse signal and the mixture signal (the extracted sparse signal indicate the signal which is obtained by grouping the sparse components belong to this signal\cite{8}). The dual similarity coefficient is designed based on the normalized cross correlation (NCC) and the Jaccard similarity coefficients. Thereafter, the “contributors” (the “contributors” in this paper indicate the sources whose TF components are overlapped and result in the non-sparse components) and corresponding separation weights of the non-sparse components are determined by the dual similarity coefficient. Eventually, the non-sparse components are separated to each “contributor” by the obtained separation weight. The final separated signals are obtained by combining the sparse and non-sparse components.

The remainder of the paper is organized as follows: Sect. 2 introduces the proposed BSS method. Experimental results are presented in Sect. 3, while conclusions are drawn in Sect. 4.
2. Proposed Method

By regarding the extracted sparse signal as a guidance, a BSS method with non-sparse components recovery is proposed in this work. The illustration of the proposed BSS scheme is shown in Fig. 1. Due to the small size of the soundfield microphone [9] and the complete recording of spatial information, it is chosen as the recording array in this paper, but it should be mentioned that the proposed scheme is not specific to the chosen one. For the input mixture signals (four B-format signals of the soundfield microphone [9]), the Direction of Arrival (DOA) estimation can be obtained by a traditional localization procedure. Then, the sparse components recovery can be achieved by a clustering process of TF bins. To recover the non-sparse components, a dual similarity coefficient is designed by jointly applying the NCC and Jaccard similarity coefficients [12], respectively. The dual similarity coefficient is then utilized to jointly determine the “contributors” and the separation weight of each “contributor”. Eventually, the final TF coefficients of each source will be recovered by the synthesis of sparse and non-sparse components.

2.1 Sparse Components Separation and Proportion Exploring among Multiple Sources

Under the sparse assumption [10], it is clear that one source will have the approximate DOA estimates at different TF instants. So the sparse components of sources can be recovered by grouping the TF components using these DOAs.

In detail, the recorded signals are transformed to B-format which consists of one omnidirectional signal ($S_w$) and three figure-of-eight directional (Cartesian bi-directional, so-called for its shape) signal ($S_x, S_y, S_z$), i.e., input mixture signals.

When there are $Q$ sources simultaneously occurring, for $S_i(n, k)$ (one of the $Q$ sources, $i \in [1, Q]$), a sparse components signal of $S_i(n, k)$, denoted by $\hat{S}_i(n, k)$, can be obtained by extracting the TF components from $S_w$ [8]:

$$\hat{S}_i(n, k) = \begin{cases} S_w(n, k), & \text{if } \hat{\mu}(n, k) \in [\mu_i - \Delta \mu, \mu_i + \Delta \mu] \\ 0, & \text{otherwise} \end{cases}$$

(1)

where $n$ and $k$ are the time and frequency index, respectively. $\hat{\mu}(n, k)$ denotes the DOA estimate [9] at TF instant $(n, k)$, $\mu_i$ represents the estimated DOA of source $i$ and $\Delta \mu$ is a range threshold to get a better tolerance.

Aiming to separate the non-sparse components by using the sparse components as a guidance, a necessary percentage of the TF components must be recovered. That is, the separated sparse components need to occupy an adequate proportion. In order to investigate the proportion of the sparse components among multiple speech sources, a measurement of the sparse components ratio is designed in this subsection.

A Local-zone Sparse Components Proportion (LSCP) is defined as the occupied ratio of the sparse components among the total TF samples in a TF zone $\Omega$ (a series of frequency-adjacent TF components $(n, k)$), i.e.,

$$LSCP(\Omega) = \frac{||\hat{S}_i(\Omega)||_0}{||S_i(\Omega)||_0}$$

(2)

where the bold-type letter means the signal vector that contains all the TF samples in $\Omega$ and $|| \cdot ||_0$ counts the number of non-zero components in its argument. It is evident that a higher value will be obtained when there are more sparse components separated.

In order to examine the average LSCP among multiple speech sources, a statistic analysis is taken. A total of 40 sentences (the sampling frequency is 16kHz) from the NTT speech database were used for testing. Each sentence was divided into a group with the other $Q - 1 (Q \geq 2)$ sentences in the time domain resulting in $Q$ simultaneously occurring speech conditions. A room of $6.25 \times 4.75 \times 2.5 \text{ m}^3$ is simulated by using Roomsim [13]. The soundfield microphone was placed in the center of the room to generate the mixture signals and the power of sound sources from different directions was equal in each simulation. The statistic results
about the average LSCP versus different source counts are shown in Fig. 2. The TF zone contains 64 TF samples and similar conclusion can also be drawn by other different values.

It can be observed that the percent degrades with the source count raising, but fortunately, there are about 40% TF instants recovered, i.e., the extracted sparse components occupies a proportion about 40% even when the source number is 5 or 6. Above all, the statistical results imply that the proposal of firstly completing source separation among multiple sources based on sparse components is reasonable. Furthermore, the separated sparse components can also be utilized for the non-sparse components recovery.

2.2 Construction of Dual Similarity Coefficient

From the Monte Carlo method [14], we know that the higher similarity between the signal A and the mixture signal B, the greater the likelihood that mixture signal B is from signal A, where a mixture signal B is the recorded signal oriented from multiple speech sources while signal A represents one of the pure speech signal from them. Thus, similarity between the extracted sparse signal and the mixture signal in a certain TF zone is adopted to determine the related sources of the non-sparse components. Besides, the similarity coefficient is assumed to imply the contribution of each source to the non-sparse components. That is to say higher similarity indicates a greater contribution.

It is generally known that the NCC coefficient is often utilized to measure the similarity between two signals. However, for super-sparse signal—meaning that the signals with many zero-value elements, the similarity determined by the NCC coefficient might prefer the signals with higher energy. That is, a limited similar values with a high energy between two signal may probably reach a high similarity if it is calculated based on NCC function only. Unfortunately, the recovered sparse components signal is just the super-sparse signal defined above, especially when the source count is more than four. It is naturally caused by the absence of the non-sparse components. Thus, detecting “contributors” by using a single threshold determination may lose the other “contributors” with low energy and find “pseudo-contributors” sometimes as well. In this subsection, this phenomenon is investigated and solved.

The configuration of the investigation is illustrated in Fig. 3. A total of 40 sentences from the NTT speech database were used for testing. Each speech signal is transmitted to TF domain via short-time Fourier transform (STFT). Then, the frequency coefficients are categorized into three groups in accordance with the energy from high to low in turn, i.e., high energy, medium energy and low energy datasets. In the experiment, $K(i = 1, 2, 3)$ sample points were randomly selected elements from the dataset, to generate three vectors. Following, each vector is processed via a sparse matrix technique, i.e., insert zero-values randomly to obtain three new vectors with the same dimension denoted by $V_1^{K 	imes K}, V_2^{K 	imes K}, V_3^{K 	imes K}$, respectively. Here, $K = K_1 + K_2 + K_3$, and $K = 64$ in the following experiments. Later, the three vectors will be mixed to generate an “imitation” mixture $V$. To measure the performance of the single similarity, we calculate the NCC coefficient between $V_i$ and $V$ by:

$$r_{V_i,V} = \frac{|V_i^T V|}{||V_i|| \cdot ||V||}, i = 1, 2, 3$$

where $T$ is the transpose operation, $r_{V_i,V} \in [0, 1]$ and a closer value to 1 means a higher similarity between the two vectors. By adjusting the proportion of three sample points, the statistical relation between NCC coefficient and the proportion is shown in Fig. 4, where the proportion represent the ratio $K_i/K$.

It can be seen that the greater the proportion of a component in the mixture, the higher the NCC coefficient is,
which also implies that calculating the similarity by using NCC coefficient has certain rationality. However, another significant trend can also be founded that in the case of the same percentage, the calculated NCC coefficient of the high energy component is larger than that of the low energy component, which shows that the NCC coefficient is affected by the energy and can not accurately respond to the similarity.

In other words, the same similarity coefficient can be obtained even when the proportion of a component in the mixture is small if this component has a high energy.

To solve the drawback of the single similarity coefficient, Jaccard similarity coefficient which is often used for comparing similarity and distance of the data set is combined with NCC coefficient to form a dual similarity coefficient as follow:

\[ r_{d,V,V}^i = \alpha r_{V,V} + \beta \tilde{J}_{V,V} \]

where \( r_{d,V,V} \) denotes the proposed dual similarity coefficient, \( \alpha \) and \( \beta \) are the weight parameters \((\alpha + \beta = 1)\) and \( \tilde{J}_{V,V} \) denotes the Jaccard similarity coefficient between \( V_i \) and \( V \) which is defined as follow:

\[ \tilde{J}_{V,V} = \frac{P(V_i \cap V)}{P(V_i \cup V)} \]

where \( P(\cdot) \) represent the probability function. By applying the Jaccard similarity coefficient to the similarity determination, the final results will be balanced because the number of efficient values is also taken into account. Under the same condition with Fig. 4, the statistical relation between dual similarity coefficient and the proportion is shown in Fig. 5, where \( \alpha = \beta = 0.5 \) (informal testing found this value generally led to satisfactory results but future work can explore the optimization of this value). It can be seen that for three kinds of signals, their curves are very close. That implies the dual similarity can better reflect the relationship between the proportion and the similarity coefficient with regardless of the influence of signal energy. Therefore, a dual similarity determination based non-sparse components recovery method is proposed in following.

2.3 Non-Sparse Components Recovery by Using Dual Similarity Determination

The proposed non-sparse components recovery algorithm is performed on a frame-by-frame basis in TF domain. The NCC coefficient in \( \Omega \) between the extracted sparse signal \( \hat{S}_i \) and the mixture signal \( S_w \) is defined by:

\[ r_{S_i,S_w}(\Omega) = \frac{||\hat{S}_i(\Omega)^T S_w(\Omega)||}{||\hat{S}_i(\Omega)|| \cdot ||S_w(\Omega)||} \quad i \in [1, Q] \cap \mathbb{N} \]  

where \( r_{S_i,S_w}(\Omega) \in [0, 1] \) and a closer value to 1 means a higher similarity between the two vectors. In the zone \( \Omega \), the TF mask vector \( W_i \) of source \( i \) is designed by:

\[ W_i(l) = \begin{cases} 0, & \text{if } \hat{S}_i(l) = 0 \\ 1, & \text{otherwise} \end{cases} \quad l \in [1, L(\Omega)] \cap \mathbb{N} \]

where \( L(\cdot) \) is the width of the zone (i.e., cardinality of the zone) and the TF mask vector \( W_{S_w} \) can be obtained by similar form of (7) by processing the B-format signal \( S_w \).

Given two objects, \( W_i \) and \( W_{S_w} \), each of them is with the same binary attributes, i.e., 0 or 1. The total number of each combination of the attributes for both \( W_i \) and \( W_{S_w} \) are specified as: a) \( Mat_{11} \) represents the total number of attributes where \( W_i \) and \( W_{S_w} \) both have a value of 1; b) \( Mat_{01} \) represents the total number of attributes where the attribute of \( W_i \) is 0 while the attribute of \( W_{S_w} \) is 1; c) \( Mat_{10} \) represents the total number of attributes where the attribute of \( W_i \) is 1 and the attribute of \( W_{S_w} \) is 0; d) \( Mat_{00} \) represents the total number of attributes where \( W_i \) and \( W_{S_w} \) both have a value of 0. Above all, it can be concluded that:

\[ Mat_{11} + Mat_{01} + Mat_{10} + Mat_{00} = L(\Omega) \]  

Based on the the Jaccard similarity theory, the other similarity coefficient:

\[ J_{\hat{S}_i,S_w}(\Omega) = \frac{Mat_{11}}{L(\Omega) - Mat_{00}} \]
Then, the dual similarity is defined by:

$$r_{S_i}^d(\Omega) = \alpha r_{S_i,S_w}(\Omega) + \beta 3_{S_i,S_w}(\Omega)$$

(10)

It implies that the higher similarity, the greater the contribution of the corresponding sound source might make to the non-sparse component of the zone. Coinciding with the Monte Carlo method in theory, all the “contributors” of the non-sparse components in the mixture signal over the zone \(\Omega\) can be approximately determined by the dual similarity coefficient as follow:

$$O(\Omega) = \{i | r_{S_i}^d(\Omega) > \eta, i \in [1, Q] \cap \Omega\}$$

(11)

Similar to the assumption that the probability implies the contribution of the corresponding sound source might make to the non-sparse component of the zone. Thus, the proposed dual similarity determination based separation weight is given by:

$$\gamma_S(\Omega) = \frac{\alpha r_{S_i,S_w}(\Omega) + \beta 3_{S_i,S_w}(\Omega)}{\sum_{i \in O(\Omega)} \alpha r_{S_i,S_w}(\Omega) + \sum_{j \in O(\Omega)} \beta 3_{S_j,S_w}(\Omega)}, i \in O(\Omega)$$

(12)

So considering both sparse components and non-sparse components of the sources, the final separated signals of “contributor” \(i\) at each TF bin can be obtained by:

$$S_i'(n,k) = \begin{cases} \hat{S}_i(n,k), & \text{if } \gamma_S(\Omega)S_w(n,k) \neq 0, (n,k) \in \Omega \\ \gamma_S(\Omega)S_w(n,k), & \text{Otherwise} \end{cases}$$

(13)

The similarity determination based separation principle is then conducted for all the TF components and the final separated signals will be obtained by using the inverse TF transformation.

3. Experimental Results

Aiming to evaluate the separation quality of the proposed approach, both simulated and real environments were considered. The experimental parameters are shown in Table 1 and it should be noted that the simulated room is generated by Roomsim[13]. In both simulated and real rooms, the soundfield microphone was placed in the center of the room and the power of sound sources from different directions was equal in each simulation. Note that both reference methods and the proposed method were proceeded by using the localization algorithm in literature [9].

Both objective and subjective evaluation tests were adopted to assess the algorithm. In detail, the objective evaluation was proceeded by three measurements, i.e., Perceptual Evaluation of Speech Quality (PESQ)[15], Signal-to-Distortion Ratio (SDR) [16], Signal-to-Interference Ratio (SIR) [16], which implied the quality of the separation algorithm in different aspects. While in subjective evaluation, a MUSHRA [17] test was conducted to obtain the subjective evaluation of the speech signals separated by different BSS methods.

For comparison, one of the most efficient sparse component separation (SCS) method was selected as the reference method [8] in the first subsection to indicate the effect of the non-sparse component recovery by using the proposed method. In the second subsection, five outstanding existing methods were chosen for a further evaluation.

3.1 Objective Evaluation between the Proposed Method and SCS

Table 1: Experimental parameters

| Parameter                  | Value                        |
|----------------------------|------------------------------|
| simulated room size        | \(6.25 \times 4.75 \times 2.5 \text{ m}^3\) |
| real room size             | \(6.25 \times 4.75 \times 2.5 \text{ m}^3, S N R = 20 \text{dB}, R T 60 = 0.5 \text{s}\) |
| \(L(\Omega)\)              | 64                           |
| \(\rho\)                   | 4                            |
| \(\alpha\)                 | 0.5                          |
| \(\beta\)                  | 0.5                          |
| angle between sources      | 40°, 50°, 60°                |

The PESQ, SDR, SIR results in simulated anechoic and real room are shown in Fig. 6. Condition Mixture (W) is the mixed signal which is used for indicating the worst quality. Condition SCS is the reference method [8] and it is chosen since it has reached a better comprehensive performance in PESQ, SDR and SIR when there were more sources than the microphones, i.e., better quality while with less crosstalk and distortion. Condition Pro-BSS is the proposed algorithm in this paper.

It can be concluded that the proposed method achieves a better performance of the extracted sources than the method which only focuses on sparse components in PESQ, SDR, and SIR. Especially, when there are more multiple simultaneously occurring sources than microphones, the proposed method can achieve evidently better separation quality. In addition, the performance of all conditions degrades slightly in real room which may caused by the reverberations and noise.

3.2 Objective and Subjective Evaluation of Different BSS Methods

To further evaluate separation quality of the proposed method, we compared the performance of the proposed method with existing efficient separation methods in this subsection. Considering the practical acoustic environment always contains reverberations and noise, thus the data recorded in real environment was selected as testing data and the source count is three to compare the ICA based methods. We conducted a comparison with five other outstanding existing approaches: (a) Spatio-Temporal ICA [18] applied using a single soundfield microphone (S-ICA); (b) Spatio-Temporal ICA applied using two soundfield microphones (D-ICA); (c) source DOA-based BSS using a single soundfield microphone (S-BSS) [8]; (d) DOA-based col-
collaborative BSS (C-BSS)\cite{10} using two soundfield microphones; (e) EM algorithm based soft threshold separation method (SS-EM) using a soundfield microphone. The proposed method using a single soundfield microphone (Pro-BSS). Specific spatial configuration of this evaluation see as the literature\cite{10}. The PESQ results of different BSS methods are shown in Fig. 7 and it can be concluded that the proposed method reaches the best performance compared to the other methods. Condition SS-EM also reaches a similar PESQ result when the angle between sources=60° while the computational complexity of it can not be ignored. In addition, the SDR and SIR results are omitted since they have similar phenomenon as PESQ measurement according to the results in Sect. 3.1.

Besides, a MUSHRA test (containing 16 listeners) was conducted to obtain the subjective evaluation of the speech object separated by different BSS methods. The results are shown in Fig. 8.

It can be observed that significant improvement on the separation quality is achieved by applying the proposed scheme. The MUSHRA score for the proposed method is over than 80 which implies an “Excellent” quality; the second best score is achieved by SS-EM, however, the computational complexity with EM algorithm is very high; the third best score is approximately rated as “Good”, it should be noted that we just use one soundfield microphone while C-BSS adopts a pair.
4. Conclusion

This paper proposed a multiple speech source separation method with jointly sparse and non-sparse components recovery based on the dual similarity determination. Experimental results show that the proposed method can achieve superior separation quality compared with the reference BSS methods which only focus on sparse components. In addition, the comparison is also conducted with other BSS approaches, and according to both objective and subjective evaluation, the proposed method achieved a superior perceptual quality of separated sources than others.
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