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Abstract—This paper studies the synchronization of a multi-agent system where the agents are coupled through heterogeneous controller gains. Synchronization refers to the situation where all the agents in a group have a common velocity direction. We generalize existing results and show that by using heterogeneous controller gains, the final velocity direction at which the system of agents synchronize can be controlled. The effect of heterogeneous gains on the reachable set of this final velocity direction is further analyzed. We also show that for realistic systems, a limited control force to stabilize the agents to the synchronized condition can be achieved by confining these heterogeneous controller gains to an upper bound. Simulations are given to support the theoretical findings.

Index Terms—Synchronization; heterogeneous controller gains; multi-agent systems; stabilization; reachable velocity direction

I. INTRODUCTION

The phenomenon of collective synchronization in a network of coupled oscillators has attracted the attention of many researchers from different disciplines of science and engineering. Particularly, in the field of control engineering, rendezvous, consensus, and formation of multi-agent systems [11], [12], are some variants of this fascinating phenomenon. In this paper, we study synchronization of a multi-agent system, which is achieved when, at all times, the agents and their position centroid, have a common velocity direction. Complementary to synchronization is the phenomenon of balancing, which refers to the situation in which agents move in such a way that their position centroid remains fixed. In this paper, only the problem of synchronization is considered.

Recently, the important insights in understanding the phenomenon of synchronization have come from the study of the Kuramoto model [3]. This model is widely studied in the literature in the context of achieving synchronization and balancing in multi-agent systems. For instance in [4], Kuramoto model type steering control law is derived to stabilize synchronized and balanced formations in a group of agents. The proposed control law in [4] operates with homogeneous controller gains, which gives rise to average consensus in the initial heading angles of the agents. Recently, the effect of heterogeneity in various aspects have been studied in the literature. For example, [4] considers heterogeneous velocities of the agents. In a similar spirit, in this paper, we consider that the controller gains are heterogeneously distributed, that is, they are not necessarily the same for each agent, and can be deterministically varied. It will be shown that this type of heterogeneity in the controller gains also leads to a synchronized formation, in which a desired final velocity direction can be obtained by a proper selection of gains. Some preliminary results on this problem have been earlier obtained in [6].

The motivation to study synchronization under heterogeneous controller gains is twofold. First, in many engineering applications related to aerial and underwater vehicles, it is required that the vehicles move in a formation. For example, formations of Unmanned Aerial Vehicles (UAVs), Autonomous Underwater Vehicles (AUVs), and wheeled mobile robots are widely used for tracking, search, surveillance, oceanic explorations, etc. In addition to the basic requirement of maintaining formation in terms of connectivity preservation [7], one can utilize heterogeneity in the controller gains so that the formation of these vehicles can be made to move in a desired direction, thus helping to explore an area of interest more effectively. Secondly, while implementing the control law physically for the homogeneous gains case, it is impossible to get identical controller gain for each agent. Thus, some error in the individual controller gains is inevitable, leading to heterogeneity in the controller gains. It would be useful to know the effect of this heterogeneity on the synchronization performance of the multi-agent system.

Synchronization and its various aspects are widely studied in the literature. In [8], finite-time phase-frequency synchronization of Kuramoto oscillators is discussed. To achieve this finite-time convergence, the Kuramoto model is modified as a normalized and signed gradient system. A generalization of Kuramoto model in which the oscillators are coupled by both positive and negative coupling strength is given in [9]. It is shown that the oscillators with positive coupling are attracted to the mean field and tend to synchronize with it. While oscillators with negative coupling are repelled by the mean field and prefer a phase diametrically opposed to it. In order to achieve complete phase and frequency synchronization of the Kuramoto model, Jadbabaie et al. in [10] show that there is a critical value of the coupling below which a totally synchronized state does not exist. Chopra and Spong in [11] and [12] provide an improved bound on the coupling parameter to ensure exponential synchronization of the natural frequencies of all oscillators to the mean natural frequency of the group. Similar results are given in Ha et al. [13] who provide sufficient conditions for the initial configurations of oscillators.
toward their complete synchronization. In [14], various bounds on the critical coupling strength for synchronization in the Kuramoto model, are presented. The problems of cooperative uniform and exponential synchronization in multi-agent systems are discussed in [15] and [16], respectively. A survey on synchronization in complex networks of phase oscillators is presented in [17]. In [18], heterogeneous controller gains have been used in a cyclic pursuit framework to obtain desired meeting points (rendezvous) and directions. Moreover, the idea of dynamically adjustable control gains have been used in [19] to study the pursuit formation of multiple autonomous agents.

The content of the rest of this paper is organized as follows. In Section II, we describe the dynamics of the system and formulate the problem. In Section III, we analyze the effect of heterogeneous controller gains on the final velocity direction at which the system of agents synchronize. In Section IV, by deriving a less restrictive condition on the heterogeneous gains for a special case of two agents, we show that the reachable set of the final velocity direction further expands. In order to model realistic systems, a bound on the control force is obtained in Section V. Finally, we conclude the paper by summarizing the main results in Section VI.

II. System Description and Problem Formulation

A. System Model

Consider a multi-agent system composed of \( N \) agents in which each agent, assumed to have unit mass, moves at unit speed in a 2-dimensional plane. We identify this 2-dimensional plane \( \mathbb{R}^2 \) with the complex plane \( \mathbb{C} \) and use complex variables to describe the position and velocity of each agent. For \( k = 1, \ldots, N \), the position of the \( k \)-th agent is \( r_k = x_k + iy_k \in \mathbb{C} \), while the velocity of the \( k \)-th agent is \( \dot{r}_k = e^{i\theta_k} = \cos \theta_k + i \sin \theta_k \in \mathbb{C} \), where, \( \theta_k \) is the orientation of the (unit) velocity vector of the \( k \)-th agent from the real axis, and \( i = \sqrt{-1} \) denotes the standard complex number. The orientation, \( \theta_k \) of the velocity vector, which is also referred to as the phase of the \( k \)-th agent \([3]\), represents a point on the unit circle \( S^1 \). With these notations, the equations of motion of the \( k \)-th agent are

\[
\dot{r}_k = e^{i\theta_k}, \quad k = 1, \ldots, N, \tag{1a}
\]

\[
\dot{\theta}_k = u_k, \quad k = 1, \ldots, N, \tag{1b}
\]

where, \( u_k \in \mathbb{R} \) is the feedback control law, which controls the angular rate of the \( k \)-th agent. If, \( \forall k \), the control law \( u_k \) is identically zero, then each agent travels at constant unit speed in a straight line in its initial direction \( \theta_k(0) \) and its motion is decoupled from the other agents. If, \( \forall k \), the control input \( u_k = \omega_k \) is constant and non zero then each agent rotates on a circle of radius \( |\omega_k|^{-1} \). The convention of direction of rotation on the circle followed in this paper is, if \( \omega_0 > 0 \) (\( \omega_0 < 0 \)), then all the agents rotate in the anticlockwise (clockwise) direction.

Note that the agent’s dynamics given by (1) describe a unicycle model, and is widely studied in the literature [20-22]. Furthermore, the control algorithms proposed in this paper are decentralized, and there is no centralized information available to the agents which lead them to synchronize at a desired velocity direction. Only the heterogeneity in the controller gains is a mean to steer the agents towards synchronization at a desired velocity direction. Also, this paper does not deal with issue of collision avoidance among agents.

B. Notations

We introduce a few additional notations, which are used in this paper. We use the bold face letters \( r = (r_1, \ldots, r_N)^T \in \mathbb{C}^N \), \( \theta = (\theta_1, \ldots, \theta_N)^T \in \mathbb{T}^N \), where \( \mathbb{T}^N \) is the \( N \)-torus, which is equal to \( S^1 \times \cdots \times S^1 \) (\( N \)-times) to represent the vectors of length \( N \) for the agent’s positions and heading angles, respectively. Next, we define the inner product \( \langle z_1, z_2 \rangle \) of the two complex numbers \( z_1, z_2 \in \mathbb{C} \) as \( \langle z_1, z_2 \rangle = \text{Re}(z_1^*z_2) \), where \( z_1 \) represents the complex conjugate of \( z_2 \). For vectors, we use the analogous boldface notation \( \langle w, z \rangle = \text{Re}(w^*z) \) for \( w, z \in \mathbb{C}^N \), where \( w^* \) denotes the conjugate transpose of \( w \).

The norm of \( z \in \mathbb{C}^N \) is defined as \( ||z|| = |\langle z, z \rangle|^{1/2} \). The vectors \( \mathbf{0} \) and \( \mathbf{1} \) are used to represent by \( \mathbf{0} = (0, 0, \ldots, 0)^T \in \mathbb{R}^N \) and \( \mathbf{1} = (1, 1, \ldots, 1)^T \in \mathbb{R}^N \), respectively.

C. Background

At first, our main focus is to seek a feedback control \( u_k \) for all \( k \), such that the collective motion of all the agents is stabilized to a synchronized formation. The control over the average linear momentum of the group of agents is a mean to achieve synchronized formation. The average linear momentum \( p_\theta \) of the group of agents, which is also referred to as the phase order parameter \([3]\), is

\[
p_\theta = |p_\theta| e^{i\varphi} = \frac{1}{N} \sum_{k=1}^{N} e^{i\theta_k}. \tag{2}
\]

Note that since \( \theta_k, \forall k \), is a function of time, \( p_\theta \) varies with time.

From (2), it is clear that the magnitude of \( p_\theta \) satisfies \( 0 \leq |p_\theta| \leq 1 \). In synchronized formation, the heading angles \( \theta_k \), for all \( k \), are the same and, hence, all the agents move in a common direction. It turns out that the phase arrangement \( \theta \) is synchronized if \( |p_\theta| = 1 \).

We deal with two cases of interaction networks among agents: \( i \) all-to-all communication topology— in which each agent can communicate with all other agents of the group. \( ii \) limited communication topology— in which an agent can communicate with certain number of neighbors (which is also a more general case of \( i \)). We assume that limited communication topology among agents is undirect and time-invariant.

In order to achieve synchronization of the agents, the control \( u_k, \forall k \), is now proposed separately for both of these communication scenarios.

1) All-To-All Communication Topology: It is evident from the above discussion that the stabilization of synchronized formation can be accomplished by considering the following potential function

\[
U(\theta) = \frac{N}{2} \left( 1 - |p_\theta|^2 \right), \tag{3}
\]

which is minimized when \( |p_\theta| = 1 \), that is, when all the phases are identical (synchronized). Since \( 0 \leq |p_\theta| \leq 1 \), the potential \( U(\theta) \) satisfies \( 0 \leq U(\theta) \leq N/2 \).
Now, we state the following theorem, which says that a Lyapunov-based control framework exists to stabilize synchronized formation.

**Theorem 2.1:** Consider the system dynamics (1) with the control law

\[ u_k = K_k \left( \frac{\partial U}{\partial \theta_k} \right) ; \quad K_k \neq 0, \quad (4) \]

and define a term

\[ T_k(\theta) = \left( \frac{\partial U}{\partial \theta_k} \right)^2 \quad (5) \]

for all \( k = 1, \ldots, N \). If \( \sum_{k=1}^{N} K_k T_k(\theta) < 0 \), all the agents asymptotically stabilize to a synchronized formation. Moreover, \( K_k < 0 \) for all \( k \), is a restrictive sufficient condition in stabilizing synchronized formation.

**Proof:** Consider the potential function \( U(\theta) \), defined by (5), the minimization of which leads to a synchronized formation. Since the magnitude of the average linear momentum \( |p| \) in (2) satisfies \( 0 \leq |p| \leq 1 \), it ensures that \( U(\theta) \geq 0 \). Also, \( U(\theta) = 0 \) only at the equilibrium point where \( |p| = 1 \). Thus, \( U(\theta) \) is a Lyapunov function candidate [23].

The time derivative of \( U(\theta) \) along the dynamics (1) is

\[ \dot{U}(\theta) = \sum_{k=1}^{N} \left( \frac{\partial U}{\partial \theta_k} \right) \dot{\theta}_k = \sum_{k=1}^{N} \left( \frac{\partial U}{\partial \theta_k} \right) u_k. \quad (6) \]

Using (4) and (5)

\[ \dot{U}(\theta) = \sum_{k=1}^{N} K_k \left( \frac{\partial U}{\partial \theta_k} \right)^2 \sum_{k=1}^{N} K_k T_k(\theta). \quad (7) \]

It shows that \( \dot{U}(\theta) < 0 \), if \( \sum_{k=1}^{N} K_k T_k(\theta) < 0 \). According to the Lyapunov stability theorem [23], all the solutions of (1) with the control (4) asymptotically stabilize to the equilibrium where \( U(\theta) \) attains its minimum value, that is, at \( |p| = 1 \) (synchronized formation).

The restricted sufficiency condition is proved next. Note that the term \( T_k(\theta) \geq 0 \) for all \( k = 1, \ldots, N \), which ensures that \( \dot{U}(\theta) \leq 0 \) for \( K_k < 0 \), \( \forall k \). Moreover, \( \dot{U}(\theta) = 0 \) if and only if \( \left( \frac{\partial U}{\partial \theta_k} \right) = 0 \), that is, on the critical set of \( U(\theta) \). The critical set of \( U(\theta) \) is the set of all \( \theta \in \mathbb{T}^N \), for which \( \left( \frac{\partial U}{\partial \theta_k} \right) = 0 \), \( \forall k \). Note that

\[ \frac{\partial U}{\partial \theta_k} = -\frac{N}{2} \frac{\partial}{\partial \theta_k} \left( p_\theta p_\theta \right) \]

\[ = -\frac{N}{2} \left( \left( p_\theta \frac{\partial p_\theta}{\partial \theta_k} \right) + \left( p_\theta \frac{\partial p_\theta}{\partial \theta_k} \right) \right) \]

\[ = -\left( p_\theta e^{i\theta_k} \right). \quad (8) \]

Since \( \theta \in \mathbb{T}^N \) is compact, it follows from the LaSalle’s invariance theorem [23], all the solutions of (1) under control (4) converge to the largest invariant set contained in \( \{ \dot{U}(\theta) = 0 \} \), that is, the set

\[ \Lambda = \{ \theta \mid \left( \frac{\partial U}{\partial \theta_k} \right) = -\left( p_\theta e^{i\theta_k} \right) = 0, \quad \forall k \}, \quad (9) \]

which is the critical set of \( U(\theta) \). In this set, dynamics (1) reduces to \( \dot{\theta}_k = 0, \forall k \), which implies that all the agents move in a straight line. The set \( \Lambda \) is itself invariant since

\[ \frac{d}{dt} \left( p_\theta e^{i\theta_k} \right) = \left( p_\theta \frac{d e^{i\theta_k}}{dt} + \frac{dp_\theta}{dt} e^{i\theta_k} \right) \]

\[ = -\left( p_\theta e^{i\theta_k} \right) \dot{\theta}_k + \frac{1}{N} \sum_{k=1}^{N} \left( p_\theta e^{i\theta_k} \dot{\theta}_k \right) = 0 \quad (10) \]

on this set. Therefore, all the trajectories of the system (1) under control (4) asymptotically converges to the critical set of \( U(\theta) \). Moreover, the synchronized state characterizes the stable equilibria of the system (1) in the critical set \( \Lambda \) and the rest of the critical points are unstable equilibria, which is proved next.

**Analysis of the critical set:** The critical points of \( U(\theta) \) are given by the \( N \) algebraic equations

\[ \frac{\partial U}{\partial \theta_k} = -\left( p_\theta e^{i\theta_k} \right) = -|p| \sin(\Psi - \theta_k) = 0, \quad 1 \leq k \leq N, \quad (11) \]

where, \( p_\theta = |p| e^{i\Psi} \), as defined in (4), has been used. Since the critical points with \( p_\theta = 0 \) are the global maxima of \( U(\theta) \), and hence unstable if \( K_k < 0, \forall k \).

Now, we focus on the critical points for which \( p_\theta \neq 0 \), and \( \sin(\Psi - \theta_k) = 0, \forall k \). This implies that \( \theta_k \in \{ \Psi \mod 2 \pi, \Psi + \pi \mod 2 \pi \}, \forall k \). Let \( \theta_k \in \{ \Psi + \pi \mod 2 \pi \} \) for \( k \in \{ 1, \ldots, M \} \), and \( \theta_k \in \Psi \mod 2 \pi \) for \( k \in \{ M + 1, \ldots, N \} \). The value \( M = 0 \) defines synchronized state and corresponds to the global minimum of \( U(\theta) \). Therefore, the set of synchronized state is asymptotically stable if \( K_k < 0, \forall k \). Every other value of \( 1 \leq M \leq N - 1 \) corresponds to the saddle point, and is, therefore, unstable for \( K_k < 0, \forall k \). This is proved below.

Let \( H(\theta) = [h_{jk}(\theta)] \) be the Hessian of \( U(\theta) \). Then, we can find the components \([h_{jk}(\theta)] \) of \( H(\theta) \) by evaluating the second derivatives \( \frac{\partial^2 U}{\partial \theta_j \partial \theta_k} \) for all pairs of \( j \) and \( k \), which yields

\[ h_{jk}(\theta) = \begin{cases} \frac{1}{N} - |p_\theta| \cos(\Psi - \theta_k), & j = k \in \{ 1, \ldots, M \} \\ \frac{1}{N} |p_\theta| \cos(\theta_j - \theta_k), & j \neq k \in \{ 1, \ldots, M \} \end{cases} \]

Since \( \theta_k \in \{ \Psi + \pi \mod 2 \pi \} \) for \( k \in \{ 1, \ldots, M \} \), and \( \cos(\Psi - \theta_k) = 1 \) for \( k \in \{ 1, \ldots, M \} \), and \( \cos(\Psi - \theta_k) = -1 \) for \( k \in \{ M + 1, \ldots, N \} \). Hence, the diagonal entries \((j = k)\) of the Hessian \( H(\theta) \) are given by

\[ h_{kk}(\theta) = \begin{cases} (1/N) + |p_\theta|, & k \in \{ 1, \ldots, M \} \\ (1/N) - |p_\theta|, & k \in \{ M + 1, \ldots, N \} \end{cases} \]

where, \( 1 \leq M \leq N - 1 \). Since \((1/N) + |p_\theta| > 0\), the Hessian matrix \( H(\theta) \) has at least one positive pivot, and hence one positive eigenvalue [24]. In order to show that all critical points \( 1 \leq M \leq N - 1 \) are saddle points, we verify that the Hessian matrix \( H(\theta) \) is indefinite by showing that it has at least one negative eigenvalue.

Since \( \theta_k \) is as given above, \( \cos(\theta_j - \theta_k) = 1 \) for \( j, k \in \{ 1, \ldots, M \} \) or \( j, k \in \{ M + 1, \ldots, N \} \), and \( \cos(\theta_j - \theta_k) = -1 \) for \( j \in \{ 1, \ldots, M \}, k \in \{ M + 1, \ldots, N \} \) or \( j \in \{ M + 1, \ldots, N \}, k \in \{ 1, \ldots, M \} \). Hence, the off diagonal entries \((j \neq k)\) of \( H(\theta) \)
are given by
\[ h_{jk}(\theta) = \begin{cases} (1/N), & j,k \in \{1,\ldots,M\} \\
-(1/N), & \text{otherwise.} \end{cases} \]

Define a vector \( w = [w_1,\ldots,w_M,-w_{M+1},\ldots,-w_N]^T \), with \( w_k = 1, \forall k \). Then, the Hessian \( H(\theta) \) can be compactly written as
\[ H(\theta) = \frac{1}{N}ww^T + |p_0| \text{diag}(w), \]
where, \( \text{diag}(w) \) is a diagonal matrix whose diagonal entries are given by the entries of the vector \( w \). Now, define a vector \( q = [q_1,\ldots,q_N]^T \) with \( q_k = 0,k = 1,\ldots,N-2, \) and \( q_{N-1} = -1 \) and \( q_N = 1 \). By construction, \( w^T q = 0 \) and it follows that
\[ q^T H(\theta) q = |p_0| q^T \text{diag}(w) q = -2 |p_0| < 0, \]
which shows that \( H(\theta) \) is an indefinite matrix. Hence, the critical points for which the phase angles are not synchronized and \( p_0 \) which will be useful in the framework of this paper.

Theorem 2.1 is unchanged under control (14).

which shows that \( H(\theta) \) is an indefinite matrix. Hence, the critical points for which the phase angles are not synchronized and \( p_0 \) which will be useful in the framework of this paper.

Theorem 2.1: Under the control law given by
\[ u_k = \omega_0 + K_k \left( \frac{\partial U}{\partial \theta_k} \right) ; \quad K_k \neq 0, \]
for all \( k = 1,\ldots,N \), the conclusions of Theorem 2.1 are same for the system dynamics (1). Proof: Under the control (14), the time derivative of \( U(\theta) \) along the dynamics (1) is
\[ U(\theta) = \omega_0 \sum_{k=1}^N \left( \frac{\partial U}{\partial \theta_k} \right)^2 + \sum_{k=1}^N K_k \left( \frac{\partial U}{\partial \theta_k} \right)^2 \]
From (8), we note that
\[ \sum_{k=1}^N \frac{\partial U}{\partial \theta_k} = -\sum_{k=1}^N \langle p_0,ie^{i\theta_k} \rangle = -\frac{1}{N} \sum_{k=1}^N \sum_{j=1, j\neq k}^N \sin(\theta_j - \theta_k) = 0. \]
Using (16), (15) can be rewritten as
\[ U(\theta) = \sum_{k=1}^N K_k T_k(\theta), \]
which is the same as (7). Therefore, the conclusions of Theorem 2.1 are unchanged under control (14).

2) Limited Communication Topology: At first, we introduce a few terms pertaining to limited communication topology which will be useful in the framework of this paper.

A graph is a pair \( G = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{v_1,\ldots,v_N\} \) is a set of \( N \) nodes or vertices and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) is a set of edges or links. Elements of \( \mathcal{E} \) are denoted as \((v_j,v_k)\) which is termed an edge or a link from \( v_j \) to \( v_k \). A graph \( G \) is called an undirected graph if it consists of only undirected links. The node \( v_j \) is called a neighbor of node \( v_k \) if the link \((v_j,v_k)\) exists in the graph \( G \). In this paper, the set of neighbors of node \( v_j \) is represented by \( \mathcal{N}_j \). A complete graph is an undirected graph in which every pair of nodes is connected, that is, \((v_j,v_k) \in \mathcal{E}\), \( \forall j, k \in N \). The Laplacian of a graph \( \mathcal{G} \), denoted by \( L = [l_{jk}] \in \mathbb{R}^{N \times N} \), is defined as
\[ l_{jk} = \begin{cases} |\mathcal{N}_j|, & \text{if } j = k \\
-1, & \text{if } k \in \mathcal{N}_j \\
0 & \text{otherwise} \end{cases} \]
where, \(|\mathcal{N}_j|\) is the cardinality of the set \( \mathcal{N}_j \). Some of the important properties of the Laplacian which are relevant to this paper can be found in [23], and are as follows: The Laplacian \( L \) of an undirected graph \( \mathcal{G} \) is \((P1)\) symmetric and positive semi-definite, and \((P2)\) has an eigenvalue of zero associated with the eigenvector \( 1 \), that is, \( Lx = 0 \) iff \( x = 10 \).

In order to account for limited communication among agents, we modify the potential function (3) in the following manner (20):

Let \( P = I_N - (1/N)11^T \), where, \( I_N \) is an \( N \times N\)-identity matrix, be a projection matrix which satisfies \( P^2 = P \). Let the vector \( e^{i\theta} \) be represented by \( e^{i\theta} = [e^{i\theta_1},\ldots,e^{i\theta_N}]^T \in \mathbb{C}^N \). Then, \( Pe^{i\theta} = e^{i\theta} - P\theta_0 \). One can obtain the equality
\[ ||Pe^{i\theta}||^2 = \langle e^{i\theta},Pe^{i\theta} \rangle = N(1 - |\theta_0|^2), \]
which is minimized when \( |\theta_0| = 1 \) (synchronized formation). Since, \( P \) is \((1/N)\) times the Laplacian of the complete graph, the identity (18) suggests that the optimization of \( U(\theta) \) in (3) may be replaced by the optimization of
\[ W_L(\theta) = Q_L(e^{i\theta}) = (1/2) \langle e^{i\theta},Le^{i\theta} \rangle, \]
which is a Laplacian quadratic form associated with \( L \). Note that, for a connected graph, the quadratic form (19) is positive semi-definite, and vanishes only when \( e^{i\theta} = e^{i\theta_0}1 \), where \( \theta_0 \in S^1 \) is a constant (see property P2), that is, the potential \( W_L(\theta) \) is minimized in the synchronized formation.

Theorem 2.2: Let \( L \) be the Laplacian of an undirected and connected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with \( N \) vertices. Consider the system dynamics (1) with the control law
\[ u_k = K_k \left( \frac{\partial W_L}{\partial \theta_k} \right) ; \quad K_k \neq 0, \]
and define a term
\[ T_k(\theta) = \left( \frac{\partial W_L}{\partial \theta_k} \right)^2 \]
for all \( k = 1,\ldots,N \). If \( \sum_{k=1}^N K_k T_k(\theta) < 0 \), all the agents asymptotically stabilize to a synchronized formation. Moreover, \( K_k < 0 \) for all \( k \), is a restrictive sufficient condition in stabilizing synchronized formation.

Proof: The time derivative of \( W_L(\theta) \), along the dynamics (1), is
\[ W_L(\theta) = \sum_{k=1}^N \left( \frac{\partial W_L}{\partial \theta_k} \right) \dot{\theta}_k = \sum_{k=1}^N \left( \frac{\partial W_L}{\partial \theta_k} \right) u_k. \]
Using (20) and (21)
\[ W_L(\theta) = \sum_{k=1}^N K_k \left( \frac{\partial W_L}{\partial \theta_k} \right)^2 = \sum_{k=1}^N K_k T_k. \]
The rest of the proof proceeds in a similar way as the proof.
of Theorem 2.1. We just need to analyze the critical set of the potential \(W_L(\theta)\), which is as follows:

**Analysis of the critical set:** The critical set of \(W_L(\theta)\) is the set of all \(\theta \in \mathbb{T}^N\) for which \(\partial W_L/\partial \theta_k = 0\), \(\forall k\). Note that

\[
\frac{\partial W_L}{\partial \theta_k} = \frac{1}{2} \sum_{j=1}^N \frac{\partial}{\partial \theta_k} \left( e^{i\theta_j} L_k e^{i\theta_k} \right) = \left( e^{i\theta_j} L_k e^{i\theta_k} \right),
\]

(24)

where, \(L_k\) is the \(k\)th row of the Laplacian \(L\). Thus, the critical points of \(W_L(\theta)\) are given by the \(N\) algebraic equations

\[
\frac{\partial W_L}{\partial \theta_k} = \left( e^{i\theta_j} L_k e^{i\theta_k} \right) = 0, \quad 1 \leq k \leq N.
\]

(25)

Let \(e^{i\theta}\) be an eigenvector of \(L\) with eigenvalue \(\lambda \in \mathbb{R}\). Then, \(L e^{i\theta} = \lambda e^{i\theta}\), and

\[
\frac{\partial W_L}{\partial \theta_k} \bigg|_{\theta = \theta} = \left( e^{i\theta_j} L_k e^{i\theta_k} \right) = \lambda \left( e^{i\theta_j} e^{i\theta_k} \right) = 0,
\]

(26)

which implies that \(\theta\) is a critical point of \(W_L(\theta)\). Since graph \(\mathcal{G}\) is undirected, the Laplacian \(L\) is symmetric, and hence its eigenvectors associated with distinct eigenvalues are mutually orthogonal [24]. Since \(\mathcal{G}\) is also connected, \(1\) spans the kernel of \(L\). Therefore, the eigenvector associated with \(\lambda = 0\) is \(e^{i\theta} = e^{i\theta_0}1\) for any \(\theta_0 \in S^1\), which implies \(\theta\) is synchronized. All the remaining eigenvectors satisfy \(1^T e^{i\theta} = 0\) and characterize the unstable equilibria. This completes the proof. \(\blacksquare\)

Similar to Corollary 2.1 we have the following corollary to Theorem 2.2.

**Corollary 2.2:** Let \(L\) be the Laplacian of an undirected and connected graph \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\) with \(N\) vertices. Under the control law given by

\[
\dot{u}_k = \omega_0 + K_k \left( \frac{\partial W_L}{\partial \theta_k} \right); \quad K_k \neq 0,
\]

(27)

for all \(k = 1, \ldots, N\), the conclusions of Theorem 2.2 are same for the system dynamics (1).

**Proof:** Under the control (27), the time derivative of \(W_L(\theta)\) along the dynamics (1) is

\[
W_L(\theta) = \omega_0 \sum_{k=1}^N \left( \frac{\partial W_L}{\partial \theta_k} \right) + \sum_{k=1}^N K_k \left( \frac{\partial W_L}{\partial \theta_k} \right)^2
\]

(28)

From (24), we note that

\[
\sum_{k=1}^N \frac{\partial W_L}{\partial \theta_k} = \sum_{k=1}^N \left( e^{i\theta_j} L_k e^{i\theta_k} \right) = \sum_{j=1}^N \sum_{k \in A_k} \sin(\theta_j - \theta_k) = 0.
\]

(29)

Using (29), (28) can be rewritten as

\[
W_L(\theta) = \sum_{k=1}^N K_k T_k(\theta),
\]

(30)

which is the same as (25). Therefore, the conclusions of Theorem 2.2 are unchanged under control (27). \(\blacksquare\)

**D. Problem Description**

Now, we formally state the main objective of this paper. Using (16) and (29), the control laws, given by (4), and (20) can be written as

\[
\dot{\theta}_k = \frac{K_k}{N} \sum_{j=1}^N \sin(\theta_j - \theta_k),
\]

(31)

\[
\dot{\theta}_k = -K_k \sum_{j \in A_k} \sin(\theta_j - \theta_k),
\]

(32)

for the all-to-all and limited communication scenarios, respectively. The term \(K_k\) in the control laws (31) and (32) is the controller gain for the \(k\)th agent. Prior work in [4] uses the same controller gain \(K\) for all \(k\), whereas we extend the analysis by using different gains \(K_k\) for different agents. This is the heterogeneous controller gains case of interest in this paper. In subsequent sections, we will explore the effect of heterogeneous controller gains on the final velocity direction of the agents in their synchronized formation.

**Remark 2.1:** Note that, in the Theorem 2.1 (Theorem 2.2), the conditions \(\sum_{k=1}^N K_k T_k(\theta) < 0 (\sum_{k=1}^N K_k T_k(\theta) < 0)\) may be satisfied for both positive and negative values of gains \(K_k\) because of the involvement of the term \(T_k(\theta)/T_k(\theta)\). However, in this paper, the idea of introducing heterogeneous gains is illustrated mainly for the restrictive sufficient condition on \(K_k\), that is, \(K_k < 0, \forall k\), since the analysis for the set of gains \(K_k\) satisfying \(\sum_{k=1}^N K_k T_k(\theta) < 0 (\sum_{k=1}^N K_k T_k(\theta) < 0)\) is quite involved for \(N > 2\). Moreover, it will be shown for the simple case of \(N = 2\) that the reachable set of the final velocity direction further expands for the controller gains \(K_k\) satisfying the condition \(\sum_{k=1}^N K_k T_k(\theta) < 0 (\sum_{k=1}^N K_k T_k(\theta) < 0)\).

**III. Synchronized Formation and Reachable Velocity Directions**

The agents are said to be in synchronized formation when, at all times, the direction of their movement approaches a common velocity direction \(\theta_c \in S^1\), that is,

\[
\theta_1(t) = \theta_2(t) = \theta_3(t) = \ldots, \theta_N(t) = \theta_c \pmod{2\pi}.
\]

(33)

At first, we derive an analytical expression of \(\theta_c\) for \(\omega_0 = 0\). Then, we extend these results to \(\omega_0 \neq 0\) by performing the analysis in a rotating frame of reference.

**A. Case 1: \(\omega_0 = 0\)**

For \(\omega_0 = 0\), synchronization corresponds to parallel motion of all the agents in a fixed direction \(\theta_c\), with arbitrary but constant relative spacing.

Before proceeding further, we state the following definitions from [27]–[29], based on which further analysis is carried out.

**Definition 3.1:** (cone, convex cone and conic hull) Let \(V\) be a vector space. A set \(\Gamma \subset V\) is called a cone if \(\theta \in \Gamma\) and \(\lambda \theta \in \Gamma\) for every \(\lambda \geq 0\) and every \(\theta \in \Gamma\). Moreover, the set \(\Gamma \subset V\) is called a convex cone if \(\theta \in \Gamma\) and if for any two points \(x, y \in \Gamma\) and any two numbers \(a, b \geq 0\), the point \(z = ax + by\) is also in \(\Gamma\). Given points \(x_1, \ldots, x_m \in \Gamma\) and non-negative numbers \(\tau_1, \ldots, \tau_m\), the point

\[
x = \sum_{j=1}^m \tau_j x_j
\]

(34)
is called a conic combination of the points \( x_1, \ldots, x_m \). The set \( Co(S) \) of all conic combinations from a set \( S \subset \Gamma \) is called the conic hull of the set \( S \).

**Definition 3.2**: (ray and extreme ray) Let \( V \) be a vector space and the set \( \Gamma \subset V \) be a cone. The set of points \( \lambda x \), \( \lambda \geq 0 \) of a non-zero point \( x \in \Gamma \) is called a ray spanned by \( x \). Let \( \Gamma_1 \subset \Gamma \) be a ray. We say that \( \Gamma_1 \) is an extreme ray of \( \Gamma \) if for any \( \nu \in \Gamma_1 \) and any \( x, y \in \Gamma \), whenever \( \nu = (x+y)/2 \), we must have \( x, y \in \Gamma_1 \).

**Definition 3.3**: (acute convex cone) A convex cone \( \Gamma \) is said to be an acute convex cone if \( \Gamma \cap (-\Gamma) = \{0\} \), that is, if \( x \in \Gamma \) and \( -x \in \Gamma \) implies \( x = 0 \).

Based on these definitions, we further define the following terms useful in the framework of this paper.

Let the agents, with dynamics given by (1), start from initial heading angles \( \theta(0) = (\theta_0, \ldots, \theta_N)^T \in \mathbb{D}^N \), where \( \mathbb{D} = (-\pi, \pi) \). Let us define \( S = \{e^{i\theta_0}, k = 1, \ldots, N\} \) as the set of points around the unit circle in the complex plane and let \( Co(S) \) be the conic hull of \( S \). For \( N = 6 \), Fig. 1(a) shows one of the arrangements of all the unit vectors belonging to the set \( S \), and for this arrangement, \( Co(S) \) is shown by the shaded region in Fig. 1(b). In Fig. 1(b), \( e^{i\theta_0} \) and \( e^{i\theta_6} \) are the unit vectors along the extreme rays of \( Co(S) \).

Let \( S_z = \{z \in \mathbb{C} \mid |z| \leq 1\} \) be the set of all the points residing in the interior and on the boundary of a unit circle in the complex plane. Then, \( Co(S) \cap S_z \) is a circular sector as shown by the shaded region in Fig. 1(c).

Based on these notations, we now state the following lemma which depicts the behavior of the order parameter \( p_\theta \) with time against heterogeneous controller gains \( K_k < 0, \forall k \).

**Lemma 3.1**: Consider \( N \) agents, with dynamics given by (1), under the control law (31) with \( K_k < 0, \forall k \). Let the initial heading angle of the agents be given by \( \theta(0) \) such that \( Co(S) \) is an acute convex cone. Then,

\[
p_\theta \in Co(S) \cap S_z, \quad \forall t \geq 0,
\]

where, \( p_\theta \) is the order parameter, and is defined by (2).

**Proof**: From (2), we can write

\[
|p_\theta| e^{i(\Psi - \theta_k)} = \frac{1}{N} \sum_{j=1}^{N} e^{i(\Psi_j - \theta_k)}.
\]

**Lemma 3.2**

Using (37), (31) can be written as

\[
\theta_k = -K_k |p_\theta| \sin(\Psi - \theta_k),
\]

which implies that the heading angle \( \theta_k \) of the \( k \)th agent is pulled toward the average phase \( \Psi \) of the order parameter \( p_\theta \).

For better understanding of the dynamics (38), \( \forall k \), and \( \forall t \), it is convenient to choose the reference axis along the order parameter \( p_\theta \), as shown in Fig. 2, and measure the angle of each unit vector with respect to it. By doing so, it is easy to see that \( |\Psi - \theta_k| < \pi \) for \( e^{i\theta_k} \in S, \forall k \). Therefore, for \( K_k < 0, \forall k \), one can observe from (38) that, if \( 0 < \Psi - \theta_k < \pi \) (that is, for unit vectors lying in the clockwise direction of \( p_\theta \)), \( \theta_k > 0 \), and if \( -\pi < \Psi - \theta_k < 0 \) (that is, for unit vectors lying in the anticlockwise direction of \( p_\theta \)), \( \theta_k < 0 \). It means that the heading angle of the \( k \)th agent always pulls toward the average
phase \( \Psi \) of the group.

Also, at time instant \( t = 0 \), the linear momentum vector \( p_\theta \) from (2) is given by

\[
p_\theta(0) = \sum_{k=1}^{N} \mu_k e^{i \theta_k},
\]

where, \( \mu_k = 1/N, \forall k \), is a non-zero constant. Since \( |p_\theta(0)| \leq 1 \), the vector \( p_\theta(0) \), according to the above definitions, lies in \( Co(S) \cap \hat{S}_z \) for \( e^{i \theta_k} \in S, \forall k \). Moreover, since all the unit vectors \( e^{i \theta_k} \), at all times, approach \( p_\theta \), the order parameter \( p_\theta \) always remains in \( Co(S) \cap \hat{S}_z \), that is, \( p_\theta \in Co(S) \cap \hat{S}_z, \forall t \geq 0 \). This completes the proof.

The previous result is obtained for the all-to-all communication scenario. Similarly, in the limited communication scenario, by using the phase order parameter

\[
p_\theta^k = \frac{1}{N} \sum_{j \in A_k} e^{i \theta_j} = |p_\theta^k| e^{i \varphi^k},
\]

it can be proved that the \( k \)th agent always approaches to vector \( p_\theta^k \). Since, \( \forall k, p_\theta^k \in Co(S) \cap \hat{S}_z, \forall t \geq 0 \), all the agents synchronize at an angle within the acute convex cone only.

Note that, depending on the initial heading angle \( \theta(0) \), the circular sector \( Co(S) \cap \hat{S}_z \), as shown in Fig. 1(c), can lie anywhere in \( S_z \). Thus, for the sake of convenience and without loss of generality, a new coordinate system, as shown in Fig. 3 is defined by rotating the standard coordinate system by an angle \( \theta_R \in [\pi, \pi] \), which is chosen such that the real axis of this new coordinate system lies along that extreme ray of \( Co(S) \) which will ensure that all the initial heading angles \( \theta(0) \), in this new coordinate system, are non-negative (measured anti-clockwise from the new reference). Thus, in the new coordinates, we have

\[
\hat{\theta}_k = \theta_k - \theta_R \tag{41}
\]

as the heading angle of the \( k \)th agent.

Now, we state the following theorem, in which an expression for the reachable velocity direction \( \hat{\theta}_c \) is obtained.

**Theorem 3.1:** Consider \( N \) agents, with dynamics given by (1), under the control law (31) with \( K_k < 0, \forall k \). The final velocity directions of all the agents having their initial heading angles \( \theta(0) \), such that \( Co(S) \) is an acute convex cone, converge to a common value \( \theta_c \), given by

\[
\theta_c = \left\{ \left( \sum_{k=1}^{N} \frac{\hat{\theta}_{k0}}{K_k} \right) / \left( \sum_{j=1}^{N} \frac{1}{K_j} \right) \right\} + \theta_R, \tag{42}
\]

where, \( \hat{\theta}_{k0} = \theta_{k0} - \theta_R \) is the initial heading angle of the \( k \)th agent with respect to the new coordinate system, and \( \theta_c \) is called a reachable velocity direction in the synchronized formation for this system of \( N \) agents.

**Proof:** Taking the summation on both sides of (31) over all \( k = 1, \ldots, N \), we get

\[
\sum_{k=1}^{N} \frac{\hat{\theta}_{k}(t)}{K_k} = -\frac{1}{N} \sum_{k=1}^{N} \sum_{j=1, j \neq k}^{N} \sin(\theta_j - \theta_k) = 0. \tag{43}
\]

Integration of (43) yields

\[
\sum_{k=1}^{N} \frac{\theta_k(t)}{K_k} = \sum_{k=1}^{N} \frac{\theta_{k0}}{K_k}, \quad \forall t. \tag{44}
\]

Note that, in the new coordinates, the condition (43) becomes

\[
\hat{\theta}_1(t) = \hat{\theta}_2(t) = \hat{\theta}_3(t) = \ldots = \hat{\theta}_N(t) = \hat{\theta}_c, \tag{45}
\]

where, Lemma 3.1 has been used to eliminate modulo \( 2\pi \) operation.

On substituting (45) for all \( k = 1, \ldots, N \), in (44), we get

\[
\hat{\theta}_c = \left( \sum_{k=1}^{N} \frac{\hat{\theta}_{k0}}{K_k} \right) / \left( \sum_{j=1}^{N} \frac{1}{K_j} \right), \tag{46}
\]

which is the reachable velocity direction with respect to the new coordinate system. Now, using transformation (41), we get (42) in the standard coordinate system.

From (42),

\[
\sum_{k=1}^{N} \frac{\hat{\theta}_{k}(t)}{K_k} = -\sum_{k=1}^{N} \sum_{j \in A_k} \sin(\theta_j - \theta_k) = 0, \tag{47}
\]

which implies that the result obtained in Theorem 3.1 (main result) also holds for the limited communication scenario. Now, based on Theorem 3.1 we further obtain a few interesting results which equally hold for the limited communication scenario unless otherwise stated.

For the sake of simplicity, further analysis in this paper is carried out in the new coordinate system as shown in Fig. 3 which can be easily transformed to the standard coordinate system by using the transformation (41).

**Corollary 3.1:** For the conditions given in Theorem 3.1 the reachable velocity direction \( \hat{\theta}_c \) given by (46) is a convex combination of all the initial heading angles \( \hat{\theta}_{k0}, \forall k \).

**Proof:** Equation (46) can also be rewritten as

\[
\hat{\theta}_c = \sum_{k=1}^{N} \left\{ \left( \frac{1}{K_k} \right) / \left( \sum_{j=1}^{N} \frac{1}{K_j} \right) \right\} \hat{\theta}_{k0} \tag{48}
\]
Assume that for all \( k = 1, \ldots, N \),
\[
\lambda_k = \left( \frac{1}{K_k} \right) / \left( \sum_{j=1}^{N} \frac{1}{K_j} \right)
\]
(49)

Since \( K_k < 0 \) for all \( k = 1, \ldots, N \), hence \( \lambda_k > 0 \) and \( \sum_{k=1}^{N} \lambda_k = 1 \). Substituting (49) in (48), we get
\[
\hat{\theta}_c = \sum_{k=1}^{N} \lambda_k \hat{\theta}_k,
\]
(50)
which shows that \( \hat{\theta}_c \) is a convex combination of \( \hat{\theta}_k \), \( \forall k \).

**Corollary 3.2:** Let \( \hat{\theta}_{m0} = \min_k \{ \hat{\theta}_0 \} \) (= 0° in the new coordinate system) and \( \hat{\theta}_{M0} = \max_k \{ \hat{\theta}_0 \} \) be the angles corresponding to the extreme rays of \( C0(S) \) under the conditions given in Theorem 3.1. These angles are not reachable in the synchronized formation of \( N \) agents.

**Proof:** This can be proved by contradiction. Let us assume that \( \hat{\theta}_{M0} \) is reachable. It means that \( \exists K_k < 0, \forall k \), such that (46) is satisfied. Hence, from (46), we can write
\[
\hat{\theta}_{m0} = \left( \sum_{k=1}^{N} \frac{\hat{\theta}_0}{K_k} \right) / \left( \sum_{k=1}^{N} \frac{1}{K_k} \right).
\]
(51)
From which
\[
\sum_{k=1, k \neq m}^{N} \left( \frac{\hat{\theta}_0 - \hat{\theta}_{m0}}{K_k} \right) = 0.
\]
(52)

However, since \( \hat{\theta}_{m0} = \min_k \{ \hat{\theta}_0 \} \), \( \hat{\theta}_0 - \hat{\theta}_{m0} > 0 \), for all \( k = 1, \ldots, m-1, m+1, \ldots, N \). Thus,
\[
\sum_{k=1, k \neq m}^{N} \left( \frac{\hat{\theta}_0 - \hat{\theta}_{m0}}{K_k} \right) < 0
\]
(53)
as \( K_k < 0, \forall k \), which contradicts (52) and hence \( \hat{\theta}_{m0} \) is not reachable. Similarly, we can show that \( \hat{\theta}_{M0} \) is not reachable. This completes the proof.

Now, we describe the following theorem which ensures the reachability of \( \hat{\theta}_c \) in (46) against heterogeneous controller gains \( K_k < 0, \forall k \).

**Theorem 3.2:** Consider \( N \) agents, with dynamics given by (1), under the control law (31) with \( K_k < 0, \forall k \). Let the initial heading angles of the agents be given by \( \theta(0) \) such that \( C0(S) \) is an acute convex cone. A final velocity direction \( \hat{\theta}_c \) is satisfied. Hence, from (46), we can write
\[
\hat{\theta}_c = \sum_{k=1}^{N} \frac{\hat{\theta}_0}{K_k} - \frac{1}{c} \sum_{k=1}^{N} \frac{1}{K_k} \hat{\theta}_k
\]
(54)
where, \( \sum_{k=1}^{N} \alpha_k = 1 \) with \( \alpha_k > 0, \forall k \). Let us define
\[
K_k = c/\alpha_k
\]
(56)
for all \( k \), where \( c < 0 \) is any constant. Thus, \( K_k < 0, \forall k \), and \( \sum_{k=1}^{N} (1/K_k) = 1/c \). Replacing \( \alpha_k \) by \( K_k \) in (55), we get
\[
\hat{\theta}_c = \sum_{k=1}^{N} \left( \frac{1}{K_k} \right) \hat{\theta}_0 = \sum_{k=1}^{N} \left( \frac{1}{K_k} \right) \frac{1}{N} \sum_{j=1}^{N} \frac{1}{K_j} \hat{\theta}_k = \sum_{k=1}^{N} \frac{\hat{\theta}_0}{K_k} \sum_{j=1}^{N} \frac{1}{K_j} \hat{\theta}_k
\]
(57)
which is the same as (46). This completes the proof.

**Remark 3.1:** If we choose homogeneous controller gains, as in (4), that is, \( K_k = K, \forall k \), then the reachable velocity direction \( \hat{\theta}_c \), by using (46), is given by
\[
\overline{\hat{\theta}_c} = \frac{1}{N} \sum_{k=1}^{N} \hat{\theta}_0
\]
(58)
which is the average of all the initial heading angles of \( N \) agents. Thus, by using homogeneous controller gains, only the average consensus in initial heading angles is possible. However, by using heterogeneous controller gains, we are able to expand the reachable set of the final velocity direction \( \hat{\theta}_c \). In fact, the agents can be made to converge to any desired common velocity direction \( \hat{\theta}_c \) in \( (\hat{\theta}_0, \hat{\theta}_M) \) by suitably selecting the heterogeneous gains \( K_k < 0, \forall k \). These heterogeneous gains can be selected according to (56). We can see that these gains are not unique since none of \( \alpha_k \) and \( c \) need be unique. We also observe that (46) is independent of the initial locations of the agents. Therefore, different groups of the agents, with arbitrary initial locations, but with same individual initial velocity directions, can be made to converge to the same desired direction \( \hat{\theta}_c \) in \( (\hat{\theta}_0, \hat{\theta}_M) \).

Since it is physically impossible to get the same gains for all the agents, the idea of heterogeneous controller gains was introduced. Suppose the homogeneous gains \( K \) of each agent vary within certain limits while obeying all the conditions for convergence, then we have the following theorem, which tells about the deviation of the final velocity direction \( \hat{\theta}_c \) from its mean value \( \overline{\hat{\theta}_c} \) given by (57), and comments on its reachability.

**Theorem 3.3:** Let there be an error of \( \varepsilon_k = \eta_k K \), where \( 0 \leq \eta_k < 1 \), in the gain \( K \) of the \( k \)-th agent, with dynamics given by (1), under the control law (31) with \( K_k = K, \forall k \). Let \( \eta = \max_k \{ \eta_k \} \) be the maximum error, and the initial heading angles of the agents be given by \( \theta(0) \) such that \( C0(S) \) is an acute convex cone. Then, in the synchronized formation of this system of \( N \) agents, the perturbed final velocity direction
\[
\hat{\theta}_c' \in (\hat{\theta}_0, \hat{\theta}_M) \cap [\overline{\hat{\theta}_c} - \Delta \hat{\theta}_c' \overline{\hat{\theta}_c} + \Delta \hat{\theta}_c']
\]
(58)
where,
\[
\Delta \hat{\theta}_c' = \left( \frac{2\eta}{1+\eta} \right) \overline{\hat{\theta}_c}, \quad \Delta \hat{\theta}_c = \left( \frac{2\eta}{1-\eta} \right) \overline{\hat{\theta}_c}
\]
(59)
are, respectively, the maximum values of the lower and upper deviations of the reachable velocity direction from its mean value \( \overline{\hat{\theta}_c} \) given by (57).
Proof: Since the erroneous controller gain of the $k^{th}$ agent is $K \pm \epsilon_k$, by using (46), we can write

$$\hat{\theta}_c^l = \left(\sum_{k=1}^{N} \frac{\hat{\theta}_0}{K \pm \epsilon_k}\right) \left/ \left(\sum_{k=1}^{N} \frac{1}{K \pm \epsilon_k}\right)\right..$$ \hfill (60)

Since $\hat{\theta}_0, \forall k$ are non-negative in the new coordinate system, the lower bound of $\hat{\theta}_c$, denoted by $\hat{\theta}_c^l$, is given by

$$\hat{\theta}_c^l = \left(\sum_{k=1}^{N} \frac{\hat{\theta}_0}{K + \epsilon_k}\right) \left/ \left(\sum_{k=1}^{N} \frac{1}{K + \epsilon_k}\right)\right..$$ \hfill (61)

Substituting $\epsilon_k = \eta_k K$ in (61), we get

$$\hat{\theta}_c^l = \left(\sum_{k=1}^{N} \frac{\hat{\theta}_0}{1 + \eta_k}\right) \left/ \left(\sum_{k=1}^{N} \frac{1}{1 + \eta_k}\right)\right..$$ \hfill (62)

Similarly, the upper bound of $\hat{\theta}_c$ is given by

$$\hat{\theta}_c^u = \left(\sum_{k=1}^{N} \frac{\hat{\theta}_0}{1 - \eta_k}\right) \left/ \left(\sum_{k=1}^{N} \frac{1}{1 - \eta_k}\right)\right..$$ \hfill (63)

Thus, the maximum values of the lower and upper deviations of $\hat{\theta}_c$ from its mean value $\bar{\theta}_c$ are, respectively,

$$\Delta \hat{\theta}_c^l = \bar{\theta}_c - \left(\frac{1 - \eta}{1 + \eta}\right) \bar{\theta}_c = \left(\frac{2\eta}{1 + \eta}\right) \bar{\theta}_c.$$ \hfill (64)

$$\Delta \hat{\theta}_c^u = \left(\frac{1 + \eta}{1 - \eta}\right) \bar{\theta}_c - \bar{\theta}_c = \left(\frac{2\eta}{1 - \eta}\right) \bar{\theta}_c.$$ \hfill (65)

It follows from the above discussion that

$$\hat{\theta}_c \in \left[\bar{\theta}_c - \Delta \hat{\theta}_c^l, \bar{\theta}_c + \Delta \hat{\theta}_c^u\right].$$ \hfill (66)

However, since Theorem 3.2 ensures that $\hat{\theta}_c \in (\hat{\theta}_{m0}, \hat{\theta}_{M0})$ when there is heterogeneity in the controller gains, the actual set of angles reachable by $\hat{\theta}_c$ is (58). This completes the proof.

B. Case 2: $\omega_0 \neq 0$

In this case, the motion of each agent is governed by (14). Thus, at equilibrium, the agents move in synchronization around their individual circular orbits at an angular frequency $\omega_0$. It implies that, in the steady state, the order parameter $p_\theta$ given by (13) has constant, unit length and rotates at a constant angular frequency $\omega_0$. For ease of analysis in this framework, it is convenient to use a frame of reference that rotates at the same frequency $\omega_0$ so that $p_\theta$ remains stationary at the equilibrium where the system of agents synchronize. Thus, by replacing $\theta_k \rightarrow \theta_k + \omega_0 t$ in (14), which corresponds to a rotating frame at frequency $\omega_0$, we get the turn rate of the $k^{th}$
The trajectories of the agents, in Figs. 4(a) and 4(b), are shown for both types of communication scenarios, and are similar for the limited communication case, and hence not shown. In all figures in this paper, the trajectory of the centroid is shown by a broken black line. The consensus in the heading angles of the agents for the two sets of gains is shown in Figs. 5(c) and 5(d) for both types of communication scenarios, which indicates that different final velocity directions are achievable by using heterogeneous controller gains. Note that the convergence rate of the heading angles is faster under all-to-all interaction as expected.

Fig. 5 depicts the synchronization of agents for the two sets of gains $K_{set1}$ and $K_{set2}$ for $\omega_0 = 0.5$ rad/sec under the controls (14) and (27). Here, all the agents, at any instant in time, are in synchronization, and move around individual circles of radius $\rho_0 = |\omega_0|^{-1} = 2$ m. The trajectories of the agents, in Figs. 5(a) and 5(b), are again shown for the all-to-all communication scenario, and are similar for limited communication case. In this case, since the agents continue to rotate around individual circles in a synchronized fashion, the final velocity direction keeps increasing with time, as shown in Figs. 5(c) and 5(d) for both types of communication scenarios.

IV. A SPECIAL CASE OF TWO AGENTS

In this section, we address the special case of two agents and show that, unlike $K_k < 0, \forall k$, their exists a less restrictive condition on the heterogeneous gains $K_k$, which results in further expansion of the reachable set of the final velocity direction of the agents in their synchronized formation. We
present the results only for \( \omega_0 = 0 \) since the analysis is unchanged for \( \omega_0 \neq 0 \) in a rotating frame of reference by redefining \( \theta_k \rightarrow \theta_k + \omega_0 t \) for the \( k \)th agent.

For \( N = 2 \), the time derivative of the potential function \( U(\theta) \) from (17) is given by

\[
\dot{U}(\theta)|_{N=2} = \frac{1}{2N} (K_1 + K_2) \sin^2(\theta_2 - \theta_1),
\]

which implies that the potential \( U(\theta) \) decreases if \( K_1 + K_2 < 0 \) since \( \sin^2(\theta_2 - \theta_1) > 0 \). Moreover, it is easy to verify that \( \sin^2(\theta_1 - \theta_1) = 0 \), for only the trivial cases when both the agents are already synchronized or balanced.

Thus, by using Theorem 4.1, it follows from (70) that \( K_1 + K_2 < 0 \) is a sufficient condition to asymptotically stabilize the synchronized formation of \( N = 2 \). Therefore, synchronized formation of \( N = 2 \) is achievable for both positive and negative values of gains \( K_1 \) and \( K_2 \) provided that \( K_1 + K_2 < 0 \). Note that as there is only one communication link, both all-to-all and limited communication topologies are the same for \( N = 2 \).

**Remark 4.1:** For \( N > 2 \), we did not come up with a simplified expression for the sufficient condition on the controller gains \( K_i \), however, simulation results show that their exists a combination of both positive and negative values of the controller gains \( K_i \) that gives rise to a synchronized formation with an extended set of reachable velocity direction \( \hat{\theta}_c \). For example, the final velocity direction of the 6 agents considered in Simulation 1 lies outside the conic hull for the set of gains \( K_{set} = \{ K_1 = 0.5, K_i = -k, k = 2, \ldots, 6 \} \), and is shown in Fig. 6.

Now, we state the following theorem, which says that the reachable set of the final velocity direction of the two agents in synchronization further expands when both positive and negative values of gains \( K_1 \) and \( K_2 \), satisfying \( K_1 + K_2 < 0 \), are selected.

**Theorem 4.1:** Consider 2 agents, with dynamics given by (1), under the control law (31). Then, any \( \hat{\theta}_c \in [-\pi, \pi] \), which is the final velocity direction at which the system of agents synchronizes, is reachable iff there exist controller gains \( K_1 \) and \( K_2 \) such that \( K_1 + K_2 < 0 \).

**Proof:** For \( N = 2 \), the final velocity direction \( \hat{\theta}_c \) of both the agents, by using (46), is given by

\[
\dot{\theta}_c = \left( -\frac{K_2}{K_1 + K_2} \right) \dot{\theta}_{10} + \left( \frac{K_1}{K_1 + K_2} \right) \dot{\theta}_{20}
\]

Substituting

\[
\lambda_1 = \left( \frac{K_2}{K_1 + K_2} \right) \quad \text{and} \quad \lambda_2 = \left( \frac{K_1}{K_1 + K_2} \right)
\]

in (71), we get

\[
\dot{\theta}_c = \lambda_1 \dot{\theta}_{10} + \lambda_2 \dot{\theta}_{20}.
\]

Note that the parameters \( \lambda_1 \) and \( \lambda_2 \) satisfy \( \lambda_1 + \lambda_2 = 1 \). Without loss of generality, assume that \( \dot{\theta}_{10} = \dot{\theta}_{10} = \dot{\theta}_{20} \). Now, depending upon the various choices of gains \( K_1 \) and \( K_2 \) satisfying \( K_1 + K_2 < 0 \), we consider the following three cases.

**Case 1:** Let us assume that the gains \( K_1 < 0 \) and \( K_2 < 0 \). It implies that \( \lambda_1 > 0 \) and \( \lambda_2 > 0 \). In this situation, the proof directly follows from Theorem 4.2, which ensures that \( \hat{\theta}_c \) is reachable iff

\[
\hat{\theta}_c \in (\hat{\theta}_{10}, \hat{\theta}_{20}).
\]

**Case 2:** Assume that the gains \( K_1 \geq 0 \), \( K_2 < 0 \) and satisfy \( K_1 + K_2 < 0 \). It implies that \( \lambda_1 > 0 \) and \( \lambda_2 < 0 \). Thus, by using relation \( \lambda_1 = 1 - \lambda_2 \), (73) can be written as

\[
\dot{\theta}_c - \dot{\theta}_{10} = -\lambda_2 (\dot{\theta}_{10} - \dot{\theta}_{20}).
\]

RHS (right-hand side) of (75) is non-positive, that is, \( -\lambda_2 (\dot{\theta}_{10} - \dot{\theta}_{20}) \leq 0 \) since \( \lambda_2 \leq 0 \) and \( \dot{\theta}_{10} < \dot{\theta}_{20} \) as per our assumption. Therefore, LHS (left-hand side) of (75) should also be non-positive, that is,

\[
-\pi \leq \dot{\theta}_c \leq \dot{\theta}_{10}.
\]

**Case 3:** Now, let us assume that the gains \( K_1 < 0 \), \( K_2 \geq 0 \) and satisfy \( K_1 + K_2 < 0 \). It implies that \( \lambda_1 \leq 0 \) and \( \lambda_2 > 0 \). Thus, by using relation \( \lambda_2 = 1 - \lambda_1 \), (73) can be written as

\[
\dot{\theta}_c - \dot{\theta}_{20} = \lambda_1 (\dot{\theta}_{10} - \dot{\theta}_{20}).
\]

RHS of (77) is non-negative, that is, \( \lambda_1 (\dot{\theta}_{10} - \dot{\theta}_{20}) \geq 0 \) since \( \lambda_1 \leq 0 \) and \( \dot{\theta}_{10} < \dot{\theta}_{20} \) as per our assumption. Therefore, LHS of (77) should also be non-negative, that is,

\[
\dot{\theta}_{20} \leq \dot{\theta}_c \leq \pi.
\]

All the above cases lead to the conclusion that \( \hat{\theta}_c \in [-\pi, \pi] \). This proves the necessary condition. To prove sufficiency condition for these two cases, we again consider the following cases.

**Case 1:** Let \( -\pi \leq \dot{\theta}_c \leq \dot{\theta}_{10} \) is reachable. Then according to (75), the angular difference \( \dot{\theta}_c - \dot{\theta}_{10} \) can be expressed as

\[
\dot{\theta}_c - \dot{\theta}_{10} = \beta (\dot{\theta}_{10} - \dot{\theta}_{20})
\]

where, \( \beta \geq 0 \). Let us define \( K_1 = \beta / c \) and \( K_2 = -(1 + \beta) / c \), where \( c > 0 \) is a constant. Thus, \( K_1 \geq 0 \) and \( K_2 < 0 \) and satisfy \( K_1 + K_2 = -(1/c) \).

Replacing \( (1 + \beta) \) and \( \beta \) by \( -cK_2 \) and \( cK_1 \), respectively, in (79), we get

\[
\dot{\theta}_c = \left( \frac{K_2}{K_1 + K_2} \right) \dot{\theta}_{10} + \left( \frac{K_1}{K_1 + K_2} \right) \dot{\theta}_{20},
\]
which is the same as (71).

Case 2: Let \( \dot{\theta}_{20} \leq \dot{\theta}_c \leq \pi \) is reachable. Then, according to (77), the angular difference \( \dot{\theta}_c - \dot{\theta}_{20} \) can be expressed as
\[
\dot{\theta}_c - \dot{\theta}_{20} = -\gamma (\dot{\theta}_{10} - \dot{\theta}_{20})
\tag{81}
\]
where, \( \gamma \geq 0 \). Let us define \( K_1 = -(1 + \gamma)/c \) and \( K_2 = \gamma/c \), where \( c > 0 \) is a constant. Thus, \( K_1 < 0 \) and \( K_2 \geq 0 \) and again satisfy \( K_1 + K_2 = -(1/c) \).

Replacing \( \gamma \) and \((1 + \gamma)\) by \( cK_2 \) and \(-cK_1\), respectively in (81), we again get (71). These results imply that reachable set of final velocity directions further expands for \( N = 2 \) when both positive and negative values of gains \( K_1 \) and \( K_2 \) satisfying \( K_1 + K_2 < 0 \) are selected. This completes the proof. \( \blacksquare \)

Simulation 2: In this simulation, we consider 2-agents with initial heading angles \( \theta_{10} = -60^\circ \), \( \theta_{20} = 60^\circ \), and with randomly generated initial positions. By choosing a new coordinate system, one can easily compute from (71) that, if \( K_1 = -3K_2 \), the reachable velocity direction of both the agents in the standard coordinates is \( \theta_c = 120^\circ \), and is shown in Figs. 7(a) and 7(c), and if \( K_2 = -3K_1 \), \( \theta_c = -120^\circ \), and is shown in Figs. 7(b) and 7(c).

V. BOUNDED CONTROL INPUT

In the previous sections, it has been assumed that the agents can use unbounded control input \( u_k \), \( \forall k \). However, in a practical scenario, autonomous vehicles, be it aerial, ground, or underwater, can develop only limited control force due to physical constraints. For example, one of the factors restricting the steering control for an unmanned aerial vehicle (UAV), is the bank angle of the aircraft. Since there is a finite limit to the degree to which a UAV can bank, the control force is bounded. To model this effect, a bound is placed on the turn rate \( \dot{\theta}_c \), which can be done in the following two ways.

A. Bounds on the controller gains \( K_k \)

One of the ways to bound the control input is through the controller gains \( K_k \). For example, one can observe from (81) that
\[
|\dot{\theta}_k| = |u_k| \leq \left( \frac{N - 1}{N} \right) |K_k|
\tag{82}
\]

since
\[
-(N - 1) \leq \sum_{j=1, j\neq k}^{N} \sin(\theta_j - \theta_k) \leq (N - 1),
\tag{83}
\]
for all \( k = 1, \ldots, N \). Thus, the control input \( u_k \) is bounded by the controller gain \( K_k \). In order to bound the control input \( u_k \) to a permissible limit, say
\[
|u_k| \leq u_{\text{max}},
\tag{84}
\]
where, \( u_{\text{max}} > 0 \) is the maximum allowable control for each agent, we can always choose the controller gain \( K_k \) such that
\[
|K_k| \leq \left( \frac{N}{N - 1} \right) u_{\text{max}},
\tag{85}
\]
\( \forall k \). From (82) and (85), it follows that
\[
|u_k| \leq \left( \frac{N - 1}{N} \right) |K_k| \leq u_{\text{max}}.
\tag{86}
\]
Thus, by bounding the controller gains \( K_k \) according to (85), we can ensure that the control force \( u_k \) does not violate the maximum allowable limit for the \( k^{th} \) agent.

Note that, by selecting gains \( K_k, \forall k \) appropriately, we can make the system of agents synchronize at a desired velocity direction with faster or slower convergence rates. Thus, by restricting the controller gains \( K_k \) according to (85), convergence to synchronized formation may occur at a slower rate. To compensate for this, the control input may be bounded by the method described below.

B. Bounding \( u_k \) by a saturation function

Another method to bound the control input is by saturating \( u_k \) for all \( k \) according to the following saturation function (30):
\[
\dot{\theta}_k = \text{sat}(u_k; u_{\text{max}}) \triangleq \begin{cases} u_k, & \text{if } |u_k| \leq u_{\text{max}} \\ u_{\text{max}} \text{ sign}(u_k), & \text{if } |u_k| \geq u_{\text{max}} \end{cases}
\tag{87}
\]
where, \( \text{sign}(z) \) represents the signum function of \( z \). Now, we state the following theorem which ensures stability of the synchronized formation under the control law (84).

Theorem 5.1: Consider the system dynamics (1) under the control law (87), where, \( u_k, \forall k \), is given by (4). For \( K_k < 0, \forall k \), all the agents asymptotically stabilize to a synchronized formation.
Since set of points where \( \dot{K} < 0 \) under all-to-all communication. This completes the proof.

**Theorem 5.2:** Let \( L \) be the Laplacian of an undirected connected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with \( N \) vertices. Consider the system dynamics \( (14) \) under control \( (31) \) for all \( k = 1, \ldots, 6 \), and for all to all interaction, as desired. Nevertheless the convergence for the control \( (37) \) is faster, we cannot assure synchronization at a desired velocity direction, since \( (37) \) does not results in \( (46) \). Thus, in this situation, a desired final velocity direction can be obtained only by bounding the heterogeneous controller gains according to \( (32) \) but at a slower convergence rate compared to \( (37) \).

**Proof:** Consider the potential function \( U(\theta) \) defined by \( (5) \). Under the control law \( (37) \), the time derivative of \( U(\theta) \) along the system dynamics \( (14) \) is

\[
\dot{U}(\theta) = \sum_{k=1}^{N} \left( \frac{\partial U}{\partial \theta_k} \right) \text{sat}(u_k; u_{\text{max}}).
\]  

(88)

Using \( (4), (88) \) becomes

\[
\dot{U}(\theta) = \sum_{k=1}^{N} \frac{u_k \text{sat}(u_k; u_{\text{max}})}{K_k}.
\]  

(89)

Using \( \text{sat}(u_k; u_{\text{max}}) \) from \( (37) \) in \( (89) \), yields

\[
\dot{U}(\theta) = \begin{cases} \sum_{k=1}^{N} \frac{u_k^2}{K_k}, & \text{if } |u_k| \leq u_{\text{max}} \\ u_{\text{max}} \sum_{k=1}^{N} \frac{u_k \text{sign}(u_k)}{K_k}, & \text{if } |u_k| \geq u_{\text{max}}. \end{cases}
\]  

(90)

Since \( u_k \text{sign}(u_k) \geq 0, \forall k \), the condition \( K_k < 0, \forall k \) ensures that \( \dot{U}(\theta) \leq 0 \). According to the LaSalle’s invariance principle \( (22) \), all the solutions of \( (14) \) under control \( (37) \) converge to the largest invariant set contained in \( \{ \dot{U}(\theta) = 0 \} \), which is the set of points where \( u_k = 0, \forall k \). Since \( u_k = 0, \forall k \) defines the critical set of \( U(\theta) \) (see \( 4 \)), all the solutions of dynamics \( (14) \) under control \( (37) \) asymptotically stabilize to the synchronized formation (Theorem \( 2.1 \)). This completes the proof. 

**Simulation 3:** In this simulation, we consider the same 6 agents of Simulation 1. Let us assume that \( u_{\text{max}} = 0.1 \). At first, we obtain synchronization of all the agents as shown in Figs. 8(a) and 8(b) under both types of communication scenarios for a set of gains \( K_{\text{set}} = \{ K_k = -0.1/k, k = 1, \ldots, 6 \} \), where all the gains \( |K_k|, \forall k = 1, \ldots, 6 \), are bounded below by \( u_{\text{max}} = 0.1 \). On the other hand, by saturating control efforts according to \( (37) \) for all \( k = 1, \ldots, 6 \), synchronization of all the agents for the set of gains \( K_{\text{set}} = \) is shown in Fig. 8(c) and 8(d) under both types of communication scenarios. Note that the synchronization is faster for \( K_{\text{set2}} \) as well as for all to all interaction, as desired. Nevertheless the convergence for the control \( (37) \) is faster, we cannot assure synchronization at a desired velocity direction, since \( (37) \) does not results in \( (46) \). Thus, in this situation, a desired final velocity direction can be obtained only by bounding the heterogeneous controller gains according to \( (32) \) but at a slower convergence rate compared to \( (37) \).
VI. Conclusions

In this paper, we have investigated the phenomenon of synchronization for a group of heterogeneously coupled agents. It has been shown that a desired final velocity direction of the agents in synchronization can be achieved by appropriately selecting the heterogeneous controller gains $K_k$ satisfying $K_k < 0, \forall k$. Moreover, it has been illustrated through simulation that the reachable set of the final velocity direction further expands when both positive and negative values of the heterogeneous gains are incorporated in the control scheme. In particular, it has been proved analytically for $N = 2$ that there exists a condition on the heterogeneous controller gains which allows them to assume both positive and negative values, and hence results in further expansion of the reachable set of the final velocity direction. We have further discussed the synchronization of realistic systems where an upper bound on the control force, applied to each agent, was obtained either by bounding the heterogeneous controller gains or by directly saturating the control efforts. In a nutshell, the idea of introducing heterogeneity in the controller gains works well in choosing a desired final velocity direction in the synchronized formation of the agents, and hence is more useful in various practical applications. A possible future work is to explore the behavior of the system under heterogeneous controller gains with time-varying interaction among agents.
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