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Abstract

Estimating nested expectations is an important task in computational mathematics and statistics. In this paper we propose a new Monte Carlo method using post-stratification to estimate nested expectations efficiently without taking samples of the inner random variable from the conditional distribution given the outer random variable. This property provides the advantage over many existing methods that it enables us to estimate nested expectations only with a dataset on the pair of the inner and outer variables drawn from the joint distribution. We show an upper bound on the mean squared error of the proposed method under some assumptions. Numerical experiments are conducted to compare our proposed method with several existing methods (nested Monte Carlo method, multilevel Monte Carlo method, and regression-based method), and we see that our proposed method is superior to the compared methods in terms of efficiency and applicability.
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1. Introduction

Motivated by several different applications, we study estimating nested expectations which are defined as follows. Let $X = (X_1, \cdots, X_J) \in \mathbb{R}^J$ and $Y = (Y_1, \cdots, Y_K) \in \mathbb{R}^K$ be possibly dependent random variables following...
the joint probability density $\rho(X, Y)$. For a function $f : \mathbb{R}^J \rightarrow \mathbb{R}$, the nested expectation is defined by

$$I = \mathbb{E}_{\rho(Y)} f \left( \mathbb{E}_{\rho(X|Y)} X \right).$$

Here we emphasize that the outer expectation is taken with respect to the marginal distribution of $Y$, while the inner expectation is with respect to the conditional distribution of $X$ given $Y$. Throughout this paper, we simply write $\rho(X)$ (resp. $\rho(Y)$) to denote the marginal probability density of $X$ (resp. $Y$), and also write $\rho(X|Y)$ (resp. $\rho(Y|X)$) to denote the conditional probability density of $X$ given $Y$ (resp. $Y$ given $X$).

The motivating examples are as follows:

**Example 1** (expected information gain). The concept of Bayesian experimental design aims to construct an optimal experimental design under which making the observation $Y$ maximizes the expected information gain (EIG) on the input random variable $\theta$ \cite{1, 2}. Here the EIG denotes the expected amount of reduction in the Shannon information entropy and is given by

$$\mathbb{E}_{\rho(Y)} \mathbb{E}_{\rho(\theta|Y)} \log \rho(\theta|Y) - \mathbb{E}_{\rho(\theta)} \log \rho(\theta) = \mathbb{E}_{\rho(\theta)} \mathbb{E}_{\rho(Y|\theta)} \log \rho(Y|\theta) - \mathbb{E}_{\rho(Y)} \log (\mathbb{E}_{\rho(\theta)} \rho(Y|\theta)),$$

where the equality follows from Bayes’ theorem. A nested expectation appears in the second term on the right-hand side.

**Example 2** (expected value of sample information). Let $D$ be a finite set of possible medical treatments. As the outcome and cost of each treatment $d \in D$ is uncertain, we model its net benefit as a function of the input random variable $\theta$, denoted by $\text{NB}_d$, where $\theta$ includes, for instance, the probability of side effect and the cost of treatment.

In the context of medical decision making, we want to know whether it is worth conducting a clinical trial or medical research to reduce the uncertainty of $\theta$ \cite{3}. Denoting the observation from a clinical trial or medical research by $Y$, the expected value of sample information (EVSI) measures the average gain in the net benefit from making the observation $Y$ and is given by

$$\mathbb{E}_{\rho(Y)} \max_{d \in D} \mathbb{E}_{\rho(\theta|Y)} \text{NB}_d(\theta) - \max_{d \in D} \mathbb{E}_{\rho(\theta)} \text{NB}_d(\theta),$$

where the first term represents the average net benefit when choosing the optimal treatment depending on the observation $Y$, and the second term does the net benefit without making the observation. Here the first term is exactly a nested expectation as given in (1).
The nested Monte Carlo (NMC) method is probably the most straightforward approach to estimate nested expectations. The idea is quite simple: approximating the inner and outer expectations by the standard Monte Carlo methods, respectively. To be more precise, for positive integers \(N_p\) and \(N_q\), the NMC estimator is given by

\[
\frac{1}{N_p} \sum_{p=1}^{N_p} f \left( \frac{1}{N_q} \sum_{q=1}^{N_q} X^{(p,q)} \right),
\]

where \(Y^{(1)}, \ldots, Y^{(N_p)}\) denote the i.i.d. samples drawn from \(\rho(Y)\), \(X^{(p,1)}, \ldots, X^{(p,N_q)}\) denote the i.i.d. samples drawn from \(\rho(X|Y = Y^{(p)})\) for each \(p = 1, \ldots, N_p\), and the inner sum over \(q\) is taken element-wise. However, it has been known that a large computational cost is necessary for the NMC method to estimate nested expectations with high accuracy \[4\]. Moreover, the NMC method has a disadvantage in terms of applicability, since it requires generating the i.i.d. samples from \(\rho(X|Y)\), which is often quite hard in applications \[5, 6, 7\].

A typical situation in estimating nested expectations is, instead, that we can generate i.i.d. samples from \(\rho(X)\) and \(\rho(Y|X)\), or, those from \(\rho(X,Y)\). One way to tackle this issue is to use a Markov chain sampler directly for each \(\rho(X|Y = Y^{(p)})\) in \(\text{(3)}\). Although the resulting estimator might be consistent, it is quite hard to obtain a non-asymptotic upper bound on the mean squared error and to choose an optimal allocation for \(N_p\) and \(N_q\) with the total cost fixed. Another way is to rewrite \(\text{(1)}\) into

\[
\mathbb{E}_{\rho(Y)} f \left( \frac{\mathbb{E}_{\rho(X)} X \rho(Y|X)}{\mathbb{E}_{\rho(X)} \rho(Y|X)} \right),
\]

by using Bayes’ theorem. The problem is then that, as a function of \(X\), the likelihood \(\rho(Y|X)\) is typically concentrated around a small region of the support of \(X\), so that we need some sophisticated techniques like importance sampling to reliably estimate the ratio of two expectations inside.

There are some recent works to overcome these problems of the NMC estimator. We refer to \[6, 8\] for an efficient estimation of the EIG, and to \[5, 7, 9, 10, 11, 12\] for an efficient estimation of the EVSI. Estimating nested expectations is also an important task in portfolio risk measurement \[13, 14\], and the relevant literature can be found in \[15, 16, 17\].

In this paper, we propose a new Monte Carlo estimator for nested expectations based on post-stratification, which does not require sampling from
the conditional distribution $\rho(X|Y)$. In fact, our proposed estimator only requires a dataset on the pair $(X, Y)$ drawn from the joint distribution $\rho(X, Y)$, and avoids any need to use a Markov chain sampler and importance sampling. Moreover, our proposed estimator is experimentally more efficient than several existing methods for numerical examples with small $K$ (the dimension of $Y$). The rest of this paper is organized as follows. In Section 2 we introduce our proposed estimator, and then give a theoretical analysis to derive an upper bound on the mean squared error of our proposed estimator in Section 3. Numerical experiments in Section 4 compares our proposed method with several existing methods (NMC method, multilevel Monte Carlo method [6, 7], and regression-based method [5]). We conclude this paper with discussion in Section 5.

2. Method

In this section, we first provide a new Monte Carlo estimator for nested expectations using post-stratification. Subsequently we introduce a variant of our proposed method using a linear regression.

Algorithm 1 (proposed method). For $N = m^{2K}$ with $m \in \mathbb{N}$, let $\{(X^{(n)}, Y^{(n)})\}_{n=1,...,N}$ be a set of $N$ i.i.d. samples from the joint density $\rho(X, Y)$.

For $k \in \{1, \ldots, K+1\}$, define one bijective map $t_k(\cdot, \cdot) : \{1, \ldots, m^{k-1}\} \times \{1, \ldots, m^{2K-k+1}\} \rightarrow \{1, \ldots, N\}$ by

$$t_k(u, v) := (u - 1)m^{2K-k+1} + v.$$ 

For $k \in \{0, \ldots, K\}$, define another bijective map $s_k : \{1, \ldots, N\} \rightarrow \{1, \ldots, N\}$ recursively such that $s_0(i) = i$, and for $k > 0$, it satisfies

$$\{s_k(t_k(u, v))\}_{v \in \{1, \ldots, m^{2K-k+1}\}} = \{s_{k-1}(t_k(u, v))\}_{v \in \{1, \ldots, m^{2K-k+1}\}}$$

and

$$Y^{s_k(t_k(u, 1))}_k \leq \cdots \leq Y^{s_k(t_k(u, m^{2K-k+1}))}_k$$

for all $u \in \{1, \ldots, m^{k-1}\}$. And let

$$t(u, v) = s_K(t_{K+1}(u, v)),$$

for $u, v \in \{1, \ldots, m^K\}$. 
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Then our proposed estimator is given by

$$\hat{I} := \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} X^{(t(p,q))} \right),$$

where the inner sum over $q$ is taken element-wise.

**Remark 1.** For each coordinate $k \in \{1, \ldots, K\}$, the following property holds. For any $p_1 \in \{1, \ldots, m^k-1\}$, $p_2 \in \{1, \ldots, m\}$, and $p_3 \in \{1, \ldots, m^{K-k}\}$, the sample set

$$\{Y_k^{(t((p_1-1)m^{K-k}+1+(p_2-1)m^{K-k}+p_3,v))}\}_{v=1,\ldots,\sqrt{N}}$$

is a set of $\sqrt{N}$ points drawn from the parent sample set

$$\{Y_k^{(s_k(t_{k+1}((p_1-1)m+p_2,v))})\}_{v=1,\ldots,m^{2K-k}}$$

consisting of $m^{2K-k} = \sqrt{N}m^{K-k}$ points, which coincides exactly with the set

$$\{Y_k^{(s_k(t_k(p_1,(p_2-1)m^{2K-k}+v)))}\}_{v=1,\ldots,m^{2K-k}}.$$

This property plays a crucial role in the error analysis in the next section.

The form of our proposed estimator apparently looks similar to the NMC estimator (3) with $N_p = N_q = \sqrt{N}$. However, as we have mentioned already, the crucial difference is that our proposed estimator is free of the inner conditional sampling from the distribution $\rho(X|Y)$. We approximate the inner expectation $E_{\rho(X|Y)}X$ by the average

$$\tilde{X}^{(p)} = \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} X^{(t(p,q))},$$

based only on the set of $N$ i.i.d. samples from the joint distribution $\rho(X,Y)$, applying post-stratification to which is important in that the samples $X^{(t(p,1))}, \ldots, X^{(t(p,\sqrt{N})}$ are used as a substitute of the samples from the exact conditional distribution $\rho(X|Y)$. We note that, although each $X^{(n)}$ can be regarded as a sample from $\rho(X|Y = Y^{(n)})$, using only one inner sample is not enough to approximate the exact inner expectation. This is why we divide the set of $N$ samples into the $\sqrt{N}$ sets of $\sqrt{N}$ samples using post-stratification and use each subset to compute $\tilde{X}^{(p)}$. 
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Generating the i.i.d. samples from $\rho(X|Y)$ is often quite hard in some applications [3, 6, 7]. Therefore, by construction, our proposed estimator has the advantage over many existing methods including the NMC estimator in terms of applicability. In the literature, there exist some other methods to estimate a special class of nested expectations, which do not rely on sampling from conditional distribution, see for instance [5, 16]. A regression-based method from [5] is compared with our proposed estimator in Section 4.

We end this section with introducing a variant of Algorithm 1.

**Algorithm 2** (proposed method with regression). For $N = m^{2K}$ with $m \in \mathbb{N}$, let $\{(X^{(n)}, Y^{(n)})\}_{n=1,\ldots,N}$ be a set of $N$ i.i.d. samples from the joint density $\rho(X,Y)$. Let $s_k, t_k$ and $t$ be as defined in Algorithm 1. Then our proposed estimator with a linear regression is given by

$$\hat{I}_{rg} := \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} f \left( \tilde{X}^{(t(p,q))} \right),$$

where $\tilde{X}^{(t(p,q))} = (\tilde{X}_1^{(t(p,q))}, \ldots, \tilde{X}_J^{(t(p,q))})$ is computed by

$$\tilde{X}_j^{(t(p,q))} = \hat{c}(j,p) + \hat{c}_1 Y_1^{(t(p,q))} + \cdots + \hat{c}_{K} Y_{K}^{(t(p,q))}$$

for each $j \in \{1, \ldots, J\}$ with

$$\hat{c}(j,p) = (\hat{c}_0^{(j,p)}, \hat{c}_1^{(j,p)}, \ldots, \hat{c}_{K}^{(j,p)})^\top$$

being a vector of coefficients which satisfies

$$M_p^\top M_p \hat{c}(j,p) = M_p^\top v_{j,p}$$

with

$$M_p = \begin{pmatrix}
1 & Y_1^{(t(p,1))} & \cdots & Y_k^{(t(p,1))} & \cdots & Y_{K}^{(t(p,1))} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
1 & Y_1^{(t(p,q))} & \cdots & Y_k^{(t(p,q))} & \cdots & Y_{K}^{(t(p,q))} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
1 & Y_1^{(t(p,\sqrt{N}))} & \cdots & Y_k^{(t(p,\sqrt{N}))} & \cdots & Y_{K}^{(t(p,\sqrt{N}))}
\end{pmatrix}, \quad v_{j,p} = \begin{pmatrix} X_j^{(t(p,1))} \\
X_j^{(t(p,2))} \\
\vdots \\
X_j^{(t(p,\sqrt{N}))} \end{pmatrix}.$$
Our motivation behind introducing this variant is that, instead of using the samples \(X^{(t(p,1)), \ldots, X^{(t(p,\sqrt{N})}}\) directly, we perturb them to approximate the inner conditional expectation \(E_{\rho}(X|Y=Y^{(t(p,q))}) X\) simply by one (perturbed) sample \(\tilde{X}^{(t(p,q))}\). Then the resulting estimator is given in a non-nested form.

Both for Algorithms 1 and 2, computing \(s_k, t_k\) and \(t\) requires \(O(KN \log N)\) steps. In this paper, however, we assume that sampling \((X,Y)\) is the dominant part in computation, so that this cost for post-stratification is considered negligible and the number of total samples is used as a subjective measure of computational cost when comparing the performance of different estimation methods.

3. Theoretical Analysis

In this section we show an upper bound on the mean squared error (MSE) of our proposed method. Here we show the result only for Algorithm 1. It is left open for future research whether a similar result on the MSE also holds for Algorithm 2. Throughout this section, the variance of a random vector \(Z\) means the trace of the covariance matrix of \(Z\) and we denote it by \(V_{\rho(Z)} Z\). This notation applies to the case of conditional variance with an appropriate subscript representing the underlying conditional distribution.

**Theorem 1** (A bound of the MSE). Let \(m, N, X^{(t(p,q))}, \text{and} Y^{(t(p,q))}\) be given as in Algorithm 1. Let \(F_Y\) be the cumulative distribution function of \(Y\), and \(F_{Y_k}\) be the marginal cumulative distribution function for \(k \in \{1, 2, \ldots, K\}\). Assume that every \(F_{Y_k}\) is continuous, that \(Y_j\) and \(Y_k\) are mutually independent for all \(1 \leq j < k \leq K\), that there exist \(\alpha, \beta > 0\) such that

\[
|f(X_1) - f(X_2)| \leq \alpha \|X_1 - X_2\|_2 \quad (4)
\]

and

\[
\left\|E_{\rho(X|Y_1)} X - E_{\rho(X|Y_2)} X\right\|_2 \leq \beta |F_Y(Y_1) - F_Y(Y_2)| \quad (5)
\]

hold for any \(X_1, X_2 \in \mathbb{R}^J\) and \(Y_1, Y_2 \in \mathbb{R}^K\), and that

\[E_{\rho(Y)} V_{\rho(X|Y)} X < \infty.\]

Then we have

\[E(I - \hat{I})^2 \leq 2\alpha^2 \beta^2 \frac{K^2}{N^{1/2}} + 2\alpha^2 \left(\frac{\beta^2 K^2}{3} + E_{\rho(Y)} V_{\rho(X|Y)} X\right) \frac{1}{N^{1/2}}.\]
Before proving Theorem 1, we prove Lemma 1.

**Lemma 1.** Let $m, N, X^{(t(p,q))}$, and $Y^{(t(p,q))}$ be given as in Algorithm 1 and let $F_Y$ denote the cumulative distribution function of $Y$. Under the same assumptions considered in Theorem 1, we have

$$\frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{N} \sum_{q,q' = 1}^{\sqrt{N}} \left( \mathbb{E} F_Y(Y^{(t(p,q))}) - \mathbb{E} F_Y(Y^{(t(p,q'))}) \right)^2 \leq \frac{K^2}{N^{1/K}},$$  \hspace{1cm} (6)

and

$$\frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{V} F_Y(Y^{(t(p,q))}) \leq \frac{K}{6N^{1/2}}.$$  \hspace{1cm} (7)

**Proof.** Let us recall the following two well-known facts as preparation. One fact is on order statistics. For a positive integer $n$, let $U_1, \ldots, U_n$ be i.i.d. random variables following the uniform distribution $U[0,1]$, and let $U_{(1,n)}, \ldots, U_{(n,n)}$ be the corresponding order statistics. Then, for any $1 \leq r \leq n$, the $r$-th order statistics $U_{(r,n)}$ follows the beta distribution $\text{Beta}(r, n-r+1)$, which ensures

$$\mathbb{V} U_{(r,n)} = \frac{r(n-r+1)}{(n+1)(n+2)}.$$  \hspace{1cm} (8)

Moreover, for any $1 \leq r < s \leq n$, the difference $U_{(s,n)} - U_{(r,n)}$ follows the beta distribution $\text{Beta}(s-r, n-(s-r)+1)$ and so it holds that

$$\mathbb{E} \left( U_{(s,n)} - U_{(r,n)} \right)^2 = \frac{(s-r)(s-r+1)}{(n+1)(n+2)}.$$  \hspace{1cm} (9)

The other fact is on an elementary inequality. For a positive integer $n$ and any $\{a_1, \ldots, a_n\}, \{b_1, \ldots, b_n\} \subset [0,1]$, it holds that

$$\left| \prod_{i=1}^{n} a_i - \prod_{i=1}^{n} b_i \right| \leq \sum_{i=1}^{n} |a_i - b_i|.$$  \hspace{1cm} (10)

This inequality can be proven by an induction on $n$. As the case $n = 1$ trivially holds, let us assume that the inequality holds for $n = m$ and prove
the case \( n = m + 1 \). In fact,
\[
\left| \prod_{i=1}^{m+1} a_i - \prod_{i=1}^{m+1} b_i \right| = \left| (a_{m+1} - b_{m+1}) \prod_{i=1}^{m} a_i + b_{m+1} \left( \prod_{i=1}^{m} a_i - \prod_{i=1}^{m} b_i \right) \right| \\
\leq |a_{m+1} - b_{m+1}| \left| \prod_{i=1}^{m} a_i + b_{m+1} \prod_{i=1}^{m} a_i - \prod_{i=1}^{m} b_i \right| \\
\leq |a_{m+1} - b_{m+1}| + \sum_{i=1}^{m} |a_i - b_i| = \sum_{i=1}^{m+1} |a_i - b_i| ,
\]

where the first inequality follows from the triangle inequality and the second inequality follows from the induction assumption and the trivial bound \( \prod_{i=1}^{m} a_i \leq 1 \). This completes the proof of (10).

Now let us prove (15). To do so, let us consider a single coordinate \( Y_k \) for \( k \in \{1, \ldots, K\} \) first. In what follows, we denote by \( F_{Y_k} \) the marginal cumulative distribution function of \( Y_k \) as stated in Theorem 1. Here, since every one of the outer variables \( Y_k \) is assumed independent from all the other variables \( Y \setminus Y_k \), we can see that, for any \( p_1 \in \{1, \ldots, m^{k-1}\} \), the sorted random variables \( F_k(Y_k^{(s_k(t_k(p_1,1)))}), \ldots, F_k(Y_k^{(s_k(t_k(p_1,m^{2K-k-1}))}) \) correspond to the order statistics \( U_{m^{2K-k-1},m^{2K-k-1}}, \ldots, U_{m^{2K-k-1},m^{2K-k-1}} \), respectively.

Therefore, for \( k \in \{1, \ldots, K\} \), we have
\[
\frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{N} \sum_{q,q'=1}^{\sqrt{N}} \mathbb{E} \left( F_{Y_k}(Y_k^{(t(p,q))}) - F_{Y_k}(Y_k^{(t(p,q'))}) \right)^2 \\
= \frac{1}{m^{k-1}} \sum_{p_1=1}^{m^{k-1}} \frac{1}{m} \sum_{p_2=1}^{m} \frac{1}{m^{K-k}} \sum_{p_3=1}^{m^{K-k}} \frac{1}{N} \sum_{q,q'=1}^{\sqrt{N}} \mathbb{E} \left( F_{Y_k}(Y_k^{(t((p_1-1)m^{K-k-1}+(p_2-1)m^{K-k}+p_3,q)))} - F_{Y_k}(Y_k^{(t((p_1-1)m^{K-k-1}+(p_2-1)m^{K-k}+p_3,q'))}) \right)^2 \\
= \frac{1}{m^{k-1}} \sum_{p_1=1}^{m^{k-1}} \frac{1}{m} \sum_{p_2=1}^{m} \frac{1}{m^{2(K-k)}} \sum_{q,q'=1}^{m^{2K-k}} \mathbb{E} \left( F_{Y_k}(Y_k^{(s_k(t_k(p_1,(p_2-1)m^{2K-k}+q)))}) - F_{Y_k}(Y_k^{(s_k(t_k(p_1,(p_2-1)m^{2K-k}+q')))}) \right)^2 
\]
the proof of (6).

inequality, respectively, and the last bound follows from (11). This completes

\[
\frac{1}{m^{k-1}} \sum_{p_1=1}^{m^{k-1}} \frac{1}{m} \sum_{p_2=1}^{m} \frac{1}{m^{2(2K-k)}} \sum_{q,q'=1}^{m^{2K-k}} \mathbb{E} \left( U_{((p_2-1)m^{2K-k}+q,m^{2K-k}+1)} - U_{((p_2-1)m^{2K-k}+q',m^{2K-k}+1)} \right)^2
\]

\[
= \frac{1}{m^{k-1}} \sum_{p_1=1}^{m^{k-1}} \frac{1}{m} \sum_{p_2=1}^{m} \frac{1}{m^{2(2K-k)}} \sum_{q,q'=1}^{m^{2K-k}} \frac{|q - q'|(|q - q'| + 1)}{(m^{2K-k+1} + 1)(m^{2K-k+1} + 2)}
\]

\[
= \frac{(m^{2K-k} - 1)m^{2K-k}(m^{2K-k} + 1)(m^{2K-k} + 2)}{6m^{2(2K-k)}(m^{2K-k}+1)(m^{2K-k}+2)} \leq \frac{1}{m^2} = \frac{1}{N^{1/K}}, \tag{11}
\]

where we used the identity

\[
\{1, \ldots, m^K\} = \{(p_1 - 1)m^{K-k} + (p_2 - 1)m^{K-k} + p_3 \mid p_1 \in \{1, \ldots, m^{k-1}\}, p_2 \in \{1, \ldots, m\}, p_3 \in \{1, \ldots, m^{K-k}\}\},
\]

to obtain the first equality, the second equality follows from Remark[1] the third equality follows from the argument on the order statistics made in the above paragraph, and the fourth equality follows from (9).

Now we get

\[
\frac{1}{\sqrt{N}} \sum_{p_1=1}^{N^{1/2}} \frac{1}{N} \sum_{q,q'=1}^{N^{1/2}} \left( \mathbb{E} F_Y(Y^{(t(p,q))}) - \mathbb{E} F_Y(Y^{(t(p,q'))}) \right)^2
\]

\[
= \frac{1}{\sqrt{N}} \sum_{p_1=1}^{N^{1/2}} \frac{1}{N} \sum_{q,q'=1}^{N^{1/2}} \left( \prod_{k=1}^{K} \mathbb{E} F_{Y_k}(Y_{k}^{(t(p,q))}) - \prod_{k=1}^{K} \mathbb{E} F_{Y_k}(Y_{k}^{(t(p,q'))}) \right)^2
\]

\[
\leq \frac{1}{\sqrt{N}} \sum_{p_1=1}^{N^{1/2}} \frac{1}{N} \sum_{q,q'=1}^{N^{1/2}} \left( \sum_{k=1}^{K} \left| \mathbb{E} F_{Y_k}(Y_{k}^{(t(p,q))}) - \mathbb{E} F_{Y_k}(Y_{k}^{(t(p,q'))}) \right| \right)^2
\]

\[
\leq K \sum_{k=1}^{K} \frac{1}{\sqrt{N}} \sum_{p_1=1}^{N^{1/2}} \frac{1}{N} \sum_{q,q'=1}^{N^{1/2}} \left| \mathbb{E} F_{Y_k}(Y_{k}^{(t(p,q))}) - \mathbb{E} F_{Y_k}(Y_{k}^{(t(p,q'))}) \right|^2
\]

\[
\leq \frac{K^2}{N^{1/K}},
\]

where the first equality follows from the assumption that every $Y_k$ is mutually independent, the first and second inequalities follow from (10) and Jensen’s inequality, respectively, and the last bound follows from (11). This completes the proof of (9).
Let us move on to proving (7). By a reasoning similar to what is used to prove (6), we have

\[
\frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{V} F_{Y_k}(Y_k^{(t(p,q))})
\]

\[
= \frac{1}{m^{k-1}} \sum_{p_1=1}^{m^{k-1}} \frac{1}{m} \sum_{p_2=1}^{m} \frac{1}{m^{2K-k}} \sum_{q=1}^{m^{2K-k}} \mathbb{V} U_{((p_2-1)m^{2K-k}+q, m^{2K-k}+1)}
\]

\[
= \frac{1}{m^{2K-k+1}} \sum_{q=1}^{m^{2K-k+1}} \mathbb{V} U_{(q, m^{2K-k+1})}
\]

\[
= \frac{1}{m^{2K-k+1}} \sum_{q=1}^{m^{2K-k+1}} q(m^{2K-k+1} - q + 1)
\]

\[
\frac{1}{m^{2K-k+1}} \sum_{q=1}^{m^{2K-k+1}} \frac{q(m^{2K-k+1} - q + 1)}{(m^{2K-k+1} + 1)^2(m^{2K-k+1} + 2)}
\]

\[
= \frac{1}{6(m^{2K-k+1} + 1)},
\]

where the first equality follows from Remark 1 and the previous argument on the order statistics and we used (8) to obtain the third equality.

Therefore, it holds that

\[
\frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{V} F_{Y}(Y^{(t(p,q))})
\]

\[
= \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E} \left( \prod_{k=1}^{K} F_{Y_k}(Y_k^{(t(p,q))}) - \prod_{k=1}^{K} \mathbb{E} F_{Y_k}(Y_k^{(t(p,q))}) \right)^2
\]

\[
\leq \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E} \left( \sum_{k=1}^{K} F_{Y_k}(Y_k^{(t(p,q))}) - \mathbb{E} F_{Y_k}(Y_k^{(t(p,q))}) \right)^2
\]

\[
\leq K \sum_{k=1}^{K} \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E} \left| F_{Y_k}(Y_k^{(t(p,q))}) - \mathbb{E} F_{Y_k}(Y_k^{(t(p,q))}) \right|^2
\]

\[
= K \sum_{k=1}^{K} \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{V} F_{Y_k}(Y_k^{(t(p,q))})
\]

\[
= K \sum_{k=1}^{K} \frac{1}{6(m^{2K-k+1} + 1)} \leq \frac{K(m^K - 1)}{6m^{2K}(m - 1)} \leq \frac{K}{6m^K} = \frac{K}{6N^{1/2}},
\]
where the first equality comes from the assumption that every $Y_k$ is mutually independent, the first and second inequalities follow from \((10)\) and Jensen’s inequality, respectively, and we used \((12)\) in the third equality. This completes the proof of \((7)\).

Now we are ready to show a proof of Theorem 1.

**Proof of Theorem 1.** Throughout this proof, we simply denote by $E_\bullet$ the expectation with respect to the underlying probability measure of the corresponding random variable $\bullet$. First we obtain

$$
\mathbb{E}(I - \hat{I})^2 = \mathbb{E}_{\{(X^{(t(p,q))}, Y^{(t(p,q))})\}} \left( \mathbb{E}_Y f \left( \mathbb{E}_X |Y|X \right) - \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} X^{(t(p,q))} \right) \right)^2
$$

$$
= \mathbb{E}_{\{(X^{(t(p,q))}, Y^{(t(p,q))})\}} \left( \mathbb{E}_Y f \left( \mathbb{E}_X |Y|X \right) - \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E}_X |Y^{(t(p,q))}|X \right)\right)
$$

$$
+ \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E}_X |Y^{(t(p,q))}|X \right) - \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} X^{(t(p,q))} \right) \right)^2
$$

$$
\leq 2\mathbb{E}_{\{Y^{(t(p,q))}\}} \left( \mathbb{E}_Y f \left( \mathbb{E}_X |Y|X \right) - \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E}_X |Y^{(t(p,q))}|X \right) \right)^2
$$

$$
+ 2\mathbb{E}_{\{(X^{(t(p,q))}, Y^{(t(p,q))})\}} \left( \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E}_X |Y^{(t(p,q))}|X \right) - \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} X^{(t(p,q))} \right) \right)^2
$$

(13)

where the first equality is given by the definition, to which we add and subtract a common term in the second equality, and the last bound follows from Jensen’s inequality.

In what follows, we show an upper bound on each term on the right-most side of \((13)\). Let us consider the first term. By denoting the i.i.d. copy of the
outer random variables \( \{ Y^{(t(p,q))} \} \) by \( \{ Y^{(t(p,q))} \} \), we have

\[
\mathbb{E}_{\{ Y^{(t(p,q))} \}} \left( \mathbb{E}_Y \left( \mathbb{E}_X | Y \right) X \right) - \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \left( \frac{1}{\sqrt{N}} \sum_{q'=1}^{\sqrt{N}} \mathbb{E}_X | Y^{(t(p,q))} X \right) \right)^2
\]

\[
= \mathbb{E}_{\{ Y^{(t(p,q))} \}} \left( \mathbb{E}_{\{ Y^{(t(p,q))} \}} \left( \mathbb{E}_Y \left( \mathbb{E}_X | Y^{(t(p,q))} X \right) - \frac{1}{\sqrt{N}} \sum_{q'=1}^{\sqrt{N}} \mathbb{E}_X | Y^{(t(p,q'))} X \right) \right)^2
\]

\[
\leq \alpha^2 \mathbb{E}_{\{ Y^{(t(p,q))} \}} \left( \mathbb{E}_{\{ Y^{(t(p,q))} \}} \left( \mathbb{E}_X | Y^{(t(p,q))} X - \frac{1}{\sqrt{N}} \sum_{q'=1}^{\sqrt{N}} \mathbb{E}_X | Y^{(t(p,q'))} X \right) \right)^2
\]

\[
\leq \alpha^2 \mathbb{E}_{\{ Y^{(t(p,q))} \}} \left( \mathbb{E}_X | Y^{(t(p,q))} X - \mathbb{E}_X | Y^{(t(p,q'))} X \right)^2
\]

\[
\leq \alpha^2 \beta^2 \mathbb{E}_{\{ Y^{(t(p,q))} \}} \left( F_Y \left( Y^{(t(p,q))} \right) - F_Y \left( Y^{(t(p,q'))} \right) \right)^2
\]

\[
\leq \alpha^2 \beta^2 \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{N} \sum_{q', q''=1}^{\sqrt{N}} \left( \mathbb{E} F_Y \left( Y^{(t(p,q'))} \right) - \mathbb{E} F_Y \left( Y^{(t(p,q''))} \right) \right)^2
\]

\[
\leq \alpha^2 \beta^2 \frac{K^2}{N^{1/2}} + \alpha^2 \beta^2 \frac{K}{3N^{1/2}},
\]

where Jensen’s inequality was used in the first and third inequalities, and the second and fourth inequalities follow from the assumptions (4) and (5), respectively, and the last bound follows from the results of Lemma 1.

Now let us consider the second term on the right-most side of (13). Sim-
ilarly to the above, we have

\[
\mathbb{E}_{\{X^{(t(p,q))}, Y^{(t(p,q))}\}} \left( \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E}_{X|Y^{(t(p,q))}} X \right) - \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} X^{(t(p,q))} \right) \right)^2
\]

\[
\leq \mathbb{E}_{\{X^{(t(p,q))}, Y^{(t(p,q))}\}} \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \left( f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} \mathbb{E}_{X|Y^{(t(p,q))}} X \right) - f \left( \frac{1}{\sqrt{N}} \sum_{q=1}^{\sqrt{N}} X^{(t(p,q))} \right) \right)^2
\]

\[
\leq \alpha^2 \mathbb{E}_{\{X^{(t(p,q))}, Y^{(t(p,q))}\}} \frac{1}{\sqrt{N}} \sum_{p=1}^{\sqrt{N}} \frac{1}{N} \sum_{q=1}^{\sqrt{N}} \mathbb{E}_{X|Y^{(t(p,q))}} X
\]

\[
= \alpha^2 \mathbb{E}_{\{X^{(t(p,q))}\}} \frac{1}{N^{1/2}} \mathbb{E}_Y \mathbb{E}_{X|Y} X,
\]

where Jensen’s inequality was used in the first inequality, and the second inequality follows from the assumption [1], and the first equality follows from the conditional independence between \(X^{(n)}\) and \(X^{(n')}\) for any \(n \neq n'\) given \(\{Y^{(n)}\}_{1 \leq n \leq N}\), and the second equality follows from the fact that the sample set \(\{Y^{(t(p,q))}\}_{1 \leq p,q \leq \sqrt{N}} = \{Y^{(n)}\}_{1 \leq n \leq N}\) is the set of i.i.d. samples of \(Y\).

Altogether we obtain the desired bound on the MSE as shown in Theorem [1].

Our bound shows that the MSE decays at the rate of \(N^{-1/\max(2,K)}\) at worst. It remains a challenge whether we can develop an algorithm without conditional sampling which achieves the \(K\)-independent rate of the MSE. Still it is interesting that our proposed estimator is comparable to the nested Monte Carlo estimator [3] for \(K \leq 2\), see [4, Theorem 1], although the latter requires a necessity for generating i.i.d. samples of the inner variable from the conditional density \(\rho(X|Y)\). Moreover, our theoretical analysis assumes the mutual independence between the individual outer variables. Thus relaxing the necessary conditions to get a similar result on the MSE is another interesting research question.
4. Numerical Experiments

Here we conduct numerical experiments to evaluate the performance of our proposed method and compare with some existing methods.

4.1. Problem Settings

As we have introduced in Section 1 as the motivating examples on nested expectations, we consider one toy problem related to EIG and two testcases to estimate EVSI, respectively. In what follows, we first show the model setting of each of the three problems.

**Problem 1** (toy problem for EIG from [4]). Let $\theta, Y \in \mathbb{R}$ be independent random variables. We want to estimate the following nested expectation

$$I = \mathbb{E}_{\rho(Y)} \log \left( \mathbb{E}_{\rho(\theta)} \sqrt{\frac{2}{\pi}} \exp \left( -2(Y - \theta)^2 \right) \right)$$

where $Y \sim \mathcal{U}(-1, 1)$ and $\theta \sim \mathcal{N}(0, 1)$.

**Problem 2** (simple testcase for EVSI). Let $\theta \in \mathbb{R}$ and $Y = (Y_1, Y_2, Y_3) \in \mathbb{R}^3$ be random variables which follow the multivariate normal distribution:

$$
\begin{pmatrix}
\theta \\
Y_1 \\
Y_2 \\
Y_3
\end{pmatrix}
\sim\text{Norm}
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix},
\begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{pmatrix}
$$

and let $D = \{1, 2\}$. The net benefit functions $\text{NB}_1$ and $\text{NB}_2$ are given by

$$\text{NB}_1(\theta) = \theta, \quad \text{NB}_2(\theta) = -\theta,$$

respectively. We want to estimate the EVSI as defined in (2).

**Problem 3** (medical decision problem for EVSI from [7]). Let $\theta$ be a vector consisting of 12 random variables, the distribution of each of which is described in Table 1. Let $D = \{1, 2, 3\}$, and for each $d \in D$ we define the net benefit function as:

$$\text{NB}_d(\theta) = P_{\text{SE},d}P_{\text{E},d} \left[ \lambda \left( \frac{L + Q_E}{2} - Q_{\text{SE}} \right) - (C_{\text{SE}} + C_{\text{E}}) \right]$$

$$+ P_{\text{SE},d}(1 - P_{\text{E},d}) \left[ \lambda(L - Q_{\text{SE}}) - C_{\text{SE}} \right]$$

$$+ (1 - P_{\text{SE},d})P_{\text{E},d} \left[ \lambda L \left( 1 + \frac{Q_E}{2} \right) - C_{\text{E}} \right]$$

$$+ (1 - P_{\text{SE},d})(1 - P_{\text{E},d}) \lambda L - C_{T,d}. $$
Here we consider a small two-arm randomized controlled trial (RCT) comparing treatments $d = 1$ and $d = 3$ with $n_p = 100$ patients, which informs three parameters $\text{OR}_{E,3}$, $C_{T,3}$, and $P_{SE,3}$. The sample information $Y$ is defined as the three-dimensional vector $(Y_1, Y_2, Y_3)$ which follows:

\[
\begin{align*}
Y_1 &\sim N(\log(\text{OR}_{E,3}), 4/n_p), \\
Y_2 &\sim N(C_{T,3}, 10^4/n_p), \\
Y_3 &\sim \text{Binomial}(n_p, P_{SE,3}),
\end{align*}
\]

respectively. Again, we want to estimate the EVSI as defined in (2).

The first two models are so simple that the exact values of $I$ and EVSI can be calculated analytically, respectively. Therefore, these models can be used to verify that our proposed estimator is a consistent estimator for nested expectations, i.e., the estimate converges to a correct value as $N \to \infty$. On the other hand, the third model problem is more complicated and the analytical value of EVSI is not available. We use this model to test that our proposed estimator can work well even for complex models. Regarding the second problem, the outer variables are not mutually independent. Although our theoretical analysis does not deal with such situation, our proposed algorithm can be applied anyway.

Note that, in the medical decision problem, the i.i.d. samples from the conditional distribution $\rho(\theta|Y)$ cannot be generated. Nevertheless, our proposed method can be applied, whereas some other methods, including the NMC estimator, cannot be directly applied without any help of Markov chain sampler or importance sampling.

In this paper, we compare our proposed method (without/with regression) with the existing three methods: the NMC method (for the first two problems), the multilevel Monte Carlo (MLMC) method (for the third problem), and the regression-based method (for all the three problems). In particular, we use a generalized additive model (GAM) for the regression-based method, so that we simply denote it by the GAM-based method; we confirmed beforehand that using a Gaussian process regression is too expensive to complete the experiments within a reasonable computational time. The source code used in our experiments is available at https://github.com/Goda-Research-Group/experiment-2021-09.

### 4.2. Results

For the first experiment to estimate $I$, we compare the four methods (the NMC method, the GAM-based method, and our proposed methods without
Figure 1: Comparison on MSE of the four methods (the NMC method, the GAM-based method, and our proposed methods without and with regression) for Problem 1. MSE is empirically estimated by averaging the results over 100 independent runs. The observed convergence rates are almost $O(N^{-1})$ for three methods excluding the NMC method and $O(N^{-1/2})$ for the NMC method.

and with regression) by the MSE against the total number of samples. The result is shown in Figure 1 where the vertical axis represents the MSE, and the horizontal axis does the total number of samples used. Here the MSE is empirically estimated by averaging the results over 100 independent runs for each setting. In this simple test problem, the estimated slopes of the graphs (which show the convergence rates) are $-0.74806$ for NMC method, $-1.0204$ for proposed method, $-1.0733$ for proposed method with regression, and $-1.0733$ for GAM-based method. We can see that the efficiencies of the GAM-based method and our proposed method without regression are quite comparable, and are better than the NMC method especially when the total number of samples is large. Our proposed method with regression is less efficient than the two methods, but the difference from them is not so large and becomes smaller as the number of samples increases.

For the second experiment we compare the same four methods (the NMC method, the GAM-based method, our proposed methods without and with
regression) as for the first experiment. The result is shown in Figure 2. The meanings of axes are the same as Figure 1. The estimated slopes of the graphs are $-0.47191$ for NMC method, $-0.77749$ for proposed method, $-0.95066$ for proposed method with regression, and $-0.99162$ for GAM-based method. Figure 2 clearly shows that the NMC method is inefficient compared to the other three methods. For this model, the GAM-based method and our proposed method with regression perform best among the four methods. The improvement over our proposed method without regression increases as the number of samples increases.

Finally we compare the four methods (the MLMC method, the GAM-based method, our proposed methods without and with regression) for the last, medical decision problem. Although the exact value of EVSI is required for estimating the MSE, we cannot calculate EVSI analytically for this model. Therefore we use the value of EVSI estimated with high accuracy in [7] as
Figure 3: Comparison on MSE of the four methods (the MLMC method, the GAM-based method, and our proposed methods without and with regression) for Problem 3. MSE is empirically estimated by averaging the results over 100 independent runs. The GAM-based method does not converge to the correct value. The observed convergence rates are almost $O(N^{-1})$ for the MLMC method and our proposed method with regression.

a substitute, which is 1031. The result is shown in Figure 3. The estimated slopes of the graphs are $-0.82133$ for proposed method, $-1.0764$ for proposed method with regression, $-0.77180$ for GAM-based method, and $-0.97346$ for MLMC method. For this model, our proposed method without and with regression provide the best results. When the number of samples is relatively small, our proposed method without regression performs better, whereas, when the number of samples is large, using regression helps to improve the performance.

5. Discussion

We conclude this paper with some discussions on comparison of our proposed method with the other three methods.

Firstly, our proposed method outperforms the NMC method for the first two problems. Considering that the NMC method requires generating the
i.i.d. samples from the conditional density $\rho(X|Y)$ whereas our proposed method does not, our proposed method not only is more efficient (at least for the case of small $K$) but also has a wider applicability.

Secondly, comparing our proposed method with the MLMC method for the third problem, the difference of the MSE is relatively small, so that our proposed method does not have a clear advantage in terms of efficiency. However, the MLMC method used to estimate the EVSI, developed in [7], requires a good approximation of the conditional density $\rho(X|Y)$ as an importance distribution. Thus it can be claimed that our proposed method has a wider applicability in this sense. Moreover, although the MLMC method is proven to achieve the MSE convergence rate $O(1/N)$ in theory, it is not clear whether it does work well in practice when the total number of samples is small. This is because a certain amount of samples is required as an overhead to get a rough estimate on the variance of stochastic quantities. Therefore our proposed method can hold a superiority over the MLMC method either when we are in a pre-asymptotic region (i.e., the total number of samples is small) or a good importance distribution is not available.

Finally, let us look at the GAM-based method. We can see that it performs quite well for two simple test cases, but is inferior to the other methods for the third medical decision problem. GAM is a method of approximating a multi-variate function by a sum of uni-variate functions. In the context of nested expectations, $E_{\rho(X|Y)} X$ is approximated by $\sum_{k=1}^{K} g_k(Y_k)$ for regressed functions $g_1, \ldots, g_K$. Although this assumption is satisfied for the first two testcases, it does not for the third medical decision problem. Therefore the GAM-based estimator even does not converge to the correct value. It is shown in the theoretical analysis (Theorem 1) that our proposed method converges to the correct value even if such additivity of $f$ does not hold. This is a clear advantage of our proposed method. Since the our proposed method performs quite comparably with the GAM-based method even for the two simple test cases, we can say that our proposed method is superior to the GAM-based method.
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Table 1: Model inputs involved in our experiments from [7]. Note that log-normal($\mu, \Sigma$) and logit-normal($\mu, \Sigma$) denote the log-normal and logit-normal distributions, respectively, with $\mu$ and $\Sigma$ being the mean vector and the covariance matrix of the corresponding normal distribution, respectively. The logit function logit($p$) is the transformation mapping probability $p$ to the logarithm of the odds $\log(p/(1-p))$.

| Description                                      | Parameter | Distribution                  |
|--------------------------------------------------|-----------|-------------------------------|
| Lifetime remaining                               | $L$       | $N(30, 25)$                   |
| QALY after critical event, per year              | $Q_E$     | logit-normal (0.6, 1/36)     |
| QALY decrement due to side effects               | $Q_{SE}$  | $N(0.7, 0.01)$               |
| Cost of critical event                           | $C_E$     | $N(2 \times 10^5, 10^8)$    |
| Cost of side effect                              | $C_{SE}$  | $N(10^5, 10^8)$              |
| Cost of treatment $d = 1$                        | $C_{T,1}$ | 0 (constant)                 |
| Cost of treatments $d = 2, 3$                    | $C_{T,d}$ | $N \left( \begin{array}{c} 1.5 \times 10^4 \\ 2 \times 10^4 \end{array} \right), \left( \begin{array}{c} 300 \\ 100 \end{array} \right)$ |
| Probability of critical event on treatment $d = 1$ | $P_{E,1}$ | Beta(15, 85)                 |
| Odds ratios of critical event relative to treatment $d = 1$ | $OR_{E,d}$ | log-normal $\left( \begin{array}{c} -1.5 \\ -1.75 \end{array} \right), \left( \begin{array}{c} 0.11 \\ 0.02 \end{array} \right)$ |
| Probability of critical event on treatments $d = 2, 3$ | $P_{E,d}$ | Derived from $P_{E,1}$ and $OR_{E,d}$ |
| Probability of side effect on treatment $d = 1$  | $P_{SE,1}$ | 0 (constant)                |
| Probability of side effect on treatments $d = 2, 3$ | $P_{SE,d}$ | logit-normal $\left( \begin{array}{c} -1.4 \\ -1.1 \end{array} \right), \left( \begin{array}{c} 0.10 \\ 0.05 \end{array} \right)$ |
| Monetary value of 1 QALY                          | $\lambda$ | $75,000$ (constant)            |