A Methodology for Optimizing the Calibration and Validation of Reactive Transport Models for Cement-Based Materials
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Abstract: Reactive transport models are useful tools in the development of cement-based materials. The output of cement-related reactive transport models is primarily regarded as qualitative and not quantitative, mainly due to limited or missing experimental validation. This paper presents an approach to optimize the calibration process of reactive transport models for cement-based materials, using the results of several short-term experiments. A quantitative comparison of changes in the hydrate phases (measured using TGA and XRD) and exposure solution (measured using ICP-OES) was used to (1) establish a representative chemical model, limiting the number of hydrate phases and dissolved species, and (2) calibrate the transport processes by only modeling the initial tortuosity. A case study comprising the early age carbonation of cement is presented to demonstrate the approach. The results demonstrate that the inclusion of a microstructure model in our framework minimizes the impact of the initial tortuosity factor as a fitting parameter for the transport processes. The proposed approach increases the accuracy of reactive transport models and, thus, allowing for more realistic modeling of long-term exposure.

Keywords: reactive transport; cement; carbonation; experimental validation

1. Introduction

The deterioration of cement-based materials, such as carbonation, chloride ingress, sulphate attack, etc., remains a major societal challenge, despite many years of practical experience and a large number of extensive research programs. Although several challenges remain [1], the development of more advanced modeling tools has contributed to an increased understanding of the underlying mechanisms and processes related to the deterioration of cement-based materials. Noteworthy is the development of reactive transport (RT) models to simulate changes in cement-based materials due to transport and chemical interaction between the initial material and ionic or gaseous species from the surrounding environment [2]. The application of RT models is gaining interest in the cement and concrete community [3–9], a process driven by continued development and improved capabilities of RT model [6,8,10–14], as well as the development of thermodynamic databases for cement-based materials [15–19].

While these models help to shed light on some of the governing deterioration mechanisms of cement-based materials, these tools require a large number of input parameters as well as extensive experimental data for model testing and validation. This is due to the complexity of cement systems, where a large number of chemical species can be considered to conceptualize and study the mechanisms of interest. This high degree of freedom in the input design space is challenging for validating and testing RT models for cement-based systems. Typically, experimental studies are only suitable for limited validation and testing.
of RT modeling tools, such as mass transport of selected species [20–23]. The most common practice when evaluating reactive transport models is to:

- Compare selected model output with analytical solutions, e.g., see [24];
- Compare selected model output with numerical results from other models, e.g., see [25];
- Compare a single parameter or a small fraction of the model output parameters to derive general trends from experiments and modeling, e.g., see [11,20,23].

This study provides an approach to limit the degree of freedom in the input space of RT models for cement-based materials using the results of several experimental investigations at the same time. The proposed approach is based on the monitoring and quantification of changes in the hydrate phases and pore solution at multiple times during early age exposure using (i) thermogravimetric analysis (TGA) to quantify changes of crucial minerals in the solid phase assemblage (Portlandite and Calcite), (ii) X-ray diffraction (XRD) to identify less dominating crystalline minerals in the solid phase assemblage, and (iii) inductively coupled plasma (ICP-OES) measurements of the exposure solution to monitor the change in ionic concentrations of the solution. The approach provides multiple reference data for model testing and validation at different times. Experimental data is used to evaluate predictions of the RT model at an early age with respect to changes in the hydrate phases and pore solution. To demonstrate the applicability of the proposed approach for RT model testing and validation, a case study on the short-term effect of CO\textsubscript{2} exposure on mineralogical changes of oil-well cement paste is used [26]. Modeling cement carbonation mechanisms is challenging due to the intricate changes in hydrate phase assembly [27–29], pore structure [30,31], and pore solution [32]. A combination of experimental results was used to limit the number of possible parameters in the input space of RT models, reducing model uncertainties and is expected to allow for more realistic modeling of long-term exposure with increased accuracy.

2. Methodology

2.1. Experimental Investigations

A series of short-term carbonation experiments were conducted to test the proposed concept to limit the design space of input parameters for RT models. TGA measurements were used to provide two reference points (Portlandite and Calcite) to follow changes in the hydrate phases over time. In addition, XRD and TGA provided an overview of the crystalline minerals that may be included in the RT model. Finally, ICP-OES measurements provided a reference for changes in elemental concentration in the exposure solution over time, which were utilized to track the interaction between the cement paste and the exposure solution.

2.1.1. Sample Preparation

The carbonation experiments were carried out using class G oil-well cement paste samples. The oxide composition of a typical class G oil-well cement is shown in Table 1, after [33].

| Oxide | Mass % | DoH % |
|-------|--------|-------|
| CaO   | 64.16  | 60    |
| SiO\textsubscript{2} | 21.64 | 60 |
| Al\textsubscript{2}O\textsubscript{3} | 3.89 | 60 |
| Fe\textsubscript{2}O\textsubscript{3} | 5.23 | 60 |
| SO\textsubscript{3} | 2.28 | 60 |
| MgO   | 0.79   | 60    |
| K\textsubscript{2}O  | 0.41   | 60    |
| Na\textsubscript{2}O | 0.1    | 60    |

Twelve disc-shaped paste samples, 6 mm thick and 85 mm in diameter, were mixed using a high-speed mixer with a w/c ratio of 0.44. The samples were cured for 15 days at 20 °C in a closed container with a wet cloth to maintain 100% relative humidity. After curing, half of the samples were submerged into a 0.5 M NaHCO\textsubscript{3} solution to study
carbonation under saturated conditions. The remaining half of the samples was stored at 20 °C and 100% relative humidity as a reference. The mass ratio between the paste samples and the NaHCO₃ solution was approximately 1:40 (i.e., each of the approximately 25 g paste samples was submerged into 1 L of solution in a separate container). During the sampling stage, powdered samples were tested by TGA and XRD without using any hydration stoppage technique, as the samples were tested on the day of sampling.

2.1.2. Thermogravimetric Analyses (TGA)

TGA of paste samples was used to quantify changes of Portlandite and Calcite at multiple times during early age exposure to 0.5 M NaHCO₃ solution. Powdered paste samples, representing a cross-section of the 6 mm thick disc samples, were used to perform thermogravimetric analyses using a NETZSCH STA 449 F3 Jupiter instrument. Samples of approximately 40 mg powder were heated from 30 to 850 °C at 10 °C/min in an N2 atmosphere. The TGA was carried out on carbonated and reference samples after 1, 2, 6, 20, and 42 days of exposure. One reference repetition of the TGA was carried out, which indicated consistent results.

2.1.3. X-ray Diffraction (XRD)

XRD of paste samples was used to identify less dominating crystalline minerals in the solid phase assemblage at multiple times during early age exposure. Powdered paste samples, without hydration stoppage, were used to perform powder X-ray diffraction measurements using a PANalytical X’Pert Pro instrument, operating at 45 kV and 40 mA, applying Cu Kα radiation with a 2θ X’Celerator detector, and a scanning range of 3–65°/20. The individual peaks of the diffractograms were identified using the X’Pert HighScore Plus software with the database from the International Centre for Diffraction Data (ICDD).

2.1.4. Inductively Coupled Plasma Optical Emission Spectrometry (ICP-OES)

ICP-OES measurements of the exposure solution were used to monitor the change in ionic concentrations of the exposure solution at multiple times during early age exposure. The elemental composition of the exposure solution was measured by IPC-OES (Varian 720-ES ICP-OES) to track the change in water chemistry after 1, 2, 6, 20, and 42 days of exposure of the cement specimens to a 0.5 M NaHCO₃ solution.

2.2. Numerical Model

The numerical model comprised a reactive transport modeling framework developed for the simulation of cement-based systems, as described in [8,11,34,35]. A brief representation of the model framework is provided in this section covering the schemes utilized in this study, i.e., (i) a mass transport model, (ii) a reaction model, (iii) a microstructure model, and (iv) a hydration model.

2.2.1. Mass Transport

The transport part of the model solves an extended version of the Poisson–Nernst–Planck (PNP) system of equations, which is derived from the electro quasi-static hybrid mixture theory [36,37]. The governing mass transport equation is written as follows, assuming a fully saturated system with a negligible impact of the electro-migration term:

$$\frac{\partial c^l_i}{\partial t} = \nabla \cdot (D^l_i \nabla c^l_i) + q^l_i,$$

where \(c^l_i\) is the concentration of the ith species, the superscript \(l\) denotes the liquid phase, \(t\) is time, \(D^l_i\) is the effective diffusion coefficient of the ith species in the liquid phase, and \(q^l_i\) is the mass exchange term for chemical interactions between the ith species.

A finite element approach is used to solve the mass transport problem [38]. The weak form of the governing equations is obtained using the Green–Gauss theorem, while the
one-dimensional Galerkin’s method is used to discretize the spatial domain with linear elements. Time discretization is carried out using a single parameter implicit time integration scheme. A modified Newton–Raphson scheme is used to account for the non-linearity in the model. Finally, the transport model considers a boundary condition with a variable ionic concentration for this investigation. The boundary condition simulates a specimen immersed in a fixed amount of NaHCO₃ solution that is not replaced during the experiment, thus assuming fixed ionic concentrations at the boundary will not be accurate. Therefore, the ionic concentration at the boundary is updated within the numerical framework, considering a fixed water mass. The ionic concentration information from the output of the previous timestep is used in this process. Transport along the boundary domain is neglected so that a perfectly mixed solution is considered at all times (i.e., concentration gradients within the solution are neglected).

2.2.2. Reaction Model (Chemical Equilibrium)

Within the presented approach, chemical equilibrium is considered for reactions among ionic species in the liquid phase as well as the equilibrium between the ionic constituents in the liquid phase and the solid cement hydrate phases to describe the mass exchange terms. Gaseous species (e.g., CO₂) are only considered fully dissolved in solution, and liquid–gas phase interactions are neglected. For the solution of the chemical equilibrium, the geochemical code IPhREEQC [39,40] is used together with the Cemdata18 database [19], which uses supplementary data from the PSI/Nagra PSI database [41].

2.2.3. Microstructure Model

The microstructure of the pore system is described in the transport model through a bundle of tubes model, based on a semi-analytical implementation presented in [42]. The model describes variations of the pore-size distribution and corresponding ionic transport properties due to dissolution and formation of phases, calculated by the chemical equilibrium model, as presented in [43]. To account for the effect of changes in the phase assemblage of cement-based materials on the diffusion coefficient, Dᵢ, of each ion, a tortuosity factor, Tₖ, is introduced, which ranges between zero and one:

\[ D_{\text{eff}}^i = D_i T_k, \]  

(2)

where \( D_{\text{eff}}^i \) is the effective diffusion coefficient of the ith ionic species and \( T_k \) the tortuosity factor at the time-step \( k \), which is calculated after each determination of the chemical equilibrium, following a sigmoid function, as follows:

\[ T_k = T_{\text{min}} + (1 - T_{\text{min}}) P_k \left( \frac{\log \left( \frac{T_k - T_{\text{min}}}{T_{\text{min}} - T_k} \right)}{\log \left( \frac{P_k}{P_0} \right)} \right), \]  

(3)

where \( T_{\text{min}} \) is a lower limit assigned to the tortuosity factor when the pore volume reaches a near-zero value, \( T_0 \) is a reference tortuosity factor assumed at the beginning of the exposure, \( P_0 \) is the total pore volume at the beginning of the exposure, and \( P_k \) is the total pore volume at the time-step \( k \). It should be noted that \( T_k \) approaches one, i.e., being \( D_{\text{eff}}^i \) the ideal self-diffusion coefficient of the ion in pure water \( D_j \), for \( P_k = 1 \), i.e., when there are no solid phases present, whereas \( T_k \) approaches \( T_{\text{min}} \approx 0 \), when the pore volume reaches values close to zero.

Note that the concept of tortuosity is often used for different purposes interchangeably in the literature [44–47]. The tortuosity is often defined as a geometric parameter or as a parameter related to the diffusive, hydraulic, or electrical properties [46]. Conceptually, the tortuosity factor \( T_k \) is a geometric parameter expressed in this study as a ratio \( 1/L \), i.e., higher \( L \) values represent a larger tortuosity of the pore structure and, therefore, slower ionic transport.
2.2.4. Input Parameters

Subsequently, the presented reactive transport model was used to simulate the carbonation of class G oil-well cement exposed to 0.5 M NaHCO$_3$ solution. The oxide composition of class G cement, as represented in Table 1, was used in the simulation. The degree of hydration was estimated using the TGA measurements along with Equations (4) and (5) [26]. The estimated degree of hydration for the exposed samples (exposure time 14–42 days) was relatively stable, around 60% see also (Figure 2), which justifies the assumption of a fixed degree of hydration during the exposure period (see Table 1). Additional material and model parameters are given in the Appendix A. The input parameters for the RT model are shown in Table A1, the hydrate minerals included in the thermodynamic database for the chemical equilibrium are listed in Table A2, and the diffusion coefficients of the ionic species included are listed in Table A3.

3. Results

3.1. Thermogravimetric Analysis (TGA)

The first derivative of the TGA analysis of a reference sample after 15 days of exposure and samples exposed to 0.5 M NaHCO$_3$ for 1, 2, 6, 20, and 42 days are shown in Figure 1. The weight loss in the temperature range up to approximately 400 °C in Figure 1 is typically associated with vaporization of pore water and loosely bound water in C-S-H phases, along with monocarbonate (an AFm phase) in small quantities. The Ldx decomposition region in Figure 1 shows that Portlandite is relatively stable, while the Ldc region indicates that the amount of carbonate increases significantly after the first day of exposure and continues increasing less rapidly afterwards. However, the 20 days exposed sample (green line in Figure 1) shows less carbonate decomposition than the 1-, 2-, and 6-days samples, indicating uncertainties associated with the adopted experimental approach, i.e., the lack of profiling and repetitions of the TGA measurements. More careful testing using depth profiling following [48] should be adopted to improve the accuracy.

![Figure 1](image-url)

**Figure 1.** Experimental results showing the effect of exposure on the hydrated phase assemblage of the cement measured by TGA on the reference specimen and during the exposure at 1, 2, 6, 20, and 42 days. The figure shows the temperature ranges for the different decomposition regions of the C-S-H gel (L$_{dh}$), Calcium Hydroxide (L$_{dh}$), and Carbonate phases (L$_{dc}$) (used to estimate the degree of hydration using the method proposed in [49]).

Further, TGA measurements were used to get rough estimate of the degree of hydration $\alpha$ using the method proposed in [49], as follows:

$$\alpha = \frac{W_c}{0.24}$$

(4)
where $W_c$ is the chemically bound water defined as

$$W_c = L_{dh} + L_{dx} + 0.41L_{dc},$$

(5)

where $L_{dh}$, $L_{dx}$, and $L_{dc}$ are the mass losses for decomposition regions of the C-S-H gel, calcium hydroxide, and carbonates, respectively. The temperature ranges for the decomposition regions are marked in Figure 2. Note, that we only modeled exposure period, and not the curing time (i.e., from ~400 h to 1500 h in Figure 2). The degree of hydration of the cement can be considered stable during the reactively short exposure time and may be approximated by a constant value of 0.6. A more detailed degree of hydration models should be considered for more accurate representation of the different degree of hydration [15,50].

![Figure 2. Comparison of experimental results and hydration model to estimate the degree of hydration from TGA measurements using the method proposed in [49]. Note that exposure started after 15 days of curing; hence, the first datum was around 380 h.](image)

### 3.2. Phase Assemblage during Exposure (XRD)

The measured intensities for the crystalline hydrate phases in the cement paste of a class-G oil-well cement, unexposed and exposed to 0.5 M NaHCO$_3$ solution as measured by XRD, are shown in Figure 3. The XRD patterns of the two samples are very similar, indicating the presence of clinker phases (alite, belite, and brownmillerite), ettringite (Aft), Portlandite, and Calcite. The exposed sample has a slightly higher intensity at 29°2θ, indicating slightly more intensity for Calcite. XRD measurements of the remaining samples exposed to 0.5 M NaHCO$_3$ solution provided similar information.

![Figure 3. Experimental results showing the effect of exposure on the hydrated phase assemblage of class G oil-well cement measured by XRD, i.e., for reference (unexposed) specimen and after 20 days of exposure.](image)
3.3. Chemical Composition of Exposure Solution (ICP-OES)

Each ion species, such as Ca$^{2+}$ or HCO$_3^-$, will diffuse along concentration gradients for its species towards lower concentrated regions. The pore solution of the cement paste is at the same time in exchange with the exposure solution and near equilibrium with the hydrate phase assemblage. Hence, ionic species that are less concentrated in the exposure solution than in the pore solution will diffuse out of the hardened cement matrix and may lead to the dissolution of a hydrate phase and are, thus, leached (e.g., Ca$^{2+}$). The opposite mechanism is identified as ingress (e.g., HCO$_3^-$). Repeated measurements of the elemental composition, representing the ionic species of the exposure solution over time, provide, therefore, an indication of changes in the pore solution composition.

Results of ICP-OES measurements illustrating the elemental composition in the exposure solution over time are given in Figure 4. The change in concentration over time varied for the different elements: a rapid increase in concentration at the beginning of exposure (following a logarithmic trend) was observed for Fe, K, Mg, and Si (Figure 4a), while a less clear variation over time was observed for Na, Ca and Al (Figure 4b). The data for Sulphur were incomplete, and only values for the first 180 h were available. The concentration of Al was close to the detection limit, and the concentration of Na was very high in the solution from the 0.5 M NaHCO$_3$ solution.

![Figure 4. Elemental composition of the exposure solution over time, measured by ICP-OES. (a) Fe, K, Mg, and Si; and (b) Al, Ca, Na, and S, on a different y-scale. Note that Sulphur data are incomplete, and the Al data are around the detection limit.](image)

3.4. Model Results

Selected modeling results of class G oil-well cement carbonation are shown in Figure 5, illustrating a volume representation of the cement phase assemblage after 1 and 42 days of exposure. The end members of solid solutions listed in Table A2 are grouped in Figure 5 for simplicity. The change in total porosity is represented by the change in water volume, as the system is assumed to be fully saturated at all times.

The presented results show that the carbonation front replaces the majority of the hydrate phases with Calcite, starting with Portlandite, followed by CSH, Aft, and AFm phases, respectively. Furthermore, numerical results indicate that the model can reproduce general trends reported in, e.g., [32,51] concerning the existence of a carbonated zone (~outer 0.01 mm in Figure 5a, and outer 0.03 cm in Figure 5b), a carbonation front (~at 0.03 mm in Figure 5a, and 0.05 cm in Figure 5b), a dissolution front, and an unaffected zone (from ~0.06 cm after 1 day, Figure 5a, and from ~0.12 cm after 42 days, Figure 5b). More detailed analyses of our model representation of these carbonation mechanisms were addressed in [8,11].
The unhydrated cement represents the amount of unreacted cement at the time of hydration. The white blocks in the phase assembly legend indicate phases included in the chemical model, but not present at the displayed times.

3.5. Comparison of Model and Experimental Results

Figure 6 shows a comparison between numerical and experimental results (estimated employing TGA measurements) for the development of the mass weight percentage of Portlandite and Calcite over time. The mass change profile of Calcite and Portlandite was estimated from the DTG curve (see also Figure 1) using the tangential method [45]. The results show a good agreement between numerically and experimentally determined mass fractions. The carbonation of the paste samples due to exposure to 0.5 M NaHCO₃ solution drives the dissolution of Portlandite and formation of Calcite, as illustrated in Figure 6.

Figure 7 illustrates a comparison between experimental (utilizing ICP-OES, see also Section 2.1.4) and numerical results of the elemental composition of the exposure solution. A good agreement is found between modeled and experimental data, particularly for dissolved elements Ca, K, Si, S, and Mg, while the agreement for the predicted and measured Al concentration in the exposure solution is worse.
Figure 6. Comparison between model and experimental results for Portlandite (CH) and Calcite. Results presented correspond to the mass fraction (in wt.% of total mass) of Portlandite and Calcite (shown in linear scale) during the exposure time (shown in logarithmic scale). Experimental data is derived from TGA measurements (see also Figure 1).

Figure 7. Comparison between numerical and experimental results (ICP-OES) of elemental concentration for selected ions in the exposure solution. Modeled results (lines) and experimental values (markers) are presented in mg/L in a logarithmic scale along the experiment time (presented in a linear scale).

Results indicate that the model was able to capture leaching of elements from the sample as shown by an increase in, e.g., Ca and K over time, attributed to the dissolution of less stable hydrated phases in the given exposure condition such as Portlandite or in the case of potassium that is typically not incorporated into hydrate phases. For this reason, the modeled ingress of sodium, due to the high concentration in the exposure solution, is neither captured in the modeled or measured exposure solution under the given conditions. The variation of Fe, Si, and Mg showed a less steep increase, as expected in more stable phases, such as C-S-H, hydrotalcite or siliceous hydrogarnet. The poor fit of the Al concentration in the exposure solution was attributed to limitations in the chemical model to fully capture the stability of aluminum-bearing phases such as AFm and AFt phases.

4. Discussion

A quantitative comparison of results presented in Figure 6 showed that the model could reproduce the change in mass for Portlandite and Calcite over time. In addition to Portlandite and Calcite, XRD analyses detected the presence of clinker phases (i.e., alite, belite, and brownmillerite, indicating incomplete hydration of the cement) and ettringite, which is in good agreement with the modeled hydrate phase assembly (see Figure 5). Note that AFm phases have a variable composition and thus may be underrepresented in the experimental part although predicted in the reaction model. Finally, the predicted elemental composition of the exposure solution throughout the exposure time is generally in good agreement with measured values (i.e., using ICP-OES), as illustrated in Figure 7.

This study aimed to introduce and describe a robust model calibration and validation process that can reduce the degree of freedom in the input space of reactive transport modeling. The proposed process is summarized in Figure 8 and comprises two steps: first, validation of the reaction model, and second, the validation of the transport model. The validation process utilizes collected experimental data describing the phase assemblage (XRD and TGA) and ionic composition of the exposure solution (ICP-EOS), as shown in Figure 8.
4.1. Calibration of the Reaction Model

The first step in the model validation process is to establish a chemical system coherent with the selected chemical database (Cemdata18 in this case) and the collected experimental data. At this stage, the objective is to identify phases and ionic species that have a role in the chemical system while converging to the most straightforward chemical system possible. This process limits the degree of uncertainty in the model, provides better numerical stability, and reduces computational time. Transport processes are neglected at this stage, and the calibration and validation process of the reaction model comprises the following steps:

1. An initial model of the binder system is set based on the TGA and XRD experimental data. In addition, XRD measurements are used to confirm the phase assemblage of the unexposed hydrated system;
2. The degree of hydration is estimated based on the TGA experimental data (see also Figure 2);
3. The system is simulated with a stepwise increase of NaHCO₃ in solution (see Figure 9) to validate the considered phase assemblage within the expected modeled chemical systems.

Finally, the robustness of the selected phase assemblage and sensitivity to variation in the oxide composition is checked by evaluating the saturation index of other phases not included in the model (see Table 2). Phases with a negative saturation index are not expected to form and may be neglected in the model, thus simplifying the chemical system. This step in the process is used to confirm that the uncertainties of the initial model assumptions do not significantly impact the model results. After completing this process, the reaction model is expected to represent the studied system and exposure condition and is not modified further during the validation process. Thus, the next step does comprise the calibration of transport parameters solely. This approach can be generalized to cover other exposure conditions by repeating step 3 using the relevant chemical species.
3. The system is simulated with a stepwise increase of NaHCO₃ in solution (see Figure 9) to validate the considered phase assemblage within the expected modeled chemical systems.

Figure 9. Validation of reaction model. Phase assemblage with increasing concentration of NaHCO₃ in exposure solution. The unhydrated cement represents the amount of unreacted cement at the time of hydration. The white blocks in the phase assembly legend indicate phases included in the chemical model, but not present at the displayed concentrations of NaHCO₃ in exposure solution.

Finally, the robustness of the selected phase assemblage and sensitivity to variation in the oxide composition is checked by evaluating the saturation index of other phases not included in the model (see Table 2). Phases with a negative saturation index are not expected to form and may be neglected in the model, thus simplifying the chemical system. This step in the process is used to confirm that the uncertainties of the initial model assumptions do not significantly impact the model results. After completing this process, the reaction model is expected to represent the studied system and exposure condition and is not modified further during the validation process. Thus, the next step comprises the calibration of transport parameters solely. This approach can be generalized to cover other exposure conditions by repeating step 3 using the relevant chemical species.

Table 2. Phase stability. Saturation index of the phases excluded in the system for three scenarios: the original oxide composition (original), an oxide composition with a lower C₃S content (C₃S = 48% wt.), and an oxide composition with a higher C₃S content (C₃S = 58% wt.). Phases with a negative saturation index are not expected to form.

|                | Original | C₃S = 48% wt. | C₃S = 58% wt. |
|----------------|----------|---------------|---------------|
| **AFT-phases** |          |               |               |
| Tricarboaluminate | −0.55    | −0.54         | −0.55         |
| **AFm-phases**  |          |               |               |
| Hemicarbonate   | −0.74    | −0.74         | −0.74         |
| Monosulphate14  | −1.39    | −1.39         | −1.39         |
| Strætlingite    | −2.95    | −2.94         | −2.95         |
| Fe-hemicarbonate| −5.60    | −5.60         | −5.60         |
| Fe-monocarbonate| −3.25    | −3.25         | −3.25         |
| **Hydroxides**  |          |               |               |
| Al(OH)₃(am)     | −4.07    | −4.07         | −4.07         |
| Al(OH)₃(mic)    | −3.21    | −3.21         | −3.21         |
| FeOOH(mic)      | −1.29    | −1.29         | −1.29         |
| SiO₂(am)        | −6.25    | −6.25         | −6.25         |

4.2. Validation of the Transport Model

It is well known and documented that various exposure scenarios, such as leaching, carbonation, etc., lead to phase changes and consequently changes in the pore volume (see references in [8]). Changes in the pore volume must also affect the transport of various species in the medium; however, this has been studied to a far less extent and even less so incorporated in modeling approaches. One of the first approaches is presented in [8].
However, experimental validation is rather troublesome as a direct observation of changes in the pore volume and mass transport is challenging or even impossible to observe at the nano level (when we talk about pores in the C-S-H phase). Thus, only indirect observations are possible and can be used for testing and validation of modeling approaches. Changes in the phase assemblage, particularly the Portlandite-to-Calcite ratio (CH/Cal.) measured with the TGA, were used as the indirect experimental reference in this study (see Figure 10).

![Figure 10](image.png)

**Figure 10.** Calibration of tortuosity factor. Comparison between model results (for different tortuosity factors) and experimental data (i.e., Portlandite-to-Calcite ratio). Results presented correspond to the ratio of Portlandite/Calcite during the exposure time (shown in linear scale). Experimental data was derived from TGA measurements. Modeled results are shown for three values of the initial tortuosity factor (T0): T0 = 1:1000, T0 = 1:2000, T0 = 1:4000.

Due to the inclusion of a microstructure model in our framework [8], the only parameter of the transport model adjusted in this example was the tortuosity factor at the initial time of exposure (T0 as described in Section 2.2). However, the impact of this parameter is minimized by the change in tortuosity factor over time, estimated based on the change in hydrate phase composition, as detailed in [8]. The limited impact of T0 on the transport of ions is illustrated by comparing the experimental data with modeling results for T0 values between 1:1000 to 1:4000. Changes in the phase assemblage, particularly the Portlandite-to-Calcite ratio (CH/Cal.) measured with the TGA, were used as the experimental reference (see Figure 10).

According to the model results, the ingress of HCO3, carbonation of Portlandite and C-S-H lead to the precipitation of Calcite, especially in the outer layer of the sample, and an increase in pore volume, resulting in a significant change in tortuosity, as shown in Figures 11 and 12. Based on the change in pore volume, the tortuosity is calculated following Equation (3). Figure 11 illustrates the tortuosity in the outer layer, which increases by one order of magnitude and thus limiting the impact of the initial tortuosity on the overall model results.

This observation is also illustrated in Figure 12, where the phase assemblage after 1400 h of exposure is shown for two values of the initial tortuosity factor. The thickness of the carbonated outer layer and relative change in pore volume are similar for both cases, thus explaining the similar behavior compared to experimental data in Figure 9. It is important to highlight that the modeled changes in pore volume were not validated by experiments in this study and should be investigated further in future studies. However, the overall observed trends are consistent with results reported in the literature, see, e.g., [32,52,53].
Figure 11. Tortuosity factor after 500, 1000 and 1400 h of exposure. Modeled results are shown for two values of the initial tortuosity factor \( (T_0) \): (a) \( T_0 = 1:1000 \) and (b) \( T_0 = 1:4000 \).

Figure 12. Phase assemblage after 1400 h of exposure. Modeled results are shown for two values of the initial tortuosity factor \( (T_0) \): (a) \( T_0 = 1:1000 \) and (b) \( T_0 = 1:4000 \). The unhydrated cement represents the amount of unreacted cement at the time of hydration. The white blocks in the phase assembly legend indicate phases included in the chemical model, but not present at the displayed time.

In addition, the model predictions of the elemental concentration for selected ions in exposure solution over time (with the three initial tortuosity factors used) were compared to experimental data measured employing ICP-OES (see Figure 4). The change in the chemical composition of the exposure solution is mainly caused by the leaching of ionic species from the pore solution during the exposure time. The leaching of ionic species and variations in the exposure solution over time provides additional data to study transport and chemical reaction processes due to exposure of the sample.

Figure 13 indicates that the modeled concentration profiles for some of the leached ions (from cement paste into solution) were sensitive to changes of the initial tortuosity (mainly Ca and K). In contrast, the initial tortuosity had less influence on the concentration profile for less soluble elements, i.e., Fe and Si. The concentration of other elements (e.g., Al or Mg) appeared insensitive to changes in the initial tortuosity and were likely governed by the chemical stability of the solid phases and the resulting change in tortuosity. Finally, the large concentration of Na in solution (i.e., from the dissolved NaHCO\(_3\)) hindered its use for calibration and validation as no noticeable change in concentration was observed.
Figure 13. Validation of calibrated tortuosity factor. The figure shows the elemental concentration for selected ions in the exposure solution. Modeled results (lines) and experimental values (markers) are presented in mg/L in a logarithmic scale along the experiment time (presented in a linear scale). Modeled results are shown for three values of the initial tortuosity factor ($T_0$): $T_0 = 1:1000$, $T_0 = 1:2000$, $T_0 = 1:4000$.

5. Conclusions

- In this study, an approach was presented to limit the degree of freedom in the input space of a reactive transport model for cement-based materials;
- The proposed approach utilizes several short-term experimental results, which provide multiple reference data at different times and result in a more robust model validation process;
- Early age carbonation of class G oil well cement exposed to 0.5 M NaHCO$_3$ solution was studied as proof of concept;
- Changes in the hydrate phases were evaluated experimentally using TGA and XRD, while the chemistry of the exposure solution was monitored using ICP-OES;
- Comparison between numerical and experimental results indicates that the calibrated model could reproduce changes in hydrate phases and pore solution during early age exposure;
- The process to limit the design space for possible input parameters was carried out in two steps: first, establishing a representative chemical system with a limited number of hydrate phases and ionic species and second, calibrating the transport processes by modifying the impact of the geometric tortuosity on the ionic transport (i.e., through the initial tortuosity factor);
- To establish a representative chemical system, experimental data were used in combination with the Cemdata18 chemical database to identify the dominant hydrate phases and ionic species in the system:
  - In particular, TGA experimental data were used to estimate the degree of hydration and provide a reference for the change in mass weight of portlandite and calcite phases over time;
  - In addition, XRD analysis detected the presence of clinker phases (i.e., alite, belite, and brownmillerite) and ettringite, which was utilized to describe the initial unexposed hydrated system;
Repeated XRD measurements over time intervals did not provide additional information; thus, one set of XRD measurements was found to be sufficient when combined with TGA measurements over time for this study.

- The robustness of the calibrated chemical model was tested by simulating a stepwise increase of NaHCO$_3$ and varying the initial oxide composition. This process resulted in a representative chemical system with a reduced number of parameters, which limited the degree of uncertainty in the chemical input space of the model, improved numerical stability, and reduced computational time;
- Implementing a microstructure model minimizes the need for a fitting parameter for the transport processes. The microstructure model updates the geometric tortuosity based on changes in the solid phase assemblage;
- The transport processes in the system were tested by modifying the initial tortuosity. The change in Portlandite-to-Calcite ratio measured by TGA and element concentration in the exposure solution measured employing ICP-OES are used as indirect references. Numerical results indicate that the change in the Portlandite-to-Calcite ratio and the leaching of most elements were insensitive to variations in the initial tortuosity factor. The low impact is attributed to the employment of our microstructure model to update the tortuosity based on changes in the solid phase assemblage;
- The use of a microstructure model contributes to improved robustness of the reactive transport model.
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**Appendix A**

**Table A1. Reactive Mass Transport (RMT) model input parameters.**

| Parameter                  | Value | Unit |
|---------------------------|-------|------|
| **General parameters**    |       |      |
| Total distance            | 3     | mm   |
| Total time                | 90    | days |
| Temperature               | 20°C  |      |
| Pressure                  | 1 bar |      |
| **Transport model**       |       |      |
| Initial tortuosity (T$_0$)| 1:2000| -    |
| Shape factor ($\tau$)     | 1     | -    |
| Initial porosity ($\omega_0$) | 0.4  | -    |
Table A2. Thermodynamic database for the chemical equilibrium model, from [16].

| Equilibrium Phases          |          |
|-----------------------------|----------|
| Portlandite                 | OH-hydrotalcite |
| Calcite                     | Monocarbonate   |
| Gypsum                      | $\text{CO}_2$ (g) |

Solid solution phases

| C-S-H                        |          |
|------------------------------|----------|
| CSHQ-JenD                    | CSHQ-JenH |
| CSHQ-TobD                    | CSHQ-TobH |
| NaSiOH                       | KSiOH    |

Ettringite

| ettringite                   | ettringite30 |
|------------------------------|--------------|
| $\text{SO}_4\cdot\text{CO}_3\cdot\text{AFt}$ | ettringite03_ss |
| Si-Hydrogarnet               |              |
| C3AF80.84H4.32               | C3FS0.84H4.32 |

Table A3. Diffusion coefficients (Di $\times 10^{-9}$) of the ionic species included in the numerical example, after [31].

| Species | Di $\times 10^{-9}$ |
|---------|---------------------|
| $\text{OH}^-$ | 5.30                |
| $\text{CaCO}_3$ | 0.45                |
| $\text{Mg(OH)}^+$ | 0.71                |
| $\text{NaCO}_3^-$ | 0.71                |
| $\text{H}^+$ | 9.31                |
| $\text{CaSiO}_3$ | 0.71                |
| $\text{Mg}^{2+}$ | 0.71                |
| $\text{NaHCO}_3$ | 0.71                |
| $\text{SiO}_2$ | 0.71                |
| $\text{MgSO}_4$ | 0.71                |
| $\text{CO}_2$ | 0.71                |
| $\text{Al(OH)}^+$ | 1.04                |
| $\text{K}^+$ | 1.96                |
| $\text{NaOH}$ | 1.23                |
| $\text{Al}^3+$ | 0.16                |
| $\text{KOH}$ | 1.96                |
| $\text{Na}^+$ | 0.03                |
| $\text{CaSO}_4$ | 0.47                |
| $\text{KSO}_4^-$ | 0.75                |
| $\text{Na(SO}_4^-$ | 0.62                |

References

1. Scrivener, K.L.; John, V.M.; Gartner, E.M. Eco-efficient cements: Potential economically viable solutions for a low-$\text{CO}_2$ cement-based materials industry. *Cem. Concr. Res.* 2018, 114, 2–26. [CrossRef]
2. Steefel, C.I.; Appelo, C.A.J.; Arora, B.; Jacques, D.; Kalbacher, T.; Kolditz, O.; Lagneau, V.; Lichtner, P.C.; Mayer, K.U.; Meeussen, J.C.L.; et al. Reactive transport codes for subsurface environmental simulation. *Comput. Geosci.* 2015, 19, 445–478. [CrossRef]
3. Baroghel-Bouny, V.; Nguyen, T.; Dangla, P. Assessment and prediction of RC structure service life by means of durability indicators and physical/chemical models. *Cem. Concr. Compos.* 2009, 31, 522–534. [CrossRef]
4. Marchand, J.; Samson, E. Predicting the service-life of concrete structures—Limitations of simplified models. *Cem. Concr. Compos.* 2009, 31, 515–521. [CrossRef]
5. Hosokawa, Y.; Yamada, K. Development of a multi-species mass transport model for concrete with account to thermodynamic phase equilibriums. *Mater. Struct.* 2011, 44, 1577–1592. [CrossRef]
6. Elakneswaran, Y.; Ishida, T. Integrating Physicochemical and Geochemical Aspects for Development of a Multi-scale Modelling Framework to Performance Assessment of Cementitious Materials. In *Multi-Scale Modeling and Characterization of Infrastructure Materials*; Springer: Berlin/Heidelberg, Germany, 2013; pp. 63–78.
7. Tran, V.Q.; Soive, A.; Baroghel-Bouny, V. Modelisation of chloride reactive transport in concrete including thermodynamic equilibrium, kinetic control and surface complexion. *Cem. Concr. Res.* 2018, 110, 70–85. [CrossRef]
8. Michel, A.; Marcos-Meson, V.; Kunther, W.; Geiker, M.R. Microstructural changes and mass transport in cement-based materials: A modeling approach. *Cem. Concr. Res.* 2021, 139, 106285. [CrossRef]
9. Phung, Q.T.; Maes, N.; Jacques, D.; de Schutter, G.; Ye, G.; Perko, J. Modelling the carbonation of cement pastes under a $\text{CO}_2$ pressure gradient considering both diffusive and convective transport. *Constr. Build. Mater.* 2016, 114, 333–351. [CrossRef]
10. Samson, E.; Marchand, J. Modeling the effect of temperature on ionic transport in cementitious materials. Cem. Concr. Res. 2007, 37, 455–468. [CrossRef]
11. Addassi, M.; Johannesson, B. Reactive mass transport in concrete including for gaseous constituents using a two-phase moisture transport approach. Constr. Build. Mater. 2020, 232, 117148. [CrossRef]
12. Samson, E.; Marchand, J. Modeling the transport of ions in unsaturated cement-based materials. Comput. Struct. 2007, 85, 1740–1756. [CrossRef]
13. Addassi, M.; Omar, A.; Ghorayeb, K.; Hoteit, H. Comparison of various reactive transport simulators for geological carbon sequestration. Int. J. Greenh. Gas Control 2021, 103, 103419. [CrossRef]
14. Clavijo, S.; Addassi, M.; Finkbeiner, T.; Hoteit, H. A coupled phase-field and reactive-transport framework for fracture propagation in poroelastic media. Earth Space Sci. Open Arch. 2022. preprint. [CrossRef]
15. Lothenbach, B.; Matschei, T.; Möschner, G.; Glasser, F. Thermodynamic modelling of the effect of temperature on the hydration and porosity of Portland cement. Cem. Concr. Res. 2008, 38, 1–18. [CrossRef]
16. Kulik, D.A. Improving the structural consistency of C-S-H solid solution thermodynamic models. Cem. Concr. Res. 2011, 41, 477–495. [CrossRef]
17. Matschei, T.; Lothenbach, B.; Glasser, F. Thermodynamic properties of Portland cement hydrates in the system CaO-Al₂O₃-SiO₂-CaSO₄-C₂O₂·H₂O. Cem. Concr. Res. 2007, 37, 1379–1410. [CrossRef]
18. Lothenbach, B. Thermodynamic equilibrium calculations in cementitious systems. Mater. Struct. 2010, 43, 1413–1433. [CrossRef]
19. Lothenbach, B.; Kulik, D.A.; Matschei, T.; Balonis, M.; Baquerizo, L.; Diñesa, B.; Miron, G.D.; Myers, R.J. Cemdata18: A chemical thermodynamic database for hydrated Portland cements and alkali-activated materials. Cem. Concr. Res. 2019, 115, 472–506. [CrossRef]
20. Kari, O.; Puttonen, J.; Skantz, E. Reactive transport modelling of long-term carbonation. Cem. Concr. Compos. 2014, 52, 42–53. [CrossRef]
21. Michel, A.; Pease, B.J. Moisture ingress in cracked cementitious materials. Cem. Concr. Res. 2018, 113, 154–168. [CrossRef]
22. Addassi, M.; Johannesson, B.; Wadsö, L. Inverse analyses of effective diffusion parameters relevant for a two-phase moisture model of cementitious materials. Cem. Concr. Res. 2018, 106, 117–129. [CrossRef]
23. Seigneur, N.; Kangni-Foli, E.; Lagneau, V.; Dauzéres, A.; Poyet, S.; Le Besocq, P.; L’Hôpital, E.; de Lacacherie, J.-B.D. Predicting the atmospheric carbonation of cementitious materials using fully coupled two-phase reactive transport modelling. Cem. Concr. Res. 2020, 130, 105966. [CrossRef]
24. Marty, N.; Bildstein, O.; Blanc, P.; Claret, F.; Cochebin, B.; Gaucher, E.C.; Jacques, D.; Lartigue, J.-E.; Liu, S.; Mayer, K.U.; et al. Benchmarks for multicomponent reactive transport across a cement/clay interface. Comput. Geosci. 2015, 19, 635–653. [CrossRef]
25. Lagneau, V.; van der Lee, J. Operator-splitting-based reactive transport models in strong feedback of porosity change: The contribution of analytical solutions for accuracy validation and estimator improvement. J. Contam. Hydrol. 2010, 112, 118–129. [CrossRef] [PubMed]
26. Addassi, M.; Michel, A.; Marcos-Meson, V.; Kunther, W. Modelling and testing of carbonation effects on hydrated oil-well cements. Cem. Concr. Res. 2011, 41, 588–599. [CrossRef]
27. Papadakis, V.G.; Vayenas, C.G.; Fardis, M.N. Fundamental Modeling and Experimental Investigation of Concrete Carbonation. ACI Mater. J. 1991, 88, 186–196.
28. Maruyama, I.; Nishioka, Y.; Igarashi, G.; Matsui, K. Microstructural and bulk property changes in hardened cement paste during the first drying process. Cem. Concr. Res. 2014, 58, 20–34. [CrossRef]
29. Duguid, A.; Scherer, G.W. Degradation of oilwell cement due to exposure to carbonated brine. Int. J. Greenh. Gas Control 2010, 4, 546–560. [CrossRef]
30. Ngala, V.T.; Page, C.L. Effects of carbonation on pore structure and diffusional properties of hydrated cement pastes. Cem. Concr. Res. 1997, 27, 995–1007. [CrossRef]
31. Morandeu, A.; Thiéry, M.; Dangla, P. Investigation of the carbonation mechanism of CH and C-S-H in terms of kinetics, microstructure changes and moisture properties. Cem. Concr. Res. 2014, 56, 153–170. [CrossRef]
32. De Weerdt, K.; Plusquellec, G.; Revert, A.B.; Geiker, M.R.; Lothenbach, B. Effect of carbonation on the pore solution of mortar. Cem. Concr. Res. 2019, 118, 38–56. [CrossRef]
33. Lota, J.S.; Bensted, J.; Pratt, P.L. Characterisation of an unhydrated Class G oilwell cement. Ind. Ital. Cem. 1998, 172–183.
34. Johannesson, B. Development of a generalized version of the Poisson-Nernst-Planck equations using the hybrid mixture theory: Presentation of 2D numerical examples. Transp. Porous Media 2010, 85, 565–592. [CrossRef]
35. Jensen, M.M.; Johannesson, B.; Geiker, M.R. Framework for reactive mass transport: Phase change modeling of concrete by a coupled mass transport and chemical equilibrium model. Comput. Mater. Sci. 2014, 92, 213–223. [CrossRef]
36. Bennethum, L.; Cushman, J. Multicomponent, multiphase thermodynamics of swelling porous media with electroquasistatics: II. Constitutive theory. Transp. Porous Media 2002, 47, 337–362. [CrossRef]
37. Bennethum, L.; Cushman, J. Multicomponent, multiphase thermodynamics of swelling porous media with electroquasistatics: I. Macroscale field equations. Transp. Porous Media 2002, 47, 309–336. [CrossRef]
38. Zienkiewicz, O.C.; Taylor, R.L.; Zhu, J.Z. The Finite Element Method: Its Basis and Fundamentals; Butterworth-Heinemann: Oxford, UK, 2005; Volume 1.
39. Parkhurst, D.L.; Appelo, C.A.J. *Description of Input and Examples for PHREEQC Version 3—A Computer Program for Speciation, Batch-Reaction, One-Dimensional Transport, and Inverse Geochemical Calculations*; U.S. Geological Survey: Denver, CO, USA, 2013.
40. Charlton, S.R.; Parkhurst, D.L. Modules based on the geochemical model PHREEQC for use in scripting and programming languages. *Comput. Geosci.* 2011, 37, 1653–1663. [CrossRef]
41. Thoenen, T.; Hummel, W.; Berner, U.; Curti, E. The PSI/Nagra Chemical Thermodynamic Database 12/07 Nuclear Energy and Safety Research Department Laboratory for Waste Management (LES); Villigen PSI: Villigen, Switzerland, 2014.
42. Scheffler, G.A.; Plagge, R. A whole range hygric material model: Modelling liquid and vapour transport properties in porous media. *Int. J. Heat Mass Transf.* 2010, 53, 286–296. [CrossRef]
43. Michel, A.; Meson, V.M.; Stang, H.; Geiker, M.R.; Lepech, M. Coupled mass transport chemical and mechanical modelling in cementitious materials: A dual-lattice approach. In *Life Cycle Analysis and Assessment in Civil Engineering: Towards an Integrated Vision: Proceedings of the Sixth International Symposium on Life-Cycle Civil Engineering (IALCCE 2018)*; CRC Press: London, UK, 2018; pp. 965–972.
44. Li, K.; Xu, L.; Stroeven, P.; Shi, C. Materials, and undefined 2021. Water permeability of unsaturated cementitious materials: A review. *Constr. Build. Mater.* 2021, 302, 124168. [CrossRef]
45. Lothenbach, B.; Durdzinski; de Weerdt, K. *A Practical Guide to Microstructural Analysis of Cementitious Materials*; CRC Press: London, UK, 2018.
46. Ghanbarian, B.; Hunt, A.G.; Ewing, R.P.; Sahimi, M. Science society of, and undefined 2013. Tortuosity in porous media: A critical review. *Soil Sci. Soc. Am. J.* 2013, 77, 1461–1477. [CrossRef]
47. Ukrainczyk, N.; Koenders, E.A.B. Representative elementary volumes for 3D modeling of mass transport in cementitious materials. *Model. Simul. Mater. Sci. Eng.* 2014, 22, 035001. [CrossRef]
48. Villain, G.; Thiery, M.; Platret, G. Measurement methods of carbonation profiles in concrete: Thermogravimetry, chemical analysis and gammadensimetry. *Cem. Concr. Res.* 2007, 37, 1182–1192. [CrossRef]
49. Bhatty, J.I. Hydration versus strength in a portland cement developed from domestic mineral wastes—A comparative study. *Thermochim. Acta* 1986, 106, 93–103. [CrossRef]
50. Lothenbach, B.; Winnefeld, F. Thermodynamic modelling of the hydration of Portland cement. *Cem. Concr. Res.* 2006, 36, 209–226. [CrossRef]
51. Rimmele, G.; Barlet-Gouédard, V.; Porcherie, O.; Golfé, B.; Brunet, F. Heterogeneous porosity distribution in Portland cement exposed to CO2-rich fluids. *Cem. Concr. Res.* 2008, 38, 1038–1048. [CrossRef]
52. Shi, Z.; Lothenbach, B.; Geiker, M.R.; Kaufmann, J.; Leemann, A.; Ferreiro, S.; Skibsted, J. Experimental studies and thermodynamic modeling of the carbonation of Portland cement, metakaolin and limestone mortars. *Cem. Concr. Res.* 2016, 88, 60–72. [CrossRef]
53. You, X.; Hu, X.; He, P.; Liu, J.; Shi, C. A review on the modelling of carbonation of hardened and fresh cement-based materials. *Cem. Concr. Compos.* 2022, 125, 104315. [CrossRef]