Abstract. We evaluate the computational performance of the Bernstein-Bezier basis for discontinuous Galerkin (DG) discretizations and show how to exploit properties of derivative and lift operators specific to Bernstein polynomials for an optimal complexity quadrature-free evaluation of the DG formulation. Issues of efficiency and numerical stability are discussed in the context of a model wave propagation problem. We compare the performance of Bernstein-Bezier kernels to both a straightforward and a block-partitioned implementation of nodal DG kernels in a time-explicit GPU-accelerated DG solver. Computational experiments confirm the advantage of Bernstein-Bezier DG kernels over both straightforward and block-partitioned nodal DG kernels at high orders of approximation.

1. Introduction. In early work, Klöckner et al. [1] described how to implement high-order Lagrange discontinuous Galerkin (DG) finite element discretizations [2] of Maxwell’s equations on graphics processing units (GPUs). In this paper, we examine how the choice of high-order Lagrange elements necessitates operations with block dense matrices that create computational bottlenecks, limiting computational throughput on GPUs. We address this issue by investigating on the one hand block-partitioned implementations of kernels involving dense matrix multiplication and on the other hand using a Bernstein-Bezier basis, that induces blocked discretization matrices with sparse non-zero blocks. The former is motivated by GPU memory latency [3, 4] and strategies adopted by optimized linear algebra libraries [5], while the latter is motivated by recent work on efficient algorithms for high order finite element discretizations.

Bernstein polynomials have been known for over a century (see [6] for a survey and retrospective), and are widely used in graphics rendering and computer aided design. However, the study of Bernstein-Bezier polynomials has only recently become an active area of research for high-order finite element discretizations. Both Ainsworth et al. [7, 8] and Kirby and Thinh [9, 10] utilized properties of Bernstein-Bezier polynomials to reduce the operational complexity of stiffness matrix assembly and evaluation of stiffness matrix-vector products for high-order continuous finite element discretizations. Kirby later introduced efficient algorithms for adopting Bernstein-Bezier polynomials in discontinuous Galerkin time-domain discretizations of first order symmetric hyperbolic PDEs [11]. These algorithms have complexity that is asymptotically optimal in the number of degrees of freedom. We extend that work by exposing additional intrinsic structure of Bernstein-Bezier derivative and lift operators to enable an asymptotically optimal implementation of the former and a reduced complexity implementation for the latter.

A number of bases that yield block sparse finite element matrices have been proposed in the literature. Warburton et al. [12] observed that the stiffness matrix for $C^0$ basis functions defined using Jacobi polynomials with a specific choice of parameters yielded very sparse and banded blocks in the discretization of the Laplacian. Similarly, Beuchler et al. [13, 14] proposed using integrated Jacobi polynomials to construct topological basis functions that yield sparse and nearly diagonal stiffness matrices on simplicial meshes. These bases rely on orthogonality properties to sparsify global discretization matrices; in contrast, we leverage properties of Bernstein-Bezier basis functions to simultaneously sparsify elemental derivative operators and factorize elemental lift operators to enable GPU friendly implementations.

The paper is structured as follows - we review the formulation of DG methods for the first order wave equation in Section 2. In Section 3, we describe the discrete formulation, including discussions of polynomial bases and algorithms for GPU architectures. In Section 4, we quantify sensitivity of Bernstein-Bezier DG discretizations to finite precision effects and compare the computational performance of different choices of basis and styles of implementation. Proofs for the properties of different operators under a Bernstein-Bezier basis are included in Appendix A.
2. Variational formulation. We begin with the first order form of the wave equation

\[
\frac{1}{\kappa} \frac{\partial p}{\partial \tau} + \nabla \cdot u = f
\]
\[
\rho \frac{\partial u}{\partial \tau} + \nabla p = 0,
\]

where \( p \) is acoustic pressure, \( u \in \mathbb{R}^3 \) is the vector of velocities, and \( \rho \) and \( \kappa \) are density and bulk modulus, respectively. These equations hold over the domain \( \Omega \) and time \( \tau \in [0, T) \). To simplify presentation, we assume homogeneous forcing \( f = 0 \) and Dirichlet boundary conditions \( p = 0 \) on the domain boundary \( \partial \Omega \).

We assume also that a triangulation of the domain \( \Omega_h = \bigcup_{k=1}^K D^k \) with \( K \) elements is given, where \( D^k \) is a planar tetrahedron with outward facing normal \( n \), and that \( \kappa \) and \( \rho \) are constant over each element. We seek a discrete solution \( p \in V_h \), where \( V_h \) is the space of piecewise polynomials of total degree \( N \) over each element \( D^k \)

\[
V_h = \{ p \in L^2(\Omega), \quad p|_{D^k} \in P^N(D^k) \}, \quad P^N(D^k) = \{ x^i y^j z^k, \ (x, y, z) \in D^k, \ i + j + k \leq N \}.
\]

We discretize the wave equation in space using a discontinuous Galerkin formulation with upwind fluxes [2]. We define scalar and vector-valued jumps over the faces of \( \partial D^k \)

\[
[p] = p^+ - p^-, \quad [u]^+_i - [u]^-_i,
\]

where \( p^+ \) and \( p^- \) are the neighboring and local traces of the solution over a face, respectively. The local semi-discrete form over each element \( D^k \) is

\[
\begin{align*}
\int_{D^k} \frac{1}{\kappa} \frac{\partial p}{\partial \tau} \phi \, dx &= - \int_{D^k} \nabla \cdot u \phi \, dx + \int_{\partial D^k} \frac{1}{2} (\tau_p [p] - n^\cdot [u]) \phi \, dx, \\
\int_{D^k} \rho \frac{\partial u}{\partial \tau} \psi \, dx &= - \int_{D^k} \nabla p \cdot \psi \, dx + \int_{\partial D^k} \frac{1}{2} (\tau_u [u] \cdot n^- - [p]) \psi^- \cdot n^- \, dx,
\end{align*}
\]

where \( \tau_p = 1/\{\rho c\}, \ \tau_u = \{\rho c\} \), and \( c^2 = \kappa/\rho \) is the speed of sound. The discrete solution is determined by requiring the above to hold for all \( v \in V_h \) and all elements \( D^k \).

To impose homogeneous Dirichlet boundary conditions, we enforce the mirror conditions at faces coinciding with the domain boundary

\[
p^+|_{\partial \Omega} = - p^-|_{\partial \Omega}, \quad u^+|_{\partial \Omega} = u^-|_{\partial \Omega}.
\]

Then, it is straightforward to show that, by choosing \( \phi = p \) and \( \psi = u \), that the above formulation is energy stable, such that

\[
\frac{d}{d\tau} \sum_{D^k \in \Omega_h} \int_{D^k} \left( \frac{1}{\kappa} p^2 + \rho u^2 \right) \leq - \frac{1}{2} \sum_{D^k \in \Omega_h} \int_{\partial D^k} \left( \tau_p [p]^2 + \tau_u [u]_n^2 \right).
\]

3. Discrete operators and numerical implementation. Assuming that \( D^k \) is a planar tetrahedron, each element is an affine mapping of a reference tetrahedron \( \hat{D} \), such that for an elemental mapping \( \Phi^k \),

\[
(x, y, z) = \Phi^k (r, s, t), \quad (x, y, z) \in D^k, \quad (r, s, t) \in \hat{D} = \{-1 \leq r, s, t, \quad r + s + t \leq 1 \}.
\]

Derivatives are then computed through the chain rule; introducing the matrix of geometric factors \( G^k \), the physical gradient \( \nabla p \) on \( D^k \) is computed as

\[
G^k = \begin{bmatrix} r_x & s_x & t_x \\ r_y & s_y & t_y \\ r_z & s_z & t_z \end{bmatrix}, \quad \nabla p = G^k \hat{\nabla} p,
\]

where \( \hat{\nabla} p \) is the derivative of \( p \) with respect to the reference coordinates.
where $p$ is the vector of degrees of freedom representing a function $p \in V_h$.

We introduce the determinant of the volume Jacobian $J^f$ and determinant of the face Jacobian $J^f_f$ as additional geometric factors. By exploiting the fact that planar simplices are affinely related, and that geometric factors are constant over each element, the DG formulation may be expressed locally as

$$L^f = \int_{\mathcal{D}} \phi_j \phi_i,$$

$$M^f_i = \int_{\mathcal{F}_i} \phi_j \phi_i,$$

where $f_{\mathcal{F}_i}$ is a face of the reference element $\mathcal{D}$. The reference derivative matrices $D^r, D^s, D^t$ are defined as the linear operators such that

$$\sum_{j=1}^{N_p} (D^r p)_j \phi_j = \frac{\partial p}{\partial r}, \quad \sum_{j=1}^{N_p} (D^s p)_j \phi_j = \frac{\partial p}{\partial s}, \quad \sum_{j=1}^{N_p} (D^t p)_j \phi_j = \frac{\partial p}{\partial t}, \quad p = \sum_{j=1}^{N_p} p_j \phi_j,$$

where $p$ is the vector of degrees of freedom representing a function $p \in V_h$.

Assuming a polynomial basis $\{ \phi_i \}_{i=1}^{N_p}$, we define the reference mass matrix $M$ and face mass matrix $M^f$ as

$$M_{ij} = \int_{\mathcal{D}} \phi_j \phi_i, \quad M^f_i = \int_{\mathcal{F}_i} \phi_j \phi_i.$$

By using the “strong” DG formulation, the mass matrix is factored out of the volume terms and removed after multiplying with the inverse mass matrix on both sides. This leaves only the application of a derivative operator, and decreases the number of matrix multiplications required to evaluate the volume term. To evaluate the surface term, the inverse of the mass matrix is fused into the face mass matrices to produce the face lift matrices $L^f$. We define $L$ as the column-concatenation of these lift operators

$$L = (L^1 \vert \ldots \vert L^d).$$

For bases which are rotationally symmetric (including both the Lagrange basis with symmetric point distributions and the Bernstein-Bezier basis), the block-columns of $L$ (the lift matrices $L^f$ for a face) are identical up to row permutations.

These derivative and lift operators can be made sparse under and appropriate choice of basis, and the efficient application of such operators motivates the investigation of the Bernstein-Bezier basis as an alternative to nodal bases in the following sections.
3.1. Choice of polynomial basis. In this work, we consider two choices of local bases which span the space of multi-dimensional polynomials of total degree $N$ on the reference bi-unit right tetrahedron with coordinates $(r, s, t)$. The first basis consists of Lagrange polynomials $\{\ell_{ij}\}_{i,j=1}^{N_p}$ associated with a node set \{\(r_i, s_i, t_i\)\}_{i=1}^{N_p} with dimension
\[
N_p = \frac{(N + 1)(N + 2)(N + 3)}{6}.
\]
These Lagrange basis functions possess the standard interpolatory Kronecker delta property
\[
\ell_i(r_j, s_j, t_j) = \delta_{ij}, \quad 1 \leq i, j \leq N_p.
\]
The numerical stability of operations involving a Lagrange basis depends heavily on the choice of nodes. In this work, we adopt the Warp and Blend nodes [15], which are optimized for interpolation quality. The conditioning of the Vandermonde matrix is also improved under this optimized choice of interpolation nodes.

By choosing a unisolvent nodal set \(\{r_i, s_i, t_i\}\) which includes \((N + 1)(N + 2)/2\) nodes per face and nodes at all vertices, the Lagrange basis may be geometrically decomposed into vertex, edge, face, and interior basis functions. As DG methods couple neighboring elements together through fluxes, the trace of the solution must be computed on shared faces. Since these face traces are polynomial, they can be determined by node-to-node connectivity maps and face degrees of freedom under a Lagrange basis. In comparison, modal (hierarchical and orthogonal) bases require additional computation to evaluate face traces of the solution, or may require orientation-aware procedures to ensure compatibility of traces between neighboring elements.

The second basis under consideration is the Bernstein-Bezier basis of degree $N$. On a tetrahedron, Bernstein polynomials are most easily expressed in terms of barycentric coordinates. For the reference tetrahedron, these coordinates are given in terms of the reference coordinates
\[
\lambda_0 = -\frac{(1 + r + s + t)}{2}, \quad \lambda_1 = \frac{(1 + r)}{2}, \quad \lambda_2 = \frac{(1 + s)}{2}, \quad \lambda_3 = \frac{(1 + t)}{2}.
\]
The Bernstein polynomials of degree $N$ are then simply scaled monomials in the barycentric coordinates
\[
B_{ijkl}^N = C_{ijkl}^N \lambda_0^i \lambda_1^j \lambda_2^k \lambda_3^l, \quad C_{ijkl}^N = \frac{N!}{i!j!k!l!}
\]
where the index $l$ is defined to be $l = N - i - j - k$. The coefficients which define an expansion in terms of Bernstein polynomials are referred to as control points.

The Bernstein-Bezier basis also admits a geometric decomposition into vertex, edge, face, and interior basis functions. Additionally, while Bernstein polynomials do not possess the discrete Kronecker delta property of Lagrange polynomials, each basis function attains its maximum at one node in an equispaced lattice on a tetrahedron. As such, they share many of the convenient properties of Lagrange polynomials as used in nodal DG methods. For example, nodal discontinuous Galerkin methods determine fluxes using node-to-node connectivity maps and degrees of freedom corresponding to face points on two neighboring elements. The jumps of polynomial solutions across a face are then determined using the difference between nodal values at face nodes on each element. Bernstein-Bezier DG implementations may similarly compute the jumps of polynomial solutions using the difference between the Bernstein-Bezier control points on the shared face of two neighboring elements. The correspondence between Bernstein polynomials and equispaced points on a tetrahedron makes it simple and straightforward to incorporate Bernstein polynomials into a classical nodal DG implementation.

3.1.1. Derivative matrices. For both nodal and Bernstein-Bezier bases, derivative matrices have a particular structure. Figure 1 shows the sparsity pattern of nodal and Bernstein-Bezier derivative matrices, where the Bernstein-Bezier derivative is taken with respect to the barycentric coordinate $\lambda_0$. Despite the lack of an explicit formula for nodal bases on simplices, the matrix $D'$ for the Lagrange basis shows some sparsity. This was exploited to generate tuned matrix-multiplication code based on predetermined sparsity patterns by Wozniak et al. in [16]. We take an alternative approach here and explore the Bernstein polynomial basis, which yields sparse and structured derivative operators.

A key property of the Bernstein-Bezier basis is the sparsity of the differentiation matrices, inherited from the property that the derivative of a degree $N$ Bernstein polynomial with respect to a barycentric coordinate
is representable as a linear combination of no more than 4 other degree $N$ Bernstein polynomials. These combinations are explicitly known, and correspond to the sparsity patterns of differentiation matrices. In three dimensions, each index corresponds to the tuple of barycentric indices $(i, j, k, l)$. The sparsity pattern of the derivative matrix with respect to the barycentric coordinate $\lambda_0$ is summarized as follows:

**Lemma 1.** The non-zero rows of a given column $(i, j, k, l)$ of $D^0$ are

\[
D^0_{(i,j,k,l),(i,j,k,l)} = i \\
D^0_{(i-1,j+1,k,l),(i,j,k,l)} = j + 1 \\
D^0_{(i-1,j,k+1,l),(i,j,k,l)} = k + 1 \\
D^0_{(i-1,j,k,l+1),(i,j,k,l)} = l + 1.
\]

Similarly, non-zero rows of $D^1, D^2, D^3$ for a column $(i, j, k, l)$ are

\[
D^1_{(i,j,k,l),(i,j,k,l)} = j, \\
D^1_{(i+1,j-1,k,l),(i,j,k,l)} = i + 1, \\
D^1_{(i,j-1,k+1,l),(i,j,k,l)} = k + 1, \\
D^1_{(i,j-1,k,l+1),(i,j,k,l)} = l + 1, \\
D^2_{(i,j,k,l),(i,j,k,l)} = k, \\
D^2_{(i+1,j,k-1,l),(i,j,k,l)} = i + 1, \\
D^2_{(i,j+1,k-1,l),(i,j,k,l)} = j + 1, \\
D^2_{(i,j,k+1,l-1),(i,j,k,l)} = k + 1, \\
D^2_{(i,j,k,l-1),(i,j,k,l)} = l, \\
D^3_{(i,j,k,l),(i,j,k,l)} = l, \\
D^3_{(i+1,j,k,l-1),(i,j,k,l)} = i + 1, \\
D^3_{(i,j+1,k,l-1),(i,j,k,l)} = j + 1, \\
D^3_{(i,j,k-1,l+1),(i,j,k,l)} = k + 1, \\
D^3_{(i,j,k,l+1),(i,j,k,l)} = l + 1.
\]

The non-zero column indices of $D^1, \ldots, D^4$ can also be determined explicitly:

\[
D^0_{(i,j,k,l),(i,j,k,l)} = i, \\
D^1_{(i,j,k,l),(i,j,k,l)} = j, \\
D^2_{(i,j,k,l),(i,j,k,l)} = k, \\
D^3_{(i,j,k,l),(i,j,k,l)} = l, \\
D^0_{(i,j,k,l),(i+1,j-1,k,l)} = j, \\
D^1_{(i,j,k,l),(i-1,j+1,k,l)} = i, \\
D^2_{(i,j,k,l),(i-1,j,k+1,l)} = i, \\
D^3_{(i,j,k,l),(i-1,j,k,l+1)} = i, \\
D^0_{(i,j,k,l),(i+1,j,k-1,l)} = k, \\
D^1_{(i,j,k,l),(i,j+1,k-1,l)} = j, \\
D^2_{(i,j,k,l),(i,j-1,k+1,l)} = j, \\
D^3_{(i,j,k,l),(i,j-1,k,l+1)} = j, \\
D^0_{(i,j,k,l),(i+1,j,k,l-1)} = l, \\
D^1_{(i,j,k,l),(i,j,k,l-1)} = l, \\
D^2_{(i,j,k,l),(i,j,k,l-1)} = l, \\
D^3_{(i,j,k,l),(i,j,k,l-1)} = l.
\]

The proof of the above is derived using multi-index notation in Appendix A.1, and details of their computational implementation are given in Section 4.2. These derivative operators are most conveniently stored as a list of $N_p \times 4$ row indices. Since the values of $D^0, \ldots, D^3$ are identical, only one additional list of $N_p \times 4$ values is stored and reused for each barycentric derivative.

---

1In general, the derivative of a $d$-dimensional Bernstein polynomial of degree $N$ is representable as a linear combination of at most $(d + 1)$ other degree $N$ Bernstein polynomials.
3.1.2. Lift matrices. For nodal bases, the lift matrix is dense, without any evident underlying structure. However, for the Bernstein-Bezier basis, the lift matrix $L$ displays a rich structure that allows for a more efficient evaluation of its matrix-vector product. To explain this structure, we begin by recalling several useful facts about the Bernstein-Bezier basis.

We introduce the two-dimensional degree elevation operator $E_{N-1}^N$, which expresses polynomials of degree $N-i$ on a triangle as degree $N$ polynomials on a triangle (for $i \leq N$). For Bernstein polynomials, the process of degree elevation between consecutive degrees is very efficient - a two-dimensional degree elevation operator $E_{N-1}^N$ contains at most $3$ entries per row irrespective of the degree $N$.\footnote{In general, a $(d-1)$ dimensional degree elevation operator $E_{N-1}^N$ contains at most $d$ entries per row.} Degree elevation between arbitrary degrees is similarly achieved by composing one-degree elevation operators $E_{N-1}^N = E_{N-2}^N E_{N-1}^{N-1} \ldots E_{N-i}^{N-i+1}$.

We note that degree elevation operators may also be used to restrict a face (two-dimensional) mass matrix of degree $N$ to a face mass matrix of lower degree, i.e.

$$M_{N-1,j}^f = (E_{N-1}^N)^T M_{N,N}^f E_{N-1}^N.$$ 

For this reason, we refer to the transpose of the degree elevation operator as the degree reduction operator.

We consider the lift matrix for a single face $L^f$. We observe the following structure: let $N_p^f$ and $(N-i)_p^f$ be the dimension of the total degree $N$ and $(N-i)$ polynomial spaces on a triangular face, respectively. For convenience, we assume that the degrees of freedom are ordered such that the first $N_p^f$ are associated with the face $f$, the next $(N-1)_p^f$ are associated with the layer of equispaced nodes in the direction normal to the face, and so on. Then, there exist scaling constants $\ell_i$ such that lift matrix displays the structure

$$L^f = \begin{pmatrix} L_0 \\ \vdots \\ L_N \end{pmatrix} = \begin{pmatrix} L_0 \\ \ell_1 (E_{N-1}^N)^T L_0 \\ \vdots \\ \ell_N (E_0^N)^T L_0 \end{pmatrix}, \quad L_i \in \mathbb{R}^{(N-i)_p^f \times N_p^f},$$

where $\ell_1, \ldots, \ell_N$ and $L_0$ are given explicitly by

$$\ell_i = (-1)^i \frac{\binom{N}{i}}{1 + i}, \quad L_0 = \frac{(N+1)^2}{2} (E_N^{N+1})^T E_N^{N+1}.$$ 

Supporting lemmas and additional properties of the Bernstein-Bezier lift matrix are given in Appendix A.3.
Let \( p^f \) be the flux degrees of freedom for a given face. It is then possible to apply \( L^f \) to \( p^f \) using degree reduction and \( L_0 \). Assuming the degrees of freedom are ordered as described above, we define the face reduction matrix \( E_L^f \) in terms of degree reduction operators:

\[
E_L^f = \begin{pmatrix}
I \\
\ell_1 (E_{N-1}^N)^T \\
\ell_2 (E_{N-2}^N)^T \\
\vdots \\
\ell_N (E_0^N)^T
\end{pmatrix}.
\]

Then, the face lift matrix \( L^f \) may be factorized as

\[
L^f = E_L^f L_0.
\]

Each degree reduction operator can be decomposed into the product of one-degree reduction operators

\[
(E_{N-i}^N)^T = (E_{N-i+1}^N)^T (E_{N-i+2}^N)^T \ldots (E_{N-1}^N)^T.
\]

Fast algorithms for Bernstein polynomials typically exploit the fact that one-degree reduction operator is sparse, containing at most \( d+1 \) non-zero entries per row in \( d \) dimensions. To apply the face reduction matrix \( E_L^f \) requires applying at most \((N+1)\) triangular degree reduction operations to \((N+1)\) sets of triangular face data. Expanding degree reduction operators as the product of one-degree reduction operators gives

\[
E_L^f = \begin{pmatrix}
I \\
\ell_1 (E_{N-1}^N)^T \\
\ell_2 (E_{N-2}^N)^T (E_{N-1}^N)^T \\
\vdots \\
\ell_N (E_0^N)^T (E_1^N)^T \ldots (E_{N-1}^N)^T
\end{pmatrix}.
\]

The application \( E_L^f \) to a vector of \((N+1)(N+2)/2\) coefficients \( u^f \) is described in Algorithm 1. Figure 3 shows an illustration of this algorithm for applying the lift matrix, which can be interpreted as a slice-by-slice sweep through a simplex. \( L_0 \) may be applied in a sparse manner as there are no more than 7 non-zero entries per row (independent of \( N \), yielding an asymptotic cost of \( O(Nd^{d-1}) \). Since the main cost of the algorithm is \( N \) one-degree reductions of cost \( O(N^2) \) each, this results in an asymptotically optimal complexity of \( O(N^3) = O(N^d) \) operations, which improves upon the \( O(N^4) = O(N^{d+1}) \) asymptotic complexity of applying the inverse of the mass matrix using techniques in [11]. Additionally, while the implementation of Algorithm 1 requires more memory for intermediate storage, it does not increase the asymptotic memory cost.

Despite the optimal asymptotic complexity of Algorithm 1, the implementation of this approach on many-core architectures suffers from several drawbacks. For example, for implementations where threads are parallelized over degrees of freedom, a synchronization is required after each one-degree reduction to
ensure that the result is available in memory before applying the next degree reduction. This can be costly, as these points of synchronization effectively serialize the code. We address this cost by introducing a second method of applying the lift matrix which is faster for low orders of approximation.

We wish to determine $p_L$, which results from the application of the lift matrix $L$ applied to the flux vector over all tetrahedral faces

$$p_L = L \begin{pmatrix} p^1 \\ \vdots \\ p^4 \end{pmatrix} = (L^1 | \ldots | L^4) \begin{pmatrix} p^1 \\ \vdots \\ p^4 \end{pmatrix}.$$ 

For convenience, we define the lift reduction matrix $E_L$ by concatenating matrices $E_{fL}$ for each face of the tetrahedron

$$E_L = (E_{fL}^1 | \ldots | E_{fL}^4),$$

where, due to rotational symmetry of the Bernstein-Bezier basis, the block columns $E_{fL}^1, E_{fL}^2, E_{fL}^3, E_{fL}^4$ are identical up to row permutation. Then, $p_L$ may be determined in two steps

$$p_{Lf}^f = L_0 p_f^f, \quad f = 1, \ldots , 4$$

$$p_L = E_L (p_{Lf}^1 | \ldots | p_{Lf}^4).$$

This procedure effectively factorizes the lift matrix $L$ into the lift reduction matrix $E_L$ and the smaller matrix $L_0$. By exploiting the sparsity of both $E_L$ and $L_0$, the above factorization can be made more efficient than a direct application of the lift matrix for sufficiently large $N$.

The sparsity pattern of $E_L$ is such that there are at most $N_f^f + 3$ entries per row for a tetrahedron. In comparison, the face reduction matrix $E_{fL}^f$ contains rows with $N_{p}^f$ non-zero entries. Thus, despite the fact that the lift reduction matrix $E_L$ is the concatenation of four face reduction matrices $E_{fL}^f$, the number of non-zeros per row does not increase greatly. Additionally, the number of non-zeros per row of $E_L$ varies less between rows than the number of non-zeros per row of $E_{fL}^f$. This suggests the storage $E_L$ in sparse format using two fixed width arrays containing values and column indices, where the width is equal to the maximum number of non-zeros in a row of $E_L$.

Finally, numerical evidence suggests that applying the Bernstein-Bezier lift matrix through the above factorization may be more numerically stable than direct multiplication. This is discussed in more detail in Section 4.1.

4. Numerical results. In the following sections, we examine the behavior of the Bernstein polynomial basis compared to a nodal basis, focusing on numerical stability in Section 4.1 and computational efficiency in Sections 4.3 and 4.4.
4.1. Sensitivity to roundoff. While Bernstein polynomials may offer significant computational advantages compared to nodal polynomials, their numerical stability remains in question. Since the Bernstein-Bezier basis consists of monomials in barycentric coordinates, the condition number of the mass and Vandermonde matrices increases exponentially with the degree $N$ [17, 18]. Despite this drawback, numerically stable computations are often still possible through algorithms which exploit properties (such as positivity) of the Bernstein-Bezier basis [19, 17]. The issue of numerical stability is only exacerbated for GPU computations. While computations on modern GPUs can be done in double precision, peak performance is achievable only through single precision computations. Since all results in this paper are computed in single precision, we wish to quantify the impact of finite-precision effects on the accuracy of nodal and Bernstein-Bezier bases.

Since we do not invert either matrix, we consider the conditioning of matrix multiplication. Assuming the 2-norm, straightforward manipulations [20] give

$$
\frac{\| \hat{A} \hat{x} - A \hat{x} \|}{\| A \hat{x} \|} \leq \frac{\| A \| \| x \|}{\| A \hat{x} \|} \epsilon_{Ax} \leq \frac{\| A \|}{\min_{x \neq 0} \frac{\| A \hat{x} \|}{\| x \|}} \epsilon_{Ax} \leq \frac{\sigma_1}{\sigma_r} \epsilon_{Ax}.
$$

where $r$ is the rank of $A$, and the relative error $\epsilon_{Ax}$ is

$$
\epsilon = \left( \frac{\| A - \hat{A} \|}{\| A \|} + \frac{\| \hat{x} - x \|}{\| x \|} + \frac{\| A - \hat{A} \|}{\| A \|} \frac{\| x \|}{\| \hat{x} \|} \right).
$$

This implies that the condition number, defined as the ratio of the largest and smallest non-zero singular values

$$
(4) \quad \kappa(A) = \frac{\sigma_1}{\sigma_r}, \quad \sigma_{r+1} = 0,
$$

can be used to measure the conditioning of matrix multiplication. Figure 4 compares the conditioning of the derivative and lift matrices $L^f$ under both nodal and Bernstein-Bezier bases. As the degree $N$ increases, the condition number of the Bernstein (barycentric) derivative matrix is observed to remain small relative to the condition number of the nodal derivative matrix. However, the converse is true for the lift matrix, where the Bernstein lift matrix is observed to be more poorly conditioned than the nodal lift matrix. This is somewhat alleviated by decomposing the application of the Bernstein lift into an application of $L_0$ and $E_L$. The condition number of $L_0$ is very tame, and the condition number of $E_L$ is about half an order of magnitude smaller than that of the full Bernstein lift matrix.
### Min/max values of the lift matrix

| Min (Nodal) | Max (Nodal) | Min (Bernstein) | Max (Bernstein) |
|------------|-------------|----------------|-----------------|
| 0          | 1500        | -20            | 40              |
| 0          | 1000        | -50            | 20              |
| 0          | 500         | -1000          | -20             |
| 0          | 1000        | -1500          | -40             |

### Min/max values of the Bernstein lift decomposition

| Min ($E_L$) | Max ($E_L$) | Min ($L_0$) | Max ($L_0$) |
|------------|-------------|-------------|-------------|
| 0          | 300         | -20         | 50          |
| 0          | 150         | -100        | 25           |
| 0          | 50          | -500        | -25          |
| 0          | 100         | -1500       | -50          |

Fig. 5: Minimum and maximum values over all entries of the lift matrix using nodal and Bernstein-Bezier bases, as well as minimum and maximum values of entries in the decomposition of the Bernstein lift matrix into $L_0$ and $E_L$, which grow much less rapidly than the min/max values of the Bernstein lift matrix.

An additional source of finite precision effects may stem from large variations in magnitude of positive and negative entries in the lift matrix. Figure 5 plots the minimum and maximum values of the lift matrix $L$ under both Bernstein and nodal bases. While the minimum and maximum values of nodal lift matrices remain small in magnitude as $N$ increases, the minimum and maximum values of the Bernstein lift matrix increase rapidly in magnitude. This can exacerbate numerical cancellation when directly computing using the Bernstein lift matrix. However, the entries of $L_0$ and $E_L$ do not grow as rapidly with increasing $N$, suggesting that using the decomposition of the lift matrix may be more numerically robust than directly computing with the lift matrix $L$.

Finally, we examine numerically the behavior of the error over time for both nodal and Bernstein-Bezier bases. For a cube domain $\Omega = [-0.5, 0.5]^3$, we compare the $L^2$ error between the approximated and exact solution to the acoustic wave equation with $\rho = \kappa = 1$

$$p(x, y, z, \tau) = \cos(\pi x) \cos(\pi y) \cos(\pi z) \cos(\sqrt{3}\pi \tau)$$

at various times and orders of approximation $N$. The initial condition for the Bernstein-Bezier basis is determined by interpolating the solution using the nodal basis, then determining the Bernstein coefficients through a change of basis. The conditioning of this change of basis depends on the choice of interpolation nodes used, as the transformation between Legendre (modal) and nodal basis is well conditioned for an appropriate choice of points [2], and the transformation between Legendre and Bernstein polynomials is reasonably conditioned [21]. In our experiments, we use the optimized Warp and Blend interpolation points of Warburton [15], and observe that the condition number of the Bernstein-Vandermonde matrix to be $O(10^3)$ at $N = 9$, implying a loss of at most three digits of accuracy. If the control points of the Lagrange interpolant are computed in double precision before converting to single precision, the effect of this conditioning is negligible for moderate $N$. Recent work in [22] gives a more algorithms for stable transformations between Lagrange and Bernstein-Bezier bases of arbitrary order.

Since both nodal and Bernstein-Bezier bases span the same high order polynomial space, they produce the same result in the presence of no roundoff error. To quantify the effect of roundoff, we examine the behavior of the solution over time for orders of approximation $N = 5, 6, 7$ using a mesh of 1536 tetrahedral elements. In all cases, the approximation error is below the single precision threshold in order to ascertain the effect of roundoff error on the kernels for each basis. Figure 6 shows the $L^2$ error over time for each
degree $N$. While the error for both both nodal and Bernstein-Bezier bases remains at approximately single precision from time $\tau \in [0, 25]$, the magnitude of $L^2$ error under the Bernstein-Bezier basis is equal to or less than that of the nodal basis. This suggests that Bernstein polynomials are not only sufficiently well-conditioned for single precision computations, but that the Bernstein-Bezier basis is at least as numerically stable as nodal polynomials at high orders of approximation.

4.2. Computational implementation. The computational work involved in a time-explicit upwind DG solver consists of the evaluation of the right hand side and the solution update. The implementation of such solvers on GPUs typically divides this work into three relevant kernels

- A volume kernel, which computes contributions to the right hand side resulting from volumetric derivative terms in the discrete formulation (3).
- A surface kernel, which computes both numerical fluxes and contributions to the right hand side resulting from trace terms in the discrete formulation (3).
- An update kernel, which updates the solution in time.

For the update kernel, we use a low-storage 4th order Runge-Kutta method [23] in this work, though any standard explicit time marching scheme may be used. Since the structure of the update kernel is identical for both nodal and Bernstein polynomials, we do not analyze its performance in detail here. We note, however, that a different choice of time marching scheme will change the runtime of the update step, and therefore impact any speedups reported in the total runtime.

In the following sections, we compare the Bernstein volume and surface kernels to reference nodal DG volume and surface kernels. Common to these kernel are computational parameters $K_V$, $K_S$ and $K_U$, which refer to the number of elements processed by each thread block. By tuning these parameters, the number of threads can be made close to a multiple of 32, the number of concurrently processed threads per thread block [1]. For all reported results, the block sizes $K_V$, $K_S$, and $K_U$ have been optimized to minimize runtime. We also include a comparison between highly optimized nodal DG volume and surface kernels based on blocked matrix multiplication, using strategies adopted in GPU implementations of BLAS routines [24, 25, 5]. Due to the partitioning of computational work for each strategy, we will refer to the former implementation as “node-per-thread” and the latter as “element-per-thread”

4.2.1. Nodal DG volume and surface kernels. The implementation of the node-per-thread (NPT) reference volume kernel and surface kernel for nodal DG follows [1]. The nodal volume kernel loads three dense differentiation matrices progressively from global device memory to registers via L2/L1 caches. Each thread computes the derivative at a single node, calculating the inner product of a row of each differentiation matrix with the nodal element solution vectors. This row wise reduction typically involves a loop carried dependency of the serial thread reduction, with instruction level parallelism limited to the number of independent fields being differentiated. The surface kernel retrieves neighboring data on shared faces and computes numerical
fluxes. Similarly to the volume kernel, the surface kernel loads the lift matrix progressively from global memory and applies it to the elemental vector of nodal numerical flux values in an analogous manner to the application of derivative matrices.

In comparison, the element-per-thread (EPT) kernels use a divide and conquer strategy inspired by GPU implementations of the BLAS matrix-multiplication subroutine \texttt{sgemm} [5] by effectively extending the one-element-per thread strategy described by Fuhr et al. in [26]. In this version of the kernel, the work is partitioned into blockwise matrix-multiplications with the sub-blocks of local matrices staged in shared memory. Each thread is responsible for applying these local blocks to all (volume or surface) nodes in a single element. To maximize throughput, each thread loads a single nodal value for each field at a time, then increments the derivatives or lifted values at a subset of output nodes in the element. The results are then staged in an array of thread-local registers. Block partitioning the matrix-matrix multiplication does require more loads than the NPT algorithm; however, this is offset by the reuse of the manually cached blocks of each matrix for multiple elements. A significant advantage of this one thread per element approach is that the number of threads can be tuned to exactly match the number of SIMT lanes in the wide vector processing GPU cores. On the Nvidia GTX 980 GPU used for computational tests in this paper, the SIMD width is 32, and since the differentiation matrices are manually cached in shared memory, they are guaranteed to be reused at least 32 times, compared to a much smaller number of times in the NPT nodal volume kernel. Additionally, by matching the number of collaborative threads to the number of SIMD lanes we do not need to introduce local memory fences when the threads collaboratively load sub-blocks of the differentiation matrices. Finally, we note that while the behavior of the EPT strategy is similar to that of a DG strategy using CUBLAS [27], we have observed that CUBLAS is a constant factor faster for all orders tested, though EPT uses less global memory.

Due to the data layout of the EPT nodal DG kernels, the work of the surface kernel is separated into a “Lift” kernel (which applies the lift matrix in a blocked fashion) and an additional “Flux” kernel (which computes numerical fluxes and writes them to global memory). The update kernel is taken to be the same between the NPT nodal, EPT nodal, and Bernstein-Bezier DG kernels. We note that alternative implementations, such as the fusing of different kernels together, may yield additional speedup.

4.2.2. Bernstein-Bezier volume and surface kernels. Specialized volume and surface kernels must be constructed to efficiently utilize the properties of Bernstein polynomials given in Lemma 1 and Section 3.1.2. While we use a node-per-thread data layout for the Bernstein-Bezier kernels, the application of the derivative and lift matrices is done in a sparse manner. The implementation of the sparse Bernstein-Bezier volume and lift kernels are described in more detail in Algorithms 2 and 3. The lift matrix may also be applied using the optimal complexity approach outlined in Algorithm 1, which is referred to as the \textit{optimal} Bernstein surface kernel for the remainder of this work.

We experimented with several different ways to apply the Bernstein derivative and lift matrices. The most straightforward approach is to store column indices for each row, which may then be loaded in a data-parallel manner over threads. Each thread computes the dot product of a sparse row of a derivative matrix with the local solution vector. For each row, four indices for each derivative matrix (with a total of four derivatives with respect to barycentric coordinates) are loaded, as well as a single set of four floating point numbers containing the values of the derivative matrices (which are identical across all derivatives). The implementation of the surface kernel also followed this pattern. This compressed storage significantly improves performance by decreasing the required data movement to apply local matrices. Additionally, indices were packed into 128-bit \texttt{int4} and \texttt{float4} arrays to minimize the number of required memory transactions.

For the volume kernel, since the sparsity pattern of the derivative operators is explicitly known, another option is to simply store the barycentric tuple \((i, j, k, l)\) for each row of the matrix and determine the four non-zero column indices based on known formulas. This may be additionally compressed by noting that \(i, j, k, l \leq N\). For most reasonable values of \(N\), these four indices may be bitmasked and stored within the bits of a single integer. This compresses the representation of the derivative matrix to the storage of a single integer array of size \(N_p\), which is then unpacked and used to determine non-zero column indices and values of derivative matrices. However, we found in practice that this resulted in a slower application of the derivative matrix than simply loading four column indices per row of \(D^i\), possibly due to extra integer arithmetic in
Algorithm 2 Bernstein-Bezier DG volume kernel

1: \textbf{parfor} each element $D^k$ do
2: \hspace{1em} \textbf{parfor} volume degrees of freedom $i = 1, \ldots, N_p$ do
3: \hspace{2em} Load geometric factors and solution variables from global memory into shared memory.
4: \hspace{1em} \textbf{end parfor}
5: \textbf{end parfor}
6: \textbf{parfor} each element $D^k$ do
7: \hspace{1em} \textbf{parfor} volume degrees of freedom $i = 1, \ldots, N_p$ do
8: \hspace{2em} Load the four nonzero entries of the $i$th row of the derivative matrices.
9: \hspace{2em} for $j = 1, \ldots, 4$ do
10: \hspace{3em} Load the indices $c^0_j, \ldots, c^3_j$ such that $(D^k)_{i,c^k_j} \neq 0$ for $k = 0, \ldots, d$.
11: \hspace{3em} Compute expansion coefficients $(p^k)_i$ of solution barycentric derivatives using $D^0, \ldots, D^3$
12: \hspace{3em} $(p^k)_i = (p^k)_i + D^k_{i,c^k_j} p^k_{c^k_j}$.
13: \hspace{1em} Compute derivatives with respect to reference coordinates using the chain rule
14: \hspace{2em} $\frac{\partial p}{\partial r} = \frac{1}{2} \left( \frac{\partial p}{\partial \lambda_1} - \frac{\partial p}{\partial \lambda_0} \right)$,
15: \hspace{2em} $\frac{\partial p}{\partial s} = \frac{1}{2} \left( \frac{\partial p}{\partial \lambda_2} - \frac{\partial p}{\partial \lambda_0} \right)$,
16: \hspace{2em} $\frac{\partial p}{\partial t} = \frac{1}{2} \left( \frac{\partial p}{\partial \lambda_3} - \frac{\partial p}{\partial \lambda_0} \right)$.
17: \hspace{1em} \textbf{end parfor}
18: \textbf{end parfor}

determining non-zero column indices.

Finally, while a node-per-thread strategy has been adopted for the Bernstein-Bezier basis, it is also possible to implement the application of derivative and lift matrices using an element-per-thread strategy. However, due to the sparsity of the Bernstein derivative and lift matrices, it is unclear how to implement the block-partitioning used in the element-per-thread strategy. We therefore avoided the use of block-partitioning when constructing element-per-thread versions of Bernstein-Bezier kernels. Since the element-per-thread version of the Bernstein-Bezier volume kernel is more straightforward to extrapolate, we discuss an element-per-thread implementation of the Bernstein-Bezier lift kernel, which applies the lift reduction matrix $E_L$.

We experimented with the application of the lift reduction matrix $E_L$ as both a sparse matrix and as the product of degree reduction operators, as discussed in Section 3.1.2. Under an element-per-thread parallelization, the latter strategy becomes more computationally attractive, since consecutive one-degree reductions can be done on each thread without requiring synchronizations. By using a size $N_f^2$ thread-local register array and applying the lift reduction matrix face-by-face, it possible to perform in-place applications of degree reductions using three nested loops. Additionally, recalling that the face reduction matrices $E_1^L, \ldots, E_3^L$ are row permutations of $E_0^L$, these permutations can be explicitly determined by looping over appropriate barycentric indices when writing out to global memory. Unfortunately, despite these optimizations, both element-per-thread implementations of the lift reduction matrix proved much slower than the blocked element-per-thread nodal DG lift kernel at higher $N$ and did not yield significant speedup at lower $N$, possibly due to the heavy use of register memory. We will explore more efficient element-per-thread implementations of Bernstein-Bezier kernels in future work.

4.3. Runtime comparisons. Due to optimizations which take advantage of sparsity, the Bernstein-Bezier volume and surface kernels introduce some overhead compared to the volume and surface kernels for a nodal basis. As a result, the runtime of the Bernstein volume and surface kernels is slower at $N = 1$. However, as noted previously, the Bernstein-Bezier basis may also utilize nodal volume and surface kernels due to each Bernstein-Bezier basis function being associated with an equispaced node on the tetrahedron. Thus, Bernstein polynomials can always be made to perform at least as well as nodal polynomials for any
Algorithm 3 Bernstein-Bezier DG surface kernel (non-optimal)

1: \textbf{parfor} each element $D^k$ do
2: \hspace{1em} for faces $f = 1, \ldots, 4$ do
3: \hspace{2em} \textbf{parfor} trace degrees of freedom $i = 1, \ldots, N_p^f$ do
4: \hspace{3em} Load surface normals, Jacobian scalings, and solution traces from global memory.
5: \hspace{3em} Compute coefficients $p_{L}^f$ of the numerical flux for face $f$.
6: \hspace{3em} Store geometric factors/fluxes in shared memory.
7: \hspace{2em} end parfor
8: \hspace{1em} end parfor

9: \textbf{parfor} each element $D^k$ do
10: \hspace{1em} for faces $f = 1, \ldots, 4$ do
11: \hspace{2em} \textbf{parfor} trace degrees of freedom $i = 1, \ldots, N_p^f$ do
12: \hspace{3em} for $j = 1, \ldots, 7$ do
13: \hspace{4em} Load values and column indices $c_j$ where $(L_0)_{i,c_j} \neq 0$, apply $L_0$ to $p_{L}^f$
14: \hspace{4em} $(p_{L}^f)_i = (p_{L}^f)_i + (L_0)_{i,c_j} p_{c_j}^f$
15: \hspace{4em} Store $(p_{L}^f)_i$ in shared memory.
16: \hspace{3em} end parfor
17: \hspace{2em} end parfor
18: \textbf{parfor} each element $D^k$ do
19: \hspace{1em} \textbf{parfor} volume degrees of freedom $i = 1, \ldots, N_p$ do
20: \hspace{2em} for $f = 1, \ldots, 4$ do
21: \hspace{3em} for $j = 1, \ldots, N_p^f + 3$ do
22: \hspace{4em} Load values and column indices $c_j$ where $(E_{L}^f)_{i,c_j} \neq 0$, apply $E_{L}^f$ to $p_{L}^f$
23: \hspace{4em} $R_i = R_i + (E_{L}^f)_{i,c_j} (p_{L}^f)_{c_j}$
24: \hspace{3em} end parfor
25: \hspace{2em} end parfor
26: \hspace{1em} end parfor
27: \hspace{1em} end parfor

order of approximation.

We run timing tests by performing fifty right hand side evaluations (ten timesteps using 4th order RK) on a mesh of size $K = 98304$ for orders of approximation $N = 1, \ldots, 9$. Computational parameters are optimized for each different value of $N$. Figure 7 shows a kernel-by-kernel breakdown of the total runtime, and Figure 8 shows the achieved speedup (relative to NPT and EPT nodal kernels) attained by using a Bernstein-Bezier basis. We note that we have only covered a small number of implementations of the reference nodal kernels. Other implementations can also be adopted to improve performance at higher orders. For example, the use of an optimized matrix-multiplication library is observed to achieve a total speedup of $1.6 \times$ for $N = 6$ to $N = 8$ [27].

The throughput performance of the Bernstein-Bezier volume kernel compares very favorably with both the NPT and EPT nodal volume kernels. In comparison to the NPT nodal kernels, the Bernstein volume kernel achieves $2.5 \times$ speedup at $N = 4$ and increases to over $16 \times$ speedup at $N = 9$. In comparison to the EPT nodal kernels, the Bernstein volume kernel achieves a $1.6 \times$ speedup at $N = 4$, which increases to a $7.6 \times$ speedup at $N = 9$. At medium to high order, the sparsity of the Bernstein-Bezier differentiation matrices frees up considerable L1/L2 cache space. This advantageous because, while the L1/L2 caching of derivative matrices in the NPT nodal volume kernel may improve performance, GPU cache latency far exceeds that of
Fig. 7: Per-kernel runtimes for nodal and Bernstein-Bezier bases. Runtimes are recorded for ten RK4 timesteps on a mesh of 98304 elements.

shared and register memory [3, 4]. Additionally, the multiplication of each row entry with the corresponding degrees of freedom can be done with a fixed number of floating point operations using a limited number of registers, and the accumulation of these multiplications can be scheduled to take advantage of instruction level parallelism. Finally, the reduced storage costs for sparse derivative matrices also increases occupancy by decreasing register pressure compared to the NPT and EPT nodal volume kernels.

The surface kernel speedups are more modest. At degrees $N = 4$ and $N = 5$, the Bernstein surface kernel is roughly two times faster than the NPT nodal surface kernel. This improves as $N$ increases, reaching a $2.75 \times$ speedup at $N = 9$. In comparison to the blocked EPT nodal surface kernel (counting both kernel runtimes for the computational of the numerical flux and application of the lift operator), the performance of the Bernstein surface kernel is roughly $2 \times$ faster from $N = 2$ to $N = 6$. For $N > 6$, the Bernstein surface kernel is only around $1.6 \times$ faster than the EPT nodal surface kernel. This may be due in part to the separation of the flux computation from the lift application, which introduces additional global memory transactions.

Asymptotically, the Bernstein surface kernel is only 4 times faster than the nodal surface kernel, since the cost of applying $E_L$ involves multiplication by a sparse matrix with approximately $N_p^f$ entries per row. In comparison, the lift matrix $L$ contains $4N_p^f$ entries per row. This asymptotic speedup is improved by utilizing the optimal Bernstein surface kernel, which results in an $O(N^3)$ cost in three dimensions. Since the complexity of the nodal surface kernel is $O(N^5)$ in three dimensions, the speedup of the optimal Bernstein
surface kernel over the nodal surface kernel does not asymptote as $N$ increases.

The total runtime of all the Bernstein kernels (volume, surface, update) involved in one right hand side evaluation (volume, surface, and update) is improved at higher orders as well. At $N = 5$, one Bernstein right hand side is roughly twice as fast as a nodal right hand side evaluation. At $N = 8$, the Bernstein right hand side evaluation is $3.13 \times$ faster than the nodal right hand side evaluation, while at $N = 9$, the Bernstein evaluation is roughly $4 \times$ faster than the nodal evaluation. If the optimal Bernstein surface kernel is used, the total Bernstein right hand side evaluation becomes $5 \times$ faster than the total nodal right hand side evaluation.

If Bernstein total runtime is compared to the total runtime of the EPT nodal kernels, the speedup is more modest, achieving $2 \times$ speedup at $N = 6$ and $2.8 \times$ speedup at $N = 9$. The speedup of the total Bernstein runtimes over the total EPT nodal runtime improves to $3.5 \times$ at $N = 9$ if the optimal Bernstein surface kernel is used.

4.4. Performance and roofline analysis. In this section, we present results which quantify the difference in computational performance between implementations of nodal and Bernstein polynomials. All results were run on an Nvidia GTX 980, and the solvers was implemented in the Open Concurrent Compute Abstraction framework (OCCA) [28, 29] for clarity and portability.

Figures 9 and 10 show the profiled computational performance and bandwidth of the nodal NPT, nodal EPT, and Bernstein kernels. The two implementations of nodal DG kernels exhibit very different performance characteristics. NPT nodal volume and surface kernels achieve performance of roughly a teraflop for $N > 4$, while the bandwidth of both kernels decreases further and further as $N$ increases. In comparison, the EPT nodal kernels achieve around twice the computational performance of the NPT nodal kernels (achieving and maintaining close to two teraflops for $N > 5$) by trading higher effective bandwidth usage for improved throughput. The bandwidth of the EPT nodal kernels is also improved at higher orders of approximation, though this is also in part due to the redundant loading of nodal solution values. However, the performance of both kernels are limited by their extensive use of shared memory or memory caches for staging matrix blocks or solution nodal values.

In comparison to the NPT nodal kernels, the Bernstein kernels show lower computational performance and improved throughput at high orders of approximation. The volume kernel achieves a lower performance of around 600 GFLOPS/s at all orders, but the bandwidth does not degrade as $N$ increases, remaining
Fig. 9: Achieved computational performance (TFLOPS/s) for volume and surface kernels using nodal and Bernstein-Bezier bases.

Fig. 10: Achieved bandwidth (GB/s) for volume and surface kernels using nodal and Bernstein-Bezier bases.

steady near the peak bandwidth. The surface kernel behaves similarly, showing decreased computational performance with increased throughput, though the bandwidth still decreases at sufficiently high $N$. In comparison, the optimal Bernstein surface kernel sustains near-constant GFLOPS/s and bandwidth as $N$ increases, though at a much lower percentage of the peak performance.

A convenient visualization of computational performance is the Roofline model [30], which sets an upper bound on the rate of floating point operations (FLOPS/s) based on the arithmetic intensity of a given kernel. The arithmetic intensity is defined as the work done per unit of data loaded

$$\text{arithmetic intensity} = \frac{\text{FLOPs performed}}{\text{bytes loaded}}.$$  

The roofline then produces an upper bound based on the theoretically attainable performance, defined as

$$\text{attainable performance} = \min (\text{arithmetic intensity} \times \text{peak bandwidth}, \text{peak GFLOPS/s}).$$

This bound indicates that the peak attainable performance increases with arithmetic intensity until peak computational performance is reached, at which point the roofline flattens out. Plotting the achieved performance (GFLOPS per second) of each kernel against the arithmetic intensity (GFLOPS per GB of data
loaded) results in a point which lies somewhere below the roofline bound. The distance of each point to the roofline is indicative of performance “ceilings”, which prevent peak performance due to the structure of the kernel.

The two extremes of performance lie at the bottom left and top right of the roofline plot. The bottom left of the roofline bound represents the bandwidth or data-bound regime, where a small number of computations are performed for each byte of data loaded. The top right of the roofline (where the bound flattens out) indicates that a kernel is compute or FLOP-bound, and that a large number of computations are performed for each data load. The approach towards kernel optimization depend on whether a kernel is bandwidth-bound or compute-bound.

Figure 11 presents roofline plots of the volume and surface kernels for nodal and Bernstein-Bezier bases at orders of approximation $N = 1, \ldots, 9$. For nodal bases, the achieved computational performance of both the volume and surface kernel stalls at higher orders. This is alleviated for the EPT nodal kernels, where manual management of fast memory greatly improves performance at higher $N$ relative to the NPT nodal kernels. We note that, while the EPT nodal kernels perform the same number of operations as the nodal kernels, the operational intensity differs due to the fact that the recorded bandwidth is increased by loading some data redundantly.

For the Bernstein-Bezier basis, the arithmetic intensity is decreased at higher polynomial degrees by sparsifying the derivative and lift operators. As a result, the Bernstein derivative kernel delivers roughly the same computational performance and operational intensity independently of polynomial order. The performance of the Bernstein surface kernel is similar to that of the nodal surface kernel, but with similar performance observed at lower operational intensities. The optimal Bernstein surface kernel behaves similarly to the Bernstein derivative kernel, with the ratio of computational performance and operational intensity remaining relatively constant for $N > 1$. The outlying roofline point for the optimal Bernstein surface kernel in Figure 11 corresponds to $N = 1$.

Since the roofline provides a tighter bound on attainable performance than the peak performance (which is typically only achieved under very specific computational scenarios), we can also use the ratio between observed and attainable performance to measure the percentage of computational efficiency achieved. As noted in [27], this percentage is equal to the ratio of achieved bandwidth to peak bandwidth for bandwidth-bound kernels. Figure 12 shows the percentage of computational efficiency of volume and surface kernels under each basis. The efficiency of the NPT nodal volume and surface kernels decreases to around 20% at large $N$; in comparison, the efficiency of the EPT nodal kernels maintain a higher efficiency around 60% (with the exact percentage fluctuating depending on the order). In comparison, the Bernstein volume kernel maintains a high percentage of efficiency between 75 – 80% for the volume kernel. The Bernstein surface kernel does appear to lose efficiency at higher orders; however, this degradation is delayed until around $N = 5$, whereas the NPT nodal surface kernel shows efficiency loss for $N > 1$. In contrast, the efficiency of
the optimal Bernstein surface kernel increases constantly with $N$, remaining around 40% for all $N > 1$.

5. Conclusions and future work. We have presented a comparison of GPU-accelerated implementations of DG using node-per-thread (NPT) matrix-multiplication kernels, element-per-thread (EPT) blocked matrix-multiplication kernels, and specialized kernels which take advantage of properties of the Bernstein-Bezier basis. The efficient application of sparse Bernstein derivative matrices is discussed, and a factorization of the lift matrix is presented which allows for both faster application and more numerically stable computations.

Two methods for applying the Bernstein-Bezier lift matrix are also presented. The first method takes advantage of the sparsity of the factorized lift matrix and is faster $N \leq 6$, while the second method results in asymptotically optimal complexity and improved performance at very high orders of approximation. Computational results demonstrate the degradation of performance for straightforward implementations of the volume and surface kernels at high orders of approximation, and suggest that high order Bernstein-Bezier bases have the potential to provide an efficient alternative to high order nodal bases for DG time domain methods. GPU-accelerated implementations of Bernstein-Bezier DG are observed to yield 2× speedups over straightforward implementations of nodal DG at orders $N = 4, 5$, which improves to a 5× speedup at $N = 9$.

We note that the Bernstein-Bezier basis achieves the largest speedup over the nodal basis at very high orders of approximation. However, additional barriers exist which reduce the efficiency of very high order time-explicit DG methods, the most evident of which is the CFL condition. It is well-known that, for a mesh size $h$ and polynomial degree $N$, the stable timestep restriction for upwind DG scales as

$$dt \leq C \frac{h}{N^2},$$

where $C$ is some constant which depends on the physical wavespeed. Some advances have been made in addressing the restrictiveness of this condition. Warburton and Hagstrom introduced an filter implicitly defined by transferring the solution to and from a dual grid [31]. Under such a filter, the stable timestep restriction can be shown to be improved to

$$dt \leq C \frac{h}{N}.$$

Reyna and Li showed that the central DG method results in a similar timestep restriction [32]. Xu, Chen, and Liu introduced additional conservation constraints (enforced through either Lagrange multipliers or penalization) based on propagation of the solution average forward in time [33]. The incorporation of such methods will also be necessary to alleviate the onerous timestep restriction at very high orders of approximation.
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Appendix A. Properties of Bernstein-Bezier operators.

Bernstein-Bezier polynomials in \( d \) dimensions are typically described using a multi-index notation. For example, for \( d = 3 \), a basis function \( B_{ijk}^N(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) is notated as \( B_{\alpha}^N(\lambda) \), where \( \alpha, \lambda \in \mathbb{R}^{d+1} \). In three dimensions, the multi-index \( \alpha = (\alpha_0, \ldots, \alpha_3) \) corresponds to the tuple of barycentric indices \( (i, j, k, l) \) and \( \lambda \) corresponds to the vector of barycentric coordinates \( (\lambda_1, \ldots, \lambda_4) \). We introduce notation for the comparison and summation of multi-indices as well

\[
|\alpha| := \sum_{j=0}^{d} \alpha_j, \\
\alpha \leq \beta \quad \text{if} \quad \alpha_i \leq \beta_i, \quad \forall i = 0, \ldots, d.
\]

Under this notation, Bernstein polynomials have a very compact dimension-independent representation in terms of barycentric coordinates.

We will also refer to hierarchical orthogonal (modal) polynomials using a similar multi-index notation. Let \( r \in \mathbb{R}^d \) be the vector of coordinates on the reference tetrahedron \( \hat{D} \); then, we introduce a hierarchical orthogonal basis \( L_\gamma(r) \) with multi-index \( \gamma \in \mathbb{R}^d \) such that

\[
\int_\hat{D} L_\nu(r)L_\gamma(r) = 0, \quad \nu \neq \gamma \\
L_\gamma(r) \in P^N(\hat{D}), \quad |\gamma| \leq N.
\]

For convenience, we also use multi-index notation to refer to entries of matrices and vectors associated with Bernstein and modal polynomials.

Bernstein polynomials yield two useful properties. The first is that degree elevation is sparse; in other words, a Bernstein polynomial of degree \( N - 1 \) may be represented using no more than \( d + 1 \) Bernstein polynomials of degree \( N \). Degree elevation of a Bernstein polynomial \( B_{\alpha}^{N-1} \) can be written explicitly as

\[
B_{\alpha}^{N-1} = \sum_{j=0}^{d} \frac{\alpha_j + 1}{N} B_{\alpha + e_j}^N,
\]

where \( e_j \) is the \( j \)th canonical vector. The second useful property of Bernstein polynomials is the sparsity of differentiation. The derivative of a Bernstein polynomial \( B_{\alpha}^N \) with respect to a barycentric coordinate \( \lambda_i \) is \( NB_{\alpha-e_i}^{N-1} \). For example, if \( i = 0 \)

\[
\frac{\partial B_{\alpha}^N}{\partial \lambda_0} = \frac{\partial}{\partial \lambda_0} \frac{N!}{1!j!k!l!} \lambda_0^j \lambda_1^k \lambda_2^l = N \frac{(N - 1)!}{(i-1)!j!k!l!} \lambda_0^{i-1} \lambda_1^l \lambda_2^l = NB_{\alpha-e_0}^{N-1}.
\]

These are used to show properties of derivative and lift operators for Bernstein polynomials.

A.1. Derivative operators. Combining degree elevation and differentiation formulas gives the sparsity of the barycentric derivative matrices \( D_0, \ldots, D^3 \) explicitly:

**Lemma 2.** Assume \( D^i \) is the derivative operator w.r.t. \( i \)th barycentric coordinate, and that \( \alpha, \beta \) are multi-indices. For a fixed column \( \beta \), the non-zero row entries of \( D^i \) have indices \( \alpha \) such that

\[
D^i_{\alpha, \beta} = \alpha_j + 1, \quad \alpha = \beta - e_i + e_j, \quad j = 0, \ldots, d
\]

For a fixed row \( \alpha \), the non-zero column entries of \( D^i \) have indices \( \beta \) such that

\[
D_{\alpha, \beta}^i = \alpha_j, \quad \beta = \alpha + e_i - e_j, \quad j = 0, \ldots, d.
\]
Proof. A column of $D^i$ is characterized by the representation of the derivative of $B^N_\alpha$ as a linear combination of Bernstein polynomials of the same degree. By the above formulas for degree elevation and the barycentric derivative of $B^N_\alpha$,

$$\frac{\partial}{\partial \lambda_i} B^N_\alpha = N B^{N-1}_{\alpha-e_i} = \sum_{j=0}^{d} (\alpha_j + 1) B^N_{\alpha-e_i+e_j},$$

which gives the row indices $\beta$ for a given column $\alpha$ of $D^i$. The column indices $\beta$ of a row with index $\alpha$ are straightforward to determine based on this relation.

A.2. Degree reduction operators. We show here some useful properties of the degree reduction operator, which are used to derive the structure of the Bernstein lift matrix. We will make use of the fact that a Bernstein mass matrix of degree $N$ in any dimension contains only $(N+1)$ distinct eigenvalues $\lambda_i^N$, whose explicit expressions are given in [34]. The multiplicity of each eigenvalue corresponds to the dimension of the eigenspace, each of which consists of polynomials orthogonal to all polynomials of degree $i-1$ for $0 < i \leq N$.

Lemma 3. Suppose $p \in P^N(\tilde{D})$. Let $T$ be the transformation matrix such that

$$p = \sum_{|\gamma| \leq N} c^\gamma L_\gamma = \sum_{|\alpha| = N} c^\alpha B^N_\alpha, \quad c^\beta = T c^\gamma,$$

where $L_\gamma, B^N_\alpha$ are modal and Bernstein polynomials, respectively. Then,

$$T^{-1}_{N-i} \left( E^N_{N-i} \right)^T T_N = \tilde{D}.$$

Suppose $0 \leq k \leq N$, and let $\lambda_k^N, \lambda_{k-i}^N$ be the distinct eigenvalues of $M_N$ and $M_{N-i}$, respectively. The entries of $D$ are given as

$$\tilde{D}_{\nu,\gamma} = \begin{cases} \lambda_{|\gamma|}^{N-i}/\lambda_{|\gamma|}^N, & \nu = \gamma \\ 0, & \text{otherwise} \end{cases} \quad \tilde{D} \in \mathbb{R}^{(N-i)_p \times N_p},$$

where $N_p, (N-i)_p$ are the dimensions of the space of polynomials of total degree $N$ and $(N-i)$, respectively.

Proof. The degree elevation operator satisfies

$$(E^N_{N-i})^T M_{N,N} = M_{N-i,N},$$

where we have dropped the dimension-dependent superscripts on $M^d_{N,N}$ for clarity. Rearrangement and multiplying by changes of basis from each side gives

$$T^{-1}_{N-i} \left( E^N_{N-i} \right)^T T_N = (T^{-1}_{N-i} M_{N-i,N} T_N) \left( T^{-1}_{N} M^{-1}_{N} T_N \right).$$

Since $L_\gamma$ are orthogonal with respect to the $L^2$ inner product induced by the mass matrix, $M_N$ is a diagonal matrix under the change of basis $T_N$, with entries

$$\left( T^{-1}_{N} M^{-1}_{N} T_N \right)_{\gamma,\gamma} = 1/\lambda_{|\gamma|}^N,$$

where $\lambda_{|\gamma|}^N$ is the $|\gamma|$th distinct eigenvalue of $M_{N,N}$. By similar orthogonality arguments, $(T^{-1}_{N-i} M_{N-i,N} T_N)$ is a rectangular matrix with entries

$$\left( T^{-1}_{N-i} M_{N-i,N} T_N \right)_{\nu,\gamma} = \begin{cases} 0, & \nu \neq \gamma \\ \lambda_{|\gamma|}^{N-i}, & \nu = \gamma \end{cases}$$

This result implies that, while degree reduction does not preserve modes exactly, it preserves separation between the modes. This is simplest to see in 1D, where transforming the degree reduction operator to a modal basis results in a rectangular diagonal matrix with more columns than rows. Straightforward computations give the following corollary:
Corollary 4. Under a transformation to a modal (orthogonal polynomial) basis, $E_{N-i}^N (E_{N-i}^N)^T$ is diagonal, with entries

$$
\begin{pmatrix}
T_N^{-1} E_{N-i}^N (E_{N-i}^N)^T T_N
\end{pmatrix}_{\gamma \gamma} = \begin{cases} 
0, & |\gamma| > (N - i), \\
\lambda_i^{N-i} / \lambda_i^N, & |\gamma| \leq (N - i). 
\end{cases}
$$

In other words, the composition of degree reduction and elevation results only in the scaling or truncation of individual polynomial modes.

A.3. Lift matrices. We observe that the Bernstein-Bezier lift matrix for a single face $f$ on a $d$-dimensional simplex is of the form

$$
L = M^{-1} M_f = \begin{bmatrix}
\ell_0 L_0 \\
\ell_1 (E_{N-1}^N)^T L_0 \\
\vdots \\
\ell_N (E_0^N)^T L_0
\end{bmatrix},
$$

where $E_{N-i}^N$ is the degree elevation operator from degree $N-i$ polynomials on a $(d-1)$ dimensional simplex, and

$$
L_0 = \frac{(N+1)^2}{2} (E_{N+1}^N)^T E_N^{N+1}
$$

and the constants $\ell_1, \ldots, \ell_N$ have the explicit representation

$$
\ell_j = (-1)^j \frac{N!}{j! (N-j)!}.
$$

Coincidentally, $\ell_j$ are also the coefficients of the Bernstein-Bezier representation of the one-dimensional Lagrange polynomial $\ell_{\text{GRJ}}$ which is unity at $r = -1$ and zero at the remaining $N$ GRJ-(0,0) quadrature points. These polynomials relate strongly to $hp$ finite element trace constants on simplices, which are derived as extremal eigenvalues of a generalized eigenvalue problem. The corresponding extremal eigenfunction is constructed using $\ell_{\text{GRJ}}$ [35].

We also observe connections between $L_0$ and $hp$ trace constants for the face of a $d$-dimensional simplex. These constants are related to the lift matrix through the generalized eigenvalue problem involving the face mass matrix $M_f$, the mass matrix $M$.

Lemma 5. The eigenvalues of $L_0$ are scalings of the non-zero eigenvalues $\lambda_i$ of the generalized eigenvalue problem

$$
M_f u = \lambda_i M u.
$$

Proof. Expressions for the generalized eigenvalues,

$$
\lambda_i = \frac{(N + i + d)(N + 1 - i)}{2}, \quad i = 0, \ldots, N,
$$

can be explicitly derived for a $d$-dimensional simplex from expressions in [35] for $M_f$ under a modal basis.

Kirby [11], Farouki [36], and Derrenic [34] derive that the unique eigenvalues of the degree $N$ reference Bernstein mass matrix in $d$ dimensions are

$$
\lambda_i^N = \frac{(N!)^2 d!}{(N + i + d)!(N-i)!}.
$$

Recall that, for $n \leq N$, under the transformation $T_N$ to a hierarchical orthogonal (modal) polynomial basis,

$$
T_N (E_i^N)^T T_n^{-1} = \text{diag} \left( \frac{\lambda_0^N}{\lambda_0^N}, \ldots, \frac{\lambda_i^N}{\lambda_i^N}, 0, \ldots, 0 \right).
$$
This implies that $L_0 = \frac{(N+1)^2}{2} (E_{N+1}^T)^T E_{N+1}^T$ has eigenvalues
\[
\lambda(L_0) = \frac{(N+1)^2}{2} \left( \frac{\lambda_0^N}{\lambda_0^{N+1}} \right), \ldots, \frac{(N+1)^2}{2} \left( \frac{\lambda_N^N}{\lambda_N^{N+1}} \right)
\]
where $\lambda_i^N$ are eigenvalues for degree $N$ Bernstein mass matrices in dimension $d-1$. The proof is completed by noting that the formula for $\frac{\lambda_i^N}{\lambda_i^{N+1}}$ reduces to
\[
\frac{\lambda_i^N}{\lambda_i^{N+1}} = \frac{(N+i+d)(N+1-i)}{(N+1)^2}.
\]
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