BIASES AMONG CONGRUENCE CLASSES FOR PARTS IN $k$-REGULAR PARTITIONS
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Abstract. For integers $k, t \geq 2$ and $1 \leq r \leq t$, let $D_k(r, t; n)$ be the number of parts among all $k$-regular partitions (i.e., partitions of $n$ where all parts have multiplicity less than $k$) of $n$ that are congruent to $r$ modulo $t$. Using the circle method, we obtain the asymptotic

$$D_k(r, t; n) = \frac{3^\frac{7}{4} e^{\sqrt{\frac{2\pi}{3}}} n^{\frac{3}{4}}(\log k + \left(\frac{3\sqrt{K\log k}}{8\sqrt{6\pi}} - \frac{t\pi(k-1)K^\frac{1}{2}}{2\sqrt{6}} \left(\frac{r}{t} - \frac{1}{2}\right)\right)n^{-\frac{1}{2}} + O(n^{-1})}{\pi 2^\frac{7}{4} K_n^\frac{1}{4} K^\frac{1}{2} \sqrt{6}(r_t - 1^2)}$$

where $K = 1 - \frac{1}{k}$. The main term of this asymptotic does not depend on $r$, and so if $P_k(n)$ is the total number of parts among all $k$-regular partitions of $n$, we have that $D_k(r, t; n)/P_k(n) \to \frac{1}{t}$ as $n \to \infty$. Thus, in a weak asymptotic sense, the parts are equidistributed among congruence classes. However, inspection of the lower order terms indicates a bias towards the lower congruence classes; that is, for $1 \leq r < s \leq t$ we have $D_k(r, t; n) \geq D_k(s, t; n)$ for sufficiently large $n$. We make this inequality explicit, showing that for $3 \leq k \leq 10$ and $2 \leq t \leq 10$, the inequality $D_k(r, t; n) > D_k(s, t; n)$ holds for all $n \geq 17$.

1. Introduction

A partition of a positive integer $n$ is a nonincreasing sequence $\lambda = (\lambda_1, \ldots, \lambda_\ell)$ of positive integers which sum to $n$, which we denote by $\lambda \vdash n$. The $\lambda_j$ are called the parts of the partition $\lambda$. Partitions are widely studied throughout both classical and modern mathematics, and of particular interest are asymptotic expansions and exact formulae for counting functions related to partitions. In particular, let $p(n)$ be the number of partitions of $n$. Hardy and Ramanujan [10] famously discovered the following asymptotic formula for $p(n)$:

$$p(n) \sim \frac{1}{4n\sqrt{3}} e^{\pi\sqrt{\frac{2n}{3}}}.$$  \hspace{1cm} (1.1)

Their proof was revolutionary, as it birthed the circle method, a now ubiquitous tool in analytic number theory used to extract asymptotic expansions for the coefficients of generating functions which have manageable singularities on the unit circle.

A natural question that has been asked recently is how many parts among the partitions of $n$ lie in some specified arithmetic progression. In particular, Beckwith and Mertens [2, 3] answered this question. Formally, for positive integers $1 \leq r \leq t$ and $n \geq 1$, they defined the function$^1$

$$T(r, t; n) := \sum_{\lambda \vdash n} \#\{\lambda_j : \lambda_j \equiv r \pmod{t}\}.$$
and they proved (see [2, Theorem 1.3]) that
\[
T(r, t; n) = e^{\pi \sqrt{\frac{r}{t}}} n^{-1/2} \left( \log(n) - \log\left(\frac{\pi^2}{6}\right) - 2\left(\psi \left(\frac{r}{t}\right) + \log(t)\right) + O\left(n^{-\frac{1}{2}} \log(n)\right) \right)
\]
(1.2)
where \(\psi(x) := \frac{\Gamma'(x)}{\Gamma(x)}\) is the logarithmic derivative of the Gamma function.

In a similar spirit, Craig considered partitions where all of the parts are distinct, where it is known that
\[
q(n) := \#\{\lambda \vdash n : \lambda \text{ has distinct parts}\} \sim \frac{3\pi}{12n^2} e^{\pi \sqrt{n}}.
\]
Craig [7] proved asymptotics for the number of parts congruent to \(r \pmod{t}\) among partitions of \(n\) into distinct parts. Craig defines\(^2\)
\[
D(r, t; n) := \sum_{\lambda \vdash n, \lambda \in D} \#\{\lambda_j : \lambda_j \equiv r \pmod{t}\},
\]
where \(D\) denotes the set of partitions with distinct parts, and he then proves that
\[
D(r, t; n) = \frac{3\pi^2}{2\pi tr^4} \left( \log(2) + \left( \frac{\sqrt{3} \log(2)}{8\pi} - \frac{t\pi}{4\sqrt{3}} \left( \frac{r}{t} - \frac{1}{2} \right) \right) n^{-1/2} + O(n^{-1}) \right).
\]
(1.3)
Unlike equation (1.2), notice that the \(\psi\) function does not appear in this asymptotic. This difference arises from the properties of the different generating functions.

Here, we generalize Craig’s work by considering partitions where no part is repeated \(k\) or more times. These are referred to as the \(k\)-regular partitions. Notice that these are a direct generalization of distinct partitions, which are the 2-regular partitions. In this case, the work of Hagis (see [9, Corollary 4.1]) yields an asymptotic formula for the number of \(k\)-regular partitions of \(n\), which we denote by \(p_k(n)\). Rewritten using the asymptotics for \(I\)-Bessel functions (see [8, p. 1040.1]) we have for \(K := 1 - 1/k\) that
\[
p_k(n) \sim \left(\frac{K}{96k^2 n^2}\right)^{1/4} e^{\pi \sqrt{\frac{2Kn}{n}}}. \]

We extend and refine Craig’s results to \(k\)-regular partitions for any \(k \geq 2\). We thus define
\[
D_k(r, t; n) := \sum_{\lambda \vdash n, \lambda \in D_k} \#\{\lambda_j : \lambda_j \equiv r \pmod{t}\},
\]
where \(D_k\) denotes the collection of all \(k\)-regular partitions. Note that, in our notation, we have \(D(r, t; n) = D_2(r, t; n)\). We prove the following asymptotic formula for \(D_k(r, t; n)\).

**Theorem 1.1.** Let \(t, k \geq 2\) and \(1 \leq r \leq t\) be fixed integers. If \(K := 1 - 1/k\), then as \(n \to \infty\) we have
\[
D_k(r, t; n) = \frac{3\pi^2}{\pi t 2^4 K^{\frac{1}{2}} n^{\frac{1}{2}} K^\frac{1}{4}} \left( \log k + \left( \frac{3\sqrt{K} \log k}{8\sqrt{6} \pi} - \frac{t\pi (k-1)K^{1/4}}{2\sqrt{6}} \left( \frac{r}{t} - \frac{1}{2} \right) \right) n^{-1/2} + O(n^{-1}) \right).
\]
Remark. In the $k = 2$ case, we recover Theorem 1.1 of Craig in [7]. However, we refine Craig’s methods to improve the relevant error terms in an explicit version of this theorem which is used to prove Theorem 1.3. For a more detailed discussion, see the remark following Lemma 3.8.

Example. Here we demonstrate the accuracy of the approximation of $D_k(r; t; n)$ in Theorem 1.1. Let $\hat{D}_k(r; t; n)$ denote the asymptotic obtained in Theorem 1.1 by ignoring all terms which are $O\left(n^{-\frac{k}{2}}e^{\pi\sqrt{2kn}}\right)$, and let $Q_k(r; t; n) := \frac{D_k(r; t; n)}{\hat{D}_k(r; t; n)}$. The following table illustrates the convergence of $Q_k(r; t; n)$ to 1 as $n \to \infty$.

| $n$ | 10 | 100 | 1000 | 10000 |
|-----|----|-----|------|-------|
| $Q_3(1, 4; n)$ | 1.02401 | 1.00616 | 1.00249 | 1.00084 |
| $Q_3(2, 4; n)$ | 1.06157 | 1.00469 | 1.00233 | 1.00083 |
| $Q_4(1, 4; n)$ | 0.97589 | 1.01034 | 1.00401 | 1.00135 |
| $Q_4(2, 4; n)$ | 0.97172 | 1.00691 | 1.00366 | 1.00131 |

**Figure 1.** Numerics for Theorem 1.1

Notice that the main term in the asymptotics given in Theorem 1.1 and equations (1.2) and (1.3) does not depend on $r$. Thus, asymptotically, the parts are equidistributed among congruence classes modulo $t$. That is if $P(n)$ (respectively $P_k(n)$) denotes the number of parts in partitions (respectively $k$-regular partitions) of $n$, then $\frac{T(r; t; n)}{P(n)} \to \frac{1}{t}$ and $\frac{D_k(r; t; n)}{P_k(n)} \to \frac{1}{t}$ as $n \to \infty$. However, this equidistribution in the weak sense does not prohibit biases among the congruence classes; in fact, inspection of the lower order terms reveals the true structure of this bias. In particular, since $\psi\left(\frac{t}{s}\right)$ and $\frac{t}{s}$ are increasing functions of $r$ for $1 \leq r \leq t$, equations (1.2) and (1.3) imply biases towards parts lying in lower congruence classes mod $t$ for parts in partitions of $n$ and for parts in $k$-regular partitions of $n$. Specifically, the asymptotics derived by Beckwith, Mertens, and Craig imply that $T(r; t; n) \geq T(s; t; n)$ and $D_2(r; t; n) \geq D_2(s; t; n)$ for $1 \leq r < s \leq t$ and for sufficiently large $n$. We obtain an analogous corollary.

**Corollary 1.2.** Let $k, t \geq 2$ and $1 \leq r < s \leq t$, then we have that

$$D_k(r; t; n) - D_k(s; t; n) = \frac{e^{\pi\sqrt{2kn}}}{4t^{2k/3}K^{1/3}n^{k/6}} \left((s - r)n^{-\frac{k}{2}} + O(n^{-1})\right),$$

and thus $D_k(r; t; n) \geq D_k(s; t; n)$ for sufficiently large $n$.

Remark. Note that the simple identity

$$\prod_{n=1}^{\infty} \frac{1 - x^{nk}}{1 - x^n} = \prod_{n=1}^{\infty} (1 + \cdots + x^{n(k-1)})$$

implies that the number $p_k(n)$ of $k$-regular partitions of $n$ is the same as the number of partitions of $n$ into parts which are not divisible by $k$, which we refer to as the $k$-indivisible partitions. Using the same techniques as in this paper, we may prove an asymptotic for the number of parts in $k$-indivisible partitions of $n$ which are congruent to $r$ mod $t$. For $k, t$ coprime, this once again implies equidistribution in the weak sense. However, the biases which emerge from the lower order
terms are completely different and much more difficult to analyze, due to the interaction between the \( k \)-multiplicative and \( t \)-multiplicative structure. These biases will be addressed in a subsequent paper by the authors [11]. To illustrate the complexity of these biases, in Figure 2 we give a table of all possible orderings of \( \{1, \ldots, t\} \) induced by the biases in parts of \( k \)-indivisible partitions among congruence classes for \( t = 7 \). Notice that for \( k = 2 \), the congruence class 2 (mod 7) occurs in the fifth position. The bias against the residue class 2 (mod 7) may be explained by the fact that smallest allowed part which is 2 (mod 7) is 9. Similarly, for \( k = 6,13,10,20 \) the transposition of 7,6 (mod 7) may be accounted for because the congruence class of 6 (mod 7) includes 6,13,20 as its smallest members. However, for \( k = 12 \), there is a bias against the residue class 5 (mod 7) because its second smallest member is excluded as a part in 12-indivisible partitions. Thus the ordering is not only not induced by the ordering on integers, it is not even induced by the ordering on integers once we lift to the smallest allowed part in \( k \)-indivisible partitions.

| \( k \)   | 1 | 2 | 3 | 4 | 5 | 6 |
|---------|---|---|---|---|---|---|
| \( k = 2 \) | 1 | 3 | 5 | 7 | 2 | 4 |
| \( k = 3 \) | 1 | 2 | 4 | 5 | 7 | 3 |
| \( k = 4 \) | 1 | 2 | 3 | 5 | 6 | 7 |
| \( k = 5 \) | 1 | 2 | 3 | 4 | 6 | 7 |
| \( k = 6,10,13,20 \) | 1 | 2 | 3 | 4 | 5 | 7 |
| \( k = 12 \) | 1 | 2 | 3 | 4 | 6 | 5 |
| All other \( k \) | 1 | 2 | 3 | 4 | 5 | 6 |

**Figure 2.** Biases among congruence classes mod \( t \) for \( k \)-indivisible partitions for \( t = 7 \), from most common to least common.

Corollary 1.2 confirms the heuristic that smaller parts occur more often than large ones in partitions of some fixed integer \( n \), and these occupy the lower congruence classes mod \( t \). This argument does not apply directly for distinct partitions as in the work of Craig; however, it points to the general theme. Remarkably, numerics suggest that the biases for \( T(r,t;n) \) and \( D_k(r,t;n) \) have no counterexamples for \( k \geq 3 \), and that for \( D_2(r,t;n) \) the counterexamples only occur for \( n \leq 8 \). This observation led Craig to develop an explicit version of Theorem 1.1 for \( k = 2 \), which we extend to the case of all \( k \)-regular partitions (see Theorem 4.1 for details). As a result, we obtain the following theorem.

**Theorem 1.3.** Suppose that \( 2 \leq k \leq 10, 2 \leq t \leq 10, \) and \( 1 \leq r < s \leq t \). Then

1. The weak inequality \( D_k(r,t;n) \geq D_k(s,t;n) \) holds for all \( n \geq 1, k \geq 3 \) and \( n \geq 9, k = 2 \).
2. The strong inequality \( D_k(r,t;n) > D_k(s,t;n) \) holds for all \( n \geq 17 \).

**Remark.** As \( t \) increases, there are stable counterexamples for the strong inequality, namely the counterexamples \( (r,s,t,n) = (t-1,t,t+3) \) for \( k = 2 \), \( (t-1,t,t+2) \) for \( k = 3 \) and \( (t-1,t,t,t) \) for all other \( k \). This occurs for the following reasons:

1. For \( t \) at least 6, \( k = 2 \) and \( n = t+3 \), the only occurrence of \( t-1 \) and \( t \) in the partitions of \( n \) is \( (t,3),(t,2,1),(t-1,4),(t-1,3,1) \). Thus these counterexamples persist because \( q(3) = q(4) \).
2. For \( t \) at least 5, \( k = 3 \) and \( n = t + 2 \), the only occurrence of \( t-1 \) and \( t \) in the partitions of \( n \) is \( (t,2),(t,1,1),(t-1,3),(t-1,2,1) \). Thus these persist because \( p_3(2) = p_3(3) \).
(3) For \( t \) at least 4 and \( n = t \), the only occurrence of \( t - 1 \) and \( t \) in the partitions of \( n \) is \((t), (t-1, 1)\). Thus these persist because \( p(0) = p(1) \).

In light of this fact and the numerical checks the authors conjecture the following.

**Conjecture 1.4.** If \( t \geq 6 \) and \( 1 \leq r < s \leq t \), \( k \geq 3 \), then for \( n \geq 1 \) we have \( D_k(r, t; n) \geq D_k(s, t; n) \). Further, for \( k \geq 2 \) if \( n > \max\{t + 3, 16\} \), the strict inequality \( D_k(r, t; n) > D_k(s, t; n) \) holds.

The proof of Theorem 1.3 relies on a finite computer search which we perform after making the error terms in Theorem 1.1 explicit. To prove Theorem 1.1, we make use of a distinct variation on Hardy and Ramanujan’s circle method originally due to Wright (see for example [4, 13, 16]). Unlike traditional applications of the circle method where modularity (specifically, a modular transformation law) is used to estimate generating functions near singularities, the relevant generating function for \( D_k(r, t; n) \) is not modular. However, the generating function may be broken up into two components, the first of which is modular and whose transformation law can be used to obtain estimates. The second component may be expressed as a sum of polylogarithms, and classical Euler-Maclaurin summation yields another method for computing asymptotic expansions. These estimates may then be combined to produce the asymptotic expansion for \( D_k(r, t; n) \) via Wright’s circle method.

The paper is organized as follows. In Section 2, we recall known results which inform our approach, including a variant of Wright’s circle method (see Theorem 2.2) and an explicit version of Euler-Maclaurin summation proven in [7] (see Proposition 2.1). In Section 3, we derive a convenient form of the generating function for \( D_k(r, t; n) \) and use it to obtain bounds on the major and minor arcs for use in the circle method. Section 4 then goes through the application of these explicit asymptotics to prove Theorems 1.1 and 4.1 along with Theorem 1.3.
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2. Preliminaries

2.1. Bernoulli Polynomials and Polylogarithms. In this subsection, we recall the Bernoulli polynomials as well as polylogarithms and several of their properties. The generating function for
the Bernoulli polynomials is given in [8, (24.2.3)] by
\[ \sum_{n \geq 0} B_n(x) \frac{t^n}{n!} := \frac{te^{xt}}{e^t - 1}. \]

The *Bernoulli numbers* are defined by \( B_n := B_n(0) \). Throughout the paper we freely use Lehmer’s classical bound [12] on the size of Bernoulli polynomials for \( x \in [0, 1] \), which says for \( n \geq 2 \) that
\[ |B_n(x)| \leq \frac{2\zeta(n)n!}{(2\pi)^n}, \tag{2.1} \]
where \( \zeta(s) := \sum_{n \geq 1} n^{-s} \) is the *Riemann zeta function*. We also recall that \( B_{2n+1} = 0 \) for \( n > 0 \).

We now recall from [8, p. 25.12.10] that the *polylogarithm* \( \text{Li}_s(q) \) for \( s \in \mathbb{C} \) is defined for \( |q| < 1 \) by
\[ \text{Li}_s(q) := \sum_{n \geq 1} q^n n^{-s} \]
and for other \( q \) by analytic continuation. In particular, \( \text{Li}_0(q) = \frac{q}{1-q} \) for \( q \neq 1 \). A simple consequence of this definition is that if \( q = e^{-z} \), then
\[ \frac{\partial}{\partial z} \text{Li}_s(q) = -\text{Li}_{s-1}(q). \tag{2.2} \]

We require two primary results concerning polylogarithms. The first is a series expansion near \( q = 1 \) given in [8, p. 25.12.12], whereby for \( q = e^{-z} \) and \( |z| < 2\pi \) we have
\[ \text{Li}_s(q) = \Gamma(1 - s) z^{s-1} + \sum_{n=0}^{\infty} \zeta(s-n) \frac{(-z)^n}{n!}. \tag{2.3} \]

The second is a method of expressing \( \text{Li}_{-N}(q) \) for positive integer \( N \) as a rational function of \( q \). Namely, [15] gives
\[ \text{Li}_{-N}(q) = \frac{1}{(1-q)^{N+1}} \sum_{m=0}^{N-1} \binom{N}{m} q^{N-m}, \tag{2.4} \]
where \( \binom{N}{m} \) are the *Eulerian numbers*, that is the number of permutations of \( \{1, \ldots, N\} \) in which exactly \( m \) elements are greater than the previous element.

### 2.2. Classical Results on the Partition Generating Function.

In this subsection, we recall the *partition generating function* given by
\[ \mathcal{P}(q) := \sum_{n \geq 0} p(n) q^n = \prod_{n \geq 1} \frac{1}{1-q^n}, \]
which converges absolutely for \( |q| < 1 \). For later convenience, we recall the standard *q-Pochhammer symbol* \( (a; q)_\infty \) defined by
\[ (a; q)_\infty := \prod_{n \geq 1} (1 - aq^{n-1}). \]

For \( |q| < 1 \), we have \( \mathcal{P}(q) = (q, q)_\infty^{-1} \). We require a few classical results concerning \( \mathcal{P}(q) \) and \( p(n) \). The first is an absolute bound on \( \log \mathcal{P}(q) \) when \( 0 < q < 1 \) and the second is a subexponential bound on \( p(n) \), together these can be found in [14, Ch. 10.4.1-2] as exercises. Thus, for \( 0 < q < 1 \)
and $n \geq 1$, we have that
\[
\log \mathcal{P}(q) \leq \frac{\pi^2}{6(1 - q)}, \tag{2.5}
\]
\[
p(n) \leq e^{(\pi^2/6+1)\sqrt{n}}. \tag{2.6}
\]
The bound (2.6) is a crude version of Hardy-Ramanujan’s asymptotic given in (1.1). We also require Euler’s pentagonal number theorem, which may be stated as
\[
\mathcal{P}(q)^{-1} = 1 + \sum_{m \geq 1} (-1)^m \left( q^{m(3m+1)/2} + q^{m(3m-1)/2} \right). \tag{2.7}
\]
Finally, we make extensive use of the modular transformation law for $\mathcal{P}(q)$, which can be found in [1, Thm. 5.1] and which we state here for convenience:
\[
\mathcal{P}(e^{-z}) = \sqrt{\frac{2}{2\pi}} \exp \left( \frac{\pi^2}{6z} - \frac{z}{24} \right) \mathcal{P} \left( e^{-\frac{4\pi^2}{z}} \right). \tag{2.8}
\]

2.3. Euler-Maclaurin Summation. In this subsection, we recall classical Euler-Maclaurin summation, an asymptotic version due to Zagier [17], and an explicit version of this asymptotic due to Craig [7]. Euler-Maclaurin summation provides an exact formula for the difference between the integral $\int_a^b f(x) \, dx$ and the finite sum $f(a + 1) + \cdots + f(b)$ when $a \leq b$ are positive integers. More specifically,
\[
\sum_{m=1}^{b-a} f(a + m) - \int_a^b f(x) \, dx = \sum_{m=1}^N \frac{B_m}{m!} \left( f^{(m-1)}(b) - f^{(m-1)}(a) \right) + (-1)^{N+1} \int_a^b f^{(N)}(x) \frac{B_N(x)}{N!} \, dx,
\]
where $\hat{B}_n(x) := B_n(x - |x|)$ and $|x|$ denotes the greatest integer which is at most $x$. In [17], Zagier showed that when $f(z)$ has a known asymptotic expansion, the Euler-Maclaurin summation formula has a useful asymptotic variation. Here, we mean asymptotic expansion in the strong sense, where we say that $f(z) \sim \sum_{n \geq 0} b_n z^n$ provided that for all $N > 0$, we have $f(z) - \sum_{n=0}^N b_n z^n = O(z^{N+1})$ as $z \to 0$. This asymptotic form of Euler-Maclaurin summation has been applied in recent years to understand the growth functions without nice modular transformation laws (for examples, see [2, 5, 6, 4, 7]).

For convenience, we now establish notation which we use freely for the remainder of the paper. For $\theta > 0$, define $D_\theta := \{ z \in \mathbb{C} : |\arg z| < \frac{\pi}{2} - \theta \}$. If we set $z = \eta + iy$ for $\eta > 0$, then $z \in D_\theta$ if and only if $0 < |y| < \Delta \eta$ for some constant $\Delta > 0$ which depends on $\theta$. Furthermore set
\[
I_f := \int_0^\infty f(x) \, dx
\]
for any function $f$ for which this integral converges. Zagier requires that $f$ have rapid decay at infinity, that is $f(x) = O(x^{-N})$ as $x \to \infty$ for any $N > 1$. The explicit version derived by Craig in [7] requires a less restrictive decay condition on $f(x)$ at infinity, referred to as sufficient decay, which holds if $f(x) = O(x^{-N})$ as $x \to \infty$ for some $N > 1$. We now recall the original version due to Zagier (see [17, Proposition 3]). If $f$ has asymptotic expansion $f(x) \sim \sum_{n=0}^\infty c_n x^n$ at the origin and $f$ as well as all its derivatives have of rapid decay at infinity, then we have the asymptotic
expansion
\[ \sum_{m=1}^{\infty} f(mx) \sim \frac{I_f}{x} + \sum_{n=0}^{\infty} c_n B_{n+1}(-x)^n \]
as \( x \to 0^+ \).

The following proposition is a refinement of this result due to Craig which we will use in the proof of Theorem 4.1.

**Proposition 2.1** ([7, Proposition 3.3]). Let \( f(z) \) be \( C^\infty \) in \( D_\theta \) with power series expansion \( f(z) = \sum_{n=0}^{\infty} c_n z^n \) that converges absolutely in the region \( 0 \leq |z| < R \) for some positive constant \( R \), and let \( f(z) \) and all its derivatives have sufficient decay as \( z \to \infty \) in \( D_\theta \). Then for any real number \( 0 < a \leq 1 \) and any integer \( N > 0 \), we have
\[
\left| \sum_{m=0}^{\infty} f((m+a)z) - \frac{I_f}{z} + \sum_{n=0}^{N-1} c_n B_{n+1}(-1)^n \frac{z^n}{n+1} \right| \leq \frac{M_{N+1}|J_{f,N+1}(z)|}{(N+1)!} |z|^N + \sum_{k \geq N} |c_k| \left( 1 + \frac{k!}{10(k-N)!} \right) |z|^k,
\]
where \( M_{N+1} := \max_{0 \leq x \leq 1} |B_{N+1}(x)| \) and
\[
J_{f,N+1}(z) := \int_0^\infty \left| f^{(N+1)}(w) \right| dw,
\]
where the path of integration proceeds along the line through the origin and \( z \).

### 2.4. Variants on Wright’s Circle Method.

In this subsection, we recall a result of Bringmann, Craig, Ono, and Males from [4], which is a variation of Wright’s circle method [16]. Wright’s circle method allows one to give asymptotics for the coefficients of a \( q \)-series \( F(q) \) which has suitable asymptotic behavior near the unit circle. More precisely, given a circle \( C \) centered at the origin with radius less than 1 in the \( q \)-plane, we define its major arc as that region of \( C \) where \( F(q) \) is largest. To define the major arc, let \( L = \{ y + iy \mid |y| \leq \pi \} \), where \( e^{-\eta} < 1 \) is the radius of \( C \). In our application and in those of [2, 7], the major arc \( C_1 \) is given by \( \{ e^{-\eta} \mid z \in L \cap D_\theta \} \). The minor arc of \( C \) is then defined by \( C_2 := C \setminus C_1 \). In Wright’s circle method, the integral taken over \( C_1 \) gives the main term for the coefficients of \( F(q) \) and the integral over \( C_2 \) is an error term. We now recall the version of Wright’s circle method which we will use in the proof of Theorem 1.1.

**Theorem 2.2** ([4, Proposition 4.4]). Suppose that \( F(q) \) is analytic for \( q = e^{-z} \) where \( z = x + iy \) satisfies \( x > 0 \) and \( |y| < \pi \), and suppose that \( F(q) \) has an expansion \( F(q) = \sum_{n=0}^{\infty} c(n)q^n \) near \( q = 1 \). Let \( N, \Delta > 0 \) be fixed constants. Consider the following hypotheses:

1. As \( z \to 0 \) in the bounded cone \( |y| \leq \Delta x \) (major arc), we have
   \[
   F(e^{-z}) = C z^B e^{\frac{A}{z}} \left( \sum_{j=0}^{N-1} \alpha_j z^j + O(|z|^N) \right),
   \]
   where \( \alpha_s \in \mathbb{C}, A, C \in \mathbb{R}^+, \) and \( B \in \mathbb{R} \).
2. As \( z \to 0 \) in the bounded cone \( \Delta x \leq |y| < \pi \) (minor arc), we have
   \[
   |F(e^{-z})| \ll \theta e^{\frac{1}{16\pi}(A-\rho)},
   \]
   for some \( \rho \in \mathbb{R}^+ \).
If (1) and (2) hold, then as \( n \to \infty \) we have

\[
c(n) = C n^{\frac{1}{2}(-2B-3)} e^{2\sqrt{A\mu}} \left( \sum_{r=0}^{N-1} p_r n^{-\frac{r}{2}} + O \left( n^{-\frac{r}{2}} \right) \right),
\]

where \( p_r := \sum_{j=0}^{r} \alpha_j c_{j,r-j} \) and \( c_{j,r} := \frac{(-1)^{j-r}}{\sqrt{2\pi}} \frac{\sqrt{B+j+\frac{1}{2}}}{2\sqrt{\pi}} \frac{\Gamma(j+B+\frac{1}{2}+r)}{r!\Gamma(j+B+\frac{1}{2}-r)}. \)

Remark. The constant \( C \) in Theorem 2.2 does not appear in [4], but it is trivially equivalent to the result in [4] by factoring out \( C \) from each \( \alpha_i \).

2.5. Estimates with Bessel Functions. In this subsection, we establish estimates on the modified Bessel functions \( I_\nu(x) \) which we will require in our implementation of Wright’s circle method. We recall that \( I_\nu(x) \) is defined by

\[
I_\nu(x) := \left( \frac{x}{2} \right)^\nu \frac{1}{2\pi i} \int_{D} t^{-\nu-1} \exp \left( \frac{x^2}{4t} + t \right) dt,
\]

where \( D \) is any contour running from \(-\infty\) below the real axis, counterclockwise around 0, and back to \(-\infty\) above the real axis. We shall choose \( D = D_- \cup D_0 \cup D_+ \), each of which depend on a particular choice of \( \mu, \Delta > 0 \), defined by

\[
\begin{align*}
D_{\mu,\Delta}^\pm &:= \{ u + iv \in \mathbb{C} \mid u \leq \mu, v = \pm \Delta \mu \}, \\
D_{\mu}^0 &:= \{ u + iv \in \mathbb{C} \mid u = \mu, |v| \leq \Delta \mu \}.
\end{align*}
\]

Note that this dependence on \( \mu, \Delta \) does not change the value of the integral, as we may freely shift the path of integration. We compare the size of \( I_\nu(x) \) to the main term along \( D_0 \). In particular, define

\[
\tilde{I}_\nu^\mu \Delta(x) := \left( \frac{x}{2} \right)^\nu \frac{1}{2\pi i} \int_{D_0^\mu,\Delta} t^{-\nu-1} \exp \left( \frac{x^2}{4t} + t \right) dt.
\]

The following lemma shows how \( \tilde{I}_\nu^\mu \Delta(x) \) approximates \( I_\nu(x) \).

Lemma 2.3. Let \( \nu, \mu, \Delta, x \in \mathbb{R} \), \( \delta = \sqrt{1+\Delta^2} \) and \( \mu, \Delta > 0 \), then we have that

\[
\left| I_\nu(x) - \tilde{I}_\nu^\mu \Delta(x) \right| \leq \frac{1}{\pi} \left( \frac{x}{2} \right)^\nu \exp \left( \frac{x^2}{4\mu \Delta^2} \right) \int_0^\infty \delta x + u)^{-\nu-1} \exp(-u) du.
\]

Proof. For ease of notation we suppress \( \mu, \Delta \) where clear from context. We clearly have that

\[
I_\nu(x) - \tilde{I}_\nu(x) = \left( \frac{x}{2} \right)^\nu \frac{1}{2\pi i} \int_{D_- \cup D_+} t^{-\nu-1} \exp \left( \frac{x^2}{4t} + t \right) dt.
\]

For \( t \in D_- \) we may set \( t = (\mu - u) - \Delta \mu i \). Since for \( u \geq 0 \), we have

\[
\text{Re} \left( \frac{x^2}{4t} \right) = \frac{x^2}{4} \cdot \frac{\mu - u}{(\mu - u)^2 + \Delta^2 \mu^2} \leq \frac{x^2}{4\mu \Delta^2},
\]

it follows that

\[
\left| t^{-\nu-1} \exp \left( \frac{x^2}{4t} + t \right) \right| \leq |t|^{-\nu-1} \exp \left( \frac{x^2}{4\mu \Delta^2} - u \right) \leq (\delta \mu + u)^{-\nu-1} \exp \left( \frac{x^2}{4\mu \Delta^2} - u \right).
\]

The same bound holds for \( D_+ \). The result then follows. \( \Box \)
3. Estimates on the Major/Minor Arc

3.1. Generating Functions. In this subsection, we derive a form of the generating function \( D_k(r, t; q) \) of \( D_k(r, t; n) \) which is amenable to calculations. We then fit one component of the generating function to the framework of Euler-Maclaurin summation while relating the remaining component to the generating function for partitions. For the remainder of the paper, we use the notation \( q := e^{-z} \). Define

\[
D_k(r, t; q) := \sum_{n \geq 0} D_k(r, t; n) q^n
\]

as the generating function of \( D_k(r, t; n) \). We then have the following expression for \( D_k(r, t; q) \).

**Lemma 3.1.** We have that

\[
D_{r,t}(k; q) = \frac{(q^k; q^k)_\infty}{(q; q)_\infty} \sum_{m \equiv r \pmod{t}} \frac{q^m}{1 - q^m} - \frac{kq^{km}}{1 - q^{km}}.
\]

**Proof.** It is a classical fact that \( \xi_k(q) = (q^k; q^k)_\infty(q; q)_\infty^{-1} \) is the generating function for the \( k \)-regular partitions. We now break the generating function up into pieces for each \( m \equiv r \pmod{t} \). In particular, let \( P_k(m; q) \) be the generating function for \( k \)-regular partitions including \( m \) as a part, weighting each partition by how many times it includes \( m \). Then we have that

\[
P_k(m; q) = \frac{(q^m + 2q^{2m} + \cdots + (k-1)q^{(k-1)m})}{1 + q^m + q^{2m} + \cdots + q^{(k-1)m}} \cdot \frac{(q^k; q^k)_\infty}{(q; q)_\infty}.
\]

By simplifying

\[
\sum_{j=1}^{k-1} j q^{jm} = \sum_{j=1}^{k-1} \sum_{t=j}^{k-1} (q^{jm} + \cdots + q^{(k-1)m}) = \sum_{j=1}^{k-1} \frac{q^{jm}(1 - q^{(k-j)m})}{1 - q^m},
\]

we obtain

\[
P_k(m; q) = \frac{(q^k; q^k)_\infty}{(q; q)_\infty} \sum_{j=1}^{k-1} q^{jm}(1 - q^{(k-j)m}) \cdot \frac{1 - q^m}{1 - q^{km}} = \frac{(q^k; q^k)_\infty}{(q; q)_\infty} \left( \frac{q^m}{1 - q^m} - \frac{kq^{km}}{1 - q^{km}} \right).
\]

Summing over \( m \equiv r \pmod{t} \) gives the desired result. \( \square \)

For the remainder of this paper, we define the components\(^3\) \( \xi_k(q), L_k(r, t; q) \) of \( D_k(r, t; q) \) by

\[
\xi_k(q) := \frac{(q^k; q^k)_\infty}{(q; q)_\infty}, \quad L_k(r, t; q) := \sum_{m \equiv r \pmod{t}} \frac{q^m}{1 - q^m} - \frac{kq^{km}}{1 - q^{km}}.
\]

Now define \( E_k(z) := \frac{e^{-z}}{1 - e^{-z}} - \frac{k e^{-zk}}{1 - e^{-zk}} \). Recalling the expansion of \( \text{Li}_0(q) \), we may write

\[
E_k(z) = \text{Li}_0(q) - k \text{Li}_0(q^k).
\]

We now see that \( L_k(r, t; q) \) may be expressed as a sum over integers of \( E_k(z) \) evaluated at specific values.

\(^3\)In Beckwith and Mertens work (see [2]), the analogue of \( L_k \) is multiplied by \((2\pi)^{-1/2}q^{1/24}\) and the analogue of \( \xi_k \) is multiplied by \((2\pi)^{1/2}q^{-1/24}\) to easily apply Ngo-Rhoades’ variant of the circle method (see [13]). The notation used in this paper matches that of Craig in [7].
Lemma 3.2. We have
\[ L_k(r, t; q) = \sum_{\ell \geq 0} E_k((\ell t + r)z). \]

Proof. Immediate from the definitions of \( L_k(r, t; q) \) and \( E_k(z) \). \( \square \)

Lemma 3.2 will later allow us to use Euler-Maclaurin summation to estimate \( L_k(r, t; q) \) on the major arc (see Lemma 3.5). This follows the methods established by Beckwith and Mertens as well as Craig (see [2] and [7]) to estimate the appropriate analogue \( L_k(r, t; q) \) on the major arc. In order to apply Proposition 2.1 to \( L_k(r, t; q) \), we develop the following expression in terms of polylogarithms for \( E^{(N)}_k(z) \), as well as a series expansion near zero.

Lemma 3.3. We have that
\[ E_k^{(N)}(z) = (-1)^N \left( \text{Li}_{-N}(q) - k^{N+1} \text{Li}_{-N} \left( q^k \right) \right) = \sum_{m=0}^{\infty} \frac{(1 - k^{m+N+1})B_{N+m+1}}{(N + m + 1) \cdot m!} z^m. \]

where the second equality only holds when \(|z| < \frac{2 \pi}{k}\).

Proof. The first equality follows from equation (2.2) because \( E_k(z) = \text{Li}_0(q) - k \text{Li}_0(q^k) \). Then, substituting the series expansions for \( \text{Li}_{-N}(q) \) and \( \text{Li}_{-N}(q^k) \) given in equation (2.3), we have
\[ E_k^{(N)}(z) = (-1)^N \sum_{m=0}^{\infty} \frac{\zeta(-N - m)}{m!} (-z)^m (1 - k^{m+N+1}), \]
when \(|z| < \frac{2 \pi}{k}\). We now recall that the Riemann zeta function’s value at negative integers may be expressed in terms of the Bernoulli Numbers. In particular, \( \zeta(-N - m) = (-1)^{N+m} \frac{B_{N+m+1}}{N+m+1} \). This gives the claimed formula above. \( \square \)

Remark. Note that \( E_k(z) \) has rapid decay within any region \( D_\theta \), since \( \text{Li}_0(q) = \frac{e^{-z}}{1 - e^{-z}} \) and all its derivatives have rapid decay in \( D_\theta \). Furthermore, note that \( E_k^{(N)}(z) \) does not have a pole at \( z = 0 \), since the principal parts of \( \text{Li}_{-N}(q) \) and \( k^{N+1} \text{Li}_{-N}(q^k) \) cancel. This fact accounts for the shape of the secondary tames, namely, the absence of the digamma function \( \psi \).

Specializing Lemma 3.3 to \( N = 0 \), we have a series expansion for \( E_k \) near zero, by which we define constants \( e_{k,m} \) below:
\[ E_k(z) = \sum_{m \geq 0} \frac{e_{k,m}}{m!} z^m := \sum_{m \geq 0} \frac{(1 - k^{m+1})B_{m+1}}{(m + 1) \cdot m!} z^m. \] (3.1)

We also note here for later use the transformation law we obtain for \( \xi_k(q) \) using the transformation law for \( \mathcal{P}(q) \).

Lemma 3.4. For \( q = e^{-z} \) and \( \varepsilon := \exp \left( -\frac{4 \pi^2}{k^2} \right) \), we have that
\[ \xi_k(q) = \frac{1}{\sqrt{k}} \exp \left( \frac{\pi^2}{6z} \left( 1 - \frac{1}{k} \right) + \frac{z}{24}(k - 1) \right) \frac{\mathcal{P}(\varepsilon^k)}{\mathcal{P}(\varepsilon)}. \]
Proof. Note that \( \xi_k(q) = \frac{\mathcal{P}(q)}{\mathcal{P}(q)} \). Therefore, using the modular transformation law for \( \mathcal{P}(q) \) given in equation (2.8) we have that

\[
\xi_k(q) = \frac{\mathcal{P}(q)}{\mathcal{P}(q^k)} = \frac{\sqrt{\frac{2}{2\pi}} \exp \left( \frac{\pi^2}{6z} - \frac{\pi^2}{z} \right) \mathcal{P} \left( \exp \left( -\frac{4\pi^2}{z} \right) \right)}{\sqrt{\frac{2k}{2\pi}} \exp \left( \frac{\pi^2}{6z} - \frac{\pi^2}{z} \right) \mathcal{P} \left( \exp \left( -\frac{4\pi^2}{z} \right) \right)} = \frac{1}{\sqrt{k}} \exp \left( \frac{\pi^2}{6z} \left( 1 - \frac{1}{k} \right) + \frac{z}{24}(k-1) \right) \frac{\mathcal{P}(z^k)}{\mathcal{P}(z)}. \]

We will use this transformation law extensively to estimate \( \xi_k(q) \) on the major and minor arcs. This differs significantly from the methods of Craig in [7] as he uses Euler-Maclaurin summation to estimate \( \log \xi_2(q) \) (for more details, see the remark following Lemma 3.8).

3.2. Explicit Bounds on the Major Arc. In this subsection, we obtain explicit bounds on the functions \( L_k(r, t; q) \) and \( \xi_k(q) \) on the major arc. For convenience, let \( \Delta > 0 \) be fixed, and set \( \delta := \sqrt{1 + \Delta^2} \). Furthermore, note that for \( z = \eta + iy \) in the region \( 0 \leq |y| \leq \Delta \eta \) the hypothesis \( \eta < \frac{\pi}{k\eta} \) is equivalent to \( |z| < \frac{\pi}{k\eta} \).

Lemma 3.5. Let \( 0 < r \leq t \) be integers and \( z = \eta + iy \) a complex number satisfying \( 0 \leq |y| < \Delta \eta \) as well as \( |z| \leq \frac{\pi}{k\eta} \), then we have that

\[
\left| L_k(r, t; e^{-z}) - \frac{\log k}{tz} + \frac{k-1}{2} B_1 \left( \frac{r}{t} \right) - \frac{k^2-1}{24} B_2 \left( \frac{r}{t} \right) t z + \frac{k^4-1}{2880} B_4 \left( \frac{r}{t} \right) t^3 z^3 \right| \leq \frac{1.94 \delta^7 k^6}{30240 \pi^6} |tz|^5 + \frac{0.1216 k^6}{30240} |tz|^5 + 0.0412 k^6 |tz|^5,
\]

where \( \delta = \sqrt{1 + \Delta^2} \).

Proof. This proof applies Proposition 2.1 to \( E_k(z) \), which has radius of convergence \( 2\pi/k \). We note that \( M_6 = \frac{1}{47} \). Thus applying Proposition 2.1 to \( E_k(z) \) with \( a = r/t \) we have

\[
\left| \sum_{m \geq 0} E_k \left( \left( m + \frac{r}{t} \right) z \right) - \frac{I_{E_k}}{z} + \frac{k-1}{2} B_1(a) - \frac{k^2-1}{24} B_2(a) + \frac{k^4-1}{2880} B_4(a) z^3 \right| \leq \frac{J_{E_k,6}(z)}{30240} |z|^5 + \sum_{m \geq 5} \left( 1 + \frac{m!}{10(m-5)!} \right) \frac{|e_{k,m}|}{m!} |z|^m.
\]

We also compute that

\[
I_{E_k} = \int_0^\infty \frac{e^{-z}}{1 - e^{-z}} - \frac{ke^{-zk}}{1 - e^{-zk}} dz = -\log \left( \frac{1 - e^{-z}}{1 - e^{-zk}} \right)_{z=0}^{z=\infty} = \log k.
\]

Substituting \( tz \) for \( z \) and putting this together with Lemma 3.2 yields

\[
\left| L_k(r, t; e^{-z}) - \frac{\log k}{tz} + \frac{k-1}{2} B_1(a) - \frac{k^2-1}{24} B_2(a) + \frac{k^4-1}{2880} B_4(a) z^3 \right| \leq \frac{J_{E_k,6}(z)}{30240} |tz|^5 + \sum_{m \geq 5} \left( 1 + \frac{m!}{10(m-5)!} \right) \frac{|e_{k,m}|}{m!} |tz|^m.
\]
We now bound the integral $J_{E_k,6}(z)$ far from zero, using Lemma 3.3 and properties of polylogarithms. Specifically we bound the following, where $\alpha = \frac{\pi z}{k|z|}$:

$$\left| \int_{\alpha}^{\infty} E_k^{(6)}(w) \, dw \right| \leq \int_{\alpha}^{\infty} \left| E_k^{(6)}(w) \right| \, dw \leq \int_{\alpha}^{\infty} \left| \text{Li}_{-6}(e^{-w}) \right| \, dw + k^7 \int_{\alpha}^{\infty} \left| \text{Li}_{-6}(e^{-w}) \right| \, dw.$$

We now may use the expression of $\text{Li}_{-6}(e^{-w})$ as a rational function of $e^{-w}$ from equation (2.4) and the triangle inequality to see that for $x := \Re w$ we have

$$\left| \text{Li}_{-6}(e^{-w}) \right| \leq \frac{e^x + 57e^{2x} + 302e^{3x} + 302e^{4x} + 57e^{5x} + e^{6x}}{(e^x - 1)^7}.$$

Integrating this with $\beta \in \mathbb{R}_{>0}$ as the lower bound of the integral yields

$$\int_{\beta}^{\infty} \frac{e^x + 57e^{2x} + 302e^{3x} + 302e^{4x} + 57e^{5x} + e^{6x}}{(e^x - 1)^7} \, dx \leq 0.04(34 + 27 \cosh(\beta) + \cosh(2\beta)) \csch^6(\beta/2).$$

Changing variables to $u = e^{i\theta}$ where $\arg z = \theta$ then to $x = u \cos \theta$ we then have that

$$\int_{\alpha}^{\infty} \left| \text{Li}_{-6}(e^{-w}) \right| \, dw \leq \frac{1}{\cos \theta} \int_{|\alpha|/\cos \theta}^{\infty} \frac{e^x + 57e^{2x} + 302e^{3x} + 302e^{4x} + 57e^{5x} + e^{6x}}{(e^x - 1)^7} \, dx.$$

Therefore, since $\cos \theta \geq 1/\delta$ for $z = \eta + iy$ satisfying $|y| < \Delta \eta$, we compute

$$\int_{\alpha}^{\infty} \left| \text{Li}_{-6}(e^{-w}) \right| \, dw \leq 0.04\delta(34 + 27 \cosh(|\alpha|/\delta) + \cosh(2|\alpha|/\delta)) \csch^6(|\alpha|/2\delta)
\leq 4.54\delta \csch^6(|\alpha|/2\delta) \leq \frac{4.54 \cdot 2^6 \delta^7 k^6}{\pi^6}.$$

Similarly, with a simple change of variables $\omega = wk$ we have that

$$\int_{\alpha}^{\infty} \left| \text{Li}_{-6}(e^{-w}) \right| \, dw = \frac{1}{\delta^7} \int_{k\alpha}^{\infty} \left| \text{Li}_{-6}(e^{-w}) \right| \, dw \leq 0.04\delta(34 + 27 \cosh(\pi/\delta) + \cosh(2\pi/\delta)) \csch^6(\pi/2\delta) \leq \frac{24.6 \cdot 2^6 \delta^7}{k\pi^6}.$$

Combining these two calculations yields the following estimate for the integral away from zero:

$$\left| \int_{\alpha}^{\infty} E_k^{(6)}(w) \, dw \right| \leq \frac{29.14 \cdot 2^6 \delta^7 k^6}{\pi^6} \leq 1.94\delta^7 k^6.$$

For the near 0 part we use the series expansion of $E_k^{(6)}$ near zero from Lemma 3.3, which gives

$$\int_{0}^{\alpha} \left| E_k^{(6)}(w) \right| \, dw = \int_{0}^{\alpha} \sum_{m=0}^{\infty} \frac{|B_{m+7}| \cdot (k^{m+7} - 1) \cdot |w|^m}{(m+7) \cdot m!} |dw|.$$

Applying Lehmer’s Bound (2.1) and that $B_{m+7}$ vanishes for $m$ even, we see that

$$\int_{0}^{\alpha} \left| E_k^{(6)}(w) \right| \, dw \leq \int_{0}^{\alpha} \sum_{m \text{ odd}} \frac{2(m+7)\zeta(m+7) \cdot (k^{m+7} - 1)}{(2\pi)^{m+7}(m+7) \cdot m!} |w|^m |dw|
\leq \int_{0}^{\alpha} \sum_{m \text{ odd}} \frac{2(m+1) \ldots (m+6) \cdot \zeta(8) \cdot k^7}{(2\pi)^7} \left( \frac{k |w|}{2\pi} \right)^m |dw|.$$
Because $E_k^{(6)}(z)$ has no pole at $z = 0$, we use Fubini's theorem to exchange the sum and the integral to obtain that
\[
\int_0^\alpha |E_k^{(6)}(w)| \, |dw| \leq \sum_{m \text{ odd}} 2\zeta(8)k^7 (2\pi)^7 \int_0^\alpha (m + 1) \ldots (m + 6) \left( \frac{k|w|}{2\pi} \right)^m |dw|
\]
\[
= \frac{2\zeta(8)k^7}{(2\pi)^7} \sum_{m \text{ odd}} \int_0^\frac{\alpha}{2} (m + 1) \ldots (m + 6) u^m 2\pi du \frac{k}{k}
\]
\[
= \frac{2\zeta(8)k^6}{(2\pi)^6} \sum_{m \text{ odd}} (m + 2) \ldots (m + 6) \left( \frac{1}{2} \right)^{m+1} \leq 0.1216k^6,
\]
where we use the change of variables $u = \frac{k|w|}{2\pi}$ and the final sum has been calculated numerically.

We now bound the sum over coefficients appearing on the right hand side of the inequality. Using equations (2.1) and (3.1) we have that
\[
\left| \frac{e_{k,m}}{m!} \right| \leq \frac{\zeta(m+1)(1 + k^{m+1})}{(2\pi)^m} \leq \frac{\pi^2(1 + k^{m+1})}{6(2\pi)^{m+1}} \leq \frac{\pi^2}{3} \left( \frac{k}{2\pi} \right)^{m+1}.
\]
Therefore, we have
\[
\sum_{m \geq 5} \left( 1 + \frac{m!}{10(m-5)!} \right) \frac{|e_{k,m}| |tz|^{m-5}}{m!} \leq \frac{\pi^2k^6}{3(2\pi)^6} \sum_{m \geq 5} \left( 1 + \frac{m!}{10(m-5)!} \right) \left( \frac{|ktz|}{2\pi} \right)^{m-5}
\]
\[
\leq \frac{\pi^2k^6}{3(2\pi)^6} \sum_{m \geq 5} \left( 1 + \frac{m!}{10(m-5)!} \right) \frac{1}{2m-5} \leq 0.0412k^6.
\]
Combining these bounds for the sum and the integral, we see that
\[
\left| L_k(r, t; e^{-z}) - \frac{\log k}{tz} + \frac{k - 1}{2} B_1(a) - \frac{k^2 - 1}{24} B_2(a) tz + \frac{k^4 - 1}{2880} B_4(a) t^3 z^3 \right|
\]
\[
\leq \frac{1.94\delta k^6}{30240\pi^6} |tz|^5 + \frac{0.1216k^6}{30240} |tz|^5 + 0.0412k^6 |tz|^5.
\]
For later use, we also provide a bound on $|L_k(r, t; e^{-z})|$ on the major arc.

**Corollary 3.6.** Let $0 < r \leq t$ be integers and $z = \eta + iy$ a complex number satisfying $0 \leq |y| < \Delta \eta$ as well as $\eta < \frac{\pi}{k\delta}$, then we have
\[
|L_k(r, t; e^{-z})| \leq \frac{41 + \log k}{|tz|} + \frac{1.94\delta^7}{30240 |tz|}.
\]

**Proof.** We know from Lemma 3.5 that
\[
|L_k(r, t; e^{-z})| \leq \frac{\log k}{|tz|} + \frac{k - 1}{2} |B_1 \left( \frac{r}{t} \right)| + \frac{k^2 - 1}{24} |B_2 \left( \frac{r}{t} \right)| |tz| + \frac{k^4 - 1}{2880} B_4 \left( \frac{r}{t} \right) t^3 |z|^3
\]
\[
+ \frac{1.94\delta^7 k^6}{30240\pi^6} |tz|^5 + \frac{0.1216k^6}{30240} |tz|^5 + 0.0412k^6 |tz|^5.
\]
Using the trivial bound on $B_1(x) = x - \frac{1}{2}$ and Lehmer’s bound we see that
\[
|L_k(r, t; e^{-z})| \leq \frac{\log k + \frac{k-1}{4} |tz| + \frac{k^2-1}{144} |tz|^2 + \frac{k^4-1}{5040} |tz|^4 + \frac{1.94\delta^7 k^6}{30240\pi^6} |tz|^6 + \frac{0.1216k^6}{30240} |tz|^6 + 0.0412k^6 |tz|^6}{|tz|}.
\]
Applying the restriction $|tz| < \frac{\pi}{k}$ we have that
\[ |L_k(r, t; e^{-z})| < \frac{41 + \log k}{|tz|} + \frac{1.94 \delta^7}{30240 |tz|}. \]

Before we bound $\xi_k$ on the major arc, we require an elementary lemma concerning sums of exponentials which may be bounded by geometric series.

**Lemma 3.7.** Suppose we have a series of the form $\sum_{m \geq b} e^{f(x)}$ such that $f'(x)$ is decreasing and $f'(b) < 0$ then
\[ \sum_{m \geq b} e^{f(x)} \leq \frac{e^{f(b)}}{1 - e^{f'(b)}}. \]

**Proof.** We have by the mean value theorem that for each $m \geq b$, $f(m + 1) - f(m) = f'(c) \leq f'(b)$ for $c$ between $m$ and $m + 1$. Therefore, using the geometric series formula,
\[ \sum_{m \geq b} e^{f(x)} \leq \sum_{m \geq b} e^{f(b)} e^{(m-b)f'(b)} = \frac{e^{f(b)}}{1 - e^{f'(b)}}. \]

Applying this along with Lemma 3.4 and Euler’s pentagonal number theorem (see (2.7)) yields the following bound.

**Lemma 3.8.** Let $z = \eta + iy$ be a complex number satisfying $0 \leq |y| \leq \Delta \eta$ with $0 \leq \eta < \frac{4\pi^2}{2.336}$, then
\[ |\xi_k(q) - \Phi_k(z)| \leq 7 |\Phi_k(z)| \cdot \exp \left( \frac{-4\pi^2}{kz} \right) \]
where
\[ \Phi_k(z) := \frac{1}{\sqrt{k}} \exp \left( \frac{\pi^2}{6z} \left( \frac{1}{k} - 1 \right) + \frac{z}{24} (k - 1) \right). \]

**Proof.** Recalling that $\varepsilon = e^{-4\pi^2/kz}$, Lemma 3.4 gives
\[ \xi_k(q) = \Phi_k(z) \cdot \frac{P(\varepsilon^k)}{P(\varepsilon)} = \Phi_k(z) \cdot \left( 1 + \sum_{m \geq 1} (-1)^m \left( \frac{\varepsilon^{m(3m+1)/2}}{2} + \frac{\varepsilon^{m(3m-1)/2}}{2} \right) \right) \left( 1 + \sum_{m \geq 1} p(m) \varepsilon^{km} \right). \]
Expanding using Euler’s pentagonal number theorem (see (2.7)) yields
\[ \frac{\xi_k(q) - \Phi_k(z)}{\Phi_k(z)} = \sum_{m \geq 1} (-1)^m \left( \frac{\varepsilon^{m(3m+1)/2}}{2} + \frac{\varepsilon^{m(3m-1)/2}}{2} \right) \cdot \left( 1 + \sum_{m \geq 1} p(m) \varepsilon^{km} \right) + \sum_{m \geq 1} p(m) \varepsilon^{km} \left( 1 + \sum_{m \geq 1} (-1)^m \left( \frac{\varepsilon^{m(3m+1)/2}}{2} + \frac{\varepsilon^{m(3m-1)/2}}{2} \right) \right). \]
We bound each of the sums above individually. The fact that
\[ \prod_{m \geq 1} (1 - \varepsilon^m) = 1 + \sum_{m \geq 1} (-1)^m \left( \frac{\varepsilon^{m(3m+1)/2}}{2} + \frac{\varepsilon^{m(3m-1)/2}}{2} \right) \]
gives
\[ -1 + \prod_{m \geq 1} (1 - \varepsilon^m) = \sum_{m \geq 1} (-1)^m \left( \varepsilon^{m(3m+1)/2} + \varepsilon^{m(3m-1)/2} \right) \leq |\varepsilon| + \sum_{m \geq 2} |\varepsilon|^m = |\varepsilon| + \frac{|\varepsilon|^2}{1 - |\varepsilon|}. \]

When \( \eta < \frac{2\pi^2}{\delta \kappa} \), we have
\[ |\varepsilon| = \exp \left( -\operatorname{Re} \left( \frac{4\pi^2}{kz} \right) \right) = \exp \left( \frac{-4\pi^2 \kappa}{k|\varepsilon|^2} \right) \leq \exp \left( \frac{-4\pi^2}{k\delta^2 \eta} \right) \leq \exp(-2) \leq \frac{1}{7}. \]

Thus we have
\[ \frac{|\varepsilon|^2}{1 - |\varepsilon|} \leq 1.17 |\varepsilon|^2. \]

Using (2.6), we may write
\[ \left| \sum_{m \geq 1} p(m) \varepsilon^{km} \right| \leq \sum_{m \geq 1} e^{2.7\sqrt{m}} |\varepsilon|^{km} = \sum_{m \geq 1} e^{2.7\sqrt{m} - 4\pi^2 m \operatorname{Re}(1/z)}. \]

Now applying \( \operatorname{Re}(1/z) = \frac{\eta}{|\varepsilon|^2} \geq \frac{1}{\delta \eta} \) and differentiating with respect to \( m \), we see that
\[ \frac{d}{dm} \left( 2.7\sqrt{m} - 4\pi^2 m \operatorname{Re}(1/z) \right) = \frac{1.35}{\sqrt{m}} - 4\pi^2 \operatorname{Re} \left( \frac{1}{z} \right) \leq 1.35 - \frac{4\pi^2}{\delta \eta} \leq -1. \]

Therefore we may apply Lemma 3.7 to get \( |P(\varepsilon^k)| \leq 23.6 |\varepsilon|^k \). Combining these, we obtain
\[ \left| \frac{P(\varepsilon^k)}{P(\varepsilon)} - 1 \right| \leq |\varepsilon| + \frac{|\varepsilon|^2}{1 - |\varepsilon|} + 23.6 |\varepsilon|^k + 23.6 |\varepsilon|^k \left( |\varepsilon| + \frac{|\varepsilon|^2}{1 - |\varepsilon|} \right) \]
\[ \leq |\varepsilon| + 56.6 |\varepsilon|^2 + 11 |\varepsilon|^2 \leq 7 |\varepsilon|, \]

which gives
\[ |\xi_k(q) - \Phi_k(z)| \leq 7 |\Phi_k(z)| \cdot \exp \left( \frac{-4\pi^2}{kz} \right) \]
as desired. \( \square \)

Remark. This bound differs significantly from that derived by Craig in [7]. Specifically, Craig bounds \( |\log \xi_2(q) - \log \Phi_2(q)| \) by \( 35 |z|^2 \) using Euler-Maclaurin summation. In contrast, using modularity of \( \xi_k \), we obtain exponential savings on the error term in the lemma above. For a direct comparison to the bound derived by Craig for \( |\xi_2(q) - \Phi_2(q)| \), see Corollary 4.4 of [7].

3.3. Explicit Bounds on the Minor Arc. We now proceed to bound \( \xi_k(e^{-z}) \) and \( L_k(r, t; e^{-z}) \) on the minor arc, where for \( z = \eta + iy \) we have \( \Delta \eta \leq |y| < \pi \).

Lemma 3.9. Let \( t \geq 2 \) be an integer. Assume that \( z = \eta + iy \) satisfies \( \Delta \eta \leq |y| \leq \pi \) and \( 0 < \eta < \frac{12 \log k}{k} \) (which is always true when \( \eta < \frac{\pi}{k \delta} \)), then we have that
\[ |\xi_k(e^{-z})| \leq 3 \exp \left( \frac{\pi^2 K}{6\eta} \left( \frac{1}{2} + \frac{3}{\pi^2} + \frac{6}{\pi^2 \delta^2} \right) \right). \]
Lemma 3.10. Let \( k, t \geq 2 \) and \( 1 \leq r \leq t \). Assuming that \( z = \eta + iy \) satisfies \( 0 < \eta < \frac{1}{k} \), we have
\[
|L_k(r, t; e^{-z})| \leq \frac{3.1}{\eta^2}.
\]

Proof. By the triangle inequality we immediately have that
\[
|L_{r, t}(k; q)| \leq \sum_{m \geq 1} \frac{|q|^m}{1 - |q|^m} + k \sum_{m \geq 1} \frac{|q|^{mk}}{1 - |q|^{mk}}.
\]
We may then write that
\[
\sum_{m \geq 1} \frac{|q|^m}{1 - |q|^m} = \sum_{m \geq 1} \left( |q|^m + |q|^{2m} + \cdots \right) = \sum_{m \geq 1} \sigma_0(m) |q|^m \leq \sum_{m \geq 1} m |q|^m = \frac{|q|}{(1 - |q|)^2},
\]
where \(\sigma_0(m) \leq m\) is the number of positive divisors of \(m\). Using that \(|q| = |e^{-z}| = e^{-\eta}\) we then have that
\[
|L_{r,t}(k; q)| \leq \frac{|q|}{(1 - |q|)^2} + \frac{k |q|^k}{(1 - |q|^k)^2} = \frac{e^{-\eta}}{(1 - e^{-\eta})^2} + \frac{ke^{-k\eta}}{(1 - e^{-k\eta})^2} \leq \frac{e^\eta}{\eta^2} + \frac{e^{k\eta}}{k\eta^2} < 3.1^{-\eta^2}
\]
using the conditions that \(k \geq 2, 0 < \eta < 1/k \leq 1/2\) to bound \(1/k\) as well as \(e^\eta, e^{k\eta}\).

\[\square\]

4. Proofs of the Main Results

4.1. Proof of Theorem 1.1. We now apply the explicit asymptotics obtained in the previous section to prove Theorem 1.1 using Wright’s circle method. Specifically, we apply the variant stated in Theorem 2.2 and proved in [4]. To do so, we must estimate \(D_k(r, t; e^{-z}) = \xi_k(e^{-z}) L_k(r, t; e^{-z})\) on both the major arc, where \(z = \eta + iy\) satisfies \(|y| < \Delta \eta\), and on the minor arc, where \(\Delta \eta \leq |y| \leq \pi\). Specifically, we need to show that
\[
D_k(r, t; e^{-z}) = \frac{1}{\sqrt{k}} z^{-1} e^{\frac{iz}{6}} \left( \log k \frac{1}{t} + \frac{k - 1}{2} \left( \frac{1}{2} - \frac{r}{t} \right) z + O(\Delta (|z|^2)) \right)
\]
and
\[
|D_k(r, t; e^{-z})| \ll \Delta \exp \left( \frac{k}{6z} \right) \left(1 + O \left( \exp \left( \frac{4\pi^2}{k^2} \right) \right) \right) = \frac{1}{\sqrt{k}} \exp \left( \frac{\pi^2 K}{6z} + O(z) \right).
\]
Together, these imply equation (4.1). On the minor arc, Lemmas 3.9 and 3.10 imply equation (4.2), as for sufficiently large \(\delta > 1\) (that is sufficiently large \(\Delta\)) we have \(\frac{1}{2} + \frac{3}{\pi^2} + \frac{6}{\pi^4 \delta^2} < 1\). Thus we may apply Theorem 2.2 to \(D_k(r, t; q)\), which gives the claimed asymptotic formula.

4.2. Making Theorem 1.1 Explicit. To prove Theorem 1.3, we must first make Theorem 1.1 explicit so that we can reduce the problem to a simple finite computer check. We follow Ngo and Rhoades’ proof in [13] of a variant on Wright’s circle method applicable to a wide range of functions.

Theorem 4.1. Let \(\delta > 1\) be some fixed real number. For any fixed integers \(t, k \geq 2, 1 \leq r \leq t\) and all integers \(n > \frac{\delta k^2 t^2}{6}\), we have
\[
\left| D_k(r, t; n) - \alpha_0 r V_0(k; n) - \alpha_1 r V_1(k; n) - \alpha_2 r V_2(k; n) - \alpha_4 V_4(k; n) \right| \leq \mathcal{E}(t, \delta; n),
\]
where the $V_s$ are certain contour integrals defined in (4.3), and where
\[
\mathcal{E}_k(t, \delta; n) := C_1 n \exp \left( \sqrt{n} \left( \frac{0.52}{\sqrt{K}} + C_1' \delta \sqrt{K} \right) \right) + C_2(\delta, k, t) \sqrt{n} \exp \left( \pi \sqrt{\frac{2Kn}{3}} \left( 1 - C_2' \delta, k \right) \right) + \frac{C_3(\delta, k, t)}{n^3} \exp \left( \pi \sqrt{\frac{2Kn}{3}} \right),
\]
for constants $\alpha_j^{r,t}, C_j, C_j'$ which are determined explicitly in (4.4), (4.5), (4.6), and (4.7) within the proof below. Furthermore, if $\delta > \sqrt{\frac{1.29K}{1.28K - 0.52}}$, then
\[
\mathcal{E}_k(r, t; n) = O_{t, k, \delta} \left( n^{-3} \exp \left( \pi \sqrt{\frac{2Kn}{3}} \right) \right).
\]

**Proof.** For convenience, we let $K := 1 - 1/k$. Now let $C$ be the circle in the complex $q$-plane with center 0 and radius $e^{-n}$ where $\eta := \pi \sqrt{\frac{K}{6n}}$. By Cauchy’s formula and Lemma 3.1, we have
\[
D_k(r, t; n) = \frac{1}{2\pi i} \int_{C} \frac{D_{r,t}(k; q)}{q^{n+1}} dq = \frac{1}{2\pi i} \int_{C} \frac{L_{r,t}(k; q)\xi_k(q)}{q^{n+1}} dq.
\]
Throughout, we fix $q = e^{-z}$ with $z = \eta + iy$. Let $L$ be the line segment in $z$-plane corresponding to $C$. Let $C_1$ be the major arc of $C$ wherein the corresponding $z = \eta + iy \in L_1$ satisfies $0 \leq |y| < \Delta \eta$. Likewise we call $C_2 := C \setminus C_1$ the minor arc. We also assume $\eta < \frac{\pi}{k\delta}$, which is equivalent to $n > \frac{112\sqrt{2}}{6\delta}$.

Define for $s \geq 0$ the integrals
\[
V_s(k; n) := \frac{1}{2\pi i} \int_{C_1} \frac{z^{s-1}}{q^{n+1}} \Phi_k(z) dq = \frac{1}{2\pi i} \int_{\eta-\Delta \eta}^{\eta+\Delta \eta} \frac{z^{s-1}}{6z + \frac{z(k-1)}{24} + nz} dz, \tag{4.3}
\]
By changing variables to $z$ and keeping track of orientation, we will see in Section 4.3 that this is related to the main term in the Bessel function
\[
L_{-s} \left( \pi \sqrt{\frac{2K}{3}} \left( n + k - 1 \right) \right).
\]
Thus it will suffice to approximate $D_k(r, t; n)$ in terms of the integrals $V_s(k; n)$. We have the decomposition
\[
D_k(r, t; n) - \alpha_0^t(k)V_0(k; n) - \alpha_1^{r,t}(k)V_1(k; n) - \alpha_2^{r,t}(k)V_2(k; n) - \alpha_3^{r,t}(k)V_3(k; n) = E_1 + E_2 + E_3,
\]
where the constants $\alpha_j^{r,t}$ are defined by
\[
\alpha_0^t(k) := \frac{\log k}{t}, \quad \alpha_1^{r,t}(k) := \frac{k-1}{2}B_1 \left( \frac{r}{t} \right), \quad \alpha_2^{r,t}(k) := \frac{k^2 - 1}{24}B_2 \left( \frac{r}{t} \right), \quad \alpha_3^{r,t}(k) := \frac{k^4 - 1}{2880}B_4 \left( \frac{r}{t} \right), \tag{4.4}
\]
and the integrals $E_1, E_2, E_3$ are defined by
\[
E_1 := \frac{1}{2\pi i} \int_{C_2} \frac{L_{r,t}(k; q)\xi_k(q)}{q^{n+1}} dq, \quad E_2 := \frac{1}{2\pi i} \int_{C_1} \frac{L_{r,t}(k; q)(\xi_k(q) - \Phi_k(z))}{q^{n+1}} dq.
\]
and

\[ E_3 := \frac{1}{2\pi i} \int_{C_1} \frac{(L_{r,t}(k; q) - \alpha_0 z^{-1} - \alpha_1 - \alpha_2 z - \alpha_4 z^3) \Phi_k(z)}{q^{n+1}} \, dq. \]

For convenience, we shall suppress the dependence of \( \alpha_{x}^{r,t}(k) \) on \( r, t, k \) where these are are clear from context. We now bound the error terms \( E_1, E_2, E_3. \)

We first estimate \( |E_1| \). To do so, we first rewrite \( |q^{-n}| \) in terms of \( n \) as \( |q^{-n}| = \exp \left( \pi \sqrt{\frac{K n}{6}} \right) \).

Now, we bound \( |E_1| \) using the max-length bound along with Lemmas 3.9 and 3.10, which together imply

\[
|E_1| \leq |L_{r,t}(k; q)| |\xi_k(q)| |\exp(nz)| \leq \frac{9.3}{\pi^2} \exp \left( \frac{\pi^2}{24\eta} \left( 1 + \frac{6}{\pi^2} + \frac{4K}{\pi \sqrt{n}} \right) + \frac{\sqrt{K} \pi \sqrt{n}}{\sqrt{6}} \right)
\]

\[
\leq 12n \exp \left( \sqrt{n} \left( \frac{0.52}{\sqrt{K}} + \pi \sqrt{\frac{K}{6}} + \frac{1.29\sqrt{K}}{\delta^2} \right) \right) =: \mathcal{E}_k^1(t, \delta; n). \tag{4.5}
\]

We now estimate \( E_2. \) Similar to above, we switch to the \( z \) plane and use the max-length bound, Corollary 3.6, and Lemma 3.8. Define

\[
A_{t,k,\delta} := \frac{41 + \log k}{t} + \frac{1.94\delta^7}{30240t} < \frac{41 + \log k + 0.00007\delta^7}{t} =: A^*_{t,k,\delta}.
\]

Thus, we have

\[
|E_2| \leq \frac{1}{2\pi} |L_{r,t}(k; q)| |\xi_k(q)| |\Phi_k(z)| |e^{nz}| \cdot 2\Delta \eta
\]

\[
\leq \frac{7\Delta \eta}{\pi} |A_{t,k,\delta}| \frac{z}{2} |\Phi_k(z)| \cdot \exp \left( -\frac{4\pi^2}{Kz} \right) |e^{nz}|
\]

\[
\leq \frac{7\Delta \sqrt{n}}{4\sqrt{K}} A^*_{t,k,\delta} \exp \left( \pi \sqrt{\frac{2Kn}{3}} \left( 1 - \frac{12}{\delta^2(k - 1)} \right) \right) \exp \left( \frac{\eta(k - 1)}{24} \right).
\]

From the bound \( \eta < \frac{\pi}{K^2} \), we have

\[
\frac{\eta(k - 1)}{24} < \frac{\pi}{t \delta 24} < \frac{\pi}{48 \cdot \delta} < \frac{0.66}{\delta} \leq 0.066,
\]

which implies

\[
|E_2| \leq \frac{2\Delta \sqrt{n}}{\sqrt{K}} \left( 41 + \log k + 7 \cdot 10^{-5}\delta^7 \right) \exp \left( \pi \sqrt{\frac{2Kn}{3}} \left( 1 - \frac{12}{\delta^2(k - 1)} \right) \right). \tag{4.6}
\]

To bound \( E_3 \), first we see that applying Lemma 3.5 on \( C_1 \) with some computation yields

\[
|L_{r,t}(k; q) - \alpha_0 z^{-1} - \alpha_1 - \alpha_2 z - \alpha_4 z^3| \leq \left( \frac{6.68\delta^7k^6}{10^8} + 0.0413k^6 \right) t^5 \delta^5 \eta^5.
\]

We also have that

\[
|\Phi_k(z)| = \frac{1}{\sqrt{k}} \exp \left( \frac{\pi^2 K}{6} \Re(1/z) + \frac{\eta(k - 1)}{24} \right) \leq \frac{1.07}{\sqrt{k}} \exp \left( \pi \sqrt{\frac{Kn}{6}} \right).
\]
Therefore, we may use the max-length bound on $|E_3|$ to see that

$$|E_3| \leq \frac{4.8\|L_{r,t}(k; q) - \alpha_0 z^{-1} - \alpha_1 - \alpha_2 z - \alpha_4 z^3\| |\Phi_k(z)| |\exp(nz)|}{2\pi|K^3\delta^5|} \leq \left( \frac{4.445^7k^6}{10^7} + 0.151k^6 \right) \frac{2^5K^3\delta^5}{n^3\sqrt{k}} \exp\left( \pi \frac{2Kn}{3} \right) =: \mathcal{E}_k^3(t, \delta; n).$$

We have therefore shown that

$$|D_k(r, t; n) - \alpha_0 V_0(k; n) - \alpha_1 V_1(k; n) - \alpha_2 V_2(k; n) - \alpha_4 V_4(k; n)| \leq \mathcal{E}_k(t, \delta; n),$$

where

$$\mathcal{E}_k(t, \delta; n) := \mathcal{E}_k^1(t, \delta; n) + \mathcal{E}_k^2(t, \delta; n) + \mathcal{E}_k^3(t, \delta; n).$$

The asymptotic for $\mathcal{E}_k(t, \delta; n)$ follows by choosing $\delta$ large enough so that $\mathcal{E}_k^3$ dominates $\mathcal{E}_k^1$ and $\mathcal{E}_k^2$.

4.3. Proof of Theorem 1.3. We now use Theorem 4.1 to prove Theorem 1.3 by reducing the problem to a finite computer search. Throughout, we assume that $\delta > \sqrt{\frac{1.29K}{1.28K - 0.52}}$ so that the error term from Theorem 4.1 will in fact be smaller than the main term. To this end, define

$$\delta_{\text{min}}(k) := \sqrt{\frac{1.29K}{1.28K - 0.52}} > \sqrt{\frac{1.29}{0.76}} > 1.3.$$

Note the bound from below follows because this function of $K$ is maximized by taking $K = 1$ in the region $k \geq 2$.

Before we apply Theorem 4.1, we must relate $V_k(k; n)$ to $\tilde{I}_{-\delta}(x)$. For convenience, define

$$u := z \left( n + \frac{k - 1}{24} \right), \quad x := \pi \sqrt{\frac{2K}{3}} \left( n + \frac{k - 1}{24} \right), \quad \mu := \eta \left( n + \frac{k - 1}{24} \right).$$

We now change variables from $z$ to $u$ in the $V_k(k; n)$ integral to obtain the main term of a Bessel function evaluated at $x$. In particular, we have that

$$V_k(k; n) = \frac{1}{2\pi i \sqrt{k}} \int_{\eta - i\Delta \eta}^{\eta + i\Delta \eta} z^{s - 1} \exp \left( \frac{x^2}{4u} + u \right) dz = \frac{1}{2\pi i \sqrt{k}} \int_{\mu - i\Delta \mu}^{\mu + i\Delta \mu} u^{s - 1} \exp \left( \frac{x^2}{4u} + u \right) du \cdot \frac{\pi^{s - 1} \left( \sqrt{\frac{2K}{3}} \right)^{s/2} \left( n + \frac{k - 1}{24} \right)^{-s/2}}{\sqrt{k}}$$

$$= \frac{\pi^{s - 1} \left( \sqrt{\frac{2K}{3}} \right)^{s/2} \left( n + \frac{k - 1}{24} \right)^{-s/2}}{\sqrt{k}} \tilde{I}_{-\delta}(x).$$

From here, we use our explicit estimates to show $D_k(r, t; n) > D_k(s, t; n)$ for some integers $n \geq 0$, $1 \leq r < s \leq t$. Because $D_k(r, t; n) - D_k(s, t; n) = \sum_{j=r}^{s-1} D_k(j, t; n) - D_k(j + 1, t; n)$, we need only show the inequality $D_k(r, t; n) > D_k(r + 1, t; n)$ for each $1 \leq r < t$. For brevity, define $\beta^r_{j,t}(k) := \alpha^r_{j,t}(k) - \alpha^{r+1}_{j,t}(k)$ and

$$M_{r,t}(k; n) := \alpha_0 V_0(k; n) + \alpha_1^r V_1(k; n) + \alpha_2^r V_2(k; n) + \alpha_4^r V_4(k; n).$$

Applying Theorem 4.1 to $D_k(r, t; n)$ and $D_{r+1,t}(k; n)$ it suffices to show that

$$M_{r,t}(k; n) - M_{r+1,t}(k; n) \geq 2\mathcal{E}_k(t, \delta; n),$$
which is equivalent to
\[ \beta_1^{r,t}(k)V_1(k;n) + \beta_2^{r,t}(k)V_2(k;n) + \beta_4^{r,t}(k)V_4(k;n) > 2\varepsilon_k(t,\delta;n). \] (4.8)

We thus need to evaluate \( \beta_j^{r,t}(k) \) for \( j = 1, 2, 4 \). Using that \( B_1(x) = x - \frac{1}{2}, B_2(x) = x^2 - x + \frac{1}{6}, \)
\( B_4(x) = x^4 - 2x^3 + x^2 - \frac{1}{30}, \) and \( 1 \leq r < t, \) we have
\[ \beta_1^{r,t}(k) = \frac{k - 1}{2t}, \quad \beta_2^{r,t}(k) = \frac{(k^2 - 1)(t - 2r - 1)}{24t^2}, \]
and
\[ \beta_4^{r,t}(k) = \frac{(k^4 - 1)(4r^3 - 6r^2(t - 1) + (t - 1)^2 + 2r(t^2 - 3t + 2))}{2880t^4}. \]

From Lemma 2.3, we have
\[ |I_s(x) - \tilde{I}_s(x)| \leq \frac{1}{\pi} \left( \frac{x}{2} \right)^{-s} \exp \left( \frac{x^2}{4\mu\Delta^2} \right) \int_0^\infty (\delta\mu + u)^{s-1} \exp(-u) \, du. \]

Let \( s \) be a positive integer. Using partial integration, we see that
\[ \int_0^\infty (c + u)^{s-1} \exp(-u) \, du = c^{s-1} + \int_0^\infty (c + u)^{s-2} e^{-u} \, du \]
for any constant \( c. \) Applying this repeatedly, notice that this iterative process terminates when \( s = 1, \) and thus we have that
\[ \int_0^\infty (\delta\mu + u)^{s-1} \exp(-u) \, du = (\delta\mu)^{s-1} + (s - 1)(\delta\mu)^{s-2} + \cdots + (s - 1)! \]

Combining the following equality
\[ \frac{\delta\mu}{x} = \frac{\delta\pi}{2} \sqrt{\frac{2K}{3n}(n + \frac{k-1}{24})} = \frac{\delta}{2} \sqrt{\frac{n + \frac{k-1}{24}}{n}} = \frac{\delta}{2} \sqrt{1 + \frac{k-1}{24n}} \]
and the bound \( \eta < \frac{\pi}{k\delta}, \) which implies
\[ n > \frac{k(k - 1)t^2\delta^2}{6}, \]
we have
\[ \frac{\delta\mu}{x} < \frac{\delta}{2} \sqrt{1 + \frac{1}{16k\delta^2}} < 0.6\delta. \]

Thus, because \( x > 3 \) for \( n \geq 4, \) we have
\[ \left( \frac{x}{2} \right)^{-s} \int_0^\infty (c + u)^{s-1} \exp(-u) \, du = \left( \frac{x}{2} \right)^{-s} \int_0^\infty (\delta\mu + u)^{s-1} \exp(-u) \, du \]
\[ < \frac{2^s}{x} \left( (0.6\delta)^{s-1} + (s - 1)(0.6\delta)^{s-2} + \cdots + (s - 1)! \frac{1}{3^{s-1}} \right). \]

We may then explicitly evaluate \( \exp \left( \frac{x^2}{4\mu\Delta^2} \right) \) as
\[ \exp \left( \frac{x^2}{4\mu\Delta^2} \right) = \exp \left( \frac{\pi}{2\Delta^2} \sqrt{\frac{2Kn}{3}} \right). \]
Combining these bounds and the computation above with Lemma 2.3 yields that for $s = 1, 2, 4$ we have

\[
|I_{-1}(x) - \overline{I}_{-1}(x)| \leq \frac{2}{\pi x} \exp \left( \frac{\pi}{2\Delta^2} \sqrt{\frac{2Kn}{3}} \right) =: \mathcal{I}_{-1}(n, \delta),
\]

\[
|I_{-2}(x) - \overline{I}_{-2}(x)| \leq \frac{4}{\pi x} \exp \left( \frac{\pi}{2\Delta^2} \sqrt{\frac{2Kn}{3}} \right) (0.6\delta + \frac{0.6^2\delta^2}{3}) =: \mathcal{I}_{-2}(n, \delta),
\]

and

\[
|I_{-4}(x) - \overline{I}_{-4}(x)| \leq \frac{16}{\pi x} \exp \left( \frac{\pi}{2\Delta^2} \sqrt{\frac{2Kn}{3}} \right) ((0.6\delta)^3 + 3 \frac{(0.6\delta)^2}{3} + 6 \frac{0.6\delta}{9} + 6 \frac{1}{27}) =: \mathcal{I}_{-4}(n, \delta).
\]

Now define

\[
W_s(k; n) := \pi^{s-1} \left( \frac{\sqrt{2K}}{3} \right)^{s/2} \left( n + \frac{k-1}{24} \right)^{-s/2} \sqrt{k} \geq 0,
\]

so that $V_s(k; n) = W_s(n)\overline{I}_{-s}(x)$. Then to prove equation (4.8) it suffices to show

\[
\beta_1 W_1(k; n)I_{-1}(x) + \beta_2 W_2(k; n)I_{-2}(x) + \beta_4 W_4(k; n)I_{-4}(x)
\]

\[
> 2E_k(t, \delta; n) + \beta_1 W_1(k; n)\mathcal{I}_{-1}(n, \delta) + \beta_2 W_2(k; n)\mathcal{I}_{-2}(n, \delta) + \beta_4 W_4(k; n)\mathcal{I}_{-4}(n, \delta).
\]

(4.9)

An analysis of the relevant asymptotics for Bessel functions yields that this holds for sufficiently large $n$, as [8, p. 10.40.1] indicates that $I_{-s}(x)$ has main term $(4s^2 - 1)\frac{x^s}{\sqrt{2\pi x}}$ for any $s$, and since $W_s(k; n)$ is of order $n^{-s/2}$, we see that $W_1(k; n)I_{-1}(x)$ dominates the $I$-Bessel functions above. The remaining terms are error terms asymptotically because when $\delta \geq \delta_{\text{min}}(k)$ we have that

\[
E_k(t, \delta; n) = O \left( n^{-3} \exp \left( \pi \sqrt{\frac{2Kn}{3}} \right) \right).
\]

Furthermore, since $\delta > 1.3$, we have that $\Delta > \sqrt{\frac{1}{2}}$, so that

\[
W_s(k; n)\mathcal{I}_{-s}(n, \delta) = O \left( x^{-1} \exp \left( \frac{\pi}{2\Delta^2} \sqrt{\frac{2Kn}{3}} \right) \right)
\]

is an error term. Finally, note that $\beta_1$ is positive, and therefore the inequality holds for sufficiently large $n$.

In summary, we have shown in order to show that $D_k(r, t; n) > D_k(s, t; n)$ for all $0 < r < s \leq t$ for a fixed value of $n$, it suffices to consider the case $s = r + 1$ and show that the inequality (4.9) holds for all $0 < r < t$, so long as $n > \max \left\{ \frac{\delta^2k^2}{6}, 4 \right\}$ (note the maximum is irrelevant unless $k = t = 2$). In light of this, we define the integer $N_k(t, \delta)$ as the smallest positive integer such that both $N_k(t, \delta) > \frac{\delta^2k^2}{6}$, the inequality (4.9) is true for all $n > N_k(t, \delta)$ and for all $1 \leq r \leq t - 1$. We may then define $N_k(t) := \min_{\delta > \delta_{\text{min}}(k)} N_k(t, \delta)$. The table in Figure 3 gives upper bounds on $N_k(t)$ for $2 \leq t \leq 10$ and $2 \leq k \leq 10$ which have been computed with the aid of a computer.

\[\text{In [7], Craig uses the notation } N_2(t) \text{ for } N_2(t, \sqrt{10t}).\]
Therefore, in order to show Theorem 1.3, it suffices to compute $D_k(r, t; n) - D_k(r + 1, t; n)$ for $n \leq N_k(t)$ with the aid of a computer and determine all possible counterexamples which arise from these cases. All such counterexamples for $D_k(r, t; n) \geq D_k(r + 1, t; n)$ satisfy $k = 2, n \leq 8$, and similarly all such counterexamples for $D_k(r, t; n) > D_k(r + 1, t; n)$ satisfy $n \leq 16$. This completes the proof.

References

[1] T.M. Apostol. *Modular Functions and Dirichlet Series in Number Theory*. Graduate Texts in Mathematics. Springer New York, 2012. ISBN: 9781468499100. URL: https://books.google.com/books?id=2zrUBwAAQBAJ.

[2] O. Beckwith and M. H. Mertens. “On the number of parts of integer partitions lying in given residue classes.” *Annals of Combinatorics* 21.4 (2017), pp. 507–517.

[3] O. Beckwith and M. H. Mertens. “The number of parts in certain residue classes of integer partitions.” *Research in Number Theory* 1.1 (Nov. 2015), p. 11. ISSN: 2363-9555. DOI: 10.1007/s40993-015-0012-8. URL: https://doi.org/10.1007/s40993-015-0012-8.

[4] K. Bringmann, W. Craig, J. Males, and K. Ono. “Distributions on partitions arising from Hilbert schemes and hook lengths.” *Forum of Mathematics, Sigma* 10 (2022), e49. DOI: 10.1017/fms.2022.45.

[5] K. Bringmann, C. Jennings-Shaffer, and K. Mahlburg. “On a Tauberian theorem of Ingham and Euler–Maclaurin summation.” *The Ramanujan Journal* (2021), pp. 1–32.

[6] K. Bringmann, C. Jennings-Shaffer, and K. Mahlburg. “The asymptotic distribution of the rank for unimodal sequences.” *Journal of Number Theory* 229 (2021), pp. 444–462.

[7] W. Craig. “On the Number of Parts in Congruence Classes for Partitions into Distinct Parts.” *arXiv preprint arXiv:2110.15835* (2021).

[8] *NIST Digital Library of Mathematical Functions*. http://dlmf.nist.gov/, Release 1.1.5 of 2022-03-15. F. W. J. Olver, A. B. Olde Daalhuis, D. W. Lozier, B. I. Schneider, R. F. Boisvert, C. W. Clark, B. R. Miller, B. V. Saunders, H. S. Cohl, and M. A. McClain, eds. URL: http://dlmf.nist.gov/.

[9] P. Hagis. “Partitions with a restriction on the multiplicity of the summands.” *Transactions of the American Mathematical Society* 155.2 (1971), pp. 375–384.
REFERENCES

[10] G. H. Hardy and S. Ramanujan. “Asymptotic formulæ in combinatorial analysis.” Proceedings of the London Mathematical Society 2.1 (1918), pp. 75–115.

[11] F. Jackson and M. Otgonbayar. “Unexpected Biases Between Congruence Classes for Parts in $k$-indivisible Partitions.” 2022. In preparation.

[12] D. H Lehmer. “On the maxima and minima of Bernoulli polynomials.” The American Mathematical Monthly 47.8 (1940), pp. 533–538.

[13] H. T. Ngo and R. C. Rhoades. “Integer partitions, probabilities and quantum modular forms.” Research in the Mathematical Sciences 4.1 (2017), pp. 1–36.

[14] E. M. Stein and R. Shakarchi. Complex analysis. Vol. 2. Princeton University Press, 2010.

[15] D. C. Wood. The Computation of Polylogarithms. Tech. rep. University of Kent, 1992.

[16] E. M. Wright. “Stacks (II).” The Quarterly Journal of Mathematics 22.1 (Mar. 1971), pp. 107–116. ISSN: 0033-5606. DOI: 10.1093/qmath/22.1.107. eprint: https://academic.oup.com/qjmath/article-pdf/22/1/107/4436740/22-1-107.pdf. URL: https://doi.org/10.1093/qmath/22.1.107.

[17] D. Zagier. “The Mellin transform and related analytic techniques.” Quantum field theory I: basics in mathematics and physics. A bridge between mathematicians and physicists (2006), pp. 305–323.

University of Virginia, 141 Cabell Drive, Kerchof Hall, Charlottesville, VA 22904
Current address: University of Michigan, 530 Church St, Ann Arbor, MI 48109
Email address: alephnil@umich.edu
URL: http://www-personal.umich.edu/~alephnil

University of Virginia, 141 Cabell Drive, Kerchof Hall, Charlottesville, VA 22904
Current address: Massachusetts Institute of Technology, 77 Massachusetts Avenue Cambridge, MA 02139-4307
Email address: misheel@mit.edu