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Abstract. We show that boundary theory for transient Markov chains, as initiated by Doob, can be used to prove de Finetti’s classical representation result for exchangeable random sequences. We also include the relevant parts of the theory, with full proofs.

1. Introduction

In words, de Finetti’s theorem says that “an infinite exchangeable sequence is a mixture of i.i.d. sequences”. For the history of this iconic structural result of probability theory, its many extensions and applications, and several different proofs, we refer the reader to the Saint Flour lecture notes [Ald85] by Aldous (from which we have taken the above quotation) and to the more recent monograph [Kal05] by Kallenberg. Our aim in this note is to give a proof of de Finetti’s theorem based on the boundary theory for transient Markov chains as initiated by Doob [Doo59], and to make this essentially self-contained by also including the relevant parts of the latter theory, again with proofs.

In order to be able to achieve this we have to leave aside many interesting and important aspects, such as convexity considerations. In the case of de Finetti’s theorem these provide a connection to ergodic theory, which leads to a short proof based on the mean ergodic theorem [Kal05, p.25f]. Further, we restrict ourselves to what we call combinatorial Markov chains. This class is sufficiently rich to provide a framework for many sequentially growing random discrete structures, such as permutations [VK81], compositions and partitions [Gne97], various binary tree models [EGW12, EGW16, EW16], graphs [Grü15], words [CE16], and many others, with applications to the representation theory of the infinite symmetric group, population genetics, and the analysis of algorithms. Both lists are far from complete.

Among the above, [Gne97] is an interesting example for the use of boundary theory in the context of the analysis of exchangeable random structures. Recently, in the other direction, exchangeability results have employed to determine the boundary for various combinatorial Markov chains; see [CE16, EGW16, EW16].

In the next section we introduce some notation and then give a formal statement of de Finetti’s result in Theorem 1. This is followed by an exposition of the boundary theory that we need. In Section 2 we then prove Theorem 1 in two steps: We use the material from Section 3 to obtain the result for finite state spaces, which turns out to be very easy once the boundary theory is in place, and then apply standard arguments for the lift to more general spaces.
2. de Finetti’s theorem

We need some definitions. The random variables \( X_n, n \in \mathbb{N} \), are all defined on a common probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and take their values in a measurable space \( (E, \mathcal{B}) \) which we assume to be Borel, meaning that there exists a measure-theoretic isomorphism between this space and a Borel subset of the real line. We write \((E_\infty, \mathcal{B}_\infty)\) for the corresponding path space, where \( E_\infty \) is the set of all sequences \( x = (x_n)_{n \in \mathbb{N}} \) of elements \( x_n \) of \( E \) and \( \mathcal{B}_\infty \) is generated by the projections \( x = (x_n)_{n \in \mathbb{N}} \mapsto x_i \) from \( E_\infty \) to \( E, i \in \mathbb{N} \). We further write \( \mathcal{M}_1(E) \) and \( \mathcal{M}_1(E_\infty) \) for the set of probability measures on \( (E, \mathcal{B}) \) and \( (E_\infty, \mathcal{B}_\infty) \) respectively. In this setup we may regard the sequence \( X \) as a random variable (measurable mapping) with values in \((E_\infty, \mathcal{B}_\infty)\) so that its distribution, the push-forward \( \mathbb{P}^X \) of \( \mathbb{P} \) under the mapping \( X \), is an element of \( \mathcal{M}_1(E_\infty) \).

Let \( S \) be the set of finite permutations \( \pi \) of \( \mathbb{N} \), meaning that \( \pi : \mathbb{N} \to \mathbb{N} \) is bijective and that \( \#(i \in \mathbb{N} : \pi(i) \neq i) < \infty \). Each such permutation defines a function \( \phi_\pi : E_\infty \to E_\infty, E_\infty \ni x = (x_n)_{n \in \mathbb{N}} \mapsto (x_{\pi(n)})_{n \in \mathbb{N}} \) which, again via push-forward, induces a mapping from and to \( \mathcal{M}_1(E_\infty) \). We say that \( X \) is exchangeable if its distribution is invariant under all \( \phi_\pi, \pi \in S \).

Spaces of measures such as \( \mathcal{M}_1(E) \) can be endowed with a measurable structure by requiring that \( \mu \mapsto \mu(A) \) be measurable for all measurable sets \( A \); we write \( \mathcal{B}(\mathcal{M}_1(E)) \) for the resulting \( \sigma \)-field. In particular, it then makes sense to regard a random measure as a random variable with values in \( \mathcal{M}_1(E) \).

**Theorem 1** (de Finetti). If \( X = (X_n)_{n \in \mathbb{N}} \) is exchangeable then there exists a random variable \( M \) with values in \( \mathcal{M}_1(E) \) such that, conditionally on \( M = \mu \), the \( X_n \)'s are i.i.d. with common distribution \( M = \mu \).

The conditioning means that, for all \( k \in \mathbb{N} \) and \( A_1, \ldots, A_k \in \mathcal{B} \),

\[
\mathbb{P}(X_1 \in A_1, \ldots, X_k \in A_k) = \int \prod_{i=1}^k \mu(A_i) \mathbb{P}^M(d\mu).
\]

Again, \( \mathbb{P}^M \) denotes a push-forward, now the distribution of the random measure \( M \), which is a probability measure on \( (\mathcal{M}_1(E), \mathcal{B}(\mathcal{M}_1(E))) \). The interpretation is that of a two-stage procedure: First, we select \( M \), the directing measure, according to \( \mathbb{P}^M \). Then, if this selection resulted in \( \mu \in \mathcal{M}_1(E) \), we generate the \( X_n \)'s independently, all with distribution \( \mu \).

Alternatively, using the concept of conditional probability, we first define a probability kernel \( Q \) from \((\mathcal{M}_1(E), \mathcal{B}(\mathcal{M}_1(E)))\) to \((E_\infty, \mathcal{B}_\infty)\) by \( Q(\mu \cdot) = \mu \otimes \mathbb{P} \), where \( \otimes \) denotes product measure. The distribution of \( X \) is then the product of the distribution of the directing measure and this kernel in the sense that

\[
\mathbb{P}(X \in A) = \int Q(\mu \cdot) \mathbb{P}^M(d\mu) \quad \text{for all } A \in \mathcal{B}_\infty.
\]

This is, of course, the same as (1) and may be written shortly as \( Q = \mathbb{P}^{X|M} \). Both interpretations also arise in connection with boundaries.

3. Boundary theory for combinatorial Markov chains

By a combinatorial Markov chain (CMC) on \( \mathbb{F} \) we mean a Markov chain \( Y = (Y_n)_{n \in \mathbb{N}_0} \) with values in a combinatorial family \( \mathbb{F} \) that is adapted to \( \mathbb{F} \) in the sense that

\[
\mathbb{P}(Y_n \in \mathbb{F}_n) = 1 \text{ for all } n \in \mathbb{N}_0.
\]

Here \( \mathbb{F}_n \) is the (finite) set of objects \( x \) with ‘size’ \( n \), and \( \mathbb{F} = \bigcup_{n=0}^{\infty} \mathbb{F}_n \). This implies that time \( n \) is a function of state \( x \). We further assume that there is only one object \( e \) of size 0, i.e.
\[ \mathbb{F}_0 = \{ e \} \] and \( Y_0 = e \), and that the chain is weakly irreducible in the sense that \( \mathbb{P}(Y_n = x) > 0 \) for all \( n \in \mathbb{N}, x \in \mathbb{F}_n \).

In general, a stochastic process such as \( Y \) is based on an underlying probability space \((\Omega, \mathcal{F}, \mathbb{P})\) which is often left unspecified. In the present context it is no loss of generality to work with the canonical construction, which here means that we take \( \mathbb{F} = \mathbb{F}_\infty := \prod_{n=0}^{\infty} \mathbb{F}_n \); we define \( Y_n : \mathbb{F}_\infty \to \mathbb{F}_n \) as the projection to the \( n \)th sequence element; and we let \( \mathcal{F} \) be the \( \sigma \)-field generated by the \( Y_n \)'s, which we denote by \( \mathcal{B}_\infty \).

Further, for all \( n \in \mathbb{N}_0 \), let \( \mathcal{F}_n := \sigma(\{Y_m : m \leq n\}) \) and \( \mathcal{B}_n := \sigma(\{Y_m : m \geq n\}) \).

For \( m \leq n, x \in \mathbb{F}_m, y \in \mathbb{F}_n \) let
\[ K(x,y) := \frac{\mathbb{P}(Y_n = y|Y_m = x)}{\mathbb{P}(Y_n = y)} \quad \left( = \frac{\mathbb{P}(Y_m = x|Y_n = y)}{\mathbb{P}(Y_m = x)} \leq \frac{1}{\mathbb{P}(Y_m = x)} \right), \]
and put \( K(x,y) = 0 \) otherwise. This is the Martin kernel. Consider the discrete topology on \( \mathbb{F} \). Then
\[ \mathbb{F} \ni y \mapsto (x \mapsto K(x,y)) \in \prod_{m=1}^{\infty} \prod_{x \in \mathbb{F}_m} \left[ 0, \frac{1}{\mathbb{P}(Y_m = x)} \right] \]
provides an embedding of \( \mathbb{F} \) into a compact space. We ignore the distinction between \( \mathbb{F} \) and its image in the product space. Then the Doob-Martin compactification \( \overline{\mathbb{F}} \) is the closure of \( \mathbb{F} \) in this space, and \( \partial \mathbb{F} := \overline{\mathbb{F}} \setminus \mathbb{F} \) is the Martin boundary. By construction, \( (y_n)_{n \in \mathbb{N}} \) converges in the Doob-Martin topology if and only if the sequences \( (K(x,y_n))_{n \in \mathbb{N}} \) converge in \( \mathbb{R} \) for all \( x \in \mathbb{F} \). In the present context this implies that either \( y_n = y \) for all but finitely many \( n \in \mathbb{N} \) with some \( y \in \mathbb{F} \), or that \( m_n \to \infty \) with \( m_n \) given by \( y_n \in \mathbb{F}_{m_n} \).

Probabilistically we may interpret this as follows: Suppose that \( (y_n)_{n \in \mathbb{N}} \) is such that \( y_n \in \mathbb{F}_{m_n} \) with \( m_n \to \infty \). Then the sequence converges if and only if, for all fixed \( k \in \mathbb{N} \) and \( x_0 \in \mathbb{F}_0, \ldots, x_k \in \mathbb{F}_k, \mathbb{P}(Y_0 = x_0, \ldots, Y_k = x_k|Y_{m_n} = y_n) \) converges as \( n \to \infty \). This may be rephrased as
\[ y_n \text{ converges } \iff \mathbb{P}^Y|Y_{m_n} = y_n \text{ converges} \]
if we interpret process convergence on the right hand side as convergence of the respective finite-dimensional distributions.

The following limit theorem is the first main result of the theory.

**Theorem 2.** In \( \overline{\mathbb{F}} \), \( Y_n \) converges almost surely to some \( Y_\infty \) with values in \( \partial \mathbb{F} \).

**Proof.** We need to show that, for every fixed \( x \in \mathbb{F} \), \( K(x,Y_n) \) converges almost surely as \( n \to \infty \). With \( x \in \mathbb{F}_k \) and \( n > k \) it is straightforward to show that \( \mathbb{E}[K(x,Y_n)|\mathcal{F}_{n+1}] = K(x,Y_{n+1}) \). Now use the backwards martingale convergence theorem. \( \square \)

In the CMC situation, \( h : \mathbb{F} \to \mathbb{R} \) is harmonic if \( h(x) = \sum_{y \in \mathbb{F}_{n+1}} \mathbb{P}(Y_{n+1} = y|Y_n = x) h(y) \) for all \( n \in \mathbb{N}_0, x \in \mathbb{F}_n \). Equivalently, \( (h(Y_n), \mathcal{F}_n)_{n \in \mathbb{N}_0} \) is a (forward) martingale. We write \( \mathcal{H}_{1,\geq} \) and \( \mathcal{H}_{1,>} \) for the set of all non-negative respectively positive harmonic functions \( h \) that are normed in the sense that \( h(e) = 1 \). As a consequence of the fact that we only assume weak irreducibility these sets may well be different; let \( \mathbb{F}_h := \{ x \in \mathbb{F} : h(x) > 0 \} \). Each \( h \in \mathcal{H}_{1,\geq} \) defines a transition mechanism \( p_h \) on \( \mathbb{F}_h \) via
\[ p_h(x,y) := \frac{1}{h(x)} \mathbb{P}(Y_{n+1} = y|Y_n = x) h(y), \]
with \( n \in \mathbb{N}, x \in \mathbb{F}_n \cap \mathbb{F}_h, y \in \mathbb{F}_{n+1} \cap \mathbb{F}_h \). The corresponding probability measure on the path space is the \( h \)-transform \( \mathbb{P}_h \) of \( \mathbb{P} \). (The transform is often regarded as acting on the process
Here \( Y \) is fixed as as we work with the canonical construction; we will occasionally say that \( Y \) is a CMC on \( \mathbb{F}_h \) under \( \mathbb{P}_h \). Then
\[
\mathcal{M}(\mathbb{P}) := \{ \mathbb{P}_h : h \in \mathcal{H}_{1,>} \}
\]
is a family of probability measures on \((\mathbb{F}_n, \mathcal{B}_n)\), and it is easy to check that
\[
\mathbb{P}_h(Y_1 = x_1, \ldots, Y_n = x_n) = h(x_n)
\]
whenever \( \mathbb{P}(Y_1 = x_1, \ldots, Y_n = x_n) > 0 \). In words: \( x \mapsto h(x), x \in \mathbb{F}_n, \) is the density of \( \mathbb{P}_h \) with respect to \( \mathbb{P} \), if both are restricted to \( \mathcal{B}_n \). This implies that the Martin kernel \( K_h \) associated with \( \mathbb{P}_h, h \in \mathcal{H}_{1,>}, \) is related to the original Martin kernel \( K \) by
\[
K_h(x, y) = \frac{1}{h(x)} K(x, y) \quad \text{for all } x, y \in \mathbb{F}.
\]
From this it is immediate that all \( h \in \mathcal{H}_{1,>} \) lead to the same Doob-Martin compactification and, consequently, to the same Martin boundary. For \( h \in \mathcal{H}_{1,>} \setminus \mathcal{H}_{1,>} \) the shrinkage from \( \mathbb{F} \) to \( \mathbb{F}_h \) may lead to a smaller boundary \( \partial \mathbb{F}_h \), but we may always regard \( \mathbb{P}_h \) as (the distribution of) a CMC on \( \mathbb{F}_h \). Further, the canonical embedding of \( \mathbb{P}_h \) into \( \mathbb{F} \) extends uniquely to a continuous and injective function \( \phi_h : \mathbb{F}_h \to \mathbb{F} \). In particular, \( Y_n \) converges almost surely to \( Y_\infty \) as \( n \to \infty \) with respect to \( \mathbb{P}_h \), for all \( h \in \mathcal{H}_{1,>} \).

By construction, each function \( K(x, \cdot), x \in \mathbb{F} \), has a unique continuous extension from \( \mathbb{F} \) to \( \mathbb{F}_h \). It is easy to see that each \( K(\cdot, \alpha), \alpha \in \partial \mathbb{F} \), is harmonic and, in fact, an element of \( \mathcal{H}_{1,>} \). For \( h \in \mathcal{H}_{1,>} \), the corresponding \( h \)-transform \( \mathbb{P}_h \) similar leads to a continuous extension of the corresponding Martin kernel \( K_h \), and the embedding \( \phi_h \) gives the following extension of (5).
\[
K_h(x, \alpha) = \frac{1}{h(x)} K(x, \alpha) \quad \text{for all } x \in \mathbb{F}_h, \alpha \in \partial \mathbb{F}.
\]

We can now state and prove the second main result.

**Theorem 3.** Suppose that \( h \in \mathcal{H}_{1,>} \). Then
\[
h(x) = \int K(x, \alpha) \mathbb{P}_h^{Y_\infty}(d\alpha) \quad \text{for all } x \in \mathbb{F}_h.
\]

**Proof.** From Theorem 2 and the definition of the Doob-Martin topology we know that \( K(x, Y_n) \) converges to \( K(x, Y_\infty) \) \( \mathbb{P} \)-almost surely for all \( x \in \mathbb{F} \), and we further know from its proof that \( (K(x, Y_n), \mathcal{G}_n)_{n \geq m} \) is a backwards martingale if \( x \in \mathbb{F}_m \). For these \( L^1 \)-convergence is automatic, so that
\[
\lim_{n \to \infty} \mathbb{E}K(x, Y_n) = \mathbb{E}K(x, Y_\infty) = \int K(x, \alpha) \mathbb{P}^{Y_\infty}(d\alpha).
\]
Using the second expression for \( K \) in (2) we get, for \( n > m \),
\[
\mathbb{E}K(x, Y_n) = \sum_{y \in \mathbb{F}_n} \frac{\mathbb{P}(Y_m = x|Y_n = y)}{\mathbb{P}(Y_m = x)} \mathbb{P}(Y_n = y) = 1.
\]
Taken together this shows that
\[
\int K(x, \alpha) \mathbb{P}_h^{Y_\infty}(d\alpha) = 1 \quad \text{for all } x \in \mathbb{F}.
\]
Now fix \( h \in \mathcal{H}_{1,>} \). Repeating the above for the CMC on \( \mathbb{F}_h \) given by the corresponding \( h \)-transform \( \mathbb{P}_h \) with Martin kernel \( K_h \) we obtain
\[
\int K_h(x, \alpha) \mathbb{P}_h^{Y_\infty}(d\alpha) = 1 \quad \text{for all } x \in \mathbb{F}_h.
\]
An appeal to (3) now concludes the proof.

The above is the classical representation result of the theory, with additional information about the representing measure. Again, we may rephrase this in more probabilistic terms. Let \( \mathcal{Q} : \partial \mathbb{F} \times \mathcal{B}_m \to [0,1] \) be defined by

\[
\mathcal{Q}(\alpha, A) = \mathbb{P}_K(\cdot, \alpha)(A) \quad \text{for all } \alpha \in \partial \mathbb{F}, A \in \mathcal{B}_m.
\]

Then \( \alpha \mapsto \mathcal{Q}(\alpha, A) \) is a probability measure on \( (\mathbb{F}_m, \mathcal{B}_m) \) for all \( \alpha \in \partial \mathbb{F} \), and it is easy to show that \( \alpha \mapsto \mathcal{Q}(\alpha, A) \) is \( \mathcal{B}(\partial \mathbb{F}) \)-measurable for all \( A \), where \( \mathcal{B}(\partial \mathbb{F}) \) denotes the Borel \( \sigma \)-field on \( \partial \mathbb{F} \). Hence \( \mathcal{Q} \) is a probability kernel from \( (\partial \mathbb{F}, \mathcal{B}(\partial \mathbb{F})) \) to \( (\mathbb{F}_m, \mathcal{B}_m) \).

**Corollary 4.** The kernel \( \mathcal{Q} \) is a version of \( \mathbb{P}_h^{\mathcal{Y}} \) for all \( h \in \mathcal{H}_{1,>} \).

**Proof.** We need to show that, for all \( A \),

\[
\mathbb{P}_h(A) = \int \mathcal{Q}(\alpha, A) \mathbb{P}_h^{\mathcal{Y}}(d\alpha).
\]

Because of the structure of \( \mathcal{B}_m \) is is enough to do so for sets \( A \) of the form

\[
A = \{ (y_n)_{n \in \mathbb{N}} \in \mathbb{F}_m : y_1 = x_1, \ldots, y_m = x_m \},
\]

with \( m \in \mathbb{N} \) and \( x_1, \ldots, x_m \in \mathbb{F}_m \) such that \( \mathbb{P}_h(A) > 0 \). For such a set \( A \) we obtain, using (3) and the definition of \( \mathcal{Q} \),

\[
\mathbb{P}_h(A) = h(x_m) \mathbb{P}(A), \quad \mathcal{Q}(\alpha, A) = K(x_m, \alpha) \mathbb{P}(A),
\]

so that it remains to show that

\[
\int K(x, \alpha) \mathbb{P}_h^{\mathcal{Y}}(d\alpha) = h(x) \quad \text{for all } x \in \mathbb{F}_h,
\]

but this is the content of Theorem 3.

Much the same as in the de Finetti situation, see the end of Section 2, a CMC may thus be regarded as a two-stage experiment, with the boundary element \( \alpha \) chosen at random and then running the chain according to \( \mathbb{P}_h \) with \( h = K(\cdot, \alpha) \).

This is an elegant theory, and, in view of their space-time property, quite accessible for CMCs. However, to work out things for a given chain, i.e. to

- describe \( \mathbb{F} \) as a topological space in terms of more familiar objects,
- find the distribution of \( Y_m \),
- describe the \( h \)-transforms for \( h = K(\cdot, \alpha) \), with \( \alpha \in \partial \mathbb{F} \),

may be difficult. An occasionally efficient strategy is to show that the chain of interest is an \( h \)-transform of some other chain where these tasks are easy or have already been carried out. Any characterization of the family \( \mathcal{H}(\mathbb{F}) \) could be useful in this context; we provide one that will turn out to work in the de Finetti case.

One often uses

\[
\mathbb{P}(Y_{n+1} = x_{n+1} | Y_n = x_n, \ldots, Y_1 = x_1) = \mathbb{P}(Y_{n+1} = x_{n+1} | Y_n = x_n)
\]

as a definition of the Markov property. Equivalently, for all \( n \in \mathbb{N} \), \( \mathcal{F}_n \) and \( \mathcal{G}_n \) are conditionally independent, given \( \sigma(Y_n) \). The latter definition exhibits the underlying symmetry which can also be seen in (2). In particular we can build the chain backwards from any finite instant of time, using the cotransitions \( \mathbb{P}_n^{+} \times \mathbb{F}_n \ni (y, \alpha) \mapsto \mathbb{P}(Y_n = x | Y_{n+1} = y) \).

Indeed, such a time reversal has appeared repeatedly, if implicitly, above.

**Proposition 5.** (a) For all \( h \in \mathcal{H}_{1,>} \), \( \mathbb{P}_h \) has the same cotransitions as \( \mathbb{P} \).
(b) If \( \mathbb{P} \) is a probability measure on \( (\mathbb{F}, \mathcal{A}) \) such that \( Y \) is a CMC on \( \mathbb{F} \) under \( \mathbb{P} \), and if \( \mathbb{P} \) has the same cotransitions as \( \mathbb{P} \), then \( \mathbb{P} = \mathbb{P}_h \) for some \( h \in \mathcal{A}_1 \).

**Proof.** Part (a) is immediate from \( \mathbb{P} \) and \( \mathbb{P}_h \). For (b) we put \( h(x) = \mathbb{P}(Y = x) / \mathbb{P}(Y = x) \) for \( x \in \mathbb{F} \).

We mention in passing, once again, for CMCs the proof is very simple in view of their space-time property.

**Example 6.** We consider the family \( \mathbb{F} \) of weak compositions of natural numbers with \( d \) parts, \( d \in \mathbb{N} \) fixed, where

\[
\mathbb{F}_n = \{ (x_1, \ldots, x_d) \in \mathbb{N}_0^d : x_1 + \cdots + x_d = n \}
\]

for all \( n \in \mathbb{N} \), and \( \mathbb{F}_0 = \{ (0, \ldots, 0) \} \). For \( j = 1, \ldots, d \) let \( e_j \) be the element of \( \mathbb{F}_1 \) that has \( x_j = 1 \). Then a standard CMC on \( \mathbb{F} \) arises as the sequence of partial sums for a sequence of independent random vectors \( X_n, n \in \mathbb{N} \), with \( X_n \) uniformly distributed on \( \{ e_j : j = 1, \ldots, d \} \), meaning that \( Y_n = \sum_{i=1}^n X_i \) for all \( n \in \mathbb{N}_0 \). Clearly, for \( x = (x_1, \ldots, x_d) \in \mathbb{F}_m \) and \( y = (y_1, \ldots, y_d) \in \mathbb{F}_n, n > m \), with \( y_i \geq x_i \) for \( i = 1, \ldots, d \),

\[
K(x, y) = \binom{n-m}{y_1-x_1, \ldots, y_d-x_d} d^{-(n-m)} \binom{n}{y_1, \ldots, y_d} d^{-n}
\]

A special case of this is \( K(e_j, y) = d y_j / n \). It follows easily that a sequence \( (y_n)_{n \in \mathbb{N}}, y_n = (y_{n1}, \ldots, y_{nd}) \in \mathbb{F}_m \) with \( m_n \to \infty \), converges in the Doob-Martin topology if and only if the sequences \( (y_n/m_n)_{n \in \mathbb{N}}, n = 1, \ldots, d \), converge in \( \mathbb{R} \), and that \( \partial \mathbb{F} \) is (homeomorphic to) the \( (d-1) \)-dimensional probability simplex

\[
S(d) := \{ \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{R}_+^d : \sum_{i=1}^d \alpha_i = 1 \}
\]

Further, \( K(x, \alpha) = \prod_{i=1}^d \alpha_i^{x_i} \) for all \( x = (x_1, \ldots, x_d) \in \mathbb{F}, \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{S}(d) \), so that

\[
\mathbb{P}_{K(\alpha)}(Y_{n+1} = x + e_j | Y_n = y) = \alpha_j, \quad j = 1, \ldots, d.
\]

In words: Conditioned on \( Y_n = \alpha \), the process is a random walk with step distribution \( \alpha \). An extreme case of state space reduction arises if \( \alpha = (1, 0, \ldots, 0) \), for example: The corresponding \( \mathbb{F}_h \) consists of the compositions \( (n, 0, 0, \ldots, 0) \), and \( \mathbb{P}_h \) is concentrated on a single path. Finally, a straightforward calculation shows that the cotransitions are given by

\[
\mathbb{P}(Y_n = y | Y_{n+1} = y + e_j) = \frac{y_j + 1}{n+1}, \quad j = 1, \ldots, d,
\]

for all \( y = (y_1, \ldots, y_d) \in \mathbb{F} \).

<  

4. THE PROOF

In the first step of the proof we assume that \( E \) is finite, with all subsets being measurable. Let \( d := \#E \); for (notational) simplicity we may assume that \( E = \{ 1, \ldots, d \} \). Given the exchangeable process \( X \) with values in \( E \) we define a process \( Y = (Y_n)_{n \in \mathbb{N}_0} \) with values in the combinatorial family \( \mathbb{F} \) of weak compositions with \( d \) parts by

\[
Y_n := \{ \# \{ 1 \leq i \leq n : X_i = k \} \}_{k=1}^{d} \quad \text{for all } n \in \mathbb{N}_0.
\]

In words: We count how often the different values have appeared up to time \( n \). In the following lemma we collect two simple, but decisive observations.
Lemma 7. The process $Y$ is a Markov chain, and its cotransitions are given by
\[ P(Y_n = y | Y_{n+1} = y + e_j) = \frac{y_j + 1}{n+1}, \quad j = 1, \ldots, d, \ y \in F_n. \]

Proof. Using the definition (11) of the Markov property we want to show that
\[ P(Y_{n+1} = y_{n+1} | Y_n = y_n, \ldots, Y_1 = y_1) = P(Y_{n+1} = y_{n+1} | Y_n = y_n) \]
whenever $P(Y_{n+1} = y_{n+1}, Y_n = y_n, \ldots, Y_1 = y_1) > 0$. Fix $n \in \mathbb{N}$, $y_n \in F_n$ and $y_{n+1} \in F_{n+1}$.

We may assume that $y_{n+1} = y_n + e_j$ for some $j \in \{1, \ldots, d\}$, where $e_1, \ldots, e_d$ denote the unit vectors in $\mathbb{N}_0^d$, as in Example 6. Let
\[ A(y_n) := \{(y_1, \ldots, y_{n-1}) : P(Y_1 = y_1, \ldots, Y_n = y_n, Y_{n+1} = y_{n+1}) > 0\}. \]

As the $Y$-sequence is the sequence of partial sums of unit vectors in $\mathbb{N}_0^n$ there is a bijective correspondence between $A(y_n)$ and a subset $B(y_n)$ of $\{e_1, \ldots, e_d\}^n$, where $B(y_n)$ has the property that, for all permutations $\pi$ of $\{1, \ldots, n\}$,
\[ (x_1, \ldots, x_n) \in B(y_n) \iff (x_{\pi(1)}, \ldots, x_{\pi(n)}) \in B(y_n). \]
The function $(x_1, \ldots, x_n) \mapsto P(X_1 = x_1, \ldots, X_n = x_n, X_{n+1} = e_j)$ is constant on $B(y_n)$ in view of the exchangeability of $X$, which implies that
\[ (y_1, \ldots, y_{n-1}) \mapsto P(Y_1 = y_1, \ldots, Y_n = y_n, Y_{n+1} = y_{n+1}) \]
is constant on $A(y_n)$. The same reasoning shows that
\[ (y_1, \ldots, y_{n-1}) \mapsto P(Y_1 = y_1, \ldots, Y_n = y_n) \]
is also constant on $A(y_n)$. Hence, for any fixed $(y_1, \ldots, y_{n-1}) \in A(y_n)$,
\[ P(Y_{n+1} = y_{n+1} | Y_n = y_n) = \frac{P(Y_{n+1} = y_{n+1}, Y_n = y_n)}{P(Y_n = y_n)} = \frac{\sum_{(y_1', \ldots, y_{n-1}') \in A(y_n)} P(Y_{n+1} = y_{n+1}, Y_n = y_n, Y_1 = y_1', \ldots, Y_{n-1} = y_{n-1}')}{\sum_{(y_1', \ldots, y_{n-1}') \in A(y_n)} P(Y_n = y_n, Y_1 = y_1', \ldots, Y_{n-1} = y_{n-1}')} = \frac{\#A(y_n) P(Y_{n+1} = y_{n+1}, Y_n = y_n, Y_1 = y_1, \ldots, Y_{n-1} = y_{n-1})}{\#A(y_n) P(Y_{n+1} = y_{n+1} | Y_n = y_n, Y_1 = y_1, \ldots, Y_{n-1} = y_{n-1})} = P(Y_{n+1} = y_{n+1} | Y_n = y_n, Y_1 = y_1, \ldots, Y_{n-1} = y_{n-1}), \]

which is the desired equality.

Similar arguments can be used to find the cotransitions. The two events in question may be decomposed as
\[ P(Y_n = y_n, Y_{n+1} = y_n + e_j) = \sum_{(x_1, \ldots, x_n) \in B(y_n)} P(X_1 = x_1, \ldots, X_n = x_n, X_{n+1} = e_j), \]
and
\[ P(Y_{n+1} = y_n + e_j) = \sum_{(x_1, \ldots, x_{n+1}) \in B(y_n + e_j)} P(X_1 = x_1, \ldots, X_n = x_n, X_{n+1} = x_{n+1}) \]
respectively, with $B(y_n + e_j)$ the set of possible increments leading to $Y_{n+1} = y_n + e_j$. Suppose that $y_{n+1} = y_n + e_j$. Then there are $k$ steps in direction $j$ which have to be distributed to $n$ positions in the first event and $(k+1)$ such steps to $n+1$ possibilities for the second. Exchangeability implies that the respective probabilities are the same, so that
\[ P(Y_n = y_n | Y_{n+1} = y_n + e_j) = \frac{\binom{n}{j} (\binom{n}{j+1})}{\binom{n+1}{k+1}} = \frac{y_{n,j} + 1}{n+1}. \]
For finite state space $E$, where we may assume that $P(X_n = x) > 0$ for all $x \in E$, Theorem 1 is now immediate: From Proposition 5 and Example 6 we know the boundary for the $Y$-process and the conditional distribution of $Y$ given $Y_m$. In particular, given $Y_m = \mu$, the increments $(X_n)_{n \in \mathbb{N}}$ are i.i.d. with distribution $\mu$. Hence $Y_m$, which is a random element of the probability simplex on $E$, is the directing measure for $X$.

Suppose now that the state space for the exchangeable sequence $X = (X_n)_{n \in \mathbb{N}}$ is a Borel subset of the unit interval $[0, 1)$, endowed with its Borel $\sigma$-field $\mathcal{B}[0,1)$. There are various possibilities for the step from finite sets to this state space. We choose one that is based on binary expansion: Let $\Psi = (\Psi_k)_{k \in \mathbb{N}} : [0, 1) \to \{0, 1\}^\infty$ be defined by

$$\Psi_k(x) := [2^k x] - 2^{k-1} \lfloor x \rfloor.$$ 

On the space $\{0, 1\}^\infty$ of 0-1 sequences we consider the $\sigma$-field $\mathcal{B}[0,1)\cap$ generated by the projections or, equivalently, by the sets

$$A(x_1, \ldots, x_k) := \{y = (y_n)_{n \in \mathbb{N}} \in \{0, 1\}^\infty : y_1 = x_1, \ldots, y_k = x_k\},$$

with $k \in \mathbb{N}$ and $x_1, \ldots, x_k \in \{0, 1\}$. Then, for each fixed $k \in \mathbb{N}$, we obtain an exchangeable sequence $Y_k = (Y_{k,n})_{n \in \mathbb{N}}$ with values in the finite set $\{0, 1\}^k$ via

$$Y_{k,n} := (\Psi_1(X_n), \ldots, \Psi_k(X_n)), \quad n \in \mathbb{N}.$$ 

Let $M_k$ be the corresponding directing measure, which is a random element of the probability simplex on $\{0, 1\}^k$. These are obviously consistent in the sense that, with probability 1, $M_k$ is the push-forward of $M_{k+1}$ under the projection

$$(x_1, \ldots, x_{k-1}, x_k, x_{k+1}) \mapsto (x_1, \ldots, x_{k-1}, x_k)$$

from $\{0, 1\}^{k+1}$ to $\{0, 1\}^k$. Outside some null set $N$ we may therefore apply Kolmogorov’s extension theorem to obtain a probability measure $M$ on $\mathcal{B}[0,1)\cap$ which has the $M_k$’s as its projections to the first $k$ coordinates, $k \in \mathbb{N}$. The directing measure for $X$ now results as the push-forward of $M$ under the mapping $(x_n)_{n \in \mathbb{N}} \mapsto \sum_{n=1}^{\infty} x_n 2^{-n}$.

For the step from state spaces that are Borel subsets of the unit interval to general Borel spaces we refer to [Ald85, Section 7].
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