GRADED POISSON ALGEBRAS ON BORDISM GROUPS OF GARLANDS

VLADIMIR V. CHERNOV

Abstract. Let $M^m$ be an oriented manifold and let $\mathcal{R}$ be a set consisting of oriented closed manifolds of the same odd dimension $n$. We consider a topological space $G_{\mathcal{R},M}$ of commutative diagrams. Each commutative diagram consists of a few manifolds from $\mathcal{R}$ that are mapped to $M$ and of one point spaces $pt$ that are each mapped to a pair of manifolds from $\mathcal{R}$.

We consider the oriented bordism group $\Omega^*_*(G_{\mathcal{R},M}) = \bigoplus_{i=0}^{\infty} \Omega^i(G_{\mathcal{R},M})$. We introduce the operations $\ast$ and $\lbrack,\rbrack$ on $\Omega^*_*(G_{\mathcal{R},M}) \otimes \mathbb{Q}$, that make $\Omega^*_*(G_{\mathcal{R},M}) \otimes \mathbb{Q}$ into a $\mathbb{Z}$-graded $(m-2n)$-Poisson algebra.

For $\mathcal{R} = \{S^1\}$ and a surface $M = F^2$, the subalgebra $\Omega^0(G_{\{S^1\},F^2}) \otimes \mathbb{Q}$ of our algebra is related to the Andersen-Mattes-Reshetikhin Poisson algebra of chord-diagrams.

1. Basic definitions and main results

In this paper the word “smooth” means $C^\infty$. All the manifolds in this paper are assumed to be smooth and oriented and $pt$ denotes the one-point space. For a manifold $M$ and a compact smooth manifold $N$ we write $C^\infty(N,M)$ for the standard topological space of smooth maps $N \to M$. (When $N$ is compact the strong and the weak topologies on the space of smooth maps $N \to M$ coincide.)

We write $C(N,M)$ for the topological space of continuous maps $N \to M$. For a set $X$ and a commutative ring $R$ we write $RX$ for the free $R$-module over the set $X$. Given $q \in \mathbb{Q}$ and $s \in RX$ we write $qs$ to denote the element $s \otimes q \in RX \otimes \mathbb{Z} \mathbb{Q}$. We also write $RX_{\mathbb{Q}}$ instead of $RX \otimes \mathbb{Z} \mathbb{Q}$.

Fix an oriented connected smooth manifold $M$ of dimension $m$ and fix a set $\mathcal{R}$ of oriented connected smooth closed oriented manifolds of the same odd dimension $n$.

Below we define the space $G_{\mathcal{R},M}$ that we call the space of $\mathcal{R}$-garlands in $M$. Essentially it is the topological space of finite commutative diagrams that look as follows.

Each diagram consists of $M$, a finite number of copies of $pt$-spaces, and a finite number of manifolds $N \in \mathcal{R}$. We do allow the manifolds from $\mathcal{R}$ to participate more than once in a diagram. All the $N$-manifolds in a diagram are ordered with the enumeration starting from 1, and we denote by $N_i$ the manifold enumerated by $i$ in a given diagram. Each manifold $N_i$ in a diagram is continuously mapped to $M$ by exactly one map. Each $pt$-space in a diagram is mapped to exactly two of $N_i$-manifolds. We do allow diagrams such that for some of the $N_i$-manifolds in them the diagram contains no map from $pt$ to these $N_i$.

To a $pt$-space in such a diagram we correspond its index $I$ which is the ordered sequence of indices $i$ of manifolds $N_i$ to which the $pt$ is mapped. For example if $pt$ is mapped to $N_1, N_3$ then its index is $\{1,3\}$. 


Each such commutative diagram $D$ gives rise to the oriented graph $\Gamma(D)$ with vertices denoted by $M$, $pt$, $N_i$ and with a manifold from $\mathcal{R}$ associated to each vertex $N_i$. (It may be useful to think of the manifold from $\mathcal{R}$ associated to a vertex $N_i$ as a label of the vertex.) We require that the unoriented bipartite graph obtained by deletion of the $M$ vertex and all edges leading to it has no loops. In particular we get that all the indices of the $pt$ vertices are distinct.

Note that the resulting graph $\Gamma(D)$ is rather special, for example there are no directed edges starting at $M$, or directed edges from $N$ to $pt$.

In this paper, unless the opposite is explicitly stated, we will consider only the graphs that could be obtained from some commutative diagram of the type describe above. We will refer to these graphs as allowed graphs or just graphs when confusion does not arise.

It is easy to see that the graph $\Gamma(D)$ corresponding to a diagram $D$ is completely determined by the number of $N$-vertices in it, the indices of all the $pt$-vertices in it, and the actual manifolds from $N$ associated to each one of the $N_i$-vertices in the graph.

1.1. Definition (space of garlands $G_{\mathcal{R},M}$). The topological space $G_{\mathcal{R},M}$ of $N$-garlands in $M$ that we are about to define is the disjoint union of topological spaces corresponding to different allowed graphs.

Let $\Gamma$ be an allowed graph. Since all the $N_i$-vertices in $\Gamma$ are ordered and for each one of them there is a unique edge $N_i \to M$ in $\Gamma$, we get that all the edges $N \to M$ in $\Gamma$ are ordered. Since all the indices of the $pt$-vertices are different, all the $pt$-vertices in $\Gamma$ are ordered by the lexicographical order of their indices. (With respect to this order a $pt$-vertex with the index $\{1, 5\}$ is less than a $pt$-vertex with the index $\{1, 6\}$.) Since the index of a $pt$ vertex consists of two different integers, the $pt \to N_i$ edges in $\Gamma$ starting from the same $pt$-vertex are also ordered by the index $i$ of the $N_i$-vertex to which they go. Thus all the edges $pt \to N$ in $\Gamma$ are also ordered. For a graph $\Gamma$, we put $\nu(\Gamma)$ to be the number of the $N$-vertices in the graph $\Gamma$ and we put $\pi(\Gamma)$ to be the number of the $pt \to N$ edges in $\Gamma$. For $j \in \{1, \cdots, \nu(\Gamma)\}$ we denote by $i(j) \in \{1, \cdots, \pi(\Gamma)\}$ the index of the $N$-vertex to which the $j$-th edge $pt \to N$ is going.

Consider the space of all (not necessarily commutative) diagrams obtained from $\Gamma$ by equipping all the directed edges $pt \to N_i$ in $\Gamma$ by some maps from $pt$ to the manifold $N_i \in \mathcal{R}$ associated to the vertex $N_i$, and by equipping all the directed edges $N_i \to M$ in $\Gamma$ with some continuous maps into $M$ of the manifold $N_i \in \mathcal{R}$ associated to the vertex $N_i$. Each map $pt \to N$ is completely described by its image point in $N \in \mathcal{R}$. Thus the space of all such diagrams corresponding to $\Gamma$ can be identified with

$$
\prod_{j=1}^{\nu(\Gamma)} N_{i(j)} \times \prod_{i=1}^{\pi(\Gamma)} C(N_i, M).
$$

(1.1)

(Recall that by the definition of the allowed graphs $\Gamma$, $\nu(\Gamma)$ coincides with the number of $N \to M$ edges in $\Gamma$.) This identification gives topology on the space of all such not-necessarily commutative diagrams.
Put $G_{\mathcal{M},M}^\Gamma$ to be the subspace of $(\prod_{j=1}^{n(\Gamma)} N_{i(j)}) \times (\prod_{i=1}^{n(\Gamma)} C(N_i,M))$ that is formed by the diagrams that are actually commutative. We equip $G_{\mathcal{M},M}^\Gamma$ with the induced topology.

The space $G_{\mathcal{M},M}$ is the disjoint union of the subspaces $G_{\mathcal{M},M}^\Gamma$ over all the allowed graphs $\Gamma$, i.e. $G_{\mathcal{M},M} = \sqcup_{\Gamma} G_{\mathcal{M},M}^\Gamma$.

1.2. Remark. If the graph $\Gamma$ has no pt-vertices, then $G_{\mathcal{M},M}^\Gamma$ is a product of spaces $C^\infty(N,M)$.

If $\{\mathcal{M}\} = \{\text{pt}\}$, then $G_{\mathcal{M},M}^\Gamma$ are related to completions of the configuration space. For example in the case where $\Gamma$ is the graph with one pt-vertex and two $N$-vertices (that are all equal to pt as well) the resulting topological space is the stratum of codimension one in the configuration space of two points in $M$. The spaces resulting from more complicated $\Gamma$ can be interpreted similarly.

1.3. Definition (Oriented bordism group $\Omega_\ast(Y)$). For a topological space $Y$, we denote by $\Omega_n(Y)$ the $n$-dimensional oriented bordism group of $Y$. Recall that $\Omega_n(Y)$ is the set of equivalence classes of continuous maps $g : V^n \to X$ where $V$ is a closed oriented smooth $n$-manifold. Here two maps $g_1 : V_1^n \to Y$ and $g_2 : V_2^n \to Y$ are equivalent if there exists a pair $(Z,h)$ where $Z$ is a compact oriented smooth $(n+1)$-manifold whose oriented boundary $\partial Z$ is diffeomorphic to $V_1 \sqcup (-V_2)$ and $h : Z \to Y$ is a continuous map such that $h|_{\partial Z} = f_1 \sqcup f_2$. (Here we use a slightly ambiguous notation and denote by $f_2$ both the maps from $V_2$ and from $-V_2$ to $Y$.) The operation of disjoint union gives $\Omega_n(Y)$ the structure of a commutative group, see [32, 34, 35] for details. For a manifold $V$ and a map $g : V^n \to Y$ we will denote by $[V,g]$ the corresponding bordism class in $\Omega_n(Y)$.

![Figure 1. Example of a garland for $\mathcal{M} = \{S^1 \times S^1 \times S^1, S^3, S^1 \times S^2\}$](attachment:garland_diagram.png)
A 0-dimensional manifold is a disjoint union of finitely many one-point-spaces, and an orientation of a zero-dimensional manifolds is an assignment of a sign ±1 to each of the one-point-subspaces of it. We will write pt+ and pt− respectively for the positively and for the negatively oriented space pt.

For a space Y, the group \( \Omega_0(Y) = H_0(Y) = \mathbb{Z}\pi_0(Y) \) is the free commutative group with the basis \( \pi_0(Y) \). So, every element of \( \Omega_0(Y) \) can be represented as a finite linear combination \( \sum \gamma_k P_k \) with \( \gamma_k \in \mathbb{Z} \) and \( P_k \in Y \). Conversely every such linear combination gives us an element of \( \Omega_0(Y) \).

Let \([V] \in H_n(V)\) be the fundamental class of a closed oriented \( n \)-dimensional manifold \( V \). Every map \( f : V \to X \) gives us an element \( f_*[V] \in H_n(X) \), and the correspondence \( (V,f) \mapsto f_*[V] \) yields the Steenrod–Thom homomorphism

\[ \tau : \Omega^*(X) \to H_n(X). \]

This homomorphism is an isomorphism for \( n \leq 3 \) and an epimorphism for \( n \leq 6 \). The bordism group \( \Omega_*(pt) \) has the natural ring structure and \( \Omega_*(pt) \otimes_{\Omega_*(pt)} \mathbb{Q} = H_*(Y,\mathbb{Q}) \). See [32] and [32, Theorem 7.37], [34, Theorem p. 209] for modern proofs.

For \( \eta \in \Omega_*(G_{\mathbb{R},M}) \otimes \mathbb{Q} = \Omega_k(G_{\mathbb{R},M})_{\mathbb{Q}} \) we put \( |\eta| = k \) and call it the degree of the element \( \eta \). We will often write \((-1)^{|\eta|} \) instead of \((-1)^k \). Since \( \Omega_*(G_{\mathbb{R},M}) \otimes \mathbb{Q} = \bigoplus_{k=0}^{\infty} \Omega_k(G_{\mathbb{R},M}) \otimes \mathbb{Q} \) we see that \( \Omega_*(G_{\mathbb{R},M})_{\mathbb{Q}} = \bigoplus_{k=0}^{\infty} (\Omega_k(G_{\mathbb{R},M})_{\mathbb{Q}}) \) is a \( \mathbb{Q} \)-vector space.

Below we list some of the main results of this work. We construct a bilinear operation \(*\) on \( \Omega_*(G_{\mathbb{R},M})_{\mathbb{Q}} \).

1.4. **Theorem.** Operation \(*\) makes \( \Omega_*(G_{\mathbb{R},M})_{\mathbb{Q}} \) into an associative, graded commutative algebra. Namely for all \( \eta_i \in \Omega_j(G_{\mathbb{R},M})_{\mathbb{Q}}, i = 1, 2, 3 \), we have:

1. \( \eta_1 \star \eta_2 = (-1)^{|\eta_1||\eta_2|} \eta_2 \star \eta_1 \);
2. \( (\eta_1 \star \eta_2) \star \eta_3 = \eta_1 \star (\eta_2 \star \eta_3) \);
3. \( \star : (\Omega_j(G_{\mathbb{R},M})_{\mathbb{Q}}) \otimes (\Omega_{j_2}(G_{\mathbb{R},M})_{\mathbb{Q}}) \to \Omega_{j_1+j_2}(G_{\mathbb{R},M})_{\mathbb{Q}} \).

See Theorems 6.2 and Theorem 6.3.

Recall now the definition of the graded Poisson algebras, see the work of Cataneo, Fiorenza and Longoni for the good exposition [7] of the subject.

1.5. **Definition.** A graded Poisson algebra of degree \( n \), or \( n \)-Poisson algebra is a triple \( (A,\cdot,\{,\}) \) consisting of \( Z \)-graded vector space \( A \) endowed with a degree zero graded commutative product and degree \(-n\) Lie bracket. The bracket is required to be a biderivation of the product. Namely \( \{a,b\cdot c\} = \{a,b\}\cdot c \pm (-1)^{|\eta_1||\eta_2|+\eta_2}\cdot \{a,c\} \).

The usual Poisson algebras appear as a particular case of the \( 0 \)-Poisson algebras, and when \( n = 1 \) one gets the famous Gestenhaber algebras or Schouten algebras.

We construct a bilinear operation \([,]\) on \( \Omega_*(G_{\mathbb{R},M})_{\mathbb{Q}} \).

The operations \(\cdot,\cdot\) and \([,]\) are related as follows. For elements \( \eta_i \in \Omega_{j_i}(G_{\mathbb{R},M})_{\mathbb{Q}}, i = 1, 2, \) we put \( \{\eta_1,\eta_2\} = (-1)^{|\eta_1|(m+1)}[\eta_1,\eta_2] \). We extend \{,\} to the whole \( \Omega_*(G_{\mathbb{R},M})_{\mathbb{Q}} \) by linearity.

1.6. **Theorem.** The operations \{,\} and \(*\) make \( \Omega_*(G_{\mathbb{R},M})_{\mathbb{Q}} \) into a \( Z \)-graded \((m-2n)\)-Poisson algebra. Namely, \( \eta_i \in \Omega_{j_i}(G_{\mathbb{R},M})_{\mathbb{Q}}, i = 1, 2, 3, \) we have the following identities and properties:

1. graded skew-symmetry \( \{\eta_1,\eta_2\} = -(-1)^{(|\eta_1|-m)(|\eta_2|-m)}\{\eta_2,\eta_1\}; \)
2: graded Jacobi identity
\[ \{\eta_1, \{\eta_2, \eta_3\}\} = \{\{\eta_1, \eta_2\}, \eta_3\} + (-1)^{|\eta_1|(|\eta_2|-m)} \{\eta_2, \{\eta_1, \eta_3\}\}. \]

3: graded Leibnitz identity
\[ \{\eta_1, \eta_2 \ast \eta_3\} = \{\eta_1, \eta_2\} \ast \eta_3 + (-1)^{|\eta_1|(|\eta_2|-m)} \eta_2 \ast \{\eta_1, \eta_3\}. \]

4: The \{\cdot, \cdot\} operation is of degree \(2n-m\), i.e., for all \(j_1, j_2 \in \mathbb{N}\) we have
\[ \{\cdot, \cdot\} : (\Omega_{j_1}(G_{\mathfrak{R}, M}) \otimes \Omega_{j_2}(G_{\mathfrak{R}, M}) ) \to \Omega_{j_1+j_2+2n-m}(G_{\mathfrak{R}, M}) \mathbb{Q}. \]

Theorem 1.6 is a straightforward corollary of Theorems 3.2, 3.3, 3.4, 6.4 after one reformulates them in terms of the \{\cdot, \cdot\} operation.

1.7. Remark (possible degree shifts and similarities with the Chas-Sullivan loop homology Gerstenhaber algebra). It may be useful to change the definition of the degree so that for for \(\eta \in \Omega_j(G_{\mathfrak{R}, M}) \otimes \mathbb{Q}\) we have \(\deg(\eta) = |\eta| + 2n - m\). In this case \((-1)^{|\eta|-m}\) in the identities of Theorem 1.6 becomes \((-1)^{\deg(\eta)}\), and the Lie bracket \{\cdot, \cdot\} becomes an operation of degree zero. However, then \(\ast\) becomes an operation of degree \(m - 2n\) rather than of degree zero and instead of \(\eta_1 \ast \eta_2 = (-1)^{|\eta_1||\eta_2|} \eta_2 \ast \eta_1\) in Theorem 1.4 we would get \(\eta_1 \ast \eta_2 = (-1)^{\deg(\eta_1)+m)(\deg(\eta_2)+m)} \eta_2 \ast \eta_1\). For these reasons we prefer not to do this degree shift.

Note that if \(m\) is odd, then the identities of Theorem 1.6 are similar to the identities of the loop homology Gerstenhaber algebra of Chas-Sullivan [9] Theorem 4.7]. However our and Chas-Sullivan Lie brackets have different degrees. Our Lie bracket is of degree \(2n - m\), while Chas-Sullivan Lie bracket is of degree \(1 - m\) (or of degree 1 after the appropriate shift of the degrees). Our product is of degree 0, while the Chas-Sullivan product is of degree \(-m\) (or of degree 0 after the appropriate shift of the degrees). For these reasons we believe that there is no immediate relation between our and the Chas-Sullivan algebras.

There is a clear relation between the Chas-Sullivan bracket and our bracket, but it exists only in the case where you pair bordism classes for the very simple graphs \(\Gamma\) consisting of only one \(\mathfrak{R}\)-manifold which is \(S^1\) and the arrow connecting it to the target manifold \(M\). In this case our bracket results in a bordism class corresponding to a graph with one pt-vertex connected by arrows to two copies of \(S^1\) which are then connected by arrows to \(M\). One interprets such a commutative diagram as a loop product based at the image of the pt-vertex in \(M\) and gets a bordism class in the space \(C^\infty(S^1, M)\). This is essentially the main idea of the Chas-Sullivan bracket. However this analogy does not extend to more complicated graphs \(\Gamma\).

It is also useful to note that the original Chas-Sullivan argument had significant gaps that used transversality of chains of maps of circles and this gap was unfortunately never fixed. Of course the algebra of Chas and Sullivan is indeed well defined but the justification requires complicated homotopy theory techniques developed by Cohen-Jones [19] and Cohen-Voronov [21]. One may also refer to the book of Kreck [26] that discusses the new mathematical methods developed in part to deal with similar transversality issues.

Bordism theory that we use here to define our algebra is natural to use in the transversality arguments but as one can see from the Appendix A overcoming the transversality issues is still very difficult.

1.8. Remark (Relation to the previously known algebras). As it is discussed in Section 7 for \(\mathfrak{R} = \{S^1\}\) and an oriented surface \(F^2\), the subalgebra \(\Omega_0(G_{\{S^1\}, F^2})\mathbb{Q}\)
of our algebra $\Omega_\ast(G_{S^1, F^2})_Q$ formed by 0-dimensional bordisms is closely related to the Andersen-Mattes-Reshetikhin [11, 12] Poisson algebra of chord diagrams.

1.9. **Remark** (Relation to the algebra in our joint work with Yu. Rudyak [17]). The Lie bracket and many other operations on $\Omega_\ast(G_N, M)$ for one element sets $\mathcal{N}$ were first introduced in our joint preprint with Yuli Rudyak [17]. In that preprint we were able to get only the mod 2 proof of the Jacobi identity. This was due to the major difficulties we had in computing orientations of the manifolds parameterizing the bordism classes of the terms in the Jacobi identity. This work shows that for $\mathcal{N}$ consisting of manifolds of the same odd dimension $n$, the operation $[, , ]$ is indeed a graded Lie bracket.

The main ingredient of $[, , ]$, first appeared (under the name $\mu$) in our work with Rudyak [15] where we used it to generalize the linking number invariant to the case of arbitrary nonzero homologous linked submanifolds $\phi_1(N_1^n), \phi_2(N_2^n)$ of $M^{n_1 + n_2 + 1}$. We applied these generalized linking numbers to the study of causality in spacetimes [16].

The idea of the $\mu$ operation is: that given two maps $f_i : V_i \to (C^\infty(N_i, M))$ one can consider the pull back $W$ of the adjoint maps $V_i \times N \to M$. This pull back is naturally mapped to the space of commutative diagrams which look as pt space mapped to $N_1, N_2$, which are both mapped to $M$. Essentially the Lie bracket constructed in the current paper is the (symmetrized) iterated version of the $\mu$-operation.

1.10. **Remark** (More general allowed graphs). It is rather easy to construct the topological space of $\mathcal{N}$-garlands in $M$ corresponding to more general allowed graphs, for which a pt-vertex can be connected to the same $N$-vertex by many edges, and for which the unoriented graph $\Gamma$ corresponding to a graph $\Gamma$ is not necessarily a disjoint union of trees. This can be done by enumerating all the pt $\to N$ edges in a more general allowed graph. The $\star$ operation can be easily generalized to tensor product of $Q$ and the oriented bordism group of such more general commutative diagrams.

However we can not currently generalize the transversality result of Appendix A to the more general commutative diagrams. If this is possible, then $[, , ]$ also can be generalized to the tensor product of $Q$ and the bordism group of the space of such more general commutative diagrams.

1.11. **Remark** (Counting double points). In the simplest case where $[, , ]$ pairs two 0-dimensional bordism classes of two loops on a surface (considered as trivial commutative diagrams with one copy of $S^1$ and no pt-vertexes) the sum of the absolute values of the coefficients of the result gives a lower estimate on the number of double points of the two loops. Since this sum does not change under the homotopy of the loops, we get that it estimates from below the minimal number of double points of two loops homotopic to the given ones. In fact, as we proved with Cahn [6], this sum always equals to the minimal number of such double points. (Hence in particular the Andersen-Mattes-Resheikhin bracket always gives the exact answer to such a problem.)

One should keep in mind that the estimate coming from a related Goldman Lie bracket [22] is, as it was shown by Chas [8], generally not equal to the minimal number of double points.
For higher dimensional situations our operation $[\cdot, \cdot]$ also provides interesting estimates on the number of double points (and more generally on the algebraic topology complexity of the set parameterizing the double points).

1.12. Remark (Reasons for enumerating the garland pieces and possible ways to avoid this). We used enumeration of the $N$-vertices in the graphs to define topology on $G^r_{\mathfrak{N},M}$. However if $\Gamma'$ is obtained from $\Gamma$ by reenumerating the vertices, then the corresponding topological spaces of all noncommutative diagrams corresponding to $\Gamma$ and $\Gamma'$ are homeomorphic. These spaces are products of mapping spaces described by equation (1.1) and the homeomorphism exchanges the factors in the products. This homeomorphism induces the homeomorphism between the subspaces $G^r_{\mathfrak{N},M}$ and $G^{r'}_{\mathfrak{N},M}$ of commutative diagrams corresponding to the graphs $\Gamma$ and $\Gamma'$. Thus the topology on the space of commutative diagrams corresponding to a graph $\Gamma$ actually does not depend on the enumeration of the $N$-vertices in it.

The reason why we can not currently bypass enumerating the vertices is that in the construction of algebra operations and in the verification of the identities they satisfy we need to be able to easily identify the vertices we refer to. This is easy if $N$-vertices are enumerated. However an unfortunate side effect of this enumeration is that the algebra is defined on $\Omega_*(G^r_{\mathfrak{N},M}) \otimes \mathbb{Q}$ rather than on $\Omega_*(G^{r'}_{\mathfrak{N},M})$.

If one manages to get rid of the enumeration of the $N$-vertices in the graphs, then the algebra will be defined on $\Omega_*(G_{\mathfrak{N},M})$ rather than on $\Omega_*(G_{\mathfrak{N},M}) \otimes \mathbb{Q}$. In the cases when $\mathfrak{N}$ consists of manifolds of the same even or odd dimension the algebra operations would satisfy identities similar to those of Theorem 1.6. Moreover a similar construction should give a Poisson algebra on the unoriented bordism group.

1.13. Remark (Some possible applications for the garland algebras and relations to Vassiliev invariants). The Lie bracket between 0- and 1-dimensional bordism classes for the subspaces corresponding to graphs with no pt-vertices allows one to construct generalizations of linking number to the case of arbitrary submanifolds $M_1^{m_1}, M_2^{m_2} \subset N^n$ in the appropriate dimensions $m_1 + m_2 + 1 = n$, see [15]. These generalized “linking numbers” were successfully applied by Rudyak and the author to the study of causality in spacetimes and admit a nice physics interpretation as the algebraic number of times an observer sees light from an event when traveling along a trajectory with the speed less or equal than the speed of light, see [16].

In general as it was shown by Nemirovski and the author the Legendrian (as opposed to the Topological) linking allows to completely reconstruct causal relation for all reasonable spacetimes [13, 14, 12] thus proving a few conjectures on the subject inspired by the former students of Penrose (Low [28, 29, 30], Natario and Tod [31]).

However there is still a lot of new results that can be obtained along the approach developed in our works with Rudyak. In particular the garland algebra approach should allow to construct secondary invariants defined when the generalized (affine) linking numbers are zero and to estimate the number of times one sees the same star on the night sky due to gravitational lensing.

Also the garland approach allows one to construct invariants of linked submanifolds under link homotopy without the dimension restriction that $n_1 + n_2 + 1 = m$ and it would be interesting to relate the resulting invariants to those introduced by Koschorke [23, 25].
The generalized linking numbers are Vassiliev invariants of degree one. The garland algebras for more complicated graphs when there are multiple pt-vertices should allow one to introduce and study Vassiliev invariants of higher degree for linked submanifolds in all manifolds. They most likely also have nice applications to the study of causality in spacetimes.

The paper is organized as follows. In Section 2 we introduce the $A$-operation which is the main ingredient of the Lie bracket $\{\cdot, \cdot\}$. In Section 3 we construct the Lie bracket and in Section 4 we show that it satisfies the Jacobi identity. In Section 5 we introduce the $C$-operation which is the main ingredient of the $\star$-product defined in Section 6. The main ingredient of the Leibnitz identity is proved in Section ??, while the identity itself is proved in Section ???. In Section 7 we relate our algebra to the Andersen-Mattes-Reshetikhin algebra.

In Appendix A we prove the transversality result needed to show that the operations are well defined. In Appendix B we mention the algebras that will appear if the manifolds in $\mathcal{M}$ are of the same even dimension. In Appendices C D we prove the main technical orientation related identities that would imply respectively the graded skew symmetry, graded Jacobi identities for our bracket operation. Finally, in Appendix E we outline the construction and properties of one more Lie bracket, which is well defined only if $\mathcal{M}$ is a one element set. This Lie bracket is related to coincidence theory, since the pull back used to define is intersected with the $N \times N$-diagonal and hence takes into account only the double points of the two maps whose two preimages are equal.

2. Operation $A$ on $\Omega_*(G_{\mathcal{M},\mathcal{M}})$

In this section we introduce the operation $A$ on $\Omega_*(G_{\mathcal{M},\mathcal{M}})$. In Section 3 we will use the symmetrization of $A$ to construct the graded Lie algebra structure on $\Omega_*(G_{\mathcal{M},\mathcal{M}})_\otimes$.

2.1. Definition (operation $B_{k_1,k_2}$ and actions of permutation groups on graphs). Let $\Gamma_1$ and $\Gamma_2$ be two allowed graphs. Let $\nu(\Gamma_i)$ be the number of $N$-vertices in the graph $\Gamma_i, i = 1, 2$. For positive integer $k_i \leq \nu(\Gamma_i), i = 1, 2$, we define the allowed graph $B_{k_1,k_2}(\Gamma_1, \Gamma_2)$ to be the graph resulting after the following sequence of operations:

1: Take the disjoint union of the graphs $\Gamma_1$ and $\Gamma_2$, preserving the manifolds in $\mathcal{M}$ that were associated to the $N$-vertices in the graphs $\Gamma_1$ and $\Gamma_2$.

2: Keep the indices of the $N$-vertices that came from $\Gamma_1$ and increase by $\nu(\Gamma_1)$ the indices of the $N$-vertices that came from $\Gamma_2$.

3: Change the indices of the pt-vertices in $\Gamma_2$ so that the new index of each pt-vertex gives the indices (with respect to the shifted enumeration of $N$-vertices) of the $N$-vertices in $\Gamma_2$ connected to this pt-vertex by an oriented edge.

4: Identify the two $M$-vertices in $\Gamma_1 \sqcup \Gamma_2$ to get just one $M$ vertex and redirect all the $N \to M$ edges in the two graphs to it.

5: Finally add one new pt-vertex that has index $\{k_1, k_2 + \nu(\Gamma_1)\}$ and hence is connected by the oriented edges to the $N_{k_1}$- and $N_{k_2 + \nu(\Gamma_1)}$-vertices in the resulting graph. Note that the $N_{k_2 + \nu(\Gamma_1)}$-vertex in the resulting graph corresponds to the $N_{k_2}$-vertex in the graph $\Gamma_2$. 

For an allowed graph $\Gamma$ and a permutation $\alpha \in S_n$ of the ordered sequence of numbers $\{1, 2, \cdots, n\}$, we define the allowed graph $\alpha \cdot \Gamma$ as follows:

1: If $n \neq \nu(\Gamma)$, then $\alpha \cdot \Gamma = \Gamma$.

2: If $n = \nu(\Gamma)$, then to get $\alpha \cdot \Gamma$ keep the manifolds from $\mathcal{G}$ associated to the $N$-vertices unchanged and keep all the edges in the graph $\Gamma$ unchanged. Change the indices of the $N$-vertices as it is described by the permutation $\alpha$. Change the indices of the pt-vertices in the graph, so that an index of a pt-vertex is the ordered sequences of the new indices of the $N$-vertices to which the pt-vertex is connected by an edge.

For $n_1, n_2 \in \mathbb{N}$ define a permutation $(n_1, n_2) \in S_{n_1+n_2}$ by putting its value on $\{1, 2, \cdots, n_1+n_2\}$ to be $\{n_1 + 1, n_1 + 2, \cdots, n_1 + n_2, 1, 2, \cdots, n_1\}$.

The following Proposition follows immediately from the definition of $B_{k_1, k_2}$.

2.2. Proposition. Let $\Gamma_1, \Gamma_2, \Gamma_3$ be three allowed graphs, then

1: $B_{\nu(\Gamma_1)+\nu_k(\Gamma_2)}(B_{\nu_k(\Gamma_3)(\Gamma_1, \Gamma_2, \Gamma_3)} = \alpha_1 \cdot (B_{k_1, k_3}(B_{k_2, k_3}(\Gamma_1, \Gamma_2, \Gamma_3)))$, for all positive integer $k_1 \leq \nu(\Gamma_1), k_2, k_3 \leq \nu(\Gamma_2)$, and for the permutation $\alpha_1 = (\nu(\Gamma_1), \nu(\Gamma_2), \nu(\Gamma_3)) \in S_{\nu(\Gamma_1)+\nu(\Gamma_2)+\nu(\Gamma_3)}$ (defined in 2.1).

2: $B_{k_1, k_2}(\Gamma_1, \Gamma_2) = \alpha_2 \cdot B_{k_2, k_1}(\Gamma_1, \Gamma_2, \Gamma_3)$, for all positive integer $k_1 \leq \nu(\Gamma_1), k_2 \leq \nu(\Gamma_2)$ and for the permutation $\alpha_2 = (\nu(\Gamma_1), \nu(\Gamma_2)) \in S_{\nu(\Gamma_1)+\nu(\Gamma_2)}$ (defined in 2.1).

2.3. Definition (Nice maps). Let us define nice maps of a smooth manifold $V$ into $G_{\mathcal{G}, M}$. We need them to simplify the transversality arguments in this work.

Let $V$ be a connected smooth manifold possibly with boundary, and let $f : V \to G_{\mathcal{G}, M}$ be a continuous map. Since $V$ is connected, $f$ maps it to some subspace $G_{\mathcal{G}, M}^V$. Thus for every $v \in V$, $f(v)$ is a commutative diagram from $G_{\mathcal{G}, M}^V$. We say that $f$ is nice if the following conditions hold:

a: Choose a pt $\to N$ edge in $\Gamma$. Let $N \in \mathcal{G}$ be the manifold corresponding to the vertex $N$. The map $f : V \to G_{\mathcal{G}, M}$ defines the adjoint map $V \times pt = V \to N$ that sends $v \in V$ to the image point of the pt $\to N$ map in the commutative diagram $f(v)$. We require that this map $V \to N$ is smooth for all edges $pt \to N$.

b: Choose an $N$-vertex in $\Gamma$ and let $N \in \mathcal{G}$ be the manifold corresponding to this vertex. The map $f : V \to G_{\mathcal{G}, M}$ gives rise to the adjoint map $V \times N \to M$ defined by the condition that its restriction to each $v \times N, v \in V$, is the map $N \to M$ from the commutative diagram $f(v)$. We require that this map $V \times N \to M$ is smooth, for every vertex $N$ in $\Gamma$.

We say that a continuous map $f : V \to G_{\mathcal{G}, M}$ of a not necessarily connected smooth manifold is nice, if its restriction to every connected component of $V$ is nice.

Every $f : V \to G_{\mathcal{G}, M}$ is homotopic to a nice map. Moreover if $f|\partial V$ is nice then $f$ is homotopic relative $\partial V$ to a nice map, see Theorem A.1 and Remark A.3.

2.4. Definition (operation $A_{k_1, k_2}^{i_1, i_2}$). For bordism classes $\omega_i \in \Omega_i(G_{\mathcal{G}, M}^V), i = 1, 2$, choose nice maps $f_i : V_i^0 \to G_{\mathcal{G}, M}^V$ realizing $\omega_i$. Thus each $f_i(v_i), v_i \in V_i$, is a commutative diagram from $G_{\mathcal{G}, M}^V, i = 1, 2$. 

Fix $k_1 \in \{1, \cdots, \nu(\Gamma_1)\}$ and $k_2 \in \{1, \cdots, \nu(\Gamma_2)\}$. Everywhere below we denote by $N_{k_i}$ the manifold from $\mathcal{M}$ corresponding to the $N_{k_i}$-vertex in the graph $\Gamma_i$, $i = 1, 2$.

For $v_i \in V_i$, $i = 1, 2$, let $f_{i,k_i}(v_i) : N_{k_i} \to M$ be the map from the commutative diagram $f_i(v_i)$. Let $\overline{f}_{i,k_i} : V_i \times N_{k_i} \to M$, $i = 1, 2$, be the smooth adjoint maps given by $\overline{f}_{i,k_i}|_{V_i \times N_{k_i}} = f_{i,k_i}(v_i), v_i \in V_i$.

By statement 3 of Theorem [A.1] we can deform $f_2$ by a homotopy so that $\overline{f}_{1,k_1}$ and $\overline{f}_{2,k_2}$ become transverse. Then the map $\overline{f}_{1,k_1} \times \overline{f}_{2,k_2} : (V_1 \times N_{k_1}) \times (V_2 \times N_{k_2}) \to M \times M$ is transverse to the diagonal submanifold $\Delta = \Delta_{M \times M} \subset M \times M$ defined as $\Delta = \{(m, m) \in M \times M | m \in M\}$.

For simplicity of exposition we equip all the manifolds in the construction with Riemannian metrics. Thus the normal bundle $\nu M$ of a submanifold $M$ is identified with the orthogonal complement bundle $(TW)^\perp$ of $TW$. The products of oriented Riemannian manifolds will be equipped with the product Riemannian metric and with the product orientation. The product $pt \times Y$ of an oriented one-point-space $pt$ and a manifold $Y$ is oriented so that the diffeomorphism $pt \times Y \to Y \times pt$, $x \mapsto y \mapsto x$, is orientation preserving (respectively reversing) if the orientation of $pt$ is $+1$ (respectively $-1$). Products of an oriented 0-dimensional manifold and an oriented manifold $Y$ are oriented similarly.

In particular, the normal bundle $\nu \Delta$ to $\Delta$ in $M \times M$ is identified with the $m$-dimensional bundle $(T\Delta)^\perp$ orthogonal to $TM$ in $T(M \times M)$ to the tangent bundle $T\Delta$. We identify $\Delta$ with $M$ and we orient the normal bundle $\nu \Delta = (TM)^\perp$ in such a way that a positive orientation frame of $T\Delta = TM$ followed by a positive orientation frame of $\nu \Delta = (TM)^\perp$ gives a positive orientation frame of $T(M \times M)|_{\Delta}$. We denote by $pr$ the orthogonal projection operator $pr : T(M \times M)|_{\Delta} = T\Delta \oplus \nu \Delta = T\Delta \oplus (T\Delta)^\perp \to \nu \Delta = (T\Delta)^\perp$.

Consider the $(j_1 + j_2 + 2n - m)$-dimensional pullback submanifold $W \subset (V_1 \times N_{k_1} \times V_2 \times N_{k_2})$ that consists of all $(v_1, n_{k_1}, v_2, n_{k_2})$ such that $\overline{f}_{1,k_1}(v_1, n_{k_1}) \times \overline{f}_{2,k_2}(v_2, n_{k_2}) \in \Delta$. We have the natural bundle map $pr \circ (\overline{f}_{1,k_1} \times \overline{f}_{2,k_2})|_{(TW)^\perp : TW \to (TM)^\perp = \nu \Delta$ and we orient $\nu W = (TW)^\perp$ so that this bundle map is orientation preserving. We orient the manifold $W$ so that for $w \in W$ a positive orientation frame of $T_w W$ followed by a positive orientation frame of $\nu_w W = (T_w W)^\perp$ gives a positive orientation frame of $T_w(V_1 \times N_{k_1} \times V_2 \times N_{k_2})$.

If $W$ is 0-dimensional, then we orient its components as follows: the orientation of $w \in W$ is $+1$ if a positive orientation frame of $\nu_w W = (T_w W)^\perp$ is a positive orientation frame of $T_w(V_1 \times N_{k_1} \times V_2 \times N_{k_2})$; and the orientation of $w$ is $-1$ otherwise.

Each point $w = (v_1, n_{k_1}, v_2, n_{k_2}) \in W$ gives rise to a commutative diagram $g(w) \in \mathcal{O}^{B_{k_1,k_2}(\Gamma_1, \Gamma_2)}_{\mathcal{M}}$ as follows. Recall that the graph $B_{k_1,k_2}(\Gamma_1, \Gamma_2)$, see Definition [2.1], consists of three parts: the part coming from $\Gamma_1$, the part coming from $\Gamma_2$, and the extra pt-vertex that is connected by edges to the vertices $N_{k_1}$ and $N_{\nu(\Gamma_1)+k_2}$. In the commutative diagram $g(w)$ all the maps in the part of the diagram corresponding to $\Gamma_1$ are exactly those from the commutative diagram $f_1(v_1)$. All the maps in the part of $g(w)$ corresponding to $\Gamma_2$ are exactly those from the commutative diagram $f_2(v_2)$. The new pt-space is mapped to $n_{k_1} \in N_{k_1}$ and to $n_{k_2} \in N_{\nu(\Gamma_1)+k_2}$. The only part of $g(w)$ where commutativity is not inherited from the commutativity of $f_1(v_1)$ and $f_2(v_2)$ is the part coming from the new pt-space. In this part the diagram $g(w)$ is commutative by the definition of $W$. 
We get the continuous map $g : W \to G_{\mathcal{M}}^{B_{k_1},k_2}(\Gamma_1,\Gamma_2)$ defined by $w \to g(w)$. For each point $w = (v_1, n_{k_1}, v_2, n_{k_2}) \in W \subset V_1 \times N_{k_1} \times V_2 \times N_{k_2}$ the maps in the commutative diagram $g(w)$ are defined through the projections of $w$ to the corresponding coordinates. Since the projections of $W$ to the coordinates $V_1, V_2, N_{k_1}, N_{k_2}$ are smooth, we see that $g$ is a nice map.

The pair $(W, g)$ defines an element $[W, g] \in \Omega_{j_1+j_2+2n-M}(G_{\mathcal{M}}^{B_{k_1},k_2}(\Gamma_1,\Gamma_2))$. Using Theorem A.1 and standard bordism theory type arguments we get that the bordism class $[W, g]$ depends only on $\omega_1, \omega_2$. We put $A^{j_1,j_2}_{k_1,k_2}(\omega_1, \omega_2) = [W, g]$.

When the dimensions of the bordism classes to which $A$ is applied are obvious, we will often omit the upper indices in $A$ and write $A_{k_1,k_2}$ rather than $A^{j_1,j_2}_{k_1,k_2}$.

2.5. Definition (action of permutation groups on $G_{\mathcal{M}}\Gamma$). A permutation $\alpha \in S_n$ induces a homeomorphism $\tilde{\alpha}_\Gamma : G_{\mathcal{M}}^\Gamma \to G_{\mathcal{M}}^{\alpha,\Gamma}$ that is defined as follows:

1: If $n \neq \nu(\Gamma)$, then by Definition 2.1 $\alpha \cdot \Gamma = \Gamma$ and $\tilde{\alpha}_\Gamma$ is put to be the identity auto-homeomorphism $G_{\mathcal{M}}^\Gamma \to G_{\mathcal{M}}^{\alpha,\Gamma} = G_{\mathcal{M}}^\alpha$.

2: If $n = \nu(\Gamma)$, then the homeomorphism $\tilde{\alpha}_\Gamma$ is given by re-enumerating all the $N$-manifolds in the commutative diagrams constituting $G_{\mathcal{M}}^\Gamma$ according to the permutation $\alpha$ and by changing the labels of the pt-spaces accordingly. The manifolds from $\mathcal{M}$ corresponding to the vertices and the actual maps in the commutative diagrams are unchanged.

Since $G_{\mathcal{M}} = \bigcup_{\Gamma} G_{\mathcal{M}}^\Gamma$, and $\alpha \cdot \Gamma_1 \neq \alpha \cdot \Gamma_2$ for $\Gamma_1 \neq \Gamma_2$, we get that the collection of homeomorphisms $\tilde{\alpha}_\Gamma : G_{\mathcal{M}}^\Gamma \to G_{\mathcal{M}}^{\alpha,\Gamma}$ defines an auto-homeomorphism $\tilde{\alpha}_\Gamma : G_{\mathcal{M}} \to G_{\mathcal{M}}$ with $\tilde{\alpha}_\Gamma|_{G_{\mathcal{M}}^\Gamma} = \alpha_\Gamma$, for every allowed graph $\Gamma$. Thus $\tilde{\alpha}_\Gamma$ induces the automorphism $\alpha_* : \Omega_*(G_{\mathcal{M}}^\Gamma) \to \Omega_*(G_{\mathcal{M}})$, defined by $\alpha_*([V, f]) = [V, \tilde{\alpha}_\Gamma \circ f]$.

Since $\alpha_\Gamma = \tilde{\alpha}_\Gamma|_{G_{\mathcal{M}}^\Gamma}$, when there is no confusion we will write $\tilde{\alpha}_\Gamma$ instead of $\alpha_\Gamma$. Also we will use $\alpha_\Gamma$ instead of $(\alpha_\Gamma)_*$ to denote the isomorphism $\Omega_* (G_{\mathcal{M}}^\Gamma) \to \Omega_*(G_{\mathcal{M}})$.
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The following Theorem will be essential in the proof of Theorem 3.3 stating that the Lie bracket is skew symmetric in the graded sense.

2.6. Theorem. Let \( \omega_i \in \Omega_j(G_{\mathcal{F}}^r_{i,M}), i = 1, 2 \) be bordism classes and let \( k_1 \leq \nu(\Gamma_1), k_2 \leq \nu(\Gamma_2) \) be positive integers. Then

\[
A_{k_1,k_2}(\omega_1, \omega_2) = (-1)^{(j_1+1)(j_2+n)+m_\alpha}(A_{k_2,k_1}(\omega_2, \omega_1))
\]

for the permutation \( \alpha = (\nu(\Gamma_1), \nu(\Gamma_2)) \in S(\nu(\Gamma_1), \nu(\Gamma_2)) \) (defined in [2.1]).

The Proof of this Theorem is given in Appendix C.

2.7. Remark. Let \( h_1 : X_{1}^{i_1} \to M^m \) and \( h_2 : X_{2}^{i_2} \to M^m \) be smooth transverse maps of closed oriented manifolds. According to our orientation convention the sign for the permutation

\[
\nu \Gamma_1 \nu \Gamma_2 = (-1)^{(j_1+1)(j_2+n) + m_\alpha}
\]

is indeed \((-1)^{(j_1+1)(j_2+n)+m_\alpha}\) rather than \((-1)^{(m-(j_1+n))(m-(j_2+n))}\) that one might expect by the analogy with the intersection pairing on \( H_*(M) \).

The following Theorem will be essential in the proof of Theorem 3.4 stating that the Lie bracket satisfies the graded Jacobi identity.

2.8. Theorem. Let \( \omega_i \in \Omega_j(G_{\mathcal{F}}^r_{i,M}), i = 1, 2, 3 \) be bordism classes and let \( k_1 \leq \nu(\Gamma_1), k_2, k_3 \leq \nu(\Gamma_2), k_3 \leq \nu(\Gamma_3) \) be positive integers. Then

\[
A_{\nu(\Gamma_1)+\nu(\Gamma_2),k_3}(A_{k_1,k_2}(\omega_1, \omega_2), \omega_3) = (-1)^{\sigma\alpha}(A_{k_2,k_1}(A_{k_2,k_3}(\omega_2, \omega_3), \omega_1))
\]

for \( \sigma = (m+1)(j_1+1)(j_2+n_k_3) + m_\alpha \) and the permutation \( \alpha = (\nu(\Gamma_1), \nu(\Gamma_2), \nu(\Gamma_3)) \in S(\nu(\Gamma_1), \nu(\Gamma_2), \nu(\Gamma_3)) \) (defined in [2.1]).

The Proof of this Theorem is given in Appendix D.

3. Graded Lie algebra on \( \Omega_*(G_{\mathcal{F}}^r_{i,M}) \)

Recall that we use the following convention: given \( q \in \mathbb{Q} \) and \( \omega \in \Omega_*(G_{\mathcal{F}}^r_{i,M}) \) we will write \( q\omega \) to denote the element \( \omega \otimes q \in \Omega_*(G_{\mathcal{F}}^r_{i,M}) \). Note that if \( k \in \mathbb{Z} \subset \mathbb{Q} \), then, depending on the context, \( k\omega \) could stand either for \( \omega \otimes k \in \Omega_*(G_{\mathcal{F}}^r_{i,M}) \otimes \mathbb{Q} \) or for \( k\omega \in \Omega_*(G_{\mathcal{F}}^r_{i,M}) \). We would also often write \( \omega \) to stress that we are talking about \( \omega \otimes 1 \in \Omega_*(G_{\mathcal{F}}^r_{i,M}) \) rather than about \( \omega \in \Omega_*(G_{\mathcal{F}}^r_{i,M}) \). Note that \( 0\omega \) is zero if \( \omega \) is an element of finite order.

3.1. Definition (Lie bracket). Below we define \([\cdot, \cdot] : \Omega_*(G_{\mathcal{F}}^r_{i,M}) \otimes \mathbb{Q} \otimes \Omega_*(G_{\mathcal{F}}^r_{i,M}) \otimes \mathbb{Q} \) into \( \Omega_*(G_{\mathcal{F}}^r_{i,M}) \).

Since \( \Omega_*(G_{\mathcal{F}}^r_{i,M}) \otimes \mathbb{Q} = \bigoplus_{j=0}^{\infty} \Omega_j(G_{\mathcal{F}}^r_{i,M}) \otimes \mathbb{Q} \), it is a graded \( \mathbb{Q} \)-vector space with the grading of \( \Omega_j(G_{\mathcal{F}}^r_{i,M}) \otimes \mathbb{Q} \) equal to \( j \).

Since the addition in \( \Omega_*(G_{\mathcal{F}}^r_{i,M}) \) is by taking the disjoint union, it suffices to define \( [\omega_1, \omega_2] \) for the case where \( \omega_1, \omega_2 \) can each be realized by a map of a connected manifold. Then one extends \([\cdot, \cdot]\) to the whole \( \Omega_*(G_{\mathcal{F}}^r_{i,M}) \otimes \mathbb{Q} \otimes \Omega_*(G_{\mathcal{F}}^r_{i,M}) \otimes \mathbb{Q} \) by linearity.

Let \( f_i : V_{i}^{j_i} \to G_{\mathcal{F}}^r_{i,M}, i = 1, 2 \), be maps of connected manifolds realizing \( \omega_i \in \Omega_j(G_{\mathcal{F}}^r_{i,M}) \). Since \( V_i \) are connected, \( \text{Im} f_i \subset G_{\mathcal{F}}^r_{i,M} \), for some \( \Gamma_i, i = 1, 2 \). Thus \( \omega_i \) can be regarded as elements of \( \Omega_*(G_{\mathcal{F}}^r_{i,M}), i = 1, 2 \). Put

\[
[\omega_1, \omega_2] = \frac{1}{(\nu(\Gamma_1) + \nu(\Gamma_2))!}
\sum_{k_1=1}^{\nu(\Gamma_1)} \sum_{k_2=1}^{\nu(\Gamma_2)} \sum_{\beta \in S(\nu(\Gamma_1)+\nu(\Gamma_2))} \beta(A_{k_1,k_2}(\omega_1, \omega_2)).
\]
The following Theorem follows immediately from the definitions of $[\cdot, \cdot]$ and of $A_{k_1, k_2}$.

3.2. Theorem. $[\cdot, \cdot] : \Omega_{j_1}(G_{\mathfrak{M}, L})_Q \otimes Q \Omega_{j_2}(G_{\mathfrak{M}, M})_Q \to \Omega_{j_1 + j_2 + 2n - m}(G_{\mathfrak{M}, L})_Q$ is a bilinear operation.

3.3. Theorem. Let $\eta_i \in \Omega_{j_i}(G_{\mathfrak{M}, L})_Q$, $i = 1, 2$ be elements, then

$$[\eta_1, \eta_2] = (-1)^{(j_1 + 1)(j_2 + 1) + m}[\eta_2, \eta_1].$$

Proof. It suffices to prove the theorem for $\eta_i = 1$, where both of $\omega_i \in \Omega_{j_i}(G_{\mathfrak{M}, M})$, $i = 1, 2$, are realizable by a map of a connected oriented manifold. Let $f_i : V_i \to G_{\mathfrak{M}, M}$ be maps of connected manifolds realizing $\omega_i$, $i = 1, 2$. Since $V_i$ are connected $\text{Im} f_i \subset G_{\mathfrak{M}, M}$ for some $\Gamma_i$, $i = 1, 2$. For brevity we write $\nu_1, \nu_2$ instead of $\nu(\Gamma_1), \nu(\Gamma_2)$.

By definition $[1 \omega_1, 1 \omega_2] = \sum_{\nu_1, \nu_2} \beta_{\nu_1, \nu_2} \omega_{\nu_1, \nu_2}(\omega_{1 \omega_2})$. By Theorem 2.6 we get

$$[1 \omega_1, 1 \omega_2] = \frac{1}{(\nu_1 + \nu_2)!} \sum_{k_1, k_2 = 1}^{\nu_1, \nu_2} \sum_{\beta \in S(\nu_1 + \nu_2)} \beta_{\nu_1, \nu_2} \omega_{\nu_1, \nu_2}(\omega_{1 \omega_2}),$$

for the permutation $\alpha = (\nu_1, \nu_2) \in S(\nu_1 + \nu_2)$. Since $(\beta \alpha)_* = \beta \alpha_*$, we make a substitution $\beta' = \beta \alpha$ and get that

$$[1 \omega_1, 1 \omega_2] = \frac{1}{(\nu_1 + \nu_2)!} \sum_{k_1, k_2 = 1}^{\nu_1, \nu_2} \sum_{\beta \in S(\nu_1 + \nu_2)} \beta_{\nu_1, \nu_2} \omega_{\nu_1, \nu_2}(\omega_{1 \omega_2}),$$

for the permutation $\alpha = (\nu_1, \nu_2) \in S(\nu_1 + \nu_2)$. Since $(\beta \alpha)_* = \beta \alpha_*$, we make a substitution $\beta' = \beta \alpha$ and get that

$$(\nu_1 + \nu_2)! \sum_{\beta \in S(\nu_1 + \nu_2)} \beta_{\nu_1, \nu_2} \omega_{\nu_1, \nu_2}(\omega_{1 \omega_2}) = (-1)^{(j_1 + 1)(j_2 + 1) + m}[1 \omega_1, 1 \omega_2].$$

Theorems 3.2, 3.3 and the following Theorem 3.4 say that the operation $[\cdot, \cdot]$ gives $\Omega_*(G_{\mathfrak{M}, L})_Q$ the structure of a graded Lie algebra.

3.4. Theorem. We have the following graded Jacobi identity

$$(-1)^{(m_{j_1} + j_1, j_1 + 1)}[\eta_1, \eta_2, \eta_3] + (-1)^{(m_{j_2} + j_2, j_2 + 1)}[\eta_3, \eta_1, \eta_2] + (-1)^{(m_{j_3} + j_3, j_3 + 1)}[\eta_2, \eta_3, \eta_1] = 0$$

for all $\eta_i \in \Omega_{j_i}(G_{\mathfrak{M}, L})_Q$, $i = 1, 2, 3$.

4. PROOF OF THEOREM 3.4

To prove Theorem 3.4 we will need the following Proposition.

4.1. Proposition. Let $\omega_i \in \Omega_{j_i}(G_{\mathfrak{M}, L})_Q$, $i = 1, 2, 3$, be bordism classes, and let $\nu_i = \nu(\Gamma_i)$, $i = 1, 2, 3$. Then

$$[1 \omega_1, 1 \omega_2, 1 \omega_3] = \frac{1}{(\nu_1 + \nu_2 + \nu_3)!} \sum_{\beta \in S} \beta_{\nu_1, \nu_2, \nu_3} \omega_{\nu_1, \nu_2, \nu_3}(A_{k_1, k_2, k_3}(\omega_{1 \omega_2, 1 \omega_3})), $$

where $S$ is the permutation group $S(\nu_1 + \nu_2 + \nu_3)$. 

Proof. We denote $S_{\nu_1+\nu_2}$ by $\tilde{S}$ and we will often identify $\tilde{S}$ with the subgroup of $S = S_{(\nu_1+\nu_2+\nu_3)}$ that consists of group elements acting trivially on the last $\nu_3$ elements in $\{1, 2, \cdots, (\nu_1 + \nu_2 + \nu_3)\}$. For a permutation $\gamma \in \tilde{S}$, we denote by $\overline{\gamma}$ the corresponding permutation in $S$.

By definition of $[\cdot, \cdot]$ we have

$$
(\nu_1 + \nu_2)! (\nu_1 + \nu_2 + \nu_3)! \times [[1\omega_1, 1\omega_2], 1\omega_3] = 
\sum_{k_1, k_2=1}^{\nu_1+\nu_2+\nu_3} \beta_s \left( A_{k_1, k_2} \left( \sum_{k_1, k_2=1}^{\nu_1+\nu_2} \gamma_s \left( A_{k_1, k_2}(\omega_1, \omega_2) \right), \omega_3 \right) \right) = 
\sum_{\beta \in S} \sum_{k_1, k_2=1}^{\nu_1+\nu_2+\nu_3} \beta_s \left( \sum_{\gamma \in \tilde{S}} A_{k_1, k_2} \left( \left( \sum_{k_1, k_2=1}^{\nu_1+\nu_2} A_{k_1, k_2}(\omega_1, \omega_2) \right), \omega_3 \right) \right),
$$

where for a fixed $\gamma \in \tilde{S}$ we made a substitution $k_1 = \gamma^{-1}(k_1)$. Each permutation $\beta'$ in $S$ is realized in $(\nu_1 + \nu_2)!$ ways as $\beta \overline{\gamma}$, for $\beta \in S$ and $\gamma \in \tilde{S}$. Thus the right hand side of (4.2) is equal to

$$
(\nu_1 + \nu_2)! \left( \sum_{\beta' \in S} \beta' \left( \sum_{k_1, k_2=1}^{\nu_1+\nu_2+\nu_3} \sum_{k_1, k_2=1}^{\nu_1+\nu_2} A_{k_1, k_2}(\omega_1, \omega_2), \omega_3 \right) \right).
$$

To get the proof divide the left hand side of (4.2) and the equal to it expression (4.3) by $(\nu_1 + \nu_2)! (\nu_1 + \nu_2 + \nu_3)!$. 

Let us prove Theorem 3.4. We observe that it suffices to prove the Theorem for $\eta_i = 1\omega_i$ where $\omega_i, i = 1, 2, 3$, are realizable by maps of connected manifolds.

Let $f_i : V_i^{-\nu_i} \to G_{\eta_i, M}$ be maps of connected manifolds realizing $\omega_i, i = 1, 2, 3$. Since $V_i$ are connected, $\text{Im} f_i \subset G_{\eta_i, M}$ for some $\Gamma_i, i = 1, 2, 3$. For brevity we put $\nu_i = \nu(\Gamma_i), i = 1, 2, 3$. Recall that $S$ is the permutation group $S_{(\nu_1+\nu_2+\nu_3)}$.

Put

$$
\mathfrak{A} = \sum_{\beta \in S} \beta_s \left( \sum_{k_1, k_2=1}^{\nu_1+\nu_2} \sum_{k_1, k_2=1}^{\nu_1+\nu_2} A_{k_1, k_2}(\omega_1, \omega_2), \omega_3 \right)
$$

and put

$$
\mathfrak{B} = \sum_{\beta \in S} \beta_s \left( \sum_{k_1, k_2=1}^{\nu_1+\nu_2} \sum_{k_1, k_2=1}^{\nu_1+\nu_2} A_{k_1, k_2}(\omega_1, \omega_2), \omega_3 \right).
$$

By Proposition 4.1 the first term of the graded Jacobi identity is

$$
(-1)^{(m_j + j_1, j_2 + j_1)} [[1\omega_1, 1\omega_2], 1\omega_3] =
(\nu_1 + \nu_2 + \nu_3)! \sum_{\beta \in S} \beta_s \left( \sum_{k_1, k_2=1}^{\nu_1+\nu_2+\nu_3} \sum_{k_1, k_2=1}^{\nu_1+\nu_2} A_{k_1, k_2}(\omega_1, \omega_2), \omega_3 \right) =
\frac{(-1)^{(m_j + j_1, j_2 + j_1)}}{(\nu_1 + \nu_2 + \nu_3)!} \left( \mathfrak{A} + \mathfrak{B} \right).
$$
where we split the huge sum into two parts $\mathfrak{A}$ and $\mathfrak{B}$ based on whether $k_1$ was indexing a manifold $N$ that came from $\omega_1$ or a manifold $N$ that came from $\omega_2$. Similarly put

$$
\mathfrak{C} = \sum_{\beta \in S} \beta \left( \sum_{\nu_1, \nu_1} \sum_{\nu_2, \nu_3} A_{k_2, k_1} (A_{k_2, k_1} (\omega_2, \omega_3), \omega_1) \right) 
$$

(4.6)

and put $\mathcal{D} = \sum_{\beta \in S} \beta \left( \sum_{\nu_2, \nu_1} \sum_{\nu_2, \nu_3} A_{k_2, k_1} (A_{k_2, k_1} (\omega_2, \omega_3), \omega_1) \right)$. 

By Proposition 4.1 the second term of the graded Jacobi identity is

$$
(-1)^{m_j + j_1 + j_2 + j_3} [[\omega_2, 1 \omega_3], 1 \omega_1] = 
\frac{(-1)^{(m_j + j_1 + j_2 + j_3)}}{(\nu_1 + \nu_2 + \nu_3)!} \sum_{\beta \in S} \beta \left( \sum_{\nu_2, \nu_1} \sum_{\nu_2, \nu_3} A_{k_2, k_1} (A_{k_2, k_1} (\omega_2, \omega_3), \omega_1) \right) = 
\frac{(-1)^{(m_j + j_1 + j_2 + j_3)}}{(\nu_1 + \nu_2 + \nu_3)!} (\mathfrak{C} + \mathcal{D}), 
$$

where we split the huge sum into two parts $\mathfrak{C}$ and $\mathcal{D}$ based on whether $k_2$ was indexing a manifold $N$ that came from $\omega_2$ or a manifold $N$ that came from $\omega_3$. Similarly put

$$
\mathfrak{E} = \sum_{\beta \in S} \beta \left( \sum_{\nu_1, \nu_1} \sum_{\nu_3, \nu_1} A_{k_3, k_1} (A_{k_3, k_1} (\omega_3, \omega_1), \omega_2) \right) 
$$

(4.8)

and put $\mathfrak{F} = \sum_{\beta \in S} \beta \left( \sum_{\nu_1, \nu_2} \sum_{\nu_1, \nu_3} A_{k_3, k_1} (A_{k_3, k_1} (\omega_3, \omega_1), \omega_2) \right)$. 

By Proposition 4.1 the third term of the graded Jacobi identity is

$$
(-1)^{(m_j + j_2 + j_3 + j_4)} [[1 \omega_3, 1 \omega_1], 1 \omega_2] = 
\frac{(-1)^{(m_j + j_2 + j_3 + j_4)}}{(\nu_1 + \nu_2 + \nu_3)!} \left( \sum_{\beta \in S} \beta \left( \sum_{\nu_1, \nu_1} \sum_{\nu_3, \nu_1} A_{k_3, k_1} (A_{k_3, k_1} (\omega_3, \omega_1), \omega_2) \right) \right) = 
\frac{(-1)^{(m_j + j_2 + j_3 + j_4)}}{(\nu_1 + \nu_2 + \nu_3)!} \mathfrak{F},
$$

where we split the huge sum into two parts $\mathfrak{E}$ and $\mathfrak{F}$ based on whether $k_3$ was indexing a manifold $N$ that came from $\omega_3$ or a manifold $N$ that came from $\omega_1$. 

Apply identities (4.5), (4.7), (4.9) to the left hand side of the graded Jacobi identity to get

$$
(\nu_1 + \nu_2 + \nu_3)! \left( (-1)^{(m_j + j_3 + j_4 + j_5)} [[1 \omega_1, 1 \omega_2], 1 \omega_3] + (-1)^{(m_j + j_3 + j_4 + j_5)} [[1 \omega_2, 1 \omega_3], 1 \omega_4] + 
(-1)^{(m_j + j_3 + j_4 + j_5)} [[1 \omega_3, 1 \omega_4], 1 \omega_5] + 
\frac{1}{(\nu_1 + \nu_2 + \nu_3)!} \left( (-1)^{(m_j + j_3 + j_4 + j_5)} (\mathfrak{A} + \mathfrak{B}) + 
(-1)^{(m_j + j_3 + j_4 + j_5)} (\mathfrak{C} + \mathfrak{D}) + 
(-1)^{(m_j + j_3 + j_4 + j_5)} (\mathfrak{E} + \mathfrak{F}) \right) \right).
$$

(4.10)
Using Proposition 4.2 we get that this expression is zero. This finishes the proof of Theorem 3.4 modulo the proof of Proposition 4.2.

4.2. Proposition. The following identities hold

\[
\begin{align*}
(1-1)^{(m_3+j_1+j_3+j_1)}\mathfrak{A} &= -(1-1)^{(m_3+j_1+j_3+j_1)}\mathfrak{F} \\
(1-1)^{(m_3+j_1+j_3+j_3)}\mathfrak{S} &= -(1-1)^{(m_3+j_1+j_3+j_3)}\mathfrak{C} \\
(1-1)^{(m_1+j_1+j_2+j_2)}\mathfrak{D} &= -(1-1)^{(m_1+j_1+j_2+j_2)}\mathfrak{C}.
\end{align*}
\]

(4.11)

Proof. Let us prove the first identity.

Apply Theorem 2.8 to the ordered triple \(\omega_3, \omega_1, \omega_2\) of bordism classes to get

\[
A_{\nu}(\Gamma_3) + \mathfrak{F} \big( A_{k_3, k_1}(\omega_3, \omega_1), \omega_2 \big) = (1-1)^{\sigma_1} \alpha_*(A_{k_3, k_1}(A_{k_3, k_2}(\omega_1, \omega_2), \omega_3)),
\]

for \(\sigma_1 = (m+j_3)j_2 + (j_3+1)(j_1+1) + m_{j_3}\), the permutation \(\alpha = (\nu_3, \nu_1 + \nu_2) \in S = S_{\nu_1 + \nu_2 + \nu_3}\), and for \(k_1, k_2 \leq \nu_1, k_2 \leq \nu_2, k_3 \leq \nu_3\).

Apply this identity with \(k_3\) instead of \(k_1\) to the equation (4.8) defining \(\mathfrak{F}\) to get

\[
(1-1)^{(1+m_{j_2+j_2+j_3+j_3})} = (1-1)^{(m_{j_2+j_2+j_3+j_3})}
\]

(4.12)

Make a substitution \(\beta' = \beta \alpha\), rearrange the order of addition, and use equation (4.4) defining \(\mathfrak{A}\) to get that this expression equals

\[
(1-1)^{(m_{j_2+j_2+j_3+j_3})} \bigg( \sum_{\beta' \in \mathfrak{S}} (\sum_{k_1, k_2=1}^{(\nu_3, \nu_2)} (A_{k_1, k_3}(A_{k_3, k_2}(\omega_1, \omega_2), \omega_3))) \bigg)
\]

(4.13)

This proves the first of the three identities. The proofs of the other two identities are obtained similarly. This finishes the proof of Proposition 4.2 and of the Theorem 3.4.

5. Operation C on \(\Omega_*(G_{\mathcal{M}, M})\)

In this section we introduce the operation \(C\) on \(\Omega_*(G_{\mathcal{M}, M})\). In Section 6 we will use the symmetrization of \(C\) to construct the product \(*\) on \(\Omega_*(G_{\mathcal{M}, M})\). Operations \(*\) and \([\cdot, \cdot]\) give a graded Poisson algebra structure on \(\Omega_*(G_{\mathcal{M}, M})\), see Theorem 6.3 and 6.4.

5.1. Definition (operation D on graphs and one more important permutation). Let \(\Gamma_1\) and \(\Gamma_2\) be two allowed graphs. Let \(\nu(\Gamma_i)\) be the number of \(N\)-vertices in
the graph $\Gamma_i$, $i = 1, 2$. We define the allowed graph $D(\Gamma_1, \Gamma_2)$ as the graph resulting after the following sequence of operations:

1: Take the disjoint union of the graphs $\Gamma_1$ and $\Gamma_2$, preserving the manifolds in $\mathbb{N}$ that were associated to the $N$-vertices in the graphs $\Gamma_1$ and $\Gamma_2$.

2: Keep the indices of the $N$-vertices that came from $\Gamma_1$ and increase by $\nu(\Gamma_1)$ the indices of the $N$-vertices that came from $\Gamma_2$.

3: Change the indices of the pt-vertices in $\Gamma_2$, so that the new index of each pt-vertex gives the indices (with respect to the shifted enumeration of $N$-vertices) of the $N$-vertices in $\Gamma_2$ connected to this pt-vertex by an oriented edge.

4: Identify the two $M$-vertices in $\Gamma_1 \sqcup \Gamma_2$ to get just one $M$ vertex and redirect all the $N \to M$ edges in the two graphs to it.

For $n_1, n_2, n_3 \in \mathbb{N}$ define a permutation $(n_1, n_2, n_3) \in S_{n_1+n_2+n_3}$ by putting its value on $\{1, 2, \cdots, n_1+n_2+n_3\}$ to be $\{n_1+1, n_1+2, \cdots, n_1+n_2, 1, 2, \cdots, n_1, n_1+n_2+1, n_1+n_2+2, \cdots, n_1+n_2+n_3\}$.

The following Proposition follows immediately from the definition of the operation $D$.

5.2. Proposition. Let $\Gamma_1, \Gamma_2, \Gamma_3$ be three allowed graphs, then

1: $D(D(\Gamma_1, \Gamma_2), \Gamma_3) = D(\Gamma_1, D(\Gamma_2, \Gamma_3))$.

2: $D(\Gamma_1, \Gamma_2) = \alpha_1 \cdot D(\Gamma_2, \Gamma_1)$, for the permutation $\alpha_1 = (\nu(\Gamma_1), \nu(\Gamma_2)) \in S_{\nu(\Gamma_1)+\nu(\Gamma_2)}$ (defined in 2.1).

3: $B_{k_1,k_2}(\Gamma_1, D(\Gamma_2, \Gamma_3)) = D(B_{k_1,k_2}(\Gamma_1, \Gamma_2), \Gamma_3)$, for all positive integer $k_1 \leq \nu(\Gamma_1), k_2 \leq \nu(\Gamma_2)$.

4: $B_{k_1,\nu(\Gamma_2)+k_3}(\Gamma_1, D(\Gamma_2, \Gamma_3)) = \alpha_2 \cdot D(\Gamma_2, B_{k_1,k_3}(\Gamma_1, \Gamma_3))$, for the permutation $\alpha_2 = (\nu(\Gamma_1), \nu(\Gamma_2), \nu(\Gamma_3)) \in S_{\nu(\Gamma_1)+\nu(\Gamma_2)+\nu(\Gamma_3)}$ (defined in 5.3) and all positive integer $k_1 \leq \nu(\Gamma_1), k_3 \leq \nu(\Gamma_3)$.

5.3. Definition (operation $C_{j_1,j_2} : \Omega_{j_1}(G^{\Gamma_i}_{\mathbb{M},\mathbb{M}}) \otimes \Omega_{j_2}(G^{\Gamma_2}_{\mathbb{M},\mathbb{M}}) \to \Omega_{j_1+j_2}(G^{D(\Gamma_1,\Gamma_2)}_{\mathbb{M},\mathbb{M}})$).

Let $f_i : V_i^\mathbb{M} \to \Omega_{j_i}(G^{\Gamma_i}_{\mathbb{M},\mathbb{M}})$ be maps of oriented manifolds realizing oriented bordism classes $\omega_j \in \Omega_{j_i}(G^{\Gamma_i}_{\mathbb{M},\mathbb{M}}), i = 1, 2$. Thus each $f_i(v_i), v_i \in V_i$, is a commutative diagram from $G^{\Gamma_i}_{\mathbb{M},\mathbb{M}}, i = 1, 2$.

Consider the $(j_1+j_2)$-dimensional manifold $X = V_1 \times V_2$ oriented as the product of oriented manifolds. Each point $x = (v_1, v_2) \in X$ gives rise to a commutative diagram $g(x) \in G^{D(\Gamma_1,\Gamma_2)}_{\mathbb{M},\mathbb{M}}$ as follows. Recall that by Definition 5.1 the graph $D(\Gamma_1, \Gamma_2)$ consists of two parts: the part coming from $\Gamma_1$ and the part coming from $\Gamma_2$. In the commutative diagram $g(x)$ all the maps in the part of the diagram corresponding to $\Gamma_1$ are exactly those from the commutative diagram $f_1(v_1)$. All the maps in the part of $g(x)$ corresponding to $\Gamma_2$ are exactly those from the commutative diagram $f_2(v_2)$.

We get the continuous map $g : X \to G^{D(\Gamma_1,\Gamma_2)}_{\mathbb{M},\mathbb{M}}, x \to g(x)$. The pair $(X, g)$ defines an element $[X, g] \in \Omega_{j_1+j_2}(G^{D(\Gamma_1,\Gamma_2)}_{\mathbb{M},\mathbb{M}})$. Standard bordism theory arguments show that $[X, g]$ depends only on the bordism classes $\omega_1, \omega_2$ and we put $C_{j_1,j_2}(\omega_1, \omega_2) = [X, g]$.

When the dimensions of the bordism classes to which $C$ is applied are obvious, we will often omit the indices in $C$. So we will write $C$ rather than $C_{j_1,j_2}$. 


The following Theorem will be needed in the proof of Theorem 6.3 saying that $\ast$ is an associative graded commutative product on $\Omega_\ast(G_{\mathfrak{N}},M)_Q$, for all $\mathfrak{N}$.

5.4. Theorem. Let $\omega_i \in \Omega_{j_i}(G_{\mathfrak{N},M})^i$, $i = 1, 2, 3$, be bordism classes. Then
1: $C(\omega_1, \omega_2) = (-1)^{j_1+j_2} \alpha(C(\omega_2, \omega_1))$, where $\alpha = (\nu(\Gamma_1), \nu(\Gamma_2))$ is the permutation (defined in 2.7).
2: $C(\omega_1, C(\omega_2, \omega_3)) = C(C(\omega_1, \omega_2), \omega_3)$.

The proof of this Theorem is straightforward. □

The following Theorem will be needed in the proof of Theorem 6.4 saying that the $\ast$-product satisfies a graded Leibniz rule with respect to $[\cdot, \cdot]$.

5.5. Theorem. Let $\omega_i \in \Omega_{j_i}(G_{\mathfrak{N},M})^i$, $i = 1, 2, 3$, be bordism classes and let $k_i \leq \nu(\Gamma_i)$, $i = 1, 2, 3$, be positive integers. Then
1: $A_{k_1,\nu(\Gamma_2)+k_3}(\omega_1, C(\omega_2, \omega_3)) = (-1)^{j_2(j_1+n)} \alpha(\omega_2, A_{k_1,\nu(\Gamma_3)}(\omega_1, \omega_3)))$, for the permutation $\alpha = (\nu(\Gamma_1), \nu(\Gamma_2), \nu(\Gamma_3))$ $S_{\nu(\Gamma_1)+\nu(\Gamma_2)+\nu(\Gamma_3)}$ (defined in 5.1).
2: $A_{k_1,k_2}(\omega_1, C(\omega_2, \omega_3)) = (-1)^{j_3(m+n)} C(A_{k_1,k_2}(\omega_1, \omega_2), \omega_3)$.

The proof of Theorem 5.5 is similar to the proof of Theorem 2.8 and is omitted.

The interested reader can find a detailed proof in the fourth version of the arXiv preprint version of this work.

6. Product $\ast$ and the Graded Leibniz Identity

We define an operation $\ast : \Omega_\ast(G_{\mathfrak{N},M})_Q \otimes \Omega_\ast(G_{\mathfrak{N},M})_Q \to \Omega_\ast(G_{\mathfrak{N},M})_Q$. The operation $\ast$ will give $\Omega_\ast(G_{\mathfrak{N},M})_Q$ the structure of an associative graded commutative algebra.

Since the addition in $\Omega_\ast(G_{\mathfrak{N},M})$ is by taking the disjoint union, it suffices to define $(1\omega_1) \ast (1\omega_2)$ for the case where the bordism classes $\omega_1, \omega_2$ can each be realized by a nice map of a connected manifold. Then one extends the $\ast$-product by linearity. For brevity we will often write $1\omega_1 \ast 1\omega_2$ rather than $(1\omega_1) \ast (1\omega_2)$.

6.1. Definition. Let $f_i : V_i^j \to G_{\mathfrak{N},M}$, $i = 1, 2$, be nice maps of connected manifolds realizing oriented bordism classes $\omega_i \in \Omega_{j_i}(G_{\mathfrak{N},M})$. Since $V_1$ is connected, all the elements $f_1(v_1), v_1 \in V_1$, are in a subspace $G_{\mathfrak{N},M}^{1j_1}$ for some $\Gamma_1$. So that $f_1$ is in fact a map to $G_{\mathfrak{N},M}^{1j_1} \subset \sqcup G_{\mathfrak{N},M}^{1j_1} = G_{\mathfrak{N},M}$. Similarly $f_2$ can be regarded as a map to some $G_{\mathfrak{N},M}^{1j_2} \subset G_{\mathfrak{N},M}$. Put $\nu_i = \nu(\Gamma_i), i = 1, 2$, and put

$$1\omega_1 \ast 1\omega_2 = \frac{1}{(\nu_1 + \nu_2)!} \left( \sum_{\beta \in S(\nu_1+\nu_2)} \beta_*((C(\omega_1, \omega_2))) \right).$$

The following Theorem follows immediately from the definition of $\ast$.

6.2. Theorem. $\ast : \Omega_{j_1}(G_{\mathfrak{N},M})_Q \otimes \Omega_{j_2}(G_{\mathfrak{N},M})_Q \to \Omega_{j_1+j_2}(G_{\mathfrak{N},M})_Q$ is a bilinear operation. □

6.3. Theorem. The product $\ast$ gives $\Omega_\ast(G_{\mathfrak{N},M})_Q$ the structure of an associative, graded commutative algebra. Namely for all $\eta_i \in \Omega_{j_i}(G_{\mathfrak{N},M})_Q, i = 1, 2, 3$, the following properties hold:
1: $\eta_1 \ast \eta_2 = (-1)^{j_1j_2} \eta_2 \ast \eta_1$;
2: $(\eta_1 \ast \eta_2) \ast \eta_3 = \eta_1 \ast (\eta_2 \ast \eta_3)$. 


The proof of the Theorem 6.3 is similar to the proof of the Theorem 3.3 and is omitted. An interested reader is referred to the fourth version of the arXiv preprint of this work for the detailed proof.

6.4. Theorem. The $\ast$ product satisfies a graded Leibniz identity with respect to $[\cdot,\cdot]$. Namely for all $\eta_i \in \Omega_j(G_{\mathfrak{N}, M})_{\mathbb{Q}}, i = 1, 2, 3$, the following statements hold:

\begin{equation}
[\eta_1, \eta_2 \ast \eta_3] = (-1)^{j_3(m+1)} [\eta_1, \eta_2] \ast \eta_3 + (-1)^{j_2(j_1+1)} \eta_2 \ast [\eta_1, \eta_3].
\end{equation}

The proof of the Theorem 6.4 is similar to the proof of the Theorem 3.4 and is omitted. An interested reader is referred to the fourth version of the arXiv preprint of this work for the detailed proof.

7. The $\Omega_0(G_{\{S^1\}, F^2}) \otimes \mathbb{Q}$ and the Andersen-Mattes-Reshetikhin Poisson algebras

Since $\mathfrak{N} = \{S^1\}$ is just one manifold and $F^2$ is fixed, we write $G$ rather than $G_{\{S^1\}, F^2}$. Using Theorems 3.2, 3.3, 3.4, 6.2, 6.3, 6.4 we get that $(\Omega_0(G)_{\mathbb{Q}}, [\cdot, \cdot], \ast)$ is a subalgebra of $(\Omega_*(G)_{\mathbb{Q}}, [\cdot, \cdot], \ast)$ which is an ordinary Poisson algebra.

In the description of the Andersen-Mattes-Reshetikhin Poisson algebra we follow their works [1], [2].

A chord diagram is a topological space that consists of some number of disjoint oriented circles $S^1_i, i = 1, \cdots, q$, and disjoint arcs $A_j, j = 1, \cdots, r$, such that the end points of the arcs are distinct and $\bigcup_j \partial A_j = (\bigcup_i S^1_i) \cap (\bigcup_j A_j)$. The circles $S^1_i$ are called core components and the arcs $A_j$ are called chords of the diagram.

A geometric chord diagram on an oriented surface $F$ is a smooth map of a chord diagram to the surface, mapping each chord to a point. A generic geometric chord diagram on $F$ is a geometric chord diagram with all the circles immersed and all the multiple points between them being transverse double points. A chord diagram on $F$ is an equivalence class of geometric chord diagrams modulo homotopy.

The commutative product of two chord diagrams on $F$ is defined to be their union.

Consider the complex vector space $X$ whose basis is the set of chord diagrams on $F$. Let $Y$ be the subspace of $X$ generated by the linear combinations that are called $4T$-relations. One of the $4T$-relations is depicted in Figure 3. The others are obtained by reversing the orientations of strands in Figure 3 following the rule that for each chord that intersects a component whose orientation is reversed we get the factor of $(-1)$ in front of the diagram.

![Figure 3. 4T-relation. The diagrams supposed to be identical outside of the dotted circles, and the parts that are drawn are immersed in $F$.](image)

The subspace $Y$ is an ideal with respect to the product, and the Andersen-Mattes-Reshetikhin chord algebra is $\text{ch}(F) = X/Y$. 

Given two chord diagrams \([D_1], [D_2]\) on \(F\), pick two geometric chord diagrams \(D_1, D_2\) representing them so that \(D_1 \cup D_2\) is a generic chord diagram. Put \(P = D_1 \cap D_2\) to be the set of intersection points of \(D_1\) and \(D_2\). Each \(p \in P\) is the intersection point of a curve from \(D_1\) with a curve from \(D_2\). To \(p \in P\) we correspond a 2-frame in \(T_p F\) whose first vector is the velocity vector of the intersecting curve from \(D_1\) and whose second vector is the velocity vector of the intersecting curve from \(D_2\). We put \(\text{sign}(p) = +1\) if this 2-frame gives a positive orientation of \(T_p F\), and we put \(\text{sign}(p) = -1\) otherwise. For \(p \in P\) we put \(D_1 \cup_p D_2\) to be the chord diagram on \(F\) obtained by joining \(D_1^{-1}(p)\) and \(D_2^{-1}(p)\) by a chord.

The Andersen-Mattes-Reshetikhin Poisson bracket \(\{,\cdot\}\) of two chord diagrams \([D_1], [D_2]\) on \(F\) is given by

\[
\{[D_1], [D_2]\} = \sum_{p \in D_1 \cap D_2} \text{sign}(p)[D_1 \cup_p D_2],
\]

where a geometric diagram in square brackets denotes the chord diagram equivalence class realized by it.

Below we relate the Poisson subalgebra \(\Omega_0(G) \otimes \mathbb{C}\) of our graded Poisson algebra \(\Omega_*(G) \otimes \mathbb{C}\) to the Andersen-Mattes-Reshetikhin algebra.

Declare two points of a chord diagram to be equivalent if they belong to the same core component. A chord diagram is tree-like if the quotient space of it by this equivalence relation is a disjoint union of topological tree graphs. Similarly, we get the notions of geometric tree-like chord diagrams on \(F\) and of tree-like chord diagrams on \(F\).

Consider the vector subspace \(X_T \subset X\) whose basis is the set of all tree-like chord diagrams on \(F\). It is easy to see that if one of the four geometric chord diagrams in Figure 3 is tree-like, then so are the other three. Put \(Y_T\) to be the subspace of \(X_T\) generated by the 4T-relations consisting of tree like diagrams. Clearly \(Y_T\) is an ideal of \(X_T\) with respect to product.

One verifies that if the diagrams \(D_1\) and \(D_2\) in equation (7.1) are tree-like, then all the diagrams \(D_1 \cup_p D_2\) are also tree-like. Thus we get the subalgebra \(\text{ch}(F)\) of \(\text{ch}(F)\) that is the image of the vector subspace \(X_T \subset X\) under the quotient homomorphism \(X \rightarrow X/Y = \text{ch}(F)\). Clearly \(\text{ch}(F) = X_T/Y_T\).

A geometric tree-like chord diagram \(D\) on \(F\) with all its core components enumerated in some way defines a point \(x_D \in G\). The \(S^1\)-spaces in the commutative diagram \(x_D\) are the enumerated circles of \(D\) and the maps \(S^1 \rightarrow M\) in \(x_D\) are the maps of the corresponding core components in the geometric diagram \(D\). The pt-spaces in \(x_D\) are in one-to-one correspondence with the chords of \(D\), and the image points of the pt \(\rightarrow S^1\) maps in \(x_D\) are the end points of the corresponding chords. The labels of the pt-spaces in \(x_D\) are determined by the indices of the circles to which they are mapped.

Take a basis element \([D]\) \(\in X_T\) and a geometric chord diagram \(D\) realizing \([D]\). Enumerate all the core components of \(D\) in some way and let \(x_D \in G\) be the resulting point. Let \(\rho_{x_D} : \text{pt}^+ \rightarrow G\) be the map of the positively oriented one-point space \(\text{pt}^+\) such that \(\rho_{x_D}(\text{pt}^+) = x_D\). Put \(\chi(D) = \frac{1}{|\text{pt}|} \sum_{\alpha \in S_\beta} \alpha_{\alpha}(\text{pt}^+, \rho_{x_D}) \in \Omega_0(G) \otimes \mathbb{C}\). Here \([D]\) is the number of core components in the diagram \(D\) that equals to the number of the \(S^1\)-vertices in the allowed graph corresponding to the commutative diagram \(x_D\).
Since $\chi(D)$ is constructed through the symmetrization by the action of the permutation group $S_D$, the element $\chi(D)$ does not depend on the enumeration of the core components of $D$ we chose to construct it. It is easy to see that if one uses the same enumeration of the core components in two homotopic diagrams $D_1$ and $D_2$, then $x_{D_1}$ and $x_{D_2}$ are in the same path connected component of $G$. Thus $\chi(D)$ is determined by the chord diagram $[D]$, and we will write $\chi([D])$ instead of $\chi(D)$.

Since the basis of $X_T$ is given by the tree-like chord diagrams $[D]$ on $F$, we have the linear homomorphism $\chi : X_T \to \Omega_0(G) \otimes \mathbb{C}$, defined by $[D] \to \chi([D])$ on the basis of $X_T$.

Consider a linear combination of four chord diagrams depicted in Figure 3. If one uses the same enumeration of the core components of the first and second chord diagrams, then it is easy to see that the images under $\chi$ of the first and second chord diagrams are the same. Similarly the images under $\chi$ of the third and fourth chord diagrams are the same. Taking the signs in front of the diagrams in Figure 3 into account, we see that $\chi$ maps to zero all the $4T$ linear combinations generating the ideal $Y_T \subset X_T$.

Hence we have the linear homomorphism of vector spaces $\chi : \text{ch}_T = X_T/Y_T \to \Omega_0(G) \otimes \mathbb{C}$. The following proposition follows from the definitions of the operations in the Andersen-Mattes-Reshetikhin Poisson algebra and in our algebra.

**7.1. Proposition.** $\chi$ is a Poisson algebra homomorphism of the $\text{ch}_T(F)$ subalgebra of the Andersen-Mattes-Reshetikhin algebra $\text{ch}(F)$ to the Poisson subalgebra $\Omega_0(G) \otimes \mathbb{C}$ of our graded Poisson algebra $\Omega_\ast(G) \otimes \mathbb{C}$. □

This homomorphism is not injective, since the image under $\chi$ of the first half of the expression depicted in Figure 3 is zero, while the first half of the expression is generally nonzero in $\text{ch}_T(F)$.

**7.2. Remark.** We do not know how to generalize the $4T$ relation to the case where the target manifold $M \neq F^2$ or to the case of higher dimensional bordism groups.

**Appendix A. Some transversality facts and homotopies between continuous and nice maps to $G^n_{\mathbb{R},M}$**

In this paper the word graph stands for the allowed graph, however in this Appendix it will also stand for a subgraph of an allowed graph.

**A.1. Theorem.** Let $f : V \to G^n_{\mathbb{R},M}$ be a continuous map of a smooth manifold $V$. Then the following statements hold

(1) $f$ is homotopic to a nice map.
(2) If $f|_{\partial V} : \partial V \to G^n_{\mathbb{R},M}$ is nice, then $f$ is homotopic relative $\partial V$ to a nice map.
(3) If $g : V' \to G^n_{\mathbb{R},M}$ is a nice map and $i \leq \nu(\Gamma), j \leq \nu(\Gamma')$ are positive integers, then $f$ is homotopic to a nice map $f'$ such that the adjoint maps $\overline{f}_i : V \times N_i \to M$ and $\overline{g}_j : V' \times N_j \to M$ (introduced in Definition 2.4) are transverse.
(4) If $g : V' \to G^n_{\mathbb{R},M}$ is a nice map, $f|_{\partial V}$ is nice, $i \leq \nu(\Gamma), j \leq \nu(\Gamma')$ are positive integers, such that $\overline{f}_i|_{\partial V \times N_i} : \partial V \times N_i \to M$ is transverse to $\overline{g}_j : V' \times N_j \to M$, then $f$ is homotopic relative $\partial V'$ to a nice map $f'$ such that $\overline{f}_i : V \times N_i \to M$ and $\overline{g}_j : V \times N_j \to M$ are transverse.
Proof. We prove statement 1 and then explain how to modify the proof to get the other statements.

Choose $\kappa \leq \nu(\Gamma)$. Put $\Gamma_0$ to be the $N_\kappa \to M$ subgraph of $\Gamma$. (This subgraph has no pt-vertices.)

For integer $l > 0$, define $\Gamma_l$ inductively to be the minimal subgraph of $\Gamma$ that contains: $\Gamma_{l-1}$; all the pt-vertices from which there is an edge to some $N$-vertex in $\Gamma_{l-1}$; all the $N$-vertices that are the end points of the pt $\to N$ edges starting from such pt-vertices; and all the pt $\to N$ and $N \to M$ edges whose end points are in $\Gamma_l$.

Note that for all $l$, the graph $\Gamma_l$ is a subgraph of $\Gamma_{l+1}$. Since the graph $\Gamma$ is finite we can and do choose $\ell \in \mathbb{N}$ such that $\Gamma_{l_1} = \Gamma_{l_2}$, for any $l_1, l_2 \geq \ell$. Note that $\Gamma_{\ell}$ is generally not equal to $\Gamma$.

Recall that, as it is explained in the Introduction, the graph $\Gamma$ gives rise to a unoriented graph $\overline{\Gamma}$. By the definition of allowed graphs, $\overline{\Gamma}$ is a disjoint union of trees. It is easy to check that $\Gamma_{\ell}$ will contain exactly those of the pt-vertices, $N$-vertices, and edges between them, that are in the tree component of $\Gamma$ containing the vertex $N_{\kappa}$.

For $l \geq 0$, we define $\overline{\Gamma}^l$ to be $\Gamma_l$ with all the pt-vertices, $N$-vertices, pt $\to N$ edges, and $N \to M$ edges of $\Gamma$, that are absent in $\Gamma_{\ell}$ added to $\Gamma_l$.

We will construct homotopies $\mathcal{H}_l : [0, 1] \times V \to G^\Gamma_{\mathcal{N}_{\kappa}^l, \mathcal{M}_l}, l = 0, \ldots, \ell$, and $\mathcal{H}'_l : [0, 1] \times V \to G^\Gamma_{\mathcal{N}_{\kappa}^l, \mathcal{M}_l}, l = 1, \ldots, \ell$. These homotopies have the following properties

1. $\mathcal{H}_0(0, v) = f(v)$, for all $v \in V$.
2. $\mathcal{H}_l(0, v) = \mathcal{H}_{l-1}(1, v)$ for all $v \in V$ and $l \in \{1, \ldots, \ell\}$.
3. $\mathcal{H}_l(0, v) = \mathcal{H}'_l(1, v)$, for all $v \in V$ and $l \in \{1, \ldots, \ell\}$.
4. For all $l \in \{1, \ldots, \ell\}$, $t \in [0, 1], v \in V$, all the maps in the commutative diagram $\mathcal{H}'_l(t, v)$ that correspond to the $N_\kappa \to M$ and pt $\to N_\kappa$ edges contained in $\overline{\Gamma}_{l-1}$ are exactly those from $\mathcal{H}_{l-1}(1, v)$, i.e. these maps do not change during the homotopy $\mathcal{H}'_l$.
5. For every $l \in \{1, \ldots, \ell\}$, all the adjoint maps $V \times pt = V \to N_\kappa$ and $V \times N_\kappa \to M$ arising from $\mathcal{H}'_l|_{1 \times V} : V \to G^\Gamma_{\mathcal{N}_{\kappa}^l, \mathcal{M}_l}$ that correspond to pt $\to N_\kappa$ edges in $\Gamma_l$ and to $N_\kappa \to M$ edges in $\Gamma_{l-1}$ are smooth.
6. For all $l \in \{1, \ldots, \ell\}, t \in [0, 1], v \in V$, all the maps in the commutative diagram $\mathcal{H}_l(t, v)$ that correspond to pt $\to N_\kappa$ edges in $\overline{\Gamma}_l$ and $N_\kappa \to M$ edges in $\overline{\Gamma}_{l-1}$ are exactly those from $\mathcal{H}_l'(1, v)$, i.e. these maps do not change during the homotopy $\mathcal{H}_l$. Moreover for $l = 0$ all the maps in the commutative diagram $\mathcal{H}_0(t, v)$ that correspond to pt $\to N_\kappa$ edges in $\overline{\Gamma}_0$ and all the $N_\kappa \to M$ edges in $\overline{\Gamma}_0$, except those from $f(v)$, i.e. these maps do not change during the homotopy $\mathcal{H}_0$.
7. For every $l \in \{0, \ldots, \ell\}$, and all $N_\kappa \to M$, pt $\to N_\kappa$ edges in $\Gamma_l$ we have that the adjoint maps $V \times N_\kappa \to M$ and $V \times pt = V \to N_\kappa$ that correspond to $\mathcal{H}_l|_{1 \times V} : V \to G^\Gamma_{\mathcal{N}_{\kappa}^l, \mathcal{M}_l}$ are smooth.

Put $\tilde{\mathcal{H}}_l: [0, 1] \times V \to G^\Gamma_{\mathcal{N}_{\kappa}^l, \mathcal{M}_l}$ to be a homotopy of $f$ that is the composition of the sequence of homotopies $\mathcal{H}_0, \mathcal{H}'_1, \mathcal{H}_1, \ldots, \mathcal{H}'_\ell, \mathcal{H}_\ell$. Clearly the map $\tilde{\mathcal{H}}_l|_{1 \times V} : V \to G^\Gamma_{\mathcal{N}_{\kappa}^l, \mathcal{M}_l}$ is such that all the adjoint maps $V \times pt = V \to N_\kappa$ and $V \times N_\kappa \to M$ that correspond to pt $\to N_\kappa$ and $N_\kappa \to M$ edges in $\Gamma_\ell$ are smooth. Note also that for every $v \in V, t \in [0, 1]$, the maps $N_\kappa \to M, pt \to M$ in the commutative diagram are
\( \tilde{H}_k(t,v) \) that correspond to the pt \( \to N_k \) edges and \( N_k \) vertices in \( \Gamma \setminus \Gamma_\tau \) are equal to the corresponding maps in the commutative diagram \( f(v) \). Put \( f_k = \tilde{H}_{\kappa|1 \times V} : V \to G^\Gamma_{\kappa,M} \) to be the map obtained in the end of the homotopy \( \tilde{H}_k \) of \( f \).

Let \( r \) be the number of connected components in \( \Gamma \). Take one vertex \( N_{\kappa_1}, i = 1, \cdots, r \), in each connected component of \( \Gamma \). Apply the homotopy \( \tilde{H}_{\kappa_1} \) of \( f \) to get \( f_{\kappa_1} \). For \( i = 2, \cdots, r \) inductively construct the homotopies \( \tilde{H}_{\kappa_i} \) using \( f_{\kappa_{i-1}} = \tilde{H}_{\kappa_i-1} \) instead of \( f \) in their construction.

Then the composition of the sequence of homotopies \( \tilde{H}_{\kappa_1}, \tilde{H}_{\kappa_2}, \cdots, \tilde{H}_{\kappa_r} \) is the desired homotopy of \( f \) to a nice map. This finishes the proof modulo the fact that we still have to construct the homotopies \( \mathcal{H}_l \) and \( \mathcal{H}_l' \). We do this below.

**Construction of \( \mathcal{H}_l \).** Fix \( l \in \{0, \cdots, \tilde{l}\} \). Even though the enumeration of the \( N \)-vertices in graphs \( \tilde{\Gamma}_a, a = l, \cdots, \tilde{l} \) contains gaps, it still allows one to define the space \( G^\Gamma_{\kappa,M} \) of commutative diagrams corresponding to \( \tilde{\Gamma}_a \). Nice maps \( V \to G^\Gamma_{\kappa,M} \) are defined similarly to how the nice maps to \( G^\Gamma_{\kappa,M} \) were defined.

We inductively define a sequence of homotopies \( H_{l,a} : [0,1] \times V \to G^\Gamma_{\kappa,M}, a \in \{l, \cdots, \tilde{l}\} \), such that:

1: All the adjoint maps \( V \times \text{pt} = V \to N_k \) and \( V \times N_k \to M \) arising from \( H_{l,1\times V} : \tilde{V} \to G^\Gamma_{\kappa,M} \) that correspond to \( \text{pt} \to N_k \) and \( N_k \to M \) edges of \( \Gamma \) contained in \( \Gamma_l \) are smooth.

2: If \( l > 0 \), then for every \( t \in [0,1], v \in V \) all the maps \( N_k \to M, \text{pt} \to N_k \) in the commutative diagram \( H_{l,t}(t,v) \) that correspond to the \( N_k \to M \) edges in \( \tilde{\Gamma}_{l-1} \) and \( \text{pt} \to N_k \) edges in \( \tilde{\Gamma}_l \) are exactly those from the commutative diagram \( H'_l(1,v) \). If \( l = 0 \) then for every \( v \in V, t \in [0,1] \), all the \( \text{pt} \to N_k \) and \( N_k \to M \) maps corresponding to the \( \text{pt} \to N_k \) and \( N_k \to M \) edges in \( \tilde{\Gamma}_0 \), except of \( N_k \to M \), are exactly those from the commutative diagram \( f(v) \).

3: For all \( t \in [0,1], v \in V \), and \( a \in \{l+1, \cdots, \tilde{l}\} \), the part of the commutative diagram \( H_{l,a}(t,v) \) corresponding to the subgraph \( \tilde{\Gamma}^{a-1}_l \subset \tilde{\Gamma} \) is the commutative diagram \( H_{l,a-1}(t,v) \);

4: If \( l > 0 \) then for all \( v \in V \) and \( a \in \{l, \cdots, \tilde{l}\} \), the commutative diagram \( H_{l,a}(0,v) \) is the part of the commutative diagram \( H'_l(1,v) \) corresponding to the subgraph \( \tilde{\Gamma}^a \subset \Gamma \). If \( l = 0 \) then for all \( v \in V \) and \( a \in \{0, \cdots, \tilde{l}\} \), the commutative diagram \( H_{0,a}(0,v) \) is the part of the commutative diagram \( f(v) \) corresponding to the subgraph \( \tilde{\Gamma}^a \subset \Gamma \).

It is easy to see that we can take the homotopy \( \mathcal{H}_l \) to be \( H_{l,\tilde{l}} \).

**Let us construct the homotopies \( H_{l,a} \).**

Since the homotopy \( H_{0,0} \) is essential for the proof of the transversality statements of the Theorem we describe it separately. The graph \( \tilde{\Gamma}_0 \) consists of the subgraph \( N_{\kappa} \to M \) and of the part of \( \Gamma \) that is not in \( \Gamma_\tau \). Put \( h : [0,1] \to C(V \times N_{\kappa}, M) \) to be a homotopy of \( \tilde{f}_{\kappa} : V \times N_{\kappa} \to M \) to a smooth map and put \( \tilde{h} : [0,1] \times V \times N_{\kappa} \to M \) to be the adjoint map. For all \( t \in [0,1], v \in V \), we define the commutative diagram \( H_{0,0}(t,v) \in G^\Gamma_{\kappa,M} \) as follows:

a: On the part of the diagram \( H_{0,0}(t,v) \) corresponding to the subgraph \( N_{\kappa} \to M \) we define the map \( N_{\kappa} \to M \) in the diagram to be \( \overline{f}_{|t \times v \times N_{\kappa}} : N_{\kappa} \to M \).
b: In the part of the diagram $H_{0,0}(t, v)$ that comes from $\Gamma \setminus \Gamma^0$ we put all the maps to be the corresponding maps from the commutative diagram $f(v) \in G_{\Gamma_1 M}^r$.

Let us construct the homotopies $H_{l,t}$ for $(l, l) \neq (0,0)$. We have to define all the maps in the commutative diagrams $H_{l,t}(t, v), t \in [0,1], v \in V$. For all $t \in [0,1], v \in V$ put the maps $pt \to N, N \to M$ in the diagram $H_{l,t}(t, v)$ that correspond to $pt \to N$ edges in $\Gamma_l$ and $N \to M$ edges in $\Gamma_{l-1}$ to be exactly those from the commutative diagram $H_{l}^r(1, v)$.

We have to define the maps $N \to M$ corresponding to $N$-vertices in $\Gamma \setminus \Gamma_{l-1}$. Take such a vertex $\tilde{N}$. Since $\Gamma$ is an allowed graph, $\Gamma$ is a union of trees. Hence there is a unique vertex $\tilde{\rho}(v)$ in $\tilde{N}$ from which there is an edge to $\tilde{N}$, and moreover there is a unique vertex $\tilde{N}$ in $\Gamma_{l-1}$ connected to the $\tilde{pt}$-vertex by an edge. Let $\tilde{N}$ and $\tilde{N}$ be the manifolds corresponding to these vertices.

For $v \in V$ put $\tilde{\rho}(v) \in \tilde{N}$ and $\tilde{\rho}(v) \in \tilde{N}$ to be the images of $\tilde{pt}$ under the maps $\tilde{pt} \to \tilde{N}$ and $\tilde{pt} \to \tilde{N}$ in the commutative diagram $H_{l}^r(1, v)$. By definition of $H_{l}^r$ the maps $V \to V \times \tilde{N}, v \to (v, \tilde{\rho}(v))$, and $V \to V \times \tilde{N}, v \to (v, \tilde{\rho}(v))$ are smooth. Put $\tilde{P} = \{(v, \tilde{\rho}(v)), v \in V\} \subset V \times \tilde{N}$ and $\tilde{P} = \{(v, \rho(v)), v \in V\} \subset V \times \tilde{N}$. Then $\tilde{P}$ and $\tilde{P}$ are graphs of smooth functions $V \to \tilde{N}$ and $V \to \tilde{N}$, and hence they are smooth submanifolds of $V \times \tilde{N}$ and of $V \times \tilde{N}$ that are naturally diffeomorphic to $V$.

Define a continuous $\tilde{F} : V \times \tilde{N} \to M$ by the requirement that for all $v \in V$ the map $F|_{v \times \tilde{N}} : \tilde{N} \to M$ is the map corresponding to the edge $\tilde{N} \to M$ in the diagram $H_{l}^r(1, v)$. By the commutativity of the diagrams, the restriction $\tilde{F}|_{\tilde{P}}$ equals to the composition $\tilde{P} \to V \to \tilde{P} \to M$, where $\tilde{P} \to V \to \tilde{P}$ are diffeomorphisms and $\tilde{P} \to M$ is the restriction of the adjoint map $V \times \tilde{N} \to M$ corresponding to the edge $\tilde{N} \to M$ that arises from $H_{l}^r(1, v) \times V : V \to G_{\Gamma_1 M}^r$. By definition of $H_{l}^r$ the map $V \times \tilde{N} \to M$ is smooth and hence $\tilde{F}|_{\tilde{P}}$ is smooth.

By Whitney Approximation on Manifolds \cite{27} Theorem 10.21] there is a homotopy $\tilde{F}_t : V \times \tilde{N} \to M$ relative to $\tilde{P}$ of $\tilde{F} = \tilde{F}_0$ to a smooth map $\tilde{F}_1$. Define the map $\tilde{N} \to M$ in the commutative diagram $H_{l,t}(t, v)$ to be $\tilde{F}_t|_{v \times \tilde{N}}$. Perform this procedure for all the vertices $\tilde{N}$ in $\Gamma_l \setminus \Gamma_{l-1}$ to get $H_{l,t}$.

Let us construct the homotopies $H_{l,a}$ for $a > l \geq 0$. Note that in the case $l = 0$ the construction is slightly different from the one for $l > 0$. Since $H_{l,a}$ are defined inductively, let $H_{l,a-1} : [0,1] \times V \to G_{\Gamma_1 M}^{a-1}$ be the already constructed homotopy. Let us construct $H_{l,a}$.

For all $t \in [0,1], v \in V$, we define all the maps in the part of the diagram $H_{l,a}(t, v)$ corresponding to $G_{\Gamma_1 M}^{a-1}$ to be the corresponding maps in the commutative diagram $H_{l,a-1}(t, v)$.

Take a pt-vertex $\tilde{pt}$ in $\Gamma_a \setminus \Gamma_{a-1}$. Since $\Gamma$ is an allowable graph, $\Gamma$ is a disjoint union of trees. Then it is easy to see that there exists a unique $N$-vertex $\tilde{N}$ in $\Gamma_{a-1}$ connected by an edge to pt. As usual, we put $\tilde{N}$ to be the corresponding manifold.

If $l > 0$ then for all $t \in [0,1], v \in V$, we put the map $\tilde{\rho} : pt \to \tilde{N}$ in $H_{l,a}(t, v)$ to be the corresponding map from the commutative diagram $H_{l}^r(1, v)$. If $l = 0$, then we put the map $\tilde{\rho} : pt \to \tilde{N}$ in $H_{l,a}(t, v)$ to be the corresponding map from the commutative diagram $f(v)$. 
It may be that \( \dot{p} \)-vertex is connected by an edge to some of the \( N \)-vertices in \( \Gamma_0 \setminus \Gamma_{a-1} \). Take such a vertex \( \bar{N} \) and let \( \tilde{N} \) be the corresponding manifold.

If \( l > 0 \) then for all \( t \in [0, 1], v \in V \), we put the map \( \tilde{\rho} : \dot{p} t \to \bar{N} \) in \( H_{t,a}(t, v) \) to be the corresponding map from the commutative diagram \( \mathcal{H}_{t}^l(1, v) \). If \( l = 0 \), then we put the map \( \tilde{\rho} : \dot{p} t \to \bar{N} \) in \( H_{t,a}(t, v) \) to be the corresponding map from the commutative diagram \( f(v) \).

Now for all \( t \in [0, 1], v \in V \) we have to define the map \( \hat{\mathcal{P}} \to M \) in the diagram \( H_{t,a}(t, v) \). Put \( \hat{\mathcal{P}} = \{(v, \tilde{\rho}(v)) | v \in V \} \subset V \times \bar{N} \). By the definition of the space \( G_{pt,M} \), the set \( \hat{\mathcal{P}} \) is the graph of a continuous function \( V \to \bar{N}, v \to \tilde{\rho}(v) \), and hence it is naturally homeomorphic to \( V \).

If \( l > 0 \), then for \( (t, v, \tilde{\rho}(v)) \in ([0, 1] \times \hat{\mathcal{P}}) \subset [0, 1] \times V \times N, v \in V, t \in [0, 1] \), we define \( G'(t, v, \tilde{\rho}(v)) \in M \) to be the value of the map \( \bar{N} \to M \) in the commutative diagram \( \mathcal{H}_{t}^l(1, v) \) computed at the point \( \tilde{\rho}(v) \in \bar{N} \). For all \( (0, v, \tilde{n}) \in [0, 1] \times V \times \bar{N} \subset [0, 1] \times V \times \bar{N} \) we put \( G'(0, v, \tilde{n}) \in M \) to be the value of the map \( \bar{N} \to M \) from the commutative diagram \( \mathcal{H}_{t}^l(1, v) \) computed at the point \( \tilde{n} \). One verifies that the map \( G' \) is well-defined and continuous on \( ([0, 1] \times \hat{\mathcal{P}}) \cup (0 \times V \times N) \subset [0, 1] \times V \times N \).

If \( l = 0 \), then for \( (t, v, \tilde{\rho}(v)) \in ([0, 1] \times \hat{\mathcal{P}}), v \in V, t \in [0, 1] \), we define \( G'(t, v, \tilde{\rho}(v)) \in M \) to be the value of the map \( \bar{N} \to M \) in the commutative diagram \( f(v) \) computed at the point \( \tilde{\rho}(v) \in \bar{N} \). For all \( (0, v, \tilde{n}) \in [0, 1] \times V \times \bar{N} \) we put \( G'(0, v, \tilde{n}) \in M \) to be the value of the map \( \bar{N} \to M \) from the commutative diagram \( f(v) \) computed at the point \( \tilde{n} \). One verifies that the map \( G' \) is well-defined and continuous on \( ([0, 1] \times \hat{\mathcal{P}}) \cup (0 \times V \times N) \subset [0, 1] \times V \times N \).

Since \( [0, 1] \times \hat{\mathcal{P}} \) is the graph of the continuous function \( [0, 1] \times V \to \bar{N}, (v, t) \to \tilde{\rho}(v) \), Proposition \( \text{A.2} \) says that \( ([0, 1] \times \hat{\mathcal{P}}) \cup (0 \times V \times \bar{N}) \) is a retract of \( [0, 1] \times V \times N \). Hence we can extend the map \( G' \) to a continuous \( G : [0, 1] \times V \times \bar{N} \to M \).

For all \( v \in V, t \in [0, 1] \) we put the map \( \bar{N} \to M \) in the commutative diagram \( H_{t,a}(t, v) \) to be \( G_{t \times v \times \bar{N}} : \bar{N} \to M \).

Perform this construction for all vertices \( \bar{N} \) in \( \bar{\Gamma}_t \setminus \bar{\Gamma}_{t-1} \) that are connected to \( \dot{p} \)-vertex by an edge. Then perform a similar process for all the other vertices \( \dot{p} \)-vertex in \( \bar{\Gamma}_t \setminus \bar{\Gamma}_{t-1} \). As a result we get the desired homotopy \( H_{t,a} \).

This finishes the construction of homotopies \( H_{t,a} \) and hence of homotopies \( \mathcal{H}_t \).

**Construction of \( \mathcal{H}_t' \).** Fix \( l \in \{1, \cdots, \bar{\bar{t}} \} \). We inductively define a sequence of homotopies \( H_{l,a}^l : [0, 1] \times V \to G_{\bar{\bar{\Gamma}}_l,M}^l, a \in \{l, \cdots, \bar{\bar{t}} \} \), such that:

1: All the adjoint maps \( V \times pt = V \to N_k \) and \( V \times N_k \to M \) arising from \( H_{l,t}^l|_{x \times V} : V \to G_{\bar{\bar{\Gamma}}_{l-1}}^l \) that correspond to \( pt \to N_k \) edges of \( \Gamma_l \) and \( N_k \to M \) edges of \( \Gamma_{l-1} \) are smooth.

2: For every \( t \in [0, 1], v \in V \), all the maps \( N_k \to M, pt \to N_k \) in the commutative diagram \( H_{l,t}^l(t, v) \) that correspond to the \( N_k \to M \) and \( pt \to N_k \) edges in \( \bar{\bar{\Gamma}}_{l-1} \) are exactly those from the commutative diagram \( H_{l-1}^l(1, v) \).

3: For all \( t \in [0, 1], v \in V, a \in \{l + 1, \cdots, \bar{\bar{t}} \} \), the part of the commutative diagram \( H_{l,a}^l(t, v) \) corresponding to the subgraph \( \bar{\bar{\Gamma}}_{a-1} \subset \bar{\bar{\Gamma}}_a \) is the commutative diagram \( H_{l,a-1}^l(t, v) \).
4: For all $a \in \{1, \cdots, l\}$, $v \in V$ the commutative diagram $H'_{l,a}(0,v)$ is the part of the commutative diagram $H_{l-1}(1,v)$ corresponding to the subgraph $\tilde{\Gamma}^a \subset \Gamma$.

It is easy to see that we can take the homotopy $\mathcal{H}'$ to be $H'_{l,T}$. Let us construct the homotopies $H'_{l,a}$.

First we construct the homotopies $H'_{l,T}$. We have to define all the maps in the commutative diagrams $H'_{l,i}(t,v), t \in [0,1], v \in V$. For all $t \in [0,1], v \in V$, put the maps $pt \to N, N \to M$ in the diagram $H'_{l,i}(t,v)$ that correspond to $pt \to N, N \to M$ edges in $\tilde{\Gamma}_{l-1}$ to be those from the commutative diagram $H_{l-1}(1,v)$. We have to define the maps $pt \to N, N \to M$ corresponding to the $pt \to N$ and $N \to M$ edges that start at a vertex in $\Gamma_l \setminus \Gamma_{l-1}$.

Take a vertex $pt \in \Gamma_l \setminus \Gamma_{l-1}$. Let $\tilde{N}$ be the unique $N$-vertex in $\Gamma_{l-1}$ connected to $pt$ by an edge. Put $\tilde{N}$ to be the manifold corresponding to the vertex. Put $\tilde{\rho} : V \to \tilde{N}$ to be the map that sends $v \in V$ to the image of $pt$ under the map $pt \to \tilde{N}$ in the commutative diagram $H_{l-1}'(1,v)$. By definition of $G_{n,M}$ we get that $\tilde{\rho}$ is continuous and hence there is a homotopy $\tilde{\rho}_t, t \in [0,1]$, of $\tilde{\rho} = \tilde{\rho}_0$ to a smooth $\tilde{\rho}_1 : V \to \tilde{N}$. For $t \in [0,1], v \in V$ we put the map $pt \to \tilde{N}$ in $H'_{l,i}(t,v)$ to be the map that sends $pt$ to $\tilde{\rho}_t(v) \in \tilde{N}$.

It may be that the vertex $pt$ is connected by an edge to some $N$-vertex $\tilde{N}$ in $\Gamma_l \setminus \Gamma_{l-1}$. Let $\tilde{N}$ be the unique $N$-vertex in $\Gamma_{l-1}$ connected to $\tilde{N}$. Put $\tilde{\rho} : V \to \tilde{N}$ to be the map that sends $v \in V$ to the image of $pt$ under the map $pt \to \tilde{N}$ in the commutative diagram $H_{l-1}'(1,v)$. By definition of $G_{n,M}$ we get that $\tilde{\rho}$ is continuous and hence there is a homotopy $\tilde{\rho}_t, t \in [0,1]$, of $\tilde{\rho} = \tilde{\rho}_0$ to a smooth $\tilde{\rho}_1 : V \to \tilde{N}$. For $t \in [0,1], v \in V$ we put the map $pt \to \tilde{N}$ in $H'_{l,i}(t,v)$ to be the map that sends $pt$ to $\tilde{\rho}_t(v) \in \tilde{N}$.

Let us define the maps $\tilde{N} \to M$ in $H'_{l,i}(t,v)$. Put $\tilde{E} : [0,1] \times V \times \tilde{N} \to M$ to be the continuous map such that for all $t \in [0,1], v \in V$ the map $\tilde{E}|_{t \times \{v\} \times \tilde{N}} : \tilde{N} \to M$ is the $\tilde{N} \to M$ map from $H_{l-1}(1,v)$. Put $Q = \{(t,v,\tilde{n}) | \tilde{n} = \tilde{\rho}_t(v)\} \subset [0,1] \times V \times \tilde{N}$ and put $\tilde{Q} = \{(t,v,\tilde{n}) | \tilde{n} = \tilde{\rho}_t(v)\} \subset [0,1] \times V \times \tilde{N}$. Since $\tilde{Q}$ and $\tilde{Q}$ are graphs of continuous functions $V \times [0,1] \to \tilde{N}$ and $V \times [0,1] \to \tilde{N}$ respectively, they are homeomorphic to $V \times [0,1]$ and the map $\tilde{Q} \to \tilde{Q}, (t,v,\tilde{n})(t,v,\tilde{\rho}_t(v)) \to (t,v,\tilde{\rho}_t(v))$ is a homeomorphism.

We define the map $\tilde{E}'$ of $(0 \times V \times \tilde{N}) \cup \tilde{Q} \subset [0,1] \times V \times \tilde{N}$ to $M$, as follows. We put $\tilde{E}'|_{0 \times V \times \tilde{N}} : V \times \tilde{N} \to M$ to be the adjoint map corresponding to the edge $\tilde{N} \to M$ arising from $H_{l-1}(1,v)$. We define $\tilde{E}'|_{\tilde{Q}}$ to be the composition of the homeomorphism $\tilde{Q} \to \tilde{Q}, (t,v,\tilde{n})(t,v,\tilde{\rho}_t(v)) \to (t,v,\tilde{\rho}_t(v))$ and the continuous $\tilde{E}$. From the commutativity of the diagrams $H_{l-1}(1,v)$ we get that $\tilde{E}'$ is continuous.

Since $\tilde{Q}$ is the graph of a continuous function $V \times [0,1] \to \tilde{N}$, we get that $(0 \times V \times \tilde{N}) \cup \tilde{Q}$ is a retract of $[0,1] \times V \times \tilde{N}$ by Proposition A.2. Hence we can extend $\tilde{E}'$ to a continuous $\tilde{E} : [0,1] \times V \times \tilde{N} \to M$. Finally for all $t \in [0,1], v \in V$ we put the $\tilde{N} \to M$ map in the diagram $H'_{l,i}(t,v)$ to be $\tilde{E}|_{t \times \{v\} \times \tilde{N}} : \tilde{N} \to M$.

Perform this procedure for all vertices $\tilde{N}$ in $\Gamma_l \setminus \Gamma_{l-1}$ that are connected to $pt$ by an edge. Repeat the whole process for all the $pt$ vertices in $\Gamma_l \setminus \Gamma_{l-1}$ to get the homotopy $H'_{l,i}$. 
Homotopies $H'_{i,a}, a > l$. Since $a > l$, we assume that we have constructed $H'_{i,a-1}$.

To construct $H'_{i,a} : [0,1] \times V \to \mathbb{G}^\Gamma_{V,M}$ we have to define all the pt $\to N$ and $N \to M$ maps in the diagrams $H'_{i,a}(t,v), t \in [0,1], v \in V$.

For all $t \in [0,1], v \in V$, put the maps $\to N, N \to M$ in the diagram $H'_{i,a}(t,v)$ that correspond to pt $\to N, N \to M$ edges in $\Gamma_{a-1}$ to be those from the commutative diagram $H'_{i,a-1}(t,v)$. We have to define the maps $\to N$ and $N \to M$ corresponding to the pt $\to N$ and $N \to M$ edges that start at a vertex in $\Gamma_{a-1}$.

Take a vertex $\pt \in \Gamma_{a} \setminus \Gamma_{a-1}$. Let $\hat{N}$ be the unique $N$-vertex in $\Gamma_{a-1}$ connected to $\pt$ by an edge. Put $\hat{N}$ to be the manifold corresponding to the vertex. Put $\hat{\rho} : V \to \hat{N}$ to be the continuous map that sends $v \in V$ to the image of $\pt$ under the map $\pt \to \hat{N}$ in the commutative diagram $H_{i-1}(1,v)$. For $t \in [0,1], v \in V$ we put the map $\pt \to \hat{N}$ in $H'_{i,a}(t,v)$ to be the map that sends $\pt$ to $\hat{\rho}(v) \in \hat{N}$.

It may be that the vertex $\pt$ is connected by an edge to some $N$-vertex $\hat{N}$ in $\Gamma_{a} \setminus \Gamma_{a-1}$. Let $\hat{N}$ be the manifold corresponding to the vertex $\hat{N}$. Put $\hat{\rho} : V \to \hat{N}$ to be the continuous map that sends $v \in V$ to the image of $\pt$ under the map $\pt \to \hat{N}$ in the commutative diagram $H_{i-1}(1,v)$. For $t \in [0,1], v \in V$ we put the map $\pt \to \hat{N}$ in $H'_{i,a}(t,v)$ to be the map that sends $\pt$ to $\hat{\rho}(v) \in \hat{N}$.

Let us define the maps $\hat{N} \to M$ in $H'_{i,a}(t,v)$. Put $\hat{F} : [0,1] \times V \times \hat{N} \to M$ to be the continuous map such that for all $t \in [0,1], v \in V$ the map $\hat{F}|_{[0,1] \times \hat{N}} : \hat{N} \to M$ is the $\hat{N} \to M$ map from $H'_{i,a-1}(t,v)$. Put $\hat{\rho} = \{(v, \hat{n}) \in \hat{V} \times \hat{N} \mid \hat{\rho}(v)\}$ for $t \in [0,1], v \in V$ we put the map $\pt \to \hat{N}$ in $H'_{i,a}(t,v)$ to be the map that sends $\pt$ to $\hat{\rho}(v) \in \hat{N}$.

We define the map $\hat{F}'$ of $(0 \times V \times \hat{N}) \cup (0,1] \times \hat{F}) \subset [0,1] \times V \times \hat{N}$ to $M$, as follows. We put $\hat{F}'|_{0 \times V \times \hat{N}} : V \times \hat{N} \to M$ to be the adjoint map corresponding to the edge $\hat{N} \to M$ arising from $H_{i-1}(1,v)$. We define $\hat{F}'|_{[0,1] \times \hat{F}}$ to be the composition of the homeomorphism $[0,1] \times \hat{F} \to [0,1] \times \hat{F}, (t,v, \hat{n}) \to (t,v, \hat{\rho}(v))$ and the continuous $\hat{F}$. From the commutativity of the diagrams $H_{i-1}(1,v)$ we get that $\hat{F}'$ is continuous.

Since $[0,1] \times \hat{F}$ is identified with the graph of the continuous function $[0,1] \times V \to \hat{N}, (t,v) \to \hat{\rho}(v)$, we have that $(0 \times V \times \hat{N}) \cup (0,1] \times \hat{F})$ is a retract of $[0,1] \times V \times \hat{N}$ by Proposition 4.2. Thus we can extend $\hat{F}'$ to a continuous $\hat{F} : [0,1] \times V \times \hat{N} \to M$. Finally for all $t \in [0,1], v \in V$, we put the $\hat{N} \to M$ map in the diagram $H'_{i,a}(t,v)$ to be $\hat{F'}|_{[0,1] \times V \times \hat{N}} : \hat{N} \to M$.

Perform this procedure for all vertices $\hat{N}$ in $\Gamma_{a} \setminus \Gamma_{a-1}$ that are connected to $\pt$ by an edge. Repeat the whole process for all the $\pt$ vertices in $\Gamma_{a} \setminus \Gamma_{a-1}$ to get the homotopy $H'_{i,a}$.

This finishes the proof of statement 1 of Theorem A.1.

To prove statement 2 one has to require that the homotopies $H_{i}, H'_{i}, H_{i,a}, H'_{i,a}$ are homotopies relative to $\partial V$. The construction of the homotopies is almost the same as the one we used in the proof of statement 1. The difference is that one uses different retracts of $[0,1] \times V \times N$ that are obtained by adding $[0,1] \times \partial V \times N$ to the retracts used in the proof of statement 1.

To prove statement 3 one does the following. Choose the vertex $N_{\kappa}$ from which we started the construction in the proof of statement 1 to be $N_{\kappa}$ from statement 3.
One has to modify the homotopy $H_0$ so that the adjoint map $V \times N_i \to M$ arising from $H_0|_{[0,1] \times V}$ that corresponds to the edge $N_k \to M$ is transverse to $\overline{f}_j : V' \times N_j \to M$.

This is achieved as follows. By Whitney Approximation on Manifolds [27] Theorem 10.21 there is a homotopy $h_1 : [0,1] \to C(V \times N_i, M)$ of $\overline{f}_i$ to a smooth map $\overline{f}_i'$. The result of Biasi and Saeki [3] Theorem 2.4, Remark 2.7 implies that there is a homotopy $h_2 : [0,1] \to C^\infty(V \times N_i, M)$ of $\overline{f}_i''$ to a $C^\infty$-close map transverse to $\overline{f}_j$. Moreover their result says that the space of smooth maps $V \times N_i \to M$ that are transversal to $\overline{f}_j$ is residual in $C^\infty(V \times N_i, M)$. Define a homotopy $h : [0,1] \to C(V \times N_i, M)$ via $h(t) = h_1(2t)$ for $t \in [0,1/2]$, $h(t) = h_2(1-2t)$ for $t \in [1/2,1]$. To get the proof one uses this homotopy $h$ as the homotopy $h$ in the construction of $H_{0,0}$.

To get statement 4 one combines the ideas of the proofs of statements 2 and 3. Namely one requires that all the homotopies $H_1, H_1', H_{1,\alpha}, H_{1,\alpha}'$ are homotopies relative boundary. To construct them one uses different retracts of $[0,1] \times V \times N$ that are obtained by adding $[0,1] \times \partial V \times N$ to the retracts used in the proof of statement 1.

To get the desired transversality condition one starts the construction of the homotopies from $N_k = N_i$. The homotopy $H_0$ should be such that the adjoint map $V \times N_i \to M$ arising from $H_0|_{[0,1] \times V}$ that corresponds to the edge $N_k \to M$ is transverse to $\overline{f}_j : V' \times N_j \to M$.

This is achieved as follows. By Whitney Approximation on Manifolds [27] Theorem 10.21 there is a homotopy $h_1 : [0,1] \to C^0(V \times N_i, M)$ relative $\partial V \times N_i$ of $\overline{f}_i$ to a smooth map $\overline{f}_i'$. Since $\overline{f}_i : \partial V \times N_i \to M$ is transverse to $\overline{f}_j : V' \times N_j \to M$ and $h_1$ is a homotopy relative boundary, we get that $\overline{f}_i' : \partial V \times N_i \to M$ is transverse to $\overline{f}_j : V' \times N_j \to M$. A result similar to the one of Biasi and Saeki [3] Theorem 2.4, Remark 2.7 implies that there is a homotopy $h_2 : [0,1] \to C^\infty(V \times N_i, M)$ of $\overline{f}_i''$ to a $C^\infty$-close map transverse to $\overline{f}_j$ such that for all $t \in [0,1]$ we have $h_2(t)|_{\partial V \times N_i} = h_2(0)|_{\partial V \times N_i} = \overline{f}_i' : \partial V \times N_i \to M$. Now, similarly to the case of statement 3, one uses $h_1$ and $h_2$ to construct the homotopy $h$. Then one uses this $h$ as the homotopy $h$ in the construction of $H_{0,0}$. □

A.2. Proposition. Let $V, N$ be compact smooth connected manifolds, and let $\phi : [0,1] \times V \to N$ be a continuous map. Let $\Gamma(\phi) = \{(t, v, \phi(t,v)) | t \in [0,1], v \in V \} \subset [0,1] \times V \times N$ be the graph of $\phi$. Then

1. The subspace $\left( (0 \times V \times N) \cup \Gamma(\phi) \right) \subset [0,1] \times V \times N$ is a retract of $[0,1] \times V \times N$.
2. The subspace $\left( (0 \times V \times N) \cup (\partial V \times N) \cup \Gamma(\phi) \right) \subset [0,1] \times V \times N$ is a retract of $[0,1] \times V \times N$.

Proof. We prove statement 1. Statement 2 is proved similarly.

Let $\mathcal{M}$ be the class of metrizable spaces. By [4] page 98 every manifold is an ANR for $\mathcal{M}$. Hence $0 \times V \times N, [0,1] \times V \times N$ and $\Gamma(\phi)$, that is homeomorphic to $[0,1] \times V$, are ANR. Since $(0 \times V \times N) \cap \Gamma(\phi)$ is homeomorphic to the graph of $\phi|_{0 \times V} : V \to N$, it is a manifold and hence an ANR.

By [4] page 33 the class $\mathcal{M}$ is weakly hereditary. Thus by [4] Theorem 3.1 and Theorem 3.2, pages 83-84 a space $Y$ is an ANE for the class $\mathcal{M}$ if and only if it is an ANR for the class $\mathcal{M}$. Now since $(0 \times V \times N), \Gamma(\phi)$ are closed subspaces of
(0 \times V \times N) \cup \Gamma(\phi)$, and the spaces $(0 \times V \times N), \Gamma(\phi), (0 \times V \times N) \cap \Gamma(\phi)$ are ANR, then $(0 \times V \times N) \cup \Gamma(\phi)$ is an ANR, by \cite[Proposition 10.1]{[1]}. Clearly $0 \times V \times N$ is a strong deformation retract of both $[0,1] \times V \times N$ and $(0 \times V \times N) \cup \Gamma(\phi)$. Thus the inclusion $i : (0 \times V \times N) \cup \Gamma(\phi) \to [0,1] \times V \times N$ induces an isomorphism $i_* : \pi_n((0 \times V \times N) \cup \Gamma(\phi)) \to \pi_n([0,1] \times V \times N)$ for all $n$. Since $(0 \times V \times N) \cup \Gamma(\phi)$ is a closed connected ANR subspace of a connected ANR space $[0,1] \times V \times N$, we get that $(0 \times V \times N) \cup \Gamma(\phi)$ is a deformation retract of $[0,1] \times V \times N$, by \cite[Theorem 8.2, page 218]{[1]}.

\section*{Appendix B. Algebra in the case where $\mathcal{R}$ consists of manifolds of the same even dimension $n$.}

\subsection*{B.1. Theorem. For $\mathcal{R}$ consisting of even-dimensional manifolds of the same dimension $n$ and $\eta_i \in \Omega_{j_i}(G_{\mathcal{R},M})$, $i = 1, 2, 3$, the operations $\{\cdot, \cdot\}$ and $\ast$ satisfy the following identities and have the following properties}

\begin{enumerate}
  \item graded commutativity
  \[ \{\eta_1, \eta_2\} = (-1)^{|\eta_1||\eta_2|}(\eta_2, \eta_1); \]
  \item graded Leibnitz identity
  \[ \{\eta_1, \eta_2 \ast \eta_3\} = \{\eta_1, \eta_2\} \ast \eta_3 + (-1)^{|\eta_1||\eta_2|}\eta_2 \ast \{\eta_1, \eta_3\}. \]
\end{enumerate}

\subsection*{B.2. Remark. It is not hard to see that when $n$ is even, the operation $\{\cdot, \cdot\}$ does not satisfy any graded Jacobi identity. For this, consider the elements of the form $1\omega_i$, where $\omega_i \in 1, 2, 3$ are 0-dimensional bordism classes corresponding to the trivial (with no pt-vertices) commutative diagrams of the form $\phi_i : N_i^n \to M^{2n}$. Assume moreover that $\phi_i$ and $\phi_j$, $i \neq j$ have exactly one (transverse) intersection point.

\section*{Appendix C. Proof of Theorem 2.6}

\textit{Proof.} For $i = 1, 2$ put $N_{k_i} \in \mathcal{R}$ to be the manifold indexed by $k_i$ in the commutative diagrams from $G_{\mathcal{R},M}$. Using Theorem \ref{A.1} we choose nice maps $f_i : V_i^{k_i} \to G_{\mathcal{R},M}$ realizing $\omega_i$, $i = 1, 2$ so that the adjoint maps $f_{1,k_1} : V_1 \times N_{k_1} \to M$ and $f_{2,k_2} : V_2 \times N_{k_2} \to M$ (introduced in Section \ref{2.4}) are transverse.
Put \( \mathcal{L} = V_1 \times N_{k_1} \times V_2 \times N_{k_2} \) and \( \mathcal{R} = V_2 \times N_{k_2} \times V_1 \times N_{k_1} \). Put \( L \subset \mathcal{L} \) to be the oriented \((j_1 + j_2 + 2n - m)\)-dimensional manifold \( W \) in the definition of \( A_{k_1, k_2} \( \omega_1, \omega_2 \). Clearly

\[
L = \{(v_1, n_{k_1}, v_2, n_{k_2}) \in \mathcal{L} | f_{1, k_1}(v_1, n_{k_1}) = f_{2, k_2}(v_2, n_{k_2}) \}.
\]

Put \( g_L : L \to G_{x_{k_1, k_2}}^{B_{k_1, k_2}}(\Gamma_1, \Gamma_2) \) to be the nice map constructed according to the definition of the \( A_{k_1, k_2} \)-operation, so that

\[
[R, g_L] = A_{k_1, k_2}(\omega_1, \omega_2) \in \Omega_{(j_1 + j_2 + 2n - m)}(G_{x_{k_1, k_2}}^{B_{k_1, k_2}}(\Gamma_1, \Gamma_2)).
\]

Put \( R \subset \mathcal{R} \) to be the oriented \((j_1 + j_2 + 2n - m)\)-dimensional manifold \( W \) in the definition of \( A_{k_2, k_1}(\omega_2, \omega_1) \). Clearly

\[
R = \{(v_2, n_{k_2}, v_1, n_{k_1}) \in \mathcal{R} | f_{1, k_1}(v_1, n_{k_1}) = f_{2, k_2}(v_2, n_{k_2}) \}.
\]

Let \( g_R : L \to R_{x_{k_1, k_2}}^{B_{k_2, k_1}}(\Gamma_2, \Gamma_1) \) be the nice map constructed according to the definition of \( A_{k_2, k_1} \), so that \([R, g_R] = A_{k_2, k_1}(\omega_2, \omega_1) \in \Omega_{(j_1 + j_2 + 2n - m)}(G_{x_{k_1, k_2}}^{B_{k_1, k_2}}(\Gamma_2, \Gamma_1))\).

Let \( \Theta : \mathcal{L} = V_1 \times N_{k_1} \times V_2 \times N_{k_2} \to \mathcal{R} = V_2 \times N_{k_2} \times V_1 \times N_{k_1} \) be the factor permuting diffeomorphism defined by \( \Theta(v_1, n_{k_1}, v_2, n_{k_2}) = (v_2, n_{k_2}, v_1, n_{k_1}) \), for all \( v_1 \in V_1, n_{k_1} \in N_{k_1}, v_2 \in V_2, n_{k_2} \in N_{k_2} \). Comparing equations (C.1) and (C.3) that define \( L \) and \( R \), we see that \( \Theta_L : L \to R \) is a diffeomorphism.

Take \( l = (v_1, n_{k_1}, v_2, n_{k_2}) \in L \) and \( r = \Theta(l) = (v_2, n_{k_2}, v_1, n_{k_1}) \in R \). From the definition of \( A_{k_2, k_1} \), it is clear that the commutative diagram \( g_L(l) \) is obtained by the following sequence of operations:

1: take the disjoint union \( f_1(v_1) \sqcup f_2(v_2) \) of commutative diagrams;
2: add the extra pt-space mapped to \( n_{k_1} \in N_{k_1} \) to and to \( n_{k_2} \in N_{k_2} \);
3: identify the copies of \( M \) in the commutative diagrams \( f_1(v_2), f_2(v_2); \) and
4: change the indices of the \( N \)-manifolds and the labels of the pt-spaces.

Similarly, the commutative diagram \( g_R(r) = g_R(\Theta(l)) \) is obtained by the following sequence of operations

1: take the disjoint union \( f_2(v_2) \sqcup f_1(v_1) \) of commutative diagrams;
2: add the extra pt-space mapped to \( n_{k_1} \in N_{k_2} \) and to \( n_{k_1} \in N_{k_1} \);
3: identify the copies of \( M \) in the commutative diagrams \( f_1(v_2), f_2(v_2); \) and
4: change the indices of the \( N \)-manifolds and the labels of the pt-spaces.

So, up the change of the indices of \( N \)-manifolds and of the labels of the pt-spaces, the commutative diagrams \( g_L(l) \) and \( g_R(\Theta(l)) \) are the same. Using Statement 2 of Proposition 2.2 and Definition 2.5 we see that \( \bar{\alpha}(g_R(\Theta(l))) = g_L(l) \).

Thus we have \([L, g_L] = [L, \bar{\alpha} \circ g_R \circ \Theta] = \alpha_\varepsilon([L, g_R \circ \Theta]) = \pm 1 \alpha_\varepsilon([R, g_R]) \in \Omega_{j_1 + j_2 + 2n - m}(G_{x_{k_1, k_2}}^{B_{k_1, k_2}}(\Gamma_1, \Gamma_2)).\)

The manifolds \( L \) and \( R \) are oriented as it is described in the definition of \( A_{j_1, j_2} \), and the statement of the Theorem would follow immediately if we show that \((\Theta)_\varepsilon : TL \to (-1)^{(j_1 + n_{k_2}) + (j_2 + n_{k_2}) - m}TR\) is orientation preserving. (Here and below a product of a sign and an oriented bundle denotes the initial oriented bundle if the sign is \( +1 \), and it denotes the initial bundle with the changed orientation if the sign is \( -1 \).) Let us show that \((\Theta)_\varepsilon \) is indeed orientation preserving.

In the proof we will use the following notations. For an oriented space \( T_x X \), we denote by \( \text{Or}(T_x X) \) its orientation. For \( k \geq 0 \), a \( k \)-frame in \( T_x X \) is an ordered sequence of \( k \)-vectors in \( T_x X \), and we call \( k \) the size of the frame. A 0-frame in \( T_x X \) is a number \( \pm 1 \). An orientation frame in \( T_x X \) is a frame that is a basis of

\[\]\
$T_xX$. For an orientation frame $Fr \subset T_xX$, we denote by $\text{Or}(Fr)$ the orientation of $T_xX$ given by the frame. (A 0-frame is a number $\pm 1$. So if $X$ is 0-dimensional and $Fr \subset T_xX$ is an orientation 0-frame, we can still write $\text{Or}(Fr)$ for the orientation of $T_xX$ given by the 0-frame $Fr$.) For an oriented space $T_xX$ we write $Fr^+(T_xX)$ for a positive orientation frame of $T_xX$.

For a sequence $Fr_1, \ldots, Fr_j \subset T_xX$ of frames possibly of different sizes, we denote by $\{Fr_1, \ldots, Fr_j\}$ the ordered sequence of vectors in $T_xX$ and signs that is obtained by concatenating the frames. That is to get $\{Fr_1, \ldots, Fr_j\}$ take the ordered sequence of vectors in $Fr_1$ (or the corresponding sign $\pm 1$ if $Fr_1$ is a 0-frame); followed by the ordered sequence of vectors in $Fr_2$ (or the corresponding sign $\pm 1$ if $Fr_2$ is a 0-frame), etc; followed by the ordered sequence of vectors in $Fr_j$ (or by the corresponding sign $\pm 1$ if $Fr_j$ is a 0-frame). By a slight abuse of notation we would sometimes call $\{Fr_1, \ldots, Fr_j\}$ a frame in $T_xX$. We call such a frame a $k$-frame (or a frame of size $k$) if the number of vectors in it is $k$.

If the union of all the vectors in $\{Fr_1, \ldots, Fr_j\}$ is a basis of $T_xX$, then we write $\text{Or}(\{Fr_1, \ldots, Fr_j\})$ for the orientation of $T_xX$ that is the product of all the signs $\pm 1$ in $\{Fr_1, \ldots, Fr_j\}$ and of the orientation of $T_xX$ given by the frame obtained by deleting all the signs from $\{Fr_1, \ldots, Fr_j\}$ and keeping the order of the vectors intact.

Take $l = (v_1, n_{k_1}, v_2, n_{k_2}) \in L$. Put $m = \mathcal{J}_{1,k_1} \{v_1, n_{k_1}\} = \mathcal{J}_{2,k_2} \{v_2, n_{k_2}\} \in M$. Let $\{m_1, \ldots, m_m\} \subset T_mM$ be an orthogonal positive frame, then $\{m_1 + m_1, \ldots, m_m + m_m\}$ is an orthogonal positive frame of $T_mM$ and $\text{Fr}^m_{m \times m} = \{-m_1 + m_1, \ldots, -m_m + m_m\}$ is an orthogonal positive $m$-frame in the fiber of the normal bundle $(T\Delta)^\perp$ over the point $m \times m$.

Recall that $\text{pr} : T(M \times M|\Delta) = T\Delta \oplus (T\Delta)^\perp \to (T\Delta)^\perp$ is the orthogonal projection. Put $Fr_L^\perp \subset T_L\mathcal{L}$ to be the unique $m$-frame orthogonal to $T_L\mathcal{L}$ such that $\text{pr}((\mathcal{J}_{1,k_1} \times \mathcal{J}_{2,k_2})_*(Fr_L^\perp)) = Fr_{m \times m}^\perp$. Choose a positive $(j_1 + j_2 + 2n - m)$-frame $Fr_R$ in $T_L\mathcal{L}$. By our orientation convention

$$\text{Or}(\{Fr_L, Fr^\perp_R\}) = \text{Or}(T_L\mathcal{L}).$$

Put $r = \Theta(l) = (v_2, n_{k_2}, v_1, n_{k_1})$ and put $Fr R^\perp \subset T_r\mathcal{R}$ to be the unique $m$-frame orthogonal to $T_r\mathcal{R}$ such that $\text{pr}((\mathcal{J}_{2,k_2} \times \mathcal{J}_{1,k_1})_* (Fr_R^\perp)) = Fr_{m \times m}^\perp$. Choose a positive $(j_1 + j_2 + 2n - m)$-frame $Fr_R$ in $T_r\mathcal{R}$. We have

$$\text{Or}(\{Fr_R, Fr^\perp_R\}) = \text{Or}(T_r\mathcal{R}).$$

The vector spaces $T_L\mathcal{L}$ and $T_r\mathcal{R}$ are naturally decomposed as the direct sums of the linear subspaces $T_v V_1, T_v V_2, T_v N_{k_1}, T_v N_{k_2}$. For a vector $\bar{w}$ in $T_L\mathcal{L}$ or in $T_r\mathcal{R}$ we will denote by $\bar{w}_v, \bar{w}_v, \bar{w}_{N_{k_1}}, \bar{w}_{N_{k_2}}$ the components of $\bar{w}$ in the corresponding linear subspaces.

Let $\bar{w}$ be the $i$-th vector in $Fr_L^\perp$. By definition of $Fr_L^\perp$ we have $\text{pr}((\mathcal{J}_{1,k_1} \times \mathcal{J}_{2,k_2})_*(\bar{w}_1, \bar{w}_{N_{k_1}}, \bar{w}_2, \bar{w}_{N_{k_2}})) = -\bar{m}_i + \bar{m}_i$. Since $\Theta$ exchanges the factors we have $\Theta_*(\bar{w})_1 = \bar{w}_1, \Theta_*(\bar{w})_{N_{k_1}} = \bar{w}_{N_{k_1}}, \Theta_*(\bar{w})_2 = \bar{w}_2, \Theta_*(\bar{w})_{N_{k_2}} = \bar{w}_{N_{k_2}}$. Thus $\text{pr}((\mathcal{J}_{2,k_2} \times \mathcal{J}_{1,k_1})_*(\Theta_*(\bar{w})_1, \Theta_*(\bar{w})_2, \Theta_*(\bar{w})_{N_{k_1}}, \Theta_*(\bar{w})_{N_{k_2}})) = \bar{m}_i - \bar{m}_i$.

Let $\bar{w}$ be the $i$-th vector in $Fr_R^\perp$. By definition of $Fr_R^\perp$ we get $\text{pr}((\mathcal{J}_{2,k_2} \times \mathcal{J}_{1,k_1})_*(\bar{w}_{N_{k_1}}, \bar{w}_{N_{k_2}}, \bar{w}_{N_{k_1}}, \bar{w}_{N_{k_2}})) = -\bar{m}_i + \bar{m}_i$.

Thus $\text{pr}((\mathcal{J}_{1,k_1} \times \mathcal{J}_{2,k_2})_*(-\bar{w}_1, -\bar{w}_{N_{k_1}}, -\bar{w}_2, -\bar{w}_{N_{k_2}})) = \bar{m}_i - \bar{m}_i$. Since $\Theta$ preserves the Riemannian metric, $\Theta_*(\bar{w})$ is orthogonal to $T_r\mathcal{R}$ and we have $\Theta_*(\bar{w}) = \bar{w}$.
\(\bar{\omega}\) for all \(i = 1, \cdots, m\). Hence

\[(C.6) \quad \Theta_*(Fr_L^\perp) = -Fr_R^\perp,\]

where \(-Fr_R^\perp\) denotes the frame obtained by multiplying each vector in \(Fr_R^\perp\) by \((-1)\) and keeping the order of the vectors in the frame intact.

Since \(\Theta\) is defined by permuting the factors we get

\[(C.7) \quad Or(\Theta_*(Fr^+(T_i\mathcal{L}))) = (-1)^{(j_1+n)(j_2+n)} Or(T_i\mathcal{R}).\]

Equations \((C.4), (C.6), (C.7)\) imply

\[(C.8) \quad Or((\Theta_*(Fr_L), \Theta_*(Fr_L^\perp))) = Or((\Theta_*(Fr_L), -Fr_R^\perp)) = (-1)^{(j_1+n)(j_2+n)} Or(T_i\mathcal{R}).\]

Since \(Fr_R^\perp\) is an \(m\)-frame, equation \((C.8)\) implies

\[(C.9) \quad Or((\Theta_*(Fr_L), Fr_R^\perp)) = (-1)^{(j_1+n)(j_2+n)+m} Or(T_i\mathcal{R}).\]

Equations \((C.5), (C.9)\) identities \(Or(Fr_R) = Or(T_iR), Or(Fr_L) = Or(T_iL)\), and the fact that \(\Theta_*(Fr_L)\) is an orientation frame in \(T_i\mathcal{L}\) imply that \(Or(\Theta_*(Fr_L)) = (-1)^{(j_1+n)(j_2+n)+m} Or(T_i\mathcal{R})\).

\section*{Appendix D. Proof of the Theorem 2.8}

\textbf{Proof.} Throughout this proof \(N_{k_i} \in \mathcal{R}\) denotes the manifold indexed by \(k_i\) in the commutative diagrams from \(G^r_{2i,M}, i = 1, 2, 3;\) and \(N_{2i} \in \mathcal{R}\) denotes the manifold indexed by \(\overline{k_2}\) in the commutative diagrams from \(G^r_{2i,M}\

Choose nice maps \(f_i : V_i^\perp \rightarrow G^r_{2i,M}\) realizing \(\omega_i, i = 1, 2, 3\). Using Theorem A.1 deform \(f_2\) so that the adjoint maps \(\overline{f}_{1,k_1}, \overline{f}_{2,k_2} : V_1 \times N_{k_1} \rightarrow M\) and \(\overline{f}_{2,k_2} : V_2 \times N_{k_2} \rightarrow M\) are transverse. (These maps are defined in \(2.4\))

Put \(\mathcal{L} = V_1 \times N_{k_1} \times V_2 \times N_{k_2} \times N_{\overline{k_2}} \times V_3 \times N_{k_3}\) and put \(\mathcal{R} = V_2 \times N_{\overline{k_2}} \times V_3 \times N_{k_3}\times N_{k_2} \times V_1 \times N_{k_1}.

Put \(F_{k_1,k_2} \subset V_1 \times N_{k_1} \times V_2 \times N_{k_2}\) to be the manifold \(W\) in the definition of \(A_{k_1,k_2}(\omega_1, \omega_2, \omega_3)\).

Thus

\[(D.1) \quad F_{k_1,k_2} = \{(v_1, n_{k_1}, v_2, n_{k_2})/\overline{f}_{1,k_1}(v_1, n_{k_1}) = \overline{f}_{2,k_2}(v_2, n_{k_2})\}.

Using Theorem A.1 and Remark A.4 deform \(f_3\) so that the adjoint map \(\overline{f}_{3,k_3} : V_3 \times N_{k_3} \rightarrow M\) is transverse to the adjoint maps \(\overline{f}_{2,k_2}, \overline{f}_{1,k_1} : V_2 \times N_{\overline{k_2}} \times V_3 \times N_{k_3} \rightarrow M\) and \(P_{k_1,k_2} \times N_{\overline{k_2}} \times V_3 \times N_{k_3}\).

Put \(S_{k_1,k_2} = P_{k_1,k_2} \times N_{\overline{k_2}} \times V_3 \times N_{k_3}\) to be the submanifold of \(\mathcal{L}\). Put \(L\) to be the oriented \((j_1 + j_2 + j_3 + 4n - 2\overline{m})\)-dimensional manifold \(W\) constructed according to the definition of \(A_{\nu(G_1)+\overline{k_2},k_3}(A_{k_1,k_2}(\omega_1, \omega_2), \omega_3)\).

Clearly \(L \subset S_{k_1,k_2} \subset \mathcal{L}\) and

\[(D.2) \quad L = \{(v_1, n_{k_1}, v_2, n_{k_2}, n_{\overline{k_2}}, v_3, n_{k_3}) \in \mathcal{L}|\overline{f}_{1,k_1}(v_1, n_{k_1}) = \overline{f}_{2,k_2}(v_2, n_{k_2})\text{ and }\overline{f}_{2,k_2}(v_2, n_{\overline{k_2}}) = \overline{f}_{3,k_3}(v_3, n_{k_3})\}.

Let \(g_L : L \rightarrow G^r_{2i,M}\) be the map constructed according to the definitions of \(A_{k_1,k_2}\) and \(A_{\nu(G_1)+\overline{k_2},k_3}\), so that

\[(D.3) \quad [L, g_L] = A_{\nu(G_1)+\overline{k_2},k_3}(A_{k_1,k_2}(\omega_1, \omega_2, \omega_3) \in \Omega_{3}\left(G^r_{2i,M}\right), \overline{f}_{3,k_3}(B_{k_1,k_2}(G_1, \overline{G_2})).\)
Recall that $\mathcal{J}_{3, k_3}$ and $\mathcal{J}_{2, k_2}$ are transverse. Put $P_{k_2, k_3}^L \subset V_2 \times N_{k_2} \times V_3 \times N_{k_3}$ to be the manifold $W$ in the definition of $A_{\mathcal{E}_{k_2, k_3}}(\omega_2, \omega_3)$. Thus

$$P_{k_2, k_3}^L = \{(v_2, n_{k_2}, v_3, n_{k_3}) \in V_2 \times N_{k_2} \times V_3 \times N_{k_3} \mid \mathcal{J}_{2, k_2}(v_2, n_{k_2}) = \mathcal{J}_{3, k_3}(v_3, n_{k_3})\}.$$ 

Put $S_{k_2, k_3}^L = P_{k_2, k_3}^L \times N_{k_2} \times V_1 \times N_{k_1} \subset \mathcal{R}$. Let $P_{k_2, k_3}^L \times N_{k_2} \rightarrow M,
((v_2, n_{k_2}, v_3, n_{k_3}), n_{k_2}) \rightarrow \mathcal{J}_{2, k_2}(v_2, n_{k_2})$ and $\mathcal{J}_{1, k_1} : V_1 \times N_{k_1} \rightarrow M$ be the natural maps we use to define $A_{k_2, k_1}(A_{\mathcal{E}_{k_2, k_3}}(\omega_2, \omega_3), \omega_1)$. The product of these maps gives the map $S_{k_2, k_3}^L \rightarrow M \times M$. 

Put $R \in S_{k_2, k_3}^L \subset \mathcal{R}$ to be the preimage of $\Delta$ under this map. Clearly

$$R = \{(v_2, n_{k_2}, v_3, n_{k_3}, v_1, n_{k_1}) \in \mathcal{R} \mid \mathcal{J}_{2, k_2}(v_2, n_{k_2}) = \mathcal{J}_{3, k_3}(v_3, n_{k_3})$$

and $\mathcal{J}_{1, k_1}(v_1, n_{k_1})\}.$$ 

Put $\Theta : \mathcal{L} \rightarrow \mathcal{R}$ to be the diffeomorphism permuting the factors defined by

$$\Theta(v_1, n_{k_1}, v_2, n_{k_2}, n_{k_3}, v_3, n_{k_3}) = (v_2, n_{k_2}, v_3, n_{k_3}, n_{k_2}, v_1, n_{k_1}),$$

for all $v_1 \in V_1, v_2 \in V_2, v_3 \in V_3, n_{k_1} \in N_{k_1}, n_{k_2} \in N_{k_2}, n_{k_3} \in N_{k_3}$. 

Comparing equations (D.2) and (D.5) that define $L$ and $R$, we see that $R$ is a submanifold and $\Theta \mid L : L \to R$ is a diffeomorphism. Proposition [D.1] says that the maps $P_{k_2, k_3}^L \times N_{k_2} \to M,
((v_2, n_{k_2}, v_3, n_{k_3}), n_{k_2}) \to \mathcal{J}_{2, k_2}(v_2, n_{k_2})$ and $\mathcal{J}_{1, k_1} : V_1 \times N_{k_1} \to M$ are transverse. Hence $R$ is in fact the manifold $W$ constructed according to the definition of $A_{k_2, k_1}(A_{\mathcal{E}_{k_2, k_3}}(\omega_2, \omega_3), \omega_1)$. 

We orient it according to the definition of $A_{k_2, k_1}$ and $A_{\mathcal{E}_{k_2, k_3}}$ and we put $g_R : R \to G_{\mathcal{R}_k, M}^{B_{k_2, k_1}(\mathcal{I}_{\mathcal{E}_{k_2, k_3}(\Gamma_2, \Gamma_3), \Gamma_1})}$ to be the corresponding nice map so that

$$[R, g_R] = A_{k_2, k_1}(A_{\mathcal{E}_{k_2, k_3}}(\omega_2, \omega_3), \omega_1) \in \Omega_\ast \left(G_{\mathcal{R}_k, M}^{B_{k_2, k_1}(\mathcal{I}_{\mathcal{E}_{k_2, k_3}(\Gamma_2, \Gamma_3), \Gamma_1})}\right).$$ 

Take

$$l = (v_1, n_{k_1}, n_2, n_{k_2}, n_{k_3}, v_3, n_{k_3}) \in L$$

and

$$r = \Theta(l) = (v_2, n_{k_2}, v_3, n_{k_3}, n_{k_2}, v_1, n_{k_1}) \in R.$$ 

Applying twice the definition of the $A$ operation, we see that the commutative diagram $g_L(l)$ is obtained by the following sequence of steps:

1. take the disjoint union $(f_1(v_1) \sqcup f_2(v_2)) \sqcup f_3(v_3)$ of commutative diagrams;
2. add the extra pt-space that is mapped to $n_{k_1} \in N_{k_1}$ and to $n_{k_2} \in N_{k_2}$;
3. add the extra pt-space that is mapped to $n_{k_3} \in N_{k_3}$ and to $n_{k_2} \in N_{k_2}$;
4. identify the copies of $M$ in the commutative diagrams $f_1(v_1), f_2(v_2), f_3(v_3)$;
5. change the indices of the $N$-manifolds and the labels of the pt-spaces.

Similarly, the commutative diagram $g_R(r) = g_R(\Theta(l))$ is obtained by the following sequence of steps:

1. take the disjoint union $(f_2(v_2) \sqcup f_3(v_3)) \sqcup f_1(v_1)$ of commutative diagrams;
2. add the extra pt-space that is mapped to $n_{k_2} \in N_{k_2}$ and to $n_{k_3} \in N_{k_3}$;
3. add the extra pt-space that is mapped to $n_{k_1} \in N_{k_1}$ and to $n_{k_2} \in N_{k_2}$;
4. identify the copies of $M$ in the commutative diagrams $f_1(v_1), f_2(v_2), f_3(v_3)$;
5. change the indices of the $N$-manifolds and the labels of the pt-spaces.
So, up the change of the indices of $N$-manifolds and of the labels of the pt-spaces, the commutative diagrams $g_l(l)$ and $g_R(\Theta(l))$ are the same. Using Statement 1 of Proposition 2.2 and Definition 2.5 we see that $\tilde{\alpha}(g_R(\Theta(l))) = g_l(l)$. Thus $[L, g_L] = [L, \tilde{\alpha} \circ g_R \circ \Theta] = \alpha_*(L, g_R \circ \Theta) = \pm \alpha_*(R, g_R) \in \Omega_\ast(G_{\Theta M}^{B_\gamma(\Gamma_1) r_\gamma, k_1} (B_{k_1, k_2}(\Gamma_1, \Gamma_2), \Gamma_3) )$.

The manifolds $L$ and $R$ are oriented as it is described in the definition of $A_{j_1,j_2}$ and the statement of the Theorem would follow immediately if we show that

$$(\Theta|_L)_\ast : TL \to (-1)^\sigma TR$$

is orientation preserving. (Recall that a product of a sign and an oriented bundle denotes the initial oriented bundle if the sign is +1, and it denotes the initial bundle with the changed orientation if the sign is −1.)

Below we provide a computation showing that this map of bundles is indeed orientation preserving. For orientations and frames we use the notation introduced in the proof of Theorem 2.6. Take $l = (v_1, n_{k_1}, v_2, n_{k_2}, n_{k_3}, v_3, n_{k_3}) \in L$. Put $m = \vec{f}_{1,k_1}(v_1, n_{k_1}) = \vec{f}_{2,k_2}(v_2, n_{k_2}) \in M$ and $m' = \vec{f}_{2,k_2}(v_2, n_{k_2}) = \vec{f}_{3,k_3}(v_3, n_{k_3}) \in M$.

Put $\{m_1, \ldots, m_m\}$ to be an orthogonal positive $m$-frame in $T_m M$ and $\{m_1', \ldots, m_m'\}$ to be an orthogonal positive $m$-frame in $T_m' M$. Then $\{m_1 \oplus m_1', \ldots, m_m \oplus m_m'\}$ and $\{m_1' \oplus m_1, \ldots, m_m' \oplus m_m\}$ are positive $m$-frames in $T_{m \times m} \Delta$ and in $T_{m' \times m'} \Delta$, respectively. Hence $Fr_{m \times m}^\perp = \{-m_1 \oplus m_1', \ldots, -m_m \oplus m_m'\}$ and $Fr_{m' \times m'}^\perp = \{-m_1' \oplus m_1, \ldots, -m_m' \oplus m_m\}$ are positive orientation frames in the fibers of $(T \Delta)^\perp$ over $m \times m$ and over $m' \times m'$, respectively.

Put $Fr_{k_1,k_2}$ to be the unique $m$-frame in $T(v_1, n_{k_1}, v_2, n_{k_2})(V_1 \times N_{k_1} \times V_2 \times N_{k_2})$ orthogonal to $T_{v_1, n_{k_1}, v_2, n_{k_2}} P_{k_1,k_2}$ and satisfying $pr((\vec{f}_{1,k_1} \times \vec{f}_{2,k_2})_\ast (Fr_{k_1,k_2})) = Fr_{m \times m}^\perp$. By our orientation convention we have

\begin{equation}
\text{Or}(Fr^\perp (T(v_1, n_{k_1}, v_2, n_{k_2})(P_{k_1,k_2}), Fr_{k_1,k_2}) = \text{Or}(T(v_1, n_{k_1}, v_2, n_{k_2})(V_1 \times N_{k_1} \times V_2 \times N_{k_2})).
\end{equation}

Put $\vec{Fr}_{k_1,k_2}$ to be the $m$-frame in $T_l \Sigma$ that is the image of $Fr_{k_1,k_2}$ under the differential of the inclusion $V_1 \times N_{k_1} \times V_2 \times N_{k_2} \to V_1 \times N_{k_1} \times V_2 \times N_{k_2} \times n_{k_2} \times v_3 \times n_{k_3} \subset \Sigma$. From \text{\bf{D.8}} we get

\begin{equation}
\text{Or}(Fr^\perp (T_l(P_{k_1,k_2} \times N_{k_2} \times V_3 \times N_{k_3}), Fr_{k_1,k_2}) = (-1)^{\sigma_1} \text{Or}(T_l \Sigma),
\end{equation}

where $\sigma_1 = \sigma_3$.

Put $Fr_L$ to be a positive orientation $(j_1 + j_2 + j_3 + 4n - 2m)$-frame of $T_l L$. We will often regard it as a frame in $T_l \Sigma$ obtained by the inclusion $T_l L \to T_l \Sigma$. Put $Fr_{L}^\perp \subset T_l(P_{k_1,k_2} \times N_{k_2} \times V_3 \times N_{k_3})$ to be the unique $m$-frame orthogonal to $T_l L$ such that it is mapped to $Fr_{m \times m}^\perp$ under the composition of pr and of the differential of the map $P_{k_1,k_2} \times N_{k_2} \times V_3 \times N_{k_3} \to M \times M$ used to define $L$. Then

\begin{equation}
\text{Or}((Fr_L, Fr_L^\perp)) = \text{Or}(T_l(P_{k_1,k_2} \times N_{k_2} \times V_2 \times N_{k_3})).
\end{equation}

From \text{\bf{D.9}} and \text{\bf{D.10}} we get

\begin{equation}
\text{Or}((Fr_L, Fr_L^\perp, \vec{Fr}_{k_1,k_2})) = (-1)^{\sigma_1} \text{Or}(T_l \Sigma),
\end{equation}

Put $r = \Theta(l) = (v_2, n_{k_2}, v_3, n_{k_3}, n_{k_2}, v_3, n_{k_3}) \in R$. We define $Fr_{r_2,k_3}^\perp$ to be the unique $m$-frame in $T(v_2, n_{k_2}, v_3, n_{k_3})(V_2 \times N_{k_2} \times V_3 \times N_{k_3})$ that is orthogonal to $T(v_2, n_{k_2}, v_3, n_{k_3}) P_{r_2,k_3}$ and that satisfies $pr((\vec{f}_{3,k_3} \times \vec{f}_{2,k_2})_\ast (Fr_{r_2,k_3}^\perp)) = Fr_{m' \times m'}^\perp$. Put
Put $\text{Fr}_{T,f+3}^\prime$ to be the $\mathfrak{m}$-frame in $T_r \mathfrak{R}$ that is the image of $\text{Fr}_{T_3,k_3}^\prime$ under the differential of the inclusion $V_2 \times N_{k_2} \times V_3 \to V_2 \times N_{k_3} \times V_3 \times N_{k_3} \times n_{k_2} \times n_{k_3} \times v_1 \times n_{k_1} \subset \mathfrak{R}$.

Put $\text{Fr}_R$ to be a positive orientation $(j_1 + j_2 + j_3 + 4n - 2m)$-frame of $T_r \mathfrak{R}$ that we will often identify with the frame in $T_r \mathfrak{R}$ obtained by the inclusion $T_r R \to T_r \mathfrak{R}$. Put $\text{Fr}_R^\perp \subset T_r (P_{T_3,k_3}^\perp \times N_{k_2} \times V_1 \times N_{k_1})$ to be the unique $\mathfrak{m}$-frame orthogonal to $T_r \mathfrak{R}$ that it is mapped to $\text{Fr}_{T_3,k_3}^\perp$ under the composition of $\text{pr}$ and of the differential of the map $P_{T_3,k_3}^\perp \times N_{k_2} \times V_1 \times N_{k_1} \to M \times M$ that was used to define $R$. Similarly to the computations above we get that

$$\text{Or} \left( \{ \text{Fr}_R, \text{Fr}_R^\perp, \text{Fr}_{T_3,k_3}^\prime \} \right) = (-1)^{\sigma_2} \text{Or}(T_r \mathfrak{R}),$$

where $\sigma_2 = m_{j_1}$.

Since $\Theta$ is defined as the permutation of the factors, it is easy to see that

$$\text{Or} \left( \Theta \ast (\text{Fr}_R^+) \right) = (-1)^{\sigma_3} \text{Or}(T_r \mathfrak{R}),$$

where $\sigma_3 = (j_1 + n)(j_2 + j_3 + n) + n_{j_3}$.

Using (D.11) and (D.13) we get

$$\text{Or} \left( \Theta \ast (\text{Fr}_R^+), \Theta \ast (\text{Fr}_{T_3,k_3}^\prime) \right) = (-1)^{\sigma_1 + \sigma_3} \text{Or}(T_r \mathfrak{R}).$$

Since the frames $\text{Fr}_{T_3,k_3}$ and $\text{Fr}_R^\perp$ consist of $\mathfrak{m}$ vectors each, equation (D.14) implies

$$\text{Or} \left( \{ \Theta \ast (\text{Fr}_R), \Theta \ast (\text{Fr}_{T_3,k_3}) \} \right) = (-1)^{\sigma_1 + \sigma_3 + m^2} \text{Or}(T_r \mathfrak{R}).$$

Put $-\text{Fr}_R^\perp$ to be the frame obtained by plying each vector in $\text{Fr}_R^\perp$ by $-1$ and keeping the order of the vectors intact. Propositions (D.2) and (D.3) imply that the frames $\{ \Theta \ast (\text{Fr}_R), \Theta \ast (\text{Fr}_{T_3,k_3}) \}$ and $\{ \Theta \ast (\text{Fr}_L), -\text{Fr}_R^\perp, \text{Fr}_{T_3,k_3}^\prime \}$ give equal orientations of $T_r \mathfrak{R}$. Thus

$$\text{Or} \left( \{ \Theta \ast (\text{Fr}_L), -\text{Fr}_R^\perp, \text{Fr}_{T_3,k_3}^\prime \} \right) = (-1)^{\sigma_1 + \sigma_3 + m^2} \text{Or}(T_r \mathfrak{R}).$$

Hence

$$\text{Or} \left( \{ \Theta \ast (\text{Fr}_L), \text{Fr}_R^\perp, \text{Fr}_{T_3,k_3}^\prime \} \right) = (-1)^{\sigma_1 + \sigma_3} \text{Or}(T_r \mathfrak{R}).$$

Use equations (D.12), (D.17), identities $\text{Or}(\text{Fr}_R) = \text{Or}(T_r \mathfrak{R})$, $\text{Or}(\text{Fr}_L) = \text{Or}(T_r \mathfrak{R})$ and the fact that $\Theta \ast (\text{Fr}_L)$ gives an orientation of $T_r \mathfrak{R}$, to get

$$\text{Or} \left( \Theta \ast (\text{Fr}_L) \right) = (-1)^{\sigma_1 + \sigma_2 + \sigma_3} \text{Or}(T_r \mathfrak{R}) = (-1)^\sigma \text{Or}(T_r \mathfrak{R}).$$

This finishes the proof of Theorem 2.8 modulo the proofs of Propositions (D.1) and (D.2). □

D.1. Proposition. The maps $\tilde{f}_{k_1} : V_1 \times N_{k_1} \to M$ and $P_{T_3,k_3}^\perp \times N_{k_2} \to M$, $((v_2,n_{T_2},v_3,n_{k_3}),n_{k_2}) \to \tilde{f}_{k_2,k_3}$ from the proof of Theorem 2.8 are transverse.

Proof. Put $S_{T_2,k_3} = \Theta^{-1}(S_{T_2,k_3}^\prime) \subset \mathfrak{S}$ and $S_{k_1,k_2}^\prime = \Theta(S_{k_1,k_2}) \subset \mathfrak{S}$ to be the submanifolds. Clearly $L = S_{k_1,k_2} \cap S_{k_2,k_3}^\prime \subset \mathfrak{S}$. Let us show that $S_{k_1,k_2}$ and $S_{k_2,k_3}$ are transverse.

Choose $l = (v_1,n_{k_1},v_2,n_{k_2},n_{T_2},v_3,n_{k_3}) \in L = S_{k_1,k_2} \cap S_{k_2,k_3}^\prime$. The vector spaces $T_l \mathfrak{S}$ and $T_{\Theta(l)} \mathfrak{S}$ are naturally decomposed as the direct sums of the linear subspaces $T_{v_1} \mathfrak{S}, T_{v_2} \mathfrak{S}, T_{v_2} \mathfrak{S}, T_{v_3} \mathfrak{S}, T_{n_{T_2}} \mathfrak{S}, T_{n_{k_2}} \mathfrak{S}, T_{N_{k_2}} \mathfrak{S}, T_{n_{k_3}} \mathfrak{S}, T_{N_{k_3}} \mathfrak{S}, T_{n_{k_2}} \mathfrak{S}, T_{N_{k_3}} \mathfrak{S}$. For a vector $w$ in $T_l \mathfrak{S}$ or in $T_{\Theta(l)} \mathfrak{S}$ we will denote by $\tilde{w}_{v_1}, \tilde{w}_{v_2}, \tilde{w}_{v_3}, \tilde{w}_{N_{k_1}}, \tilde{w}_{N_{k_2}}, \tilde{w}_{N_{k_3}}$ the components of $w$ in the corresponding linear subspaces. Note that since $\Theta$ is defined by
permuting the factors, the components of \( \vec{w} \in T_1 \Sigma \) and of \( \Theta_*(\vec{w}) \in T_{\Theta(l)} \mathfrak{R} \) in the corresponding subspaces are equal.

By the definition of \( S_{\tau_2,k_3} \), \( \operatorname{pr}\left( (\overline{f}_2, \overline{T}_2, \overline{T}_3)_{\tau_3}(\vec{w}_{V_2}, \vec{w}_{N_{\tau_2}}, \vec{w}_{N_{\tau_3}}) \right) = 0 \in (T\Delta)^{\perp} \subset TM \times TM \) for every \( \vec{w} \in T_1 S_{\tau_2,k_3} \). On the other hand by definition of \( L \), there are \( m \) linearly independent vectors \( \vec{v}_i, i = 1, \ldots, m \) in \( T_1 S_{k_1,k_2} \) such that \( \operatorname{pr}\left( (\overline{f}_2, \overline{T}_2, \overline{T}_3)_{\tau_3}(\vec{v}_{V_2}, \vec{v}_{N_{\tau_2}}, \vec{v}_{N_{\tau_3}}) \right) \neq 0, i = 1, \ldots, m \). Since \( S_{\tau_2,k_3} \) is a codimension \( m \) submanifold of \( \Sigma \), the linear span of \( T_1 S_{k_1,k_2} \) and \( T_1 S_{\tau_2,k_3} \) is \( T_1 \Sigma \). Hence the intersection \( S_{k_1,k_2} \cap S_{\tau_2,k_3} \) is indeed transverse.

Since \( \Theta \) is a diffeomorphism, we get that \( S'_{k_1,k_2} = \Theta(S_{k_1,k_2}) \) and \( S'_{\tau_2,k_3} = \Theta(S_{\tau_2,k_3}) \) intersect transversally in \( \mathfrak{R} \). Moreover \( R \) is the transverse intersection \( S'_{k_1,k_2} \cap S'_{\tau_2,k_3} \).

To prove the Proposition it suffices to show that the natural product map \( S'_{\tau_2,k_3} = (P_{\tau_2,k_3} \times N_{k_2}) \times (V_1 \times N_{k_1}) \to M \times M \) is transverse to the diagonal \( \Delta \). \( R \) is a codimension \( m \) submanifold of \( S'_{\tau_2,k_3} \). Thus to show that \( S'_{\tau_2,k_3} \to M \times M \) is transverse to \( \Delta \), it suffices to prove that if \( r \in R \) and \( \vec{w} \in T_{r} S'_{\tau_2,k_3} \setminus T_r \Delta \), then \( \operatorname{pr}(\overline{f}_2, \overline{T}_2, \overline{T}_3)_{\tau_3}(\vec{w}_{V_2}, \vec{w}_{N_{\tau_2}}, \vec{w}_{N_{\tau_3}}) \neq 0 \in (T\Delta)^{\perp} \). Since \( R \) is the transverse intersection \( S'_{k_1,k_2} \cap S'_{\tau_2,k_3} \), we have \( \vec{w} \notin T_r S'_{k_1,k_2} \). Put \( \vec{w} = (\Theta^{-1})_* (\vec{w}') \in T_{\Theta^{-1}(r)} S_{\tau_2,k_3} \). Clearly \( \vec{w}' \notin T_{\Theta^{-1}(r)} S_{k_1,k_2} \).

Since \( \Theta \) preserves the vector components, it suffices to show that \( \operatorname{pr}(\overline{f}_2, \overline{T}_2, \overline{T}_3)_{\tau_3}(\vec{v}_{V_2}, \vec{v}_{N_{\tau_2}}, \vec{v}_{N_{\tau_3}}) \neq 0 \in (T\Delta)^{\perp} \), or which is the same that \( \operatorname{pr}(\overline{f}_1, \overline{T}_1, \overline{T}_2)_{\tau_3}(\vec{v}_{V_1}, \vec{v}_{N_1}, \vec{v}_{N_2}) \neq 0 \in (T\Delta)^{\perp} \). Recall that \( S_{k_1,k_2} = P_{k_1,k_2} \times N_{k_2} \times V_3 \times N_{k_3} \), where \( P_{k_1,k_2} \) is the transverse preimage of \( \Delta \) under \( \overline{f}_1, \overline{T}_1, \overline{T}_2 : V_1 \times N_{k_1} \times V_2 \times N_{k_2} \to M \times M \). So for every \( \vec{u} \in T_{\Theta^{-1}(r)} \Sigma \setminus T_{\Theta^{-1}(r)} S_{k_1,k_2} \) we have \( \operatorname{pr}(\overline{f}_1, \overline{T}_1, \overline{T}_2)_{\tau_3}(\vec{v}_{V_1}, \vec{v}_{N_1}, \vec{v}_{N_2}) \neq 0 \in (T\Delta)^{\perp} \). Put \( \vec{u} = \vec{w} \) to get the desired statement. So \( S'_{\tau_2,k_3} \to M \times M \) is indeed transverse to the diagonal \( \Delta \).

\[ \square \]

D.2. Proposition. We have the equality of orientations of \( T_\Sigma \mathfrak{R} \)

\[ \operatorname{Or}(\{ \Theta_*(\overline{F}_L), \Theta_*(\overline{F}_{k_1,k_2}), \Theta_*(\overline{F}_{L}) \}) = \operatorname{Or}(\{ \Theta_*(\overline{F}_L), -\overline{F}_R, \Theta_*(\overline{F}_{L}) \}). \]

Proof.

Let \( \vec{w}^i \) be the \( i \)-th vector in \( \overline{F}_{R} \). By definition of \( \overline{F}_{R} \) we have \( \operatorname{pr}(\overline{f}_1, \overline{T}_1, \overline{T}_2)_{\tau_3}(\vec{w}^i_{V_1}, \vec{w}^i_{N_1}, \vec{w}^i_{V_2}, \vec{w}^i_{N_2}) = -m_i \odot m_i \). Thus

\[ \text{(D.19)} \]
\[ \operatorname{pr}(\overline{f}_1, \overline{T}_1, \overline{T}_2)_{\tau_3}(\vec{w}^i_{V_1}, \vec{w}^i_{N_1}, \vec{w}^i_{V_2}, \vec{w}^i_{N_2}) = -m_i \odot m_i. \]

Let \( \vec{w}' \) be the \( i \)-th vector in \( \overline{F}_{k_1,k_2} \). By definition of \( \overline{F}_{k_1,k_2} \) we get \( \operatorname{pr}(\overline{f}_1, \overline{T}_1, \overline{T}_2)_{\tau_3}(\vec{w}^i_{V_1}, \vec{w}^i_{N_1}, \vec{w}^i_{V_2}, \vec{w}^i_{N_2}) = -m_i \odot m_i \). Since \( \Theta \) is defined by permuting the factors, \( \Theta_*(\vec{w}) \) preserves the components of the vectors in the subspaces \( T_{v_1}, V_1, T_{v_2}, V_2, T_{v_3}, N_{k_1}, N_{k_2}, N_{k_3}, T_{n_{\tau_2}}, N_{E_2}, T_{n_{\tau_3}} \). Hence

\[ \text{(D.20)} \]
\[ \operatorname{pr}(\overline{f}_1, \overline{T}_1, \overline{T}_2)_{\tau_3}(\Theta_*(\vec{w}'), \Theta_*(\vec{w}'), \Theta_*(\vec{w}'), \Theta_*(\vec{w}')) = -m_i \odot m_i, \]
Let $F_{\gamma}'$, $t \in [0,1]$, be the time-dependent $m$-frame whose $i$-th vector at time $t$ is $\bar{\xi}^{i,t} = t\Theta_{\ast}(\bar{\omega}) + (1 - t)(-\bar{\omega})$. Since $\text{pr}$ and $(\overline{f}_{1,k_1} \times \overline{f}_{2,k_2})_{\ast}$ are linear, equations (D.19), (D.20) imply that
\begin{equation}
\text{pr}((\overline{f}_{1,k_1} \times \overline{f}_{2,k_2})_{\ast}(\bar{\xi}^{i,t}_{V_1}, \bar{\xi}^{i,t}_{N_{k_1}}, \bar{\xi}^{i,t}_{V_2}, \bar{\xi}^{i,t}_{N_{k_2}})) = -\overline{\bar{m}}_i \oplus \overline{\bar{m}}_i,
\end{equation}
for all $i \in \{1, \ldots, m\}$ and $t \in [0,1]$.

Since $L \subset \overline{P}_{k_1,k_2} \times N_{k_3} \times V_3 \times N_{k_3}$ and $(\overline{f}_{1,k_1} \times \overline{f}_{2,k_2})(v_1, n_{k_1}, v_2, n_{k_2}) \in \Delta$, for every $(v_1, n_{k_1}, v_2, n_{k_2}) \in \overline{P}_{k_1,k_2} \subset (V_1 \times N_{k_1} \times V_2 \times N_{k_2})$, we have that
\begin{equation}
(\overline{f}_{1,k_1} \times \overline{f}_{2,k_2})_{\ast}(\bar{x}_{V_1}, \bar{x}_{N_{k_1}}, \bar{x}_{V_2}, \bar{x}_{N_{k_2}}) \in T_{m \times m} \Delta \text{ and }
\text{pr}((\overline{f}_{1,k_1} \times \overline{f}_{2,k_2})_{\ast}(\bar{x}_{V_1}, \bar{x}_{N_{k_1}}, \bar{x}_{V_2}, \bar{x}_{N_{k_2}})) = \emptyset,
\end{equation}
for any vector $\bar{x}$ in the frames $F_{\gamma}$ and $F_{\gamma}^{-1}$. Since $\Theta_{\ast}$ preserves the components of the vectors, we have
\begin{equation}
\text{pr}((\overline{f}_{1,k_1} \times \overline{f}_{2,k_2})_{\ast}(\bar{x}_{V_1}, \bar{x}_{N_{k_1}}, \bar{x}_{V_2}, \bar{x}_{N_{k_2}})) = \emptyset,
\end{equation}
for any vector $\bar{x}$ in the frames $\Theta_{\ast}(F_{\gamma})$ and $\Theta_{\ast}(F_{\gamma}^{-1})$.

Equations (D.21), (D.23) and the fact that the vectors in $\{\Theta_{\ast}(F_{\gamma}), \Theta_{\ast}(F_{\gamma}^{-1})\}$ are linearly independent imply that the frame $\{\Theta_{\ast}(F_{\gamma}), \text{Fr}_{\gamma}', \Theta_{\ast}(\text{Fr}_{\gamma}^{-1})\}$ is non-degenerate, for all $t \in [0,1]$. Thus
\begin{align*}
\{\Theta_{\ast}(F_{\gamma}), \text{Fr}_{\gamma}', \Theta_{\ast}(\text{Fr}_{\gamma}^{-1})\} &= \{\Theta_{\ast}(F_{\gamma}), -\text{Fr}_{\gamma}', \Theta_{\ast}(\text{Fr}_{\gamma}^{-1})\} \\
\{\Theta_{\ast}(F_{\gamma}), \text{Fr}_{\gamma}', \Theta_{\ast}(\text{Fr}_{\gamma}^{-1})\} &= \{\Theta_{\ast}(F_{\gamma}), \Theta_{\ast}(\text{Fr}_{k_1,k_2}), \Theta_{\ast}(\text{Fr}_{k_1,k_2})\}
\end{align*}
give equal orientations of $T_{\gamma} F_{\gamma}$.

\section{Proposition.}
We have the equality of orientations of $T_{\gamma} F_{\gamma}$
\[\text{Or}(\{\Theta_{\ast}(F_{\gamma}), -\text{Fr}_{\gamma}', \Theta_{\ast}(\text{Fr}_{\gamma}^{-1})\}) = \text{Or}(\{\Theta_{\ast}(F_{\gamma}), -\text{Fr}_{\gamma}', \text{Fr}_{k_1,k_2}\}).\]

\begin{proof}
We use notation conventions of the proof of Proposition D.2. Let $\bar{w}$ be the $i$-th vector in the frame $F_{k_2,k_3}$. By definition of $F_{k_2,k_3}$ we have that
\begin{equation}
\text{pr}((\overline{f}_{2,k_2} \times \overline{f}_{3,k_3})_{\ast}(\bar{w}_{V_2}, \bar{w}_{N_{k_2}}, \bar{w}_{V_3}, \bar{w}_{N_{k_3}})) = -\overline{\bar{m}}_i \oplus \overline{\bar{m}}_i.
\end{equation}
Let $\bar{w}$ be the $i$-th vector in $F_{\gamma}$. By definition of $F_{\gamma}$ we have that $\text{pr}((\overline{f}_{2,k_2} \times \overline{f}_{3,k_3})_{\ast}(\bar{w}_{V_2}, \bar{w}_{N_{k_2}}, \bar{w}_{V_3}, \bar{w}_{N_{k_3}})) = -\overline{\bar{m}}_i \oplus \overline{\bar{m}}_i$. Since $\Theta_{\ast}$ preserves the components of the vectors in the subspaces, we have
\begin{equation}
\text{pr}((\overline{f}_{2,k_2} \times \overline{f}_{3,k_3})_{\ast}(\Theta_{\ast}(\bar{w})_{V_2}, \Theta_{\ast}(\bar{w})_{N_{k_2}}, \Theta_{\ast}(\bar{w})_{V_3}, \Theta_{\ast}(\bar{w})_{N_{k_3}})) = -\overline{\bar{m}}_i \oplus \overline{\bar{m}}_i.
\end{equation}
Let $F_{\gamma}'$, $t \in [0,1]$, be the time-dependent $m$-frame whose $i$-th vector at time $t$ is $\bar{\xi}^{i,t} = t\Theta_{\ast}(\bar{w}) + (1 - t)\Theta_{\ast}(\bar{w})$. Since $\text{pr}$ and $(\overline{f}_{2,k_2} \times \overline{f}_{3,k_3})_{\ast}$ are linear, equations (D.24), (D.25) imply that
\begin{equation}
\text{pr}((\overline{f}_{2,k_2} \times \overline{f}_{3,k_3})_{\ast}(\bar{v}_{V_2}, \bar{v}_{N_{k_2}}, \bar{v}_{V_3}, \bar{v}_{N_{k_3}})) = -\overline{\bar{m}}_i \oplus \overline{\bar{m}}_i,
\end{equation}
for all $i \in \{1, \ldots, m\}$ and $t \in [0,1]$.

By definition of $L$ we have that $(\overline{f}_{2,k_2} \times \overline{f}_{3,k_3})(v_2, n_{k_2}, v_3, n_{k_3}) \in \Delta$, for every $(v_1, n_{k_1}, v_2, n_{k_2}, n_{k_2}, v_3, n_{k_3}) \in L \subset \mathcal{L}$. Thus $(\overline{f}_{2,k_2} \times \overline{f}_{3,k_3})_{\ast}(\bar{v}_{V_2}, \bar{v}_{N_{k_2}}, \bar{v}_{V_3}, \bar{v}_{N_{k_3}}) \in$
\[ T_{m \times m} \Delta \text{ and } \text{pr}(\mathbb{J}_{2, k_2} \times \mathbb{J}_{3, k_3})_{\ast}(\vec{x}_{V_2}, \vec{x}_{N_{k_2}}, \vec{x}_{V_3}, \vec{x}_{N_{k_3}}) = \vec{0}, \text{ for every } \vec{x} \in F_{R_L}. \] Since \( \Theta_{\ast} \) preserves the components of the vectors, we have that

\[ \text{pr}(\mathbb{J}_{2, k_2} \times \mathbb{J}_{3, k_3})_{\ast}(\vec{x}_{V_2}, \vec{x}_{N_{k_2}}, \vec{x}_{V_3}, \vec{x}_{N_{k_3}}) = \vec{0}, \]

for every \( \vec{x} \in \Theta_{\ast}(F_{R_L}). \)

Since \( (\mathbb{J}_{2, k_2} \times \mathbb{J}_{3, k_3})/(v_2, n_{k_2}, v_3, n_{k_2}) \in \Delta, \) for every \( (v_2, n_{k_2}, v_3, n_{k_2}) \in P_{k_2,k_3}^L \) and since \( R \subset P_{k_2,k_3}^L \times N_{k_2} \times V_1 \times N_{k_3}, \) we get that \( (\mathbb{J}_{2, k_2} \times \mathbb{J}_{3, k_3})_{\ast}(\vec{x}_{V_2}, \vec{x}_{N_{k_2}}, \vec{x}_{V_3}, \vec{x}_{N_{k_3}}) \in T_{m \times m} \Delta, \) for every \( \vec{x} \in F_{R_R}. \) Thus

\[ \text{pr}(\mathbb{J}_{2, k_2} \times \mathbb{J}_{3, k_3})_{\ast}(\vec{x}_{V_2}, \vec{x}_{N_{k_2}}, \vec{x}_{V_3}, \vec{x}_{N_{k_3}}) = \vec{0}, \]

for every \( \vec{x} \in -F_{R_R}. \)

Since the vectors in \( \{ \Theta_{\ast}(F_{R_L}), -F_{R_R} \} \) are linearly independent and equations \[ \text{D.26}, \text{ D.27}, \text{ D.28} \] hold, we get that the frame \( \{ \Theta_{\ast}(F_{R_L}), -F_{R_R}, \Theta_{\ast}(F_{R_R}) \} \)

\[ \{ \Theta_{\ast}(F_{R_L}), -F_{R_R}, \Theta_{\ast}(F_{R_R}) \} = \{ \Theta_{\ast}(F_{R_L}), -F_{R_R}, \Theta_{\ast}(F_{R_R}) \} \]

give equal orientations of \( T_{R,R}. \)

This finishes the proof of Theorem \[ \text{D.8} \].

APPENDIX E. ONE MORE BRACKET THAT CAN BE CONSTRUCTED WHEN \( R \) IS A ONE-ELEMENT SET

If \( R = \{ N \} \) is a one-element set, then one can construct one more important operation \( \lbrack \cdot, \cdot \rbrack \) on \( \Omega_\ast(G_{R,M}) \otimes \mathbb{Q} \). The operation is of degree \( n - m \). It is constructed similar to \( \lbrack \cdot, \cdot \rbrack \) but the operation \( A \) is modified so that instead of the pullback submanifold \( W \subset V_1 \times N \times V_2 \times N \) we take the intersection of \( W \) with the diagonal subset \( \{(v_1, n, v_2, n), n \in N, v_1 \in V_1, v_2 \in V_2\} \). To make the identities look better we make the following substitution: for odd \( n \) we put \( \lbrack \omega_1, \omega_2 \rbrack = (-1)^{m(|\omega_2|+1)}[\omega_1, \omega_2]; \) for even \( n \) we put \( \lbrack \omega_1, \omega_2 \rbrack = (-1)^m[\omega_2, \omega_1]. \)

At the moment we do not know how to generalize the transversality result of Appendix A so that it takes care of the construction of the operation \( \lbrack \cdot, \cdot \rbrack \). Modulo this one can get the following result.

E.1. Theorem. For odd \( n \) we have the following identities

1. graded skew-symmetry \( \lbrack \omega_1, \omega_2 \rbrack = (-1)^{m(|\omega_2|+1)}[\omega_2, \omega_1] \)
2. graded Jacobi identity

\[ \lbrack \omega_1, \lbrack \omega_2, \omega_3 \rbrack \rbrack = \lbrack [\omega_1, \omega_2], \omega_3 \rbrack + \lbrack \omega_1, [\omega_2, \omega_3] \rbrack \]

3. graded Leibnitz identity

\[ \lbrack \omega_1, \omega_2 \star \omega_3 \rbrack = \lbrack \omega_1, \omega_2 \rbrack \star \omega_3 + \omega_2 \star \lbrack \omega_1, \omega_3 \rbrack. \]

E.2. Theorem. For even \( n \) we have the following identities

1. graded commutativity

\[ \lbrack \omega_1, \omega_2 \rbrack = (-1)^{m(|\omega_2|+m)}[\omega_2, \omega_1] \]

2. graded Leibnitz identity

\[ \lbrack \omega_1, \omega_2 \star \omega_3 \rbrack = \omega_1 \omega_2 \star \omega_3 + (-1)^{m(|\omega_2|+m)}[\omega_2 \star \omega_3] \]
(3) an identity relating the \([\cdot, \cdot]\) and \(\{\cdot, \cdot\}\) operations

\[
(-1)^{|\omega_1||\omega_3|+m|\omega_2|}\left(\{[\omega_1, \omega_2], \omega_3\}\right) + \{\omega_1, \omega_2, \{\omega_3, \omega_3\}\} + \{\{\omega_1, \omega_2, \omega_3\}, \omega_3\}\right)
\]

\[
(-1)^{|\omega_1||\omega_2|+m|\omega_3|}\left(\{[\omega_2, \omega_3], \omega_1\}\right) + \{\omega_2, \omega_3, \{\omega_1, \omega_1\}\} + \{\{\omega_2, \omega_3, \omega_1\}, \omega_1\}\right)
\]

\[
(-1)^{|\omega_1||\omega_3|+m|\omega_2|}\left(\{[\omega_3, \omega_1], \omega_2\}\right) + \{\omega_3, \omega_1, \{\omega_2, \omega_2\}\} + \{\{\omega_3, \omega_1, \omega_2\}, \omega_2\}\right) = 0
\]


The proofs of Theorems E.1 and E.2 are similar to the proofs of Theorem 1.6.
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