A variational approach to Bogoliubov excitations and dynamics of dipolar Bose–Einstein condensates
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Abstract
We investigate the stability properties and the dynamics of Bose–Einstein condensates with axial symmetry, especially with dipolar long-range interaction, using both simulations on grids and variational calculations. We present an extended variational ansatz which is applicable for axial symmetry and show that this ansatz can reproduce the lowest eigenfrequencies of the Bogoliubov spectrum, and also the corresponding eigenfunctions. Our variational ansatz is capable of describing the roton instability of pancake-shaped dipolar condensates for arbitrary angular momenta. After investigating the linear regime we apply the ansatz to determine the dynamics and show how the angular collapse is correctly described within the variational framework.

(Some figures may appear in colour only in the online journal)

1. Introduction
As an alternative to the direct numerical solution of the Gross–Pitaevskii equation (GPE) and the Bogoliubov–de Gennes equations (BDGE), which describe the ground states and excitations of Bose–Einstein condensates (BECs) [1], Rau et al [2, 3] proposed a variational approach with coupled Gaussians to calculate stationary solutions and the stability of a condensate using the methods of nonlinear dynamics. Specifically, they used the time-dependent variational principle (TDVP) to map the GPE to a nonlinear dynamical system for the variational parameters whose fixed points correspond to ground states of the GPE. The stability can be analysed by means of the linearized equations of motion, i.e. in terms of the eigenvalues of the Jacobian. However, it remained unclear whether there is a direct relationship between the eigenvalues of the BDGE and those of the Jacobian. In a recent work [4] we analysed this problem for spherically symmetric systems and showed that a variational ansatz with coupled Gaussians has limitations in that it can only describe excitations with an angular momentum \( l \leq 2 \). We presented an extended variational ansatz and showed that there is indeed a good agreement between the lowest eigenvalues of the BDGE and the Jacobian for arbitrary angular momenta, with or without additional long-range interaction (LRI).

A variational ansatz with a single Gaussian [5] cannot reproduce the biconcave structure of dipolar condensates revealed in certain parameter regions [6, 7]. Using the variational ansatz of coupled Gaussians, however, it was possible to obtain non-Gaussians shapes [2, 3, 8] and to reproduce the wave function and the energy of structured ground states. Additionally, the stability was analysed which revealed that the collapse breaks the axial symmetry within the variational approach. However, the ansatz used in [8] is only capable of describing modes with angular momentum \( m = 0 \) and \( m = 2 \) (see discussion in [4]). The angular collapse with \( m = 3 \) symmetry, calculated numerically on a grid in [9], is therefore not accessible to this variational ansatz of coupled Gaussians.

Several extensions of the Gaussian ansatz have been proposed in the literature [10–12], but they allow for no systematic inclusion of arbitrary angular momenta. It is the purpose of this work to extend the variational ansatz of coupled Gaussians in such a way that an instability with an arbitrary projection of the angular momentum on the \( z \) axis can be described for systems with axial symmetry. We present an extended variational ansatz including angular exponentials...
exp(i m φ), which are eigenfunctions of the z component of the angular momentum operator. This enables us to describe modes with arbitrary angular momentum within the variational framework, which will be demonstrated by applying the ansatz to condensates with contact interaction only, and with dipole–dipole interaction (DDI).

In section 2 we discuss the stability and excitations of BECs. We first present the method of numerically solving the BDGE, which we need for a comparison with the variational method. The extended variational ansatz is described and applied to calculate the eigenfrequencies of elementary excitations. We compare the results with those obtained from the full-numerical solution. In section 3 we apply the variational ansatz to calculate the time evolution of a dipolar BEC and demonstrate that the ansatz can describe the angular collapse. In section 4 we draw conclusions and give an outlook on future work.

2. Stability and excitations

The time dependence of a BEC is described in the mean-field approximation by the time-dependent GPE [1]

\[ i\hbar \frac{\partial \psi}{\partial t} (r, t) = \left[ -\frac{\hbar^2}{2M} \Delta + \frac{\mu^2}{2\rho^2} (\rho^2 + \lambda^2 z^2) + N\Phi_{\text{int}}(r, t) \right] \psi(r, t), \]

(1)

where N is the particle number,

\[ \Phi_{\text{int}}(r, t) = \int d^3r' V_{\text{int}}(r - r')|\psi(r', t)|^2 \]

(2)

the mean field produced by the inter-particle interaction, \( \psi(r, t) \) the wave function of the condensate normalized to unity and M the mass of the atom species. The harmonic external trap is given by the trapping frequencies \( \omega_\rho \) and \( \omega_z \) in the \( \rho \) and \( z \) direction, and can be characterized by the trap aspect ratio \( \lambda = \omega_z/\omega_\rho \). We measure all lengths in units of the harmonic oscillator length \( \delta_{\text{ho}} = \sqrt{\hbar/M\omega_\rho} \), all frequencies in units of \( \omega_\rho \), and the time in units of \( 1/\omega_\rho \). A stationary solution of equation (1) has the time dependence \( \psi(r, t) = \psi(r) \exp(-i\mu t/\hbar) \), where \( \mu \) is the chemical potential of the condensate.

The interaction potential is given by [13]

\[ V_{\text{int}}(r - r') = \frac{4\pi a^2}{M} \delta(r - r') + \frac{\mu^2}{4\pi} \frac{1}{|r - r'|^3}. \]

(3)

The quantity \( a \) is the s-wave scattering length and \( \mu \) the magnetic moment of the atom species and is, e.g., \( \mu_m = 6\mu_B \) (\( \mu_B \) the Bohr magneton) for \( ^{52}\text{Cr} \) [14]. The dipoles are assumed to be aligned along the z axis by an external magnetic field. The interactions can be characterized by the dimensionless parameters \( Na/\delta_{\text{ho}} \) and \( D \equiv N a^2/\hbar \omega_{\text{int}} \) [15]. In this paper, we investigate BECs with and without LRI. For the condensate with DDI we use values of \( D = 30 \) and \( \lambda = 7 \), since for these parameters structured ground states appear [6, 3]. For the BEC without LRI we use a trap aspect ratio of \( \lambda = \sqrt{8} \), which was used in experiments [16]. The scattering length can be tuned in a wide range via Feshbach resonances [17]. Thus, we use this quantity as a free parameter in our calculations.

2.1. Full-numerical treatment

Besides the variational approach we also perform grid calculations to directly solve the GPE and BDGE, which allows us to compare both methods. Before solving the BDGE, one first needs to find the ground state of a BEC. In this work, we use the imaginary time evolution (ITE) for this task. We evolve an initial wave function on a grid in imaginary time \( \tau \) defined by \( \tau \equiv i\tau \), and as time evolves the wave function converges to the ground state. The time evolution on the grid is done via the split operator method [18], in which the time evolution operator in imaginary time is given by

\[ e^{-\beta \Delta \tau/\hbar} = e^{-\frac{1}{2} \Delta \tau/\hbar} - e^{-\frac{\gamma \Delta \tau/\hbar}{} + O(\Delta \tau^3)}, \]

(4)

where \( \hat{T} \) and \( \hat{V} \) represent the kinetic and the potential terms of the mean-field Hamiltonian, respectively. The action of the kinetic part is trivial in Fourier space, whereas the action of the potential part is trivial in real space. Since we are dealing with a cylindrically symmetric system, we can use the Fourier–Hankel algorithm of [15] to compute the necessary Fourier transforms for a time step and the dipolar integrals via the convolution theorem.

To derive the BDGE, one starts from the usual ansatz for the perturbation of a stationary state \( \psi_0 \) with chemical potential \( \mu \) [1]

\[ \psi(r, t) = \psi_0(r) + \lambda \langle u(r) e^{-i\mu t} + v(r) e^{i\omega t} \rangle e^{-i\mu t/\hbar}, \]

(5)

where \( \omega \) is the frequency and \( \lambda \) the amplitude of the perturbation \( (|\lambda| \ll 1) \). After inserting this ansatz into the time-dependent GPE (1), while neglecting terms of second order in \( \lambda \), and collecting terms evolving in time with \( \exp(-i\mu t) \) and \( \exp(i\omega t) \), respectively, one obtains the BDGE

\[ \hbar \omega u(r) = \left[ H_0 - \mu + N \int d^3r' V_{\text{int}}(r - r')|\psi_0(r')|^2 \right] u(r) \]

(6a)

\[ + N \int d^3r' V_{\text{int}}(r - r') \psi_0^*(r') u(r') \psi_0(r) \]

\[ + N \int d^3r' V_{\text{int}}(r - r') \psi_0(r') v(r') \psi_0^*(r), \]

\[ \hbar \omega v(r) = \left[ H_0 - \mu + N \int d^3r' V_{\text{int}}(r - r')|\psi_0(r')|^2 \right] v(r) \]

(6b)

\[ + N \int d^3r' V_{\text{int}}(r - r') \psi_0(r') u(r') \psi_0^*(r) \]

\[ + N \int d^3r' V_{\text{int}}(r - r') \psi_0^*(r') v(r') \psi_0(r), \]

where \( H_0 = -\frac{\hbar^2}{2M} \Delta + \frac{\mu^2}{2\rho^2} \rho^2 + \lambda^2 z^2 \). Due to the cylindrical symmetry, we can make an ansatz for \( u(r) \) and \( v(r) \),

\[ u(r) = e^{im\phi} u(\rho, z), \quad v(r) = e^{im\phi} v(\rho, z), \]

(7)

where \( m \) is the usual quantum number of the projection of the angular momentum operator on the z axis. Since the Laplacian in cylindrical coordinates applied to the ansatz (7) yields

\[ \Delta e^{im\phi} u(\rho, z) = \left[ \Delta_{\rho, z} - \frac{m^2}{\rho^2} \right] e^{im\phi} u(\rho, z), \]

(8)

which only depends on \( |m| \), there is a degeneracy of the eigenmodes for \( |m| > 0 \). Thus, we can restrict ourselves to
solutions with $m \geq 0$. Another symmetry of the system is the reflection at the $z = 0$ plane ($z \rightarrow -z$). Therefore, the solutions can be described by the parity $\pi_z = \pm 1$ under this reflection. We denote the set of quantum numbers with $m^{\pi_z}$. There are always solutions of the BDGE for $\omega = 0$ and the trapping frequencies, which represent the gauge mode and the centre-of-mass oscillations [1, 4].

We solve the linear, nonlocal BDGE (6) by calculating the matrix elements of the right-hand side in coordinate representation by means of the Fourier–Hankel algorithm [15]. The lowest eigenvalues of the resulting high-dimensional matrix are then calculated using the Arnoldi iteration [19], implemented in the Fortran ARPACK routines [20].

The solutions of the BDGE (6) yield the frequencies and the shape of elementary oscillations of the condensates. But it may happen that the Bogoliubov spectrum of the ground state of a dipolar BEC contains imaginary frequencies [9], which correspond to dynamical instabilities. A small perturbation of the ground state then leads to an exponential decay. Note that the excitation spectrum may be influenced by quantum fluctuations not included in our approach, especially for strong DDI [21, 22].

We calculated the ground states and Bogoliubov spectra for a BEC with an attractive short-range interaction (SRI) only ($D = 0$) and a trap aspect ratio of $\lambda = \sqrt{8}$, and for a dipolar BEC with $\lambda = 7$ and $D = 30$, for which it was shown that the structured ground state changes its stability in a pitchfork bifurcation [8] at the scattering length $Na/a_{ho} \approx -0.215$. The structured ground states, where the maximum of particle density lies away from the centre, appear in isolated regions in parameter space with $\lambda = 7, 11, 15, \ldots$ [6]. For our choice of parameters, $\lambda = 7$ and $D = 30$, the ground state assumes a biconcave structure for the scattering lengths $-0.546 \lesssim Na/a_{ho} \lesssim 1.4$.

For both systems, ground states only exist for scattering lengths larger than the critical scattering length, $a \geq a_{crit}$. For the condensate with SRI, the critical scattering length is given by $Na_{crit}/a_{ho} \approx -0.457$. BECs at small negative scattering lengths may exist, since the kinetic energy compensates the attractive interaction and stabilizes the condensate. The critical scattering length was probed experimentally in a condensate of $^{85}$Rb, and significant deviations from the results of the GPE were measured [23], which may be explained by taking into account higher-order nonlinear effects [24]. The critical scattering length of a dipolar BEC considerably depends on the trap geometry, in our case ($\lambda = 7, D = 30$) its value is given by $Na_{crit}/a_{ho} \approx -0.546$. Good agreement between experiment and the results of the GPE was found [25].

Figure 1 shows the Bogoliubov spectra. Since both systems have already been considered in the literature, e.g., [26] for the BEC with SRI, and [15] for the dipolar BEC, we only give a short review. The spectrum of the BEC without LRI (figure 1(a)) can be understood by taking the limit

\[
\lim_{a \to 0} \frac{\omega_{ho, n, m}}{\omega_p} = 2n_p + |m| + \lambda n_z, \tag{9}
\]

where $n_p, z \in \mathbb{N}_0$ are the quantum numbers for excitations along the $\rho$ and $z$ direction, respectively. When decreasing the scattering length towards the critical value, below which no stationary solutions exist anymore, the frequencies vary slightly, which means that in this regime the dynamics is dominated by the external trap, and the interaction acts as a quasi perturbation. Just slightly above the critical point, the lowest mode with $m = 0$ drops to zero, which marks the global collapse of the condensate. The centre-of-mass oscillations, which constantly lie at the trapping frequencies, are represented by the lowest odd $m = 0$ mode ($\omega/\omega_p = \sqrt{8}$) and the lowest even $m = 1$ mode ($\omega/\omega_p = 1$).
The Bogoliubov spectrum of the dipolar condensate (figure 1(b)) indicates a stable condensate when the scattering length, which means that this mode dominates the collapse in the vicinity of the stationary solution.

The lowest modes for the angular momenta \( m = 1, \ldots, 5 \) are the first ones which turn unstable, and thus mark the local collapse to the trap centre [9]. In section 3 we discuss the dynamics of such a local collapse, with the result that an extended variational ansatz is necessary to describe the collapse. This is a unique feature of dipolar BECs and is related to the biconcave structure of the ground state occurring for specific trapping geometries [8, 9]. These instabilities are referred to as rotons, or, more specifically, as discrete ‘angular rotons’, since these excitations assume a shape with azimuthal \( z \)-dependence, which is fixed, and the identification of \( \chi \) with \( \psi \) leads to the necessary condition [29]

\[
K \hat{z} = -i \hbar,
\]

where the matrix \( K \) and the vector \( \hat{h} \) are defined by

\[
K_{ij} = \left( \frac{\partial \psi}{\partial z_i} \right) \left( \frac{\partial \psi}{\partial z_j} \right), \quad h_i = \left( \frac{\partial \psi}{\partial z_i} \right) \hat{H} \psi.
\]

The remaining task is to evaluate all integrals appearing in equation (14). Technical details are presented in appendix A.
Since the ground state in the GPE corresponds to a fixed point of the equations of motion (13), we can find the ground state of a system by a nonlinear root search, for which we require
\[ \dot{z}_i = \begin{cases} \mu & \text{for } z_i = r^k, \\ 0 & \text{else}, \end{cases} \] (15)
where \( \mu \) is the chemical potential.

Stability and excitations in the framework of the TDVP are given by the linearized equations of motion, for which one first needs to rewrite the complex equations of motion (13) into real ones by defining the new vector of variational parameters \( \tilde{z} \) as \( \tilde{z} = (\text{Re} z, \text{Im} z) \). The time dependence of a small perturbation \( \delta \tilde{z} \) is then given by \[ \delta \tilde{z}_j = \sum_j \frac{\partial \tilde{z}_j}{\partial \tilde{z}_i} \delta \tilde{z}_i = \sum_j J_{ij} \delta \tilde{z}_i, \] (16)
with the Jacobian \( J \) evaluated at the fixed point \( \tilde{z}_0 \). These linearized equations of motion are as usual solved by a harmonic time dependence of the perturbation
\[ \delta \tilde{z}(t) = e^{i \omega t} \delta \tilde{z}(0), \] (17)
which leads to the eigenvalue problem
\[ i \omega \delta \tilde{z}(0) = J \delta \tilde{z}(0). \] (18)
A real \( \omega \) belongs to an oscillatory motion, as for real eigenvalues \( \omega \) of the BDGE. The symmetry of the system, which leads to the quantum numbers \( m \) and \( \pi \), in the Bogoliubov spectrum, gives rise to a block structure of the Jacobian which is further explained in appendix B.

The eigenvalues of the Jacobian and the BDGE can be directly compared. But is there also a relationship between the eigenvalues of the Jacobian \( \delta \tilde{z} \) and the eigenfunctions of the BDGE \( \delta \psi \)? For a given eigenvector \( \delta \psi \), a wave function can be constructed by taking the difference of the excitation with variational parameters \( \tilde{z}_0 + \delta \tilde{z} \) and the wave function of the stationary solution with the parameters \( \tilde{z}_0 \),
\[ \delta \psi \left( \tilde{z}_0, \delta \tilde{z} \right) \equiv \psi \left( \tilde{z}_0 + \delta \tilde{z} \right) - \psi \left( \tilde{z}_0 \right). \] (19)
Since we are dealing with an excitation in the linear regime, one can Taylor expand the first summand in equation (19) to first order in \( \delta \tilde{z} \). This yields the function \[ \delta \psi = \delta \tilde{z} - \frac{\partial \psi}{\partial \tilde{z}} \bigg|_{z=\tilde{z}_0} \delta \tilde{z}, \] (20)
which is the scalar product of the eigenvector and the gradient of the wave function with respect to the variational parameters evaluated at the stationary solution. Thus, every eigenvector \( \delta \tilde{z} \) belongs uniquely to a function \( \delta \psi \).

As the Jacobian \( J \) is real and a stable mode is represented by an imaginary eigenvalue \( i \omega \), for every eigenvalue \( i \omega \) with \( \omega > 0 \) there is also an eigenvalue \( -i \omega \), therefore we can construct corresponding functions \( \delta \psi_+ \) and \( \delta \psi_- \) which evolve in time as \( \exp(i \omega t) \) and \( \exp(-i \omega t) \), respectively. They can be combined to the perturbation
\[ \delta \psi = \delta \psi_+ e^{-i \omega t} + \delta \psi_- e^{i \omega t}. \] (21)
Comparing this with the Bogoliubov ansatz from equation (5) leads to the relationship
\[ u \leftrightarrow \delta \psi_-, \quad v^\ast \leftrightarrow \delta \psi_+, \] (22)
which links the eigenvectors of the Jacobian with the eigenfunctions of the BDGE.
Figure 4. Comparison of both spectra as in figure 3, but here for a fixed scattering length of \( \frac{N a}{a_h} = -0.34 \) and angular momenta up to \( m = 6 \). The variational ansatz also works for these modes and can describe the lowest modes of the Bogoliubov spectrum, therefore we are able to establish a connection between both methods.

Figure 5. Comparison of the Bogoliubov spectrum for a dipolar BEC from figure 1(b) with the eigenvalues of the Jacobian obtained from the variational ansatz. The modes with even (a) and odd (b) parity in the stable regime with a scattering length \( \frac{N a}{a_h} \geq 0.34 \) are shown. Whereas the two lowest modes agree well for even parity, for odd parity the second lowest modes differ quite clearly, especially for higher angular momenta \( m \geq 2 \).

2.4. Results for the dipolar BEC

We now want to include the DDI in the calculations and especially verify if the extended variational ansatz can describe the stability change for higher angular momenta \( m > 0 \). We first investigate the eigenmodes in the stable regime with a scattering length \( \frac{N a}{a_h} \geq 5 \). Figure 5 shows the comparison of both spectra for the angular momenta \( m = 0, \ldots, 3 \). With six coupled Gaussians, the lowest modes of each angular momentum and parity (solid lines) are converged to their corresponding numerical frequencies (dotted lines). As in the case of the BEC without LRI, the centre-of-mass oscillations agree within numerical accuracy. For the modes with even parity, there is good agreement even for the second lowest modes, where the differences become larger for rising scattering length and angular momentum. In the case of odd parity, the deviations for the second lowest modes become quite large for \( m \geq 2 \), when the scattering length is large.

We have also investigated eigenmodes with an angular momentum up to \( m = 6 \) in the stable regime. Figure 6 shows the results for a fixed scattering length \( \frac{N a}{a_h} = 6 \). The variational ansatz can reproduce the lowest modes even for these angular momenta and, since the scattering length is not too large, also the second lowest modes. For the case \( m = 0 \), \( \pi_z = 1 \), we find the lowest three modes converged, and a good agreement of the fourth lowest mode. These investigations show that the variational ansatz (11) can also reproduce the full-numerical Bogoliubov spectrum, if only the lowest modes are compared.

We now investigate the interesting case of a small negative scattering length, where the Bogoliubov spectrum shows unstable roton modes for different angular momenta (see figure 2). We focus here on the case \( m = 3 \), which cannot be described by the ansatz of coupled Gaussians equation (10), hence the extended variational ansatz is necessary. Figure 7 shows the lowest modes with \( m = 3 \) obtained using different numbers of Gaussians (solid and dashed lines). For comparison the full-numerical results are also plotted (dotted line). We find that with an increasing number of coupled Gaussians the accuracy of the variational calculations increases gradually.

Another angular momenta show a similar behaviour, the convergence is in general better for lower angular momenta.
Thus we can conclude that the variational ansatz (11) can describe, though not quantitatively perfectly, the dynamical instabilities of the Bogoliubov spectrum for angular momenta $m > 0$.

It is known that at the critical scattering length below which no stationary solution exists anymore, an unstable collectively excited state emerges in a tangent bifurcation [3] in addition to the ground state (see the inset in figure 8). For condensates without DDI, this excited state is unstable with respect to an $m = 0$ excitation [3]. The variational approach offers the possibility to investigate this dipolar BEC state, which is not accessible to the full-numerical ITE method, and its collapse mechanism. Figure 8 shows the imaginary frequencies of the excited state obtained with $N_G = 5$ Gaussians. As both states merge at the critical scattering length, the same holds for the eigenfrequencies, and the excited state shares the instabilities of the ground state at the critical scattering length, except the additional $m = 0$ instability. In contrast to the case with SRI only or with monopolar LRI [4], the excited state of the dipolar BEC for the trapping frequencies is unlikely to collapse with $m = 0$ symmetry due to the additional instabilities for $m > 0$, which have a higher imaginary frequency and thus a larger collapse rate.

The $m = 5$ excitation in figure 8 changes its stability with increasing scattering length, in a similar way as the unstable modes of the ground state (see figure 7). Note, however, that this does not mean a global change of the stability due to the other unstable modes. The excited state stays unstable for all scattering lengths considered in our calculations.

2.5. Shape of Bogoliubov excitations

After linking the eigenvalues of the BDGE and the Jacobian of the time-dependent variational approach, we will check if there is also a direct correspondence between the eigenfunctions and eigenvectors of these two approaches. In section 2.2 we discussed how to construct the functions $\delta \psi_-$ and $\delta \psi_+$ from the eigenvectors and how they are related to the functions $u$ and $v$. For a better comparison of both methods, we use the usual normalization of the Bogoliubov functions $\int d^3r |u|^2 = \omega^2 |v|^2 = 1$ [1], and assume the same for the variational method, $\int d^3r \delta |\psi_+|^2 - |\delta \psi_-|^2 = 1$. We point out that in calculating $\delta \psi_\pm$, there is no ambiguity, except for a global phase, which we choose in such a way that the functions are real. Figure 9 shows the comparison of both methods for
agreement between the eigenfrequencies, only the asymptotic behaviour and the nodal structure can be described by the variational ansatz, even though there is at least qualitative agreement in those aspects.

The comparison of the eigenfunctions of the BDGE with those obtained from the eigenvectors of the Jacobian reveals very good agreement. This is remarkable, since both functions originate from quite different approaches of stability. The extended variational ansatz (11) cannot only quantitatively describe the frequencies of the lowest modes, but also the shape of the oscillations, even for angular momenta, which were not accessible by the variational approach without the extension.

3. Dynamics

The extended variational ansatz (11) was proposed to find a direct relationship between the eigenvalues of the Jacobian and the eigenfrequencies of the BDGE. We have derived the equations of motion using the TDVP to calculate the Jacobian. The equations of motion (13) are not only valid in the vicinity of a fixed point, but for all variational parameters for which the integrals in the equations of motion converge. Wilson et al [9] simulated the dynamical evolution of a collapse for a dipolar condensate with biconcave structure by reducing the scattering length below the critical value, which yields a symmetry breaking collapse (angular collapse) with \( m = 3 \) symmetry. Rau et al [3] simulated this scenario within the variational framework with an ansatz of coupled Gaussians. However, as mentioned in section 2.2, this ansatz cannot describe wave functions that exhibit the \( m = 3 \) symmetry. Motivated by these papers we will now integrate the equations of motion numerically with appropriate initial conditions to verify whether or not the extended variational ansatz is also applicable in calculating the dynamics of dipolar condensates and especially to describe the angular collapse for arbitrary angular momenta, which is caused by the roton instability (cf sections 2.1 and 2.4). To do so we only address the collapse of ground states with biconcave structure.

As a first example, we consider the system with \( N_G = 4 \) Gaussians and calculate the dynamics of an induced collapse by lowering the scattering length below the critical value. As an initial state for \( t = 0 \), we take the stable ground state for a scattering length of \( Na/\hbar = 6 \) and add a small perturbation for a specific angular momentum by changing the variational parameter \( a_{m,p=0}^{p=1} \) to a small value larger than zero, e.g., \( a_{m,p=0}^{p=1} = 2 \times 10^{-5} \), which is just a small perturbation of the ground state. We let the condensate evolve until \( t_{0.0} = 0.72 \), after which the scattering length is linearly ramped down until \( t_{0.0} = 10.8 \) to a value of \( Na/\hbar = -0.6 \), which is below the critical scattering length. The condensate then evolves at a fixed scattering length, until it collapses to a point, from where on no further integration is possible. We calculated this scenario for an initial \( m = 3 \) and \( m = 4 \) excitation, which cannot be described by the variational ansatz without the extension and thus is an advance as compared to previous calculations of a collapsing condensate within the variational framework [3].

For the second excitation with \( m = 3 \) we find small deviations, which is to be expected, since there are also deviations in the eigenfrequencies (cf figure 6). By comparing more eigenmodes we can conclude: the better the agreement of the eigenfunctions, the better the accordance of the frequencies also. For higher modes, where there is no quantitative

---

**Figure 9.** Radial dependence for the functions \( u, v \) and \( \delta \psi \), \( \delta \psi \) (red lines), respectively for different values of \( z \) (0 (blue crosses), 0.42\( a_0 \) (yellow squares), 0.84\( a_0 \) (green circles)), where \( N_G = 8 \). Gaussians have been used (see the text for the normalization). The first two excitations for the angular momenta \( m = 0, 3 \) and a fixed scattering length of \( Na/\hbar = 6 \) are shown. All functions are chosen to be real. There is very good agreement, only for the second \( m = 3 \) excitation are there small deviations.
Figure 10. Modulus squared $|\psi|^2$ of the wave function of the collapsing dipolar condensate in a cut through the $(z=0)$-plane. Bright (yellow) marks regions of high particle density, while dark (black) stands for low densities. For the calculations $N_G = 4$ Gaussians were used.

Figure 10 shows the resulting density of the collapsing condensate for both cases. For an initial $m = 3$ excitation, the collapsing cloud exhibits the clear shape with an $m = 3$ symmetry, the angular dependence is proportional to $\sin(3\phi)$. This result shows that the extended variational ansatz is not only able to describe the instability in the vicinity of the ground state, but also the nonlinear dynamics given by the equations of motion (13). If the initial state is perturbed by an $m = 4$ excitation, the resulting density distribution shows a superposition of several angular momenta. There are altogether four density peaks, of which two are significantly larger than the other two. The appearance of four peaks corresponds to an $m = 4$ symmetry, but the distribution of the particle density clearly belongs to $m = 2$. Of the two large peaks, one is slightly higher than the other one which indicates an $m = 1$ symmetry. The calculation shows that the different angular momenta do not evolve freely, but instead are coupled and influence each other. This is due to the nonlinearity of the GPE (1) which carries over to the equations of motion for the variational parameters.

There are many excitations one can add to the ground state as a perturbation. Above, we added specific eigenmodes to investigate the behaviour of the extended variational ansatz when considering the collapse dynamics. We now want to utilize a more physically motivated initial state. In [9] the authors added modes with weights determined by the Bose–Einstein distribution, which leads to

$$
\psi_0(\rho, z) + \sum_{n,m} \frac{\sqrt{n_h, n}}{N} e^{\frac{2\pi i n a}{h}} u_{n, m}(\rho, z) e^{im\phi} + v^*_{n, m}(\rho, z) e^{-im\phi},
$$

where $\psi_0$ is the ground state. The weight of each excitation, where $m$ is the angular momentum and $n$ summarizes the other quantum numbers, is given by

$$
n_{n,m} = (e^{b n a/h} - 1)^{-1}.
$$

Here, $\omega_{n,m}$ is the energy of each excitation, $k_B$ the Boltzmann constant and $T$ the temperature. The quantities $\alpha_{n,m}$ in equation (23) determine the initial phase of each excitation and are random numbers between 0 and 1. The overall factor $1/\sqrt{N}$, with $N$ the particle number, is necessary, since the wave function $\psi$ is normalized to unity instead of $N$.

We can now make use of the relationship between the eigenvectors of the Jacobian and the eigenfunctions of the BDGE (section 2.5) to prepare an initial state similar to that given by equation (23) within the variational framework, where instead of the functions, the eigenvectors of the variational parameters have to be added to the ground state vector. For the following calculations we simulate a condensate consisting of $N = 10000 52\text{Cr}$ atoms at a temperature of $T = 100 \text{ nK}$. We start with an initial wave function according to equation (23) and a scattering length of $N\alpha/n\hbar = 6$, which is ramped down to a value of $N\alpha/\hbar = -3$ over a time of $\Delta t_{\alpha} = 14.68$.

We performed several calculations with this scenario, for which the only differences are the initial phases $\alpha_{n,m}$. As the scattering length decreases the particle density establishes its biconcave structure, which is a typical feature of dipolar BECs [6–9]. If the scattering length further decreases, the critical value is reached and the atomic cloud starts to collapse to the region with the highest density, which is on a ring around the centre. Due to the initial excitations with angular momentum $m > 0$, which are now unstable, the symmetry is broken and several density peaks emerge. Figure 11 shows the density distribution of four different calculations shortly before collapse. Each condensate has three peaks located almost equidistantly on a ring. But the distribution along the ring differs: in figures 11(a) and (b) there are two large peaks

Figure 11. Particle densities of the collapsing cloud at $t_{\omega_p} = 12.384$ with high (low) density represented by bright (dark) regions. All calculations were performed with $N_G = 5$ Gaussians. The different random phases used to construct the initial state (see text) are the only differences in the four calculations. There are three density peaks each, but the overall rotation and the density distribution along the peaks are different.
and a smaller one, while in figures 11(c) and (d) it is the other way round. Additionally the initial phases determine the overall rotation of the collapsed condensate in the \((z = 0)\)-plane. We can conclude that both, the \(m = 2\) and \(m = 3\) modes, are responsible for the shape of the collapsed cloud, which corresponds to the numerical solution of the BDGE (see figure 2), in which both modes turn unstable almost simultaneously.

A question, which naturally arises, is how the number of Gaussians influences the dynamics calculation. We performed similar calculations with \(N_G = 4\) and \(N_G = 6\) Gaussians. With four Gaussians we find a different behaviour in that a collapse with \(m = 2\) symmetry is favoured. However, with six Gaussians almost the same results as in the case with five Gaussians are obtained. The only difference is the time taken before the condensate collapses, which is shorter with six Gaussians. This can be explained by the fact that the critical scattering length is shifted to a higher value and thus the critical point is reached earlier during the simulation. The eigenfrequencies with our Gaussian ansatz do not fully agree with the full-numerical results (cf section 2.4), however, we expect the variational results not to be completely converged with five or six Gaussians.

4. Conclusion and outlook

We presented an extended variational ansatz, which is specific to cylindrically symmetric systems and which can describe arbitrary angular momenta, and derived the equations of motion for the variational parameters using the TDVP. The eigenfrequencies of two different systems (without and with DDI) were calculated using the variational ansatz and compared with the direct solutions of the BDGE. We found a good agreement of the lowest-lying modes and could confirm the direct relationship of both methods. This extended our investigations of spherically symmetric systems [4] and we could show that this agreement is of generic type, independent of the symmetry and the interactions.

The roton instability of a pancake-shaped dipolar BEC was investigated using the extended ansatz. We could find instabilities for arbitrary values of the angular momenta, which is a great progress in comparison with the variational ansatz with coupled Gaussians without the extension. With more and more Gaussians we obtained gradually more accurate results within the variational framework. Thus, our variational method is a valid approximation to grid calculations.

We further constructed functions of the eigenvectors of the Jacobian and found that these functions agree very well with the solutions of the BDGE, as long as the corresponding eigenvalues agree. There is not only a direct link between the eigenfrequencies, but also between the eigenvectors and the eigenfunctions.

After considering the dynamics in the linear regime we directly integrated the nonlinear equations of motion and showed that our variational ansatz, assuming that the initial conditions and the scenario of the time-dependent scattering length are appropriately chosen, is capable of describing the angular collapse with arbitrary angular momenta. We used the relationship between the eigenfunctions of the Jacobian and the eigenfunctions of the BDGE to construct an initial state which corresponds to a condensate in thermal equilibrium within the mean field approximation, and simulated a realistic experiment of the angular collapse. We found that the random initial phase distribution strongly influences the shape of the collapsed atomic cloud, which makes the resulting shape of an experiment irreproducible.

Altogether it was shown that the extended variational ansatz is a significant progress compared to coupled Gaussians, and as yet unaccessible results could be obtained. Our ansatz is a valid alternative to calculate eigenfrequencies and shapes of elementary excitations, if the lowest eigenmodes of stable condensates are considered. The roton instabilities can be obtained, but we could not find good quantitative agreement, leaving our ansatz an approximation.

In future applications of the extended variational ansatz it would be possible to include the particle loss in the dynamics calculation, as the losses are necessary to accurately simulate a collapse scenario of a dipolar BEC [9, 31]. Furthermore, our ansatz is applicable to dipolar BECs in a one-dimensional optical lattice [32–34] to calculate the ground state, stability, excitations and the dynamics. The direct relationship between the eigenvectors of the Jacobian and the eigenfunctions of the BDGE allows several applications of the variational approach, e.g. to describe a BEC at finite temperature, where a self-consistent solution of the GPE and BDGE is necessary [35].
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Appendix A. Calculation of the integrals for the variational ansatz

This appendix is dedicated to the integrals necessary for the matrix \(K\) and the vector \(h\), which are defined by

\[
K_{ij} = \left\langle \frac{\partial \hat{\psi}}{\partial z_i} \right| \frac{\partial \hat{\psi}}{\partial z_j} \right\rangle = \int d^3r \left( \frac{\partial \hat{\psi}}{\partial z_i}(r) \right)^* \frac{\partial \hat{\psi}}{\partial z_j}(r), \tag{A.1a}
\]

\[
h_i = \left\langle \frac{\partial \hat{\psi}}{\partial z_i} \right| \hat{H}_\psi \right\rangle = \int d^3r \left( \frac{\partial \hat{\psi}}{\partial z_i}(r) \right)^* \hat{H}_\psi(r), \tag{A.1b}
\]

to set up the equations of motion (13) of the variational ansatz (11) via the time-dependent variational principle. We write the variational ansatz in the form

\[
\psi = \sum_{k=1}^{N_G} \sum_{m} \sum_{p=0,1} d_m^k \rho_{m1} e^{im\phi} e^{-\kappa_1 z - \kappa_2 z^2 - \kappa_3 z^3 - \kappa_4 z^4}, \tag{A.2}
\]

where \(d_{0,0}^k \equiv 1\) and \(d_{0,1}^k \equiv 0\) are no variational parameters, but constants. We further introduce the abbreviations

\[
\langle z_i | z_j \rangle = \left\langle \frac{\partial \hat{\psi}}{\partial z_i} \right| \frac{\partial \hat{\psi}}{\partial z_j} \right\rangle, \quad \langle z_i | X \hat{\psi} \rangle = \left\langle \frac{\partial \hat{\psi}}{\partial z_i} | X \hat{\psi} \right\rangle \tag{A.3}
\]

for the matrix elements, where \(X\) is an operator of the mean field Hamiltonian \(H = T + V_{ext} + \Phi_q + \Phi_V\) with the kinetic part, the external potential and the scattering and dipolar mean field potentials.
We do not give a detailed way on how to calculate all necessary integrals, nor do we present all results. We rather want to sketch the calculations and give results of some examples. For all details we refer to the master thesis of one of the authors [36].

A.1. Integrals of the K-matrix

Before giving the results, we define the abbreviations

\[ A_{\rho}^{k} \equiv A_{\rho}^{k} + (A_{\rho}^{k})^*, \quad A_{z}^{k} \equiv A_{z}^{k} + (A_{z}^{k})^*, \quad p_{\rho}^{k} \equiv p_{\rho}^{k} + (p_{\rho}^{k})^*, \quad \gamma^{k} \equiv \gamma^{k} + (\gamma^{k})^* \]  
(A.4)

and the basic integrals

\[ I^{k}(m, n) \equiv \int_{0}^{\infty} d\rho \rho^{2m-1} e^{-A_{\rho}^{k} \rho^2} \int_{0}^{\infty} dz z^m e^{-A_{z}^{k} z^2 - p_{\rho}^{k} z} e^{-\gamma^{k} z} \]  
\[ = e^{-\gamma^{k}} \Gamma(m) (2A_{\rho}^{k})^{1/2} I^{k}_{z}(n). \]  
(A.5)

The \( \rho \) integral can be identified with the gamma function by a simple substitution. The \( z \) integral is a Gaussian integral for \( n = 0 \), higher orders can be obtained by the recursion formula

\[ I^{k}_{z}(n + 1) = -\frac{\partial}{\partial p_{\rho}^{k}} I^{k}_{z}(n). \]  
(A.6)

The integrals of the matrix \( K \) then yield

\[ \langle d_{m_{2}, p_{2}}^{i} d_{m_{1}, p_{1}}^{i} \rangle = 2\pi \delta_{m_{1}, m_{2}} I^{k}(|m_{1}| + 1, p_{1} + p_{2}), \]  
(A.7a)

\[ \langle d_{m_{2}, p_{2}}^{i} A_{\rho}^{k} \rangle = -2\pi \sum_{p_{1}} I^{k}(|m_{2}| + 2, p_{1} + p_{2}), \]  
(A.7b)

\[ \langle d_{m_{2}, p_{2}}^{i} A_{z}^{k} \rangle = -2\pi \sum_{p_{1}} I^{k}(|m_{2}| + 1, p_{1} + p_{2} + 2), \]  
(A.7c)

\[ \langle d_{m_{2}, p_{2}}^{i} p_{\rho}^{k} \rangle = -2\pi \sum_{p_{1}} I^{k}(|m_{2}| + 1, p_{1} + p_{2} + 1), \]  
(A.7d)

\[ \langle d_{m_{2}, p_{2}}^{i} \gamma^{k} \rangle = -2\pi \sum_{p_{1}} I^{k}(|m_{2}| + 1, p_{1} + p_{2}). \]  
(A.7e)

The other integrals can similarly be expressed by equation (A.5).

A.2. Integrals of the kinetic term

For the integrals of the kinetic term, the action of the Laplacian on the variational ansatz is necessary. This is most easily evaluated in cylindrical coordinates. The integrals can then be expressed by equation (A.5). For the \( d \) parameters, e.g., one obtains

\[ \langle d_{m_{2}, p_{2}}^{i} \rangle = 2\pi \sum_{p_{1}} d_{m_{1}, p_{1}}^{k} \left\{ [4(|m_{2}| + 1)A_{\rho}^{k} + 2(2p_{1} + 1)A_{\rho}^{k} - (p_{\rho}^{k})^{2}] \times I^{k}(|m_{2}| + 1, p_{1} + p_{2}) + [2p_{1} p_{\rho}^{k}] I^{k}(|m_{2}| + 2, p_{2}) + [4p_{\rho}^{k} A_{\rho}^{k}] I^{k}(|m_{2}| + 2, p_{1} + p_{2} + 1) - [4A_{\rho}^{k} p_{\rho}^{k}] I^{k}(|m_{2}| + 2, p_{1} + p_{2} + 2) - [4A_{\rho}^{k}]^{2} I^{k}(|m_{2}| + 3, p_{1} + p_{2}) \right\}. \]  
(A.8)

A.3. Integrals of the trapping potential

The trapping potential is of the form \( V_{\text{ext}} = \frac{4}{3} \alpha_{p}^2 (\rho^2 + \lambda z^2) \). Thus, the corresponding integrals are easy to evaluate. As an example we obtain

\[ \langle d_{m_{2}, p_{2}}^{i} V_{\text{ext}} \rangle / \hbar \omega_{p} = \pi \sum_{k} \sum_{p_{1}} d_{m_{2}, p_{2}}^{k} \times (I^{k}(|m_{2}| + 2, p_{1} + p_{2} + 2) + \lambda^{2} I^{k}(|m_{2}| + 1, p_{1} + p_{2} + 2)). \]  
(A.9)

A.4. Integrals of the scattering interaction

The integrals for the interaction terms require some more attention. First an expression for the modulus squared wave function \( |\psi^{2}| \) is needed. This enters the integrals for the interaction potentials. The scattering interaction is easier to calculate, since this kind of interaction is local, in contrast to the DDI.

We further need new abbreviations, which depend on four indices and which are defined by

\[ A_{\rho}^{ijkl} \equiv A_{\rho}^{ij} + A_{\rho}^{kl}, \quad A_{z}^{ijkl} \equiv A_{z}^{ij} + A_{z}^{kl}, \quad p_{\rho}^{ijkl} \equiv p_{\rho}^{ij} + p_{\rho}^{kl}, \quad \gamma^{ijkl} \equiv \gamma^{ij} + \gamma^{kl}. \]  
(A.10)

The new basic integral, \( I^{ijkl}(m, n) \), can be obtained from the former one, equation (A.5), by substituting all indices \( k \) with \( ijk \). The scattering integral then reads

\[ \langle d_{m_{2}, p_{2}}^{i} \Phi \rangle / \hbar \omega_{p} = 8\pi \sum_{n \text{ho}} \sum_{i,j,k,m_{1},m_{2},m_{3},m_{4}} \sum_{p_{1},p_{2},p_{3},p_{4}} (d_{m_{2}, p_{2}}^{i} \gamma^{ijkl})^{*} d_{m_{1}, p_{1}}^{i} d_{m_{3}, p_{3}}^{i} d_{m_{4}, p_{4}} \times (|m_{1}| + |m_{2}| + |m_{3}| + |m_{4}| + 2, p_{1} + p_{2} + p_{3} + p_{4})^{2}. \]  
(A.11)

A.5. Integrals of the dipolar interaction

In order to calculate the integrals of the dipolar interaction, we first need the expression for the mean field potential \( \Phi_{d} \). This potential can be rewritten using Fourier transforms and the convolution theorem, which yields [37]

\[ \Phi_{d}(r) = F^{-1} \tilde{V}_{d}(k) \cdot \hat{n}(k), \]  
(A.12)

where the functions with tildes designate the Fourier transforms of the dipole potential and the particle density. The transform of the dipole potential is well known to be [37]

\[ \tilde{V}_{d}(k) / \hbar \omega_{p} = \frac{4\pi}{3} \left( \frac{k^2}{k_{0}^2} - 1 \right) D/N. \]  
(A.13)

Our next task is to calculate \( \hat{n}(k) \). Writing the square of the absolute value of the wave function with the given variational ansatz, one notices that the angular dependence is of the form \( \exp(i m \varphi) \) with some \( m \in \mathbb{Z} \). In [15] it was noted that the three-dimensional Fourier transform of such a function can be expressed as a one-dimensional Hankel transform for the \( \rho \) direction and a remaining one-dimensional Fourier
transform in the \( z \) direction. The Hankel transform brings in the Bessel function, and the integral can be worked out by Taylor expanding the Bessel function. The Fourier transform is a Gaussian integral with linear terms and variable powers of \( z \), for which an analytical expression can be found in established tables of integrals [38, equation 3.462.2].

In the original integral, \( \langle d|\Phi_0|^2 \rangle \), the integral over \( r \) is similar to the Fourier transform of \( |\psi|^2 \) and can easily be expressed in the same way, which yields the intermediate result

\[
\langle d|\Phi_0|^2 \rangle = \frac{1}{2\pi} \int \sum_{i,j,k} \sum_{m,m_1,m_2} \sum_{\rho_0} e^{-\gamma|\rho_j|} \times (d_{m_1\rho_0}^* d_{m_2\rho_0}^* - d_{m_2\rho_0}^* d_{m_1\rho_0}^*) \times \frac{1}{2^{m_1-m_2-m_3+m_4}} \frac{1}{2(m_1-m_2-m_3+m_4)} \times (A_{\rho_0}^{m_1m_2})_{-m_1-m_2} - (A_{\rho_0}^{m_1m_2})_{m_1-m_2} - 1 
\]

\[
\times (A_p^{m_1m_2})_{m_1-m_2} - (A_p^{m_1m_2})_{-m_1-m_2} - 1 
\]

\[
\times \sum_{\alpha=0}^\infty \sum_{\beta=0}^\infty \left( \frac{\mu_{m_1m_2}}{\alpha} \right) \left( \frac{\mu_{m_1m_2}}{\beta} \right) (4\Lambda^2)^{\rho_0} \times (-1)^{\mu_{m_1m_2} + \mu_{m_1m_2}} 
\]

\[
\times \left( -|m_1 - m_2| - \mu_{m_1m_2} \right) \mu_{m_1m_2} - u 
\]

\[
\times \left( -|m_1 - m_2| - \mu_{m_1m_2} \right) \mu_{m_1m_2} - u \times I_k, \tag{A.14}
\]

where we defined \( \sigma_m \equiv (\text{sign} \ m)^m \),

\[
\mu_{m_1m_2} = \begin{cases} 0 & \text{for sign } m_1 \neq \text{sign } m_2, \\ \min(|m_1|, |m_2|) & \text{otherwise,} \end{cases} \tag{A.15}
\]

and used the Pochhammer symbol \( (a)_n \), which is defined by

\[
(a)_n = a(a-1)(a-2) \cdots (a-n+1) / \Gamma(a+n+1). \tag{A.16}
\]

The remaining three-dimensional integral \( I_k \) reads

\[
I_k = \int d^3k e^{i(m_1x+m_2y-m_3z)}k_x e^{-k^2} \times (k^2)^{\rho_0} e^{-k^2} \times (k^2)^{\rho_0} \times (((p_1+p_2)k_z)^{\rho_0} + ((p_1+p_2)k_z)^{\rho_0} \tilde{V}_d(k), \tag{A.17}
\]

with the \( z \) integrals

\[
\tilde{P}_k^{\ell_1}(p) = \int_{-\infty}^{\infty} dz z^\ell e^{-|z|^2 - (p_1^2 + ikz)^2}, \tag{A.18a}
\]

\[
\tilde{P}_k^{\ell_1}(p) = \int_{-\infty}^{\infty} dz z^\ell e^{-|z|^2 - (p_1^2 + ikz)^2}, \tag{A.18b}
\]

which are evaluated in [38, equation 3.462.2]. The Fourier transform of the dipole potential consists of two parts, \( V_d = (4\pi k_e^2 k_e^2 - 4\pi/3)h_o D/N \equiv V_d^1 + V_d^2 \). The integral of \( I_k \) containing \( V_d \) is equivalent to the integrals of the scattering interaction, and requires no further attention. The part of \( I_k \) with \( V_d^1 \), which we denote by \( I_{k1} \), can be rewritten to

\[
I_{k1}/h_o = 4\pi^2 (D/N) \delta_{m_1+m_2+m_3+m_4} n^1 (\alpha_{r}^{\pm 1})^n \int_{1}^{\infty} dt (-t^{m_1+m_2+m_3+m_4}) \times \int_{-\infty}^{\infty} dk_k e^{-(t-1)\alpha_{r}^{\pm 1} \tilde{k}_k^2} \tilde{P}_k^{\ell_1}(p_1 + p_2) \tilde{P}_k^{\ell_1}(p_3 + p_4). \tag{A.19}
\]

\[2\] The Fourier transform of \( V_d \) is \( 4\pi Na_o h_o (p) \) is \( 4\pi Na_o h_o \), and thus proportional to \( V_d \). This means that the whole integral of this part is equivalent to the integrals of the scattering interaction.

The \( k_z \) integral is of Gaussian type, and similar to \( \tilde{P}_k^{\ell_1}(p) \). The remaining \( t \) integral can be expressed by the hypergeometric function \( \tilde{F}_1 \) [39], assuming all parameters \( p_k^2 \) are zero. In the general case, the \( t \) integral can be efficiently evaluated using a Taylor series.

**Appendix B. Structure of the Jacobian**

The solutions of the BDGE (6) can be classified by the quantum numbers \( m \) and \( \pi_\tau \), which express the symmetries of the system. Applying the TDVP and linearizing the equations of motion yields an alternative description of linear oscillations and stability, in which the Jacobian \( J \) plays a central role. The Jacobian, similar to the BDGE, also express the symmetries of the system and the quantum numbers, in that it assumes a block structure, which can in general be written as

\[
J = \begin{pmatrix} \tilde{J}_{00}^{-1} & \tilde{J}_{01}^{-1} & \tilde{J}_{10}^{-1} & \tilde{J}_{11}^{-1} & \cdots \end{pmatrix}, \tag{B.1}
\]

where \( \tilde{J}_{\pm m} \) is the submatrix belonging to the angular momenta \( \pm m \) and the parity \( \pi_\tau \). This block structure allows one to set up and diagonalize the Jacobian for each \( m \) and \( \pi_\tau \) individually, analogously to solving the BDGE. The only difference is that in the Jacobian the angular momenta \( m \) and \( -m \) are coupled, which is due to the coupling of those angular momenta in the integrals necessary for the equations of motion (cf appendix A).

A simple example, which shows that the coupling may not be neglected, is the submatrix of the \( m = \pm 1, \pi_\tau = 1 \) Jacobian obtained with the \( N_a = 1 \) Gaussian, for a dipolar BEC with \( \lambda = 7 \) and \( D = 30 \)

\[
\begin{pmatrix} 0 & -2.5936 & 0 & -2.3931 \\ 2.5936 & 0 & 2.3931 & 0 \\ -2.3931 & 0 & 2.5936 & 0 \\ -2.5936 & 0 & 2.5936 & 0 \end{pmatrix} \tag{B.2}
\]

where the variational parameters are ordered as \( \tilde{z} = (\text{Re} \phi_{0,1,0,1,0}, \text{Im} \phi_{0,1,0,1,0}, \text{Re} \phi_{1,0,1,0,1}, \text{Im} \phi_{1,0,1,0,1}) \) for a scattering length of \( N_a/a_o = 6 \). The eigenvalues of the matrix (B.2) are \((+i\omega_\rho, +i\omega_\rho, -i\omega_\rho, -i\omega_\rho)\). The eigenvectors of the eigenvalue \(+i\omega_\rho\) can then be combined to an eigenvector belonging to \( m = 1 \) and another eigenvector for \( m = -1 \), the same holds for the eigenvalue \(-i\omega_\rho\). In general, for an arbitrary number of Gaussians and angular momenta, by taking appropriate linear combinations of the eigenvectors, eigenvectors belonging to a specific angular momentum \( +m \) or \(-m \) can be obtained.
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