Numerical simulation of the magnetization of high-temperature superconductors: a 3D finite element method using a single time-step iteration
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Abstract

In this paper, we report progress towards a 3D finite element model for the magnetization of a high-temperature superconductor (HTS): we suggest a method that takes into account a power law conductivity and demagnetization effects, while neglecting the effects associated with currents that are not perpendicular to the local magnetic induction. We consider samples that are subjected to a uniform magnetic field varying linearly with time. Their magnetization is calculated by means of a weak formulation in the magnetostatic approximation of the Maxwell equations (A–φ formulation). An implicit method is used for the temporal resolution (backward Euler scheme) and is solved with the open source solver GetDP. Fixed point iterations are used to deal with the power law conductivity of HTS. The finite element formulation is validated for an HTS tube with large $n$ value by comparing with results obtained with other well-established methods. We show that carrying out the calculations with a single time-step (as opposed to many small time-steps) produces results with excellent accuracy in a drastically reduced simulation time. The numerical method is extended to the study of the trapped magnetization of cylinders that are drilled with different arrays of columnar holes arranged parallel to the cylinder axis.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Bulk high-temperature superconductors (HTS) have become increasingly attractive for use as efficient magnetic shields [1] or as powerful trapped flux magnets [2, 3]. Highly sensitive magnetic measurement systems, such as in a biomagnetic imaging device, need efficient magnetic shields to reduce the effects of the external magnetic disturbances [4–6]. Powerful magnets are required in magnetic bearing systems, where they produce large levitation forces [7, 8], or in rotating machines, where they produce a large torque on the shaft [9–11].

The performances of HTS trapped field magnets are limited by three main factors: (i) the critical current density in the sample, $J_c$, which determines the maximum trapped magnetic field; (ii) the strength of the mechanical stresses, which arise from strong Lorentz forces and may result in cracks in the sample, and (iii) the heat exchange rate with the cryogenic fluid, which when too low may lead to significant
temperature rises if the sample is subjected to a variable magnetic flux, as is the case in rotating machines [12].

In order to improve the performances of HTS magnets, attention has recently turned to bulk samples in which an array of parallel columnar holes is drilled along the c-axis [13–15]. The hole array enables one to obtain a better oxygen annealing [16]—and therefore to increase $J_c$, to perform a more efficient cooling [17], or to reinforce mechanically the sample by injecting a resin [3, 15]. On the other hand, the holes also block the current streamlines—

which have to flow around them—and, as a result, degrade the magnetic properties of the sample. In a previous work [18], the Bean critical state model was used for calculating the first magnetization of drilled cylinders of infinite extension as a function of their hole pattern. It was shown that the penetration of the magnetic flux in a given hole generated a discontinuity in the flux distribution ahead of that hole. The trapped magnetic flux could then be increased by placing the holes on the discontinuity lines (i.e. lines where the current flow abruptly changes its direction due to the presence of a hole) of their direct neighbors, as this arrangement limited the perturbation by an individual hole of the overall flux distribution.

This study was applied to samples of infinite extension and thus neglected demagnetization effects. To pursue the study and compare with experimental results, work is needed to model the three-dimensional distribution of the magnetic flux while taking due account of the presence of the holes, the actual path followed by the current lines and the resulting demagnetization effects.

Calculating a three-dimensional magnetic field distribution in HTS is notoriously difficult [19, 20]. In the limit of strong pinning, the magnetic flux distribution can be described with the concept of the critical state, introduced by Bean [21]. The critical state is characterized by a current density with a constant magnitude that flows perpendicular to the local flux density lines, since the magnetic force exerted on the vortices only depends on that component [20]. For a series of geometric configurations with a high level of symmetry, e.g. a cylinder subjected to an applied field with an axial symmetry, the current density is known to be everywhere perpendicular to the magnetic field and the critical state can be simply determined [21, 22]. However, for an arbitrary configuration where either the sample or the source of the field has no particular symmetry, the critical state model must be modified in order to properly describe the time evolution of the component of the current density that is parallel to the local magnetic field [20]. Moreover, the finite resistivity effects associated with a finite flux creep exponent, $n$, must also be taken into account, particularly at the temperature of liquid nitrogen (77 K) [23–25].

To our knowledge, in the FEM suggested so far, the computation time-step was chosen much smaller than the timescale characterizing the simulated external excitation. Such a choice can, however, be largely improved in the (present) case of an excitation varying linearly with time. Our argument is twofold. First, from the point of view of the physics involved, one knows that the vortex motion and flux creep are strongly reduced as the pinning becomes stronger or the temperature fluctuations become weaker. Thus, for large $n$, the motion of vortices can only be induced by applying an external flux variation, so that the time behavior of the magnetic response is expected to be mainly dictated by the excitation sweep rate, not by creep effects. The second part of our argument stems from the numerics involved. We solve a time-differential equation of the form $\frac{du}{dt} = g(u)$ with the backward Euler scheme [37]. The temporal derivative at time $t$ is approximated at first order, yielding the implicit equation

$$\frac{u_t - u_{t-\Delta t}}{\Delta t} = g(u_t).$$

Such a scheme has been shown to yield a truncation error proportional to the second time derivative, $e_t \approx \frac{\partial^2 u}{\partial t^2} \Delta t^2 + O(\Delta t^3)$ [37]. Again, in the limit of large $n$ and with an external field applied as a ramp, we expect the second time derivative of the magnetic field to be small, as its timescale is dictated by that of the excitation, which varies here linearly with time.
These arguments suggest that larger $\Delta t$ can be used and, in the extreme case, a single time-step might be used.

This paper addresses the questions of the accuracy and the convergence of a single time-step method that is suitable for a 3D model of HTS. For this purpose, we use a finite element formulation implemented in the open source numerical solver GetDP [38, 39]. The rest of this paper is organized as follows: in section 2, we describe and motivate the choice of an $A$–$\phi$ formulation. In section 3, we describe the implementation of this formulation into GetDP and validate it in section 4, where comparisons are made with the Bean model in the case of an HTS tube with an infinite height (2D geometry), and with the Green’s function method [19] in the case of a tube of finite height (3D geometry). In particular, we analyze the validity of the single time-step method as a function of the value of the exponent $n$ and the ramping rate of the applied field. In section 5, we apply the FEM for calculating the trapped magnetic flux density in drilled HTS cylinders with a finite height, for four different periodical arrangements of the columnar holes. We then conclude in section 6.

2. Finite element $A$–$\phi$ formulation

The description of the magnetic field penetration in HTS is based on the magneto-quasistatic approximation of the Maxwell equations [40]. The HTS conductivity is given by equation (1) and the lower critical field, $H_{cl}$, is neglected against the applied field, so that the material follows the constitutive law, $\mathbf{B} = \mu_0 \mathbf{H}$. We introduce the vector potential $\mathbf{A}$ and the scalar potential $\phi$, through

$$\mathbf{B} = \mathbf{B}_{\text{self}} + \mathbf{B}_a(t) e_z = \nabla \times \mathbf{A} + \nabla \times \mathbf{A}_a,$$

$$\mathbf{E} = -\frac{\partial \mathbf{A}}{\partial t} - \frac{\partial \mathbf{A}_a}{\partial t} - \nabla \phi,$$

where the magnetic flux density is split into two contributions: the uniform applied magnetic flux density, $\mathbf{B}_a(t) e_z$, which points along the $z$ axis and varies linearly with time as $\mathbf{B}_a(t) = \dot{B}_a t$, and the reaction magnetic flux density, $\mathbf{B}_{\text{self}}$, which is produced by the currents induced in the HTS. In cylindrical coordinates, the vector potential corresponding to the uniform applied magnetic flux density is given by $\mathbf{A}_a = -r/2 B_a(t) e_\theta$ and we have $\partial \mathbf{A}_a / \partial t = -r/2 B_a \dot{e}_\theta$. The introduction of the potentials $\mathbf{A}$ and $\phi$ into the magneto-quasistatic Maxwell equations leads to two coupled equations:

$$\nabla \times \nabla \times \mathbf{A} = \mu_0 \sigma(\mathbf{A}, \phi) \left( -\dot{\mathbf{A}} + \dot{\mathbf{A}}_a - \nabla \phi \right),$$

$$\nabla \cdot \left\{ \sigma(\mathbf{A}, \phi) \left( -\dot{\mathbf{A}} + \dot{\mathbf{A}}_a - \nabla \phi \right) \right\} = 0,$$

where the electrical conductivity $\sigma$ is calculated from the power law (1) as $\sigma = J_c / E_c^{(1/n)} E^{(1-(1-n)/n)}$. These equations are sufficient to describe the electromagnetic behavior of HTS in the $A$–$\phi$ formulation [30, 41]. The choice of this particular formulation is motivated by the fact that it yields a divergence-free magnetic flux density, which is the quantity that is directly available in experiment. The Dirichlet boundary conditions on $\mathbf{A}$ and $\phi$ are imposed on the outer surface of a circular shell (in 2D geometry) or a spherical shell (in 3D geometry), whose external surface in both cases is sent to infinity by a Jacobian minimization method, which yields

$$\left\{ \nabla \times \mathbf{A}_{\text{ref}}, \nabla \times \mathbf{A}_j \right\} = \left\{ (\mathbf{B}_{\text{ref}} \times \hat{n}, \mathbf{A}_j) \right\} - \mu_0 \left\{ (\mathbf{A} + \dot{\mathbf{A}}_a + \nabla \phi), \mathbf{A}_j \right\} = 0,$$  

$$\left\{ (\sigma \dot{\mathbf{A}}, \nabla \phi_j) + (\sigma \dot{\mathbf{A}}_a, \nabla \phi_j) + (\sigma \nabla \phi, \nabla \phi_j) \right\} - \left\{ (\mathbf{n}, \mathbf{E}, \phi_j) \right\} = 0,$$

where $A_i$ and $\phi_j$ are basis functions that are known a priori, the notation $(u, v)$ corresponds to the volume integral $\int_\Omega u v \, d\mathbf{V}$ over the volume $\Omega$ and $\langle u, v \rangle$ stands for the surface integral $\int_{\partial \Omega} u v \, d\mathbf{C}$. Surface terms are used for imposing Neumann boundary conditions when appropriate.

In the $A$–$\phi$ formulation, unlike equations (7)–(8) that are solved in terms of minimizing their residuals, the equation $\nabla \times \mathbf{A} = \mathbf{B}$ must be locally satisfied everywhere. In particular, the tangential component of $\mathbf{A}$, and hence the normal component of $\mathbf{B}$, must be continuous across adjacent elements. This requirement leads us to define the vector potential using a basis of first-order edge functions $\mathbf{A}_i$ [43], such that $\mathbf{A} = \sum_i a_i \mathbf{A}_i$, the coefficient $a_i$ being unknown. Similarly, the scalar potential $\phi$ is expanded as $\phi = \sum_i b_i \phi_i$, where $\phi_i$ are first-order nodal functions for ensuring the continuity of $\phi$ across adjacent meshes. A spanning tree technique is used to gauge the vector potential, so as to guarantee its uniqueness [43, 44].

3. Computation of the finite element model

The weak formulation (7), (8) is implemented in the open source solver for discrete problems, GetDP [38, 39]. GetDP presents two major advantages over commercial finite element software: it is available free of charge and it offers a large choice of numerical methods to be implemented with full control of the inherent parameters.

As stated in the introduction, we use a step-by-step temporal resolution with a backward Euler scheme, which has a good stability and a high convergence rate even with very large time-steps [37]. The convergence and the stability of this method has already been demonstrated in the context of HTS in the case of an $E$ formulation [45]. In our formulation, the implicit resolution required at each step generates a system of equations which are nonlinear, because of the conductivity law of equation (1). This nonlinearity is treated with a fixed point iteration technique [46], which consists of updating at each time-step the value of the unknowns appearing in the nonlinear terms of equations (7)–(8) with the solution found at the previous iteration. The loop is run until the relative difference between two consecutive solutions, $e_n$, is smaller than a predefined criterion, taken empirically here as $e_n < 2 \times 10^{-3}$. Figure 1 schematically represents the sequence of operations to be executed during a given time-step.

The fixed point iteration does not require the calculation of the Jacobian of the functions (7)–(8), which may lead to modifying the power law conductivity $\sigma (E)$ because of infinite derivatives when $E = 0$ [47]. While the Newton–Raphson
scheme might lead to a faster convergence, the implementation of the fixed point method is much easier and does not require an excessive number of iterations (on average, there have been 10 nonlinear iterations per time-step).

In the following, we will compare two different choices for the time integration of the field from instant ‘zero’ to a predetermined instant, \( t_1 \); in the first choice, the integration is carried out in a succession of small time-steps of duration \( \Delta t \ll t_1 \); in the second choice, the equations are iterated in a single time-step, with \( \Delta t = t_1 \). These two choices will be compared in a number of situations.

### 4. Simulation of the magnetization of an HTS tube

We first apply the FEM to the calculation of the magnetization of an HTS tube subjected to an axial field, in both limits of infinite and finite height. These are geometries for which the current density is everywhere perpendicular to the local magnetic field and solutions are known from other methods. The goal of this section is to compare the FEM to these other methods to validate our approach.

The high level of symmetry in each geometry allows us in principle to reduce the mesh dimension. However, we deliberately choose not to exploit symmetry to construct the mesh, so as to use the weak formulation (7)–(8) without simplification since that formulation will be used later in geometries having no such symmetry. Thus, for the case of a tube of infinite extension, we use a 2D mesh of the cross section, while for the case of a tube with a finite height, we use a 3D mesh. The FEM results are compared with the predictions of the Bean model in the case of infinitely long tubes and to the results of the Green’s function of Brandt [19] in the case of tubes with a finite height.

#### 4.1. Tube of infinite extension (2D geometry)

Consider first a superconducting tube of infinite height subjected to a uniform magnetic field applied parallel to its axis, as a ramp. The tube has an external radius \( a = 10 \text{ mm} \) and an internal radius \( b = 5 \text{ mm} \). The exponent \( n \) is assumed to be infinite. Under this hypothesis, the Bean model [21] applies and predicts that the magnetic flux density decreases linearly inside the wall and is constant inside the hole.

As explained in section 1, the power law conductivity (1) is asymptotically equivalent to the Bean model when \( n \to \infty \). From a practical point of view, it has been shown in [48] that the use of the power law with an exponent of \( n = 100 \) and with a sweep rate of \( B_2 = 10 \text{ mT s}^{-1} \) yields an accurate approximation of the Bean model. In this section, we choose those parameter values in order to compare the results of the finite element model to analytical expressions of the Bean critical state. The critical current density \( J_c \) is assumed to be independent of the magnetic flux density\(^5\) and has a value of \( J_c = 2 \times 10^{10} \text{ A m}^{-2} \). The critical electric field \( E_c \) is taken to be \( E_c = 10^{-4} \text{ V m}^{-1} \). The theoretical penetration field of the tube \( H_p \), is given by \( H_p = J_c (b - a) = 10^9 \text{ A m}^{-1} \), which corresponds to a flux density, \( \mu_0 H_p = 125.6 \text{ mT} \).

In figure 2(a), the magnetic field profile is plotted along the diameter of the tube for an external induction \( B_a = 10, 50, 100, 150 \) and \( 200 \text{ mT} \). FEM simulations are run with different choices of time-steps: dashed lines show the results of simulations with multiple small time-steps \( \Delta t = 1 \text{ s} \), stopping at either \( t_1 = 1, 5, 10, 15 \) and \( 20 \text{ s} \); solid lines show results from single time-step simulations, where \( \Delta t = t_1 \) is fixed to either 1, 5, 10, 15 or 20 s. It can be observed that in each case the profile of the magnetic field in the superconductor is linear. It closely follows the result of the Bean model:

\[
B_{\text{Bean}} = \begin{cases} 
B_a - \mu_0 J_c (a - r) & b \leq r \leq a, \\
B_a - \mu_0 J_c (a - b) & 0 < r < b.
\end{cases}
\]

To further quantify the results, we define the average deviation from the Bean model as

\[
\bar{\Delta B} = \frac{1}{2a} \int_{-a}^{a} |B_{\text{FEM}} - B_{\text{Bean}}| \, dr,
\]

where \( B_{\text{FEM}} \) stands for the FEM results. Figure 2(b) shows the average deviation in the FEM method using a single time-step (filled circles) and in that using multiple time-steps (open squares). Both methods produce almost the same deviation as long as the magnetic field has not fully penetrated the wall of the tube, or for \( B_a < 120 \text{ mT} \). For \( B_a > 120 \text{ mT} \), the deviation obtained with the multiple time-step approach first increases abruptly and then has a value around 3 mT. The single time-step method, on the other hand, leads to a deviation which peaks at about 2.5 mT at \( B_a = 130 \text{ mT} \) and then decreases at larger fields to be less than 2 mT at \( B_a = 200 \text{ mT} \).

Overall, the single time-step method, as well as the multiple time-step one, gives a solution which is close to the Bean prediction, with a relative difference that stays below 5%. However, the single time-step result is computed in a relatively short calculation time with respect to a multiple time-step method. For example, the 20 simulations of figure 2(b) take less than half a day on a dual-core 2.8 GHz processor with 2 GB of memory, whereas the multiple time-step approach with \( \Delta t = 1 \text{ s} \) takes almost 3 days on the same computer.

\(^5\) Note that a model with field-dependent \( J_c \) can easily be implemented in GetDP.
Figure 2. (a) Profile of the magnetic flux density along the tube diameter, as calculated with the FEM with a single time-step (solid lines) and with multiple time-steps $\Delta t = 1$ s (dashed lines). The exponent $n$ is chosen large (here $n = 100$) so as to approach the critical state. The magnetic flux density is applied with a constant sweep rate of $10$ mT s$^{-1}$. The profiles are shown for $B_a = 10, 50, 100, 150$ and $200$ mT. (b) Average deviation $\Delta \bar{B}$ from the Bean model, as a function of $B_a$, for the single time-step method (circles) and for the multiple time-step method (squares).

Figure 3. Sketch of the HTS tube. The outer radius is 10 mm, the inner radius is 5 mm and the height is 8 mm. The arrows indicate different scan directions for plotting the magnetic flux profile. The external field is applied at a constant rate $\dot{B}_a = 10$ mT s$^{-1}$ and rises up to $B_a = 200$ mT. The flux penetration problem is either solved with the FEM single time-step method (gray solid lines and $\Delta t = 20$ s), or with Brandt’s method with multiple time-steps (black dashed lines and $\Delta t = 5 \times 10^{-4}$ s), both assuming $n = 100$.

4.2. Tube of finite extension (3D geometry)

We now turn to the case of a superconducting tube of finite height subjected to a uniform axial field. The tube has an external radius of 10 mm, an internal radius of 5 mm (see figure 3) and a height of 8 mm. The external field is applied at a constant rate $\dot{B}_a = 10$ mT s$^{-1}$ and rises up to $B_a = 200$ mT. Here again, we assume $n = 100$. The critical current density, $J_c$ and the critical electric field, $E_c$ have the same values as for the tube with an infinite height.

The FEM approach is carried on a 3D mesh with a single time-step method ($\Delta t = 20$ s). Only half of the tube is actually meshed, and vanishing conditions on the tangential component of $B$ are imposed in the median plane. The FEM results are compared with those of the Green’s function method of Brandt [1, 19], which in this geometry is based on a 2D kernel. The time-step is fixed at $5 \times 10^{-4}$ s to ensure convergence.

The $z$ component of the magnetic flux density is probed along three different directions (see figure 3: (a) the tube axis, (b) a diameter at the top surface and (c) a diameter on the
a 2D axisymmetric meshing is used for Brandt’s method, because a 3D meshing is used for the FEM. Density calculated at the center of the cylinder, $B_z$, is the external field applied with a ramp of constant rate $B_z = 10 \text{ mT s}^{-1}$ and increases up to 200 mT. FEM single time-step method is shown for different choices of the time-step: $\Delta t = 1, \ldots, 20 \text{ s}$. 

Figure 4. Magnetic flux density calculated at the center of an HTS tube with the FEM single time-step method (circles) and with the Green’s function method (dashed lines and $\Delta t = 5 \times 10^{-4} \text{ s}$). The external field is applied with a ramp of constant rate $B_z = 10 \text{ mT s}^{-1}$ and increases up to 200 mT. FEM single time-step method is shown for different choices of the time-step: $\Delta t = 1, \ldots, 20 \text{ s}$. 

Despite this observed difference, one can see that the results of the two methods are in good agreement. In particular, on the linescan along direction (c) (figure 3(c)), we observe a magnetic flux density on the outer wall of the tube that is slightly larger than $B_z = 200 \text{ mT}$. This is caused by the demagnetizing field, which was absent in the results of section 4.1. Inside the superconducting wall, the magnetic flux density decreases linearly; in the central part of the tube, it remains at a low level, but exhibits variations due again to the demagnetizing field. 

Figure 4 shows the $z$-component of the magnetic flux density calculated at the center of the cylinder, $B_{\text{center}}$, as a function of the external field $B_z$. The dashed lines show the results of the Green’s function approach. Circles show the FEM results in a single time-step approach, with different choices of the time-step ranging between $\Delta t = 1$ and 20 s. Here again, the agreement between the methods is excellent, demonstrating the relevance of a single time-step iteration in an FEM approach. 

The total calculation time for obtaining the results of figure 4 is larger for the 3D FEM method than for Brandt’s method, because a 3D meshing is used for the FEM and a 2D axisymmetric meshing is used for Brandt’s method. However, we remind the reader that the purpose of this section was to evaluate the accuracy of the 3D FEM in a case where comparisons could be made with existing methods, while keeping the method explicitly 3D. We could, of course, optimize the FEM code for this particular case by taking a 2D meshing.

4.3. Domain of validity of the single time-step method

We have seen in sections 4.1 and 4.2 that the FEM method with a single time-step produces accurate results in the large $n$ limit ($n = 100$). The purpose of this section is to analyze the accuracy of the method at lower $n$ values and establish its sensitivity to the sweep rate of the external field. Mastering these two factors is essential to make comparisons with experiments.

We estimate the error of the FEM single time-step method on the basis of the magnetic field produced at the center of the tube with a finite height (the tube considered in section 4.2). The external field is ramped with a fixed rate $B_z = 200 \text{ mT}$. The error is then evaluated as the absolute difference between the results of the FEM and the Green’s function methods. Figure 5 shows the error (in %) as a function of the sweep rate of the external field, $n$. The error remains small (below 2%) and is fairly independent of the sweep rate.

Figure 5. Difference between the magnetic flux density at the center of the HTS tube, as calculated by the FEM single time-step method and the Green’s function method (with multiple time-steps $\Delta t = 5 \times 10^{-4} \text{ s}$). The magnetic field is applied as a ramp with a sweep rate of 1 mT s$^{-1}$ (squares), 10 mT s$^{-1}$ (circles) and 100 mT s$^{-1}$ (triangles). The applied magnetic flux density is ramped up to $B_z = 200 \text{ mT}$. The exponent $n$ varies from 5 to 100.

We estimate the error of the FEM single time-step method on the basis of the magnetic field produced at the center of the tube with a finite height (the tube considered in section 4.2). The external field is ramped with a fixed rate $B_z = 200 \text{ mT}$. The error is then evaluated as the absolute difference between the results of the FEM and the Green’s function methods. Figure 5 shows the error (in %) as a function of the sweep rate of the external field, $n$. The error remains small (below 2%) and is fairly independent of the sweep rate. This limit practically corresponds to the critical state, which is uniquely determined by the external conditions and is independent of the sweep rate of the external field. Provided convergence is guaranteed, the FEM approach should thus produce the critical state solution. The opposite limit of low $n$ values shows a much larger sensitivity to the sweep rate.
and a larger spread in the error. Here, these results should be considered as qualitative only, as the Green’s function method itself has an error that grows in this limit, so that our estimate of the FEM error becomes questionable in this regime. For intermediate values of \( n \), the error remains low and weakly sensitive to the sweep rate, e.g. for the experimentally relevant value for melt-textured YBCO at 77 K, \( n = 20 \) [49], the error is below 3%. This demonstrates that the single time-step method is useful for simulating the magnetization of HTS with finite \( n \) values.

5. Magnetization of drilled cylinders

An extension of the single time-step method is presented in this section where we compare the magnetization of cylinders containing four different arrays of holes. In a previous work [18], the Bean critical state has been used to compare the magnetization of cylinders of infinite height with four different patterns of holes: the squared and the centered rectangular lattices having a translational symmetry, and the polar squared and polar triangular lattices with a rotational symmetry. It was found that the largest trapped magnetic flux is obtained with the polar triangular lattice. We now consider FEM calculations in order to take into account a finite \( n \) value and the demagnetization effects.

To this end, we consider cylinders (radius of 10 mm and height of 8 mm) that are drilled by the four lattices considered in [18]. The lattice parameters are chosen in such a way that the lateral surface of the cylindrical holes is kept constant \((50\pi \, \text{mm} \times h_{\text{cylinder}})\), so as to fix the total surface of heat exchange. The squared and the centered rectangular lattices each contain 25 holes with a radius of 1 mm. The polar lattices contain two layers of 10 holes with a radius of 1 mm and a central layer with 10 holes with a radius of 0.5 mm. The four samples are represented in figure 6(a).

In order to calculate the trapped magnetic flux, HTS samples are first magnetized by an external field varying linearly with time. A magnetic flux is then trapped in the sample when the external magnetic field returns to 0 mT. This magnetization process is calculated here in two time-steps: one for increasing the applied magnetic flux density to 600 mT with a constant sweep rate of 10 mT s\(^{-1}\) and a second one for decreasing it to 0 mT with the same sweep rate.

Figure 6(b) shows the trapped magnetic flux density profile along the cylinder diameter (see the black arrow in figure 6(a)). The dashed curve corresponds to the trapped flux profile in a cylinder having the same geometry and material parameters, but containing no hole. The flux profiles exhibit steps, resulting from the low number of meshing elements used in 3D simulations, as was already observed in section 4.2. It can be observed that the maximum trapped magnetic flux density is smaller in the drilled samples than in the bulk one.

Table 1 lists the values of the maximum trapped magnetic flux density in cylinders of finite height, as calculated in the top cross section (3D top) and in the median plane (3D center), and in cylinders of infinite height obtained in [18].

| Lattice Configuration       | 3D Top  | 3D Center | Infinite Height |
|-----------------------------|---------|-----------|-----------------|
| Polar triangular lattice    | 70.05   | 112.7     | 137.9           |
| Polar squared lattice       | 63.6    | 97.7      | 120.9           |
| Squared lattice             | 56.7    | 87.8      | 110.8           |
| Centered rectangular lattice| 50.6    | 76.4      | 101             |

It can be observed that the maximum trapped magnetic flux density is smaller in the drilled samples than in the bulk one.

Table 1 lists the values of the maximum trapped magnetic flux density in the top cross section and in the median plane, as well as the results obtained for infinite cylinders [18]. In all cases, the maximum trapped magnetic flux density is obtained with a polar triangular lattice, with a value higher by \( \approx 40\% \) with respect to that obtained in a centered rectangular lattice. This result is independent of the cross section where it is calculated and agrees with the theoretical predictions based on the Bean model [18]. The demagnetization effects only affect the values of the maximum trapped flux density that are smaller in the finite height samples than in the cylinders of infinite height with the same hole lattice.
6. Conclusions

Using the open source solver GetDP, we have implemented a 3D finite element A–φ formulation for the calculation of the magnetization of bulk HTS subjected to a ramp of magnetic field. The numerical method is based on a single time-step iteration that reduces drastically the total calculation time. By comparing it to the Bean model [21] in infinite tubes and to the Green’s function method [19] in tubes of finite height, we have shown that the FEM approach accurately describes the magnetic properties of superconductors with large n values. Although it neglects the effects associated with currents that are parallel to the magnetic field, this study makes progress towards a 3D model of HTS magnets that takes into account demagnetization effects and the influence of a finite n value.

As an extension of the FEM single time-step method, we have calculated the trapped magnetic flux in drilled cylinders of finite height. The numerical method uses only two time-steps: the first one during the ramping up of the applied field to \( H_{\text{max}} \) and the second one for the return of the external field to zero. Using this method, we have been able to extend a previous analysis for tubes of infinite extension to a full 3D geometry. These results confirm that the trapped magnetic flux is maximized by drilling the holes according to a polar triangular lattice.
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