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Abstract—In line with advances in recent years about realizing cryptographic functionalities in an information-theoretically secure way from physical phenomena and laws, we propose here to obtain useful tasks from the sole assumption of limited free energy. Specifically, based on that assumption — resulting in a setting loosely related to Maurer’s bounded-storage model — we derive protocols for unconditional proofs-of-thermodynamical-work, secret sharing of free energy, unforgeable money, and proofs-of-position. While our schemes can be considered classical and not quantum per se, they are resistant against both classes of adversaries.

Index Terms—information-theoretic cryptography, reversible computing, quantum information, interactive proofs, secret sharing, unforgeable money, position-based cryptography.

I. INTRODUCTION

A. Cryptographic assumptions

In all the different paradigms and frameworks considered in the history of cryptography, it has been an unshakeable constant that cryptographic security — be it secrecy, authenticity, or the possibility of cooperation without trust — is based on some ultimate assumption. This can be the availability of shared secret pieces of information, called keys, the hardness of certain computational problems with respect to classical or quantum Turing machines (or any other model of computation), or a physical phenomenon or law.

Generally, the underlying assumption translates to, or can be rephrased as, some sort of limitation on the adversary’s power and capabilities, e.g., in terms of her accessible information, computational resources, or memory space. Of particular interest is information-theoretic — as opposed to merely computational — security derived from physical effects and laws, such as noise in communication channels [1]–[4], the uncertainty principle of quantum physics [5], [6], Bell nonlocal correlations combined with the no-signalling principle of special relativity [7]–[9]; on top of that, the latter alone allows for bit commitment [10] — which is impossible to achieve from quantum physics only [11].

We propose in the present work to start from the sole assumption that the opponent’s accessible free energy is limited. We present protocols for cryptographic functionalities such as proofs-of-work, secret sharing of free energy, unforgeable money, and secure positioning.

B. The second law of thermodynamics

The second law of thermodynamics, in one of its formulations, states that in a closed system, entropy does not decrease (Boltzmann). This implies, in particular, that free energy cannot be created out of thin air, i.e., from one single heat bath (Kelvin). Equivalent to such traditional readings of the law is Landauer’s principle: The erasure of information has a thermodynamic price [12]–[15]. More specifically, it states that erasing \( N \) bits of information requires free energy of \( \Delta F = k_B T \ln 2 \cdot N \), which is then dissipated as heat into the environment in order to compensate for the entropy defect in the memory device linked to the information erasure. Assuming that a possible adversary’s access to free energy be limited then translates via Landauer’s principle to a limit on the opponent’s ability to access a memory initiated by the all-0-string (or any pure quantum state that acts as a reference); the overall memory capacity in turn need not be bounded in our model, which makes both players and adversaries stronger than in the well-studied “bounded-storage model” [16]–[22].

We propose here unconditional, i.e., information-theoretically secure, versions of prominent cryptographic functionalities such as unforgeable money and secure positioning, and we introduce natural tasks that we call proofs-of-thermodynamical-work and secret sharing of free energy.

C. The model

Each player (Alice, Bob, Prover, Verifier, etc.) is modeled as a powerful non-uniform quantum (or classical\(^2\)) circuit whose only restriction is its free-energy consumption. That is, it has unbounded computational power in the complexity sense and can act on arbitrarily large memories as long as it acts in a logically reversible manner (i.e., it can do any unitary operation in a thermodynamically reversible manner, so for free). One task that it cannot, however, do for free is, mainly, to erase arbitrarily large amounts of information (where erasure means a reset to the all-[0] ground state).

We consider two kinds of registers for these players — their sizes are defined asymptotically in some parameter \( n \).

1) A bounded memory to emulate the free-energy consumption of the player. This register initially contains

\(^1\)More precisely in the quantum case, \( N \) bits of max-entropy.

\(^2\)Here, \( k_B \) is Boltzmann’s constant and \( T \) is the absolute temperature of the environment.

\(^3\)Note that all of our protocols are classical in the sense that the honest players never need to make truly quantum operations (they can act as if all involved density matrices were diagonal). We use the quantum-information notation because our protocols are, however, resistant to quantum adversaries that can apply any unitary quantum operation. The security relies only on the fact common to both classical and quantum mechanics that their laws of motion are reversible — i.e., information is never lost.
a blank state (i.e., $|0\rangle^{\otimes f(n)}$), the length $f(n)$ of which depends on the class of the player (see Section I-D). It is used implicitly to keep track of the thermodynamical work made by each of the players — they are restricted to reversible quantum operations (unitary) and might draw ancillas from that memory to simulate more general irreversible quantum operations (CPTP maps). This blank memory is also used to encode the linear amount of classical information necessary to the protocols.

2) Large unbounded memories represented by (sometimes partial) density matrices written as capital letters $X$ or $Y$. The registers can be exchanged between the players, as explained below. They are considered to float in the environment and they have the specificity of always being initialized as uniformly random mixed states (thermodynamical equilibrium) $\pi_N := \sum_{i \in [0, 2^N-1]} |i\rangle \langle i|/2^N$, where $N$ will be specified, but can be a function of $n$ such as the exponential or Ackermann$(n)$. The sizes of the associated complex Hilbert space $X$ and $Y$ are taken as implicit.

We supplement those memories with two modes of communication.

1) Standard communication, which can be copied and broadcast, but that is limited to a linear amount $O(n)$. We use the term “to tell” for this type of communication.

2) Physical channels for sending the unbounded memories from one player to another. The process is considered to be thermodynamically neutral and not limited by the size of the memories, but the sender retains no copy of what they send. We use the term “to send” for this type of communication. Formally, this channel is a swap: $X_A \otimes C_0^B \rightarrow C_0^A \otimes X_B$.

### D. Free-energy bounded players

In this work, we analyze various classes of players according to their asymptotic bound in free energy (which corresponds to the length in qubits of their initially blank memory — we set $k_B T \ln 2 := 1$). We concern ourselves with three classes: $f(n)$ is linear; $f(n)$ is exponential; and $f(n)$ is an arbitrary computable function that is growing extremely fast, such as Ackermann$(n)$. We specify a player’s bound in subscript and write for example Verifier$_{\text{lin}(n)}$ or Prover$_{f(n)}$.

#### E. Proofs-of-thermodynamical-work

We introduce the concept of proof-of-work, where work is to be taken in its literal, thermodynamic sense: as expenditure of free energy.

Proofs-of-thermodynamical-work discriminate the different classes of players. We will mainly be concerned with statements asymptotic in the parameter $n$.

**Definition 1.** A proof-of-thermodynamical-work of value $f(n)$ is a state $X = |0\rangle\langle0|^{\otimes f(n)}$, where $f(n)$ is a computable function.

An information-theoretic proof-of-thermodynamical-work can be used in the following, straightforward protocol to allow Prover$_{f(n)}$ to convince Verifier$_{\text{lin}(n)}$ that they really possess (except with probability exponentially small in $s$) an amount $f(n) - s$ of free energy, where $s$ is a security parameter. The function $f(n)$ is arbitrary, but we require that $f(n) \in \omega(n)$. It could be for example quadratic, exponential, or the Ackermann function.

**Protocol 1 Unconditional proof-of-work of amount $f(n)$**

| Prover$_{f(n)}$ | Verifier$_{\text{lin}(n)}$ |
|----------------|-----------------------------|
| $X \gets \pi_{f(n)} := \sum_{i \in [0, 2^{f(n)-1}]} |i\rangle \langle i|/2^{f(n)}$ | $X \text{ work is done to erase } |0\rangle^{\otimes f(n)}$ |
| $X \rightarrow \text{Proof-of-work is sent}$ | $\rightarrow$ |

The perfect completeness of the above protocol is straightforward: If the prover possesses an amount of at least $f(n)$ of free energy, it can use it for work, that is, to reset a state of $f(n)$ qubits to the all-$|0\rangle$ string.

**Theorem 1** (Information-theoretic soundness). No Prover$_{g(n)}$ with $g(n) \leq f(n) - s$ can produce a proof-of-thermodynamical-work of value $f(n)$ except with exponentially small probability $2^{-s}$.

**Proof.** In [23], a full proof of the statement regarding classical adversaries is given using Turing-machine formalism (uniform circuits). We sketch here a proof valid in presence of quantum adversaries. Let an adversary execute on its starting resources the arbitrary unitary operation $U(|0\rangle^t |0\rangle^{g(n)} \otimes \pi_t) U^\dagger$ with $\pi_t = I_{t}/2^t$ a maximally mixed state of $t$ qubits (with $t$ arbitrary). It holds that

$$\text{tr} \left( (|0\rangle^t |0\rangle^{g(n)+s} \otimes I_{t-s})U(|0\rangle^t |0\rangle^{g(n)} \otimes \pi_t)U^\dagger \right)$$

$$= 2^{-s} \text{ tr} \left( U(|0\rangle^t |0\rangle^{g(n)+s} \otimes \pi_t)U^\dagger \right) (|0\rangle^t |0\rangle^{g(n)} \otimes I_t)$$

$$\leq 2^{-s}.$$

The physical interpretation is that creating $|0\rangle^t$s out of thin air (or out of completely mixed states) with higher than $2^{-s}$ probability would allow via Szilard’s engine [24], [25] for a perpetuum mobile of the second kind and violate the second law of thermodynamics.

In this work, we construct protocols for different tasks in this described framework of “thermodynamical cryptography”.

## II. Non-transferable interactive proofs-of-thermodynamical-work

In the straightforward protocol given previously, the prover convinces the verifier of their work by giving them directly the blank state $|0\rangle^{f(n)}$. This enables, of course, the verifier to convince a third party — for example, a judge — that they themselves (the verifier) have produced the work. This motivates us to look at non-transferable proofs-of-thermodynamical-work, achievable through interaction, which in spirit resemble zero-knowledge proofs.

**Definition 2** (Non-transferable proof-of-work). A protocol $(P,V)$ achieving a proof-of-thermodynamical-work is perfectly non-transferable if for any Verifier $\tilde{V}$, there exists a
Simulator $S_V$, with the same bound in free energy as the verifier, that can reproduce the state of the memory of $V$ at the end of the interaction ($P \leftrightarrow V$). In other words, the bound in free energy of any (possibly malicious) Verifier is not allowed to increase through its interaction with the Prover.

We present two protocols that achieve this task with perfect completeness (powerful enough provers always convince the verifier) and information-theoretic soundness (underpowered provers fail except with exponentially small probability). We use the protocols later as building blocks to achieve other cryptographic tasks.

A. Non-transferable proof-of-work (sampling)

The first protocol uses a technique based on sampling states of size exponential in $n$. The argument was introduced in [23] in the context of secret-key establishment and oblivious transfer. We limit ourselves to strings of exponential size to make broadcasting the sampling positions possible, but, as we see in Section II-B, the restriction can be circumvented to accommodate more powerful provers. In the following, a honest prover turns two independently mixed states ($\pi_{2^{n+1}} \otimes \pi_{2^{n+1}}$) into two identical copies $\hat{X}_{AB} = \sum_{i \in [0, 2^{n+1}-1]} \hat{X}_{i}^{A} \otimes \hat{X}_{i}^{B}$ of a mixed state.

Protocol 2 Non-transferable proof-of-thermodynamical-work (sampling)

| Prover$_{2^n}$ | Verifier$_{\text{lim}(n)}$ |
|----------------|---------------------------|
| $(X_A \otimes Z_B) \leftarrow (\pi_{2^{n+1}} \otimes \pi_{2^{n+1}})$ | $\tilde{s} \in_R [1, 2^{n+1}]^t$ |
| $(X_A \otimes Z_B) \text{ work is done}$ | $\hat{X}_{AB}$ |
| sends $\hat{X}_{B}$ | samples $\hat{X}_{B}$ to obtain $\hat{X}_{B}^A$ |
| tells $\hat{X}_{A}$ | samples $\hat{X}_{A}$ to obtain $\hat{X}_{A}^A$ |
| tells $\hat{X}_{AB}$ | checks that $\hat{X}_{A} = \hat{X}_{B}$.

The protocol is perfectly complete (note that Verifier$_{\text{lim}(n)}$ cannot sample a state of more than exponential length). The proof-of-work is also non-transferable for reasons similar to Theorem 4. We prove the soundness.

Theorem 2 (Information-theoretic soundness). In Protocol 2, no Prover$_{2^n}$ can asymptotically produce a proof-of-thermodynamical-work of value $2^{n+1}$ except with probability exponentially small in $\min(n, t)$, where $t$ is the number of samples.

Proof. We sketch the proof (see [23] for details). Using Proposition 3 of [23], we find that $H_\infty(\hat{X}_{B}^{A} | E) \geq 2^n$, where $E$ is all of the side information of Prover$_{2^n}$. Since sampling approximately preserves the min-entropy per bit in presence of classical side information [26], as well as in presence of quantum side information [27], it holds that $H_\infty(\hat{X}_{B}^{A} | E) \geq 2^n - t/2^{n+1} = t/2$ with overwhelming probability in the size $t$ of the sample $\tilde{s}$. We conclude that $P(\tilde{X}_{A} = \hat{X}_{B}) \leq 2^{-t/2}$ for any Prover$_{2^n}$.

B. Non-transferable proof-of-work (hashing)

We introduce a variant based on a novel method using universal hashing that allows Verifier$_{\text{lim}(n)}$ to authenticate, despite their linear free-energy limitation, arbitrarily long strings. This method has two merits: First, the results using universal hashing are tighter than the ones using sampling; Second, using an arbitrarily long string $Y$ as a seed allows for non-transferable proofs-of-thermodynamical-work whose amounts are any function $f(n)$, even, e.g., the Ackermann function. (Again, $X_{AB}$ represents here two perfectly correlated copies of a completely mixed state.)

Protocol 3 Non-transferable proof-of-thermodynamical-work (hashing)

| Prover$_{f(n)}$ | Verifier$_{\text{lim}(n)}$ |
|----------------|---------------------------|
| $(X_A \otimes Z_B) \leftarrow (\pi_{f(n)} \otimes \pi_{f(n)})$ | $Y \leftarrow \pi_{f(n)}$ |
| $(X_A \otimes Z_B)$ | work is done $\hat{X}_{AB}$ |
| sends $\hat{X}_{B}$ | computes $h_Y(\hat{X}_{B})$ |
| checks that $h_Y(\hat{X}_{A}) = h_Y(\hat{X}_{B})$. |
| tells $h_Y(\hat{X}_{A})$ |

Here, $h_Y(\cdot) : \{0, 1\}^{f(n)} \times \{0, 1\}^{f(n)} \rightarrow \{0, 1\}^t$ is a family of universal hashing functions [28], [29], whereas $Y$ is the seed for the choice of the hash function. Note that this process necessitates only a quantity $t$ of free energy (of $|0\rangle$s).

Theorem 3 (Information-theoretic soundness). In Protocol 3, no Prover$_{f(n)}$ with $g(n) \leq f(n) - s$ can produce a proof-of-work of value $f(n)$ except with probability exponentially small in $\min(s, t)$.

Proof. We first remark that $h_Y(\hat{X}_{A}) = h_Y(\hat{X}_{B})$ implies that $\hat{X}_{A} = \hat{X}_{B}$ except with probability $2^{-t}$, because of the universality of the hashing [30]-[33]. Since the prover can do the operation $\hat{X}_{AB} \rightarrow \pi_A \otimes |0\rangle^{f(n)}$ logically and thermodynamically reversibly, the problem reduces to the one of Theorem 1.

Theorem 4 (Perfect non-transferability). The proof-of-thermodynamical-work achieved by Protocol 3 is perfectly non-transferable.

Proof. Since the simulator does not need to copy the system $X$ to simulate its access by both the verifier and the prover, it can simulate the protocol perfectly.

III. SECRET SHARING OF FREE ENERGY

We remark that at the end of Protocol 3, the prover and the verifier, whom we now rename Alice and Bob, share a correlated state $\hat{X}_{AB} = \sum_{i \in [0, 2^{f(n)}-1]} \hat{X}_{i}^{A} \otimes \hat{X}_{i}^{B}$. Locally, this state is completely mixed and does not enable Alice or Bob to produce work — it has no free-energy value. However, if Alice and Bob were to meet and join their states together, they could do the compressing operation $\hat{X}_{AB} \rightarrow \pi_A \otimes |0\rangle^{f(n)}$.
to produce the state $|0\rangle^{f(n)}$ and, therefore, extract a corresponding extra amount $f(n)$ of free energy. In some sense, this is the free-energy analogue of secret sharing. The concept generalizes to any bipartite state.

**Theorem 5** (Secret sharing of free energy (bipartite)). Any joint quantum state $X_{AB}$, belonging to Alice and Bob, respectively, constitutes a secret sharing of free energy of amount $H_0(X_A) + H_0(X_B) - H_0(X_{AB})$.

**Proof.** This difference in min-entropy is the additional compression in the worst case that appears when the two systems are reunited. The freed space is used as a proof-of-work.

This concept can be extended to multipartite states.

**Example 6** (Secret sharing of free energy (multipartite)). Let $X_{A_1,...,A_k}$ be a quantum state of dimensions $2^{kN}$, split among Player 1 to k, respectively, with entropy maximal given the constraint $X_{A_1} \otimes \cdots \otimes X_{A_k} = |0\rangle^N$. This redundant state constitutes a k-partite secret sharing of free energy N.

## IV. UNFORGEABLE MONEY

### A. Unforgeable banknotes (sampling)

The concept of unforgeable money was introduced by Wiesner in [34] in the context of quantum information. A similar construction can be made through free-energy bounds. We propose unforgeable banknotes that can be used $k \times t$ times before a trip to the bank becomes necessary.

**Protocol 4** Unforgeable banknotes (sampling)

**Emission**

To emit banknote #i, the bank samples $X_i = \pi_{2^{n+1}}$ at $k \times t$ positions and then physically transfers the state $X_i$ into the banknote.

**Spending** (up to $k \times t$)

To verify the legitimacy of banknote #i, the merchant calls the bank and asks them for sampled positions and values; if it is the first inquiry about bill #i, the bank gives the first sample (of size t); if it is the second inquiry, the bank gives the second sample, and so on, until the $(k-1)^{th}$ time, when it warns that a trip to the bank becomes necessary to re-emit the banknote.

**Re-emission**

The $k^{th}$ sample is used by the bank that then re-emits the bill. If the samples do not match the bill, the bill is invalid and refused by the merchant (or bank).

**Theorem 7.** The probability that such a banknote be successfully forged by an Adversary$_{2^{n+1}}$ is exponentially small in $m_0(n, t)$.

**Proof.** Note that every round of sampling is independent and that the statement thus reduces to Theorem 2.

### B. Unforgeable tickets (hashing)

A variant of the unforgeable banknotes are the unforgeable tickets, where the verifier is also the emitter. We give a protocol that is secure against opponents with arbitrarily fast asymptotically growing free energy.

**Protocol 5** Unforgeable concert tickets (hashing)

**Emission**

To emit ticket #i, the concert venue takes $(X_i \otimes Y_i) = \pi_{f(n)} \otimes \pi_{f(n)}$ and computes the value of the universal hash function $h_Y(X) : \{0,1\}^f(n) \times \{0,1\}^f(n) \rightarrow \{0,1\}^t$. It then physically transfers the state $X_i$ into the ticket, and stores $Y_i$ and $h_Y(X_i)$.

**Entrance**

To verify the legitimacy of ticket #i, the merchant extracts $X_i$ from the ticket and computes the hash $h_Y(X_i)$. If it matches the recorded $h_Y(X_i)$, the merchant recognizes the ticket; otherwise, they reject it.

**Theorem 8.** The probability that such a ticket be successfully forged by an Adversary$_{g(n)}$ with $g(n) \leq f(n) - s$ is exponentially small in $m_0(s, t)$.

**Proof.** The proof is similar to the one of Theorem 3.

## V. POSITION-BASED CRYPTOGRAPHY

### A. Secure positioning (sampling)

As a further application of our model, we turn to position-based cryptography [35], [36]. More precisely, we present protocols for secure positioning, that is, schemes for two verifiers to assert that the prover is at a specific geographical point. These proofs-of-position assume the validity of special relativity, that is, of a limit on the speed of light. We start with a first protocol based on sampling. It does not require the large-entropy physical system to travel at a speed close to the speed of light; only the standard communication must.

**Protocol 6** Secure positioning (sampling)

The two verifiers share a set of t positions $s^i \in [1, 2^{n+1}]$ and a one-time pad $\hat{a} \in_R [1, 2^{n+1}]$ (both are classical information). The verifiers are at a distance d and verify that the prover is exactly at the unique point $P$, which is at a distance $d/2$ from both.

Verifier 1 starts by generating $X = \pi_{2^{n+1}}$ from their environment and samples it according to $s^i$, obtaining $X_{s^i}$. It shares $X_{s^i}$ with Verifier 2.

Verifier 2

- $t < 0$: sends $X$
- $t = 0$: tells $\hat{a}$
- $t = d/c$: tells $\hat{6} = \hat{a} + \hat{s} \mod 2^n$

Finally, the verifiers check that $X_{s^i} = \hat{X}_{s^i} = \hat{X}_{s^i}$, and that they both received the answer in time $d/(2c)$. If it is the case, they accept the proof-of-position; otherwise, they reject it.

**Theorem 9.** The above protocol for secure positioning is information-theoretically secure against Prover$_{2^{n+1}}$, i.e., such

---

As a proof of principle, we use two verifiers. Two verifiers are enough if the timing of the prover is perfect (i.e., instantaneous computation and speed-of-light communication) and if he is exactly in the middle, but we note that in general, a third verifier is necessary to establish a position through triangulation.
a prover cannot convince, with more than probability exponentially small in \( t \), the verifiers that someone is at point \( P \) if neither she nor its potential agents are there.

**Proof.** The soundness of Protocol 2 guarantees that if \( X_\pi = \tilde{X}_\pi = \tilde{X} \), then the two sampling procedures must have been done on the same system (not on two copies), unless with probability exponentially small in \( t \). Since there is exactly one position in space where both sampling procedures could have been done in time to answer to the respective verifiers, the prover must be exactly there, at the centre of the line going from Verifier 1 to Verifier 2.

\[ \Box \]

### B. Secure positioning (hashing)

We continue with a variant using hashing that is robust against more powerful provers (such as Prover_{Ackermann(n)}). It requires, however, that the prover be able to send states of dimension \( f(n) \) at the speed of light.

**Protocol 7 Secure positioning (hashing)**

The protocol uses \( r \) rounds composed in parallel. The following describes one round. The verifiers are at a distance \( d \) and verify that the prover is exactly at the unique point \( P \), which is at a distance \( d/2 \) from both.

\[ \triangleright \text{Verifier 1 starts by generating } X = \pi_{f(n)} \times \pi_{f(n)} \text{ from their environment and computes the value of the universal hash function} \ h_{Y(\cdot)} : \{0, 1\}^{f(n)} \times \{0, 1\}^{f(n)} \rightarrow \{0, 1\}^t. \text{ The verifiers share random bits } a \in_R \{0, 1\} \text{ and } b \in_R \{0, 1\}. \text{ Verifier 1 sends the state } Y \text{ to Verifier 2 if } a \oplus b = 1. \]

\[ \triangleright \text{Finally, the two verifiers share their results. If } a \oplus b = 0 \text{ and Verifier 1 measures } h_{Y}(X) = h_{Y}(\tilde{X}) \text{ or if } a \oplus b = 1 \text{ and Verifier 2 measures } h_{Y}(X) = h_{Y}(\tilde{X}); \text{ and if they both received the answer in time } d/(2c), \text{ the verifiers accept the round. If all } r \text{ rounds are accepted, the proof-of-position is recognized; otherwise, it is rejected.} \]

**Theorem 10.** The above protocol for secure positioning is information-theoretically secure against Prover_{\( g(n) \)} with \( g(n) \leq f(n) - s \), i.e., such a prover cannot convince the verifiers, with probability non-negligible in \( \min(r, s, t) \), that someone is at point \( P \) if neither her nor her potential agents are there.

**Proof.** We start with the argument of Theorem 3 based on universal hashing: Here, \( h_Y(X) = h_Y(\tilde{X}) \) implies that \( X = \tilde{X} \) except with probability \( 2^{-t} \) if \( a \oplus b = 0 \), and *idem* for \( h_Y(X) = h_Y(\tilde{X}) \), implying that \( X = \tilde{X} \) if \( a \oplus b = 1 \).

We then remark that if after \( r \) rounds, the prover has always been able to send \( X \) in time \( d/(2c) \) to the prover designed by the value of \( a \oplus b \), it must be that they can do so independently of the secret value of \( a \oplus b \) determined randomly and secretly at the beginning of the protocol.

But we remark that a Prover_{\( g(n) \)} with \( g(n) \leq f(n) - s \) cannot copy \( X \) such that \( X = \tilde{X} \) and \( X = \tilde{X} \) be encoded in two distinct but perfectly correlated systems. They must originate from the same point in space, and thus right from the centre of the line going from Verifier 1 to Verifier 2.

Finally, if the prover cannot send \( X \) to both provers independently of the value of \( a \oplus b \), they have probability at least 1/2 of being caught each round.

\[ \Box \]

### VI. Conclusion

We propose the study of cryptographic functionalities based on facts from thermodynamics. This research is in line with, and continues, the paradigm of basing information-theoretic security on physical laws.

While simple, our model of “thermodynamic cryptography” is rich in its cryptographic possibilities. In an environment where matter and entropy (i.e., the quantity of information) come in very large amounts, but where free energy is severely limited, an *almost-no-cloning principle* emerges, different in its mechanics from the quantum no-cloning principle: Most of the information of large systems must reside at a unique point in space-time, while the monogamy of entanglement, for example, allows the “information” of the outcome of identical measurements of a maximally entangled quantum state to be obtainable at two points in space.

We propose schemes for realizing cryptographic functionalities, such as proofs-of-thermodynamical-work or proofs-of-position, in an unconditional way from the second law of thermodynamics in the version of Landauer’s principle, stating that the erasure of information has a thermodynamic price in the form of free energy to be turned into heat dissipated into the environment. Specifically, our protocols are secure under the sole assumption that the free energy accessible to an opponent is limited. Interesting open questions are whether their information-theoretic security is universally composable (which can be delicate [37], [38]), and whether the bounds on the free-energy usage can be made tight by adding “clean-up” rounds to erase intermediary data (in analogy to [39]).

Whereas our protocols represent theoretical proofs of principle, they are not practical for the time being, for several reasons, including the smallness of Boltzmann’s constant, as well as the current abundance of free energy in the Universe. The latter is not granted for all future. In this sense, and in a spirit related to the term “post-quantum cryptography”, we pursue a (probably) longer-term goal one might like to call “pre-heat-death cryptography”.
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