ON REDUCED TWISTED GROUP C*-ALGEBRAS THAT ARE SIMPLE AND/OR HAVE A UNIQUE TRACE
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Abstract. We study the problem of determining when the reduced twisted group C*-algebra associated with a discrete group $G$ is simple and/or has a unique tracial state, and present new sufficient conditions for this to hold. One of our main tools is a combinatorial property, that we call the relative Kleppner condition, which ensures that a quotient group $G/H$ acts by freely acting automorphisms on the twisted group von Neumann algebra associated to a normal subgroup $H$. We apply our results to different types of groups, e.g. wreath products and Baumslag-Solitar groups.

1. Introduction

The theory of twisted group C*-algebras is closely related to projective unitary representations of groups, and we refer to [49] for a survey describing its importance in various fields of mathematics and physics. In this article, we will only consider discrete groups. Simplicity and/or uniqueness of the trace for reduced twisted group C*-algebras have been investigated in several papers, e.g. [58, 48, 51, 2, 3, 4, 6, 7, 45], and our aim with the present work is to provide better insight on this topic. Finding new examples of simple C*-algebras is always a valuable task, due to the role they play as building blocks and test objects. From the point of view of representation theory, simplicity of the reduced twisted group C*-algebra $C^*_r(G,\sigma)$ gives interesting information as it amounts to the fact that any $\sigma$-projective unitary representation of $G$ which is weakly contained in the (left) regular $\sigma$-projective representation $\lambda_\sigma$ of $G$ is weakly equivalent to $\lambda_\sigma$. The reasoning behind this is essentially the same as the one given in [27] in the untwisted case, i.e., when $\sigma$ is trivial. On the other hand, knowing that $C^*_r(G,\sigma)$ has a unique tracial state $\tau$ is also very useful. This property is a C*-algebraic invariant in itself, which may be refined by taking into account the range of the restriction of $\tau$ to all projections in $C^*_r(G,\sigma)$. When $G$ is countable, this range is a countable subset of the interval $[0,1]$ (see [55]), giving a way to label the gaps of the spectrum of self-adjoint elements in $C^*_r(G,\sigma)$.

We will let $G$ denote a group and $\sigma : G \times G \to \mathbb{T}$ a normalized 2-cocycle on $G$ with values in the circle group $\mathbb{T}$, that is, $\sigma \in Z^2(G, \mathbb{T})$. We will often use the terminology introduced in [7] and say that the pair $(G,\sigma)$ is $C^*$-simple (resp. has the unique trace property) when the reduced twisted group C*-algebra $C^*_r(G,\sigma)$ is simple (resp. has a unique tracial state). If this holds when $\sigma$ is trivial, we will just say that $G$ is $C^*$-simple (resp. has the unique trace property), as in for example [2, 3, 4, 27, 28, 61, 43, 33, 13, 25, 35]. We recall that if $(G,\sigma)$ is $C^*$-simple (resp. has the unique trace property), then $(G,\sigma)$ satisfies Kleppner’s condition, that is, every nontrivial $\sigma$-regular conjugacy class in $G$ is infinite (cf. [37] and subsection 2.3).
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In other words, setting
\[
C^*S(G) = \{ \sigma \in Z^2(G, \mathbb{T}) \mid (G, \sigma) \text{ is } C^*-\text{simple} \},
\]
\[
UT(G) = \{ \sigma \in Z^2(G, \mathbb{T}) \mid (G, \sigma) \text{ has the unique trace property} \},
\]
\[
K(G) = \{ \sigma \in Z^2(G, \mathbb{T}) \mid \sigma \text{ satisfies Kleppner's condition} \},
\]
we always have $C^*S(G) \subset K(G)$ and $UT(G) \subset K(G)$. Following [7], we will let $K_{C^*-S}$ (resp. $K_{UT}$) denote the class of groups $G$ satisfying $C^*S(G) = K(G)$ (resp. $UT(G) = K(G)$). Moreover, $K$ will denote the intersection of $K_{C^*-S}$ and $K_{UT}$. Thus, if $G$ belongs to $K$, then for any $\sigma \in Z^2(G, \mathbb{T})$, we have that $(G, \sigma)$ is $C^*$-simple if and only if $(G, \sigma)$ has the unique trace property, if and only if $(G, \sigma)$ satisfies Kleppner’s condition.

It is noteworthy that the class $K$ contains many amenable groups. Finite groups, abelian groups, and nilpotent groups all lie in $K$, and more generally, as shown in [7], every FC-hypercentral group belongs to $K$ (cf. subsection 2.5). On the other hand, it is known [51] that some semidirect products of $\mathbb{Z}^n$ by actions of $\mathbb{Z}$ do not belong to $K_{C^*-S}$ (and neither to $K_{UT}$). In a somewhat opposite direction, Bryder and Kennedy have recently shown [17] that $C^*S(G) = Z^2(G, \mathbb{T})$ (resp. $UT(G) = Z^2(G, \mathbb{T})$) whenever $G$ is $C^*$-simple (resp. has the unique trace property). Since the class of $C^*$-simple groups is (strictly) contained in the class of groups with the unique trace property [15] [13], we get that every $C^*$-simple group belongs to $K$, while every group with the unique trace property belongs to $K_{UT}$. Combining results from [7] and [17], we show in the present paper that a group $G$ belongs to $K_{UT}$ whenever the $FC$-hypercenter of $G$ coincides with its amenable radical (cf. Theorem 3.7). An interesting question is whether this property in fact characterizes $K_{UT}$.

When some $\sigma \in Z^2(G, \mathbb{T})$ is given and it is unclear whether $G$ lies in $K_{C^*-S}$, or in $K_{UT}$, one would like to be able to decide whether $\sigma$ lies in $C^*S(G)$, or in $UT(G)$. Our main contribution is to provide several new conditions that are sufficient to handle many cases. As the first step in our approach, we consider a normal subgroup $H$ of $G$ and study when certain naturally arising $*$-automorphisms of the twisted group von Neumann algebra $M$ associated to $H$ are freely acting (or properly outer) in the sense of [34]. This leads us to introduce a combinatorial property for a triple $(G, H, \sigma)$, that we call the relative Kleppner condition, which ensures that the canonical twisted action of the quotient group $G/H$ on the von Neumann algebra $M$ is freely acting. Combining this property with some results from [2] [4] and building on previous works of Kishimoto in [30] and Olesen and Pedersen in [32], we obtain some conditions that are sufficient for $\sigma$ to belong to $UT(G)$, or to $C^*S(G) \cap UT(G)$. We illustrate the usefulness of these conditions by applying them to a variety of groups (e.g. semidirect products, wreath products, and Baumslag-Solitar groups).

The paper is organized as follows. Section 2 contains a review of the definitions and of the results that are relevant for this article. In Section 3 we look at the behavior of $C^*$-simplicity and the unique trace property for pairs $(G, \sigma)$ in a few basic group constructions, in particular in connection with subgroups. Section 4 is devoted to freely acting automorphisms and the relative Kleppner condition for triples $(G, H, \sigma)$. Our main result is Theorem 4.9 which relies on some technically involved arguments, in particular in the proof of Proposition 4.7. Theorem 1.9 has several consequences; especially, it implies that $C^*$-simplicity and the unique trace property pass from $(H, \sigma_{|H\times H})$ to $(G, \sigma)$ whenever $(G, H, \sigma)$ satisfies the relative Kleppner condition. Section 5 contains a detailed study of several new examples. First we discuss semidirect products of abelian groups by aperiodic automorphisms. Next we look at wreath products, with special focus on $\mathbb{Z} \wr \mathbb{Z}$ and $\mathbb{Z}_2 \wr \mathbb{Z}$, where the former requires investigation of the noncommutative infinite-dimensional torus, and the latter gives rise to a noncommutative version of the lamplighter group. Then we discuss a semidirect product arising from the Sanov action of $F_2$ on $\mathbb{Z}^2$. Finally, we consider the Baumslag-Solitar groups.
We will often refer to the fact that if $G$ is amenable, or if $G$ is exact and $C^*_r(G, \sigma)$ has stable rank one, then $(G, \sigma)$ is $C^*$-simple whenever it has the unique trace property (cf. Theorem 2.1). For completeness, adapting some previous work of Dykema and de la Harpe \cite{H} for reduced group $C^*$-algebras, we discuss in Appendix A some conditions ensuring that $C^*_r(G, \sigma)$ has stable rank one. In Appendix B we prove a twisted version of Tucker-Drob's unpublished result in \cite{D2} saying that a group has the unique trace property whenever it has the so-called property (BP). Finally, in Appendix C we generalize Gong's recent result in \cite{G} by showing how decay properties of $(G, \sigma)$ can be combined with superpolynomial growth of nontrivial $\sigma$-regular classes to deduce uniqueness of the trace.

2. Preliminaries and known results

2.1. 2-cocycles. Throughout this paper, $G$ will denote a (discrete) group with identity $e$, while $\sigma$ will denote a normalized 2-cocycle (sometimes called a multiplier) on $G$ with values in the circle group $\mathbb{T}$, as in \cite{H}. This means that we have $\sigma(g, e) = \sigma(e, g) = 1$ for every $g \in G$ and that the cocycle identity

$$\sigma(g, h)\sigma(gh, k) = \sigma(h, k)\sigma(g, hk)$$

holds for every $g, h, k \in G$.

The set $Z^2(G, \mathbb{T})$ of all normalized 2-cocycles becomes an abelian group under pointwise product, the inverse operation corresponding to conjugation, i.e., $\sigma^{-1} = \overline{\sigma}$, where $\overline{\sigma}(g, h) = \overline{\sigma(g, h)}$, and the identity element being the trivial 2-cocycle 1 on $G$.

An element $\beta \in Z^2(G, \mathbb{T})$ is called a coboundary whenever we have

$$\beta(g, h) = b(g)b(h)b(gh)$$

for all $g, h \in G$, for some $b: G \to \mathbb{T}$ such that $b(e) = 1$ (such a function $b$ is uniquely determined up to multiplication by a character of $G$). The set of all coboundaries $B^2(G, \mathbb{T})$ is a subgroup of $Z^2(G, \mathbb{T})$, and elements in the quotient group $H^2(G, \mathbb{T}) = Z^2(G, \mathbb{T})/B^2(G, \mathbb{T})$ will be denoted by $[\sigma]$.

For $\sigma, \omega \in Z^2(G, \mathbb{T})$, we write $\sigma \sim \omega$ and say that $\sigma$ is similar (or cohomologous) to $\omega$ when $[\sigma] = [\omega]$ in $H^2(G, \mathbb{T})$.

2.2. Twisted group algebras. The left regular $\sigma$-projective unitary representation $\lambda_\sigma$ of $G$ on $B(\ell^2(G))$ is given by

$$(\lambda_\sigma(g)\xi)(h) = \sigma(g, g^{-1}h)\xi(g^{-1}h)$$

for $g, h \in G$ and $\xi \in \ell^2(G)$. Note that we have

$$\lambda_\sigma(g)\delta_h = \sigma(g, h)\delta_{gh},$$

$$\lambda_\sigma(g)\lambda_\sigma(h) = \sigma(g, h)\lambda_\sigma(gh)$$

for all $g, h \in G$, where $\delta_h(g) = 1$ if $g = h$ and $\delta_h(g) = 0$ otherwise. It follows that for all $g, h \in G$ we have

$$\lambda_\sigma(g)\lambda_\sigma(h)\lambda_\sigma(g)^* = \sigma(g, h)\sigma(ggh^{-1}, g)\lambda_\sigma(ggh^{-1}).$$

We will use the notation $g \cdot h := ghh^{-1}$ to denote the action of $G$ on itself by conjugation. Letting $\tilde{\sigma}: G \times G \to \mathbb{C}$ denote the anti-symmetrized form of $\sigma$ defined by

$$\tilde{\sigma}(g, h) = \sigma(g, h)\sigma(g \cdot h, g),$$

we get

$$\lambda_\sigma(g)\lambda_\sigma(h)\lambda_\sigma(g)^* = \tilde{\sigma}(g, h)\lambda_\sigma(g \cdot h)$$

for all $g, h \in G$. 

The reduced twisted group $C^*$-algebra $C^*_r(G, \sigma)$ and the twisted group von Neumann algebra $W^*(G, \sigma)$ are, respectively, the $C^*$-algebra and the von Neumann algebra generated by $\lambda_\sigma(G)$. We will use the convention that when $\sigma$ is the trivial cocycle, we just drop $\sigma$ from all our notation. It is well-known and easy to check that $C^*_r(G, \sigma) \simeq C^*_r(G, \omega)$ (resp. $W^*(G, \sigma) \simeq W^*(G, \omega)$) whenever $\sigma \sim \omega$ in $Z^2(G, \mathbb{T})$.

We will denote by $\Lambda_\sigma$ the map from $\ell^1(G)$ into $B(\ell^2(G))$ given by

$$\Lambda_\sigma(f) = \sum_{g \in G} f(g) \lambda_\sigma(g)$$

for $f \in \ell^1(G)$. Note that for $f \in \ell^1(G)$ and $\xi \in \ell^2(G)$, we have $\Lambda_\sigma(f) \xi = f \ast_\sigma \xi$, where

$$(f \ast_\sigma \xi)(h) = \sum_{g \in G} f(g) \xi(g^{-1}h)\sigma(g, g^{-1}h)$$

for each $h \in G$.

The canonical tracial state on $W^*(G, \sigma)$ will be denoted by $\tau$ (or by $\tau_\sigma$ if confusion may arise); it is given as the restriction to $W^*(G, \sigma)$ of the vector state associated with $\delta_e$. As is well-known, $\tau$ is faithful and satisfies $\tau(\lambda_\sigma(g)) = 0$ for every $g \neq e$. The restriction of $\tau$ to $C^*_r(G, \sigma)$ will also be denoted by $\tau$ (or by $\tau_\sigma$).

Note that one can also consider the right regular $\sigma$-projective unitary representation $\rho_\sigma$ of $G$ on $B(\ell^2(G))$ given by

$$(\rho_\sigma(g)\xi)(h) = \sigma(h, g)\xi(hg)$$

for all $\xi \in \ell^2(G)$ and $g, h \in G$. One easily checks (see e.g. [44 Section 2]) that for every $g, h \in G$ we have

$$\lambda_\sigma(g) \rho_\sigma(h) = \rho_\sigma(h) \lambda_\sigma(g).$$

We will say that $(G, \sigma)$ is $C^*$-simple (resp. has the unique trace property) whenever $C^*_r(G, \sigma)$ is simple (resp. $\tau$ is the only tracial state of $C^*_r(G, \sigma)$).

2.3. Kleppner’s condition. We recall [37, 48, 44] that $g \in G$ is called $\sigma$-regular if

$$\sigma(h, g) = \sigma(g, h)$$

whenever $h \in G$ commutes with $g$.

If $g$ is $\sigma$-regular, then $kgk^{-1}$ is $\sigma$-regular for all $k$ in $G$, so the notion of $\sigma$-regularity makes sense for conjugacy classes in $G$.

Following [44], we will say that the pair $(G, \sigma)$ satisfies Kleppner’s condition (or condition K) if every nontrivial $\sigma$-regular conjugacy class of $G$ is infinite. It is known [37, 48, 44] that $(G, \sigma)$ satisfies Kleppner’s condition if and only if $W^*(G, \sigma)$ is a factor, if and only if $C^*_r(G, \sigma)$ has trivial center, if and only if $C^*_r(G, \sigma)$ is prime.

It follows easily from the above equivalences that Kleppner’s condition is necessary for $(G, \sigma)$ to be $C^*$-simple (resp. to have a unique trace). However, in general, Kleppner’s condition is not sufficient for any of these two properties to hold. For instance, if $G$ is a nontrivial amenable group which is ICC (i.e., every nontrivial conjugacy class in $G$ is infinite), then $(G, 1)$ satisfies Kleppner’s condition, but $(G, 1)$ is neither $C^*$-simple, nor has a unique tracial state (since there exists a nontrivial homomorphism $\epsilon: C^*_r(G) \to \mathbb{C}$ whenever $G$ is amenable, cf. [44]).

Recall from the introduction that

$$C^*S(G) = \{\sigma \in Z^2(G, \mathbb{T}) \mid (G, \sigma) \text{ is } C^*\text{-simple}\},$$

$$UT(G) = \{\sigma \in Z^2(G, \mathbb{T}) \mid (G, \sigma) \text{ has the unique trace property}\},$$

$$K(G) = \{\sigma \in Z^2(G, \mathbb{T}) \mid \sigma \text{ satisfies Kleppner’s condition}\}.$$

We then have

$$C^*S(G) \subset K(G) \quad \text{and} \quad UT(G) \subset K(G).$$
It is straightforward to see that if $\sigma$ lies in $C^* S(G)$ (resp. $UT(G)$) and $\omega \in \mathbb{Z}^2(G, T)$ is similar to $\sigma$, then $\omega$ also lies in $C^* S(G)$ (resp. $UT(G)$). Hence, it follows from [15] that if $\sigma \sim 1$ and $\sigma \in C^* S(G)$, then $\sigma \in UT(G)$. We do not know whether this implication holds when $\sigma \neq 1$. Note that it may happen that $K(G)$ is empty, in which case $C^* S(G)$ and $UT(G)$ are also empty. For example, suppose that $G$ is finite and that there exists some $\sigma \in K(G)$. Then $W^*(G, \sigma)$ is a finite-dimensional factor having a basis indexed by $G$. So $|G|$, the cardinality of $G$, has to be a square number. Thus, $K(G) = \emptyset$ whenever $G$ is finite and $|G|$ is not a square number. We also note that $K(\mathbb{Z}) = \emptyset$, as readily follows from the fact that $H^2(\mathbb{Z}, T)$ is trivial. Another fact which is almost immediate is that $G$ is ICC if and only if $K(G) = Z^2(G, T)$.

We will say that $G$ belongs to the class $K_{C^* S}$ if $C^* S(G) = K(G)$, and that $G$ belongs to the class $K_{UT}$ if $UT(G) = K(G)$. Moreover, $K$ will denote the intersection of $K_{C^* S}$ and $K_{UT}$.

Finally, we mention that it follows from [26] that $\sigma \in C^* S(G) \cap UT(G)$ if and only if $C^*_r(G, \sigma)$ has the Dixmier property relative to $\mathbb{C} \cdot 1$, if and only if $\sigma \in K(G)$. Moreover, $K$ will denote the intersection of $K_{C^* S}$ and $K_{UT}$.

2.4. Murphy’s theorem. A useful consequence of a result due to Murphy [10] is the following theorem (cf. Corollaries 2.3 and 2.4 in [7]):

**Theorem 2.1.** Assume that $G$ is amenable, or that $G$ is exact and $A = C^*_r(G, \sigma)$ has stable rank one (i.e., the invertible elements of $A$ are dense in $A$). Then $(G, \sigma)$ is $C^*$-simple whenever it has the unique trace property.

This result implies that if $G$ is amenable, then $UT(G) \subset C^* S(G)$. Hence, an amenable group belongs to $K$ if and only it belongs to $K_{UT}$. When $G$ is a countable and amenable, and $(G, \sigma)$ has the unique trace property, one can conclude from Theorem 2.1 that $C^*_r(G, \sigma)$ is a separable, simple, nuclear $C^*$-algebra with a unique tracial state, hence belongs to a class of $C^*$-algebras being currently under intensive study.

Concerning exactness of groups, the reader may consult [10] and references therein. When $\sigma \neq 1$, there are few known examples of pairs $(G, \sigma)$ such that $C^*_r(G, \sigma)$ has stable rank one. Putnam’s result [54] for irrational rotation algebras deals with the case where $G = \mathbb{Z}^2$ (after rewriting rotation algebras as a twisted group $C^*$-algebras associated to $\mathbb{Z}^2$). His result was generalized to $G = \mathbb{Z}^n$ for any $n \geq 2$ by Blackadar, Kumjian and Rørdam [11], but one should note that they effectively use simplicity to deduce stable rank one.

**Question 2.2.** Suppose $G$ is exact, $\sigma \in \mathbb{Z}^2(G, T)$ and consider the following statements:

(i) $(G, \sigma)$ is $C^*$-simple.
(ii) $C^*_r(G, \sigma)$ has stable rank one and $(G, \sigma)$ has the unique trace property.

Theorem 2.1 gives that (ii) $\Rightarrow$ (i). Does (i) $\Rightarrow$ (ii) always hold ?

If $\sigma \sim 1$, thanks to [15], this question reduces to asking whether $C^*_r(G)$ has stable rank one whenever $G$ is $C^*$-simple (and $G$ is exact). More generally, one may wonder if $C^*_r(G, \sigma)$ has stable rank one whenever $(G, \sigma)$ is $C^*$-simple.

Adapting the approach used in [20], where several groups whose reduced group $C^*$-algebras have stable rank one are presented, we discuss in Appendix A of this paper some conditions ensuring that $C^*_r(G, \sigma)$ has stable rank one.

2.5. FC-hypercentral groups. It is known that a group $G$ has a smallest normal subgroup that produces an ICC quotient group (cf. [31] Remark 4.1 and [7] Proposition 2.5). This subgroup coincides with the so-called FC-hypercenter [35] of $G$ and is denoted by $FCH(G)$. Clearly, $FCH(G) = \{e\}$ if and only if $G$ is ICC. Letting $Z(G)$ denote the center of $G$ and
$FC(G)$ the FC-center of $G$ (that is, the (normal) subgroup of $G$ consisting of all elements of $G$ having a finite conjugacy class in $G$), we have

$$Z(G) \subset FC(G) \subset FCH(G).$$

When $G = FCH(G)$, $G$ is said to be FC-hypercentral. Every FC-hypercentral group is amenable [21]. It follows that the FC-hypercenter of a group $G$ is amenable, so we have

$$FCH(G) \subset AR(G),$$

where $AR(G)$ denotes the amenable radical of $G$, that is, the largest normal amenable subgroup of $G$. Alternatively, one may deduce this inclusion by observing that $G/AR(G)$ has no normal amenable subgroup other than the trivial one, hence is ICC.

**Theorem 2.3** ([7]). Assume that $G$ is FC-hypercentral. Then $G$ belongs to $\mathcal{K}$.

We do not know of any amenable group that belongs to $\mathcal{K}$ without being FC-hypercentral.

### 2.6. $C^*$-simple groups and groups with the unique trace property.**

We refer to [27] for a thorough introduction to $C^*$-simple groups and groups with the unique trace property. Among the many recent articles dealing with such groups, we mention [23] [30] [33] [36] [24] [15] [13] [15] [29] [17] [14] [30]. As already pointed out in the introduction, it is now known from [13] [15] that the class of $C^*$-simple groups is strictly contained in the class of groups with the unique trace property. Another interesting result from [15] is that a group has the unique trace property if and only if its amenable radical is trivial. Moreover, if $G$ is $C^*$-simple (resp. has the unique trace property), then $(G, \sigma)$ is $C^*$-simple (resp. has the unique trace property) for every $\sigma \in Z^2(G, \mathbb{T})$, as shown in [17]. It follows that the class of $C^*$-simple groups is (strictly) contained in $\mathcal{K}$ and that the class of groups with the unique trace property is (strictly) contained in $K_{UT}$.

A very large family of groups with the unique trace property is the class of groups having the property (BP) introduced in [61]. As the proof of this fact, which relies on some arguments from [8], is only very briefly sketched in [61] Remark 5.9], we prove in Appendix B that $(G, \sigma)$ has the unique trace property whenever $G$ has property (BP).

In [30], the authors consider (nondegenerate) free products of groups with amalgamation. They give (in [30] Section 4) an example of such a group $\Gamma = G_0 \ast_H G_1$ which is not $C^*$-simple, but is a so-called weak* Powers group, hence has property (BP) (cf. [61] Theorem 5.4]). In particular, $\Gamma$ has the unique trace property. Moreover, as $G_0$ and $G_1$ are easily seen to be amenable, hence exact, $\Gamma$ is also exact (cf. [18]). It therefore follows from Theorem 2.1 that $C^*_\sigma(\Gamma)$ does not have stable rank one.

In another direction, Gong has recently shown in [23] Theorem 3.11) that if a group $G$ has property RD [32] with respect to some length function $L$, and every nontrivial conjugacy class of $G$ has superpolynomial growth (w.r.t. $L$), then $G$ has the unique trace property. This result applies for example when $G$ is a torsion-free, non-elementary, Gromov hyperbolic group, see [23] [24]. Such groups are in fact well-known to be $C^*$-simple, cf. [27]. We show in Appendix C how Gong’s result may be generalized by considering suitable decay properties for a pair $(G, \sigma)$ in combination with superpolynomial growth of $\sigma$-regular classes.

### 3. LOOKING AT SUBGROUPS

#### 3.1. Subgroups and normal subgroups.

Let $H$ be a subgroup of $G$ and let $\sigma'$ denote the restriction of $\sigma$ to $H \times H$. We will denote the canonical tracial state on $W^*(H, \sigma')$ (resp. $C^*_\tau(H, \sigma')$) by $\tau'$. It follows from [35] subsection 4.2.6 that there is a natural embedding of $W^*(H, \sigma')$ (resp. $C^*_\tau(H, \sigma')$) into $W^*(G, \sigma)$ (resp. $C^*_\tau(G, \sigma)$), sending $\lambda_{\sigma'}(h)$ to $\lambda_{\sigma}(h)$ for each $h \in H$. 

We will usually identify $W^\ast(G,\sigma')$ (resp. $C^\ast_r(G,\sigma')$) with its canonical copy inside $W^\ast(G,\sigma)$ (resp. $C^\ast_r(G,\sigma)$). We note that there exists a normal conditional expectation $E$ from $W^\ast(G,\sigma)$ onto $W^\ast(H,\sigma')$, satisfying $E(\lambda_g(g)) = \lambda_k(g)$ if $g \in H$, and $E(\lambda_g(g)) = 0$ otherwise. Indeed, since the characteristic function of $H$ in $G$ is positive definite, the existence of a normal completely positive map $E$ with this property follows for example from [51] (see Proposition 4.2 and Corollary 4.4 therein). It is then straightforward to check that this map is a conditional expectation. We will also use that the restriction of $E$ to $C^\ast_r(G,\sigma)$ gives a conditional expectation $E$ from $C^\ast_r(G,\sigma)$ onto $C^\ast_r(H,\sigma')$.

When $H$ is a normal subgroup of $G$, the relationship between $W^\ast(G,\sigma)$ and $W^\ast(H,\sigma')$ (resp. between $C^\ast_r(G,\sigma)$ and $C^\ast_r(H,\sigma')$), may be described as follows, cf. [1] (resp. [2]). First we note that equation (2.3) implies that for each $g \in G$, the inner automorphism of $W^\ast(G,\sigma)$ (resp. $C^\ast_r(G,\sigma)$) implemented by the unitary $\lambda_g(g)$ restricts to a $*$-automorphism $\gamma_g$ of $W^\ast(H,\sigma')$ (resp. $C^\ast_r(H,\sigma')$) satisfying

$$\gamma_g(\lambda_{\sigma'}(h)) = \sigma(h) \lambda_{\sigma'}(g \cdot h) \quad \text{for each } h \in H.$$  

Let $q$ denote the canonical homomorphism from $G$ onto $K := G/H$, let $s : K \to G$ be a section for $q$ satisfying $s(e) = e$, and define $m : K \times K \to H$ by

$$m(k,l) = s(k)s(l)s(kl)^{-1}.$$  

Moreover, define $\beta : K \to \text{Aut}(W^\ast(H,\sigma'))$ (resp. $\text{Aut}(C^\ast_r(H,\sigma'))$) by

$$\beta_k = \gamma_{s(k)} \quad \text{for each } k \in K,$$

and $\omega : K \times K \to \mathcal{U}(C^\ast_r(H,\sigma')) \subset \mathcal{U}(W^\ast(H,\sigma'))$ by

$$\omega(k,l) = \sigma(s(k),s(l)) \sigma(m(k,l),s(kl)) \lambda_{\sigma'}(m(k,l))$$

for each $k,l \in K$. Then $(\beta,\omega)$ is a twisted action (sometimes called a cocycle crossed action) of $K$ on $W^\ast(H,\sigma')$ (resp. $C^\ast_r(H,\sigma')$) such that

$$W^\ast(G,\sigma) \simeq W^\ast(H,\sigma') \rtimes_{(\beta,\omega)} K$$

(resp. $C^\ast_r(G,\sigma) \simeq C^\ast_r(C^\ast_r(H,\sigma'),K,\beta,\omega)$), cf. [1] Theorem 1 (resp. [2] Theorem 2.1]). It should be noted that a similar decomposition result was first established for full twisted group $C^\ast$-algebras and full twisted crossed products by Packer and Raeburn in [51] Theorem 4.1.

When there is danger of confusion, we will denote each $\beta_k$ by $\beta^g_k$ when we consider it as a $*$-automorphism of $C^\ast_r(H,\sigma')$, and denote the associated twisted action of $K$ by $(\beta^g,\omega)$. We note that the canonical tracial state $\tau'$ of $C^\ast_r(H,\sigma')$ is invariant under $\beta^g$, that is, we have $\tau' \circ \beta^g_k = \tau'$ for each $k \in K$. This may be verified by direct computation on the generators of $C^\ast_r(H,\sigma')$. Alternatively, we may use that $\tau'$ is the restriction of $\tau$ to $C^\ast_r(H,\sigma')$ and observe that the restriction to $C^\ast_r(H,\sigma')$ of any tracial state of $C^\ast_r(G,\sigma)$ is invariant under $\beta^g$, since each $\beta^g_k$ is implemented by a unitary in $C^\ast_r(G,\sigma)$, namely $\lambda_{\sigma'}(s(k))$.

For simplicity, we will just say that a tracial state of $C^\ast_r(H,\sigma')$ is $K$-invariant when it is invariant under $\beta^g$. We will also say that $K$ acts on $C^\ast_r(H,\sigma')$ in a minimal way when the zero ideal is the only proper (two-sided, closed) ideal of $C^\ast_r(H,\sigma')$ which is invariant under $\beta^g_k$ for each $k \in K$.

Using the decomposition $C^\ast_r(G,\sigma) \simeq C^\ast_r(C^\ast_r(H,\sigma'),K,\beta,\omega)$, the following proposition is an immediate consequence of Bryder and Kennedy’s recent results [17] Corollaries 1.2 and 1.4.

**Proposition 3.1.** Assume $H$ is normal and $K = G/H$.

(i) If $K$ is $C^\ast$-simple, then $(G,\sigma)$ is $C^\ast$-simple if and only if $K$ acts on $C^\ast_r(H,\sigma')$ in a minimal way.
(ii) If $K$ has the unique trace property, then $(G, \sigma)$ has the unique trace property if and only if $\tau'$ is the only $K$-invariant tracial state of $C_r^*(H, \sigma')$.

**Remark 3.2.** When $C_r^*(H, \sigma')$ is abelian, one may investigate if $K$ acts minimally by computing first the Gelfand spectrum of $C_r^*(H, \sigma')$, as we will do in Example 3.10 and Proposition 5.1. More generally, one may try to determine $\text{Prim}(C_r^*(H, \sigma'))$, the primitive ideal space of $C_r^*(H, \sigma')$ equipped with the hull-kernel topology, and use the fact that there is a one-to-one correspondence between the ideals of a $C^*$-algebra $A$ and the closed subsets of $\text{Prim}(A)$ (see e.g. [10, Section II.6.5]). If $A$ is unital, then $\text{Prim}(A)$ is compact and the Dauns-Hofmann theorem provides an isomorphism between the center $Z(A)$ of $A$ and $C(\text{Prim}(A))$. Thus, in the special case where $A$ is unital and $\text{Prim}(A)$ is Hausdorff, $\text{Prim}(A)$ is homeomorphic to the Gelfand spectrum of $Z(A)$. We will illustrate how this may used in combination with Proposition 3.1 in subsection 5.3.

### 3.2. Subgroups of finite index.

It is known [7, 52] that if $G$ is an ICC group and $H$ is a subgroup of $G$ with finite index, then we have

\[(3.1) \quad G \text{ is } C^*-\text{simple } \iff H \text{ is } C^*-\text{simple}\]

and

\[(3.2) \quad G \text{ has the unique trace property } \iff H \text{ has the unique trace property.}\]

Note that $H$ is ICC whenever $G$ is ICC and $[G : H] < \infty$. In the twisted case, Kleppner’s condition is not necessarily inherited by a subgroup of finite index. A twisted version of (3.1) and (3.2) is therefore as follows.

**Proposition 3.3.** Let $H$ be a subgroup of $G$ with finite index. Let $\sigma \in Z^2(G, \mathbb{T})$ and let $\sigma'$ denote the restriction of $\sigma$ to $H \times H$. Assume that both $(G, \sigma)$ and $(H, \sigma')$ satisfy Kleppner’s condition. Then we have

\[(3.3) \quad (G, \sigma) \text{ is } C^*-\text{simple } \iff (H, \sigma') \text{ is } C^*-\text{simple}\]

and

\[(3.4) \quad (G, \sigma) \text{ has the unique trace property } \iff (H, \sigma') \text{ has the unique trace property.}\]

**Proof.** We will deduce both equivalences from [52, Corollary 4.6], so we have to check that all the assumptions in this corollary are satisfied. We first recall that the GNS-representation of $A := C_r^*(G, \sigma)$ corresponding to $\tau$ is the identity representation of $A$ on $l^2(G)$. The canonical conditional expectation $E$ from $A$ onto $B := C_r^*(H, \sigma')$ (identified as a unital $C^*$-subalgebra of $A$) clearly satisfies that $\tau = \tau \circ E$. Since $(G, \sigma)$ satisfies Kleppner’s condition (by assumption), we know that $W^*(G, \sigma)$ is a factor, hence that $\tau$ is factorial. Moreover, since $\gamma_B$ coincides with the canonical tracial state $\tau'$ of $B$, and $(H, \sigma')$ is assumed to satisfy Kleppner’s condition, we also know that $\gamma_B$ is factorial. As explained in above, there exists a conditional expectation $E$ from $W^*(G, \sigma)$ onto $W^*(H, \sigma')$ that extends $E$.

Now, let $\{g_1, \cdots, g_n\}$ be a set of left coset representatives of $H$ in $G$. Then $\{\lambda_\sigma(g_i), \lambda_\sigma(g_i)^*\}_{i=1}^n$ is a quasi-basis for $E$ in the sense of [52, Definition 1.2.2], that is, we have

$$\sum_{i=1}^n \lambda_\sigma(g_i) E(\lambda_\sigma(g_i)^* x) = x = \sum_{i=1}^n E(x \lambda_\sigma(g_i)) \lambda_\sigma(g_i)^*$$

for all $x \in A$. Indeed, by a density argument, it suffices to show that this holds when $x$ is of the form $x = \sum_{g \in S} x_g \lambda_\sigma(g)$, where $S$ is a finite subset of $G$ and $x_g \in \mathbb{C}$ for all $g \in S$. We
then have
\[
\sum_{i=1}^{n} \lambda_{\sigma}(g_i) E(\lambda_{\sigma}(g_i)^* x) = \sum_{i=1}^{n} \lambda_{\sigma}(g_i) \sum_{g \in S} x_g E(\lambda_{\sigma}(g_i)^* \lambda_{\sigma}(g)) \\
= \sum_{i=1}^{n} \lambda_{\sigma}(g_i) \sum_{g \in S} x_g \sigma(g_i^{-1}, g_i) \sigma(g_i^{-1}, g) E(\lambda_{\sigma}(g_i^{-1} g)) \\
= \sum_{i=1}^{n} \lambda_{\sigma}(g_i) \sum_{g' \in g_i^{-1} S} x_{g', g'} \sigma(g_i^{-1}, g_i) \sigma(g_i^{-1}, g') E(\lambda_{\sigma}(g')) \\
= \sum_{i=1}^{n} \lambda_{\sigma}(g_i) \sum_{h \in H \cap g_i^{-1} S} x_{g, h} \sigma(g_i^{-1}, g_i) \sigma(g_i^{-1}, g_i h) \lambda_{\sigma}(h) \\
= \sum_{i=1}^{n} \sum_{h \in H \cap g_i^{-1} S} x_{g, h} \sigma(g_i^{-1}, g_i) \sigma(g_i^{-1}, g_i h) \lambda_{\sigma}(g_i h) \\
= \sum_{i=1}^{n} \sum_{h \in H \cap g_i^{-1} S} x_{g, h} \lambda_{\sigma}(g_i h) = \sum_{i=1}^{n} \sum_{g \in g_i H \cap S} x_g \lambda_{\sigma}(g) \\
= \sum_{g \in S} x_g \lambda_{\sigma}(g) = x,
\]
where we have used that \( \sigma(g_i^{-1}, g_i) = \sigma(g_i^{-1}, g_i) \sigma(e, h) = \sigma(g_i^{-1}, g_i h) \sigma(g_i, h) \). The proof that \( \sum_{i=1}^{n} E(x \lambda_{\sigma}(g_i)) \lambda_{\sigma}(g_i)^* = x \) is similar.

It follows from [62] Proposition 2.1.5 that \( E \) is of finite index in the sense of Pimsner-Popa, and, moreover, that the extra assumption in part 1. of [52] Corollary 4.6 is also satisfied. Hence, we may apply part 1. and part 2. of [62] Corollary 4.6 to conclude that the desired equivalences (3.3) and (3.4) hold. \( \square \)

3.3. Direct limits of groups. The following result is useful when considering direct limit of groups.

**Proposition 3.4.** Assume that \( G \) is an inductive limit of a directed family of subgroups \( \{G_i\}_{i \in I} \). Let \( \sigma \in \mathbb{Z}^2(G, T) \) and let \( \sigma_i \) denote the restriction of \( \sigma \) to \( G_i \times G_i \) for each \( i \in I \). Then the following assertions hold:

(i) If \( (G_i, \sigma_i) \) satisfies Kleppner’s condition for all \( i \), then \( (G, \sigma) \) satisfies Kleppner’s condition.

(ii) If \( (G_i, \sigma_i) \) is \( C^* \)-simple for all \( i \), then \( (G, \sigma) \) is \( C^* \)-simple.

(iii) If \( (G_i, \sigma_i) \) has the unique trace property for all \( i \), then \( (G, \sigma) \) has the unique trace property.

**Proof.** If \( g \) is a nontrivial \( \sigma \)-regular element in \( G \) with finite conjugacy class, then there is some \( i \in I \) such that \( g \in G_i \). It is easy to check that \( g \) is then \( \sigma_i \)-regular in \( G_i \), and that its conjugacy class in \( G_i \) is finite. Hence, (i) holds. Assertion (ii) and (iii) are consequences of general facts valid for \( C^* \)-algebras, for example mentioned in [9] Proposition 10]. \( \square \)

3.4. Direct products of groups. We consider a couple of examples involving direct product of groups. The first one just says that it is easy to handle product cocycles. The second one illustrates that other types of cocycles require more work.
Proposition 3.5. For \( i = 1, 2 \), let \( G_i \) be a group and \( \sigma_i \in Z^2(G_i, \mathbb{T}) \). Set \( G = G_1 \times G_2 \) and \( \sigma = \sigma_1 \times \sigma_2 \). Then it is well known that \( C^*_r(G, \sigma) \simeq C^*_r(G_1, \sigma_1) \otimes_{\min} C^*_r(G_2, \sigma_2) \) and the following statements are easily checked:

(i) \( (G, \sigma) \) satisfies Kleppner’s condition if and only if both \( (G_1, \sigma_1) \) and \( (G_2, \sigma_2) \) satisfy Kleppner’s condition.

(ii) \( (G, \sigma) \) is \( C^* \)-simple if and only if both \( (G_1, \sigma_1) \) and \( (G_2, \sigma_2) \) are \( C^* \)-simple.

(iii) \( (G, \sigma) \) has the unique trace property if and only if both \( (G_1, \sigma_1) \) and \( (G_2, \sigma_2) \) have the unique trace property.

Note that, in general, if \( G = G_1 \times G_2 \), \( \sigma \in Z^2(G, \mathbb{T}) \), and \( \sigma_i \) denotes the restriction of \( \sigma \) to \( G_i \) for \( i = 1, 2 \), then none of the above equivalences need to hold, as one can verify by considering various cocycles on \( Z^4 = Z^2 \times Z^2 \). (Statement (i) is discussed in [44 Section 3]).

Example 3.6. Consider the group \( G = F_2 \times \mathbb{Z} \), where \( F_2 \) denotes the free group on two generators, say \( a \) and \( b \). Clearly, \( G \) is non-amenable, hence not FC-hypercentral, and non-ICC. Nevertheless, \( G \) belongs to \( K \).

Indeed, as explained in [44 Example 3.11], every \( \sigma \in Z^2(G, \mathbb{T}) \) is, up to similarity, given by \( \sigma((x, m), (y, n)) = \phi(y, m) \) for some bihomomorphism \( \phi : F_2 \times \mathbb{Z} \to \mathbb{T} \). Letting \( \gamma : F_2 \to \mathbb{T} \) denote the homomorphism (character) given by \( \gamma(x) = \phi(x, 1) \), we have \( \phi(x, m) = \gamma^m(x) \). Moreover, \( \phi \) is completely determined by \( \mu = \gamma(a) \) and \( \nu = \gamma(b) \). The following conditions are then equivalent:

(i) at least one of \( \mu \) and \( \nu \) is nontorsion,

(ii) \( (G, \sigma) \) satisfies Kleppner’s condition,

(iii) \( (G, \sigma) \) is \( C^* \)-simple,

(iv) \( (G, \sigma) \) has the unique trace property.

The equivalence of (i) and (ii) is shown in [44 Example 3.11]. Next, consider \( H = F_2 \times \{0\} \) and let \( \pi : \mathbb{Z} = G/H \to G \) be the section given by \( \pi(k) = (e, k) \). From subsection 3.1 we obtain the crossed product decomposition

\[
C^*_r(G, \sigma) \simeq C^*_r(C^*_r(F_2), \mathbb{Z}, \beta),
\]

where the action \( \beta \) of \( \mathbb{Z} \) on \( C^*_r(F_2) \) is untwisted and determined by \( \beta_k(\lambda(x)) = \gamma^k(x) \lambda(x) \) for \( x \in F_2 \) and \( k \in \mathbb{Z} \).

Assume now that (i) holds. Then the map \( m \mapsto \beta_m \) gives an embedding of \( \mathbb{Z} \) into \( \text{Aut}(C^*_r(F_2)) \). As \( F_2 \) is \( C^* \)-simple and has the unique trace property, we can then use [8 Theorem 7] to conclude that both (ii) and (iv) hold. Alternatively, we could have used [64] here. Finally, as pointed out before, the implications (iii) \( \Rightarrow \) (ii) and (iv) \( \Rightarrow \) (ii) always hold.

3.5. More on FC-hypercentral groups. Set \( ICC(G) := G/FCH(G) \). We first remark that \( ICC(G) \) has the unique trace property, i.e., \( ICC(G) \) has trivial amenable radical, if and only if \( FCH(G) = AR(G) \).

Indeed, if \( FCH(G) = AR(G) \), then \( ICC(G) \) is \( G/AR(G) \), which has trivial amenable radical. The converse implication follows from the fact that if \( N \) is a normal subgroup of \( G \) such that \( G/N \) has the unique trace property, then \( AR(G) \subset N \) (see [39] Lemma 6.11), and the comment before it).

In the same way, it can be shown that \( ICC(G) \) is \( C^* \)-simple if and only if \( FCH(G) = AH(G) \), where \( AH(G) \) denote the amenable radical of \( G \), as introduced in [39].

Theorem 3.7. Assume that \( FCH(G) = AR(G) \), or equivalently, that \( ICC(G) \) has the unique trace property. Then \( (G, \sigma) \) has the unique trace property whenever \( (G, \sigma) \) satisfies Kleppner’s condition. Hence, \( G \) belongs to \( K_{UT} \).
Proof. Suppose that \((G, \sigma)\) satisfies Kleppner’s condition. Set \(H = \text{FCH}(G)\) and \(K = \text{ICC}(G)\). Applying [2] Proposition 4.3, we get that the canonical tracial state on \(C^*_r(H, \sigma')\) is the only \(K\)-invariant tracial state on \(C^*_r(H, \sigma')\). Since \(K\) has the unique trace property, it follows from Proposition 3.1 (ii) (i.e., from [17] Corollary 5.3) that \((G, \sigma)\) has the unique trace property. \(\square\)

Remark 3.8. Let us consider the case where \(\text{ICC}(G)\) is \(C^*\)-simple. Then \(\text{ICC}(G)\) has the unique trace property, so Theorem 3.7 gives that \(G\) lies in \(\mathcal{K}_{\text{UT}}\), and one may wonder whether it will always lie in \(\mathcal{K}\). Set \(H = \text{FCH}(G)\). The problem is then to decide if \(K = \text{ICC}(G)\) acts on \(C^*_r(H, \sigma')\) in a minimal way when \(\sigma \in \text{K}(G)\), since Proposition 3.1 (i) will then imply that \((G, \sigma)\) is \(C^*\)-simple.

An example of a situation where \(\text{ICC}(G)\) acts on \(C^*_r(\text{FCH}(G), \sigma')\) in a minimal way is when \((\text{FCH}(G), \sigma')\) satisfies Kleppner’s condition, because \(\text{FCH}(G)\) is FC-hypercentral, so it follows from Theorem 3.3 that \(C^*_r(\text{FCH}(G), \sigma')\) is simple in this case. Hence Proposition 3.1 (i) and Theorem 3.7 give:

Corollary 3.9. If \(\text{ICC}(G)\) is \(C^*\)-simple and \((\text{FCH}(G), \sigma')\) satisfies Kleppner’s condition, then \((G, \sigma)\) is \(C^*\)-simple with the unique trace property.

Example 3.10. The procedure described in Remark 3.8 works well when \(G = \mathbb{F}_2 \times \mathbb{Z}\), as in Example 3.6. It is not difficult to check that \(H = \text{FCH}(G) = \{e\} \times \mathbb{Z} \cong \mathbb{Z}\), so \(K = \text{ICC}(G) \simeq \mathbb{F}_2 = \langle a, b \rangle\), which is \(C^*\)-simple. Let \(\sigma \in \mathbb{Z}^2(G, \mathbb{T})\) be determined by \(\mu\) and \(\nu\) in \(\mathbb{T}\) as in Example 3.6. Then \(\sigma' = 1\), so \(C^*_r(H, \sigma') = C^*_r(\mathbb{Z})\). Moreover, choosing the section \(s: K \to G\) given by \(s(x) = (x, 0)\), we get from subsection 3.1 that

\[
C^*_r(G, \sigma) \simeq C^*_r(C^*_r(\mathbb{Z}), \mathbb{F}_2, \beta),
\]

where the action \(\beta\) of \(\mathbb{F}_2\) on \(C^*_r(\mathbb{Z})\) is untwisted and determined by

\[
\beta_a(\lambda(m)) = \overline{\nu}^m \alpha_a(x) \overline{\nu}^{m \alpha_a(x)} \lambda(m)
\]

for \(x \in \mathbb{F}_2\) and \(m \in \mathbb{Z}\), where \(\alpha_a\) (resp. \(\alpha_b\)) \(\mathbb{F}_2 \to \mathbb{Z}\) denotes the homomorphism sending \(a\) to \(1\) and \(b\) to \(0\) (resp. sending \(a\) to \(0\) and \(b\) to \(1\)). Identifying \(C^*_r(\mathbb{Z})\) with \(C(\mathbb{T})\) via the Gelfand transform, we get that each \(\beta_x\) is the \(*\)-automorphism of \(C(\mathbb{T})\) associated to the homeomorphism \(\varphi_x\) of \(\mathbb{T}\) given by

\[
\varphi_x(z) = \mu^{\alpha_a(x)} \nu^{\alpha_b(x)} z
\]

for \(z \in \mathbb{T}\). Hence, if at least one of \(\mu\) and \(\nu\) is nontorsion, we see that every orbit \(\{\varphi_x(z) : x \in \mathbb{F}_2\}\) is dense in \(\mathbb{T}\), so the action of \(\mathbb{F}_2\) on \(C^*_r(H, \sigma') = C^*_r(\mathbb{Z})\) is minimal. We can therefore conclude that \((G, \sigma)\) is \(C^*\)-simple and has the unique trace property in this case, in accordance with what we found in Example 3.6.

The next example shows that the class of solvable groups is not contained in \(\mathcal{K}\), and that the class of groups with exponential growth is neither contained in \(\mathcal{K}_{\text{C.G}}\) nor in \(\mathcal{K}_{\text{UT}}\). It also gives an example of an amenable ICC group \(G\) satisfying \(\emptyset \neq C^*S(G) = UT(G) \neq \text{K}(G)\).

Example 3.11. \(C^*\)-simplicity of \((G, \sigma)\) when \(G\) is a semidirect product of the form \(\mathbb{Z}^n \rtimes_A \mathbb{Z}\) for some \(A \in \text{GL}(n, \mathbb{Z})\) is thoroughly discussed by Packer and Raeburn in [51] Theorem 3.2] (see also subsection 5.1 below, in particular Example 5.3). To make our point, it will suffice to consider a matrix

\[
A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{GL}(2, \mathbb{Z}),
\]

and the action of \(\mathbb{Z}\) on \(\mathbb{Z}^2\) associated with \(A\), that is,

\[
k \cdot x = A^k x
\]
for $k \in \mathbb{Z}$ and $x \in \mathbb{Z}^2$. Let $G = \mathbb{Z}^2 \rtimes_A \mathbb{Z}$ denote the corresponding semidirect product, which is clearly a solvable group. Computations show that $G$ is ICC (and has exponential growth) if and only if $|a + d| > 1 + \det A$. This holds for example when $a = 2$ and $b = c = d = 1$. Assuming this, and making use of [31] Example 3.4, we have that any $\sigma \in \mathbb{Z}^2(G, \mathbb{T})$ is similar to $\tilde{\sigma}_\theta$ for some $\theta \in [0, 1/2)$, where

$$\tilde{\sigma}_\theta((x, k), (y, l)) = \exp 2\pi i \begin{bmatrix} 0 & \theta \\ -\theta & 0 \end{bmatrix} A^k y$$

for $x, y \in \mathbb{Z}^2$ and $k, l \in \mathbb{Z}$. Moreover,

$$(3.5) \quad C^*_r(G, \sigma) \simeq C^*_r(\mathbb{Z}^2 \rtimes_A \mathbb{Z}, \tilde{\sigma}_\theta) \simeq C^*_r(C^*_r(\mathbb{Z}^2, \sigma_\theta), \mathbb{Z}, \beta),$$

where

$$\sigma_\theta(x, y) = \exp 2\pi i \begin{bmatrix} 0 & \theta \\ -\theta & 0 \end{bmatrix} y,$$

the action $\beta : \mathbb{Z} \to \text{Aut}(C^*_r(\mathbb{Z}^2, \sigma_\theta))$ being determined by $\beta_k(\lambda_{\sigma_\theta}(x)) = \lambda_{\sigma_\theta}(A^k x)$ for $x, y \in \mathbb{Z}^2$ and $k \in \mathbb{Z}$.

Consider now the statements

(i) $\theta$ is irrational,

(ii) $(G, \tilde{\sigma}_\theta)$ is $C^*$-simple,

(iii) $(G, \tilde{\sigma}_\theta)$ has the unique trace property.

Then these three statements are equivalent. Indeed, (ii) $\Rightarrow$ (i) follows by applying [31] Theorem 3.2. Using the decomposition (3.5), one sees that the implication (i) $\Rightarrow$ (iii) is a special case of [31] Theorem 8 (and its proof). Finally, the implication (iii) $\Rightarrow$ (ii) follows from Theorem 2.1 since $G$ is amenable.

However, as $G$ is ICC, $(G, \tilde{\sigma}_\theta)$ always satisfies Kleppner’s condition, also when $\theta$ is rational. So we see that $G$ does not belong to $K_{C^*}$, nor to $K_{UT}$.

To deal with similar situations, the following somewhat curious notion may turn out to be useful. Let us say that $(G, \sigma)$ satisfies condition X if there exists a normal subgroup $N$ of $G$ such that

(i) $FC(G) \subset N$,

(ii) $G/N$ is FC-hypercentral,

(iii) for all $h \in N \setminus \{e\}$, there exists $g \in G$ such that $hg = gh$ and $\sigma(h, g) \neq \sigma(g, h)$.

Note that $FC(G) \subset FC(N)$ if and only if $FC(G) \subset N$.

In general, condition X implies Kleppner’s condition, as can be seen by combining (i) and (iii). Moreover, if $G$ is FC-hypercentral, then $(G, \sigma)$ satisfies condition X if and only $(G, \sigma)$ satisfies Kleppner’s condition. Indeed, if Kleppner’s condition hold, then we may take $N = FC(G)$ to see that condition X holds.

**Proposition 3.12.** Let $G$ be an amenable group and assume that $(G, \sigma)$ satisfies condition X. Then $(G, \sigma)$ is $C^*$-simple and has the unique trace property.

**Proof.** The result is a generalization of [31] Theorem 3.1. Instead of using $FC(G)$ as the “base case” in the inductive proof of this theorem, we replace it by the (larger) normal subgroup $N$. Then the same proof as in [31] will work, provided that $G/N$ is FC-hypercentral and $N$ (and thus $G$) is amenable. We leave the details to the reader. \(\square\)

This proposition seems potentially applicable when dealing with solvable groups and “FC-hypercentral-by-FC-hypercentral” groups. For example, it may used it to show that (i) implies (ii) and (iii) in Example 3.11 choosing $N = \mathbb{Z}^2$, one readily checks that $(\mathbb{Z}^2 \rtimes_A \mathbb{Z}, \tilde{\sigma}_\theta)$ satisfies condition X whenever $\theta$ is irrational.
4. On normal subgroups and freely acting automorphisms

Throughout this section, we assume that $H$ is a normal subgroup of $G$ and set $K = G/H$. As before, the restriction of $\sigma \in Z^2(G, \mathbb{T})$ to $H \times H$ will be denoted by $\sigma'$, and $\tau'$ will denote the canonical tracial state on $W^*(H, \sigma')$ (resp. $C^*_r(H, \sigma')$). We recall from subsection 3.1 that for each $g \in G$ there exists $\gamma_g \in \text{Aut}(W^*(H, \sigma'))$ satisfying

$$
\gamma_g(\lambda_{\sigma'}(h)) = \tilde{\sigma}(g, h) \lambda_{\sigma'}(g \cdot h) \quad \text{for all } h \in H.
$$

We fix a section $s : K \rightarrow G$ for the canonical homomorphism $\varphi$ from $G$ onto $K$ satisfying $s(e) = e$, and let $(\beta, \omega)$ denote the associated twisted action of $K$ on $W^*(H, \sigma')$. We otherwise freely use the notation introduced in subsection 3.1.

Our main goal in this section is to provide a set of conditions on $G, H$ and $\sigma$ guaranteeing that $(G, \sigma)$ has the unique trace property, or is $C^*$-simple with the unique trace property (see Theorem 4.9). For the unique trace property, our plan is to invoke Proposition 9, and our first task will therefore be to find a condition ensuring that $\gamma_k \in \text{Aut}(W^*(H, \sigma'))$ is freely acting in the sense of Kallman [33] (see also [59]) for each $k \in G \setminus H$. We will next show that $C^*$-simplicity may then be deduced in certain cases from various results, e.g. (the twisted version of) Kishimoto’s theorem [59] Theorem 3.1.

For the convenience of the reader, we recall that if $M$ is a von Neumann algebra and $\alpha \in \text{Aut}(M)$, then $\alpha$ is called freely acting (or properly outer) if the only element $T \in M$ satisfying $\alpha(S)T = TS$ for all $S \in M$ is $T = 0$. Equivalently, $\alpha$ is freely acting if the restriction $\alpha|_{M^p}$ is outer for every nonzero central projection $p$ in $M$ satisfying $\alpha(p) = p$. We also recall that a twisted action $(\beta, \omega)$ of a group $K$ on $M$ is called freely acting (or properly outer) if $\beta_k$ is freely acting for every $k \in K \setminus \{e\}$.

**Lemma 4.1.** Let $T \in W^*(H, \sigma')$ and $k \in G$. Define $f_T \in \ell^2(H)$ by $f_T = T \delta_e$. Then the following conditions are equivalent:

1. $\gamma_k(S)T = TS$ for all $S \in W^*(H, \sigma')$.
2. $\tilde{\sigma}(k, s) \tilde{\sigma}(t, s) \sigma(k \cdot s, (k \cdot s)^{-1}t) f_T((k \cdot s)^{-1}t) = f_T(t)$ for all $s, t \in H$.

**Proof.** Since $W^*(H, \sigma') = \lambda_{\sigma'}(H)'$, it is clear that (i) holds if and only if

$$
\gamma_k(\lambda_{\sigma'}(s)) T = T \lambda_{\sigma'}(s) \quad \text{for all } s \in H.
$$

Hence, since $\delta_e$ is a separating vector for $W^*(H, \sigma')$ and

$$
\lambda_{\sigma'}(s) \rho_{\sigma'}(s) \delta_e = \rho_{\sigma'}(s) \lambda_{\sigma'}(s) \delta_e = \delta_e \quad \text{for all } s \in H,
$$

(i) is equivalent with

$$
\gamma_k(\lambda_{\sigma'}(s)) \rho_{\sigma'}(s) T \delta_e = T \delta_e \quad \text{for all } s \in H.
$$

(4.1)

Let $t \in H$. Evaluating the left hand side of equation (4.1) at $t$ gives

$$
\left(\gamma_k(\lambda_{\sigma'}(s)) \rho_{\sigma'}(s) f_T\right)(t)
= \left(\tilde{\sigma}(k, s) \lambda_{\sigma'}(k \cdot s) \rho_{\sigma'}(s) f_T\right)(t)
= \tilde{\sigma}(k, s) \sigma(k \cdot s, (k \cdot s)^{-1}t) \left(\rho_{\sigma'}(s) f_T\right)((k \cdot s)^{-1}t)
= \tilde{\sigma}(k, s) \sigma(k \cdot s, (k \cdot s)^{-1}t) \sigma((k \cdot s)^{-1}t) f_T((k \cdot s)^{-1}t),
$$

and (i) is now seen to be equivalent to (ii) by making use of (2.1).
Let $g \in G$. We let $C_H(g)$ denote the $H$-conjugacy class of $g$ in $G$, that is,
$$C_H(g) = \{sgs^{-1} : s \in H\}.$$

Moreover, if $k \in G$, we define the $(k, H)$-conjugacy class of $g$ in $G$ by
$$C^k_H(g) = \{(k \cdot s)g s^{-1} : s \in H\}.$$ This class is nothing but the equivalence class of $g$ w.r.t. the equivalence relation on $G$ defined by $g' \sim_k g$ whenever $g' = (k \cdot s)g s^{-1}$ for some $s \in H$. Clearly, we have $C^k_H(g) \subseteq C_H(k^{-1}g)$. This gives
$$|C^k_H(g)| = |C_H(k^{-1}g)| \leq |C_H(g)|.$$ We will also need the following definitions:

**Definition 4.2.** Let $g \in G$. We say that $g$ is $\sigma$-regular w.r.t. $H$ if
$$\sigma(g, s) = \sigma(s, g)$$
whenever $s \in H$ commutes with $g$.

**Definition 4.3.** Let $t \in H$ and $k \in G$. We say that $t$ is $\sigma$-regular w.r.t. $(k, H)$ if
$$\sigma(k^{-1}t, s) = \sigma(s, k^{-1}t)$$
whenever $s \in H$ and $k^{-1}ts = sk^{-1}t$ (that is, $(k \cdot s)t = ts$).

Clearly, for $k \in G$ and $t \in H$, we have
$$k \text{ is } \sigma\text{-regular w.r.t. } H \implies k \text{ is } \sigma\text{-regular w.r.t. } H$$
and
$$k^{-1}t \text{ is } \sigma\text{-regular w.r.t. } H \iff t \text{ is } \sigma\text{-regular w.r.t. } (k, H).$$

**Lemma 4.4.** The following hold:

(i) Let $x \in G$ and $y \in C_H(x)$.
If $x$ is $\sigma$-regular w.r.t. $H$, then $y$ is $\sigma$-regular w.r.t. $H$.

(ii) Let $k \in G$, $t \in H$ and $t' \in C_H(t)$.
If $t$ is $\sigma$-regular w.r.t. $(k, H)$, then $t'$ is $\sigma$-regular w.r.t. $(k, H)$.

**Proof.** (i) Assume that $x$ is $\sigma$-regular w.r.t. $H$. Write $y = rxr^{-1}$ for some $r \in H$, and assume $ys = sy$ for some $s \in H$. We have to show that $\sigma(y, s) = \sigma(s, y)$.

Using the cocycle identity (2.1) twice, one readily checks that
$$\sigma(s, y)\sigma(y, s) = \sigma(y, r)\sigma(s, rx)\sigma(y, sr)\sigma(s, r).$$

Now, as $x^{-1}sr = r^{-1}sx$ and $r^{-1}sr \in H$, the $\sigma$-regularity of $x$ w.r.t. $H$ gives that $\sigma(x, r^{-1}sr) = \sigma(r^{-1}sr, x)$. Using this, some further cocycle computations give that
$$\sigma(y, sr) = \sigma(rx, r^{-1})\sigma(r, x)\sigma(r^{-1}sr)\sigma(sr, x)\sigma(r^{-1}, sr).$$

Thus, we get
$$\sigma(s, y)\sigma(y, s) = \sigma(y, r)\sigma(s, rx)\sigma(rx, r^{-1})\sigma(r, x)\sigma(sr, x)\sigma(r^{-1}, sr)\sigma(s, r) = \sigma(s, r)\sigma(sr, x)\sigma(r, x)\cdot \sigma(r, x, r^{-1})\sigma(y, r)\cdot \sigma(r, r^{-1}sr)\sigma(r^{-1}, sr) = 1 \cdot \sigma(r^{-1}, r) \cdot \sigma(r, r^{-1}) = 1.$$ 

(ii) Assume $t$ is $\sigma$-regular w.r.t. $(k, H)$. Then $x := k^{-1}t$ is $\sigma$-regular w.r.t. $H$ and $t' = ky$ for some $y \in C_H(x)$. So (i) gives that $y$ is $\sigma$-regular w.r.t. $H$. Hence $t' = ky$ is $\sigma$-regular w.r.t. $(k, H)$, as desired. □
Lemma 4.4 shows that if some $H$-conjugacy class contains an element which is $\sigma$-regular w.r.t. $H$, then all its elements are also $\sigma$-regular w.r.t. $H$; we will therefore call such a $H$-conjugacy class for $\sigma$-regular.

This lemma also shows that if some $(k, H)$-conjugacy class in $H$ contains an element which is $\sigma$-regular w.r.t. $(k, H)$, then all its elements are also $\sigma$-regular w.r.t. $(k, H)$; we will therefore say that such a $(k, H)$-conjugacy class in $H$ is $\sigma$-regular.

**Definition 4.5.** The triple $(G, H, \sigma)$ is said to satisfy the relative Kleppner condition if, for every $k \in G \setminus H$, all $\sigma$-regular $(k, H)$-conjugacy classes in $H$ are infinite, that is, we have:

1. $|C^H_k(t)| = \infty$ whenever $k \in G \setminus H$, $t \in H$ and $C^H_k(t)$ is $\sigma$-regular.

As is easily checked, this is equivalent to:

2. $|C_H(g)| = \infty$ whenever $g \in G \setminus H$ and $C_H(g)$ is $\sigma$-regular.

**Remark 4.6.**

a) If $H = G$, then the relative Kleppner condition holds trivially. In the opposite direction, if $H = \{e\}$, then the relative Kleppner condition never holds, as immediately follows from (2).

b) $(G, H, 1)$ satisfies the relative Kleppner condition if and only if $|C^H_k(t)| = \infty$ whenever $k \in G \setminus H$ and $t \in H$, if and only if $|C_H(g)| = \infty$ whenever $g \in G \setminus H$. In particular, it follows that $(G, H, \sigma)$ satisfies the relative Kleppner condition whenever $(G, H, 1)$ satisfies the relative Kleppner condition.

c) Assume that $C_H(g)$ is finite for all $g \in G \setminus H$. For instance, this holds when $H$ is central or finite. Then $(G, H, \sigma)$ satisfies the relative Kleppner condition if and only if there does not exist any $\sigma$-regular element in $G \setminus H$.

d) Suppose that $(G, H, \sigma)$ satisfies the relative Kleppner condition and that $H'$ is a normal subgroup of $G$ containing $H$. Then $(G, H', \sigma)$ satisfies the relative Kleppner condition.

Indeed, let $g \in G \setminus H' \subset G \setminus H$ and suppose $\sigma(g, h) = \sigma(h, g)$ whenever $gh = hg$ and $h \in H'$. Then $\sigma(g, h) = \sigma(h, g)$ whenever $gh = hg$ and $h \in H$, so $|C_H(g)| = \infty$. Hence, $|C_{H'}(g)| \geq |C_H(g)| = \infty$.

e) We have that $(G, \sigma)$ satisfies Kleppner’s condition and, at the same time, $(G, H, \sigma)$ satisfies the relative Kleppner condition if (and only if) the following two conditions hold:

(i) $|C_G(h)| = \infty$ whenever $h \in H \setminus \{e\}$ and $C_G(h)$ is $\sigma$-regular,

(ii) $|C_H(g)| = \infty$ whenever $g \in G \setminus H$ and $C_H(g)$ is $\sigma$-regular.

Indeed, assume that (i) and (ii) hold. In particular, $(G, H, \sigma)$ satisfies the relative Kleppner condition. Consider $g \in G \setminus H$ such that $C_G(g)$ is $\sigma$-regular. Then $C_H(g)$ is $\sigma$-regular. Thus, using (ii), we get $|C_G(g)| \geq |C_H(g)| = \infty$. Together with (i), this shows that $(G, \sigma)$ satisfies Kleppner’s condition. (The converse assertion is trivial).

**Proposition 4.7.** Assume that $(G, H, \sigma)$ satisfies the relative Kleppner condition. Then $\gamma_k$ is freely acting for every $k \in G \setminus H$. Moreover, the twisted action $(\beta, \omega)$ of $K$ on $W^*(H, \sigma')$ is freely acting.

**Proof.** Let $k \in G \setminus H$ and suppose $T \in W^*(H, \sigma')$ satisfies $\gamma_k(T)S = ST$ for all $S \in W^*(H, \sigma')$. Using (ii) from Lemma 4.4, we get that

$$|f_T|((k \cdot s)t s^{-1}) = |f_T|(t)$$

for all $s, t \in H$. This means that $|f_T|$ is constant on each $(k, H)$-conjugacy class $C^H_k(t)$.

Let $t \in H$. Assume first that $C^H_k(t)$ is $\sigma$-regular. Since $(G, H, \sigma)$ satisfies the relative Kleppner condition, we have $|C^H_k(t)| = \infty$. As $f_T \in \ell^2(H)$, we get that $|f_T|$ is constantly equal to zero on $C^H_k(t)$. Hence, $f_T = 0$ on $C^H_k(t)$. 

---
Assume now that $C_H^b(t)$ is not $\sigma$-regular. So there exists $s \in H$ such that
\begin{equation}
(4.2) \quad (k \cdot s)t = ts
\end{equation}
and
\begin{equation}
(4.3) \quad \overline{\sigma(k^{-1}t,s)}\sigma(s,k^{-1}t) \neq 1.
\end{equation}
Using equation (4.2) and (ii) in Lemma 4.1, we get
\begin{equation}
(4.4) \quad \tilde{\sigma}(k,s)\overline{\sigma(t,s)}\sigma(k \cdot s,t) f_T(t) = f_T(t).
\end{equation}
Some detailed but routine cocycle computations give that
\begin{equation}
\tilde{\sigma}(k,s)\sigma(t,s)\sigma(k \cdot s,t) = \sigma(k^{-1}t,s)\sigma(s,k^{-1}t).
\end{equation}
Thus, using (4.3), we get
\begin{equation}
\tilde{\sigma}(k,s)\overline{\sigma(t,s)}\sigma(k \cdot s,t) \neq 1,
\end{equation}
so we conclude from (4.4) that $f_T(t) = 0$. As $|f_T|$ is constant on $C_H^b(t)$, we get that $f_T = 0$ on $C_H^b(t)$.

Altogether, we have shown that $f_T = 0$ on each $(k,H)$-conjugacy class in $H$. Since $H$ is the union of all such classes, it follows that $f_T = 0$ on the whole of $H$. As $\delta_\varepsilon$ is separating for $W^*(H,\sigma')$, we get that $T = 0$. This proves that $\gamma_k$ is freely acting, as desired.

Finally, recall that $\delta_k = \gamma_{\rho(k)}$ for each $k \in K$, where $s: K \to G$ denotes the chosen section for the quotient map from $G$ onto $K$. Since $s(k) \in G \setminus H$ for every $k \in K \setminus \{e\}$, it follows that $(\beta,\omega)$ is freely acting.

\begin{proof}
Set $A = C_r^*(H,\sigma')$. We first have to show that $C^*(G,\sigma) \simeq C_r^*(A,K,\beta',\omega)$ has a unique tracial state. Since $\tau'$ is assumed to be the unique $K$-invariant tracial state of $A$, according to [4] Proposition 9], it suffices to check that the twisted action $(\beta',\omega)$ of $K$ on $A$ is trivially proper outer in the sense of [4]. As the GNS-representation of $C_r^*(H,\sigma')$ associated to $\tau'$ is the identity representation of $A$ on $\ell^2(H)$, this amounts to checking that $(\beta,\omega)$ is freely acting on $A' = W^*(H,\sigma')$. Since $(G,H,\sigma)$ is assumed to satisfy the relative Kleppner condition, this follows from Proposition 4.7.

If (a) or (b) also holds, then combining the first assertion with Theorem 2.1 gives that $(G,\sigma)$ is $C^*$-simple.
\end{proof}

Remark 4.8. It can be shown that if $\gamma_k$ is freely acting for every $k \in G \setminus H$, then $(G,H,\sigma)$ satisfies the relative Kleppner condition. As we will not need this fact, we leave this as an exercise for the reader.

Theorem 4.9. Assume that $(G,H,\sigma)$ satisfies the relative Kleppner condition and that $\tau'$ is the unique $K$-invariant tracial state of $C_r^*(H,\sigma')$. Then $(G,\sigma)$ has the unique trace property.

Assume, in addition, that at least one of the following two conditions is satisfied:

(a) $G$ is amenable,

(b) $G$ is exact and $C_r^*(G,\sigma)$ has stable rank one.

Then $(G,\sigma)$ is $C^*$-simple.

Remark 4.10. It follows from [3] Proposition 15 (i) (see also [3] Proposition 6]) that if
\begin{equation}
(4.5) \quad |C_H(g)| = \infty \quad \text{for all } g \in G \setminus H
\end{equation}
and $H$ has the unique trace property, then $G$ has the unique trace property. Since condition (4.5) corresponds to the relative Kleppner condition for $(G,H,1)$, the first assertion in Theorem 4.9 provides a twisted version of this result.

Proposition 4.7 and Theorem 4.9 have several interesting corollaries.
Corollary 4.11. Assume that \((G, H, \sigma)\) satisfies the relative Kleppner property. Then the following assertions hold:

(i) \((G, \sigma)\) has the unique trace property whenever \((H, \sigma')\) has the unique trace property.
(ii) \((G, \sigma)\) is \(C^*\)-simple whenever \((H, \sigma')\) is \(C^*\)-simple.
(iii) \((G, \sigma)\) is \(C^*\)-simple with the unique trace property whenever \((H, \sigma')\) is \(C^*\)-simple with the unique trace property.

Proof. The first assertion is an immediate consequence of Theorem 4.9. Next, suppose \((H, \sigma')\) is \(C^*\)-simple. Then \(W^*(H, \sigma')\) is a factor, so it follows from Proposition 4.7 that the twisted action \((\beta', \omega)\) of \(K\) on \(W^*(H, \sigma')\) is outer. This implies that the twisted action \((\beta', \omega)\) of \(K\) on \(C^*_r(H, \sigma')\) is also outer. Hence, [2] Theorem 3.2 (the twisted version of [36] Theorem 3.1] gives that \(C^*_r(G, \sigma) \simeq C^*_r(A, K, \beta', \omega)\) is simple. This shows that (ii) holds. The third assertion follows readily from (i) and (ii).

Corollary 4.12. Assume that \(H\) is FC-hypercentral, \((H, \sigma')\) satisfies Kleppner’s condition and \((G, H, \sigma)\) satisfies the relative Kleppner condition. Then \((G, \sigma)\) is \(C^*\)-simple with the unique trace property.

Proof. As the first two assumptions imply that \((H, \sigma')\) is \(C^*\)-simple with the unique trace property, cf. Theorem 2.3, this follows from Corollary 4.11 (iii).

Corollary 4.13. Assume that the following three conditions hold:

(i) \((G, \sigma)\) satisfies Kleppner’s condition;
(ii) \(H\) is contained in \(FCH(G)\);
(iii) \((G, H, \sigma)\) satisfies the relative Kleppner condition.

Then \((G, \sigma)\) has the unique trace property. If, in addition, \(G\) is amenable, or \(G\) is exact and \(C^*_r(G, \sigma)\) has stable rank one, then \((G, \sigma)\) is \(C^*\)-simple.

Proof. Using Remark 4.6 d), it follows from (ii) and (iii) that \((G, FCH(G), \sigma)\) satisfies the relative Kleppner condition. If we let \(\sigma_0\) denote the restriction of \(\sigma\) to \(FCH(G) \times FCH(G)\), then we get from [7] Proposition 4.3 that (i) is equivalent to \(C^*_r(FCH(G), \sigma_0)\) having a unique ICC(G)-invariant tracial state. Hence, the result follows from Theorem 4.9.

Remark 4.14. To apply Corollary 4.13, the natural choices for \(H\) are \(Z(G)\), FC(G), and \(FCH(G)\). Remark 4.6 e) is then useful to check that conditions (i) and (iii) hold, as will be illustrated in the next section.

Another useful result is:

Corollary 4.15. Assume that \((G, H, \sigma)\) satisfies the relative Kleppner condition and that \(\tau'\) is the unique \(K\)-invariant tracial state of \(C^*_r(H, \sigma')\). If \(C^*_r(H, \sigma')\) is commutative and \(K\) acts on \(C^*_r(H, \sigma')\) in a minimal way, then \((G, \sigma)\) is \(C^*\)-simple with the unique trace property.

Proof. We know from Theorem 4.9 that the first two assumptions imply that \((G, \sigma)\) has the unique trace property. As seen in the proof of this result, \((\beta', \omega)\) is then a tracially properly outer twisted action of \(K\) on \(A := C^*_r(H, \sigma')\). Since \(A\) is commutative and \(K\) acts on \(A\) in a minimal way, it follows from [4] Theorem 10, part (b), case (ii)] that \(C^*_r(G, \sigma) \simeq C^*_r(A, K, \beta', \omega)\) is simple.

We also include the following result:

Corollary 4.16. Assume that \((G, H, \sigma)\) satisfies the relative Kleppner condition, \(H\) is countable and \(K\) is torsion free. If \(K\) acts on \(C^*_r(H, \sigma')\) in a minimal way, then \((G, \sigma)\) is \(C^*\)-simple. Moreover, if, in addition, \(\tau'\) is the unique \(K\)-invariant tracial state of \(C^*_r(H, \sigma')\), then \((G, \sigma)\) is \(C^*\)-simple and has the unique trace property.
Proof. Assume that $K$ acts on $A := C^*_r(H, \sigma')$ in a minimal way. To show that $C^*_r(G, \sigma) \simeq C^*_r(A, K, \beta', \omega)$ is simple, it suffices then to show that for each $k \in K \setminus \{e\}$, $\beta'_k$ is properly outer as a $*$-automorphism of $A$, as defined in [12]. Indeed, this follows from [12, Theorem 7.2] by noting that $A$ is separable when $H$ is countable and that the proof of Olesen and Pedersen’s result is still valid in the case of a twisted action. Now, we know from Proposition [4.17] that the twisted action $(\beta, \omega)$ of $K$ on $W^*(H, \sigma')$ is freely acting. Using that $K$ is torsion-free, we may copy the argument given in the proof of [4.19] Theorem 10, part (b), case (iii)] to deduce from this fact that $\beta'_k$ is properly outer for every $k \in K \setminus \{e\}$.

The second assertion follows from the first assertion combined with Theorem [4.19]. □

It is known that if the centralizer $Z_G(H)$ of $H$ in $G$ is trivial and $H$ is $C^*$-simple (resp. has the unique trace property), then $G$ is $C^*$-simple (resp. has the unique trace property), cf. [2, 4]. We can generalize this to the twisted case as follows.

Definition 4.17. The $\sigma$-centralizer of $H$ in $G$ is the subset of $G$ given by

$$Z^*_G(H) = \{g \in G : g_s = sg \text{ and } \sigma(g, s) = \sigma(s, g) \text{ for all } s \in H\}.$$  

In other words,

$$Z^*_G(H) = Z_G(H) \cap \{g \in G : g \text{ is } \sigma\text{-regular w.r.t. } H\}.$$  

Proposition 4.18. Assume that $H$ is ICC and $Z^*_G(H)$ is trivial. If $(H, \sigma')$ is $C^*$-simple (resp. has the unique trace property), then $(G, \sigma)$ is $C^*$-simple (resp. has the unique trace property).

Proof. We first prove that $(G, H, \sigma)$ satisfies the relative Kleppner condition. Assume $g \in G \setminus H$ is $\sigma$-regular w.r.t. $H$. We must show that $|C_H(g)| = \infty$. Suppose that this is not the case. Let $g' \in C_H(g)$, so $g' = sgs^{-1}$ for some $s \in H$. Then we have $g'^{-1}g' = (g^{-1}sg)s^{-1} \in H$. Moreover, $C_H(g^{-1}g') \subset C_H(g)^{-1}C_H(g') = C_H(g)^{-1}C_H(g)$, so

$$|C_H(g^{-1}g')| \leq |C_H(g)^{-1}C_H(g')| \leq |C_H(g)|^2 < \infty.$$  

Since $H$ is ICC, we must have $g^{-1}g' = e$. Thus, $g' = g$, that is, $C_H(g) = \{g\}$, and it follows that $g \in Z^*_G(H)$. Since $Z^*_G(H) = \{e\}$, we get that $g = e$, which is impossible since $g \in G \setminus H$.

Since $(G, H, \sigma)$ satisfies the relative Kleppner condition, Proposition [4.17] gives that $\beta_k$ is a freely acting automorphism of $W^*(H, \sigma')$ for each $k \in K \setminus \{e\}$. This implies that $\beta'_k$ is an outer automorphism of $C^*_r(H, \sigma')$ for each $k \in K \setminus \{e\}$. Hence, if $(H, \sigma')$ is $C^*$-simple, that is, $A := C^*_r(H, \sigma')$ is simple, then it follows from the twisted version of Kishimoto’s theorem (see [2, Theorem 3.2]) that $C^*_r(G, \sigma) \simeq C^*_r(A, K, \beta', \omega)$ is simple. On the other hand, if $(H, \sigma')$ has the unique trace property, then Theorem [4.19] applies and it follows that $(G, \sigma)$ has the unique trace property, as desired. □

Remark 4.19. It is possible that the assumption that $H$ is ICC in Proposition [4.18] is redundant. The proof shows that the argument goes through as long as one knows that $|C_H(g)| \in \{1, \infty\}$ for every $g \in G \setminus H$, but we do not see how to deduce this from the assumption that $Z^*_G(H)$ is trivial.

Remark 4.20. Proposition [4.18] is applied in the study of braid related groups in [17]. There is an action $\alpha$ of the braid group $B_n$ on $n$ strands on the free group $F_n$, often called “Artin’s representation”, and it shown that the corresponding semidirect product $F_n \rtimes_\alpha B_n$ belongs to the class $\mathcal{K}$ for all $n$, by computing that the centralizer of $F_n$ is trivial.

Moreover, Corollary [4.11] is applied to prove that the braid groups $B_\infty$ and $P_\infty$ on infinitely many strands are both $C^*$-simple. For the latter, one checks the relative Kleppner condition for $(P_\infty, F_\infty, 1)$, and then for $B_\infty$ one checks the relative Kleppner condition for $(B_\infty, P_\infty, 1)$.
5. Examples

5.1. Semidirect products of abelian groups by aperiodic automorphisms. Throughout this subsection, \( H \) will be an infinite abelian group and \( \beta \) will denote an automorphism of \( H \). We will use addition to denote the group operation in \( H \). Moreover, for \( k \in \mathbb{Z} \) and \( x \in H \), we will often write \( k \cdot x \) instead of \( \beta^k(x) \). The automorphism \( \beta \) will be called aperiodic when the orbit of any nontrivial element in \( H \) is infinite (or, equivalently, when \( k \cdot x \neq x \) for all \( k \in \mathbb{Z} \setminus \{0\} \) and all \( x \in H \setminus \{0\} \)).

We will consider the semidirect product \( G = H \rtimes \mathbb{Z} \) associated with the action of \( \mathbb{Z} \) on \( H \) induced by \( \beta \). For further use, we note that for \( x, y \in H \) and \( k \in \mathbb{Z} \), we have

\[
(5.1) \quad (y, k)(x, 0)(y, k)^{-1} = (y, 0)(k \cdot x, 0)(y, 0)^{-1} = (k \cdot x, 0).
\]

As usual, we will sometimes identify \( H \) with \( \mathbb{Z} \) and \( \mathbb{Z} \) with the maps \( x \mapsto (x, 0) \) and \( k \mapsto (0, k) \), so that we may write \((y, k) \cdot (x, 0) = (x, k) \cdot (y, 0) = (y \cdot k, x) \).

In particular, we then have \( k \cdot x \cdot k^{-1} = k \cdot x \) for \( x \in H \) and \( k \in \mathbb{Z} \), in agreement with the notation used in subsection 5.1.

Next, we remark that the following conditions are equivalent:

(i) \( \beta \) is aperiodic

(ii) \( G \) is ICC

Indeed, if \( \beta \) is not aperiodic, so there exists \( x \in H \setminus \{0\} \) with a finite orbit in \( H \), one easily sees from equation (5.1) that the conjugacy class of \( x = (x, 0) \) in \( G \) is finite. On the other hand, assume that \( \beta \) is aperiodic. If \( x \in H \setminus \{0\} \), then

\[
\{(0, l)(x, k)(0, l)^{-1} : l \in \mathbb{Z}\} = \{(l \cdot x, k) : l \in \mathbb{Z}\}
\]

is clearly infinite for each \( k \in \mathbb{Z} \). Further, if \( k \in \mathbb{Z} \setminus \{0\} \), then

\[
(5.2) \quad \{(y, 0)(0, k)(y, 0)^{-1} : y \in H\} = \{(y + k \cdot (-y), k) : y \in H\}
\]

is infinite. Indeed, if \( y_1 + k \cdot (-y_1) = y_2 + k \cdot (-y_2) \), then \( y_1 - y_2 = k \cdot (y_1 - y_2) \), so \( y_1 = y_2 \) as \( \beta \) is aperiodic. Since \( H \) is infinite, the claim holds. Thus we see that \( G \) is ICC.

When \( \beta \) is aperiodic, we thus get that the amenable group \( G \), being ICC, does not lie in \( K \). However, as seen previously in Example 5.1 in the case where \( G = \mathbb{Z}^n \rtimes_A \mathbb{Z} \), there can still exist 2-cocycles \( \sigma \) on \( G \) such that \((G, \sigma)\) is \( C^* \)-simple and/or has the unique trace property. Our aim is to illustrate this in more general context.

Let \( \sigma' \in Z^2(H, \mathbb{T}) \). We will assume that \( \sigma' \) is \( Z \)-invariant, meaning that it satisfies

\[
\sigma'(k \cdot x, k \cdot y) = \sigma'(x, y)
\]

for all \( x, y \in H \) and \( k \in \mathbb{Z} \). As is well-known, see e.g. [51 Appendix 2] or [45 2.1–2.4] and [46], we may then define a 2-cocycle \( \sigma \in Z^2(G, \mathbb{T}) \) by

\[
\sigma((x, k), (y, l)) = \sigma'(x, k \cdot y)
\]

for \( x, y \in H \) and \( k, l \in \mathbb{Z} \). We then have that \( \hat{\sigma}(0, k,(h,0)) = 1 \) for all \( k \in \mathbb{Z} \) and \( h \in H \), so it follows that \( C^*_r(G, \sigma) \) decomposes as the reduced crossed product of \( A = C^*_r(H, \sigma') \) by the action of \( \mathbb{Z} \) on \( A \) associated to the \(*\)-automorphism \( \beta \) of \( A \) determined by \( \beta(\lambda_{\sigma'}(x)) = \lambda_{\sigma'}(\beta(x)) \) for all \( x \in H \). We note that saying that \( \mathbb{Z} = G/H \) acts on \( A \) in a minimal way just means that \( \beta \) acts minimally on \( A \), i.e., that the zero ideal is the only proper ideal of \( A \) which is invariant under \( \beta \).

To ease our analysis, we set

\[
S := \{x \in H : x \text{ is } \sigma'\text{-regular}\}.
\]
Since $H$ is abelian, we have $S = \{x \in H : \sigma'(x, y) = \sigma'(y, x) \text{ for all } y \in H\}$. Moreover, $S$ is a subgroup of $H$ such that $k \cdot x \in S$ whenever $k \in \mathbb{Z}$ and $x \in S$ (since $\sigma'$ is invariant).

We also set $\sigma'' := (\sigma')_{|S \times S} = \sigma_{|S \times S} \in \mathbb{Z}(S, T)$. As $\sigma''$ is a symmetric, it follows from that $\sigma''$ is a coboundary, i.e., $\sigma'' \in B^2(S, T)$, so $C^*_r(S, \sigma'') \cong C^*_r(S)$ is commutative.

**Theorem 5.1.** Let $H$, $\beta$, $G$, and $\sigma'$ be as above and suppose that $\beta$ is aperiodic. Consider the following conditions:

(i) $(H, \sigma')$ satisfies Kleppner’s condition.

(ii) $(G, \sigma)$ has the unique trace property.

(iii) $(G, \sigma)$ is $C^*$-simple.

Then we have (i) $\iff$ (ii) $\implies$ (iii). Moreover, if $H$ is countable, then (iii) holds if and only if $\tilde{\beta}$ acts minimally on $C^*_r(H, \sigma')$.

**Proof.** Suppose that $(x, k) \in G \setminus H$, i.e., $x \in H$ and $k \in \mathbb{Z} \setminus \{0\}$. Then

$$\{(y, 0)(x, k)(y, 0)^{-1} : y \in H\} = \{(y + x + k \cdot (-y), k) : y \in H\}$$

is infinite, since $\{y + k \cdot (-y) : y \in H\}$ is infinite for every $k \in \mathbb{Z} \setminus \{0\}$ by a similar argument as the one used after 5.2. Thus it follows that $(G, (H, 1))$ satisfies the relative Kleppner condition. Remark 4.10 (b) then implies that $(G, (H, \sigma))$ always satisfies the relative Kleppner condition. Hence, using Corollary 4.12, we get that (i) $\implies$ (ii) (and also (i) $\implies$ (iii)). Since $G = H \times \mathbb{Z}$ is amenable, Theorem 2.1 gives that (ii) $\implies$ (iii).

To show the implication (ii) $\implies$ (i), we first observe that $S$ is a normal subgroup of $G$. Hence, as in subsection 3.1, we get that for each $(y, n) \in G$, there exists a $*$-automorphism $\gamma_{(y, n)}$ of $C^*_r(S, \sigma'')$ satisfying

$$\gamma_{(y, n)}(\lambda_{\sigma''}(x)) = \sigma((y, n), (x, 0)) \sigma(n \cdot x, 0, (y, n)) \lambda_{\sigma''}(n \cdot x)$$

$$= \sigma'(y, n \cdot x) \sigma'(n \cdot x, y) \lambda_{\sigma''}(n \cdot x)$$

$$= \lambda_{\sigma''}(n \cdot x)$$

for all $x \in S$.

Set $\gamma = \gamma_{(0, 1)}$. We then have $\gamma^n(\lambda_{\sigma''}(x)) = \lambda_{\sigma''}(n \cdot x)$ for all $n \in \mathbb{Z}$ and $x \in S$. Thus $n \mapsto \gamma^n$ is the $\mathbb{Z}$-action on $C^*_r(S, \sigma'')$ associated to the $\mathbb{Z}$-action on $S$ induced by the automorphism $\beta_S$ of $S$ given by $\beta_S(x) = \beta(x) = 1 \cdot x$ for $x \in S$.

Assume now that (i) does not hold. Since $H$ is abelian, this means that $S$ is non-trivial. Since $\beta$ is aperiodic, $\beta_S$ is also aperiodic. Now, since $\sigma''$ is symmetric, we have

$$\sum_{n=1}^{\infty} 1 - \sigma''(n \cdot x, y) \sigma''(y, n \cdot x) = 0$$

for all $x, y \in S$. Therefore, combining 11 Corollary 11.3.4 with 11 Theorem 11.4.2, we get that there exists a $\gamma$-invariant state $\varphi$ on $C^*_r(S, \sigma'')$ different from the canonical tracial state $\tau''$. Since $C^*_r(S, \sigma'')$ is commutative, $\varphi$ is automatically tracial. Moreover, we have

$$\varphi(\gamma_{(y, n)}(\lambda_{\sigma''}(x))) = \varphi(\lambda_{\sigma''}(n \cdot x)) = \varphi(\gamma^n(\lambda_{\sigma''}(x))) = \varphi(\lambda_{\sigma''}(x))$$

for all $(y, n) \in G$ and all $x \in S$. It follows then by linearity and continuity that $\varphi$ is invariant under each $\gamma_{(y, n)}$. If we now use subsection 3.1 to decompose $C^*_r(G, \sigma)$ as

$$C^*_r(G, \sigma) \simeq C^*_r\left(C^*_r(S, \sigma''), G/S, \delta, \omega\right),$$

we can then conclude that $\varphi$ is $G/S$-invariant. Hence, letting $E_S$ denote the canonical conditional expectation from $C^*_r(G, \sigma)$ onto $C^*_r(S, \sigma'')$, we obtain that $\tilde{\varphi} := \varphi \circ E_S$ is a tracial
state on $C^*_r(G, \sigma)$, which is different from the canonical one since the restriction of $\bar{\psi}$ to $C^*_r(S, \sigma'' \circ \alpha)$ is different from $\tau''$. Thus (ii) does not hold.

To show the final assertion, assume that $H$ is countable. As $(G, H, \sigma)$ satisfies the relative Kleppner condition, Corollary 1.16 gives that $(G, \sigma)$ is $C^*$-simple whenever $Z = G/H$ acts on $C^*_r(H, \sigma')$ in a minimal way, i.e., whenever $\tilde{\beta}$ acts minimally on $C^*_r(H, \sigma')$. The converse statement also holds, as may be seen by writing $C^*_r(G, \sigma)$ as a reduced crossed product over $C^*_r(H, \sigma')$. \hfill \qed

**Remark 5.2.** In the situation of Theorem 5.1, we do not know whether (iii) $\Rightarrow$ (i), or, equivalently, whether (iii) $\Rightarrow$ (ii). The following discussion sheds some light on this problem. Suppose that (i) does not hold, so $S$ is nontrivial, and in fact infinite. As $\sigma''$ is a coboundary, there exists a function $b: S \to \mathbb{T}$ such that $b(0) = 1$ and $\sigma''(x, y) = b(x) b(y) b(x+y)$ for all $x, y \in S$. Assume that we can choose $b$ in such a way that there exists some $m \in \mathbb{Z} \setminus \{0\}$ such that $b(-m \cdot x) = b(x)$ for all $x \in S$. Then $(G, \sigma)$ is not $C^*$-simple.

To verify this, we first extend $b$ to $c: G \to \mathbb{T}$ by setting

$$c(x, n) = \begin{cases} b(x) & \text{for } x \in S \text{ and } n \in \mathbb{Z}, \\ 1 & \text{for } x \in N \setminus S \text{ and } n \in \mathbb{Z}. \end{cases}$$

To lighten our notation, we will just write $yn$ for an element $(y, n) \in G$ from now on. Let then $\rho \in B^2(G, \mathbb{T})$ be the coboundary associated to $c$ and set $\omega := \sigma \sim \tau$. Note that $\omega(x, y) = 1$ for all $x, y \in S$. According to [51] Theorem 1.5, there is an action of $G$ on $\tilde{S}$ (the Pontryagin dual of $S$) given by

$$(yn \cdot \psi)(x) = \omega(x, (yn)) \omega((yn), (yn)^{-1} x (yn)) \psi((yn)^{-1} x (yn)),$$

for $y \in N, n \in \mathbb{Z}$ (i.e., $yn \in G$), $\psi \in \tilde{S}$ and $x \in S$. Letting $1$ denote the trivial character on $S$, we then get

$$(n \cdot 1)(x) = \omega(x, n) \omega(n, (-n) \cdot x)$$

$$= \sigma'(x, 0) c(x) c(n) c(xn) \sigma'(0, x) c(n) c(-n \cdot x) c(xn)$$

$$= b(-n \cdot x) b(x)$$

for all $n \in \mathbb{Z}$ and $x \in S$. Using our assumption on $b$, we thus get that $m \cdot 1 = 1$. Hence, the orbit of $1$ in $\tilde{S}$ under the action of $Z$ is finite. Since $\tilde{S}$ is infinite, this implies that $Z$ does not act minimally on $\tilde{S}$. Hence, [51] Theorem 1.5] gives that $(G, \omega)$ is not $C^*$-simple, and it follows that $(G, \sigma)$ is not $C^*$-simple. Equivalently, this shows that $\tilde{\beta}$ does not act minimally on $C^*_r(H, \sigma')$.

It is unclear to us whether it is always possible to choose $b$ as above.

**Example 5.3.** Consider the case where $H = \mathbb{Z}^n$ and $\beta(x) = Ax$ for a matrix $A \in GL(n, \mathbb{Z})$ such that $\beta$ is aperiodic. One can then deduce from [51] Proposition 3.1] that, up to similarity, any $\sigma \in Z^2(\mathbb{Z}^n \rtimes_A \mathbb{Z}, \mathbb{T})$ arises from some $\mathbb{Z}$-invariant $\sigma' \in Z^2(\mathbb{Z}^n, \mathbb{T})$. Moreover, all three conditions in Theorem 5.1 are then equivalent. Indeed, assume (i) does not hold, i.e., $S \neq \{0\}$, and let $\omega \sim \sigma$ be such that $\omega_{S \times S} = 1$. As $\beta$ is aperiodic, $A - I$ is not nilpotent, so [51] Remark 3.3] gives that the action of $Z$ on $\tilde{S}$ (defined as in equation (5.3)) is not minimal. It follows then from [51] Theorem 3.2] that $C^*_r(\mathbb{Z}^n \rtimes_A \mathbb{Z}, \omega)$ is not simple, and hence $C^*_r(\mathbb{Z}^n \rtimes_A \mathbb{Z}, \sigma)$ is not simple.

**5.2. Wreath products.** Let $N$ and $K$ be nontrivial groups. We recall that the wreath product $N \rtimes K$ is defined as the semidirect product $(\bigoplus_K N) \rtimes K$, where $K$ acts by (left) translation on the index set, that is, by

$$(k \cdot (x_j)_{j \in K})_l = x_{k^{-1} l},$$

or, equivalently, by $k \cdot (x_j)_{j \in K} = (x_{k^{-1} j})_{j \in K}$.
We start by recording a useful result.

**Lemma 5.4.** The triple \((N \wr K, \bigoplus_K N, 1)\) satisfies the relative Kleppner condition if and only if \(K\) or \(N\) is infinite.

**Proof.** If \(y \in (N \wr K) \setminus \bigoplus_K N\), that is, \(y = ((y_j)_{j \in K}, k)\), where \(k \neq e\), and \(x = ((x_j)_{j \in K}, e) \in \bigoplus_K N\), then

\[xyx^{-1} = ((x_j)_{j \in K}, e)((y_j)_{j \in K}, k)((x_j^{-1})_{j \in K}, e) = ((x_jy_jx_{k^{-1}j}^{-1})_{j \in K}, k).\]

If \(\bigoplus_K N\) is infinite, by letting \((x_j)_{j \in K}\) vary, this takes an infinite number of values. To see this, note first that \(\bigoplus_K N\) is infinite whenever \(N\) is infinite. If \(N\) is infinite, then it suffices to fix one \(l \in K\) and consider all sequences \((x_j)_{j \in K}\) with \(x_j = e\) if \(j \neq l\). On the other hand, if \(N\) is finite, then \(K\) is infinite, so we fix a nontrivial \(h \in N\), and consider all sequences \((x_j)_{j \in K}\) such that for some finite \(F \subset N\), \(x_j = h\) for \(j \in F\) and \(x_j = e\). \(\square\)

With a similar argument, one can show that \(N \wr K\) is ICC if and only if \(K\) is infinite or \(N\) is ICC (cf. [53, Corollary 4.2]).

**Proposition 5.5.** The wreath product \(N \wr K\) is \(C^*\)-simple (resp. has the unique trace property) if and only if \(N\) is \(C^*\)-simple (resp. has the unique trace property).

**Proof.** If \(N \wr K\) is \(C^*\)-simple, then the normal subgroup \(\bigoplus_K N\) is \(C^*\)-simple [15, Theorem 3.14], and (the canonical copy of) \(N\) is normal in \(\bigoplus_K N\), so it is \(C^*\)-simple as well.

If \(N\) is \(C^*\)-simple, then the direct sum \(\bigoplus_K N\) is \(C^*\)-simple [10, Corollary II.8.2.5] and \(N\) is infinite, so it follows from Lemma 5.4 and Corollary 4.11 that \(N \wr K\) is \(C^*\)-simple.

A similar argument works for the unique trace property. \(\square\)

A description of \(H^2(N \wr K, T)\) may be deduced from a result of Tappe, [60, Corollary on p. 2], where he deals with a more general situation: he lets \(K\) acts on an index set \(I\), while we only consider the case where \(I = K\) and \(K\) acts on itself by (left) translation.

Let \(H^2(\bigoplus_K N, T)^K\) denote the elements in \(H^2(\bigoplus_K N, T)\) that are invariant under the natural action of \(K\) induced from its action on \(\bigoplus_K N\). Then Tappe’s result says first that

\[H^2(N \wr K, T) \simeq H^2(K, T) \times H^2(\bigoplus_K N, T)^K.\]

Moreover, when \(K\) has no nontrivial elements of order two, as will be the case in the examples we consider, the summand \(H^2(\bigoplus_K N, T)^K\) may be described as follows. Let \(B(N, N)\) denote the group of bihomomorphisms from \(N \times N\) into \(T\) (which is isomorphic to the dual group of \(H_1(N) \otimes Z H_1(N)\)). Further, let \(I_2\) denote the family of all subsets of \(K\) containing two distinct elements. Then \(K\) acts on \(I_2\) by translation, and we let \(I_2/K\) denote the associated orbit space. We then have

\[H^2(\bigoplus_K N, T)^K \simeq H^2(N, T) \times \prod_{I_2/K} B(N, N).\]

When \(K\) has nontrivial elements of order two, an extra summand \(C\) appears, and we refer to Tappe’s article for further details. Summarizing this discussion, we have:

**Lemma 5.6.** Assume \(K\) has no nontrivial element of order two. Then

\[H^2(N \wr K, T) \simeq H^2(K, T) \times H^2(N, T) \times \prod_{I_2/K} B(N, N).\]
We now consider the situation where $N$ is abelian and $K = \mathbb{Z}$. Then $H := \bigoplus_\mathbb{Z} N$ is abelian and the action of $K = \mathbb{Z}$ on $H$ clearly arises from an aperiodic automorphism of $H$. Hence the wreath product $N \wr \mathbb{Z} = H \rtimes \mathbb{Z}$ fits within the set-up of the previous subsection. If $\omega$ is a 2-cocycle on $H = \bigoplus_\mathbb{Z} N$ which is invariant under the action of $\mathbb{Z}$, then $\tilde{\omega}$ will denote the induced 2-cocycle on $N \wr \mathbb{Z}$ given by

$$
\tilde{\omega}((x_j)_{j \in \mathbb{Z}}, m), ((y_j)_{j \in \mathbb{Z}}, n)) = \omega((x_j)_{j \in \mathbb{Z}}, m \cdot (y_j)_{j \in \mathbb{Z}}).
$$

Since $H^2(\mathbb{Z}, T) = \{1\}$, every 2-cocycle on $N \wr \mathbb{Z}$ is similar to one that arises this way.

**Proposition 5.7.** Assume that $N$ is abelian and let $\sigma$ be a 2-cocycle on $N \wr \mathbb{Z}$. Let $\sigma'$ denote its restriction to $H = \bigoplus_\mathbb{Z} N$. Consider the following conditions:

(i) $(H, \sigma')$ satisfies Kleppner’s condition.

(ii) $(N \wr \mathbb{Z}, \sigma')$ has the unique trace property.

(iii) $(N \wr \mathbb{Z}, \sigma)$ is $C^*$-simple.

Then we have (i) $\iff$ (ii) $\implies$ (iii). Moreover, if $N$ is countable, then (iii) holds if and only if the associated action of $\mathbb{Z}$ on $C^*_r(H, \sigma')$ is minimal.

**Proof.** By Tappe’s result mentioned above, there exists an invariant $\omega \in Z^2(H, T)$ such that $\sigma$ is similar to $\tilde{\omega}$ via some coboundary $\rho \in B^2(N \wr \mathbb{Z}, T)$. Then $\sigma'$ is similar to $\omega$ via $\rho_{H \times T}$, and the result follows from Theorem 5.1. \[\Box\]

In concrete cases, it is possible to be more specific. We illustrate this by choosing first $N = \mathbb{Z}$, then $N = \mathbb{Z}_2$.

5.2.1. **The group $\mathbb{Z} \wr \mathbb{Z}$.** First, before we discuss $C^*$-simplicity and the unique trace property of $\mathbb{Z} \wr \mathbb{Z}$, we compute its 2-cocycles up to similarity, by using results of the previous subsections.

Since the wreath product $\mathbb{Z} \wr \mathbb{Z}$ is given as $\bigoplus_{\mathbb{Z}} \mathbb{Z} \rtimes \mathbb{Z}$, we first look at the group $\bigoplus_{\mathbb{Z}} \mathbb{Z} = \bigoplus_{\mathbb{Z}} \mathbb{Z}$ and its second cohomology group. The elements of $\bigoplus_{\mathbb{Z}} \mathbb{Z}$ are sequences $x = (x_j)_{j = -\infty}^{\infty}$, where $x_j \in \mathbb{Z}$ for all $j \in \mathbb{Z}$, and $x_j \neq 0$ only for finitely many $j$’s. For each $k \in \mathbb{Z}$, we will let $e_k$ denote the sequence in $\bigoplus_{\mathbb{Z}} \mathbb{Z}$ where $(e_k)_j = \delta_{jk}$. Gelfand theory gives that the group $C^*$-algebra of $\bigoplus_{\mathbb{Z}} \mathbb{Z}$ is isomorphic to $C(T^\mathbb{Z})$, where $T^\mathbb{Z}$ denotes the infinite-dimensional torus $\prod_{j \in \mathbb{Z}} \mathbb{T}$. When $\sigma' \in Z^2(\bigoplus_{\mathbb{Z}} \mathbb{Z}, T)$ is not similar to 1, we may therefore think of $C^*_r(\bigoplus_{\mathbb{Z}} \mathbb{Z}, \sigma')$ as a noncommutative infinite-dimensional torus.

Standard properties of group cohomology give that

$$
H^2\left(\bigoplus_{\mathbb{Z}} \mathbb{Z}, T\right) = H^2\left(\lim_{\leftarrow \mathbb{Z}} \bigoplus_{\mathbb{Z}} \mathbb{Z}, T\right) = H^2\left(\lim_{\leftarrow \mathbb{Z}} \bigoplus_{\mathbb{Z}} \mathbb{Z}, T\right) = \lim_{\leftarrow \mathbb{Z}} H^2\left(\bigoplus_{\mathbb{Z}} \mathbb{Z}, T\right) = \lim_{\leftarrow \mathbb{Z}} H^2\left(\bigoplus_{\mathbb{Z}} \mathbb{Z}, T\right) = \prod_{\mathbb{Z}} \mathbb{T},
$$

where the index set $I$ is $\{(j, k) \in \mathbb{Z}^2 \mid j < k\}$. It follows that every element of $Z^2\left(\bigoplus_{\mathbb{Z}} \mathbb{Z}, T\right)$ is similar to one of the form

$$
\sigma_\theta((x_j)_{j \in \mathbb{Z}}, (y_j)_{j \in \mathbb{Z}}) = \prod_{j < k} e^{2\pi i \theta_j y_j k},
$$

where $\theta = (\theta_{j,k})$ is an upper triangular $\mathbb{Z} \times \mathbb{Z}$-matrix with $\theta_{j,k} \in [0, 1)$ whenever $j < k$.

As $\bigoplus_{\mathbb{Z}} \mathbb{Z}$ is abelian, $(\bigoplus_{\mathbb{Z}} \mathbb{Z}, \sigma_\theta)$ is $C^*$-simple (resp. has the unique trace property) if and only if Kleppner’s condition holds for $(\bigoplus_{\mathbb{Z}} \mathbb{Z}, \sigma_\theta)$. It is not easy to express this condition in terms of $\theta$ (this is already the case when considering $\bigoplus_{j=1}^n \mathbb{Z} = \mathbb{Z}^n$ for finite $n \geq 4$). However, we remark that if Kleppner’s condition holds for $(\bigoplus_{\mathbb{Z}} \mathbb{Z}, \sigma_\theta)$, then for all $k \geq 1$, the subgroup $S_k$ generated by $\{e^{2\pi i \theta_{j,k}} \cdot e^{2\pi i \theta_{j,k}} : j \in \mathbb{Z}\}$ must be dense in $\mathbb{T}$. Indeed, if this is not the
case, there exist $k, m \geq 1$ such that $(S_k)^m = \{1\}$, and then $m \sigma_k$ is $\sigma$-regular. Moreover, as opposed to the situation for finite direct sums of $\mathbb{Z}$, Kleppner’s condition may hold even when all entries $\theta_{jk}$ of $\theta$ are rational, cf. Example 5.9(d).

For a given $\theta$ as above, consider the homomorphism

$$T_\theta : \bigoplus_{-\infty}^{\infty} \mathbb{Z} \longrightarrow \prod_{-\infty}^{\infty} \mathbb{T},$$

defined as the composition

$$\bigoplus_{-\infty}^{\infty} \mathbb{Z} \longrightarrow \bigoplus_{-\infty}^{\infty} \mathbb{R} \longrightarrow \prod_{-\infty}^{\infty} \mathbb{R} \longrightarrow \prod_{-\infty}^{\infty} \mathbb{T},$$

where the first map is the inclusion map, the middle one is the map $x \mapsto (\theta - \theta^*)x$, where $\theta^*$ denotes the transpose of $\theta$, and the third is the quotient map, mapping $(r_k)_{k \in \mathbb{Z}} \in \prod_{\mathbb{Z}} \mathbb{R}$ to $(e^{2\pi i \theta_k})_{k \in \mathbb{Z}} \in \prod_{\mathbb{Z}} \mathbb{T}$. Then $(\bigoplus_{\mathbb{Z}} \mathbb{Z}, \sigma_\theta)$ satisfies Kleppner’s condition if and only if $T_\theta$ is injective. Indeed, $x$ is $\sigma_\theta$-regular if and only if $\sigma(x, e_k) = \sigma(e_k, x)$ for all $k \in \mathbb{Z}$, i.e., if and only if

$$1 = \overline{\sigma(x, e_k)}\sigma(e_k, x) = \prod_{j < k}^\infty e^{2\pi i x_j \theta_{j,k}} \prod_{k < l}^\infty e^{-2\pi i x_l \theta_{k,l}} = e^{2\pi i \pi x (\theta - \theta^*)x}$$

for all $k \in \mathbb{Z}$. That is, the kernel of $T_\theta$ consists precisely of all the $\sigma_\theta$-regular elements.

Next, we consider

$$\mathbb{Z}_l \mathbb{Z} = \left( \bigoplus_{\mathbb{Z}} \mathbb{Z} \right) \times \mathbb{Z},$$

where we recall that $\mathbb{Z}$ acts on $\bigoplus_{\mathbb{Z}} \mathbb{Z}$ by

$$(n \cdot (x_j)_{j \in \mathbb{Z})}_k = x_{k-n}.$$  

In particular, $n \cdot e_k = e_{k+n}$ for $k, n \in \mathbb{Z}$. The 2-cocycle $\sigma_\theta$ on $\bigoplus_{\mathbb{Z}} \mathbb{Z}$ is invariant under the induced action of $\mathbb{Z}$ if and only if for all integers $j < k$ and $n$ we have

$$e^{2\pi i \theta_{j,k}} = \sigma(e_j, e_k) = \sigma(n \cdot e_j, n \cdot e_k) = e^{2\pi i \theta_{j+n,k+n}}.$$  

That is, $\sigma_\theta$ is invariant if and only if $\theta_{jk} = \theta_{j+n,k+n}$ for all integers $j < k$ and $n$, i.e., if and only if the matrix $\theta$ is constant on its diagonals. Setting $\theta_m = \theta_{0,m}$ for each integer $m \geq 1$, this means that we have $\theta_{j,k} = \theta_{k-j}$ when $j < k$ and $\theta$ otherwise. It follows from Lemma 5.6 that

$$H^2(\mathbb{Z}_l \mathbb{Z}, \mathbb{T}) \simeq H^2 \left( \bigoplus_{\mathbb{Z}} \mathbb{Z}, T \right) \simeq \prod_{m=1}^{\infty} \mathbb{T}.$$  

Hence, any element of $Z^2(\mathbb{Z}_l \mathbb{Z}, \mathbb{T})$ is, up to similarity, of the form $\tilde{\sigma}_\theta$, where

$$(5.6) \quad \tilde{\sigma}_\theta \left( ((x_j)_{j \in \mathbb{Z}}, n), (y_j)_{j \in \mathbb{Z}}, n' \right) = \sigma_\theta \left( (x_j)_{j \in \mathbb{Z}}, n \cdot (y_j)_{j \in \mathbb{Z}} \right)$$

and $\theta$ is an upper triangular $\mathbb{Z} \times \mathbb{Z}$-matrix which is constant on its diagonals, i.e., such that $\theta_{j,k} = \theta_{k-j}$ when $j < k$ for some sequence $\{\theta_m\}_{m \in \mathbb{N}}$ in $[0, 1)$.

Applying Proposition 5.7 we get:

**Proposition 5.8.** Assume that $\theta$ is constant on its diagonals and $\tilde{\sigma}_\theta$ is as in (5.6). Then $(\mathbb{Z}_l \mathbb{Z}, \tilde{\sigma}_\theta)$ has the unique trace property if and only if $(\bigoplus_{\mathbb{Z}} \mathbb{Z}, \sigma_\theta)$ satisfies Kleppner’s condition, which implies that $(\mathbb{Z}_l \mathbb{Z}, \tilde{\sigma}_\theta)$ is $C^*$-simple.

**Example 5.9.** Here we provide some insight on Kleppner’s condition for $(\bigoplus_{\mathbb{Z}} \mathbb{Z}, \sigma_\theta)$ when the matrix $\theta$ is of the form described just before Proposition 5.8.
Remark 5.10. \( \mu \) is \( I \) \( \mathbb{Z}^2 \) computing the 5.2.2. The lamplighter group \( k \) indexed by \( \{ \} \). Thus, density of \( S \) in \( T \) is necessary (but not sufficient) for Kleppner’s condition to hold for \( (\mathbb{Z}^2, \sigma_\theta) \).

(b) If \( \theta_m \neq 0 \) only for finitely many indices, then density of \( S \) is also sufficient. Clearly, in this case \( S \) is dense in \( T \) if and only if it \( \theta_m \) is irrational for some \( m \in \mathbb{N} \). Let us assume this holds, and let \( n \) be the largest number for which \( \theta_n \) is irrational. Suppose that \( x \) is \( \sigma \)-regular and assume (for contradiction) that \( x \) has some nonzero terms. Let \( k \) be the largest index with \( x_k \neq 0 \). Then

\[
1 = \sigma_\theta(e_{n+k}, x)\sigma_\theta(x, e_{n+k}) = 1 \cdot \prod_{j \leq k} e^{2\pi i \theta_{n+k-j}x_j},
\]

and only \( \theta_n, \theta_{n+1}, \ldots \) appear in the expression above, so if \( \theta_n \) is the only irrational number among these, it follows that \( x_k = 0 \), which gives a contradiction.

(c) To see why density of \( S \) in \( T \) in general is not sufficient, take \( r \) to be an irrational number in \((0,1)\), and for \( k \geq 0 \) set

\[
\theta_{4k+1} = r, \quad \theta_{4k+3} = 1 - r, \quad \text{and} \quad \theta_{2k} = 0.
\]

Then \( e_1 + e_3 \) is \( \sigma_\theta \)-regular. In fact, \( e_1^* (\theta - \theta^*) = -e_3^* (\theta - \theta^*) \), i.e., column 1 and 3 of the matrix \( \theta - \theta^* \) are the negative of each other.

(d) Let \( p_1 < p_2 < p_3 < \cdots \) denote the list of all prime numbers and define \( \theta_m = \frac{1}{p_m} \) for every \( m \geq 1 \).

Then \( (\mathbb{Z}^2, \sigma_\theta) \) satisfies Kleppner’s condition. Indeed, suppose that \( x \) is \( \sigma_\theta \)-regular and choose \( n \) so large that \( p_n > \sum_{j \in \mathbb{Z}} |x_j| \). Assume, for contradiction, that \( x \) is nontrivial, and let \( k' \) and \( k \) denote respectively the smallest and the largest number in the set \( \{ j \in \mathbb{Z} : x_j \neq 0 \} \). Then

\[
1 = \sigma(e_{n+k}, x)\sigma(x, e_{n+k}) = e^{2\pi i \left( \sum_{j=k'}^{k} \frac{x_j}{p_{n+k-j}} \right)}
\]

and \( \left| \sum_{j=k}^{k'} \frac{x_j}{p_{n+k-j}} \right| < 1 \) by assumption, so the sum must be 0. But this is not possible unless all \( x_j \)'s in this sum are 0. Indeed, one easily checks that \( \frac{x_n}{p_n} \notin \mathbb{Z} \left[ \left\{ \frac{1}{p_j} : j > n \right\} \right] \) when \( 0 < |x_k| < p_n \), so that we must have \( x_k = 0 \). Proceeding inductively, we also get \( x_{k-1} = \cdots = x_1 = 0 \). Thus, \( x \) must be trivial, giving a contradiction.

Remark 5.10. Since \( G = \mathbb{Z} \ast \mathbb{Z} \) is ICC and amenable, we have \( C^* S(G) \neq K(G) = Z^2(G, \mathbb{T}) \). Moreover, Proposition 5.8 and Example 5.9 give that \( C^* S(G) \neq \emptyset \). Similarly, we have \( \emptyset \neq \overline{U T} \neq K(G) \).

Remark 5.11. When the matrix \( \theta \) in Proposition 5.8 is such that \( (\mathbb{Z}^2, \sigma_\theta) \) does not satisfy Kleppner’s condition, we do not know if it can happen that \( Z \) acts on \( C^* (\mathbb{Z} \ast \mathbb{Z}, \sigma_\theta) \) in a minimal way; this would imply that \( (Z \ast \mathbb{Z}, \sigma_\theta) \) is \( C^* \)-simple (cf. Proposition 5.7) without having the unique trace property.

5.2.2. The lamplighter group \( \mathbb{Z}_2 \ast \mathbb{Z} \). Analogously to the previous example, we start by computing the 2-cocycles of \( \mathbb{Z}_2 \ast \mathbb{Z} \) up to similarity. Let \( \mathbb{Z}_2 \ast \mathbb{Z} \) denote the direct sum of \( \mathbb{Z}_2 \) indexed by \( \mathbb{Z} \). As in (5.4), we get that \( H^2(\mathbb{Z}_2 \ast \mathbb{Z}, \mathbb{T}) \simeq \prod_I \mathbb{Z}_2 \), where the index set \( I \) is \( \{(j, k) : j, k, \mathbb{Z}^2 | j < k \} \). We will represent its elements by \( \mathbb{Z} \times \mathbb{Z} \)-matrices of the form \( \mu = [\mu_{jk}]_{j, k \in \mathbb{Z}} \), where \( \mu_{jk} = 1 \) whenever \( j \geq k \) and \( \mu_{jk} \in \{-1, 1\} \) if \( j < k \). Analagously to (5.5), every element of \( \mathbb{Z}^2(\mathbb{Z}_2 \ast \mathbb{Z}, \mathbb{T}) \) is similar to one of the form

\[
\sigma_\mu ((s_j)_{j \in \mathbb{Z}}, (t_j)_{j \in \mathbb{Z}}) = \prod_{j < k} \mu_{jk}^{s_{jk}},
\]
Consider now the lamplighter group
\[ \mathbb{Z}_2 \wr \mathbb{Z} = \left( \bigoplus \mathbb{Z} \mathbb{Z}_2 \right) \rtimes \mathbb{Z}, \]
where the action of \( \mathbb{Z} \) on \( \bigoplus \mathbb{Z} \mathbb{Z}_2 \) is given by
\[ (n \cdot (s_j)_{j \in \mathbb{Z}})_k = s_{k-n} \]
for \( k, n \in \mathbb{Z} \). The following mirrors the previous subsection. The 2-cocycle \( \sigma_{\mu} \) of \( \bigoplus \mathbb{Z} \mathbb{Z}_2 \) is invariant under the action of \( \mathbb{Z} \) if and only if \( \mu_{jk} = \mu_{j+n,k+n} \) for all \( j < k \) and \( n \in \mathbb{Z} \), i.e., if the matrix \( \mu \) is constant on its diagonals. Moreover, up to similarity, every 2-cocycle of \( \mathbb{Z}_2 \wr \mathbb{Z} \) is similar to a 2-cocycle \( \tilde{\sigma}_{\mu} \) given by
\[ \tilde{\sigma}_{\mu}((s_j)_{j \in \mathbb{Z}}, n), ((t_j)_{j \in \mathbb{Z}}, n')) = \sigma_{\mu}((s_j)_{j \in \mathbb{Z}}, n \cdot (t_j)_{j \in \mathbb{Z}}) \]
for some \( \mu \) which is constant on its diagonals. In other words, we have
\[ H^2(\mathbb{Z}_2 \wr \mathbb{Z}, T) \cong H^2 \left( \bigoplus \mathbb{Z} \mathbb{Z}_2, T \right)^\mathbb{Z} \approx \prod_{\mathbb{N}} \mathbb{Z}_2^\mathbb{Z}. \]

We assume from now on that \( \mu \) is constant on its diagonals. \( C^* \)-algebras of the form \( C^*_r(\bigoplus \mathbb{Z} \mathbb{Z}_2, \sigma_{\mu}) \) for such \( \mu \)'s have been previously discussed in the literature as “\( C^* \)-algebras of bitstreams”, see for example [11] Section 12. Letting \( \mu_n \) denote the entry of \( \mu \) on its \( n \)th diagonal for each integer \( n \geq 1 \), the associated “bitstream” \( \{\epsilon_n\}_{n=1}^\infty \in \{0, 1\}^\mathbb{N} \) is given by setting \( \epsilon_n = 0 \) if \( \mu_n = 1 \) and \( \epsilon_n = 1 \) if \( \mu_n = -1 \). Set
\[ X_\mu := \{n \geq 1 : \epsilon_n = 1\} = \{n \geq 1 : \mu_n = -1\} \]
and \( Y_\mu := X_\mu \cup (-X_\mu) = \{\pm n : n \in X_\mu\} \subset \mathbb{Z} \). As in [11] we will say that \( X_\mu \) is periodic if \( Y_\mu \) is periodic, i.e., if there exists an integer \( m \geq 1 \) such that \( \{m + y : y \in Y_\mu\} = Y_\mu \). It follows from [11] Corollary 12.1.5 that \( (\bigoplus \mathbb{Z} \mathbb{Z}_2, \sigma_{\mu}) \) is \( C^* \)-simple (resp. has the unique trace property) if and only if \( X_\mu \) is nonperiodic, in which case \( C^*_r(\bigoplus \mathbb{Z} \mathbb{Z}_2, \sigma_{\mu}) \) is the UHF algebra of type \( 2^\infty \). Since \( \bigoplus \mathbb{Z} \mathbb{Z}_2 \) is abelian, this means that \( (\bigoplus \mathbb{Z} \mathbb{Z}_2, \sigma_{\mu}) \) satisfies Kleppner’s condition if and only if \( X_\mu \) is nonperiodic.

Nonperiodic \( X_\mu \)'s are easy to produce. This happens for example when \( X_\mu \) is finite and nonempty. Since \( 0 \notin Y_\mu \), this is also happens when \( \mu_n = -1 \) for every even \( n \geq 1 \). On the other hand, if \( \mu_n = -1 \) for every odd \( n \geq 1 \) and \( \mu_n = 1 \) otherwise, i.e., \( X_\mu = \mathbb{N} \setminus 2\mathbb{N} \), then \( X_\mu \) is periodic.

From Proposition 5.7 we now get:

**Proposition 5.12.** Assume that \( \mu \) is constant on its diagonals. Then the “noncommutative lamplighter” \( (\mathbb{Z}_2 \wr \mathbb{Z}, \tilde{\sigma}_{\mu}) \) has the unique trace property if and only if \( X_\mu \) is nonperiodic, which implies that \( (\mathbb{Z}_2 \wr \mathbb{Z}, \tilde{\sigma}_{\mu}) \) is \( C^* \)-simple.

**Remark 5.13.** Suppose that \( X_\mu = \mathbb{N} \setminus 2\mathbb{N} \), and let \( \sigma_{\mu} \) be the associated 2-cocycle. Then \( X_\mu \) is periodic, as indicated above, and
\[ \sigma_{\mu}(e_i + e_{i+2}, x) = (-1)^{x_{i+1}} = \sigma_{\mu}(x, e_i + e_{i+2}). \]
for all \( x \in H = \bigoplus \mathbb{Z} \mathbb{Z}_2 \). We can now check that \( S = \langle e_i + e_{i+2} : i \in \mathbb{Z} \rangle \subset H \).

Given an element \( x \in H \) and \( i \in \{0, 1\} \), define \( x^i \) by
\[ (x^i)_k = \begin{cases} x_k & \text{if } k \in 2\mathbb{Z} + i, \\ 0 & \text{else.} \end{cases} \]
Then \( x = x^0 + x^1 \) and using that \( \sigma_{\mu} \) is a bicharacter, we have
\[ \sigma_{\mu}(x, y) = \sigma_{\mu}(x^0 + x^1, y^0 + y^1) = \sigma_{\mu}(x^0, y^1)\sigma_{\mu}(x^1, y^0), \]
since \( \sigma_\mu(x^0, y^0) = \sigma_\mu(x^1, y^1) = 1 \) for all \( x, y \in H \).

Define \( b: H \rightarrow \mathbb{T} \) by
\[
b(x) = \sigma_\mu(x^0, x^1) = \sigma_\mu(x^1, x^0).
\]
Let \( x, y \in S \) and note that in this case we have
\[
\sigma_\mu(x^1, y^0) = \sigma_\mu(x, y^0) = \sigma_\mu(y^0, x) = \sigma_\mu(y^0, x^1).
\]
We compute that
\[
b(x + y) = \sigma_\mu(x^0 + y^0, x^1 + y^1) = \sigma_\mu(x^0, x^1)\sigma_\mu(x^0, y^1)\sigma_\mu(y^0, x^1)\sigma_\mu(y^0, y^1) = b(x)b(y).
\]
Thus, \((\sigma_\mu)_{S \times S}\) coincides with the coboundary associated with \( b \). As is easy to check, \( b \) is invariant, i.e., \( b(1 \cdot x) = b(x) \) for all \( x \in S \). So the argument of Remark 5.2 applies with \( m = -1 \) and it follows that \((\mathbb{Z}_2 \setminus \mathbb{Z}, \sigma_\mu)\) is not \( C^*\)-simple. It is possible that one could argue along the same lines whenever \( X_\mu \) is periodic, but this might be combinatorially much more involved, and we leave this as an open problem. An alternative way to proceed could be to show that \( \mathbb{Z} \) does not act on \( C^*_r(\mathbb{Z}_2 \rtimes \mathbb{Z}, \sigma_\mu) \) in a minimal way when \( X_\mu \) is periodic.

5.3. The Sanov transformation group. As is well known, the two matrices

\[
\begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 1 & 0 \\ 2 & 1 \end{pmatrix}
\]

generate a free subgroup of \( \text{SL}(2, \mathbb{Z}) \), sometimes called the Sanov subgroup. We just denote this group \( \mathbb{F}_2 \) and its generators \( v_1 \) and \( v_2 \), and consider the semidirect product \( G = \mathbb{Z}^2 \rtimes \mathbb{F}_2 \) obtained via the canonical action of \( \text{SL}(2, \mathbb{Z}) \) on \( \mathbb{Z}^2 \). It is easy to verify that \( G \) is ICC. We use \( e_1 = (1, 0) \) and \( e_2 = (0, 1) \) to denote the generators of \( \mathbb{Z}^2 \).

To compute the 2-cocycles of \( G \) up to similarity, one may use Mackey type results as described in [8] 2.1-2.4] (see also [9, Theorem 2.1 and Proposition 2.2]). Note that up to similarity, every 2-cocycle of \( \mathbb{F}_2 \) is trivial, and every 2-cocycle of \( \mathbb{Z}^2 \) is (uniquely) similar to one of the form

\[
\sigma_0((a_1, a_2), (b_1, b_2)) = \mu_0^{\frac{1}{2}(a_1b_2 - a_2b_1)}
\]

for some \( \mu_0 \in \mathbb{T} \).

One gets that every 2-cocycle on \( G \) is similar to one given by
\[
\sigma((a, x), (b, y)) = \sigma_0(a, x \cdot b)g(b, x),
\]
where \( \sigma_0 \) is of the form \( \sigma_0 \), and \( g: \mathbb{Z}^2 \times \mathbb{F}_2 \rightarrow \mathbb{T} \) is a function satisfying
\[
g(a + b, x) = g(a, x)g(b, x),
\]
\[
g(a, xy) = g(y \cdot a, x)g(a, y),
\]
\[
g(0, x) = g(a, 1) = 1,
\]
\[
g(e_1, v_2) = g(e_2, v_1) = 1.
\]

It follows that \( g \) is uniquely determined by the two values \( g(e_1, v_1) = \mu_1 \) and \( g(e_2, v_2) = \mu_2 \) and one deduces then without much trouble that \( H^2(G, \mathbb{T}) \cong \mathbb{T}^3 \).

We will therefore assume that \( \sigma \) is of the form described above, hence is determined by \( \mu_0, \mu_1, \mu_2 \in \mathbb{T} \), and consider the decomposition
\[
C^*_r(G, \sigma) \simeq C^*_r(\mathbb{Z}^2, \sigma_0) \rtimes \mathbb{F}_2, \beta, \omega
\]

obtained as in subsection 3.1, using the section \( s: \mathbb{F}_2 \rightarrow G \) given by \( s(x) = (0, x) \). Straightforward computations give that \( \omega \) is trivial and \( \beta_x(\lambda_{\sigma_0}(a)) = g(a, x)\lambda_{\sigma_0}(x \cdot a) \) for all \( a \in \mathbb{Z}^2 \) and \( x \in \mathbb{F}_2 \).
Assume first that \( \mu_0 \) is nontorsion. Then \( (\mathbb{Z}^2, \sigma_0) \) is \( C^* \)-simple and has the unique trace property. Since \( \mathbb{F}_2 \) is \( C^* \)-simple, it follows from Proposition 3.1 that \( (G, \sigma) \) is \( C^* \)-simple and has the unique trace property.

Next, we assume that \( 1 \leq p < q \) are integers with \( \gcd(p, q) = 1 \) and \( \mu_0 = e^{2\pi i p/q} \). Then \( C^*_r(\mathbb{Z}^2, \sigma_0) \) is a rational noncommutative 2-torus with generators \( U_1 = \lambda_{\sigma_0}(e_1) \) and \( U_2 = \lambda_{\sigma_0}(e_2) \). It is well known that the center of \( C^*_r(\mathbb{Z}^2, \sigma_0) \) is the \( C^* \)-subalgebra generated by \( U_1^q \) and \( U_2^q \), so \( Z \simeq C(T^2) \). It is also known that \( \text{Prim}(C^*_r(\mathbb{Z}^2, \sigma_0)) \) is homeomorphic to \( T^2 \) (see e.g. [33] Example 8.46). Hence, using Remark 3.2 we see that \( \mathbb{F}_2 \) will act on \( C^*_r(\mathbb{Z}^2, \sigma_0) \) in a minimal way whenever there is no proper nontrivial ideal of \( Z \) which is invariant under the restriction of \( \beta_{\mu} \) to \( Z \) for every \( x \in \mathbb{F}_2 \).

One computes easily that

\[
\beta_{\nu_1}(U_1^q) = \mu_1 U_1^q,
\beta_{\nu_1}(U_2^q) = U_1^{2q} U_2^q,
\beta_{\nu_2}(U_1^q) = U_1^q U_2^{2q},
\beta_{\nu_2}(U_2^q) = \mu_2 U_2^q.
\]

Set \( \nu_1 = \mu_1^q \) and \( \nu_2 = \mu_2^q \), and define homeomorphisms \( \varphi_1 \) and \( \varphi_2 \) of \( T^2 \) by

\[
\varphi_1(z_1, z_2) = (\nu_1 z_1, z_1^2 z_2),
\varphi_2(z_1, z_2) = (z_1^2, \nu_2 z_2).
\]

Identifying \( Z \) with \( C(T^2) \) in the obvious way, we get that for \( i = 1, 2 \), the restriction of \( \beta_{\nu_i} \) to \( Z \) is the map \( f \mapsto f \circ \varphi_i \). By induction we obtain that

\[
\varphi_1^n(z_1, z_2) = (\nu_1^n z_1, \nu_1^{n(n-1)} z_1^n z_2),
\varphi_2^n(z_1, z_2) = (\nu_2^{n-1} z_1 z_2^n, \nu_2^2 z_2^2)
\]

for every \( n \in \mathbb{N} \). Then one can use for example [39] Theorem 6.4] to deduce that if \( \nu_i \) is nontorsion for some \( i \in \{1, 2\} \) and \( (z_1, z_2) \in T^2 \), then the sequence \( (\varphi_i^n(z_1, z_2))_{n=1}^\infty \) is uniformly distributed (sometimes called equidistributed), and therefore dense, in \( T^2 \). This implies that if \( \nu_i \) is nontorsion, then there is no proper nontrivial ideal of \( Z \) which is invariant under \( \beta_{\nu_i} \). Hence, it follows that \( \mathbb{F}_2 \) acts on \( C^*_r(\mathbb{Z}^2, \sigma_0) \) in a minimal way if \( \mu_1 \) or \( \mu_2 \) is nontorsion. Since \( \mathbb{F}_2 \) is \( C^* \)-simple, Proposition 3.1 (i) gives then that \( (G, \sigma) \) is \( C^* \)-simple. Note that one can easily verify that \( (G, \mathbb{Z}^2, \sigma) \) satisfies the relative Kleppner’s condition (for any \( \sigma \)), so we could instead have invoked Corollary 4.16.

Let now \( \rho \) be a tracial state on \( C^*_r(G, \sigma) \). Then one easily checks that for \( m, n, z \in \mathbb{Z} \) we have \( \rho(U_1^m U_2^n) = 0 \) unless both \( m \) and \( n \) are multiples of \( q \). Letting \( E_Z \) denote the canonical conditional expectation from \( C^*_r(\mathbb{Z}^2, \sigma_0) \) onto \( Z \) (see e.g. [12]), we get that \( \rho = \hat{\rho} \circ E_Z \) where \( \hat{\rho} \) denotes the restriction of \( \rho \) to \( Z \). Since \( E_Z \) is tracial and equivariant with respect to the action of \( \mathbb{F}_2 \) on \( C^*_r(\mathbb{Z}^2, \sigma_0) \) and its restricted action on \( Z \), we obtain that the map \( \rho \mapsto \hat{\rho} \) gives a one-to-one correspondence between \( \mathbb{F}_2 \)-invariant tracial states on \( C^*_r(\mathbb{Z}^2, \sigma_0) \) and \( \mathbb{F}_2 \)-invariant states on \( Z \).

Suppose that \( \mu_i \) is nontorsion for some \( i \in \{1, 2\} \). Since the sequence \( (\varphi_i^n(z_1, z_2))_{n=1}^\infty \) is uniformly distributed in \( T^2 \) for every \( (z_1, z_2) \in T^2 \), we get from [22] Proposition 3.7 that \( \varphi_i \) is uniquely ergodic on \( T^2 \) with respect to the normalized Haar measure \( \mu \), i.e., the state \( \ell_\mu \) on \( Z \) associated to \( \mu \) is the only state on \( Z \) which is invariant under the restriction of \( \beta_{\nu_i} \) to \( Z \).

So if \( \mu_1 \) or \( \mu_2 \) is nontorsion, we can conclude that \( \ell_\mu \) is the only \( \mathbb{F}_2 \)-invariant state on \( Z \). As explained above, this implies that there is only one \( \mathbb{F}_2 \)-invariant tracial state on \( C^*_r(\mathbb{Z}^2, \sigma_0) \), namely the canonical tracial state \( \tau' \). Applying Proposition 3.1 (ii) (or Corollary 4.16), we get then that \( (G, \sigma) \) has the unique trace property.
Finally, suppose that $\mu_1$ and $\mu_2$ are both torsion. Considering the action of $\mathbb{F}_2$ on $Z$, and the associated action of $\mathbb{F}_2$ on $\mathbb{T}^2$ by homeomorphisms, one easily sees that the orbit $F$ of $(1,1)$ in $\mathbb{T}^2$ under this action is finite. Thus $F$ is a closed $\mathbb{F}_2$-invariant subset of $\mathbb{T}^2 \simeq \text{Prim}(C^*_r(\mathbb{Z}^2, \sigma_0))$. Using Remark 3.2 we get that $\mathbb{F}_2$ does not act on $C^*_r(\mathbb{Z}^2, \sigma_0)$ in a minimal way. Moreover, we obtain an $\mathbb{F}_2$-invariant state $\ell$ on $Z$ different from $\ell_\mu$ by setting

$$\ell(f) = \frac{1}{|F|} \sum_{(w_1,w_2) \in F} f(w_1,w_2)$$

for $f \in C(\mathbb{T}^2)$. This implies that there are at least two $\mathbb{F}_2$-invariant tracial states on $C^*_r(\mathbb{Z}^2, \sigma_0)$. All in all, we arrive at the conclusion that $(G, \sigma)$ is not $C^*$-simple and does not have the unique trace property in this case.

Summarizing the above discussion, we record the following result:

**Proposition 5.14.** Let $G = \mathbb{Z}^2 \times \mathbb{F}_2$ and let $\sigma \in Z^2(G, \mathbb{T})$ be determined by $\mu_0, \mu_1, \mu_2 \in \mathbb{T}$. Then the following conditions are equivalent:

(i) $(G, \sigma)$ is $C^*$-simple.

(ii) $(G, \sigma)$ has the unique trace property.

(iii) At least one of $\mu_0, \mu_1, \mu_2$ is nontorsion.

5.4. **Baumslag-Solitar groups.** We recall that the Baumslag-Solitar groups $BS(m, n)$ are groups with presentation $BS(m, n) = \langle a, b | ab^m = b^na \rangle$ for nonzero integers $m, n$. It is well-known that $BS(m, n) \simeq BS(m', n')$ if and only if $(m', n') = (m, n), (-m, -n), (n, m)$, or $(-n, -m)$. The following holds, cf. [57, Equation 5.3]:

(a) $Z(B(m, n)) \simeq \mathbb{Z}$ if $m = n$; and $Z(B(m, n)) = \{e\}$ if $m \neq n$.

(b) $H^2(B(m, n), \mathbb{T}) \simeq \mathbb{T}$ if $m = n$; and $H^2(B(m, n), \mathbb{T}) = \{1\}$ if $m \neq n$.

We therefore fix some $n \geq 2$ and set $G = B(n, n)$. Note that $Z(G) = \langle b^n \rangle \simeq \mathbb{Z}$, and $G/Z(G) \simeq \mathbb{Z} \times \mathbb{Z}_n$ is ICC. Hence, $Z(G) = FC(G) = FCH(G)$.

Let $\varphi : G \to \mathbb{Z}^2$ be the homomorphism determined by $\varphi(a) = (1,0)$ and $\varphi(b) = (0,1)$. Then the kernel of $\varphi$ can be described as

$$\ker \varphi = \langle a^i b^j a^{-i} b^{-j} : i \in \mathbb{Z} \setminus \{0\}, j \in \{1,2,\ldots,n-1\} \rangle \simeq \mathbb{F}_\infty$$

For $\omega \in Z^2(\mathbb{Z}^2, \mathbb{T})$, define the inflation $\text{Inf}_\omega \in Z^2(G, \mathbb{T})$ by $\text{Inf}_\omega(x,y) = \omega(\varphi(x), \varphi(y))$.

**Lemma 5.15.** The map $\omega \mapsto \text{Inf}_\omega$ induces an isomorphism from $H^2(\mathbb{Z}^2, \mathbb{T})$ onto $H^2(G, \mathbb{T})$.

**Proof.** Set $N = \ker \varphi \simeq \mathbb{F}_\infty$, so that $G/N \simeq \mathbb{Z}^2$, and note that $H^2(N, \mathbb{T})$ and $H^2(G/N, \mathbb{T})$ are both trivial. We get the following Lyndon-Hochschild-Serre inflation-restriction exact sequence (see e.g. [511 Appendix 2]):

$$1 \to \text{Hom}(G/N, \mathbb{T}) \overset{\text{inf}}{\to} \text{Hom}(G, \mathbb{T}) \overset{\text{res}}{\to} \text{Hom}(N, \mathbb{T})$$

$$\to H^2(G/N, \mathbb{T}) \overset{\text{Inf}}{\to} H^2(G, \mathbb{T}) \to H^1(G/N, \text{Hom}(N, \mathbb{T})) \to 1$$

It is straightforward to check that $\text{Hom}(N, \mathbb{T})$ and $H^1(G/N, \text{Hom}(N, \mathbb{T}))$ are trivial, so we get that $\text{Inf}$ induces an isomorphism.

For $\lambda \in \mathbb{T}$ we define $\omega_\lambda \in Z^2(\mathbb{Z}^2, \mathbb{T})$ by $\omega_\lambda(r,s) = \lambda^{r+s}$.

**Lemma 5.16.** Let $\lambda \in \mathbb{T}$ and let $\omega_\lambda \in Z^2(\mathbb{Z}^2, \mathbb{T})$ be as above. Set $\sigma = \text{Inf}_\omega$.

Then the following conditions are equivalent:

(i) $(G, \sigma)$ satisfies Kleppner’s condition.

(ii) $(G, Z(G), \sigma)$ satisfies the relative Kleppner condition.

(iii) $\lambda$ is nontorsion.

**Proof.** Let $\varphi_1 : G \to \mathbb{Z}$ be the homomorphism satisfying $\varphi_1(a) = 1$, $\varphi_1(b) = 0$, so $\varphi_1(x)$ is the first coordinate of $\varphi(x)$. Now, since the $G$-conjugacy class of any element in $G \setminus Z(G)$ is
infinite, we have that \((G, \sigma)\) satisfies Kleppner’s condition if and only if for each \(c \in \mathbb{Z} \setminus \{0\}\) there is some \(x \in G\) such that \(\sigma(b^m, x) \neq \sigma(x, b^m)\), i.e., such that
\[
1 \neq \sigma(b^m, x) \sigma(x, b^m) = \omega_\lambda(\varphi(b^m), \varphi(x)) \omega_\lambda(\varphi(x), \varphi(b^m)) = \lambda^{\varphi_1(x)cn}.
\]
It is then clear that (i) is equivalent to (iii).

Moreover, if \(x \in G\), then its \(\mathbb{Z}(G)\)-conjugacy class in \(G\) is just \([x]\). Hence, \((G, \mathbb{Z}(G), \sigma)\) satisfies the relative Kleppner condition if and only if for every \(x \in G \setminus \mathbb{Z}(G)\) is \(\sigma\)-regular w.r.t. \(Z(G)\). Consider \(x \in G \setminus \mathbb{Z}(G)\). Then \(\varphi_1(x) \neq 0\) and, as above, we have
\[
\sigma(b^{dn}, x) \sigma(x, b^{dn}) = \lambda^{\varphi_1(x)dn}
\]
for all \(d \in \mathbb{Z}\). Hence, if \(\lambda\) is nontorsion, we see that we can pick \(d \in \mathbb{Z}\) such \(\sigma(b^{dn}, x) \neq \sigma(x, b^{dn})\), so \(x\) is not \(\sigma\)-regular w.r.t. \(Z(G)\). This show that (iii) implies (i). On the other hand, if \(\lambda\) has torsion, say \(\lambda^m = 1\), then, as \(\varphi_1(a^m) = m\), we see that \(x = a^m\) is \(\sigma\)-regular w.r.t. \(Z(G)\). It follows that (i) implies (iii).

Using the above lemmas we can prove the following result, which completes \([7\text{ Example 4.6}]\) where only (i) implies (iii) was explained:

**Proposition 5.17.** Let \(n \geq 2\) and \(\sigma \in \mathbb{Z}^2(\mathbb{B}S(n, n), T)\).

Then the following are equivalent:

(i) \((\mathbb{B}S(n, n), \sigma)\) satisfies Kleppner’s condition.

(ii) \((\mathbb{B}S(n, n), \sigma)\) is \(C^*\)-simple.

(iii) \((\mathbb{B}S(n, n), \sigma)\) has the unique trace property.

Hence, \(\mathbb{B}S(n, n)\) lies in \(K\).

**Proof.** Using Lemma \([5.13]\) we can assume that \(\sigma = \inf \omega_\lambda\) for some \(\lambda \in T\). To prove that (i) \(\Rightarrow\) (ii) and (i) \(\Rightarrow\) (iii), we will appeal to Corollary \([4.15]\) with \(G = \mathbb{B}S(n, n), H = \mathbb{Z}(G) \simeq \mathbb{Z}\), and \(K = \mathbb{G}/H = \mathbb{Z} \ast \mathbb{Z}^n\). As a section \(s: K \rightarrow G\) for the quotient map \(\mathbb{G} \rightarrow K = \mathbb{Z} \ast \mathbb{Z}^n \simeq \langle u, v \mid v^n \rangle\), we choose the obvious map \(s\) sending a word in \(u\) and \(v\) to the corresponding word in \(a\) and \(b\). Assume that \((G, \sigma)\) satisfies Kleppner’s condition. Since
\[
\sigma(b^{cn}, b^{dn}) = \omega_\lambda((0, b^{cn}), (0, b^{dn})) = \lambda^0 = 1
\]
for all \(c, d \in \mathbb{Z}\), we have \(\sigma’ = 1\), so \(C^*_r(H, \sigma’) \simeq C^*_r(\mathbb{Z})\) is commutative. Moreover, Lemma \([5.16]\) gives that \((G, H, \sigma)\) satisfies the relative Kleppner condition and it follows from \([7\text{ Proposition 4.3}]\) that \(\gamma\) is the only \(K\)-invariant tracial state on \(C^*_r(H, \sigma')\). To apply Corollary \([4.15]\) and obtain that \((G, \sigma)\) is \(C^*\)-simple with the unique trace property, it only remains to show that \(K\) acts on \(C^*_r(H, \sigma') \simeq C^*_r(\mathbb{Z})\) in a minimal way. One easily computes that the action \(\beta\) of \(K\) is untwisted and satisfies that
\[
\beta_k(\lambda_{\sigma}(b^{cn})) = \lambda^{\varphi_1(s(k))} \lambda_{\sigma}(b^{cn})
\]
for all \(k \in K\) and \(c \in \mathbb{Z}\), where \(\varphi_1\) is defined as in the proof of Lemma \([5.16]\). Identifying \(C^*_r(H, \sigma') \simeq C^*_r(\mathbb{Z})\) with \(C(T)\) via Gelfand’s transform, we get that each \(\beta_k\) is the *-automorphism of \(C(T)\) induced by the homeomorphism of \(T\) given by
\[
\phi_k(z) = \lambda^{n\varphi_1(s(k))} z
\]
for all \(z \in T\). Since \(\varphi_1(s(u^m)) = \varphi_1(a^m) = m\) for every \(m \in \mathbb{Z}\), and \(\lambda\) is nontorsion (using Lemma \([5.16]\), we see that the orbit \(\{\phi_k(z) : k \in K\}\) is dense in \(T\) for every \(z \in T\), so the action of \(K\) on \(C^*_r(H, \sigma')\) is minimal, as desired.

Since both (ii) \(\Rightarrow\) (i) and (iii) \(\Rightarrow\) (i) always hold, the proof is finished.

Finally, we can now deduce that \(\mathbb{B}S(m, n)\) belongs to \(K\) if \(|m|, |n| \geq 2\). Indeed, when \(|m|, |n| \geq 2\) and \(|m| \neq |n|\), the group \(\mathbb{B}S(m, n)\) is \(C^*\)-simple by \([25\text{ Theorem 4.10}]\), and if \(m = -n\) then \(\mathbb{B}S(m, n)\) is not ICC and has no 2-cocycles.
Appendix A. On reduced twisted group $C^*$-algebras with stable rank one

Let $G$ be a discrete group and $\sigma \in \mathbb{Z}^2(G, T)$. We set $\delta = \delta_\varepsilon$ and let $\|\cdot\|_2$ denote the usual norm in $\ell^2(G)$. For $a \in B(\ell^2(G))$ we set

$$r_2(a) = \limsup_{n \to \infty} \|a^n\|^{1/n}.$$  

Since $\|b\delta\|_2 \leq \|b\|$ for every $b \in B(\ell^2(G))$, we have $r_2(a) \leq r(a) \leq \|a\| < \infty$, where $r(a)$ denotes the usual spectral radius of $a \in B(\ell^2(G))$.

We recall some definitions from [20]. We let $C_\text{c}(G)$ denote the space of all complex-valued functions on $G$ having finite support. A finite subset $S$ of $G$ is said to have the $\ell^2$-spectral radius property if, for every $f \in C_\text{c}(G)$ with $\text{supp}(f) \subseteq S$, we have

$$r_2(\Lambda(f)) = r(\Lambda(f)).$$

The group $G$ is said to have the $\ell^2$-spectral radius property if every finite subset of $G$ has the $\ell^2$-spectral radius property, that is, if (A.1) holds for every $f \in C_\text{c}(G)$.

Dykema and de la Harpe show in [20] Theorem 1.4 that $C^*_r(G)$ has stable rank one whenever $G$ satisfies the following condition:

(DH) For every finite subset $F$ of $G$, there exists $g \in G$ such that $gF$ is semifree (i.e., the subsemigroup generated by $gF$ in $G$ is free over $gF$) and $gF$ has the $\ell^2$-spectral radius property.

The group $G$ is said to have the free semigroup property if for every finite subset $F$ of $G$, there exists $g \in G$ such that $gF$ is semifree. An immediate corollary is that $C^*_r(G)$ has stable rank one whenever $G$ is a group having both the free semigroup property and the $\ell^2$-spectral radius property. We will show below that a similar result hold in the twisted case.

It will be convenient to introduce some more terminology. We first note that if $f \in C_\text{c}(G)$, then $\Lambda(\sigma)(f) = f$, so we have

$$\|f\|_2 \leq \|\Lambda(\sigma)(f)\|.$$  

A finite subset $S$ of $G$ will be said to have the SR-property w.r.t. $\sigma$ if for every $f \in C_\text{c}(G)$ with $\text{supp}(f) \subseteq S$, we have

$$r(\Lambda(\sigma)(f)) \leq \|f\|_2.$$  

In the case where $\sigma = 1$, we just say that $S$ has the SR-property.

Theorem A.1. Consider the following conditions:

(i) $G$ has the $\ell^2$-spectral radius property and the free semigroup property.

(ii) $G$ satisfies condition (DH).

(iii) For every finite subset $F$ of $G$, there exists $g \in G$ such that $gF$ has the SR-property.

(iv) For every finite subset $F$ of $G$, there exists $g \in G$ such that $gF$ has the SR-property w.r.t. $\sigma$.

(v) $C^*_r(G, \sigma)$ has stable rank one.

Then we have (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) $\Rightarrow$ (iv) $\Rightarrow$ (v).

The following lemma will be useful in the proof of Theorem A.1.

Lemma A.2. Let $f \in C_\text{c}(G)$ and set $a = \Lambda(\sigma)(f) \in C^*_r(G, \sigma)$, $b = \Lambda(|f|) \in C^*_r(G)$. Then $\|a^n\| \leq \|b^n\|$ for every $n \in \mathbb{N}$.

Proof. We first prove by induction on $n$ that for each $n \in \mathbb{N}$, we have

$$\|a^n\|_2 \leq \|b^n\|_2$$  

for every $\xi \in \ell^2(G)$.

Let $\xi \in \ell^2(G)$. Since

$$|a| \xi = |f \ast \sigma| \xi \leq |f| \ast |\xi| = |b| \xi,$$  

we set
we have \( \|a\xi\|_2 = \|a\xi\|_2 \leq \|b\xi\|_2 \), i.e., (A.2) holds when \( n = 1 \).

Now, assume that (A.2) holds for some \( n \in \mathbb{N} \). Then, for \( \xi \in \ell^2(G) \), we get
\[
\|a^{n+1}\xi\|_2 = \|a^n a\xi\|_2 \leq \|b^n a\xi\|_2 \leq \|b^{n+1}\xi\|_2,
\]
where we have used the induction hypothesis at the second step and the fact that \( 0 \leq b^n |a\xi| \leq b^n b|\xi| = b^{n+1}|\xi| \) at the third step. This shows that (A.2) holds for \( n + 1 \), as desired.

From (A.2), we get
\[
\|a^n \xi\|_2 \leq \|b^n \xi\|_2 \leq \|b^n\| \|\xi\|_2 = \|b^n\| \|\xi\|_2
\]
for every \( \xi \in \ell^2(G) \), and the assertion clearly follows.

\[\Box\]

Proof of Theorem A.1 As already pointed out, (i) \( \Rightarrow \) (ii) is immediate from the definitions. Next, let \( S \) be a finite subset of \( G \) of \( G \). Recall that if \( S \) is semifree, then we have \( r_2(\Lambda(f)) = \|f\|_2 \) for any \( f \in C_c(G) \) (cf. step two in the proof of Theorem 1.4 in [20]). Hence, if \( S \) is semifree and has the \( \ell^2 \)-spectral radius property, then we have \( r(\Lambda(f)) = r_2(\Lambda(f)) = \|f\|_2 \) for every \( f \in C_c(G) \) with \( \text{supp}(f) \subset S \), so \( S \) has the SR-property. This shows that (ii) \( \Rightarrow \) (iii).

Now, let \( S \) be a finite subset of \( G \) such that \( S \) has the SR-property. To show that (iii) \( \Rightarrow \) (iv) holds, it suffices to show that \( S \) has the SR-property w.r.t. \( \sigma \). Suppose \( f \in C_c(G) \) with \( \text{supp}(f) \subset S \) and set \( a = \Lambda_\sigma(f) \). We have to show that \( r(a) = \|f\|_2 \). Set \( b = \Lambda(|f|) \in C^*_r(G) \). Since \( \text{supp}(|f|) \subset S \) and \( S \) has the SR-property, we get that \( r(b) \leq \|f\|_2 \). Thus, we see that it is enough to show that \( r(a) \leq r(b) \). Using the spectral radius formula, this immediately follows from Lemma A.2.

The proof of (iv) \( \Rightarrow \) (v) is an adaptation of the proof of [20] Theorem 1.4 (which itself builds upon ideas from [19]). For the sake of completeness, we sketch the argument. Assume that (iv) holds and suppose (for contradiction) that \( A := C^*_r(G, \sigma) \) does not have stable rank one. Proceeding as in step three of the proof of [20] Theorem 1.4, we get that there exists some \( f \in C_c(G) \) such that
\[
\|f\|_2 < d(\Lambda_\sigma(f), \text{GL}(A))=
\]
where \( d(x, \text{GL}(A)) \) denotes the distance (w.r.t. operator norm) from some \( x \in A \) to the set of invertible elements in \( A \).

Set \( a = \Lambda_\sigma(f) \) and \( F = \text{supp}(f) \). By assumption, there exists \( g \in G \) such that \( gF \) has the SR-property w.r.t. \( \sigma \). Set \( c = \lambda_\sigma(g)a \in A \). Clearly, \( d(c, \text{GL}(A)) = d(a, \text{GL}(A)) \). Moreover, since \( c = \Lambda_\sigma(f_g) \), where
\[
f_g := \sum_{h \in F} f(h)\sigma(g, h)\delta_{gh},
\]
we get that \( \|f_g\|_2 = \|f\|_2 \) and \( \text{supp}(f_g) = gF \). Hence, since \( gF \) has the SR-property w.r.t. \( \sigma \), we get that
\[
r(c) \leq \|f_g\|_2 = \|f\|_2.
\]
We also have \( d(c, \text{GL}(A)) \leq r(c) \) (as this inequality holds in every unital \( \text{C}^* \)-algebra, cf. step one in the proof of [20] Theorem 1.4). Thus, altogether, we get
\[
\|f\|_2 < d(a, \text{GL}(A)) = d(c, \text{GL}(A)) \leq r(c) \leq \|f\|_2,
\]
which gives a contradiction. So \( A \) must have stable rank one, that is, (v) holds.

\[\Box\]

Remark A.3. Several examples of groups having both the free semigroup property and the \( \ell^2 \)-spectral radius property are exhibited in [20]. If \( G \) denotes any of these groups, then Theorem A.1 gives that \( C^*_r(G, \sigma) \) has stable rank one for any \( \sigma \in Z^2(G, \mathbb{T}) \). In all these examples, it is known that \( G \) is \( \text{C}^* \)-simple (being a Powers group), hence that \( (G, \sigma) \) is also \( \text{C}^* \)-simple. This provides some evidence that it might be true that \( C^*_r(G, \sigma) \) has stable rank one whenever \( (G, \sigma) \) is \( \text{C}^* \)-simple (cf. Question 2.2).
Appendix B. On groups with property (BP)

We recall from [61] that a group $G$ is said to have property (BP) if for every $g \in G \setminus \{e\}$ and $n \in \mathbb{N}$, $n \geq 2$, there exist $g_1, \ldots, g_n \in G$, a subgroup $H$ of $G$, and pairwise disjoint nonempty subsets $T_1, \ldots, T_n \subset H$ such that

$$g_j g_j^{-1} (H \setminus T_j) \subset T_j$$

for all $j = 1, \ldots, n$.

In [61] Remark 5.9, Tucker-Drob sketches briefly how some arguments of Bekka, Cowling and de la Harpe in [8] can be adapted to prove that $G$ has the unique trace property whenever $G$ has property (BP). With the kind permission of Tucker-Drob, we give below an expanded version of his proof in the twisted case.

Proposition B.1. Assume that $G$ has property (BP) and let $\sigma \in Z^2(G, \mathbb{T})$. Then $(G, \sigma)$ has the unique trace property. Moreover, $G$ is ICC and belongs to $\mathcal{K}_{UT}$.

Proof. Let $\psi$ be a tracial state on $A := C^*_r(G, \sigma)$. To show the first assertion, by continuity of $\psi$ and density of the $*$-subalgebra of $A$ generated by $\lambda_\sigma(G)$, it suffices to show that $\psi(\lambda_\sigma(g)) = 0$ for all $g \in G \setminus \{e\}$. Fix $g \in G \setminus \{e\}$ and let $n \in \mathbb{N}$, $n \geq 2$. Pick $g_1, \ldots, g_n, H$ and $T_1, \ldots, T_n$ as in the definition of property (BP), and set

$$a_n = \frac{1}{n} \sum_{j=1}^{n} \lambda_\sigma(g_j) \lambda_\sigma(g) \lambda_\sigma(g_j)^* = \frac{1}{n} \sum_{j=1}^{n} \tilde{\sigma}(g_j, g) \lambda_\sigma(g_j g g_j^{-1}),$$

where $\tilde{\sigma}$ is defined as in (2.2). We will show that

$$\|a_n\| \leq \frac{2}{\sqrt{n}}.$$  \hfill (B.1)

Using this inequality and the traciality of $\psi$, we then obtain that

$$|\psi(\lambda_\sigma(g))| = |\psi(a_n)| \leq \|a_n\| \leq \frac{2}{\sqrt{n}}.$$  

Letting $n \to \infty$, we get $\psi(\lambda_\sigma(g)) = 0$, as desired.

To show that (B.1) holds, we set $r_j = g_j g g_j^{-1}$ for each $j = 1, \ldots, n$. The assumption says that $r_j(H \setminus T_j) \subset T_j$ for each $j = 1, \ldots, n$. Since $H \setminus T_j \neq \emptyset$ for each $j$ (otherwise the $T_j$’s could not be pairwise disjoint), we see that each $r_j$ belongs to $H$.

Let $\sigma'$ denote the restriction of $\sigma$ to $H \times H$. If $D \subset H$, we let $P_D$ denote the orthogonal projection from $\ell^2(H)$ onto $\ell^2(D)$ (identified as a closed subspace of $\ell^2(H)$). We then have $\lambda_{\sigma'}(h) P_D = P_D \lambda_{\sigma'}(h)$ for all $h \in H$. Note also that, since $r_j(H \setminus T_j) \cap (H \setminus T_j) = \emptyset$, we have $P_{r_j(H \setminus T_j)} P_{H \setminus T_j} = 0$ for each $j = 1, \ldots, n$.

Set $a_n' = \frac{1}{n} \sum_{j=1}^{n} \tilde{\sigma}(g_j, g) \lambda_{\sigma'}(r_j) \in C^*_r(H, \sigma')$. To estimate $\|a_n'\|$, let $\xi, \eta \in \ell^2(H)$. Using the triangle inequality, the remarks above and the Cauchy-Schwarz inequality, we get

$$|\langle \tilde{\sigma}(g_j, g) \lambda_{\sigma'}(r_j) \xi, \eta \rangle| = |\langle \lambda_{\sigma'}(r_j) \xi, \eta \rangle| \leq \|\lambda_{\sigma'}(r_j) P_T \xi, \eta\| + \|\lambda_{\sigma'}(r_j) P_{H \setminus T_j} \xi, \eta\| \leq \|\lambda_{\sigma'}(r_j) P_T \xi, \eta\| + \|\lambda_{\sigma'}(r_j) P_{H \setminus T_j} \xi, \eta\| \leq \|P_T \xi\| \|\eta\| + \|\xi\| \|P_T \eta\||$$
for each $j = 1, \ldots, n$. Since the $T_j$'s are pairwise disjoint, this gives

$$
\sum_{j=1}^{n} |\langle \sigma(g_j, g) \lambda_{\sigma'}(r_j) \xi, \eta \rangle| \leq \left( \|\eta\| \sum_{j=1}^{n} \|P_{T_j} \xi\| + \|\xi\| \sum_{j=1}^{n} \|P_{T_j} \eta\| \right) 
\leq \left( \sqrt{n} \|\eta\| \left( \sum_{j=1}^{n} \|P_{T_j} \xi\|^2 \right)^{1/2} + \sqrt{n} \|\xi\| \left( \sum_{j=1}^{n} \|P_{T_j} \eta\|^2 \right)^{1/2} \right) \leq 2 \sqrt{n} \|\xi\| \|\eta\|.
$$

Thus we get

$$
\left| \langle \alpha_n^j \xi, \eta \rangle \right| \leq \frac{1}{n} \sum_{j=1}^{n} \left| \langle \sigma(g_j, g) \lambda_{\sigma'}(r_j) \xi, \eta \rangle \right| \leq \frac{1}{n} 2 \sqrt{n} \|\xi\| \|\eta\| = \frac{2}{\sqrt{n}} \|\xi\| \|\eta\|.
$$

It follows that $\|a_n\| = \|a_n^0\| \leq 2/\sqrt{n}$, that is, [B.1] holds, and the proof of the first assertion is finished. Since this assertion is true for any $\sigma \in Z^2(G, T)$, the second assertion follows readily. 

\[\square\]

**Appendix C. On decay properties and uniqueness of the trace**

A recent result of Gong says that if a group $G$ has Joëlissant’s property RD [32] (with respect to some length function $L$), and every nontrivial conjugacy class of $G$ has superpolynomial growth (w.r.t. $L$), then $G$ has the unique trace property (see [23] Theorem 3.11]). We give below a generalized version of her result.

Consider $\kappa: G \to [1, \infty)$. For $\xi: G \to C$, set $\|\xi\|_{2, \kappa} = \left( \sum_{g \in G} \|\xi(g)\|_{\kappa(g)}^2 \right)^{1/2} \in [0, \infty]$. Let $\sigma \in Z^2(G, T)$. We will say that $(G, \sigma)$ is $\kappa$-decaying if there exists some $M > 0$ such that

$$
\|\Lambda_\sigma(f)\| \leq M \|f\|_{2, \kappa}
$$

for every function $f: G \to \mathbb{C}$ having finite support. It is easy to see that this definition agrees with the one given in [3]. When $(G, 1)$ is $\kappa$-decaying, we will just say that $G$ is $\kappa$-decaying. We note that if $L$ is a length function on $G$, then $G$ has property RD (w.r.t. $L$) in the sense of [32] if and only if there exists some $s > 0$ such that $G$ is $(1 + L)^s$-decaying.

According to [3] Theorem 3.5 and Proposition 3.7, we have:

(i) if $G$ is $\kappa$-decaying, then $(G, \sigma)$ is $\kappa$-decaying;

(ii) if $(G, \sigma)$ is $\kappa$-decaying, then the series $\sum_{g \in G} \xi(g)\lambda_\sigma(g)$ is convergent w.r.t. the operator-norm in $C_c^\ast(G, \sigma)$ whenever $\|\xi\|_{2, \kappa} < \infty$.

Assume now that $\kappa: G \to [1, \infty)$ is proper (so $G$ is countable). Let $C$ be a subset of $G$. For each $k \in \mathbb{N}$, set $C_k = \bigcap \{g \in G: k-1 < \kappa(g) \leq k\}$. We will say that $C$ has superpolynomial growth (w.r.t. $\kappa$) if for every (real) polynomial $P$ there exists an infinite subset $K$ of $\mathbb{N}$ such that $|C_k| > P(k)$ for all $k \in K$.

**Theorem C.1.** Assume that $\kappa: G \to [1, \infty)$ is a proper map, $(G, \sigma)$ is $\kappa$-decaying and every nontrivial $\sigma$-regular conjugacy class in $G$ has superpolynomial growth (w.r.t. $\kappa$). Then $(G, \sigma)$ has the unique trace property.

**Proof.** A major part of the proof is an adaptation of the proof of [23] Lemma 3.9]. Let $\omega$ be a tracial state on $C_c^\ast(G, \sigma)$. It suffices to show that $\omega(\lambda_\sigma(g)) = 0$ for every $g \in G \setminus \{e\}$. Assume first that $g \in G$ is not $\sigma$-regular. Let then $h \in G$ be such that $h$ commutes with $g$ and $\sigma(h, g) \neq \sigma(g, h)$. We then have $\tilde{\sigma}(h, g) \neq 1$ and $\omega(\lambda_\sigma(g)) = \omega(\lambda_\sigma(h)\lambda_\sigma(g)\lambda_\sigma(h)^*) = \tilde{\sigma}(h, g) \omega(\lambda_\sigma(g)),$

so it follows that $\omega(\lambda_\sigma(g)) = 0$.

Next, assume that $g \in G \setminus \{e\}$ is $\sigma$-regular. Set $C = C_G(g)$ (the conjugacy class of $g$ in $G$) and let $C_k$ be defined as above for each $k \in \mathbb{N}$. Since $C$ has superpolynomial growth (w.r.t. $\kappa$),
we can find an increasing sequence \(1 < k_1 < k_2 < \cdots\) in \(\mathbb{N}\) such that \(c_j := |C_{k_j}| > (k_j)^j\) for every \(j \in \mathbb{N}\).

Using equation \((2.3)\), we get that for each \(h \in C\), there exists some \(\gamma_h \in \mathbb{T}\) such that \(\omega(\lambda_\sigma(h)) = \gamma_h \omega(\lambda_\sigma(g))\). Define then \(\xi : G \to \mathbb{C}\) by

\[
\xi(h) = \begin{cases} 
\sqrt{k} c_j^{-5/8} & \text{if } h \in C_{k_j} \text{ for some } j \in \mathbb{N}, \\
0 & \text{otherwise.}
\end{cases}
\]

Then

\[
\|\xi\|_{2,\mu}^2 = \sum_{j \in \mathbb{N}} \sum_{h \in C_{k_j}} |\sqrt{k} c_j^{-5/8} \kappa(h)|^2 \leq \sum_{j \in \mathbb{N}} \sum_{h \in C_{k_j}} c_j^{-10/8} k_j^2
\]

\[
= \sum_{j \in \mathbb{N}} c_j^{-1/4} k_j^2 \leq \sum_{j \in \mathbb{N}} k_j^{-1/2} k_j^2 < \infty.
\]

Since \((G, \sigma)\) is \(\kappa\)-decaying, we get that \(\sum_{h \in G} \xi(h) \lambda_\sigma(h)\) converges in operator-norm to some \(x \in C_r^*(G, \sigma)\). Thus, by continuity of \(\omega\), we get

\[
\sum_{h \in G} \xi(h) \omega(\lambda_\sigma(h)) = \omega(x).
\]

But

\[
\xi(h) \omega(\lambda_\sigma(h)) = \begin{cases} 
\sqrt{k} c_j^{-5/8} \gamma_h \omega(\lambda_\sigma(g)) & \text{if } h \in C_{k_j} \text{ for some } j \in \mathbb{N}, \\
0 & \text{otherwise.}
\end{cases}
\]

Hence

\[
\sum_{h \in G} \xi(h) \omega(\lambda_\sigma(h)) = \omega(\lambda_\sigma(g)) \sum_{j \in \mathbb{N}} \sum_{h \in C_{k_j}} c_j^{-5/8} = \omega(\lambda_\sigma(g)) \sum_{j \in \mathbb{N}} c_j^{3/8}.
\]

As \(\sum_{j \in \mathbb{N}} c_j^{3/8} = \infty\), we see that we must have \(\omega(\lambda_\sigma(g)) = 0\).

Thus, altogether, we have shown that \(\omega(\lambda_\sigma(g)) = 0\) for all \(g \in G \setminus \{e\}\), which implies that \(\omega\) agrees with the canonical tracial state on \(C_r^*(G, \sigma)\).

\[\square\]

Acknowledgements

We thank the referee for many helpful suggestions. The second author is funded by the Research Council of Norway through FRINATEK, project no. 240913. Part of the work was done when he was affiliated with Arizona State University in Tempe, and in particular during the visit of the first author to ASU in April 2015. We are both very grateful to the operator algebra group at ASU for their kind hospitality.

References

[1] Erik Bédos. A decomposition theorem for regular extensions of von Neumann algebras. Math. Scand., 68(1):108–114, 1991.
[2] Erik Bédos. Discrete groups and simple \(C^*\)-algebras. Math. Proc. Cambridge Philos. Soc., 109(3):521–537, 1991.
[3] Erik Bédos. On the uniqueness of the trace on some simple \(C^*\)-algebras. J. Operator Theory, 30(1):149–160, 1993.
[4] Erik Bédos. Simple \(C^*\)-crossed products with a unique trace. Ergodic Theory Dynam. Systems, 16(3):415–429, 1996.
[5] Erik Bédos and Roberto Conti. On twisted Fourier analysis and convergence of Fourier series on discrete groups. J. Fourier Anal. Appl., 15(3):336–365, 2009.
Adrien Le Boudec and Nicolás Matte Bon. Subgroup dynamics and Hillel Furstenberg.

Adam Kleppner. The structure of some induced representations.

Mehrdad Kalantar and Matthew Kennedy. Boundaries of reduced representations.

Paul Jolissaint. Rapidly decreasing functions in reduced $C^*$-algebras.

Nikolay A. Ivanov and Tron Omland. On the structure of some reduced amalgamated free product $C^*$-algebras.

Pierre de la Harpe and Jean-Philippe Préaux. Rotation $C^*$-algebras and almost Mathieu operators. Theta Series in Advanced Mathematics, 1. The Theta Foundation, Bucharest, 2001.

Adrien Le Boullec. $C^*$-simplicity and the amenable radical. Invent. Math., to appear.

Emmanuel Breuillard, Mehrdad Kalantar, Matthew Kennedy, and Narutaka Ozawa. Subgroup dynamics and $C^*$-simplicity of groups of homeomorphisms. Ann. Sci. Éc. Norm. Supér. (4), to appear.

Emmanuel Breuillard, Mehrdad Kalantar, Matthew Kennedy, and Narutaka Ozawa. $C^*$-simplicity and the unique trace property for discrete groups. Preprint [arXiv:1410.2518] 2014

Nathanial P. Brown and Narutaka Ozawa. $C^*$-simplicity and finite-dimensional approximations, vol. 88 of Grad. Stud. Math. Amer. Math. Soc., Providence, RI, 2008.

Rasmus S. Bryder and Matthew Kennedy. Reduced twisted crossed products over hyperbolic groups. J. Operator Theory, 23(2):317–338, 1990.

Kenneth J. Dykema. Exactness of reduced amalgamated free product $C^*$-algebras. Forum Math., 16(2):161–180, 2004.

Kenneth J. Dykema, Ulle Haagerup, and Mikael Rørdam. The stable rank of some free product $C^*$-algebras. Duke Math. J., 90(1):95–121, 1997.

Kenneth J. Dykema and Pierre de la Harpe. Some groups whose reduced $C^*$-algebras have stable rank one. J. Math. Pures Appl. (9), 78(6):691–698, 1999.

Siegfried Echterhoff. On maximal prime ideals in certain group $C^*$-algebras and crossed product algebras. J. Operator Theory, 23(2):317–338, 1990.

Hillel Furstenberg. Recurrence in ergodic theory and combinatorial number theory. Princeton University Press, Princeton, N.J., 1981.

Sherry Gong. Finite part of operator K-theory for groups with rapid decay. J. Noncommut. Geom., 9(3):697–706, 2015.

Sherry Gong. Property RD and the classification of traces on reduced group $C^*$-algebras of hyperbolic groups. J. Topol. Anal., to appear.

Uffe Haagerup. A new look at $C^*$-simplicity and the unique trace property of a group. In Operator algebras and applications, vol. 12 of Abel Symp., pp. 161–170. Springer, Heidelberg, 2016.

Uffe Haagerup and László Zsidó. Sur la propriété de Dixmier pour les $C^*$-algèbres. C. R. Acad. Sci. Paris Sér. I Math., 298(8), 173–176, 1984.

Pierre de la Harpe. On simplicity of reduced $C^*$-algebras of groups. Bull. Lond. Math. Soc., 39(1):1–26, 2007.

Pierre de la Harpe and Jean-Philippe Préaux. $C^*$-simple groups: amalgamated free products, HNN extensions, and fundamental groups of 3-manifolds. J. Topol. Anal., 3(4):451–489, 2011.

Nikolay A. Ivanov. On the structure of some reduced amalgamated free product $C^*$-algebras. Internat. J. Math., 22(2):281–306, 2011.

Nikolay A. Ivanov and Tron Omland. $C^*$-simplicity of free products with amalgamation and radical classes of groups. J. Funct. Anal., 272(9):3712–3741, 2017.

Wojciech Jaworski. Countable amenable identity excluding groups. Canad. Math. Bull., 47(2):215–228, 2004.

Paul Jolissaint. Rapidly decreasing functions in reduced $C^*$-algebras of groups. Trans. Amer. Math. Soc., 317(1):167–196, 1990.

Mehrdad Kalantar and Matthew Kennedy. Boundaries of reduced $C^*$-algebras of discrete groups. J. Reine Angew. Math., to appear.

Robert R. Kallman. A generalization of free action. Duke Math. J., 36:781–789, 1969.

Matthew Kennedy. Characterizations of $C^*$-simplicity. Preprint [arXiv:1509.01870] 2015.

Akitaka Kishimoto. Outer automorphisms and reduced crossed products of simple $C^*$-algebras. Comm. Math. Phys., 81(3):429–435, 1981.

Adam Kleppner. The structure of some induced representations. Duke Math. J., 29:555–572, 1962.
simplicity and uniqueness of trace for $C^*_r(G,\sigma)$

[38] Adam Kleppner. Multipliers on abelian groups. *Math. Ann.*, 158:11–34, 1965.

[39] Lauwerens Kuipers and Harald Niederreiter. *Uniform distribution of sequences*. John Wiley & Sons, New York-London-Sydney, 1974.

[40] Gerard J. Murphy. Uniqueness of the trace and simplicity. *Proc. Amer. Math. Soc.*, 128(12):3563–3570, 2000.

[41] Sergey Neshveyev and Erling Størmer. *Dynamical entropy in operator algebras*, vol. 50 of *Ergeb. Math. Grenzgeb. (3)*. Springer-Verlag, Berlin, 2006.

[42] Dorte Olesen and Gert K. Pedersen. Applications of the Connes spectrum to $C^*$-dynamical systems. *J. Funct. Anal.*, 114(2):299–319, 1994.

[43] Sergey Neshveyev and Erling Størmer. *Dynamical entropy in operator algebras*, vol. 50 of *Ergeb. Math. Grenzgeb. (3)*. Springer-Verlag, Berlin, 2006.

[44] Dorte Olesen and Gert K. Pedersen. Applications of the Connes spectrum to $C^*$-dynamical systems. *J. Funct. Anal.*, 45(3):357–390, 1982.

[45] Alexander Yu. Olshanskii and Denis V. Osin. $C^*$-simple groups without free subgroups. *Groups Geom. Dyn.*, 6(1):109–122, 2012.

[46] Alexander Yu. Olshanskii and Denis V. Osin. $C^*$-simple groups without free subgroups. *Groups Geom. Dyn.*, 8(3):933–983, 2014.

[47] Tron Omland. Primeness and primitivity conditions for twisted group $C^*$-algebras. *Math. Scand.*, 114(2):299–319, 2014.

[48] Tron Omland. *C*-algebras generated by projective representations of free nilpotent groups. *J. Operator Theory*, 73(1):3–25, 2015.

[49] Judith A. Packer. Twisted group $C^*$-algebras corresponding to nilpotent discrete groups. *Math. Scand.*, 64(1):109–122, 1989.

[50] Judith A. Packer and Iain Raeburn. Twisted crossed products of $C^*$-algebras. *Math. Proc. Cambridge Philos. Soc.*, 106(2):293–311, 1989.

[51] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[52] Judith A. Packer and Iain Raeburn. Twisted crossed products of $C^*$-algebras. *Math. Proc. Cambridge Philos. Soc.*, 106(2):293–311, 1989.

[53] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[54] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[55] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[56] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[57] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[58] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[59] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[60] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[61] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[62] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[63] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[64] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[65] Judith A. Packer and Iain Raeburn. On the structure of twisted group $C^*$-algebras. *Trans. Amer. Math. Soc.*, 334(2):685–718, 1992.

[66] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[67] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[68] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[69] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[70] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[71] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[72] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[73] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[74] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[75] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[76] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[77] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.

[78] Joseph Slawny. On factor representations and the $C^*$-algebra of canonical commutation relations. *Comm. Math. Phys.*, 24:151–170, 1972.