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Fire and Ice

Some say the world will end in fire,
Some say in ice.
From what I’ve tasted of desire
I hold with those who favor fire.
But if it had to perish twice,
I think I know enough of hate
To say that for destruction ice
Is also great
And would suffice.

Robert Frost
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Abstract

Jahnke, M. R. Top-degree solvability for hypocomplex structures and the cohomology of left-invariant involutive structures on compact Lie groups. 2018. Ph.D. dissertation - Institute of Mathematics and Statistics, University of São Paulo, São Paulo.

We use the theory of dual of Fréchet-Schwartz (DFS) spaces to establish a sufficient condition for top-degree solvability for the differential complex associated to a hypocomplex locally integrable structure. As an application, we show that the top-degree cohomology of left-invariant hypocomplex structures on a compact Lie group can be computed only by using left-invariant forms, thus reducing the computation to a purely algebraic one. In the case of left-invariant elliptic involutive structures on compact Lie groups, under certain reasonable conditions, we prove that the cohomology associated to the involutive structure can be computed only by using left-invariant forms.
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Resumo

Jahnke, M. R. Resolubilidade em grau máximo para estruturas hipocomplexas e a cohomologia de estruturas involutivas invariantes à esquerda em grupos de Lie compactos. 2018. Dissertação de doutorado - Instituto de Matemática e Estatística da Universidade de São Paulo, São Paulo.

Usamos a teoria da espaços duais de Fréchet-Schwartz (DFS) para estabelecer uma condição suficiente para resolubilidade em grau máximo para o complexo associado a estruturas localmente integráveis hipocomplexas. Como aplicação, provamos que a cohomologia de estruturas hipocomplexas invariantes à esquerda podem ser calculadas usando apenas formas invariantes à esquerda, assim reduzindo o cálculo a um método puramente algébrico. No caso de estruturas invariantes à esquerda, sob certas condições razoáveis, provamos que a cohomologia associada à estrutura pode ser calculada usando apenas formas invariantes à esquerda.

Keywords: Estruturas involutivas, hipocomplexidade, resolubilidade, Grupos de Lie Cohomologia, Cohomologia invariante à esquerda.
## Contents

1 Introduction 1

2 Involutive structures 5  
2.1 Preliminaries on functional analysis 5  
2.2 The associated differential complex 6  
2.3 Hypocomplex structures 9  
2.4 A remark on local solvability 10  
2.5 Examples 12  
2.6 Sheaf cohomology 13  
2.7 Serre duality 17  
2.8 Hodge decomposition 18

3 Involutive structures on compact Lie groups 21  
3.1 Left-invariant involutive structures 21  
3.1.1 Construction of left-invariant involutive structures 24  
3.1.2 Involutive structures on SU(2) and SU(3) 25  
3.2 Left-invariant cohomologies 29  
3.2.1 Left-invariant de Rham cohomology 29  
3.2.2 Left-invariant cohomology relative to a subalgebra 31  
3.2.3 Necessary and sufficient conditions for the isomorphism 32  
3.3 The Hodge decomposition for the operator $d'$ 34  
3.3.1 Applications of the Hodge decomposition 35  
3.3.2 Lie derivatives 36  
3.3.3 Relation between $\Box$ and $\Delta$ 37  
3.4 Application of Serre duality 39

4 Involutive structures on homogeneous manifolds 41  
4.1 Homogeneous manifolds and invariant involutive structures 41  
4.2 Cohomology of Lie algebras 44  
4.2.1 The cohomology induced by subalgebras 47  
4.3 Bott’s Theorem 48  
4.3.1 Applications of Bott’s theorem 49  
4.3.2 Examples 51

Bibliography 53
Chapter 1

Introduction

This work has two main objectives concerning the cohomology of the differential complex associated to involutive structures.

One objective is to establish a sufficient condition for top-degree solvability for the differential complex associated to a hypocomplex locally integrable structure. Of course, here we are interested in the case in which the underlying manifold has no compact connected component.

The other objective is to extend a result by Chevalley and Eilenberg, published in [CE48]. Their result states that the de Rham cohomology of compact Lie groups and of compact homogeneous manifolds can be computed using only Lie algebras. This led us to question whether similar results could be proved for other involutive structures on compact Lie groups.

Many ideas for finding conditions for top-degree solvability came from the paper by Ramis, Verdier, and Ruget [RRV71] and the paper by Serre [Ser55]. These two papers deal with complex structures, which are richer than the context we want to work on: the context of hypocomplex structures. Therefore, we had some limitations to overcome. The main limitation is that we do not always have local solvability in hypocomplex structures. Then we had to assume local solvability in a certain degree of the associated complex. The other limitation is that the differential operator associated to hypocomplex structures do not always have dense range. Thus, we had to find conditions to guarantee such topological property.

While pursuing the second objective, we noticed that, to relate certain analytical properties of the involutive structures to the algebraic properties of the underlying Lie group, we have to consider involutive structures that are preserved by the action of the left multiplication. These structures are called left-invariant involutive structures.

Left-invariant involutive structures on compact Lie groups as well as structures preserved by the group actions on compact homogeneous manifolds have already been considered by some other authors. For example, Bott proved in [Bot57] that, under certain conditions, the Dolbeault cohomology of compact complex manifolds can be computed using only algebraic methods involving the related Lie algebras. In [Pit88], Pittie not only showed that the result by Bott can be applied to left-invariant Dolbeault cohomologies on compact semisimple Lie groups, but also characterized all left-invariant complex structures on even dimensional compact Lie groups. In [CK04], Charbonnel and Khalgui provided a classification of all left-invariant CR structures of maximal rank. In this work, we focus on extending their results to left-invariant elliptic involutive structures on compact Lie groups.

To give a more detailed description of the results obtained in this work and to give the reader an idea of the techniques used, we first introduce some notation.

Let \( \Omega \) be an orientable manifold and let \( V \subset CT\Omega \) be a hypocomplex involutive vector bundle. For convenience of the reader, we reviewed the basic definitions of the theory of involutive structures on Chapter 2. To each involutive structure, there exists an associated differential complex denoted by

\[
(C^\infty(\Omega; \Lambda^{p,q}), d')
\]

with cohomology spaces denoted by \( H^p_{\mathcal{C}^\infty}(\Omega; \mathcal{V}) \).

This differential operator can obviously be extended to currents and compactly supported
currents. In these cases, the respective cohomologies are denoted by $H_{p,q}^{D'}(\Omega; V)$ and $H_{p,q}^{E'}(\Omega; V)$.

In terms of cohomology, we want to find conditions under $V$ and $\Omega$ so that $H_{p,n}^{C}(\Omega; V)$ = 0, in which $n$ is the rank of $V$ and so is the top-degree of the complex. We require that $\Omega$ has no compact connected components. Also, $V$ has to be hypocomplex and the associated operator $d'$ has to satisfy some estimates. The details can be found in Theorem 2.4.3.

We proved this result by applying some results of Functional Analysis to the operator

$$d' : \Omega^p \Gamma(\Lambda^q), d' \rightarrow \Omega^p \Gamma(\Lambda^{q+1}).$$

The required theorems are stated right at the beginning of Chapter 2. We know two proofs of this theorem. The one presented is the easiest proof we know. However, another proof can be obtained from Theorem 2.6.5.

This theorem gives us conditions so that the range of the operator

$$d' : \Omega^p \Gamma(\Lambda^{n-1}), d' \rightarrow \Omega^p \Gamma(\Lambda^n)$$

is closed. This result was obtained without topological restrictions over $\Omega$, that is, we allow $\Omega$ to have compact components. By dropping this topological assumption, we made this result useful for dealing with compact Lie groups. See Theorem 3.4.5 and Remark 3.4.6.

The proof of Theorem 2.6.5 uses Čech cohomology and is an adaptation of ideas from [RRV71] and [Ser55].

Let $G$ be a compact Lie group and let $g$ be the complexification of its Lie algebra. Each complex subalgebra $\mathfrak{h} \subset g$ defines a left-invariant involutive structure, which we always denote by $\mathfrak{h}$. In Section 3.1, we showed how to construct many examples of Lie subalgebras having properties that are interesting from the point of view of the theory of involutive structures.

Since we are considering involutive structures defined by an algebra $\mathfrak{h}$, the cohomology of the associated differential operator is going to be denoted by $H_{p,q}^H(G; \mathfrak{h})$. The result by Chevalley and Eilenberg that inspired our work states that, in the de Rham case (when $\mathfrak{h} = g$), the cohomology spaces $H_{p,q}^H(G; \mathfrak{h})$ can be computed using only the Lie algebra $\mathfrak{h}$. To show this, they introduced a new complex, today called Chevalley-Eilenberg complex, and proved that the cohomology of this complex is isomorphic to the de Rham cohomology.

It is straightforward to extend the definition of the Chevalley-Eilenberg complex to consider the complex induced by a given subalgebra. The complex induced by the Lie algebra $\mathfrak{h}$ is denoted by $C_{p,q}^\mathfrak{h}(\mathfrak{g})$ with cohomology spaces denoted by $H_{p,q}^\mathfrak{h}(\mathfrak{g})$. We have two ways to look into these complexes. In Chapter 3 we construct a restriction of the usual analytical complexes and their cohomologies, called left-invariant cohomologies, and in Section 4.2 we define a completely algebraic version of them.

To be explicit, what Chevalley and Eilenberg proved is that, when $\mathfrak{h} = g$, it is possible to construct an isomorphism

$$\varphi : H_{p,q}^{\mathfrak{h}}(\mathfrak{g}) \rightarrow H_{p,q}(G; \mathfrak{h}).$$

(1.2)

Finding conditions for the existence of such isomorphism is exactly the motivation for this part of the work. Specifically, we want to see in what conditions it is possible to construct an isomorphism between the cohomology classes of the complex associated to a left-invariant involutive structures on a compact Lie group and a cohomology of Lie algebras relative to the respective subalgebra.

For a general subalgebra $\mathfrak{h} \subset g$, it is possible to construct a homomorphism similar to (1.2) by directly applying the techniques of Chevalley and Eilenberg. We present such techniques in Section 3.2. In addition, we proved in Lemma 3.2.7 that the map (1.2) is always injective.

The result about the injectivity of the map (1.2), by itself, is already a useful result. Since the homomorphism is injective, it is clear that the algebraic properties of $\mathfrak{h}$ and $g$ play a role in the dimension of $H_{p,q}(G; \mathfrak{h})$. However, we notice that there are known examples of involutive structures, such as the Example 3.1.5, in which it is impossible for the homomorphism (1.2) to
be surjective. In the case of Example 3.1.5, since the dimension of the cohomology is infinite, the homomorphism cannot be surjective if the parameter $\mu$ is a rational or a Liouville number. The rational case is proved in Lemma 3.1.6 and the Liouville case is a consequence of Lemma 3.1.7.

We also notice that, in the general case, finding conditions so that the homomorphism is surjective can be very complicated. Thus, we broke the problem down into simpler problems that can give us insights on how to proceed.

We remark that, in the cases in which the homomorphism is surjective, clearly the cohomology spaces are finite dimensional. Therefore, it makes sense to look for conditions such that the cohomology spaces relative to a subalgebra are zero or at least finite dimensional. To deal with this question, our approach uses Hodge theory. We proved, in Section 2.8, that the cohomology is finite dimensional given that the structure is subelliptic.

After choosing a Hermitian metric on $G$, we can define the Hodge Laplacian of the differential complex (1.1) (with $\Omega = G$):

$$\Box^{p,q} : C^\infty(G, \Lambda^{p,q}) \to C^\infty(G, \Lambda^{p,q}).$$

By assuming that the Hodge Laplacian is subelliptic, we can construct an abstract parametrix that allows us to prove that the cohomology of the complex is isomorphic to the kernel of the Hodge Laplacian, that is

$$H^{p,q}(G, \mathfrak{h}) \cong \text{Ker} \Box^{p,q}. \quad (1.3)$$

Since $G$ is a compact manifold and it is supposed that the operator $\Box^{p,q}$ is subelliptic, we have that $\text{Ker} \Box^{p,q}$ has finite dimension. This gives us more information on how to find conditions for the homomorphism (1.2) to be surjective.

The Hodge Laplacian is known to be subelliptic in many cases. It is well known that, in the case of elliptic involutive structures, the associated Hodge Laplacian is elliptic and thus subelliptic. Another important case is related to the Levi form, which, on a Lie group, can be easily explained as follows:

Let $\mathfrak{h}_0^\perp = \mathfrak{h}^\perp \cap \mathfrak{g}_\mathbb{R}^*$. The Levi form at a point $\xi \in \mathfrak{h}_0^\perp$ is the Hermitian form on $\mathfrak{h}$, defined by

$$\mathcal{L}_\xi(L, M) = (-i/2)\xi([L, M]), \quad L, M \in \mathfrak{h}.$$  

We shall say that $\mathcal{L}$ is nondegenerate if, given any point $\xi \in \mathfrak{h}_0^\perp$, with $\xi \neq 0$, and any $L \in \mathfrak{h}$, with $L \neq 0$, there is some $M \in \mathfrak{h}$ such that

$$\mathcal{L}_\xi(L, M) \neq 0.$$  

If the involutive structure $\mathfrak{h}$ has nondegenerate Levi form, under some conditions about the eigenvalues of the Levi form, the associated Hodge Laplacian is subelliptic [HJ95].

This approach using Hodge decomposition was our first attempt to find conditions so that the cohomology has finite dimension. In addition, we found an interesting technique by Helgason [Hel]. This technique is a clever application of Lie derivative to prove Chevalley and Eilenberg’s theorem on compact Lie groups. We used the same technique in our case, but noticed that, even for left-invariant elliptic structures, we could not find general conditions so that the homomorphism (1.2) is surjective. We could obtain some interesting results imposing some restrictions on the degrees of the complex and on the compact Lie group. We describe in more detail the results at the following two paragraphs.

In Proposition 3.3.12, we proved that, in the case of left-invariant hypocomplex structures, if we assume the compact Lie group to be a torus, then the homomorphism (1.2) is, in fact, surjective in the degree in which the Hodge Laplacian is subelliptic. We also proved that the homomorphism (1.2) is surjective in top-degree for a general compact Lie group if the involutive structure is hypocomplex. The proof is a combination of Theorem...
This naturally leads to the following question: is it possible to find necessary and sufficient conditions such that the involutive structure associated to the Lie algebra \( \mathfrak{h} \) is hypocomplex? An important result by Baouendi, Chang, and Treves [BCT83] says that a sufficient condition for hypocomplexity is that the Levi form associated to the involutive structure has at least one negative eigenvalue and at least one positive eigenvalue at each point.

The algebraic cohomology obviously depends only on the algebraic properties of the Lie algebra and the fixed Lie subalgebra. So, it also makes sense to start looking at the algebraic properties that make some differences on the usual cohomology. For example, how can these algebraic properties impact on the dimension of the cohomology spaces?

Lie theory makes it clear that the topological properties of the group are strongly entangled with the algebraic properties of its Lie algebra. Therefore, it is natural to ask: how are these topological properties related to the dimension of \( H^{p,q}(G;\mathfrak{h}) \)?

Since we could obtain some results on the torus, this hinted us that it could be useful to focus on a case that is completely orthogonal to the torus: the case of semisimple Lie groups.

The paper by Pittie shows that the homomorphism (1.2) is surjective in the Dolbeault’s case when the Lie group admits a simply connected and compact covering group, that is, when the original group is semisimple. He promised to prove the general case for every compact Lie group in a future paper, but unfortunately this paper has never came out. By studying his paper, we noticed that it is necessary to require that the group is simply-connected for applying Bott’s theorem.

We feel obliged to state here that, by using a technique that we did not explore here, Alexandrov and Ivanov proved in [AI01, Corollary 5.1], that the hypothesis of semisimplicity can be dropped provided that the Lie group admits a bi-invariant metric compatible with the left-invariant complex structure. We believe that it would be a good idea for a further work to study their technique. We think that it can be adapted to general left-invariant elliptic structures, or even left-invariant hypocomplex structures, on compact Lie groups.

Since the de Rham case and the Dolbeault case are extremal cases of elliptic cases, we started looking for techniques to combine both of them to study elliptic structures.

A sufficient condition for using an adapted version of the Chevalley and Eilenberg technique is to assume that a certain subgroup is closed. This subgroup is the Lie group constructed by integrating the real orbits of the left-invariant elliptic structures.

Finding this closed Lie subgroup naturally calls for considering a homogeneous manifold, the quotient of the original Lie group by the closed subgroup. This homogeneous manifold has a natural complex structure inherited from the original left-invariant elliptic structure.

By using Leray-Hirsh Theorem, we are able to combine techniques we learned with Pittie, Bott, Chevalley and Eilenberg to study the original cohomology.

This approach using homogeneous spaces is explored in detail in Chapter 4. The theorem that shows that the separate techniques can be combined is Theorem 4.1.8. Its first consequence is Theorem 4.1.10, in which we find conditions so that the Dolbeault cohomology is as simple as possible.

We also proved Theorem 4.3.6, which, in a sense, generalizes both Chevalley-Eilenberg and Pittie’s Theorems. In this case, we do not have dimensional restrictions on the left-invariant elliptic structure, but we have to assume that the compact Lie group is semisimple. The problem in full generality is still open.
Chapter 2

Involutive structures

In this chapter, we introduce the basic definitions regarding involutive structures along with some tools to study them. The main concepts introduced here are the concept of involutive structure, the associated differential operators, and their cohomology spaces, which are the main objects of study in this work.

2.1 Preliminaries on functional analysis

As pointed out before, we apply a suitable characterization of the homomorphisms with dense image defined between Fréchet-Schwartz spaces. The advantage of this class relies on the fact that the strong dual of a Fréchet-Schwartz space is an inductive limit of a sequence of Banach spaces with compact inclusions. The proof of the homomorphism theorem makes use of its well known version valid for the class of the Fréchet-Montel spaces, whose proof can be found in [Köt79, Section 33]:

Theorem 2.1.1. Let $E, F$ be Fréchet-Montel spaces and let $A : E \to F$ be a continuous linear map with $A(E)$ dense in $F$. The following properties are equivalent:

1. $A$ is a homomorphism;
2. $A(E) = F$;
3. $\,^1A$ is a strong homomorphism;
4. $\forall B \subset F', \,^1A(B) \subset E'$ strongly bounded $\Rightarrow B \text{ strongly bounded}$;

A particular class of Fréchet-Montel spaces is the class of the so-called Fréchet-Schwartz (FS) spaces (cf. [Kom67]). When $E$ is a (FS) space its strong dual is an inductive limit of a sequence of Banach spaces $E' = \text{ind}(E'_p)$, where, for each $p \in \mathbb{N}$, $E'_p$ is a subspace of $E'_{p+1}$, the injection map being compact.

Theorem 2.1.2. Let $E, F$ be Fréchet-Schwartz spaces and let $A : E \to F$ be a continuous linear map with dense image. Write the corresponding strong duals as inductive limits of Banach spaces $E' = \text{ind}(E'_p)$, $F' = \text{ind}(F'_p)$, where, for each $p$, the inclusions $E'_p \hookrightarrow E'_{p+1}$, $F'_p \hookrightarrow F'_{p+1}$ are compact. The following properties are equivalent:

1. $A(E) = F$;
2. For each $p \in \mathbb{N}$, there is $q \in \mathbb{N}$ such that, if $B \subset F'$ is such that $\,^1A(B)$ is contained and bounded in $E'_p$, then $B$ is contained and bounded in $F'_q$;
3. For each $p \in \mathbb{N}$, there is $q \in \mathbb{N}$ such that, if $u \in F'$ is such that $\,^1A(u) \in E'_p$, then $u \in F'_q$.

Proof. Since every strongly bounded subset of $E'$ is contained and bounded in one of the Banach spaces $E'_p$, it is clear that (2) implies (4) of Theorem 2.1.1 and hence (1) holds. Conversely, if (1) holds then, by Theorem 2.1.1, $\,^1A$ is a strong homomorphism. By [Kom67, Theorem 7], $\,^1A(F') = \text{ind}(E'_p \cap \,^1A(F'))$, that is, $\,^1A(F')$ can also be described as the inductive limit of
the sequence of Banach spaces $G_p = \mathbb{E}_p \cap tA(F')$ with the corresponding compact inclusions $G_p \overset{t_p}{\hookrightarrow} G_{p+1}$. For each $p \in \mathbb{N}$, we set $\lambda_p = (tA)^{-1}|G_p : G_p \to F'$. Since $\lambda_p = \lambda_{p+1} \circ t_p$, it follows that each $\lambda_p$ is a compact linear map. Consequently, if $U_p$ denotes the unit ball in $G_p$, then $\lambda_p(U_p)$ is strongly bounded in $F'$ and hence it is contained in $F'_q$ for some $q \in \mathbb{N}$ (and “a fortiori”) $\lambda_p : G_p \to F'_q$ is a continuous linear map between Banach spaces. We have proved the following assertion: for each $p \in \mathbb{N}$, there is $q \in \mathbb{N}$ such that $(tA)^{-1}|G_p \in L(G_p, F'_q)$, from which (2) follows immediately.

Next, it is clear (2) implies (3) after taking $\mathcal{B} = \{u\}$. We are then left with the proof that (3) implies (2). For this, it suffices so show that the following strengthen form of (3) is satisfied (in the argument, we shall denote by $| \cdot |_p$ the norm in $E'_p$ and by $\| \cdot \|_p$ the norm in $F'_p$):

\[
(\bullet) \text{ Given } p \in \mathbb{N}, \text{ there are } q \in \mathbb{N} \text{ and } C > 0 \text{ such that, if } u \in F' \text{ and } tAu \in E'_p, \text{ then } u \in F'_q \text{ and } \|u\|_q \leq C \|tAu\|_p.
\]

Indeed, for each $p \in \mathbb{N}$, take $q \in \mathbb{N}$ as in (3). The space $\mathcal{C}$ of all $u \in F'_q$ such that $tAu \in E'_p$ is a Banach space when we consider the norm $u \mapsto \|u\|_q + \|tAu\|_p$. Property (3) gives $\mathcal{C} \subset F'_q$ and the closed graph theorem implies the existence of a constant $\mu > 0$ such that

\[
(2) \quad \|u\|_q \leq \mu \left(\|tAu\|_p + \|u\|_q + 1\right), \quad u \in \mathcal{C}.
\]

If (\bullet) were not true, it would exist a sequence $\{u_j\} \subset F'_q$ such that $\{tAu_j\} \subset E'_p$ and $\|u_j\|_q > j \|tAu_j\|_p$. If we define $v_j = u_j/\|u_j\|_q$, then $\{v_j\} \subset E'_q$, $\|v_j\|_q = 1$ for every $j$ and $tAv_j \to 0$ in $F'_p$. Since the inclusion $F'_q \subset F'_p$ is compact, some subsequence $\{v_{j_k}\}$ of $\{v_j\}$ must converge in $F'_q$. Denoting by $v \in F'_q$ the limit of this subsequence, we have $tAv = 0$, and hence $v = 0$ since $A(E)$ is dense in $F$. On the other hand (2) implies $1 \leq \mu \|tAv_{j_k}\|_p + \|v_{j_k}\|_{q+1}$, $k = 1, 2, \ldots$, and consequently $\|v\|_{q+1} \geq 1/\mu$, which is a contradiction. \hfill \Box

### 2.2 The associated differential complex

Let $\Omega$ be a smooth manifold and denote by $N$ its dimension. We always assume that $N \geq 2$. An involutive structure on $\Omega$ is a smooth subbundle $\mathcal{V}$ of the complexified tangent bundle $\mathbb{C}T\Omega$ of $\Omega$ that satisfies the involutive, or Frobenius, condition $[\mathcal{V}, \mathcal{V}] \subset \mathcal{V}$. We always denote the rank of $\mathcal{V}$ by $n$. We denote by $\Lambda^k$ the bundle $\Lambda^k \mathbb{C}T^*\Omega$ and by $\mathcal{C}^\infty(\Omega; \Lambda^k)$ the space of sections of $\Lambda^k$ with smooth coefficients.

There is a natural differential complex associated to each involutive structure $\mathcal{V}$. We briefly recall the construction of such complexes. For each $x \in \Omega$, we define

\[
T'_x = \{u \in \mathbb{C}T'^*_x \Omega : u(X) = 0, \ \forall X \in \mathcal{V}_x\}
\]

and we have that $T'_x = \bigcup_{x \in \Omega} T'_x$ is a vector subbundle of $\mathbb{C}T^*\Omega$. For each $p, q \in \mathbb{Z}_+$, we denote by $T^p_q$ the subspace of $\Lambda^{p+q} \mathbb{C}T^*_x \Omega$ consisting of linear combinations of exterior products $u_1 \wedge \ldots \wedge u_{p+q}$ with $u_j \in \mathbb{C}T^*_x \Omega$ for $j = 1, \ldots, p + q$ and at least $p$ of these factors belonging to $T'_x$. Notice that $T^p_{p+1} \subset T^p_q$ and so we can define $\Lambda^p_q \equiv T^p_q / T^p_{p+1}$ and consequently $\Lambda^p_q = \bigcup_{x \in \Omega} \Lambda^p_q$ is a smooth vector bundle over $\Omega$. Since $\mathcal{V}$ is involutive, we can easily verify that the exterior derivative take smooth sections of $T^p_q$ into smooth sections of $T^p_{q+1}$ and hence there exist a unique operator $d^p_{p,q}$ such that the diagram

\[
\begin{array}{ccc}
T^p_{p,q} & \xrightarrow{d} & T^p_{p,q+1} \\
\downarrow{\pi_{p,q}} & & \downarrow{\pi_{p,q+1}} \\
\Lambda^p_q & \xrightarrow{d^p_{p,q}} & \Lambda^p_{p,q+1}
\end{array}
\]

2.2. THE ASSOCIATED DIFFERENTIAL COMPLEX

is commutative, with \( \pi_{p,q} : T^{p,q} \to \Lambda^{p,q} \) being the quotient map.

When there is no risk of confusion, we simplify the notation and write simply \( d' \) for the operator \( d'_{p,q} \). We refer as \( d' \), when it is necessary to emphasize the associated involutive structure.

We denote by \( C^\infty(\Omega; \Lambda^{p,q}) \) the space of sections of \( \Lambda^{p,q} \) with smooth coefficients. Notice that the operator \( d' \) maps smooth sections of \( \Lambda^{p,q} \) into smooth sections of \( \Lambda^{p,q+1} \) and also that \( d' \circ d' = 0 \). Therefore, for each \( p \geq 0 \), the operator \( d' \) defines a complex of \( C\)-linear mappings

\[
\begin{array}{ccccccc}
C^\infty(\Omega; \Lambda^{p,0}) & d' & C^\infty(\Omega; \Lambda^{p,1}) & d' & \ldots & d' & C^\infty(\Omega; \Lambda^{p,q}) & d' & \ldots
\end{array}
\]

(2.1)

Of course we obtain another differential complex after replacing \( C^\infty \) by \( C^\infty_c \), where \( c \) stands for compact supports.

For each \( p \geq 0 \), we denote the set of the \((p,q)\)-cocycles elements by

\[
Z^{p,q}(\Omega; \mathcal{V}) = \text{Ker} \left( d' : C^\infty(\Omega; \Lambda^{p,q}) \to C^\infty(\Omega; \Lambda^{p,q+1}) \right),
\]

the set of \((p,q)\)-coboundaries by

\[
B^{p,q}(\Omega; \mathcal{V}) = \text{Ran} \left( d' : C^\infty(\Omega; \Lambda^{p,q-1}) \to C^\infty(\Omega; \Lambda^{p,q}) \right),
\]

and the \((p,q)\)-cohomology classes by

\[
H^{p,q}(\Omega; \mathcal{V}) = \frac{Z^{p,q}(\Omega; \mathcal{V})}{B^{p,q}(\Omega; \mathcal{V})}
\]

We extend \( J \) complex-linearly to the complexified tangent bundle \( \mathbb{C}T\Omega \) and we take \( \mathcal{V} = \text{Ker}(J - i\text{Id}) \). The condition (2.2) implies that \( \mathcal{V} \) is involutive. This structure is called a complex structure over \( \Omega \) and, in this case, the operator \( d' \) is the Doubeault operator \( \overline{\partial} \).

It is also important to consider the preceding complexes with more general coefficients. In order to do so, we assume from now on that

\( \Omega \) is orientable.

Under this hypothesis, we can also construct a complex similar to (2.1) where now the coefficients
are distributions over $V$. In this case, we denote the cohomology space by $H^p_{\Omega}(\mathcal{V}; V)$. In general, if $F(V)$ is a subspace of $\mathcal{D}'(V)$, we denote by $F(\Omega; \Lambda^{p,q})$ the space of sections of $\Lambda^{p,q}$ with coefficients in $F$ and we denote the cohomology of $\mathcal{D}'$ with coefficients in $F$ by $H^p_{\Omega}(\mathcal{V}; V)$. Furthermore, by [Tre92, Propositions VIII.1.2 and VIII.1.3], there is a natural bracket which turns the spaces

$$\mathcal{C}^\infty_c(V; \Lambda^{p,q}) \text{ and } \mathcal{D}'(V; \Lambda^{m-p,n-q}) \text{ (resp. } \mathcal{C}^\infty(V; \Lambda^{p,q}) \text{ and } \mathcal{E}'(V; \Lambda^{m-p,n-q}))$$

into the dual of one another and in such a way that the transpose of $d'$ is also $d'$ (up to a sign).

We can endow each space $\mathcal{C}^\infty(V; \Lambda^{p,q})$ with a locally convex structure of an (FS) space. Its dual $\mathcal{E}'(V; \Lambda^{m-p,n-q})$ is then a (DFS) space and a sequence of definition for its topology can be taken by the sequence

$$G_j(V; \Lambda^{m-p,n-q}) := \{ u \in H^{-j}_{\text{loc}}(V, \Lambda^{m-p,n-q}) : \text{supp } u \subset K_j \},$$

where $\{K_j\}$ is an exhaustion of $V$ by compact sets (with the inclusions

$$G_j(V; \Lambda^{m-p,m-q}) \hookrightarrow G_{j+1}(V; \Lambda^{m-p,m-q})$$

being compact by Rellich’s lemma).

We conclude this section by stating a direct consequence of Theorem 2.1.2.

**Theorem 2.2.3.** Let $\Omega$ be an orientable differentiable manifold endowed with a formally integrable structure. Assume that

$$d' : \mathcal{E}'(\Omega; \Lambda^{m-p,0}) \longrightarrow \mathcal{E}'(\Omega; \Lambda^{m-p,1}) \quad (2.3)$$

is injective. Then the map

$$d' : \mathcal{C}^\infty(\Omega; \Lambda^{p,n-1}) \longrightarrow \mathcal{C}^\infty(\Omega; \Lambda^{p,n}) \quad (2.4)$$

is surjective (which is the same as saying that $H^{p,n}(\Omega; \mathcal{V}) = 0$) if and only if the following property holds:

(i) Given $K \subset \Omega$ compact and $s \in \mathbb{R}$, there are $K_1 \subset \Omega$ compact and $t \in \mathbb{R}$ such that the following holds for an arbitrary $u \in \mathcal{E}'(\Omega; \Lambda^{m-p,0})$:

$$\text{supp } d'u \subset K, \ d'u \in H^s_{\text{loc}}(\Omega, \Lambda^{m-p,1}) \Longrightarrow \text{supp } u \subset K_1, \ u \in H^t_{\text{loc}}(\Omega, \Lambda^{m-p,1}).$$

Indeed, Property (2.3) is equivalent to the fact that (2.4) has dense image and hence Theorem 2.1.2 applies immediately.

Under an additional property, we can strengthen the result stated in Theorem 2.2.3. We introduce the following definition:

**Definition 2.2.4.** We shall say that $\mathcal{V}$ satisfies Property $(\star)$ if given $V \subset \Omega$ open and $u \in \mathcal{D}'(V; \Lambda^{p,0})$ satisfying $d'u = 0$ in a nonempty connected open subset $\omega$ of $V$ then $u$ vanishes identically in the component of $V$ that contains $\omega$.

**Proposition 2.2.5.** Let $\Omega$ be an orientable differentiable manifold endowed with a formally integrable structure. Suppose that $\Omega$ has no compact connected component and that $\mathcal{V}$ satisfies $(\star)$. Then

1. The kernel of the map $d' : \mathcal{E}'(\Omega; \Lambda^{m-p,0}) \rightarrow \mathcal{E}'(\Omega; \Lambda^{m-p,1})$ is trivial;
2. If $K \subset \Omega$ is compact and if $u \in \mathcal{E}'(\Omega; \Lambda^{m-p,0})$ is such that $\text{supp } d'u \subset K$ then $\text{supp } u \subset K$, where $K$ is the compact set obtained as the union of $K$ with the relatively compact components of $\Omega \setminus K$. 


The proof is immediate.

From Theorem 2.2.3 and Proposition 2.2.5 we obtain:

**Corollary 2.2.6.** Let $\Omega$ be an orientable differentiable manifold endowed with a formally integrable structure. Suppose that $\Omega$ has no compact connected component and that $\mathcal{V}$ satisfies $(\ast)$. If for a given $K \subset \Omega$ compact and for a given $s \in \mathbb{R}$ there is $t \in \mathbb{R}$ such that

$$u \in \mathcal{E}'(\Omega, \Lambda^{m-p,0}), \text{ supp } d'u \subset K, \ d'u \in H^s_{\text{loc}}(\Omega; \Lambda^{m-p,1}) \Rightarrow u \in H^t_{\text{loc}}(\Omega; \Lambda^{m-p,0})$$

then $H^{p,n}(\Omega; \mathcal{V}) = 0$.

### 2.3 HYPOCOMPLEX STRUCTURES

From now on, we assume the stronger property that the structure $\mathcal{V}$ is *locally integrable*. This means that, in a neighborhood of an arbitrary point $p \in \Omega$, there are defined $m = N - n$ smooth functions whose differentials span $T'$ at each point in a neighborhood of $p$. Notice that each of these functions is annihilated by the operator $d'$, that is, they are solutions for $\mathcal{V}$. In this section, we are going to introduce the concept of hypocomplex structures, a class of structures with some good analytical properties, similar to the class of holomorphic functions. Such analytical properties are going to be used to find conditions so that the operator $d'$ in maximum degree has closed range.

Let $p \in \Omega$. We denote by $S(p)$ the ring of germs of solutions of $\mathcal{V}$ at $p$, that is,

$$S(p) = \{ f \in \mathcal{C}^\infty(p) : d'f = 0 \},$$

and we denote by $\mathcal{O}^m_0$ the ring of germs holomorphic functions defined in a neighborhood of $0$ in $\mathbb{C}^m$.

Now, consider $Z_1, \ldots, Z_m$ solutions for $\mathcal{V}$, defined in an open neighborhood of $p$ with linearly independent differentials, and denote by $\mathcal{Z}$ the map $Z = (Z_1, \ldots, Z_m)$ defined in a neighborhood of $p$. We assume that $Z(p) = 0$.

We define a ring homomorphism

$$\lambda : h \in \mathcal{O}^m_0 \mapsto h \circ Z \in S(p).$$

It is not difficult to prove that $\lambda$ is injective. We shall say that $\mathcal{V}$ is *hypocomplex* at $p$ if $\lambda$ is surjective, that is, if for every $f \in S(p)$ there exist a holomorphic function $h \in \mathcal{O}^m_0$ such that $f = h \circ Z$.

The next result follows directly from the definitions:

**Proposition 2.3.1.** If $\mathcal{V}$ is hypocomplex at each point, then $\mathcal{V}$ satisfies Property $(\ast)$. 

A particular but important class of hypocomplex structures is that of the elliptic structures. Recall that the *characteristic set of* $\mathcal{V}$ is the set $C(\mathcal{V}) = \mathcal{V}^* \cap T^* \Omega$ and that the structure is *elliptic* if $C(\mathcal{V}) = 0$. Every elliptic structure, being hypocomplex ([T4, Proposition III.5.1]), satisfies Property $(\ast)$ and, moreover, given $p \in \Omega$ and $s \in \mathbb{R}$, the following is true: if $u \in \mathcal{D}'(\Omega, \Lambda^{m-p,0})$ and $d'u \in H^s_{\text{loc}}(\{p\}; \Lambda^{m-p,1})$ then $u \in H^{s+1}_{\text{loc}}(\{p\}, \Lambda^{m-p,0})$. From Corollary 2.2.6 follows:

**Theorem 2.3.2.** Suppose that $\Omega$ has no compact connected component and that $\mathcal{V}$ is elliptic. Then $H^{p,n}(\Omega; \mathcal{V}) = 0$.

Another important class of hypocomplex structures is the one described as follows. Assume that $\Omega$ is endowed with a locally integrable structure $\mathcal{V}$. Let $T^0 = T^* \cap CT^*\Omega$ denote the characteristic set of $\mathcal{V}$. Given $(p, \xi) \in T^0$, $\xi \neq 0$, the *Levi form* at $(p, \xi) \in T^0$ is the Hermitian form on $\mathcal{V}_x$ defined by

$$\mathcal{L}_{(p, \xi)}(v, w) = (1/2i)\xi((L, \mathcal{M})|_p), \quad v, w \in \mathcal{V}_p.$$
in which \( L \) and \( M \) are any smooth local sections of \( V \) in a neighborhood of \( p \) such that \( L_p = v \) and \( M_p = w \). We shall say that \( \mathcal{L} \) is nondegenerate if given any point \((p, \xi) \in T^0, \xi \neq 0\), the hermitian form \( \mathcal{L}_{(p,\xi)} \) is nondegenerate.

The following result is due to Baouendi-Chang-Treves [BCT83]:

**Theorem 2.3.3.** Let \( \Omega \) be endowed with a locally integrable structure for which the Levi form at each \((p, \xi) \in T^0, \xi \neq 0\), has one positive and one negative eigenvalue. Then \( V \) is hypocomplex.

Assume now that the locally integrable structure \( V \) has rank \( N - 1 \), that is, \( T^0 \) is a complex line bundle. For such, structures hypocomplexity is completely characterized [Tre92]:

**Theorem 2.3.4.** If the locally integrable structure \( V \) has rank \( N - 1 \), then \( V \) is hypocomplex if and only if given any \( p \in \Omega \) and given any local solution \( Z \) for \( V \) near \( p \) with \( d'Z_p \neq 0 \) then \( Z \) is open at \( p \).

### 2.4 A remark on local solvability

Let \( \Omega \) be endowed with a locally integrable structure \( V \). We shall now make use of the local representation for \( V \) as described in [Tre92], [BCH08]. Any point \( p \in \Omega \) is the center of a coordinate system \((x, t) = (x_1, \ldots, x_m, t_1, \ldots, t_n)\) defined on an open neighborhood of \( p \) denoted by \( U \) such that \((x(p), t(p)) = (0, 0) \in \mathbb{R}^m \times \mathbb{R}^n \). On \( U \) it is defined a smooth function \( \varphi(x, t) = (\varphi_1(x, t), \ldots, \varphi_m(x, t)) \) satisfying \( \varphi(0, 0) = 0 \) and \( \varphi_x(0, 0) = 0 \) such that the differentials of the functions

\[
Z_k(x, t) = x_k + i\varphi_k(x, t), \quad k = 1, \ldots, m
\]  

are linearly independent and span \( T^0 \) over \( U \). If we define the vector fields

\[
M_k = \sum_{j=1}^{m} \mu_{kj}(x, t) \frac{\partial}{\partial x_j}, \quad k = 1, \ldots, m,
\]

characterized by the rule \( M_k Z_j = \delta_{kj} \) for \( k, j = 1, \ldots, m \), then the complex vector fields

\[
L_j = \frac{\partial}{\partial t_j} - i \sum_{k=1}^{m} \frac{\partial \varphi_k}{\partial t_j}(x, t) M_k, \quad j = 1, \ldots, n,
\]

span \( V \) over \( U \). The vector fields \( L_j \) and \( M_k \) commute pairwise.

The differentials \( dt_k \), for \( k = 1, \ldots, n \), span a bundle over \( U \), which is supplementary to \( T^0|_U \). Therefore we can adjoin them with \( dZ_k \), for \( k = 1, \ldots, m \), to get a smooth basis for \( \mathcal{C}T^*\Omega \). Thus, if \( f \) is a smooth section of \( \Lambda^{p,q} \) over \( U \), we have the following unique representation for \( f \):

\[
f = \sum_{|J|=p} \sum_{|K|=q} f_{J,K}(x, t) dZ_J \wedge dt_K.
\]

The standard representation of \( d'f \) over \( U \) is then given by

\[
d'f = \sum_{|J|=p} \sum_{|K|=q} \sum_{l=1}^{n} (L_l f_{J,K})(x, t) dt_l \wedge dZ_J \wedge dt_K.
\]

The goal of this section is to prove the following result:

**Proposition 2.4.1.** Let \( \Omega \) be endowed with a locally integrable structure \( V \) and let \( p \in \Omega \). Then, for a fixed \( q \in \{1, \ldots, n\} \), the following properties are equivalent:

1. \( \mathcal{T}^{0,q}_{\mathcal{C}^\infty}(\{p\}, \mathcal{V}) = 0 \);
2. \( \mathcal{T}^{0,q}_{\mathcal{D}^\infty}(\{p\}, \mathcal{V}) = 0 \);
3. $\mathcal{C}^{p,q}_{c_0}\{p\}, \mathcal{V} = 0$ for all $p = 0, 1, 2, \ldots, m$;

4. $\mathcal{C}^{p,q}_{\bar{D}^+}\{p\}, \mathcal{V} = 0$ for all $p = 0, 1, 2, \ldots, m$.

Proof. From the discussion that precedes, it is clear that it suffices to prove the equivalence between (1) and (2). We first prove that (1) implies (2) by using in part an argument in [AFN81]. We keep the notation just established and apply the well known Grothendieck argument as in [BCH08, Theorem VII.6.1]: given $U_0 \subset U$ an open neighborhood of the origin, there corresponds another open neighborhood $V_0$ with $\overline{V_0} \subset U_0$ such that, if we set

$$E := \{(f, u) \in Z^{0,q}(U_0) \times C^\infty(V_0, \Lambda^{0,q-1}) : d' u = f|_{V_0}\},$$

then the projection map $\pi : E \to Z^{0,q}(U_0)$ (a continuous linear map between Fréchet spaces) is surjective and hence open. If we follow [AFN81], we can ensure:

- Given $K' \subset V_0$ compact and $\nu'$ a positive integer, there are $K \subset U_0$ compact, $\nu$ a positive integer and $C > 0$ such that the following is true: if $f \in Z^{0,q}(U_0)$, there is $u \in C^\infty(V_0, \Lambda^{0,q-1})$ such that

$$\|u\|_{\nu', K'} \leq C\|f\|_{\nu, K}.$$ 

We obtain

$$\|f\|_{\nu, K} = \sup_{|\alpha| \leq \nu} \sup_K |D^\alpha f|.$$ 

In order to conclude (2), we make use of [Tre92, Theorem II.5.2]. It suffices to establish the following solvability property:

- Given an open neighborhood $U_1$ of the origin, there is $\mu$ such that, if $f \in \mathcal{C}^\mu(U_1; \Lambda^{0,q})$ satisfies $d' f = 0$, we can find $u \in \mathcal{D}'(\{0\}; \Lambda^{0,q-1})$ solving $d' u = f$.

We first apply the approximate Poincaré lemma [Tre92, Section II.6]: there is an open neighborhood $U_0$ with $\overline{U_0} \subset U_1$ of the origin such that the conclusion of [Tre92, Theorem II.5.2] holds. Now we refer to the discussion presented before: taking a sufficiently small closed ball $K_0$ centered at the origin, there are $\mu$ and $C > 0$ such that, for every $g \in Z^{0,q}(U_0; \Lambda^{0,q})$, there is $v \in C^\infty(K_0, \Lambda^{0,q-1})$ such that $d' v = g$ in $K_0$ and

$$\|v\|_{K_0, \mu} \leq C\|g\|_{\overline{U_0}, \mu}.$$ 

This defines our sought $\mu$. Given $f \in \mathcal{C}^\mu(U_1, \Lambda^{0,q})$, we can find $f_j \in Z^{0,q}(\overline{U_0})$ such that $f_j \to f$ in $\mathcal{C}^\mu(\overline{U_0}; \Lambda^{0,q})$. Let $u_j \in C^\infty(K_0, \Lambda^{0,q-1})$ such that $d' u_j = f_j$ in $K_0$ and

$$\|u_j\|_{K_0, \mu} \leq C\|f_j\|_{\overline{U_0}, \mu}.$$ 

This shows that $u_j$ is bounded in $L^\infty(K_0; \Lambda^{0,q-1})$ and hence some subsequence of $u_j$ converges weakly to some $u$ defined in the interior of $K_0$, which a fortiori satisfies $d' u = f$.

For the proof that (2) implies (1), we again start by applying the Grothendieck argument, this time in the following way. Let $U_0$ be a neighborhood of the origin, let $\{\omega_j\}$ be a fundamental system of neighborhoods of the origin with $\overline{\omega_j} \subset U_0$ and define

$$E_j := \{(f, u) \in Z^{0,q}(U_0) \times H^{-\sigma}_{\text{loc}}(\omega_j) : d' u = f|_{\omega_j}\}.$$ 

By the standard argument, we can find $V_0 \subset U_0$ an open neighborhood of the origin and $\sigma \in \mathbb{R}$ such that the following is true:

- Given $f \in Z^{0,q}(U_0)$, there is $u \in H^{-\sigma}_{\text{loc}}(V_0, \Lambda^{0,q-1})$ such that $d' u = f|_{V_0}.$
The proof completes after applying the argument presented in the proof of [Tre92, Theorem VIII.9.1]

Remark 2.4.2. An inspection in the proof of Proposition 2.4.1 shows that Properties (1) to (4) in Proposition 2.4.1 are still equivalent to the following one:

5. Given \( s \in \mathbb{R} \), there is \( t \in \mathbb{R} \) such that, if \( f \in H_{loc}^s(\{p\}, \Lambda^{p,q}) \) satisfies \( d'f = 0 \), then there is \( u \in H_{loc}^l(\{p\}, \Lambda^{p,q-1}) \) such that \( d'u = f \), \( p = 0,1,\ldots,m \).

Next, we state the main theorem of this chapter:

Theorem 2.4.3. Let \( \Omega \) be orientable with no compact connected component. Assume also that \( \Omega \) is endowed with a hypocomplex structure \( \mathcal{V} \). If the equivalent conditions in Proposition 2.4.1 hold for \( q = 1 \), then

\[
H^{p,n}_\infty(\Omega) = 0, \quad p = 0,1,2,\ldots.
\]

Proof. We apply Corollary 2.2.6. Let \( K \subset \Omega \) be compact, \( s \in \mathbb{R} \) and assume that \( u \in \mathcal{E}'(\Omega; \Lambda^{m-p,0}) \) satisfies \( \text{supp} u \subset K \), \( d'u \in H_{loc}^s(\Omega; \Lambda^{m-p,1}) \). By Remark 2.4.2, for each \( p \in \text{supp} u \) we can find \( t \in \mathbb{R} \) and \( v_p \in H_{loc}^l(\{p\}, \Lambda^{p,0}) \) with \( d'v_p = d'u \) near \( p \). By compactness, we can select \( t \) independent of the choice of \( p \). Furthermore, since \( \mathcal{V} \) is hypocomplex, it follows that \( u - v_p \) is smooth near \( p \) and hence \( u \in H_{loc}^l(\{p\}, \Lambda^{p,0}) \). Since \( p \) is arbitrary, Corollary 2.2.6 gives the result.

2.5 Examples

We now apply Corollary 2.2.6 and Theorem 2.4.3 to derive some examples:

Example 2.5.1. Let \( M \) be an oriented, real-analytic manifold of dimension \( n \geq 1 \) and set \( \Omega = \mathbb{R} \times M \). Given a real-analytic function \( \Phi : M \to \mathbb{R} \), we shall consider the locally integrable structure \( \mathcal{V} \) on \( \Omega \) whose orthogonal \( T' \) is spanned by the differential of the function \( Z : \Omega \to \mathbb{C} \), \( Z(x,q) = x + i\Phi(q) \), \( x \in \mathbb{R} \), \( q \in M \). Notice that, if \( (t_1,\ldots,t_n) \) are local coordinates on an open subset \( W \) of \( M \), then \( \mathcal{V} \) is spanned, over \( \mathbb{R} \times W \), by the vector fields

\[
L_j = \frac{\partial}{\partial t_j} - i \frac{\partial \Phi}{\partial t_j}(t) \frac{\partial}{\partial x}, \quad j = 1,\ldots,n.
\]

We show that, under these conditions, if \( \Phi \) is an open map then \( H^{q,n}_\infty(\Omega; \mathcal{V}) = 0 \).

Proof. Since \( \Phi \) is open, according to Theorem 2.3.4, the structure \( \mathcal{V} \) is hypocomplex. Moreover, from [JT06][Theorem 1.5], the following property holds: given \( (x_0,q_0) \in \Omega \), if \( u \in \mathcal{D}'(\Omega; \Lambda^{q,0}) \) and \( d'u \in H_{loc}^s(\{x_0,q_0\}; \Lambda^{q,1}) \), then \( u \in H_{loc}^{s-n/2}(\{x_0,q_0\}; \Lambda^{p,0}) \). The conclusion follows again from Corollary 2.2.6.

Example 2.5.2. Let \( \Omega \) be orientable with no compact connected component. Suppose that \( m = 1 \) and suppose that \( \mathcal{V} \) satisfies:

1. \( \mathcal{V} \) is hypocomplex (cf. Theorem 2.3.4);
2. \( \mathcal{V} \) satisfies Condition \((\ast)_0\) (as discussed in [CH01]) at every point.

Then \( H^{p,n}(\Omega; \mathcal{V}) = 0 \).

Example 2.5.3. Let \( \Omega \) be an analytic orientable manifold with no compact connected component. Suppose that \( \mathcal{V} \) is analytic and suppose that, for \( (p,\xi) \in T^0 \) with \( \xi \neq 0 \), we have that \( \mathcal{L}_{p,\xi} \) is non-degenerate and has signature different from \( n \) and \( n-2 \). Then \( H^{p,n}(\Omega; \mathcal{V}) = 0 \).

The following example is a particular case of Example 2.5.3.
Example 2.5.4. Let $\Omega : \mathbb{C}^k \times \mathbb{C}^k \to \mathbb{C}^d$ be a quadratic form and consider the (non compact, connected) quadric submanifold $\Omega = \{(x + iy, w) \in \mathbb{C}^d \times \mathbb{C}^k : y = \Omega(w, \overline{w})\}$. We endow $\Omega$ with the involutive structure $V$ generated by the vector fields

$$L_j = \frac{\partial}{\partial w_j} + 2i \sum_{l=1}^{d} \frac{\partial \Omega_l}{\partial w_j} \frac{\partial}{\partial z}, \quad 1 \leq j \leq k.$$ 

This involutive structure is a CR structure (we refer to [Bog91] to a detailed description of this class of CR manifolds and the computation of its Levi form). Since the characteristic set of $V$ is a real line bundle, it suffices to compute it at $(p, \xi)$, with $\xi \in T_0^0$. Up to a sign, this Levi form equals $\Omega$. If $\Omega$ is non-degenerate and has at least one positive and one negative eigenvalue, then $V$ is hypocomplex. Furthermore, if its signature is different from $n - 2$, then the equivalent conditions in Proposition 2.4.1 hold when $q = 1$. Hence, we can infer that $H^{p,n}(\Omega; V) = 0$ when the signature of $\Omega$ is different from $n$ and $n - 2$. In Chapter 3, we shall see that this example corresponds to a left-invariant hypocomplex CR structure defined in a suitable Lie group.

2.6 Sheaf cohomology

In this section, we are going to be assuming that $V$ is hypocomplex, but we make no restrictions to the manifold, that is, $\Omega$ can have compact connected components. Let $S^p$ be the sheaf $(p,0)$-forms which are solutions of $V$ over $\Omega$, and denote by $\Phi$ a paracompactifying family of supports in $X$. We denote by $H^*_\Phi(\Omega; S^p)$ the cohomology group over $\Omega$ with coefficients in $S^p$ and support in $\Phi$. We are interested in the family of supports consisting of all compacts subsets of $\Omega$ which is going to be denoted by $c$.

Following [GR65], we recall some notions related to Čech cohomology of a covering with values in a sheaf which allows us to use functional analysis to study the operator $d'$ and the space $H^*_\Phi(\Omega; S^p)$.

This sheaf cohomology can be related to the cohomology introduced in the beginning of this chapter via a spectral sequence (cf. [God58] Théorème 5.2.4). A particular case of this can be done in locally trivial cohomologies, which is the case of elliptic structures, for example. In fact, if the involutive structure $V$ is elliptic, by the Poincaré Lemma for elliptic structures (cf. [BCH08] Theorem VIII.3.1), we know that $d'$ is locally exact, so we have a fine resolution of $S$. Therefore, we have, for $q > 0$,

$$H^q(\Omega; S^p) = \frac{\text{Ker} \left[ d' : \mathcal{C}^\infty(\Omega; \Lambda^{p,q}) \to \mathcal{C}^\infty(\Omega; \Lambda^{p,q+1}) \right]}{\text{Ran} \left[ d' : \mathcal{C}^\infty(\Omega; \Lambda^{p,q-1}) \to \mathcal{C}^\infty(\Omega; \Lambda^{p,q}) \right]}$$

and

$$H^0(\Omega; S^p) = \text{Ker} \left[ d' : \mathcal{C}^\infty(\Omega; \Lambda^{p,0}) \to \mathcal{C}^\infty(\Omega; \Lambda^{p,1}) \right].$$

That is, $H^q(\Omega; S^p)$ is isomorphic to $H^q_{\Phi}((\Omega; V))$. We note that, in this context, we also have that $d' : \mathcal{E}'(\Omega; \Lambda^{p,q}) \to \mathcal{E}'(\Omega; \Lambda^{p,q+1})$ has closed range. We are going to show that, under certain conditions, we have similar results in the context of hypocomplex structures. In order to do this, we need some technical results.

We start with some remarks. If $Y \subset \Omega$ is open, the space $S^q(Y)$ of sections over $Y$ is a closed subspace of $\mathcal{E}'(Y)$ and thus an $(FS)$ space. If $Y' \subset Y$ is also open and with compact closure contained in $Y$, then the restriction map $S^q(Y) \to S^q(Y')$ is compact: this is a consequence of [Tre92, Corollary III.5.5]. If now $K \subset \Omega$ is compact, then $S^q(K)$ denotes the inductive limit of the spaces $S^q(Y)$ when $Y$ runs over the set of all open neighborhoods of $K$. This is a $(DFS)$ space. If $K'$ is a compact subset of the interior of $K$, then the natural map $S^q(K) \to S^q(K')$ is also compact.

Let $\mathcal{R}$ be a cover of $\Omega$ satisfying the following properties:

- $\mathcal{R}$ is countable, with elements indexed as $\mathcal{R} = \{K_j\}_{j \in \mathbb{N}}$;
• $\mathcal{R}$ is locally finite;

• Each $K \in \mathcal{R}$ is a compact set of $\Omega$.

For $q \in \mathbb{Z}_+$, let $\sigma = (K_{j_0}, \ldots, K_{j_q})$ be a $q$-simplex of $\mathcal{R}$, that is, an ordered collection of $q + 1$ sets of $\mathcal{R}$ such that $|\sigma| = K_{j_0} \cap \ldots \cap K_{j_q} \neq \emptyset$. Sometimes we denote the simplex $\sigma$ just by the indexes, that is $\sigma = (j_0, \ldots, j_q)$.

We denote by $N^q(\mathcal{R})$ the set of all $q$-simplexes and by $N(\mathcal{R}) = \bigcup_{q \in \mathbb{Z}_+} N^q(\mathcal{R})$ the nerv of $\mathcal{R}$. We recall that for each $q \in \mathbb{Z}_+$, a $q$-cochain of $N(\mathcal{R})$ with values in $S^p$ is a function $f$ such that, for each $q$-simplex $\sigma$, there is an associated local section $f_\sigma \in S^p(|\sigma|)$. We denote by $C^q(\mathcal{R}, S^p)$ the set of all $q$-cochains with values in $S^p$.

The coboundary operators $\delta^q : C^q(\mathcal{R}, S^p) \to C^{q+1}(\mathcal{R}, S^p)$, $q \in \mathbb{Z}_+$, are defined by

$$(\delta^q f)_\sigma = \sum_{j=0}^{q+1} (-1)^j [\sigma_j] f_{\sigma_j},$$

in which $\sigma_j = (U_0, \ldots, \hat{U}_j, \ldots, U_{q+1})$ and the mapping $[\sigma_j]$ associates each $p$-form in $|\sigma_j|$ to its restriction to $|\sigma|$. By definition, we have that $\delta^{q+1} \circ \delta^q = 0$ for all $q \in \mathbb{Z}_+$.

We define the cohomology of the complex $\delta^q : C^q(\mathcal{R}, S^p) \to C^{q+1}(\mathcal{R}, S^p)$, $q \in \mathbb{Z}_+$, for $q \geq 1$, as

$$\check{H}^q(\mathcal{R}, S^p) = \frac{\text{Ker } [\delta^q : C^q(\mathcal{R}, S^p) \to C^{q+1}(\mathcal{R}, S^p)]}{\text{Ran } [\delta^{q-1} : C^{q-1}(\mathcal{R}, S^p) \to C^q(\mathcal{R}, S^p)]},$$

and, for $q = 0$, as

$$\check{H}^0(\mathcal{R}, S^p) = \text{Ker } [\delta^0 : C^0(\mathcal{R}, S^p) \to C^1(\mathcal{R}, S^p)] = S^p(\Omega).$$

We defined in (2.6) and (2.7) the Čech cohomology of $\mathcal{R}$ with values in $S^p$.

We denote by $C^q_c(\mathcal{R}, S^p)$ the set of all finite $q$-cochains with values in $S^p$, that is, for a given $f \in C^q_c(\mathcal{R}, S^p)$, there is only a finite number of $q$-simplexes of $\mathcal{R}$ such that $f_\sigma$ is non-zero. We clearly have $\delta^q(C^q_c(\mathcal{R}, S^p)) \subset C^{q+1}_c(\mathcal{R}, S^p)$ for all $q \in \mathbb{Z}_+$, and so we have a complex whose cohomology is denoted by $\check{H}^q_c(\mathcal{R}, S^p)$ for all $q$. And now we have what we call Čech cohomology of $\mathcal{R}$ with values in $S^p$ with compact support.

We note that $C^q_c(\mathcal{R}, S^p)$ is a closed subspace of a direct sum of (DFS) spaces and so it is also a (DFS) space. Moreover, since $\delta^q$ is a linear continuous map between (DFS) spaces, each Ker $\delta^q$ is also a (DFS) space.

Let $A \subset \mathbb{N}$ be a finite subset. We denote by $C^q_A(\mathcal{R}; S^p)$ the set of all cochains $s \in C^q_c(\mathcal{R}; S^p)$ such that $s_{j_0j_1\ldots j_q} = 0$ if $\{j_0, j_1, \ldots, j_q\} \cap A = \emptyset$.

Since $\delta^q(C^q_A(\mathcal{R}; S^p)) \subset C^{q+1}_c(\mathcal{R}; S^p)$ we have a well defined complex of cochains with supports contained in $A$. The corresponding cohomology spaces are denoted by $\check{H}^q_A(\mathcal{R}; S^p)$ with $q = 0, 1, \ldots$. We have natural homomorphisms

$$\check{H}^q_A(\mathcal{R}; S^p) \to \check{H}^q_B(\mathcal{R}; S^p)$$

if $A \subset B$ and clearly

$$\check{H}^q_A(\mathcal{R}; S^p) \to \check{H}^q(\mathcal{R}; S^p).$$

**Proposition 2.6.1.** Suppose that $\Omega$ is endowed with a hypocomplex involutive structure $\mathcal{V}$. For every finite subset $A$ of $\mathbb{N}$, there is another finite subset $A'$ of $\mathbb{N}$ with $A \subset A'$ such that the kernel of the homomorphism $\check{H}^1_A(\mathcal{R}; S^p) \to \check{H}^1(\mathcal{R}; S^p)$ is contained in the kernel of the homomorphism $\check{H}^1_A(\mathcal{R}; S^p) \to \check{H}^1_{A'}(\mathcal{R}; S^p)$. 
Proof. We can clearly work separately in each connected component of \( \Omega \). Thus, we assume \( \Omega \) to be connected.

First we assume \( \Omega \) to be compact. In this case it is enough to take \( A' \) such that \( \{ K_j : j \in A' \} \) is a covering of \( \Omega \) and \( A \subset A' \).

Now we assume \( \Omega \) to be non-compact. Let \( L \subset \Omega \) be a compact such that \( \hat{Y} = \Omega \setminus L \) is connected and \( \bigcup_{j \in A} K_j \subset L \). We define \( A' = \{ j \in \mathbb{N} : K_j \cap L \neq \emptyset \} \). Since \( \mathcal{A} \) is locally finite, we have that \( A' \) is finite. We also have, by the choice of \( L \), that \( A \subset A' \).

Let \( s \in C^1_c(\mathcal{R}; \mathcal{S}^p) \) be such that \( \delta^1 u = s \) for some \( u \in C^0_c(\mathcal{R}; \mathcal{S}^p) \). We write \( u = \{ u_j \} \) and \( u_j \in \mathcal{S}^p(K_j) \). We have \( u_j - u_k = s_{jk} \) as elements of \( \mathcal{S}(K_j \cap K_k) \) if \( K_j \cap K_k \neq \emptyset \). Let \( p \in Y \) and assume that \( p \in K_j \cap K_k \). Notice that \( \{ j, k \} \cap A = \emptyset \) implies \( s_{jk} = 0 \) and consequently the germs of \( u_j \) and \( u_k \) coincide at \( p \). Since \( Y \) is hypocomplex, we have that there is \( f \in \mathcal{S}^p(Y) \) such that the germs of \( f \) and \( u_j \) coincide at \( p \) if \( p \in K_j \). Since all but a finite number of the \( u_j \)’s are zero, it follows that \( f \) vanishes in an open neighborhood of \( \partial \Omega \) and thus in \( Y \). In particular, \( u_j = 0 \) if \( K_j \subset Y \), that is, \( u_j = 0 \) if \( j \notin A' \). \( \square \)

**Proposition 2.6.2.** Let \( \mathcal{L} = \{ L_j \} \) be a countable and locally finite refinement of \( \mathcal{A} \) with each \( L_j \) compact. Then, the refinement homomorphism

\[
\rho^q : C^q_c(\mathcal{A}; \mathcal{S}^p) \to C^q_c(\mathcal{L}; \mathcal{S}^p), \quad q = 0, 1, 2 \ldots
\]

induces homomorphisms

\[
\rho^q_r : \hat{H}^q_c(\mathcal{A}; \mathcal{S}^p) \to \hat{H}^q_c(\mathcal{L}; \mathcal{S}^p), \quad q = 0, 1, 2 \ldots
\]

and \( \rho^1_r \) is injective.

**Proof.** Let \( \gamma : \mathbb{N} \to \mathbb{N} \) be such that \( L_j \subset K_{\gamma(j)} \) for every \( j \). Let \( s = \{ s_{jk} \} \in C^1_c(\mathcal{A}; \mathcal{S}^p) \) satisfying \( \delta^1 s = 0 \) and suppose that \( \rho^1 s = \delta^0 v \) for some \( v = \{ v_j \} \in C^0_c(\mathcal{L}; \mathcal{S}^p) \). Then \( v_k - v_j = s_{\gamma(j)\gamma(k)} \) as elements of \( \mathcal{S}(L_j \cap L_k) \) and, since \( s \) is a cocycle, we have that \( s_{kr} - s_{jr} + s_{jk} = 0 \) as elements of \( \mathcal{S}(K_j \cap K_k \cap K_r) \) and consequently

\[
v_k + s_{\gamma(k)r} = v_j + s_{\gamma(j)r}
\]

as elements of \( \mathcal{S}(L_j \cap L_k \cap K_r) \). Notice that the left hand side does not depend on \( j \) and the right hand side does not depend on \( k \). By varying \( j \) and \( k \), we see that there is \( u_r \in \mathcal{S}^p(K_r) \) such that \( u_r = v_j + s_{\gamma(j)r} \) as elements of \( \mathcal{S}^p(L_j \cap K_r) \) whenever \( K_j \cap K_r \neq \emptyset \).

Let \( I, J \subset \mathbb{N} \) be such that \( v_j = 0 \) unless \( j \in I \) and \( s_{jk} = 0 \) unless \( j \) and \( k \) belong to \( J \). The set \( I' \equiv J \cup \{ r \in \mathbb{N} : \bigcup_{j \in I} L_j \cap K_r \neq \emptyset \} \) is finite and \( u_r = 0 \) if \( r \notin I' \). Indeed, if \( r \notin I' \), then \( r \notin J \) and, if \( j \) is such that \( L_j \cap K_r \neq \emptyset \), then \( j \notin I \). These two facts imply \( u_r = 0 \) in \( K_r \cap L_j \). Thus \( u \equiv \{ u_j \} \) belongs to \( C^0_c(\mathcal{R}; \mathcal{S}^p) \). Finally, as elements of \( \mathcal{S}^p(L_j \cap K_r \cap K_r) \), we have

\[
u_r - u_t = (v_j + s_{\gamma(j)r}) - (v_j + s_{\gamma(j)t}) = s_{\gamma(j)r} - s_{\gamma(j)t} = -s_{tr}.
\]

And the proof is completed. \( \square \)

From now, on we assume that \( \mathcal{A} \) and \( \mathcal{L} \) satisfy the following properties:

\[
L_j \subset \text{int}(K_j) \quad \text{for all } j \in \mathbb{N}.
\] (2.8)

If \( (j_0, j_1) \) is a 1-simplex for \( \mathcal{A} \), then it is also a 1-simplex for \( \mathcal{L} \). And if \( (j_0, j_1, j_2) \) is a 2-simplex for \( \mathcal{A} \), then it is also 2-simplex for \( \mathcal{L} \). (2.9)

For this, it suffices to take \( \mathcal{L} \) to be a locally finite countable covering of \( \Omega \) such that each \( K_j \),
is compact and \( \mathfrak{R} = \{ K_j \} \) is the covering defined by

\[
K_j = \{ p \in \Omega : \text{dist}(p, L_j) \leq \epsilon_j \}.
\]

It is clear that \( \mathfrak{R} \) also is locally finite and countable and that each \( K_j \) is compact if \( \epsilon_j > 0 \) is chosen suitable small.

Notice that Property (2.9) guarantees that the maps \( \rho^p \) are injective for \( p = 0, 1, 2 \). Moreover, if \( A \subset \mathbb{N} \) is finite, then \( A \) induces homomorphisms

\[
\rho^p_A : C^p_A(\mathfrak{R}; S^p) \to C^p_A(\mathfrak{L}; S^p)
\]

which are now, thanks to property (2.8), compact operators.

**Theorem 2.6.3.** Assume that \( \Omega \) is endowed with a hypocomplex structure. The map

\[
\delta^0 : C^0_c(\mathfrak{R}; S^p) \to C^1_c(\mathfrak{R}; S^p)
\]

has closed range.

**Proof.** By Theorem 6’ of [Kom67], it suffices to show that \( \text{Ran}(\delta^0) \cap C^1_A(\mathfrak{R}; S^p) \) is closed in \( C^1_A(\mathfrak{R}; S^p) \) for all finite subsets \( A \subset \mathbb{N} \).

Let \( A \subset \mathbb{N} \) be finite and let \( A' \) be as in Proposition 2.6.1. We define the following (DFS) spaces:

\[
V = \{ (u, s) \in C^0_A(\mathfrak{R}; S^p) \times C^1_A(\mathfrak{R}; S^p) : \delta^0 u = s \},
\]

\[
W = \{ (u, s) \in C^0_A(\mathfrak{L}; S^p) \times C^1_A(\mathfrak{R}; S^p) : \delta^0 u = \rho^1_s \},
\]

and let \( \sigma : V \to W \) be the linear map given by \( \sigma(u, s) = (\rho^0_{A'}, u, s) \).

We need the following lemma:

**Lemma 2.6.4.** Assume that \( \Omega \) is endowed with a hypocomplex structure. The map \( \sigma \) is a bijection.

**Proof.** Since \( \delta^0 \) is injective, we have that \( \sigma \) is injective. In fact, if \( \sigma(u, s) = (0, 0) \), then \( s = 0 \) and, since \( (u, s) \in V \) we have \( \delta^0 u = 0 \).

Now we are going to prove that \( \sigma \) is surjective. Let \( (v, s) \in W \). We have that \( \delta^1(\rho^1 s) = \delta^1(\delta^0 v) = 0 \) and, since \( \rho^2(\delta^1 s) = \delta^1(\rho^1 s) = 0 \) and \( \rho^2 \) is injective, it follows that \( \delta^1 s = 0 \). Hence, the class of \( s \) defines an element in \( H^1_A(\mathfrak{R}; S^p) \) which belongs to the kernel of \( \rho^1 \). By Proposition 2.6.2, the class of \( s \) vanishes in \( H^1_A(\mathfrak{R}; S^p) \) and so Proposition 2.6.1 implies that the class of \( s \) vanishes in \( H^1_0(\mathfrak{R}; S^p) \). In other words, there is \( u \in C^1_A(\mathfrak{R}; S^p) \) such that \( (u, s) \in V \). To finish the proof, we need to show that \( \sigma(u, s) = (v, s) \). This follows from the facts that \( \delta^0(v - \rho^0_{A'} u) = 0 \) and that \( \delta^0 \) is injective.

We denote by \( E \) the (DFS) space \( C^0_A(\mathfrak{L}; S^p) \times C^1_A(\mathfrak{R}; S^p) \); we remark that \( W \) is a closed subspace of \( E \) and thus also a (DFS) space. Let \( \iota \) be the inclusion map \( W \hookrightarrow E \). It follows that \( \iota \circ \sigma : V \to E \) is a topological embedding.

We introduce the following continuous linear maps

\[
\tau_1(u, s) = (\rho^0_{A'}, 0), \quad \tau_2(u, s) = (0, s).
\]

Since \( \tau_1 \) is compact and \( \tau_2 = \iota \circ \sigma - \tau_1 \), it follows from Theorem 1 of [Sch53] that \( \tau_2 \) has closed range in \( E \). This is the same as saying that the map \( p_2 : V \to C^1_A(\mathfrak{R}; S^p) \), given by the projection on the second factor, has closed range, but according to Proposition 2.6.1 we have

\[
\text{Ran} \ p_2 = \text{Ran}(\delta^2) \cap C^1_A(\mathfrak{R}; S^p),
\]

which completes the proof.
2.7. SERRE DUALITY

Theorem 2.6.5. Let $\Omega$ be orientable and endowed with a hypocomplex structure $\mathcal{V}$. Assume that the equivalent conditions in Proposition 2.4.1 hold for every point of $\Omega$. Then

$$d': \mathcal{E}^\infty(\Omega; \Lambda^{p,n-1}) \to \mathcal{E}^\infty(\Omega; \Lambda^{p,n})$$

has closed range.

We emphasize that we are not precluding that $\Omega$ has compact connected components.

Proof. According to [Köt79, Page 18], it suffices to show that $d': \mathcal{E}'(\Omega; \Lambda^{m-p,0}) \to \mathcal{E}'(\Omega; \Lambda^{m-p,1})$ has strongly sequentially closed range. The argument follows by the conjunction of Remark 2.4.2, the proof of Theorem 2.4.3, and Theorem 2.6.3.

Let $\{u_j\} \subset \mathcal{E}'(\omega; \Lambda^{m-p,0})$ be such that $d'u_j \to f$ in $\mathcal{E}'(\omega; \Lambda^{m-p,1})$. Hence, there are a compact set $K \subset \Omega$ and a real number $s \in \mathbb{R}$ such that $d'u_j \in H^s(K, \Lambda^{m-p,1})$, for all $j$.

By the hypothesis and by Remark 2.4.2, there exists a covering $\mathcal{U} = \{K_j\}$ of $\Omega$ by compact sets such that $\{K_1, \ldots, K_\nu\}$ is a covering of $K$ and there exists an $s \in \mathbb{R}$ such that the following is true:

For every $l = 1, \ldots, \nu$, there are $U_l \supset K_l$ open and $v_{l,j} \in H^1_{loc}(U_l; \Lambda^{m-p,0})$ such that $d'v_{l,j} = d'u_j$ in $U_l$ and $\{v_{l,j}\}_{j=1}^\infty$ is a Cauchy sequence if $H^1_{loc}(U_l; \Lambda^{m-p,0})$ (this last property follows from the proof of Proposition 2.4.1). We define $v_l = \lim_j v_{l,j} \in H^1_{loc}(U_l; \Lambda^{m-p,0})$. For $l > \nu$ we have $d'u_j = 0$ for all $j$ and so we take $v_{l,j} = 0$.

Now, suppose that $K_{l_1} \cap K_{l_2} \neq \emptyset$. Then $d'(v_{l_1,j} - v_{l_2,j}) = 0$ in a neighborhood of $K_{l_1} \cap K_{l_2}$ and so $V_j = \{v_{l_1,j} - v_{l_2,j}\}$ defines, for each $j$, an element in $C^1(\Omega; \Lambda^{m-p})$.

Moreover, a standard argument of comparison of topologies, taking into account the property of hypocomplexity, shows that $V_j \to V$ in $C^1(\Omega; \Lambda^{m-p})$. We have that $V = \{v_{l_1,j} - v_{l_2,j}\}_{l_1,l_2}$. On the other hand, $W_j = \{v_{l_1,j} - u_{l_1,j}\} \subset C^0(\Omega; \Lambda^{m-p})$ and $d_0 W_j = V_j \to V$.

By Theorem 2.6.3, there is $W \in C^0(\Omega; \Lambda^{m-p})$ such that $d_0W = V$. Now we write $W = \{w_l\} \subset C^0(\Omega; \Lambda^{m-p})$, and then we obtained $w_{l_1} - w_{l_2} = v_{l_1,j} - v_{l_2,j}$ near $K_{l_1} \cap K_{l_2}$. Now we define $u$ by setting $u = v_{l_1,j} - u_{l_1,j}$ near $K_{l_1}$ and we have $d'u = d'v = f$ near $K_{l_1}$. By construction, $u$ has compact support and the proof is completed.

2.7 Serre duality

We recall some basic facts about Fréchet spaces. We remember that, if $E$ and $F$ are Fréchet spaces and $u : E \to F$ is a linear continuous map, we say that $u$ is a homomorphism if $u(E)$ is closed. By the Open Mapping Theorem, we have that $u$ is a homomorphism if and only if $u^* : E^*/\ker u \to F$ is an isomorphism.

The following results, whose proof can be found in [Ser55], are important for us:

**Proposition 2.7.1.** Let $E$ and $F$ be Fréchet spaces and $u : E \to F$ be a linear continuous map. If the codimension of $u(E)$ is finite, then $u$ is a homomorphism.

**Proposition 2.7.2.** Let $E$, $F$ and $G$ be Fréchet spaces. Consider the mappings

$$E \xrightarrow{u} F \xrightarrow{v} G.$$

We assume that $u$ and $v$ are homomorphism and that $u(E) \subset \ker v$. Then $\ker v/u(E)$ is a Fréchet space and we have a canonical isomorphism

$$\left(\ker v/u(E)\right)^* \approx \ker u^*/v^*(G^*).$$

Combining the results above with the discussion that precedes Theorem 2.2.3, we obtain the following version of Serre’s duality theorem:
Theorem 2.7.3. Suppose that $\Omega$ is orientable and that the following linear maps are homomorphisms
\[ \mathcal{E}^\infty(\Omega; \Lambda^{p,q-1}) \xrightarrow{d'} \mathcal{E}^\infty(\Omega; \Lambda^{p,q}) \xrightarrow{d'} \mathcal{E}^\infty(\Omega; \Lambda^{p,q+1}). \]
Then $H^{p,q}_C(\Omega; V)$ is a Fréchet space and there is a canonical isomorphism
\[ H^{p,q}_C(\Omega; V)^* \cong H^{m-p,n-q}_C(\Omega; V). \]

2.8 Hodge decomposition

In this section, we are going to explain how to use the Hodge decomposition for the operator $d'$. With this decomposition, we are going to find some simple conditions so that the cohomology is finite dimensional on a specific degree. Usually, Hodge decomposition is introduced in the context of elliptic differential operators between Hermitian vector bundles. Here we made a small improvement: we assumed that the operator is subelliptic. See Definition 2.8.3.

Suppose that $\Omega$ is a compact manifold with a positive $\mathcal{E}^\infty$-density $\mu$ and let $E_j$, for $j = 1, 2, 3$ be three Hermitian vector bundles over $\Omega$. We denote by $(\cdot, \cdot)_j$ the hermitian inner product on $E_j$. Let
\[ A_j : \mathcal{E}^\infty(\Omega; E_j) \to \mathcal{E}^\infty(\Omega; E_{j+1}), \quad j = 1, 2 \]
be partial differential operators of order $m$ satisfying $A_2 \circ A_1 = 0$. That is, we have
\[ \mathcal{E}^\infty(\Omega; E_1) \xrightarrow{A_1} \mathcal{E}^\infty(\Omega; E_2) \xrightarrow{A_2} \mathcal{E}^\infty(\Omega; E_3). \]

We endow $\mathcal{E}^\infty(\Omega; E_j)$ with the inner product
\[ (u, v)_j = \int_{\Omega} (u(x), v(x))_j \, d\mu(x), \]
for $u, v \in \mathcal{E}^\infty(\Omega; E_j)$, and we define the operators $A^*_j : \mathcal{E}^\infty(\Omega; E_{j+1}) \to \mathcal{E}^\infty(\Omega; E_j)$ by
\[ (A_j u, v)_{j+1} = (u, A^*_j v)_{j+1}, \]
for $u \in \mathcal{E}^\infty(\Omega; E_j)$ and $v \in \mathcal{E}^\infty(\Omega; E_{j+1})$.

Now we have everything we need to introduce the Hodge operator:

**Definition 2.8.1.** For $u \in \mathcal{E}^\infty(\Omega; E_2)$, we define $\Box u \doteq (A_1 A^*_1 + A^*_2 A_2)u$ and, in the sense of distributions, we define
\[ D(\Box) = \{ u \in L^2(\Omega; E_2) : \Box u \in L^2(\Omega; E_2) \}. \]

The operator
\[ \Box : D(\Box) \subset L^2(\Omega; E_2) \to L^2(\Omega; E_2) \]
is densely defined and is called Hodge operator, Hodge Laplacian or just Box operator.

The operator $\Box$ has closed graph. In fact, let $u_j, v_j \in L^2(\Omega; E_2)$ be a sequence satisfying $\Box u_j = v_j$ and suppose that $u_j \to u \in L^2(\Omega; E_2)$ and $v_j \to v \in L^2(\Omega; E_2)$. We want to show that $u \in D(\Box)$ and $\Box u = v$. Since $u_j \to u$ and $v_j \to v$ in $L^2(\Omega; E_2)$, we have this convergence in $D'(\Omega; E_2)$ and, since $\Box$ is a differential operator, it is continuous in $D'(\Omega; E_2)$. Thus, we can apply the Closed Graph Theorem and conclude that $\Box u = v$ in the sense of distributions. By hypothesis, we have $u, v \in L^2(\Omega; E_2)$ and so $u \in D(\Box)$.

We also remark that
\[ (\Box u, u) = (A_1 A^*_1 u, u) + (A^*_2 A_2 u, u) = (A^*_1 u, A^*_1 u) + (A_2 u, A_2 u) = \|A^*_1 u\|^2_1 + \|A_2 u\|^2_3. \]
and so we have the following result:

**Proposition 2.8.2.** The kernel of the operator $\Box$ is

$$\text{Ker } \Box = \{ u \in L^2(\Omega; E_2) : A_1^* u = 0 \text{ and } A_2 u = 0 \}.$$  

In the following definition, we introduce two concepts regarding the regularity of differential operators. Under certain conditions, these concepts provide sufficient conditions so that the kernel of the differential operator has finite dimension.

**Definition 2.8.3.** Let $E$ be a vector bundle over $\Omega$ and consider a linear partial differential operator $P : \mathcal{D}'(\Omega; E) \to \mathcal{D}'(\Omega; F)$. For an $\epsilon > 0$, the operator $P$ is said to be $\epsilon$-subelliptic if $Pu \in H^s(\Omega; E)$ implies that $u \in H^{s+\epsilon}(\Omega; E)$ for all $u \in H^s(\Omega; E)$. The operator $P$ is said to be globally hypoelliptic if, given $u \in \mathcal{D}'(\Omega; E)$ such that $Pu \in C^\infty(\Omega; F)$, it holds that $u \in C^\infty(\Omega; E)$. Notice that subellipticity implies global hypoellipticity.

On the above definition, it is not necessary to assume that the manifold $\Omega$ is compact.

The following proposition is a well known result about differential operators on compact manifolds.

**Proposition 2.8.4.** If $P : \mathcal{D}'(\Omega; E) \to \mathcal{D}'(\Omega; F)$ is globally hypoelliptic, then

$$\dim \text{Ker } P < \infty.$$  

**Proof.** Since $P$ is globally hypoelliptic, we have that $\text{Ker } P \subset C^\infty(\Omega; E)$. Consider $\text{Ker } P$ with the topology induced by $L^2(\Omega; E)$. Notice that this induced topology agrees with the topology induced by $H^s(\Omega; E)$ for any $s \in \mathbb{R}$. Take $B = \{ u \in \text{Ker } P : \| u \|_1 \leq 1 \}$ and note that $B$ is closed and bounded. By Rellich’s lemma, we know that the inclusion $H^1(\Omega; E) \to H^0(\Omega; E) = L^2(\Omega; E)$ is compact and so $B$ is compact.

In this work, we are interested in the case in which $P$ is the Hodge operator. Therefore, we need to establish some conditions so that the Hodge operator is globally hypoelliptic. But first we need to finish our decomposition. We need the next lemma which is a basic result on Hilbert spaces.

This next proposition shows another important result regarding subellipticity of the Hodge operator. By itself, this proposition is interesting, but it is also necessary for the decomposition.

**Proposition 2.8.5.** If the operator $\Box$ is $\epsilon$-subelliptic, then there exists $C > 0$ such that

$$\| u \|_0 \leq C \| \Box u \|_0, \quad u \in (\text{Ker } \Box)^\perp \cap D(\Box). \quad (2.11)$$

**Proof.** Defining the norm

$$u \mapsto \left\{ \| u \|_0^2 + \| \Box u \|_0^2 \right\}^{1/2}$$

on

$$D(\Box) = \{ u \in L^2(\Box; E_2) : \Box u \in L^2(\Box; E_2) \}$$

gives a Hilbert space and subellipticity gives $D(\Box) \subset H^s(\Omega; E_2)$. By the Closed Graph Theorem, there exists a constant $C > 0$ such that

$$\| u \|_\epsilon \leq C (\| \Box u \|_0 + \| u \|_0),$$

for all $u \in D(\Box)$. Hence, if $u \in (\text{Ker } \Box)^\perp \cap D(\Box)$, we have

$$\| u \|_\epsilon \leq C \| \Box u \|_0.$$
Indeed, suppose that this last inequality is not valid. Then, for every \( j \), there exist a \( u_j \) such that \( \|u_j\|_\epsilon \geq j \|\Box u_j\|_0 \). Notice that, if we take \( v_j = u_j/\|u_j\|_\epsilon \), we have \( \|v_j\|_\epsilon = 1 \) and \( \|\Box v_j\| < 1/j \).

There exists a subsequence \( \{v_{j_k}\} \) such that \( v_{j_k} \to v \) in \( L^2(\Omega; E_2) \) and clearly \( v \in \text{Ker} \Box \cap (\text{Ker} \Box)^\perp \). Notice that

\[
1 \leq C(\|\Box v_{j_k}\|_0 + \|v_{j_k}\|_0)
\]

and so

\[
1 \leq C\|v\|_0
\]

which is a contradiction. The proof is completed. \( \square \)

A standard argument, making use of (2.10) (see, for instance, Lemma 4.1.1 in \cite{H673}), shows the existence of a bounded linear operator \( G : (\text{Ker} \Box)^\perp \to (\text{Ker} \Box)^\perp \) with \( \|G\| \leq C \) such that \( \Box Gf = f \) for \( f \in \text{Ker} \Box \). Now, given \( g \in L^2(\Omega; E_2) \), we can write \( g = f + h \) with \( h \in \text{Ker} \Box \) and \( f \in (\text{Ker} \Box)^\perp \). Hence \( g = \Box Gf + h \). Moreover, if \( g \in C^\infty(\Omega; E_2) \), both \( f \) and \( h \) also are in \( C^\infty(\Omega; E_2) \), and also \( Gf \in C^\infty(\Omega; E_2) \) because \( \Box \) is hypoelliptic.

We have proved:

**Proposition 2.8.6.** If \( \Box \) is \( \epsilon\)-subelliptic, then we have the Hodge decomposition

\[
C^\infty(\Omega; E_2) = \text{Ker} \Box \oplus \Box(C^\infty(\Omega; E_2)) = \text{Ker} \Box \oplus A_1(C^\infty(\Omega; E_1)) \oplus A_2^*(C^\infty(\Omega; E_3)) \quad (2.12)
\]

and

\[
\frac{\text{Ker} A_2}{A_1(C^\infty(\Omega; E_2))} \cong \text{Ker} \Box. \quad (2.13)
\]
Chapter 3

Involutive structures on compact Lie groups

In this chapter, we are going to restrict our attention to involutive structures on compact Lie groups. We introduce the concept of left-invariant involutive structure, which is an involutive structure that encodes some algebraic properties of the Lie group.

Next, we prove that there is an one-to-one correspondence between left-invariant involutive structures on Lie groups and subalgebras of the complexification of the Lie algebra. Also, we show that there are many left-invariant structures with interesting analytical properties.

We want to show that the study of the cohomology of some of these left-invariant involutive structures can be done using only the Lie algebras. In order to explain exactly how to do that, we need to introduce the concepts of left-invariant cohomology of Lie algebras and left-invariant cohomology of Lie algebras induced by subalgebras.

Then we explain how to use some of the Chevalley and Eilenberg’s techniques to study the de Rham cohomology. These techniques can be partially adapted to other left-invariant involutive structures and with them we show that it is possible to include the left-invariant cohomology relative to a subalgebra into the usual cohomology. This inclusion shows that there are algebraic obstructions to solvability. Then we discuss some necessary conditions so that these techniques can be used in general.

Finally, we start using Hodge decomposition and its relation to Lie derivatives to obtain some new results regarding left-invariant cohomologies, namely Theorem 3.3.11 and Theorem 3.3.13. Then, we show one application of Serre duality, namely Theorem 3.4.5, which is the main theorem in this chapter.

3.1 Left-invariant involutive structures

Let $G$ be a Lie group with a Lie algebra $\mathfrak{g}_\mathbb{R}$, that is, the set of all left-invariant vector fields of $G$. We denote by $L_x : G \to G$ the left-multiplication, that is, $L_x(g) = xg$ for $g \in G$.

Definition 3.1.1. A vector bundle $\mathcal{V} \subset \mathbb{C}T^*G$ is called left-invariant if

$$(L_x)_*X_g \in \mathcal{V}_{xg}$$

for all $X_g \in \mathcal{V}_g$ and for all $x, g \in G$.

The next lemma shows how to construct an involutive left-invariant subbundle of $\mathbb{C}T^*G$ using a Lie subalgebra of $\mathfrak{g} \doteq \mathfrak{g}_\mathbb{R} \otimes \mathbb{C}$.

Lemma 3.1.2. Let $G$ be a Lie group and let $\mathfrak{h} \subset \mathfrak{g}$ be any complex Lie subalgebra. Then $\mathfrak{h}$ defines an involutive vector subbundle of $\mathbb{C}T^*G$, which is invariant by the left action of $G$ on itself.

Proof. Let $\mathfrak{h}_x = \{X(x) \in \mathbb{C}T_x G : X \in \mathfrak{h}\}$ and define $\mathcal{V}_G = \bigcup_{x \in G} \mathfrak{h}_x$. Notice that $\mathfrak{h}_x = (L_x)_*\mathfrak{h}_e$ and, since for each $x$ the map $(L_x)_*$ is an isomorphism of vector spaces, we have that $\mathcal{V}_G$ is a complex vector bundle and $\mathcal{V}_G \cong G \times \mathfrak{h}_e$. Now we are going to verify that $\mathcal{V}_G$ is involutive. Notice that any left-invariant vector field of $\mathfrak{h}$ is a smooth section of $\mathcal{V}_G$. Let $X_1, \ldots, X_k$ be a vector
basis for $\mathfrak{h}$. Now $X_1(g), \ldots, X_k(g)$ is a vector basis for $\mathfrak{h}_g$ for all $g$. Let $X, Y$ be smooth sections of $\mathcal{V}_B$. We write $X = \sum_i x_i X_i$ and $Y = \sum_j y_j X_j$, in which $x_i, y_j \in \mathcal{C}^\infty(G)$. Notice that

$$[X, Y] = \sum_j \left( \sum_i x_i X_i(y_j) \right) X_j - \sum_i \left( \sum_j y_j X_j(x_i) \right) X_i + \sum_i \sum_j x_i y_j [X_i, X_j].$$

The first two summations clearly are smooth sections of $\mathcal{V}_B$ and, by using that $[X_i, X_j]$ is a linear combination of $X_1, \ldots, X_k$, it follows that the third summation also is.

As a corollary, we have that each left-invariant involutive structure $\mathcal{V} \subset \mathcal{C}T G$ defines a complex Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$. We prove this fact as follows:

**Corollary 3.1.3.** Let $G$ be a Lie group and let $\mathcal{V}$ be an involutive vector subbundle of $\mathcal{C}T G$, which is left-invariant. Then $\mathcal{V}$ defines a complex subalgebra of $\mathfrak{g}$.

**Proof.** Let $X_1(e), \ldots, X_k(e)$ be a vector basis for $\mathcal{V}_e$ and define $X_j(g) = (L_g)_* X_j(e)$. The vector bundle $\mathcal{V}$ is left-invariant, so we have $X_j(g) \in \mathcal{V}_g$ and each $X_j$ is a left-invariant section of $\mathcal{V}$. We then define $\mathfrak{h} = \text{span}_\mathbb{C} \{ X_1, \ldots, X_k \}$. 

Therefore, on a Lie group $G$, we have that any complex Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$ is in an one-to-one correspondence with left-invariant involutive structures on $G$. We usually denote the vector bundle $\mathcal{V}_B$ by its corresponding Lie algebra $\mathfrak{h}$.

Notice that, since every Lie group is an analytic manifold, every involutive structure over $G$ is a locally integrable structure [BCH08, Tre92].

We are interested in studying properties of the space $H^{p,q}_c(G; \mathfrak{h})$. Inspired by the local theory, we believe that the properties of this space depend on how the Lie algebra $\mathfrak{h}$ is included on the algebra $\mathfrak{g}$. However, we also expect to take into account some intrinsic algebraic properties of $\mathfrak{h}$ and topological aspects of $G$.

By using the language of Lie algebras, some special locally integrable structures over $G$ can be highlighted.

**Definition 3.1.4.** We shall say that a Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$ defines:

- an elliptic structure if $\mathfrak{h} + \overline{\mathfrak{h}} = \mathfrak{g}$. The subalgebra $\mathfrak{h}$ is called an elliptic subalgebra;
- a complex structure if $\mathfrak{h} \oplus \overline{\mathfrak{h}} = \mathfrak{g}$. The subalgebra $\mathfrak{h}$ is called a complex subalgebra;
- a Cauchy-Riemann (CR) structure if $\mathfrak{h} \cap \overline{\mathfrak{h}} = 0$. The subalgebra $\mathfrak{h}$ is called a CR subalgebra;
- an essentially real structure if $\mathfrak{h} = \overline{\mathfrak{h}}$. The subalgebra $\mathfrak{h}$ is called a essentially real subalgebra.

For example, when $\mathfrak{h} = \mathfrak{g}$, clearly the complex (2.1) is the de Rham complex. In this case, notice that we have an elliptic structure that is also an essentially real structure. When $\mathfrak{h} \oplus \overline{\mathfrak{h}} = \mathfrak{g}$, we have a complex structure that is also an elliptic structure over $G$. In this case, the operator $\overline{\partial}$ is the $\overline{\partial}$ operator and the associated complex (2.1) is the Dolbeault complex. Another example showing an interesting behavior is the following:

**Example 3.1.5.** Consider the two torus $\mathbb{T}^2$ with coordinates $(x, y)$. Its Lie algebra is given by $\mathfrak{t} = \text{span}_\mathbb{C} \{ \partial/\partial x, \partial/\partial y \}$. Let $\mu$ be a real number, take $L = \partial/\partial x - \mu \partial/\partial y$, and define $\mathfrak{h} = \text{span}_\mathbb{C} \{ L \}$.

It is easy to see that

$$\mathcal{C}^\infty(\mathbb{T}^2, \Lambda^{0,1}) \cong \{ f dx : f \in \mathcal{C}^\infty(\mathbb{T}^2) \}$$

and

$$\mathcal{C}^\infty(\mathbb{T}^2, \Lambda^{0,2}) \cong \{ 0 \}.$$
By writing $M = \partial / \partial y$, we have that $L$ and $M$ form a basis for $\mathfrak{t}$ and the respective dual basis consists of $\zeta = dx$ and $\tau = \mu dx + dy$. Therefore, the operator $d$ can be written as $d \mu = M(u)\zeta + L(u)dx$ and so $d' u = (L u) dx$. Thus, we have the following complex

$$\mathcal{C}^\infty(T^2) \xrightarrow{d'} \{ f dx : f \in \mathcal{C}^\infty(T^2) \} \xrightarrow{d'} \{ 0 \}.$$ 

Let $v \in \mathcal{C}^\infty(T^2, \Lambda^{0,1})$ and write $v = f dx$, in which $f \in \mathcal{C}^\infty(T^2)$. Notice that, if we want to show that $v$ is $d'$-exact, we have to find a function $u$ satisfying $d' u = v$. This is equivalent to solve the partial differential equation $Lu = f$. It is well known that this equation is globally solvable in $\mathcal{C}^\infty(T^2)$ if and only if $\mu$ is not a Liouville number [GW72] and $\int f(x,y) \, dx \, dy = 0$.

Thus, if $\mu$ is a non-Liouville number, the dimension of $H^{0,1}(T^2; \mathfrak{h})$ is one. It is also possible to show that, when $\mu$ is rational, the dimension of $H^{0,1}(T^2; \mathfrak{h})$ is infinity and $d'$ has closed range. We prove this claim on Lemma 3.1.6. When $\mu$ is a Liouville number, we have that $d'(C^\infty(T^2))$ is not closed and, hence, by Proposition 2.7.1, the dimension $H^{0,1}(T^2; \mathfrak{h})$ also is infinity. We prove this fact on Lemma 3.1.7.

**Lemma 3.1.6.** If $\mathfrak{h}$ is defined as in Example 3.1.5 and $\mu$ is a rational number, then the dimension of $H^{0,1}(T^2; \mathfrak{h})$ is infinity and the range of the operator

$$\mathcal{C}^\infty(T^2) \xrightarrow{d'} \{ f dx : f \in \mathcal{C}^\infty(T^2) \}$$

is closed.

**Proof.** To show that the dimension of $H^{0,1}(T^2; \mathfrak{h})$ is infinity, we only have to show that there exists an arbitrarily large linearly independent set contained in $H^{0,1}(T^2; \mathfrak{h})$. Let $k > 0$ be an integer. Since $\mu$ is rational, the equation $\xi - \mu \eta = 0$ has infinite zeros in $\mathbb{Z} \times \mathbb{Z}$.

Thus, let $(\xi_j, \eta_j) \in \mathbb{Z} \times \mathbb{Z}$, $j = 0, \ldots, k$ be a sequence of distinct zeros of the equation $\xi - \mu \eta = 0$. We are going to show that the set $\{ e^{i(\xi_j x + \eta_j y)} dx \}_{j=0}^k$ is linearly independent. Let $c_j \in \mathbb{C}$ be constants. To show that this set is linearly independent, it is enough to show that

$$\sum_{j=0}^k c_j e^{i(\xi_j x + \eta_j y)} dx$$

is $d'$-exact only when every constant $c_j$ is zero. By using Fourier series, we can easily see that a solution to the equation

$$L f = \sum_{j=0}^k c_j e^{i(\xi_j x + \eta_j y)}$$

exists if, and only if, every constants $c_j$ is zero.

To prove that the range of the operator $d'$ is closed, it is enough to see that, if $f_j$ is in the range of $d'$ and is a sequence converging to $f$ in $\mathcal{C}^\infty(T^2)$, it holds that $f_j(\xi, \eta) = 0$ whenever $\xi - \mu \eta = 0$. Also, since $f_j \to f$ in $\mathcal{C}^\infty(T^2)$, we have that $f_j(\xi, \eta) \to f(\xi, \eta)$ for all $(\xi, \eta)$ and, thus, $f(\xi, \eta) = 0$ whenever $\xi - \mu \eta = 0$. This implies that $f$ is in the range of $d'$. In fact, if we take

$$u = \sum_{(\xi, \eta) \in \mathbb{Z}^2, \xi - \mu \eta \neq 0} \frac{f(\xi, \eta)}{e^{i(\xi x + \eta y)}}$$

we have that $u$ is smooth, since $\mu$ is rational, and it holds that $Lu = f$. \hfill $\square$

**Lemma 3.1.7.** If $\mathfrak{h}$ is defined as in Example 3.1.5 and $\mu$ is a Liouville number, then the range of the operator

$$d' : \mathcal{C}^\infty(T^2) \to \{ f dx : f \in \mathcal{C}^\infty(T^2) \}$$

is not closed.
Proof. We again adapt some ideas from [GW72]. If μ is a Liouville number, then there exists a sequence \( \{ (\xi_j, \eta_j) \}_{j \in \mathbb{N}} \) such that \( \xi_j \) and \( \eta_j \) are increasing and \( |\xi_j - \mu \eta_j| \leq 1/(\xi_j^2 + \eta_j^2)^{\frac{3}{2}} \). Let \( L \) be as in Example 3.1.5. By defining \( f_k = \sum_{j \leq k} \exp(i\xi_j z + i\eta_j y) \), we have that \( f_k, Lf_k \in \mathcal{C}\infty(\mathbb{T}^2) \) and \( f = \lim_k f_k \in \mathcal{D}'(\mathbb{T}^2) \setminus \mathcal{C}\infty(\mathbb{T}^2) \), but with \( LF \in \mathcal{C}\infty(\mathbb{T}^2) \). Notice that any other solution of \( u \) of \( Lu = Lf \) is of the form \( u = f + c \), with \( c \in \mathbb{C} \). Therefore, \( LF \) is not in the range of the operator \( \mathcal{D}' : \mathcal{C}\infty(\mathbb{T}^2) \to \{ f dx : f \in \mathcal{C}\infty(\mathbb{T}^2) \} \).

3.1.1 Construction of left-invariant involutive structures

In Definition 3.1.4, we introduced some types of Lie algebras by defining certain special involutive structures. Let \( \Omega \) and \( \mathcal{V} \) be the quadric introduced in Example 2.5.4. Notice that \( \Omega \) has a natural structure of Lie group given by

\[
(z, w) \circ (z_0, w_0) = (z + z_0 + 2i\Omega(w, \overline{w_0}), w + w_0), \quad (z, w, (z_0, w_0) \in \Omega.
\]

The involutive structure \( \mathcal{V} \) is left-invariant (we refer to [Bog91] to a detailed description of this class of CR manifolds and the computation of its Levi form). In this case, the Levi form is left-invariant.

Now we are going to see how to construct some more examples of such Lie algebras.

Let \( G \) be a compact connected Lie group and consider any maximal torus \( T \subset G \). Let \( t \) be the complexification of the Lie algebra of \( T \). The Lie algebra \( t \) is abelian and self-normalizing, that is, if \( [X, Y] \in t \) for all \( X \in t \), then \( X \in t \). We endow \( g_{\mathbb{R}} \) with an \( ad \)-invariant inner product, that is, an inner product satisfying

\[
\langle [X, Y], Z \rangle = -\langle Y, [X, Z] \rangle,
\]

for all \( X, Y, Z \in g_{\mathbb{R}} \). Also, we extend it to an Hermitian inner product on \( g \), which is going to satisfy

\[
\langle [X, Y], Z \rangle = -\langle Y, [X, Z] \rangle
\]

for all \( X, Y, Z \in g \).

Let \( T_1, \ldots, T_r \) be a basis for \( t_{\mathbb{R}} \) and consider the operators \( \text{ad}_{T_j} : g \to g \), given by \( \text{ad}_{T_j}(X) = [T_j, X] \). These operators have the following properties:

1. \( \text{ad}_{T_j} \) and \( \text{ad}_{T_k} \) commute for every \( j \) and \( k \) (Jacobi’s identity);
2. \( \text{ad}_{T_j} \) is skew-Hermitian (and diagonalizable) for all \( j \);
3. all \( \text{ad}_{T_j} \) share the same eigenspaces.

If \( g' \) is one of the eigenspaces, we denote by \( \alpha = (\alpha_1, \ldots, \alpha_r) \) the ordered set of eigenvalues associated to \( \text{ad}_{T_1}, \ldots, \text{ad}_{T_r} \), specifically, \( \text{ad}_{T_j}(X) = \alpha_j X \) for all \( X \in g' \). We denote this eigenspace by \( g_{\alpha} \). Each \( \alpha \) is called a root of the Lie algebra. We denote by \( \Delta \) the set of all roots. Notice that every eigenvalue is purely imaginary.

By the spectral theorem, we have a decomposition

\[
g = t \oplus \bigoplus_{\alpha \in \Delta} g_{\alpha}.
\]

It is sometimes convenient to deal with \( \alpha \) as an element of \( t^* \), in which \( \alpha(T_j) \) is defined by \( \text{ad}_{T_j}(X) = \alpha(T_j) X \) for \( X \in g_{\alpha} \).

Suppose that \( X \in g_{\alpha} \) and \( Y \in g_{\beta} \). By Jacobi’s identity we have

\[
\text{ad}_{T_i}([X, Y]) = -[Y, [T_i, X]] - [X, [T_i, Y]]
= -[Y, \alpha(T_i) X] - [X, -\beta(T_i) Y]
= \{\alpha(T_i) + \beta(T_i)\} [X, Y].
\]
3.1. LEFT-Invariant Involutive Structures

Thus, we conclude that \([X, Y] \in \mathfrak{g}_{\alpha + \beta}\) if \(\alpha + \beta\) is a root and zero otherwise. Let \(\Delta_+ \subset \Delta\) be a maximal set of roots satisfying the following properties:

1. for all \(\alpha \in \Delta\), exactly one of \(\alpha\) or \(-\alpha\) is in \(\Delta_+\);
2. if \(\alpha, \beta \in \Delta_+\) and \(\alpha + \beta\) is a root, then \(\alpha + \beta \in \Delta_+\).

Remark 3.1.8. The dimension \(t\), usually called the rank of \(G\), is independent of the choice of the maximal torus and \(\dim G - \dim \mathbb{C} t\) always is an even number.

Now we can define some left-invariant involutive structures.

Since \(t\) is abelian, it is trivial to construct essentially real, elliptic, complex, or CR subalgebras of \(t\). In fact, take \(t_2\) the real Lie algebra of \(T\) and let \(X_1, \ldots, X_r\) be a basis for \(t_2\). We have that \(t = t_2 \otimes \mathbb{C}\). We identify \(X_1, \ldots, X_r, \mathbb{C}\).

The most obvious example of such a structure is when \(\mathfrak{u}\) is a basis for \(\mathfrak{t}\) and we denote its dual basis by \(\xi, \lambda, \tau\). We identify \(X_1, \ldots, X_r, \mathbb{C}\).

Now consider \(\mathfrak{h} = \mathfrak{u} \oplus \bigoplus_{\alpha \in \Delta_+} \mathfrak{g}_\alpha\). By the preceding discussion, \(\mathfrak{h}\) is a Lie subalgebra and is elliptic if \(\mathfrak{u}\) is elliptic, is complex if \(\mathfrak{u}\) is complex, and is CR if \(\mathfrak{u}\) is CR.

Remark 3.1.9. We can remove the hypothesis of \(G\) being compact by taking a Cartan subalgebra of \(t\) and by proving the statement without using the ad-invariant metric.

Let \(\mathfrak{h} \subset \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha}\) be any elliptic subalgebra of \(\bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha\). If \(\epsilon \subset t\) is an elliptic subalgebra of \(t\), then \(\epsilon \oplus \mathfrak{h}\) is an elliptic subalgebra of \(\mathfrak{g}\). The most obvious example of such a structure is when \(\mathfrak{h} = \bigoplus_{\alpha \in \Delta_+} \mathfrak{g}_\alpha\).

Now we are going to construct some concrete examples.

3.1.2 Involutive structures on \(SU(2)\) and \(SU(3)\)

The group \(SU(2)\) is defined as

\[
SU(2) = \left\{ \begin{pmatrix} z_1 & -\bar{z}_2 \\
z_2 & \bar{z}_1 \end{pmatrix} : z_1, z_2 \in \mathbb{C}, \ |z_1|^2 + |z_2|^2 = 1 \right\}.
\]

The rank of \(SU(2)\) is 1.

The Lie algebra of \(SU(2)\), denoted by \(\mathfrak{su}(2)\) is generated by

\[
X = \begin{pmatrix} 0 & i \\
i & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -1 \\
1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} i & 0 \\
0 & -i \end{pmatrix}.
\]

We have the following relation between \(X, Y\) and \(T\):

\[
[T, X] = 2Y, \quad [T, Y] = -2X, \quad [X, Y] = 2T.
\]

Example 3.1.10. Let \(L = X - iY\) and consider the structure \(\mathfrak{h} = \text{span}_\mathbb{C}\{L\}\). This is clearly a CR structure. We have that \(\{L, \bar{L}, T\}\) is a basis for \(\mathfrak{su}(2) \otimes \mathbb{C}\) and we denote its dual basis by \(\{\xi, \bar{\zeta}, \tau\}\). We note that \(\mathfrak{h}^\perp_\mathbb{C}\) is a vector space of dimension 1 and that \(\tau \in \mathfrak{h}^\perp_\mathbb{C}\). Thus, if \(\xi \in \mathfrak{h}^\perp_\mathbb{C}\), then we can write \(\xi = \lambda \tau\), in which \(\lambda \in \mathbb{R}\setminus\{0\}\). We note that \(\mathfrak{h}\) also has dimension 1 and so \(Z = \alpha L\) for all \(Z \in \mathfrak{h}\). Therefore, the Levi form for the structure \(\mathfrak{h}\) is given by

\[
\mathcal{L}_\xi(Z, Z) = \frac{1}{2i} \lambda \alpha \bar{\sigma} \tau ([L, \bar{Z}]) = \frac{1}{2i} \lambda \alpha \bar{\sigma} 4i\tau (T) = 2|\lambda|^2 |\alpha|^2.
\]

In conclusion, the Levi form is non-degenerate and does not change sign for all \(Z \in \mathfrak{h}\).
It is not possible to have a hypocomplex structure of rank 1 on SU(2). Therefore, SU(2) has no hypocomplex CR structure. We are going to show that SU(2) does not admit a Levi degenerate left-invariant structure.

Suppose that SU(2) admits a Levi degenerate left-invariant CR structure \( h \). Since it is left-invariant, we have that the essentially real structure \( h \oplus \overline{h} \) is a Lie algebra. Take \( \mathfrak{f} = \mathfrak{su}(2) \cap (h \oplus \overline{h}) \) and notice that \( \mathfrak{f} \oplus \mathbb{C} = \mathfrak{h} \oplus \overline{\mathfrak{h}} \).

We are going to see that \( \mathfrak{f} \) is abelian. In fact, let \( X, Y \in \mathfrak{f} \) be linearly independent. We have that \( \langle [X, Y], X \rangle = \langle Y, [X, X] \rangle = 0 \) and that \( \langle [X, Y], Y \rangle = -\langle X, [Y, Y] \rangle = 0 \). Therefore, \( [X, Y] \) is orthogonal to \( \mathfrak{f} \). Since \( \mathfrak{f} \) is a Lie algebra, we also have that \( [X, Y] \in \mathfrak{f} \) and so the only possibility is that \( [X, Y] = 0 \). Therefore, there is an abelian subalgebra of rank 2. This is a contradiction because the rank of SU(2) is 1.

This CR structure is related to the natural complex structure of \( \mathbb{C}^2 \). There is a natural diffeomorphism between the group SU(2) and the 3-sphere \( S^3 \), which has a natural CR structure inherited from \( \mathbb{C}^2 \). This structure, when pulled back to SU(2), is exactly the left-invariant structure we just described. Now we are going to prove this claim:

The complex structure of \( \mathbb{C}^2 \) is given by the involutive bundle \( \mathcal{V} = \bigcup_{p \in \mathbb{C}^2} \mathcal{V}_p \), in which

\[
\mathcal{V}_p = \text{span} \left\{ \frac{\partial}{\partial \bar{z}_j} \mid j = 1, 2 \right\}
\]

and

\[
\frac{\partial}{\partial \bar{z}_j} = \frac{1}{2} \left( \frac{\partial}{\partial x_j} + i \frac{\partial}{\partial y_j} \right), \quad j = 1, 2.
\]

By writing \( \rho(1) = |z_1|^2 + |z_2|^2 - 1 \), we have that \( S^3 = \rho^{-1}(0) \). Clearly, \( d\rho_p \neq 0 \) if \( p \in S^3 \), so we have

\[
\mathcal{C}T_p S^3 \supset \{ Z \in \mathcal{C}T_p \mathbb{C}^2 : Z_p(\rho) = 0 \}.
\]

Notice that \( \mathcal{W}_p = \mathcal{V}_p \cap \mathcal{C}T_p S^3 \) defines a CR structure on \( S^3 \). We want a description of \( \mathcal{W}_p \) to simplify some computations. We note that

\[
\mathcal{W}_p = \{ Z \in \mathcal{V}_p : Z_p(\rho) = 0 \}.
\]

Notice that if \( Z \in \mathcal{V}_p \), by taking \( p_1, p_2 \in \mathbb{C} \) with \( p = (p_1, p_2) \), then

\[
Z = \alpha_1 \frac{\partial}{\partial \bar{z}_1} + \alpha_2 \frac{\partial}{\partial \bar{z}_2} |_p,
\]

and so \( (Z \rho)(p) = 2(\alpha_1 p_1 + \alpha_2 p_2) = 0 \). Now we have

\[
\mathcal{W}_p = \left\{ \alpha_1 \frac{\partial}{\partial \bar{z}_1} + \alpha_2 \frac{\partial}{\partial \bar{z}_2} \mid \alpha_1, \alpha_2 \in \mathbb{C}; \alpha_1 p_1 + \alpha_2 p_2 = 0 \right\}.
\]

The identification of \( S^3 \) with SU(2) is given by the diffeomorphism

\[
(z_1, z_2) \in S^3 \overset{\theta}{\mapsto} \begin{pmatrix} z_1 \\ z_2 \\ \bar{z}_1 \\ \bar{z}_2 \end{pmatrix} \in \text{SU}(2).
\]

This map endows \( S^3 \) with a structure of Lie group with multiplication given by

\[
(\alpha_1, \alpha_2) \cdot (z_1, z_2) \overset{\theta^{-1}}{=} \theta(\alpha_1, \alpha_2) \cdot \theta(z_1, z_2) = (\alpha_1 z_1 - \bar{\alpha}_2 z_2, \alpha_2 z_1 + \bar{\alpha}_1 z_2).
\]

Now, for \( \alpha \in S^3 \), we have the diffeomorphism \( L_\alpha : S^3 \rightarrow S^3 \) defined by \( L_\alpha(z_1, z_2) = (\alpha_1, \alpha_2) \cdot (z_1, z_2) \). Notice that this map has a natural extension to \( \mathbb{C}^2 \) and each component is a holomorphic
function. More than that, for \( \alpha \neq 0 \), this map is actually a biholomorphism from \( \mathbb{C}^2 \) to \( \mathbb{C}^2 \) and so it preserves the complex structure of \( \mathbb{C}^2 \). Therefore, it clearly restricts to a CR diffeomorphism from \( S^3 \) to \( S^3 \). What we proved is that the involutive structure \( W \) is invariant by the action of \( L_\alpha \), or, in other words, \( W \) is left-invariant.

Now we have almost everything we need to relate the CR structure we introduced on \( S^3 \) with the abstract CR structure we constructed on \( SU(2) \). To simplify even more the exposition, let \( p \in \mathbb{C}^2 \) and identify \( CT_p \mathbb{C}^2 \) with \( \mathbb{C}^2 \) by

\[
\frac{\partial}{\partial x_1} \bigg|_p \mapsto (1, 0), \quad \frac{\partial}{\partial y_1} \bigg|_p \mapsto (i, 0), \quad \frac{\partial}{\partial x_2} \bigg|_p \mapsto (0, 1) \quad \text{and} \quad \frac{\partial}{\partial y_2} \bigg|_p \mapsto (0, i). \tag{3.2}
\]

With this identification, we have that \( W_p \) is identified with \( \{ (z_1, z_2) \in \mathbb{C}^2 : z_1 p_1 + z_2 p_2 = 0 \} \).

Notice that \( \theta \) is linear and so its differential can be identified with \( \theta \) itself. Also, notice that, on \( p = (1, 0) \), we have that \( Z \in W_{(1, 0)} \) is of the form \( Z = \Lambda \partial / \partial z_1 \), in which \( \Lambda \in \mathbb{C} \). Therefore, all we need to compute is \( \theta^* (\partial / \partial z_2) \). By using the identification (3.2), we have

\[
\theta^* (2 \partial / \partial z_2) = \theta^* ((0, 1) + i(0, i)) = (0 -1) + i(0 \quad i) = i(X - iY).
\]

**Example 3.1.11.** Let \( L = X - iY \) and consider the structure \( \mathfrak{h} = \text{span}_\mathbb{C} \{ L, T \} \). This is clearly a left-invariant elliptic structure.

We recall that \( SU(3) \) is the group of all unitary \( 3 \times 3 \) matrices with complex coefficients having determinant 1. It is a real Lie group, compact, and has dimension 8 and rank 2. The Lie algebra of \( SU(3) \) is denoted by \( \mathfrak{su}(3) \) and is the set of all traceless skew-Hermitian \( 3 \times 3 \) matrices with complex coefficients. The following matrices form a basis for \( \mathfrak{su}(3) \):

\[
T_1 = \begin{pmatrix} i & 0 & 0 \\ 0 & -i & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad T_2 = \begin{pmatrix} i & 0 & 0 \\ 0 & i & 0 \\ 0 & 0 & -2i \end{pmatrix},
\]

\[
X_1 = \begin{pmatrix} 0 & i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad Y_1 = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]

\[
X_2 = \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix}, \quad Y_2 = \begin{pmatrix} 0 & 0 & -1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix},
\]

\[
X_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & i \\ 0 & i & 0 \end{pmatrix}, \quad Y_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix}.
\]

We have the following relations between the coefficients. Each cell corresponds to the commutator between the first element of the line and the first element of the column. Since the commutator is anti-symmetric, we omitted half of the commutators.
Example 3.1.12. Considering the commutators we just computed, we have an obvious CR structure. We define the following vector fields on \( su(3) \otimes \mathbb{C} \):

\[
L_1 = X_1 - iY_1, \quad L_2 = X_2 - iY_2, \quad L_3 = X_3 - iY_3.
\]

Also, from the commutators, it follows that, for each \( j, k \), there exists a real number \( \Lambda_{jk} \) such that \( [T_j, X_k] = \Lambda_{jk} Y_k \) and \( [T_j, Y_k] = -\Lambda_{jk} X_k \). By combining these last two equations, we have \( [T_j, L_k] = -i\Lambda_{jk} L_k \), which means that each \( L_k \) is an eigenvector for the map \( \text{ad}_{T_j} \).

Notice that \( [L_1, L_2] = 0, [L_1, L_3] = 2iL_2, \) and \( [L_2, L_3] = 0 \). Thus,

\[
\mathfrak{h} = \text{span}_\mathbb{C}\{L_1, L_2, L_3\}
\]

is a Lie subalgebra of \( su(3) \otimes \mathbb{C} \), which is clearly a CR subalgebra.

We want to compute the Levi form associated to this Lie algebra. Each cell on the following table corresponds to the commutator between the first element of the line and the first element of the column.

| \( T_1 \) | \( T_2 \) | \( X_1 \) | \( Y_1 \) | \( X_2 \) | \( Y_2 \) | \( X_3 \) | \( Y_3 \) |
|---|---|---|---|---|---|---|---|
| \( T_1 \) | 0 | 0 | 2Y_1 | -2X_1 | Y_2 | -X_2 | -Y_3 | X_3 |
| \( T_2 \) | - | 0 | 0 | 0 | 3Y_2 | -3X_2 | 3Y_3 | -3X_3 |
| \( X_1 \) | - | - | 0 | 2T_1 | Y_3 | -X_3 | Y_2 | -X_2 |
| \( Y_1 \) | - | - | - | 0 | X_3 | Y_3 | -X_2 | -Y_2 |
| \( X_2 \) | - | - | - | - | 0 | T_2 + T_1 | Y_1 | X_1 |
| \( Y_2 \) | - | - | - | - | - | 0 | -X_1 | Y_1 |
| \( X_3 \) | - | - | - | - | - | 0 | T_2 - T_1 |
| \( Y_3 \) | - | - | - | - | - | - | 0 |

A generic element of \( \mathfrak{h} \) is of the form \( Z = \alpha_1 L_1 + \alpha_2 L_2 + \alpha_3 L_3 \), in which \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{C} \). Therefore, we have that

\[
[Z, Z] = |\alpha_1|^2 4iT_1 + |\alpha_2|^2 2i(T_2 + T_1) + |\alpha_3|^2 2i(T_2 - T_1) + W,
\]

in which \( W \) is a linear combination of \( X_1, Y_1, X_2, Y_2, X_3, Y_3 \).

Also, we have that

\[
\{L_1, L_2, L_3, L_1, L_2, L_3, T_1, T_2\}
\]

is a basis for \( su(3) \otimes \mathbb{C} \) and we denote by

\[
\{\zeta_1, \zeta_2, \zeta_3, \zeta_1, \zeta_2, \zeta_3, \tau_1, \tau_2\}
\]

its dual basis. For any \( \xi \in \mathfrak{h}_0^* \), we can write \( \xi = \xi_1 \tau_1 + \xi_2 \tau_2 \), in which \( \xi_1, \xi_2 \in \mathbb{R} \) and \( (\xi_1, \xi_2) \neq 0 \).
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Notice that the Levi form of $\mathfrak{h}$ is then

$$\mathcal{L}_\theta(Z, Z) = \frac{1}{2i} \theta([Z, Z])$$

$$= 2|\alpha_1|^2 \xi_1 + |\alpha_2|^2 (\xi_2 + \xi_1) + |\alpha_3|^2 (\xi_2 - \xi_1)$$

$$= \xi_1(2|\alpha_2|^2 + |\alpha_2|^2 - |\alpha_3|^2) + \xi_2(|\alpha_2|^2 + |\alpha_3|^2).$$

If $\xi_1 = 0$ and $\xi_2 > 0$, then clearly there is no $Z$ such that $\mathcal{L}_\theta(Z, Z) = \xi_2(|\alpha_2|^2 + |\alpha_3|^2) < 0$. Therefore, by [BCT83, Theorem 6.2], we conclude that this structure is not hypocomplex.

Now we are going to use this structure to construct a hypocomplex one.

**Example 3.1.13.** Let $\mathfrak{h}' = \text{span}_\mathbb{C}\{L_1, L_2, L_3, aT_1 + bT_2\}$. Notice that $L_1, L_2, L_3$, and their conjugates are eigenvectors for $\text{ad}_{T_j}$, and that $[aT_1 + bT_2, aT_1 + bT_2] = 0$. Therefore, this is a Lie subalgebra of $\text{su}(3) \otimes \mathbb{C}$.

We claim that this structure is hypocomplex. A generic element of $\mathfrak{h}'$ is of the form $Z = \alpha L_1 + \beta L_2 + \gamma L_3 + \delta U$, in which $U = aT_1 + bT_2$ and $\alpha, \beta, \gamma, \delta$ are complex numbers. Therefore, we have that

$$[Z, Z] = |\alpha|^2 4i T_1 + |\beta|^2 2i(T_2 + T_1) + |\gamma|^2 2i(T_2 - T_1) + W,$$

in which $W$ is a linear combination of $X_j, Y_j$, for $j = 1, 2, 3$.

For any $\theta \in \mathfrak{h}'_0$, we can write $\theta = t(-bT_1 + aT_2)$, in which $t \in \mathbb{R}$ and $t \neq 0$. To simplify the proof, we are going to take $t = 1$.

Hence, the Levi form of $\mathfrak{h}'$ at $(e, \theta)$ can be computed as:

$$\mathcal{L}_\theta(Z, Z) = \frac{1}{2i} \theta([Z, Z])$$

$$= -2|\alpha|^2 b + |\beta|^2 (a - b) + |\gamma|^2 (a + b)$$

$$= b(|\gamma|^2 - 2|\alpha|^2 - |\beta|^2) + a(|\beta|^2 + |\gamma|^2).$$

From this expression, if $b \neq 0$, we can easily see that, for any $\theta \in \mathfrak{h}'_0$, it is possible to find a $Z$ such that $\mathcal{L}_\theta(Z, Z) < 0$. Therefore, by [BCT83, Corollary 6.1], we conclude that this structure is hypocomplex.

Now we are going to use the structure just defined to construct an elliptic one.

**Example 3.1.14.** Consider the structure $\mathfrak{h}'' = \text{span}_\mathbb{C}\{L_1, L_2, L_3, T_1, T_2\}$. Notice that $L_1, L_2, L_3$, and their conjugates are eigenvectors for $\text{ad}_{T_j}$, for $j = 1, 2$ and that $[T_1, T_2] = 0$. This structure is clearly elliptic.

### 3.2 Left-invariant cohomologies

One of the objectives of this work is to show that, under some reasonable conditions, we can compute the cohomology of the complex (2.1) by restricting our attention only to left-invariant forms.

To accomplish this, we recall some basic definitions and expose some techniques that Claude Chevalley and Samuel Eilenberg introduced in [CE48] to study the cohomology of the de Rham complex.

Then we extend some of these techniques to construct left-invariant cohomologies for the operator $\theta$. Finally, we discuss conditions for usual cohomology spaces to be isomorphic to the left-invariant cohomology spaces.

#### 3.2.1 Left-invariant de Rham cohomology

Let $G$ be a compact Lie group, $\mathcal{X}(G)$ be the set of all smooth vector fields on $G$, and $\mathcal{C}^\infty(G; \Lambda^p)$ be the set of all smooth $p$-forms on $G$. We recall that a vector field $X \in \mathcal{X}(G)$ is called left-invariant if, for every $x \in G$, we have $(L_x)_* X = X$. Also, a differential form $\omega \in \mathcal{C}^\infty(G; \Lambda^p)$ is
called left-invariant if, for every \( x \in G \), we have \((L_x)^* u = u\). We denote by \( \mathfrak{X}_L(G) \) the set of all left-invariant vector fields and by \( \mathcal{C}^\infty_L(G; \Lambda^p) \) the set of all left-invariant \( p \)-forms.

Since \( G \) is a compact Lie group, it can be endowed with a Haar measure, which we denote by \( \mu \).

**Lemma 3.2.1.** If \( u \in \mathcal{C}^\infty_L(G; \Lambda^p) \), then \( du \in \mathcal{C}^\infty_L(G; \Lambda^{p+1}) \).

**Proof.** It follows directly from the fact that the exterior derivative commutes with pullbacks.

Considering the notation from Chapter 2, denote the \( p \)-cocycles by \( Z^p_L(G) \), the \( p \)-coboundaries by \( B^p_L(G) \), and the \( p \)-cohomology classes by \( H^p_L(G) = Z^p_L(G) / B^p_L(G) \).

Also, define in the obvious way the left-invariant \( p \)-cocycles, left-invariant \( p \)-coboundary, and left-invariant \( p \)-cohomology classes, denoted, respectively, by \( Z^p_L(G) \), \( B^p_L(G) \), and \( H^p_L(G) \).

Notice that, for each integer \( p \), the inclusion \( \mathcal{C}^\infty_L(G; \Lambda^p) \to \mathcal{C}^\infty(G; \Lambda^p) \) induces a linear mapping \( i_p : H^p_L(G) \to H^p(G) \).

To show that this linear mapping is an isomorphism, we need some basic tools.

We start by defining an operator which allows us to use a useful averaging trick:

**Lemma 3.2.2.** Let \( u \in \mathcal{C}^\infty(G; \Lambda^p) \). The differential form

\[
Au = \int_G (L_x u) \, d\mu(x)
\]

has the following properties:

1. \( d(Au) = A(du) \);
2. \( Au \) is left-invariant;
3. if \( u \) is left-invariant, then \( u = Au \).

This lemma is just a particular case of a more general result stated and proved at [CE48, page 90], so the proof is omitted.

Notice that Lemma 3.2.2 shows that the following diagram is commutative:

\[
\begin{array}{ccc}
\mathcal{C}^\infty(G; \Lambda^p) & \xrightarrow{d} & \mathcal{C}^\infty(G; \Lambda^{p+1}) \\
\downarrow{A} & & \downarrow{A} \\
\mathcal{C}^\infty_L(G; \Lambda^p) & \xrightarrow{d} & \mathcal{C}^\infty_L(G; \Lambda^{p+1})
\end{array}
\]

The following lemma shows that \( i_p \) is injective.

**Lemma 3.2.3.** Let \( u \in \mathcal{C}^\infty_L(G; \Lambda^p) \) be such that \( u = dv \) for some \( v \in \mathcal{C}^\infty(G; \Lambda^{p-1}) \). Then, there exists \( w \in \mathcal{C}^\infty_L(G; \Lambda^p) \) such that \( u = dw \).

**Proof.** We have \( u = Au = Adv = dAv \in d\mathcal{C}^\infty_L(G; \Lambda^p) \), so we can take \( w = Av \).

To prove that \( i_p \) is surjective, we need the following theorem, whose proof can be founded in [CE48]:

**Theorem 3.2.4.** If \( u \) is a closed form such that \( \int_G u = 0 \) for every homology class, then it is exact.

Since Theorem 3.2.4 cannot be applied to the general case, we omit its proof.
We want to show that the form \( u - Au \) is exact. Since it is already closed, we only need to show that \( \int_c (u - Au) = 0 \) for every \( p \)-dimensional homology class \( c \).

\[
\int_c Au = \int_c \int_G L^*_x ud\mu(x) = \int_G \int_c L^*_x ud\mu(x) = \int_G \int_{Lxc} ud\mu(x) = \int_G \int u.
\]

Hence, \( \int_c u - Au = 0 \) for every \( c \).

Therefore, for each \( p \), we have an isomorphism of vector spaces:

\[
H^p(G) \cong H^p_L(G).
\]

These isomorphisms simplify a lot of computations because they show that we can restrict our attention to left-invariant forms. Also, left-invariant forms are completely determined by their values at the tangent space at the identity. In other words, we reduced the problem to a linear algebra problem.

### 3.2.2 Left-invariant cohomology relative to a subalgebra

We define \( N^{p,q}(G; \mathfrak{h}) = \mathcal{C}^\infty(G; \Lambda^q) \) and, for \( p > 0 \), we define

\[
N^{p,q}_p(G; \mathfrak{h}) = \{ u \in \mathcal{C}^\infty(G; \Lambda^{p+q}) : u(X_1, \ldots, X_{p+q}) = 0 \text{ when } q + 1 \text{ arguments are in } \mathfrak{h} \}.
\]

Also, we define \( N^{p,q}_L(G; \mathfrak{h}) = N^{p,q}(G; \mathfrak{h}) \cap \mathcal{C}^\infty(G; \Lambda^{p+q}) \) and, since

\[
d\mathcal{C}^\infty_p(G; \Lambda^p) \subset \mathcal{C}^\infty(G; \Lambda^{p+q+1}),
\]

we can restrict the exterior derivative and obtain

\[
d_L : N^{p,q}_p(G; \mathfrak{h}) \to N^{p,q+1}_p(G; \mathfrak{h}).
\]

Therefore, \( d_L \) induces a coboundary operator on the quotient

\[
\mathcal{C}^\infty_p(G; \Lambda^{p,q}) = N^{p,q}_p(G; \mathfrak{h})/N^{p+1,q-1}_p(G; \mathfrak{h}),
\]

which is denoted by \( d^{p,q}_{h,L} \). When there is no risk of confusion, we omit the bidegree writing only \( d_{h,L} \). When the structure \( \mathfrak{h} \) is obvious by the context, we write \( d'_L \).

For \( p \geq 0 \), we denote the set of the left-invariant \((p,q)\)-cocycles elements by

\[
Z^{p,q}_L(G; \mathfrak{h}) = \text{Ker} \left( d'_L : \mathcal{C}^\infty_p(G; \Lambda^{p,q}) \to \mathcal{C}^\infty_p(G; \Lambda^{p,q+1}) \right),
\]

the set of left-invariant \((p,q)\)-coboundaries by

\[
B^{p,q}_L(G; \mathfrak{h}) = \text{Ran} \left( d'_L : \mathcal{C}^\infty_p(G; \Lambda^{p,q-1}) \to \mathcal{C}^\infty_p(G; \Lambda^{p,q}) \right),
\]

and the left-invariant \((p,q)\)-cohomology classes by

\[
H^{p,q}_L(G; \mathfrak{h}) = \frac{Z^{p,q}_L(G; \mathfrak{h})}{B^{p,q}_L(G; \mathfrak{h})}.
\]

Our next objective is to construct an averaging operator

\[
\Lambda^{p,q}_h : \mathcal{C}^\infty(G; \Lambda^{p,q}) \to \mathcal{C}^\infty(G; \Lambda^{p,q})
\]
by making commutative the diagram
\[
\begin{array}{cccccc}
\mathcal{C}^\infty(G; \Lambda^{p,q}) & \xrightarrow{A_{h}^{p,q}} & \mathcal{C}^\infty(G; \Lambda^{p,q+1}) \\
& \downarrow A_{h}^{p,q} & \\
\mathcal{C}^\infty_\mathcal{L}(G; \Lambda^{p,q}) & \xrightarrow{d_{p,q}^{h}} & \mathcal{C}^\infty_\mathcal{L}(G; \Lambda^{p,q+1}).
\end{array}
\]

Then, we are going to find the necessary and sufficient conditions so that we have an isomorphism of vector spaces
\[H^{p,q}(G; \mathfrak{h}) \cong H^{p,q}_L(G; \mathfrak{h}).\]

Denote by \(\pi_{h}^{p,q} : N^{p,q}(G; \mathfrak{h}) \to \mathcal{C}^\infty(\Lambda^{p,q})\) and \(\pi_{h,L}^{p,q} : N^{p,q}_L(G; \mathfrak{h}) \to \mathcal{C}^\infty_\mathcal{L}(\Lambda^{p,q})\) the quotient maps.

**Lemma 3.2.6.** The operator \(A\) defined on Lemma 3.2.2 satisfies:

\[A(N^{p,q}(G; \mathfrak{h})) \subset N^{p,q}(G; \mathfrak{h}).\]

Thus, there is an unique operator \(A_{h}^{p,q}\) making the following diagram commutative:
\[
\begin{array}{cccccc}
N^{p,q}(G; \mathfrak{h}) & \xrightarrow{A} & N^{p,q}_L(G; \mathfrak{h}) \\
& \downarrow \pi_{p,q} & \\
\mathcal{C}^\infty(\Lambda^{p,q}) & \xrightarrow{A_{h}^{p,q}} & \mathcal{C}^\infty_\mathcal{L}(\Lambda^{p,q})
\end{array}
\]

**Proof.** In fact, let \(X_1, \ldots, X_{p+q} \in \mathcal{X}(G)\) and suppose that \(q + 1\) of these vector fields are in \(\mathfrak{h}\). We can assume that \(X_1, \ldots, X_{q+1} \in \mathfrak{h}\). It follows that
\[
Au(X_1, \ldots, X_{p+q}) = \int_G (L_x^*u)(X_1, \ldots, X_{p+q}) \, d\mu(x) \\
= \int_G u((L_x)_*X_1, \ldots, (L_x)_*X_{p+q}) \, d\mu(x) \\
= \int_G u(X_1, \ldots, X_{q+1}, (L_x)_*X_{q+2}, \ldots, (L_x)_*X_{p+q}) \, d\mu(x) = 0.
\]
The operator \(A_{h}^{p,q} : \mathcal{C}^\infty(\Lambda^{p,q}) \to \mathcal{C}^\infty_\mathcal{L}(\Lambda^{p,q})\) is defined by
\[A_{h}^{p,q}(\pi_{p,q}^h(u)) = \pi_{h,L}^{p,q}(Au).\]
The uniqueness is obvious. \(\square\)

Notice that the operator \(A_{h}^{p,q}\) satisfies
\[d_{h,L}^{p,q} \circ A_{h}^{p,q} = A_{h}^{p,q} \circ d_{h}^{p,q}.
\]
This follows directly from the definition of \(A_{h}^{p,q}\) and from the fact that \(A\) and \(d\) commute.

### 3.2.3 Necessary and sufficient conditions for the isomorphism

Denote by \(\varphi_{h}^{p,q}\) the quotient map
\[\varphi_{h}^{p,q} : Z^{p,q}(G; \mathfrak{h}) \to H^{p,q}(G; \mathfrak{h}).\]
and by \( \varphi^{p,q}_{b,L} \), the quotient map

\[
\varphi^{p,q}_{b,L} : Z^{p,q}_L(G; h) \to H^{p,q}_L(G; h).
\]

Notice that, if \( u \in C^\infty_c(G; L^{p,q}) \), we can write \( u = \varphi^{p,q}_{b,L}(u') \), in which \( u' \in N^{p,q}_L(G; \mathfrak{h}) \subset N^{p,q}(G; \mathfrak{h}) \). Also, we can define \( i(u) = \varphi^{p,q}_{b,L}(u') \in C^\infty(G; L^{p,q}) \) so we have a natural map

\[
i : C^\infty_L(G; L^{p,q}) \to C^\infty(G; L^{p,q}).
\]

Since this map is injective, we can identify \( C^\infty_L(G; L^{p,q}) \) with its image under \( i \) and assume that \( C^\infty_L(G; L^{p,q}) \subset C^\infty(G; L^{p,q}) \). The map \( i : C^\infty_L(G; L^{p,q}) \to C^\infty(G; L^{p,q}) \) satisfies with \( d_b \circ i = i \circ d_{b,L} \), so it induces a map \( i : H^{p,q}_L(G; h) \to H^{p,q}(G; h) \).

Lemma 3.2.7. The map \( i : H^{p,q}_L(G; h) \to H^{p,q}(G; h) \) is injective.

Proof. Let \( u \in H^{p,q}_L(G; h) \), with \( i(u) = 0 \). We write \( u = \pi^{p,q}_{b,L}(u') \), in which \( u' \in C^\infty_L(G; L^{p,q}) \) satisfies \( d_b'u' = 0 \). Since \( i(u) = 0 \), there exists \( v \in C^\infty(G; L^{p,q}) \) with \( d'v = u \). Thus, we have that \( d'(Av) = Ad'v = Au = u \) and so \( u = 0 \).

Since the map \( i : H^{p,q}_L(G; h) \to H^{p,q}(G; h) \) is always injective, we can already show some algebraic obstructions that can prevent the cohomology space \( H^{p,q}(G; h) \) from being zero. That is, we always have \( \dim H^{p,q}_L(G; h) \leq \dim H^{p,q}(G; h) \).

To show that the map

\[
i : H^{p,q}_L(G; h) \to H^{p,q}(G; h)
\]

is surjective, given \( v \in C^\infty(G; L^{p,q}) \), we have to find \( u \in C^\infty_L(G; L^{p,q}) \) such that \( v - u = d'w \) for some \( w \in C^\infty(G; L^{p,q-1}) \). The natural candidate for \( u \) is \( Av \). Thus, we want to find a \( w \in C^\infty(G; L^{p,q-1}) \) satisfying \( Av - v = d'w \). In other words, we want to solve the following problem: given \( v \in \ker A^{p,q}_L \) with \( d'v = 0 \), can we find \( u \in C^\infty(G; L^{p,q}) \) satisfying \( d'u = v \)? If \( h \) is an involutive structure such that this problem has a solution in degree \( (p,q) \), then we say that it has property \( (K) \) in degree \( (p,q) \).

Example 3.2.8. In the case in which \( h = \mathfrak{g} \), we have that \( d'v \) is the usual exterior derivative. Also, Theorem 3.2.5 shows that we always have property \( (K) \).

Lemma 3.2.9. Suppose that the map \( i : H^{p,q}_{b,L}(G) \to H^{p,q}_L(G) \) is surjective. Then the involutive structure \( h \) has property \( (K) \) in degree \( (p,q) \).

Proof. In fact, let \( v \in C^\infty(G; L^{p,q}) \) such that \( d'v = 0 \) and satisfying \( Av = 0 \). By hypothesis, there exists \( u \in C^\infty_{b,L}(G; L^{p,q}) \) such that \( d'u = 0 \) and \( v - u = d'\alpha \). By applying \( A \) on both sides, we obtain \( Av - Au = d'(A\alpha) \). Since \( Av = 0 \) and \( Au = u \), we have \( u = -d'(A\alpha) \) and so \( v = d'(\alpha - A\alpha) \).

Example 3.2.10. In the complex case, when the group \( G \) is semisimple, it is possible to use a result by Bott [Bot57] to see that we always have property \( (K) \). The application of the Bott’s result was made explicit by Pittie in [Pit88].

Example 3.2.11. Consider the Example 3.1.5 and notice that, if \( (\xi_0, \eta_0) \neq (0,0) \), then \( u = e^{i(\xi\tau + \tau)}dx \in C^\infty_c(T^2; L^{0,1}) \) satisfies \( Au = 0 \). If \( (\xi_0, \eta_0) \) is a zero of \( \xi - \mu \tau = 0 \), we cannot solve the problem \( d'f = u \) for \( f \in C^\infty(T^2; L^{0,1}) \). This can be easily seen by using Fourier series.

Lemma 3.2.12. If the involutive structure \( h \) satisfies property \( (K) \) in degree \( (p,q) \), then the mapping \( i : H^{p,q}_L(G; h) \to H^{p,q}(G; h) \) is surjective.

Therefore, we have the following theorem:

Theorem 3.2.13. If the involutive structure \( h \) satisfies property \( (K) \) in degree \( (p,q) \), the cohomologies \( H^{p,q}(G; h) \) and \( H^{p,q}_L(G; h) \) are isomorphic.
3.3 The Hodge decomposition for the operator $d'$
Let $W_1, \ldots, W_N$ be a basis for $\mathfrak{g}$ with dual basis $w_1, \ldots, w_N$. We endow $\mathfrak{g}$ with the Hermitian inner product making the basis $W_1, \ldots, W_N$ an orthonormal basis, that is
\[
W_j \cdot W_k = \delta_{jk}, \quad j, k = 1, 2, \ldots, N.
\]
Notice that $W_j \cdot W_k = w_j(W_k)$ for $j, k = 1, 2, \ldots, N$.

We denote by $\Lambda^p \mathfrak{g}$ the $p$th exterior product of $\mathfrak{g}$ and we recall that, by using the universal property, we can naturally identify $\Lambda^p \mathfrak{g}^*$ with $(\Lambda^p \mathfrak{g})^*$, the dual of $\Lambda^p \mathfrak{g}$.

We write $W_I = W_{i_1} \wedge \ldots \wedge W_{i_p} \in \Lambda^p \mathfrak{g}$ and denote its dual by $w_I = w_{i_1} \wedge \ldots \wedge w_{i_p}$. Now we have that $\{w_I : |I| = p\}$ is a basis for $\Lambda^p \mathfrak{g}^*$ and we can define an Hermitian inner product on $\Lambda^p \mathfrak{g}^*$ by
\[
w_I \cdot w_J = w_I(W_J), \quad \text{for all } I, J \text{ with } |I| = |J| = p.
\]
If $u \in \mathcal{C}^\infty(G; \Lambda^p)$, we can write $u = \sum_{|I| = p} u_I w_I$ and, for each $x \in G$, we have that
\[
u_x = \sum_{|I| = p} u_I(x) w_I \in \Lambda^p \mathfrak{g}^*.
\]
Therefore, we can endow $\mathcal{C}^\infty(G; \Lambda^p)$ with the inner product given by
\[
(u, v) = \int_G u_x \cdot v_x \, d\mu(x),
\]
for $u, v \in \mathcal{C}^\infty(G; \Lambda^p)$.

Without loss of generality, we assume that the first $n$ elements of $W_1, \ldots, W_N$ is a basis for $\mathfrak{h}$. Also, we denote these elements by $L_1, \ldots, L_n$ and the other elements by $M_1, \ldots, M_m$. That is, $L_j = W_j$, for $j = 1, \ldots, n$, and $M_j = W_{n+j}$, for $j = 1, \ldots, m$.

We denote the dual basis for $\{L_1, \ldots, L_n, M_1, \ldots, M_m\}$ by $\{\tau_1, \ldots, \tau_n, \zeta_1, \ldots, \zeta_m\}$.

With this basis, each element of $\mathcal{C}^\infty(G; \Lambda^{p,q})$ can be identified with an element in $\mathcal{C}^\infty(G; \Lambda^{p+q})$. Thus, each $\mathcal{C}^\infty(G; \Lambda^{p,q})$ is endowed with an Hermitian inner product induced by the inner product in $\mathcal{C}^\infty(G; \Lambda^{p+q})$. We finally endow $\mathcal{C}^\infty(G; \Lambda^{p,q})$ with the inner product
\[
(u, v) = \int_G u(x) \cdot v(x) \, d\mu(x),
\]
for $u, v \in \mathcal{C}^\infty(G; \Lambda^{p,q})$.

With this inner product, for each degree $(p, q)$, we define the formal adjoint of the operator
\[
d^{p,q}_h : \mathcal{C}^\infty(G; \Lambda^{p,q}) \to \mathcal{C}^\infty(G; \Lambda^{p,q+1})
\]
as the unique operator
\[
\delta^{p,q}_h : \mathcal{C}^\infty(G; \Lambda^{p,q+1}) \to \mathcal{C}^\infty(G; \Lambda^{p,q})
\]
such that
\[
(d^{p,q}_h u, v) = (u, \delta^{p,q}_h v),
\]
for all $u \in \mathcal{C}^\infty(G; \Lambda^{p,q})$ and $v \in \mathcal{C}^\infty(G; \Lambda^{p,q+1})$.

For each pair $p, q$ with $p, q \geq 0$, we define the Hodge Laplacian, also known as Box operator,
\[
\Box^{p,q} : \mathcal{C}^\infty(G; \Lambda^{p,q}) \to \mathcal{C}^\infty(G; \Lambda^{p,q})
\]
by
\[
\Box^{p,q} = \delta^{p,q}_h \circ d^{p,q}_h + d^{p,q-1}_h \circ \delta^{p,q-1}_h.
\]
3.3. THE HODGE DECOMPOSITION FOR THE OPERATOR $\mathcal{D}'$

With conditions that are going to be introduced later, we have the decomposition:

$$\mathcal{C}^\infty(G; \Lambda^{p,q}) = \text{Ker} \Box^{p,q} \oplus d^{p,q-1}(\mathcal{C}^\infty(G; \Lambda^{p,q-1})) \oplus \delta^{p,q}(\mathcal{C}^\infty(G; \Lambda^{p,q+1})).$$

With this decomposition, we have: suppose that $u \in \mathcal{C}^\infty(G; \Lambda^{p,q})$ is such that $d' u = 0$. Clearly, we have that $(u, v) = 0$ for all $v \in \delta^{p,q}(\mathcal{C}^\infty(G; \Lambda^{p,q+1}))$. Thus, if we show that $(u, v) = 0$ for all $v \in \text{Ker} \Box^{p,q}$, we have that $u$ is $d'$-exact.

### 3.3.1 Applications of the Hodge decomposition

Suppose that, in degree $(p, q)$, the kernel of the Box operator has only the constant sections. In other words, we are supposing that $\text{Ker} \Box^{p,q} \subset \text{Ker}(A - I)$.

We are going to show that, with this assumption, the involutive structure has property (K) in degree $(p, q)$. In other words, we are going to show that, given $v \in \text{Ker} A^{p,q}$ with $d' v = 0$, we can find $u \in \mathcal{C}^\infty(G; \Lambda^{p,q})$ satisfying $d' u = v$.

We already have $(v, u) = 0$ for all $v \in \delta^{p,q}(\mathcal{C}^\infty(G; \Lambda^{p,q+1}))$. Thus, we just have to show that $(v, u) = 0$ for all $u \in \text{Ker} \Box^{p,q}$. This is easy. We have that $u = Au$ for all $u \in \text{Ker} \Box^{p,q}$ and thus $(v, u) = (v, Au) = (Av, u) = 0$.

Here we used that the operator $A$ is formally self-adjoint. We prove this fact in the following lemma:

**Lemma 3.3.1.** The operator $A : \mathcal{C}^\infty(G; \Lambda^p) \to \mathcal{C}^\infty(G; \Lambda^p)$ defined in Lemma 3.2.2 is formally self-adjoint.

**Proof.** Let $u, v \in \mathcal{C}^\infty(G; \Lambda^p)$ and write

$$u = \sum_{|I| = p} u_I w_I, \quad v = \sum_{|J| = p} v_J w_J.$$

Notice that, for $X_1, \ldots, X_p \in \mathfrak{g}$, we have

$$(Av)_g(X_1, \ldots, X_p) = \int_G ((L_x)^* v)_g(X_1, \ldots, X_p) \, d\mu(x)$$

$$= \int_G (L_x)^* \left( \sum_{|J| = p} v_J w_J \right) (X_1, \ldots, X_p) \, d\mu(x)$$

$$= \sum_{|J| = p} \int_G ((L_x)^* v_J)(g) \wedge (L_x)^* (w_J) \, d\mu(x)$$

$$= \sum_{|J| = p} \left( \int_G v_J \circ L_x(g) \, d\mu(x) \right) w_J$$

$$= \sum_{|J| = p} \left( \int_G v_J \, d\mu(x) \right) w_J.$$

Thus, it holds that

$$(u, Av) = \sum_{|I| = p} \sum_{|J| = p} \int_G u_I(g) \left( \int_G v_J \circ L_x(g) \, d\mu(x) \right) w_I \cdot w_J \, d\mu(g)$$

$$= \sum_{|I| = p} \sum_{|J| = p} \left( \int_G \int_G u_I(g) \overline{v_J \circ L_x(g)} \, d\mu(x) \, d\mu(g) \right) w_I \cdot w_J$$

$$= \sum_{|I| = p} \sum_{|J| = p} \left( \int_G u_I \circ L_x(g) \overline{v_J(x)} \, d\mu(g) \right) w_I \cdot w_J$$

$$= (Au, v).$$
3.3.2 Lie derivatives

Let $X$ be a real smooth vector field on $G$. We denote by $\Phi^X$ the flow of $X$ in $G$, that is, $\Phi^X(x, t)$ is a smooth curve on $G$ satisfying $\Phi^X(x, 0) = x$ and $\frac{d}{dt}\big|_{t=0}\Phi^X(x, t) = X(x)$. We also use the notation $\Phi^X_t(x) = \Phi^X(x, t)$. If $f \in C^\infty(G)$ is a smooth function, we define the Lie derivative of $f$ in $x \in G$ by

$$\mathcal{L}_X f(x) = \frac{d}{dt}\bigg|_{t=0} f(\Phi^X_t(x)).$$

Also, if $u \in C^\infty(G; \Lambda^q)$ is a smooth $p$-form, we define its Lie derivative in the direction $X$ in $x$ by

$$\mathcal{L}_X u_x = \frac{d}{dt}\bigg|_{t=0} ((\Phi^X_t)^*u)_x.$$

Proposition 3.3.2. The Lie derivative has the following properties:

1. If $u$ and $v$ are two smooth forms, it holds that

$$\mathcal{L}_X (u \wedge v) = (\mathcal{L}_X u) \wedge v + u \wedge (\mathcal{L}_X v).$$

2. The Lie derivative commutes with the exterior derivative, that is,

$$\mathcal{L}_X \circ d = d \circ \mathcal{L}_X.$$

3. Cartan’s Magic Formula:

$$\mathcal{L}_X u = \iota_X (du) + d(\iota_X u).$$

Another important property we are going to use is the following:

Lemma 3.3.3. Let $u \in C^\infty(G; \Lambda^p)$ be a real right-invariant form. Then $\mathcal{L}_X u = 0$ for any real left-invariant vector field $X$.

Proof. In fact, the flow of $X$ on $G$ can be written as $\Phi^X_t(g) = g \exp(tX) = R_{\exp(tX)}(g)$. Thus,

$$\mathcal{L}_X u_x = \lim_{t \to 0} \frac{1}{t} \left[ (R_{\exp(tX)}^* u)_x - u_x \right] = 0$$

because $(R_{\exp(tX)}^* u)_x - u_x = 0$ due to the right-invariance of $u$. □

If $Z \in \mathfrak{g}$, we write $Z = X + iY$, in which $X, Y \in \mathfrak{g}_\mathbb{R}$, and we define

$$\mathcal{L}_Z u = \mathcal{L}_X u + i\mathcal{L}_Y u.$$

If $Z \in \mathfrak{h}$, we can define the Lie derivative on $C^\infty(G; \Lambda^{p,q})$. In fact, if $Z \in \mathfrak{h}$ and $u \in N^{p,q}(G; \mathfrak{h})$, then notice that $\iota_Z u \in N^{p,q-1}(G; \mathfrak{h})$. Thus, we have an operator

$$\iota_X : N^{p,q}(G; \mathfrak{h}) \to N^{p,q-1}(G; \mathfrak{h})$$

satisfying $\iota_Z (N^{p+1,q-1}) \subset N^{p+1,q-2}$. Also, it defines a map

$$\iota_X : C^\infty(G; \Lambda^{p,q}) \to C^\infty(G; \Lambda^{p,q-1})$$
making the following diagram commutative:

\[
\begin{array}{ccc}
N^{p,q}(G; \mathfrak{h}) & \xrightarrow{i_Z} & N^{p,q-1}(G; \mathfrak{h}) \\
\pi^{p,q} & \downarrow & \pi^{p,q-1} \\
\mathcal{C}^\infty(G; \Lambda^{p,q}) & \xrightarrow{i_Z} & \mathcal{C}^\infty(G; \Lambda^{p,q-1}).
\end{array}
\]

Therefore, by using Cartan’s Magic Formula

\[
\mathcal{L}_Z u = i_Z(du) + d(i_Z u),
\]

we obtain

\[
\pi^{p,q}(\mathcal{L}_Z u) = \pi^{p,q}(i_Z(du)) + \pi^{p,q}(d(i_Z u))
\]

\[
= i_Z(\pi^{p,q-1}(du)) + d'(\pi^{p,q-1}(i_Z u))
\]

\[
= i_Z(d'\pi^{p,q-1}(u)) + d'(i_Z \pi^{p,q-1}(u)).
\]

The Cartan’s Magic Formula preserves elements in \(\mathcal{C}^\infty(G; \Lambda^{p,q})\) if \(Z\) is an element of the involutive structure. Thus, we can define an operator

\[
\mathcal{L}'_Z : \mathcal{C}^\infty(G; \Lambda^{p,q}) \to \mathcal{C}^\infty(G; \Lambda^{p,q})
\]

by

\[
\mathcal{L}'_Z u = i_Z(d'u) + d'(i_Z u).
\]

**Lemma 3.3.4.** Let \(u \in \mathcal{C}^\infty(G; \Lambda^{p,q})\) be a right-invariant form. Then \(\mathcal{L}_Z u = 0\) for any left-invariant vector field.

**Proof.** The proof is just a straightforward application of Lemma 3.3.3.

**3.3.3 Relation between \(\Box\) and \(\Delta\)**

With the inner product \((\cdot, \cdot)\), each \(\mathcal{C}^\infty(G; \Lambda^p)\) is a pre-Hilbert space and we can define

\[
\delta : \mathcal{C}^\infty(G; \Lambda^{p+1}) \to \mathcal{C}^\infty(G; \Lambda^p),
\]

the formal adjoint of the operator

\[
d : \mathcal{C}^\infty(G; \Lambda^p) \to \mathcal{C}^\infty(G; \Lambda^{p+1}).
\]

The Laplace-Beltrami operator is defined by

\[
\Delta \doteq d \circ \delta + \delta \circ d.
\]

**Lemma 3.3.5.** It holds that \(\delta(N^{p,q+1}(G; \mathfrak{h})) \subset N^{p,q}(G; \mathfrak{h})\).

**Proof.** Notice that the restriction of \(d\) give us an operator

\[
\tilde{d} : N^{p,q}(G; \mathfrak{h}) \to N^{p,q+1}(G; \mathfrak{h}).
\]

Thus, we can construct the formal adjoint of this operator, denoted by \(\tilde{\delta}\). By construction, we have that \(\tilde{\delta}(N^{p,q+1}(G; \mathfrak{h})) \subset N^{p,q}(G; \mathfrak{h})\). So all we have to do now is show that \(\tilde{\delta}\) and \(\delta\) agree on \(N^{p,q+1}(G; \mathfrak{h})\), that is, \(\tilde{\delta} = \delta\) on \(N^{p,q+1}(G; \mathfrak{h})\). Let \(u \in N^{p,q+1}(G; \mathfrak{h})\). We have that, for all \(v \in N^{p,q}(G; \mathfrak{h})\),

\[
(\tilde{\delta} u - \delta u, v) = (\tilde{\delta} u, v) - (\delta u, v) = (u, \tilde{d} v) - (u, d v) = 0.
\]

Thus, \(\tilde{\delta} u = \delta u\).
By using Lemma 3.3.5, we have \( d \circ \delta + \delta \circ d : N^{p,q}(G; \mathfrak{h}) \to N^{p,q}(G; \mathfrak{h}) \), that is, the Laplace-Beltrami operator satisfies
\[
\Delta(N^{p,q}(G; \mathfrak{h})) \subset N^{p,q}(G; \mathfrak{h}).
\]
Thus, it can be defined on the quotient \( C^\infty(G; \Lambda^{p,q}) \). That is, there exists an unique operator \( \Box^{p,q}_G \) making the following diagram commutative:
\[
\begin{array}{ccc}
N^{p,q}(G; \mathfrak{h}) & \xrightarrow{\Delta} & N^{p,q}(G; \mathfrak{h}) \\
\pi^{p,q} \downarrow & & \downarrow \pi^{p,q} \\
C^\infty(G; \Lambda^{p,q}) & \xrightarrow{\Box^{p,q}_G} & C^\infty(G; \Lambda^{p,q}).
\end{array}
\]

This operator on the quotient is just the operator \( \Box \) we introduced earlier. Notice that, if \( [u] \in C^\infty(G; \Lambda^{p,q}) \), then \( \Box[u] = [\Delta u] \) and, if
\[
\mathcal{L}_Z' \Box [u] = \mathcal{L}_Z' [\Delta u] = [\mathcal{L}_Z \Delta u] = [\Delta \mathcal{L}_Z u],
\]
we have the following result:

**Proposition 3.3.6.** The operator \( \mathcal{L}_Z' \) commutes with \( \Box^{p,q}_G \).

**Corollary 3.3.7.** If \( \Box u = 0 \), then \( \Box \mathcal{L}_Z u = 0 \), \( d' \mathcal{L}_Z u = 0 \), and \( \delta' \mathcal{L}_Z u = 0 \).

**Proposition 3.3.8.** If \( u \in \text{Ker} \Box \), then \( \mathcal{L}_Z u = 0 \) for all \( Z \in \mathfrak{h} \).

**Proof.** Since \( u \in \text{Ker} \Box \), we have that \( d'u = 0 \). Thus, \( \mathcal{L}_Z' u = d'(i_Z u) + i_Z (d'u) = d'(i_Z u) \) and
\[
(\mathcal{L}_Z' u, \mathcal{L}_Z' u) = (\mathcal{L}_Z' u, d'(i_Z u)) = (\delta' \mathcal{L}_Z u, i_Z u) = 0.
\]

**Proposition 3.3.9.** Let \( \mathfrak{h} \) be a hypocomplex structure. If \( u \in C^\infty(G; \Lambda^{p,0}) \) is such that \( \mathcal{L}_Z' u = 0 \) for all \( Z \in \mathfrak{h} \), then \( u \) is left-invariant.

**Proof.** Let \( u \in C^\infty(G; \Lambda^{p,0}) \) and assume that \( \mathcal{L}_Z u = 0 \) for all \( Z \in \mathfrak{h} \). We write \( u = \sum_{|I|=p} u_I \zeta_I \), in which \( u_I \in C^\infty(G) \). Notice that
\[
\mathcal{L}_Z \left( \sum_{|I|=p} u_I \zeta_I \right) = \sum_{|I|=p} \left( \mathcal{L}_Z'(u_I) \zeta_I + u_I (\mathcal{L}_Z' \zeta_I) \right).
\]

By definition, we have \( \mathcal{L}_Z' \zeta_I = d'(i_Z \zeta_I) + i_Z (d' \zeta_I) \). Since \( i_Z \zeta_I \) is zero, we have \( d'(i_Z \zeta_I) = 0 \). Also, there exist constants \( a_{ij} \in \mathbb{C} \) such that
\[
d' \zeta_I = \sum_{j=1}^n c_{j} \zeta_I \wedge \tau_j.
\]
Thus, by applying \( i_Z \) on both sides, we obtain
\[
i_Z (d' \zeta_I) = i_Z \left( \sum_{j=1}^n c_{j} \zeta_I \wedge \tau_j \right) = \sum_{j=1}^n c_{j} i_Z(\zeta_I \wedge \tau_j) = 0
\]
because \( i_Z(\zeta_I \wedge \tau_j) = 0 \) when computed in any element of \( \mathfrak{h} \).

Therefore, \( \mathcal{L}_Z' \left( \sum_{|I|=p} u_I \zeta_I \right) = \sum_{|I|=p} \mathcal{L}_Z'(u_I) \zeta_I = 0 \) and so \( \mathcal{L}_Z u = 0 \) for all \( Z \). Since \( \mathfrak{h} \) is hypocomplex, we conclude that \( u_I \) is a constant. Therefore, the form \( u \) is left-invariant. \( \square \)
Notice that the Lie derivative can be extended to work with currents and the same proof yields the following result:

**Corollary 3.3.10.** Let \( \mathfrak{h} \) be a hypocomplex structure. If \( u \in \mathcal{D}'(G; \Lambda^{p,0}) \) is such that \( \mathcal{L}^\prime_Zu = 0 \) for all \( Z \in \mathfrak{h} \), then \( u \) is left-invariant.

**Theorem 3.3.11.** Let \( \mathfrak{h} \) be an hypocomplex structure on a compact Lie group \( G \). Then every cohomology class \( u \in H^p_{c,0}(G; \mathfrak{h}) \) has a representative that is left-invariant. That is,

\[
H^p_{c,0}(G; \mathfrak{h}) = H^p_{L}(G; \mathfrak{h}).
\]

**Proposition 3.3.12.** Let \( \mathfrak{h} \) be an hypocomplex structure on a torus \( \mathbb{T} \). If \( u \in \mathcal{C}^\infty(\mathbb{T}; \Lambda^{p,q}) \) is such that \( \mathcal{L}^\prime_Zu = 0 \) for all \( Z \in \mathfrak{h} \), then \( u \) is left-invariant.

**Proof.** If \( u \in \Lambda^{p,q}(\mathbb{T}) \) is such that \( \mathcal{L}^\prime_Zu = 0 \) for all \( Z \in \mathfrak{h} \), by writing

\[
u = \sum_{|I|=p} \sum_{|J|=q} u_{IJ} \zeta_I \wedge \tau_J,
\]

we have that

\[
\mathcal{L}^\prime_Zu = \sum_{|I|=p} \sum_{|J|=q} \mathcal{L}^\prime_Z(u_{IJ}) \zeta_I \wedge \tau_J = 0.
\]

Thus, \( \mathcal{L}^\prime_Z(u_{IJ}) = 0 \). Since \( \mathfrak{h} \) is hypocomplex, we have that \( u_{IJ} \in \mathbb{C} \) and the theorem is proved.

**Theorem 3.3.13.** Let \( \mathfrak{h} \) be a hypocomplex structure on a torus \( \mathbb{T} \) such that the associated box operator is subelliptic. Then, every cohomology class \( u \in H^p_{c,q}(\mathbb{T}; \mathfrak{h}) \) has a representative that is left-invariant.

**Proof.** Let \([u] \in \Lambda^{p,q}(\mathbb{T})\). Since we are assuming \( \square \) to be subelliptic, we can assume \( \square u = 0 \) and \( \mathcal{L}^\prime_Zu = 0 \) for all \( Z \in \mathfrak{h} \), which implies that \( u \) is left-invariant. The proof is concluded.

### 3.4 Application of Serre duality

For this application, we need to extend the averaging operator acting on forms to an operator acting on currents, which can be done by transposition. Since the averaging operator is formally self-adjoint, as proved at Lemma 3.3.1, we can easily see that this extension is well-defined.

The following lemma is going to be useful:

**Lemma 3.4.1.** Let \( u \in \mathcal{D}'(G; \Lambda^k) \) and write \( \Sigma_{|I|=k} u_I w_I \). Then \( Au = \Sigma_{|I|=k} (Au_I) w_I \).

**Proof.** Let \( \varphi \in \mathcal{C}^\infty(G; \Lambda^{N-k}) \) and write \( \varphi = \Sigma_{|I'|=N-k} \varphi_{I'} w_{I'} \). By definition, we have

\[
(Au)(\varphi) = u(A\varphi) = u(\Sigma_{|I'|=N-k} (A\varphi_{I'}) w_{I'}) = (\Sigma_{|I|=k} u_I w_I)(\Sigma_{|I'|=N-k} (A\varphi_{I'}) w_{I'}) = \Sigma_{|I|=k} \Sigma_{|I'|=N-k} u_I (A\varphi_{I'}) w_{I'} \wedge w_{I'} = \Sigma_{|I|=k} \Sigma_{|I'|=N-k} (Au_I)(\varphi_{I'}) w_{I'} \wedge w_{I'} = (\Sigma_{|I|=k} (Au_I) w_I)(\varphi).
\]

Thus, the proof is completed.

**Lemma 3.4.2.** Let \( u \in \mathcal{D}'(G; \Lambda^k) \) and suppose that \( Au - u = 0 \). Then \( u \) is a smooth left-invariant form.
Proof. Let \( u \in \mathcal{D}'(G; \Lambda^k) \) and write \( u = \sum_{|I|=k} u_I w_I \). We note that, if \( 0 = Au - u \), then \( Au_I - u_I = 0 \), which means that each \( u_I \) is a constant.

**Theorem 3.4.3.** Let \( \mathfrak{h} \) be any involutive structure such that the operators
\[
\mathcal{C}^\infty(G; \Lambda^{p,q-1}) \xrightarrow{d'} \mathcal{C}^\infty(G; \Lambda^{p,q}) \xrightarrow{d'} \mathcal{C}^\infty(G; \Lambda^{p,q+1})
\]
have closed range. Then, it holds that every cohomology class in degree \((p, q)\) has a left-invariant representative if, and only if, every cohomology class in degree \((m - p, n - q)\) also has a left-invariant representative.

**Proof.** Since the operators (3.4) have closed range, by Theorem 2.7.3, we have
\[
H^{p,q}_{\mathcal{C}^\infty}(G; \mathfrak{h})^* \cong H^{m-p,n-q}_{\mathcal{D}'}(G; \mathfrak{h}).
\]
Let \( [u] \in H^{m-p,n-q}_{\mathcal{D}'}(G; \mathfrak{h}) \). For every \([v] \in H^{p,q}_{\mathcal{C}^\infty}(G; \mathfrak{h})\), we have
\[
(Au - u)(v) = Au(v) - u(v) = u(Av) - u(v) = u(Av - v).
\]
Suppose that every class in \( H^{p,q}_{\mathcal{C}^\infty}(G; \mathfrak{h}) \) has a representative that is left-invariant. Thus, we can assume that \( v \) is left-invariant, that is, \( Av - v = 0 \). Then, \([Au - u] = 0 \) in \( H^{m-p,n-q}_{\mathcal{D}'}(G; \mathfrak{h}) \). The other direction of the equivalence follows by applying the exact same argument. \( \square \)

**Remark 3.4.4.** Notice that, since \( [Av] = [v] \) in \( H^{m-p,n-q}_{\mathcal{D}'}(G; \mathfrak{h}) \) and \( Av \) is left-invariant, we actually have
\[
H^{m-p,n-q}_{\mathcal{D}'}(G; \mathfrak{h}) \cong H^{m-p,n-q}_{\mathcal{C}^\infty}(G; \mathfrak{h}) \cong H^{m-p,n-q}_{\mathcal{L}H}(G; \mathfrak{h}).
\]

**Theorem 3.4.5.** Let \( \mathfrak{h} \) be a left-invariant hypocomplex structure on a compact Lie group \( G \). Suppose that
\[
\mathcal{C}^\infty(G; \Lambda^{p,n-1}) \xrightarrow{d'} \mathcal{C}^\infty(G; \Lambda^{p,n})
\]
has closed range. Then we have
\[
H^{m-p,n}_{\mathcal{C}^\infty}(G; \mathfrak{h}) = H^{m-p,n}_{\mathcal{L}H}(G; \mathfrak{h}).
\]

**Proof.** If \([u] \in H^{m-p,n}_{\mathcal{C}^\infty}(G; \mathfrak{h})\), then clearly \( \square u = 0 \), which means that \( \mathcal{L}^d_Z u = 0 \) for all \( Z \in \mathfrak{h} \). Therefore, \( u \) is left-invariant by Corollary 3.3.10. By combining this with Theorem 3.4.3 and Remark 3.4.4, we have left-invariance of cohomologies in top degree, that is,
\[
H^{p,n}_{\mathcal{C}^\infty}(G; \mathfrak{h}) = H^{m-p,n}_{\mathcal{L}H}(G; \mathfrak{h}).
\]
\( \square \)

**Remark 3.4.6.** The operator \( d' : \mathcal{C}^\infty(G; \Lambda^{p,q}) \rightarrow \mathcal{C}^\infty(G; \Lambda^{p,q+1}) \) is known to have closed range in many situations. For example, it always has closed range in the case of elliptic structures. For hypocomplex structures, the situation is more delicate, but we covered some sufficient conditions in Chapter 2. For example, see Theorem 2.6.5 and Proposition 2.7.1. Notice that, due to the left-invariance of the structures, we only need to verify the hypothesis in the origin.
Chapter 4

Involutive structures on homogeneous manifolds

In this chapter, we introduce the concept of invariant involutive structures on homogeneous manifolds and show how to construct some examples. The main reason for introducing this concept is to simplify the study left-invariant involutive structures on Lie groups.

The main idea we want to explore is the following: let $G$ be a compact Lie group endowed with an elliptic involutive structure $\mathfrak{h}$. Also, let $\mathfrak{k}_R = \mathfrak{h} \cap \mathfrak{g}_R$ and consider the group $K = \exp(\mathfrak{k}_R)$. We assume that $K$ is closed, so we can define a homogeneous manifold $\Omega = G/K$. This homogeneous manifolds inherits a complex involutive structure from $G$ via the quotient map.

With all these ingredients in hand, we want to see how much we can infer about the cohomology spaces $H^{p,q}(G; \mathfrak{h})$ from the De Rham cohomology of $K$ and from the Dolbeault cohomology of $\Omega$. This is done via a spectral sequence. In order to use this spectral sequence, we need some further assumptions. One of the assumptions is that the set of real orbits of the elliptic structure $\mathfrak{h}$ is closed and the other one is that $\mathfrak{h}$ can be decomposed into a direct sum of two Lie subalgebras: one is the algebra $\mathfrak{k} = \mathfrak{h} \cap \mathfrak{g}$ and the other is an ideal in $\mathfrak{h}$. We show that this technique can always be applied in a situation similar to a famous conjecture by Treves.

To conclude, we introduce the concept of Lie algebra cohomology and use it to state a theorem by Bott, which, under certain assumptions, gives us algebraic information about the Dolbeault cohomology of $\Omega$. Under certain algebraic and topological restrictions on $G$, Bott’s theorem, along with the spectral sequences, give us a complete algebraic description of $H^{p,q}(G; \mathfrak{h})$.

4.1 Homogeneous manifolds and invariant involutive structures

Let $\Omega$ be a homogeneous manifold for a Lie group $G$. We recall that $\Omega$ is a smooth manifold and that there exists a smooth map $T: G \times \Omega \to \Omega$, called left-action of $G$ on $\Omega$. Other notations for $T$ are $T(g, x) = T_g x = g \cdot x$. The map $T$ satisfies the following properties:

$$g \cdot (g' \cdot x) = (gg') \cdot x$$

and

$$e \cdot x = x,$$

in which $e \in G$ is the identity of $G$ and $T$ is assumed to be transitive, that is, for any two points $x, y \in \Omega$, there is an element $g$ such that $g \cdot x = y$.

Example 4.1.1. Any Lie group acts transitively on itself by left multiplication.

Example 4.1.2. If $G$ is any Lie group and $H$ is a closed Lie subgroup, the space $\Omega = G/H$ is a homogeneous manifold with $G$ acting on $\Omega$ by

$$g \cdot (g' H) = (gg') \cdot H.$$

By Theorem 7.19 on [Lee03], we know that all examples of homogeneous manifolds are equivalent to this example and, thus, we have that $\Omega$ is an analytic manifold and the map $T$ is an analytic map.
From now on, $\Omega$ is always assumed to be a connected $G$-homogeneous manifold.

We want to use involutive structures on homogeneous manifolds. In order to take into consideration the symmetries given by the group action, we need to consider involutive structures that carry information about the action. We then introduce the following concept:

**Definition 4.1.3.** An involutive structure $\mathcal{V} \subset CT\Omega$ is said to be invariant by the action of $G$ if $(T_g)_*X \in \mathcal{V}_{g\cdot x}$ for all $X \in \mathcal{V}_x$.

The most obvious example is the following:

**Example 4.1.4.** If $\mathcal{V} = CT\Omega$, then clearly $\mathcal{V}$ is invariant.

Next, we construct some examples of invariant involutive structures.

Let $G$ be a Lie group and denote its Lie algebra by $g$. We denote by $g_R$ the complexification of $g$.

Let $X$ be a Lie group and denote its Lie algebra by $g$. Suppose that $\mathcal{V} \subset CT\Omega$ is a vector bundle. We say that $\mathcal{V}$ is preserved by the vector field $X$ if, for all smooth sections $Y$ of $\mathcal{V}$, we have that $[X,Y]$ is a smooth section of $\mathcal{V}$. If $F$ is a set of vector fields, we say that $\mathcal{V}$ is preserved by $F$ if $\mathcal{V}$ is preserved by all $X \in F$.

**Proposition 4.1.5.** Let $G$ be a Lie group with $K \subset G$ being a connected closed subgroup. Consider $\pi : G \to G/K = \Omega$ the quotient map. Suppose that $\mathfrak{h} \subset g$ is a complex Lie subalgebra and that $\mathfrak{h}$ is preserved by $\text{Ker } \pi_*$. Then, $\pi_*\mathfrak{h}$ defines an invariant involutive structure on $\Omega$.

**Proof.** It follows from Problem 2.57 of [GMM12] that $\pi_*\mathfrak{h}$ is an involutive vector bundle. The invariance follows directly from the definition.

The following definition is going to be useful.

**Definition 4.1.6.** Let $G$ be a Lie group and let $\mathfrak{k} \subset g_R$ be a subalgebra. We say that $\mathfrak{k}$ is a closed subalgebra of $g_R$ if the group $K = \exp_G(\mathfrak{k})$ is a closed subgroup of $G$. When $\mathfrak{h}$ is a left-invariant involutive structure, we say that $\mathfrak{h}$ has closed real orbits if $\mathfrak{t}_R = \mathfrak{h} \cap g_R$ is a closed subalgebra.

The following lemma is one of the key technical results in this chapter.

**Lemma 4.1.7.** Let $G$ be a Lie group endowed with a left-invariant elliptic structure $\mathfrak{h}$ having closed real orbits. Then, the homogeneous space $\Omega = G/K$, with $K = \exp(\mathfrak{h} \cap g_R)$, has a natural complex structure given by $\pi_*(\mathfrak{h})$.

**Proof.** Since $\pi$ is a real map, we have

$$\pi_*(\mathfrak{h}) + \overline{\pi_*(\mathfrak{h})} = \pi_*(\mathfrak{h}) + \overline{\pi_*(\mathfrak{h})} = \pi_*(\mathfrak{h} + \overline{\mathfrak{h}}) = \pi_*(g) = CT\Omega.$$

The last equality holds because $\pi_*$ is surjective, implying that $\pi_*(\mathfrak{h})$ is elliptic. Notice that, by dimensional reasons, the involutive structure $\pi_*(\mathfrak{h})$ is a complex structure.

**Theorem 4.1.8.** Let $G$ be a compact connected Lie group and let $\mathfrak{h} \subset g$ be an elliptic involutive structure having closed real orbits. Let $\mathfrak{t} = \mathfrak{h} \cap g_R$ and assume that there exists an ideal $\mathfrak{u} \subset \mathfrak{h}$ such that $\mathfrak{t} \oplus \mathfrak{u} = \mathfrak{h}$. Consider the homogeneous space $\Omega = G/K$, with $K = \exp(\mathfrak{t} \cap g_R)$, endowed with the complex structure $\mathcal{V} = \pi_*(\mathfrak{h})$ induced by the quotient map $\pi : G \to \Omega$. Then, we have

$$H^{p,q}(G;\mathfrak{h}) = \sum_{r+s=q} H^{p,r}(\Omega;\mathcal{V}) \otimes H^s(K;\mathbb{C}). \quad (4.1)$$

For the proof, we need the following technical lemma:

**Lemma 4.1.9.** Let $G$, $\mathfrak{h}$, $\mathfrak{t}$, $K$, and $\mathfrak{u}$ be as in Theorem 4.1.8. Let $\omega$ be a left-invariant closed $s$-form in $K$. Then $\omega$ can be extended to a $\mathfrak{d}'$-closed form in $G$. This extension, when restricted to a leaf $gK$, is a left-invariant form on that leaf $gK$.
Proof. Since $u$ is left-invariant, we can regard it as an element of the dual of $\Lambda^s\mathfrak{t}$ and we can extend it to the dual of $\Lambda^s\mathfrak{g}$ by defining it as zero if any of its arguments it in $u$ or $\mathfrak{u}$. Let $w_g = (L_{g^{-1}})^* u$. Notice that

$$(L_g)^* : H^s(gK) \rightarrow H^s(K)$$

is an isomorphism. Thus, $w$ is a smooth $s$-form in $G$ and the restriction of $w$ to a leaf $gK$ is representative of a cohomology class in that leaf $gK$.

We are going to see that $w$ is also $d'$-closed. We just need to show that $w$ satisfies $dw \in N^{1,r}(g; \mathfrak{h})$. Let $X_1, \ldots, X_{r+1} \in \mathfrak{h}$. Since the exterior derivative commutes with the pullback, we have

$$dw_g = d(L_{g^{-1}})^* u = (L_{g^{-1}})^* u(du).$$

Now, since every term $X_j u(X_1, \ldots, \hat{X_j}, \ldots, X_{r+1})$ is zero, we only have to do the following computation

$$du(X_1, \ldots, X_{r+1}) = \sum_{j=1}^{r+1} (-1)^{j+1} X_j u(X_1, \ldots, \hat{X_j}, \ldots, X_{r+1})$$

$$+ \sum_{j<k} (-1)^{j+k+1} u([X_j, X_k], X_1, \ldots, \hat{X_j}, \ldots, \hat{X_k}, \ldots, X_{r+1})$$

$$= \sum_{j<k} (-1)^{j+k+1} u([X_j, X_k], X_1, \ldots, \hat{X_j}, \ldots, \hat{X_k}, \ldots, X_{r+1}).$$

If we assume that $X_j \in \mathfrak{t}$ for all $j$, then $(dw_g)(X_1, \ldots, X_{r+1}) = 0$ because $du = 0$.

However, if we assume that $X_1 \in \mathfrak{u}$ and that $X_j \in \mathfrak{t}$ for $j > 1$, then

$$\sum_{j<k} (-1)^{j+k+1} u([X_j, X_k], X_1, \ldots, \hat{X_j}, \ldots, \hat{X_k}, \ldots, X_{r+1})$$

$$= \sum_{1<k} (-1)^{1+k+1} u([X_1, X_k], X_2, \ldots, \hat{X_j}, \ldots, \hat{X_k}, \ldots, X_{r+1}) = 0$$

because $u$ is an ideal and so $[X_1, X_k] \in \mathfrak{u}$.

Finally, if we assume that two or more elements are $X_1, X_2 \in \mathfrak{t}^\perp$, we can use the fact that $u$ is an ideal and an argument similar to the one above to prove that we have

$$(dw_g)(X_1(g), \ldots, X_{r+1}(g)) = 0.$$
Proof. Let $\langle \cdot, \cdot \rangle$ be a Hermitian extension of any ad-invariant inner product on $\mathfrak{g}_{\mathbb{R}}$. We write $\mathfrak{k} = \mathfrak{h} \cap \mathfrak{h}$ and we define $\mathfrak{k}^\perp = \{ Z \in \mathfrak{h} : \langle Z, W \rangle = 0 \ \forall W \in \mathfrak{h} \}$. Since $\dim \mathfrak{h} = \dim \mathfrak{g} - 1$, we have that $\dim \mathfrak{k}^\perp = 1$ and we clearly have $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{k}^\perp \oplus \mathfrak{k}^\perp$. Since $\mathfrak{k}^\perp$ has dimension 1, it is abelian. More than that, it is an ideal. In fact, we have that, if $T \in \mathfrak{h}_{\mathbb{R}}$ and $Z \in \mathfrak{h}^\perp$, then $\langle [Z, T], U \rangle = \langle Z, [T, U] \rangle = 0, \ \forall U \in \mathfrak{k}$, which means that $[Z, T] \in \mathfrak{k}^\perp$, for all $T \in \mathfrak{k}_{\mathbb{R}}$ and, by linearity, this is also true for all $T \in \mathfrak{k}$. Therefore, if we assume that $K = \exp G(\mathfrak{k}_{\mathbb{R}})$ is closed, we have all the necessary conditions to apply Theorem 4.1.8. Notice that, in this case, the homogeneous space $\Omega = G/K$ is a compact Riemann surface, which concludes the proof.

Notice that, in Example 3.1.11, we constructed an example satisfying the hypothesis of the Theorem 4.1.10.

Now we are going to discuss some techniques to deal with the case in which the complex dimension of $\Omega$ is bigger than 1. For this, we need to introduce the concepts of Lie algebra cohomology and of Lie algebra cohomology relative to a subalgebra. With this new concepts, we can state Bott’s theorem, which gives us an algebraic way to compute the Dolbeault cohomology of certain compact homogeneous complex manifolds.

### 4.2 Cohomology of Lie algebras

In this section, we define algebraic counterparts of the objects related to bidegree cohomology. These objects are the same introduced by Hochschild and Serre [HS53], but here we used a more suitable notation. A good part of this section was inspired by Bott’s paper [Bot57], but the notation was changed to better suit the necessities of this work. Most of the results in this section were written for convenience of the reader, but, in order to not make the text too long, the proofs were omitted. We suggest the reader to consult the original papers for a detailed description of this theory and proofs.

The next two definitions are fundamental for this section. First, we define what is a representation of a Lie algebra on a vector space. Then, we use that representation to define what is an action of the Lie algebra’s elements on the vector space. This notion is necessary to define what is the cohomology associated to Lie algebras.

**Definition 4.2.1.** Let $\mathfrak{g}$ be a Lie algebra over $\mathbb{C}$ and $M$ a vector space over $\mathbb{C}$. A representation of $\mathfrak{g}$ is a Lie algebra homomorphism of $\mathfrak{g}$ into the Lie algebra of all linear transformations of $M$ into $M$.

**Definition 4.2.2.** Let $\mathfrak{g}$ be a Lie algebra over $\mathbb{C}$ and $M$ a vector space over $\mathbb{C}$. We say that the pair $(M, \varphi)$ is a $\mathfrak{g}$-module if $\varphi$ is a representation of the Lie algebra $\mathfrak{g}$ into $M$. We denote by $X \cdot x$ the action of $\varphi(X)$ on the element $x \in M$.

By definition, we have the following properties:

- If $X, Y \in \mathfrak{g}$, $\lambda, \mu \in \mathbb{C}$, and $x \in M$, then $(\lambda X + \mu Y) \cdot x = (\lambda X) \cdot x + (\mu Y) \cdot x$.

- If $X \in \mathfrak{g}$, $\lambda, \mu \in \mathbb{C}$, and $x, y \in M$, then $X \cdot (\lambda x + \mu y) = X \cdot (\lambda x) + X \cdot (\mu y)$. 
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- If \( X, Y \in \mathfrak{g} \) and \( x, y \in M \), then
\[
[X, Y] \cdot x = X \cdot (Y \cdot x) - Y \cdot (X \cdot x).
\]

We denote by \( M^0 \) the subspace of \( M \) consisted of all \( x \in M \) with \( X \cdot x = 0 \), for all \( X \in \mathfrak{g} \). We denote by \( C^p(\mathfrak{g}; M) \) the set of all alternating multi-linear \( p \)-forms on \( \mathfrak{g} \) with values in \( M \). Also, we denote by \( C(\mathfrak{g}; M) \) the formal sum \( \sum_p C^p(\mathfrak{g}; M) \). We identify \( C^0(\mathfrak{g}; M) \) with \( M \). Notice that each \( C^p(\mathfrak{g}; M) \) is a vector space.

If \( \mathfrak{h} \) is an ideal of \( \mathfrak{g} \) (here we allow \( \mathfrak{h} = \mathfrak{g} \)), we can turn \( C^p(\mathfrak{h}; M) \) into a \( \mathfrak{g} \)-module. Indeed, since \( C^0(\mathfrak{h}; M) = M \) it already has a structure of a \( \mathfrak{g} \)-module. For \( p > 0 \), \( u \in C^p(\mathfrak{h}; M) \), \( X \in \mathfrak{g} \), and \( Y_1, \ldots, Y_p \in \mathfrak{h} \), we define
\[
(L_X u)(Y_1, \ldots, Y_p) = X \cdot u(Y_1, \ldots, Y_p) - \sum_{i=1}^n u(Y_1, \ldots, Y_{i-1}, [X, Y_i], Y_{i+1}, \ldots, Y_p).
\]

**Lemma 4.2.3.** It holds that \( L_Y u \in C^p(\mathfrak{h}; M) \) for all \( u \in C^p(\mathfrak{h}; M) \) and \( L \) depends linearly on \( Y \) and on \( u \).

If \( u \in C^{p+1}(\mathfrak{h}; M) \) and \( Y \in \mathfrak{h} \), we define \( i_Y u \in C^p(\mathfrak{h}; M) \) by
\[
i_Y u(Y_1, \ldots, Y_p) = u(Y, Y_1, \ldots, Y_p).
\]

Notice that this is an algebraic definition of the Lie derivative we know from the basic theory of differential geometry. The Lie derivative has the following property: for \( X, Y \in \mathfrak{g} \) and \( u \in C^p(\mathfrak{g}; M) \), we have
\[
i_X (L_Y u) - L_Y (i_X u) = i_{[X,Y]} u.
\]

The coboundary operator is the unique \( \mathfrak{g} \)-homomorphism
\[
d : C^p(\mathfrak{g}; M) \to C^{p+1}(\mathfrak{g}; M)
\]
such that
\[
i_X \circ d + d \circ i_X = L_X,
\]
for all \( X \in \mathfrak{g} \).

By simple calculations we verify that, for all \( X \in \mathfrak{g} \), it holds that \( d(L_X u) = L_X (du) \). It is also easy to verify that, for \( p > 0 \), \( u \in C^p(\mathfrak{g}; M) \), and \( X_1, \ldots, X_{p+1} \in \mathfrak{g} \) we have the following formula
\[
d u(X_1, \ldots, X_{p+1}) = \sum_{j=1}^{p+1} (-1)^{j+1} X_j \cdot u(X_1, \ldots, \hat{X}_j, \ldots, X_{p+1}) + \sum_{j<k} (-1)^{j+k+1} u([X_j, X_k], X_1, \ldots, \hat{X}_j, \ldots, \hat{X}_k, \ldots, X_{p+1}).
\]

From formula 4.2, we see that the operator \( d \) is just the algebraic version of the usual exterior differentiation on smooth manifolds. As expected, we have: if \( u \in C^0(\mathfrak{g}; M) = M \), then \( (du)(X) = X \cdot u \) and, obviously, it holds that \( d^2 = 0 \).

Therefore, we have a complex with respect to \( d \). The cohomology space associated to \( d \), denoted by \( H^*(\mathfrak{g}; M) \), is called cohomology module of \( \mathfrak{g} \) with coefficients in \( M \). It is easy to see that \( H^*(\mathfrak{g}; M) \) is a vector space over \( \mathbb{C} \).

Now we want to discuss some conditions on modules and on Lie algebras so that we can construct isomorphisms between cohomology spaces. Let \( \lambda : \mathfrak{g}' \to \mathfrak{g} \) be a Lie homomorphism and \( \eta : M \to M' \) be a linear map of the \( \mathfrak{g} \)-module \( M \) into the \( \mathfrak{g}' \)-module \( M' \). Also, let \( \lambda^* \otimes \eta :
Definition 4.2.4. Let \( \lambda \) and \( \eta \) be the following linear map:
\[
[\lambda^* \otimes \eta]u(X_1, \ldots, X_n) = \eta[u(\lambda X_1, \ldots, \lambda X_n)] \quad X_i \in \mathfrak{g}', \ u \in C^n(\mathfrak{g}; M).
\]

**Definition 4.2.4.** We say that the maps \( \lambda \) and \( \eta \) are compatibles if
\[
\eta(\lambda X \cdot u) = X \cdot \eta u \quad X \in \mathfrak{g}', \ u \in M.
\]

With this notion of compatibility, we can state the following basic but important result:

**Lemma 4.2.5.** If \( \lambda \) and \( \eta \) are compatibles, the map \( \lambda^* \otimes \eta \) commutes with the differential operators of the complexes in question, so it induces a homomorphism between \( H^*(\mathfrak{g}; M) \) and \( H^*(\mathfrak{g}'; M') \).

Now we want to expand a little bit the notions we just introduced in order to be able to cover the cohomologies related to involutive structures. Let \( R \) be a commutative algebra over \( \mathbb{C} \). The Lie algebra of all derivations of \( R \) is then itself a left \( R \)-module, which we denote by \( \mathcal{D} \).

**Definition 4.2.6.** If \( M \) is a \( R \)-module, then \( \mathcal{B}_R(\mathcal{D}; M) \) denotes the graded \( R \)-module of \( R \)-linear alternating functions from \( \mathcal{D} \) to \( M \).

**Definition 4.2.7.** Let \( M \) be a \( R \)-module also having a \( \mathcal{D} \)-module structure. We say that the \( R \)-module structure is compatible with the \( \mathcal{D} \)-module structure if
\[
X \cdot (\lambda u) = (X \cdot \lambda)u + \lambda(X \cdot u) \quad X \in \mathcal{D}, \ \lambda \in R, \ u \in M.
\]

Suppose that \( M \) is a \( R \)-module having a compatible \( \mathcal{D} \)-module structure. In this situation, \( C(\mathcal{D}; M) \) is well defined and \( \mathcal{B}_R(\mathcal{D}; M) \) can be identified with the subspace of \( R \)-linear maps in \( C(\mathcal{D}; F) \).

**Lemma 4.2.8.** The subspace \( \mathcal{B}_R(\mathcal{D}; M) \) is closed under \( \mathcal{L}_X, \ i_X \) and \( \partial \).

As a consequence, \( \mathcal{B}_R(\mathcal{D}; M) \) is a subcomplex of \( C(\mathcal{D}; M) \). This subcomplex is denoted by \( C_R(\mathcal{D}; M) \) and its cohomology module is denoted by \( H^*_R(\mathcal{D}; M) \). If \( \mathcal{D}_0 \) is a subalgebra of \( \mathcal{D} \), closed under \( R \), then \( H^*_R(\mathcal{D}_0; M) \) and \( H^*_R(\mathcal{D}, \mathcal{D}_0; M) \) are defined analogously from the complexes \( C_R(\mathcal{D}_0; M) \) and \( C_R(\mathcal{D}, \mathcal{D}_0; M) \), respectively.

Now we are finally able to show how to use the algebraic language introduced in this section to describe one of the most important examples of involutive structures:

**Example 4.2.9.** Let \( \Omega \) be a smooth manifold and let \( R = C^\infty(\Omega) \) be the algebra of all smooth complex valued functions on \( \Omega \). The set of all derivations of \( R \) is the Lie algebra of all smooth vector fields \( \mathfrak{X}(\Omega) \). Take \( \mathcal{D} = \mathfrak{X}(\Omega) \) and \( M = C^\infty(\Omega) \). In this case, \( C^*_R(\mathcal{D}; M) \) becomes the complex \( C^\infty(\Omega; \Lambda^q) \) of all complex valued differential forms on \( \Omega \) and \( H^*_R(\mathcal{D}; M) \) is the cohomology of \( \Omega \) in the sense of de Rham. We usually write \( H^q(\Omega; \mathbb{C}) \) for \( H^*_R(\mathcal{D}; M) \).

If \( f : \Omega' \to \Omega \) is a smooth map, then \( f \) induces a homomorphism
\[
f^* : C_R(\mathcal{D}; M) \to C_R(\mathcal{D}'; M')
\]
which commutes with \( \partial \) and so determines a homomorphism
\[
f^* : H^*(\Omega; \mathbb{C}) \to H^*(\Omega'; \mathbb{C}).
\]

**Remark 4.2.10.** The map \( f \) does not induce a Lie homomorphism from \( \mathcal{D}' \) into \( \mathcal{D} \), and this is the disadvantage of treating differential forms on \( \Omega \) from this point of view.

The following example and theorem are fundamental for this text. They provided the main motivation for this project.
Example 4.2.11. Let $G$ be a Lie group. Also, consider $R = C^\infty(G; \mathbb{C})$ and let $\mathfrak{g}$ be the complex Lie algebra of $G$. In this case, the injection
\[
\rho : \mathfrak{g} \to \mathcal{D}
\]
extends to a $R$-linear Lie homomorphism
\[
\rho : \mathfrak{g} \otimes \mathbb{C} R \to \mathcal{D},
\]
which is bijective because $\mathfrak{g}$ is a $R$-base for $\mathcal{D}$. Hence, the induced map
\[
\rho^* : C_R(\mathcal{D}; R) \to C_R(\mathfrak{g}; R)
\]
is bijective and a chain homomorphism. We conclude that
\[
H^*_R(\mathcal{D}; R) \cong H^*_R(\mathfrak{g}; R).
\]

In this case, we also have $H^*(G; \mathbb{C}) \cong H^*(\mathfrak{g}; R)$.

In [CE48, Theorem 2.3], Chevalley and Eilenberg proved the following result:

**Theorem 4.2.12.** Let $G$ be a connected compact Lie group, then
\[
H^*(G) = H^*(\mathfrak{g}; \mathbb{C}).
\]

### 4.2.1 The cohomology induced by subalgebras

Now we are going to introduce the concept of Lie algebra cohomology induced by a subalgebra. We reinforce here that this is the algebraic version of the cohomology induced by involutive subbundles of the tangent bundle. This is going to be really important for our results. Let $\mathfrak{h} \subset \mathfrak{g}$ be a subalgebra.

We define
\[
N^0_{\mathfrak{h}}(\mathfrak{g}; M) = C^0(\mathfrak{g}; M)
\]
and, for $p > 0$,
\[
N^p_{\mathfrak{h}}(\mathfrak{g}; M) = \{u \in C^{p+q}(\mathfrak{g}; M) : u(X_1, \ldots, X_{p+q}) = 0, \text{when } q + 1 \text{ arguments are in } \mathfrak{h}\}.
\]

If $q < 0$, we define $N^p_{\mathfrak{h}}(\mathfrak{g}; M) = \{0\}$.

Since $N^p_{\mathfrak{h}}(\mathfrak{g}; M) \subset N^{p+1,q-1}_{\mathfrak{h}}(\mathfrak{g}; M)$, we can define
\[
C^p_{\mathfrak{h}}(\mathfrak{g}; M) = N^p_{\mathfrak{h}}(\mathfrak{g}; M)/N^{p+1,q-1}_{\mathfrak{h}}(\mathfrak{g}; M).
\]

Also, since $dN^p_{\mathfrak{h}}(\mathfrak{g}; M) \subset N^{p+1,q-1}_{\mathfrak{h}}(\mathfrak{g}; M)$, we can define an operator
\[
d_{\mathfrak{h}} : C^p_{\mathfrak{h}}(\mathfrak{g}; M) \to C^{p,q+1}_{\mathfrak{h}}(\mathfrak{g}; M)
\]
and then we have a cochain complex.

For $p \geq 0$, we denote the set of the $(p,q)$-cocycles elements by
\[
Z^p_{\mathfrak{h}}(\mathfrak{g}; M) = \text{Ker}\left( d : C^p_{\mathfrak{h}}(\mathfrak{g}; M) \to C^{p,q+1}_{\mathfrak{h}}(\mathfrak{g}; M) \right),
\]
the set of $(p,q)$-coboundaries by
\[
B^p_{\mathfrak{h}}(\mathfrak{g}; M) = \text{Ran}\left( d : C^{p,q-1}_{\mathfrak{h}}(\mathfrak{g}; M) \to C^p_{\mathfrak{h}}(\mathfrak{g}; M) \right),
\]
and then we have a cohomology complex.
and the \((p, q)\)-cohomology classes by
\[
H^p_{\mathfrak{h}}(\mathfrak{g}; M) = \frac{Z^p_{\mathfrak{h}}(\mathfrak{g}; M)}{B^p_{\mathfrak{h}}(\mathfrak{g}; M)}.
\]

Notice that, if \(\mathfrak{h}\) is a subalgebra of \(\mathfrak{g}\), then the space \(C^p(\mathfrak{g}/\mathfrak{h}; M)\) has a natural structure of \(\mathfrak{h}\)-module given by
\[
(X \cdot u)([X_1], \ldots, [X_p]) = X \cdot u([X_1], \ldots, [X_p]) - \sum_{j=1}^p u([X_1], \ldots, [[X, X_j]], \ldots, [X_p]).
\]

With this structure, we have the following theorem whose proof can be founded in [HS53]:

**Theorem 4.2.13.** The complexes \((C^p_{\mathfrak{h}}(\mathfrak{g}; M), d_{\mathfrak{h}})\) and \((C^q(\mathfrak{g}/\mathfrak{h}; M), d)\) are isomorphic and
\[
H^p_{\mathfrak{h}}(\mathfrak{g}; M) = H^q(\mathfrak{g}/\mathfrak{h}; C^p(\mathfrak{g}/\mathfrak{h}; M)).
\]

Notice that the left-invariant cohomologies we introduced in Chapter 3 are equivalent to the Lie algebra cohomologies just defined. In fact, given any left-invariant form \(\omega\) on \(G\), we get an element in \(C^1(\mathfrak{g}; \mathbb{C})\). On the other hand, given any element \(\omega \in C^k(\mathfrak{g}; \mathbb{C})\), by extending it \(C^\infty(G)\)-linearly, we get an element in \(C^k_G(G; \Lambda^k)\). This is easily seen to be an isomorphism between the cochains and therefore we have an isomorphism between the cohomology spaces, that is, \(H^k(G) \cong H^k(\mathfrak{g})\).

Now consider \(\mathfrak{h} \subset \mathfrak{g}\) a subalgebra and consider \(\Lambda^{p,q}\) the vector bundle associated to \(\mathfrak{h}\) as we defined on Chapter 2. Since the representatives are always left-invariant, we also can easily see that there is a one-to-one correspondence between elements of \(C^\infty_G(G; \Lambda^{p,q})\) and elements of \(C^\infty_{\mathfrak{h}}(\mathfrak{g}; C)\). This correspondence also gives us \(H^{p,q}(G; \mathfrak{h}) \cong H^p_{\mathfrak{h}}(\mathfrak{g}; \mathbb{C})\).

### 4.3 Bott’s Theorem

In this section, we state a theorem by Bott that is useful when dealing with elliptic involutive structures on compact Lie groups. The following two lemmas are necessary for the statement of Bott’s theorem:

**Lemma 4.3.1.** Let \(G\) be a complex Lie group. If \(f\) is (anti-)holomorphic, then \(Xf\) is (anti-)holomorphic for all left-invariant vectors \(X\).

**Proof.** First, we assume that \(X\) is a real vector field. By definition, we have
\[
(Xf)(x) = \frac{d}{dt} \big|_{t=0} f(x \exp(tX(e)))
\]
and we write \(f_t(x) = f(x \exp(tX(e)))\). Since our complex structure is left-invariant, we have that left translations are holomorphic and so \(f_t\) is holomorphic for every \(t\). Now, let \((z_1, \ldots, z_N)\) be local coordinates in \(U\) and let \(x \in U\). We have
\[
\frac{\partial}{\partial z_j} \frac{d}{dt} f_t(x) = \frac{d}{dt} \frac{\partial}{\partial z_j} f_t(x) = 0
\]
and thus \(Xf\) is holomorphic. For a complex left-invariant vector field \(X\), we write \(X = \text{Re} X + i \text{Im} X\) and thus \(Xf\) is just the sum of two holomorphic functions, \(\text{Re} Xf\) and \(i \text{Im} Xf\).

With the obvious adaptation of this argument, we have that, if \(f\) is anti-holomorphic, then \(Xf\) is anti-holomorphic.

Let \(U\) and \(G\) be complex Lie groups with \(U\) closed in \(G\). Let \(\Omega = G/U\) and suppose that \(G\) is connected and \(\Omega\) is compact and simply-connected.
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By a theorem of Montgomery [Mon50], if K is a maximal compact subgroup of G, under the above conditions, K acts transitively on Ω and therefore Ω has another description:

$$\Omega = K/H$$

with $H = U \cap K$.

We denote, respectively, by $\mathfrak{g}, \mathfrak{u}, \mathfrak{t}, \mathfrak{h}$ the complexified Lie algebras of $G, U, K$ and $H$. Since $G$ is a complex Lie group, we can decompose $\mathfrak{g}$ into two ideals, that is, $\mathfrak{g} = \mathfrak{g}_\alpha \oplus \mathfrak{g}_\beta$, in which $\mathfrak{g}_\alpha$ is the set of all left-invariant vector fields annihilated by all anti-holomorphic differential forms on $G$ and $\mathfrak{g}_\beta$ is the set of all left-invariant vector fields annihilated by all holomorphic differential forms on $G$.

The sets $\mathfrak{g}_\alpha$ and $\mathfrak{g}_\beta$ are ideals. They are obviously subalgebras, so we only need to prove the following:

**Lemma 4.3.2.** If $X \in \mathfrak{g}_\alpha$ and $Y \in \mathfrak{g}_\beta$, then $[X, Y] = 0$.

**Proof.** Let $f$ be holomorphic. By definition, if $X \in \mathfrak{g}_\alpha$, then $X$ annihilates every holomorphic function, so $Xf = 0$ and, by the preceding lemma, $Yf$ is also holomorphic. Therefore,

$$[X, Y]f = X(Yf) - Y(Xf) = 0$$

and we conclude that $[X, Y] \in \mathfrak{g}_\alpha$. By an analogous argument, we have that $[X, Y] \in \mathfrak{g}_\beta$ and thus $[X, Y] = 0$. \qed

Let $\alpha : \mathfrak{g} \to \mathfrak{g}_\alpha$ be the projection and denote by $\iota : \mathfrak{t} \to \mathfrak{g}$ the inclusion of $\mathfrak{t}$ into $\mathfrak{g}$. Write $u_* = (\alpha \iota)^{-1}(u)$. Clearly, $u_* \subset \mathfrak{t}$. In the case where $G$ is the complexification of $K$, which always can be assumed by Montgomery’s theorem and is the case we are going to be working on, $u_*$ can be identified with $\mathfrak{u}_R$, the real Lie algebra of $U$.

**Theorem 4.3.3** (Bott’s theorem). Let $G, U, K, H,$ and $\Omega$ with the conditions we just established and let $\mathcal{O}^p$ be the sheaf of local holomorphic p-forms on $\Omega$. Then,

$$H^q(\Omega; \mathcal{O}^p) = H^q(u_* \mathfrak{h}, \Lambda^p(\mathfrak{t}/u_*)^*)$$

with $u_*$ acting on $\Lambda^p(\mathfrak{t}/u_*)^*$ via adjoint action.

4.3.1 Applications of Bott’s theorem

Now we are going to prove some propositions that are going to be useful when applying Bott’ theorem.

The next proposition shows that any compact homogeneous space $\Omega$ endowed with an invariant complex structure can be represented as a quotient of two complex Lie groups.

**Proposition 4.3.4.** Let $G$ be a connected compact Lie group acting transitively on a smooth manifold $\Omega$. If $\Omega$ is endowed with a complex structure invariant by the action of $G$, then this action extends to a transitive holomorphic action of $G_C$.

**Proof.** We are assuming that the action of $G$ preserves the complex structure, so each automorphism $T_g : \Omega \to \Omega$ is holomorphic and we have a group homomorphism

$$g \in G \mapsto T_g \in \text{Aut}_\mathcal{O}(\Omega). \quad (4.3)$$

Since $\Omega$ is compact, by [Kob12, Theorem 1.1, Chapter III], the set $\text{Aut}_\mathcal{O}(\Omega)$ is a complex Lie group. The topology on $\text{Aut}_\mathcal{O}(\Omega)$ is the compact open topology and, in this case, it is the topology of uniform convergence over compact sets. Since $T : G \times \Omega \to \Omega$ is smooth, particularly it is uniformly continuous. Therefore, the map $(4.3)$ is continuous and is automatically a Lie group homomorphism.
Let \((G, η)\) be the universal complexification of \(G\). By the universal property, there exists a complex Lie group homomorphism \(g ∈ G_\mathbb{C} \to T_\eta \in \text{Aut}_C(Ω)\) such that \(T_\eta(g) = T_g\), for all \(g ∈ G\). Since \(G\) is compact, we have that \(η\) is injective. Therefore, \(G\) can be identified with \(η(G)\) and the action \(T_\eta\) can be considered an extension of \(T\). \(\square\)

The next proposition shows that, in order to study the cohomology of a left-invariant elliptic involutive structure defined over a compact semisimple Lie group, it is enough to study the cohomology of the structure lifted to the universal covering. The advantage of such approach is to be able to assume that the group in question is simply-connected, removing some topological barries.

**Proposition 4.3.5.** Let \(G\) be a semisimple compact Lie group and suppose that it is endowed with an elliptic involutive structure \(\mathfrak{h} ⊂ \mathfrak{g}\). Then, its universal covering group \(G'\) is also compact and admits an elliptic involutive structure \(\mathfrak{h}'\) such that \(H^{p,q}(G; \mathfrak{h}) \cong H^{p,q}(G'; \mathfrak{h}')\).

**Proof.** By Weyl’s theorem [Kna16, Theorem 4.26]), the universal covering \(G'\) is compact. We know that the covering map \(x : G' → G\) gives an isomorphism between \(\mathfrak{g}\) and \(\mathfrak{g}'\). Via this isomorphism, we define \(\mathfrak{h}' \subset \mathfrak{g}'\). We also have that \(π^{-1}(x)\) is finite for every \(x ∈ G\). Therefore, by [Bre12, Theorem 11.1], we have the required isomorphism and the proof is completed.

In order to give a direct proof, we can construct the required isomorphism as follows. We denote by \(\mathcal{S}_\mathfrak{h}\) the sheaf of local solutions of \(\mathfrak{h}\) and by \(\mathcal{S}_{\mathfrak{h}'}\) the sheaf of local solutions of \(\mathfrak{h}'\). Let \(\mathcal{U}'\) be a finite covering of \(G'\) consisting of sets satisfying the following conditions: for every \(U' ∈ \mathcal{U}'\) and \(U = π(U')\), it holds that \(π|_{U'} : U' → U\) is a diffeomorphism and also, for \(q > 0\), it holds that \(H^q(U'; \mathcal{S}_{\mathfrak{h}'}) = 0\). The condition about the diffeomorphism is possible because \(π\) is a covering map and the condition about the sheaf cohomology is possible because \(\mathfrak{h}'\) is elliptic. By taking \(\mathcal{U} = \{U = π(U') : U' ∈ U\}\), we have a finite open covering for \(G\) such that \(H^q(U; \mathcal{S}_{\mathfrak{h}}) = 0\).

Next we construct a cochain isomorphism between \((C^q(\mathcal{U}', \mathcal{S}_{\mathfrak{h}'}, \delta^q))\) and \((C^q(\mathcal{U}, \mathcal{S}_\mathfrak{h}, \delta))\). Since \(\mathcal{U}'\) is finite, we can enumerate its elements \(U'_1, U'_2, \ldots\) and we have a one-to-one correspondence with elements of \(\mathcal{U}\), namely \(U_1, U_2, \ldots\). Thus, for any simplex of \(G\), there is an unique associated simplex \(σ' ∈ \mathcal{N}(\mathcal{U})\), that is, if \(σ = (i_0, \ldots, i_q)\) and \(|σ| = U_{i_0} ∩ \cdots ∩ U_{i_q}\), then \(σ' = (i_0, \ldots, i_q)\) and \(|σ'| = U_{i_0}' ∩ \cdots ∩ U_{i_q}'\).

Let \(f' ∈ (C^q(\mathcal{U}', \mathcal{S}_{\mathfrak{h}'}, \delta^q))\) and let \(σ'\) be a \(q\)-simplex. We define \(f_σ\) in \(|σ|\) by \(f_σ(x) = f'(π^{-1}(x))\). The function \(f_σ\) is well defined because \(π|_{U'}\) is a diffeomorphism and is in \(\mathcal{S}_\mathfrak{h}\). We define a map \(φ : C^q(\mathcal{U}', \mathcal{S}_{\mathfrak{h}'}) → C^q(\mathcal{U}, \mathcal{S}_\mathfrak{h})\) which is obviously bijective and also commutes with the restrictions. Thus, we have that \(\delta^q φ(f') = φ(δ^q f')\) and the map \(φ\) induces an isomorphism between \(H^q(\mathcal{U}', \mathcal{S}_{\mathfrak{h}'})\) and \(H^q(\mathcal{U}; \mathcal{S}_\mathfrak{h})\).

Now, by using Leray’s Theorem [GR65, Section D, Theorem 4], for every \(q ≥ 0\), we have that \(H^q(G', \mathcal{S}_{\mathfrak{h}'}) ⊆ H^q(\mathcal{U}; \mathcal{S}_{\mathfrak{h}'})\) and \(H^q(\mathcal{U}; \mathcal{S}_\mathfrak{h}) ⊆ H^q(\mathcal{U}; \mathcal{S}_\mathfrak{h})\). Finally, we have \(H^q(G', \mathcal{S}_{\mathfrak{h}'}) ≅ H^q(\mathcal{U}; \mathcal{S}_\mathfrak{h})\). \(\square\)

Now, we assume \(G\) to be a compact semisimple Lie group. Combining Proposition 4.3.5, Proposition 4.3.4 and the long exact sequence of homotopy groups, we see that we can apply Bott’s theorem to \(Ω\), which, in connection to Theorem 4.1.8, gives us a complete algebraic description of \(H^{p,q}(G; \mathfrak{h})\). To be explicit, we have the following theorem:

**Theorem 4.3.6.** Let \(G\) be a connected, semisimple and compact Lie group and suppose that \(\mathfrak{h} ⊂ \mathfrak{g}\) is an elliptic involutive structure having closed real orbits. Let \(\mathfrak{k} = \mathfrak{h} ∩ \mathfrak{h}'\) and assume that there exists an ideal \(\mathfrak{z} ⊂ \mathfrak{h}\) such that \(\mathfrak{k} ⊕ \mathfrak{z} = \mathfrak{h}\). Consider the homogeneous space \(Ω = G/K\), with \(K = \exp_G(\mathfrak{k} ∩ \mathfrak{g}_R)\), endowed with the complex structure \(π_\mathfrak{h}\). With \(u_\mathfrak{k}\) defined as in Bott’s theorem, we have \(H^{p,q}(G; \mathfrak{h}) ≅ \sum_{r+s=q} H^r(u_\mathfrak{k}, \mathfrak{k}, Λ^p(g/u_\mathfrak{k})) ∗ H^s(\mathfrak{k})\).
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Proof. By Proposition 4.3.5, we can assume $G$ to be simply-connected. Notice that $K$ is connected by construction, therefore, we use the long exact sequence of homotopy groups to conclude that $\Omega$ is simply-connected. Since $G$ is compact, we have that $\Omega$ is compact. By combining this with the result obtained in Proposition 4.3.4, we can apply Bott’s theorem. The proof is completed.

Corollary 4.3.7. Let $G$ be a semisimple compact Lie group and let $T \subset G$ be a maximal torus. Consider the following elliptic Lie algebra $\mathfrak{h} = \mathfrak{t} \oplus \bigoplus_{\alpha \in \Delta^+} \mathfrak{g}_\alpha$ with $\mathfrak{t}$ being the complexification of the Lie algebra of the maximal torus $T$. Then we have

$$H^{0,q}(G) = H^{0,q}(T).$$

Proof. We define the homogeneous manifold $\Omega = G/T$ and we denote the quotient map by $\pi : G \to \Omega$. Notice that we have precisely the hypothesis of Theorem 4.3.6. Therefore, we have

$$H^{0,q}(G) = \sum_{r+s=q} H^{0,r}(T; \mathfrak{t}) \otimes H^{0,s}_\pi(\Omega) = H^{0,q}(T)$$

and the last equality follows from the fact that $H^{p,q}_\pi(\Omega) = 0$ if $p \neq q$ and $H^{0,0}_\pi(\Omega) = \mathbb{C}$.

4.3.2 Examples

Now we are going to discuss a few examples. They are not a direct application of the theorems of this Chapter. All the following examples, except for the last one, are compact Lie groups endowed with a left-invariant elliptic structure whose cohomology can be computed by adapting the techniques we developed in this chapter.

Let $G$ be a semisimple compact Lie group and let $T \subset G$ be a maximal torus. Let $\Omega = G/T$ be a homogeneous manifold with quotient map denoted by $\pi : G \to \Omega$.

Example 4.3.8. Consider the following elliptic Lie algebra

$$\mathfrak{h} = \mathfrak{e} \oplus \bigoplus_{\alpha \in \Delta^+} \mathfrak{g}_\alpha$$

with $\mathfrak{e}$ being an elliptic structure on the maximal torus.

The quotient map induces a complex structure on $\Omega$, which is known to be Kähler.

Let $[u] \in H^{0,q}(T; \mathfrak{e})$. We know that we can choose $u$ to be a left-invariant form, so we can extend it to a cohomology extension and, by the Leray-Hirsch Theorem, we have

$$H^{0,q}(G; \mathfrak{h}) = \sum_{r+s=q} H^{0,r}(T; \mathfrak{e}) \otimes H^{0,s}((\pi_* h)) = H^{0,q}(T; \mathfrak{e}).$$

The last equality follows from the fact that $H^{p,q}(\Omega; \pi_* (\mathfrak{h})) = 0$ if $p \neq q$ and $H^{0,0}_\pi(\Omega) = \mathbb{C}$.

Notice that, if $\mathfrak{t} = \mathfrak{h} \cap \mathfrak{h}'$ is closed, then there exists an abelian ideal $\mathfrak{e}$ such that we can write $\mathfrak{h} = \mathfrak{t} \oplus \mathfrak{e} \oplus \bigoplus_{\alpha \in \Delta^+} \mathfrak{g}_\alpha$ with $u = \mathfrak{e} \oplus \bigoplus_{\alpha \in \Delta^+} \mathfrak{g}_\alpha$ being an ideal in $\mathfrak{h}$. In this case, we can also apply Theorem 4.3.6.

Example 4.3.9. Now let

$$\mathfrak{h}' = \mathfrak{e} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha$$

with $\mathfrak{e}$ being an elliptic structure on the maximal torus.

The projection map induces the usual De Rham cohomology on $\Omega$. 
Let \([u] \in H^{0,q}(T; \mathfrak{e})\). Since we can choose \(u\) to be a left-invariant form, we can extend it to define a cohomology extension and then we have

\[
H^{0,q}(G; \mathfrak{h}') = \sum_{r+s=q} H^{0,r}(T; \mathfrak{e}) \otimes H^s(\Omega; \mathbb{C}T\Omega).
\]

On the torus, we proved that we can compute the cohomology using only algebraic methods. On the homogeneous manifold, we know, by the Chevalley Eilenberg Theorem, that it can also be computed using only algebraic methods. Thus, the cohomology on \(G\) can also be computed using only algebraic methods.

Example 4.3.10. Now let

\[
\mathfrak{h}'' = \mathfrak{e} \oplus \mathfrak{f},
\]

in which \(\mathfrak{f} + \mathfrak{f} = \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha\) and \(\mathfrak{e}\) is an elliptic structure on the maximal torus.

The quotient map induces an elliptic structure invariant by the action of \(G\) on \(\Omega\). We are going to denote this structure by \(\mathcal{V}_f\). Here we also have a cohomology extension and thus

\[
H^{0,q}(G; \mathfrak{h}'') = \sum_{r+s=q} H^{0,r}(T; \mathfrak{e}) \otimes H^{0,s}(\Omega; \pi_*(\mathfrak{h}'')).
\]

On the torus, we proved that we can compute the cohomology using only left-invariant forms. Unfortunately, it is not known if the cohomology on the homogeneous manifold, namely,

\[
H^{0,s}(\Omega; \pi_*(\mathfrak{h}'')),
\]

can be computed using only algebraic methods.
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