An analytic study of the independent coherent errors in the surface code
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The realistic coherent errors could induce very different behaviors compared with their stochastic counterparts in the quantum error correction (QEC) and fault tolerant quantum computation. Their impacts are believed to be very subtle, more detrimental and hard to analyze compared to those ideal stochastic errors. In this paper, we study the independent coherent error due to the imperfect unitary rotation on each physical qubit of the toric code. We find that the surface code under coherent error satisfies generalized Knill-Laflamme (K-L) criterion and falls into the category of approximate QEC. The extra term in the generalized K-L criterion corresponds to the coherent part of the error channel at logical level, and then show that the generalized K-L criterion approaches the normal K-L criterion when the code distance becomes large. In addition, we also find that if the code with a fixed distance \(d\) is \(\epsilon\)-correctable, the value of \(\epsilon\) describing the accuracy of the approximate QEC cannot be smaller than a lower bound. We then study the success probability of QEC under such coherent errors, and confirm that the exact success probability under coherent error is smaller than the results using Pauli twirling approximation at physical level.

I. INTRODUCTION

It is believed that quantum computers can solve useful problem much faster than the most powerful classical supercomputers [1]. However, to realize meaningful calculations, one may need to build a large-scale quantum processor with noise mitigated or corrected to an extremely low level Quantum error correction schemes [2] was invented for more than twenty years and was then quickly developed in theory for encoding quantum information with a reduced error rate, and the famous examples include the 9-qubit Shor code [2], the 7-qubit Steane code [3], and the most promising surface code [4–6]. The concept of fault-tolerant quantum computation [7] are introduced to ensure the quantum computer to operate at arbitrary logical accuracy for noisy devices, as long as the physical error rate is below an error threshold [8–10]. There are two major types of fault-tolerance architecture: the concatenation architectures with recursive simulation [11] and the topological architectures [4–6]. Due do the locality property of the physical device structure and high error threshold [5], the surface code [4, 6] based on topological architecture is thought to be the most promising candidate for realizing fault-tolerant quantum computation.

Recently, with the experimental development of quantum hardware [12–19], studying the performance of quantum error correction codes (QECCs) experimentally becomes a very important and hot topic [20–23]. However, the fault-tolerant encoding of a logical qubit and the full fault-tolerant QEC have never been demonstrated comprehensively. In fact, the theory of fault-tolerant quantum computation and QEC is only well-developed base on some key assumptions. One of them is that all the noisy parts of the quantum computer are formulated for ideal stochastic error models. However, under more realistic situations, e.g. due to unavoidable imperfect qubit frequency, control pulse and measurement calibrations, the coherent errors on data qubits [24–27] and detection-induced coherent errors [28] become important in quantum computer.

The consequence from more general noise in quantum computation was recognized very early in the literature [29–31]. In order to understand the fault-tolerance threshold from realistic coherent noise, recent studies considered the honest approximations [32], full-scale simulations for small codes [33], tensor network representation for surface code [34]. A numerical simulation [26] based on Majorana fermion representation was carried out to study the toric code, for code distance up to \(d = 37\). Their numerical results indicate that the coherent error model may also has an error threshold, which is close to the threshold of the Pauli twirled stochastic error model [26]. However, more rigorous analytic investigations are necessary for understanding the structure of QEC and fault-tolerance under coherent errors. One of the key early analytic understandings is from the relation between the average gate infidelity and diamond distance [35–38]. The average gate infidelity \(r(D)\) due to a noise process \(D\) can be accessed experimentally via randomized benchmarking [39–43]. While on the other hand, the error thresholds are usually obtain using rigorous bounds via the diamond distance \(D_\diamond(D)\) [44], which cannot be obtained experimentally without complete process tomography. The diamond distance scales as \(D_\diamond(D) \propto r(D)\) for stochastic Pauli noise, but scales differently as \(D_\diamond(D) \propto \sqrt{r(D)}\) for the coherent noise [38]. Those results indicate that if the error threshold exists for the coherent error models, the threshold might be to
square the values of their stochastic counterparts. Although the mitigation schemes [45–50] are proposed for the coherent noise, the assumptions beyond the realistic situations are necessary for those schemes.

Some recent analytic work has made great progress in understanding one type of coherent error models, e.g., the independent coherent noise [24, 25, 27]. Ref. [24] proved an interesting result that the diamond distance $D^L$ of the logical qubit is related to the distance of the physical qubit or the rotation angle $\theta$, i.e., $D^L \leq c_{n,k}|\sin \theta|^d$ for $[n, k, d]$ code, where $d$ is the code distance and the prefactor $c_{n,k}$ is upper bounded by an exponential function of the number of the encoded qubit $n$ (note that $n \approx 2d^2$ for surface code). Therefore, the results cannot lead to positive impression in the large code limit. In addition, even with a better prefactor, we notice that the logical diamond distance $D^L \sim \tau^{(d+1)/2}$ for the stochastic noise and the average infidelity from the randomized benchmarking [38] could scale as $\tau \sim \theta^2$; and therefore, we have to be careful to reach the conclusion that the coherent errors are more favourable than the stochastic ones. Ref. [25] also studied the independent coherent noise for stabilizer code and focused on the off-diagonal parts due to the noise channel in the logical code space. They found that after perfect syndrome measurement, the syndrome averaged logical off-diagonal terms of the error channel decays exponentially with respect to the code distance, and the decay is faster than that from the logical diagonal terms. Then, they made a conclusion that the syndrome measurements of the stabilizer code decohere independent coherent errors. Ref. [27] conducted a more comprehensive study for the independent coherent noise for the toric code. They went beyond the small $\theta$ limit [25] to considered all corrections of $\theta$, and show that the logical channel after error correction loses coherence as increasing distance, which is consistent to the results from Ref. [25]. However, those results mainly focused on the matrix elements between different logical states, i.e. logical off-diagonal terms. A natural question to ask is that how dose the coherency of the noise channel affect the logical diagonal terms and the success probability of error corrections.

**Summary of results**

In this paper, we study the independent coherent error as well, and focus on topological surface code architecture. We aim to study the effects of the coherent error channel on the success probability of the error correction procedure. In order to develop our analytic approach, we first revisit the basic concept and the notations for the topological surface code [5, 51] in the beginning of Sec.II. Then, we introduce the error correction procedure for the coherent error channel, and consider a maximum likelihood decoder to define the success probability of the error correction.

In Sec. III, we rewrite the coherent error after a perfect syndrome measurement into a quantum channel, and split its effect into two categories using the local operators on surface code: logical diagonal terms and logical off-diagonal terms. Ref. [25] shows that the logical off-diagonal terms for stabilizer codes decay exponentially as increasing code distance, and thus conclude that QEC procedures decohere noise. However, we realized that coherent error may play an important role for the logical diagonal terms, and divide those parts into the physical diagonal terms and the physical off-diagonal terms, which correspond to the stochastic contribution with Pauli twirling approximation and coherent contribution beyond Pauli twirling, respectively.

In Sec. IV, we study the coherent error channel in the framework of the Knill-Laflamme (K-L) criterion or the QEC condition [52], and find that the surface code under the coherent error channel satisfies a generalized K-L criterion [53] and falls into the category of the approximate QEC. We find the extra term $\epsilon$, that roughly describing the accuracy of the approximate QEC, corresponds to the coherent part of the error channel at the logical level; and therefore, for a fixed small coherent rotation angle, the coherent error channel converges towards probabilistic quantum channel as code distance approaches infinity. On the other hand, we also find that if the code with a fixed distance $d$ is $\epsilon$-correctable, the value of $\epsilon$ describing the accuracy of the approximate QEC cannot be smaller than a lower bound.

In Sec. V, we focus on the success probability of the QEC procedure by considering the logical diagonal terms, and aim to compare the effects of coherent parts with the stochastic parts (terms after Pauli twirling). One can imagine those stochastic parts as the Pauli averaged infidelity of the coherent errors. We analytically find that the exact success probability from the contribution of the coherent parts is always smaller than the contribution from the stochastic parts using Pauli twirling at physical level, and our analytic results are consistent with the numerical simulations [26]. We can see that even if the logical off-diagonal terms due to the coherent errors decay as increasing the code distance, the success probability determined by the logical diagonal terms will show distinct behaviors regarding the coherency of the error channel. The conclusions and discussions are shown in Sec. VI.

## II. PRELIMINARY OF QEC IN SURFACE CODE

We consider the quantum error correction procedure based on the topological surface code [4, 5], and focus on their performance under the coherent errors, e.g. coherent rotations due to imperfect control pulse calibrations. We assume the coherent noise process is independently applied on each qubit in the code, and the coherent rotations for all the qubit are along the $X$ axis with the same rotation angle $\theta$.

Let us briefly review the QEC procedure of the surface
code on a torus, which is also called toric code [4, 5], and define the notation used in the work. Toric code is a stabilizer code defined on a two-dimensional square lattice with periodic boundary condition, like in FIG. 1. The qubits lies on the edges of the lattice. There are four logical Pauli operators X on Physical qubits. These logical qubits just as physical Pauli operators act around a face in FIG. 2. Since Pauli Z can be viewed as error chain on the toric code lattice, as loops on the lattice, and the logical X operators are non-contractable loops on the dual lattice, we consider only Pauli Z operators.

FIG. 1. Stabilizer generators and logical Pauli operators of toric code (the lattice has periodic boundary condition).

FIG. 2. Error chain on the toric code lattice.

The binary addition of two error chains E = \sum_i c_i e_i and \( E' = \sum_i c'_i e_i \) defined as \( E + E' = \sum_i (c_i + c'_i) \mod 2 e_i \), visually expressed as FIG. 3. Obviously we have

\[ X_E X_{E'} = X_{E+E'} \]  

for arbitrary \( E, E' \in C_1 \). We can define Abelian groups for vertices and faces in similar ways, denoted as \( C_0 \) and \( C_2 \). Naturally there are boundary operators between \( C_2, C_1 \) and \( C_0 \):

\[ C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0. \]

The action of boundary operators is shown in FIG. 4. Any error chain that represents a X stabilizer is boundary of a region, so it belongs to the image of boundary operator on faces \( B_1 = \text{Im} \partial_2 \). Two error chains that differ by a stabilizer (differ by a boundary) have the same effect on code subspace. We use \( [\cdot] \) to denote the equivalent class module \( Z_2 \), \( [E] = \{ E + b \in B_1 \} \in C_1 / B_1 \). \( C_1 / B_1 \) describes the effect of error chains on cod-subspace. Clearly \([E] + [E'] = [E + E']\). Suppose error \( X_E \) occurs, if we perform syndrome measurement of all \( Z_v \) operators, we can detect all the ends of error chain \( E \), which is \( S = \partial_1 E \). \( S \) is what we called syndrome. Error correct introduces a new Pauli operator \( X_{E_s} \) that form closed loop configuration with original error. Closed loop configurations are just error chains that have no ends, so they belong to the kernel of boundary operator on edges \( Z_1 = \text{Ker} \partial_1 \). The boundary of regions must be closed...
loops, so $B_1 \subset Z_1$, in other word $\partial^2 = \partial_1 \circ \partial_2 = 0$. A closed loop configuration might purely be a stabilizer, or it might contain non-contractable loops, which correspond to logical operators. Consider the quotient $H_1 = Z_1 / B_1$. $H_1$ has four elements on torus. For $[L] \in H_1$, if $L$ is empty error chain $L = 0$, $[0]$ is just the set of boundaries, the set of stabilizers. if $[L] \neq [0]$, $X_L$ is equivalent to one of the three logical operators $X_1, X_2, X_1 X_2$. In the error correction procedure, if the final loop configuration $E + E_c$ belongs to $[0]$, the error correction succeed. But if $E + E_c \in [L \neq 0]$, there will be a logical error.

A. Error Correction Procedure for surface code

The error correction procedure for surface code with coherent errors can be summarized as the following four steps:

1. Start with the initial state $|\psi_0\rangle$ which belongs to the code space of the surface code,

2. Coherent error $U = \prod_X e^{i\theta X}$ occurs. ($X$ stands for Pauli $X$ operator acting on qubit $e$),

3. Apply perfect syndrome measurements for all stabilizer operators,

4. Apply Pauli correction $X_{E_c}$ depending on the decoder and the syndrome.

We expand the coherent error operator $U$ in order of the Pauli X operators:

$$U = \prod_e (\cos \theta + i \sin \theta X_e) = \sum_E a_E X_E. \quad (4)$$

Here $\sum_E$ means the summation over all error chains, and the coefficient can be written as

$$a_E = \prod_{e \in E} \sin \theta \prod_{e \notin E} \cos \theta. \quad (5)$$

It shows that the coherent error cause a superposition of different error chain operators. Applying this operator on the initial state leads to a coherent linear superposition of error chain states

$$|\psi_{CE}\rangle = \sum_E a_E X_E |\psi_0\rangle. \quad (6)$$

After syndrome measurement for all the stabilizer operators, we get an ensemble of the possible syndrome outcomes:

$$\{ N_S \sum_{E|\beta E = S} a_E X_E |\psi_0\rangle \}_S, \quad (7)$$

where $S$ denotes the syndrome for a particular measurement outcome, $N_S$ is the normalization factor, $\sum_{E|\beta E = S}$ means the summation over all error chains that have syndrome $S$. The ensemble is weighted by the probability of different syndrome outcomes:

$$\Pr(S) = \sum_{E|\beta E = S} \sum_{E'E'|\beta E' = S} a_E a_{E'}^* \langle \psi_0 | X_E X_{E'} | \psi_0 \rangle. \quad (8)$$

The normalization factor $N_S$ equals to $1/\sqrt{\Pr(S)}$. If we readout the measurement outcome, we will get a specific syndrome $S$. Then after Pauli correction, the final state is:

$$|\psi_{\text{final}}\rangle = N_S \sum_{E|\beta E = S} a_E X_{E+E_c} |\psi_0\rangle. \quad (9)$$

We want to understand the key difference between this result and that using Pauli twirl approximation [54], where the coherent error channel on each qubit $\Lambda(\rho) = e^{i\theta X} \rho e^{-i\theta X}$ is averaging over a Pauli twirl $X(\rho) = \cos^2 \theta \rho + \sin^2 \theta X \rho X$. In that case, we instead obtain the same ensemble as those from the stochastic error model:

$$\{ a_E X_E |\psi_0\rangle \}_E, \quad (10)$$

which is weight by the probability of different errors $p(E) = |a_E|^2$. Note that the state from the ensemble due to the stochastic error can be simply described by error chain applying onto the code space state. On the other hand, the coherent error channel generate a coherent linear superposition of error chain states.

B. Success Probability of Error Correction

To characterize the effectiveness of error correction, we use the fidelity $F = |\langle \psi_0 | \psi_{\text{final}} \rangle|^2$ to represent how close are the final state and the initial state, and $F$ is close to 1 when the final state gets close to the initial state. We can also view the fidelity $F$ as the success probability of error correction. Note that this expectation value depends on the choice of initial state. If the initial state is an eigenstate of logical Pauli $X$ operator, then the final state differs from the initial state by a global phase factor, which means the error correction will always succeed. But if the initial state is an eigenstate of logical Pauli $Z$ operator, the Pauli $X$ error will have the most significant influence on error correction. So in the following sections, we assume the initial state is the eigenstate of both logical $Z$ operators for the toric code, labeled by $|\psi_0\rangle = |0,0\rangle$ (recall that the four eigenstates of the two logical $Z$ operators are $|\psi_0\rangle = |0,0\rangle$, $|\psi_0\rangle = |0,1\rangle$, $|\psi_0\rangle = |1,0\rangle$, and $|\psi_0\rangle = |1,1\rangle$). So we have:

$$| \langle \psi_0 | \psi_{\text{final}} \rangle |^2 = |N_S \sum_{E|\beta E = S} a_E (0,0) X_{E+E_c} |0,0\rangle |^2$$

$$= |N_S \sum_{E|\beta E = S} a_E|^2. \quad (11)$$
Here the second line is due to the fact that \( \langle 0 | X_{E+E} | 0 \rangle = 1 \) if \( E \) is in the same equivalent class of \( E_c \), which means \( X_{E+E} \) is a stabilizer and it vanishes if \( E + E_c \) contains non-contractable loops which means \( X_{E+E} \) is a logical operator on code subspace. Here we note that the dependence of fidelity on initial state is not a consequence of coherence. For example for stochastic Pauli \( X \) error, if the initial state is a eigenstate of logical \( X \) operators, then after error correction will always be the initial state times a overall phase factor, and the fidelity is always 1.

For convenience when comparing coherent error with stochastic error, we can explain the above expression of fidelity as probability. We note that the state after syndrome measurement is \( N_S \sum E |\partial E = S \rangle a_E X_E |0, 0\rangle \). Since a specific syndrome corresponds to four equivalent classes of error chain, we can split the summation \( \sum E |\partial E = S \rangle \) to the summation of four different error classes:

\[
N_S \sum E |\partial E = S \rangle a_E X_E |0, 0\rangle = \langle N_S \sum E |E_{S,1} \rangle X_{E_{S,1}} |0, 0\rangle + \langle N_S \sum E |E_{S,2} \rangle a_E X_{E_{S,2}} |0, 0\rangle + \langle N_S \sum E |E_{S,3} \rangle a_E X_{E_{S,3}} |0, 0\rangle + \langle N_S \sum E |E_{S,4} \rangle X_{E_{S,4}} |0, 0\rangle
\]

where \( [E_{S,1}], [E_{S,2}], [E_{S,3}], [E_{S,4}] \) are the four error classes. The error chain \( E_{S,i} \) is labeled with \( S \) to notify that the syndrome of \( E_{S,i} \) is \( S, \partial E_{S,i} = S \). Therefore, the probability of error class \( [E_{S,i}] \) under the condition of syndrome \( S \) yields

\[
Pr([E_{S,i}] | S) = |N_S \sum E |\partial E = S \rangle a_E|^2.
\]

Besides, the probability is normalized:

\[
\sum_{[E_{S,i}], \partial E_{S,i} = S} Pr([E_{S,i}] | S) = 1,
\]

\[
\sum_{S, [E_{S,i}], \partial E_{S,i} = S} Pr(S) Pr([E_{S,i}] | S) = 1.
\]

Here \( \sum_{[E_{S,i}], \partial E_{S,i} = S} \) means the summation over all four error classes that have syndrome \( S \), because the states we considered are all normalized. So we call \( Pr([E_{S,i}] | S) \) the success probability of the error correction procedure, and it is just the fidelity \( F \) we concerned.

With \( Pr([E_{S,i}] | S) \), we can define a maximum likelihood decoder \([55]\), which is to choose the error class \( [E_{S,max}] \) that has the largest \( Pr([E_{S,i}] | S) \) for Pauli correction. In that case, the logical class in the quantum channel from initial state to final state \( \sum E |\partial E = S \rangle a_E X_{E+E_{S,max}} \) is [0], which corresponds to identity operator, so the final state is most close to the initial state.

Here we introduce some other notations that will be used later. For an error class \( [E_{S,i}] \) under a given syndrome \( S \), we can always split it as the summation of \( [E_{S,max}] \) and a logical class \( [L], [E_{S,i}] = [E_{S,max}] + [L] \). So we can equivalently denote \( Pr([E_{S,i}] | S) = Pr([E_{S,max} + L] | S) \) as \( Pr([L] | S) \). The product of it and syndrome probability \( Pr(S) \) is the joint probability

\[
Pr([L], S) = Pr(S) Pr([L] | S) = \sum_{E \in [E_{S,max} + L]} a_E^2,
\]

and obviously \( \sum_{[L], S} Pr([L], S) = 1 \). \( \sum_{[L]} Pr([L], S) = Pr(S) \). In this case \( [L] \) and \( S \) can be viewed as two random variables and now the choice of the value of \( [L] \) do not rely on \( S \) while \( [E_{S,i}] \) must have \( S \) as its ends. Then \( Pr([L] = 0 | S) \) is the success probability of the decoder for a particular syndrome \( S \), and \( \sum S Pr([0], S) \) is the averaged success probability of the decoder.

### III. DISTINGUISH DIAGONAL AND OFF-DIAGONAL PARTS

In this section we distinguish coherent contribution and stochastic contribution in the error channel. Coherent error an stochastic error can be related through Pauli twirling. The single qubit coherent error channel we considered is:

\[
\Lambda(\rho) = e^{i \theta X} \rho e^{-i \theta X}.
\]

\[
= \cos^2 \theta I + i \sin \theta \cos \theta X \rho I - i \sin \theta \cos \theta I \rho X + \sin^2 \theta X \rho X.
\]

After Pauli twirl approximation, which ignores the off-diagonal part of error channel \( \Lambda \), we get the Stochastic error channel:

\[
\bar{\Lambda}(\rho) = \cos^2 \theta \rho + \sin^2 \theta X \rho X.
\]

\( \bar{\Lambda} \) is the error channel that Pauli \( X \) error occurs at probability \( p = \sin^2 \theta \). Generally we can say that stochastic contribution is the diagonal part of the error channel.

We know that the state after syndrome measurement is \( N_S \sum E |\partial E = S \rangle a_E X_E |\psi_0 \rangle \). The overall error channel is:

\[
D(|\psi_0 \rangle \langle \psi_0 |) = \sum_S \sum_{E |\partial E = S} \sum_{E' |\partial E' = S} a_E a_E^* X_{E} |\psi_0 \rangle \langle \psi_0 | X_{E'}.
\]

After we gather the information of syndrome, the error channel of a particular syndrome \( S \) is

\[
D_S(|\psi_0 \rangle \langle \psi_0 |) = |N_S|^2 \sum_{E |\partial E = S} \sum_{E' |\partial E' = S} a_E a_E^* X_{E} |\psi_0 \rangle \langle \psi_0 | X_{E'}.
\]

At the level of physical noise, the diagonal (off-diagonal) terms of coherent error are \( E = E' \) (\( E \neq E' \)) terms in (19), we will call them physical diagonal (off-diagonal) terms. Pauli twirl approximation means that all the
physical off-diagonal terms are dropped. In (19), the summation of error chain \( \sum_{E|\partial E=S} \) can be split to summation of logical classes \( \sum_{[L]} \) and summation of errors in a logical class \( \sum_{E_L \in [E_{S,\max} + L]} \):

\[
D_S(|\psi_0\rangle \langle \psi_0|) = |N_S|^2 \sum_{[L]} \sum_{E_L \in [E_{S,\max} + L]} \sum_{[L']} \sum_{E_{L'} \in [E_{S,\max} + L']} a_{E_L} a_{E_{L'}^*} X_{E_L} |\psi_0\rangle \langle \psi_0| X_{E_{L'}},
\]

\[
- |N_S|^2 \sum_{[L]} \sum_{E_L \in [E_{S,\max} + L]} \sum_{[L']} \sum_{E_{L'} \in [E_{S,\max} + L']} a_{E_L} a_{E_{L'}^*} X_L X_{E_{S,\max}} \times |\psi_0\rangle \langle \psi_0| X_{E_{S,\max}} X_{L'}. \tag{20}
\]

Here \( \sum_{[L]} \) means the summation over all logical class in \( H_L \), and the third line is because operators that belong to the equivalent class has the same effect on code subspace. In (20), the terms for \( [L] = [L'] \) \( (|L| \neq |L'|) \) correspond to the diagonal (off-diagonal) parts of the matrix elements in the logical code space, we call them logical diagonal terms. If we apply Pauli correction according to the decoder, the error chain decoder chooses \([E_{S,\max}]\), then the final error channel becomes:

\[
N_S(|\psi_0\rangle \langle \psi_0|) = |N_S|^2 \sum_{[L]} \sum_{E_L \in [E_{S,\max} + L]} \sum_{[L']} \sum_{E_{L'} \in [E_{S,\max} + L']} a_{E_L} a_{E_{L'}^*} X_L |\psi_0\rangle \langle \psi_0| X_{L'} \tag{21}
\]

Then, we can see that when choosing \( |\psi_0\rangle \) to be the eigenstate of logical \( Z \) operator, only logical diagonal terms contribute to the fidelity \( F = \langle |\psi_0\rangle \langle \psi_\text{final}| \rangle^2 = \langle |\psi_0\rangle \langle N_S(|\psi_0\rangle \langle \psi_0|) |\psi_0\rangle \rangle \) or the success probability, which can be written as:

\[
\Pr([E_{S,\max}]|S) = F = |N_S|^2 \sum_{E, E' \in [E_{S,\max}]} a_E a_{E'}^* \tag{22}
\]

Similarly, for other logical class:

\[
\Pr([E_{S,\max} + L]|S) = |N_S|^2 \sum_{E_L, E_{L'} \in [E_{S,\max} + L]} a_{E_L} a_{E_{L'}^*}, \tag{23}
\]

which describes the probability for the case with logical errors \( L \). Therefore, \( \Pr([E]|S) \) can also be viewed as the coefficients of logical diagonal terms.

To characterize the influence of Pauli twirl approximation, we need to compare the contribution of coherent (off-diagonal) part with the contribution of stochastic (diagonal) part in \( \Pr([E]|S) \). In (20), we clearly see that the physical diagonal terms are terms with \( E_L = E_L' \) and the physical off-diagonal terms are those with \( E_L \neq E_L' \). So in (23), the stochastic contributions are the \( E_L = E_L' \) terms in the summation and the coherent contributions are the \( E_L \neq E_L' \) terms in the summation.

Reference [25] proved that logical off-diagonal terms decay exponentially with respect to code distance, and we will discuss the application of the result [25] for the surface code system in appendix A. Although the logical off-diagonal terms are proven to decay, there is no discussion about the coherent error effect due to the physical off-diagonal parts as defined below Eq.(19), which are part off the "logical diagonal" terms. That means coherence at the level of physical error chain could still affect the result of error correction and makes Pauli twirl approximation inaccurate. We will discuss this topic in section V.

\[\text{IV. KNILL-LAFLAMME CRITERION}\]

We can analyse coherent error with Knill-Laflamme (K-L) criterion for quantum error correction code [52, 56]. K-L criterion states that [52]: for an error process

\[
D(\rho) = \sum_{K_a \in SD} K_a \rho K_a^\dagger \quad \sum_{K_a \in SD} K_a K_a^\dagger = I \tag{24}
\]

acting on quantum code \( C \), a subset of errors \( S \subseteq SD \) can be recovered if and only if for arbitrary basis states \( |i\rangle, |j\rangle \in C \) and \( K_a, K_b \in S \),

\[
\langle i| K_a^\dagger K_b |j\rangle = \lambda_{ab} \delta_{ij}. \tag{25}
\]

\( \lambda_{ab} \) is an arbitrary Hermitian matrix, and does not depend on \( i, j \). For the coherent error, we consider the quantum channel that coherent rotation shown in Eq. (4), and then perform the perfect syndrome measurement. In this case, we obtain an equivalent error channel \( D(\rho) \) described by an ensemble shown in Eq. (7), and the corresponding quantum operator representation can be written as

\[
D(\rho) = \sum \Pr(S) K_S \rho K_S^\dagger \tag{26}
\]

where the Kraus operators are

\[
K_S = N_S \sum_{E|\partial E=S} a_E X_E \tag{27}
\]

and the syndrome probability \( \Pr(S) = 1/N_S \) is defined in (8). It is easy to verify the completeness of the Kraus operators:

\[
I = UU^\dagger = \sum_{E} a_E X_E \sum_{E'} a_{E'}^* X_{E'} = \sum_{E \in \partial E = S} a_E X_E \sum_{E' \in \partial E' = S} a_{E'}^* X_{E'} = \sum_{S} \Pr(S) K_S K_S^\dagger. \tag{28}
\]
So, we obtain the matrix of the generalized K-L criterion shown in Eq.(29):

\[ \lambda_{ab} = \delta_{ab} \delta_{ij} + |\langle \Delta | K_a^\dagger K_b | j \rangle | \]

and \( \Delta(\Lambda + B, \Lambda) \leq \epsilon \), where \( \Lambda(\rho) = \sum_{ab} \lambda_{ab} \tr(\rho) | a \rangle \langle b | \) and 

\( B(\rho) = \sum_{ab} \tr(\rho B_{ab}) | a \rangle \langle b | \): In the above statements, \( \Delta \) is called Bures distance and it measures the difference between two quantum channels. It is defined as

\[ \Delta(N, M) = \sqrt{1 - F(N, M)} \]

F is the worst-case entanglement fidelity. It characterises the fidelity between two quantum channels and is defined as

\[ F(N, M) = \min_{\rho} F_\rho(N, M) \]

\[ F_\rho(N, M) = f(N \otimes \id(|\psi\rangle), M \otimes \id(|\psi\rangle \langle \psi |)) \]

Here \( F_\rho(N, M) \) is called entanglement fidelity, \(|\psi\rangle\) is a purification of \( \rho \), \( f \) is the fidelity between two states

\[ f(\rho, \sigma) = \tr \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}. \]

The definition of \( \epsilon \)-correctable is that there exists a recovery channel \( R \) such that:

\[ \Delta(RN\mathcal{C}, I) \leq \epsilon. \]

Here \( \mathcal{C} \) is the encode map that map the logical Hilbert space to the physical Hilbert space. Note that \( \mathcal{R} \) determined by K-L criterion might not be the Pauli correction we considered. Compared with normal K-L criterion, equation (29) has an extra term \( B_{ab} \). If the general K-L condition is satisfied, then the error is \( \epsilon \)-correctable, which tells us that the error might not be able to be completely corrected, but we can find a recovery channel so that the final channel can be close to identity.

We then consider our our error correction procedure for the coherent errors, and examine if the coherent errors can be described by the generalized K-L criterion \[53]. Since the K-L matrix elements must be zero for errors from different syndrome, we only focus on the cases with the same syndrome below

\[ \Pr(S) \langle i | K_a^\dagger K_b | j \rangle = \sum_{E \in E^*} \sum_{E' \in E^*} \langle i | a_{E'}^* a_E X_{E'} X_E | j \rangle \]

\[ = \sum_{[L]} \sum_{E_L, E'_L \in [E_{S, max} + L]} \langle a_{E'}^* a_E \rangle \delta_{ij} + \sum_{[L] \neq [L'] \in [E_{S, max} + L]} \sum_{E_L, E'_L \in [E_{S, max} + L]} \sum_{E_{L'}, E'_L \in [E_{S, max} + L']} \langle a_{E_L} a_{E'_L}^* X_{E_{L'}} X_{E'_L} | j \rangle \]

\[ = \sum_{[L]} \sum_{E_L, E'_L \in [E_{S, max} + L]} \langle a_{E'}^* a_E \rangle \delta_{ij} + \sum_{[L] \neq [L'] \in [E_{S, max} + L]} \sum_{E_L, E'_L \in [E_{S, max} + L]} \sum_{E_{L'}, E'_L \in [E_{S, max} + L']} \langle a_{E_L} a_{E'_L}^* X_{E_{L'+L'}} | j \rangle \]

\[ = \sum_{[L]} \sum_{E_L, E'_L \in [E_{S, max} + L]} \langle a_{E'}^* a_E \rangle \delta_{ij} + \sum_{[L]} \sum_{E_L \in [E_{S, max} + L]} \sum_{E_{L'} \in [E_{S, max} + L]} \sum_{[J] \neq [L]} \sum_{E_{L'}, E_{L'}^* \in [E_{S, max} + J]} \sum_{E_{L'} \in [E_{S, max} + J + L]} \sum_{E_{L'} \in [E_{S, max} + J + L]} a_{E_{L}} a_{E_{L+L'}}^* \]

So, we obtain the matrix of the generalized K-L criterion shown in Eq.(29):

\[ \lambda_{S,S'} = \delta_{S,S'} \sum_{[L]} \sum_{E_L, E'_L \in [E_{S, max} + L]} \langle a_{E'}^* a_E \rangle \delta_{ij} = \delta_{S,S'} \Pr(S) \overline{N}(S)_{0,0} \]

\[ B_{S,S'} = \delta_{S,S'} \sum_{[L]} \sum_{E_L \in [E_{S, max} + L]} \sum_{[J]} \sum_{E_{L'} \in [E_{S, max} + J] \neq [L]} \sum_{E_{L'}^* \in [E_{S, max} + J + L]} a_{E_J} a_{E_{L+L'}}^* = \delta_{S,S'} \Pr(S) \sum_{[L]} \overline{N}(S)_{0,L}. \]

Here the quantity \( \overline{N}(S)_{L,L'} \) is expressed as:

\[ \overline{N}(S)_{L,L'} = \frac{1}{\Pr(S)} \sum_{[J]} \sum_{E \in [E_{S, max} + J + L]} \sum_{E' \in [E_{S, max} + J + L']} a_{E} a_{E'}^*. \]
This quantity is considered in Ref. [25], and it is discussed in detail in the appendix A. \( \overline{\mathcal{N}}(S)_{0,0} \) is contributed only by the logical diagonal coefficients in (20) and \( \overline{\mathcal{N}}(S)_{0,L} \) with \([L] \neq [0] \) is contributed only by the logical off-diagonal coefficients. Both \( \overline{\mathcal{N}}(S)_{0,0} \) and \( \sum_{[L]} \overline{\mathcal{N}}(S)_{0,L} \) can be checked to be positive real number. Thus we find that coherent error satisfies Eq. 29 of generalized K-L criterion, which means toric code with single qubit coherent error is approximate quantum error correction. \( \lambda_{S,S'} \) comes from logical diagonal terms. \( B_{S,S'} \) is proportional to the weighted summation of logical operator \( X_L \), whose coefficient comes from logical off-diagonal term. We have not determined the quantity \( \Delta(\Lambda + B, \Lambda) \) yet. But if the logical off-diagonal terms are much smaller than logical diagonal terms, then \( \Delta(\Lambda + B, \Lambda) \) will also be small and we can find a small number \( \epsilon \) that satisfies \( \Delta(\Lambda + B, \Lambda) \leq \epsilon \). In that case, coherent error is \( \epsilon \)-correctable. In fact, we can obtain a lower bound of \( \Delta(\Lambda + B, \Lambda) \). From (A7) we know that:

\[
\Lambda(\rho) = \sum_S \lambda_{S,S} \text{Tr}(\rho) |S\rangle \langle S|, \quad B(\rho) = \sum_S \text{Tr}(\rho B_{S,S}) |S\rangle \langle S|.
\]

Since \( F(\Lambda + B, \Lambda) = \min_\rho F_\rho(\Lambda + B, \Lambda) \), if we set the constrain that \( \rho \) only varies in the set of pure state, it will lead to an upper bound of \( F \):

\[
\tilde{F}(\Lambda + B, \Lambda) = \min_{\rho, \text{pure state}} F_\rho(\Lambda + B, \Lambda).
\]

and therefore, we have \( F(\Lambda + B, \Lambda) \leq \tilde{F}(\Lambda + B, \Lambda) \). For pure state \( \rho \), we have:

\[
F_\rho(\Lambda + B, \Lambda) = f\left( \frac{\lambda(\rho)}{\text{Tr}[\Lambda(\rho)]}, \frac{\Lambda(\rho)}{\text{Tr}[\Lambda(\rho)]} \right) = \text{Tr} \left( \sqrt{\frac{\lambda(\rho)}{\text{Tr}[\Lambda(\rho)]}} \frac{\Lambda(\rho)}{\text{Tr}[\Lambda(\rho)]} \sqrt{\frac{\lambda(\rho)}{\text{Tr}[\Lambda(\rho)]}} \right)
\]

\[
= \frac{\sum_S \sqrt{\lambda_{S,S} + \text{Tr}(\rho B_{S,S})} \lambda_{S,S}}{\sqrt{\sum_S \lambda_{S,S} + \text{Tr}(\rho B_{S,S}) \sum_S \lambda_{S,S}}}.
\]

Note that when computing \( f(\rho, \sigma) \), \( \rho \) and \( \sigma \) have to be normalized. Choose \( \rho \) to be \(|S = 0, +\rangle\rangle \), the +1 eigenstate of logical Pauli \( X \) operators, we have:

\[
\tilde{F}(\Lambda + B, \Lambda) \leq \frac{\sum_S \text{Pr}(S) \sqrt{\overline{\mathcal{N}}(S)_{0,L} \overline{\mathcal{N}}(S)_{0,0}}}{\sqrt{\sum_S \text{Pr}(S) (\sum_{[L]} \overline{\mathcal{N}}(S)_{0,L}) \overline{\mathcal{N}}(S)_{0,0}}}.
\]

So the lower bound of \( \Delta \) is:

\[
\Delta(\Lambda + B, \Lambda) \geq \sqrt{1 - \frac{\sum_S \text{Pr}(S) \sqrt{\overline{\mathcal{N}}(S)_{0,L} \overline{\mathcal{N}}(S)_{0,0}}}{\sqrt{\sum_S \text{Pr}(S) (\sum_{[L]} \overline{\mathcal{N}}(S)_{0,L}) \overline{\mathcal{N}}(S)_{0,0}}}.
\]

We denote the lower bound as \( \Delta_{lb} \). In the expression for \( \Delta_{lb} \)

\[
\Delta_{lb} = \sqrt{1 - \frac{\sum_S \text{Pr}(S) \sqrt{\overline{\mathcal{N}}(S)_{0,0} + \sum_{[L] \neq [0]} \overline{\mathcal{N}}(S)_{0,L} \overline{\mathcal{N}}(S)_{0,0}}}{\sqrt{\sum_S \text{Pr}(S) \overline{\mathcal{N}}(S)_{0,0} + \sum_{[L] \neq [0]} \overline{\mathcal{N}}(S)_{0,L} \overline{\mathcal{N}}(S)_{0,0}}}.
\]

it contains both logical diagonal term \( \overline{\mathcal{N}}(S)_{0,0} \) and logical off-diagonal terms \( \overline{\mathcal{N}}(S)_{0,L}, [L] \neq [0] \). If the logical off-diagonal terms are small compared with the logical diagonal term, the lower bound \( \Delta_{lb} \) approaches 0. The larger the logical off-diagonal terms are, the larger \( \Delta_{lb} \) becomes. This results indicate that if the code is \( \epsilon \)-correctable, the value of \( \epsilon \) that describes the accuracy of the approximate or generalized QEC cannot be smaller than this lower bound. And due to the form of the lower bound, if the logical off-diagonal terms are large, the corresponding \( \epsilon \) also has to be large.

By applying the theorem proved in Ref. [25] (see appendix A), we find that for two different error classes \([L] \)
\[ [L'], \]
\[ \sum_S Pr(S) \overline{N}(S)_{L,L'} = O(\theta^d) \quad \text{as} \quad \theta \to 0. \quad (43) \]

It means that when the noise parameter \( \theta \) is small, syndrome averaged logical off-diagonal part is smaller than syndrome averaged logical diagonal terms and scales as \( \theta^d \). In other words, for fixed \( \theta \), as long as the code distance \( d \) approaches infinity, the logical off-diagonal terms are negligible compared with logical diagonal terms. Because from (35) we see that \( \lambda_{S,S'} \) describes the logical diagonal terms and \( B_{S,S'} \) describes the logical off-diagonal terms, we expect that \( B_{S,S'} \) will also become ignorable compared with \( \lambda_{S,S'} \) when \( d \to \infty \), and the distance \( \Delta(\Lambda + \mathcal{B}, \Lambda) \) between the two channels \( \Lambda + \mathcal{B} \) and \( \Lambda \) approaches 0 accordingly. In that case, the generalized K-L criterion (29) approaches the normal K-L criterion (25).

V. COMPARE COHERENT ERROR WITH STOCHASTIC ERROR

The logical off-diagonal terms due to the coherent error are important quantities, which are exponentially suppressed as increasing code distance \( d \) [25] and also tells us how does the generalized K-L criterion Eq.(29) reduces to the normal K-L criterion Eq.(25) as shown in Sec.IV. However, the coherent error may change the logical diagonal term and thus the success probability of QEC. Therefore, in this section, we focus on the logical diagonal terms, and perform an analytic study to compare the effects of coherent error with the stochastic errors in the performance of the success probability. As discussed in Sec.III, the error channel can be divided into two parts: the physical diagonal terms (stochastic parts after Pauli twirl) and the physical off-diagonal (coherent parts) terms as shown in the discussion after Eq.(19). Ignoring physical off-diagonal part, which means Pauli twirl approximation, will overestimate the success probability.

We consider the probability of the error class \( |E\rangle \) under the condition of syndrome measurement outcome \( S \) (defined in Sec.II B)

\[ Pr(|E\rangle|S) = |N_S \sum_{E \in |E\rangle} a_E|^2, \quad (44) \]

which captures the information of logical diagonal part. Set \( x = \tan \theta \), we can rewrite the above expression as polynomial \( x \):

\[ Pr(|E\rangle|S) = |N_S \sum_{E \in |E\rangle} a_E|^2 \]
\[ = |N_S|^2 (\cos \theta)^{2E} \sum_{c,c' \in |E\rangle} 1^{\mid c + 3c' \mid} x^{\mid c + c' \mid} \]
\[ = |N_S|^2 (\cos \theta)^{2E} \sum_{b,b' \in B_1} 1^{\mid E + b + 3|E + b'|} x^{\mid E + b + E + b' \mid}, \quad (45) \]

where \( E \) is the number of edges, \( c \) and \( c' \) are the error chains belong to \( |E\rangle \), \( b \) and \( b' \) are boundaries \( (b,b' \in [0]) \), and the detail definitions for those quantities can be found in Sec.II. \( |c| \) represents the number of edges in chain \( c \). On the torus, \( |E + b| \) has to be \( |E| \) plus a even number (denoted as \( \tilde{b} \), \( |E + b| = |E| + \tilde{b} \)), therefore \( |E + b| + 3|E + b'| \) must be even \( (|E + b| + 3|E + b'| = 4|E + b| + 3\tilde{b}). \) Then, we obtain

\[ Pr(|E\rangle|S) = |N_S|^2 (\cos \theta)^{2E} \sum_{b,b' \in B_1} (1 - \frac{|c + c'|}{2}) x^{\mid E + b + E + b' \mid}. \quad (46) \]

In this expression \( Pr(|E\rangle|S) \), the physical diagonal contribution corresponds to \( b = b' \) terms and the physical off-diagonal contribution corresponds to \( b \neq b' \) terms. We set the summation part as

\[ Z(x, |E\rangle) = \sum_{c,c' \in |E\rangle} (1 - \frac{|c + c'|}{2}) x^{\mid c + c' \mid}. \quad (47) \]

where \( Z(x, |E\rangle) \) is proportional to \( Pr(S)Pr(|E\rangle|S) \),

\[ Pr(|E\rangle) = \frac{1}{Pr(S)} (\cos \theta)^{2E} Z(x, |E\rangle) \quad (48) \]

In order to perform the comparison study, we divide \( Z(x, |E\rangle) \) into two parts

\[ D(x, |E\rangle) = \sum_{c \in |E\rangle} x^{2c}, \]
\[ O(x, |E\rangle) = \sum_{c \neq c' \in |E\rangle} (1 - \frac{|c + c'|}{2}) x^{\mid c + c' \mid}, \quad (49) \]

where \( D(x, |E\rangle) \) is the diagonal (stochastic or with Pauli twirling) part of \( Z(x, |E\rangle) \) and \( O(x, |E\rangle) \) is the off-diagonal (coherent) part of \( Z(x, |E\rangle) \). Note that \( |c| + |c'| = 2|E| + b + b' \) has to be an even number, so \( Z(x, |E\rangle) \) contains only even power of \( x \). We will compare \( D(x, |E\rangle) \) with \( O(x, |E\rangle) \).

First we focus on the stochastic part. Denote the minimum length of the elements in \( |E\rangle \) as \( l_{min} \), then the length of any elements in \( |E\rangle \) must differ from \( l_{min} \) by an even number. Then \( D(x, |E\rangle) \) can be reorganised by the power of \( x \):

\[ D(x, |E\rangle) = \sum_{n \geq 0} d_n x^{2(l_{min} + 2n)}, \quad (50) \]

where \( d_n \) is the number of elements that have the length \( l_{min} + 2n \), we call this degeneracy. Then, we consider the calculation of \( Z(x, |E\rangle) \). Setting \( |c| = l_{min} + 2n, |c'| = l_{min} + 2n' \), we get:

\[ Z(x, |E\rangle) = \sum_{n,n'} d_n d_{n'} (1 - \frac{4l_{min} + 2n + 2n'}{2}) x^{2(l_{min} + 2n + 2n')} \]
\[ = \sum_m z_m (1 - \frac{4m}{2}) x^{2l_{min} + 2m}, \quad (51) \]
where we choose the relation $m = n + n'$ in the second line above, and $z_m$ is defined as:

$$z_m = \sum_{n,n'|n+n'=m} d_n d_{n'}.$$  

(52)

In this case, the coherent part $O(x, [E])$ can be obtain from $Z(x, [E]) - D(x, [E])$, so we have:

$$O(x, [E]) = \sum_m o_m (-1)^m x^{2l_{min}+2m},$$  

(53)

where

$$o_m = \begin{cases} 
    z_m - d_{m/2}, & m \text{ mod } 2 = 0 \\
    z_m, & m \text{ mod } 2 = 1,
  \end{cases}$$  

(54)

where $z_m$ is defined in Eq.(52) and $d_m$ is defined in Eq.(50) for the reminder.

With the expression of $O(x, [E])$ and $D(x, [E])$, we can compare them under small noise limit ($\theta$ and thus $x$ is small) by a Taylor expansion at $x \to 0$:

$$O(x, [E]) = \sum_m o_m (-1)^m x^{2m} = \sum_m r_m x^{2m}$$  

(55)

Using Eq.(52) and (54), the lowest order terms can be computed explicitly:

$$r_0 = \frac{z_0 - d_0}{d_0} = d_0 - 1,$$

$$r_1 = - \frac{z_1}{d_1} = -2d_1.$$  

(56)

So we get the ratio of coherent part and stochastic part under small noise limit:

$$\frac{O(x, [E])}{D(x, [E])} \to (d_0 - 1) - 2d_1 x^2 + r_2 x^4 + \cdots$$  

(57)

For examples, we may consider the following three kinds of situations. In these examples, we assume the number of edges $\mathcal{E}$, which is also the number of qubit since each edge is assigned with a qubit, is large enough, and the error parameter $x = \tan \theta$ is small, $x \to 0$.

First of all, we consider the case $[E] = [0]$, which means $[E]$ is the class of error chains that form boundaries of regions and can be viewed as $X$ stabilizers. In the error chain class $[0]$, the shortest error chain is just empty error chain $E = 0$, so $l_{min} = 0$, and there is only one element with length 0, so $d_0 = 1$. There are no elements with length 2 in class $[0]$, since length 2 error chains cannot enclose a region, so $d_1 = 0$. As for the error chains with length 4, each of these error chains just enclose a single face. Since the number of faces is half of the number of edges, we have $d_2 = \mathcal{E}/2$. Therefore, the ratio of coherent part and stochastic part becomes

$$\frac{O(x, [E])}{D(x, [E])} \to \mathcal{E} x^4 + \cdots.$$  

(58)

If the noise strength is small enough, the coherent part can be ignored compared with stochastic part.

For the other two examples, we consider the two error classes in FIG. 5. For error class (1), the error chains in this class can be any ‘continuous’ deformation of the error chain in (1) of FIG. 5, which means the difference between them is a boundary of regions. The shortest length in this class is obviously $l_{min} = 2$. By counting the number of error chains that have the length 2, 4 and 6 similarly as before, we obtain that the degeneracy $d_n$ for length $l_{min} + 2n$ error chains when $n = 0, 1, 2$ are $d_0 = 2$, $d_1 = 4$ and $d_2 = \mathcal{E} - 4$. Substitute these results into Eq. (52) and (54), we obtain $z_0 = 4, z_1 = 16, z_2 = 4\mathcal{E}$, $o_0 = 2, o_1 = 16, o_2 = 4\mathcal{E} - 4$, and the ratio of coherent part and stochastic part is:

$$\frac{O(x, [E])}{D(x, [E])} = \frac{2 - 16x^2 + (4\mathcal{E} - 4)x^4 + \cdots}{2 + 4x^4 + \cdots}$$  

(59)

Note that in this case, even for very small but finite $x$, the ratio $O(x, [E])/D(x, [E])$ does not vanish, but acquire a constant value. This result is not inconsistent with the situation at $x = 0$ limit, because this error class will first vanish in the $x = 0$ limit. This means that even when the noise is small but finite, the coherent part could be comparable to the stochastic part for certain degenerate error chains. For error class (2), we do the counting similarly and find that $d_0 = 1, d_1 = 6, d_2 = \mathcal{E}/2 - 2$. Substitute these results into Eq. (52) and (54), we obtain $z_0 = 1, z_1 = 12, z_2 = \mathcal{E} + 32, o_0 = 0, o_1 = 12, o_2 = \mathcal{E} + 26$, then the ratio of coherent part and stochastic part is:

$$\frac{O(x, [E])}{D(x, [E])} = \frac{-12x^2 + (\mathcal{E} + 26)x^4 + \cdots}{1 + 6x^4 + \cdots}$$  

(60)

In this case the leading term scales as $x^2$. The above three examples tells us that while the noise is small, the coherent part could be comparable to stochastic part for some error classes, and is negligible in other cases.

So far from Eq. (57) we see that when degeneracy $d_0$ is larger than 1, the coherent part can reach a constant multiple of the stochastic part while noise is small. Now the question is how does those degenerate error chains
affect the error correction procedure. When the noise \( \theta \) is small, only the shortest error chain has the largest contribution in the error chain summation of \( Z(x, [E]) \). So in that case, the maximum likelihood decoder is equivalent to minimum weight perfect matching decoder, which choose out the error class that contains the shortest error chain (this error class has the largest probability). For a given syndrome \( S \), denote the four different error classes of this syndrome as \([E_{S,i}], i = 1, 2, 3, 4\). Set \([E_{S,1}]\) as the error class with the largest probability, and it is chosen by decoder as the error correction that we should apply, then the success probability of this error correction is \( \text{Pr}([E_{S,1}]|S) \) as discussed in subsection II B, and it is expressed in \( Z(x, [E_{S,i}]) \) as:

\[
\text{Pr}([E_{S,1}]|S) = \frac{Z(x, [E_{S,1}])}{\sum_i Z(x, [E_{S,i}])}.
\]  

(61)

Here, \( Z(x, [E_{S,i}]) \) is unnormalized probability of error class \([E_{S,i}]\), and the success probability is obtained by dividing a normalization factor \( \sum_i Z(x, [E_{S,i}]) \) under the particular syndrome \( S \). We denote:

\[
R_i = \frac{Z(x, [E_{S,i}])}{D(x, [E_{S,i}])} = \frac{O(x, [E_{S,i}])}{D(x, [E_{S,i}])} + 1,
\]

(62)

then the success probability can be written as

\[
\text{Pr}([E_{S,1}]|S) = \frac{R_1 D(x, [E_{S,1}])}{\sum_i R_i D(x, [E_{S,i}] - 1)}.
\]

(63)

Similarly, if we consider stochastic error under Pauli twirl approximation instead of coherent error, the success probability becomes

\[
\text{Pr}_{\text{twirl}}([E_{S,1}]|S) = \frac{D(x, [E_{S,1}])}{\sum_i D(x, [E_{S,i}])}.
\]

(64)

Note that under small noise, the maximum likelihood decoder that finds for the most possible error class for coherent error and for stochastic error will both choose out the same error class of a syndrome with the shortest error chain in it, Here \([E_{S,1}]\), since this error class will have the largest probability in both cases, that is why \( \text{Pr}_{\text{twirl}}([E_{S,1}]|S) \) will be viewed as success probability for stochastic error. When the noise is small, \( x \to 0 \), we know that \( R_i/R_1 \approx d_{0, [E_{S,i}]}/d_{0, [E_{S,1}]} \), where \( d_{0, [E_{S,i}]} \) is the degeneracy of shortest error chain \( d_{0} \) in the error class \([E_{S,i}]\). Because error class \([E_{S,1}]\) has the shortest error chain length, and smaller error chain is more likely to have smaller degeneracy \( d_{0} \) (for example in FIG. 6), we have \( d_{0, [E_{S,i}]}/d_{0, [E_{S,1}]} \geq 1 \) for \( i = 2, 3, 4 \). So the denominator of Eq. (63) is larger than that in Eq. (64), and we have the conclusion that the coherency of error reduces the success probability of error correction.

We now compare the success probability \( \text{Pr}([E_{S,1}]|S) \) for coherent error and \( \text{Pr}_{\text{twirl}}([E_{S,1}]|S) \) for stochastic error quantitatively. From Eq. (63) and (64) we obtain:

\[
\frac{1}{\text{Pr}([E_{S,1}]|S)} - \frac{1}{\text{Pr}_{\text{twirl}}([E_{S,1}]|S)} = \sum_{i=2}^{4} \frac{R_i}{R_1} - 1 \frac{D(x, [E_{S,i}])}{D(x, [E_{S,1}])},
\]

(65)

and consequently we obtain the ratio of the success probability for stochastic parts and coherent parts

\[
\frac{\text{Pr}_{\text{twirl}}([E_{S,1}]|S)}{\text{Pr}([E_{S,1}]|S)} = 1 + \text{Pr}_{\text{twirl}}([E_{S,1}]|S) \sum_{i=2}^{4} \frac{R_i}{R_1} - 1 \frac{D(x, [E_{S,i}])}{D(x, [E_{S,1}])},
\]

(66)

\[
= 1 + \sum_{i=2}^{4} \frac{R_i}{R_1} - 1 \frac{D(x, [E_{S,i}])}{\sum_j D(x, [E_{S,j}])}.
\]

For small noise \( x \to 0 \), we want to keep the lowest order of \( x \) in the above expression. Note that each term in the \( i \) summation might have different lowest order because of the difference of \( l_{\min, [E_{S,i}]} \). Because error class \([E_{S,i}]\) has the largest probability, we suppose that \( l_{\min, [E_{S,i}]} \leq l_{\min, [E_{S,1}]} \). Up to the lowest order:

\[
\sum_j D(x, [E_j]) \approx D(x, [E_{S,i}]) \approx d_{0, [E_{S,i}]} x^{2l_{\min, [E_{S,i}]}},
\]

\[
D(x, [E_{S,i}]) \approx d_{0, [E_{S,i}]} x^{2l_{\min, [E_{S,i}]}},
\]

Then we retain the lowest order in the \( i \) summation, and get:

\[
\frac{\text{Pr}_{\text{twirl}}([E_{S,1}]|S)}{\text{Pr}([E_{S,1}]|S)} = 1 + \sum_{i=2}^{4} \frac{d_{0, [E_{S,i}]}^{2l_{\min, [E_{S,i}]} - l_{\min, [E_{S,1}]}}}{d_{0, [E_{S,1}]}} - 1 x^{2l_{\min, [E_{S,i}]} - l_{\min, [E_{S,1}]}},
\]

(67)

Here the lowest order of \( x \) is retained in the summation. Clearly the above expression is greater than or equal to 1 because \( d_{0, [E_{S,i}]}/d_{0, [E_{S,1}]} - 1 \geq 0 \), and for most cases it is strictly greater than 1 since the degeneracy of shortest error chain is generally than other error chains. So stochastic error can be corrected with a higher success rate than coherent error. We see that as \( x \) grows, \( \text{Pr}_{\text{twirl}}([E_{S,1}]|S)/\text{Pr}([E_{S,1}]|S) \) becomes larger and larger.

FIG. 6. Two syndromes and the shortest error chain in four error classes correspond to each syndrome on 4 × 4 lattice.
than 1, so the success probability under coherent error becomes smaller and smaller compared with stochastic error. The ratio $Pr_{\text{twirl}}([S]) / Pr([S])$ equals to 1 when $x = 0$, and this is trivially obvious when no error occurs. However, it seems to be contradictory to the fact that Eq. (57) have nonzero constant term. However, that is not the case. The nonzero constant term in Eq. (57) contributes to $R_0 / R_1 - 1$ in Eq. (66), which leads to the part $d_0, [S] / d_0, [S] - 1$ in Eq. (67). If we assume that the constant term of $O(x, [S]) / D(x, [S])$ is 0 for all $[S]$ (though this assumption is not realistic), then $d_0, [S] / d_0, [S] - 1$ must be zero and the second term in Eq. (67) vanishes. Off that situation, only higher order terms of $x$ are left. So the nonzero constant term in Eq. (57) is the reason why the success probability of coherent error is smaller than Pauli twirled stochastic error when noise is small.

VI. SUMMARY AND DISCUSSION

In this paper, we study focus on the QEC procedure of the toric code, and consider the error correction performance the independent coherent error. We find that the toric code under this coherent error model can be captured by the generalized Knill-Laflamme (K-L) criterion and falls into the category of approximate QEC. The original term that that exists in the exact K-L criterion corresponds to the logical diagonal parts of the error channel, while the extra term in the generalized K-L criterion corresponds to the coherent part of the error channel at logical level. We then show that the generalized K-L criterion approaches the normal K-L criterion when the code distance becomes large. In addition, we also find that if the code with a fixed distance $d$ is $\epsilon$-correctable, the value of $\epsilon$ describing the accuracy of the approximate QEC cannot be smaller than a lower bound. We then study the success probability of QEC under such coherent errors, and confirm that the exact success probability under coherent error is smaller than the results using Pauli twirling approximation at physical level.

In reality, other types of coherent errors beyond the independent coherent rotation errors, which assume perfect syndrome measurements, could be important in quantum computer. For example, detection induced coherent errors with imperfect syndrome measurements and the effect of constant qubit-qubit interactions which cannot be fully turned off, e.g. ZZ crosstalk in CZ gate of SC qubits. One of the authors analyzed the effect of detection-induced coherent errors introduced by controlled-Z gates for the surface code [28]. The results show that the detection-induced coherent error will result in undetected error terms, and they will evolve into logical errors after several QEC cycles, and the observation indicates that although those undetected error terms may be less harmful for one QEC cycle, after several QEC cycles they will evolve into logical errors and become more harmful [28]. Only if we fixed the number of QEC cycles and the small coherent rotation angle, one can show that the surface code can alleviate this effect by increasing the code size, and thus demonstrate the effectiveness of QEC again similar to the results for the independent coherent rotation errors [24, 25, 27]. Finally, we want to emphasize that the general coherent noise problem for QEC and fault-tolerant quantum computation is still unsolved and in its early stage of research.
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Appendix A: Logical Diagonal and Off-diagonal Part

In this part, we apply the theorem proved in Ref.[25] to our model. In Ref.[25], they considered the quantity

$$\mathcal{N}(S)_{L,L'} = \frac{\langle (P_L \Pi_S) | \mathcal{N} | (P_{L'} \Pi_0) \rangle}{\Pr(S)^2}$$

$$\mathcal{N} = \bigotimes_{i=1}^n \mathcal{N}^{(i)}$$

for a general $[[n, k, d]]$ stabilizer code and proved that

$$\sum_s \Pr(S) \mathcal{N}(S)_{L,L'} \in \mathcal{O}(r^{d/2}) \quad \text{as} \quad r \to 0$$

$$r = \max \text{Tr}(I - \mathcal{N}^{(i)}) / 6.$$
is the overall error channel. The double vector $|\rangle\rangle$ is defined as follows. For a $m$-dimensional system, $\mathbb{C}^{m \times m}$ is the space of operators on this system. Let $\mathcal{B}$ be an arbitrary trace-orthonormal basis of $\mathbb{C}^{m \times m}$, $\mathrm{Tr}(B_j^\dagger B_k) = \delta_{j,k}$ for all $B_j, B_k \in \mathcal{B}$. For example $\mathcal{B}$ can be chosen as Pauli basis. We use double vector to represent operators in $\mathbb{C}^{m \times m}$ as vectors. The base vector $B_j \in \mathcal{B}$ is expressed as $|B_j\rangle$. For any $M \in \mathbb{C}^{m \times m}$, $|M\rangle = \sum B_j |B_j\rangle$. The inner product is $\langle M | N \rangle = \mathrm{Tr}(M^\dagger N)$. For a quantum channel $\mathcal{N}$ that maps a system to another, its action on any vector $|M\rangle$ is defined as $\mathcal{N}(M) = \{\mathcal{N}(M)\} = \sum_{B \in \mathcal{B}} |N(B)\rangle \langle B | M \rangle$, where $\mathcal{B}$ is the trace-orthonormal basis for the input system.

In our error correction procedure, the error channel is the single qubit unitary $\mathcal{N}(\rho) = U \rho U^\dagger$, and logical qubit number is $k = 2$. We choose $P_L, P_L'$ to be logical Pauli $X$ operators $X_L$ and $X_L'$, and $L, L'$ are the logical chains. We denote the states of our system as $|S, x\rangle$, where $S$ is syndrome and $x$ is a two bit binary number that stands for logical degree of freedom ($|S, x\rangle = X_{E_{S, max} |0, x\rangle}$, $X_{E_{S, max}}$ has maximum probability under syndrome $S$). Then the projector $\Pi_S$ is:

$$\Pi_S = \sum_x |S, x\rangle \langle S, x|.$$  \hspace{1cm} (A3)

Then we obtain:

$$\overline{\mathcal{N}}(S)_{L, L'} = \frac{1}{4 \Pr(S)} \mathrm{Tr}(\Pi_S X_L U X_{L'} \Pi_0 U^\dagger)$$

$$= \frac{1}{4 \Pr(S)} \mathrm{Tr}(\sum_{x, y} \langle S, x| X_L X_{L'} \sum_{E, E'} a_{E} a_{E'}^{*} X_E \langle 0, y | 0, y \rangle X_{E'})$$

$$= \frac{1}{4 \Pr(S)} \sum_{x, y} \sum_{E, E'} \langle S, x| a_{E} a_{E'}^{*} X_{E + L + L'} \langle 0, y | 0, y \rangle X_{E'} |S, x\rangle$$

$$= \frac{1}{4 \Pr(S)} \sum_{x, y} \sum_{E, E'} \langle S, x| a_{E} a_{E'}^{*} \delta_{E, E'} \langle 0, y | 0, y \rangle X_{E'} |S, x\rangle.$$ \hspace{1cm} (A4)

As before, we split the summation of error chains under a particular syndrome $\sum_{E | 0 = S} \sum_{\delta E = \delta E'}$ to summation of logical classes $\sum_{E, \delta E = \delta E'}$:

$$\overline{\mathcal{N}}(S)_{L, L'} = \frac{1}{4 \Pr(S)} \sum_{x, y} \sum_{[j], [J'], [J]} \sum_{E, \delta E = \delta E'} a_{E} a_{E'}^{*} \delta_{E, E'} \langle S, x| X_{E + J + L + L'} | 0, y \rangle \langle 0, y | X_{E'} | S, x\rangle$$

$$= \frac{1}{4 \Pr(S)} \sum_{x, y} \sum_{[j'], [J', J]} \sum_{E, \delta E = \delta E'} a_{E} a_{E'}^{*} \delta_{E, E'} \langle S, x| X_{J + L + L'} | S, y \rangle \langle S, y | X_{E' - J'} | S, x\rangle.$$ \hspace{1cm} (A5)

Let $L_x$ be the logical chain that corresponds to $x$. In the above expression, non-vanishing terms have the constrain $X_{L_x} X_{J} X_{L_x} X_{L_x} = I$, $X_{L_x} X_{J'} X_{L_x} = I$, which means $[L_x] + [J] + [L] + [L'] + [L_y] = [0]$, $[L_y] + [J'] + [L_x] = [0]$. So we obtain:

$$\overline{\mathcal{N}}(S)_{L, L'} = \frac{1}{\Pr(S)} \sum_{[j]} \sum_{E, \delta E = \delta E'} a_{E} a_{E'}^{*}$$

$$= \frac{1}{\Pr(S)} \sum_{[j]} \sum_{E, \delta E = \delta E'} a_{E} a_{E'}^{*}$$

$$\sum_{S} \Pr(S) \overline{\mathcal{N}}(S)_{L, L'} = \sum_{S} \sum_{[j]} \sum_{E, \delta E = \delta E'} a_{E} a_{E'}^{*}.$$ \hspace{1cm} (A6)

This is the quantity considered in Ref. [25]. The $L = L'$ logical diagonal terms of $\overline{\mathcal{N}}(S)_{L, L'}$ is just the summation of the coefficients of coherent error logical diagonal term in equation (20), same as the off-diagonal terms. The quantity
\(\lambda_{S,S'}\) and \(B_{S,S'}\) in section IV can be expressed by \(\overline{\mathcal{N}}(S)_{L,L'}\):

\[
\lambda_{S,S'} = \delta_{S,S'} \sum_{[L]} a_{E} a_{E'}^{\ast} = \delta_{S,S'} \text{Pr}(S)\overline{\mathcal{N}}(S)_{0,0} \\
B_{S,S'} = \delta_{S,S'} \sum_{[L] \neq [0]} X_{L} \sum_{[J]} \sum_{E \in [E_{S_{max}} + J]} \sum_{E' \in [E_{S_{max}} + J + L]} a_{E} a_{E'}^{\ast} \\
= \delta_{S,S'} \text{Pr}(S) \sum_{[L] \neq [0]} X_{L} \mathcal{N}(S)_{0,L}.
\]

For our single qubit coherent error \(\mathcal{N}^{(i)}(\rho) = e^{i\theta X} \rho e^{-i\theta X}\), the average infidelity \(r\) can be expressed in \(\theta\). To compute \(\text{Tr}(I - \mathcal{N}^{(i)})/6\), we choose the Pauli operators \([I, X, Y, Z]/\sqrt{2}\) as the basis of \(\rho\). An arbitrary density matrix \(\rho = a(I/\sqrt{2}) + b(X/\sqrt{2}) + c(Y/\sqrt{2}) + d(Z/\sqrt{2})\) can be written in vector form as \(|\rho\rangle\rangle = a |I/\sqrt{2}\rangle\rangle + b |X/\sqrt{2}\rangle\rangle + c |Y/\sqrt{2}\rangle\rangle + d |Z/\sqrt{2}\rangle\rangle\). We can compute the matrix elements of \(\mathcal{N}^{(i)}\) in Pauli basis. Since \(\mathcal{N}^{(i)}(I/\sqrt{2}) = e^{i\theta X}(I/\sqrt{2})e^{-i\theta X} = I/\sqrt{2}\), we have:

\[
|\mathcal{N}^{(i)}(I/\sqrt{2})\rangle\rangle = |I/\sqrt{2}\rangle\rangle.
\]

Similarly:

\[
|\mathcal{N}^{(i)}(X/\sqrt{2})\rangle\rangle = |X/\sqrt{2}\rangle\rangle \\
|\mathcal{N}^{(i)}(Y/\sqrt{2})\rangle\rangle = \cos 2\theta |Y/\sqrt{2}\rangle\rangle - \sin 2\theta |Z/\sqrt{2}\rangle\rangle \\
|\mathcal{N}^{(i)}(Z/\sqrt{2})\rangle\rangle = \cos 2\theta |Z/\sqrt{2}\rangle\rangle + \sin 2\theta |Y/\sqrt{2}\rangle\rangle.
\]

Thus the average infidelity is:

\[
r = \text{Tr}(I - \mathcal{N}^{(i)})/6 = \frac{1 - \cos 2\theta}{3}.
\]

Obviously \(0 \leq r \leq 2/3\). From the result of reference [25] we know that for the logical off-diagonal \(L \neq L'\) term:

\[
\sum_{S} \text{Pr}(S)\overline{\mathcal{N}}(S)_{L,L'} \in \mathcal{O}(r^{d/2}) \quad \text{as} \quad r \to 0.
\]

Expressed in \(\theta\):

\[
\sum_{S} \text{Pr}(S)\overline{\mathcal{N}}(S)_{L,L'} \in \mathcal{O}(\theta^{d}) \quad \text{as} \quad \theta \to 0.
\]

For the logical diagonal term, we have:

\[
\sum_{S} \text{Pr}(S)\overline{\mathcal{N}}(S)_{L,L} = \sum_{S} \text{Pr}(S)\overline{\mathcal{N}}(S)_{0,0} \\
= \sum_{S} \sum_{[J]} \sum_{E \in [E_{S_{max}} + J]} \sum_{E' \in [E_{S_{max}} + J]} a_{E} a_{E'}^{\ast} \\
= \sum_{S} \sum_{[J]} \text{Pr}([J], S) = 1
\]

In our system, the averaged logical diagonal elements \(\sum_{S} \text{Pr}(S)\overline{\mathcal{N}}(S)_{L,L}\) will always be equal to 1. So we have the conclusion that when \(\theta\) is small, the syndrome averaged logical off-diagonal elements \(\sum_{S} \text{Pr}(S)\overline{\mathcal{N}}(S)_{L,L'}\) decays exponentially faster that logical diagonal elements \(\sum_{S} \text{Pr}(S)\overline{\mathcal{N}}(S)_{L,L}\) with respect to code distance \(d\), the ratio of them scales as \(\mathcal{O}(\theta^{d})\). This result implies that for small noise and large error distance \(\Delta(\Lambda + \mathcal{B}, \Lambda)\) approaches 0 and the generalized K-L criterion (29) approaches the normal K-L criterion (25).

In addition, we note that this result justifies our choice to measure the logical error with fidelity. Generally, the diamond norm distance is needed to measure the influence of coherent error, because it takes the logical off-diagonal contribution [24], as fidelity only contains logical diagonal terms. But with the fact that logical off-diagonal terms are negligible to logical diagonal terms, we expect that the difference between diamond norm and logical infidelity is also negligible, and the effect of coherent error is well characterised by logical infidelity [25].
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