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Abstract

We consider the sequential quantum channel discrimination problem using adaptive and non-adaptive strategies. In this setting the number of uses of the underlying quantum channel is not fixed but a random variable that is either bounded in expectation or with high probability. We show that both types of error probabilities decrease to zero exponentially fast and, when using adaptive strategies, the rates are characterized by the measured relative entropy between two quantum channels, yielding a strictly larger region than that achievable by non-adaptive strategies. Allowing for quantum memory, we see that the optimal rates are given by the regularized channel relative entropy. Finally, we discuss achievable rates when allowing for repeated measurements via quantum instruments and conjecture that the achievable rate region is not larger than that achievable with POVMs by connecting the result to the strong converse for the quantum channel Stein’s Lemma.

1 Introduction

Quantum hypothesis testing between different quantum sources is of central importance to a variety of quantum information processing tasks. In particular, discrimination of two quantum states has long been an active research area in quantum information theory. Here, the goal is to find tests that give the optimal trade-off between two kinds of error probabilities, namely the probabilities of false detection and false rejection. A typical setting is to consider an asymptotic scenario where an infinite number of copies of the state are available. For state discrimination this is a well explored problem [1–9].

Sequential methods for the classical hypothesis testing problem were first proposed in [10] and have later been expanded into a subject called sequential analysis. The key merit of sequential analysis is that the number of samples used in the statistical procedure is not fixed in advance of the statistical experiment and, given the tolerance error, the average number of samples needed is much less than that in the fixed-sample statistical experiment. In recent work, sequential hypothesis testing was extended to the setting of quantum states [11,12].

Another problem with considerable recent progress is that of quantum channel discrimination, which is a natural extension of the state version [13–16]. Most notably, these works determined the optimal asymptotic rate in asymmetric quantum channel discrimination which is known as a quantum Stein’s Lemma.

In this work, we combine these two fields and discuss sequential hypothesis testing between two quantum channels, determining the optimal rate regions under certain expectation and probabilistic constraints. We consider several different strategies including non-adaptive and adaptive strategies, and adaptive strategies with quantum memory. Ultimately showing that under the last set of
strategies both errors decay exponentially at a rate given by the regularized channel relative entropy. Finally, we give achievable and converse bounds in the most general setting of strategies using quantum instruments potentially measuring the same states multiple times. The latter bounds match conditional on a conjecture that is related to the strong converse of the quantum Stein’s lemma for quantum channels.

Previous Results. Many of the early results on quantum state discrimination are reviewed in [1]. The generalization of Stein’s lemma [2,3] for quantum hypothesis testing establishes that the error of the second kind decays exponentially with the Stein’s exponent given by the quantum relative entropy when the first kind of error is upper bounded by a given constant. On the other hand, if both errors decrease exponentially, the optimal trade-off between the decay rates is governed by the quantum Hoeffding bound [4–6]. In the Bayesian case, that is, the quantum state is prepared according to some prior probability mass function, the total error probability decreases to zero exponentially fast with exponent governed by the quantum Chernoff exponent [7,8]. Beyond this, second-order refinements to the Stein’s exponent were derived in [17,18] and the moderate deviation regime where one error probability decreases sub-exponentially has been analyzed in [19,20].

In [21], Hayashi studied the classical channel discrimination problem and showed that adaptive protocols do not improve the error exponents in the Stein, Chernoff and Hoeffding regimes. In [22], the authors studied the discrimination of an arbitrary quantum channel and a “replacer” channel and showed that adaptive strategies provide no advantage over non-adaptive tensor-power strategies asymptotically. In [13], the authors introduced the amortized quantum channel divergence between quantum channels and showed that it is a general converse bound for the Stein’s exponent. For several classes of channels [13] showed that the error exponents of adaptive protocols are the same as those obtained by using non-adaptive protocols. In particular this applies to classical-quantum channels, see also [14]. In [15] it was subsequently shown that the amortized channel relative entropy is indeed also achievable using adaptive strategies. Finally, [16] showed that the amortized channel relative entropy is equal to the regularized channel relative entropy, which in turn is achievable by parallel strategies with quantum memory. This means that adaptive strategies are not more powerful than parallel strategies in this setting. In [23], the authors introduces a new divergence using the weighed geometric mean between two operators and derived the strong converse exponent for quantum channel discrimination.

For classical hypothesis testing problems between two probability distributions \( P_0 \) and \( P_1 \), when the expected number of samples is bounded by \( n \), it was shown in [24] that there exists a sequence of tests—namely sequential probability ratio tests (SPRTs)—such that the exponents of the errors of the first and second kind simultaneously assume the extremal values \( D(P_1\|P_0) \) and \( D(P_0\|P_1) \). This significantly improves the classical Hoeffding bound of the error exponents [25,26] where if one error exponent assumes its extremal value—the relative entropy—the other necessarily vanishes. The sequential approach to quantum hypothesis testing was first explored in [27]. In a recent paper [11], it was shown that sequential quantum hypothesis test can reduce the number of samples needed compared with the fixed-length quantum hypothesis test. Also in [11], a converse was shown, that is, the expectation of the number of quantum states in the sequential procedure was lower bounded by a function of the tolerance error probabilities. In [12], the authors considered the sequential hypothesis testing of two quantum states under a different type of constraint on the number of states used and proposed an adaptive strategy to achieve the lower bound given in [11]. Therefore, [12] characterized the regions of all achievable error exponents of the two kinds of error probabilities.
Outline. The paper is structured as follows. In Section 2, we will introduce the notation used throughout the paper and the mathematical formulation of the problem. In Section 3, the main results and the corresponding proofs are presented.

2 Problem Formulation

2.1 Notation

In this work, we consider finite-dimensional quantum systems. Throughout the paper, $A$, $B$, $C$, etc, denote quantum systems, but also the corresponding finite-dimensional Hilbert spaces. With $|A|$, $|B|$, $|C|$, etc, we denote the dimensions of the corresponding quantum systems. Let $\mathcal{L}(A)$ be the set of all linear operators from $A$ to $A$. A quantum channel $N_{A \rightarrow B}$ is a completely positive trace-preserving linear map from $\mathcal{L}(A)$ to $\mathcal{L}(B)$ (for more details on quantum channels, see [25, Chapter 5]). Let $\mathcal{D}_{RA}$ be the set of bipartite quantum states over the quantum system $RA$. Let $Y$ be some finite alphabet. A set $m = \{m_y : y \in Y\}$ of $|A| \times |A|$ positive-definite matrices is a positive operator valued measure (POVM) if $\sum_{y \in Y} m_y = 1_A$. A POVM $m = \{m_y : y \in Y\}$ is called a projector valued measure (PVM) if each $m_y$ is a projector, that is, $m_y^2 = m_y$. Let $\mathcal{M}_Y$ be the set of POVMs with outcomes in $Y$.

2.2 The Sequential Quantum Channel Discrimination Problem

We consider the following binary channel discrimination problem:

$H_0 : \mathcal{W} = N_{0, A \rightarrow B}$ \hspace{1cm} $H_1 : \mathcal{W} = N_{1, A \rightarrow B}$,
where $\mathcal{N}_{0,A\rightarrow B}$ and $\mathcal{N}_{1,A\rightarrow B}$ are two quantum channels from $A$ to $B$. Throughout the rest of the paper, $\mathcal{N}_\nu$ will be denoted as $\mathcal{N}_\nu$ for $\nu \in \{0, 1\}$.

Let $\{R_i\}_{i=1}^m$ be a sequence of ancilla systems, each of which is an identical copy of some finite dimensional system $R$. Let $\mathcal{Y}$ be a finite alphabet and let $\mathcal{M}_Y$ be the set of POVMs whose elements are of dimension $|A||B| \times |A||B|$. Throughout the paper $M$ is used to denote a random POVM and $m$ is used to be a realization of $M$. For each $k \in \mathbb{N}$, let $d_k$ be a function from $(\mathcal{M}_Y \times \mathcal{D}_{RA} \times \mathcal{Y})^k$ to $\{0, 1, \ast\}$. Intuitively, $d_k$ is the decision function at time $k$: based on all the input states, POVMs and outcomes before time $k + 1$, $d_k \neq \ast$ means the testing procedure stops before time $k + 1$ and the experimenter makes the decision that $H_{0k}$ is true; $d_k = \ast$ means the testing procedure continues. At time 1, the experimenter prepares the quantum state and the POVM $(\rho_1^{R_1A_1}, M_1)$ randomly according to some probability measure $\nu_1$, and then passes the state through the underlying quantum channel $\mathcal{W}$ and obtains the output state $\sigma_1^{RB} = id_{R_1} \otimes \mathcal{W}(\rho_1^{R_1A_1})$. Then the experimenter applies the POVM $M_1$ to $\sigma_1^{RB_1}$ obtaining the outcome $Y_1$. Then the experimenter applies a decision function $d_1(\rho_1^{R_1A_1}, M_1, Y_1)$ to decide whether to accept $H_0$ or $H_1$ or to continue the experiment. If $d_1 = \ast$, then the experimenter chooses to continue the experiment and prepares a new quantum state and a new POVM $(\rho_2^{R_2A_2}, M_2)$ according to some conditional probability measure $\nu_2(d\rho, dm_2|\rho_1^{R_1A_1}, M_1, Y_1)$ and obtains the output state $\sigma_2^{R_2B_2}$ by passing $\rho_2^{R_2A_2}$ through the underlying quantum channel. Then the experimenter applies some random POVM $M_2$ to $\sigma_2^{R_2B_2}$ and obtains the outcome $Y_2$. Based on $(\rho_1^{R_1A_1}, \rho_2^{R_2A_2}, M_1^2, Y_2^2)$, the experimenter applies some decision function $d_2$ to decide whether to accept one of the hypothesis or continue the experiment. This process continues until the experimenter accepts one of the hypothesis. Then $\{(M_1, \rho_1^{R_1A_1}, Y_1)\}_{j=1}^\infty$ is a sequence of random variables taking values in $\mathcal{M}_Y \times \mathcal{D}_{RA} \times \mathcal{Y}$. For notational convenience, $\rho_k^{R_kA_k}$ will be abbreviated as $\rho_k$. The joint conditional density function of $(M_1^k, \rho_1^k, Y_1^k)$ is

\[
\mu^{(k)}(m_1^k, \rho_1^k, y_1^k) = \prod_{j=1}^k \nu_j(d\rho, dm|x_1^{j-1}, m_1^{j-1}) \times \text{Tr}[\mathcal{W}(\rho_j)m_j(x_j)]
\]

for any $y_1^k$, $\rho_1^k$, and $m_1^k$. The described strategies are inherently adaptive as the input state and the measurement at each time depends on previous input states, measurements and outcomes of the measurements. When $\{\nu_j\}_{j=1}^\infty$ are probability measures on $\mathcal{M}_Y \times \mathcal{D}_{RA} \times \mathcal{Y}$, the strategies are non-adaptive as the input state and the POVM chosen each time do not depend on the choices of previous rounds. The first time $k$ with $d_k \neq \ast$ is the number of uses of the underlying quantum channel and is denoted by $T$. The stopping time $T$ is well defined with respect to the filtration generated by $\{(M_j, \rho_j, Y_j)\}_{j=1}^\infty$.

We call $S = \{(\nu_k, d_k)_{k=1}^\infty, T\}$ a sequential quantum channel discrimination strategy. In the following we study sequences of sequential quantum channel discrimination strategies $\mathcal{S}_n$, indexed by $n \in \mathbb{N}$. To simplify notation we use $\mathbb{P}_{n,i}$ to denote $\mathbb{P}_{\mathcal{S}_n, \mathcal{N}_i}$ for $i \in \{0, 1\}$. The notation $\mathbb{E}_{n,i}[\cdot]$ means that the expectation is taken with respect to the probability measure $\mathbb{P}_{n,i}$. We consider two types of constraints on the number of states $T_n$ used during the test. The first type of constraint is the expectation constraint: $\max_{i \in \{0, 1\}} \mathbb{E}_{n,i}[T_n] \leq n$. In other words, the average number of copies used in the testing procedure should be bounded by some number $n$. The second type of constraint is the probabilistic constraint $\max_{i \in \{0, 1\}} \mathbb{P}_{n,i}(T_n > n) < \varepsilon$ for some fixed $\varepsilon \in (0, 1)$. In other words, the number of copies of the state used during the testing procedure should be bounded by some number $n$ with probability larger than $1 - \varepsilon$.

We study the trade-off between the error probabilities ($\alpha_n, \beta_n$) and either the expectation or the probabilistic constraint on the number of copies of the state used during the test procedure. The first type of error is quantified by the probability that the experimenter declares that hypothesis
1 is in effect when, in fact, hypothesis 0 is true, i.e., \( \alpha_n := \mathbb{P}_{0,n}(d_{T_n} = 1) \). On the other hand, the second type of error probability is \( \beta_n := \mathbb{P}_{n,1}(d_{T_n} = 0) \).

**Definition 2.1** (Achievable Error Exponent Pairs). A pair \((R_0, R_1) \in \mathbb{R}_+^2\) is said to be an achievable error exponent pair under the expectation constraint if there exists a sequence of \( \{S_n\}_{n \in \mathbb{N}} \) such that

\[
\liminf_{n \to \infty} \frac{1}{n} \log \frac{1}{\alpha_n} \geq R_0, \quad \liminf_{n \to \infty} \frac{1}{n} \log \frac{1}{\beta_n} \geq R_1, \quad \text{and} \quad \limsup_{n \to \infty} \left( \max_{i \in \{0,1\}} \mathbb{E}_{n,i}[T_n] - n \right) \leq 0. \tag{2}
\]

Similarly, for \( 0 < \varepsilon < 1 \), a pair \((R_0, R_1) \in \mathbb{R}_+^2\) is said to be an \( \varepsilon \)-achievable error exponent pair under the probabilistic constraint if there exists a sequence of \( \{S_n\}_{n \in \mathbb{N}} \) such that \((\ref{eq:2})\) hold and (instead of \((\ref{eq:3})\)),

\[
\limsup_{n \to \infty} \max_{i \in \{0,1\}} \mathbb{P}_{n,i}(T_n > n) < \varepsilon. \tag{4}
\]

The condition in \((\ref{eq:3})\) states that regardless of which hypothesis \( i \in \{0,1\} \) is in effect, the expectation value of the stopping time \( \mathbb{E}_{n,i}[T_n] \) should not exceed \( n + \gamma \) for any \( \gamma > 0 \) for all \( n \) sufficiently large. In other words, we are allowing some additive slack on \( \mathbb{E}_{n,i}[T_n] \).

**Definition 2.2** (Error Exponent Regions). Define \( \mathcal{A}_E(N_0, N_1) \subset \mathbb{R}_+^2 \), the error exponent region under the expectation constraint, to be the closure of the set of all achievable error exponent pairs under the expectation constraint.

Similarly, define \( \mathcal{A}_P(\varepsilon|N_0, N_1) \subset \mathbb{R}_+^2 \), the error exponent region under the \( \varepsilon \)-probabilistic constraint, to be the closure of the set of all \( \varepsilon \)-achievable error exponent pairs under the probabilistic constraint.

Define \( \mathcal{R}_E(N_0, N_1) \subset \mathbb{R}_+^2 \) and \( \mathcal{R}_P(\varepsilon|N_0, N_1) \subset \mathbb{R}_+^2 \) to be the sets of achievable error exponent pairs using non-adaptive strategies under the expectation and probabilistic constraints in \((\ref{eq:3})\) and \((\ref{eq:4})\), respectively.

Throughout the rest of the paper, the quantum channels are fixed, therefore the explicit dependence on the quantum channels is often dropped from the notation for the error exponent regions.

### 2.3 Information Quantities

Suppose \( \rho \) and \( \sigma \) are two quantum states over the \( d \)-dimensional Hilbert space \( \mathcal{H} \). The quantum max-divergence between two quantum states \( \rho_0 \) and \( \rho_1 \) is defined as

\[
D_{\text{max}}(\rho_0\|\rho_1) = \inf \{ \gamma : \rho_0 \leq 2^\gamma \rho_1 \}. \tag{5}
\]

The quantum relative entropy between \( \rho_0 \) and \( \rho_1 \) is defined as

\[
D(\rho_0\|\rho_1) = \text{Tr}[\rho_0 (\log \rho_0 - \log \rho_1)]. \tag{6}
\]

The measured relative entropy between \( \rho \) and \( \sigma \) is defined as

\[
D_M(\rho_0\|\rho_1) = \sup_{m \in \mathcal{P}} D(\mathbb{P}_{\rho_0,m}\|\mathbb{P}_{\rho_1,m}), \tag{7}
\]

where the supremum is taken over all projector-valued measures \( m \). It has been shown in \cite{31} that taking the supremum in \((\ref{eq:7})\) with respect to all finite sets \( \mathcal{Y} \) and all POVMs with outcomes in \( \mathcal{Y} \) gives the same value.
Similarly, the quantum channel relative entropy between two quantum channels \( \mathcal{N}_0 \) and \( \mathcal{N}_1 \) is defined as
\[
D(\mathcal{N}_0 \| \mathcal{N}_1) = \sup_{\rho^{RA}} D(\mathcal{N}_0(\rho^{RA}) \| \mathcal{N}_1(\rho^{RA})),
\]
where the supremum is taken over all bipartite states \( \rho^{RA} \) with an arbitrary ancilla system \( R \). Using Schmidt decomposition, one can show that the supremum in (8) can be restricted to pure states \( |\Psi\rangle_{RA} \) with ancilla system \( R \) isomorphic to the input system \( A \). The quantum channel max-divergence between two quantum channels \( \mathcal{N}_0 \) and \( \mathcal{N}_1 \) is defined as
\[
D_{\text{max}}(\mathcal{N}_0 \| \mathcal{N}_1) = \sup_{\rho^{RA}} D_{\text{max}}(\mathcal{N}_0(\rho^{RA}) \| \mathcal{N}_1(\rho^{RA})),
\]
where the superemum is taken over bipartite states over system \( RA \). The measured relative entropy between two quantum channels, the supremum is achieved by some pure state \( |\Psi\rangle \) with ancilla system \( R \) isomorphic to the input system \( A \).

The regularized relative entropy between two quantum channels is defined as
\[
D^{\infty}(\mathcal{N}_0 \| \mathcal{N}_1) = \lim_{n \to \infty} \frac{1}{n} D(\mathcal{N}_0^\otimes n \| \mathcal{N}_1^\otimes n).
\]

3 Main Results

3.1 Error Exponents For Adaptive Testing Strategies

Now we state our main result for the sequential quantum channel discrimination problem. As the proof of the main results are similar to the results in [12], we only highlight the main steps of the proof and the differences to the state case in the previous work. Note also that the state case can be a see as a special case of the present setup when both channels have a constant output.

**Theorem 3.1.** Let \( \mathcal{N}_0 \) and \( \mathcal{N}_1 \) be two quantum channels such that \( \max_{i=0,1} D_{\text{max}}(\mathcal{N}_i \| \mathcal{N}_{1-i}) < \infty \). Then for any \( 0 < \varepsilon < 1 \),
\[
\mathcal{A}_F(\varepsilon) = \mathcal{A}_E = \left\{ (R_0, R_1) : R_0 \leq D_{\mathcal{M}}(\mathcal{N}_1 \| \mathcal{N}_0) \quad \text{and} \quad R_1 \leq D_{\mathcal{M}}(\mathcal{N}_0 \| \mathcal{N}_1) \right\}.
\]

**Proof.** We first prove that the corner point of the region \( (D_{\mathcal{M}}(\mathcal{N}_1 \| \mathcal{N}_0), D_{\mathcal{M}}(\mathcal{N}_0 \| \mathcal{N}_1)) \) is achievable for both types of constraints.

The adaptive strategy is a variant of the sequential probability ratio test [10]. Let \( \mathcal{Y} = \{1, 2, \ldots, d_Ad_B\} \). From the definition of the measured relative entropy, there exist two input states \( \rho_0^* \) and \( \rho_1^* \) over RA and two PVMs \( m_0^* = \{m_0^*(y)\}_{y \in \mathcal{Y}} \) and \( m_1^* = \{m_1^*(y)\}_{y \in \mathcal{Y}} \) that achieve the supremum in the definitions of \( D_{\mathcal{M}}(\mathcal{N}_0 \| \mathcal{N}_1) \) and \( D_{\mathcal{M}}(\mathcal{N}_1 \| \mathcal{N}_0) \), respectively.

We now define the adaptive strategies used in the sequential quantum channel discrimination problem. For \( k = 1 \) and \( i \in \{0, 1\} \), we set \( p_1(\rho_i) = 1/2 \) and \( \mu(m_i^* | \rho_i^*) = 1 \). That is, the experimenter at time 1 chooses the input state \( \rho_1 \in \{\rho_0^*, \rho_1^*\} \) uniformly at random and then asks the Oracle to
process the input quantum state $\rho$ and then applies the measurement corresponding to the input state and obtains the outcome $Y_j$. For $j \geq 2$, we define

$$Z_j = \log \text{Tr} \left[ \mathcal{N}(\rho_j)M_j(Y_j) \right] - \log \text{Tr} \left[ \mathcal{M}(\rho_j)M_j(Y_j) \right]$$

and $S_k = \sum_{j=1}^{k} Z_j$. For $k \geq 2$, the input state $\rho_k$ and the POVM $M_k$ are chosen by the experimenter at time $k$ according to the sign of the accumulated sum of log-likelihoods $S_k$ as follows

$$\rho_k = \begin{cases} \rho_0^* & \text{if } S_{k-1} \geq 0 \\ \rho_1^* & \text{otherwise.} \end{cases}$$

and

$$M_k = \begin{cases} m_0^* & \text{if } S_{k-1} \geq 0 \\ m_1^* & \text{otherwise.} \end{cases}$$

Therefore for $k \geq 1$, the adaptive strategies are defined as follows

$$p_k(\rho_0^*, m_0^*, \rho_1^{k-1}, m_1^{k-1}) = \begin{cases} \frac{1}{2} & \text{if } k = 1 \\ 1 & \text{if } k \geq 2 \text{ and } S_{k-1} \geq 0 \\ 0 & \text{if } k \geq 2 \text{ and } S_{k-1} < 0, \end{cases}$$

and

$$p_k(\rho_1^*, m_1^*, \rho_0^{k-1}, m_0^{k-1}) = \begin{cases} \frac{1}{2} & \text{if } k = 1 \\ 1 & \text{if } k \geq 2 \text{ and } S_{k-1} < 0 \\ 0 & \text{if } k \geq 2 \text{ and } S_{k-1} \geq 0. \end{cases}$$

For any fixed $0 < \tau < \min\{D_M(\mathcal{N}_0||\mathcal{N}_1), D_M(\mathcal{N}_1||\mathcal{N}_0)\}$, let $A_n := n(D_M(\mathcal{N}_0||\mathcal{N}_1) - \tau)$ and $B_n := n(D_M(\mathcal{N}_0||\mathcal{N}_1) - \tau)$. The decision functions are defined as

$$d_{n,k}(Y^k_1, \rho^k_1, M^k_1) = \begin{cases} 0 & S_k \geq B_n \\ 1 & S_k \leq -A_n \\ \ast & \text{otherwise.} \end{cases}$$

(13)

Let $T_n = \inf\{k \geq 1 : S_k \notin (-A_n, B_n)\}$. For any $n \geq 1$, let $\mathcal{S}_n = (Y, \{p_k, d_{n,k}\}_{k=1}^{\infty}, T_n)$ be the sequential adaptive quantum channel discrimination strategies with parameters $A_n$ and $B_n$. Using change-of-measure arguments as in the proof of [12, Theorems 3.1], we obtain

$$\alpha_n \leq e^{-A_n} \text{ and } \beta_n \leq e^{-B_n}. \quad (14)$$

Let $\hat{T}_n = \inf\{k \geq 1 : S_k \geq B_n\}$. Following similar steps as in the proof of [12, Lemma 5.1] we can show that

(i) $\mathbb{E}_0[T_n] \leq \mathbb{E}_0[\hat{T}_n]$;

(ii) $|\mathbb{E}_0[S_{\hat{T}_n} - T_nD_M(\mathcal{N}_0||\mathcal{N}_1)]| \leq C_0$ for some constant $C_0$;

(iii) $\mathbb{E}_0[S_{\hat{T}_n}] \leq B_n + C_1$ for some constant $C_2$.

Then we have that

$$\mathbb{E}_0[T_n] \leq \mathbb{E}_0[\hat{T}_n]$$

$$\leq \frac{\mathbb{E}_0[S_{\hat{T}_n} - T_nD_M(\mathcal{N}_0||\mathcal{N}_1)] + \mathbb{E}_0[S_{\hat{T}_n}]}{D_M(\mathcal{N}_0||\mathcal{N}_1)}$$

$$\leq \frac{n(D_M(\mathcal{N}_0||\mathcal{N}_1) - \tau) + C_0 + C_1}{D_M(\mathcal{N}_0||\mathcal{N}_1)} < n$$
for sufficiently large \( n \). Similarly, we can show that \( \mathbb{E}_i[T_n] < n \) for sufficiently large \( n \). This completes the proof of the achievability of the corner point under the expectation constraints.

Note that

\[
\mathbb{P}_0(T_n > n) < \mathbb{P}_0(T_n < n) \leq \mathbb{P}_0(S_n \leq B_n)
\]

\[
\leq \mathbb{E}_0[(S_n - nD_M(N_0||N_1))^2]
\]

\[
\rightarrow 0,
\]

where (16) follows from the same arguments as in the proof of [12, Equation (136)]. This shows that for sufficiently large \( n \), \( \max_{i=0,1} \mathbb{P}_i(T_n > n) < \varepsilon \). Therefore, the sequence of tests \( \{S_n\} \) achieves the corner points of regions of error exponents under the probabilistic constraints.

Now we prove the converse part. Let \( \{\alpha_n\}_{n=1}^\infty \) and \( \{\beta_n\}_{n=1}^\infty \) be the type-I and type-II error probabilities of a sequence of sequential tests \( \{S_n\}_{n=1}^\infty \) with \( S_n = \{((\mu_{n,k}, \nu_{n,k}, d_{n,k}))_{k=1}^\infty, T_n\} \). We now sketch the proof of the converse part under the expectation constraints. Using data processing inequality, we have that

\[
\alpha_n \log \frac{\alpha_n}{1 - \beta_n} + (1 - \alpha_n) \log \frac{1 - \alpha_n}{\beta_n} \leq \mathbb{E}_{0,n}[S_{T_n}],
\]

As \( \{S_{n,k} - kD_M(N_0||N_1)\}_{k=1}^\infty \) is a supermartingale, it then follows from the optional stopping theorem that

\[
\mathbb{E}_{0,n}[S_nT_n - T_nD_M(N_0||N_1)] \leq 0.
\]

Combining (17) and (18), after some elementary algebraic manipulations, we have that

\[
\lim_{n \to \infty} \frac{1}{n} \log \frac{1}{\beta_n} \leq D_M(N_0||N_1).
\]

Similar arguments can be applied to the type-I error probability \( \alpha_n \). This completes the proof of the converse under the expectation constraints.

Now we sketch the proof of the converse part under the probabilistic constraints. Let \( \tau > 0 \) and let \( \lambda_n = n(D_M(N_0||N_1) + \tau) \). Note that

\[
(1 - \alpha_n) - e^{\lambda_n} \beta_n \leq \mathbb{P}_{0,n}(S_nT_n \geq \lambda_n)
\]

\[
\leq \mathbb{P}_{0,n}(T_n > n) + \mathbb{P}_{0,n}\left( \max_{1 \leq k \leq n} S_{n,k} \geq \lambda_n \right).
\]

Using similar arguments as in [12, Equations (155)–(158)], we can show that \( \mathbb{P}_{0,n}(\max_{1 \leq k \leq n} S_{n,k} \geq \lambda_n) \leq C_3^2 \) for some constant \( 0 < C_3 < 1 \). Then after simple algebraic manipulations we have that

\[
\lim_{n \to \infty} \frac{1}{n} \log \frac{1}{\beta_n} \leq D_M(N_0||N_1) + \tau.
\]

Simple arguments can be applied to \( \alpha_n \). This completes the proof of the converse under the probabilistic constraints.

When the experimenter has access to a large quantum memory system, they may each time prepare a state \( \rho \) over \( R_lA \otimes l \) and ask the Oracle to process \( \rho \) using \( l \) copies of the underlying channel. Then the experimenter may apply a joint measurement to the output state over \( R_lB \otimes l \). In this setting, the problem is equivalent to the binary quantum hypothesis test,

\[
H_0^{(l)} : W = N_0^{\otimes l} \quad H_1^{(l)} : W = N_1^{\otimes l}.
\]
Under this setup, as was done in Section 2.2, we can define the achievable regions of the error exponent pairs $A_E^{(i)}$ and $A_P^{(i)}(\varepsilon)$ under the expectation and probabilistic constraints, respectively. Then

$$\bigcup_{i=1}^\infty A_E^{(i)} \quad \text{and} \quad \bigcup_{i=1}^\infty A_P^{(i)}$$

(20)

are the ultimate regions of error exponents pairs that can be achieved by sequentially block adaptive strategies. Our next main results characterize the regions in (20).

**Theorem 3.2.** Let $N_0$ and $N_1$ be two quantum channels such that $\max_{i=0,1} D_{\text{max}}(N_i || N_{i-1}) < \infty$. Then for any $0 < \varepsilon < 1$,

$$\bigcup_{i=1}^\infty A_E^{(i)} = \bigcup_{i=1}^\infty A_P^{(i)}(\varepsilon) = \left\{ (R_0, R_1) : R_0 \leq \frac{1}{\delta} D_M(N_1^{\otimes i} || N_0^{\otimes i}) \right\}$$

(21)

**Proof.** Similar to Theorem 3.1, we have

$$A_E^{(i)} = A_P^{(i)}(\varepsilon)$$

(22)

Given $\delta > 0$, there exists an integer $K$ and an input state $\rho_{0,K}$ and $\rho_{1,K}$ over the input system $R_K A^\otimes K$ such that

$$D^\infty(N_0 || N_1) \leq \frac{1}{K} D(N^\otimes K(\rho_{0,K}) || N_1^\otimes K(\rho_{0,K})) + \delta$$

(23)

$$D^\infty(N_1 || N_0) \leq \frac{1}{K} D(N_1^\otimes K(\rho_{1,K}) || N_0^\otimes K(\rho_{1,K})) + \delta$$

(24)

Also, from [2], it follows that

$$\lim_{l \to \infty} \frac{1}{l} D_M(N_0^{\otimes l K}(\rho_{0,K}^\otimes l) || N_0^{\otimes l K}(\rho_{0,K}^\otimes l)) = D(N_0^{\otimes K}(\rho_{0,K}) || N_0^{\otimes K}(\rho_{0,K}))$$

(25)

and

$$\lim_{l \to \infty} \frac{1}{l} D_M(N_1^{\otimes l K}(\rho_{1,K}^\otimes l) || N_1^{\otimes l K}(\rho_{1,K}^\otimes l)) = D(N_1^{\otimes K}(\rho_{1,K}) || N_1^{\otimes K}(\rho_{1,K}))$$

(26)

Then from [23], [24], [25], and [26] we obtain

$$\left\{ (R_0, R_1) : R_0 \leq D^\infty(N_1 || N_0) - \delta \right\}$$

$$\bigcup_{i=1}^\infty \left\{ (R_0, R_1) : R_0 \leq \frac{1}{\delta} D(N_1^{\otimes K}(\rho_{0,K}) || N_0^{\otimes K}(\rho_{1,K})) \right\}$$

(27)

$$\bigcup_{i=1}^\infty \left\{ (R_0, R_1) : R_0 \leq \frac{1}{\delta} D(N_1^{\otimes K}(\rho_{0,K}) || N_0^{\otimes K}(\rho_{0,K})) \right\}$$

(28)

$$\bigcup_{i=1}^\infty \left\{ (R_0, R_1) : R_0 \leq \frac{1}{\delta} D(M(N_1^{\otimes K}(\rho_{1,K}) || N_0^{\otimes K}(\rho_{1,K})) \right\}$$

$$\bigcup_{i=1}^\infty \left\{ (R_0, R_1) : R_0 \leq \frac{1}{\delta} D(M(N_0^{\otimes K}(\rho_{0,K}) || N_1^{\otimes K}(\rho_{0,K})) \right\}$$

(29)
In combination with (22), we have that
\[
\left\{ (R_0, R_1) : \begin{array}{l} R_0 \leq D^\infty(N_1\|N_0) - \delta \\ R_1 \leq D^\infty(N_0\|N_1) - \delta \end{array} \right\} 
\subset \bigcup_{l=1}^{\infty} A_E^{(l)} = \bigcup_{l=1}^{\infty} A_P^{(l)}(\varepsilon). \tag{30}
\]
From the data-processing inequality [32, Chapter 11] for the quantum relative entropy, we have that
\[
D_M(N_0 \otimes lK \| N_1 \otimes lK) \leq D(N_0 \otimes lK \| N_1 \otimes lK), \tag{31}
\]
and
\[
D_N(N_0 \otimes lK \| N_1 \otimes lK) \leq D(N_0 \otimes lK \| N_1 \otimes lK). \tag{32}
\]
Combining (30) with (31), we have (21) as desired. \(\square\)

### 3.2 Error Exponent Regions with Non-Adaptive Testing Strategies

In this section we state our results for \(R_E\) and \(R_P(\varepsilon)\), the regions of error exponent pairs when non-adaptive tests are permitted. For any subset \(A\) of the plane \(\mathbb{R}^2\), let \(\text{Conv}(A)\) be the closure of the convex hull of \(A\). Given an input state \(\rho\), a quantum channel \(W\) and a POVM \(m \in \mathcal{Y}\), we define
\[
P_{W,\rho,m}(y) = \text{Tr}[W(\rho)m_y]. \tag{33}
\]
In other words, \(P_{W,\rho,m}\) is the probability mass function of the outcome obtained when the POVM \(m\) is applied to the output of the quantum channel \(W\) with the input state \(\rho\). The following theorem characterizes \(R_E\) and \(R_P(\varepsilon)\).

**Theorem 3.3.** Let \(N_0\) and \(N_1\) be two quantum channels such that \(\max_{i=0,1} D_{\max}(N_i\|N_{1-i}) < \infty\). Then for any \(0 < \varepsilon < 1\),
\[
R_E = R_P(\varepsilon) = \overline{\text{Conv}(C)}, \tag{34}
\]
where
\[
C = \bigcup_{\rho^{RA,Y},m} \left\{ (R_0, R_1) : \begin{array}{l} R_0 \leq D(P_{N_1,\rho^{RA,m},m} \| P_{N_0,\rho^{RA,m}}) \\ R_1 \leq D(P_{N_0,\rho^{RA,m}} \| P_{N_1,\rho^{RA,m}}) \end{array} \right\},
\]
and \(\rho^{RA}\) runs over all states on system RA, \(\mathcal{Y}\) runs over all finite sets and \(m\) runs over \(\mathcal{M}_Y\), the set of POVMs with support \(\mathcal{Y}\).

### 4 Results for general discrimination strategy

The most general measurements to extract information from a quantum system is a *quantum instrument* which, besides providing a measurement outcome, leaves us with a residual state that can be further processed. Therefore, to sequentially discriminate two quantum channels, instead of using a POVM and discarding the residual quantum state, the experimenter may apply a quantum instrument and make use of that residual state during a future measurement. Formally a quantum instrument is defined as follows.
Definition 4.1. A quantum instrument \( \mathcal{I} = \{ \mathcal{E}_y(\cdot) : y \in \mathcal{Y} \} \) is a set of completely positive trace-nonincreasing maps such that \( \sum_{y \in \mathcal{Y}} \mathcal{I}_y(\cdot) \) is trace-preserving.

Now we assume that the alphabet \( \mathcal{Y} \) is a finite set and assume there is enough quantum memory to store the residual quantum states during the discrimination procedure. We now describe the procedure to sequentially discriminate two quantum channels using quantum instruments and quantum memory. The outcome of each quantum instrument \( \mathcal{I}_k = \{ \mathcal{E}_y : y \in \mathcal{Y} \} \) is in \( \mathcal{Y} \). Each time the quantum instrument measures the output state and output the outcome and the next input state simultaneously. Assume the underlying quantum channel is \( \mathcal{N}_\nu \). The output state at time \( k \) is denoted by \( \sigma_{\nu,B_k} \).

At time 1, the experimenter chooses the input state \( \rho_{R_1,A_1} \) and the instrument \( \mathcal{I}_1 \). After obtaining the output state \( \sigma_{\nu,R_1,B_1} \), the experimenter applies the quantum instrument \( \mathcal{I}_1 \) to \( \sigma_{R_1,B_1} \) and obtains outcome \( y_1 \) and the next input state \( \rho_{R_2,A_2} \). The state \( \rho_{R_2,A_2} \) is stored at some quantum register for later use. Based on \( (\rho_{R_1,A_1}, S_1, y_1) \), the experimenter applies the decision function \( d_1 \): if \( d_1 = i \) for \( i \in \{0, 1\} \), the experimenter stops the experiment and makes the decision that \( \mathcal{N}_i \) is the underlying channels; otherwise the experimenter continues the experiment. For \( k \geq 2 \), the experimenter prepares the quantum instrument \( \mathcal{I}_k \) conditioning on \( \rho_{R_1,A_1} \), previous quantum instruments \( \mathcal{I}_1^{k-1} \) and previous outcomes \( y_1^{k-1} \). Then the experimenter passes the quantum state \( \rho_{R_k,A_k} \) (generated by quantum instrument \( \mathcal{I}_k \)) through the underlying quantum channel. After receiving the output state \( \sigma_{\nu,R_k,B_k} \), the experimenter applies the quantum instrument \( \mathcal{I}_k \) to it and obtains the outcome \( y_k \) and the new input state \( \rho_{R_{k+1},A_{k+1}} \), which is stored in some quantum register for later use. Then the experimenter use the decision function \( d_k(y_1^k, \rho_1, \mathcal{I}_1^k) \in \{0, 1, *\} \) to decide whether to continue or stop the experiment: if \( d_k = * \), the experimenter decides to continue the procedure; otherwise, the experimenter stops the procedure and makes the decision that \( \mathcal{N}_{d_k} \) is the underlying quantum channel.

The key difference between the testing procedure and the one used in Section 2.2 is that the accumulated likelihood \( S_l = \sum_{k=1}^{l} \log \frac{\text{Tr}[\mathcal{E}_{y_k}(\sigma_{0,R_k,B_k})]}{\text{Tr}[\mathcal{E}_{y_k}(\sigma_{1,R_k,B_k})]} \) may be close to 0 if the instruments used only reveal very little information about the underlying channel but \( |S_l| \) may be large if the instruments used at time \( k \) extract much information. This irregularity of \( \{S_l\} \) makes the arguments in the

Proposition 4.2. Let \( \mathcal{N}_0 \) and \( \mathcal{N}_1 \) be two quantum channels such that \( \max_{i=0,1} D_{\max}(\mathcal{N}_i || \mathcal{N}_{1-i}) < \infty \). It holds that

\[
\{ (R_0, R_1) : \begin{array}{c}
R_0 \leq D^\infty(\mathcal{N}_1 || \mathcal{N}_0) \\
R_1 \leq D^\infty(\mathcal{N}_0 || \mathcal{N}_1)
\end{array} \} \subset \tilde{A}_E \tag{35}
\]

and

\[
\{ (R_0, R_1) : \begin{array}{c}
R_0 \leq D^\infty(\mathcal{N}_1 || \mathcal{N}_0) \\
R_1 \leq D^\infty(\mathcal{N}_0 || \mathcal{N}_1)
\end{array} \} \subset \tilde{A}_P(\varepsilon). \tag{36}
\]

The difficulty in proving a converse for the described setting is that the accumulated likelihood

\[
S_l = \sum_{k=1}^{l} \log \frac{\text{Tr}[\mathcal{E}_{y_k}(\sigma_{0,R_k,B_k})]}{\text{Tr}[\mathcal{E}_{y_k}(\sigma_{1,R_k,B_k})]} \tag{37}
\]
proof of Theorem 3.1 inapplicable. However, we conjecture that the regions are not larger than those achievable with POVMs, i.e.,

$$\left\{ (R_0, R_1) : \begin{array}{l} R_0 \leq D^\infty(N_1||N_0) \\ R_1 \leq D^\infty(N_0||N_1) \end{array} \right\} = \tilde{A}_E = \tilde{A}_P(\varepsilon),$$

(38)

implying that the optimal region is determined by the regularized channel relative entropy, similar to the quantum channel Stein’s lemma. Actually we can show that this conjecture is implied by the strong converse for quantum channel discrimination problem. While we can not prove this conjecture we can still give a converse bound that we conjecture to coincide with the desired region. To that end we define the sandwiched quantum channel Rényi divergence

$$\tilde{D}^\infty_\alpha(N_0||N_1) = \lim_{n \to \infty} \frac{1}{n} \tilde{D}^\infty_\alpha(N_0^{\otimes n}||N_1^{\otimes n}).$$

(39)

Proposition 4.3. Let $N_0$ and $N_1$ be two quantum channels such that $\max_{i=0,1} D^\max_i(N_i||N_1-i) < \infty$. Let

$$\tilde{\mathcal{R}} = \left\{ (R_0, R_1) : \begin{array}{l} R_0 \leq \lim_{\alpha \to 1} \tilde{D}^\infty_\alpha(N_1||N_0) \\ R_1 \leq \lim_{\alpha \to 1} \tilde{D}^\infty_\alpha(N_0||N_1) \end{array} \right\}.$$  

(40)

Then for any $0 < \varepsilon < 1$,

$$\tilde{A}_E \subset \tilde{\mathcal{R}} \text{ and } \tilde{A}_P(\varepsilon) \subset \tilde{\mathcal{R}}.$$  

(41)

Remark 4.4. If

$$\lim_{\alpha \to 1} \tilde{D}^\infty_\alpha(N_0||N_1) = D^\infty(N_0||N_1),$$

(42)

then together with Proposition 4.3 we can show equation (38). However, we do not know whether (42) holds and if it holds, it would imply a strong converse for the fixed-length quantum channel discrimination problem, which is an important open problem in quantum information theory. For more details, see also [23].

Proof. We prove Proposition 4.3 with expectation constrained through an approach similar to that used in the proof of the converse for general adaptive strategies for sequential hypothesis testing for states in [11] and with probability constrained inspired by a recent result in [33]. We will split the proof into two parts, first proving a general lower bound for $P_{i,n}(T_n > k)$ in terms of error probabilities and then proving the converse under different types of constraints. Let $S_n^{\otimes k}$ be a sequence of a sequential channel discrimination strategy with error probabilities $\{\alpha_n\}_{n=1}^\infty$ and $\{\beta_n\}_{n=1}^\infty$. For $i = 0, 1$ and any $j \geq 1$, let $C_{i,j}$ be the event that $Y_{i,j}^{j-1} = 2$ and $Y_{j} = i$. Then we have that

$$P_{i,n}(T_n > k) = 1 - P_{i,n}(T_n \leq k) = 1 - \sum_{j=1}^{k} (P_{i,n}(C_{0,j}) + P_{i,n}(C_{1,j})).$$

(43)

Consider the adaptive strategies $S_n$ applied to $N_\nu^{\otimes k}$: if $d_j = 0$ for some $j \leq k$, then the experimenter makes the decision that $N_0$ is the underlying channel; otherwise at time $k$ the experimenter makes
the decision that $N_1$ is the underlying channel. Let $\tilde{\alpha}_{n,k}$ and $\tilde{\beta}_{n,k}$ be the type-I and type-II error probabilities of this testing strategy. Then we have that

$$\tilde{\alpha}_{n,k} = \mathbb{P}_{0,n}(T_n > k) + \sum_{j=1}^{k} \mathbb{P}_{0,n}(C_{1,j}) \quad (44)$$

$$\tilde{\beta}_{n,k} = \sum_{j=1}^{k} \mathbb{P}_{1,n}(C_{0,j}) \quad (45)$$

and

$$\sum_{j=1}^{k} \mathbb{P}_{0,n}(C_{1,j}) \leq \alpha_n, \quad \tilde{\beta}_{n,k} \leq \beta_n \quad \text{and} \quad \lim_{k \to \infty} \tilde{\beta}_{n,k} = \beta_n. \quad (46)$$

Therefore, we have that

$$\mathbb{P}_{0,n}(T_n > k) = 1 - \mathbb{P}_{0,n}(T_n \leq k) = \tilde{\alpha}_{n,k} - \sum_{j=1}^{n} \mathbb{P}_{0,n}(C_{1,j}) \geq \tilde{\alpha}_{n,k} - \alpha_n. \quad (47)$$

Now we derive a lower bound for $\tilde{\alpha}_{n,k}$ in terms of $\beta_n$. We will use two main ingredients. The first one is the following inequality proven in [13, Equation (147)] that for any $\alpha > 1$,

$$-\frac{1}{k} \log(1 - \tilde{\alpha}_{n,k}) \geq \frac{\alpha - 1}{\alpha} \left( -\frac{1}{k} \log \tilde{\beta}_{n,k} - \tilde{D}_{\alpha}^A(N_0||N_1) \right), \quad (48)$$

where $\tilde{D}_{\alpha}^A(N_0||N_1)$ is the amortized Rényi channel relative entropy. The second one is that $\tilde{D}_{\alpha}^A(N_0||N_1) = \tilde{D}_{\infty}^\alpha(N_0||N_1)$, which was recently shown in [23]. Therefore for any $\alpha > 1$, we have that

$$-\frac{1}{k} \log(1 - \tilde{\alpha}_{n,k}) \geq \frac{\alpha - 1}{\alpha} \left( -\frac{1}{k} \log \tilde{\beta}_{n,k} - \tilde{D}_{\infty}^\alpha(N_0||N_1) \right). \quad (49)$$

Simple calculations show that

$$\tilde{\alpha}_{n,k} \geq 1 - e^{-\frac{\alpha - 1}{\alpha}(-\log \tilde{\beta}_{n,k} - k\tilde{D}_{\infty}^\alpha(N_0||N_1))} \quad (50)$$

$$\geq 1 - e^{-\frac{\alpha - 1}{\alpha}(-\log \beta_n - k\tilde{D}_{\infty}^\alpha(N_0||N_1))}. \quad (51)$$

Now we prove the converse under the expectation constraint. Let $\{S_n\}_{n=1}^{\infty}$ be a sequence of sequential channel discrimination strategies satisfying the expectation constraints and that the error probabilities $\{\alpha_n\}_{n=1}^{\infty}$ and $\{\beta_n\}_{n=1}^{\infty}$ are such that $\max\{\alpha_n, \beta_n\} \to 0$ as $n \to \infty$. For $0 < \tau < 1$, let

$$k \triangleq k_n = \frac{\log \beta_n}{\tilde{D}_{\infty}^\alpha(N_0||N_1) + \tau}. \quad (52)$$
Then we have that
\[ n \geq \mathbb{E}_0, n \{ T_n \} \quad (53) \]
\[ \geq \left( \frac{P_0, n \left( T_n > \frac{-\log \beta_n}{\hat{D}_a^\infty (N_0 \| N_1) + \tau} \right) - \log \beta_n}{\hat{D}_a^\infty (N_0 \| N_1) + \tau} \right) \quad (54) \]
\[ \geq \left( 1 - e^{-\frac{\alpha-1}{n}(-\log \beta_n - k_n \hat{D}_a^\infty (N_0 \| N_1))} - \alpha_n \right) \frac{-\log \beta_n}{\hat{D}_a(N_0 \| N_1) + \tau_1} \quad (55) \]
\[ = \left( 1 - \beta_n^{-\frac{\alpha-1}{\alpha}(-\log \beta_n - k_n \hat{D}_a^\infty (N_0 \| N_1))} - \alpha_n \right) \frac{-\log \beta_n}{\hat{D}_a(N_0 \| N_1) + \tau_1} \quad (56) \]
\[ \geq \left( 1 - \beta_n^{-\frac{(\alpha-1)}{\alpha} + \alpha \frac{1}{n\hat{D}_a^\infty (N_0 \| N_1)} + \alpha \frac{1}{n\hat{D}_a(N_0 \| N_1) + \tau}} \right) - \alpha_n \frac{-\log \beta_n}{\hat{D}_a(N_0 \| N_1) + \tau_1}, \quad (57) \]
where (54) follows from Markov inequality and (55) follows from (51). Then for any \( \alpha > 1 \), it follows that
\[ \limsup_{n \to \infty} \frac{1}{n} \log \frac{1}{\beta_n} \leq \hat{D}_a^\infty (N_0 \| N_1) + \tau. \quad (58) \]
Due to the arbitrariness of \( \tau \), it follows that
\[ \limsup_{n \to \infty} \frac{1}{n} \log \frac{1}{\beta_n} \leq \hat{D}_a^\infty (N_0 \| N_1). \quad (59) \]
As the above equation holds for any \( \alpha > 1 \), it holds that
\[ \limsup_{n \to \infty} \frac{1}{n} \log \frac{1}{\beta_n} \leq \lim_{\alpha \to 1} \hat{D}_a^\infty (N_0 \| N_1). \quad (60) \]
Similar arguments show that
\[ \limsup_{n \to \infty} \frac{1}{n} \log \frac{1}{\alpha_n} \leq \lim_{\alpha \to 1} \hat{D}_a^\infty (N_1 \| N_0), \quad (61) \]
which completes the proof of the converse part under the expectation constraints.

Now we prove the converse under the probabilistic constraint. Let \( \{ S_n \}_{n=1}^\infty \) be a sequence of sequential channel discrimination strategies satisfying the probabilistic constraints and that the error probabilities \( \{ \alpha_n \}_{n=1}^\infty \) and \( \{ \beta_n \}_{n=1}^\infty \) are such that \( \max \{ \alpha_n, \beta_n \} \to 0 \) as \( n \to \infty \). Letting \( k = n \), we have that
\[ \varepsilon \geq P_0, n \{ T_n \geq n \} \quad (62) \]
\[ \geq 1 - e^{-\frac{\alpha-1}{\alpha}(-\log \beta_n - n \hat{D}_a^\infty (N_0 \| N_1))} - \alpha_n, \quad (63) \]
where (63) follows from (51). After simple manipulations, we obtain
\[ \limsup_{n \to \infty} \frac{1}{n} \log \frac{1}{\beta_n} \leq \limsup_{n \to \infty} -\alpha \frac{1}{n(1-\alpha)} \log(1 - \varepsilon - \alpha_n) + \hat{D}_a^\infty (N_0 \| N_1) \quad (64) \]
\[ = \hat{D}_a^\infty (N_0 \| N_1). \quad (65) \]
As the above equation holds for any \( \alpha > 1 \), it holds that
\[ \limsup_{n \to \infty} \frac{1}{n} \log \frac{1}{\beta_n} \leq \lim_{\alpha \to 1} \hat{D}_a^\infty (N_0 \| N_1). \quad (66) \]
Similar arguments show that
\[
\limsup_{n \to \infty} \frac{1}{n} \log \frac{1}{\alpha_n} \leq \lim_{\alpha \to 1} \tilde{D}_\alpha^{\infty}(\mathcal{N}_1||\mathcal{N}_0),
\]
which completes the proof of the converse part under the probabilistic constraints.

\section{Conclusion and Discussion}

In this paper, we consider the sequential quantum channel discrimination problem and characterize the error exponent pairs under different types of constraints on sample size and different types of strategies used in the quantum channel discrimination problem. Most notably, using adaptive strategies the exponent pairs are given by the regularized channel relative entropy.

However, the most general measurements to extract information from a quantum system is a \textit{quantum instrument}. Therefore, to sequentially discriminate two quantum channels, instead using a POVM each time to measure the output system and discard the residual quantum state, the experimenter may apply a quantum instrument and leave the residual state for future use. We conjecture that the achievable region of error exponents pairs obtained by adaptively choosing quantum instruments is the same as the region obtained in Theorem 3.2. However, the stochastic process obtained by adaptively applying quantum instruments to the underlying quantum system is not a \textit{martingale} anymore, the tools developed for the other settings fail and new ideas are needed. We use similar approaches as used in \cite{11,33} to prove converse bounds in the form of regularized channel sandwiched Rényi entropies. Whether these converse bounds coincide with the achievability results provided is the biggest open problem left in sequential quantum channel discrimination and is equivalent to proving a strong converse for the quantum channel Stein’s Lemma.
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