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Abstract

We introduce Learn then Test, a framework for calibrating machine learning models so that their predictions satisfy explicit, finite-sample statistical guarantees regardless of the underlying model and (unknown) data-generating distribution. The framework addresses, among other examples, false discovery rate control in multi-label classification, intersection-over-union control in instance segmentation, and the simultaneous control of the type-1 error of outlier detection and confidence set coverage in classification or regression. To accomplish this, we solve a key technical challenge: the control of arbitrary risks that are not necessarily monotonic. Our main insight is to reframe the risk-control problem as multiple hypothesis testing, enabling techniques and mathematical arguments different from those in the previous literature. We use our framework to provide new calibration methods for several core machine learning tasks with detailed worked examples in computer vision.

1 Introduction

Learning algorithms are used increasingly in real-world systems despite insufficient testing and poor understanding of likely failure modes. They are often vetted only by measuring their accuracy on stylized benchmarks of limited scope. Trustworthy decision making requires more extensive notions of reliability: assessing when, how often, and how badly predictions will fail.

A major challenge in this regard is that contemporary automated systems are based on ever-evolving learning algorithms, are being deployed in novel architectural configurations, and make use of new kinds of data formats. Classical analysis strategies would require systems designers to proceed with challenging, case-by-case theoretical derivations. Absent such analysis, deployments often resort to rough rules of thumb. For example, state-of-the-art vision systems for object detection are currently being deployed without a statistically calibrated, instance-adaptive notion of the quality of a detection, segmentation, and predicted class.

Retreating to easy-to-analyze models is not the solution; rather, we need statistical methods that endow the entire spectrum of models with performance and uncertainty guarantees. Importantly, the methods should not interfere with the engineering choices that drive performance gains, and must be able to handle complex inputs and outputs, such as video, 3D volumes, natural language data, and so on.

This paper introduces a framework called Learn then Test (LTT) that bestows such finite-sample guarantees on any model, without assumptions on the inner workings of the model or the true distribution underlying the dataset. See Figure 1 for a real example of an object detector annotated with representations of the statistical guarantees that we will develop herein.

Our method is intuitive and simple: a model learns to make predictions which we modify with multiple hypothesis testing to rigorously select a set of parameter values to control any user-chosen statistical error rate. Put plainly, we learn a base model and then test which parameter values lead to risk control. As we will soon see, this intuition yields a rich theory integrating distribution-free predictive inference and multiple testing.

We begin with an informal definition of our setting and goals, then give three practical instances of its application before introducing formal notation in Section 1.1. Abstractly, we receive a pre-trained model \( f \) that takes inputs \( X \) and predicts an output \( Y \). The model also has a low-dimensional parameter \( \lambda \) that affects its predictions, which we are free to choose, such as the binarization threshold of a segmentation algorithm. The procedures we describe give the user many possible choices for \( \lambda \) that are guaranteed to control a risk function \( R \)—i.e. a well defined performance metric—with high probability, ensuring that the model’s prediction is reliable. If the risk cannot be controlled at the requested level because the underlying model is not good enough, the procedure will say so. The choices of \( \lambda \) are determined via a multiple testing procedure described in detail in Section 2. We give three examples of this abstract selection process below, in order of increasing intricacy.
Multi-label classification: A learned multiclass classification model $\hat{f}$ outputs a probability that each of $K$ classes is in an image. The parameter $\lambda$ is a threshold for the inclusion of a class in the predicted set of classes. Using fixed-sequence testing we select a $\lambda$ that is guaranteed to control the false discovery rate (FDR) risk $R$ of the predicted set of classes at the user’s chosen level.

Segmentation: A learned segmentation model $\hat{f}$ outputs a probability that each pixel in the image comes from an object. The parameter $\lambda$ is the binarization threshold that ultimately controls the size of the predicted mask. Using a specialized form of sequential graphical testing, we can certify a set of $\lambda$ guaranteed to control the intersection-over-union (IOU) risk $R$ of the predicted mask with the ground truth mask at the user’s chosen level.

Instance segmentation: A learned object detector $\hat{f}$ proposes a set of objects in an image, along with segmentation masks and a prediction set of classes for each object. The parameter $\lambda$ is a vector thresholding which predictions are confident enough to be displayed, the binarization level of the masks, and how many classes are included in the prediction set. We can find a set of $\lambda$ guaranteed to control the recall, IOU, and coverage jointly at the user’s chosen levels via multiple testing.

Note that these examples are uniquely possible using our method, when compared to existing literature, because all previous work in distribution-free uncertainty quantification, such as conformal prediction [1] and risk-controlling prediction sets [2], have required that the risk function be monotonic in $\lambda$. We do not make this assumption, and therefore we can simultaneously control many arbitrary risks.

Our main mathematical contributions are the lifting of this monotonicity constraint and the development of a multiple testing framework for this class of problems. On the applied front, we contribute practical algorithms resulting in new statistical guarantees for four longstanding core problems in machine learning: multi-label classification, selective classification, out-of-distribution (OOD) detection, and instance segmentation. Our code, available at [https://github.com/aangelopoulos/ltt](https://github.com/aangelopoulos/ltt), allows exact reproduction of our experiments.

1.1 Formalizing our goal

Let $(X_i, Y_i)_{i=1,\ldots,n_{\text{full}}}$ be an independent and identically distributed (i.i.d.) set of variables, where the feature vectors $X_i$ take values in $\mathcal{X}$ and the responses $Y_i$ take values in $\mathcal{Y}$. To begin, we split our data into a training set $\mathcal{I}_{\text{train}}$ and a calibration set $\mathcal{I}_{\text{cal}}$ that partition $\{1,\ldots,n_{\text{full}}\}$ and let $n = |\mathcal{I}_{\text{cal}}|$. Without loss of generality, we take $\mathcal{I}_{\text{cal}} = \{1,\ldots,n\}$. We fit a predictive model on the training set $\mathcal{I}_{\text{train}}$ using an arbitrary procedure, resulting in a function $\hat{f}$ mapping from $\mathcal{X}$ to some space $\mathcal{Z}$ (for example, $\hat{f}$ may be a neural network with a softmax layer at the end, in which case $\mathcal{Z}$ is a simplex). The remainder of this paper shows how to create predictions using $\hat{f}$ that control a risk (i.e., a statistical error rate), regardless of the quality of $\hat{f}$ or the distribution of the data.

At a high level, we accomplish this by introducing a low-dimensional parameter $\lambda \in \Lambda$ controlling the model’s predictions. Then, we test the model’s performance on the calibration points $(X_1, Y_1), \ldots, (X_n, Y_n)$ for different
values of the parameter $\lambda$. Formally, we consider functions $T_\lambda : X \rightarrow Y'$ for some space $Y'$. We will often choose $Y'$ to be $Y$ or $2^Y$ in our applications, though our theory works for other spaces. The reader should think of $T_\lambda$ as a post-processing of the base model $\hat{f}$ that makes predictions in $Y'$. For such a function $T_\lambda$, we define a risk $R(T_\lambda) \in \mathbb{R}$ that captures a problem-specific notion of the statistical error rate. For convenience, we often use the shorthand $R(\lambda)$ to stand for $R(T_\lambda(X))$. Our goal in this work is to train a function $T_\lambda$ based on $\hat{f}$ and the calibration data in such a way that it achieves the following error-control property:

**Definition 1** (Risk-controlling prediction). Let $\hat{\lambda}$ be a random variable taking values in $\Lambda$. We say that $T_\lambda$ is a $(\alpha, \delta)$-risk-controlling prediction (RCP) if $\mathbb{P}(R(T_\lambda) \leq \alpha) \geq 1 - \delta$.

The error level $(\alpha, \delta)$ is chosen in advance by the user. The reader can think of 10% as a representative value of $\delta$; the choice of $\alpha$ will vary with the choice of risk function. In our work, $\hat{\lambda}$ will be a function of the calibration data, so the probability in the above definition will be over the randomness in the sampling of the calibration data $(X_1, Y_1), \ldots, (X_n, Y_n)$.

**Remark 1** (Not all risks can be controlled at any requested level). Note that some risks cannot be controlled at every level $\alpha$ for every data-generating distribution. For example, it may be impossible to have a classifier with 90% accuracy due to the noise level in the data-generating distribution or the poor quality of the base model. To accommodate such cases, in our setting we may abstain from returning a function $T$ if no risk-controlling function can be certifiably found.

As a concrete example, consider multi-label classification, where $Y \subset \{1, \ldots, K\}$ for some $K$. A relevant notion of risk is the FDR of the prediction $T_\lambda(X) \subset \{1, \ldots, K\}$,

$$\text{FDR}(T_\lambda) = \mathbb{E} \left[ \frac{|T_\lambda(X) \cap Y|}{|T_\lambda(X)|} \right],$$

with the convention that $0/0 = 0$. Note that the FDR can always be controlled by taking $T_\lambda(X) = \emptyset$. Turning to the construction of $T_\lambda$, suppose our base model $\hat{f}$ outputs a vector in $[0, 1]^K$. We take the parameter $\lambda$ to be the probability threshold above which a class is included in the prediction set: $T_\lambda(x) = \{k : \hat{f}_k(x) \geq \lambda\}$, where $\hat{f}_k(x)$ is the $k$-th entry of $\hat{f}(x)$. In this case, $\lambda$ controls the size of the set, which affects the FDR. Our calibration procedure will identify values of $\lambda$ that control the FDR at the desired level. We will develop this example in full detail in Section 3 after we introduce our core methodology.

### 1.2 Related work

Predictions with statistical guarantees have been heavily explored in the context of set-valued predictions. This approach dates back at least to tolerance regions (sets that cover a pre-specified fraction of the population distribution) in the 1940s [3, 6]. See [7] for a review of this topic. Recently, tolerance regions have been used to form prediction sets with deep learning models [8, 9]. In parallel, conformal prediction [1, 10, 11] has been developed as a way to produce prediction sets with finite-sample statistical guarantees. One convenient, widely-used form of conformal prediction, known as split conformal prediction [12, 13], uses data splitting to generate prediction sets in a computationally efficient way; see also [14, 15] for generalizations that re-use data for improved statistical efficiency. Conformal prediction is a generic approach, and much recent work has focused on designing specific conformal procedures to have good performance according to additional desiderata such as small set sizes [16], coverage that is approximately balanced across regions of feature space [17, 23], and errors balanced across classes [16, 24, 26]. Recent extensions also address topics such as distribution estimation [27], causal inference [28], survival analysis [29], differential privacy [30], outlier detection [31], speeding up the test-time evaluation of complex models [32, 33], the few-shot setting [34], and handling of testing distribution shift [35, 38].

Most closely related to the present work is the technique of Risk-Controlling Prediction Sets [2] which extends tolerance regions and conformal prediction to give prediction sets that control other notions of statistical error. The present work goes beyond that work to consider prediction with risk control more generally, without restricting the scope to confidence sets. This is possible because we solve a key technical limitation of that earlier work—the restriction to monotonic risks—so that the techniques herein apply to any notion of statistical error. The present work moves in the direction of decision-making, which has been only lightly explored in the context of conformal prediction [39, 40], with the existing literature taking a very different approach.
2 Risk Control in Prediction

This section introduces our proposed method for controlling the risk of a prediction. Section 2.1 introduces our core methodology, which reframes risk control as a multiple testing problem. In Section 2.2, we make our methodology concrete with a powerful multiple testing procedure that works well in practice for our machine learning examples. In Section 2.3, we show that our framework also handles the case where one seeks to control multiple risks simultaneously. Finally, Section 2.4 describes an alternative approach utilizing uniform concentration which we find to be more conservative than our multiple testing strategy.

2.1 Risk control as multiple testing

Recall that we have a family of set-valued predictors $T_\lambda : \mathcal{X} \to \mathcal{Y}'$, with the parameter $\lambda$ living in a closed index set $\Lambda$. We slightly abuse the notation hereafter by rewriting $R(T_\lambda)$ as $R(\lambda)$. The goal of this section is to identify a subset $\hat{\Lambda} \subseteq \Lambda$ such that each element of $\hat{\Lambda}$ controls the risk with high probability, so that $T_{\hat{\lambda}}$ is an RCP for any $\hat{\lambda} \in \hat{\Lambda}$. Eventually, we will select an element $\hat{\lambda} \in \hat{\Lambda}$ to deploy in our predictions. Unlike \cite{2}, our method allows $\Lambda$ to be multidimensional, we require no special structure of $T_\lambda$, and $\hat{\Lambda}$ can have more than one element. In practice, there will often be structure on $\Lambda$, and so we also design multiple testing methods to leverage various kinds of structure for improved power. Note however, that the methods always control error whether or not the motivating structure holds in practice.

Our techniques will build on the concept of family-wise error rate (FWER) control from the multiple testing literature \cite[e.g.,][]{44}, which we formalize next. Consider a list of null hypotheses, $H_j$, $j = 1, ..., N$, with associated p-values $p_j$. That is, $p_j$ has a distribution that stochastically dominates the uniform distribution on $[0,1]$ for each $j$ such that $H_j$ holds. Let the indices of the true nulls be $J_0 \subset \{1, ..., N\}$ and those of the non-nulls be $J_1 = \{1, ..., N\} \setminus J_0$. The goal of FWER control is to use the p-values to reject as many of the $H_j$ (i.e., identify them as non-nulls) as possible while limiting the probability of making any false rejections to be less than a pre-specified level $\delta$ (e.g., $\delta = 0.05$). We formalize FWER-controlling algorithms next.

\textbf{Definition 2} (FWER-controlling algorithm). An algorithm $A(\{p_j\}_{j=1}^N) \subseteq \{1, ..., N\}$ producing a family of rejections is an FWER-controlling algorithm at level $\delta$ if

$$
P(A(p_1, \ldots, p_N) \subseteq J_1) \geq 1 - \delta,$$

whenever $p_j$ has a marginal distribution stochastically dominating the uniform distribution $[0,1]$ for all $j \in J_0$.

Note that the p-values in the above definition may be dependent; we require that the algorithm works even in this case.

Connecting this to our setting, we will associate a p-value to many discrete values of $\lambda$ and use a FWER-controlling procedure to identify those that control the risk. For each $\lambda_j \in \Lambda = \{\lambda_1, \ldots, \lambda_N\}$, we consider the null hypothesis that it does not control the risk at level $\alpha$:

$$H_j : R(\lambda_j) > \alpha.$$ (1)

Then taking $\hat{\Lambda}$ to be the output of a procedure that controls the FWER will yield risk control, as we formalize next.

\textbf{Theorem 1}. Suppose $p_j$ has a distribution stochastically dominating the uniform distribution for all $j$ under $H_j$. Let $A$ be a FWER-controlling algorithm at level $\delta$. Then $\hat{\Lambda} = A(p_1, \ldots, p_N)$ satisfies the following:

$$P \left( \sup_{\lambda \in \hat{\Lambda}} R(\lambda) \leq \alpha \right) \geq 1 - \delta,$$

where the supremum over an empty set is defined as $-\infty$. Thus, selecting any $\lambda \in \hat{\Lambda}$, $T_{\hat{\lambda}}$ is an $(\alpha, \delta)$-RCP.

All proofs are presented in Appendix. This result is straightforward but can be used to great effect: the user can use any FWER-controlling procedure to find $\hat{\Lambda}$, and then may pick any $\lambda \in \hat{\Lambda}$ as their chosen RCP (even in a
Theorem 1 reduces the problem of risk control into two subproblems: first, generating a p-value for each hypothesis, and second, combining the hypotheses to discover the largest set that controls the risk at level $\alpha$. To generate p-values, we leverage the hybridized Hoeffding-Bentkus bound from [2]. This solves the first subproblem. To solve the second, we propose two FWER-controlling methods for selecting $\hat{\Lambda}$, which improve upon Bonferroni’s and Holm’s procedure [42] for our purpose, in Algorithms 1 and 2. As a final remark, note that adjacent p-values in most settings are highly dependent due to the aforementioned closeness of adjacent $T_{\lambda_j}$ values, which makes the multiple testing aspect of the problem more challenging.

2.2 Multiple testing mechanics

We next outline three different multiple testing subroutines to generate the set $\hat{\Lambda}$ from Theorem 1, each of which lead to risk-controlling predictions. We begin with the simplest such method—Bonferroni—and progress to the most complex—sequential graphical testing (SGT). Each of these three methods takes p-values as input, so we first explain how valid finite-sample p-values are obtained, before moving on to the multiple testing subroutines.

2.2.1 Calculating valid p-values

To carry out the multiple testing procedure, we will rely on p-values, so we first explain how these are obtained. We consider the special case where the risk function is the expectation of a loss function $L$: $R(\mathcal{T}) = \mathbb{E}[L(\mathcal{T}(X), Y)]$. For example, the false discovery rate is the expectation of the false discovery proportion. This restriction is only for the purpose of computing p-values, and our overall framework is not limited to this case; there are many other cases for which p-values are available.

Beginning with the bounded case where $L(\mathcal{T}(X), Y) \in [0, 1]$, we apply the hybridized Hoeffding-Bentkus (HB) inequality from [2], which combines the celebrated results from Hoeffding [43] and Bentkus [44]. The Hoeffding-Bentkus inequality will be a function of the empirical risk on our calibration set, $\hat{R}_j = \frac{1}{n} \sum_{i=1}^{n} L_{i,j}$, where $L_{i,j} = L(T_{\lambda_j}(X_i), Y_i)$.

**Proposition 1** (Hoeffding-Bentkus inequality p-values). Define the quantity

$$p_{HB}^j = \min \left( \exp\left(-nh_1(\hat{R}_j \wedge \alpha, \alpha)\right), e \mathbb{P}(\text{Bin}(n, \alpha) \leq \left\lceil n\hat{R}_j \right\rceil) \right),$$

where

$$h_1(a, b) = a \log \left(\frac{a}{b}\right) + (1 - a) \log \left(\frac{1 - a}{1 - b}\right).$$

Then $p_{HB}^j$ is a valid p-value for $H_j$: for all $u \in [0, 1]$, $\mathbb{P}(p_j \leq u) \leq u$.

The Hoeffding-Bentkus inequality provides finite-sample statistical results with surprising empirical effectiveness, as we will see later.

For the unbounded case where the Hoeffding-Bentkus inequality no longer applies, one can choose to apply the central limit theorem, which requires a second-moment assumption and does not provide finite-sample validity, and uses the empirical standard deviation $\hat{\sigma}_j = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (L_{i,j} - \hat{R}_j)^2 / (n - 1)}$.

**Proposition 2** (CLT p-values). Suppose $L(T_{\lambda_j}(X), Y)$ has a finite mean and variance. Then,

$$p_{CLT}^j = 1 - \Phi \left( \frac{\alpha - \hat{R}_j}{\hat{\sigma}_j} \right)$$

is an asymptotically valid p-value: for all $u \in [0, 1]$, $\limsup_{n \to \infty} \mathbb{P}(p_{CLT}^j \leq u) \leq u$.
2.2.2 The Bonferroni correction

With p-values in hand, we now turn to the question of forming the rejection set $\hat{\Lambda}$. As a first step, we could consider forming $\hat{\Lambda}$ with the Bonferroni correction [43]:

$$\hat{\Lambda}(Bf) = \{ \lambda_j : p_j \leq \delta/|\Lambda| \}.$$

It is well known that this satisfies the requirements of Theorem 1, leading to valid risk control, which we state below for completeness.

Proposition 3 (Bonferroni controls FWER). Let $A^{(Bf)}(p_1, \ldots, p_N)$ be the function returning the set $\hat{\Lambda}(Bf)$ from the preceding display. Then, $A^{(Bf)}$ is an FWER-controlling algorithm.

Forming $\hat{\Lambda}(Bf)$ is very simple, which makes it attractive. There is a small improvement of this procedure due to Holm [42] that we use in our experiments, although the difference between the two versions is small. The Bonferroni method works reasonably well in our experiments, although for large $|\Lambda|$ the multiplicity correction does degrade performance. We will report on this method in experiments in the sequel.

2.2.3 Fixed sequence testing

We next discuss a refinement of Bonferroni for our specific setting: fixed sequence testing [41, 46]. Notice that our multiple testing problem has several pieces of structure. First, our tests are parameterized by $\lambda \in \Lambda$, and the p-values will be highly dependent for nearby $\lambda$ so that they often vary smoothly with $\lambda$. Second, we expect the non-nulls to appear in clusters with similar values of $\lambda$. Lastly, our goal is to reject based on a value of $\lambda$ that guarantees the error control with reasonably good performance. Unlike in the settings motivating most of the multiple testing literature, we do not necessarily care about rejecting as many as possible. Unlike Bonferroni, our methods take advantage of this structure to make more rejections as follows: we perform a Bonferroni test with a small number of values of $\lambda$. In particular, we order the values in $\Lambda$ a priori, from the most to least rejectable, based on any data-dependent criterion. For example, when $\Lambda \subset \mathbb{R}$ (e.g., the single threshold for FDR control), we can take the natural ordering; when $\Lambda$ is in the higher dimension, we discuss a general approach in Appendix C that learns an ordering using data splitting and apply that on instance segmentation detailed in Section 6. We then walk through the sequence until we fail to reject for the first time. This procedure, which is stated formally in Algorithm 1, is guaranteed to control the type-1 error, as stated in Proposition 4.

Algorithm 1 Fixed sequence testing

1: Input: error level $\delta \in (0, 1)$, parameter grid $\Lambda = \{\lambda_1, \ldots, \lambda_N\}$, p-values $(p_1, \ldots, p_N)$, initializations $J \subset \{1, \ldots, N\}$ (e.g., a coarse equi-spaced grid)
2: $\hat{\Lambda} \leftarrow \emptyset$
3: for $j \in J$ do
4: while $p_j \leq \delta/|J|$ do
5: $\hat{\Lambda} \leftarrow \hat{\Lambda} \cup \{\lambda_j\}$
6: $j \leftarrow j + 1$
7: Return: rejection set $\hat{\Lambda}$

Note that $J$ should be a coarse grid within $\Lambda$, with 20-100 elements.

Proposition 4 (Fixed sequence testing controls FWER). Algorithm 1 is an FWER-controlling algorithm; i.e., it satisfies Definition 2.

Like Bonferroni, fixed sequence testing is simple to implement. In our experiments, we find that it offers moderate power improvements over Bonferroni. In the experiments, when $|J| > 1$ we call this method multi-start fixed sequence testing, and when $|J| = 1$, we simply call it fixed sequence testing.

Remark 2. Fixed sequence testing with $|J| = 1$ is essentially the same procedure as the upper confidence bound procedure in [4], though the latter allows $\Lambda$ to be a continuous space. However, the multiple testing correction allows it to work for non-monotone risk functions. Nonetheless, we expect the fixed-testing procedure to be most powerful
for risks that are nearly monotone before hitting the target level, such as the FDR. In fact, this procedure is not (asymptotically) conservative if the p-values are not (asymptotically) conservative.

Proposition 5. Let $j^*$ be the index of the first null in the sequence. Then, for Algorithm 1 with $|J| = 1$, 
\[
\text{FWER} = \mathbb{P}(p_{j^*} \leq \delta).
\]
As a result, if the null p-values are (asymptotically) uniform, the FWER is (asymptotically) $\delta$ as well.

2.2.4 A general recipe for FWER control

Lastly, we introduce a general, more powerful framework for FWER control due to Bretz, Maurer, Brannath, and Posch \[47\], which we will call sequential graphical testing (SGT). The SGT approach encodes information about the space of hypotheses $\Lambda$ via a directed graph, where the null hypotheses indexed by $\lambda \in \Lambda$ are the nodes, and the edges determine the way the error budget percolates through the graph. The procedure then sequentially tests the hypotheses indexed by $\lambda \in \Lambda$ at iteratively updated significance levels, while guaranteeing that the final $\hat{\Lambda}$ controls the FWER. The basic idea is simple: when a hypothesis is rejected, its error budget gets distributed among adjacent hypotheses in the graph, which allows them to be rejected more easily. The fixed sequence testing procedure (Algorithm 1) is a special case of SGT \[47\].

Formally, the SGT procedure is parameterized by a directed graph $G$ comprising a node set $\Lambda$ and edge weights $g_{i,j} \in [0,1]$ for each pair $i,j \in \Lambda$ such that $\sum_j g_{i,j} \leq 1$. In addition, each node $i$ is allocated an initial error budget $\delta_i$ such that $\sum_i \delta_i = \delta$. From here, the algorithm tests each hypothesis $i \in \Lambda$ at level $\delta_i$ (i.e., checks if $p_i \leq \delta_i$). If any $i$ is rejected, the procedure reallocates the error budget from node $i$ to the rest of the nodes according to the edge weights; see Algorithm 2 for details. That is, each time a hypothesis is rejected, the algorithm is permitted to take the error budget and spend it elsewhere (i.e., increase the level of the remaining tests) leading to more rejections than Bonferroni. Indeed, one can see that Bonferroni corresponds the case with $\delta_i/|\Lambda|$ and edge weights of zero. Note that this can be uniformly improved by using any set of nonzero edge weights, leading to at least as many rejections for any input set of p-values. Thus, Bonferroni is clearly suboptimal, and in some structured cases it can be greatly improved.

Algorithm 2 Sequential graphical testing \[47\]

1: Input: error level $\delta \in (0,1)$, parameter grid $\Lambda = \{\lambda_1, \ldots, \lambda_N\}$, p-values $(p_1, \ldots, p_N)$, graph $G$, initial error budget $\delta_i$ such that $\sum_i \delta_i = \delta$
2: $\hat{\Lambda} \leftarrow \emptyset$
3: while $\exists i : p_i \leq \delta_i$ do
4: Choose any $i$ such that $p_i \leq \delta_i$
5: $\hat{\Lambda} \leftarrow \hat{\Lambda} \cup \{\lambda_i\}$ \Comment{Reject hypothesis $i$}
6: Update the error levels and the graph:
   \[
   \delta_j \leftarrow \begin{cases} 
   \delta_j + \delta_i g_{i,j} & \lambda_j \in \Lambda \setminus \hat{\Lambda} \\
   0 & \text{otherwise}
   \end{cases}
   \]
   \[
   g_{k,j} \leftarrow \begin{cases} 
   \frac{g_{k,j} + \delta_i g_{i,j}}{1 - g_{k,i}} & \lambda_k, \lambda_j \in \Lambda \setminus \hat{\Lambda}, \ k \neq j \\
   0 & \text{otherwise}
   \end{cases}
   \]
7: Return: rejection set $\hat{\Lambda}$

This procedure, outlined in Algorithm 2, controls the family-wise error rate, as stated next for completeness.

Proposition 6 (SGT controls FWER \[47\]). Algorithm 2 is an FWER-controlling algorithm; i.e., it satisfies Definition 2.

The choices of the graph $G$ and initial error budget $\{\delta_i\}_{i \in \Lambda}$ are critical for the power of the procedure. We next outline some basic principles guiding the design of these two parameters; see \[47\] for further discussion. The general idea is that we want the error budget to be initially concentrated on a small number of hypotheses most likely to reject. If these promising hypotheses are indeed rejected, then the error budget should flow to the next most
promising set of hypotheses. In this way, we proceed roughly from most promising hypotheses to least promising hypotheses, so that each test can be conducted at as a large of a significance level as possible, while giving the algorithm a chance to eventually visit all hypotheses. We explicitly develop a good design of $G$ and the initial error budget for the case where $\Lambda$ is a two-dimensional grid in Section 5.

This approach toward FWER control will typically be the most powerful, since it allows the user to leverage structural information about the relationships between the hypotheses. We recommend that this approach be employed whenever it is feasible.

### 2.3 Multiple risks

The previous sections focused on controlling one statistical error rate by using multiple testing to select risk-controlling predictions from a one-dimensional family. However, this outlook restricts the user to simple families of predictions—generally ones that grow whenever $\lambda$ does. Furthermore, these sets satisfy only one error control property, while we might want them to satisfy many. In this section, we show that our techniques also apply to multiple risks and more complicated set constructions with multi-dimensional $\lambda$.

Formally, we only have to slightly modify the theory in Section 2.1. Again, we consider a family of set-valued predictors $T_\lambda$ with a discrete index set $\Lambda$, which may have multiple dimensions. However we now seek to control $m$ risks $R_1, ..., R_m$ at levels $\alpha_1, ..., \alpha_m$. We would like to control all risks simultaneously, so we define the null hypothesis corresponding to $\lambda_j$ as

$$H_j : R_l(\lambda_j) > \alpha_l, \text{ for some } l \in 1, \ldots, m.$$  

To test this null hypothesis, we must examine the finer null hypotheses,

$$H_{j,l} : R_l(\lambda_j) > \alpha_l.$$  

Specifically, $H_j$ holds if and only if there exists a $l \in 1, ..., m$ such that $H_{j,l}$ holds, which allows us to apply an FWER-controlling procedure to test $H_j$, as we now summarize.

**Proposition 7.** Let $p_{j,l}$ be a p-value for $H_{j,l}$, for each $l = 1, \ldots, m$. Define $p_j := \max_l p_{j,l}$. Then, for all $j$ such that $H_j$ holds, we have

$$P(p_j \leq u) \leq u,$$

for all $u \in [0, 1]$.

Notice that now we have a conservatively valid p-value, $p_j$, for the null hypothesis $H_j$. Having calculated valid p-values for each $\lambda_j$, we can now directly use the techniques from the previous section to select a set $\hat{\Lambda}$ that controls the FWER.

### 2.4 An alternative approach: uniform concentration

An alternative approach that may seem natural is to use a uniform concentration bound to control the risk. In short, the idea of uniform concentration is to upper bound the risk simultaneously for all $\lambda$—i.e., the upper bound lies above the true risk for all $\lambda$ at once with high probability. With the bound in hand, one can produce $\hat{\Lambda}$ by including all $\lambda$ where the bound falls below $\alpha$, as we state next.

**Proposition 8** (Uniform bounds give risk control). Let $R^+$ be a $1 - \delta$ uniform upper confidence bound such that

$$P(R(T\lambda) \leq R^+(T\lambda) \text{ for any } \lambda \in \Lambda) \geq 1 - \delta.$$  

For any desired risk level $\alpha$, consider any $\hat{\lambda}$ such that $R^+(T\hat{\lambda}) \leq \alpha$. Then,

$$P(R(T\hat{\lambda}) \leq \alpha) \geq 1 - \delta.$$

We find that despite the elegance of uniform concentration, its practical performance is quite poor. This is not for lack of trying; we develop a novel and carefully optimized concentration bound in Appendix E. This bound...
consistently and significantly underperforms even the most naive multiple testing procedure, the Bonferroni correction. Nonetheless, we include it as a yardstick for our multiple testing procedures in our forthcoming experiments, and run a simulation in Appendix A.1 to compare it against multiple testing procedures in a controllable testbed.

In forthcoming experiments, we will also compare against a second alternative, the Romano-Wolf stepdown procedure [48] together with the multiplier bootstrap [49], in hopes that the procedure will take advantage of correlations between the estimates of risk for similar values of $\lambda$ (see Appendix D for a mathematical development). This procedure does not have finite-sample guarantees, but does have large-sample guarantees. We will see later that this approach violates risk control in our real-data experiments.

To be clear, it should be expected that uniform concentration will fare worse than multiple testing because it solves a harder problem. First, uniform bounds operate on a continuous $\Lambda$, whereas testing procedures operate on a discrete grid. Second, generic uniform bounds do not take the problem structure into account, while multiple testing procedures can build it into the sequence of hypotheses. This second point matters even more in high dimensions, as the metric entropy scales poorly while testing procedures can essentially cut down the problem dimension by leveraging structure (e.g., via SGT). Thus, multiple testing had the upper hand from the outset; the experiments confirm this.

3 Example: FDR Control for Multi-Label Classification

Figure 2: Multi-label prediction set examples on MS COCO. Black classes are correctly identified (true positives), blue ones are spurious (false positives), and red ones are missed (false negatives). The sets are produced with parameters $\alpha = 0.2$ and $\delta = 0.1$ using the fixed sequence testing procedure.

Figure 3: Numerical results of our multi-label classification procedure. The risk and set sizes are plotted as violin plots over 100 random splits of MS COCO, with parameters $\alpha = 0.2$, shown as the grey dotted line, and $\delta = 0.1$. Note the conservativeness of the uniform bound. For details see Section 3.

In this section we begin the presentation of a sequence of four computer vision examples that utilize our framework. Each of these examples highlights a new and useful form of error control.
We first consider the multi-label classification setting where each input image $X$ may have multiple corresponding correct labels; i.e., the response $Y$ is a subset of $\{1, \ldots, K\}$. Here, we seek to return predictions that control the FDR at level $\alpha$,

$$R(Y, S) = 1 - E\left[\frac{|Y \cap S|}{|S|}\right],$$

where $y$ is the ground truth label set and $S$ is the set-valued prediction. That is, we want to predict sets that contain no more than $\alpha$ proportion of false labels on average. In this case, our prediction

$$T_\alpha(x) = \{z \in \{1, \ldots, K\} : \hat{f}_z(x) > \lambda\}$$

depends on a classifier $\hat{f} : \mathcal{X} \to [0, 1]^K$ that does not assume classes are exclusive, so their conditional probabilities generally do not sum to one. The intuition behind this set-valued prediction is simple: all sufficiently probable classes are included in $T_\alpha(X)$.

We use the Microsoft Common Objects in Context (MS COCO) computer vision dataset to evaluate our algorithms [50]. MS COCO is an 80 class dataset where each image may have several labels because it contains several objects. Following the development of [2], we use TResNet as the base model [51], and threshold the vector of softmax probabilities so that the FDR is controlled at a user-specified level $\alpha$. To set the threshold, we choose $\lambda$ as in Algorithm 1, using 4,000 calibration points, and then we evaluate the FDR on an additional test set of 1,000 points. To produce Figure 2, we sampled ten random images from MS COCO and reported our method’s results with $\alpha = 0.2$ and $\delta = 0.1$. For the same setting, we plot the risk and set size in Figure 3. See Figure 12 in Appendix A for the results with $\alpha = 0.5$. All finite-sample methods control the risk, with fixed sequence testing being tight, and the multiplier bootstrap violating too often. Note that fixed sequence testing, which is nearly optimal in this setting, is a special case of SGT.

### 4 Example: pFDR Control for Selective Classification

We now consider the selective classification problem, sometimes called classification with a reject option or classification with abstention. In detail, we consider a single-class classification setting where $\mathcal{Y} = \{1, \ldots, K\}$ for some $K$, and $\hat{f} : \mathcal{X} \to \Delta^K$ (the simplex on $K$ entries, since there can only be one true class). For each test point, the classifier can either return a prediction set or abstain from making a prediction, which we encode as returning the empty set $\emptyset$. As a notion of error in this setting, we consider the positive FDR (pFDR) [52]:

$$\text{pFDR}(T) := E\left[\frac{|T(X) \setminus Y|}{|T(X)|} \mid |T(X)| > 0\right]. \tag{2}$$

Note that in the special case where $|T(X)| \in \{0,1\}$, this is simply the classification error conditional on making a prediction.

In order to control this risk, we show that it can be massaged to take the form of an (unconditional) average of bounded random variables. Thus, we can obtain p-values and valid hypothesis tests using the techniques from Section 2. Notice that

$$E\left[\frac{|T(X) \setminus Y|}{|T(X)|} \mid |T(X)| > 0\right] = E\left[\frac{|T(X) \setminus Y|}{|T(X)|} \mid |T(X)| > 0\right] = \frac{\nu(\lambda)}{r(\lambda)},$$

where $\nu(\lambda) = E[|T(X) \setminus Y| \cdot 1\{|T(X)| > 0\}]$ and $r(\lambda) = E[1\{|T(X)| > 0\}]$. We then have

$$\frac{\nu(\lambda)}{r(\lambda)} \leq \alpha \iff \nu(\lambda) - \alpha r(\lambda) \leq 0 \iff \nu(\lambda) - \alpha r(\lambda) + \alpha \leq \alpha \iff E[1\{Y \notin T_\lambda(X), |T_\lambda(X)| > 0\}] - \alpha 1\{|T_\lambda(X)| > 0\} + \alpha \leq \alpha.$$

Thus, we have reformulated our problem as a risk control problem without the conditioning originally present in [2], so we can apply our techniques from Section 2.2 to obtain p-values.
Figure 4: **Numerical results of our pFDR control procedure on Imagenet.** The left-hand violins show the density of the pFDP over 100 independent random splits of the calibration and validation set, at levels $\alpha = 0.15$ and $\delta = 0.1$. The right hand side shows the empirical pFDP and average set size (fraction of predictions) of the ResNet model when sweeping $\lambda$.

In this problem, we instantiate the following family of set-valued predictions:

$$T_\lambda(x) = \{y : \hat{f}_y(x) \geq \lambda, y = \arg \max_y \hat{f}_y(x)\}.$$ 

Note that these predictions are either the singleton set containing the most likely class or the null set, depending on the confidence of the model.

We now demonstrate this pFDP control on the Imagenet [53] computer vision dataset using a ResNet-152 [54] model as the base predictive model. In particular, $\hat{f}$ maps inputs to the probability simplex on Imagenet’s 1000 classes. We report numerical results in Figure 4 using 30K calibration points and 20K validation points with $\alpha = 0.15$ and $\delta = 0.1$. As before, we find that the finite-sample valid multiple testing approaches are all correct, and that the best testing method is essentially tight. By contrast, the approach based on uniform concentration is very conservative, and the approach based on the multiplier bootstrap is anti-conservative, violating risk control nearly half the time.

### 5 Example: Prediction Sets with OOD Detection

Next, we seek to create prediction sets that abstain on out-of-distribution (OOD) images, and on the rest, output prediction sets that satisfy coverage. In this setting, we want to reject as many out-of-distribution images as possible while only falsely rejecting 5% of in-distribution images. Furthermore, within the subset of images deemed in-distribution, we ask for prediction sets with 99% coverage. We should fail on one of these objectives with no more than 10% probability. In summary, our goal is to simultaneously control the type-1 error of an outlier detector and the classification coverage conditionally on non-abstention.

Our prediction sets will utilize two scores to satisfy these goals. The first will be an OOD score, $\text{OOD}(x)$, designed to be large when the input image is predicted as out-of-distribution. The second will be a conformal score, $s(x, y)$, that controls which classes are in the prediction set. We will soon instantiate specific choices of these two scores based on standard pre-trained deep learning models. Our procedure will involve a two-dimensional $\lambda$, where $\lambda_1$ takes responsibility for thresholding $\text{OOD}(x)$, and $\lambda_2$ indexes the size of the prediction sets that pass the first threshold. The output of our procedure will be all pairs of $(\lambda_1, \lambda_2)$ that can control both the type-1 error of OOD detection, and the coverage conditional on prediction simultaneously.

Concretely, the set construction procedure is:

$$T_\lambda(X) = \begin{cases} \emptyset, & \text{OOD}(X) \geq \lambda_1, \\ \{y : s(X, y) \leq \lambda_2\} \cup \arg \min_y s(X, y), & \text{OOD}(X) < \lambda_1. \end{cases}$$

These sets have a simple interpretation: when $T_\lambda(X) = \emptyset$, the example is deemed OOD. Otherwise, $T_\lambda(X)$ is guaranteed to contain the true class with, say, 99% probability. Our risk functions will correspondingly be

$$R_1(\lambda) = P(|T_\lambda(X)| = 0) \quad \text{and} \quad R_2(\lambda) = P(Y \notin T_\lambda(X) | |T_\lambda(X)| > 0),$$
controlled at levels $\alpha_1 = 0.05$ and $\alpha_2 = 0.01$ respectively. As earlier previewed, the first risk $R_1$ is the type-1 error of OOD detection—we would like to mis-identify no more than 5% of in-distribution images as OOD. The second risk $R_2$ is coverage conditionally on being deemed in-distribution.

Much like the case of pFDR in Section 4, $R_2$ is not the expected value of a $[0,1]$-valued loss function due to the conditioning. However, we can re-arrange it to become an unconditional average in the following way

$$P \{ Y \in T_\lambda(X) \mid |T_\lambda(X)| > 0 \} < \alpha \iff E \{ \mathbbm{1} \{ Y \in T_\lambda(X), |T_\lambda(X)| > 0 \} - \alpha \mathbbm{1} \{|T_\lambda(X)| > 0\} + \alpha \} < \alpha.$$ 

Thus, we can obtain valid p-values using the method of Section 2.

Now, we specialize a multiple-testing method that takes advantage of the structure of these risks. Notice that the risks are coordinate-wise monotonic, meaning

- if $\lambda_2$ is fixed, $\lambda_1^{(1)} < \lambda_1^{(2)} \implies R_1(\lambda_1^{(1)}, \lambda_2) \leq R_1(\lambda_1^{(2)}, \lambda_2)$
- and if $\lambda_1$ is fixed, $\lambda_2^{(1)} < \lambda_2^{(2)} \implies R_2(\lambda_1, \lambda_2^{(1)}) \leq R_2(\lambda_1, \lambda_2^{(2)})$.

Furthermore, for a fixed $\lambda_1$, we are most interested in the smallest $\lambda_2$, and vice versa; this essentially defines a Pareto frontier between $R_1$ and $R_2$. To efficiently identify this frontier, we will use SGT, as we described in 2.2.

First, we discretize $\Lambda = \{0, \frac{1}{1000}, \frac{2}{1000}, \ldots, 1\}^2$, yielding the null hypotheses

$$H_{i,j} : R_1(\Lambda_{i,j}) > \alpha_1 \text{ or } R_2(\Lambda_{i,j}) > \alpha_2, \text{ for all } 0 \leq i, j \leq 1000.$$

The graph we designed, shown in Figure 5, propagates the error budget towards the aforementioned Pareto frontier, starting from the safe points where $\lambda_2$ is large. One can nearly think of this graph as splitting the error budget between each $\lambda_1$ and then running a fixed-sequence test on each to find the smallest $\lambda_2$ for each $\lambda_1$. However, the procedure encoded in Figure 5 is a uniform improvement on that procedure, due to the edges connecting adjacent rows. This specific SGT is also referred to as the fallback procedure [55, 56].

As a final attempt on the multiple testing design, we designed a cascaded 2D fixed-sequence test. First, a budget of $\delta/2$ gets allocated to picking $\lambda_1$ via fixed-sequence testing. After finding the smallest $\lambda_1$ that controls $R_1$, we do a second fixed-sequence test to find the smallest $\lambda_2$ such that the pair $(\lambda_1, \lambda_2)$ controls both risks.

To test our method, we trained a CIFAR-10 DenseNet classifier and used a method called ODIN [57] as our OOD function. The CIFAR-10 dataset contains 60,000 images of dimension 32x32x3 from 10 classes. To better understand our results, let us precisely define the ODIN function. Let $\hat{f}_\theta(x)$ be the output of the DenseNet’s final, temperature-scaled [58] softmax layer, meant to estimate $P(Y \mid X)$. Additionally, let $\hat{f}_{(1)}(x)$ be the softmax output of the $i$-th most likely class. The key step in ODIN is to add a small perturbation to the input image designed to help distinguish between in-distribution and out-of-distribution images. In particular, the perturbation

$$w(X) = X - \epsilon \text{ sign} \left(-\nabla_X \log \hat{f}_{(1)}(X)\right)$$

Figure 5: **The SGT graph** used in the multiple testing procedure to identify the Pareto frontier between $\lambda_1$ and $\lambda_2$. Each node corresponds to the null hypothesis $H_{i,j}$ as described in [3]. The initial allocations of the error budget are shown within the nodes, and the edges define the transition matrix of the graph. All edges have value 1 in this case.
Figure 6: **Numerical performance of methods for simultaneous OOD type-1 error and coverage control on CIFAR-10.** We show violin plots describing the numerical performance of our testing methods. The violins quantify coverage, OOD type-1 error, and the power of the OOD procedure against Imagenet images, which are from a different distribution than CIFAR-10. The randomness is over 1000 different splits of the calibration and validation data. To produce these plots, we set $\alpha_1 = 0.05$, $\alpha_2 = 0.01$, and $\delta = 0.1$. The grey dotted lines show the coordinates of $\alpha$ on their respective plots. See Section 5 for an explanation of these results.

encourages the top softmax output to be more confident on the perturbed input $w(X)$. The tuning parameter $\epsilon$ is the magnitude of the perturbation—we took it to be 0.0014, the default value from the ODIN GitHub repository. Then, the OOD function is taken to be

$$ \text{OOD}(X) = 1 - \hat{f}(w(X))_{(1)}. $$

The reader can view ODIN as an improvement upon the obvious OOD function, $1 - \hat{f}(X)_{(1)}$; the improvement relies on the empirical observation that the top softmax output grows more for in-distribution images when perturbed than it does for out-of-distribution images. As a final note, we did a minor rescaling of the ODIN score for the reasons described in Appendix A.3.

The score function $s(x, y)$ will be a deterministic version of the Adaptive Prediction Sets (APS) procedure introduced in [20]—see [11] for a description of the version we use here. Formally, the score function is

$$ s(X, Y) = \sum_{j=1}^{k} \hat{f}_{\pi_j}(X), \text{ where } Y = \pi_k, \tag{4} $$

and $\pi$ is the permutation of $\{1, ..., K\}$ that sorts $\hat{f}(X)$ from most to least likely. Although this score function is the same as the one from the APS procedure, conformal prediction alone could not be used to construct these prediction sets due to the joint guarantee needed across both dimensions of $\lambda$.

The numerical performance of our method is shown in Figure 6. To produce this plot, we picked $\Lambda = \{0, \frac{1}{1000}, \frac{2}{1000}, ..., 1\}^2$, and used 8000 calibration points and 2000 validation points. To test the power of the OOD detection substep, we tested it on 10,000 downsampled images from Imagenet; it correctly identifies $> 99\%$ of Imagenet images as OOD. Our strategy leads to reasonable results which are not conservative in coverage or OOD Type-1 error and easily distinguish against Imagenet. Indeed, the SGT procedure violates the desired risks $10\%$ of the time when we set $\delta = 10\%$; the procedure hits exactly the target level.

6 Example: Instance Segmentation with mIOU, Coverage, and Recall Guarantees

We finish with our flagship example: object detection. We will focus on a variant of object detection called instance segmentation, in which we are given an image and asked to (1) identify all distinct objects within the image, (2) segment them from their background, and (3) classify them. See Figure 8 for several examples of our procedure. These three goals can be formally encoded by evaluating a detector’s recall, the Intersection-over-Union (IoU) of the segmentation masks with the ground truth mask, and the misclassification rate, respectively. Traditionally, these measures are combined into a single metric called average precision (AP) to heuristically evaluate the performance
of a detector \cite{59}. Although the AP can also be handled by our methods, here we will take the stronger stance of controlling all three error rates at the same time.

In more detail, we will use \textit{recall}, \textit{IOU}, and \textit{coverage} as the error rates corresponding to the three subtasks of detection. (These error rates will be formally defined soon.) We set up our experiments such that the detector has three final tuning parameters, \(\lambda_1, \lambda_2\) and \(\lambda_3\), that each controls the detector’s performance on one of the three tasks. In particular, \(\lambda_1\) tunes the number of objects that are selected, \(\lambda_2\) tunes the size of the bounding regions, and \(\lambda_3\) tunes the certainty level for classification. The setup can be summarized as follows:

| Goal                              | Error rate | Parameter |
|-----------------------------------|------------|-----------|
| (1) Locate distinct objects       | recall     | \(\lambda_1\) |
| (2) Find the precise set of pixels for each object | IOU        | \(\lambda_2\) |
| (3) Assign the right class to each object | coverage  | \(\lambda_3\) |

In truth, this is a simplification, in that the parameters \(\lambda_1, \lambda_2\) and \(\lambda_3\) are not entirely disentangled: changing any one parameter can change all three error rates. Nonetheless, \(\lambda_1\) primarily corresponds to the \textit{recall} error rate, and so on. This will be made precise in the next section. Lastly, before launching into the formal details, we note that state-of-the-art object detectors like detectron2 \cite{60} have many substeps, and for the sake of brevity we will only explain the relevant ones.

### 6.1 Formal specification of object detection

Now we begin a formal treatment of the instance segmentation problem. Our inputs are images \(X_i \in \mathbb{R}^{H \times W \times D}\), \(i = 1, \ldots, n\) where \(H, W,\) and \(D\) are the height and width and channel depth respectively (in practice each image is a different size, but we ignore this for notational convenience). Along with each input, we receive a set of tuples containing a mask and a class for each of the \(O(X_i)\) number of objects in image \(X_i\). The response \(M^{(j)}_i \in \{0,1\}^{H \times W}, j = 1, \ldots, O(X_i)\) represents a binary segmentation mask for the \(j\)th object in image \(i\) and the response \(C^{(j)}_i \in \{1, \ldots, K\}\) represents the class of that object. Thus, for a given \(X_i\), the response \(Y_i\) is the sequence of masks and classes

\[
Y_i = \left\{ \left( M^{(j)}_i, C^{(j)}_i \right) \right\}_{j=1}^{O(X_i)}.
\]

For our purposes, an object detector comprises three functions: \(\hat{O}(X_i)\), which gives the number of predicted objects, \(\hat{f}(X_i) \in [0,1]^{\hat{O}(X_i) \times K}\) (with elements \(\hat{f}^{(j)}_k(X_i)\) where \(j \in \{1, \ldots, \hat{O}(X_i)\}\) and \(k \in \{1, \ldots, K\}\)), a set of softmax outputs for each of the predicted objects, and \(\hat{g}(X_i) \in [0,1]^{\hat{O}(X_i) \times H \times W}\) (with elements \(\hat{g}^{(h,w)}_{k}\) where
output objects with a sufficiently high softmax score, since lower scores suggest that the object is more likely to be unreliable. The raw outputs \( \hat{f}(X) \) will be to classify each predicted object, and the job of \( \hat{g} \) will be to form binary segmentation masks for each. It will soon become relevant that the number of predicted objects is not equal to the number of ground truth objects, i.e., \( \hat{O}(X) \neq O(X) \). Now, we must tackle the task of turning the raw outputs \( \hat{f}(X) \) and \( \hat{g}(X) \) into binary masks and classes, while filtering out those predictions deemed unreliable.

First, we select only the most confident detections for eventual display to the user. In words, we will only output objects with a sufficiently high softmax score, since lower scores suggest that the object is more likely to be spurious. We will call the indexes of those objects

\[
\hat{J}_\lambda(X) = \{ j : \max_k \hat{f}_{k}(X) \geq 1 - \lambda_1 \} \subseteq \{1, \ldots, \hat{O}(X) \}.
\]

We will use \( \hat{J}_\lambda(X) \) to ignore objects with top scores lower than the threshold \( 1 - \lambda_1 \) in later risk computations.

Second, we explain the construction of binary masks. We set the \((h, w)\) coordinate of the estimated masks for the \( j \)th object as

\[
\tilde{M}^{(j)}_{\lambda, (h, w)}(X) = \mathbb{I} \{ \tilde{g}^{(j)}_{h, w}(X) \geq 1 - \lambda_2, j \in \hat{J}_\lambda(X) \}.
\]

Let us reflect on the construction of the mask. If the pixel truly comes from the object, \( \tilde{g}^{(j)}_{h, w}(X) \) should be large, which motivates us to threshold these values at \( 1 - \lambda_2 \). Also note that if the model is not sufficiently confident about the object’s class, then \( j \notin \hat{J}_\lambda(X) \), causing the procedure to give up and output a mask of all zeros.

Third, we discuss the formation of the prediction sets for the class of the object. We set

\[
T^{(j)}_\lambda(X) = \begin{cases} \emptyset & j \notin \hat{J}_\lambda(X) \\ \{ k : s^{(j)}(X, k) \leq \lambda_3 \} \cup \{ \arg \max_k \hat{f}_{k}(X) \} & j \in \hat{J}_\lambda(X), \end{cases}
\]

where \( s^{(j)}(X, k) \) is the APS score of class \( k \) on predicted object \( j \) from image \( X \), which is higher for more likely classes (see [4]). Holding \( \lambda_1 \) fixed, the prediction set grows when \( \lambda_3 \) grows. Also, like the mask construction, if the detector is not confident enough about the top class, the procedure gives up and outputs the null set.

Having described both ingredients of our final output, we can now bring them together. Given an input image \( X \), our final prediction is a sequence of \( \hat{O}(X) \) masks and prediction sets for the object class,

\[
\hat{Y}_\lambda = \left\{ \left( \hat{M}^{(j)}_\lambda(X), \hat{T}^{(j)}_\lambda(X) \right) \right\}_{j=1}^{\hat{O}(X)}.
\]

Now we will formally define the risk functions. Before doing so, we begin by defining the IOU for two binary masks:

\[
\text{IOU}(M, \hat{M}) = \frac{\# \{ (h, w) : M_{(h, w)} = 1 \text{ and } \hat{M}_{(h, w)} = 1 \}}{\# \{ (h, w) : M_{(h, w)} = 1 \text{ or } \hat{M}_{(h, w)} = 1 \}}.
\]

The IOU is an FDR-like quantity for segmentation masks. Importantly, the IOU function gets used to determine the correspondence between the predicted objects and the ground truth objects—recall that we do not know which predicted objects, if any, correspond to each ground truth object. To match the predictions with the ground truth, we set \( \hat{\pi} \) to be the permutation maximizing

\[
\min_{\{O(X), \hat{O}(X)\}} \sum_{j=1}^{\hat{O}(X)} \text{IOU}(M^{(j)}, \hat{M}^{\hat{\pi}(j)}_\lambda(X)) \mathbb{I} \{ j \in \hat{J}_\lambda(X) \}.
\]

From now on, assume without loss of generality that \( \hat{\pi}(j) = j \). Finally, we define our three risks, beginning with the negative of the recall,

\[
R_1 = \mathbb{E} \left[ 1 - \frac{1}{\hat{O}(X)} \sum_{j=1}^{\hat{O}(X)} \mathbb{I} \left\{ \hat{C}^{(j)} = \arg \max_k \hat{f}_{k}(X), j \in \hat{J}_\lambda(X) \right\} \right],
\]
Figure 8: **Instance segmentation examples on MS COCO.** The input images are on the left, and the output instance segmentations are on the right. The segmentation masks are shown in random colors over their respective objects, and the prediction sets are included as color-coded lists of classes adjacent to the bounding box for each object. We produced these images by running the fixed-testing procedure with $\alpha_1 = 0.25$, $\alpha_2 = 0.5$, $\alpha_3 = 0.5$, and $\delta = 0.1$. 
Figure 9: Numerical results for our instance segmentation algorithm. In order from left to right, we plot the mean coverage, mean IOU, and recall over 1000 random splits of the MS-COCO dataset. The grey dotted lines represent the coordinates of α. We chose α1 = 0.25, α2 = 0.5, α3 = 0.5, and δ = 0.1. We define the split fixed sequence testing procedure in Appendix C. The conservativeness of recall and IOU is also partially explained by the choice of \( \hat{\lambda} \), which does not seek the most liberal IOU threshold and picks \( \lambda_1 \) after fixing \( \lambda_2 \) and \( \lambda_3 \).

continuing with the negative of the average IOU,

\[
R_2 = \mathbb{E} \left[ 1 - \frac{1}{|\hat{\mathcal{J}}(X)|} \min(O(X), \hat{O}(X)) \sum_{j=1} \text{IOU}(M^{(j)}, \hat{M}_{\lambda}^{(j)}(X)) \mathbb{1} \left\{ j \in \hat{\mathcal{J}}(X) \right\} \right],
\]

and ending with the negative of the image-wise average coverage,

\[
R_3 = \mathbb{E} \left[ 1 - \frac{1}{|\hat{\mathcal{J}}(X)|} \sum_{j=1} \mathbb{1} \left\{ C^{(j)} \in \hat{T}_{\lambda}^{(j)}(X), j \in \hat{\mathcal{J}}(X) \right\} \right].
\]

The reader should notice that in \( R_2 \) and \( R_3 \), the term \( |\hat{\mathcal{J}}(X)| \) penalizes spurious detections.

As with our FWER-controlling procedure, we developed a new method called split fixed sequence testing, described in detail in Appendix C. The basic inspiration for split fixed sequence testing is that when it is unclear how to construct the underlying graph for SGT, we can learn it from an extra split of data. As a final remark on the theory, once we select a set \( \hat{\Lambda} \) with a FWER-controlling procedure as in Proposition 7, we still have to select the specific element \( \hat{\lambda} \in \hat{\Lambda} \) to report our results. Because we use FWER control to pick \( \hat{\lambda} \), we can optimize over the parameters however we wish. Accordingly, we follow the following procedure (note that all coordinates of \( \lambda \) depend on each other, and must be chosen jointly):

\[
\hat{\lambda}_3 = \min_{\lambda \in \hat{\Lambda}} \left\{ \lambda_3 : \exists \lambda_1 \in \hat{\Lambda}, \lambda_1 < \lambda_3 \right\}
\]

\[
\hat{\lambda}_1 = \min_{\lambda \in \hat{\Lambda}} \left\{ \lambda_1 : \lambda_3 = \hat{\lambda}_3 \right\}
\]

\[
\hat{\lambda}_2 = \max_{\lambda \in \hat{\Lambda}} \left\{ \lambda_2 : [\hat{\lambda}_1, \lambda_2, \hat{\lambda}_3] \in \arg\min_{\lambda \in \hat{\Lambda}} \hat{R}_2(\lambda) \right\},
\]

which optimizes over \( \hat{\Lambda} \) to get meaningful prediction sets, many detections, and a high IOU.

We again used the MS-COCO dataset for experiments, this time using Facebook AI Research’s detectron2 library to provide a pretrained detector. We modified the detector to give raw softmax outputs for each object’s class and raw sigmoid outputs for the binary masks. These became the functions \( f \) and \( \hat{g} \) we described earlier. We discretized the space coarsely, picking

\[
\Lambda = \{0.5, 0.55, 0.6, ..., 1\} \times \{0, 0.1, 0.2, ..., 1\} \times \{0.9, 0.95, 0.975, 0.99, 0.995, 0.999, 0.9995, ..., 1\},
\]

because of computational constraints involved in computing the empirical risks. These constraints are irrelevant to practical use of the method, and only appear during its evaluation because we must repeat calculations thousands of
times. Over 1000 random splits of the 5000 point validation set into a calibration set of 3000 points and a validation set of 2000 points, we produced violin plots of the three risks using the Bonferroni version of our method, with the target levels \( \alpha = [0.5, 0.5, 0.75] \) and \( \delta = 0.1 \). Although the levels \( \alpha \) are nominally higher than they were in previous examples, they are quite stringent in this context. For example, note that \( R_3 \) almost looks like coverage, but in practice is much more difficult to achieve because of the average over all predicted objects; if an object is predicted that does not match with a ground truth object, it counts as a miscoverage event. So, the level 0.75 is challenging and appropriate. Furthermore, the violin plots in Figure 9 are conservative; this is due to the severe discretization of \( \Lambda \) and the choice of \( \hat{\lambda} \). Nonetheless, the risks are controlled, and the outputs in Figure 8 could be useful to a practitioner. A finer grid (which is feasible in practice where we only do the procedure once) would fix the conservativeness.

7 Discussion

Our examples show that many reliability guarantees now become possible because of the ability of our new framework to tightly control non-monotonic risks in practical settings. Furthermore, the SGT framework, combined with the reframing of risk control as hypothesis testing, allows for very tight control of these risks. This connection is somewhat surprising; SGT was developed within the medical statistics community for very small hypothesis spaces, such as two major and two minor endpoints of a clinical trial. However, in our work the graphical testing framework is most useful—in fact, nearly required—for large hypothesis spaces.

On a similar note, the reader may wonder why uniform concentration performs so poorly on our examples, given its long history of use for the analysis of machine learning algorithms. This fact is even more surprising given our use of various advanced techniques in uniform concentration that yield sharp constants [e.g. 61, 62]. Roughly, the reason for this conservativeness is that the existing techniques to derive the concentration inequalities apply the union bound (i.e., the Bonferroni correction) over a large grid of values. By contrast, a carefully designed multiple testing approach judiciously prioritizes a smaller set of promising hypotheses, avoiding the severe multiplicity correction.

Turning to open questions, we first mention what has become a standard surgeon-general’s warning in the field of distribution-free statistics: all of the guarantees in this paper are marginal. The reader should internalize what this means: we cannot guarantee that the errors are balanced over different strata of \( X \)- and \( Y \)-space, even meaningful ones such as object class, race, sex, illumination, et cetera. All of the errors may occur in one pathological bin—although it is possible to guard against such behaviors by designing a good score and evaluating the algorithms over relevant strata [11]. Extending the proposed techniques to have errors exactly or approximately balanced across strata is an open direction of great importance.

The work presented herein opens many other questions for future work. We have not explored the question of optimal testing procedures—neither when they exist, nor what they would be, nor when they are SGTs. Additionally, the SGTs used above are relatively simple and somewhat hand-designed heuristic procedures. One could hope to do better by learning the graph from another data split. We are not aware of work addressing this topic—such methods would not have been relevant in the medical statistics community that originated SGTs. On a different note, the capability to tightly control non-monotonic risks should enable computer scientists and statisticians in many applied areas to more carefully audit and certify their algorithmic predictions. We hope our examples demonstrate to this community that, even in complex setups with sophisticated algorithms, pragmatic and explicit statistical guarantees are possible.
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A Experimental Details and Additional Results

A.1 Numerical comparisons

We directly compare the numerical performance of the methods that we have presented in a synthetic first-order autoregressive (AR) process. An AR process is a sequence of random variables where the elements in the sequence depend on the previous value plus a noise term. Although the elements in the sequence are correlated, the mean of the process can be designed to have any shape. Loosely, we model the loss of example \( i \in \{1, \ldots, n\} \) as an independently drawn AR process indexed by a one dimensional ordered set of \( \Lambda \), with a “V”-shaped mean. In other words, the risk is “V”-shaped, with the tip falling below \( \alpha \). We will make this description mathematically concrete in a moment.

In addition to the multiple testing strategies presented in the main text, we consider two alternative approaches. The first alternative, outlined in Appendix E, is to use uniform concentration results to guarantee risk control. Unfortunately, this approach was seen to be more conservative than the multiple testing approach in the main-text examples. The second alternative is to use the asymptotically-valid Romano-Wolf stepdown procedure together with the multiplier bootstrap, as described in Appendix D.

Now, we turn to the concrete definition of our AR process. We consider a case where \( \Lambda = \{0.001, 0.002, \ldots, 1\} \) and the true risk \( R(\lambda) \) is “V”-shaped, falling below the desired level \( \alpha \) in the center of the interval; see Figure 10. For each observation \( i = 1, \ldots, n \) we simulate losses for \( T_{\lambda_j} \) from the following first-order autoregressive model:

\[
L_{i,j} = \Phi(u_j + \mu_j) \\
u_j = \text{corr} \cdot u_{j-1} + \sqrt{1 - \text{corr}^2} \cdot N(0, 1).
\]

Here, the \( \mu_j \) are chosen in such a way as to create the “V”-shaped risk curve; note that there is no dependence on \( i \) anywhere, because an independent random process gets generated for each sample \( i \in \{1, \ldots, n\} \). From this simulated data, we form p-values for each hypothesis in (1) using the Hoeffding-Bentkus bound from Section 2.2. Then, we apply the Bonferroni test and the fixed sequence test to these p-values.

Before turning to the results, we pause to think about the meaning of our setting. Here, we wish to find a value of \( \lambda \) such that the risk is below \( \alpha \), but do not know in advance where this may happen. Therefore, we use the data to test whether the risk is below \( \alpha \) for each value of \( \lambda \) using the calibration data. Note that because in practice all tests are based on the same calibration data, the results will be dependent, which is why our simulated setting includes the autoregressive correlation term.

The results are recorded in Figure 10 which we parse next. First, the multiplier bootstrap procedure is the least conservative, although we will see in later experiments that it does not control the type-1 error in our real examples. We expect this is because the sample size per hypothesis is moderate, rendering the asymptotic results in [49] less predictive of the finite-sample behavior. Second, the uniform concentration bound, perhaps predictably, performs badly in practice; see our discussion of this topic in Section 7. Lastly, the fixed sequence method is less conservative on the right side of the interval than the Bonferroni method, as expected; fixed sequence testing is designed make the interval as wide as possible on the right side.

In Figure 11 we report additional results, this time with a larger fraction of nulls.
Figure 10: **Numerical comparison of FWER-controlling algorithms on a synthetic AR process.** On the left-hand side, we plot a representative of the “V”-shaped risk used to generate the AR process, along with the desired risk level $\alpha = 0.1$ as a gray dotted line. On the right-hand side, we plot the rightmost endpoint of the set $\hat{\Lambda}$ for different FWER controlling procedures in different colors (higher is less conservative). The subplots show different levels $\alpha$ and correlation parameters for the AR process as in Section A.1. We used $n = 5000$ data points, $N = 1000$ evenly spaced grid points of $\lambda$ between 0 and 1, and $\delta = 0.1$. See Figure 11 for a version of this plot with a different selection of $\mu_j$. The leftmost blue bar in each plot is a baseline procedure that selects the largest $\lambda$ such that the empirical risk is below $\alpha$. This baseline does not control the risk, and represents an upper bound on what we can hope to achieve with a risk-controlling procedure.

Figure 11: **Numerical comparison of FWER-controlling algorithms on a synthetic AR process.** This is the same plot as Figure 10 but with a different selection of $\mu_j$ (a larger fraction of nulls).

**A.2 Additional experimental results for FDR control**

In Figure 12 we report additional results from the experiment from Section 3 this time with desired FDR level $\alpha = 0.5$. 

---

**Figure 10**

**Figure 11**

**A.2** Additional experimental results for FDR control
Figure 12: **Numerical results of our multi-label classification procedure on MS COCO.** This plot is the same figure as Figure 3 in the main text, but with $\alpha = 0.5$.

### A.3 Rescaling ODIN

We make one final note here about the scaling of the ODIN function. With this particular model on the CIFAR-10 dataset, all values of $\text{OOD}(X)$ were between the numbers 0.890 and 0.899. In other words, this score is extremely poorly scaled; when choosing 1000 equally spaced points between 0 and 1000, only 9 of them will land in this interval. We re-scaled ODIN manually to fix this problem, although it could be fixed using the training dataset.

### B Proofs

**Proof of Theorem 1.** The result is immediate.

**Proof of Proposition 1.** This is a combination of the results from Hoeffding [43] and Bentkus [44]. See [2] for details on how to hybridize the two inequalities.

**Proof of Proposition 2.** This is a straightforward consequence of the central limit theorem. A statement can be found in any graduate probability textbook, such as Durrett [63].

**Proof of Proposition 3.** This is a classical result in multiple testing. For example, see [42] for discussion.

**Proof of Proposition 4.** Fixed sequence testing has existed in the literature for some time; see, e.g., Sonnemann, Finner, and Kunert [46] and Bauer [41]. We include a proof of the version we use for completeness.

Consider first the case where $|\mathcal{J}| = 1$. Then there will be a first index at which you encounter a null. The probability of making a false discovery at that index is bounded by $\delta$. Thus, the probability of making any false discoveries is bounded by $\delta$.

Turning to the $|\mathcal{J}| > 1$ case, the procedure is equivalent to running many instances of the $|\mathcal{J}| = 1$ procedure in parallel, at level $\delta/|\mathcal{J}|$. By the union bound, the probability of any false rejections is then bounded by $\delta$.

**Proof of Proposition 5.** Since the procedure is sequential, it rejects a null iff it rejects $H_j^*$, in which case $p_j^* \leq \delta$.

**Proof of Proposition 7.** The result is immediate.

**Proof of Proposition 8.** By the definition of a uniform bound, $R^+$ fails with probability at most $\alpha$ at $\hat{\lambda}$.

### C Split Fixed Sequence Testing

In Section 2.2.4, we showed how any pre-specified SGT can control the FWER. The technique is flexible and powerful, especially for situations where it is straightforward to hand-design a graph, such as Figure 5 in the OOD detection example. However, for the large-scale machine learning systems we use, designing the graph is not always
scaleable. For example, consider the object detection example in Section 6. Because all three coordinates of \( \lambda \) affect all three risks, and we do not know \textit{a-priori} which values of \( \lambda \) control the risks, there is no graph that is obviously best. In such situations, we might desire an automated procedure that defines the graph by looking at promising hypotheses in our data; in other words, we seek to \textit{learn the graph}.

The procedure we define here, which we call \textit{split fixed sequence testing}, is a very simple way of learning the graph from an extra data split. The idea is inspired by the following fact: in many settings, we hope to identify points that violate several risk functions equally often. Therefore, we pick a sequence of \( \lambda \) that have nearly the same p-value using the first split of data. Then, we simply use fixed sequence testing on this selected sequence using the fresh data. This allows us to decide our path through \( \Lambda \) using data while still providing rigorous FWER control.

Concretely, the algorithm begins by partitioning the calibration data points \( I_{\text{cal}} \) into a graph selection set \( I_{\text{graph}} \) and a multiple testing set \( I_{\text{testing}} \). We will learn our path through \( \Lambda \) only by looking at \( I_{\text{graph}} \); we will reserve the other split of data simply for running SGT. Following the notation from Section 2.3, and calculating the p-values only on the graph selection set \( I_{\text{graph}} \), we define the function

\[
\tilde{\lambda}(\beta) = \lambda_j, \text{ where } j = \arg \min_{j'} \left| \left| [p_{j,1}, \ldots, p_{j,m}] - [\beta, \ldots, \beta] \right| \right|_{\infty},
\]

where \( \beta \) ranges from 0 to 1. The function \( \tilde{\lambda}(\beta) \) picks a point where the p-values for all risks are nearly equal to \( \beta \).

We parameterize our path by discretizing this function. For some positive integer \( D \), we set

\[
\tilde{\lambda}_d = \tilde{\lambda} \left( \frac{d}{D} \right), \text{ for } d = 0, 1, \ldots, D.
\]

Note that in practice, this sequence can have repeated values, usually adjacent to one another; we remove them in practice, and ignore them for notational convenience.

Once we have the sequence \( \{\tilde{\lambda}_d\}_{d=0}^D \), we do fixed sequence testing directly on the sequence as it is naturally ordered using the multiple testing set \( I_{\text{testing}} \). Figure 9 shows the result.

### D Alternative Approach: the Romano-Wolf Stepdown Procedure with Multiplier Bootstrap

We describe an alternative to our multiple testing approach, based on results from asymptotic statistics. This approach is \textit{not} valid in finite samples, but is perhaps still reasonable. Unfortunately, in our experiments presented in the main text we find that this approach is anti-conservative, violating type-1 error too frequently. Therefore, we do not recommend this approach in practice; we include it only as a baseline. In the remainder of this section, we outline this approach.

To begin, we introduce notation for the empirical risk on the calibration set:

\[
\hat{R}(\lambda) = \frac{1}{n} \sum_{i=1}^{n} L(T_{\lambda}(X_i), Y_i),
\]

which is the key quantity for computing p-values. Although fixed sequence testing and SGT can take advantage of the local correlation near the points in the coarser grid, it is still imperfectly adaptive to the correlation structure of \( \hat{R}(\lambda_j) \)'s. For example, when \( \hat{R}(\lambda_j) \)'s are perfectly correlated, no multiplicity correction is needed. If \( (\hat{R}(\lambda_1), \ldots, \hat{R}(\lambda_N)) \) is multivariate Gaussian with covariance matrix \( \Sigma \), then the distribution of the maximal deviation \( \max_j (\hat{R}(\lambda_j) - \hat{R}(\lambda_j)) \) can be computed by simulating the maximum of \( N(0, \Sigma) \). Let \( c_{1-\delta} \) be the \((1 - \delta)\) quantile of \( \max_j (\hat{R}(\lambda_j) - \hat{R}(\lambda_j)) \). Then

\[
P \left( \hat{R}(\lambda_j) \leq \hat{R}(\lambda_j) + c_{1-\delta}, \ \forall j \right) = 1 - \delta.
\]

This yields a selected set as \( \{\lambda_j : \hat{R}(\lambda_j) + c_{1-\delta} \leq \alpha\} \). The resulting critical value \( c_{1-\delta} \) is adaptive to the correlation structure.
In our problem, of course, neither \((\hat{R}(\lambda_1), \ldots, \hat{R}(\lambda_N))\) is Gaussian nor \(\Sigma\) is known. Nonetheless, perhaps surprisingly, [49] showed that the critical value obtained by simulating the maximum of \(N(0, \hat{\Sigma})\) is approximately valid in the sense of (5) under mild conditions, where \(\hat{\Sigma}\) is an appropriate estimate. In particular, we consider the case where \(\hat{\Sigma}\) is the sample covariance matrix of the vectors \((L(T_{\lambda_1}(X_i), Y_i), \ldots, L(T_{\lambda_N}(X_i), Y_i))\) without any regularization. Notably, \(N\) is allowed to grow as \(\exp\{\text{Poly}(n)\}\) in their asymptotic regime. The procedure is called the multiplier bootstrap (MB), described below for self-containedness. Let

\[
Z_{ij} = L(T_{\lambda_j}(X_i), Y_i) - \frac{1}{n} \sum_{i=1}^{n} L(T_{\lambda_j}(X_i), Y_i).
\]

Let \(B\) be a large integer (e.g. 500), and \(e^{(1)}, \ldots, e^{(B)}\) be i.i.d. random vectors drawn from the standard \(n\)-dimensional multivariate Gaussian distribution. Further, let

\[
\hat{c}_j^{(b)} = \frac{1}{n} \sum_{i=1}^{n} Z_{ij} e_i^{(b)}.
\]

Then MB takes the critical value as

\[
c_{1-\alpha} = \text{Quantile} \left( 1 - \alpha; \left\{ \max_j \hat{c}_j^{(b)} : b = 1, \ldots, B \right\} \right).
\]

Although fully adaptive to the correlation, the vanilla MB is not adaptive to strong signals because it treats all \(\lambda_j\)'s equally. Specifically, if a large fraction of \(\lambda_j\)'s have tiny p-values showing strong evidence against the nulls, the multiplicity correction can be focused on the remaining ones without inflating the FWER. This can be achieved by the Romano-Wolf step-down procedure [48], that narrows down the set of \(\lambda_j\) in stages, avoiding the penalty incurred by a large grid of \(\lambda\)'s, while still maintaining validity assuming arbitrary dependence among the p-values. The generic Romano-Wolf procedure is detailed in Algorithm 3.

**Algorithm 3** Romano-Wolf step-down procedure

1: \(S \leftarrow \{\lambda_1, \ldots, \lambda_N\}\)
2: \(R \leftarrow \emptyset\)
3: while \(R \neq \{\lambda_1, \ldots, \lambda_N\}\) do
4: \(\Delta R \leftarrow \{\lambda_j \not\in R : T_j \geq \hat{c}_j(S)\}\)
5: if \(\Delta R = \emptyset\) then
6: break
7: else
8: \(S \leftarrow S \setminus \Delta R\)
9: \(R \leftarrow R \cup \Delta R\)
10: Return: rejection set \(R\)

Chernozhukov, Chetverikov, and Kato [49] showed that the above procedure has strong FWER control asymptotically when the critical values are chosen by MB, i.e.,

\[
\hat{c}_j(S)^{MB} = \text{Quantile} \left( 1 - \delta; \left\{ \max_{j \in S} \hat{c}_j^{(b)} : b = 1, \ldots, B \right\} \right).
\]

The assumptions are stated in their Theorem 5.1.

**E Alternative Approach: Uniform Concentration**

Rather than use multiple testing, one can consider creating risk-controlling predictions using uniform concentration results. We outline this strategy below. Unfortunately, this approach is typically much more conservative than the multiple testing approach, even when using state-of-the-art concentration results. This is evidenced in our many simulations. Nonetheless, since this is a seemingly natural alternative, we record this approach in detail here.

\[1\] In fact, it is equivalent to Holm’s procedure when the test statistics are valid p-values and the critical value is given by Bonferroni correction.
E.1 Framework

We stated how uniform bounds lead to risk control in Proposition 8.

The main challenge is to come up with a valid uniform confidence bound $R^+$. We have developed such bounds, stating the technical details in Appendix E.2. In the experiments presented in the main text, we find that this is less powerful than the multiple-testing approach.

E.2 A new class of concentration inequalities for self-normalized empirical processes

We next develop a state-of-the-art set of uniform concentration results for our setting. Recalling that

$$E.2 \quad A \text{ new class of concentration inequalities for self-normalized empirical processes}$$

we can view $\{\hat{R}(T_\lambda) : \lambda \in \Lambda\}$ as an empirical process indexed by $\lambda$. The simplest empirical process is the empirical CDF. The celebrated Dvoretzky-Kiefer-Wolfowitz-Massart (DKWM) inequality bounds the absolute difference $|\hat{F}_n(w) - F(w)|$. Although the constant is tight, the sup-difference metric ignores the non-constant variance of $\hat{F}_n(w)$. Specifically, $n\hat{F}_n(w) \sim \text{Binom}(n,F(w))$ and thus $\text{Var}[\hat{F}_n(w)] = F(w)(1 - F(w))/n$. As a result, when $F(w)$ is close to 0 or 1, $\hat{F}_n(w)$ is more concentrated around $F(w)$.

To improve the DKWM bounds for tail events, a line of work has established concentration inequalities for self-normalized empirical processes [e.g. 61, 64–67]. In particular, they derived upper tail bounds for

$$\sup_{w \in \mathbb{R}} \frac{\hat{F}_n(w) - F(w)}{\sqrt{\hat{F}_n(w)}} \quad \text{and} \quad \sup_{w \in \mathbb{R}} \frac{F(w) - \hat{F}_n(w)}{\sqrt{F(w)},}$$

where $\hat{F}_n(w)$ denotes the empirical CDF of $n$ i.i.d. samples $W_1, \ldots, W_n$ drawn from the distribution $F$. For instance, 61 prove that, with probability $1 - \delta$,

$$\sup_{w \in \mathbb{R}} \frac{F(w) - \hat{F}_n(w)}{\sqrt{F(w)}} \leq \sqrt{\frac{4}{n} \log \left( \frac{2(1 + 1)}{\alpha} \right)} = O\left( \sqrt{\frac{\log n}{n}} \right).$$

When $F(w) = O(\log n/n)$, the Anthony–Shaw-Taylor inequality yields an upper confidence bound of $F(w)$ of order $O(\log n/n)$ as well, while the DKWM inequality implies an upper confidence bound of $F(w)$ of order $O(1/\sqrt{n})$. Thus the former yields a tighter results for rare events for large $n$.

In our context, $\hat{R}(T_\lambda)$ is more complicated than the empirical CDF because the summands are no longer binary. We adapt the proofs of 61, 62, and 68 to the general case and further improve their constants using the recently developed tools for sampling without replacement 69 and weighted sums of Rademacher variables 70 71. To state the general results, we consider a generic empirical process

$$\hat{s}_n(\lambda) = \frac{1}{n} \sum_{i=1}^{n} S(\lambda; Z_i), \quad s(\lambda) = \mathbb{E}[S(\lambda; Z_i)], \quad S(\lambda; Z_i) \in [0, 1] \text{ almost surely for every } \lambda \in \Lambda. \quad (6)$$

Note that $S(\lambda; Z_i) = L(T_\lambda(X_i), Y_i)$ in our context. Furthermore, we define $\Delta(n)$ as the

$$\Delta(n) = \sup_{z_1, \ldots, z_n} \left| \{S(\lambda; z_1), \ldots, S(\lambda; z_n) : \lambda \in \Lambda\} \right|.$$ 

In the literature, $\log \Delta(n)$ is often referred to as the growth function [72 Section 2].

**Theorem E.1.** Under the setting [6], for any $\eta \geq 0$,

$$\mathbb{P} \left( \sup_{\lambda \in \Lambda} \frac{\hat{s}_n(\lambda) - s(\lambda)}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq t \right) \leq \inf_{\gamma \in (0,1), n' \in \mathbb{Z}^+} \frac{\Delta(n + n') \exp\{-g_2(t; n, n', \gamma, \eta)\}}{1 - \exp\{-g_1(t; n', \gamma, \kappa, \gamma)\}}, \quad (7)$$
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and
\[
\mathbb{P} \left( \sup_{\lambda \in \Lambda} \frac{s(\lambda) - \hat{s}_n(\lambda)}{\sqrt{s(\lambda) + \eta}} \geq t \right) \leq \inf_{\gamma \in (0,1), n' \in \mathbb{Z}^+} \frac{\Delta(n + n') \exp\{-g_2(t; n, n', \gamma, \kappa^-)\}}{1 - \exp\{-g_1(t; n', \gamma, \eta)\}} ,
\]  
(8)
where
\[
g_1(t; n', \gamma, \kappa) = \max \left\{ \frac{n't^2}{2} \frac{\gamma^2}{1 + \gamma^2 t^2 / 30\kappa}, \log \left( \frac{n't^2 \gamma^2}{(\sqrt{1 + \kappa} - \sqrt{\kappa})^2} \right) \right\}.
\]
\[
g_2(t; n, n', \gamma, \kappa) = \frac{n't^2}{2} \left( \frac{n'}{n + n'} \right)^2 \frac{(1 - \gamma)^2}{1 + (1 - \gamma)^2 t^2 / 36\kappa},
\]
and
\[
\kappa^+ = \eta + \frac{t^2}{2} + t \sqrt{\frac{t^2}{4} + \eta}, \quad \kappa^- = \eta + \frac{n + n'}{n + n'} \sqrt{\kappa^+}.
\]

**Theorem E.2.** Under the setting \([5], \) for any \(\eta \geq 0,
\[
\mathbb{P} \left( \sup_{\lambda \in \Lambda} \frac{\hat{s}_n(\lambda) - s(\lambda)}{\sqrt{s(\lambda) + \eta}} \geq t \right) \leq \inf_{\gamma \in (0,1)} \frac{\Delta(2n) \hat{g} \left( \sqrt{\frac{n(1+n)}{2}} (1 - \gamma) t \right)}{1 - \exp\{-g_1(t; n, \gamma, \kappa^+)\}},
\]
and
\[
\mathbb{P} \left( \sup_{\lambda \in \Lambda} \frac{s(\lambda) - \hat{s}_n(\lambda)}{\sqrt{s(\lambda) + \eta}} \geq t \right) \leq \inf_{\gamma \in (0,1)} \frac{\Delta(2n) \hat{g} \left( \sqrt{\frac{n(1+n)}{2}} (1 - \gamma) t \right)}{1 - \exp\{-g_1(t; n, \gamma, \eta)\}},
\]
(9)
where \(g_1\) is defined in Theorem [E.1], \(\hat{g}(x) = \min\{\hat{g}_1(x), \hat{g}_2(x), \hat{g}_3(x)\},
\]
\[
\hat{g}_1(x) = c_1(1 - \Phi(x)), \quad c_1 = 1/4(1 - \Phi(\sqrt{2})) \approx 3.178,
\]
\[
\hat{g}_2(x) = 1 - \Phi(x) + \frac{c_2}{9 + x^2} \exp \left\{ -\frac{x^2}{2} \right\}, \quad c_2 = 5\sqrt{e}(2\Phi(1) - 1) \approx 5.628,
\]
\[
\hat{g}_3(x) = \exp \left\{ -\frac{x^2}{2} \right\}.
\]

The proofs of both theorems are lengthy and relegated to Section [E.5].

**E.3 Uniform upper confidence bound for RCP**

From these general results, we obtain the following corollary, which will result in a practical algorithm momentarily.

**Corollary E.1.** Let
\[
R^+(T_\lambda) := \hat{R}(T_\lambda) + t(\eta; \delta) \sqrt{\hat{R}(T_\lambda) + \eta} + \frac{t(\eta; \delta)^2}{4} + \frac{t(\eta; \delta)^2}{2},
\]
where \(t(\eta; \delta)\) is defined as the \(t\) that solves
\[
\delta = \inf_{\gamma \in (0,1), n' \in \mathbb{Z}^+} \min \left\{ \frac{\Delta(n + n') \exp\{-g_2(t; n, n', \gamma, \kappa^-)\}}{1 - \exp\{-g_1(t; n', \gamma, \eta)\}}, \frac{\Delta(2n) \hat{g} \left( \sqrt{\frac{n(1+n)}{2}} (1 - \gamma) t \right)}{1 - \exp\{-g_1(t; n, \gamma, \eta)\}} \right\},
\]
where the functions and quantities are defined in Theorem [E.1] and [E.2]. Then
\[
\mathbb{P}(R(T_\lambda) \leq R^+(T_\lambda) \text{ for all } \lambda \in \Lambda) \geq 1 - \delta.
\]
Figure 13: **Empirical FDP needed to achieve FDR control.** We plot several desired FDR levels and high-probability choices $\delta$. The gray horizontal line indicates the target FDR level $\alpha$.

**An optimal choice of $\eta$**

The parameter $\eta$ needs to be chosen in advance. For a given level $(\alpha, \delta)$, however, there is an optimal choice. Let

$$x(\eta; \delta) := \alpha - t(\eta; \delta)\sqrt{\alpha + \eta},$$

which is the largest solution $x$ of

$$\alpha = x + t(\eta; \delta)\sqrt{x + \eta + \frac{t(\eta; \delta)^2}{4} + \frac{t(\eta; \delta)^2}{2}}.$$

This is the largest value for which $\text{FDP}(T) \leq x$ implies that $\text{FDR}^+(T) \leq \alpha$. In other words, with $\eta$ fixed, our procedure will find the largest $\lambda$ such that $\text{FDP}(T_\lambda) \leq x(\eta; \delta)$, and select this value as $\hat{\lambda}$. Thus, we should select the value of $\eta$ that makes $x(\eta; \delta)$ as small as possible;

$$\eta^*(\delta) := \arg \min_{\eta \geq 0} x(\eta; \delta)$$

is the best value of $\eta$.

**E.4 Concrete instantiation for FDR control**

To apply Corollary E.1 for FDR control, we need to derive the growth function. Let $Z_i = (X_i, Y_i), \{1, \ldots, K\}$ be the set of labels, and

$$\Lambda_{ij} := \inf\{\lambda \in \mathbb{R} : j \notin T_\lambda(X_i)\}$$

In our example, $T_\lambda$ is decreasing in $\lambda$. Thus,

$$\text{FDR} = \mathbb{E}[S(\Lambda; Z_i)], \quad \text{where} \quad S(\Lambda; Z_i) = \frac{\sum_{j=1}^{m} I(\Lambda_{ij} \leq \lambda, j \notin Y_i)}{\sum_{j=1}^{m} I(\Lambda_{ij} \leq \lambda)}.$$
Here, 0/0 is defined as 0. Note that \((S(\lambda; Z_1), \ldots, S(\lambda; Z_n))\) changes value only when \(\lambda = \Lambda_{ij}\) for some \(i\) and \(j\), and thus
\[
\Delta(n) \leq nm + 1.
\]

In Algorithm 4 below, we present the full algorithm corresponding to Corollary 8 specialized to the FDR control setting from Section 3 for concreteness. In addition, in Figure 13, we report numerical information about the size of the bound. In particular, we show the empirical FDR that must be achieved in order to conclude that the true FDR is below \(\alpha\) with probability at least \(1 - \delta\); that is, \(x(\eta^*; \delta)\) in our notation above. When this curve is farther below the nominal rate \(\alpha\), it means that the procedure is quite conservative. We find that the procedure is heavily conservative until \(n\) is of order \(10^5\). This provides further evidence that the uniform concentration approach is looser than the multiple testing approach, so it requires a much larger amount of calibration data.

### Algorithm 4 FDR Calibration via Uniform Concentration

**Input:** Nested-set-valued function \(T_\lambda\), desired FDR \(\alpha\), calibration set \((X_1, Y_1), \ldots, (X_n, Y_n)\), step size \(\zeta\).

1. **procedure** LARGESTSET\((T_\lambda, \alpha, (X_1, Y_1), \ldots, (X_n, Y_n))\)
2. \(\lambda \leftarrow 1\)
3. **while** \(\lambda > 0\) \& \(\alpha \geq \text{FDR}(T_\lambda) + t(\eta^*; \delta)\sqrt{\text{FDR}(T_\lambda) + \eta^* + t(\eta^*; \delta)^2/4 + t(\eta^*; \delta)/2}\) do
4. \(\lambda \leftarrow \lambda - \zeta\)
5. **return** \(\lambda\)

**Output:** A parameter \(\hat{\lambda}\) that controls the FDR at level \(\alpha\) with probability \(\delta\).

### E.5 Technical proofs

**Proof of Corollary E.1** Let \(S(\lambda; Z_i) = L(T_\lambda(X_i), Y_i)\). By the second inequalities in Theorem E.1 and E.2
\[
\Pr\left(\sup_{\lambda \in \Lambda} \frac{R(T_\lambda) - \hat{R}(T_\lambda)}{\sqrt{R(\hat{I}_\lambda) + \eta}} \leq t(\eta; \delta)\right) \geq 1 - \delta.
\]

On this event, for any \(\lambda \in \Lambda\),
\[
\begin{align*}
R(T_\lambda) - t(\eta; \delta)\sqrt{R(\hat{I}_\lambda) + \eta} &\leq \hat{R}(T_\lambda) \\
\iff \left(\sqrt{R(T_\lambda) + \eta} - \frac{t(\eta; \delta)}{2}\right)^2 &\leq \hat{R}(T_\lambda) + \eta + \frac{t(\eta; \delta)^2}{4} \\
\iff \sqrt{R(T_\lambda) + \eta} &\leq \hat{R}(T_\lambda) + \eta + \frac{t(\eta; \delta)^2}{4} + \frac{t(\eta; \delta)}{2} \\
\implies R(T_\lambda) &\leq \hat{R}(T_\lambda) + t(\eta; \delta)\sqrt{\hat{R}(T_\lambda) + \eta + \frac{t(\eta; \delta)^2}{4} + \frac{t(\eta; \delta)^2}{2}}.
\end{align*}
\]

\(\square\)

**Proposition E.1.** [Section 2.7 of 73] Let \(Z_1, \ldots, Z_n \in [0, 1]\) be i.i.d. random variables with \(\mathbb{E}[Z_1] = \mu\) and \(\text{Var}[Z_1] = \sigma^2\). Further let \(\mu = (1/n) \sum_{i=1}^n Z_i\). Then for any \(x > 0\),
\[
\Pr(\hat{\mu} - \mu \geq x) \leq \exp\left\{-\frac{nx^2/2}{\sigma^2 + x/3}\right\}.
\]

**Proposition E.2.** [69] Theorem 2.4. Let \(x_1, \ldots, x_N\) be a fixed finite population of \(N > 1\) real points with \(x_i \in [0, 1]\) and \(\bar{x} = (1/N) \sum_{i=1}^N x_i\). Further let \(\Pi\) be a random permutation of \(\{1, \ldots, N\}\). Then for any \(\epsilon > 0\),
\[
\Pr\left(\frac{1}{n} \sum_{k=1}^n x_{\Pi(k)} - \bar{x} \geq \epsilon\right) \leq \exp\left\{-\frac{2n\epsilon^2}{(1-n/N)(1+1/n)}\right\}.
\]
Proposition E.3. [69, Proposition 1.4] With the same setting as Proposition E.2, for any $\epsilon > 0$,
\[
\mathbb{P} \left( \frac{1}{n} \sum_{k=1}^{n} x_{\pi(k)} - \bar{x} \geq \epsilon \right) \leq \exp \left\{ -\frac{ne^2/2}{\sigma^2 + \epsilon/3} \right\},
\]
where
\[
\sigma^2 = \frac{1}{n} \sum_{k=1}^{n} (x_k - \bar{x})^2.
\]

Proposition E.4. [70, Theorem 1.1] Let $c_1, \ldots, c_n$ be i.i.d. Rademacher random variables and $a = (a_1, \ldots, a_n)$ be a vector with $\|a\|_2 \leq 1$. Then
\[
\mathbb{P} \left( \sum_{i=1}^{n} a_i \epsilon_i \geq x \right) \leq c_1(1 - \Phi(x))
\]
where $\Phi(x)$ is the CDF of the standard normal distribution and $c_1 = 1/4(1 - \Phi(\sqrt{2})) \approx 3.178$.

Proposition E.5. [70, Theorem 1.1] With the same assumptions and notation as in Proposition E.4.
\[
\mathbb{P} \left( \sum_{i=1}^{n} a_i \epsilon_i \geq x \right) \leq 1 - \Phi(x) + \frac{c_2}{9 + x^2} \exp \left\{ -\frac{x^2}{2} \right\},
\]
where $c_2 = 5\sqrt{e}(2\Phi(1) - 1) \approx 5.628$.

Proof of Theorem E.1 Let $Z_{n+1}, \ldots, Z_{n+n'}$ be i.i.d. fresh samples drawn from the same distribution as $Z_1$ and
\[
\hat{s}_{n'}(\lambda) = \frac{1}{n'} \sum_{i=n+1}^{n+n'} S(\lambda; Z_i).
\]
Since the proof is quite involved, we decompose it into four steps.

Step 1 for (7): we shall prove that
\[
\mathbb{P} \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n(\lambda) - \hat{s}_{n'}(\lambda)}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq (1 - \gamma)t \right) \geq \mathbb{P} \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n(\lambda) - \hat{s}(\lambda)}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq t \right) \inf_{\lambda \in \mathbb{R}} \mathbb{P} \left( \frac{\hat{s}_{n'}(\lambda) - \hat{s}(\lambda)}{\sqrt{\hat{s}(\lambda) + \kappa^+}} \leq \gamma t \right). \tag{10}
\]
Consider the event that there exists $\lambda^* \in \mathbb{R}$ such that
\[
\frac{\hat{s}_n(\lambda^*) - \hat{s}(\lambda^*)}{\sqrt{\hat{s}(\lambda^*) + \kappa^+}} \geq t, \quad \frac{\hat{s}_{n'}(\lambda^*) - \hat{s}(\lambda^*)}{\sqrt{\hat{s}(\lambda^*) + \kappa^+}} \leq \gamma t. \tag{11}
\]
The first inequality of (11) implies that
\[
(\hat{s}_n(\lambda^*) + \eta) - t\sqrt{\hat{s}_n(\lambda^*) + \eta} \geq \eta + s(\lambda^*) \implies \left( \sqrt{\hat{s}_n(\lambda) + \eta} - \frac{t}{2} \right)^2 \geq \frac{t^2}{4} + \eta + s(\lambda^*). \tag{12}
\]
Since $\hat{s}_n(\lambda) + \eta > 0$ and $\sqrt{t^2/4 + \eta} > t/2$, we have
\[
\hat{s}_n(\lambda^*) + \eta \geq \left( \frac{t}{2} + \sqrt{\frac{t^2}{4} + \eta + s(\lambda^*)} \right)^2 = \frac{t^2}{2} + \eta + s(\lambda^*) + t\sqrt{\frac{t^2}{4} + \eta + s(\lambda^*)}
\geq s(\lambda^*) + \eta + \frac{t^2}{2} + t\sqrt{\frac{t^2}{4} + \eta} = s(\lambda^*) + \kappa^+. \tag{12}
\]
The second inequality of (11) and (12) imply that
\[
\frac{\hat{s}_{n'}(\lambda^*) - \hat{s}(\lambda^*)}{\sqrt{\hat{s}(\lambda^*) + \kappa^+}} \leq \gamma t \leq \frac{\hat{s}_n(\lambda^*) - \hat{s}(\lambda^*)}{\sqrt{\hat{s}_n(\lambda) + \eta}} \leq \frac{\hat{s}_n(\lambda) - \hat{s}(\lambda)}{\sqrt{\hat{s}(\lambda) + \kappa^+}} \implies \hat{s}_{n'}(\lambda^*) \geq \hat{s}_n(\lambda^*). \tag{13}
\]
As a result,

\[
\hat{s}_{n+n'}(\lambda) = \frac{n'}{n+n'}\hat{s}_n(\lambda) + \frac{n}{n+n'}\hat{s}_{n'}(\lambda) \leq \hat{s}_n(\lambda)
\]  

(14)

By (11) - (14),

\[
\frac{\hat{s}_n(\lambda^*) - \hat{s}_{n'}(\lambda^*)}{\sqrt{\hat{s}_{n+n'}(\lambda^*)} + \eta} \geq \frac{t\sqrt{\hat{s}_n(\lambda^*)} + \eta - (\hat{s}_{n'}(\lambda^*) - s(\lambda^*))}{\sqrt{\hat{s}_n(\lambda^*)} + \eta} \geq \frac{t\sqrt{\hat{s}_n(\lambda^*)} + \eta - \gamma t\sqrt{s(\lambda^*) + \kappa^+}}{\sqrt{\hat{s}_n(\lambda^*)} + \eta} \geq \frac{t\sqrt{\hat{s}_n(\lambda^*)} + \eta - \gamma t\sqrt{s(\lambda^*) + \kappa^+}}{\sqrt{\hat{s}_n(\lambda^*)} + \eta} = (1 - \gamma)t.
\]

(11) - (14)

Given \((Z_1, \ldots, Z_n)\), if \(\lambda \mapsto \frac{\hat{s}_n(\lambda) - s(\lambda)}{\sqrt{\hat{s}_n(\lambda) + \eta}}\) achieves the supremum, we take \(\lambda^*\) as the maximizer. Then \(\lambda^*\) is measurable with respect to \(\{Z_1, \ldots, Z_n\}\) and independent of \(\hat{s}_{n'}\). As a result,

\[
P \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n(\lambda) - \hat{s}_{n'}(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda)} + \eta} \geq (1 - \gamma)t \right)
\]

\[
\geq P \left( \frac{\hat{s}_n(\lambda^*) - \hat{s}_{n'}(\lambda^*)}{\sqrt{\hat{s}_{n+n'}(\lambda^*)} + \eta} \geq (1 - \gamma)t \right)
\]

\[
\geq P \left( \frac{\hat{s}_n(\lambda^*) - s(\lambda^*)}{\sqrt{\hat{s}_n(\lambda^*)} + \eta} \geq t, \frac{\hat{s}_{n'}(\lambda^*) - s(\lambda^*)}{\sqrt{s(\lambda^*) + \kappa^+}} \leq \gamma t \right)
\]

\[
= E \left[ P \left( \frac{\hat{s}_n(\lambda^*) - s(\lambda^*)}{\sqrt{\hat{s}_n(\lambda^*)} + \eta} \geq t, \frac{\hat{s}_{n'}(\lambda^*) - s(\lambda^*)}{\sqrt{s(\lambda^*) + \kappa^+}} \leq \gamma t \right) \mid Z_1, \ldots, Z_n \right]
\]

\[
= E \left[ \inf_{\lambda \in \mathbb{R}} P \left( \frac{\hat{s}_n(\lambda^*) - s(\lambda)}{\sqrt{s(\lambda) + \kappa^+}} \geq (1 - \gamma)t \right) \right]
\]

\[
= P \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n(\lambda) - s(\lambda)}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq t \right)
\]

\[
\geq P \left( \inf_{\lambda \in \mathbb{R}} P \left( \frac{\hat{s}_{n'}(\lambda) - s(\lambda)}{\sqrt{s(\lambda) + \kappa^+}} \leq \gamma t \right) \right).
\]

This concludes (10). If the supremum of \(\lambda \mapsto \frac{\hat{s}_n(\lambda) - s(\lambda)}{\sqrt{\hat{s}_n(\lambda) + \eta}}\) cannot be achieved, we can find a sequence of events \(\{\lambda_\ell : \ell = 1, 2, \ldots\}\) at which the values converge to the supremum. For each \(\lambda_\ell\), we can prove the above inequality and (10) can be proved by taking \(\ell \to \infty\).

**Step 2 for (7):** we shall prove that

\[
\inf_{\lambda \in \mathbb{R}} P \left( \frac{\hat{s}_{n'}(\lambda) - s(\lambda)}{\sqrt{s(\lambda) + \kappa^+}} \leq \gamma t \right) \geq 1 - \exp\{-g_1(t; n', \gamma, \kappa^+)\}.
\]

(15)

Given any subset \(\lambda \in \mathbb{R},\)

\[
\hat{s}_{n'}(\lambda) - s(\lambda) = \frac{1}{n'} \sum_{i=n+1}^{n+n'} (S(\lambda; Z_i) - s(\lambda)),
\]

and

\[
E[S(\lambda; Z_i) - s(\lambda)] = 0, \quad E[(S(\lambda; Z_i) - s(\lambda))^2] \leq E[S(\lambda; Z_i)^2] \leq E[S(\lambda; Z_i)] = s(\lambda).
\]
By the Bernstein inequality (Proposition E.1),
\[
\mathbb{P}\left( \hat{s}'(\lambda) - s(\lambda) \geq \gamma t \sqrt{s(\lambda) + \kappa^+} \right) \leq \exp \left\{ - \frac{n't^2}{2} \frac{s(\lambda) + \kappa^+}{s(\lambda) + \gamma t \sqrt{s(\lambda) + \kappa^+/3}} \right\}.
\]

It remains to prove that
\[
\frac{s(\lambda) + \kappa^+}{s(\lambda) + \gamma t \sqrt{s(\lambda) + \kappa^+/3}} \geq \left( 1 + \frac{\gamma^2 t^2}{36 \kappa^+} \right)^{-1}.
\]
(16)

Using the fact that \( \sqrt{a} \leq (ba + 1/b)/2 \), we have
\[
\sqrt{s(\lambda) + \kappa^+} \leq \frac{\gamma t}{12 \kappa^+} (s(\lambda) + \kappa^+) + \frac{3 \kappa^+}{\gamma t}.
\]
This entails that
\[
\inf_{\lambda \in \mathbb{R}} \mathbb{P}\left( \frac{\hat{s}'(\lambda) - s(\lambda)}{\sqrt{s(\lambda) + \kappa^+}} \leq \gamma t \right) \geq 1 - \exp\{-g_{11}(t; n', \gamma, \kappa^+)\},
\]
where
\[
g_{11}(t; n', \gamma, \kappa^+) = \frac{n't^2}{2} \frac{\gamma^2}{1 + \gamma^2 t^2 / 36 \kappa^+}.
\]

On the other hand, since \( \mathbb{E}[\hat{s}'(\lambda)] = s(\lambda) \), by Chebyshev’s inequality,
\[
\mathbb{P}\left( \frac{\hat{s}'(\lambda) - s(\lambda)}{\sqrt{s(\lambda) + \kappa^+}} \geq \gamma t \right) \leq \frac{1}{\gamma^2 t^2} \text{Var} \left( \frac{\hat{s}'(\lambda) - s(\lambda)}{\sqrt{s(\lambda) + \kappa^+}} \right) = \frac{1}{n'\gamma^2 t^2} \frac{s(\lambda)(1-s(\lambda))}{s(\lambda) + \kappa^+}.
\]

Let \( m(x) = x(1-x)/(x + \kappa^+) \). Then
\[
\frac{d}{dx} \log[m(x)] = \frac{1}{x} - \frac{1}{1-x} - \frac{1}{x + \kappa^+} = \frac{\kappa^+ - 2 \kappa^+ x - x^2}{x(x + \kappa^+)(1-x)}.
\]

Since \( \eta \geq 0, \kappa^+ \geq 0 \). Via some tedious algebra, we can show that \( m(x) \) achieves its maximum at \( x^* = \sqrt{\kappa^+ + \kappa^{+2}} - \kappa^+ \) at which
\[
m(x^*) = (\sqrt{1 + \kappa^+} - \sqrt{\kappa^+})^2.
\]

Therefore,
\[
\mathbb{P}\left( \frac{\hat{s}'(\lambda) - s(\lambda)}{\sqrt{s(\lambda) + \kappa^+}} \leq \gamma t \right) \geq 1 - \exp\{-g_{12}(t; n', \gamma, \kappa^+)\},
\]
where
\[
g_{12}(t; n', \gamma, \kappa^+) = \log \left( \frac{n'\gamma^2 t^2/\sqrt{1 + \kappa^+} - \sqrt{\kappa^+})^2} \right).
\]

Putting two pieces together, (15) is proved by noting that \( g_1 = g_{11} \wedge g_{12} \).

**Step 3 for (7):** we shall prove that
\[
\mathbb{P}\left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}(\lambda) - \hat{s}'(\lambda)}{\sqrt{\hat{s}(\lambda) + \eta}} \geq (1-\gamma)t \right) \leq \Delta(n + n') \exp\{-g_2(t; n, n', \gamma, \eta)\}.
\]
(17)

Let \( \Pi \) be any given permutation over \( \{1, \ldots, n + n'\} \). Since \( Z_1, \ldots, Z_{n + n'} \) are i.i.d.,
\[
(Z_1, \ldots, Z_{n + n'}) \overset{d}{=} (Z_{\Pi(1)}, \ldots, Z_{\Pi(n + n')}).
\]

As a result, for any \( \Pi \),
\[
\mathbb{P}\left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}(\lambda) - \hat{s}'(\lambda)}{\sqrt{\hat{s}(\lambda) + \eta}} \geq (1-\gamma)t \right) = \mathbb{P}\left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_{\Pi}(\lambda) - \hat{s}'_{\Pi}(\lambda)}{\sqrt{\hat{s}_{\Pi}(\lambda) + \eta}} \geq (1-\gamma)t \right)
\]
where \( \hat{s}_{n,\Pi}(\lambda) \) is the empirical CDF of \( Z_{\Pi(1)}, \ldots, Z_{\Pi(n)} \) and \( \hat{s}_{n',\Pi}(\lambda) \) is the empirical CDF of \( Z_{\Pi(n+1)}, \ldots, Z_{\Pi(n+n')} \). Note that \( \hat{s}_{n+n'}(\lambda) \) is invariant with respect to \( \Pi \). With a slight abuse of notation, we take \( \Pi \) as a uniform permutation over \( \{1, \ldots, n+n'\} \). Then

\[
P \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_{n}(\lambda) - \hat{s}_{n'}(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \eta}} \geq (1 - \gamma)t \right) = E_{\hat{s}_{n+n'}} \left[ P \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_{n,\Pi}(\lambda) - \hat{s}_{n',\Pi}(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \eta}} \geq (1 - \gamma)t \mid \hat{s}_{n+n'} \right) \right].
\]

Let \( \Gamma(n + n') \) be the collection of distinct sets in the form of

\[
\{S(\lambda; Z_1), \ldots, S(\lambda; Z_{n+n'}) : \lambda \in \mathbb{R}\}
\]

It is easy to see that \( |\Gamma(n + n')| \leq \Delta(n + n') \). Then

\[
P_{\Pi} \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_{n,\Pi}(\lambda) - \hat{s}_{n',\Pi}(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \eta}} \geq (1 - \gamma)t \mid \hat{s}_{n+n'} \right) \leq \sum_{\lambda \in \Gamma(n + n')} P_{\Pi} \left( \frac{\hat{s}_{n,\Pi}(\lambda) - \hat{s}_{n',\Pi}(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \eta}} \geq (1 - \gamma)t \mid \hat{s}_{n+n'} \right).
\]

It remains to prove that

\[
P_{\Pi} \left( \frac{\hat{s}_{n,\Pi}(\lambda) - \hat{s}_{n',\Pi}(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \eta}} \geq (1 - \gamma)t \mid \hat{s}_{n+n'} \right) \leq \exp\{ -g_2(t; n, n', \gamma, \eta) \} \quad \text{a.s..} \tag{18}
\]

By definition,

\[
\hat{s}_{n,\Pi}(\lambda) - \hat{s}_{n',\Pi}(\lambda) = \hat{s}_{n,\Pi}(\lambda) - \frac{1}{n} ((n + n')\hat{s}_{n+n'}(\lambda) - n\hat{s}_{n,\Pi}(\lambda)) = \frac{n + n'}{n} (\hat{s}_{n,\Pi}(\lambda) - \hat{s}_{n+n'}(\lambda)).
\]

Note that \( n\hat{s}_{n}(\lambda) \) is the sum of \( n \) elements from the unordered set \( \{S(\lambda; Z_1), \ldots, S(\lambda; Z_{n+n'})\} \) sampled without replacement. By Proposition \( \text{E.3} \)

\[
P \left( \frac{\hat{s}_{n}(\lambda) - \hat{s}_{n+n'}(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \eta}} \geq \frac{n}{n + n'}(1 - \gamma)t \sqrt{\hat{s}_{n+n'}(\lambda) + \eta} \mid \hat{s}_{n+n'} \right) \leq \exp \left\{ - \frac{n t^2}{2} \left( \frac{n}{n + n'} \right)^2 (1 - \gamma)^2 \frac{\hat{s}_{n+n'}(\lambda) + \eta}{\hat{s}_{n+n'}(\lambda) + (1 - \gamma)t \frac{n}{n + n'} \sqrt{\hat{s}_{n+n'}(\lambda) + \eta/3}} \right\}
\]

\[
\leq \exp \left\{ - \frac{n t^2}{2} \left( \frac{n}{n + n'} \right)^2 (1 - \gamma)^2 \frac{\hat{s}_{n+n'}(\lambda) + \eta}{\hat{s}_{n+n'}(\lambda) + (1 - \gamma)t \sqrt{\hat{s}_{n+n'}(\lambda) + \eta/3}} \right\}
\]

Using the same argument as [16], we can prove that

\[
\frac{\hat{s}_{n+n'}(\lambda) + \eta}{\hat{s}_{n+n'}(\lambda) + (1 - \gamma)t \sqrt{\hat{s}_{n+n'}(\lambda) + \eta/3}} \geq \left( 1 + \frac{(1 - \gamma)^2 t^2}{36 \eta} \right)^{-1}.
\]

Therefore,

\[
P \left( \frac{\hat{s}_{n}(\lambda) - \hat{s}_{n+n'}(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \eta}} \geq \frac{n}{n + n'}(1 - \gamma)t \sqrt{\hat{s}_{n+n'}(\lambda) + \eta} \mid \hat{s}_{n+n'} \right) \leq \exp\{ -g_2(t; n, n', \gamma, \eta) \}.
\]

Since the bound is independent of \( \hat{s}_{n+n'} \), [18] is proved and thus step 3.

**Step 4 for [7]**: putting [10], [15] and [17] together, we prove that for any \( \gamma \in (0, 1) \) and \( n' \in \mathbb{Z}^+ \),

\[
P \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_{n}(\lambda) - s(\lambda)}{\sqrt{\hat{s}_{n}(\lambda) + \eta}} \geq (1 - \gamma)t \right) \leq \frac{\Delta(n + n') \exp\{ -g_2(t; n, n', \gamma, \eta) \}}{1 - \exp\{ -g_1(t; n', \gamma, \eta) \}}.
\]

Since the right-hand side is deterministic, we can take infimum over \( \gamma \) and \( n' \), which yields [7].
To prove (8), we follow the same steps as above.

**Step 1 for (8):** we shall prove that

\[
P \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n'(\lambda) - \hat{s}_n(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \kappa^-}} \geq (1 - \gamma)t \right) \geq \mathbb{P} \left( \sup_{\lambda \in \mathbb{R}} \frac{s(\lambda) - \hat{s}_n(\lambda)}{\sqrt{s(\lambda) + \eta}} \geq t \right) \inf_{\lambda \in \mathbb{R}} \mathbb{P} \left( \frac{s(\lambda) - \hat{s}_n'(\lambda)}{\sqrt{s(\lambda) + \eta}} \leq \gamma t \right).
\]  

(19)

Consider the event that there exists \( \lambda^* \in \mathbb{R} \) such that

\[
\frac{s(\lambda^*) - \hat{s}_n(\lambda^*)}{\sqrt{s(\lambda^*) + \eta}} \geq t, \quad \frac{s(\lambda^*) - \hat{s}_n'(\lambda^*)}{\sqrt{s(\lambda^*) + \eta}} \leq \gamma t
\]

As with (20), we can show that

\[
s(\lambda^*) + \eta \geq \hat{s}_n(\lambda^*) + \kappa^+.
\]  

(20)

On the other hand, by (19),

\[
\hat{s}_n'(\lambda^*) \geq s(\lambda^*) - \gamma t \sqrt{s(\lambda^*) + \eta} \geq s(\lambda^*) - \gamma \sqrt{s(\lambda^*) + \eta} \geq \hat{s}_n(\lambda^*).
\]  

(21)

Let \( a, b, c \) be arbitrary positive numbers and \( d(x) = (x - a)/\sqrt{bx + c} \). Then

\[
\frac{d}{dx} \log d(x) = \frac{1}{x - a} - \frac{b}{2(bx + c)} = \frac{bx + 2c + ab}{2(x - a)(bx + c)}.
\]

Thus, \( d(x) \) is increasing on \([a, \infty)\). Take \( a = \hat{s}_n(\lambda), b = n'/(n + n'), \) and \( c = na/(n + n') + \kappa^- \). By (21),

\[
\frac{\hat{s}_n'(\lambda^*) - \hat{s}_n(\lambda^*)}{\sqrt{\hat{s}_{n+n'}(\lambda^*) + \kappa^-}} = \frac{1}{\sqrt{\hat{s}_{n+n'}(\lambda^*) + \kappa^-}} \geq \frac{s(\lambda^*) - \gamma t \sqrt{s(\lambda^*) + \eta} - \hat{s}_n(\lambda^*)}{\sqrt{\hat{s}_{n+n'}(\lambda^*) + \kappa^-}} \geq \frac{n'}{n+n'} \frac{s(\lambda^*) - \gamma t \sqrt{s(\lambda^*) + \eta} - \hat{s}_n(\lambda^*)}{\sqrt{n+n'} \sqrt{s(\lambda^*) + \eta} + \kappa^-} \geq \frac{s(\lambda^*) - \gamma t \sqrt{s(\lambda^*) + \eta} - \hat{s}_n(\lambda^*)}{\sqrt{s(\lambda^*) + \eta} + \kappa^-} \geq (1 - \gamma)t.
\]

Similar to step 1 for (8), we complete the proof of (19).

**Step 2 for (8):** using exactly the same proof of (22), we can prove that

\[
\inf_{\lambda \in \mathbb{R}} \mathbb{P} \left( \frac{s(\lambda) - \hat{s}_n'(\lambda)}{\sqrt{s(\lambda) + \eta}} \leq \gamma t \right) \geq 1 - \exp \{-g_1(t; n', \gamma, \eta)\}.
\]  

(22)

**Step 3 for (8):** using exactly the same proof of (23), we can prove that

\[
\mathbb{P} \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n'(\lambda) - \hat{s}_n(\lambda)}{\sqrt{\hat{s}_{n+n'}(\lambda) + \kappa^-}} \geq (1 - \gamma)t \right) \leq \Delta(n + n') \exp \{g_2(t; n, n', \gamma, \kappa^-)\}.
\]  

(23)
Step 4 for (8): putting (19), (22) and (23) together, we prove that for any $\gamma \in (0, 1)$ and $n' \in \mathbb{Z}^+$,

$$
\mathbb{P} \left( \sup_{\lambda \in \mathbb{R}} \frac{\lambda - \hat{s}_n(\lambda)}{\sqrt{s(\lambda) + \eta}} \geq t \right) \leq \frac{\Delta (n + n') \exp\{-g_2(t; n, n', \gamma, \kappa^-)\}}{1 - \exp\{-g_1(t; n', \gamma, \eta)\}}.
$$

Since the right-handed side is deterministic, we can take infimum over $\gamma$ and $n'$, which yields (8).

Proof of Theorem E.2 We prove (9) first. We will use the same notation hereafter as in the proof of Theorem E.1 By (19) and (22) with $n' = n$, it remains to prove that

$$
\mathbb{P} \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n(\lambda) - \hat{s}_n'\lambda}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq (1 - \gamma)t \right) \leq (2n)\tilde{g} \left( \sqrt{\frac{n(1 + \eta)}{2}}(1 - \gamma)t \right),
$$

where $s_n' = s_n''$ is the empirical CDF of $Z_{n+1}, \ldots, Z_{2n}$. Instead of conditioning on the unordered set of $\{Z_1, \ldots, Z_{2n}\}$, we condition on a more refined statistic

$$
Z_{\text{swap}} \triangleq (\{Z_1, Z_{n+1}\}, \{Z_2, Z_{n+2}\}, \ldots, \{Z_n, Z_{2n}\}).
$$

Note that $Z_{\text{swap}}$ is a function of the unordered set of $\{Z_1, \ldots, Z_{2n}\}$, the number of distinct $Z_{\text{swap}}$ over $\lambda \in \mathbb{R}$ is at most $\Delta (2n)$. Thus, by a union bound,

$$
\mathbb{P} \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n(\lambda) - \hat{s}_n'\lambda}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq (1 - \gamma)t \right) \leq \Delta (2n) \sup_{\lambda \in \mathbb{R}} \mathbb{P} \left( \frac{\hat{s}_n(\lambda) - \hat{s}_n'\lambda}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq (1 - \gamma)t \right).
$$

Conditional on $Z_{\text{swap}}$, $\hat{s}_{2n}$ is deterministic and for any event $A$,

$$(S(\lambda; Z_i) - S(\lambda; Z_{n+i}))_{i=1}^n \overset{d}{=} (S(\lambda; Z_{n+i}) - S(\lambda; Z_i))_{i=1}^n$$

where $\epsilon_1, \ldots, \epsilon_n$ are i.i.d. Rademacher random variables, i.e. $\mathbb{P}(\epsilon_i = \pm 1) = 1/2$, and are independent of $Z_{\text{swap}}$. As a result,

$$
P \left( \frac{\hat{s}_n(\lambda) - \hat{s}_n'\lambda}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq (1 - \gamma)t \mid Z_{\text{swap}} \right)
= P \left( \frac{\sum_{i=1}^n (S(\lambda; Z_i) - S(\lambda; Z_{n+i}))\epsilon_i}{\sqrt{\sum_{i=1}^n (S(\lambda; Z_i) + S(\lambda; Z_{n+i})) + 2n\eta}} \geq \sqrt{\frac{n(1 + \eta)}{2}}(1 - \gamma)t \mid Z_{\text{swap}} \right)
= P \left( \frac{\sum_{i=1}^n \sqrt{\frac{1 + \eta}{\sum_{i=1}^n (S(\lambda; Z_i) + S(\lambda; Z_{n+i})) + 2n\eta}}(S(\lambda; Z_i) - S(\lambda; Z_{n+i}))\epsilon_i}{\sqrt{\sum_{i=1}^n (S(\lambda; Z_i) + S(\lambda; Z_{n+i})) + 2n\eta}} \geq \sqrt{\frac{n(1 + \eta)}{2}}(1 - \gamma)t \mid Z_{\text{swap}} \right).
$$

Let

$$
a_i = \frac{\sqrt{1 + \eta(S(\lambda; Z_i) - S(\lambda; Z_{n+i}))}}{\sqrt{\sum_{i=1}^n (S(\lambda; Z_i) + S(\lambda; Z_{n+i})) + 2n\eta}}.
$$

Then $a_i$ is deterministic conditional on $Z_{\text{swap}}$ and

$$
\sum_{i=1}^n a_i^2 = \frac{(1 + \eta)\sum_{i=1}^n (S(\lambda; Z_i) - S(\lambda; Z_{n+i}))^2}{\sum_{i=1}^n (S(\lambda; Z_i) + S(\lambda; Z_{n+i}) + 2n\eta) + 4n\eta}
\leq \frac{(1 + \eta)\sum_{i=1}^n (S(\lambda; Z_i) + S(\lambda; Z_{n+i}))}{\sum_{i=1}^n (S(\lambda; Z_i) + S(\lambda; Z_{n+i})) + 2n\eta}
\leq 1,
$$

where (i) uses the fact that $(S(\lambda; Z_i) - S(\lambda; Z_{n+i}))^2 \leq S(\lambda; Z_i)^2 + S(\lambda; Z_{n+i})^2 = S(\lambda; Z_i) + S(\lambda; Z_{n+i})$, and (ii) uses the fact that $\sum_{i=1}^n (S(\lambda; Z_i) + S(\lambda; Z_{n+i})) \leq 2n$. Then (25) implies that

$$
P \left( \frac{\hat{s}_n(\lambda) - \hat{s}_n'\lambda}{\sqrt{\hat{s}_n(\lambda) + \eta}} \geq (1 - \gamma)t \mid Z_{\text{swap}} \right) \leq \sup_{\|a\|_2 \leq 1} \mathbb{P} \left( \sum_{i=1}^n a_i \epsilon_i \geq \sqrt{\frac{n(1 + \eta)}{2}}(1 - \gamma)t \right).
$$
By the Bentkus-Dzindzalieta inequality (Proposition E.4),

\[ P \left( \sum_{i=1}^{n} a_i \epsilon_i \geq \sqrt{\frac{n(1+\eta)}{2}}(1 - \gamma)t \right) \leq \tilde{g}_1 \left( \sqrt{\frac{n(1+\eta)}{2}}(1 - \gamma)t \right). \]

By the Pinelis inequality (Proposition E.5),

\[ P \left( \sum_{i=1}^{n} a_i \epsilon_i \geq \sqrt{\frac{n(1+\eta)}{2}}(1 - \gamma)t \right) \leq \tilde{g}_2 \left( \sqrt{\frac{n(1+\eta)}{2}}(1 - \gamma)t \right). \]

Finally, since \( \epsilon_i \) is subgaussian with parameter 1 and \( \|a\|_2^2 = 1 \), \( \sum_{i=1}^{n} a_i \epsilon_i \) is also subgaussian with parameter 1. By Hoeffding’s inequality, we have

\[ P \left( \sum_{i=1}^{n} a_i \epsilon_i \geq \sqrt{\frac{n(1+\eta)}{2}}(1 - \gamma)t \right) \leq \tilde{g}_3 \left( \sqrt{\frac{n(1+\eta)}{2}}(1 - \gamma)t \right). \]

Putting the pieces together, (9) is proved.

Similarly, to prove (9), it remains to prove

\[ P \left( \sup_{\lambda \in \mathbb{R}} \frac{\hat{s}_n'(\lambda) - \hat{s}_n(\lambda)}{\hat{s}_n(\lambda) + \eta} \geq (1 - \gamma)t \right) \leq \Delta(2n)\tilde{g} \left( \sqrt{\frac{n(1+\eta)}{2}}(1 - \gamma)t \right). \]

Since \( \hat{s}_n \) and \( \hat{s}_n' \) are symmetric, it is implied by (24). Thus, the proof of (9) is also completed. \( \square \)