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Abstract—In this article, we create a system called AI-EVL. This is an annotated-based learning system. We extend AI to learning experience. If a user from the main YouTube page browses YouTube videos and a user from the AI-EVL system does the same, the amount of traffic used will be much less. It is due to ignoring unwanted contents which indicates a reduction in bandwidth usage too. This system is designed to be embedded with online learning tools and platforms to enrich their curriculum. In evaluating the system using Google 2020 trend data, we were able to extract rich ontological information for each data. Of the data collected, 34.86% belong to wolfram, 30.41% to DBpedia, and 34.73% to Wikipedia. The video subtitle information is displayed interactively and functionally to the user over time as the video is played. This effective visual learning system, due to the unique features, prevents the user's distraction and makes learning more focused. The information about the subtitle text is displayed in multiple layers including AI-annotated topics, Wikipedia/DBpedia, and Wolfram enriched texts via interactive and visual widgets.

Index Terms—AI annotated recommendation, efficient learning environment, ontology-based recommendation, visual learning environment, YouTube subtitle enrichment.

I. INTRODUCTION

One of the most popular mass media environments is YouTube, which provides textual and audio-video information. The prevalence of instructional videos on YouTube is directly related to the number of views of that video [1]. Due to the big data, diverse topics, and the speed of rapid dissemination, discovering and tracking topics is important and challenging [2]. Websites with scientific topics have attracted many users. Among these systems, we can mention the scientific YouTube channels that receive many daily visits [5]. By extracting attributes from multimedia content (i.e., video) an information hypercube will result. In addition to video subtitles that provide textual content; each item includes a description of terms, characters, entities, places, time events, and so on.

The more relevant content in the multi-media the more the understanding. Goal-oriented and efficient boosting the level of understanding of multi-media is useful and necessary for educational purposes.

On the other hand, learning is not a purely cognitive routine and the user's feeling affects learning [3]. This means the conventional experience of a user in front of the modern browser with a set of less relevant content usually disturbs the learning efficiency as well as time and bandwidth. The development of the level of education is inevitable for any society. This means the learner must be able to analyze information, present it clearly to other people in society and create innovation in expression to overcome problems [4].

To identify and track events and news, users prefer to search and watch videos on the web like YouTube. Due to the high volume of daily video releases on YouTube, one should look for an effective way to learn from it [6].

In this research, an intelligent system has been designed and developed for effective learning by searching and enriching YouTube videos. Relying on natural language processing (NLP) tools and models, the learner will experience a different preview. This is a two-folded process: one fold is the efficient bandwidth usage and the second fold is focused and NLP-based data stream.

The proposed system not only allows users not to watch less relevant content by focused and away from annoying factors such as ads, video suggestions, user comments, likes, and notifications but also gives relevant contents via AI annotations.

The AI-EVL display system works in several directions. First, before watching the video, in a smart step in a few words and visually informs the user about the contents of the video. Second, video segmentation based on time slots makes it possible to move with the help of subtitles. In the next step, at the same time as showing the video, in addition to subtitles, it also visually displays annotated information.

With the development of natural language processing tools and web application program interfaces (APIs), finding keywords in subtitles and gathering information for each entity has made significant progress in providing results and descriptions related to the video. In addition to the text, the image is used to provide information for each keyword, because the presentation of the image to convey the meaning is much more eloquent than the text [11].
There are two commonly used NLP toolkits of TextRazor and Evri for web-based text processing [17], [18]. The Evri toolkit usually comes with more computational cost than the TextRazor [19]. Therefore, this article uses TextRazor as NLP. The structure of TextRazor is such that it is possible to extract various entities such as people, time, event, and place (i.e., location) in a text. In addition to extracting entities, TextRazor can also provide connections between words. Using TextRazor increases the accuracy and speed in detecting entities [20].

The API is a useful utility in developing an interoperable multi-agent system. The YouTube Data API is used to perform search queries based on relevant keywords. Natural language processing services such as OpenCalais, Zemanta [23] and AlchemyAPI, and Google Images are used to provide information for each entity. A major problem with this structure is the use of the video title, as sometimes the video title is chosen unrelated to the content of the video [13]. For solving this problem, we used topic modeling in the AI-EVL system. The AI-EVL system provides information about video subtitle entities through APIs such as Wikipedia, DBpedia, and Wolfram. Users by selecting the video can see the topic-modeling graph about the video title and see the words that are related to the video title annotated by percent. Indexing based on a topic of interest allows for more semantic queries and access to internal information from multimedia sources.

On the other hand, to create a list of favorite educational videos with the help of web tools and natural language processing, it is possible to automate the indexing of any subject [13].

In 2020, a visual dashboard was designed and built to assist teachers in e-learning so that teachers can use the dashboard to help them quickly understand and transfer content quickly [7]. The major drawback in [7] is its limited scope of using multimedia streams, which prohibits the users from accessing that content. On the other hand, unregulated access to multimedia streams is not recommended for the learning environment. At AI-EVL, we create a regulation-based learning environment that blocks any ads, over (i.e., video screen and in video popups) and video HTML page (i.e., invitations, channel info, auto-play, vulgar comments, unrelated title).

In this paper, among the feature extraction methods, the text-based method and the use of video subtitles are considered. In the first attempt to identify the entities, accurate results were provided by identifying the descriptions.

In SemWebVid structure, the descriptions of a video according to the user input information and the sound of the video lead to categorized results [8]. This structure identifies the entities of a video by creating descriptions and using the information entered by the user, and in return provides the relevant content. These services utilized provide several algorithms for identifying entities. In each of the algorithms, the ambiguities in identifying the entities are removed more accurately than the previous algorithms. Finally, among the algorithms, with the presentation of NERD [9], the existence of a sentence was well identified, and instead, the relevant content was found with the help of natural language web processing tools.

Various algorithms have been proposed to identify the entities and different parts of the sentence. Nevertheless, entity detection algorithms like NERD take a long time to deliver results. With the expansion of NLP and the emergence of pre-trained models, in addition to solving the problem of time-consuming computation, the accuracy of the results was also increased [10]. Using the experience of past work is the strength of pre-trained models. AI-EVL uses TextRazor, a pre-trained model, to be beneficial, in establish sentence structure, and entity recognition.

In another application, a schema is created by displaying a template search engine, from text, video, and music, to provide a multi-dimensional summary of the video, the structure of which leads to efficient video exploration [12]. The proposed system allows users to select smarter and more relevant results (i.e., content in the form of words) before watching a video.

To enhance the user experience when exploring video content, a framework for the display engine was introduced in [14] called RAAVE. RAAVE takes advantage of the fact that a video does not only contain single artifacts but also a combination of various temporarily restricted parallel methods (visual, audio, linguistic/textual). Current methods for displaying video content are customized for a specific case and cannot be configured to evolve user needs. To solve this problem, RAAVE works independently of the user interface by providing a display engine. RAAVE enhances the user's video exploration experience such as retrieval, navigation, and text summarization to evaluate the extent of multidimensional features and extract them from the video [14]. One of the affirmative features of a learning environment is having diverse features search and retrieve to make a better sense for the learners. In this article, by contemplation of several factors in an integrated result, it nominates an effective learning environment.

II. RELATED WORK

One of the unique features of YouTube videos is the submission of subtitles in different languages. In the subtitle related to the film, the names of people, organizations, places, events, definitions, etc. are stated. Acquaintance with the concept of the mentioned items leads to comprehensive and complete video learning.

SemWebVid system provides related videos by receiving keywords and summaries from the user. Keywords and descriptions are automatically extracted for each video. One of the benefits of this structure is the showing of the learning paraphernalia of video in the form of graphic results [8].

Various services try to make and expand the platform for ambiguity resolving and identification of entities in a sentence. Numerous algorithms were proposed for accurate detection of Entity. In [9] it uses popular ontology services such as DBpedia ontology or YAGO [21] to classify information.

Other web tools such as DBpedia Spotlight [22], Zemanta [23], AlchemyAPI, OpenCalais, Extractive, Evri, Lupedia, Sapelo Wikimedia, and content extraction from Yahoo, was used for natural language processing [24]. During the numerous reviews among the mentioned services, some of them are more
successful in identifying a certain type of entity. As you can see in Table I, some of the above-mentioned services are obsolete. The SYVSE structure uses video subtitles instead of video titles to prevent user errors in presenting results. In the steps of presenting the information and displaying it to the user, SYVSE also used the image in addition to the text, because the presentation of the image to convey the concept is much more expressive than the text [11].

Focusing on instructional videos, a speech video search engine called SY-E-MFSE provides keyword-based search using vocabulary, NLP tools, and the web API. It utilized a bilingual Persian English search engine [15].

Among the most widely used educational materials in academic contents such as short courses, full courses, extensions, and lectures from the leading universities, the SY-E-MFSE structure delivers user-friendly results and makes training more understandable from video content.

The RAAVE framework was introduced to enhance the experience of using video exploration. RAAVE works in three steps: extraction, indexing, and display through the matching pattern. In the first and second stages, the extracted properties are stored in the repository. It uses the existing media splitting techniques to split the video and then display the various sections in a multi-mode and customizable way. The choice of a band-specific segmentation approach depends on various factors such as the video genre [25].

A typical case on segmented algorithm is used in TED-style information videos in experiments [26]. Multi-mode feature extraction means various features that can be extracted from the video, which by displaying these contents, the video message is better conveyed to the viewer [14].

Table II provides an overall evaluation of the frameworks examined. The specified frameworks provide different results by receiving specific input from the user. In fact, in addition to differences in the type and content of input, frameworks are also different in output content. The performance of the frameworks has been inspected by considering several features such as video Search, Video display, summary, segmentation, keywords, and interactive results, relative content, video subtitle, entities labeling, and titles. The overall result of the table clearly shows the superior and user-friendly results of the AI-EVL system compared to the previous frameworks.

### III. Background Knowledge

#### A. Web API

Web-based software provides programmers with information, services, and results by providing their APIs. The web API is the interface between the web server on the server-side and the web browser on the client-side. This interface receives appropriate responses by sending requests to the server and displays them in the browser. On the one hand, using the API of different web-based software reduces the cost of programming infrastructure and, on the other hand, makes it possible to provide results in a short time [27].

#### B. Named-Entity Recognition

Named-entity is equivalent to an object in the real world. Objects exist in the real world abstractly or physically. For example, a named entity can be in the category of names of people, places, events, organizations, and products. In a text containing various information, the task of identifying the Named-entity is Named-entity recognition (NER). NER places each of the entities in a predefined category. For example, it puts people, currency, and events in the category. The results of NER actions are presented to users as text enrichment or text annotation [28].

#### C. Data-Driven Documents (D3)

The visual display of data contains more obvious results for the user. The web browser uses D3 to visualize data. D3 is a JavaScript library that visualizes data using SVG, HTML, and CSS. Using dynamics and visual display accelerates the transfer of concepts and makes them stay in the user’s mind [29].

### TABLE I

**Comparison of Natural Language Web Services**

| Major performance | Service status | Service name       |
|-------------------|---------------|--------------------|
| Quantitative classes recognition | active | DBpedia Spotlight |
| Famous people identification | active | Zemanta             |
| Individuals and cities identification | Obsolete | AlchemyAPI         |
| Classification of individuals and entities and organizations | Obsolete | OpenCalais       |
| Classification of countries and extraction of time | Obsolete | Extractiv          |

### TABLE II

**Comparison of Different Ontology Frameworks with AI-EVL**

|                     | RAAVE[14] | SemWebVid[8] | SYVSE[11] | SY-E-MFSE[15] | AI-EVL |
|---------------------|-----------|--------------|-----------|---------------|--------|
| **Video Search**    | Online-TED | Online-IQ    | Offline   | Offline-Academic | Video Search |
| **Video display**   | Flexible player | Fixed frame | YouTube-like | YouTube-like | Video display |
| **Summary**         | Text      | Not support  | Not support | Not support   | Summary |
| **Segmentation**    | Time-based | Not support  | Not support | Not support   | Segmentation |
| **Keywords**        | In cloud  | Subtitle     | NERD      | NERD          | Keywords |
| **Interactive results** | Description | Links       | Description | Description  | Interactive results |
| **Relative content** | TED       | Not support  | Not support | Not support   | Relative content |
| **Video subtitle**  | Not support | Time-based  | Time-based | Time-based   | Video subtitle |
| **Entities labeling** | Not support | Not support | Tag       | Tag           | Video subtitle |
| **Titles**          | Not support | Not support  | Not support | Not support   | Titles  |
IV. AI-EFFICIENT VISUAL LEARNING ENVIRONMENT APPROACH

The AI-EVL system offered in this article gets a keyword and provides a list of related videos. Enriched content is made of presented by the user by selecting a video, processing subtitles, and using the favor of artificial intelligence tools. Rich content includes titles attributed to video content.

It detects entities using a pre-trained model. The pre-training model used in this article is TextRazor. The use of this model, in addition to increasing the accuracy in identifying entities, provides better results in subject extraction, text classification, semantic discovery, and so on. Using the pre-training model, for each sentence expressed in the video, two steps are performed automatically. In the first step, the entities are extracted in the subtitle. In the second step, for each entity using the API, with the favor of web NLP processing tools, relevant information, descriptions, and images are extracted from various sources and the results are publicized in a suitable framework.

As shown in Figure 1, the AI-EVL system provides information about video subtitle entities through APIs such as Wikipedia, DBpedia, and Wolfram. The difference between the AI-EVL system and other research works is that this system is provided to the user in a centralized manner, which means that advertisements, video offers, channel membership offers, announcements, channel list, list playback and user activity, including comments and ratings, are blocked and not displayed to the user. Only the video and its subtitles are provided to the user in such a way that the subtitles are highlighted according to each section of the video over time and the entities of that section of the sentence are displayed to the user in the form of a network diagram. This feature is fully interactive and asynchronous. This means the learner may click on each part of the sub-title and the video will restart from that point for any required times. This will give the learner a similar sense of reading with back-and-forth moving over the pages of a book. It also supports pausing the entire recommendation system and do in-depth tasks for learning with activities like online sticky notes, re-evaluate the topic coverage, and revisit the enriched sources provided to have a clear insight of the paused content which in turn gains AI-EVL system as an effective visual learning tool. This system provides videos and related subtitles in a categorized and targeted manner away from any ads. The AI-EVL system is intelligent, meaning that it uses artificial intelligence to receive the entire subtitle and identifies important topics in the text by expressing percentages in the form of graphs.

In this paper, we propose the AI-EVL system to enhance user interaction with YouTube videos. In this system, for each video user selects, the subtitle related to the video is examined. After searching for the desired video, in the first result, the AI-EVL system visually offers subtitles for the video subject by receiving subtitles for each video. In the next, results of the AI-EVL system for each subtitle are identified and labeling is performed. In this step, we use TextRazor pre-trained model to identify the entities. The strength of the system we offer is the recognition of the existence of each subtitle sentence during the screening and execution of the video.

After identifying the entities, the next step is to enrich the content. In the enrichment step, useful and relevant information for each of the entities should be displayed to the learner. Information can be obtained from different sources for each entity.

In AI-EVL, the results of different sources per entity are presented in the most intuitive way possible. Expression of concepts in the AI-EVL system, which is done using the visual and dynamic display in the form of network diagrams; increases the user's level of understanding and retention of the content in his mind.

Figure 2 shows the layered model of the AI-EVL system. Layer 1 is the user interface that creates the graphical environment for the user to interact with the system. JavaScript is used to create visual charts, page animations, and send and receive data through Ajax. In layer 2, the subtitle sent from the

![Fig. 1. Blocked and unblocked content in effective learning in AI-EVL system.](image-url)
user interface is imported and its entities are returned back to the user interface. This layer is also used to get information from layers 4, 5, and 6. Layer 3 is for retrieving and filtering video information that the user is searching for, and Layers 4, 5, and 6 are the same APIs used to extract information from Wikipedia, DBpedia, and Wolfram.

Figure 3 shows the general process of presenting the results of the AI-EVL system step by step. It uses Django framework by creating a layer consisting of the triple MVT (Model View Template) architecture. The top layer connects to YouTube via the YouTube Data API v3. In this connection, the keyword is sent to the YouTube server and the related videos are.

On the first page, the user have a category of related videos. For each video, the overall image, title, and duration are displayed to the user in different <div> elements. By selecting each video, the learners will have a new layer of effective visual learning. In this layer, the user learns from the educational content in an extremely focused and purposeful way. This environment is free of any advertisements and announcements of channel subscriptions, video watching, audience comments, etc.

By selecting a video, a flexible and dynamic display of the video and timed subtitles are performed. At the top of this page, a button called subtitle topics is generated. This button is for displaying smart information. The information includes smart titles related to video content. It is possible to access this smart information before watching the video. This is a unique feature. With the help of an artificial intelligence model, we extract smart titles. By viewing smart titles, it is possible to access video content. If the titles of each video are tagged, it will be possible to identify unrelated video titles. The visual display of video content in the form of a few words allows the user to select and identify videos efficiently.

During the video display, in addition to the simultaneous display of the subtitle on the left, the subtitle entities are also dynamically displayed in the form of a graphic widget. Each blue entity, in the AI-EVL system, acts as the parent of a graph. Each parent contains two types of child, related words and the remarked label. Each Child who is in the role of related words are born green. The children created under the existence label are pink. In an information delivery system, the first goal is to enhance learning.

The AI-EVL system takes a new step towards efficient and dynamic information transfer with the help of intelligent visual results. Having keywords and entities in a dynamic and flexible graphic gains the appeal and learning outcome. In the following sections, we will examine each of AI-EVL system steps and implemented algorithms in more details.

A. Presentation of Keyword-Related Videos

On the AI-EVL system homepage, the keyword is first entered by the user. Next, with the help of YouTube API, we will receive YouTube information. Via the YouTube API V3, by sending the keyword, YouTube sends the videos information related to the keyword as output. YouTube API assigns a KEY API to each user to access YouTube information. After receiving the API KEY, the keyword entered by the user will be sent as a request. YouTube returns the ID number of the related videos in response to the request. For each video ID, a new request is sent to YouTube to provide the URL of the video associated with the ID. In return for each video ID, YouTube returns many items, including the video title, duration, video description, and more.

B. Getting Video Subtitles

Since in the AI-EVL system, the subtitle of each item is considered as input, we must receive the subtitle of each video. The AI-EVL system, by displaying video subtitles in a separate HTML element, offers additional features including display the title of each paragraph, marking the subtitle text to match the video time, and synchronising text and video in an interactive manner.

C. AI-based Title Suggestion and Avoiding Inefficient Surfing

Since one of the surfing challenges on YouTube is the less consistency of the video title related to its content [13]. To overcome this problem, in the AI-EVAL prior to watching the video by the user there is a facility allows to decide whether watch or not, an individual video based on the AI annotation on the video title. This gains a pre-dominant smart model, instead of conventional human-oriented look and evaluate.

Providing intelligent video content results not only saves time in selecting the desired video but also plays a role in categorizing videos. The output of the smart model is a set of smart titles. Transferring video content in the form of titles leads the user to make the right choice in learning efficiently.
D. Extraction of Subtitle Related Entities

AI-EVL system makes it possible to extract the entities of each sentence from the subtitle. To properly extract the entities of a sentence, the various components of the sentence must be well-identified. After identifying the components of the sentence, with the help of NLP tools, the entities of each sentence are extracted using the pre-trained TextRazor model. The use of pre-trained models makes it possible to use previous experiences in a variety of contexts to improve the learning experience.

E. AI-EVL Basic and NLP Procedures

The pseudocode of implemented AI-EVL and NLP procedures are presented in Algorithms 1 and 2 respectively. The former receives videos related to inquiries. By selecting the desired video, the user enters an effective visual learning environment. For each highlighted subtitle, entity-related text and ontology entities are extracted. The ontology of any entity includes labels and synonyms. The results associated with each entity are calculated in latter and then sent back to the former for display information in the learning environment.

![Algorithm 1](image1)

Algorithm 1 AI-EVL procedure

**Input:** keyword, unique-key

1. response = Post a keyword request to YouTube by unique-key
2. for iteration = 1, 2, . . . , len(response) do
3. ─ Show video-preview and video-title and time
4. ─ end for
5. if select video then
6. ─ Move to learning environment AI-EVL
7. ─ Show visual smart titles
8. ─ Show video and highlight subtitles and ontology environment
9. ─ end if
10. if subtitle highlighted then
11. ─ Show Web NLP Procedure results in ontology
12. ─ end if

![Algorithm 2](image2)

Algorithm 2 Web NLP procedure

**Input:** entity, unique-key

**Output:** label, synonym, description

1. Get response from pre-trained model (entity)
2. label ← response.label
3. synonym ← response.Related
4. description ← request (entity) + unique-key

V. EVALUATION OF THE AI-EVL FRAMEWORK

By considering the search results, more intelligent results can be extracted. Smart results come from search terms. Every year, Google provides Google trends based on the words that users have searched for.

In this article, Google Trend 2020 data was considered as an AI-EVL input database. By receiving each of these words, AI-EVL first presents the related videos and then, by selecting the most relevant video, ontology the related word. Because of the popularity of these words in 2020 and the release of videos in 2020, it can be said that AI-EVL examines each phrase in Google Trend within a video. The rich results presented for each phrase examine people's views and mindsets more closely and provide tightly results. The Google Trends data [16] is categorized in 11 sections: Searches, News, Actors, Athletes, Games, Loss, Lyrics, Videos, People, Recipes, and TV Shows. Each section contains the top 10 phrases. For example, in Searches, the top 10 words are Coronavirus, Election result, Kobe Bryant, Zoom, IPL, India vs New Zealand, Coronavirus update, and Coronavirus symptoms, Joe Biden, Google Classroom, respectively.

According to Table III and the above words, the percentage of ontology information source has been calculated for each group.

According to the color aggregation of each group in Figure 4, it can be seen which source is more active in providing information in related area. For data from the Searches and Videos groups, most of the data is at the level of DBpedia and Wikipedia. On the other hand, more Searches-related retrieved data from the WolframAlpha section is observed. Most of the data from News, Actors, Athletes, Loss, Lyrics, People, and Recipes are distributed in all three dimensions WolframAlpha, DBpedia Wikipedia. Games group are mostly distributed in two dimensions: Wikipedia and DBpedia. TV Shows group data is present in three dimensions at the same time but is mostly in Wikipedia and DBpedia. Based on these results, if the google trends words 2020 apply to the AI-EVL system; each keyword has a good source of enrichment from three sources: Wikipedia, DBpedia, and Wolfram, which provide valuable information to the user.

Table IV shows the distinct and preferred performance of the AI-EVL framework over previous ontology frameworks.

The AI-EVL system acts as a filter to prevent the display of miscellaneous information such as hateful, criminal, racist, narcotics, and inappropriate content for example. This protection takes place intelligently, which is one of the
purposes of teaching and learning supervised recommendation. Assuming a special module next to it in the discussion of advice-based education, this system acts in a way that prevents the publication of non-video-related content and acts as a parental-control for students.

VI. CONCLUSION

AI-EVL provide a well-formed scientific platform away from any ads and inappropriate content based on YouTube videos. In fact, it provides smart and graphical results, allowing user to learn from YouTube videos in a secure environment. With the help of artificial intelligence, effective results are obtained that are not obvious at first glance. In this environment, the user has rich graphic results along with the video. Rich results help the user to learn topics, concepts, events, places, etc. The AI-EVL system enables learning from YouTube videos in a safe environment by providing intelligent and graphical results. The presented platform covered several cases so that the learning platform can be used for all ages and all topics. This system, utilizes an AI-Assisted pre-recommender tool chain in a multi-layered web-based application. Artificial intelligence, helps the user to select the more appropriate video and provides him/her with an effective visual learning platform away from any less-relevant contents.
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