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Abstract

In this paper we consider the Laplace operator with Dirichlet boundary conditions on a smooth domain. We prove that it has a bounded $H^\infty$-calculus on weighted $L^p$-spaces for power weights which fall outside the classical class of $A_p$-weights. Furthermore, we characterize the domain of the operator and derive several consequences on elliptic and parabolic regularity. In particular, we obtain a new maximal regularity result for the heat equation with rough inhomogeneous boundary data.
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1. Introduction

Often solutions to PDEs can have blow-up behavior near the boundary of an underlying domain \( \emptyset \subseteq \mathbb{R}^d \). Using weighted spaces with weights of the form \( w_\gamma(x) := \text{dist}(x, \partial \emptyset)^\gamma \) for appropriate values of \( \gamma \), allows for additional flexibility and even obtain well-posedness for problems which appear ill-posed at first sight. PDEs in weighted spaces have been considered by many authors (see e.g. [24, 42, 46, 47]). Moreover, the \( H^\infty \)-functional calculus properties of differential operators on weighted space have been treated in several papers as well (see e.g. [7, 11, 12, 52, 62]).

The development of the \( H^\infty \)-calculus was motivated by the Kato square root problem (see [63] for a survey) which was eventually solved in [10]. An \( H^\infty \)-calculus approach to the solution was obtained later in [14]. Since the work [39] it has turned out that the \( H^\infty \)-calculus is an extremely efficient tool in the \( L^p \)-theory of partial differential equations (see the monographs [23, 71] and references therein).

In this paper we study the boundedness of the \( H^\infty \)-calculus of the Laplace operator with Dirichlet boundary conditions \( \Delta_{\text{Dir}} \) for bounded \( C^2 \)-domains \( \emptyset \). This operator and its generalizations have been studied in many papers (see [20, 21, 51]). Our contribution is that we study \( \Delta_{\text{Dir}} \) and its functional calculus on weighted spaces which do not fall into the classical setting, but which are useful for certain partial differential equations. In particular, we prove the following result.

**Theorem 1.1.** Let \( \emptyset \) be a bounded \( C^2 \)-domain. Let \( p \in (1, \infty) \), \( \gamma \in (-1, 2p - 1) \setminus \{p - 1\} \) and set \( w_\gamma(x) := \text{dist}(x, \partial \emptyset)^\gamma \). Then the operator \( -\Delta_{\text{Dir}} \) on \( L^p(\emptyset, w_\gamma^p) \) with \( \mathcal{D}(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\emptyset, w_\gamma^p) \), has a bounded \( H^\infty \)-calculus of angle zero. In particular, \( \Delta_{\text{Dir}} \) generates an analytic \( C_0 \)-semigroup on \( L^p(\emptyset, w_\gamma^p) \).

A similar result holds on the half space \( \mathbb{R}^d_+ \) or small deformations of the half space. The range \( \gamma \in (p - 1, 2p - 1) \) falls outside the classical \( A_p \)-setting and Theorem 1.1 is new in this range. The range \( \gamma \in (-1, p - 1) \) can be treated by classical methods, and it can be derived from the general \( A_p \)-case which will be considered in Section 4.

The boundedness of the \( H^\infty \)-calculus has many interesting consequences for the operator \( \Delta_{\text{Dir}} \) on \( L^p(\emptyset, w_\gamma^p) \). Loosely speaking, the boundedness of the \( H^\infty \)-calculus can be used as a black box to ensure existence of certain singular integrals. In particular, the boundedness of the \( H^\infty \)-calculus implies:

- Continuous and discrete square function estimates (see [38, Theorems 10.4.4 & 10.4.23]), which are closely related to the classical Littlewood–Paley inequalities.
- Well-posedness and maximal regularity of the Laplace equation and the heat equation on \( L^p(\emptyset, w_\gamma^p) \) (see Corollaries 5.8, 5.10, 6.3).
• Maximal regularity for the stochastic heat equation on \( L^p(\partial', w_{\gamma}^p) \) (see [68, Theorem 1.1]).

On bounded domains we analyse the spectrum of \( \Delta_{\mathrm{Dir}} \) and in particular we show that the analytic semigroup generated by \( \Delta_{\mathrm{Dir}} \) is exponentially stable. Additionally we use the functional calculus to characterize several of the fractional domain spaces.

The main difficulty in the proof of Theorem 1.1 in the non-\( A_p \) setting is that standard tools from harmonic analysis are not available. For instance, the boundedness of the Hilbert transform, the boundedness of the Hardy-Littlewood maximal function operator, and the Littlewood-Paley decomposition all hold on \( L^p(\mathbb{R}^d, w_{\gamma}^p) \) if and only if \( \gamma \in (-1, p - 1) \) (see [33, Chapter 9] and [77]). Here one also needs to use the fact that the \( A_p \)-condition holds if and only if \( \gamma \in (-1, p - 1) \). As a consequence, we have to find a new approach to obtain the domain characterizations, sectoriality estimates and the boundedness of the functional calculus.

We have already mentioned that Theorem 1.1 implies maximal regularity results. As a further application we will derive a maximal regularity result for the heat equation on weighted spaces with rough inhomogeneous boundary conditions. The main reason we can allow much rougher boundary data than in previous works is that we allow \( \gamma \in (p - 1, 2p - 1) \). Maximal regularity results can be used to study nonlinear equations in an effective way (see e.g. [72] and references therein). The result below is a special case of Theorem 7.16. In order to make the result transparent without losing the main innovative part of the result, we state the result in the special case \( u_0 = 0, f = 0 \) and \( p = q \) and without weights in time.

**Theorem 1.2.** Let \( \partial' \) be a bounded \( C^2 \)-domain. Let \( \lambda \geq 0 \). Let \( p \in (1, \infty) \) and \( \gamma \in (-1, 2p - 1) \setminus \{p - 1, 2p - 3\} \) and set \( \delta = 1 - \frac{1+\gamma}{2p} \). Assume

\[
\begin{align*}
g \in B^\delta_p(R_+, L^p(\partial')) \cap L^p(R_+; B^{2\delta}_p(\partial')),
\end{align*}
\]

with \( g(0, \cdot) = 0 \) in the case \( \gamma \in (-1, 2p - 3) \). Then there exists a unique \( u \in W^{1,p}(R_+; L^p(\partial', w_{\gamma}^p)) \) such that

\[
\begin{align*}
\begin{cases}
u' + (\lambda - \Delta)u = 0, & \text{on } R_+ \times \partial', \\
Tr_{\partial'} u = g, & \text{on } R_+ \times \partial', \\
u(0) = 0, & \text{on } \partial'.
\end{cases}
\end{align*}
\]

Conversely, the conditions on \( g \) are necessary in order for \( u \) to be in the intersection space. Note that \( \delta \in (0, 1) \) can be taken arbitrarily close to zero by taking \( \gamma \) arbitrarily close to \( 2p - 1 \). Moreover, if \( \gamma \in (2p - 3, 2p - 1) \) then the compatibility condition \( g(0, \cdot) = 0 \) also vanishes.

Theorem 1.2 was proved in [22] and [82] for \( \gamma = 0 \), and in this case the smoothness parameter equals \( \delta = 1 - \frac{1}{2p} \). In [22] actually the general setting of higher order operators \( A \) with boundary conditions of Lopatinskii-Shapiro was considered. In [57] the first author extended the latter result to the weighted situation with \( \gamma \in (-1, p - 1) \), in which case \( \delta \in (\frac{1}{2}, 1) \) can only be taken arbitrarily close to \( \frac{1}{2} \) by taking \( \gamma \) close to \( p - 1 \). It would be interesting to investigate if one can extend special cases of [57] to other values of \( \gamma \). In ours proofs the main technical reason that we can extend the range of \( \gamma \)'s in the Dirichlet setting is that the heat kernel on a half space has a zero of order one at the boundary. The heat kernel in the case of Neumann boundary conditions does not have this property. Moreover, the Neumann trace operator is not well-defined for \( \gamma \in (p - 1, 2p - 1) \). It is a natural question to ask for which kernels associated to higher order
elliptic operators with different boundary conditions one has similar behavior at the boundary. In such cases one might be able to allow for rougher boundary data as well.

There exist several theories of elliptic and parabolic boundary value problems on other classes of function spaces than the \(L^d(L^p)\)-framework of the above. The case that \(L^p\) is replaced by a weighted Besov or Triebel-Lizorkin space is considered by the first named author in [54] in the elliptic setting and in [55] in the parabolic setting. The advantage in that setting is that one can use Fourier multiplier theorems for \(A_{p\infty}\)-weights. The results in [54,55] are independent from the results presented here since in the non-\(A_p\) setting Triebel-Lizorkin spaces do not coincide with Sobolev spaces. Results in the framework of tent spaces have been obtained in [5,8,13] for elliptic equations and in [9] for parabolic equations. Here in some cases the boundary data is allowed to be in \(L^p\) or \(L^2\).

The paper is organized as follows. In Section 3 we present some results on traces, Hardy inequalities and interpolation inequalities which will be needed. In Section 4 we consider the half space case with \(A_p\)-weights. In Section 5 we consider the half space case for non-\(A_p\)-weights. We extend the results to bounded domains in Section 6, where Theorem 1.1 can be derived from Corollary 6.2. In Section 7 we consider the heat equation with inhomogeneous boundary conditions and, in particular, we will derive Theorem 1.2. In many of our considerations we consider the vector-valued situation. This is mainly because it can be convenient to write Sobolev spaces as the intersection of several simpler vector-valued Sobolev spaces.

**Acknowledgment.** The authors would like to thank Dorothee Frey and Bas Nieraeth for helpful discussions on Section 5.4.

**Notation.** \(\mathbb{R}^d_+ = (0, \infty) \times \mathbb{R}^{d-1}\) denotes the half space. We write \(x = (x_1, \tilde{x}) \in \mathbb{R}^d\) with \(x_1 \in \mathbb{R}\) and \(\tilde{x} \in \mathbb{R}^{d-1}\). The following shorthand notation will be used throughout the paper

\[w_\gamma(x) = |x_1|^{\gamma} \quad \text{and} \quad w_\gamma^\partial(x) = \text{dist}(x, \partial A)^\gamma.\]

For two topological vector spaces \(X\) and \(Y\) (usually Banach spaces), \(\mathcal{L}(X, Y)\) denotes the space of continuous linear operators. We write \(A \lesssim_p B\) whenever \(A \leq C_p B\) where \(C_p\) is a constant which depends on the parameter \(p\). Similarly, we write \(A \sim_p B\) if \(A \lesssim_p B\) and \(B \lesssim_p A\). Unless stated otherwise in the rest of the paper \(X\) is assumed to be a Banach space.

## 2. Preliminaries

### 2.1. Function spaces and weights

Let \(X\) be a Banach space. For an open set \(\mathcal{O} \subseteq \mathbb{R}^d\) let \(\mathcal{D}(\mathcal{O}; X)\) denote the space of compactly supported smooth functions from \(\mathcal{O}\) into \(X\) equipped with its usual inductive limit topology. Let \(\mathcal{D}'(\mathcal{O}; X) = \mathcal{L}(\mathcal{D}(\mathcal{O}), X)\) be the space of \(X\)-valued distributions. Let \(C_c^\infty(\mathcal{O}; X)\) be the space of infinitely differentiable functions which vanish outside a compact set \(K \subseteq \mathcal{O}\). Furthermore, \(\mathcal{S}(\mathbb{R}^d; X)\) denotes the space of Schwartz functions and \(\mathcal{S}'(\mathbb{R}^d; X) = \mathcal{L}(\mathcal{S}(\mathbb{R}^d), X)\) is the space of \(X\)-valued tempered distributions. We refer to [2–4] for introductions to the theory of vector-valued distribution.

A locally integrable function \(w : \mathcal{O} \to (0, \infty)\) is called a weight. A weight \(w\) on \(\mathbb{R}^d\) will be called even if \(w(-x_1, \tilde{x}) = w(x_1, \tilde{x})\) for \(x_1 > 0\) and \(\tilde{x} \in \mathbb{R}^{d-1}\).
Although we will be mainly interested in a special class of weights, it will be natural to formulate some of the result for the class of Muckenhoupt $A_p$-weights. For $p \in (1, \infty)$ and a weight $w : \mathbb{R}^d \to (0, \infty)$, we say that $w \in A_p$ if

$$[w]_{A_p} = \sup_Q \frac{1}{|Q|} \int_Q w(x) \, dx \cdot \left( \frac{1}{|Q|} \int_Q w(x)^{-\frac{1}{p-1}} \, dx \right)^{p-1} < \infty.$$ 

Here the supremum is taken over all cubes $Q \subseteq \mathbb{R}^d$ with sides parallel to the coordinate axes. For $p \in (1, \infty)$ and a weight $w : \mathbb{R}^d \to (0, \infty)$ one has $w \in A_p$ if and only if the Hardy–Littlewood maximal function is bounded on $L^p(\mathbb{R}^d, w)$. We refer the reader to [33, Chapter 9] for standard properties of $A_p$-weights. For a fixed $p$ and a weight $w \in A_p$, the weight $w' = w^{-1/(p-1)} \in A_p'$ is the $p$-dual weight. Define $A_\infty = \bigcup_{p > 1} A_p$. Recall that $w_p(x) := |x|^p$ is in $A_p$ if and only if $\gamma \in (-1, p - 1)$.

For a weight $w : \mathcal{O} \to (0, \infty)$ and $p \in [1, \infty)$, let $L^p(\mathcal{O}, w; X)$ denote the Bochner space of all strongly measurable functions $f : \mathcal{O} \to X$ such that

$$\|f\|_{L^p(\mathcal{O}, w; X)} = \left( \int_{\mathcal{O}} \|f(x)\|_X^p w(x) \, dx \right)^{1/p} < \infty.$$ 

For a set $\Omega \subseteq \mathbb{R}^d$ with nonempty interior and $w : \Omega \to (0, \infty)$ let $L^1_{\text{loc}}(\Omega; X)$ denote the set of all functions such that for all bounded open sets $\Omega_0$ with $\overline{\Omega_0} \subseteq \Omega$, we have $f|_{\Omega_0} \in L^1(\Omega_0, w; X)$. In this case $f$ is called locally integrable on $\Omega$. If the $p$-dual weight $w' = w^{-1/(p-1)}$ ($w' = 1$ when $p = 1$) is locally integrable on $\mathcal{O}$, then $L^p(\mathcal{O}, w; X) \hookrightarrow D'(\mathcal{O}; X)$.

For $p \in (1, \infty)$, an integer $k \geq 0$ and a weight $w$ with $w' = w^{-1/(p-1)} \in L^1_{\text{loc}}(\mathcal{O})$, let $W^{k,p}(\mathcal{O}, w; X) \subseteq D'(\mathcal{O}; X)$ be the Sobolev space of all $f \in L^p(\mathcal{O}, w; X)$ with $D^\alpha f \in L^p(\mathcal{O}, w; X)$ for all $|\alpha| \leq k$ and set

$$\|f\|_{W^{k,p}(\mathcal{O}, w; X)} = \sum_{|\alpha| \leq k} \|D^\alpha f\|_{L^p(\mathcal{O}, w; X)},$$

$$[f]_{W^{k,p}(\mathcal{O}, w; X)} = \sum_{|\alpha| = k} \|D^\alpha f\|_{L^p(\mathcal{O}, w; X)}.$$ 

$W^{k,p}(\mathcal{O}, w; X)$ is a Banach space. We refer to [49,50] for a detailed study of weighted Sobolev spaces. Finally, for a set $\Omega \subseteq \mathbb{R}^d$ with nonempty interior we let $W^{k,1}_{\text{loc}}(\Omega, w; X)$ denote the space of functions such that $D^\alpha f \in L^1_{\text{loc}}(\Omega, w; X)$ for all $|\alpha| \leq k$.

Let us mention that density of $C_c^\infty(\mathcal{O}; X)$ in $W^{1,p}(\mathcal{O}, w; X)$ is not true in general, not even for $w \in A_\infty$. A sufficient condition class is $w \in A_p$ (see [80, Corollary 2.1.6]). Further examples and counterexamples can be found in [49, Chapter 7 & 11] and [83].

We further would like to point out that in general $W^{k,p}(\mathcal{O}, w)$ does not coincide with a Triebel-Lizorkin space $F^{k,p}_{p',2}(\mathcal{O}, w)$ if $w \notin A_p$. Moreover, in the $X$-valued setting this is even wrong for $w = 1$ unless $X$ is isomorphic to a Hilbert space (see [36]).
2.2. Localization and $C^k$-domains

**Definition 2.1.** Let $\mathcal{O} \subset \mathbb{R}^d$ be a domain and let $k \in \mathbb{N}_0 \cup \{\infty\}$. Then $\mathcal{O}$ is called a special $C^k$-domain when, after rotation and translation, it is of the form

$$\mathcal{O} = \{x = (y, x') \in \mathbb{R}^d : y > h(x')\}$$

for some $C^k$-function $h : \mathbb{R}^{d-1} \rightarrow \mathbb{R}$. If $h$ can be chosen with compact support, then $\mathcal{O}$ is called a special $C^k_c$-domain.

For later it will be convenient to define, given a special $C^k_c$-domain $\mathcal{O}$ with $k \in \mathbb{N}_0$, the numbers

$$[\mathcal{O}]_{C^k_c} := \inf \|h\|_{C^k_c(\mathbb{R}^{d-1})}$$

where the infimum is taken over all $h \in C^k_c(\mathbb{R}^{d-1}; \mathbb{R})$ for which $\mathcal{O}$, after rotation and translation, can be represented as (2.1).

**Definition 2.2.** Let $k \in \mathbb{N}_0 \cup \{\infty\}$. A domain $\mathcal{O} \subset \mathbb{R}^d$ is said to be a $C^k$-domain when every boundary point $x \in \partial \mathcal{O}$ admits an open neighborhood $V$ with the property that

$$\mathcal{O} \cap V = W \cap V \quad \text{and} \quad \partial \mathcal{O} \cap V = \partial W \cap V$$

for some $C^k$-domain $W \subset \mathbb{R}^d$.

Note that, in the above definition, $V$ may be replaced by any smaller open neighborhood of $x$. Hence, we may without loss of generality assume that $W$ is a $C^k_c$-domain. Moreover, if $k \in \mathbb{N}_0$ then for any $\epsilon > 0$ we can arrange that $[W]_{C^k_c} < \epsilon$.

If $U, V \subset \mathbb{R}^d$ are open and $\Phi : U \rightarrow V$ is a $C^1$-diffeomorphism, then we define $\Phi_* : L^1_{\text{loc}}(U) \rightarrow L^1_{\text{loc}}(V)$ by

$$\langle \Phi_* f, g \rangle := \langle f, j_\Phi g \circ \Phi \rangle, \quad f \in L^1_{\text{loc}}(U), g \in C_c(V),$$

where $j_\Phi = \det(\nabla \Phi)$ denotes the Jacobian. In this way $\Phi_* f = f \circ \Phi^{-1}$.

Now assume $h \in C^k_c(\mathbb{R}^{d-1})$ with $k \geq 1$ and

$$\mathcal{O} = \{(x_1, \tilde{x}) : \tilde{x} \in \mathbb{R}^{d-1}, x_1 > h(\tilde{x})\}.$$  

(2.3)

Define a $C^k$-diffeomorphism $\Phi : \mathcal{O} \rightarrow \mathbb{R}^d_+$ by

$$\Phi(x) = (x_1 - h(\tilde{x}), \tilde{x}).$$  

(2.4)

Obviously, $\det(\nabla \Phi) = 1$. For a weight $w : \mathbb{R}^d \rightarrow (0, \infty)$, let $w_\Phi : \mathcal{O} \rightarrow (0, \infty)$ be defined by $w_\Phi(x) = w(\Phi(x))$. In the important case that $w(x) = |x_1|^{\gamma}$, we have

$$w_\Phi(x) = |x_1 - h(\tilde{x})|^{\gamma} \approx \text{dist}(x, \partial \mathcal{O})^{\gamma}, \quad x \in \mathcal{O}.$$
In this way for \( k \in \mathbb{N}_0 \), the mapping \( \Phi_\ast \) defines a bounded isomorphism

\[
\Phi_\ast : W^{k,p}(\mathcal{O}, w_\Phi) \rightarrow W^{k,p}(\mathbb{R}^d_+, w_\gamma)
\]

with inverse \((\Phi^{-1})_\ast\).

In the paper we will often use a localization procedure. We will usually leave out the details as they are standard. In the localization argument for the functional calculus (see Theorem 6.1) we do give the full details as a precise reference with weighted spaces seems unavailable.

Given a bounded \( C^k \)-domain \( \mathcal{O} \) with \( k \geq 1 \), then we can find \( \eta_0 \in C^\infty_c(\mathcal{O}) \) and \( \{\eta_n\}_{n=1}^N \subseteq C^\infty_c(\mathbb{R}^d) \) such that \( \text{supp} \, (\eta_n) \subseteq V_n \) for each \( n \in \{1, \ldots, N\} \) and \( \sum_{n=0}^N \eta_n^2 = 1 \) (see [48, Ch.8, Section 4]). These functions can be used to decompose the space \( E_k := W^{k,p}(\mathcal{O}, w_\mathcal{O}; X) \) as

\[
F_k := W^{k,p}(\mathbb{R}^d; X) \oplus \bigoplus_{n=1}^N W^{k,p}(\mathcal{O}_n, w_\mathcal{O}_n; X)
\]

The mappings \( \mathcal{I} : E_k \rightarrow F_k \) and \( \mathcal{P} : F_k \rightarrow E_k \) given by

\[
\mathcal{I} f = (\eta_n f)^N_{n=0} \quad \text{and} \quad \mathcal{P}(f)_n = \sum_{n=0}^N \eta_n f_n,
\]

satisfy \( \mathcal{P} \mathcal{I} = I \), thus \( \mathcal{P} \) is a retraction with coretraction \( \mathcal{I} \).

2.3. Functional calculus

Let \( \Sigma_\varphi = \{z \in \mathbb{C} : |\text{arg}(z)| < \varphi\} \). We say that an unbounded operator \( A \) on a Banach space \( X \) is a sectorial operator if \( A \) is injective, closed, has dense range and there exists a \( \varphi \in (0, \pi) \) such that \( \sigma(A) \subseteq \Pi_{\varphi} \) and

\[
\sup_{\lambda \in \mathbb{C} \setminus \Sigma_\varphi} \|\lambda R(\lambda, A)\| < \infty.
\]

The infimum over all possible \( \varphi \) is called the angle of sectoriality and denoted by \( \omega(A) \). In this case we also say that \( A \) is sectorial of angle \( \omega(A) \). The condition that \( A \) has dense range is automatically fulfilled if \( X \) is reflexive (see [38, Proposition 10.1.9]).

Let \( H^\infty(\Sigma_\omega) \) denote the space of all bounded holomorphic functions \( f : \Sigma_\omega \rightarrow \mathbb{C} \) and let \( \|f\|_{H^\infty(\Sigma_\omega)} = \sup_{z \in \Sigma_\omega} |f(z)| \). Let \( H^\infty_0(\Sigma_\omega) \subseteq H^\infty(\Sigma_\omega) \) be the set of all \( f \) for which there exists an \( \epsilon > 0 \) and \( C > 0 \) such that \( |f(z)| \leq C |z|^{1+|z|^{2\epsilon}} \).

If \( A \) is sectorial, \( \omega(A) < \nu < \omega \), and \( f \in H^\infty_0(\Sigma_\omega) \) we let

\[
f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu} f(\lambda) R(\lambda, A) \, d\lambda,
\]

where \( \partial \Sigma_\nu \) is oriented downwards. The operator \( A \) is said to have a bounded \( H^\infty(\Sigma_\omega) \)-calculus if there exists a constant \( C \) such that for all \( f \in H^\infty_0(\Sigma_\omega) \)
\[
\|f(A)\| \leq C\|f\|_{H^\infty(\Sigma_\omega)}.
\]

The infimum over all possible \( \omega > \omega(A) \) is called the angle of the \( H^\infty \)-calculus and is denoted by \( \omega_H \sim (A) \). In this case we also say that \( A \) has a bounded \( H^\infty \)-calculus of angle \( \omega_H \sim (A) \).

For details on the \( H^\infty \)-functional calculus we refer the reader to [34] and [38].

The following well-known result on the domains of fractional powers and complex interpolation will be used frequently. For the definitions of the powers \( A^\alpha \) with \( \alpha \in \mathbb{C} \) we refer to [34, Chapter 3]. For details on complex interpolation we refer to [15,37,79].

We say that \( A \) has \( BIP \) (bounded imaginary powers) if for every \( s \in \mathbb{R} \), \( A^{is} \) extends to a bounded operator on \( X \). In this case one can show that there exists \( M, \sigma \geq 0 \) such that (see [34, Corollary 3.5.7])

\[
\|A^{is}\| \leq Me^{\sigma s}, \quad s \in \mathbb{R}. \tag{2.6}
\]

Let \( \omega_{BIP}(A) = \inf\{\omega \in \mathbb{R} : \exists M > 0 \text{ such that for all } s \in \mathbb{R} \|A^{is}\| \leq M e^{\omega |s|}\} \). One can easily check that \( \omega_{BIP}(A) \leq \omega_H \sim (A) \).

The next result can be found in [34, Theorem 6.6.9] and [79, Theorem 1.15.3].

**Proposition 2.3.** Assume \( A \) is a sectorial operator such that \( A \) has \( BIP \). Then for all \( \theta \in (0, 1) \) and \( 0 \leq \alpha < \beta \) we have

\[
[D(A^\alpha), D(A^\beta)]_\theta = D(A^{(1-\theta)\alpha + \theta \beta}),
\]

where the constant in the norm equivalence depends \( \alpha, \beta, \theta \), the sectoriality constants and on the constant \( M \) and \( \sigma \) in (2.6).

For two closed operators \((A, D(A))\) and \((B, D(B))\) on \( X \) we define \( D(A + B) := D(A) \cap D(B) \) and \((A + B)u = Au + Bu\). Often it is difficult to determine whether \( A + B \) with the above domain is a closed operator. Sufficient conditions are given in the following theorem which will be used several times throughout this paper (see [26,73]).

**Theorem 2.4 (Dore–Venni).** Let \( X \) be a \( UMD \) space. Assume \( A \) and \( B \) are sectorial operators on \( X \) with commuting resolvents and assume \( A \) and \( B \) both have \( BIP \) with \( \omega_{BIP}(A) + \omega_{BIP}(B) < \pi \). Then the following assertions hold:

1. \( A + B \) is a closed sectorial operator with \( \omega(A + B) \leq \max\{\omega_{BIP}(A), \omega_{BIP}(B)\} \).
2. There exists a constant \( C \geq 0 \) such that for all \( x \in D(A) \cap D(B) \),

\[
\|Ax\| + \|Bx\| \leq C\|Ax + Bx\|,
\]

and if \( 0 \in \rho(A) \) or \( 0 \in \rho(B) \), then \( 0 \in \rho(A + B) \).

The following can be used to obtain boundedness of the \( H^\infty \)-calculus for translated operators ((1) is straightforward and (2) follows from [34, Corollary 5.5.5]):

**Remark 2.5.** Let \( \sigma \in (0, \pi) \) and assume \( A \) is a sectorial operator of angle \( \leq \sigma \).
(1) If $A$ has a bounded $H^\infty$-calculus of angle $\leq \sigma$, then for all $\lambda \geq 0$, $A + \lambda$ has a bounded $H^\infty$-calculus of angle $\leq \sigma$.

(2) If there exists a $\bar{\lambda} > 0$ such that $A + \bar{\lambda}$ has a bounded $H^\infty$-calculus of angle $\leq \sigma$, then for all $\lambda > 0$, $A + \lambda$ has a bounded $H^\infty$-calculus of angle $\leq \sigma$.

2.4. UMD spaces and Fourier multipliers

Below the geometric condition UMD will often be needed for $X$. UMD stands for unconditional martingale differences. One can show that a Banach space $X$ is a UMD space if and only if the Hilbert transform is bounded if and only if the vector-valued analogue of the Mihlin multiplier theorem holds. For details we refer to [37, Chapter 5]. Here we recall the important examples for our considerations.

- Every Hilbert space is a UMD space;
- If $X$ is a UMD space, $(S, \Sigma, \mu)$ is $\sigma$-finite and $p \in (1, \infty)$, then $L^p(S; X)$ is a UMD space.
- UMD spaces are reflexive.

For $m \in L^\infty(\mathbb{R}^d)$ define

$$T_m : \mathcal{S}(\mathbb{R}^d; X) \rightarrow \mathcal{S}'(\mathbb{R}^d; X), \quad T_m f \equiv \mathcal{F}^{-1}(m \hat{f}).$$

For $p \in [1, \infty)$ and $w \in A_\infty$ the Schwartz class $\mathcal{S}(\mathbb{R}^d; X)$ is dense in $L^p(\mathbb{R}^d, w; X)$ (see Lemma 3.5).

The following is a weighted version of Mihlin's type multiplier theorem and can be found in [67, Proposition 3.1]

**Proposition 2.6.** Let $X$ be a UMD space, $p \in (1, \infty)$ and $w \in A_p$. Assume that $m \in C^{d+2}(\mathbb{R}^d \setminus \{0\})$ satisfies

$$C_m = \sup_{|\alpha| \leq d+2} \sup_{\xi \neq 0} |\xi|^{|\alpha|} |D^\alpha m(\xi)| < \infty. \quad (2.7)$$

Then $T_m$ extends to a bounded operator on $L^p(\mathbb{R}^d, w; X)$, and its operator norm only depends on $d$, $X$, $p$, $[w]_{A_p}$ and $C_m$.

**Proposition 2.7.** Let $X$ be a UMD space. Let $q \in (1, \infty)$ and $v \in A_q(\mathbb{R})$. Then the following assertions hold:

1. The operator $\frac{d}{dt}$ with $D(\frac{d}{dt}) = W^{1,q}(\mathbb{R}, v; X)$ has a bounded $H^\infty$-calculus with $\omega_H(\frac{d}{dt}) \leq \frac{\pi}{2}$.

2. The operator $\frac{d}{dt}$ with $D(\frac{d}{dt}) = W^{1,q}_0(\mathbb{R}_+, v; X)$ has a bounded $H^\infty$-calculus with $\omega_H(\frac{d}{dt}) \leq \frac{\pi}{2}$.

Here $W^{1,q}_0(\mathbb{R}_+, v; X)$ denotes the closed subspace of $W^{1,q}(\mathbb{R}_+, v; X)$ of functions which are zero at $t = 0$. 
Proof. (1) follows from Proposition 2.6 and [38, Theorem 10.2.25]. (2) can be derived as a consequence by repeating part of the proof of [58, Theorem 6.8] where the case \( v(t) = |t|^p \) was considered. □

For \( p \in (1, \infty) \), \( w \in A_p \) and \( s \in \mathbb{R} \), we define the Bessel potential space \( H^{s,p}(\mathbb{R}^d, w; X) \) as the space of all \( f \in \mathcal{S}'(\mathbb{R}^d; X) \) for which \( \mathcal{F}^{-1}[(1 + |\cdot|^2)^{s/2}f] \in L^p(\mathbb{R}^d, w; X) \). This is a Banach space when equipped with the norm

\[
\|f\|_{H^{s,p}(\mathbb{R}^d, w; X)} = \|\mathcal{F}^{-1}[(1 + |\cdot|^2)^{s/2}f]\|_{L^p(\mathbb{R}^d, w; X)}.
\]

For an open subset \( \mathcal{O} \subseteq \mathbb{R}^d \) the space \( H^{s,p}(\mathcal{O}, w; X) \) is defined as all restriction \( f|_{\mathcal{O}} \) where \( f \in H^{s,p}(\mathcal{O}, w; X) \). This is a Banach space when equipped with the norm

\[
\|f\|_{H^{s,p}(\mathcal{O}, w; X)} = \inf\{\|g\|_{H^{s,p}(\mathbb{R}^d, w; X)} : g|_{\mathcal{O}} = f \text{ where } g \in H^{s,p}(\mathbb{R}^d, w; X)\}.
\]

The next result can be found in [67, Propositions 3.2 & 3.5]. The duality pairing mentioned in the statement below is the natural extension of

\[
\langle f, g \rangle = \int_{\mathbb{R}^d} \langle f(x), g(x) \rangle dx, \quad f \in \mathcal{S}(\mathbb{R}^d; X), \; g \in \mathcal{S}(\mathbb{R}^d; X^\ast).
\]

**Proposition 2.8.** Let \( X \) be a UMD space, \( p \in (1, \infty) \) and \( w \in A_p \). Then

\[
H^{m,p}(\mathbb{R}^d, w; X) = W^{m,p}(\mathbb{R}^d, w; X) \quad \text{for all } m \in \mathbb{N}_0.
\]

Moreover, for all \( s \in \mathbb{R}, \) one has \([H^{s,p}(\mathbb{R}^d, w; X)]^\ast = H^{-s,p'}(\mathbb{R}^d, w'; X^\ast)\).

The UMD condition is also necessary in the above result (see [37, Theorem 5.6.12]).

**Proposition 2.9 (Intersection representation).** Let \( d, d_1, d_2, n \geq 1 \) be integers such that \( d_1 + d_2 = d \). Let \( w \in A_p(\mathbb{R}^{d_1}) \). Then

\[
W^{n,p}(\mathbb{R}^d, w; X) = W^{n,p}(\mathbb{R}^{d_1}, w; L^p(\mathbb{R}^{d_2}; X)) \cap L^p(\mathbb{R}^{d_1}, w; W^{n,p}(\mathbb{R}^{d_2}; X)).
\]

In the above we use the convention that \( w \) is extended in a constant way in the remaining \( d_2 \) coordinates. In this way \( w \in A_p(\mathbb{R}^d) \) as well.

**Proof.** \( \rightarrow \) is obvious. To prove the converse Let \( \alpha \) be a multiindex with \( k := |\alpha| \leq n \). It suffices to prove \( \|D^\alpha u\|_{L^p(\mathbb{R}^d; w; X)} \leq C(\|u\|_{L^p(\mathbb{R}^d; X)} + \sum_{j=1}^d \|D_j^k u\|_{L^p(\mathbb{R}^d; X)}) \). This follows by using the Fourier multiplier \( m \):

\[
m(\xi) = \frac{(2\pi \xi)^\alpha}{1 + \sum_{j=1}^d (2\pi \rho(\xi_j) \xi_j)^k}.
\]

Here \( \rho \in C^\infty(\mathbb{R}) \) is an odd function with \( \rho = 0 \) on \([0, 1/2]\) and \( \rho = 1 \) on \([1, \infty] \). Now using Proposition 2.6 one can argue in a similar way as in [37, Theorem 5.6.11]. □
3. Hardy’s inequality, traces, density and interpolation

In this section we will prove some elementary estimates of Hardy and Sobolev type and obtain some density and interpolation results. We will present the results in the $X$-valued setting, and later on apply this in the special case $X = L^p(\mathbb{R}^{d-1})$ to obtain extensions to higher dimensions in Theorem 5.7.

Details on traces in weighted Sobolev spaces can be found in [40] and [57]. We will need some simple existence results in one dimension.

3.1. Hardy’s inequality and related results

Lemma 3.1. Let $p \in [1, \infty)$ and let $w$ be a weight such that $\|w^{-\frac{1}{p-1}}\|_{L^1(0, t)} < \infty$ for all $t \in (0, \infty)$. Then $W^{1,p}(\mathbb{R}^+, w; X) \hookrightarrow C([0, \infty); X)$ and for all $u \in W^{1,p}(\mathbb{R}^+, w; X)$,

$$\sup_{x \in [0, t]} \|u(x)\| \leq C_{t,p,u} \|u\|_{W^{1,p}(\mathbb{R}^+, w; X)}, \quad t \in [0, \infty)$$

Moreover, the following results hold in the special case that $w(x) = w_Y(x) = |x|^Y$:

1. If $Y \in [0, p - 1)$, then $u(x) \to 0$ as $x \to \infty$ and for all $u \in W^{1,p}(\mathbb{R}^+, w_Y; X)$,

$$\sup_{x \geq 0} \|u(x)\| \leq C_{p,Y} \|u\|_{W^{1,p}(\mathbb{R}^+, w_Y; X)}.$$

2. If $Y < -1$, then for all $u \in L^p(\mathbb{R}^+, w_Y; X) \cap C([0, \infty); X)$, $u(0) = 0$.

Note that the local $L^1$-condition on $w$ holds in particular for $w \in A_p$.

Proof. Let $u \in W^{1,p}(\mathbb{R}^+, w; X)$. By Hölder’s inequality and the assumption on $w$ we have $L^p((0, t), w; X) \hookrightarrow L^1((0, t); X)$. In particular $u$ and $u'$ are locally integrable on $[0, \infty)$. Let

$$v(s) = \int_0^s u'(x) \, dx, \quad s \in (0, t).$$

Then $v$ is continuous on $[0, t]$ and moreover $v' = u'$ on $(0, t)$ (see [37, Lemma 2.5.8]). It follows that there is a $z \in X$ such that $u = z + v$ for all $s \in (0, t)$. In particular, $u$ has a continuous extension $\overline{u}$ to $[0, t]$ given by $\overline{u} = z + v$.

To prove the required estimates we just write $u$ instead of $\overline{u}$. Let $x \in [0, \infty)$. Define $\zeta$ as $\zeta(x) = 1 - x$ for $x \in [0, 1]$ and $\zeta = 0$ on $[1, \infty)$. Then for $x \in [0, t]$, we have

$$u(x) = \int_0^1 \frac{d}{ds}(u(s + x)\zeta(s)) \, ds = \int_0^1 u'(s + x)\zeta(s) \, ds + \int_0^1 u(s + x)\zeta'(s) \, ds.$$ 

Then by Hölder’s inequality
\[ \|T_1\| \leq \left( \int_0^1 \|u'(s + x)\|^p w(s + x) \, ds \right)^{1/p} \|s \mapsto w(s + x)^{-1/(p-1)}\|_{L^1(0,1)}^{1/p'} \]
\[ \leq C_{w,t,p} \|u'\|_{L^p(\mathbb{R}_+,w;X)}, \]

where \( C_{w,t,p} = \|w^{-1/(p-1)}\|_{L^1(0,t+1)} \). Similarly, \( \|T_2\| \leq C_{w,t,p} \|u\|_{L^p(\mathbb{R}_+,w;X)} \). Therefore, the required estimate for \( \sup_{x \in [0,t]} \|u(x)\| \) follows.

The estimate in (1) follows from
\[ \int_0^1 w_\gamma(s + x)^{-1/(p-1)} \, ds \leq \int_0^1 w_\gamma(s)^{-1/(p-1)} \, ds \leq C_{p,\gamma}. \]

Moreover, \( u(x) \to 0 \) as \( x \to \infty \) because \( \int_0^1 w_\gamma(s + x)^{-1/(p-1)} \, ds \to 0 \) as \( x \to \infty \).

To prove (2) note that
\[ \|u(0)\| = \lim_{t \to \infty} \frac{1}{t} \int_0^t \|u(s)\| \, ds. \]

Now by Hölder’s inequality we have
\[ \frac{1}{t} \int_0^t \|u(s)\| \, ds \leq \frac{1}{t} \|u\|_{L^p(\mathbb{R}_+,w_\gamma)} \left( \int_0^t s^{-\gamma p'} \, ds \right)^{1/p'} \leq C \|u\|_{L^p(\mathbb{R}_+,w_\gamma)} t^{-\frac{\gamma+1}{p'}} \]
and the latter tends to zero as \( t \to 0 \). \( \square \)

Next we state two well-known consequences of Hardy’s inequality (see [32, Theorem 10.3.1] and [49, Section 5]).

**Lemma 3.2.** Assume \( p \in [1, \infty) \). Let \( u \in W^{1,p}(\mathbb{R}_+,w_\gamma;X) \). Then
\[ \|u\|_{L^p(\mathbb{R}_+,w_\gamma-p;X)} \leq C_{p,\gamma} \|u'\|_{L^p(\mathbb{R}_+,w_\gamma;X)}, \]
if \( \gamma < p - 1 \) and \( u(0) = 0 \) or \( \gamma > p - 1 \).

In the above result, by Lemma 3.1, \( u \in C([0, \infty);X) \) if \( \gamma < p - 1 \).

**Proof.** First consider \( \gamma < p - 1 \). Writing \( u(t) = \int_0^t u'(s) \, ds \), it follows that
\[ \|u(t)\|_X \leq \int_0^t \|u'(s)\|_X \, ds. \]
Now the result follows from Hardy’s inequality (see [32, Theorem 10.3.1]). The case \( \gamma > p - 1 \) follows similarly by writing \( u(t) = \int_t^\infty u(s)\,ds \). Here we use the fact that, by approximation, it suffices to consider the case where \( u = 0 \) on \([u, \infty)\). \( \square \)

For other exponents \( \gamma \) than the ones considered in Lemma 3.1 another embedding result follows. Note that this falls outside the class of \( A_p \)-weights.

**Lemma 3.3.** Let \( p \in [1, \infty) \) and \( \gamma \in (p - 1, 2p - 1) \). Then \( W^{2,p}(\mathbb{R}_+, w_\gamma; X) \hookrightarrow C([0, \infty); X) \) and for all \( u \in W^{2,p}(\mathbb{R}_+, w_\gamma; X) \), \( u(x) \to 0 \) as \( x \to \infty \) and

\[
\sup_{x \geq 0} \|u(x)\| \leq C_{1,p,\gamma} \|u\|_{W^{2,p}(\mathbb{R}_+, w_\gamma; X)}.
\]

**Proof.** By Lemma 3.2 \( \|u^{(k)}\|_{L^p(\mathbb{R}_+, w_\gamma-; X)} \leq C_{p,\gamma} \|u^{(k+1)}\|_{W^{2,p}(\mathbb{R}_+, w_\gamma; X)} \) for \( k \in \{0, 1\} \). Therefore, \( u \in W^{1,p}(\mathbb{R}_+, w_{\gamma-}; X) \). Now the required continuity and estimate of \( \|u(x)\| \) for \( x \in [0, 1] \) follows from Lemma 3.1. To prove the estimate for \( x \in [1, \infty) \), we can repeat the argument used in Lemma 3.1 (1). Indeed, for \( x \geq 1 \),

\[
\int_0^1 w_\gamma(s + x)^{-1/(p-1)} \, ds \leq \int_0^1 w_\gamma(s + 1)^{-1/(p-1)} \, ds =: C_{p,\gamma}. \quad \square
\]

### 3.2. Traces and Sobolev embedding

For \( u \in W^{1,1}_{\text{loc}}(\mathbb{R}^d_+; X) \) we say that \( \text{Tr}(u) = 0 \) if \( \text{Tr}(\varphi u) = 0 \) for every \( \varphi \in C^\infty \) with bounded support in \( \mathbb{R}^d_+ \). Note that \( \varphi u \in W^{1,1}((0, \infty); L^1(\mathbb{R}^{d-1}; X)) \) whenever \( u \in W^{1,p}(\mathbb{R}^d_+, w; X) \) and \( w^{-\frac{1}{p-1}} \in L^1_{\text{loc}}(\mathbb{R}^{d-1}_+) \). Thus the existence of the trace of \( \varphi u \) follows from Lemma 3.1.

For integers \( k \in \mathbb{N}_0 \), \( p \in (1, \infty) \) and \( w \in A_p \), we let

\[
\begin{align*}
W^{k,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X) &:= \{ u \in W^{k,p}(\mathbb{R}^d_+, w; X) : \text{Tr}(u) = 0 \}, \\
W^{k,p}_0(\mathbb{R}^d_+, w; X) &:= \{ u \in W^{k,p}(\mathbb{R}^d_+, w; X) : \text{Tr}(D^\alpha u) = 0 \text{ for all } |\alpha| < k \}.
\end{align*}
\]

The traces in the above formulas exists since \( W^{k,p}(\mathbb{R}^d_+, w; X) \hookrightarrow W^{k,1}_{\text{loc}}(\mathbb{R}^d_+; X) \).

We extend the definitions of the above spaces to the non-\( A_p \)-setting. For \( p \in [1, \infty) \), \( \gamma \in (p - 1, 2p - 1) \) and \( k \in \mathbb{N}_0 \) let

\[
\begin{align*}
W^{k,p}_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X) &:= \left\{ u \in W^{k,p}(\mathbb{R}^d_+, w_\gamma; X) : \text{Tr}(u) = 0 \text{ if } k > \frac{\gamma + 1}{p} \right\}, \\
W^{k,p}_0(\mathbb{R}^d_+, w_\gamma; X) &:= \left\{ u \in W^{k,p}(\mathbb{R}^d_+, w_\gamma; X) : \text{Tr}(D^\alpha u) = 0 \text{ if } k - |\alpha| > \frac{\gamma + 1}{p} \right\}.
\end{align*}
\]

Here the trace exists if \( j := k - |\alpha| > \frac{\gamma + 1}{p} \) since then \( j \geq 2 \) and, by Lemmas 3.1 and 3.3,

\[
W^{j,p}(\mathbb{R}^d_+, w_\gamma; X) \hookrightarrow W^{j,p}(\mathbb{R}^d_+, w_\gamma; L^p(\mathbb{R}^{d-1}; X)) \hookrightarrow C([0, \infty); L^p(\mathbb{R}^{d-1}; X)).
\]
For $\gamma \in (-\infty, -1)$ and $k \in \mathbb{N}_0$ we further let 

$$W^k,p_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X) = W^k,p_0(\mathbb{R}^d_+, w_\gamma; X) = W^k,p(\mathbb{R}^d_+, w_\gamma; X).$$

This notation is suitable since for $k \in \mathbb{N}_1$, by Lemma 3.1,

$$W^k,p(\mathbb{R}^d_+, w_\gamma; X) \hookrightarrow W^{k-1,p}(\mathbb{R}^d_+, w_{\gamma-p}; X) \quad \text{if } \gamma < p - 1,$$

$$W^k,p(\mathbb{R}^d_+, w_\gamma; X) \hookrightarrow W^{k-1,p}(\mathbb{R}^d_+, w_{\gamma-p}; X) \quad \text{if } \gamma > p - 1,$$

$$W^k,p_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X) \hookrightarrow W^{k-1,p}_0(\mathbb{R}^d_+, w_{\gamma-p}; X) \quad \text{if } \gamma \notin \{jp - 1 : j \in \mathbb{N}_1\}.$$

3.3. Density results

**Lemma 3.5.** Let $w \in A_\infty$ and $p \in [1, \infty)$. Let $\mathcal{O}$ be an open subset of $\mathbb{R}^d$. Then $C^\infty_c(\mathcal{O}) \otimes X$ is dense in $L^p(\mathcal{O}, w; X)$.

**Proof.** Since $L^p(\mathcal{O}, w) \otimes X$ is dense in $L^p(\mathcal{O}, w; X)$ it suffices to consider the scalar setting. We claim that it furthermore suffices to approximate functions which are compactly supported in $\mathcal{O}$.

To prove the claim, let $f \in L^p(\mathcal{O}, w)$ and let $(K_n)_{n \in \mathbb{N}}$ be an exhaustion by compact sets of $\mathcal{O}$. Observe that $f 1_{K_n} \to f$ by the dominated convergence theorem. Therefore, it suffices to consider functions $f$ with compact support in $\mathcal{O}$. Extending such functions $f$ by zero to $\mathbb{R}^d$, the claim follows.

Let $q \in (p, \infty)$ be such that $w \in A_q$. Then for all functions $f \in L^p(\mathbb{R}^d, w)$ with compact support $K \subseteq \mathcal{O}$, by Hölder’s inequality one has

$$\|f\|_{L^p(\mathbb{R}^d, w)} \leq \|f\|_{L^q(\mathbb{R}^d, w)} w(K)^{\frac{q-p}{q}}.$$

Therefore, it suffices to approximate such functions $f$ in the $L^q(\mathbb{R}^d, w)$ norm. To do so one can use a standard argument (see [58, Lemma 2.2]) by using a mollifier with compact support. □

**Lemma 3.6.** Let $p \in (1, \infty)$, $w \in A_p$, and $k \in \mathbb{N}_0$. Let $\mathcal{O} = \mathbb{R}^d$ or a bounded $C^k$-domain or a special $C^k_\varepsilon$-domain with $k \in \mathbb{N}_0 \cup \{\infty\}$. Then $C^k_\varepsilon(\mathcal{O}) \otimes X$ is dense in $W^{k,p}(\mathcal{O}, w; X)$. 
Proof. The case $\mathcal{O} = \mathbb{R}^d$ follows from [58, Lemma 3.5]. In all other situations, by localization, it suffices to consider $\mathcal{O} = \mathbb{R}^d_+$. This case can be proved by combining the argument of [58, Lemma 3.5] with [48, Theorem 1.8.5]. □

The density result [49, Theorem 7.2] can be extended to the vector-valued setting:

Lemma 3.7. Let $p \in (1, \infty)$ and $\gamma \geq 0$. Let $\mathcal{O}$ be a bounded $C^0$-domain or a special $C^0_c$-domain. Then $C^\infty_c(\mathcal{O}; X)$ is dense in $W^{k,p}(\mathcal{O}, w^\gamma; X)$.

Next we will prove a density result for power weights of arbitrary order using functions with compact support in $\Omega$.

Proposition 3.8. Let $\gamma \in \mathbb{R} \setminus \{jp−1 : j \in \mathbb{N}_1\}$. Let $\mathcal{O}$ be a bounded $C^k$-domain or a special $C^k_c$-domain with $k \in \mathbb{N}_0 \cup \{\infty\}$. Then $C^\infty_c(\mathcal{O}; X)$ is dense in $W^{k,p}(\mathcal{O}, w^\gamma; X)$.

Proof. By a standard localization argument it suffices to consider $\mathcal{O} = \mathbb{R}^d_+$. Let $u \in W^{k,p}_0(\mathbb{R}^d_+, w^\gamma; X)$. By a simple truncation argument we may assume that $u$ is compactly supported on $\mathbb{R}^d_+$. To prove the required result we will truncate $u$ near the plane $x_1 = 0$. For this let $\phi \in C^\infty((0, \infty))$ be such that $\phi = 0$ on $[0, 1/2]$ and $\phi = 1$ on $[1, \infty)$. Let $\phi_n(x_1) = \phi(nx_1)$ and define $u_n(x) = \phi_n(x_1)u(x)$. We claim that $u_n \to u$ in $W^{k,p}(\mathbb{R}^d_+, w^\gamma; X)$. This will be proved below. Using the claim the proof can be finished as follows. It remains to show that each $u \in W^{k,p}_0(\mathbb{R}^d_+, w^\gamma; X)$ with compact support can be approximated by functions in $C^\infty_c(\mathbb{R}^d_+, X)$. For each $v \in W^{k,p}(\mathbb{R}^d_+, w^\gamma; X)$ with compact support $K$ it holds that

$$\|v\|_{W^{k,p}(\mathbb{R}^d_+, w^\gamma; X)} \sim_{K, \gamma} \|v\|_{W^{k,p}(\mathbb{R}^d_+; X)}.$$ (3.2)

Therefore, it suffices to approximate $u$ in the $W^{k,p}(\mathbb{R}^d_+; X)$-norm. This can be done by extension by zero on $\mathbb{R}^d_+$ followed by a standard mollifier argument (see [58, Lemma 2.2]).

To prove the claim for convenience we will only consider $d = 1$. Since $\phi_n$ does not depend on $x_1$ the general case is similar. Fix $m \in \{0, \ldots, k\}$. By Leibniz formula one has $(\phi_n u)^{(m)} = \sum_{i=0}^m c_{i,m} \phi_n^{(m-i)} u^{(i)}$. By the dominated convergence theorem $\phi_n u^{(m)} \to u^{(m)}$ in $L^p(\mathbb{R}^d_+, w^\gamma; X)$. It remains to prove that $\phi_n^{(m-i)} u^{(i)} \to 0$ for $i \in \{0, \ldots, m − 1\}$. By Corollary 3.4

$$u^{(i)} \in W^{m-i,p}_0(\mathbb{R}_+, w^\gamma; X) \hookrightarrow L^p(\mathbb{R}_+, w^\gamma-(m-i)p; X).$$

Now we find

$$\|\phi_n^{(m-i)} u^{(i)}\|_{L^p(\mathbb{R}_+, w^\gamma; X)} = \int_0^1 n^{p(m-i)} |\phi^{(m-i)}(nx)|^p \|u^{(i)}(x)\|^p |x|^\gamma dx \leq \|\phi^{(m-i)}\|_{\infty}^{p/n} \int_0^1 \|u^{(i)}(x)\|^p |x|^\gamma-(m-i)p dx.$$ (3.3)

The latter tends to zero as $n \to \infty$ by the dominated convergence theorem. □
In the next result we prove a density result in real and complex interpolation spaces. It will be used as a technical ingredient in the proofs of Lemma 3.14 and Proposition 3.17.

**Lemma 3.9.** Let \( p \in (1, \infty) \), \( \gamma \in \mathbb{R} \setminus \{jp - 1 : j \in \mathbb{N}_0\} \), \( q \in [1, \infty) \) and \( k \in \mathbb{N} \setminus \{0\} \). Let \( \mathcal{O} \) be a bounded \( C^k \)-domain or a special \( C^k_c \)-domain with integer \( k \geq 2 \) or \( k = \infty \) and let \( \ell \in \{0, \ldots, k\} \). If \( \theta \in (0, 1) \) satisfies \( k\theta < \frac{\gamma+1}{p} \) then the space \( C^{\ell}(\mathcal{O}; X) \) is dense in \( (L^p(\mathcal{O}; w_\gamma; X), W^{\ell,p}(\mathcal{O}; w_\gamma; X))_{\theta,q} \) and \( [L^p(\mathcal{O}; w_\gamma; X), W^{\ell,p}(\mathcal{O}; w_\gamma; X)]_\theta \).

**Proof.** First consider the real interpolation space. In the case \( \gamma < -1 \) the result follows from \( W^{\ell,p}(\mathcal{O}; w_\gamma; X) = W^{\ell,p}_0(\mathcal{O}; w_\gamma; X) \), Proposition 3.8 and [79, Theorem 1.6.2].

In the case \( \gamma \in \mathbb{R} \setminus \{jp - 1 : j \in \mathbb{N}_0\} \), it suffices to consider \( \mathcal{O} = \mathbb{R}^d_+ \) by a localization argument. Write \( Y_j = W^{j,p}(\mathbb{R}^d_+; w_\gamma; X) \) for \( j \in \mathbb{N}_0 \). Since \( Y_\ell \hookrightarrow (Y_\ell, Y_\ell)_{\theta,q} \) (see [79, Theorem 1.6.2]), by Lemma’s 3.6 and 3.7 it suffices to consider \( u \in C^\infty_0(\mathbb{R}^d_+; X) \) and to approximate it by functions in \( C^\infty_0(\mathbb{R}^d_+; X) \) in the \((Y_\ell, Y_\ell)_{\theta,q}\)-norm. Moreover, note that

\[
\| v \|_{(Y_0, Y_\ell)_{\theta,q}} \leq C \| v \|_{Y_0}^{1-\theta} \| v \|_{Y_\ell}^\theta
\]

for all \( v \in Y_\ell \) (see [79, Theorem 1.3.3]). Therefore, it suffices to construct \( v_n \in C^\infty_0(\mathbb{R}^d_+; X) \) such that \( \| v_n - u \|_{Y_0}^{1-\theta} \| v_n - u \|_{Y_\ell}^\theta \to 0 \) as \( n \to \infty \). As in Proposition 3.8, letting \( u_n = \phi_n u \), it suffices to show that \( \| u_n - u \|_{Y_0}^{1-\theta} \| u_n - u \|_{Y_\ell}^\theta \to 0 \) as \( n \to \infty \). Note that, for example in the case \( d = 1 \), for one of the terms

\[
\| (\phi_n - 1) u \|_{L^p(\mathbb{R}_+, w_\gamma; X)} \leq \| \phi \|_{L^\infty_0} \| u \|_\infty \left( \int_0^{1/n} |x|^\gamma dx \right)^{1/p} \leq \| \phi \|_{L^\infty_0} C_{\gamma,p}n^{-\frac{\gamma+1}{p}}
\]

and similarly,

\[
\| \phi_n^{(\ell)} u \|_{L^p(\mathbb{R}_+, w_\gamma; X)} \leq n^{\ell-\frac{\gamma+1}{p}} \| \phi^{(\ell)} \|_{L^\infty_0} \| u \|_\infty.
\]

Now we obtain that there is a constant \( C \) independent of \( n \) such that

\[
\| (\phi_n - 1) u \|_{L^p(\mathbb{R}_+, w_\gamma; X)} \| \phi_n^{(\ell)} u \|_{L^p(\mathbb{R}_+, w_\gamma; X)} \leq Cn^{-\frac{\gamma+1}{p} + \ell\theta}.
\]

The latter tends to zero by the assumptions. The other terms can be treated with similar arguments. Finally one can approximate each \( u_n \) by using (3.2) and the arguments given there.

The density in the complex case follows from

\[
(L^p(\mathcal{O}; w_\gamma; X), W^{\ell,p}(\mathcal{O}; w_\gamma; X))_{\theta,1} \overset{d}{\hookrightarrow} [L^p(\mathcal{O}; w_\gamma; X), W^{\ell,p}(\mathcal{O}; w_\gamma; X)]_\theta
\]

(see [79, Theorems 1.9.3 (c) & 1.10.3]). \( \Box \)
The next standard lemma gives a sufficient condition for a function to be in $W_{1,1}^{1,1}(\mathbb{R}^d; X)$ when it consists of two $W_{1,1}^{1,1}$-functions which are glued together. To prove the result one can reduce to the one-dimensional setting and use the formula $u(t) - u(0) = \int_0^t u'(s) \, ds$. We leave the details to the reader.

**Lemma 3.10.** Let $u \in L_1^{1}(\mathbb{R}^d; X)$ be such that $u_+ := u|_{\mathbb{R}_+^d} \in W_{1,1}^{1,1}(\mathbb{R}_+^d; X)$ and $u_- := u|_{\mathbb{R}_-^d} \in W_{1,1}^{1,1}(\mathbb{R}_-^d; X)$. If $Tr(u_+) = Tr(u_-)$, then $u \in W_{1,1}^{1,1}(\mathbb{R}^d; X)$ and

$$D_j u = \begin{cases} D_j(u_+), & \text{on } \mathbb{R}_+^d; \\ D_j(u_-), & \text{on } \mathbb{R}_-^d. \end{cases}$$

Finally we will need the following simple density result in the $A_p$-case.

**Lemma 3.11.** Let $\mathcal{O}$ be a bounded $C^k$-domain or a special $C^k$-domain with $k \in \mathbb{N}_0 \cup \{\infty\}$. If $p \in (1, \infty)$, $w \in A_p$ and $k \in \mathbb{N}_0$, then $E_0 : W_0^{k,p}(\mathcal{O}, w; X) \to W^{k,p}(\mathbb{R}^d, w; X)$ given by the extension by zero defines a bounded linear operator. Moreover, $W_0^{k,p}(\mathcal{O}, w; X) = C_c^k(\mathcal{O}; X)$.

**Proof.** By localization it suffices to consider $\mathcal{O} = \mathbb{R}_+^d$. If $u \in W_0^{k,p}(\mathbb{R}_+^d, w; X)$, then, by Lemma 3.10, $E_0 u \in W^{1,1}_{1,1}(\mathbb{R}_+^d, X)$ and

$$D^\alpha E_0 u = E_0 D^\alpha u, \quad |\alpha| \leq k.$$ 

In particular, this shows that $E_0$ is bounded.

For the final assertion let $u \in W_0^{k,p}(\mathbb{R}_+^d, w)$. By a truncation we may assume $u$ has bounded support. Take $\xi \in C_c^\infty(\mathbb{R}_+^d)$ such that $\int \xi \, dx = 1$ and set $\xi_n(x) = n^d \xi(nx)$. Then $\xi_n * E_0 u \to E_0 u$ in $W_0^{k,p}(\mathbb{R}_+^d, w; X)$ (see [58, Lemma 2.2]). Since $\xi_n * E_0 u \in C_c^\infty(\mathbb{R}_+^d; X)$, the result follows. \( \square \)

### 3.4. Interpolation

We continue with two interpolation inequalities. The first one is [58, Lemma 5.8].

**Lemma 3.12.** Let $p \in (1, \infty)$ and let $w \in A_p$ be even. Let $\mathcal{O} = \mathbb{R}^d$ or $\mathcal{O} = \mathbb{R}_+^d$. Then for every $k \in \mathbb{N} \setminus \{0, 1\}$, $j \in \{1, \ldots, k - 1\}$ and $u \in W^{k,p}(\mathcal{O}, w; X)$ we have

$$[u]_{W^{j,p}(\mathcal{O}, w; X)} \leq C_{p, [w]_{A_p}} \|u\|_{L^p(\mathcal{O}, w; X)}^{1-\frac{j}{k}} \|u\|_{W^{k,p}(\mathcal{O}, w; X)}^{\frac{j}{k}}.$$

The above result holds on smooth domains as well provided we replace the homogeneous norms $[\cdot]_{W^{k,p}}$ by $\|\cdot\|_{W^{k,p}}$. In order to extend this interpolation inequality to a class of non-$A_p$-weights, we will use the following pointwise multiplication mappings $M$ and $M^{-1}$.

Let $M : C_c^\infty(\mathbb{R}_+^d; X) \to C_c^\infty(\mathbb{R}_+^d; X)$ be given by $Mu(x) = x_1 u(x)$. By duality we obtain a mapping $M : D'(\mathbb{R}_+^d; X) \to D'(\mathbb{R}_+^d; X)$ as well. Similarly, we define $M^{-1}$ on $C_c^\infty(\mathbb{R}_+^d; X)$ and $D'(\mathbb{R}_+^d; X)$. 
Lemma 3.13. Let $p \in (1, \infty)$, $\gamma \in (-1, 2p-1)$ and $k \in \{0, 1, 2\}$. Then $M : W^{k,p}(\mathbb{R}^d_+, w_\gamma; X) \rightarrow W^{k,p}(\mathbb{R}^{d+}\mathbb{R}^d_+, w_{\gamma-p}; X)$ is bounded. Moreover, $M : W_0^{k,p}(\mathbb{R}^d_+, w_\gamma; X) \rightarrow W_0^{k,p}(\mathbb{R}^d_+, w_{\gamma-p}; X)$ is an isomorphism.

Proof. Since the derivatives with respect to $x_i$ with $i \neq 1$ commute with $M$, we only prove the result in the case $d = 1$. Observe that $\|Mu\|_{L^p(\mathbb{R}^+, w_{\gamma-p}; X)} = \|u\|_{L^p(\mathbb{R}^d, w_\gamma; X)}$. Moreover, by the product rule, we have $(Mu)^{(j)} = j u^{(j-1)} + Mu^{(j)}$ for $j \in \{0, 1, 2\}$. Therefore,

$$\|Mu\|_{W^{k,p}(\mathbb{R}^+, w_{\gamma-p}; X)} = \|Mu\|_{L^p(\mathbb{R}^+, w_{\gamma-p}; X)} + \sum_{j=1}^{k} \|Mu^{(j)}\|_{L^p(\mathbb{R}^+, w_{\gamma-p}; X)}$$

$$\leq \|u\|_{L^p(\mathbb{R}^+, w_{\gamma}; X)} + \sum_{j=1}^{k} \|ju^{(j-1)}\|_{L^p(\mathbb{R}^+, w_{\gamma-p}; X)} + \|Mu^{(j)}\|_{L^p(\mathbb{R}^+, w_{\gamma-p}; X)}$$

$$\leq \|u\|_{L^p(\mathbb{R}^+, w_{\gamma}; X)} + C \sum_{j=1}^{k} \|u^{(j)}\|_{L^p(\mathbb{R}^+, w_{\gamma}; X)}$$

$$\leq (C + 1)\|u\|_{W^{k,p}(\mathbb{R}^+, w_{\gamma}; X)},$$

where we applied Lemma 3.2. This proves the required boundedness of $M$.

By density of $C^\infty_c(\mathbb{R}^+; X)$ in $W_0^{k,p}(\mathbb{R}^+, w_\gamma; X)$ (see Proposition 3.8 and Lemma 3.11) it follows that $M : W_0^{k,p}(\mathbb{R}^+, w_\gamma; X) \rightarrow W_0^{k,p}(\mathbb{R}^+, w_{\gamma-p}; X)$ is bounded. It remains to prove boundedness of $M^{-1} : W_0^{k,p}(\mathbb{R}^+, w_{\gamma-p}; X) \rightarrow W_0^{k,p}(\mathbb{R}^+, w_\gamma; X)$. By Proposition 3.8 and Lemma 3.11 it suffices to prove the required estimate for $u \in C^\infty_c(\mathbb{R}^+; X)$. By the product rule, we have $(M^{-1}u)^{(j)} = \sum_{i=0}^{j} c_{i,j} M^{-1+i-j} u^{(i)}$. Therefore,

$$\|M^{-1}u\|_{W^{k,p}(\mathbb{R}^+, w_{\gamma}; X)} = \sum_{j=0}^{k} \|(M^{-1}u)^{(j)}\|_{L^p(\mathbb{R}^+, w_{\gamma}; X)}$$

$$\leq C \sum_{j=0}^{k} \sum_{i=0}^{j} \|M^{-1-i}u^{(j-i)}\|_{L^p(\mathbb{R}^+, w_{\gamma}; X)}$$

$$\leq C \|u\|_{W^{k,p}(\mathbb{R}^+, w_{\gamma-p}; X)} + \sum_{j=0}^{k} \sum_{i=1}^{j} \|u^{(j-i)}\|_{L^p(\mathbb{R}^+, w_{\gamma-p}; X)}.$$

Now it remains to observe that by Lemma 3.2 (applied $i$ times)

$$\|u^{(j-i)}\|_{L^p(\mathbb{R}^+, w_{\gamma-p}; X)} \leq C \|u^{(j)}\|_{L^p(\mathbb{R}^+, w_{\gamma-p}; X)} \leq C \|u\|_{W^{k,p}(\mathbb{R}^+, w_{\gamma-p}; X)}.$$  

□

Lemma 3.14. Let $p \in (1, \infty)$ and $\gamma \in (-p - 1, 2p - 1) \setminus \{-1, p - 1\}$. Then for every $k \in \mathbb{N} \setminus \{0, 1\}$, $j \in \{1, \ldots, k - 1\}$ and $u \in W^{k,p}(\mathbb{R}^d_+, w_\gamma; X)$ we have

$$[u]_{W^{j,p}(\mathbb{R}^d_+, w_\gamma; X)} \leq C_{\gamma, p, k} [u]_{L^p(\mathbb{R}^d_+, w_\gamma; X)}^{1 - \frac{j}{k}} [u]_{W^{k,p}(\mathbb{R}^d_+, w_\gamma; X)}^{\frac{j}{k}}.$$
Proof. By an iteration argument as in [48, Exercise 1.5.6], it suffices to consider \( k = 2 \) and \( j = 1 \). Moreover, by a scaling involving \( u(\lambda \cdot) \) it suffices to show that

\[
\|u\|_{W^{1,p}(\mathbb{R}^d_+, w_L; X)} \leq C_{\gamma,p} \|u\|_{L^p(\mathbb{R}^d_+, w_L; X)}^{1/2} \|u\|_{W^{2,p}(\mathbb{R}^d_+, w_L; X)}^{1/2}.
\]

(3.3)

The case \( \gamma \in (-1, p - 1) \) is contained in Lemma 3.12, where we actually do not need to proceed through (3.3). So it remains to treat the case \( \gamma \in (-p - 1, -1) \cup (p - 1, 2p - 1) \). By standard arguments (see e.g. [79, Lemma 1.10.1]), it suffices to show that

\[
(L^p(\mathbb{R}^d_+, w_L; X), W^{2,p}(\mathbb{R}^d_+, w_L; X))_{1/2,1} \hookrightarrow W^{1,p}(\mathbb{R}^d_+, w_L; X).
\]

We first assume that \( \gamma \in (p - 1, 2p - 1) \). Using Lemma 3.13 and real interpolation of operators, we see that \( M \) is bounded as an operator

\[
(L^p(\mathbb{R}^d_+, w_L; X), W^{2,p}(\mathbb{R}^d_+, w_L; X))_{1/2,1} \rightarrow (L^p(\mathbb{R}^d_+, w_{L-p}; X), W^{2,p}(\mathbb{R}^d_+, w_{L-p}; X))_{1/2,1}.
\]

By a combination of [79, Lemma 1.10.1] and (3.3) for the case \( \gamma \in (-1, p - 1) \), the space on the right hand side is continuously embedded into \( W^{1,p}(\mathbb{R}^d_+, w_{L-p}; X) \). Therefore, \( M \) is a bounded operator

\[
M : (L^p(\mathbb{R}^d_+, w_L; X), W^{2,p}(\mathbb{R}^d_+, w_L; X))_{1/2,1} \rightarrow W^{1,p}(\mathbb{R}^d_+, w_{L-p}; X).
\]

(3.4)

From Lemma 3.9 and the fact that \( MC^0_c(\mathbb{R}^d_+; X) \subseteq C^\infty_c(\mathbb{R}^d_+; X) \subseteq W^{1,p}_0(\mathbb{R}^d_+, w_{L-p}; X) \), it follows that \( M \) is a bounded operator

\[
M : (L^p(\mathbb{R}^d_+, w_L; X), W^{2,p}(\mathbb{R}^d_+, w_L; X))_{1/2,1} \rightarrow W^{1,p}_0(\mathbb{R}^d_+, w_{L-p}; X).
\]

Combining this with Lemma 3.13 we obtain (3.3).

Next we assume \( \gamma \in (-p - 1, -1) \). As \( M \) in (3.4) in the previous case, \( M^{-1} \) is a bounded operator

\[
M^{-1} : (L^p(\mathbb{R}^d_+, w_L; X), W^{2,p}_0(\mathbb{R}^d_+, w_L; X))_{1/2,1} \rightarrow W^{1,p}_0(\mathbb{R}^d_+, w_{L+p}; X).
\]

Combining this with \( W^{n,p}(\mathbb{R}^d_+, w_L; X) = W^{n,p}_0(\mathbb{R}^d_+, w_L; X) \) \((n \in \mathbb{N})\) and Lemma 3.13 we obtain (3.3). \( \square \)

Proposition 3.15. Let \( X \) be a UMD space, \( p \in (1, \infty) \) and \( \gamma \in (-1, p - 1) \). Let \( \Omega \) be a bounded \( C^k \)-domain or a special \( C^k_c \)-domain with \( k \in \mathbb{N}_0 \cup \{\infty\} \). Then for every \( j \in \{0, \ldots, k\} \) the following holds:

\[
[L^p(\Omega, w_\gamma^\Omega; X), W^{k,p}_0(\Omega, w_\gamma^\Omega; X)]_j = W^{k,p}_0(\Omega, w_\gamma^\Omega; X).
\]
Proof. By a localization argument it suffices to consider the case $\mathcal{O} = \mathbb{R}^d_+$. The operator $\partial_t$ on $L^p(\mathbb{R}^d_+, w_\gamma; X)$ with domain $D(\partial_t) = W^{1,p}_0(\mathbb{R}^d_+, w_\gamma; L^p(\mathbb{R}^{d-1}; X))$ has a bounded $H^\infty$-calculus with $\omega_{H^{\infty}}(\partial_t) = \pi/2$ by [58, Theorem 6.8]. Moreover, $D((\partial_t)^n) = W^{n,p}_0(\mathbb{R}^d_+, w_\gamma; L^p(\mathbb{R}^{d-1}; X))$ for all $n \in \mathbb{N}$. For the operator $\Delta_{d-1}$ on $L^p(\mathbb{R}^d_+, w_\gamma; L^p(\mathbb{R}^{d-1}; X))$, defined by

$$D(\Delta_{d-1}) := L^p(\mathbb{R}^d_+, w_\gamma, W^{2,p}(\mathbb{R}^{d-1}; X)), \quad \Delta_{d-1} u := \sum_{k=2}^d \delta_k^2 u,$$

it holds that $-\Delta_{d-1}$ a bounded $H^\infty$-calculus with $\omega_{H^{\infty}}(-\Delta_{d-1}) = 0$. Moreover, $D((-\Delta_{d-1})^{n/2}) = L^p(\mathbb{R}^d_+, w_\gamma; W^{n,p}(\mathbb{R}^{d-1}; X))$ for all $n \in \mathbb{N}$. It follows that $(1 + \partial_t)^k$ with $D((1 + \partial_t)^k) = W^{k,p}_0(\mathbb{R}^d_+, w_\gamma; X)$ is sectorial having bounded imaginary powers with angle $\leq \pi/2$ and that $(1 - \Delta_{d-1})^{k/2}$ with $D((1 - \Delta_{d-1})^{k/2}) = L^p(\mathbb{R}^d_+, w_\gamma; W^{k,p}(\mathbb{R}^{d-1}; X))$ is sectorial having bounded imaginary powers with angle 0. By a combination of Proposition 2.3 and [29, Lemma 9.5],

$$[L^p(\mathbb{R}^d_+, w_\gamma; X), W^{k,p}_0(\mathbb{R}^d_+, w_\gamma; L^p(\mathbb{R}^{d-1}; X))) \cap L^p(\mathbb{R}^d_+, w_\gamma; W^{k,p}(\mathbb{R}^{d-1}; X))) \ni L^p(\mathbb{R}^d_+, w_\gamma; X), D((1 + \partial_t)^k) \ni D((1 - \Delta_{d-1})^{k/2}) = W^{k,p}_0(\mathbb{R}^d_+, w_\gamma; L^p(\mathbb{R}^{d-1}; X))) \cap L^p(\mathbb{R}^d_+, w_\gamma; W^{k,p}(\mathbb{R}^{d-1}; X)).$$

Now the result follows from the following intersection representation for $n \in \mathbb{N}$:

$$W^{n,p}_0(\mathbb{R}^d_+, w_\gamma; X) = W^{n,p}_0(\mathbb{R}^d_+, w_\gamma; L^p(\mathbb{R}^{d-1}; X)) \cap L^p(\mathbb{R}^d_+, w_\gamma; W^{n,p}(\mathbb{R}^{d-1}; X)).$$

Here $\hookrightarrow$ is clear. To prove the converse let $u$ be in the intersection space. We first claim that $u \in W^{n,p}_0(\mathbb{R}^d_+, w_\gamma; X)$. Using a suitable extension operator it suffices to show the result with $\mathbb{R}^d_+$ and $\mathbb{R}^d$ replaced by $\mathbb{R}$ and $\mathbb{R}^d$ respectively. Now the claim follows from Proposition 2.9. To prove $u \in W^{n,p}_0(\mathbb{R}^d_+, w_\gamma; X)$ let $|\alpha| \leq n - 1$ and write $\alpha = (\alpha_1, \alpha)$. It remains to show $\text{Tr}(D^\alpha u) = 0$. By assumption and the claim $D^{\alpha_1} u \in W^{1,p}_0(\mathbb{R}^d_+, w_\gamma; L^p(\mathbb{R}^{d-1}; X))$ and $D^{\alpha_1} u \in W^{1,p}(\mathbb{R}^d_+, w_\gamma; W^{n-1-\alpha_1}(\mathbb{R}^{d-1}; X))$. It follows that $D^{\alpha_1} u \in W^{1,p}_0(\mathbb{R}^d_+, w_\gamma; W^{n-1-\alpha_1}(\mathbb{R}^{d-1}; X))$ and therefore, we obtain $D^\alpha u \in W^{1,p}_0(\mathbb{R}^d_+, L^p(\mathbb{R}^{d-1}; X))$ as required. 

Now we extend the last identity to the non-$A_p$ setting for $j = 2$ and $k = 2$.

**Proposition 3.16.** Let $X$ be a UMD space, $p \in (1, \infty)$, $\gamma \in (-p - 1, 2p - 1) \setminus \{-1, p - 1\}$. Let $\mathcal{O}$ be a bounded $C^2$-domain or a special $C^2$-domain. Then the complex interpolation space satisfies

$$[L^p(\mathcal{O}, w_\gamma; X), W^{2,p}_0(\mathcal{O}, w_\gamma; X)]_1 = W^{1,p}_0(\mathcal{O}, w_\gamma; X).$$

**Proof.** The case $\gamma \in (-1, p - 1)$ is contained in Proposition 3.15. For the case $\gamma \in (jp - 1, (j + 1)p - 1)$ with $j = 1$ or $j = -1$ we reduce to the previous case. By a localization argument it
suffices to consider $\mathcal{O} = \mathbb{R}_+^d$. By Lemma 3.13 and since the complex interpolation method is exact we deduce

$$\begin{align*}
[L^p(\mathbb{R}_+^d, w_\gamma; X), W_{0}^{2,p}(\mathbb{R}_+^d, w_\gamma; X)]_{\frac{1}{2}} & = [M^{-j}L^p(\mathbb{R}_+^d, w_\gamma-jp; X), M^{-j}W_{0}^{2,p}(\mathbb{R}_+^d, w_\gamma-jp; X)]_{\frac{1}{2}} \\
& = M^{-j}[L^p(\mathbb{R}_+^d, w_\gamma-jp; X), W_{0}^{2,p}(\mathbb{R}_+^d, w_\gamma-jp; X)]_{\frac{1}{2}} \\
& = M^{-j}W_{0}^{1,p}(\mathbb{R}_+^d, w_\gamma-jp; X) = W_{0}^{1,p}(\mathbb{R}_+^d, w_\gamma; X). \quad \square
\end{align*}$$

Next we prove a version of Proposition 3.16 without boundary conditions by reducing to the case with boundary conditions.

**Proposition 3.17.** Let $X$ be a UMD space, $p \in (1, \infty)$, $\gamma \in (-p - 1, 2p - 1) \setminus [-1, p - 1]$. Let $\mathcal{O}$ be bounded $C^2$-domain or a special $C^2_c$-domain. Then the complex interpolation space satisfies

$$[L^p(\mathcal{O}, w_\gamma; X), W^{2,p}(\mathcal{O}, w_\gamma; X)]_{\frac{1}{2}} = W^{1,p}(\mathcal{O}, w_\gamma; X).$$

**Proof.** By a localization argument it suffices to consider $\mathcal{O} = \mathbb{R}_+^d$. The case $\gamma \in (-1, p - 1)$ follows from [58, Propositions 5.5 & 5.6] and the case $\gamma \in (-p - 1, -1)$ follows from Proposition 3.16.

It remains to establish the case $\gamma \in (p - 1, 2p - 1)$. The inclusion $\hookrightarrow$ follows from Proposition 3.16 and $W^{1,p}_0(\mathbb{R}_+^d, w_\gamma; X) = W^{1,p}(\mathbb{R}_+^d, w_\gamma; X)$. To prove $\hskip 0.8pt \leftarrow$, by Lemma 3.9 it suffices to show that

$$\|u\|_{W^{1,p}(\mathbb{R}_+^d, w_\gamma; X)} \leq C \|u\|_{[L^p(\mathbb{R}_+^d, w_\gamma; X), W^{2,p}(\mathbb{R}_+^d, w_\gamma; X)]_{\frac{1}{2}}}, \quad u \in C^\infty_c(\mathbb{R}_+^d; X).$$

Since $W^{1,p}_0(\mathbb{R}_+^d, w_\gamma; X) = W^{1,p}(\mathbb{R}_+^d, w_\gamma; X)$, using Lemma 3.13 twice and the result for the $A_p$-case already proved, we obtain

$$\|u\|_{W^{1,p}(\mathbb{R}_+^d, w_\gamma; X)} \lesssim \|Mu\|_{W^{1,p}(\mathbb{R}_+^d, w_{\gamma-p}; X)} \lesssim \|Mu\|_{[L^p(\mathbb{R}_+^d, w_{\gamma-p}; X), W^{2,p}(\mathbb{R}_+^d, w_{\gamma-p}; X)]_{\frac{1}{2}}} \lesssim \|u\|_{[L^p(\mathbb{R}_+^d, w_\gamma; X), W^{2,p}(\mathbb{R}_+^d, w_\gamma; X)]_{\frac{1}{2}}} \quad \square$$

Next we turn to a different type of interpolation result where we interpolate all the possible parameters including the target spaces. There are many existing results in this direction (see [67, Proposition 3.7] and [72, Proposition 7.1] and references therein). In the unweighted case it has recently also appeared in [4, Theorem 4.5.5] using a different argument. Since our (independent) proof is of interest we present the details.

**Theorem 3.18.** Let $X_j$ be a UMD space, $p_j \in (1, \infty)$, $w_j \in A_{p_j}$ and $s_j \in \mathbb{R}$ for $j \in \{0, 1\}$. Let $\theta \in (0, 1)$ and set $X_\theta = [X_0, X_1]_\theta$. Let $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$, $w = w_0^{(1-\theta)p/p_0}w_1^{\theta p/p_1}$ and $s = (1-\theta)s_0 + \theta s_1$. Then
\[ H^{s_0,p_0}(\mathbb{R}^d, w_0; X_0), H^{s_1,p_1}(\mathbb{R}^d, w_1; X_1) ]_{\theta} = H^{s,p}(\mathbb{R}^d, w; X_{\theta}). \]

Observe that \( w \in A_p \) by [33, Exercise 9.1.5]. The proof of the theorem will be given below.

As a corollary of Proposition 3.17 and Theorem 3.18 we obtain (using the identification from Proposition 2.8) the following mixed-derivative theorem:

**Corollary 3.19.** Let \( X \) be a UMD space, \( p \in (1, \infty) \), \( \gamma \in (-p - 1, 2p - 1) \setminus \{-1, p - 1\} \) and \( d \geq 2 \). Then

\[
W^{2,p}(\mathbb{R}^{d-1}; L^p(\mathbb{R}^+, w_{\gamma}; X)) \cap L^p(\mathbb{R}^{d-1}; W^{2,p}(\mathbb{R}^+, w_{\gamma}; X))
\leftrightarrow W^{1,p}(\mathbb{R}^{d-1}; W^{1,p}(\mathbb{R}^+, w_{\gamma}; X)).
\]

**Proof.** By Proposition 2.8, Theorem 3.18, and Proposition 3.17,

\[
L^p(\mathbb{R}^{d-1}; W^{2,p}(\mathbb{R}^+, w_{\gamma}; X)) \cap W^{2,p}(\mathbb{R}^{d-1}; L^p(\mathbb{R}^+, w_{\gamma}; X)) = H^{0,p}(\mathbb{R}^{d-1}; W^{2,p}(\mathbb{R}^+, w_{\gamma}; X)) \cap H^{2,p}(\mathbb{R}^{d-1}; L^p(\mathbb{R}^+, w_{\gamma}; X))
\leftrightarrow [H^{0,p}(\mathbb{R}^{d-1}; W^{2,p}(\mathbb{R}^+, w_{\gamma}; X)), H^{2,p}(\mathbb{R}^{d-1}; L^p(\mathbb{R}^+, w_{\gamma}; X))]_{1/2}
= H^{1,p}(\mathbb{R}^{d-1}; [W^{2,p}(\mathbb{R}^+, w_{\gamma}; X), L^p(\mathbb{R}^+, w_{\gamma}; X)]_{1/2})
= W^{1,p}(\mathbb{R}^{d-1}; W^{1,p}(\mathbb{R}^+, w_{\gamma}; X)). \quad \square
\]

For the proof of Theorem 3.18 we need two preliminary results. The first result follows as in [79, Theorems 1.18.4 & 1.18.5].

**Proposition 3.20.** Let \( (A, \mathcal{A}, \mu) \) be a measure space. Let \( X_j \) be a Banach space, \( p_j \in (1, \infty) \) and \( w_j : S \to (0, \infty) \) measurable for \( j \in [0, 1] \). Let \( \theta \in (0, 1) \) and set \( X_\theta = [X_0, X_1]_\theta = \frac{1}{\theta} w_0^{1-\theta}/p_0 w_1^{\theta}/p_1 \) and \( s = (1 - \theta)s_0 + \theta s_1 \). Then

\[
[L^{p_0}(A, w_0; X_0), L^{p_1}(A, w_1; X_1)]_{\theta} = L^p(\mathbb{R}^d, w; X_\theta).
\]

For the next result we need to introduce some notation. Let \( (\varepsilon_k)_{k \geq 0} \) be a Rademacher sequence on a probability space \( \Omega \). Let \( \sigma : \mathbb{N} \to (0, \infty) \) be a weight function, \( p \in (1, \infty) \) and let \( \text{Rad}^{\sigma,p}(X) \) denote the space of all sequences \( (x_k)_{k \geq 0} \) in \( X \) for which

\[
\| (x_k)_{k \geq 0} \|_{\text{Rad}^{\sigma,p}(X)} := \sup_{n \geq 1} \left\| \sum_{k=0}^{n} \varepsilon_k \sigma(k) x_k \right\|_{L^p(\Omega; X)} < \infty.
\]

The above space is \( p \)-independent and the norms for different values of \( p \) are equivalent (see [38, Proposition 6.3.1]). If \( \sigma \equiv 1 \), we write \( \text{Rad}^p(X) := \text{Rad}^{\sigma,p}(X) \). Clearly \( (x_k)_{k \geq 0} \mapsto (\sigma(k)x_k)_{k \geq 0} \) defines an isometric isomorphism from \( \text{Rad}^{\sigma,p}(X) \) onto \( \text{Rad}^p(X) \). By [38, Corollary 6.4.12], if \( X \) does not contain a copy isomorphic to \( c_0 \) (which is the case for UMD spaces), then \( (x_k)_{k \geq 0} \) in \( \text{Rad}^{\sigma,p}(X) \) implies that \( \sum_{k \geq 0} \varepsilon_k \sigma(k) x_k \) converges in \( L^p(\Omega; X) \) and in this case
\[ \left\| (x_k)_{k \geq 0} \right\|_{\text{Rad}^{p,p}(X)} = \left\| \sum_{k \geq 0} \varepsilon_k \sigma(k)x_k \right\|_{L^p(\Omega; X)}. \]

Interpolation of the unweighted spaces

\[ [\text{Rad}^{p_0}(X_0), \text{Rad}^{p_1}(X_1)]_{\theta} = \text{Rad}^p(X_{\theta}) \] (3.5)

holds if \( X_0 \) and \( X_1 \) are \( K \)-convex spaces (see [38, Theorem 7.4.16] for details). In particular, UMD spaces are \( K \)-convex (see [37, Proposition 4.3.10]). We need the following weighted version of complex interpolation of Rad-spaces.

**Proposition 3.21.** Let \( X_j \) be a \( K \)-convex space, \( \sigma_j : \mathbb{N} \to (0, \infty) \) and let \( p_j \in (1, \infty) \) for \( j \in \{0, 1\} \). Let \( \theta \in (0, 1) \) and set \( X_\theta = [X_0, X_1]_{\theta}, \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1} \) and \( \sigma = \sigma_0^{1-\theta} \sigma_1^\theta \). Then

\[ [\text{Rad}^{\sigma_0, p_0}(X_0), \text{Rad}^{\sigma_1, p_1}(X_1)]_{\theta} = \text{Rad}^{\sigma, p}(X_\theta). \]

**Proof.** We use the same method as in [79, 1.18.5]. Let

\[ T : \mathcal{F}_-(\text{Rad}^{\sigma_0, p_0}(X_0), \text{Rad}^{\sigma_1, p_1}(X_1), 0) \to \mathcal{F}_-(\text{Rad}^{p_0}(X_0), \text{Rad}^{p_1}(X_1), 0) \]

be defined by

\[ Tf(k, z) = \sigma_0(k)^{1-\varepsilon} \sigma_1(k)^{\varepsilon} f(k, z). \]

Then \( f \mapsto Tf(\cdot, \theta) \) is an isomorphism from \( [\text{Rad}^{\sigma_0, p_0}(X_0), \text{Rad}^{\sigma_1, p_1}(X_1)]_{\theta} \) onto \( [\text{Rad}^{p_0}(X_0), \text{Rad}^{p_1}(X_1)]_{\theta} = \text{Rad}^p(X_{\theta}) \), where we used (3.5) in the last step. \( \square \)

**Proof of Theorem 3.18.** Set \( Y_j = L^{p_j}(\mathbb{R}^d, w_j, X_j) \) for \( j \in \{0, 1\} \) and let \( Y_\theta = L^p(\mathbb{R}^d, w, X_\theta) \). Then by Proposition 3.20 \( Y_\theta = [Y_0, Y_1]_{\theta} \). Let \( \sigma_j(n) = 2^{s_j n} \) and let \( (\varphi_k)_{k \geq 0} \) be a smooth Littlewood-Paley sequence as in [67, Section 2.2] and let \( \phi_{-1} = 0 \). By [67, Proposition 3.2] and [38, Theorem 6.2.4] we have \( f \in H^{s_j, p_j}(\mathbb{R}^d, w_j, X_j) \) if and only if \( (\varphi_k * f)_{k \geq 0} \in \text{Rad}^{s_j, p_j}(Y_j) \) and in this case

\[ \|(\varphi_k * f)_{k \geq 0}\|_{\text{Rad}^{s_j, p_j}(Y_j)} \sim \|f\|_{H^{s_j, p_j}(\mathbb{R}^d, w_j, X_j)} \] (3.6)

with implicit constants only depending on \( p_j, s_j, [w_j]_{A, p_j} \). Now to reduce the statement to Proposition 3.21 we use a retraction-coretraction argument (see [79, Theorem 1.2.4] and [58, Lemma 5.3]). Let \( \psi_n = \sum_{k=-n}^{n+1} \varphi_k \) for \( n \geq 0 \), and let \( \psi_{-1} = 0 \). Then \( \hat{\psi}_k \equiv 1 \) on \( \text{supp}(\hat{\varphi}_k) \) for all \( k \geq 0 \), and \( \text{supp}(\hat{\psi}_0) \subset \{ \xi : |\xi| \leq 2 \} \) and \( \text{supp}(\hat{\psi}_k) \subset \{ \xi : 2^{k-2} \leq |\xi| \leq 2^{k+1} \} \) for \( k \geq 1 \). Let \( R : \text{Rad}^{s_j, p_j}(Y_j) \to H^{s_j, p_j}(\mathbb{R}^d, w_j, X_j) \) be defined by \( R(f_k)_{k \geq 0} = \sum_{k \geq 0} \psi_k * f_k \) and let \( S : H^{s_j, p_j}(\mathbb{R}^d, w_j, X_j) \to \text{Rad}^{s_j, p_j}(Y_j) \) be given by \( Sf = (\varphi_k * f)_{k \geq 0} \). The boundedness of \( S \) follows from (3.6). We claim that \( R \) is bounded and this will be explained below. By the special choice of \( \psi_k \) we have \( RS = I \). Therefore, the retraction-coretraction argument applies and the interpolation result follows.

To prove claim let \( E_j = L^{p_j}(\Omega; Y_j) \). Due to (3.6) and by density it suffices to show that, for all finitely-nonzero sequences \( (f_\ell)_{\ell \geq 0} \) in \( Y_j \) and all \( n \geq 0 \),
\begin{align}
\| \sum_{k=0}^{n} \varepsilon_k 2^{s_j k} \varphi_k \ast \sum_{\ell \geq 0} \psi_{\ell} \ast f_{\ell} \|_{E_j} & \leq C \| \sum_{k \geq 0} \varepsilon_k 2^{s_j k} f_k \|_{E_j}, \quad (3.7)
\end{align}

Below, for convenience of notation, we view sequences on \( \mathbb{N} \) as sequences on \( \mathbb{Z} \) through extension by zero. Under this convention, by the Fourier support properties of \( (\varphi_k)_k \) and the \( R \)-boundedness of \( \{ \varphi_k : k \geq 0 \} \) (see [67, Lemma 4.1]) and the implied \( R \)-boundedness of \( \{ \psi_k : k \geq 0 \} \), we have

\begin{align}
\| \sum_{k=0}^{n} \varepsilon_k 2^{s_j k} \varphi_k \ast \sum_{\ell \geq 0} \psi_{\ell} \ast f_{\ell} \|_{E_j} & \leq \sum_{j=-2}^{2} \| \sum_{k=0}^{n} \varepsilon_k 2^{s_j k} \varphi_k \ast \psi_{k+j} \ast f_{k+j} \|_{E_j} \\
& \leq \sum_{j=0}^{2} \| \sum_{k=0}^{n} \varepsilon_k 2^{s_j k} f_{k+j} \|_{E_j} \\
& \leq \| \sum_{k=0}^{n} \varepsilon_k 2^{s_j k} f_k \|_{E_j},
\end{align}

where in the last step we used the contraction principle (see [37, Proposition 3.24]). \( \Box \)

4. **\( \Delta_{\text{Dir}} \) on \( \mathbb{R}^d_+ \) in the \( A_p \)-setting**

Let \( p \in (1, \infty) \) and \( w \in A_p(\mathbb{R}^d) \). We consider the Dirichlet Laplacian \( \Delta_{\text{Dir}} \) on \( L^p(\mathbb{R}^d_+, w; X) \), defined by

\[ D(\Delta_{\text{Dir}}) : = W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X), \quad \Delta_{\text{Dir}} u := \sum_{j=1}^{d} \partial_j^2 u. \]

Let \( G_z : \mathbb{R}^d \to \mathbb{R} \) denote the standard heat kernel on \( \mathbb{R}^d \):

\[ G_z(x) = \frac{1}{(4 \pi |z|)^{d/2}} e^{-|x|^2/(4z)}, \quad z \in \mathbb{C}_+. \]

It is well-known that \( |G_z \ast f| \leq \cos^{-d/2}(\arg(z)) M f \), where \( M \) denotes the Hardy-Littlewood maximal function (see [38, Section 8.2]). Therefore, \( f \mapsto G_z \ast f \) is bounded on \( L^p(\mathbb{R}^d, w; X) \) for any \( w \in A_p \).

Define \( T(z) : L^p(\mathbb{R}^d_+, w; X) \to L^p(\mathbb{R}^d_+, w; X) \) by

\[ T(z) f(x) := H_z \ast f(x) := \int_{\mathbb{R}^d_+} H_z(x, y) f(y) dy = \int_{\mathbb{R}^d} G_z(x - y) \overline{f}(y) dy, \quad z \in \mathbb{C}_+, \quad (4.1) \]

with \( \overline{f}(y) = \text{sign}(y_1) f(|y_1|, \tilde{y}) \) and

\[ H_z(x, y) = G_z(x_1 - y_1, \tilde{x} - \tilde{y}) - G_z(x_1 + y_1, \tilde{x} - \tilde{y}), \quad x, y \in \mathbb{R}^d_+. \quad (4.2) \]
By the properties of $G_z$, the operator $T(z)$ is bounded on $L^p(\mathbb{R}^d, w; X)$ for any $w \in A_p$ with $\|T(z)\| \leq \|M\|_{L^p(\mathcal{L}(w))}\cos^{-d/2}(\arg(z))$. In Theorem 4.1 we will show that $T(z)$ is an analytic $C_0$-semigroup with generator $\Delta_{\text{Dir}}$. Moreover, in case $X$ is a UMD space we characterize $D(\Delta_{\text{Dir}})$ and prove that $\Delta_{\text{Dir}}$ is a sectorial operator with a bounded $H^\infty$-calculus of angle zero.

Recall that a weight $w$ is called even if $w(-x_1, \tilde{x}) = w(x_1, \tilde{x})$ for $x_1 > 0$ and $\tilde{x} \in \mathbb{R}^{d-1}$.

The next result is the main result of this section on the functional calculus of $-\Delta_{\text{Dir}}$ on $L^p$-spaces with $A_p$-weights. The result on the whole of $\mathbb{R}^d$ is well-known to experts, but seems not to have appeared anywhere. By a standard reflection argument we deduce the result on $\mathbb{R}^d_+$. It can be seen as a warm-up for Theorem 5.7 where weights outside the $A_p$-class are considered.

**Theorem 4.1.** Let $X$ be a UMD space. Let $p \in (1, \infty)$ and let $w \in A_p$ be even. Then the following assertions hold:

1. $-\Delta_{\text{Dir}}$ is a sectorial operator with $\omega(-\Delta_{\text{Dir}}) = 0$, $D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X)$ with equivalent norms, the analytic $C_0$-semigroup $(e^{z\Delta_{\text{Dir}}})_{z \in \mathbb{C}^+}$ is uniformly bounded on any sector $\Sigma_\omega$, with $\omega \in (0, \pi/2)$ and

   $$e^{z\Delta_{\text{Dir}}} f = T(z) f, \quad z \in \mathbb{C}^+.$$

2. For all $\lambda \geq 0$, $\lambda - \Delta_{\text{Dir}}$ has a bounded $H^\infty$-calculus with $\omega_H(\lambda - \Delta_{\text{Dir}}) = 0$.

Moreover, all the implicit constants only depend on $X$, $p$, $d$ and $[w]_{A_p}$.

For the proof we use a simple lemma on odd extensions. For $u \in L^p(\mathbb{R}^d, w; X)$, the functions $\overline{u}$ and $E_{\text{odd}}u$ denote the odd extension of $u$:

$$\overline{u}(-x_1, \tilde{x}) = E_{\text{odd}}u(-x_1, \tilde{x}) = -u(x_1, \tilde{x}) \text{ for } x_1 > 0 \text{ and } \tilde{x} \in \mathbb{R}^{d-1}.$$

For $k \in \mathbb{N}_0$ let $W^{k,p}_{\text{odd}}(\mathbb{R}^d, w; X)$ denote the closed subspace of all odd functions in $W^{k,p}(\mathbb{R}^d, w; X)$.

**Lemma 4.2.** Let $p \in (1, \infty)$ and let $w \in A_p$ be even. Let $k \in \{0, 1, 2\}$. Then $E_{\text{odd}} : W^{k,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X) \to W^{k,p}_{\text{odd}}(\mathbb{R}^d, w; X)$ is an isomorphism and

$$\|u\|_{W^{k,p}(\mathbb{R}^d, w; X)} \leq \|E_{\text{odd}}u\|_{W^{k,p}(\mathbb{R}^d_+, w; X)} \leq 2^{1/p} \|u\|_{W^{k,p}(\mathbb{R}^d, w; X)}.$$

Moreover, $\{u \in C^\infty_{\text{c}}(\mathbb{R}^d_+) : u(0, \cdot) = 0\} \otimes X$ is dense in $W^{k,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X)$.

**Proof.** The case $k = 0$ is easy, so let us assume $k \in \{1, 2\}$. For $u \in W^{k,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X)$ one has

$$D^\alpha \overline{u}(x) = (\text{sign}(x_1))^{[\alpha_1]+1} (D^\alpha u)(|x_1|, \tilde{x}), \quad |\alpha| \leq k. \quad (4.3)$$

Indeed, this follows from Lemmas 3.10 and 3.1.

From (4.3) we find that $\overline{u} \in W^{2,p}(\mathbb{R}^d, w; X)$ and that the stated estimates hold.

If $\overline{u} \in W^{k,p}(\mathbb{R}^d, w)$, then by Lemma 3.6 we can find $u_n \in C^\infty_{\text{c}}(\mathbb{R}^d) \otimes X$ such that $u_n \to \overline{u}$ in $W^{2,p}(\mathbb{R}^d, w; X)$. Then also $u_n(-\cdot, \cdot) \to \overline{u}$ in $W^{2,p}(\mathbb{R}^d, w; X)$. Now $v_n := (u_n + u_n(-\cdot, \cdot))/2$
satisfies $v_n \in C^\infty_c(\mathbb{R}^d; X)$ and $v_n(0, \cdot) = 0$ and $v_n \to u$ in $W^{2,p}(\mathbb{R}^d_+, w; X)$. Since $\text{Tr}(v_n) = 0$ the continuity of the trace implies $\text{Tr}(u) = 0$ as well. This part of the proof also implies the desired density result. □

**Proof of Theorem 4.1.** Let us first consider the result on $\mathbb{R}^d$. Then $-\Delta$ with $D(\Delta) = W^{2,p}(\mathbb{R}^d, w; X)$ is a closed operator which is sectorial of angle zero (see [31, Theorem 5.1] and Proposition 2.6). Moreover, by Proposition 2.6 and [38, Theorem 10.2.25]), one has that $-\Delta$ has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(-\Delta) = 0$. Moreover, by Remark 2.5 the same holds for $\lambda - \Delta$. Now the half space case follows by a well-known reflection argument, which we partly include here for completeness.

Since $E_{\text{odd}}(\Delta_{\text{Dir}} f) = (\Delta E_{\text{odd}} f)$, $E_{\text{odd}} : W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X) \to W^{2,p}_{\text{odd}}(\mathbb{R}^d, w; X)$ is an isomorphism (see Lemma 4.2), $\Delta : W^{2,p}_{\text{odd}}(\mathbb{R}^d, w; X) \to L^p_{\text{odd}}(\mathbb{R}^d, w; X)$, and $D(\Delta|_{L^p_{\text{odd}}(\mathbb{R}^d, w; X)}) = W^{2,p}_{\text{odd}}(\mathbb{R}^d, w; X)$, one has

$$\rho(\Delta) \subseteq \rho(\Delta_{\text{Dir}}), \quad R(\lambda, \Delta_{\text{Dir}} f) = (R(\lambda, \Delta) E_{\text{odd}} f)|_{\mathbb{R}^d_+} \quad \text{and} \quad D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X).$$

All the statements now follow. □

**Corollary 4.3** *(Laplace equation).* Let $X$ be a UMD space. Let $p \in (1, \infty)$ and let $w \in A_p$ be even. For all $u \in W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X)$ there holds the estimates

$$[u]_{W^{2,p}(\mathbb{R}^d_+, w; X)} \lesssim_{X,p,d,w} \|\Delta u\|_{L^p(\mathbb{R}^d_+, w; X)}. \tag{4.4}$$

Furthermore, for every $f \in L^p(\mathbb{R}^d_+, w; X)$ and $\lambda > 0$ there exists a unique $u \in W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X)$ such that $\lambda u - \Delta_{\text{Dir}} u = f$ and

$$\sum_{|\alpha| \leq 2} |\lambda|^{-1 - \frac{1}{2}} |\alpha| \|D^\alpha u\|_{L^p(\mathbb{R}^d_+, w; X)} \lesssim_{X,p,d,w} \|f\|_{L^p(\mathbb{R}^d_+, w; X)}. \tag{4.5}$$

**Proof.** We first prove (4.4). Let $u \in W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X)$. For $r > 0$ we put $u_r := u(r \cdot)$ and $w_r := w(r \cdot)$. Then $w_r \in A_p$ with $[w_r]_{A_p} = [w]_{A_p}$. So we can apply Theorem 4.1 with $w_r$ instead of $w$ to obtain

$$\sum_{|\alpha| \leq 2} r^{-d |\frac{1}{p}| - \frac{d}{p}} \|D^\alpha u\|_{L^p(\mathbb{R}^d_+, w_r; X)} = \|u_r\|_{W^{2,p}(\mathbb{R}^d_+, w_r; X)}$$

$$\lesssim_{X,p,d,w} \|u_r\|_{L^p(\mathbb{R}^d_+, w_r; X)} + \|\Delta u_r\|_{L^p(\mathbb{R}^d_+, w_r; X)}$$

$$= r^{-d |\frac{1}{p}| - \frac{d}{p}} \|u\|_{L^p(\mathbb{R}^d_+, w; X)} + r^{-2d |\frac{1}{p}| - \frac{d}{p}} \|\Delta u\|_{W^{2,p}(\mathbb{R}^d_+, w; X)}.$$

Dividing by $r^{2d |\frac{1}{p}| - \frac{d}{p}}$ and taking the limit $r \to \infty$ gives (4.4).

The existence and uniqueness in the second claim follow from the sectoriality in Theorem 4.1. Moreover, together with (4.4), the sectoriality yields the estimates for $|\alpha| = 0$ and $|\alpha| = 2$ in (4.5). The case $|\alpha| = 1$ subsequently follows from Lemma 3.12. □
Corollary 4.4 (Heat equation). Let $X$ be a UMD space. Let $p, q \in (1, \infty)$, $v \in A_q(\mathbb{R})$, $w \in A_p(\mathbb{R}^d)$ and assume $w$ is even. Let $J \in [\mathbb{R}, \mathbb{R}_+]$. Then the following assertions hold: For all $\lambda > 0$ and $f \in L^q(J, v; L^p(\mathbb{R}^d_+, w; X))$ there exists a unique $u \in W^{1,q}(J, v; L^p(\mathbb{R}^d_+, w; X)) \cap L^q(J, v; W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X))$ such that $u' + (\lambda - \Delta_{\text{Dir}})u = f$, $u(0) = 0$ in case $J = \mathbb{R}_+$. Moreover, the following estimate holds

$$\|u'\|_{L^q(J, v; L^p(\mathbb{R}^d_+, w; X))} + \sum_{|\alpha| \leq 2} \lambda^{1-\frac{1}{2}|\alpha|} \|D^\alpha u\|_{L^q(J, v; L^p(\mathbb{R}^d_+, w; X))} \lesssim_{p,q,v,w,d} f \|_{L^q(J, v; L^p(\mathbb{R}^d_+, w; X))}.$$  

Proof. Since $L^p(\mathbb{R}^d_+, w; X)$ is a UMD space, by Proposition 2.7, $d/dt$ has a bounded $H^\infty$-calculus on $L^q(J, v; L^p(\mathbb{R}^d_+, w; X))$. Therefore, from Theorem 4.1, Remark 2.5 (1), and Theorem 2.4

$$\|u'\|_{L^q(J, v; L^p(\mathbb{R}^d_+, w; X))} + \| (\lambda - \Delta) u \|_{L^q(J, v; L^p(\mathbb{R}^d_+, w; X))} \lesssim_{p,q,v,w,d} f \|_{L^q(J, v; L^p(\mathbb{R}^d_+, w; X))}.$$  

Now the result follows from Corollary 4.3 applied pointwise in $t$. \qed

Remark 4.5.

(i) The same result as in Corollary 4.4 holds for $\Delta$ on the whole of $\mathbb{R}^d$. For results on elliptic and parabolic equations with $A_p$-weights in space we refer to [35].

(ii) Due to Calderón-Zygmund extrapolation theory one can add $A_q$-weights in time after considering the unweighted case (see [18]).

(iii) It would be interesting to extend Corollary 4.4 to spaces of the form $L^p(\mathbb{R} \times \mathbb{R}^d_+, w; X)$ where $w$ depends on time and space. For some result in this direction concerning the maximal regularity estimate we refer to [25].

(iv) The estimates in Corollaries 4.3 and 4.4 also hold for $\lambda = 0$. However, solvability does not hold for general $f$.

5. $\Delta_{\text{Dir}}$ on $\mathbb{R}^d_+$ in the non-$A_p$-setting

In this section we will extend the results of Section 4 to weighted $L^p$-spaces with $w_\gamma(x) = |x_1|^{\gamma}$ where $\gamma \in (-p - 1, 2p - 1)$. This case is not included in the $A_p$-weight and is therefore not accessible through classical harmonic analysis. The reflection argument cannot be applied since the weight is not locally integrable in $\mathbb{R}^d$.  

5.1. The heat semigroup

Let $T(z) : L^p(\mathbb{R}^d_+; X) \to L^p(\mathbb{R}^d_+; X)$ be defined by (4.1). We first show that $T(z)$ is also bounded on $L^p(\mathbb{R}^d_+, w_\gamma)$ with $w_\gamma(x) = |x_1|^{\gamma}$ for $\gamma \in (-p - 1, 2p - 1)$ and that this range is optimal. Note that $w_\gamma \in A_p(\mathbb{R}^d)$ if and only if $\gamma \in (-1, p - 1)$.

Proposition 5.1. Let $p \in [1, \infty)$ and $\gamma \in (-1 - p, 2p - 1)$. For every $|\phi| < \pi/2$, $(T(z))_{z \in \Sigma_\phi}$ defines a bounded analytic $C_0$-semigroup on $L^p(\mathbb{R}^d_+, w_\gamma; X)$.  


Proof. First we consider \( p \in (1, \infty) \). The result for \( \gamma \in (-1, p - 1) \) follows from Theorem 4.1. In the remaining cases by duality it suffices to consider \( \gamma \in \{ p - 1, 2p - 1 \} \).

Let \( |\delta| < \phi \) and write \( z = te^{\delta} \) for \( t > 0 \).

Step 1: Reduction to an estimate in the case \( X = \mathbb{C} \). In this step we show that it is enough to prove the estimate

\[
||| H_z \ast |f| ||_L^p(\mathbb{R}^d_+,w_\gamma) \leq \phi,\gamma, p \ ||f||_L^p(\mathbb{R}^d_+,w_\gamma)
\]

for all \( f \in C_c(\mathbb{R}^d_+) \). Having this estimate, we get

\[
||T(z)f||_L^p(\mathbb{R}^d_+,w_\gamma;X) \leq ||| H_z \ast |f| ||_L^p(\mathbb{R}^d_+,w_\gamma) \leq C_{\phi,\gamma, p} \ ||f||_L^p(\mathbb{R}^d_+,w_\gamma;X)
\]

for all \( f \in C_c(\mathbb{R}^d_+) \otimes X \), from which the analyticity and strong continuity follow. Indeed, note that for \( g \in C_c(\mathbb{R}^d_+) \otimes X \), \( z \mapsto \langle T(z)f,g \rangle \) is analytic on \( \Sigma_\phi \) and continuous on \( \Sigma_\phi \) by Theorem 4.1 with \( w = 1 \). Therefore, in case \( X = \mathbb{C} \), the weak continuity of \( T \) on \( \Sigma_\phi \) follows by density in the case \( p \in (1, \infty) \) and by weak*-sequential density of \( C_c \) in \( L^\infty \) in case \( p = 1 \) (see [74, Corollary 2.24]). This in turn implies strong continuity by [28, Theorem I.5.8]. For general \( X \), the continuity of \( T(z)f \) for \( f \in C_c(\mathbb{R}^d_+) \otimes X \) is clear from the scalar case, yielding the case of general \( f \in L^p(\mathbb{R}^d_+;X) \) by density. The analyticity of \( T \) on \( \Sigma_\phi \) follows from [6, Theorem A.7].

Step 2: Reduction to the case \( d = 1 \). Writing \( H^1_z \) for the kernel of \( T(z) \) in case \( d = 1 \) and \( G^d_{z} \) for the standard heat kernel in dimension \( d - 1 \), we have

\[
|H^1_z \ast |f|(x_1, \tilde{x})| = \int_0^\infty |H^1_z(x_1, y_1)| \int_{\mathbb{R}^{d-1}} G^d_{z}(\tilde{x} - \tilde{y})|f(y_1, \tilde{y})|d\tilde{y}dy_1.
\]

Taking \( L^p(\mathbb{R}^{d-1}) \)-norms for fixed \( x_1 \in \mathbb{R}_+ \), and using Minkowski’s inequality and Young’s inequality, we obtain

\[
||| H_z \ast |f|(x_1, \cdot) ||_L^p(\mathbb{R}^{d-1}) \\
\leq \int_0^\infty |H^1_z(x_1, y_1)| \left\| \tilde{x} \mapsto \int_{\mathbb{R}^{d-1}} G^d_{z}(\tilde{x} - \tilde{y})|f(y_1, \tilde{y})|d\tilde{y} \right\|_{L^p(\mathbb{R}^{d-1})}dy_1 \\
\leq C_\phi \int_0^\infty |H^1_z(x_1, y_1)| \||f(y_1, \cdot)||_{L^p(\mathbb{R}^{d-1})}dy_1,
\]

where \( C_\phi = \sup_{z \in \Sigma_\phi} \| G^d_{z} \|_{L^1(\mathbb{R}^d)} < \infty \). Therefore, it remains to prove (5.1) in the case \( d = 1 \).

Step 3: The case \( d = 1 \). Setting \( g(x) := x^{\frac{\gamma+1}{p}} |f(x)| \), \( k_z(s, y) := y(x/y)^{\frac{\gamma+1}{p}} |H_z(x, y)| \) and

\[
h_z(x) := \int_0^\infty k_z(x, y)g(y) \frac{dy}{y},
\]
we see that (5.1) holds if and only if \( \| h_z \|_{L^p(\mathbb{R}^+, \frac{dx}{x})} \lesssim_\phi \| g \|_{L^p(\mathbb{R}^+, \frac{dx}{x})} \). To prove this, by Schur’s test (see [32, Theorem 5.9.2]) it is enough to show

\[
\sup_{x>0} \int_{0}^{\infty} k_z(x, y) \frac{dy}{y} \leq A, \tag{5.2}
\]

\[
\sup_{y>0} \int_{0}^{\infty} k_z(x, y) \frac{dx}{x} \leq B. \tag{5.3}
\]

In order to prove these estimates, observe that with \( z = t e^{i\delta} \),

\[
(4\pi t)^{1/2} |H_z(x, y)| = \left| e^{\frac{-|x-y|^2}{4t} - i\delta} - e^{\frac{-|x+y|^2}{4t} - i\delta} \right|
= e^{\frac{-|x-y|^2 \cos(\delta)}{4t}} \left| 1 - e^{-\frac{xy - i\delta}{t}} \right|
\leq e^{\frac{-|x-y|^2 \cos(\delta)}{4t}} \int_{0}^{xy/t} e^{-s \cos(\delta)} ds
= (4\pi t)^{1/2} \cos(\delta)^{-1} H_t \cos(\delta)(x, y). \tag{5.4}
\]

Therefore, by replacing \( x \) and \( y \) by \((4t/\cos(\delta))^{1/2} x \) and \((4t/\cos(\delta))^{1/2} y \), respectively, in (5.2) and (5.3) it suffices to consider \( t = 1/4 \) and \( \delta = 0 \).

From now on we write

\[
k(x, y) := y(x/y)^{\gamma + 1/\beta} (e^{-|x-y|^2} - e^{-|x+y|^2}) = y(x/y)^{\gamma + 1/\beta} e^{-|x-y|^2} |1 - e^{-4xy}|.
\]

One can check that \( |1 - e^{-4xy}| \leq \min\{1, 4xy\} \). Therefore, \( k \) satisfies

\[
k(x, y) \leq y(x/y)^{\gamma + 1/\beta} e^{-|x-y|^2} \min\{1, 4xy\}
\]

It follows that

\[
\int_{0}^{\infty} k(x, y) \frac{dy}{y} \leq \int_{0}^{\infty} (x/y)^{\gamma + 1/\beta} e^{-|x-y|^2} \min\{1, 4xy\} dy
\leq \int_{0}^{x/2} (x/y)^{\gamma + 1/\beta} e^{-|x-y|^2} 4xy dy + \int_{x/2}^{\infty} (x/y)^{\gamma + 1/\beta} e^{-|x-y|^2} dy
= T_1 + T_2.
\]

The first term satisfies
where we used $1 - \frac{\nu + 1}{p} > -1$. Since $\gamma > -1$, the second term satisfies

$$T_2 \leq C_2 \int_{-\infty}^{\infty} e^{-|x|^2} dy = C_2 \int_{-\infty}^{\infty} e^{-|y|^2} dy = A_2$$

Next we estimate the integral over the $x$-variable. For $y \in (0, 1)$, we can write

$$\int_{0}^{\infty} k(x, y) \frac{dx}{x} \leq \int_{0}^{\infty} (x/y)^{\frac{\nu + 1}{p} - 1} e^{-|x-y|^2} 4xy dx$$

$$\leq 4 \int_{0}^{\infty} x^{\frac{\nu + 1}{p}} y^{2 - \frac{\nu + 1}{p}} e^{-|x-y|^2} dx$$

$$= \int_{-y}^{\infty} (x + y)^{\frac{\nu + 1}{p}} y^{2 - \frac{\nu + 1}{p}} e^{-|x|^2} dx$$

$$= \int_{-\infty}^{\infty} (x + 1)^{\frac{\nu + 1}{p}} e^{-|x|^2} dx \leq B_1,$$

where we used $2 - \frac{\nu + 1}{p} \geq 0$ and $\gamma + 1 \geq 0$. For $y \geq 1$, since $\frac{\nu + 1}{p} \geq 1$ we have

$$\int_{0}^{\infty} k(x, y) \frac{dx}{x} \leq \int_{0}^{\infty} (x/y)^{\frac{\nu + 1}{p} - 1} e^{-|x-y|^2} dx$$

$$= \int_{-y}^{\infty} (\frac{x}{y} + 1)^{\frac{\nu + 1}{p} - 1} e^{-x^2} dx$$

$$\leq \int_{-\infty}^{\infty} (|x| + 1)^{\frac{\nu + 1}{p} - 1} e^{-x^2} dx \leq B_2.$$
The case $\gamma \in [0, 1)$ can be treated in the same way as in the above proof. In case $\gamma \in (-2, 0)$ we argue as follows:

$$
\int_{y/2}^{\infty} k(x, y) \frac{dx}{x} \leq \int_{y/2}^{\infty} (x/y)^\gamma e^{-|x-y|^2} dx \leq 2^\gamma \int_{-\infty}^{\infty} e^{-|x-y|^2} dx = C.
$$

On the other hand, since $\gamma + 2 > 0$, we have

$$
\int_{0}^{y/2} k(x, y) \frac{dx}{x} \leq \int_{0}^{y/2} (x/y)^\gamma e^{-|x-y|^2} 4xy

\leq 4e^{-y^2/4} y^{-\gamma + 1} \int_{0}^{y/2} x^{\gamma + 1} dx = 4y e^{-y^2/4}. \quad \square
$$

In the next example we show that the range for $\gamma$ in Proposition 5.1 is optimal.

**Example 5.2.** Let $p \in (1, \infty)$ and $\gamma \notin (-p - 1, 2p - 1)$. We give an example of a function $f \in L^p(\mathbb{R}_+^d, w_\gamma)$ such that for all $t > 0$, $T(t)f \notin L^p(\mathbb{R}_+^d, w_\gamma)$. Here $T(t)f$ is defined by (4.1). By duality we only need to consider $\gamma \geq 2p - 1$. Let $\beta \in (1/p, 1)$ and set $f(x) = x_1^{-2}|\log(x_1)|^{-\beta}1_Q(x)$, where $Q = [0, 1]^d$. Then, on the one hand, $f \in L^p(\mathbb{R}_+^d; w_\gamma)$. On the other hand, for $x \in Q^d$,

$$
T(t)f(x) = c_{t,d} \int_{Q} e^{-\frac{|x-y|^2}{4t}} [1 - e^{-\frac{|x-y|^2}{4t}}] y_1^{-2} |\log(y_1)|^{-\beta} dy

= \tilde{c}_{t,d} \int_{0}^{1} y_1^{-1} |\log(y_1)|^{-\beta} dy_1 = \infty;
$$

in particular, $T(t)f \notin L^p(\mathbb{R}_+^d, w_\gamma)$.

Let $-A$ denote the generator of the semigroup $(T(z)_z$ of Proposition 5.1. Then by standard results of analytic semigroups we see that $A$ is sectorial with $\omega(A) = 0$.

In the case of a $X$ is a UMD space, $-A$ even has a bounded $H^\infty$-calculus:

**Proposition 5.3.** Let $X$ be a UMD space. Let $-A$ be the generator of the heat semigroup on $L^p(\mathbb{R}_+^d, w_\gamma; X)$ given in Proposition 5.1 with $p \in (1, \infty)$ and $\gamma \in (-1 - p, 2p - 1)$. Then $A$ has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(A) = 0$.

**Proof.** The case $\gamma \in (-1, p - 1)$ follows from Theorem 4.1. For the other values of $\gamma$ we use a classical perturbation argument (see [45]).

**Step 1:** Let $0 < \sigma < \omega < \pi/2$ Let $\phi \in H^\infty_0(\Sigma_\omega)$ with $\omega \in (0, \pi/2)$ satisfy $\|\phi\|_\infty \leq 1$ and let $\Gamma = \delta\Sigma_\sigma$. By definition we have
\[
\phi(A) = \frac{1}{2\pi i} \int_{\Gamma} \phi(\lambda) R(\lambda, A) d\lambda = \frac{1}{2\pi i} \int_{\Gamma \cup \Gamma_-} \phi(\lambda) R(\lambda, A) d\lambda,
\] 
(5.5)

where \( \Gamma_{\pm} = \{ te^{\pm\sigma i} : t \in (0, \infty) \} \).

Fix \( f \in C_c(\mathbb{R}_+^d; X) \) and let \( g = w_\gamma^p f \) and \( \psi(x, y) = \left( \frac{w_\gamma^p(x_1)}{w_\gamma^p(y_1)} - 1 \right) \). Then for \( x \in \mathbb{R}_+^d \)

\[
\phi(A) f(x) = w_\gamma^p(x_1) \phi(A)(w_\gamma^p f)(x) + w_\gamma^p(x_1) \phi(A)(w_\gamma^p(x_1) - w_\gamma^p f)(x)
= w_\gamma^p(x_1) \phi(A)(g)(x) + w_\gamma^p(x_1) \phi(A)(\psi(x, \cdot) g)(x).
\]

Therefore,

\[
\| \phi(A) f \|_{L^p(\mathbb{R}_+^d; w_\gamma^p; X)} \leq \| \phi(A) g \|_{L^p(\mathbb{R}_+; X)} + \| x \mapsto \phi(A)(\psi(x, \cdot) g)(x) \|_{L^p(\mathbb{R}_+; X)}.
\]

The first term on the right-hand side can be estimated by the boundedness of the \( H^\infty \)-calculus in the unweighted case (see Theorem 4.1):

\[
\| \phi(A) g \|_{L^p(\mathbb{R}_+; X)} \leq C \| g \|_{L^p(\mathbb{R}_+; X)} = C \| f \|_{L^p(\mathbb{R}_+, w_\gamma^p; X)}.
\]

Therefore, it remains to show

\[
\left\| x \mapsto \phi(A)(\psi(x, \cdot) g)(x) \right\|_{L^p(\mathbb{R}_+; X)} \leq C \| g \|_{L^p(\mathbb{R}_+; X)} = C \| f \|_{L^p(\mathbb{R}_+, w_\gamma^p; X)}.
\] 
(5.6)

**Step 2:** To prove (5.6) we estimate the integrals over \( \Gamma_{\pm} \) in (5.5) separately. By symmetry it suffices to consider \( \Gamma_+ \). Let \( \delta = (\pi - \sigma)/2 \). For \( \lambda = re^{i\sigma} \) with \( r > 0 \) and \( h \in L^p(\mathbb{R}_+, w_\gamma^p; X) \), we have the following Laplace transform representation for the resolvent (see [28]):

\[
R(\lambda, A) h = (\lambda - A)^{-1} h = -(re^{i(\sigma - \pi)} + A)^{-1} h
= -e^{i\delta}(re^{-i\delta} + e^{i\delta}A)^{-1} h = e^{i\delta} \int_0^\infty e^{-te^{-i\delta}} e^{-te^{i\delta}A} h dt.
\]

Observe that by (5.4) we can write

\[
\left\| \int_{\Gamma_+} \phi(\lambda) R(\lambda, A)(\psi(x, \cdot) g)(x) d\lambda \right\|_X
\]

\[
\leq \int_0^\infty \| R(re^{i\sigma}, A)(\psi(x, \cdot) g)(x) \| dr
\]

\[
\leq \int_0^\infty \int_0^\infty \| e^{-te^{i\delta}A} e^{-te^{-i\delta}}(\psi(x, \cdot) g)(x) \|_X dt dr
\]
\[
\leq \frac{1}{\cos(\delta)} \int_0^\infty \int_0^\infty e^{-t \cos(\delta) A} \|\psi(x, \cdot) g(x)\| e^{-tr \cos(\delta)} dt dr
\]
\[
= \frac{1}{\cos^2(\delta)} \int_0^\infty e^{-t \cos(\delta) A} \|\psi(x, \cdot) g(x)\| \frac{dt}{t}.
\]

Below we will write \( x = (x_1, \tilde{x}) \) and \( y = (y_1, \tilde{y}) \). Using the kernel representation of the semi-group we can write

\[
\int_0^\infty e^{-t \cos(\delta) A} \|\psi(x, \cdot) g(x)\| \frac{dt}{t}
\]
\[
= \int_0^\infty e^{-t A} \|\psi(x, \cdot) g(x)\| \frac{dt}{t}
\]
\[
= \int_0^\infty \int_{\mathbb{R}_+^d} (G_t(x_1 - y_1, \tilde{x} - \tilde{y}) - G_t(x_1 + y_1, \tilde{x} - \tilde{y})) |\psi(x, y)| \|g(y)\| dy \frac{dt}{t}
\]
\[
= \int_0^\infty \int_{\mathbb{R}_+^d} (G_t(x_1 - y_1, \tilde{y}) - G_t(x_1 + y_1, \tilde{y})) \frac{dt}{t} |\psi(x, y_1)| \|g(y_1, \tilde{x} - \tilde{y})\| dy
\]
\[
= C_1 \int_{\mathbb{R}_+^d} \left( \frac{1}{|(x_1/y_1) - 1, \tilde{y}/y_1)|^{d/2} - \frac{1}{|(x_1/y_1 + 1, \tilde{y}/y_1)|^{d/2}} \right) |(x_1/y_1)^{\frac{d}{2}} - 1| \|g(y)\| \frac{dy}{y_1^{d/2}}
\]
\[
=: C_1 \int_{\mathbb{R}_+^d} \ell(x_1/y_1, \tilde{y}/y_1) \|g(y_1, \tilde{x} - \tilde{y})\| \frac{dy}{y_1}
\]
\[
= C_1 \int_{\mathbb{R}_+^d} \ell(x_1/y_1, \tilde{y}) \|g(y_1, \tilde{x} - y_1 \tilde{y})\| \frac{dy}{y_1}.
\]

where we used

\[
\int_0^\infty G_t(x) \frac{dt}{t} = \int_0^\infty (4\pi t)^{-d/2} e^{-\frac{|x|^2}{4t}} \frac{dt}{t} = \int_0^\infty (4\pi)^{-d/2} s^{d/2} e^{-\frac{s}{2}} ds \|x\|^{-d} = C_1 \|x\|^{-d}.
\]

Now,

\[
\left\| x \mapsto \int_{\mathbb{R}_+^d} \ell(x_1/y_1, \tilde{y}) \|g(y_1, \tilde{x} - y_1 \tilde{y})\| \frac{dy}{y_1} \right\|_{L^p(\mathbb{R}_+^d)}
\]
\[
\begin{align*}
&\leq \left\| x_1 \mapsto \int_{\mathbb{R}_+^d} \ell(x_1/y_1, \tilde{y}) \|g(y_1, \cdot - y_1 \tilde{y})\|_{L^p(\mathbb{R}^{d-1}; X)} \frac{dy_1}{y_1} \right\|_{L^p(\mathbb{R}_+)} \\
&= \left\| x_1 \mapsto \int_{\mathbb{R}^{d-1}} \int_0^\infty \ell(x_1/y_1, \tilde{y}) \|g(y_1, \cdot)\|_{L^p(\mathbb{R}^{d-1}; X)} \frac{dy_1}{y_1} d\tilde{y} \right\|_{L^p(\mathbb{R}_+)} \\
&= \left\| x_1 \mapsto \int_{\mathbb{R}^{d-1}} \int_0^\infty \ell(y_1, \tilde{y}) y_1^p \|g(x_1/y_1, \cdot)\|_{L^p(\mathbb{R}^{d-1}; X)} \frac{dy_1}{y_1} d\tilde{y} \right\|_{L^p(\mathbb{R}_+, \frac{dx_1}{y_1})} \\
&\leq \int_{\mathbb{R}^{d-1}} \int_0^\infty \ell(y_1, \tilde{y}) y_1^p \left\| x_1 \mapsto x_1^p \|g(x_1, \cdot)\|_{L^p(\mathbb{R}^{d-1}; X)} \right\|_{L^p(\mathbb{R}_+, \frac{dx_1}{y_1})} \frac{dy_1}{y_1} d\tilde{y} \\
&= \int_{\mathbb{R}^{d-1}} \int_0^\infty \ell(y_1, \tilde{y}) y_1^p \left\| x_1 \mapsto x_1^p \|g(x_1, \cdot)\|_{L^p(\mathbb{R}^{d-1}; X)} \right\|_{L^p(\mathbb{R}_+, \frac{dx_1}{y_1})} \frac{dy_1}{y_1} d\tilde{y} \\
&= C_2 \|g\|_{L^p(\mathbb{R}_+^d; X)}.
\end{align*}
\]

Here we use \(-1 - p < \gamma < 2p - 1\) to obtain

\[
C_2 := \int_{\mathbb{R}^{d-1}} \int_0^\infty \ell(y_1, \tilde{y}) y_1^p \frac{dy_1}{y_1} d\tilde{y}
\]

\[
= \int_{\mathbb{R}^{d-1}} \int_0^\infty \left( \frac{1}{|(y_1 - 1, \tilde{y})|^d} - \frac{1}{|(y_1 + 1, \tilde{y})|^d} \right) d\tilde{y} y_1^p - \frac{1}{y_1^p} \frac{dy_1}{y_1}
\]

\[
= C_3 \int_0^\infty \left( \frac{1}{|y_1 - 1|} - \frac{1}{|y_1 + 1|} \right) y_1^p - \frac{1}{y_1^p} \frac{dy_1}{y_1} < \infty,
\]

where \(C_3 = \int_{\mathbb{R}^{d-1}} (1 + |\tilde{y}|)^{-d} d\tilde{y}\) if \(d \geq 2\) and \(C_3 = 1\) otherwise. Combining the above estimates we obtain the required estimate

\[
\left\| x \mapsto \int_{\Gamma_+} \phi(\lambda) R(\lambda, A)(\psi(x, \cdot)g)(x) d\lambda \right\|_{L^p(\mathbb{R}_+; X)} \leq \frac{C \|g\|_{L^p(\mathbb{R}_+; X)}}{\cos^2(\delta)}.
\]
5.2. The Dirichlet Laplacian on \( \mathbb{R}_+ \)

**Proposition 5.4.** Let \( p \in (1, \infty) \) and \( \gamma \in (p - 1, 2p - 1) \). Then \( \Delta_{\text{Dir}} \), defined as

\[
D(\Delta_{\text{Dir}}) := W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; X), \quad \Delta_{\text{Dir}}u := u^{''},
\]

is the generator of the heat semigroup on \( L^p(\mathbb{R}_+, w_\gamma; X) \) given in Proposition 5.1.

For the case \( \gamma \in (-p - 1, -1) \) we refer the reader to Section 5.5.

**Proof.** Let \(-A\) denote the generator of the heat semigroup \( T \) of Proposition 5.1. We first show that \( \Delta_{\text{Dir}} \subseteq -A \), that is, \( W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; X) \subseteq D(A) \) and for \( u \in W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; X) \) one has \(-Au = \Delta_{\text{Dir}}u\). From Theorem 4.1 we see that for \( u \in C_c^\infty(\mathbb{R}_+, X) \),

\[
T(t)u - u = \int_0^t T(s)\Delta_{\text{Dir}}uds.
\]

Therefore, \( \frac{1}{t}(T(t)u - u) \rightarrow \Delta_{\text{Dir}}u \) in \( L^p(\mathbb{R}_+, w_\gamma; X) \) by strong continuity of \( (T(s))_{s \geq 0} \). Therefore, \( u \in D(A) \) with \(-Au = \Delta_{\text{Dir}}u\). Now for \( u \in W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; X) \), using Proposition 3.8, we can find a sequence \((u_n)_{n \geq 1} \) in \( C_c^\infty(\mathbb{R}_+, X) \) such that \( u_n \rightarrow u \) in \( W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; X) \). Then \(-Au_n = \Delta_{\text{Dir}}u_n \rightarrow \Delta_{\text{Dir}}u \) in \( L^p(\mathbb{R}_+, w_\gamma; X) \). Therefore, the closedness of \( A \) yields that \( u \in D(A) \) and \(-Au = \Delta_{\text{Dir}}u\).

Next we show \(-A \subseteq \Delta_{\text{Dir}} \). Using \( \Delta_{\text{Dir}} \subseteq -A \), for this it is enough that \( 1 + A \) is injective and \( 1 - \Delta_{\text{Dir}} \) is surjective. Being the generator of a bounded analytic semigroup (see Proposition 5.1), \( A \) is sectorial, implying that \( 1 + A \) is injective. For the surjectivity of \( 1 - \Delta_{\text{Dir}} \) we consider the equation \( u - \Delta_{\text{Dir}}u = f \), for \( f \in L^p(\mathbb{R}_+^d, w_\gamma; X) \).

Let us first consider \( f \in C_c^\infty(\mathbb{R}_+, X) \). Let \( \overline{f} \) denote the odd extension of \( f \). Clearly, \( \overline{f} \in C_c^\infty(\mathbb{R}; X) \subseteq S(\mathbb{R}; X) \). So we can define \( \overline{u} = \mathcal{F}^{-1}\left[ \tilde{\overline{f}}(\xi) \right] \), where \( \tilde{\overline{f}} = \mathcal{F}\left[ \frac{\overline{f} - \overline{f}(0)}{1+|\xi|^2} \right] \), yielding a solution of the equation \( \overline{u} - \Delta\overline{u} = \overline{f} \). Since \( \overline{u} \) is odd, it also satisfies the Dirichlet condition \( u(0) = 0 \). By restriction to \( \mathbb{R}_+ \) we obtain a solution \( u := \overline{u}|_{\mathbb{R}_+} \in W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; X) \) of the equation \( (1 - \Delta_{\text{Dir}})u = f \). As \( W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; X) \) is complete and \( C_c^\infty(\mathbb{R}_+, X) \) is dense in \( L^p(\mathbb{R}_+^d, w_\gamma; X) \) (see Proposition 3.8), it suffices to prove the estimate \( \|u\|_{L^p(\mathbb{R}_+^d, w_\gamma; X)} \lesssim \|f\|_{L^p(\mathbb{R}_+^d, w_\gamma; X)} \).

To finish, we prove this estimate. As \( \Delta_{\text{Dir}} \subseteq A \), we have \( u \in D(A) \) with \( (1 - A)u = f \), so \( u = R(1, A)f \). It follows that \( \|u\|_{L^p(\mathbb{R}_+, w_\gamma; X)} \lesssim \|f\|_{L^p(\mathbb{R}_+, w_\gamma; X)} \). Since \( u'' = u - f \) we find that \( \|u''\|_{L^p(\mathbb{R}_+, w_\gamma; X)} \lesssim \|f\|_{L^p(\mathbb{R}_+, w_\gamma; X)} \). By interpolation the same estimate holds for \( u' \) (see Lemma 3.14). \( \square \)

**Corollary 5.5.** Let \( p \in (1, \infty) \) and \( \gamma \in (p - 1, 2p - 1) \). For all \( \lambda > 0 \) and \( f \in L^p(\mathbb{R}_+, w_\gamma; X) \) there exists a unique \( u \in W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; X) \) such that \( \lambda u - u'' = f \)

\[
\sum_{j=0}^{2} |\lambda|^{1-j} \|D^ju\|_{L^p(\mathbb{R}_+, w_\gamma; X)} \lesssim_{p,\gamma} \|f\|_{L^p(\mathbb{R}_+, w_\gamma; X)}. \tag{5.7}
\]
**Proof.** This can be proved in the same way as the second statement in Corollary 4.3. $\square$

Combining Propositions 5.4 and 5.3, we find the following result in the one-dimensional case:

**Corollary 5.6.** Let $X$ be a UMD space, $p \in (1, \infty)$ and $\gamma \in (p - 1, 2p - 1)$. Then $-\Delta_{\text{Dir}}$ has a bounded $H^\infty$-calculus on $L^p(\mathbb{R}_+, w_\gamma; X)$ with $\omega_{H\infty}(-\Delta_{\text{Dir}}) = 0$.

**5.3. The Dirichlet Laplacian on $\mathbb{R}_+^d$**

The main result of this section is the following theorem. Note that the case $\gamma \in (-1, p - 1)$ was already considered in Theorem 4.1. See Section 5.5 for the case $\gamma \in (-p - 1, -1)$.

Before we state the theorem, let us first define the Dirichlet Laplacian $\Delta_{\text{Dir}}$ on $L^p(\mathbb{R}_+^d, w_\gamma; X)$ with $p \in (1, \infty)$ and $\gamma \in (p - 1, 2p - 1)$:

$$D(\Delta_{\text{Dir}}) := W^{2,p}_{\text{Dir}}(\mathbb{R}_+^d, w_\gamma; X), \quad \Delta_{\text{Dir}} u := \Delta u.$$  

**Theorem 5.7.** Let $X$ be a UMD space, $p \in (1, \infty)$ and $\gamma \in (p - 1, 2p - 1)$. Then the following assertions hold:

1. $\Delta_{\text{Dir}}$ is the generator of the heat semigroup from Proposition 5.1.
2. $\Delta_{\text{Dir}}$ is a closed and densely defined linear operator on $L^p(\mathbb{R}_+^d, w_\gamma; X)$ with

$$D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\mathbb{R}_+^d, w_\gamma; X) = W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; L^p(\mathbb{R}_+^{d-1}; X)) \cap L^p(\mathbb{R}_+, w_\gamma; W^{2,p}(\mathbb{R}_+^{d-1}, X))$$

with an equivalence of norms only depending on $X, p, d, \gamma$.
3. For all $\lambda \geq 0$, $\lambda - \Delta_{\text{Dir}}$ has a bounded $H^\infty$-calculus with $\omega_{H\infty}(-\Delta_{\text{Dir}}) = 0$.

**Proof.** Note that (3) follows from (1) by Proposition 5.3 and Remark 2.5. So we only need to prove (1) and (2).

Below we will frequently use Fubini’s theorem in the form of the identification

$$L^p(\mathbb{R}_+^d, w_\gamma; X) = L^p(\mathbb{R}_+, w_\gamma; L^p(\mathbb{R}_+^{d-1}; X)) = L^p(\mathbb{R}_+^{d-1}; L^p(\mathbb{R}_+, w_\gamma; X)),$$

and that UMD-valued $L^p$-spaces have UMD again. By Corollary 5.6, for the operator $\Delta_{1,\text{Dir}}$ on $L^p(\mathbb{R}_+^d, w_\gamma; X)$, defined by

$$D(\Delta_{1,\text{Dir}}) := W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w_\gamma; L^p(\mathbb{R}_+^{d-1}; X)), \quad \Delta_{1,\text{Dir}} u := \partial_1^2 u,$$

it holds that $-\Delta_{1,\text{Dir}}$ a bounded $H^\infty$-calculus with $\omega_{H\infty}(-\Delta_{1,\text{Dir}}) = 0$. By [38, Theorem 10.2.25], for the operator $\Delta_{d-1}$ on $L^p(\mathbb{R}_+^d, w_\gamma; X)$, defined by

$$D(\Delta_{d-1}) := L^p(\mathbb{R}_+, w_\gamma, W^{2,p}(\mathbb{R}_+^{d-1}; X)), \quad \Delta_{d-1} u := \sum_{k=2}^d \partial_k^2 u,$$
it holds that $-\Delta_{d-1}$ a bounded $H^\infty$-calculus with $\omega_{H^\infty}(-\Delta_{d-1}) = 0$. The operators $\Delta_{1,\text{Dir}}$ and $D(\Delta_{d-1})$ are clearly resolvent commuting. Therefore, by Theorem 2.4 for the operator sum $\Delta_{\Sigma_\text{Dir}} := \Delta_{1,\text{Dir}} + \Delta_{d-1}$ with $D(\Delta_{\Sigma_\text{Dir}}) = D(\Delta_{1,\text{Dir}}) \cap D(\Delta_{d-1})$ it holds that $-\Delta_{\Sigma_\text{Dir}}$ is a sectorial operator with angle $\omega(-\Delta_{\Sigma_\text{Dir}}) = 0$. Moreover,

$$e^{t\Delta_{\Sigma_\text{Dir}}} = e^{t\Delta_{1,\text{Dir}}} e^{t\Delta_{d-1}}, \quad t \geq 0. \quad (5.8)$$

Writing $H_t^1$ for the kernel in (4.2) in dimension 1 and $G_t^{d-1}$ for the standard heat kernel in dimension $d - 1$, (5.8) and Proposition 5.4 give

$$[e^{t\Delta_{\Sigma_\text{Dir}}} f](x) = \int_0^\infty H_t^1(x_1, y_1) \int_{\mathbb{R}^{d-1}} G_t^{d-1}(\tilde{x} - \tilde{y}) f(y_1, \tilde{y}) d\tilde{y} dy_1$$

$$= \int_{\mathbb{R}_+^d} H_t(x, y) f(y) dy$$

for all $f \in L^p(\mathbb{R}_+^d, w_\gamma; X)$. Therefore, $\Delta_{\Sigma_\text{Dir}}$ is the generator of the heat semigroup from Proposition 5.1.

We now show that

$$D(\Delta_{\Sigma_\text{Dir}}) = W_{\text{Dir}}^{2,p}(\mathbb{R}_+, w_\gamma; L^p(\mathbb{R}^{d-1}, X)) \cap L^p(\mathbb{R}_+, w_\gamma; W_{\text{Dir}}^{2,p}(\mathbb{R}^{d-1}, X))$$

$$= W_{\text{Dir}}^{2,p}(\mathbb{R}_+, w_\gamma; X)$$

with an equivalence of norms. Note that then $\Delta_{\text{Dir}} = \Delta_{\Sigma_\text{Dir}}$ and the assertions (1), (2) follow. Since $\Delta_{\Sigma_\text{Dir}} = \Delta_{1,\text{Dir}} + \Delta_{d-1}$ with $D(\Delta_{\Sigma_\text{Dir}}) = D(\Delta_{1,\text{Dir}}) \cap D(\Delta_{d-1})$, the first identity follows from the domain descriptions of $\Delta_{1,\text{Dir}}$ and $\Delta_{d-1}$. The second identity follows from Corollary 3.19. \( \square \)

**Corollary 5.8.** Let $X$ be a UMD space, $p \in (1, \infty)$ and $\gamma \in (p - 1, 2p - 1)$. For all $u \in W_{\text{Dir}}^{2,p}(\mathbb{R}_+, w_\gamma; X)$ there hold the estimates

$$[u]_{W_{\text{Dir}}^{2,p}(\mathbb{R}_+, w_\gamma; X)} \sim_{X, p, d, \gamma} \| \Delta u \|_{L^p(\mathbb{R}_+, w_\gamma; X)}. \quad (5.9)$$

Furthermore, for every $f \in L^p(\mathbb{R}_+, w_\gamma; X)$ and $\lambda > 0$ there exists a unique $u \in W_{\text{Dir}}^{2,p}(\mathbb{R}_+, w_\gamma; X)$ such that $\lambda u - \Delta_{\text{Dir}} u = f$ and

$$\sum_{|\alpha| \leq 2} |\lambda|^{-\frac{1}{2} |\alpha|} \| D^\alpha u \|_{L^p(\mathbb{R}_+, w_\gamma; X)} \lesssim_{X, p, d, \gamma} \| f \|_{L^p(\mathbb{R}_+, w_\gamma; X)}. \quad (5.10)$$

**Proof.** This can be done in the same way as Corollary 4.3, now using the explicit formula $w_\gamma(r \cdot) = r^\gamma w_\gamma$ in the scaling argument. \( \square \)

**Remark 5.9.** The second statement in Corollary 5.8 also follows from [46, Theorem 4.1 & Remark 4.2]. In our setting it follows from operator sum methods involving bounded imaginary powers (obtained through the $H^\infty$-calculus).
Now using Theorem 5.7, as in Corollary 4.4 we obtain the following maximal regularity result for the weights \( w_\gamma \) with \( \gamma \in (p - 1, 2p - 1) \). The case \( \gamma \in (-1, p - 1) \) was already considered in Corollary 4.4.

**Corollary 5.10** (Heat equation). Let \( X \) be a UMD space. Let \( p, q \in (1, \infty), v \in A_q(\mathbb{R}), \gamma \in (p - 1, 2p - 1) \). Let \( J \in [\mathbb{R}_+, \mathbb{R}] \). Then the following assertions hold:

1. \( \frac{d}{dt} - \Delta_{\text{Dir}} \) is a closed sectorial operator on \( L^q(J, v; L^p(\mathbb{R}_+, w_\gamma; X)) \) which has a bounded \( H^\infty \)-calculus with \( \omega_{H^\infty}(\frac{d}{dt} - \Delta_{\text{Dir}}) \leq \frac{\pi}{2} \).
2. For all \( \lambda > 0 \) and \( f \in L^q(J, v; L^p(\mathbb{R}_+, w_\gamma; X)) \) there exists a unique \( u \in W^{1,q}(J, v; L^p(\mathbb{R}_+, w_\gamma; X)) \) such that \( u' + (\lambda - \Delta_{\text{Dir}})u = f, u(0) = 0 \) in case \( J = \mathbb{R}_+ \). Moreover, the following estimate holds

\[
\|u'\|_{L^q(J,v;L^p(\mathbb{R}_+,w_\gamma;X))} + \sum_{|\alpha| \leq 2} \|D^\alpha u\|_{L^q(J,v;L^p(\mathbb{R}_+,w_\gamma;X))} \leq p,q,v,\gamma,d \|f\|_{L^q(J,v;L^p(\mathbb{R}_+,w_\gamma;X))}.
\]

**Remark 5.11.** In the case \( v = 1 \), Corollary 5.10 (2) reduces to [47, Theorem 0.1], where it was deduced using completely different methods. Let us mention here that in [47, Theorem 0.1], [44, Theorem 4.4] [24, Theorem 2.1] more general elliptic operators with time and space-dependent coefficients have been considered.

**Problem 5.12.** Let \( p \in (1, \infty) \).

1. Characterize those weights \( w \) for which \( e^{t\Delta_{\text{Dir}}} \) extends to a bounded analytic semigroup on \( L^p(\mathbb{R}_+, w) \).
2. Characterize those weights \( w \) for which \( \Delta_{\text{Dir}} \) has a bounded \( H^\infty \)-calculus on \( L^p(\mathbb{R}_+, w) \).
3. Characterize those weights \( w \) for which \( \Delta_{\text{Dir}} \) on \( L^p(\mathbb{R}_+, w) \) is a closed operator with \( D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\mathbb{R}_+, w) \).

Given the results of Sections 4 and 5 it would be natural to conjecture that all weights of the form \( w(x) = v_0(x) + x_1 v_1(x) \) with \( v_0, v_1 \in A_p \) are included.

### 5.4. Extrapolation of functional calculus

As soon as one knows the boundedness of the functional calculus of a generator on a space \( L^2(\mathbb{R}_+, d\mu) \) for some doubling measure \( \mu \), then, if the heat kernel satisfies Gaussian estimates with respect to \( \mu \), one can extrapolate the boundedness of the functional calculus to \( L^p(\mathbb{R}_+, wd\mu) \) for \( p \in (1, \infty) \) and \( w \in A_p(\mu) \). Here \( A_p(\mu) \) is the weight class associated to the measure \( \mu \) on \( \mathbb{R}_+ \). The above is presented in the setting of homogeneous spaces in [27] in the unweighted setting and in [62, Theorem 7.3] in the weighted setting. Extension to the setting without kernel bounds can be found in [12,16].

In order to apply [62, Theorem 7.3] to our setting, we set \( d\mu(x) = x_1 dx \). The reason to take this measure is that the kernel \( H_\gamma(x, y) \) as defined in (4.1) has a zero of order one at \( x_1 = 0 \). Then \( \mu \) is doubling and one can check that \( w_\alpha(x) := x_1^\alpha \) is in \( A_p(\mu) \) if and only if \( \alpha \in (-2, 2p - 1) \).
2. From Theorem 5.7 we know that on $L^2(\mathbb{R}^d_+, \mu)$, $-\Delta_{\text{Dir}}$ has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(-\Delta_{\text{Dir}}) = 0$. So in order to extrapolate the latter to $L^p(\mathbb{R}^d_+, w d\mu)$ for $p \in (1, \infty)$ and $w \in A_p(\mu)$ it suffices to check the kernel condition of [62, Theorem 7.3]. For this (due to (5.4)) it suffices to show that there exist constant $C, c > 0$ such that

$$\frac{H_t(x, y)}{y_1} \leq \frac{Ce^{-c|x-y|^2/t}}{\mu(B(x, t^{1/2}))}, \quad x, y \in \mathbb{R}^d_+, t > 0. \quad (5.11)$$

Here the nominator $y_1$ is to correct for the choice of the measure $\mu$. After renormalization for the condition (5.11) it suffices to consider $t = 1/4$. In the case that $x_1 < 1$, (5.11) is equivalent to

$$\frac{e^{-|x_1-y_1|^2} - e^{-|x_1+y_1|^2}}{y_1} - e^{-|y|^2} \leq C' e^{-c|x-y|^2} \frac{\max\{y_1, 1\}}{\max\{x_1, 1\}}.$$

Since $e^{-|x_1-y_1|^2} - e^{-|x_1+y_1|^2} = e^{-|y|^2} \frac{1 - e^{-4x_1y_1}}{y_1}$, it suffices to check that for some $\theta \in [0, 1]$ and $C_\theta \geq 0$,

$$\frac{1 - e^{-4x_1y_1}}{y_1} \leq C_\theta e^{\theta x_1-y_1} \frac{\max\{y_1, 1\}}{\max\{x_1, 1\}}.$$

If $x_1 \leq 1$, then this holds with $\theta = 0$ and $C_\theta = 4$ since $\frac{1 - e^{-4x_1y_1}}{y_1} \leq 4x_1 \leq 4$.

If $x_1 > 1$, then we split into the cases (i) $y_1 \leq \frac{1}{4x_1}$ and (ii) $y_1 > \frac{1}{4x_1}$. In case (i) we can write

$$x_1 \frac{1 - e^{-4x_1y_1}}{y_1} \leq 4x_1^2 \leq 8e^4e^{\frac{1}{2}(x_1-\frac{1}{4x_1})} \leq 8e^4e^{\frac{1}{2}(x_1-y_1)^2}.$$

In case (ii), we can write

$$x_1 \frac{1 - e^{-4x_1y_1}}{y_1} \leq \frac{x_1}{y_1}.$$

Therefore, it remains to check that $A := \sup_{y_1 > \frac{1}{4x_1}} \frac{\phi(y_1)}{y_1} e^{-\frac{1}{2}(x_1-y_1)^2} < \infty$, where the supremum is taken over all $x_1 > 1$ and $y_1 > \frac{1}{4x_1}$. Since for $x_1 \to 0$ and $x_1 \to \infty$ this expression tends to zero, optimizing first over $x_1$, yields that $x_1 = \phi(y_1) = \frac{1}{2}y_1 + \sqrt{\frac{1}{4}y_1^2 + 1}$. Since $x_1 > \frac{1}{4y_1}$ and $x_1 < \frac{1}{\sqrt{y_1^2 + 4}}$, we find $\frac{1}{16y_1} < y_1^2 + 4$. The latter holds if and only if $y_1^2 > \sqrt{\frac{65}{16} - 2}$. This implies $y_1 > 1/10$. Note that

$$B_1 := \sup_{y_1 > 1/10} \frac{\phi(y_1)}{y_1} \frac{e^{-\frac{1}{2}(\phi(y_1)-y_1)^2}}{y_1} \leq \sup_{y_1 > 1/10} \frac{\phi(y_1)}{y_1} < \infty.$$

In the case $y_1 \leq 1/10$, the optimal solution $x_1 = \phi(y_1)$ is not feasible and the maximum is attained at $x_1 = \frac{1}{4y_1}$. In this case we obtain
\[ B_2 := \sup_{0 < y_1 \leq 1/10} \frac{1}{4} e^{-\frac{1}{2}(\frac{1}{y_1} - y_1)^2} \leq \sup_{t > 0} t^{\frac{1}{32}} e^{-\frac{t}{32}} e^{\frac{1}{2}} < \infty. \]

It follows that \( A \leq \max\{B_1, B_2\} < \infty. \)

As a consequence we obtain the following result.

**Theorem 5.13.** Let \( d\mu = x_1^\beta \, dx \), \( p \in (1, \infty) \) and \( w \in A_p(\mu) \). Then the heat semigroup given by (4.1) extends to an analytic semigroup on \( L^p(\mathbb{R}_+^d, w) \) and its generator \(-A\) has the property that \( A \) has a bounded \( H^{\infty} \)-calculus with \( \omega_H(A) = 0. \)

Note that this does not directly imply the same for \(-\Delta_{\text{Dir}}\) because it is unclear whether \( A = -\Delta_{\text{Dir}} \) in the above setting, because we do not know whether the domains coincide. Note that the approach presented in Theorem 5.7 also works for weights of the form \( w(x) := x_1^\beta v(\tilde{x}) \) with \( v \in A_p. \)

Instead of applying Theorem 5.7 in the above situation one could also apply the simpler Theorem 4.1 with \( d\mu(x) = x_1^\beta \, dx \) with \( \beta \in (0, 1) \). Indeed, then \( w_{\alpha} \in A_p(\mu) \) if and only if \(-1 < \alpha + \beta < \beta p + p - 1\). Again one can check condition (5.11) with left-hand side \( \frac{1}{x_1^\beta} |H_{\varepsilon}(x, y)| \) and for the new measure \( \mu \). Therefore, choosing \( \beta \) arbitrary close to 1, we obtain \(-\Delta_{\text{Dir}}\) has a bounded \( H^{\infty} \)-calculus on \( L^p(\mathbb{R}_+^d, w_{\gamma}) \) for \( \gamma \in (-1, 2/p - 1) \). Finally, let us remark that some work needs to be done in order to obtain Theorem 5.13 in the vector-valued setting using the above approach.

**5.5. Some comments on the case \( \gamma \in (-p - 1, -1) \)**

In Theorem 4.1, Proposition 5.4 and Theorem 5.7 we have characterized the generator of the heat semigroup from Proposition 5.1 for the case \( \gamma \in (-1, p - 1) \cup (p - 1, 2p - 1) \) as the Dirichlet Laplacian \( \Delta_{\text{Dir}} \) with domain \( D(\Delta_{\text{Dir}}) = W^{2, p}_{\text{Dir}}(\mathbb{R}_+^d, w_{\gamma}; X) \). In this subsection we will discuss the failure of this domain description for the case \( \gamma \in (-p - 1, -1) \).

Let us start with the one-dimensional case. The point where the proof of Proposition 5.4 does not work for the case \( \gamma \in (-p - 1, -1) \) is the fact that \( \mathcal{S}_{\text{odd}}(\mathbb{R}_+; X) \not\subset W^{2, p}(\mathbb{R}_+, w_{\gamma}; X) \) in that case, which is illustrated by the following example.

**Example 5.14.** Let \( p \in [1, \infty) \) and \( \gamma \in (-p - 1, -1) \). Suppose \( u \in \mathcal{S}(\mathbb{R}_+; X) \) satisfies \( u(0) = u''(0) = 0 \). Then \( u, u'' \in L^p(\mathbb{R}_+, w_{\gamma}; X) \), but

\[ u \in W^{2, p}(\mathbb{R}_+, w_{\gamma}; X) \iff u'(0) = 0. \]

**Proof.** Note that \( u, u'' \in W^{1, p}_0(\mathbb{R}_+, w_{\gamma + p}; X) \). So \( u, u'' \in L^p(\mathbb{R}_+, w_{\gamma}; X) \) by Lemma 3.2 (or Corollary 3.4). In the same way, \( u' \in L^p(\mathbb{R}_+, w_{\gamma}; X) \) if \( u'(0) = 0 \). On the other hand, \( u' \in L^p(\mathbb{R}_+, w_{\gamma}; X) \) only if \( u'(0) = 0 \) by (the proof of) Lemma 3.1 (2). \( \square \)

As a consequence of the above example,

\[ W^{2, p}(\mathbb{R}_+, w_{\gamma}; X) \subset \{ u \in L^p(\mathbb{R}_+, w_{\gamma}; X) : u'' \in L^p(\mathbb{R}_+, w_{\gamma}; X) \} \tag{5.12} \]

for \( p \in [1, \infty) \) and \( \gamma \in (-p - 1, -1) \), despite of the interpolation inequality from Lemma 3.14. Note that here \( W^{2, p}(\mathbb{R}_+, w_{\gamma}; X) = W^{2, p}_{\text{Dir}}(\mathbb{R}_+, w_{\gamma}; X) \).
A duality argument yields that the right-hand side space in (5.12) actually is the “correct” the domain for the Dirichlet Laplacian $\Delta_{\text{Dir}}$ on $L^p(\mathbb{R}_+, w^\gamma; X)$ when $\gamma \in (-p - 1, -1)$:

**Proposition 5.15.** Let $p \in (1, \infty)$ and $\gamma \in (-p - 1, -1)$. Then $\Delta_{\text{Dir}}$, defined as

$$D(\Delta_{\text{Dir}}) := \{ u \in L^p(\mathbb{R}_+, w^\gamma; X) : u'' \in L^p(\mathbb{R}_+, w^\gamma; X) \}, \quad \Delta_{\text{Dir}} u := u'',$$

is the generator of the heat semigroup on $L^p(\mathbb{R}_+, w^\gamma; X)$ given in Proposition 5.1.

**Proof.** Let $\gamma' = \frac{-\gamma}{p-1} \in (p' - 1, 2p' - 1)$ be the $p$-dual exponent of $\gamma$ and let $\Delta'_{\text{Dir}}$ be the Dirichlet Laplacian on $L^{p'}(\mathbb{R}_+, w^{\gamma'}; X^*)$:

$$D(\Delta'_{\text{Dir}}) := W^{2,p'}_{\text{Dir}}(\mathbb{R}_+, w^{\gamma'}; X^*), \quad \Delta'_{\text{Dir}} u := u''.$$

Then, viewing $L^p(\mathbb{R}_+, w^\gamma; X)$ as closed subspace of $[L^{p'}(\mathbb{R}_+, w^{\gamma'}; X^*)]^*$, we have that $\Delta_{\text{Dir}}$ coincides with the realization of $[\Delta'_{\text{Dir}}]^*$ in $L^p(\mathbb{R}_+, w^\gamma; X)$. To see this, denote the latter operator by $A$. Given $v \in D(\Delta_{\text{Dir}})$, we have, for all $u$ in the dense subspace $C^\infty_c(\mathbb{R}_+) \otimes X^*$ of $D(\Delta_{\text{Dir}}) = W^{2,p'}_{\text{Dir}}(\mathbb{R}_+, w^{\gamma'}; X^*) = W^{2,p'}_{\text{Dir}}(\mathbb{R}_+, w^\gamma; X^*)$ (see Proposition 3.8),

$$\langle \Delta'_{\text{Dir}} u, v \rangle_{L^{p'}(\mathbb{R}_+, w^{\gamma'}; X^*), L^p(\mathbb{R}_+, w^\gamma; X)} = \langle u'', v \rangle_{L^p(\mathbb{R}_+, w^\gamma; X)},$$

showing that $\Delta_{\text{Dir}} \subseteq [\Delta'_{\text{Dir}}]^*$, and hence $\Delta_{\text{Dir}} \subseteq A$. Given $v \in D(A)$, we have, for all $u \in C^\infty_c(\mathbb{R}_+) \otimes X^* \subseteq D(\Delta_{\text{Dir}})$,

$$\langle u, A v \rangle_{D(\mathbb{R}_+; X^*), D'(\mathbb{R}_+; X)} = \langle u, A v \rangle_{L^{p'}(\mathbb{R}_+, w^{\gamma'}; X^*), L^p(\mathbb{R}_+, w^\gamma; X)},$$

and thus $Av = v''$, showing that $A \subseteq \Delta_{\text{Dir}}$. Since the heat semigroup on $L^p(\mathbb{R}_+, w^\gamma; X)$ from Proposition 5.1 is the restriction to $L^p(\mathbb{R}_+, w^\gamma; X)$ of the strongly continuous adjoint (in the sense of [81, page 6]) of the heat semigroup on $L^{p'}(\mathbb{R}_+, w^{\gamma'}; X^*)$ from Proposition 5.1, the required result follows Proposition 5.4 and [81, Theorem 1.3.3].

Let us next turn to the $d$-dimensional case.
Proposition 5.16. Let $X$ be a UMD space, $p \in (1, \infty)$ and $\gamma \in (-p - 1, -1)$. Then $\Delta_{\text{Dir}}$, defined as

$$D(\Delta_{\text{Dir}}) := \{ u \in L^p(\mathbb{R}_+^d, w_\gamma^\rho; X) : \Delta u \in L^p(\mathbb{R}_+^d, w_\gamma^\rho; X) \}, \quad \Delta_{\text{Dir}} u := \Delta u,$$

is the generator of the heat semigroup on $L^p(\mathbb{R}_+^d, w_\gamma^\rho; X)$ given in Proposition 5.1. Moreover,

$$D(\Delta_{\text{Dir}}) = \left\{ u \in L^p(\mathbb{R}_+^d, w_\gamma^\rho; W^{2,p}(\mathbb{R}_+^{d-1}; X)) : \partial_t^2 u \in L^p(\mathbb{R}_+^d, w_\gamma^\rho; X) \right\},$$

with an equivalence of norms only depending on $X$, $p$, $d$, $\gamma$.

Proof. The first statement can be proved in the same way as Proposition 5.15, using Theorem 5.7 (1) instead of Proposition 5.4. The second statement can be proved using the operator sum method as in Theorem 5.7, using Proposition 5.15 instead of Proposition 5.4. \(\square\)

6. $\Delta_{\text{Dir}}$ on bounded domains

In this section we will use standard localization arguments to obtain versions of Theorems 4.1 and 5.7 for bounded $C^2$-domains $\mathcal{O} \subseteq \mathbb{R}^d$. In particular it will be shown that the Dirichlet Laplacian $\Delta_{\text{Dir}}$ on $L^p(\mathcal{O}, w_\gamma^\rho)$ with domain $W^{2,p}_{\text{Dir}}(\mathcal{O}, w_\gamma^\rho)$ is a closed and densely defined linear operator for which $-\Delta_{\text{Dir}}$ has a bounded $H^\infty$-calculus of angle zero. Moreover, $(e^{t \Delta_{\text{Dir}}})_{t \in \mathbb{C}^+}$ is an exponentially stable analytic $C_0$-semigroup.

6.1. Main results

Let the Dirichlet Laplacian $\Delta_{\text{Dir}}$ on $L^p(\mathcal{O}, w_\gamma^\rho; X)$ be defined by

$$D(\Delta_{\text{Dir}}) := W^{2,p}_{\text{Dir}}(\mathcal{O}, w_\gamma^\rho; X), \quad \Delta_{\text{Dir}} u := \Delta u.$$

Here, $w_\gamma^\rho(x) = \text{dist}(x, \partial \mathcal{O})^\gamma$.

The main result of this section is the following version of Theorems 4.1 and 5.7 for bounded $C^2$-domains.

Theorem 6.1. Let $\mathcal{O}$ be a bounded $C^2$-domain, $X$ a UMD space, $p \in (1, \infty)$ and $\gamma \in (-1, 2p - 1) \setminus \{p - 1\}$. Then

1. $\Delta_{\text{Dir}}$ is the generator of an analytic $C_0$-semigroup on $L^p(\mathcal{O}, w_\gamma^\rho; X)$.
2. $\Delta_{\text{Dir}}$ is a closed and densely defined linear operator on $L^p(\mathcal{O}, w_\gamma^\rho; X)$ with

$$D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\mathcal{O}, w_\gamma^\rho; X)$$

with an equivalence of norms only depending on $X$, $p$, $d$, $\gamma$ and $\mathcal{O}$.
3. For every $\varphi > 0$ there exists a $\tilde{\lambda} \in \mathbb{R}$ such that for all $\lambda \geq \tilde{\lambda}$ the operator $\lambda - \Delta_{\text{Dir}}$ has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(\lambda - \Delta_{\text{Dir}}) \leq \varphi$. 


In the scalar case Theorem 6.1 implies the following result where we obtain additional information on the value of $\tilde{\lambda}$.

**Corollary 6.2.** Let $\Omega$ be a bounded $C^2$-domain, $p \in (1, \infty)$ and $\gamma \in (-1, 2p - 1) \setminus \{p - 1\}$. Then the following assertions hold:

1. $\sigma(-\Delta_{\text{Dir}}) = \{\lambda_i : i \in \mathbb{N}_0\} \subseteq (0, \infty)$, is not dependent on $p \in (1, \infty)$ and $\gamma \in (-1, 2p - 1) \setminus \{p - 1\}$.
2. For all $\lambda > -\min\{\lambda_i : i \in \mathbb{N}_0\}$, $\lambda - \Delta_{\text{Dir}}$ has a bounded $H^\infty$-calculus of angle zero.
3. $\Delta_{\text{Dir}}$ is a closed and densely defined operator on $L^p(\mathbb{R}^d, w_\gamma^\Omega)$ for which there is an equivalence of norms in $D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\Omega, w_\gamma^\Omega)$ and $\Delta_{\text{Dir}}$ generates an exponentially stable analytic $C_0$-semigroup on $L^p(\Omega, w_\gamma^\Omega)$. 
4. For every $\lambda \geq 0$ and $f \in L^p(\Omega, w_\gamma^\Omega)$ there exists a unique $u \in W^{2,p}_{\text{Dir}}(\Omega, w_\gamma^\Omega)$ such that $\lambda u - \Delta_{\text{Dir}} u = f$, and there exists a constant $C_{p,\gamma,\Omega}$ such that 
\[
\sum_{|\alpha| \leq 2} (\lambda + 1)^{-\frac{1}{2}}|\alpha| \|D^\alpha u\|_{L^p(\Omega, w_\gamma^\Omega)} \leq C_{p,\gamma,\Omega} \|f\|_{L^p(\Omega, w_\gamma^\Omega)}.
\]

**Proof.** (3): All assertions follow from Theorem 6.1 except the exponential stability. The latter will follow from (2).

(2): Fix $\phi > 0$. Then, by Theorem 6.1, for $\lambda > 0$ large enough, $\lambda - \Delta$ has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(\lambda - \Delta) \leq \phi$. Next we will show that this holds for small values of $\lambda$ as well. For this we first prove (1). Note that 
\[
D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\Omega, w_\gamma^\Omega) \hookrightarrow W^{1,p}(\Omega, w_\gamma^\Omega) \hookrightarrow L^p(\Omega, w_\gamma^\Omega),
\]
where the compactness follows from [69, Theorem 8.8]. We obtain that $(\lambda - \Delta_{\text{Dir}})^{-1}$ is compact for $\lambda \in \rho(\Delta_{\text{Dir}})$. By Riesz’ theory of compact operators (see [75, Chapter 4]), we obtain that $(\lambda - \Delta_{\text{Dir}})^{-1}$ has a discrete countable spectrum $\{\mu_i : i \geq 0\}$ and for every $\mu_i \neq 0$, $\mu_i$ is an eigenvalue of $(\lambda - \Delta_{\text{Dir}})^{-1}$. Moreover, 0 is in the spectrum of $(\lambda - \Delta_{\text{Dir}})^{-1}$ and is the only accumulation point of the spectrum. We find that $\sigma(-\Delta_{\text{Dir}}) = \{\mu_i^{-1} - \lambda : i \geq 0 \text{ with } \mu_i \neq 0\}$. In the case $p = 2$ and $\gamma = 0$, it is standard that the spectrum has the required form as stated in (1) (see e.g. [30, Theorem 6.5.1]). Now arguing as in [19, Corollary 1.6.2] one sees that the spectrum is independent of $\gamma \in (-1, 2p - 1) \setminus \{p - 1\}$ and $p \in (1, \infty)$.

Set $\delta_\Omega := \min\{\lambda_i : i \in \mathbb{N}_0\}$. By the analyticity of $z \mapsto (z - \Delta)^{-1}$ for $\mathbb{C} \setminus (-\infty, -\delta_\Omega]$ and the sectoriality of $\mu - \Delta$ with angle $\leq \phi$, it follows that for any $\lambda > -\delta_\Omega$ and any $\phi' > \phi$, the operator $\lambda - \Delta$ is sectorial of angle $\leq \phi'$. Therefore, Remark 2.5 implies that for any $\lambda > -\delta_\Omega$, $\lambda - \Delta$ has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(\lambda - \Delta) \leq \phi'$. Finally, since $\phi$ is arbitrary (2) follows.

(4): By the sectoriality of $-\frac{1}{2}\delta_\Omega - \Delta_{\text{Dir}}$, we have 
\[
(\lambda + \frac{1}{2}\delta_\Omega)\|u\|_{L^p(\Omega, w_\gamma^\Omega)} \leq C\|f\|_{L^p(\Omega, w_\gamma^\Omega)}
\]
for all $\lambda \geq 0$. On the other hand,
\[ \| \Delta_{\text{Dir}} u \|_{L^p(\mathcal{O}, w^{\mathcal{O}})} \leq (C + 1) \| f \|_{L^p(\mathcal{O}, w^{\mathcal{O}})}. \]

Therefore, since \( D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\mathcal{O}, w^{\mathcal{O}}) \) and \( \Delta_{\text{Dir}} \) is invertible we can deduce

\[ \| u \|_{W^{2,p}_{\text{Dir}}(\mathcal{O}, w^{\mathcal{O}})} \lesssim \| f \|_{L^p(\mathcal{O}, w^{\mathcal{O}})}. \]

Finally, the estimates for the first order terms follow from Lemma 6.10 below. \( \square \)

Corollary 6.2 has the following consequences similar to Corollaries 4.4 and 5.10. This time we can allow \( \lambda = 0 \) since the semigroup is exponentially stable. A similar maximal regularity consequence can be deduced from Theorem 6.1 in the \( X \)-valued case, but this time with additional conditions on \( \lambda \).

**Corollary 6.3** (Heat equation). Let \( p, q \in (1, \infty), v \in A_q(\mathbb{R}) \) and let \( \gamma \in (-1, 2p-1) \setminus \{p-1\} \). Let \( J \in [\mathbb{R}_+, \mathbb{R}] \). Then for all \( \lambda \geq 0 \) and \( f \in L^q(J, v; L^p(\mathcal{O}, w^{\mathcal{O}})) \) there exists a unique \( u \in W^{1,q}(J, v; L^p(\mathcal{O}, w^{\mathcal{O}})) \) such that \( u' + (\lambda - \Delta_{\text{Dir}})u = f \), \( u(0) = 0 \) in the case \( J = \mathbb{R}_+ \). Moreover, the following estimates hold

\[ \| u \|_{W^{1,q}(J, v; L^p(\mathcal{O}, w^{\mathcal{O}}))} + \| u \|_{L^q(J, v; W^{2,p}_{\text{Dir}}(\mathcal{O}, w^{\mathcal{O}}))} \lesssim_{p,q,v,\gamma,d,X} f \|_{L^q(J, v; L^p(\mathcal{O}, w^{\mathcal{O}}))}, \]

and

\[ \sum_{|\alpha| \leq 1} (\lambda + 1)^{1-\frac{1}{2}|\alpha|} \| D^\alpha u \|_{L^q(J, v; L^p(\mathcal{O}, w^{\mathcal{O}}))} \lesssim_{p,q,v,\gamma,d,X} f \|_{L^q(J, v; L^p(\mathcal{O}, w^{\mathcal{O}}))}. \]

**Remark 6.4.** Maximal regularity results have been obtained in [43, Theorem 2.10], [42] and [41, Theorem 3.13] for the case \( \gamma \in (p-1, 2p-1) \), for very general elliptic operators \( A \) with time-dependent coefficient on bounded \( C^1 \)-domains. The range \( \gamma \in (-1, 2p-1) \) has been considered in [44, Theorem 5.1] under different conditions on the domain. The boundedness of the \( H^\infty \)-calculus in the weighted case seems to be new for all \( \gamma \in (-1, 2p-1) \).

6.2. The adjoint operator [\( \Delta_{\text{Dir}} \)]*

Recall that every UMD space is reflexive. Let \( X \) be a reflexive Banach space, \( p \in (1, \infty) \) and \( \gamma \in \mathbb{R} \). Then \( L^p(\mathcal{O}, w^{\mathcal{O}}; X) \) is a reflexive Banach space with \( [L^p(\mathcal{O}, w^{\mathcal{O}}; X)]^* = L^{p'}(\mathcal{O}, w_W^{\mathcal{O}}; X^*) \) (see [37, Corollary 1.3.22]). Here \( p' = \frac{\gamma p}{\gamma + p-1} \) and we use the unweighted pairing

\[ \langle f, g \rangle = \int_\mathcal{O} \langle f(x), g(x) \rangle \, dx. \]

**Proposition 6.5.** Let \( X \) be a UMD space, \( p \in (1, \infty) \) and \( \gamma \in (-1, p-1) \). Let \( \Delta_{\text{Dir}} \) be the Dirichlet Laplacian on \( L^p(\mathcal{O}, w^{\mathcal{O}}; X) \) and let \( \Delta_{\text{Dir}}' \) be the Dirichlet Laplacian on \( L^{p'}(\mathcal{O}, w_W^{\mathcal{O}}; X^*) \). Then \([\Delta_{\text{Dir}}]^* = \Delta_{\text{Dir}}'\).
Proof. Integration by parts yields that
\[
\langle \Delta'_{\text{Dir}} u, v \rangle_{L^p(\Omega, w^r_{\gamma} ; X^*), L^p(\Omega, w^r_{\gamma}; X)} = \langle u, \Delta v \rangle_{L^p(\Omega, w^r_{\gamma} ; X^*), L^p(\Omega, w^r_{\gamma}; X)}
\]
for all \( u \in D(\Delta'_{\text{Dir}}) \) and \( v \in D(\Delta_{\text{Dir}}) \), showing that \( \Delta_{\text{Dir}} \subseteq [\Delta'_{\text{Dir}}]^* \) and \( [\Delta'_{\text{Dir}}] \subseteq [\Delta_{\text{Dir}}]^* \). The first inclusion gives \( \Delta_{\text{Dir}} = [\Delta_{\text{Dir}}]^* = [\Delta'_{\text{Dir}}]^* \). Hence, \([\Delta_{\text{Dir}}]^* u = \Delta u \).

Proposition 6.6. Let \( X \) be a UMD space, \( p \in (1, \infty) \) and \( \gamma \in (p-1, 2p-1) \). Let \( \Delta_{\text{Dir}} \) be the Dirichlet Laplacian on \( L^p(\partial, w^0_{\gamma}; X) \). Then
\[
D([\Delta_{\text{Dir}}]^*) = \left\{ u \in L^p(\partial, w^0_{\gamma}; X^*) : \Delta u \in L^p(\partial, w^0_{\gamma}; X^*) \right\}, \quad [\Delta_{\text{Dir}}]^* u = \Delta u.
\]

Proof. This can be shown in the same way as in the proof of Proposition 5.15. \( \Box \)

Note that in general the above domain is larger than \( W^{2,p}(\mathbb{R}^+, w_{\gamma}; X^*) \) (see (5.12)).

6.3. Intermezzo: identification of \( D((-\Delta_{\text{Dir}})^{k/2}) \)

In order to transfer the results of the previous sections to smooth domains (and in particular to prove Theorem 6.1) we will use standard arguments. However, in order to use perturbation arguments we need to identify several fractional domain spaces and interpolation spaces. In principle this topic is covered by the literature as well. However, the weighted setting is not available for the class of weights we consider here and requires additional arguments.

We start with a simple interpolation result for general \( A_p \)-weights. In the next result we extend the definition of (3.1) to all \( k \in \mathbb{N}_0 \) in the following way
\[
W^{k,p}_{(\Delta, \text{Dir})}(\mathbb{R}^d_+, w; X) = \left\{ u \in W^{k,p}(\mathbb{R}^d_+, w; X) : \text{Tr}(\Delta^j u) = 0 \forall j < k/2 \right\}.
\]

Proposition 6.7. Let \( X \) be a UMD space. Let \( p \in (1, \infty) \) and let \( w \in A_p \) be even. Then for any \( k \in \mathbb{N}_1 \) and \( j \in \{0, \ldots, k\} \) the following holds:
\[
[L^p(\mathbb{R}^d_+, w; X), W^{k,p}_{(\Delta, \text{Dir})}(\mathbb{R}^d_+, w; X)] = W^{j,p}_{(\Delta, \text{Dir})}(\mathbb{R}^d_+, w; X).
\]
In particular, for any \( k \in \mathbb{N}_0 \), \( D((-\Delta_{\text{Dir}})^{k/2}) = W^{k,p}_{(\Delta, \text{Dir})}(\mathbb{R}^d_+, w; X) \).

Proof. To identify the complex interpolation spaces recall from Lemma 4.2 that \( E_{\text{odd}} : W^{k,p}_{(\Delta, \text{Dir})}(\mathbb{R}^d_+, w; X) \to W^{k,p}_{\text{odd}}(\mathbb{R}^d, w; X) \) is an isomorphism for \( k \in \{0, 1, 2\} \). Moreover, from (4.3) we see that \( \Delta_{\text{Dir}} \) commutes with \( E_{\text{odd}} \). Therefore, the above isomorphism extends to all \( k \in \mathbb{N}_0 \).

Therefore, by a standard retraction-coretraction argument (see [79, Theorem 1.2.4] and see [58, Lemma 5.3] for explicit estimates), it is sufficient to prove
\[
[L^p_{\text{odd}}(\mathbb{R}^d, w; X), W^{k,p}_{\text{odd}}(\mathbb{R}^d, w; X)] = W^{j,p}_{\text{odd}}(\mathbb{R}^d, w; X).
\]
Define \( R : W^{m,p}(\mathbb{R}^d, w; X) \to W^{m,p}_{\text{odd}}(\mathbb{R}^d, w; X) \) by \( Rf(x) = (f(x_1, \tilde{x}) - f(-x_1, \tilde{x}))/2 \) and let \( S : W^{m,p}_{\text{odd}}(\mathbb{R}^d, w; X) \to W^{m,p}(\mathbb{R}^d, w; X) \) denote the injection. By the symmetry of \( w \), \( R \) is bounded. Moreover, \( RS \) equals the identity operator, and since by Proposition 2.8 and Theorem 3.18 we have \([L^p(\mathbb{R}^d, w; X), W^{k, p}(\mathbb{R}^d, w; X)]_{\ell} = W^{j, p}(\mathbb{R}^d, w; X)\), the required identity follows from the retraction-coretraction argument again.

The final assertion is clear for even \( k \). For odd \( k = 2\ell + 1 \) with \( \ell \in \mathbb{N}_0 \) by Proposition 2.3, Theorem 4.1 and the result in the even case we can write

\[
D((-\Delta_{\text{Dir}})^{k/2}) = [L^p(\mathbb{R}^d_+, w; X), D((-\Delta_{\text{Dir}})^{\ell})]^{\ell}_{\mathcal{F}} = [L^p(\mathbb{R}^d_+, w; X), W^{2\ell, p}(\mathbb{R}^d_+, w; X)]^{\ell}_{\mathcal{F}} = W^{k, p}(\mathbb{R}^d_+, w; X). \quad \square
\]

We can now prove the two main results of this section.

**Theorem 6.8.** Let \( X \) be a UMD space. Let \( p \in (1, \infty) \) and \( \gamma \in (p - 1, 2p - 1) \). Then

\[
D((-\Delta_{\text{Dir}})^{1/2}) = [L^p(\mathbb{R}^d_+, w; X), D(\Delta_{\text{Dir}})]_2 = W^{1, p}(\mathbb{R}^d_+, w; X).
\]

\[
D((-\Delta_{\text{Dir}})^{3/2}) = [L^p(\mathbb{R}^d_+, w; X), D(\Delta_{\text{Dir}}^2)]_4 = [u \in W^{3, p}(\mathbb{R}^d_+, w; X) : \text{Tr}(u) = 0].
\]

**Proof.** By Theorem 4.1 \(-\Delta_{\text{Dir}}\) has bounded imaginary powers. Therefore, by Proposition 2.3

\[
D((-\Delta_{\text{Dir}})^{j/k}) = [L^p(\mathbb{R}^d_+, w; X), D(\Delta_{\text{Dir}}^k)]_\frac{j}{k}
\]

for all integers \( 0 \leq j \leq k \). It remains to identify the complex interpolation spaces. For \( d = 1 \) we can use Proposition 3.16 and the fact that \( W^{2, p}(\mathbb{R}^d_+, w; X) = D(\Delta_{\text{Dir}}) \), and \( W^{1, p}(\mathbb{R}^d_+, w; X) = W^{1, p}(\mathbb{R}^d_+, w; X) \) for \( \gamma > p - 1 \). For \( d \geq 2 \) we can use the \( d = 1 \) case and standard results about \( \Delta_{d-1} \) combined with [29, Lemma 9.5] to obtain

\[
D((-\Delta_{\text{Dir}})^{1/2}) = D((2 - \Delta_{\text{Dir}})^{1/2}) = D((1 - \Delta_{\text{Dir}}^{d-1})^{1/2}) \cap D((1 - \Delta_{d-1})^{1/2})
= W^{1, p}(\mathbb{R}^d_+, \gamma; L^p(\mathbb{R}^d_{d-1}; X)) \cap L^p(\mathbb{R}^d_+, w; X) \setminus W^{1, p}(\mathbb{R}^d_{d-1}; X))
= W^{1, p}(\mathbb{R}^d_+, w; X).
\]

To identify \( D((-\Delta_{\text{Dir}})^{3/2}) \) in the case \( \gamma > p - 1 \) we first consider \( d = 1 \). By Theorem 5.7 and the previous case one has

\[
D((-\Delta_{\text{Dir}})^{3/2}) = \{ u \in D(\Delta_{\text{Dir}}) : \Delta_{\text{Dir}} u \in D((-\Delta_{\text{Dir}})^{1/2}) \}
= \{ u \in W^{2, p}_{\text{Dir}}(\mathbb{R}^d_+, w; X) : \text{Tr}(u) = 0, u'' \in W^{1, p}(\mathbb{R}^d_+, w; X) \}
= \{ u \in W^{3, p}(\mathbb{R}^d_+, w; X) : \text{Tr}(u) = 0 \}.
\]

If \( d \geq 2 \), then

\[
D((-\Delta_{\text{Dir}})^{3/2}) = D((1 - \Delta_{\text{Dir}})^{3/2})
= \{ u \in L^p(\mathbb{R}^d_+, w; X) : (1 - \Delta_{\text{Dir}}) u \in D((2 - \Delta_{\text{Dir}})^{1/2}) \}, \text{Tr}(u) = 0 \}
= \{ u \in W^{2, p}_{\text{Dir}}(\mathbb{R}^d_+, w; X) : (1 - \Delta_{\text{Dir}}) u \in W^{1, p}(\mathbb{R}^d_+, \gamma; X) \}.
\]
Observe that

$$W^{1,p}(\mathbb{R}^d_+, w; X) = W^{1,p}(\mathbb{R}^d_+, w; L^p(\mathbb{R}^{d-1}; X)) \cap L^p(\mathbb{R}^d_+, w; W^{1,p}(\mathbb{R}^{d-1}; X)).$$

Thus by the \(d = 1\) case, the boundedness of \(\Delta_{\text{Dir},1}(1 - \Delta_{\text{Dir}})^{-1}\) and \(\Delta_{d-1}(1 - \Delta_{\text{Dir}})^{-1}\) (see Corollary 5.8), we obtain that for \(u \in W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w; X)\), we have \((1 - \Delta_{\text{Dir}})u \in W^{1,p}(\mathbb{R}^d_+, w; X)\) if and only if

$$u \in W^{3,p}(\mathbb{R}^d_+, w; L^p(\mathbb{R}^{d-1}; X)) \cap W^{2,p}(\mathbb{R}^d_+, w; W^{1,p}(\mathbb{R}^{d-1}; X)) \cap L^p(\mathbb{R}^d_+, w; W^{3,p}(\mathbb{R}^{d-1}; X)) \cap W^{1,p}(\mathbb{R}^d_+, w; W^{2,p}(\mathbb{R}^{d-1}; X))$$

$$= W^{3,p}(\mathbb{R}^d_+, w; X),$$

with the required norm estimate. Therefore, the required identity for \(D((-\Delta_{\text{Dir}})^{3/2})\) follows. \(\square\)

6.4. Localization: the proof of Theorem 6.1

As a first step in the localization we prove the following result for \(\Delta_{\text{Dir}}\) on small deformations of half-spaces.

**Lemma 6.9.** Let \(X\) be a UMD space. Let \(p \in (1, \infty)\) and \(\gamma \in (-1, 2p - 1) \setminus \{p - 1\}\). For all \(\varphi > 0\) there exists an \(\varepsilon > 0\) and \(\lambda > 0\) such that if \(\mathcal{O}\) is a special \(C^2\)-domain with \(|\mathcal{O}|_{C^1} < \varepsilon\) (see (2.1) and (2.2)), then the following assertions hold for \(\Delta_{\text{Dir}}\) on \(L^p(\mathcal{O}, w_{\mathcal{O}}; X)\):

1. \(\lambda - \Delta_{\text{Dir}}\) has a bounded \(H^\infty\)-calculus with \(\omega_{\mathcal{O}}(\lambda - \Delta_{\text{Dir}}) \leq \varphi\).
2. \(\Delta_{\text{Dir}}\) is a closed and densely defined operator on \(L^p(\mathcal{O}^c, w_{\mathcal{O}}; X)\) for which there is an equivalence of norms in \(D(\Delta_{\text{Dir}}) = W^{2,p}_{\text{Dir}}(\mathcal{O}, w_{\mathcal{O}}; X)\).

**Proof.** Let \(\mathcal{O}\) be a special \(C^2\)-domain with \(|\mathcal{O}|_{C^1} < \varepsilon\). Then we can choose \(h \in C^2_c(\mathbb{R}^{d-1})\) as in (2.3) with \(\|h\|_{C^2_c(\mathbb{R}^{d-1})} \leq \varepsilon\).

Let \(\Phi\) be as in (2.4). Let \(\Delta_{\Phi} : W^{2,1}_{\text{loc}}(\mathbb{R}^d_+; X) \to L^2_{\text{loc}}(\mathbb{R}^d_+; X)\) be defined by

$$\Delta_{\Phi} = \Phi_{\ast} \Delta(\Phi^{-1})_{\ast},$$

where \(\Phi\) is as below (2.3). Let \(\Delta_{\Phi_{\ast}}\) denote the restriction of \(\Delta_{\Phi}\) to \(D(\Delta_{\Phi_{\ast}}) = W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w_{\gamma}; X)\). By the above transformations, it suffices to prove the result for \(\Delta_{\Phi}\) on \(L^p(\mathbb{R}^d_+, w_{\gamma}; X)\). For this we use the perturbation theorem [20, Theorem 3.2].

Without loss of generality we can take \(\varepsilon \in (0, 1)\). A simple calculation shows that

$$\Delta_{\Phi} = \Delta + |\nabla h|_1^2 \partial_1 - 2 \partial_1 (\nabla h \cdot \nabla_{d-1}) - (\Delta h) \partial_1,$$

(6.1)

We first apply perturbation theory to obtain a bounded \(H^\infty\)-calculus for \(\Delta_{\text{Dir}} + A\). By the assumption we have
\[ \| Au \|_{L^p(\mathbb{R}^d_+, w_{\gamma}^\alpha; X)} \leq C \varepsilon \| u \|_{W^{2,p}(\mathbb{R}^d_+, w_{\gamma}^\alpha; X)} \leq C' \varepsilon \| (1 - \Delta) u \|_{L^p(\mathbb{R}^d_+, w_{\gamma}^\alpha; X)}, \]

where in the last step we used Corollary 5.8. This proves one of the required conditions for the perturbation theorem. In particular, this part is enough to obtain that for any \( \varphi > 0 \) and for \( \varepsilon \) small enough \( D(\Delta_{\text{Dir}} + A) = D(\Delta_{\text{Dir}}) \) and \( 1 - \Delta_{\text{Dir}} - A \) is sectorial of angle \( \leq \varphi \) (see [60, Proposition 2.4.2]).

In order to apply [20, Theorem 3.2] it remains to show \( AD((1 - \Delta_{\text{Dir}})^{1+\alpha}) \subseteq D((1 - \Delta_{\text{Dir}})^\alpha) \) and

\[ \| (1 - \Delta_{\text{Dir}})^\alpha A u \| \leq C \| (1 - \Delta_{\text{Dir}})^{1+\alpha} u \|, \quad u \in D((1 - \Delta_{\text{Dir}})^{1+\alpha}), \] (6.2)

for some \( \alpha \in (0, 1) \). We will check this for \( \alpha = 1/2 \). For any \( u \in W^{3,p}_{\text{Dir}}(\mathbb{R}^d_+, w_{\gamma}^\alpha; X) \) we have

\[ \| Au \|_{W^{1,p}(\mathbb{R}^d_+, w_{\gamma}^\alpha; X)} \leq C \| h \|_{C^2_b} \| u \|_{W^{3,p}(\mathbb{R}^d_+, w_{\gamma}^\alpha; X)}. \]

Therefore, by Proposition 6.7 and Theorem 6.8, condition (6.2) follows. Here we used the standard fact \( D((-\Delta_{\text{Dir}})^\alpha) = D((1 - \Delta_{\text{Dir}})^\alpha) \), which is true for any sectorial operator and \( \alpha > 0 \). We can conclude that for \( \varepsilon \in (0, 1) \) small enough, \( 1 - \Delta_{\text{Dir}} - A \) has a bounded \( H^\infty \)-calculus of angle \( \leq \varphi \).

To obtain the same result for \( \lambda - \Delta_{\Phi} \) for \( \lambda > 0 \) large enough it remains to apply a lower order perturbation result (see [51, Proposition 13.1]). For this observe

\[ \| Bu \|_{L^p(\mathbb{R}^d_+, w_{\gamma}^\alpha; X)} \leq \| h \|_{C^2_b} \| u \|_{W^{1,p}(\mathbb{R}^d_+, w_{\gamma}^\alpha; X)}, \quad u \in W^{1,p}_{\text{Dir}}(\mathbb{R}^d_+, w_{\gamma}^\alpha; X). \]

The required estimate follows since by Proposition 6.7 and Theorem 6.8,

\[ W^{1,p}_{\text{Dir}}(\mathbb{R}^d_+, w_{\gamma}^\alpha; X) = [L^p(\mathbb{R}^d_+, w_{\gamma}^\alpha; X), W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w_{\gamma}^\alpha; X)]_{1/2} \]
\[ = [L^p(\mathbb{R}^d_+, w_{\gamma}^\alpha; X), D(1 - \Delta_{\text{Dir}} - A)]_{1/2} = D((1 - \Delta_{\text{Dir}} - A)^{1/2}), \]

where in the last step we applied Proposition 2.3.

The two perturbation arguments give \( \lambda > 0 \) such that \( \lambda - \Delta_{\Phi} \) has a bounded \( H^\infty \)-calculus with \( \omega_{H^\infty}(\lambda - \Delta_{\Phi}^\alpha) \leq \phi \). Moreover, there is an equivalence of norms in \( D(\Delta_{\text{Dir}}^\alpha) = D(\Delta_{\text{Dir}}) = W^{2,p}(\mathbb{R}^d_+, w_{\gamma}; X) \). The desired results follow. \( \square \)

The following lemma follows from Proposition 6.7 and Theorem 6.8 under a change of coordinates according to the \( C^2 \)-diffeomorphism \( \Phi \) from (2.4) and a standard retraction-coretraction argument using (2.5).

**Lemma 6.10.** Let \( X \) be a UMD space. Let \( \mathcal{O} \) be a bounded \( C^2 \)-domain or a special \( C^2 \)-domain, \( p \in (1, \infty) \) and \( \gamma \in (-1, 2p - 1) \setminus \{p - 1\} \). Then

\[ [L^p(\mathcal{O}, w_{\gamma}^\alpha; X), W^{2,p}_{\text{Dir}}(\mathcal{O}, w_{\gamma}^\alpha; X)]_{1/2} = W^{1,p}_{\text{Dir}}(\mathcal{O}, w_{\gamma}^\alpha; X). \]
The next step in the proof of the above theorem is a localization argument. This localization argument is a modification of the one in [20, Section 8] combined with the one in [48, Ch. 8, Sections 4 & 5] and results in the next lemma. On an abstract level the localization argument takes the following form.

**Lemma 6.11.** Let $A$ be a linear operator on a Banach space $X$, $\tilde{A}$ a densely defined closed linear operator on a Banach space $Y$ such that $\tilde{A}$ has a bounded $H^\infty$-calculus. Assume there exists bounded linear mapping $\mathcal{P}: Y \to X$ and $\mathcal{I}: X \to Y$ such that the following conditions hold:

1. $\mathcal{P}\mathcal{I} = I$.
2. $\mathcal{I}D(A) \subseteq D(\tilde{A})$ and $\mathcal{P}D(\tilde{A}) \subseteq D(A)$.
3. $\tilde{B} := (\mathcal{I}A - \tilde{A}\mathcal{I})\mathcal{P}: D(\tilde{A}) \to Y$ and $\tilde{C} := \mathcal{I}(A\mathcal{P} - \tilde{A}\mathcal{P}) : D(\tilde{A}) \to Y$ both extend to bounded linear operators $[Y, D(\tilde{A})]_\theta \to Y$ for some $\theta \in (0, 1)$.

Then $A$ is a closed and densely defined operator and for every $\phi > \omega_{H^\infty}(\tilde{A})$ there exists $\mu > 0$ such that $A + \mu$ has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(A + \mu) \leq \phi$.

**Proof.** Let $\phi > \omega_{H^\infty}(\tilde{A})$. By a lower order perturbation result (see [51, Proposition 13.1]), there exist $\tilde{\mu} > 0$ such that $\tilde{A} + \tilde{B} + \tilde{\mu}$ has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(\tilde{A} + \tilde{B} + \tilde{\mu}) \leq \phi$. From the definition of $\tilde{B}$ one sees

$$\mathcal{I}A = (\tilde{A} + \tilde{B})\mathcal{I} \quad \text{on } D(A).$$

Since $\tilde{A} + \tilde{B}$ is closed, the injectivity of $\mathcal{I}$ implies that $A$ is closed. Since $\mathcal{P}$ is surjective, we have

$$X = \mathcal{P}Y = \mathcal{P}D(\tilde{A}) \subseteq \mathcal{P}D(\tilde{A}) \subseteq D(A)$$

Therefore, $A$ is densely defined. Now we will transfer the functional calculus properties of $\tilde{A} + \tilde{B}$ to $A$. For this we claim that for $\mu$ large enough and $\lambda \in \mathbb{C} \setminus \Sigma_\phi$ we have $\lambda \in \rho(A + \mu)$ and

$$R(\lambda, A + \mu) = \mathcal{P}R(\lambda, \tilde{A} + \tilde{B} + \tilde{\mu})\mathcal{I}.$$ 

This clearly yields that $A + \mu$ has a bounded $H^\infty$-calculus of angle $\leq \phi$.

In order to prove the claim we first show that given $\lambda \in \rho(\tilde{A} + \tilde{B})$, for $u \in D(A)$ and $f \in X$ it holds that

$$(\lambda - A)u = f \implies u = \mathcal{P}R(\lambda, \tilde{A} + \tilde{B})\mathcal{I}f. \quad (6.3)$$

Indeed, if $(\lambda - A)u = f$, then since $\mathcal{I}(\lambda - A) = (\lambda - \tilde{A} - \tilde{B})\mathcal{I}$ on $D(A)$, we obtain $(\lambda - \tilde{A} - \tilde{B})\mathcal{I}u = \mathcal{I}f$ and hence the required identity for $u$ follows. We next prove that if $\mathcal{P}R(\lambda, \tilde{A} + \tilde{B})\mathcal{I}: X \to D(A)$ is injective, then (6.3) becomes an equivalence, and in this case $\lambda \in \rho(A)$ and

$$R(\lambda, A) = \mathcal{P}R(\lambda, \tilde{A} + \tilde{B})\mathcal{I} \quad (6.4)$$
To prove the implication $\iff$, define $u = PR(\lambda, \tilde{A} + \tilde{B})I f$ and $g = (\lambda - A)u$. Then by the implication $\implies$ we find $u = PR(\lambda, \tilde{A} + \tilde{B})I g$ and thus by injectivity $f = g$ as required and additionally (6.4) holds.

Next we prove that there exists $\mu \geq \tilde{\mu} > 0$ with the property that for all $\lambda \in \mathbb{C} \setminus \Sigma_\phi$, $PR(\lambda, \tilde{A} + \tilde{B} + \mu)I$ is injective. Let $f \in X$ be such that $P\tilde{u} := PR(\lambda, \tilde{A} + \tilde{B} + \mu)I f = 0$. Observing that $\tilde{B} = BICP$, we get $\tilde{B}\tilde{u} = 0$. So $(\tilde{A} + \mu - \lambda)\tilde{u} = I f - \tilde{B}\tilde{u} = I f$, or equivalently, $\tilde{u} = R(\lambda, \tilde{A} + \mu)I f$. It follows that

$$0 = I(A + \mu - \lambda)P\tilde{u} = (I P(\tilde{A} + \mu - \lambda) + \tilde{C})R(\lambda, \tilde{A} + \mu)I f$$

$$= I f + \tilde{C}R(\lambda, \tilde{A} + \mu)I f.$$

Estimating

$$||\tilde{C}R(\lambda, \tilde{A} + \mu)I f||_{Y} \lesssim ||R(\lambda, \tilde{A} + \mu)I f||_{[Y,D(\tilde{A})]}$$

$$\leq ||R(\lambda, \tilde{A} + \mu)I f||_{Y}^{\theta} ||R(\lambda, \tilde{A} + \mu)I f||_{D(\tilde{A})}^{\theta}$$

$$\lesssim |\lambda - \mu|^\theta ||I f||_{Y} \lesssim |\mu|^\theta ||I f||_{Y},$$

we see that $\tilde{C}R(\lambda, \tilde{A} + \mu)I$ is a contraction from $X$ to $Y$ when $\mu$ is sufficiently large, in which case $I f = -\tilde{C}R(\lambda, \tilde{A} + \mu)I f$ implies that $I f = 0$ and hence $f = 0$. This yields the required injectivity. □

**Proof of Theorem 6.1.** In this proof we let $A = \Delta_{\text{Dir}}$ on $\mathcal{O}$. Let $\epsilon > 0$ be as in Lemma 6.9. Choose a finite open cover $\{V_n\}_{n=1}^{N}$ of $\partial \mathcal{O}$ together with special $C^{2}$-domains $\{\mathcal{O}_n\}_{n=1}^{N}$ such that

$$\mathcal{O} \cap V_n = \mathcal{O}_n \cap V_n \quad \text{and} \quad \partial \mathcal{O} \cap V_n = \partial \mathcal{O}_n \cap V_n, \quad n = 1, \ldots, N,$$  
and $[\mathcal{O}_n]_{C^2} \leq \epsilon$ for $n = 1, \ldots, N$. Let $\{\eta_n\}_{n=1}^{N} \subseteq C^{\infty}(\mathbb{R}^d)$, $Y$, $P$ and $I$ be the objects associated to the above sets as in Subsection 2.2. Define the linear operator $\tilde{A} : D(\tilde{A}) \subseteq Y \longrightarrow Y$ as the direct sum $\tilde{A} := \bigoplus_{n=1}^{N} \tilde{A}_n$, where $\tilde{A}_0 : D(\tilde{A}_0) \subseteq L^p(\mathbb{R}^d; X) \longrightarrow L^p(\mathbb{R}^d; X)$ is defined by

$$D(\tilde{A}_0) := W^{2,p}(\mathbb{R}^d) \quad \text{and} \quad \tilde{A}_0 u := \Delta u$$

and where, for each $n \in \{1, \ldots, N\}$, $\tilde{A}_n : D(\tilde{A}_n) \subseteq L^p(\mathcal{O}_n, w^{0\epsilon}_{\gamma}; X) \longrightarrow L^p(\mathcal{O}_n, w^{0\epsilon}_{\gamma}; X)$ is defined by

$$D(\tilde{A}_n) := W^{2,p}_{\text{Dir}}(\mathcal{O}_n, w^{0\epsilon}_{\gamma}; X) \quad \text{and} \quad \tilde{A}_n u := \Delta u.$$

Furthermore, we define $B : D(A) \longrightarrow Y$ by $Bu := ([\Delta, \eta_n]u)_{n=0}^{N}$ and $C : D(\tilde{A}) \longrightarrow X$ by $C\tilde{u} := \sum_{n=0}^{N}[\Delta, \eta_n]\tilde{u}$.

By Lemma 6.9, there exists $\mu > 0$ such that $\mu - \tilde{A}_n$ has a bounded $H^{\infty}$-calculus with $\omega_{H^{\infty}}(\mu - \tilde{A}_n) \leq \phi$ for $n = 1, \ldots, N$. Since $-A_0$ has a bounded $H^{\infty}$-calculus with $\omega_{H^{\infty}}(-A_0) = 0$, it follows that $\tilde{A} - \mu$ has a bounded $H^{\infty}$-calculus with $\omega_{H^{\infty}}(\tilde{A} - \mu) \leq \phi$ (see [51, Example 10.2]). Moreover, by a combination of Lemmas 6.9 and 6.10, $[L^p(\mathcal{O}_n, w^{0\epsilon}_{\gamma}; X), D(\tilde{A}_n)]_{\frac{1}{2}}$
\[ W_{\text{Dir}}^1(\mathcal{O}, w^\mathcal{O}_n; X). \] Since \([L^p(\mathbb{R}^d; X), D(\hat{A}_0)]\) by [37, Theorems 5.6.9 and 5.6.11], it follows that

\[ [Y, D(\hat{A})] = [L^p(\mathbb{R}^d; X), D(\hat{A}_0)] \oplus \bigoplus_{n=1}^{N} [L^p(\mathcal{O}, w^\mathcal{O}_n; X), D(\hat{A}_n)] \]

\[ = W^{1,p}(\mathbb{R}^d; X) \oplus \bigoplus_{n=1}^{N} W_{\text{Dir}}^{1,p}(\mathcal{O}, w^\mathcal{O}_n; X). \] (6.5)

Note that \(I\) maps \(D(\hat{A})\) into \(D(\hat{A})\) and that \(IA = \hat{A}Iu + Bu\) for every \(u \in D(A)\). Also note that \(\mathcal{P}\) maps \(D(\hat{A})\) to \(D(\hat{A})\) and that \(A P \tilde{u} = \hat{A} \tilde{u} + C \tilde{u}\) for every \(\tilde{u} \in D(\hat{A})\). Since each commutator \([\Delta, \eta_n]\) is a first order partial differential operator with \(C_0^\infty\)-coefficients, it follows that \(IA - \hat{A}I\) extends to a bounded linear operator from \(W_{\text{Dir}}^{1,p}(\mathcal{O}, w^\mathcal{O}; X)\) to \(Y\). Since \(\mathcal{P}\) is a bounded linear operator from \([Y, D(\hat{A})]\) to \(W_{\text{Dir}}^{1,p}(\mathcal{O}, w^\mathcal{O}; X)\) in view of (6.5), it follows that \((IA - \hat{A}I)\mathcal{P}\) extends to a bounded linear operator from \([Y, D(\hat{A})]\) to \(Y\). Similarly we see that \((IA - \hat{A}I)\mathcal{P}\) extends to a bounded linear operator from \([Y, D(\hat{A})]\) to \(Y\). An application of Lemma 6.11 finishes the proof. \(\square\)

7. The heat equation with inhomogeneous boundary conditions

In this section we will consider the heat equation on a smooth domain \(\mathcal{O} \subseteq \mathbb{R}^d\) with inhomogeneous boundary conditions of Dirichlet type. In particular, Theorem 1.2 is a special case of Theorem 7.16 below. The main novelty is that we consider weights of the form \(w^\mathcal{O}_\gamma(x) = \text{dist}(x, \partial\mathcal{O})^\gamma\) with \(\gamma \in (p - 1, 2p - 1)\), which allows us to treat the heat equation with very rough boundary data.

7.1. Identification of the spatial trace space

We begin with an extension of a trace result from [57] to the range \(\gamma \in (p - 1, 2p - 1)\).

**Theorem 7.1 (Spatial trace space).** Let \(X\) be a UMD space, \(k, \ell \in \mathbb{N} \setminus \{0\}, p, q \in (1, \infty), v \in A_q(\mathbb{R})\) and \(\gamma \in (-1, kp - 1) \setminus [\mathbb{N} p - 1]\). Let \(\mathcal{O}\) be either \(\mathbb{R}^d_+\) or a bounded \(C^k\)-domain. Then \(\text{Tr}_{\mathcal{O}}\) is a retraction from

\[ W^{\ell,q}(\mathbb{R}, v; L^p(\mathcal{O}, w^\mathcal{O}; X)) \cap L^q(\mathbb{R}, v; W^{k,p}(\mathcal{O}, w^\mathcal{O}; X)) \]

to

\[ F_{p,q}^{\ell - \frac{k}{p} + \frac{1}{q} + \gamma}(\mathbb{R}, v; L^p(\partial\mathcal{O}; X)) \cap L^q(\mathbb{R}, v; B_{p,p}^{k - \frac{1}{q} - \gamma}(\partial\mathcal{O}; X)). \]

In order to prove this we need a preliminary result. On the compact \(C^k\)-boundary \(\partial\mathcal{O}\), we define the Besov spaces \(B^s_{p,q}(\partial\mathcal{O}; X), p \in (1, \infty), q \in [1, \infty], s \in (0, k) \setminus \mathbb{N},\) by real interpolation:

\[ B^s_{p,q}(\partial\mathcal{O}; X) := \left( W^{n,p}(\partial\mathcal{O}; X), W^{n+1,p}(\partial\mathcal{O}; X) \right)_{\theta,q} \]
for \( s = \theta + n \) with \( \theta \in (0, 1) \) and \( n \in \{0, 1, \ldots, k - 1\} \).

In the proof of this theorem we use weighted mixed-norm anisotropic Triebel-Lizorkin spaces as considered in [57, Section 2.4] (see [53] for more details); for definitions and notations we simply refer the reader to these references.

As in the standard isotropic case (see [54]), we have:

**Lemma 7.2.** Let \( \ell, k \in \mathbb{N} \setminus \{0\} \), \( p, q \in (1, \infty) \), \( v \in A_q(\mathbb{R}) \) and \( \gamma \in (-1, \infty) \). Then

\[
F_{(p,q),1,(d,1)}^{1,\left(\frac{1}{p},\frac{1}{q}\right)}(\mathbb{R}^d \times \mathbb{R}, (w_\gamma, v); X) \ni W^{l,q}(\mathbb{R}, v; L^p(\mathbb{R}^d_+, w_\gamma; X)) \cap L^q(\mathbb{R}, v; W^{k,p}(\mathbb{R}^d_+, w_\gamma; X)).
\]

**Proof.** We cannot reduce to the \( \mathbb{R}^d \)-case directly since \( L^p(\mathbb{R}^d, w_\gamma; X) \not\subset L^1_{\text{loc}}(\mathbb{R}^d; X) \) for \( \gamma \geq p - 1 \) and therefore cannot be seen as a subspace of the distributions on \( \mathbb{R}^d \). However, we can proceed as follows. An easy direct argument (see [65, Remark 3.13] or [53, Proposition 5.2.31]) shows that

\[
\| f \|_{L^q(\mathbb{R}, v; L^p(\mathbb{R}^d, w_\gamma; X))} \lesssim \| f \|_{F_{(p,q),1,(d,1)}^{0,\left(\frac{1}{p},\frac{1}{q}\right)}(\mathbb{R}^d \times \mathbb{R}, (w_\gamma, v); X)}
\]

for all \( f \in \mathcal{S}(\mathbb{R}^d \times \mathbb{R}; X) \). Using

\[
L^q(\mathbb{R}, v; L^p(\mathbb{R}^d_+, w_\gamma; X)) \hookrightarrow \mathcal{D}'(\mathbb{R}^d_+ \times \mathbb{R}; X)
\]

and using density of \( \mathcal{S}(\mathbb{R}^d \times \mathbb{R}; X) \) in \( F_{(p,q),1,(d,1)}^{0,\left(\frac{1}{p},\frac{1}{q}\right)}(\mathbb{R}^d \times \mathbb{R}, (w_\gamma, v); X) \), we find that the restriction operator

\[
R : \mathcal{D}'(\mathbb{R}^d \times \mathbb{R}; X) \to \mathcal{D}'(\mathbb{R}^d_+ \times \mathbb{R}; X), \quad f \mapsto f|_{\mathbb{R}^d_+ \times \mathbb{R}},
\]

restricts to a bounded linear operator

\[
R : F_{(p,q),1,(d,1)}^{0,\left(\frac{1}{p},\frac{1}{q}\right)}(\mathbb{R}^d \times \mathbb{R}, (w_\gamma, v); X) \to L^q(\mathbb{R}, v; L^p(\mathbb{R}^d_+, w_\gamma; X)).
\]

By [57, Section 2.4] (see [53, Proposition 5.2.29]), this implies that \( R \) is also bounded as an operator

\[
R : F_{(p,q),1,(d,1)}^{1,\left(\frac{1}{p},\frac{1}{q}\right)}(\mathbb{R}^d \times \mathbb{R}, (w_\gamma, v); X) \to W^{l,q}(\mathbb{R}, v; L^p(\mathbb{R}^d_+, w_\gamma; X)) \cap L^q(\mathbb{R}, v; W^{k,p}(\mathbb{R}^d_+, w_\gamma; X)).
\]

The desired inclusion now follows. \( \square \)

With a similar argument as in the above proof one can show the following embedding for an arbitrary open set \( \mathcal{O} \subseteq \mathbb{R}^d \):

\[
B_{p,1}^k(\mathcal{O}, w_\gamma^\mathcal{O}; X) \hookrightarrow F_{p,1}^k(\mathcal{O}, w_\gamma^\mathcal{O}; X) \hookrightarrow W^{k,p}(\mathcal{O}, w_\gamma^\mathcal{O}; X), \quad (7.1)
\]
where \( k \in \mathbb{N}_0, \gamma > -1 \) and \( p \in [1, \infty) \).

In the proof of Theorem 7.1 we will furthermore use the following Sobolev embedding, which is a partial extension of Corollary 3.4 to the case \( k = 0 \), obtained by dualizing Corollary 3.4.

**Proposition 7.3.** Let \( X \) be a UMD space, \( p \in (1, \infty), \ m \in \mathbb{N} \) and \( \gamma \in (mp - 1, (m + 1)p - 1) \). Let \( \mathcal{O} \) be a bounded \( C^m \)-domain or a special \( C^m_c \)-domain. Then

\[
L^p(\mathcal{O}, w^{\mathcal{O}}_{\gamma}; X) \hookrightarrow H^{m,p}(\mathcal{O}, w^{\mathcal{O}}_{\gamma - mp}; X).
\]

To prove this embedding we need a simple lemma.

**Lemma 7.4.** Let \( X \) be a UMD space, \( p \in (1, \infty), \ m \in \mathbb{N} \) and let \( w \in A_p \). Let \( \mathcal{O} \subseteq \mathbb{R}^d \) be a bounded \( C^m \)-domain or a special \( C^m_c \)-domain. Then \( H^{-m,p}(\mathcal{O}, w; X) \) is reflexive and

\[
\mathcal{D}(\mathcal{O}; X)^d \hookrightarrow H^{-m,p}(\mathcal{O}, w; X) \hookrightarrow \mathcal{D}'(\mathcal{O}; X). \tag{7.2}
\]

**Under the natural pairing, we have**

\[
\mathcal{D}(\mathcal{O}; X^*) \overset{d}{\leftrightarrow} [H^{-m,p}(\mathcal{O}, w; X)]^* \overset{d}{\leftrightarrow} \mathcal{D}'(\mathcal{O}; X^*), \tag{7.3}
\]

\[
[H^{-1,p}(\mathcal{O}, w; X)]^* = W_0^{m,p'}(\mathcal{O}, w'; X^*). \tag{7.4}
\]

**Proof.** The reflexivity of \( H^{-m,p}(\mathcal{O}, w; X) \) follows from Proposition 2.8. The continuity of the inclusions in (7.2) are obvious. The density in the first embedding of (7.2) holds because of Lemma 3.5 and \( L^p(\mathcal{O}, w; X) \overset{d}{\hookrightarrow} H^{-m,p}(\mathcal{O}, w; X) \). The density of the second embedding in (7.2) follows from the density of \( \mathcal{D}(\mathcal{O}; X) \) in \( \mathcal{D}'(\mathcal{O}; X) \). The dense embeddings (7.3) follow from (7.2), \( \mathcal{D}(\mathcal{O}; X)^* = \mathcal{D}'(\mathcal{O}; X^*) \) and \( \mathcal{D}'(\mathcal{O}; X)^* = \mathcal{D}(\mathcal{O}; X^*) \) and the reflexivity of \( H^{-m,p}(\mathcal{O}, w; X) \). To prove (7.4), by density (see Lemma 3.11) it suffices to prove

\[
\|f\|_{[H^{-m,p}(\mathcal{O}, w; X)]^*} \lesssim \|f\|_{W^{m,p'}(\mathbb{R}^d, w'; X^*)}, \quad f \in \mathcal{D}(\mathcal{O}; X^*). \tag{7.5}
\]

Let \( f \in \mathcal{D}(\mathcal{O}); X^* \). Then, by Proposition 2.8, for all \( g \in \mathcal{D}(\mathcal{O}; X) \),

\[
|\langle f, g \rangle| \leq \|f\|_{W^{m,p'}(\mathbb{R}^d, w'; X^*)} \|g\|_{H^{-m,p}(\mathbb{R}^d, w; X)}.
\]

Taking the infimum over all such \( g \) and using (7.2), the estimate \( \lesssim \) in (7.5) follows. For the converse we use Proposition 2.8 to obtain

\[
\|f\|_{W^{m,p'}(\mathbb{R}^d, w'; X^*)} \lesssim \|f\|_{H^{m,p'}(\mathbb{R}^d, w'; X^*)} = \|f\|_{[H^{-m,p}(\mathbb{R}^d, w; X)]^*}.
\]

For an appropriate \( g \in H^{-m,p}(\mathbb{R}^d, w; X) \) of norm \( \leq 1 \) we obtain

\[
\|f\|_{W^{m,p'}(\mathbb{R}^d, w'; X^*)} \lesssim |\langle f, g \rangle| = |\langle f, g \rangle| \lesssim \|f\|_{H^{-m,p}(\mathcal{O}, w; X)}^*,
\]

where we used \( \|g\|_{\mathbb{R}^d} \|H^{-1,p}(\mathcal{O}, w; X) \| \leq 1 \). \( \square \)
Proof of Proposition 7.3. Let us first note that $X$ is reflexive as a UMD space. Put $\gamma' := \frac{\gamma}{p - 1} \in (-mp' - 1, (1 - m)p' - 1)$. Then $[w_{\gamma'}^0] = w_{\gamma'}^0$ and $[w_{\gamma'-mp}^0] = w_{\gamma'+mp'}^0$, the $p$-duals weights of $w_{\gamma'}^0$ and $w_{\gamma'-mp}^0$, respectively. Note that $\gamma - mp \in (-1, p - 1)$ and $\gamma' + mp' \in (-1, p')$, so $w_{\gamma'-mp}^0 \in A_p$ and $w_{\gamma'+mp'}^0 \in A_{p'}$. By Corollary 3.4 and Lemma 3.5,

$$W_{0}^{m,p'}(\mathcal{O}, w_{\gamma'+mp'}^0; X^*) \overset{\text{d}}{\hookrightarrow} L^{p'}(\mathcal{O}, w_{\gamma'}^0; X^*).$$

Therefore, Proposition 2.8 and Lemma 7.4 give that

$$L^p(\mathcal{O}, w_{\gamma'}^0; X) = [L^{p'}(\mathcal{O}, w_{\gamma'}^0; X^*)]^* \hookrightarrow [W_{0}^{m,p'}(\mathcal{O}, w_{\gamma'+mp'}^0; X^*)]^*$$

$$= [H^{-1,p}(\mathcal{O}, w_{\gamma'-mp}^0; X)]^{**} = H^{-m,p}(\mathcal{O}, w_{\gamma'-mp}^0; X),$$

where we again used reflexivity of $X$. $\square$

Proof of Theorem 7.1. By a standard localization argument it suffices to consider the case $\mathcal{O} = \mathbb{R}^d_+$. The case $\gamma \in (-1, p - 1)$ is already considered in [57, Theorem 2.1 & Corollary 4.9] (also see [57, Theorem 4.4]), so from now on we will assume $\gamma \in (mp - 1, (m + 1)p - 1)$ with $m \in \{1, \ldots, k - 1\}$ (which implies that $k \geq 2$).

Let us write

$$\mathcal{M} := W^{\ell,q}(\mathbb{R}, v; L^p(\mathbb{R}^d_+, w_{\gamma'}; X)) \cap L^q(\mathbb{R}, v; W^{k,p}(\mathbb{R}^d_+, w_{\gamma'}; X))$$

and

$$\mathbb{B} := F_{p,q}(\mathbb{R}, v; L^p(\mathbb{R}^{d-1}_+, X)) \cap L^q(\mathbb{R}, v; B_{p,p}(\mathbb{R}^{d-1}_+, X)).$$

By Theorem 3.18, Proposition 7.3, Corollary 3.4 and [58, Propositions 5.5 & 5.6],

$$\mathcal{M} \hookrightarrow H^{\ell(1 - \frac{mp}{k-m})}(\mathbb{R}, v; [L^p(\mathbb{R}^d_+, w_{\gamma'}; X), W^{k,p}(\mathbb{R}^d_+, w_{\gamma'}; X)]_{\frac{mp}{k-m}})$$

$$\hookrightarrow H^{\ell(1 - \frac{mp}{k-m})}(\mathbb{R}, v; [H^{-m,p}(\mathbb{R}^d_+, w_{\gamma'-mp}^0; X), W^{k-m,p}(\mathbb{R}^d_+, w_{\gamma'-mp}^0; X)]_{\frac{mp}{k-m}})$$

$$= H^{\ell(1 - \frac{mp}{k-m})}(\mathbb{R}, v; L^p(\mathbb{R}^d_+, w_{\gamma'-mp}^0; X)).$$

Therefore, once applying Corollary 3.4,

$$\mathcal{M} \hookrightarrow H^{\ell(1 - \frac{mp}{k-m})}(\mathbb{R}, v; L^p(\mathbb{R}^d_+, w_{\gamma'-mp}^0; X)) \cap L^q(\mathbb{R}, v; W^{k-m,p}(\mathbb{R}^d_+, w_{\gamma'-mp}^0; X)), \quad (7.6)$$

which reduces the problem to the $A_p$-weighted setting. By [57, Theorem 2.1 & Corollary 4.9] (also see [57, Theorem 4.4]), $\text{Tr}_{\frac{mp}{k-m}}$ is bounded from the last space to

$$F_{p,q}^{\ell(1 - \frac{mp}{k-m})}(\mathbb{R}, v; L^p(\mathbb{R}^{d-1}_+, X)) \cap L^q(\mathbb{R}, v; B_{p,p}^{k-m-\frac{mp}{k-m}}(\mathbb{R}^{d-1}_+, X)) = \mathbb{B}.$$
Finally, that there is a coretraction ext$_{d\mathbb{R}^d_+}$ corresponding to Tr$_{d\mathbb{R}^d_+}$ simply follows from a combination of [57, Theorems 2.1 & 4.6 & Remark 4.7] (also see [56, Example 5.5]) and Lemma 7.2.

7.2. Identification of the temporal trace space

For $p \in (1, \infty)$, $q \in [1, \infty]$, $\gamma \in (-1, 2p - 1)$ and $s \in (0, 2)$ we use the following notation:

$$W^s_{p,q}(\mathcal{O}, w^\mathcal{O}_\gamma; X) := (L^p(\mathcal{O}, w^\mathcal{O}_\gamma; X), W^{2,p}(\mathcal{O}, w^\mathcal{O}_\gamma; X))_{\frac{s}{p},q}. \quad (7.7)$$

In the case $\gamma \in (-1, p - 1)$ (with general $A_p$-weight) these spaces can be identified with Besov spaces (see [65, Proposition 6.1]). In the case $\gamma \in (p - 1, 2p - 1)$ we only have embedding results (see Lemma 7.9 below).

In the next result we identify the temporal trace space.

**Theorem 7.5 (Temporal trace space).** Let $\mathcal{O}$ be either $\mathbb{R}^d_+$ or a bounded $C^2$-domain and let $J$ be either $\mathbb{R}$ or $(0, T)$ with $T \in (0, \infty]$. Let $X$ be a UMD space, $p, q \in (1, \infty)$, $\mu \in (-1, q - 1)$ and $\gamma \in (-1, 2p - 1) \setminus \{p - 1\}$. If $1 - \frac{1+\mu}{q} \neq \frac{1}{2} \frac{1+\gamma}{p}$, then the temporal trace operator $\text{Tr}_{t=0} : u \mapsto u(0)$ is a retraction

$$W^{1,q}(J, \mu; L^p(\mathcal{O}, w^\mathcal{O}_\gamma; X)) \cap L^q(J, \mu; W^{2,p}(\mathcal{O}, w^\mathcal{O}_\gamma; X)) \rightarrow W^{2(1+\frac{\gamma}{p})}_{p,q}(\mathcal{O}, w^\mathcal{O}_\gamma; X). \quad (7.8)$$

It follows from the trace method (see [61, Section 1.2] or [79, Section 1.8]) that Tr$_{t=0}$ is a quotient mapping (7.8). The nontrivial fact in the above theorem is to show that it is a retraction. In order to show this we want to apply [66, Theorem 1.1]/ [70, Theorem 3.4.8]. However, these results can only be applied directly in the special case that the boundary condition vanishes in the real interpolation space. In the case $\gamma \in (-1, p - 1)$ this difficulty does not arise because by using a suitable extension operator one can reduce to the case $\mathcal{O} = \mathbb{R}^d$. To cover the remaining cases we have found a workaround which requires some preparations. The first result is the characterization of the spatial trace of the spaces defined in (7.7). The result will be proved further below.

**Proposition 7.6.** Let $\mathcal{O}$ be either $\mathbb{R}^d_+$ or a bounded $C^2$-domain. Let $X$ be a UMD space, $p \in (1, \infty)$, $q \in [1, \infty]$, $\gamma \in (p - 1, 2p - 1)$ and $s \in (0, 2)$. If $s > \frac{1+\gamma}{p}$, then $\text{Tr}_{0\partial\mathcal{O}}$ extends to a retraction

$$W^s_{p,q}(\mathcal{O}, w^\mathcal{O}_\gamma; X) \rightarrow B^{s-\frac{1+\gamma}{p}}_{p,q}(\partial \mathcal{O}).$$

In the setting of the above proposition we define, for $s \in (0, 2) \setminus \{\frac{1+\gamma}{p}\}$,

$$W^s_{p,q,\text{Dir}}(\mathcal{O}, w^\mathcal{O}_\gamma; X) := \begin{cases} W^s_{p,q}(\mathcal{O}, w^\mathcal{O}_\gamma; X), & s < \frac{1+\gamma}{p}, \\ \{u \in W^s_{p,q}(\mathcal{O}, w^\mathcal{O}_\gamma; X) : \text{Tr}_{0\partial\mathcal{O}}u = 0\}, & s > \frac{1+\gamma}{p}. \end{cases}$$

For these spaces we have the following result which will be proved below as well.
Proposition 7.7. Let $\mathcal{O}$ be either $\mathbb{R}^d_+$ or a bounded $C^2$-domain. Let $X$ be a UMD space, $p \in (1, \infty)$, $q \in [1, \infty)$, $\gamma \in (p - 1, 2p - 1)$ and $s \in (0, 2) \setminus \{ \frac{1+\gamma}{p} \}$. Then

$$W_{p,q,\text{Dir}}^s(\mathcal{O}, w_\gamma^0; X) = (L^p(\mathcal{O}, w_\gamma^0; X), W_{\text{Dir}}^2(p)(\mathcal{O}, w_\gamma^0; X))_{\sharp,q}.$$  

From Proposition 3.17 and reiteration (see [79, Theorem 1.10.2]) we immediately obtain the following.

Lemma 7.8. Let $\mathcal{O}$ be either $\mathbb{R}^d_+$ or a bounded $C^2$-domain. Let $X$ be a UMD space, $p \in (1, \infty)$, $q \in [1, \infty)$, $\gamma \in (p - 1, 2p - 1)$ and $s \in (0, 2) \setminus \{1\}$. If $s = \theta + n$ with $\theta \in (0, 1)$ and $n \in [0, 1]$, then

$$W_{p,q}^s(\mathcal{O}, w_\gamma^0; X) = (W^{\theta,p}(\mathcal{O}, w_\gamma^0; X), W_{\theta,q}^{n+1,p}(\mathcal{O}, w_\gamma^0; X))_{\theta,q}.$$  

Lemma 7.9. Let $\mathcal{O}$ be either $\mathbb{R}^d_+$ or a bounded $C^2$-domain. Let $p \in (1, \infty)$, $q \in [1, \infty)$, $\gamma \in (p - 1, 2p - 1)$ and $s \in (0, 2)$. Then

$$B_{p,q}^s(\mathcal{O}, w_\gamma^0; X) \hookrightarrow W_{p,q}^s(\mathcal{O}, w_\gamma^0; X).$$ \hspace{1cm} (7.9)

The inclusion is dense if $q < \infty$.

For $\gamma$ in the $A_p$-range $(-1, p - 1)$ it holds that $B_{p,q}^s(\mathcal{O}, w_\gamma^0; X) = W_{p,q}^s(\mathcal{O}, w_\gamma^0; X)$ (which can be obtained from [65, Proposition 6.1]). However, the reverse inclusion to (7.9) does not hold for $\gamma \in (p - 1, 2p - 1)$, see Remark 7.14 below.

Proof. By [17, Theorem 3.5] and a retraction-coretraction argument using Rychkov’s extension operator (see [54, 76]),

$$B_{p,q}^s(\mathcal{O}, w_\gamma^0; X) = (F_{p,1}^0(\mathcal{O}, w_\gamma^0; X), F_{p,1}^2(\mathcal{O}, w_\gamma^0; X))_{\sharp,q};$$

these references are actually in the scalar-valued setting, but the arguments remain valid in the vector-valued setting. The inclusion now follows from (7.1). Density follows from Lemma 3.7, [79, Theorem 1.6.2] and the fact that $C_c^\infty(\mathcal{O}; X) \subseteq B_{p,q}^s(\mathcal{O}, w_\gamma^0; X)$. \hfill $\square$

Lemma 7.10. Let $\mathcal{O}$ be either $\mathbb{R}^d_+$ or a bounded $C^2$-domain. Let $X$ be a UMD space, $p \in (1, \infty)$, $q \in [1, \infty)$, $\gamma \in (p - 1, 2p - 1)$ and $s \in (0, 2)$. Then

$$W_{p,q}^s(\mathcal{O}, w_\gamma^0; X) \hookrightarrow B_{p,q}^{s-1}(\mathcal{O}, w_\gamma^{0-p}; X).$$

Proof. By Corollary 3.4 and Proposition 7.3

$$W_{p,q}^s(\mathcal{O}, w_\gamma^0; X) = ((L^p(\mathcal{O}, w_\gamma^0; X), W_{\sharp,q}^{2,p}(\mathcal{O}, w_\gamma^0; X))_{\sharp,q}$$

$$\hookrightarrow ((H_{\text{Dir}}^{1-p}(\mathcal{O}, w_\gamma^{0-p}); X), W_{\text{Dir}}^{1,p}(\mathcal{O}, w_\gamma^{0-p}; X))_{\sharp,q}$$

$$= B_{p,q}^{s-1}(\mathcal{O}, w_\gamma^{0-p}; X),$$
where the last identity follows from [65, Proposition 6.1] and a retraction-coretraction argument. □

Before we proceed, we recall some trace theory for weighted Besov spaces, for which we refer to [59]. Let \( s \in \mathbb{R} \), \( p \in (1, \infty) \), \( q \in [1, \infty) \) and \( \gamma \in (-1, p - 1) \). If \( s = \frac{1 + \gamma}{p} + k + \theta \) with \( k \in \mathbb{N}_0 \) and \( \theta \in (0, 1) \), then \( \text{Tr}_k : u \mapsto (\text{Tr}_1, \ldots, \text{Tr}_k u) \) is well-defined on \( B^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) \). For such \( s \) we put
\[
B^s_{p,q,0}(\mathbb{R}^d_+, w_\gamma; X) := \{ u \in B^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) : \text{Tr}_k u = 0 \}.
\]
For \( s < \frac{1 + \gamma}{p} \) we put
\[
B^s_{p,q,0}(\mathbb{R}^d_+, w_\gamma; X) := B^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X).
\]
The following result follows from [59].

**Lemma 7.11.** Let \( X \) be a UMD space, \( p \in (1, \infty) \), \( q \in [1, \infty] \) and \( \gamma \in (-1, p - 1) \). Let \( k \in \mathbb{N} \) and \( \theta \in (0, 1) \) be such that \( k \theta \notin \mathbb{N}_0 + \frac{1 + \gamma}{p} \). Then
\[
B^{k \theta}_{p,q,0}(\mathbb{R}^d_+, w_\gamma; X) = (L^p(\mathbb{R}^d_+, w_\gamma; X), W^{k \theta}_{0,p}(\mathbb{R}^d_+, w_\gamma; X))_{\theta,q}.
\]
Let \( 0 W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) \) be defined as the closure of \( \{ u \in C^\infty_c(\mathbb{R}^d_+; X) : u|_{\partial \mathbb{R}^d_+} = 0 \} \) in \( W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) \). The following identities hold for the real interpolation spaces.

**Lemma 7.12.** Let \( X \) be a UMD space, \( p \in (1, \infty) \), \( q \in [1, \infty] \), \( \gamma \in (-p - 1, 2p - 1) \) and \( s \in (0, 2) \setminus \{ \frac{1 + \gamma}{p} \} \). Then
\[
0 W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) = (L^p(\mathbb{R}^d_+, w_\gamma; X), W^2_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X))_{\frac{s}{2},q}
\]
and the map \( M \), defined above Lemma 3.13, is an isomorphism
\[
M : 0 W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) \to B^s_{p,q,0}(\mathbb{R}^d_+, w_{\gamma-p}; X).
\]
As a consequence of Lemmas 3.9 and 7.12 for \( p \in (1, \infty) \), \( \gamma \in (-p - 1, 2p - 1) \) and \( s \in (0, \frac{p+1}{p}) \) we have
\[
0 W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) = W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X)
\]
(7.10)

**Proof.** We first show that
\[
(L^p(\mathbb{R}^d_+, w_\gamma; X), W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X))_{\frac{s}{2},q} \hookrightarrow 0 W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X).
\]
(7.11)

By Proposition 3.8, \( C^\infty_c(\mathbb{R}^d_+; X) \subseteq W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X) \). Therefore, \( C^\infty_c(\mathbb{R}^d_+; X) \) is dense in \( (L^p(\mathbb{R}^d_+, w_\gamma; X), W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X))_{\frac{s}{2},q} \) (see [79, Theorem 1.6.2]). As
\[
(L^p(\mathbb{R}^d_+, w_\gamma; X), W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X))_{\frac{s}{2},q} \hookrightarrow W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X)
\]
(7.10)
clearly holds, (7.11) follows.

Next we show that $M$ is a bounded operator

$$
M : 0 W_{p,q}^s(\mathbb{R}_+^d, w_{\gamma}; X) \longrightarrow B_{p,q}^s(\mathbb{R}_+^d, w_{\gamma-p}; X). \tag{7.12}
$$

Lemma 3.13 and real interpolation yield that $M$ is a bounded operator

$$
M : W_{p,q}^s(\mathbb{R}_+^d, w_{\gamma}; X) \longrightarrow B_{p,q}^s(\mathbb{R}_+^d, w_{\gamma-p}; X).
$$

Since

$$
M\{u \in C^\infty_c(\mathbb{R}_+^d; X) : u|_{\partial\mathbb{R}_+^d} = 0\} \subseteq \{u \in C^\infty_c(\mathbb{R}_+^d; X) : u|_{\partial\mathbb{R}_+^d} = (\partial_1 u)|_{\partial\mathbb{R}_+^d} = 0\} \subseteq B_{p,q,0}^s(\mathbb{R}_+^d, w_{\gamma-p}; X),
$$

(7.12) follows.

From a combination of Lemma 3.13 and Lemma 7.11 it follows that $M^{-1}$ is a bounded operator

$$
M^{-1} : B_{p,q,0}^s(\mathbb{R}_+^d, w_{\gamma-p}; X) \longrightarrow (L^p(\mathbb{R}_+^d, w_{\gamma}; X), W^{2,p}_\text{Dir}(\mathbb{R}_+^d, w_{\gamma}; X))_{\frac{s}{2},q}
$$

Combining this with (7.11) and (7.12) finishes the proof.

Lemma 7.13. Let $X$ be a UMD space, $p \in (1, \infty)$, $q \in [1, \infty)$, $\gamma \in (p - 1, 2p - 1)$ and $s \in (\frac{1+\gamma}{p}, 2)$. Then $Tr_{\partial \mathbb{R}_+^d}$ extends to a retraction

$$
W_{p,q}^s(\mathbb{R}_+^d, w_{\gamma}; X) \longrightarrow B_{p,q}^{s-\frac{1+\gamma}{p}}(\mathbb{R}^{d-1}; X)
$$

with

$$
0 W_{p,q}^s(\mathbb{R}_+^d, w_{\gamma}; X) = \{u \in W_{p,q}^s(\mathbb{R}_+^d, w_{\gamma}; X) : Tr_{\partial \mathbb{R}_+^d} u = 0\}. \tag{7.13}
$$

Moreover, there exists a coretraction $E$ corresponding to $Tr_{\partial \mathbb{R}_+^d}$ such that

$$
\|u\|_{W_{p,q}^s(\mathbb{R}_+^d, w_{\gamma}; X)} \approx \|u\|_{B_{p,q}^{s-\frac{1+\gamma}{p}}(\mathbb{R}^{d-1}; X)}, \quad u \in \ker(I - E \circ Tr_{\partial \mathbb{R}_+^d}). \tag{7.14}
$$

Proof. By trace theory of weighted $B$-spaces (see [59] and see [57, Section 4.1] for the anisotropic setting) and Lemmas 7.9 and 7.10, there is the commutative diagram
for some extension operator $E$. All statements different from (7.13) directly follow from this. Next we claim that

$$\{ u \in B^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) : \text{Tr}_{\partial\mathbb{R}^d_+} u = 0 \} \leftarrow \{ u \in W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) : \text{Tr}_{\partial\mathbb{R}^d_+} u = 0 \}.$$ 

Indeed, if $u \in W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X)$ satisfies $\text{Tr}_{\partial\mathbb{R}^d_+} u = 0$, then we can find $u_n \in B^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X)$ such that $u_n \to u$ in $W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X)$. Now it remains to set $v_n = u_n - E\text{Tr}_{\partial\mathbb{R}^d_+} u_n \in B^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X)$ and observe that $\text{Tr}_{\partial\mathbb{R}^d_+} v_n = 0$ and $E\text{Tr}_{\partial\mathbb{R}^d_+} u_n \to 0$ in $W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X)$.

Since $\{ u \in C^\infty_c(\mathbb{R}^d_+, X) : u_{|\partial\mathbb{R}^d_+} = 0 \}$ is dense in the space on the left hand side by [59], it follows from the claim that it is also dense in the space on the right hand side. This density implies (7.13).

\textbf{Proof of Proposition 7.6.} The statement simply follows from Lemma 7.13 by a standard localization argument. □

\textbf{Proof of Proposition 7.7.} A combination of (7.10) and Lemma 7.13 gives the desired statement for the case $\mathcal{O} = \mathbb{R}^d_+$, from the general case follows by a standard localization argument. □

\textbf{Proof of Theorem 7.5.} Let us first establish the asserted boundedness of $\text{Tr}_{t=0}$. It suffices to consider the case $J = \mathbb{R}_+$, where the boundedness statement follows from [61, Proposition 1.2.2] or [79, Section 1.8].

In order to show that there is a coretraction corresponding to $\text{Tr}_{t=0}$, it suffices to consider the case $\mathcal{O} = \mathbb{R}^d_+$ and $J = \mathbb{R}$. The case $\gamma \in (-1, p - 1)$ follows from [57, Equation (38)], and therefore it remains to consider $\gamma \in (p - 1, 2p - 1)$.

Let $\delta = 2(1 - \frac{1+\mu}{q})$. In view of Theorem 5.7, we can apply [66, Theorem 1.1] or [70, Theorem 3.4.8] to $-\Delta_{\text{Dir}}$ on $L^p(\mathbb{R}^d_+, w_\gamma; X)$, which by Proposition 7.7 gives an extension operator

$$\mathcal{E}_{\text{Dir}} : W^\delta_{p,q,\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X) \to W^{1,q}(\mathbb{R}, v_\mu; L^p(\mathbb{R}^d_+, w_\gamma; X)) \cap L^q(\mathbb{R}, v_\mu; W^{2,p}_{\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X)).$$

If $\delta < \frac{1+\gamma}{p}$, then $W^\delta_{p,q,\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X) = W^\delta_{p,q}(\mathbb{R}^d_+, w_\gamma; X)$ and we can simply take $\mathcal{E}_{\text{Dir}}$ as the required coretraction.

Finally, let us consider the case $\delta > \frac{1+\gamma}{p}$. In the notation of Lemma 7.13, put $\pi := E \circ \text{Tr}_{\partial\mathbb{R}^d_+}$. Then

$$W^\delta_{p,q}(\mathbb{R}^d_+, w_\gamma; X) = \ker(I - \pi) \oplus W^\delta_{p,q,\text{Dir}}(\mathbb{R}^d_+, w_\gamma; X)$$

(7.15)

under the projection $\pi$ with the norm equivalence (7.14) on $\ker(I - \pi)$. In view of [54], we can apply [66, Theorem 1.1] or [70, Theorem 3.4.8] to the realization of $I - \Delta$ in $B^0_{p,1}(\mathbb{R}^d, w_\gamma; X)$ with domain $B^2_{p,1}(\mathbb{R}^d, w_\gamma; X)$, which by real interpolation of weighted $B$-spaces (see [17, Theorem 3.5]) gives an extension operator

$$\mathcal{E}_{\mathbb{R}^d} : B^\delta_{p,q}(\mathbb{R}^d, w_\gamma; X) \to W^{1,q}(\mathbb{R}, v_\mu; B^0_{p,1}(\mathbb{R}^d, w_\gamma; X)) \cap L^q(\mathbb{R}, v_\mu; B^2_{p,1}(\mathbb{R}^d, w_\gamma; X)).$$
By extension (using for instance Rychkov’s extension operator [76]) and restriction we obtain an extension operator $E_{\mathbb{R}^d_+}$ which maps $B^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X)$ into

$$W^{1,q}(\mathbb{R}, v_\mu; B^0_{p,1}(\mathbb{R}^d_+, w_\gamma; X)) \cap L^q(\mathbb{R}, v_\mu; B^1_{p,1}(\mathbb{R}^d_+, w_\gamma; X))
\quad \hookrightarrow W^{1,q}(\mathbb{R}, v_\mu; L^p(\mathbb{R}^d_+, w_\gamma; X)) \cap L^q(\mathbb{R}, v_\mu; W^{2,p}(\mathbb{R}^d_+, w_\gamma; X)),$$

where the embedding follows from (7.1). By (7.15) and (7.14), $E := E_{\mathbb{R}^d_+} \pi + E_{\text{Dir}}(I - \pi)$ defines a coretraction corresponding to $\text{Tr}_{\theta \theta'}$. □

**Remark 7.14.** Let $p \in (1, \infty)$, $q \in [1, \infty)$, $\gamma \in (-1, 2p - 1) \setminus \{p - 1\}$ and $s \in (0, 2) \setminus \{1 + \gamma/p\}$. Then

$$W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) \hookrightarrow B^s_{p,\infty}(\mathbb{R}^d_+, w_\gamma; X) \quad \Longrightarrow \quad \gamma \in (-1, p - 1).$$

**Proof.** Assume there is the inclusion $W^s_{p,q}(\mathbb{R}^d_+, w_\gamma; X) \hookrightarrow B^s_{p,\infty}(\mathbb{R}^d_+, w_\gamma; X)$. Considering the linear mapping $u \mapsto u \otimes x$ for some $x \in X \setminus \{0\}$, we find $W^s_{p,q}(\mathbb{R}^d_+, w_\gamma) \hookrightarrow B^s_{p,\infty}(\mathbb{R}^d_+, w_\gamma)$. In particular,

$$W^s_{p,q,\text{Dir}}(\mathbb{R}^d_+, w_\gamma) \hookrightarrow B^s_{p,\infty,\text{Dir}}(\mathbb{R}^d_+, w_\gamma). \quad (7.16)$$

Consider the interpolation-extrapolation scale $\{E_{\eta} : \eta \in [-1, \infty)\}$ generated by the operator $(1 - \Delta_{\text{Dir}})$ on $L^p(\mathbb{R}^d_+, w_\gamma)$ and the complex interpolation functors $[\cdot, \cdot]_\theta$, $\theta \in (0, 1)$, the interpolation-extrapolation scale $\{E_{\eta,q} : \eta \in [-1, \infty)\}$ generated by the operator $(1 - \Delta_{\text{Dir}})$ on $L^p(\mathbb{R}^d_+, w_\gamma)$ and the real interpolation functors $(\cdot, \cdot)_{\theta,q}$, $\theta \in (0, 1)$, and the interpolation-extrapolation scale $\{F_{\eta,\infty} : \eta \in [-1, \infty)\}$ generated by the operator $(1 - \Delta_{\text{Dir}})$ on $B^0_{p,\infty}(\mathbb{R}^d_+, w_\gamma)$ and the complex interpolation functors $[\cdot, \cdot]_\theta$, $\theta \in (0, 1)$ (see [1, Section V.1.5]); the operator $(1 - \Delta_{\text{Dir}})$ on $B^0_{p,\infty}(\mathbb{R}^d_+, w_\gamma)$ is considered in [54]. By Proposition 7.7 and [54],

$$E_{\eta,q} = W^{2\eta}_{p,q,\text{Dir}}(\mathbb{R}^d_+, w_\gamma), \quad \eta \in (0, 1) \setminus \left\{\frac{1 + \gamma}{2p}\right\}, \quad (7.17)$$

and

$$F_{\eta,\infty} = B^{2\eta}_{p,\infty,\text{Dir}}(\mathbb{R}^d_+, w_\gamma), \quad \eta \in \left(\frac{1 + \gamma}{2p} - 1, \frac{1 + \gamma}{2p} + 1\right) \setminus \left\{\frac{1 + \gamma}{2p}\right\}, \quad (7.18)$$

respectively. Now (7.16), (7.17) and (7.18) imply $E_{\eta,q} \hookrightarrow F_{\eta,\infty}$ and by lifting we obtain

$$E_{\eta,q} \hookrightarrow F_{\eta,\infty}, \quad \eta \in \left[s_{\frac{1}{2}} + \mathbb{Z}\right] \cap [-1, \infty). \quad (7.19)$$

By the reiteration property from [1, Theorem V.1.5.4], $E_0 = [E_{-1}, E_1]_{\frac{1}{2}}$. So, by [79, Theorem 1.10.3.1],

$$E_0 = [E_{-1}, E_1]_{\frac{1}{2}} \hookrightarrow (E_{-1}, E_1)_{\frac{1}{2}, \infty}. \quad (7.20)$$
Doing a reiteration ([79, Theorem 1.10.2] and [1, Theorem V.1.5.4]), we find

\[
(E_{-1}, E_1)_{\frac{1}{2}, \infty} = ((E_{-1}, E_1)^{\frac{1}{2}}, q, (E_{-1}, E_1)^{\frac{1}{2}}, q)_{1-\frac{1}{2}, \infty}
\]

\[
= ((E_{-1}, E_0)_{\frac{1}{2}, q}, (E_0, E_1)_{\frac{1}{2}, q})_{1-\frac{1}{2}, \infty}
\]

\[
= (E_{\frac{1}{2}-1, q}, E_{\frac{1}{2}, q})_{1-\frac{1}{2}, \infty} \overset{(7.19)}{\hookrightarrow} (F_{\frac{1}{2}-1, \infty}, F_{\frac{1}{2}, \infty})_{1-\frac{1}{2}, \infty}
\]

\[
= (F_{\frac{1}{2}-1, \infty}, F_{\frac{1}{2}, \infty})_{\eta_0-\frac{1}{2}+1, [F_{\frac{1}{2}-1}, F_{\frac{1}{2}}]_{\eta_1-\frac{1}{2}+1}}_{\lambda, \infty}
\]

\[
= (F_{\eta_0, \infty}, F_{\eta_1, \infty})_{\lambda, \infty}
\]

(7.21)

for any \(\eta_0, \eta_1 \in \mathbb{R}\) and \(\lambda \in (0, 1)\) with \(\frac{1}{2} - 1 < \eta_0 < \eta_1 < \frac{1}{2}\) and \(0 = (1 - \lambda)\eta_0 + \lambda\eta_1\). Now pick \(\eta_0, \eta_1 \in \mathbb{R}\) and \(\lambda \in (0, 1)\) with \(\frac{1}{2} - 1 < \eta_0 < \eta_1 < \frac{1}{2}\) and \(0 = (1 - \lambda)\eta_0 + \lambda\eta_1\) such that \(\eta_0, \eta_1 \in \left(\frac{1+\gamma}{2p} - 1, \frac{1+\gamma}{2p}\right)\). Then

\[
(F_{\eta_0, \infty}, F_{\eta_1, \infty})_{\lambda, \infty} \overset{(7.18)}{=} (B_{p, \infty}^{2\eta_0}(\mathbb{R}^d_+, w_\gamma), B_{p, \infty}^{2\eta_1}(\mathbb{R}^d_+, w_\gamma))_{\lambda, \infty} = B_0^{\lambda}(\mathbb{R}^d_+, w_\gamma)
\]

(7.22)

by real interpolation of weighted \(B\)-spaces (see [17, Theorem 3.5]). Combining (7.20), (7.21) and (7.22) gives

\[
L^p(\mathbb{R}^d_+, w_\gamma) \hookrightarrow B_0^{\lambda}(\mathbb{R}^d_+, w_\gamma).
\]

(7.23)

We finally show that the inclusion (7.23) implies \(\gamma \in (-1, p - 1)\). Taking odd extensions in (7.23) (see [54]) gives

\[
(S_{\text{odd}}(\mathbb{R}^d), \| \cdot \|_{L^p(\mathbb{R}^d, w_\gamma)}) \hookrightarrow B_0^{\lambda}(\mathbb{R}^d, w_\gamma).
\]

Now a slight modification of the argument given in [65, Remark 3.13] gives \(C, c > 0\) such that

\[
\frac{1}{|Q|} \int_Q w_\gamma(x) \, dx \cdot \left( \frac{1}{|Q|} \int_Q w_\gamma(x) \frac{1}{r^{1+\gamma}} \, dx \right)^{p-1} \leq C
\]

for all cubes \(Q \subseteq \mathbb{R}^d_+\) with \(|Q| \leq c\). A computation as in [33, Example 9.1.7] shows that \(\gamma \in (-1, p - 1)\). \(\square\)

### 7.3. Weighted \(L^q\)-\(L^p\)-maximal regularity

Let us first introduce some notation. Let \(\mathcal{O}\) be a bounded \(C^2\)-domain. Let \(p, q \in (1, \infty), v \in A_{\delta}(\mathbb{R})\) and \(\gamma \in (-1, 2p - 1)\). For an interval \(J \subseteq \mathbb{R}\) we set \(\Pi_{q,p \gamma}^{\mathcal{O}}(J) := L^q(J, v; L^p(\mathcal{O}, w_\gamma))\),

\[
\Pi_{q,p \gamma}^{\mathcal{O}}(J) := W^{1,q}(J, v; L^p(\mathcal{O}, w_\gamma)) \cap L^q(J, v; W^{2,p}(\mathcal{O}, w_\gamma))
\]

and
Recall the boundary value problem

$$
\mathbb{B}_{\mu, \gamma}^{q,p}(J) := F_{q,p}^{\gamma} - \frac{\mu}{p} - \frac{1}{p} \left( J, v; L^p(\partial \Omega) \right) \cap L^q(J; v; B_{p,p}^p(\partial \Omega)).
$$

For the power weight $v = v_\mu$, with $\mu \in (-1, q - 1)$, we simply replace $v$ by $\mu$ in the subscripts:

$$
\mathbb{D}_{\mu, \gamma}^{q,p}(J) := \mathbb{D}_{v_{\mu}, \gamma}^{q,p}(J), \quad \mathbb{M}_{\mu, \gamma}^{q,p}(J) := \mathbb{M}_{v_{\mu}, \gamma}^{q,p}(J) \quad \text{and} \quad \mathbb{B}_{\mu, \gamma}^{q,p}(J) := \mathbb{B}_{v_{\mu}, \gamma}^{q,p}(J).
$$

**Theorem 7.15 (Heat equation).** Let $\partial$ be a bounded $C^2$-domain. Let $p, q \in (1, \infty)$, $v \in A_q(\mathbb{R})$ and $\gamma \in (-1, 2p - 1) \setminus \{ p - 1 \}$. For all $\lambda \geq 0$, $u \mapsto (u' + (\lambda - \Delta)u, \text{Tr}_\partial u)$ defines an isomorphism of Banach spaces $\mathbb{M}_{\mu, \gamma}^{q,p}(\mathbb{R}) \rightarrow \mathbb{D}_{\mu, \gamma}^{q,p}(\mathbb{R})$. In particular, for all $\lambda \geq 0$, $f \in \mathbb{D}_{\mu, \gamma}^{q,p}(\mathbb{R})$ and $g \in \mathbb{B}_{\mu, \gamma}^{q,p}(\mathbb{R})$, there exists a unique solution $u \in \mathbb{M}_{\mu, \gamma}^{q,p}(\mathbb{R})$ of the parabolic boundary value problem

$$
\begin{align*}
\frac{\partial u}{\partial t} + (\lambda - \Delta)u &= f, \\
\text{Tr}_\partial u &= g.
\end{align*}
$$

Moreover, there are the estimates

$$
\|u\|_{\mathbb{M}_{\mu, \gamma}^{q,p}(\mathbb{R})} \leq \|f\|_{\mathbb{D}_{\mu, \gamma}^{q,p}(\mathbb{R})} + \|g\|_{\mathbb{B}_{\mu, \gamma}^{q,p}(\mathbb{R})}.
$$

**Proof.** The required boundedness of the mapping $u \mapsto (u' + (\lambda - \Delta)u, \text{Tr}_\partial u)$ follows from Theorem 7.1 while the injectivity follows from Corollary 6.3. So it remains to be shown that it has a bounded right-inverse, i.e., there is a bounded solution operator to the associated parabolic boundary value problem. Using Theorem 7.1 we will reduce to the case $g = 0$. After this reduction, the desired result follows from Corollary 6.3. Finally, to give the reduction to $g = 0$, write $U = u - \text{ext}_{\partial \mathbb{R}^d}^0 g$, where $\text{ext}_{\partial \mathbb{R}^d}^0 : \mathbb{B}_{\mu, \gamma}^{q,p}(\mathbb{R}) \rightarrow \mathbb{M}_{\mu, \gamma}^{q,p}(\mathbb{R})$ is the coretraction of $\text{Tr}_\partial$ of Theorem 7.1. Then $U$ satisfies $U' + (\lambda - \Delta)U = F$ and $\text{Tr}_\partial U = 0$ where

$$
F = f - \left( \frac{d}{dt} + \lambda - \Delta \right) \text{ext}_{\partial \mathbb{R}^d}^0 g.
$$

Now Corollary 6.3 gives

$$
\|U\|_{\mathbb{M}_{\mu, \gamma}^{q,p}(\mathbb{R})} \leq C \|F\|_{\mathbb{D}_{\mu, \gamma}^{q,p}(\mathbb{R})} \leq C \|f\|_{\mathbb{D}_{\mu, \gamma}^{q,p}(\mathbb{R})} + \tilde{C} \|g\|_{\mathbb{B}_{\mu, \gamma}^{q,p}(\mathbb{R})}.
$$

The corresponding estimate for $u$ follows from this. \(\square\)

As a consequence of the above theorem we obtain the following corresponding result on time intervals $J = (0, T)$ with $T \in (0, \infty]$ in the case of the power weight $v = v_\mu$ (with $\mu \in (-1, q - 1)$), where we need to take initial values into account.

For the initial data we need to introduce the space

$$
\mathbb{I}_{\mu, \gamma}^{q,p} := W_{p,q}^{2\left(1+\mu\right) q} \left( \partial, w_\gamma^{p} \right) \cong \left( L^p(\partial, w_\gamma^{p}), W^{2,p}(\partial, w_\gamma^{p}) \right)_{1-q}^{-\frac{1+\mu}{q}}.
$$

Recall from Lemma 7.9 that $B_{p,q}^{s}(\partial, w_\gamma^{p} ; X) \leftrightarrow \mathbb{I}_{\mu, \gamma}^{q,p}$ with equality if $\gamma \in (-1, p - 1)$.

Concerning the compatibility condition in the space of initial-boundary data $\mathbb{B}_{\mu, \gamma}^{q,p}(J)$ below, let us note the following. Assume $1 - \frac{1+\mu}{q} > \frac{1+\gamma}{p}$. Then, on the one hand, by Proposition 7.6,
there is a well-defined trace operator \( \text{Tr}_{\partial \mathcal{O}} \) on \( \mathcal{B}^{q,p}_{\mu}(J) \); in fact, \( \text{Tr}_{\partial \mathcal{O}} \) is a retraction from \( \mathcal{B}^{q,p}_{\mu}(J) \) to \( \mathcal{B}^{2(1-\frac{\mu p}{q})-\frac{1}{2}}_{p,q}(\partial \mathcal{O}; X) \). On the other hand, as a consequence of [66, Theorem 1.1], \( \text{Tr}_{t=0} : g \mapsto g(0) \) is a well-defined retraction from \( \mathcal{B}^{q,p}_{\mu}(J) \) to \( \mathcal{B}^{2(1-\frac{\mu p}{q})-\frac{1}{2}}_{p,q}(\partial \mathcal{O}; X) \). Motivated by this we set

\[
\mathbb{B}^{q,p}_{\mu,\gamma}(J) := \left\{ (g, u_0) \in \mathcal{B}^{q,p}_{\mu,\gamma}(J) \oplus \mathcal{B}^{q,p}_{\mu,\gamma}(J) : g(0) = \text{Tr}_{\partial \mathcal{O}}u_0 \text{ when } 1 - \frac{1 + \mu}{q} > \frac{1}{2} \right\}.
\]

Now we can state the main result for the initial value problem with inhomogeneous boundary condition.

**Theorem 7.16 (Heat equation).** Let \( \mathcal{O} \) be a bounded \( C^2 \)-domain and let \( J = (0, T) \) with \( T \in (0, \infty) \). Let \( p, q \in (1, \infty) \), \( \mu \in (-1, q-1) \) and \( \gamma \in (-1, 2p-1) \setminus \{p-1\} \) with \( 1 - \frac{1 + \mu}{q} \neq \frac{1}{2} \).

For all \( \lambda \geq 0 \),

\[
\mathcal{M}^{q,p}_{\mu,\gamma}(J) \longrightarrow \mathcal{D}^{q,p}_{\mu,\gamma}(J) \oplus \mathbb{B}^{q,p}_{\mu,\gamma}(J), \ u \mapsto (u' + (\lambda - \Delta)u, \text{Tr}_{\partial \mathcal{O}}u, u(0))
\]

defines an isomorphism of Banach spaces; in particular, for all \( \lambda \geq 0 \), \( f \in \mathcal{D}^{q,p}_{\mu,\gamma} \) and \( g \in \mathbb{B}^{q,p}_{\mu,\gamma} \), there exists a unique solution \( u \in \mathcal{M}^{q,p}_{\mu,\gamma} \) of the parabolic initial-boundary value problem

\[
\begin{aligned}
u' + (\lambda - \Delta)u &= f, \\
\text{Tr}_{\partial \mathcal{O}}u &= g, \\
u(0) &= u_0.
\end{aligned}
\]

Moreover, there are the estimates

\[
\|u\|_{\mathcal{M}^{q,p}_{\mu,\gamma}(J)} \sim_{p,q,\mu,\gamma,\lambda,\Delta} \|f\|_{\mathcal{D}^{q,p}_{\mu,\gamma}(J)} + \|g, u_0\|_{\mathbb{B}^{q,p}_{\mu,\gamma}(J)}.
\]

In the proof of the theorem we will use the following notation:

\[
0\mathcal{B}^{q,p}_{\mu,\gamma}(I) := \left\{ \begin{array}{ll}
\mathcal{B}^{q,p}_{\mu,\gamma}(I), & 1 - \frac{1 + \mu}{q} < \frac{1}{2} + \frac{1}{p}, \\
\{ g \in \mathcal{B}^{q,p}_{\mu,\gamma}(I) : g(0) = 0 \}, & 1 - \frac{1 + \mu}{q} > \frac{1}{2} + \frac{1}{p},
\end{array} \right.
\]

and \( 0\mathcal{M}^{q,p}_{\mu,\gamma}(I) := \{ u \in \mathcal{M}^{q,p}_{\mu,\gamma}(I) : u(0) = 0 \} \), where \( I \in (\mathbb{R}, \mathbb{R}) \). We will furthermore use the following lemma.

**Lemma 7.17.** Let the notation and assumptions be as in Theorem 7.16. Then operator \( E_0 \) of extension by zero from \( \mathbb{R} \) to \( \mathbb{R} \) is a bounded linear operator from \( 0\mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}^+) \) to \( \mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}) \).

**Proof.** It suffices to show that

\[
E_0 = \mathcal{B}(0 \mathcal{F}^{q,p}_{\mu,\gamma}(\mathbb{R}^+, v_\mu; L^p(\partial \mathcal{O})), 0 \mathcal{F}^{q,p}_{\mu,\gamma}(\mathbb{R}, v_\mu; L^p(\partial \mathcal{O}))).
\]

Using [67, Theorem 1.3], which says that \( 1_{\mathbb{R}^+} \) is a pointwise multiplier on \( \mathcal{F}^{q,p}_{\mu,\gamma}(\mathbb{R}, v_\mu; X) \) for \( s \in (\frac{1 + \mu}{q} - 1, \frac{1 + \mu}{q}) \) and a Banach space \( X \), this can be shown as in [59]. We would like to remark that
this pointwise multiplier result could also be proved through a difference norm characterization as in [78, Section 2.8.6, Proposition 1], using that $E^r_{q,p}(\mathbb{R}, v_{\mu}; X) \leftrightarrow L^q(\mathbb{R}, v_{\mu-sq}; X)$ for $s \in (0, \frac{1+\mu}{q})$ (see [65]). □

**Proof of Theorem 7.16.** That $u \mapsto (u' + (\lambda - \Delta)u, \operatorname{Tr}_\partial u, u(0))$ is a bounded operator

$$\mathcal{M}^{q,p}_{\mu,\gamma}(J) \rightarrow \mathcal{D}^{q,p}_{\mu,\gamma}(J) \oplus \mathcal{B}^{q,p}_{\mu,\gamma}(J) \oplus \mathcal{I}^{q,p}_{\mu,\gamma}$$

follows from a combination of Theorem 7.1 and Theorem 7.5. That it maps to $\mathcal{D}^{q,p}_{\mu,\gamma}(J) \oplus \mathcal{I}^{q,p}_{\mu,\gamma}(J)$ can be seen as follows. Of course, we only need to show that

$$\operatorname{Tr}_{t=0} \operatorname{Tr}_\partial u = \operatorname{Tr}_\partial u, \quad u \in \mathcal{M}^{q,p}_{\mu,\gamma}(J), \quad (7.24)$$

when $1 - \frac{1+\mu}{q} > \frac{1+\gamma}{2}$. So assume $1 - \frac{1+\mu}{q} > \frac{1+\gamma}{2}$. By a standard convolution argument and an extension and restriction argument, we see that $W^1_2(J, v_{\mu}; W^2_2(\mu, \gamma))$ is dense in $\mathcal{M}^{q,p}_{\mu,\gamma}(J)$, from which (7.24) follows.

Injectivity of $u \mapsto (u' + (\lambda - \Delta)u, \operatorname{Tr}_\partial u, u(0))$ follows from the fact that $\Delta_{\text{Dir}}$ generates a strongly continuous semigroup (see [28]) by Theorem 6.2. So it remains to be shown that it has a bounded right-inverse, i.e. there is a bounded solution operator to the associated parabolic initial-boundary value problem. Using Theorem 7.5 followed by Theorem 7.1 and (7.24), we may restrict ourselves to the case $u_0 = 0$. Furthermore, by Corollary 6.3 we may restrict ourselves to the case $f = 0$. By extension and restriction it is enough to treat the resulting problem for $J = \mathbb{R}_+$. We must show that there is a bounded linear solution operator $\mathcal{S} : 0\mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}_+) \rightarrow 0\mathcal{M}^{q,p}_{\mu,\gamma}(\mathbb{R}_+), \; g \mapsto u$ for the problem

$$\begin{cases} u' + (\lambda - \Delta)u = 0, \\ \operatorname{Tr}_\partial u = g. \end{cases} \quad (7.25)$$

Let $E_0 \in \mathcal{B}(0\mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}_+), \mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}))$ be the operator of extension by zero (see Lemma 7.17) and let $\mathcal{S} : \mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}) \rightarrow \mathcal{M}^{q,p}_{\mu,\gamma}(\mathbb{R}), \; g \mapsto u$ be the solution operator for the problem (7.25) on $\mathbb{R}$ from Theorem 7.15.

It suffices to show that $\mathcal{S} \mathcal{R} \circ E_0$ maps to $0\mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}_+)$ to $0\mathcal{M}^{q,p}_{\mu,\gamma}(\mathbb{R})$; indeed, in that case $\mathcal{S} g := (\mathcal{S} E_0 g)|_{\mathbb{R}_+}$ is as desired. To do so we follow a modification of an argument given in [64, Lemma 2.2.7].

Let $g \in 0\mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}_+)$ and set $u := \mathcal{S} \mathcal{R} E_0 g \in \mathcal{M}^{q,p}_{\mu,\gamma}(\mathbb{R})$. Pick $\phi \in C^\infty_c(\mathbb{R}_+)$ with $\int_{\mathbb{R}_+} \phi(x) \, dx = 1$ and put $\phi_n(x) := n^2 \phi(nx)$ for each $n \in \mathbb{N}_1$. Now consider $g_n := \phi_n \ast E_0 g \in \mathcal{B}^{q,p}_{\mu,\gamma}(\mathbb{R}) \cap C^\infty(\mathbb{R}; L^p(\mu, \gamma))$ and $u_n := \phi_n \ast u \in W^{\infty,q}(\mathbb{R}, v_{\mu}; W^{2,p}(\mu, \gamma)) \subseteq \mathcal{M}^{q,p}_{\mu,\gamma}(\mathbb{R}) \cap C^\infty(\mathbb{R}; L^p(\mu, \gamma))$. Then

$$u = \lim_{n \to \infty} u_n \quad \text{in} \quad \mathcal{M}^{q,p}_{\mu,\gamma}(\mathbb{R}) \quad (7.26)$$

and

$$\begin{cases} u_n' + (\lambda - \Delta)u_n = \phi_n \ast (u' + (\lambda - \Delta)u) = 0, \\ \operatorname{Tr}_\partial u_n = \phi_n \ast \operatorname{Tr}_\partial u = \phi_n \ast E_0 g. \end{cases}$$
so that \( u_n = \mathcal{S}_\mathbb{R} g_n \) by uniqueness of solutions. Furthermore, \( g_n(0) = 0 \), implying that \( \text{Tr}_{\mathcal{O}}(u_n(0)) = [\text{Tr}_{\mathcal{O}} u_n](0) = g_n(0) = 0 \), so that \( u_n(0) \in W^{2,p}_{\text{Dir}}(\mathcal{O}, w_\gamma^p) \). Now, as \( \lambda - \Delta_{\text{Dir}} \) is exponentially stable, we may define \( v_n \in 0 \mathbb{M}^{q,p}_{\mu,\gamma}(\mathbb{R}) \) by

\[
v_n(t) := \begin{cases} u_n(t) - e^{(\lambda - \Delta_{\text{Dir}})t} u_n(0), & t \geq 0, \\ 0, & t < 0. \end{cases}
\]

But then \( v_n \) satisfies

\[
\begin{cases}
v_n' + (\lambda - \Delta) v_n = 0, \\ \text{Tr}_{\mathcal{O}} v_n = g_n,
\end{cases}
\]

so that \( v_n = \mathcal{S}_\mathbb{R} g_n = u_n \) by uniqueness of solutions. Therefore, \( u_n \in 0 \mathbb{M}^{q,p}_{\mu,\gamma}(\mathbb{R}) \). We may thus conclude that \( u \in 0 \mathbb{M}^{q,p}_{\mu,\gamma}(\mathbb{R}) \) in view of (7.26). \( \square \)

**Remark 7.18.** Theorems 7.15 and 7.16 also remain valid in the \( X \)-valued setting as long as \( X \) is a UMD space and \( \lambda \geq \lambda_0 \), where \( \lambda_0 \) depends on the geometry of \( X \).
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