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Abstract

This article deals with the variable coefficient thin obstacle problem in \( n + 1 \) dimensions. We address the regular free boundary regularity, the behavior of the solution close to the free boundary and the optimal regularity of the solution in a low regularity set-up.

We first discuss the case of zero obstacle and \( W^{1,p} \) metrics with \( p \in (n+1, \infty] \). In this framework, we prove the \( C^{1,\alpha} \) regularity of the regular free boundary and derive the leading order asymptotic expansion of solutions at regular free boundary points. We further show the optimal \( C^{1,\min\{1-\frac{2}{p+1},0\}} \) regularity of solutions. New ingredients include the use of the Reifenberg flatness of the regular free boundary, the construction of an (almost) optimal barrier function and the introduction of an appropriate splitting of the solution. Important insights depend on the consideration of various intrinsic geometric structures.

Based on variations of the arguments in [18] and the present article, we then also discuss the case of non-zero and interior thin obstacles. We obtain the optimal regularity of the solutions and the regularity of the regular free boundary for \( W^{1,p} \) metrics and \( W^{2,p} \) obstacles with \( p \in (2(n+1), \infty] \).
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1. Introduction

In this article we continue our discussion of the variable coefficient thin obstacle or Signorini problem in a low regularity framework. Here our main objectives are an improved understanding of the (regular) free boundary, the determination of the asymptotic behavior of solutions close to the (regular) free boundary and the derivation of optimal regularity estimates for solutions. To achieve this in our low regularity set-up, we in particular introduce two key new arguments: The identification of the regular free boundary as a Reifenberg flat set, which enables us to construct (almost) optimally scaling barrier functions (cf. Section 3.1) and a “splitting technique” (cf. Proposition 3.10), which allows us to deal with divergence form right hand sides and to identify the leading order contributions in the respective equations.

Let us explain the precise set-up of our problem: We consider local minimizers of the constrained Dirichlet energy:

\[ J(w) = \int_{B_1^+} a^{ij}(\partial_i w)(\partial_j w)dx, \]

where we use the Einstein summation convention and assume that

\[ w \in \mathcal{K} := \{ v \in H^1(B_1^+) \mid v \geq 0 \text{ on } B_1^+ = B_1^+ \cap \{ x_{n+1} = 0 \} \}. \]

Here, the metric \( a^{ij} : B_1^+ \rightarrow \mathbb{R}^{(n+1)\times(n+1)} \) is a symmetric, uniformly elliptic tensor field which is \( W^{1,p}, p \in (n+1, \infty] \), regular and \( B_1^+ = \{ x \in B_1 \subset \mathbb{R}^{n+1} \mid x_{n+1} \geq 0 \} \) denotes the upper half-ball. On the upper half-ball it is possible to consider arbitrary local variations of local minimizers. Hence, local minimizers solve an elliptic divergence form equation in the upper half-ball, on this set they are “free”. However, on the codimension one surface \( B_1^+ \) they obey the convex constraint \( w \geq 0 \) which leads to complementary or Signorini boundary conditions. In this sense the obstacle is “thin”.

In the sequel we are in particular interested in obtaining an improved understanding of the free boundary

\[ \Gamma_w := \partial_{B_1^+} \{ x \in B_1^+ \mid w(x) > 0 \}. \]

This set (which for Lipschitz metrics \( a^{ij} \) is of Hausdorff dimension \( n-1 \), cf. Remark 3.1) separates the contact set, \( \Lambda_w := \{ x \in B_1^+ \mid w(x) = 0 \} \), in which the solution coincides with the obstacle, from the positivity set, \( \Omega_w := \{ x \in B_1^+ \mid w(x) > 0 \} \), in which the solution is “free”. Moreover, we seek to understand the structure of the solution close to the free boundary.

Considering variations of local minimizers in the energy functional \( (1) \) leads to an equivalent formulation of the local minimization problem \( (1) \) in the form of a variational inequality posed in the energy space \( \mathcal{K} [28] \): For a solution, \( w \in \mathcal{K} \), of \( (1) \) we have

\[ \int_{B_1^+} a^{ij}(\partial_i w)\partial_j (v - w)dx \geq 0 \text{ for all } v \in \mathcal{K}. \]

If in addition \( w \in H^2(B_1^+) \), this corresponds to an elliptic equation with complementary or Signorini boundary conditions:

\[ \partial_i a^{ij} \partial_j w = 0 \text{ in } B_1^+, \]

\[ w \geq 0, -a^{n+1,j} \partial_j w \geq 0, \quad w(a^{n+1,j} \partial_j w) = 0 \text{ on } B_1^+. \]

Here the Signorini condition is derived from the pointwise inequality \(-a^{n+1,j} \partial_j w(v - w) \geq 0 \) on \( B_1^+ \) which holds for any \( v \in \mathcal{K} \).

In the sequel we investigate the thin obstacle problem by studying solutions of \( (2) \). Moreover, we address variants of it which involve inhomogeneities, non-flat obstacles and boundaries and non-flat interior obstacles.

1.1. Main results

In this article we first derive the \( C^{1,\alpha} \) regularity of the so-called regular set of the free boundary in the presence of \( W^{1,p} \) metrics, \( a^{ij} \), with \( p > n + 1 \). Moreover, in this framework we deduce a leading order asymptotic expansion of
solutions to (2) with error estimates. Combining the regularity of the regular free boundary with the Carleman estimate from [18], we then show the optimal $C^{1, \min\{1-\frac{n+1}{2(n+1)}, \frac{1}{2}\}}$ regularity of solutions with $W^{1,p}$ metrics, $a^{ij}$, for $p > n + 1$.

In addition to this, we also treat perturbations of the thin obstacle problem including non-flat free boundaries and obstacles, as well as inhomogeneities in the equations and the interior thin obstacle problem.

In order to deduce these results, we rely on two main new ingredients: A “splitting argument” and the construction of (almost) optimally scaling barrier functions. The latter builds on the identification of the regular free boundary as a Reifenberg flat set.

In the following subsections we elaborate on these results, put them into the context of the literature on the thin obstacle problem, and explain the main difficulties and the new arguments which are used to overcome these.

We first recall the main results from [18] on free boundary points: All free boundary points $x \in \Gamma_w$ are classified by their associated vanishing order $\kappa_x$ (cf. Definition 4.1 in [18] and Proposition 4.1 in [18])

$$
\kappa_x := \lim_{r \to 0} \frac{\ln(r^{-\frac{n+1}{2}} \|w\|_{L^2(A^+_r(x)/\Gamma_1w(w))})}{\ln(r)},
$$

for which the dichotomy $\kappa_x = \frac{3}{2}$ or $\kappa_x \geq 2$ holds (cf. Corollary 4.2 in [18]). Here $A^+_r(w) = (B_{2r}(x) \setminus B_r(x)) \cap \mathbb{R}^{n+1}_+$ is the half annulus centered at $x$ with radius $r$. In particular this implies that the free boundary decomposes as

$$
\Gamma_w = \Gamma_{3/2}(w) \cup \bigcup_{\kappa \geq 2} \Gamma_{\kappa}(w).
$$

Here $\Gamma_{3/2}(w)$ is the so-called regular free boundary which is given by all free boundary points $x \in \Gamma_w$ with vanishing order $\kappa_x = 3/2$. The remaining set $\bigcup_{\kappa \geq 2} \Gamma_{\kappa}(w)$ consists of all free boundary points $x \in \Gamma_w$ with a higher order of vanishing, i.e. $\kappa_x \geq 2$. Moreover, the map $\Gamma_w \ni x \mapsto \kappa_x$ is upper semi-continuous (cf. Proposition 4.2 in [18]). In [18] we also proved that for each $x \in \Gamma_w$ with $\kappa_x < \infty$, there exists an $L^2$-normalized blow-up sequence $w_{x,r_j}$ such that the limit $u_{x,0}$ is a homogeneous global solution with homogeneity $\kappa_x$ (cf. Proposition 4.6 in [18]). Furthermore, if $\kappa_x = \frac{3}{2}$, the blow-up limit $u_{x,0}$ is two-dimensional and (up to a rotation of coordinates) is equal to $c_n \Re(x_n + i x_{n+1})^{3/2}$.

In the first part of the present paper, we study the regular free boundary $\Gamma_{3/2}(w)$, which is relatively open by the upper semi-continuity of $\kappa_x$. Relying on comparison principles (cf. Proposition 3.17) combined with a splitting technique for equations with divergence right hand sides (cf. Proposition 3.10), we obtain the $C^{1,\alpha}$ regularity of the regular free boundary $\Gamma_{3/2}(w)$:

**Theorem 1.** Let $a^{ij} : B^+_1 \to \mathbb{R}^{(n+1)\times(n+1)}$ be a uniformly elliptic, symmetric $W^{1,p}$, $p \in (n+1, \infty]$, tensor field. Assume that $w$ is a solution of the variable coefficient thin obstacle problem (2). For each $x_0 \in \Gamma_{3/2}(w)$, there exist a parameter $\alpha \in (0, 1]$, a radius $\rho = \rho(x_0, w)$ and a $C^{1,\alpha}$ function $g : B^\rho(x_0) \to \mathbb{R}$ such that (possibly after a rotation)

$$
\Gamma_w \cap B^\rho_{\rho}(x_0) = \Gamma_{3/2}(w) \cap B^\rho_{\rho}(x_0) = \{x \ni x_n = g(x''_{\rho})\} \cap B^\rho_{\rho}(x_0).
$$

We remark that we turn the usual order of the arguments around: Instead of first proving optimal regularity of the solution, and then regularity of the (regular) free boundary (cf. [1,2,21]), we first prove regularity of the (regular) free boundary, and then deduce optimal regularity of the solution. The regular free boundary is $C^{1,\alpha}$ under conditions which do not imply $C^{1,1/2}$ regularity of the solution.

With the $C^{1,\alpha}$ regularity of the (regular) free boundary at hand, it then becomes possible to study the local behavior of solutions around regular free boundary points. This is based on identifying the leading order in the asymptotics of solutions of (2) at regular free boundary points in the presence of $W^{1,p}$ metrics with $p \in (n+1, \infty]$ (cf. Proposition 4.6). As the asymptotics are complemented by a higher order error estimate, this allows us to obtain local growth bounds. Then combining this with our Carleman estimate, we are able to obtain the $C^{1,1/2}$ optimal regularity of solutions associated with $W^{1,p}$ metrics for $p \in (2(n+1), \infty]$:
Theorem 2 (Optimal regularity). Let $a^{ij} : B_1^+ \to \mathbb{R}^{(n+1)\times(n+1)}$ be a uniformly elliptic, symmetric $W^{1,p}$, $p \in [2(n + 1), \infty]$, tensor field. Assume that $w$ is a solution of the variable coefficient thin obstacle problem (2). Then, there exists a constant $C > 0$ depending only on $\|a^{ij}\|_{W^{1,p}(B_1^+)}$, $n$, $p$ such that

$$\|w\|_{C^{1,1/2}(B_{1/2}^+)} \leq C \|w\|_{L^2(B_1^+)}.$$  

Finally, in the last part of the paper we prove that these results are not restricted to the flat thin obstacle problem, i.e. the setting in which the obstacle is the zero function. We show that, on the contrary, it is possible to deal with inhomogeneities, non-constant obstacles, non-flat boundaries and even non-flat interior obstacles (cf. Section 5). For instance, we prove the following result for non-flat obstacles:

Theorem 3. Let $a^{ij} : B_1^+ \to \mathbb{R}^{(n+1)\times(n+1)}$ be a uniformly elliptic, symmetric $W^{1,p}$, $p \in (2(n + 1), \infty]$, tensor field. Suppose that $\varphi \in W^{2,p}(B_1')$. Let $w : B_1^+ \to \mathbb{R}$ be a solution of the thin obstacle problem

$$\partial_i a^{ij} \partial_j w = 0 \text{ in } B_1^+,$$

$$w \geq \varphi, \quad -a^{ij} \partial_j w \geq 0, \quad (w - \varphi)(a^{ij} \partial_j w) = 0 \text{ on } B_1'.$$

Then, the following statements hold:

(i) The function $w$ has the optimal Hölder regularity:

$$w \in C^{1,1/2}(B_{1/2}).$$

(ii) Assuming that $0 \in \Gamma_{3/2}(w)$, there exist a radius $\rho > 0$, a parameter $\alpha \in (0, 1]$ and a $C^{1,\alpha}$ function $g$ such that (potentially after a rotation)

$$\Gamma_w \cap B_\rho' = \Gamma_{3/2}(w) \cap B_\rho' = \{x| x_n = g(x')\} \cap B_\rho'.$$

1.2. Literature and context

In the last years the thin obstacle problem and its variants have been a very active field of research. After the complete characterization of the two-dimensional, constant coefficient thin obstacle problem by Lewy [19] and Richardson [22] as well as impressive partial results on the general problem [10,16,27], a major new idea emerged only relatively recently: In [1] and [2] Athanasopoulos, Caffarelli and Salsa introduced Almgren’s frequency function as a powerful tool of obtaining optimal regularity estimates and the $C^{1,\alpha}$ regularity of the free boundary for the constant coefficient problem. Here $\alpha$ is some constant in $(0, 1]$. Later this was extended by [23] and [6] to the related obstacle problem for the fractional Laplacian. Moreover, in a recent article [17] Koch, Petrosyan and Shi prove the analyticity of the regular free boundary for the constant coefficient operator by introducing a connection between the thin obstacle problem and the Grushin Laplacian. Simultaneously, De Silva and Savin [7] obtained the $C^\infty$ regularity of the regular free boundary by exploiting higher order boundary Harnack inequalities. This discussion of the regularity of the regular free boundary is complemented by an article of Garofalo and Petrosyan [11] in which a monotonicity formula is used to characterize the structure of the singular set of the thin obstacle problem.

While these results illustrate that there has been great progress in the constant coefficient thin obstacle problem, less is known in the variable coefficient framework. Here the work of Uraltseva [27] has shown that it is possible to obtain $C^{1,\alpha}$ Hölder regularity of solutions of the thin obstacle problem in the presence of $W^{1,p}$, $p \in (n + 1, \infty]$, metrics. In her result the Hölder exponent is some value $\alpha \in (0, 1/2)$ which depends on the ellipticity constants of the coefficients and the value of $p$.

Only very recently, the variable coefficient problem has been further investigated: In [15] Guillen deals with the problem in the context of Hölder regular $C^{1,\alpha}$, for some $\alpha \in (0, 1)$, metrics. This is improved in an article by Garofalo and Smit Vega Garcia [13] in which the authors derive the optimal regularity of solutions of the thin obstacle problem in the presence of $C^{0,1}$ metrics and $C^{1,1}$ obstacles. This argument is based on an extension of Almgren’s monotonicity formula to the setting of low regularity metrics and obstacles. In a recent preprint [12] Garofalo, Petrosyan and Smit Vega Garcia further build on this and deduce the $C^{1,\alpha}$ for some $\alpha \in (0, 1)$, regularity of the regular free boundary in the presence of $C^{0,1}$ metrics and $C^{1,1}$ obstacles by proving an epiperimetric inequality.
Complementing these results by relying on Carleman estimates instead of frequency formulae and working in the setting of Sobolev metrics $a^{ij} \in W^{1,p}$, $p \in (n + 1, \infty)$, [18] provides an alternative proof of the almost optimal regularity of solutions to (2). In the present article we extend these ideas, and, building on our previous work, prove optimal regularity in the framework of $W^{1,p}$, $p \in (n + 1, \infty)$, metrics as well as the $C^{1,\alpha}$ regularity of the regular free boundary.

1.3. Difficulties and strategy

As already in [18] the central difficulty with which we deal throughout the article is the low regularity of the metric. Building on the results from [18], we analyze the (regular) free boundary (cf. Section 3). Traditionally, this is studied by relying on comparison principles (cf. [21]): Differentiating the equation (2), an analysis of the equation for the tangential derivatives allows to transfer positivity properties of derivatives of the blow-up solutions to the problem at hand. This then permits to conclude the $C^{1,\alpha}$ regularity of the regular free boundary.

In a low regularity set-up this becomes more difficult: Still addressing the regularity of the regular free boundary by differentiating the equation for $u$ and working with comparison principles for tangential derivatives, we are confronted with a situation in which potentially two derivatives fall on the metric $a^{ij}$. Hence, in order to deal with this without asking for additional regularity of the metric, we treat the corresponding terms (which potentially involve two derivatives on the metric) as divergence form right hand sides of our equation (cf. the discussion below Proposition 3.8). As a key new ingredient of pursuing the described comparison strategy also in the low regularity situation, we exploit a “splitting technique”: We divide our solution into a “controlled error” which handles the low regularity contributions originating from the metric, and a “main part” which captures the behavior of our solutions (cf. Proposition 3.10). This allows us to argue along similar lines as in the literature.

Yet, we have to overcome a second difficulty: In order to provide a framework which also deals with non-flat obstacles of low regularity, we have to work as close as possible to the scaling critical setting. Thus, instead of proving linear non-degeneracy of the tangential derivatives, we prove a (nearly) square root non-degeneracy in appropriate cones (cf. Proposition 3.17). In order to achieve this, we introduce a second main new ingredient and construct a new barrier function which exploits the Reifenberg flatness of the free boundary (cf. Proposition 3.16).

In the second part of our argument, we return to the investigation of solutions of the thin obstacle problem (cf. Section 4). Here we rely on the free boundary regularity which allows to improve the almost optimal growth estimates which were previously obtained from the Carleman estimate (cf. Lemma 4.1 in [18] and Corollary 4.11).

We argue in two steps in which we combine local with global information: First we prove a local growth estimate around regular free boundary points in which we obtain the optimal growth estimates. As these bounds however rely on comparison arguments which depend on the free boundary itself, they are not uniform in the free boundary points. By virtue of the $C^{1,\alpha}$ regularity of the (regular) free boundary, these growth estimates can be obtained by an asymptotic expansion of solutions around regular free boundary points. For the identification of the leading order contribution of the expansion and of the corresponding higher order error estimates, we exploit our boundary Harnack estimate in combination with the boundary regularity for $W^{1,p}$ metrics with $p \in (n + 1, \infty)$. Here we exploit our main new results on the free boundary regularity.

In the second step in our optimal regularity argument for $W^{1,p}$ metrics with $p > 2(n + 1)$, we then combine the optimal, but non-uniform local with optimal global information. For this we rely on Lemma 4.2 in [18] which allows us to transfer the local into global information. This is the only point at which we directly return to the arguments from [18].

Finally, in Section 5 we comment on the stability of the described methods by applying them to variants of the thin obstacle problem. Using the scaling of the Carleman inequality, we first show that it is possible to deal with inhomogeneities (cf. Section 5.1). This then immediately entails that all the previous results remain true for sufficiently regular, non-constant obstacles, although we only require that they are $W^{2,p}$ regular for some $p > 2(n + 1)$ (cf. Section 5.2).

Concluding the section on variants of the thin obstacle problem, we discuss the setting of the interior thin obstacle problem (cf. Section 5.4). Here we are confronted with additional difficulties, which arise due to a slightly modified boundary condition (instead of a sign condition on the Neumann derivative, there is a sign condition on the fluxes across the interior boundary). This leads to slight modifications in the derivation of the Carleman inequality from [18] and yields leading order linear contributions in the asymptotics of the Neumann derivative (cf. Proposition 5.6).
1.4. Organization of the paper

After briefly recalling auxiliary results, conventions and the notation from [18] in Section 2.2, we begin with the analysis of the regular free boundary in Section 3. Here Proposition 3.10 is a crucial technical tool to overcome the difficulties with the low regularity set up. In Section 3.2 we first prove the Lipschitz regularity of the regular free boundary (cf. Proposition 3.8). This is based on the observation that the free boundary is Reifenberg flat, which we exploit in Section 3.2.1, in order to construct an appropriate, sufficiently well scaling barrier function (cf. Proposition 3.16). In Section 3.3 we improve the Lipschitz regularity to gain \( C^{1,\alpha} \) regularity (cf. Proposition 3.22).

In the second part of the paper we return to the study of solutions of (4): In Section 4 we identify the leading order asymptotics of solutions of the thin obstacle problem (Proposition 4.3). This allows to derive growth bounds (Corollary 4.9 and Corollary 4.11) as well as the optimal regularity of solutions of (2) (cf. Theorem 4). Finally, in the last part of the article, in Section 5, we illustrate how the previous results can be transferred to variations of the thin obstacle problem.

2. Preliminaries

In this section, we briefly explain our normalizations and notational conventions.

2.1. Auxiliary results

We start by recalling that, due to the discussion in Section 2.1 in [18], we may, without loss of generality, consider solutions \( w \) of (2) with

(A0) \( \|w\|_{L^2(B^+_1(0))} = 1 \),
(A1) \( a^{i+1}(x, 0) = 0 \) on \( \mathbb{R}^n \times \{0\} \) for \( i = 1, \ldots, n \),
(A2) \( a^{ij} \) is symmetric and uniformly elliptic with eigenvalues in the interval \([1/2, 2]\).

In addition, we in the sequel also make the following hypotheses (where we either assume (A3) or (A3')):

(A3) \( a^{ij} \in W^{1,p}(B^+_1(0)) \) for some \( p \in (n+1, \infty] \),
(A3') \( a^{ij} \in W^{1,p}(B^+_1(0)) \) for some \( p \in (2(n+1), \infty] \),
(A4) \( a^{ij}(0) = \delta^{ij} \).

These assumptions allow us to reduce (2) to

\[
\begin{aligned}
\partial_i a^{ij} \partial_j w &= 0 \text{ in } B^+_1, \\
w &\geq 0, -\partial_{n+1} w \geq 0, \ w(\partial_{n+1} w) = 0 \text{ on } B'_1.
\end{aligned}
\]

Due to the \( H^2 \) estimates and the almost optimal regularity result of [18], it is possible to interpret (4) not only as a variational inequality in the energy space \( H^1(B^+_1) \), but also to understand the equation and its boundary values in a classical pointwise sense.

Let us comment on the conditions (A0)–(A4): We recall that it is always possible to achieve (A0) by a suitable normalization. Condition (A1) is a consequence of an appropriate change of coordinates, cf. Uraltseva [27]. Also, assumption (A2) and (A4) can always be achieved by an additional affine change of coordinates (and a rescaling) and thus do not pose additional restrictions on our set-up.

Conditions (A3) and (A3') are regularity assumptions which allow us to apply the results of [18]. Here condition (A3') is slightly more restrictive. While this assumption is not needed in the case of flat obstacles, it becomes necessary in our treatment of non-flat obstacles, as a consequence of our strategy of proof: We work on the level of the differentiated equation. Moreover, we stress that the integrability assumption \( p \geq 2(n+1) \) yields the embedding \( W^{1,p} \hookrightarrow C^{0,1/2} \) which, by interior regularity, is needed (and might also suffice) to derive the (optimal) \( C^{1,1/2} \) regularity of solutions to the variable coefficient thin obstacle problem. Both conditions (A3) and (A3') imply that...
\[ |a^{ij}(x) - \delta^{ij}| \leq C_n \left\| \nabla a^{ij} \right\|_{L^p(B_1^+)} |x|^{1-\frac{n+1}{p}} \text{ for all } x \in B_1^+ \]

by Morrey’s inequality.

### 2.2. Notation

We use the same notation as in [18], which we briefly recall in the sequel:

- \( \mathbb{R}^{n+1}_+ := \{ x \in \mathbb{R}^{n+1} | x_{n+1} \geq 0 \}, \mathbb{R}^{n+1}_- := \{ x \in \mathbb{R}^{n+1} | x_{n+1} \leq 0 \} \).
- For points \( x \in \mathbb{R}^{n+1} \) we also use the notation \( x = (x', x_{n+1}) \) or \( x = (x'', x_n, x_{n+1}) \), if we want to emphasize the roles of the respective lower dimensional coordinates.
- Let \( x_0 = (x'_0, 0) \in \mathbb{R}^{n+1}_+ \). For the upper half-ball of radius \( r > 0 \) around \( x_0 \) we write \( B_r^+(x_0) := \{ x \in \mathbb{R}^{n+1}_+ | |x - x_0| < r \} \). The projection onto the boundary of \( \mathbb{R}^{n+1}_+ \) is respectively denoted by \( B_r'(x_0) := \{ x \in \mathbb{R}^n \times \{0\} | |x - x_0| < r \} \). If \( x_0 = (0, 0) \) we also write \( B_r^+ \) and \( B_r' \). Analogous conventions are used for balls in the lower half sphere: \( B_r^-(x_0) \). Moreover, we use the notation \( B_r^+(x_0) = \{ x \in \mathbb{R}^{n+1}_- \times \{(x_0)_n \times \{0\} | |x'' - x''_0| < r \} \), where \( x_0 = (x'_0, (x_0)_n, 0), x = (x'', x_n, x_{n+1}) \).
- Annulli around a point \( x_0 = (x'_0, 0) \) in the upper half-space with radii \( 0 < r < R < \infty \) as well as their intersection with the boundary of \( \mathbb{R}^{n+1}_+ \) are denoted by \( A_{r,R}(x_0) := B_R^+(x_0) \setminus B_r^+(x_0) \) and \( A'_{r,R}(x_0) := B_R'(x_0) \setminus B_r'(x_0) \) respectively. For annuli around \( x_0 = (0, 0) \) we also omit the center point. Furthermore, we set \( A_{r,R}(x_0) := A_{r,R}^+(x_0) \cup A_{r,R}^-(x_0) \).
- We use \( C_\eta(e_n) \) to denote an \((n+1)\)-dimensional cone with opening angle \( \eta \) and axis \( e_n \). Analogously, \( C_\eta'(e_n) \) refers to a flat \((n\times n)\)-dimensional cone on \( \{ x_{n+1} = 0 \} \) with opening angle \( \eta \) and axis \( e_n \).
- We use \( \Gamma f \) to denote the standard Euclidean norm.
- We use \( \partial \Gamma f \) to denote the boundary of \( \Gamma f \).
- Distances with respect to a Riemannian metric \( g \) (e.g. if they are induced by certain operators as in Section 3.4) are denoted by \( d_g(\cdot, \cdot) \).
- \( \text{dist}_H(X, Y) := \max\{ \sup_{x \in X} d(x, Y), \sup_{y \in Y} d(y, X) \} \) denotes the Hausdorff distance of two subsets \( X \) and \( Y \) in \( \mathbb{R}^m \).
- Let \( w : B_1^+ \rightarrow \mathbb{R} \) be a solution of (4). Then
  - \( \Omega_w := \{ x \in \mathbb{R}^n \times \{0\} | w(x) > 0 \} \) denotes the positivity set.
  - \( \Gamma_w := \partial B_1^+ \setminus \Omega_w \) is the free boundary.
  - \( \Lambda_w := B_1^+ \setminus \Omega_w \) is the coincidence set.
  - \( \Gamma_\kappa^2(w) := \{ x \in \Gamma_w | \kappa_x = \frac{3}{2} \} \subset \Gamma_w \) is the regular set or the regular free boundary. Here \( \kappa_x := \limsup_{r \to 0} \frac{\ln(r^{-\frac{2n}{n+1}} \|w\|^2_{L^2(B_1^+(x))})}{\ln(r)} \) is the vanishing order of \( w \) at \( x \).
- As in [18] we use the notation \( w_r(x) := \frac{w(x)}{r \cdot \left( \frac{n+1}{2}\frac{\|w\|^2_{L^2(B_1^+(x))}}{\|w(x)\|^2_{L^2(\partial B_1^+(x))}} \right)} \) to denote the \( L^2 \) normalized rescaling of \( w \) at zero.

Analogously we consider the \( L^2 \)-normalized blow-ups at arbitrary free boundary points \( x_0 \in \Gamma_w, w_{x_0,r}(x) := \frac{w(x_0 + rx)}{r^{\frac{n+1}{2}} \|w\|^2_{L^2(\partial B_1^+(x_0))}} \).

- We set \( w_{3/2}(x) := c_n \Re (x_n + i x_{n+1})^{3/2} \), where \( c_n \) is chosen such that \( \| w_{3/2} \|_{L^2(\Gamma^+)} = 1 \).
- In the following we often use the abbreviation \( \ell_0 := (2\sqrt{n})^{-1} \) as well as \( c_s := \| \nabla a^{ij} \|_{L^p(B_1^+)} \).
- We use \( L_0 = a^{ij} \partial_{ij} \) and \( L = \partial_i a^{ij} \partial_j \) to denote the non-divergence and divergence form operators involved.
- We reserve the parameter \( \epsilon > 0 \) to quantify the Reifenberg flatness of a domain \( \Gamma \subset \mathbb{R}^n \times \{0\} \), as well as the parameter \( \epsilon_0 \) to measure the closeness of a solution of (4) to the \( L^2 \) normalized model solution \( w_{3/2}(x) \).
- We use the notation \( A \lesssim B \) to denote that there exists an only dimension dependent constant such that \( A \leq CB \). Similar conventions are used for \( \gtrsim \).
3. Regularity of the regular free boundary

In this section we deduce the $C^{1,\alpha}$ regularity of the regular part of the free boundary for solutions of the thin obstacle problem (4) and thus provide the proof of Theorem 1.

We recall that it is possible to classify free boundary points by their vanishing order $\kappa$ (Section 4 of [18]):

$$\Gamma_w = \Gamma_{\frac{3}{2}}(w) \cup \bigcup_{\kappa \geq 2} \Gamma_{\kappa}(w),$$

where $\Gamma_{\kappa}(w) := \{x \in \Gamma_w \mid \kappa_x = \kappa\}$. The set $\Gamma_{\frac{3}{2}}(w)$ is referred to as the \textit{regular set} of $w$ or the \textit{regular free boundary} of $w$. A corresponding point $x \in \Gamma_{\frac{3}{2}}(w)$ is called \textit{regular}.

Although we are mainly interested in the \textit{regular} free boundary, in passing, we make the following observation on the Hausdorff-dimension of the \textit{(whole) free boundary}:

\textbf{Remark 3.1 (Hausdorff dimension of $\Gamma_w$).} We claim that, if the obstacle is zero and the metric $a^{ij}$ is Lipschitz continuous, the Hausdorff-dimension of the \textit{(whole) free boundary} is less than or equal to $n - 1$. Indeed, this follows as in Lemma 4.1 and Theorem 8.10 in [26]. Similarly as in these results, we prove a slightly stronger statement: We show that

$$\mathcal{H}^s(S_w \cap B_1^*) = 0 \text{ for all } s > n - 1,$$

where $S_w := \{x \in B_1^* \mid w(x) = |\nabla w(x)| = 0\}$ in particular contains $\Gamma_w$.

We only provide a sketch of the proof here and refer to [26] and [24], Chapter 3.3 for the details. As in [26] we argue in two steps and first show that if $\varphi \in C^{1,\alpha}$ for some $\alpha > 0$ is a solution of the constant coefficient thin obstacle problem, then the Hausdorff dimension of the associated free boundary $S_\varphi \cap B_1^*$ is less than or equal to $n - 1$.

The argument for this follows by contradiction: Assuming that the statement of the claim were wrong, there existed $s > n - 1$ such that

$$\mathcal{H}^s(S_\varphi \cap B_1^*) > 0.$$

By density arguments for the Hausdorff measure (cf. [8], Chapter 2.3, Theorem 2.7) there exists a point $z \in S_\varphi \cap B_1^*$ such that

$$\theta^{\mu_s}_{\mu_s}(S_\varphi, z) := \limsup_{\rho \to 0} \rho^{-s} \mu_s(S_\varphi \cap B_{\rho}^*(z)) > 0,$$

where for $A \subset B_1^*$ we have $\mu_s(A) := \inf \sum_{j=1}^{\infty} \rho_j^{s} A \subset \bigcup_{j=1}^{\infty} B_{\rho_j}^*(y_j)$ and $y_j \in B_1^*$. Hence there exists a sequence $\sigma_j > 0$ with $\sigma_j \to 0$ such that

$$\lim_{\sigma_j \to 0} \sigma_j^{-s} \mu_s(S_\varphi \cap B_{\sigma_j}^*(z)) > 0.$$

Rescaling the function by setting $\varphi_j(x) := \frac{\varphi(x+\sigma_j x)}{\sigma_j^{\frac{n+1}{2s}} \|\varphi\|_{L^2(B_{\sigma_j}^*(z))}}$ with $x \in B_{\sigma_j^{-1}(1-|\cdot|)}$ results in

$$\liminf_{j \to 0} \mu_s(S_{\varphi_j} \cap \overline{B_1^*}) > 0.$$

By compactness (cf. [26,21]) we have that along a subsequence

$$\varphi_j \to \psi \text{ in } C_{loc}^1(B_1^*),$$

where $\psi \in C^{1,\alpha} \cap W^{2,2}$ is a homogeneous solution with degree larger than or equal to $1 + \alpha$ and it is normalized such that $\|\psi\|_{L^2(B_1^*)} = 1$. Moreover, as in [26]

$$\mu_s(S_\psi \cap \overline{B_1^*}) > 0.$$
We now repeat the outlined argument with $\psi$ instead of $\varphi$. This yields a function $\psi_1$ with $\mu_\varphi(S_{\psi_1} \cap B'_1) > 0$, $0 \in S_{\psi_1}$ and $\psi_1$ being invariant under composition with translations in the direction $\lambda z$ for all $\lambda \in \mathbb{R}$. Indeed, the last point follows from the observation that $\mathcal{N}_{\psi_1}(0) = \mathcal{N}_{\psi_1}(z)$, where

$$\mathcal{N}_{\psi_1}(x) := \lim_{\rho \to 0} \frac{\int_{B^+_\rho(x)} |D\psi_1(y)|^2 dy}{\int_{\partial B^+_\rho(x)} |\psi_1(y)|^2 dy}$$

denotes the frequency function (cf. [26], Section 2 and [21], Chapter 9 for the existence of this limit and its properties).

We also note that this is well-defined for $x \in S_{\psi_1}$ and not only for $x \in \Gamma_{\psi_1}$. Similarly as in Remark 2.4 (2) in [26] this implies that for the homogeneous function $\psi_1$ it holds $\psi_1(x + \lambda z) = \psi_1(x)$ for all $x \in \mathbb{R}^{n+1}_+$. Arguing inductively and carrying out the argument a further $n - 1$ times (which is possible by our contradiction argument), we end up with a function $\psi_n(x_1, \ldots, x_{n+1}) = f(x_{n+1})$ which only depends on the $x_{n+1}$-variable and is non-trivial. As it is however also harmonic and satisfies $\psi_n(0) = |\nabla \psi_n(0)| = 0$, this yields a contradiction and hence results in our claim.

In a second step, the more general case of a solution $w$ to the variable coefficient problem (4) with Lipschitz coefficients $a^{ij}$ is treated. Here the claim is that also in this situation the Hausdorff-dimension of $S_w \cap B_{1/2}'$ is less than or equal to $n - 1$, i.e. for all $s > n - 1$ it holds $\mathcal{H}^s(S_w \cap B_{1/2}') = 0$. Again this argument follows by contradiction assuming the claim on the Hausdorff dimension was wrong. Then however blow-up argument (in combination with compactness, which holds in the setting of Lipschitz coefficients, cf. for instance [26]) reduces the situation to that of a non-trivial solution to the constant coefficient problem with Hausdorff dimension larger than $n - 1$. This however is in contradiction with our first claim.

Returning to our main problem, in the following we study the regularity properties of the regular free boundary $\Gamma_{3/2}(w)$. This is divided into several steps: In Section 3.1 we begin by proving that the regular free boundary is a relatively open subset of the free boundary and that, due to the good compactness properties of blow-up solutions, it is Reifenberg flat. Then in the following Section 3.2 we deduce its Lipschitz regularity. Our argument for this strongly relies on the boundary’s Reifenberg flatness, as this allows to construct (nearly) optimally scaling lower barrier functions. In Section 3.3 we exploit the Lipschitz regularity to infer the $C^{1,\alpha}$ regularity of the regular free boundary. Here we argue via a Carleson and a boundary Harnack estimate. Last but not least, in Section 3.4 we provide the proof of one of our most central technical tools, the splitting technique which is stated in Proposition 3.10.

3.1. Reifenberg flatness

We begin the investigation of the regular set by showing that it is a relatively open subset of $\Gamma_w$:

**Proposition 3.2 (Relative openness of $\Gamma_{3/2}(w)$).** Let $a^{ij} : B^+_1 \to \mathbb{R}^{(n+1) \times (n+1)}$ be a uniformly elliptic $W^{1,p}$ tensor field with $p \in (n + 1, \infty]$. Let $w$ be a solution of (4) in $B^+_1$. Then $\Gamma_{3/2}(w)$ is a relatively open subset of $\Gamma_w$.

**Proof.** By Proposition 4.2 in [18] the mapping $\Gamma_w \ni x \mapsto \kappa_x$ is upper semi-continuous. Therefore, the preimage of the set of free boundary points with $\kappa_x < 2$ is relatively open. Due to the classification of the possible homogeneous solutions and due to the regularity of general solutions, $\kappa_x < 2$ already implies that $\kappa_x = \frac{2}{3}$ (cf. Proposition 4.6 in [18]). Hence, we infer that $\Gamma_{3/2}(w)$ is a relatively open set of the free boundary. $\square$

In order to study the regular set in greater detail, we recall a strong compactness result for $L^2$ normalized blow-ups of solutions of (4). In contrast to the setting of free boundary points of higher vanishing order, it is possible to show that at regular free boundary points any blow-up is a $3/2$-homogeneous global solution.

For convenience of notation, in the sequel we set

$$w_{3/2}(x) := c_n \Re(x_n + ix_{n+1})^{3/2} \text{ for } x \in B^+_1,$$

where $c_n > 0$ is an only dimension dependent constant, which is chosen such that $\|w_{3/2}\|_{L^2(B^+_1)} = 1$.

Using this convention, we formulate the $L^2$ normalized blow-up result at regular free boundary points:
Lemma 3.3. Let $a^{ij} : B^+_1 \to \mathbb{R}^{(n+1)\times (n+1)}$ be a uniformly elliptic $W^{1,p}$ tensor field with $p \in (n+1, \infty]$. Let $w$ be a solution of (4) in $B^+_1$. Consider $x_0 \in \Gamma_{3/2}(w) \cap B^+_{1/2}$ and $w_{r,x_0}(x) := \frac{w(x_0) + r \cdot x}{r^{n+(n+1)/2} \||w||_{L^2(B^+_1(x_0))}}$. Then for any sequence \( \{r_j\}_{j \in \mathbb{N}} \) with $r_j \to 0$ there exists a subsequence \( \{r_{jk}\}_{k \in \mathbb{N}} \) and a matrix $Q \in SO(n+1)$ such that

$$w_{r_{jk},x_0}(x) \to w_{3/2}(Qx) \quad \text{in} \quad C^1(B^+_{1/2})$$

(6)

Proof. The proof of (6) relies on an argument by Andersson [3] and reduces the problem to Benedicks’s theorem [4]. For completeness we give a brief sketch of it.

To this end, we first note that by Proposition 4.4 in [18] there exists a subsequence \( \{r_{jk}\}_{k \in \mathbb{N}} \) such that

$$w_{r_{jk},x_0} \to w \quad \text{in} \quad C^1(B^+_{1/2}).$$

Here $w$ is a global solution of the constant coefficient thin obstacle problem with $\|w_0\|_{L^2(B^+_1)} = 1$. By Remark 17 in [18] we further infer that $w_0$ grows of a rate $R^\kappa$ with $\kappa \in (1, 2)$ at infinity. Analogously, any tangential derivative $\partial_n w_0$, with $e \in S^n \cap B^+_1$, has at most a growth rate of $R^{\kappa-1}$ with $\kappa \in (1, 2)$ at infinity.

Next we show that there exists $Q \in SO(n+1)$ such that $w_0(x) = w_{3/2}(Qx)$. Indeed, due to the at most $R^{\kappa-1}$, $\kappa \in (1, 2)$, growth at infinity of $\partial_n w_0$, the Friedland–Hayman inequality [9] (see also Lemma 5.1 in [3]), yields that for any tangential vector $e \in S^n \cap B^+_1$ the directional derivative $\partial_n w_0$ has a fixed sign in $\mathbb{R}^n_{r+1}$. Thus, arguing as in Proposition 9.9 in [21], we have that $w_0$ only depends on two variables, which, up to a rotation $Q$, can be written as $w_0(x_n, x_{n+1})$. As a consequence of the sign condition on $\partial_n w_0$ (without loss of generality we assume $\partial_n w_0 \geq 0$), the fact that $\partial_n w_0(0) = 0$ (due to the $C^1$ convergence), and the growth rate at infinity, the coincidence set $\Lambda_0$ of $w_0$ is the $n$-dimensional half-plane $\Lambda_0 = \{ x_n \leq 0, x_{n+1} = 0 \}$. Due to the Signorini condition, after an even reflection about $x_{n+1}$, $\partial_n w_0$ solves

$$\Delta \partial_n w_0 = 0 \quad \text{in} \quad \mathbb{R}^{n+1} \setminus \Lambda_0, \quad \partial_n w_0 = 0 \quad \text{on} \quad \Lambda_0, \quad \partial_n w_0 \geq 0 \quad \text{in} \quad \mathbb{R}^{n+1} \setminus \Lambda_0.$$

Applying Benedicks’s theorem (cf. Proposition 1 in [3] and also [4]) to $\partial_n w_0$ (or a Liouville type theorem for harmonic functions after opening up the domain), we have that up to a multiplicative constant $\partial_n w_0(x) = \text{Re}(x_n + i x_{n+1})^{1/2}$. A similar argument applied to $\partial_n+1 w_0$ yields $\partial_n+1 w_0(x) = \text{Im}(x_n + i x_{n+1})^{1/2}$ in $B^+_1$. Hence, necessarily $w_0(x) = c_n \text{Re}(x_n + i x_{n+1})^{3/2} = w_{3/2}(x)$ in $B^+_1$ (where we used that $\|w_0\|_{L^2(B^+_1)} = \|w_{3/2}\|_{L^2(B^+_1)} = 1$).

Keeping this compactness result in the back of our minds, we proceed by showing that the regular free boundary is Reifenberg flat. For this we first recall the following definition (cf. [5,20]), which allows us to infer our first regularity result, Proposition 3.5, for the free boundary.

Definition 3.4 (Reifenberg flatness). A locally compact set $\Gamma \subset \mathbb{R}^m$ is $(\delta, R)$ Reifenberg flat if for every $x_0 \in \Gamma$ and every $r \in (0, R]$ there is a hyperplane $L(r, x_0)$ containing $x_0$ such that

$$\frac{1}{r} \text{dist}_H(\Gamma \cap B_r(x_0), L(r, x_0) \cap B_r(x_0)) \leq \delta,$$

(7)

where $\text{dist}_H(X, Y) := \max\{\sup_{x \in X} d(x, Y), \sup_{y \in Y} d(y, X)\}$ denotes the Hausdorff distance of two subsets $X$ and $Y$ in $\mathbb{R}^m$.

Recalling the convention from (5), we have the following regularity result:

Proposition 3.5. Let $a^{ij} : B^+_1 \to \mathbb{R}^{(n+1)\times (n+1)}$ be a uniformly elliptic $W^{1,p}(B^+_1)$ tensor field with $p \in (n+1, \infty]$ which satisfies (A1), (A2) and (A4). Let $w$ be a solution of (4) in $B^+_1$. Then for each $\epsilon > 0$ there exists $\delta > 0$ such that if

(i) $\|w - w_{3/2}\|_{C^1(B^+_1)} \leq \delta,$

(ii) $\|a^{ij} - \delta^{ij}\|_{L^\infty(B^+_1)} \leq \delta,$

then for each $x_0 \in \Gamma_n \cap B^+_{1/2}$ and each radius $r \in (0, 1/2)$, there is a rotation $S = S(r, x_0) \in SO(n+1)$ such that
\[ \|w_{r,x_0}(x) - w_{3/2}(Sx)\|_{C^1(B_{1/2}^+)} \leq \epsilon. \] (8)

In particular, if \( \delta \) is chosen sufficiently small, then \( \Gamma_w \cap B_{1/2}' = \Gamma_{3/2}(w) \cap B_{1/2}' \).

**Proof.** We argue in two steps. First, we derive a non-degeneracy condition at free boundary points, which is crucial in order to obtain good compactness properties. This first step also immediately implies that \( \Gamma_{3/2}(w) \cap B_{1/2}' = \Gamma_w \cap B_{1/2}' \). Then, in the second step, we argue that (8) holds.

**Step 1: Compactness.** We begin by proving the following claim:

**Claim.** Assume that the conditions of Proposition 3.5 are satisfied. Then for each \( \lambda > 0 \), if \( \delta = \delta(n, p, \lambda) \) is chosen sufficiently small, for all \( r \in (0, 1/2) \) and for all \( x_0 \in \Gamma_w \cap B_{1/2}' \), we have that

\[ r^{-\frac{n+1}{2}} \|w\|_{L^2(B_{r}^+(x_0))} \geq \frac{1}{2} r^{\frac{3}{2} + \lambda}. \] (9)

We prove the claim as a consequence of the closeness assumption (i) to the model solution and of Corollary 3.1 in [18] for a suitable choice of \( \tau \).

Consider \( R := (4\delta)^{\frac{3}{2}} \) with \( 0 < \delta < \left( \frac{1}{2} \right)^{\frac{3}{2} + 4} \). Then, by the triangle inequality and by condition (i), we have that for any \( x_0 \in \Gamma_w \cap B_{1/2}' \)

\[ \|w\|_{L^2(B_{r}^+(x_0))} \geq \|w_{3/2}\|_{L^2(B_{r}^+(x_0))} - \delta \geq \|w_{3/2}\|_{L^2(B_{r}^+(x_0))} - \delta. \]

for all \( r \in [R, 1) \). Here \( \tilde{x}_0 \in \Gamma_{w_3/2} \cap B_{r}^+ \) denotes a point such that \( |\tilde{x}_0 - x_0| \leq \delta \) (which exists by our assumption (i)). By virtue of the scaling of \( w_{3/2} \) at free boundary points and by the choice of \( R \), we thus infer that for all \( r \in [R, 1/2) \)

\[ r^{-\frac{n+1}{2}} \|w\|_{L^2(B_{r}^+(x_0))} \geq \frac{1}{2} r^{\frac{3}{2} + \lambda}. \] (10)

This shows (9) for all \( r \in [R, 1/2) \).

We now argue that (9) is also true for \( r \in (0, R) \): Let \( r \in (0, R) \) and \( \tau = \frac{1}{1 + c_0 \pi^2} \ln\left( \frac{\|w\|_{L^2(B^+(x_0))}}{\|w\|_{L^2(B^+(x_0))}} \right) - \ln(r) \) (where \( c_0 \) is the constant in Corollary 3.1 in [18]). Applying Corollary 3.1 in [18] at the scales \( r, R \) and \( 1/2 \) (where \( R \) is defined as above) yields:

\[ e^{\tau \phi_{(\ln R)}} R^{-1} - \ln(R)^{-2} \|w\|_{L^2(A_{R,2R}^+(x_0))} \leq C(n, p) \left( e^{\tau \phi_{(\ln R)}} R^{-1} \|w\|_{L^2(B_{r}^+(x_0))} + e^{\tau \phi_{(\ln 1/4)}} \|w\|_{L^2(B_{1/2}^+(x_0))} \right) \]

\[ \leq C(n, p). \]

Here the last line follows from the definition of \( \tau \). As a result,

\[ \|w\|_{L^2(A_{R,2R}^+(x_0))} \leq C(n, p) e^{-\tau \phi_{(\ln R)}} R \ln R^2. \]

Combining this with (10) and that \( \phi(t) = -(1 + c_0 \pi^2) t - c_0 \left( 1 + \ln(-t) + O(1) \right) \) as \( t \to -\infty \), we infer that for our choice of \( R = (4\delta)^{\frac{3}{2}} \)

\[ \frac{1}{2} R^{\frac{n+4}{2}} \|w\|_{L^2(A_{R,2R}^+(x_0))} \leq C(n, p) R^{\tau(1 + c_0 \pi^2)} e^{C c_0 \pi^2} R \ln R^{2+c_0 \tau}. \]

Hence, using that \( c_0, \tau \leq 1 \)

\[ \left( 1 + c_0 \frac{\pi}{2} + \frac{C c_0}{\ln R} \right) \tau + 1 \leq \frac{n+4}{2} - \frac{\ln(C(n, p))}{\ln(R)} - 4 \frac{\ln(|\ln R|)}{\ln(R)}, \]

which, by plugging in the expression for \( \tau \), can be rewritten as

\[ \left( 1 + \frac{C c_0}{(1 + c_0 \frac{\pi}{2}) \ln R} \right) \ln(\|w\|_{L^2(B_{r}^+(x_0))}) \]

\[ \geq \left( \frac{n+4}{2} - \frac{\ln(C(n, p))}{\ln(R)} - 4 \frac{\ln(\ln R)}{\ln(R)} + \frac{C c_0}{1 + c_0 \frac{\pi}{2} \ln R} \right) \ln(r). \]
Thus, a sufficiently small choice of $R$ (and thus $\delta$ depending on $\lambda$) then yields (9). Recalling that $r \in (0, R)$ was chosen arbitrarily and combining the just derived estimate with (10), finally yields the full non-degeneracy condition (9) (i.e. for the full range of radii $r \in (0, 1/2)$) and hence concludes the proof of the claim. As a direct consequence of the claim, we note that any free boundary point $x_0 \in \Gamma_w \cap B'_1/2$ has vanishing order at most $\frac{3}{2} + \lambda$. By choosing $\lambda < \frac{1}{2}$, we infer that $\kappa_{x_0} \in (0, 2)$. By Proposition 4.6 in [18] this implies that $\kappa_{x_0} = 3/2$. Therefore, $\Gamma_w \cap B'_1/2 = \Gamma_{3/2}(w) \cap B'_1/2$.

**Step 2: Proof of (8).** We argue by contradiction. Suppose that (8) were wrong. Then there existed a parameter $\epsilon_0 > 0$, a sequence $\delta_k \to 0$ and a sequence, $w^k$, of solutions to the thin obstacle problem with associated metrics $a_{ij}^k$, i.e.

$$\begin{align*}
\partial_i a_{ij}^k \partial_j w^k &= 0 \text{ in } B_1^+, \\
w^k \geq 0, \quad -\partial_{n+1}w^k \geq 0, \quad w^k \partial_{n+1}w^k &= 0 \text{ on } B_1',
\end{align*}$$

as well as a sequence of radii $r_k \in (0, 1/2)$ and a sequence of points $x_k \in \Gamma_{w^k} \cap B'_1/2$ such that

(i) $\|w^k - w_{3/2}\|_{C^1(B_1^+)} \leq \delta_k$,

(ii) $\|a_{ij}^k - \delta_{ij}\|_{L^\infty(B_1^+)} \leq \delta_k$,

but for all $S \in SO(n+1)$

$$\left\|w_{r_k, x_k}^k(x) - w_{3/2}(Sx)\right\|_{C^1(B_1^+)} \geq \epsilon_0. \quad (11)$$

We can also assume that $\Gamma_{w^k} \cap B'_1/2 \ni x_k \to x_0 \in \Gamma_{w_{3/2}} \cap \overline{B'_1/2}$ and that $r_k \to 0$. We now show how the compactness statement of step 1 yields a contradiction to our assumption (11). For this we consider the $L^2$ normalized rescalings, $w_{r_k, x_k}^k(x)$, of $w$ at a free boundary point $\bar{x} \in \Gamma_{w^k} \cap B'_1/2$. As the conditions of the claim from step 1 are satisfied at any free boundary point $\bar{x} \in \Gamma_{w^k} \cap B'_1/2$, the doubling property (cf. Proposition 4.3 in [18]) is satisfied uniformly in the choice of the free boundary point $\bar{x} \in \Gamma_{w^k}$ and in the sequence $w^k$. Hence, considering the sequences $r_k, x_k$ from above, entails that on the one hand $w_{r_k, x_k}^k(x)$ is bounded in $H^1(B_1^+)$. Therefore, up to a subsequence it converges strongly in $L^2(B_1^+)$ to a limit $w_0(x) \in H^1(B_1^+)$ with $\|w_0\|_{L^2(B_1^+)} = 1$. By the $L^2 - C^1, \alpha$ estimates this also entails that $w_{r_k, x_k}^k(x) \to w_0$ in $C^1(B_1/2)$. On the other hand, we recall the $C^1$ convergence $w^k(x) \to w_{3/2}(x)$, \( (12) \)

which follows from (i). We now distinguish two cases:

**Case 1:** $r_0 > 0$. In this case we observe that due to (12)

$$w^k(x_k + r_k x) \to w_{3/2}(x_0 + r_0 x) = r_0^{3/2} w_{3/2}(x),$$

$$r_k^{-\frac{n+1}{2}} \left\|w^k\right\|_{L^2(B_{r_k}^k(x_k))} \to r_0^{-\frac{n+1}{2}} \left\|w_{3/2}\right\|_{L^2(B_{r_0}^k(x_0))} = r_0^{3/2},$$

where in the last line we used the $L^2$ normalization of $w_{3/2}$ and that $w_{3/2}$ is homogeneous of degree 3/2. Consequently, $w_{r_k, x_k}^k(x) \to w_{3/2}(x)$ in $C^1(B_1/2)$, which is a contradiction to (11).

**Case 2:** $r_0 = 0$. In this case we note that, since $w^k$ is a solution of the thin obstacle problem, the same is true for $w_{r_k, x_k}^k(x)$. Moreover, by assumption (ii) $a_{ij}^k \to \delta_{ij}$, which implies that $w_0(x)$ is a nontrivial global solution of the constant coefficient thin obstacle problem which satisfies $\|w_0\|_{L^2(B_1^+)} = 1$. By (9) and the uniform upper growth estimate of Lemma 4.1 in [18], the growth of $w_0$ at infinity is of the rate $R^\kappa$ with $\kappa \in (1, 2)$. Thus, by the proof of Lemma 3.3, $w_0(x)$ is $w_{3/2}(Sx)$ for some rotation $S \in SO(n+1)$. This yields a contradiction to (11).

Combining the previous two cases shows (8).
Proposition 3.5 immediately entails the following Corollary:

**Corollary 3.6.** Let $a^{ij} : B^+_1 \to \mathbb{R}^{(n+1)\times(n+1)}_{\text{sym}}$ be a uniformly elliptic $W^{1,p}(B^+_1)$ tensor field with $p \in (n+1, \infty]$ which satisfies (A1), (A2) and (A4). Let $w$ be a solution of (4) in $B^+_1$. For each $\epsilon > 0$ there exists $\delta > 0$ such that if

(i) $\| w - w_{3/2} \|_{C^1(B^+_1)} \leq \delta$,

(ii) $\| a^{ij} - \delta^{ij} \|_{L^\infty(B^+_1)} \leq \delta$,

then the free boundary $\Gamma_w \cap B^1_{1/2}$ is $(\epsilon, 1/2)$ Reifenberg flat.

**Proof.** We regard $\Gamma_w \cap B^1_{1/2}$ as a subset of $\mathbb{R}^n \times \{0\}$. By Proposition 3.5, we have that for each $r \in (0, 1/2)$ and $x_0 \in \Gamma_w \cap B^1_{1/2}$, there exists $S(r, x_0) \in SO(n+1)$ with

$$\| w_{x_0, r}(S(r, x_0)x) - w_{3/2}(x) \|_{C^1(B^+_1)} \leq \epsilon.$$  

(13)

Consider $L(r, x_0) := \{x + x \in \mathbb{R}^n \times \{0\} | x \cdot (S(r, x_0)e_n) = 0\}$. Due to (13), we obtain that

$$\frac{1}{r} \text{dist}_H(\Gamma_w \cap B_r(x_0), L(r, x_0) \cap B_r(x_0)) \leq \epsilon,$$

which shows the $(\epsilon, 1/2)$ Reifenberg flatness of $\Gamma_w \cap B^1_{1/2}$. \hfill \square

By using an $L^2$ normalized blow-up, this can be transferred to obtain the Reifenberg flatness of the regular free boundary of a general solution of the thin obstacle problem (which does not necessarily satisfy the closeness assumption (i)):

**Corollary 3.7 (Reifenberg flatness of $\Gamma_{3/2}(w)$).** Let $a^{ij} : B^+_1 \to \mathbb{R}^{(n+1)\times(n+1)}_{\text{sym}}$ be a uniformly elliptic $W^{1,p}$ tensor field with $p \in (n+1, \infty]$. Let $w$ be a solution of (4) in $B^+_1$. For any $\epsilon > 0$ and any $K \Subset \Gamma_{3/2}(w)$, there exists a radius $r_0 = r_0(\epsilon, K, w) \in (0, 1)$, such that $\Gamma_{3/2}(w) \cap K$ is $(\epsilon, r_0)$-Reifenberg flat.

**Proof.** Step 1: Uniformity in compact sets. As in Proposition 3.5, the Corollary reduces to showing the following claim:

Claim. Let $a^{ij} : B^+_1 \to \mathbb{R}^{(n+1)\times(n+1)}_{\text{sym}}$ be a uniformly elliptic $W^{1,p}$ tensor field with $p \in (n+1, \infty]$. Let $w$ be a solution of (4) in $B^+_1$. Then, for any $\epsilon > 0$ and $K \Subset \Gamma_{3/2}(w)$, there exists $r_0 = r_0(\epsilon, w, K)$ such that for any $x_0 \in K$ and $r \leq r_0$, there is a matrix $S = S(r, x_0) \in SO(n+1)$ such that

$$\| w_{x_0, r}(Sx) - w_{3/2}(x) \|_{C^1(B^+_1)} \leq \epsilon,$$

(14)

where $w_{3/2}(x)$ is as above.

In order to infer the claim, we argue by contradiction and assume that the statement were wrong. Then there were an $\epsilon > 0$, a sequence $r_k$ with $r_k \to 0$ and a sequence $x_k$ with $x_k \in K$ such that for all $S \in SO(n+1)$

$$\| w_{x_k, r_k}(Sx) - w_{3/2}(x) \|_{C^1(B^+_1)} > \epsilon \quad \text{for all } k \in \mathbb{N}.$$

By compactness of $K$ we may assume that $x_k \to \bar{x}$. However, by compactness (which for variable centers we infer from a combination of Proposition 4.3 in [18] and Corollary 4.1 in [18]) of the sequence $w_{x_k, r_k}$ and by Lemma 3.3, we obtain a subsequence, which we do not relabel, and a rotation $S$ such that

$$\| w_{x_k, r_k}(x) - w_{3/2}(Sx) \|_{C^1(B^+_1)} \to 0.$$

Step 2: Conclusion. By rescaling with the radius $r_0 = r_0(\epsilon, K, w)$, it is possible to reduce to the setting of Corollary 3.6. \hfill \square
3.2. Lipschitz regularity

In this section we present a first improvement of the regularity of the regular free boundary. In the sequel we will always assume that $0 \in \Gamma_w$. Moreover, we will use the notation
\[ w_{3/2}(x) := c_n \text{Re}(x_n + i x_{n+1})^{3/2}, \]
to denote our model solution. Here $c_n > 0$ is a normalization constant such that $\|w_{3/2}\|_{L^2(B^+_1)} = 1$. Keeping this convention in the back of our minds, we prove the Lipschitz regularity of the regular free boundary:

**Proposition 3.8 (Lipschitz regularity).** Let $a^{ij} : B^+_1 \rightarrow \mathbb{R}_{\text{sym}}^{(n+1)\times(n+1)}$ be a tensor field which satisfies (A1), (A2), (A3), (A4). Let $w$ be a solution of (4) in $B^+_1$. Assume that for some small positive constants $\epsilon_0$ and $c_u$

(i) $\|w - w_{3/2}\|_{C^1(B^+_1)} \leq \epsilon_0$, 
(ii) $\|\nabla a^{ij}\|_{L^p(B^+_1)} \leq c_u$.

Then if $\epsilon_0$ and $c_u$ depending on $n$, $p$ are chosen sufficiently small, there exists a Lipschitz function $g : B''_{1/2} \rightarrow \mathbb{R}$ such that (possibly after a rotation)
\[ \Gamma_{\epsilon_0} \cap B''_{1/2} = \{ x_n = g(x'') | x'' \in B''_{1/2} \}. \]

Moreover, there is a large constant $\tilde{C} = \tilde{C}(n, p)$, such that $\|\nabla'' g\|_{L^\infty(B''_{1/2})} \leq \tilde{C} \max\{\epsilon_0, c_u\}$.

We remark that in addition to the results from Proposition 3.8, we actually show that $g$ – and hence the regular free boundary – is $C^1(B''_{1/2})$ regular (cf. Remark 3.20).

In order to prove the Lipschitz regularity of the free boundary, we deduce positivity of the directional derivatives in a cone of tangential directions (cf. Proposition 3.17). To achieve this, we use a comparison argument, which is standard in the constant coefficient case. We start by considering the equation for $v := \partial_{\epsilon_0} w$, where $v \in S^n \cap B_1'$ is a tangential direction. From the $H^2$ estimate of $w$ (cf. [28]), $v \in H^1(B^+_1)$. By differentiating the equation of $w$, we obtain the equation of $v$ in $B^+_1 \cap \{ x_{n+1} > 0 \}$:
\[ \partial_i a^{ij} \partial_j v = \partial_i F^i \text{ in } B^+_1 \cap \{ x_{n+1} > 0 \}, \quad \text{where } F^i = - (\partial_i a^{ij}) \partial_j w. \]

Compared with the constant coefficient situation, the fact that the coefficients of our equation are not better than $W^{1,p}$ regular, leads to a divergence right hand side with $F^i \in L^p$. This causes difficulties in applying the comparison argument directly. To resolve this difficulty we use an appropriate decomposition to split the solution $v$ into an “error term” $v_1$ (cf. equation (17)), which deals with the divergence term $F^i$, and into a “main term” $v_2$ (cf. equation (18)), which captures the behavior of the respective solutions.

**Remark 3.9 (Reflection and extension).** As it proves convenient to work on the whole ball instead of only on the upper half ball (for instance for applying interior elliptic regularity theory), we reflect the metric $a^{ij}$ to $B^-_1$ by setting

\[ a^{ij}(x', x_{n+1}) = a^{ij}(x', -x_{n+1}), \quad i, j = 1, \ldots, n, \]
\[ a^{n+1,j}(x', x_{n+1}) = -a^{n+1,j}(x', -x_{n+1}), \quad j = 1, \ldots, n, \]
\[ a^{n+1,n+1}(x', x_{n+1}) = a^{n+1,n+1}(x', -x_{n+1}). \]

for $(x', x_{n+1}) \in B^-_1$. We reflect $w$ to $B^-_1$ by defining $w(x', x_{n+1}) = w(x', -x_{n+1})$. Here we use the same notation to denote the functions after reflection. Due to the off-diagonal assumption (A1), the reflected coefficient matrix $a^{ij}$ is in $W^{1,p}(B_1)$. Since $\partial_{n+1} w = 0$ in $B'_1 \setminus \Lambda_w$, we have $w \in C^{1,1/2-\delta}(B_1 \setminus \Lambda_w) \cap H^2(B_1 \setminus \Lambda_w)$, where $\delta \in (0, 1)$ is an arbitrarily small constant, and $v = \partial_{\epsilon_0} w$ satisfies

\[ \partial_i a^{ij} \partial_j v = \partial_i F^i \text{ in } B_1 \setminus \Lambda_w, \quad F^i = - (\partial_i a^{ij}) \partial_j w, \]
\[ v = 0 \text{ on } \Lambda_w. \]
As we are mainly interested in the local properties of solutions and of the (regular) free boundary and in order to avoid technical issues on the boundary \( \partial B_1 \cap \Lambda_w \), we will often consider (16) as an equation in the whole space \( \mathbb{R}^{n+1} \):

We simply extend \( a^{ij} \) to \( \mathbb{R}^{n+1} \) such that the extended coefficients remain Sobolev regular, \( a^{ij} \in W^{1,p}_{loc}(\mathbb{R}^{n+1}) \), with equivalent ellipticity constants and with \( \| \nabla a^{ij} \|_{L^p(\mathbb{R}^{n+1})} \) at most twice as large as it had originally been. Moreover, we extend \( F^i \) to \( \mathbb{R}^{n+1} \) by multiplying by the characteristic function \( \chi_{B_1} \). With a slight abuse of the notation, we denote the set \( \Lambda_w \cap B_1 \) by \( \Lambda_w \). In the sequel, whenever the equations are written in the whole space, we will always have this extension procedure in mind, even though we may not refer to it explicitly.

In order to deal with the \( L^p \) divergence form right hand side in (16), we decompose \( v = v_1 + v_2 \) with

\[
\begin{align*}
\partial_i a^{ij} \partial_j v_1 - K \operatorname{dist}(x, \Gamma_w)^{-2} v_1 &= \partial_i F^i \text{ in } \mathbb{R}^{n+1} \setminus \Lambda_w, \\
 v_1 &= 0 \text{ on } \Lambda_w,
\end{align*}
\]

(17)

where \( K \) is a large constant. Then \( v_2 := v - v_1 \) solves

\[
\begin{align*}
\partial_i a^{ij} \partial_j v_2 &= -K \operatorname{dist}(x, \Gamma_w)^{-2} v_1 \text{ in } \mathbb{R}^{n+1} \setminus \Lambda_w, \\
v_2 &= 0 \text{ on } \Lambda_w.
\end{align*}
\]

(18)

Intuitively, we expect that \( v_1 \) is a “controlled error” (cf. the bounds in Proposition 3.10) and that \( v_2 \) determines the behavior of our solution \( v \).

That this is indeed the case and that \( v_1 \) can be treated as a “controlled error” is a consequence of the following more general result which will be proved in Section 3.4:

**Proposition 3.10.** Let \( \Lambda \) and \( \Gamma \) be closed, non-empty sets in \( \mathbb{R}^n \times \{0\} \) with \( \Gamma = \partial \Lambda \). Let \( a^{ij} : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{(n+1)\times(n+1)} \) be a bounded, measurable, uniformly elliptic tensor field whose eigenvalues are in \([1/2, 2]\). For \( K > 0 \) consider the equation

\[
\begin{align*}
\partial_i a^{ij} \partial_j u - K \operatorname{dist}(x, \Gamma)^{-2} u &= \partial_i F^i + g \text{ in } \mathbb{R}^{n+1} \setminus \Lambda, \\
u &= 0 \text{ on } \Lambda,
\end{align*}
\]

(19)

with \( F^i \in L^2(\mathbb{R}^{n+1}) \), \( i \in \{1, \ldots, n+1\} \) and \( \operatorname{dist}(x, \Gamma) g \in L^2(\mathbb{R}^{n+1}) \). Then there exists a unique solution \( u \) with \( \nabla u \in L^2(\mathbb{R}^{n+1}) \), \( \operatorname{dist}(x, \Gamma)^{-1} u \in L^2(\mathbb{R}^{n+1}) \) and \( u(x) = 0 \) on \( \Lambda \) for \( H^n \) a.e. \( x \). Under the above conditions, if we additionally assume that for some \( \sigma \geq 0 \) and \( p \in (n+1, \infty) \)

\[
F^i \operatorname{dist}(x, \Gamma)^{-\sigma} \in L^p(\mathbb{R}^{n+1}), \quad i \in \{1, \ldots, n+1\},
\]

\[
g \operatorname{dist}(x, \Gamma) \left(1 - \frac{n+1}{p} - \sigma\right) \in L^{p/2}(\mathbb{R}^{n+1}),
\]

then there exist \( c = c(n) \) large and \( C_0 = C_0(n, p) \), such that for \( K = c(n)(\sigma + 1) \),

\[
|u(x)| \leq C_0 \operatorname{dist}(x, \Gamma)^{\sigma} \operatorname{dist}(x, \Lambda)^{1 - \frac{n+1}{p} + \sigma} \left(\| F^i \operatorname{dist}(\cdot, \Gamma)^{-\sigma} \|_{L^p(\mathbb{R}^{n+1})} + \| g \operatorname{dist}(\cdot, \Gamma) \left(1 - \frac{n+1}{p} - \sigma\right) \|_{L^{p/2}(\mathbb{R}^{n+1})}\right).
\]

Moreover, \( u \) vanishes continuously as \( x \) approaches \( \Lambda \).

**Remark 3.11.** With slight modifications of the function spaces, the statement of Proposition 3.10 remains true for \( \sigma < 0 \).

**Remark 3.12.** If in addition \( a^{ij} \in W^{1,p}(B_+^1) \) with \( p \in (n+1, \infty) \), it is possible to make the vanishing order of \( u \) towards \( \Lambda \) more explicit (cf. Remark 3.27 after the proof of Proposition 3.10). More precisely, for \( p \in (n+1, \infty) \) we have

\[
|u(x)| \leq C_0 \operatorname{dist}(x, \Gamma)^{\sigma} \operatorname{dist}(x, \Lambda)^{1 - \frac{n+1}{p} + \sigma} \left(\| F^i \operatorname{dist}(\cdot, \Gamma)^{-\sigma} \|_{L^p(\mathbb{R}^{n+1})} + \| g \operatorname{dist}(\cdot, \Gamma) \left(1 - \frac{n+1}{p} - \sigma\right) \|_{L^{p/2}(\mathbb{R}^{n+1})}\right).
\]
Although we postpone the proof of Proposition 3.10 to the end of this section, we will in the sequel frequently apply it, for instance with \( \Lambda = \Lambda_w \) and \( \Gamma = \Gamma_w \).

The remainder of the proof of Proposition 3.8 is organized as follows: Working in the framework of general \((\epsilon, 1)\)-Reifenberg flat sets \( \Lambda \) and \( \Gamma \), in Section 3.2.1 we first construct a lower barrier function (Proposition 3.16) which serves as the basis for the then following comparison argument. Here we deduce an (almost) optimal non-degeneracy condition in cones for elliptic equations with controlled inhomogeneities in domains with Reifenberg slit (Proposition 3.17). In Section 3.2.2 this is then applied to prove the Lipschitz regularity of the (regular) free boundary for the thin obstacle problem (Proposition 3.8).

### 3.2.1. Construction of a barrier function and a comparison argument

In this section we first construct a barrier function for the slit domain with Reifenberg flat slit (cf. Proposition 3.16). This is crucial for the then following comparison argument which allows us to work with essentially critically scaling bounds.

In the whole subsection, we work under the following assumption:

**Assumption 3.13.** We consider a closed set \( \Lambda \subset \mathbb{R}^n \times \{0\} \) with boundary \( \Gamma := \partial_{\mathbb{R}^n \times \{0\}} \Lambda \). We assume that \( 0 \in \Gamma \) and that \( \Gamma \cap B_1 \) is \((\epsilon, 1)\)-Reifenberg flat. Here \( \epsilon > 0 \) is a fixed small constant.

We start by considering a Whitney decomposition, \( \{Q_j\}_{j \in \mathbb{N}} \), of \( B_1 \setminus \Gamma \), i.e. \( \{Q_j\} \) is a collection of dyadic cubes \( Q_j \) with disjoint interiors that cover \( B_1 \setminus \Gamma \) such that:

(W1) \( \text{diam}(Q_j) \leq \text{dist}(Q_j, \Gamma \cap B_1) \leq 4\text{diam}(Q_j) \).

(W2) If \( Q_1 \) and \( Q_2 \) touch, then \( (1/4)\text{diam}(Q_2) \leq \text{diam}(Q_1) \leq 4\text{diam}(Q_2) \).

(W3) There are at most \( (12)^{n+1} \) cubes in \( \{Q_j\} \) which touch a given cube \( Q \in \{Q_j\} \) (cf. Chapter VI [25] for the existence of such cubes).

Moreover, as \( \Lambda, \Gamma \subset \mathbb{R}^n \times \{0\} \), it is further possible to choose the Whitney cubes symmetric with respect to the plane \( \{x_{n+1} = 0\} \).

For each Whitney cube \( Q_j \) with center \( \hat{x}_j \) and diameter \( r_j \), let \( x_j \in \Gamma \) be a (not necessarily unique) point such that \( \text{dist}(\hat{x}_j, \Gamma) = |\hat{x}_j - x_j| \). Using this point, we associate a rotation \( S_j \) to each Whitney cube \( Q_j \) by choosing one of the (not necessarily unique) rotations \( S(64r_j, x_j) \) which are defined by the property that \( S(64r_j, x_j)e_n \) determines the normal of the plane \( L(64r_j, x_j) \) in the Reifenberg condition (7) with \( \delta = \epsilon \) for some \( \epsilon \ll 1 \). We define \( v_j := S_je_n \), which we refer to as the approximated normal at \( x_j \) in \( B_{64r_j}(x_j) \) associated with \( Q_j \). Note that \( v_j \in S^n \cap \{x_{n+1} = 0\} \), as we interpret \( \Gamma \) as a subset of \( \mathbb{R}^n \times \{0\} \).

We observe that the approximate normals only vary slowly on neighboring Whitney cubes:

**Lemma 3.14.** Let \( \Lambda, \Gamma \) be as in Assumption 3.13. Let \( \{Q_j\} \) be a Whitney decomposition of \( B_1 \setminus \Gamma \) and let \( Q_j, Q_k \) be neighboring Whitney cubes. Let \( v_j \) and \( v_k \) be the associated approximate normals defined above. Then

\[ |v_j - v_k| \leq C\epsilon. \]

**Proof.** Let \( \hat{x}_j \) and \( \hat{x}_k \) be the centers of the Whitney cubes \( Q_j \) and \( Q_k \) respectively, and let \( x_j, x_k \in \Gamma_w \) be (not necessarily unique) points which realize the distance of \( \hat{x}_j, \hat{x}_k \) to \( \Gamma_w \). Let \( r_j \) be the diameter of \( Q_j \). By using (W1) and (W2), it is immediate to check that

\[ 0 \leq |x_j - x_k| \leq 32r_j. \]

Let \( S_j = S(64r_j, x_j) \) and let \( v_j = S_je_n \) be as above. Let \( L_j = \{x \in \mathbb{R}^n \times \{0\}] \mid x \cdot v_j = 0\} \) be an \((n - 1)\)-dimensional hyperplane in \( \mathbb{R}^n \times \{0\} \). Then condition (7) in Definition 3.4 gives that

\[ \text{dist}_H(\Gamma_w \cap B_{64r_j}(x_j), x_j \pm L_j \cap B_{64r_j}(x_j)) \leq C\epsilon r_j. \]

Similarly, at \( x_k \) we have

\[ \text{dist}_H(\Gamma_w \cap B_{64r_k}(x_k), x_k \pm L_k \cap B_{64r_k}(x_k)) \leq C\epsilon r_k. \]
Comparing the above two inequalities and using the triangle inequality for $\text{dist}_H$, we deduce

$$|v_j - v_k| \leq C \epsilon. \quad \square$$

With this auxiliary result at hand, we construct a first barrier function for the divergence form operator $L = \partial_j a^{ij} \partial_j$ with $a^{ij}$ satisfying the assumptions (A2), (A3), (A4). The idea is first to locally construct subsolutions in each Whitney cube $Q_j$ and then to patch them together by a partition of unity. The patched function remains a subsolution as the approximate normals vary slowly due to Lemma 3.14. In order to implement this idea, in a first step, we view the operator $L$ as a perturbation of the non-divergence form operator $L_0 := a^{ij} \partial_j$. Then in the second step we use the splitting technique from Proposition 3.10 to derive a barrier for the full operator $L$.

In order to simplify notation, we introduce the following parameters as abbreviations:

**Notation 3.15.** We abbreviate by setting

- $c_s := \|\nabla a^{ij}\|_{L^p(B_1)}$,
- $\ell_0 := (2^4 \sqrt{n})^{-1}$.

Using this notation we proceed with the barrier construction.

**Proposition 3.16 (Barrier function).** Let $\Lambda$, $\Gamma$, $\epsilon$ be as in Assumption 3.13 and let $c_s$, $\ell_0$ be as in Notation 3.15. Then for any $s \in (0, 1/2)$, if $\epsilon = \epsilon(n,s)$ and $c_s = c_s(n,p,s)$ are chosen sufficiently small, there exists a function $h^\pm_\epsilon : B_1 \to \mathbb{R}$ such that

1. $Lh^-_\epsilon(x) \geq c_s \text{dist}(x, \Gamma)^{\frac{s}{2} + \frac{4}{p}}$ in $B_1 \setminus \Lambda$ for some $c_s > 0$,
2. $h^-_\epsilon(x) \geq c_n \text{dist}(x, \Lambda)^{\frac{s}{2} + \frac{2}{p}}$ on $B_1 \cap \{x \mid \text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma)\}$,
3. $h^+_\epsilon(x) \geq -c_n \text{dist}(x, \Gamma)^{\frac{s}{2} - \frac{3}{p}}$ in $B_1$ and $h^-_\epsilon(x) = 0$ on $\Lambda$.

**Proof.** Step 1: Barrier for $L_0$. Let $\eta_j$ be a partition of unity associated to the Whitney decomposition of $B_1 \setminus \Gamma$ from above, i.e. the functions $\eta_j$ satisfy $0 \leq \eta_j \leq 1$, $\eta_j = 1$ on $\frac{1}{2} Q_j$ and $\eta_j = 0$ for all $x \in Q_k$ if $Q_k \notin \mathcal{N}(Q_j) := \{Q_i \mid Q_i$ touches $Q_j\}$. We consider

$$h^-_\epsilon(x) := \sum_{k \in \mathbb{N}} \eta_k(x) v^-(x),$$

where $v^-_k$ is constructed as follows: We first define an affine transformation, $T_k$, associated with each Whitney cube $Q_k$. More precisely, we set $T_k(x) := R_k B^{-1}_k (x - x_k)$, where as before $x_k$ denotes a point on $\Gamma \cap B_1$ which realizes the distance of the center $\tilde{x}_k$ of $Q_k$ to $\Gamma \cap B_1$, $B^1_k := (x_k)$, and $R_k \in SO(n+1)$ is defined such that $R_k B^1_k v_k = \tilde{c}_1 k e_n$ and $R_k B^1_k v_{n+1} = \tilde{c}_2 {\tilde{c}}_{n+1}$. Here $v_k$ is the associated approximate normal which was defined before and described in Lemma 3.14. The constants $\tilde{c}_1 k$, $\tilde{c}_2 k$ with $\tilde{c}_1 k, \tilde{c}_2 k \in (\frac{1}{\sqrt{2}}, \sqrt{2})$ only depend on the ellipticity constants of $a^{ij}$. Next, for $s \in (0, 1)$ we consider

$$v^-(x) := w^{1/2}(x_n, x_{n+1})^{1+s}, \quad w^{1/2}(x_n, x_{n+1}) = \text{Re}(x_n + i |x_{n+1}|)^{1/2}.$$ 

A direct computation leads to

$$\Delta v^-_\epsilon(x) = s(1 + s)(x_n^2 + x_{n+1}^2)^{-1/2}(w^{1/2})^{-1+s} \geq s(1 + s)(x_n^2 + x_{n+1}^2)^{-\frac{s}{2} + \frac{4}{p}}.$$ 

Then we define

$$v^-_\epsilon(x) := v^-(T_k x).$$

We observe that by definition
This will be the main contribution in $L_0 h^\gamma$. In order to see this, we now estimate the error terms: For any $x \in Q_\ell$,
Similarly, by using \( \sum_k a^{ij}(x_\ell) \partial_i \eta_k(x) = 0 \) for all \( j \in \{1, \ldots, n+1\} \) as well as Lemma 3.14, we infer that
\[
\sum_k a^{ij}(x_\ell) \partial_i \eta_k \partial_j v^-_k = \sum_k [a^{ij}(x_\ell) - a^{ij}(x_k)] \partial_i \eta_k \partial_j v^-_k(x) + \sum_k a^{ij}(x_\ell) \partial_i \eta_k (x)[\partial_j v^-_k(x) - \partial_j v^-_k(x)] \\
\leq C(n) \left( c_s r^-_\ell + \epsilon r^-_\ell \right).
\]

Analogous to the estimate from before we used that
\[
|\partial_j v^-_k(x) - \partial_j v^-_k(x)| = |\partial_j v^-(T_\ell x) - \partial_j v^-(T_\ell x)| \lesssim \max\{c_s r^-_\ell, \epsilon r^-_\ell \}
\]

in the last inequality. Finally,
\[
\sum_k (a^{ij}(x) - a^{ij}(x_\ell)) \partial_i \eta_k v^-_k(x) \leq C(n) c_s r^-_\ell.
\]

Combining all the previous estimates, if \( \epsilon = \epsilon(n, s) \) and \( c_s = c_s(n, s) \) are small enough, we have for some \( c_s > 0 \)
\[
L_0 h^- (x) \geq c_s \text{dist}(x, \Gamma)^{-\frac{1}{2} + \frac{s}{2}}. \tag{23}
\]

Next we show that \( h^- = 0 \) on \( \Lambda \). By construction we directly note that \( h^- = 0 \) on \( \Lambda \setminus \Gamma \). Due to the continuity of \( h^- \) and due to the fact that \( \Gamma = \partial \Lambda \), this then also holds on \( \Gamma \).

**Step 2: Perturbation.** We now modify \( h^- \), so as to become a barrier for the full operator \( L \). For this we note that \( G = \chi_B (\partial_i a^{ij}) \partial_j h^- \) satisfies the bound
\[
\|G(x) \text{dist}(x, \Gamma)^\frac{1}{2}\|_{L^p(\mathbb{R}^{n+1})} \leq C(n)c_s,
\]

since
\[
|\partial_j h^-| \leq C(n) \text{dist}(x, \Gamma)^{-\frac{1}{2}} \text{ for all } x \in B_1 \setminus \Lambda.
\]

Let \( q(x) \) be the solution of
\[
Lq(x) - K \text{dist}(x, \Gamma)^{-\frac{1}{2}} q(x) = -G(x) \text{ in } \mathbb{R}^{n+1} \setminus \Lambda,
\]

\[
q(x) = 0 \text{ on } \Lambda,
\]

for some large constant \( K = K(n) \). Then, by Proposition 3.10 there exists a constant \( C_0(n, p) \) such that
\[
|q(x)| \leq C_0 c_s \text{dist}(x, \Gamma)^{\frac{3}{2} - \frac{n+1}{p}}, \tag{24}
\]

and \( q \) vanishes continuously up to \( \Lambda \). Let
\[
h^- (x) := h^- (x) + q(x).
\]

Thus, for \( c_s = c_s(n, p, s) \) small, we have
\[
L(h^-) = L_0 h^- + (\partial_i a^{ij}) \partial_j h^- + K \text{dist}(x, \Gamma)^{-\frac{1}{2}} q - (\partial_i a^{ij}) \partial_j h^- \\
\geq c_s \text{dist}(x, \Gamma)^{-\frac{1}{2} + \frac{s}{2}} - C_0 K c_s \text{dist}(x, \Gamma)^{-\frac{1}{2} - \frac{n+1}{p}} \\
\geq \frac{1}{2} c_s \text{dist}(x, \Gamma)^{-\frac{1}{2} + \frac{s}{2}}.
\]

Moreover, we note that for each \( k \) with \( \text{supp}(\eta_k) \cap \{\text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma)\} \neq \emptyset \) and for each \( x \in \text{supp}(\eta_k) \cap \{\text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma)\} \), we have that \( v^-_k(x) \geq c_n \text{dist}(x, \Gamma)^{\frac{1}{2} + \frac{s}{2}} \). Using the definition of \( h^- \) and the estimate (24) for \( q(x) \) (as well as a sufficiently small choice of \( c_s \)), we therefore arrive at
\[
h^- (x) \geq c_n \text{dist}(x, \Gamma)^{\frac{1}{2} + \frac{s}{2}} \text{ for } x \in B_1 \cap \{\text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma)\}. \quad \Box \tag{25}
\]
Using the previously constructed barrier function, we proceed by deducing a central non-degeneracy condition (in cones) for solutions of elliptic equations with controlled inhomogeneities in domains with Reifenberg slits. This corresponds to a comparison principle for solutions to divergence form, elliptic equations with rough metrics and divergence form right hand sides in domains with Reifenberg slits.

For convenience of notation, we change the geometry slightly, i.e. in the following we use cylinders instead of balls: For \( r, \ell > 0 \) and \( x_0 \in \mathbb{R}^n \times \{0\} \), \( B'_r(x_0) \times (-\ell, \ell) := \{ (x', x_{n+1}) \in \mathbb{R}^{n+1} \mid |x' - x'_0| < r, |x_{n+1}| < \ell \} \).

**Proposition 3.17.** Let \( \Lambda, \Gamma, \epsilon \) be as in Assumption 3.13. Assume that \( c_\epsilon, \ell_0 \) are as in Notation 3.15. Suppose that \( u \in H^1(B'_r \times (-1, 1)) \cap C(B'_r \times (-1, 1)) \) solves
\[
\partial_i a^{ij} \partial_j u = \partial_i F^i + g_1 + g_2 \text{ in } B'_r \times (-1, 1) \setminus \Lambda, \quad u = 0 \text{ on } \Lambda,
\]
and that the following conditions are satisfied:

1. The metric \( a^{ij} \) satisfies the assumptions (A1), (A2), (A3), (A4) and for some constants \( \delta_0 \in (0, 1), \sigma > \frac{n+1}{p} - \frac{1}{2} \) and \( \delta > 0 \),
\[
\sum_{i=1}^{n+1} \| \text{dist}(\cdot, \Gamma)^{-\sigma} F^i \|_{L^p(B'_r \times (-1, 1))} + \| \text{dist}(\cdot, \Gamma)^{\frac{n+1}{p} - \sigma} g_1 \|_{L^{p/2}(B'_r \times (-1, 1))}
\]
\[+ \| \text{dist}(\cdot, \Gamma)^{\frac{3}{2} - \delta_0} g_2 \|_{L^\infty(B'_r \times (-1, 1))} \leq \delta.
\]
2. \( u \geq 1 \) on \( B'_r \times [-1, 1] \cap \{|x_{n+1}| \geq \ell_0\} \).
3. \( u \geq -2^{-8} \) in \( B'_r \times (-\ell_0, \ell_0) \).

Then, if \( \epsilon, \delta, c_\epsilon \) are sufficiently small depending on \( n, p, \delta_0, \sigma \), there exists a constant \( c_n > 0 \) such that
\[
u(x) \geq c_n \text{dist}(x, \Lambda)^{\frac{3}{2} + \epsilon}, \quad \epsilon = \min\{\delta_0, \frac{1}{2} - \frac{n+1}{p} + \sigma\}
\]
for all \( x \in (B_{1/2}' \times (-1/2, 1/2)) \cap \{|\text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma)\} \), and
\[
u(x) \geq -c_n \text{dist}(x, \Gamma)^{\frac{n+1}{p} + \sigma}
\]
for all \( x \in B_{1/2}' \times (-1/2, 1/2) \).

**Remark 3.18.** By a scaling argument, Proposition 3.17 remains true, if condition (iii) is replaced by \( u \geq \bar{c}_0 \) on \( B'_1 \times [-1, 1] \cap \{|x_{n+1}| \geq \ell_0\} \) for some \( \bar{c}_0 > 0 \) (and if the remaining constants in Proposition 3.17 are rescaled appropriately).

**Remark 3.19.** The parameter \( \sigma > \frac{n+1}{p} - \frac{1}{2} \) quantifies the necessary decay conditions on the inhomogeneities \( F^i, i \in \{1, \ldots, n+1\} \), \( g_1, g_2 \) in dependence on the integrability of these quantities (measured in terms of \( p \)). In the application to the thin obstacle problem, the corresponding inhomogeneities satisfy these decay assumptions, if either

- \( p > n + 1 \) and no obstacle is present,
- or \( p > 2(n + 1) \) in which case an arbitrary \( W^{2,p} \) obstacle is allowed.

More precisely, in the setting of the thin obstacle problem, we apply Proposition 3.17 to the tangential derivatives \( \partial_\nu w \), which satisfy the divergence form equation
\[
\partial_i a^{ij} \partial_j w = \partial_i F^i, \quad \text{where } F^i = (\partial_i a^{ij}) \partial_j w + \partial_\nu (a^{ij} \partial_j \phi),
\]
with metric \( a^{ij} \in W^{1,p} \) and obstacle \( \phi \in W^{2,p} \). We note that on the one hand by Lemma 4.3 in [18], the first term in \( F^i \) satisfies
\[
\text{dist}(x, \Gamma_w)^{-1/2} \ln(\text{dist}(x, \Gamma_w))^{-2} (\partial_\nu a^{ij}) \partial_j w \in L^p.
\]
On the other hand, the second term \( \partial_\nu (a^{ij} \partial_j \phi) \in L^p \), which originates from a potentially non-vanishing obstacle (cf. Section 5.2), does not carry any additional decay. However,
• If \( p \in (n + 1, 2(n + 1)] \), then \( \sigma > \frac{n + 1}{p} - \frac{1}{2} \geq 0 \), i.e. decay on \( F^i \) is required. The assumption (i) from Proposition 3.17 on \( F^i \) is thus in general only satisfied if we set \( \phi = 0 \).

• If \( p \in (2(n + 1), \infty] \), we have \( \frac{n + 1}{p} - \frac{1}{2} < 0 \). Hence, we do not need any additional decay on \( F^i \). In this case Proposition 3.17 applies for any \( \phi \in W^{2,p} \).

**Proof.** In order to prove the result, we consider an appropriate comparison function. For \( x_0 \in B_{1/2}' \times (-\ell_0, \ell_0) \), we set \( s = \bar{\epsilon} \) (where \( \bar{\epsilon} \) is the constant from (26)) and consider

\[
h(x) := u(x) + |x' - (x_0)'|^2 - 2^{-8} h^i_\bar{s}(x) - 2nx^2_{n+1}.
\]

A direct computation shows that \( h \) satisfies

\[
\partial_i a^{ij} \partial_j h = \tilde{g}_1 + \tilde{g}_2,
\]

where

\[
\tilde{g}_1 = \partial_i F^i + g_1 + 2(x_j - (x_0)_j)(\partial_i a^{ij}) - 4n(x_{n+1})(\partial_j a^{n+1,j}),
\]

\[
\tilde{g}_2 = g_2 - 2^{-8}\partial_i a^{ij} \partial_j h_\bar{s} + 2a_{n+1} - 4n a^{n+1,n+1}.
\]

We split \( h = h_1 + h_2 \), where

\[
\partial_i a^{ij} \partial_j h_1 - K \operatorname{dist}(x, \Gamma)^{-2} h_1 = \tilde{g}_1 \text{ in } \mathbb{R}^{n+1} \setminus \Lambda,
\]

\[
h_1 = 0 \text{ on } \Lambda.
\]

By Proposition 3.10, there exists \( C_0 = C_0(n, \rho) \) such that

\[
|h_1(x)| \leq C_0(c_* + \mathring{\delta}) \operatorname{dist}(x, \Gamma)^{1 - \frac{n+1}{p} + \sigma}.
\]  

(28)

Now we consider \( h_2 \). Recalling the definition of \( \ell_0 \), we have that

\[
h_2 \geq 1 - C_0(c_* + \bar{\delta}) - 2^{-8} - 2n \ell_0^2 \geq \frac{1}{2} \text{ on } B'_{\frac{3}{4}} \times \{ \pm \ell_0 \},
\]

\[
h_2 \geq 2^{-8} + \frac{1}{16} - C_0(c_* + \tilde{\delta}) - 2^{-8} - 2n \ell_0^2 \geq 2^{-8} \text{ on } \partial B'_{\frac{3}{4}} \times (-\ell_0, \ell_0).
\]

We further recall that \( u = h_1 = h_\bar{s}^{-} = 0 \) on \( \Lambda \). Thus, \( h_2 \geq 0 \) on \( \Lambda \).

If \( \tilde{\delta} \) and \( c_* \) are chosen sufficiently small, \( h_2 \) satisfies

\[
\partial_i a^{ij} \partial_j h_2 \leq \tilde{g}_2 - K \operatorname{dist}(x, \Gamma)^{-2} h_1 \leq (\mathring{\delta} + c_2)C_0 K \operatorname{dist}(x, \Gamma)^{-1 - \frac{n+1}{p} + \sigma} - 2^{-8} c_* \operatorname{dist}(x, \Gamma)^{-\frac{1}{2} + \frac{2}{p}}
\]

\[
+ 2a_{n+1} - 4n a^{n+1,n+1} + \bar{\delta} \operatorname{dist}(x, \Gamma)^{-\frac{1}{2} + \delta_0}
\]

\[
\leq 0 \text{ in } (B'_{\frac{3}{4}} \times (-\ell_0, \ell_0)) \setminus \Lambda,
\]

where we used the smallness of \( \mathring{\delta} \) and the definition of \( s \) in terms of \( \bar{\epsilon} \). Hence, by the comparison principle, \( h_2 \geq 0 \) in \( B'_{\frac{3}{4}} \times (-\ell_0, \ell_0) \). Combining this with the estimate (28) gives

\[
h(x) \geq -C_0(c_* + \bar{\delta}) \operatorname{dist}(x, \Gamma)^{1 - \frac{n+1}{p} + \sigma} \text{ in } B'_{\frac{3}{4}} \times (-\ell_0, \ell_0).
\]

In particular,

\[
h(x_0) \geq -C_0(c_* + \bar{\delta}) \operatorname{dist}(x_0, \Gamma)^{1 - \frac{n+1}{p} + \sigma}.
\]

Rewriting this in terms of \( u_2 \), yields

\[
u(x_0) \geq -C_0(c_* + \bar{\delta}) \operatorname{dist}(x_0, \Gamma)^{1 - \frac{n+1}{p} + \sigma} + 2^{-8} h_\bar{s}^{-}(x_0).
\]

Using the growth properties of the barrier function \( h_\bar{s}^{-} \) (cf. Proposition 3.16) and by choosing \( c_*, \mathring{\delta} \) sufficiently small in dependence of \( n, \rho \) and \( \delta_0 \), implies the estimates (26) and (27) in \( B'_{1/2} \times (-\ell_0, \ell_0) \). Finally, the full non-degeneracy in \( B'_{1/2} \times (-1/2, 1/2) \cap \{ x \} \operatorname{dist}(x, \Lambda) \geq \ell_0 \operatorname{dist}(x, \Gamma) \}) \) follows from our assumption (ii) in combination with the fact that \( 0 \in \Gamma \). □
3.2.2. Proof of Proposition 3.8

With the aid of Proposition 3.17 we can now prove the Lipschitz (and $C^1$) regularity of the regular set of the free boundary. We only sketch the proof as there are no real modifications with respect to the one in [21]:

**Proof of Proposition 3.8.** By choosing $\epsilon_0$ and $c_\ast$ sufficiently small and by invoking Proposition 3.5, we may assume that $\Gamma_w \cap B^{1/2}_{1/2}$ is $(\epsilon, 1/2)$ Reifenberg flat. Using this and the $C^1(B^+_1)$ closeness of $w$ to $w_{3/2}$, we apply Proposition 3.17. In order to satisfy its assumptions, we transfer positivity from $\partial_w w_{3/2}$ to $\partial_w w$, where $e \in S^{n-1} \times \{0\}$ is a tangential direction. We consider $\ell_0 = (2^4 \sqrt{n})^{-1}$ as in Proposition 3.17. Then for any $\eta > 0$ and any tangential vector $e \in \{x \in S^n \cap B^+_1 \mid x_n > \eta |x''|\}$, the function $w_{3/2}$ satisfies:

$$\partial_w w_{3/2}(x) \geq 0 \text{ if } x \in B_1,$$

$$\partial_w w_{3/2}(x', x_n+1) \geq c_n \eta (1 + \eta^2)^{-1/2} \ell_0^{1/2} > 0 \text{ if } x \in B_1 \cap \{|x_n+1| \geq \ell_0\}.$$

Moreover, $\partial_w w$ solves

$$\partial_i (a^{ij} \partial_j \partial_i w) = \partial_i F^i \text{ in } B_1 \setminus \Lambda_w, \quad F^i = - (\partial_e a^{ij}) \partial_j w.$$

By Lemma 4.3 in [18], $\|\text{dist}^2(x, \Gamma_w) - \frac{1}{2} \ln(\text{dist}(x, \Gamma_w))^{-2} F^i \|_{L^p(B_1)} \leq C(n, p) c_\ast$. Hence, by Proposition 3.17 (applied with $\sigma = \frac{1}{2} - \mu$, where $\mu$ is an arbitrarily small but fixed constant), if $\epsilon_0$ and $c_\ast$ are chosen sufficiently small depending on $n, p, \mu$, then there exists a positive constant $c_{n, p}$ such that

$$\partial_e w(x) \geq c_{n, p} \text{ dist}(x, \Gamma_w)^{\frac{1}{2} + \frac{\mu}{2}} > 0$$

(29)

for all $x \in B_{1/2} \cap \{x \mid \text{dist}(x, \Lambda_w) \geq \ell_0 \text{ dist}(x, \Gamma_w)\}$ and $e \in \{x \in S^n \cap B^+_1 \mid x_n > \eta |x''|\}$. Here $\eta \geq \bar{C} \max\{\epsilon_0, c_\ast\}$ for a large enough positive constant $\bar{C} = \bar{C}(n, \rho)$ and $\bar{C} = \frac{1}{2} - \frac{n+1}{p}$. Moreover, Proposition 3.17 also implies the global lower bound $\partial_e w(x) \geq - \text{dist}(x, \Gamma_w) \frac{1-n}{p} + \sigma$ in $B_{1/2}$. As $\partial_w w = 0$ on $\Lambda_w$ and as $\Omega_w$ is covered by the set $\{x \mid \text{dist}(x, \Lambda_w) \geq \ell_0 \text{ dist}(x, \Gamma_w)\}$ (on which the bound (29) holds), we deduce that $\partial_w w \geq 0$ in $B^{1/2}_{1/2}$, with strict positivity in $B^{1/2}_{1/2} \cap \{x \mid \text{dist}(x, \Lambda_w) > \ell_0 \text{ dist}(x, \Gamma_w)\}$. As a consequence (cf. [21]),

$$\{w(x', 0) > 0\} \cap B^{1/2}_{1/2} = \{x_n > g(x'') \mid x'' \in B^{1/2}_{1/2}\},$$

where $g$ is a Lipschitz continuous function with $\|\nabla' g\|_{L^\infty(B^{1/2}_{1/2})} \leq \bar{C} \max\{\epsilon_0, c_\ast\}$. \square

**Remark 3.20.** If we return to an arbitrary solution $w$ of (4), we can even conclude the $C^1$ regularity of the free boundary from the previously given argument. Indeed, after rescaling, it is always possible to satisfy the closeness assumption (i) in Proposition 3.8 with an arbitrarily small parameter $\epsilon_0$. Hence, we can infer that for each $\eta > 0$ there exists $\rho_\eta > 0$ such that $\|\nabla' g\|_{L^\infty(B^{1}_{\rho_\eta})} \leq \eta$. This yields that $g$ is differentiable at 0, or in other words, the tangent plane of $\Gamma_{3/2}(w)$ exists at the origin. The same holds true at other regular free boundary points. Moreover, from (29) it is not hard to see that the tangent plane varies continuously in a neighborhood of the origin. Hence, we indeed obtain that $\Gamma_{3/2}(w) \cap B_{\rho}$ is not only Lipschitz but $C^1$ regular.

**Remark 3.21.** At this stage and with these (comparison) techniques we do not know how to further estimate the modulus of continuity. Heuristically, the improvement comes from the fact that the convergence to the homogeneous solution is much faster than the compactness arguments suggest, once the solution is close to the homogeneous solution in the sense of Proposition 3.5. Thus, in the next section we use a boundary Harnack inequality to overcome this difficulty.

### 3.3. $C^{1, \alpha}$ Regularity

In this section we improve the regularity of the (regular) free boundary to obtain its $C^{1, \alpha}$ regularity for some $\alpha \in (0, 1)$:
Proposition 3.22. Let $a^{ij}$ be a uniformly elliptic $W^{1,p}(B^+_1)$, $p \in (n + 1, \infty]$, tensor field with $a^{ij}(0) = \delta^{ij}$. Assume that the conditions (i) and (ii) of Proposition 3.8 are satisfied with the same constants $\epsilon_0$ and $c_s$. Then if $\epsilon_0$, $c_s$ are sufficiently small depending on $n$, $p$, there exists $\alpha = \alpha(n, p) \in (0, 1 - \frac{n+1}{p}]$ such that $g \in C^{1,\alpha}(B''_{1/4})$. Moreover, $\|\nabla''g\|_{C^{0,\alpha}(B''_{1/4})} \leq C(n, p) \max\{\epsilon_0, c_s\}$.

We remark that Theorem 1 is an immediate consequence of Proposition 3.22:

Proof that Proposition 3.22 implies Theorem 1. As a result of the analysis in [18], we may assume that for an appropriate sequence of radii $r_j > 0$, $r_j \to 0$, the $(L^2)$-rescalings, $w_{r_k}(x) := \frac{w_{r_k}(x)}{r_k^\frac{n+1}{p}}$, converge to a global solution $w_0$ in $C^{1,\alpha}_{\text{loc}}(\mathbb{R}^{n+1}_+)$ for some $\alpha \in (0, 1/2)$, where after a possible rotation of coordinates

$$w_0(x) = w_3/2(x) = c_n \text{Re}(x_n + i x_{n+1})^{\frac{1}{2}}.$$  

For each $k$, $w_{r_k}$ is a solution of (4) in $B_{r_k}^-$, with metric $a^{ij}_{r_k}$, where $a^{ij}_{r_k}(x) = a^{ij}(r_k x)$, with rescaled free boundary $\Gamma_{w_{r_k}}$. A direct calculation shows that

$$\|\nabla a^{ij}_{r_k}\|_{L^p(B_1^\ast)} \approx r_k^{1 - \frac{n+1}{p}} \|\nabla a^{ij}\|_{L^p(B_1^\ast)}.$$  

Thus, for $r_{k_0}$ small enough, assumptions (i), (ii) in Proposition 3.8 are satisfied for $w_{r_{k_0}}$. Thus, Proposition 3.8 implies that $\Gamma_{w_{r_{k_0}}} \cap B_{1/2}$ is a Lipschitz graph with sufficiently small Lipschitz constant. Hence, Proposition 3.22 is applicable to $w_{r_{k_0}}$. Rescaling back to $w$ yields Theorem 1. □

The improvement from Lipschitz to $C^{1,\alpha}$ regularity of the regular free boundary is achieved with the aid of a boundary Harnack inequality (cf. Theorem 7 in [2]) applied to tangential derivatives $v = \partial_{\nu} w$ in the slit domain $B_1 \setminus \Lambda w$. Here we follow the ideas of [6] by making use of the non-degeneracy condition of the solution. In this context, we have to be slightly more careful, as our inhomogeneity is in divergence form. Consequently, we rely on the decomposition, $v = v_1 + v_2$, which we introduced above (cf. Proposition 3.10). Another difficulty, which we have to overcome, is the fact that we may not assume that $v$ is positive in the whole domain $B_1 \setminus \Lambda w$. On the one hand it satisfies (by Proposition 3.17)

$$v(x) \geq c_0 \text{dist}(x, \Gamma_w)^{-1+\frac{n}{p}} \text{ in } \{x \in B_1 \mid \text{dist}(x, \Lambda w) \geq \ell_0 \text{dist}(x, \Gamma_w)\},$$

for $\ell_0 = (2^{2+\sqrt{n}})^{-1}$ and $\hat{\epsilon} = \min\{\delta_0, \sigma + 1 - \frac{n+1}{p}\}$, while on the other hand in the complement we only have

$$v(x) \geq -c_1 \text{dist}(x, \Gamma_w)^{-1-\frac{n+1}{p}+\sigma} \text{ in } B_1.$$

Here $\sigma > \frac{n+1}{p} - \frac{1}{2}$ is the same constant as in Proposition 3.17 (i).

Despite these additional difficulties, it is possible to adapt the general strategy of [6]: Working in the framework of general elliptic equations with controlled inhomogeneities in domains with Lipschitz slits, in Section 3.3.1 we first prove a Carleson estimate (Lemma 3.24) which is adapted to our setting. Then we continue with an appropriate boundary Harnack inequality (Lemma 3.25). In Section 3.3.2 we finally apply these results in the setting of the thin obstacle problem and hence infer the desired regularity result of Proposition 3.22.

3.3.1. Carleson and boundary Harnack estimates

In the sequel, we work in the slightly more general set-up of elliptic equations with controlled inhomogeneities in domains with Lipschitz slits. Hence, in this section we make the following assumptions:

Assumption 3.23. Let $g : \mathbb{R}^{n-1} \to \mathbb{R}$ be a Lipschitz function with Lipschitz constant $\epsilon > 0$ and $g(0) = 0$. Then we consider

$$\Lambda := \{x_n \leq g(x^n)\} \subset \mathbb{R}^n \times \{0\},$$

$$\Gamma := \{x_n = g(x^n)\} \subset \mathbb{R}^n \times \{0\}.$$
We remark that the Lipschitz regularity of \( \Gamma \) in particular implies its \((\epsilon, 1)\)-Reifenberg flatness. Moreover, in our set-up, the smallness assumption on the Lipschitz constant of \( g \) does not pose restrictions and can always be achieved by choosing the constants \( \epsilon_0, c_* \) sufficiently small in Proposition 3.8.

As in the previous Section 3, we use the abbreviations from Notation 3.15, i.e., we again set \( \ell_0 := (2^4 \sqrt{n})^{-1} \) and 
\[
c_* := \| \nabla a^{ij} \|_{L^p(B_1)} \text{ for notational convenience.}
\]

In this framework we derive the following Carleson estimate:

**Lemma 3.24 (Carleson estimate).** Let \( \Lambda, \Gamma, \epsilon \) satisfy Assumption 3.23. Suppose that \( u \in C(B_1) \cap H^1(B_1 \setminus \Lambda) \) solves 
\[
\partial_{a^{ij}} \partial_j u = \partial_i F^i + g_1 + g_2 \text{ in } B_1 \setminus \Lambda, \quad u = 0 \text{ on } \Lambda,
\]
where we assume that condition (i) from Proposition 3.17 and the following non-degeneracy assumption holds: For \( \sigma, \bar{\epsilon} \) as in Proposition 3.17 we have

\[
u(x) \geq \text{dist}(x, \Gamma)^{1+\frac{4}{n}} \int [ x \in B_1 \mid \text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma)],
\]
\[
u(x) \geq -\text{dist}(x, \Gamma)^{1-\frac{n+1}{p}+\sigma} \text{ in } B_1.
\]

Then if \( \tilde{\delta} = \tilde{\delta}(n, p, \delta_0) \) and \( \epsilon = \epsilon(n, p, \delta_0) \) are small enough, there exists \( C = C(n, p, \epsilon) \) such that 
\[
\sup_{B_{1/n}(Q)} u \leq Cu(Q + r\epsilon_n),
\]
for all \( Q \in \Gamma \cap B_{1/2} \) and \( r \in (0, 1/4) \).

**Proof.** Let \( Q \in \Gamma \cap B_{1/2} \) and \( r \in (0, 1/4) \). Let \( u^* \) be the solution of 
\[
\partial_{a^{ij}} \partial_j u^* = 0 \text{ in } B_{2r}(Q) \setminus \Lambda,
\]
\[
u^* = \max\{u, 0\} \text{ on } \partial(B_{2r}(Q) \setminus \Lambda).
\]

Then on \( B_{1/2}(Q) \setminus \Lambda \) Theorem 7 of [2] implies that there exists \( C = C(n, \epsilon) \) such that
\[
u^*(x) \leq Cu^*(Q + r\epsilon_n).
\]

We transfer this estimate to \( u \) by exploiting a comparison argument which makes use of the non-degeneracy of \( u \). We consider
\[
h(x) := u^*(x) - u(x) - h^-_s(x) + 8r^{1+\frac{4}{n}},
\]
where \( h^-_s \) is the barrier function from Proposition 3.16 and \( s = \bar{\epsilon} \). For \( h \) we obtain
\[
\partial_{a^{ij}} \partial_j h = -\partial_i F^i - g_1 - g_2 - \partial_{a^{ij}} \partial_j h^-_s \text{ in } B_{2r}(Q) \setminus \Lambda,
\]
\[
h \geq 4r^{(1+s)/2} \text{ on } \partial(B_{2r}(Q) \setminus \Lambda),
\]

where in the second inequality we have used \( |u^* - u| = \max\{-u, 0\} \leq r^{1-\frac{n+1}{p}+\sigma} \) on \( \partial(B_{2r}(Q) \setminus \Lambda) \). In order to estimate \( u \), we use the splitting technique again. With a slight abuse of notation we write \( \Lambda = \Lambda \cap B_{2r}(Q) \) for simplicity. We decompose \( h = h_1 + h_2 \), where \( h_1 \) solves
\[
\partial_{a^{ij}} \partial_j h_1 - K \text{dist}(x, \Gamma)^{-2} h_1 = -\partial_i F^i - g_1 \text{ in } B_{1} \setminus \Lambda,
\]
\[
h_1 = 0 \text{ on } \Lambda.
\]

Then by Proposition 3.10,
\[
|h_1(x)| \leq C(n, p)\tilde{\delta} \text{dist}(x, \Gamma)^{1-\frac{n+1}{p}+\sigma}.
\]

For \( \tilde{\delta} = \tilde{\delta}(n, p) \) sufficiently small, \( h_2 \geq 0 \) on \( \partial(B_{2r}(Q) \setminus \Lambda) \). In \( B_{2r}(Q) \setminus \Lambda \), for \( \tilde{\delta} = \tilde{\delta}(n, p, \delta_0) \) sufficiently small,
\[
\partial_i a^{ij} \partial_j h_2 = -K \text{dist}(x, \Gamma)^{-2}h_1 - g_2 - \partial_i a^{ij} \partial_j h_s^- \\
\leq KC(n, p)\tilde{\delta} \text{dist}(x, \Gamma)^{-1-\frac{n+1}{p}+\sigma} + \tilde{\delta} \text{dist}(x, \Gamma)^{-\frac{1}{2}+\delta_0} \\
- c(\tilde{\varepsilon}) \text{dist}(x, \Gamma)^{-\frac{1}{2}+\tilde{\varepsilon}} \\
\leq 0.
\]

Thus, by the comparison principle we have \( h_2 \geq 0 \) in \( B_r(Q) \). Hence, we obtain

\[
h(x) \geq -r^{1-\frac{n+1}{p}+\sigma} \text{ for any } x \in B_{2r}(Q) \setminus \Lambda. 
\]

Combining this with the choice of \( s \) yields

\[
u^* - u \geq -Cr^{\frac{1}{2}+\frac{\varepsilon}{2}} \text{ in } B_{2r}(Q) \setminus \Lambda,
\]

for some absolute constant \( C \). Similarly, we deduce \( u - u^* \geq -Cr^{\frac{1}{2}+\frac{\varepsilon}{2}} \) in \( B_{2r}(Q) \setminus \Lambda \). As a result, for \( x \in B_r(Q) \),

\[
u(x) \leq \nu^*(x) + Cr^{\frac{1}{2}+\frac{\varepsilon}{2}} \\
\leq Cu^*(Q + re_n) + Cr^{\frac{1}{2}+\frac{\varepsilon}{2}} \\
\leq Cu(Q + re_n) + Cr^{\frac{1}{2}+\frac{\varepsilon}{2}} + Cr^{\frac{1}{2}+\frac{\varepsilon}{2}} \\
\leq 3Cu(Q + re_n),
\]

where in the last line we used the non-degeneracy of \( u \).

With this preparation, we come to the boundary Harnack inequality. Let \( \Lambda \) and \( \Gamma \) be as in Assumption 3.23. We now in addition choose \( \theta = \theta(n, \epsilon) \in (0, 2\pi) \) such that for any \( x_0 \in \Gamma \)

\[
x_0 + C_\theta'(e_n) \subset \{x \in \mathbb{R}^n \times \{0\} | \text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma)\}.
\]

Here \( C_\theta'(e_n) \) is a cone in \( \mathbb{R}^n \times \{0\} \) with opening angle \( \theta \) and \( \ell_0 \) is as in Notation 3.15.

**Lemma 3.25 (Boundary Harnack).** Let \( \Lambda, \Gamma, \epsilon \) satisfy Assumption 3.23. Suppose that \( u_1, u_2 \in C(B_1) \cap \dot{H}^1(B_1 \setminus \Lambda) \) solve

\[
\partial_i a^{ij} \partial_j u_1 = \partial_i F^i + g_1 + g_2 \text{ in } B_1 \setminus \Lambda, \quad u_1 = 0 \text{ on } \Lambda, \\
\partial_i a^{ij} \partial_j u_2 = \partial_i \tilde{F}^i + \tilde{g}_1 + \tilde{g}_2 \text{ in } B_1 \setminus \Lambda, \quad u_2 = 0 \text{ on } \Lambda,
\]

where

- the coefficients \( a^{ij} \) and inhomogeneities satisfy the condition (i) from Proposition 3.17 with the same constants \( \sigma \) and \( \tilde{\delta} \),
- both functions \( u_1, u_2 \) satisfy the non-degeneracy condition (30) of Lemma 3.24 with the same constant \( \tilde{\varepsilon} \).

Then, if \( \varepsilon, \tilde{\delta} \) and \( c_* \) are sufficiently small depending on \( n, p \) and \( \delta_0 \), there exists a constant \( s_0 = s_0(n, p, \varepsilon, \sigma) > 0 \), such that

\[
s_0 \frac{u_2(\frac{1}{2}e_n)}{u_1(\frac{1}{2}e_n)} \leq \frac{u_2(x)}{u_1(x)} \leq s_0^{-1} \frac{u_2(\frac{1}{2}e_n)}{u_1(\frac{1}{2}e_n)} \text{ in } \bigcup_{x_0 \in B_{1/2} \cap \Gamma} (x_0 + C_\theta'(e_n)) \cap B_{1/2}.
\]

Moreover, \( u_2/u_1 \) extends to a function which is Hölder continuous on \( \Gamma \cap B_{1/4}^\dagger \). More precisely, there exist constants \( \alpha \in (0, 1] \) and \( C > 0 \) with \( C \leq s_0^{-1} \) which only depend on \( n, p \) and \( \varepsilon, \sigma \) such that for all \( x_0 \in \Gamma \cap B_{1/4}^\dagger \)

\[
\left| \frac{u_2}{u_1}(x) - \frac{u_2}{u_1}(x_0) \right| \leq C \frac{u_2(\frac{1}{2}e_n)}{u_1(\frac{1}{2}e_n)} |x - x_0|^{\alpha}, \quad x \in B_{1/4}(x_0) \cap \big(x_0 + C_\theta'(e_n)\big).
\]
Proof. We only prove the Hölder continuity at \( x_0 = 0 \). The estimate at the remaining points follows analogously.

**Step 1: Boundedness of the quotient.** Without loss of generality we may assume that \( u_1(\frac{e_n}{2}) = u_2(\frac{e_n}{2}) = 1 \). Then the Carleson estimate (Lemma 3.24) and the non-degeneracy assumptions on \( u_1, u_2 \) imply that for all \( \delta > 0 \)

\[
\begin{align*}
    u_1(x) &\leq C \text{ in } B_1, \\
    u_2(x) &\geq \ell_0^{1+\frac{\delta}{2}} \text{ for all } x \text{ with } |x_{n+1}| \geq \ell_0.
\end{align*}
\]

Therefore, Proposition 3.17 implies that there exists \( s_0 \in (0, 1) \) (depending only on the admissible quantities) such that \( u_2 - s_0u_1 \geq 0 \) in \( \{ x \in B_{\frac{1}{2}} : \text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma) \} \).

Hence, in particular,

\[
\frac{u_2(x)}{u_1(x)} \geq s_0 \text{ for all } x \in \{ x \in B_{\frac{1}{2}} : \text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma) \}.
\]

Exchanging the role of \( u_1 \) and \( u_2 \), we have

\[
u_1 - s_0u_2 \geq 0 \text{ in } \{ x \in B_{\frac{1}{2}} : \text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma) \}.
\]

**Step 2: Iteration argument.** We only prove the Hölder regularity at \( x_0 = 0 \).

We show that there exist \( a_k, b_k \) depending on \( s_0 \) and \( n, p, \bar{e} \) such that

\[
\begin{align*}
    & (\alpha) s_0 \leq a_k \leq 1 \leq b_k \leq s_0^{-1} \text{ and } b_k - a_k \leq C\mu_k^1 \text{ for some } \mu_1 \in (2^{-\bar{e}}, 1), \\
    & (\beta) \text{ there exists } \mu_2 \in [2^{-\bar{e}}, \mu_1] \text{ with } b_k - a_k \geq C\mu_2^3 \text{ for some constant } C \geq 4, \\
    & (\gamma) \text{ on } B_{2^{-k}} \cap \mathcal{C}_n(e_n), \text{ we have } a_ku_1 \leq u_2 \leq b_ku_1.
\end{align*}
\]

We argue by induction and define

\[
\tilde{w}_1(x) := \frac{u_2(2^{-k}x) - a_ku_1(2^{-k}x)}{b_k - a_k}, \quad \tilde{w}_2(x) := \frac{b_ku_1(2^{-k}x) - u_2(2^{-k}x)}{b_k - a_k}.
\]

As \( \tilde{w}_1(x) + \tilde{w}_2(x) = u_1(2^{-k}x) \), we may without loss of generality assume that \( \tilde{w}_1(\frac{e_n}{2}) \geq \frac{1}{2}u_1(\frac{2^{-k}e_n}{2}) \). Dividing by \( u_1(\frac{2^{-k}e_n}{2}) \) and setting

\[
\tilde{w}_1(x) := \frac{\tilde{w}_1(x)}{u_1(\frac{2^{-k}e_n}{2})}, \quad \tilde{u}(x) := \frac{u_1(2^{-k}x)}{u_1(\frac{2^{-k}e_n}{2})},
\]

we obtain that

\[
2u_1(\frac{e_n}{2}) \geq \tilde{u}(\frac{e_n}{2}) = 1.
\]

Seeking to apply step 1, we have to show that \( 2w_1 \) and \( \tilde{u} \) satisfy its assumptions, i.e. the bounds on the associated inhomogeneity and the non-degeneracy. For this we observe:

- The inhomogeneity associated with \( 2w_1 \) satisfies the bounds from Lemma 3.24. Indeed, \( w_1 \) solves

\[
\partial_i a_{2^{-k}}^j \partial_j w_1 = \partial_i H^j + G_1 + G_2 \text{ in } B_1 \setminus \Lambda_{2^{-k}},
\]

where

\[
\begin{align*}
    H^j(x) &= \frac{2^{-k}}{(b_k - a_k)u_1(\frac{2^{-k}e_n}{2})} \left[ \tilde{F}^j(2^{-k}x) - a_k F^j(2^{-k}x) \right] , \\
    G_1(x) &= \frac{2^{-2k}}{(b_k - a_k)u_1(\frac{2^{-k}e_n}{2})} \left[ \tilde{g}_1(2^{-k}x) - a_k g_1(2^{-k}x) \right] .
\end{align*}
\]
\[ G(x) = \frac{2^{-2k}}{(b_k - a_k)u_1(\frac{2^{-k} \epsilon}{2})} \left[ \bar{g}_2(2^{-k} x) - a_k g_2(2^{-k} x) \right]. \]

\[ a_{2^{-k}}^{ij}(x) = a_{ij}(2^{-k} x), \]

\[ \Lambda_{2^{-k}} = \frac{\Lambda}{2^{-k}} = \{ x \in B_1 | 2^{-k} x \in \Lambda \}, \]

\[ \Gamma_{2^{-k}} = \frac{\Gamma}{2^{-k}} = \{ x \in B_1 | 2^{-k} x \in \Gamma \}. \]

Since \( \text{dist}(x, \Gamma_{2^{-k}}) = 2^k \text{dist}(2^{-k} x, \Gamma) \), we estimate

\[
\left\| \text{dist}(\cdot, \Gamma_{2^{-k}})^{-\sigma} H^1 \right\|_{L^p(B_1)} + \left\| \text{dist}(\cdot, \Gamma_{2^{-k}})^{1-\frac{n+1}{p}-\sigma} G_1 \right\|_{L^{p/2}(B_1)} + \left\| \text{dist}(\cdot, \Gamma_{2^{-k}})^{\frac{3}{2} - \sigma} g_2 \right\|_{L^\infty(B_1)} \\
\leq \frac{2^{-k(1-\frac{n+1}{p}+\sigma)}}{(b_k - a_k)u_1(\frac{2^{-k} \epsilon}{2})} \left( \left\| \text{dist}(\cdot, \Gamma)^{-\sigma} \bar{F}_1 \right\|_{L^p(B_{2^{-k}})} + a_k \left\| \text{dist}(\cdot, \Gamma)^{-\sigma} \bar{F}_1 \right\|_{L^p(B_{2^{-k}})} \right) \\
+ \frac{2^{-k(\frac{1}{2} + \delta_0)}}{(b_k - a_k)u_1(\frac{2^{-k} \epsilon}{2})} \left( \left\| \text{dist}(\cdot, \Gamma)^{\frac{3}{2} - \sigma} g_2 \right\|_{L^\infty(B_{2^{-k}})} + a_k \left\| \text{dist}(\cdot, \Gamma)^{\frac{3}{2} - \sigma} g_2 \right\|_{L^\infty(B_{2^{-k}})} \right) \\
\leq \frac{1}{(b_k - a_k)u_1(\frac{2^{-k} \epsilon}{2})} \delta. \]

Here we used the non-degeneracy assumption (30) in the form \( u_1(\frac{2^{-k} \epsilon}{2}) \geq 2^{-k(1+\sigma)} (1 + \frac{\epsilon}{2}) \) (for which we recall that \( \epsilon = \min(\sigma + \frac{1}{2} - \frac{n+1}{2}, \delta_0) \)) as well as the condition (\( \beta \)), i.e. \( \mu_2 \geq 2^{-\sigma} \). The inhomogeneity associated with \( \bar{u} \) can be estimated similarly.

- \( 2w_1 \) and \( \bar{u} \) satisfy the non-degeneracy assumption. As \( 2w_1(e_n/2) \geq 1 \) and \( \bar{u}(e_n/2) = 1 \), Harnack’s inequality in the domain \( B_1 \cap \{ x \} \) \( \text{dist}(x, \Lambda_{2^{-k}}) \geq \ell_0 \text{dist}(x, \Gamma_{2^{-k}}) \) combined with Proposition 3.17 (after a rescaling which only depends on \( n \)) implies that there exists \( c_0 = c_0(n, p) \) such that the non-degeneracy condition (30) is satisfied for \( 2w_1 \) and \( \bar{u} \):

\[
2w_1(x), \bar{u}(x) \geq c_0 \text{dist}(x, \Gamma_{2^{-k}})^{\frac{1}{2} + \frac{\sigma}{2}} \\
in \{ x \in B_1 | \text{dist}(x, \Lambda_{2^{-k}}) \geq \ell_0 \text{dist}(x, \Gamma_{2^{-k}}) \}, \]

\[
2w_1(x), \bar{u}(x) \geq -c_0 \text{dist}(x, \Gamma_{2^{-k}})^{1-\frac{n+1}{p}+\sigma} \\
in \{ x \in B_1 | \text{dist}(x, \Lambda_{2^{-k}}) < \ell_0 \text{dist}(x, \Gamma_{2^{-k}}) \}. \]

We remark that the constant \( c_0 \) can be chosen in the same way in each iteration step.

Therefore, step 1 implies (with a possibly different \( s_0 \) but with the same parameter dependence)

\[
\frac{2w_1}{\bar{u}} \geq s_0 \in \{ x \in B_{1/2} | \text{dist}(x, \Lambda_{2^{-k}}) \geq \ell_0 \text{dist}(x, \Gamma_{2^{-k}}) \}. \]

Rescaling back and using the scale invariance of \( C_\theta'(e_n) \), we infer

\[
\frac{u_2 - a_k u_1}{(b_k - a_k)u_1} \geq \frac{s_0}{2} \in B_{2^{-k-1}} \cap C_\theta'(e_n). \]

Therefore,

\[
(a_k + \frac{s_0}{2} (b_k - a_k))u_1 \leq u_2 \leq b_k u_1 \text{ in } B_{2^{-k-1}} \cap C_\theta'(e_n). \]

Thus, we define \( a_{k+1} := a_k + \frac{s_0}{2} (b_k - a_k) \) and \( b_{k+1} := b_k \). These satisfy
By Lemma 4.3 in [18], \(|\text{dist}(\cdot, \Gamma_w)^{-\frac{1}{2}} \ln(\text{dist}(\cdot, \Gamma_w))^{-2}F|_{L^p(B_1)} \leq C(n, p)c_*\).

Moreover, by (29), \(v\) satisfies the non-degeneracy conditions in Lemma 3.25 (after passing to the normalized function \(\frac{v}{c_0}\)). Thus, for \(\epsilon_0\) and \(c_*\) sufficiently small, the boundary Harnack inequality (Lemma 3.25) yields the existence of constants \(\alpha \in (0,1), \theta = \theta(n, p)\) and \(C = C(n, p)\) such that for all \(x_0 \in \Gamma_w \cap B_{\frac{1}{4}}(1)\) and \(e \in C'_\eta(e_n)\),

\[
\left| \frac{\partial w}{\partial w}(x) - \frac{\partial w}{\partial w}(x_0) \right| \leq C \max\{\epsilon_0, c_*\} \frac{\partial w}{\partial w}(e_n/2)|x - x_0|^\alpha,
\]

\(x \in (x_0 + C'_\eta(e_n)) \cap B_{\frac{1}{2}}(x_0)\) \quad (32)

Here \(\eta = \eta(n, p) > 0\) is fixed such that \(\partial \epsilon w > c_{n, p} > 0\) on \(B_1 \cap \{|x| \geq \ell_0 = (2^4 \sqrt{n})^{-1}\}\) for each \(e \in C'_\eta(e_n)\). The dependence of \(\max\{\epsilon, c_*\}\) is a consequence of the maximum principle and the closeness assumption of \(w\) to the model solution \(w_{3/2}\). More precisely, using that \(\|w - w_{3/2}\|_{C^1(B_1)} \leq \epsilon_0\) and invoking the triangle inequality results in

\[
\partial w - \partial w \geq -2\epsilon_0 - \frac{2\epsilon_0 \eta^2}{1 + \eta^2} := -2\frac{8M_0\epsilon_0}{1 - \epsilon_0} \leq 0\text{ in } B_1.
\]

Since \(\partial w \geq c > 0\) on \(B_1 \cap \{|x| \geq \ell_0\}\), there exists a constant \(M_1 = M_1(n, p)\) with \(M_1\epsilon_0 < 1\) such that

\[
\partial w - \partial w + M_1\epsilon_0\partial w \geq M_0\epsilon_0 \text{ on } B_1 \cap \{|x| \geq \ell_0\}.
\]

Let \(\tilde{v} := \frac{\partial w - \partial w + M_1\epsilon_0\partial w}{M_0\epsilon_0 + M_2c_*}\), where \(M_2\) is a positive constant which will be determined later. Then the function \(\tilde{v}\) satisfies

\[
\partial \tilde{v} = \tilde{v} \text{ in } B_1 \setminus \Lambda_w, \quad v = 0 \text{ on } B_1 \cap \Lambda_w.
\]

The equations for \(\partial w\) and \(\partial w\) further imply that

\[
\|\text{dist}(\cdot, \Gamma)^{-\frac{1}{2}} \ln(\text{dist}(\cdot, \Gamma))^{-2}\tilde{v}^{-2}\|_{L^p(B_1)} \leq \frac{1}{M_2}.
\]

By the comparison principle (cf. Proposition 3.17), if \(M_2\) is sufficiently large depending on \(n, p\), and moreover \(M_1, M_2\) satisfy \(M_2c_* \leq M_1\epsilon_0 < 1\) (which can be achieved by choosing \(\epsilon_0\) small), then \(\tilde{v} > 0\) in \(B_{1/2} \cap \{|x, \Lambda_w| \geq \ell_0 \text{ dist}(x, \Gamma)\}\). This implies that \(\partial \epsilon w \leq (1 + M_1\epsilon_0)\partial \epsilon w \in B_{1/2} \cap \{|\text{dist}(x, \Lambda_w)| \geq \ell_0 \text{ dist}(x, \Gamma)\}\). Similarly, one can show that \((1 - M_1\epsilon_0)\partial \epsilon w \leq \partial \epsilon w\) for a possibly different, but universal constant \(M_1\). This bounds the quantity \(s_0^{-1} - s_0\) from
Step 1 of the proof of the boundary Harnack inequality (cf. Lemma 3.25), i.e. \( s_0^{-1} - s_0 \leq \epsilon_0 \), which yields the desired smallness result.

For \( e_j \in S'' \cap B_1' \) with \( j \in \{1, \ldots, n - 1\} \), we write \( e_j = c_1 e + c_2 e_n \) for some \( e' \in \mathcal{B}(e_n) \) and thus obtain
\[
\left| \frac{\partial_j w}{\partial_n w}(x) - \frac{\partial_j w}{\partial_n w}(x_0) \right| \leq C \max_{\mathcal{E}[e_0, e_n]} |x - x_0|^\alpha.
\] (33)

We claim that (32) and (33) imply the desired \( C^{1,\alpha} \) regularity of the free boundary and give the desired explicit bound for the Hölder constant of \( g \). Indeed, heuristically this follows from the identity
\[
\partial_j g(x'') = - \partial_j w \bigg|_{(x'', g(x''), 0)} \quad (34)
\]
and the fact that \( \partial_j w(x)/\partial_n w(x) \) is Hölder continuous up to \( \Gamma_w \). Rigorously, we have to justify that the derivative of \( g \) exists and satisfies the claimed identity. In fact, since \( \partial_n w > 0 \) in \( B_1' \setminus \Lambda_w \), for \( h > 0 \) small, the level sets \( \{ w = h \} \cap B_1' \) are given as graphs \( x_n = g_h(x') \), where \( \{ g_h \}_{h \geq 0} \) is an increasing sequence in \( h \) which, by (32), is uniformly bounded in \( C^1(B_1') \). Thus, \( g_h \) converges uniformly to \( g \) as \( h \) goes to zero by Dini’s theorem. Next we notice that
\[
\partial_j g_h(x'') = - \partial_j w \bigg|_{(x'', g_h(x''), 0)}.
\]

Therefore, by (32),
\[
\left| \partial_j g_h(x'') - \left( - \frac{\partial_j w}{\partial_n w} \right) \bigg|_{(x'', g(x''), 0)} \right| = \left| \frac{\partial_j w}{\partial_n w} \bigg|_{(x'', g_h(x''), 0)} - \frac{\partial_j w}{\partial_n w} \bigg|_{(x'', g(x''), 0)} \right| \leq C \left| g_h(x'') - g(x'') \right|^\alpha.
\]

Since the sequence \( g_h \) converges to \( g \) uniformly, we infer
\[
\left\| \partial_j g_h(x'') - \left( - \frac{\partial_j w}{\partial_n w} \right) \bigg|_{(x'', g(x''), 0)} \right\|_{L^\infty(B_1')} \to 0 \quad \text{as} \quad h \to 0.
\]

Therefore, by the fundamental theorem of calculus, the partial derivatives of \( g \) exist and they satisfy the identity (34). Moreover, by (32) we have \( \partial_j g \in C^{0,\alpha}(\Gamma_w \cap B_1') \). This finishes the proof of Proposition 3.22. \( \square \)

**Remark 3.26.** Under the conditions of Proposition 3.22, the \( C^{1,\alpha} \) norm of \( g \) is bounded by a constant, which only depends on \( n \) and \( p \). Indeed, by Proposition 3.8 and (33) (and by \( g(0) = 0 \)) we have that
\[
\| \nabla g \|_{C^{1,\alpha}(B_{1/2}^n)} \leq C(n, p) \max\{\epsilon_0, c_\ast\}.
\]

Moreover, the proof of Lemma 3.25 and the proof of Proposition 3.22 show that in this case the Hölder exponent \( \alpha \in (0, 1) \) only depends on \( n \) and \( p \) (if \( \epsilon_0, c_\ast \) are chosen sufficiently small in dependence of \( n, p \)).

### 3.4. Proof of Proposition 3.10

Last but not least, we come to the proof of Proposition 3.10. For convenience, we introduce the following notation
\[
d(x) := \text{dist}(x, \Gamma).
\]

The proof of Proposition 3.10 is a consequence of weighted energy estimates (with weights which are naturally induced by the symbol of the operator) and local pointwise estimates.

**Proof.** *Step 1: Existence and uniqueness.* We define a Hilbert space \( \mathcal{H} \) in which we solve an appropriate weak formulation of our problem. Let \( u, v \in C^\infty_0 (\mathbb{R}^{n+1} \setminus \Lambda) \). Consider the following inner product
(\cdot, \cdot)_{\mathcal{H}} : C^\infty_0(\mathbb{R}^{n+1}_+ \setminus \Lambda) \times C^\infty_0(\mathbb{R}^{n+1}_+ \setminus \Lambda) \to \mathbb{R},

(u, v)_{\mathcal{H}} := \int_{\mathbb{R}^{n+1}_+} \nabla u \cdot \nabla v \, dx + \int_{\mathbb{R}^{n+1}_+} d(x)^{-2} uv \, dx \text{ for all } u, v \in \mathcal{H}.

Using this, we define our Hilbert space $\mathcal{H}$ as the closure of $C^\infty_0(\mathbb{R}^{n+1}_+ \setminus \Lambda)$ with respect to $\|u\|_{\mathcal{H}}^2 := (u, u)_{\mathcal{H}}$:

$$\mathcal{H} := \overline{C^\infty_0(\mathbb{R}^{n+1}_+ \setminus \Lambda)}^{\|\cdot\|_{\mathcal{H}}}$$

On $\mathcal{H}$ the bilinear form associated with the equation (19),

$$\mathcal{B}(u, v) = \int_{\mathbb{R}^{n+1}_+} a^{ij}_t \partial_i u \partial_j v + K \int_{\mathbb{R}^{n+1}_+} d(x)^{-2} uv, \quad u, v \in \mathcal{H},$$

is bounded and coercive, thus by the Lax–Milgram theorem a unique solution exists in $\mathcal{H}$. This proves the first part of Proposition 3.10.

**Step 2: Weighted energy estimate.** Let $\bar{g}$ be the intrinsic metric determined by the symbol $d(x)^2|\xi|^2$ in the cotangent or by the symbol $d(x)^{-2}|\xi|^2$ in the tangent space, i.e.

$$\bar{g}_x(v, w) = d(x)^{-2} v \cdot w, \quad v, w \in T_x(\mathbb{R}^{n+1}_+ \setminus \Lambda), \quad x \in \mathbb{R}^{n+1}_+ \setminus \Lambda.$$ 

The distance function associated with $\bar{g}$ is given by

$$d_{\bar{g}}(x_1, x_2) = \inf_C \int_C d(x(s))^{-1} \, ds,$$ 

(35)

where the infimum is taken over all rectifiable curves $C$ in $\mathbb{R}^{n+1}_+ \setminus \Lambda$ joining two points $x_1, x_2 \in \mathbb{R}^{n+1}_+ \setminus \Lambda$ parametrized by arc length. We note that $d_{\bar{g}}(\cdot, \cdot)$ is finite on each connected component of $\mathbb{R}^{n+1}_+ \setminus \Lambda$. Let $f : \mathbb{R}^{n+1}_+ \setminus \Lambda \to \mathbb{R}$ be a Lipschitz function w.r.t. the intrinsic metric $d_{\bar{g}}$. It is not hard to see that $f$ is Lipschitz w.r.t. $d_{\bar{g}}$ if and only if it is locally Lipschitz w.r.t. the Euclidean distance and it satisfies

$$|\nabla f(x)| \leq C d(x)^{-1} \text{ for a.e. } x \in \mathbb{R}^{n+1}_+ \setminus \Lambda.$$ 

We decompose the open set $\mathbb{R}^{n+1}_+ \setminus \Lambda$ into Whitney cubes $\{Q_j\}$ with respect to the Euclidean distance in $\mathbb{R}^{n+1}_+ \setminus \Lambda$ (cf. Section 3.2.1 for the definition of a Whitney decomposition). Without loss of generality, we may assume that the decomposition is symmetric with respect to the $x_n$ variable. Indeed, the symmetry assumption can always be realized as $\Lambda \subset \mathbb{R}^n \times \{0\}$.

We now make the following claim:

**Claim.** For any $\bar{\kappa} > 0$, there exists $s = s(n, \bar{\kappa}) > 0$ sufficiently large, such that for any compact subset $W \subset \mathbb{R}^{n+1}_+ \setminus \Lambda$ we have

$$\sum_{j=1}^{\infty} \|d^{-\bar{\kappa}} e^{-sd_{\bar{g}}(x, W)}\|_{L^\infty(Q_j)} \leq C(n) \text{ dist}(W, \Lambda)^{-\bar{\kappa}}.$$ 

(36)

We postpone the proof of the claim to step 4 and continue the proof of Proposition 3.10.

Let $\phi$ be a Lipschitz function w.r.t. the intrinsic distance $d_{\bar{g}}$ and assume that $|\phi(x)| \leq \kappa |\ln d(x)|$ for some $\kappa > 0$. Consider $\tilde{u} := e^\phi u$. Then (in a distributional sense) $\tilde{u}$ is a solution of

$$\partial_i (a^{ij}_t \partial_j \tilde{u}) - (\partial_i \phi) a^{ij}_t \partial_j \tilde{u} - \tilde{u} (a^{ij}_t \partial_j \phi) + (\partial_i \phi) (\partial_j \phi) a^{ij}_t \tilde{u} - K d^{-2} \tilde{u}$$

$$= \partial_i (e^\phi F^i) - (\partial_i \phi) e^\phi F^i + e^\phi g.$$ 

(37)

We insert $e^{-sd_{\bar{g}}(x, W)} \tilde{u}$ as a test function into the divergence form of (37), where $s = s(n, \kappa)$ is the constant from the claim and $W \subset \mathbb{R}^{n+1}_+ \setminus \Lambda$ is a given set. Note that $e^{-sd_{\bar{g}}(x, W)} \tilde{u}$ is a function in $\mathcal{H}$. Indeed, using the definition of $\tilde{u}$, Hölder’s inequality and the statement of the claim yields
\[
\|d^{-1} e^{-sd_{\hat{d}}(x,W)} \tilde{u}\|_{L^2(\mathbb{R}^{n+1})} \leq \|d^{-\kappa} e^{-sd_{\hat{d}}(x,W)} u\|_{L^2(\mathbb{R}^{n+1})} \\
\leq \left( \sum_j \|d^{-\kappa} e^{-sd_{\hat{d}}(x,W)}\|_{L^\infty(Q_j)} \right) \sup_{\hat{Q} \subset \{Q_j\}_k} \|d^{-1} u\|_{L^2(\hat{Q})} \\
\leq C(n) \operatorname{dist}(W, \Gamma)^{-\kappa} \|d^{-1} u\|_{L^2(\mathbb{R}^{n+1})}.
\]

Similarly it is possible to estimate \( \nabla (e^{-sd_{\hat{d}}(x,W)} \tilde{u}) \). As a consequence of the admissibility of \( e^{-sd_{\hat{d}}(x,W)} \tilde{u} \) as a test function, we infer that if \( K = K(\|\phi\|_{C^{0,1}}, n) \) is large (where \( \|\cdot\|_{C^{0,1}} \) denotes the Lipschitz semi-norm with respect to the metric \( d_{\hat{d}} \)), then there exists \( C > 0 \) depending on the ellipticity constants and dimension \( n \) such that
\[
\|e^{-sd_{\hat{d}}(x,W)} \nabla \tilde{u}\|_{L^2(\mathbb{R}^{n+1})} + K/2 \|d^{-1} e^{-sd_{\hat{d}}(x,W)} \tilde{u}\|_{L^2(\mathbb{R}^{n+1})} \\
\leq C \left( \|e^{-sd_{\hat{d}}(x,W)} e^\Phi f_i\|_{L^2(\mathbb{R}^{n+1})} + \|d^{-1} e^{-sd_{\hat{d}}(x,W)} e^\Phi \tilde{g}\|_{L^2(\mathbb{R}^{n+1})} \right).
\]

This can be written in terms of \( u \) as
\[
\|e^{-sd_{\hat{d}}(x,W)} e^\Phi \nabla u\|_{L^2(\mathbb{R}^{n+1})} + \|e^{-sd_{\hat{d}}(x,W)} e^\Phi d^{-1} u\|_{L^2(\mathbb{R}^{n+1})} \\
\leq C \left( \|e^{-sd_{\hat{d}}(x,W)} e^\Phi f_i\|_{L^2(\mathbb{R}^{n+1})} + \|e^{-sd_{\hat{d}}(x,W)} e^\Phi \tilde{g}\|_{L^2(\mathbb{R}^{n+1})} \right).
\]

**Step 3: Local pointwise estimate:** Consider a given point \( \hat{x} \in \mathbb{R}^{n+1} \setminus \Gamma \) and let \( \hat{Q} \in \{Q_j\} \) be the Whitney cube which contains \( \hat{x} \). Let
\[
\hat{d} := d(\hat{x}).
\]

By the weak maximum principle (cf. Theorems 8.15 and 8.17 in [14]) as well as by the properties (W1) and (W2) from the definition of a Whitney decomposition (cf. Section 3.2.1), there exists \( C = C(n, \rho) \) such that
\[
|u(\hat{x})| \leq C \left( \hat{d}^{\frac{n+1}{2}} \|u\|_{L^2(N_{\hat{Q}})} + \hat{d}^{1-\frac{n+1}{p}} \|F^i\|_{L^p(N_{\hat{Q}})} + \hat{d}^{2(1-\frac{n+1}{p})} \|g\|_{L^{p/2}(N_{\hat{Q}})} \right),
\]
where \( N_{\hat{Q}} \) is the union of all the Whitney cubes which touch \( \hat{Q} \). Recalling the assumptions on \( F^i \) and \( g \) and using the properties (W1), (W2), we have
\[
\|F^i\|_{L^p(N_{\hat{Q}})} \lesssim \|d^{-\sigma} F^i\|_{L^{p}(\mathbb{R}^{n+1})} \hat{d}^\sigma,
\]
\[
\|g\|_{L^{p/2}(N_{\hat{Q}})} \lesssim \|d^{1-\frac{n+1}{p} - \sigma} g\|_{L^{p/2}(\mathbb{R}^{n+1})} \hat{d}^{\sigma - 1 + \frac{n+1}{p}}.
\]

To estimate \( \hat{d}^{-(\kappa+1)/2} \|u\|_{L^2(N_{\hat{Q}})} \), we seek to apply (38) with \( W = N_{\hat{Q}} \) and
\[
\phi(x) = -\kappa \ln d(x), \quad \kappa = (n+1) \left( \frac{1}{2} - \frac{1}{p} \right) + \sigma.
\]

The Lipschitz constant (w.r.t. \( d_{\hat{d}} \)) of \( \phi \) is bounded by \( c_n (\sigma + 1) \). Thus, by taking \( K = C(\sigma + 1) \) with \( C = C(n) \) large, we have (38). We notice that from the properties (W1) and (W2) for Whitney cubes as well as (38),
\[
\hat{d}^{-\frac{n+1}{2}} \|u\|_{L^2(N_{\hat{Q}})} \lesssim \hat{d}^{\sigma + 1 - \frac{n+1}{p}} \|d^{-\kappa} u\|_{L^2(\mathbb{R}^{n+1})} \\
\lesssim \hat{d}^{\sigma + 1 - \frac{n+1}{p}} \|d^{-\kappa} e^{-sd_{\hat{d}}(x,N_{\hat{Q}})} u\|_{L^2(\mathbb{R}^{n+1})} \\
\lesssim \hat{d}^{\sigma + 1 - \frac{n+1}{p}} \left( \|d^{-\kappa} e^{-sd_{\hat{d}}(x,N_{\hat{Q}})} F^i\|_{L^2(\mathbb{R}^{n+1})} + \|d^{-\kappa+1} e^{-sd_{\hat{d}}(x,N_{\hat{Q}})} g\|_{L^2(\mathbb{R}^{n+1})} \right).
\]

Due to Hölder’s inequality, property (W2) and due to the definition of \( \kappa \)
\[
\|d^{-\kappa} F^i\|_{L^2(Q')} \lesssim \|d^{-\sigma} F^i\|_{L^p(\mathbb{R}^{n+1})} \|d^{-\kappa + \sigma}\|_{L^{p/2}(Q')} \\
\lesssim \|d^{-\sigma} F^i\|_{L^p(\mathbb{R}^{n+1})},
\]
\[
\|d^{-\kappa+1} g\|_{L^2(Q')} \lesssim \|d^{1 - \frac{n+1}{p} - \sigma}\|_{L^{p/2}(\mathbb{R}^{n+1})},
\]
for any $Q' \in \{Q_j\}$. Thus, combining this estimate with (36) (applied with $\kappa = 0$) leads to
\[
\|d^{-k} e^{-sd_g(x,N_{\hat{Q}})} \|_{L^2(\mathbb{R}^{n+1})} \leq \sum_j \left\| e^{-sd_g(x,N_{\hat{Q}})} \right\|_{L^\infty(Q_j)} \sup_{Q' \in \{Q_j\}} \|d^{-k} F^j\|_{L^2(Q')}
\leq C(n) \|d^{-\sigma} F^j\|_{L^P(\mathbb{R}^{n+1})}.
\]

Analogously, we infer
\[
\|d^{-k+1} e^{-sd_g(x,N_{\hat{Q}})} \|_{L^2(\mathbb{R}^{n+1})} \leq C(n) \|d^{1-\frac{n+1}{p}-\sigma} g\|_{L^{p/2}(\mathbb{R}^{n+1})}.
\]

Combining (39)–(41), (42) and (43), yields a constant $C_0 = C_0(n, \kappa)$ such that
\[
|u(\hat{x})| \leq C_0 d^{\sigma+1-\frac{n+1}{p}} \left( \|d^{-\sigma} F^j\|_{L^P(\mathbb{R}^{n+1})} + \|d^{1-\frac{n+1}{p}-\sigma} g\|_{L^{p/2}(\mathbb{R}^{n+1})} \right).
\]

**Step 4: Proof of the claim.** Without loss of generality, we only prove the claim for $W = \mathcal{N}(\hat{Q})$. Let $\mathcal{N}_1 := \{Q_j \mid Q_j \text{ touches } \mathcal{N}(\hat{Q})\}$ be the set of all Whitney cubes which touch $\mathcal{N}(\hat{Q})$. In general, for $k \geq 2$ let $\mathcal{N}_k$ denote all Whitney cubes which touch at least one of the Whitney cubes in $\mathcal{N}_{k-1}$. Hence $\mathcal{N}_k \not\supset \{Q_j\}$. It is immediate from property (W3) for Whitney cubes that:

(a) Let $\sharp N_k$ denote the number of the Whitney cubes contained in $\mathcal{N}_k$. Define $\sharp N_0 = 0$. Then $\sharp N_k - \sharp N_{k-1} \leq (12)^{k(n+1)}$, $k \geq 1$.

Moreover, from (35), property (W1) for Whitney cubes and an induction argument, it is not hard to see that:

(b) For any $x \in Q_j \in \mathcal{N}(\hat{Q})$, note that by (W1) and (W2) we have $d_{\hat{g}}(x, N(\hat{Q})) \geq \frac{k-1}{4\sqrt{n+1}}$.

Let $r_0$ be the minimal sidelength of $Q_j \in \mathcal{N}(\hat{Q})$. Note that by (W1) and (W2) we have $r_0 \leq \text{dist}(N_{\hat{Q}}, \Gamma)$. Combining (a) and (b), we obtain
\[
\sum_{j=1}^\infty \|d^{-k} e^{-sd_g(x,N_{\hat{Q}})} \|_{L^\infty(Q_j)} \leq r_0^{-k} + (4^{-1} r_0)^{-k} \sharp N_1 + \sum_{k=2}^{\infty} \sum_{Q_j \in \mathcal{N}_k \setminus \mathcal{N}_{k-1}} (4^{-k} r_0)^{-k} \|e^{-sd_g(x,N_{\hat{Q}})}\|_{L^\infty(Q_j)}
\leq r_0^{-k} + 4^k 12^{n+1} r_0^{-k} + r_0^{-k} \sum_{k=2}^{\infty} 4^{k^2} e^{-\frac{12^{n+1}}{4\sqrt{n+1}}} 12^{k(n+1)}
\leq C(n) r_0^{-k},
\]
if $s = s(n, \kappa)$ is chosen to be sufficiently large.

**Step 5: Continuous realization of the boundary data.** In order to obtain the continuous attainment of the boundary data, we observe that any point $x \in \Lambda$ lies in an associated Whitney cube $Q$. Since the Whitney decomposition is considered with respect to $\Gamma$, the cube $Q$ does not intersect $\Gamma$. As $\Gamma = \partial \Lambda$, this implies that $Q \cap (\mathbb{R}^n \times \{0\}) \subset \Lambda$. Moreover, the same is true for all neighboring Whitney cubes $\mathcal{N}(Q)$. Hence, we find a ball $B_Q$ which contains $Q$ such that
\[
\partial_i a^{ij} \partial_j u - d(x)^{-2} u = \partial_i F^j + g \text{ in } B_Q,
\]
\[
\partial_i d^j a^i u = 0 \text{ on } B_Q \cap (\mathbb{R}^n \times \{0\}).
\]
In particular, this implies that the boundary data of $u$ are attained continuously in $Q$ (cf. [14], Corollary 8.28). As this holds for any point $x \in \Lambda$, it proves the desired continuous attainment of the boundary data. \qed
**Remark 3.27.** In order to deduce the improved behavior close to $\Lambda$ from Remark 3.12, we argue by elliptic regularity and a scaling argument. In the case of a point $x_0 \in B_1$ with $d(x_0) \sim 1$ but $\text{dist}(x_0, \Lambda) \leq c_n$ (where $c_n$ is a dimensional constant less than $1/2$) we have the bound
\[
\|u\|_{W^{1,p}(B_{1/2}(x_0))} \leq C(\|d^{-\sigma} F\|_{L^p(\mathbb{R}^{n+1})} + \|d^{1-\sigma} g\|_{L^p(\mathbb{R}^{n+1})}).
\]
By the Sobolev embedding theorem and the fact that $u$ vanishes on $\Lambda$, this implies that
\[
|u(x_0)| \leq C(\|d^{-\sigma} F\|_{L^p(\mathbb{R}^{n+1})} + \|d^{1-\sigma-\frac{n+1}{p}} g\|_{L^p(\mathbb{R}^{n+1})}) \text{dist}(x_0, \Lambda)^{-\frac{n+1}{p}}.
\]
The general case follows by rescaling to the set-up with $d(x_0) \sim 1$.

**4. Optimal regularity and homogeneity of blow-up solutions**

In this section we return to the study of solutions of the thin obstacle problem (4) and present some consequences of the $C^{1,\alpha}$ regularity of the free boundary. Here our main result is an optimal regularity result for solutions of (4), cf. Theorem 4, and a leading order asymptotic expansion of the solution at free boundary points, cf. Proposition 4.6.

In the sequel, we assume that the metric $a^{ij}$ satisfies the assumptions (A1), (A2), (A3), (A4). Moreover, the metric $a^{ij}$ and the solution $w$ are extended to $B_1^-$ in the same way as in Remark 3.9. In this section we mainly work with the equation of $\partial_j w$ in our $C^{1,\alpha}$ slit domain. For $j \in \{1, \ldots, n\}$, $\partial_j w$ satisfies (16) in $B_1 \setminus \Gamma_w$. For $j = n + 1$, we extend $w$ to $B_1^-$ by setting $w(x', x_{n+1}) = -w(x', -x_{n+1})$. Then $\partial_{n+1} w \in C^{0,1/2-\delta}(B_1 \setminus \overline{\Omega_w}) \cap H^1(B_1 \setminus \overline{\Omega_w})$ for any $\delta > 0$, as $w = 0$ on $\overline{\Omega_w}$. Moreover, it solves the divergence form equation
\[
\partial_i a^{ij} \partial_j v = \partial_i F^i \text{ in } B_1 \setminus \overline{\Omega_w}, \quad \text{where } F^i = -(\partial_{n+1} a^{ij}) \partial_j w,
\]
\[
v = 0 \text{ on } \overline{\Omega_w}.
\]

Our main results rely on identifying the asymptotic behavior of solutions, cf. Lemma 4.2 and Propositions 4.3 and 4.6, for which we invoke the $C^{1,\alpha}$ regularity of the regular free boundary. This then implies the optimal local growth behavior (cf. Corollaries 4.9, 4.11) which in combination with our Carleman estimate from [18] yields the optimal regularity of solutions.

This section is organized as follows: We first deduce the behavior of general solutions of the Dirichlet problem in slit domains with $C^{1,\alpha}$ slits in Section 4.1. Then in Section 4.2 we apply these results to solutions of the thin obstacle problem, which yields the optimal local non-degeneracy and local growth estimates as well as a leading order asymptotic expansion in appropriate cones. In Section 4.3 the local results are then improved to global estimates and the optimal regularity result. Finally, in Section 4.4 we prove uniform lower bounds for a suitably normalized solution of the variable coefficient thin obstacle problem at regular free boundary points.

**4.1. Asymptotics and growth estimates**

In this subsection we exploit the $C^{1,\alpha}$ regularity of the free boundary, in order to obtain a leading order asymptotic expansion of solutions of elliptic equations with controlled inhomogeneities in $C^{1,\alpha}$ slit domains (Proposition 4.3). This expansion holds in appropriate cones. Using the asymptotic behavior, we then immediately obtain (local) growth estimates in the form of a Hopf principle (Corollary 4.4) and the optimal upper growth bounds (Corollary 4.5). Our approach relies on applying the boundary Harnack estimate to a given solution and a model function, which we construct in Lemma 4.2.

In the whole of this section, we work under the following assumptions:

**Assumption 4.1.** We assume that $\Lambda$ and $\Gamma$ are closed subsets of $\mathbb{R}^n \times \{0\}$ with
\[
\Lambda = \{x_n \leq g(x'')\}, \quad \Gamma = \{x_n = g(x'')\},
\]
where $g \in C^{1,\alpha}_{loc}(\mathbb{R}^{n-1})$ for some $\alpha \in (0, 1]$ and $g(0) = 0$.

As in the previous section, we use the abbreviation $L$ for the operator $L = \partial_i a^{ij} \partial_j$, and $L_0$ for $L_0 = a^{ij} \partial_{ij}^2$. Again we use the abbreviations from Notation 3.15 and set $\ell_0 := (2^{4}\sqrt{n})^{-1}$ and $c_* := \|\nabla a^{ij}\|_{L^p(B_1)}$. 


Under these assumptions we now refine the estimates from the barrier construction from Proposition 3.16 in Section 3, in order to identify the leading order contribution in the solutions to our equations close to free boundary points.

**Lemma 4.2.** Let $\Lambda$, $\Gamma$ and $g$ satisfy the conditions in Assumption 4.1 and let $\ell_0$, $c_\ast$ be as in Notation 3.15. There exists a function $h_0 : B_1 \rightarrow \mathbb{R}$ such that

(i) $h_0 \geq 0$ on $B_1 \setminus \Lambda$ and $h_0 = 0$ on $\Lambda$,
(ii) $h_0(x) \geq c_\ast \text{dist}(x, \Gamma)^{1/2}$ in $B_1 \cap \{\text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma)\},$
(iii) $Lh_0 = g_1 + g_2$, where $g_1$ and $g_2$ satisfy

$$
\|\text{dist}(. , \Gamma)^{1/2}g_1\|_{L^p(B_1)} \leq C_n c_\ast,
$$

$$
\|\text{dist}(. , \Gamma)^{1/2-\min(1,1-\frac{n+1}{p})}g_2\|_{L^\infty(B_1)} \leq C_n \left( c_\ast + \|\nabla''g\|_{C^{0,\alpha}(B_1')} \right).
$$

**Proof.** As the proof follows along the lines of Proposition 3.16, we only indicate the main differences.

Similarly as in our previous construction, we consider

$$
v^0_k(x) := w_1/2(x_\ast, x_{n+1}),
$$

and define $v^0_k(x)$ by composition with the change of coordinates $T_k$ as in Proposition 3.16. Using these building blocks, we define $h_0$ in analogy to Proposition 3.16, i.e. for an appropriate partition of unity, $\eta_k$, we set:

$$
h_0(x) := \sum_k \eta_k v^0_k(x).
$$

By construction $h_0$ satisfies (i)–(ii).

To show (iii), we first notice that $Lh_0 = (\partial_i a^{ij})(\partial_j h_0) + L_0h_0 := g_1 + g_2$. The bound for $g_1$ follows immediately by noting that $|\nabla h_0(x)| \leq C_n \text{dist}(x, \Gamma)^{-1/2}$. In order to bound $g_2$, we compute $L_0(h_0)$ similarly as in step 1 of Proposition 3.16. Combining the fact that for each $k$, $a^{ij}(x_k)\partial_{ij}v^0_k(x) = 0$ in $\mathbb{R}^{n+1} \setminus \{x_{n+1} = 0, (x-x_k) \cdot v_k \leq 0\}$, with the properties of the Whitney decomposition leads to

$$
\sum_k (a^{ij}(x_k)\partial_{ij}v^0_k(x))\eta_k(x) = 0 \text{ in } B_1 \setminus \Lambda.
$$

We proceed with the estimate for the error contributions: Let $v_k$ and $v_\ell$ denote the normals of $\Lambda$ at $x_k \in \Gamma$ and $x_\ell \in \Gamma$. Here $x_k, x_\ell \in \Gamma \cap B_1$ are the projection points of two centers, $\hat{x}_k$ and $\hat{x}_\ell$, of neighboring Whitney cubes, $Q_k$ and $Q_\ell$. For these normals we infer $|v_k - v_\ell| \lesssim \|\nabla''g\|_{C^{0,\alpha}(B_1')} r_\ell^{-1}$. Thus, defining $\gamma := 1 - \frac{n+1}{p}$ and following the computation in Proposition 3.16, we have for all $x \in Q_\ell$,

$$
\sum_k (a^{ij}(x_k)\partial_{ij}v^0_k(x))\eta_k(x) \leq C(n)
\left( c_\ast r_\ell^{-\frac{3}{2}+\gamma} + \|\nabla''g\|_{C^{0,\alpha}(B_1')} r_\ell^{-\frac{3}{2}+\alpha} \right),
$$

$$
\sum_k (a^{ij}(x_k)\partial_{ij}v^0_k) \leq C(n)
\left( c_\ast r_\ell^{-\frac{3}{2}+\gamma} + \|\nabla''g\|_{C^{0,\alpha}(B_1')} r_\ell^{-\frac{3}{2}+\alpha} \right),
$$

$$
\sum_k (a^{ij}(x) - a^{ij}(x_k))\partial_{ij}(\eta_k v^0_k(x)) \leq C(n)c_\ast r_\ell^{-\frac{3}{2}+\gamma}.
$$

Thus, the bound for $g_2$ follows.

We continue by deriving the boundary asymptotic behavior of solutions $u$ to general divergence form equations in slit domains with $C^{1,\alpha}$ slit. The main tool is our boundary Harnack inequality (Lemma 3.25).

**Proposition 4.3.** Let $\Lambda$, $\Gamma$ and $g$ be as in Assumption 4.1. Suppose that $u \in C(B_1) \cap H^1(B_1)$ is a solution of

$$
\partial_i a^{ij}(\partial_j u = \partial_i F^i + g_1 \text{ in } B_1 \setminus \Lambda, \quad u = 0 \text{ on } \Lambda.
$$

Further assume that $a^{ij}$, $F^i$, $g_1$ and $u$ satisfy the assumptions from Proposition 3.17.
If \(c_s, \, \tilde{\delta} \) and \(\|\nabla^n g\|_{C^{0,\alpha}(B_1^\nu)} \) are sufficiently small depending on \(n, \, p \) and \(\alpha \), then there exists a constant \(\beta \in (0, \min\{\alpha, \, 1 - \frac{n + 1}{p}\}]\), a \(C^{0,\beta}(\Gamma \cap B'_{1/2}) \) function \(b: \Gamma \to \mathbb{R}, \, b > 0 \), such that for all \(x_0 \in \Gamma \cap B'_{1/4} \) and \(x \in B_{1/4}(x_0) \)

\[
\begin{align*}
|u(x) - b(x_0)w_{1/2}(x, y) + b(x_0)w_{1/2}(x, z)| &\leq C \left|\frac{v_{x_0}}{\lambda(x_0, y_0)}\right|^{1/2} \|\nabla^n g\|_{C^{0,\alpha}(B_1^\nu)} \|x - x_0\|^{1/2 + \beta},
\end{align*}
\]

(45)

Here \(v_{x_0} \) is the outer unit normal of \(\Lambda \) at \(x_0 \in \Gamma \), \(g \) denotes the parametrization of \(\Gamma \) and \(A(x) := (a_{ij}(x)) \).

**Proof.** We seek to apply the boundary Harnack inequality (Lemma 4.25) to the pair \(u, \, h_0 \) (with \(\delta_0 = \min\{\alpha, \, 1 - \frac{n + 1}{p}\}) \), where \(h_0 \) is the function from Lemma 4.2. By Lemma 4.2, \(h_0 \) satisfies the conditions in Lemma 4.25. Moreover, we note that by Proposition 3.17

\[
\begin{align*}
\forall x \in B_{1/2} \cap \{\text{dist}(x, \, \Lambda) \geq \epsilon_0 \text{dist}(x, \, \Gamma)\},
\end{align*}
\]

(46)

and

\[
\begin{align*}
\forall x \in B_{1/2} \cap \{\text{dist}(x, \, \Gamma) \leq \epsilon_0 \text{dist}(x, \, \Gamma)\},
\end{align*}
\]

(47)

Here \(\epsilon = \sigma + \frac{1}{2} - \frac{n + 1}{p} \) and \(\sigma \) is the constant from Proposition 3.17. Hence, by the boundary Harnack inequality we have that

\[
\begin{align*}
\forall x \in B_{1/2} \cap \{\text{dist}(x, \, \Lambda) \geq \epsilon_0 \text{dist}(x, \, \Gamma)\},
\end{align*}
\]

(48)

\[
\begin{align*}
\forall x \in B_{1/2} \cap \{\text{dist}(x, \, \Gamma) \leq \epsilon_0 \text{dist}(x, \, \Gamma)\},
\end{align*}
\]

(49)

where \(C = C(n, \, p) \), for some \(\tilde{\beta} \in (0, \, 1) \). By (46), Lemma 4.2 (iii) for \(h_0 \) and by the fact that \(g \in C^{1,\alpha}(B_1^\nu) \), we have

\[
\begin{align*}
\forall x \in B_{1/2} \cap \{\text{dist}(x, \, \Lambda) \geq \epsilon_0 \text{dist}(x, \, \Gamma)\},
\end{align*}
\]

(50)

Consequently, for \(\beta = \min\{\tilde{\beta}, \, \tilde{\epsilon}\} \),

\[
\begin{align*}
\forall x \in B_{1/2} \cap \{\text{dist}(x, \, \Lambda) \geq \epsilon_0 \text{dist}(x, \, \Gamma)\},
\end{align*}
\]

(51)

Next we show that for each \(x_0 \in \Gamma \cap B'_{1/4} \),

\[
\begin{align*}
|h_0(x) - w_{1/2}(T_{x_0}^0)| \leq C \left|\frac{v_{x_0}}{\lambda(x_0, y_0)}\right|^{1/2} \|\nabla^n g\|_{C^{0,\alpha}(B_1^\nu)} \|x - x_0\|^{1/2 + \beta}, \quad x \in B_{1/2},
\end{align*}
\]

(52)

where \(T_{x_0} \) is defined as the following affine transformation in \(\mathbb{R}^{n+1}; \, T_{x_0}(x) = R_{x_0}B_{x_0}^{-1}(x - x_0) \), where \(B_{x_0}B_{x_0}' = A(x_0) \)

and \(R_{x_0} \in SO(n + 1) \) is such that \(R_{x_0}B_{x_0}'v_{x_0} = \tilde{c}_1, x_0 e_n, \, R_{x_0}B_{x_0}'e_n = \tilde{c}_2, x_0 e_{n+1} \). A direct computation leads to

\[
\begin{align*}
(\tilde{c}_1, x_0)^2 &= (R_{x_0}B_{x_0}'v_{x_0}) \cdot (R_{x_0}B_{x_0}'v_{x_0}) = v_{x_0} \cdot A(x_0)v_{x_0},
\end{align*}
\]

\[
\begin{align*}
(\tilde{c}_2, x_0)^2 &= (R_{x_0}B_{x_0}'e_{n+1}) \cdot (R_{x_0}B_{x_0}'e_{n+1}) = a^{n+1,n+1}(x_0).
\end{align*}
\]

In order to show (51), we note that by a similar estimate as (22) with \(s = 0 \), we deduce
\[ |w_{1/2}(T_k x) - w_{1/2}(T_{x_0} x)| \leq C \left( c_* + \| \nabla'' g \|_{C^0(\overline{B}_{1/2}^n)} \right) |x - x_0|^{\frac{1}{2} + \min\{a, 1 - \frac{n+1}{p}\}}, \]  
\[ (52) \]

for all \( x \in Q \in \mathcal{N}(Q_k) \). Instead of Lemma 3.14, we use

\[ |v_k - v_{x_0}| \leq C \| \nabla'' g \|_{C^0,u(\overline{B}_{1/2}^n)} |x_k - x_0|^\alpha, \]

in this context (we recall that \( v_k \) is the normal of \( \Gamma \) at \( x_k \), where \( x_k \in \Gamma \) realizes the distance of the center \( \hat{x}_k \) of \( Q_k \) to \( \Gamma \)).

Thus, by using the properties (W1)--(W3) of the Whitney decomposition, we have

\[ |h_0(x) - w_{1/2}(T_{x_0} x)| \leq \sum_k \eta_k |w_{1/2}(T_k x) - w_{1/2}(T_{x_0} x)| \]

\[ \leq C \left( c_* + \| \nabla'' g \|_{C^0(\overline{B}_{1/2}^n)} \right) |x - x_0|^{\frac{1}{2} + \min\{a, 1 - \frac{n+1}{p}\}}. \]

Writing \( T_{x_0} \) out explicitly, we therefore obtain

\[ \left| h_0(x) - w_{1/2} \left( \frac{v_{x_0} \cdot (x - x_0)}{(v_{x_0} \cdot A(x_0)v_{x_0})^{1/2}} \cdot \frac{x_{n+1}}{(a^{n+1}+1)(x_0)\sqrt[2]{\min\{a, 1 - \frac{n+1}{p}\}}} \right) \right| \]

\[ \leq C \left( c_* + \| \nabla'' g \|_{C^0(\overline{B}_{1/2}^n)} \right) |x - x_0|^{\frac{1}{2} + \min\{a, 1 - \frac{n+1}{p}\}}. \]

Using the above asymptotics of \( h_0 \) in (50), we arrive at the desired result. \( \square \)

The above asymptotic estimate leads to two immediate corollaries: On the one hand, it yields a Hopf principle and on the other hand, if combined with an interior elliptic estimate, it results in an upper growth bound.

**Corollary 4.4.** Assume that the conditions of Proposition 4.3 are satisfied and that \( 0 \in \Gamma \). Then, if \( c_*, \delta \) and \( \| \nabla'' g \|_{C^0,u(\overline{B}_{1/2}^n)} \) are sufficiently small depending on \( n, p \) and \( \alpha \), there is a dimensional constant \( c_n > 0 \) such that

\[ u(x) \geq c_n \text{dist}(x, \Gamma)^{\frac{1}{2}} \]

for \( x \in B_{1/2}^1 \times (-1/2, 1/2) \cap \{ |x| \text{dist}(x, \Lambda) \geq \ell_0 \text{dist}(x, \Gamma) \}. \)

**Corollary 4.5.** Assume that the conditions of Proposition 4.3 are satisfied. If \( c_*, \delta \) and \( \| \nabla'' g \|_{C^0,u(\overline{B}_{1/2}^n)} \) are sufficiently small depending on \( n, p \) and \( \alpha \), then there exists a constant \( \tilde{C} = \tilde{C}(n, p) > 0 \) such that for all \( x \in B_{1/2}^1 \)

\[ |u(x)| \leq \tilde{C} M_0 \text{dist}(x, \Gamma)^{\frac{1}{2}}, \]

where \( M_0 := \sup_{B_1} |u| \).

4.2. Local 3/2-growth estimate, asymptotics and blow-up uniqueness

In this section we transfer the results from the previous section into the setting of the thin obstacle problem. Hence, this yields leading order asymptotics in appropriate cones, a Hopf principle and an optimal local growth estimate. Last but not least, we explain how the asymptotics and the growth estimates can be used to derive the uniqueness of the 3/2-homogeneous blow-ups.

We begin by transferring the general results of Section 4.1 to the setting of solutions of the thin obstacle problem:

**Proposition 4.6 (First order asymptotics).** Let \( w \) be a solution of (4) satisfying (A0), (A1), (A2), (A3), (A4). Assume that for some small positive constants \( \epsilon_0 \) and \( c_* \)

(i) \( \| w - w_{3/2} \|_{C^1(\overline{B}_{1/2}^n)} \leq \epsilon_0 \),

(ii) \( \| \nabla a^{ij} \|_{L^p(\overline{B}_{1/2}^n)} \leq c_* \).
Then if \( \epsilon_0 \) and \( c_* \) are chosen sufficiently small depending on \( n, p \), there exists a function \( b_e : \Gamma_w \cap B_{1/2} \to \mathbb{R} \), \( b_e \in C^{0, \alpha} \) for some \( \alpha \in (0, \frac{n+1}{n} - 1] \), where \( \alpha \) can be chosen the same as the Hölder regularity of \( \Gamma_w \) in Proposition 3.22, such that for all \( x_0 \in \Gamma_w \cap B_{1/2} \), we have the following asymptotic expansion for \( \partial_e w \), \( e \in S^{n-1} \times \{0\} \):

\[
\left| \partial_e w(x) - b_e(x_0) w_{1/2} \left( \frac{(x - x_0) \cdot v_{x_0}}{(v_{x_0} \cdot A(x_0) v_{x_0})^{1/2}}, \frac{x_{n+1}}{(a^{n+1,n+1}(x_0))^{1/2}} \right) \right| \leq C(n, p) \max\{\epsilon_0, c_*\} \text{dist}(x, \Gamma_w)^{1/2+\alpha}, \quad x \in B_{1/4}(x_0).
\]

Here \( v_{x_0} \) is the outer unit normal of \( \Lambda_w \) at \( x_0 \) and \( A(x_0) = (a^{ij}(x_0)) \).

Before coming to the proof of this result, we make the following observations:

**Remark 4.7.**

(i) Similarly as in (53), it is possible to obtain an asymptotic expansion for \( \partial_{n+1} w \): There exists a function \( b_{n+1} \in C^{0, \alpha}(\Gamma_w) \), such that for \( x_0 \in \Gamma_w \cap B_{1/2}' \) and \( x \in B_{1/4}(x_0) \)

\[
\left| \partial_{n+1} w(x) - b_{n+1}(x_0) \tilde{w}_{1/2} \left( \frac{(x - x_0) \cdot v_{x_0}}{(v_{x_0} \cdot A(x_0) v_{x_0})^{1/2}}, \frac{x_{n+1}}{(a^{n+1,n+1}(x_0))^{1/2}} \right) \right| \leq C(n, p) \max\{\epsilon_0, c_*\} \text{dist}(x, \Gamma_w)^{1/2+\alpha},
\]

where \( \tilde{w}_{1/2}(x) = -\text{Im}(x_n + i x_{n+1})^{1/2} \).

(ii) Later, we will see that \( b_e \) and \( b_{n+1} \) satisfy the following relation (cf. (57) and (58) in Corollary 4.8): There exists a \( C^{0, \alpha} \) function \( a : \Gamma_w \cap B_{1/2} \to \mathbb{R} \), \( a > 0 \), such that

\[
b_e(x_0) = \frac{3}{2} \frac{a(x_0)}{(v_{x_0} \cdot A(x_0) v_{x_0})^{1/2}}, \quad b_{n+1}(x_0) = \frac{3}{2} \frac{a(x_0)}{(a^{n+1,n+1}(x_0))^{1/2}}.
\]

**Proof of Proposition 4.6.** The proof of Proposition 4.6 follows immediately from Proposition 4.3. More precisely, we first note that, by Proposition 3.22 if \( c_*, \epsilon_0 \) are sufficiently small depending on \( n, p \), then (up to a rotation)

\[\Gamma_w \cap B_{1/2} = \{x_n = g(x^n)\} \cap B_{1/2},\]

where \( g \in C^{1,\alpha} \), \( \|g\|_{C^{1,\alpha}} \lesssim \max\{\epsilon_0, c_*\} \) and \( \alpha \) only depends on \( n \) and \( p \). Let \( v = \partial_e w \) and recall from the proof of Proposition 3.8 that it satisfies the following divergence form equation in \( B_1 \setminus \Lambda_w \)

\[
\partial_i a^{ij} \partial_j v = \partial_i F^i, \quad F^i = -\langle \partial_e a^{ij} \rangle \partial_j w,
\]

with \( \|\text{dist}(-, \Gamma_w)\|_{\Lambda_w}^{-1/2} \ln(\text{dist}(-, \Gamma_w))^{-2} \|F^i\|_{L^p(B_1)} \leq C(n, p) c_* \) (cf. Lemma 4.3 in [18]). Moreover, \( \partial_e w \) satisfies the assumptions of Proposition 4.3 if \( e \) is in a sufficiently large cone of directions, i.e. \( e \in C''_a(\epsilon_n) \) with \( \eta > 0 \) sufficiently small. Thus applying Proposition 4.3 we obtain the desired result. Note that the exponent \( \alpha \in (0, 1 - \frac{n+1}{n}] \) can be chosen to have the same value as the Hölder regularity exponent of \( \Gamma_w \) in Proposition 3.22, since both of these come from the boundary Harnack inequality (Lemma 3.25). The result for general directions \( e \) follows from Remark 4.7 (ii).

As a corollary of the asymptotic expansion for \( \nabla w \), it is now possible to obtain the asymptotic expansion for \( w \) via integration along appropriate contours:

**Corollary 4.8.** Under the assumptions of Proposition 4.6, there exists a Hölder continuous function \( a : \Gamma_w \to \mathbb{R} \), \( a > 0 \), such that for \( x_0 \in \Gamma_w \cap B_{1/2}' \) and all \( x \in B_{1/4}(x_0) \) with \( x - x_0 \in \text{span}\{v_{x_0}, e_{n+1}\} \)

\[
\left| w(x) - a(x_0) w_{3/2} \left( \frac{(x - x_0) \cdot v_{x_0}}{(v_{x_0} \cdot A(x_0) v_{x_0})^{1/2}}, \frac{x_{n+1}}{(a^{n+1,n+1}(x_0))^{1/2}} \right) \right| \leq C(n, p) \max\{\epsilon_0, c_*\} \text{dist}(x, \Gamma_w)^{1/2+\alpha}.
\]

Here \( v_{x_0} \) is the outer unit normal of \( \Lambda_w \) at \( x_0 \) and \( A(x_0) = (a^{ij}(x_0)) \).
In particular, \( w(x_0 + rx)/r^{3/2} \) has a unique blow-up limit as \( r \to 0 \).

**Proof.** The asymptotic expansion of \( w \) follows from the asymptotics for \( \partial_{v_{x_0}} w, \partial_{e_{n+1}} w \) and an integration along an appropriate path in the plane spanned by \( v_{x_0}, e_{n+1} \). Given \( x_0 \in \Gamma_w \), we write

\[
x = x_0 + t_1 v_{x_0} + t_2 e_{n+1}
\]

for all \( x \in \text{span}\{v_{x_0}, e_{n+1}\} \).

In particular, \( t_1 = (x - x_0) \cdot v_{x_0} \) and \( t_2 = (x - x_0) \cdot e_{n+1} = x_{n+1} \). We consider the restriction, \( \tilde{w} \), of \( w \) onto the two-dimensional plane spanned by \( v_{x_0} \) and \( e_{n+1} \), i.e.

\[
\tilde{w}(t_1, t_2) := w(x_0 + t_1 v_{x_0} + t_2 e_{n+1}).
\]

Then,

\[
\partial_{t_1} \tilde{w}(t_1, t_2) = \partial_{v_{x_0}} w(x_0 + t_1 v_{x_0} + t_2 e_{n+1}),
\]

\[
\partial_{t_2} \tilde{w}(t_1, t_2) = \partial_{e_{n+1}} w(x_0 + t_1 v_{x_0} + t_2 e_{n+1}).
\]

From the asymptotics derived in Proposition 4.6, we obtain

\[
\partial_{t_1} \tilde{w}(t_1, t_2) = b_{v_{x_0}} w_{1/2}(c_1^{-1} t_1, c_2^{-1} t_2) + g_1(t_1, t_2),
\]

\[
\partial_{t_2} \tilde{w}(t_1, t_2) = b_{n+1} \tilde{w}_{1/2}(c_1^{-1} t_1, c_2^{-1} t_2) + g_2(t_1, t_2). \tag{55}
\]

Here

\[
|g_1(t_1, t_2)|, \ |g_2(t_1, t_2)| \leq C(n, p) \max\{\epsilon_0, c_s\} (|t_1|^{1/2+\alpha} + |t_2|^{1/2+\alpha})
\]

and \( b_{v_{x_0}} = b_{v_{x_0}}(x_0) \), \( b_{n+1} = b_{n+1}(x_0) \). The constants \( c_1, c_2 \) are (for fixed \( x_0 \)) defined as

\[
c_1 = (v_{x_0} \cdot A(x_0) v_{x_0})^{1/2}, \quad c_2 = (\alpha^{n+1,n+1}(x_0))^{1/2}.
\]

Since \( \dot{w}_{1/2}, \tilde{w}_{1/2} = \nabla w_{3/2} \), we can rewrite (55) as

\[
\partial_{t_1} \tilde{w}(t_1, t_2) = \frac{2 b_{v_{x_0}} c_1}{3} \partial_{t_1} w_{3/2}(c_1^{-1} t_1, c_2^{-1} t_2) + g_1(t_1, t_2),
\]

\[
\partial_{t_2} \tilde{w}(t_1, t_2) = \frac{2 b_{n+1} c_2}{3} \partial_{t_2} w_{3/2}(c_1^{-1} t_1, c_2^{-1} t_2) + g_2(t_1, t_2). \tag{56}
\]

Since

\[
\int_{\mathbb{R}^2} \partial_{t_1} \tilde{w} \partial_{t_2} \phi = \int_{\mathbb{R}^2} \partial_{t_2} \tilde{w} \partial_{t_1} \phi \quad \text{for any} \quad \phi \in C_c^\infty(\mathbb{R}^2),
\]

we have

\[
\left( \frac{2 b_{v_{x_0}} c_1}{3} - \frac{2 b_{n+1} c_2}{3} \right) \int_{\mathbb{R}^2} w_{3/2}(c_1^{-1} t_1, c_2^{-1} t_2) \partial_{t_1}^2 \phi = \int_{\mathbb{R}^2} \tilde{g}(t_1, t_2) \partial_{t_1}^2 \phi.
\]

Here

\[
\tilde{g}(t_1, t_2) = \tilde{g}_1(t_1, t_2) - \tilde{g}_2(t_1, t_2) = - \int_{t_1}^{t_2} g_1(s, t_2) ds + \int_{t_1}^{t_2} g_2(t_1, s) ds.
\]

A direct computation then gives

\[
|\tilde{g}(t_1, t_2)| \leq C(n, p) \max\{\epsilon_0, c_s\} (|t_1|^{3/2+\alpha} + |t_1| |t_2|^{1/2+\alpha} + |t_2| |t_1|^{1/2+\alpha} + |t_2|^{3/2+\alpha}),
\]

which is of higher (than 3/2) order in \((t_1, t_2)\). Thus necessarily we have

\[
b_{v_{x_0}} c_1 = b_{n+1} c_2. \tag{57}
\]
Now let $\ell(s)$ be the path from $(0, 0)$ to $(t_1, t_2)$: $\ell(s) = (t_1 s, t_2 s)$, $s \in [0, 1]$, and let $\tilde{\ell}(s) = (e_1^{-1} t_1 s, e_2^{-1} t_2 s)$. Then

$$
\left| \frac{d}{ds} \tilde{w}(\ell(s)) - \frac{2b_{n+1}c_2}{3} \frac{d}{ds} w_{3/2}(\tilde{\ell}(s)) \right| \leq C(n, p) \max\{|\epsilon_0, c_s|\} |\tilde{\ell}(s)|^{1/2+\alpha}.
$$

Integrating from 0 to 1 leads to

$$
\tilde{w}(t_1, t_2) - \frac{2b_{n+1}c_2}{3} w_{3/2}(c_1^{-1} t_1, c_2^{-1} t_2) \leq C(n, p) \max\{|\epsilon_0, c_s|\} (|t_1|^{3/2+\alpha} + |t_2|^{3/2+\alpha}).
$$

Finally defining

$$
a(x_0) := \frac{2b_{n+1}(x_0)c_2}{3},
$$

and recalling the explicit expression of $c_1$ and $c_2$ yields the asymptotics (54) for $w$.

The fact that $a > 0$ follows from Corollary 4.9. □

From Proposition 4.6 and Remark 4.7 (i), we immediately obtain the following lower and upper bounds on the growth rate of $\partial_x w$ away from the regular free boundary:

**Corollary 4.9 (Lower bound).** Under the assumptions of Proposition 4.6 there exist a constant $c_0 = c_0(n, p) > 0$ and a radius $r_0 = r_0(n, p)$ such that

$$
\partial_x w(x) \geq c_0 \text{dist}(x, \Gamma_w)^{1/2}, \quad x \in \{x \in B_{t_1/2}^+ \mid \text{dist}(x, \Lambda_w) \geq \ell_0 \text{dist}(x, \Gamma_w)\},
$$

for any $e \in \{x \in S^{n-1} \times \{0\} \mid x_0 \geq \frac{1}{2} |x''|\}$.

**Remark 4.10.** A uniform lower bound may not hold for $\partial_x w$ in a full neighborhood of the origin. However, after subtracting an “error term” or under higher regularity assumptions on the metric $a^{ij}$, it is possible to obtain a uniform lower bound in a full neighborhood of the origin (cf. Section 4.4).

**Corollary 4.11 (Upper bound).** Under the assumptions of Proposition 4.6 there exist a constant $C = C(n, p)$ and a radius $r_0 = r_0(n, p) \in (0, 1)$ such that for each $x_0 \in \Gamma_w \cap B_{1/2}$

$$
\sup_{B_r(x_0)} |\nabla w| \leq C r^{1/2}, \quad 0 < r \leq r_0.
$$

**Remark 4.12.** The above upper bound holds for solutions which are sufficiently close to $w_3/2$ (cf. assumption (i) of Proposition 4.6). In the next section we will remove this assumption and show a uniform upper bound for solutions $w$ with $\|w\|_{L^2(B_1^+)} = 1$ (cf. (60)).

### 4.3. Optimal regularity of the solution

In this section we exploit the comparison arguments from the previous section in combination with the Carleman estimates from [18], to obtain the optimal regularity of solutions to the thin obstacle problem with coefficients $a^{ij} \in W^{1, p}$ with $p \in (n + 1, \infty]$. In comparison to the results of Proposition 4.8 in [18] our main improvement here is a uniform, optimal upper growth bound without losses (cf. (60)). This then allows us to remove the logarithmic losses from the regularity estimates from Proposition 4.8 in [18] (which were exemplified in the non-uniform constant $C(\gamma) > 0$ and the only $C^{1,1/2-\epsilon}$ regularity of solutions to the variable coefficient problem in Proposition 4.8 in [18]) and to obtain the following optimal regularity estimates:

**Theorem 4.** Let $w$ be a solution of (4) in $B_1^+$ which satisfies the normalization condition (A0) and let $a^{ij} : B_1^+ \to \mathbb{R}_+^{(n+1) \times (n+1)}$ be a $W^{1, p}$ tensor field with $p \in (n+1, \infty]$ satisfying (A1), (A2), (A3) and (A4). Then the following statements hold:
(i) There exist a constant $C = C(n, p)$ and a radius $R_0 = R_0(n, p, \|\nabla a^{ij}\|_{L^p(B_1^+)}),$ such that
\[
\sup_{B_r(x_0)} |w| \leq Cr^{3/2} \text{ for any } r \in (0, R_0) \text{ and } x_0 \in \Gamma_\omega \cap B^\prime_{1/2}.
\] (60)

(ii) If $p \in (n + 1, 2(n + 1)],$ it holds that $w \in C^{1, \gamma}(B^+_1)$ with $\gamma = 1 - \frac{n+1}{p}.$ Moreover, there exists a constant $C = C(n, p, \|a^{ij}\|_{W^{1, p}(B^+_1)})$ (which remains bounded as $\gamma \not\to 1/2$) such that
\[
|\nabla w(x^1) - \nabla w(x^2)| \leq C|x^1 - x^2|^\gamma \text{ for all } x^1, x^2 \in B^+_1.
\]

(iii) If $p \in \{2(n+1), \infty\},$ then $w \in C^{1, 1/2}(B^+_1).$ More precisely, there exists a constant $C = C(n, p, \|a^{ij}\|_{W^{1, p}(B^+_1)})$ such that
\[
|\nabla w(x^1) - \nabla w(x^2)| \leq C|x^1 - x^2|^{1/2} \text{ for all } x^1, x^2 \in B^+_1.
\]

**Proof.** We will only show the growth estimate from part (i). With (60) at hand, arguing similarly as for Proposition 4.8 in [18], we then obtain the corresponding optimal regularity results (ii) and (iii).

By Lemma 4.1 in [18] and by the gap of the vanishing order (i.e. either $\kappa_0 = 3/2$ or $\kappa_0 = 2$), it suffices to show (60) for $x_0 \in \Gamma_{3/2}(w) \cap B^\prime_{1/2}.$ For simplicity we assume that $0 \in \Gamma_{3/2}(w)$ and show the growth estimate (60) at $x_0 = 0.$

**Step 1:** Suppose that $w$ is a solution to the thin obstacle problem which satisfies the assumptions (A0), (A1), (A2), (A4) with a metric $a^{ij} \in W^{1, p}(B^+_1)$ for some $p \geq p_0,$ $p_0 \in (n+1, \infty).$ Suppose that $0 \in \Gamma_{3/2}(w).$ We will show that for any $\delta > 0,$ there exists a constant $\epsilon = \epsilon(n, p, p_0, \delta) > 0,$ such that if
\[
(i) \quad \|a^{ij} - \delta^{ij}\|_{L^\infty(B^+_1)} \leq \epsilon,
\]
\[
(ii) \quad \|x \cdot \nabla w - \frac{3}{2} w\|_{L^2(A^1_{1/2, 1})} \leq \epsilon,
\]
then there exists a nontrivial $3/2$-homogeneous global solution $w_0$ such that $\|w - w_0\|_{C^1(B^+_{1/4})} \leq \delta.$

Suppose that this were wrong, then there existed a parameter $\delta_0 > 0,$ a sequence $\epsilon_k \to 0$ and a sequence, $w_k,$ of solutions to the thin obstacle problem
\[
\partial_i a^{ij}_k \partial_j w_k = 0 \text{ in } B_1^+,
\]
\[
w_k \geq 0, \quad -\partial_{n+1} w_k \geq 0, \quad w_k \partial_{n+1} w_k = 0 \text{ on } B^\prime_1,
\]
which satisfy the assumptions (A0), (A1), (A2), (A3), (A4), such that
\[
(i) \quad a^{ij}_k \in W^{1, p}(B^+_1) \text{ for some } p \geq p_0 \text{ with } p_0 \text{ as above, i.e. } p_0 \in (n+1, \infty) \text{ and } p_0 \text{ being independent of } k,
\]
\[
(ii) \quad \|a^{ij}_k - \delta^{ij}\|_{L^\infty(B^+_1)} \leq \epsilon_k,
\]
\[
(iii) \quad \|x \cdot \nabla w_k - \frac{3}{2} w_k\|_{L^2(A^1_{1/2, 1})} \leq \epsilon_k,
\]
but $\|w_k - w_0\|_{C^1(B^+_{1/4})} \geq \delta_0$ for any nontrivial $3/2$-homogeneous global solution $w_0.$

By the fundamental theorem of calculus, there exists an absolute constant $C > 0$ with
\[
\|w_k\|_{L^2(A^+_{1/8, 1})} \leq C\|w_k\|_{L^2(A^+_{1/2, 7/8})} + C\|x\|^{3/2} x \cdot \nabla (|x|^{-3/2} w_k)\|_{L^2(A^+_{1/2, 1})}
\]
\[
\leq C\|w_k\|_{L^2(A^+_{1/2, 7/8})} + C\epsilon_k\|w_k\|_{L^2(B^+_1)}
\]
\[
\leq C\|w_k\|_{L^2(B^+_{7/8})} + C\epsilon_k\|w_k\|_{L^2(A^+_{1/8, 1})} + C\epsilon_k\|w_k\|_{L^2(B^+_{7/8})}.
\]

Hence, if $\epsilon_k > 0$ is sufficiently small, then
\[
\|w_k\|_{L^2(A^+_{1/8, 1})} \leq 2C\|w_k\|_{L^2(B^+_{7/8})},
\]
which implies that.
1 = \|w_k\|_{L^2(B^+_1)} \leq (2C + 1)\|w_k\|_{L^2(B^+_8)}.

By the interior $H^1$ estimate and by Proposition 4.8 in [18], $w_k$ is uniformly bounded in $H^1(B^+_1)$ and $C^{1,\gamma_0}(B^+_1)$ for some $\gamma_0 = \gamma_0(n, p_0) > 0$. Thus, up to a subsequence

\begin{align*}
w_k &\to \tilde{w} \text{ weakly in } H^1(B^+_1), \\
w_k &\to \bar{w} \text{ strongly in } L^2(B^+_1), \\
w_k &\to \bar{w} \text{ in } C^{1,\text{loc}}(B^+_1),
\end{align*}

where $\bar{w}$ (by the contradiction assumption (i)) solves the constant coefficient thin obstacle problem

\[ \Delta \bar{w} = 0 \text{ in } B^+_1, \]
\[ \bar{w} \geq 0, \quad -\partial_{n+1} \bar{w} \geq 0, \quad \bar{w} \partial_{n+1} \bar{w} = 0 \text{ on } B^+_1. \]

Furthermore, by the contradiction assumption (ii), $\bar{w}$ is homogeneous of degree 3/2 in $B^+_1$. By analyticity, $\bar{w}$ is a 3/2-homogeneous global solution in $\mathbb{R}^{n+1}$. Moreover, by (61) and by the strong convergence in $L^2(B^+_1)$,

\[ \|\tilde{w}\|_{L^2(B^+_8)} \geq (2C + 1)^{-1}, \]

thus $\tilde{w}$ is nontrivial. Therefore, we have found a nontrivial 3/2-homogeneous global solution $\tilde{w}$ such that (up to a subsequence) $\|w_k - \tilde{w}\|_{C^1(B^+_1)} \to 0$ as $k \to \infty$. This is a contradiction.

**Step 2:** We show that there exists $\epsilon = \epsilon(n, p)$, such that if for some $r \in (0, R_0)$ with $R_0 = R_0(n, p, \|\nabla a^{ij}\|_{L^p(B^+_1)})$

\[ \|x \cdot \nabla w - \frac{3}{2} w\|_{L^2(A^+_{1/2,r})} \leq \epsilon\|w\|_{L^2(B^+_1)}, \]

then there exist constants $\mu_0 = \mu_0(n, p) \in (0, 1)$ and $C_1 = C_1(n, p) > 1$ such that

\[ |w(x)| \leq C_1 r^{-\frac{3}{2}r - \frac{n+1}{2}} \|w\|_{L^2(B^+_1)} |x|^{\frac{3}{2}} \text{ for } x \in B^+_{\mu_0 r}. \]

For this we first notice that (62) can be rewritten in terms of $L^2$ normalized rescalings

\[ w_r(x) := \frac{w(rx)}{r^{-\frac{n+1}{2}} \|w\|_{L^2(B^+_1)}}, \]

(63)
to yield

\[ \|x \cdot \nabla w_r - \frac{3}{2} w_r\|_{L^2(A^+_{1/2,r})} \leq \epsilon \text{ for some } r \in (0, R_0). \]

(64)
Here $w_r$ is a solution to the thin obstacle problem with coefficients $a^{ij}_r(x) := a^{ij}(rx)$, which satisfy $\|\nabla a^{ij}_r\|_{L^p(B^+_1)} = r^{1 - \frac{n+1}{p}} \|\nabla a^{ij}\|_{L^p(B^+_1)}$.

Secondly, by Proposition 3.22 in Section 3, there exist constants $\epsilon_0 = \epsilon_0(n, p)$ and $c_\alpha = c_\alpha(n, p)$, which are less than some universal constant, such that if $|w_{r} - w_{3/2}|_{C^1(B^+_1)} < \epsilon_0$ with $w_{3/2}(x) = c_n \text{Re}(x_n + i x_{n+1})^{3/2}$ (possibly after a rotation) and $\|\nabla a^{ij}\|_{L^p(B^+_1)} \leq c_\alpha$, then the free boundary of $w_r$ is a $C^{1,\alpha}$ graph in $B^+_{1/2}$. Moreover, its $C^{1,\alpha}$ Hölder norm is uniformly bounded, depending only on $n, p$. The Hölder exponent, $\alpha$, only depends on $n, p$ (cf. Remark 3.26). Thus, by Corollary 4.11, there exist constants $\mu_0$ and $C_1$ depending on $n, p$, such that

\[ |w_r(x)| \leq C_1 |x|^{3/2} \text{ for any } x \in B^+_{\mu_0}. \]

(65)

Scaling back then yields

\[ |w(x)| \leq C_1 r^{-\frac{3}{2}r - \frac{n+1}{2}} \|w\|_{L^2(B^+_1)} |x|^{\frac{3}{2}} \text{ for any } x \in B^+_{\mu_0 r}. \]

(66)
To complete the proof of step 2, we apply step 1 to $w_r$ with $\delta = \epsilon_0$. This determines the parameter $\epsilon = \epsilon(n, p)$ (if $R_0 = R_0(n, p, \|\nabla a^{ij}\|_{L^p(B^+_1)})$ is chosen such that $\|\nabla a^{ij}_r\|_{L^p(B^+_1)} \leq c_\alpha(n, p)$ for any $r \in (0, R_0)$).
Step 3: Fix $\epsilon > 0$ as in step 2. Let $r_1 \in (0, R_0]$ be the largest radius such that (62) holds (we remark that the existence of an $r_1 > 0$ such that (62) is satisfied, follows from the fact that the $L^2$ rescaling has a $3/2$ homogeneous blow-up along a certain subsequence, cf. Proposition 4.5 in [18]). Then for any $r \in [r_1, R_0],$

$$\|x \cdot \nabla w - 3/2 w\|_{L^2(A_{r/2,r})} \geq \epsilon \|w\|_{L^2(A_{r/2,r}^+)}.$$

(66)

In this regime we discuss two cases:

- Case 1: $\|w\|_{L^2(B_{r_1}^+)} < r_1^{\frac{\gamma}{2} + \frac{n+1}{2} + \frac{\epsilon}{2}}$. In this case

$$r_1^{\frac{\gamma}{2} + \frac{n+1}{2}} \|w\|_{L^2(A_{r_1}^+)} \leq r_1^\frac{\epsilon}{2}.$$

Thus, by (65) in step 2, there exists $C = C(n, p, \|\nabla a^{ij}\|_{L^p})$ such that

$$|w(x)| \leq C r_1^\frac{\epsilon}{2} |x|^{3/2} \text{ for any } x \in B_{\mu_0 r_1}^+.$$

Recalling the parameter dependence of $\mu_0$, we obtain

$$|w(x)| \leq C |x|^{\frac{3}{2} + \frac{\epsilon}{2}} \text{ for any } x \in A_{\mu_0 r_1, r_1}^+.$$

(67)

For any $r \in (r_1, R_0)$, we then use Corollary 3.1 in [18] (note that this estimate has a logarithmic loss so that it is necessary to use the slightly improved estimate (67) in the application of the Carleman inequality; alternatively it would have been possible to use the Carleman estimate from Lemma 3.2 in [18], for instance in the version of Remark 10 in [18] which does not need the $\epsilon$-improvement). Thus, we obtain

$$\|w\|_{L^2(A_{r/2,r})} \leq C r_1^\frac{\gamma}{2} + \frac{n+1}{2} + \frac{\epsilon}{2} \text{ with } C = C(n, p, \|\nabla a^{ij}\|_{L^p})$$

for all $r \in (r_1, R_0)$.

- Case 2: $\|w\|_{L^2(B_{r_1}^+)} \geq r_1^{\frac{\gamma}{2} + \frac{n+1}{2} + \frac{\epsilon}{2}}$. In this case statement (ii) from Lemma 4.2 in [18] (with the two radii $r_1$ and $R_0$) would either imply that $r_1$ is bounded from below, i.e. $r_1 \geq C$, for some constant $C > 0$ which only depends on $n, p, \|\nabla a^{ij}\|_{L^p}$, or it would imply a contradiction to the maximal choice of $r_1$.

In summary, we either have a uniform lower bound for $r_1$ (depending only on $n, p, \|\nabla a^{ij}\|_{L^p}$) or we obtain that the growth estimate (60) holds for all $r \in (0, R_0)$.

Combining steps 1–3, we have thus obtained a radius $R_0 = R_0(n, p, \|\nabla a^{ij}\|_{L^p})$ and a constant $C = C(n, p)$ such that $\sup_{B_r} |w| \leq Cr^{3/2}$ for any $r \in (0, R_0)$. This, together with Proposition 4.8 in [18], completes the proof of Theorem 4. \qed

4.4. Improved lower bounds

In this section we improve our lower bounds from Corollary 4.9 by making them uniform: While in general a uniform version of Corollary 4.9 does not hold for the full function $w$, after a suitable splitting, it is possible to show that the leading order term satisfies a uniform lower bound. More precisely, let $a^{ij} : B_1^+ \to \mathbb{R}^{(n+1) \times (n+1)}$ be a uniformly elliptic $W^{1,p}, p \in (n+1, \infty]$, metric, let $f \in L^p(B_1^+)$ and let $w$ be a solution of

$$\begin{align*}
\partial_i a^{ij} \partial_j w &= f \text{ in } B_1^+, \\
\partial_{n+1} w &\leq 0, \quad w \geq 0, \quad w \partial_{n+1} w = 0 \text{ in } B_1^+,
\end{align*}$$

(68)

satisfying the normalization conditions (A0)–(A4) from Section 2 and conditions (i), (ii) from Proposition 4.6.

As in Remark 3.9, we extend $w$, the metric $a^{ij}$ as well as $f$ from $B_1^+$ to $B_1 \setminus \Lambda_{\omega}$ and further to $\mathbb{R}^{n+1}$. We now split $w$ into two components

$$w = u + \tilde{u},$$

where $\tilde{u}$ solves
that ∈ u deduce where \( \{ | \end{array} \right) \) Here On This Remark Lemma As and it ∈ B \( \begin{array} \frac{1}{2} + \end{array} \right) \) Next we consider the equation of \( \partial_e u \) (in non-divergence form):

\[
\begin{aligned}
& a^{ij} \partial_j \partial_i u = -(\partial_e a^{ij}) \partial_j u - \partial_e (\text{dist}(x, \Gamma_w)^{-2} \tilde{u}) \\
& \quad =: H + \partial_e G^i.
\end{aligned}
\]

The functions \( H, G^i \) satisfy

\[
\begin{aligned}
& \text{dist}(x, \Gamma_w)^{\frac{1}{2}} H \in L^p(B_1), \\
& \text{dist}(x, \Gamma_w)^{\frac{n+1}{p}} G^i \in L^\infty(B_1).
\end{aligned}
\]

Here the first estimate follows from the \( W^{1, p} \) regularity of \( a^{ij} \) and the pointwise interior estimates for \( \partial_j u \); the second estimate is a direct consequence of the previously derived bound (71) for \( \tilde{u} \). Furthermore, in \( B_1 \) we have \( \partial_e u = \partial_e w - \partial_e \tilde{u} \geq -c_* \). Thus, the assumptions of Proposition 3.17 are satisfied (note that Proposition 3.17 also holds
for non-divergence form equation) and we obtain the desired lower bound for $\partial_e u$ in the region $\{x \in B_1 \mid \text{dist}(x, \Gamma_w) \sim \text{dist}(x, \Lambda_w)\}$.

In the end we remark that this lower bound holds in the whole ball. Indeed, this follows once more from a comparison argument: Let $h = c_h h_0 + h_0$, where $h_0$ is the barrier function from Proposition 3.16 and $h_0$ is the barrier from Lemma 4.2. Choosing $s = s(\alpha, n, p)$ appropriately yields that $h$ satisfies the conditions (i) and (ii) of Proposition 3.17. Moreover, by using an up to $\Lambda_w$ estimate for $q(x)$ as well as the fact that $h_0$ dominates $h_s$ (for an appropriately chosen constant $c_w$), we obtain

$$h(x) \geq c \text{dist}(x, \Lambda_w) \text{dist}(x, \Gamma_w)\frac{1}{2}.$$ (75)

Relying on the test function

$$u(x) := \partial_e u(x) + |x' - (x_0)'|^2 - 2^{-8}h(x) - 2nx_{n+1}^2,$$

and introducing a similar splitting as in Proposition 3.17 then yields

$$\partial_e u(x) \geq c h(x) - c_w \text{dist}(x, \Lambda_w) \text{dist}(x, \Gamma_w)\frac{nx_{n+1}}{p}.$$

The second term on the RHS originates from the estimate of the auxiliary function $u_1$ (from a similar splitting as in the proof of Proposition 3.17), where we have exploited the Lipschitz regularity of $G^i$ away from $\Gamma_w$ (indeed, without this observation, the error estimate would not suffice to absorb the error contribution, cf. Remark 4.15 below). Recalling the lower bound for $h$ (cf. (75)) implies the desired lower bound for $\partial_e u$.

**Remark 4.15.** We note that without the Lipschitz regularity of $G^i$, we would only have had error estimates of the form

$$\partial_e u(x) \geq c h(x) - c_w \text{dist}(x, \Lambda_w)\left(1 + \frac{nx_{n+1}}{p}\right) \text{dist}(x, \Gamma_w)^{-\frac{1}{2}}$$

for an arbitrary value $q \in (n + 1, \infty)$. Clearly, this would not have sufficed for our absorption argument. Thus, the key improvement here consists in the observation that $G^i$ is actually a Lipschitz function away from $\Gamma_w$. As the estimates, which yield the improved bounds in Proposition 3.10, are interior estimates around $\Lambda_w$, this regularity away from $\Gamma_w$ suffices for our purposes.

Assuming more regularity on the metric, the lower bound from Lemma 4.13 can be further improved:

**Lemma 4.16 (Positivity').** Let $a^{ij} : B^+_1 \rightarrow \mathbb{R}^{(n+1)\times(n+1)}$ be a tensor field that satisfies the normalization conditions (A1)–(A4) from Section 2, condition (ii) from Proposition 4.6 and in addition is $C^{1,\gamma}$ regular for some $\gamma \in (0, 1)$. Let $w : B^+_1 \rightarrow \mathbb{R}$ be a solution of the thin obstacle problem with metric $a^{ij}$ and assume that it satisfies the normalizations (A0) from Section 2 and (i) from Proposition 4.6. Then there exists $\eta = \eta(n) > 0$ such that for $e \in C^0_n(e_n)$

$$\partial_e w(x) \geq c \text{dist}(x, \Lambda_w) \text{dist}(x, \Gamma_w)^{-\frac{1}{2}}.$$ (76)

**Proof.** We only sketch the proof here. For each $x_0 \in B^{+1}_{1/2}$ we consider

$$u(x) := \partial_e w(x) + |x' - (x_0)'|^2 - 2^{-8}h(x) - 2nx_{n+1}^2,$$

where $h$ is as in the proof of Lemma 4.13. Next we split $u = u_1 + u_2$, where $u_1$ solves

$$\partial_t a^{ij} \partial_j u_1 - K \text{dist}(x, \Gamma_w)^{-2}u_1 = \partial_t F^i + g,$$

where $F^i = -\partial_t a^{ij} \partial_j w$, $g = 2(x_j - (x_0)_j)\partial_t a^{ij} - 4nx_{n+1} \partial_j a^{n+1,j}$, with $K = K(n)$ sufficiently large. Hence, $u_2$ solves

$$\partial_t a^{ij} \partial_j u_2 = \tilde{g} - K \text{dist}(x, \Gamma_w)^{-2}u_1,$$

where $\tilde{g} = -2^{-8} \partial_t a^{ij} \partial_j h + 2a^{ii} - 4na^{n+1,n+1}$.

We apply Proposition 3.10 to $u_1$. Since $a^{ij} \in C^{1,\gamma}$ and $w \in C^{1,1/2}$, we have $\text{dist}(x, \Gamma_w)^{-1/2} F^i \in L^\infty$ and $g \in L^\infty$. By Remark 3.12, for any $s \in (n + 1, \infty)$
\[
|u_1(x)| \leq C_0 \text{dist}(x, \Lambda_w) \text{dist}(x, \Gamma_w)^{-\frac{n+1}{p} + \frac{1}{2}}.
\]

\[
\left( \left\| F^i \right\|_{L^p(B_1^+)}^{-\frac{1}{2}} \right) + \left\| g \right\|_{L^2(B_1^+)} \right) \bigg) \cdot.
\]

(77)

For \( u_2 \) we apply a comparison argument. By the argument from the proof of Proposition 3.17 we obtain that \( u_2 \geq 0. \) Thus \( u = u_1 + u_2 \geq u_1. \) Evaluating at \( x_0 \) yields that \( \partial_\nu w(x_0) \geq 2^{-8} h(x_0) - u_1(x_0) \). Since \( x_0 \) is arbitrary in \( B_{1/2}^+ \) and by using the bound from (77) for \( u_1 \), we infer that

\[
\partial_\nu w(x) \geq 2^{-8} h(x) - u_1(x) \geq 2^{-8} h(x) - c_\nu \text{dist}(x, \Lambda_w) .
\]

(78)

Here we have used that \( s > 2(n+1) \) can be chosen to be sufficiently large and \( \|Da^{ij}\|_{L^\infty} \leq c_\nu. \) Recalling the estimate for \( h \) in (75), we obtain the desired estimate for \( \partial_\nu w \) in (76). ⊢

**Remark 4.17.** We emphasize that without an additional splitting step, we cannot hope for an analogous result for a \( W^{1,p} \), \( p \in (2(n+1), \infty] \), metric \( a^{ij} \). This is due to the fact that by Remark 3.12 for \( u_1 \) we only have

\[
|u_1(x)| \leq C_0 \text{dist}(x, \Lambda_w)^{-\frac{n+1}{p}} \text{dist}(x, \Gamma_w)^{\frac{1}{2}}.
\]

\[
\left( \left\| F^i \right\|_{L^p(\mathbb{R}^{n+1})}^{-\frac{1}{2}} \right) + \left\| g \right\|_{L^2(\mathbb{R}^{n+1})} \right) \bigg)
\]

\[
\lesssim c_\nu \text{dist}(x, \Lambda_w)^{-\frac{n+1}{p}} \text{dist}(x, \Gamma_w)^{\frac{1}{2}}.
\]

The bound by \( \text{dist}(x, \Lambda_w)^{-\frac{n+1}{p}} \) is optimal in general, due to the divergence right hand side \( \partial_i F^i \) with \( F^i \in L^p. \) Thus, the resulting bound cannot be absorbed into \( h^{-} \) in the estimate (78).

5. Perturbations

In this section we consider variants of the variable coefficient thin obstacle problem. Examples are settings in which the obstacle (cf. Section 5.2) or the underlying manifold (cf. Section 5.3) is not flat. Moreover, it is also possible to deal with interior thin obstacles (cf. Section 5.4) and inhomogeneities in the equations (cf. Section 5.1). We show that under suitable conditions on the metric and obstacles, it is possible to recover the regularity results from the flat setting. Instead of repeating all the necessary arguments, we only point out the main difficulties and differences with respect to the flat problem which was discussed in [18] and Sections 3–4 of the present article.

While treating the cases of inhomogeneities, non-flat obstacles and boundaries and interior obstacles separately in order to stress the essential aspects of the respective situation, we emphasize that it is possible to combine these results into a setting involving several/all of these features, e.g. a non-flat obstacle and a non-flat hypersurface.

5.1. Inhomogeneities

Exploiting the scaling of the Carleman inequality, it is possible to deal with inhomogeneous thin obstacle problems along similar lines as in Sections 2–4 in [18] and Sections 3–4 in this paper. Here the main observation is that both for the Carleman estimate and the comparison arguments in Sections 3 and 4 the inhomogeneity is a “lower order” contribution.

**Proposition 5.1 (Inhomogeneous thin obstacle problem).** Let \( a^{ij} : B_1^+ \to \mathbb{R}^{(n+1)\times(n+1)} \) be a \( W^{1,p}(B_1^+) \), \( p \in (n+1, \infty] \), metric satisfying (A1), (A2), (A4). Suppose that \( f \in L^q(B_1^+) \) for some \( q \in (n+1, \infty] \). Assume that \( w \in H^1(B_1^+) \) is an \( L^2 \) normalized solution to the thin obstacle problem

\[
\begin{align*}
\partial_\nu a^{ij} \partial_j w &= f \text{ in } B_1^+, \\
\mu(j)w &\geq 0, \quad -\mu^{n+1,j} \partial_j w &\geq 0, \quad w(a^{n+1,j} \partial_j w) = 0 \text{ in } B_1^+.
\end{align*}
\]

(79)

Then, the following statements hold:

(i) The solution \( w \) has the following growth estimate: There exists \( C > 0 \) such that
\[ |w(x)| \leq C \begin{cases} \text{dist}(x, \Gamma_w)^{2 - \frac{n+1}{q}} (\ln(\text{dist}(x, \Gamma_w))^2) & \text{if } n + 1 < q < 2(n + 1), \\ \text{dist}(x, \Gamma_w)^2 (\ln(\text{dist}(x, \Gamma_w))^2) & \text{if } q \geq 2(n + 1). \end{cases} \]

The constant \( C > 0 \) depends on \( n, p, q, \|f\|_{L^p}, \|\nabla a^{ij}\|_{L^p}, \|w\|_{L^2(B_1^+)} \).

(ii) If additionally \( a^{ij} \in W^{1,p}(B_1^+) \) and \( f \in L^p(B_1^+) \) with \( p \in (2(n + 1), \infty] \), then \( w \) has the optimal Hölder regularity:

\[ w \in C^{1,1/2}(B_{1/2}^+). \]

(iii) Under the same assumptions on \( a^{ij} \) and \( f \) as in (ii) and assuming that \( 0 \in \Gamma_{3/2}(w) \), there exist a radius \( \rho = \rho(w, f) > 0 \), a parameter \( \alpha \in (0, 1] \) and a \( C^{1,\alpha} \) function \( g \) such that (potentially after a rotation)

\[ \Gamma_{3/2}(w) \cap B_\rho^+ = \{ x = (x'', x_n, 0) \mid x_n = g(x'') \text{ for } x'' \in B_\rho^+ \}. \]

**Remark 5.2.** Since \( w \) solves a linear elliptic equation away from the free boundary, we can obtain an interior regularity result for \( w \) by combining the growth estimate (i) with a local gradient estimate. The proof is standard (see e.g. Proposition 4.8 in [18]) and yields

\[ |\nabla w(x) - \nabla w(y)| \leq \begin{cases} C(q)|x - y|^{1 - \frac{n+1}{q}} \ln^2(|x - y|) & \text{if } n + 1 < q < 2(n + 1), \ q \leq p, \\ C(p, q)|x - y|^{1 - \frac{n+1}{p}} & \text{if } n + 1 < p < q < 2(n + 1), \\ |x - y|^2 \ln^2(|x - y|) & \text{if } \min\{p, q\} \geq 2(n + 1), \end{cases} \]

for all \( x, y \in B_{1/2}^+ \). We have

\[ C(q) \to +\infty \text{ as } q \searrow 0 \text{ and } C(p, q) \to +\infty \text{ as } q \searrow p. \]

**Proof.** We only point out the main differences with respect to the previously presented arguments for \( f = 0 \).

**Step 1: Modifications in the Carleman estimate and in the proof of Proposition 4.5 in [18].** As \( f \in L^q \) for some \( q \in (n + 1, \infty) \), Uraltseva’s \( C^{1,\alpha} \) regularity result remains valid [28]. Furthermore, we remark that it is still possible to carry out Uraltseva’s change of coordinates (cf. Proposition 2.1 in [18] and [27]), which transforms the variable coefficient problem into a new variable coefficient thin obstacle problem with an off-diagonal property as in (A1) on \( B_1^+ \). Here, if \( f \) is the original inhomogeneity, the inhomogeneity of the transformed equation is given by \( \tilde{f}(y) = f(x)|\det(DT(x))|^{-1} |x = T^{-1}(y)|. \) Consequently, \( \tilde{f} \) inherits the \( L^q \) (and \( W^{1,p} \)) regularity from \( f \). For convenience of notation, in the sequel we suppress the tildas.

The preceding discussion now allows us to prove the Carleman estimate along the same lines as in Section 3 in [18]. The only necessary modification is to incorporate a further right hand side contribution:

\[ \tau^\frac{3}{2} \left\| e^{\tau \phi} |x|^{-1} (1 + \ln(|x|)^2)^{-\frac{1}{2}} w \right\|_{L^2(A_{\rho,r}^+)} + \tau^\frac{1}{2} \left\| e^{\tau \phi} (1 + \ln(|x|)^2)^{-\frac{1}{2}} \nabla w \right\|_{L^2(A_{\rho,r}^+)} \]

\[ \leq C(n) \kappa_0^{-1} \left( \tau^\gamma C(a^{ij}) \left\| e^{\tau \phi} |x|^\gamma w \right\|_{L^2(A_{\rho,r}^+)} + \left\| e^{\tau \phi} |x| f \right\|_{L^2(A_{\rho,r}^+)} \right), \]

where \( \gamma := 1 - \frac{n+1}{p} \) and

\[ C(a^{ij}) = \sup_{A_{\rho,r}^+} \left\{ |a^{ij}(x) - \delta^{ij}| / |x|^{\gamma} \right\}^\gamma + \sup_{\rho \leq \rho' \leq \rho/2} \left\| |x|^{-\gamma} \nabla a^{ij} \right\|_{L^{p+1}(A_{\rho',2\rho}^+)}.
\]

We estimate the additional term coming from the inhomogeneity for parameters \( \tau \in [1, \frac{\tau_0}{1 + \kappa_0 \pi/2}] \), where \( \tau_0 = \kappa_0 + \frac{n+1}{2} \) with \( \kappa_0 \geq 0 \):
\[ \left\| e^{r\phi} |x| f \right\|_{L^2(A^+_m, \rho)} \lesssim \left\| f \right\|_{L^q(B^+_1)} \left\| e^{r\phi} |x| \right\|_{L^{\frac{2q}{q-2}}(A^+_m, \rho)} \]
\[ \lesssim \left\| f \right\|_{L^q(B^+_1)} \left\| |x|^{-\kappa_0} \right\|_{L^{\frac{2q}{q-2}}(A^+_m, \rho)} \]
\[ \lesssim \left\| f \right\|_{L^q(B^+_1)} (r^\delta - \rho^\delta), \quad \delta = 2 - \frac{n+1}{q} - \kappa_0. \tag{81} \]

Hence, the contribution originating from the inhomogeneity \( f \) in the Carleman inequality can be regarded as a “subcritical” contribution (in the sense that \( \delta \geq 0 \)) for the above range of \( \tau \) if \( \kappa_0 \leq 2 - \frac{n+1}{q} \). Analogous to the Carleman estimate, Corollary 3.1 in [18] remains valid, if the contribution originating from \( f \) is included on the right hand side:

\[ \begin{align*}
\tau^3 (1 + |\ln(r_2)|)^{-1} e^{r \bar{\phi}(\ln(r_2))} r_2^{-1} \left\| w \right\|_{L^2(A^+_{r, 2r} (x_0))} \\
+ \tau \max \{\ln(r_2/r_1)^{-1}, \ln(r_3/r_2)^{-1}\} e^{r \bar{\phi}(\ln(r_2))} r_2^{-1} \left\| w \right\|_{L^2(A^+_{r_2, 2r_2} (x_0))} \\
\leq C (e^{r \bar{\phi}(\ln(r_1))} r_1^{-1} \left\| w \right\|_{L^2(A^+_{r_1, 2r_1} (x_0))} \\
+ e^{r \bar{\phi}(\ln(r_3))} r_3^{-1} \left\| w \right\|_{L^2(A^+_{r_3, 2r_3} (x_0))} + \left\| e^{r \bar{\phi}(\ln|x|)} |x| f \right\|_{L^2(A^+_{r_2, 2r_2} (x_0))}). \tag{82} \end{align*} \]

**Step 2: Modifications in Section 4 in [18].** Estimate (82) combined with the boundedness of (81), immediately allows us to infer the analogue of Proposition 4.1 in [18] if \( \kappa_x < 2 - \frac{n+1}{q} \). Moreover, arguing by contradiction, we also obtain that if \( \kappa_x \geq 2 - \frac{n+1}{q} \), then not only

\[ \limsup_{r \to 0} \frac{\ln \left( f \frac{w^2}{A_{r, 2r}^+} \right)^{1/2}}{\ln(r)} \geq 2 - \frac{n+1}{q}, \]

but also

\[ \liminf_{r \to 0} \frac{\ln \left( f \frac{w^2}{A_{r, 2r}^+} \right)^{1/2}}{\ln(r)} \geq 2 - \frac{n+1}{q}. \]

Similarly, the doubling property (cf. Proposition 4.3 in [18]), the blow-up result (cf. Proposition 4.4 in [18]) and the lower semi-continuity statement (cf. Proposition 4.2 in [18]) remain valid at points of vanishing order less than \( 2 - \frac{n+1}{q} \). Also the growth Lemma 4.1 in [18] remains valid for all \( x_0 \in \Gamma_w \) with \( \bar{\kappa} = 2 - \frac{n+1}{q} \):

\[ \sup_{B^+_r (x_0)} |w| \leq Cr^{\min[\kappa_{x_0}, 2 - \frac{n+1}{q}]} |\ln(r)|^2, \tag{83} \]

where \( C = C(n, p, \| \nabla a^h \|_{L^p(B^+_1)}, \| f \|_{L^q(B^+_1)}) \).

Apart from these results, we also obtain the existence of homogeneous blow-up limits at free boundary points with vanishing order less than \( 2 - \frac{n+1}{q} \). In fact, this is again a consequence of the boundedness of the contributions originating from \( f \) in the Carleman estimate.

Therefore, by Proposition 4.4 in [18] and Proposition 4.5 in [18], at each \( x \in \Gamma_w \) with \( \kappa_x < 2 - \frac{n+1}{q} \), there exists an \( L^2 \) normalized blow-up sequence centered at \( x \), whose limit is a nontrivial homogeneous global solution (to the constant coefficient thin obstacle problem) with homogeneity equal to \( \kappa_x \). Then by the classification of the homogeneous global solutions (Proposition 4.6 in [18]) on the one hand, we obtain that there is no free boundary point with \( \kappa_x < 2 - \frac{n+1}{q} \) if \( q \in (n+1, 2(n+1)) \). Hence, (83) turns into:

\[ \sup_{B^+_r (x_0)} |w| \leq C r^{2 - \frac{n+1}{q}} |\ln(r)|^2, \tag{84} \]
for all \( x_0 \in \Gamma_w \). On the other hand, \( \kappa_x \geq \frac{1}{2} \) if \( q \in [2(n + 1), \infty] \). Combining this information with the uniform upper growth estimate (Lemma 4.1 in [18]) results in

\[
\sup_{B_r^+ (x)} |w| \leq \begin{cases} 
C r^{2 - \frac{n+1}{p}} (\ln r)^2 & \text{if } q \in (n + 1, 2(n + 1)), \\
C r^{\frac{1}{2}} (\ln r)^2 & \text{if } q \in [2(n + 1), \infty],
\end{cases} \quad r \in (0, 1/2),
\]

(85)

where the constant \( C > 0 \) depends on \( \| \nabla a^{ij} \|_{L^p}, n, p, \| f \|_{L^q} \).

**Step 3: Modifications in Sections 3 and 4.** In order to deduce the regularity of the free boundary and to obtain the optimal regularity of \( w \), we argue along the lines of Sections 3 and 4. Here we interpret the inhomogeneity in the equation for the derivative as a divergence right hand side:

\[
\partial_i a^{ij} \partial_j w = \partial_i F^i \text{ in } B_1 \setminus \Lambda,
\]

\[
\partial_i w = 0 \text{ in } \Lambda,
\]

where for all \( i \in \{1, \ldots, n+1\} \)

\[
F^i := - (\partial_i a^{ij}) \partial_j w + e^i f \in L^p (B_1).
\]

(86)

Thus, (potentially) after a rescaling which only depends on \( \| \nabla a^{ij} \|_{L^p (B_1)}, \) and \( \| f \|_{L^p (B_1)} \), we may assume that the inhomogeneity is small. Therefore, all the results in Sections 3 and 4 are valid. \( \square \)

**5.2. Non-flat obstacles**

In this section we present the main ideas of dealing with non-flat obstacles. Due to our almost scaling critical lower bound in Proposition 3.17, we are able to deal with the non-flat obstacle problem involving metrics \( a^{ij} \in W^{1,p} (B_1) \) and obstacles \( \varphi \in W^{2,p} (B_1) \) with \( p \in (2(n+1), \infty) \). We however stress that the analogues of [18] are valid under the even weaker integrability assumption \( p > n + 1 \).

**Proposition 5.3 (Non-flat obstacles).** Let \( a^{ij} : B_1^+ \rightarrow \mathbb{R}^{(n+1) \times (n+1)} \) be a \( W^{1,p} \) metric with \( p \in (n + 1, \infty] \) satisfying (A1), (A2), (A4). Suppose that \( \varphi \in W^{2,p} (B_1') \). Let \( w : B_1^+ \rightarrow \mathbb{R} \) be a solution of the thin obstacle problem

\[
\partial_i a^{ij} \partial_j w = 0 \text{ in } B_1^+,
\]

\[
w \geq \varphi, \quad -a^{p+1,j} \partial_j w \geq 0, \quad (w - \varphi)(a^{n+1,j} \partial_j w) = 0 \text{ on } B_1'.
\]
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Then, the following statements hold:

(i) The solution \( w \) has the following growth estimate: There exists \( C > 0 \) such that

\[
|w(x)| \leq C \begin{cases} 
\text{dist}(x, \Gamma_w)^{2 - \frac{n+1}{p}} (\ln \text{dist}(x, \Gamma_w))^2 & \text{if } n + 1 < p < 2(n + 1), \\
\text{dist}(x, \Gamma_w)^{\frac{1}{2}} (\ln \text{dist}(x, \Gamma_w))^2 & \text{if } p \geq 2(n + 1).
\end{cases}
\]

The constant \( C > 0 \) depends on \( n, p, \| \varphi \|_{W^{2,p} (B_1^+)} , a^{ij}, \| \varphi \|_{L^2 (B_1^+)} \).

(ii) If additionally \( a^{ij} \in W^{1,p} (B_1) \) and \( \varphi \in W^{2,p} (B_1') \) with \( p \in (2(n+1), \infty] \), then the solution \( w \) has the optimal Hölder regularity:

\( w \in C^{1,1/2} (B_{1/2}) \).

(iii) Under the conditions in (ii) and assuming that \( 0 \in \Gamma_3/2(w) \), there exist a radius \( \rho > 0 \), a parameter \( \alpha \in (0, 1] \) and a \( C^{1,\alpha} \) function \( g \) such that (potentially after a rotation)

\[
\Gamma_3/2(w) \cap B_{\rho} = \{ x = (x'', x_n, 0) | x_n = g(x'') \text{ for } x'' \in B_{\rho} \}.
\]

**Remark 5.4.** We remark that as in Proposition 5.3 the estimate in (i) immediately entails a corresponding regularity result (cf. Remark 5.2).
We prove this result by reducing to the setting of flat obstacles.

Proof. Step 1: Recovery of flat boundary conditions. We first carry out Ursell’s change of coordinates [27]. Then in order to recover flat boundary conditions, we introduce a function \( v : \mathbb{B}_1^+ \to \mathbb{R} \) with \( v = w - \varphi \). This then leads to an inhomogeneous thin obstacle problem with a flat obstacle:

\[
\begin{align*}
\partial_i a^{ij} \partial_j v &= f \text{ in } \mathbb{B}_1^+, \\
v &\geq 0, \quad -\partial_{n+1} v \geq 0, \quad v\partial_{n+1} v = 0 \text{ on } \mathbb{B}_1^1,
\end{align*}
\]

with \( f = -\partial_i a^{ij} \partial_j \varphi = -(\partial_i a^{ij}) \partial_j \varphi - a^{ij} \partial_j \varphi \). In recovering the results from the flat obstacle setting, the main difficulties arise from the error contributions which result from the inhomogeneity. In order to derive (i), we hence argue that the assumptions of Section 5.1 are satisfied. In order to obtain (ii) and (iii) we interpret the error as a divergence form right hand side and argue as in Sections 3–4.

Step 2: Bounding the inhomogeneity. Due to our assumptions on \( f \) and \( a^{ij} \) and by Sobolev/Morrey embedding, the metric and the inhomogeneity have the right integrability. Indeed, in the setting of (i) we have

- \( \partial_i a^{ij} \in L^p(\mathbb{B}_1^+), a^{ij} \in L^\infty(\mathbb{B}_1^+) \),
- \( \partial_j \varphi \in L^p(\mathbb{B}_1^+), \partial_j \varphi \in L^\infty(\mathbb{B}_1^+) \).

Hence, \( f \in L^p(\mathbb{B}_1^+) \) which allows us to invoke the results from Section 5.1. This then yields the growth estimate stated in (i).

Step 3: Argument for (ii) and (iii). We argue as in step 3 in Section 5.1. In order to obtain the results (ii) and (iii), we consider the equation for tangential derivatives of \( v \) (after carrying out an odd reflection as described in (15)):

\[
\begin{align*}
\partial_i a^{ij} \partial_j v &= -\partial_i ((\partial_e a^{ij}) \partial_j v) + \partial_e f \text{ in } \mathbb{B}_1 \setminus \Lambda, \\
\partial_e v &= 0 \text{ in } \Lambda.
\end{align*}
\]

We interpret the right hand side of (89) as a divergence form contribution with

\[
F^i := -((\partial_e a^{ij}) \partial_j v + \epsilon^i f, \ i \in \{1, \ldots, n+1\}.
\]

The regularity of the metric and obstacle, \( a^{ij} \in W^{1,p}(\mathbb{B}_1), \varphi \in W^{2,p}(\mathbb{B}_1^+) \) with \( p \in (2(n+1), \infty] \), entail that

\[ F^i \in L^p(\mathbb{B}_1). \]

Moreover, by an appropriate scaling argument (which only depends on \( \| \nabla a^{ij} \|_{L^p(\mathbb{B}_1)} \) and \( \| \varphi \|_{W^{2,p}(\mathbb{B}_1^+)} \)), we may assume that \( \| F^i \|_{L^p(\mathbb{B}_1)} \) is small. Hence, all the results in Sections 3–4 remain valid. This then yields the desired results of (ii) and (iii). □

5.3. Non-flat boundaries

In this section we very briefly comment on the situation with non-flat boundaries. In this context we have the following result:

Proposition 5.5 (Non-flat boundaries). Let \( \Omega \subset \mathbb{R}^{n+1} \) be a bounded open subset, whose boundary contains the \( W^{2,p} \) hypersurface \( M \). Let \( a^{ij} : \Omega \to \mathbb{R}^{(n+1)\times(n+1)}_{\text{sym}} \) be a uniformly elliptic, symmetric tensor field of class \( W^{1,p}(\Omega) \), \( p \in (n+1, \infty] \). Assume that \( w : \Omega \cup M \to \mathbb{R} \) is a solution of the thin obstacle problem with zero obstacle on the hypersurface \( M \):

\[
\partial_i a^{ij} \partial_j w = 0 \text{ in } \Omega, \\
v \geq 0, \quad v \partial_i a^{ij} \partial_j w \geq 0, \quad w(v a^{ij} \partial_j w) = 0 \text{ on } M,
\]

where \( v : M \to \mathbb{R}^{n+1} \) denotes the outer unit normal field on \( M \). Then, the following statements hold:
(i) (Optimal regularity) If \( p \in (n + 1, 2(n + 1)] \), then \( w \in C^{1,1/2}_{\text{loc}}(\Omega \cup \mathcal{M}) \); if \( p \in (2(n + 1), \infty] \), then \( w \in C^{1,1/2}_{\text{loc}}(\Omega \cup \mathcal{M}) \).

(ii) Assuming that \( 0 \in \Gamma_{3/2}(w) \), there exist a radius \( \rho > 0 \) and a parameter \( \alpha \in (0, 1 - \frac{n+1}{p}] \) such that \( \Gamma_{3/2}(w) \cap B_{\rho} \) is an \((n-1)\)-dimensional \(C^{1,\alpha}\) submanifold.

**Proof.** The statement can be immediately reduced to the setting of the usual thin obstacle problem by carrying out a change of coordinates (cf. Proposition 2.1 in [18] and [27]) that flattens the free boundary. As the hypersurface \( \mathcal{M} \) is \(W^{2,p}\) regular, this change of coordinates followed by an application of Uraltseva’s change of coordinates from Proposition 2.1 in [18], then implies the integrability and differentiability properties \((A1), (A2), (A3), (A4)\). This allows to carry out the analysis from [18] and Sections 3–4 of the present article. \( \square \)

5.4. Interior thin obstacles

Finally, we comment on the necessary modification steps in obtaining analogous results for interior thin obstacles.

In this direction we have:

**Proposition 5.6** (Interior thin obstacles). Let \( a^{ij} : B_1 \to \mathbb{R}^{(n+1)\times(n+1)} \) be a uniformly elliptic, symmetric tensor field of class \( W^{1,p} \) with \( p \in (n + 1, \infty) \), satisfying \((A1), (A2), (A3)\) and \((A4)\). Assume that \( w : B_1 \to \mathbb{R} \) is a solution of the interior thin obstacle problem with zero obstacle on \( B_1' \):

\[
\partial_{a^{ij}} \partial_j w = 0 \text{ in } \mathring{B}_1^+ \cup \mathring{B}_1^-,
\]

\[
w \geq 0, \quad [\partial_{n+1} w] \geq 0, \quad w[\partial_{n+1} w] = 0 \text{ on } B_1'.
\]

Here \( [\partial_{n+1} w] := (\partial_{n+1} w)^+ - (\partial_{n+1} w)^- \) and \((\partial_{n+1} w)^\pm\) denotes the one-sided trace of the fluxes on \( B_1'\). More precisely, for \( H^n \) a.e. \( x \in B_1' \) we have

\[
(\partial_{n+1} w)^\pm(x) := \lim_{y \to x, \pm y_{n+1} > 0} \partial_{n+1} w(y).
\]

Then, the following statements hold:

(i) (Optimal regularity) If \( p \in (n + 1, 2(n + 1)] \), then \( w \in C^{1,1/2}_{\text{loc}}(B_1^+ \cup B_1^-) \); if \( p \in (2(n + 1), \infty] \), then \( w \in C^{1,1/2}_{\text{loc}}(B_1^+ \cup B_1^-) \).

(ii) Assuming that \( 0 \in \Gamma_{3/2}(w) \), there exist a radius \( \rho > 0 \), a parameter \( \alpha \in (0, 1 - \frac{n+1}{p}] \) and a \(C^{1,\alpha}\) function \( g \) such that (potentially after a rotation)

\[
\Gamma_{3/2}(w) \cap B_{\rho} = \{x = (x'', x_n, 0) | x_n = g(x'') \text{ for } x'' \in B_{\rho}' \}.
\]

(iii) There exist functions \( a, \tilde{b} : \Gamma_{3/2}(w) \cap B_{\rho/2} \to \mathbb{R} \) with \( a \in C^{0,\alpha} \left( \Gamma_{3/2}(w) \cap B_{\rho/2} \right) \) and \( \tilde{b} \in C^{0,\frac{1}{2} + \alpha} \left( \Gamma_{3/2}(w) \cap B_{\rho/2} \right) \) for some \( \alpha > 0 \) (where \( \alpha \) can be chosen as in (ii)), such that: for each \( x_0 \in \Gamma_{3/2}(w) \cap B_{\rho/4}, \)

- For each \( e \in S^{n-1} \times \{0\} \) and \( x \in B_{\rho/4}(x_0), \)

\[
\partial_{\nu} w(x) - \frac{3}{2} \frac{a(x_0) (e \cdot v_{x_0})}{(v_{x_0} \cdot A(x_0)v_{x_0})^{1/2}} |w|^{1/2} \left( \frac{(x - x_0) \cdot v_{x_0}}{(v_{x_0} \cdot A(x_0)v_{x_0})^{1/2}}, \frac{x_{n+1}}{(a^{n+1,n+1}(x_0))^{1/2}} \right) \leq C(n, p) \max\{e_0, c_\alpha\} \text{ dist}(x, \Gamma_w)^{1/2 + \gamma}.
\]

- For \( x \in B_{\rho/4}(x_0), \)

\[
\partial_{n+1} w(x) - \tilde{b}(x_0)
\]

\[
- \frac{3}{2} \frac{a(x_0)}{(a^{n+1,n+1}(x_0))^{1/2}} |w|^{1/2} \left( \frac{(x - x_0) \cdot v_{x_0}}{(v_{x_0} \cdot A(x_0)v_{x_0})^{1/2}}, \frac{x_{n+1}}{(a^{n+1,n+1}(x_0))^{1/2}} \right) \leq C(n, p) \max\{e_0, c_\alpha\} \text{ dist}(x, \Gamma_w)^{1/2 + \gamma}.
\]
For $x \in B_{\rho/4}(x_0)$ and $x - x_0 \in \text{span}\{v_{x_0}, e_{n+1}\}$,

$$
|w(x) - \tilde{b}(x_0)x_{n+1} - a(x_0)w|^{3/2} \left( \frac{(x - x_0) \cdot v_{x_0}}{(v_{x_0} \cdot A(x_0)v_{x_0})^{1/2}} \cdot \frac{x_{n+1}}{(a^{n+1}(x_0))^{1/2}} \right)
\leq C(n, \rho) \max\{e_0, c_*\} \text{dist}(x, \Gamma_w)^{1/2 + \tilde{\gamma}}.
$$

Here $w_{1/2}(x) = \Re(x_n + ix_{n+1})^{1/2}$, $\tilde{w}_{1/2}(x) = -\Im(x_n + ix_{n+1})^{1/2}$, $w_{3/2}(x) = \Re(x_n + ix_{n+1})^{3/2}$. Moreover, $\tilde{\gamma} = \min\{a, 1 - \frac{n+1}{p}\}$ and $A(x_0) = (a^{ij}(x_0))$.

**Remark 5.7.** As the proof of Proposition 5.6 shows, the function $\tilde{b}$ can be identified explicitly as $\tilde{b}(x_0) = (\partial_{n+1} w)^+(x_0)$, where $x_0 \in \Gamma_{3/2}(w) \cap B_{\rho/2}$.

**Remark 5.8.** Similarly as in Sections 5.1–5.3, our results generalize to non-flat $W^{2, p}$ obstacles $\varphi$, non-flat $W^{2, p}$ manifolds $M$ and $L^p$ inhomogeneities $f$, where $p > 2(n + 1)$.

**Proof.** As in the previous sections, we only comment on the main changes. In the first step we derive an analogue of the Carleman inequality (7) in [18]. Since an essential ingredient in the proof of the Carleman estimate was the vanishing of the boundary contributions due to the complementary boundary conditions, slight changes are necessary at this point. As $w$ satisfies an elliptic equation in both the upper and the lower half planes, we carry out the Carleman conjugation procedure in both half-balls separately. On each of these we obtain boundary contributions which do not necessarily vanish. However, adding the contributions originating from the lower and upper half-balls allows us to exploit the complementary boundary conditions for the interior thin obstacle problem. Hence, we obtain the vanishing of all involved boundary contributions. The Carleman estimate then reads:

$$
\tau^{\frac{1}{2}}(1 + |\ln(r_2)|)^{-1}e^{\tau\phi(|\ln(r_2)|)}r_2^{-1} \|w\|_{L^2(A_{r_2, 2r_2}(x_0))} + \tau \max\{|\ln(r_2/r_1)|^{-1}, |\ln(r_3/r_2)|^{-1}\}e^{\tau\phi(|\ln(r_2)|)}r_2^{-1} \|w\|_{L^2(A_{r_2, 2r_2}(x_0))}
\leq C(e^{\tau\phi(|\ln(r_1)|)}r_1^{-1} \|w\|_{L^2(A_{r_1, 2r_1}(x_0))} + \{e^{\tau\phi(|\ln(|x|)|)}|x|f\}_{L^2(A_{r_1, 2r_1}(x_0))},
$$
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where $A_{r_1, r_2}(x_0)$ denotes the full annulus around the point $x_0 \in B_1^1$.

In deriving the analogues of the statements of Section 4 in [18], we modify the definition of the blow-up sequences slightly: Indeed, we note that if $w(x)$ is a solution of the interior thin obstacle problem, then $w \in C^{1, \alpha}(B_1^+ \cup B_1^-)$ for some $\alpha > 0$ (cf. p. 207 in [28]). Then for

$$
\tilde{b}(x_0) := \lim_{y \to x_0, y_{n+1} > 0} \partial_{n+1} w(y),
$$

the function

$$
v_{x_0}(x) := w(x) - \tilde{b}(x_0)x_{n+1},
$$
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solves

$$
\partial_i a^{ij} \partial_j v_{x_0} = f \text{ in } B_1^{1/2},
$$

$$v_{x_0} \geq 0, \ [\partial_{n+1} v_{x_0}] \geq 0, \ v_{x_0}[\partial_{n+1} v_{x_0}] = 0 \text{ on } B_1^{1/2}.
$$

Here $f(x) := -(-\partial_i a^{ij})x_i \tilde{b}(x_0) \in L^p(B_1)$ by the regularity and integrability assumptions on $a^{ij}$ and the $C^{1, \alpha}(B_1^{1/2})$ regularity of $w$ (cf. [28]). Therefore, for any free boundary point $x_0 \in \Gamma_w \cap B_1^{1/2}$ the modified functions $v_{x_0}(x)$ now satisfy

$$
v_{x_0}(x_0) = 0 = |\nabla v_{x_0}(x_0)|.
$$

(93)

Here, by approaching $x = x_0$ from the interior of $\Omega_w$, we observed that $[\partial_{n+1} w](x_0) = 0$, which yields the second equality in (93).
Analogously, we consider the following blow-ups around the point $x_0$, which are based on $v_{x_0}$ instead of on $w$: 

$$v_{x_0,r}(x) := \frac{v_{x_0}(x_0 + r x)}{r^{-\alpha/2} \|v\|_{L^2(B_r(x_0))}}.$$ 

In the case of the interior thin obstacle problem this replaces the blow-up functions defined in Section 2.2. Arguing on the level of $v_{x_0}$ and $v_{x_0,r}$ and using the observations from Section 5.1, all the results from Section 4 in [18] follow. In particular (93) ensures that the discussion of the vanishing order in Proposition 4.6 in [18] remains valid.

Further relying on the functions $v_{x_0}$, we derive the analogues of the results from Sections 3–4 for $v_{x_0}$ by arguing along the same lines as for the boundary thin obstacle problem (in this context, we remark that since solutions are, by definition of the interior obstacle problem, already defined in the whole ball, it is not necessary to carry out reflection arguments). Hence, all the properties from these sections are valid on the level of $v_{x_0}$. These can then be directly transferred to the original function $w$. Due to the presence of the normalizing factor $\tilde{b}(x_0)x_{n+1}$ this changes the asymptotic expansion of $\partial_{n+1}w$ with respect to the one derived in Remark 4.7 by the constant term $\tilde{b}(x_0)$. Using the $C^{0,\alpha}$ regularity of $a$ and the triangle inequality, we infer from the asymptotics of $\partial_{n+1}w$ that $\tilde{b} \in C^{0,1/2+\alpha}(\Gamma_{3/2}(w) \cap B_{\rho/2})$. Indeed, for $x_0, x_1 \in \Gamma_{3/2}(w) \cap B_{\rho/2}$, we fix a point $x \in B_\rho$ with $\text{dist}(x, \Gamma_w) \sim |x_0 - x_1|$. By the triangle inequality we have

$$|\tilde{b}(x_0) - \tilde{b}(x_1)| \leq |G_{x_0}(x) - G_{x_1}(x)| + C(n, p) \max\{\epsilon_0, c_s\} \text{dist}(x, \Gamma_w)^{1/2+\gamma},$$

where for $\xi \in \Gamma_{3/2}(w) \cap B_{\rho/2}$,

$$G_\xi(x) := \frac{3}{2} \frac{a(\xi)}{(a^{\alpha+1,n+1}(\xi))^{1/2}} \left[ \frac{(x - \xi) \cdot v_\xi}{|v_\xi \cdot A(\xi)v_\xi|^{1/2}} \right]^{x_{n+1}} \left[ \frac{1}{(a^{\alpha+1,n+1}(\xi))^{1/2}} \right].$$

By using the $C^{0,\alpha}$ regularity of $a$, the ellipticity and regularity of $A = (a^{ij})$, the $C^{1,\alpha}$ regularity of $\Gamma_{3/2}(w)$, as well as the relation $\text{dist}(x, \Gamma_w) \sim |x_0 - x_1|$, we have

$$|G_{x_0}(x) - G_{x_1}(x)| \lesssim |x_0 - x_1|^{1/2+\alpha}.$$ 

This proves the $C^{0,1/2+\alpha}$ regularity of $\tilde{b}$. The remaining observations follow along similar lines as in Sections 3–4. □
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