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ABSTRACT

Complex-valued processing has brought deep learning-based speech enhancement and signal extraction to a new level. Typically, the process is based on a time-frequency (TF) mask which is applied to a noisy spectrogram, while complex masks (CM) are usually preferred over real-valued masks due to their ability to modify the phase. Recent work proposed to use a complex filter instead of a point-wise multiplication with a mask. This allows to incorporate information from previous and future time steps exploiting local correlations within each frequency band.

In this work, we propose DeepFilterNet, a two stage speech enhancement framework utilizing deep filtering. First, we enhance the spectral envelope using ERB-scaled gains modeling the human frequency perception. The second stage employs deep filtering to enhance the periodic components of speech. Additionally to taking advantage of perceptual properties of speech, we enforce network sparsity via separable convolutions and extensive grouping in linear and recurrent layers to design a low complexity architecture.

In this paper, we propose an open source speech enhancement framework based on deep filtering (DF) [8] [9]. Instead of using a complex mask that is applied per TF-bin, we use a combination of real-valued gains and a deep filter enhancement component. For the first stage, we take advantage from the fact that noise as well as speech usually have a smooth spectral envelope. An equivalent rectangular bandwidth (ERB) filter bank reduces input and output dimensions to only 32 bands, allowing for a computationally cheap encoder/decoder network. Since the resulting minimum bandwidth of 100 Hz to 250 Hz depending on the FFT size is typically not sufficient to enhance periodic components, we use a second enhancement stage based on deep filtering. That is, a deep filter network estimates coefficients for frequency bins up to an upper frequency $f_{DF}$. The resulting linear complex-valued filters are applied to their corresponding frequency bins. DF enhancement is only applied for lower frequencies since periodic speech components contain most energy in the lower frequencies.

Deep filtering was first proposed by Mack et al. [8] and Schröter et al. [9]. Since a filter applied to multiple time/frequency (TF) bins, DF is able to recover signal degradations like notch-filters or time-frame zeroing. Schröter et al. [9] introduced this method as complex linear coding (CLC) for low latency hearing aid applications. CLC was motivated by its ability to model quasi-static properties of speech. That is, even for frequency bandwidth of 500 Hz CLC is able to reduce noise within a frequency band, while preserving speech components. This is especially helpful, when there are multiple speech harmonics within one frequency bin or for filtering periodic noises. Recent work [7] demonstrated good performance using deep filtering in the deep noise suppression challenge [10]. However, compared to their previous work [11] using a complex ratio mask (CRM), their improvements are mostly given by network architecture changes like complex TF-LSTMs or convolutional pathways.

In this work, we demonstrate superior performance of deep filtering over CRMs for multiple FFT sizes from 5 ms to 30 ms. We further show that even for low latency requirements of e.g. 5 ms resulting in a frequency resolution of 250 Hz, DF can still enhance the periodic speech components.

1. INTRODUCTION

Monaural speech enhancement is an important part in many systems such as automatic speech recognition, video conference systems, as well as assistive listening devices. Most state-of-the-art approaches work in the short-time Fourier transform (STFT) representation and estimate a TF mask using a deep neural network, many of these either real-valued masks [1] [2] [4] or complex masks [4] [5] [6] [7]. The estimated masks are usually well-defined and limited by an upper bound to improve stability of the network training. However, typically both approaches degrade if the frequency resolution gets too low for removing noise between speech harmonics. The approaches above work on at least 20 ms windows resulting in a minimum frequency of 50 Hz.
2. DEEPFILTERNET

2.1. Signal Model

Let $x(t)$ be a mixture signal recorded in a noisy room.

$$x(t) = s(t) * h(t) + z(t)$$  \hspace{1cm} (1)

where $s(t)$ is a clean speech signal, $h(t)$ is a room impulse response from the speaker to the microphone and $z(t)$ is an additive noise signal already containing reverberation. Typically, noise reduction operates in frequency domain:

$$X(k, f) = S(k, f) \cdot H(k, f) + Z(k, f),$$  \hspace{1cm} (2)

where $X(k, f)$ is the STFT representation of the time domain signal $x(t)$ and $k, f$ are the time and frequency bins.

2.2. Deep Filtering

Deep filtering is defined by a complex filter in TF-domain:

$$Y(k, f) = \sum_{i=0}^{N} C(k, i, f) \cdot X(k - i + l, f)$$  \hspace{1cm} (3)

where $C$ are the complex coefficients of filter order $N$ that are applied to the input spectrogram $X$, and $Y$ the enhanced spectrogram. In our framework, the deep filter is applied to the gain-enhanced spectrogram $Y^G$. $l$ is an optional look-ahead, which allows incorporating non-causal taps in the linear combination if $l \geq 1$. Additionally, one could also filter over the frequency axis allowing to incorporate correlations e.g. due to overlapping bands. To further make sure that deep filtering only affects periodic parts, we introduce a learned weighting factor $\alpha$ to produce the final output spectrogram:

$$Y^{DF}(k, f) = \alpha(k) \cdot Y^{DF'}(k, f) + (1 - \alpha(k)) \cdot Y^G(k, f).$$  \hspace{1cm} (4)

2.3. Framework Overview

An overview of the DeepFilterNet algorithm is shown in Fig. 1. Given a noisy audio signal $x(t)$ we transform the signal into frequency domain using a short time Fourier transform (STFT). The framework is designed for sampling rates up to 48 kHz to support high resolution VoIP applications and STFT window sizes $N_{FFT}$ between 5 ms and 30 ms. By default, we use an overlap of $N_{ov} = 50\%$ but also support higher overlaps. We use two kinds of input features for the deep neural network (DNN). For the ERB encoder/decoder features $X_{ERB}(k, b)$, $b \in [0, N_{ERB}]$, we compute a log-power spectrogram, normalize it using an exponential mean normalization [12] with decay of 1 s and apply a rectangular ERB filter bank (FB) with a configurable number of bands $N_{ERB}$. In fact, this normalization is similar to using instance normalization like [7], which also estimates statistics with a momentum-based approach and only adds additional scaling and bias parameters. For the deep filter network features $X_{DF}(k, f')$, $f' \in [0, f_{DF}]$, we use the complex spectrogram as input and normalize it using an exponential unit normalization [9] with the same decay.

An encoder/decoder architecture is used to predict ERB-scaled gains. An inverse ERB filter bank is applied to transform the gains back to frequency domain before pointwise multiplying with the noisy spectrogram. To further enhance the periodic components, DeepFilterNet predicts per-band filter coefficients $C^N$ of order $N$. We only utilize Deep Filtering up to a frequency $f_{DF}$ assuming that the periodic components contain most energy in lower frequencies.

Together with the DNN look-ahead in the convolutional layers as well as the deep filter look-ahead, the overall latency is given by $l_{N_{FFT}} + \max(l_{DNN}, l_{DF})$ resulting in a minimal latency of $5 + \max(0, 0) = 5 \text{ ms}$ for $N_{FFT} = 240$.

2.4. DNN Model

We focus on designing an efficient DNN only using standard DNN layers like convolutions, batch normalization, ReLU, etc., so that we can take advantage of layer fusing as well utilize good support by inference frameworks. We adopt a UNet-like architecture similar to [13, 7] as shown in Fig. 2. Our convolutional blocks consist of a separable convolutions (depthwise followed by a 1x1 convolution) with kernel size of $(3x2)$ and $C = 64$ channels followed by a batch normalization and ReLU activation. The convolutional layers are aligned in time such that the first layers may introduce an overall look-ahead $l_{DNN}$. The remaining convolutional layers are causal and do not contribute any more latency. We heavily make use of grouping [14, 13] for our linear and GRU layers. That is, the layer input is split into $P = 8$ groups resulting in $P$ smaller GRUs/linear layers with a hidden size of $512/P = 64$. The output is shuffled to recover inter-group correlations and concatenated to the full hidden size again. Convolutional
Fig. 2. Overview of the DeepFilterNet architecture. We use 1x1 pathway convolutions (PConv) as add-skip connections and transposed convolutional blocks (TConv) analogous to the encoder blocks. Grouped linear and GRU (GLinear, GGRU) layers are used to introduce sparsity.

pathways [13, 7] with add-skips are used to retain frequency resolution. We use a global pathway skip connection for the DF Net to provide a good representation of the original noisy phase at the output layer.

2.5. Data Preprocessing

The DeepFilterNet framework utilizes heavy on-the-fly augmentation. We mix a clean speech signal with up to 5 noise signals at signal-to-noise ratios (SNR) of \{-5, 0, 5, 10, 20, 40\} dB. To further increase variability, we augment speech as well as noise signals with second order filters [1], EQs, and random gains of \{-6, 0, 6\} dB. Random resampling increases the variety of pitches and room impulse responses (RIR) are used for simulating reverberant environments. We apply a low-pass filter to noise signals before mixing, if the sampling rate of a speech signal is lower than the current model’s sampling rate. This e.g. also allows models trained on full-band audio (48 kHz) to perform equally well on input signals with lower sampling rates. We furthermore support training attenuation limited models. Therefore, we generate a “noisy” target signal s with a 6 to 20 dB higher SNR compared to the noisy signal x. During training, we then clamp the predicted gains G and having a “noisy” target s, DF Net will learn to not remove more noise than specified. This is useful e.g. for wearable devices where we want to keep some environmental awareness for the user.

2.6. Loss

It is not trivial to provide ideal DF coefficients \(C^N\), since there are infinitely many possibilities [8]. Instead, we use a compressed spectral loss to implicitly learn ERB gains \(G\) and filter coefficients \(C^N\) [15, 13].

\[
L_{spec} = \sum_{k,f} ||Y^c - |S|^c||^2 + \sum_{k,f} ||Y^c e^{j\varphi Y} - |S|^c e^{j\varphi S}||^2,
\]

where \(c = 0.6\) is a compression factor to model the perceived loudness [16]. Having a magnitude as well as a phase-aware term makes this loss is suitable for modeling both real-valued gain and complex DF coefficient prediction. To harden the gradient for TF bins with magnitude close to zero (e.g. for input signals with a lower sampling rate), we compute the angle backward method of \(\varphi_X\) like:

\[
\frac{\delta \varphi}{\delta X} = \delta X \cdot \left( -\Im\{X\}, \Re\{X\}\right),
\]

where \(\Re\{X\}\) and \(\Im\{X\}\) represent real and imaginary part of spectrogram \(X\) and \(|X_h|^2 = \max(\Re\{X\}^2 + \Im\{X\}^2, 1e^{-12})\) is the hardened squared magnitude to avoid by 0 division.

As an additional loss term, we force the DF component to only enhance periodic parts of the signal. The motivation is as follows. DF does not provide any benefit over ERB gains for noise-only sections. DF may even cause artifacts by modeling periodic noises like engine or babble noise which is most noticeable in attenuation limited models. Furthermore, DF does not provide any benefit for speech with only stochastic components like fricatives or plosives. Assuming, that these sections contain most of the energy in higher frequencies, we do not provide any benefit for speech with only stochastic components like fricatives or plosives. The motivation is as follows. DF does not provide any benefit over ERB gains for noise-only sections. DF may even cause artifacts by modeling periodic noises like engine or babble noise which is most noticeable in attenuation limited models. Furthermore, DF does not provide any benefit for speech with only stochastic components like fricatives or plosives. Assuming, that these sections contain most of the energy in higher frequencies, we do not provide any benefit for speech with only stochastic components like fricatives or plosives. The motivation is as follows. DF does not provide any benefit over ERB gains for noise-only sections. DF may even cause artifacts by modeling periodic noises like engine or babble noise which is most noticeable in attenuation limited models. Furthermore, DF does not provide any benefit for speech with only stochastic components like fricatives or plosives. Assuming, that these sections contain most of the energy in higher frequencies, we do not provide any benefit for speech with only stochastic components like fricatives or plosives. The motivation is as follows. DF does not provide any benefit over ERB gains for noise-only sections. DF may even cause artifacts by modeling periodic noises like engine or babble noise which is most noticeable in attenuation limited models. Furthermore, DF does not provide any benefit for speech with only stochastic components like fricatives or plosives. Assuming, that these sections contain most of the energy in higher frequencies, we do not provide any benefit for speech with only stochastic components like fricatives or plosives. The motivation is as follows. DF does not provide any benefit over ERB gains for noise-only sections. DF may even cause artifacts by modeling periodic noises like engine or babble noise which is most noticeable in attenuation limited models. Furthermore, DF does not provide any benefit for speech with only stochastic components like fricatives or plosives. Assuming, that these sections contain most of the energy in higher frequencies, we do not provide any benefit for speech with only stochastic components like fricatives or plosives. The motivation is as follows. DF does not provide any benefit over ERB gains for noise-only sections. DF may even cause artifacts by modeling periodic noises like engine or babble noise which is most noticeable in attenuation limited models. Furthermore, DF does not provide any benefit for speech with only stochastic components like fricatives or plosives. Assuming, that these sections contain most of the energy in higher frequencies, we do not provide any benefit for speech with only stochastic components like fricatives or plosives.

\[
L_\alpha = \sum_k ||(\alpha \cdot \mathbb{1}_{LSNR<-10\,db})||^2 + \sum_k ||(1-\alpha) \cdot \mathbb{1}_{LSNR>-5\,db}||^2,
\]

where \(\mathbb{1}_{LSNR<-10\,db}\) is the characteristic function with value 1 if the local SNR (LSNR) is smaller than \(-10\,db\) and \(\mathbb{1}_{LSNR>-5\,db}\) if LSNR is greater than \(-5\,db\). The LSNR is computed in STFT domain up to a frequency of \(f_{ST}\) over \(20\,ms\) windows. This ensures that DF is only applied in segments containing significant amount of speech energy in low frequencies. The combined loss is given by

\[
L = \lambda_{spec} \cdot L_{spec}(Y,S) + \lambda_\alpha \cdot L_\alpha.
\]

3. EXPERIMENTS

3.1. Training setup

We train our models based on the deep noise suppression (DNS) challenge dataset [10] containing over 750 h of full-band clean speech and 180 h of various noise types. We oversample included high-quality speech datasets, VCTK and PTDB, by a factor of 10. Additionally to the provided RIRs which are sample at 16 kHz, we simulate another 10 000 RIRs at 48 kHz using the image source model [17] with RT60s of 0.05 to 1.00 s. The VCTK and PTDB datasets
are split on speaker level ensuring no overlap with the VCTK test set [18], the remaining dataset is split at signal level into train/validation/test (70/15/15 %). Early stopping is applied based on the validation loss, results are reported on the test set. The VCTK/DEMAND test set [18] is used to compare DeepFilterNet to related work.

All experiments use full-band signals with a sampling rate of 48 kHz. We take $N_{ERB} = 32$, $f_{DF} = 5$ kHz, DF order of $N = 5$, and a look-ahead of $l_{DF} = 1$ and $l_{DNN} = 2$ for the convolutions. We train our models on 3 s samples and a batch size of 32 for 30 epochs using an Adam optimizer with an initial learning rate of $1 \times 10^{-3}$. The learning rate is decayed by a factor of 0.9 every 3 epochs. Loss parameters are $\lambda_{spec} = 1$ and $\lambda_{a} = 0.05$. The framework source code can be obtained at [https://github.com/Rikorose/DeepFilterNet](https://github.com/Rikorose/DeepFilterNet).

### 3.2. Results

We evaluate our framework over multiple FFT sizes and compare the performance of DF and CRMs based on the scale-invariant signal-distortion-ratio (SI-SDR) [19]. CRM is just a special case of DF, where order $N = 1$ and look-ahead $l = 0$. The DNN look-ahead remains the same for the CRM models.

Fig. 3 shows that DF outperforms CRM over all FFT sizes corresponding to 5 ms to 30 ms. Limited by the frequency resolution, the performance of CRMs drops for FFT window sizes $\leq$ 20 ms. On the other hand, the relatively constant performance of DF drops around 30 ms due to a smaller amount of correlation in neighboring frames. Increasing the FFT overlap to 75 % results in a slightly better performance for both, DF and CRM (+0.6 dB SI-SDR for input SNR 0). This performance increase can be explained by a higher intra-frame correlation as well as the DNN having twice as many steps to update the RNN hidden states at the cost of doubling the computational complexity. Fig. 4 shows a qualitative example to demonstrate the capabilities of DF to reconstruct speech harmonics that are indistinguishable in the noisy spectrum.

We compare DeepFilterNet with $N_{FFT} = 960$ (20 ms) to related work like PercepNet [2] which uses a similar perceptual approach as well as DCCRN+ [7] which also utilizes deep filtering. We assess speech enhancement quality using WB-PESQ [20] and compare computational complexity in multiply-and-accumulate per second (MACS). Table 1 shows that DeepFilterNet outperforms PercepNet and performs on par with DCCRN+ while having a much lower computational complexity making DeepFilterNet viable for real-time usage.

### 4. CONCLUSION

In this work, we proposed DeepFilterNet, a low complexity speech enhancement framework. We showed that DeepFilterNet performs on par with other algorithms, while being computationally more efficient. This is achieved using a perceptually motivated approach allowing to minimize the model complexity. Moreover, we provided evidence that DF outperforms CRMs, particularly for smaller STFT window sizes. In the future, we plan to further improve the perceptual approach by better applying DF to periodic components of speech e.g. using a correlation-based voiced probability.
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