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Abstract—This letter focuses on the jump-and-hit motion of a humanoid robot, wherein a robot instantaneously jumps forward and hits a flying ball in the air, similar to how human players behave in volleyball games. We propose a Immediate Motion generation using a Lookup table of learned dynamics (IMoLo) for generating the motions of a pneumatic humanoid robot. To test this method, we developed a humanoid robot called “Liberobot” with eight joints applying structure-integrated pneumatic cable cylinders. Using simulations, the prediction errors of the robot hand positions during the jump-and-hit motions measured via nonlinear interpolation when using IMoLo was smaller than without it in cases having a small number of training trials. In the experiments, the robot jumped and hit the flying ball 16 times out of 20 trials using the proposed motion generation method. The results indicate that a pneumatic humanoid robot using IMoLo can instantaneously perform dynamic whole-body motions, such as jump-and-hit motions, with a changing target within a specified time. Our humanoid robot is the first pneumatic humanoid robot capable of executing such dynamic motions.

Index Terms—Machine learning for robot control, hydraulic/pneumatic actuators.

I. INTRODUCTION

WE ARE interested in a humanoid robot that performs dynamic motions. In particular, we focus on the whole-body dynamic motions of a humanoid robot that are instantaneously generated in response to a changing target within a specified time. A jump-and-hit motion (Fig. 1) describes a coordinated whole-body dynamic action in which a humanoid robot must adopt a posture of readiness to jump. It must then detect the ball, predict its trajectory, generate coordinated motion, and strike the ball before it lands. The actuating system of the humanoid robot must be able to accelerate its entire body to jump and swing its arm simultaneously.

Pneumatic actuators have a higher power-to-weight ratio compared with electrical and hydraulic ones, while electrical ones have a higher accuracy of position control, and hydraulic ones generate larger forces. Therefore, pneumatic actuators such as pneumatic cylinders and pneumatic artificial muscles (PAMs) have been used with dynamically moving robots so that they can jump, owing to their lightness and high actuator power. Raibert presented a hopping robot using a pneumatic cylinder [1]. Niiyama et al. developed a jumping robot [2] and a running biped robot [3], which were equipped with musculoskeletal body structures using PAMs. Although pneumatic actuators have advantages for dynamic robotic motions, the response to commands is slow, and the accuracy of the position control is low. Thus, it is difficult for a pneumatic humanoid robot to accurately follow the planned trajectory of its end effector via a high-speed motion with regards to a changing target.

The purpose of this research is to develop a method of immediately generating and executing jump-and-hit motions for a pneumatic humanoid robot. Hence, we propose Immediate Motion generation using a Lookup table of learned dynamics (IMoLo), which enables a pneumatic humanoid robot to instantaneously generate a motion in response to a changing target.
within a specified time period (Fig. 1). To test this proposed method, we developed a humanoid robot named “Liberobot” using structure-integrated pneumatic cable cylinders (SIP-CCs) that enable the robot to be lightweight while generating sufficiently high power. The main contribution of this letter is IMoLo, which immediately generates a dynamic motion of a pneumatic humanoid robot in response to a changing state and timing target.

II. RELATED WORKS

Control methods for catching and hitting flying objects have been proposed. Birbach et al. introduced a method that enables a wheeled humanoid robot to perceive two flying balls in real time and to catch them both [4]. The catching motion was generated by solving a nonlinear optimization problem having nonlinear constraints [5]. Kim et al. presented a method of catching a flying object using machine-learning techniques [6]. The robots in the study learned the flying dynamics of the objects and the reachable and graspable spaces and generated a trajectory for their arm before performing the catching action.

Senoo et al. proposed a batting method for a robotic arm using high-speed cameras [7]. The position and timing of hitting were optimized to allow a ball to reach a target position after hitting it. Their robotic arm trajectory was planned using a fifth-polynomial function of time based on the position and timing, and the arm followed this trajectory using proportional-integral-derivative control. Mülling et al. adopted a machine-learning approach that enabled a robotic arm to play table tennis [8]. The robot in their study learned a gating network for various templates of swing motions to generate a paddle trajectory prior to playing [9]. Huang et al. presented a method of generating a trajectory of a paddle for robotic table-tennis tasks [10]. A robot arm using this method generates a trajectory using a database constructed beforehand and the function learned using reinforcement learning. In their method, database of ball trajectories were constructed beforehand and the function learned using reinforcement learning. Several variables are used for the control target, such as the position and posture of the end effector in point-to-point control, the velocity of the center of gravity of a humanoid robot, and the zero-moment point [15] of a legged robot to control its balance. Variables of a pneumatic robot are also used for the target, such as the open/closed states of a pneumatic valve, flow rates through the valve, and air pressure of a chamber. Liberobot is equipped with pressure-proportional valves. Thus, we used the target pressure of the valves as the control target, \( u \).

The higher part in a kind of hierarchical system observes the state of the robot and switches the lower parts as options in the reinforcement-learning framework [16]. The higher part in another hierarchical system switches the lower parts after a certain time has elapsed. In the latter system, the state of the robot is not required to converge to the control target before switching the lower parts. Thus, this type of system is suitable for and has actually been used for generating dynamic motions of pneumatic robots, which has difficulty following a position trajectory [3], [17], [18]. We also focus on this type of system and use it to generate the jump-and-hit motion of a pneumatic humanoid robot.

A humanoid robot can immediately generate a reaching-motion trajectory by computing the positions needed prior to executing the reaching motion. Guilamo et al. introduced a method that performed the advanced computation using a database containing the reachable positions of a humanoid robot equipped with redundant joints, which allowed fast querying of the joint configurations with high manipulability [13]. Guan and Yokoi used a database of reachable positions to generate a method based on the Monte Carlo algorithm [14]. These advanced computations enable robots to instantaneously generate motions. IMoLo follows this line of implementation employing a database.

III. MOTION GENERATION WITH TARGET SWITCHING

The behavior of a robot is often generated using a hierarchical system that contains higher and lower parts (Fig. 2(a)). The higher part selects a lower part for concerted actions. These lower parts are controllers. Each controller has a target. The selected lower part decides the commands to converge the state of the robot to the target of the control part.

Several variables are used for the control target, such as the position and posture of the end effector in point-to-point control, the velocity of the center of gravity of a humanoid robot, and the zero-moment point [15] of a legged robot to control its balance. Variables of a pneumatic robot are also used for the target, such as the open/closed states of a pneumatic valve, flow rates through the valve, and air pressure of a chamber. Liberobot is equipped with pressure-proportional valves. Thus, we used the target pressure of the valves as the control target, \( u \).

The higher part in a kind of hierarchical system observes the state of the robot and switches the lower parts as options in the reinforcement-learning framework [16]. The higher part in another hierarchical system switches the lower parts after a certain time has elapsed. In the latter system, the state of the robot is not required to converge to the control target before switching the lower parts. Thus, this type of system is suitable for and has actually been used for generating dynamic motions of pneumatic robots, which has difficulty following a position trajectory [3], [17], [18]. We also focus on this type of system and use it to generate the jump-and-hit motion of a pneumatic humanoid robot.

In this system, the controllers follow the control target, \( u \). The higher part switches \( u \) at every switching time, \( t_i \), and \( u \) does not change prior to the switching (Fig. 2(b)). \( u \) is represented by a vector, \( u_i = [u_{i,1}, u_{i,2}, \ldots] \), which is \( u \) in the \( i^{th} \) phase,
where $u_{i,j}$ is the $j$th variable of the control target in the $i$th phase. The time-series of the control target is represented by a vector, $U = \{u_{1,1}, u_{1,2}, \ldots, u_{i,1}, u_{i,2}, \ldots\}$.

The dynamic motion of a pneumatic robot to the changing target can be generated from $U$. A part of motion, such as the position of the hand, can be changed by changing a part of $U$. As one of the simplest methods of changing a part of $U$, the target in the $i$th phase is changed as

$$u_c = u_m + k u_k,$$

where $u_m$ and $u_k$ are vectors, and $k$ is a variable. This method enables a robot to change positions, wherein the hand of this robot reaches the target in the jump-and-hit motions by only changing $k$. Thus, we used this method to generate the motions.

IV. IMOLO

In this study, we aimed to let a pneumatic humanoid robot immediately start the motion, jump forward, swing its arm, and reach its hand to the striking position at which a flying ball will be hit. We assumed that the robot anticipates the ball and takes the same ready posture prior to launch. We developed a method for generating this motion: IMoLo. See Fig. 3.

A robot using IMoLo can immediately generate motion using a lookup table (Fig. 3(3)), which shows the time series of the command using the hand of the robot to reach the target position at the desired time. Thus, the robot can also start this motion at the appropriate time and reach the hand to the position at the target timing. The robot is not required to follow any trajectory; it only needs to execute the commands.

A. Main Procedure

A robot using IMoLo constructs a lookup table and generates motions as follows. First, this robot creates the time series of commands, $U$, from a motion parameter, $\theta$. It executes $U$, performs the motion, and records the tuples $(s, t, \theta)$, where $t$ is the time elapsed since the initiation of the motion, and $s$ is the state of the robot at $t$ (Fig. 3(1)). The robot repeats this changing $\theta$. Then, it constructs a lookup table using these tuples (Fig. 3(2)).

Finally, it generates a motion referring to this table (Fig. 3(3)). The robot obtains the query of the state, $s_q$, and the time, $t_q$. The query requires that the state of the robot, $s$, reaches $s_q$ after $t_q$. The robot inputs the query to the table, and the table outputs whether the table contains a tuple that includes both $s$ and $t$ close enough to $s_q$ and $t_q$, respectively. In this study, we defined the two times, $t_q$ and $t$, and the two states, $s_q$ and $s$, to be enough close to each other when $|t_q - t| < \Delta t/2$ and when $||s_q - s|| < d_{grid}/2$, respectively, where $\Delta t$ is the time step, and $d_{grid}$ is the grid interval described in the next subsection, respectively. If the table outputs true, the table provides the robot with $\theta$ in this tuple, and the robot creates $U$ from this $\theta$ and executes $U$.

B. Basics of IMoLo

Here, we provide some details information about IMoLo, which help improve efficiency.

1) Nonlinear Interpolation Using Forward Models: Generating the lookup table (Fig. 3(2)) only from samples acquired from trials of the robot results in a trade-off. That is, conducting many trials to obtain dense $s$ values increases the risk of the robot being damaged. This risk decreases as the number of trials decreases, but the distribution of $s$ could be sparser. The robot thus estimates $s$ generated from $\theta$, which it has not yet tried using nonlinear interpolation, and adds the sets to the table. Thus, using the training trials data, the robot approximates the nonlinear functions, $f$, predicting $s$ as

$$s = f(\theta, t).$$

Any nonparametric regression methods, such as a computational neural network [19], Gaussian process regression [20], and a $\nu$-support vector regression [21] can be used as a nonlinear approximation.

Using the inverse model used to calculate $\theta$ and $t$ from a given $s$ is another method for nonlinear interpolation. However, inverse models can introduce errors, as with the case shown in Fig. 4(a). In this case, similar samples in the input space may result in different samples in the output space and a large prediction error. Thus, we adopt forward models (Fig. 4(b)).

Additionally, with IMoLo, the control target is switched as described in Section III, and $U$ is changed using Eq. (1) to decrease the number of variables in $\theta$.

2) Voxelization: The number of $s$ can be large and biased in a case where the robot saves all estimated $s$ in the table. Hence, one area might include many $s$ values, whereas another area might consist of only a few $s$ values. In this case, searching for the nearest $s$ among all $s$ values would be time-consuming. Additionally, the table contains unused $s$ values that are almost the same. Thus, it has considerable computational costs and memory consumption. Therefore, the robot uses grid points

Fig. 3. Schematic of IMoLo.
and indices to increase the speed at which $\theta$ is selected as the voxelization.

The robot arranges $s_{\text{grid}}$ grid points evenly at intervals of $d_{\text{grid}}$ in the area where $s$ is distributed. Each grid point, $s_{\text{grid}}$, sets its index as $i$. The robot searches for the nearest $s_{\text{grid}}$ from all $s$, calculates $i$, and obtains tuples $(i, t, \theta)$. Unique sets of these tuples are stored in a table (Fig. 3(2)). Note that some $s$ have the same nearest $s_{\text{grid}}$ and give the same $i$, but no $s$ gives an $i$. Therefore, the number of $i$ in this table is smaller than that of all predicted $s$. When selecting the unique sets, if several $s$ result in the same nearest $s_{\text{grid}}$ and $i$, one $s$ is randomly selected.

3) Update of Commands: The robot should update $U$ after initiating a motion in some cases. For example, the predicted future positions of a flying ball $p_{\text{ball}}$ are used as $s_q$ in the jump-and-hit motions in this study. In such a case, the robot should repeat predicting the positions, obtain new $s_q$, and update $U$ to compensate for prediction errors. The tuple $(i, t, \theta)$ indicates that the state reaches the $i$th grid point at time $t$ after the onset of a motion if the robot generates and executes this motion using $\theta$. Thus, the robot selects a tuple such that $t$ is sufficiently close to the future time, $t_q$, before the onset of motion (Fig. 4(c)). After a time, $t_c$, from initiating a motion, the robot selects another tuple such that $t$ is sufficiently close to $t_q + t_c$ (Fig. 4(d)). The robot should select a tuple having a new motion parameter, $\theta$, to generate a new $U$ such that the already executed parts of an old $U$ match parts prior to time $t_c$ of this new $U$ (Fig. 4(e)).

C. Limitation

IMoLo can be used for other tasks in which the control targets are switched to correspond with a movement of an object, such as the pick and place task of the robot arm while avoiding a moving object, catching a thrown object, and fast walking while avoiding humans. IMoLo works without any additional learning when conditions change, such as a moving ball during a hitting task as long as the robot can manage this changing by changing control target and achieve its goal.

IMoLo has some limitations. A robot using IMoLo learns motions from the same initial state. Thus, it will need to reach its initial state each time before performing the learned motion. Additionally, a robot using IMoLo will perform many different patterns of motions generated from different motion parameters to learn new motions. Conducting trials to learn models in IMoLo could damage the robot.

V. LIBEROBOT: A PNEUMATIC HUMANOID ROBOT EXECUTING JUMP-AND-HIT MOTIONS

Experiments to test IMoLo require a pneumatic humanoid robot that performs jump-and-hit motions. Such a robot should be light enough to decrease the damage of a dynamic motion while generating high-power. However, such robots are currently unavailable on the market. Thus, we developed a pneumatic humanoid robot called “Liberobot” (Fig. 5).

A. Mechanical System

Fig. 5 presents the appearance of Liberobot. Table I lists its specifications. The robot has a height of 1163 mm and width of
400 mm, and it weighs 7.4 kg without its power cable, local area network (LAN) cable, and external air tube. The robot has two legs and two arms. We attached an acrylic plate to each arm to enable it to hit a ball. The size of this plate is 300 × 80 mm, and its thickness is 3 mm. The shorter side of the plate corresponds to the shoulder joint for each arm, and hip, knee, and ankle joints in both legs. The range of motion of the joints is from 0 to 150° for the shoulder, hip, and knee, and from −45 to +45° for the ankle relative to the posture in Fig. 5(a). The robot has eight joints: one shoulder joint for each arm, and hip, knee, and ankle joints in both legs. The lengths between the shoulder and hip, hip, and knee, and knee and ankle are 446, 290, and 310 mm, respectively. The length of the feet is 211 mm.

We arranged the axes of all joints in parallel as pitch joints orthogonal to the sagittal plane. Liberobots with flat soles can only generate motions along the sagittal plane; it cannot reach different hand positions in the side direction (Fig. 5(a)) during the jump-and-hit motions. Attaching other actuated joints with axes along directions allow the hand to reach different positions in the side direction while increasing the weight of the robot. Thus, inspired by research on the shapes of the soles of biped robots [22], we equipped ours with non-flat soles instead of attaching extra joints (Fig. 5(c)). The soles have a semicircular shape with a radius of 48 mm and an axis aligned in the forward direction (Fig. 5(b)). We selected this semicircular shape as a simple curve of the non-flat sole. The sole is rolled to the side by the force biased toward the side by only the joint torque on the pitch axes, and the rolling shifts the jump-and-hit motions in the roll direction. The roll motion enables the robot with the joints of the same axis to reach the hand to different lateral positions.

Two cylinders having an inner diameter of 25 mm drive the arms of the robot, and cylinders having a diameter of 40 mm actuate the legs. The thickness of the cylinder tube of these cylinders is 1 mm. The cylinder tubes are made of carbon fiber reinforced plastic (CFRP). The length of the joint moment arm is 26 mm. Speed-reduction pulleys having a speed reduction ratio of two are attached to the leg joints to generate a large torque. These parameters were determined as described in our previous work [23].

B. Control System

Electrical power is externally supplied to the robot via electric cables. The robot computer was provided with a power of 5 V, and the air-pressure sensors and valves were provided with a power of 24 V. An external compressor (SLP-221EBD, ANEST IWATA Corp.) supplied compressed air to the robot. This compressor sends compressed air to the cylinder through a polyurethane tube with inner and outer diameters of 4 and 6 mm, respectively, and four aluminum tanks on board with a volume of 550 ml each.

The robot was equipped with eight pressure-proportional valves (Tecno-basic, Hoerbiger). Fig. 6(a) shows the connection between these valves with the chambers and valve numbers. Using one valve to control one chamber of a cylinder (i.e., using twice the number of valves as cylinders) increases the weight of the robot. Therefore, we decreased the number of valves so that one valve (#7) controlled the two chambers that elevate the arms, and another valve (#8) controlled the two chambers that depress the arms and the six chambers that bend the legs.

The robot has eight pressure sensors (PSE560, SMC) onboard and receives motion data from 11 external motion-capture cameras (Prime13 W, NaturalPoint, Inc.) installed in the room. We connected these pressure sensors to the tubes between the valves and chambers to debug the robot motion data and analyze the results. These cameras were installed to measure the positions of the ball and body parts of the robot.

Fig. 6(b) shows the software communication channels used in Liberobot. The robot has a single onboard computer (i.e., computer 1, BeagleBone Black, BeagleBoard.org), which controls the communication of the robot with the external computers (i.e., computer 2 and computer 3) via a LAN cable, pressure sensors via an analog-to-digital converter (ADC) board, and valves via a digital-to-analog converter (DAC) board. Computer 1 receives the commands for the output of the robot from an external computer (computer 2, Intel Xeon, 3.10 GHz) and sends these to the valves via a DAC board. Computer 1 also receives data from the pressure sensors via an ADC board and sends these to computer 2. The software running on computer 3 (Intel Core i7-3770, 3.40 GHz) receives the positions of the motion-capture markers from the software of the motion-capture system (MOTIVE; NaturalPoint, Inc.) running on the same machine via NatNetSDK, which serves as the application programming interface. It sends these positions to computer 2, which then computes the commands. These three computers communicate with each other via TCP/IP protocol.

C. Ball-Trajectory Prediction

Liberobot observes the position of the ball using the positions of the markers measured by the motion-capture cameras. When the robot detects a marker located farther from the robot than 2.2 m, the robot recognizes this marker as the ball. The robot can also detect the position of the ball by directly processing
TABLE II

| Motor Commands [0.1 MPa] for Jump-and-Hit Motions |
|-----------------|------|-------|-----|-----|-----|-----|-----|
| \( t_i \) [s]  | \( u_i \) | \#1 | \#2 | \#3 | \#4 | \#5 | \#6 |
|----------------|------|-----|-----|-----|-----|-----|-----|
| 0.10           | \( u_1 \) | 6.0 | 4.0 | 1.0 | 6.0 | 4.0 | 1.0 |
| 1.20           | \( u_2 \) | 0.0 | 0.0 | 0.0 | 0.0 | 3.0 | 0.0 |
| \( u_m \)     | 0.5  | 2.5 | 0.2 | 0.5 | 2.5 | 0.2 | 0.0 |
| \( u_k \)     | 0.0  | 1.5 | 0.0 | 0.0 | -1.5| 0.0 | 0.0 |

Fig. 7. Errors when using interpolation were smaller than those without interpolation for eight training trials \((N_t = 8)\). Bars and lines represent the mean values and standard deviations. \( s \) and \( ** \), respectively, represent \( p < 0.05 \) and \( p < 0.01 \) in a t-test. \( N = 100 \).

VI. JUMP-AND-HIT SIMULATIONS

We simulated the jump-and-hit motions using a pneumatic humanoid robot to validate the nonlinear interpolation in IMoLo. We used the Open Dynamics Engine [26] as a dynamic simulator. We set the error reduction parameter, the constraint force mixing parameter, the time step, and the number of positions at which we calculate the collision to \( 10^{-6}, 10^{-6}, 10^{-4} \text{s}, \) and 3, respectively. We set the joint composition and the size, mass, and inertia of the links of the model to the same as those of Liberobot. We simulated actuation of air cylinders in the robot using air dynamics models from [27].

We validated nonlinear interpolation in IMoLo as follows. First, we randomly selected \( \theta \), simulated a motion using this \( \theta \), recorded the hand position of the model, \( \mathbf{p}_{\text{hand}} \), randomly selected \( f \) from the time when swinging the arm in this motion as \( t_q \), and obtained \( \mathbf{p}_q = \mathbf{p}_{\text{hand}}(t_q) \) as \( s_q \). Second, we randomly selected \( \theta \), simulated a motion using this \( \theta \), and recorded \( \mathbf{p}_{\text{hand}} \). We repeated this \( N_t \) times as training trials. Third, we created a lookup table using the data of these training trials. When creating this table, we did not voxelize the hand positions to omit the effects of voxelization. Finally, we calculated \( \theta \) from \( s_q \) and \( t_q \) using the table, simulated a motion using this \( \theta \), and recorded \( \mathbf{p}_{\text{hand}} \). If the lookup table gives the optimal \( \theta \), then \( d_p \) is close to zero. We repeated this process 100 times and recorded \( d_p \) with interpolation \((w)\) and \( d_p \) without interpolation \((w/o)\). We compared \( d_p \) \((w)\) with \( d_p \) \((w/o)\). We changed the number of training trials, \( N_t \), to 8, 16, and 24. We generated models designed with a radial basis function \((\text{RBF})\) kernel setting the regularization constant, insensitive loss parameter, and kernel width to 0.1427, 0.0143, and 1.0, respectively.

Fig. 7 shows \( d_p \). The figure indicates that the mean values when adopting nonlinear interpolation were smaller than those in the case in which \( N_t = 8 \) and larger than those in the cases in which \( N_t = 16 \). The \( p \) values for \( N_t = 8 \) and \( N_t = 16 \) were 0.02, 0.0001, and 0.07, respectively. We supposed that the model could estimate commands more accurately through nonlinear interpolation when there were few training trials, but the model could be estimated by using a sufficient number of valid commands and times by only using samples with many training trials. These results suggest that the nonlinear interpolation would enable a robot to learn motions with few training trials, as with a real robot.
VII. JUMP-AND-HIT EXPERIMENTS USING LIBEROBOT

We conducted jump-and-hit experiments using Liberobot to confirm that a pneumatic humanoid robot can execute jump-and-hit motions using IMoLo.

A. Setup

To learn the motions and evaluate the accuracy with which they are performed, we measured the motions of the Liberobot using a motion-capture system. To measure the motions, we attached spherical markers covered with reflective materials to the joint axis, hands, and feet of the robot. The motion-capture system measured the positions of the markers at 120 fps.

We used a soft polyurethane foam ball (diameter: 90 mm; weight: 10 g) to avoid damage or injury during the experiments. We attached reflective seals to the surface of the ball to measure its position using motion-capture cameras.

To enable us to control the experimental conditions, we developed and used a machine to throw the ball to the robot during the experiments. The dimensions of this machine were 0.4 m (W) × 0.6 m (D) × 1.1 m (H). The machine was equipped with one pneumatic rod cylinder to move its arm and the same two pressure-proportional valves and computer as those used in Liberobot. We decided that the ball would be thrown from about 5 m away from the robot to land in front of it after 1 s. The robot would then jump forward and hit the ball in the air according to the motion setting. We prepared the machine to throw a ball to satisfy these features.

We placed the robot on a box of 400-mm height. The robot sat by stopping its movement at the joints in its legs as they were at the ends of their range of motion. We marked the feet of the robot and the box to ensure the same initial posture and position of the robot at each run.

We placed a soft athletics mat in front of the robot to reduce damage. We also connected the robot to a rope attached to a crane in the room. This rope was long and was adequately supported to avoid disrupting the motions of the robot. Subsequent to the hitting motion, the rope pulled the robot upward, ensuring that the legs of the robot landed on the mat softly.

B. Experimental Procedure

The simulation results in Section VI indicates that the prediction errors using nonlinear interpolation in IMoLo were smaller than those without it when the trial number was eight. We supposed that the dynamics of the real robot are more complex than those in simulations, and a large number of trials was required to accurately approximate the dynamics. Thus, during training, the robot executed 15 motions with different commands.

Table III also presents $k$ and $t_w$ used in this training. The valuenumbers in this table are the same as in Fig. 6. We set the supplied air pressure at 0.9 MPa.

We extracted the hand position, $\mathbf{p}_{\text{hand}}$, as $s$ at $0.13 < t - t_w < 0.22$ for the training sample as the positions where the hand is placed at the moment of hitting, where $t$ is the elapsed time from the onset of the motion. As a result, we sampled 161 training data points. Using support vector regression [21], we generated models designed with the RBF kernel setting the regularization constant, an insensitive loss parameter, and the kernel width to the same parameters used in Section VI.

We estimated $\mathbf{p}_{\text{hand}}$ by varying $t_w$ from 0.21 to 0.41 s in intervals of 0.002 s, $k$ from -1 to +1 in intervals of 0.0133, and $t - t_w$ from 0.14 to 0.21 s at intervals of 0.002 s. We set $d_{\text{grid}} = 10$ mm and the time step of the state transition of the ball to predict its position $\Delta t = 0.0083$ s, respectively.

In the test trials, the machine threw the ball 20 times from two positions (i.e., 10 times from each position) in different directions. Trials in which the arm of the robot hit the ball were considered successful. We calculated the success ratio and accuracy of the positions reached by the robotic hand.

C. Results

Fig. 8(a) shows the snapshots of the jump-and-hit motions of the robot in the experiments. This figure indicates that the robot generated different motions without being pulled by the rope and jumped forward and hit the ball in the air. The robot hit the ball 16 times in 20 trials. The success rate was 0.8.

Fig. 8(b) shows the trajectories of the ball and the hand positions of the robot before hitting in successful cases. The figure indicates that the ball was thrown from two positions, the robot generated different motions, and the ball was hit at different positions.

The success rate and the distance between the hand and ball when hitting was determined by the repeatability of the robot, the errors of the regression, the ones of using the grid, and the prediction error of the ball. The mean and the standard deviation of the distance between the selected grid positions and the positions where the hand reached were 12.9 and 9.4 mm, respectively. The mean and the standard deviation of the distance between the predicted ball positions before 0.25, 0.50, and 0.75 s and the positions where the ball reached were 46.1 and 34.2 mm, 155.9 and 32.0 mm, and 338.2 and 35.7 mm, respectively. The prediction errors of the ball were larger than the errors of the hand. Thus, these results suggest that the success ratio was mainly determined the prediction errors of the ball.

VIII. CONCLUSION

This study proposed the IMoLo method for immediately generating dynamic motions of a pneumatic humanoid robot.
to support jump-and-hit motions. In simulations, the prediction errors of the positions where the hand of a humanoid robot reached in its jump-and-hit motions with the nonlinear interpolation in IMoLo were smaller than those without it. A pneumatic humanoid robot called “Liberobot,” equipped with SIP-CCs, performed different jump-and-hit motions using IMoLo and hit a ball originating from different positions at a success rate of 0.8. The results indicate that a pneumatic humanoid robot can reached in its jump-and-hit motions with the nonlinear interpolation in IMoLo were smaller than those without it. A pneumatic humanoid robot called “Liberobot,” equipped with SIP-CCs, performed different jump-and-hit motions using IMoLo and hit a ball originating from different positions at a success rate of 0.8. The results indicate that a pneumatic humanoid robot can

Fig. 8. (a) Snapshots of two jump-and-hit motions and the coordinates. The red circles show the positions of the ball. (b) Trajectories of the ball (left) and hand (right) before hitting. The red circles show the positions of the ball and hand at the instance of hitting. The blue dots shows the positions of the hand in the training data.
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