Convolution theorems associated with quaternion linear canonical transform and applications
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Abstract

Novel types of convolution operators for quaternion linear canonical transform (QLCT) are proposed. Type one and two are defined in the spatial and QLCT spectral domains, respectively. They are distinct in the quaternion space and are consistent once in complex or real space. Various types of convolution formulas are discussed. Consequently, the QLCT of the convolution of two quaternionic functions can be implemented by the product of their QLCTs, or the summation of the products of their QLCTs. As applications, correlation operators and theorems of the QLCT are derived. The proposed convolution formulas are used to solve Fredholm integral equations with special kernels. Some systems of second-order partial differential equations, which can be transformed into the second-order quaternion partial differential equations, can be solved by the convolution formulas as well. As a final point, we demonstrate that the convolution theorem facilitates the design of multiplicative filters.

Keywords: Quaternion linear canonical transform, convolution theorem, Fredholm integral equation, quaternion partial differential equations, multiplication filters

2010 MSC: 42A85, 35A22, 45B05, 44A35

1. Introduction

The convolution theorem plays a crucial role in signal processing [2] and solving differential and integral equations [3]. It states that under suitable conditions the Fourier transform of a convolution equals the product of their Fourier transforms. It would be convenient for the analysis of multiplicative filters in the
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spectral domain. The Fourier transform is a special case of linear canonical transform, both of them are useful tools in signal processing. The convolution theorem of the linear canonical transform has been investigated\[2, 4, 5, 6, 11, 17, 18\]. These convolution structures have elegance and simplicity, which states that a modified ordinary convolution in the time domain is equivalent to a simple multiplication operation for linear canonical transform and Fourier transform. Nevertheless, these convolution structures are only suitable for real and complex signals, not for higher dimensional signals like quaternions. Quaternions have shown advantages over real and complex within multidimensional signal processing due to the good consistency of the correlation among its four components\[9, 10\]. A color image can be expressed by a pure quaternion number. As opposed to processing each of the three components independently, all three color components of the image are treated together. Multidimensional signal processing by quaternions has become a hot research topic\[11\].

The quaternion Fourier transform (QFT) is a powerful tool in colour image processing\[12, 13\]. To meet the new needs of quaternion signal processing, the quaternion linear canonical transform (QLCT) is developed to circumvent this problem. A linear canonical transform is a generalization of the Fourier transform, so researchers introduced the QLCT\[9\], which includes many well-known signal processing operations, such as the QFT and quaternion fractional Fourier transform\[18, 19\] as its special cases. Furthermore, the quaternionic offset linear canonical transform is a generalization of the QLCT and has been studied in\[20, 21\]. The QLCT was shown to be a flexible tool in signal processing\[22, 23, 24, 10, 25, 26\]. Some important theorems of QLCT have been studied, such as the inversion theorems\[27\], the Phancherel theorems\[28\], uncertainly principles\[9, 25\], and sampling theorems\[23, 29\].

1.1. Related works

The convolution theorem associated with the quaternion Fourier transform (QFT) has been studied\[14, 15, 16, 17\]. The convolution theorems for the two-sided QFT are studied in\[14\], which stated the QFT of the convolution operator is equal to the summation of the products of their QFTs. Bahri et al. applied their QFT convolution to study hypoelliptic and to solve the heat equation in\[14\]. Later Bujack et al. proposed the Mustard convolution of the two-sided QFT\[15\]. The Mustard convolution can be expressed in the spectral domain as the pointwise product of the QFTs of the factor functions. It behaves nicely in the spectral domain but complicates in the corresponding spatial domain. Hitzer et al. studied the Mustard convolution of the two-sided QFT\[16\]. The relationship between the classical and the Mustard convolutions is studied in detail\[16\]. De Bie et al. proposed a new Mustard convolution for the left-sided QFT, the correspondence between classical and the new Mustard convolution is analyzed in\[17\].

Recently, researchers introduced the QLCT convolution theorems\[30, 31, 32\]. Saima et al. in\[30\] studied the theory of one-dimensional QLCT, such as the inversion formula, linearity, convolution theorem, Parseval’s identity, and the product theorem. There are mainly two types of QLCT in two-dimensional QLCT, one-sided and two-sided QLCT, due to the incommutable nature of quaternion multiplication. The
one-sided QLCT was proposed by Mawardi et al. in [31]. They studied its convolution and correlation theorems and established its uncertainty principle. Li et al. introduced a canonical convolution operator for the two-sided QLCT in [32]. They studied its convolution, correlation, and product theorems. In contrast to the Fourier transform, they do not have the elegant classical result or efficient implementation. The convolution theorem derived in Li et al. [32] shows that the two-sided QLCT of the convolution of the two quaternionic functions is equal to the sum of the products of their QLCTs and two-phase factors. Hence it is not the same as the Fourier transform theorem. It is not easy to implement comparable to that of the Fourier transform.

In the present paper, two novel types of convolution operators for the two-sided QLCT are proposed. They are defined on spatial and spectral domains respectively. They are distinct in the quaternion space and are consistent once in complex or real space. These are different from those introduced in [32, 31]. The proposed convolution theorems state that the QLCT of convolution in the spatial domain is equivalent to a multiplication operation of their QLCTs or summation of multiplication operations. Using the new convolutions, we define the correlation operators, solve the Fredholm integral equation, some special systems of second-order partial differential equations, and multiplication filters in QLCT.

1.2. Paper Contributions

The contributions of this paper are summarized as follows.

1. Two types of QLCT convolution operators are proposed, denoted by $\odot_{A_1, A_2}$ and $\star$. Their definitions are based on spatial and spectral dimensions, respectively. The corresponding convolution theorems, the Parseval formula, the energy theorem, and the product theorem are established.

   - The convolution theorem for quaternion slice functions is given by Theorem 3.
   - The convolution theorems for quaternion functions are provided in Theorems 2, 5 and 8.

2. Four types of applications of convolution theorems are given.

   - The first one is to define two correlation operators by the corresponding convolution operators, which can be reduced to the correlation operations for 2-D Fourier transform and QFT in [33]. Moreover, the correlation theorems are obtained.
     - The correlation theorem for slice quaternion functions is given by Theorem 6.
     - The correlation theorems for quaternion functions are provided in Theorems 7 and 9.
   - The second one is to solve the Fredholm integral equation of the first kind involving special kernels.
   - The third one is to solve some special system of second-order partial differential equations.
   - The last one is to design multiplication filters in the QLCT domain.
Table 1: List of acronyms and symbols used in this article.

| Acronym | Description |
|---------|-------------|
| \(H\)   | Quaternion space. |
| \(U\)   | Unit pure imaginary quaternion, \(U := \{q|q = q_r + q_u, q_r = 0, q_u^2 = -1\}\). |
| \(H(\mu)\) | Slice quaternion, \(H(\mu) := \{q|q = q_r + \mu q_r, q_r, \mu \in \mathbb{R}, \mu \in U\}\). |
| \(L^p(\mathbb{R}^2, \mathbb{H})\) | \(L^p : \mathbb{R}^2 \rightarrow \mathbb{H}, \|f\|_p := (\int_{\mathbb{R}^2} |f(x,y)|^p dx dy)^{\frac{1}{p}} < \infty\). |
| \(L^{\mu,\nu}[f]\) | \(L^{\mu,\nu}[f] = L^{\mu,\nu}_{A_1, A_2}[f]\). |
| \(A_i\) | \(A_i = \begin{pmatrix} a_i & b_i \\ c_i & d_i \end{pmatrix}, i = 1, 2.\) |
| \(\tilde{A}_i\) | \(\tilde{A}_i := \begin{pmatrix} a_i & b_i \\ \frac{c_i}{2} & -\frac{d_i}{2} \end{pmatrix}, i = 1, 2.\) |

1.3. Paper Outlines

The paper is organized as follows. Section 2 gives a brief review of quaternion, QFT, and QLCT as well as their basic properties. Section 3 proposes the first type of convolution structure for the QLCT and applications. Section 4 provides the second type of convolution structure for the QLCT and applications. Some conclusions are drawn, and future works are proposed in Section 5.

1.4. Notations

In this work, scalars are represented using an italic letter (e.g., \(x\)). The three imagery units of quaternion space are denoted by boldface lowercase letters (e.g., \(\mu, \nu,\) and \(\eta\)). Table 1 summarizes the key notations and acronyms used in this paper.

2. Preliminaries

2.1. Quaternion algebra

Hamilton invented the 4-D quaternion algebra \(\mathbb{H}\) [1] in 1843,

\[
\mathbb{H} := \{q = q_r + \mu q_\mu + \nu q_\nu + \eta q_\eta | q_r, q_\mu, q_\nu, q_\eta \in \mathbb{R}\},
\]

where \(\mu, \nu, \eta\) are three units and obey the Hamilton’s multiplication rules: \(\mu^2 = \nu^2 = \eta^2 = \mu \nu \eta = -1, \mu \nu = -\nu \mu = \eta\). The quaternion algebra is a generalization of the complex algebra \(\mathbb{C}\). When \(q_r = 0\), we call \(q := \mu q_\mu + \nu q_\nu + \eta q_\eta\) a pure imaginary quaternion. Let \(U\) be the unit pure imaginary, that is
$\mathbb{U} := \{ q | q = q_r + q, q_r = 0, q^2 = -1 \}$. To proceeding further, let $\mathbb{H}(\mu)$ be the field spanned by $\{1, \mu\}$, which is the slice quaternion of $\mathbb{H}$. That is,

$$\mathbb{H}(\mu) := \{ q | q = q_r + \mu q_\mu, q_r, q_\mu \in \mathbb{R}, \mu \in \mathbb{U} \}.$$ 

Meanwhile, the conjugate of $q \in \mathbb{H}$ is defined by $q := q_r - (\mu q_\mu + \nu q_\nu + \eta q_\eta)$. The modulus of $q \in \mathbb{H}$ can be defined as $|q| := \sqrt{q q} = \sqrt{q^2 + q_\mu^2 + q_\nu^2 + q_\eta^2}$. By [1], a quaternionic function $f : \mathbb{R}^2 \to \mathbb{H}$ can be expressed in the following form:

$$f = f_r + \mu f_\mu + \nu f_\nu + \eta f_\eta,$$

where $f_a, f_b \in \mathbb{H}(\mu)$.

Let $L^p(\mathbb{R}^2, \mathbb{H})$ with integer $p \geq 1$, denote the linear space consisting of all quaternionic functions in $\mathbb{R}^2$ such that

$$\|f\|_p := \int_{\mathbb{R}^2} |f(x, y)|^p dx dy < \infty.$$ 

That is,

$$L^p(\mathbb{R}^2, \mathbb{H}) := \{ f | f : \mathbb{R}^2 \to \mathbb{H}, \|f\|_p := \left( \int_{\mathbb{R}^2} |f(x, y)|^p dx dy \right)^{\frac{1}{p}} < \infty \}.$$ 

If integers $q, p \geq 1, \frac{1}{p} + \frac{1}{q} = 1, f \in L^p(\mathbb{R}^2, \mathbb{H}), g \in L^q(\mathbb{R}^2, \mathbb{H})$, then Hölder’s inequality yields

$$\int_{\mathbb{R}^2} |f(x, y)g(x, y)| dx dy \leq \|f(x, y)\|_p \|g(x, y)\|_q.$$ 

Due to the non-commutativity of quaternion, there are various types of QFT [33], among them the two-sided QFT is defined by

$$\mathcal{F}[f](u, v) := \int_{\mathbb{R}^2} e^{-\mu u x} f(x, y) e^{-\nu v y} dx dy.$$ 

where $f \in L^1(\mathbb{R}^2, \mathbb{H}), (u, v), \in \mathbb{R}^2$.

2.2. QLCT

In this paper, we study the convolution theorems associated with the two-sided QLCT (hereinafter referred to as the QLCT), which is a generalization of QFT in Eq. [4]. The QLCT is defined as following
The following lemma tells us the conditions under which the QLCT can be inverted.

**Lemma 1.** Suppose \( f \) and \( \mathcal{L}^{\mu, \nu}[f] \in L^1(\mathbb{R}^2, \mathbb{H}) \), then

\[
f(x, y) = \mathcal{L}^{\mu, \nu}[f](x, y) = \int_{\mathbb{R}^2} K_{\mathbb{A}_1^{-1}}^{\mu}(u, x) \mathcal{L}^{\mu, \nu}[f](u, v) K_{\mathbb{A}_2^{-1}}^{\nu}(v, y) du dv,
\]

for almost everywhere \((x, y) \in \mathbb{R}^2\).

The following lemma tells us the \( L^p \) bound of the classical convolution operator \( \ast \) of quaternionic functions. Despite its trivial proof, the implications of Lemma 2 are crucial. As a result, we prove this lemma.

**Lemma 2.** For given functions \( f \in L^p(\mathbb{R}^2, \mathbb{H}), g \in L^1(\mathbb{R}^2, \mathbb{H}) \), integers \( 1 \leq p \leq \infty \), let

\[
(f \ast g)(x, y) := \int_{\mathbb{R}^2} f(x - \tau_1, y - \tau_2)g(\tau_1, \tau_2) d\tau_1 d\tau_2,
\]
then
\[ \| f * g \|_p \leq \| f \|_p \| g \|_1. \] (8)

Proof. Firstly, we need to show that
\[ \left| \int f(x, y) \, dx \, dy \right| \leq \int |f(x, y)| \, dx \, dy, \]
the \( \int f(x, y) \, dx \, dy \) can be rewritten as
\[ \int f(x, y) \, dx \, dy = \left| \int f(x, y) \, dx \, dy \right| \cdot \Theta, \]
where \( \Theta := \frac{\int f(x, y) \, dx \, dy}{\int f(x, y) \, dx \, dy} \), if \( \left| \int f(x, y) \, dx \, dy \right| \neq 0 \), then
\[ \int f(x, y) \Theta^{-1} \, dx \, dy = \left| \int f(x, y) \, dx \, dy \right| \geq 0. \]
Set \( w(x, y) = f(x, y)\Theta^{-1} = w_r(x, y) + \mu w_\mu(x, y) + \nu w_\nu(x, y) + \eta w_\eta(x, y) \), we have
\[ 0 \leq \int f(x, y) \, dx \, dy = \int f(x, y) \Theta^{-1} \, dx \, dy \]
\[ = \int w_r(x, y) \, dx \, dy \leq \int w_r^2(x, y) + w_\mu^2(x, y) + w_\nu^2(x, y) + w_\eta^2(x, y) \, dx \, dy \]
\[ = \int |f(x, y)\Theta^{-1}| \, dx \, dy = \int |f(x, y)| \, dx \, dy. \]
Inequality (8) can be obtained by applying the analogous argument to [3]. □

3. Spatial convolution theorems

In this section, we introduce the spatial convolution operator \( \otimes_{A_1, A_2}^{\mu, \nu} \). Moreover, the corresponding correlation operator is defined. Finally, some applications are given at the end of the section.

3.1. Spatial convolution \( \otimes_{A_1, A_2}^{\mu, \nu} \)

Before we give the definition of the spatial convolution operator \( \otimes_{A_1, A_2}^{\mu, \nu} \). Let us first define a weight function \( W_A^\mu \) from \( \mathbb{R}^2 \) to \( \mathbb{H}(\mu) \) by
\[ W_A^\mu(t, \tau) := \frac{1}{\sqrt{2\pi b_\mu}} e^{\mu(\tau(t - t) + \tau)}, (t, \tau) \in \mathbb{R}^2 \]
where \( A \) denote the parameter matrix \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \), \( a, b, c, d \) are real numbers satisfying \( ad - bc = 1 \).
Definition 1. *(Spatial convolution operator \(\otimes_{A_1,A_2}^{\mu,\nu})* Let \(f \in L^p(\mathbb{R}^2, \mathbb{R})\), \(g \in L^1(\mathbb{R}^2, \mathbb{R})\), integers \(1 \leq p \leq \infty\), the spatial convolution operator \(\otimes_{A_1,A_2}^{\mu,\nu}\) is defined by
\[
(f \otimes_{A_1,A_2}^{\mu,\nu} g)(x,y) := \int_{\mathbb{R}^2} W^\mu_{A_1}(x,\tau_1)W^\nu_{A_2}(y,\tau_2) f(\tau_1,\tau_2)g(x-\tau_1, y-\tau_2) d\tau_1 d\tau_2.
\]

(9)

Remark 1. When \(a_1 = d_1 = 0, b_i = 1\), convolution operator \(\otimes_{A_1,A_2}^{\mu,\nu}\) reduces to the classical convolution operator \(\ast\) defined in Eq. (7).

Theorem 1. *(\(L^p\) bounded of spatial convolution)* For given functions, \(f \in L^p(\mathbb{R}^2, \mathbb{R})\) and \(g \in L^1(\mathbb{R}^2, \mathbb{R})\), integers \(1 \leq p \leq \infty\), then
\[
\|f \otimes_{A_1,A_2}^{\mu,\nu} g\|_p \leq \|f\|_p \|g\|_1.
\]

Proof. As \(|W^\mu_{A_1}| = \frac{1}{\sqrt{2\pi b_1}}\) and \(|W^\nu_{A_2}| = \frac{1}{\sqrt{2\pi b_2}}\), this theorem is easily obtained from Lemma 2.

Theorem 2. *(Spatial convolution theorem in \(\mathbb{H}\))* Let \(f \in L^p(\mathbb{R}^2, \mathbb{R})\), \(g \in L^1(\mathbb{R}^2, \mathbb{R})\) and \(g = g_1 + \mu g_2, g_1, g_2 \in \mathbb{H}(\nu)\),
\[
L^{\mu,\nu}[f \otimes_{A_1,A_2}^{\mu,\nu} g](u,v) = e^{\mu(-\frac{d_1}{2\tau_1}u^2)} L^{\mu,\nu}[L^{\mu,\nu}[f]g_1](u,v)e^{\nu(-\frac{d_2}{2\tau_2}v^2)} + e^{\mu(-\frac{d_1}{2\tau_1}u^2)} L^{\mu,\nu}[L^{\mu,\nu}[f \mu]g_2](u,v)e^{\nu(-\frac{d_2}{2\tau_2}v^2)}.
\]

Proof. By Theorem 7, \(L^{\mu,\nu}[f \otimes_{A_1,A_2}^{\mu,\nu} g]\) is well defined. We have
\[
L^{\mu,\nu}[f \otimes_{A_1,A_2}^{\mu,\nu} g](u,v) = \int_{\mathbb{R}^2} K^{\mu}_{A_1}(x,u)f \otimes_{A_1,A_2}^{\mu,\nu} g(x,y)K^{\nu}_{A_2}(y,v)dx dy
\]
\[
= \int_{\mathbb{R}^2} \frac{1}{\mu b_1 2\pi} e^{\mu(-\frac{d_1}{2\tau_1}x^2-\frac{d_1}{2\tau_1}uu+\frac{d_1}{2\tau_1}uu^2)} f \otimes_{A_1,A_2}^{\mu,\nu} g(x,y)e^{\nu(-\frac{d_2}{2\tau_2}y^2-\frac{d_2}{2\tau_2}yy+\frac{d_2}{2\tau_2}yy^2)} \frac{1}{\nu b_2 2\pi} dx dy
\]
\[
= \int_{\mathbb{R}^2} \frac{1}{\mu b_1 2\pi} \int_{\mathbb{R}^2} \frac{1}{\nu b_2 2\pi} e^{\mu(\frac{d_1}{2\tau_1}x^2-\frac{d_1}{2\tau_1}uu)} f(\tau_1,\tau_2) e^{\nu(\frac{d_2}{2\tau_2}v^2)} g(x-\tau_1, y-\tau_2) dx dy
\]
By changing variables \(s = x-\tau_1, t = y-\tau_2\), we get
\[
L^{\mu,\nu}[f \otimes_{A_1,A_2}^{\mu,\nu} g](u,v) = \int_{\mathbb{R}^2} \frac{1}{\mu b_1 2\pi} \int_{\mathbb{R}^2} \frac{1}{\nu b_2 2\pi} e^{\mu(-\frac{d_1}{2\tau_1}(s+t)^2-\frac{d_1}{2\tau_1}u(s+t)+\frac{d_1}{2\tau_1}uu^2)} \int_{\mathbb{R}^2} \frac{1}{\nu b_2 2\pi} e^{\nu(-\frac{d_2}{2\tau_2}t^2)} f(s,t) g_1(s,t) + \mu g_2(s,t) d\tau_1 d\tau_2
\]
\[
= e^{\mu(-\frac{d_1}{2\tau_1}u^2)} L^{\mu,\nu}[L^{\mu,\nu}[f]g_1](u,v)e^{\nu(-\frac{d_2}{2\tau_2}v^2)} + e^{\mu(-\frac{d_1}{2\tau_1}u^2)} L^{\mu,\nu}[L^{\mu,\nu}[f \mu]g_2](u,v)e^{\nu(-\frac{d_2}{2\tau_2}v^2)}
\]
which completes the proof.

For the purpose of obtaining the applications of the correlation theorem, the Fredholm integral equations involving special kernels, some special system of second-order partial differential equations, and designing multiplication filters in the QLCT domain, we consider the special case of the spatial convolution theorem with \( L^{\mu,\mu} \). For simplifying the notations, denote

$$\oplus_{A_1, A_2} := \oplus_{A_1, A_2}^{\mu,\mu}.$$  

We divide the subsections into the following: we first study the spatial convolution in \( \mathbb{H}(\mu) \), then apply it to deduce the result in the general quaternion space \( \mathbb{H} \). Firstly, we extend the 1D convolution theorem of LCT \([34]\) to \( \mathbb{H}(\mu) \). The following result is different with those derived in \([4, 9, 44, 5, 7, 5]\), ours preserves the classical Fourier transform property.

3.1.1. \( \oplus_{A_1, A_2} \) in \( \mathbb{H}(\mu) \)

Let \( \tilde{A}_i := \begin{pmatrix} a_i \\ b_i \\ c_i/2 - 1/2 \end{pmatrix} \), \( i = 1, 2 \). It is easy to see that

$$L^{\mu,\mu}_{A_1, A_2}[f](u,v) = e^{-\mu(\frac{d}{\mu}u^2)} L^{\mu,\mu}[f](u,v) e^{-\mu(\frac{d}{\mu}v^2)}.$$  

Theorem 3. (Spatial convolution theorem in \( \mathbb{H}(\mu) \)) Let \( f \in L^p(\mathbb{R}^2, \mathbb{H}(\mu)) \) and \( g \in L^1(\mathbb{R}^2, \mathbb{H}(\mu)) \), then

$$L^{\mu,\mu}[f \oplus_{A_1, A_2} g](u,v) = e^{\mu(\frac{d}{\mu}u^2)} e^{\mu(\frac{d}{\mu}v^2)} L^{\mu,\mu}[f](u,v) L^{\mu,\mu}[g](u,v) \quad \text{and} \quad (10)$$

$$L^{\mu,\mu}[f \oplus_{A_1, A_2} g](u,v) = L^{\mu,\mu}_{A_1, A_2}[f](u,v) L^{\mu,\mu}_{A_1, A_2}[g](u,v). \quad (11)$$

Proof. By Theorem \([1]\) \( L^{\mu,\mu}[f \oplus_{A_1, A_2} g](u,v) \) is well defined. We have that

$$L^{\mu,\mu}[f \oplus_{A_1, A_2} g](u,v) = \int_{\mathbb{R}^2} K^\mu_{A_1}(x,u) f \oplus_{A_1, A_2} g(x,y) K^\mu_{A_2}(y,v) dxdy$$

$$= \int_{\mathbb{R}^2} \sqrt{\frac{1}{\mu b_1 2\pi}} \sqrt{\frac{1}{\mu b_2 2\pi}} e^{\mu(\frac{d}{\mu}x^2 - \frac{1}{\mu_1} xu + \frac{d}{\mu} u^2)} f \oplus_{A_1, A_2} g(x,y) e^{\mu(\frac{d}{\mu}y^2 - \frac{1}{\mu_2} yv + \frac{d}{\mu} v^2)} dxdy$$

$$= \int_{\mathbb{R}^2} \sqrt{\frac{1}{\mu b_1 2\pi}} \sqrt{\frac{1}{\mu b_2 2\pi}} e^{\mu(\frac{d}{\mu}x^2 - \frac{1}{\mu_1} xu + \frac{d}{\mu} u^2)} \left( \int_{\mathbb{R}^2} \sqrt{\frac{1}{\mu \tau_1 2\pi}} e^{\mu(\frac{d}{\mu}\tau_1(x-u) + \frac{d}{\mu} u^2)} f_1(\tau_1, \tau_2) \right)$$

$$g(x - \tau_1, y - \tau_2) \sqrt{\frac{1}{\mu b_2 2\pi}} e^{\mu(\frac{d}{\mu}(\tau_2-y) + \frac{d}{\mu} v^2)} d\tau_1 d\tau_2 \int_{\mathbb{R}^2} \sqrt{\frac{1}{\mu b_1 2\pi}} e^{\mu(\frac{d}{\mu}(\tau_1-x) + \frac{d}{\mu} u^2)} d\tau_1 d\tau_2.$$
By changing variables \( s = x - \tau_1, t = y - \tau_2 \), we have

\[
\mathcal{L}^{\mu} [f \ast_{A_1, A_2} g](u, v) = \int_{\mathbb{R}^2} \sqrt{\frac{1}{\mu b_1}} \sqrt{\frac{1}{\mu b_2}} \exp\left( \frac{\mu}{\sqrt{2\pi}} \left( s^2 - \frac{1}{\sqrt{2}} s u + \frac{\mu}{\sqrt{2}} \tau_1 \right) \right) \mathcal{E}_1 \left( \frac{\mu}{\sqrt{2\pi}} \left( t^2 - \frac{1}{\sqrt{2}} t v + \frac{\mu}{\sqrt{2}} \tau_2 \right) \right) \mathcal{E}_2 \left( \frac{\mu}{\sqrt{2\pi}} \left( s^2 - \frac{1}{\sqrt{2}} s u + \frac{\mu}{\sqrt{2}} \tau_1 \right) \right) \exp\left( \frac{\mu}{\sqrt{2\pi}} \left( t^2 - \frac{1}{\sqrt{2}} t v + \frac{\mu}{\sqrt{2}} \tau_2 \right) \right) ds dt\]

It completes the proof. \( \square \)

**Remark 2.**

- Eqs. (10) and (11) are identical in mathematics. The reader can refer to Figures 1 and 2 for details on how they can be used to design different multiplicative filters.

- Eq. (11) of Theorem 3 generalizes the 1D convolution theorem of the LCT in paper [13] to quaternion setting \( \mathbb{H}(\mu) \). Eq. (11) shows that the QLCT of convolution of two quaternionic functions is the product of their QLCTs without the chip signals. If \( A_1 = A_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \), then Eq. (11) reduces to the classical case of the 2-D Fourier transform.

The Parseval’s formula and Energy theorem in terms of convolution operator \( \ast_{A_1, A_2} \) are given as follows.

**Theorem 4. (Parseval’s formula)** Let \( f, g, \mathcal{L}^{\mu} [f] \) and \( \mathcal{L}^{\mu} [g] \in L^1(\mathbb{R}^2, \mathbb{H}(\mu)) \), then

\[
\int_{\mathbb{R}^2} f(\tau_1, \tau_2) \overline{g(\tau_1, \tau_2)} d\tau_1 d\tau_2 = \int_{\mathbb{R}^2} \mathcal{L}^{\mu} [f](u, v) \overline{\mathcal{L}^{\mu} [g](u, v)} du dv,
\]

where \( \overline{g(\tau_1, \tau_2)} = e^{\mu \tau_1^2 \overline{\frac{\mu}{2\pi b_1}} g(\tau_1, -\tau_2)} e^{\mu \tau_2^2 \overline{\frac{\mu}{2\pi b_2}}} \).

**Proof.** According to Theorem 1 we see that \( f \ast_{A_1, A_2} g \in L^1(\mathbb{R}^2, \mathbb{H}(\mu)) \), then \( \mathcal{L}^{\mu} [f \ast_{A_1, A_2} g] \) is well-defined. Moreover, \( \mathcal{L}^{\mu} [f \ast_{A_1, A_2} g] \in L^1(\mathbb{R}^2, \mathbb{H}(\mu)) \) is followed from the Hölder’s inequality (3), and \( \mathcal{L}^{\mu} [f], \mathcal{L}^{\mu} [g] \in L^1(\mathbb{R}^2, \mathbb{H}(\mu)) \). Due to Lemma 1 we can recover the \( (f \ast_{A_1, A_2} g) \) from its QLCT. That is,

\[
\int_{\mathbb{R}^2} W^{\mu}_{A_1}(x, \tau_1) f(\tau_1, \tau_2) g(x - \tau_1, y - \tau_2) W^{\mu}_{A_2}(y, \tau_2) d\tau_1 d\tau_2 = \int_{\mathbb{R}^2} \sqrt{-\frac{\mu}{2\pi b_1}} e^{\mu \tau_1^2 \overline{\frac{\mu}{2\pi b_1}}} e^{-\mu \tau_1^2 \overline{\frac{\mu}{2\pi b_2}}} e^{\mu \tau_2^2 \overline{\frac{\mu}{2\pi b_2}}} \mathcal{E}_1 \left( \frac{\mu}{\sqrt{2\pi}} \left( s^2 - \frac{1}{\sqrt{2}} s u + \frac{\mu}{\sqrt{2}} \tau_1 \right) \right) \exp\left( \frac{\mu}{\sqrt{2\pi}} \left( t^2 - \frac{1}{\sqrt{2}} t v + \frac{\mu}{\sqrt{2}} \tau_2 \right) \right) ds dt dv.
\]
Setting \( x = y = 0 \) in the above equation, we obtain

\[
\int_{\mathbb{R}^2} e^{\mu \tau_1^2 \frac{\alpha_1}{\pi^1}} f(\tau_1, \tau_2) g(-\tau_1, -\tau_2) e^{\mu \tau_2^2 \frac{\alpha_2}{\pi^2}} d\tau_1 d\tau_2 = \int_{\mathbb{R}^2} e^{\mu \frac{d_1}{\pi} u^2} \mathcal{L}^{\mu}(f)(u, v) \mathcal{L}^{\mu}(g)(u, v) e^{\mu \frac{d_2}{\pi} v^2} dudv.
\]

Note that \( r(\tau_1, \tau_2) = e^{\mu \tau_1^2 \frac{\alpha_1}{\pi^1}} g(-\tau_1, -\tau_2) e^{\mu \tau_2^2 \frac{\alpha_2}{\pi^2}} \), by straightforward computation, we have

\[
e^{\mu \frac{d_1}{\pi} u^2} \mathcal{L}^{\mu}(g)(u, v) e^{\mu \frac{d_2}{\pi} v^2} = \frac{1}{\sqrt{\mu 2\pi b_2}} e^{\mu \left(-\frac{\alpha_1}{2\pi^1} \tau_1^2 + \frac{1}{2\pi^1} \tau_1 u^2 \right)} e^{-\mu \tau_2^2 \frac{\alpha_2}{\pi^2}} \mu \mathcal{R}(\tau_1, \tau_2) e^{-\mu \tau_2^2 \frac{\alpha_2}{\pi^2}}
\]

which completes the proof. \( \square \)

Moreover, if \( r(x, y) = f(x, y) \), then we obtain the following \textbf{Energy theorem}.

\textbf{Corollary 1.} (\textbf{Energy theorem}) Suppose that \( f \) and \( \mathcal{L}^{\mu}(f) \in L^1 \cap L^2(\mathbb{R}^2, \mathbb{H}(\mu)) \), then

\[
\int_{\mathbb{R}^2} |f(\tau_1, \tau_2)|^2 d\tau_1 d\tau_2 = \int_{\mathbb{R}^2} |\mathcal{L}^{\mu}(f)(u, v)|^2 dudv.
\]

\textbf{Corollary 2.} (\textbf{Product theorem on} \( \mathbb{H}(\mu) \)) If \( f, g \in L^1 \cap L^2(\mathbb{R}^2, \mathbb{H}(\mu)) \), and \( \mathcal{L}^{\mu}(f) \in L^p(\mathbb{R}^2, \mathbb{H}(\mu)) \), \( \mathcal{L}^{\mu}(g) \in L^1(\mathbb{R}^2, \mathbb{H}(\mu)) \), then

\begin{align}
\mathcal{L}^{\mu}(e^{\mu \frac{\alpha_1}{\pi^1} x^2} e^{\mu \frac{\alpha_2}{\pi^2} y^2} f)(u, v) &= \mathcal{L}^{\mu}(f) \mathcal{A}_{1}^{-1}, \mathcal{A}_{2}^{-1} \mathcal{L}^{\mu}(g)(u, v), \quad (12) \\
\mathcal{L}^{\mu}(f \mathcal{A}_{1}^{-1}, \mathcal{A}_{2}^{-1} f)(u, v) &= \mathcal{L}^{\mu}(f) \mathcal{A}_{1}^{-1}, \mathcal{A}_{2}^{-1} \mathcal{L}^{\mu}(g)(u, v), \quad (13)
\end{align}

where \( \mathcal{A}_{i} := \begin{pmatrix} 2a_i & b_i \\ \frac{1}{b_i} + 2c_i & d_i \end{pmatrix} \), \( i = 1, 2 \).

\textbf{Proof.} By

\[
\int_{\mathbb{R}^2} |f(x, y)g(x, y)| \, dx dy \leq \| f(x, y) \|^2 \| g(x, y) \|^2,
\]

we have \( \mathcal{L}^{\mu}[e^{\mu \frac{\alpha_1}{\pi^1} x^2} e^{\mu \frac{\alpha_2}{\pi^2} y^2} f](u, v) \) is well defined. Let \( L(u, v) := \mathcal{L}^{\mu}(f) \mathcal{A}_{1}^{-1}, \mathcal{A}_{2}^{-1} \mathcal{L}^{\mu}(g)(u, v) \), it follows
from Theorem 1 that $L \in L^1(\mathbb{R}^2, \mathbb{H}(\mu))$. Denote

$$I := \int_{\mathbb{R}^2} K^\mu_{A_1^{-1}}(u, x)L(u, v)K^\mu_{A_2^{-1}}(v, y)du dv$$

$$= \int_{\mathbb{R}^2} \frac{1}{\sqrt{-2\mu b_1 \pi}} e^{\mu(-\frac{d_1}{2\mu}u^2 + \frac{1}{\mu}ux - \frac{a_1}{2\mu}x^2)} \int_{\mathbb{R}^2} \frac{1}{\sqrt{-2\mu b_2 \pi}} e^{\mu_1(\tau_1 - u)(-\frac{d_1}{2\mu} + \frac{1}{\mu_1}u \tau_1)} \mathcal{L}^{\mu, \mu}[f](u - \tau_1, v - \tau_2) \mathcal{L}^{\mu, \mu}[g](\tau_1, \tau_2) \frac{1}{\sqrt{-2\mu b_2 \pi}} e^{\mu(-\frac{d_2}{2\mu}v^2 + \frac{1}{\mu}vy - \frac{a_2}{2\mu}y^2)} du dv,$$

substituting $u - \tau_1 = s$, $v - \tau_2 = t$ into the above equation, we have

$$I = \int_{\mathbb{R}^2} \frac{1}{\sqrt{-2\mu b_1 \pi}} \int_{\mathbb{R}^2} \frac{1}{\sqrt{-2\mu b_2 \pi}} e^{\mu(-\frac{d_1}{2\mu}u^2 + \frac{1}{\mu}ux - \frac{a_1}{2\mu}x^2)} \int_{\mathbb{R}^2} \frac{1}{\sqrt{-2\mu b_2 \pi}} e^{\mu_1(\tau_1 - u)(-\frac{d_1}{2\mu} + \frac{1}{\mu_1}u \tau_1)} \mathcal{L}^{\mu, \mu}[f](s, t) \mathcal{L}^{\mu, \mu}[g](\tau_1, \tau_2) \frac{1}{\sqrt{-2\mu b_2 \pi}} e^{\mu(-\frac{d_2}{2\mu}v^2 + \frac{1}{\mu}vy - \frac{a_2}{2\mu}y^2)} dv dt$$

$$= e^{\mu \frac{a_1}{2\mu}x^2 + \mu \frac{d_1}{2}y^2} f(x, y)g(x, y).$$

This gives the proof of Eq. (12). The proof of the Eq. (13) follows by a similar argument,

$$\int_{\mathbb{R}^2} K^\mu_{A_1^{-1}}(u, x)L(u, v)K^\mu_{A_2^{-1}}(v, y)du dv$$

$$= \int_{\mathbb{R}^2} \frac{1}{\sqrt{-2\mu b_1 \pi}} e^{\mu(-\frac{d_1}{2\mu}u^2 + \frac{1}{\mu}ux - \frac{a_1}{2\mu}x^2)} \int_{\mathbb{R}^2} \frac{1}{\sqrt{-2\mu b_2 \pi}} e^{\mu_1(\tau_1 - u)(-\frac{d_1}{2\mu} + \frac{1}{\mu_1}u \tau_1)} \mathcal{L}^{\mu, \mu}[f](u - \tau_1, v - \tau_2) \mathcal{L}^{\mu, \mu}[g](\tau_1, \tau_2) \frac{1}{\sqrt{-2\mu b_2 \pi}} e^{\mu(-\frac{d_2}{2\mu}v^2 + \frac{1}{\mu}vy - \frac{a_2}{2\mu}y^2)} dv dv$$

$$= f(x, y)g(x, y).$$

It completes the proof. 

\[ \square \]

Remark 3. \quad \text{• If the functions take value in } \mathbb{H}(\mu), \text{ from Eq. (11), the convolution operation in the spatial domain becomes the product operation when applying QLCT, and vice versa. According to Eq. (13), the dual convolution operation in the QLCT domain is converted to the product operation in the spatial domain when applying inverse QLCT. Hence Eqs. (13) and (11) are particularly useful in filter design in the spatial domain and the QLCT domain, respectively.}

\text{• If } A_1 = A_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \text{ then the convolution Theorems 3 and Corollary 3 reduce to the classical case in 2-D Fourier transform domain as follows:}

$$\int_{\mathbb{R}^2} f(\tau_1, \tau_2)g(x - \tau_1, y - \tau_2)d\tau_1 d\tau_2 \leftrightarrow \hat{f}(u, v)\hat{g}(u, v),$$

$$\int_{\mathbb{R}^2} \hat{f}(\tau_1, \tau_2)\hat{g}(u - \tau_1, v - \tau_2)d\tau_1 d\tau_2 \leftrightarrow f(x, y)g(x, y),$$
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where \( \hat{f} \) and \( \hat{g} \) are 2-D Fourier transforms of \( f \) and \( g \), respectively.

### 3.1.2. \( \ominus_{A_1,A_2} \) in \( \mathbb{H} \)

In this subsection, we consider the spatial convolution theorem in \( \mathbb{H} \).

**Theorem 5.** (Spatial convolution theorem in \( \mathbb{H} \)) For two given quaternionic functions, \( f \in L^p(\mathbb{R}^2, \mathbb{H}), g \in L^1(\mathbb{R}^2, \mathbb{H}), f = f_a + f_b \nu, g = g_a + \nu \overline{g_b} \), with \( f_a, f_b, g_a, g_b \in \mathbb{H}(\mu) \) which is defined in Eq. \( (12) \), then

\[
\mathcal{L}^{\mu,\mu}[(f \ominus_{A_1,A_2} g)](u,v) = e^{-\mu(\frac{4}{3\tau_1}u^2 + \frac{4}{3\tau_2}v^2)} [\mathcal{L}^{\mu,\mu}[f_a](u,v)\mathcal{L}^{\mu,\mu}[g_a](u,v) - \mathcal{L}^{\mu,\mu}[f_b](u,v)\mathcal{L}^{\mu,\mu}[\overline{g_b}](u,v)]
\]

and

\[
\mathcal{L}^{\mu,\mu}[(f \ominus_{A_1,A_2} g)](u,v) = [\mathcal{L}^{\mu,\mu}_{A_1,A_2}[f_a](u,v)\mathcal{L}^{\mu,\mu}_{A_1,A_2}[g_a](u,v) - \mathcal{L}^{\mu,\mu}_{A_1,A_2}[f_b](u,v)\mathcal{L}^{\mu,\mu}_{A_1,A_2}[\overline{g_b}](u,v)]
\]

**Proof.** By Theorem \( \Box \) \( (f \ominus_{A_1,A_2} g)(x,y) \) is well defined and belongs to \( L^1(\mathbb{R}^2, \mathbb{H}) \).

Since

\[
f \ominus g(x,y) = (f_a + f_b \nu) \ominus_{A_1,A_2} (g_a + \nu \overline{g_b})(x,y),
\]

\[
f_a \ominus_{A_1,A_2} g_a(x,y) - f_b \ominus_{A_1,A_2} \overline{g_b}(x,y) + f_b \ominus_{A_1,A_2} \nu g_a(x,y) + f_a \ominus_{A_1,A_2} \nu \overline{g_b}(x,y),
\]

then

\[
(f \ominus_{A_1,A_2} g)(x,y)
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W^{\mu}_{A_1}(x,\tau_1)f(\tau_1,\tau_2)g(x-\tau_1,y-\tau_2)W^{\mu}_{A_2}(y,\tau_2)d\tau_1d\tau_2
\]

\[
= \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W^{\mu}_{A_1}(x,\tau_1)f_a(\tau_1,\tau_2)g_a(x-\tau_1,y-\tau_2)W^{\mu}_{A_2}(y,\tau_2)d\tau_1d\tau_2
\right.
\]

\[
- \left. \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W^{\mu}_{A_1}(x,\tau_1)f_b(\tau_1,\tau_2)\overline{g_b}(x-\tau_1,y-\tau_2)W^{\mu}_{A_2}(y,\tau_2)d\tau_1d\tau_2 \right]
\]

\[
+ \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W^{\mu}_{A_1}(x,\tau_1)f_b(\tau_1,\tau_2)\nu g_a(x-\tau_1,y-\tau_2)\overline{W^{\mu}_{A_2}}(y,\tau_2)d\tau_1d\tau_2
\right.
\]

\[
+ \left. \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W^{\mu}_{A_1}(x,\tau_1)f_a(\tau_1,\tau_2)\nu \overline{g_b}(x-\tau_1,y-\tau_2)\overline{W^{\mu}_{A_2}}(y,\tau_2)d\tau_1d\tau_2 \right] \nu.
\]

Taking the QLCT of the first bracket of Eq. \( (16) \) with Theorem \( \Box \) and the linear property of the QLCT, we have

\[
e^{-\mu(\frac{4}{3\tau_1}u^2 + \frac{4}{3\tau_2}v^2)} [\mathcal{L}^{\mu,\mu}[f_a](u,v)\mathcal{L}^{\mu,\mu}[g_a](u,v) - \mathcal{L}^{\mu,\mu}[f_b](u,v)\mathcal{L}^{\mu,\mu}[\overline{g_b}](u,v)].
\]
By direct computations, the QLCT of the second bracket of the equation (16) equals to
\[
e^{-\mu \left( \frac{\alpha}{2} (u^2 - \frac{v^2}{v}) \right)} \left[ \mathcal{L}^{\mu - \mu} [f_b(u, v)] \mathcal{L}^{\mu - \mu} [g_a(u, v)] + \mathcal{L}^{\mu - \mu} [f_a(u, v)] \mathcal{L}^{\mu - \mu} [g_b(u, v)] \right] \nu
\]
then it completes the proof of equation (14). The proof of the Eq.(15) follows in an analogous way, we omit it. □

**Remark 4.** When \( A_1 = \begin{pmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{pmatrix} \) and \( A_2 = \begin{pmatrix} \cos \beta & \sin \beta \\ -\sin \beta & \cos \beta \end{pmatrix} \), we obtain the spatial convolution theorems of the quaternion fractional Fourier transform (QFrFT). Compared to the convolution theorems of the QFrFT in [18], our spatial convolution operation is more concise and easier to be implemented. From Eqs. (11) and (15), the spatial convolution theorem maintains the exact product in the QLCT domain without the chirp multipliers. On the other hand, the functions in [18] are multiplied three times by the different chirp signals. It is hard to realize because in communication systems it is nearly impossible to generate a chirp signal accurately [32]. In our spatial convolution structure, two chirp signals are used. It should be pointed out that, however, this spatial convolution operation can not keep the simplicity in the \( \mathbb{H} \) space, as the QLCT with parameter matrices \( A_i = \begin{pmatrix} a_i & b_i \\ c_i & d_i \end{pmatrix} \), \( i = 1, 2 \) of the convolution of two quaternionic functions is equal to the summation of products of the QLCT with parameter matrices \( \bar{A}_i = \begin{pmatrix} a_i & b_i \\ \frac{a_i}{2} - \frac{b_i}{2} \end{pmatrix} \), \( i = 1, 2 \) of their components.

**Corollary 3. (Product theorem on \( \mathbb{H} \))** Suppose that \( f, g \in L^1 \cap L^2(\mathbb{R}^2, \mathbb{H}) \), and \( \mathcal{L}^{\mu, \mu}[f] \in L^p(\mathbb{R}^2, \mathbb{H}), \mathcal{L}^{\mu, \mu}[g] \in L^1(\mathbb{R}^2, \mathbb{H}) \), then
\[
\mathcal{L}^{\mu, \mu}[e^{\mu \frac{\alpha}{2} (x^2 + \frac{v^2}{v})} fg(x, y) e^{\mu \frac{\beta}{2} y^2}](u, v) = \left( \mathcal{L}^{\mu, \mu}[f_a] \circ_{A_1, A_2} \mathcal{L}^{\mu, \mu}[g_a](u, v) + \mathcal{L}^{\mu, \mu}[f_b] \circ_{A_1, A_2} \mathcal{L}[g_b](u, v) \right) + \left( \mathcal{L}^{\mu, \mu}[f_b] \circ_{A_1, A_2} \mathcal{L}^{\mu, \mu}[g_a](u, v) + \mathcal{L}^{\mu, \mu}[f_a] \circ_{A_1, A_2} \mathcal{L}^{\mu, \mu}[g_b](u, v) \right) \nu,
\]
and
\[
\mathcal{L}^{\mu, \mu}_{A_1, A_2}[fg](u, v) = \left( \mathcal{L}^{\mu, \mu}[f_a] \circ_{A_1, A_2} \mathcal{L}^{\mu, \mu}[g_a](u, v) + \mathcal{L}^{\mu, \mu}[f_b] \circ_{A_1, A_2} \mathcal{L}[g_b](u, v) \right) + \left( \mathcal{L}^{\mu, \mu}[f_b] \circ_{A_1, A_2} \mathcal{L}^{\mu, \mu}[g_a](u, v) + \mathcal{L}^{\mu, \mu}[f_a] \circ_{A_1, A_2} \mathcal{L}^{\mu, \mu}[g_b](u, v) \right) \nu.
\]

**Proof.** Since
\[
\mathcal{L}^{\mu, \mu}[e^{\mu \frac{\alpha}{2} (x^2 + \frac{v^2}{v})} fg(x, y) e^{\mu \frac{\beta}{2} y^2}] = \mathcal{L}^{\mu, \mu}[e^{\mu \frac{\alpha}{2} x^2} (f_a g_a - f_b g_b) e^{\mu \frac{\beta}{2} v^2}] + \mathcal{L}^{\mu, \mu}[e^{\mu \frac{\alpha}{2} x^2} (f_b g_a + f_a g_b) e^{\mu \frac{\beta}{2} v^2}],
\]
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using Theorem 2, we obtain
\[ \mathcal{L}^{\mu,\mu}[e^{\frac{\mu}{2\pi} x^2} (f_ux - f_uy) e^{\frac{\mu}{2\pi} y^2}] (u,v) = \mathcal{L}^{\mu,\mu}[f_u] \otimes_{A_1^{-1},A_2^{-1}} \mathcal{L}^{\mu,\mu}[g_u] - \mathcal{L}^{\mu,\mu}[f_v] \otimes_{A_1^{-1},A_2^{-1}} \mathcal{L}^{\mu,\mu}[g_v] (u,v). \]

Then we only need to prove the following equation.
\[
\mathcal{L}^{\mu,\mu}[f_b] \otimes_{A_1^{-1},A_2^{-1}} \mathcal{L}^{\mu,\mu}[g_b] (u,v) = \left( \mathcal{L}^{\mu,\mu}[f_b] \otimes_{A_1^{-1},A_2^{-1}} \mathcal{L}^{\mu,\mu}[g_b] (u,v) + \mathcal{L}^{\mu,\mu}[f_b] \otimes_{A_1^{-1},A_2^{-1}} \mathcal{L}^{\mu,\mu}[g_b] (u,v) \right) \nu.
\]

Since
\[
\mathcal{L}^{\mu,\mu}_{A_1^{-1},A_2^{-1}}[\mathcal{L}^{\mu,\mu}[f_b] \otimes_{A_1^{-1},A_2^{-1}} \mathcal{L}^{\mu,\mu}[g_b] (u,v) \nu(x,y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\sqrt{-2\mu\mu}} e^{\mu(-\frac{d}{a} u^2 + \frac{1}{a} u x - \frac{a}{2}\nu^2 x^2)} \nu d\tau_1 d\tau_2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\sqrt{-2\mu\mu}} e^{\mu(-\frac{d}{a} u^2 + \frac{1}{a} u x - \frac{a}{2}\nu^2 x^2)} d\nu d\mu d\nu d\mu
\]

replacing \( u - \tau_1, v - \tau_2 \) by \( s, t \), respectively. We have
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\sqrt{-2\mu\mu}} e^{\mu(-\frac{d}{a} u^2 + \frac{1}{a} u x - \frac{a}{2}\nu^2 x^2)} d\nu d\mu d\nu d\mu
\]

With the analogous computations, we can obtain the following equation,
\[
\mathcal{L}^{\mu,\mu}_{A_1^{-1},A_2^{-1}}[\mathcal{L}^{\mu,\mu}[f_a] \otimes_{A_1^{-1},A_2^{-1}} \mathcal{L}^{\mu,\mu}[g_a] (x,y) = e^{\mu \frac{\mu}{2\pi} x^2 - \mu \frac{\mu}{2\pi} y^2} f_a g_b (x,y) \nu.
\]

The proof of Eq. (17) is now completed. By using the analogous argument of Eq. (17), Eq. (18) can be derived accordingly.

3.2. Applications

In this subsection, we primarily investigate the applications of the QLCT and its spatial convolution operator \( \otimes_{A_1,A_2} \), including defining the correlation operation for the QLCT, solving integral equations, and partial differential equations, designing multiplicative filters.
3.2.1. The correlation theorem

The classical correlation operator $\circ$ is defined by the 2-D classical convolution operator $\ast$ as follows. Given two integrable complex-valued functions,

$$f \circ g(x, y) := \overline{f(-\cdot, -\cdot)} \ast g(x, y),$$

taking the 2-D Fourier transform of both sides gives the cross-correlation theorem,

$$(f \circ g)(u, v) = \overline{f(u, v)} \hat{g}(u, v).$$

When $f = g$, then the correlation theorem reduces to the Wiener-Khinchin theorem, which is the foundation theorem for random signal processing. The quaternionic correlation is defined in S. J. Sangwine’s paper [35].

The classical correlation operator $\circ$ is defined by the 2-D classical convolution operator $\ast$ as follows.

**Definition 2.** Suppose $f \in L^p(\mathbb{R}^2, \mathbb{H}), g \in L^1(\mathbb{R}^2, \mathbb{H})$, then the correlation operator $\circ_{A_1, A_2}$ is defined by

$$f \circ_{A_1, A_2} g(x, y) := \overline{f(-\cdot, -\cdot) \circ_{A_1, A_2} g(x, y)}$$

$$= \int_{\mathbb{R}^2} W_{A_1}^\mu(x, \tau_1) f(-\tau_1, -\tau_2) g(x - \tau_1, y - \tau_2) W_{A_2}^\mu(y, \tau_2) d\tau_1 d\tau_2.$$

(19)

**Remark 5.** As a result, this is a reasonable approach to defining the correlation operation for the QLCT, since when $a_i = 0, i = 1, 2$, the Formula (19) can be reduced to the classical case of the 2-D Fourier transform and QFT in Todd A. Ell etc’s book [53].

**Theorem 6.** (Correlation theorem on $\mathbb{H}(\mu)$) Suppose $f \in L^p(\mathbb{R}^2, \mathbb{H}(\mu))$ and $g \in L^1(\mathbb{R}^2, \mathbb{H}(\mu))$, then

$$L^{\mu, \mu}[(f \circ_{A_1, A_2} g)](u, v) = e^{-\mu d_1^2 u^2} e^{-\mu d_2^2 v^2} L^{\mu, \mu}[f](-u, -v) L^{\mu, \mu}[g](u, v).$$

$$L^{\mu, \mu}[(f \circ_{A_1, A_2} g)](u, v) = L_{A_1, A_2}^{\mu, \mu}[f](-u, -v) L_{A_1, A_2}^{\mu, \mu}[g](u, v).$$

**Proof.** Using the analogous argument as in the proof of Theorem 3, we can easily carry out the proof of this theorem. \hfill $\square$

**Remark 6.** When $a_i = d_i = 0, b_i = 1, i = 1, 2$, then $L_{A_1, A_2}^{\mu, \mu}[f](-u, -v) = L_{A_1, A_2}^{\mu, \mu}[f](u, v)$, Correlation Theorem 6 reduces to the Wiener-Khinchin theorem of the 2-D Fourier transform.
Proof. It can be proved using the same method as Theorem 5.

\[ L^{\mu,\mu}[f \circ A_1, A_2][u, v] = e^{-\mu \left( \frac{d_{1}}{2} u^{2} + \frac{d_{2}}{2} v^{2} \right)} \left( L^{\mu,\mu}[f_a][u, v] + L^{\mu,\mu}[f_b][u, v] \right) - e^{-\mu \left( \frac{d_{1}}{2} u^{2} - \frac{d_{2}}{2} v^{2} \right)} \left( L^{\mu,\mu}[f_a][u, v] - L^{\mu,\mu}[f_b][u, v] \right) \nu. \]

\[ L^{\mu,\mu}[(f \circ A_1, A_2)][u, v] = \left( L^{\mu,\mu}_{A_1, A_2}[\bar{f}_a][u, v] + L^{\mu,\mu}_{A_1, A_2}[\bar{f}_b][u, v] \right) \nu - \left( L^{\mu,\mu}_{A_1, A_2}[\bar{f}_a][u, v] - L^{\mu,\mu}_{A_1, A_2}[\bar{f}_b][u, v] \right) \nu. \]

Proof. It can be proved using the same method as Theorem 5.

3.2.2. Solving integral equations

Many problems in engineering and mechanics can be converted into 2-D Fredholm integral equations, such as 2-D heat conduction equations with the Cauchy problem. In terms of using the potential theorem, a 3-D Laplace equation with boundary conditions can be transformed into a 2-D boundary integral equation with a weakly singular kernel function [41]. The deblurring of 2-D images can be modelled as a 2-D integral equation with a smooth kernel function [42, 43].

We are interested in the kernels involving trigonometric functions in Fredholm integral equations [44]. By using the Convolution theorem [5] we can solve the following Fredholm integral equation of the first kind. Let

\[ \int_{\mathbb{R}^2} K(x, y, \tau_1, \tau_2)f(\tau_1, \tau_2)d\tau_1 d\tau_2 = g(x, y), \]  

where \( K(x, y, \tau_1, \tau_2) = W_{A_1}^{\mu}(x, \tau_1) r(x - \tau_1, y - \tau_2) W_{A_2}^{\mu}(y, \tau_2) \). If \( r, g \in L^1(\mathbb{R}^2, \mathbb{H}) \), then a solution \( f \in L^1(\mathbb{R}^2, \mathbb{H}(\mu)) \) is desired.

According to Definition 1, the left hand side of the Eq. (20) is \( r \circ A_1, A_2 f(x, y) \in L^1(\mathbb{R}^2, \mathbb{H}) \). Applying the QLCT to both sides of the Eq. (20), we have

\[ e^{-\mu \left( \frac{d_{1}}{2} u^{2} + \frac{d_{2}}{2} v^{2} \right)} \left[ L^{\mu,\mu}[r_a][u, v] L^{\mu,\mu}[f][u, v] \right] + e^{-\mu \left( \frac{d_{1}}{2} u^{2} - \frac{d_{2}}{2} v^{2} \right)} \left[ L^{\mu,\mu}[r_b][u, v] L^{\mu,\mu}[f][u, v] \right] \nu = L^{\mu,\mu}[g_a][u, v] + L^{\mu,\mu}[g_b][u, v] \nu. \]
If $L^{\mu,\mu}[r_a](u, v) \neq 0$, then we have

$$L^{\mu,\mu}[f](u, v) = \left( e^{-\mu\left(\frac{a_1}{b_1}u^2 + \frac{a_2}{b_2}v^2\right)} L^{\mu,\mu}[r_a](u, v) \right)^{-1} L^{\mu,\mu}[g_a](u, v). \quad (21)$$

If the right hand side of Eq. (21) is a function of $L^1(\mathbb{R}^2, \mathbb{H}(\mu))$, then using the inverse QLCT, we can solve the Eq. (21) as

$$f(x, y) = \int_{\mathbb{R}^2} \frac{1}{\sqrt{2\pi b_1\mu}} e^{\mu\left(\frac{a_1}{b_1}x^2 - \frac{a_2}{b_2}y^2\right)} \left( (L^{\mu,\mu}[r_a](u, v))^{-1} L^{\mu,\mu}[g_a](u, v) \right) \frac{1}{\sqrt{2\pi b_2\mu}} e^{\mu\left(\frac{a_1}{b_1}u^2 - \frac{a_2}{b_2}v^2\right)} dudv.$$

If $L^{\mu,\mu}[r_b](u, v) \neq 0$, then

$$f(x, y) = \int_{\mathbb{R}^2} \frac{1}{\sqrt{2\pi b_1\mu}} e^{\mu\left(\frac{a_1}{b_1}x^2 - \frac{a_2}{b_2}y^2\right)} \left( (L^{\mu,\mu}[r_b](u, v))^{-1} L^{\mu,\mu}[g_b](u, v) \right) \frac{1}{\sqrt{2\pi b_2\mu}} e^{\mu\left(\frac{a_1}{b_1}u^2 - \frac{a_2}{b_2}v^2\right)} dudv.

3.2.3. Solving partial differential equations (PDEs)

In this subsection, let $\mathbb{S}(\mathbb{R}^2, \mathbb{H})$ denote the Schwartz space from $\mathbb{R}^2$ into $\mathbb{H}$, or space of rapidly decreasing smooth ($C^\infty$) quaternionic functions on $\mathbb{R}^2$. That is,

$$\mathbb{S}(\mathbb{R}^2, \mathbb{H}) := \left\{ f \in C^\infty : \sup_{(x, y) \in \mathbb{R}^2} (1 + (x^2 + y^2))^{k/2} |\partial^\alpha f(x, y)| < \infty \right\},$$

where $k$ is a non-negative integer, $\alpha = (\alpha_1, \alpha_2)$ is a multi-index of non-negatives $\alpha_1$ and $\alpha_2$, $\partial^\alpha f := \frac{\partial^{\alpha_1+\alpha_2}}{\partial x^{\alpha_1} \partial y^{\alpha_2}} f$, $C^\infty$ is the set of smooth functions from $\mathbb{R}^2$ into $\mathbb{H}$. To proceed, we need the following useful lemma which gives the second order partial and mixed derivative of $f$. The proof can be followed by the integration by parts.

**Lemma 3.** Suppose $f \in \mathbb{S}(\mathbb{R}^2, \mathbb{H})$, then

$$L^{\mu,\mu} \left[ \frac{\partial^2 f(x, y)}{\partial x \partial y} \right] (u, v) = \int_{\mathbb{R}^2} \mu \frac{a_1}{b_1} x - \frac{1}{b_1} u) K_{A_1}(x, u)f(x, y)K_{A_2}(y, v)(\frac{a_2}{b_2} y - \frac{1}{b_2} v) \mu dxdy$$

and

$$L^{\mu,\mu} \left[ \frac{\partial^2 f(x, y)}{\partial x^2} \right] (u, v) = \frac{a_1}{b_1} K_{A_1}(x, u)f(x, y)K_{A_2}(y, v)dxdy$$

$$- \int_{\mathbb{R}^2} \frac{a_1^2}{b_1} x^2 K_{A_1}(x, u)f(x, y)K_{A_2}(y, v)dxdy$$

$$+ \int_{\mathbb{R}^2} \frac{a_1}{b_1} x u K_{A_1}(x, u)f(x, y)K_{A_2}(y, v)dxdy$$

$$- \int_{\mathbb{R}^2} \frac{1}{b_1^2} u^2 K_{A_1}(x, u)f(x, y)K_{A_2}(y, v)dxdy.$$

**Example 1.** Solve the system of second order real linear partial differential equations,

$$\begin{cases}
\frac{\partial^2 f_0(x, y)}{\partial x \partial y} - \frac{a_2}{b_2} y \frac{\partial f_0(x, y)}{\partial y} - \frac{a_1}{b_1} y f_0(x, y) = g_0(x, y), \\
\frac{\partial^2 f_1(x, y)}{\partial x \partial y} + \frac{a_2}{b_2} y \frac{\partial f_1(x, y)}{\partial y} + \frac{a_1}{b_1} x f_1(x, y) = g_1(x, y), \\
\frac{\partial^2 f_2(x, y)}{\partial x \partial y} + \frac{a_2}{b_2} y \frac{\partial f_2(x, y)}{\partial y} - \frac{a_1}{b_1} x f_2(x, y) = g_2(x, y), \\
\frac{\partial^2 f_3(x, y)}{\partial x \partial y} - \frac{a_2}{b_2} y \frac{\partial f_3(x, y)}{\partial y} + \frac{a_1}{b_1} x f_3(x, y) = g_3(x, y).
\end{cases} \quad (22)$$
The system of equations (22) is first converted into the following second-order quaternion partial differential equation,
\[
\frac{\partial^2 f(x, y)}{\partial x \partial y} + \frac{a_2}{b_2} y \frac{\partial f(x, y)}{\partial x} \mu + \frac{a_1}{b_1} x \frac{\partial f(x, y)}{\partial y} + \frac{a_1 a_2}{b_1 b_2} xy f(x, y) \mu = g(x, y)
\]  \tag{23}

where
\[
f(x, y) = f_0(x, y) + \mu f_1(x, y) + \nu f_2(x, y) + \eta f_3(x, y),
g(x, y) = g_0(x, y) + \mu g_1(x, y) + \nu g_2(x, y) + \eta g_3(x, y).
\]

If \( f(x, y) \) and \( g(x, y) \) belong to \( S(\mathbb{R}^2, \mathbb{H}) \), then taking the QLCT of both sides, we have
\[
\frac{1}{b_1 b_2} \int \frac{1}{uv} \mathcal{L}^{\mu, \mu}[f](u, v) \mu = \mathcal{L}^{\mu, \mu}[g](u, v).
\]

Finally, if \( \frac{1}{uv} \mathcal{L}^{\mu, \mu}[g](u, v) \in L^1(\mathbb{R}^2, \mathbb{H}) \), then we obtain the solution of the Eq. \( \text{(23)} \) as following,
\[
f(x, y) = \int_{\mathbb{R}^2} \frac{1}{\sqrt{-2\pi \mu v_2}} e^{\mu \left(-\frac{a_1}{2} u^2 + \frac{b_1}{2} \mu v \frac{u}{u^2}\right)} \mu \frac{1}{\sqrt{-2\pi \mu v_2}} e^{\mu \left(-\frac{a_2}{2} v^2 + \frac{b_2}{2} \mu v \frac{v}{v^2}\right)} du dv.
\] \tag{24}

Suppose \( \mathcal{L}^{\mu, \mu}[g](u, v) = u v e^{-\left(u^2 + v^2\right)} \), then
\[
\mathcal{L}^{\mu, \mu}[f](u, v) = -b_1 b_2 e^{-\left(u^2 + v^2\right)},
\]
according to Eq. \( \text{(24)} \), we obtain the solution
\[
f(x, y) = -b_1 b_2 \sqrt{\frac{2b_1}{2b_1 - d_1 \mu}} \sqrt{\frac{2b_2}{2b_2 - d_2 \mu}} e^{\left((4b_1 - 2d_1 \mu)a_1 + 2/(2b_1 (4b_1 + 2d_1 \mu)) x^2\right)} e^{\left((4b_2 - 2d_2 \mu)a_2 + 2/(2b_2 (4b_2 + 2d_2 \mu)) y^2\right)}.
\]

Example 2. Solve the linear second order elliptic partial differential equation
\[
\frac{\partial^2 f(x, y)}{\partial x^2} + \frac{\partial^2 f(x, y)}{\partial y^2} + 2 \mu a_1 \frac{a_2}{b_2} y \frac{\partial f(x, y)}{\partial y} + \frac{a_1}{b_1} x \frac{\partial f(x, y)}{\partial x} + \left(2 \mu a_1 \frac{a_2}{b_2} + \frac{a_1^2}{b_1^2} x^2 - \frac{a_2^2}{b_2^2} y^2\right) f(x, y) = g(x, y).
\] \tag{25}

If \( f, g \) belong to \( S(\mathbb{R}^2, \mathbb{H}(\mu)) \), taking the QLCT of both sides, then we can get an algebraic equation:
\[
\left(\frac{a_1}{b_1} + \frac{a_2}{b_2}\right) \mathcal{L}^{\mu, \mu}[f](u, v) - \left(\frac{1}{b_1^2} u^2 + \frac{1}{b_2^2} v^2\right) \mathcal{L}^{\mu, \mu}[f](u, v) = \mathcal{L}^{\mu, \mu}[g](u, v).
\]

\[
\Leftrightarrow
\mathcal{L}^{\mu, \mu}[f](u, v) = \left(\frac{a_1}{b_1} + \frac{a_2}{b_2} - \frac{1}{b_1^2} u^2 - \frac{1}{b_2^2} v^2\right)^{-1} \mathcal{L}^{\mu, \mu}[g](u, v).
\]

Set \( \mathcal{L}^{\mu, \mu}[v](u, v) = \left(\frac{a_1}{b_1} + \frac{a_2}{b_2} - \frac{1}{b_1^2} u^2 - \frac{1}{b_2^2} v^2\right)^{-1} e^{\mu \left(\frac{a_1}{2} u^2 + \frac{a_2}{2} v^2\right)} \), it is easy to verify that \( \mathcal{L}^{\mu, \mu}[v] \in L^2(\mathbb{R}^2, \mathbb{H}(\mu)) \).

According to Lemma 7 and Theorem 3, we can have the solution of PDE \( \text{(25)} \) as
\[
f(x, y) = \int_{\mathbb{R}^2} W_{A_1}^\mu(x, \tau_1) r(\tau_1, \tau_2) g(x - \tau_1, y - \tau_2) W_{A_2}^\mu(\tau_2) d\tau_1 d\tau_2.
\]
Remark 7. When \( \mu = i \), which can be considered as the complex imaginary unit, then \( \mathbb{H}(i) \) can be regarded as the complex field \( \mathbb{C} \). If \( f(x, y) \) and \( g(x, y) \) both belong to \( \mathbb{H}(i) \), then the partial differential equation (25)

\[
\frac{\partial^2 f(x, y)}{\partial x^2} + \frac{\partial^2 f(x, y)}{\partial y^2} + 2 \frac{a_2}{b_2} y \frac{\partial f(x, y)}{\partial y} + \left( 2 \frac{a_1}{b_1} + \frac{a_2}{b_2} y^2 - \frac{a_1^2}{b_1^2} y^2 - \frac{a_2^2}{b_2^2} y^2 \right) f(x, y) = g(x, y).
\]

Example 3. Solve the special case of the system of second order real partial differential equations (26) about anisotropic elastic media.

\[
\begin{align*}
\frac{\partial^2 f_r(x, y)}{\partial x^2} + \frac{\partial^2 f_r(x, y)}{\partial y^2} + \left( 2 \frac{a_1}{b_1} + \frac{a_2}{b_2} y^2 - \frac{a_1^2}{b_1^2} y^2 - \frac{a_2^2}{b_2^2} y^2 \right) f_r(x, y) &= g_r(x, y), \\
\frac{\partial^2 f_i(x, y)}{\partial x^2} + \frac{\partial^2 f_i(x, y)}{\partial y^2} + \left( 2 \frac{a_1}{b_1} + \frac{a_2}{b_2} y^2 - \frac{a_1^2}{b_1^2} y^2 - \frac{a_2^2}{b_2^2} y^2 \right) f_i(x, y) &= g_i(x, y).
\end{align*}
\]

(26)

Firstly, utilizing \( f(x, y) = f_r(x, y) + \mu f_i(x, y), \ g(x, y) = g_r(x, y) + \mu g_i(x, y) \), we can convert the PDEs (26) into the following second-order quaternion partial differential equation

\[
\begin{align*}
\frac{\partial^2 f(x, y)}{\partial x^2} + \frac{\partial^2 f(x, y)}{\partial y^2} + \frac{\partial^2 f(x, y)}{\partial x \partial y} + \mu \left( \frac{a_2}{b_2} y + 2 \frac{a_1}{b_1} x \right) \frac{\partial f(x, y)}{\partial x} + \mu \left( \frac{a_1}{b_1} x + 2 \frac{a_2}{b_2} y \right) \frac{\partial f(x, y)}{\partial y} \\
+ \left( 2 \frac{a_1}{b_1} + 2 \frac{a_2}{b_2} y^2 - \frac{a_1^2}{b_1^2} y^2 - \frac{a_2^2}{b_2^2} y^2 \right) f(x, y) &= g(x, y).
\end{align*}
\]

(27)

If \( f, g \) belong to \( \mathbb{S}(\mathbb{R}^2, \mathbb{H}(\mu)) \), applying the QLCT to Eq. (27), then we can obtain an algebraic equation below:

\[
\left( \mu \frac{a_1}{b_1} + \mu \frac{a_2}{b_2} \right) \mathcal{L}^{\mu, \mu}[f](u, v) - \left( \frac{1}{b_1^2} u^2 + \frac{1}{b_1} u v + \frac{1}{b_2^2} v^2 \right) \mathcal{L}^{\mu, \mu}[f](u, v) = \mathcal{L}^{\mu, \mu}[g](u, v).
\]

\[
\iff
\mathcal{L}^{\mu, \mu}[f](u, v) = \left( \mu \frac{a_1}{b_1} + \mu \frac{a_2}{b_2} - \frac{1}{b_1^2} u^2 - \frac{1}{b_1} u v - \frac{1}{b_2^2} v^2 \right)^{-1} \mathcal{L}^{\mu, \mu}[g](u, v).
\]

Set \( \mathcal{L}^{\mu, \mu}[\tau](u, v) = \left( \frac{a_1}{b_1} + \frac{a_2}{b_2} - \frac{1}{b_1^2} u^2 - \frac{1}{b_1} u v - \frac{1}{b_2^2} v^2 \right)^{-1} e^{\mu \frac{a_1}{b_1} u^2 + \frac{a_2}{b_2} v^2} \), it is easy to verify that \( \mathcal{L}^{\mu, \mu} \tau \in L^2(\mathbb{R}^2, \mathbb{H}(\mu)) \). According to Lemma \( \text{[7]} \) and Theorem \( \text{[3]} \), we can have the solution of PDEs (26) as following,

\[
f(x, y) = \int_{\mathbb{R}^2} W^\mu_{A_1}(x, \tau_1) r(\tau_1, \tau_2) g(x - \tau_1, y - \tau_2) W^\mu_{A_2}(y, \tau_2) d\tau_1 d\tau_2.
\]

3.2.4. Multiplicative filters

In this subsection, the applications of proposed theorems in designing multiplicative filters are investigated.
Example 4. The multiplicative filters in the QLCT domain are shown in Figs. 1 and 2 for quaternionic functions taking value in $\mathbb{H}(\mu)$. If the parameter matrices of QLCT of input and output quaternionic functions are the same as $A_i = \begin{pmatrix} a_i & b_i \\ c_i & d_i \end{pmatrix}$, $i = 1, 2$. According to Eq. (10) of the Theorem 3, the transfer function is $e^{-\mu \left( \frac{d_1}{2a_1} u^2 + \frac{d_2}{2b_2} v^2 \right)} L^{\mu, \mu}[g](u, v)$ in the multiplicative filter as in Fig. 1. Otherwise, according to Eq. (11) of the Theorem 3, the transfer function is $L^{\mu, \mu}[g](u, v)$ as in Fig. 2. Under this case, the output function is $f_{\text{out}}(x, y)$ which has the QLCT with parameter matrices $\hat{A}_i = \begin{pmatrix} a_i & b_i \\ 2c_i + 1/b_i & 2d_i \end{pmatrix}$, $i = 1, 2$. The different types of multiplicative filters, such as low pass, high pass, band pass, band stop, and so on, can be obtained by designing the transfer functions.

4. Spectral convolution theorem

The purpose of this section is to introduce the second type of convolution operator, motivated by the spectral domain representation, namely the spectral convolution operator of the QLCT. It preserves the convolution theorem for the classical Fourier transform. That is, the QLCT of a convolution of two quaternionic functions is the pointwise product of their QLCTs.

4.1. Spectral convolution

The spectral convolution operator is defined in the QLCT domain. Precisely,
Definition 3. (Spectral convolution operator ★) Let $f \in L^2(\mathbb{R}^2, \mathbb{H})$, and $g \in L^2(\mathbb{R}^2, \mathbb{H})$, the spectral convolution operator ★ of the QLCT is defined by

$$[f \star g](u, v) := L_{\mathbf{A}_1^{-1}, \mathbf{A}_2^{-1}}^{\mu, \mu}[f]L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[g](u, v).$$  

(28)

It can also be represented as

$$f \star g(x, y) = e^{\mu \left( \frac{d_1}{2} x^2 + \frac{d_2}{2} y^2 \right)} \int_{\mathbb{R}^2} W_{\mathbf{A}_1}(x, \tau_1)f_a(x - \tau_1, y - \tau_2)g_a(\tau_1, \tau_2)d\tau_1 d\tau_2$$

$$+ e^{\mu \left( -\frac{d_1}{2} x^2 - \frac{d_2}{2} y^2 \right)} \int_{\mathbb{R}^2} E_{\mathbf{A}_1}^{\mu}(x, \tau_1)f_b(x - \tau_1, y - \tau_2)\nu g_a(\tau_1, \tau_2)d\tau_1 d\tau_2$$

$$+ e^{\mu \left( \frac{d_1}{2} x^2 + \frac{d_2}{2} y^2 \right)} \int_{\mathbb{R}^2} W_{\mathbf{A}_1}(x, \tau_1)f_a(x - \tau_1, -y + \tau_2)\nu \bar{g}_b(\tau_1, \tau_2)d\tau_1 d\tau_2$$

$$- e^{\mu \left( -\frac{d_1}{2} x^2 - \frac{d_2}{2} y^2 \right)} \int_{\mathbb{R}^2} E_{\mathbf{A}_1}^{\mu}(x, \tau_1)f_b(x - \tau_1, -y + \tau_2)\nu \bar{g}_b(\tau_1, \tau_2)d\tau_1 d\tau_2,$$  

(29)

where

$$E_{\mathbf{A}_1}^{\mu}(x, \tau_1) := \frac{1}{\sqrt{-2\pi b_1 \mu}} e^{\mu \left( -\tau_1 \frac{x}{\sqrt{\pi}} \right)}, \quad \mathbf{A}_2 := \begin{pmatrix}-a_2 & b_2 \\ c_2 & -d_2\end{pmatrix}.$$

Remark 8. Suppose $f \in L^p(\mathbb{R}^2, \mathbb{H})$, and $g \in L^1(\mathbb{R}^2, \mathbb{H})$, then the expression of ★ in (29) is also well defined.

Theorem 8. (Spectral convolution theorem in \mathbb{H}) If $f \in L^p(\mathbb{R}^2, \mathbb{H})$, and $g \in L^1(\mathbb{R}^2, \mathbb{H})$, then

$$L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[f \star g](u, v) = L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[f](u, v)L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[g](u, v).$$

Proof. Since $f$ and $g$ belong to $L^1(\mathbb{R}^2, \mathbb{H})$, then their components $f_a, f_b, g_a, g_b$ all belong to $L^1(\mathbb{R}^2, \mathbb{H})$. According to Lemma 2, it follows that $L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[f \star g(x, y)](u, v)$ is well defined.

Let $I_n, n = 1, 2, 3, 4$ denote the four components of Eq. (29), respectively. By direct calculation, we have

$$L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[f \star g](u, v) = L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[I_1 + I_2 + I_3 + I_4](u, v)$$

$$= L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[f_a](u, v)L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[g_a](u, v) + L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[f_b](u, v)\nu L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[g_a](u, v)$$

$$+ L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[f_a](u, v)L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu-\nu}[g_b](u, v) - L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu-\nu}[f_b](u, v)L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[g_b](u, v)$$

$$= L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[f_a + f_b]\nu(u, v)L_{\mathbf{A}_1, \mathbf{A}_2}^{\mu, \mu}[g_a + g_b\nu](u, v),$$

which completes the proof. □

Remark 9. The spectral convolution structure of quaternionic functions is a natural generalization of the convolution structure associated with the 2-D Fourier transform, hence it would be convenient to achieve the multiplicative filter in the QLCT domain. When $a_i = d_i = 0, b_i = 1, i = 1, 2$, Theorem 8 is equivalent to the convolution theorem of the two-sided QFT.
Corollary 4. If \( f \in L^p(\mathbb{R}^2, \mathbb{H}) \), and \( g \in L^1(\mathbb{R}^2, \mathbb{H}) \), then
\[
F[f \star g](u, v) = F[f](u, v)F[g](u, v),
\]
where \( F[\cdot] \) denotes the two-sided QFT.

Remark 10. Compared to the convolution theorem in [14], the spectral convolution operator \( \star \) holds the excellent property of classical convolution associated with the 2-D Fourier transform. Meanwhile, the proposed general convolution operation is more succinct compared to the convolution theorem in [47], which is called spectrum-product quaternion convolution.

If the parameter matrices \( A_1 \) and \( A_2 \) of the QLCT are replaced by \( A_\alpha := \begin{pmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{pmatrix} \) and \( A_\beta = \begin{pmatrix} \cos \beta & \sin \beta \\ -\sin \beta & \cos \beta \end{pmatrix} \), respectively, then the spectral convolution Theorem 8 of the QLCT reduces to the convolution formula in quaternion fractional Fourier transform as follows.

Corollary 5. If \( f \in L^p(\mathbb{R}^2, \mathbb{H}) \), and \( g \in L^1(\mathbb{R}^2, \mathbb{H}) \), then
\[
\mathcal{L}^{\mu, \nu}_{A_\alpha, A_\beta}[f \star g](u, v) = \mathcal{L}^{\mu, \nu}_{A_\alpha, A_\beta}[f](u, v)\mathcal{L}^{\mu, \nu}_{A_\alpha, A_\beta}[g](u, v).
\]

4.2. Applications

4.2.1. The correlation theorem

Definition 4. For \( f \in L^p(\mathbb{R}^2, \mathbb{H}), g \in L^1(\mathbb{R}^2, \mathbb{H}) \), the correlation operator \( \circ \) is defined by
\[
f \circ g(x, y) := (f(\cdot, \cdot) \star g(\cdot, -\cdot))(x, y) = e^{\mu \left( \frac{\alpha}{2\pi} u^2 + \frac{\nu}{2\pi} v^2 \right)} \int_{\mathbb{R}^2} W^\mu_{A_1}(x, \tau_1)f_a(x - \tau_1, y - \tau_2)g_b(-\tau_1, -\tau_2)W^\mu_{A_2}(y, \tau_2)d\tau_1d\tau_2
\]
\[
+ e^{\mu \left( -\frac{\alpha}{2\pi} u^2 - \frac{\nu}{2\pi} v^2 \right)} \int_{\mathbb{R}^2} E^\mu_{A_1}(x, \tau_1)f_b(x - \tau_1, y - \tau_2)\nu g_b(-\tau_1, -\tau_2)W^\mu_{A_2}(y, \tau_2)d\tau_1d\tau_2
\]
\[
- e^{\mu \left( \frac{\alpha}{2\pi} u^2 - \frac{\nu}{2\pi} v^2 \right)} \int_{\mathbb{R}^2} W^\mu_{A_1}(x, \tau_1)f_a(x - \tau_1, -y + \tau_2)\nu g_b(-\tau_1, -\tau_2)W^\mu_{A_2}(\tau_2, y)d\tau_1d\tau_2
\]
\[
+ e^{\mu \left( -\frac{\alpha}{2\pi} u^2 + \frac{\nu}{2\pi} v^2 \right)} \int_{\mathbb{R}^2} E^\mu_{A_1}(x, \tau_1)f_b(x - \tau_1, -y + \tau_2)\nu g_b(-\tau_1, -\tau_2)W^\mu_{A_2}(\tau_2, y)d\tau_1d\tau_2.
\]

Applying the QLCT on both sides of above, we obtain the correlation theorem.

Theorem 9. (Correlation theorem of \( \circ \)) If \( f \) and \( g \in L^1(\mathbb{R}^2, \mathbb{H}) \), then
\[
\mathcal{L}^{\mu, \nu}[f \circ g](u, v) = \mathcal{L}^{\mu, \nu}[f](u, v)\mathcal{L}^{\mu, \nu}[g](-u, -v).
\]
Proof. Let $I_n, n = 1, 2, 3, 4$ denote the four components of Eq. (31), respectively. By direct calculations, we have

$$
\mathcal{L}^{\mu, \nu}[f \circledast g](u, v) = \mathcal{L}^{\mu, \nu}[I_1 + I_2 + I_3 + I_4](u, v) = \mathcal{L}^{\mu, \nu}[f_a(u, v)\mathcal{L}^{\mu, \nu}[g_0](-u, -v) + \mathcal{L}^{\mu, \nu}[-f_b(u, v)\nu\mathcal{L}^{\mu, \nu}[g_0](u, v)]
$$

$$
= \mathcal{L}^{\mu, \nu}[f_a(u, v)\mathcal{L}^{\mu, \nu}[g_0](u, v) + \mathcal{L}^{\mu, \nu}[-f_b(u, v)\nu\mathcal{L}^{\mu, \nu}[g_0](u, v)]
$$

$$
= \mathcal{L}^{\mu, \nu}[f](u, v)\mathcal{L}^{\mu, \nu}[g](-u, -v).
$$

□

Remark 11. 1. When $a_i = d_i = 0, b_i = 1, i = 1, 2$, we have $\mathcal{L}^{\mu, \nu}[g](-u, -v) = \mathcal{L}^{\mu, \nu}[g](u, v)$, that is, for $f \in L^1(\mathbb{R}^2, \mathbb{H})$, then

$$
\mathcal{L}^{\mu, \nu}[f \circledast f](u, v) = |\mathcal{L}^{\mu, \nu}[f](u, v)|^2.
$$

The correlation theorem is completely parallel to the 2-D Fourier transform, as is evident.

2. As shown in Theorems 4, 5, and 6, convolution operations $\circledast_{A_1, A_2}$ and $\star$ can implement correlation operations of two quaternionic functions.

4.2.2. Solving partial differential equations

Example 5. Solve the second order quaternion partial differential equation

$$
\frac{\partial^2 f(x, y)}{\partial x^2} + \frac{\partial^2 f(x, y)}{\partial y^2} + \frac{a_1^2}{b_1^2} x^2 f(x, y) - f(x, y)\mu \frac{a_2}{b_2} + \frac{a_2^2}{b_2^2} y^2 f(x, y) + \sqrt{2\pi} \mu \frac{2a_1}{b_1} f(x, y) \sqrt{\mu} \mu \frac{2a_2}{b_2} f(x, y) + \sqrt{2\pi} \mu \frac{2a_1}{b_1} f(x, y) \sqrt{\mu} \mu \frac{2a_2}{b_2} f(x, y) = g(x, y),
$$

where $p_1(x, y) = e^{-\mu \frac{a_1^2}{b_1^2} x^2} \delta'(x)\delta(y), p_2(x, y) = e^{-\mu \frac{a_2^2}{b_2^2} y^2} \delta'(y)\delta(x), a_1 \neq 0; f, g \in S(\mathbb{R}^2, \mathbb{H})$.

Due to $\mathcal{L}^{\mu, \nu}[p_1](u, v) = \mu \frac{1}{b_1} \mu \mu \mu \mu \mu \mu \mu \mu \mu (\frac{a_1^2}{b_1^2} + \frac{a_2^2}{b_2^2}), \mathcal{L}^{\mu, \nu}[p_2](u, v) = \mu \frac{1}{b_2} \mu \mu \mu \mu \mu \mu \mu \mu \mu (\frac{a_1^2}{b_1^2} + \frac{a_2^2}{b_2^2})$, applying the QLCT on both sides of Eq. (32), and by Lemma 3 and Convolution Theorem 3, we have

$$
\mu \frac{a_1}{b_1} \mathcal{L}^{\mu, \nu}[f](u, v) - \frac{1}{b_1^2} u^2 \mathcal{L}^{\mu, \nu}[f](u, v) - \frac{1}{b_2^2} v^2 \mathcal{L}^{\mu, \nu}[f](u, v) = \mathcal{L}^{\mu, \nu}[g](u, v).
$$

It follows that

$$
\left( \mu \frac{a_1}{b_1} - \frac{1}{b_1^2} u^2 - \frac{1}{b_2^2} v^2 \right) \mathcal{L}^{\mu, \nu}[f](u, v) = \mathcal{L}^{\mu, \nu}[g](u, v)
$$

$$
\mathcal{L}^{\mu, \nu}[f](u, v) = \left( \mu \frac{a_1}{b_1} - \frac{1}{b_1^2} u^2 - \frac{1}{b_2^2} v^2 \right)^{-1} \mathcal{L}^{\mu, \nu}[g](u, v).
$$
since $a_1 \neq 0$, then $\left( \frac{\mu a}{b_1} - \frac{1}{b_1^2} (u)^2 - \frac{1}{b_2^2} (v)^2 \right)^{-1}$ is well defined. By the spectral convolution theorem 8, and let $l(x, y) := \mathcal{L}_{A_1^{-1}, A_2^{-1}}^{\mu, \mu} \left[ \left( \frac{\mu a}{b_1} - \frac{1}{b_1^2} (\cdot)^2 - \frac{1}{b_2^2} (\cdot)^2 \right)^{-1} \right](x, y)$, we obtain the solution of second order quaternion partial differential equation

$$f(x, y) = l \star g(x, y).$$

4.2.3. Multiplicative filter

According to Theorem 8 of quaternionic functions, the model of the multiplicative filter in the QLCT domain is shown in Fig. 3. Let $\mathcal{L}^{\mu, \mu}[g](u, v)$ be the transformed function. We want to design a lowpass filter by QLCT with the passband of $\{(u, v) | u_1 < u < u_2, v_1 < v < v_2, \}$. We can design the lowpass filter as in the conventional case

$$g(x, y) = \mathcal{L}_{A_1^{-1}, A_2^{-1}}^{\mu, \mu} \left[ \mathcal{L}^{\mu, \mu}[g] \right](x, y),$$

where

$$\mathcal{L}^{\mu, \mu}[g](u, v) = \begin{cases} 1, & u_1 < u < u_2, v_1 < v < v_2, \\ 0, & \text{otherwise}. \end{cases}$$

Accordingly, the QLCT of the quaternionic output $f_{\text{out}}(x, y)$ and the quaternionic input $f_{\text{in}}(x, y)$ have the following relationship

$$\mathcal{L}^{\mu, \mu}[f_{\text{out}}](u, v) = \begin{cases} \mathcal{L}^{\mu, \mu}[f_{\text{in}}](u, v), & u_1 < u < u_2, v_1 < v < v_2, \\ 0, & \text{otherwise}. \end{cases}$$

**Example 6.** Suppose the original size of the given figure is $N \times M$. This example is about two lowpass filters, namely $H_1$ and $H_2$, they are given as follows

$$H_1(u, v) = \begin{cases} 1, & N/4 < u < 3N/4, M/4 < v < 3M/4, \\ 0, & \text{otherwise}, \end{cases} \quad (33)$$

![Figure 3: Multiplicative filter for QLCT domain.](image-url)
Figure 4: The left figure (A) is the original picture, the middle figure (B) is the outcome of the lowpass filter $H_1$, the right figure (C) is the outcome of the lowpass filter $H_2$.

$$H_2(u, v) = \begin{cases} 
1, & N/6 < u < 3N/6, M/6 < v < 3M/6, \\
0, & \text{otherwise}.
\end{cases}$$

Lowpass filters $H_1$ and $H_2$ have domain areas of $\frac{1}{4}NM$ and $\frac{1}{9}NM$, respectively. As a result, lowpass filter $H_1$ receives more information than lowpass filter $H_2$. Two well-known objective image quality metrics, namely the peak-signal-to-noise ratio (PSNR) and signal-to-noise (SNR) are analyzed. The PSNR is a ratio between the maximum power of the signal and the power of corrupting noise. In the case of a reference image $f$ and a test image $g$ of size $M \times N$, the PSNR between $f$ and $g$ is defined as follows:

$$\text{PSNR}(f, g) := 10 \log_{10} \left( \frac{M \times N}{\text{MSN}(f, g)} \right),$$

where $\text{MSN}(f, g) := \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} (f_{ij} - g_{ij})^2$. When the value of MSN approaches zero, the PSNR value approaches infinity, it shows that the higher value of PSNR implies the higher image quality.

Table 2: PSNR and SNR comparison values for the house image

|                | SNR       | PSNR     |
|----------------|-----------|----------|
| Image (B)      | 7.6181    | 3.0019   |
| Image (C)      | 4.8974    | 0.2812   |

From the Figure and the values of the SNR and PSNR, we see that the smaller cut-off frequency, the lower quality of the image.

Example 7. To reduce noise, we apply the lowpass filter $H_1$ in Eq. (33). Gaussian noise is added to the image of the house. The figures (a) and (c) in Figure are noised images caused by Gaussian noises, while
the figures (b) and (d) are lowpass filtered images. The noise performance is measured in terms of the PSNR values. As shown in Table 3, the PSNR values of figures (b) and (d) are higher than figures (a) and (c), indicating that the lowpass filter $H_1$ can reduce noise.

Table 3: PSNR comparison values for the house image which is noised by Gaussian noises

|               | $A_1=(0,2,-1/2,2)$; $A_2=(0,2,-1/2,4)$ | PSNR  |
|---------------|--------------------------------------|-------|
| Image (a) SNR=3.3530 |                                       | 6.6950 |
| Image (b)     |                                       | 6.8413 |
| Image (c) SNR = 3.4335 |                                     | 6.8104 |
| Image (d)     |                                       | 6.8691 |

5. Conclusion

In this paper, we study two novel types of convolution operators for the QLCT, namely spatial and spectral convolution operators, respectively. They are distinct in the quaternion space and are consistent once in complex or real space. The associated convolution theorems for the QLCT are derived. The spectral and spatial convolutions between two quaternionic functions can be implemented by the product of their QLCTs and the sum of their OLCTs, respectively. Furthermore, we demonstrate that the convolution theorems in the 2-D QFT and QFrFT domains can be regarded as two special cases of our achieved results. Four aspects of applications in convolutions are analyzed. Firstly, the correlation operations of the QLCT are developed. Secondly, the Fredholm integral equation of the first kind involving special kernels can be solved. Thirdly, some systems of second order partial differential equations which can be transformed into the second order quaternion partial differential equations can also be solved. Finally, it is convenient to design the multiplicative filters in the QLCT domain. In view of the QLCT’s attractive properties, its discrete
version needs to be developed. In addition, its convolution theorems should be explored in the context of quaternion random signal processing. These problems will be considered in our follow-up studies.
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