Application of the BORUTA Algorithm to Input Data Selection for a Model Based on Rough Set Theory (RST) to Prediction Energy Consumption for Building Heating
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Abstract: Energy prediction used for building heating has attracted particular attention because it is often required in the development of various strategies to improve the energy efficiency of buildings, especially those undergoing thermal improvements. The complexity, dynamics, uncertainty, and nonlinearity of existing building energy systems create a great need for modeling techniques. One of them is machine learning models, which are based on input data consisting of features that describe the objects under study. The data describing actual buildings used to build the model may be characterized by missing values, duplicate or inconsistent features, noise, and outliers. Therefore, an extremely important aspect of the prediction model development effort is the proper selection of features to simplify the prediction of energy consumption for heating. In this connection, the goal was to evaluate the usefulness of a model describing the final energy demand rate for building heating using groups of features describing actual residential buildings undergoing thermal retrofit. The model was created by combining two algorithms: the BORUTA feature selection algorithm, which prepares conditional variables corresponding to features for a prediction model based on rough set theory (RST). The research was conducted on a group of 109 multi-family buildings from the end of the last century (made in large-panel technology), thermomodernized at the beginning of the 21st century. Evaluation metrics such as MAPE, MBE, CV RMSE, and $R^2$, which are adopted as statistical calibration standards by ASHRAE, were used to assess the quality of the developed prediction model. The analysis of the obtained results indicated that the model based on RST, based on the features selected by the BORUTA algorithm, gives a satisfactory prediction quality with a limited number of input variables, and thus allows to predict energy consumption (after thermal improvement) for this type of buildings with high accuracy.
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methods are demanding in terms of the domain knowledge as well as computational resources [1,5]. In contrast to it, the machine-data-driven modeling process allows a more flexible approach to the detail, availability, and accuracy of data describing buildings and their surroundings. Finally, data-driven methods, by creating a direct relationship between design parameters and building energy consumption, help to alleviate the heavy computational burden as well as engineering efforts required in evaluating the energy performance of various types of facilities. In building energy system modeling, machine learning techniques have been widely applied both in load prediction [7] as well as in control and operation processes [8]. In general, machine learning algorithms used for heat load/heat demand prediction can be classified into the following types [1,2]:

- linear regression [9–12],
- tree-based [13–15],
- autoregressive methods [16,17],
- neural network [13,18–24],
- deep learning [5,25,26],
- support vector machine [21,26–30],
- hybrid [31–33],
- k-nearest neighbors [34],
- others [35–40].

The mentioned types of machine learning models are based on input data consisting of features that describe the objects under study. A feature is the term for variable, parameter, or attribute in the machine learning language. For data-driven models, feature selection strongly affects model performance. Well-designed features increase flexibility and robustness (i.e., even if a simple algorithm is used, prediction results can still be achieved) which allows simplifying the energy assessment of buildings [1]. The data used to create the model may be characterized by missing values, duplicate or inconsistent features, noise, and outliers. Therefore, the science of feature selection, also known as variable selection or attribute selection, is essential for effective feature identification for a building load prediction model. The following feature selection techniques can be distinguished for making heat demand forecasts [1,41]:

- An embedded method, where feature selection is embedded in machine learning algorithms that include feature selection as an intrinsic module, such as random forest and multivariate adaptive regression with glued functions (MARS) [13,14,41–44].
- A filter method, which belongs to statistical methods, assigning a score to each feature, ranks features according to the score, and finally either retains the feature or removes it from the set of candidate features based on ranking [41,45–49].
- A wrapper method comparing the prediction performance of data-driven models using subsets of candidate features to evaluate the fitness of each subset of candidate features [21,50,51].
- A hybrid method, which involves using at least two of the above techniques as a combined feature selection method [23,52,53].

Most of the studies focus on the development of machine learning algorithms to achieve the lowest possible prediction error [1,2,18]. Authors presenting prediction results for applied machine learning algorithms often only mention what data they use for modeling, but do not provide more details, such as: data resolution, uncertainty, training/test data partitioning, etc. [1]. It can also be noted that the quality and accuracy of prediction models are mostly tested on theoretical datasets obtained from simulations of different types of buildings [4]. There is a lack of solutions for real buildings characterized by different availability of data describing the objects from thermal and operational point of view [1,4,18,35]. An another extremely important aspect when evaluating energy consumption in real buildings is the fact that many input parameters to the model can be obtained based on engineering calculations (e.g., heat transfer coefficients, thermal bridges, ventilation air flows, building use, and the like), which, in many cases, are based
on unreliable and inaccurate data, which significantly affect the accuracy of the building energy assessment [1,4,35]. For real objects, feature selection is an important aspect in building predictive models free from correlated variables, errors, and unwanted noise so feature selection should be done to select the most relevant ones. Therefore, the aim of this paper is to evaluate the usefulness of a model describing the final energy demand rate for heating a building using groups of features describing real residential buildings undergoing thermomodernization. The selection of the listed features was performed using the BORUTA algorithm [54]. Boruta uses the method of selection of all relevant features, where it captures all features that are relevant to the decision variable under certain conditions. The selection results were decided to be used to build a predictive model using rough set theory (RST) [55]. It should be noted that, as shown in the literature review [1], it has not yet been used in the energy assessment of buildings and therefore represents a novelty in this type of research. Given that an important aspect when building a predictive model is to reduce the number of input variables, it was additionally decided to check whether, when building a predictive model, all features indicated by the BORUTA algorithm as relevant should be selected or whether the number of features can be reduced and how such a reduction would affect the accuracy of energy consumption prediction. To assess the quality of the developed prediction model, evaluation metrics such as [56]: \(\text{MAPE}, \text{MBE}, \text{CV RMSE}\) and \(R^2\), which are accepted as statistical calibration standards by ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning Engineers) [57], were used.

2. Materials and Methods

The research was conducted on a sample of one hundred and nine multi-family residential buildings erected in the 1960s and 1970s in prefabricated technology (made of large plates). The buildings underwent thermomodernization in 2010–2015. The considered subjects are heated from the municipal district heating network. Thanks to that, information about actual heat consumption for heating was obtained. For the analyzed group of buildings, energy characteristics were performed in accordance with the methodology for determining the energy performance of the building [58], applicable in Poland, according to the method based on the actual energy consumption for heating. Energy consumption was determined for the state before and after performing thermal improvement, using heat consumption data from three heating seasons. To exclude seasonal variations, the actual energy consumption values were adjusted to standard season conditions. On this basis, indices of final energy demand for heating were determined. Additionally, for buildings, which did not have information regarding the ordered thermal power for heating, calculations of the design heat load for heating before thermomodernization were carried out according to ISO 12,831 [59]. The analyzed buildings were characterized by a set of features. Some of them are measured and others are calculated. These features are of typical energetic character, like, for example, power demand for heating the building or seasonal energy demand for heating, and others describe for example structural parameters like surface areas of partitions through which heat losses occur, heated volume, heat transfer coefficients through partitions. These features describe buildings in the state before thermal improvements were made. Utility parameters are also taken into account, such as, for example, the number of people using the building. The data set includes also qualitative features, such as information, which partition was subjected to thermomodernization. Each of the qualitative features could be in two response options “Yes” or “No”. These words were replaced by digits: “1” and “0”. The value “1” was put when a given event occurred (the partition was thermomodernized). Otherwise, when the event did not occur, the feature took the value “0”. The features characterizing the investigated buildings were marked successively \(v_1, v_2, \ldots, v_{23}, v_{24}\), and they are conditional variables (corresponding to features) for the rough model. The decision variable (index of final energy demand for heating after modernization) is labeled with \(d\). The features describing the building are
Table 1. Characteristics of features affecting the reduction of annual energy demand for heating in multifamily residential buildings.

| Attribute                                                                 | Unit      | Min       | Max        | Average   | Coefficient of Variation * |
|---------------------------------------------------------------------------|-----------|-----------|------------|-----------|---------------------------|
| v₁–the heated volume of building (EM)                                     | m³        | 1308.0    | 22935.6    | 6393.1    | 62.9                      |
| v₂–total (net internal area) (IM)                                         | m²        | 384.9     | 5077.2     | 1764.0    | 54.4                      |
| v₃–surface of heated floors (IM)                                          | m²        | 372.7     | 4985.0     | 1568.5    | 53.4                      |
| v₄–surface of roof projection area (net) (EM)                             | m²        | 87.2      | 2153.0     | 467.0     | 55.5                      |
| v₅–total walls surface (net) area (EM)                                    | m²        | 296.3     | 3897.3     | 1096.8    | 49.7                      |
| v₆–surface of floor from interior measurements (floor over basement or floor on the ground) (IM) | m²        | 12.2      | 1075.1     | 395.4     | 58.8                      |
| v₇–total windows area (EM)                                                | m²        | 69.7      | 838.3      | 290.7     | 54.1                      |
| v₈–number of residential flats, premises                                  | pc.       | 6.0       | 142.0      | 32.4      | 62.8                      |
| v₉–number of living persons per building                                   | Nb.       | 14.0      | 425.0      | 73.9      | 67.6                      |
| v₁₀–shape coefficient of buildings (the ratio surface to volume)         | m⁻¹       | 0.21      | 1.92       | 0.46      | 43.7                      |
| v₁₁–calculated thermal transmittance of walls components                  | W·m⁻²·K⁻¹ | 0.43      | 1.89       | 1.09      | 31.9                      |
| v₁₂–calculated thermal transmittance of peak walls (side, narrower building walls) components | W·m⁻²·K⁻¹ | 0.32      | 3.09       | 1.01      | 47.7                      |
| v₁₃–calculated thermal transmittance of roof projections components       | W·m⁻²·K⁻¹ | 0.18      | 3.56       | 1.25      | 85.1                      |
| v₁₄–calculated thermal transmittance of floors components (floor over basement) | W·m⁻²·K⁻¹ | 0.26      | 2.43       | 1.17      | 37.8                      |
| v₁₅–calculated thermal transmittance of floor components on the ground    | W·m⁻²·K⁻¹ | 0.38      | 3.51       | 1.61      | 51.7                      |
| v₁₆–thermal transmittance of windows (commercial data)                    | W·m⁻²·K⁻¹ | 1.2       | 3.5        | 1.88      | 30.7                      |
| v₁₇–information whether the wall to be thermal improved                   | -         | 0         | 1          | 0.98      | 13.7                      |
| v₁₈–information whether the peak wall (side, narrower building wall) to be thermal improved | -         | 0         | 1          | 0.93      | 28.3                      |
| v₁₉–information whether the roof to be thermal improved                   | -         | 0         | 1          | 0.52      | 96.0                      |
| v₂₀–information whether the floor over basement to be thermal improved    | -         | 0         | 1          | 0.32      | 146.1                     |
| v₂₁–information whether the floor on the ground to be thermal improved    | -         | 0         | 1          | 0.06      | 383.5                     |
| v₂₂–information whether replacement windows                               | -         | 0         | 1          | 0.06      | 416.2                     |
| v₂₃–heating consumed power                                                | kW        | 36.5      | 413.5      | 129.8     | 57.0                      |
| v₂₄–index of final energy demand for heating before modernization (calculated from measurements of actual energy consumption for heating) | kWh·m⁻²·year⁻¹ | 83.0      | 566.1      | 253.4     | 43.6                      |
| d–index of final energy demand for heating after modernization            | kWh·m⁻²·year⁻¹ | 51.2      | 389.2      | 143.6     | 46.1                      |

Where: (remark: EM denotes calculation from exterior measurements, IM denotes calculation from interior measurements). * Coefficient of variation—it is defined as the quotient (expressed in %) of the absolute measure of variation (standard deviation) and the average level of the trait value (arithmetic mean).

The set of features describing the energy consumption in the investigated buildings presented in Table 1 is characterized by a large variability. The specificity of the features also indicates a great variety of ways of coding the given features, which occur both in qualitative and quantitative form, some of them are measured and some of them are calculated, so reference point is needed to help distinguishing the really important features from the unimportant ones. To cope with this problem, we used an algorithm that provides...
criteria for selecting relevant (important) features. To select relevant features, we have applied the BORUTA algorithm [54]. It is worth noting that in addition to selecting relevant features, the algorithm also creates a ranking of their relevance. The BORUTA algorithm applies random forests for feature relevance estimation. The random forest is a very popular learning model for solving a variety of classification and regression problems [60]. The random forest is based on a multitude of decision trees which are independently developed on different sample bags taken from the training set. The algorithm is designed as a wrapper method. The original dataset is extended by adding the so-called shadow features whose values are randomly permuted among the training cases to remove their correlations with a decision variable. The importance estimation of a feature is calculated as the loss of classification accuracy caused by a random permutation of feature values of cases. First, the loss of classification accuracy is computed individually for all decision trees in the forest which make use of a given feature to classify cases and then the average and standard deviation of the loss of classification accuracy are computed. An importance measure is the Z score computed by dividing the average loss by its standard deviation. The importance measure is used to determine the ranking of features. In addition to generation of the feature ranking, the BORUTA algorithm classifies features into three types:

- Confirmed.
- Tentative.
- Rejected.

The Z score is calculated for each feature. Then, the maximum Z score (MZS) among shadow features is identified and a hit is assigned to every feature that is scored better than MZS. The two-sided equality test with MZS is applied. The features which have importance significantly lower than MZS are treated as irrelevant (rejected) ones. The features which have importance significantly higher than MZS are treated as relevant (confirmed) ones. The remaining features are treated as tentative ones.

After establishing the list of “importance” of features, the developed database was subdivided into a training set, to which 80% of the studied buildings were randomly selected, and a test set formed from the remaining objects. A method based on rough set theory (RST) was used to build a model to determine the annual heat demand of residential buildings undergoing thermal upgrading. Approximate sets proposed by Z. Pawlak [56] are a suitable tool for dealing with general (imprecise) and ambiguous data. The rough sets serve as a methodology in the process of discovering knowledge in data-bases. It is a tool used to describe inaccurate, uncertain knowledge; to model decision-making systems; and for approximation reasoning [55]. It allows us to bring more flexibility in data mining to rough set theory and to analyze observations expressed in quantitative and qualitative forms. The methodology for building predictive models based on rough set theory is presented in papers [35,61–63]. To build the model, the rough set exploration system RSES 2.1 (Department of Logic of the Institute of Mathematics, University of Warsaw, Poland) was used, which is a computer tool that enables the analysis of data in a tabular form, using rough set theory [64].

To evaluate the quality of the developed prediction model, evaluation metrics such as [56] mean bias error (MBE), coefficient of variance root mean square error (CV RMSE) and coefficient of determination ($R^2$), and mean absolute percentage error (MAPE), were used.

\[ MBE = \frac{\sum_{m=1}^{n_g} (y_i - y_i')}{\sum_{i=1}^{n_g} y_i}.100\% \quad m = 1, 2, 3 \ldots, n_g \]  
\[ CV \ RMSE = \sqrt{\frac{\sum_{m=1}^{n_g} (y_i - y_i')^2}{\sum_{i=1}^{n_g} y_i^2}}.100\% \quad m = 1, 2, 3 \ldots, n_g \]
where \( y_i \) is the actual value (quantity) in the facility \( i \), and \( y'_i \) is the forecast value (quantity) in the facility \( i \). The difference between \( y_i \) and \( y'_i \) is divided by the actual value \( y_i \) and \( m \) is the index of the test object, \( n_g \) is the number of objects (\( m = 1,2,3,...,n_g \)).

According to ASHRAE Guideline 14 criteria [56,57], for the model to be considered well calibrated, the value of the evaluation indices should not exceed:

- MBE index \( \pm 5\% \),
- CV RMSE index 15%.

However, the value of the coefficient of determination should be \( R^2 \geq 0.75 \).

To see how the choice of features would affect the prediction accuracy of the model, it was decided to create four subsets of input features for comparison, i.e.,

- SET 1—the subset of features indicated by the algorithm as “confirmed”.
- SET 2—a subset of the features indicated as “confirmed” by the algorithm, with the top 10 (indicated by the algorithm) features selected for analysis.
- SET 3—a subset of the features indicated as “confirmed” by the algorithm, with the top 3 (indicated by the algorithm) features selected for analysis.
- SET 4—the subset of features indicated by the algorithm as “confirmed” + “tentative”.

### 3. Results and Discussion

In the first part of building the prediction model, the database containing 24 features was subjected to selection to find all of the important features influencing the final energy consumption after thermomodernization. The listed features inform about e.g., power demand, seasonal energy consumption for heating of the building before thermomodernization, area of partitions, through which heat losses occur, heated cubature, heat transfer coefficients, number of occupants as well as which partition was thermomodernized. The selection of the mentioned features was performed in R using the BORUTA package. Boruta uses all relevant features selection method, where it captures all features that are relevant to the decision variable under certain circumstances. This algorithm finds all features that are strongly or weakly significant for the decision variable. The selection results are summarized in Table 2 and illustrated in box plot 2.

In Table 2, the meaning of columns is as follows: Mean Imp—the mean of \( IM_p \), Median Imp—the median of \( IM_p \), Min Imp—the minimum of \( IM_p \), Max Imp—the maximum of \( IM_p \), Norm Hits - the number of hits normalized to number of importance source runs, where \( IM_p \) is the importance measure computed over multiple iterations. As it can be seen in Table 2, BORUTA indicated the answer on the importance of features in the dataset. In this case, out of 24 features, six of them are rejected and 15 are confirmed. Three features are marked as tentative. The tentative features have meanings so close to their best shadow features, the Boruta is unable to make decisions with the desired confidence in the default number of runs of the random forest.

The resulting graph (Figure 1) generated using the BORUTA package in the R environment, after features classification, indicated the importance (axis Y) of the analyzed features (put on axis X) by ranking and color-coding them. From the box-plot, the blue box-plots correspond to the shadow features. We have three blue box-plots for minimum, average, and maximum shadow feature values. The green box-plots correspond to features that were confirmed as valid features, and the red box-plots correspond to features that
were confirmed as irrelevant features. The yellow box-plots correspond to features that are uncertain, i.e., the algorithm was not able to come to a conclusion about their importance.

Table 2. The result of the feature selection process.

| No. | Attribute | Mean Imp | Median Imp | Min Imp | Max Imp | NormHits | Decision |
|-----|-----------|----------|------------|---------|---------|----------|----------|
| 1   | v24       | 17.906   | 18.077     | 15.326  | 19.881  | 1        | Confirmed |
| 2   | v10       | 7.854    | 7.816      | 5.915   | 9.887   | 1        | Confirmed |
| 3   | v12       | 7.672    | 7.64       | 6.404   | 9.203   | 1        | Confirmed |
| 4   | v2        | 6.461    | 6.466      | 5.071   | 7.989   | 0.97     | Confirmed |
| 5   | v3        | 6.433    | 6.455      | 4.668   | 7.938   | 0.97     | Confirmed |
| 6   | v15       | 6.278    | 6.32       | 4.626   | 8.065   | 0.96     | Confirmed |
| 7   | v13       | 5.26     | 5.225      | 2.953   | 7.372   | 0.95     | Confirmed |
| 8   | v11       | 4.934    | 4.999      | 2.242   | 6.756   | 0.92     | Confirmed |
| 9   | v4        | 4.893    | 4.929      | 3.23    | 6.224   | 0.9    | Confirmed |
| 10  | v15       | 6.278    | 6.32       | 4.626   | 8.065   | 0.96     | Confirmed |
| 11  | v18       | 4.359    | 4.373      | 2.278   | 5.549   | 0.879    | Confirmed |
| 12  | v1        | 4.279    | 4.374      | 2.259   | 5.923   | 0.899    | Confirmed |
| 13  | v6        | 3.958    | 3.952      | 1.88    | 5.736   | 0.859    | Confirmed |
| 14  | v7        | 3.632    | 3.724      | 1.079   | 5.457   | 0.778    | Confirmed |
| 15  | v14       | 3.234    | 3.242      | 0.814   | 4.884   | 0.687    | Confirmed |
| 16  | v19       | 2.962    | 2.951      | 1.332   | 4.122   | 0.637    | Confirmed |
| 17  | v16       | 2.805    | 2.821      | 0.447   | 4.563   | 0.607    | Tentative |
| 18  | v5        | 2.678    | 2.78       | −0.413  | 4.376   | 0.607    | Tentative |
| 19  | v9        | 1.861    | 1.805      | −0.711  | 4.501   | 0.304    | Rejected  |
| 20  | v8        | 1.658    | 1.595      | 0.609   | 3.157   | 0.031    | Rejected  |
| 21  | v20       | 1.602    | 1.555      | −0.732  | 3.316   | 0.213    | Rejected  |
| 22  | v21       | 0.939    | 1.252      | −0.669  | 2.113   | 0.021    | Rejected  |
| 23  | v22       | −0.48    | −0.608     | −1.964  | 0.777   | 0        | Rejected  |
| 24  | v17       | −0.684   | −1.001     | −1.926  | 1.002   | 0        | Rejected  |

Figure 1. Feature selection importance graph using the BORUTA algorithm.
Based on the selection result, it can be concluded that the important features (confirmed), that affect the final energy consumption after thermal upgrading, are: v24–index of final energy demand for heating before modernization (calculated from measurements of actual energy consumption for heating), v10–shape coefficient of buildings (the ratio surface to volume), v12–calculated thermal transmittance of peak walls components, v2–calculated from interior measurements total (net internal area), v3–calculated surface of heated floors from interior measurements, v15–calculated thermal transmittance of floor components on the ground, v13–calculated thermal transmittance of roof projections components, v11–calculated thermal transmittance of walls components, v4–calculated from exterior measurements surface of roof projection area (net), v23–heating consumed power, v18–information whether the peak wall to be thermal improved, v1–calculated from exterior measurements the heated volume of building, v6–calculated surface of floor from interior measurements (floor over basement or floor on the ground), v7–calculated from exterior measurements total windows area, v14–calculated thermal transmittance of floors components (floor over basement).

However, it is uncertain (but cannot be excluded) whether features such as v19, information whether the roof needs to be thermal improved, v16, thermal transmittance of windows, and v5, calculated from exterior measurements total wall surface area, have an impact on energy consumption after thermal upgrading.

After the selection of features, the next step in building the predictive model was to randomly divide the database into a training set and a test set (in an 80/20 ratio). Considering the obtained feature selection results, the input data characterizing the buildings were divided into four sets of features, which differ in the number of features, i.e., set 1, which contained the data indicated by the algorithm as “confirmed”, the top 10 features indicated by the algorithm as “confirmed” for which the Norm Hits index value was greater than 0.9 were selected for set 2. In the third set, we limited ourselves to 3 features for which the Norm Hits value was equal to 1 and set 4, which consists of the features labeled as “confirmed” and “tentative”. Table 3 lists the individual features included in the sets of features, with the feature’s membership in a given set denoted by 1.

| No. | Feature | Sets of Features |
|-----|---------|------------------|
|     |         | Set 1 | Set 2 | Set 3 | Set 4 |
| 1   | v24     | 1     | 1     | 1     | 1     |
| 2   | v10     | 1     | 1     | 1     | 1     |
| 3   | v12     | 1     | 1     | 1     | 1     |
| 4   | v2      | 1     | 1     | 1     | 1     |
| 5   | v3      | 1     | 1     | 1     | 1     |
| 6   | v15     | 1     | 1     | 1     | 1     |
| 7   | v13     | 1     | 1     | 1     | 1     |
| 8   | v11     | 1     | 1     | 1     | 1     |
| 9   | v4      | 1     | 1     | 1     | 1     |
| 10  | v23     | 1     | 1     | 1     | 1     |
| 11  | v18     | 1     | 1     | 1     | 1     |
| 12  | v1      | 1     | 1     | 1     | 1     |
| 13  | v6      | 1     | 1     | 1     | 1     |
| 14  | v7      | 1     | 1     | 1     | 1     |
| 15  | v14     | 1     | 1     | 1     | 1     |
| 16  | v19     | 1     | 1     | 1     | 1     |
| 17  | v16     | 1     | 1     | 1     | 1     |
| 18  | v5      | 1     | 1     | 1     | 1     |

The sets of features presented in Table 3 will allow one to see whether in building a predictive model one should select all features identified as “confirmed” by the BORUTA algorithm, or whether one can limit the number of features to the group for which the
Norm Hits index value will be greater than 0.9 or equal to 1, and how such a limitation will affect the accuracy of energy consumption prediction. Evaluating the features summarized in Set 4 will further answer the question of how the features marked as tentative will answer affect the prediction accuracy of the model. The features selected by the BORUTA algorithm, describing buildings in the state before thermomodernization, were used to build a model for predicting energy consumption for heating after thermomodernization, which is based on rough set theory (RST). For each group from the training set, reducts and the core of the feature set were determined and used to build the inference model. The reduct in rough set theory is a sufficient set of features that can be used to reason about the value of the decision variable. For a given data set, many reducts can be found. Therefore, the set of features which is common to all reducts can be determined. This set is called the core. The built model was critically analyzed (on the test set) for the accuracy and quality of the built prediction using evaluation metrics such as MAPE, MBE, CV RMSE and $R^2$ [57]. The results of calculating the quality and accuracy of the built models depending on the selected set of features are presented in Table 4.

Table 4. Evaluation of the prediction model of heating energy demand ratio based on the tested sets of features emerged by BORUTA algorithm.

| Assessment Parameters | Set 1 | Set 2 | Set 3 | Set 4 |
|-----------------------|-------|-------|-------|-------|
| MAPE (%)              | 9.2   | 10.7  | 10.3  | 14.2  |
| MBE (%)               | 2.4   | 3.6   | 4.7   | 0.48  |
| CV RMSE (%)           | 5.49  | 5.51  | 5.89  | 5.92  |
| $R^2$ (-)             | 0.85  | 0.82  | 0.81  | 0.79  |

Analyzing the results presented in Table 4, it can be concluded that the model based on rough set theory (RST), based on the features selected by the BORUTA algorithm, allows to obtain satisfactory prediction quality. However, as it can be seen, dataset 1 (marked as “confirmed” by the BORUTA algorithm) affects the better fit of the model to the real data-this is confirmed by the values of three evaluation indicators. Limiting the number of features to ten for which Norm Hits > 0.9 (dataset 2) had little effect on changing the magnitude of the evaluation indices (MBE and MAPE error values increased by about 1%, CV RSME error increased by 0.02%, while $R^2$ coefficient of determination decreased by 0.03). Similarly, results were observed when the selection of three features indicated by the algorithm as the best were selected: Norm Hits = 1 (Set 3), MAPE error values increased by about 1%, MBE by 2.3%, CV RSME error increased by 0.4%, while $R^2$ coefficient of determination decreased by 0.04 compared to the first set of features. Thus, the model based on a limited number of features (Set 2 and 3) can be considered suitable for practical application. Set 4, which in the set of features also includes data marked as “uncertain” by BORUTA, gives worse predictive results (only one MBE index is more favorable than in Set 1). This indicates that the increased number of features negatively affected the predictive quality of the model. The presented prediction results based on features selected by the algorithm give significantly better results compared to the model built based on manual feature selection based on domain knowledge. In papers [35], based on the same set of real objects, a prediction models was built based on 4 sets of features with different amounts of data that were manually selected. In this case, the best result was characterized by error values of for a model based on rough set theory (RST): MAPE 14%, MBE –9.6%, and CV RMSE 18.8%

4. Conclusions and Perspectives

Based on analyses carried out on a group of 109 multi-family residential buildings constructed in large-panel technology, for which energy characteristics were prepared based on the actual energy consumption for heating before and after performing thermal
improvement, a group of 24 features was distinguished. These data can be used to build a prediction model of energy consumption for heating after thermal improvement. Since features describing real buildings may be characterized by missing values, duplicate or inconsistent features, noise, and outliers, it was decided to perform a selection of features to choose the most relevant ones. The selection of the mentioned features was performed using the BORUTA algorithm. Boruta uses all significant features selection method, where he captures all features that are significant for the decision variable under certain conditions.

It was decided to use the selection results to build a prediction model using rough set theory (RST). Additionally, it was decided to check whether building a prediction model one should select all the features defined by the BORUTA algorithm as “confirmed” or whether one can limit the number of features, and how such a limitation would influence the accuracy of energy consumption prediction. The obtained prediction model quality results were evaluated according to statistical calibration standards that are adopted by ASHRAE. Based on the calculations performed, the following conclusions can be made:

- Evaluating the usefulness of the different sets of variables according to the indices proposed by ASHARE, it was found that the use of the feature sets indicated by the BORUTA algorithm in the prediction model yielded errors for the test set of: MAPE 9.2–10.7%; MBE 2.4–4.7%; CV RMSE 5.49–5.89%; and $R^2$ 0.85–0.81,
- The data set consisting of 14 descriptive characteristics marked by the BORUTA algorithm as “confirmed” is the best fit of the model to the real data, confirmed by the values of all evaluation indicators,
- Limiting the number of conditional attributes to 10, had little effect on changing the size of the evaluation indices. Analogous results were obtained when selecting 3 conditional attributes indicated by the algorithm as the best, so the model based on a limited number of input variables can be considered suitable for practical application,
- The method of data classification indicated in this paper together with the forecasting model will make it possible to quickly determine the energy saving potential of buildings without the need to perform detailed (and thus expensive) engineering calculations. Three data describing the building before thermomodernization can be sufficient to estimate energy consumption (after thermal improvement): index of final energy demand for heating before modernization (calculated from measurements of actual energy consumption for heating), shape coefficient of buildings (the ratio surface to volume) and calculated thermal transmittance of peak walls components,
- Increasing the number of conditional attributes beyond those indicated as “confirmed” by the BORUTA algorithm yields poorer predictive performance. This indicates that an increased number of attributes negatively affects the predictive quality of the model,
- In further research, the authors plan to test the usefulness of the presented set of methods for predicting energy consumption in other types of real buildings, such as single-family residential buildings, schools, kindergartens, and others. This will allow a broader assessment of the usefulness of the BORUTA algorithm for input data selection in an energy consumption forecasting model based on rough set theory. It is also planned to compare other methods of classification of input variables based on these objects, i.e., real ones,
- To be able to compare the quality of the predictions with the results in other works, the authors plan to use publicly available databases such as “ASHRAE - Great Energy Predictor III, the Kaggle competition” [65] to evaluate the performance of the algorithms. This will allow to test and compare the applicability of the presented method on data that are used by other researchers in building prediction models.
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