Possible Realization of Optical Quadratic and Dirac Points in Woodpile Photonic Crystals
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The simulation of fermionic relativistic physics, e.g., Dirac and Weyl physics, has led to the discovery of many unprecedented phenomena in photonics, of which the optical-frequency realization is, however, still challenging. Here, surprisingly, we discover that the woodpile photonic crystals commonly used for optical frequency applications host exotic fermion-like relativistic degeneracies: a Dirac nodal line and a fourfold quadratic point, as protected by the nonsymmorphic crystalline symmetry. Deforming the woodpile photonic crystal leads to the emergence of type-II Dirac points from the fourfold quadratic point. Such type-II Dirac points can be detected by its anomalous refraction property which is manifested as a giant birefringence in a slab setup. Our findings provide a promising route towards 3D optical Dirac physics in all-dielectric photonic crystals.

Introduction.— Fermionic relativistic waves described by the Dirac and Weyl equations (1–5) (and beyond (6)) have many nontrivial properties as discovered in condensed materials (7). Recently, photonic crystals (PCs) became a versatile platform to simulate such relativistic waves (8–23). Photonic relativistic waves have been harnessed for a number of fundamental phenomena and applications such as Zitterbewegung (24), pseudodiffusive transport (25), zero-index metamaterials (26), synthetic magnetic fields for photons (27), and anomalous refraction (17). In particular, fermion-like relativistic (i.e., even-fold band degeneracy) waves are more appealing than the boson-like (i.e., odd-fold band degeneracy) counterparts, since they are closely related to photonic topological insulators (28–40). At optical frequencies, the magneto-optical and bianisotropic effects of natural materials, which are often used to create photonic topological insulators, become negligible. One then has to turn to all-dielectric PCs as low-dissipation optical crystalline materials. Recent reports on the experimental observations of photonic Weyl points at the infrared and even optical frequency regimes (18–21) indicate that three-dimensional (3D) dielectric PCs still hold the promise toward Weyl physics. However, realizing 3D optical Dirac points (DPs) as a potential pathway towards optical 3D topological insulators is more challenging, since in PCs the spin degeneracy of photons is broken. Space symmetry must be leveraged to simulate both the fermion-like Kramers degeneracy and the parity inversion (17). With the limited types of available optical-frequency 3D PCs in the current technology, it is unknown which can lead to 3D photonic DPs.

In this Letter, we illustrate a practical route towards 3D optical DPs: using woodpile-like PCs—a prototype 3D optical-frequency PCs that have been fabricated with high quality (11, 13) [Fig. 1(a)]. Surprisingly, we find that the woodpile PCs host two types of exotic band degeneracies in the lowest photonic bands: a Dirac nodal line and a fourfold quadratic point (FQP), as protected by the nonsymmorphic crystalline symmetry. Starting from the motherboard of the woodpile PCs, type-II DPs can be created by deforming the unit-cell geometry. Interestingly, we find that the type-II DPs exhibit anomalous birefringence. Such birefringence is maximized when the incident light excite exactly the type-II DPs. These findings provide a promising path towards optical-frequency Dirac physics and the potential realization of 3D optical topological insulators in all-dielectric PCs that are compatible with optoelectronic integration and nanophotonic applications (44, 47).

Woodpile space symmetry.— Structures of the undeformed and deformed woodpile PCs are illustrated in Figs. 1(a)–(c) together with their unit-cells and lattice vectors. The two corresponding Brillouin zones are illustrated in Fig. 1(d). The deformed woodpile PC has a unit-cell twice as large as the unit-cell of the undeformed woodpile PC. These two PCs can be described in an unified fashion using the unit-cell of the deformed woodpile PC. In this study, we set the lattice constant as $|b_1| = |b_2| = b_x = 0.8 \, \mu m$ and $|b_3| = b_z = 0.8 b_x$. The deformation of the woodpile PC can be feasibly realized by tuning the distances between the dielectric logs, $l_x$ and $l_y$, or by tuning the width of the logs, $w_x$ and $w_y$. The undeformed woodpile represents the limit with $w_x = w_y$ and $l_x = l_y = b_z/2$. We consider mostly the woodpile PCs made of TiO$_2$ which can be directly generalized to other dielectric materials such as silicon and GaAs.

The undeformed woodpile PC is a spiral stacking of
leads to the synthetic Kramers degeneracy for all photonic bands on the \( k_z = \frac{\pi}{b_z} \) plane. Similarly, the double degeneracies on the \( k_x = \frac{\pi}{b_x} \) [the \( X-M-A-R \) line in Fig. 1(b)] and \( k_y = \frac{\pi}{b_y} \) planes are induced by the other screw symmetries of the woodpile PCs (see Supplemental Materials [49] for details).

**Photonic Dirac nodal line.**— The \( M-A \) line is a nodal line composed of an “infinite” number of two-dimensional (2D) DPs [see Fig. 1(e) and Fig. 2]. The two fundamental elements in the Dirac equation, the spin and orbital degrees-of-freedom, are associated with the four degenerate states on the line. The field profiles of these four modes [Fig. 2(a)] indicate that they are the electric and magnetic dipole modes which can be denoted by the mirror-quantum number as \( |m_x, m_y \rangle \) (\( m_x, m_y = \pm 1 \)). The fourfold degeneracy is dictated by \( \Theta_z \equiv G_z \ast T \) and \( S_\pi \equiv S_2^\pi \) which are invariant operators on the \( M-A \) line, as manifested by the following symmetric transformations (see Supplemental Materials for more details [49]),

\[
\begin{align}
\Theta_z |m_x, m_y \rangle &= | - m_x, m_y \rangle, \\
S_\pi |m_x, m_y \rangle &= | - m_x, - m_y \rangle, \\
\Theta_z S_\pi |m_x, m_y \rangle &= |m_x, -m_y \rangle.
\end{align}
\]

Here, the “orbital” degree-of-freedom are associated with the parity, \( P = m_x m_y \). For example, the two electric dipole modes \( |m_x = -1, m_y = 1 \rangle \) and \( |m_x = 1, m_y = -1 \rangle \) constitute the odd-parity “antiparticle” sector of the Dirac equation, whereas the magnetic dipole modes \( |1,1 \rangle \) and \( |-1,-1 \rangle \) comprise the even-parity “particle” sector. The “spin” states for the particle sectors (‘p’) and antiparticle (‘a’) are constructed, respectively, as

\[
\begin{align}
|p, \uparrow \rangle &= \frac{1}{\sqrt{2}}((|1,1 \rangle + i|1,-1 \rangle)) = \frac{1}{\sqrt{2}}(x^2 - y^2 + 2xy), \\
|p, \downarrow \rangle &= \frac{1}{\sqrt{2}}((|1,1 \rangle - i|1,-1 \rangle)) = \frac{1}{\sqrt{2}}(x^2 - y^2 - 2xy), \\
|a, \uparrow \rangle &= \frac{1}{\sqrt{2}}((|-1,1 \rangle + i|-1,-1 \rangle)) = \frac{1}{\sqrt{2}}(|x| + iy), \\
|a, \downarrow \rangle &= \frac{1}{\sqrt{2}}((|-1,1 \rangle - i|-1,-1 \rangle)) = \frac{1}{\sqrt{2}}(|x| - iy).\n\end{align}
\]

In the above equations, we have denoted the mirror eigenstates as \( | -1, 1 \rangle \equiv |x \rangle, |1, -1 \rangle \equiv |y \rangle \) and \( |x^2 - y^2 \rangle \) and \( |2xy \rangle \) to elucidate the spatial symmetry of the eigenstates. We find that the two spin states carry finite total angular momenta (including both spin and orbital angular momentum) of photon (see Supplemental Materials [49]), which is a natural generalization
of the concept of emulating fermion-like spin with photonic spin \( \pm 1 \) or orbital angular momentum \( \pm \frac{1}{2} \pm \frac{1}{2} \) in previous studies.

![Field profiles of the four degenerate modes on the M-A line. (b) and (c): Dispersion of the Dirac nodal line in the (b) \( k_x-k_z \) and (c) \( k_x-k_y \) planes. In (b) an isofrequency plane (the blue-gray sheet) is plotted in order to show the isofrequency contours (the red curves). The Dirac nodal line is labeled by the black curve. Parameters are the same as in Fig. 1.](image)

Photonic simulation of a fermionic Hamiltonian \( \hat{\mathcal{H}}_F \) is the following mapping from the photonic Hamiltonian \( \hat{\mathcal{H}}_{EM} \) to the fermionic one (resembling the mapping between the Dirac equation and the Klein-Gordon equation [38]),

\[
\hat{\mathcal{H}}_{EM} := (\hat{\mathcal{H}}_F)^2. \tag{4}
\]

From the Maxwell equation, \( c^2 \nabla \times \frac{1}{\varepsilon} \nabla \times \vec{H} = \omega^2 \vec{H} \) (\( c \) is the speed of light in vacuum, \( \varepsilon \) the relative permittivity, and \( \vec{H} \) is the magnetic field), the photonic Hamiltonian can be defined as the Hermitian operator \( \hat{\mathcal{H}}_{EM} := c^2 \nabla \times \frac{1}{\varepsilon} \nabla \times [35] \).

In the basis of the four states, \( |\rho, \uparrow\rangle, |\rho, \downarrow\rangle \) \( (\rho = a, p) \), the above mapping (together with the \( \vec{k} \cdot \vec{p} \) theory) yields the following fermion-like Hamiltonian,

\[
\hat{\mathcal{H}}^{DL}_F = \omega_0 + v \left( \begin{array}{cc} 0 & \hat{A} \vphantom{\hat{\mathcal{A}}} \\ \hat{\mathcal{A}}^\dagger & 0 \end{array} \right), \tag{5}
\]

Here \( \hat{A} \equiv \gamma_x q_x \sigma_x + \gamma_y q_y \sigma_y \), and \( q_j = k_j - \pi/b_j \) \( (j = x, y) \). The coefficients \( \omega_0, v, \gamma_x \) and \( \gamma_y \) are \( k_z \)-dependent, making the Dirac nodal line. At the \( M \) and \( A \) points, the \( S_4 \) symmetry imposes additional constraints, \( \gamma_x = \gamma_y \), leading to an isotropic 2D DP as shown in Fig. 1(e). Away from these two points, the \( S_4 \) symmetry is ineffective, yielding unconventional 2D DPs as shown in Fig. 2(c).

Since the particle and antiparticle sectors correspond to the magnetic and electric dipole modes, respectively, the magneto-electric coupling in the Maxwell equations naturally guarantee the linear in \( q \) “spin-orbit couplings”.

The coupling coefficients can be written as (Here, \( j = x, y \), and \( UC \) stands for the unit cell)

\[
v\gamma_j = \frac{c}{\sqrt{N_E N_H}} \int_{UC} d\vec{r} (\vec{E}^\dagger_{\uparrow, p} \times \vec{H}_{\downarrow, a} + \vec{E}_{\downarrow, a} \times \vec{H}^\dagger_{\uparrow, p}) \cdot \vec{n}_j,
\]

where \( \vec{n}_j = \gamma_x \) and \( \vec{\gamma}_y = -i\gamma_y \). \( N_E = \int_{UC} d\vec{r} |\vec{E}|^2, N_H = \int_{UC} d\vec{r} |\vec{H}|^2 \); \( \vec{n}_j \) is the unit vector along the \( j = x, y \) direction; the integration is within a unit-cell. Interestingly, the above expression is similar to the Poynting vector between the particle and antiparticle sectors. A general form of the Dirac velocity tensor is presented in Supplemental Materials [49] where the “selection rules” due to the mirror and glide symmetries are discussed.

![Dispersion of the Dirac nodal line. (b) and (c): Dispersion of the Dirac nodes. (b): Field profiles of the four degenerate modes on the M-A line.](image)

**FIG. 2.** (Color online) (a) Field profiles of the four degenerate modes on the M-A line. (b) and (c): Dispersion of the Dirac nodal line in the (b) \( k_x-k_z \) and (c) \( k_x-k_y \) planes. In (b) an isofrequency plane (the blue-gray sheet) is plotted in order to show the isofrequency contours (the red curves). The Dirac nodal line is labeled by the black curve. Parameters are the same as in Fig. 1.

**FIG. 3.** (Color online) Quadratic degeneracy points: (a) Photonic bands in the \( k_y = 0 \) plane for the same parameters as in Fig. 1. The orange (blue) band has \( m_n = +1 (-1) \). The Z point (indicated by the arrow) is a FQP with four eigenstates of different mirror \( (m_{x/y}) \) and glide \( (z) \) symmetries (illustrated in the inset). (b) and (c): Dispersion of the FQP in the (b) \( k_z-k_y \) and (c) \( k_y-k_z \) planes.

**Photonic fourfold quadratic point.**— The Z point is a photonic FQP which is induced by the fourfold screw symmetry \( S^\pi_z \) as

\[
(\Theta^\pi_z)^4 = e^{i(k_z b_z)}|_{k_z = \pi/b_z} = -1, \tag{6}
\]

where \( \Theta^\pi_z \equiv S^\pi_z \ast T \) transforms \( (k_z, k_y, k_x) \) to \(( -k_y, k_z, -k_x ) \) and is an invariant operator at the Z point. The above indicates that the quadruplet consist of \( |\Psi\rangle, \Theta^\pi_z|\Psi\rangle, (\Theta^\pi_z)^2|\Psi\rangle, \) and \( (\Theta^\pi_z)^3|\Psi\rangle \). If \( |\Psi\rangle \) is labeled as \( |m_x, m_y, g_z\rangle \) \( (g_z = \pm 1 \) is the eigenvalue of \( G_z \)), then

\[
\Theta^\pi_z|\Psi\rangle = |m_y, m_x, g_z\rangle, \quad (\Theta^\pi_z)^2|\Psi\rangle = |m_x, m_y, -g_z\rangle, \quad (\Theta^\pi_z)^3|\Psi\rangle = |m_y, m_x, -g_z\rangle. \tag{7}
\]
The field patterns of the eigenstates are shown in Fig. 3(a), indicating $m_x = -m_y$. The fourfold degeneracy at the Z point is protected by the screw symmetry $S^z_2$ and hence independent of the specific parameters of the woodpile PC (see Supplemental Materials [49]).

The photonic system simulates the following fermion-like Hamiltonian of a 3D FQP,

$$\hat{H}_F = \omega_Z + v_y q_y \hat{r}_y + f_0[(q_x^2 - q_y^2)\hat{\sigma}_z + 2f_1 q_x q_y \hat{\sigma}_x + f_2 q_y^2], \tag{8}$$

where $\omega_Z$ is the frequency at the Z point, $v_y$ is the group velocity along the z direction, and $q_y = k_y - \frac{2\pi}{\lambda}$. $\tau_z = \pm 1$ labels the $g_z = \pm 1$ states, while $\sigma_z = \pm 1$ labels the $m_y = \pm 1$ states. The coefficients $f_i$ ($i = 0, 1, 2$) depend on the geometry and materials of the PC (see Supplemental Materials [49] for details).

Photonic Dirac points.— There are two means to split the FQP to yield a pair of DPs: either tuning $w_y/w_x$ or $l_y/l_x$ away from unity. For these tuning, $S^z_2$ is broken while $(\Omega_2)^2 = S_z$ is preserved. From Eq. [7], the degeneracy between states of different $m_x/y$ is then lifted. This can be described by a constant perturbation $\Delta_z f_0 \sigma_z$ that splits the FQP to a pair of DPs emerging at two wavevectors $K_\pm = (0, K^\pm_y, \pm \pi)$ with $K^\pm_y = \pm \sqrt{\Delta_z}$. The DPs are described by the following Hamiltonian,

$$\hat{H}^{DP}_F = \omega_D + v_y \delta k_y + v_x \delta k_x \hat{r}_y + v_y \delta k_x \hat{r}_y + v_y \delta k_y \hat{r}_y \hat{\sigma}_z \pm v_y \hat{\sigma}_y \hat{\sigma}_z, \tag{9}$$

where $\delta k = \tilde{k} - K_\pm$. Here, the coefficients are given by $\omega_D = \omega_Z + f_2 f_0 |\Delta_z|$, $v_y = 2f_2 f_0 K^+_y$, $v_x = 2f_1 f_0 K^+_y$, and $v_y = -2f_0 K^+_y$. With the parameters adopted, we find that $|v_0| > |v_y|$, thus the Dirac cones are of the type-II nature [see Fig. 4(a)] (see Supplemental Materials [49]).

Anomalous refraction.— The band degeneracies have been detected via transmission measurements [9, 11, 12, 21]. Here, we show that they can also be detected via unconventional refraction, specifically, the birefringence. Birefringence emerges here because the type-II DPs support two branches of propagating refraction beams with different group velocities. The setup for measuring the birefringence is illustrated in Fig. 4b. A Gaussian beam is shed on the PC slab and is detected at the bottom of the slab. The drifted beam centers at the detection plane, $r_o = r_o(\cos \phi_o, \sin \phi_o)$, gives the azimuth refraction angle $\phi_o$. In the theory of refraction, the wavevector in the PC is determined by frequency and parallel wavevector matching. We find that the refraction angle is determined by the group velocities as $\phi_o = \arctan(v_{g,y}/v_{g,x})$ and $\theta_o = \arctan(\sqrt{v_{g,x}^2 + v_{g,y}^2}/v_{g,z})$.

Considering refraction on the (001) surface, type-II dispersion yields birefringence with two refraction beams [17], characterized by two displacement vectors $\vec{r}_{o,±}$. We show that the DPs can be detected by studying the difference in the azimuth refraction angle $\delta \phi_o \equiv |\phi_{o,+} - \phi_{o,-}|$. Fig. 4(c) shows that the DP at $K_+$ can be identified as the point with maximum $\delta \phi_o$ when frequency $\omega$ and angle of incidence $\theta_i$ are swept in large ranges at a fixed azimuth incidence angle $\phi_i$. This phenomenon is a signature of the type-II DPs: as the excited wavevector approaches the DP along the $k_x$ direction, the difference in $v_{g,x}$ for the upper and lower branches changes abruptly. In contrast, away from the DP, such change is gradual. Similar scenario happens when $\phi_i$ is swept at fixed $\theta_i$ and $\omega$, as shown in Fig. 4(d). Therefore, the difference in the azimuth refraction angle $\delta \phi_o$ is a signature of the DPs.

Conclusion and outlook.— We have shown that the crystalline symmetry of woodpile PCs can enable the emergence of the 3D optical quadratic point and DPs. The DPs exhibit anomalous refraction and birefringence that can enable experimental detection of them. This study offers a guide for the realization of optical Dirac nodal line, FQP and DPs in 3D all-dielectric PCs. It also provides the inspiration and stimulation towards future realization of optical 3D topological insulators in all-dielectric PCs.
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While for the FCC scheme, we choose the lattice vectors \( \vec{b}_1 = (1, 0, 0), \vec{b}_2 = (0, 1, 0), \vec{b}_3 = (0, 0, 1) \) for the FCC scheme, we choose the lattice vector as follows:
\[
\vec{a}_1 = \frac{1}{2}(-\vec{b}_1 + \vec{b}_2 + \vec{b}_3), \quad \vec{a}_2 = \frac{1}{2}(\vec{b}_1 + \vec{b}_2 + \vec{b}_3), \quad \vec{a}_3 = \vec{b}_2.
\]

Thus, \(|\vec{a}_1| = |\vec{a}_2| = \sqrt{3}/2 |\vec{a}_3| = 1\), and the volume of the FCC unit-cell is \(\Omega = |\vec{a}_3 \cdot (\vec{a}_1 \times \vec{a}_2)| = \frac{1}{2}\). It is known to all that the first Brillouin zone reduced by half when the unit-cell is doubled. In order to match the high symmetry points between the TET and FCC Brillouin zone, we need to rotate the unit-cell with 45 degree around \(z\) axis, i.e., multiple the lattice vectors with rotation matrix \( R \),
\[
\begin{pmatrix}
\sqrt{2}/4 & -\sqrt{2}/4 & 0 \\
\sqrt{2}/4 & -\sqrt{2}/4 & 0 \\
0 & 0 & 1
\end{pmatrix}
\]
Therefore, the new lattice vectors are:
\[
\vec{a}'_1 = (0, -\sqrt{2}/2, 1/2), \quad \vec{a}'_2 = (\sqrt{2}/2, 0, 1/2), \quad \vec{a}'_3 = (\sqrt{2}/2, -\sqrt{2}/2, 0).
\]
Finally, the new reciprocal lattice basis of FCC unit-cell can be derived as:
\[
\hat{r}_{61} = \frac{2\pi}{\Omega} (\vec{a}'_2 \times \vec{a}'_3) = 2\pi(\sqrt{2}/2, -\sqrt{2}/2, -1),
\]
\[
\hat{r}_{62} = \frac{2\pi}{\Omega} (\vec{a}'_3 \times \vec{a}'_1) = 2\pi(-\sqrt{2}/2, -\sqrt{2}/2, -1),
\]
\[
\hat{r}_{63} = \frac{2\pi}{\Omega} (\vec{a}'_1 \times \vec{a}'_2) = 2\pi(-\sqrt{2}/2, \sqrt{2}/2, 1)
\]
and the correspondence of the high symmetry points between FCC and TET Brillouin zone are listed as follows: point \( Z_0 \), \( X_0 \), \( W_0 \) in the Brillouin zone under the FCC scheme refer to the point \( \Gamma \), \( M \), \( A \) in the Brillouin zone under the TET scheme, respectively.

Fig. S1 shows the photonic bands below the fundamental gaps of woodpile in scheme of FCC and TET.
unit-cells, respectively. It should be noted there are four bands below the fundamental gap in the TET scheme, while there are only two bands in FCC scheme. In spite of the difference of the amount of the bands in two schemes, we remarked that the equivalence of these two schemes can be verified by band folding analysis. The fourfold degeneracy at the $Z$ point in the scheme of TET unit-cell originates from the band folding.

![Graph](image)

FIG. 5. (Color online) Correspondence of photonic bands of woodpile between two schemes: TET (blue-star) and FCC (black line) unit-cell, respectively. The parameter setting is list as follows: $l_x = l_y = 0.5, w_x = w_y = 0.25, \epsilon = 13$.

Sec. B Symmetries of Woodpile PCs

The other important nonsymmetric symmetries are the two-fold screw symmetries: $S_x : (x, y, z) \rightarrow (x + \frac{1}{2}, y + \frac{1}{2}, -y + \frac{1}{2}, -z - \frac{1}{2})$ and $S_y : (x, y, z) \rightarrow (-x + \frac{1}{2}, y + \frac{1}{2}, -y + \frac{1}{2}, -z - \frac{1}{2})$. There are other two glide symmetries: $G_x : (x, y, z) \rightarrow (-x, y + \frac{1}{2}, z + \frac{1}{2})$ and $G_y : (x, y, z) \rightarrow (x + \frac{1}{2}, -y, z + \frac{1}{2})$.

Sec. C Other Kramers degeneracies

The Kramers degeneracy on the $k_i = \pi(i = x, y)$ plane can be understood via the construction of the anti-unitary operators $\Theta_x \equiv S_x * \mathcal{T} : (x, y, z, t) \rightarrow (x + \frac{1}{2}, -y + \frac{1}{2}, -z - \frac{1}{2}, -t)$ and $\Theta_y \equiv S_y * \mathcal{T} : (x, y, z, t) \rightarrow (-x + \frac{1}{2}, y + \frac{1}{2}, -y + \frac{1}{2}, -z - \frac{1}{2}, -t)$, respectively. Let us consider the anti-unitary operator $\Theta_x$ as an example. $\Theta_x$ transforms $\vec{k}$ to $(-k_x, k_y, k_z)$ is a symmetry operator on the $k_x = \pi$ plane. The square of this operator is $\Theta_x^2 : (x, y, z, t) \rightarrow (x + 1, y, z, t)$, which yields $\Theta_x^2 \Psi_n,k = e^{ik_x} \Psi_{n,k}$ for all photonic Bloch states $\Psi_n,k = (E_{n,k}, H_{n,k})^T$ (including both the electric field $\vec{E}$ and the magnetic field $\vec{H}$). Hence for the $k_x = \pi$ plane. Hence, for all Bloch states

$$\Theta_x^2 = e^{ik_x}.$$ (15)

Thus on the $k_x = \pi$ plane we have $\Theta_x^2 = -1$ which explains the double degeneracy on the $k_x = \pi$ plane. Specifically, there exist the following commutation relations between anti-unitary operator $\Theta_x$ and operator $M_x$ for the $k_x = \pi$ plane,

$$M_x \Theta_x = -\Theta_x M_x.$$ (16)

Thus for an eigenstate of $M_x$ with eigenvalue $m_x$, labeled as $|m_x\rangle$, we have

$$M_x \Theta_x |m_x\rangle = -\Theta_x M_x |m_x\rangle = -m_x \Theta_x |m_x\rangle.$$ (17)

Hence $\Theta_x |m_x\rangle$ is also an eigenstate of $M_x$ with opposite eigenvalue. These are the two degenerate Bloch states on the $k_x = \pi$ plane.

In a similar way, the anti-unitary operator $\Theta_y$ is a symmetry operator on the $k_y = \pi$ plane. The square of this operator $(\Theta_y)^2 : (x, y, z, t) \rightarrow (x, y + 1, z, t)$ yields

$$\Theta_y^2 = e^{ik_y}.$$ (18)

for all Bloch states. Thus on the $k_y = \pi$ plane we have $\Theta_y^2 = -1$, which yields the Kramers degeneracy.

Moreover, we find that $\Theta_{yx} \equiv G_x * \mathcal{T} : (x, y, z, t) \rightarrow (-x, y + \frac{1}{2}, z + \frac{1}{2}, -t)$ and $\Theta_{yy} \equiv G_y * \mathcal{T} : (x, y, z, t) \rightarrow (x + \frac{1}{2}, -y, z + \frac{1}{2}, -t)$ can also yield Kramers degeneracy. Since $\Theta_{yx}$ transforms $\vec{k}$ into $(k_x, -k_y, -k_z)$, it is a symmetry operator only for the four lines: $k_y, k_z = 0, \pi$. The square of this operator $(\Theta_y)^2 : (x, y, z, t) \rightarrow (x, y + 1, z + 1, t)$ yields

$$\Theta_{yx}^2 = e^{i(k_x+k_y)}$$ (19)

for all Bloch states. Therefore it leads to double degeneracy for the two lines: $(k_x, 0, \pi)$ and $(k_x, \pi, 0)$. Similarly, $\Theta_{yy}$ is a symmetry operator for the four lines: $k_x, k_z = 0, \pi$. The square of this operator $(\Theta_y)^2 : (x, y, z, t) \rightarrow (x, y + 1, z + 1, t)$ yields

$$\Theta_{yy}^2 = e^{i(k_x+k_z)}$$ (20)

which result in Kramers degeneracy on the two lines: $(0, k_y, \pi)$ and $(\pi, k_y, 0)$. Notice that these lines crossing at the $Z$ point $(0, 0, \pi)$, where both $\Theta_{yx}$ and $\Theta_{yy}$ are effective.

Sec. D Proof of the fourfold degeneracy on the $M$-$A$ line

The fourfold degeneracy on the $M$-$A$ line can be understood as follows: Any Bloch state on this line can be
labeled with the eigenvalues $m_x$ and $m_y$ of the two mirror operators $M_x$ and $M_y$, respectively. We shall prove that $|m_x, m_y\rangle$, $\Theta \pi_x|m_x, m_y\rangle$ ($\Theta \pi = G \ast T$), $S_x|m_x, m_y\rangle$, and $\Theta x S_y|m_x, m_y\rangle$ are distinct from each other. We find that such degeneracy is essentially related to the following commutation relationships on the $M$-$A$ line,

$$[M_x, \Theta \pi_z]_+ = 0, \quad [M_y, \Theta \pi_z]_- = 0,$$

$$[M_x, S_y]_+ = 0, \quad [M_y, S_x]_+ = 0,$$  \hspace{1cm} \text{(21)}

where $[A, B]_\pm = AB \pm BA$. Thus for an eigenstate labeled with $m_x$ and $m_y$ of mirror operator $M_x$ and $M_y$, we have

$$M_x \Theta \pi_z|m_x, m_y\rangle = -\Theta \pi_z M_x|m_x, m_y\rangle = -m_x \Theta \pi_z|m_x, m_y\rangle, \quad M_y \Theta \pi_z|m_x, m_y\rangle = \Theta \pi_z M_y|m_x, m_y\rangle = m_y \Theta \pi_z|m_x, m_y\rangle,$$

$$M_x S_y|m_x, m_y\rangle = -S_y M_x|m_x, m_y\rangle = -m_x S_y|m_x, m_y\rangle, \quad M_y S_y|m_x, m_y\rangle = -S_y M_y|m_x, m_y\rangle = -m_y S_y|m_x, m_y\rangle.$$  \hspace{1cm} \text{(22)}

From these relations, we find that: (i) $\Theta \pi_z|m_x, m_y\rangle$ is also an eigenstate of $M_x$ with opposite eigenvalue, i.e., $\Theta \pi_z|m_x, m_y\rangle = -m_x \Theta \pi_z|m_x, m_y\rangle$; (ii) $S_y|m_x, m_y\rangle$ is also an eigenstate of $M_x$ with opposite eigenvalue, i.e., $S_y|m_x, m_y\rangle = -m_x S_y|m_x, m_y\rangle$. It is evident that these four states, i.e., $|m_x, m_y\rangle$, $\Theta \pi_z|m_x, m_y\rangle$, $S_y|m_x, m_y\rangle$, and $\Theta x S_y|m_x, m_y\rangle$ are distinct from each other and they are related by symmetry operators. Therefore, they are degenerate states.

\section{E Proof of the fourfold quadratic degeneracy on the $Z$ point}

The $S_y$ operator transforms the eigenstate of $M_x$ with the eigenvalue $m_x$ at $\vec{k}$ to a Bloch state at $\vec{k}'$ as the eigenstate of $M_y$ with the same eigenvalue, i.e.,

$$\Theta \pi_z M_x \Theta \pi_z = M_y.$$  \hspace{1cm} \text{(23)}

Thus $\Theta \pi_z$ is a symmetry operator only for the $Z$ and $A$ points. Analogous to the Kramers degeneracy, the above yields fourfold degeneracy at the $Z$ point. The four degenerate states are $|\Psi\rangle$, $\Theta \pi_z |\Psi\rangle$, $(\Theta \pi_z)^2 |\Psi\rangle$, and $(\Theta \pi_z)^3 |\Psi\rangle$.

The four degenerate states can be labeled by the eigenvalue of $M_x$, $M_y$, and $G_z = e^{i\pi G_z}$. We find that

$$[\Theta \pi_z, G_z]_- = 0, \quad \quad [\Theta \pi_z]^2, G_z]_+ = 0,$$

$$[\Theta \pi_z]^2, M_x]_- = 0, \quad \quad [\Theta \pi_z]^2, M_y]_- = 0.$$  \hspace{1cm} \text{(24)}

Thus $|\Psi\rangle$ and $\Theta \pi_z |\Psi\rangle$ carry the same mirror eigenvalues but different $G_z$ eigenvalues, whereas $|\Psi\rangle$ and $(\Theta \pi_z)^2 |\Psi\rangle$ carry the same mirror eigenvalues but different $G_z$ eigenvalues. For simplify, we label the Bloch states, which is the eigenstates of $M_x$, $M_y$ and $G_z$ with eigenvalue $m_x$, $m_y$, and $g_z$, respectively, as $|m_x, m_y, g_z\rangle$. According to the above commute (anticommutate) relationships, we find that $\Theta \pi_z |\Psi\rangle = |m_x, m_y, g_z\rangle$, $(\Theta \pi_z)^2 |\Psi\rangle = |m_x, m_y, -g_z\rangle$, and $(\Theta \pi_z)^3 |\Psi\rangle = |m_x, m_y, -g_z\rangle$. It is obviously that these four states, i.e., $|m_x, m_y, g_z\rangle, |m_x, m_y, g_z\rangle, |m_x, m_y, -g_z\rangle, |m_x, m_y, -g_z\rangle$ are distinct from each other and they are related by symmetry operations. Therefore, we prove the fourfold degeneracy at $Z$ point.

\section{F Varying geometries and materials}

Here we show the emergent Dirac physics are robust to the material and geometry of the photonic crystals. We calculate the photonic bands along the high symmetry lines with three different geometric/material parameter settings. The results of the photonic bands are shown in Fig.6, where the Dirac nodal line and the quadratic point holds for all parameters. This is because such double degeneracy are guaranteed the lattice symmetry. This also indicates the stableness of the Dirac points and implies that such a symmetry-guided method can also be effective in other classical/bosonic systems.

\section{G $\vec{k} \cdot \vec{P}$ Hamiltonian of the Dirac nodal line}

The photonic Hamiltonian is obtained by applying the $\vec{k} \cdot \vec{P}$ method to the Maxwell equation,

$$\nabla \times \frac{1}{\varepsilon} \nabla \times \vec{H}_{n', k} = \frac{\omega^2}{c^2} \vec{E}_{n', k}.$$  \hspace{1cm} \text{(26)}

The photonic Hamiltonian $\vec{H}_{EM} \equiv c^2 \nabla \times \frac{1}{\varepsilon} \nabla \times$ around a high symmetry $\vec{K}$ is obtained as follows. We first expand the Bloch states at a wavevector $\vec{k}$ in the basis formed by the four Bloch states at the high symmetry point, i.e., $(\vec{q} \equiv \vec{k} - \vec{K})$

$$\vec{H}_{n', q} = \sum_n e^{i\vec{q} \cdot \vec{r}} C_n \vec{H}_{n'}.$$  \hspace{1cm} \text{(27)}

where $\vec{H}_{n'}$ is the magnetic field at the $\vec{q} = 0$ point (i.e., the high symmetry point) and $C_n$ are the coefficients to be solved by diagonalizing the Hamiltonian (and normalized as $\sum_n |C_n|^2 = 1$). The magnetic fields are normalized such that (UC stands for unit-cell)

$$\int_{UC} d\vec{r} \vec{H}_{n'}^* \cdot \vec{H}_{n'} = \delta_{n, n'}.$$  \hspace{1cm} \text{(28)}

The Hamiltonian is written in the basis of the Bloch states $\vec{H}_{n'}$, and we find that

$$\vec{H}_{EM} = \omega_0^2 \delta_{n, n'} + \sum_n q_n P_{n, \alpha} + \sum_{\alpha, \beta} W_{\alpha, \alpha', \beta} g_{\alpha} g_{\beta}.$$  \hspace{1cm} \text{(29)}


FIG. 6. (Color online) Photonic bands along the high symmetry lines for various geometry/material parameters. (a) \( l_x = l_y = 0.5, w_x = w_y = 0.2, \epsilon = 8 \), (b) \( l_x = l_y = 0.5, w_x = w_y = 0.2, h = 0.15, \epsilon = 11 \), (c) \( l_x = l_y = 0.5, w_x = w_y = 0.1, h = 0.25, \epsilon = 11 \).

Direct calculation yields,

\[
P_{n,n'}^\alpha = i \sum_\nu \int_{\text{u.c.}} \frac{d\vec{r}}{\epsilon(\vec{r})} [H_{n,\nu}^* \partial_\nu H_{n',\alpha} - H_{n',\nu} \partial_\nu H_{n,\alpha}^* - H_{n',\nu}^* \partial_\nu H_{n',\nu} + H_{n',\nu} \partial_\nu H_{n,\nu}^*]. \tag{30}
\]

We shall use the Maxwell equation to simplify the above results

\[
\partial_\nu H_{n,\alpha} = \sum_\mu -i \frac{\omega_n}{c} E_{n,\mu} \epsilon_{\nu\alpha\mu} \epsilon(\vec{r}), \tag{31}
\]

where \( \omega_n = \omega_0 \) at the degenerate point, \( \epsilon_{\nu\alpha\mu} \) is the Levi-Civita tensor, \( \vec{E}_n \) is the electric field of the Bloch states at \( \vec{q} = 0 \) satisfying the normalization condition of

\[
\int_{\text{u.c.}} d\vec{r} \vec{E}_n^* \cdot \vec{E}_{n'} = \delta_{n,n'}. \tag{32}
\]

Using Eq. \((31)\), we find that

\[
P_{n,n'}^\alpha = 2\omega_0 c \int_{\text{u.c.}} \frac{d\vec{r}}{\epsilon(\vec{r})} [\hat{H}_x^* \times \hat{H}_n^* + \hat{H}_n^* \times \hat{H}_n^*] \cdot \hat{n}_\alpha \tag{33}
\]

where \( \alpha = (x, y, z) \) and \( \hat{n}_\alpha \) is the unit vector along the \( \alpha \) direction. And

\[
W_{n\alpha,n'\beta}(\nu) = c^2 \int_{\text{u.c.}} \frac{d\vec{r}}{\epsilon(\vec{r})} [\delta_{\alpha\beta} (\hat{H}_n^* \cdot \hat{H}_{n'}) - H_{n\alpha}^* H_{n'\beta}]. \tag{34}
\]

The photonic Hamiltonian \( \hat{H}_{EM} \) is connected with the simulated fermion-like as follows, \( (h \equiv 1) \)

\[
\hat{H}_{EM} := (\hat{H}_F)^2. \tag{35}
\]

Therefore, near the degenerate point, we have

\[
\hat{H}_F = \omega_0 + \sum_\alpha \hat{v}_\alpha q_\alpha + \sum_{\alpha,\beta} \hat{w}_{\alpha,\beta} q_\alpha q_\beta + ...
\]

where ... represents higher order terms, and

\[
\hat{v}_\alpha = \frac{1}{2\omega_0} P_{n,n'}^\alpha, \quad \hat{w}_{\alpha,\beta} = \frac{1}{2\omega_0} W_{\alpha,\beta}. \tag{37}
\]

One can easily verify that \( \hat{v}_\alpha \) and \( \hat{w}_{\alpha,\beta} \) are Hermitian operators.

We now examine the constraints on the matrix element of \( \hat{v} \) imposed by the mirror and/or glide symmetry. Explicitly, we have

\[
v_{n,n'}^\alpha = c \sum_{\mu,\nu} \epsilon_{\nu\alpha\mu} \int_{\text{u.c.}} d\vec{r} [E_{n',\mu} H_{n,\nu}^* + E_{n,\mu}^* H_{n',\nu}]. \tag{38}
\]

If, say, there is a mirror or glide symmetry, labeled as \( \hat{S} \), the mirror operation acts on the electric and magnetic fields as follows:

\[
\hat{F}_x H_x(\vec{r}) = H_x(\hat{F}_x \vec{r}), \\
\hat{F}_y H_y(\vec{r}) = -H_y(\hat{F}_x \vec{r}), \\
\hat{F}_z H_z(\vec{r}) = -H_z(\hat{F}_z \vec{r}), \\
\hat{F}_x E_x(\vec{r}) = -E_x(\hat{F}_x \vec{r}), \\
\hat{F}_y E_y(\vec{r}) = E_y(\hat{F}_x \vec{r}), \\
\hat{F}_z E_z(\vec{r}) = E_z(\hat{F}_z \vec{r}). \tag{39}
\]

Thus, the velocity matrix element \( v_{n,n'}^\alpha \) is nonzero only when the \( n \) and \( n' \) states carry opposite mirror eigenvalue \( m_n \) (or glide eigenvalue \( g_n \)).

The invariance of the Hamiltonian under a symmetry operation \( \hat{S} \) implies that

\[
\hat{S} \hat{H}(\vec{k}) \hat{S}^{-1} = \hat{H}(S\vec{k}). \tag{40}
\]

For example, the time-reversal symmetry symmetry \( \hat{T} = -\hat{K} \) yields that the \( \vec{k} \cdot \vec{P} \) around a time-reversal invariant momentum

\[
(v_{n,n'}^\alpha)^* = -v_{n,n'}^\alpha \tag{41}
\]

Hence the matrix element of the \( q \) linear terms are purely imaginary. One can prove that the \( q \) quadratic terms are purely real.

We now derive the \( \vec{k} \cdot \vec{P} \) Hamiltonian for the Dirac nodal line. Around a point on the \( M-A \) line, the four degenerate states are chosen as the \( |m_x, m_y\rangle \) for \( m_x, m_y = \pm 1 \).
In the basis of $\{|1,1\}, |1,-1\rangle, |-1,1\rangle, |-1,-1\rangle\rangle^T$ the $q$-linear Hamiltonian is written as

$$
\hat{H}_F^{DL} = \omega_0 + \begin{pmatrix}
0 & 0 & a_1 q_x & a_2 q_y \\
0 & 0 & b_1 q_y & b_2 q_x \\
a_1 q_x & b_1 q_y & 0 & 0 \\
a_2 q_y & b_2 q_x & 0 & 0
\end{pmatrix},
$$

(42)

where $a_i$ and $b_i$ are the $\vec{k} \cdot \vec{P}$ coefficients which can be calculated from the photonic Bloch functions $\hat{H}_n$ at the degeneracy point $(\pi, \pi, k_z)$ (hence these coefficients are $k_z$ dependent). Those coefficients are restricted by the symmetry via Eq. (40). Two symmetry operations are relevant: $\Theta_z$ and $S_\pi$. In the chosen basis, these operations are manifested as the following matrices:

$$
\Theta_z = \tau_y \mathcal{K}, \quad S_\pi = \sigma_y e^{ik_z z/2}.
$$

(43)

Their effects on the wavevectors are

$$
\Theta_z \vec{k} = (-k_x, -k_y, k_z), \quad S_\pi \vec{k} = (-k_x, -k_y, k_z).
$$

(44)

We thus obtain from Eq. (40) that

$$
b_1 = a_2, \quad b_2 = -a_1.
$$

(45)

It is convenient to define $v = \sqrt{|b_1|^2 + |b_2|^2} = \sqrt{|a_1|^2 + |a_2|^2}$, $\gamma_x = a_1/v$, and $\gamma_y = a_2/v$. In the new basis of $(|\uparrow,p\rangle, |\downarrow,p\rangle, |\uparrow,a\rangle, |\downarrow,a\rangle)^T$, the $\vec{k} \cdot \vec{P}$ Hamiltonian can be further simplified as

$$
\hat{H}_F^{DL} = \omega_0 + v \left( \begin{array}{cc}
0 & \hat{A} \\
\hat{A}^\dagger & 0
\end{array} \right) + O(q^2),
$$

$$
\hat{A} = \gamma_x q_x \sigma_x + \gamma_y q_y \sigma_y.
$$

(46)

The above Hamiltonian applies for the whole $M$-A line, where the coefficients $\omega_0$, $v$, $\gamma_x$ and $\gamma_y$ are $k_z$-dependent. At the M or A point, the $S_\pi$ symmetry also holds, thus will be additional constraints on the coefficients. Let’s consider such constraints in the original basis for the Hamiltonian Eq. (42). $S_3$ is manifested as $-\sigma_0$ in the even-parity doublet, whereas $S_4 = -i\sigma_y$ in the odd-parity doublet. Imposing [40] we find that for the M and A points, $\gamma_x = \gamma_y$. In addition, for these points, the time-reversal symmetry dictates that $\gamma_x = \gamma_y$ are purely imaginary coefficients. Therefore, at these points the Dirac point is doubly degenerate in the $k_x$-$k_y$ plane, while away from these points the dispersion in the $k_x$-$k_y$ plane is generally non-degenerate. The double degeneracy for generic points on the MA line (except the M and A points) are restored only for $q_x = 0$ or $q_y = 0$ (i.e., at the $k_x = \pi$ or $k_y = \pi$ plane), where the nonsymmetric screw symmetry ensures double degeneracy.

For the quadratic degeneracy at the $Z$ point, the eigenstates can be labeled as $|m_x,m_y,g_z\rangle$ for $m_x = m_y = \pm 1, g_z = \pm 1$. Using the basis of $(|1,1,1\rangle, |1,-1,1\rangle, |-1,1,-1\rangle, |-1,-1,-1\rangle)^T$, the $q$ linear term comes simply as $v_z q_z \tau_y$, because it is finite only between states with opposite $g_z$. Considering the $Z_\pi$ symmetry, the higher order terms are

$$
f_0 f_2 q^2 z + f_0 \begin{pmatrix}
q_x^2 - q_y^2 & 2 f_1 q_x q_y & 0 & 0 \\
2 f_1 q_x q_y & q_y^2 - q_x^2 & 0 & 0 \\
0 & 0 & q_z^2 - q_y^2 & 2 f_1 q_x q_y \\
0 & 2 f_1 q_x q_y & q_y^2 - q_x^2 & q_z^2
\end{pmatrix}.
$$

(47)

Sec. H Optical properties of type-II Dirac points

The type-II DPs offer special band structures that may enable in the manipulation of light in ways that cannot be achieved in uniform dielectric materials. The refraction properties can be determined by matching the frequency and the wavevector parallel to the interface. Here, we consider refraction on the (001) surface where light is injected from air (above the PC). The wavevector in the air is determined by the frequency and angle of incidence ($\theta_i$ and $\phi_i$) via

$$
k_x = \frac{\omega}{c} \sin \theta_i \cos \phi_i, \quad k_y = \frac{\omega}{c} \sin \theta_i \sin \phi_i,
$$

$$
k_z = \frac{\omega}{c} \cos \theta_i.
$$

(48)

The wavevector $k_x$ and $k_y$ remains the same in the PC, the quantity to be found is the wavevector along $z$ direction in the PC. We shall denote the wavevector in the PC as $\vec{q}$. So far we have

$$
q_x = k_x, \quad q_y = k_y.
$$

(49)
For the Dirac points, $q_z$ is obtained by solving the equation,

$$\delta \omega = v_z q_z \tau_z + f_0 \left[ 2 \beta q^2 \pm \sqrt{(\Delta_z + q_x^2 - q_y^2)^2 + 4q_x^2q_y^2} \right],$$

for the $\pm$ branches with $\tau_z = -1$ as required by that the group velocity along the $z$ direction should be negative. The above equation can be solved straightforwardly.

The group velocity along the $x$ and $y$ directions are then,

$$v_{g,x} = \frac{\partial \omega}{\partial q_x} = f_0 \left( 2\beta q_x \pm \frac{2(\Delta_z + q_x^2 - q_y^2)q_x + 4q_x^2q_y}{\sqrt{(\Delta_z + q_x^2 - q_y^2)^2 + 4q_x^2q_y^2}} \right),$$

$$v_{g,y} = \frac{\partial \omega}{\partial q_y} = f_0 \left( 2\beta q_y \pm \frac{-2(\Delta_z + q_x^2 - q_y^2)q_y + 4q_x^2q_y}{\sqrt{(\Delta_z + q_x^2 - q_y^2)^2 + 4q_x^2q_y^2}} \right).$$

(50)

The refraction angle $\phi_o$ is then determined as

$$\phi_o = \text{Arg}[v_{g,x} + iv_{g,y}]$$

(51)

for the $\pm$ branches. The crucial physics is that around the type-II Dirac point the $v_{g,x}$ becomes significant for the two branches and they are of opposite sign, while the $v_{g,y}$ do not change significantly. This yields a large variation of the refraction angle across the Dirac point, such variation goes to opposite direction for the two branches.