Introduction

Functional data analysis is one of the areas of statistics that has generated most interest in recent years, from both theoretical and applied standpoints. This interest is reflected in the growing number of articles on this question in recent years, from the two that appeared in 1997 to the 83 published in 2011, according to the ISI Web of Knowledge database. This growth became particularly evident following the publication of the first specialist book in the field, “Functional data analysis” by J.O. Ramsay and B. Silverman in 1997.

From the practical point of view, one of the fields where this topic has aroused special interest is that of health sciences, the environment and biology, where in recent years 222 articles have been published, with more being added every year, according to the ISI Web of Knowledge.

What is meant by functional data?

Functional data are defined as discrete observations of a phenomenon that can be represented by smooth curves which reflect the dependence structure between neighbouring points, so that the phenomenon can be evaluated for any point of time. Some classic examples from the literature on functional data analysis are temperature data, rainfall data and growth data [1].

By treating this type of data from the standpoint of functional data analysis, it is possible to avoid the problems encountered with the classical multivariate approach, which considers such data as observations of different variables, which by their very nature will be strongly correlated, especially between neighbouring observations (variables).

The need to be able to evaluate a functional datum for any point in time leads us to define the representation of functional data as smooth curves. One of the methods most commonly adopted to do so is to perform this representation by means of function bases. On the one hand, this approach reduces the computational dimension of the problem, while on the other, it enables matrix algebra to be used in handling the models without imposing excessive practical limitations on the analysis of functional data [1].

Applications of FDA in Biometrics and Biostatistics

As indicated above, different methods of functional data analysis have been increasingly used in biometrics and biostatistics in recent years. Thus, Ratcliffe et al. [2] predicted human foetal heart rate responses to curves of repeated vibroacoustic stimulation. Escabias et al. [3] established the relationship between the risk of drought and curves of temperatures. Aguilera et al. [4] modelled the probability of lupus flare from curves that measured the time evolution of stress levels in patients with systemic erythematous lupus. Valderrama et al. [5] and Escabias et al. [6] used different curves of meteorological and climatic variables to model and forecast airborne cypress pollen concentration and olive pollen peaks. James [7] used functional data methods from a randomized placebo controlled trial of the drug D-penicillamine on patients with primary biliary cirrhosis of the liver. Finally, Wu and Muller [8] used functional data analysis methods to study the dependence of trajectories of viral load on those of CD4 cell counts, which are important markers for evaluating antiviral therapies in treating AIDS.

Main methods used in FDA

Functional principal component analysis (FPCA)

The main objective of FPCA is to extract from a set of curves the aspects which characterise them, to reveal the complexity of the data, to observe the different types of curves to be found, and to understand the structure of variability, covariances and correlations within the curves, as measured by variability, covariance and correlation surfaces. Furthermore, by means of functional PCA we can create a linear representation of a set of curves in which the random component is represented by vectors and the systematic component by functions or curves. This method also reduces the dimensions of the problem by representing curves in terms of a finite number of functions. A successful application of FPCA with Fourier basis expansions has been developed by Valderrama et al. [5].

Functional partial least squares (PLS)

An alternative approach to functional PCA is that of the functional PLS methodology, which shares the same objectives but where in extracting the components, rather than taking into account the variability between the curves, their relationship with a response variable is considered. Aguilera et al. [9] proposed its formulation in terms of basis expansion.

Functional discriminant and functional cluster analysis

The goal of functional discriminant analysis is to classify individuals according to the common features of a functional variable. In other words, the curves are classified into groups such that the curves of each group are as similar as possible regarding certain characteristics while the curves of different groups differ as much as possible in this respect.

Kayano et al. [10] used functional cluster analysis to model the three-dimensional (3D) protein structural data that determines the 3D arrangement of amino acids in individual proteins. Matsui et al. [11] used functional discriminant analysis to classify handwritten characters written in the air with one finger. Linear discriminant analysis has also been generalised for functional data classification [12]. Preda et al. [13]...
used linear discriminant analysis to classify the quality of biscuits in terms of the resistance of the dough used.

**Functional ANOVA and regression analysis**

In general, functional regression models are used for modelling relationships between functional and non-functional variables. Thus, classical variables can be modelled from curves, or curves can be modelled from curves.

When the explanatory variable is categorical and the response variable is functional, we wish to determine whether there are differences in the functional variable among the different categories of the explanatory variable. This problem is known as functional analysis of the variance. When the explanatory variable is functional and the response is scalar, our aim is to predict the response from the explanatory variable. This functional regression model is the one of the most commonly used. When both the response and the explanatory variables are functional, we wish to know how they are related and, more exactly, how the explanatory variable influences the response variable.

In spectroscopy, where the data are curves measured as functions of wavelengths, functional linear regression and ANOVA models with B-spline expansions were used by Saeyes et al. [14]. A hidden process regression model for functional data was used by Chamroukhi et al. [15], based on an experimental study for curve discrimination.

The functional logistic regression model is used for modelling a dichotomous response from a functional explanatory variable. Although this model has the same goals as functional discriminant analysis and even as the functional ANOVA model, because it can also classify curves, the relationship between the response and the functional variables can be interpreted numerically, and this feature is of great interest in fields such as medicine, epidemiology and environmental studies. When there are multiple responses, ordinal and nominal regression models are used.

A functional nominal logistic model has been considered for predicting land use with the temporal evolution of coarse-resolution remote sensing data [16]. These authors proposed a quadrature method to approximate the linear predictor of the model from discrete data, and functional PCA to reduce the dimension of the problem, expressing the functional parameters in terms of spline interpolated eigen functions.

Multicollinearity in regression models affects the estimation of model parameters and therefore the interpretation of the curves and the relationships among the variables. Multicollinearity in functional regression models is apparent when the curves and the parameters are expressed in terms of basis functions, in the linear model, on one hand, and in the logistics model, on the other. Various alternatives based on different types of functional PCA have been proposed to resolve problems of multicollinearity [17].

**CARMA models**

One of the most recent areas of research is the development of time-continuous CARMA models given as solutions to stochastic differential equations, as described by Bosq and Blanke [18]. In medicine, this approach is especially suitable for forecasting the development of a patient’s physiological records, such as ECGs, over a period of time.
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