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ABSTRACT

The purpose of this research is to study the relevance of factors for the analysis of the effectiveness of suitable educational institutions that illustrate the significance of the characteristics and attributes of the student’s academic achievements and to identify the acceptance and tolerance of each attribute, which supports lifelong learning. The data used in this research is 1109 students who used and tested the institution recommender system based on student context and educational institution application. The research methodology focuses on the study of user involvement and application analysis. There are six significant phases of the research: business understanding, data understanding, data preparation, modeling, evaluation, and deployment. The machine learning tools and data mining techniques are k-means, k-medoids, decision trees, cross-validation methods, and confusion matrix. From the data analysis, it can be concluded that the overall level of satisfaction with the application is accepted (average = 3.70, S.D. = 0.84). In addition, the prototype model has been developed for predicting and recommending appropriate institutions for the learner has moderate accuracy levels (92.25%), and the results of the self-test data model are very accurate at the highest level, which is equal to 93.78%. Finally, this research demonstrates the relevance and success of education engineering projects. It demonstrates a worthy accomplishment. For future research, the researchers aim to construct and develop applications that promote and support the findings of this research.

1. Introduction

Education and learner sustainability are the main goals of Thailand’s government and the United Nations (UN) as defined in the Sustainable Development Goals (SDGs) [1,2], which are aimed and set as the world target success in 2030 [1]. The results are from an extensive research related to the development in quality of education. Numerous research studies showed a variety of educational outcomes [3–5], such as the development of learners’ theories, learning styles, educational models, and educational technology.

Most of the research results are abstract and difficult to develop into a model or method that can be effectively implemented. In addition, there are many ways to take the next step towards student achievement, as shown in Figure 1. The question asked is “what is truly reasonable in theoretical practice for student characteristics?”

While there are many theories for the development of learning, there seems to be no technology and method to present reasonable and appropriate models, tools and strategies for learners. The combination of the two academic domains between engineering and education that had occurred is called Education Engineering (EE). In addition, it has completely changed the current radical educational system to be known as “Disruptive Technology” [6,7]. However, the researchers tried to study and carry out the research by applying the two knowledge together [8–14]. The discovery was that there were too many research areas that have yet to be explored. Figure 2 shows the studies and research related to the research results of the past researchers.

From Figure 2, the researchers gathered the hot issues, critical problems, data set, student information, research models, and research results in many perspective [2,8]. Preliminary studies have driven the researchers to conduct research studies to develop learners’ potential and significantly increase the learners’ academic achievement. Therefore, this research has important objectives and goals for studying the relevance and success of...
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Figure 1: World of Learning Theory
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Figure 2: Areas of research being offered

Education Engineering: From Past To Future
research that demonstrate the significant attributes of the student’s academic achievements, and to identify the acceptance and tolerance of each attribute.

The important process of this research is therefore aimed at the model chosen from the previous research to improve the application that had been developed [10,15]. After that, the data collected from 1109 actual users were analyzed and searched for factors that supported and encouraged learners to meet the needs and suitability between the learners and the educational institutions. This is the main objective of the research.

The outline of this research is divided into four sections. Section 1 leads the reader to understand the problem. Section 2 is the presentation of literature, related work and research methods. Section 3 is a summary of the research results and discussions. Finally, the last section is the summarized conclusion.

2. Literature Reviews and Related Works

This section summarizes the overview of research related to the moment of research in engineering education. Areas of education engineering in the paper are scoped into five stages: traditional problems, students’ academic achievement, engineering education, technology of education engineering, and how can education engineering work.

2.1. Thailand’s educational policy and problems

Since 1999, education in Thailand has been improved and educational opportunities have presented for the public. The system provides the learning process for personal and social development with factors available conducive to continuous lifelong learning [5]. Everything seems beautiful for Thai students [6]. While twenty years have passed, Thailand’s education system is still hopeful that there is light at the end of the tunnel. The failure of a test to measure students’ achievement is a good example [16]. However, when considering the factors, learners are most important for developing because no matter how the system has changed, the end result should be the learner’s achievement. Finding the identity of the learner to present what is worthy for her/him is the first priority [10].

2.2. Student’s Academic Achievements

Certifications and degrees are not a measure of a person’s achievements, but it is a tool that helps everyone find what they want and expect in life. Academic results are an opportunity for learners to find what they are. At the same time, grading the exam and testing can be used to determine the advancement and recognition of students’ knowledge, however there is a need on considering what determines to be for success as the process may require more testing.

Student’s academic achievements can be judged from many perspectives, such as the dimension of learning styles, student’s emotions, academic motivation, and hidden academic relationship [2,9,17]. Considering the reasonableness of the individual is more important than anything.

2.3. Education Engineering

Education and Engineering has changed over time, where the desire to achieve “the best practices” requires a clear framework.
Figure 4: Matching Students to Universities

Figure 5: Appropriate Model with Decision Tree [23]

Figure 6: Institution Recommender Mobile Application
2.6.2. Finding Significant and Appropriate Attributes

After the success of the study in the problems of the decision to study at a higher level, the researchers conducted the study to find factors that are important matching components between the learners and the educational institutions [22]. The data used in the research was 885 students from three universities: (1) the Rajabhat Mahasarakham University, Maha Sarakham, Thailand, (2) the Maha Sarakham University, Maha Sarakham, Thailand, and (3) the University of Phayao, Phayao, Thailand.

The result is the acceptance of the factors studied. It was found that the factors associated with their research consisted of 19 significant factors including 15 factors of student’s context and 4 factors of program’s context, as shown in Table 1.

Table 1: Significant and Appropriate Attributes [23]

| Perception and Perspective | Statement and Details |
|---------------------------|----------------------|
| **Student’s Context**     | **Student’s Interests** |
| Stage 1.1 Interest in studying |
| Stage 1.2 Career path |
| Stage 1.3 Identity of the University |
| Stage 1.4 Knowledge obtained |
| Stage 1.5 Education system |
| **Student’s Characteristics** |
| Stage 2.1 Student Abilities |
| Stage 2.2 Student Skills |
| Stage 2.3 Student Knowledge |
| Stage 2.4 Learning Styles of Student |
| **Student’s Environment** |
| Stage 3.1 Social capital and Economic |
| Stage 3.2 Trust in institutions |
| Stage 3.3 Personal decision |
| Stage 3.4 Family income |
| Stage 3.5 Community |
| Stage 3.6 Purpose of study |
| **Program’s Context**     | **Program’s Context** |
| Stage 4.1 The popularity of the University |
| Stage 4.2 Curriculum |
| Stage 4.3 Education standard |
| Stage 4.4 Quality assurance |

2.6.3. Model Development

After studying and analyzing perceptions of factors that are important to the choice of continuing education between students and institutions [23], the data collected the satisfaction level with factors having been analyzed and developed by data mining techniques and machine learning tools. The result is a decision tree model that is shown in Figure 5. Figure 5 illustrates the decision tree obtained from the appropriate model.

All among 19 factors, 15 factors can determine whether the students are suitable to learn at that particular university.

2.6.4. The Application Development

After modeling success, the mobile applications have been developed [5]. Their application consists of three important steps: (1) introduction of the application, (2) prediction of interest at a higher education level, and (3) recommendation of an appropriate institution for the user. The structure and working process of the application is shown in Figure 6.

2.6.5. Testing and Deployment

The application in the previous section was searched for performance, which used a satisfaction questionnaire from 431 samples [5]. It consisted of 186 high school students, 191 university students, 12 staffs and 42 lectures in the universities. The testing process consisted of four main stages: functional requirement testing, functional testing, usability testing, and security testing. According to their results, it indicated that the total satisfaction toward the application are highest, which is equal to 4.32, and the groups with the highest levels of satisfaction are university students, which is equal to 4.43. It can be concluded that the application is appropriate and reasonable for students who wish to study at a higher education level [5].

2.6.6. Applied Application to the Targets

After the prototype application was created [5], it was applied to 1,109 students from the three universities: Rajabhat Mahasarakham University, Mahasarakham University, and University of Phayao to test the application [11]. Based on the data collected, they found that the relationships were more expected and exceeded that was supported by Thailand’s educational system. It is defined as a “Nest Relationship” or “Hidden Relationship”. The results of their research demonstrate the different levels of relationships that are influenced by the Grade Point Average (GPA), school size, community environment, and school friends. It is consistent with the hypothesis that was predicted as shown in Figure 7.

From the findings and additional information collected, the research studied on matching the right students with the most appropriate institutions. The research aimed on developing the knowledge and seeking the best tools for the learner, which have research related to the development tools in education engineering, machine learning, active learning theory, and data mining in education [2, 5, 9, 12].

3. Research Methodology

The purpose of this research is to study the relevance of factors for the analysis of the effectiveness of suitable educational institutions that illustrate the significant of the characteristics and attributes of the student’s academic achievements, and to identify the acceptance and tolerance of each attribute, which supports lifelong learning. The data collection used in this research is 1109 students who used and tested the institution recommender system based on student context and educational institution application [11]. The research methodology focused on the study of user involvement and application analysis. It consisted of six main steps in data analysis for data mining management [23,24]: business understanding, data understanding, data preparation, modeling, evaluation, and deployment.

3.1. Business Understanding

The business understanding presents the viewpoint of research problems [24]. Understanding the overview of the problem will enable the research goals to be defined clearly. Thus, the research problem of this research is to screen the groups of testers who tested the applications [11], and to use the data collected to study the group’s behavior.
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3.2. Data Understanding

Data understanding is closely linked to the business understanding of activities which are aimed at identifying data quality problems, discovering the insight into the data, and examining the attractiveness of problems from hidden data [24]. Therefore, the research designed the data collection to be consistent with the research objectives. The characteristics of the data consisted of specifying the educational institution of the data providers and showing the level of attitude towards the factors that the researcher is studying.

3.3. Data Preparation

Data preparation is a process of data management for use in the development of prototype models. In addition, it prepares data in formats such as tables and records, including feature selection, feature management, data cleaning, construction of the new attributes, and so on [24]. In this research, it was compiled and prepared as summarized in Table 2 to Table 3.

Table 2: Data Collection

| Institutions                    | Data Collection | Percentage |
|--------------------------------|-----------------|------------|
| MSU: Maha Sarakham University  | 345             | 31.11%     |
| RMU: Rajabhat Mahasarakham University | 478             | 43.10%     |
| UP: University of Phayao       | 286             | 25.79%     |
| Total                          | 1109            | 100%       |

From Table 2, it shows that the largest number of tester who provided the data was Rajabhat Mahasarakham University, which had 478 tester or equal to 43.10 percent of all data providers. In addition, the summary of general statistics from data collection is shown in Table 3, referring to the accepted factors from Table 1.

From Table 3, it can be concluded that the overall perception and perspective on the overall factors averages at 3.70 (S.D. = 0.84), which is the most accepted point of view is program’s context. It has an average of 4.00 (S.D. = 0.89). Therefore, it can be concluded that the providers accept all factors as a whole, with particular emphasis on the program’s context.

Table 3: Data Analysis

| Perception and Perspective | Data Collection (n = 1109) |
|----------------------------|---------------------------|
|                            | Stages | Means | S.D. |       |
| Student’s Context          |        |       |      |       |
| Stage 1.1                   | 3.80   | 0.81  |    |
| Stage 1.2                   | 3.74   | 0.85  |    |
| Stage 1.3                   | 3.85   | 0.79  |    |
| Stage 1.4                   | 3.82   | 0.74  |    |
| Stage 1.5                   | 3.63   | 0.87  |    |
| Average                     | 3.77   | 0.82  |    |
| Student’s Characteristics   |        |       |      |       |
| Stage 2.1                   | 3.75   | 0.81  |    |
| Stage 2.2                   | 3.63   | 0.74  |    |
| Stage 2.3                   | 3.71   | 0.69  |    |
| Stage 2.4                   | 3.40   | 0.78  |    |
| Average                     | 3.63   | 0.77  |    |
| Student’s Environment       |        |       |      |       |
| Stage 3.1                   | 3.61   | 0.81  |    |
| Stage 3.2                   | 4.03   | 0.72  |    |
| Stage 3.3                   | 3.27   | 0.90  |    |
| Stage 3.4                   | 3.49   | 0.89  |    |
| Stage 3.5                   | 3.20   | 0.84  |    |
| Stage 3.6                   | 3.41   | 0.93  |    |
| Average                     | 3.50   | 0.89  |    |
| Program’s Context           |        |       |      |       |
| Stage 4.1                   | 4.08   | 0.83  |    |
| Stage 4.2                   | 4.12   | 0.74  |    |
| Stage 4.3                   | 4.00   | 0.67  |    |
| Stage 4.4                   | 3.79   | 0.70  |    |
| Average                     | 4.00   | 0.75  |    |
| Total Average               | 3.70   | 0.84  |    |
3.4. Modeling

The modeling phase is the selection of tools suitable for the data collected to meet the research questions and goals [24]. Therefore, the researchers selected the machine learning tools and data mining techniques, which consisted of two types of tools: clustering tools consisting of k-means [25] and k-medoids [26], and classification tools consisting of decision tree [5, 11, 12].

The k-means is the most common algorithm used in an iterative refinement technique. It is also called Lloyd’s algorithm [26], especially in the computer science community. The k-mean algorithm is performed by switching between two steps: (1) the assignment step, which assigns each observation to the cluster with the closest mean, (2) updates the procedure which is calculated a new means to be a centroid of observations in a cluster.

The k-medoids algorithm is a clustering algorithm that is associated with the k-means and the medoid shift algorithm. Both the k-means and k-medoids algorithms have some characteristics which divide the data set into groups. K-means is an attempt to reduce the total squared error, while the k-medoids reduce the sum of the dissimilarities between the points labeled in the cluster and the point that determines the center of that cluster [27].

The decision tree is one of the learning methods used in statistics, machine learning, and data mining. It works by determining data from observations and separating data for use in data consideration and finding predictive results. The benefit is getting important factors, which are caused by the nodes or the decision-making part of the model [5, 11, 12].

3.5. Evaluation

The goal of the evaluation is to assess the results and review the process [14, 23]. The tools that are used in the research include cross-validation methods as shown in Figure 8, and confusion matrix as mentioned in Figure 9. Figure 8 displays the separation of data for evaluating the model. The cross-validation method divides the data into two parts. The first part is used for modeling and the remainder to test the model. In addition, model evaluation requires a tool called a confusion matrix [12, 14, 15, 24] to test the model’s performance, with the principles shown in Figure 9.

Figure 9 presents the composition of the confusion matrix performance, which is composed of the actual class and the predicted class. An important benefit of the performance of the confusion matrix is the ability to determine the model’s ability to predict results, such as the predictive ability or accuracy, model precision, model sensitivity, and model specificity (recall measurement). These values are used to determine the actual performance model. Moreover, Figure 9 also demonstrates the formulas and methods for calculating the various performance parameters in detail.

3.6. Deployment

The implementation is intended to be used in further applications [24]. The researcher aims to improve and use it in the next academic year (academic year 2021). It has been described in applying an activity recommendation as the following:

3.6.1. Testing Model Results

As mentioned above, the tools used to evaluate the model consist of two parts: cross-validation method, and confusion matrix. This section describes the implementation of assessment tools in the research.

The testing process divides the data into two parts according to the cross-validation method principles, but the division is divided into three types. The first type is 5-Fold cross-validation, which used 4-Fold (80%) for modeling and 1-Fold (20%) for testing. The second type is 10-Fold cross-validation, which used 9-Fold (90%) for modeling and 1-Fold (10%) for testing. The last type is leave-one-out cross-validation, which used 99% of data for modeling and 1% of data for testing. However, each time the cross-validation test is reported, the model results are also tested using the confusion matrix too.

Figure 8: Cross-Validation Method
3.6.2. Applying Model Results

The applying model results are in three parts: generate a decision tree model for decision-making, test the decision tree model with data collection, and conclude the centroid of k-means. All details are presented on the section of research results and discussion.

4. Research Results and Discussion

In the research results, the researchers classified the research report into three parts which are modeling results, model testing results, and model applying results.

4.1. Modeling Results

Modeling results are the various models on different criteria, such as defining the unequal depth of the decision tree, and determining the different types of cross-validation method tests, which have the results shown in Table 4 and Table 5.

Table 4: Modelling Results from k-Means Clustering

| Cluster Number | Decision Tree Depth | Cross-Validation Method Types |
|----------------|---------------------|-----------------------------|
|                |                     | 5-Fold | 10-Fold | Leave-one-out |
| 3 Clusters     | Level 3             | 88.10% | 88.46%  | 88.64%        |
|                | Level 4             | 88.73% | 88.55%  | 89.00%        |
|                | Level 5             | 89.27% | 89.18%  | 89.91%        |
|                | Level 6             | 89.63% | 89.90%  | 89.90%        |
|                | Level 7*            | 91.07% | 91.16%  | 92.25%*       |
|                | Level 8             | 91.52% | 92.24%  | 92.25%        |
|                | Level 9             | 91.61% | 92.24%  | 91.88%        |
| 4 Clusters     | Level 3             | 47.61% | 47.43%  | 47.07%        |
|                | Level 4             | 47.97% | 47.88%  | 47.79%        |
|                | Level 5             | 58.97% | 59.24%  | 59.24%        |
|                | Level 6             | 60.32% | 61.59%  | 60.50%        |
|                | Level 7             | 65.10% | 63.30%  | 63.39%        |
|                | Level 8             | 80.61% | 79.44%  | 78.72%        |
|                | Level 9*            | 88.28% | 87.65%  | 87.65%        |
| 5 Clusters     | Level 3             | 54.82% | 54.73%  | 54.64%        |
|                | Level 4             | 55.46% | 55.82%  | 55.91%        |

Figure 9: Confusion Matrix Performance

From Table 4, it shows that the k-means model with the highest accuracy is the decision tree model that is classified into 3 clusters by dividing the model testing into the leave-one-out cross-validation method with a depth of 7 levels of the decision tree model and has an accuracy of 92.25%.

However, the test results classified by other clusters yielded a lower accuracy. For example, the 4 clusters with the highest results are 88.28% and the 5 clusters have the highest results of 83.94%.

Table 5: Modelling Results from k-Medoids Clustering

| Cluster Number | Decision Tree Depth | Cross-Validation Method Types |
|----------------|---------------------|-----------------------------|
|                |                     | 5-Fold | 10-Fold | Leave-one-out |
| 3 Clusters     | Level 3             | 78.00% | 77.37%  | 76.01%        |
|                | Level 4             | 80.25% | 81.24%  | 81.61%        |
|                | Level 5             | 84.67% | 83.50%  | 77.37%        |
|                | Level 6             | 88.10% | 86.83%  | 91.52%        |
|                | Level 7             | 90.62% | 89.72%  | 90.35%        |
|                | Level 8             | 91.25% | 91.25%  | 91.07%        |
|                | Level 9*            | 91.62% | 91.97%  | 91.61%        |
| 4 Clusters     | Level 3             | 77.37% | 76.38%  | 75.74%        |
|                | Level 4             | 78.08% | 80.08%  | 81.33%        |
|                | Level 5             | 81.96% | 83.32%  | 81.70%        |
|                | Level 6             | 84.43% | 86.30%  | 86.93%        |
|                | Level 7             | 88.31% | 89.18%  | 90.08%        |
|                | Level 8             | 90.26% | 90.72%  | 91.52%        |
|                | Level 9             | 91.61% | 91.62%  | 90.62%        |
| 5 Clusters     | Level 3             | 78.99% | 78.54%  | 77.01%        |
|                | Level 4             | 82.23% | 82.42%  | 81.15%        |
|                | Level 5             | 84.76% | 85.39%  | 85.57%        |
|                | Level 6             | 86.65% | 86.66%  | 86.38%        |
|                | Level 7             | 88.73% | 88.73%  | 88.73%        |
From Table 5, it shows that the k-medoids model with the highest accuracy is the decision tree model that is classified into 3 clusters by dividing the model testing into the 10-fold cross-validation method with a depth of 9 levels of the decision tree model and has an accuracy of 91.97%.

However, the test results classified by other clusters yielded a lower accuracy. For example, the 4 clusters with the highest results are 91.62% and the 5 clusters have the highest results of 91.96%.

Table 6: Model Testing Results

| Accuracy | 92.25%  | True Class |  | Predicted Class |  |
|----------|---------|------------|---|----------------|---|
|          |         | True Cluster_0 | True Cluster_1 | True Cluster_2 | Precision Class |
|          |         | 185          | 4            | 7             | 94.39%         |

Recall Class: 86.85% 95.49% 91.61%

Table 7: Decision Tree Model

4.2. Model Testing Results

From the results of the prototype model development, it can be concluded that the model with the highest accuracy is the development of the model from k-means clustering, with the appropriate number of 3 clusters and the leave-one-out cross-validation result with an accuracy of 92.25%. Details of the testing developed model are shown in Table 6.

4.3. Model Applying Results

From the model that has been selected and demonstrated the performance of the model, this section shows the decision tree model in Table 7; the decision tree rules for self-testing is shown in Table 8, and the centroid of each cluster is shown in Table 9. In addition, a summary of the members from the collected datasets described by source classified by cluster. It is shown in Table 10.

Table 8: Model Applying Results

| Rule | Condition (If) | Prediction (Then) |
|------|----------------|-------------------|
| 1    | If Stage 4.1 > 3.5 and Stage 3.6 > 3.5 and Stage 3.1 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_2 = 100% |
| 2    | If Stage 4.1 > 3.5 and Stage 3.6 > 3.5 and Stage 3.1 > 2.5 and Stage 3.5 ≤ 3.5 and Stage 3.3 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 3.1 > 2.5 | Then, suitable for cluster_0 = 16.13%, and suitable for cluster_1 = 21.43%, and suitable for cluster_2 = 78.57% |
| 3    | If Stage 4.1 > 3.5 and Stage 3.6 > 3.5 and Stage 3.1 > 2.5 and Stage 3.5 ≤ 3.5 and Stage 3.3 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 3.1 > 2.5 | Then, suitable for cluster_0 = 25.00%, and suitable for cluster_2 = 75.00% |
| 4    | If Stage 4.1 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 1.4 > 2.5 and Stage 1.3 ≤ 2.5 and Stage 3.2 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_0 = 3.23%, suitable for cluster_1 = 16.13%, and suitable for cluster_2 = 80.65% |
| 5    | If Stage 4.1 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 1.4 > 2.5 and Stage 1.3 ≤ 2.5 and Stage 3.2 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_0 = 1.31%, suitable for cluster_1 = 92.16%, and suitable for cluster_2 = 6.54% |
| 6    | If Stage 4.1 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 1.4 > 2.5 and Stage 1.3 ≤ 2.5 and Stage 3.2 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_0 = 100% |
| 7    | If Stage 4.1 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 1.4 > 2.5 and Stage 1.3 ≤ 2.5 and Stage 3.2 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_0 = 100% |
| 8    | If Stage 4.1 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 1.4 > 2.5 and Stage 1.3 ≤ 2.5 and Stage 3.2 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_0 = 100% |
| 9    | If Stage 4.1 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 1.4 > 2.5 and Stage 1.3 ≤ 2.5 and Stage 3.2 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_0 = 100% |
| 10   | If Stage 4.1 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 1.4 > 2.5 and Stage 1.3 ≤ 2.5 and Stage 3.2 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_0 = 100% |
| 11   | If Stage 4.1 > 3.5 and Stage 3.6 ≤ 3.5 and Stage 1.4 > 2.5 and Stage 1.3 ≤ 2.5 and Stage 3.2 > 2.5 and Stage 3.5 > 3.5 | Then, suitable for cluster_0 = 100% |
| 12   | If Stage 4.1 > 3.5 and Stage 4.4 > 4.5 | Then, suitable for cluster_0 = 3.23%, suitable for cluster_1 = 3.23%, and suitable for cluster_2 = 93.55% |
| 13   | If Stage 4.1 ≤ 3.5 and Stage 4.4 ≤ 4.5 and Stage 1.4 > 4.5 and Stage 3.2 > 3.5 | Then, suitable for cluster_2 = 100% |
Table 8 shows the model test results using the collected data. It shows the validity and suitability of the model at 93.78%, which concludes nicely that the selected model is reasonable.

Table 9: Average within centroid for each cluster

Table 10: Details of Each Cluster from Data Collection

However, the data collection were 1109 people who provided attitudes and satisfaction to the researcher. It can be concluded that the overall level of satisfaction with the study is accepted (average = 3.70, S.D. = 0.84), as shown in Table 3.

In addition, the prototype model has been developed for predicting and recommending the appropriate institutions for the learner, which has moderate accuracy levels (92.25%) shown in Table 4 and Table 6. Moreover, the results of the self-test data model are very accurate at the highest level, which is equal to 93.78% (Correct: 1040 out of 1109 training examples) as shown in Table 7. Therefore, it can be concluded that this study was successful. It can develop highly accurate models and also have high performance model testers.

5. Conclusions

From this research, the researcher can summarize according to the research objectives as follows: (1) to study the relevance of factors for the analysis of the effectiveness of suitable educational institutions, and (2) to identify the acceptance and tolerance of each attribute, which supports lifelong learning.

The conclusion was obtained from the study of the relevance of factors by using machine learning tools and data mining techniques in the development of prototype models. It was discovered that the developed model is highly effective, with the ability to summarize 11 predictive factors: stage 1.2, stage 1.3, stage 1.4, stage 2.3, stage 3.1, stage 3.2, stage 3.3, stage 3.5, stage 3.6, stage 4.1, and stage 4.4 as shown in Table 7. While studying factors acceptance, it was found that the overall level of acceptance was at a medium level (average = 3.70, S.D. = 0.84). When the researcher has considered all dimensions, it was found that all factors had been accepted, as shown in Table 3. With the research study by collecting a total data of 1109 people from three universities (Rajabhat Mahasarakham University, the Maha Sarakham University, and the University of Phayao), the researcher concluded that this research achieved its objectives with five machine learning tools and data mining techniques: k-means, k-medoids, decision tree, cross-validation methods, and confusion matrix.

For future research, the researchers aim to construct and develop applications that promote and support the findings of this research.
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