Machine learning to predict building energy performance in different climates
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Abstract. Digitalization is sweeping the world of buildings. Notably, the use of machine and deep learning techniques to develop buildings’ digital twins is becoming crucial to foster the energy transition of the construction sector and a sustainable urban growth. Digital twins can ensure a user-friendly, fast and reliable prediction of building energy loads and demands, thereby enabling a comprehensive optimization of planning, design and operation. Accordingly, this study investigates machine learning techniques to predict heating loads of a building in Rome (Italy, Mediterranean conditions, “Csa” climate in the Köppen and Geiger classification) and in Berlin (Germany, European backcountry, “Cfb”). Firstly, the real building, located in Benevento, is used to develop the artificial neural networks (ANNs), then implemented in MATLAB® to achieve meta-models of building energy behavior. NARX (nonlinear autoregressive model with exogenous inputs) networks are used and trained based on simulated data, provided by the well-known building simulation tool EnergyPlus using the software DesignBuilder® as interface. The meta-model inputs are related to weather conditions, while the required outputs concern the thermal energy load for space heating. The analysis is performed with reference to annual forecasts of energy demands. In all cases, the ANNs architecture is optimized to achieve the best fitness with EnergyPlus outputs. The results show that machine learning can be a precious and reliable tool to support energy design and operation of different buildings in different climates. Nonetheless, the meta-modeling procedure needs to be properly conducted by experts to set suitable frameworks and hyperparameter values of the ANNs, as well as to achieve a right and comprehensive interpretation of the results.
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1. Introduction and state of the art
Buildings play a key role in our lives, as we spend a large part of our time indoor. They contribute significantly to global energy consumption and CO₂ equivalent emissions. Improving their energy efficiency is, therefore, crucial to achieve the ambitious goal of carbon neutrality by 2050, as set out by the European Green Deal [1]. In 2020, the construction and operation of buildings accounted for about 36% of global energy consumption, with indoor air conditioning accounting for about 35% [2]. Thus,
building HVAC (heating, ventilation, and air conditioning) systems are responsible for more than 10% of final energy consumption and associated CO₂-equivalent emissions at the global level.

In this scenario, optimizing the control/operation of HVAC systems plays a crucial role as it can provide huge energy savings [3, 4] while providing thermal comfort. Efficient equipment is not enough to achieve high energy performance if it is not properly controlled [5].

Low-energy or zero-energy building design, while important, is not sufficient to minimize energy consumption and greenhouse gas emissions from the construction industry in terms of sustainability and carbon neutrality. Optimal design is useless without optimal control.

In this regard, as outlined by Chari et al. [6], the ability to predict consumption is critical for improving grid efficiency and assessing the impact of different energy efficiency measures at the building level. Building energy consumption forecasting is a more difficult task when it comes to consider many interrelated physical, operational, and behavioral factors such as building materials, equipment type and operation, occupant behavior, which have significant uncertainty. The energy transition is leading towards smart and responsive grids, interacting with renewables and local energy communities. In this regard, several strategies have been proposed to optimize grid performance combined with intermittent renewable energy and storage, with the goal of creating a flexible energy supply network characterized by the bidirectional flow of electricity and information. Clearly, there is added value in injecting more computational intelligence into grid management (Mocanu et al. [7]), enabling them to better dispatch and control the fluctuating electricity supply and demand in real time. One class of such computational intelligence tools is neural networks. Many recent publications have shown that some of today artificial neural networks can be trained to recognize complex patterns.

The power grids of the future should be able to forecast the energy loads of individual buildings in order to maximize the exploitation of renewable-based distributed generation systems. In addition, the forecasting and decomposition of energy demands is key to investigate energy patterns, to identify sustainability targets, to plan energy use and purchases, as well as to manage demand response. The following three types of demand forecasting can be distinguished:

- Short-term, related to time intervals from one hour to one week;
- Medium-term, from one week to one year;
- Long-term, beyond one year.

To estimate building energy consumption, many modeling techniques have been developed, which can be classed as black box, white box, or grey box methods. The black box methods merely look at the system external behavior, whereas the white box methods look at its interior workings. Unlike the white box techniques, the black box methods often do not require implementation of detailed knowledge. A black box method generally takes less time to complete than a white box one. Grey box testing, instead, is a software testing technique in which testers do not have complete knowledge of the product but have limited information on the internal functionality and code.

As reported in the study conducted by Beccali et al. [8], various modeling techniques have been developed to estimate building energy consumption. Some forecasting tools use recorded and/or generated energy consumption data and statistical methods such as regression methods, artificial neural networks (ANNs), or decision trees to predict building energy consumption. Other tools – including, for example, EnergyPlus and TRNSYS® – use deterministic, physics-based approaches such as mass and heat balance techniques to model building heat loads. Currently, in Italy, many local and international research teams are involved in the collection of energy consumption data from public building stocks, with the aim of identifying the best energy retrofit actions and reducing the country’s CO₂ emissions. In [8], the authors have described a methodology to determine, for local Public Administrations, a decision support tool on the energy efficiency evaluation of an existing building and the selection of the best energy efficiency solutions. After an accurate energy audit of the existing school-buildings stock it was possible to develop an accurate energy database that represents the base of the training of a specific ANN and the development of a decision support tool.

As concerns the prediction of building energy performance, ANNs with shallow architectures are the most used. Deep neural networks are rarely used, as there is not a solid knowledge about the influence
of the number of hidden layers and the size of the data set on the accuracy of predictions and computational efficiency, as reported by Amasyali et al. [9].

As outlined by Zao and Magoulès [10], there are hundreds of comprehensive and reliable building energy simulation tools, such as EnergyPlus, TRNSYS®, ESP-r, IDA ICE, which have been largely implemented to investigate energy performance, to develop energy standards, to optimize building design. Although these tools are effective and accurate, they are not user-friendly and often require significant computational burden and complexity. Furthermore, they need detailed input data and details about building envelope, energy systems, building use and operation, weather conditions, requiring high expertise in building modeling. Globally, model development and simulations are quite time consuming.

In this frame, the development and use of ANNs can significantly reduce computational times, which is fundamental when optimization algorithms are implemented or large-scale analysis is performed to investigate building stocks/categories. Accordingly, in order to address the challenges of multi-objective optimization of building performance using a new meta-model-based approach, Bre et al. [11] presented an efficient method, using the genetic algorithm NSGA-II algorithm and ANNs. In the same vein, for optimizing glazing design, Zhai et al. [12] proposed a multi-objective optimization framework that combines NSGA-II with EnergyPlus. Such a framework can support the optimization of windows design, aiming at minimizing energy consumption while maximizing thermal and visual comfort. Papadopoulos et al. [13] applied the gradient boosted regression trees as a machine learning technique to approximate a building performance simulation model and identify, using a genetic algorithm optimization process, the optimal building design in terms of heating and cooling loads. Yao et al. [14] demonstrated how the use of passive climate-sensitive design solutions can contribute towards improving indoor thermal conditions while reducing energy demand and carbon emissions.

The methodology proposed by Elbeltagi and Wefki [15] is based on the creation of an ANN model that can predict the energy consumption of Egyptian residential buildings. The energy modeling phases adopted in this study are the following: choice of modeling software, identification of input values and design parameters, creation and implementation of a database, development of the ANN model, and evaluation of its performance.

NARX (nonlinear autoregressive model with exogenous inputs) networks showed promising prediction performance when applied to time series. Mena et al. [16] applied a NARX architecture to predict the electricity demand of a non-residential building. Powell et al. [17] applied different ANN architectures to predict hourly heating, cooling and electrical loads of large-scale district, i.e., a campus with around 70000 students and employees, using weather and time variables as inputs. NARX networks provided the best fitting with measured data concerning a 24 h prediction. Also, Mustapa et al. [18] used a NARX network to predict energy consumption and potential energy savings of an educational building. The results showed that NARX outperforms multiple linear regression providing higher fitting accuracy.

The aim of this work is to demonstrate the applicability of artificial neural networks to predict the energy demand for the space heating of a high-efficient building, both in cold and warm climates. Accurate predictions by meta-models would be useful to help designers, policymakers and all stakeholders of the building sector and city to future goals of sustainability, thank to light tools, under the point of view of computational effort, but accurate for what concerns the reliability.

2. Methodology

In order to obtain the load for the building under study, two software are used: DesignBuilder® and EnergyPlus. DesignBuilder® allows to model the building in all its aspects, considering all the physical characteristics of the building, such as the materials of the building envelope, the thickness of the layers of material and the relative thermal transmittances, the window components, the various exposures, and many others. Then, EnergyPlus, based on the data provided by DesignBuilder®, can process them and solve the energy balance in a dynamic regime providing a very accurate forecast of the thermal energy consumption required for ambient heating, primary energy related to the air conditioning systems, electrical energy due to the electronic devices and lighting, also based on the occupancy profile and the use of the building.
For complex energy systems, such as buildings, DesignBuilder® and EnergyPlus are capable to provide highly accurate and precise results if used and calibrated correctly, although many times at the expense of high computational cost. The calculation engine is EnergyPlus and on the website there are many calibration and validation studies according to ASHRAE and IEA tests. With reference to DesignBuilder® this implements libraries in accordance with relevant international and national standards.

In order to solve this problem and to present a tool that allows the evaluation of the energy performance of a building with a relatively low computational time and with a good level of accuracy, this work is referred to an artificial intelligence system based on neural networks, now widely used in various scientific fields. The artificial neural network (ANNs), in fact, were created to emulate the behavior of the human brain, i.e., the complex system of biological neurons. In a neural network, information is broken down into many “elementary” pieces of information, each of which is contained within a single neuron. A neural network can be seen as a sort of “box” that is able to give an answer to a question or provide an output in presence of one or more inputs. The power of this system lies in its capacity to represent and simulate complex relations between the input and output variables that other analytical functions cannot represent.

A NARX (non-linear autoregressive with exogenous inputs) network is chosen from among the numerous current network architectures. The adoption of a NARX is linked to the goal of this study, which is to predict a time series. The NARX is a recurrent dynamic network, with feedback connections enclosing several net layers, commonly used in time-series forecasting. Equation (1) provides the NARX defining equation, and the output signal $y$ is assessed as a function ($f$) of previous time values of the output signal and of the exogenous input signal $u$; $t$ is the time variable. The function $f$ can be achieved by using a feedforward neural network. Figure 1 schematizes the resulting network, where a two-layer feedforward network is employed.

$$y(t) = f(y(t-1),y(t-2),...y(t-n_y),u(t-1),u(t-2),...,u(t-n_u))$$

![Figure 1. NARX network operating logic (source: MATLAB® [19] users’ manual)](image)

The following independent input variables are used for the neural network whose objective is to forecast the hourly values of space heating load throughout the year:
- external dry bulb temperature of the site under consideration [°C];
- global solar radiation of the site [Wh/m²].

Of course, these are not the only inputs that influence the performance of a building. In fact, in the performance simulations, the inputs due to occupancy, lighting, and equipment were set equal to zero in order to test the performance of the network with only two decision variables. This limitation is necessary to better manage the development, at this stage. Of course, in future investigations, it will be overpassed. The first step for the development of the NARX is to import input and output data in csv format, generated by EnergyPlus simulations, into the MATLAB® environment. To determine the specific structure of each artificial neural network, a heuristic procedure is carried out that led to different
values of the hyperparameters: nodes in the hidden layer, input delays and feedback delays. The ANNs are trained through the Levenberg-Marquardt algorithm, using the mean square error value as an indicator of the learning achieved.

3. Case study
The study is carried out on an existing building with known characteristics. The case study (Figure 2) is a single-storey house built in Benevento (Italian climatic zone C, 1316 heating degree days, baseline 20 °C) also known as BNZEB. This section reports only a short description to help the readers, since the authors already detailed the building in [20].

![Figure 2. The net zero-energy building of the University of Sannio: diurnal (a) and nocturnal (b) views and model (c)](image)

The dwelling has a net area of around 70 m², the window/wall ratio around 22.5%, and the ratio between volume and dispersing surface equal to 1.03 m⁻¹. The structural frame (Fig. 2a) is composed of cross laminated wood with two layers of fiber-wood insulation. The envelope components have the following measured values of thermal transmittance (U): 0.19 W/m²K for the external walls; 0.22 W/m²K for the roof; 0.79 W/m²K for internal partitions; 1.5 W/m²K for the windows which are double-glazed with low-e coating and PVC frames. For testing purposes, there are two HVAC systems:

- an efficient multi-split direct expansion system, with heating and cooling capacity of 3.5 kW, heating COP of 3.45, cooling EER of 4.78;
- an aerothermal reversible heat pump, with heating capacity and COP equal to 3.18 kW and 3.83 respectively, cooling capacity and EER equal to 2.14 kW and 2.95, respectively. In this case, horizontal geothermal probes with a total length of 100 m, positioned at a depth of 2.0 m, are used to pre-cool or pre-heat ventilation air.

The first option is activated in this study because it is more popular in residential buildings. A solar thermal collector with a surface area of 2.16 m² and a photovoltaic system with 16 monocrystalline silicon panels are installed. A lithium battery with 6.5 kWh capacity is also available for electricity storage. The house is equipped with several sensors and actuators for a comprehensive monitoring of indoor/outdoor conditions, energy consumption and renewable energy generation, as detailed in [21].

As said, the building performance is simulated using DesignBuilder® and EnergyPlus software. For the creation of the NARX network, five different input data are considered. For training, validation and testing of the network, hourly data from annual simulations provided by EnergyPlus are used to create a model that is valid for different climates. According to Italian rules [22], the national territory is divided into six climatic zones, each with a specified range of heating degree days (HDD), as shown in
Table 1. Depending on the climatic zone, heating systems can only be used for a certain period of the year and for a certain number of hours every day. Only two municipalities are in climatic zone A, thus this latter is not considered in this study because not representative. Notably, in the application of the proposed methodology, the climatic zones B, C, D, E, and F are used as case studies. One representative city is identified as a building location for each analyzed zone.

| Climatic Zone | Heating Degree Day | Heating Period             | Availability |
|---------------|--------------------|---------------------------|--------------|
| A             | < 600              | December 1 – March 15     | 6 h per day  |
| B             | 601 - 900          | December 1 – March 31     | 8 h per day  |
| C             | 901 - 1400         | November 15 – March 31    | 10 h per day |
| D             | 1401 - 2100        | November 1 – April 15     | 12 h per day |
| E             | 2101 - 3000        | October 15 – April 15     | 14 h per day |
| F             | > 3001             | No limitations            | No limitations|

Table 2 shows the five cities used as data samples for the creation of the network, which belong to different climate zones. It should be noted that the original simulation model has been widely validated [20, 21] by comparisons with monitored data, in the real location.

| City        | Climatic Zone |
|-------------|---------------|
| Palermo     | B             |
| Naples      | C             |
| Pisa        | D             |
| Milan       | E             |
| Munich      | F             |

Then, in order to verify the capabilities of the NARX networks, a weather file from another city that is not included in the training sample ("exogenous") is used. Table 3 shows the cities "exogenous" from the training sample used for the validation of the different networks, i.e., Rome (zone D) and Berlin (zone F).

| City     | Climatic Zone |
|----------|---------------|
| Rome     | D             |
| Berlin   | F             |

Please note that even for Berlin and Munich the climate classification is based on the Italian criterion, and thus HDD > 3000, baseline 20°C.

The combination of hyperparameters, i.e., input delays, output delays and the number of neurons in the hidden layer must be modified to optimize the network performance. These values are selected using a “trial and error” procedure, selecting the most performing combo that allows getting more accurate results from the network. The training, validation and testing processes are performed in an open-loop, denoted as series-parallel architecture. Notably, the networks are fully generated in an open-loop, and then they are converted into a closed-loop, denoted as parallel architecture, for multistep-ahead prediction.
4. Results

To validate the methodology based as neural networks for different case studies, four different ANNs are created for four different setpoint temperatures (Figure 3 to 6). The Levenberg-Marquardt algorithm is being used to train the NARX. A value of 200000 is chosen for the number of eras, that is the maximum number of iterations. Instead, a gradient of $10^{-9}$ is used, which represents the square of the error function. Table 4 shows the best hyperparameters combo for the different networks created, i.e., for each setpoint temperature (18 °C, 19 °C, 20 °C, 21 °C).

| Input delays | Output delays | Number of neurons | RMSE Rome | MAE Rome | RMSE Berlin | MAE Berlin |
|--------------|---------------|-------------------|------------|----------|-------------|------------|
| 18 °C        | 1             | 2                 | 16         | 0.0639   | 0.0278      | 0.1516     |
| 19 °C        | 1             | 2                 | 12         | 0.0917   | 0.0424      | 0.1480     |
| 20 °C        | 1             | 2                 | 16         | 0.1050   | 0.0575      | 0.1665     |
| 21 °C        | 1             | 2                 | 16         | 0.1294   | 0.0664      | 0.1740     |

The prediction performance of the developed NARX networks as concerns the testing set is also reported in Table 4, which shows a good reliability with simulated data. Figures 3 to 6 represents the predictions of the heating load with regards to the testing set. The same network is used for thermal load prediction in both Rome and Berlin.

![Figure 3](image-url)

**Figure 3.** Comparison among NARX prediction for Rome (red) and Berlin (green) for a setpoint temperature of 18°C
Figure 4. Comparison among NARX prediction for Rome (red) and Berlin (green) for a setpoint temperature of 19 °C

Figure 5. Comparison among NARX prediction for Rome (red) and Berlin (green) for a setpoint temperature of 20°C

Figure 6. Comparison among NARX prediction for Rome (red) and Berlin (green) for a setpoint temperature of 21°C
The following discussion, briefly, adds few comments to Figures from 3 to 6, referred to Rome and Berlin and showing the forecast of the heating load, by establishing various indoor set points for the space heating, from 18 °C to 21 °C.

In general, a very good capability of the ANNs to predict the heating load without a significant computational effort (i.e., much lower if compared to the one of the EnergyPlus transient energy simulations) is verified for all the different setpoint temperatures. Finally, the network can follow the targets simulated in EnergyPlus, although still not perfect. The difference lies in the calculation time, after the creation of the network the simulation of a case though it lasts only 10 seconds justifies the efforts in the development of this methodology. The results surely are quite satisfactory, even if with all limitations of a single case study, in two climates.

In this regard, developments are undergoing, with the extension of the input data, evaluation of some other energy uses (space cooling, equipment, plugged powers, and other electricity needs of the whole facility) also by changing the case study.

5. Conclusions

Reducing the computational cost of the building energy modeling/simulation process is a necessity. The building modeling/simulation process is a powerful tool, but, as well-known, it is a time consuming process that requires expertise and computational efforts. Thus, when possible, also in order to have a digital twin of the building that can be used even for a real time management, the development of meta-models based on machine learning, AI and IoT is a possibility that must be exploited.

This study shows that, by developing EnergyPlus-based artificial neural networks, it is possible to predict building energy loads, notably for space heating, with satisfactory accuracy and reduced computational time. Analyzing the results, it is also evident that using a different sample of data to those used for the training but of the same climatic zone to test the performance of the network, the results are acceptable. However, when considering other locations not included in the training set, the results provided by the network may deviate sharply from the EnergyPlus reference results in some time intervals. To achieve more accurate and realistic results in the future, the artificial neural network architecture needs to be optimized for use with a wide range of climatic data, including other inputs that affect the energy consumption of the building, such as occupant behavior, setpoint temperatures, free inputs, and many others. Another step is to experiment with different types of neural networks and compare results to verify which solution is the best one.

References

[1] European Green Deal Report. Available online at: https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal_en
[2] IEA 2021 (International Energy Agency) Report. Available online at: https://globalabc.org/sites/default/files/2021-10/GABC_Buildings-GSR-2021_BOOK
[3] Braun J E 1990 Reducing Energy Costs and Peak Electrical Demand through Optimal Control of Building Thermal Storage ASHRAE Transactions pp 876-888
[4] Liao Z and Dexter A L 2004 The potential for energy saving in heating systems through improving boiler controls Energy and Build. vol 36 pp 261-271
[5] Peeters L, Van Der Veken J, Hens H, Helsen L and D’haeseleer W 2008 Control of heating systems in residential buildings: Current practice Energy and Build. vol 40 pp 1446–1455
[6] Chari A and Christodoulou S 2017 Building energy performance prediction using neural networks Energy Efficiency vol 10 pp 1315-1327
[7] Mocanu E, Nguyen P H, Gibescu M and Kling W L 2016 Deep learning for estimating building energy consumption Sustainable Energy, Grids and Networks vol 6 pp 91-99
[8] Beccali M, Ciulla G, Brano V L, Galatioto A and Bonomolo M 2017 Artificial neural network decision support tool for assessment of the energy performance and the refurbishment actions for the non-residential building stock in Southern Italy Energy vol 137 pp 1201-1218
[9] Amasyali K and El-Gohary N 2021 Machine learning for occupant-behavior-sensitive cooling energy consumption prediction in office buildings Renewable and Sustainable Energy Reviews vol 142 p 110714
[10] Zhao H X and Magoulès F 2012 A review on the prediction of building energy consumption *Renewable and Sustainable Energy Reviews* vol 16 pp 3586-3592
[11] Bre F Roman N and Facchinotti V D 2020 An efficient metamodel-based method to carry out multi-objective building performance optimizations *Energy and buildings* vol 206 p 109576
[12] Zhai Y Wang Y Huang Y and Meng X 2019 A multi-objective optimization methodology for window design considering energy consumption thermal environment and visual performance *Renewable Energy* vol 134 pp 1190-1199
[13] Papadopoulous S Azar E Woon W L and Kontokosta C E 2018 Evaluation of tree-based ensemble learning algorithms for building energy performance estimation *Journal of Building Performance Simulation* vol 11 pp 322-332
[14] Yao R Costanzo V Li X Zhang Q and Li B 2018 The effect of passive measures on thermal comfort and energy conservation. A case study of the hot summer and cold winter climate in the Yangtze River region *Journal of Building Engineering* vol 15 pp 298-310
[15] Elbeltagi E and Wefki H 2021 Predicting energy consumption for residential buildings using ANN through parametric modeling *Energy Reports* vol 7 pp 2534-2545
[16] Mena R Rodriguez F Castilla M and Arahal M R 2014 A prediction model based on neural networks for the energy consumption of a bioclimatic building *Energy and Buildings* vol 82 pp 142-155
[17] Powell K M Sriprasad A Cole W J and Edgar T F 2014 Heating, cooling, and electrical load forecasting for a large-scale district energy system *Energy* vol 74 pp 877-885
[18] Mustapa R F Dahlan N Y Yassin A I M and Nordin A H M 2020 Quantification of energy savings from an awareness program using NARX-ANN in an educational building *Energy and Buildings* vol 215 p 109899
[19] MathWorks, MATLAB – MATrixLABoratory (version 2015). https://it.mathworks.com/products/matlab.html (last accessed on: 27/04/2022)
[20] Ascione F De Masi R de Rossi F Ruggiero S Vanoli G P 2016 Optimization of building envelope design for nZEBs in Mediterranean climate: Performance analysis of residential case study *Applied Energy* vol 183 pp 938-957
[21] Ascione F Borrelli M De Masi R F Vanoli G P 2020 Nearly zero energy target and indoor comfort in Mediterranean climate: Discussion based on monitoring data for a real case study *Sustainable Cities and Society* vol 61 pp 102349
[22] Italian Presidential Decree D.P.R. 26 agosto 1993. n. 412. Available online at: http://efficienzaenergetica.acs.enea.it/doc/dpr412-93.pdf. In Italian