Relativistic entropy production for quantum field in cavity
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A nonuniformly accelerated quantum field in a cavity undergoes the coordinate transformation of annihilation and creation operators, known as the Bogoliubov transformation. This study considers the entropy production of a quantum field in a cavity induced by the Bogoliubov transformation. By classifying the modes in the cavity into the system and environment, we obtain the lower bound of the entropy production, defined as the sum of the von Neumann entropy in the system and the heat dissipated to the environment. This lower bound represents the refined second law of thermodynamics for a quantum field in a cavity and can be interpreted as the Landauer principle, which yields the thermodynamic cost of changing information contained within the system. Moreover, it provides an upper bound for the quantum mutual information to quantify the extent of the information scrambling in the cavity due to acceleration.

I. INTRODUCTION

The validity of classical mechanics is challenged in processes involving massive spatial scale as relativistic effects become nonnegligible at this scale. For instance, clocks in satellites of the global positioning system (GPS) tick faster than those on the ground owing to speed and gravity, and thus, the accuracy of GPS deteriorates without considering the relativistic effects. About half a century ago, the discoveries of Hawking radiation [1] and Unruh effect [2] revealed that incorporating relativistic effects in quantum mechanics can yield surprising phenomena that cannot be realized through conventional quantum mechanics. However, more recently, certain concepts in quantum information, such as entanglement, have been recognized as crucial in relativistic settings [3, 4]. Currently, an entanglement distribution was performed between a satellite and receivers on the ground located 1200 km apart [5]. Against this background, relativistic quantum information has garnered considerable research attention, focusing on the relativistic effects of quantum information, e.g., Unruh [2] and dynamical Casimir effects [6], using the quantum field theory [7–12].

Quantum thermodynamics is an extension of the stochastic thermodynamics operating at the mesoscopic scale to quantum microscopic scale. It generalizes the concept of stochastic work, heat, and entropy to the quantum domain, and accordingly, several thermodynamic relations, e.g., Jarzynski equality [13], fluctuation theorem [14–16], and thermodynamic uncertainty relation [17, 18], have been demonstrated to hold in the quantum domain as well [19–21]. Recently, the thermodynamic quantities and relations have been further generalized to quantum field theory. References [22] and [23] derived the Jarzynski equality for quantum field theory in a flat spacetime using two-point and indirect measurements, respectively. Regarding the quantum thermodynamics for quantum field theory in a curved spacetime, Ref. [24] investigated the work exerted by the expanding universe. Moreover, Ref. [25] considered several quantities to formulate the quantum thermodynamics of a quantum field in an accelerating cavity.

Herein, we study the entropy production [26] in a quantum field confined in a cavity that undergoes acceleration. In thermodynamics, the entropy production quantifies the extent of irreversibility of the system as well as the thermodynamic cost of thermal machines. The non-negativity of the entropy production is a signature of the second law of thermodynamics and directly implies the Landauer principle [27], which formulates the relation between information, quantified by entropy, and dissipated heat. Despite its significance in quantum thermodynamics, the entropy production induced by acceleration has not been investigated thus far. We consider a quantum field experiencing arbitrary acceleration in a cavity to induce a coordinate transformation referred to as the Bogoliubov transformation. By defining the entropy production based on the sum of entropy and dissipated heat in a quantum field, we can derive the lower bound of the entropy production, corresponding to a refinement of the second law of thermodynamics for the quantum field in a cavity, resulting in the Landauer principle. Moreover, using the obtained inequality, an upper bound of the quantum mutual information can be obtained to quantify the extent of information scrambling caused by acceleration.

II. METHODS

We consider a $(1 + 1)$ dimensional Minkowski space [28]. Suppose that a cavity of length $L > 0$ contains a massless scalar field. The confined quantum field model has been extensively employed in relativistic quantum information. The scalar quantum field satisfies the Klein-Golden equation in a curved spacetime [29]. The field $\Phi$ admits the mode expansion with respect to $\{\phi_n\}_{n=1}^\infty$, *}
calculated. Thus, we employ the Gaussian state formalism.

Thus, we employ the Gaussian state formalism. A set of all the cavity modes can be expressed as the vacuum state $|0\rangle$. Indeed, the vacuum states of different coordinates are not generally consistent with each other. Indeed, the cavity is in an inertial frame at the initial state. In relativistic quantum information, we are typically interested in only one or two modes in the cavity, whereas the remaining modes are regarded as the environment \[9, 25\]. Therefore, following Ref. [25], we divide all the modes into the system $S$ and environment $E$. A set of modes in the system $S$ is defined as $S = \{n_{s_1}, n_{s_2}, \ldots, n_{s_K}\}$, where $n_{s_i} \in \{1, 2, \ldots\}$ denotes an index of the system mode satisfying $n_{s_i} \neq n_{s_j}$ for $i \neq j$, $K$ indicates the number of modes of the system, and a set of modes in the environment $E$ comprises the remaining modes, i.e., $E = \{n \in \{1, 2, \ldots\} | n \notin S\}$. Thus, a set of all the cavity modes can be expressed as $C = E \cup S = \{1, 2, \ldots\}$. As the quantum field is an infinite-dimensional system, the thermodynamic quantities cannot be easily calculated. Thus, we employ the Gaussian state formalism.

\[\hat{\Phi} = \sum_n (\hat{a}_n \phi_n + \hat{a}_n^\dagger \phi_n^*),\]

(1)

where $\hat{a}_n$ and $\hat{a}_n^\dagger$ denote the annihilation and creation operators, respectively, which satisfy the canonical commutation relation $[\hat{a}_n, \hat{a}_m^\dagger] = \delta_{n,m}$ and $[\hat{a}_n, \hat{a}_m] = [\hat{a}_n^\dagger, \hat{a}_m^\dagger] = 0$. A coordinate transformation between different observers, induced by acceleration can be modeled based on the Bogoliubov transformation, which transforms the modes $\{\phi_n\}$ in the original coordinate to modes $\{\tilde{\phi}_n\}$ in another coordinate. Moreover, the field $\hat{\Phi}$ can be expanded by $\{\tilde{\phi}_n\}_{n=1}^\infty$ as well:

\[\hat{\Phi} = \sum_n (\hat{b}_n \tilde{\phi}_n + \hat{b}_n^\dagger \tilde{\phi}_n^*),\]

(2)

where $\hat{b}_n$ and $\hat{b}_n^\dagger$ represent distinct annihilation and creation operators, respectively, satisfying the canonical commutation relation $[\hat{b}_n, \hat{b}_m^\dagger] = \delta_{n,m}$ and $[\hat{b}_n, \hat{b}_m] = [\hat{b}_n^\dagger, \hat{b}_m^\dagger] = 0$. $\hat{a}_n$ and $\hat{b}_n$ are related via

\[\hat{b}_n = \sum_m (A_{mn} \hat{a}_m + B_{mn} \hat{a}_m^\dagger),\]

(3)

where $A_{mn}$ and $B_{mn}$ are the Bogoliubov coefficients. The matrices $A = \{A_{mn}\}$ and $B = \{B_{mn}\}$ should satisfy the Bogoliubov identities $AA^\dagger - BB^\dagger = \mathbf{1}$ and $AB^\dagger - BA^\dagger = 0$, where $\mathbf{1}$ is the identity matrix. For all $n \in \{1, 2, \cdots\}$, the annihilation operator $\hat{a}_n$ defines the vacuum state $|0\rangle$ via $\hat{a}_n |0\rangle = 0$. Therefore, the vacuum state $|0\rangle$ represents an eigenstate with a vanishing eigenvalue of the annihilation operator. One of the most prominent properties of the Bogoliubov transformation is that the vacuum states of different coordinates are not generally consistent with each other. Indeed, the vacuum state $|0\rangle$ for $\hat{b}_n$ can be expressed as $\hat{b}_n |0\rangle = 0$ for all $n$, which does not agree with $|0\rangle$ in general. Therefore, the vacuum state of a coordinate may be populated with particles with respect to another coordinate.

Suppose that the cavity is in an inertial frame at the initial state. In relativistic quantum information, we are typically interested in only one or two modes in the cavity, whereas the remaining modes are regarded as the environment \[9, 25\]. Therefore, following Ref. [25], we divide all the modes into the system $S$ and environment $E$. A set of modes in the system $S$ is defined as $S = \{n_{s_1}, n_{s_2}, \ldots, n_{s_K}\}$, where $n_{s_i} \in \{1, 2, \ldots\}$ denotes an index of the system mode satisfying $n_{s_i} \neq n_{s_j}$ for $i \neq j$, $K$ indicates the number of modes of the system, and a set of modes in the environment $E$ comprises the remaining modes, i.e., $E = \{n \in \{1, 2, \ldots\} | n \notin S\}$. Thus, a set of all the cavity modes can be expressed as $C = E \cup S = \{1, 2, \ldots\}$. As the quantum field is an infinite-dimensional system, the thermodynamic quantities cannot be easily calculated. Thus, we employ the Gaussian state formalism.

\[\langle\xi_m | \xi_n\rangle = \langle\xi_n | \xi_m\rangle = \delta_{m,n} - \frac{i}{2} \{m, n\},\]

(4)

where $\langle \bullet \rangle$ denotes the expectation value. Let $\sigma^i$ and $\sigma^f$ denote the covariance matrices before and after the coordinate transformation, respectively (hereinafter, variables with superscripts $i$ and $f$ indicate the stated aspect). In particular, the covariance matrix after Bogoliubov transformation can be expressed as

\[\sigma^f = \mathcal{G} \sigma^i \mathcal{G}^\dagger,\]

(5)

where $\mathcal{G}$ denotes a complex symplectic transformation, specified by the Bogoliubov matrices $A$ and $B$:

\[\mathcal{G} = \begin{bmatrix} A & B \\ B^* & A^* \end{bmatrix}.\]

(6)

The thermodynamic quantities of interest can be represented by the covariance matrix $\sigma$.

\[\sigma^f = \mathcal{G} \sigma^i \mathcal{G}^\dagger,\]

III. RESULTS

Let us consider a massless quantum field in a cavity that is initially in an inertial frame. According to
the Klein–Goldon equation, the field mode $\phi_n$ ($n \in \{1, 2, \cdots \}$) can be expressed as
\[
\phi_n(t, x) = \frac{1}{\sqrt{\pi \alpha}} \sin[\omega_n(x - x_1)] e^{-i \omega_n t}.
\]
where we select a comoving frame $(t, x)$ with $x_l$ and $x_r$ as the cavity boundaries for any $t$ with $x_r - x_l = L > 0$ (refer to Fig. 1(a)), and the Dirichlet boundary condition is imposed at the boundaries. The Hamiltonian operators of the system and environment are respectively defined as
\[
\hat{H}_{\text{sys}} = \sum_{n \in S} \omega_n \hat{a}_n^\dagger \hat{a}_n,
\]
\[
\hat{H}_{\text{env}} = \sum_{n \in E} \omega_n \hat{a}_n^\dagger \hat{a}_n,
\]
where $\omega_n = \pi n / L$ denotes the angular frequency of the field mode. Let $\beta_{\text{sys}}$ and $\beta_{\text{env}}$ be the inverse temperature of the system and environment, respectively. We define the thermal states of the system and environment as follows:
\[
\rho_{\text{sys}}^\text{th}(\beta_{\text{sys}}) = \frac{1}{Z_{\text{sys}}(\beta_{\text{sys}})} e^{-\beta_{\text{sys}} \hat{H}_{\text{sys}}},
\]
\[
\rho_{\text{env}}^\text{th}(\beta_{\text{env}}) = \frac{1}{Z_{\text{env}}(\beta_{\text{env}})} e^{-\beta_{\text{env}} \hat{H}_{\text{env}}},
\]
where $Z_{\text{sys}}(\beta_{\text{sys}})$ and $Z_{\text{env}}(\beta_{\text{env}})$ are the partition functions defined as
\[
Z_{\text{sys}}(\beta_{\text{sys}}) = \text{Tr}_{\text{sys}}[e^{-\beta_{\text{sys}} \hat{H}_{\text{sys}}}],
\]
\[
Z_{\text{env}}(\beta_{\text{env}}) = \text{Tr}_{\text{env}}[e^{-\beta_{\text{env}} \hat{H}_{\text{env}}}],
\]
The initial density operator of the cavity is assumed to be $\rho_{\text{cav}}^i = \rho_{\text{sys}}^i \otimes \rho_{\text{env}}^i$, where $\rho_{\text{sys}}^i$ and $\rho_{\text{env}}^i$ are given by
\[
\rho_{\text{sys}}^i = \rho_{\text{sys}}^\text{th}(\beta_{\text{sys}}^i) \quad \text{and} \quad \rho_{\text{env}}^i = \rho_{\text{env}}^\text{th}(\beta_{\text{env}}^i),
\]
representing the initial inverse temperatures of the system and environment, respectively. Let $\eta_i \equiv \coth(\beta_{\text{sys}}^i \omega_n / 2)$ and $\nu_i \equiv \coth(\beta_{\text{env}}^i \omega_n / 2)$ be the symplectic eigenvalues of the system and environment, respectively. The initial Gaussian states of the system and environment are respectively defined as
\[
\sigma_{\text{sys}}^i = \text{diag}([\eta_i]_{n \in S}, [\eta_i]_{n \in S}),
\]
\[
\sigma_{\text{env}}^i = \text{diag}([\nu_i]_{n \in E}, [\nu_i]_{n \in E}).
\]
Based on symplectic eigenvalues, the mean energy of the initial environment state can be derived as (refer to Appendix A)
\[
\text{Tr}_{\text{env}}[\rho_{\text{env}}^i \hat{H}_{\text{env}}] = \sum_{n \in E} \omega_n \frac{\sigma_{nn}^i - 1}{2}.
\]
Furthermore, the von Neumann entropy can be defined as
\[
S_{\text{sys}}(\rho_{\text{sys}}) \equiv -\text{Tr}_{\text{sys}}[\rho_{\text{sys}} \ln \rho_{\text{sys}}].
\]

The von Neumann entropy is defined similarly for the environment $S_{\text{env}}$ and cavity $S_{\text{cav}}$. In the covariance matrix formalism, the von Neumann entropy can be represented by a symplectic eigenvalue of the system [33]:
\[
S_{\text{sys}} = \sum_{n \in S} \{ \sigma_+ (\eta_n) - \sigma_- (\eta_n) \},
\]
where $\sigma_+ (x) \equiv \{(x \pm 1)/2 \ln \{(x \pm 1)/2\}$.

After preparing the initial state, the cavity undergoes arbitrary acceleration. An example of the trajectory for $t > 0$ is exhibited in Fig. 1(a), where the cavity starts to accelerate satisfying the rigidity of the cavity. The coordinate transformation induced by the acceleration is modeled by the Bogoliubov transformation. Let $\zeta \equiv [b_1, b_2, \ldots, b'_1, b''_2, \ldots]$. The Bogoliubov transformation on operators $\xi$ can be unitarily implemented as follows [30, 34, 35]:
\[
\hat{\zeta} = \mathcal{S} \hat{\zeta} = \hat{U}^\dagger (\mathcal{S}) \hat{\xi} \hat{U} (\mathcal{S}),
\]
where $\mathcal{S}$ denotes a symplectic transformation defined as Eq. (6) and $\hat{U} (\mathcal{S})$ denotes a unitary operator satisfying $\hat{U} (\mathcal{S}_1 \mathcal{S}_2) = \hat{U} (\mathcal{S}_1) \hat{U} (\mathcal{S}_2)$. Equation (19) is the Heisenberg picture of the creation and annihilation operators. Therefore, in the Schrödinger picture, the density operator of the entire cavity evolves unitarily as $\rho_{\text{cav}}^f = \hat{U} (\mathcal{S}) \rho_{\text{cav}}^i \hat{U}^\dagger (\mathcal{S})$. In the quantum thermodynamics, the dissipated heat is often defined by the energy difference in the environment between the final and initial states:
\[
\Delta Q \equiv \text{Tr}_{\text{env}}[\rho_{\text{env}}^f \hat{H}_{\text{env}}] - \text{Tr}_{\text{env}}[\rho_{\text{env}}^i \hat{H}_{\text{env}}]
\]
\[
= \sum_{n \in E} \omega_n \frac{\sigma_{nn}^f - \sigma_{nn}^i}{2},
\]
where $\rho_{\text{env}}^f \equiv \text{Tr}_{\text{sys}}[\rho_{\text{cav}}^f] = \text{Tr}_{\text{sys}}[\hat{U} \rho_{\text{cav}}^i \hat{U}^\dagger]$ denotes the final density operator of the environment. The entropy difference between the initial and final states can be expressed as
\[
\Delta S_{\text{sys}} = S_{\text{sys}}(\rho_{\text{sys}}^f) - S_{\text{sys}}(\rho_{\text{sys}}^i),
\]
where the covariance matrix representation of $S_{\text{sys}}$ follows that in Eq. (18).

Subsequently, we define the entropy production for a quantum field in a cavity. The entropy production plays fundamental roles in stochastic and quantum thermodynamics, which can be defined following several manner [26, 36]. For instance, in stochastic thermodynamics, the entropy production can be quantified by the probability ratio between the forward and backward processes, or it may be defined by a total entropy that includes both the system and environment. In the quantum domain, owing to the high degree of freedom in modeling, the entropy production can be defined following several mechanisms [26]. Here, we define the entropy production as
\[
\Sigma \equiv \beta_{\text{env}}^i \Delta Q + \Delta S_{\text{sys}}.
\]
which denotes the sum of the dissipated heat [Eq. (20)] and the von Neumann entropy of the system [Eq. (21)]. As the modes in the cavity undergo Bogoliubov transformation, the density operator of the entire cavity $\rho_{\text{cav}}$ evolves via the corresponding unitary operator [Eq. (19)]. Therefore, from Refs. [37, 38], the following relation holds (refer to Appendix B):

$$\Sigma = I + D(\rho_{\text{env}}^f || \rho_{\text{env}}^i) \geq D(\rho_{\text{env}}^i || \rho_{\text{env}}^f) \geq 0,$$  \hspace{1cm} (23)

where $D(\rho_{\text{env}}^f || \rho_{\text{env}}^i)$ and $I$ are the quantum relative entropy and the quantum mutual information, respectively, defined by

$$D(\rho_{\text{env}}^f || \rho_{\text{env}}^i) \equiv \text{Tr}_{\text{env}} \left[ \rho_{\text{env}}^f \ln \rho_{\text{env}}^f - \rho_{\text{env}}^i \ln \rho_{\text{env}}^i \right],$$

$$I \equiv S_{\text{sys}}(\rho_{\text{sys}}^i) + S_{\text{env}}(\rho_{\text{env}}^f) - S_{\text{env}}(\rho_{\text{env}}^i).$$ \hspace{1cm} (24)

The quantum relative entropy and quantum mutual information are nonnegative [39] (nonnegativity of quantum mutual information used in the second line of Eq. (23)). As expressed in Eq. (23), the entropy production is nonnegative, $\Sigma \geq 0$, under a coordinate transformation induced by the acceleration, which is a second law of thermodynamics for a quantum field in a cavity.

Prior to delving into deeper analysis of the entropy production $\Sigma$, we explain certain aspects. In this study, we defined heat as the variation in the energy of the environment. Heat is induced by the interaction between the system and environment. Although the exchange of energy between the system and environment is identified as heat in classical thermodynamics, the distinction of heat from work in the quantum setting is often nontrivial. Prior studies have attempted to define heat and work in quantum thermodynamics, which can be primarily classified into two fundamental definitions, namely, heat-first and work-first definitions [40]. In the heat-first definition, heat is defined as the variation in the energy of the environment [41]. This definition is commonly applied to the two-point measurement scheme [42], where projective measurement with respect to the environmental energy eigenbasis is performed at the beginning and end of the process, and the heat is defined as the difference between them. In the second category, work is defined first, which was initially proposed in Ref [43]. This study employed the heat-first definition.

The first term in Eq. (22) represents the increase in environmental entropy, which is true for the ideal environment that maintains its equilibrium and with constant temperature during the evolution. However, the definition of temperature in general nonequilibrium states persists to be a challenge [44]. Therefore, in the standard quantum thermodynamics, the entropy production in Eq. (22) is defined as the entropy production for an arbitrary environment [26]. This is because $\Sigma$ defined in Eq. (22) is positive in all cases, consistent with the most essential requirement for entropy production. Moreover, the definition of Eq. (22) is consistent with that of classical thermodynamics. Note that the entropy production in Eq. (22) exhibits the operational meaning in case of considering a fluctuation theorem [45], which is the fundamental equality in nonequilibrium thermodynamics.

This study focuses on heat but not on work, which constitutes the counterpart quantity in thermodynamics. As the unitary $U(\Sigma)$ in Eq. (19) implicitly includes the contribution of work, the variation in energy of the system is not equal to the heat, $\Delta H_{\text{sys}} + \Delta Q \neq 0$ [26], where $\Delta H_{\text{sys}}$ represents the variations in the system energy:

$$\Delta H_{\text{sys}} \equiv \text{Tr}_{\text{sys}} \left[ \rho_{\text{sys}}^f H_{\text{sys}} - \rho_{\text{sys}}^i H_{\text{sys}} \right]$$

$$= \sum_{n \in \mathcal{S}} \frac{\sigma_n^f - \sigma_n^i}{2}.$$ \hspace{1cm} (26)

According to the first law, the exerted work can be defined as the difference between $\Delta H_{\text{sys}}$ and $\Delta Q$:

$$\Delta W \equiv \Delta H_{\text{sys}} + \Delta Q.$$ \hspace{1cm} (27)

Based on the work defined in Eq. (27), the entropy production of Eq. (22) can be represented as

$$\Sigma = \beta_{\text{env}}^i (\Delta W - \Delta F),$$ \hspace{1cm} (28)

where $\Delta F \equiv F(\rho_{\text{sys}}^f) - F(\rho_{\text{sys}}^i)$ represents the variation in free energy, and $F(\rho_{\text{sys}})$ indicates the free energy defined as

$$F(\rho_{\text{sys}}) \equiv \text{Tr}_{\text{sys}} \left[ H_{\text{sys}} \rho_{\text{sys}} \right] - \frac{1}{\beta_{\text{env}}} S_{\text{sys}}(\rho_{\text{sys}}).$$ \hspace{1cm} (29)

The second law $\Sigma \geq 0$ yields $\Delta W \geq \Delta F$, which states that the work exerted on the system is greater than or equal to the free energy difference, which is consistent with another classical definition of entropy production.

We can refine Eq. (23) by using the fact that the environment comprises a bosonic quantum field. To calculate the lower bound of $D(\rho_{\text{env}}^f || \rho_{\text{env}}^i)$, we follow Ref. [38]. According to the Pythagoras relation [38] that can be proved by simple calculations, $D(\rho_{\text{env}}^f || \rho_{\text{env}}^i)$ is bounded from below by

$$D(\rho_{\text{env}}^f || \rho_{\text{env}}^i) = D(\rho_{\text{env}}^{f,\text{th}} || \rho_{\text{env}}^{i,\text{th}}) + D(\rho_{\text{env}}^{f,\text{th}} || \rho_{\text{env}}^i) \geq D(\rho_{\text{env}}^{f,\text{th}} || \rho_{\text{env}}^i),$$ \hspace{1cm} (30)

where $\rho_{\text{env}}^{f,\text{th}}$ denotes a thermal state that yields the same energy as $\rho_{\text{env}}^f$. Let $E(\beta_{\text{env}})$ be the mean energy of the environment with respect to a thermal state with the inverse temperature $\beta_{\text{env}}$:

$$E(\beta_{\text{env}}) \equiv \text{Tr}_{\text{env}} \left[ \rho_{\text{env}}^{\text{th}}(\beta_{\text{env}}) H_{\text{env}} \right].$$ \hspace{1cm} (31)

Thereafter, we obtain

$$E^i + \Delta Q = \text{Tr}_{\text{env}} [\rho_{\text{env}}^i H_{\text{env}}] = \text{Tr}_{\text{env}} [\rho_{\text{env}}^{f,\text{th}} H_{\text{env}}],$$ \hspace{1cm} (32)

where $E^i \equiv E(\beta_{\text{env}}^i) = \text{Tr}_{\text{env}} [\rho_{\text{env}}^i H_{\text{env}}]$. As $(d/d\beta_{\text{env}}) E(\beta_{\text{env}}) < 0$, $\beta_{\text{env}}^{f,\text{th}}$ satisfies $E(\beta_{\text{env}}^{f,\text{th}}) = E^i + \Delta Q$. 


and can be uniquely specified given $\Delta Q$. Therefore, given $\Delta Q$, $\rho_{\text{env}}^{\text{th},f} = \rho_{\text{env}}^{\text{th}}(\beta_{\text{env}}^{f})$ can be uniquely identified, indicating that $D(\rho_{\text{env}}^{\text{th}} || \rho_{\text{env}}^{i})$ in Eq. (30) can be calculated with $\Delta Q$. The relative entropy admits the following expression:

$$D(\rho_{\text{env}}^{\text{th}} || \rho_{\text{env}}^{i}) = \beta_{\text{env}} \Delta Q - [S_{\text{env}}(\rho_{\text{env}}^{\text{th}}) - S_{\text{env}}(\rho_{\text{env}}^{i})].$$

Equation (36) holds for an arbitrary Bogoliubov transformation, indicating that Eq. (36) should be generalized as follows:

$$\Delta S_{\text{sys}} + \beta_{\text{env}}^{i} \Delta Q \geq \frac{(\Delta Q)^2}{2 \text{Var}_{\beta_{\text{env}}} [H_{\text{env}}]} \frac{(\Delta Q)^2}{2 \text{Var}_{\beta_{\text{env}}} (E + \Delta Q) [H_{\text{env}}]}$$

which forms the main result of this research. In Eq. (36), the variance term for $\Delta Q < 0$ does not rely on $\Delta Q$, unlike $\Delta Q > 0$. Equation (36) holds for an arbitrary Bogoliubov transformation, indicating that Eq. (36) should hold for any acceleration undergone by the cavity. Equation (36) is a refined version of the second law for the quantum field in the cavity. Although the above calculation follows Ref. [38], the lower bound of Eq. (36) differs from that reported in Ref. [38] because the cavity is an infinite-dimensional system, whereas Ref. [38] concerns finite-dimensional systems.
Although Eq. (36) represents the statement for entropy production, it can be regarded as a statement between the variation in information in the system and the energy dissipated in the environment, i.e., Eq. (36) can be identified as the Landauer principle for a quantum field in the cavity undergoing acceleration. The Landauer principle concerns the entropy decrease in the system, quantified by \(-\Delta S_{\text{sys}}\), and yields the lower bound of the heat dissipation to realize the entropy decrease. Equation (36) is plotted in Fig. 3 with the solid lines for two inverse temperature settings in (a) \(\beta_{\text{env}} = 0.5\) and (b) \(\beta_{\text{env}} = 5.0\) (explicit parameters are stated in the caption). The regions above the solid lines denote the feasible regions predicted by Eq. (36). In Fig. 3, the dashed lines represent the lower bound of \(\Sigma = \Delta S_{\text{sys}} + \beta_{\text{env}}^i \Delta Q \geq 0\), which represents the naive second law. As observed, the area of the negative heat region diminishes with the temperature. More importantly, Eq. (36) is tighter than the naive second law under high temperature.

Another consequence of Eq. (36) pertains to its relation with information scrambling [46, 47]. Generally, the extent of scrambling is quantified by out-of-order correlators. As proposed earlier, the extent of scrambling can alternatively be quantified by quantum mutual information [48]. The cavity undergoing a nonuniform acceleration can be identified as a process of information scrambling. The cavity experiencing a nonuniform acceleration can be identified as a process of information scrambling [48].

In this paper, we obtained the lower bound for the entropy production of a quantum field in a cavity undergoing acceleration. First, the cavity mode of interest was regarded as the system and the remaining modes as the environment. Thereafter, the entropy production was defined as the sum of the von Neumann entropy of the system and the dissipated heat. The nonnegativity of the entropy production is a signature of the second law and provides the statement of the Landauer principle for the accelerated cavity.

IV. CONCLUSION

In this paper, we obtained the lower bound for the entropy production of a quantum field in a cavity undergoing acceleration. The cavity undergoing a nonuniform acceleration can be identified as a process of information scrambling [48]. The cavity experiencing a nonuniform acceleration can be identified as a process of information scrambling [48].
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**Appendix A: Quantities of quantum field**

For readers’ convenience, we review the quantities of quantum fields in a general setting. Let us consider the thermal state of the Hamiltonian \(\hat{H} = \sum_n \omega_n \hat{a}_n^\dagger \hat{a}_n\). The density operator can be expressed as

\[
\rho^{\text{th}} = \frac{1}{Z(\beta)} e^{-\beta \hat{H}},
\]

where \(\beta\) denotes the inverse temperature and \(Z(\beta) \equiv \text{Tr}[e^{-\beta \hat{H}}]\). The number operator \(\hat{n}_n \equiv \hat{a}_n^\dagger \hat{a}_n\) admits the eigendecomposition

\[
\hat{n}_n |n_n\rangle = n_n |n_n\rangle,
\]

which implies that \(\hat{n}_n\) can be represented as \(\hat{n}_n = \sum_n n_n |n_n\rangle \langle n_n|\). Based on this representation, the terms in \(\rho^{\text{th}}\) can be expressed as

\[
e^{-\beta \hat{H}} = \prod_{n=1}^{\infty} e^{-\beta \omega_n \hat{n}_n} = \prod_{n=1}^{\infty} \sum_{n_n} e^{-\beta \omega_n n_n} |n_n\rangle \langle n_n|, \tag{A3}
\]

and

\[
\text{Tr}[e^{-\beta \hat{H}}] = \prod_n \left(\sum_{n_n} e^{-\beta \omega_n n_n}\right) = \prod_n \frac{e^{\beta \omega_n}}{e^{\beta \omega_n} - 1}. \tag{A4}
\]

Let us consider the expectation of \(\hat{a}_n^\dagger \hat{a}_n\) with respect to the thermal state \(\rho^{\text{th}}\):

\[
\langle \hat{a}_n^\dagger \hat{a}_n \rangle = \text{Tr}[\hat{n}_n \rho^{\text{th}}] = \sum_{n_n} n_n e^{-\beta \omega_n n_n} = \frac{1}{e^{\beta \omega_n} - 1}.
\]

As \(\sigma_{nn} = \langle \hat{a}_n^\dagger \hat{a}_n + \hat{a}_n^\dagger \hat{a}_n \rangle = 2 \langle \hat{a}_n^\dagger \hat{a}_n \rangle + 1\), the covariance matrix becomes

\[
\sigma_{nn} = 2 \langle \hat{a}_n^\dagger \hat{a}_n \rangle + 1 = \coth \left(\frac{\beta \omega_n}{2}\right). \tag{A5}
\]

According to Eq. (A5), the mean of \(\hat{H}\) can be derived as

\[
\text{Tr}[\rho^{\text{th}} \hat{H}] = \sum_n \frac{\omega_n}{e^{\beta \omega_n} - 1}. \tag{A7}
\]

Similarly, the second moment of \(\hat{H}\) can be evaluated as

\[
\text{Tr} \left[\rho^{\text{th}} \hat{H}^2\right] = \sum_n \frac{(e^{\beta \omega_n} + 1)^2 \omega_n^2}{(e^{\beta \omega_n} - 1)^2} + \sum_{n \neq m} \left(\frac{\omega_n}{e^{\beta \omega_n} - 1}\right) \left(\frac{\omega_m}{e^{\beta \omega_m} - 1}\right). \tag{A8}
\]
Using Eqs. (A7) and (A8), the variance of \( \hat{H} \) is expressed as
\[
\text{Var}[\hat{H}] = \text{Tr} \left[ \rho^h \hat{H}^2 \right] - \text{Tr} \left[ \rho^h \hat{H} \right]^2
\]
\[
= \sum_n \frac{e^{\beta_n \omega_n^2}}{(e^{\beta_n \omega_n} - 1)^2}
\]
\[
= \frac{1}{4} \sum_n \omega_n^2 \text{csch} \left( \frac{\beta_n \omega_n}{2} \right), \quad (A9)
\]
where \( \text{csch}(x) \equiv 1/\sinh(x) \).

\( E(\beta) \) is defined in Eq. (31) with a derivative of
\[
\frac{d}{d\beta} E(\beta) = -\sum_{n \in \mathcal{E}} \frac{\beta_n \omega_n^2}{(e^{\beta_n \omega_n} - 1)^2} < 0. \quad (A10)
\]
The above equation establishes the definition of the inverse function \( \beta(E) \).

**Appendix B: Derivation of Eq. (23)**

The derivation of Eq. (23) is presented herein, which has been proved in Refs. [37, 38]. We will express the following relation:
\[
\beta_{env}^i \Delta Q + \Delta S_{\text{sys}} = I + D(\rho_{env}^\dagger || \rho_{env}^i). \quad (B1)
\]
As discussed in the main text, the entire cavity undergoes a unitary transformation: \( \rho_{env}^i = U \rho_{env} U^\dagger \). Therefore, the von Neumann entropy of the entire cavity is invariant under the transformation: \( S_{\text{env}}(\rho_{env}^i) = S_{\text{sys}}(\rho_{env}^i) + S_{\text{env}}(\rho_{env}^i) \), where we considered that the state is initially in a product state in the last equality. Therefore, we obtain
\[
I + D(\rho_{env}^i || \rho_{env}^i) = \Delta S + \text{Tr}_{\text{env}} \left[ (\rho_{env}^i - \rho_{env}^f) \ln \rho_{env}^i \right], \quad (B2)
\]
As \( \rho_{env}^i = Z_{\text{env}}(\beta_{env}^i)^{-1} e^{-\beta_{env}^i \hat{H}_{\text{env}}} \), the second term in Eq. (B2) can be rewritten as
\[
\text{Tr}_{\text{env}} \left[ (\rho_{env}^i - \rho_{env}^f) \ln \rho_{env}^i \right] = \beta_{env}^i \Delta Q.
\]
Equation (23) directly follows from Eqs. (B2) and (B3).

**Appendix C: Derivation of Eq. (34)**

Herein, we derive Eq. (34) based on Refs. [37, 38]:
\[
D(\rho_{env}^f || \rho_{env}^i) = \beta_{env}^i \Delta Q - \int_{E_i}^{E_i^f + \Delta Q} dS_{\text{env}}(\beta_{env}(E')) \frac{d\beta_{env}(E')}{dE'}
\]
\[
= \int_{E_i}^{E_i^f + \Delta Q} \beta_{env}^i (\beta_{env}^i - \beta_{env}(E')) dE'
\]
\[
= \int_{E_i}^{E_i^f + \Delta Q} dE' \int_{E_i}^{E_i^f} \frac{d\beta_{env}(E'')}{dE''} dE''
\]
\[
= \int_{E_i}^{E_i^f + \Delta Q} dE' \int_{E_i}^{E_i^f} \frac{dS_{\text{env}}(\beta_{env}(E'))}{dE'}
\]
\[
\text{Var}_{\beta_{env}(E')}[\hat{H}_{\text{env}}], \quad (C1)
\]
where \( S_{\text{env}}^{th}(\beta_{env}) \) is defined as
\[
S_{\text{env}}^{th}(\beta_{env}) = -\text{Tr}_{\text{env}} \left[ \rho_{env}^\dagger(\beta_{env}) \ln \rho_{env}^\dagger(\beta_{env}) \right]. \quad (C2)
\]
When calculating Eq. (C1), we used the following relations:
\[
\frac{d\beta_{env}}{dE} = \frac{1}{dE/d\beta_{env}} = -\frac{1}{\text{Var}_{\beta_{env}(E)}[\hat{H}_{\text{env}}]}, \quad (C3)
\]
\[
\frac{d\rho_{env}^\dagger(\beta_{env})}{d\beta_{env}} = \hat{H}_{\text{env}} \rho_{env}^\dagger(\beta_{env}) + \rho_{env}^\dagger(\beta_{env}) \text{Tr}_{\text{env}} \left[ \rho_{env}^\dagger(\beta_{env}) \hat{H}_{\text{env}} \right], \quad (C4)
\]
\[
\frac{dS_{\text{env}}^{th}(\beta_{env})}{d\beta_{env}} = -\text{Tr}_{\text{env}} \left[ \frac{d\rho_{env}^\dagger(\beta_{env})}{d\beta_{env}} \ln \rho_{env}^\dagger(\beta_{env}) \right]
\]
\[
= -\beta_{env} \text{Var}_{\beta_{env}}[\hat{H}_{\text{env}}], \quad (C5)
\]
\[
\frac{dS_{\text{env}}(\beta_{env}(E))}{dE} = \frac{dS_{\text{env}}^{th}(\beta_{env})}{d\beta_{env}} \frac{d\beta_{env}}{dE} = \beta_{env}(E). \quad (C6)
\]
