OoDAnalyzer: Interactive Analysis of Out-of-Distribution Samples

Changjian Chen*, Jun Yuan*, Yafeng Lu, Yang Liu, Hang Su, Songtao Yuan, Shixia Liu

Abstract—One major cause of performance degradation in predictive models is that the test samples are not well covered by the training data. Such not well-represented samples are called OoD samples. In this paper, we propose OoDAnalyzer, a visual analysis approach for interactively identifying OoD samples and explaining them in context. Our approach integrates an ensemble OoD detection method and a grid-based visualization. The detection method is improved from deep ensembles by combining more features with algorithms in the same family. To better analyze and understand the OoD samples in context, we have developed a novel \(k\)NN-based grid layout algorithm motivated by Hall’s theorem. The algorithm approximates the optimal layout and has \(O(kN^2)\) time complexity, faster than the grid layout algorithm with overall best performance but \(O(N^3)\) time complexity. Quantitative evaluation and case studies were performed on several datasets to demonstrate the effectiveness and usefulness of OoDAnalyzer.
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1 INTRODUCTION

In machine learning, especially in supervised learning, the existence of Out-of-Distribution (OoD) samples, the test samples that are not well covered by training data, is a major cause of performance degradation [1], [2], [3]. The model often performs poorly on these OoD samples [4], and may even misclassify OoD samples with high confidence. This high-confidence misclassification can lead to serious real-world incidents, such as self-driving car crashes.

To mitigate the problem of OoD samples, several detection methods have been developed to identify them in the test dataset [1], [4], [5]. However, challenges still exist for retrieving OoD samples and explaining the OoD context. First, most OoD detection methods either use a single model or a few models of the same hyper-parameters with a variety of high-level features [6], [7], which often fail to cover the whole data distribution and may discard some
key information in the OoD samples. Second, by only outputting a confidence value for each sample, existing OoD detection methods cannot explain the underlying reason for the appearance of such OoD samples. Thus, it is difficult to systematically address the problem caused by the OoD samples. For example, a dog-cat image classifier might use color as the key criteria to make predictions when the training dataset only has dark-colored dogs and light-colored cats, as illustrated in Fig. 2(a). Fig. 2(b) shows a more complicated example where a cartoon character could be another cause to have OoD samples. This is because cartoons are always exaggerated and may distort some key information. In this case, the dog has very big, long ears, which is a key feature of a rabbit. Uncovering these complicated reasons requires a more detailed analysis. As a result, an intuitive and self-explanatory exploration environment is needed to comprehensively summarize different reasons and present the findings in an interpretative manner.

In this work, we propose a visual analysis approach, OoD-Analyzer, which integrates an ensemble OoD detection method with interactive visualizations to help identify OoD samples and explain the OoD context. Once OoD samples have been identified and their root causes have been determined, labeling and adding samples accordingly to the training dataset can usually improve the model accuracy [5], [8]. Hence OoDAnalyzer mainly focuses on identifying and explaining OoD samples. OoD Analyzer starts by recommending some OoD samples using the developed ensemble OoD detection method. This method is based on the state-of-the-art OoD detection method (deep ensembles) [7], but combines more features with more algorithms in a family. The algorithm family is derived from the same classification algorithm by varying its hyper-parameters. Our experiments show that this improved detection method has higher accuracy than deep ensembles [7] when it comes to detecting OoD samples. With the detected OoD samples, we propose a grid-based visualization to explore them in the context of the training and test datasets. A well-known grid layout algorithm has $O(N^3)$ time complexity and can not support interactive exploration for large datasets. We propose a $k$NN-based approximation and speed it up to $O(kN^2)$ for real-time interactions. We use image classification as an example to validate our approach. Specifically, experiments were conducted to quantitatively evaluate the OoD detection method and the $k$NN-based grid layout approximation algorithm, and two case studies were conducted on an animal image classification problem and a retinal edema classification problem. After augmenting the training data with samples complementing the detected OoD samples, the model accuracy improved greatly. This demonstrates the effectiveness of our approach. A demo of the prototype is available at: https://bit.ly/2W4jvcc.

In summary, the main contributions of our work are:

- A visual analysis tool that explains OoD samples in context and allows users to analyze them effectively.
- A grid-based visualization with a proposed grid layout acceleration method inspired by Hall’s theorem.
- A practical improvement of ensemble OoD detection for OoD sample recommendation.

## 2 Related Work

### 2.1 OoD detection

Attempts at OoD detection fall into two categories: detection of OoD samples with low confidence predictions [1], [3] and detection of OoD samples with high confidence predictions [6], [7].

Some earlier methods were intended to identify OoD samples with low confidence scores [1], [3], [5]. These methods are based on the fact that the prediction distributions are different between normal samples and OoD samples with low confidence scores [1]. In particular, Hendrycks et al. [1] estimated the OoD confidence by the prediction distribution of each sample. Later research further improved the detection performance by using temperature scaling [3], adding small controlled perturbation [5], and jointly training a generator and a classifier [8].

The aforementioned methods have achieved some success in detecting OoD samples with low confidence scores that are near the decision boundaries. However, in many real-world applications, OoD samples with high confidence scores can blend in with normal samples, which tends to significantly degrade the model performance [5]. To tackle this issue, Lakkara et al. [6] iteratively utilized an estimated OoD proportion to probabilistically sample a data item from an item group and queried an oracle for its true label. After the true label of the item was confirmed, the estimated proportion of this group was updated. To further improve the accuracy and robustness of OoD detection, deep ensembles [7] was developed by combining different high-level semantic features (learned by neural networks) with a single classification algorithm. The discrepancy among different classifiers in deep ensembles is used to measure the OoD degree of a sample.

Deep ensembles provides a practical way to detect OoD samples more effectively. Inspired by this method, we have developed an OoD detection method that enumerates the combinations of all features (both low-level and high-level features) with different algorithms in a family. The extension of the features and algorithms aims to reduce the uncertainty caused by the limited coverage of both the employed features and algorithms in deep ensembles. In addition, a grid-based visualization has been developed to facilitate the exploration and analysis of the detected OoD samples.

### 2.2 Visualization for Outlier Detection

In the field of visual analytics, the work most relevant to ours is visual outlier detection. It aims to identify samples that are inconsistent with the remainder of that set of data [9], [10]. Existing efforts can be classified into two categories [11]: sequence-based methods [12], [13], [14], [15], [16] and point-based methods [17],
Our work is relevant to point-based methods, so we focus on reviewing this category.

Earlier efforts developed visualizations for visually presenting and analyzing outliers and anomalies. For example, Thom et al. [19] displayed anomalous spatial-temporal activities on a map view. A great deal of later research focused on supporting contextual exploration to interpret the reason for the appearance of outliers. Ko et al. [21] enabled users to configure the context in which anomalies were detected. TargetVue, a visual analysis system detecting anomalous users in Twitter, was proposed by Cao et al. [17]. It employed user glyphs to summarize behavior semantics and used a triangle grid layout for user comparison.

Recently, with the growing integration of modeling and user interactions, several visual analysis systems have been developed to support iterative anomaly detection. An adaptive anomaly integration mechanism was designed by Cao et al. [22], to include human judgment in the detection algorithm for refining the anomalies. Xie et al. [23] applied One-Class SVM to detect anomalous call stack trees and used MDS and scatterplot to separate detected trees from normal trees. The anomalous call stack trees can be further investigated and verified by users whose verification will then update the anomaly detection model. LabelInspect [24] was developed to emphasize uncertain labels on a constrained t-SNE visualization and allow users to interactively update the classification model and recommend a new set of uncertain labels.

Similar to previous methods, we also support context-enriched exploration, where semantically similar samples are placed close together, and saliency maps are displayed to explain effective regions of the image for the prediction. In contrast to the aforementioned methods, with the goal of analyzing OoD samples, our approach satisfies two distinct requirements: extensive comparisons between the training and test datasets and explorations loaded with content-level examinations in large datasets. To this end, we propose a grid-based visualization that builds upon grid layouts and uses kNN approximation to achieve real-time interactions. Our visualization keeps semantic similarities between samples and enables exploration of the content. It also supports dataset comparison via a hybrid of superposition and juxtaposition, as well as detailed exploration in the local context.

## 3 Design of OoDAlyzer

### 3.1 Requirement Analysis

Recent research has shown that identifying and illustrating unexpected model failures caused by OoD samples is critical for many practical applications [6], [7], [12], [25]. We have also observed this in our long-term collaboration with machine learning experts and practitioners (e.g., doctors). We have found that the coverage and diversity of training data is an integral part of supervised learning, which determines the upper limits of model performance. For instance, Fig. 2(a) describes a real case we encountered when collaborating with a machine learning expert on a visual analysis project that seeks to explain the inner workings of deep neural networks (DNNs). As the training dataset only consisted of light-colored cats and dark-colored dogs, the prediction accuracy degraded significantly when the test dataset contained many white dogs and black cats. This puzzled us for several weeks. After using the t-SNE projection technique and a series of side-by-side comparisons between the training and test datasets, we finally figured out that color bias caused the failure. We also experienced a similar situation when collaborating with two doctors who have employed deep learning models to facilitate retinal edema diagnosis in the past two years. The aforementioned debugging processes led us to design an interactive tool to help users examine the datasets and their distributions in a failed learning process.

To identify the primary requirements, in our collaboration with two machine learning experts ($M_1, M_2$) and two doctors ($D_1, D_2$), we asked them the following questions. What would you do after you identify a misclassified image? If you find a few similar misclassified images, would you like to summarize their commonalities? What kind of information is helpful in identifying the major cause of misclassified images?

Based on the interviews and the review of the literature, we identified three major requirements.

**R1 - Examining OoD samples in the context of normal samples.** In a variety of research and practical projects, our collaborators have found that many OoD samples were difficult to confirm without comparing them to the normal samples in the training dataset. They often needed to look at training samples whose discriminating features for the classification task were highly similar to those of the OoD samples. They were trying to see the similarities and differences between the OoD samples and normal samples. To this end, the experts needed to place semantically similar images together and visually represent each image in the dataset in a compact way, so they could easily identify the OoD samples and explore the context in individual cases. This requirement is also consistent with the common practice in the current research of identifying dataset bias [6], [26].

**R2 - Comparing the datasets and OoD samples in both a global view and local context.** For a poor-performance predictive model, the experts would like to check how OoD samples are distributed over the categories and find out which categories may include real OoD samples by comparing the distributions between the training and test datasets side-by-side. After identifying the categories of interest, they want to narrow down their focus to closely compare the OoD samples to their semantically similar normal samples, which might be found in both the training and test datasets. Based on this analysis, the experts can then figure out the major reason why these samples are OoD and decide what kind of samples need to be labeled and added to the training dataset to improve the model performance. $M_1$ said that for the dog-cat dataset, he carefully examined the training samples that were very close to an incorrectly predicted white dog image and found that they were all white cat images. By further comparing the training data and test data, he noticed that the cats in the training data were exclusively light-colored and thus had a limited color diversity. Other experts concurred with $M_1$ on this comparison-based exploration process.

**R3 - Understanding and analyzing different types of OoD samples.** Previous studies have shown that OoD samples can be broadly categorized into two types: those with low confidence predictions (known unknowns) and those with high confidence predictions (unknown unknowns) [6]. Those of the first type are usually near the decision boundaries and have low confidence scores, while the second type of samples are those which the model is highly confident in but turn out to be misclassified. To reduce OoD samples to the maximum extent, all the experts desired to visually explore both types of OoD samples and their relationship with other samples. This requires employing an OoD detection method to identify both known unknowns and unknown unknowns, and presenting their visual difference in the layout.
3.2 System Overview

Motivated by these requirements, we designed OoDAnalyzer (Fig. 3) to analyze OoD samples in context. Given the training and test data, both high- and low-level features are extracted first (Fig. 3(a)). These features are then fed into the ensemble OoD detection method to identify OoD samples for further analysis (Fig. 3(b)). In particular, the detection method learns to detect OoD samples with low and high confidence scores by combining different features with an algorithm family (R3). However, without a clear understanding of the underlying cause of having these OoD samples, it is hard to take any action to improve the model performance.

To tackle this issue, the grid-based visualization was developed to facilitate the exploration and analysis of OoD samples in context (Fig. 3(c)). We have considered t-SNE as an alternative solution. However, it does not support content-level (e.g., the image itself) exploration due to the overlap among samples. Since content-level exploration is important for understanding the OoD context, our grid-based visualization maps the scatter plot generated by t-SNE into a grid layout. Thus, we can both preserve the similarities between images and allocate a minimum of space to show the image content. In our implementation, each image is represented by the high-level features extracted by DNNs [27], which corresponds to a point in the high-dimensional feature space. The Euclidean distance between two points is used to measure the similarity between images. Previous studies have shown that features extracted by DNNs can well capture semantic information [28], [29]. As a result, t-SNE projects semantically similar images together.

To explore a large dataset effectively, an OoD-based sampling method was developed to build a hierarchy. The top level has the global view and each zoom-in moves to a lower level in the hierarchy for local exploration. The basic idea of this method is to probabilistically under-sample dense regions with fewer OoD samples and over-sample sparse regions with more OoD samples. It thus preserves both the overall data distribution and OoD samples. Accordingly, the grid-based visualization, together with this sampling technique, facilitates the examination of OoD samples among the normal samples at different levels of detail (R1). In addition, a rich set of interactions is provided to help explore the OoD context. For example, a hybrid comparison, including juxtaposition and superposition [30], [31], was developed to enable the side-by-side comparison between the training and test datasets and the comparison of the OoD sample(s) of interest with relevant training samples (R2).

With the help of visualization, the user can identify the reason why OoD samples appear. Accordingly, training data will be expanded to start a new round of analysis (Fig. 3(d)).

4 Ensemble OoD Detection Method

Here, we introduce the method for detecting OoD samples.

Basic idea. Deep ensembles has been shown to perform best at OoD detection [7]. Thus, our detection method is based on it. In particular, we thoroughly study what kind of combination in the ensembles can boost performance. We find that, theoretically, if all aspects of the data distribution have been well covered by the model (model capacity for short), the best performance will be achieved [32]. Generally, the coverage of the employed features and the algorithms are the major factors that influence the model capacity [7]. Therefore, we try to improve the model capacity by enlarging the feature set and the algorithm set.

Enlarging the feature set. For the feature set, deep ensembles covers a set of high-level features (learned by neural networks). It builds all the possible matches between a single classification algorithm [33] and these features. In contrast, we enlarge the feature set by including both low-level features, such as SIFT [34], superpixels [6], ORB [35], and BRIEF [36], and high-level features. With a more comprehensive feature set, the developed ensemble model covers more aspects of the sample distribution.

Enlarging the algorithm set. For the algorithm set, deep ensembles uses a softmax classifier with learned parameters, which may fail to cover the whole model space and thus reach a local optimum. To compensate for this, we use the same classification algorithm as the base and build an algorithm family by varying the hyper-parameters in the feasible space, with the goal of better approximating the model space, and thereby improving the model capacity.

In our implementation, the algorithm family is derived from logistic regression by varying its hyper-parameter (regularization coefficient). A series of classifiers in our ensemble method is thus created by combining each feature with each logistic regression model, each of which gives a sample a probability distribution over classes. The OoD score of each sample is the entropy of the averaged probability distribution of all classifiers [7]. Samples with higher OoD scores are OoD samples. The experiment in Sec. 6.1.1 shows that our method performs very well even with a simple algorithm such as logistic regression.

5 Grid-Based OoD Visualization

5.1 Overview

Since the OoD detection method does not explain the detection decision, we have developed a visualization for producing visual explanations that help users understand why. It consists of two major components: 1) a sample view to illustrate the distributions
of the training/test data and compare them side-by-side; 2) an explanation view to disclose the reason why OoD samples appear.

Sample distribution as grid. To facilitate the analysis of OoD samples, experts need to analyze them in the context of other samples. We initially project data on a 2D plane as scattered points using dimension reduction techniques, such as t-SNE [37]. Despite the advantages of cluster separation and data distribution preservation, the irregular distribution of scattered points does not adequately support sample-based exploration due to the issues of overlap and space-wasting, especially when 2D points are rendered as the corresponding images. Recent studies have shown that grid layouts are effective at providing a content overview of data, such as images [38], [39], grouped networks [40], [41], and keywords [42], [43]. As a result, we propose using 2D grid layouts to visualize the images and their similarity relationships (Fig. 1(c)). Each grid cell corresponds to a data sample, and rectangular images can be displayed with minimal space-wasting and zero-overlap.

Prediction explanation as saliency map. To help users understand the underlying model prediction for a specific image, we employ a saliency map developed by Selvaraju et al. [44] to highlight the important regions in the image for predicting the class concept. The visual explanation conveyed in this map is helpful for identifying the root cause of the appearance of OoD samples. For example, in Fig. 3C, the white dog is predicted to be a cat because the body (white in color) is an important region for prediction. In normal cases, the dog head is usually the key to making the corresponding decision. After identifying many similar cases like this, we believe that a lack of diversity in color is a major cause of these OoD samples.

Analysis workflow. The two major components of the visualization, along with the developed controls and visualization aids (Fig. 1(c)), create an interactive OoD analysis environment. A typical analysis workflow is illustrated in Fig. 4. After loading training and test data, a user can first examine the single dataset to gain an overview of the data distribution (Fig. 4(a)). S/he can switch between training and test data. To compare the distribution of training and test data side-by-side, s/he can then use the juxtaposition comparison mode to identify which categories contain OoD samples and decide if s/he wants to select a few categories to explore (Fig. 4(b)). After selecting categories of interest, s/he can switch to the superposition mode to explore the OoD samples in the context of relevant training samples (Fig. 4(c)). Instead of using the juxtaposition mode first, if the user finds interesting OoD regions in the single view, s/he can directly use the superposition mode to explore the OoD samples. In any mode, the user can zoom into a region with OoD samples or inspect the original images of selected samples as well as their saliency maps (Fig. 4(d)). With the help of saliency maps, the user can better understand why these samples are OoD samples.

$k$NN-based Grid Layout

Grid Layout. A practical method for generating a grid layout mapping is the two-step approach described in [39], [45]: the data is first projected as a set of 2D scattered points using dimension reduction techniques; then these 2D points are assigned to grid points by solving a linear assignment problem.

- **Step 1: Dimension reduction.** Assume that each instance in the dataset is associated with a feature vector. This method projects all the feature vectors onto a 2D plane via Isomap [46] or t-SNE [37]. In our implementation, we used t-SNE. For convenience, we denote the projected points by $\mathbf{x}_i \in \mathbb{R}^2$.

- **Step 2: Linear assignment.** A 2D $m \times n$ grid is created over the bounding box of projected points. Each grid point is represented by its center $\mathbf{y}_j \in \mathbb{R}^2$. Without loss of generality, assume that the size ($N$) of instances in the dataset is equal to $m \times n$. This assumption can be easily enforced by adding “dummy instances.” An assignment from $X = \{\mathbf{x}_1, \ldots, \mathbf{x}_N\}$ to $Y = \{\mathbf{y}_1, \ldots, \mathbf{y}_N\}$ can be denoted by $\delta_{ij}$, where $\delta_{ij} = 1$ means that the $i$-th instance $\mathbf{x}_i$ is assigned to the $j$-th grid point $\mathbf{y}_j$; otherwise $\delta_{ij} = 0$. Let the assignment cost from $\mathbf{x}_i$ to $\mathbf{y}_j$ be $w_{ij} = ||\mathbf{x}_i - \mathbf{y}_j||_2$, so that the optimal assignment can be achieved by minimizing the total assignment cost:

$$\text{minimize} \quad \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} \delta_{ij}$$

subject to

$$\sum_{i=1}^{N} \delta_{ij} = 1, \forall j \in \{1, \ldots, N\}; \quad \sum_{j=1}^{N} \delta_{ij} = 1, \forall i \in \{1, \ldots, N\};$$

$$\delta_{ij} \in \{0, 1\}, \forall i, j.$$

The constraints enforce that the assignment is bijective, i.e. each instance has a unique assignment in the grid, and vice versa.

The above linear assignment problem is equivalent to a weighted bipartite graph matching problem on a weighted complete graph $G = (X, Y, E)$ by regarding $X$ and $Y$ as two independent sets, $E$ as the set of edges between $X$ and $Y$, and $w_{ij}$ as the weight defined on edge $\mathbf{x}_i \mathbf{y}_j$. The matching problem (Eq. 1) has been extensively studied previously [47], [48], and the Jonker-Volgenant (JV) algorithm [47] has an overall satisfactory and stable time performance [49]. The JV algorithm consists of $N$ path augmenting processes, in each of which an $O(N^2)$ Dijkstra algorithm is executed to find the augmenting path with the shortest distance. Accordingly, the time complexity of the JV algorithm is $O(N^3)$. For our interactive visualization, as instances are resampled during user exploration, the grid layout must generate at interactive rates (less than 1 second for a thousand instances), but the JV algorithm cannot meet this requirement.

$k$NN-based bipartite graph matching. To generate the grid layout at interactive rates, we have developed a $k$NN-based bipartite graph matching method to speed up the layout process while achieving a satisfactory approximation of the optimal result. Since
most instances will be assigned to grid points near their projection location, a simple idea for acceleration is pruning the edges that connect instances with distant candidate grid points. Specifically, we reduce the number of candidate grid points of every \( x_i \) from \( N \) to a smaller number \( k (k<N) \), i.e. for each \( x_i \), we enforce its \( N-k \) related \( \delta_j \)'s to be 0. As the Dijkstra algorithm checks all vertices once and traverses their neighbors during the checks \([50],[51]\), its time complexity is \( O(kN) \) if each vertex only has \( k \) neighbors. Thus the time complexity of the JV algorithm is reduced to \( O(kN^2) \). If \( k \) is much smaller than \( N \), the time complexity can be regarded as \( O(N^2) \). However, a naive reduction cannot guarantee that there will be a solution that fulfills all the constraints of Eq. (1) because it may violate the sufficient and necessary condition of graph matching, which is known as Hall’s theorem \([50]\).

**Theorem 1** (Hall’s theorem). A bipartite graph \( G = (X,Y,E) \) has a matching if and only if the number of elements of any subset \( S \) of \( X \) is less than or equal to the number of elements of its corresponding adjacent set \( \Gamma(S) \), namely,

\[
|S| \leq |\Gamma(S)|, \quad \forall S \subseteq X.
\]

\( \Gamma(S) \) is the set of all neighbors of the vertices in \( S \).

\[
\Gamma(S) = \{ y \in Y : \forall x \in S, (x,y) \in E \} \subset Y
\]

However, it is difficult to use Hall’s theorem to check whether a matching exists because it is an NP-hard problem due to the combinatorics of subsets. Instead, we use a sufficient condition derived from Hall’s theorem, also known as the marriage theorem \([50]\).

**Corollary 1** (Marriage theorem). A bipartite graph \( G = (X,Y,E) \) has a matching if the degree of each vertex \( x \in X \) equals \( k \) and the degree of each vertex \( y \in Y \) also equals \( k \) is a natural number.

Based on this corollary, we propose a two-step method to construct a matching-existed bipartite graph.

- **Step 1**: kNN-based subgraph initialization. First, an empty edge set \( E_r \) is created. Then for each \( x \in X \), we select its \( k \)-nearest neighbors in \( Y \) and add edges between \( x \) and each of its neighbors into \( E_r \). In this way, an initial bipartite graph \( G_r = (X,Y,E_r) \) is created. We use \( \deg(\cdot) \) to denote the degree of a vertex in the graph. The subscripts ‘\( \cdot \)’, ‘\( > \)’, ‘\( < \)’ denote the vertex set whose degrees are larger than \( k \), equal to \( k \), or less than \( k \). For instance, \( X_\geq := \{ x \in X | \deg(x) > k \} \), \( X_\leq := \{ x \in X | \deg(x) < k \} \), \( X_k := \{ x \in X | \deg(x) = k \} \). After the initialization, \( X_\geq = \emptyset \), \( X_\leq = \emptyset \).

- **Step 2**: Greedy subgraph modification. The initial graph \( G_r \) may not satisfy the marriage theorem because \( Y_\geq \) and \( Y_\leq \) can be nonempty. We apply a greedy graph modification to make them empty, while keeping \( X_\geq \) and \( X_\leq \) empty, too. We examine all the vertices in \( Y_\leq \) in descending order prioritized by the vertex degree and the sum of their edge weights in \( E_r \). For each examined vertex \( y \in Y_\leq \), we scan all of its graph edges in descending order prioritized by edge weights: for the scanned edge \((x,y)\), we propose to delete it, however, since \( \deg(x) = k \), the edge deletion will move \( x \) into \( Y_\leq \) so that \( X_\leq \) is not empty. To guarantee that \( X_\leq \) is always empty, we pick the edge \((x,y)\) with the smallest edge weight from the edge set \( \{ (x,y) : (x,y) \notin E_r, y \in Y_\leq \} \), and add it to \( E_r \), while deleting \((x,y)\). In case \( U_k \) is empty and \( y' \) does not exist, we scan the next edge of \( y \); otherwise, we stop the edge scan for \( y \). The greedy modification is executed until \( Y_\leq = \emptyset, Y_\geq = \emptyset \), and the final graph \( G_r \) satisfies the marriage theorem, i.e. \( X = X_\geq \), \( Y = Y_\leq \).

In Fig. 5, we use a simple example to illustrate our kNN-based algorithm. Fig. 5(a) shows an initial graph for the set of \( X = \{ x_1, x_2, x_3, x_4 \} \) and \( Y = \{ y_1, y_2, y_3, y_4 \} \), with \( k = 2 \), in which the edge length represents its weight. Among the vertices in \( Y_\leq \), \( y_2 \) has the largest degree and the largest sum of the edge weights, so we pick it first and remove the edge \((x_1,y_2)\), which has the largest weight. To ensure \( x_1 \) is still inside \( X_\geq \), we add a new edge \((x_2,y_4)\). After the initialization, \( y_4 \) is the only vertex in \( Y_\leq \) not connected to \( x_1 \). The greedy modification further removes \((x_3,y_3)\) and adds \((x_1,y_4)\). The resulting graph Fig. 5(c) satisfies the marriage theorem since the degree of any vertex is \( k = 2 \). After applying the JV algorithm on the modified graph (c), a bipartite graph matching is obtained (Fig. 5(d)).

A formal proof of the correctness of the greedy modification is given in the supplemental material. As each edge in \( E_r \) is checked at most once, the worst time complexity of the greedy modification is \( O(kN) \), where \( kN \) is the size of \( E_r \). Once a matching-existed bipartite graph \( G_r = (X,Y,E_r) \) is created, we apply the JV algorithm to compute the grid layout. Our method provides an approximate solution to Eq. 1 with high efficiency. In Sec. 6.1.2, we discuss the practical choice of \( k \).

### 5.3 Interactive Exploration

To facilitate the exploratory analysis of OoD samples, three interactions, comparison, OoD recommendation, and OoD-based zooming, are provided.

**Comparison.** OoDAnalyzer provides two comparison strategies, juxtaposition and superposition \([30],[31]\), to support the detailed examination of OoD samples in different contexts. We use circles and squares to represent training and test samples, respectively (Fig. 1E). The juxtaposition design places the grid-based visualizations of the training and test datasets side-by-side (Fig. 3A), and the user can identify which categories contain OoD samples. After selecting categories of interest, the superposition design, which presents the training and test datasets in the same grid-based visualization (Fig. 3B), is utilized to visualize OoD samples in the context of relevant training samples. After a detailed comparison of the OoD samples with their relevant training samples, as well as a careful examination of the saliency maps, users can gradually dig out the underlying reasons for their appearance.

**OoD recommendation.** To provide an informative start for OoD analysis, the ensemble algorithm recommends a set of OoD samples for further analysis in the grid-based visualization. To help better disclose the OoD samples detected by the ensemble model and their categories estimated by the prediction model, a combination of qualitative and sequential coloring is used to encode OoD samples in different categories (Fig. 1(b)). In particular, the color of the grid cell and border encodes the category, and a sequential color scheme...
with 3 colors is used to represent the OoD scores of the samples. The darker the color, the higher the OoD score. The lightest color represents the normal samples in each category. The user can select the OoD samples with darker borders for further analysis.

**OoD-based zooming.** To reduce visual clutter caused by a large number of samples, we employ an OoD-based sampling technique inspired by outlier biased sampling [52]. It probabilistically undersamples dense regions with fewer OoD samples and over-samples sparse regions with more OoD samples. This strategy balances providing more OoD samples and maintaining the overall data distribution. To navigate between a global overview and local details, we use the OoD-based sampling technique to dynamically build a hierarchy structure (Fig. 11 and Fig. 6(f)).

Fig. 6 uses a simple example to illustrate the basic idea of the sampling-based hierarchy building method. Initially, $3 \times 3$ (the max number of grids) samples are sampled and displayed in the grids (Fig. 6(a)). Other samples are hidden and virtually assigned to their nearest displayed samples (Fig. 6A). The user can select a sub-area (Fig. 6(b)) to zoom into a subset of the data, which contains both the displayed samples (Fig. 6(c)) at the current level and the hidden samples (Fig. 6(d)) assigned to them in this selected area. If the size of the subset (denoted as $V$) is larger than $3 \times 3$, $3 \times 3$ samples are obtained from this subset, which contains all the displayed samples to maintain the mental map and the samples selected from the hidden samples (Fig. 6(e)). Otherwise, a $R \times R$ ($R \leq 3$) grid layout is created and all samples of this subset are displayed in the grids. Here $R$ is the smallest positive integer satisfying $R \times R \geq V$. To track user actions, a hierarchy (Fig. 6(f)) is constructed. The root node represents all samples. Each time a subset is selected from a node, a child node is created to represent this selected subset. The node consists of several color bars where the color indicates the data category and the bar length encodes the number of samples in the category. The user can right click on a particular node to load the displayed samples under that node and then continue to select another sub-area for detailed examination. With such interactions, the user can examine the samples at different levels of detail.

If the grid size is larger than a specified threshold, all images are displayed in grids. Otherwise, we only show dozens of representative images with higher OoD scores. Each image is placed near the center of the grid it belongs to (Fig. 1D). The images are placed one by one in descending order of their OoD scores. An image is not placed if it is too close to previously placed images.

6 Evaluation

To validate our approach, we performed a quantitative evaluation of the ensemble OoD detection algorithm and the kNN-based grid layout algorithm (Sec. 6.1). Two case studies were conducted to demonstrate how OoDAnalyzer can be used to effectively identify OoD samples in test data (Sec. 6.2). All experiments were run on a desktop computer with an Intel Xeon E5-2630 CPU (2.2GHz) and 128 GB of memory.

6.1 Quantitative Evaluation

6.1.1 OoD Detection

We evaluated the ensemble OoD detection algorithm on classification tasks. Three datasets were tested, and the ground-truth OoD samples were given for evaluating the detection accuracy. (1) Dog&Cat: this training set has 2,603 images, including various dark-colored dogs and light-colored cats. The test dataset has 637 normal images and 640 OoD images (light-colored dogs and dark-colored cats). All the data come from a Kaggle competition [53]. The classification task is to distinguish between dogs and cats. (2) SVHN-3-5: 5,768 images containing dark digits 3 on light backgrounds or light digits 5 on dark backgrounds were selected from the Street View House Numbers (SVHN) dataset [54] as the training data. The test dataset includes 2,668 normal images and 2,578 OoD images where the color of the digits and their background have been reversed to that of training data. The classification task is to distinguish between the digits 3 and 5. (3) MNIST: we use the original training dataset (60,000 images) and the test dataset (10,000 images) of MNIST [55] as our training set and normal test set, respectively. 18,726 images from the NotMNIST dataset [56] were treated as OoD samples. The classification task is the standard 10-class handwritten digit classification.

We measured the quality of OoD detection by:

- **AUROC** is the area under the receiver operating characteristic curve, which measures how well a classifier discriminates between two classes of the outcome.
- **AUPR** is the area under the precision-recall curve, which is used to evaluate the global accuracy of a classifier.
- **Top-K precision** ($\text{Prec}_K$) is the fraction of OoD samples among the first $K$ samples with the highest OoD scores. A higher Top-$K$ precision means a better OoD detection performance.

The feature set and the algorithm set can both impact the OoD detection results. For the feature set, the numbers of the high-level and low-level features are determined based on a review of the literature and our experiments. Deep ensembles [7] suggests that a set with 5 or more high-level features performs well. Adding more high-level features would lead to better performance but also increase the training time. Therefore, we used 6 high-level features extracted by 3 VGG nets with random initial parameters, Inception-v3 net, MobileNet, and ResNet. A recent study has indicated that SIFT, BRIEF, and ORB are widely-used local image feature descriptors [57]. In addition, superpixel was used to detect OoD samples in a recent work [6]. As a result, we employed these 4 low-level features.

For the algorithm set, we employed logistic regression. This was inspired by the design of deep neural networks for classification [33]. It uses softmax regression, which is equivalent to logistic regression for binary classification. The previous study has shown that the regularization coefficient of logistic regression is generally chosen from an exponentially growing sequence [58].
Table 1: Comparison of OoD detection algorithms (larger values are better).

|          | AUROC↑ | AUPR↑ | Prec50↑ | Prec100↑ | Prec200↑ |
|----------|--------|-------|---------|----------|----------|
| Dog&Cat  |        |       |         |          |          |
| deep ensembles | 0.6518 | 0.6065 | 0.680  | 0.680    | 0.685    |
| S-OoD    | 0.8076 | 0.8170 | 0.900  | 0.920    | 0.935    |
| M-OoD    | 0.8107 | 0.8172 | 0.920  | 0.930    | 0.930    |
| SVHN-3-5 |        |       |         |          |          |
| deep ensembles | 0.4976 | 0.5114 | 0.600  | 0.580    | 0.545    |
| S-OoD    | 0.8770 | 0.8404 | 0.800  | 0.830    | 0.805    |
| M-OoD    | 0.9060 | 0.9062 | 0.980  | 0.950    | 0.945    |
| MNIST    |        |       |         |          |          |
| deep ensembles | 0.9908 | 0.9883 | 1.000  | 0.990    | 0.995    |
| S-OoD    | 0.9954 | 0.9946 | 1.000  | 1.000    | 1.000    |
| M-OoD    | 0.9969 | 0.9966 | 1.000  | 1.000    | 1.000    |

As a result, the regularization coefficient was chosen from \( \{10^k : k = -5, \cdots, -1, 0, 1, \cdots, 5\}\). To better cover the hyper-parameter space, we tried to select values with the largest overall distance among the regularization coefficients of the logistic regression algorithms in each ensemble method. For example, when the classifier number in the ensemble method is 3, we set the regularization coefficient as \( \{10^{-5}, 1, 10^5\}\). In particular, we set the regularization coefficient as 1 when the classifier number in the ensemble method was 1. We then evaluated the ensemble OoD detection method with the classifier number changing from 1 to 11. The experiments in the supplemental material show that when the classifier number was greater than or equal to 3, the ensemble OoD detection method achieved an acceptable result. Thus, we set the classifier number as 3 and the regularization coefficients as \( \{10^{-5}, 1, 10^5\}\) for all experiments. Each of the 10 features was combined with each of the 3 logistic regression models, resulting in 30 classifiers. As proposed in deep ensembles [7], the entropy of the averaged predicted probabilities of the 30 classifiers was used to characterize the possibility of being an OoD sample. We also designed a variant of our method that only used a single logistic regression model whose regularization coefficient was 1. These two versions are named M-OoD and S-OoD.

On the three datasets, we tested M-OoD and S-OoD, and compared them with a state-of-the-art ensemble-based method, deep ensembles [7]. The \( M \) classifiers used in deep ensembles were derived by randomly initializing the parameters of a given neural network. As in [7], \( M \) is set as 5. Table 1 shows that (1) both M-OoD and S-OoD outperformed deep ensembles significantly on Dog&Cat and SVHN-3-5, and slightly better on MNIST since there was not much room to improve on this dataset; (2) M-OoD predicted OoD samples more accurately than S-OoD because using a family of classifiers provides a better model capability as discussed in Sec. 4.

### 6.1.2 kNN-based grid layout

We conducted a series of experiments to evaluate the efficiency and approximation quality of our kNN-based grid layout method. In particular, we compared it with the standard two-step method, \( i.e. \) the baseline method, which also uses t-SNE for dimension reduction, but applies the JV algorithm on the fully-connected bipartite graph.

**Measures.** Two quality measures are defined for this evaluation.

- T: the computational time of the bipartite matching excluding the dimension reduction.
- \( C_r \): approximation quality. We denote \( C_r \) as the cost of Eq. (1) obtained by our kNN-based algorithm, and \( C_{opt} \) as the optimal cost obtained by the baseline method. The ratio \( C_r / C_{opt} \) measures how well our method approximates the optimal solution. \( C_r = 0 \) is optimal.

**Experiments.** We tested the methods on five real datasets: REA [59], five animal categories (Cat, Dog, Tiger, Wolf, Rabbit) from Kaggle [53] and ImageNet [60], SVHN [54], MNIST [55], and CIFAR10 [61]. From each dataset, we sampled 2025 (45 \times 45) images. We utilized an open-source implementation of the JV algorithm [62] in the experiments. The results (the average values of ten trials) in terms of the quality measures are shown in Tables 2 and 3. The statistics of these datasets show that the cost difference ratio \( C_r \) is less than 1% when \( k \geq 50 \) and the computational time is reduced by more than 79%, compared to the baseline method when \( k \leq 100 \). Next, we illustrate the visual difference of the grid layouts with different \( k \)s, on the REA dataset and Animal dataset. Figs. 7 and 8 show the grid layout generated by kNN methods with different values of \( k \) (\( k = 20, 50, 100, 200, 500 \)). The visual difference between the layout of \( k \geq 100 \) and the exact solution is negligible because the number of pixel differences is small and the overview visualizations are similar.

Based on the performance of our method on the approximation quality and efficiency, we set \( k = 100 \) in OoDAnalyzer. With this default setup, our method usually takes about 0.6 seconds to lay out 2000 data points and it is enough to fulfill the interactive visualization tasks as described in Sec. 5.3.

### 6.2 Case Studies

We conducted two case studies to demonstrate the effectiveness of OoDAnalyzer for analyzing OoD samples in image classification. To verify the effectiveness of OoDAnalyzer, we expanded training data according to the identified OoD samples and then retrained the model. An improvement of the model accuracy indicated that OoDAnalyzer successfully helped detect OoD samples and analyzed the underlying reason for their appearance. In these case studies, we used pair analytics protocol [63] in which our collaborators drove the exploration and we navigated the system.

#### 6.2.1 OoD Analysis of the Animal Dataset

In this case study, we collaborated with experts \( M_1 \) and \( M_2 \) to effectively identify OoD samples in an animal classification task.
Initially, the training dataset contains 5 categories, wolf, tiger, rabbit, dog, and cat, which includes 1,562, 909, 1,253, 1,232, and 1,371 images, respectively. Correspondingly, the test dataset has 3,071, 1,895, 2,490, 2,509, and 2,317 images in each category. After we identified the OoD samples in the initial datasets and improved the predictive performance, more samples and a new category, leopard, was introduced, which also brought in more OoD samples.

**OoD analysis in initial data (R1, R2, R3).** After loading the initial data into OoDAnalyzer, an overview of the model performance was provided. $M_1$ started the analysis with the test data. He increased the cutoffs of the OoD score color bins to 0.6 and 0.8 by using the slider shown in Fig. 1F, so that the most significant OoD samples stood out. By looking at the overall distribution shown in Fig. 1, he found 4 areas of interest: region A, mixing cats and dogs; region B, misclassifying cartoon characters as rabbits; region C, confusing huskies with wolves; and region D, mixing cats with tigers. $M_1$ decided to check these regions one by one as they all contained OoD samples.

$M_1$ first zoomed into region A to understand why some cats and dogs were mixed together. He found that most misclassified images were light-colored dogs and dark-colored cats. He examined the saliency maps and found that the effective parts learned by the model covered the whole body of the cats/dogs (Fig. 9(a)), which indicated that the model might mistake colors as a criterion to distinguish cats and dogs. To confirm the hypothesis, $M_1$ selected these two categories and switched to the juxtaposition mode to compare the distribution of the training and test data. Unsurprisingly, in the training data, most dogs were dark-colored and most cats were dark-colored, while in test data, the cats and dogs had different colors. Consequently, $M_1$ believed that a lack of diversity in color between cats and dogs was a major cause of these OoD samples.

He continued the analysis with region B. Here a cluster of cartoon images of cats and dogs were misclassified as rabbits. Again he examined the saliency maps and noticed that the ears of the cartoon characters were usually the key criteria for classification (Fig. 1(d)). To learn more about the misclassification in the context of the training samples, $M_1$ turned to the superposition mode. There were no cartoon images in the training data around the misclassified cartoon images, but many images of rabbits with prominent ears were presented, which were similar to the exaggerated ears of cartoon images. The model probably recognized these exaggerated ears as a symbol for rabbits, which led to the misclassification. Thus, he indicated that a lack of cartoon images could account for such OoD samples.

Next, $M_1$ moved to region C. This is at the center of the images predicted to be wolves, but many significant OoD samples also appeared. Zooming into this region, $M_1$ saw that dogs were completely confused with wolves (Fig. 1(c)). To figure out why the model predicted these dogs as wolves, $M_1$ checked the nearest neighbors of these OoD samples and found many huskies, a kind of dog that looks like a wolf. Given this finding, he switched to the training data (Fig. 1E) to see if huskies were also placed close to the wolves. However, he found very few huskies in the training data in either the clusters of the dogs or of the wolves. Therefore, $M_1$ concluded that a lack of huskies was the major reason for the appearance of these OoD samples.

Finally, $M_1$ noticed that some of the OoD samples were cats misclassified as tigers in region D. To check this misclassification in detail, he reloaded the layout with only cats and tigers, and more OoD samples in these two categories were displayed. There were misclassified images of tabby cats with black stripes on their bodies. Their saliency maps showed that the effective parts learned by the model were these black stripes (Fig. 9(b)), which are actually a common pattern on tigers. Then $M_1$ used the juxtaposition mode to compare the cats in the training data with those in test data. He discovered that most cats in the training data had no obvious patterns on their bodies. As a result, a lack of tabby cats was identified as an underlying cause for such OoD samples.
To address the problems of the OoD samples mentioned above, we successively expanded the training data with 44 dark-colored cats and 48 light-colored dogs, 51 cartoon images, 400 huskies and 400 tabby cats. The classification accuracy increased from 79.56% to 84.01%, 85.58%, 88.23%, and 89.12%, respectively.

After retraining the model, $M_1$ updated the layout and viewed it in our system. As shown in Fig. 10(a), the overall color of the layout was much lighter than before with the same cutoffs of the color bins (Fig. 1(b)). This change indicated that the number of OoD samples was reduced, which illustrated the usability of our system.

**OoD analysis in incoming data (R1, R2).** In real-world applications, new data flows in over time, which may bring in new types of OoD samples, such as a new category. To illustrate how OoDAnalyzer handles new data, we introduced more samples to the test dataset, as well as one more category, leopard. With the expanded training dataset in the previous step, the test dataset was enlarged to have $4,644, 2,794, 3,734, 3,847$, and $3,394$ images in each of the old categories and $1,000$ images in the leopard category.

When applying our model to the new test dataset, the accuracy degraded from 89.12% to 84.21%. To diagnose the reason for the performance degradation, $M_2$ uploaded the datasets into OoDAnalyzer. The overview of the test data showed two regions with high OoD scores (Fig. 10(b)). After zooming into these two regions, he discovered many leopard images hidden among the tigers (Fig. 10A, Fig. 10B). Knowing that the training dataset had no leopards, he promptly identified leopard as a new category. Consequently, he added 400 leopard images to the training dataset and retrained the model. The accuracy then increased to 89.71%.

**6.2.2 OoD analysis of Retinal Edema Dataset.**

This case study shows a real-world scenario in which OoDAnalyzer is used to identify OoD samples in a retinal edema dataset.

Over the past two years, our collaborators, two clinical doctors in ophthalmology ($D_1$ and $D_2$), have been applying machine learning techniques to OCT (optic coherence tomography) images to identify REA (retinal edema area) and classify images into two categories: REA and REA-free. In their trials, the doctors often observed model performance degradation in the test dataset and they wanted to explore the reason. Thus, we presented them with a visualization of their dataset, in which the training data contained 8,960 OCT images and the test data contained 1,920 OCT images. We used the UNeNet++ model from an award-winning implementation in AI Challenger 2018 [64].

**Overview (R1, R2).** Initially, a single view of the test dataset was presented, where REA and REA-free categories were not separated well and many samples had high OoD scores (Fig. 11(b)). To compare the distribution of the test dataset with that of the training dataset, he switched to the juxtaposition mode. Because it was not as jumbled as the test dataset, the two categories were more clearly separated in the training dataset (Fig. 11(a)). Looking at some representative images, he found that the blue area mostly consisted of REA-free images (Fig. 11A), the left orange area contained NRD (neurosensory retinal detachment) images (Fig. 11B), and the bottom-right orange area had many CME (cystoid macular edema) images (Fig. 11C). Seeing such a clear pattern in the training dataset but not in the test dataset, $D_1$ decided to use the superposition mode to examine the OoD samples in context.

**OoD samples with no obvious retinal thickening (R1, R2, R3).** In the superposition mode, OoD samples were gathered into smaller groups. There were four groups of samples with high OoD scores, marked as A, B, F, and G on Fig. 12. $D_1$ analyzed region A first. The representative images in region A looked like REA-free at first glance. $D_1$ then zoomed in for a detailed analysis. More images in the region were displayed and some images with no obvious retinal thickening were classified as REA-free (e.g., Fig. 13(a)). However, they had intraretinal cystoid cavities, which is one of the symptoms of retinal edema. $D_1$ then zoomed in for a detailed analysis. More images in the region were displayed and some images with no obvious retinal thickening were classified as REA-free (e.g., Fig. 13(b)). However, they had intraretinal cystoid cavities. Hence we hypothesized that a lack of REA samples with intraretinal cystoid cavities but an absence of retinal thickening could be a major cause for the OoD samples. We checked a few saliency maps (e.g., Fig. 13(b)) and found that the area of the intraretinal cystoid cavities was not learned by the model. This further verified the hypothesis.

$D_1$ switched back to the overview in the superposition mode and quickly identified a similar image in region G. It also had edema but no obvious retinal thickening. Zooming into G, he found more such images in the test dataset (Fig. 12H). So far, $D_1$ had confirmed the above hypothesis.
To improve the model performance, $D_1$ collected 57 extra OCT images with edema that had intraretinal cystoid cavities but no obvious retinal thickening. We then performed data augmentation on these images and got 640 images in total, which were added to the training data. After retraining the model, the accuracy was improved from 90.47% to 93.02%.

**OoD samples with hyper-reflective foci (R1, R2).** Next, $D_2$ began to analyze the OoD samples in region F by zooming into the second level. The images showed that these OoD samples all had HRF (hyper-reflective foci), which is auxiliary evidence for a retinal edema diagnosis. Some of these images were predicted correctly as REA, while others were not. By examining their saliency maps, $D_2$ found that the model learned the HRF characteristic and made correct predictions when the HRF was obvious (e.g., Fig. 13(c)), but failed to learn faint HRFs (e.g., Fig. 13(d)). Using the superposition mode, $D_2$ explored the neighboring images in the training dataset and found that their HRFs were all obvious. Therefore, $D_2$ identified that the training dataset missed samples of REA with faint HRFs that appeared in the test dataset.

To overcome such a mismatch between training and test data, $D_2$ added 512 images by augmenting 63 REA samples with faint HRF to the training data. The model was retrained and the accuracy improved to 94.53%.

**Pseudo OoD samples caused by a labeling error (R1, R3).** Finally, $D_2$ analyzed the OoD samples in region B. He found that some PED (pigment epithelial detachment) samples were incorrectly classified as REA-free (e.g., Fig. 13(e)), and some PED samples were correctly classified as REA (e.g., Fig. 13(f)). These misclassified samples showed no common patterns. To figure out the underlying reason, $D_2$ examined their nearest training samples and found 3 out of 16 images were mislabeled. $D_2$ suspected that these misclassifications might have been caused by incorrect labels. He then checked more training samples close to these OoD samples and found some of them were indeed mislabeled. As a result, $D_2$ concluded that these samples were not OoD samples. Afterspotting this labeling error, $D_1$ and $D_2$ thoroughly checked the training dataset and confirmed that there were no other labeling errors.

## 7 Expert Feedback

After the case studies, we gathered feedback from our collaborators. Overall, they were quite satisfied with OoDAnalyzer. They liked that the images were displayed and similar ones were close. This saved them a lot of time and they did not have to traverse all the images to find the misclassified ones. They also said that OoDAnalyzer helped them understand the inner workings of the machine learning model from a data perspective [65]. For example, $D_2$ commented, “The intuitive interface tells more about machine learning techniques and how to use them effectively. The machine learning model works like a baby. It does things in the way that it is taught by training data.”

They also gave us constructive feedback for improvements. Our collaborators commented that it takes a while to train the OoD detection model. One machine learning expert suggested that we can accelerate the low-level feature extraction with distributed computing, as this is the most time-consuming part. In addition, two doctors expressed the need to analyze text data with OoDAnalyzer. They commented, “This system has shown its effectiveness in identifying and analyzing OoD images. It would be more useful if OoDAnalyzer can support the visualization of text data because there are massive medical records in our hospital.”

During the feedback session, one question raised by our collaborators was whether OoDAnalyzer could help them identify more types of samples apart from known unknowns and unknown unknowns. With a thorough analysis of the OoD detection results as well as a systematic visual exploration of the samples, we have identified three other types of samples: reliable samples, normal samples, and boundary samples. The classification is based on prediction confidence (how confident the model is about its prediction) and the OoD score (the OoD degree of a sample). Fig. 12 visually illustrates the major characteristics of these five types of samples.

- **Known unknowns** are OoD samples with low confidence predictions and high OoD scores. This is evidenced by the fact that they are near the decision boundaries in the grid visualization (Fig. 12A).
- **Unknown unknowns** are OoD samples with high confidence predictions and high OoD scores, which are blended in with normal samples with high confidence and are hard to recognize (Fig. 12B).
- **Reliable samples** have high confidence scores and low OoD scores. They are generally far away from the boundaries between classes (Fig. 12E).
– Normal samples have low OoD scores and relatively high confidence predictions, but not as confident as reliable samples (Fig. 12C).
– Boundary samples have low confidence predictions and low OoD scores. They are usually mixed with the known unknowns around the boundaries (Fig. 12D).

The machine learning experts commented that these five types of samples helped them understand the characteristics of different OoD samples more clearly, which is probably useful for designing a more generic OoD detection algorithm.

8 Conclusion and Discussion
We have developed OoDAnalyzer, a visual analysis approach for identifying OoD samples and explaining their context. OoDAnalyzer integrates an ensemble OoD detection method with a grid-based visualization to support the analysis of OoD samples from global patterns to local context. The developed OoD detection method employs an enriched feature set and algorithm set to achieve a better model capacity. To support real-time interactions and large dataset exploration, we implemented a kNN approximation for efficiently generating the grid layout in the grid-based visualization.

A set of quantitative experiments were conducted to demonstrate the efficiency and effectiveness of our OoD detection algorithm and kNN approximation algorithm. In addition, we conducted two case studies to illustrate how OoDAnalyzer can be used to analyze OoD samples in context and how machine learning experts and domain practitioners can use this approach to identify OoD samples and overcome the problems they cause for a better performance.

Other than OoD analysis, the algorithms proposed in this paper can be generalized to other cases. For example, the kNN-based algorithm can speed up the layout process in many application scenarios, such as image browsing [39], [66], graph drawing [40], [41], and biochemical network analysis [42], [43], where grid layouts are used to display images, grouped networks, and keywords.

While the usefulness of OoDAnalyzer is demonstrated in the evaluation, it comes with several limitations, which may open up opportunities for future research.

Parameter sensitivity. Theoretically, in ensemble methods, the more models there are, the better the performance. However, in practice, we found that more models with inappropriate parameter settings often resulted in poor performance. This is because inappropriate parameter settings often lead to a plethora of low confidence models, which undoubtedly hurt the performance of the ensemble method [67]. As a result, a question arises as to how many sets of parameters are enough and how to select the parameters for each set. We believe this is a promising venue for future research.

Effectively learning $k$ for the kNN algorithm. In the kNN-based grid layout algorithm, $k$ is a key factor to balance efficiency and layout effectiveness. In our implementation, $k$ is empirically set as 100. To improve the extensibility of the graph layout algorithm, it would be interesting to study how to automatically or semi-automatically search for the best $k$ value.

Generalization. In our current implementation, we take image data as an example to illustrate the basic idea. Our approach can be directly used to analyze video data if a representative image can be extracted from each video. As for textual data, another widely used data type in many applications, the basic pipeline and OoD detection method can be directly utilized. The main obstacle to the generalization is the sample visualization. As a result, how to effectively visualize text data, especially OoD samples and their context, is a challenge that is worth studying in the future.

Other factors affecting model performance. In this paper, we have improved the model performance from a data perspective, i.e., OoD samples. However, identifying the root cause of these OoD samples and adding more training samples does not always guarantee a better performance. The feature and model used for classification also play important roles. As a result, how to integrate our method with feature engineering and interactive model analysis is an interesting venue for future work.
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APPENDIX A: PROOF ON THE CORRECTNESS OF THE GREEDY MODIFICATION

The proof includes two parts: the greedy modification can terminate, and the resulting graph satisfies the marriage theorem.

Proof. First, notice that every edge deletion operation reduces the degree of any vertex in $Y_>$, and every edge insertion operation increases the degree of any vertex in $Y_<$. When the degree of a vertex in $Y_>$ is reduced to $k$, it will be removed from $Y_>$. As the sizes of $Y_>$ and $Y<$ are bounded and reduced by edge deletion or insertion respectively, the greedy algorithm always terminates.

Next, we prove that the modification yields $Y_< = \emptyset$ and $Y_> = \emptyset$ by contradiction. We analyze the possibility of three cases when the greedy modification terminates.

- **Case 1:** $Y_> \neq \emptyset, Y_< \neq \emptyset$. When the algorithm terminates under this case, it means that for any $y \in Y_>$, all of its neighboring vertices are connected with every vertex of $Y_<$. Otherwise, there exists a vertex $y \in Y_>$ and one of its neighboring vertices $x$ has non-empty $U_y$. In other words, we can find a vertex $y' \in Y<$ which is not connected with $x$. According to the greedy algorithm, we can remove edge $xy$ and connect $y'$ to $x$. But this modification conflicts with the assumption of algorithm termination.

When all of the neighboring vertices of $y \in Y_>$ are connected with every vertex of $Y<$, the degree of any vertex in $Y<$ is equal to $\deg(y)$ which is greater than $k$. This result violates the definition of $Y<$ clearly.

- **Case 2:** $Y_> \neq \emptyset, Y_< = \emptyset$. Note that the greedy modification does not change the sum of vertex degrees of $G_r$, which is $2kN$. However, for Case 2, the vertex set of the graph is $(X, Y_<, Y_>)$, and the sum of vertex degrees is $\sum_{x \in X} \deg(x) + \sum_{y \in Y_<} \deg(y) + \sum_{y \in Y_>} \deg(y)$, which is greater than $2kN$, so that it contradicts the property of the greedy modification.

- **Case 3:** $Y_> = \emptyset, Y_< \neq \emptyset$. The vertex set is $(X,Y_<,Y_>)$, and the sum of vertex degrees is $\sum_{x \in X} \deg(x) + \sum_{y \in Y_<} \deg(y) + \sum_{y \in Y_>} \deg(y)$, which is less than $2kN$, so that it contradicts the greedy modification as well. \qed

APPENDIX B: THE EFFECT OF THE NUMBER OF LOGISTIC REGRESSION MODELS

The number of logistic regression models is an important hyper-parameter of our ensemble OoD detection method. In the presented appendix, we evaluate its effect on the OoD detection performance.

The previous study has shown that the regularization coefficient of logistic regression is generally chosen from an exponentially growing sequence [7]. As a result, the regularization coefficient is chosen from $\{10^k: k = -5, \ldots, -1, 0, 1, \ldots, 5\}$. To better cover the parameter space, we try to select the values with the largest overall distance among the regularization coefficients of the logistic regression algorithms in each ensemble method. For example, when the classifier number in the ensemble method is 3, we set the regularization coefficient as $\{10^{-5}, 1, 10^5\}$. In particular, we set the regularization coefficient as 1 when the classifier number in the ensemble method is 1. We then evaluated the ensemble OoD detection method with the classifier number changing from 1 to 11.

Result analysis. Fig. 1 illustrates the OoD performance of our method with different numbers of logistic regression models. Here $n$-OoD represents the ensemble method with $n$ models. It can be seen from Fig. 1 that even with only one model, our method is clearly better than the deep ensembles method. In particular, when the classifier number is greater than or equal to 3, the ensemble OoD detection method achieves an acceptable result. Thus, we set the classifier number as 3 in OoDAlyzer.
Fig. 1. Comparison of OoD detection performance among deep ensemble and our method with different numbers of logistic regression models.