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Abstract
This work is concerned with computing low-rank approximations of a matrix function $f(A)$ for a large symmetric positive semi-definite matrix $A$, a task that arises in, e.g., statistical learning and inverse problems. The application of popular randomized methods, such as the randomized singular value decomposition or the Nyström approximation, to $f(A)$ requires multiplying $f(A)$ with a few random vectors. A significant disadvantage of such an approach, matrix-vector products with $f(A)$ are considerably more expensive than matrix-vector products with $A$, even when carried out only approximately via, e.g., the Lanczos method. In this work, we present and analyze funNyström, a simple and inexpensive method that constructs a low-rank approximation of $f(A)$ directly from a Nyström approximation of $A$, completely bypassing the need for matrix-vector products with $f(A)$. It is sensible to use funNyström whenever $f$ is monotone and satisfies $f(0) = 0$. Under the stronger assumption that $f$ is operator monotone, which includes the matrix square root $A^{1/2}$ and the matrix logarithm $\log(I + A)$, we derive probabilistic bounds for the error in the Frobenius, nuclear, and operator norms. These bounds confirm the numerical observation that funNyström tends to return an approximation that compares well with the best low-rank approximation of $f(A)$. Furthermore, compared to existing methods, funNyström requires significantly fewer matrix-vector products with $A$ to obtain a low-rank approximation of $f(A)$, without sacrificing accuracy or reliability. Our method is also of interest when estimating quantities associated with $f(A)$, such as the trace or the diagonal entries of $f(A)$. In particular, we propose and analyze funNyström++, a combination of funNyström with the recently developed Hutch++ method for trace estimation.

1 Introduction
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nuclear norm estimation [48, 49], and matrix equations [37]. Given a symmetric matrix \( A \in \mathbb{R}^{n \times n} \) with spectral decomposition \( A = U \Lambda U^T \), and a function \( f \) defined on the eigenvalues of \( A \), the matrix function \( f(A) \) is defined as

\[
\mathbf{f}(A) = U \mathbf{f}(\Lambda) U^T,
\]

where \( \mathbf{f}(\Lambda) \) is a diagonal matrix containing the eigenvalues of \( f \) on the diagonal. Explicitly computing \( f(A) \) via this definition requires \( O(n^3) \) operations using standard algorithms [18], which becomes prohibitively expensive for larger \( n \).

Quite a few applications of matrix functions only require quantities associated with \( f(A) \) instead of the full matrix function. Notable examples include the trace \( \text{tr}(f(A)) \) and the diagonal elements of \( f(A) \), which can be estimated with Monte Carlo methods [6, 7, 10, 21, 48, 49]. In recent years, there has been increased attention to the use of randomized low-rank approximation techniques in this context, for estimating these quantities [29, 43] or as a variance reduction technique for Monte Carlo methods [9, 27, 33, 35]. These techniques facilitate matrix-vector products (mvs) with random vectors to construct cheap, yet accurate, approximations of matrices with small numerical rank, see [17, 20, 34, 47] for examples. Applied to a matrix function, randomized low-rank approximation requires to perform mvs with \( f(A) \), a nontrivial task for large \( n \). Usually only \( A \) itself can be accessed directly via mvs and one needs to resort to approximate methods, such as Lanczos [24, Chapter 13] and block Lanczos methods [15]. As the error of Lanczos is linked to polynomial approximations of \( f \) [40, Proposition 6.3], one may observe slow convergence for “difficult” functions \( f \), for example when \( f \) has a singularity close to the eigenvalues of \( A \). To avoid this, one could resort to rational approximation such as rational Krylov subspace methods [19], but these methods require the solution of a (shifted) linear system with \( A \) in every iteration, which comes with challenges on its own. Even when Lanczos converges quickly and only requires a few iterations to reach the desired accuracy, the corresponding cost for approximating \( f(A) \) can still be significantly more expensive than obtaining a randomized low-rank approximation of \( A \) itself.

For certain functions \( f \) it is possible to obtain a low-rank approximation of \( f(A) \) directly from a low-rank approximation of \( A \), a key observation that potentially allows us to completely bypass the need for performing mvs with \( f(A) \). The following basic lemma provides a first result in this direction, for the special case of best low-rank approximations (with respect to a unitarily invariant norm).

**Lemma 1.1.** Given a symmetric positive semi-definite (SPSD) matrix \( A \in \mathbb{R}^{n \times n} \) consider the best rank-\( k \) approximation \( U_1 \Lambda_1 U_1^T \), where \( \Lambda_1 \in \mathbb{R}^{k \times k} \) is a diagonal matrix containing the \( k \) largest eigenvalues of \( A \) on the diagonal and \( U_1 \in \mathbb{R}^{n \times k} \) contains an orthonormal basis of the corresponding eigenvectors. Then, for monotonically increasing \( f : [0, \infty) \to [0, \infty) \) it holds that \( U_1 f(\Lambda_1) U_1^T \) is a best rank-\( k \) approximation of \( f(A) \). If, in addition, \( f(0) = 0 \) then \( f(U_1 \Lambda_1 U_1^T) = U_1 f(\Lambda_1) U_1^T \).
Proof. By the spectral decomposition of $A$, we can write $A = U_1 \Lambda_1 U_1^T + U_2 \Lambda_2 U_2^T$, with diagonal $\Lambda_2$ and orthonormal $U_2$. Because the first term is a best low-rank approximation, none of the eigenvalues of $\Lambda_2$ is larger than any of the eigenvalues of $\Lambda_1$. Because of monotonicity, the same statement holds for the relation between the eigenvalues of $f(\Lambda_2)$ and $f(\Lambda_1)$. Using the spectral decomposition $f(A) = U_1 f(\Lambda_1) U_1^T + U_2 f(\Lambda_2) U_2^T$, this implies the first claim of the lemma. The final claim is a consequence of $f(0) = 0$, since $f(U_1 \Lambda_1 U_1^T) = U_1 f(\Lambda_1) U_1^T + f(0) U_2 U_2^T = U_1 f(\Lambda_1) U_1^T$. \hfill $\Box$

The result of Lemma 1.1 is constrained to best rank-$k$ approximations and does not extend to the quasi-optimal rank-$k$ approximations $\hat{A}$ of $A$ usually returned by (randomized) numerical algorithms. One still hopes that

$$||f(A) - f(\hat{A})||$$

is small when $||A - \hat{A}||$ is small for a unitarily invariant norm $||\cdot||$. A similar idea was used in [43], which analyzes approximations of the form $\text{tr}(\log(I + \hat{A})) \approx \text{tr}(\log(I + A))$; see also [29].

In this work, we will derive bounds for the approximation (1) when $f$ is an operator monotone function satisfying $f(0) = 0$. A function $f$ is called operator monotone if $B \succeq C$ for symmetric $B, C \in \mathbb{R}^{n \times n}$ implies $f(B) \succeq f(C)$ [8, p.112], where $B \succeq C$ means that $B - C$ is SPSD; see [29, Definition 7.7.1]. Trivially, any operator monotone function is monotonically increasing, but the converse is not true. For example, the functions $\exp(x) - 1$ and $x^2$ are monotonically increasing on $[0, \infty)$ but not operator monotone. Examples of operator monotone functions include $\sqrt{x}, \log(1 + x)$ and $\frac{1}{\sqrt{x+1}}$ for $\lambda > 0$; see [8, Sec. V.1]. In the following, we briefly highlight a few of the numerous applications for these functions.

Matrix square root

Matrix square roots of SPSD matrices play an important role in sampling from Gaussian distributions. If $\omega \sim N(0, I_n)$ and $A = GG^T$ then $\psi = \mu + G\omega \sim N(\mu, A)$, and a possible choice is $G = A^{1/2}$ [36]. Having a low-rank approximation $\hat{A}^{1/2}$ of $A^{1/2}$ at hand allows us to cheaply sample from $\hat{\psi} = \mu + \hat{A}^{1/2} \omega \sim N(\mu, \hat{A})$. Moreover, the mean-squared error remains small for an accurate approximation $\hat{A}^{1/2}$:

$$\mathbb{E}||\psi - \hat{\psi}||^2 = ||A^{1/2} - \hat{A}^{1/2}||_F^2.$$ 

The same technique can be used to sample from a general elliptical distribution [31].

The matrix square root also appears when estimating the nuclear norm $\|X\|_*$ of a matrix [48, 49]. Because of the relation

$$\|X\|_* = \text{tr}(A^{1/2}), \text{ where } A = X^T X,$$

For a general elliptical distribution the mean-squared error equals $c\|A^{1/2} - \hat{A}^{1/2}\|_F^2$, where $c$ is a constant depending on the elliptical distribution.
nuclear norm estimation is equivalent to performing trace estimation on $A^{1/2}$, a task that benefits from low-rank approximation.

Matrix logarithm

The matrix function $\log(I + A)$ frequently appears in statistical learning [16]. In these applications one typically aims at estimating $\log \det(I + A) = \text{tr} (\log(I + A))$, a task that greatly benefits from low-rank approximation of $\log(I + A)$.

Effective dimension

The effective dimension $d_{\text{eff}}(\mu)$, also called statistical dimension, is defined as

$$
d_{\text{eff}}(\mu) = \text{tr}(f_\mu(A)), \quad f_\mu(x) = \frac{x}{x + \mu}, \quad \mu > 0.
$$

This quantity appears in kernel learning [1, 4, 5] and inverse problems [32]. The effective dimension can once again be estimated using trace estimation, and low-rank approximation is again beneficial. Another important quantity is the diagonal of $f_\mu(A)$; its entries are called the Ridge leverage scores.

1.1 Contributions

In this work we present funNyström, a new and simple method to obtain a randomized low-rank approximation of $f(A)$ for an SPSD matrix $A$ and an increasing function $f : [0, \infty) \rightarrow [0, \infty)$ satisfying $f(0) = 0$. In a nutshell, our method returns $f(\hat{A})$, where $\hat{A}$ is a Nyström approximation [17] of $A$. A major advantage of funNyström is that it only requires mvps with $A$ and not with $f(A)$. Furthermore, our method can be made single-pass, meaning that we only need to access the entries of $A$ once. This property does not hold for the Nyström approximation applied to $f(A)$; the Lanczos method for approximating the involved mvps with $f(A)$ usually requires several iterations and thus repeatedly accesses $A$.

For operator monotone $f$ we derive (probabilistic) bounds on

$$
\|f(A) - f(\hat{A})\|
$$

for different unitarily invariant norms $\|\cdot\|$, including the Frobenius norm $\|\cdot\|_F$, the nuclear norm $\|\cdot\|_\mu$, and the operator norm $\|\cdot\|_2$. The bounds predict that funNyström achieves similar accuracy compared to the (much more expensive) alternative of applying randomized low-rank approximation to $f(A)$. Let us emphasize that its inexpensiveness makes funNyström also relevant when only quantities like the trace $\text{tr}(f(A))$ instead of the full matrix function are needed. Our bounds not only improve and generalize the error bounds in [33] on trace estimation for $f(x) = \log(1 + x)$ but they also show how funNyström can be used to improve the recently developed Hutch++ algorithm [33] for trace estimation in the context of matrix functions.
The numerical experiments reported in this work confirm our theoretical findings; compared to existing methods FunNyström requires fewer mvps with $A$ to obtain a low-rank approximation or trace estimate for $f(A)$, without sacrificing accuracy or reliability.

2 funNyström: Randomized low-rank approximation of matrix functions

Let $\Omega$ denote an $n \times k$ Gaussian random matrix, that is, its entries are i.i.d. standard normal random variables. Given an $n \times n$ SPSD matrix $A$, we consider the Nyström approximation

$$\hat{A}_{q,k} := A^q\Omega(\Omega^T A^{2q-1} \Omega)^\dagger (A^q\Omega)^T,$$

(3)

where $(\cdot)^\dagger$ denotes the Moore-Penrose pseudoinverse of a matrix and $q$ is a small integer, say, $q = 1$ or $q = 2$.

Since $\Omega^T A^{2q-1} \Omega$ is SPSD, we can compute its square root $M$ to obtain

$$\hat{A}_{q,k} = (A^q \Omega M^\dagger)(A^q \Omega M^\dagger)^T.$$

The singular value decomposition (SVD) of the factor, $A^q \Omega M^\dagger = \hat{U} \Sigma V^T$, yields a (truncated) spectral decomposition $\hat{A}_{q,k} = \hat{U} \hat{\Lambda} \hat{U}^T$ with $\hat{\Lambda} = \Sigma^2$. Using the assumption $f(0) = 0$, it follows that

$$f(\hat{A}_{q,k}) = \hat{U} f(\hat{\Lambda}) \hat{U}^T.$$

Algorithm\[1\] implements this idea. Some remarks on our implementation of the algorithm:

- To improve numerical stability, the subspace iteration in line\[4\] is combined with a QR decomposition at each iteration; see [41, Section 5.1]. This replaces $A^q \Omega$ by an orthonormal basis for its range, which does not alter the Nyström approximation [47, Proposition 2.7].

- To mitigate numerical issues when $Q^TY$ in line\[8\] is highly ill-conditioned, in our implementation we truncate eigenvalues in $D$ smaller than $5 \cdot 10^{-16}$.

For $q = 1$, the loop in line\[3\] of Algorithm\[1\] becomes empty and Algorithm\[1\] requires a single pass over $A$. Moreover, the mvps with $A$, which usually constitute the dominant cost of the method, can be carried out entirely in parallel.

There is a variant of Algorithm\[1\] that uses the randomized SVD of $A$ instead of the Nyström approximation. This variant first computes an orthonormal basis $Q \in \mathbb{R}^{n \times k}$ of $\text{range}(A^q\Omega)$ and then constructs a (truncated) spectral decomposition of $Q(Q^TAQ)Q^T$. This variant requires $(q + 1)k$ mvps with
Algorithm 1 funNyström

input: SPSD $A \in \mathbb{R}^{n \times n}$. Rank $k$. Number of subspace iterations $q$. Increasing function $f : [0, \infty) \rightarrow [0, \infty)$ satisfying $f(0) = 0$.

output: Spectral decomposition of $f(\hat{A}_{q,k}) = \hat{U} f(\hat{\Lambda}) \hat{U}^T$

1: Sample $\Omega \in \mathbb{R}^{n \times k}$ with i.i.d. $N(0, 1)$ entries.
2: Compute a thin QR decomposition of $\Omega = QR$.
3: for $q_{\text{count}} = 1, \ldots, q - 1$ do
4: $X = AQ$
5: Compute a thin QR decomposition of $X = QR$.
6: end for
7: $Y = AQ$
8: Compute the eigenvalue decomposition of $Q^T Y = V D V^T$.
9: $B = Y V (D^{1/2}) V^T$
10: Compute the SVD of $B = \hat{U} \Sigma V^T$.
11: $\hat{\Lambda} = \Sigma^2$
12: return $\hat{U}, f(\hat{\Lambda})$.

$A$. For the same number of mvps, Algorithm 1 can carry out an additional subspace iteration. The corresponding Nyström approximation $\hat{A}_{q+1,k}$ is often significantly better than the one obtained from the randomized SVD with $q$ subspace iterations [17, 20, 34]. Therefore, for the case of an SPSD matrix $A$ using the Nyström approximation is often preferred.

3 Error bounds for operator monotone functions

In this section, we will derive bounds for the approximation error (2) in the Frobenius norm, nuclear norm, and the operator norm. Each of these three norm settings is of importance on its own in applications. For example, the Frobenius norm error dictates the mean square error when approximating samples from elliptical distributions and the variance of the stochastic trace estimator after using a low-rank approximation to reduce the variance of the estimator [33]. The nuclear norm is important when approximating $\text{tr}(f(A))$ with $\text{tr}(f(\hat{A}_{q,k}))$, since by the operator monotonicity of $f$ the nuclear norm error simplifies to the trace error; see Section 3.1 and Section 3.3 for details and Section 5 for applications of our bounds in trace estimation. Finally, the operator norm is often the most natural norm to consider when $A$ represents a (discretized) linear operator.

The following setting will be assumed for the main results presented in this section.

Setting 3.1. For SPSD $A \in \mathbb{R}^{n \times n}$ with eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \geq 0$, consider the spectral decomposition

$$A = U \Lambda U^T = [U_1 \quad U_2] \begin{bmatrix} \Lambda_1 \\ \Lambda_2 \end{bmatrix} \begin{bmatrix} U_1^T \\ U_2^T \end{bmatrix}, \tag{4}$$
where $A_1 = \text{diag} (\lambda_1, \ldots, \lambda_k)$ and $A_2 = \text{diag} (\lambda_{k+1}, \ldots, \lambda_n)$. We assume $\lambda_k > 0$ and let

- $\gamma = \frac{\lambda_{k+1}}{\lambda_k}$ denote the $k^{th}$ spectral gap;
- $p \geq 0$ be an oversampling parameter;
- $\Omega$ be an $n \times (k+p)$ Gaussian random matrix;
- $\Omega_i = U_i^T \Omega$ for $i = 1, 2$;
- $\hat{A}_{q,k+p}$ be the rank-$(k+p)$ Nyström approximation defined in (5) for $q \geq 1$;
- $f : [0, \infty) \mapsto [0, \infty)$ be operator monotone and $f(0) = 0$.

Some remarks on Setting 3.1:

- By the unitary invariance of Gaussian random vectors, $\Omega_1$ and $\Omega_2$ are independent Gaussian random matrices. This implies that rank$(\Omega_1) = k$ holds almost surely, in which case $\Omega_1^* = \Omega_1^T (\Omega_1 \Omega_1^T)^{-1}$.
- The assumption $\lambda_k > 0$ has been made for convenience. When $\lambda_k = 0$ then the approximation results derived in this work become trivial because, with probability one, $\hat{A}_{q,k+p} = A$ and the approximation error (2) is 0 in this case.
- The operator monotonicity of $f$ implies that $f \in \mathcal{C}_\infty (0, \infty)$ and that $f$ is (right) continuous at 0; see [8, p.134-135]. The operator monotonicity of $f$ is equivalent to operator concavity of $f$ [8, Theorem V.2.5].

3.1 General results

We start our analysis by collecting preliminary results that do not depend on the choice of norm. For this purpose, let us recall from [17, Lemma 1] that we can write

$$\hat{A}_{q,k+p} = A^{1/2} P_{A^{q-1/2} \Omega} A^{1/2},$$  \hspace{1cm} (5)

where we let $P_M$ denote the orthogonal projection onto the range of a matrix $M$. This implies

$$A - \hat{A}_{q,k+p} = A^{1/2} (I - P_{A^{q-1/2} \Omega}) A^{1/2} \succeq 0.$$  

Combined with operator monotonicity, it follows that $f(A)$ is approximated from below:

$$f(\hat{A}_{q,k+p}) \leq f(A).$$  \hspace{1cm} (6)

The following results hold for any unitarily invariant norm $\| \cdot \|$.

---

2To see this, recall $\hat{A}_{q,k+p} = A^{1/2} P_{A^{q-1/2} \Omega} A^{1/2}$, where $P_{A^{q-1/2} \Omega}$ is the orthogonal projector onto range$(A^{q-1/2} \Omega)$. However, as argued in the proof of [20, Theorem 9.1], if $\lambda_k = 0$ then range$(A^{q-1/2} \Omega) =$ range$(A^{q-1/2}) =$ range$(A)$ almost surely. Thus, $P_{A^{q-1/2} \Omega} = P_A$ almost surely. Consequently, $\hat{A}_{q,k+p} = A^{1/2} P_A A^{1/2} = A$ almost surely.
Lemma 3.1. Consider $n \times n$ SPSD matrices $B, C$ satisfying $B \succeq C$. Then

(i) $\|B\| \geq \|C\|$;

(ii) $\|f(B)\| \geq \|f(C)\|$ for any increasing function $f : [0, \infty) \to [0, \infty)$;

(iii) $\|f(B) - f(C)\| \leq \|f(B - C)\|$, for any operator monotone function $f : [0, \infty) \to [0, \infty)$.

Proof. (i) Let $\lambda_i(B)$ and $\lambda_i(C)$ denote the $i$th largest eigenvalues of $B$ and $C$, respectively. By [20] Corollary 7.7.4 (c), $\lambda_i(B) \geq \lambda_i(C) \geq 0$ for $i = 1, \ldots, n$. By Fan’s dominance theorem [8, Theorem IV.2.2], this implies $\|B\| \geq \|C\|$.

(ii) Because of the monotonicity and non-negativity of $f$, $\lambda_i(f(B)) \geq \lambda_i(f(C))$, and hence the arguments from (i) apply.

(iii) This is a consequence of a result by Ando [3, Theorem 1].

Lemma 3.1 (ii) combined with (i) yields $\|f(\hat{A}_{q,k+p})\| \leq \|f(A)\|$. The following result establishes a lower bound on $\|f(\hat{A}_{q,k+p})\|$ in terms of the projected matrix function.

Lemma 3.2. Under Setting 3.1, we have

$$\|f(\hat{A}_{q,k+p})\| = \|f(P_{A^{q-1/2}Ω}AP_{A^{q-1/2}Ω})\| \geq \|P_{A^{q-1/2}Ω}f(A)P_{A^{q-1/2}Ω}\|.$$  \hspace{1cm} (7)

Proof. By (5), $\hat{A}_{q,k+p} = A^{1/2}P_{A^{q-1/2}Ω}AP_{A^{q-1/2}Ω} = BB^T$ for $B = A^{1/2}P_{A^{q-1/2}Ω}$. The equality in (7) follows from the fact that the eigenvalues of $BB^T$ and $B^TB = P_{A^{q-1/2}Ω}AP_{A^{q-1/2}Ω}$ are identical. To establish the inequality in (7), we apply [8, Theorem V.2.3 (iv)] to $-f$ (which is operator convex [8, Theorem V.2.5]) and obtain

$$f(P_{A^{q-1/2}Ω}AP_{A^{q-1/2}Ω}) \succeq P_{A^{q-1/2}Ω}f(A)P_{A^{q-1/2}Ω} \succeq 0.$$  

This completes the proof using Lemma 3.1 (i).

The following bound will be useful for relating the approximation errors of the matrix and the matrix function.

Lemma 3.3. Under Setting 3.1, the function $f(x)/x$ is decreasing and we have

$$\frac{f(\lambda_k)}{\lambda_k} \|\Lambda_2\| \leq \|f(\Lambda_2)\|.$$

Proof. Because $f$ is a differentiable concave function we have $f(y) \leq f(x) + f'(x)(y-x)$. Letting $y = 0$ and using $f(0) = 0$ gives $f'(x)x - f(x) \leq 0$. Hence, $\frac{\partial}{\partial x} \left[ \frac{f(x)}{x} \right] = \frac{f'(x)x - f(x)}{x^2} \leq 0$. The second part follows from noticing that $\frac{f(\lambda_i)}{\lambda_i} \lambda_{k+i} \leq f(\lambda_{k+i})$ for $i = 1, \ldots, n - k$.  

3.2 Frobenius norm error bounds

In this section we will establish the following probabilistic bounds for the approximation error (2) in the Frobenius norm.

Theorem 3.4. Under Setting 3.1 suppose that \( k, p, q \geq 2 \). Then

\[
\mathbb{E} \| f(A) - f(\hat{A}_{q,k+p}) \|^2_F \leq \left( 1 + 5\gamma^{2(q-3/2)} \frac{k}{p-1} \right) \| f(\Lambda_2) \|^2_F.
\]

Theorem 3.5. Under Setting 3.1 suppose that \( k, p > 4 \) and \( q \geq 2 \). Then for any \( u, t \geq 1 \) the inequality

\[
\| f(A) - f(\hat{A}_{q,k+p}) \|_F \leq \left( 1 + \frac{\gamma^{q-3/2}}{\sqrt{15}k} \frac{1}{p+1} \right) \| f(\Lambda_2) \|_F + \gamma^{q-3/2} e^{\sqrt{5(k+p)}} ut \| f(\Lambda_2) \|_2
\]

holds with probability at least \( 1 - 2t^{-p} - e^{-u/2} \).

For \( q \geq 2 \) our error bounds for Algorithm 1 are comparable to existing bounds \[20, Theorem 10.5 and 10.7\] for the direct (and much more expensive) application of the randomized SVD to \( f(A) \).

3In the context of trace estimation, Theorem 3.5 allows us to replace the randomized SVD by Algorithm 1 in Hutch++ \[33\]; see Section 5 for details. Our bounds are only valid for \( q \geq 2 \); in Appendix B we present (structural) bounds valid for any \( q \geq 1 \) and for general Schatten norms but under a stronger assumption on \( f \).

3.2.1 Structural bound

Before applying probabilistic arguments, we derive a structural bound that holds for any sketching matrix \( \Omega \) such that \( \Omega_1 = U^T_1 \Omega \) has full rank. We begin with a simple error bound.

Lemma 3.6. Under Setting 3.1 we have the inequality

\[
\| f(A) - f(\hat{A}_{q,k+p}) \|^2_F \leq \| f(A) \|^2_F - \| f(\hat{A}_{q,k+p}) \|^2_F.
\]

Proof. Using (6), \( B \succeq C \) for \( B = f(A) \) and \( C = f(\hat{A}_{q,k+p}) \), it follows from \[26, Theorem 7.7.2 (a)\] that \( C^2 = C^{1/2} CC^{1/2} \leq C^{1/2} BC^{1/2} \). In turn,

\[
\| C \|^2_F = \text{tr}(C^2) \leq \text{tr}(C^{1/2} BC^{1/2}) = \text{tr}(BC),
\]

using \[20, Corollary 7.7.4 (d)] for the inequality. Hence,

\[
\| B - C \|^2_F = \| B \|^2_F + \| C \|^2_F - 2 \text{tr}(BC) \leq \| B \|^2_F - \| C \|^2_F,
\]

which concludes the proof. \( \square \)

\[\text{For } q = 2, \text{ by replacing } \gamma^{q-3/2} = \gamma^{1/2} \text{ in Theorem 3.4 and 3.5 with } \gamma^0 = 1 \text{ we achieve the same bounds as in } [20, Theorem 10.5 and 10.7] \text{ up to constants.} \]
Lemma 3.6 combined with Lemma 3.2 allow us to bound the Frobenius norm approximation error by a projection error:

\[
\|f(A) - f(\hat{\Lambda}_{q,k+p})\|_F^2 \leq \|f(A)\|_F^2 - \|f(\hat{\Lambda}_{q,k+p})\|_F^2.
\]

\[
\leq \|f(A)\|_F^2 - \|P_{A^q-1/2}\Omega f(A)P_{A^q-1/2}\Omega\|_F^2
\]

\[
= \|f(A) - P_{A^q-1/2}\Omega f(A)P_{A^q-1/2}\Omega\|_F^2,
\]

(8)

On the other hand, because \(P_{A^q}\Omega f(A)P_{A^q}\Omega\) is the best projection of the (co-)range of \(f(A)\) on the range of \(A^q\Omega\) and \(\text{range}(f(\hat{\Lambda}_{q,k+p})) \subseteq \text{range}(A^q\Omega)\) we also have

\[
\|f(A) - P_{A^q}\Omega f(A)P_{A^q}\Omega\|_F \leq \|f(A) - f(\hat{\Lambda}_{q,k+p})\|_F.
\]

(9)

Thus, the approximation error is sandwiched between the errors of orthogonal projections of \(f(A)\) onto \(A^q\Omega\) and \(A^{q-1/2}\Omega\). Note that the definition \(\hat{\Lambda}_{q,k+p}\) is valid for any \(q \geq 1\), even rational \(q\). Therefore, by (8) and (9) and range(\(P_{A^q}\Omega AP_{A^q}\Omega) \subseteq \text{range}(A^q\Omega)\) (a consequence of \(f(0) = 0\))

\[
\|f(A) - P_{A^{q+1/2}} f(A)P_{A^{q+1/2}}\|_F \leq \|f(A) - P_{A^{q+1/2}} f(A)P_{A^{q+1/2}}\|_F
\]

\[
\leq \|f(A) - P_{A^q}\Omega f(A)P_{A^q}\Omega\|_F \leq \|f(A) - f(P_{A^q}\Omega AP_{A^q}\Omega)\|_F,
\]

which in turn implies

\[
\|f(A) - f(\hat{\Lambda}_{q+1,k+p})\|_F \leq \|f(A) - P_{A^q}\Omega f(A)P_{A^q}\Omega\|_F
\]

\[
\leq \|f(A) - f(P_{A^q}\Omega AP_{A^q}\Omega)\|_F = \|f(A) - f(QQ^T AQQ^T)\|_F,
\]

(10)

where \(Q\) is an orthonormal basis of \(\text{range}(A^q\Omega)\). This means that the error from Algorithm 1 will never exceed the error produced by the randomized SVD, using the same number of mvps with \(A\). Similar comments for \(f(x) = x\) can be found in [17][20][30][31].

We now proceed with the main structural bound.

**Lemma 3.7.** Under Setting 3.1 and assuming \(\text{rank}(\Omega_1) = k\) we have

\[
\|f(A) - f(\hat{\Lambda}_{q,k+p})\|_F^2 \leq \|f(A_2)\|_F^2 + 5\gamma^2(q-3/2) \frac{f(\lambda_k)^2}{\lambda_k^2} \|A_2\Omega_2\Omega_1\|_F^2.
\]

**Proof.** Letting \(Y = A^{q-1/2}\Omega\), the inequality (8) states that \(\|f(A) - f(\hat{\Lambda}_{q,k+p})\|_F \leq \|f(A) - P_Y f(A)P_Y\|_F\). Setting \(\hat{Y} := U^T Y\) with the orthogonal factor \(U\) from the spectral decomposition \([1]\), we have \(U^T P_Y U = P_Y\) [20] Proposition 8.4] and thus

\[
\|f(A) - P_Y f(A)P_Y\|_F^2 = \|f(\Lambda) - P_{\hat{Y}} f(\Lambda)P_{\hat{Y}}\|_F^2.
\]

Setting

\[
Z = \hat{Y}_1\Lambda_1^{-(q-1/2)} = \begin{bmatrix} I \\ F \end{bmatrix}, \quad F = \Lambda_2^{q-1/2} \Omega_2\Omega_1\Lambda_1^{-(q-1/2)}.
\]
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we note that range(Z) ⊆ range(\tilde{Y}) and, in turn, \( P_Z = P_{Z\tilde{Y}} \). Consequently, 
\[
\| P_Z f(\Lambda) P_Z \|_F = \| P_Z P_{\tilde{Y}} f(\Lambda) P_{\tilde{Y}} P_Z \|_F \leq \| P_{\tilde{Y}} f(\Lambda) P_{\tilde{Y}} \|_F
\]
and therefore
\[
\| f(A) - f(\hat{A}_{q,k+p}) \|_F^2 \leq \| f(A) - P_{\tilde{Y}} f(\Lambda) P_{\tilde{Y}} \|_F^2 = \| f(A) \|^2_F - \| P_{\tilde{Y}} f(\Lambda) P_{\tilde{Y}} \|_F^2
\]
\[
\leq \| f(A) \|^2_F - \| P_Z f(\Lambda) P_Z \|_F^2 = \| f(A) - P_{\tilde{Y}} f(\Lambda) P_{\tilde{Y}} \|^2_F
\]
\[
= \| (I - P_Z) f(\Lambda) \|_F^2 + \| (I - P_{\tilde{Y}}) f(\Lambda) P_Z \|_F^2.
\]
(11)

For treating the first term in the sum (11), we recall from [20] Proposition 8.2 that
\[
I - P_Z = \begin{bmatrix}
I - (I + F^T F)^{-1} & (I + F^T F)^{-1} F^T \\
-F(I + F^T F)^{-1} & I - F(I + F^T F)^{-1} F^T
\end{bmatrix},
\]
\[I - (I + F^T F)^{-1} \leq F^T F,
\]
\[I - F(I + F^T F)^{-1} F^T \leq I.
\]
(12)

Hence,
\[
\| (I - P_Z) f(\Lambda) \|_F^2 = \text{tr}(f(\Lambda)(I - P_{\tilde{Y}}) f(\Lambda)) \leq \| F f(\Lambda_1) \|_F^2 + \| f(\Lambda_2) \|_F^2.
\]
(13)

Utilizing \( q \geq 2 \) we obtain
\[
\| F f(\Lambda_1) \|_F \leq \| A_2^{q-3/2} \|_2 A_1^{-(q-1/2)} f(\Lambda_1) \|_2 \| A_2 \Omega_2 \Omega_1^T \|_F
\]
\[
\leq \gamma^{q-3/2} \| A_1^{-1} f(\Lambda_1) \|_2 \| A_2 \Omega_2 \Omega_1^T \|_F
\]
\[
\leq \gamma^{q-3/2} \frac{f(\lambda_k)^2}{\lambda_k^2} \| A_2 \Omega_2 \Omega_1^T \|_F,
\]
where the second inequality relies on \( q \geq 2 \) and the third inequality uses that \( f(x)/x \) is decreasing (see Lemma 3.3). Plugging this inequality into (13) yields
\[
\| (I - P_Z) f(\Lambda) \|_F^2 \leq \| f(\Lambda_2) \|_F^2 + \gamma^{2(q-3/2)} \frac{f(\lambda_k)^2}{\lambda_k^2} \| A_2 \Omega_2 \Omega_1^T \|_F^2.
\]
(14)

For treating the second term in the sum (11), we decompose \( f(\Lambda) \) into
\[
f(\bar{A}_1) = \begin{bmatrix}
f(\Lambda_1) \\
0
\end{bmatrix},
\]
f(\bar{A}_2) = \begin{bmatrix} 0 & f(\Lambda_2) \end{bmatrix},
which gives
\[
\| (I - P_Z) f(\Lambda) P_Z \|_F \leq \| (I - P_Z) f(\bar{A}_1) P_Z \|_F + \| (I - P_Z) f(\bar{A}_2) P_Z \|_F
\]
\[
\leq \| (I - P_Z) f(\bar{A}_1) \|_F + \| f(\bar{A}_2) P_Z \|_F.
\]
Replacing \( f(\Lambda) \) by \( f(\bar{A}_1) \) in (11) shows \( \| (I - P_Z) f(\bar{A}_1) \|_F \leq \gamma^{q-3/2} \frac{f(\lambda_k)}{\lambda_k} \| A_2 \Omega_2 \Omega_1^T \|_F \).
It turns out that the second term \( \| f(\bar{A}_2) P_Z \|_F = \| P_Z f(\bar{A}_2) \|_F \) obeys the same bound:
\[
\| P_Z f(\bar{A}_2) \|_F^2 \leq \text{tr}(f(\Lambda_2) F(I + F^T F)^{-1} F^T f(\Lambda_2))
\]
\[
\leq \text{tr}(f(\Lambda_2) F F^T f(\Lambda_2)) = \| f(\Lambda_2) F \|_F^2 \leq \gamma^{2(q-3/2)} \frac{f(\lambda_{k+1})^2}{\lambda_k^2} \| A_2 \Omega_2 \Omega_1^T \|_F^2
\]
\[
\leq \gamma^{2(q-3/2)} \frac{f(\lambda_k)^2}{\lambda_k^2} \| A_2 \Omega_2 \Omega_1^T \|_F^2.
\]
where we used \((I + F^T F)^{-1} \leq I\) and the monotonicity of \(f\). Overall one obtains

\[
\|(I - P_Z)f(A)P_Z\|_F \leq 2\gamma^{q - 3/2} \frac{f(\lambda_k)}{\lambda_k} \|\Lambda_2 \Omega_2 \Omega^\dagger_1\|_F.
\]

Plugging this inequality and inequality (14) into (11) completes the proof. \(\square\)

### 3.2.2 Probabilistic bounds

Next, we proceed with turning Lemma 3.7 into the probabilistic bounds of Theorems 3.4 and 3.5. For this purpose we need the following results, which are common in the literature on randomized low-rank approximation; see, e.g., [20, Sec. 10.1] and [17, Lemma 7].

**Lemma 3.8.** Let \(\Omega_1 \in \mathbb{R}^{k \times (k + p)}\) and \(\Omega_2 \in \mathbb{R}^{(n - k) \times (k + p)}\) be independent Gaussian matrices. If \(D\) is a matrix and \(k, p \geq 2\), then

\[
\mathbb{E}\|D \Omega_2 \Omega^\dagger_1\|_F^2 = \frac{k}{p - 1}\|D\|_F^2.
\]  
(15)

Let \(k, p > 4\) and \(u, t \geq 1\), then

\[
\|D \Omega_2 \Omega^\dagger_1\|_F \leq \sqrt{\frac{3k}{p + 1}t}\|D\|_F + \frac{\sqrt{k + p}}{p + 1}tu\|D\|_2
\]  
(16)

holds with probability \(\geq 1 - 2t^{-p} - e^{-u^2/2}\).

**Proof of Theorem 3.4.** By taking expectation on both sides of the structural bound of Lemma 3.7 and using (15), we obtain

\[
\mathbb{E}\|f(A) - f(\hat{A}_{q,k+p})\|_F^2 \leq \|f(\Lambda_2)\|_F^2 + 5\gamma^{2(q - 3/2)} \frac{k}{p - 1}\frac{f(\lambda_k)^2}{\lambda_k^2}\|\Lambda_2\|_F^2.
\]

The proof is completed by using \(\frac{f(\lambda_k)^2}{\lambda_k^2}\|\Lambda_2\|_F^2 \leq \|f(\Lambda_2)\|_F^2\) from Lemma 3.3 \(\square\)

**Proof of Theorem 3.5.** Using the structural bound of Lemma 3.7 subadditivity of the square-root, and (16) yields

\[
\|f(A) - f(\hat{A}_{q,k+p})\|_F \leq \|f(A)\|_F + \gamma^{q - 3/2}\sqrt{\frac{15k}{p + 1}f(\lambda_k)\|\Lambda_2\|_F + \gamma^{q - 3/2}e\frac{\sqrt{5(k + p)}}{p + 1}tu\frac{f(\lambda_k)}{\lambda_k}\|\Lambda_2\|_2}
\]

with probability at least \(1 - 2t^{-p} - e^{-u^2/2}\). The proof is completed by using \(\frac{f(\lambda_k)^2}{\lambda_k^2}\|\Lambda_2\|_F^2 \leq \|f(\Lambda_2)\|_{(s)}^2\) from Lemma 3.3 for \(s = 2, \infty\), where \(\|\cdot\|_{(s)}\) denotes the Schatten-\(s\) norm. \(\square\)
3.2.3 Improved bounds for the matrix square root

Although the square root $f(x) = \sqrt{x}$ satisfies the conditions of Setting [5.1] and the analysis above applies, it turns out that simpler and stronger bounds can be derived in this case. By Lemma 3.6 we have

$$\|A^{1/2} - \hat{A}_{q,k+p}^{1/2}\|_F^2 \leq \|A^{1/2}\|_F^2 - \|\hat{A}_{q,k+p}^{1/2}\|_F^2 = \text{tr}(A - \hat{A}_{q,k+p}).$$

Because of $A - \hat{A}_{q,k+p} \succeq 0$ we have $\text{tr}(A - \hat{A}_{q,k+p}) = \|A - \hat{A}_{q,k+p}\|_*$. This allows us to apply [17, Theorem 4] and obtain that

$$\|A^{1/2} - \hat{A}_{q,k+p}^{1/2}\|_F^2 \leq \|A_2^{1/2}\|_F^2 + \gamma^{2(q-1)}\|A_2^{1/2}\Omega_2\Omega_2^\dagger\|_F^2.$$

Compared to the structural bound of Lemma 3.7, this bound holds already for $q \geq 1$, it improves the exponent of $\gamma$ as well as the constants. Expectation and deviation bounds can be easily derived using Lemma 3.8.

3.3 Nuclear norm error bounds

In this section we state and prove the following probabilistic bounds for the approximation error (2) in the nuclear norm.

**Theorem 3.9.** Under Setting [5.1] suppose that $k, p \geq 2$ and $q \geq 1$. Then

$$\mathbb{E}\|f(A) - f(\hat{A}_{q,k+p})\|_* \leq \left(1 + \gamma^{2(q-1)} \frac{k}{p-1}\right) \|f(A_2)\|_*.$$

**Theorem 3.10.** Under Setting [5.1] suppose that $k, p > 4$ and $u, t, q \geq 1$. Then

$$\|f(A) - f(\hat{A}_{q,k+p})\|_* \leq \left(1 + \gamma^{2(q-1)} \frac{3k}{p+1}\right) \|f(A_2)\|_* + \gamma^{2(q-1)} \left(\frac{e^2(k+p)}{(p+1)^2} u^2 \|f(A_2)\|_2^2 + \frac{2e\sqrt{3k(k+p)}}{(p+1)^{3/2}} tu \sqrt{\|f(A_2)\|_* \|f(A_2)\|_2}\right).$$

holds with probability at least $1 - 2t^{-p} - e^{-u^2/2}$.

Because of $f(A) \succeq f(\hat{A}_{q,k+p})$ the nuclear norm of $f(A) - f(\hat{A}_{q,k+p})$ simplifies to the trace. Hence, Theorem 3.9 and Theorem 3.10 provide bounds on the error of the trace approximation

$$\text{tr}(f(\hat{A}_{q,k+p})) \approx \text{tr}(f(A)).$$

Similar bounds appear in [13] for $f(x) = \log(1 + x)$; see Section 5 for further discussion.
3.3.1 Structural bound

We now proceed with deriving a structural bound for the nuclear norm error.

**Lemma 3.11.** Under Setting [7] and assuming rank(Ω) = k we have

\[ \|f(A) - f(\tilde{A}_{q,k+p})\|_* \leq \|f(\Lambda_2)\|_* + \gamma^{2(q-1)} \frac{f(\lambda_k)}{\lambda_k} \|\Lambda_2^{1/2} \Omega_2 \Omega_1^{1/2}\|_F. \]

**Proof.** As in the proof of Lemma 3.7 we set \( Y = A^{q-1/2} \Omega \). Applying Lemma 3.2 for the nuclear norm yields

\[ \|f(A) - f(\tilde{A}_{q,k+p})\|_* = \text{tr}(f(A)) - \text{tr}(f(\tilde{A}_{q,k+p})) \leq \text{tr}(f(A)) - \text{tr}(P_Y f(A) P_Y). \]

Using the factorization \( P_Y f(A) P_Y = P_Y f(A)^{1/2} (P_Y f(A)^{1/2})^T \), one obtains

\[ \text{tr}(f(A) - \text{tr}(P_Y f(A) P_Y) = \|f(A)^{1/2}\|_F^2 - \|P_Y f(A)^{1/2}\|_F^2 = \|I - P_Y\| f(A)^{1/2}\|_F^2. \]

Being a composition of operator monotone functions, the function \( g = f^{1/2} \) is operator monotone [8, Exercise V.1.10]. Applying the inequality (13) from the proof of Lemma 3.7 to \( g \) instead of \( f \) yields

\[ \|I - P_Y\| g(A)\|_F^2 \leq \|g(A^2)\|_F^2 + \|F g(A_1)\|_F^2, \]

\[ = \|f(A_2)\|_* + \|\Lambda_2^{q-1/2} \Omega_2 \Omega_1^{(q-1)/2} f(\Lambda_1)^{1/2}\|_F^2 \leq \|f(A_2)\|_* + \gamma^{2(q-1)} \|\Lambda_1^{1/2} f(\Lambda_1)^{1/2}\|_F^2 \|\Lambda_2^{1/2} \Omega_2 \Omega_1^{1/2}\|_F^2, \]

\[ = \|f(A_2)\|_* + \gamma^{2(q-1)} \frac{f(\lambda_k)}{\lambda_k} \|\Lambda_2^{1/2} \Omega_2 \Omega_1^{1/2}\|_F^2, \]

where the final equality follows from \( \|\Lambda_1^{1/2} f(\Lambda_1)^{1/2}\|_F^2 = \frac{f(\lambda_k)}{\lambda_k} \) because \( f(x)/x \) is decreasing. \( \square \)

3.3.2 Probabilistic bounds

As in the case of the Frobenius norm, we use the results of Lemma 3.8 to turn Lemma 3.11 into the probabilistic bounds of Theorems 3.9 and 3.10.

**Proof of Theorem 3.9.** By taking expectation on both sides of the inequality of Lemma 3.11 and using (15) we obtain

\[ \mathbb{E} \|f(A) - f(\tilde{A}_{q,k+p})\|_* \leq \|f(\Lambda_2)\|_* + \gamma^{2(q-1)} \frac{k}{p-1} \frac{f(\lambda_k)}{\lambda_k} \|\Lambda_2\|_. \]

Applying Lemma 3.3 completes the proof. \( \square \)

**Proof of Theorem 3.10.** Applying (16) to the term \( \|\Lambda_2^{1/2} \Omega_2 \Omega_1^{1/2}\|_F \) in the result of Lemma 3.11 and using \( \|\Lambda_2^{1/2}\|_F = \sqrt{\|\Lambda_2\|_*}, \|\Lambda_2^{1/2}\|_2 = \sqrt{\|\Lambda_2\|_2} \) yield that

\[ \|f(A) - f(\tilde{A}_{q,k+p})\|_* \leq \|f(A)\|_* + \gamma^{2(q-1)} \frac{f(\lambda_k)}{\lambda_k} \left( \sqrt{\frac{3k}{p+1} t \sqrt{\|\Lambda_2\|_*} + \frac{e\sqrt{k+p}}{p+1} t u \sqrt{\|\Lambda_2\|_2}} \right)^2 \]

14
holds with probability $\geq 1 - 2t^{-p} - e^{-n^2/2}$. Expanding the square and applying Lemma 3.3 completes the proof.

### 3.3.3 Improved bounds for the matrix square-root

As in the case for the Frobenius norm, it is possible to improve the exponent on $\gamma$ when $f(x) = \sqrt{x}$. By Lemma 3.11 we have

$$\|A^{1/2} - \hat{A}_{q,k+p}^{1/2}\|_* \leq \|\Lambda_2^{1/2}\|_* + \gamma^{2(q-1)} \frac{1}{\sqrt{\lambda_k}} \|\Lambda_2^{1/2} \Omega_2 \Omega_1^{1/2}\|_F$$

$$\leq \|\Lambda_2^{1/2}\|_* + \gamma^{2q-3/2} \|\Lambda_2^{1/2} \Omega_2 \Omega_1^{1/2}\|_F.$$  

Again, we obtain expectation and deviation bounds using (15) and (16).

### 3.4 Operator norm error bounds

Finally, we present bounds for the error (2) in the operator norm.

**Theorem 3.12.** Under Setting 3.1 suppose that $k, p \geq 2$ and $q \geq 1$. Then

$$\mathbb{E}\|f(A) - f(\hat{A}_{q,k+p})\|_2 \leq \|f(\Lambda_2)\|_2 + \|f\left(\gamma^{2(q-1)} \frac{2k}{p-1} \Lambda_2\right)\|_2 + \|f\left(\gamma^{2(q-1)} \frac{2e^2(k+p)}{p^2 - 1} \Lambda_2\right)\|_*.$$  

For conciseness we only state an expectation bound. From the proof of Theorem 3.12 it follows that a deviation bound can be obtained from a deviation bound on the quantity $\|\Lambda_2^{1/2} \Omega_2 \Omega_1^{1/2}\|_2$; see, e.g., [20, Theorem 10.8] for such a bound.

#### 3.4.1 Structural bound

We first state a structural bound that holds in any unitarily invariant norm $\|\cdot\|$. The proof of this lemma is included in Appendix A.

**Lemma 3.13.** Under Setting 3.1 assume that $\text{rank}(\Omega_1) = k$ and let $F = \Lambda_2^{q-1/2} \Omega_2 \Omega_1^{-(q-1/2)}$. Then

$$\|f(A) - f(\hat{A}_{q,k+p})\| \leq \|f(\Lambda_2)\| + \|f(\Lambda_1^{1/2} F^T F \Lambda_1^{1/2})\|.$$  

The result of Lemma 3.13 simplifies for the operator norm $\|\cdot\|_2$ because

$$\|f(\Lambda_1^{1/2} F^T F \Lambda_1^{1/2})\|_2 = f(\|\Lambda_1^{1/2} F^T F \Lambda_1^{1/2}\|_2) \leq f\left(\gamma^{2(q-1)} \|\Lambda_1^{1/2} \Omega_2 \Omega_1^{1/2}\|_2^2\right).$$

**Corollary 3.14.** Under Setting 3.1 and assuming $\text{rank}(\Omega_1) = k$, one has

$$\|f(A) - f(\hat{A}_{q,k+p})\|_2 \leq \|f(\Lambda_2)\|_2 + f\left(\gamma^{2(q-1)} \|\Lambda_1^{1/2} \Omega_2 \Omega_1^{1/2}\|_2^2\right).$$
3.4.2 Probabilistic bounds

In order to obtain the expectation bound of Theorem 3.12 from Corollary 3.14 we make use of the following result established in [14, Appendix B].

Lemma 3.15. Let \( \Omega_1 \in \mathbb{R}^{k \times (k+p)} \) and \( \Omega_2 \in \mathbb{R}^{(n-k) \times (k+p)} \) be independent Gaussian matrices. If \( D \) is a matrix, then

\[
\mathbb{E}\|D\Omega_2\Omega_1^T\|^2_2 \leq \frac{2k}{p-1}\|D\|^2_2 + \frac{2\gamma^2(k+p)}{p^2-1}\|D\|^2_F
\]  

(17)

Proof of Theorem 3.12 Using Corollary 3.14 and Jensen’s inequality we obtain

\[
\mathbb{E}\|f(A) - f(\hat{A}_{q,k+p})\|_2 \leq \|f(A_2)\|_2 + \mathbb{E}f\left(\gamma^{2(q-1)}\|A_2^{1/2}\Omega_2\Omega_1\|_2^2\right)
\]

Bounding \( \mathbb{E}\|A_2^{1/2}\Omega_2\Omega_1\|_2^2 \) via (17) and using the subadditivity of \( f \) on \([0, \infty)\) as well as the relations \( \|A_2^{1/2}\|^2_2 = \|A_2\|_2 \) and \( \|A_2^{1/2}\|^2_\infty = \|A_2\|_\infty \) we obtain

\[
f\left(\gamma^{2(q-1)}\mathbb{E}\|A_2^{1/2}\Omega_2\Omega_1\|_2^2\right) \leq f\left(\gamma^{2(q-1)}\left(\frac{2k}{p-1}\|A_2\|_2 + \frac{2\gamma^2(k+p)}{p^2-1}\|A_2\|_\infty\right)\right)
\]

\[
\leq f\left(\gamma^{2(q-1)}\frac{2k}{p-1}\|A_2\|_2\right) + f\left(\gamma^{2(q-1)}\frac{2\gamma^2(k+p)}{p^2-1}\|A_2\|_\infty\right).
\]

Noting that \( f\left(\gamma^{2(q-1)}\frac{2k}{p-1}\|A_2\|_2\right) = \|f\left(\gamma^{2(q-1)}\frac{2k}{p-1}A_2\right)\|_2 \) and using once again the subadditivity of \( f \) we have

\[
f\left(\gamma^{2(q-1)}\frac{2\gamma^2(k+p)}{p^2-1}\|A_2\|_\infty\right) \leq \left\|f\left(\gamma^{2(q-1)}\frac{2\gamma^2(k+p)}{p^2-1}A_2\right)\right\|_\infty,
\]

which completes the proof.

3.4.3 Improved bounds for the matrix square-root

Once again improved results can be obtained in a relatively simple manner for \( f(x) = \sqrt{x} \). Using Corollary 3.13 we have

\[
\|A^{1/2} - \hat{A}_{q,k+p}^{1/2}\|_2 \leq \|A_2^{1/2}\|_2 + \gamma^{q-1}\|A_2^{1/2}\Omega_2\Omega_1\|_2
\]

This can be turned into an expectation bound by using

\[
\mathbb{E}\|A_2^{1/2}\Omega_2\Omega_1\|_2 \leq \sqrt{\frac{k}{p-1}}\|A_2^{1/2}\|_2 + \frac{\gamma\sqrt{k+p}}{p}\|A_2^{1/2}\|_F,
\]

which holds for \( k, p \geq 2 \); see, e.g., the proof of [20, Theorem 10.6].
4 Numerical Experiments

In this section, we verify the performance of funNyström numerically. All experiments have been performed in MATLAB (version 2020a) on a MacBook Pro with a 2.3 GHz Intel Core i7 processor with 4 cores. Scripts to reproduce all figures in this paper are available at https://github.com/davpersson/funNyström.

We compare the approximation \( \hat{f}(A_{q,k}) \) returned by funNyström with the following references. Applying Nyström directly to \( f(A) \) with an \( n \times k \) Gaussian random matrix \( \Omega \) yields the rank-\( k \) approximation
\[
\hat{B}_{q,k} = f(A)q\Omega(\Omega^Tf(A))^{q-1}\Omega^T.
\]
This assumes that mvps with \( f(A) \) are carried out exactly. If each mvp with \( f(A) \) needed in (18) is approximated using \( d \) iterations of the Lanczos method, one obtains a different approximation, which will be denoted by \( \hat{B}_{q,k}^{(d)} \).

Given an approximation \( B \) of \( f(A) \), we will measure the relative error \( \|f(A) - B\|/\|f(A)\| \) for some norm \( \| \cdot \| \).

4.1 Test matrices

In the following, we describe the test matrices used in our experiments.

4.1.1 Synthetic matrices

We consider synthetic matrices with prescribed algebraic and exponential eigenvalue decays. Let \( \Lambda_{\text{alg}} \) and \( \Lambda_{\text{exp}} \) be diagonal matrices with diagonal entries
\[
(\Lambda_{\text{alg}})_{ii} = si^{-c}, \quad (\Lambda_{\text{exp}})_{ii} = s\gamma^i, \quad i = 1, \ldots, n,
\]
for parameters \( s, c > 0 \) and \( \gamma \in (0, 1) \). Letting \( U \) denote the orthogonal matrix generated by the MATLAB-command \texttt{gallery(’orthog’,n,1)} , we set
\[
A_{\text{alg}} = U\Lambda_{\text{alg}}U^T, \quad A_{\text{exp}} = U\Lambda_{\text{exp}}U^T.
\]
Unless specified otherwise, we choose \( n = 5000 \).

4.1.2 Gaussian process covariance kernels

We consider two classes of matrices that arise from the discretization of the squared exponential and Matérn Gaussian process covariance kernels [44]. For this purpose, we generate \( n = 5000 \) i.i.d. data points \( x_1, \ldots, x_{5000} \sim N(0, 1) \) and set
\[
A_{\text{SE}} \in \mathbb{R}^{n \times n}, \quad (A_{\text{SE}})_{ij} = \exp\left(-|x_i - x_j|^2/(2\sigma^2)\right),
\]
\[
A_{\text{Mat}} \in \mathbb{R}^{n \times n}, \quad (A_{\text{Mat}})_{ij} = \frac{\pi^{1/2}(\alpha|x_i - x_j|)^\nu}{2^{\nu-1}\Gamma(\nu + 1/2)}K_\nu(\alpha|x_i - x_j|),
\]
where \( K_\nu \) is the modified Bessel function of the second kind.
for \(i, j = 1, \ldots, n\), and parameters \(\sigma, \alpha, \nu > 0\). Note that \(K_\nu\) is the modified Bessel function of the second kind. Computing \(\text{tr} (\log(I + A))\), where \(A\) is a matrix arising from discretizing a covariance kernel, is an important task in Bayesian optimization and maximum likelihood estimation for Gaussian processes \([16, 50]\).

4.1.3 Bayesian inverse problem

Motivated by the numerical experiments in \([2, 11, 43]\), this test matrix arises from a Bayesian inverse problem. Consider the parabolic partial differential equation

\[
\begin{align*}
    u_t &= \kappa \Delta u + \lambda u \quad \text{in } [0,1]^2 \times [0,2] \\
    u(\cdot,0) &= \theta \quad \text{in } D \\
    u &= 0 \quad \text{on } \Gamma_1 \\
    \frac{\partial u}{\partial n} &= 0 \quad \text{on } \Gamma_2
\end{align*}
\]

(22)

for \(\kappa, \lambda > 0\) and \(\Gamma_2 = \{(x,1) \in \mathbb{R}^2 : x \in [0,1]\}\) and \(\Gamma_1 = \partial D \setminus \Gamma_2\). We place 49 sensors at \((i/8, j/8) \in [0,1]^2\) for \(i, j = 1, \ldots, 7\) to take measurements of \(u\) at these sensor locations at times \(t = 1, 1.5, 2\). We gather all \(3 \times 49 = 147\) measurements in a vector \(d \in \mathbb{R}^{147}\).

Discretizing (22) in space using finite differences on \(40 \times 40\) equispaced grid yields an ordinary differential equation of the form

\[
\dot{u}(t) = Lu(t) \quad \text{for } t \in [0,2],
\]

\[
u(0) = \theta.
\]

(23)

The solution to (23) is \(u(t) = \exp(tL)\theta\). Let \(u_{\text{measure}} \in \mathbb{R}^{147}\) contain the values of \(u\) corresponding to sensor locations at times \(t = 1, 1.5, 2\). Then, by linearity, we can write \(u_{\text{measure}} = F\theta\) for a matrix \(F\).

Assume that \(\theta \sim \mathcal{N}(\theta_0, \Sigma_0)\), the discretization error is negligible, and that the measurements \(d\) are distorted by some noise \(\varepsilon \sim \mathcal{N}(0, \Sigma_{\text{noise}})\) so that

\[d = u_{\text{measure}} + \varepsilon.\]

It is well known that the posterior distribution of \(\theta\) is given by \(\theta | d \sim \mathcal{N}(\theta_{\text{post}}, \Sigma_{\text{post}})\) with

\[
\theta_{\text{post}} = \Sigma_{\text{post}} (F^T \Sigma_{\text{noise}}^{-1} d + \Sigma_0^{-1} \theta_0), \quad \Sigma_{\text{post}} = (F^T \Sigma_{\text{noise}}^{-1} F + \Sigma_0^{-1})^{-1};
\]

see \([46]\). Now let

\[A_{\text{pde}} = \Sigma_0^{1/2} F^T \Sigma_{\text{noise}}^{-1} F \Sigma_0^{1/2}.\]

(24)

Then, \(\text{tr}(\log(I + A_{\text{pde}}))\) is related to the expected information gain from the posterior distribution relative to the prior distribution \([2]\). For fine discretization grids, the matrix \(F\), and thus \(A_{\text{pde}}\), cannot be formed explicitly. Instead, one only implicitly performs mvps with \(A_{\text{pde}}\) via solving (23).
4.2 Comparing number of mvps

Recall that Algorithm 1 requires $qk$ mvps with $A$ to compute $f(\hat{A}_{q,k})$. In contrast, the approximation $\hat{B}^{(d)}_{q,k}$ – obtained via applying Nyström to $f(A)$ – requires $dqk$ mvps with $A$. The choice of $d$, the number of Lanczos iterations, needs to be chosen in dependence of $q, k$ such that the impact on the overall accuracy remains negligible. For the purpose of our numerical comparison, we have precomputed the matrix $\hat{B}_{q,k}$ obtained without the additional Lanczos approximation and choose $d$ such that

$$\|f(A) - \hat{B}^{(d)}_{q,k}\| \leq 1.1 \cdot \|f(A) - \hat{B}_{q,k}\|.$$  (25)

In practice, $\hat{B}_{q,k}$ is not available and one needs to employ heuristic and potentially less reliable criteria. In our implementation we increase $d$ by 5 until (25) is satisfied. The results obtained for $q = 1$ are reported in Figure 1. Clearly, Algorithm 1 needs fewer mvps; the difference can be up to three orders of magnitude.

4.3 Comparing accuracy

In Figure 2 we compare the approximation error of Algorithm 1 with the (significantly more expensive) approximation $\hat{B}_{q,k}$. It can be observed that Algorithm 1 is never worse than $\hat{B}_{q,k}$, and sometimes even better. This suggests that even when mvps with $f(A)$ can be performed very efficiently, Algorithm 1 may still be the preferred choice. In the figures we also plot the expectation error bounds from Section 3.2.3 and Theorem 3.9 for choices of $k$ and $p$ that minimize the right-hand side of the error bound. For $q = 1$ our bounds recover the empirical error up to a factor less than 10. For $q = 2$ the performance of Algorithm 1 is sometimes significantly better than our bounds predict, suggesting that there is room to tighten the bounds for $q \geq 2$.

4.4 Fast computation of mvps

In this section we show that Algorithm 1 can be used to compute fast mvps with $f(A)$. We let $f(x) = x^{1/2}$ and $A = A_{\exp}$ defined in (19) with $s = 1, \gamma = e^{-1}$ and $n = 10000$. We let $Z \in \mathbb{R}^{n \times N}$ be the matrix containing the first $N$ columns of the identity matrix. Hence, computing $A^{1/2}Z$ requires $N$ mvps with $A^{1/2}$. We compare the computation times of the following two methods for approximating $A^{1/2}Z$:

1. Approximating $A^{1/2}Z$ using the Lanczos method with $p$ iterations. This comes at a computational cost of $O(pn^2N)$. The implementation we use for the Lanczos method is the same implementation used for the numerical experiments in [33], which approximates the $N$ mvps with $A^{1/2}$ simultaneously by vectorizing all computations, rather than approximating the $N$ mvps subsequently. This significantly speeds up the computation.
(a) $A_{alg}$ defined in (19) with $s = 1$, $c = 3$, and $f(x) = x^{1/2}$.
(b) $A_{exp}$ defined in (19) with $s = 10$, $\gamma = e^{-1/10}$, and $f(x) = x^{x+1}$.
(c) $A_{SE}$ defined in (20) with $\sigma^2 = 0.1$, and $f(x) = \log(1 + x)$.
(d) $A_{pde}$ defined in (24) with $\kappa = 0.01$, $\lambda = 1$, $\Sigma_{\text{noise}} = I$, and $f(x) = \log(1 + x)$.

Figure 1: Number of MVPs with $A$ vs. attained accuracy for low-rank approximations of $f(A)$ from Algorithm 1 with $q = 1$ (blue) and $B^{(d)}_{q,k}$ (red).
(a) $A_{alg}$ defined in (19) with $s = 1$, $c = 3$ and $f(x) = x^{1/2}$.

(b) $A_{exp}$ defined in (19) with $s = 1$, $\gamma = e^{-1}$ and $f(x) = x^{1/2}$.

(c) $A_{Mat}$ defined in (21) with $\alpha = 1$, $\nu = 3/2$ and $f(x) = x^{1/2}$.

(d) $A_{Mat}$ defined in (21) with $\alpha = 1$, $\nu = 5/2$ and $f(x) = x^{1/2}$.

Figure 2: Error vs. prescribed rank of the approximation for Algorithm 1 applied to $A$ (blue) and $B_{q,k}$, the Nyström approximation applied to $f(A)$ (red), for $q = 1, 2$. 

---
2. Computing \( \hat{A}^{1/2} \) using Algorithm 1 and approximate \( \hat{A}^{1/2} \mathbf{Z} \approx A^{1/2} \mathbf{Z} \). This comes at a computational cost of \( O(qkn^2 + nkN) \).

If we let \( T_{\text{Lanczos}}(N) \) and \( T_{\text{low-rank}}(N) \) be wall-clock time to approximate \( N \) mvps with \( A^{1/2} \) using the Lanczos method and low-rank approximation respectively, the speed-up factor will be

\[
\frac{T_{\text{Lanczos}}(N)}{T_{\text{low-rank}}(N)} = O\left(\frac{pm^2N}{qkn^2 + nkN}\right) = O(N),
\]

if we keep \( p, q \) and \( k \) constant and assume \( N \ll n \).

In our numerical experiments we set \( k = 14, q = 1, p = 21 \). This choice of parameters yields a similar relative error \( \|A^{1/2} \mathbf{Z} - Y\|_F / \|A^{1/2} \mathbf{Z}\|_F \approx 0.01 \) for both methods and for all \( N \), where \( Y \) is the approximation to \( A^{1/2} \mathbf{Z} \). We set \( N = 10, 20, \ldots , 100 \). The results are presented in Figure 3, which confirm the \( O(N) \) speed-up factor.

5 Application to trace estimation

In this section, we discuss how funNyström can be used to approximate \( \text{tr}(f(A)) \), the trace of \( f(A) \), under Setting 3.1.

5.1 Trace estimation via low-rank approximation

When an \( n \times n \) matrix \( B \) admits an excellent rank-\( k \) approximation \( B_k \) for \( k \ll n \), it is sensible to approximate \( \text{tr}(B) \) by \( \text{tr}(B_k) \). Setting \( B = f(A) \), this motivates the approximation

\[
\text{tr}(f(A)) \approx \text{tr}(f(\hat{A}_{q,k+p})) = f(\hat{\lambda}_1) + \cdots + f(\hat{\lambda}_{k+p}), \tag{26}
\]

where \( \hat{A}_{q,k+p} = \hat{\mathbf{U}} \hat{\Lambda} \hat{\mathbf{U}}^T \) denotes the output of Algorithm 1 with \( \hat{\Lambda} = \text{diag}(\hat{\lambda}_1, \ldots , \hat{\lambda}_{k+p}) \).

Using that \( f(A) \succeq f(\hat{A}_{q,k+p}) \) we get

\[
\text{tr}(f(A)) - \text{tr}(f(\hat{A}_{q,k+p})) = \|f(A) - f(\hat{A}_{q,k+p})\|_*. \]
Hence, Theorem 3.9 and Theorem 3.10 yield probabilistic bounds for the error of this trace approximation.

It is instructive to compare our results with the bounds from [43] for the special case $f(x) = \log(1 + x)$. In particular, Theorem 1 from [43] states that

$$\mathbb{E}[\text{tr} (\log(I + A)) - \text{tr} (\log(I + Q^T AQ))] \leq \text{tr} (\log(I + \Lambda_2)) + \text{tr} (\log(I + \gamma^{2q-1}CA_2)),$$

(27)

where $Q$ is an orthonormal basis for range($A^q \Omega$), and

$$C = \frac{e^2(k + p)}{(p + 1)(p - 1)} \left(\frac{1}{2\pi(p + 1)}\right)^\frac{3}{8}\sqrt{n - k + \sqrt{k + p + \sqrt{2}}}.$$

Constructing $Q^T AQ$ requires a total of $(q + 1)(k + p)$ mvps with $A$. On the other hand, within the same budget one obtains the more accurate low-rank approximation $\tilde{A}_{q+1,k+p}$. This also translates into tighter probabilistic bounds for trace estimation. To see this, note that Theorem 3.9 gives

$$\mathbb{E}[\text{tr} (\log(I + A)) - \text{tr} (\log(I + \tilde{A}_{q+1,k+p}))] \leq \left(1 + \frac{\gamma^{2q}}{k} \right) \text{tr} (\log(I + \Lambda_2)).$$

The difference between (27) and this bound satisfies

$$\sum_{i=k+1}^{n} \left[ \log(1 + \gamma^{2q-1}C\lambda_i) - \frac{\gamma^{2q}k\log(1 + \lambda_i)}{p - 1} \right] \approx \gamma^{2q-1} \sum_{i=k+1}^{n} \left[ C - \frac{\gamma}{p - 1} \right] \lambda_i$$

for $\lambda_{k+1} \approx 0$. Because $C \geq \frac{0.554n}{(p + 1)(p - 1)}$ and usually $n \gg p$, this shows that we obtain a much tighter bound for our method compared to [43]. Similarly, it can be shown that our deviation bounds are tighter than those in [43]. Similar bounds for $f(x) = \frac{x}{x+1}$ exist in [23, Theorem A.1]. By an identical argument we can show that our bounds are tighter than those in [23].

In Figure 4 we compare our approach, funNystrom combined with (26), with the method presented in [43] to approximate $\text{tr}(\log(I + A))$. We choose $q = 1$ for both methods, since we have observed that increasing the rank of the low-rank approximation often yields a more accurate low-rank approximation than increasing $q$. A budget of $m$ mvps allows one to choose $k + p = m$ in Algorithm 1 while one can only choose $k + p = m/2$ in the method from [43]. This explains the better performance of funNystrom observed in Figure 4; a similar observation has been made in [35, Section 3].

### 5.2 funHutch++

A popular way to approximate the trace of an SPSD matrix $B \in \mathbb{R}^{n \times n}$ is to apply a stochastic estimator of the form

$$\text{tr}(B) \approx \text{tr}_m(B) := \frac{1}{m} \text{tr}(\Phi^T B \Phi)$$

(28)

\[\text{We use log}(1 + x) \approx x \text{ for small } x.\]
(a) $A_{\text{alg}}$ defined in (19) with $s = 100$ and $c = 2$.  
(b) $A_{\text{exp}}$ defined in (19) with $s = 100$ and $\gamma = 0.9$.

Figure 4: Approximation of $\text{tr}(\log(I + A))$ using Algorithm 1 (blue) and the method presented in [43] (red). The x-axis represents the number of mvps performed with $A$ to obtain the approximation, and the y-axis represents the relative error of the approximation.

for an $n \times m$ random matrix $\Phi$; in the following, we assume that $\Phi$ is Gaussian random. To achieve a relative error of $\varepsilon$ (that is, $|\text{tr}(B) - \text{tr}_m(B)| \leq \varepsilon \text{tr}(B)$) with high probability) one generally needs to choose $m \sim \varepsilon^{-2}$; see [10, 11, 38, 39, 48, 49]. Hutch++ [33, Algorithm 1] reduces this number to $m \sim \varepsilon^{-1}$ by combining (28) with (randomized) low-rank approximation. More specifically, given a budget of $m$ mvps with $B$, Hutch++ spends $2m/3$ mvps to construct a rank-$m/3$ approximation $\hat{B}$ based on the randomized SVD [20]. The remaining $m/3$ mvps are used to estimate the trace of the difference $B - \hat{B}$ using (28).

In [35, Section 3] a variant called Nyström++ is presented, which – instead of the randomized SVD – constructs a rank-$m/2$ Nyström approximation $\tilde{B}$ using $m/2$ mvps. The remaining $m/2$ mvps are used to computed the correction $\text{tr}_{m/2}(B - \tilde{B})$. Nyström++ retains the property of Hutch++ that only $m \sim \varepsilon^{-1}$ mvps are needed to obtain a relative error of $\varepsilon$, and it often provides better numerical performance. We refer to [9, 27] for further variants of Hutch++.

When $B = f(A)$ for SPSD $A$ and a monotonically increasing function $f$ satisfying $f(0) = 0$, we can derive a cheaper version of Nyström++ by letting $\tilde{B} = f(\tilde{A}_{q,r})$ and thus considering the approximation

$$\text{tr}(B) \approx \text{tr}(f(\tilde{A}_{q,r})) + \text{tr}(f(A) - f(\tilde{A}_{q,r}));$$

see also Algorithm 2. The first part of this approximation bypasses the need for performing mvps with $f(A)$. The second part of the approximation still

---

5Hutch++ as presented in [33] uses Rademacher matrices instead of Gaussian random matrices. In order to remain consistent with the rest of this paper we choose all random matrices to be Gaussians, which incurs no significant difference in the theory or numerical performance of Hutch++.
Algorithm 2 funNyström++

**input:** SPSD \( A \in \mathbb{R}^{n \times n} \). Rank \( r \). Number of subspace iterations \( q \). Number of samples in stochastic trace estimator \( \ell \). Increasing function \( f : [0, \infty) \mapsto [0, \infty) \) satisfying \( f(0) = 0 \).

**output:** An approximation \( \text{tr}^{f_{n++}}_{r,\ell}(A) \approx \text{tr}(f(A)) \).

1: Obtain a low rank approximation \( f(\hat{A}_{q,r}) \) using Algorithm 1.
2: Compute \( t_1 = \text{tr}(f(\hat{A}_{q,r})) \).
3: Compute \( t_2 = \text{tr}(f(A) - f(\hat{A}_{q,r})) \).
4: return \( \text{tr}^{f_{n++}}_{r,\ell}(A) = t_1 + t_2 \).

requires to perform or approximate such mvps via, e.g., the Lanczos method. Note that Algorithm 2 coincides with Nyström++ for \( f(x) = x \). The following theorem extends the theoretical result on Hutch++ from [33, Theorem 1.1] to Algorithm 2.

**Theorem 5.1.** Let \( f \) be operator monotone with \( f(0) = 0 \), \( A \) SPSD, and \( \delta \in (0, 1/2) \). Then one can choose \( r = \ell \sim \sqrt{\log(\delta^{-1})\varepsilon^{-1} + \log(\delta^{-1})} \) such that the output of Algorithm 2 satisfies for any \( q \geq 2 \) the error bound

\[
|\text{tr}^{f_{n++}}_{r,\ell}(A) - \text{tr}(f(A))| \leq \varepsilon \text{tr}(f(A))
\]

with probability at least \( 1 - \delta \).

**Proof.** Let \( r = 2k \) for \( k > 4 \). Applying Theorem [35] with \( p = k, t = e, u = \sqrt{2k} \) and using \( \gamma \leq 1 \), it follows that

\[
\|f(A) - f(\hat{A}_{q,r})\|_F \leq 45 \sqrt{\sum_{i=k+1}^{n} f(\lambda_i)^2}
\]

holds with probability at least \( 1 - 3e^{-k} \). Thus, by [33, Lemma 3.1] we have with probability at least \( 1 - 3e^{-k} \) that

\[
\|f(A) - f(\hat{A}_{q,r})\|_F \leq \frac{45}{\sqrt{k}} \text{tr}(f(A)).
\]

Following the arguments in the proof of [35, Theorem 3.4], there are constants \( c, C \) such that for \( r = \ell = 2k > c \log(\delta^{-1}) \), we have

\[
|\text{tr}^{f_{n++}}_{r,\ell}(f(A)) - \text{tr}(f(A))| \leq Ck^{-1} \sqrt{\log(\delta^{-1})} \text{tr}(f(A))
\]

with probability at least \( 1 - \delta \). Setting \( k \geq \varepsilon^{-1}C\sqrt{\log(\delta^{-1})} \) completes the proof. \( \Box \)

We compare Algorithm 2 with Nyström++ from [35]. For Algorithm 2 we let \( \ell = 6, 12, \ldots, 60, r = 60, 120, \ldots, 600 \), and for Nyström++ we set
(a) $A_{alg}$ defined in (19) with $s = 100$, $c = 2$ and $f(x) = \log(1 + x)$.

(b) $A_{exp}$ defined in (19) with $s = 1, \gamma = e^{-\frac{1}{100}}$ and $f(x) = \frac{x}{x + 0.1}$.

Figure 5: Approximation of $\text{tr}(f(A))$ using Algorithm 2 with $q = 1$ (black), Algorithm 2 with $q = 2$ (blue) and the Nyström++ algorithm presented in [35] (red). The x-axis represents the number of mvps performed with $A$ to obtain the approximation, and the y-axis represents the relative error of the approximation. The shaded regions display the 5th and 95th percentiles.

$m = 12, 24, \ldots, 120$. We approximate mvps with $f(A)$ using 10 iterations of the Lanczos method. Hence, for both the Nyström++ algorithm and Algorithm 2 we perform 120, 240, \ldots, 1200 mvps with $A$. The obtained results are presented in Figure 5. They indicate that Algorithm 2 with $q = 1$ and $q = 2$ can perform significantly better than Nyström++. It is interesting to note that our algorithms performs well for $q = 1$ even though this choice is not covered by the result of Theorem 5.1.

6 Conclusion

funNyström is a new and simple method for obtaining a low-rank approximation to $f(A)$ for an SPSD matrix $A$. The experimental and theoretical evidence presented in this work seems to suggest that funNyström is currently the method of choice for an operator monotone function $f : [0, \infty) \mapsto [0, \infty)$ with $f(0) = 0$. In contrast to standard randomized methods applied to $f(A)$, our method does not require exact or approximate matrix-vector products with $f(A)$. We have demonstrated that also other quantities associated with matrix functions, such as the trace, can be cheaply computed via funNyström.

Acknowledgments We thank the referees and Arvind Saibaba for helpful comments on this work.
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Appendices

A Proof of Lemma 3.13

To prove the structural bound of Lemma 3.13 for an arbitrary unitarily invariant norm \( \| \cdot \| \), we make use of the following auxiliary result.
Lemma A.1 (28, Theorem 2.1). Let $f : [0, \infty) \to [0, \infty)$ be concave. Then given a partitioned SPSD matrix \( \begin{bmatrix} B & X \\ X^T & C \end{bmatrix} \) with square $B$ and $C$, one has

\[
\| f \left( \begin{bmatrix} B & X \\ X^T & C \end{bmatrix} \right) \| \leq \| f(B) \| + \| f(C) \|.
\]

Proof of Lemma A.1. From (5) it follows that

\[
A - \hat{A}_{q,k+p} = A^{1/2}(I - P_Y)A^{1/2} = U\Lambda^{1/2}(I - P_Y)\Lambda^{1/2}U^T,
\]

where we set $Y = A^{q-1/2}\Omega$ and $\tilde{Y} = U^TY$. Combined with Lemma 3.1, this gives

\[
\| f(A) - f(\hat{A}_{q,k+p}) \| \leq \| f(A - \hat{A}_{q,k+p}) \| = \| f(\Lambda^{1/2}(I - P_Y)\Lambda^{1/2}) \|.
\]

As in the proof of Lemma 3.7 we set $Z = \tilde{Y}\Omega_1\Lambda_1^{-(q-1/2)} = \begin{bmatrix} I \\ F \end{bmatrix}$. Using range($Z$) \( \subseteq \) range($\tilde{Y}$), we obtain $I - P_Z \geq I - P_Y \geq 0$ and, in turn, $\Lambda^{1/2}(I - P_Z)\Lambda^{1/2} \geq \Lambda^{1/2}(I - P_Y)\Lambda^{1/2} \geq 0$. Using Lemma 3.1 (ii), this gives

\[
\| f(\Lambda^{1/2}(I - P_Y)\Lambda^{1/2}) \| \leq \| f(\Lambda^{1/2}(I - P_Z)\Lambda^{1/2}) \|. \tag{29}
\]

Exploiting the $2 \times 2$ block structure (12) of the SPSD matrix $I - P_Z$ and applying Lemma (A.1) yields

\[
\| f(\Lambda^{1/2}(I - P_Z)\Lambda^{1/2}) \|
\leq \| f(\Lambda_1^{1/2}(I - (I + F^TF)^{-1})\Lambda_1^{1/2}) \| + \| f(\Lambda_2^{1/2}(I - F(I + F^TF)^{-1}F^T)\Lambda_2^{1/2}) \|.
\]

The proof is completed using the inequalities

\[
\| f(\Lambda_1^{1/2}(I - (I + F^TF)^{-1})\Lambda_1^{1/2}) \| \leq \| f(\Lambda_1^{1/2}F^TF\Lambda_1^{1/2}) \|
\]

\[
\| f(\Lambda_2^{1/2}(I - F(I + F^TF)^{-1}F^T)\Lambda_2^{1/2}) \| \leq \| f(\Lambda_2) \|,
\]

which are derived from the inequalities in (12) with the same arguments used for (29).

\[
\square
\]

B Structural bounds for general Schatten norms

The Schatten-$s$ norm $\| \cdot \|_{(s)}$ for $1 \leq s \leq \infty$ is a unitarily invariant norm defined as the $\ell^s$ norm of the vector of singular values of a matrix. It includes the Frobenius norm ($s = 2$), the nuclear norm ($s = 1$), as well as the operator norm ($s = \infty$). Deriving a structural bound from the result of Lemma 3.13 for general $\| \cdot \|_{(s)}$ is not straightforward; the result for $s = 2$ crucially depends on Lemma 3.15 for which we do not know an extension for general $s$. To circumvent this difficulty, the bound involves $f'_+(0)$, the right derivative of $f$ at 0, which needs to be assumed finite.
Theorem B.1. Under Setting 3.1, assume that \( \text{rank}(\Omega_1) = k \) and \( f'_+(0) < \infty \). Then
\[
\|f(A) - f(\hat{A}_q)\|_{(s)} \leq \|f(A_2)\|_{(s)} + \cdots
\]
\[
f'(0) \begin{cases} 
\|\Lambda^{1/2} \Omega_2 \Omega_1^{1/2}\|_{(2s)}^2 & \text{if } q = 1; \\
\min \left\{ \gamma^{2(q-1)} \|\Lambda^{1/2} \Omega_2 \Omega_1^{1/2}\|_{(2s)}^2, \gamma^{q-3/2} \|\Lambda_2 \Omega_2 \Omega_1^{1/2}\|_{(s)} \right\} & \text{if } q \geq 2.
\end{cases}
\]
Proof. Since \( f \) is concave its maximal derivative is assumed at 0. Together with \( f(0) = 0 \), this implies \( \|f(B)\|_{(s)} \leq f'(0)\|B\|_{(s)} \) for any square matrix \( B \). In particular,
\[
\|f(A^{1/2} F^T F A_1^{1/2})\|_{(s)} \leq f'(0) \|\Lambda^{1/2} F^T F A_1^{1/2}\|_{(s)} = f'(0) \gamma^{2(q-1)} \|\Lambda^{1/2} \Omega_2 \Omega_1^{1/2}\|_{(2s)}.
\]
Applying Lemma 3.13 yields
\[
\|f(A) - f(\hat{A}_q)\|_{(s)} \leq \|f(A_2)\|_{(s)} + f'(0) \gamma^{2(q-1)} \|\Lambda^{1/2} \Omega_2 \Omega_1^{1/2}\|_{(2s)}.
\]
which already establishes the result for \( q = 1 \).

Now assume \( q \geq 2 \). Following the proof of Lemma 3.13 one shows
\[
\|f(A) - f(\hat{A}_q)\|_{(s)} \leq \|f(A_2)\|_{(s)} + \|f \left( \Lambda^{1/2} (I - (I + F^T F)^{-1}) \Lambda^{1/2} \right) \|_{(s)}.
\]
Note that the non-zero eigenvalues of \( \Lambda^{1/2} (I - (I + F^T F)^{-1}) \Lambda^{1/2} \) and
\[
(I - P_Z) \begin{bmatrix} \Lambda_1 & 0 \\ 0 & I - P_Z \end{bmatrix} (I - P_Z)
\]
are the same. Hence,
\[
\|f \left( \Lambda^{1/2} (I - (I + F^T F)^{-1}) \Lambda^{1/2} \right) \|_{(s)} = \|f \left( (I - P_Z) \begin{bmatrix} \Lambda_1 & 0 \\ 0 & I - P_Z \end{bmatrix} (I - P_Z) \right) \|_{(s)}.
\]
In turn,
\[
\|f \left( (I - P_Z) \begin{bmatrix} \Lambda_1 & 0 \\ 0 & I - P_Z \end{bmatrix} (I - P_Z) \right) \|_{(s)} \leq f'(0) \|P_Z\|_{(s)} \|f \left( \Lambda^{1/2} \right) \|_{(s)} \|P_Z\|_{(s)}
\]
\[
\leq f'(0) \|P_Z\|_{(s)} \|f \left( \Lambda^{1/2} \right) \|_{(s)} \|P_Z\|_{(s)} \leq f'(0) \gamma^{q-3/2} \|\Lambda_2 \Omega_2 \Omega_1^{1/2}\|_{(s)},
\]
where the final inequality follows from [42, Theorem 7]. Combined with the bound [32], this completes proof. \( \square \)

Clearly, Theorem B.1 cannot be used when \( f(x) = \sqrt{x} \). However, plugging \( \|(\Lambda^{1/2} F^T F A_1^{1/2})\|_{(s)} = \|F A_1^{1/2}\|_{(s)} \) into the result of Lemma 3.13 for \( f(x) = \sqrt{x} \) immediately gives
\[
\|\Lambda^{1/2} - \hat{A}_q\|_{(s)} \leq \|\Lambda^{1/2}\|_{(s)} + \gamma^{q-1} \|\Lambda_2 \Omega_2 \Omega_1^{1/2}\|_{(s)}
\]
as a structural bound.