Estimating Stand and Fire-Related Surface and Canopy Fuel Variables in Pine Stands Using Low-Density Airborne and Single-Scan Terrestrial Laser Scanning Data
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Abstract: In this study, we used data from a thinning trial conducted on 34 different sites and 102 sample plots established in pure and even-aged *Pinus radiata* and *Pinus pinaster* stands, to test the potential use of low-density airborne laser scanning (ALS) metrics and terrestrial laser scanning (TLS) metrics to provide accurate estimates of variables related to surface and canopy fires. An exhaustive field inventory was carried out in each plot to estimate the main stand variables and the main variables related to fire hazard: surface fuel loads by layers, fuel strata gap, surface fuel height, stand mean height, canopy base height, canopy fuel load and canopy bulk density. In addition, the point clouds from low-density ALS and single-scan TLS of each sample plot were used to calculate metrics related to the vertical and horizontal distribution of forest fuels. The comparative performance of the following three non-parametric machine learning techniques used to estimate the main stand- and fire-related variables from those metrics was evaluated: (i) multivariate adaptive regression splines (MARS), (ii) support vector machine (SVM), and (iii) random forest (RF). The selection of the best modeling approach was based on a comparison of the root mean square error (RMSE), obtained by optimizing the parameters of each technique and performing cross-validation. Overall, the best results were obtained with the MARS techniques for data from both sensors. The TLS data provided the best results for variables associated with the internal characteristics of canopy structure and understory fuel but were less reliable for estimating variables associated with the upper canopy, due to occlusion by mid-canopy foliage. The combination of ALS and TLS metrics improved the accuracy of estimates for all variables analyzed, except the height and the biomass of the understory shrubs. The variability demonstrated by the combined use of both types of metrics ranged from 43.11% for the biomass of duff litter layers to 94.25% for dominant height. The results suggest that the combination of machine learning techniques and metrics derived from low-density ALS data, drawn from a single-scan TLS or a combination of both metrics, may represent a promising alternative to traditional field inventories for obtaining valuable information about surface and canopy fuel variables at large scales.
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1. Introduction

The use of accurate data obtained in forest inventories, including data on the canopy, understory, woody debris and litter fuel, is crucial for fire and forest management. Complete spatial and physical descriptions of the forest fuel layer (i.e., loads, horizontal coverage, spatial continuity, etc.) are needed as input variables in most fire behavior simulators [1–3]. Despite the essential role of forest fuel characterization in forest fire management and fire behavior, it remains challenging due to high spatial and temporal variability [4]. Traditional field measurements constitute the most accurate method of quantifying these variables, but field-based methods are often expensive and time-consuming and do not capture the range of variation across the landscape; also, in some cases, the data collection methods cannot feasibly capture three-dimensional (3D) forest characteristics [5].

Remote-sensing LiDAR (airborne light detection and ranging) technology with ALS (airborne laser scanning) and TLS (terrestrial laser scanning) sensors has been used as a cost-efficient method for monitoring a variety of forest inventory and forest fuel variables [6–9]. LiDAR scanning, with discrete or full-waveform technology, has been widely employed to characterize forest inventory variables and canopy fuel characteristics at a landscape scale using an area-based approach (ABA) in the last two decades [10–18]. However, fewer studies have examined the potential of ALS remote sensing for characterizing the lower canopy structure, the understory, and near-ground fuels, owing to the persistent difficulties associated with the presence of taller elements that occlude the underlying elements [19–24]. Although full-waveform ALS provides information about the interaction between the signal and the environment it travels through, as opposed to discrete ALS, which provides greater detail about the vertical distribution of the forest components [25–27], less attention has been devoted to the former due to the greater complexity of the data and the limited availability of processing tools [27,28].

Terrestrial laser scanning (TLS) has been proven to have great potential for characterizing and quantifying fuel variables that are essential for determining fire risk and fire behavior [29–32]. Most fuel characterization studies that use TLS data have focused on analyzing shrub vegetation in ecosystems without tree cover, often with the aim of obtaining spatially explicit, three-dimensional data as inputs for physical-based fire-spread models [33–36]. Such detailed studies require multiple scans in order to reconstruct the vegetation structure via piecewise approximation of the volume or by voxelization [30,34,36,37], which are time-consuming processes in terms of both field acquisition and the post-processing of data. However, single-scan TLS surveys have rarely been used to characterize forest fuels.

As a complement to ALS measurements, the increasingly accessible TLS technology, which scans the canopy structure from below (i.e., upwards), may enable accurate fine-scale assessment of fire fuel [20,38]. Although TLS-derived data are less suited for characterizing the complete forest structure over large areas, accurate information on the below-canopy structure can be a valuable addition to ALS observations, providing a better understanding of the relationship between canopy structure and the spatial distribution of understory and near-surface fuels. Therefore, TLS should be viewed as a completely different approach for characterizing forest structure at the plot scale, offering a high level of detail [39] that can complement the development of estimation models supported by remote sensing data to the required spatial extent, such as those obtained from ALS surveys [20].

Over the past decade, comparison between ALS and TLS data for characterizing forest environments has been explored in different fields; for example, to characterize tree variables [40–43]; to estimate LAI and vertical foliage profiles [27,44–47]; to predict above-ground shrub biomass and characterize forest understory structure [48–50]; to estimate canopy fuel loads [51,52]; and to quantify the structural diversity of the forest [53]. However, few studies have considered the benefits of combining ALS and TLS data [19,54–58].
In addition, these studies are based on the fusion of ALS and TLS multi-angle scan point clouds to produce complex 3D geometric information at a very detailed scale that exceeds the requirements of most operational fire simulators, such as Farsite and FlamMap [2,3]. Furthermore, such fusions require complex and time-consuming georeferencing, data matching and post-processing protocols [56,59].

Accordingly, the aim of this study was to test the potential use of low-density ALS-derived metrics, TLS-derived metrics and a combination of both metrics to provide accurate estimates of surface and canopy fire-related variables to characterize Atlantic pine forest ecosystems at the stand level, comparing three non-parametric machine learning techniques: (i) multivariate adaptive regression splines (MARS), (ii) support vector machines (SVM) and (iii) random forest (RF).

2. Materials and Methods
2.1. Data
2.1.1. Study Area and Sample Plots
The study area is located in NW Spain (Figure 1). The data set corresponds to 34 thinning trials established in pure, even-aged stands of maritime pine (Pinus pinaster Ait.) (20 locations) and radiata pine (Pinus radiata D. Don) (14 locations). The thinning trials were carried out in 2009–2010, when the stand age ranged from 12 to 32 years (mean age 17.6 years) for maritime pine and from 12 to 22 years (mean age 16.3 years) for radiata pine. The average slope was 23.8%, with values ranging from 3.9 to 35.2%. Three rectangular plots (25 × 40 m) were established in each location, and a different treatment was randomly applied to each of the three plots: control (C, unthinned), moderate thinning (LT, 20% of the basal area removed) or heavy thinning (HT, 40% of the basal area removed). The same treatment that was applied in the plot was also applied in a 5-m buffer area around each plot. The corners of the sample plots were georeferenced using a Trimble Geo7X GPS (Geospatial, USA) with subsequent post-processing of the information to obtain sub-centimeter accuracies of the coordinates. All the trees within the plots were measured before and after thinning and were re-measured in 2011–2012, 2013–2014 and 2015–2016. However, surface fuels were only inventoried in 2015–2016 and, due to the complexity of the approach used to estimate these fuel loads, the moderately thinned plots were not considered. Therefore, only the control treatment and heavy thinning were analyzed for surface fire-related variables (68 sample plots), and the complete trials were used to analyze the canopy fire-related variables (102 sample plots). The thinning trials are described in further detail by Arellano-Pérez et al. [60].

2.1.2. Tree and Stand Variables
The diameter at breast height (d) of all the trees was measured to the nearest 0.1 cm, at two perpendicular angles, with a graduated caliper. Total tree height (h) and height to the base of the live crown (h\text{blc}, defined as the lower insertion point of live branches in a tree) were measured to the nearest 0.1 m with a digital hypsometer in a random sample of 30 trees and in an additional sample, including all dominant trees (the proportion of the 100-largest diameter trees per hectare). Generalized h–d models [61] and crown profile models [62,63] developed in the study area for P. radiata and P. pinaster were used to estimate h and h\text{blc} for the remaining trees. For each tree, the total volume, the total aboveground biomass, and the fine biomass (consisting of the biomass of needles and fine twigs (particles of diameter < 0.6 cm)) were estimated using the individual tree-volume equations and the compatible biomass systems developed for maritime pine and radiata pine in Galicia [61]. The number of stems per hectare (N), stand basal area (G), mean stand height (\textbar h\textbar), stand dominant height (H, defined as the mean height of the 100 thickest trees per ha), stand volume (V) and stand total aboveground biomass (W) were calculated from the tree variables for each plot and thinning treatment on a per-area basis (Table 1).
2.1.2. Tree and Stand Variables
The diameter at breast height (d) of all the trees was measured to the nearest 0.1 cm, at two perpendicular angles, with a graduated caliper. Total tree height (h) and height to the base of the live crown (h blc, defined as the lower insertion point of live branches in a tree) were measured to the nearest 0.1 m with a digital hypsometer in a random sample of 30 trees and in an additional sample, including all dominant trees (the proportion of the 100-largest diameter trees per hectare). Generalized h–d models [61] and crown profile models [62,63] developed in the study area for *P. radiata* and *P. pinaster* were used to estimate h and h blc for the remaining trees. For each tree, the total volume, the total aboveground biomass, and the fine biomass (consisting of the biomass of needles and fine twigs (particles of diameter < 0.6 cm)) were estimated using the individual tree-volume equations and the compatible biomass systems developed for maritime pine and radiata pine in Galicia [61]. The number of stems per hectare (N), stand basal area (G), mean stand height (\( h_{\text{t}} \)), stand dominant height (H, defined as the mean height of the 100-thickest trees per ha), stand volume (V) and stand total aboveground biomass (W) were calculated from the tree variables for each plot and thinning treatment on a per-area basis (Table 1).

2.1.3. Canopy Fuel Variables
Three structural canopy fuel variables were estimated from tree measurements for each plot: canopy base height (CBH), canopy fuel load (CFL) and canopy bulk density (CBD). CBH was calculated as the height from the ground to the base of the live crown of trees, as an average per plot; CFL was calculated by dividing the fine biomass of all the trees of the sample plot by the plot area, and CBD was calculated by dividing CFL by the crown length, estimated as the difference between mean stand height (\( h_{\text{t}} \)) and CBH. Mean and standard deviation values for the main stand characteristics and canopy fuel variables for each species and treatment are shown in Table 1.

**Table 1.** Statistics of main stand characteristics and canopy fuel variables. Std. dev. = standard deviation; N = stem density; G = stand basal area; \( h_{\text{t}} \) = mean stand height; H = stand dominant height; V = stand volume; W = stand total aboveground biomass; CFL = available canopy fuel load; CBH = canopy base height; CBD = canopy bulk density; C = control, LT = moderate thinning and HT = heavy thinning.

| Variable                | Statistic | Pinus pinaster | Pinus radiata |
|-------------------------|-----------|----------------|---------------|
|                         |           | C   | LT | HT | C   | LT | HT |
| Stand Variables         |           |     |    |    |     |    |    |
| N (stems ha\(^{-1}\))  | Mean      | 1312.57 | 945.53 | 697.70 | 1014.23 | 725.52 | 506.35 |
|                         | Std. dev. | 384.14 | 358.82 | 228.99 | 261.14 | 144.36 | 112.60 |
| G (m\(^2\) ha\(^{-1}\)) | Mean      | 45.75 | 38.59 | 33.19 | 39.33 | 31.94 | 27.89 |
|                         | Std. dev. | 8.93 | 8.57 | 6.95 | 9.32 | 7.39 | 7.56 |
| H (m)                   | Mean      | 16.31 | 16.39 | 16.55 | 22.99 | 22.42 | 21.76 |
|                         | Std. dev. | 2.49 | 2.85 | 2.51 | 2.97 | 2.63 | 2.94 |
| V (m\(^3\) ha\(^{-1}\)) | Mean      | 297.51 | 256.28 | 223.39 | 349.20 | 282.46 | 245.22 |
|                         | Std. dev. | 90.41 | 88.14 | 70.34 | 95.83 | 84.04 | 86.85 |
| W (Mg ha\(^{-1}\))     | Mean      | 160.06 | 138.55 | 121.31 | 172.47 | 138.89 | 119.40 |
|                         | Std. dev. | 45.54 | 44.90 | 35.66 | 46.57 | 40.10 | 41.19 |
| Canopy fire-related variables |           |     |    |    |     |    |    |
| \( \bar{h} \) (m)      | Mean      | 14.79 | 15.18 | 15.53 | 19.16 | 19.58 | 20.01 |
|                         | Std. dev. | 2.28 | 2.61 | 2.57 | 2.82 | 2.38 | 3.08 |
| CFL (kg m\(^{-2}\))    | Mean      | 1.15 | 0.99 | 0.87 | 1.20 | 0.96 | 0.82 |
|                         | Std. dev. | 0.26 | 0.26 | 0.20 | 0.28 | 0.21 | 0.21 |
| CBH (m)                 | Mean      | 9.10 | 8.88 | 8.89 | 10.50 | 9.72 | 9.23 |
|                         | Std. dev. | 2.06 | 2.36 | 2.33 | 2.66 | 1.89 | 2.83 |
| CBD (kg m\(^{-3}\))    | Mean      | 0.21 | 0.16 | 0.13 | 0.14 | 0.10 | 0.08 |
|                         | Std. dev. | 0.05 | 0.04 | 0.03 | 0.03 | 0.02 | 0.03 |
2.1.3. Canopy Fuel Variables

Three structural canopy fuel variables were estimated from tree measurements for each plot: canopy base height (CBH), canopy fuel load (CFL) and canopy bulk density (CBD). CBH was calculated as the height from the ground to the base of the live crown of trees, as an average per plot; CFL was calculated by dividing the fine biomass of all the trees of the sample plot by the plot area, and CBD was calculated by dividing CFL by the crown length, estimated as the difference between mean stand height ($\bar{h}$) and CBH. Mean and standard deviation values for the main stand characteristics and canopy fuel variables for each species and treatment are shown in Table 1.

2.1.4. Understory Fuel Variables

For each sample plot, two transects of 32 m were established from the middle of one of the 40 m sides of the plot to the vertices of the opposite side (see Figure 1). The linear shrub cover, differentiated by species, was recorded along each transect, and the depth of the litter and duff layers and the height of each shrub species were measured at 4 m intervals. The mean understory cover (COVshrub) and depth of the litter and duff layers ($d_{LFH}$) of the sample plot were estimated from these measurements. The mean shrub height ($\bar{h}_{shrub}$) was calculated by weighting the heights of understory species according to the respective cover, and the fuel strata gap (FSG) was calculated as the difference between CBH and $\bar{h}_{shrub}$. The total understory load (Wshrub) and litter and duff layer fuel load (WLHF) were calculated using the equations proposed by Arellano-Pérez et al. [60] for these types of fuels in pine stands in Galicia. Finally, the downed woody debris load (Wdebris) was estimated by the planar transect method [64,65]. Mean and standard deviation values for the main surface fuel variables are shown in Table 2 for each species and thinning treatment.

Table 2. Summary statistics of the main surface fuel variables. Std. dev. = standard deviation; C = control; HT = heavy thinning; $\bar{h}_{shrub}$ = understory fuel depth, weighted by species cover; COVshrub = understory cover; FSG = fuel strata gap; Wdebris = downed woody debris load; WLHF = litter and duff layers load and Wshrub = understory fuel load.

| Variable         | Statistic   | Pinus pinaster | Pinus radiata |
|------------------|-------------|----------------|---------------|
| $\bar{h}_{shrub}$ (cm) | Mean        | 30.39          | 37.57         | 46.19          | 56.96          |
|                  | Std. dev.   | 21.44          | 25.99         | 24.97          | 24.57          |
| COVshrub (%)     | Mean        | 26.13          | 44.55         | 51.45          | 55.08          |
|                  | Std. dev.   | 27.70          | 32.61         | 32.41          |
| FSG (m)          | Mean        | 8.79           | 8.52          | 10.04          | 8.66           |
|                  | Std. dev.   | 2.06           | 2.35          | 2.67           | 2.84           |
| Wdebris (Mg ha$^{-1}$) | Mean     | 5.78           | 11.89         | 7.22           | 27.66          |
|                  | Std. dev.   | 3.49           | 9.99          | 5.96           | 25.01          |
| WLHF (Mg ha$^{-1}$) | Mean     | 31.34          | 30.47         | 31.20          | 31.41          |
|                  | Std. dev.   | 5.23           | 4.69          | 3.93           | 4.59           |
| Wshrub (Mg ha$^{-1}$) | Mean     | 4.60           | 6.11          | 7.06           | 8.57           |
|                  | Std. dev.   | 3.08           | 3.08          | 3.67           | 3.40           |

2.1.5. TLS Data

Each sample plot was scanned once by positioning the TLS equipment in the middle of the left transect coinciding with the field measurements. This position was also georeferenced with a Trimble Geo7X GPS with subsequent post-processing of the information to obtain sub-centimeter accuracies. Three-dimensional point clouds with a density of ~7.67 mm point spacing (~130 points/m) at 10 m were collected using the FARO Laser Scanner Focus 3D x 130 (Faro, USA). The TLS is a class-I laser (wavelength = 1550 nm).
with a range of 0.6 to 130 m, for objects with 90% reflectivity, and an accuracy of ± 2 mm at 10 m range.

The point clouds from the single scan on each sample plot were cropped considering a 10-m radius to prevent incorporating any information from outside the plot. The height above the terrain of each point was calculated from digital elevation models (DEMs) created from each scan, using the "normalize" function in the FORTLS package [66] in R [67]. In the first step, ground points were segmented using the cloth simulation filter algorithm [68], and a DEM was generated via spatial interpolation of the z-value for these points, using a k-nearest-neighbor approach with inverse-distance weighting (KNN-IDW). Normalized heights were then calculated by subtracting the smoothed DEM from the z-values. These values were used to calculate 43 TLS metrics related to the vertical distribution of the point clouds. The metrics and the corresponding descriptions are summarized in Table 3.

| Metric       | Description                          |
|--------------|--------------------------------------|
| TLShmax (cm) | maximum                              |
| TLShmean (cm)| mean                                 |
| TLShmode (cm)| mode                                 |
| TLShmedian (cm)| standard deviation                   |
| TLShSD (cm)  | variance                              |
| TLShCV (cm)  | coefficient of variation (ratio)     |
| TLShskw, TLShkurt | skewness and kurtosis               |
| TLShID (cm)  | interquartile distance               |
| TLSh01, TLSh05, TLSh10, . . . , TLSh90, TLSh95, TLSh99 (cm) | percentiles                      |
| TLSh25 and TLSh75 (cm) | first and third quartiles           |
| TLShL1, TLShL2, TLShL3, TLShL4, TLShL-CV | L-moments of order i (i = 1, . . . , 4) |
| TLShMAD-median | median of the absolute deviations from the overall median |
| TLShMAD-mode | mode of the absolute deviations from the overall mode |
| TLSPA2m    | % of laser returns above 2 m         |
| TLSPAхmean | % of laser returns above hmean       |
| TLSPAхmode | % of laser returns above hmode       |
| TLSCRR     | canopy relief ratio (TLShmean/TLShmax) |

In addition, three other metrics were derived from the point cloud: (i) the ratio of the number of observed laser returns and the maximum number of laser returns (TLSРmax); (ii) the ratio of the number of observed laser returns above 2 m in height and the maximum number of laser returns above 2 m in height (TLSР2m); and (iii) the ratio of the number of observed laser returns below 2 m in height and the maximum number of laser returns below 2 m in height (TLSРB2m). The maximum number of laser returns was estimated as the number of returns that would be obtained, taking into account the laser scanning density on the surface of a cylinder of 10 m radius, with a base on the ground and height equal to the maximum height of the trees in the plot or in the height interval 0–2 m or 2 m–maximum height. We hypothesize that these metrics should be related to the bulk density of the total vegetation and shrubs in the plot, respectively.

Finally, the vertical point distribution was modeled using the two-parameter Weibull probability density function (pdf). For this purpose, the relative frequency of the number of laser returns in each cylindrical layer of height by 1 cm and radius 10 m was calculated by dividing the number of returns in this layer by the total number of laser returns. The scale (Wscale) and shape (Wshape) parameters of the Weibull pdf were then estimated using the first and the second moments of the relative distribution of vertical laser returns [69].

A total of 48 variables (the 43 metrics related to the vertical distribution of the point clouds summarized in Table 3—the three ratios characterizing the bulk density of vegetation
and shrubs and the two Weibull pdf parameters) were finally considered as potential independent variables for the modeling of fuel loads.

2.1.6. ALS Data

ALS data set used in this study was obtained in the second round of the Spanish countrywide ALS measurements, which are publicly available in Spain through the National Plan for Aerial Orography (hereafter referred to as the PNOA). Square ALS blocks of 2 km on each side, covering the whole region of Galicia, were obtained from the CNIG (Centro Nacional de Información Geográfica) computer server (http://centrodescargas.cnig.es/CentroDescargas/index.jsp (accessed on 7 June 2018)). The ALS data were collected in July–September 2015 (West Galicia), August–December 2016 and February 2017 (East Galicia), roughly coinciding with the timing of the field inventories. The scanning sensors used to collect the ALS data in the study area were a LEICA ALS50 (Leica Geosystems AG, Germany) (West Galicia) and a LEICA ALS80 (Leica Geosystems AG, Germany) (East Galicia). The standard laser pulse density was 0.5 first returns m$^{-2}$; the vertical accuracy of the scanning survey varied between 0.15 and 0.2 m and the horizontal accuracy varied between 0.3 and 0.4 m. The ALS datasets were processed using Fusion/LDV software [70]. The software parametrization and the workflow for processing the ALS point cloud are described in detail by González-Ferreiro et al. [12]. Briefly, all ALS echoes classified as “ground” were used to create a digital elevation model (DEM) with a spatial resolution of 2 m. Normalized heights were then calculated by subtracting the smoothed DEM from the z-values. These heights were used to calculate metrics related to the vertical distribution of the point clouds, similar to those obtained for the TLS data (Table 3), and to distinguish tree canopies (echoes above 2 m) and the shrub layer (echoes below 2 m) when computing the ALS height metrics.

2.2. Model Development

In a first step, models were developed separately for estimating the main fire-related variables and other stand variables from TLS- and ALS-derived metrics by using three different modeling approaches: multivariate adaptive regression splines (MARS), random forest (RF) and support vector machines (SVM). After selection of the best approach, the models were then refitted by combining ALS and TLS metrics as independent variables to examine the effect on the estimates and the goodness-of-fit statistics. In addition to using the TLS- and ALS-based metrics, a logical variable ($I_{sp}$) was also included to discriminate between overstory tree species, with a value of 1 for $P. \text{radiata}$ and 0 for $P. \text{pinaster}$.

MARS is a nonparametric technique that was proposed by Friedman [71]. This method constructs a non-linear regression model by fitting piecewise linear regressions in distinct intervals of the independent variable space. The general form of the non-parametric regression model is as follows:

$$y = \beta_0 + \sum_{i=1}^{M} \beta_i B_i(X) + \epsilon$$

(1)

where $\beta_0$ is the intercept of the model, $B_i(X)$ are piecewise linear basis functions with $X$ a vector of independent variables, $\beta_i$ is the coefficient of the $i$th base, $M$ is the number of basis functions and $\epsilon$ is the error. Each piecewise linear basis function takes on the following two forms: (1) a hinge function with the form $\max(0, x-cte)$ with $x-cte > 0$ or $\max(0, cte-x)$ with $cte-x > 0$ where $x$ is an independent variable and $cte$ is a constant value called “knot”; or (2) a product of two or three hinge functions, which can therefore model the interaction between two or three independent variables ($x$) defining the model degree ($k = 1, 2$ or $3$).

The number of basis functions (M) and the model degree (k) were optimized by performing jack-knife cross-validation so that the training data set consists of all sample
plots except one (test data set) and the model is fitted as many times as there are sample plots. The optimal model will be that yielding the lowest root mean square error (RMSE):

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n-1}} \quad (2)$$

where $y_i$ and $\hat{y}_i$ are the observed and predicted values of the dependent variable, respectively, and $n$ is the number of observations. The predicted values used were those obtained in cross-validation for the out-of-bag samples (test data set). The “earth” package [72] in R software [67] was used to fit the MARS models.

RF is a widely used non-parametric classification and regression technique proposed by Breiman [73], consisting of an ensemble of decision trees. Bagging is used to create different training subsets and then fit a tree for each one, providing an estimate for those samples not included in the training subset. The final estimate in regression for each sample is obtained as a weighted mean of the estimates of a large number of individual trees [74].

RF also provides a measure of the importance of input features through random permutation, which can be used for feature-ranking or selection [75]. An RF model requires the number of trees to be grown and the number of randomized independent variables selected in each split to be established. In this study, the “randomForest” package [76] in R software [67] was used to fit the RF models by establishing the number of trees as 500 and the number of independent variables selected in each split as the square root of the total number of independent variables. The optimal RF model was again obtained using a cross-validation procedure by minimizing the RMSE obtained, using the residuals of the weighted estimates of the out-of-bag samples.

SVMs have been developed from artificial neural networks [77], and the models are developed by a set of vectors (or hyperplanes, if a higher dimension is requested) that minimize the mean error using kernel functions. The type of kernel used is a parameter that must be correctly established. Kernels also require their own parameterization, which can make employing this type of technique unsuitable for users with limited experience. Three different kernel functions were used in this study: linear (SVM-L), radial (SVM-R) and polynomial (SVM-P). The values of the hyperparameters associated with each of the kernel functions were optimized to minimize the RMSE obtained by jack-knife cross-validation. The “e1071” package [78] of R software [67] was used to fit the SVM models.

Two goodness-of-fit statistics were used to compare the results of the three modeling approaches: the RMSE(%), calculated as the percentage of RMSE over the mean value of the dependent variable, and the $R^2$, defined as the square of the Pearson’s correlation coefficient between observed and estimated values of the dependent variable ($r_{y\hat{y}}^2$).

3. Results and Discussion

3.1. Models Based on TLS-Derived Metrics

The goodness-of-fit statistics for the best models obtained with the three different approaches are shown in Table 4. Overall, models with the highest percentage of variability were explained ($R^2$) and the lowest RMSE were obtained using the MARS approach, whereas the least accurate estimates corresponded to the models obtained by the RF approach. The SVM models produced very similar overall results to MARS models but only when the kernel with the best goodness-of-fit statistics was selected for each dependent variable. The results suggest that parametrization of the radial kernel produces more accurate estimates of variables related to biomass or volume accumulation ($W_{\text{debris}}$, $W_{\text{LFH}}$, $W_{\text{shrub}}$, CFL, W and V), while for height-related variables ($h_{\text{shrub}}$, FSG, $h_{\text{h}}$, CBH and H), a simpler linear kernel is accurate enough. The use of the polynomial kernel, which is more complex to parameterize, did not improve the accuracy of the estimates, except with the model used to estimate $W_{\text{LFH}}$. 
Table 4. Goodness-of-fit statistics of the models fitted using the three different approaches, considering TLS-derived metrics as independent variables. MARS = multivariate adaptive regression splines; SVM = support vector machine with linear (SVM-L), radial (SVM-R) or polynomial (SVM-P) kernels; and RF = random forest. The best results for each dependent variable are highlighted in bold.

| Surface Fire-Related Variables | Variable   | Statistic | MARS | SVM-L | SVM-R | SVM-P | RF   |
|-------------------------------|------------|-----------|------|-------|-------|-------|------|
|                               | h_{shrub} | R²        | 0.5308 | 0.4605 | 0.3816 | 0.4679 | 0.4305 |
|                               |           | RMSE(%)   | 42.55 | 45.63  | 48.85  | 45.32  | 46.88 |
|                               | FSG       | R²        | 0.7662 | 0.6959 | 0.6254 | 0.6968 | 0.6556 |
|                               |           | RMSE(%)   | 13.30 | 15.17  | 16.84  | 15.15  | 16.14 |
|                               | W_{debris}| R²        | 0.3653 | 0.2395 | 0.2507 | 0.0737 | -     |
|                               |           | RMSE(%)   | 97.07 | 106.26 | 105.47 | 117.27 | -     |
|                               | W_{LFH}  | R²        | 0.3496 | 0.3035 | 0.3346 | 0.4225 | 0.2987 |
|                               |           | RMSE(%)   | 11.96 | 12.38  | 12.10  | 11.27  | 12.42 |
|                               | W_{shrub}| R²        | 0.3462 | 0.3270 | 0.3178 | 0.3106 | 0.3180 |
|                               |           | RMSE(%)   | 44.51 | 45.16  | 45.46  | 45.70  | 45.46 |

| Canopy fire-related variables  | Variable   | Statistic | MARS | SVM-L | SVM-R | SVM-P | RF   |
|-------------------------------|------------|-----------|------|-------|-------|-------|------|
|                               | h         | R²        | 0.9250 | 0.9357 | 0.9395 | 0.9318 | 0.8766 |
|                               |           | RMSE(%)   | 5.43  | 5.03   | 4.88   | 5.18   | 6.97  |
|                               | CBH       | R²        | 0.7715 | 0.7273 | 0.7417 | 0.7115 | 0.6670 |
|                               |           | RMSE(%)   | 11.92 | 13.02  | 12.67  | 13.39  | 14.39 |
|                               | CFL       | R²        | 0.4235 | 0.3498 | 0.3783 | 0.3498 | 0.2978 |
|                               |           | RMSE(%)   | 20.42 | 21.69  | 21.21  | 21.69  | 22.54 |
|                               | CBD       | R²        | 0.5135 | 0.4510 | 0.3604 | 0.3265 | 0.2660 |
|                               |           | RMSE(%)   | 26.54 | 28.16  | 30.43  | 31.21  | 32.62 |

| Stand variables               | Variable   | Statistic | MARS | SVM-L | SVM-R | SVM-P | RF   |
|-------------------------------|------------|-----------|------|-------|-------|-------|------|
|                               | H         | R²        | 0.9324 | 0.9200 | 0.9316 | 0.9190 | 0.9066 |
|                               |           | RMSE(%)   | 5.39  | 5.86   | 5.42   | 5.90   | 6.34  |
|                               | G         | R²        | 0.5187 | 0.2945 | 0.5125 | 0.2937 | 0.3334 |
|                               |           | RMSE(%)   | 18.70 | 22.64  | 18.82  | 22.66  | 22.01 |
|                               | V         | R²        | 0.5865 | 0.4976 | 0.5924 | 0.5236 | 0.4475 |
|                               |           | RMSE(%)   | 21.84 | 24.07  | 21.68  | 23.44  | 25.24 |
|                               | W         | R²        | 0.5607 | 0.4600 | 0.6120 | 0.4831 | 0.4603 |
|                               |           | RMSE(%)   | 21.29 | 23.61  | 20.01  | 23.10  | 23.60 |

The explanatory ability of the models obtained with MARS depended on the characteristics of the dependent variable analyzed. For variables related to shrub or tree height, the variability explained by the models ranged from 53.1% for h_{shrub} (RMSE % = 42.55) to values of around 93% for mean (h) and dominant (H) canopy heights (RMSE % = 5.43 and 5.39, respectively), with values of around 77% for FSG and CBH (RMSE % = 13.30 and 11.92, respectively). The shrub height is not an arithmetic mean but a value weighted by the coverage of the different shrub species present, so that estimation from TLS metrics not only depended on the vertical distribution of the point cloud but also on the horizontal
distribution. This may explain why a smaller amount of variability was explained than for the other height variables that can be more easily estimated from the metrics of the vertical distribution of the point cloud.

The values of the goodness-of-fit statistics obtained for mean and dominant heights are within the upper range of values reported in the relevant literature: Huang et al. [79] reported explained variability values of 90.25%, with an RMSE% of 6.91, for the estimation of individual tree heights in mixed hardwood stands in Culai Mountain National Forest in China; Liang and Hyppapa [80] obtained RMSE% values ranging from 6.9 to 21.3% in single scans for tree-height estimation in a study including mixed stands of P. sylvestris, Picea abies, and Betula sp. And pine–and spruce-dominated stands in Finland; Srinivasan et al. [81] explained 92% of the observed variability in the height estimation of individual P. taeda trees; and, in a comprehensive study of different TLS algorithms for processing TLS datasets, Liang et al. [8] used 24 sample plots selected from varying forest-stand conditions in boreal forests and obtained RMSE% values for a single scan that ranged from 12 to 23% in “Easy” plots (clear visibility with minimal understory vegetation and low stem density ~600 trees/ha), from 18 to 41% in “Medium” plots (moderate stem densities ~1000 trees/ha and sparse understory vegetation), and from 28 to 57% in “Difficult” plots (plots with high stem densities of ~2000 trees/ha and dense understory vegetation). Nonetheless, these comparisons are inconclusive as, in all these studies, the goodness-of-fit statistics refer to estimates of individual tree heights and not to stand values. On the other hand, Torralba et al. [82] fitted a model for estimating H from TLS-derived metrics with a single scan that explained 73% of the observed variability, with an RMSE% value of 8% in mixed stands of Mediterranean forest.

Very few studies have characterized the vertical structure of forest fuels using TLS data [83,84]. García et al. [83] fitted CBH and FSG estimation models in Scots pine and larch, as well as mixed stands of oak and birch forests in Cheshire (UK) from a single TLS scan, with RMSE% values of 46.54 and 49.68%, respectively, which are much higher than those obtained in this study (8.29 and 8.57%).

Regarding the variables related to overstory biomass or volume (G, W, V, CFL and CBD), the variability explained by the MARS models ranged from 42.35% for CFL (RMSE% = 20.42) to 58.65% for V (21.84%), with values slightly above 51% for G and CBD (RMSE% = 18.70 and 26.54, respectively), and around 56% for W (RMSE% = 21.29). The RMSE% values are within the lower range of values reported in previous studies, especially for V and W, although, in most of these studies, the stand variables were calculated by aggregating tree values derived from allometric models including tree diameter and height estimates that were mainly obtained from several scans and not directly estimated, as in the present study [85,86]. However, the accuracy of this individual tree-modeling approach is strongly dependent on stem detection, which is affected by occlusion effects, low point density and a high amount of noise at certain locations in the plot, even when the multi-scan mode is used [7,87]. In single scans, stem detection rates vary between 20 and 100%, with values around 73% in forests with densities of between 400 and 1400 stems/ha [80,88–90].

Strahler et al. [91] obtained an error of 15.49% in the estimation of basal area in a P. ponderosa stand in New South Wales (Australia) with a single scan; in a study with 30 scan plots installed in six New England hardwood and conifer forest stands, Yao et al. [92] explained 66% of the observed variability in G, with an RMSE% value of 15.24% and 85% of the variability observed in W, with an RMSE% of 10.69%; Skowronska et al. [51] reported RMSE% values for CBD and CFL estimates of 18.48% and 15.68%, respectively, in wildfire-prone stands in the New Jersey Pinelands; Torralba et al. [82] explained 70% of the observed variability in W with an RMSE% of 21% in Mediterranean forests using TLS-metrics obtained with a single scan similar to those used in this study; in a study of 40 plots in mature P. sylvestris forests in Spain, Molina-Valero et al. [93] estimated G from a single scan with an RMSE% of 21.84%, and explained 73% of the observed variability.

Regarding the MARS models for estimating surface fuel loads (WLFH, Wdebris and Wshrub), the explained variability is very similar, varying between 34.62% for Wshrub and
36.53% for \( W_{\text{debris}} \), although the RMSE% values are very different (11.96% for \( W_{\text{LFH}} \); 97.07% for \( W_{\text{debris}} \) and 44.51% for \( W_{\text{shrub}} \)), as a consequence of the large variability observed in the \( W_{\text{debris}} \) load, especially in the heavily thinned plots.

Most studies estimating shrub biomass using TLS data have focused on reconstructing the shrub shape from the point cloud, either by piecewise approximation of the volume or by voxelization [30,34,36,37]. Studies that use TLS to predict the biomass distribution of shrub and other fuel layers without reconstructing shapes from the returns are scarce. For example, Chen et al. [21] developed a predictive model to estimate surface fuel loads in south-eastern Australian Eucalyptus forests, including the topography and previous fire disturbance as possible independent variables. The best model explained 89% of the observed variability, with litter depth obtained via TLS data, the number of years since the last fire, canopy density obtained with ALS data, and plot elevation as independent variables; when ALS and topographic variables were not considered, the amount of observed variability explained was reduced to 69%. Wallace et al. [94] explained 74% (RMSE% = 16.3%) of the observed variability in aboveground surface biomass in eucalypt-dominated lowland forests and 50% (RMSE% = 41.2%) in floodplain riparian forests in Victoria (Australia) using TLS data. Alonso-Rego et al. [32] developed an equation system for estimating size-disaggregated shrub and litter fuel loads for four treeless shrub communities in Galicia (NW Spain), using metrics derived from a single TLS scan with an RMSE% of 30.55% for \( W_{\text{LFH}} \) and 9.50% for \( W_{\text{shrub}} \). Li et al. [95] obtained a model that explained 69% of the shrub layer biomass in temperate mixed broadleaf–conifer forest in Jilin Province (China), using TLS-derived shrub volume.

3.2. Models Based on ALS-Derived Metrics

The goodness-of-fit statistics of the best models obtained with the three different modeling approaches are shown in Table 5. Similar to the models based on TLS metrics, MARS and SVS approaches outperformed the RF approach. Taking these results into account, and to facilitate comparison between those models with different metrics (TLS vs. ALS), the discussion below only considers the MARS model statistics.

As with models based on TLS metrics, the accuracy of estimates from models based on ALS metrics varied greatly, depending on the dependent variable analyzed. For variables related to tree or shrub height, the explained variability was very similar to that obtained with the TLS models for \( \tilde{h} \) (89.16%; RMSE% = 6.53%), and \( H \) (93.07%; RMSE% = 5.46%); it was much higher for CBH (84.57%; RMSE% = 9.79%) and FSG (85.15%; RMSE% = 10.47%); and much lower in the case of \( \tilde{h}_{\text{shrub}} \) (32.01%; RMSE% = 51.22%), probably due to the difficulty in adequately characterizing the understory in dense forests using low-density LiDAR data collected from an airborne platform [23,96]. Comparative studies show that ALS yields more accurate canopy-height estimations than TLS [41,97], while TLS yields a more accurate characterization of the understory vegetation [19,98].

Regarding the variables related to overstory volume or biomass, the models based on ALS metrics were similar to those based on TLS metrics for \( G \) (\( R^2 = 0.4939; \) RMSE% = 19.18%) and much better for the other variables (\( V - R^2 = 0.6599; \) RMSE% = 19.80%; \( W - R^2 = 0.6452; \) RMSE% = 19.14%; \( \text{CFL} - R^2 = 0.5203; \) RMSE% = 18.63%; and \( \text{CBD} - R^2 = 0.5587; \) RMSE% = 25.26%). For surface fuel loads, model estimates based on ALS metrics were slightly more accurate for \( W_{\text{debris}} \) (\( R^2 = 0.4069; \) RMSE% = 93.84%) and \( W_{\text{shrub}} \) (\( R^2 = 0.4796; \) RMSE% = 39.71%) and much worse for \( W_{\text{LFH}} \) (\( R^2 = 0.1049; \) RMSE% = 14.03%). As with models based on TLS metrics, in the case of the latter variable, the RMSE% was low, despite the fact that a very low amount of the variability was explained by the model (\( \approx 10\% \)) due to the low variability of litter fuel load in the 68 plots analyzed; by contrast, in the case of debris fuel load, the RMSE% was very high due to the high variability observed in the plots, especially in the heavily thinned plots.
Table 5. Goodness-of-fit statistics of the models fitted using the three different approaches, considering ALS-derived metrics as independent variables. MARS = multivariate adaptive regression splines; SVM = support vector machine with linear (SVM-L), radial (SVM-R) or polynomial (SVM-P) kernels; and RF = random forest. The best results for each dependent variable are highlighted in bold.

| Surface Fire-Related Variables | Variable          | Statistic | MARS | SVM-L | SVM-R | SVM-P | RF  |
|-------------------------------|-------------------|-----------|------|-------|-------|-------|-----|
|                               | h<sub>shrub</sub> (cm) | R<sup>2</sup> | 0.3201 | 0.3144 | 0.4246 | 0.4185 | 0.2758 |
|                               |                   | RMSE(%)   | 51.22 | 51.44 | **47.12** | 47.37 | 52.86 |
|                               | FSG (m)           | R<sup>2</sup> | 0.8551 | 0.7924 | 0.7310 | **0.8624** | 0.7811 |
|                               |                   | RMSE(%)   | 10.47 | 12.53 | 14.27 | **10.20** | 12.87 |
|                               | W<sub>debris</sub> (Mg ha<sup>-1</sup>) | R<sup>2</sup> | 0.4069 | 0.3794 | 0.3874 | 0.3244 | 0.3027 |
|                               |                   | RMSE(%)   | 93.84 | 95.99 | 95.37 | 100.15 | 101.75 |
|                               | W<sub>LH</sub> (Mg ha<sup>-1</sup>) | R<sup>2</sup> | 0.1049 | 0.1556 | 0.1346 | **0.1750** | -   |
|                               |                   | RMSE(%)   | 14.03 | 13.63 | 13.80 | **13.47** | -   |
| Canopy fire-related variables | W<sub>shrub</sub> (Mg ha<sup>-1</sup>) | R<sup>2</sup> | 0.4796 | 0.4020 | 0.4514 | 0.4333 | 0.4542 |
|                               |                   | RMSE(%)   | 39.71 | 42.56 | 40.77 | 41.44 | 40.67 |
| Stand variables               | h (m)             | R<sup>2</sup> | **0.8916** | 0.8457 | 0.8197 | 0.8455 | 0.8381 |
|                               |                   | RMSE(%)   | 6.53  | 7.80  | 8.43  | 7.80   | 7.98 |
|                               | CBH (m)           | R<sup>2</sup> | 0.8457 | 0.8574 | 0.8381 | **0.8625** | 0.8141 |
|                               |                   | RMSE(%)   | 9.79  | 9.41  | 10.03 | **9.25** | 10.75 |
|                               | CFL (kg m<sup>-2</sup>) | R<sup>2</sup> | **0.5203** | 0.4167 | 0.3959 | 0.3985 | 0.3285 |
|                               |                   | RMSE(%)   | **18.63** | 20.55 | 20.91 | 20.87 | 22.05 |
|                               | CBD (kg m<sup>-3</sup>) | R<sup>2</sup> | 0.5587 | 0.4677 | 0.4412 | **0.5727** | 0.4590 |
|                               |                   | RMSE(%)   | 25.26 | 27.74 | 28.45 | **24.84** | 27.95 |

All these goodness-of-fit values are within the range previously reported for low-density LiDAR data and forests of similar characteristics. For example, for pure P. radiata forests, the V models developed by González-Ferreiro et al. [10] yielded an RMSE% of 30.4% for LIDAR data, with a density of 0.5 first-returns/m<sup>2</sup> and 24.98% for 8 first-returns/m<sup>2</sup>; the AGB models used by the same authors yielded RMSE% values of 26.77% for 0.5 first-returns/m<sup>2</sup> and 23.73% for 8 first-returns/m<sup>2</sup>. Using the same data and applying a hybrid approach based on the combined use of multiple linear regression (MLR) and a genetic algorithm to select the best set of independent variables, García-Gutiérrez et al. [99] reported
RMSE% values of 23.03% and 21.29% for G models, using LiDAR data with densities of 0.5 and 8 first-returns/m², respectively; 27.24% and 24.63% for V models fitted to LiDAR data sets of 0.5 and 8 first-returns/m², respectively; and for W models, RMSE% values of 26.77% for 0.5 first-returns/m² and 24.04% for a laser pulse density of 8 first-returns/m².

In a study in *P. radiata* forest in Galicia, González-Ferreiro et al. [11] obtained RMSE% values of 6.94% for $\bar{h}$; 7.13% for CBH; 12.40% for CFL; and 21.85% for CBD with LiDAR data with a density of 0.5 first-returns/m². In a study of a network of thinning trials in 4 pure and even-aged *P. pinaster* stands in Asturias (NW Spain), Hevia et al. [14] obtained RMSE% values for $\bar{h}$, H and CBH of the same order as those obtained in this study (5.22; 6.50 and 8.43%, respectively), although the results were much better for fuel load variables (8.09% for CFL and 9.78% for CBD); however, LiDAR data density was also much higher (8–16 first-returns/m²) than that used in this study. Jiménez et al. [100] developed models for estimating stand variables in *P. pinaster* and *P. radiata* forests in Galicia, using a combination of PNOA LiDAR data and LANDSAT-ETM data in plots of the Fourth Spanish National Forest Inventory (4-SNFI) obtaining RMSE% values for G of 41. 62% for *P. pinaster* and 27.64% for *P. radiata*; the H values were 6.31 and 11.76%, respectively, for the same species; for crown biomass, the values were 42.86 and 26%, respectively, and for stem biomass, 46.92 and 23.99%, respectively. When also using 4-SNFI data and PNOA LiDAR data, González-Ferreiro et al. [12] obtained RMSE% values for the estimation of CFL of 44.35% for *P. radiata* and 45.39% for *P. pinaster*. In a study of *P. pinaster* and *P. radiata* forests in north-western Spain using machine learning approaches, Novo-Fernández et al. [101] obtained RMSE% values for estimating V of 37.95 and 37.23%, respectively, and 38.51 and 38.27%, respectively, for estimating W from data of the 4-SNFI and the same PNOA LiDAR data used in this study.

### 3.3. MARS Models Combining TLS- and ALS-Derived Metrics

The mathematical expressions of MARS models obtained using TLS metrics, ALS metrics, and both, combined as independent variables for estimating surface fire-related variables, canopy fire-related variables and stand variables are shown in Tables A1–A3, respectively (see Appendix A). The combination of ALS and TLS metrics improved the predictive ability of models based on a unique metric type in all cases except for $\bar{h}$shrub and $W_{\text{shrub}}$, as shown by the values of the goodness-of-fit statistics (Table 6) for each set of metrics (TLS, ALS, and TLS + ALS). Improved accuracy of estimates is particularly important for those variables related to overstory volume or biomass, with RMSE reductions of 7.56% for CFL; 9.21% for V; 9.52% for CBD; and 10.72% for G.

**Table 6.** Goodness-of-fit statistics of the models fitted, using the three different sets of metrics (TLS, ALS and TLS + ALS) as independent variables.

| Variable          | Statistic | Statistic | Statistic |
|-------------------|-----------|-----------|-----------|
|                   | TLS-Data  | ALS-Data  | TLS + ALS-Data |
| $\bar{h}_{\text{shrub}}$ (cm) | $R^2$ | 0.5308 | 0.3201 | 0.5308 |
|                   | RMSE(%)   | 42.55 | 51.22 | 42.55 |
| FSG (m)           | $R^2$ | 0.7662 | 0.8551 | 0.8987 |
|                   | RMSE(%)   | 13.30 | 10.47 | 8.75 |
| $W_{\text{debris}}$ (Mg ha$^{-1}$) | $R^2$ | 0.3653 | 0.4069 | 0.4894 |
|                   | RMSE(%)   | 97.07 | 93.84 | 87.06 |
| $W_{\text{LFH}}$ (Mg ha$^{-1}$) | $R^2$ | 0.3496 | 0.1049 | 0.4311 |
|                   | RMSE(%)   | 11.96 | 14.03 | 11.19 |
| $W_{\text{shrub}}$ (Mg ha$^{-1}$) | $R^2$ | 0.3462 | 0.4796 | 0.3462 |
|                   | RMSE(%)   | 44.51 | 39.71 | 44.51 |
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| Variable   | Statistic | TLS-data | ALS-data | TLS+ALS-data |
|------------|-----------|----------|----------|--------------|
| $h$ (m)    | $R^2$     | 0.9250   | 0.8916   | 0.9343       |
|            | RMSE(%)   | 5.43     | 6.53     | 5.08         |
| CBH (m)    | $R^2$     | 0.7715   | 0.8457   | 0.8683       |
|            | RMSE(%)   | 11.92    | 9.79     | 9.05         |
| CFL (kg m$^{-2}$) | $R^2$ | 0.4235   | 0.5203   | 0.5899       |
|            | RMSE(%)   | 20.42    | 18.63    | 17.22        |
| CBD (kg m$^{-3}$) | $R^2$ | 0.5135   | 0.5587   | 0.6383       |
|            | RMSE(%)   | 26.54    | 25.26    | 22.86        |

Stand variables

| Variable | Statistic | TLS-data | ALS-data | TLS+ALS-data |
|----------|-----------|----------|----------|--------------|
| $H$ (m)  | $R^2$     | 0.9324   | 0.9307   | 0.9425       |
|          | RMSE(%)   | 5.39     | 5.46     | 4.97         |
| $G$ (m$^2$ ha$^{-1}$) | $R^2$ | 0.5187   | 0.4939   | 0.6163       |
|          | RMSE(%)   | 18.7     | 19.18    | 16.70        |
| $V$ (m$^3$ ha$^{-1}$) | $R^2$ | 0.5865   | 0.6599   | 0.7197       |
|          | RMSE(%)   | 21.84    | 19.80    | 17.98        |
| $W$ (Mg ha$^{-1}$)  | $R^2$    | 0.5607   | 0.6452   | 0.6512       |
|          | RMSE(%)   | 21.29    | 19.14    | 18.97        |

These results were expected as these variables are strongly related to canopy size, and its vertical and horizontal distribution and the combination of ALS-derived metrics (considering zenith angle) and ground-based TLS-derived metrics provides much more complete information regarding spatial structure [102]. The models developed for estimating $W_{LFH}$ and $W_{debris}$ that were fitted using metrics from both sensors also showed RMSE reductions of 6.47 and 7.22%, respectively.

The relative importance of each independent variable for the best-fit models is shown in Figure 2. The importance of each variable was estimated on the basis of the RMSE reduction that incorporation in the model implies, assuming that the other independent variables are already included in the model.

Figure 2. Cont.
Figure 2. Relative importance of independent variables for the best-fit models for estimating surface fire-related variables (upper), canopy fire-related variables (middle) and stand variables (lower), respectively. The values were estimated from the RMSE reduction that the incorporation of each variable in the model implies, assuming that the other independent variables were already included in the model.

Overall, the percentile metrics of both ALS and TLS data sets were the variables that contribute most to the variability explained by the models, especially for those dependent variables related to height ($h_{shrub}$, $h_f$, FSG, CBH and H). However, as expected, in the case of variables related to fuel loads, metrics related to profile shape (skewness, interquartile distance, L-moments, or the shape parameter of the Weibull distribution) or to the horizontal distribution of the point cloud (TLSP$_{A2m_max}$ or TLSP$_{B2m_max}$) contributed significantly to the reduction of RMSE values. These results were similar to those obtained in multiple studies that used metrics instead of reconstructing 3D structures, especially in the case of ALS point clouds [41,101,103–105].

For all models fitted using TLS-derived metrics, except those related to variables associated with surface fuels ($h_{shrub}$, $W_{debris}$, $W_{LFH}$ and $W_{shrub}$), the estimates were species-
dependent, i.e., the species-related logical variable \( I_{sp} \) appeared as a significant independent variable alone and/or modulating the effect of other independent variables. However, this logical variable was not part of the adjusted models using ALS-derived metrics, except in the case of \( H \). By combining both metrics, the species-related logical variable only affected the estimates of the dominant height model. These results were consistent with differences in the resolution and spatial coverage of each LiDAR platform, conditioned by point density and scan positions that affect occlusions, limiting their ability to characterize different canopy zones [49,53]. TLS measures the forest from below (i.e., upward), producing high-resolution data that provide a detailed characterization of the differences in the vertical structure of the stands of these two species, especially in the lower canopy. On the other hand, the low-density ALS used has much lower resolution, and the downward view of the forest leads to many more occlusions and hinders characterization of the lower canopy. Therefore, the greater variability in the TLS point cloud metrics is driven by the inclusion of a species-related factor in the models. In the case of the dominant height models, even the low-density ALS used allows the upper crown structure to be characterized in great detail, which, when combined with the remarkable differences in \( H \) between species in the dataset used (16.42 m and 22.39 m for \( P. \) pinaster and \( P. \) radiata, respectively), results in a great variability of the upper percentiles that is driven by the inclusion of the logical variable affecting the species. Despite the differences in point density of the sensors, models fitted for this variable yielded very similar goodness-of-fit statistics, explaining almost 93% of the observed variability. Similar results have already been reported in benchmarking studies [19,45,98]. The species-independent nature of the fitted models, based on ALS-derived metrics, enables the construction of estimation maps without pre-stratification according to pine species or the added use of classification models using remote sensing data, which could increase the uncertainty of the estimates.

Finally, Figure A1 (Appendix A) shows the scatter plots of observed versus predicted values, obtained with the best-fitting models for estimating surface and canopy fire-related and stand variables. These graphs do not show any evident trends indicating under- or over-estimation biases for any of the dependent variables analyzed. In addition, no anomalous trends were observed in the models fitted only with ALS- or TLS-derived metrics (graphs not included).

4. Conclusions

Rational decision-making related to the management of forest fuels to reduce fire risk and regarding the best alternatives to fight fires, based on predicted fire behavior, must be based on objective and reliable characterization of the variables related to the initiation and spread of forest fires, i.e., surface and, especially, crown fires.

The results obtained in this study indicated that the use of metrics obtained from both low-density ALS and single-scan TLS surveys shows promise for characterizing the main surface and canopy fuel variables related to fire risk. However, each platform has trade-offs, which, unsurprisingly, affect the models’ estimations. ALS captures the vegetation structure from above, providing a higher level of detail in the upper canopy and declining accuracy in representing canopy characteristics with increasing canopy depth, especially for species with dense canopies, such as those analyzed here, and with the low-density ALS used in the study. Conversely, TLS captures the vegetation structure from below, providing high-resolution data on the internal characteristics of canopy structural diversity and understory vegetation. However, TLS data are less reliable for estimating upper canopy variables due to occlusion by mid-canopy foliage.

Combining the advantages of both sensors by integrating both sets of metrics as predictor variables in the models yielded an overall improvement in the accuracy of the estimates, clearly indicating the potential of integrating ALS and TLS systems in forest inventories.

Models were developed in this study by integrating independently derived ALS and TLS metrics, without the need to combine both point clouds by complex post-processing methods; however, the combination of these metrics would enable permanent 3D character-
ization of the forest structure when required, enabling very accurate subsequent analyses and even characterizing variables not previously considered.
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Appendix A

Table A1. Mathematical expression of the MARS models fitted using the three different sets of metrics (TLS, ALS and TLS + ALS) as independent variables for estimating surface fire-related variables.

| Variable | Metrics | Model |
|----------|---------|-------|
| \( \hat{h}_{\text{shrub}} \) (m) | TLS | \( \hat{h}_{\text{shrub}} = 18.36 - 572.09 \cdot (0.11 - \text{TLS}_{95}) + 38.67 \cdot (1.81 - \text{TLS}_{95}) + 8.23 \cdot (\text{TLS}_{95} - 15.39) + 0.11 \cdot (15.39 - \text{TLS}_{95}) - \text{TLS}_{95} \cdot 2.69_{\text{max}} \) |
| | ALS | \( \hat{h}_{\text{shrub}} = 56.18 - 343.89 \cdot (0.29 - \text{ALS}_{95}) + 148.79 \cdot (\text{ALS}_{95} - 0.59) \) |
| | TLS + ALS | The inclusion of ALS metrics does not improve the goodness-of-fit statistics of the model using only TLS metrics |
| | TLS | \( \text{FSG} = 11.08 - 1.13 \cdot \text{TLS}_{95} \cdot 0.92 \cdot (15.39 - \text{TLS}_{95}) + 2.11 \cdot (\text{TLS}_{95} - 15.39) - 0.66 \cdot \text{TLS}_{95} \cdot 15.39 \) |
| | FSG (m) | ALS | \( \text{FSG} = 6.26 + 1.77 \cdot (\text{ALS}_{95} - 0.09) + 2.51 \cdot (\text{ALS}_{95} - 1.67) + 0.79 \cdot (\text{ALS}_{95} - 9.46) - 0.053 \cdot \text{ALSP}_{\text{max}} \cdot \text{ALS}_{95} - 1.77 \) |
| | | TLS + ALS | \( \text{FSG} = 8.86 - 1.01 \cdot (5.11 - \text{TLS}_{95}) + 4.41 \cdot (\text{ALS}_{95} - 2.19) + 0.65 \cdot (\text{ALS}_{95} - 8.77) - 0.93 \cdot (8.12 - \text{ALS}_{95}) \) |
| | | TLS | \( W_{\text{debris}} = 36.99 - 88.39 \cdot (\text{TLS}_{95} - 0.18) - 43.42 \cdot (0.87 - \text{TLS}_{95}) + 4.80 \cdot (\text{TLS}_{95} - 8.75) + 7.01 \cdot (\text{TLS}_{95} - 13.50) - \text{TLS}_{95} \) |
| | | ALS | \( W_{\text{debris}} = 8.51 + 219.67 \cdot (\text{ALS}_{95} - 0.09) + 10.66 \cdot (3.99 - \text{ALS}_{95}) - 19.18 \cdot (14.83 - \text{ALS}_{95}) + 17.30 \cdot (16.12 - \text{ALS}_{95}) \) |
| | | TLS + ALS | \( W_{\text{debris}} = 11.40 - 6.14 \cdot (6.63 - \text{TLS}_{95}) + 15.18 \cdot (5.17 - \text{TLS}_{95}) - 8.43 \cdot (6.70 - \text{ALS}_{95}) + 0.65 \cdot (42.15 - \text{TLS}_{95}) - \text{TLS}_{95} \) |
Table A1. Cont.

### Surface Fire-Related Variables

| Variable          | Metrics | Model |
|-------------------|---------|-------|
| $W_{LH}$ (Mg ha$^{-1}$) | TLS     | $W_{LH} = 31.17 + 0.11 \cdot (TLS_{P2,\text{mean}} - 12.32)$ |
|                   | ALS     | $W_{LH} = 31.68 - 8.10 \cdot (ALSh_{\text{var}})$ |
|                   | TLS + ALS | $W_{LH} = 35.14 - 15.30 \cdot (0.34 - \text{TLS}_{\text{ratio}})$ |
|                   |         | $-12.46 \cdot (\text{TLS}_{10} - 0.80) + 15.03 \cdot (\text{TLS}_{15} - 1.63)$ |
|                   |         | $-3.26 \cdot (1.23 - \text{TLS}_{\text{mean}}) \cdot \text{ALS}_{\text{Ratio}}$ |
| $W_{\text{shrub}}$ (Mg ha$^{-1}$) | TLS     | $W_{\text{shrub}} = 7.94 + 5.82 \cdot (\text{TLS}_{\text{ratio}} - 0.68)$ |
|                   | ALS     | $W_{\text{shrub}} = 5.86 + 32.17 \cdot (-0.18 - \text{ALS}_{\text{Ratio}})$ |
|                   | TLS + ALS | $W_{\text{shrub}} = 6.98 + 22.77 \cdot (-0.95 - \text{ALS}_{\text{Ratio}})$ |
|                   |         | $+0.04 \cdot (\text{TLS}_{\text{Ratio}} - 0.11) \cdot \text{TLS}_{\text{Mean}}$ |
|                   |         | $+0.43 \cdot (6.98 - \text{ALS}_{\text{Ratio}}) \cdot \text{ALS}_{\text{Ratio}}$ |

The inclusion of TLS metrics does not improve the goodness-of-fit statistics of the model using only ALS metrics.

Table A2. Mathematical expression of the MARS models, fitted using the three different sets of metrics (TLS, ALS and TLS + ALS) as independent variables for estimating canopy fire-related variables.

| Variable | Metrics | Model |
|----------|---------|-------|
| $\overline{h}$ (m) | TLS | $\overline{h} = 13.30 - 1.12 \cdot (12.31 - \text{TLS}_{\text{Ratio}})$ |
|          | ALS | $\overline{h} = 20.93 - 0.95 \cdot (22.77 - \text{ALS}_{\text{Ratio}})$ |
|          | TLS + ALS | $\overline{h} = 13.46 - 1.23 \cdot (12.31 - \text{TLS}_{\text{Ratio}})$ |
|          |         | $+0.96 \cdot (\text{TLS}_{\text{Ratio}} - 12.31) + 0.10 \cdot (\text{ALS}_{\text{Ratio}} - 15.23)$ |
|          |         | $+0.04 \cdot (\text{TLS}_{\text{Ratio}} - 12.31) \cdot (\text{TLS}_{\text{Max}} - 24.56) \cdot \text{I}_p$ |
| CBH (m)  | TLS | $\text{CBH} = 12.64 - 1.14 \cdot \text{I}_p - 0.09 \cdot (3.86 - \text{TLS}_{\text{Max}})$ |
|          | ALS | $\text{CBH} = 9.64 - 0.34 \cdot (\text{ALS}_{\text{Mean}} - 1.76)$ |
|          | TLS + ALS | $\text{CBH} = 7.89 + 1.05 \cdot (\text{TLS}_{\text{Ratio}} - 3.49)$ |
|          |         | $+5.11 \cdot (-0.19 - \text{ALS}_{\text{Ratio}}) + 0.45 \cdot (\text{ALS}_{\text{Ratio}} - 9.21)$ |
|          |         | $-0.39 \cdot (11.10 - \text{ALS}_{\text{Ratio}})$ |
| CFL (kg m$^{-2}$) | TLS | $\text{CFL} = 1.39 - 0.39 \cdot (-0.58 - \text{TLS}_{\text{Mean}})$ |
|          | ALS | $\text{CFL} = 0.77 + 0.02 \cdot (\text{ALS}_{\text{Max}} - 4.96)$ |
|          | TLS + ALS | $\text{CFL} = 1.31 - 0.03 \cdot (30.55 - \text{TLS}_{\text{Ratio}})$ |
|          |         | $-0.11 \cdot (16.55 - \text{TLS}_{\text{Ratio}}) - 3.75 \cdot (\text{ALS}_{\text{Mean}} - 0.17)$ |
|          |         | $+0.01 \cdot (\text{ALS}_{\text{Ratio}} - 40.04)$ |
Table A2. Cont.

| Variable | Metrics | Model |
|----------|---------|-------|
| **Canopy Fire-Related Variables** |         |       |
| TLS      | CBD     | CBD = 0.21 – 0.061·I_g – 0.0053·(30.55 – TLSP_{12m,max}) – 0.046·(10.48 – TLSh_{99}) + 0.008·(TLSh_{99} – 10.48) |
| ALS      | CBD     | CBD = 0.13 – 0.47·(ALSh_{1-CV} – 0.11) + 0.025·(ALSP_{Ahmean} – 53.35) – 0.022·(0.11 – ALSh_{1-CV})·ALSP_{Ahmode} – 0.001·(ALSP_{Ahmean} – 53.55)·ALSh_{99} |
| TLS + ALS | CBD    | CBD = 0.12 + 2.79·(0.11 – ALSh_{1-CV}) + 0.007·(ALSP_{Ahmean} – 53.35) – 0.017·(30.55 – TLSP_{12m,max})·(1.58 – ALSh_{MAD – medium}) – 0.001·(30.55 – TLSP_{12m,max})·(ALSP_{Ahmean} – 53.55) – 0.001·(ALSP_{Ahmean} – 53.55)·ALSh_{99} |

Table A3. Mathematical expression of the MARS models, fitted using the three different sets of metrics (TLS, ALS and TLS + ALS) as independed variables for estimating stand variables.

| Variable | Metrics | Model |
|----------|---------|-------|
| **Stand Variables** |         |       |
| TLS      | H       | H = 18.56 + 8.94·I_g – 1.12·(15.96 – TLSh_{99}) – 0.15·TLSP_{Ahmean}·I_g + 0.03·TLSh_{max}·(TLSh_{99} – 15.96) |
| ALS      | H       | H = 14.88 – 0.61·(10.93 – ALSh_{99}) + 1.14·(ALSh_{99} – 13.74) + 1.15·(35.70 – ALSP_{Ahmean})·ALSh_{1-CV} + 0.03·ALSP_{Ahmode}·(12.28 – ALSh_{99})·I_g |
| TLS + ALS | H     | H = 18.75 + 7.76·I_g – 1.17·(15.96 – TLSh_{99}) + 0.75·(ALSh_{99} – 17.34) – 0.13·TLSP_{Ahmean}·I_g |
| TLS      | G       | G = 53.05 – 12.20·I_g – 1.41·(28.37 – TLSP_{12m,max}) – 12.03·(-0.35 – TLSh_{99}) – 8.35·(10.48 – TLSh_{99}) + 3.42·(TLSh_{99} – 10.48) |
| ALS      | G       | G = 21.83 + 0.96·(ALSh_{99} – 10.02) – 13.52·(2.24 – ALSh_{99}) + 0.90·(15.23 – ALSh_{99}) + 0.46·(ALSP_{14m} – 49.60) |
| TLS + ALS | G     | G = 24.90 – 15.55·(0.64 – TLSh_{99}) – 8.94·(3.44 – ALSP_{14m}) + 10.47·(2.70 – ALSh_{MAD – mode}) + 1.33·(ALSh_{1m} – 1.68) + 0.69·(ALSP_{Ahmean} – 40.04) |
| TLS      | V       | V = 347.82 – 65.26·I_g – 11.61·(28.37 – TLSP_{12m,max}) – 33.65·(TLSh_{99} – 14.19) – 46.29·(14.78 – TLSh_{99}) |
| ALS      | V       | V = 176.76 + 16.15·(ALSP_{Ahmode} – 10.02) – 26.49·(3.76 – ALSh_{1m}) + 3.97·(ALSP_{14m} – 53.21) + 1.47·(ALSP_{Ahmean} – 53.21) + 48.77·(ALSP_{Ahmode} – 48.77) |
| TLS + ALS | V     | V = 385.23 – 10.92·(30.55 – TLSP_{12m,max}) – 28.06·(18.63 – TLSh_{99}) + 22.62·(ALSP_{Ahmode} – 10.02) – 575.74·(ALSh_{1-CV} – 0.08) – (ALSh_{10} – 9.21) |
| TLS      | W       | W = 216.79 – 43.98·I_g – 5.86·(28.37 – TLSP_{12m,max}) – 24.18·(15.96 – TLSh_{99}) + 15.53·(TLSh_{99} – 15.96) |
| ALS      | W       | W = 92.24 + 4.69·(ALSh_{Ahmode} – 10.02) + 2.58·(ALSP_{14m} – 49.60) + 110.67·(ALSh_{Ahmode} – 10.02) + 0.20·(ALSP_{Ahmode} – 49.60) + 2.76·(ALSh_{1-D}) |
| TLS + ALS | W     | W = 105.02 – 49.55·(0.64 – TLSh_{99}) + 8.73·(ALSh_{Ahmode} – 10.02) – 12.03·(ALSh_{Ahmode} – 3.76) + 1.61·(ALSP_{Ahmode} – 49.59) |
Figure A1. Cont.
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Figure A1. Plots of observed versus predicted values with the best-fitted models for estimating surface and canopy fire-related and stand variables. The red line represents the linear relationship between the two types of values.

References

1. Andrews, P.L. BEHAVE: Fire Behavior Prediction and Fuel Modeling System: BURN Subsystem, Part 1; US Department of Agriculture, Forest Service, Intermountain Research Station: Ogden, UT, USA, 1986.

2. Finney, M.A. FARSITE: Fire Area Simulator-Model Development and Evaluation; Res. Pap. RMRS-RP-4, Revised 2004; US Department of Agriculture, Forest Service, Rocky Mountain Research Station: Ogden, UT, USA, 1998; Volume 47, p. 4.

3. Finney, M.A. An overview of FlamMap fire modeling capabilities. In Proceedings of the Fuels Management-How to Measure Success: Conference Proceedings, Portland, OR, USA, 28–30 March 2006; Andrews, P.L., Butler, B.W., Eds.; Proceedings RMRS-P-41. US Department of Agriculture, Forest Service, Rocky Mountain Research Station: Fort Collins, CO, USA, 2006; pp. 213–220.

4. Arellano-Pérez, S.; Castedo-Dorado, F.; López-Sánchez, C.; González-Ferreiro, E.; Yang, Z.; Díaz-Varela, R.; Álvarez-González, J.; Vega, J.; Ruiz-González, A. Potential of Sentinel-2A Data to Model Surface and Canopy Fuel Characteristics in Relation to Crown Fire Hazard. Remote Sens. 2018, 10, 1645. [CrossRef]

5. Hawbaker, T.J.; Keuler, N.S.; Lesak, A.A.; Gobakken, T.; Contrucci, K.; Radeloff, V.C. Improved estimates of forest vegetation structure and biomass with a LiDAR-optimized sampling design. J. Geophys. Res. Biogeosciences 2009, 114. [CrossRef]

6. Maltamo, M.; Næsset, E.; Vauhkonen, J. Forestry applications of airborne laser scanning. Concepts and case studies. Manag. For. Ecosyst. 2014, 27, 460.

7. Liang, X.; Kankare, V.; Hyyppä, J.; Wang, Y.; Kukko, A.; Haggrén, H.; Yu, X.; Kaartinen, H.; Jaakkola, A.; Guan, F. Terrestrial laser scanning in forest inventories. ISPRS J. Photogramm. Remote Sens. 2016, 115, 63–77. [CrossRef]

8. Liang, X.; Hyyppä, J.; Kaartinen, H.; Lehtomäki, M.; Pyörälä, J.; Pfeifer, N.; Holopainen, M.; Brolly, G.; Francesco, P.; Hackenberg, J. International benchmarking of terrestrial laser scanning approaches for forest inventories. ISPRS J. Photogramm. Remote Sens. 2018, 144, 137–179. [CrossRef]

9. Gale, M.G.; Cary, G.J.; Van Dijk, A.L.; Yebra, M. Forest fire fuel through the lens of remote sensing: Review of approaches, challenges and future directions in the remote sensing of biotic determinants of fire behaviour. Remote Sens. Environ. 2021, 255, 112282. [CrossRef]

10. González-Ferreiro, E.; Diéguez-Aranda, U.; Miranda, D. Estimation of stand variables in Pinus radiata D. Don plantations using different LiDAR pulse densities. Foresty 2012, 85, 281–292. [CrossRef]

11. González-Ferreiro, E.; Diéguez-Aranda, U.; Crecente-Campo, F.; Barreiro-Fernández, L.; Miranda, D.; Castedo-Dorado, F. Modelling canopy fuel variables for Pinus radiata D. Don in NW Spain with low-density LiDAR data. Int. J. Wildland Fire 2014, 23, 350–362.

12. González-Ferreiro, E.; Arellano-Pérez, S.; Castedo-Dorado, F.; Hevia, A.; Vega, J.A.; Vega-Nieva, D.; Álvarez-González, J.G.; Ruiz-González, A.D. Modelling the vertical distribution of canopy fuel load using national forest inventory and low-density airborne laser scanning data. PLoS ONE 2017, 12, e0176114. [CrossRef]

13. Hermosilla, T.; Ruiz, L.A.; Kazakova, A.N.; Coops, N.C.; Moskal, L.M. Estimation of forest structure and canopy fuel parameters from small-footprint full-waveform LiDAR data. Int. J. Wildland Fire 2013, 23, 224–233. [CrossRef]

14. Hevia-Cabal, A.; Álvarez-González, J.G.; Ruiz Fernández, E.; Prendes, C.; Ruiz González, A.D.; Majada, J.; González-Ferreiro, E. Modelling canopy fuel and forest stand variables and characterizing the influence of thinning in the stand structure using airborne LiDAR. Rev. Teledetección 2016, 45, 41–55.
15. Kelly, M.; Su, Y.; Di Tommaso, S.; Fry, D.L.; Collins, B.M.; Stephens, S.L.; Guo, Q. Impact of Error in Lidar-Derived Canopy Height and Canopy Base Height on Modeled Wildfire Behavior in the Sierra Nevada, California, USA. Remote Sens. 2018, 10, 10. [CrossRef]

16. Botequim, B.; Fernandes, P.M.; Borges, J.G.; González-Ferreiro, E.; Guerra-Hernández, J. Improving silvicultural practices for Mediterranean forests through fire behaviour modelling using LiDAR-derived canopy fuel characteristics. Int. J. Wildland Fire 2019, 28, 823–839. [CrossRef]

17. Ruiz, L.A.; Crespo-Peremarch, P.; Torralba, J. Modelling canopy fuel properties and understory vegetation with full-waveform LiDAR. In Proceedings of the International Conference on Smart Geoinformatics Applications (ICSGA 2021), Prince of Songkla University, Phuket, Thailand, 24–25 February 2021.

18. Chamberlain, C.P.; Meador, A.J.S.; Thode, A.E. Airborne lidar provides reliable estimates of canopy base height and canopy bulk density in southwestern ponderosa pine forests. For. Ecol. Manag. 2021, 481, 118695. [CrossRef]

19. Hilker, T.; van Leeuwen, M.; Coops, N.; Wulder, M.A.; Newnham, G.; Jupp, D.; Culvenor, D. Comparing canopy metrics derived from terrestrial and airborne laser scanning in a Douglas-fir dominated forest stand. Trees 2010, 24, 819–832. [CrossRef]

20. White, J.C.; Coops, N.C.; Wulder, M.A.; Vastaranta, M.; Hilker, T.; Tompalski, P. Remote sensing technologies for enhancing forest inventories: A review. Can. J. Remote Sens. 2016, 42, 619–641. [CrossRef]

21. Chen, Y.; Zhu, X.; Yebras, M.; Harris, S.; Tapper, N. Development of a predictive model for estimating forest surface fuel load in Australian eucalypt forests with LiDAR data. Environ. Model. Softw. 2017, 97, 61–71. [CrossRef]

22. Bright, B.C.; Hudak, A.T.; Meddens, A.J.; Hawbaker, T.J.; Briggs, J.S.; Kennedy, R.E. Prediction of forest canopy and surface fuels from lidar and satellite time series data in a dark beetle-affected forest. Forests 2017, 8, 322. [CrossRef]

23. Campbell, M.J.; Dennison, P.E.; Hudak, A.T.; Parham, L.M.; Butler, B.W. Quantifying understory vegetation density using small-footprint airborne lidar. Remote Sens. Environ. 2018, 215, 310–342. [CrossRef]

24. Stefanoudou, A.; ZGitas, I.; Korhonen, L.; Georgopolous, N.; Stavrakoudis, D. Multispectral lidar-based estimation of surface fuel load in a dense coniferous forest. Remote Sens. 2020, 12, 3333. [CrossRef]

25. Cao, L.; Coops, N.C.; Hermosilla, T.; Innes, J.; Dai, J.; She, G. Using small-footprint discrete and full-waveform airborne LiDAR metrics to estimate total biomass and biomass components in subtropical forests. Remote Sens. 2014, 6, 7110–7135. [CrossRef]

26. Anderson, K.; Hancock, S.; Disney, M.; Gaston, K.J. Is waveform worth it? A comparison of LiDAR approaches for vegetation and landscape characterization. Remote Sens. Ecol. Conserv. 2016, 2, 5–15. [CrossRef]

27. Crespo-Peremarch, P.; Fournier, R.A.; Nguyen, V.-T.; van Lier, O.R.; Ruiz, L.A. A comparative assessment of the vertical distribution of forest components using full-waveform airborne, discrete airborne and discrete terrestrial laser scanning data. For. Ecol. Manag. 2020, 473, 118268. [CrossRef]

28. Crespo-Peremarch, P.; Ruiz, L.A.; Balaguer-Beser, À.; Estornell, J. Analyzing the role of pulse density and voxelization parameters on full-waveform LiDAR-derived metrics. ISPRS J. Photogramm. Remote Sens. 2018, 146, 433–464. [CrossRef]

29. Loudermilk, E.L.; Hiers, J.K.; O’Brien, J.J.; Mitchell, R.J.; Singhania, A.; Fernandez, J.C.; Slatton, K.C. Ground-based LiDAR: A novel approach to quantify fine-scale fuelbed characteristics. Int. J. Wildland Fire 2009, 18, 676–685. [CrossRef]

30. Ossoy, P.J.; Glenn, N.F.; Clark, P.E.; Derryberry, D.R. Aboveground total and green biomass of dryland shrub derived from terrestrial laser scanning. ISPRS J. Photogramm. Remote Sens. 2014, 88, 166–173.

31. Owers, C.J.; Rogers, K.; Woodroffe, C.D. Terrestrial laser scanning to quantify above-ground biomass of structurally complex coastal wetland vegetation. Estuar. Coast. Shelf Sci. 2018, 204, 164–176. [CrossRef]

32. Alonso-Rego, C.; Arellano-Perez, S.; Cabo, C.; Ordoñez, C.; Alvarez-González, J.G.; Diaz-Varela, R.A.; Ruiz-González, A.D. Estimating fuel loads and structural characteristics of shrub communities by using terrestrial laser scanning. Remote Sens. 2020, 12, 3704. [CrossRef]

33. Rowell, E.; Loudermilk, E.L.; Seielstad, C.; O’Brien, J.J. Using simulated 3D surface fuelbeds and terrestrial laser scan data to develop inputs to fire behavior models. Can. J. Remote Sens. 2016, 42, 443–459. [CrossRef]

34. Rowell, E.; Loudermilk, E.L.; Hawley, C.; Pokwinski, S.; Seielstad, C.; Queen, L.L.; O’Brien, J.J.; Hudak, A.T.; Goodrick, S.; Hiers, J.K. Coupling terrestrial laser scanning with 3D fuel biomass sampling for advancing wildland fuels characterization. For. Ecol. Manag. 2020, 462, 117945. [CrossRef]

35. Hudak, A.; Prichard, S.; Keane, R.; Loudermilk, L.; Parsons, R.; Seielstad, C.; Rowell, E.; Skowronski, N. Hierarchical 3D Fuel and Consumption Maps to Support Physics-Based Fire Modeling; Joint Fire Science Program Project 16-4-01-15 Final Report; US Forest Service, Rocky Mountain Research Station: Moscow, ID, USA, 2017; 38p.

36. Hudak, A.T.; Kato, A.; Bright, B.C.; Loudermilk, E.L.; Hawley, C.; Restaino, J.C.; Ottmar, R.D.; Prata, G.A.; Cabo, C.; Prichard, S.J.; et al. Towards spatially explicit quantification of pre- and post-fire fuels and fuel consumption from traditional and point cloud measurements. For. Sci. 2020, 66, 428–442.

37. Greaves, H.E.; Vierling, L.A.; Eitel, J.U.H.; Boelman, N.T.; Troy, S.T.; Magney, T.; Prager, C.M.; Gin, K.L. Estimating aboveground biomass and leaf area of low-stature Arctic shrubs with terrestrial LiDAR. Remote Sens. Environ. 2015, 164, 26–35. [CrossRef]

38. Jupp, D.L.B.; Culvenor, D.S.; Lovell, J.L.; Newnham, G.J.; Strahler, A.H.; Woodcock, C.E. Estimating forest LAI profiles and structural parameters using a ground-based laser called ‘Echidna’. Tree Physiol. 2009, 29, 171–181. [CrossRef] [PubMed]

39. Newnham, G.J.; Armstrong, J.D.; Caldera, K.; Disney, M.I.; Lovell, J.L.; Schaaf, C.B.; Strahler, A.H.; Danson, F.M. Terrestrial laser scanning for plot-scale forest measurement. Curr. For. Rep. 2015, 1, 239–251. [CrossRef]
40. Wezyk, P. The integration of the Terrestrial and Airborne Laser Scanning technologies in the semi-automated process of retrieving selected trees and forest stand parameters. *Ambiencia* 2012, 8, 533–548.

41. Hilder, T.; Coops, N.C.; Newman, G.J.; van Leeuwen, M.; Walder, M.A.; Stewart, J.; Culvenor, D.S. Comparison of terrestrial and airborne LiDAR in describing stand structure of a thinned lodgepole pine forest. *J. For.* 2012, 110, 97–104. [CrossRef]

42. Kankare, V.; Vauhkonen, J.; Tanhuanpaa, T.; Holopainen, M.; Vastaranta, M.; Joensuu, M.; Krooks, A.; Hyypätä, J.; Hyypätä, H.; Alho, P.; et al. Accuracy in estimation of timber assortments and stem distribution—a comparison of airborne and terrestrial laser scanning techniques. *ISPRS J. Photogramm. Remote Sens.* 2014, 97, 89–97. [CrossRef]

43. Kankare, V.; Liang, X.; Vastaranta, M.; Yu, X.; Holopainen, M.; Hyypätä, J. Diameter distribution estimation with laser scanning based multisource single tree inventory. *ISPRS J. Photogramm. Remote Sens.* 2015, 108, 161–171. [CrossRef]

44. Chasmer, L.; Hopkinson, C.; Treitz, P. Assessing the three dimensional frequency distribution of airborne and ground-based LiDAR data for red pine and mixed deciduous forest plots. Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2004, 36, 8.

45. Jung, S.-E.; Kwak, D.-A.; Park, T.; Lee, W.-K.; Yoo, S. Estimating crown variables of individual trees using airborne and terrestrial laser scanners. *Remote Sens.* 2011, 3, 2346–2363. [CrossRef]

46. Listopad, C.M.C.S.; Drake, J.B.; Masters, R.E.; Weishampel, J.F. Portable and Airborne Small Footprint LiDAR: Forest Canopy Structure Estimation of Fire Managed Plots. *Remote Sens.* 2011, 3, 1284–1307. [CrossRef]

47. Zhao, F.; Yang, X.; Strahler, A.H.; Schaaf, C.L.; Yao, T.; Wang, Z.; Román, M.O.; Woodcock, C.E.; Ni-Meister, W.; Jupp, D.L.B.; et al. A comparison of foliage profiles in the Sierra National Forest obtained with a full-waveform under-canopy EVI lidar system with the foliage profiles obtained with an airborne full-waveform VVIS lidar system. *Remote Sens. Environ.* 2013, 136, 330–341. [CrossRef]

48. Greaves, H.E.; Vierling, L.A.; Eitel, J.U.H.; Boelman, N.T.; Magney, T.S.; Prager, C.M.; Griffin, K.L. Applying terrestrial lidar for evaluation and calibration of airborne lidar-derived shrub biomass estimates in Arctic tundra. *Remote Sens. Lett.* 2017, 8, 175–184. [CrossRef]

49. Liu, L.; Pang, Y.; Li, Z.; Si, L.; Liao, S. Combining Airborne and Terrestrial Laser Scanning Technologies to Measure Forest Understorey Volume. *Forests* 2017, 8, 111. [CrossRef]

50. Torralba, J.; Crespo-Peremarch, P.; Ruiz, L.A. Assessing the use of discrete, fullwaveform LiDAR and TLS to classify Mediterranean forest species composition. *Rev. Teledetección* 2018, 27–40. [CrossRef]

51. Skowronski, N.S.; Clark, K.-L.; Duveneck, M.; Hom, J. Three-dimensional canopy fuel loading predicted using upward and downward sensing LiDAR systems. *Remote Sens. Environ.* 2011, 115, 703–714. [CrossRef]

52. Lindberg, E.; Holmgren, J.; Olofsson, K.; Olsson, H. Estimation of stem attributes using a combination of terrestrial and airborne laser scanning. *Eur. J. For. Res.* 2012, 131, 1917–1931. [CrossRef]

53. LaRue, E.A.; Wagner, F.W.; Fei, S.; Atkins, J.W.; Fahey, R.T.; Gough, C.M.; Hardiman, B.S. Compatibility of Aerial and Terrestrial LiDAR for Quantifying Forest Structural Diversity. *Remote Sens.* 2020, 12, 1407. [CrossRef]

54. Hauglin, M.; Lien, V.; Nassett, E.; Gobakken, T. Geo-referencing forest field plots by co-registration of terrestrial and airborne laser scanning data. *Int. J. Remote Sens.* 2014, 35, 3135–3149. [CrossRef]

55. Yang, B.; Zang, Y.; Dong, Z.; Huang, R. An automated method to register airborne and terrestrial laser scanning point clouds. *ISPRS J. Photogramm. Remote Sens.* 2015, 109, 62–76. [CrossRef]

56. Paris, C.; Kelbel, D.; van Aardt, J.; Bruzzzone, L. A Novel Automatic Method for the Fusion of ALS and TLS LiDAR Data for Robust Assessment of Tree Crown Structure Fallow. *IEEE Trans. Geosci. Remote Sens.* 2017, 55, 3679–3693. [CrossRef]

57. Bazezew, M.N.; Hussin, Y.A.; Kloosterman, E.H. Integrating Airborne LiDAR and Terrestrial Laser Scanner forest parameters for accurate above-ground biomass/ carbon estimation in Ayer Hitam tropical forest, Malaysia. *Int. J. Appl. Earth Obs. Geoinf.* 2018, 73, 638–652. [CrossRef]

58. Giannetti, F.; Puletti, N.; Quatrini, V.; Travaglini, D.; Bottalico, F.; Corona, P.; Chirici, G. Integrating terrestrial and airborne laser scanning for the assessment of single-tree attributes in Mediterranean forest stands. *Eur. J. Remote Sens.* 2018, 51, 795–807. [CrossRef]

59. Dai, W.; Yang, B.; Liang, X.; Dong, Z.; Huang, R.; Wang, Y.; Li, W. Automated fusion of forest airborne and terrestrial point clouds through canopy density analysis. *ISPRS J. Photogramm. Remote Sens.* 2019, 156, 94–107. [CrossRef]

60. Arellano-Pérez, S.; Castedo-Dorado, F.; Álvarez-González, J.G.; Alonso-Regó, C.; Vega, J.A.; Ruiz-González, A.D. Mid-term effects of a thin-only treatment on fuel complex, potential fire behaviour and severity and post-fire soil erosion protection in fast-growing pine plantations. *For. Ecol. Manag.* 2020, 460, 117895. [CrossRef]

61. Dieguez-Aranda, U.; Rojo-Alboreca, A.; Castedo-Dorado, F.; Álvarez-González, J.G.; Barrio-Anta, M.; Crescente-Campo, F.; González-González, J.M.; Pérez-Cruzado, C.; Rodríguez-Soalleiro, R.; López-Sánchez, C.A.; et al. Herramientas Selvicias Para la Gestión Forestal Sostenible en Galicia; Xunta de Galicia: Santiago de Compostela, Spain, 2009.

62. Crescente-Campo, F.; Marshall, P.; LeMay, V.; Dieguez-Aranda, U. A crown profile model for *Pinus radiata* D. Don in northwestern Spain. *For. Ecol. Manag.* 2009, 257, 2370–2379. [CrossRef]

63. Crescente-Campo, F.; Álvarez-González, J.G.; Castedo-Dorado, F.; Gómez-García, E.; Dieguez-Aranda, U. Development of crown profile models for *Pinus pinaster* Ait. and *Pinus sylvestris* L. in northwestern Spain. *Forestry* 2013, 86, 481–491. [CrossRef]

64. Brown, J.K. A Planar Intersect Method for Sampling Fuel Volume and Surface Area. *For. Sci.* 1971, 17, 96–102.

65. Brown, J.K. *Handbook for Inventorying Downed Woody Material*; General Technical Report GTR-INT-16; USDA Forest Service, Intermountain Forest and Range Experiment Station: Ogden, UT, USA, 1974.
66. Molina-Valero, J.A.; Ginzo Villamayor, M.J.; Novo Pérez, A.M.; Martínez-Calvo, A.; Álvarez-González, J.G.; Montes, F.; Pérez-Cruzo, C. FORTLS: Automatic Processing of TLS Point Cloud Data for Forestry Purposes. R Package Version 1.0.3. 2021. Available online: https://CRAN.R-project.org/package=FORTLS (accessed on 4 December 2021).

67. R Core Team. R: A Language and Environment for Statistical Computing; R Foundation for Statistical Computing: Vienna, Austria, 2021; Available online: https://www.R-project.org/ (accessed on 4 November 2021).

68. Zhang, W.; Qi, J.; Wan, P.; Wang, H.; Xie, D.; Wang, X.; Yan, G. An easy-to-use airborne LiDAR data filtering method based on cloth simulation. Remote Sens. 2016, 8, 501. [CrossRef]

69. Cao, Q.V.; Burkhart, H.E.; Lemiuex, R.C. Diameter Distributions and Yields of Thinned Loblolly Pine Plantations; FWS 1-82; School of Forestry and Wildlife Resources; Virginia Polytechnic Institute and State University: Blacksburg, VA, USA, 1982.

70. McGaughey, R.J. FUSION/LDV: Software for LiDAR Data Analysis and Visualization; US Department of Agriculture, Forest Service: Pacific Northwest Research Station: Seattle, WA, USA, 2021; Available online: http://forsys.sefs.uw.edu/fusion/fusion_overview.html (accessed on 4 December 2021).

71. Friedman, J.H. Multivariate adaptive regression splines (with discussion). Ann. Stat. 1991, 19, 79–141.

72. Milborrow, S. Derived from Mda: Mars by Hastie T and Tibshirani R. Uses Alan Miller’s Fortran Utilities with Thomas Lumley’s Leaps Wrapper. Earth: Multivariate Adaptive Regression Splines. R Package Version 4.5.1. Available online: https://cran.r-project.org/package=earth (accessed on 4 December 2021).

73. Breiman, L. Random forests. Mach. Learn. 2001, 45, 5–32. [CrossRef]

74. Genuer, R.; Poggi, J.M.; Tuleau-Malot, C. Variable selection using random forests. Pattern Recognit. Lett. 2010, 31, 2225–2236. [CrossRef]

75. Gislason, P.O.; Benediktsson, J.A.; Sveinsson, J.R. Random Forests for land cover classification. Pattern Recognit. Lett. 2006, 27, 294–300. [CrossRef]

76. Liaw, A.; Wiener, M. Classification and Regression by randomForest. R News 2002, 2, 18–22.

77. Cortes, C.; Vapnik, V. Support-vector networks. Mach. Learn. 1995, 20, 273–297. [CrossRef]

78. Meyer, D.; Dimitriadou, E.; Hornik, K.; Weingessel, A.; Leisch, F. e1071: Misc Functions of the Department of Statistics, Probability Theory Group (Formerly: E1071), TU Wien. R Package Version 1.7-2. Available online: https://CRAN.R-project.org/package=e1071 (accessed on 4 December 2021).

79. Huang, H.; Li, Z.; Gong, P.; Cheng, X.; Clinton, N.; Cao, C.; Ni, W.; Wang, L. Automated methods for measuring DBH and tree heights with a commercial scanning lidar. Photogram. Eng. Remote Sens. 2011, 77, 219–227. [CrossRef]

80. Liang, X.; Hyyppa, J. Automatic Stem Mapping by Merging Several Terrestrial Laser Scans at the Feature and Decision Levels. Sensors 2013, 13, 1614–1634. [CrossRef]

81. Srinivasan, S.; Popescu, S.; Eriksson, M.; Sheridan, R.D.; Ku, N.-W. Terrestrial Laser Scanning as an Effective Tool to Retrieve Tree Level Height, CrownWidth, and Stem Diameter. Remote Sens. 2015, 7, 1877–1896. [CrossRef]

82. Torralba, J.; Ruiz, L.A.; Carbonell-Rivera, J.P.; Crespo-Peremarch, P. Análisis de posiciones y densidades TLS (Terrestrial Laser Scanning) para optimizar la estimación de parámetros forestales. In Teledetección: Hacia una Visión Global del Cambio Climático; Ruiz, L.A., Estornell, J., Calle, A., Antuña-Sánchez, J.C., Eds.; Universidad de Valladolid: Valladolid, Spain, 2019; pp. 433–446.

83. García, M.; Manson, F.M.; Riaño, D.; Chuvieco, E.; Ramírez, F.A.; Bandugula, V. Terrestrial laser scanning to estimate plot-level forest canopy fuel properties. Int. J. Appl. Earth Obs. Geoinf. 2011, 13, 636–645. [CrossRef]

84. Wilson, N.; Bradstock, R.; Bedward, M. Detecting the effects of logging and wildfire on forest fuel structure using terrestrial laser scanning (TLS). For. Ecol. Manag. 2021, 488, 119037. [CrossRef]

85. Astrup, R.; Ducey, M.J.; Granhus, A.; Ritter, T.; von Lüpke, N. Approaches for estimating stand-level volume using terrestrial laser scanning in a single-scan mode. Can. J. For. Res. 2014, 44, 666–676. [CrossRef]

86. Panagiotidis, D.; Abdollahnejad, A.; Slavik, M. Assessment of Stem Volume on Plots Using Terrestrial Laser Scanner: A Precision Forestry Application. Sensors 2021, 21, 301. [CrossRef]

87. Watt, P.J.; Donoghue, D.N.M. Measuring forest structure with terrestrial laser scanning. Int. J. Remote Sens. 2005, 26, 1437–1446. [CrossRef]

88. Brolly, G.; Kiraly, G. Algorithms for stem mapping by means of terrestrial laser scanning. Acta Silv. Lignaria Hung. 2009, 5, 119–130.

89. Liang, X.; Litkey, P.; Hyyppa, J.; Kaartinen, H.; Vastaranta, M.; Holopainen, M. Automatic stem mapping using single-scan terrestrial laser scanning. IEEE Trans. Geosci. Remote Sens. 2012, 50, 661–670. [CrossRef]

90. Olofsson, K.; Holmgren, J.; Olsson, H. Tree stem and height measurements using terrestrial laser scanning and the RANSAC algorithm. Remote Sens. 2014, 6, 4323–4344. [CrossRef]

91. Strahler, A.H.; Jupp, D.L.B.; Woodcock, C.E.; Schaaf, C.B.; Yao, T.; Zhao, F.; Yang, X.; Lovell, J.; Culvenor, D.; Newnham, G.; et al. Retrieval of forest structural parameters using a ground-based lidar instrument (Echidna®). Can. J. Remote Sens. 2008, 34, S426–S440. [CrossRef]

92. Yao, T.; Yang, X.; Zhao, F.; Wang, Z.; Zhang, Q.; Jupp, D.; Lovell, J.; Culvenor, D.; Newnham, G.; Ni-Meister, W.; et al. Measuring forest structure and biomass in New England forest stands using Echidna ground-based lidar. Remote Sens. Environ. 2011, 115, 2965–2974. [CrossRef]
93. Molina-Valero, J.A.; Ginzo-Villamayor, M.J.; Novo-Pérez, M.A.; Álvarez-González, J.G.; Pérez-Cruzado, C. Estimación del área basimétrica en masas maduras de Pinus sylvestris en base a una única medición del escáner láser terrestre (TLS). Cuad. Soc. Española Cienc. For. 2019, 45, 97–116. [CrossRef]

94. Wallace, L.; Hillman, S.; Reinke, K.; Hally, B. Non-destructive estimation of above-ground surface and near-surface biomass using 3D terrestrial remote sensing techniques. Methods Ecol. Evol. 2017, 8, 1607–1616. [CrossRef]

95. Li, S.; Wang, T.; Hou, Z.; Gong, Y.; Feng, L.; Ge, J. Harnessing terrestrial laser scanning to predict understory biomass in temperate mixed forests. Ecol. Indic. 2021, 121, 107011. [CrossRef]

96. Keane, R.E.; Burgan, R.; van Wagtendonk, J. Mapping wildland fuels for fire management across multiple scales: Integrating remote sensing, GIS, and biophysical modeling. Int. J. Wildland Fire 2001, 10, 301–319. [CrossRef]

97. Crespo-Peremarch, P.; Ruiz, L. Análisis comparativo del potencial del ALS y TLS en la caracterización estructural de la masa forestal basado en voxelización. In Nuevas Plataformas y Sensores de Teledetección, Proceedings of the XVII Congreso de la Asociación Española de Teledetección, Murcia, Spain, 3–7 October 2017; Ruiz, L.A., Estornell, J., Erena, M., Eds.; Universitat Politècnica de Valencia: Valencia, Spain, 2017; pp. 131–135.

98. Chasmer, L.; Hopkinson, C.; Treitz, P. Investigating laser pulse penetration through a conifer canopy by integrating airborne and terrestrial lidar. Can. J. Remote Sens. 2006, 32, 116–125. [CrossRef]

99. García-Gutiérrez, J.; Gonzalez-Ferreiro, E.; Riquelme-Santos, J.C.; Miranda, D.; Dieguez-Aranda, U.; Navarro-Cerrillo, R.M. Evolutionary feature selection to estimate forest stand variables using LiDAR. Int. J. Appl. Earth Obs. Geoinf. 2014, 26, 119–131. [CrossRef]

100. Jiménez, E.; Vega, J.A.; Fernández-Alonso, J.M.; Vega-Nieva, D.; Ortiz, L.; López-Serrano, P.M.; López-Sánchez, C.A. Estimation of aboveground forest biomass in Galicia (NW Spain) by the combined use of LiDAR, LANDSAT ETM+ and National Forest Inventory data. Iforest-Biogosci. For. 2017, 10, 590–596. [CrossRef]

101. Novo-Fernández, A.; Barrio-Anta, M.; Recondo, C.; Cámara-Obregón, A.; López-Sánchez, C.A. Integration of National Forest Inventory and Nationwide Airborne Laser Scanning Data to Improve Forest Yield Predictions in North-Western Spain. Remote Sens. 2019, 11, 1693. [CrossRef]

102. Xu, D.; Wang, H.; Xu, W.; Luan, Z.; Xu, X. LiDAR Applications to Estimate Forest Biomass at Individual Tree Scale: Opportunities, Challenges and Future Perspectives. Forests 2021, 12, 550. [CrossRef]

103. Bouvier, M.; Durrieu, S.; Fournier, R.A.; Renaud, J.P. Generalizing predictive models of forest inventory attributes using an area-based approach with airborne LiDAR data. Remote Sens. Environ. 2015, 156, 322–334. [CrossRef]

104. Guerra-Hernández, J.; Bastos Görgens, E.; García-Gutiérrez, J.; Estraviz Rodríguez, L.C.; Tom, M.; González-Ferreiro, E. Comparison of ALS based models for estimating aboveground biomass in three types of Mediterranean forest. Eur. J. Remote Sens. 2016, 49, 185–204. [CrossRef]

105. Mauro, F.; Hudak, A.T.; Fekety, P.A.; Frank, B.; Temesgen, H.; Bell, D.M.; Gregory, M.J.; McCarley, T.R. Regional Modeling of Forest Fuels and Structural Attributes Using Airborne Laser Scanning Data in Oregon. Remote Sens. 2021, 13, 261. [CrossRef]