Abstract: In Austria, more than a half of all electricity is produced with the help of hydropower plants. To reduce their ecological impact, dams are being equipped with fish passages that support connectivity of habitats of riverine fish species, contributing to hydropower sustainability. The efficiency of fish passages is being constantly monitored and improved. Since the likelihood of fish passages to be discovered by fish depends, inter alia, on flow conditions near their entrances, these conditions have to be monitored as well. In this study, we employ large-scale particle image velocimetry (LSPIV) in seeded flow conditions to analyse images of the area near a fish passage entrance, captured with the help of a ready-to-fly consumer drone. We apply LSPIV to short image sequences and test different LSPIV interrogation area sizes and correlation methods. The study demonstrates that LSPIV based on ensemble correlation yields velocities that are in good agreement with the reference values regarding both magnitude and flow direction. Therefore, this non-intrusive methodology has a potential to be used for flow monitoring near fish passages on a regular basis, enabling timely reaction to undesired changes in flow conditions when possible.
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1. Introduction

As a form of energy, electricity is of strategic importance for industries, businesses and homes. It is not only a source of modern conveniences. Electricity has changed the way people store and exchange information, share knowledge, automate production of goods, travel, grow crops, or address medical needs. In recent decades, economies around the globe recognised the necessity to reduce the use of fossil fuels. The new understanding of sustainability also led to a thorough analysis of traditional alternative energy sources, such as hydropower.

Being clean and renewable, hydropower has numerous advantages. Its use, however, also has trade-offs. One of them is the creation of obstacles for migratory fish, since many fish species must travel upstream in order to reach suitable spawning areas. This kind of migration can be blocked or delayed by hydropower dams causing habitat fragmentation [1] and leading to fish population decline [2]. Public environmental policies are addressing this issue by focusing on the restoration of ecological continuity of rivers [1]. In the year 2000, the European Commission confirmed the high
priority of water protection by issuing the Water Framework Directive [3]. As a result, a series of corresponding laws were generated by European Union Member States, including Austria, where hydropower plants are responsible for approximately 59.5% of total electricity production [4]. At the beginning of 2010, the Federal Ministry of Sustainability and Tourism in Austria released NGP 2009, a national water management plan that targeted the improvement of water condition and aimed at the resolving the problem of habitat defragmentation, while at the same time enabling the use of rivers by the energy industry. In 2012, the “Guideline to the construction of fish passages” [5] set out essential planning and sizing criteria for the fish passages, which enable the upstream fish migration.

A critical point in the construction of fish passages (also referred to as fishways or fish ladders) is their discoverability [6]. The discoverability of the fish passages depends on two major factors: location of the fishway entrance [6] and presence of “attraction conditions” [7]. The placement of the entrance into the fish ladder has been discussed in many publications [6,8–10], and there exist clear recommendations concerning the best location for constructing a fish ladder entrance [6,10]. The concept of “attraction conditions”, however, is less precisely defined. Factors that can influence the level of attraction include turbulence [7], oxygenation [11–13], smell, temperature, sound effects [11,13] and light conditions [11]. At the same time, based on the fact that fish inhabiting rivers turn to face the oncoming current (a behaviour called rheotaxis), some publications consider the attraction of the fishways to be mostly dependent on the discharge from their entrance, calling it the “attraction flow” [6,10]. For example, in the publication “Location of fishways”, Larinier [6] states that “the only active stimulus used to guide the fish towards the entrance of the fishway is the flow pattern at the obstruction” (p. 39). The Austrian “Guideline to the construction of fish passages” [5], referencing this publication, requires that discharge from a fish passage must be between 1% and 5% of the competing river flow. Yet, some studies show that relying solely on the discharge for manipulation of the attraction rate of the fish passages is not necessarily an optimal strategy. For example, Wagner et al. [14] show that attractiveness of a fishway can vary among species which may be explained by the fact that rheotaxis is more pronounced in some of them than in others. German Association for Water, Wastewater and Waste [15] states that the flow leaving the entrance of a fish passage has a short reach. Therefore, it cannot attract fish, which are not in the close proximity of the fish ladder. Increasing the reach of the flow from the fishway by means of increasing its overall discharge or injecting an auxiliary flow near its entrance can lead to the creation of flow velocities, which are too high for fish to overcome, thus reducing the attractiveness of the fishway for species with incompatible swimming abilities. Relying on discharge to be the major factor responsible for the discoverability of the fish passages can lead to overbuilt fishways that are unreasonably expensive in construction and operation [16].

Many studies made efforts to assess the fish passage efficiency [7,14,16–18], and some of them noted the necessity to correlate the flow patterns caused by the hydropower plant operation with the discoverability of the fishway [14]. Nevertheless, we have not found any published attempts to correlate the discoverability of fish passages with the empirically determined flow patterns near their entrances. Since each of the hydropower dams and fishways is in a way unique, the conclusions drawn about one of them cannot be directly applied to all of the rest. In order to prove that certain flow patterns are associated with increased efficiency of a particular fishway, flow pattern analysis has to be performed repeatedly in different flow conditions for the same test site. Flow conditions have seasonal variations and change depending on the operation mode of the hydropower plant. They can change rapidly and significantly as a result of flood events, especially in the case of a flood release from the reservoir. Thus, determining flow patterns near a fish ladder should not be viewed as a one-time event, but rather as a regular activity. On one hand, repeated flow pattern analysis correlated with corresponding fish counts will help determining optimal flow condition for a given site or a group of comparable sites. Equipped with this knowledge, the hydropower plant operator will be able to ensure, when possible, that optimal flow conditions are created at times of peak fish migration, e.g., the most suitable operation mode of the hydropower plant is selected. On the other hand, flow pattern
analysis after flood events will allow timely reaction to undesired changes in flow conditions, e.g., if the flow gets unfavourably obstructed by flushed sediments.

A possibility to perform a regular in-field analysis of flow patterns relies on the existence of an efficient methodology. Such methodology should allow getting information about the flow pattern with the necessary level of detail and accuracy while keeping the level of required resources at reasonable minimum. Traditional in situ measurements with the help of flowmeters, such as a current meter or an acoustic Doppler current profiler (ADCP), are time-consuming and limited to the selected locations (points or cross-sections). The flow velocities between those locations are determined by means of interpolation. Application of different interpolation techniques may lead to computation of significantly different velocities for the same target area, especially in cases of heterogeneous flow [19], which is often characteristic for the areas near fish passages. Hence, it is reasonable to consider other methods of determining flow patterns, such as optical methods of flow analysis.

Optical analysis of the flow relies on the idea that flow patterns can be calculated from video recordings. The first step includes the capture of video data or an image sequence depicting the flow; then, the recordings are calibrated. After that, images may be enhanced to reduce the amount of the background noise and to increase the visibility of traceable particles. Next, evaluation of the data is performed with the goal to determine particle displacements between consequent images. Further, results may be filtered in order to remove invalid measurements. Optical analysis of the flow, unlike other flow measurement methods mentioned above, is non-intrusive, allows instantaneous determining of a complete flow field and does not necessarily require the use of high-cost equipment [20]. When applied to rivers, optical analysis of the flow mostly aims at measurement of surface velocities. Surface velocities are in turn representative of the depth-averaged flow velocities [21]. Therefore, surface velocity fields calculated with optical analysis methods can be used to draw conclusions about flow patterns in general.

A widely applied approach to data acquisition in natural flow conditions is aerial video recording with the help of unmanned aerial systems (UAS), often called drones [22–27]. The advantage of using UAS as a camera-carrying platform is their applicability in previously inaccessible locations and the possibility to record nadir videos of large regions of interest (ROI). Since nadir videos are free from perspective distortions resulting from oblique camera angles, they do not require orthorectification, and thus it is possible, at least in part, to avoid errors associated with image transformations.

Optical analysis of the flow may be performed with the use of different methods of data evaluation, including Kanade–Lucas–Tomasi image velocimetry [27], optical tracking velocimetry [28], surface structure image velocimetry [29], space-time image velocimetry [30], and the most explored technique, particle tracking velocimetry (PTV) [31–33] and particle image velocimetry (PIV) [34,35]. A comprehensive review of the latter two methods can be found in [36,37].

PTV, a Lagrangian approach, is based on identification and tracking of individual particles across consequent video frames. It is designed for low density particle distribution and, in most implementations, requires that particles are round-shaped [36]. Some implementations, such as PTV-Stream [38], can deal with tracers of any shape, but they have other limitations, e.g., the necessity to know in advance the direction of the flow average velocity. This is challenging in heterogeneous flow conditions, where velocities in the sub-regions of the ROI can have opposite directions.

PIV is used for in-field flow observations more frequently than PTV [36], and in the literature it is often referred to as large-scale PIV (LSPIV) [39–44]. In this paper, we use the terms PIV and LSPIV interchangeably.

PIV is based on tracking of the displacement of particle groups rather than individual particles. With the PIV method, flow velocities are determined over a regular grid, thus describing the surface velocity field (SVF) from the Eulerian point of view. Each of the cells of the regular grid is referred to as an interrogation area (IA). PIV algorithms cross-correlate particle patterns in each IA with the sub-images in the successive video frame, looking for the most probable particle displacement.
The correlation methods most commonly applied within the framework of PIV are direct cross-correlation (DCC) and Fourier transform (FT) [45]. DCC performs cross-correlation in the spatial domain. It requires two parameters: the size of the IA and the size of the search area (SA), such that the size of the SA exceeds the size of the IA. For each pair of images in a frame sequence, DCC searches for the pattern present in the IA in the first image within the SA in the second image [34]. Thus, the size of the SA has to be selected in a way that accounts for the magnitude of particle displacement between the consequent images. For instance, if the magnitude of particle displacement is equal to \( N \) px/frame, then, for a reliable correlation, the size of IA should be set to \( 2N \times 2N \) px, and the size of SA should constitute \( 4N \times 4N \) px [45].

An alternative to DCC in the space domain is the correlation in the frequency domain by means of FT [34]. Fast Fourier Transform (FFT) is an efficient implementation of FT that reduces the computational complexity of the correlation procedure from \( O(N^2) \) to \( O(N \log_2 N) \) [34]. With FFT, the size of SA equals to the size of IA. Therefore, in order to reliably identify the \( N \) px/frame displacement with FFT, the size of IA must be set to \( 4N \times 4N \) px. Running several passes of FFT can improve the correlation results [34,45]. Each of the passes can be run with the change of the IA offset based on the displacement identified in the previous pass [46], and with the refinement of the size of the IA [47] such that the resulting SVF has a higher spatial resolution. Additionally, there exist procedures for IA deformation that account for non-uniform particle motion within the IA [45].

Though PIV can be applied without artificial seeding of the flow, in cases when dense and homogeneous seeding is absent, it tends to underestimate the flow velocities [48,49]. This may be due to the fact that in its most common implementations PIV averages velocity vectors, which were calculated for each IA across a large number of frames. If in some of these frames there was no identifiable particle displacement in a particular IA, for such frames, PIV will assume zero velocities within this IA. These zero velocities will consequently decrease the final velocity for the IA that is calculated through averaging. One way to avoid this is to provide consistently dense and homogeneous seeding of the ROI across the entire video recording. Depending on the complexity of the flow conditions and the size of the ROI, providing such seeding may be challenging. Another way to increase the quality of PIV results is (1) to identify homogeneously seeded sub-regions in each of the frames, (2) to perform PIV calculations for these sub-regions only, (3) and then to calculate a mosaic for the entirety of the ROI. For the mosaic calculation, vectors in overlapping sub-regions have to be averaged across the frames that contain velocity data, and vectors from the non-overlapping sub-regions have to be transferred directly to the resulting SVF. This approach allows avoiding underestimated values, caused by averaging across frames with false zero velocities. However, it is labour-intensive, since, to the best of our knowledge, there is no standard software that would automate the identification of homogeneously seeded sub-regions and calculate the SVF as a mosaic.

In PIV applied at microscopic scales (micro-PIV), the problem of low-density or inhomogeneous seeding is solved through the use of ensemble correlation for identification of particle displacements [50]. The benefit of the ensemble correlation is that the search for the correlation peak is preceded by averaging correlation matrices of a frame sequence. As a result, the effective image density increases proportionally to the number of images in the analysed sequence [51]. According to Westerweel et al. [51], ensemble correlation is suitable for the calculation of velocities in (quasi-) stationary flows with low seeding density. Since the basic assumption that allows averaging LSPIV results across the sequence of frames is the stationary character of the flow within each IA during the time of video recording, the use of ensemble correlation with LSPIV could have advantages over the standard correlation approach. However, ensemble correlation as a tool for displacement identification has not found a wide application with LSPIV. This may be due to the fact that in micro-PIV ensemble correlation is commonly performed on sequences of 10–20 consecutive images [51], while in field conditions this number of images can rarely be considered sufficient [20,40,52,53]. Still, the application of ensemble correlation based LSPIV with a relatively short sequence of 100–150 image pairs may provide improvements in LSPIV accuracy, and therefore should be explored.
In this study, we investigated the applicability of LSPIV to flow pattern analysis in the vicinity of a fish passage entrance. We used a ready-to-fly, low cost consumer UAS with a built-in camera for data acquisition, and an Open Source software PIVlab [45] for data processing. We explored the differences in LSPIV results associated with varying IA sizes and correlation approaches, testing a hypothesis that ensemble correlation could be successfully applied for processing short image sequences (100+ image pairs), improving LSPIV accuracy. We compared the calculated flow velocities to the reference measurements made with the help of a propeller current meter and determined that LSPIV results were in a good agreement with the reference data. The results of this study can be viewed as the first step towards a creation of an efficient methodology of flow analysis near fishways, contributing to measures that target the increase in their discoverability.

2. Materials and Methods

The test site selected for this research is located on an Alpine river with a nivo-glacial hydrological regime, which has a drainage area of 1057 km² and a mean flow discharge of over 32 m³/s. The associated flood discharge values are 160 m³/s (one year) and 530 m³/s (100 years). Within the study area, the river is relatively narrow (up to 35 m). The size of the study area is approximately 80 × 45 m² (Figure 1a). The entrance of the fish ladder is located 30 m downstream from the turbine outlet, on the same side as the turbine outlet itself.
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**Figure 1.** The study area: (a) at the time of the described experiment, in August 2019 (yellow arrows indicate visually identified flow directions, red rectangles show locations of river thresholds; orange rectangles contain areas where flow is obstructed by obstacles); (b) in June 2019; (c) in February 2019.
Within the region of interest, the river is not particularly deep, between 0.1 and 2.0 m. The colour of water in the river has variations, changing from transparent (Figure 1a,c) to turbid green (Figure 1b). The riverbed is rocky, almost black in winter (Figure 1c) and brown-green in the summer months (Figure 1a). Water level is characterised by fluctuations, and parts of the riverbed may be exposed to the air depending on the season. In the middle of the river there are islands made up by boulders and cobbles. The locations and shapes of the islands change to some extent after each flood as well as depending on the water level (compare Figure 1a–c). The test site is characterised by heterogeneous flow with partially opposite flow directions (Figure 1a) and velocities ranging between zero and approximately 2 m/s.

To acquire reference flow velocities, we used a propeller current meter OTT C31 and performed measurements in 23 locations directly under the water surface (Figure 2). These locations were selected in a way that enabled assessment of performance of non-intrusive measurements for all the important components of the flow in the FOV. These components included the main flow from the turbine outlet, areas around the main flow curve, two branches of the main flow after its split, and the flow from the fish entrance. To perform velocity measurements, the current meter was placed in water in such a way that propeller axis aligned with the direction of the flow. The duration of measurement at each point was one minute. Flow directions were determined with 10° precision with the help of a compass.

Differential GPS with a 2–3 cm positioning accuracy was used to determine the coordinates of the reference flow measurements.

Data acquisition (Please find in Supplementary) was performed with the use of a DJI Mavic Pro drone. This lightweight (0.8 kg) quadcopter has a horizontal positioning accuracy of ±30 cm + 1 ppm and a vertical positioning accuracy ±10 cm. Its built-in camera has the following parameters: 1/2.3”, 26 mm F/2.2, 78.8°, equivalent to 35 mm, distortion 1.5%. Maximum video resolution for this camera is 3840 x 2160 px at 24, 25 or 30 fps. In addition to its relatively low cost (approximately EUR 1000), another advantage of this UAS is an automatic correction of the barrel distortion. The video was captured in a hovering mode at 25 fps from the altitude of 50 m.

Eleven ground control points (GCPs) were present in the field of view (FOV) in the captured video. The GCP markers were produced from white plastic with black printed patterns. The marker dimensions were 80 x 80 cm. In order to increase the contrast between the markers and the background, pieces of black pond liner approximately 130 x 130 cm in size were placed under each of the GCP
markers. The locations of the GCP markers were determined with the use of the differential GPS with a 2–3 cm positioning accuracy.

For seeding of the flow, we used ecofoam of different colours (azure, pink, yellow and light green). The choice of tracer was motivated by the fact that ecofoam has proved to be a good seeding material for LSPIV analysis [40,54,55]. The tracers were introduced into the flow from seven different locations: from over the turbine outlet, from over the entrance into the fishway, from one of the islands in the direction of the dominant flow, from two other islands and from the two banks. The ecofoam was purchased from the seller of ecological packaging materials Biobiene. These tracers are made out of corn and coloured with environmentally friendly dyes, are buoyant and biodegradable. Individual ecofoam pieces have cylindrical shape, 1.5–2 cm in diameter and 4.5–6 cm in length. Once in water, the pieces tend to stick together, forming clusters of different size and shape that are easy to recognise in a video recorded from a 50 m altitude.

The video recording started about 40 seconds before the introduction of tracers into the flow. A signal horn was used in order to indicate the start of the seeding. Starting with the second minute of the recorded video, most of the areas of interest had some tracers present. The best seeding of the area near the entrance into the fish ladder was achieved in about three and half minutes from the start of the video recording and was present for about 30 seconds. The complete video duration was five minutes, with approximately two minutes of the video file featuring relatively dense seeding in the areas of interest within the FOV.

As mentioned above, we used PIVlab [45] to perform data evaluation. PIVlab is a popular MATLAB-based software that has proven its quality in many previous studies [20,22,26,36,56–61]. It is Open Source and can be used for free, and it is actively developed and well supported. PIVlab offers a series of image pre-processing options and post-processing techniques. Another advantage of this software is its intuitive GUI. The newest version of the software (v.2.31, released October 2019) features ensemble correlation and can automatically calculate recommended PIV settings for the selected region of interest. PIV can process bmp, jpeg/jpg and tiff/tif image files. Image extraction from video files and image stabilisation do not belong to the PIVlab functionality.

To extract images from the video file, we used a custom MATLAB script. We sub-sampled the frames, extracting each second frame, thus creating an image sequence with a time interval of 80 ms between the consequent frames. This frame rate was a compromise that allowed simultaneous PIV application to different areas of the heterogeneous flow in the FOV. The original frame rate of 25 fps was too high to analyse the areas with low flow, while further increase of time interval between analysed frames reduced the quality of correlation in the areas with high flow velocities. Image calibration resulted in a ground sampling distance (GSD) of 0.021 m/px.

The selected image sequence had to be stabilised before PIV application. Due to the camera movement, images in the sequence experienced a vertical shift of approximately 13 px and a slight (1.6°) clockwise rotation. We performed image stabilisation with the use of MATLAB and some of the built-in methods of PIVlab, applying a six-step algorithm:

1. Visual identification of motionless features that can be tracked, e.g. GCP markers that are present in all the frames across the analysed sequence.
2. Identification of coordinates of these motionless features (in pixels) in the reference image.
3. Optional: Image enhancement in order to increase the contrast between the tracked features and the background.
4. Calculation of the displacements of the motionless features with regards to a reference image with the help of multipass the FFT with the $2 \times 3$-point Gauss sub-pixel estimator (a PIVlab method).
5. Calculation of the new coordinates of the tracked features based on determined displacements.
6. Affine image transformation with the help of two sets of coordinates of the tracked features: in the reference image and in the currently analysed frame.
The root mean square error (RMSE) of stabilisation for any two consecutive frames was on average 0.17 px. Thus, velocities calculated by means of PIV from these frames were a subject to a stabilisation error of 0.045 m/s on average.

Out of the stabilised frame sequence, we selected 121 consecutive images with the goal to perform a series of analyses varying the PIV settings. The images featured relatively dense but inhomogeneous seeding near the fishway. Seeding of this area was particularly important, since a wave pattern near the fishway complicated the non-intrusive calculation of the correct flow pattern. Figure 3 illustrates the flow pattern derived by means of PIV based solely on wave pattern, with no seeding. It shows no flow out of the fishway, which is known to be wrong. The actual flow pattern, featuring a flow out of the fishway entrance, was revealed when tracers were added into the water, which is demonstrated in the Results section of this paper.

![Figure 3. Wave pattern near the fishway.](image)

After selecting the frames, we cropped them to the area in the close proximity of the fishway, with the dimensions of 1800 × 1000 px, which corresponded to approximately 38 × 21 m². The decision to crop the images was motivated by the necessity to reduce the computational cost of the comparison of velocities associated with different PIV settings. The area selected for the comparative analysis provided a good representation of overall flow conditions in the FOV due to the complex flow structure. It featured a confluence and two swirls. Moreover, the flow was obstructed in some locations, creating turbulent spots and areas that were difficult to seed. The reference velocities near the fishway measured at seven locations where at least some tracers were present, ranged from 0.21 m/s to 1.62 m/s.

Viewing the cropped frames as a sequence of 120 image pairs, we performed velocimetry with eight sets of PIV settings given in Table 1. Across all sets of settings, we used the spline deformation of the IA, 5 × repeated correlation and 2 × 3-point Gauss sub-pixel estimator.

| IA Size in px | Standard Correlation with Subsequent Velocity Averaging Across the Frames | Ensemble Correlation |
|---------------|--------------------------------------------------------------------------------|---------------------|
|               | S1 | S2 | S3 | S4 | E1 | E2 | E3 | E4 |
| 1st pass      | 64/32 | 32/32 | 96/48 | 48/48 | 64/32 | 32/32 | 96/48 | 48/48 |
| 2nd pass      | 32/16 | 32/16 | 48/24 | 48/24 | 32/16 | 32/16 | 48/24 | 48/24 |
The PIV settings resulting in velocities that were in the most agreement with the magnitudes of reference velocities were used further to analyse the second image sequence. The second sequence included 230 images (120 of which belonged to the first image set) which were used as 115 image pairs. The seeding density and homogeneity in different areas of the ROI varied across the second image sequence. Regions, which were poorly seeded in some of the frames, were well seeded in others. For example, the density of seeding near the fishway varied between $6.8 \times 10^{-4}$ and $3.3 \times 10^{-3}$ particles per pixel (ppp). The seeding density of the dominant flow was between $1.2 \times 10^{-3}$ and $9.2 \times 10^{-3}$ ppp. The flow from the fish passage along the bank was seeded with the density of $1.1 \times 10^{-3}$ to $3.1 \times 10^{-3}$ ppp. Sizes of identifiable particles varied depending on the flow conditions, too: in the areas of low flow, ecofoam often built large clusters containing dozens of particles, while in areas where flow velocities were high, individual particles or small clusters could be observed. In swirls, tracers accumulated over time.

Image pre-processing within our workflow included an automatic contrast stretch and the application of a high-pass filter with 60 px Kernel size. Both of these pre-processing procedures were carried out with the use of the standard functionality of PIVlab. An example of image pre-processing results juxtaposed to a portion of an original image is given by Figure 4.
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**Figure 4.** An example of image pre-processing results juxtaposed to a portion of an original image.

Image post-processing was performed with the use of the standard PIVlab tools. Erroneous vectors were removed with the use of the standard deviation filter with a threshold of seven standard deviations, and applying the local median filter with default settings. Other methods of data post-processing such as manual vector removal or imposing limits on flow velocity were not applied. The results of the PIV analysis of the second frame sequence were compared with the complete set of reference measurements, in terms of both velocity magnitudes and flow directions.

3. Results

3.1. Comparison of Velocimetry Results Associated with Different PIV Settings

To compare reference velocities with the PIVlab values, we used the following approach:

1. Reference measurements were converted into relative coordinates in metre, such that point (0; 0) corresponded to the top left corner of the FOV. Image coordinates of GCP markers used for transformation were identified manually in a free image editor GIMP.
2. Continuous velocity and direction fields produced by means of PIVlab were exported into tab-separated text files. The resolution of the acquired dense velocity field (split in two files, magnitude and direction) corresponded to GSD.

3. Then, we identified the cells in the exported dense velocity field, which corresponded to the locations of reference measurements: indexes of corresponding rows and columns were calculated by dividing relative coordinates of reference measurements by GSD.

4. The PIV value for each of the reference measurements was calculated as a median of nine cell values, the cell identified in the previous step and eight surrounding cells, since accuracy of reference data coordinates was 2–3 cm, plus and uncertainty of approximately 1 cm was associated with coordinate transformation.

5. Information on the reference measurements and corresponding PIV values associated with each set of the analysis settings are provided in Table 2. Relative differences (in %) between the PIV velocities and the reference values, and their statistics are given in Table 3.

| Table 2. Reference measurements and PIV velocities for eight sets of analysis settings. |
| --- |
| Reference Velocity Magnitude, m/s | PIV Velocities, m/s |
| pass | S1 | S2 | S3 | S4 | E1 | E2 | E3 | E4 |
| 1st | 64/32 | 32/32 | 96/48 | 48/48 | 64/32 | 32/32 | 96/48 | 48/48 |
| 2nd | 32/16 | 32/16 | 48/24 | 48/24 | 32/16 | 32/16 | 48/24 | 48/24 |
| 0.21 | 0.04 | 0.05 | 0.07 | 0.18 | 0.24 | 0.14 | 0.22 |
| 0.26 | 0.24 | 0.23 | 0.23 | 0.30 | 0.30 | 0.27 | 0.27 |
| 0.79 | 0.71 | 0.67 | 0.73 | 0.70 | 0.71 | 0.68 | 0.68 |
| 0.97 | 0.83 | 0.82 | 0.88 | 1.01 | 1.08 | 1.02 | 1.03 |
| 1.13 | 0.88 | 0.96 | 0.96 | 1.03 | 1.03 | 1.01 | 0.98 |
| 1.24 | 1.15 | 1.14 | 1.17 | 1.13 | 1.14 | 1.16 | 1.14 |
| 1.62 | 1.62 | 1.58 | 1.57 | 1.61 | 1.58 | 1.58 | 1.56 |

| Table 3. Relative differences (in %) between the calculated PIV velocities and the reference measurements. Statistics are grouped by (a) the interrogation area (IA) size and the correlation method (b) the correlation method only. |
| --- |
| Reference Velocity Magnitude | Relative Differences (in %) between the PIV Velocities and the Reference Values |
| pass | S1 | S2 | S3 | S4 | E1 | E2 | E3 | E4 |
| 1st | 64/32 | 32/32 | 96/48 | 48/48 | 64/32 | 32/32 | 96/48 | 48/48 |
| 2nd | 32/16 | 32/16 | 48/24 | 48/24 | 32/16 | 32/16 | 48/24 | 48/24 |
| 0.21 | −81.0 | −76.2 | −66.7 | −14.3 | 14.3 | −33.3 | 4.8 |
| 0.26 | −7.7 | −7.7 | −11.5 | −3.8 | 15.4 | 15.4 | 3.8 | 3.8 |
| 0.79 | −10.1 | −8.9 | −15.2 | −7.6 | −11.4 | −10.1 | −13.9 | −13.9 |
| 0.97 | −14.4 | −17.5 | −15.5 | −9.3 | 4.1 | 11.3 | 5.2 | 6.2 |
| 1.13 | −22.1 | −27.4 | −15.0 | −15.0 | −8.8 | −8.8 | −10.6 | −13.3 |
| 1.24 | −7.3 | −8.9 | −8.1 | −5.6 | −8.9 | −8.1 | −6.5 | −8.1 |
| 1.62 | 0.0 | −2.5 | −2.5 | −3.1 | −0.6 | −2.5 | −2.5 | −3.7 |

| Mean Magnitude (Unsigned) | 20.4 | 21.3 | 21.3 | 15.9 | 9.1 | 10.1 | 10.8 | 7.7 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Median (a) | −10.1 | −8.9 | −15.0 | −7.6 | −8.8 | −2.5 | −6.5 | −3.7 |
| RMSE | 32.7 | 31.8 | 32.6 | 26.4 | 10.3 | 10.8 | 14.7 | 8.7 |

| Mean Magnitude (Unsigned) | 19.7 | 9.4 |
| --- | --- |
| Median (b) | −9.7 | −5.1 |
| RMSE | 31.0 | 11.3 |
As initially expected, PIV settings that relied on the standard FFT correlation and subsequent velocity averaging (S1–S4) resulted in SVFs that systematically underestimated the flow velocities. The calculated values were lower in comparison to the reference values by 0.11 m/s and 19.7% on average, with median difference values of −0.10 m/s and −9.7%. In about 2/3 of the cases, PIV based on the ensemble correlation (settings E1–E4) also underestimated flow velocities. However, for the settings associated with the ensemble correlation, mean differences between the reference measurements and the calculated values were 0.07 m/s and 9.4%, whereas median differences equalled to −0.05 m/s and −5.1%.

Figure 5 displays the spatial distribution of reference measurements near the fishway. Surface velocity fields calculated for each set of PIV settings are visualised in Figure A1. The reference velocity 0.21 m/s is located very close to the fishway entrance near the right wall. In order to increase the flow velocity near the opposite wall, the flow near the right wall is artificially obstructed, and a circular flow pattern is formed. None of the PIV settings based on the standard FFT correlation (S1–S4) led to an accurate calculation of the flow velocity in this area, underestimating the actual value by 0.14–0.17 m/s. Ensemble correlation (settings E1–E4), however, yielded results that were within a difference of 0.01–0.07 m/s from the reference measurement.

PIV velocities at the location of the reference value 0.26 m/s (measured at the fishway entrance) were characterised by high accuracy, within 0.01–0.04 m/s across all eight sets of analysis settings. Settings E1–E4 overestimated this value by 0.01–0.04 m/s, while settings S1–S4 underestimated it by 0.01–0.03 m/s. The same trend was observed near the reference value 0.97 m/s, where settings based on ensemble correlation overestimated the velocity by 0.04–0.11 m/s, while the standard correlation approach led to values underestimated by 0.09–0.17 m/s.

For the reference value 1.62 m/s, the associated PIV velocities had an accuracy of 0–0.06 m/s with no significant differences between the settings. PIV velocities downstream from the fishway entrance near the riverbank were determined with lower accuracy across all analyses. The values calculated with analysis settings E1–E4 were 0.10–0.15 m/s lower that the reference velocity of 1.13 m/s; settings S1–S4 underestimated this value by 0.17–0.31 m/s. Calculated low values are unlikely to be associated
with insufficient seeding since the reference measurement was done in one of the best seeded areas of the ROI. Velocities at other reference locations were underestimated within 0.06–0.12 m/s depending on analysis settings. It is remarkable, that PIV velocities determined with the highest accuracy across all analysis settings, 0.26 m/s and 1.62 m/s, are the velocities of the flow from the fishway and the velocity of the dominant flow, respectively.

The calculated flow pattern (Figure 5) contained all the elements known to be present in the ROI. Two circular flow structures, near the fishway entrance and near the island, were correctly identified. Dominant flow was located correctly, too. As expected, the flow near the riverbank was characterised by lower velocities than the dominant flow. Places where the flow was obstructed could be identified from the SVF as well: the flow velocity at obstacles visibly dropped and flow direction changed. An apparent unexpected drop in flow velocity in some areas was associated with the presence of river thresholds. Here the application of PIV was challenging due to both the high turbulence influencing the visibility of tracers and the vertical direction of tracer movement.

Independent of the applied analysis settings, all SVFs contained two areas of apparent low flow velocities that did not necessarily describe the flow with the due level of accuracy. One such area was behind an obstacle, downstream from the reference measurement of 1.13 m/s, and another one was in the centre-right part of the image. Since they were poorly seeded, no visually identifiable movement could be observed within these areas in the majority of analysed images, likely leading to underestimated velocity values. An application of settings E1–E4 yielded slightly higher flow velocities in the area downstream from the obstacle than the use of settings S1-S4 (Figure A1: compare images in the left column [S1–S4] with the images in the right column [E1–E4]).

Special attention should be paid to streamlines near the entrance into the fish passage. Though some of the processed frames contain information about the seeding particles moving along the left wall and continuing their way in the downstream direction along the riverbank, none of the flow patterns derived with eight sets of PIV settings yielded an SVF that would depict such flow pattern. On the contrary, the streamlines at the fishway entrance in most SFVs were pointed away from the actual flow direction. This is due to the fact that the wave pattern discussed above interfered with the calculation of velocity vectors near the fish ladder. To avoid this interference, a larger size of IA should be used for PIV analysis. Figure 6 shows an example of SVF calculated with a two-pass standard correlation FFT with IA sizes of 96/96 px and 96/48 px.

Figure 6. A flow pattern near the fishway calculated with the use of large IA: 96/96 px in the first pass and 96/48 px in the second pass.
The streamlines in the Figure 6 correctly represent the flow in the area influenced by the wave pattern in previous analyses. However, the used IA size is too large to determine the circular flow pattern near the right fishway wall, and the overall spatial resolution of the SVF is too low. Thus, it is suitable for the first, high-level analysis of the flow structure but cannot be considered sufficient for the task in hand. Among the more detailed SVFs calculated with the use of settings S1–S4 and E1–E4, the patterns described by images Figure A1a–c,e,g in Appendix A characterise the flow more realistically. They reflect the fact that most of the tracers in the recorded image sequence first moved into the direction of the right wall and only then joined the main flow.

After comparing the results of application of different PIV settings, we selected a set of settings for the analysis of the second frame sequence. Considering the fact that a number of reference measurements within the FOV of the first image sequence was small, we decided to base our choice on several factors rather than on a single statistic. We proceeded in the following way:

- Since settings based on the ensemble correlation in many cases led to more accurate PIV results, we decided to limit our choice to one of the settings from the group E1–E4.
- Among the settings E1–E4 we selected those where the statistics of differences between the PIV values and the reference values were the lowest, namely E1 and E4.
- Finally, we selected settings E4 for the final analysis since they underestimated PIV values less often. In addition, both the RMSE and the mean magnitude of differences (without consideration of sign) were lower for E4 than for E1. Another reason for analysing the large image sequence with settings E4 was the less typical size of the IA than the one used in E1. Since the majority of studies employ interrogation areas of 64/32/16 px, we considered it useful to demonstrate that PIV analysis may be performed with alternative IA sizes. Though initially the application of FFT required that IA had dimensions making the power of two (8, 16, 32, 64, 128, etc.), these days it is not the case [62], and therefore one can be more flexible in using other IA sizes when necessary.

### 3.2. Full-Scale Analysis of Flow Patterns

230 full-scale images (3840 × 2160 px) were analysed with the help of two-pass PIV based on ensemble correlation; the IA sizes were 48/48 px in the first pass and 48/24 px in the second pass. In the resulting SVF (Figure 7), the distance between vectors corresponded to approximately 50 cm.

![Figure 7](image_url). SVF calculated with the help of PIV with ensemble correlation, first pass IA 48/48 px, second pass IA 48/24 px. Maximum velocity value is located in a turbulent sub-region near the turbine outlet and constitutes 2.06 m/s.
PIV has correctly determined the important elements of the flow structure: the dominant flow, the flow from the fishway entrance, and circular flow patterns near the fishway, near the turbine outlet and in the vicinity of the larger island. Changes in flow direction and velocity caused by obstacles were clearly indicated. The connection between the flow from the fishway entrance and the main flow was clearly indicated as well. It is represented through a streamline that averages two observed tracer trajectories: along the left wall directly into the main flow and, alternatively, towards the vortex near the right wall, and then into the main flow. To the right from the turbine outlet, below the nearby vortex, almost no tracers could be observed in the video recording. The velocity vectors calculated in this area are based exclusively on the wave pattern and are not necessarily accurate. The area in the right bottom part of the ROI experienced poor illumination and therefore was masked out for the PIV analysis. This resulted in an interrupted streamline below the island where a GCP marker with an hourglass pattern was placed.

Table 4 (columns A–D) juxtaposes the calculated velocity magnitudes and the reference measurements. In the majority of cases, PIV slightly underestimates the reference velocities; however, in some of the areas (e.g. in the bottom part of the main flow right after the split), the velocity values appear to be slightly overestimated.

### Table 4. PIV results for the entire ROI compared to the reference measurements and statistics of differences.

| Reference Velocity Magnitude, m/s | PIV Velocity Magnitude, m/s | Absolute Difference in Velocity Magnitude, m/s | Relative Difference in Velocity Magnitude, % | Reference Flow Direction, ◦ | PIV Flow Direction, ◦ | Unscaled Difference in Flow Direction, ◦ |
|----------------------------------|----------------------------|-----------------------------------------------|-------------------------------------------|---------------------------|-------------------|----------------------------------------|
| A                                | B                          | C                                              | D                                          | E                         | F                 | G                                      |
| 0                                | 0.08                       | 0.08                                          | n/a                                       | n/a                       | n/a               | n/a                                    |
| 0                                | 0.08                       | 0.08                                          | n/a                                       | n/a                       | n/a               | n/a                                    |
| 0.21                             | 0.14 (0.22)                | 0.07                                          | −33.3%                                    | 170                       | 309               | 139                                    |
| 0.23                             | 0.21                       | 0.02                                          | −8.7%                                     | 230                       | 205               | 25                                     |
| 0.26                             | 0.27 (0.27)                | 0.01                                          | 3.8%                                      | 140                       | 120               | 20                                     |
| 0.31                             | 0.30                       | 0.01                                          | −3.2%                                     | 180                       | 161               | 19                                     |
| 0.35                             | 0.08                       | −0.27                                         | −77.1%                                    | 60                        | 20                | 40                                     |
| 0.45                             | 0.46                       | 0.01                                          | 2.2%                                      | 150                       | 148               | 2                                      |
| 0.47                             | 0.41                       | −0.06                                         | −12.8%                                    | 160                       | 193               | 33                                     |
| 0.54                             | 0.5                        | −0.04                                         | −7.4%                                     | 180                       | 193               | 13                                     |
| 0.56                             | 0.57                       | 0.01                                          | 1.8%                                      | 150                       | 158               | 18                                     |
| 0.6                              | 0.63                       | 0.03                                          | 5.0%                                      | 190                       | 199               | 9                                      |
| 0.6                              | 0.53                       | −0.07                                         | −11.7%                                    | 230                       | 176               | 54                                     |
| 0.79                             | 0.70 (0.68)                | −0.09                                         | −11.4%                                    | 160                       | 168               | 8                                      |
| 0.97                             | 0.93 (1.03)                | −0.04                                         | −4.1%                                     | 190                       | 218               | 28                                     |
| 1.13                             | 0.97 (0.98)                | −0.16                                         | −14.2%                                    | 160                       | 157               | 3                                      |
| 1.14                             | 0.86                       | −0.26                                         | −22.8%                                    | 170                       | 176               | 6                                      |
| 1.24                             | 1.12 (1.14)                | −0.12                                         | −9.7%                                     | 170                       | 168               | 2                                      |
| 1.28                             | 1.19                       | −0.09                                         | −7.0%                                     | 180                       | 177               | 3                                      |
| 1.44                             | 1.43                       | −0.01                                         | −0.7%                                     | 90                        | 115               | 25                                     |
| 1.49                             | 1.40                       | −0.09                                         | −6.0%                                     | 180                       | 178               | 2                                      |
| 1.62                             | 1.58 (1.56)                | −0.04                                         | −2.5%                                     | 170                       | 167               | 3                                      |
| 1.63                             | 1.59                       | −0.04                                         | −2.5%                                     | 170                       | 171               | 1                                      |

| Mean Magnitude (Unsigned)        | 0.07                       | 11.8%                                         | Mean Magnitude                        | 22                                      |
| Mean Magnitude                   | 0.07                       | 11.8%                                         | Median                                  | 13                                      |
| Standard Deviation               | 0.09                       | 17.7%                                         | Standard Deviation                     | 31                                      |
| RMSE                             | 0.10                       | 20.2%                                         | Median                                  | 13                                      |

Flow velocity at the location of the reference value 0.35 m/s is the only one strongly underestimated (the calculated value is 0.08 m/s, −77.1% difference), which can be explained by the fact that almost no visible tracer movement could be observed in this area. Flow velocity in the vortex near the fishway entrance (reference value 0.21 m/s) appears to be underestimated, too, though less considerably (the measured value is 0.14 m/s, −33.3% difference, compared to 0.22 m/s in the previous analysis with settings E4). At the same time at the location to the left from the vortex, where reference velocity has the magnitude of 0.26 m/s, the current PIV result is 0.27 m/s (the same as in the previous analysis with settings E4). The mean absolute difference between the calculated and the measured values is 0.07 m/s, the RMSE is 0.10 m/s, and the median lies by −0.04 m/s. The mean relative difference between the reference velocities and the PIV values is 11.8% (RMSE 20.2%). This value is strongly influenced by a large difference of −77.1% observed in the poorly seeded area near one of the islands. For seeded
regions (excluding the one where the reference velocity 0.35 m/s was acquired), the mean relative difference between the reference values and the PIV velocities is 8.5% (RMSE 11.5%). RMSE of absolute differences between reference velocities and PIV values in seeded areas is 0.09 m/s.

The use of an extended frame sequence (Table 4, column B) has slightly decreased PIV performance near the fish passage. A large difference from previous PIV values (0.07 m/s and 0.10 m/s) was observed twice; in other cases, the calculated velocities remained nearly the same. 86% (18 out of 23) reference velocities were estimated to be within 15% of the measured values, 66% (14 out of 21)—within 10% and over 40% (9 out of 21) – within 5%. Though these are promising results, one has to keep in mind that a small number of reference measurements was available for comparison, and that the flow was reasonably well seeded. In unseeded areas, errors associated with PIV values are expected to be much higher, as becomes evident in the location where the reference velocity of 0.35 m/s was acquired.

Table 4 contains raw velocity values measured by means of a propeller current meter and calculated with the help of PIV. Comparison of raw velocity values, though common in the literature, is a simplified analysis method. Both flow measurement methods that are being compared deliver results within a certain uncertainty interval. For PIV, this uncertainty may be associated with the magnitude of the stabilisation error, with possible errors due to image noise, or errors resulting from the use of not optimal IA sizes. Some of these uncertainties, e.g., the uncertainty introduced by the image noise, are difficult to estimate in field conditions; for others, quantitative assessment can be performed. In this study, the stabilisation error introduces an uncertainty of 0.045 m/s on average. The accuracy of a propeller current meter lies within 2% of the measured value, which corresponds to 0.01–0.03 m/s for the range of velocity magnitudes in the study area. Figure 8 provides a visual representation of velocity magnitude comparison, including the consideration of uncertainties associated with current meter accuracy and image stabilisation. In 47% of cases, the uncertainty intervals associated with the reference measurements and the PIV velocity magnitudes completely or partially overlap. In cases of non-overlapping uncertainty intervals, the difference between them constitutes 0.06 m/s on average.

The last step of the analysis was the comparison of reference flow directions with flow directions determined with the help of PIV (Table 4, columns E–G). Since in PIVlab 0° corresponds to East of the image, and possible angle values range from −180° to 180°, the extracted PIV angle values were first unified with the reference directions by adding 360° to negative angle values and then aligning the 0° with North. Figure 9 provides a visual representation of comparison of measured and calculated flow directions. To the best of our knowledge, there exists no standard approach to estimation of direction uncertainty associated with image stabilisation when dealing with LSPIV. In Figure 9, the uncertainty associated with the 10° precision of reference measurements is depicted as an interval surrounding reference velocities. A direction uncertainty associated with image stabilisation could not be calculated for each of the reference measurements based on average stabilisation error or main direction of camera movement, and therefore it was not analysed. Figure 9 shows that the majority of the directions determined by PIV are consistent with reference measurements, with an average difference between the reference angle and the measured angle constituting 22° (12.2% of maximum possible difference of 180°) and a median difference of 13° (7.2%).

The largest difference between the measured and the calculated flow direction across all reference measurements was associated with the velocity of 0.21 m/s. A possible reason is that this velocity was measured inside a vortex. Thus, it is not excluded, that the reference direction of the flow was determined incorrectly.

In the majority of cases, flow direction is more accurately identified for higher flow velocities. This can be explained by the fact that low flow velocities are associated with small particle displacement between frames, which makes angle calculation more difficult. For flow velocities that exceed 1 m/s (which roughly corresponds to a particle displacement of 4 px/frame), the unsigned difference between reference flow directions and PIV flow directions was less than 10° for all but one measurements. The only larger difference (25°) was associated with a value measured in a turbulent sub-region near the turbine outlet, where correct identification of flow direction is challenging regardless of the used
measurement approach. In homogeneous low flow conditions, a higher accuracy of flow direction calculation with the help of PIV could be achieved by means of image sub-sampling and increasing the time interval between subsequent image frames.

Figure 8. Comparison of measured and calculated flow velocity magnitudes.
Analysis results indicate that LSPIV can accurately determine the major elements of a heterogeneous flow pattern near a fish passage in seeded flow conditions. The largest error in PIV results in terms of velocity magnitude is observed in a poorly seeded area. The largest differences between a measured and a calculated flow direction is observed in a swirl where correct identification of flow direction may be challenging regardless of a measurement method used.

When dealing with sequences of a little over 100 image pairs, where seeding is present but not homogeneous, multipass ensemble correlation improves PIV results in comparison to the traditional FFT correlation approach. Varying interrogation area size affects not only the density of the resulting SVF, but also the accuracy of velocity assessment. Refinement of the IA size in each FFT pass does not always benefit the velocimetry results, e.g., keeping the IA size low and constant in the first pass may be advantageous for the areas with lower velocities. Flow directions determined with the help of LSPIV are in a good agreement with the reference directions. This is an important finding, considering...
the fact that identification of flow directions plays an important role when dealing with the analysis of flow conditions near fish passages.

4. Discussion

It is well known that the size of IA used for PIV analysis influences the ability of the algorithm to correctly determine flow velocities [34]. In this study, the velocities range from zero to approximately 2 m/s. Considering the GSD of 0.021 m/px, the observed displacement of tracer particles may be as high as 7.5–8 px/frame. Thus, if one-pass FFT correlation with no IA deformation is used, reliable velocimetry results may be yielded for the IA of at least 32 × 32 px. This IA size, corresponding to approximately 0.6 × 0.6 m in reality, is not necessarily optimal for capturing finer circular flow structures present in the FOV. The use of multipass FFT with IA size refinement allows accounting for both the necessity to accurately calculate high velocities, and the need to determine the presence and to measure the velocities in small and circular flow structures.

The comparison of eight sets of multipass PIV settings has shown that for low velocities it is advantageous to start with a smaller IA and keep it constant in the first pass, and then to refine it in the second pass. At the same time, since small IA size makes PIV more sensitive to small-scale flow variations, this choice of settings may obscure more general flow patterns. For instance, in the vicinity of the fishway entrance, small waves that move in the direction opposite to the flow distort the calculated flow pattern when small IA sizes are used. The distorted vector field shows no flow from the fishway joining the main flow (Figure A1c,d), even when the IA size before the first refinement is sufficiently large to capture a more general pattern (Figure A1f).

Since IA size has a significant influence on PIV results, it is advisable to preliminary analyse the flow with a reasonably large IA and a two-pass FFT with no IA refinement in the first pass. Such an analysis is likely to result in underestimated velocity values, but it can provide a good understanding of high-level flow structure and main flow directions, and its computational cost is little. Image enhancement for this preliminary analysis may be done in a way different from the main analysis, e.g., denoise filters can be set to higher values, because small-scale local flow variations at this stage can be ignored. The preliminary analysis may be helpful for later SVF validation: the refinement of the IA should add more detail and increase spatial resolution of the SVF, but should not completely inverse flow directions (unless within circular structures).

The performance of PIV in this study is consistent with the previous studies that exploited LSPIV for flow analysis [24]. Previous research has shown that LSPIV based on standard FFT correlation or DCC is prone to underestimating flow velocities due to insufficient seeding density [48,49,63,64]. Our results have also indicated that independent on the correlation method employed, LSPIV tends to underestimate flow velocities; however, the use of ensemble correlation that averages correlation matrices before determining the correlation peak, in many cases reduces the magnitude of differences between the reference velocities and the PIV values. The unsigned differences between the reference velocity magnitudes and PIV values constituted on average 0.11 m/s (19.7%) for a standard multipass FFT correlation method and 0.07 m/s (9.4%) for ensemble correlation, with RMSE of 0.13 m/s (31.0%) and 0.08 m/s (11.3%), respectively.

Our tests included sequences of 115 and 120 image pairs where seeding of the flow was not homogeneous: in some frames, the main flow was well seeded, but the flow from the fishway was seeded insufficiently; other frames where characterised by the opposite trend. In these conditions, ensemble correlation had an advantage over the standard FFT correlation approach. The mean absolute difference in velocity magnitude between the PIV values and the reference measurements was 0.07 m/s for both frame sequences, with RMSE of 0.08 m/s for the first frame sequence (across settings E1–E4) and 0.10 m/s for the second frame sequence.

It is important to stress, that ensemble correlation is usually used with short image sequences. A significant increase in the number of processed image pairs will increase the computational costs of data processing and may negatively influence correlation results. Therefore, the frames used for
analysis have to be selected carefully. Seeding in the areas of interest may be inhomogeneous, but each area of interest should be seeded with tracers at least in some of the analysed frames.

Our results indicate that changing the correlation approach in the areas with no seeding had little influence on PIV results. A PIV velocity that was calculated with ensemble correlation for an unseeded area with no visible movement was largely underestimated (reference value 0.35 m/s vs. PIV value 0.08 m/s, 77.1% difference). In the seeded areas, the difference between PIV velocities and reference values rarely exceeded 15%. Since no natural tracers were present in the flow, in unseeded areas flow patterns could only be calculated from the wave patterns. However, the very idea of deriving flow patterns based solely on wave patterns should be viewed critically, especially in low flow conditions and in cases of heterogeneous flow. For instance, in our study, certain areas within the FOV were characterised by a wave pattern dissimilar from the flow pattern. In the centre-right part of the FOV, a wave pattern could indicate flow velocities of up to 0.80 m/s. During the experiment, we did not target this area with seeding since it was of less interest considering the task in hand. However, some of the tracers could be found here, and they experienced no apparent movement. Thus, the observed wave pattern and the pattern of tracer displacement clearly contradicted each other. A similar situation was observed directly near the fishway entrance, as was discussed above. Therefore, in flow conditions similar to ones presented in this study, successful application of LSPIV cannot be ensured for unseeded flow. To avoid the effect of misleading standing waves that are known to negatively influence PIV results [24], in the absence of natural seeding, artificial eco-friendly tracers should be used.

The performance of PIV varied in different areas of the observed heterogeneous flow. For example, flow directions determined by means of PIV were subject to a greater error in the areas of low flow than in the areas where flow velocities were higher. The accuracy of calculation of flow directions in the areas of low flow can be improved by increasing the time interval between the analysed video frames (e.g., reducing the frame rate to 5 fps). In heterogeneous flow conditions, as presented in the current study, this will simultaneously reduce the performance of PIV in areas of higher velocities. Ideally, an optimal frame rate should be selected individually for different sub-regions of heterogeneous flow based on individual flow characteristics in each sub-region. Unfortunately, processing image sequence with variable time intervals between the frames and adjusting PIV settings to the characteristics of individual sub-regions within the FOV is not yet supported by PIVlab or other comparable software.

The analysis of the second image sequence has shown that PIV underestimated the velocities associated with the flow from the fish passage to a greater extent than the velocities in other seeded sub-regions of the FOV. However, underestimating flow velocities in this area is less critical than overestimating them: it means that, in fact, fish have higher probability of discovering an entrance into the fish passage than estimated. At the current stage of method development, considering the main goal of the research, the performance of PIV can be considered acceptable: it correctly determines the major elements of the flow in the FOV, and identifies differences between sub-regions of the FOV. The results of PIV analysis unambiguously state, which of the FOV sub-regions are characterised by the highest and the lowest velocities. They show that after the split the velocity of the main flow near the fishway is higher than the velocity of the flow from the fishway entrance, and that the second branch of the main flow is characterised by lower velocities than those from the fishway entrance. For the task in hand, the ability to quickly acquire this information is of great value. Further development of the non-intrusive flow analysis approach will address the improvement of measurement accuracy. Possible directions of improvement may include optimisation of flow seeding and local adjustments of PIV settings. In general, the development of an analysis approach that supports variable frame rates and PIV settings for sub-regions of the FOV will be beneficial for PIV performance in heterogeneous flow conditions that are observed near fish passages.

The use of a drone for video data acquisition provides a lot of flexibility in selecting an area for an optical analysis of the flow. The wider the river, the more uncertainty is introduced to a video recording from the riverbank due to an increasing degree of perspective distortion. Though this angle of video recording may be still suitable for estimating the average flow velocity or discharge [41,53,65,66], it
does not allow to recognise small-scale flow patterns, especially in the areas that are closer to the riverbank opposite to the one where the camera is mounted. The use of cameras mounted on and under bridges limits data acquisition to areas where bridges are present. UAS as a camera-carrying platform has no such limitations. This proves to be very useful, for example, when dealing with flood events [27]. Helicopters have also been successfully used for aerial data capture during floods [42], but the cost of their use is substantially higher than the cost of a drone-based data collection. Therefore, in the scientific community there is a clear trend of shifting towards drone-based video data acquisition for optical flow measurements (compare [39,42] to [25], [57] to [20], [67] to [48]).

With flexibility to collect data in a wide variety of areas, a successful application of LSPIV is limited by the necessity of flow seeding. Though natural tracers can be present in water in abundance, this is not always the case. During flood events, artificial seeding of the flow is mostly unnecessary [66]. Wave crests can sometimes be used as features to track [57]. In less extreme flow conditions, wave patterns may not be representative as our study and other studies [40] have shown, and other traceable features may be absent. Thus, the choice of area for data acquisition for further processing with LSPIV has to take into account the possibility of artificial flow seeding. In most experiments that included an artificial seeding of the flow, tracers were introduced from the bridge over the river [20,60,68], and river width rarely exceeded 20 m. When using LSPIV to determine flow patterns near fish passages at hydropower dams, one deals with the necessity to seed a large area (river width 35 m and more). Introducing tracers from the dam is unreasonable since most of them will be captured in the areas near the dam where water is steady. In this study, there were islands present in the middle of the river, which simplified the seeding of the area of interest. On many other sites near fish passages, it is only possible to use riverbanks as seeding positions, making it hard to ensure that river middle is sufficiently seeded. Further research is necessary for the development of an efficient seeding workflow in such conditions.

One current limitation of LSPIV flow measurements near fish passages is the maximum resolution of affordable video cameras, most of which can record videos of no more than 4096 × 2160 px. The development of technology is likely to naturally overcome this limitation in the following years. Current solutions of this problem include the use of drone swarms and image stitching, or reducing the level of detail in the entirety of ROI while also recording a video at lower altitude in the direct proximity of the fishway.

Since PIV is sensitive to the IA size, further research may address an issue of ROI segmentation and automatic adjustment of PIV settings to velocity ranges that characterise different ROI segments. The first step in this direction has already been done, with the new functionality of PIVlab offering automatic calculation of PIV settings for a selected region. Varying PIV settings depending on differences in ROI segments may increase PIV accuracy in heterogeneous flow conditions, such as near fish passages at hydropower dams.

5. Conclusions

River sections near fish passages at hydropower dams are characterised by heterogeneous flow conditions, including varying and sometimes opposite flow directions, presence of circular flow structure and wide velocity ranges. Being a part of research devoted to the increase in fish passage efficiency, this study explored a possibility of application of LSPIV for flow pattern analysis near fish passages. Within the region of interest, the river was up to 35 m wide, with small islands in the middle. Turbine outlet and fishway entrance were present in the field of view.

Flow data was collected with a low-cost UAS with a built-in 4K camera. Pointwise reference measurements were made with the help of a propeller current meter, and flow directions were identified with the help of a compass with 10° accuracy. MATLAB based software PIVlab was used for PIV analysis.

First, we analysed a sequence of 120 image pairs cropped to the area in the close proximity of the fishway entrance using eight sets of PIV settings. A high pass filter with 60 px Kernel size was applied
for image enhancement. The analyses showed that, probably due to inhomogeneous seeding, PIV with standard FFT correlation approach systematically underestimated flow velocities by 0.11 m/s and 19.7% on average. PIV based on the ensemble correlation, on the other hand, improved the analysis accuracy and yielded results that were in a better agreement with reference values (mean absolute difference 0.07 m/s, mean relative difference 9.4%).

The second sequence of 115 inhomogeneously seeded frame pairs depicting the entire region of interest was analysed with a two-pass PIV based on the ensemble correlation. The selection of frames was done in a way that some seeding was present in each area of interest at least in some of the frames. Interrogation area of $48 \times 48$ px was kept constant in the first pass and refined to $24 \times 24$ px in the second pass. Analysis results show that multipass LSPIV based on the ensemble correlation can be successfully applied to short frame sequences in order to calculate flow patterns near fish passages. Though it still tends to slightly underestimate flow velocities (mean unsigned difference of 11.8% for the whole FOV and 8.5% for the seeded areas), it correctly determines the major elements of the flow, and unambiguously identifies differences between sub-regions of the FOV. In seeded conditions, even if the tracers are not homogeneously distributed, velocity magnitudes and directions derived with LSPIV based on the ensemble correlation are in good agreement with reference measurements, with an absolute difference of 0.07 m/s and 22° on average. In areas where no visible movement can be observed, LSPIV cannot be applied. However, all optical methods of flow analysis have this limitation.

Further studies are needed in order to test the approach discussed in this study on wider rivers where seeding of the flow is likely to be more challenging and deriving small-scale flow structures may require more effort. However, for the rivers as wide as 35 m, LSPIV is a promising method for flow pattern analysis near fish passages at hydropower dams. It has a potential to be used as a part of the flow monitoring methodology, facilitating, when possible, timely reaction to undesirable changes in flow conditions with the goal to increase fish passage efficiency.
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Appendix A

Figure A1. Visual comparison of velocities calculated with different PIV settings: (a) S1: Mean 64/32-32/16; (b) E1: Ensemble 64/32-32/16; (c) S2: Mean 32/32-32/16; (d) E2: Ensemble 32/32-32/16; (e) S3: Mean 96/48-48/24; (f) E3: Ensemble 96/48-48/24; (g) S4: Mean 48/48-48/24; (h) E4: Ensemble 48/48-48/24.
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