Light-by-light scattering cross-section measurements at LHC
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Abstract. This note represents an attempt to gather the input related to light-by-light scattering ($\gamma\gamma$) cross-section measurements at LHC with the aim of checking the consistency with different standard model predictions. For the first time, we also consider the contribution from the $\eta_b$ ($1S$) meson production to the diphoton invariant mass distribution, by calculating its inclusive photoproduction cross-section. Using a simplified set of assumptions, we find a result of $115 \pm 19$ nb, consistent with standard model predictions within two standard deviations. Although an improved determination of the integrated fiducial Pb+Pb ($\gamma\gamma$)$\rightarrow$Pb$^\ast$+Pb$^\ast$\gamma\gamma cross-section by approximately 10\% could be potentially achieved relative to current measurements, further improvements are expected with the inclusion of existing or forthcoming LHC nuclear data.

1 Introduction

Light-by-light (LbyL) scattering, $\gamma\gamma \rightarrow \gamma\gamma$, is a rare standard model (SM) process that can occur at the lowest order in quantum electrodynamics (QED) via virtual one-loop box diagrams (Figure 1). Experimentally, we can directly study LbyL interactions at relativistic heavy-ion collisions with large impact parameters, i.e., larger than twice the radius of the ions, as the strong interaction in these ultra-peripheral collision (UPC) events is diminished. The electromagnetic (EM) fields produced by the colliding nuclei can be treated as a beam of quasi-real photons, resulting in the enhancement of the cross-section for the reaction A+A ($\gamma\gamma$)$\rightarrow$A$^\ast$+A$^\ast$\gamma\gamma relative to proton-proton ($pp$) collisions by a factor of $Z^4$ [1–3]. The signature of the LbyL final state is the “exclusive” production of two photons, where the incoming ions survive the EM interaction: two photons with low transverse energy are expected and no further activity in the central detector surrounding the interaction region. The LbyL process has been also proposed as a sensitive channel to study physics beyond the SM [4–9]. In particular, the enhancement of the diphoton rates can be induced by new neutral particles, such as axion-like particles (ALP), contributing in the form of narrow diphoton resonances.

The first direct evidence of the LbyL process at the LHC was established by the ATLAS [11] and CMS [12] Collaborations, exploiting the large photon fluxes available in UPC lead-lead (Pb+Pb) collisions at the LHC. The evidence was obtained from Pb+Pb data recorded in 2015 at a per nucleon center-of-mass energy of $\sqrt{s_{NN}} = 5.02$ TeV with integrated luminosities of 0.48 nb$^{-1}$ (ATLAS) and 0.39 nb$^{-1}$ (CMS). The CMS Collaboration also set upper limits on the cross-section for ALP production, $\gamma\gamma \rightarrow a \rightarrow \gamma\gamma$, over the ALP invariant mass range of 5–90 GeV, whereas previous ATLAS searches involving ALP...
decays to photons were based on pp collision data [13, 14]. Exploiting a data sample of Pb+Pb collisions collected in 2018 at the same center-of-mass energy with an integrated luminosity of 1.73 nb$^{-1}$, the ATLAS Collaboration observed the LbL scattering process with a significance larger than five standard deviations [15]. An updated measurement was performed in Ref. [10], using a combination of Pb+Pb collision data recorded in 2015 and 2018 by the ATLAS experiment, and corresponding to an integrated luminosity of 2.2 nb$^{-1}$.

This note represents an attempt to average the integrated fiducial cross-sections for the Pb + Pb(γγ) → Pb($^*^+$)+Pb($^*^-$)γγ production at √s$_{NN}$ = 5.02 TeV using the available LHC data sets. Section 2 gives a brief description of the input cross-section measurements, while further details are given in A. Theoretical cross-section calculations are described in Section 3, including the η$^p$(1S) meson photoproduction and compared to the γγ → γγ invariant mass distributions, typically used to set limits on ALP production. Section 4 presents the averaged cross-section, using a set of simplified assumptions given in B. In Section 5, the results are summarized.

### 2 Input light-by-light cross-section measurements

In all analyses, candidate diphoton events were recorded using dedicated triggers aiming at low photon transverse energy, E$_T$, for events with moderate activity in the calorimeter but little additional activity in the entire detectors to suppress nonexclusive background. In the offline ATLAS (CMS) analysis used as input measurements, events were selected with exactly two photons, each with E$_T$ > 2.5 (>2.0) GeV and pseudorapidity |η| < 2.4, that satisfied further selection requirements described in Refs. [10, 12]. To suppress nonexclusive background, characterized by a final state with large transverse momenta p$_T$ and diphoton acoplanarities, A$_φ$ = (1 − |Δφ|)/π, the p$_T$ and A$_φ$ were required to be p$_T^γ$ < 1 GeV and A$_φ$ < 0.01, respectively, and the invariant mass of the pair to be m$_{γγ}$ > 5 GeV. The two dominant exclusive background sources potentially remaining in the LbL scattering signal region were exclusive dielectron pairs from the reaction Pb + Pb(γγ) → Pb($^*^+$)+Pb($^*^-$)ee$^+$e$^−$ and central exclusive production of the diphoton system gg → γγ. Their contribution was evaluated and subtracted.

The cross-section for the Pb + Pb(γγ) → Pb($^*^+$)+Pb($^*^-$)γγ process was measured in a fiducial phase space, defined by the above requirements on the diphoton final state, and reflecting the selection at the reconstruction level. A summary of the available measurements along with their total uncertainty, evaluated as the quadratic sum of the individual sources, is presented in Table 1. A series of analysis improvements were introduced in Ref. [10], leading to a broader kinematic range in diphoton invariant mass (m$_{γγ}$ > 5 vs. > 6 GeV) and single-photon transverse energy (E$_T$ > 2.5 vs. > 3 GeV) relative to Refs. [11, 15]. Details are given in A for the input cross-sections and marked with ° in Table 1.

### 3 Theoretical LbL cross-section calculations

The theoretical predictions for the Pb + Pb(γγ) → Pb($^*^+$)+Pb($^*^-$)γγ production cross-section at √s$_{NN}$ = 5.02 TeV are calculated numerically at leading order (LO). More specifically, the SuperChic v3.0 [16] Monte Carlo (MC) framework takes into account box diagrams with leptons and quarks (such as the diagram in the panel of Figure 1), and W$^±$ bosons, while including interference effects. The W$^±$ contribution is only important for diphoton masses m$_{γγ}$ > 2m$_{W}$.

An alternative LbL numerical calculation is performed in Ref. [17], with the main difference relative to SuperChic being in the implementation of the nonhadronic-overlap condition of the Pb ions. In SuperChic, the probability for exclusive γγ interactions turns on smoothly for Pb+Pb impact parameters in the range of 15–20 fm and it is unity for larger values, while the alternative prediction fully suppresses these interactions for impact parameters below 14 fm when two nuclei overlap during the collision. This different approach leads to a fiducial cross-section for LbL scattering about 2–4% larger in the alternative calculation than in the prediction from SuperChic.

The theoretical uncertainty in these two calculations is primarily due to limited knowledge of the nuclear (EM) form-factors and the related initial photon fluxes, with no dependence on the diphoton mass for m$_{γγ}$ < 100 GeV. In both cases, next-to-leading-order (NLO) QCD and QED corrections [18, 19] increase the cross-section by a few percents, and are taken into account in the quoted total uncertainties of 10%. Yet other alternative calculations [2] based on the equivalent photon approximation, and using the MadGraph5 MC framework with the LO expression for the γγ → γγ cross-section for all quark and lepton loops, agree to the level of the quoted total uncertainties.

The theoretical calculations are performed at a fixed center-of-mass energy while the energy of the LHC beam is measured with a relative uncertainty of 0.1% [20], hence bearing negligibly small impact on LbL cross-sections.

A summary of theoretical cross-section predictions with their uncertainties is shown in Table 2, separately for the phase space regions defined in Section 2. Based on these numbers, the ratios of 77/101 ≈ 0.76 and 77/50 ≈ 1.54 are used as correction factors accounting for differences in the definition of phase space regions between experiments and among analyses, respectively. The theoretical cross-section that is used as reference is marked with °. Differences in the diphoton mass, in particular the invariant mass of the diphoton system, characterize the energy of the process (typically used to set limits on ALP production). Figure 2 shows a comparison of the theoretical calculations [17] of differential cross-sections as a function of the invariant mass of the diphoton system for γγ → γγ scattering and η$^p$(1S) meson production with decays into two photons in the final state. The importance of η$^p$(1S) meson is studied for the Pb + Pb(γγ) → Pb($^*^+$)+Pb($^*^-$)γγ process for the first time. According to the Particle Data Group [21], the η$^p$(1S) meson has well-defined mass and width, but the γγ decay width is still being studied theoretically (see e.g., Ref. [22] and references therein) and has not been experimentally verified. Theoretical uncer-
Table 1: Summary of the fiducial LbyL cross-section measurements at 5.02 TeV performed ("\(\sigma_{\text{fid.}}\)) by the ATLAS and CMS Collaborations. When applicable, they are further scaled by correction factors ("\(\sigma_{\text{corr.}}\)) to account for differences in the definition of phase space regions, as described in Section 3. Total uncertainties are shown. The symbol "—" means that no corresponding cross-section measurement currently exists. The cross-sections marked with \(\dagger\) are those used as input to the extraction of the averaged value of the \(\text{Pb} + \text{Pb}(\gamma\gamma) \rightarrow \text{Pb}^{(*)} + \text{Pb}^{(*)}\gamma\gamma\) process.

| \(\sqrt{s_{\text{NN}}}\) | Year (Lumi. [nb^{-1}]) | ATLAS \(\sigma_{\text{fid.}}\) [nb] | CMS \(\sigma_{\text{corr.}}\) [nb] |
|-----------------|-----------------|------------------|------------------|
| 5.02 TeV        | 2015 (0.39–0.48) | 70 \(\pm\) 29 [11] | 108 \(\pm\) 45 |
|                 | 2018 (1.73)     | 78 \(\pm\) 15 [15] | 120 \(\pm\) 23 |
|                 | 2015+2018 (2.2) | 120 \(\pm\) 22 [10] | 120 \(\pm\) 22 \(\dagger\) |

Table 2: Predicted cross-sections for LbyL scattering at 5.02 TeV. Uncertainties take into account derivations from alternative approaches. The cross-section marked with \(\dagger\) is used as reference.

| \(\sqrt{s_{\text{NN}}}\) | Process | Accuracy | ATLAS \(\sigma_{\text{meas.}}\) [nb] | Phase space region |
|-----------------|---------|----------|------------------|------------------|
| 5.02 TeV        | \(\text{Pb} + \text{Pb}(\gamma\gamma) \rightarrow \text{Pb}^{(*)} + \text{Pb}^{(*)}\gamma\gamma\) | LO \(101 \pm 10\) [16] | \(E_T > 2.0\ \text{GeV}, |\eta| < 2.4, m_{\gamma\gamma} > 5\ \text{GeV}, p_T^{\gamma\gamma} < 1\ \text{GeV}, A_{\phi} < 0.01\) |
|                 |         | LO \(103 \pm 10\) [17] | \(E_T > 2.0\ \text{GeV}, |\eta| < 2.4, m_{\gamma\gamma} > 5\ \text{GeV}, p_T^{\gamma\gamma} < 1\ \text{GeV}, A_{\phi} < 0.01\) |
|                 |         | LO \(77 \pm 8\) [16] | \(E_T > 2.5\ \text{GeV}, |\eta| < 2.4, m_{\gamma\gamma} > 5\ \text{GeV}, p_T^{\gamma\gamma} < 1\ \text{GeV}, A_{\phi} < 0.01\) |
|                 |         | LO \(80 \pm 8\) [17] | \(E_T > 2.5\ \text{GeV}, |\eta| < 2.4, m_{\gamma\gamma} > 5\ \text{GeV}, p_T^{\gamma\gamma} < 1\ \text{GeV}, A_{\phi} < 0.01\) |
|                 |         | LO \(50 \pm 5\) [16] | \(E_T > 3.0\ \text{GeV}, |\eta| < 2.4, m_{\gamma\gamma} > 6\ \text{GeV}, p_T^{\gamma\gamma} < 1\ \text{GeV}, A_{\phi} < 0.01\) |
|                 |         | LO \(51 \pm 5\) [17] | \(E_T > 3.0\ \text{GeV}, |\eta| < 2.4, m_{\gamma\gamma} > 6\ \text{GeV}, p_T^{\gamma\gamma} < 1\ \text{GeV}, A_{\phi} < 0.01\) |

The averaged cross-section measurement at 5.02 TeV, after one iteration, is

\[
\sigma_{\text{meas.}} = 115 \pm 15 \text{ (stat.)} \pm 11 \text{ (syst.)} \pm 3 \text{ (lumi.)} \pm 3 \text{ (theo.)} \text{ nb} = 115 \pm 19 \text{ nb},
\]

with a relative uncertainty of 17%. The overall correlation between the input measurements is 7.6 %, hence are dominantly uncorrelated. The statistical uncertainty is still found to be the dominant overall uncertainty. The contribution from each uncertainty category to the total uncertainty in the averaged cross-section measurement is given in B.

Figure 3 shows a summary of the \(\text{Pb} + \text{Pb}(\gamma\gamma) \rightarrow \text{Pb}^{(*)} + \text{Pb}^{(*)}\gamma\gamma\) measurements at 5.02 TeV and their comparison to the theory predictions. The averaged cross-section is consistent within about two standard deviations with the SM predictions.

5 Summary

This note represents an attempt to average existing measurements of the light-by-light (\(\gamma\gamma \rightarrow \gamma\gamma\)) scattering process from ultra peripheral lead-lead collisions at \(\sqrt{s_{\text{NN}}} = 5.02\ \text{TeV}\) at the LHC. Using a simplified set of assumptions, the integrated fiducial cross-section of the \(\text{Pb} + \text{Pb}(\gamma\gamma) \rightarrow \text{Pb}^{(*)} + \text{Pb}^{(*)}\gamma\gamma\) process is found to be

\[
\sigma_{\text{meas.}} = 115 \pm 15 \text{ (stat.)} \pm 11 \text{ (syst.)} \pm 3 \text{ (lumi.)} \pm 3 \text{ (theo.)} \text{ nb} = 115 \pm 19 \text{ nb}.
\]
The averaged cross-section is consistent within two standard deviations with standard model predictions, although the precision is still limited by the statistical uncertainty. To check the possibility of unaccounted background sources, and for the first time, we calculate the potential contribution of the $\eta_b(1S)$ meson production to the measured $\gamma\gamma \to \gamma\gamma$ invariant mass distributions, typically used to search for axion-like particles and set new exclusion limits.

This result paves the way for combining existing or forthcoming measurements using LHC heavy-ion collisions and provides, within the studied phase space region, an additional experimental input to the comparison with state-of-the-art predictions from quantum electrodynamics.
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A Systematic uncertainties in the input LbyL cross-section measurements

The $\text{Pb}+\text{Pb}(\gamma\gamma) \to \text{Pb}^*(\gamma) + \text{Pb}^*(\gamma)$ fiducial cross-sections measured at 5.02 TeV by the ATLAS and CMS Collaborations, as well as their uncertainties, are summarized in Table 3. Similarly to the approach that is followed in combinations using the BLUE method, the category subtotal and total uncertainties in the table are evaluated as the sum in quadrature of the individual uncertainties. To obtain the impact of each source of uncertainty, the BLUE method takes into account their correlations. The method used by each input analysis to evaluate the individual uncertainties is briefly described below.

The CMS result has a larger data statistical uncertainty than the ATLAS result because the two experiments use data samples of different sizes. An additional uncertainty of 10% in the final cross-section in CMS is considered as statistical uncertainty, reflecting the finite size of the data sample at high acoplanarities used for the absolute normalization of the central exclusive production (CEPT) plus residual nonexclusive background.

In the ATLAS measurement, the uncertainty due to the choice of LbyL signal MC generator is estimated by using an alternative signal MC sample. This affects the signal yield by 1% which is taken as a systematic uncertainty, whereas the uncertainty due to the limited signal MC sample size is also considered and found to be 1%. In the CMS measurement, the difference in the fiducial $\text{Pb}+\text{Pb}(\gamma\gamma) \to \text{Pb}^*(\gamma) + \text{Pb}^*(\gamma)$ cross-sections between the STARLIGHT and SuperChic MC generators amounts to 10%.

The uncertainty in the integrated luminosity of the 2015+2018 data sample from ATLAS is 3.2%. It is derived from the calibration of the luminosity scale using horizontal–vertical beam-separation scans.

In the background-determination category, the uncertainty is estimated using a fully data-driven method in the ATLAS measurement. The resulting uncertainty is dominated by the limited event yield in the dedicated control region, while the uncertainty also accounts for the extrapolation to the LbyL signal region. The normalization of the CEP and exclusive $e^+e^-$ background in the LbyL signal region propagates into a 6% uncertainty in the CMS cross-section measurement, accounting for the finite size of MC samples.

The uncertainties in the photon reconstruction and identification efficiencies are estimated by parameterizing the scale factors as a function of the photon pseudorapidity, affecting the expected LbyL signal yield in the ATLAS measurement by 4% (“photon reco. efficiency”) and 2% (“photon PID efficiency”). The main sources of uncertainty in the LbyL scattering and exclusive $e^+e^-$ production measurements from CMS are related to the single photon (9%) and electron (2.5%) reconstruction and identification efficiencies. These uncertainties are doubled in the total cross-section, since CMS considers diphoton and dielectron final states. The uncertainties related to the photon energy scale and resolution affect the expected signal yield by 1 and 2%, respectively, in the ATLAS measurement. The procedure implemented by the CMS Collaboration effectively includes bin migrations outside the fiducial $E_T$ range due to the effects of photon energy scale and resolution. However, the impact of bin migrations in the final diphoton cross-section is found to be below 1%. The uncertainty due to imperfect knowledge of the photon angular resolution results in a 2% shift of the signal yield in the ATLAS measurement. Systematic uncertainties in the trigger efficiency are dominated by the statistical uncertainty of each data set. In total, the impact of the trigger efficiency uncertainty on the expected LbyL signal yields is 5 and 12% in the ATLAS and CMS measurements, respectively.

B Systematic uncertainties and correlation assumptions

In order to average the LbyL cross-section measurements, the sources of uncertainty are grouped into categories. Assumptions are made about correlations between similar sources of uncertainty in the two input measurements. Also uncertainties associated with theoretical predictions are taken into account for extracting the average. The correlations between similar uncertainties in theoretical predictions are discussed in Section B.2.

B.1 Systematic uncertainties from experimental measurements

Throughout this note, individual uncertainties are taken as reported by the input analyses, regardless of the method used to determine them. Although the sources of systematic uncertainty and the procedures used to estimate their impact on the measured cross-section are partially different in the individual analyses, it is still possible to identify contributions that describe similar physical effects. These contributions are listed below; they are grouped together, and only the resulting categories are used in the extraction of the averaged value. Categories are treated as uncorrelated among each other. For each source of uncertainty, correlations between the two measurements are assumed to be positive. The uncertainties in each category are listed below, with the correlation assumptions across the two input measurements given in parentheses.

**Statistical** (Correlation 0)

This statistical uncertainty arises from the limited size of the data sample. It is uncorrelated between ATLAS and CMS. In the CMS measurement, an additional uncertainty of 10% in the final cross-section, reflecting the finite size of the data sample at high $A_{CP}$, is used for the absolute normalization of the CEP background, and is also considered as statistical rather than systematic uncertainty.

**Integrated luminosity** (Correlation 0)

This uncertainty originates from the systematic uncertainty in the integrated luminosity, as determined by the individual experiments using the methods described in Refs. [10, 12]. It affects the normalization of signal yields in the ATLAS measurement, whereas since the ratio of cross-sections of the LbyL scattering over the exclusive $e^+e^-$ processes is measured by CMS, the uncertainty related to integrated luminosity is eliminated. The correlation coefficient between the integrated-luminosity uncertainty in ATLAS and CMS is thus 0.

**Background determination** (Correlation 0)

The uncertainty in the determination of the exclusive $e^+e^-$ plus
Table 3: Measured fiducial cross-sections, uncertainty components and their magnitudes (relative to the individual measurements) for the ATLAS and CMS Pb + Pb (γγ) → Pb*(γ)+Pb*(γ) γγ measurements at √s_{NN} = 5.02 TeV. The CMS measurement is marked with † for its scaling by a correction factor to account for differences in the definition of phase space regions, as described in Section 3. Uncertainties in the same category can be compared between experiments, as detailed in the text. The naming conventions follow those of the corresponding experiments. The category subtotal and total uncertainties are emphasized, and are evaluated as the sum in quadrature of the individual uncertainties.

| Cross-section         | ATLAS [10] | CMS [12] |
|-----------------------|------------|----------|
|                       | 120 nb     | 91† nb   |
| Uncertainty category  |            |          |
| Statistical           | Data statistical | Data statistical | 14 | 37 |
|                       | CEP and QED bkg. normalization | 10 |
| Category subtotal     | 14         | 38       |
| Theory modeling       | Signal MC statistical | 1 | Derivation of σ^{fid.}_{meas.} (γγ → e⁺e⁻) | 10 |
|                       | Alternative signal MC | 1 |
| Category subtotal     | 1          | 10       |
| Integrated luminosity |            | 3        |
| Category subtotal     | 3          |          |
| Background determination | Data-driven γγ → e⁺e⁻ method | 6 |
|                       | Size of simulated background samples | 6 |
| Category subtotal     | 6          |          |
| Photon reconstruction and identification | Photon reco. efficiency | 4 |
|                       | Photon PID efficiency | 2 |
|                       | Photon energy scale | 1 |
|                       | Photon energy resolution | 2 |
|                       | Photon reco.⊕ID efficiency | 18 |
| Category subtotal     | 5          | 18       |
| Photon angular resolution | Photon angular resolution | 2 |
| Category subtotal     | 2          |          |
| Electron reconstruction and identification | Electron reco.⊕ID efficiency | 5 |
| Category subtotal     | 5          |          |
| Trigger               | Trigger efficiency | 5 |
|                       | Trigger efficiency | 12 |
| Category subtotal     | 5          | 12       |
| Total uncertainty     | 18         | 46       |

any residual (nonacoplanar) background accounts for the finite size of the data (MC) samples in the ATLAS (CMS) measurement. Therefore, the associated uncertainties are considered uncorrelated between ATLAS and CMS, despite the similar production modes. The averaged \( σ^{\text{fid.}}_{\text{meas.}} \) result does not depend significantly on this correlation assumption.

Detector modeling

This category is split into components and includes the uncertainty in the modeling of photons, electrons, and trigger. In the analyses, the uncertainties related to the reconstruction, identification, calibration (i.e., in terms of energy/angular scale and resolution), and trigger are propagated through variations of the procedures used to correct for effects from the detector response (“scale factors”).

- Photon reconstruction and identification (Correlation 0.5): Systematic uncertainties associated with the photon reconstruction and identification efficiency, photon energy scale and resolution are considered partially correlated between the ATLAS and CMS measurements: although independent data and MC samples are used, a similar methodology for the corrections is implemented. In the CMS measurement, no additional uncertainty in the photon energy scale and resolution is considered, since possible data to MC simulation differences are already included in the derivation of the reconstruction and identification scale factors. To ensure the robustness of the results against the correlation assumptions for this large uncertainty, the extraction of the averaged value is performed with alternative correlation values.

- Photon angular resolution (Correlation 0): In the ATLAS measurement, the data to MC simulation difference in the electron cluster \( \phi \) resolution is applied as an extra correction to photons, resulting in a shift of the LbyL signal yield, which is taken as an uncorrelated systematic uncertainty between the two measurements.

- Electron reconstruction and identification (Correlation 0): In the CMS measurement, the electron modeling uncertainty includes components associated with the electron reconstruction and identification efficiency. The incorporation of exclusivity efficiencies is irrelevant, because they cancel out in the ratio of cross sections of the LbyL scattering over the exclusive \( e^+e^- \) processes. This uncertainty
is thus considered uncorrelated between ATLAS and CMS, since it is of relevance for the CMS measurement only.

- **The level 1 and high-level triggers** (Correlation 0): For both measurements systematic uncertainties in the trigger efficiency are dominated by the statistical uncertainty of each data set and are thus uncorrelated. We found out that the averaged $\sigma_{\text{fid. meas.}}^{\text{fid.}}$ result does not depend significantly on that correlation assumption.

B.2 Systematic uncertainties in theoretical predictions

The systematic uncertainties in the averaged $\sigma_{\text{fid. meas.}}^{\text{fid.}}$ value include uncertainties in theoretical predictions, and the correlation assumptions are explained below.

**Theory modeling**

This category contains the uncertainties in the modeling of the simulated LbyL process, as well as contributions from the modeling of other processes because the uncertainties are closely related as explained in the following. These include uncertainties statistical and systematic in nature, and are summed in quadrature in each input measurement.

- **Simulation statistical** (Correlation 0): This statistical uncertainty comes from the limited size of simulated event samples. It is uncorrelated between ATLAS and CMS and has a negligible impact on the averaged $\sigma_{\text{fid. meas.}}^{\text{fid.}}$.
- **Simulation systematic** (Correlation 1): In the ATLAS measurement, an alternative LbyL signal sample was generated using calculations from Ref. [17], with the difference between the signal predictions driven by the non-hadronic overlap condition of the Pb ions. In the CMS measurement, the fiducial LbyL cross section is obtained from the theoretical prediction of $\sigma_{\text{theo.}}^{\text{fid.}} (\gamma\gamma \rightarrow e^+e^-)$ from the STARLIGHT v2.76 [29, 30] generator, where the uncertainty is derived from SuperChic to compute the non-hadronic overlap condition in the MC simulation. Given the difference between the nominal and alternative predictions lies in the implementation of the non-hadronic overlap condition of the Pb ions, we considered this source of uncertainty as fully correlated between the two measurements.

The contribution from each uncertainty category to the total uncertainty in the averaged cross-section measurement is given in Table 4.

B.3 Stability tests

The stability of the averaged result to variations in the correlation assumptions is checked for the dominant uncertainty contributions. The correlation values are varied for the categories of background determination, photon reconstruction, and trigger. More specifically, the categories of background determination and trigger are independently varied from their default values of uncorrelated to half correlated and half anti-correlated and the more extreme variation of fully correlated. For the category of photon reconstruction, the correlation between ATLAS and CMS is varied from its default value of 50% correlated to fully correlated and uncorrelated and the more extreme variation of half anticorrelated.

Because of the scheme that is used for the correlations, stability tests are also performed for the uncertainty associated with the theory modeling. The uncertainties in the theory modeling category are varied from their default value of fully correlated to half correlated and to the more extreme tests of uncorrelated and half anti-correlated.

Figure 4 summarizes the results of these stability tests, where the correlations between the two input measurements are varied. For all variations, the relative changes in the central value of the averaged $\sigma_{\text{fid. meas.}}^{\text{fid.}}$ are insignificant relative to the total uncertainty of 17%. These tests show that the averaged result is robust and does not critically depend on any of the correlation assumptions.
Table 4: Contribution from each uncertainty category in relative and absolute terms to the averaged LbL cross-section ($\sigma_{\text{fid.}}$) uncertainty at 5.02 TeV. Correlations of uncertainties between the two input measurements are presented in A. The total systematic uncertainties “(excl. lumi.)” and “(excl. theo.)” are computed by considering all the individual sources of systematic uncertainty excluding the uncertainty due to integrated luminosity and theory modeling, respectively. The total uncertainty includes the statistical uncertainty.

| Uncertainty category                        | Uncertainty [\%] | Uncertainty [nb] |
|--------------------------------------------|------------------|-----------------|
| Statistical                                | 13               | 15              |
| Integrated luminosity                      | 3                | 3               |
| Background determination                   | 5                | 6               |
| Photon reconstruction and identification   | 6                | 7               |
| Photon angular resolution                  | 1                | 2               |
| Electron reconstruction and identification | <1              | 1               |
| Trigger                                    | 5                | 5               |
| Theory modeling                            | 3                | 3               |
| Total syst. unc. (excl. lumi.)             | 9                | 11              |
| Total syst. unc. (excl. theo.)             | 9                | 11              |
| Total syst. unc.                           | 10               | 12              |
| **Total uncertainty**                      | 17\%             | 19 nb           |

Fig. 4: (left panel) Results of the stability tests demonstrating impact of variations of the correlation assumptions in different uncertainty categories on the averaged cross-section are shown. (right panel) The corresponding relative shifts (with $\Delta = \text{varied} - \text{nominal}$) in the central value, $\sigma_{\text{fid.}}$, and in its uncertainty, $\Delta(\sigma_{\text{fid.}})/(\sigma_{\text{fid.}})$, are shown.