DIFFERENCE OF CANTOR SETS AND FREQUENCIES IN
THUE–MORSE TYPE SEQUENCES

YI CAI* AND VILMOS KOMORNIK

Abstract. In a recent paper, Baker and Kong have studied the Hausdorff dimension
of the intersection of Cantor sets with their translations. We extend their results to more
general Cantor sets. The proofs rely on the frequencies of digits in unique expansions in
non-integer bases. In relation with this, we introduce a practical method to determine
the frequency of any given finite block in Thue–Morse type sequences.

1. Introduction

Given a real number $q > 1$ and a finite set $\Omega$ of real numbers, a sequence $(c_i)_{i=1}^\infty \in \Omega^\mathbb{N}$
is called an expansion of $x$ in base $q$ over the alphabet $\Omega$ if
\[ \sum_{i=1}^\infty \frac{c_i}{q^i} = x. \]

If $\Omega_m = \{0, 1, \ldots, m\}$ for some positive integer $m$, then

(1.1) \[ \Gamma_{q,m} := \left\{ \sum_{i=1}^\infty \frac{c_i}{q^i} : c_i \in \{0, 1, \ldots, m\} \right\} \]
is equal to the interval $[0, \frac{m}{q-1}]$ if $q \leq m + 1$, and it is a Cantor set in this interval if
$q > m + 1$ (see [21]).

In their recent paper [4], Baker and Kong studied the size of the intersection sets
$\Gamma_{q,1} \cap (\Gamma_{q,1} + t)$ where $t$ is a given real number. The purpose of this paper is to extend
their results to the more general case of the sets $\Gamma_{q,m_1} \cap (\Gamma_{q,m_2} + t)$, where $m_1$ and $m_2$
are arbitrary positive integers. The set $\Gamma_{q,m_1} \cap (\Gamma_{q,m_2} + t)$ is nonempty if and only if
$t \in \Gamma_{q,m_1} - \Gamma_{q,m_2}$, or equivalently, if $t$ has an expansion in base $q$ over the alphabet

(1.2) \[ \Omega_{-m_2,m_1} := \{-m_2, \ldots, -1, 0, 1, \ldots, m_1\}. \]

Since

(1.3) \[ \sum_{i=1}^\infty \frac{t_i}{q^i} = t \iff \sum_{i=1}^\infty \frac{t_i + m_2}{q^i} = t + \frac{m_2}{q - 1}, \]

the expansions over $\Omega_{-m_2,m_1}$ are closely related to the expansions over the more familiar
alphabet $\Omega_{m_1+m_2} := \{0, \ldots, m_1 + m_2\}$. 
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We will consider the above question in the case where $t$ has a unique expansion in base $q$ over the alphabet $\Omega_{-m_2,m_1}$. We let $\mathcal{U}_{m_1,m_2}(q)$ denote the set of these real numbers $t$, and $\mathcal{U}_{m_1,m_2}(q) \subset \{ -m_2, \ldots, m_1 \}^\mathbb{N}$ denote the set of corresponding expansions $(t_i)$. Furthermore, we set

$$D_{m_1,m_2}(q) := \{ \dim_H(\Gamma_{q,m_1} \cap (\Gamma_{q,m_2} + t)) : t \in \mathcal{U}_{m_1,m_2}(q) \}$$

for brevity.

We will prove the following theorem. We assume without loss of generality that $m_1 \geq m_2$.

**Theorem 1.1.** Let $q > 1$. Then:

(i) If $q - 1 \leq m_2 \leq m_1$, then

$$D_{m_1,m_2}(q) = \{ 0, 1 \}.$$ 

(ii) If $m_2 < q - 1 \leq m_1$, then

$$D_{m_1,m_2}(q) = \left\{ 0, \frac{\log(m_2 + 1)}{\log q} \right\}.$$ 

(iii) If $m_2 < m_1 < q - 1$, then $D_{m_1,m_2}(q)$ contains the point $\frac{\log(m_2 + 1)}{\log q}$.

In order to state our next theorem we recall some results on unique expansions in non-integer bases (see Section 3 for more details). We let $\mathcal{U}$ denote the set of bases in which 1 has a unique expansion, and $\mathcal{V}$ denote the set of bases in which 1 has a unique doubly infinite expansion over the alphabet $\{ 0, 1, \ldots, m_1 + m_2 \}$. Note that $\mathcal{V}$ is a closed set, and $\mathcal{U} \subset \overline{\mathcal{U}} \subset \mathcal{V}$ where $\overline{\mathcal{U}}$ denotes the topological closure of $\mathcal{U}$; see [17, 13, 10]. Furthermore, $\mathcal{U}$ has a smallest element $q_{KL}$ known as the Komornik–Loreti constant; see [15, 2]. The set $\mathcal{V} \cap (1, q_{KL})$ is formed by an increasing sequence $q_1 < q_2 < \cdots$, where $q_1$ is the smallest element of $\mathcal{V}$: the so called generalized Golden Ratio, and $q_k$ converges to $q_{KL}$ as $k \to \infty$; see [5, 10]. We also recall from [10] that 1 has a finite greedy expansion of the form $\omega_k0^\infty$ in base $q_k$ with a suitable finite word $\omega_k$ having a nonzero last digit; see Section 3 for their explicit expression.

We emphasize that the bases $q_{KL}$ and $q_k$ depend on the alphabet $\{ 0, 1, \ldots, m_1 + m_2 \}$.

**Theorem 1.2.** Assume that $m_1 = m_2 = m$. Then:

(i) If $q_{KL} < q < \infty$, then $D_{m,m}(q)$ contains an interval.

(ii) If $q = q_{KL}$, then $D_{m,m}(q)$ is formed by the numbers

$$0, \frac{\log(m + 1)}{\log q}, \frac{\log(m^2(m + 1))}{3 \log q},$$

and

$$\frac{\log m}{\log q} - \frac{\log m+1}{\log q} \sum_{i=1}^{j} \left( -\frac{1}{2} \right)^i \quad \text{for} \quad 1 \leq j < \infty.$$ 

(iii) If $q_k < q \leq q_{k+1}$ for some $k \geq 1$, then $D_{m,m}(q)$ is formed by the numbers

$$0, \frac{\log(m + 1)}{\log q}, \quad \text{and} \quad \frac{\log m}{\log q} - \frac{\log m+1}{\log q} \sum_{i=1}^{j} \left( -\frac{1}{2} \right)^i \quad \text{for} \quad 1 \leq j < k \quad \text{if} \quad k \geq 2.$$
More precisely, if \((m + t_i)\) ends with \((\omega_j \overline{\omega}_j)^\infty\) for some \(j \geq 1\), then

\[
\dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) = \frac{\log m}{\log q} - \frac{\log \frac{m+1}{m}}{\log q} \sum_{i=1}^{j} \left( -\frac{1}{2} \right)^i.
\]

**Remark 1.3.** Since \(m_1 = m_2 = m\), we have \(q_{KL} > q_1 = m + 1\), so that \(q - 1 > m\) under the assumptions of Theorem 1.2.

For the proof of Theorem 1.2 we will need a result (see Lemma 6.1 (ii) below) about the determination of the frequency of a given word in the Thue–Morse sequence 

\[(\tau_i)_{i=0}^\infty = 0110 1001 1001 0110 \cdots.
\]

We recall that the sequence \((\tau_i)\) is defined recursively by \(\tau_0 := 0\) and

\[
\tau_{2n} \cdots \tau_{2n+1-1} : = \overline{\tau_{2n-1} \cdots \tau_0} \text{ for } n = 0, 1, \ldots.
\]

It follows from the definition that \(\tau_{2n} \tau_{2n+1} \in \{01, 10\}\) for every nonnegative integer \(i\), and therefore the frequencies of the digits 0 and 1 are equal:

\[
\frac{\tau_0 + \cdots + \tau_n}{n+1} \to \frac{1}{2} \text{ as } n \to \infty.
\]

We will prove a general theorem on the determination of the frequencies of arbitrary finite blocks in Thue–Morse type sequences; as a very special case, it provides a new proof of Lemma 6.1 (ii). Instead of the Thue–Morse sequence we consider more general mirror sequences [1]. Fix a positive integer \(M\) and a finite word \(\tau_0 \cdots \tau_{\ell-1} \in \{0, \ldots, M\}^\ell\) of length \(\ell \geq 1\). Defining the reflection of a word \(w = \tau_1 \cdots \tau_n\) by the formula 

\[
w = \tau_1 \cdots \tau_n := (M - \tau_1) \cdots (M - \tau_n),
\]

we extend \(\tau_0 \cdots \tau_{\ell-1}\) into an infinite sequence \((\tau_i)_{i=0}^\infty\) by the recursive formula

\[
\tau_{2n\ell} \cdots \tau_{2n\ell+1-1} := \overline{\tau_{2n\ell-1} \cdots \tau_{\ell-1}}, \quad n = 0, 1, \ldots.
\]

For example, the unique expansions of the so-called de Vries–Komornik constants have this form [18, p. 187].

Given two words \(\delta\) and \(\epsilon\), let \(|\delta|\) denote the length of \(\delta\), and let \(N^\delta(\epsilon)\) denote the number of occurrences of \(\delta\) in \(\epsilon\), where \(|\delta| \leq |\epsilon|\). The following theorem has an independent interest:

**Theorem 1.4.** Every finite word \(\delta\) in \((\tau_i)_{i=0}^\infty\) has a density

\[
d(\delta) := \lim_{m \to \infty} \frac{N^\delta(\tau_0 \cdots \tau_{m-1})}{m}.
\]

Moreover, for every integer \(n\) satisfying \(4^n \ell \geq |\delta| - 1\) we have

\[
d(\delta) = d(\overline{\delta}) = \frac{P - N}{6 \cdot 4^n \ell}
\]

with

\[
N = N^\delta(\tau_0 \cdots \tau_{4^n \ell-1}) + \overline{N^\delta}(\tau_0 \cdots \tau_{4^n \ell-1})
\]

and

\[
P = N^\delta(\tau_0 \cdots \tau_{4^n+1 \ell-1}) + \overline{N^\delta}(\tau_0 \cdots \tau_{4^n+1 \ell-1}).
\]
In our next two results we use the critical number
\[ q_c = \frac{m + 2 + \sqrt{m(m + 4)}}{2} \]
introduced in [19], which is the positive solution of the equation
\[ \frac{m + 1}{q_c} + \sum_{i=2}^{\infty} \frac{m}{q_i^c} = 1 \]
for the alphabet \( \Omega_{2m} = \{0, \ldots, 2m\} \).

**Theorem 1.5.** Assume that \( m_1 = m_2 = m \), and set
\[ c_1 := \frac{\log m}{\log q}, \quad c_2 := \frac{\log (m + 1)}{\log q}. \]

(i) If \( q \in [q_c, \infty) \), then \( D_{m,m}(q) \) contains the interval \([c_1, c_2]\).
(ii) If \( q \in (m + 1, q_c) \), then there exists a \( \delta > 0 \) such that
\[ D_{m,m}(q) \cap (c_2 - \delta, c_2) = \emptyset. \]

In order to formulate our last theorem we introduce the sets
\[ m.m(q) := \{ t \in U_{m,m}(q) : \Gamma_{q,m} \cap (\Gamma_{q,m} + t) \text{ is a self-similar set} \} \]
and
\[ H_{m,m}(q) := \{ \dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) : t \in m.m(q) \}. \]

**Theorem 1.6.** Assume that \( m_1 = m_2 = m \), and set
\[ c_1 := \frac{\log m}{\log q}, \quad c_2 := \frac{\log (m + 1)}{\log q}. \]

(i) If \( q \in [q_c, \infty) \), then \( H_{m,m}(q) \) is dense in \([c_1, c_2]\).
(ii) If \( q \in (m + 1, q_c) \), then there exists a \( \delta > 0 \) such that
\[ H_{m,m}(q) \cap (c_2 - \delta, c_2) = \emptyset. \]

In Section 2 we prove Theorem 1.4 and some examples. In Section 3 we recall some notions and results on unique expansions in non-integer bases. In Section 4 we collect several preliminary results that we need for the proof of the later theorems. Then Theorems 1.1 and 1.2 are proved in Sections 5 and 6, respectively. Finally, Theorems 1.5 and 1.6 are proved in Section 7.

**2. Proof of Theorem 1.4 and Some Examples**

We recall the statement of Theorem 1.4. Let \( M \) be a positive integer \( M \) and \( \tau_0 \cdots \tau_{\ell-1} \in \{0, \ldots, M\}^\ell \) a finite word of length \( \ell \geq 1 \). Defining the reflection of a word \( w = c_1 \cdots c_n \) by the formula
\[ \overline{w} = c_1 \cdots c_n := (M - c_1) \cdots (M - c_n), \]
we define an infinite sequence \( (\tau_i)_{i=0}^{\infty} \) by the recursive formula
\[ \tau_{2n\ell} \cdots \tau_{2n+\ell-1} := \tau_{0} \cdots \tau_{2n+\ell-1} \quad n = 0, 1, \ldots. \]

**Definition 2.1.** Given three words \( \delta, \epsilon \) and \( \zeta \), let
- \( |\delta| \) denote the length of \( \delta \);
- \( N^\delta(\epsilon) \) denote the number of occurrences of \( \delta \) in \( \epsilon \), where \( |\delta| \leq |\epsilon| \);
- \( \nu^\delta(\epsilon, \zeta) \) denote the number of those occurrences of \( \delta \) in \( \epsilon \zeta \) whose first and last letter belongs to \( \epsilon \) and \( \zeta \), respectively.
Theorem 1.4. Every finite word $\delta$ in $(\tau_i)_{i=0}^\infty$ has a density
\[ d(\delta) := \lim_{m \to \infty} \frac{N^\delta(\tau_0 \cdots \tau_{m-1})}{m}. \]
Moreover, for every integer $n$ satisfying $4^n \geq |\delta| - 1$ we have
\[ d(\delta) = d(\overline{\delta}) = \frac{P - N}{6 \cdot 4^n \ell} \]
with
\[ N = N^\delta(\tau_0 \cdots \tau_{4n-1}) + N^\overline{\delta}(\tau_0 \cdots \tau_{4n-1}) \]
and
\[ P = N^\delta(\tau_0 \cdots \tau_{4n+1-1}) + N^\overline{\delta}(\tau_0 \cdots \tau_{4n+1-1}). \]

We need a lemma.

Lemma 2.2. Given three non-empty words $\delta$, $\epsilon$ and $\zeta$, we have the following relations:
\[ N^\delta(\epsilon) = N^\delta(\overline{\epsilon}), \]
\[ N^\delta(\epsilon \zeta) = N^\delta(\epsilon) + N^\delta(\zeta) + \nu^\delta(\epsilon, \zeta), \]
\[ \nu^\delta(\epsilon, \zeta) \leq |\delta| - 1, \]
\[ |N^\delta(\epsilon \overline{\epsilon}) - N^\delta(\epsilon \overline{\epsilon})| \leq |\delta| - 1. \]

Proof. The first three properties follow from Definition 2.1. They imply the last inequality by choosing $\zeta = \overline{\epsilon}$. \qed

Proof of Theorem 1.4. We have to establish the following limit relations:
\[ \lim_{m \to \infty} \frac{N^\delta(\tau_0 \cdots \tau_{m-1})}{m} = \lim_{m \to \infty} \frac{N^\overline{\delta}(\tau_0 \cdots \tau_{m-1})}{m} = \frac{P - N}{6 \cdot 4^n \ell}. \]

We will use the following notation:
\[ \epsilon := \tau_0 \cdots \tau_{4n\ell-1}, \]
\[ x_k := N^\delta(\tau_0 \cdots \tau_{4k\ell-1}), \]
\[ y_k := N^\overline{\delta}(\tau_0 \cdots \tau_{4k\ell-1}), \]
\[ \alpha := \nu^\delta(\epsilon, \overline{\epsilon}) + \nu^\delta(\epsilon, \epsilon) + \nu^\delta(\epsilon, \overline{\epsilon}), \]
\[ \beta := \nu^\overline{\delta}(\epsilon, \overline{\epsilon}) + \nu^\overline{\delta}(\epsilon, \epsilon) + \nu^\overline{\delta}(\epsilon, \overline{\epsilon}). \]

We proceed in several steps.

(i) We prove that
\[ x_{k+1} = 2x_k + 2y_k + \alpha \quad \text{and} \quad y_{k+1} = 2x_k + 2y_k + \beta \]
for all $k \geq n$. Writing $w_k := \tau_0 \cdots \tau_{4k\ell-1}$ for brevity, it follows from the definition of $(\tau_i)$ that
\[ w_{k+1} = w_k w_k w_k w_k, \]
and that $w_k$ starts and ends with the block $\epsilon$. Since $|\delta| \leq |\epsilon| + 1$ by our assumption on $n$, distinguishing seven different cases according to the position of the first letter of the occurrence of $\delta$ as a subword, it follows that
\[ N^\delta(w_{k+1}) = N^\delta(w_k) + \nu^\delta(\epsilon, \overline{\epsilon}) + N^\delta(\overline{w_k}) + \nu^\delta(\epsilon, \overline{\epsilon}) + N^\overline{\delta}(w_k) + \nu^\delta(\epsilon, \epsilon) + N^\overline{\delta}(w_k). \]
This is equivalent to the first equality of (2.2). The second equality follows by changing \( \delta \) to \( \bar{\delta} \) in the above equality.

(ii) It follows from (2.2) that

\[
x_{k+1} + y_{k+1} + \frac{\alpha + \beta}{3} = 4 \left( x_k + y_k + \frac{\alpha + \beta}{3} \right), \quad \text{for all} \quad k \geq n.
\]

For \( k = n \) this may be written as

\[
P + \frac{\alpha + \beta}{3} = 4 \left( N + \frac{\alpha + \beta}{3} \right),
\]

Hence \( \alpha + \beta = P - 4N \), and the following equality holds for all \( k \geq n \):

\[
x_{k+1} = 2(x_k + y_k) + \alpha = 2 \left( x_k + y_k + \frac{\alpha + \beta}{3} \right) + \frac{\alpha - 2\beta}{3}
\]

\[
= 2 \cdot 4^{k-n} \left( x_n + y_n + \frac{\alpha + \beta}{3} \right) + \frac{\alpha - 2\beta}{3}
\]

\[
= 2 \cdot 4^{k-n} \left( N + \frac{P - 4N}{3} \right) + \frac{\alpha - 2\beta}{3}
\]

\[
= 2 \cdot 4^{k-n} \cdot \frac{P - N}{3} + \frac{\alpha - 2\beta}{3}.
\]

Since \( y_{k+1} = x_{k+1} + \beta - \alpha \) for all \( k \geq n \) by (2.2), it follows that

\[
\frac{x_{k+1}}{4^{k+1}} = \frac{P - N}{6 \cdot 4^n} + \frac{\alpha - 2\beta}{3 \cdot 4^{k+1}} \quad \text{and} \quad \frac{y_{k+1}}{4^{k+1}} = \frac{P - N}{6 \cdot 4^n} + \frac{\beta - 2\alpha}{3 \cdot 4^{k+1}}
\]

for all \( k \geq n \), and hence

(2.3)

\[
\lim_{k \to \infty} \frac{x_k}{4^k} = \lim_{k \to \infty} \frac{y_k}{4^k} = \frac{P - N}{6 \cdot 4^n}.
\]

(iii) Fix an arbitrary integer \( k \geq n \). For any positive integer \( p \), \( \tau_0 \cdots \tau_{4^{k+1}-1} \) is formed of \( 4p \) consecutive blocks of equal length, half of which are identical with \( \tau_0 \cdots \tau_{4^{k+1}-1} \), and the other half with \( \tau_0 \cdots \tau_{4^{k+1}-1} \). Therefore, by an argument similar to (i) we have

\[
2p(x_k + y_k) \leq N^\delta(\tau_0 \cdots \tau_{4^{k+1}-1}) \leq 2p(x_k + y_k) + (4p - 1)(|\delta| - 1)
\]

and

\[
2p(x_k + y_k) \leq N^\bar{\delta}(\tau_0 \cdots \tau_{4^{k+1}-1}) \leq 2p(x_k + y_k) + (4p - 1)(|\delta| - 1).
\]

Now if \( m \geq 4^{k+1} \) is an integer, and \( p \) is the integer part of \( m/(4^{k+1}) \), then

(2.4)

\[
p \cdot 4^{k+1} \leq m < (p + 1) \cdot 4^{k+1},
\]

and we infer from the above relations the following inequalities:

\[
2p(x_k + y_k) \leq N^\delta(\tau_0 \cdots \tau_{m-1}) \leq 2(p + 1)(x_k + y_k) + (4p + 3)(|\delta| - 1)
\]

and

\[
2p(x_k + y_k) \leq N^\bar{\delta}(\tau_0 \cdots \tau_{m-1}) \leq 2(p + 1)(x_k + y_k) + (4p + 3)(|\delta| - 1).
\]
Combining them with (2.4) we obtain that
\[
\frac{2p}{4(p+1)} \left( \frac{x_k}{4^k\ell} + \frac{y_k}{4^k\ell} \right) \leq \frac{N^\delta(\tau_0, \ldots, \tau_{m-1})}{m} \leq \frac{2(p+1)}{4p} \left( \frac{x_k}{4^k\ell} + \frac{y_k}{4^k\ell} \right) + \frac{(4p+3)(|\delta| - 1)}{4p \cdot 4^k\ell}
\]
and
\[
\frac{2p}{4(p+1)} \left( \frac{x_k}{4^k\ell} + \frac{y_k}{4^k\ell} \right) \leq \frac{N^{\overline{\delta}}(\tau_0, \ldots, \tau_{m-1})}{m} \leq \frac{2(p+1)}{4p} \left( \frac{x_k}{4^k\ell} + \frac{y_k}{4^k\ell} \right) + \frac{(4p+3)(|\delta| - 1)}{4p \cdot 4^k\ell}.
\]
If \( m \to \infty \), then \( p \to \infty \), so that we infer from these inequalities the following relations:
\[
\frac{1}{2} \left( \frac{x_k}{4^k\ell} + \frac{y_k}{4^k\ell} \right) \leq \liminf_{m \to \infty} \frac{N^\delta(\tau_0, \ldots, \tau_{m-1})}{m} \leq \limsup_{m \to \infty} \frac{N^\delta(\tau_0, \ldots, \tau_{m-1})}{m} \leq \frac{1}{2} \left( \frac{x_k}{4^k\ell} + \frac{y_k}{4^k\ell} \right) + \frac{|\delta| - 1}{4^k\ell}
\]
and
\[
\frac{1}{2} \left( \frac{x_k}{4^k\ell} + \frac{y_k}{4^k\ell} \right) \leq \liminf_{m \to \infty} \frac{N^{\overline{\delta}}(\tau_0, \ldots, \tau_{m-1})}{m} \leq \limsup_{m \to \infty} \frac{N^{\overline{\delta}}(\tau_0, \ldots, \tau_{m-1})}{m} \leq \frac{1}{2} \left( \frac{x_k}{4^k\ell} + \frac{y_k}{4^k\ell} \right) + \frac{|\delta| - 1}{4^k\ell}.
\]
This is true for every \( k \geq n \). Letting \( k \to \infty \) and using (2.3) we conclude (2.1). □

**Examples 2.3.** In the following examples we consider the Thue–Morse sequence, i.e., \( M = 1, \ell = 1 \) and \( \tau_0 = 0 \).

(i) If \( \delta = 0 \), then choosing \( n = 0 \) we have \( N = 1 \) and \( P = 4 \), so that
\[
d^0 = d^1 = \frac{4 - 1}{6 \cdot 1} = \frac{1}{2}.
\]

(ii) If \( \delta = 01 \), then choosing \( n = 1 \) we have \( N = 2 \) and \( P = 10 \), so that
\[
d^{01} = d^{10} = \frac{10 - 2}{6 \cdot 4} = \frac{1}{3}.
\]

(iii) If \( \delta = 00 \), then choosing \( n = 1 \) we have \( N = 1 \) and \( P = 5 \), so that
\[
d^{00} = d^{11} = \frac{5 - 1}{6 \cdot 4} = \frac{1}{6}.
\]

(iv) If \( \delta = 000 \), then choosing \( n = 1 \) we have \( N = P = 0 \), so that
\[
d^{000} = d^{111} = \frac{0 - 0}{6 \cdot 4} = 0.
\]

(v) If \( \delta = 001 \), then choosing \( n = 1 \) we have \( N = 1 \) and \( P = 5 \), so that
\[
d^{001} = d^{110} = \frac{5 - 1}{6 \cdot 4} = \frac{1}{6}.
\]

(vi) If \( \delta = 010 \), then choosing \( n = 1 \) we have \( N = 0 \) and \( P = 4 \), so that
\[
d^{010} = d^{101} = \frac{4 - 0}{6 \cdot 4} = \frac{1}{6}.
\]
(vii) If \( \delta = 011 \), then choosing \( n = 1 \) we have \( N = 1 \) and \( P = 5 \), so that
\[
d^{011} = d^{100} = \frac{5 - 1}{6 \cdot 4} = \frac{1}{6}.
\]
(viii) If \( \delta = 00101 \), then choosing \( n = 1 \) we have \( N = 0 \) and \( P = 1 \), so that
\[
d^{00101} = d^{11010} = \frac{1 - 0}{6 \cdot 4} = \frac{1}{24}.
\]

Example 2.4. Let \((\tau_i)\) be the Thue–Morse sequence. We compute the frequencies of the digits \(-1, 0, 1\) in the sequence \((\tau_i - \tau_{i-1})\). Since \(\tau_i \in \{0, 1\}\) for every \(i\), the frequency of the digit \(-1\) in \((\tau_i - \tau_{i-1})\) is equal to the frequency of the words \(10\) in \((\tau_i)\). Applying Theorem 1.3 with \(\delta = 10\) and \(n = 1\) we obtain that
\[
N = N^{01}(\tau_0 \cdots \tau_3) + N^{10}(\tau_0 \cdots \tau_3)
\]
and
\[
P = N^{01}(\tau_0 \cdots \tau_{15}) + N^{10}(\tau_0 \cdots \tau_{15}).
\]

Using the equalities
\[
\tau_0 \cdots \tau_3 = 0110 \quad \text{and} \quad \tau_0 \cdots \tau_{15} = 0110 1001 1001 0110
\]
we obtain that \(N = 1 + 1 = 2\), \(P = 5 + 5 = 10\), and therefore
\[
d(01) = d(10) = \frac{P - N}{6 \cdot 4} = \frac{10 - 2}{24} = \frac{1}{3}.
\]

It follows that both digits \(0\) and \(-1\) have density \(1/3\) in \((\tau_i - \tau_{i-1})\). It follows that the third digit \(0\) also has a density in \((\tau_i - \tau_{i-1})\), and it is also equal to \(1/3\).

3. Review of some results on unique expansions

In this section we fix a positive integer \(M\) and we consider expansions in a base \(q > 1\) over the alphabet \(\{0, 1, \ldots, M\}\). First we introduce some important notation and lemmas.

We use the **lexicographical order**. For any two sequences \((a_i)\) and \((b_i)\) \(\in \{0, \ldots, M\}^\mathbb{N}\), we write \((a_i) \prec (b_i)\) if there exists a positive integer \(n\) such that \(a_i = b_i\) for \(i = 1, \ldots, n - 1\) (this condition is void if \(n = 1\)), and \(a_n < b_n\). Furthermore, we write \((a_i) \preceq (b_i)\) if \((a_i) \prec (b_i)\) or \((a_i) = (b_i)\). Sometimes we write \((b_i) \succ (a_i)\) instead of \((a_i) \prec (b_i)\), and \((b_i) \succeq (a_i)\) instead of \((a_i) \preceq (b_i)\).

We let \(\overline{a_i} := (M - a_i)\) denote the **reflection** of a sequence \((a_i)\), and for a word \(w = b_1 \cdots b_n\) we write
\[
\overline{w} = (M - b_1) \cdots (M - b_n),
\]
\[
w^- := b_1 \cdots b_{n-1}(b_n - 1) \quad \text{if} \quad b_n > 0,
\]
\[
w^+ := b_1 \cdots b_{n-1}(b_n + 1) \quad \text{if} \quad b_n < M.
\]

We call a sequence \((a_i)\) **infinite** if it does not have a last nonzero digit, and **finite** otherwise.

We define the **greedy expansion** of \(x\) as the lexicographically largest expansion of \(x\), and the **quasi-greedy expansion** of \(x\) as the lexicographically largest infinite expansion of \(x\). We let \(U_{M,q}\) denote the set of numbers \(x \in \left[0, \frac{M}{q-1}\right]\) having a unique expansion in base \(q\), and \(U_{M,q}^\mathbb{N} \subset \{0, \ldots, M\}^\mathbb{N}\) denote the set of the corresponding unique expansions.

We recall from [15 [16 [17 [14 [13 [10 [5]] that there exists a smallest base \(q_{KL}\) in which \(1\) has a unique expansion, and there exists a smallest base \(q_1\) in which \(1\) has a unique **doubly infinite** expansion. Here an infinite sequence \((c_i)\) is called doubly infinite if its
reflection \((M - c_i)\) is also infinite. We have \(1 < q_1 < q_{KL} < M + 1\). The base \(q_1\) is given by the explicit formulas

\[
(3.1) \quad q_1 = \begin{cases} 
(m + \sqrt{m^2 + 4m})/2 & \text{if } M = 2m - 1, \\
m + 1 & \text{if } M = 2m,
\end{cases}
\]
and the lexicographically largest (greedy) expansion of 1 in base \(q_1\) is \(\omega_1 0^\infty\) with

\[
(3.2) \quad \omega_1 = \begin{cases} 
mm & \text{if } M = 2m - 1, \\
m + 1 & \text{if } M = 2m, \quad m = 1, 2, \ldots.
\end{cases}
\]

Remark 3.1. If we change \(m\) to \(m + 1\) in the first formula of (3.1), then we get the original expression in [5]:

\[
\frac{m + 1 + \sqrt{(m + 1)^2 + 4(m + 1)}}{2} = \frac{m + 1 + \sqrt{m^2 + 6m + 5}}{2}.
\]

The base \(q_{KL}\) is a transcendental number [2, 16, 18], and the unique expansion \((p_i)_{i=1}^\infty\) of 1 in this base is given by the formulas

\[
(3.3) \quad p_i = \begin{cases} 
(m - 1 + \tau_i) & \text{if } M = 2m - 1, \\
m + \tau_i - \tau_{i-1} & \text{if } M = 2m, \quad i = 1, 2, \ldots.
\end{cases}
\]

where

\[
(\tau_i)_{i=0}^\infty = 0110 1001 1001 0110 \cdots
\]
denotes the Thue–Morse sequence, defined in the introduction. We note that

\[
(3.4) \quad (p_i) \in \begin{cases} 
\{m - 1, m\}^N & \text{if } M = 2m - 1, \\
\{m - 1, m, m + 1\}^N & \text{if } M = 2m.
\end{cases}
\]

It was discovered in [25, Corollary 15] and generalized in [3 9 19] that the bases \(q_1\) and \(q_{KL}\) are critical for the size of the sets \(U_{M,q}\) of real numbers having a unique expansion in base \(q\) over the alphabet \(\{0, 1, \ldots, M\}\), namely:

- \(U_{M,q}\) has only the trivial elements 0 and \(\frac{M}{q - 1}\) if \(1 < q \leq q_1\);
- \(U_{M,q}\) is countably infinite if \(q_1 < q < q_{KL}\);
- \(U_{M,q}\) has the cardinality of the continuum if \(q = q_{KL}\);
- \(U_{M,q}\) has a positive Hausdorff dimension if \(q > q_{KL}\).

We will also use some other bases related with to the Thue–Morse sequence. The number 1 has a finite greedy expansion of the form \(\omega_1 0^\infty\) in base \(q_1\) where \(\omega_1\) is a finite word having a last nonzero digit. Starting with \(\omega_1\) we define by induction a sequence of words by the formula

\[
\omega_{k+1} := (\omega_k \omega_k)^+, \quad k = 1, 2, \ldots.
\]

Then \(\omega_1 0^\infty\) is the greedy expansion of 1 in some base \(q_k\), and \((q_k)_{k=1}^\infty\) is an increasing sequence converging to \(q_{KL}\); see [17 10] for details. Let us note that the words \(\omega_k\) correspond to the construction of the so-called \(q\)-mirror sequences described in [1, Section III-1].

If \(M\) is even, then \(q_1\) is an integer. If \(M\) is odd, then \(q_1\) is not an integer, and we let \(q_0\) denote its integer part. Then 1 also has a finite greedy expansion of the form \(\omega_0 0^\infty\) in base \(q_0\) where \(\omega_0\) is a finite word having a last nonzero digit, and

\[
\omega_1 := (\omega_0, \omega_0)^+.
\]
We recall from [20] Corollary 7.1 and Remark 5.7 that if \( q_k < q \leq q_{k+1} \) for some \( k \geq 1 \) and \( (t_i) \in \mathcal{U}_{mq} \), then \( (t_i) \) or its reflection \( (M - t_i) \) is eventually periodic with one of the period blocks
\[
0, \omega_0^{-1}, \omega_1^1 \omega_1^{-1}, \ldots, \omega_{k-1}^{-1} \omega_{k-1}^{-1}
\]
if \( M \) is odd, and
\[
0, \omega_0^{-1}, \omega_1^1 \omega_1^{-1}, \ldots, \omega_{k-1}^{-1} \omega_{k-1}^{-1}
\]
if \( M \) is even; see [19, Lemma 4.12].

4. Preliminary Lemmas

The following two lemmas reduce to [22] Lemma 3.3 and Theorem 3.4 if \( m_1 = m_2 = 1 \) and \( q > 2 \).

**Lemma 4.1.** Assume that \( q - 1 > m_1 \geq m_2 \). If \( t \in \Gamma_{q,m_1} - \Gamma_{q,m_2} \), then
\[
\Gamma_{q,m_1} \cap (\Gamma_{q,m_2} + t) = \bigcup_{(t_i)} \left\{ \sum_{i=1}^{\infty} \frac{c_i}{q^i} : c_i \in \Omega_{m_1} \cap (\Omega_{m_2} + t_i) \text{ for all } i \right\},
\]
where we take the union over all the expansions \( (t_i) \) of \( t \).

**Proof.** If \( x \in \Gamma_{q,m_1} \cap (\Gamma_{q,m_2} + t) \), then there exist a sequence \( (c_i) \in \Omega_{m_1}^\infty \) satisfying \( x = \sum_{i=1}^{\infty} \frac{c_i}{q^i} \) and a sequence \( (d_i) \in \Omega_{m_2}^\infty \) satisfying \( x - t = \sum_{i=1}^{\infty} \frac{d_i}{q^i} \). Then setting \( t_i := c_i - d_i \) we get an expansion \( (t_i) \in \Omega_{m_2,m_1} \) of \( t \) in base \( q \), and \( c_i \in \Omega_{m_1} \cap (\Omega_{m_2} + t_i) \) for all \( i \) by the definition of \( t_i \).

Conversely, if \( x = \sum_{i=1}^{\infty} \frac{c_i}{q^i} \) for some sequence \( (c_i) \) satisfying for every \( i \) the condition \( c_i \in \Omega_{m_1} \cap (\Omega_{m_2} + t_i) \), then \( x \) is an expansion \( (t_i) \in \Omega_{m_2,m_1} \) of \( t \) in base \( q \), and \( c_i \in \Omega_{m_1} \cap (\Omega_{m_2} + t_i) \) for all \( i \). \( \square \)

Now, following [22], we recall some results on generalized Moran sets [11, 12, 23]. For each \( j \in \mathbb{N} \), let \( H_j \) be a nonempty finite set of consecutive integers. Set
\[
S^k := \prod_{j=1}^{k} H_j \quad \text{for all} \quad k \in \mathbb{N}, \quad \text{and} \quad S^* := \cup_{k \geq 1} S^k.
\]
Let us also fix for each \( j \in \mathbb{N} \) and \( i \in H_j \) a real number \( r_i^j \in (0,1) \).

Given a nonempty compact set \( J \subset \mathbb{R}^d \) with \( \overline{\text{int}} J = J \), assume that there exists a family \( \{ J_\sigma : \sigma \in S^* \} \) of nonempty compact subsets of \( J \) having the following properties:

(a) \( \overline{\text{int}} J_\sigma = J_\sigma \) for every \( \sigma \in S^* \);
(b) for each \( k \geq 1 \) and \( \sigma \in S^k \), the sets \( J_{(\sigma,i)} \), \( i \in H_{k+1} \) are non-overlapping subsets of \( J_\sigma \), and their diameters satisfy the following equalities:
\[
|J_{(\sigma,i)}| = r_i^{k+1} |J_\sigma| \quad \text{for all} \quad i \in H_{k+1}.
\]

Then
\[
E := \bigcap_{k=1}^{\infty} \bigcup_{\sigma \in S^k} J_\sigma
\]
is nonempty compact set, called a generalized Moran set.

**Example 4.2.** If \( t \) has a unique expansion \( (t_i) \) over \( \Omega_{m_2,m_1} \), then \( \Gamma_{q,m_1} \cap (\Gamma_{q,m_2} + t) \) is a generalized Moran set. Indeed, set \( H_j := \Omega_{m_1} \cap (\Omega_{m_2} + t_j) \) for all \( j \in \mathbb{N} \), and \( r_i^j := 1/q \).
Then we may define a sequence $J := [0, m_1/(q - 1)]$, and $J_{\sigma} := f_{\sigma}(J)$ for all $\sigma \in S^*$. Then the conditions (a) and (b) are satisfied, so that

$$\Gamma_{q, m_1} \cap (\Gamma_{q, m_2} + t) = \bigcap_{k=1}^{\infty} \bigcup_{\sigma \in S^k} J_{\sigma}$$

is a generalized Moran set.

We recall from the [22] the following result on the Hausdorff dimension $\dim_H E$ of a generalized Moran sets, proved in [11, 12]:

**Theorem 4.3.** Consider a generalized Moran set, and assume the following three conditions:

1. there exists a positive number $c$ such that for each $\sigma \in S^*$, $J_{\sigma}$ contains a ball of diameter $c |J_{\sigma}|$;
2. $\inf_{j \in H} \min_{t \in H_j} r_j^t > 0$;
3. $\lim_{k \to \infty} \sup_{(\sigma_1, \ldots, \sigma_k) \in S^k} \prod_{j=1}^{k} r_{\sigma_j}^j = 0$.

Then we may define a sequence $(s_k)$ of real numbers by the formula

$$\prod_{j=1}^{k} \left[ \sum_{t \in H_j} (r_j^t)^{s_k} \right] = 1, \quad k = 1, 2, \ldots,$$

and the following equality holds:

$$\dim_H E = \liminf_{k \to \infty} s_k.$$

As an application of Theorem 4.3, we have the following result:

**Lemma 4.4.** Assume that $q - 1 > m_1 \geq m_2$, let $(t_j) \in U'_{m_1, m_2}(q)$, and set

$$n_j = \begin{cases} 
    m_2 + 1 + t_j & \text{if } t_j < 0, \\
    m_2 + 1 & \text{if } 0 \leq t_j \leq m_1 - m_2, \\
    m_1 + 1 - t_j & \text{if } t_j > m_1 - m_2.
\end{cases}$$

Then

$$\dim_H \left( \Gamma_{q, m_1} \cap (\Gamma_{q, m_2} + t) \right) = \liminf_{k \to \infty} \frac{\sum_{j=1}^{k} \log n_j}{k \log q}.$$

**Proof.** Consider the generalized Moran set of Example 4.2. We claim that the number of elements $n_j$ of each set $H_j$ is given by the formula (4.2). Indeed, the proof of Lemma 4.1 shows that every $x \in \Gamma_{q, m_1} \cap (\Gamma_{q, m_2} + t)$ has a unique expansion $(x_j)$ in base $q$ over the alphabet $\Omega_{m_1}$, and $(x_j)$ is characterized by the conditions $x_j \in \{0, 1, \ldots, m_1\} \cap \{0, 1, \ldots, m_2\} + t_j$ for all $j$. They are equivalent to the inequalities

$$0 \leq x_j \leq m_1 \quad \text{and} \quad 0 \leq x_j - t_j \leq m_2$$

or to

$$\max \{0, t_j\} \leq x_j \leq \min \{m_1, m_2 + t_j\},$$

so that

$$n_j = \min \{m_1, m_2 + t_j\} - \max \{0, t_j\} + 1.$$
Since $m_1 \geq m_2$ by our assumption, this is equivalent to (1.2).

Applying Theorem 4.3 it suffices to observe that the definition (4.1) of the exponents $s_k$ reduces in our case to
\[ \prod_{j=1}^{k} (n_j q^{-s_k}) = 1, \]
and this is equivalent to
\[ s_k = \frac{\sum_{j=1}^{k} \log n_j}{k \log q}. \] □

5. Proof of Theorem 1.1

Let us restate the theorem for convenience:

Theorem 1.1. Let $q > 1$. Then:

(i) If $q - 1 \leq m_2 \leq m_1$, then
\[ D_{m_1,m_2}(q) = \{0,1\}. \]

(ii) If $m_2 < q - 1 \leq m_1$, then
\[ D_{m_1,m_2}(q) = \left\{0, \frac{\log(m_2 + 1)}{\log q}\right\}. \]

(iii) If $m_2 < m_1 < q - 1$, then $D_{m_1,m_2}(q)$ contains the point $\frac{\log(m_2 + 1)}{\log q}$.

We need a lemma. First we observe that by (1.2), (1.3) and (3.3) the Komornik–Loreti constant $q_{KL}$ of the alphabet \{−$m_2$, ..., $m_1$\} is given by the formula
\[ (t_j) = \begin{cases} (\frac{m_1-m_2-1}{2} + \tau_j)_{j=1}^{\infty} & \text{if } m_1 + m_2 \text{ is odd}, \\ (\frac{m_1-m_2}{2} + \tau_j - \tau_{j-1})_{j=1}^{\infty} & \text{if } m_1 + m_2 \text{ is even}. \end{cases} \]

Lemma 5.1. If $m_1 > m_2$, then $m_2 + 1 < q_{KL} < m_1 + 1$.

Proof. If $m_1 + m_2$ is odd, say $m_1 + m_2 = 2m - 1$, then $m < q_{KL} < m + 1$ because
\[ q_{KL} > q_1 = \frac{m + \sqrt{m^2 + 4m}}{2} > m \]
and
\[ \sum_{j=1}^{\infty} \frac{m - 1 + \tau_j}{(m + 1)^j} < \sum_{j=1}^{\infty} \frac{m}{(m + 1)^j} = 1 = \sum_{j=1}^{\infty} \frac{m - 1 + \tau_j}{q_{KL}}. \]

Since $m_2 + 1 \leq m \leq m_1$, the inequalities $m_2 + 1 < q_{KL} < m_1 + 1$ follow.

If $m_1 + m_2$ is even, say $m_1 + m_2 = 2m$, then $m < q_{KL} < m + 2$ because
\[ q_{KL} > q_1 = m + 1 \]
and
\[ \sum_{j=1}^{\infty} \frac{m + \tau_j - \tau_{j-1}}{(m + 2)^j} < \sum_{j=1}^{\infty} \frac{m + 1}{(m + 2)^j} = 1 = \sum_{j=1}^{\infty} \frac{m + \tau_j - \tau_{j-1}}{q_{KL}}. \]

Since $m_1 > m_2$, we have $m_2 + 1 \leq m \leq m_1 - 1$, the inequalities $m_2 + 1 < q_{KL} < m_1 + 1$ follow again. □
Proof of Theorem 1.1. (i) If $1 < q \leq m_2 + 1$, then both $\Gamma_{q,m_2}$ and $\Gamma_{q,m_1}$ are intervals. Therefore $\Gamma_{q,m_1} \cap (\Gamma_{q,m_2} + t)$ is also an interval, and hence it has either dimension zero or dimension one.

(ii) If $m_2 + 1 < q \leq m_1 + 1$, then $\Gamma_{q,m_2}$ is a homogeneous Cantor set of dimension

$$d := \frac{\log(m_2 + 1)}{\log q}.$$  

Therefore, similarly to the case (i), $\Gamma_{q,m_1} \cap (\Gamma_{q,m_2} + t)$ has either dimension zero or $d$.

(iii) We are going to apply Lemma 4.4. Since $m_2 < m_1 < q - 1$ by assumption, we have $q > m_1 + 1 > q_{KL}$ by Lemma 5.1 and therefore the sequence $(t_j)$ defined by (5.1) belongs to $U_{m_1,m_2}(q)$.

If $m_1 + m_2$ is odd, then

$$t_j = \frac{m_1 - m_2 - 1 + 2\tau_j}{2}$$

for all $j$. Since

$$0 \leq \frac{m_1 - m_2 + i}{2} \leq m_1 - m_2 \quad \text{for} \quad i = -1, 1,$$

we have $n_j = m_2 + 1$ for all $j$ in formula (4.2) of Lemma 4.4 and hence $\frac{\log(m_2 + 1)}{\log q}$ belongs to $D_{m_1,m_2}(q)$.

If $m_1 + m_2$ is even, then

$$t_j = \frac{m_1 - m_2}{2} + \tau_j - \tau_{j-1}$$

for all $j$. Since

$$0 \leq \frac{m_1 - m_2}{2} + i \leq m_1 - m_2 \quad \text{for} \quad i = -1, 0, 1,$$

we have $n_j = m_2 + 1$ for all $j$ in formula (4.2) of Lemma 4.4 again, and hence $\frac{\log(m_2 + 1)}{\log q} \in D_{m_1,m_2}(q)$.

□

6. Proof of Theorem 1.2

We restate the theorem again:

**Theorem 1.2.** Assume that $m_1 = m_2 = m$. Then:

(i) If $q_{KL} < q < \infty$, then $D_{m,m}(q)$ contains an interval.

(ii) If $q = q_{KL}$, then $D_{m,m}(q)$ is formed by the numbers

$$0, \quad \frac{\log(m + 1)}{\log q}, \quad \frac{\log|m^2(m + 1)|}{3 \log q},$$

and

$$\frac{\log m}{\log q} - \frac{\log m + 1}{\log q} \sum_{i=1}^{j} \left(\frac{-1}{2}\right)^i \quad \text{for} \quad 1 \leq j < \infty.$$

(iii) If $q_k < q \leq q_{k+1}$ for some $k \geq 1$, then $D_{m,m}(q)$ is formed by the numbers

$$0, \quad \frac{\log(m + 1)}{\log q}, \quad \text{and} \quad \frac{\log m}{\log q} - \frac{\log m + 1}{\log q} \sum_{i=1}^{j} \left(\frac{-1}{2}\right)^i \quad \text{for} \quad 1 \leq j < k \quad \text{if} \quad k \geq 2.$$
More precisely, if \((m + t_i)\) ends with \((\omega_j \overline{\omega_j})^\infty\) for some \(j \geq 1\), then 
\[
\dim_H(\Gamma_{q,m} \cap \Gamma_{q,m + t_i}) = \frac{\log m}{\log q} - \frac{\log m + 1}{\log q} \sum_{i=1}^{j} \left( -\frac{1}{2} \right)^i.
\]

We need some preliminary results. Let us consider the more general case where \(m_1 + m_2 = 2m\) is even, and set \(\mu := (m_1 - m_2)/2\) for brevity. In view of the relation \(\Omega_{-m_2,m_1} + m_2 = \Omega_{2m}\) we introduce the following sequence over the alphabet \(\Omega_{-m_2,m_1} = \{-m_2, \ldots, m_1\}\), related to the Thue–Morse sequence (see (6.3)): 
\[
(\lambda_i) := (\mu + \tau_i - \tau_{i-1})^\infty_{i=1} \in \{\mu - 1, \mu, \mu + 1\}^N. 
\]

Given an arbitrary word \(t_1 \cdots t_n \in \{\mu - 1, \mu, \mu + 1\}^n\) of length \(n \geq 1\), we introduce the fractions 
\[
d_i^j(t_1 \cdots t_n) := \frac{\# \{1 \leq i \leq n : t_i = \mu - 1\}}{n},
\]
\[
d_2^j(t_1 \cdots t_n) := \frac{\# \{1 \leq i \leq n : t_i = \mu\}}{n},
\]
\[
d_3^j(t_1 \cdots t_n) := \frac{\# \{1 \leq i \leq n : t_i = \mu + 1\}}{n}.
\]

Furthermore, given an arbitrary sequence \((t_i) \in \{\mu - 1, \mu, \mu + 1\}^N\), we define the densities 
\[
d_j((t_i)) := \lim_{n \to \infty} d_i^j(t_1 \cdots t_n), \quad j = 1, 2, 3,
\]
when these limits exist.

If \((t_i) = (\lambda_i)\), then by [4] Lemmas 3.1, 3.2 we have the following formulas:

**Lemma 6.1.** Let \(m_1 + m_2\) be even and consider the sequence \((\lambda_i)\) is defined by (6.1). Then:

(i) 
\[
d_1^j(\lambda_1 \cdots \lambda_{2n}) = -\sum_{i=1}^{n} \left( -\frac{1}{2} \right)^i \quad \text{for all} \quad n \in \mathbb{N},
\]

(ii) 
\[
d_1((\lambda_i)) = d_2((\lambda_i)) = d_3((\lambda_i)) = \frac{1}{3}.
\]

Let us give a new proof for the limit relations:

**Proof of Lemma 6.1 (ii).** It follows from (6.1) that for each \(j = -1, 0, 1\), the density of \(\mu + j\) in the sequence \((\lambda_i)\) is equal to the density of \(j\) in the sequence \((\tau_i - \tau_{i-1})\). Therefore the limit relations follow from Example 2.1. 

Let us introduce the notation
\[
a_n = \mu \lambda_1 \cdots \lambda_{2n-1} \quad \text{and} \quad b_n = (\mu - 1) \lambda_1 \cdots \lambda_{2n-1},
\]
and their reflection \(\overline{a_n}, \overline{b_n}\) where each digit \(c_i\) is replaced by \(2\mu - c_i\). The following result is proved in [19] p. 2829:

**Lemma 6.2.** Let \(m_1 + m_2\) be even and consider the sequence \((\lambda_i)\) is defined by (6.1). If \(q > q_{KL}\), then there exists an \(n \in \mathbb{N}\) such that \(U_{m_1,m_2}(q)\) contains a subshift of finite type over the alphabet \(\{a_n, b_n, \overline{a_n}, \overline{b_n}\}\) with the adjacency matrix 
\[
A = \begin{pmatrix}
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]
We deduce from Lemma 5.2 the following statement:

Lemma 6.3. Assume that $m_1 + m_2$ is even, and consider the words $w_1 := b_n\overline{a_n}b_{n}a_n$ and $w_2 := \overline{a_n}a_n$ as in Lemma 6.2. Then:

(i) We have $d_2^*(w_1) < d_2^*(w_2)$.
(ii) For any real number $d \in [d_2^*(w_1), d_2^*(w_2)]$ there exists a sequence $(t_i) \in \{w_1, w_2\}^\mathbb{N}$ such that all three densities $d_1((t_i)), d_2((t_i))$ and $d_3((t_i))$ exist, and $d_2((t_i)) = d$.

Proof. (i) It follows from (6.2) and the definition of the reflection that

$$d_2^*(b_n) = d_2^*(b_n) < d_2^*(a_n) = d_2^*(\overline{a_n}).$$

This implies the required inequality

$$d_2^*(b_na_nb_na_n) < d_2^*(\overline{a_na_n}).$$

(ii) For any fixed real number $d \in [d_2^*(w_1), d_2^*(w_2)]$, there exists a sequence $(n_j)$ of natural numbers such that the sequence

$$(t_i) := w_1^{n_1}w_2^{n_2}w_1^{n_3}w_2^{n_4} \cdots$$

satisfies the equality $d_2((t_i)) = d$. By Lemma 6.2 we have $(t_i) \in U_{m_1,m_2}(q)$. It remains to show that the densities $d_1((t_i))$ and $d_3((t_i))$ exist, too.

Since

$$d_\ell((t_i)) = \lim_{k \to \infty} \frac{4\overline{d}_r^*(w_1) \sum_{j=1}^k n_{2j-1} + 2d_r^*(w_2) \sum_{j=1}^k n_{2j}}{4 \sum_{j=1}^k n_{2j-1} + 2 \sum_{j=1}^k n_{2j}}$$

for $\ell = 1, 2, 3$, setting

$$r_k := \frac{4 \sum_{j=1}^k n_{2j-1}}{4 \sum_{j=1}^k n_{2j-1} + 2 \sum_{j=1}^k n_{2j}}, \quad k = 1, 2, \ldots$$

we have

$$d_\ell((t_i)) = d_r^*(w_2) + [d_r^*(w_1) - d_r^*(w_2)] \cdot \lim_{k \to \infty} r_k, \quad \ell = 1, 2, 3.$$ 

Since $d_2^*(w_1) \neq d_2^*(w_2)$, the existence of the density $d_2((t_i))$ implies the convergence of the sequence $(r_k)$, and then the densities $d_1((t_i))$ and $d_3((t_i))$ also exist by (6.3). \qed

Proof of Theorem 1.2. (i) Assume that $m_1 = m_2 = m$; then $q_{KL} > m + 1$.

Let $q > q_{KL}$. By Lemmas 6.2 and 6.3 for each real number $d \in [d_2^*(w_1), d_2^*(w_2)]$ there exists a $t \in U_{m_1,m_2}(q)$ whose unique expansion $(t_i) \in U_{m_1,m_2}(q)$ satisfies the equality $d_2((t_i)) = d$, and the densities $d_1((t_i))$ and $d_3((t_i))$ exist, too.

Applying Lemma 4.4 we obtain the equality

$$\dim_{H}(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) = \frac{\log(m + 1)}{\log q}d_2((t_i)) + \frac{\log m}{\log q}(d_1((t_i)) + d_3((t_i)))$$

$$= d \cdot \frac{\log(m + 1)}{\log q} + (1 - d) \frac{\log m}{\log q}$$

$$= d \cdot \frac{\log \frac{m+1}{m}}{\log q} + \frac{\log m}{\log q}.$$

Since $d$ was chosen arbitrarily in the interval $[d_2^*(w_1), d_2^*(w_2)]$, we conclude that $D_{m,m}(q)$ contains the interval

$$\left[\frac{\log \frac{m+1}{m}}{\log q}d_2^*(w_1) + \frac{\log m}{\log q}, \frac{\log \frac{m+1}{m}}{\log q}d_2^*(w_2) + \frac{\log m}{\log q}\right].$$
(iii) If $1 < q \leq q_1$, then $\mathcal{U}_{m,m}(q) = \{(-m)^\infty, m^\infty\}$. If $k = 1$ and $(t_i) \in \mathcal{U}_{m,m}(q) \setminus \{(-m)^\infty, m^\infty\}$, then $(t_i)$ ends with $0^\infty$.

Henceforth we assume that $k \geq 2$. Since $m_1 = m_2$, we have $(\lambda_i) = (\tau_i - \tau_{i-1})$ by (6.1), and therefore $\lambda_i \in \{-1, 0, 1\}$ for all $i$. Furthermore, since $q_k < q \leq q_{k+1}$, $(m + t_i)$ is eventually periodic with period block $\omega_j t_j$ for $1 \leq j < k$. Therefore, writing $u_n := \lambda_1 \cdots \lambda_2^n$ and $\overline{u}_n := (-\lambda_1) \cdots (-\lambda_2^n)$ for brevity, and applying Lemma 4.4 we have

$$\dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) = \frac{\log(m + 1)d_2(u_j \overline{t_j}) + (\log m)[d_3(u_j \overline{t_j}) + d_1(u_j \overline{t_j})]}{\log q}$$

$$= \frac{\log(m + 1)[\sum_{i=1}^j \frac{1}{2}^i] + (\log m)[1 + \sum_{i=1}^j \frac{1}{2}^i]}{\log q}$$

$$= -\frac{\log m + (12)^j}{\log q} \frac{\log m}{\log q}.$$ 

The second equality follows from Lemma 6.1 and from the equalities $d_2(u_j) = d_2(u_j \overline{t_j}) = \sum_{i=1}^j \frac{1}{2}^i$.

(ii) Since $q = q_{KL}$, the sequence $(t_i) := (\lambda_i)$ is the unique expansion of some number $t$. Applying Lemmas 4.4 and 6.1 (ii) we have

$$\dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) = \frac{\log(m + 1)d_2((\lambda_i)) + (\log m)(d_1((\lambda_i)) + d_3((\lambda_i)))}{\log q}$$

$$= \frac{\log(m + 1) + 2\log m}{3\log q}$$

$$= \frac{3\log q}{3\log q}.$$ 

The remaining part of (ii) follows from (iii) and from the structure of the periods of the elements of $\mathcal{U}_{m,m}(q)$, because $q_k \to q_{KL}$ as $k \to \infty$.  

7. PROOF OF THEOREMS 1.5 AND 1.6

For convenience we restate the theorems to be proved in this section:

**Theorem 1.5.** Assume that $m_1 = m_2 = m$, and set

$$c_1 := \frac{\log m}{\log q}, \quad c_2 := \frac{\log(m + 1)}{\log q}.$$

(i) If $q \in [q_c, \infty)$, then $\mathcal{D}_{m,m}(q)$ contains the interval $[c_1, c_2]$. (ii) If $q \in (m + 1, q_c)$, then there exists $a > 0$ such that

$$\mathcal{D}_{m,m}(q) \cap (c_2 - 0, c_2) = \varnothing.$$ 

To state the second theorem we recall the definition of the sets

$$\mathcal{U}_{m,m}(q) := \{t \in \mathcal{U}_{m,m}(q) : \Gamma_{q,m} \cap (\Gamma_{q,m} + t) \text{ is a self-similar set}\},$$

$$\mathcal{W}_{m,m}(q) := \{\dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) : t \in \mathcal{U}_{m,m}(q)\}.$$
Theorem 1.6. Assume that \( m_1 = m_2 = m \), and set
\[
c_1 := \frac{\log m}{\log q}, \quad c_2 := \frac{\log(m + 1)}{\log q}.
\]
(i) If \( q \in (q_c, \infty) \), then \( \mathcal{H}_{m,m}(q) \) is dense in \([c_1, c_2]\).
(ii) If \( q \in (m + 1, q_c) \), then there exists a \( \delta > 0 \) such that
\[
\mathcal{H}_{m,m}(q) \cap (c_2 - \delta, c_2) = \emptyset.
\]

First we recall from [7, 8, 16, 3] a technical lemma:

**Lemma 7.1.** Let \( q \in (1, M + 1] \) and \((\alpha_i(q))\) be the quasi-greedy expansion of 1 in base \( q \).
If \((d_i)\) is an expansion of \( x \), then \( x \in \mathcal{U}_{M,q} \) if and only if
\[
(d_{n+1}) \prec (\alpha_i(q)) \quad \text{whenever} \quad d_1 \cdots d_n \neq M^n
\]
and
\[
(d_{n+1}) \prec (\alpha_i(q)) \quad \text{whenever} \quad d_1 \cdots d_n \neq 0^n.
\]

We also recall from [3] the following characterization of the quasi-greedy expansion of 1:

**Lemma 7.2.** Let \((\alpha_i(q))\) be the quasi-greedy expansion of 1 in some base \( q \in (1, M + 1] \).
Then the map \( q \mapsto (\alpha_i(q)) \) is a strictly increasing bijection from the interval \([1, \infty)\) onto
the set of all infinite sequences \((\alpha_i(q)) \in \{0, \ldots, M\}^\infty\) satisfying
\[
\alpha_{k+1} \alpha_{k+2} \cdots \succeq \alpha_1 \alpha_2 \cdots \quad \text{for all} \quad k \geq 0.
\]

Since \( \Omega_{-m,m} + m = \Omega_{2m} \), it is natural to call a sequence \((d_i) \in \Omega_{-m,m}^\infty\) to be the
quasi-greedy expansion of \( x \) in base \( q \) over the alphabet \( \Omega_{-m,m} \) if \((d_i + m) \in \Omega_{2m}^\infty\) is the
quasi-greedy expansion of \( x + m/Q \) in base \( q \) over the alphabet \( \Omega_{2m} \).

Then we can modify Lemmas 7.1 and 7.2 to obtain the following lemmas for the
alphabet \( \Omega_{-m,m} \).

**Lemma 7.3.** Let \((d_i)\) be an expansion of \( x \) over the alphabet \( \Omega_{-m,m} \) in some base \( q \in (1, M + 1] \), and let \((\alpha'_i(q))\) denote the quasi-greedy expansion of \( q/(m+1) \) over the alphabet \( \Omega_{-m,m} \). Then \((d_i)\) is unique expansion if and only if the following two conditions are satisfied:
\[
(d_{n+1}) \prec (\alpha'_i(q)) \quad \text{whenever} \quad d_1 \cdots d_n \neq m^n
\]
and
\[
(-d_{n+1}) \prec (\alpha'_i(q)) \quad \text{whenever} \quad d_1 \cdots d_n \neq (-m)^n.
\]

**Lemma 7.4.** Let \( q \in (1, 2m + 1] \). The map \( q \mapsto (\alpha'_i(q)) \) is a strictly increasing bijection of the interval \((1, 2m + 1]\) onto the set of all infinite sequences \((\alpha'_i(q)) \in \{-m, \ldots, m\}^\infty\) satisfying
\[
\alpha'_{k+1} \alpha'_{k+2} \cdots \succeq \alpha'_1 \alpha'_2 \cdots \quad \text{for all} \quad k \geq 0,
\]
where \((\alpha'_i(q))\) is the quasi-greedy expansion of \( q/(m+1) \) over alphabet \( \Omega_{-m,m} \).

Now consider the number \( q_c = (m + 2 + \sqrt{m(m+4)})/2 \), introduced in [19]. It follows from (1.6) and Lemma 7.1 that \((\alpha_i(q_c)) = (m+1)m^\infty\), i.e., \((m+1)m^\infty\) is the quasi-greedy expansion of 1 in base \( q_c \) over the alphabet \( \Omega_{2m} \). Hence the quasi-greedy expansion of \( q_c/(m+1) \) in base \( q_c \) over \( \Omega_{-m,m} \) is the following sequence:
\[
(7.1) \quad (\alpha'_i(q_c)) = 10^\infty.
\]
Lemma 7.5. If \( q \in [q_c, \infty) \) then for any sequence of natural numbers \((n_i)\), the sequence \((1(-1))^n10^{n_1}(1(-1))^n20^{n_2} \ldots \) belongs to \( U'_{m,m}(q) \).

Proof. We generalize the proof of [4, Lemma 4.2] given for \( m = 1 \). Fix an arbitrary sequence \((n_i)\) of natural numbers. Then

\[
(1(-1))^n < 10^n
\]

for all \( n \geq 0 \), so that \((c_i) \in U'_{m,m}(q_c)\). The case \( q > q_c \) hence follows because \( U'_{m,m}(q_c) \subset U'_{m,m}(q) \) for all \( q \geq q_c \) by Lemmas 7.3 and 7.4.

Proof of Theorem 1.5. (i) For any fixed number \( \lambda \in [0,1] \), we can choose a sequence \((a_j)\) of positive integers such that the density of the zero digits in the sequence \((t_j) := (1(-1))^a10^a2(1(-1))^a30^a \ldots \) is equal to \( \lambda \). By Lemma 7.5 we have \((t_j) \in U'_{m,m}(q)\). Since \( t_j \in \{-1,0,1\} \) for every \( j \), we may apply Lemma 4.4 with

\[
n_j = \begin{cases} \ m + 1 & \text{if } t_j = 0, \\ \ m & \text{if } t_j \neq 0 \end{cases}
\]

to conclude that

\[
D_{m,m}(q) = \lambda c_2 + (1 - \lambda)c_1.
\]

Since \( \lambda \in [0,1] \) was arbitrary, this proves the relation \([c_1, c_2] \subset D_{m,m}(q)\).

(ii) We are going to apply Lemma 4.4. Let us observe that

\[
(7.2) \quad n_j = m + 1 \quad \text{if} \quad t_j = 0, \quad \text{and} \quad n_j \leq m \quad \text{if} \quad t_j \neq 0.
\]

Fix \( q \in (m+1, q_c) \) arbitrarily. Then \( \alpha'(q) < 10^\infty \) and \( \alpha'(q) \) starts with 1, hence there exist two integers \( k \geq 0 \) and \( \ell < 0 \) such that \( \alpha'(q) \) starts with \( 10^k \ell \). Now fix an arbitrary \( t \in U_{m,m}(q) \), and let \((t_j)\) be its unique expansion. We distinguish four cases. If \((t_j)\) ends with \( 0^\infty \), then applying Lemma 4.4 and observing that \( n_j = m + 1 \) for all \( j \), we obtain that

\[
(7.3) \quad \dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) = c_2.
\]

If \((t_j)\) contains at most a finite number of zero digits, then \( n_j \leq m \) for all but finitely many indices, and therefore

\[
(7.4) \quad \dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) \leq c_1
\]

by Lemma 4.4. Otherwise, there exists an index \( n \) such that \( c_n = 0 \) and \( c_{n+1} \neq 0 \). If \( c_{n+1} > 0 \), then applying Lemma 7.3 and using the fact that \( \alpha'(q) \) starts with \( 10^k \ell \), we obtain that

\[
c_n c_{n+1} \ldots 10^{k_1}(-1)0^{k_2}10^{k_3}(-1)0^{k_4} \ldots
\]

with suitable nonnegative integers \( k_j \leq k \). Using (7.2) and applying Lemma 4.4 we conclude that

\[
(7.5) \quad \dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) \leq \frac{c_1 + kc_2}{k + 1}.
\]

Similarly, if \( c_n = 0 \) and \( c_{n+1} < 0 \), then

\[
c_n c_{n+1} \ldots (-1)0^{k_1}10^{k_2}(-1)0^{k_3}10^{k_4} \ldots
\]

with suitable nonnegative integers \( k_j \), and applying Lemma 4.4 we get (7.5) again. Setting

\[
\delta := \frac{c_2 - c_1}{k + 1}.
\]
we conclude from (7.3), (7.4) and (7.5) that
\[ D_{m,m}(q) \cap (c_2 - \delta, c_2) = \emptyset. \]
\[\Box\]

For the proof of our last theorem we recall from [19, Theorem 3.2] the following result:

**Lemma 7.6.** Let \( q \in (m + 1, \infty) \), \((t_i)\) be the unique expansion of \( t \). Then \( t \in S_{m,m}(q) \) if and only if \( (m - |t_i|) \) is strongly eventually periodic, i.e., \( (m - |t_i|) = IJ^\infty \) with two suitable words of the same length and satisfying the relation \( I \leq J \).

**Proof of Theorem 1.6.** (i) Fix \( d \in [c_1, c_2] \) arbitrarily, and consider a corresponding sequence \((a_j)\) in the proof of Theorem 1.6 (i). For any fixed positive even integer \( k \), if we replace \((a_j)\) by the periodic sequence
\[
((1(-1)^{a_1}0^{a_2} \cdots (1(-1)^{a_{k-1}}0^{a_k})^\infty,
\]
then the corresponding numbers \( t_k \) belong to \( S_{m,m}(q) \) by Lemma 7.6 and
\[
\dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t_k)) \to \dim_H(\Gamma_{q,m} \cap (\Gamma_{q,m} + t)) \quad \text{as} \quad k \to \infty
\]
by Lemma 4.4.

(ii) Since \( H_{m,m}(q) \subset D_{m,m}(q) \), this follows from Theorem 1.6 (ii).
\[\Box\]
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