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Abstract

In this paper, a new repair scheme for a modified construction of MDS codes is studied. The obtained repair scheme has optimal bandwidth for multiple failed nodes under the cooperative repair model. In addition, the repair scheme has relatively low access property, where the number of data accessed is less than two times the optimal value.
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I. INTRODUCTION

In large-scale cloud storage and distributed file systems, such as Amazon Elastic Block Store (EBS) and Google File System (GoogleFS), one direct result of the massive scale is that node failures are the norm and not the exception. Usually, to ensure high reliability, the simplest solution is a straightforward replication of data packets across different nodes, for example, three copies. However, this duplication solution suffers from a large storage overhead. An alternative solution to protect the data from node failures is via erasure coding. For example, compared with replication, \([n, k]\) maximum distance separable (MDS) codes are capable to provide a dramatic improvement in redundancy, which encode \(k\) information symbols to \(n\) symbols and store them across \(n\) nodes. However, MDS codes suffer a reconstruction problem, i.e., when one node fails, the system recovers it at the cost of contacting \(k\) surviving nodes (helper nodes) and downloading whole data size of the original file.

Two important indicators to measure the repair efficiency are the amount of data transmitted in the repair, called repair bandwidth, and the amount of data accessed at the helper nodes, which are used to measure the network usage and disk I/O cost, respectively. In the seminal paper [5], Dimakis et al. proposed regenerating codes, which can be seen as vector MDS codes attaining the tradeoff between the storage overhead and repair bandwidth for repairing single node. Among regenerating codes, the minimum storage regenerating (MSR) codes is the most attractive due to its storage efficiency. Especially, the MSR codes is called optimal-access MSR codes if the amount of data accessed during the repair is equal to repair bandwidth. Later on, numerous constructions of MSR codes were deeply studied by [9], [10], [12]–[14] and [19]–[23], where the optimal-access MSR codes were shown in [13], [19]–[21] and [23]. Readers can refer to [1] and [6] for more MSR code constructions.

Regenerating codes usually dispose of the failure of a single node, however, the failure of multiple nodes is common in large-scale storage system [7]. For multi-nodes failure, there are two repair models. One is the centralized repair model, in which a special node (data center) repairs all failed nodes. The other is the cooperative repair model, in which the failed nodes are regenerated in a distributed and cooperative manner. The cut-set bounds that give a tradeoff between the storage overhead and repair bandwidth for two repair models were derived in [3] and [11], [18], respectively. In [24], it is proved that the MDS code attaining the optimal repair bandwidth under the cooperative repair model must also achieve the optimal repair bandwidth under the centralized repair model. Furthermore, owing to the distributed pattern, the cooperative repair model is more consistent with distributed storage systems than the centralized repair model [26]. So, this paper is devoted to the minimum storage MDS code under the cooperative repair model, i.e., the minimum storage cooperative regenerating (MSCR) codes.

In general, the motivation of studying MSCR codes is to provide explicit construction with small sub-packetization level and good access property, where the sub-packetization level \(N\) represents the size of data stored in each node for MSCR codes. Let \(n, k, d, h\) denote the length, dimension, number of helper nodes, and the number of failed nodes for an MSCR code,
respectively. Via the product matrix approach, [24] gave an explicit construction of MSCR codes for \( d \geq \max\{2k - 1 - h, k\} \) with the sub-packetization level \( N = d - k + h \) for the low code rate cases. In [24], an explicit construction of MSCR codes is provided for all possible values of \( n, k, h, d \), i.e., \( 2 \leq h \leq n - d \leq n - k - 1 \), where the sub-packetization level of the construction is \( N = ((d - k + h)(d - k)^{h - 1})^\frac{1}{k} = \exp(\Theta(n^h)) \), where \( n - k \) is regarded as a constant. Based on space sharing Hadamard MSR codes in [23] and a new repair scheme, [24] introduced an explicit construction of MSCR codes for all admissible \( n, k, h, d \), where the sub-packetization level is \( N = (d - k + h) \cdot (d - k + 1)^n = \exp(O(n)) \). It should be noted that the MSCR codes in [24], [25] and [26] require all stored data in the helper nodes to be accessed during repair. In [27], an explicit construction of MSCR codes with optimal-access property for all possible \( n, k, h, d \) was proposed, where the sub-packetization level is \( N = (d - k + h)^\frac{1}{k} = \exp(\Theta(n^h)) \).

The main contribution of this paper is to present a new repair scheme for a class of MSCR code built on the MSR code in [4], which is capable to repair multiple failed nodes with optimal repair bandwidth and low access property. Actually, only the optimal repair process for a single failed node is known in [4]. In this paper, the original construction is modified by space sharing technique so that we can find a new repair scheme for multiple failed nodes with optimal repair bandwidth under cooperative repair model. In particular, the optimal repair scheme has low access property, precisely the total amount of data accessed in the repair process is less than two times of the optimal value. As a comparison, in Table I we list parameters of the MSCR code together with known ones, where all the MSCR codes can take all possible values of \( n, k, h, d \), i.e., \( 2 \leq h \leq n - d \leq n - k - 1 \).

| Sub-packetization level \( N \) | Field size \( |\mathbb{F}| \) | The total amount of data accessed in the repair | Remark |
|-------------------------------|------------------|---------------------------------------------|-------|
| The MSCR code in [24] \(^{(1)}\) | \( (d - k + h)(d - k)^{h - 1} \) | \( |\mathbb{F}| \geq (d - k + 1)n \) | \( dN \) | Full access |
| The MSCR code in [27] \(^{(2)}\) | \( (d - k + h) \) | \( |\mathbb{F}| \geq n + d - k \) | \( dN \cdot \frac{1}{d - k + h} \) | Optimal access |
| The MSCR code in [25] \(^{(3)}\) | \( (d - k + h) \cdot (d - k + 1)^n \) | \( |\mathbb{F}| \geq (d - k + 1)n \) | \( dN \) | Full access |
| New MSCR code \(^{(4)}\) | \( (d - k + h) \cdot (d - k + 1)^n \) | \( |\mathbb{F}| \geq n + d - k \) | \( dN(1 - \frac{n^h}{d - k + 1} \cdot (1 - \frac{1}{d - k + 1}^h)) \) | Low access |

The remainder of this paper is organized as follows. Section II introduces some necessary preliminaries. Section III presents the new repair scheme and its properties. Section IV analyzes the access property of the new repair scheme. Section V concludes this paper.

II. PRELIMINARIES

In this section, we briefly review some necessary repair properties. We begin with some notation throughout this paper. Denote \([a, b]\) and \([a, b]\) respectively the sets \( \{a, a + 1, \cdots, b - 1\} \) and \( \{a, a + 1, \cdots, b\} \). We consider the linear vector code that encodes a file with length \( B \) over \( \mathbb{F} \) into a codeword with length \( n \), i.e., \( \mathbf{C} = (\mathbf{C}_0, \mathbf{C}_1, \cdots, \mathbf{C}_{n-1}) \) with \( \mathbf{C}_i \in \mathbb{F}^n \), \( i \in [0, n-1] \) being stored across \( n \) nodes, such that any \( k \) nodes are capable to recover the original file. In this paper, we focus on the minimum storage case that the original information is of length \( B = kN \), i.e., the MDS case denoted as \((n, k, N)\) MDS code.

A. Three node repair models

In this subsection, we review three node repair models.

1) Single node repair: In view of the universality of single node failure scenario [15], Dimakis et al. [5] put forward single node repair model for vector MDS codes. In order to repair one failed node of an \((n, k, N)\) MDS code, we connect any \( d \) surviving nodes, called helper nodes, and download \( \beta \) symbols from each, where \( k \leq d \leq n - 1 \). In this model, the repair bandwidth, defined as amount of data downloaded during the repair process, is \( \gamma = d\beta \).

**Lemma 1** ([5]): For an \((n, k, N)\) MDS code in the single node repair model, the repair bandwidth \( \gamma \) satisfies

\[
\gamma \geq \frac{dN}{d-k+1}.
\]

**Definition 1** ([5]): The \((n, k, N)\) MDS code is said to be a minimum storage regenerating (MSR) code if

\[
\beta = \frac{N}{d-k+1}, \quad \gamma = \frac{dN}{d-k+1}.
\]
2) Centralized repair of multiple nodes: In the light of the fact that the failure of multiple nodes is norm in large-scale storage systems [7], Cadambe et al. [3] introduced centralized repair model for vector MDS codes. For \((n, k, N)\) MDS code, when \(h \geq 2\) nodes fail, one node in the storage system is responsible for repairing the \(h\) failed nodes by downloading \(\bar{\beta}\) symbols from each of any \(d\) helper nodes, where \(k \leq d \leq n - h\), which results in the total repair bandwidth \(\gamma = d \bar{\beta}\).

Lemma 2 ([3], [17]): For an \((n, k, N)\) MDS code in the centralized repair model, the repair bandwidth \(\gamma\) is lower bounded by

\[
\gamma \geq \frac{dhN}{d - k + h}.
\]

Definition 2 ([17]): In the centralized repair model, the \((n, k, N)\) MDS code is called a minimum storage multi-node regenerating (MSMR) code if

\[
\bar{\beta} = \frac{hN}{d - k + h}, \quad \gamma = \frac{dhN}{d - k + h}.
\]

3) Cooperative repair of multiple nodes: In [18], Shum and Hu proposed cooperative repair model for failure of multiple nodes of vector MDS codes. For an \((n, k, N)\) MDS code \(C\) over \(\mathbb{F}\), when there are \(h\) failed nodes, we need to connect any \(d\) helper nodes to repair them, where \(k \leq d \leq n - h\). More specifically, let

- \(\mathcal{E} = \{i_1, i_2, \cdots, i_h\}\) denote the indices of the \(h\) failed nodes, where \(h \geq 2\);
- \(\mathcal{R}\) be a \(d\)-subset of \([0, n) \setminus \mathcal{E}\) that denotes the indices of the \(d\) helper nodes.

Under the cooperative repair model, the repair process is composed of two phases [11], [18]:

1) **Download phase.** For any \(i_j \in \mathcal{E}\) and \(u \in \mathcal{R}\), node \(i_j\) downloads \(\bar{\beta}_1\) symbols over \(\mathbb{F}\) from helper node \(u\);

2) **Cooperative phase.** For any \(i_j \in \mathcal{E}\) and \(i_{j'} \in \mathcal{E} \setminus \{i_j\}\), node \(i_j\) downloads \(\bar{\beta}_2\) symbols over \(\mathbb{F}\) from node \(i_{j'}\).

Therefore, the total repair bandwidth is \(\gamma = h(d\bar{\beta}_1 + (h - 1)\bar{\beta}_2)\).

Lemma 3 ([11], [24]): For an \((n, k, N)\) MDS code \(C\) in the cooperative repair model, the repair bandwidth \(\gamma\) is lower bounded by

\[
\gamma \geq \frac{h(d + h - 1)N}{d - k + h}.
\]

Definition 3 ([11], [24]): In the cooperative repair model, an \((n, k, N)\) MDS code \(C\) is **minimum storage cooperative regenerating (MSCR)** code if

\[
\beta_1 = \beta_2 = \frac{N}{d - k + h}, \quad \gamma = \frac{h(d + h - 1)N}{d - k + h}.
\]

It is proved in [17] that cooperative repair model is stronger than centralized repair model since the optimality of an MDS code under the former implies its optimality under the latter.

Lemma 4 ([17], Proposition 3): Given \(n, k, h, d\), any MSCR code is also an MSMR code.

Further, the cooperative repair model fits distributed storage systems better due to the distributed pattern. Therefore, we concentrate on the cooperative repair model in this paper. Therefore, the MSCR code is our focus in what follows.

B. Access property

During node repair to transmit the target data, the helper node needs to access data from its disk, which will bring disk I/O overhead to the storage system. However, I/Os are a scarce resource in the storage systems:

- Since the connection speed of the next generation network is accelerating and the storage capacity of a single storage device is increasing, I/O is becoming the main bottleneck of the storage system performance [16].
- Numerous applications of today’s storage system services are I/O bounded, for instance, applications that serve a great deal of users to respond [2] or implement data intensive computing (e.g., analytics [8]).

Hence, it is preferred to improve the disk I/O performance in the storage systems, i.e., the total amount of data accessed from disk for repair, denoted by \(\gamma_A\), should be as small as possible.

In cooperative repair model, the data obtained during the download phase is in the memory of the replace nodes firstly and then stored at their disks, so the helper nodes can transfer the data directly from its memory instead of disk in the cooperative phase [27]. That is, \(\gamma_A\) only includes the accessed data from helper nodes during the download phase. Precisely, for any \(i_j \in \mathcal{E}\)
and \( u \in \mathcal{R} \), assume that in order to transmit the data to node \( i_j \) during the download phase, the helper node \( u \) accesses the amount \( T_{i_j,u} \) of its stored data. To avoid repeatedly accessing data, each helper node firstly accesses all the needed data from the disk, and then calculate the data to be transmitted to the failed nodes \( \mathcal{E} = \{i_1, i_2, \cdots, i_h\} \) through these accessed data. This is to say, the total amount of data accessed from disk for repair is

\[
\gamma_A = \sum_{u \in \mathcal{R}} \left| \bigcup_{i_j \in \mathcal{E}} T_{i_j,u} \right|.
\]  

(1)

According to Lemma 4 for an \((n, k, N)\) MSCR code and any given \( u \in \mathcal{R} \) the amount of data accessed from the helper node \( u \) is lower bounded as \( |\bigcup_{i_j \in \mathcal{E}} T_{i_j,u}| \geq \frac{bN}{d-k+n} \), and then

\[
\gamma_A \geq \frac{dhN}{d-k+h}.
\]  

(2)

Particularly, the MSCR code is said to be optimal-access if the equality in (2) is achieved.

III. A CLASS OF MSCR CODES

In this section, we consider the repair scheme for multiple failed nodes for a known construction in [4] by Chen and Barg. Although there is a known optimal repair scheme for a single failed node, the repair scheme for multiple failed nodes is still open. To solve the problem, we first slightly modify the original construction. Then we propose an optimal cooperative repair scheme for multiple failed nodes of the code yielded by the modified construction.

A. A construction of MCSR codes

First of all, we recall the known construction of MSR codes in [4]. Let \( n, k, d, r, s, \) and \( \bar{N} \) be positive integers, where \( k = n - r, \) \( k < d \leq n - 1, s = d - k + 1, \) and \( \bar{N} = s^n \). Let \( \mathbb{F} \) be a finite field of size \( |\mathbb{F}| \geq n + s - 1 = n + d - k, \) and let \( \lambda_0, \cdots, \lambda_{n-1}, \mu_1, \cdots, \mu_{s-1} \) be \( n + s - 1 \) different elements in \( \mathbb{F} \). For \( a \in \{0, s^n\}, a = (a_0, a_1, \cdots, a_{n-1}) \) is denoted as the \( s \)-ary expansion of \( a \), i.e., \( a = \sum_{i=0}^{n-1} a_i s^i \), where \( a_i \in \{0, s\} \) for \( i \in \{0, n\} \). Define

\[
a(i, v) \triangleq (a_0, \cdots, a_{i-1}, v, a_{i+1}, \cdots, a_{n-1}),
\]

that is, \( \sum_{j \in \{0, n\}, j \neq i} a_js^j + vs^i \) is the corresponding integer of \( a(i, v) \).

Let \( \bar{C} = \{(\bar{C}_0, \bar{C}_1, \cdots, \bar{C}_{n-1})\} \) be an \((n, k = n - r, \bar{N} = s^n)\) vector code, where each codeword \( \bar{C} = (\bar{C}_0, \bar{C}_1, \cdots, \bar{C}_{n-1}) \) with \( \bar{C}_i = (\bar{c}_i,a)_{a \in \mathbb{Z}_s^n} \in \mathbb{F}^{s^n} \) satisfies the following parity-checking equations over \( \mathbb{F} \):

\[
\sum_{i=0}^{n-1} \lambda^i_0 \bar{c}_i,a + \sum_{i=0}^{n-1} \sum_{t=0}^{k-1} \delta(a_t) \sum_{c=1}^{s-1} \mu^t_c \bar{c}_i,a(t,c) = 0, \quad \text{for } t \in \{0, r-1\}, a \in \mathbb{Z}_s^n,
\]

where the function \( \delta(x) \) is defined as

\[
\delta(x) = \begin{cases} 
1, & \text{if } x = 0, \\
0, & \text{otherwise}.
\end{cases}
\]

Lemma 5 ([4]): The code \( \bar{C} \) defined by \( \bar{C} \) is an MDS code.

In [4], its repair scheme for single failed node was proposed. However, the repair scheme for multiple failed nodes is still open. Therefore, in this paper we are going to find an optimal cooperative repair scheme for multiple failed nodes of code \( \bar{C} \). To this end, in what follows we slightly modify the original construction.

Construction 1: Let \( n, k, d, h, r, s, \) and \( N \) be positive integers such that \( k = n - r, k < d \leq n - 1, 1 \leq h \leq n - d, s = d - k + 1, \) and \( N = (d - k + h)s^n \). Let \( C \) be an \((n, k, N)\) vector code whose codeword \( C = (C_0, C_1, \cdots, C_{n-1}) \in C \) with \( C_i = (c_{i,b,a})_{b \in [1, d-k+h], a \in \mathbb{Z}_s^n} \) defined by parity-check equations

\[
\sum_{i=0}^{n-1} \lambda^i_0 c_{i,b,a} + \sum_{i=0}^{n-1} \sum_{t=0}^{k-1} \delta(a_t) \sum_{c=1}^{s-1} \mu^t_c c_{i,b,a(t,c)} = 0, \quad \text{for } t \in \{0, r-1\}, b \in [1, d-k+h], a \in \mathbb{Z}_s^n.
\]  

(4)

This construction is a slight modified version of the original code \( \bar{C} \), where the basic idea is to use the space sharing technique, i.e, concatenate several codewords. For given \( b \in [d-k+h] \), the punctured one is exactly a codeword of \( \bar{C} \). However, this construction does not contain the original one as a special case since in the modified construction \( d-k+h > 1 \).
The following lemma follows directly from Lemma 5.

**Theorem 1**: The code \( C \) generated by Construction I is an MDS code.

### B. Cooperative repair scheme

Before presenting cooperative repair scheme for the code generated by Construction I, we introduce a notation and two lemmas. For \( i \in [0, n) \), define

\[
V_i \triangleq \{ \mathbf{a} = (a_0, a_1, \ldots, a_{n-1}) \in \mathbb{Z}_n^n : a_i = 0 \}. 
\]

**Lemma 6**: Let \( C \) be the code generated by Construction I. Given \( i \in [0, n) \), \( b_1 \neq b_2 \in [1, d - k + h] \) and integer \( 0 < v < s \), by downloading

\[
c_{u,b_1,a} + c_{u,b_2,a(i,v)} \text{ for } u \in \mathcal{R} \text{ and } a \in V_i \]

node \( i \) can recover

- \( c_{j,b_1,a} + c_{j,b_2,a(i,v)} \) for \( j \in [0, n) \setminus \mathcal{R} \) and \( a \in V_i \); and
- \( c_{i,b_1,a(i,v)} \) for \( a \in V_i \) and \( e \in [1, s-1] \).

**Proof**: According to (4), we have

\[
\sum_{j=0}^{n-1} \lambda_j^t c_{j,b_1,a} + \sum_{c=1}^{s-1} \mu_c^t \sum_{j=0}^{n-1} \delta(a_{j}) c_{j,b_1,a(j,c)} = 0, \text{ for } t \in [0, r - 1], \quad (5)
\]

which implies for \( a \in V_i \) and \( a' \triangleq a(i, v) \)

\[
\sum_{j=0}^{n-1} \left( \lambda_j^t c_{j,b_1,a} + \lambda_j^t c_{j,b_2,a'} \right) + \sum_{c=1}^{s-1} \mu_c^t \sum_{j=0}^{n-1} \left( \delta(a_{j}) c_{j,b_1,a(j,c)} + \delta(a_{j}') c_{j,b_2,a'(j,c)} \right) = 0, \text{ for } t \in [0, r - 1],
\]

where we apply (5) for \( b_1 \), \( a \) and \( b_2, a' \). This is to say

\[
\begin{pmatrix}
\lambda_0^1 & \lambda_0^1 & \cdots & \lambda_0^{n-1} & \mu_0^0 & \mu_0^0 & \cdots & \mu_{s-1}^0 \\
\lambda_1^0 & \lambda_1^1 & \cdots & \lambda_1^{n-1} & \mu_1^0 & \mu_1^1 & \cdots & \mu_{s-1}^1 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \cdots & \vdots \\
\lambda_r^{r-1} & \lambda_r^{r-1} & \cdots & \lambda_r^{r-1} & \mu_r^0 & \mu_r^1 & \cdots & \mu_{r-1}^{r-1}
\end{pmatrix}
\begin{pmatrix}
\bar{c}_{0,a} \\
\bar{c}_{1,a} \\
\vdots \\
\bar{c}_{n-1,a} \\
\Delta_{1,a} \\
\Delta_{2,a} \\
\vdots \\
\Delta_{s-1,a}
\end{pmatrix}
= 0, \quad (6)
\]

where

\[
\bar{c}_{j,a} \triangleq c_{j,b_1,a} + c_{j,b_2,a'} \text{ for } j \in [0, n)
\]

and

\[
\Delta_{e,a} \triangleq \sum_{j=0}^{n-1} \left( \delta(a_{j}) c_{j,b_1,a(j,c)} + \delta(a_{j}') c_{j,b_2,a'(j,c)} \right) \text{ for } e \in [1, s-1]
\]

Thus, by downloading \( \{ \bar{c}_{j,a} = c_{j,b_1,a} + c_{j,b_2,a'} : j \in \mathcal{R}, a \in V_i \} \) with \( |\mathcal{R}| = n - r + s - 1 \), for any \( a \in V_i \) there are \( n + s - 1 - |\mathcal{R}| = r \) unknown variables in the \( r \) equations given by (6). Then, we can recover

\[
\{ \bar{c}_{j,a} = c_{j,b_1,a} + c_{j,b_2,a'} : j \in [0, n) \setminus \mathcal{R}, a \in V_i \}
\]

and

\[
\left\{ \Delta_{e,a} = \sum_{j=0}^{n-1} \left( \delta(a_{j}) c_{j,b_1,a(j,c)} + \delta(a_{j}') c_{j,b_2,a'(j,c)} \right) : e \in [1, s-1], a \in V_i \right\}
\]

by means of the property of Vandermonde matrix.
Recall that \( a \in V_i \) and \( a' = a(i, v) \). Thus, for \( a \in V_i \), we have \( a(j, e) \in V_i \) and \( a_j = a_j' \), i.e., \( \delta(a_j) = \delta(a_j') \), for any \( j \in [0, n) \) with \( j \neq i \) and \( e \in [1, s - 1] \), which means

\[
\Delta_{e,a} = \sum_{j=0}^{n-1} (\delta(a_j)c_{j,b_1,a(j,e)} + \delta(a_j')c_{j,b_2,a'(j,e)}) = \delta(a_i)c_{i,b_1,a(i,e)} + \delta(a_j)c_{i,b_2,a'(i,e)} + \sum_{j=0, j \neq i}^{n-1} (\delta(a_j)c_{j,b_1,a(j,e)} + \delta(a_j')c_{j,b_2,a'(j,e)})
\]

Similarly to Lemma 6, we can prove the following lemma.

Lemma 7: Let \( C \) be the code generated by Construction 1. Given \( i \in [0, n) \) and \( b \in [d - k + h] \), by downloading \( \{c_{u,b,a} : u \in \mathcal{R}, a \in V_i\} \) node \( i \) can recover

- \( c_{j,b,a} \) for \( j \in [0, n) \) and \( a \in V_i \); and

- \( c_{i,b,a} \) for \( a \in \mathbb{Z}_s^n \).

Now we are ready to propose a cooperative repair scheme for the code \( C \) generated by Construction 1.

Download phase: For \( 1 \leq j \leq h \), node \( i_j \in \mathcal{E} \) downloads

\[
D_{1,j} \triangleq \{ c_{u,d-k+j,a} : u \in \mathcal{R}, a \in V_{i_j} \}
\]

and

\[
D_{2,j} \triangleq \{ c_{u,b,a} + c_{u,d-k+j,a(i_j,e)} : u \in \mathcal{R}, b \in [1, d - k], a \in V_{i_j} \}.
\]

Firstly, by Lemma 6 node \( i_j \) \( (1 \leq j \leq h) \) can recover

\[
c_{i_j,b,a} + c_{i_j,d-k+j,a(i_j,e)} \text{ for } i_j \in \mathcal{E}, b \in [1, d - k] \text{ and } a \in V_{i_j}
\]

and

\[
c_{i_j,b,a(i_j,e)} \text{ for } b \in [1, d - k], a \in V_{i_j} \text{ and } e \in [1, s - 1]
\]

by downloading \( D_{2,j} \). Secondly, according to Lemma 7 node \( i_j \) \( (1 \leq j \leq h) \) can recover

\[
c_{i_j,d-k+j,a} \text{ for } a \in \mathbb{Z}_s^n
\]

and

\[
c_{i_j,d-k+j,a} \text{ for } i_j \in \mathcal{E} \setminus \{i_j\} \text{ and } a \in V_{i_j}
\]

by downloading \( D_{1,j} \).

Combining (10) and (13), for \( 1 \leq j \leq h \), by downloading \( D_{1,j} \) and \( D_{2,j} \) node \( i_j \) \( (1 \leq j \leq h) \) is able to recover

\[
\begin{align*}
\{ c_{i_j,b,a} \text{ for } b = 1, \ldots, d - k, d - k + j \text{ and } a \in \mathbb{Z}_s^n \}, \\
\{ c_{i_j,d-k+j,a} \text{ for } i_j \in \mathcal{E} \setminus \{i_j\} \text{ and } a \in V_{i_j} \}, \\
\{ c_{i_j,b,a} + c_{i_j,d-k+j,a(i_j,e)} \text{ for } i_j \in \mathcal{E} \setminus \{i_j\}, b \in [1, d - k] \text{ and } a \in V_{i_j} \}.
\end{align*}
\]
Cooperative phase: First, for repairing node \(i_j\) for \(1 \leq j \leq h\), node \(i_t (i_t \in \mathcal{E} \setminus \{i_j\})\) transfers the data

\[
\begin{cases}
    c_{i_j,d-k+l,a} & \text{for } a \in V_{i_t}, \\
    c_{i_j,b,a} + c_{i_j,d-k+l,a(i_j,b)} & \text{for } b \in [1,d-k] \text{ and } a \in V_{i_t}
\end{cases}
\]

(15)

obtained in (14) to the target node \(i_j\).

Next, utilizing the data in (14) and (15), for \(1 \leq j \leq h\), node \(i_j\) can recover

\[c_{i_j,d-k+l,a} \text{ for } l \in [1,h] \setminus \{j\} \text{ and } a \in \mathbb{Z}_d^n.\]

(16)

Finally, based on the data in (14) and (16), node \(i_j\) for \(1 \leq j \leq h\) can recover all of its data, i.e.,

\[c_{i_j,b,a} \text{ for } b \in [1,d-k+h] \text{ and } a \in \mathbb{Z}_d^n.\]

**Theorem 2:** Let \(C\) be the code generated by Construction \(1\) Then, any \(h\) failed nodes can be recovered by each failed node

- downloading \(\frac{N}{d-k+h}\) symbols over \(\mathbb{F}\) from each of \(d\) helper node during the download phase; and
- downloading \(\frac{N}{d-k+h}\) symbols over \(\mathbb{F}\) from each of other \(h-1\) failed nodes during the cooperative phase, which means the code \(C\) is an MSCR code.

**Proof:** According to the preceding cooperative repair scheme, we only need to calculate the amount of data downloaded during the repair process.

During the download phase, in (8) and (9), one downloads

\[(d-k+1)s^{n-1} = \frac{N}{d-k+h}\]

symbols over \(\mathbb{F}\) from each helper node with index in \(\mathcal{R}\), where recall that \(s = d-k+1\) and \(N = (d-k+h)s^n\).

Similarly, during the cooperative phase, according to (15), for any \(i_j \in \mathcal{E}\) the node \(i_j\) downloads

\[(d-k+1)s^{n-1} = \frac{N}{d-k+h}\]

symbols over \(\mathbb{F}\) from each node with index in \(\mathcal{E} \setminus \{i_j\}\). Thus, it follows from Definition 3 that \(C\) is an MSCR code, which completes the proof.

In what follows, we provide an example for the code \(C\) generated by Construction \(1\) to illustrate its repair scheme.

**Example 1:** Let \(n = 4, r = 3, k = 1, d = h = 2\), and \(s = d-k+1 = 2\). The \((n,k,n-r,N=(d-k+h)s^n)=(4,1,3,2^4)\) code \(C\) over \(\mathbb{F}\) satisfies the following series of parity-check equations:

\[
\sum_{i=0}^{3} \lambda^t_i c_{i,b,a} + \sum_{i=0}^{3} \delta(a_t)\mu^t_i c_{i,b,a(i_1,1)} = 0, \quad t \in [0,2], b \in [1,3], a \in \mathbb{Z}_d^4,
\]

where \(\lambda_0, \cdots, \lambda_3, \mu\) are the different elements in \(\mathbb{F}\) with \(|\mathbb{F}| \geq 5\). Tables II and III show the repair scheme where the \(h = 2\) failed nodes \(\mathcal{E} = \{0,1\}\) can be recovered by the \(d = 2\) helper nodes \(\mathcal{R} = \{2,3\}\). Let

\[V_0 = \{a = (a_0,a_1,a_2,a_3) \in \mathbb{Z}_d^4 : a_0 = 0\}\]

and

\[V_1 = \{a = (a_0,a_1,a_2,a_3) \in \mathbb{Z}_d^4 : a_1 = 0\}.\]

**TABLE II:** The download phase of the repair scheme

| Failed node       | 0                                       | 1                      |
|-------------------|-----------------------------------------|------------------------|
| Download          | \{c_{u,2,a} : u \in R, a \in V_0\}      | \{c_{u,3,a} : u \in R, a \in V_1\} |
|                   | \{c_{u,1,a} + c_{u,2,a(0,1)} : u \in R, a \in V_0\} | \{c_{u,1,a} + c_{u,3,a(1,1)} : u \in R, a \in V_1\} |
| Repair            | \{c_{0,1,a}, c_{0,2,a} : a \in \mathbb{Z}_d^4\} | \{c_{0,1,a}, c_{0,3,a} : a \in \mathbb{Z}_d^4\} |
|                   | \{c_{1,1,a} + c_{1,2,a(0,1)}, c_{1,2,a} : a \in V_0\} | \{c_{0,1,a} + c_{0,3,a(1,1)}, c_{0,3,a} : a \in V_1\} |
TABLE III: The cooperative phase of the repair scheme

| Failed node | 0          | 1          |
|-------------|------------|------------|
| Exchange node |           |            |
| Transfer    | \{c_{0.1,a} + c_{0.3,a(1)}, c_{0.3,a} : a \in V_i\} | \{c_{1.1,a} + c_{1.2,a(0)}, c_{1.2,a} : a \in V_0\} |
| Repair      | \{c_{0.3,a} : a \in \mathbb{Z}_2^n\} | \{c_{1.2,a} : a \in \mathbb{Z}_2^1\} |

IV. LOW ACCESS PROPERTY

In this section, we figure out the amount of accessed data at the helper nodes in the download phase for our proposed cooperative repair scheme. Recall from (6) and (9) that in order to repair the failed nodes \(E\), for \(u \in R\), the data accessed at the helper node \(u\) is

\[c_{u,b,a} \text{ for } b \in [d - k + 1, d - k + h] \text{ and } a \in \mathbb{Z}_a^n,\]

\[c_{u,b,a} \text{ for } b \in [1, d - k] \text{ and } a \in \bigcup_{i_j \in E} V_{i_j}.\]  

(17)  

(18)

**Theorem 3:** For any \(u \in R\), the amount of the data accessed at the helper node \(u\) is \(N \cdot G(d - k, h)\), where

\[G(d - k, h) \triangleq 1 - \frac{d - k}{d - k + h} \left(1 - \frac{1}{d - k + 1}\right)^h,\]

\[< \min \left\{1, \frac{h}{d - k + h} \left(2 - \frac{1}{d - k + 1}\right)^h\right\}.\]  

(19)

**Proof:** The amount of the data in (17) is

\[h \cdot s^n = h \cdot \frac{N}{d - k + h}.\]  

(20)

Next, we compute the amount of the data in (18), which is \((d - k) \cdot |\bigcup_{i_j \in E} V_{i_j}|\). Note that

\[\mathbb{Z}_a^n \setminus \bigcup_{i_j \in E} V_{i_j} = \{a : a_{i_j} \neq 0, i_j \in E, a \in \mathbb{Z}_a^n\}\]

with size \(s^{n-h}(s-1)^h\). Therefore,

\[\left|\bigcup_{i_j \in E} V_{i_j}\right| = s^{n-h} (s^h - (s-1)^h) = \frac{N}{d - k + h} \left(1 - \left(1 - \frac{1}{d - k + 1}\right)^h\right),\]

(21)

where \(N = (d - k + h)s^h\) and \(s = d - k + 1\).

Thus, by (20) and (21), the amount of the data accessed by the helper node \(u \in R\) is

\[h \cdot \frac{N}{d - k + h} + (d - k) \cdot \frac{N}{d - k + h} \left(1 - \left(1 - \frac{1}{d - k + 1}\right)^h\right)\]

\[= N \cdot \left(1 - \frac{d - k}{d - k + h} \left(1 - \frac{1}{d - k + 1}\right)^h\right),\]

which results in (19).

Obviously, \(G(d - k, h) < 1\). In addition, we have

\[G(d - k, h) < 1 - \frac{d - k}{d - k + h} \left(1 - \frac{h}{d - k + 1}\right)\]

\[= \frac{h}{d - k + h} \left(2 - \frac{1}{d - k + 1}\right),\]

where (22) holds due to \(\left(1 - \frac{1}{d - k + 1}\right)^h \geq 1 - \frac{h}{d - k + 1}\). Then, the proof is finished.

According to (1), during the repair procedure the total amount of accessed data is

\[\gamma_A = dN \cdot G(d - k, h).\]
Whereas, the total amount of access data for Hadamard MSCR is $dN$ \cite{24}, \cite{25} and the optimal access amount is $dN \cdot \frac{h}{d-k+n}$ by \cite{2}. Therefore, $G(d-k, h)$ can be seen as a ratio of the amount of access for the new MSCR codes over that for Hadamard MSCR code, which should be no less than the optimal value $\frac{h}{d-k+n}$.

Note from Theorem III that: 1) When $d - k \gg h$, then $G(d-k, h)$ tends to be $\frac{h}{d-k+n}(2 - \frac{1}{d-k+1})$; 2) For $u \in \mathcal{R}$, $G(d-k, h)$ is strictly less than $2$ times the optimal value $\frac{h}{d-k+n}(2 - \frac{1}{d-k+1})$. Some specific comparisons among $G(d-k, h)$, $\frac{h}{d-k+n}(2 - \frac{1}{d-k+1})$, and $\frac{h}{d-k+n}$ can be seen in Table IV.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$(d-k, h)$ & $G(d-k, h)$ & $\frac{h}{d-k+n}(2 - \frac{1}{d-k+1})$ & (Optimal value) $\frac{h}{d-k+n}$ \\
\hline
(1, 2) & $\approx 0.9167$ & $1$ & $\approx 0.6667$ \\
(2, 2) & $\approx 0.7778$ & $\approx 0.8333$ & $0.5$ \\
(3, 2) & $\approx 0.6665$ & $0.7$ & $0.4$ \\
(4, 2) & $\approx 0.5733$ & $0.6$ & $\approx 0.3333$ \\
(5, 2) & $\approx 0.504$ & $\approx 0.5238$ & $\approx 0.2857$ \\
(1, 3) & $0.96875$ & $1.25$ & $0.75$ \\
(2, 3) & $\approx 0.8815$ & $1$ & $0.6$ \\
(3, 3) & $\approx 0.7891$ & $0.875$ & $0.5$ \\
(4, 3) & $\approx 0.7074$ & $\approx 0.7714$ & $\approx 0.4286$ \\
(5, 3) & $\approx 0.6383$ & $0.6875$ & $0.375$ \\
\hline
\end{tabular}
\caption{Some comparisons of the amount of access}
\end{table}

To demonstrate the amount of access of the new MSCR code, we provide an example below.

**Example 2:** Continued with Example I, we calculate the amount of data accessed by the $d=2$ helper nodes 2, 3 when repairing the 2 failed nodes 0, 1.

Let $V_j = \{a = (a_0, \cdots, a_3) \in \mathbb{Z}_2^4 : a_j = 0\}$ for $j \in \mathcal{E}$, then we have $|V_0 \cup V_1| = 2^2 + 2^3 - 2^2$. Due to the download phase in Example I, to repair the failed nodes $\mathcal{E}$, for $u \in \mathcal{R}$, the data accessed by node $u$ is

\begin{equation}
\begin{cases}
  c_{u,b,a} & \text{for } 2 \leq b \leq 3, a \in \mathbb{Z}_2^4, \\
  c_{u,1,a} & \text{for } a \in V_0 \cup V_1.
\end{cases}
\end{equation}

Accordingly, for $u \in \mathcal{R}$, the amount of data accessed at node $u$ is

$$2 \cdot 2^4 + (2^4 + 2^3 - 2^2) = 44$$

by (23), and

$$G(d-k, h) = G(1, 2) = \frac{44}{48} \approx 0.9167.$$

**V. Conclusions**

In this paper, a modified construction of MDS codes is proposed. Based on this construction, an optimal repair scheme for multiple failures was introduced under the cooperative repair model. For this repair scheme, specifically, the amount of access is strictly less than 2 times the optimal access amount.
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