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Abstract: A two-way coupling particle flux model is proposed for studying the multi-component solid–fluid suspension. The suspension mixture is treated as a non-linear single-phase fluid and the migration of the solid particles is modeled by a particle flux equation. The proposed particle flux model takes the effects of the particle migration on the transport of the suspension’s momentum and internal energy into account. Two benchmark problems are calculated to study the performance of the proposed particle flux model, i.e., flow in a sudden expansion straight channel and flow between two rotating cylinders. It is found that the particle flux model converges without numerical stability issue with the commonly used PISO-SIMPLE transient solver, and the effect of the particle migration is evident on both velocity profile and temperature distribution.
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1. Introduction

Solid–fluid suspensions are common in both engineering applications and geographic process. The transport of the particle sediments is fundamental for fluvial, estuarine and coastal morphology [1], sequestration processes in porous media [2], and formation of coal particle slurries with oil or water for coal feeders of power plants [3,4]. The rheological properties of these solid–fluid suspensions, such as the solid particles migration under flow, the viscosity and the heat transfer characteristics of the suspension mixture, are main issues affecting the successful operation of numerous engineering facilities [4–6].

For the flow of the solid–fluid suspension, when the density of the solid particles is remarkably larger than the density of the carrying fluid, particles sedimentation under gravity occurs. Such process could be studied numerically by the Computation Fluid Dynamics-Discrete Element Method (CFD-DEM) [7,8] and the two-fluid method [3,9,10], at the expense of added computational cost from the introduction of Lagrangian discrete phase or another fluid phase. A lower-cost variant takes the advantage of particle flux equation to model the effect of solid particles, so that both phases of the suspension could be calculated with single-phase transport equations. Compared with CFD-DEM and two-fluid method, the particle flux model typically has higher numerical stability, since only a scalar transport equation is added into the original Naiver–Stokes equations of the single-phase fluid. The advantage on numerical stability could be important for problems with complex geometry or extreme flow condition.

The most widely used particle flux method was proposed by Phillips et al. [11–14]. However, as a one-way coupling model, it considers only the effect of fluid on the motion of particles, the effect of the migration/transport of the solid particles back on the conservation of the linear momentum and internal energy are neglected. To address such effect, we derived a new particle flux model based on Phillips’ model [14], considering the effect of the particles migration/transport on the conservation of the linear momentum and internal energy of the fluid phase. The particle migration is completed using Phillips’ model with Tetlow’s empirical correlation [15]. Thermal diffusivity is formulated following Jeffery’s
model, which considers the second order effects of thermal conductivity based on the solid volume fraction [4,16].

As the solid–fluid suspension typically shows complex non-linear rheological properties, it is important to properly model the constitutive relations within the stress tensor and heat flux. Although in some cases the solid–fluid suspension could be approximated by the Bingham or the Power law [17], under more common conditions the stress tensor strongly depends on the volume fraction of the solid component and the shear rate of the fluid flow. Krieger et al. [18] provided a general expression for the dependency of the viscosity on both solid volume fraction and shear rate. In addition, in applications such as the high speed bearing flow and deep sea drilling, the effect of pressure and temperature on viscosity [4,5] must also be considered.

The paper is organized as follows: In the Methods section, the effect of the particle migration on the transport of the linear momentum and internal energy are investigated, based on Phillips’s model [14]. Then we introduce the constitutive equations for shear stress, heat flux and particles transport flux implemented in the proposed two-way coupling particle flux model. In the Results section, two benchmark problems are calculated by the proposed particle flux model and the results are discussed.

2. Methods
2.1. Governing Equations

For the conservation of mass, for both solid and fluid components based on the mixture theory

\[ \frac{\partial \rho_f}{\partial t} + div(\rho_f v) = div(-N\rho_f) \]  \hspace{1cm} (1)
\[ \frac{\partial \rho_s}{\partial t} + div(\rho_s v) = div(N\rho_s) \]  \hspace{1cm} (2)

where \( \rho_f = (1 - \phi)\rho_f0 = \alpha\rho_{f0}, \rho_s = \phi\rho_{s0}, \rho_f0 \) and \( \rho_{s0} \) are the pure density of the fluid and the solid particle, in the reference configuration, therefore the mixture density is defined as \( \rho_m = \alpha\rho_{f0} + \phi\rho_{s0} \); \( \phi \) is the volume fraction of the solid particles, where \( 0 \leq \phi < \phi_{max} < 1 \). \( v \) is the velocity of the suspension mixture. \( N \) is the solid particle flux, which measures the transport/migration of the volume fraction of the solid component (for more details please refer to Equations (9) and (18)). Thus, \( N\rho_{s0} \) and \( -N\rho_f0 \) represent the mass transport of each component caused by the particle flux. Combining Equations (1) and (2), we can acquire

\[ \frac{\partial}{\partial t} \left( \frac{\rho_f}{\rho_f0} \right) + div \left( \frac{\rho_f}{\rho_f0} v \right) + \frac{\partial}{\partial t} \left( \frac{\rho_s}{\rho_{s0}} \right) + div \left( \frac{\rho_s}{\rho_{s0}} v \right) = div(-N) + div(N) \]  \hspace{1cm} (3)
\[ div v = 0 \]  \hspace{1cm} (4)

While the conservation of linear momentum can be written as

\[ \frac{\partial}{\partial t} (\alpha\rho_{f0} + \phi\rho_{s0})v + div \left( \left( \alpha\rho_{f0} + \phi\rho_{s0} \right) vv \right) = div(T) + div \left( N\left( \rho_{s0} - \rho_f0 \right) v \right) + \left( \alpha\rho_{f0} + \phi\rho_{s0} \right) b \]  \hspace{1cm} (5)

substituting Equations (1) and (2) into (5), we can acquire

\[ \left( \alpha\rho_{f0} + \phi\rho_{s0} \right) \left[ \frac{\partial}{\partial t} v + \nabla(v)v \right] \]
\[ = div(T) - div \left( N\left( \rho_{s0} - \rho_f0 \right) v \right) - div \left( N\left( \rho_{s0} - \rho_f0 \right) v \right) + \left( \alpha\rho_{f0} + \phi\rho_{s0} \right) b \]  \hspace{1cm} (6)

In the current paper, we consider gravity \( g \) as the only body force. Term \( div \left( N\left( \rho_{s0} - \rho_f0 \right) v \right) - div \left( N\left( \rho_{s0} - \rho_f0 \right) v \right) \) is the linear momentum change caused by the particle flux \( N \).

As for the conservation of energy, following the previous derivation we have
\[
\frac{\partial (\alpha \rho_0 C_p f_0 + \phi \rho_s C_p s_0)}{\partial t} + div\left( \left( \alpha \rho_0 C_p f_0 + \phi \rho_s C_p s_0 \right) \hat{\mathbf{v}} \right) = T : \mathbf{L} + div(\mathbf{q}) + div\left( \mathbf{N} \left( \rho_0 C_p s_0 - \rho_0 C_p f_0 \right) \right)
\]

where \( L \) is the gradient of velocity, \( \mathbf{q} \) is the heat flux vector, \( \alpha \rho_0 C_p f_0 + \phi \rho_s C_p s_0 = \rho_m C_p m \) is the mixture heat capacity and \( div\left( \mathbf{N} \left( \rho_0 C_p s_0 - \rho_0 C_p f_0 \right) \right) \) is the internal energy change due to the transport of the particle flux \( \mathbf{N} \).

The conservation of solid concentration is simply

\[
\frac{\partial \phi}{\partial t} + \nabla \cdot \mathbf{q} = -div \mathbf{N}
\]

where \( \mathbf{N} \) is the particle diffusive flux.

### 2.2. Constitutive Equations

Roscoe [19] provided a thorough review of modeling and characterizing gel-like materials. In general, gels behave as non-Newtonian fluids (NNF). (Non-linear) NNF exhibit some unusual characteristics. For example, some NNF show normal stress effects, as manifested in phenomena such as die-swell or rod-climbing (see the book by Schowalter [20]). Some NNF have yield stress or show viscoelastic effects, while some have viscosities depending on shear rate and temperature or even pressure (see the books by Macosko [21], Carreau, De Kee and Chhabra [22]). Perhaps the simplest model, from an engineering perspective, which can capture the shear-thinning (or shear-thickening) effect, is the power-law model. In current work, for the shear stress tensor, we assume that the viscous stress of the solid–fluid suspension can be represented by a generalized power-law fluid model,

\[
T = -p I + \left( \mu_t + \mu_{fr} \left( 1 - \frac{\phi}{\phi_{max}} \right)^{-\beta} \right) \Pi \hat{\mathbf{L}}^2 D
\]

where \( \phi \) is the volume fraction, \( \mu_t \) is the turbulent eddy viscosity, \( \mu_{fr} \) is the reference suspending fluid viscosity, and \( m \) is the shear dependency constant. In the above equations,

\[
\left( 1 - \frac{\phi}{\phi_{max}} \right)^{-\beta}
\]

depends on Krieger’s work which provides a correlation between the viscosity and particle concentration, formulated by both theoretical analysis and experimental data (\( \mu = \mu_{fr} (1 - \phi/0.68)^{-1.82} \)) [18]. \( \Pi \hat{\mathbf{L}}^2 \) represents the effect of volume fraction and shear-dependency. In current work, we assume that \( \mu_{fr} \) is a constant and predefined by the user.

The heat flux vector is modeled as follows:

\[
\mathbf{q} = -k_m \nabla \theta
\]

where \( k_m \) is the effective thermal conductivity. Various models are available to evaluate the effective thermal conductivity for solid–fluid suspensions [23–25], in current study we apply the model proposed by Jeffery [16], keeping consistent with our previous study [4]. Jeffery’s model considers the second order effects of thermal conductivity based on the solid volume fraction [26]:

\[
k_m = \kappa_f \left[ 1 + 3 \xi \phi + \xi^2 \phi^2 \right] + O \left( \phi^3 \right)
\]

where

\[
\xi = 3 \xi^2 + \frac{3 \xi^3}{4} + \frac{9 \xi^3}{16} \left( \frac{\omega + 2}{2\omega + 3} \right) + \frac{3 \xi^4}{26} + \ldots
\]
and

$$\xi = \frac{\omega - 1}{\omega + 2} \tag{15}$$

For the constitution of particle flux, we do not take the Brownian motion into account since the size of the particles of interest is sufficiently large. Then, the diffusive particle flux becomes

$$N = N_c + N_\mu + N_g + N_t \tag{16}$$

where $N_c$, $N_\mu$, $N_g$ and $N_t$ are the flux due to particles collision, spatial variations in the viscosity, gravity and turbulence, respectively.

Following Phillips’ model [14], particle flux due to collisions $N_c$ and non-uniform viscosity $N_\mu$ are evaluated as

$$N_c = -a^2 \phi K_c \nabla (\gamma \phi) \tag{17}$$

$$N_\mu = -a^2 \phi^2 \gamma K_\mu \nabla (\ln \mu) \tag{18}$$

$$\dot{\gamma} = (2D_i D_{ij})^{1/2} = (\Pi)^2 \tag{19}$$

where $a$ is the characteristic particle length (e.g., radius), $\dot{\gamma}$ is the local shear rate, $\mu$ is the effective viscosity, and $K_c$, $K_\mu$ are empirically determined coefficients. According to Phillips et al. [14], $N_c$ accounts for the effect of the spatially varying interaction frequency due to the collision between particles, while $N_\mu$ accounts for the effect of the spatially varying viscosity. Mathematically $N_c$ and $N_\mu$ are responsible for the particles migrations causing non-homogenous distribution of the particles. Seifu et al. [27] noted that the particle flux could be given as

$$N = -a^2 K_\mu \phi^2 \nabla \left( \ln \left( \frac{\gamma \phi \mu K_\mu}{K_c} \right) \right) \tag{20}$$

where $\mu$ is the effective viscosity, and $K_c$, $K_\mu$ are constants. In this paper, we apply the empirical correlation proposed by Tetlow et al. [15]

$$\frac{K_c}{K_\mu} = 1.25\phi + 0.075; K_\mu = 0.62 \tag{21}$$

As for the gravity-induced particle flux, based on the work of Acrivos et al. [28] and Mavromoustaki [11], $N_g$ could be modeled as

$$N_g = \frac{2}{9} \phi f(\phi) a^2 \left( \rho_{s0} - \rho_{f0} \right) \mu_{fr} g \tag{22}$$

where

$$f(\phi) = \frac{(1 - \phi) \mu_{fr}}{\mu(\phi)} \tag{23}$$

This gravity flux model has been applied to various studies, such as falling of thin film [11]. For other mathematical models of gravity induced particle flux, please refer to [1,29].

The particle flux due to turbulence reads

$$N_t = \frac{\nu_t}{Sc} \nabla (\phi) \tag{24}$$

where $\nu_t$ is the eddy viscosity and $Sc$ is the Schmidt number which is assumed as 0.9 for current study [30,31].

By substituting the Equations (10) and (11) into (6), (12)–(15) into (8), and (16)–(23) into (9), we obtain a set of expanded governing equations for the particle flux model. For the expanded form of governing equations based on the original Phillips’s model [7], please refer to Appendix A.

Conservation of mass:

$$\text{div}(\nu) = 0 \tag{25}$$

Conservation of linear momentum:
Conservation of energy:

\[
\left( a \rho f_0 + \phi \rho s_0 \right) \frac{\partial \xi}{\partial t} + \nabla (v) \cdot \nabla (\xi) = - \text{grad} \, p + \text{div} \left( \left( \mu_1 + \mu_{fr} \left( 1 - \frac{\phi}{\phi_{\text{max}}} \right)^{-\beta} \left( 2 \tau D^2 \right) \xi \right) \right) + \text{div} \left( N \left( \rho_{s0} - \rho_f \right) v \right) + \text{div} \left( N \left( \rho_{s0} - \rho_f \right) v \right) + \left( a \rho f_0 + \phi \rho s_0 \right) g \]

(25)

Conservation of particles concentration:

\[
\frac{\partial \phi}{\partial t} + \nu_{fr} \frac{\partial \phi}{\partial x} = \text{div} \left( a^2 \phi K_c \nabla (\phi) + \text{div} \left( a^2 \phi K_c \nabla (\phi) \right) + a^2 \phi K_c \nabla (\phi) \nabla (\phi \mu) \right) + \text{div} \left( \frac{\nu_{fr}}{2} \phi \nabla (\phi) \right) + \text{div} \left( \frac{\nu_{fr}}{2} \phi \nabla (\phi) \right) \]

(27)

3. Results and Discussion

To evaluate the performance of the two-way coupling particle flux model, two benchmark problems were calculated and analyzed in this chapter—namely, the flow in straight sudden expansion channel and the flow between two rotating cylinders (circles). The simulation results would also be compared with the original Phillips’ model [14]. Numerical simulation of both benchmark problems was finished by a user-defined solver developed based on the open sourced CFD toolbox OpenFOAM [16]. The NS equation was solved by the standard PISO-SIMPLE (so-called PIMPLE) algorithm, a transient segregated solver iterating between pressure and velocity to enforce mass conservation over momentum equations. The pressure-velocity iteration would be renewed to the next time step should initial (normalized) residual of pressure was lower than 1 × 10^-5 and that of the velocity was lower than 1 × 10^-6. During the transient calculations, the maximum Courant (maxCo) number was kept below 0.9 everywhere in the flow field, to resolve the time-dependent information [32].

For spatial discretization, central difference (CD) interpolation was used for gradient and Laplacian terms, while convection terms were interpolated by a so-called “bounded Gauss linear” scheme, which improve the boundedness of the simulation by taking advantage of the incompressible part of velocity divergence term (non-zero before convergence was reached). For temporal discretization, implicit Euler scheme was applied for time derivative terms. As both cases were wall bounded flow, Wilcox’s k-omega model was used for the treatment of turbulence effect, and coefficients were chosen according to [33]. The underlying assumption of unsteady Reynolds-averaged Navier–Stokes (URANS) turbulence method was that the local turbulence scale estimated by RANS is sufficiently smaller than the dominating large-scale fluctuation [34–39]. Standard wall functions were applied for turbulence variables such as k (turbulent kinetic energy) and omega (specific dissipation of k) on all solid walls, where no-slip and zero gradient boundary conditions were used for velocity and pressure, respectively. The value of the gravity g, was set as a constant value of (0, −10, 0) m·s^-2. To reduce computational cost of transient simulation, both calculations were performed on two-dimensional (2D) grid(s). It was acknowledged that the three-dimensional dynamics of vortices stretching could not be captured by 2D grid with URANS turbulence treatment. The purpose of the benchmark calculation served essentially as a test on the model performance and its numerical stability, by comparison with the original Phillips’s model. When the local small transient scale was not dominant or
not the major interest of the study, the computationally cheaper 2D calculation could also provide valuable information, especially for the testing of the new model and numerical method [40,41].

3.1. Flow in Straight Sudden Expansion Channel

Figure 1 and panel (a) of Figure 2 showed the computational grid and geometry of the straight sudden expansion channel. The inlet velocity was 0.5 m·s⁻¹, and the inlet volume fraction of the solid component was 0.05. The radius of particle was 1 mm. Temperature of the inlet flow was set as 393 K, as the suspending fluid was water, laminar viscosity was set as a constant of 1 cP in accordance with the temperature. The density of the suspending fluid and the solid particles were 1000 and 3000 kg·m⁻³. As a result, if we used half the step height at the sudden expansion as the reference length scale, corresponding hydraulic Reynolds would be 1 × 10⁵, verifying the application of turbulence model. The mass heat capacity of the water was set as 4023 J/(kg·K). To enhance the effect of the particle flux on the fluid temperature, we assumed a high heat capacity for the particles, which was equal to that of the carrying water. On all solid walls, temperature was kept constant at 293 K. For the initial condition of the solid phase, velocity, temperature and solid volume fraction were 0 m·s⁻¹, 293 K and 0, respectively. It should be pointed out that to demonstrate the path of the particles sediment, the gravity body force would not take effect until the sudden expansion, in other words, there was no gravity in the inlet channel before the sudden expansion.

Figure 1. Computational grid used for grid independence validation. (a) grid used for calculation & analysis; (b) “coarse” grid which doubled the step size compared with the grid used; (c) “fine” grid which halved the step size compared with the grid used; (d) evolutions of velocity sampled at the geometry center of expanded channel.
Figure 2. (a) Schematic of the straight sudden expansion channel; (b) The velocity distribution; (c) The volume fraction distribution of the solid particles; (d) The temperature distribution. For the panel (b–d), from top to bottom the three different fields are simulation results by: 1. Phillips’ model [14] without considering gravity; 2. Phillips’ model [14] considering the gravity; 3. Proposed particle flux model considering gravity. All the fields are the acquired at different levels of spatial resolutions. Two of them could be found in Figure 1, namely a “coarse” and “fine” grid, as the corresponding step size was 2 and 0.5 mm, respectively. Calculations on all three grids converged reasonably without numerical stability issues. Additionally, the velocity in the X direction (v_x) was sampled at the geometric center of the expanded channel, namely at the location (x = 0.125 mm, y = 0). As shown in panel (d) of Figure 1. In fact, for the “fine” and “regular” grid, both velocity profile and solid volume fraction distribution converged into quasi steady state after flow time (t) = around 20 s, due to the strong diffusion effect of RANS turbulent model. However, velocity profile of the “coarse” grid calculation kept oscillating, even the ensemble mean value was quite different from the predictions of finer grid, as shown in Figure 1d. As refining the “regular” grid brought little difference on the simulation results, we assumed that the evenly distributed 1 mm step size was sufficient for current study, at least in terms of grid independency. The discussions of analysis of the simulation results were based on the “regular” grid. For a more detailed verification study of the numerical setup, please check Appendix B.

Simulation was performed for 60 s of flow time for all the cases with different parameters, for both the new particle flux model and the original Phillips model, total wall-clock times were around $1 \times 10^4$ s (~2.8 h) on a dual-channel machine with DDR4 DRAM clocked at 3200 MHz. The reason was that in typical CFD calculations, bottleneck of computation workload was the iteration between p–U coupling, especially the pressure equation, so the extra equations introduced by the new particle flux model brought little CPU overhead.

Panel (b), (c) and (d) of Figure 2 showed the velocity, solid volume fraction and temperature fields after $t = 2$ s. Inside each panel, the top contour showed the simulation results using the original Phillips’ model [14] but without considering the gravity; the middle contour represents results by Phillips’ model [14] considering the gravity effect; while simulation results of the proposed particle flux model considering the gravity effect were displayed in the bottom contour. According to the top contours of all the three panels, we could see that when Phillips’s model [14] was applied and gravity was neglected, all...
fields were symmetric along the channel symmetric line. Whereas when gravity body force was considered by Phillips’ model [14], in other words, when there is gravity but the effect of the particle flux on the fluid was ignored, particles sediment near the bottom wall was obvious after the sudden expansion, which also slightly modified the velocity and temperature profiles. However, as shown in the bottom contours of panel (b), (c) and (d), when the effect of the particle flux on the fluid was also considered (namely applying the proposed particle flux model), the high velocity and high temperature region shifted substantially towards the particles sediment direction. One explanation could be that the settling particle carried the momentum and the temperature from center region towards the bottom wall, so that the particle flux enhanced the convection of momentum and heat transfer. More interestingly, if one looked at the volume fraction field shown in panel (c), it could be found that the proposed two-way coupling particle flux model predicted a streamlined particles sediment shape, the solid component moves more like a projectile motion. Such streamlined shape of the particles sediment should be attributed to the different velocity field predicted by the proposed model, which estimated higher convection rate of momentum transfer from the high-speed center region to the bottom part of the channel.

Figures 3–5 showed the evolution of the velocity, solid volume fraction and temperature fields, predicted by the proposed two-way coupling particle flux model with gravity considered. From the first 1 to 3 s, the high-velocity region gradually moved towards the direction of the gravity. At 20 s, the velocity field was almost fully developed. Along the flow direction, the high velocity region firstly leaned towards the bottom wall after the expansion, and then climbed towards the opposite direction, induced by the evolution of volume fraction distribution. It could be found that almost all the solid particles settled down rapidly near the bottom wall, as shown in Figures 2c and 4c. This should be related to the large particle size and density difference between the particles and suspending fluid. Furthermore, Figure 4 showed that as the flow evolved, the particles sediment region kept growing along the flow direction. Within the first 3 s, the sediment region maintained a streamlined shape, while as the front of the sediment was pushed further away from the inlet, the tailing slope of the interface between the sediment and suspending fluid becomes steeper. This could be explained as that the settled particles far away from the sudden expansion were transported from the surface of the upstream sediment rather than settling down from the main stream of the flow (by gravity effect). The temperature profiles of the suspension, as displayed in Figure 5, evolved towards a more uniform distribution during the process of sedimentation. The temperature distribution in the bottom corner, in particular, is even more uniform compared with the rest of flow domain, due to the effect of the particle flux.

![Figure 3. The velocity fields at different time steps with considering the gravity and using the proposed particle flux model.](image-url)
3.2. Flow between Two Rotating Cylinders (Circles)

In this section, the performance of the proposed particle flux model was evaluated by another benchmark problem: flow between two rotating cylinders. This problem was quite common in engineering applications, such as the bearing flow and the well drilling flow in the oil and geothermal industry. Figure 6 showed the geometry of the two cylinders. The radius of the inner and the outer cylinders were 0.64 and 2.54 cm, respectively. The inner cylinder was rotating at 180 RPM and the outer cylinder is static. The kinetic viscosity of the suspending fluid was set as \(1 \times 10^5\), leading to a hydraulic Reynolds number around \(1.5 \times 10^7\), so the entire flow region could be regarded as fully developed turbulence [42–44]. The temperature of the outer cylinder and the inner cylinder were 393 K and 293 K, respectively. To speed up the simulation, firstly a steady state calculation was carried out without considering the motion of either fluid or solid, then the temperature profile of the steady state solution was used as the initial condition of transient calculation. The initial velocity of transient calculation is 0 m·s\(^{-1}\), and the initial solid volume fraction is 0.1. The gravity was along negative Z-direction. The other parameters and flow conditions were kept unchanged with the previous case.

![Figure 6. Geometry (a) and computational grid (b) of the two concentric cylinders.](image)
A fully structured O-grid was used for calculation. As no special refinement was applied to the boundary layer, bunching of grid layers in both radial and circumferential direction was equally divided. To contain computational cost, grid dependence study similar to the previous section was performed, and spatial resolution was chosen so that further refinement would not improve the simulation results. As the results, typical grid step size was set to be 1 mm in the near wall region of outer cylinder, hence near the inner cylinder wall it was around 0.4 mm, the total cell count was around 12,000. The transient simulation converged to a quasi-steady state after around 1 s of flow time \((t = 1 \text{ s})\), and the calculation was continued until \(t = 12 \text{ s}\). For both proposed particle flux model and original Phillips model, total wall-clock times were around 4000 s on the same dual-channel machine used for simulation of sudden expansion flow, due to the same reason that the extra equations introduced by the new particle flux model were not the bottleneck of computation workload.

Figure 7 showed the velocity, solid volume fraction and temperature distribution after \(t = 0.2 \text{ s}\), the top panels represented the results predicted by the Phillips’ model [14], while the bottom panels represented the results by the proposed two-way coupling model. In fact, for the solid volume fraction distribution, the results by two different models were quite similar, although the effect of the particle flux could still be observed for the temperature and velocity fields, particularly around the inner cylinder.

![Figure 7](image_url)

**Figure 7.** The flow fields at \(t = 0.2 \text{ s}\). (a) Volume fraction of the solid particles; (b) Velocity distribution; (c) Temperature distribution. The top panels represent the results predicted by Phillips’ model [14], the bottom panels represent the results predicted by the proposed particle flux model.

Figures 8–10 show the evolution of velocity, solid volume fraction and temperature fields at different time steps. From Figure 8, we can see that as flow time increases, the solid particles migrated towards the bottom wall of the outer cylinder. Due to the effect of the rotation of the inner cylinder, the particles settling on the top wall of the inner cylinder was not symmetric along the \(y\) direction and those particles moved gradually towards the bottom of the outer cylinder. We might infer that if the inner cylinder was static, the time required to complete the particle sediment towards the bottom of the outer cylinder would be much longer. Figure 9 shows an obvious effect of the particle sediment on the velocity field. Near the inner cylinder, the high velocity region always corresponded to the high concentration of the solid particles where the viscosity also took high values. Figure 10 shows the temperature evolution with the increasing of flow time. Near the top wall of the outer cylinder, the high temperature region was slightly shifted towards the direction of gravity, as shown in Figure 10 for \(t = 0 \text{ s}\) and \(t = 1 \text{ s}\). This could be attributed to the enhancement of heat transferred from the particle flux, which was strongly controlled by the force of gravity due to density difference between solid and fluid.
Figure 8. Volume fraction of the solid component at different time steps predicted by the proposed particle flux model.

Figure 9. Velocity field at different time steps predicted by the proposed particle flux model.

Figure 10. Temperature fields at different time steps predicted by the proposed particle flux model.
4. Conclusions

The particle flux model by Phillips et al. [14] was further developed so that a two-way coupling particle flux equations—namely, the particle flux model could be formulated by considering the effect of the particle migration on the transport of the momentum and internal energy of the fluid phase. The proposed two-way coupling particle flux model manifested reasonable numerical stability during the calculation of two benchmark problems, whose results indicated that the effect of the particle migration on the flow and heat transfer was evident; hence, in a situation where the density of a particle is sufficiently higher than the suspending fluid, it is expected that the proposed model could provide more reasonable prediction than one-way coupling models. Further extension of the application to three-dimensional process with more complex geometry is expected though, as the proposed particle flux model brought almost no additional computational cost. Besides, although solution verification showed that the numerical methods behaved as expected in terms of estimated error and observed order, carefully designed experimental validation for more flow conditions should be carried out for further calibration and development of the proposed particle flux model.
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Appendix A

Here we provide the expanded form of the governing equations based on model proposed by Phillips et al. [14].

Conservation of mass:

$$\text{div}(\mathbf{v}) = 0$$  \hspace{1cm} (A1)

Conservation of linear momentum:

$$\left(\alpha \rho_{f0} + \phi \rho_{s0}\right) \left(\frac{\partial \mathbf{v}}{\partial t} + \left(\text{grad} \mathbf{v}\right) \mathbf{v}\right) = -\text{grad} \, p + \text{div} \left(\left(\mu_t + \mu_{fr} \left(1 - \frac{\phi}{\phi_{\text{max}}}\right)^{-\beta}\right) \mathbf{D}\right) + \left(\alpha \rho_{f0} + \phi \rho_{s0}\right) g$$  \hspace{1cm} (A2)

Conservation of particles concentration:

$$\left(\alpha \rho_{f0} C_{f0} + \phi \rho_{s0} C_{s0}\right) \left(\frac{\partial \phi}{\partial t} + \mathbf{v} \cdot \text{grad} \phi\right) = \left(\left(\mu_t + \mu_{fr} \left(1 - \frac{\phi}{\phi_{\text{max}}}\right)^{-\beta}\right) \mathbf{D}\right) : \mathbf{L} + \text{div} \left(\kappa_f \left(1 + 3\xi \phi + \hat{\xi} \phi^2\right) \nabla \theta\right)$$  \hspace{1cm} (A3)

Conservation of energy:

$$\frac{\partial \phi}{\partial t} + \mathbf{v} \cdot \text{grad} \phi = \text{div} \left(a^2 \phi K_c \nabla (\phi)\right) + \text{div} \left(a^2 \phi K_c \nabla (\gamma) \phi + a^2 \gamma K_p \nabla (\ln \mu) \phi^2\right)$$

$$+ \text{div} \left(\frac{\hat{\xi} \phi f (\phi)}{\mu_{fr}} \left(\rho_{s0} - \rho_{f0}\right) \mathbf{g}\right) + \text{div} \left(\frac{\hat{\xi} \phi f (\phi)}{\mu_{fr}} \nabla (\phi)\right)$$  \hspace{1cm} (A4)

Appendix B

Solution verification was conducted by systematic grid refinement, following “Performance Test Code Committee PTC-61” [45]. Freitas suggested that at least 3 different grid
resolutions must be tested to achieve a convincing error estimation, we used 5 of them, since the proper resolution was not known a priori. As shown in Table A1, verification started from a quite coarse grid (#5, in fact the “coarse” grid in Figure 1), with grid step size around 2 mm, while the grid #1 has the finest grid spacing of 0.5 mm (the “fine” grid in Figure 1). Although it was not mandatory, we followed the suggestion of Freitas to keep steady refinement factors between neighbor grids, which were chosen to approximate 1.4 (square root of 2).

Table A1. Grids parameters for error estimation.

| No (#i) | Grid Spacing (h) [mm] | Refinement Factor (r) | Factor of Safety (F_s) |
|---------|-----------------------|-----------------------|------------------------|
| #5      | 2                     | 1.4                   | 1.25 2                 |
| #4      | 1.43                  | 1.43                  | 1.25                   |
| #3^1    | 1                     | 1.4                   | 1.25                   |
| #2      | 0.71                  | 1.42                  | 1.25                   |
| #1      | 0.5                   | \                     | 1.25                   |

1 The grid used for calculation & analysis; 2 Value of F_s were suggested by [45,46].

To access the solution error, \( v_x \) was sampled on 4 different points alone the symmetric line. As shown in Figure A1, sampled points were evenly distributed along the x direction. A direct comparison of the sampled velocities were displayed in Figure A1, the reported flow time was \( t = 2 \) s, when the difference between prediction by grid (#3) and that of the “fine” grid (#5) reached its maximum value, as shown in panel (d) of Figure 1. If we take the grid used (#3) as the reference to define the spatial refinement ratio (\( r^* \)), it could be found that solution results were quite grid dependent when the value \( r^* \) was lower than 0.75, whereas refinement beyond \( r^* = 1 \) brought little difference on the simulation results, as shown in Figure A1.

![sample locations](image)

Figure A1. Location of sample points for error estimation (solution verification). L is the length of expanded channel in x direction.

The visual trend of progress reported in Figure A1 was the primitive reason for the choice of grid #3 to access the model performance. For a more complete solution verification, error estimation must be performed to calculate the extrapolated error and observed order of the method. As the largest discrepancy between predictions of different grid resolution came from the sample point near the inlet channel (line with circle marker in panel (a) of Figure A2), we used \( v_x \) at sample point \( x = 0.2 \) L to calculate error and observed order, following the 3-grid procedure defined in [45].

Two groups of “3-grid”, namely Group A [#3, #4, #5] and Group B [#2, #3, #4], were used to calculate the estimated error, so that a more convincing grid independence validation could be quantified. The results were reported in Table A2, namely the observed order (\( p \)), extrapolated values (\( \phi^*_{ext} \)), relative error (\( \epsilon^*_R \)), estimated extrapolated relative error \( \epsilon^*_e \), and the fine grid convergence index \( GCI_{fine}^{21} \) of the numerical setup adopted in current work. Please refer to PTC-61 [45] for the complete definition and calculation steps. Although it was not surprising to see quite an unusual high value of observed order for Group A due to the poor prediction by grid #5, it proved that neither grid #5 nor #4 suffice to provide any meaningful analysis, at least based on current numerical setup. In the meantime, the observed order of 1.23 from grids in Group B was a much more reasonable value, since the numerical schemes adopted were not purely 2nd order. The observed order
and estimated error, along with the value cascade shown in Figure A2, were evidences that the simulation series by three grids in Group B were in the asymptotic region, so that grid #3 could be regarded as the cheapest choice for calculation and further analysis.

![Figure A2](image-url)  
**Figure A2.** Prediction of \( v_x \) on sample points resolution at flow time = 2 s by (a) grids with different spatial refinement ratio and (b) same grid with different temporal refinement ratio.

Table A2. Sample uncertainty analysis by different spatial resolution.

| Group | \( N_1 \) \(^1\) | \( N_2 \) \(^2\) | \( N_3 \) | \( r_{21} \) | \( r_{32} \) | \( p \) | \( \phi_{21}^{\text{ext}} \) | \( e_a^{21} \) | \( e_{\text{ext}}^{21} \) | \( \text{GCI}_{\text{fine}}^{21} \) |
|-------|-------------------|-------------|---------|------------|------------|------|----------------|----------------|----------------|----------------|
| A     | 25,480            | 13,000 \(^2\) | 6370    | 1.4        | 1.43       | 9.01 | 0.1549        | 1.53%          | 0.07%          | 0.09%          |
| B     | 52,000            | 25,480      | 13,000 \(^2\) | 1.43      | 1.4        | 1.23 | 0.1506        | 1.02%          | 1.92%          | 2.35%          |

\(^1\) \( N \) stands for the total cell count of the grid; \(^2\) \( N \) of grid used for calculation & analysis.

Similar procedure was performed using different sets of time steps on the same grid (#3), by adjusting the maximum allowed Courant number (\( \text{maxCo} \)). Following the definition of spatial refinement ratio, the temporal refinement ratio (\( r_t^* \)) was defined using \( \text{maxCo} = 0.9 \) as the reference. E.g., for calculation with \( \text{maxCo} \) controlled below 0.45, the value of \( r_t^* \) is 2. Again two groups of different \( r_t^* \) were calculated, Group I included cases where the series of \( r_t^* \) equaled \{1, 0.5, 0.25\}, whereas for Group II it was \{2, 1, 0.5\}. The results were summarized in Table A3. For both groups of \( r_t^* \), the observed order was lower than 1, mainly due to implicit Euler scheme adopted for time derivative terms, although it should be pointed out that the observed orders by the refinement of temporal and spatial resolution should not be interpreted in an identical way (due to initial residual control of PISO-SIMPLE algorithm). Since the sample point chosen represent almost the worst scenario of the simulation, and \( \text{maxCo} \) lower than 1 is the widely used criterion even for standard PISO algorithm (without initial residual control) [47], the upper limit of 0.9 for the \( \text{maxCo} \) was regarded as a balance between a cost-effective method and insuring a level of accuracy.

Table A3. Sample uncertainty analysis by different temporal resolution.

| Group | \( C_1 \) \(^1\) | \( C_2 \) | \( C_3 \) | \( r_{21} \) | \( r_{32} \) | \( p \) | \( \phi_{21}^{\text{ext}} \) | \( e_a^{21} \) | \( e_{\text{ext}}^{21} \) | \( \text{GCI}_{\text{fine}}^{21} \) |
|-------|-----------------|-------|-------|------------|------------|------|----------------|----------------|----------------|----------------|
| I     | 0.9 \(^2\)      | 1.8   | 3.6   | 2          | 2          | 0.50 | 0.1757         | 3.29%          | 7.35%          | 9.9%           |
| I \(^3\) | 0.9 \(^2\)  | 1.8   | 3.6   | 2          | 2          | 1 \(^3\) | 0.1682         | 3.29%          | 3.19%          | 4.12%          |
| II    | 0.45            | 0.9 \(^2\) | 1.8   | 2          | 2          | 0.62 | 0.1728         | 2.10%          | 3.80%          | 4.93%          |
| II \(^3\) | 0.45       | 0.9 \(^2\) | 1.8   | 2          | 2          | 1 \(^3\) | 0.1698         | 2.10%          | 2.06%          | 2.63%          |

\(^1\) \( C \) stands for \( \text{maxCo} \) allowed during simulation; \(^2\) \( \text{maxCo} \) adopted for calculation & analysis; \(^3\) using a forced observed order of 1, as suggested in [45].
As the both benchmark problems were calculated with 2D grid, one fair question would be that a 3D calculation should be applied instead. Since the additional dimension would dramatically increase the simulation time, one case of 3D calculation was performed based on the proposed model, as shown in Figure A3. Span width in the z direction was set to be equal to the height in the y direction, while the 3D grid employed the same spatial resolution as the “regular” 2D grid (#3 in Table A1). Cyclic boundary condition was applied for the patches normal to the z direction, so the suspension could be regarded as flow in an infinitely wide channel. All the other setups were kept identical to the 2D calculation.

Velocity fields were sampled on 2 planes normal to the z direction, namely the first symmetric plane where \( z = 0 \), and the plane close to the boundary where \( z = -0.4 \) of the width of the channel (\( L_z \) in Figure A3). Figure A4 compared the sampled results with the 2D calculations at \( t = 2 \) s and \( t = 25 \) s. It was found that the prediction of 3D calculation was quite similar with that of the 2D calculation, due to the cyclic boundary condition and the strong diffusion effect of URANS turbulence model adopted. As mentioned in the Results and discussion section, although being limited by the incapability to track the 3D vortices stretch process of turbulence, the 2D URANS calculation could still provide valuable information for a preliminary performance evaluation of the proposed model.

![Geometry and grid of 3D calculation.](image)

**Figure A3.** Geometry and grid of 3D calculation.

![Velocity profiles.](image)

**Figure A4.** Velocity profiles of at (a) \( t = 2 \) s; (b) \( t = 25 \) s. From top to bottom the contours are the simulation results of 3D grid sampled at plane \( z = 0 \), 3D grid sampled at plane \( z = -0.4 \ L_z \), and the “regular” 2D grid.
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