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Abstract
This paper presents an algorithm and regret analysis for the restless hidden Markov bandit problem with linear rewards. In this problem the reward received by the decision maker is a random linear function which depends on the arm selected and a hidden state. In contrast to previous works on Markovian bandits, we do not assume that the decision maker receives information regarding the state of the system, but has to infer it based on its actions and the received reward. Surprisingly, we can still maintain logarithmic regret in the case of polyhedral action set. Furthermore, the regret does not depend on the number of extreme points in the action space.

Introduction

Preliminaries

This work considers a setup in which at each time instant $t$, a decision maker chooses an arm $b_t \in B \subset \mathbb{N}$ to pull and an action $a_t \in \mathcal{A} \subset \mathbb{R}^N$ and gets a reward that depends linearly on a random function of the system state $s_t \in S \subset \mathbb{N}$ and the chosen arm $b_t \in B$ in the following way:

$$r_t(b_t, a_t) = \langle a_t, \theta(b_t, s_t) \rangle,
\tag{1}$$

where $\langle x, y \rangle$ is the inner product between $x$ and $y$. We assume that the set $\mathcal{A}$ is compact and that the sets $S$ and $B$ are finite. We assume that the process $(s_t)_{t=1,2,...}$ is a time-homogeneous and irreducible and aperiodic Markov chain over a finite state space $S$. Additionally, for each $s \in S$ and $b \in B$, $\theta(b, s)$ is a random function with a range $\Theta_{b,s} \subset \mathbb{R}^N$. We refer to this model as the restless hidden Markov bandit model with a linear reward. In this work we consider a setup in which a decision maker only knows the sets $\mathcal{A}$, $S$ and $\Theta_{b,s}$ for all $(b, s) \in \mathcal{B} \times S$ but not the transition probabilities of the Markov process $(s_t)_{t=1,2,...}$, the probability distribution of the random function $\theta(b, s)$, nor their realizations at time $t$. This model captures, for example, communication networks in which a user chooses a single frequency band for transmission, out of several possibilities such as 2.4 GHz, 3.6 GHz or 5 GHz. Each of these frequency bands includes several sub-bands. After choosing a frequency band for transmission, the user chooses a frequency allocation over the sub-frequency bands included in the chosen band, subject to a total spectrum and power utilization constraint over all sub-bands. Upon making the choices, the user does not know what the current quality of the chosen frequency bands is, but only knows the communication rates (or delays) of previous transmissions. The choice of the group of frequency bands can be thought of as choosing an arm, and the frequency allocation over the sub-bands can be considered as choosing an action vector.

Discussion

The restless hidden Markov bandit model with linear rewards described in $(1)$ is related to several learning models, among them are Markov bandits and Markov decision processes, stochastic linear bandits, restless bandits models, and the partially observed Markov decision process. In Markov bandit models the reward is generated by each arm independently of other arms, and changes over time according to a Markov process that progresses over time when an arm is played. The first analysis of the expected regret of a policy for the Markov bandit problem compared the expected reward of the policy to that of the arm with the best expected reward that was found based on the stationary distribution of the Markov chain, see Anantharam, Varaiya, and Walrand (1987). An instantaneous in time minimization regret approach which depends on the transition probabilities of the Markov chain, and not only its stationary distribution, is analyzed in the Markov decision process (MDP) literature which considers a Markov process that controls the state of a system, it is assumed that this state is known to the decision maker upon choosing an action to play. Several works analyze MDPs, among them are Filippi, Cappe, and Garivier (2011); Tekin and Liu (2012); Auer and Ortner (2007) which attain a logarithmic regret that depends on the Markov chain parameters and the size action space, assuming that the Markov chain is a unichain. Additionally, the general case that includes weakly communicating Markov chains is investigated in Bartlett and Tewari (2009); Jaksch, Ortner, and Auer (2010); Qian et al. (2018); Fruit, Pirotta, and Lazaric (2018) and Ortner (2018) in which a scheme that achieves an $O(1/\sqrt{T})$ regret that depends on the MDP parameters is considered. It was also proven in Fruit, Pirotta, and Lazaric (2018) that is not possible to achieve a logarithmic regret that depends on the MDP parameters.
We note that our model is different from Meshram, Gopalan, Wang et al. (2019) in which the process that governs the wards is also related to stochastic linear bandits studied, for linear bandit process since the state of the system evolves estimating the reward distribution for each action. We note however, that since the structure of the Urteaga and Wiggins (2018) in which the reward distributions for the multi-armed contextual bandit model considered in considers an information acquisition and sequential belief independent objects and uses an approximated Gittins index Evans (2001, 2003); Javidi (2016), where Krishnamurthy related POMDP models are discussed in Krishnamurthy and Wahlberg (2009) in which a decision maker aims to improving the belief of the unknown state of the system. Other its desire to increase the immediate reward with the benefitsof Kaelbling, Littman, and Cassandra (1998); Krishnamurthy and Manjunath (2017) since our setup assumes that the partially observed Markov decision process (POMDP) Kaelbling, Littman, and Cassandra (1998); Krishnamurthy and Evans (2003) considers a tracking problem with independent objects and uses an approximated Gittins index approach for finding policies. The work of Javidi (2016) considers an information acquisition and sequential belief refinement with a finite number of possible actions. Finally, our model is also related to the Gaussian mixture models for the multi-armed contextual bandit model considered in Urteaga and Wiggins (2018) in which the reward distributions are approximated using nonparametric Gaussian mixture models. We note however, that since the structure of the reward function is known to be linear in our model, we estimate the probability distribution of the system instead of estimating the reward distribution for each action.

Contributions: This work differs from the aforementioned works in several aspects: First, it is not a classical stochastic linear bandit process since the state of the system evolves over time according to a Markov process. However, it is not a classical Markov bandit model nor a restless one since the states are not directly observed or given to the decision maker. Additionally, the action space is uncountable. Interestingly, we prove that the cardinality of the action space or its set of extreme points does not affect the expected regret. Moreover, the scheme we propose divides the estimation of the probability distribution which controls the system evolution into two parts; the first part estimates the transition matrix of the Markov chain common to all arms and the second estimates the probability distributions of the unknown parameter \( \theta \), which depends on the system state and the arm. Our numerical results demonstrate the merits of our proposed scheme, namely the significant reduction of the expected regret of the decision maker.

Model Formulation
This section defines the restless hidden Markov bandit problem with a linear reward in more detail. We consider the setup that is stated in [1]. The process \((s_t)_{t=1,2,...}\) is a finite space \(S\) Markov chain with a transition matrix \(P_S\) and a unique stationary distribution \(\mu_S\). We denote the transition probability between state \(\tilde{s}\) and \(\bar{s}\) in \(S\) by \(P_S(\tilde{s},\bar{s})\). Let \(\mathcal{B}\) be the set of arms that the decision maker can choose from and let the action space \(\mathcal{A}\) be an \(N\)-dimensional compact and convex polytope. The set \(\mathcal{A}\) represents the possible resource allocations to \(N\) processes. We denote the set of extreme points of \(\mathcal{A}\) by \(\mathcal{V}\). We also assume that the set \(\Theta_{h,m}\) is finite for every \((b, s)\in\mathcal{B}\times\mathcal{S}\) and that \(|\mathcal{V}| \gg |\Theta_{h,m}|\). Additionally, \(\Theta_{h,m} \cap \Theta_{h,m} = \emptyset\) for every \(\tilde{s} \neq \bar{s}\). Finally, we denote by \(P_{\Theta_{h,m}}(\theta)\) the probability of the random vector \(\theta \in \Theta_{h,m}\).

At each time \(t\) the decision maker receives a reward \(r_t = \langle a_t, \theta(b_t,s_t) \rangle\). Upon receiving this reward the decision maker chooses an arm \(b_{t+1}\) to pull and an action choice \(a_{t+1}\), given the arm choices, actions and rewards of previous times, \(1, \ldots, t\), and the sets \(\mathcal{B}, \mathcal{A}, \mathcal{S}\) and \(\Theta_{h,m}, (b, s) \in \mathcal{B}\times\mathcal{S}\).

We define the regret of the hidden restless Markov bandit model with linear rewards with respect to the expected reward of the restless Markov bandit model with linear rewards defined next. This model assumes that the decision maker perfectly knows in advance all the parameters of the model as well as the identity of the previous state.

Definition 1 (The Restless Markov Bandit Model with Linear Rewards) In the restless Markov bandit model with linear rewards a decision maker knows in advance the transition matrix \(P_S\) and the probability distributions \(P_{\Theta_{h,m}}, (b, s) \in \mathcal{B}\times\mathcal{S}\) as well as the sets \(\mathcal{A}, \mathcal{S}\) and \(\Theta_{h,m}, (b, s) \in \mathcal{B}\times\mathcal{S}\).

At each time \(t\) the decision maker receives a reward \(r_t = \langle a_t, \theta(b_t,s_t) \rangle\) and the identity of the state \(s_t\). Upon receiving this reward the decision maker chooses an arm \(b_{t+1}\) given the actions, rewards and states of previous times, \(1, \ldots, t\), and the sets \(\mathcal{A}, \mathcal{S}\) and \(\Theta_{h,m}, (b, s) \in \mathcal{B}\times\mathcal{S}\).

Definition 2 (The Average Reward of a Policy for the Restless Markov Bandit Model with Linear Rewards) A policy for the restless Markov bandit model with linear rewards is defined as a mapping \(\pi : \mathcal{S} \to \mathcal{B}\times\mathcal{A}\). The average reward of an action policy \(\pi\) is defined as

\[
\rho(\pi) = \sum_{\tilde{s}, \bar{s} \in \mathcal{S}} \mu_S(\tilde{s}) P_S(\tilde{s}, \bar{s}) \sum_{\theta \in \Theta_{h,m}, \tilde{s}} P_{\Theta_{h,m}}(\theta) \langle a_\pi(\tilde{s}), \theta \rangle. \tag{2}
\]
Definition 3 (Regret Definition for the Restless Hidden Markov Bandit Model with Linear Rewards). Denote by \( \pi^* \) the policy that maximizes \( \mathbb{E}[R(T)] \) for the restless hidden Markov bandit model with linear rewards. We define the regret of the restless hidden Markov bandit model with linear rewards as

\[
R(T) = T \rho(\pi^*) - \sum_{t=1}^{T} r_t(b_t, a_t).
\]

That is, we define the regret to be relative to the optimal policy for the scenario in which the decision maker is in possession of the previous state, the Markov chain transition matrix and the probability distributions of \( \theta \).

Notation: We denote by \( B(c, r) \) the \( n \)-dimensional ball with center \( c \in \mathbb{R}^n \) and radius \( r \).

Upper Confidence Bound Reinforcement Learning for the Restless Hidden Markov Bandit Model with Linear Rewards

This section presents Algorithm 1 and establishes its expected regret for the restless hidden Markov bandit model with linear rewards. Algorithm 1 uses two types of upper confidence bounds, the first assists in estimating the transition probabilities of the Markov chain and is not arm dependent, the other assists in estimating the probability distributions \( P_{\Theta_{b,s}} \), which are arm dependent. Additionally, Algorithm 1 recovers at each time \( t \) the identity of the previous state \( s_{t-1} \) with probability 1, this recovery is \( \epsilon \)-optimal in the sense that for each \( \epsilon > 0 \) we can find a recovery scheme with an expected regret smaller than \( \epsilon \). Denote,

\[
\text{conf}_S(t, s) \triangleq \min \left\{ 1, \frac{\log(4(t - 1)^\alpha |S|^2)}{2N_t(s)} \right\},
\]

\[
\text{conf}_\Theta(t, b, s) \triangleq \min \left\{ 1, \frac{\log(4(t - 1)^\alpha |\Theta_{b,s}| |B||S|^2)}{2N_t(b, s)} \right\}.
\]

To evaluate the expected regret of Algorithm 1 we observe that (5) follows directly from the Chernoff-Hoeffding inequality

\[
\Pr \left( |\hat{P}_{\Theta_{b,s}}(\theta) - P_{\Theta_{b,s}}(\theta)| > \text{conf}_\Theta(t, b, s) \right) \leq \frac{(t - 1)^{-\alpha}}{2|\Theta_{b,s}| |B||S|^2}.
\]

Using these inequalities we define the confidence intervals

\[
|\hat{P}_S(\tilde{s}, \tilde{s}) - P_S(\tilde{s}, \tilde{s})| \leq \text{conf}_S(t, s),
\]

\[
|\hat{P}_{\Theta_{b,s}}(\theta) - P_{\Theta_{b,s}}(\theta)| \leq \text{conf}_\Theta(t, b, s)
\]

of length \( \text{conf}_S(t, s) \) and \( \text{conf}_\Theta(t, b, s) \), respectively.

Before we upper bound the expected regret for Algorithm 1 we define the following notations. Denote \( T_M = \max_{\tilde{s}, \tilde{s} \in S} E(T_{\tilde{s}, \tilde{s}}) \) where \( T_{\tilde{s}, \tilde{s}} \) is the passage time of first arriving at state \( \tilde{s} \) when starting from state \( \tilde{s} \), and let \( T_S = (\min_{\tilde{s}, \tilde{s} \in S} P_S(\tilde{s}, \tilde{s}) > 0)^{-1} \). Additionally, denote \( r_{\max} = \max_{a, \tilde{a} \in \mathcal{A}, \theta \in \Theta_{b,s}} \{ (a, \theta) - (\tilde{a}, \theta) \} \), and let \( C_{\max} = \max_{\tilde{s} \in S} |\Theta_{b,s}| \).

Theorem 1. The expected regret of Algorithm 1 is

\[
O \left( |B||S|T_M r_{\max} \log \frac{4T^\alpha C_{\max} |B||S|^2}{\Delta^2} + |B|^2 |S|^2 T_M r_{\max} \log_2 \left( \frac{T}{|S| |B|^2} + 1 \right) \right),
\]

where \( \Delta > 0 \) is the maximal \( \delta \) such that if \( |\hat{P}_S(\tilde{s}, \tilde{s}) - P_S(\tilde{s}, \tilde{s})| \leq \delta \) for all \( \tilde{s}, \tilde{s} \in S, \) and \( |\hat{P}_{\Theta_{b,s}}(\theta) - P_{\Theta_{b,s}}(\theta)| \leq \delta \) for all \( (b, s) \in B \times S \) then \( \mathcal{A}^* \{ \hat{P}_S, \{ \hat{P}_{\Theta_{b,s}} \} | b, s \in B \times S, \tilde{s} \} = \mathcal{A}^* \{ P_S, \{ P_{\Theta_{b,s}} \} | b, s \in B \times S, \tilde{s} \} \) for every \( \tilde{s} \in S \).

Theorem 1 will be proved in the next section. Before proving it we discuss Algorithm 1 and consider several adaptations. We note that the term (7) does not depend on the cardinality of the set \( V \). We also note that it follows from Theorem 1.2 in Kontorovich and Ramanan (2008) and Theorem 1.1 in Lezaud (1998) that using the estimation for the transition matrix directly instead of using its confidence interval as in Algorithm 1 yields the same upper-bound (7) for the regret. This simplifies the problem since \( \hat{P}(\tilde{s}, \tilde{s}) \) is replaced with \( \hat{P}(\tilde{s}, \tilde{s}) \). Furthermore, we remark that we can remove the term \( T_S \) from (7) if we use confidence intervals for the joint probability distribution \( P(\tilde{s}, \tilde{s}, \theta) \) instead of using separate sets of confidence intervals for estimating the transition matrix of the Markov chain and for the probability distributions of \( \theta \). However, our numerical results show that this may be suboptimal since in this case we can no longer estimate the transition matrix of the Markov chain jointly over all arms.

The Motivation for Algorithm 1

Let \( P_S \) be a transition matrix of a Markov chain with state set \( S \), let \( B \) be a finite set and let \( P_{\Theta_{b,s}}(b, s) \in B \times S \) be probability distributions. Denote

\[
(\tilde{b}, \tilde{a}) \in \arg \max_{b, a \in B, a \in \mathcal{A}} \left\{ \sum_{\tilde{s} \in S} P_S(\tilde{s}, \tilde{s}) \sum_{\theta \in \Theta_{b,s}} P_{\Theta_{b,s}}(\theta) \langle a, \theta \rangle \right\}.
\]

Lemma 1. For every transition matrix \( P_S \) and every collection of probability distributions \( P_{\Theta_{b,s}} \) there exists \( \delta > 0 \) such that if \( |\hat{P}_S(\tilde{s}, \tilde{s}) - P_S(\tilde{s}, \tilde{s})| \leq \delta \) for all \( \tilde{s}, \tilde{s} \in S, \) and \( |\hat{P}_{\Theta_{b,s}}(\theta) - P_{\Theta_{b,s}}(\theta)| \leq \delta \) for all \( (b, s) \in B \times S \) we have that \( \mathcal{A}^*(\hat{P}_S, \{ \hat{P}_{\Theta_{b,s}} \} | b, s \in B \times S, \tilde{s}) = \mathcal{A}^* \{ P_S, \{ P_{\Theta_{b,s}} \} | b, s \in B \times S, \tilde{s} \} \) for every \( \tilde{s} \in S \).

Proof. Recall that \( V \) is the set of extreme points of the polytope \( \mathcal{A} \). Since the set \( \mathcal{A} \) is a bounded and convex polytope, the optimal actions of \( \sum_{\tilde{s} \in S} P_S(\tilde{s}, \tilde{s}) \sum_{\theta \in \Theta_{b,s}} P_{\Theta_{b,s}}(\theta) \langle a, \theta \rangle \) are in the set \( V \) for every choice of arm \( b \in B \) and state \( \tilde{s} \in S \).
Algorithm 1:

1. **Notations:**\( \epsilon_t = \epsilon \left( 10 \cdot t^r \cdot \max_{\theta \in \mathcal{L}|_{\theta|_{t}}} \|\theta\|_1 \right)^{-1}, \quad \forall t \in \mathbb{N}, \)
2. \(\text{conf}_S(t, s) \triangleq \min \left\{ 1, \frac{\log(4(t-1)^\epsilon |\mathcal{S}|^2)}{2N(t,s)} \right\}, \quad \forall s \in \mathcal{S}, t \in \mathbb{N},\)
3. \(\text{conf}_\theta(t, b, s) \triangleq \min \left\{ 1, \frac{\log(4(t-1)^\epsilon |\theta_{b,s}| |\mathcal{S}|^2)}{2N(t,b,s)} \right\}, \quad \forall b \in \mathcal{B}, s \in \mathcal{S}, t \in \mathbb{N};\)
4. **Data:** \(\mathcal{A}, \mathcal{S}, \mathcal{B}, \Theta_{b,s} \forall (b,s) \in \mathcal{B} \times \mathcal{S}, \alpha > 2, \epsilon > 0, \alpha_\epsilon > 1;\)
5. Set \(\delta_{-1} = s \) for some \(s \in \mathcal{S};\)
6. Set \(N_0(\delta, \delta) = N_0(\delta) = 0 \) \(\forall \delta, \delta \in \mathcal{S};\)
7. Set \(N_0(b, s) = 0 \) \(\forall (b, s) \in \mathcal{B} \times \mathcal{S};\)
8. Set \(\text{conf}_S(0, b, s) = \text{conf}_\theta(1, b, s) = 1 \) \(\forall b \in \mathcal{B}, s \in \mathcal{S};\)
9. Set \(t = 0;\)
10. **for** \(\text{round } k = 0, 1 \ldots \) **do**
11. \hspace{1em} **Initialize round** \(k:\)
12. \hspace{2em} 1. Set \(t_k = t;\)
13. \hspace{2em} 2. For every \(\delta, \delta \in \mathcal{S}\) such that \(N_k(\delta) > 0\) set \(P_{t_k}(\delta, \delta) = \frac{N_k(\delta, \delta)}{N_k(\delta)}\). Otherwise, set \(P_{t_k}(\delta, \delta) = |\mathcal{S}|^{-1};\)
14. \hspace{2em} 3. For every \(b \in \mathcal{B}, s \in \mathcal{S}\) and \(\theta \in \Theta_{b,s}\) such that \(N_k(b, s) > 0\) set \(P_{t_k,\theta}(\delta) = \frac{N_k(b, s, \theta)}{N_k(b, s)}\). Otherwise, set \(P_{t_k,\theta}(\delta) = |\Theta_{b,s}|^{-1};\)
15. \hspace{2em} 4. Calculate the policy \((b_{t_k}^*(\delta), a_{t_k}^*(\delta))\) for every \(\delta \in \mathcal{S}\), where
16. \hspace{2em} \begin{align*}
(b_{t_k}^*(\delta), a_{t_k}^*(\delta)) &= \arg \max_{b \in \mathcal{B}, a \in \mathcal{A}} \left\{ \max_{\theta \in \Theta_{b,s}} \left\{ \sum_{\delta \in \mathcal{S}} P_{t_k}(\delta, \delta) \sum_{\theta \in \Theta_{b,s}} P_{t_k,\theta}(\delta) \langle a, \theta \rangle \right\} \right. \\
&\quad \left. \text{s.t.: } |P_{t_k}(\delta, \delta) - P_{t_k,\theta}(\delta)| \leq \text{conf}_S(t_k, \delta), \forall \delta \in \mathcal{S} \\
&\quad \quad |P_{t_k,\theta}(\delta) - P_{t_k,\theta}(\delta)| \leq \text{conf}_\theta(t_k, b, \delta), \forall \delta \in \mathcal{S} \\
&\quad \quad P_{t_k}(\delta, \delta) \geq 0, \sum_{\delta \in \mathcal{S}} P_{t_k}(\delta, \delta) = 1, \forall \delta \in \mathcal{S} \\
&\quad \quad \sum_{\theta \in \Theta_{b,s}} P_{t_k,\theta}(\delta) = 1, \forall b \in \mathcal{B}, \delta \in \mathcal{S}, \theta \in \Theta_{b,s} \hspace{1em} (8) \right. \\
\end{align*}
17. **Execute round** \(k:\)
18. \hspace{2em} **while**
19. \hspace{3em} • \(\text{conf}_S(t, s) > \text{conf}_S(t_k, s)/2\) for every \(s \in \mathcal{S},\) **and**
20. \hspace{3em} • \(\text{conf}_\theta(t, b, s) > \text{conf}_\theta(t_k, b, s)/2\) for every \(b \in \mathcal{B}, s \in \mathcal{S}\)
21. **do**
22. \hspace{3em} 1. Choose \(b_t = b_{t_k}^*(\delta_{t-1});\)
23. \hspace{3em} 2. Choose \(a_t\) randomly from the set \(B(a_{t_k}^*(\delta_{t-1}), \epsilon_t) \cap \mathcal{A};\)
24. \hspace{3em} 3. Play the pair \((b_t, a_t)\) and observe the reward \(r_t;\)
25. \hspace{3em} 4. Recover system states: set \(\hat{\delta}_t \in \bigcup_{s \in \mathcal{S}} \Theta_{b_t,s}\) to be a solution of \(r_t = \langle a_t, \hat{\delta}_t \rangle\) and set \(\hat{\delta}_t \in \mathcal{S}\) to be such that \(\hat{\delta}_t \in \Theta_{b_t,\hat{\delta}_t};\)
26. **Update:**
27. \hspace{4em} • Set \(N_{t+1}(s) = N_t(s) + 1_{\{s = \delta_{t-1}\}} 1_{\{t \geq 1\}};\)
28. \hspace{4em} • Set \(N_{t+1}(\delta, \delta) = N_t(\delta) + 1_{\{\delta = \delta_{t-1}\}} 1_{\{t \geq 1\}};\)
29. \hspace{4em} • Set \(N_{t+1}((b,s) = (b_t,s_t)) = N_t((b,s) = (b_t,s_t)) 1_{\{t \geq 1\}};\)
30. **end**
Denote \( \mathcal{P}_{\Theta} = \{ \mathcal{P}_{\Theta_{i}} \}_{(b,a) \in \mathcal{B} \times \mathcal{S}} \) and let \( g(b,a,\tilde{s}) = \sum_{s \in \mathcal{S}} \mathcal{P}_{S}(s,\tilde{s}) \sum_{\theta \in \Theta} \mathcal{P}_{\Theta_{i}}(\theta) (a,\theta) \). Since the set of arms \( \mathcal{B} \) is finite and bounded, and the set of states is finite as well, we have that
\[
\min_{b \in \mathcal{B}} \min_{a \in \mathcal{A}} \left[ g(b,a^*,\tilde{s}) - g(b,a,\tilde{s}) \right] > 0. \tag{10}
\]
Thus, there exists \( \delta > 0 \) that fulfills the optimality condition of Lemma\(^1\).

Lemma\(^1\) motivates the development of Algorithm\(^1\), which utilizes upper confidence bounds to establishing an exploration-exploitation trade-off. Interestingly, we show that we can recover the vector \( \theta \) that was generated while forfeiting a negligible amount of reward. Moreover, instead of estimating the reward function for every action in \( \mathcal{A} \) (or equivalently \( V \)) we estimate the probabilities of generating \( \theta \). This has a significant effect on the regret since we assumed that \( |V| \gg |\Theta_{b,s}| \) for all \( (b,s) \in \mathcal{B} \times \mathcal{S} \), such is the case for example when \( \mathcal{A} \) is an \( N \)-dimensional cube, in this case the cardinality of \( V \) is exponential in the dimension \( N \).

**Proof of Theorem\(^1\)**
The expected regret of Algorithm\(^1\) comprises the following events:

1. Regret caused by recovering the previous state.
2. Regret caused by suboptimal rounds in which the confidence intervals are larger than \( \Delta \).
3. Regret caused by failure of the confidence intervals.
4. Regret caused by the deviation of the initial distribution from the stationary distribution of the Markov chain \( P_{S} \).

Next, we show that the expected regret caused by each of these events is no greater than \( \Delta \).

**Regret Caused by Error in State Recovery**

In the restless hidden Markov bandit model the identity of the previous state is not available to the decision maker, thus the decision maker should balance minimizing the expected regret of the current time and learning the current state of the Markov chain. Suppose that the decision maker knows \( s_{t-1} \), it then chooses at time \( t \) the action \( a_{t} = a_{t}^{*}(s_{t-1}) \) and arm \( b_{t} = b_{t}(s_{t-1}) \), calculated in \( \mathcal{P}_{S} \), and receives a reward \( r_{t} = (a_{t}^{*}, \theta_{t}) \). Denote \( \Theta_{b_{t}} = \bigcup_{s \in \mathcal{S}} \Theta_{b_{t},s} \). We distinguish between two cases: 1) \( \theta_{t} \) is the unique solution of \( r_{t} = (a_{t}^{*}, \theta_{t}) \) in \( \Theta_{b_{t}} \). 2) There are multiple solutions to the linear equation \( r_{t} = (a_{t}, \theta) \) in \( \Theta_{b_{t}} \). In the first case, upon receiving the reward \( r_{t} \), the decision maker can fully recover the vector \( \theta_{t} \) and thus also the system state \( s_{t} \). The decision maker can then use this information to maximize the expected reward for the next play. In the second case, after receiving the reward the decision maker cannot distinguish between the different vectors that solve the equation \( r_{t} = (a_{t}, \theta) \) in \( \Theta_{b_{t}} \).

We overcome this uncertainty by choosing an action \( a_{t} \in \mathcal{A} \) instead of \( a_{t}^{*} \) such that the following conditions hold:

\( A_{1} \) \( a_{t} \in B(a_{t}^{*}, \epsilon_{t}) \cap \mathcal{A} \), for some choice of \( \epsilon_{t} > 0 \).

\( A_{2} \) \( (a_{t}, \hat{\theta}) = (a_{t}, \theta_{t}) \) for \( \hat{\theta}, \theta_{t} \in \Theta_{b_{t}} \) if and only if \( \hat{\theta} = \theta_{t} \).

It is clear that the first condition can be fulfilled. We prove that the second condition can be fulfilled as well, simultaneously with the first condition. Let \( \mathcal{D}(b_{t}) = \bigcup_{\hat{\theta}, \theta_{t} \in \Theta_{b_{t}}} \{ a \in \mathcal{A} : \langle a, \hat{\theta} \rangle = \langle a, \theta_{t} \rangle \} \). \( \mathcal{D}(b_{t}) \) is contained in the union of \( \Theta_{b_{t}} \) \( |\Theta_{b_{t}}| - 1 \)/2 hyperplanes of dimension \( N - 1 \) whereas the set \( B(a_{t}^{*}, \epsilon_{t}) \cap \mathcal{A} \) is \( N \)-dimensional. Therefore the intersection of \( \mathcal{D}(b_{t}) \) with \( B(a_{t}^{*}, \epsilon_{t}) \cap \mathcal{A} \) has measure \( 0 \). Thus, the random choice of the action \( a_{t} \) from the set \( B(a_{t}^{*}, \epsilon_{t}) \cap \mathcal{A} \) fulfills condition \( A_{2} \) with probability one. For each such a vector \( a_{t} \), we have that \( |\langle a_{t}, \hat{\theta} \rangle - \langle a_{t}, \theta_{t} \rangle| = |\langle a_{t}, \theta_{t} \rangle - \langle a_{t}, \hat{\theta} \rangle| \leq \epsilon_{t} \cdot \max_{\theta \in \Theta_{b_{t}}} \| \theta \|_{1} \leq \epsilon_{t} \cdot \max_{\theta \in \Theta_{b_{t}}} \| \theta \|_{1} \).

Finally, we choose \( \epsilon_{t} = \frac{\epsilon}{\gamma \cdot r^{t} \cdot \max_{\theta \in \Theta_{b_{t}}} \| \theta \|_{1}} \) for all \( t \) where \( \gamma \) is a constant bigger than the finite sum \( \sum_{t=0}^{\infty} r^{t} \). Since \( \sum_{t=0}^{\infty} \epsilon_{t} \cdot \max_{\theta \in \Theta_{b_{t}}} \| \theta \|_{1} < \epsilon \), the expected regret caused by the state recovery process is smaller than \( \epsilon \) with probability one. Thus, hereafter we assume that the previous state \( s_{t-1} \) is known to the decision maker when the choice of the arm and action at time \( t \) are made.

**Regret Caused by Suboptimal Rounds**

Next we bound the expected regret caused by suboptimal rounds in which the lengths of the confidence intervals are greater than \( \Delta \). To analyze this expected regret we first present the following propositions.

**Proposition 1.** Let \( t_{0} \) be the starting time of round \( k \). For every \( s \in \mathcal{S} \) and \( t, t_{0} > 0 \) such that \( t > t_{0} \), if \( \text{conf}_s(t, s) \leq \frac{1}{2} \text{conf}_s(t_{0}, s) \), then \( N_{t}(s) > 4N_{t_{0}}(s) \). Additionally, for every \( s \in \mathcal{S}, b \in \mathcal{B} \) and \( t, t_{0} > 0 \), if \( \text{conf}_b(t, b, s) \leq \frac{1}{2} \text{conf}_b(t_{0}, b, s) \), then \( N_{t}(s, b) > 4N_{t_{0}}(s, b) \).

**Proposition 2.** In \( T \) time instants there are at most \( |\mathcal{S}| \cdot |\mathcal{B}| \cdot \log_2 \left( \frac{T}{|\mathcal{S}| \cdot |\mathcal{B}|} + 1 \right) \) rounds.

**Proposition 3.** If \( N_{t}(s) > \frac{\log(4(1-\epsilon)^{\epsilon}|\mathcal{S}|^{2})}{\Delta^{2}} \) then the confidence interval for \( s \) is smaller than \( \Delta \). Further, if \( N_{t}(b, s) > \frac{\log(4(1-\epsilon)^{\epsilon}|\Theta_{b,s}| \cdot |\mathcal{S}|)}{2 \Delta^{2}} \) then the confidence interval for \( (b, s) \) is smaller than \( \Delta \).

Suppose that \( k \) is a suboptimal round, then at least one of the following two error events occurs:

1. There exist \( \tilde{s}, \bar{s} \in \mathcal{S} \) such that \( |\hat{P}_{t_{k}}(\tilde{s}, \tilde{s}) - P_{s}(\tilde{s}, \tilde{s})| > \Delta \)

2. Suppose that the policy for round \( k \) chooses the arm \( b \) whenever state \( \bar{s} \) is observed, then there exist \( s \in \mathcal{S} \), an arm \( b \) and \( \theta \in \Theta_{b,s} \) such that \( |\hat{P}_{t_{k}}(\bar{s}, \bar{s}) - P_{s,b}(\bar{s}, \bar{s})| > \Delta \)

The expected regret that is caused by the first error event is upper-bounded by the term
\[
2c r_{\max} |\mathcal{S}| T \log \left( \frac{4T^{c}}{|\mathcal{S}| \cdot |\mathcal{B}|^{2}} \right) \Delta^{2} + 2c r_{\max} T \log_2 \left( \frac{T}{|\mathcal{S}| \cdot |\mathcal{B}|} + 1 \right) + r_{\max} |\mathcal{S}| \tag{11}
\]
where \( c \) is a constant satisfying \( c < 11 \). This is a direct result of the analysis presented in [Auer and Ortner (2007)] and Propositions\(^{13}\).
The expected regret caused by the second event can be upper bounded as follows. Denote by $S_b$ the set of states which upon observing, the decision maker plays the arm $b$. Suppose that there is $\theta \in \Theta_{b,s}$ such that $|\hat{P}_{\theta,\theta_{s,s}}(\theta) - P_{\theta,\theta_{s,s}}(\theta)| > \Delta$ for given $b$ and $s$ such that $S_b$ is not empty. Let $n(b,s)$ be the number of such rounds and let $\tau_1(b,s), \ldots, \tau_{n(b,s)}$ be their respective lengths. We next upper bound the expected value of the term $\sum_{i=1}^{n(b,s)} \tau_i(b,s)$ by dividing each suboptimal round $i$ into $\lceil \frac{\tau_i(b,s)}{2T_{\|S\|}} \rceil$ sub-intervals. By the Markov inequality the probability of reaching a state in $S_b$, playing the arm $b$, and then immediately reaching the state $s$ is, at least $\frac{1}{4}$, for each of these sub-intervals. Thus, by the Chernoff-Hoeffding inequality we have that:

$$\Pr \left( N(b,s,m) \geq \frac{m}{2} - \sqrt{\frac{m \log T}{2}} \right) \geq 1 - \frac{1}{T} \quad (12)$$

where $N(b,s,m)$ is the number of times where the arm $b$ was chosen and then the state $s$ was immediately observed in $m$ sub-intervals.

By Proposition 3 we have that $N_T(b,s) < 2\alpha$, since $N(b,s,m) \leq N_T(b,s)$ it follows that:

$$\sum_{i=1}^{n(b,s)} \frac{\tau_i(b,s)}{2T_{\|S\|}} \leq \frac{1}{\alpha} \log \left( \frac{4\alpha c \theta_{b,s} |\|B\|||S\|} {2\alpha} \right)$$

for some constant $\alpha < 11$ with probability $1 - \frac{1}{T}$. It follows that

$$\sum_{i=1}^{n(b,s)} \tau_i(b,s) \leq 2T_MT_{|S|} c \log \left( \frac{4\alpha c \theta_{b,s} |\|B\|||S\|} {2\alpha} \right) + 2T_MT_S n(b,s)$$

$$\leq 2T_MT_{|S|} c \log \left( \frac{4\alpha c \theta_{b,s} |\|B\|||S\|} {2\alpha} \right)$$

$$+ 2T_MT_S \log \left( \frac{T}{|\|S\|||B\|} + 1 \right) + 1 \right), \quad (13)$$

with probability $1 - \frac{1}{T}$, where the last inequality follows by Proposition 2.

Finally, denote $C_{\theta_{b,s}} = \max_{\theta \in \Theta_{b,s}} \{ \theta_{b,s} \}$, then the expected regret is:

$$|\|B\|||S\| r_{\max} T \frac{1}{T} + 2|\|B\|||S\| T_MT_{|S|} r_{\max} c \log \left( \frac{4\alpha c \theta_{b,s} |\|B\|||S\|} {2\alpha} \right)$$

$$+ 2|\|B\|^2 |S| T_MT_S r_{\max} \left( \log \left( \frac{T}{|\|S\|||B\|} + 1 \right) + 1 \right). \quad (14)$$

### Regret Caused by Failure of the Confidence Intervals

Next we upper bound the expected regret caused by the failure of the confidence intervals, i.e., the probability distributions that we estimate are outside the confidence intervals.

Recall that $t_k$ is the starting time of round $k$; by (9), the probability that one of the confidence intervals fails in round $k$ is:

$$|\|S\|^2 \frac{(t_k - 1)^\alpha}{2|\|S\|^2} + \sum_{(b,s) \in \mathcal{B} \times \mathcal{S}} \theta_{b,s} \frac{(t_k - 1)^\alpha}{2\theta_{b,s} |\|B\|||S\|} = (t_k - 1)^\alpha.$$
Setup 1: $\mathcal{A} = \{0, 1\}^2$, $\mathcal{B} = \{1, 2\}$, and $\mathcal{S} = \{1, 2\}$. Transition probability: $P_S = \begin{bmatrix} 0.4 & 0.3 \\ 0.5 & 0.5 \end{bmatrix}$. $|\Theta_{b,s}| = 2$ for every $b \in \mathcal{B}, s \in \mathcal{S}$. The vectors $\theta \in \Theta_{b,s}$ were drawn uniformly from the set $\{-7, -6, \ldots, 10\}^2$. We also set the values of the following probability distributions $P_{\theta_{b,s,1}} = (0.4, 0.6)$, $P_{\theta_{b,s,2}} = (0.7, 0.3)$, $P_{\theta_{b,s,3}} = (0.5, 0.5)$.

Setup 2: $\mathcal{A} = \{0, 1\}^5$, $\mathcal{B} = \{1, 2, 3\}$, and $\mathcal{S} = \{1, 2, 3\}$. Transition probability: $P_S = \begin{bmatrix} 0.4 & 0.6 & 0.25 & 0.25 & 0.3 \\ 0.2 & 0.5 & 0.25 & 0.3 & 0.3 \\ 0.25 & 0.5 & 0.25 & 0.3 & 0.3 \\ 0.25 & 0.5 & 0.25 & 0.3 & 0.3 \\ 0.25 & 0.5 & 0.25 & 0.3 & 0.3 \end{bmatrix}$. $|\Theta_{b,s}| = 2$ for every $b \in \mathcal{B}, s \in \mathcal{S}$. The vectors $\theta \in \Theta_{b,s}$ were drawn uniformly from the set $\{-7, -6, \ldots, 10\}^5$. We also set the values of the following probability distributions:

- $P_{\theta_{b,s,1}} = (0.4, 0.6)$,
- $P_{\theta_{b,s,2}} = (0.7, 0.3)$,
- $P_{\theta_{b,s,3}} = (0.5, 0.5)$,
- $P_{\theta_{b,s,4}} = (0.45, 0.55)$,
- $P_{\theta_{b,s,5}} = (0.1, 0.9)$,
- $P_{\theta_{b,s,6}} = (0.32, 0.68)$.

We also set the following values $\epsilon = 0.5$, $\alpha = 2.5$, $\alpha_\epsilon = 1.5$, $\gamma = 1$. We ran a Monte Carlo simulation with 100 realizations of the sets $\Theta_{b,s}$, for each such realization we generated 20 realizations of the state sequence, and their respective $\theta$ given the choice of arm $b$. Finally we set $T = 10^6$.

Figures 1a and 1b depict the average regret of each of the schemes that we mentioned at the beginning of this section, that is, Algorithm 1 with no maximization over $P_S$ when solving the problem (8), Algorithm 2 an adaptation of Algorithm 1 with confidence intervals for $P(\hat{s}, b, \hat{s}, \theta)$, and an adaptation of Algorithm 1 with confidence intervals for $P(\hat{s}, b, a, \hat{s}, \theta)$, see Auer and Ortner (2007).

Figures 1a and 1b show that Algorithm 1, with or without maximization over $P_S$, outperforms both the aforementioned possible schemes. This leads to the conclusion that separating the estimation of the probability distributions into two groups, one that is common to all arms (the transition matrix), and one that depends on the identity of the arm played (the probability distribution of $\theta$) decreases the regret. Additionally, we note that utilizing the information regarding the reward function significantly decreases the regret, in our model it removes the dependency on the cardinality of the action set that may be large. Additionally, Figures 1a and 1b confirm that our state recovery scheme is indeed correct. Finally, Figures 1a and 1b show that setting $\hat{P}_S = \hat{P}_S$ instead of maximizing over $P_S$ in Algorithm 1 did not increase the regret, this follows from Theorem 1.2 in Kontorovich and Ramanan (2008) and Theorem 1.1 in Lezaud (1998) that bound the probability of deviating from the true transition probability.

Conclusion

This work presented the restless hidden Markov bandit model with linear rewards in which the action of a decision maker does not affect the Markov process that governs the state of the system. Additionally, the system state is not revealed to the decision maker, but rather it is estimated from the previous actions and arms played and their respective rewards. We showed that by increasing the regret by an arbitrarily small value (independent of $T$) the decision maker can learn the state of the system. Furthermore, we also developed an algorithm that takes advantage of the linear structure of the reward function and yields logarithmic regret that does not depend on the size of the action space (which can be exponential with the number of dimensions). This is a significant improvement to a naive implementation of existing algorithm for Markov decision processes and restless Markovian bandits.
Supplementary Material

Proving of Propositions 1-3

Proof of Proposition 1. Recall that $t_k$ is the starting time of round $k$ and that $t > t_k$. We separate the proof for the cases of $\text{conf}(t_k, \emptyset) = 1$ and $\text{conf}(t_k, \emptyset) < 1$.

Suppose that $\text{conf}(t_k, s) < 1$ and that $\text{conf}(t, s) \leq \frac{1}{2} \text{conf}(t_k, s)$. Then

$$\sqrt{\frac{\log (4(t-1)^t |S|^2)}{2N_t(s)}} \leq \frac{1}{2} \sqrt{\frac{\log (4(t_k-1)^t |S|^2)}{2N_t(s)}}$$

$$\iff \frac{\log (4(t-1)^t |S|^2)}{N_t(s)} \leq \frac{1}{4} \frac{\log (4(t_k-1)^t |S|^2)}{N_t(s)}$$

$$\iff 4 \cdot \frac{\log (4(t-1)^t |S|^2)}{\log (4(t_k-1)^t |S|^2)} \leq \frac{N_t(s)}{N_t(s)}$$

Since $\frac{\log (4(t-1)^t |S|^2)}{\log (4(t-1)^t |S|^2)} > 1$ we have that $\frac{N_t(s)}{N_t(s)} \geq 4$.

Now, if $\text{conf}(t_k, s) = 1$, then $\text{conf}(t, s) < \frac{1}{2}$. Thus, if $N_t(s) = 0$ then $N_t(s) \geq 4N_t(s)$. Else, if $N_t(s) > 0$ then

$$\sqrt{\frac{\log (4(t-1)^t |S|^2)}{2N_t(s)}} \leq \frac{1}{2} \sqrt{\frac{\log (4(t_k-1)^t |S|^2)}{2N_t(s)}}$$

and we concluded above that in this case $N_t(s) \geq 4$.

The proof of the second part of the proposition is similar.

Proof of Proposition 2. First, note that $N_t(s) \geq N_t(b, s)$ for every $s \in S$, $b \in B$. Thus, by Proposition 1, for each round $k$ the shortest possible length of this round is four times the value of $\min_{b, s} \{N_t(b, s)\}$. It follows that the number of rounds can be upper-bounded by $|S||B|\rho_{\text{max}}$ where $\rho_{\text{max}}$ is the smallest positive integer such that $T = |S||B|\sum_{i=1}^{\rho_{\text{max}}} 4^i$. It follows that $\rho_{\text{max}}$ is the smallest positive integer greater than $\log_4 \left( 1 + \frac{3T}{|S||B|} \right)$. Now, since

$$\log_4 \left( 1 + \frac{3T}{|S||B|} \right) = \frac{1}{2} \log_2 \left( 1 + \frac{3T}{|S||B|} \right)$$

$$\leq \log_2 \left( 1 + \frac{T}{|S||B|} \right) + 1$$

we have that the number of rounds is upper bounded by $|S||B| \log_2 \left( 1 + \frac{T}{|S||B|} \right) + 1$.

Proof of Proposition 3. This is a direct result of the definitions: $\text{conf}_S(t, s) \triangleq \min \left\{ 1, \sqrt{\frac{\log (4(t-1)^t |S|^2)}{2N_t(s)}} \right\}$ and $\text{conf}_\emptyset(t, b, s) \triangleq \min \left\{ 1, \sqrt{\frac{\log (4(t-1)^t |\emptyset| B|S|^2)}{2N_t(b, s)}} \right\}$.

If $N_t(s) > \frac{\log(4(t-1)^t |S|^2)}{2\Delta^2}$, then

$$\text{conf}_S(t, s) = \min \left\{ 1, \sqrt{\frac{\log (4(t-1)^t |S|^2)}{2N_t(s)}} \right\}$$

$$\leq \min \left\{ 1, \frac{\log(4(t-1)^t |S|^2)}{2\Delta^2} \right\}$$

$$= \min \{1, \Delta \} = \Delta.$$
Finally, by the union bound over $\tilde{s}$ we have that the expected regret caused by suboptimal rounds in which the estimation of the transition probability is inaccurate is upper bounded by:

$$2c r_{\max} |S|^2 T M \frac{\log (4(T-1)^{\alpha} |S|^2)}{\Delta^2} + 2 r_{\max} T M |S|^2 |B| \left[ \log_2 \left( \frac{T}{|S||B|} + 1 \right) + 1 \right] + r_{\max} |S|.$$  

(23)

□

**Proving Lemma 2**

*Proof of Lemma 2.* Since $T \rho(\pi^*) = \sum_{t=1}^{T} E[r_t(b_t^*, a_t^*)]$, we lower bound the term $\sum_{t=1}^{T} E[r_t(b_t^*, a_t^*)]$. Recall that $(b_t^*(\tilde{s}), a_t^*(\tilde{s})) = \pi^*(\tilde{s})$. Since $\mu_S$ is the stationary distribution of the Markov chain $P_S$ we have that

$$T \rho(\pi^*)$$

$$= \sum_{t=1}^{T} \sum_{\tilde{s}, \tilde{s} \in S} \mu_S(\tilde{s}) P_S^{t-1}(\tilde{s}, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle$$

$$= \sum_{\tilde{s} \in S} \mu_S(\tilde{s}) \sum_{t=1}^{T} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(\tilde{s}, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle. \quad (24)$$

Thus, there exists $s \in S$ such that

$$\sum_{t=1}^{T} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(s, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle \geq T \rho(\pi^*), \quad (25)$$

Thus, for every $1 \leq \tau \leq T$,

$$\sum_{t=\tau+1}^{T} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(s, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle$$

$$\geq T \rho(\pi^*) - \sum_{t=1}^{\tau} \sum_{s, \tilde{s} \in S} P_S^{t-1}(s, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle. \quad (26)$$

Now, let $t_s$ be the first occurrence of state $s$ that fulfills (25), then for every $\tilde{s} \in S$ we have that

$$E \sum_{t=1}^{T} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(\tilde{s}, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle$$

$$E_{t_s} \left[ E \sum_{t=1}^{T} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(\tilde{s}, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle | t_s \right]$$

$$= E_{t_s} \sum_{t=1}^{t_s} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(s, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle$$

$$+ E_{t_s} \left[ E \sum_{t=t_s+1}^{T} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(s, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle | t_s \right]$$

$$\geq E_{t_s} \sum_{t=1}^{t_s} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(s, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle$$

$$+ T \rho(\pi^*) - E_{t_s} \sum_{t=1}^{t_s} \sum_{\tilde{s}, \tilde{s} \in S} P_S^{t-1}(s, \tilde{s}) P_S(\tilde{s}, \tilde{s})$$

$$\cdot \sum_{\theta \in \Theta_{b_t^*, \tilde{s}}} P_{b_t^*, \tilde{s}}(\theta) \langle a_{\pi^*}(\tilde{s}), \theta \rangle$$

$$\geq T \rho(\pi^*) - E(t_s) r_{\max}. \quad (27)$$

where the inequality (a) follows from (26) and the inequality (b) follows from the notation $r_{\max} = \max_{a, \tilde{a} \in \mathcal{A}, \theta, \tilde{\theta} \in [1]_{|b_t^*, \tilde{a}_t^*, \tilde{s}}, \Theta_{b_t^*, \tilde{s}}} \{ (a, \theta) - (\tilde{a}, \tilde{\theta}) \}$ that appears before Theorem 1 in the main manuscript.

We can conclude the proof by following inequalities

$$T \rho(\pi^*) - \sum_{t=1}^{T} E[r_t(\pi^*(s_t-1))]$$

$$= T \rho(\pi^*) - \sum_{t=1}^{T} E[t_s \{ E[r_t(\pi^*(s_t-1))] | t_s \}]$$
where (a) follows by (27) and since we assume in Lemma 2 that \( (b^*_t, a^*_t) = \pi^*(s_{t-1}) \), and (b) follows by the notation \( T_M = \max_{s_i \in S} E(T_i | s_i) \) that appears before Theorem 1 in the main manuscript.

\[
(a) \leq T \rho(\pi^*) - [T \rho(\pi^*) - E(t_s)r_{max}] \\
(b) \leq r_{max} T_M, \tag{28}
\]

where we can rewrite (29) as

\[
E[R(T)] = E \left[ T \rho(\pi^*) - \sum_{t=1}^{T} r_t(b_t, a_t) \right]. \tag{29}
\]

where \( b_t, a_t \) are played according to Algorithm 1 and \( \pi^* \) is the optimal policy that maximizes (2) in the manuscript. Now, we can rewrite (29) as

\[
E[R(T)] = E \left[ T \rho(\pi^*) - \sum_{t=1}^{T} r_t(b_t^*, a_t^*) \right] \\
+ \sum_{t=1}^{T} r_t(b_t, a_t) - \sum_{t=1}^{T} r_t(b_t, a_t) \tag{30}
\]

where \( (b_t^*, a_t^*) \) denotes playing the optimal policy assuming that the decision maker knows the identity of the previous state and \( (b_t, a_t) \) is the arm and action choices when playing according to Algorithm 1.

Now, by the analysis of the regret caused by the deviation of the initial distribution from the stationary distribution of the Markov chain \( P_S \), we have that

\[
E \left[ T \rho(\pi^*) - \sum_{t=1}^{T} r_t(b_t^*, a_t^*) \right] \leq T \rho(\pi^*) - E \left[ \sum_{t=1}^{T} r_t(b_t^*, a_t^*) \right] \leq r_{max} T_M |S||B| \log_2 \left( \frac{T}{|S||B|} + 1 \right) + 1. \tag{31}
\]

Now, the term \( E \left[ \sum_{t=1}^{T} r_t(b_t^*, a_t^*) - \sum_{t=1}^{T} r_t(b_t, a_t) \right] \) depends on the three other regret events, that is,

- Regret caused by recovering the previous state.
- Regret caused by suboptimal rounds in which the confidence intervals are larger than \( \Delta \).
- Regret caused by failure of the confidence intervals.

We prove in the manuscript that the expected regret caused by first event is bounded, i.e., \( O(1) \), the expected regret of the second event is upper bounded by

\[
2T_M |S| c \log(4T^a |S|^2) \frac{2\Delta^2}{\Delta^2} + 2T_M |S|^2 |B| \log_2 \left( \frac{T}{|S||B|} + 1 \right) + 1 \\
+ r_{max} |S| + 2|B||S|T_M T_S r_{max} c \log(4T^a C \omega_{max} |B||S|) \frac{2\Delta^2}{\Delta^2} + 2|B|^2 |S|^2 T_M T_S r_{max} \log_2 \left( \frac{T}{|S||B|} + 1 \right) + 1 \\
+ |B||S| r_{max} T \frac{1}{T}. \tag{32}
\]

Additionally, we prove in the manuscript that the expected regret caused by third event is bounded, i.e., \( O(1) \).

This proves that the expected regret of Algorithm 1 is:

\[
O \left( |B||S| T_M T_S r_{max} \frac{\log(4T^a C \omega_{max} |B||S|)}{\Delta^2} + |B|^2 |S|^2 T_M T_S r_{max} \log_2 \left( \frac{T}{|S||B|} + 1 \right) \right). \tag{33}
\]
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