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1. Introduction

Fractional differential equations have been of high interest during recent decades. The variety of their applications in biology, physics, engineering and economics (see [1–4]) has led to development of techniques to study the qualitative behavior of solutions of these equations.

Particular attention has to be paid to the class of nonlinear fractional boundary value problems (FBVPs). Construction of their exact solutions may be impossible or one may even face computational difficulties trying to find their analytical representation. However, precise approximate methods may help to simplify and even solve this task.

In the current paper, we provide a new view on the successive approximations approach [5], recently used for the study of FBVPs for periodic, Cauchy–Nicoletti-type, and interpolation boundary conditions (see [6–10]). An original parametrization technique, initially suggested for the reduction of nonlinearities in boundary restrictions (see discussions [11,12]), and a dichotomy-type approach (see results in [13–16]) led to the investigation of solutions of two “model”-type FBVPs, containing some artificially introduced parameters. The approximate solutions of these problems were constructed analytically, while the numerical values of the parameters were determined as solutions of the so-called “bifurcation” equations.

The novel technique suggested in this paper has never been applied in study of FBVPs. It allowed us to improve and essentially sharpen the estimates obtained in [6–10]. Along with the other well-known approximate methods, dealing with the fractional differential equations and their systems (see discussions in [17–21]), the aforementioned approach complements the fundamental study of such essentially nonlinear problems.

2. Main Notations and Definitions

For a fixed $n \in \mathbb{N}$ and bounded set $D \subset \mathbb{R}^n$, the following notations apply:

- For any vector $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ and $n \times n$ real matrix $A$ operations “$|\cdot|$,” “$=$,” “$\leq$,” “$\geq$,” and “max” are understood componentwise;
- $I_n$ is a unit $n$-dimensional matrix;
• $\mathbb{D}_n$ is a zero $n$-dimensional matrix;
• $r(A)$ is the maximal (in modulus) eigenvalue of matrix $A$.

Definition 1. [2] The left and right Riemann–Liouville fractional integrals of order $\alpha \in \mathbb{R}^+$ are defined by:

$$aD_t^{-\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} f(s) ds, \quad t > a, \quad \alpha > 0$$

and:

$$bD_t^{-\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_t^b (s-t)^{\alpha-1} f(s) ds, \quad t < b, \quad \alpha > 0$$

respectively, provided the right-hand sides are pointwise defined on $[a,b]$.

Definition 2. [2] The left and right Riemann–Liouville fractional derivatives of order $\alpha \in \mathbb{R}^+$ are defined by:

$$aD_t^\alpha f(t) = \frac{d^n}{dt^n} aD_t^{-(n-\alpha)} f(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_a^t (t-s)^{n-\alpha-1} f(s) ds, \quad t > a$$

and:

$$bD_t^\alpha f(t) = (-1)^n \frac{d^n}{dt^n} bD_t^{-(n-\alpha)} f(t) = \frac{1}{\Gamma(n-\alpha)} (-1)^n \frac{d^n}{dt^n} \int_t^b (s-t)^{n-\alpha-1} f(s) ds, \quad t < b$$

respectively, where $n = [\alpha] + 1$, and $[\alpha]$ is the integer part of $\alpha$.

Definition 3. [4] The left and right Caputo fractional derivatives of order $\alpha \in \mathbb{R}^+$ are defined by:

$$aD_t^\alpha f(t) = aD_t^a \left[ f(t) - \sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!} (t-a)^k \right]$$

and:

$$bD_t^\alpha f(t) = bD_t^b \left[ f(t) - \sum_{k=0}^{n-1} \frac{f^{(k)}(b)}{k!} (t-b)^k \right]$$

respectively, where $n = [\alpha] + 1$, for $\alpha \notin \mathbb{N}_0$; $n = \alpha$ for $\alpha \in \mathbb{N}_0$.

In particular, when $0 < \alpha < 1$, then:

$$aD_t^\alpha f(t) = aD_t^a (f(t) - f(a))$$

and:

$$bD_t^\alpha f(t) = bD_t^b (f(t) - f(b))$$

Definition 4. For any non-negative vector $\rho \in \mathbb{R}^n$ under the componentwise $\rho$—neighborhood of a point $z_0 \in \mathbb{R}^n$, we understand:

$$B(z, \rho) := \{ z_0 \in \mathbb{R}^n : |z_0 - z| \leq \rho \}$$

(2)

Definition 5. For a given bounded connected set $D \subset \mathbb{R}^n$, we introduce its componentwise $\rho$—neighborhood as follows:

$$D := B(D, \rho).$$

(3)

Definition 6. For a set $D \subset \mathbb{R}^n$, closed interval $[a,b] \subset \mathbb{R}$, Caratheodory function $f : [a,b] \times D \to \mathbb{R}^n$ and the $n$-dimensional square matrix $K$ with non-negative entries, we write:

$$f \in \text{Lip}(K,D),$$

(4)
if the inequality:
\[ |f(t, u) - f(t, v)| \leq K|u - v| \] (5)
holds for all \( \{u, v\} \subset D \) and a.e. \( t \in [a, b] \).

3. Nonlinear FBVP and Its Decomposition

Consider a system of fractional differential equations (FDEs):
\[ C_a D_t^p x(t) = f(t, x(t)), \quad t \in [a, b], \quad x, f \in \mathbb{R}^n, \] (6)
for some \( p \in (0, 1] \), subjected to the two-point boundary constraints:
\[ g(x(a), x(b)) = 0, \] (7)
where \( C_a D_t^p \) is the generalized Caputo fractional derivative with the lower limit at \( a \), defined by (1); \( f : G \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( g : D \times D \rightarrow \mathbb{R}^n \) are continuous vector functions, and \( D \subset \mathbb{R}^n \) is a closed and bounded domain.

To solve this problem, we used the so-called “freezing” (or parametrization) technique (see discussions in [11,12,16]), coupled with the modification of the numerical–analytic method [5]. The aim of such an approach consists of the introduction of an appropriate parametrization with further reduction of the original FBVP (6) and (7) with nonlinear boundary conditions to two problems, containing already linear separated boundary constraints. Numerical values of the introduced parameters are then evaluated from the corresponding determining system of algebraic equations, one of which is the relation (7).

As a first step in study of the FBVP (6) and (7), let us fix three closed sets \( D_a, D_{a+b/2}, D_b \subset \mathbb{R}^n \), where we look for the initial values of solutions \( x(\cdot) \):
\[ x(a) \in D_a, \quad x\left(\frac{a + b}{2}\right) \in D_{a+b/2}, \quad x(b) \in D_b. \] (8)
Without loss of generality, we chose these sets to be convex.

Then, we formally substitute the boundary and intermediate values of solution \( x(\cdot) \) by vector parameters:
\[ z := x(a), \quad \lambda := x\left(\frac{a + b}{2}\right), \quad \eta := x(b), \] (9)
where \( z = col(z_1, z_2, \ldots, z_n) \in D_a, \lambda = col(\lambda_1, \lambda_2, \ldots, \lambda_n) \in D_{a+b/2}, \) and \( \eta = col(\eta_1, \eta_2, \ldots, \eta_n) \in D_b. \)

Using relation (9), we reduce the study of the original problem (6) and (7) to an investigation of solutions of two decomposed “model” problems with separated linear boundary conditions, dependent on parameters:
\[ D_a^p D_t^p u = f(t, u(t)), \quad t \in \left[ a, \frac{a + b}{2}\right], \quad u, f \in \mathbb{R}^n, \] (10)
\[ u(a) = z, \quad u\left(\frac{a + b}{2}\right) = \lambda, \] (11)
and:
\[ D_{a+b/2}^p D_t^p v = f(t, v(t)), \quad t \in \left[ \frac{a + b}{2}, b\right], \quad v, f \in \mathbb{R}^n, \] (12)
\[ v\left(\frac{a + b}{2}\right) = \lambda, \quad v(b) = \eta, \] (13)
with \( z \in D_a, \lambda \in D_{\frac{a+b}{2}}, \) and \( \eta \in D_b \) defined by (9).

In addition, we connect to the parametrized FBVPs (10)–(13) the correspondent sets:

\[
\mathcal{D}_{a,\frac{a+b}{2}} := (1-\theta)z + \theta \lambda, \\
\mathcal{D}_{\frac{a+b}{2},b} := (1-\theta) \lambda + \theta \eta,
\]

and their \( \rho^a, \rho^b \)-neighborhoods of the form:

\[
D^a := B(\mathcal{D}_{a,\frac{a+b}{2}}, \rho^a), \\
D^b := B(\mathcal{D}_{\frac{a+b}{2},b}, \rho^b),
\]

where \( z \in D_a, \lambda \in D_{\frac{a+b}{2}}, \eta \in D_b, \theta \in [0,1], \) and \( \rho^a, \rho^b \) are defined in accordance with Definition 4.

**Remark 1.** The parametrization (9) reduces the study of the original FBVP (6) and (7) with nonlinear boundary conditions on the full interval \([a,b]\) to the investigation of two decomposed problems (10), (11) and (12), (13), defined on the half intervals \([a, \frac{a+b}{2}]\] and \([\frac{a+b}{2}, b]\), respectively. This approach allows to diminish some values in the qualitative analysis of the given FBVP and to essentially improve the estimates of the iteration schemes, presented in the coming sections (see also discussions in [6–10]).

**Remark 2.** It is also worth emphasizing that the set of solutions of the FBVP (6) and (7) coincides with the set of solutions of the modified problems (10), (11), and (12), (13) under additional conditions (9).

### 4. Auxiliary Statements

In this section, we formulate some auxiliary lemmas, needed later on. In terms of fractional integrals, they were first proven in [6] for the interval \([0,T]\) and later generalized over the interval \([a, b]\) (see discussion in [10]).

**Lemma 1.** [10] Let \( f(t) \) be a continuous function for \( t \in [a, b] \).

Then, for all \( t \in [a, b] \), the following estimate is true:

\[
\frac{1}{\Gamma(p)} \left| \int_{t}^{t+\tau} (t-s)^{p-1} f(s) ds - \left( \frac{t-\tau}{\tau} \right)^p \int_{t}^{t+\tau} (\tau + \tau - s)^{p-1} f(s) ds \right| \leq \alpha_1(t, \tau, \tau) \max_{t \in [\tau, t+\tau]} |f(t)|,
\]

where \( \tau := \frac{b-a}{2} \):

\[
\alpha_1(t, \tau, \tau) := \frac{2(t-\tau)^p}{\Gamma(p+1)} \left( 1 - \frac{t-\tau}{\tau} \right)^p
\]

and \( \Gamma(\cdot) \) denotes the Gamma function.

**Lemma 2.** [10] Let \( \{\alpha_m(\cdot, \tau, \tau)\}_{m \in \mathbb{N}} \) be a sequence of continuous functions at the interval \([a, b]\) given by:

\[
\alpha_m(t, \tau, \tau) := \frac{1}{\Gamma(p)} \int_{t}^{t+\tau} (t-s)^{p-1} - \left( \frac{t-\tau}{\tau} \right)^p (\tau - s)^{p-1} \alpha_{m-1}(s, \tau, \tau) ds
\]

\[
+ \left( \frac{t-\tau}{\tau} \right)^p \int_{t}^{t+\tau} (\tau - s)^{p-1} \alpha_{m-1}(s, \tau, \tau) ds, \quad m \in \mathbb{N},
\]
where \( a_0(\cdot), \tau, \mathcal{I} \) := 1 and \( a_1(\cdot, \tau, \mathcal{I}) \) are defined by formula (19).

Then, the following estimate holds:

\[
\alpha_m(t, \tau, \mathcal{I}) \leq \frac{\mathcal{I}^{(m-1)p}}{2^{(m-1)(2p-1)} \Gamma^m(p+1)} a_1(t, \tau, \mathcal{I}) \\
\leq \frac{\mathcal{I}^m}{2^{m(2p-1)} \Gamma^m(p+1)},
\]

for all \( m \in \mathbb{N} \).

For the detailed proofs of Lemmas 1 and 2, we refer the reader to the discussions presented in [6,10].

5. Successive Approximation Technique on the Half Intervals

To derive the recursive sequence of functions, approximating solutions of the auxiliary FBVP (10) and (11), we first consider a perturbed system:

\[
\mathcal{C}_a D^p_t u = f(t, u(t)) + \left( \frac{2}{b-a} \right)^p \Delta, \ t \in \left[ a, \frac{a+b}{2} \right],
\]

coupled with the parametrized boundary conditions (11):

\[
u(a) = z, \ u\left( \frac{a+b}{2} \right) = \lambda,
\]

where \( \Delta \in \mathbb{R}^n \) is an unknown vector to be defined.

Direct integration shows that the general solution of (22) can be written in the form:

\[
u(t) = u(a) + \frac{1}{\Gamma(p)} \int_a^t (t-s)^{p-1} f(s, u(s)) ds + \frac{1}{\Gamma(p+1)} \left( \frac{2(t-a)}{b-a} \right)^p \Delta.
\]

After substituting (23) into the boundary restrictions (11), and taking into account the parametrization (9), we can obtain:

\[
u(a) = z,
\]

and:

\[
u\left( \frac{a+b}{2} \right) = z + \frac{1}{\Gamma(p)} \int_a^{\frac{a+b}{2}} \left( \frac{a+b}{2} - s \right)^{p-1} f(s, u(s)) ds + \frac{1}{\Gamma(p+1)} \Delta = \lambda.
\]

Relation (24) is satisfied, since it corresponds to the first of the boundary conditions in (11). On the other hand, the relation (25) will hold if the perturbation term \( \Delta \) is defined as:

\[
\Delta = \Gamma(p+1)[\lambda - z] - p \int_a^{\frac{a+b}{2}} \left( \frac{a+b}{2} - s \right)^{p-1} f(s, u(s)) ds.
\]

Hence, we can obtain the exact solution to the perturbed FBVP (22), (11) in the form:

\[
u(t) := z + \frac{1}{\Gamma(p)} \int_a^t (t-s)^{p-1} f(s, u(s)) ds - \frac{1}{\Gamma(p)} \left( \frac{2(t-a)}{b-a} \right)^p \int_a^{\frac{a+b}{2}} \left( \frac{a+b}{2} - s \right)^{p-1} f(s, u(s)) ds + \left( \frac{2(t-a)}{b-a} \right)^p [\lambda - z].
\]

Now, assume that \( f \in \text{Lip}(K_a, D^a) \) and the \( \rho^D \)-neighborhood of domain \( D^a \) satisfies an inequality:

\[
\rho^D \geq \frac{(b-a)^p M_a}{2^{p-1} \Gamma(p+1)},
\]

where \( M_a \) is an unknown vector to be defined.
where:

\[ M_u := \max_{(t,u) \in [a,b] \times D_u} |f(t,u(t))|. \]  

(28)

Based on (26), we introduce an iterative sequence of functions:

\[
u_0(t,z,\lambda) := \left[1 - \left(\frac{2(t-a)}{b-a}\right)^p\right] z + \left(\frac{2(t-a)}{b-a}\right)^p \lambda,
\]

(29)

\[
u_m(t,z,\lambda) := z + \frac{1}{\Gamma(p)} \int_a^t (t-s)^{p-1} f(s,\nu_{m-1}(s,z,\lambda))ds
\]

\[- \frac{1}{\Gamma(p)} \left(\frac{2(t-a)}{b-a}\right)^p \int_a^t \left(\frac{a+b}{2} - s\right)^{p-1} f(s,\nu_{m-1}(s,z,\lambda))ds
\]

\[+ \left(\frac{2(t-a)}{b-a}\right)^p |\lambda - z|, \text{ for all } m \in \mathbb{N}, \]

(30)

where \((t,z,\lambda) \in \mathcal{G}_u, \mathcal{G}_u := [a,\frac{a+b}{2}] \times \mathcal{D}_u \times \mathcal{D}_{\frac{a+b}{2}}\), associated with the parametrized BVP (10) and (11).

Using a similar approach to (22)–(26), for \( f \in \text{Lip}(K_u, D^p) \):

\[ M_v := \max_{(t,u) \in [a,b] \times D_v} |f(t,v(t))|, \]

(31)

and \( \rho^v \) satisfying an inequality:

\[ \rho^v \geq \frac{(b-a)^p M_v}{2^{p-1} \Gamma(p+1)}. \]

(32)

we connect to the parametrized FBVP (12), (13) the corresponding sequence of functions:

\[
u_0(t,\lambda,\eta) := \left[1 - \left(\frac{2(t-b)}{b-a} + 1\right)^p\right] \lambda + \left(\frac{2(t-b)}{b-a} + 1\right)^p \eta,
\]

(33)

\[
u_m(t,\lambda,\eta) := \lambda + \frac{1}{\Gamma(p)} \int_a^t \left(\frac{a+b}{2} - s\right)^{p-1} f(s,\nu_{m-1}(s,\lambda,\eta))ds
\]

\[- \frac{1}{\Gamma(p)} \left(\frac{2(t-b)}{b-a} + 1\right)^p \int_a^t \left(\frac{b-s}{b-a} + 1\right)^p f(s,\nu_{m-1}(s,\lambda,\eta))ds
\]

\[+ \left(\frac{2(t-b)}{b-a} + 1\right)^p |\eta - \lambda|, \text{ for all } m \in \mathbb{N} \text{ and } (t,\lambda,\eta) \in \mathcal{G}_v, \mathcal{G}_v := \left[a,\frac{a+b}{2}\right] \times \mathcal{D}_{\frac{a+b}{2}} \times \mathcal{D}_v. \]

Remark 3. Note that the sequences (29), (30) and (33), (34) are derived in such a way that they satisfy the parametrized boundary conditions (11) and (13) beforehand.

For the sequence of functions (30), the following convergence theorem holds.

Theorem 1. Let, for the parametrized FBVP (10) and (11), there exist a non-negative vector \( \rho^u \) satisfying inequality (27), such that \( f \in \text{Lip}(K_u, D^u) \) on interval \( t \in \left[a,\frac{a+b}{2}\right] \). In addition, assume that for the matrix:

\[ Q_u := \frac{(b-a)K_u}{2^{p-1} \Gamma(p+1)} \]

(35)

inequality:

\[ r(Q_u) < 1 \]

(36)

holds.
Then, for an arbitrary pair of vector parameters \((z, \lambda) \in \mathcal{D}_a \times \mathcal{D}_{a+b}\):

1. All functions of the sequence are continuous on the interval \([a, a+b/2]\) and satisfy the linear parametrized boundary conditions (11).
2. The sequence of functions (30) converges uniformly as \(m \to \infty\) to its limit function:
   \[
   u_\infty(t, z, \lambda) = \lim_{m \to \infty} u_m(t, z, \lambda),
   \]
   for all \(t \in [a, a+b].\)
3. The limit function (37) satisfies boundary conditions:
   \[
   u_\infty(a, z, \lambda) = z, u_\infty\left(\frac{a + b}{2}, z, \lambda\right) = \lambda,
   \]
   and is a unique solution of integral equation:
   \[
   u(t) := z + \frac{1}{\Gamma(p)} \int_a^t (t-s)^{p-1} f(s, u(s)) ds - \frac{1}{\Gamma(p)} \left(\frac{2(t-a)}{b-a}\right)^p \int_a^{a+b/2} \left(\frac{a + b}{2} - s\right)^{p-1} f(s, u(s)) ds + \left(\frac{2(t-a)}{b-a}\right)^p [\lambda - z],
   \]
   in domain \(D^u\). In other words, it is a solution of the corresponding Cauchy problem for a perturbed system of FDEs:
   \[
   \frac{C^p_a}{D^p_t} u = f(t, u(t)) + \Delta(z, \lambda), \quad t \in \left[a, \frac{a + b}{2}\right],
   \]
   \[
   u(a) = z,
   \]
   where \(\Delta : \mathcal{D}_a \times \mathcal{D}_{a+b} \to \mathbb{R}^n\) is a mapping given by formula:
   \[
   \Delta(z, \lambda) := \Gamma(p+1)|\lambda - z| - p \int_a^{a+b/2} \left(\frac{a + b}{2} - s\right)^{p-1} f(s, u(s)) ds.
   \]
4. The following error estimation holds:
   \[
   |u_\infty(t, z, \lambda) - u_m(t, z, \lambda)| \leq \frac{(b-a)^p}{2^{p-1}\Gamma(p+1)} Q^n \left(\|\mathcal{I}_n - Q_u\|^{-1} M_u,\right)
   \]
   where \(Q_u\) and \(M_u\) are defined by (35) and (28), respectively.

**Proof.** Assertion 1 follows from the theorem’s assumptions and by direct substitution of (30) into the parametrized boundary conditions (11).

Now, we prove that, for all \(m \in \mathbb{N}\) functions \(u_m\) of the sequence (30) remain in their domain of definition \(D^u\), and that (30) is the Cauchy sequence in the Banach space \(C\left(\left[a, \frac{a + b}{2}\right], \mathbb{R}^n\right)\). For this purpose, let us estimate the differences:

\[
\Delta_m^0(t, z, \lambda) := |u_m(t, z, \lambda) - u_0(t, z, \lambda)|, \quad m \in \mathbb{N},
\]
where functions \( u_0(\cdot, z, \lambda) \) and \( u_m(\cdot, z, \lambda) \) are given by formulas (29) and (30). For every \( m \in \mathbb{N} \), we get:

\[
d_m^0(t,z,\lambda) = \frac{1}{\Gamma(p)} \int_a^t (t-s)^{p-1} f(s,u_{m-1}(s,z,\lambda))ds
\]

where \( \alpha \) is the iteration step.

Using the method of mathematical induction, we derive, that for the general case of

\[
\text{To prove the error estimate (43), we analyse the difference:
\[
\int_a^t \left\{ (t-s)^{p-1} - \left( \frac{2(t-a)}{b-a} \right)^p \left( \frac{a+b}{2} - s \right)^{p-1} \right\} ds \leq \frac{1}{\Gamma(p)} \left[ \int_a^t \frac{2(t-a)}{b-a} \left( \frac{a+b}{2} - s \right)^{p-1} ds \right] \times \max_{(t,z,\lambda) \in C_u} |f(t,u_{m-1}(t,z,\lambda))| = M_u a_1 \left( t, a, \frac{b-a}{2} \right),
\]

where \( a_1 \left( t, a, \frac{b-a}{2} \right) \) and \( M_u \) are defined by (19) and (28), respectively.

To prove the error estimate (43), we analyse the difference:

\[
\int_a^t \left\{ (t-s)^{p-1} - \left( \frac{2(t-a)}{b-a} \right)^p \left( \frac{a+b}{2} - s \right)^{p-1} \right\} ds \leq \frac{1}{\Gamma(p)} \left[ \int_a^t \frac{2(t-a)}{b-a} \left( \frac{a+b}{2} - s \right)^{p-1} ds \right] \times \max_{(t,z,\lambda) \in C_u} |f(t,u_{m-1}(t,z,\lambda))| = M_u a_1 \left( t, a, \frac{b-a}{2} \right),
\]

where \( u_m(\cdot, z, \lambda) \) are functions of the sequence (30).

For \( m = 0 \) from the inequality (44), we conclude that:

\[
d_0^0(t,z,\lambda) \leq M_u a_1 \left( t, a, \frac{b-a}{2} \right).
\]

Using the method of mathematical induction, we derive, that for the general case of the iteration step \( m \):

\[
\int_a^t \left\{ (t-s)^{p-1} - \left( \frac{2(t-a)}{b-a} \right)^p \left( \frac{a+b}{2} - s \right)^{p-1} \right\} \left| u_m(s,z,\lambda) - u_{m-1}(s,z,\lambda) \right| ds
\]

where \( \alpha_1 \left( t, a, \frac{b-a}{2} \right) \) and \( M_u \) are defined by (19) and (28), respectively.

To prove the error estimate (43), we analyse the difference:

\[
\int_a^t \left\{ (t-s)^{p-1} - \left( \frac{2(t-a)}{b-a} \right)^p \left( \frac{a+b}{2} - s \right)^{p-1} \right\} \left| u_m(s,z,\lambda) - u_{m-1}(s,z,\lambda) \right| ds
\]

where \( u_m(\cdot, z, \lambda) \) are functions of the sequence (30).

For \( m = 0 \) from the inequality (44), we conclude that:

\[
d_0^0(t,z,\lambda) \leq M_u a_1 \left( t, a, \frac{b-a}{2} \right).
\]

Using the method of mathematical induction, we derive, that for the general case of the iteration step \( m \):

\[
\int_a^t \left\{ (t-s)^{p-1} - \left( \frac{2(t-a)}{b-a} \right)^p \left( \frac{a+b}{2} - s \right)^{p-1} \right\} \left| u_m(s,z,\lambda) - u_{m-1}(s,z,\lambda) \right| ds
\]

where \( \alpha_1 \left( t, a, \frac{b-a}{2} \right) \) and \( M_u \) are defined by (19) and (28), respectively.

To prove the error estimate (43), we analyse the difference:

\[
\int_a^t \left\{ (t-s)^{p-1} - \left( \frac{2(t-a)}{b-a} \right)^p \left( \frac{a+b}{2} - s \right)^{p-1} \right\} \left| u_m(s,z,\lambda) - u_{m-1}(s,z,\lambda) \right| ds
\]

where \( u_m(\cdot, z, \lambda) \) are functions of the sequence (30).

For \( m = 0 \) from the inequality (44), we conclude that:

\[
d_0^0(t,z,\lambda) \leq M_u a_1 \left( t, a, \frac{b-a}{2} \right).
\]
In view of inequality (45), we obtain an estimate:

\[
\begin{align*}
  &d_{m+k}(t, z, \lambda) \leq \sum_{k=1}^{j} d_{m+k-1}(t, z, \lambda) \leq \sum_{k=1}^{j} K_{m+k-1}^{m+k} M_{u} \alpha_{m+k}(t) \\
  &\leq \sum_{k=1}^{j} \frac{K_{m+k-1}^{m+k}(b-a)(m+k-1)^{p}}{2^{m+k-1}(3p-1)\Gamma^{m+k-1}(p+1)} M_{u} \alpha_{1}\left(t, a, \frac{b-a}{2}\right) \\
  &= \sum_{k=0}^{j-1} Q_{u}^{m+k} M_{u} \alpha_{1}\left(t, a, \frac{b-a}{2}\right) = Q_{u}^{m} \sum_{k=0}^{j-1} Q_{u}^{k} M_{u} \alpha_{1}\left(t, a, \frac{b-a}{2}\right) \\
  &\leq \frac{(b-a)^{p}}{2^{3p-1}\Gamma^{p+1}} Q_{u}^{m} \sum_{k=0}^{j-1} Q_{u}^{k} M_{u},
\end{align*}
\]

for \(a_{m+k}(t), Q_{u},\) and \(M_{u}\) defined by (20), (35), and (28), respectively.

Under condition (36), the maximal eigenvalue \(r(Q_{u})\) of matrix \(Q_{u}\) does not exceed 1. This means that:

\[
\sum_{k=0}^{j-1} Q_{u}^{k} \leq (I - Q_{u})^{-1}, \lim_{m \to \infty} Q_{u}^{m} = 0.
\]

Passing in (46) to the limit for \(j \to \infty\), we can get the estimate (43).

Moreover, according to the Cauchy criteria, the sequence of functions \(\{u_{m}(\cdot, z, \lambda)\}\), defined by the iterative formula (30), is uniformly convergent in the domain \(D_{u}\) to its limit function \(u_{\infty}(\cdot, z, \lambda)\).

Since all functions of sequence (43) satisfy the two-point parametrized boundary conditions (11), the limit function \(u_{\infty}(\cdot, z, \lambda)\) also satisfies them.

Analogically to Theorem 1 in [6], by letting \(m\) in relation (30) tend to \(\infty\), it is easy to show that the limit function (37) is the solution of the integral Equation (39), i.e., it is a unique solution of the Cauchy problem (40), (39) with the perturbation term \(\Delta(z, \lambda)\), defined by (42).

Similarly to the Theorem 1 conditions, one can prove convergence of the sequence of functions \(v_{m}(\cdot, \lambda, \eta)\), i.e., the theorem holds.

**Theorem 2.** Let, for a parametrized FBVP (12) and (13), there exist a non-negative vector \(p^0\) satisfying an inequality (32), such that \(f \in Lip(K_{0}, D^{p})\), \(\forall t \in \left[\frac{a+b}{2}, b\right]\). In addition assume, that matrix:

\[
Q_{v} := \frac{(b-a)^{p}K_{v}}{2^{3p-1}\Gamma^{p+1}}
\]

satisfies inequality:

\[
r(Q_{v}) < 1.
\]

Then, for an arbitrary pair of vector parameters \((\lambda, \eta) \in D_{\lambda+b} \times D_{b}\):

1. All functions of the sequence (34) are continuous on the interval \([\frac{a+b}{2}, b]\) and satisfy the separated boundary conditions (13).
2. The sequence of functions (34) converges uniformly as \(m \to \infty\) to its limit function:

\[
v_{\infty}(t, \lambda, \eta) = \lim_{m \to \infty} v_{m}(t, \lambda, \eta),
\]

for all \(t \in \left[\frac{a+b}{2}, b\right]\).
3. The limit function \((49)\) satisfies the boundary conditions:

\[
v_\infty \left( \frac{a+b}{2}, \lambda, \eta \right) = \lambda, \quad \lambda \in \mathbb{R},
\]

\[
v_\infty (b, \lambda, \eta) = \eta,
\]

and is a unique solution of an integral equation:

\[
v(t) := \lambda + \frac{1}{\Gamma(p)} \int_{ \frac{a+b}{2} }^{ t } (t-s)^{p-1} f(s, v(s)) ds
\]

\[
- \frac{1}{\Gamma(p)} \left( \frac{2(t-b)}{b-a} + 1 \right)^{p} \int_{ \frac{a+b}{2} }^{ b } (b-s)^{p-1} f(s, v(s)) ds
\]

\[
+ \left( \frac{2(t-b)}{b-a} + 1 \right)^{p} [\eta - \lambda]
\]

in domain \(D^p\). In other words, it is a solution of the corresponding Cauchy problem for a perturbed system of FDEs:

\[
\frac{c}{a+b} D^p_t v = f(t, v(t)) \left( \frac{2(t-b)}{b-a} + 1 \right)^{p} \Theta(\lambda, \eta), \quad t \in \left[ \frac{a+b}{2}, b \right],
\]

\[
v \left( \frac{a+b}{2} \right) = \lambda,
\]

where \(\Theta : D_{a+b} \times D_b \to \mathbb{R}^n\) is a mapping, given by formula:

\[
\Theta(\lambda, \eta) := \Gamma(p+1)[\eta - \lambda] - p \int_{ \frac{a+b}{2} }^{ b } (b-s)^{p-1} f(s, v(s)) ds.
\]

4. The following error estimation holds:

\[
|v_\infty(t, z, \lambda) - v_m(t, z, \lambda)| \leq \frac{(b-a)^p}{2^{p-1}\Gamma(p+1)} Q^m v (I_n - Q_v)^{-1} M_v
\]

where \(Q_v\) and \(M_v\) are defined by \((47)\) and \((31)\), respectively.

**Proof.** The proof is similar to Theorem 1. \(\square\)

**Remark 4.** Theorems 1 and 2 guarantee that under assumed conditions functions:

\[
u_\infty(t, z, \lambda) : \left[ \frac{a}{2}, \frac{a+b}{2} \right] \times D_a \times D_{a+b} \to \mathbb{R}^n,
\]

\[
v_\infty(t, \lambda, \eta) : \left[ \frac{a+b}{2}, b \right] \times D_{a+b} \times D_b \to \mathbb{R}^n
\]

are well-defined for all pairs of artificially introduced parameters \((z, \lambda) \in \times D_a \times D_{a+b}\) and \((\lambda, \eta) \in D_{a+b} \times D_b\).

Then, by putting:

\[
x_\infty(t, z, \lambda, \eta) := \begin{cases}
u_\infty(t, z, \lambda), & t \in \left[ \frac{a+b}{2}, \frac{a+b}{2} \right] , \\
v_\infty(t, \lambda, \eta), & t \in \left[ \frac{a+b}{2}, b \right]
\end{cases}
\]

(57)
we can obtain a well-defined continuous function \( x_\infty(\cdot, z, \lambda, \eta) \), which, at point \( t = \frac{a + b}{2} \), attains the value:
\[
x_\infty\left(\frac{a + b}{2}, z, \lambda, \eta\right) = u_\infty\left(\frac{a + b}{2}, z, \lambda\right) = v_\infty\left(\frac{a + b}{2}, z, \eta\right) = \lambda.
\] (58)

6. Relation between the Parametrized and Original FBVPs

Let us now study two fractional initial value problems (FIVPs) with some constant perturbation vector terms:
\[
\begin{align*}
\frac{c}{a} D^p_t u &= f(t, u(t)) + \left(\frac{2}{b - a}\right)^p u^\mu, \ t \in \left[\frac{a}{2}, \frac{a + b}{2}\right], \quad u(a) = z \\
&= \frac{c}{a} D^p_t u = f(t, u(t)) + \left(\frac{2}{b - a}\right)^p u^\mu, \ t \in \left[\frac{a}{2}, \frac{a + b}{2}\right], \quad u(a) = z
\end{align*}
\]
and:
\[
\begin{align*}
\frac{c}{a} D^p_t v &= f(t, v(t)) + \left(\frac{2}{b - a}\right)^p v^\nu, \ t \in \left[\frac{a}{2}, \frac{a + b}{2}\right], \\
v\left(\frac{a + b}{2}\right) &= \lambda,
\end{align*}
\]
where \( u^\mu = \text{col}(\mu^\mu_1, \mu^\mu_2, \ldots, \mu^\mu_n), \quad \mu^\nu = \text{col}(\mu^\nu_1, \mu^\nu_2, \ldots, \mu^\nu_n) \in \mathbb{R}^n \) we call the “control” parameters.

**Theorem 3.** Let \( z \in \mathcal{D}_a, \lambda \in \mathcal{D}_{\frac{a + b}{2}} \), and \( \eta \in \mathcal{D}_b \) be fixed values of parameters. Assume that the conditions of Theorems 1 and 2 hold.

Then, solutions \( u(\cdot, z, \lambda) \) and \( v(\cdot, \lambda, \eta) \) of the FIVPs (59), (60) and (61), (62) satisfy conditions:
\[
u\left(\frac{a + b}{2}, \lambda, \eta\right) = \eta,
\]
ie., they are solutions of the decomposed FBVPs with separated two-point parametrized boundary conditions, if and only if the control parameters \( \mu^\mu, \mu^\nu \) in (59), and (61) have the form:
\[
\mu^\mu = \Gamma(p + 1)[\lambda - z] - p \int_a^{\frac{a + b}{2}} \left(\frac{a + b}{2} - z\right)^{p - 1} f(s, u_\infty(s, z, \lambda)) ds,
\]
and:
\[
\mu^\nu = \Gamma(p + 1)[\eta - \lambda] - p \int_{\frac{a + b}{2}}^b (b - s)^{p - 1} f(s, v_\infty(s, \lambda, \eta)) ds,
\]
where \( u_\infty(\cdot, z, \lambda) \) and \( v_\infty(\cdot, \lambda, \eta) \) are the limit functions (37) and (49).

**Proof.** The proof can be carried out using a similar approach described in Theorem 2 of [6]. \( \square \)

Let us now state the main results of the paper.

**Theorem 4.** Assume that the conditions of Theorems 1 and 2 hold. Then:

1. Function \( x_\infty(\cdot, z, \lambda, \eta) : [a, b] \times \mathcal{D}_a \times \mathcal{D}_{\frac{a + b}{2}} \times \mathcal{D}_b \rightarrow \mathbb{R}^n \) is a continuous solution of the original nonlinear FBVPs (6) and (7), if and only if the triplet \((z, \lambda, \eta)\) satisfies the system of determining equations:
\[
\begin{align*}
\Delta(z, \lambda) &= 0, \\
\Theta(\lambda, \eta) &= 0,
\end{align*}
\]
(67)
(68)
\[ \Xi(z, \lambda, \eta) = 0, \] (69)

where \( \Delta \) and \( \Theta \) are the mappings defined by formulas (42) and (54), respectively, and \( \Xi : D^u \times D^v \rightarrow \mathbb{R}^n \) is given by:

\[ \Xi(z, \lambda, \eta) := g(x_\infty(a, z, \lambda, \eta), x_\infty(b, z, \lambda, \eta)). \]

2. For every function \( X(\cdot) \) of the FBVP (6), (7) with values \( \left( X(a), X\left( \frac{a+b}{2} \right), X(b) \right) \in D_a \times D_{\frac{a+b}{2}} \times D_b \), there exists a triplet \((z^0, \lambda^0, \eta^0)\), such that \( X(z) = x_\infty(t, z^0, \lambda^0, \eta^0) \), where function \( x_\infty \) is defined by (57).

**Proof.** We refer to the proofs of Theorem 3 (see discussion in [6]) and Theorem 3 (see [12]) and note that the equations (46), (52), (58), (67), and (68) lead straightforward to the continuity of the function \( x_\infty(\cdot, z, \lambda, \eta) \) at the point \( t = \frac{a+b}{2} \). Moreover, according to the definition (57) of the aforementioned function, its continuity at all other points of the interval \([a, b]\) holds as well. \( \Box \)

7. Some Remarks

Using our conclusions about function \( x_\infty(\cdot, z, \lambda, \eta) \), which is given by (57), it is natural that its \( m \)-th approximation will be defined as:

\[ x_m(t, z, \lambda, \eta) := \begin{cases} u_m(t, z, \lambda), & t \in \left[ a, \frac{a+b}{2} \right], \\ v_m(t, \lambda, \eta), & t \in \left[ \frac{a+b}{2}, b \right], \end{cases} \] (70)

where the sequences of function \( u_m(\cdot, z, \lambda) \), \( v_m(\cdot, \lambda, \eta) \) have the form (30) and (34) accordingly.

Moreover, it is more convenient to consider an approximate determining system:

\[ \Delta_m(z, \lambda) := \Gamma(p + 1)|\lambda - z| \]

\[ -p \int_a^{\frac{a+b}{2}} \left( \frac{a+b}{2} - s \right)^{p-1} f(s, u_m(s, z, \lambda)) ds = 0, \] (71)

\[ \Theta_m(\lambda, \eta) := \Gamma(p + 1)|\eta - \lambda| - p \int_{\frac{a+b}{2}}^{b} (b - s)^{p-1} f(s, v_m(s, \lambda, \eta)) ds = 0, \] (72)

\[ \Xi_m(z, \lambda, \eta) := g(x_m(a, z, \lambda, \eta), x_m(b, z, \lambda, \eta)) = 0 \] (73)

instead of the exact one (67)–(69). Here, \( \Delta_m : D_a \times D_{\frac{a+b}{2}} \rightarrow \mathbb{R}^n, \Theta_m : D_{\frac{a+b}{2}} \times D_b \rightarrow \mathbb{R}^n, \) and \( \Xi_m : D^u \times D^v \rightarrow \mathbb{R}^n \) are continuous mappings.

**Theorem 5.** If the values of parameters \( z, \lambda, \eta \) satisfy the \( m \)-approximate system of determining equations (71)–(73), then the function \( x_m(\cdot, z, \lambda, \eta) \) in (70) is continuous on \([a, b]\).

**Proof.** Since the functions \( u_m(\cdot, z, \lambda) \) and \( v_m(\cdot, \lambda, \eta) \), defined by the successive approximations (30) and (34), satisfy the consistency condition:

\[ u_m\left( \frac{a+b}{2}, z, \lambda \right) = v_m\left( \frac{a+b}{2}, \lambda, \eta \right) = \lambda, \] (74)
it follows that:

\[
C_0 D_t^p u_m \left( \frac{a + b}{2}, z, \lambda \right) = f \left( \frac{a + b}{2}, u_m \left( \frac{a + b}{2}, z, \lambda \right) \right) \\
- \left( \frac{2}{b - a} \right)^p \int_a^b \left( \frac{a + b}{2} - s \right)^{p-1} f \left( \frac{a + b}{2}, u_m \left( \frac{a + b}{2}, z, \lambda \right) \right) ds
\]  

(75)

and:

\[
C_0 D_t^p v_m \left( \frac{a + b}{2}, \lambda, \eta \right) = f \left( \frac{a + b}{2}, v_m \left( \frac{a + b}{2}, \lambda, \eta \right) \right) \\
- \left( \frac{2}{b - a} \right)^p \int_a^b \left( b - s \right)^{p-1} f \left( \frac{a + b}{2}, v_m \left( \frac{a + b}{2}, \lambda, \eta \right) \right) ds
\]  

(76)

Due to assumptions of the theorem, parameters \( z, \lambda, \eta \) satisfy the so-called “bifurcation equations” (71) and (72). This means that (75) and (76) may be simplified to the form:

\[
C_0 D_t^p u_m \left( \frac{a + b}{2}, z, \lambda \right) = f \left( \frac{a + b}{2}, u_m \left( \frac{a + b}{2}, z, \lambda \right) \right)
\]  

(77)

and:

\[
C_0 D_t^p v_m \left( \frac{a + b}{2}, \lambda, \eta \right) = f \left( \frac{a + b}{2}, v_m \left( \frac{a + b}{2}, \lambda, \eta \right) \right)
\]  

(78)

respectively.

Since (74) holds, from (77) and (78), we can come to the conclusion that:

\[
C_0 D_t^p u_m \left( \frac{a + b}{2}, z, \lambda \right) = C_0 D_t^p v_m \left( \frac{a + b}{2}, \lambda, \eta \right).
\]

Under the relation (70), this proves the continuity of function \( u_m(\cdot, z, \lambda, \eta) \) at the point \( t = \frac{a + b}{2} \). The fact that this function is also continuous at all the other points follows straightforward from its definition. \( \square \)

8. Example

In this section, we demonstrate the applicability and improvement of the numerical–analytic technique, previously presented in this paper.

We consider an FBVP:

\[
\begin{cases}
C_0 D_t^{1/2} x_1(t) = \frac{1}{3} t^2 x_2(t) - \frac{1}{4} x_1(t) + \frac{3}{64} t^3 + \frac{1}{8} t^2 + \frac{1}{20} t + \frac{1}{17}, & t \in [0, 1], \\
C_0 D_t^{1/2} x_2(t) = t^2 x_1(t) - \frac{1}{4} t x_2(t) - \frac{1}{8} t^4 - \frac{3}{80} t^2 + \frac{1}{4} t,
\end{cases}
\]

(79)

\[
\begin{cases}
x_1(1) x_2(0) = 0, \\
x_1(0) - \frac{2}{5} x_2(1) = 0,
\end{cases}
\]

(80)

whose exact solution is given by the system of functions:

\[
\begin{cases}
x_1(t) = \frac{1}{8} t^2 + \frac{1}{17}, \\
x_2(t) = \frac{1}{16}.
\end{cases}
\]

(81)
The BVPs (79) and (80) are particular cases of (6) and (7) for \( a = 0, b = 1 \):

\[
f(t, x(t)) := \begin{pmatrix}
\frac{1}{4}t^2 x_2^2(t) - \frac{1}{2}x_1(t) + \frac{3}{64}t^3 + \frac{1}{8}t^2 + \frac{1}{20}t + \frac{1}{10} \\
n^2 x_1(t) - \frac{1}{4}tx_2(t) - \frac{1}{8}t^4 - \frac{3}{80}t^3 + \frac{1}{4}t
\end{pmatrix}
\]

and:

\[
g(x(0), x(1)) := \begin{pmatrix}
x_1(1)x_2(0) \\
x_1(0) - \frac{2}{5}x_2(1)
\end{pmatrix},
\]

where \( x(\cdot) = \text{col}(x_1(\cdot), x_2(\cdot)) \).

We are looking for approximate solutions \( X_m(t) = \text{col}(X_{m1}(t), X_{m2}(t)) \) of BVPs (79) and (80), continuous on \([0, 1]\) and defined on the domain:

\[
D = \{(x_1, x_2) : |x_1| \leq 1, |x_2| \leq 1\}.
\]

Note that knowledge of the exact solution of problems (79) and (80) is obviously beneficial, since we can provide an explicit comparison of the obtained computational results with those in (81).

Direct computations show that the vector function \( f(t, x(t)) \) in FDS (79) satisfies the Lipschitz condition (5) with the matrix:

\[
K = \begin{bmatrix}
\frac{1}{2} & \frac{1}{2} \\
1 & \frac{1}{4}
\end{bmatrix},
\]

where \((t, u) \in [0, 1] \times D\).

In addition, the maximum eigenvalue of the matrix:

\[
Q = \frac{1}{\sqrt{7}}\begin{bmatrix}
1 & 1 \\
2 & \frac{1}{2}
\end{bmatrix}
\]

satisfies inequality:

\[
r(Q) \approx 1.24 > 1.
\]

Validity of the last relation means that we cannot apply the classical version of the numerical–analytic method (see discussions in [6,11]), since one of the sufficient conditions in the convergence theorem fails.

However, the dichotomy-type approach, described in Section 3, allows to decompose the original problems (79) and (80) in such a way that the value \( r(Q) \) in the inequality (82) will be reduced.

Following our steps in Section 3 of the paper, we first introduced the following parameters:

\[
x(0) = z, \ x\left(\frac{1}{2}\right) = \lambda, \ x(1) = \eta,
\]

where \( z = \text{col}(z_1, z_2), \ \lambda = \text{col}(\lambda_1, \lambda_2), \ \eta = \text{col}(\eta_1, \eta_2) \).

Then, in alignment with (10)–(13), we decompose the original BVPs (79) and (80) onto two “model”-type parametrized FBVPs:

\[
\begin{cases}
\frac{C}{0} D^{1/2} u_1(t) = \frac{1}{4}tu_2^2(t) - \frac{1}{2}u_1(t) + \frac{3}{64}t^3 + \frac{1}{8}t^2 + \frac{1}{20}t + \frac{1}{10}, \\
\frac{C}{0} D^{1/2} u_2(t) = t^2 u_1(t) - \frac{1}{4}tu_2(t) - \frac{1}{8}t^4 - \frac{3}{80}t^3 + \frac{1}{4}t, \\
t \in \left[0, \frac{1}{2}\right],
\end{cases}
\]

\[
\begin{cases}
u_1(0) = z_1, \ u_2(0) = z_2, \\
u_1\left(\frac{1}{2}\right) = \lambda_1, \ u_2\left(\frac{1}{2}\right) = \lambda_2,
\end{cases}
\]
and:
\[
\begin{align*}
\mathcal{C}_0 D_t^{1/2} v_1(t) &= \frac{1}{4} t v_2^2(t) - \frac{1}{2} v_1(t) + \frac{3}{64} t^3 + \frac{1}{8} t^2 + \frac{1}{16} t + \frac{1}{16}, \\
\mathcal{C}_0 D_t^{1/2} v_2(t) &= t^2 v_1(t) - \frac{1}{4} t v_2(t) - \frac{1}{8} t^4 - \frac{1}{32} t^2 + \frac{1}{4} t,
\end{align*}
\tag{86}
\]
\[
\begin{align*}
v_1 \left( \frac{1}{2} \right) &= \lambda_1, \\
v_2 \left( \frac{1}{2} \right) &= \lambda_2,
\end{align*}
\tag{87}
\]

Let us now choose the sets \( \mathcal{D}_a \) and \( \mathcal{D}_{a+b} \) containing values \( u(0), u \left( \frac{1}{2} \right) \) of the solutions of the FBVPs (83) and (84) by taking:

\[
\mathcal{D}_u = \mathcal{D}_{a+b} = \left\{ (u_1, u_2) : 0.001 \leq u_1 \leq 0.14, -0.1 \leq u_2 \leq 0.14 \right\}.
\]

At the same time, the sets \( \mathcal{D}_{a+b} \) and \( \mathcal{D}_b \), where one looks for the values \( v \left( \frac{1}{2} \right), v(1) \) of the solution of the parametrized problems (85) and (86), are defined as:

\[
\mathcal{D}_{a+b} = \mathcal{D}_b = \left\{ (v_1, v_2) : 0.12 \leq v_1 \leq 0.23, 0.1 \leq v_2 \leq 0.26 \right\}.
\]

Thus, we can determine the convex sets \( \mathcal{D}_{a, a+b} \) and \( \mathcal{D}_{a+b, b'} \), originally given by formulae (14) and (15), as:

\[
\mathcal{D}_{a, a+b} := \left\{ (u_1, u_2) : -0.701 \leq u_1 \leq 0.84, -0.8 \leq u_2 \leq 0.84 \right\}
\]

and:

\[
\mathcal{D}_{a+b, b'} := \left\{ (v_1, v_2) : -0.58 \leq v_1 \leq 0.93, -0.6 \leq v_2 \leq 0.96 \right\}.
\]

Now, the vector function \( f(t, u(t)) \) in FDS (83) satisfies the Lipschitz condition (5) with the matrix:

\[
K_u = \begin{bmatrix}
\frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{8}
\end{bmatrix}
\]

In addition, the maximum eigenvalue of the matrix:

\[
Q_u = \sqrt{\frac{2}{\pi}} \begin{bmatrix}
\frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{8}
\end{bmatrix}
\]

satisfies inequality:

\[
r(Q_u) < 0.36 < 1.
\]

Analogically, we can conclude that the vector function \( f(t, v(t)) \) of FDS (85) satisfies the Lipschitz condition (5) with the matrix:

\[
K_v = \begin{bmatrix}
\frac{1}{2} & \frac{1}{2} \\
1 & \frac{1}{4}
\end{bmatrix}
\]

and the maximum eigenvalue of the matrix:

\[
Q_v = \sqrt{\frac{2}{\pi}} \begin{bmatrix}
\frac{1}{2} & \frac{1}{2} \\
1 & \frac{1}{4}
\end{bmatrix}
\]

satisfies the relation:

\[
r(Q_v) < 0.88 < 1.
\]
We want to recall that initially, the maximal eigenvalue of the matrix $Q$, correspondent to the original problems (79) and (80), failed to be less than 1. This issue was resolved in FBVPs (84)–(87).

Vector functions $f(\cdot, u(\cdot))$ and $f(\cdot, v(\cdot))$ in FDSs (84) and (86) are such that:

$$|f(t, u(t))| \leq M_u = \begin{bmatrix} 275/512 \\ 309/640 \end{bmatrix},$$

$$|f(t, v(t))| \leq M_v = \begin{bmatrix} 343/320 \\ 107/80 \end{bmatrix}.$$

Moreover, we define the $\rho^u$- and $\rho^v$-neighborhoods of the sets $D^u$ and $D^v$ as:

$$\rho^u = \begin{bmatrix} 0.7 \\ 0.7 \end{bmatrix} > \frac{(b - a)^p M_u}{2^{p-1} \Gamma(p + 1)} = \begin{bmatrix} 0.3413999927 \\ 0.3797936812 \end{bmatrix},$$

$$\rho^v = \begin{bmatrix} 0.95 \\ 0.8 \end{bmatrix} \geq \frac{(b - a)^p M_v}{2^{p-1} \Gamma(p + 1)} = \begin{bmatrix} 0.9457553196 \\ 0.7579300809 \end{bmatrix}.$$

Thus, all conditions of the convergence Theorems 1 and 2 hold, and we are able to proceed with construction of the approximate solution of the parametrized FBVPs (84)–(85) and (86)–(87).

As a zero approximation to the exact solution of the auxiliary problems (84)–(85) and (86)–(87), we take the systems of functions:

$$\begin{align*}
  \{ u_{01}(t, z, \lambda) &= (1 - 2t)z_1 + 2t\lambda_1, \\
  u_{02}(t, z, \lambda) &= (1 - 2t)z_2 + 2t\lambda_2,
\end{align*}$$

and:

$$\begin{align*}
  \{ v_{01}(t, \lambda, \eta) &= (2 - 2t)\lambda_1 + (2t - 1)\eta_1, \\
  v_{02}(t, \lambda, \eta) &= (2 - 2t)\lambda_2 + (2t - 1)\eta_2.
\end{align*}$$

Using the mathematical package Maple 2018, we obtained the first approximation of the exact solution of the decomposed FBVPs (84) and (85), and (86), (87). These solutions were of the form:

$$u_{11}(t, z, \lambda) = z_1 + 0.25t^4z_2^2 - 0.5t^4z_2\lambda_2 + 0.25t^4\lambda_2^2 + 0.01171875t^4$$

$$-0.3333333333t^2z_1^3 + 0.3333333333t^2z_2\lambda_2 + 0.3333333333t^2\lambda_2 - 0.3333333333t^2z_1$$

$$+0.125t^2z_2^2 - 0.25t^2z_1 + 0.15t^2 - 0.1041666667t^2z_2^2 - 0.0208333333t_2\lambda_2$$

$$-0.03125\lambda_2^2 - 0.07646484375t - 1.958333333\lambda_1 + 2.083333333\lambda_1,$$

$$u_{12}(t, z, \lambda) = z_2 + 0.0046875t - 0.025t^5 - 0.5t^4z_1 + 0.5t^4\lambda_1 + 0.3333333333t^2z_1$$

$$+0.1666666667t^3z_2 - 0.1666666667\lambda_1 \lambda_1 - 0.0125t^5 - 0.125t^2z_2^2$$

$$-0.0208333333t_1 - 0.0625t_1 - 1.9791666667t_2 + 2.041666667t_2;$$

$$v_{11}(t, \lambda, \eta) = -0.2469726562t + 0.01171875t^4 - 1.125t_1 + 2t_1 - 0.03125\lambda_2^2$$

$$+0.15t^2 + 0.0852590625 + 0.125t_2^2 + 0.5\lambda_2^2 - 0.5\lambda_2^2 - 0.0625t_2\eta_2$$

$$+0.5\lambda_2^2 - 0.5\eta_1 + 0.25t^2 - 0.07291666667t^2$$

$$+0.2083333333t_1 + 0.0625t_2 + 0.25t^2\eta_2 + 0.3333333333t^3\eta_3$$

$$-0.6666666667t^3\lambda_2^2 - 0.3333333333t^3\eta_1 - 0.5\lambda_2^2 + 0.03125\eta_2^2$$

$$-1.8333333333t_1 + 0.0502833333t^3\lambda_2^2 + 0.25t^4\lambda_2^2 + 0.3333333333t^3\lambda_1,$$
\[ v_{12}(t, \lambda, \eta) = -0.0328125 - 0.025t^5 - 0.0125t^3 + 0.0703125t + 0.1875\eta_1 \\
-1.0625\eta_2 - 0.5t^4\lambda_1 + 0.5\eta_1t^4 + 0.6666666667t^3\lambda_1 - 0.3333333333t^3\eta_1 \\
+0.1666666667\lambda_2t^3 - 0.1666666667t^3\eta_2 - 0.25\lambda_2t^2 + 0.125\eta_2t^2 \\
-0.2291666667t\lambda_1 - 0.3541666667t\eta_1 - 1.9166666667\lambda_2t \\
+2.1041666667t\eta_2 + 0.0625\lambda_1 + 2\lambda_2. \] (91)

 Computations showed that the approximate determining system (71) and (72) in the first iteration had the following solutions:

\[ z_{11} = 0.1000045446, \quad z_{12} = 0, \]
\[ \lambda_{11} = 0.131252869, \quad \lambda_{12} = 0.1250014646, \]
\[ \eta_{11} = 0.2249968417, \quad \eta_{12} = 0.2500113614. \] (92)

Substituting value (92) into approximations (88)–(91) and using formula (70), we can write down components of the first approximation to the exact solution of the given nonlinear BVPs (79) and (80):

\[ X_{11}(t) = \begin{cases} 
0.01562509154 - 0.01041610813t^3 + 0.1249988638t^2 \\
+0.00064810745t + 0.1000045446, & t \in \left[0, \frac{1}{2}\right]; \\
0.001940345554t + 0.09805644375 + 0.01562561858t^4 \\
+0.1406227759t^2 - 0.03124834227t^3, & t \in \left[\frac{1}{2}, 1\right]. 
\end{cases} \] (93)

\[ X_{12}(t) = \begin{cases} 
0.2496120913t - 0.025t^5 + 0.0156241622t^4 \\
+0.0006127076t^3, & t \in \left[0, \frac{1}{2}\right]; \\
0.0019435698 - 0.025t^5 - 0.02083201733t^3 + 0.2470267686t \\
+0.0468719863t^4 + 0.00000105403t^2, & t \in \left[\frac{1}{2}, 1\right]. 
\end{cases} \] (94)

The graphs of the first approximations (93) and (94) and the exact solution (81) are given in Figures 1 and 2.

Figure 1. First components of the exact solution (solid line) and its first approximation (dots).
9. Discussion

We want to highlight that the obtained results open new possibilities for future developments in the field of differential equations of an arbitrary order and their applications. In particular, one may study differential systems of a mixed order, subjected to multipoint or integral boundary constraints, restrictions containing values of the fractional derivative of solution, etc. This would essentially complement the already existing results in the study of nonlinear BVPs for ordinary differential equations of the real order.

10. Conclusions

This paper disclosed the recent results in the study of a system of nonlinear FDEs of the real order, subjected to essentially nonlinear two-point boundary constraints. For the analytical representation of a solution, we suggested a modified successive approximation technique (see earlier results in [6–10]), based on the so-called dychotomy-type approach ([13–16]). The modification aimed to reduce the a priori error of the method for its more efficient application to the nonlinear problems discussed herein.
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The following abbreviations are used in this manuscript:

FBVP Fractional boundary value problem
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