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Time series follow the basic principles of mathematical statistics and can provide a set of scientifically based dynamic data processing methods. Using this method, various types of data can be approximated by corresponding mathematical models, and then, the internal structure and complex characteristics of the data can be understood essentially, so as to achieve the purpose of predicting its development trend. This paper mainly studies the combined forecasting model based on the time series model and its application. First, the application prospects and research status of the combined forecasting model, the source of time series analysis, and the status of research development at home and abroad are given, and the purpose and significance of the research topic and the research content are summarized. Then, the paper gives the relevant theories about the ARIMA model and the basic principles of model recognition and explains the method of time series smoothing. Finally, the paper uses the ARIMA model to identify and fit the time series data and then the gray forecast model to fit and predict the time series data. Finally, by assigning reasonable weights and combining these methods, a combined forecasting model is proposed and carried out.

1. Introduction

Various things in the world are in motion, development, and change every day. In order to understand and grasp the laws of the operation and development of things or systems, people often make a series of observations in the order of time. Record the observed data according to the “time characteristics,” and one can get a variety of ordered data, called time series [1]. Time series analysis is establishing a dynamic model to find the regularity of development and changes by analyzing, researching, searching, and simulating the observed time series [2]. It also performs pattern recognition and parameter estimation and then uses these as the research object to scientifically predict and control the future development trend [3]. In ordinary industrial and agricultural production and social life, various types of time series are abound, whether it is the sales volume of a certain product in a certain factory in the industrial field or a certain food in a certain area in the agricultural field. Output, or the number of tourists in a certain tourist area in the social field, the number of patients in hospitals, and the flow of railway passenger traffic, etc., form a time series. With the in-depth research on the theory and application of time series [4], time series analysis has been compared with natural science fields such as computer networks, engineering technology, medical engineering, national economy, geophysics, signal processing, and mechanical vibration. Many aspects of the social sciences have a wide range of applications.

Time series analysis is a highly applicable branch of probability and statistics. It has a wide range of applications in many fields such as financial economy, meteorology and hydrology, signal processing, and mechanical vibration. It is an important method for dynamic data analysis and processing. It uses probability statistics as the theoretical basis to analyze random data sequences (or dynamic data sequences) and their laws, establish mathematical models for them, and further apply them to prediction and adaptive control. In many aspects, it is an applied research field with high practical value. As the time series analysis method matures, its application fields will become more and more extensive,
and more and more requirements will be put forward for the accuracy of the model. Time series refers to a series of numbers arranged by successive observations of the same phenomenon at different times. The basic idea of the time series forecasting method is when predicting the future changes of a phenomenon, use the past behavior of the phenomenon to predict the future. That is, through the historical data of the time series, the law of the phenomenon that changes with time is revealed, and this law is extended to the future, so as to predict the future of the phenomenon [5, 6]. The prediction results of these models may deviate from the actual economic development to a certain extent, and it does not necessarily indicate that the prediction has failed. For example, human intervention may cause a certain degree of deviation between the predicted results and the true value, which proves the ineffectiveness of economic forecasts. The changes in the time series in reality are affected by many factors, some of which play a long-term and decisive role, making the changes of the time series show a certain trend and a certain regularity, and some play a short-term, indecisive role, which makes the change of the time sequence present a certain irregularity.

The changes in the time series can be roughly divided into the following three types:

1. Trend change refers to a phenomenon that changes in a certain direction over time and presents a continuous and steadily rising, falling, or steady trend.
2. Periodic change (seasonal change) refers to the cyclical fluctuation change that the phenomenon is affected by seasonality and exhibits according to a fixed cycle.
3. Random variation refers to the irregular fluctuation time series of a phenomenon that is affected by accidental factors, which is generally a superposition or combination of the above several forms of variation. Time series forecasting methods are divided into two categories: one is the deterministic time series model method; the other is the random time series analysis method. The basic idea of the deterministic time series forecasting method is to use a definite time function to fit the time series [7, 8]. Different changes are described by different functional forms, and the superposition of different changes is described by different function superpositions. Specifically, it can be divided into trend forecasting method, smoothing forecasting method, decomposition analysis method, and so on. The basic idea of the random time series analysis method is to reveal the correlation structure of variables at different times by analyzing the correlation relationship between variables at different times and use this correlation structure to predict the time series. The time series forecasting method discussed in this article refers to the deterministic time series model method.

This paper mainly studies the combined forecasting model based on the time series model and its application.

The rest of the paper is organized as follows. Section 2 contains the literature review. Section 3 gives the application prospects and research status of the combined forecasting model, the source of time series analysis, and the status of research development at home and abroad, and the purpose and significance of the research topic and the research content are summarized. Section 4 gives the relevant theories about the ARIMA model and the basic principles of model recognition and explains the method of time series smoothing. Section 5 uses the ARIMA model to identify and fit the time series data and then the gray forecast model to fit and predict the time series data. Finally, by assigning reasonable weights and combining these methods, a combined forecasting model is proposed and carried out.

2. Related Work

The time series analysis method began in 1927 [9]. The autoregressive model was proposed by British statistician Yule. Later, the moving average model and autoregressive moving average model were adopted by the British mathematician and astronomer GT Walker. Ramos-Pérez et al. [10] used these theories when analyzing Indian atmospheric laws, and these theories laid the foundation for time series analysis methods. Jiang and Liu [11] jointly published the book “Time Series Analysis Forecasting and Control.” Through a summary of previous studies, autoregressive integrated moving average (ARIMA) model order identification, parameter estimation, and significance test and the principles and methods of model prediction are systematically discussed [12]. Now these theories are called classic time series analysis methods. Moreover, the ARIMA model is mainly a linear model used for the same variance and univariate occasions.

With the further in-depth study of time series, people found that the ARIMA model theory has many limitations, so later, many statisticians began to analyze heteroscedasticity and multivariate [13], and the nonlinear time series analysis model has been studied, and many major breakthroughs have been made. For example, in 2003, the Nobel Prize in Economics was awarded to the American econometrician, statistician Engle and the British econometrician, statistician Granger to recognize their methods of analyzing economic time series [14]. Their contributions, especially the conditional autoregressive conditional heteroscedasticity (ARCH) model they proposed to study the British inflation rate modeling problem and the co-integration theory, have greatly promoted the multivariate time series analysis method development. At the same time, significant progress has also been made in nonlinear time series analysis, such as the classical model of nonlinear time series proposed by Professor Qian and Wang [15], a threshold autoregressive model. The progress in other aspects of time series includes nonstationary time series, nonlinear system models, spectral estimation, and space series.

At present, with the rapid development of computer technology and signal processing technology, the theory and methods of time series analysis are also being perfected, not
only in the method of model structure identification and parameter estimation, but even in the integration with intelligent computing. Both have achieved rich research results. Moreover, the application range of time series analysis is also widely used. For example, in the field of financial economy, the analysis of stock information can predict the future trend of stocks and make better decisions for decision-makers. Decisions provide scientific basis and avoid financial risks; in the field of computer technology, modeling and analysis of network traffic information can maximize the utilization of the network; in the field of database theory research, data mining. The use of time series methods to analyze data can be used to predict traffic flow and fuel and effectively improve corporate efficiency; in the field of electronic information, random signals can be more accurately modeled and analyzed using time series. Obtain the change trend of the signal; use the ARIMA model to predict the short-term traffic flow in the intelligent transportation system, which can provide real and reliable information for traffic management and control [16]. A time series is a sequence of numbers arranged by successive observations at different times. It uses the past behavior of the phenomenon to predict the future. The historical data of the time series reveals the law of the phenomenon that changes over time, extends this law to the future, and makes predictions about the future of the phenomenon. The changes in the time series in reality are affected by many factors, some of which play a long-term and decisive role, making the changes of the time series show a certain trend and a certain regularity, and some play a short-term, nondeterministic role, which makes the change of the time sequence present a certain irregularity.

3. Basic Theory of Economic Forecasting and Selection of Forecasting Schemes

3.1. Overview of Economic Forecasting Theory. Economic forecasting is the application of forecasting theory and forecasting methods to the economic system. The state of economic development generally has basic characteristics such as nonlinearity, dynamics, and uncertainty. The factors affecting economic development are numerous and complex, including resource structure, industrial development, transportation and logistics, capital introduction, talent introduction, and policy factors. The close relationship between them has resulted in the economic system becoming a complex giant system.

The major characteristics of economic forecasting can be summarized as follows:

The occurrence and development of economic phenomena have inherent regularity [17]. The economic system is a complex giant system, and its development process is affected by many parties. Although there are many influencing factors, most of these influences exist for a long time. This makes the development process of the economic system complex and changeable, but, at the same time, it also possesses certain regularity.

The accuracy of economic forecasting has limitations and relativity [18]. In addition to the factors that affect economic development that mankind currently knows, there are many factors that are unknown to mankind. Due to the incomplete and inadequate collected data and a large amount of noise, the forecasting method used by the forecasting model cannot be absolutely accurate, which makes the economic forecasting results deviate from the real situation to a certain extent. But the contingent influence in economic development fluctuates randomly, and at the same time, it must follow the dynamic mechanism inside the system, which makes the direction of economic development inevitable.

The deviation of the economic forecast results from the actual economic development to a certain extent does not necessarily indicate the failure of the forecast [19]. Because the ultimate goal of economic forecasting is to formulate reasonable economic policies and local development plans. Therefore, if human intervention is effective and the prediction result deviates from the true value to a certain extent, it will prove the validity of the economic prediction.

3.2. Several Common Economic Forecasting Methods. In addition to the completeness of the data, the scientificity and rationality of the selected forecasting methods also greatly affect the forecasting results. Here are several typical quantitative analysis methods for economic forecasting.

3.2.1. Time Series Forecasting Method. Time series forecasting method is a very common economic forecasting method. The time series prediction method first arranges the collected historical data in the chronological order, then further finds out the long-term change trend and change law of the sequence, and then uses the law to predict the future development trend. The simple average method and moving average method are common analysis methods in time series forecasting.

3.2.2. Econometric Methods. The econometric method is based on the knowledge of economic theory and expresses the economic model in the mathematical form to show the relationship between economic variables. The research process of econometrics is shown in Figure 1:

Econometrics includes the following main steps:

(1) Design a reasonable single-equation or multiple-equation measurement type according to economic theory and actual economic activities

(2) According to the collected economic data, use appropriate parameter estimation methods to solve the unknown parameters in the equation

(3) Through economic test, econometric test, statistical test, and other three aspects of tests, judge whether the model meets the standard

(4) Practical application of the model
4. ARIMA Model Principle and Simulation Experiment

The differential integrated moving average autoregressive model (ARIMA), also known as the moving average autoregressive model, is one of the commonly used analysis methods for time series forecasting. The ARIMA model is essentially an extension of the autoregressive moving average model (ARMA), which is a combination of the autoregressive model (AR) and the moving average model (MA), and is often used for the prediction of nonstationary time series [19].

4.1. Autoregressive Model (AR)

\[ x_t = \mu + \sum_{i=1}^{p} \beta x_{t-i} + \epsilon_t. \]  

(1)

In the above equation, \( x_t \) represents the current value, \( \mu \) is a constant term, \( \epsilon_t \) is an error term, and \( \sum_{i=1}^{p} \beta x_{t-i} \) represents that the current value is related to the previous \( p \) order. An autoregressive model is a model that uses its own data to make predictions. Its training dataset and test dataset are the same. This model is only suitable for predicting problems related to its own historical situation.

4.2. Moving Average Model (MA)

\[ x_t = \mu + \sum_{i=1}^{p} \chi \epsilon_{t-i} + \epsilon_t. \]  

(2)

In the above equation, \( x_t \) represents the current value, \( \mu \) is a constant term, \( \epsilon_t \) is an error term, and \( \sum_{i=1}^{p} \chi \epsilon_{t-i} \) means accumulating the error term. The moving average method can effectively eliminate random fluctuations in the forecast.

4.3. Autoregressive Moving Average Model (ARMA). The ARMA model is a combination of the AR model and the MA model:

\[ x_t = \mu + \sum_{i=1}^{p} \beta x_{t-i} + \sum_{i=1}^{q} \chi \epsilon_{t-i} + \epsilon_t. \]  

(3)

4.4. Autoregressive Integrated Moving Average Model (ARIMA). AR \( (p, d, q) \), MA \( (q) \), and ARMA \( (p, q) \) are all stationary random processes. However, the time series in econometrics is generally nonstationary, so it cannot be directly simulated by a stationary random process. The principle of the ARIMA \( (p, d, q) \) model is as follows: after transforming a nonstationary time series into a stationary time series, the lag value of \( \sum_{i=1}^{p} \beta x_{t-i} \), as well as the random error value, and the lag value of the random error value \( \sum_{i=1}^{q} \chi \epsilon_{t-i} \) are regressed to establish a model. Its expression can be written as

\[ x_t = \mu + \sum_{i=1}^{p} \beta x_{t-i} + \sum_{i=1}^{q} \chi \epsilon_{t-i} + \epsilon_t. \]  

(4)

The specific modeling process of the ARIMA model can be summarized as following Figure 2.

After passing the stationarity test, if the time series is nonstationary, it must be stabilized by the method of stationarity processing. The stationarity processing adopts the difference method, which is mainly realized by calling the adjust method in the balance class. The specific algorithm idea is to store the time series to be processed in an array \( a \), and set a conditional judgment statement whether the array in \( a \) is stable; if it is stable, return the array \( a \) directly; if it is not stable, enter the difference processing program: create a new array \( b \) with the same length as \( a \), keep the first item of \( a \) unchanged, and store it in the first item of \( b \), and store the second item of \( a \) in the difference of the first item \([20]\). For the second item of \( b \), store the difference between the third item of \( a \) and the second item in the third item of \( b \) and so on; one can get a new array \( b \) and then replace the data in \( a \) with the data in \( b \). The new array \( a \) is obtained as a new time series to judge its stationarity again; if it is stable, it will be output directly; otherwise, it needs to be smoothed again.

5. Application Analysis of Economic Statistics

Econometric Model

Definition 1. If the difference passes \( d \) times, the sequence is \( X \). It can become stationary, but the \( d-1 \) sequence, that is, the difference sequence is not stationary, so the sequence \( X \) is usually considered to be a single integer sequence of order \( d \), which is denoted as \( X \sim I(d) \). In particular, if the sequence \( X \) does not need to be differentiated, that is, it is stationary in itself, it can be called a zero-order single integer, denoted as \( X \sim I(d) \).
Definition 2. Let \( x_i \) be a single integer sequence of order \( d \), that is, \( x_i \sim I(d) \), which is called \( s_i = \Delta^d x_i \). \( s_i \) is a stationary sequence, that is, \( s_i \sim I(0) \). The establishment of the ARMA \((p, q)\) model is as follows:

\[
\begin{align*}
    x_i = \mu + \beta_1 x_{i-1} + \cdots + \beta_p x_{i-p} + \chi_1 \epsilon_{i-1} + \cdots + \chi_q \epsilon_{i-q} + \epsilon_i,
\end{align*}
\]

where are three main models in the time series algorithm, namely, the autoregressive model AR, the moving average model MA, and the autoregressive moving average model ARMA. If the sequence is not stable, it needs to be differentiated first. Different estimation function equations can be established for different models. The number of terms in the known time series used in the equation is called the order of the equation. Two aspects need to be determined when establishing a specific estimation function: how many terms in the known time series are used to establish the equation, that is, the order of the equation needs to be determined, and the series of parameters in the equation are needed to be determined. Since it is impossible to determine in advance how many known time series items need to be used to establish the estimation function, it is necessary to determine the order of the model. After determining the order, it is necessary to estimate the parameters of the model to establish a complete estimation function equation [22–28].

5.2. Determination of \( d \) in the ARIMA Model. There are three main models in the time series algorithm, namely, the autoregressive model AR, the moving average model MA, and the autoregressive moving average model ARMA. The sequence is not stable, it needs to be differentiated first. Different estimation function equations can be established for different models. The number of terms in the known time series used in the equation is called the order of the equation. Two aspects need to be determined when establishing a specific estimation function: how many terms in the known time series are used to establish the equation, that is, the order of the equation needs to be determined, and the series of parameters in the equation are needed to be determined. Since it is impossible to determine in advance how many known time series items need to be used to establish the estimation function, it is necessary to determine the order of the model. After determining the order, it is necessary to estimate the parameters of the model to establish a complete estimation function equation [22–28].
In the ARIMA model, \( d \) is the sequence \( X \). After the difference transformation, it becomes the order of a stationary single integer sequence. Therefore, the unit root test method is used to test the stationarity of the sequence and obtain the \( d \) value. This paper uses the ADF (Augmented Dickey–Fuller) test. From the time series trend chart of GDP from 2000 to 2015, it is clearly observed that the rising trend of GDP is very obvious. Therefore, both the constant term and the time trend term should be taken into account in the unit root test, and the test results, as shown in Figure 5, show that the GDP series accepts the null hypothesis with a larger \( P \) value, that is, 100% probability, and accepts the conclusion that there is a unit root. Take the first-order difference of the GDP series, and then, perform the ADF test on GDP. At this time, the constant items and time trend items are selected. The test results show that the GDP series accepts the original with a larger \( P \) value, that is, with a probability of 98.14%. As shown in Figure 6, assume there is a conclusion of the unit root. Then, do the first-order difference of GDP, and do the ADF test of GDP. At this time, the choice does not contain the constant term and the time trend item. The test result shows that the second-order difference series \( \Delta^2 GDP \) rejects the null hypothesis at the 1% significance level and accepts the nonexistence. The conclusion of the unit root, therefore, can be determined that the GDP series is a 2-order single integer series, that is, the value of \( d \) is 2.

**5.3. Determination of \( p \) and \( q \) in the ARIMA Model.**
Calculate and compare the autocorrelation coefficient (AC) and partial autocorrelation coefficient (PAC) of the \( \Delta^2 GDP \) series, as shown in Figure 7. It can be seen that the autocorrelation coefficient AC of the \( \Delta^2 GDP \) series is truncated at the 4th order, and the partial autocorrelation coefficient (PAC) is truncated at the 4th order. Then, as shown in Figure 8, the order of the model is \( p = 4 \) and \( q = 4 \), and the ARIMA \((4, 2, 4)\) model is established.

**5.4. Forecast of Economic Model.** Economic forecasting generally needs to follow the following: the larger the amount of data, the more accurate the result, and the shorter the time, the more accurate the possible errors must be estimated in advance, and the forecasting method must be tested before using. Based on these principles, the prediction experiment of this paper is designed.

**5.4.1. Determine the Forecast Target and Make a Plan.**
The ultimate goal of economic forecasting is to meet the needs of decision-making and management. This article selects one representative economic indicator: gross domestic product (GDP) as the forecast target; focusing on the target factor, corresponding experimental programs have been formulated, including basic historical data and related data collection required for prediction and alternative program design.
5.4.2. Collection and Arrangement of Data. In order to ensure the accuracy and credibility of the prediction results, we must first ensure the accuracy, reliability, and timeliness of the data. The data is released for the country, and the data is true and reliable. Secondly, we need to unify data units, values, dimensions, etc., to ensure the consistency of the data and preprocess the collected data to ensure the smooth progress of subsequent experiments. In this experiment, the deviation standardization method is used to normalize the economic forecast data.

5.4.3. Determine the Appropriate Forecasting Method. After analyzing several typical and common economic forecasting methods, combined with the diversification and complexity of economic forecasting, the use of the neural network model for forecasting is an effective method. Throughout the literature research at home and abroad, many scholars have used neural networks in economic forecasting. Among them, the BP neural network is the most frequently used. However, the BP neural network does not take into account the temporal characteristics of economic data and has certain limitations. Therefore, this article will be based on the long short-term memory unit recurrent neural network model for economic forecasting. At the same time, considering the temporal characteristics of economic forecasting, this article introduces a gray model suitable for small-sample forecasting and constructs combined models to achieve a more reasonable forecast of the future economy.

5.4.4. Evaluation of Prediction Results. Because of the dynamic nature of economic phenomena, its development is affected by many uncertain factors, so errors are inevitable. However, we can control the error within a reliable range by adjusting model parameters and other means to ensure the validity of the results. This article mainly uses mean square error (MSE) to evaluate the accuracy of the prediction results.

The statistical properties of the ARMA (p, q) model are combined by the statistical properties of the AR (p) model and the MA (q) model. Therefore, the recognition problem of the ARMA (p, q) model is similar to that of the AR (p) model and MA (q). The relevance of the model as well as the special features of the ARMA (p, q) model is discussed in three cases.

If the autocorrelation function of a stationary sequence \( \{X\} \) shows censored, and the partial autocorrelation function shows tailing, the AR (p) model can be used to fit the sequence; if the autocorrelation function of a stationary sequence \( \{X\} \) exhibits tailing and the partial autocorrelation function exhibits censored, the sequence can be fitted by the MA(q) model. In order to better predict the change trend of time series, it is necessary to find a suitable fitting model. In time series analysis, ARIMA is a model with better forecasting effect. The basic steps to establish an ARIMA (p, d, q) model are (1) obtain the sequence of observations to be analyzed from relevant data; (2) make the time series diagram, autocorrelation function diagram, and partial autocorrelation function diagram of the observation sequence, and judge whether the sequence is a stationary sequence; if it is a nonstationary sequence, the difference operation needs to be used to make the sequence stationary; (3) calculate the statistics of the sequence of observations and test the sequence for pure randomness; (4) determine the form of the ARIMA (p, d, q) model that fits the sequence according to the characteristics of the truncation and tailing properties of the autocorrelation function and partial autocorrelation function of the sequence, and the selected order should be appropriate, and we need to estimate the model parameters; (5) calculate the QLB statistics of the residual sequence. Only when the residual sequence is a white noise sequence, can the established fitting model be effective; (6) using the obtained fitting model to predict the sequence of changes, the predicted value can understand the future development trend of the observation sequence, so as to provide a scientific basis for our decision-making.

If the autocorrelation function and partial autocorrelation function of a stationary sequence \( \{X\} \) both exhibit tailing, then the sequence is fitted by the ARMA (p, q) model. Use the ARIMA (4, 2, 4) model to perform in-sample predictions on GDP data. The specific prediction results and relative errors are shown in Figure 9.
6. Conclusion

According to the forecast of the ARIMA model constructed in this article, firstly, the single-point accurate forecast of the first period of the sample period is carried out, and then, the sample period is expanded. Compared with the traditional trend model, the ARIMA time series model belongs to the extrapolation forecasting method and has its own unique advantages. Because traditional forecasting methods are basically only suitable for certain typical trend characteristic phenomena, in reality, the time series data shown by many economic phenomena does not have typical trend characteristics, and in most cases, it may be a kind of characteristic, completely random in nature, so that the traditional method modeling can not meet the requirements of random nature, which has a great impact on the prediction effect. First perform model identification based on a time series, then conduct continuous modeling experiments, add relevant diagnostic techniques, and then make necessary adjustments according to the situation. The identification, estimation, and diagnosis steps are repeated until the optimal model is found. Therefore, in terms of various time series, the ARIMA model is more suitable, and it is the most common model in time series forecasting so far. For nonstationary series, ARIMA can transform it into a stationary random series with zero mean by means of difference, natural logarithm, etc., for effective prediction and analysis. Through the addition of AR and MA terms, the residual error is entered into the model, which greatly improves the accuracy of the model. However, due to the assumed time series, whether it is the past model or the future development model, the ARIMA modeling method is regarded as consistent, so its forecasts are often only effective in the short term. This paper constructs an ARIMA model for the gross domestic product (GDP) from 2000 to 2015 through the process of stationary line test, order identification, parameter estimation, and model diagnosis. From the perspective of the fitting effect, of course, there is still room for further improvement. However, the precise predictions made in this article will undoubtedly provide a scientific basis for the work and planning of relevant departments.
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