A Swing of Beauty: Pendulums, Fluids, Forces, and Computers
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Abstract: While pendulums have been around for millennia and have even managed to swing their way into undergraduate curricula, they still offer a breadth of complex dynamics to which some has still yet to have been untapped. To probe into the dynamics, we developed a computational fluid dynamics (CFD) model of a pendulum using the open-source fluid-structure interaction (FSI) software, IB2d. Beyond analyzing the angular displacements, speeds, and forces attained from the FSI model alone, we compared its dynamics to the canonical damped pendulum ordinary differential equation (ODE) model that is familiar to students. We only observed qualitative agreement after a few oscillation cycles, suggesting that there is enhanced fluid drag during our setup’s initial swing, not captured by the ODE’s linearly-proportional-velocity damping term, which arises from the Stokes Drag Law. Moreover, we were also able to investigate what otherwise could not have been explored using the ODE model, that is, the fluid’s response to a swinging pendulum—the system’s underlying fluid dynamics.
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1. Introduction

Historically, pendulums have been used for a multitude of purposes. From seismometers used almost two thousand years ago [1,2], to devices that increase efficiency for societal capacity, such as reciprocating saws and pumps [3,4], to keeping time [5,6], to even medieval torture devices [7], applications of pendulums are far and wide. Edgar Allan Poe even wrote a short story about one, The Pit and the Pendulum [8]. The esteemed polymath Galileo Galilei dreamt of the first pendulum clock in 1637, but it wasn’t constructed until 1656 when Dutch physicist Christiaan Huygens drew out the plans, thus designing it. He enlisted clockmaker Salomon Coster to build it. The introduction of a pendulum clock increased time keeping accuracy from 15 minutes to a quarter of minute [5]—pendulums changed history!

It is no surprise that the study of pendulums swings its way into many foundational courses in science, mathematics, and engineering. Students are introduced to them in courses such as mechanics, dynamics, or differential equations, where they are first exposed to the idea of a simple gravity pendulum. A simple gravity pendulum is an idealized pendulum—a weight (bob) is attached to a massless string, which is tethered to a fixed pivot point, and is allowed to swing freely, without friction [9]. It will continue to swing forever. Realistic? Not unless one lives in a vacuum, but ultimately a good place to begin a student’s exploration of simple harmonic motion.
If \( \theta(t) \) represents the angular displacement (in radians) from the vertical at time \( t \) (see Figure 1a), the ordinary differential equation (ODE) describing such a simple pendulum system takes the form:

\[
I \frac{d^2\theta}{dt^2} + mgL \sin \theta = 0,
\]

where \( I \), \( m \), and \( L \) are the pendulum bob’s moment of inertia and overall mass and length, respectively, and \( g \) is the gravitational acceleration. Since the only external force acting on this pendulum is gravity, it will swing forever, with no loss in oscillatory amplitude, see Figure 1b for an example. Figure 1b shows simulated results for different pendulum cases, each with a circular bob of a different radius. Note that the ODE was solved numerically, as no small angle approximation was used [9]. For these cases of circular bobs, of radius \( R \), attached to a massless string of length \( L \), the moment of inertia is calculated to be:

\[
I = m \frac{1}{2} R^2 + mL^2.
\]

There are two things to note from Figure 1b. The first is that over time the oscillation amplitudes do not decay. The second is that although amplitudes of oscillation are not affected, the period of oscillation is affected by bobs of different radii. Larger bobs have larger periods, due to their moment of inertia being greater [9].

In a world (or classroom) like ours which does not exist in a vacuum, a table-sized pendulum demonstration would eventually lead to its angular oscillations reaching zero, i.e., standing still. This is due to the pendulum swinging in air—a fluid. The air resists the pendulum’s motion, effectively pushing back on the pendulum. This is known as fluid drag.

The concept of fluid drag is probably familiar to you already. It is the reason why parachutes work. The equation governing a pendulum swinging in a fluid environment is given by

\[
I \frac{d^2\theta}{dt^2} + b \frac{d\theta}{dt} + mgL \sin \theta = 0,
\]

where the parameter \( b \) is deemed a damping parameter. This is a reduced order model of the system, as the contribution of the fluid onto the pendulum is entirely contained within the parameter, \( b \). That is, this equation models how the fluid is believed to affect the swinging motion of the pendulum, while providing no mechanism to understand the underlying fluid’s dynamics. Numerical simulation results from solving Equation (3) are presented in Figure 2.
Figure 2a holds the radius constant at \( r \), the same \( r \) from Figure 1b, while varying the damping coefficient, \( b \). Compared to Figure 1b, angular oscillations decay in all cases when \( b > 0 \). The damping induced from \( b > 0 \) will eventually lead to its equilibrium—a stationary pendulum hanging straight down. However, the decay rate is dependent on \( b \); larger values of \( b \) lead to a quicker decay of oscillation. Note that \( b \) has units of \( \text{kg} \cdot \text{m}^2 \cdot \text{s}^{-2} \) and in realistic situations, \( b > 0 \). Moreover, depending on the value of \( b \), the pendulum system will exhibit one of three behavioral cases:

1. **Under-damped**: The pendulum will swing back and forth, although its amplitude of oscillation will steadily decline, until it asymptotically approaches its equilibrium.
2. **Critically-damped**: the pendulum returns to equilibrium as quickly as it can. If the damping parameter were made slightly more or slightly less, it would result in the pendulum returning slower to its equilibrium position.
3. **Over-damped**: the pendulum moves towards its equilibrium position slower than the critically-damped case. There is no oscillation.

The simulations shown in Figure 2b held the damping parameter fixed (\( b = 150 \) from Figure 2a) and varied the radius of the bob. Note that changing the radius \( r \) will vary the moment of inertia (see Equation (2)). This data suggests that as \( r \) increases for a given \( b \), this would lead to more oscillatory behavior. That is, smaller \( r \) tends to make the pendulum system more damped. Intuitively this doesn’t make much sense as is—a larger pendulum bob should feel more drag since it has a larger surface area. It would be like jumping out of an airplane with a parachute with a surface area of 10 m\(^2\) and floating down slower (and more softly) than a parachute of 40 m\(^2\). How could this be?

For the simulations in Figure 2b, we fixed the damping parameter \( b \) and then varied \( r \). We did not consider that the damping parameter may depend on the radius (among a variety of other parameters), that is, the geometry of the pendulum bob. Furthermore, we have yet to motivate where the damping term in Equation (3) comes from. Let’s settle that.

It comes from the seminal work of prolific physicist and mathematician Sir George Stokes, who even studied drag force using pendulums [10]! In particular, he derived a drag force equation, now known as Stokes Law, by investigating spheres moving through a fluid at low Reynolds numbers, i.e., situations in which either the fluid is moving extremely slowly or the fluid’s viscosity is very high [11,12]. Stokes Law (for a sphere at low \( Re \)) is presented as the following:

\[
F_D = \frac{6\pi \mu r v}{r},
\]

where \( F_D \) is the fluid drag, \( \mu \) is the fluid’s dynamic viscosity and \( r \) and \( v \) are radius and speed of the sphere that is moving through the fluid. Note that the Reynolds number (\( Re \)) depends on two
fluid parameters, i.e., its density, $\rho$, and dynamic viscosity, $\mu$, as well as two parameters based on the physical system being investigated, i.e., a characteristic length and velocity scale, $L$ and $V$, respectively. The $Re$ is defined to be

$$Re = \frac{\rho LV}{\mu}. \quad (5)$$

Thus Stokes Drag describes that this damping frictional force acting on the sphere is proportional to its size, $F_D \sim r$, and speed, $F_D \sim v$. Careful to remember that this may only be true in low Reynolds number situations, where either $v$, $r$, or both may be small. Notice that the form that the damping term took in Equation (3) was similar, but used angular displacement ($\theta(t)$) and angular velocity ($\frac{d\theta}{dt}$). As suggested by numerical simulations presented above, this damping equation gives rise to exponential decay in angular displacement (Figure 2).

At higher Reynolds numbers, i.e., situations in which fluid viscosity is low or the speed or size of an object is large, the drag force takes a different form. For these situations, the drag law was discovered by none other than the infamous Lord Rayleigh (John William Strutt) using dimensional analysis [13]. For high Reynolds numbers settings, the fluid drag force takes the following form [14,15]:

$$F_D = \rho r^2 K v^2, \quad (6)$$

where $\rho$ is the fluid density, $r$ is the sphere’s radius, $v$ is the sphere’s velocity, and $K$ is a non-dimensional number that is based on the fluid flow’s speed and direction as well as the object’s shape, size, and orientation in respect to the flow, and the fluid’s density and viscosity. In a nutshell, for a specific object, this constant $K$ may significantly change if one or more of these parameters are varied.

This drag force is traditionally represented in the following generalized manner:

$$F_D = \frac{1}{2} \rho A C_D v^2, \quad (7)$$

where $A$ is a cross-sectional area of an object in flow and $C_D$ is a dimensionless number called the drag coefficient. In this representation $C_D$ is analogous to $K$ above.

Moreover, work in the latter half of the 20th century and early 21st century has shown that in particular situations correction terms must be included into the drag force equations [16,17]. Furthermore there are still unknown dynamics of pendulums involving small amplitude oscillations [18]. Although physical pendulums have been used for thousands of years and studied by students in foundational courses for over a century, they remain an active research area [19].

With the advent of new technologies, e.g., experimental measurement and flow visualization tools, researchers have further probed into the complex interactions of pendulums and the fluid environments they are immersed within [20–25]. In particular, Mathai et al. [25] investigated how fluid drag on pendulums may be enhanced due to dynamic interactions with their own vortex wake as they swing—something not quantified previously!

Mathai et al. [25] went on to note Even with the wake history force included, the current model is still quite basic. In reality, the dynamics <of a pendulum> is highly nonlinear, with changes in direction, curvilinear trajectories and wide variations in instantaneous Re <Reynolds number>... Fully resolved direct numerical simulations... can provide better insights into the flow-induced forces. That is exactly where our work on pendulums began, although there have been two previous studies using CFD models of pendulums [26,27].

In this paper we implemented a fluid-structure interaction (FSI) computational model of a swinging pendulum containing a spherical bob (a circular bob in two dimensions). In our FSI model, we varied the size of the circular pendulum bob, i.e., its radius, and its mass. We then analyzed the resulting data in terms of angular displacement, speed of the pendulum bob, and fluid forces acting on it, as well as compared the dynamics between our FSI model and the canonical reduced ODE model for a damped physical pendulum, Equation (3). Furthermore, we visualized (and qualitatively analyzed) the fluids motion in response to a swinging pendulum.
In addition, we provide instructor resources, such as slides and movies, in the Supplemental Materials, with the goal to streamline use of this work in educational settings. Moreover, we also offer the science community the first open-source pendulum models in a fluid-structure interaction framework. The models can be found at github.com/nickabattista/IB2d in the sub-directory:

IB2d → matIB2d → Examples → Examples_Education→ Pendulum.

Note that each example is of a point mass model bob and was selected for its computational speed in comparison to circular bobs (those of non-zero radius). Moreover, three versions are presented, each corresponding to a different grid resolution. The least spatially resolved case, 256 × 256, will be the fastest to run, but also the least accurate of the 3, while the 1024 × 1024 case has the highest spatial resolution, but will run the slowest. The default setting is to only save the pendulum (Lagrangian) data. To store the fluid (Eulerian) data, flags corresponding to the desired fluid quantities may be selected within the input2d file. We also provided the scripts used to solve Equations (1) and (3) that produce Figures 1 and 2.

2. Methods

To investigate the swinging motion of a two-dimensional pendulum bob immersed in a viscous, incompressible fluid, we used computational fluid dynamics (CFD). In our model, the bob starts at rest and begins to swing under gravitational acceleration acting on the mass of the pendulum. An immersed boundary (IB) framework was used to couple the pendulum’s motion and the fluid it is immersed within. Scientists and engineers can use IB to study the interactions of an object and the fluid it is contained within, i.e., you can explore how the fluid affects the object and vice versa.

The immersed boundary method was developed by Charles Peskin, a mathematical physiologist at the Courant Institute of Mathematics [28–30]. Even though IB was invented in the 1970s, it is still extensively used for investigating fluid-structure interaction problems today. Many mathematicians, engineers, and scientists have since improved the original algorithm in attempts to increase its accuracy without significantly increasing the computational expense and time required [31–38]. IB is still a leading numerical framework for studying problems in FSI due to its robustness [39,40].

It has previously been applied to study problems ranging from cardiac fluid dynamics [41–44] to aquatic locomotion [45–49] to insect flight [50–52] to dating and relationships [39]. Additional details on the IB method can be found in Appendix B.

In the remainder of this section we will introduce our FSI pendulum’s implementation into the IB2d framework, i.e., the computational geometry, geometrical and fluid parameters, and model assumptions.

2.1. Model Geometry

Figure 3 presents our pendulum model’s computational geometry. In particular, Figure 3a illustrates the modeling idea—a bob (of radius r) is composed of a central point mass (of mass m) and outer neutrally-buoyant shell layer. It is tethered to a particular fixed location, a distance L away. The pendulum is immersed in a viscous, incompressible fluid of uniform density ρ, and dynamic viscosity, µ. Note that the fluid within and outside the pendulum bob is uniform in its properties. We define the pendulum’s angular displacement, θ, to be the angle from the vertical dotted line. Gravity acts on the central mass point; as the rest of the pendulum bob’s geometry is neutrally-buoyant, all acceleration of the bob is due to this single gravitational interaction. However, due to the structure properties of the pendulum bob, the neutrally-buoyant shell will undergo fluid drag due to the fluid’s resistance in letting the pendulum bob move through it.
Figure 3. (a) Model of an immersed pendulum with circular bob of radius $r$ in a viscous, incompressible fluid. The fluid has density and viscosity of $\rho$ and $\mu$, respectively. The pendulum has length $L$ and the bob has mass $m$, concentrated at its center. (b) The computational geometry illustrating the fiber model construction of the discretized Lagrangian mesh.

As we wished to vary the pendulum bob’s radius and mass of its central point, we considered the parameters listed in Table 1 for our FSI pendulum model. The explicit radii, $r$, and masses, $m$ studied are $r \in \{0.001, 0.0025, 0.005, 0.0075, 0.01, 0.0125, 0.015, 0.0175, 0.02, 0.0225, 0.025\}$ m and $m \in \{2 \times 10^2, 5 \times 10^2, 1 \times 10^3, 2 \times 10^3, 5 \times 10^3, 1 \times 10^4\}$ kg, respectively. The initial angular displacement, $\theta_0$, was $-\frac{\pi}{2} + \frac{\pi}{5} = -\frac{3\pi}{10}$ radians. We did not vary properties of the fluid, neither its density nor viscosity. Note that the kinematic viscosity in our simulations was $\nu = \frac{\mu}{\rho} = 10^{-5}$ m$^2$/s. Some common liquids with kinematic viscosities around $10^{-5}$ m$^2$/s are sulphuric acid at room temperature or a variety of oils (coconut, SAE Motor Oils, peanut, whale, etc.) at $\sim$100–130 degrees Fahrenheit [53]. Kinematic viscosity, $\nu$, measures the fluid’s internal resistance to flow under gravity.

| Parameter | Description | Value |
|-----------|-------------|-------|
| $L$       | Pendulum Length | 0.2 m |
| $r$       | Pendulum Bob’s Radius | $r \in [0.001, 0.025]$ m |
| $m$       | Mass | $m \in [2 \times 10^2, 1 \times 10^4]$ kg |
| $\rho$    | Fluid Density | 1000 kg/m$^3$ |
| $\mu$     | Fluid (dynamic) Viscosity | 0.01 kg/(m · s) |
| $g$       | Gravitational Acceleration | 9.81 m/s$^2$ |
| $\theta_0$ | Initial Angular Displacement | $-\frac{3\pi}{10}$ radians |

2.2. Model Construction

Figure 3b provides a more detailed overview of the computational geometry. In particular it provides details regarding how the structure is modeled using IB fiber models, which are used to mimic desired material properties between discretized points, i.e., Lagrangian points, that compose the geometry [39]. The single mass point is tethered to the fixed point, a distance $L$ away, via a virtual spring. The static hinge point is tethered in place using the target point model. Target points can be used to hold Lagrangian points nearly rigid. The individual mass point uses a massive point model that tethers the individual Lagrangian point to a mass, which dampens its movement [54]. Note that the target point and massive point models use spring-like mathematical formulations to achieve their desired effects, see [39].

The neutrally-buoyant shell is composed of equally-spaced Lagrangian points, to which are tethered to their neighboring points via virtual spring connections. Furthermore, each of these Lagrangian points are further tethered to the massive point in the center of the pendulum bob by a virtual spring. All of the virtual spring connections in the model use stiff springs with a particular
spring resting length in order to keep the geometry from changing shape, i.e., trying to ensure that the Lagrangian points maintain a specific distance from other points. The number of Lagrangian points in a circular shell varies by the radius, see Table 2. Note that due to the coupled nature of the Lagrangian structure and fluid in the standard immersed boundary framework, it was more straightforward for us to approximately model rigid structures in this manner. Additional steps would have been necessary to solve the problem of each Lagrangian point only being allowed to move in a constrained way, due to the imposed rigidity, under forces from the fluid and other external forces (like gravity) pushing on it. Please see [46,55] for further information regarding immersed boundary formulations with rigid bodies.

Table 2. Table providing number of Lagrangian Points in the circular shell for a particular radius, \( r \).

| Radius (m) | 0.001 | 0.0025 | 0.005 | 0.0075 | 0.01 | 0.0125 | 0.015 | 0.0175 | 0.02 | 0.0225 | 0.025 |
|------------|--------|--------|-------|--------|-------|--------|-------|--------|------|--------|------|
| # Lag. Pts in Shell | 12     | 32     | 64    | 96     | 128   | 160    | 194   | 226    | 258  | 290    | 320  |

Fiber models use a variety of different deformation force laws to model material properties. To model virtual (Hookean) springs, deformation forces were calculated as follows,

\[
F_{\text{spr}} = k_{\text{spr}} \left( 1 - \frac{R_L(t)}{|X_A(t) - X_B(t)|} \right) \cdot \left( \frac{x_A(t) - x_B(t)}{y_A(t) - y_B(t)} \right)
\]

(8)

where \( k_{\text{spr}} \) is the spring stiffness, \( R_L(t) \) is the spring’s resting lengths, and \( X_A = \langle x_A, y_A \rangle \) and \( X_B = \langle x_B, y_B \rangle \) are the Lagrangian nodes tethered by the spring. Note that in our model the resting lengths are time-independent, hence \( R_L(t) = R_L \). As mentioned previously, the spring stiffnesses are large to ensure minimal stretching or compression of the computational geometry. The spring stiffness used to tether the massive point to the fixed hinge point and the pendulum bob points to both one another and the massive point are denoted by \( k_{\text{spr}_L} \) and \( k_{\text{spr}_B} \), respectively.

In the simple case where a preferred position is enforced, boundary points are tethered to target points via springs. Its corresponding deformation force equation, which describes the force applied to the fluid by the boundary in Lagrangian coordinates is given by \( F_{\text{target}} \) and is explicitly written as,

\[
F_{\text{target}} = k_{\text{target}} \left( Y_A(t) - X_A(t) \right),
\]

(9)

where \( k_{\text{target}} \) is the stiffness coefficient, and \( Y_A(t) \) is the prescribed Lagrangian position of the target point. In all simulations the hinge point was held nearly rigid by applying a force proportional to the distance between the location of the actual Lagrangian point and its preferred target position. Using a large value of \( k_{\text{target}} \) helps mitigate a small deviation between the actual and preferred position.

Artificial mass is modeled using the massive point approach of Kim et al. [54]. It is similar to target points. \( Z_A \) gives the Cartesian coordinates of the massive points, with associated mass density \( M_A \). Note that such points do not interact with the fluid directly, similar to target points. \( X_A(t) \) give the Cartesian coordinates of a neutrally-buoyant Lagrangian boundary point, which do interact with the fluid. Similar to target points, if a Lagrangian point deviates from its massive point, a restoring force drives them back together, as shown in its mathematical description below

\[
F_{\text{Mass}} = k_{\text{mass}} \left( Z_A(t) - X_A(t) \right)
\]

(10)

\[
M_A \frac{\partial^2 Z_A(t)}{\partial t^2} = -F_{\text{Mass}} - M_A g \hat{g},
\]

(11)

where \( k_{\text{mass}} \) is a stiffness coefficient with \( k_M \gg 1 \), \( M_A \) is the mass of the massive point, \( g \) is the acceleration due to gravity in vertical direction, \( \hat{g} \), and \( Z_A(t) \) is the position of the massive point to which the Lagrangian point, \( X_A(t) \), is tethered to at time \( t \).
All numerical stiffness parameters are given in Table 3. The stiffnesses were selected to be as high as possible while also maintaining stability and fidelity of our numerical solver. Each pendulum simulated was of length 0.2 m and was immersed in a square computational domain of size \((L_x, L_y) = (1 \text{ m}, 1 \text{ m})\), with a grid resolution of \(1024 \times 1024\), i.e., \(dx = dy = \frac{L_x}{N_x} = \frac{L_y}{N_y} = 0.0009765625 \text{ m}\). Points that compose the circular pendulum bob were evenly spaced apart at a distance of \(ds = \frac{\sqrt{2}}{N}\). Note that this is the standard convention in the immersed boundary literature when choosing the Lagrangian point spacing, \(ds\). It is used to avoid leaky boundaries [30]. Thus, fluid will not be allowed to flow in or out of the pendulum bob, unless due to numerical error. Moreover, note that the adjacent nodes along the circle were a distance \(r\) from the massive point at the center of the pendulum bob, which was tethered a distance of \(L\) from the fixed hinge target point. Each of the spring connections between specific points used a spring resting length equal to such corresponding distances in an effort to maintain the geometry while the pendulum was swinging. A time-step of \(dt = 2.5 \times 10^{-5} \text{ s}\) was used to march forward in time.

| Parameter | Description | Value |
|-----------|-------------|-------|
| \(dt\)    | time-step   | \(2.5 \times 10^{-5} \text{ s}\) |
| \(L_x \times L_y\) | Grid Size | \((1 \text{ m}, 1 \text{ m})\) |
| \((N_x, N_y)\) | Grid Resolution | \((1024, 1024)\) |
| \(dx = dy\) | Spatial Step | \(L_x/N_x = L_y/N_y = 0.0009765625 \text{ m}\) |
| \(ds\)    | Lagrangian Point Spacing | \(\sim \frac{L}{N}\) |
| \(k_{sprl}\) | Spring Stiffness Coefficient (Mass to Hinge) | \(1.25 \times 10^8 \text{ kg} \cdot \text{m/s}^2\) |
| \(k_{sprb}\) | Spring Stiffness Coefficient (Pendulum Bob) | \(2.5 \times 10^8 \text{ kg} \cdot \text{m/s}^2\) |
| \(k_{target}\) | Target Point Stiffness Coefficient | \(5 \times 10^7 \text{ kg} \cdot \text{m/s}^2\) |
| \(k_{mass}\) | Massive Point Stiffness Coefficient | \(2.5 \times 10^6 \text{ kg} \cdot \text{m/s}^2\) |

While running the simulations, we stored the following data every 0.005 s of simulation time:

1. Position of Lagrangian Points
2. Forces on Each Lagrangian Point (Horizontal/Vertical and Normal/Tangential Forces)
3. Fluid Velocity
4. Fluid Vorticity
5. Forces spread from the Lagrangian mesh onto the Eulerian grid

We then used the open-source software VisIt [56], created and maintained by Lawrence Livermore National Laboratory for visualization, see Figure 4, and the data analysis package software within IB2d [39] for data analysis. Figure 4 provides a visualization of some of the data produced for a pendulum of mass and radius of \(m = 5 \times 10^2 \text{ kg}\) and \(r = 0.0175 \text{ m}\), respectively, at one snapshot in time. Section 3.4 explores the underlying fluid dynamics in further detail, including the time evolution over a pendulum’s first swing, see Figure 19.
Figure 4. Snapshots of a single moment in time for a pendulum with mass, \( m = 5 \times 10^2 \text{ kg} \), and radius, \( r = 0.0175 \text{ m} \), providing some of the data stored during the time-step in which the simulation time reached \( t = 0.70 \text{ s} \), i.e., positions of Lagrangian points (pendulum), the velocity vector field, magnitude of velocity, and vorticity. Note that data from giving the force spread from the Lagrangian grid (pendulum) onto the Eulerian (fluid) grid is not shown. Lagrangian Coherent Structures (LCS) via finite time Lyapunov exponents (FTLE) are also illustrated, although they were computed during the post-processing stage, after the data was collected.

3. Results

Using an open source implementation of the immersed boundary method, IB2d, we modeled the motion of a pendulum with a circular bob immersed within a fluid undergoing gravity’s influence. For this education focused paper, we explored angular displacement and speed of the pendulum bob as well as forces acting upon the pendulum bob to impede its motion. Upon doing so we quantified the decay in oscillation amplitude and speed damping. This was done for a variety of pendulum bob masses as well as radii (size). We also explored the effect that the motion of the pendulum bob has onto the fluid it was immersed. Lastly, we compared the reduced ODE model of a damped physical pendulum and our FSI model. We organized our results into the following five subsections:

1. Angular Displacement of the pendulum bob
2. Speed of the pendulum bob
3. Forces acting on the pendulum bob
4. Effect the pendulum bob has onto the fluid
5. Comparison between reduced ODE model and FSI model

3.1. Angular Displacement of the Pendulum Bob

As suggested from Section 1, since the pendulum is immersed within a fluid environment, its oscillation amplitude will decay over time. Figure 5 provides snapshots of multiple pendulums’ angular displacement over time for pendulum bobs of differing radius and \( m = 1 \times 10^3 \text{ kg} \). Note that all simulations were run independently of each other and Lagrangian position data is being overlaid during post-processing.
Moreover, both the size of the bob and the mass of the bob will affect its dynamics. Figure 6 illustrates that pendulums with the same size and shape bob may experience significantly different oscillation patterns due to different mass. In particular, depending on the mass, the pendulum could fall into any of the 3 damping cases (under-, over-, or critically-damped). See Figure A1 for the counterpart case where a specific mass is tested for a variety of radii. Consistent dynamics are observed.

Next we calculated the maximum amplitude during each oscillation cycle for a variety of masses. The amplitude decays exponentially, see Figure 7. Figure 7 presents the displacement amplitude against peak number (number of half swings) for a variety of masses for \( r = 0.005 \) m. The data shows a linear relationship between the logarithm of the amplitude and the peak number, suggesting exponential decay, although lines seem a better fit starting at the first peak, rather than the initial displacement. Note that Figure 8 shows a steady increase in time between successive peaks for three
different masses \( (m = 2 \times 10^2, 1 \times 10^3, \text{ and } 5 \times 10^3 \text{ kg}) \) for a variety of radii. As mass increases, the time between peaks decreases. Moreover, generally as more swings occur the time become peaks becomes more consistent. We also note that the time between the start of each simulation and their first peak generally does not fit the data. Sections 3.2, 3.3 and 3.5 will also explore this observation in more detail.

Figure 7. (a) Plot illustrating the decay of the height \( (m) \) that the pendulum bob reaches as the pendulum continues to swing for the case of \( r = 0.005 \text{ m} \) for a spectrum of masses. The peak amplitude decays exponentially as illustrated by the linear relationship between the logarithm of the amplitude against peak number, as shown in (b).

Figure 8. Plots illustrating the time of the peak in angular displacement against the pendulum bob’s radius for its 1st through 6th peak \( (a-c) \) and the time difference between the peaks \( (d-f) \) against the pendulum bob’s radius for three different masses: \( (a,d) m = 2 \times 10^2 \text{ kg}, (b,e) m = 1 \times 10^3 \text{ kg}, \) and \( (c,f) m = 5 \times 10^3 \text{ kg} \).

From this data, we computed the approximate damped period of oscillation, see Figure 9a,b. Figure 9b provides a colormap with contour lines of the period data from Figure 9a. As mass increases, the approximate period decreases, as suggested previously. Moreover, as radius increases, the period also increases. Note that when mass is high enough (e.g., the case of \( m = 1 \times 10^4 \text{ kg} \)), the period
does not significantly change between different radii; however, there is still exponential decay in the oscillatory amplitude (see Figure A2). Furthermore, for very small radii there appears to be a non-monotonic trend in period as a function of mass. The period was computed by averaging the time between every other peak over the first 5 full oscillations.

Next we explore how the speed of the pendulum bob is affected by variations in its mass and radius in a fluid environment.

Figure 9. (a) The period given as a function of a pendulum bob’s radius for a variety of masses. (b) A contour map showing the period as a function of both the pendulum bob’s radius and mass. The highest periods occur for small masses and large pendulum bobs.

3.2. Speed of the Pendulum Bob

Recall that in Section 3.1 we observed that peaks in angular displacement decayed exponentially over time. This suggests that the pendulum bob’s speed is inherently slowing down as well. Figure 10 details the pendulum bob’s speed vs. the number of swings (half a complete oscillatory cycle). The data shown is for the case of \( r = 0.015 \text{ m} \) for a variety of masses. During each swing the pendulum accelerates to a maximal speed before decelerating. The maximum occurs at roughly halfway through each swing, when the pendulum passes the point of 0 displacement from the vertical. Note that physically the pendulum must hit a speed of zero when it swings from one direction to the other; our data does not reflect this due to the time resolution of the sampled time-points.

Furthermore, from Figure 10b, it does not appear that the speed peaks decay exponentially over time from the beginning of the simulation. After a few swings, the peaks in speed appear to satisfy a linear relationship between the logarithm of speed versus time; however, the peak speed significantly decreases from the first to second swing, see Figure 11. Figure 11 illustrates that for most cases from the second swing on, the peak speeds approximately demonstrate exponential decay; however, there is significantly more decay between the first and second swing than successive peaks thereafter. Figure A3 presents the counterpart data of how the speed of pendulum bobs of the same mass decays over time for a variety of radii. Similarly trends are observed in the data.
Figures 10. (a) Plot depicting the linear speed of the pendulum bob against non-dimensional time given as the # of swings (half a full displacement cycle) for the case of $r = 0.015$ m and a variety of masses. Speed peaks near the center of each swing. This corresponds to when the pendulum has approximately zero angular displacement from the vertical. The peak speed appears to begin decaying exponentially, starting on the second or third swing in most cases. This can be seen from linear relationships between peak speed and swings in (b).

Figure 11. Plot illustrating that exponential decay appears in peak speed starting with the second swing. There is significantly more decay in peak speed between the first and second swings, than successive swings thereafter.

Next we wished to quantify the amount of damping due to the pendulum’s immersion in a fluid of kinematic viscosity $\nu = \mu / \rho = 10^{-5}$ m$^2$/s. To do this we computed the theoretical speed of a pendulum bob void of a fluid environment by energy conservation. We set the original potential energy when the pendulum bob was at time zero and computed the kinematic energy when the pendulum was passing 0 displacement, i.e.,

$$\frac{1}{2}m v_{NF}^2 = mgh_0 \Rightarrow v_{NF} = \sqrt{2gh_0},$$

where $v_{NF}$ is the velocity of the pendulum bob outside of a fluid environment and $h_0$ is the initial height of the pendulum bob before it begins swinging. For our initial setup, $h_0 = L(1 - \cos(\pi/2 - \pi/5))$, since the pendulum is released from an initial angle of $\pi/5$ radians from the horizontal.

We then defined the speed ratio to be: $SR = v / v_{NF}$ and the speed damping ratio to be: $SDR = 1 - SR = 1 - v / v_{NF}$. If $v = v_{NF}$, $SDR \approx 0$ suggesting only small damping effects. Figure 12 gives the
speed damping ratio as a percentage. For this particular fluid environment, even cases of high mass and small radius result in SDR’s of $\sim 88\%$, i.e., the fluid immersed pendulum bob is moving $\sim 88\%$ slower than its fluid void counterpart. As the radius increases, the SDR increases. Note that smaller masses have less significant increases in SR. As mass increases, SDR decreases for a given radius.

![Figure 12](image.png)

**Figure 12.** The percentage decrease in speed when comparing pendulum bob speed once it reaches 0 degree angular displacement on the first swing compared between simulated cases in fluid and theoretical value outside of a viscous fluid environment.

Lastly we explored the phase space between pendulum bob speed and its angular displacement. Figure 13a presents the data for the case of $r = 0.001$ m for a spectrum of masses of over 3 orders of magnitude. As suggested by all data previously, the trajectories eventually converge to zero displacement and speed. Interesting, all the trajectories collapse onto an approximate parabolically-capped cone. The last cycle is given for all cases in Figure 13b. Similar topologies are seen in cases of other radii (see Figure A5) over a variety of masses. Furthermore, similar topologies emerge when fixing the mass and exploring trajectories for a variety of radii (see Figure A4).

![Figure 13](image.png)

**Figure 13.** (a) Phase space of linear speed of the pendulum bob vs. angular displacement (radians) for a variety of masses in the case of $r = 0.001$ m. (b) A closer look at the last simulated cycle’s phase space in each case.
3.3. Forces on the Pendulum Bob

We have observed that a fluid-immersed pendulum experiences exponential decay in angular displacement and speed. As discussed in Section 1, this is due to fluid drag on the pendulum bob. In this section we will explore this drag force. We wish to emphasize that our numerical experiments did not prescribe any specific form of the drag forces \textit{a priori}, or any forces for that matter, beyond gravity acting on the pendulum bob.

First we selected three masses, \( m = 5 \times 10^2 \), \( 1 \times 10^3 \), and \( 2 \times 10^3 \) kg, and investigated the drag force acting on the pendulum versus time for a variety of radii. This data is shown in Figure 14. The drag force was calculated by computing the forces perpendicular to the direction of the pendulum arm as the bob swung. A normal unit vector was computed at each sampled time-point and the drag force was computed using a vector projection in the direction opposite to the swinging motion of the pendulum bob.

Figure 14a–c suggest that the drag force exponentially decays as time progressed. This was further confirmed by the linear relationship between the logarithm of drag force vs time in Figure 14d–f. As the radius increases, the surface (circumference) of the circle increases, and thus the amount of drag on the pendulum bob’s body increased for a particular mass as well. Hence the drag on the bob is dependent on its geometry (shape and size), as discussed in Section 1. Furthermore, as mass increases, so does the overall drag on the bob. This can also be seen in the counterpart case, where 3 radii are selected (\( r = 0.005, 0.015 \), and \( 0.025 \) m) and mass was varied, see Figure A6.

Figure 14.

Figure 14. Drag forces (N) over time in seconds for multiple radii for cases with (a,d) \( m = 5 \times 10^2 \) kg, (b,e) \( m = 1 \times 10^3 \) kg, and (c,f) \( m = 5 \times 10^3 \) kg. The semi-log data is provided in (d–f) to highlight a linear relationship between the logarithm of the drag force and time. This linear relationship suggests an exponential decay in drag force over time.

Next, we explored the phase space of drag force on the pendulum bob versus angular displacement of the bob. This data is given in Figure 15. Similar to the phase plots of speed versus displacement, the force-displacement trajectories all collapse onto a unique exponentially decaying envelope. Smaller radii (Figure 15a, \( r = 0.005 \) m) correspond to larger angular displacements and larger spectrum of initial drag forces corresponding to a variety of masses over 3 orders of magnitude. In the case of a larger radii (Figure 15c, \( r = 0.025 \) m), there are smaller angular displacements, comparatively, and the range of initial drag forces is smaller for the same variety of masses.
Figure 15. Phase space of drag force (N) versus angular displacement (radians) for a variety of masses in cases of (a) $r = 0.005$ m, (b) $r = 0.015$ m, and (c) $r = 0.025$ m. The data for each case of a specific radius appears to overlap as well as suggesting that as the peaks in angular displacement decay exponentially (see Figure 7), the drag forces also decay exponentially as well.

Finally, we wish to compare force information across all cases of radii and masses considered. The metric we chose to compare for each is the drag coefficient; recall the $C_D$ term from Equation (7). To justify our use of Equation (7), we verified that the pendulum simulations fell into the appropriate Reynolds number range, i.e., $Re > 1$. Recall the Reynolds number, $Re$, is defined to be

$$Re = \frac{\rho LV}{\mu},$$

(12)

where $\rho$ and $\mu$ are the fluid’s density and dynamic viscosity, and $L$ and $V$ are a characteristic length and velocity scale, respectively. We chose $L$ to be the length the pendulum’s arm, but rather than select $V$ to be a constant, we used the time-dependent speed of the pendulum bob for each case. Note that this speed is inherently a function of the radius of the pendulum bob itself, see Figure A3 in Appendix C. Figure 16a illustrates that for $m = 2 \times 10^3$ kg that the peak in Reynolds number is greater than one. Moreover, where $Re$ drops down, i.e., at the beginning and end of each swing, is where speed is near zero. Thus we assume the Drag Force Law derived by Lord Rayleigh will suffice for our purposes here ($F_D \sim V^2$, see Equation (7)). Note that as the pendulums continue to swing, $Re(t)$ will decrease in every case. Eventually there will be a shift into the regime where Lord Rayleigh’s Drag Force Law begins to fail and one must consider Stokes Drag Law ($F_D \sim V$, see Equation (4)) when $Re < 1$. Furthermore, we computed the time-averaged Reynolds number over the first swing of the pendulum for all masses and radii considered, see Figure 16b. Generally, as the mass of the bob increases, the average $Re$ increases. On the other hand, as the radius increases, average $Re$ decreases.

Figure 16. (a) Re vs. Time for $m = 2 \times 10^3$ kg and (b) a colormap depicting the temporally-averaged Reynolds number during the first swing for different masses and radii. Note that over time as the pendulum slows down, the average Reynolds number will decrease.
Upon calculating Equation (7), we also need to describe $A$, the cross-sectional area of the circular pendulum, and $F_D$, the drag force on the pendulum. We define $A$ to be the circumference of the circle, i.e., $A = 2\pi r$, for each given radius, $r$. Having computed the speed of the pendulum bob and drag force on the body previously, we could solve for the time-dependent drag coefficient $C_D$ at each sample time-point using Equation (7). Figure 17a,b gives $C_D(t)$ over the first swing (half an oscillation cycle) and 4 swings (2 full oscillation cycles), respectively, for the case of $m = 1 \times 10^3$ and a variety of radii. Note that the $C_D$ peaks correspond to when the pendulum bob changes direction and thus reach speeds near zero. Moreover, the time-dependent drag coefficients will increase over time due to the pendulum continually slowing down.

Figure 17. The drag coefficient, $C_D$, during the first pendulum’s first swing (a) and first 4-swings (b) for a variety of radius in the case of $m = 1e3$ kg. Note that the drag coefficient maximizes when the pendulum reaches near zero speed at the end of a swing. (c) The temporally-averaged drag coefficients across the first swing for all mass and radius cases considered. (d) A contour map of the temporally-averaged drag coefficients over the first swing from (c) as a function of both the pendulum bob’s mass and radius. Generally higher drag coefficients are seen for larger mass and size pendulum bobs.

In order to compare all simulations of differing mass and radii, we averaged the time-dependent drag coefficient, $C_D(t)$, over the first swing, as shown in Figure 17c,d. Figure 17d provides a colormap with contour lines of the time-averaged drag coefficient using the data from Figure 17c. Larger radii pendulums tend to have larger drag coefficients and higher mass pendulum bobs also have larger drag coefficients. Notice that a pendulum bob with same shape (circle) and size (radius) could elicit different drag coefficients based on variations in mass. From Section 3.2 we have already observed
that variations in mass give rise to variations in speed, which is also required to compute \( C_D \) in the first place. The system is highly coupled in its many dynamical features!

Finally, we highlight the relationship between drag coefficient, \( C_D \), and Reynolds number, \( Re \), in Figure 18. For a given mass (mass is denoted by a particular shape in the figure), as average \( Re \) increases, \( C_D \) decreases. As the system is highly coupled, for a given mass, the average \( Re \) only increases as the pendulum bob’s radius decreases (radius is denoted by the colormap). On the other hand, for a given radius, as the mass increases, the average \( C_D \) and \( Re \) also generally increase. The overall trend of decreasing \( C_D \) with increasing \( Re \) is common in many fluid dynamics phenomena, not only physical experiments, such as flow past rigid objects [57–59], but also in biology, such as tiny insect flight [50,51], or even sports such as baseball [60], American football [61], or football (soccer) [62].

![Figure 18. The average drag coefficient, \( C_D \), vs. average Reynolds number for a variety of masses and radii. The averages were computing over the first swing of the pendulum bob.](image)

3.4. Effect the Pendulum Bob Has onto the Fluid

In addition to the data analysis performed in Sections 3.1–3.3, which focused primarily on the Lagrangian structure itself—the pendulum, CFD (FSI) simulations grant us the opportunity to analyze how the underlying fluid reacts to a pendulum swinging through it. Also, we are able to visualize the fluid dynamics and observe the evolution of the fluid’s velocity field, \( u(x, t) \), magnitude of velocity, \( |u(x, t)| \), and vorticity \( \nabla \times u(x, t) \), see Figure 19, for qualitative analysis.

Figure 19 shows the resulting fluid dynamics due to the swinging motion of the pendulum bob of mass, \( m = 5 \times 10^2 \) kg, and radius, \( r = 0.0175 \) m, during its first swing. As the pendulum swings, there is a pocket of fast moving fluid directly behind the bob until it passes zero angular displacement, as shown by the Velocity Field and Magnitude of Velocity plots. Note that streamlines are presented on the velocity field’s plots and contours are given on the magnitude of velocity plot, as well. Streamlines illustrate the path of massless tracer particles in the flow at an instantaneous point in time, while the contours give a line in which the quantity (here, magnitude of velocity) has constant value. Note that the direction of the pocket of fast moving fluid is towards the pendulum bob; hence objects directly behind the moving bob receive an fluid dynamic benefit. This phenomenon is commonly called drafting and has been studied in the context of many sports, such as ice skating [63], running [64,65], swimming [66], or cycling [67], as well as biological locomotion [68–72].

Within the region of fast moving fluid there are two interacting, oppositely spinning vortices behind the bob, as illustrated by the Vorticity plots. When the vortices are shed off the bob entirely, i.e., once the bob swings past zero displacement, the vortex pair continues to move vertically downwards, rather than upwards and to the right with the bob. These visualizations were produced using the raw .vtk-data produced during the FSI simulations using the open-source software VisIt [56]. We wish to
emphasize that one cannot gain knowledge of fluid dynamics from the reduced-order ODE model, Equation (3) alone.

Moreover, because of the FSI simulations we are able to analyze the fluid data further and determine regions that have varying levels of fluid mixing. During data post-processing we could compute the finite-time Lyapunov exponents (FTLE), which can be used to characterize the rate of separation in the trajectories of two infinitesimally close fluid blobs. Maxima in the FTLE (called ridges) have been used to determine Lagrangian Coherent Structures (LCSs), which are used to determine distinct flow structures in the fluid [73–76]. LCSs are a tool to divide the fluid’s complex dynamics into distinct regions to better understand transport properties of flow [77–79]. In this paper, we computed forward-time FTLE field, whose maximal ridges give LCSs corresponding to regions of repelling fluid trajectories and low values give rise to regions of attraction [76]. This data is presented in Figure 19 as well. Our desire here is not to emphasize fluid mixing metrics, but merely point out that through CFD one is able to investigate deeper dynamics of a system, even one as well studied as a damped pendulum.

| Vorticity (w/ contours) | Velocity Field (w/ streamlines) | Magnitude of Velocity (w/ contours) | Finite-Time Lyapunov Exponent (FTLE w/ contours) |
|-------------------------|---------------------------------|-----------------------------------|-----------------------------------------------|
|                         |                                 |                                   |                                               |
|                         |                                 |                                   |                                               |
|                         |                                 |                                   |                                               |
|                         |                                 |                                   |                                               |

**Figure 19.** Colormaps (and its contours) illustrating the time evolution of the fluid’s vorticity, magnitude of velocity, and finite-time Lyapunov Exponent (FTLE), as well as the velocity field (and its streamlines) resulting from the pendulum bob’s first swing in the case of $m = 5 \times 10^2$ kg and $r = 0.0175$ m.
Furthermore, we wish to point out that the resulting fluid dynamics are diverse. Not every pendulum bob sheds vortices in the same way as the case of \((m, r) = (5 \times 10^2 \text{ kg}, 0.0175 \text{ m})\) (as illustrated in Figure 19). Figure 20 illustrates differences in vortex formation and shedding for the case of \(m = 5 \times 10^2 \text{ kg}\) for a variety of radii during the first swing. In particular the overall size and magnitude of vortices formed is less in the smaller radius cases; however, once shed, the vortex dynamics are different. This would give rise to different dynamics in drafting behind the bob. In the larger radius cases \((r > 0.015 \text{ m})\), the vortices move vertically downwards upon being shed, while they are significantly different in the smaller cases: in the \(r = 0.010 \text{ m}\) case, the vortex-pair travels along with the pendulum bob, and for \(r = 0.005 \text{ m}\) two sets of vortex-pairs move on either side of the pendulum bob. Thus, modifying the size of the pendulum results in different dynamics of the underlying fluid, even though all pendulums swing along the same circular arc; however, they do so at different speeds.

| Radius  | t = 0.25 s | t = 0.50 s | t = 0.75 s | t = 1.0 s | t = 1.25 s |
|---------|------------|------------|------------|-----------|------------|
| 0.005   |            |            |            |           |            |
| 0.010   |            |            |            |           |            |
| 0.0175  |            |            |            |           |            |
| 0.025   |            |            |            |           |            |

**Figure 20.** Comparing vortex dynamics among pendulum bob of different radii for a mass of \(m = 5 \times 10^2 \text{ kg}\).

Lastly, taking a further look at the \(r = 0.010 \text{ m}\) case (for \(m = 5 \times 10^2 \text{ kg}\)) reveals that as the pendulum swings, it swings back through its vortex wake, see Figure 21. The act of swinging through its vortex wake has been suggested as a possible mechanism for increased fluid drag on the pendulum bob [25]. However, a vortex could also enhance the speed of the bob if an appropriately spinning vortex interacts with the bob at the right moment in time, see \(t = 1.0 \text{ s}\) in Figure 21. The vortex in red is spinning counter-clockwise and may give the bob a boost in speed, as it is moving in that same direction. There are complex interwoven dynamics within the system. Figure 22 provides an additional sequence of snapshots depicting these complex interactions. It shows a pendulum bob
\( m = 1 \times 10^4 \text{ kg}, \ r = 0.005 \text{ m} \) swinging through its own vortex wake during the return swing of the first oscillatory cycle. Such complex interaction mechanisms have not been fully explored and warrant further attention from the scientific community.

![Figure 21. The vortex dynamics of the case \((m, r) = (5 \times 10^2 \text{ kg}, 0.0175 \text{ m})\) within the first 2 s of oscillation.](image1)

![Figure 22. The vortex dynamics of the case \((m, r) = (1 \times 10^4 \text{ kg}, 0.005 \text{ m})\) on the return swing during its first oscillatory cycle.](image2)

### 3.5. Numerical Comparison & Validation

Lastly, in this section we will compare and validate the canonical damped physical pendulum equation against our fluid-structure interaction (FSI) model. Recall the damped physical pendulum (Equation (3)) is given by

\[
\frac{d^2 \theta}{dt^2} + \frac{b}{I} \frac{d \theta}{dt} + \frac{mgL}{I} \sin \theta = 0.
\]  

(13)
Our FSI model did not assume any knowledge of the existence of this reduced ordinary differential
equations (ODE) model. Instead it placed a spherical (circular) pendulum bob into a fluid environment,
tethered it to a fixed location, and under the influence of gravity alone, it swung. This was to mimic a
physical experiment, but performed *in silico*, rather than in a laboratory setting.

To compare Equation (13) and our FSI model, we first matched the parameter values. For each
radius and mass considered in our FSI model, we were able to compute the exponential decay of the
peaks in angular displacement amplitude using a linear least squares framework to fit a line through
the logarithm of the peak values in angular displacement over time (linear regression), see Figure 23a
as an illustrative example. The slope of each line was $\gamma = -\frac{b}{l^2}$ for that particular mass and radius.
Hence for the parameter $\frac{b}{l}$ in Equation (13), we multiplied each slope $\gamma$ by $-2$, i.e.,

$$\frac{b}{l} = -2\gamma. \quad (14)$$

Note that the term $\frac{mgL}{I}$ is the approximate natural (undamped) angular frequency squared of the
pendulum bob, i.e.,

$$\omega^2_N = \frac{mgL}{I}. \quad (15)$$

Note that this is not the true natural, undamped angular frequency, as we did not invoke the
small angle approximation, i.e., $\sin \theta \approx \theta$ for small $\theta$ [9]. Moreover, due to the presence of the fluid,
the pendulum bob was not in an undamped setting, so we could not directly calculate $\omega_N$ from
our numerical experiments. However, we used the pendulum’s period, as previously computed in
Section 3.1, and $\gamma$ to compute $\omega^2_N$. For clarity with the undamped case, we define $T_D$ and $\omega_D$ to the
damped period and angular frequency of our pendulum bob from the FSI experiments. Recall the
relationship between $\omega_D$ and $T_D$,

$$\omega_D = \frac{2\pi}{T_D}, \quad (16)$$

and the relationship between $\omega_N$, $\omega_D$, and $\gamma$,

$$\omega^2_D = \omega^2_N - \gamma^2. \quad (17)$$

Hence using Equations (15)–(17), we can compute the natural (undamped) angular frequency,

$$\omega^2_N = \frac{mgL}{I} = \frac{4\pi^2}{T_D^2} + \gamma^2. \quad (18)$$

Using Equations (14) and (18) we found the appropriate parameter values for the reduced ODE
model, as computed from the FSI simulations. Figure 23b–f provides comparison of the FSI and
ODE models’ angular displacement over time for a variety of pendulum bob radii and masses. For
comparative purposes, the ODE model was initialized at the 5th peak of the FSI model and its solution
was computed by propagating both forwards and backwards in time. Moreover we also plotted the
exponential decay, using the 5th peak amplitude as the coefficient, and plotted it in a similar manner
both forwards and backwards in time from the 5th peak.
Figure 23. (a) Slopes of the least squares (linear regression) fits through the peaks of angular displacement over time to compute the exponential decay, $\gamma = -\frac{b}{I}$, for a variety of radii in the $m = 5 \times 10^3$ kg case. (b–f) Comparison of the FSI and ODE models’ angular displacement over time for a variety of masses and radii.
We note that the ODE model only agrees with our FSI model after a few oscillations. If we propagated the ODE model forward in time from the original position of the FSI pendulum, angular displacements were not consistent, see Figure 24. Furthermore, if we used the first peak amplitude (initial angular displacement) as the coefficient on the exponential decay, the FSI model appeared to not agree with its own decay rate. However, the decay rates are consistent, as seen in Figure 23, but the FSI model does not start obeying such decay until after a few oscillations. Thus, the decay rates, \( \gamma = -bI \), were calculated starting with the third peak rather than the initial displacement. We chose the third peak rather than the second as the linear relationship was more prevalent from that point on. This is the same phenomenon from Figure 11 in Section 3.2, where the exponential decay in peak speeds did not start until what appeared to be the second swing.

![Figure 24. Depicting the dynamics if the ODE model started from the original angular displacement of the FSI pendulum rather than the the 5th peak for the case \((m, r) = (5 \times 10^2 \text{ kg}, 0.005 \text{ m})\) and \((m, r) = (5 \times 10^3 \text{ kg}, 0.015 \text{ m})\) for (a,b), respectively. A visualization of the exponential decay is also provided with the coefficient either being \(A_0\), the original angular angular displacement, or \(A_5\), the displacement of the 5th peak.](image)

Overall the reduced ODE model agrees with the FSI model after a few oscillations for different size pendulum bob radii as well as over a spectrum of masses; however, the dynamics during the first swing are substantially different (see Figure 24). This is possibly due to a different fluid drag law on the pendulum, before it settles into the regime where the drag can be modeled as linearly proportional to its velocity.

Lastly, we computed the damping parameter, \(b\), by itself as a function of the mass and radius of the pendulum bob. To compute this, we first found the effective moment of inertia of each case using Equation (18), e.g.,

\[
I = \frac{mgL}{4\pi^2} + \gamma^2, \tag{19}
\]

and then calculated

\[
b = -2\gamma I. \tag{20}
\]

Note that we chose to calculate the effective moment of inertia, \(I\), for each simulation here. Our FSI pendulum bob geometry was not a solid structure, but rather, had a singular mass source at its center, a shell composed of neutrally-buoyant points tethered together, and from the IB formulation, its shell enclosed fluid within. This fluid had the same properties as the backward fluid environment in which the pendulum is immersed. Moreover, as the principle of added mass states that inertia is added to a fluid system when an object is accelerating (or decelerating) through it [21]. Thus, the appropriate moment of inertia, \(I\), to use in the ODE model to match the FSI model is non-trivial.
The damping parameter, $b$, increased as mass increased for a particular radius, see Figure 25. Moreover, as the radius increased for a given mass, $b$ increased as well. While the system appears to be more sensitive to changes in mass, recall that the mass was varied over two orders of magnitudes in value, while the radius varied roughly over one.

![Figure 25. Values of the damping parameter, $b$, as a function of the mass and radius of the pendulum bob.](image)

4. Discussion and Conclusions

Two-dimensional immersed boundary simulations were used to model the swinging motion of a circular pendulum bob under the influence of gravity that was contained within a viscous, incompressible fluid environment. In addition, to the authors knowledge, this is the first fluid-structure interaction (FSI) simulation that explores the motion of an ordinary pendulum system which also offers an open-source complement. The angular displacement data collected from the motion of the pendulum bob was directly compared against the reduced-order damping ODE model that is familiar to most STEM students. In general, the oscillatory dynamics agree between the ODE model and the FSI model (see Section 3.5). However, there were discrepancies in the decay rates between the first few swing’s maximal angular displacements and speeds with those following thereafter. The mechanisms underlying these observations are not fully understood. There appear to be interesting dynamics to probe further involving the pendulum bob’s mass and radius, the vortex wake it creates, the interactions of those vortices with each other and the bob itself, and the resulting drag on the bob during large amplitude oscillations.

Moreover, the ODE model’s linearly-proportional-velocity damping term, i.e., Stokes Drag Law, was appropriate once the pendulum has swung a few times after a large initial angular displacement. During the first initial swing there was an enhancement of drag on the pendulum bob, potentially obeying Rayleigh’s Drag Law and/or from the principle of added mass [24] and/or other complex drag mechanisms involving vortex shedding [23].

Furthermore, we were able to determine the approximate damping parameter, $b$, that fit the ODE model from our FSI model. The damping parameter, $b$, was found to be dependent on both mass and radius of the pendulum (see Section 3.5). Also, through the FSI simulations, we were able to quantify how the drag coefficient, $C_D$, increased with both increasing mass and radius of the pendulum bob (see Section 3.3). On that note, we also illustrated how the pendulum’s period of oscillation was a function of both the mass and radius of the pendulum bob (see Section 3.1).
Beyond the dynamics of the pendulum structure itself, using a FSI model allowed us to peek into the resulting dynamics of the underlying fluid (see Section 3.4), which we would not have otherwise been able to do using the reduced-ODE model alone. While the purpose of this study was to explore the dynamics of a FSI pendulum model, which inherently did not assume any particular drag laws a priori, and compare the results to the ODE model, this framework can be used to further probe into new scientific frontiers that could unravel the enhanced contributions to fluid drag, whether from traveling through your own vortex wake, as suggested by Mathai et al., 2019 [25], vortex shedding as suggested by Bolster et al., 2010 [23], or added mass, as suggested by Bandi et al., 2013 [24]. There are still complex relationships to decrypt between oscillatory amplitude, geometry and mass of the pendulum bob, and fluid scale. The aforementioned studies performed physical experiments with pendulums and used sophisticated visualization techniques, either the Baker electrolytic technique [80] or particle image velocimetry (PIV) [81,82] to visualize the underlying fluid dynamics.

Furthermore, using this FSI framework it is possible to couple multiple pendulum together and study the resulting complex dynamics and/or investigate the motion of a variety of geometric objects being swung as pendulum bobs. We have seen that the size of the pendulum bob affects the underlying fluid dynamics, as observed through different vortex dynamics in Section 3.4; however, one has yet to explore how shape affects the fluid dynamics or motion of the bob itself.

While a student’s first brief foray into fluids may have been through the concept of damped simple harmonic motion involving a pendulum, we hope that this manuscript provides the following context for students in an introductory fluid mechanics course:

- A connection to where students may have seen fluid drag laws previously, i.e., the Stokes Drag Law and Pendulum Motion. Furthermore, it illustrates for students that famous laws of physics were discovered with systems that seem as “basic” as that of a pendulum.
- The differences that may arise between modeling a system using a reduced-order ODE model and attempting to computationally model all aspects of the system to a higher degree. We hope this shows students that reduced models are valuable in that they are usually easier to solve while (hopefully) capturing a bulk of a system’s dynamics. However, there are clear disadvantages as illustrated by the discrepancies that arise between the reduced order model and computational model—many dynamics are not captured in the reduced-model, e.g., the vortex wake or drafting, that maybe particularly interesting or important to understanding the system as a whole.
- Similarly, the full dynamical richness of a system may only be explored by investigating its explicit fluid mechanics, even in a system as seemingly “simple” as a single pendulum immersed in a fluid. Moreover, to even study systems involving fluids and objects immersed therein, it requires either sophisticated experimental techniques or computational expertise. This work shows that a computer can be an immensely powerful tool for performing science. More than that, programming knowledge is highly sought after in this day and age [83,84].
- The observation that even systems that are routinely studied in some introductory courses, like a pendulum, may still have open, exciting research questions that scientists and engineers actively pursue.

To conclude, the pendulum may be an old, historic device that has been studied for millennia; however, under the hood, there are a lot of hidden, complex dynamics left to discover.
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The following abbreviations are used in this manuscript:

| Abbreviation | Full Form |
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| CFD          | Computational Fluid Dynamics |
| FSI          | Fluid-Structure Interaction |
| Re           | Reynolds Number |
| IB           | Immersed Boundary Method |
| ODE          | Ordinary Differential Equation |

Appendix A. Instructor Resources

Teaching Resources:
Associated supplemental files contain slides, movies, and open-source codes pertaining to the paper. It encompasses the following:

1. **Pendulum_Classroom_Supplement.pptx/.pdf**: presentations which may be used in class; slides that tell the story of the paper. Note that the .pptx file has embedded movies in .mp4 format.
2. **Movies**: directory containing movies (.mp4 format) pertaining to each simulation shown in the manuscript.
3. Note that an open-source fluid-structure interaction model of a point-mass pendulum can be found at: https://github.com/nickabattista/IB2d in the sub-directory:
   
   IB2d → matIB2d → Examples → Examples_Education → Pendulum.
4. Visualization software used: VisIt (https://visit.llnl.gov/) (v. 2.12.3)

Appendix B. Immersed Boundary Method

The immersed boundary method [30] was used to model the motion of a pendulum under gravitational acceleration, see Section 2. Although, IB is capable of solving fully coupled fluid-structure interaction systems involving flexible or squishy structures, here we use it to model the stiff boundaries of a pendulum bob immersed within an incompressible, viscous fluid. The fluid motion is governed by the Navier-Stokes equations, given as

\[ \rho \left( \frac{\partial \mathbf{u}(x,t)}{\partial t} + \mathbf{u}(x,t) \cdot \nabla \mathbf{u}(x,t) \right) = -\nabla p(x,t) + \mu \Delta \mathbf{u}(x,t) + \mathbf{f}(x,t) \]  
\[ \nabla \cdot \mathbf{u}(x,t) = 0, \]  

where \( \mathbf{u}(x,t) = (u(x,t), v(x,t)) \) is the fluid velocity, \( p(x,t) \) is the pressure, \( \mathbf{f}(x,t) \) is the force per unit volume (area in 2D) applied to the fluid by the immersed boundary, i.e., the pendulum. The independent variables are the position, \( \mathbf{x} = (x, y) \), and time, \( t \). Equations (A1) and (A2) are conservation laws for the fluid, i.e., the conservation of momentum and mass, respectively. Note that Equation (A2) is known as the incompressibility condition.

The interaction equations between the fluid and the immersed structure are given by

\[ \mathbf{f}(x,t) = \int \mathbf{F}(r,t)\delta(x - X(r,t))dr \]  
\[ \mathbf{U}(X(r,t),t) = \frac{\partial X(r,t)}{\partial t} = \int \mathbf{u}(x,t)\delta(x - X(r,t))dx, \]  

where \( \mathbf{X}(r,t) \) is the position of the immersed boundary, and \( \delta(x) \) is the Dirac delta function.
where \( \mathbf{X}(r, t) \) gives the Cartesian coordinates at time \( t \) of the material point labeled by Lagrangian parameter \( r \), \( \mathbf{F}(r, t) \) is the force per unit area imposed onto the fluid by elastic deformations in the boundary, as a function of the Lagrangian position, \( r \), and time, \( t \). Equation (A3) applies a force from the immersed boundary to the fluid grid through a delta-kernel integral transformation. Equation (A4) sets the velocity of the boundary equal to the local fluid velocity.

As suggested in Section 2.2, the deformation force equation, \( \mathbf{F}(r,t) \), is specific to the system being explored. For this pendulum model, it takes the following form

\[
\mathbf{F}(r, t) = \mathbf{F}_{\text{spr}} + \mathbf{F}_{\text{target}} + \mathbf{F}_{\text{Mass}},
\]

that is the summation of forces arising from spring, target point, and massive point deformations pertaining over each Lagrangian point being modeled with one or more of this model features.

**IB Algorithm**

In our pendulum model, we imposed periodic boundary conditions on a square domain. To solve Equations (A1)–(A4) we need to update the velocity, pressure, and both the position of the boundary and forces acting on it from the previous time-step data, time \( n \). IB traditionally does this in the following steps [30,39]:

**Step 1:** Calculate the force density, \( \mathbf{F}^n \) on the immersed boundary, from its current boundary configuration at time \( n \), \( \mathbf{X}^n \).

**Step 2:** Use Equation (A3) to spread the force from the Lagrangian boundary to the Eulerian (fluid) mesh to compute \( \mathbf{f}^n \).

**Step 3:** Solve the Navier-Stokes equations, A1 and A2, on the Eulerian grid, thus updating \( \mathbf{u}^{n+1} \) and \( p^{n+1} \) from \( \mathbf{u}^n, p^n \), and \( \mathbf{f}^n \).

**Step 4:** Update the Lagrangian point positions, \( \mathbf{X}^{n+1} \), using the local fluid velocities, \( \mathbf{U}^{n+1} \), computed from \( \mathbf{u}^{n+1} \) and (A4).

We quickly note that to approximate the integrals in Equations (A3) and (A4), discretized (and regularized) delta functions were used. We chose to use the delta functions described in [30], i.e., \( \delta_h(x) \),

\[
\delta_h(x) = \frac{1}{h^3} \phi \left( \frac{x}{h} \right) \phi \left( \frac{y}{h} \right) \phi \left( \frac{z}{h} \right),
\]

where \( \phi(r) \) is defined as

\[
\phi(r) = \begin{cases} 
\frac{1}{8} (3 - 2|r| + \sqrt{1 + 4|r| - 4r^2}), & 0 \leq |r| < 1 \\
\frac{1}{8} (5 - 2|r| + \sqrt{-7 + 12|r| - 4r^2}), & 1 \leq |r| < 2 \\
0, & 2 \leq |r|.
\end{cases}
\]

**Appendix C. Additional Pendulum Data**

In this appendix we provide complementary data to the data presented in Section 3, e.g., if we provided a figure that contained a variety of masses for a particular radius (as in Figure 6), here we will provide the opposite—a variety of radii for particular cases of mass (as in Figure A1 below). These figures are provided for additional clarity in regards to the comparisons being discussed and analyzed.

First we provide the angular displacement (in radians) over time (in seconds) for cases of pendulums with the same mass, but different radii in Figure A1. This data is to illustrate clearly that pendulum bobs with the same mass can experience different oscillatory patterns for different radii. Moreover, it appears that by increasing mass orders of magnitude, from \( 2 \times 10^2 \) kg to \( 2 \times 10^3 \) kg to \( 1 \times 10^4 \) kg could result in the pendulum bob undergoing different regimes of oscillation—either underdamped to overdamped.
Figure A1. Depicting the angular displacement (radians) vs. time (s) for pendulums with the same mass but different radii. (a–c) give data for a specific mass, either $m = 1 \times 10^4$ kg, $2 \times 10^3$ kg, or $2 \times 10^2$ kg, respectively, and a variety of radii in each.

Next we provide a plot of the height the pendulum reaches (in meters) as a function of the peak number in angular displacement for $m = 1 \times 10^4$ kg and a variety of radii in Figure A2. This illustrates that as the radius increases, the height decreases. Not only does the height decreases as the radius increases, the linear speed of the pendulum also decreases as well, as given in Figure A3. Our simulations suggest that smaller pendulum bobs generally move faster than larger ones for a given mass. In both of these figures, among all cases, both the speed and height decay exponentially as illustrated by the semi-logarithmic plots in Figures A2b and A3b. These data are provided to suggest that as the size of the pendulum increases, there must be more drag force acting on the bob to decelerate their speed and thus not allow them to reach as great of heights (angular displacements) as other smaller bobs.

Figure A2. (a) Plot illustrating the decay of the height (m) that the pendulum bob reaches as the pendulum continues to swing for the case of $m = 1 \times 10^4$ kg for a variety of radii. The peak amplitude decays exponentially as illustrated by the linear relationship between the logarithm of the amplitude against peak number, as shown in (b).
Figure A3. (a) Plot depicting the linear speed of the pendulum bob against non-dimensional time given as the # of swings (half a full displacement cycle) for the case of $m = 1 \times 10^3$ kg for a variety of radii. Speed peaks in the middle of a swing corresponding to when the pendulum has zero angular displacement from the vertical and the peak speed appears to decay exponentially, given by the linear relationship in (b).

Furthermore we also provide more detailed phase space explorations of linear speed (m/s) versus angular displacement (radians) in Figures A4 and A5. Figure A4 provides the phase space of linear speed versus angular displacement for the case of $m = 5 \times 10^3$ kg and a variety of radii, while Figure A5 selects four radii ($r = 0.001$ m, $r = 0.005$ m, $r = 0.0015$ m, and $r = 0.025$ m) and varies mass. Similar topological structures are observed, where the data collapses onto a parabolically-capped cone. This is intuitive as both the peaks in angular displacement and speed decrease over time; however, what is particularly interesting is that the cone angle looks to be approximately conserved among all cases.

Figure A4. (a) Phase space of linear speed of the pendulum bob vs. angular displacement (radians) for a variety of radii in the case of $m = 5 \times 10^3$ kg. (b) A closer look at the last simulated cycle’s phase space for each case.
Figure A5. Phase space of linear speed of the pendulum bob vs. angular displacement (radians) for a variety of masses for cases: (a) $r = 0.001$ m, (b) $r = 0.005$ m, (c) $r = 0.015$ m, and (d) $r = 0.025$ m.

Finally we provide data depicting the drag force (N) over time for 3 different radii ($r = 0.015$ m, $r = 0.020$ m, and $r = 0.025$ m) over a variety of masses. Compared to Figure 14, we notice that for the same radius but different masses, the drag forces begin to overlap with time. Specifically, the drag forces corresponding to larger masses decay more rapidly. This could also be surmised from Figure 17c,d, which show an increased average drag coefficient during the higher mass cases for a specific radius.
Figure A6. Drag forces (N) over time in seconds for a variety of masses for cases with (a,d) $r = 0.015$ m, (b,e) $r = 0.020$ m, and (c,f) $r = 0.025$ m. The semi-log data is provided in (d–f) to highlight a linear relationship between the logarithm of the drag force and time. This linear relationship suggests an exponential decay in drag force over time.
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