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Abstract. In this work, we obtain the numerical temperature field to a thermally developing fluid flow inside parallel plates problem with a quantum computing method. The physical problem deals with the heat transfer of a steady state, hydrodynamically developed and thermally developing fluid flow inside two parallel plates channel subjected to a prescribed constant heat flux. Its solution is formulated numerically with Finite Differences method, where a sequence of linear systems must be solved in order to determine the complete temperature field. Such linear systems are written as discrete unconstrained optimization problems with floating points being approximated using binary variables and solved using near-term quantum heuristics. Due to the exponential cost of simulating quantum algorithms, a reduced number of qubits had to be used in the simulations, causing a loss of precision in the results. However, this work advances the state of the art of solutions of differential equations with noisy quantum devices and could be used for useful applications when quantum computers with thousands of qubits become available.
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1. INTRODUCTION

Computational Heat Transfer emerges in the sixties as a way to solve problems that were previously intractable analytically. As the decades progressed, many advances in computational techniques have been made, such as numerical methods for differential equations, increasingly efficient optimization methods, artificial intelligence applied to physics, and many others. All these efforts were allied to the stellar development of the digital computer in order to obtain increasingly faster and more reliable solutions. Nevertheless, a physical limit exist in this scenario, which is the way computers work today. In [Lloyd (2000)], the physical limits of current computing are explained quantitatively.

Quantum computing was proposed by [Feynman (1982)] as an alternative for solving intractable computational tasks for classical computing, taking advantage of quanta systems properties such as superposition, entanglement and interference. [Deutsch (1985)] formalized the notion of a quantum computer, an important advance in quantum computing. Later, [Shor (1997)], worked out a very efficient way of performing a Fourier transform using a quantum computer, and applied it to formulate an efficient quantum algorithm for factoring large numbers. According to [Preskill (2021)], advances on building quantum devices were made, until reaching the era of Noisy Intermediate Scale Quantum (NISQ) devices. Recently, algorithms capable of dealing with the noise of quantum computers have been developed. Examples of these algorithms and their applications can be seen in the work proposed in [Cerezo et al. (2021)].

Theoretical approaches to solving nonlinear differential equations in fault-tolerant quantum computers can be seen in [Lloyd et al. (2020); Harrow et al. (2009)]. Evidence of exponential speed-up in solving linear systems can be seen in [Harrow et al. (2009)], which could also be applied to solutions of discretized differential equations. However, the algorithm assumes the possibility of efficiently preparing quantum states and, for its implementation, it is also necessary to decompose matrices into Pauli operators, whose cost is also exponential. In the work of [Bravo-Prieto et al. (2019)], a quantum variational algorithm approach was created for the solution of linear equations, in which state preparations and matrix decomposition in Pauli operators are also required.

The main objective of this work is to use a quantum algorithm in order to solve a two dimensional heat transfer problem that deals with a steady state, hydrodynamically developed and thermally developing fluid flow inside two parallel plates channel subjected to a prescribed constant heat flux. The mathematical formulation includes convection in one direction, where the flow velocity is known. Its solution is formulated numerically with Finite Differences method. Firstly, the problem is described and formulated with all the boundary conditions. This yields a partial differential equation with two
spatial dimensions. Secondly, the equation is discretized with derivative approximations, yielding a linear system that must be solved sequentially. The complete solution of these systems yields the two dimensional temperature profile inside the channel. In order to obtain the solution of these linear systems with a quantum algorithm, such systems are modeled as unconstrained discrete optimization problems, writing the real variables through floating point approximations, and solved using a heuristic for near-term quantum computers called the Quantum Approximate Optimization Algorithm (QAOA). Our contribution is in the modeling and implementation of quantum algorithms for the solution of any nonlinear partial differential equations in NISQ computers. The amount of variables involved in the floating point approximation of the solution is directly related to the accuracy of the algorithm. The number \( n \) of quantum bits needed to implement the model scales linearly with the order \( M \) of the system matrices and has a factor \( R \) that represents the number of quantum bits used in the floating point approximation. Therefore, we can write the complexity in number of qubits as \( n = \mathcal{O}(R \times M) \) which can also be thought of as \( n \approx \mathcal{O}(M) \) since the factor \( R \) is not scales directly with the number of variables.

2. PHYSICAL PROBLEM FORMULATION AND SOLUTION

Consider a hydrodynamically developed and thermally developing fluid flow inside a two parallel plates channel subjected to a constant heat flux \( q'' \) (Bejan, 2013; Shah and London, 1978), as presented schematically in Fig. (1). The temperature field \( T(x, y) \) can be spatially described with the coordinates \( x \) and \( y \), being the fluid velocity \( u(y) \) a function of the vertical coordinate \( y \).

Figure 1. Schematic representation of the parallel plates system showing the height dependence of the fluid velocity with the transversal coordinate

2.1 Mathematical formulation

In the formulation of the heat transfer problem, viscous dissipation, free convection, and axial conduction effects are neglected. Furthermore, all the thermal and physical parameters are considered constant. Based upon such hypothesis, the mathematical formulation that describes the temperature field \( T(x, y) \) can be written as (Bokar and Özisik, 1995)

\[
k \frac{\partial^2 T(x, y)}{\partial y^2} = u(y) \rho c_p \frac{\partial T(x, y)}{\partial x}, \text{ in } 0 < x < b \text{ and } 0 < y < h \tag{1a}
\]

\[
-k \frac{\partial T(x, y)}{\partial y} \bigg|_{y=0} = q'', \text{ with } 0 < x < b \tag{1b}
\]

\[
k \frac{\partial T(x, y)}{\partial y} \bigg|_{y=h} = q'', \text{ with } 0 < x < b \tag{1c}
\]

\[
T(0, y) = f(y), \text{ in } 0 \leq y \leq h \tag{1d}
\]

\[
u(y) = 6u_m \frac{y}{h} \left(1 - \frac{y}{h}\right) \tag{1e}
\]

where \( k \) is the thermal conductivity, \( u(y) \) is the fluid velocity field, \( \rho \) the specific mass, \( c_p \) the specific heat, \( f(y) \) is the inlet temperature profile, \( h \) is the height of the channel, and \( b \) its length. The fluid velocity \( u(y) \) is parabolic and the no-slip condition is considered, where, at the boundaries, the fluid assumes zero velocity relative to the boundary.
2.2 Numerical solution

To numerically solve the problem described by Eq. (1), consider the mesh presented in Fig. (2), where the nodes \( i \) and \( j \) are related to spatial coordinates \( x \) and \( y \), respectively.

![Figure 2. Schematic representation of the computational mesh used to discretize the mathematical domain](image)

Using a finite difference implicit formulation, centered for \( y \) and backwards for \( x \), the second and first order derivative approximations at nodes \((i+1, j)\) can be written as (Özišik et al., 2017)

\[
\frac{\partial^2 T(x, y)}{\partial y^2} \approx \frac{T_{i+1,j+1} - 2T_{i+1,j} + T_{i+1,j-1}}{\Delta y^2} \quad (2a) \\
\frac{\partial T(x, y)}{\partial x} \approx \frac{T_{i+1,j} - T_{i,j}}{\Delta x} \quad (2b)
\]

where \( \Delta x \) and \( \Delta y \) are the incremental step sizes in the \( x \) and \( y \) directions. Replacing the derivative terms in Eq. (1) by the approximations presented in Eqs. (2), the following expression is obtained

\[
-r_j T_{i+1,j-1} + (2r_j + 1) T_{i+1,j} - r_j T_{i+1,j+1} = T_{i,j} \quad \text{for } i = 2, 3, ..., M - 1 \text{ and } j = 2, 3, ..., N - 1 \quad (3)
\]

where \( r \) is a group of parameters that have a dependence in the \( y \) coordinate, due to velocity \( u(y) \), defined as

\[
r_j = \frac{k}{\rho c_p \Delta y^2} \frac{\Delta x}{u_j} \quad \text{for } j = 2, 3, ..., N - 1 \quad (4)
\]

Forward and backward differences are used to discretize the first and last boundary at \( y = 0 \) and \( y = h \), respectively, and, in order to maintain the same truncation order error given by discretizations with differences presented in Eq. (2), the following three point differences are used

\[
\left. \frac{\partial T(x, y)}{\partial y} \right|_{y=h} \approx \frac{T_{i+1,N-2} - 4T_{i+1,N-1} + 3T_{i+1,N}}{2\Delta y} \quad (5a) \\
\left. \frac{\partial T(x, y)}{\partial y} \right|_{y=0} \approx -3T_{i+1,1} + 4T_{i+1,2} - T_{i+1,3} \quad (5b)
\]

and, replacing them in the boundary conditions of Eq. (1), it is possible to obtain

\[
T_{i+1}^{N-2} - 4T_{i+1}^{N-1} + 3T_{i+1}^N = \frac{q'}{k} 2\Delta y \quad (6a) \\
-3T_{i+1}^1 + 4T_{i+1}^2 - T_{i+1}^3 = -\frac{q''}{k} 2\Delta y \quad (6b)
\]
and finally, combining Eqs. (3) and (4), it is possible to write the following linear system

$$
\begin{bmatrix}
-3 & 4 & -1 & 0 & \cdots & 0 \\
-r_2 & (2r_2 + 1) & -r_2 & 0 & \cdots & 0 \\
0 & -r_3 & (2r_3 + 1) & -r_3 & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & 0 & -r_{N-1} & (2r_{N-1} + 1) & -r_{N-1} \\
0 & \cdots & 0 & 1 & -4 & 3 \\
\end{bmatrix}
\begin{bmatrix}
T_1 \\
T_2 \\
T_3 \\
T_4 \\
T_{N+1} \\
\end{bmatrix}
= 
\begin{bmatrix}
-q^2 \Delta y/k \\
T_2 \\
T_3 \\
T_{N-1} \\
q^2 \Delta y/k \\
\end{bmatrix}

$$

(7)

which yields as solution the vertical temperature points at the “next” step $i + 1$, therefore making it a marching problem that is necessary to solve for $i = 1, 2, M - 1$.

### 3. QUANTUM COMPUTING

Quantum computing uses principles of quantum mechanics to perform computational tasks. For this to be possible, quantum systems of two discrete energy levels are used (e.g. spins in quantum dots, superconducting circuits, trapped-ions, etc.) to form a computational basis, $B = \{0, 1\}$, where each energy level corresponds to one of the base states. In quantum computing, the basic unit of information is the quantum bit, or qubit, defined mathematically as

$$
|\psi\rangle = \alpha_0 |0\rangle + \alpha_1 |1\rangle = \begin{bmatrix} \alpha_0 \\ \alpha_1 \end{bmatrix}
$$

(8)

where $|0\rangle$ and $|1\rangle$ are vectors represented in Dirac’s notation and $\alpha_0$ and $\alpha_1$ are complex numbers that must satisfy the normalization condition $|\alpha_0|^2 + |\alpha_1|^2 = 1$. The qubit state conjugate transposed vector is represented in Dirac notation as $\langle \psi | = (\alpha_0^* \ \alpha_1^*)$. Such vectors form an orthonormal basis $b = \{|0\rangle, |1\rangle\}$. The vectors of the computational basis can be represented in the standard form of linear algebra as

$$
|0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad \text{and} \quad |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
$$

In systems involving multiple qubits, we represent the overall state of the system as a tensor product of the state of each of the $n$ qubits, such as $|\psi_0\psi_1...\psi_n\rangle \equiv |\psi_0\rangle \otimes |\psi_1\rangle \otimes ... \otimes |\psi_n\rangle$. The quantum state involving multiple qubits can also be written more compactly, in decimal base, as

$$
|\psi_0\psi_1...\psi_n\rangle = \sum_{i=0}^{2^n-1} \alpha_i |i\rangle,
$$

(9)

which as can be seen, can be written as a linear combination of $2^n$ eigenstates of the computational base. This means that it is a high-dimensional space, the Hilbert space, which scales exponentially with the number of qubits. The physical explanation of the linear combination of these vectors is due to the superposition of states, which makes it possible to create and operate on all eigenstates simultaneously. An operation, $U$, on an initial quantum state, $|s\rangle$, produces a linear transformation such that

$$
U|s\rangle = |\psi_f\rangle.
$$

(10)

The mathematical representation of quantum operators is given through unitary matrices ($U^\dagger U = I$). Therefore, a quantum circuit is a successive set of unitary operations on any initial state. A quantum operator acting on a superposition state will be acting on all eigenstates simultaneously. A quantum operator can also be factored as a tensor product of other lower-order operators, such as $U = U_0 \otimes U_1 \otimes ... \otimes U_n$. In a system with $n$ qubits, an operation involving all of them is represented by a unit matrix of order $2^n \times 2^n$.

In quantum computing, a measurement on a quantum state is probabilistic and can be represented as a projection of the measured vector on the computational basis. Each eigenstate of the computational basis, $|i\rangle$, of a quantum state, $|\phi\rangle$, has a probability of being measured, which can be calculated by Born’s Rule, as

$$
p(|i\rangle) = |\langle i |\phi\rangle|^2 = |\alpha_i|^2.
$$

(11)

Therefore, to characterize a quantum state in terms of probability amplitudes, a sufficient set of measurements must be performed on the state. However, quantum algorithms must be developed in such a way that a relatively small number of measurements are necessary. A review on basic quantum computing and algorithms can be seen in Portugal (2022).
3.1 Variational Quantum Algorithms

Quantum algorithms have been proposed to investigate potential advantages in optimization problems. Due to the need for fault-tolerant and error-corrected quantum computers for the implementation of some quantum algorithms, in this work, we will keep our attention on algorithms capable of being implemented in Noisy Intermediate Scale Quantum (NISQ) devices, which can be applied in near-term. The main idea behind quantum approximate optimization is to optimize a quantum circuit to obtain the lowest expected energy value of a given Hamiltonian cost, \( \mathcal{H} \), written as

\[
\langle \psi | \mathcal{H} | \psi \rangle = \sum_{x=0}^{E_{i}p_{i}} | i \rangle,
\]

where \( E_{i} \) and \( p_{i} \) are the energy associated to the eigenstate \( | i \rangle \) and its probability, respectively. Such algorithms are mostly Variational Quantum Algorithms (VQAs), which can be seen in Cerezo et al. (2021), Peruzzo et al. (2014), Farhi et al. (2014), where a quantum circuit, parametrized by rotation angles, \( \vec{\theta} \), is created in order to generate a statevector \( | \psi(\vec{\theta}) \rangle \). The parametrized quantum circuit is oftenly called ansatz, which can be implemented as a heuristic pattern using rotation single quantum gates and controlled-NOT operators. Angles from rotation gates are updated iteratively through classical optimization until the minimum expected value is obtained as can be seen in Fig. 3.

![Figure 3. Schematic workflow representing Variational Quantum Algorithms.](image)

The cost hamiltonian, \( \mathcal{H} \), is an objective function written as an Ising Model, whose spin variables are \( z_{i} \in \{-1, +1\} \). Therefore, it is an unconstrained optimization problem with binary discrete variables. A Quadratic Unconstrained Binary Optimization (QUBO) can be mapped to an Ising Model and vice-versa through the relation \( z_{i} = 2s_{i} - 1 \), where \( s_{i} \in \{0, 1\} \) are QUBO variables.

3.2 Quantum Approximate Optimization Algorithm (QAOA)

The Quantum Approximate Optimization is a variational algorithm of quantum computing, developed by Farhi et al. (2014), suitable for solving discrete optimization problems. The algorithm consists of modeling the objective function as an Ising Hamiltonian and transforming it into unitary operators, applying such operators in an input state, measuring the expected values, updating the parameters and repeating the process until that the cost function is minimized. When the energy of the objective function is minimized, the probability distribution (obtained after measuring the wavefunction \( | \psi \rangle \) with the optimal parameters) has a higher occurrence of the eigenstate of \( | \psi \rangle \) which gives the best configuration for the problem.

3.2.1 Ising model

The model of the behavior of ferromagnetic materials can be described by the Ising Hamiltonian. The model represents a chain of spin 1/2 particles, which interact in pairs, each constituent being subject to a magnetic field of magnitude \( h_{i} \). As spin 1/2 particles can assume only two dipole moment directions (“up” and “down”), the interaction between each pair of particles provides an energy (positive or negative) according to the spin orientations. To find the configuration of the dipole moments that provides the lowest possible energy value of the system, the following objective function must be minimized:

\[
C(z) = - \sum_{<ij>} z_{i}z_{j} - \sum_{i} h_{i}z_{i}.
\]

The variables \( z_{i} \) of the objective function can only take on unit values, whether positive or negative, that is, \( z_{i} \in \{-1, +1\} \).
The variables can be written as Pauli-Z operators ($\sigma_z$), since $\pm 1$ are eigenvalues of $\sigma_z$, associated with the spin eigenfunctions of the particles.

### 3.2.2 Gamma Operator

The Gamma Operator (or Phase Operator) represents the interactions between adjacent particles, as well as the response of the particles to the applied magnetic field. It is about writing the objective function of the problem (Equation 13) as a unit operator so that it can be applied directly in the circuit. As seen, the operator described in Equation 13 is non-unitary, since it does not satisfy the criterion of Equation 7. However, each term of the sum (neglecting the coefficients) is a unitary operator. To describe this Hamiltonian, the Gamma Operator is defined through the relation

$$U(C, \gamma) = e^{-i\gamma C(z)} = e^{i\gamma \sum_{i<j>} z_i z_j + i\gamma \sum_i h_i z_i}.$$  

(14)

As $C(z)$ is expressed in terms of the Pauli-Z operators and the tensor product between them generates diagonal matrices, $U(C, \gamma)$ is also a diagonal matrix (but unitary), where the parameter $\gamma$ is one of the variational parameters used in QAOA. Thus, the operator $U(C, \gamma)$ can be written as the unit operation

$$U(C, \gamma) = \prod_{i<j>} e^{i\gamma Z_i Z_j} \prod_{i=0}^N e^{i\gamma h_i Z_i}.$$  

(15)

This operator (as well as tensor products between Pauli-Z matrices) takes the form of a diagonal matrix, where the diagonal elements are complex exponentials that add phases in the quantum state in which it is applied.

### 3.2.3 Mix Operator

The operator $U(B, \beta)$ is applied with the objective of mixing the amplitudes (generating destructive and constructive interferences) making it possible to better explore the search space and increasing the chances of finding, with greater precision, the global optimal point of the objective function. The Mixing Operator can be described mathematically as

$$U(B, \beta) = e^{-i\beta \sum_{j=0}^N X_j} \equiv \prod_{j=0}^N e^{-i\beta X_j}.$$  

(16)

Such an operator can be constructed using only rotation operations on individual qubits of type RX. However, the efficiency of this operator is directly linked to the convergence time and the accuracy of the algorithm. The equation describes the operator in its simplest form, represented only as rotations around the $x$ axis of the Bloch Sphere.

### 3.2.4 QAOA objective function: Measuring Expected Values

The unit operations presented in the previous subsections can be represented as quantum circuit diagrams. In QAOA, each set of the operations in question are known as layers. The $i$th layer of the circuit can be written as $U(\gamma_i, \beta_i) = U(B, \beta_i)U(C, \gamma_i)$, and, therefore, the sequence of these operators represents the general operator of the QAOA. The greater the number of layers, the greater the number of circuit parameters and, consequently, the greater the accuracy of the result. As with VQE, the objective function of QAOA is also an expected value. The difference between them is that, in the VQE, a generic ansatz is used and in the QAOA, in turn, the ansatz is constructed from the objective function. The performance of the QAOA general operator on the input state $|s\rangle$ can be considered as follows:

$$|\vec{\gamma}, \vec{\beta}\rangle = (U(B, \beta_0)U(C, \gamma_0))...(U(B, \beta_1)U(C, \gamma_1))(U(B, \beta_0)U(C, \gamma_0))|s\rangle.$$  

(17)

As it is of interest to find the lowest energy configuration for the Hamiltonian, the objective function of the problem is, again, the function of the expected energy values, which, if minimized, returns the lowest energy eigenvalue of the system. The objective function of the problem can be expressed as

$$\langle C(Z) \rangle \equiv \langle \vec{\gamma}, \vec{\beta}|C(Z)|\vec{\gamma}, \vec{\beta}\rangle.$$  

(18)

As seen in previous chapters, the expected value of energy can also be written as an average value. When the quantum state is prepared and measured a sufficient number of times, the probability distribution obtained allows us to calculate the expected value as the sum of the number of times each eigenstate of the wavefunction was measured, multiplied by their respective associated energies. The variational parameters, $\gamma$ and $\beta$, are updated iteratively through classical optimization.
methods until the lowest energy eigenvalue is found. As these are combinatorial optimization problems, the problem is
centered with the eigenstate of the computational base associated with the smallest eigenvalue, which is composed of
the bitstring formed by the optimal configuration of the problem. As seen, the QAOA can be used to find the configuration
that minimizes the energy of the Ising Hamiltonian. As it is an optimization problem with discrete variables, it is clear
that the algorithm is a good candidate to solve problems of this nature.

3.3 Warm-start quantum approximation

One of the biggest challenges for variational quantum algorithms to overcome is the barren plateau phenomenon, in
which the cost for the parameter training becomes prohibitively high as the number of parameters increase due to the van-
ishing of the cost function partial derivatives [Cerezo et al. (2020)]. One of the main approaches to mitigate the impact of
barren plateaus is to choose a good parameter initialization strategy. Poor initialization strategies, as randomly initializing
the parameter values, can lead to the algorithm starting far from the solution, near a local minima. More refined initial-
ization strategies were proposed which were shown to have an exponentially advantage over random initialization [Zhou
et al. (2020)].

Warm-starting quantum optimization developed by [Egger et al. (2021)] is a strategy applied to integer programming
and combinatorial optimization problems. First the problem to be optimized is relaxed, by replacing binary variables
with continuous ones, and a classical solver is utilized to solve the problem in linear time. After that, the solution for the
relaxed problem is used as the basis for the first set of parameters in the VQA. This strategy allows the quantum algorithm
to inherit the performance guarantees of the classical algorithm.

4. LINEAR SYSTEM PROBLEM AS AN ISING MODEL

The quantum approximate optimization described in the previous section is suitable for unconstrained optimization
problems. Since to solve the two dimensional convection heat transfer problem, discretized in finite elements, we need
to solve successive linear systems of the type $A\vec{s} = \vec{b}$, the initial strategy is to transform the problem of solving linear
systems into an unconstrained optimization problem, as an objective function written as

$$f(\vec{s}) = \|A\vec{s} - \vec{b}\|^2.$$  \hfill (19)

Here, the variables are such that $\vec{s} \in \mathbb{R}$, however, to deal with this evolutionary heuristic, we are interested in dealing
with binary variables. Therefore, we will use an R-bit approximation to write the components of the vector $\vec{s}$ as an
approximation using binary variables. As the solution vector is composed of temperatures in Kelvin (K) of points on the
mesh, we can only worry about approximating positive real numbers. In this case, each variable $s_i$ can be written in terms
of binary variables $q_{i,r}$ through the R-bit approximation as $s_i = \sum_{r=-R}^{R} q_{i,r} 2^r$. However, an Ising model cost function
is required to mapping such cost function into unitary quantum operators easily. Thus, the (Eq. [19]) can be rewrite the
R-bit approximation in terms of spin variables as $s_i = \sum_{r=-R}^{R} (\frac{z_{i,r} + 1}{2}) 2^r$ and the objective function is written following
discrete optimization problem

$$q^* = \operatorname{arg\,min}_{q \in \{0,1\}^{R \times M}} \left( \sum_{k=1}^{M} \left( \sum_{i=1}^{M} \sum_{r=-R}^{M} a_{k,i} \left( \sum_{r=-R}^{R} \left( \frac{z_{i,r} + 1}{2} \right) 2^r \right) - b_k \right)^2 \right)$$ \hfill (20)

whose variables are $z \in \{-1, +1\}$. Therefore, the problem of solving a linear system has been mapped to an Ising model or
QUBO. A quantum eigenstate, written in the computational basis can be evaluated in the objective function (Eq. [20])
and the result is interpreted as the energy associated with the given eigenstate. The mean value of the all measured eigenstates
is the expected value of energy (Eq. [18]).

5. RESULTS AND DISCUSSION

To obtain the results presented in this work for both the regular and quantum computing approaches, all the simulations
consider the fluid as air, with parameters and conditions as presented in Tab. [Liu and Ozisik (1996)]. The increments
$\Delta x$ and $\Delta y$ are chosen in order to obtain the total number of $N = 5$ and $M = 5$, which generates a discretized mesh of
$5 \times 5 = 25$ points. The inlet temperature $T(0, y) = f(y)$ is defined as a step function with values $4 ^\circ C$ for $0 \leq y \leq h/2$
and $8 ^\circ C$ for $h/2 < y \leq h$.

In this experiment, an iterative routine for solving linear systems was implemented warming-start quantum optimization.
The experiment was carried out using 5-bit approximation with $r = [0, 4]$ (only integer representation of the
temperatures) in order to saving computational resources, since simulating quantum circuits has exponential computa-
tional cost associated. The two dimensional heat transfer problem was discretized in order to create $5 \times 5$ matrices. The
required number of qubits, in that settings, are $R \times M = 20$. In order to compare the solution found by both (classical
and quantum) algorithms, the 2D temperature profiles obtained can be seen in Fig. [4] and Fig. [5]
Table 1. Thermal and physical parameters used to solve the heat transfer problem.

| Parameter | Value   | Dimension | Observation       |
|-----------|---------|-----------|-------------------|
| $k$       | 0.0265  | [W/m.K]   | Thermal conductivity |
| $c_p$     | 2000.0  | [J/kgK]   | Specific heat      |
| $\rho$    | 1.1614  | [kg/m$^3$] | Specific mass      |
| $h$       | 0.01    | [m]       | Spacing between plates |
| $b$       | 1.0     | [m]       | Plate length       |
| $u_m$     | 2.0     | [m/s]     | Fluid velocity     |
| $q$       | 50.0    | [W/m]     | Heat flux at the plates |
| $\Delta x$ | 20      | [m]       | Spatial increment in $x$ |
| $\Delta y$ | 0.50    | [m]       | Spatial increment in $y$ |

Figure 4. Two-dimensional temperature field simulated through numerical methods of classical computation. The vertical and horizontal axes vary, respectively, as $0.00 \leq y \leq h$ and $0.0 \leq x \leq b$.

Figure 5. Two-dimensional temperature field simulated using QAOA. In this simulation, the floating point approximation was performed using 5 qubits (R=5) only for integers and therefore, $r \in \{0, 1, 2, 3, 4\}$, limiting the precision of the solution.

The choice to simulate using a 5-bit floating point approximation is due to the exponential cost of simulating quantum computing. Each operation in a quantum circuit with $n$ qubits acts on a state vector of dimension $2^n$. However, a similar behavior was observed in the temperature field, although the error has propagated since the first iteration, since the approximation was only by integers.

6. CONCLUSIONS

Quantum computing has the potential to offer an advantage over classical computing due to quantum properties that make it possible to create and manipulate higher-order states. However, to develop algorithms that take advantage of these phenomena, it is necessary to deal with a new computing paradigm. In this work, we discuss a way to model nonlinear partial differential equations to be solved with NISQ devices, through the finite difference method and with the use of variational algorithms, which contributes to the advancement of the state of the art in the development and applications of quantum algorithms, since a variety of problems can be solved using the same framework. The results showed that QAOA is able to find satisfactory results in solving linear equations problems, but in this work, because of computational limitations and exponential cost to simulate QAOA, we restricted ourselves to working with a reduced number of qubits, leading to inaccurate results. Although such a lack of precision occurred, this was in fact the expected result. Thousands of qubits will be needed before QAOA and its variants can be used to solve these problems, due to the linear relationship between the dimensionality of the problem and the number of qubits. However, the qubits used will not necessarily be error-corrected due to the characteristics of the heuristic itself, which requires low-depth circuits and few measurements of the final state.
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