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Abstract

In data-to-text Natural Language Generation (NLG) systems, computers need to find the right words to describe phenomena seen in the data. This paper focuses on the problem of choosing appropriate verbs to express the direction and magnitude of a percentage change (e.g., in stock prices). Rather than simply using the same verbs again and again, we present a principled data-driven approach to this problem based on Shannon’s noisy-channel model so as to bring variation and naturalness into the generated text. Our experiments on three large-scale real-world news corpora demonstrate that the proposed probabilistic model can be learned to accurately imitate human authors’ pattern of usage around verbs, outperforming the state-of-the-art method significantly.

1 Introduction

Natural Language Generation (NLG) is a fundamental task in Artificial Intelligence (AI) (Russell and Norvig, 2009). It aims to automatically turn structured data into prose (Reiter, 2007; Belz and Kow, 2009) — the opposite of the better-known field of Natural Language Processing (NLP) that transforms raw text into structured data (e.g., a logical form or a knowledge base) (Jurafsky and Martin, 2009). Being dubbed “algorithmic authors” or “robot journalists”, NLG systems have attracted a lot of attention in recent years, thanks to the rise of big data (Wright, 2015).

The use of NLG in financial services has been growing very fast. One particularly important NLG problem for summarizing financial or business data is to automatically generate textual descriptions of trends between two data points (such as stock prices). In this paper, we elect to use relative percentages rather than absolute numbers to describe the change from one data point to another. This is because an absolute number might be considered small in one case but large in another, depending on the unit and the context (Krifka, 2007; Smiley et al., 2016). For example, 1000 British pounds are worth much more than 1000 Japanese yen; a rise of 100 US dollars in car price might be negligible but the same amount of increase in bike price would be significant. Given two data points (e.g., on a stock chart), the percentage change can always be calculated easily.

The challenge is to select the appropriate verb for any percentage change. For example, in newspapers, we often see headlines like “Apple’s stock had jumped 34% this year in anticipation of the next iPhone . . .” and “Microsoft’s profit climbed 28% with shift to Web-based software . . .”. The journalists writing such news stories use descriptive language such as the verbs like jump and climb to express the direction and magnitude of a percentage change. It is of course possible to simply keep using the same neutral verbs, e.g., increase and decrease for upward and downward changes respectively, again and again, as in most existing data-to-text NLG systems. However, the generated text would sound much more natural if computers could use a variety of verbs suitable in the context like human authors do.

Expressions of percentage changes are readily available in many natural language text datasets and...
can be easily extracted. Therefore computers should be able to learn from such expressions how people decide which verbs to use for what kind of percentage changes.

In this paper, we address the problem of verb selection for data-to-text NLG through a principled data-driven approach. Specifically, we show how to employ Bayesian reasoning to train a probabilistic model for verb selection based on large-scale real-world news corpora, and demonstrate its advantages over existing verb selection methods.

The rest of this paper is organized as follows. In Section 2, we review the related work in literature. In Section 3, we describe the dataset used for our investigation. In Section 4, we present our probabilistic model for verb selection in detail. In Section 5, we conduct experimental evaluation. In Section 6, we discuss possible extensions to the proposed approach. In Section 7, we draw conclusions.

2 Related Work

The most successful NLG applications, from the commercial perspective, have been data-to-text NLG systems which generate textual descriptions of databases or datasets (Reiter, 2007; Belz and Kow, 2009). A typical example is the automatic generation of textual weather forecasts from weather data that has been used by Environment Canada and UK Met Office (Goldberg et al., 1994; Belz, 2008; Sripada et al., 2014). The TREND system (Boyd, 1998) focuses on generating descriptions of historical weather patterns. Their method concentrates primarily on the detection of upward and downward trends in the weather data, and uses a limited set of verbs to describe different types of movements. Ramos-Soto et al. (2013) also address the surface realization of weather trend data by creating an “intermediate language” for temperature, wind etc. and then using four different ways to verbalize temperatures based on the minimum, maximum and trend in the time frame considered. An empirical corpus-based study of human-written weather forecasts has been conducted in SUMTIME-MOUSAM (Reiter et al., 2005), and one aspect of their research focused on verb selection in weather forecasts. They built a classifier to predict the choice of verb based on type (speed vs. direction), information content (change or transition from one wind state to another) and near-synonym choice. There is more and more interest in using NLG to enhance accessibility, for example by describing data in the form of graphs etc. to visually impaired people. In such NLG systems, there has also been exploration into the generation of text for trend data which should be automatically adapted to users’ reading levels (Moraes et al., 2014). There exists wide-spread usage of NLG systems on the financial and business data. For example, the SPOTLIGHT system developed at A.C. Nielsen automatically generated readable English text based on the analysis of large amounts of retail sales data. For another example, in 2016 Forbes reported that FactSet used NLG to automatically write hundreds of thousands of company descriptions a day. It is not difficult to imagine that different kinds of such data-to-text NLG systems can be utilized by a modern chatbot like Amazon Echo or Microsoft XiaoIce (Shum et al., 2018) to enable users access a variety of online data resources via natural language conversation.

Typically, a complete data-to-text NLG system implements a pipeline which involves both content selection (“what to say”) and surface realization (“how to say”). In recent years, researchers have made much progress in the end-to-end joint optimization of those two aspects: Angeli et al. (2010) treat the generation process as a sequence of local decisions represented by log-linear models; Konstas and Lapata (2013) employ a probabilistic context-free grammar (PCFG) specifying the structure of the event records and complement it with an n-gram language model as well as a dependency model; the most advanced method to date is the LSTM recurrent neural network (RNN) based encoder-aligner-decoder model proposed by Mei et al. (2016) which is able to learn content selection and surface realization together directly from database-text pairs. The verb selection problem that we focus on in this paper belongs to the lexicalization step of content selection, more specifically, sentence planning. Similar to the above mentioned joint optimization methods, our approach to verb selection is also automatic, unsupervised, and domain-independent. It would be straightforward to generalize our proposed model to select other types of words (like adjectives and adverbs), or even textual templates as used by Angeli et al. (2010), to describe numerical data. Due to its probabilistic nature, our
The proposed model could be plugged into, or interpolated with, a bigger end-to-end probabilistic model (Konstas and Lapata, 2013) relatively easily, but it is not obvious how this model could fit into a neural architecture (Mei et al., 2016).

The existing work on lexicalization that is most similar to ours is a corpus based method for verb selection developed by Smiley et al. (2016) at Thomson Reuters. They analyze the usage patterns of verbs expressing percentage changes in a very large corpus, the Reuters News Archive. For each verb, they calculate the interquartile range (IQR) of its associated percentage changes in the corpus. Given a new percentage change, their method randomly selects a verb from those verbs whose IQRs cover the percentage in question, with equal probabilities. A crowdsourcing based evaluation has demonstrated the superiority of their verb selection method to the random baseline that just chooses verbs completely randomly. It is notable that their method has been incorporated into Thomson Reuters Eikon™, their commercial data-to-text NLG software product for macro-economic indicators and mergers-and-acquisitions deals (Plachouras et al., 2016). We will make experimental comparisons between our proposed approach and theirs in Section 5.

3 Data

3.1 The WSJ Corpus

The first (and main) dataset that we have used to investigate the problem of verb selection is BLLIP 1987-89 Wall Street Journal (WSJ) Corpus Release 1 which contains a three-year Wall Street Journal (WSJ) collection of 98,732 stories from ACL/DCI (LDC93T1), approximately 30 million words (Charniak et al., 2000).

We first utilized the Stanford CoreNLP¹ (Manning et al., 2014) toolkit to extract “relation triples” from all the documents in the dataset, via its open-domain information extraction (OpenIE) functionality. Then, with the help of part-of-speech (POS) tagging provided by the Python package NLTK² (Bird et al., 2009), we filtered the extracted relation triples and retained only those expressing a percentage change in the following format:

Google’s revenue rose 22.2%.

Here the numerical value of percentage change could be written using either the symbol % or the word percent. Note that all auxiliary verbs (including modal verbs) would have been removed, and lemmatization (Manning et al., 2008; Jurafsky and Martin, 2009) would have been applied to all main verbs so that the different inflectional forms of the same verb would be reduced to their common base form.

After extracting 57,005 candidate triples for a total of 1,355 verbs, we eliminated rare verbs which occur less than 50 times in the dataset. Furthermore, we manually annotated the direction of each verb as upward or downward, and discarded the verbs like yield which do not indicate the direction of percentage change. The above preprocessing left us with 25 (normalized) verbs of which 11 are upward and 14 are downward. There are 21,766 verb-percentage pairs in total.

Furthermore, it is found that most of the percentage changes in this dataset reside within the range [0%, 100%]. Only a tiny portion of percentage changes are beyond that range: 1.35% for upward verbs and 0.10% for downward verbs. Those out-of-range percentage changes are considered outliers and are excluded from our study in this paper, though the way to relax this constraint will be discussed later in Section 6.

3.2 The Reuters Corpus

We have also validated our model in a widely-used public dataset, the Reuters-21578 text categorization collection³. It is a collection of 21,578 documents that appeared on Reuters newswire in 1987. The documents were assembled and indexed with categories, but they were not needed in this paper.

The same preprocessing as on the WSJ corpus has been applied to this dataset, except that the minimum occurring frequency of verbs was not 50 but 5 times due to the smaller size of this dataset. After manual annotation and filtering, we ended up with 8 verbs including 4 upward ones and 4 downward ones. There are 603 verb-percentage pairs in total.

¹https://stanfordnlp.github.io/CoreNLP/
²http://www.nltk.org/
³https://goo.gl/NrOfu
3.3 The Chinese Corpus

Furthermore, to verify the effectiveness of our approach in other languages, we have also made use of the Chinese Gigaword (5th edition) dataset. It is a comprehensive archive of newswire text data that has been acquired from eight distinct sources of Chinese newswire by LDC over a number of years (LDC2011T13), and contains more than 10 million sentences.

Since we could not find any open-domain information extraction toolkit for “relation triples” in Chinese, we resorted to regular expression matching to extract, from Chinese sentences, the expressions of percentage together with their local contexts. A number of regular expression patterns have been utilized to ensure that they could cover all the different ways to write a percentage in Chinese. Then, after POS tagging, we would be able to identify the verb immediately preceding each percentage if it is associated with one.

For our application, a big difference between Chinese and English is that the available choices of verbs to express upward or downward percentage changes are pretty limited in Chinese: the variation in fact mostly comes from the adverb used together with the verb. Therefore, when we talk about the problem of Chinese verb selection in this paper, we actually mean the choice of not just verbs but instead adverb+verb combinations, e.g., 狂升 (rise crazily) and 略降 (fall slightly). Our proposed probabilistic model for verb selection, described below in Section 4, can be extended straightforwardly to such generalized Chinese “verbs”.

Similar to the preprocessing of other datasets, rarely occurring verbs with frequency less than 50 would have been filtered out. In the end, we got 18 Chinese verbs of which 14 are upward and 4 are downward. There are 2,829 verb-percentage pairs in total.

4 Approach

In this section, we propose to formulate the task of verb selection for data-to-text NLG (see Section 1) as a supervised learning problem (Hastie et al., 2009) and to address it using Shannon’s noisy-channel model (Shannon, 1948).

For each of the two possible change directions (upward and downward), we need to build a specific model. Without loss of generality, in the subsequent discussion, we focus on selecting the verbs of one particular direction; the way to deal with the other direction is exactly the same. Thus a percentage change is fully specified by its magnitude in one model.

The set-up of our supervised learning problem is as follows. Suppose that we have a set of training examples \(D = \{(x_1, w_1), \ldots, (x_N, w_N)\}\), where each example consists of a percentage change \(x_i\) paired with the verb \(w_i\) used by the human author to express that percentage change. Such training data could be obtained from a large corpus as described in Section 3. Let \(\mathcal{X}\) denote the set of possible percentage changes: as mentioned earlier, in this paper we assume that \(\mathcal{X} = [0\%, 100\%]\). Let \(\mathcal{V}\) denote the set of possible verbs, i.e., the vocabulary. Our task is to learn a predictive function \(f: \mathcal{X} \to \mathcal{V}\) that can map any given percentage change \(x\) to an appropriate verb \(w = f(x)\).

Apparently, there is inherent uncertainty in the above described process of predicting the choice of verbs for a percentage change. Making use of probabilistic reasoning, the principled approach to handling uncertainties, we argue that the function \(f\) should be determined by the posterior probability \(P(w|x)\). However, it looks difficult to directly estimate the parameters of such a conditional model, aka discriminative model, for every possible value of \(x\) which is a continuous variable. Hence, we turn to the easier alternative way often used in machine learning: to construct a generative model. Rather than directly estimating the conditional probability distribution, we instead estimate the joint probability \(P(x, w)\) over \((x, w)\) pairs in the generative model. The joint probability can be decomposed as follows:

\[
P(x, w) = P(w) \cdot P(x|w),
\]

(1)

where \(P(w)\) is the prior probability distribution over verbs \(w\), and \(P(x|w)\) is the likelihood, i.e., the probability of seeing the percentage change \(x\) given that the associated verb is \(w\). The benefit of making the above decomposition is that the parameters of \(P(w)\) and \(P(x|w)\) can be estimated separately.

Given such a generative model, we can then use the Bayes rule to derive the posterior probability \(P(w|x)\)
for any new example of \( x \):

\[
P(w|x) = \frac{P(w)P(x|w)}{P(x)},
\]

(2)

where

\[
P(x) = \sum_{w \in V} P(x, w) = \sum_{w \in V} P(w)P(x|w)
\]

(3)
is the model evidence acting as the normalizing constant in the formula.

Intuitively, this generative model could be considered as a noisy-channel (Shannon, 1948). When we see a percentage change \( x \), we can imagine that it has been generated in two steps (Raviv, 1967). First, a verb \( w \) would be chosen with the prior probability \( P(w) \). Second, the verb \( w \) would be passed through a communication “channel” and be corrupted by the “noise” to produce the percentage change \( x \) according to the likelihood function (aka the channel model) \( P(x|w) \). In other words, the percentage change \( x \) that we see is actually the distorted form of its associated verb \( w \).

An alternative, but equivalent, interpretation is that when a pair \( (x, w) \) is passed through the noisy-channel, the verb \( w \) will be lost and finally only the percentage change \( x \) will be seen. The task is to recover the lost \( w \) based on the observed \( x \).

Shannon’s noisy-channel model is in fact a kind of Bayesian inference. It has been applied to many NLP tasks such as text categorization, spell checking, question answering, speech recognition, and machine translation (Jurafsky and Martin, 2009). Our application — probabilistic verb selection — is different from them because the observed data are continuous real-valued numbers but not discrete symbols. More importantly, in most of those applications such as text categorization using the Naive Bayes algorithm (Manning et al., 2008), the objective is “decoding”, i.e., to find the single most likely label \( w^* \) for any given input \( x \) from the model

\[
w^* = \arg \max_{w \in V} P(w|x)
\]

\[
= \arg \max_{w \in V} P(w)P(x|w)/P(x)
\]

\[
= \arg \max_{w \in V} P(w)P(x|w),
\]

(4)

and therefore the normalizing constant \( P(x) \) does not need to be calculated. However, this is actually undesirable for the task of verb selection, because it implies that the a percentage change \( x \) would always be expressed by the same “optimal” verb \( w^* \) corresponding to it. To achieve variation and naturalness, we must maintain the diversity of word usage. So the right method to generate a verb \( w \) for the given percentage change \( x \) is to compute the posterior probability distribution \( P(w|x) \) over all the possible verbs in the vocabulary \( V \) using Eq. (2) and then randomly sample a verb from that distribution. Although this means that the normalizing constant \( P(x) \) needs to be calculated each time, the computation is still efficient, as unlike in many other applications the vocabulary size \( |V| \) is a quite small number in practice (see Section 3).

In the following two subsections, we study the two components of our proposed probabilistic model for verb selection, the prior probability distribution and the likelihood function, respectively.

4.1 Prior

The prior probability distribution \( P(w) \) could simply be obtained by maximum likelihood estimation (MLE):

\[
P(w)_{\text{MLE}} = N_w/N,
\]

(5)

where \( N_w \) is the number of training examples with the verb \( w \), and \( N \) is the total number of training examples.

The relationship between a verb’s rank and frequency in the WSJ corpus is depicted by the log-log plot Fig. 1, revealing that the empirical distribution of verbs follows the Zipf’s law (Powers, 1998), which is related to the power law (Adamic, 2000; Newman, 2005). Specifically, the frequency of the \( i \)-th popular verb, \( f_i \), is proportional to \( 1/i^s \), where \( s \) is the exponent characterizing the distribution (shown as the slope of the straight line in the corresponding log-log plot). This implies that in the context of expressing percentage changes, the human choice of verbs is dominated by a few frequently used ones, and many other verbs are only used very occasionally.

**Smoothing:** If we would like to intentionally boost the diversity of verb choices, we could mitigate the high skewness of the empirical distribution of verbs by smoothing (Zhai and Lafferty, 2004). A simple smoothing technique suitable for this purpose is the Jelinek-Mercer smoothing (Jelinek and Mercer, 1980)
which uses a linear interpolation between the maximum likelihood estimation of a verb $w$’s prior probability distribution with the uniform distribution over the vocabulary of verbs $\mathcal{V}$, i.e.,

$$P(w) = \lambda P(w)^{\text{MLE}} + (1 - \lambda) \frac{1}{|\mathcal{V}|},$$  \hspace{1cm} (6)

where $P(w)^{\text{MLE}}$ is given by Eq. (5), and the parameter $\lambda \in [0, 1]$ provides a means to explicitly control the trade-off between accuracy and diversity. The smaller the parameter $\lambda$ is, the more diverse the generated verbs would be. When $\lambda = 0$, the prior probability is completely ignored and the selection of a verb solely depends on how compatible the verb is with the given percentage change. When $\lambda = 1$, it backs off to the original model without smoothing. The optimal value of the parameter $\lambda$ could be tuned on a development set (see Section 5.3).

4.2 Likelihood

For each verb $w \in \mathcal{V}$, we analyze the distribution of its associated percentage changes and calculate the following descriptive statistics: mean, standard deviation (std), skewness, kurtosis, median, and interquartile range (IQR). All those descriptive statistics for the WSJ corpus are given in Table 1. In addition, Fig. 2 shows the box plots of percentage changes for top-10 (most frequent) verbs in the WSJ corpus, where the rectangular box corresponding to each verb represents the span from the first quartile to the third quartile, i.e., the interquartile range (IQR), with the segment inside the box indicating the median and the whiskers outside the box indicating the rest of the distribution (except for the points that are determined to be “outliers” using the so-called Tukey box plot method).

It can be seen that the choice of verbs often imply the magnitude of percentage change: some verbs (such as soar and plunge) are mostly used to express big changes (large medians), while some verbs (such as advance and ease) are mostly used to express small changes (small medians). Generally speaking, the former is associated with a relatively wide range of percentage changes (large IQRs) while the latter is associated with a relatively narrow range of percentage changes (small IQRs). Moreover, it is interesting to see that for almost all the verbs, the distribution of percentage changes is heavily skewed to the left side (i.e., smaller changes).

Given a new percentage change $x$, in order to calculate its probability of being generated from a verb $w$ in the above described generative model, we need to fit the likelihood function, i.e., the probability distribution $P(x|w)$, for each word $w \in \mathcal{V}$, based on the training data.

One common technique for this purpose is kernel density estimation (KDE) (Hastie et al., 2009), a non-parametric way to estimate the probability density function as follows:

$$P(x|w) = \frac{1}{N_w h} \sum_{i=1}^{N_w} K \left( \frac{x - x_i}{h} \right),$$  \hspace{1cm} (7)
| verbs       | mean  | std   | skewness | kurtosis | median | IQR               |
|-------------|-------|-------|----------|----------|--------|-------------------|
| upward      |       |       |          |          |        |                   |
| rise        | 16.93 | 18.58 | 1.77     | 2.80     | 9.40   | [04.90, 22.00]    |
| increase    | 17.05 | 18.06 | 1.76     | 3.01     | 10.45  | [05.00, 23.00]    |
| grow        | 15.46 | 17.48 | 1.77     | 2.93     | 8.40   | [03.20, 21.00]    |
| climb       | 17.22 | 18.32 | 1.81     | 3.26     | 10.00  | [05.57, 23.00]    |
| jump        | 31.28 | 23.64 | 0.77     | -0.24    | 24.20  | [12.53, 48.00]    |
| surge       | 29.03 | 25.43 | 0.85     | -0.33    | 21.00  | [08.00, 46.00]    |
| gain        | 13.78 | 16.79 | 1.95     | 3.89     | 7.50   | [02.00, 20.00]    |
| soar        | 39.39 | 27.68 | 0.42     | -0.94    | 35.00  | [15.20, 58.00]    |
| advance     | 15.83 | 15.47 | 1.87     | 3.49     | 10.55  | [06.03, 20.00]    |
| boost       | 20.15 | 16.16 | 1.68     | 2.80     | 16.00  | [09.78, 24.99]    |
| downward    |       |       |          |          |        |                   |
| fall        | 17.52 | 19.93 | 1.61     | 1.86     | 8.90   | [04.18, 24.00]    |
| decline     | 14.81 | 17.09 | 1.87     | 3.07     | 8.00   | [04.58, 19.00]    |
| drop        | 18.36 | 19.00 | 1.51     | 1.72     | 10.00  | [05.47, 26.00]    |
| slip        | 11.95 | 17.51 | 2.09     | 3.24     | 6.00   | [02.00, 09.12]    |
| plunge      | 38.87 | 26.92 | 0.48     | -0.83    | 34.05  | [15.08, 58.00]    |
| slide       | 23.09 | 22.29 | 1.00     | -0.03    | 15.00  | [05.25, 38.65]    |
| lose        | 23.65 | 21.65 | 1.05     | 0.47     | 17.00  | [06.00, 36.98]    |
| tumble      | 28.84 | 22.46 | 0.98     | 0.42     | 24.90  | [10.00, 39.20]    |
| plummet     | 36.43 | 23.89 | 0.62     | -0.35    | 31.00  | [19.90, 50.00]    |
| ease        | 11.02 | 17.27 | 2.25     | 3.97     | 5.50   | [01.95, 08.67]    |
| decrease    | 19.72 | 18.67 | 1.25     | 0.82     | 12.00  | [05.60, 30.80]    |
| reduce      | 25.72 | 21.81 | 1.41     | 1.21     | 20.00  | [10.00, 30.00]    |
| dip         | 13.98 | 18.98 | 2.01     | 2.91     | 6.85   | [03.75, 10.25]    |
| shrink      | 23.82 | 20.72 | 1.33     | 1.37     | 15.00  | [10.00, 35.00]    |

Table 1: The descriptive statistics of percentage changes (in %) for each verb, in the WSJ corpus.

![Box plots of percentage changes (in %) for the top-10 verbs, in the WSJ corpus.](a) upward verbs (b) downward verbs)

where $N_w$ is the number of training examples with the verb $w$, $K(\cdot)$ is the kernel (a non-negative function that integrates to one and has mean zero), and $h > 0$ is a smoothing parameter called the bandwidth. Fig. 3 shows the likelihood function $P(x|w)$ fitted by KDE with Gaussian kernels and automatic bandwidth determination using the rule of Scott (2015), for the most popular upward and downward verbs in the WSJ corpus: rise and fall.

It is also possible to fit a parametric model of $P(x|w)$ which would be more efficient than KDE. Since in this paper $x$ is assumed to be a continuous random variable within the range $[0\%, 100\%]$ (see Section 3), we choose to fit $P(x|w)$ with the Beta
distribution which is a continuous distribution supported on the bounded interval \([0, 1]\):

\[
P(x|w) = \text{Beta}(\alpha, \beta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1}(1-x)^{\beta-1}.
\]

Although there exist a number of continuous distributions supported on the bounded interval such as the truncated normal distribution, the Beta distribution is picked here as it has the ability to take a great variety of different shapes using only two parameters \(\alpha\) and \(\beta\). These two parameters can be estimated using the method of moments, or maximum likelihood. For example, using the former, we have

\[
\hat{\alpha} = \bar{x} \left( \frac{\bar{v}(1-x)}{v} - 1 \right) \quad \text{and} \quad \hat{\beta} = (1-ar{x}) \left( \frac{\bar{v}(1-x)}{v} - 1 \right).
\]

if \(\bar{v} < \bar{x}(1-\bar{x})\), where \(\bar{x}\) and \(\bar{v}\) are the sample mean and sample variance respectively. Fig. 4 shows the likelihood function \(P(x|w)\) fitted by the Beta distribution using SciPy\(^4\) for the most popular upward and downward verbs in the WSJ corpus: *rise* and *fall*.

5 Experiments

5.1 Baselines

**Thomson Reuters:** The only published approach that we are aware of to this specific task of verb selection in the context of data-to-text NLG is the method adopted by Thomson Reuters Eikon\(^\text{TM}\) (Smiley et al., 2016). This baseline method’s effectiveness has been verified through crowdsourcing, as we have mentioned before (see Section 2). Furthermore, it is fairly new (published in 2016), therefore should

\(^4\)[https://www.scipy.org/](https://www.scipy.org/)
represent the state of the art in this field. Note that their model was not taken off-the-shelf but re-trained on our datasets to ensure a fair comparison with our approach.

**Neural Network:** Another baseline method that we have tried is a feed-forward artificial neural network with hidden layers, aka, a *multi-layer perceptron* (Russell and Norvig, 2009; Goodfellow et al., 2016). It is because neural networks are well-known universal function approximators, and they represent quite a different family of supervised learning algorithms. Unlike our proposed probabilistic approach which is essentially a *generative model*, the neural network used in our experiments is a *discriminative model* which takes the percentage change input (represented as a single floating-point number) and then predicts the verb choice directly. Since we would like to have probability estimates for each verb, the softmax function was used for the output layer of neurons, and the network was trained via back-propagation to minimize the cross-entropy loss function. An $l_2$ regularization term was also added to the loss function that would shrink model parameters to prevent overfitting. The activation function was set to the rectified linear unit (ReLU) (Hahnloser et al., 2000). The Adam optimization algorithm (Kingma and Ba, 2014) was employed as the solver, with the samples shuffled after each iteration. The initial learning rate was set to 0.001, and the maximum number of iterations (epochs) was set to 1500. For our datasets, a single hidden layer of 100 neurons would be sufficient and adding more neurons or layers could not help. This was found using the development set through a line search from 20 to 500 hidden neurons with step size 20. Note that when applying the trained neural network to select verbs, we should use not argmax but sampling from the predicted probability distribution (given by the softmax function), in the same way as we do in our proposed probabilistic model (see Section 4).

**5.2 Code**

The Python code for our experiments, along with the datasets of verb-percentage pairs extracted from those three corpora (see Section 3), have been made available to the research community.

**5.3 Automatic Evaluation**

The end users’ perception of a verb selection algorithm’s quality depends on not only how accurately the chosen verbs reflect the corresponding percentage changes but also how diverse the chosen verbs are, which are two largely orthogonal dimensions for evaluation.

**Accuracy:** The easiest way to assess the accuracy of an NLG method or system is to compare the texts generated by computers and the texts written by humans for the same input data (Mellish and Dale, 1998; Reiter and Belz, 2009), using an automatic metric such as BLEU (Papineni et al., 2002). For our task of verb selection, we decide to use the metric MRR that stands for mean reciprocal rank (Voorhees, 1999; Radev et al., 2002) and can be calculated as follows:

$$MRR = \frac{1}{|Q|} \sum_{(x_i', w_i') \in Q} \frac{1}{\text{rank}(w_i')} ,$$

where $Q = \{ (x_1', w_1'), \ldots, (x_M', w_M') \}$ is the set of test examples, and $\text{rank}(w_i')$ refers to the rank position of $w_i'$ — the verb really used by the human author to describe the percentage change $x_i'$ — in the list of predicted verbs ranked in the descending order of their probabilities of correctness given by the model. The MRR metric is most widely used for the evaluation of automatic question answering which is similar to automatic verb selection in the following sense: they both aim to output just one suitable response (answer or verb) to any given input (question or percentage change).

Through 5-fold cross-validation (Hastie et al., 2009), we have got the MRR scores of our proposed model (see Section 4) and the two baseline models (see Section 5.1) which are shown in Table 2. The models were trained/tested separately on each dataset (see Section 3). In each round of 5-fold cross-validation, 20% of the data would become the test set; in the remaining 80% of the data, randomly selected 60% would be the training set and the other 20% would be the development set if parameter tuning is needed (otherwise the whole 80% would be used for training).

The parameter $\lambda$ of our model controls the strength of smoothing over the prior probability (see Section 4.1) and thus dictates the trade-off between accuracy and diversity. If we focus on the accuracy
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only and ignore the diversity, the optimal value of \( \lambda \) should just be 1 (i.e., no smoothing). In order to strike a healthy balance between accuracy and diversity, we carried out a line search for the value of \( \lambda \) from 0 to 1 with step size 0.05 using the development set. It turned out that the smoothing effect upon diversity would only become noticeable when \( \lambda \leq 0.1 \), so we further conducted a line search from 0 to 0.1 with step size 0.01, and found that using \( \lambda = 0.05 \) consistently yield a good performance on different corpora. Actually, this phenomenon should not be very surprising, given the Zipfian distribution of verbs which is highly skewed (see Fig. 1). Our observation in the experiments still indicate that smoothing with a non-zero \( \lambda \) worked better than setting \( \lambda = 0 \). That is to say, it would not be wise to go to extremes to ignore the prior entirely which would unnecessarily harm the accuracy. An alternative smoothing solution for mitigating the severe skewness of the empirical prior that we also considered is to make the smoothed prior probability proportional to the logarithm of the raw prior probability, but we did not take that route as (i) we could not find a good principled interpretation for such a trick and; (ii) using a small \( \lambda \) value like 0.05 seemed to work sufficiently well. It will be shown later that sampling verbs from the posterior probability distribution rather than just using the one with the maximum probability would help to alleviate the problem of prior skewness and thus prevent verb selection from being dominated by the most popular verbs.

It can be observed from the experimental results that smoothing (see Section 4.1) does reduce the accuracy of verb selection. The MRR scores with \( \lambda = 0.05 \) are lower than those with \( \lambda = 1 \). Nevertheless, as we shall soon see, strong smoothing is crucially important for achieving a good level of diversity. Furthermore, there seemed to be little performance difference between the usage of the KDE technique or the Beta distribution to fit the likelihood function in our approach. This suggests that the latter is preferable because it is as effective as the former but much more efficient. Therefore, in the remaining part of this paper, we shall focus on this specific version of our model (with \( \lambda = 0.05 \), Beta) even though it may not be the most accurate.

The MRR scores achieved by our approach are around 0.4 – 0.8 which implies that, on average, the first or the second verb selected by our approach would be the “correct” verb used by human authors.

Across all the three corpora, our proposed probabilistic model, whether it is smoothed or not, whether it uses the KDE technique or the Beta distribution, outperforms the Thomson Reuters baseline by a large

| corpus     | method                      | upward verbs | downward verbs |
|------------|-----------------------------|--------------|----------------|
| WSJ        | Thomson Reuters             | 0.119 ± 0.002| 0.106 ± 0.003  |
|            | Neural Network              | 0.581 ± 0.044| 0.567 ± 0.013  |
|            | Our Approach (\( \lambda = 1 \), KDE) | 0.724 ± 0.011| 0.686 ± 0.016  |
|            | Our Approach (\( \lambda = 1 \), Beta) | 0.730 ± 0.011| 0.685 ± 0.015  |
|            | Our Approach (\( \lambda = 0.05 \), KDE) | 0.533 ± 0.018| 0.516 ± 0.003  |
|            | Our Approach (\( \lambda = 0.05 \), Beta) | 0.527 ± 0.012| 0.532 ± 0.011  |
| Reuters    | Thomson Reuters             | 0.370 ± 0.033| 0.339 ± 0.023  |
|            | Neural Network              | 0.860 ± 0.050| 0.855 ± 0.044  |
|            | Our Approach (\( \lambda = 1 \), KDE) | 0.887 ± 0.038| 0.881 ± 0.036  |
|            | Our Approach (\( \lambda = 1 \), Beta) | 0.887 ± 0.045| 0.872 ± 0.038  |
|            | Our Approach (\( \lambda = 0.05 \), KDE) | 0.729 ± 0.060| 0.799 ± 0.036  |
|            | Our Approach (\( \lambda = 0.05 \), Beta) | 0.721 ± 0.070| 0.695 ± 0.054  |
| Chinese    | Thomson Reuters             | 0.167 ± 0.005| 0.345 ± 0.019  |
|            | Neural Network              | 0.508 ± 0.057| 0.668 ± 0.058  |
|            | Our Approach (\( \lambda = 1 \), KDE) | 0.525 ± 0.011| 0.702 ± 0.047  |
|            | Our Approach (\( \lambda = 1 \), Beta) | 0.528 ± 0.016| 0.696 ± 0.042  |
|            | Our Approach (\( \lambda = 0.05 \), KDE) | 0.433 ± 0.013| 0.656 ± 0.040  |
|            | Our Approach (\( \lambda = 0.05 \), Beta) | 0.445 ± 0.012| 0.639 ± 0.044  |

Table 2: The accuracy of verb selection measured by MRR (mean±std) via 5-fold cross-validation.
margin in terms of MRR. According to the Wilcoxon signed-rank test (Wilcoxon, 1945; Kerby, 2014), the performance improvements brought by our approach over the Thomson Reuters baseline are statistically significant with the (two-sided) \( p \)-value \( \ll 0.0001 \) on the two English corpora and \( = 0.0027 \) on the Chinese corpus.

With respect to the Neural Network baseline, on all the three corpora, its accuracy is slightly better than that of our smoothed model (\( \lambda = 0.05 \)) though it still could not beat our original unsmoothed model (\( \lambda = 1 \)). The major problem with the Neural Network baseline is that, similar to the probabilistic model without smoothing, its verb choices would concentrate on the most frequent ones and thus have very poor diversity. A prominent advantage of our proposed probabilistic model, in comparison with discriminative learning algorithms such as the Neural Network baseline, is that we are able to explicitly control the trade-off between accuracy and diversity by adjusting the strength of smoothing.

It is worth emphasizing that the accuracy of a verb selection method only reflects its ability to imitate how writers (journalists) use verbs, but this is not necessarily the same as how readers interpret the verbs. Usually the ultimate goal of an NLG system is to successfully communicate information to readers. Previous research in NLG and psychology suggests that there is wide variation in how different people interpret verbs and words in general, which is probably much larger in the general population than amongst journalists. Specifically, the MRR metric would probably underestimate the effectiveness of a verb selection method, since a verb different from the one really used by the writer is not necessarily a less appropriate choice for the corresponding percentage change from the reader’s perspective.

**Diversity:** Other than the accuracy of reproducing the verb choices made by human authors, verb selection methods could also be automatically evaluated in terms of diversity.

Following Kingrani et al. (2015), we borrow the diversity measures from ecology (Magurran, 1988) to quantitatively analyze the diversity of verb choices: each specific verb is considered as a particular species. When measuring the biological diversity of a habitant, it is important to consider not only the number of distinct species present but also the relative abundance of each species. In the literature of ecology, the former is called *richness* and the latter is called *evenness*. Here we utilize the well-known Inverse Simpson Index aka Simpson’s Reciprocal Index (Simpson, 1949) which takes both richness and evenness into account: \( D = \left( \sum_{i=1}^{R} p_i^2 \right)^{-1} \), where \( R \) is the total number of distinct species (i.e., richness), and \( p_i \) is the proportion of the individuals belonging to the \( i \)-th species relative to the entire population. The evenness is given by the value of diversity normalized to the range between 0 and 1, so it can be calculated as \( D/R \).

Table 3 shows the diversity scores of verb choices made by our approach and the Thomson Reuters baseline for 450 randomly sampled percentage changes (see Section 5.4). Overall, in terms of diversity, our approach would lose to Thomson Reuters. The Neural Network baseline is omitted here because its diversity scores were very low.

**Discussion:** Figs. 5 and 6 show the confusion matrices of our approach (\( \lambda = 0.05 \), Beta) on the WSJ corpus as (row-normalized) heatmaps: in the former we choose the verb with the highest posterior probability (argmax) while in the latter we sample the verb from the posterior probability distribution (see Section 4). The argmax way would be dominated by a few verbs (e.g., “rise”, “soar”, “fall”, and “plummet”). In contrast, random sampling would lead to a much wider variety of verbs. The experimental results of all verb selection methods reported in this paper are generated by the sampling strategy, if not indicated otherwise. It can be seen from Fig. 6 that the verbs “soar” and “plunge” are the easiest to be predicted. Generally speaking, the prediction of verbs is relatively more accurate for bigger percentage changes, whether upwards or downwards. This is probably because there are fewer verbs available to describe such radical percentage changes (see Fig. 2) and thus the model faces less uncertainty. Most misclassification (confusion) happens when a verb is incorrectly predicted to be the most frequent one (“rise” or “fall”).

**5.4 Human Evaluation**

The two aspects, accuracy and diversity, are both important for the task of verb selection. Although we have shown that automatic evaluation could be car-
Figure 5: The confusion matrix heatmap of our approach on the WSJ corpus: choosing the verb with the highest posterior probability.

Figure 6: The confusion matrix heatmap of our approach on the WSJ corpus: sampling the verb from the posterior probability distribution.

| corpus  | method          | upward verbs | downward verbs |
|---------|-----------------|---------------|----------------|
|         |                 | richness | evenness | diversity | richness | evenness | diversity |
| WSJ     | Our Approach    | 5        | 0.6324   | 3.162     | 5        | 0.4698   | 2.349     |
|         | Thomson Reuters | 11       | 0.8771   | 9.648     | 14       | 0.6821   | 9.550     |
| Reuters | Our Approach    | 3        | 0.7520   | 2.256     | 3        | 0.5933   | 1.780     |
|         | Thomson Reuters | 4        | 0.6453   | 2.581     | 4        | 0.5720   | 2.288     |
| Chinese | Our Approach    | 6        | 0.7965   | 4.779     | 4        | 0.5265   | 2.106     |
|         | Thomson Reuters | 14       | 0.5831   | 8.164     | 4        | 0.7150   | 2.860     |

Table 3: The diversity of verb selection measured by the Inverse Simpson Index.
ried out for either accuracy or diversity alone, there is no obvious way to assess the overall effectiveness of a verb selection method using machines only. The ultimate judgment on the quality of verb selection would have to come from human assessors (Mellish and Dale, 1998; Reiter and Belz, 2009; Smiley et al., 2016).

To manually compare our approach (the version with $\lambda = 0.05$, Beta) with a baseline method (Thomson Reuters or Neural Network), we conduct a questionnaire survey with 450 multiple-choice questions. In each question, a respondent would see a pair of generated sentences describing the same percentage change with the verbs selected by two different methods respectively and need to judge which one sounds better than the other (or it is hard to tell). For example, a respondent could be shown the following pair of generated sentences:

(1) Net profit declines 3%
(2) Net profit plummets 3%

and then they were supposed to choose one of the three following options as their answer:

[a] Sentence (1) sounds better.
[b] Sentence (2) sounds better.
[c] They are equally good.

The respondents would be blinded to whether the first verb or the second verb was provided by our proposed method, as their appearing order would have been randomized in advance. The questionnaire survey system withheld the information about the source of each verb until the answers from all respondents had been collected, and then it would count how many times the verb selected by our proposed method was deemed better than ($>$), worse than ($<$), or as good as ($\approx$) the verb selected by the baseline method.

For each corpus, we produced 150 different questions, of which half were about upward verbs and half were about downward verbs. As we have explained above, each question compares a pair of generated sentences describing the same percentage change with different verbs. The sentence generation process is the same as that used by Smiley et al. (2016). The subjects were randomly picked from the most popular ones in the corpus (e.g., “gross domestic product”), and the percentage changes (as the objects) were randomly sampled from the corpus as well. Each of the two verb selection methods, in comparison, would provide one verb (as the predicate) for describing that specific percentage change. Note that in this sentence generation process, a pair of sentences would be retained only if the verbs selected by the two methods were different, as it would be meaningless to compare two identical sentences.

A total of 15 college-educated people participated in the questionnaire survey. They are all bilingual, i.e., native or fluent speakers of both English and Chinese. Each person was given 30 questions: 10 questions (including 5 upward and 5 downward ones) from each corpus. We (the authors of this paper) were excluded from participating in the questionnaire survey to avoid any conscious or unconscious bias.

The results of human evaluation are shown in Table 4. Altogether, respondents prefer the verb selected by our approach 234/450=52% of times, as opposed to 186/450=41% for the Thomson Reuters baseline; respondents prefer the verb selected by

| corpus | verbs | Our Approach vs Thomson Reuters | Our Approach vs Neural Network |
|--------|-------|---------------------------------|--------------------------------|
|        |       | $>$  | $<$  | $\approx$ | $>$  | $<$  | $\approx$ | $>$  | $<$  | $\approx$ |
| WSJ    | upward | 43   | 32   | 0      | 0.2480 | 53   | 22   | 0      | 0.0004 |
|        | downward| 44   | 28   | 3      | 0.0764 | 42   | 32   | 1      | 0.2954 |
|        | both   | 87   | 60   | 3      | 0.0316 | 95   | 54   | 1      | 0.0010 |
| Reuters| upward | 37   | 28   | 10     | 0.3211 | 43   | 24   | 8      | 0.0271 |
|        | downward| 39   | 31   | 5      | 0.4030 | 50   | 23   | 2      | 0.0021 |
|        | both   | 76   | 59   | 15     | 0.1683 | 93   | 47   | 10     | 0.0001 |
| Chinese| upward | 42   | 30   | 3      | 0.1945 | 65   | 9    | 1      | $< 0.0001$ |
|        | downward| 29   | 37   | 9      | 0.3891 | 37   | 34   | 4      | 0.8126 |
|        | both   | 71   | 67   | 12     | 0.7985 | 102  | 43   | 5      | $< 0.0001$ |

Table 4: The results of human evaluation, where the $p$-values are given by the sign test (two-sided).
our approach 290/450 = 64% of times, as opposed to 144/450 = 32% for the Neural Network baseline. According to the sign test (Wackerly et al., 2007), our approach works significantly better than the two baseline methods, Thomson Reuters and Neural Network: overall the (two-sided) \( p \)-values are less than 0.05.

**Discussion:** Our approach exhibits more superiority over the Thomson Reuters baseline on the English datasets than on the Chinese dataset. Since the Chinese dataset is bigger than the Reuters dataset, though smaller than the WSJ dataset, the performance difference is not caused by corpus size but due to language characteristics. Remember that for Chinese we are actually predicting adverb+verb combinations (see Section 3.3). Retrospective manual inspection of the experimental results suggests that users seem to have relatively higher expectations of diversity for Chinese adverbs than for English verbs.

6 Extensions

**Robustness:** It is still possible, though very unlikely, for the proposed probabilistic model to generate atypical uses of a verb. A simple measure to avoid such situations is to reject the sampled verb \( w^* \) if the posterior probability \( P(w^*|x) < \tau \) where \( \tau \) is a predefined threshold, e.g., 5%, and then resample \( w^* \) until \( P(w^*|x) \geq \tau \).

**Unlimited Range:** If the magnitude of a percentage change is allowed to go beyond 100%, we would no longer be able to use the Beta distribution to fit the likelihood function \( P(x|w) \) as it is supported on a bounded interval. However, it should be straightforward to use a flexible probability distribution supported on the semi-infinite interval \([0, +\infty]\), such as the Gamma distribution.

**Subject:** The context, in particular the subject of the percentage change, has not been taken into account by the presented models. As illustrated by the two example sentences below, the same verb (“surge”) could be used for quite different percentage changes (“181%” vs “8%”) depending on the subject (“wheat price” vs “inflation”).

- “According to World Bank figures, wheat prices have surged up by 181 percent in the past three years to February 2008.”
- “While inflation has surged to almost 8% in 2008, it is projected by the Commission to fall in 2009.”

Furthermore, the significance of a percentage change often depends on the domain, and consequently, so does the most appropriate verb to describe a percentage change. For example, a 10% increase in stock price is interesting, while a 10% increase in body temperature is life-threatening. It is, of course, possible to incorporate the subject information into our probabilistic model by extending Eq. (2) to

\[
P(w|x, s) = P(w, s)P(x|w, s)/P(x, s) \]

where \( s \) is the subject word in the triple. On one hand, this should make the model more effective, for the reasons explained above. On the other hand, this would require a lot more data for reliable estimation of the model parameters, which is one of the reasons why we leave it for future work.

**Language Modeling:** Thanks to its probabilistic nature, our proposed model for verb selection could be seamlessly plugged into an \( n \)-gram statistical language model (Juraszky and Martin, 2009), e.g., for the MSR Sentence Completion Challenge\(^6\). This might be able to reduce the language model’s perplexity, as the probability of (subject, verb, percentage) triples could be calculated more precisely.

**Hierarchical Modeling:** The choice of verb to describe a particular percentage change could be affected by the style of the author, the topic of the document, and other contextual factors. To take those dimensions into account and build a finer probabilistic model for verb selection, we could embrace *Bayesian hierarchical modeling* (Gelman et al., 2013; Kruschke, 2014) which, for example, could let each author’s model borrow the “statistical power” from other authors’.

**Psychology:** There exist a lot of studies in psychology on how people interpret probabilities and risks (Reagan et al., 1989; Berry et al., 2004). They could provide useful insights for further enhancing our verb selection method.

7 Conclusions

The major research contribution of this paper is a probabilistic model that can select appropriate verbs
to express percentage changes with different directions and magnitudes. This model is not relying on hard-wired heuristics, but learned from training examples (in the form of verb-percentage pairs) that are extracted from large-scale real-world news corpora. The choices of verbs made by the proposed model are found to match our intuitions about how different verbs are collocated with percentage changes of different sizes. The real challenge here is to strike the right balance between accuracy and diversity, which can be realized via smoothing. Our experiments have confirmed that the proposed model can capture human authors’ pattern of usage around verbs better than the existing method currently employed by Thomson Reuters Eikon™. We hope that this probabilistic model for verb selection could help data-to-text NLG systems achieve greater variation and naturalness.
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