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Given that the tracking accuracy and real-time performance of the particle filter (PF) target tracking algorithm are greatly affected by the number of sampled particles, a PF target tracking algorithm based on particle number optimization under the single-station environment was proposed in this study. First, a single-station target tracking model was established, and the corresponding PF algorithm was designed. Next, a tracking simulation experiment was carried out on the PF target tracking algorithm under different numbers of particles with the root mean square error (RMSE) and filtering time as the evaluation indexes. On this basis, the optimal number of particles, which could meet the accuracy and real-time performance requirements, was determined and taken as the number of particles of the proposed algorithm. The MATLAB simulation results revealed that compared with the unscented Kalman filter (UKF), the single-station PF target tracking algorithm based on particle number optimization not only was of high tracking accuracy but also could meet the real-time performance requirement.

1. Introduction

Target tracking refers to the process of state modeling, filtering estimation, and continuous tracking of a moving target by all kinds of observation means and computing methods. In fact, it aims to solve the target state estimation problem through the filtering approach [1]. As an important constituent part of a target tracking system, filtering algorithm directly decides the target tracking accuracy and has a great bearing on the real-time performance of the tracking system. Hence, filtering algorithm has always been a difficult and key problem in the studies regarding target tracking.

Filtering theory refers to the method estimating the system state by an optimal statistical approach according to certain filtering rules based on the observed signal measurement of this system [2]. Filtering algorithms play an important role in dealing with target tracking [3–5], including some classical algorithms, such as Kalman filter (KF), extended Kalman filter (EKF), unscented Kalman filter (UKF), and particle filter (PF). In recent years, various improvement schemes have been proposed by domestic and foreign scholars based on the KF theoretical framework, and gratifying progress has been achieved. Ning et al. [6] put forward the EKF target tracking optimization algorithm, which, compared with the traditional EKF algorithm only considering the position measurement, improved the target tracking effect. Xu and Peng [7] proposed the weight adaptive Gaussian and KF target tracking algorithm with nonlinear constraints and corrected the state estimation of moving targets according to the prior information of state constraints. This algorithm shows a higher tracking accuracy in comparison to the traditional KF algorithm with nonlinear constraints. Jondhale and Deshpande [8] presented a modified KF based approach of real-time tracking of single target moving in 2D in wireless sensor network (WSN), which can deal with uncertainties in measurement noises and abrupt changes in target velocity. Jondhale and Deshpande [9] proposed real-time target tracking algorithm based on general regression neural network and KF framework in WSN. However, for a strong nonlinear system
or the condition when the process noise and observation noise are not Gaussian white noises, the filtering algorithm under the KF framework fails to ensure stable tracking performance and can easily cause a large tracking error, which, in a severe case, will even be divergent [10]. Particle Filter (PF), an algorithm based on Monte Carlo method, is capable of solving the filtering problem under the nonlinear non-Gaussian scenario that cannot be solved by the KF algorithm [11]. In order to guarantee the particle diversity, Li et al. [12] proposed a deterministic resampling PF algorithm so that the low-weight particles would not be blindly discarded. Park et al. [13] applied the idea of particle swarm optimization and ant colony optimization algorithms to the sample updating of PF algorithm, thus realizing the information sharing between particles and enhancing the overall optimization ability of this algorithm. In order to improve the effective accuracy of PF algorithm in state estimation, Xu et al. [14] established error ellipses with different confidence levels during the resampling process according to the error covariance matrix of particles and applied them to target positioning and tracking of wireless sensor network. Lin and Suo [15] improved the PF algorithm from two aspects: adaptive inertia weight and learning factor, and used the improved algorithm to optimize the PF algorithm, thus reaching the goal of reducing the target tracking error.

In this study, the PF-based single-station target tracking algorithm was explored, and the optimal number of particles of PF algorithm was determined through the simulation experiment. Different from the existing irregular selection of the number of particles for PF algorithm concerning the tracking accuracy only, the proposed method could reach a balance between tracking accuracy and tracking velocity during particle number selection. Besides, the corresponding experimental method was designed for the optimal selection. In the end, a target tracking simulation experiment was carried out, and the proposed optimal selection method of the number of particles and PF target tracking algorithm were experimentally verified. The simulation experiment results showed that, compared with the UKF algorithm, the tracking trajectory of PF algorithm based on the particle number optimization was more approximate to the real trajectory, showing a smaller target tracking error. Moreover, this algorithm could simultaneously meet the requirements for the target tracking accuracy and real-time performance.

2. PF Algorithm

After acquiring some random samples with the corresponding weights under a selected importance probability density, the PF algorithm adjusts the weight and position of each particle according to the state observation, uses theses samples to approach the state posterior distribution, and finally takes their weighted sum as the estimated value of state [16].

For a discrete-time nonlinear dynamic system, the state transition equation of a target state sequence and observation equation of the system can be expressed as equations (1) and (2) [17].

\[ x_k = f(x_{k-1}, w_{k-1}), \quad (1) \]

\[ zt_k = h(x_k, v_k), \quad (2) \]

where \( x_k \), \( z_k \), \( w_{k-1} \), and \( v_k \) stand for the state variable, observed value, process noise, and observation noise of the system, respectively. In particular, the filtering estimation value of \( x_k \) derives from all observed values \( z_{1:k} = \{ z_i, i = 1, \ldots, k \} \) at time 1 – k.

The filtering problem means acquiring the estimated value of the quantity of state \( x_k \) through the observation data \( z_{1:k} = \{ z_i \}_{i=1}^k \) at time 1 – k. Under the given \( p(x_0 | z_0) = p(x_0) \), the probability density function of posterior state distribution \( p(x_k | z_{1:k}) \) can be acquired through the prediction equations (equations (3) and (4)).

\[ p(x_k | z_{1:k-1}) = \int p(x_k | x_{k-1})p(x_{k-1} | z_{1:k-1})dx_{k-1}. \quad (3) \]

In equation (3), \( p(x_k | x_{k-1}) \) is called the transfer density function of state, which contains an assumption:

\[ p(x_k | x_{k-1}) = p(x_k | x_{k-1}, z_{1:k-1}). \]

\[ p(x_k | z_{1:k}) = \frac{p(z_k | x_k)p(x_k | z_{1:k-1})}{p(z_k | z_{1:k-1})}. \quad (4) \]

In equation (4), the constant quantity \( p(z_k | z_{1:k-1}) = \int p(z_k | x_k)p(x_k | z_{1:k-1})dx_k \) is codetermined by observation model equation (2) and statistical value \( p(x_k | z_{1:k-1}) \) predicted in the first step. In the updating phase, the observed value \( z_k \) in equation (4) is used to correct the prior overview, so as to obtain the posterior probability of current state.

Sampling from \( p(x_k | z_{1:k}) \) is approximately a special form of Monte Carlo method. In reality, a more general form is to sample from the complete posterior distribution \( p(x_k | z_{1:k}) \). For a general nonlinear system, it is difficult to sample directly from \( p(x_0 \ldots k | z_{1:k}) \) or obtain the analytical solution of posterior probability density function. A relatively popular solution to the aforementioned problem is the sequential importance sampling method [18]. When sampling at time \( k \), this method does not change the past state sequence \( x_{0:k-1} \), but instead, it calculates the importance weight in a recursive fashion. The importance density function can be decomposed into an expression as shown in the following equation:

\[ q(x_0 \ldots k | z_{1:k}) = q(x_k | x_0 \ldots k-1, z_{1:k})q(x_0 \ldots k-1 | z_{1:k-1}). \quad (5) \]

The weight updating formula is as seen in the following equation:

\[ w_k^{(i)} = w_{k-1}^{(i)} \frac{p(z_k | x_k^{(i)})p(x_k^{(i)} | x_{k-1}^{(i)})}{q(x_k^{(i)} | x_{k-1}^{(i)}, z_k)}. \quad (6) \]

Hence, the posterior probability density function can be approximated as shown in the following equation:

\[ \tilde{p}(x_k | z_{1:k}) = \sum_{i=1}^{N} w_k^{(i)} \delta(x_k - x_k^{(i)}), \quad (7) \]
where \( \tilde{w}_i^{(i)} \) denotes the normalized weight and \( N \) is the number of samples.

3. Single-Station Target Tracking Modeling and Algorithm Implementation

3.1. Single-Station Target Tracking Modeling. Correct modeling of target motion state is of great importance for a model-based target tracking system, and the model quality directly influences the tracking effect. To simplify the problem, the common target motion under ideal conditions was modeled in this study, and the single-state single-target tracking modeling steps were as follows [19]:

With the uniform linear motion of a target in a two-dimensional (2D) space as an example, the target motion was modeled in this study, and the single-state single-target problem, the common target motion under ideal conditions could be obtained according to the angle information between the target and station.

In a distance-based target tracking system, the station position and target presented a relation as shown in the following equation:

\[
z_k = \sqrt{(x_k - x_0)^2 + (y_k - y_0)^2} + v_k.
\]

Similarly, for an orientation-based target tracking system, the observation equation as shown in equation (12) could be obtained according to the angle information between the target and station.

\[
z_k = \arctan \frac{y_k - y_0}{x_k - x_0} + v_k.
\]

In general, the observation model equations (10) and (11) were expressed as follows:

\[
z_k = h(x_k) + v_k.
\]

3.2. Single-Station PF Target Tracking Algorithm. It was assumed that the tracked target did uniform linear motion on a 2D plane and the station position was \([x_0, y_0]\), where a distance sensor was used. The target state equation and observation equation could be expressed as follows:

\[
\begin{align*}
x_k &= F x_{k-1} + \Gamma w_{k-1}, \\
z_k &= \sqrt{(x_k - x_0)^2 + (y_k - y_0)^2} + v_k,
\end{align*}
\]

where \( x(k) = [x(k), v_x(k), y(k), v_y(k)]^T \) and \([x(k), y(k)]\) represent the target positions in directions X and Y at time \( k \), respectively. \( v_x(k) \) and \( v_y(k) \) denote the target velocity in directions X and Y at time \( k \), respectively. \( F \) is the state transition matrix, \( \Gamma \) is the noise-driven matrix, \( w_{k-1} \sim N(0, Q_{k-1}) \), \( v_k \sim N(0, R_k) \), and

\[
\begin{align*}
F &= \begin{bmatrix} 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}, \\
\Gamma &= \begin{bmatrix} 0.5T^2 & 0 \\
0 & T \\
0 & 0.5T^2 \\
0 & 0 \\
T
\end{bmatrix}.
\end{align*}
\]

On the precondition of already known state equation and observation equation of target motion, the single-station target tracking steps based on PF algorithm were as follows:

Step 1: initialization: \( N \) particles \( \{x_0^{(i)}\}_{i=1}^N \) were sampled according to the prior distribution \( p(x_0) \).

Step 2: importance sampling: the prior density \( p(x_k | x_0^{(i)}) \) could be obtained according to the state equation of target motion. In general, the prior density was usually taken as the importance density function, namely, \( q(x_k | x_0^{(i)}, z_k) = p(x_k | x_0^{(i)}) \), and the particle \( x_k^{(i)} - p(x_k | x_0^{(i)}) \) could be sampled from this function.
Step 3: \( p(x_k | x_k^{(i)}) \) could be acquired according to the observation equation of target tracking, and the weight value \( w_k^{(i)} = w_k^{(i)} p(z_k | x_k^{(i)}) \) was further calculated and normalized as \( \bar{w}_k^{(i)} = w_k^{(i)} / \sum_{i=1}^{N} w_k^{(i)} \).

Step 4: resampling: resampling should be implemented when the estimated number of effective samples was \( N_{\text{eff}} < N_{\text{th}} \), and new particles were generated and the weight \( w_k^{(i)} = \bar{w}_k^{(i)} = 1/N \) was reassigned.

Step 5: output: the state estimation at time \( k \) was calculated as \( \bar{x}_k = \sum_{i=1}^{N} \bar{w}_k^{(i)} x_k^{(i)} \).

Step 6: \( k = k + 1 \) was set, and Steps 2–5 were repeated.

4. Particle Number Selection Method in PF Algorithm

4.1. Experimental Environment Settings for Particle Number Selection. In the practical application of the traditional PF algorithm, except for a minority of particles, the normalized weights of most particles will tend to zero after several iterations, and this phenomenon is referred to as particle degeneracy [20]. Due to particle degeneracy, a large quantity of computing work is wasted in updating those particles almost unusable for the \( p(x_k | z_{1:k}) \) estimation. In case of particle degeneracy, the degeneracy can be mitigated by increasing the number of particles \( (N) \), which, however, will enlarge the calculated quantity and affect the real-time performance of the algorithm. In this study, the number of particles was selected through the experimental method in an effort to explore the influence of particle number on the performance of PF algorithm and realize particle number optimization. The simulation experiment on particle number optimization was implemented by selecting a typical single-variable nonstatic growth model [19]. This system, which was of high nonlinearity with double-peak likelihood function, could hardly be processed by the traditional KF algorithm. The simulation experiment results indicated that when the number of particles was increased from 300 to 5000, the filtering accuracy was obviously enhanced. This is because the particle weight variance will be iterated with time and continuously increase owing to the particle degeneracy in the PF algorithm. The particle diversity could be reinforced and the particle degeneracy phenomenon could be effectively delayed by increasing the number of particles. Nevertheless, it could also be discovered from the figure that, in comparison with the situation under 1000 particles, the filtering accuracy was improved not obviously when the number of particles was 2000. This is because, with the continuous increase in the number of particles, the particle density was already very high, and the filtering accuracy cannot be effectively improved by purely increasing the number of particles.

The average RMSEs obtained through 100 times of Monte Carlo simulation experiments under \( N = 300 \), \( N = 500 \), \( N = 1000 \), and \( N = 2000 \) are listed in Table 1. It could be seen from the table that the estimation accuracy was improved by 38% when \( N \) was increased from 300 to 500 and by 10% when \( N \) was increased from 500 to 1000 but not obviously improved when \( N \) was increased from 1000 to 2000.

The simulation experiment results indicated that when the number of particles was elevated, the particle degeneracy problem could be solved to some extent, and the PF accuracy could be improved. The large number of particles required strong data storage and computing power, which certainly strengthened the algorithm operation time and degraded the computing efficiency. The changes in operation time under the increasing number of particles should also be compared in order to achieve good real-time performance. The comparison of real-time performance under the increasing number of particles is as shown in Figure 2.

As shown in Figure 2, when the number of particles was increased from 300 to 5000, 1000 and 2000, the needed filtering time was lengthened from the original 0.01 s to 0.02 s, 0.04 s and 0.07 s, which were 2, 4, and 7 times that of the original filtering time. However, it could be known from Figure 1 that the filtering accuracy was improved not evidently under 2000 particles in comparison to the situation under 1000 particles, so the situation with 2000 particles was not considered. In order to improve the computing efficiency, the number of sampled particles could be properly reduced to improve the real-time performance while meeting the tracking accuracy requirement. Through the conjoint analysis of Figures 1 and 2 and Table 1, it could be seen that the estimation accuracy was apparently improved.
5. Target Tracking Experiment and Result Analysis

5.1. Environment Settings for the Target Tracking Experiment.

The parameters of targets in the uniformly accelerated linear motion process on the 2D plane were set as follows: the initial value of target motion was $x_0 = \begin{bmatrix} 1000 \text{ m} & 5000 \text{ m} & 10 \text{ m/s} & 50 \text{ m/s} & 2 \text{ m/s}^2 & -4 \text{ m/s}^2 \end{bmatrix}^T$, the station could be at any position, which was set as $[1350 \text{ m}, 5150 \text{ m}]$, and the sampling time was set as $T = 0.5 \text{ s}$ and the time step as 50. Meanwhile, the correlation coefficients in the UT transformation were set as $\alpha = 0.01, \kappa = 0$, and $\beta = 2$ [21, 22], and the number of sampled particles was set as $N = 500$. The noise parameters in the target motion process were set as follows [23]: The process noise variance, which was calculated as per equation (19), was $Q_k$ and the observation noise variance was $R_k\ = \ 5^2$. 

\[
Q_k = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0.1 \ & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.1 \ & 0 & 0 \\
0 & 0 & 0 & 0 & 0.1^2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.01^2
\end{bmatrix}
\] (19)

5.2. Analysis of Target Tracking Experiment Results. The UKF algorithm was comparatively analyzed with the PF algorithm to verify the algorithm performance. The target tracking effects of the two algorithms are shown in Figure 3. It could be observed from Figure 3 that the later-stage tracking trajectory of PF target tracking algorithm slightly deviated from the real target trajectory, while that of the UKF...
algorithm deviated a lot from the true estimation of the target nearby the coordinates [1300 m 5300 m], and it still experienced a large deviation from the real motion trajectory in the later tracking stage.

In order to intuitively display the tracking effects of the two algorithms, the RMSE of target position was compared with that of target velocity. The RMSEs calculated through 100 times of Monte Carlo simulation are displayed in Figures 4–7.

It could be seen from Figures 4–7 that both PF algorithm and UKF algorithm could roughly estimate the variation trends of target position and velocity. Although not every estimation result obtained through the PF algorithm was more accurate than that obtained through the UKF algorithm, the overall position and velocity RMSEs were smaller than those in UKF algorithm, and the tracking performance was better.

The operation time of a tracking algorithm is directly related to the tracking real-time performance and also an important index in the effect analysis of target tracking algorithm. The average position and velocity RMSEs and single operation time of UKF algorithm and PF algorithm in directions X and Y during the 100 Monte Carlo experiments are presented in Table 2.

It could be seen from Table 2 that the PF filtering algorithm should be chosen if the tracking accuracy was the primary factor to consider. However, if the tracking real-time performance was the primary goal, the UKF
algorithm was preferred, as it is the minimum computing burden and best real-time performance. By analyzing the data in the X direction in Table 2, it could be known that both position accuracy and velocity accuracy of the PF algorithm were superior to those of the UKF algorithm, but it required a larger calculated quantity with longer operation time and poorer real-time performance. Nevertheless, the real-time performance requirement could still be satisfied.

6. Conclusion

(1) In this study, the number of particles was experimentally selected, followed by a comparison with the target tracking effect of the traditional UKF algorithm. The experimental results revealed that if the tracking accuracy is the primary factor to consider, the PF filtering algorithm is a better choice, but the UKF algorithm will be preferred if the tracking real-time performance is the primary goal. These conclusions are of certain reference values for studying the target tracking technology based on the filtering algorithm under the single-station condition.

(2) During the experimental process, only two circumstances—uniform linear and uniformly accelerated linear motions—were discussed for the target motion model. But the motion model may be very complex if the target is under complex maneuvering motion status. Given this, the complex maneuvering motion can be explored in the follow-up study by combining the PF target tracking algorithm and KF filtering algorithm, so as to overcome their respective deficiencies and improve the tracking effect.
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