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Abstract

In this paper, we investigate a cache updating system with a server containing \( N \) files, \( K \) relays and \( M \) users. The server keeps the freshest versions of the files which are updated with fixed rates. Each relay can download the fresh files from the server in a certain period of time. Each user can get the fresh files from any relay as long as the relay has stored the fresh versions of the requested files. Due to the limited storage capacity and updating capacity of each relay, different cache designs will lead to different average freshness of all updating files at users. In order to keep the average freshness as large as possible in the cache updating system, we formulate an average freshness-optimal cache updating problem (AFOCUP) to obtain an optimal cache scheme. However, because of the nonlinearity of the AFOCUP, it is difficult to seek out the optimal cache scheme. As a result, an linear approximate model is suggested by distributing the total update rates completely in accordance with the number of files in the relay in advance. Then we utilize the greedy algorithm to search the optimal cache scheme that is satisfied with the limited storage capacity of each relay. Finally, some numerical examples are provided to illustrate the performance of the approximate solution.
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I. INTRODUCTION

With emergence of new services and application scenarios, such as YouTube and Netflix, massive device connectivity is becoming a main challenge for existing Internet traffic. To alleviate the latency of data transmission between the servers on the Internet and end users, caching is a promising technology by storing the required files or contents at relay servers (or simply as relays hereafter) nearby the users so that the users can retrieve the cached data with low latency [1]-[6]. Moreover, with the popularity of technologies such as autonomous driving, augmented reality, social networking, high-frequency automated trading, and online gaming, time sensitive information has become much more important than ever. Age of information has been proposed as an effective metric to quantify the freshness of information in communication networks. There have been lots of efforts on Age of information such as social networks [7], web crawling [8]-[10], queueing networks [11]-[14], caching systems [15]-[24], scheduling in networks [25]-[28], multi-hop multicast networks [29]-[31], reinforcement learning [32]-[33] and so on.

The freshness of cached data is often used as a metric to evaluate the update effect of contents or files requested by users in a cache updating system. At present, there are some preliminary studies on freshness such as [10], [16], [22]-[23]. In [10], Kolobov et al. studied the problem of finding optimal crawl rates to keep the information in a search engine fresh while maintaining the constraints on crawling rates imposed by the web sites and also the total crawl rate constraint of the search engine. Yates et al. in [16] considered an age metric to quantify the freshness and then proposed a model where a resource constrained remote server wants to keep the requested contents at a local cache as fresh as possible. They showed that the update rates of the files should be chosen proportional to the square roots of their popularity indices. Different from reference [16] where the freshness of the local cache is considered, Bastopcu and Ulukus in [22] considered the freshness at the user which is connected to the source via a single cache or multiple caches. Furthermore, the freshness in [22] is different from the traditional age metric used in [16]. However, the caching capacity of the cache in the system model considered by [22] is unlimited, which may not be possible in practice. Therefore, Bastopcu and Ulukus in [23] made further efforts to consider a cache updating system that consists of a source, a cache with limited caching capacity, and discussed the trade-off between the storing the files at the cache and obtaining the files directly from the source.
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Usually, a number of relays are deployed in the edge networks and the files required by a user can be cached at one or multiple nearby relays. However, besides the caching capacity, the update rate of cached data at a relay is limited by the network bandwidth in practice. Servers on the Internet keep the fresh versions of all the files, which are updated with known rates. On the other hand, the files downloaded by and stored at a relay are valid (fresh) only within a certain period of times. Users retrieve the files from nearby relays that may be valid or outdated. This implies that a user may get a fresh or an outdated file depending on the file freshness. In this paper, we prefer to design a cache updating scheme that allocates file caches at the relays nearby the users so as to maximize the average freshness of files accessed by users.

We first provided an average freshness-optimal caching updating problem (AFOCUP). Through analyzing the AFOCUP problem, the optimal file cache scheme, which produced the maximal average freshness of all files at users in the cache updating system, was obtained. The uncertainty of update rate of each file at relays leads to the nonlinearity of the AFOCUP. By distributing the total update rate completely in accordance with the number of files in each relay, we linearize the original objective function and then get an approximation of the AFOCUP. With the help of the Greedy Algorithm, an optimal cache scheme for the approximation of AFOCUP can be obtained. Moreover, we analyse the relationship between the objective function and two different update rates of files at users and server and find the optimal average freshness is monotonically decreasing on file update rate at the server as well as increasing at users.

II. NETWORK SYSTEM MODEL

A. System Scenario

In this paper, we consider a cache updating system that consists of a server, multiple relays and users. That is, there is a server $r_0$, $K$ relays $\mathcal{R} = \{r_1, r_2, \ldots, r_K\}$, and $M$ users $\mathcal{U} = \{u_1, u_2, \ldots, u_M\}$, as shown in Fig. 1. We assume that different users store different files and each file is only cached by one of these relays, and both the storage capacity and total update rate are limited for each relay in the updating system.

It is assumed that $r_0$ stores $N$ files denoted by $\mathcal{F} = \{f_1, f_2, \ldots, f_N\}$, each relay can cache at most $C_k$ files, and each user $u_i$ can cache at most $n_i$ files, i.e., $\mathcal{F}_{u_i} = \{f_{u_i,1}, f_{u_i,2}, \ldots, f_{u_i,n_i}\} \subseteq \mathcal{F}$. Clearly $C_k, n_i \leq N$ always holds for all $k$ and $i$. The files update in the server, relay and user’s cache are satisfied the following assumptions.

- The server keeps the freshest version of $N$ files where $f_j$ is updated with exponential inter-arrival times with rates $\lambda_{r_0, f_j}$. The files update at the server are independent of each other;
- When a file is updated at the server, the stored version of the same file at the relay become outdated. When the relay gets an update for an outdated file, the updated file in the relay becomes fresh again until the next update arrival at the server. Each relay $r_k$ can download the latest versions of stored files from the server with delivery cost. For different files, the delivery costs are usually different on account of delay period. Therefore, the inter-update request times of relay $r_k$ for file $f_j$ are exponential with rate $\lambda_{r_k, f_j}$ in (22). Due to the resource-constrained, each relay $r_k$ is subject to a total update rate constraint $G_k$, i.e., $\sum_{f_j \in \mathcal{F}} \lambda_{r_k, f_j} \leq G_k$.
- When a file is updated at the server or relay, the stored version of the same file at the user become outdated. Each user can obtain the latest version from the relay which contains its requested update file. Similar delivery cost consideration for each user, the inter-update request times of user $u_i$ for file $f_j$ are exponential with rate $\lambda_{u_i, f_j}$. Moreover, each user only choose one of the relays to download the fresh file.

It is noted that when the user requests an update for an outdated file, it might still receive an outdated version if the file at the relay is not fresh. Since the relays and the users are unaware of the file updates at the server, they do not know whether they have the freshest versions of the files or not. Thus, they may still request an update even though they have the freshest version
of a file. In order to keep track of the freshness at the users, Bastopcu and Ulukus in [22] provide an analytical expression for the freshness of the files at the user, and then utilized the freshness index to evaluate the updating effect of the file at users.

For convenience, we denote $F_{r_k,u_i,f_j}$ as the freshness of file $f_j$ at the user $u_i$ when the file $f_j$ is updated successfully at the relay $r_k$. The freshness $F_{r_k,u_i,f_j}$ is related to the above three update rates $\lambda_{r_k,f_j}$, $\lambda_{r_k,f_j}$ and $\lambda_{u_i,f_j}$. The details of the freshness will be illustrated in the following section. According to [22], for file $f_j$ at the user $u_i$, different choices of the relays will produce different freshness $F_{r_k,u_i,f_j}$. With respect to the above cache updating system in Fig.1, we will provide a cache updating strategy to illustrate the assignment of these relays to cache the files at the users in the following section.

**B. Cache Updating Strategy**

For file $f_j$ at the user $u_i$, if it is cached by relay $r_k$, it will be endowed with a appropriate update rate $\lambda_{r_k,f_j}$. As a result, the freshness $F_{r_k,u_i,f_j}$ will change along with the changes of the update rate at different relays. The caching updating strategy of the caching updating system introduced in Subsection II-A can be informed as follows.

Let $X$ be a cache updating scheme, which is a binary variable set denoted by

$$X = \{x_{r_k,u_i,f_j} : r_k \in \mathcal{R}; u_i \in \mathcal{U}; f_j \in \mathcal{F}_{u_i}\},$$

where $x_{r_k,u_i,f_j}$ indicates the caching status of file $f_j$ in relay $r_k$, i.e., $x_{r_k,u_i,f_j} = 1$ if it is cached by relay $r_k$ and user $u_i$ can download the latest version from the relay, otherwise $x_{r_k,u_i,f_j} = 0$ if it is not cached in relay $r_k$ and certainly user $u_i$ can not get the updated file from relay $r_k$.

We assume that each file $f_j \in \mathcal{F}_{u_i}$ can be updated by only one of these relays successfully. Then the following equivalent constraints are satisfied

$$\sum_{k=1}^{K} x_{r_k,u_i,f_j} = 1, \quad u_i \in \mathcal{U}, \quad f_j \in \mathcal{F}_{u_i},$$

$$\sum_{f_j \in \mathcal{F}_{u_i}} \sum_{k=1}^{K} x_{r_k,u_i,f_j} = n_{u_i}, \quad u_i \in \mathcal{U}.$$

Due to the limited cache storage capacity, each relay is subject to the constraint condition, i.e.

$$\sum_{i=1}^{M} \sum_{f_j \in \mathcal{F}_{u_i}} x_{r_k,u_i,f_j} \leq C_k, \quad k = 1, 2, \ldots, K,$$

Moreover, each relay $r_k$ is satisfied with the total update rate constraint $G_k$, i.e.

$$\sum_{i=1}^{M} \sum_{f_j \in \mathcal{F}_{u_i}} \lambda_{r_k,u_i,f_j} \cdot x_{r_k,u_i,f_j} \leq G_k, \quad k = 1, 2, \ldots, K.$$

In general, different users have different files as well as different preferences for the same file. For simplicity, it is assumed that the requests for all files in the server follow the same distribution. Let file $f_j$ be requested with probability $p_{f_j}$. Clearly $\sum_{f_j \in \mathcal{F}} p_{f_j} = 1$. For user $u_i$, the probability of file $f_j \in \mathcal{F}_{u_i}$ updated is defined as

$$p_{u_i,f_j} = \frac{p_{f_j}}{\sum_{f_j \in \mathcal{F}_{u_i}} p_{f_j}}.$$ 

In addition, the user’s decision on relay selection is affected by some actual factors such as transmission times, storage capacity of the relay or user, total update rates of the relay etc. So each user usually has different preferences for different relays. The probability, of which $u_i$ requests the updating file from the relay $r_k$, is denoted by $p_{r_k,u_i}$. Then we have

$$\sum_{k=1}^{K} p_{r_k,u_i} = 1, \quad u_i \in \mathcal{U}.$$

It is noted that freshness is an important metric to quantify the performance of the cache updating system. The detail of freshness is described in Section III. Next, for the cache updating system described as Fig.1, we will propose an analytic expression on the average freshness of all files for all users. For file $f_j \in \mathcal{F}_{u_i}$, the expected freshness $F_{u_i,f_j}$ for all relays is represented by

$$F_{u_i,f_j} = \sum_{k=1}^{K} p_{r_k,u_i} \cdot F_{r_k,u_i,f_j} \cdot x_{r_k,u_i,f_j},$$
Then, for all files at the user \( u_i \), we can get the expected freshness \( F_{u_i} \) as follows

\[
F_{u_i} = \sum_{f_j \in F_{u_i}} p_{u_i,f_j} \cdot F_{u_i,f_j}
\]

\[
= \sum_{f_j \in F_{u_i}} p_{u_i,f_j} \sum_{k=1}^{K} p_{r_k,u_i} \cdot F_{r_k,u_i,f_j} \cdot x_{r_k,u_i,f_j}.
\]

where \( p_{u_i,f_j} \) is the probability of file \( f_j \) requested by user \( u_i \).

Based on above description and discussion, for all users in the cache updating system, the average freshness of all files is expressed as

\[
F = \frac{1}{M} \sum_{i=1}^{M} F_{u_i}
\]

\[
= \frac{1}{M} \sum_{i=1}^{M} \sum_{f_j \in F_{u_i}} p_{u_i,f_j} \sum_{k=1}^{K} p_{r_k,u_i} \cdot F_{r_k,u_i,f_j} \cdot x_{r_k,u_i,f_j}.
\]

**III. PROBLEM FORMULATION AND COMPLEXITY ANALYSIS**

**A. Problem Formulation**

In the cache updating system, both the update rate \( \lambda_{r_0,f_j} \) at the server \( r_0 \) and \( \lambda_{u_i,f_j} \) at the user \( u_i \) usually remain unchanged during a certain period. However, the update rate \( \lambda_{r_k,f_j} \) at the relay \( r_k \) is uncertain as a result of diversity of cache schemes. With regarding to the total update rates \( G_k \), each relay needs to allocate \( \lambda_{r_k,f_j} \) in accordance with the number of its stored files in specific cache status. That is to say, the update rate \( \lambda_{r_k,f_j} \) will be endowed with different values in different cache schemes to make full use of total update rates \( G_k \). In this section, we investigate the optimal caching update strategy to maximize the average freshness \( F \) over all files at the users under some necessary constraints. Thus, the maximum average freshness-optimal caching updating problem (AFOCUP) can be formulated as

\[
\max F = \frac{1}{M} \sum_{i=1}^{M} \sum_{f_j \in F_{u_i}} p_{u_i,f_j} \sum_{k=1}^{K} p_{r_k,u_i} \cdot F_{r_k,u_i,f_j} \cdot x_{r_k,u_i,f_j},
\]

s.t. \( \sum_{i=1}^{M} \sum_{f_j \in F_{u_i}} \lambda_{r_k,f_j} \cdot x_{r_k,u_i,f_j} \leq G_k, \quad k = 1, 2, \ldots, K, \) (2)

\( \sum_{i=1}^{M} \sum_{f_j \in F_{u_i}} x_{r_k,u_i,f_j} \leq C_k, \quad k = 1, 2, \ldots, K, \) (3)

\( \sum_{k=1}^{K} x_{r_k,u_i,f_j} = 1, \quad u_i \in U, \quad f_j \in F_{u_i}, \) (4)

\( \sum_{f_j \in F_{u_i}} \sum_{k=1}^{K} x_{r_k,u_i,f_j} = n_i, \quad u_i \in U, \) (5)

\( x_{r_k,u_i,f_j} \in X. \) (6)

In order to solve the AFOCUP problem, we need to illustrate the analytical expression for the freshness of the files at the user in the above optimal model.

**B. Freshness Index**

As one of the most important indexes, the freshness is used to evaluate the performance of the cache updating system in reference\[22, 23\]. In this section, we will provide the analytical expression for the freshness of the files at the users. Bastopcu and Ulukus in\[22\] defined the freshness function \( f_u(f_j,t) \) at the user \( u \) as follows

\[
f_u(f_j,t) = \begin{cases} 
1, & \text{if } f_j \text{ is fresh at time } t, \\
0, & \text{otherwise.}
\end{cases}
\]
i.e., the instantaneous freshness function is a binary function taking values of fresh, \(1\), or not fresh \(0\), at any time \(t\).

We can define the average freshness of file \(f_j\) at the user \(u\) as follows.

\[
F_u(f_j) = \lim_{T \to \infty} \frac{1}{T} \int_0^T f_u(f_j, t) dt.
\]

Denote the time interval between the \(k\)th and the \((k+1)\)th successful updates for file \(f_j\) at the user as the \(k\)th update cycle by \(I(f_j, k)\). We denote the time duration when file \(f_j\) at the user is fresh during the \(k\)th update cycle as \(T(f_j, k)\). Then, the average freshness \(F_u(f_j)\) can be written as

\[
F_u(f_j) = \lim_{T \to \infty} \frac{N}{T} \sum_{k=1}^N T(f_j, k) = \frac{E[T(f_j)]}{E[I(f_j)]},
\]

where \(N\) is the number of update cycles in the time duration \(T\). When file \(f_j \in F_u\) is updated by relay \(r_k\), the expression of freshness is formulated as (see [22])

\[
F_{r_k, u_i, f_j} = \frac{\lambda_{u_i, f_j}}{\lambda_{u_i, f_j} + \lambda_{r_0, f_j}} \cdot \frac{\lambda_{r_k, f_j}}{\lambda_{r_k, f_j} + \lambda_{r_0, f_j}}.
\] (7)

Fig. 2: The relationship between freshness and the update rate at the relay, user, server

As shown in Fig. 2, \(F_{r_k, u_i, f_j}\) is an increasing concave function of the update rate \(\lambda_{r_k, f_j}\). For the same freshness \(F_{r_k, u_i, f_j}\), with the increase of the update rate \(\lambda_{u_i, f_j}\) at the user, the update rate \(\lambda_{r_k, f_j}\) becomes smaller significantly (see Fig. 2(a)). However, with the increase of the update rate \(\lambda_{r_0, f_j}\) at the server, the update rate \(\lambda_{r_k, f_j}\) becomes larger significantly (see Fig. 2(b)). This implies the optimal update rate allocation policy for the relay can be studied according the number of the files requested by different users. So the update rates \(\lambda_{r_k, f_j}\) are uncertain integer variables in AFOCUP problem. We rewrite the optimal model based on (7) specifically as follows

\[
\begin{align*}
\text{max} \quad F &= \frac{1}{M} \sum_{i=1}^M F_{u_i} \\
&= \frac{1}{M} \sum_{i=1}^M \sum_{f_j \in F_{u_i}} p_{u_i, f_j} \sum_{k=1}^K p_{r_k, u_i} \cdot \frac{\lambda_{u_i, f_j}}{\lambda_{u_i, f_j} + \lambda_{r_0, f_j}} \cdot \frac{\lambda_{r_k, f_j}}{\lambda_{r_k, f_j} + \lambda_{r_0, f_j}} \cdot x_{r_k, u_i, f_j},
\end{align*}
\] (8)

s.t. \(\text{conditions (2), (3), (4), (5)},\)

\[x_{r_k, u_i, f_j} \in X, \quad \lambda_{r_k, f_j} \in Z.\] (9)

Obviously, the above model is nonlinear integer programming problem. In the following, we provide an approximation of the AFOCUP problem to seek out the optimal cache scheme.

C. Upper Bound Approximation To AFOCUP

Due to the AFOCUP’s intractability, it is difficult to obtain the optimal integer solution. For problem-solving, we linearize both the objective function and the first inequality constraints. These together give us a 0-1 linear integer programming model, as an approximation to the original model. The intractability of AFOCUP lies in the product of variables \(x_{r_k, u_i, f_j}\) and \(\lambda_{r_k, f_j}\)
contained in the objective function \( \beta \) and the first constraint condition \( \alpha \), which is the cause for nonlinearity. Overcoming this difficulty potentially motivates us to find an effective approach to make an approximation of the original model.

In order to utilize the total update rate capacity sufficiently at the relay, firstly, we replace the first inequality constraint \( \sum \) with the following equality constraint

\[
\sum_{i=1}^{M} \sum_{j=1}^{n_j} \lambda_{r_k, f_j} \cdot x_{r_k, u_i, f_j} = G_k, \quad k = 1, 2, \ldots, K.
\]

For an arbitrary cache scheme \( X \) satisfying with the rest constraints \( \beta \), \( \alpha \), \( \gamma \), we can obtain the specific number \( T_k \) of files cached in relay \( r_k \), i.e., \( T_k \leq C_k \). However, the update rates \( \lambda_{r_k, f_j} \) are still uncertain even though \( \lambda_{r_k, f_j} \) and \( \lambda_{r_k, f_j} \) are known for the relay \( r_k \). As illustrated in Fig.2, there should be an optimal update rate allocation for each relay \( r_k \) based on the certain cache scheme \( X \). Thus, an optimal model is proposed by distributing the update rate \( \lambda_{r_k, f_j} \) completely in accordance with the total update rate \( G_k \) and file number \( T_k \) stored in the relay \( r_k \). Specifically, in order to obtain the maximum freshness of these files at the users, we establish an optimal update rate allocation problem with regard to all relays \( r_k \), \( k = 1, 2, \ldots, K \) as follows

\[
\max_{\lambda_{r_k, f_j}} \sum_{j=1}^{T_k} \lambda_{u_i, f_j} \cdot \frac{\lambda_{r_k, f_j}}{\lambda_{r_k, f_j} + \lambda_{r_k, f_j}}
\]

subject to

\[
\sum_{j=1}^{T_k} \lambda_{r_k, f_j} \leq G_k, \quad \lambda_{r_k, f_j} \geq 0, \quad j = 1, 2, \ldots, T_k.
\]

By solving the model \( \text{[10]} \), we can obtain an analytical expression for the update rate \( \lambda_{r_k, f_j} \), which is represented by the update rates \( \lambda_{r_k, f_j} \) and \( \lambda_{r_k, f_j} \). With the help of the optimal expression, an upper bound approximation of AFOCUP is provided as the following theorem.

**Theorem 1:** For file \( f_j \) at user \( u_i \), when the update rates \( \lambda_{r_k, f_j} \) at the relay \( r_k \) is subject to the condition

\[
\lambda_{r_k, f_j}^* = \max \left\{ \frac{\beta}{\alpha} \cdot \frac{\lambda_{u_i, f_j} \cdot \lambda_{r_k, f_j}}{\lambda_{u_i, f_j} + \lambda_{r_k, f_j} - \lambda_{r_k, f_j}}, 0 \right\}
\]

where \( \alpha = \sum_{j=1}^{T_k} \sqrt{\frac{\lambda_{u_i, f_j} \cdot \lambda_{r_k, f_j}}{\lambda_{u_i, f_j} + \lambda_{r_k, f_j}}}, \beta = G_k + \sum_{j=1}^{T_k} \lambda_{r_k, f_j} \), then, the optimal solution of the 0-1 integer linear programming model as follows

\[
\max \; FR^* = \frac{1}{M} \sum_{i=1}^{M} FR^*_{u_i} = \frac{1}{M} \sum_{i=1}^{M} \sum_{f_j \in \mathcal{F}_{u_i}} p_{u_i, f_j} \sum_{k=1}^{K} \lambda_{r_k, f_j} \cdot \frac{\lambda_{r_k, f_j}}{\lambda_{r_k, f_j} + \lambda_{r_k, f_j}} \cdot x_{r_k, u_i, f_j},
\]

subject to

\[
\sum_{i=1}^{M} \sum_{f_j \in \mathcal{F}_{u_i}} x_{r_k, u_i, f_j} \leq C_k, \quad k = 1, 2, \ldots, K,
\]

\[
\sum_{k=1}^{K} x_{r_k, u_i, f_j} = 1, \quad u_i \in U, f_j \in \mathcal{F}_{u_i},
\]

\[
\sum_{f_j \in \mathcal{F}_{u_i}} x_{r_k, u_i, f_j} = n_i, \quad u_i \in U,
\]

\[
x_{r_k, u_i, f_j} \in \mathcal{X}.
\]

where \( FR^*_{r_k, u_i} = \frac{\lambda_{u_i, f_j}}{\lambda_{u_i, f_j} + \lambda_{r_k, f_j}} \cdot \frac{\lambda_{r_k, f_j}}{\lambda_{r_k, f_j} + \lambda_{r_k, f_j}} \), is upper bound approximation of AFOCUP.

The proof of Theorem 1 is attached in Appendix A. In order to obtain the optimal cache scheme of the AFOCUP problem, we will provide two algorithms based on the optimal model \( \text{[10]} \) and \( \text{[11]} \). Algorithm 1 is used to get the optimal update rate distribution of all files in each relay for an arbitrary specific cache scheme. Based on the facts that the higher of average freshness of all files at the users, an improved the cache scheme realized by Algorithm 2 is obtained to search for the optimal cache scheme with the aid of Algorithm 1.

For convenience’s sake, The Algorithm 1 is named as Relay-Optimal Request Update Rate Policy Under Total Update Rate Constraint Algorithm (RUPA) as follows
Algorithm 1: (RUPA) Relay-Optimal Request Update Rate Policy Under Total Update Rate Constraint

Input: $G_k$, the total update rates of $r_k$; $T_k$, the number of files cached in $r_k$ in specific cache scheme $X$; $F_r$, the files set cached in relay $r$; $\lambda_{r_0,F_r}$, the update rate set of $F_{r_0}$ at the source; $\lambda_{u,F_r}$, the update rate set of $F_{r_k}$ at the user.

Output: $\lambda_{r_k,F_r}$, the vector specifying optimal the request update rate for each file $f_j \in F_{r_k}$ under the condition $G_k$.

1. Let $\mu_j \leftarrow \frac{\lambda_{u_{r_k,F_r}}}{\lambda_{r_0,F_r}}$; $\alpha \leftarrow \sum_{j=1}^{T_k} \frac{\mu_j \cdot \lambda_{r_0,F_r}}{\lambda_{r_0,F_r}} + G_k$;
2. Sort $\mu_j, \lambda_{r_0,F_r}$ in non-descending order of $\mu_j/\lambda_{r_0,F_r}$ for file $f_j$;
3. for $j=1$ to $T_k$ do
   4. if $\mu_j/\lambda_{r_0,F_r} \leq \frac{G_k}{\alpha}$ then
      5. $\lambda_{r_k,F_r} \leftarrow 0$;
      6. $\alpha \leftarrow \alpha - \sqrt{\mu_j \cdot \lambda_{r_0,F_r}}$;
      7. $\beta \leftarrow \beta - \lambda_{r_0,F_r}$;
   else
      8. $\lambda_{r_k,F_r} \leftarrow \beta \sqrt{\mu_j \cdot \lambda_{r_0,F_r}} / \alpha - \lambda_{r_0,F_r}$;
9. end
10. end
11. return $\lambda_{r_k,F_r}$

Algorithm 2: The Greedy Algorithm to search for the optimal cache scheme with the help of algorithm 1(RUPA)

Input: $PS$, the permutation set of $N$ files; $CS$, the feasible partition set of $N$ files;
$PR$, the probability set of all relays requested by all users;
$PU$, the probability set of Files requested by users;
Output: $CST$, the optimal cache scheme information table;
$Fresh$, the optimal average fresh of the cache updating system.

1. Initialize the data: $OptimalCST = 0$; $OptimalFresh = 0$; $FRESH = 0$; $Relay = K$; $File = N$; $User = M$;
2. for $i=1$ to $LPS$ do
   3. for $j=1$ to $LCS$ do
      4. $n \leftarrow CS$;
      5. $RC \leftarrow G$;
      6. $UU \leftarrow \{\{\lambda_{r_0,f_i,u} : c_i \in CS, i = 1, \ldots, K\}$;
      7. $SU \leftarrow \{\{\lambda_{r_0,f_i,u} : c_i \in CS, i = 1, \ldots, K\}$;
      8. for $r=1$ to $K$ do
         9. $RU \leftarrow RUPA(n, RC, UU, SU)$
      10. end
      11. $cst \leftarrow (F1, UI, UU, RI, RU, SU)_{N \times 6}$;
      12. $Fresh \leftarrow \sum_{i=1}^{N} \left(\frac{cst_{i,3}}{cst_{i,3} + cst_{i,6}}\right) \cdot \frac{PU_{cst_{i,2},cst_{i,3}} \cdot PR_{cst_{i,2},cst_{i,4}}}{\sqrt{\lambda_{r_0,F_r}}} - \frac{optimal Fresh}{optimal Fresh}$
      13. $tmp \leftarrow Fresh$;
      14. if $tmp > FRESH(i)$ then
         15. $FRESH(i) \leftarrow tmp$;
         16. $CST(i) \leftarrow cst$
      17. else
         18. $FRESH(i) \leftarrow FRESH(i)$;
         19. $CST(i) \leftarrow CST(i)$
      20. end
   21. $tmp \leftarrow FRESH(i)$;
   22. if $tmp > OptimalFresh$ then
      23. $OptimalFresh \leftarrow tmp$;
      24. $OptimalCST \leftarrow CST(i)$;
   25. else
      26. $OptimalFresh \leftarrow OptimalFresh$;
      27. $OptimalCST \leftarrow OptimalCST$;
   28. end
29. end
30. return $OptimalFresh, OptimalCST$
For a given cache scheme \( X \) satisfied with constraint \( 3, 4, 5, 6 \), Algorithm 1 (RUPA) is used to obtain the optimal update rate \( \lambda_{r_k,f_j} \) according to the formula (11). Then we utilize the objective function (12) to get the average freshness of cache scheme \( X \). If the average freshness is larger than that before, we will replace the previous one with the current cache scheme. Therefore, the Greedy Algorithm can be used to search for the optimal cache scheme in the Algorithm 2.

For convenience, we make a notation on Algorithm 2. \( PS \) is a set of all permutations of file index, i.e.

\[
PS = \{(p_1,p_2,\ldots,p_N) : p_i \in \{1,\ldots,N\}, \ \forall p_i \neq p_j\}
\]

\( LPS \) is the length of \( PS \), i.e. \( |PS| = N! \).

\( CS \) is a set of the feasible partition for \( N \) files based on the cache capacity \( C_k \) of Relay \( r_k \), i.e.

\[
CS = \left\{(c_1,c_2,\ldots,c_K) : \sum_{i=1}^{K} c_i = N, c_i \in \mathbb{Z}^+\right\}
\]

\( LCS \) is the length of \( CS \).

\( CST \) is the cache scheme information table, which is a matrix with \( N \) rows and 6 columns and covers the information such as File indexes, User indexes, Update rates at users, Relay indexes, Update rates at relays, Update rates at server.(see TABLE II)

For an permutation contained \( N \) number, the \( N \) files at the server are ranked as the given permutation and divided into \( K \) subfile sets based on the element of \( CS \) set. Each subfile set is identified as the cache scheme at the relays. In addition, an given permutation means an storage status at the users. Therefore, we can search for the optimal partition \( (c_1,c_2,\ldots,c_K) \) by using the greedy algorithm to calculate the average freshness with the aid of Algorithm 1.

IV. NUMERICAL RESULTS

In this section, simulation results will be provided to evaluate the performance of the proposed approximation of the AFoCUP problem. Moreover, we will validate the AFoCUP and the effectiveness of the greedy caching strategy. In the following, we assume that the file request probability follows a Zipf distribution with parameter \( \alpha \) in [34], i.e.

\[
p_f = \frac{f^{-\alpha}}{\sum_{i \in F} i^{-\alpha}}.
\]

For the first example, the main parameters are designed as File number \( N = 10 \), Relay number \( K = 3 \), User number \( M = 4 \). The other data information is given as TABLE I.

| Parameters                        | Value     | Parameters                        | Value     |
|----------------------------------|-----------|-----------------------------------|-----------|
| File number                      | 10        | User number                       | 4         |
| Relay number                     | 3         | Update rate of all files at server| (4,3,6,4,3,6,4,5,6) |
| Cache capability of relays       | (6,5,4)   | Total Update rates of relays      | (12,10,8) |
| File index at User 1             | (1,2,3)   | File index at User 2              | (4,5,6)   |
| File index at User 3             | (7,8)     | File index at User 4              | (9,10)    |
| Update rate of files at User 1   | (8,10,12) | Update rate of files at User 2    | (6,12,8)  |
| Update rate of files at User 3   | (10,10)   | Update rate of files at User 4    | (12,6)    |
| Probability of files requested by User 1 | (0.3,0.3,0.4) | Probability of files requested by User 2 | (0.2,0.3,0.5) |
| Probability of files requested by User 3 | (0.4,0.6)   | Probability of files requested by User 4 | (0.5,0.5)   |
| Probability of relays requested by User 1 | (0.5,0.3,0.2) | Probability of relays requested by User 2 | (0.3,0.5,0.2) |
| Probability of relays requested by User 3 | (0.2,0.5,0.3) | Probability of relays requested by User 4 | (0.4,0.3,0.3) |

According to Algorithm 1 and Algorithm 2, we can obtain the optimal cache scheme information table \( CST \) as TABLE II. At the same time, we also provide the increasing tendency of freshness during the iteration. (see Fig.3)

In practice, the average freshness is related to the popularity of requested files in the cache updating system. The method of freshness calculation in [23] suggested that the popularity of all files in the server is consistent. However, the method proposed in this paper considers the discrepancy of file popularity in cache updating system. The following example is used to demonstrate the performance in the case of different file popularity.
TABLE II: The Optimal Cache Scheme Data Table

| File Index | User Index | Update rate at User | Relay Index | Update rate at Relay | Update rate at Server |
|------------|------------|---------------------|-------------|----------------------|------------------------|
| 1          | 1          | 8                   | 1           | 2.4832               | 4                      |
| 2          | 1          | 10                  | 1           | 3.0311               | 3                      |
| 3          | 1          | 12                  | 1           | 3.1505               | 3                      |
| 4          | 2          | 6                   | 1           | 0.8765               | 6                      |
| 5          | 2          | 12                  | 2           | 3.4239               | 4                      |
| 6          | 2          | 8                   | 2           | 3.3311               | 3                      |
| 7          | 3          | 10                  | 3           | 4.5573               | 6                      |
| 8          | 3          | 10                  | 2           | 3.2450               | 4                      |
| 9          | 4          | 12                  | 1           | 2.4586               | 5                      |
| 10         | 4          | 6                   | 3           | 3.4427               | 6                      |

Users 4  Relays 3  Files 10

Optimal Fresh 0.5319

Fig. 3: The increasing tendency of freshness

For the second example, we provide four different sets of data on file popularity with the same mean 0.1 and different variance. According to Algorithm 1 and Algorithm 2, we can obtain the values of the optimal average freshness are 0.5012, 0.5305, 0.5783 and 0.6263. The increasing tendency of freshness during the iteration are shown in the Fig.4. Fig.4 shows that the optimal solution of the average freshness in the cache updating system is monotonically increasing on the variance of values of file popularity, which implied that the file with much more popularity can be updated prior to all other files in the relays.
In addition, when the update rates of files at users or server change, the freshness of the cache updating system will change accordingly. In order to better explain the specific relationship between the freshness and update rates at users or server, we provide other two examples as follows.

**TABLE III:** Three different data sets of update rates at users

| File Index | User Index | Data sets 1 | Data sets 2 | Data sets 3 |
|------------|------------|-------------|-------------|-------------|
| 1          | 1          | 4           | 8           | 12          |
| 2          | 1          | 5           | 10          | 15          |
| 3          | 1          | 6           | 12          | 18          |
| 4          | 2          | 3           | 6           | 9           |
| 5          | 2          | 6           | 12          | 18          |
| 6          | 2          | 4           | 8           | 12          |
| 7          | 3          | 5           | 10          | 15          |
| 8          | 3          | 5           | 10          | 15          |
| 9          | 4          | 6           | 12          | 18          |
| 10         | 4          | 3           | 6           | 9           |

![Graph showing the increasing tendency of freshness corresponding to TABLE III](image)

*Fig. 5: The increasing tendency of freshness corresponding to TABLE III*

For the third example, we provide three data sets with different file update rates at users and the same file update rates at the server (see TABLE III). By using Algorithm 1 and Algorithm 2, we can get the corresponding optimal freshness as follows: 0.4184, 0.5139, and 0.5861. The increasing tendency of freshness corresponding to TABLE III during the iteration are shown as Fig.5. From the result of calculations, we find that the freshness of the cache updating system is monotonically increasing on file update rates at users.

**TABLE IV:** Three different data sets of update rates at the server

| File Index | Data sets 1 | Data sets 2 | Data sets 3 |
|------------|-------------|-------------|-------------|
| 1          | 4           | 6           | 8           |
| 2          | 3           | 4           | 6           |
| 3          | 3           | 4           | 6           |
| 4          | 6           | 8           | 10          |
| 5          | 4           | 6           | 8           |
| 6          | 3           | 4           | 6           |
| 7          | 6           | 8           | 10          |
| 8          | 4           | 6           | 8           |
| 9          | 5           | 7           | 9           |
| 10         | 6           | 8           | 10          |

![Graph showing the increasing tendency of freshness corresponding to TABLE IV](image)

*Fig. 5: The increasing tendency of freshness corresponding to TABLE IV*

For the fourth example, we provide three data sets with different file update rates at server and the same file update rates at users (see TABLE IV). By using Algorithm 1 and Algorithm 2, we can get the corresponding optimal freshness as follows.
Fig. 6: The increasing tendency of freshness corresponding to TABLE IV

0.5139, 0.3998 and 0.2894. The increasing tendency of freshness corresponding to TABLE IV sets during the iteration are shown in the Fig.6. From the result of calculations, we find that the optimal freshness of the cache updating system is monotonically decreasing on file update rates at the server.

V. CONCLUSION

In this paper, we considered a cache updating system with a server, $K$ relays and $M$ users. There are $N$ files in the server. Each file is updated by the server with a fixed rate. Each relay have a limited storage capacity as well as a total update rates. Each user can update a file by any relay, but the precondition is the file must be cached in the requested relay. We defined a cache updating scheme and then proposed an average freshness-optimal caching updating problem to obtain the optimal cache scheme. Because of the proposed optimal model being nonlinear integer programming problem, it is difficult to obtain the optimal solution. As a result, we provided an linear approximate model to replace the original model. With the help of the greedy algorithm, we can solve the 0-1 linear integer programming model and search for the optimal cache scheme. In addition, through specific numerical data analysis, we found that the optimal average freshness of the cache updating system is monotonically decreasing on file update rates at the server and monotonically increasing on file update rates at users.

APPENDIX A: THE PROOF OF THEOREM [1]

Proof. For the above optimal update rate allocation problem [10], we introduce the Lagrangian function for variable constraints $\lambda_{r_k,f_j} \geq 0$ as

$$L = \sum_{j=1}^{T_k} \frac{\lambda_{u_i,f_j}}{\lambda_{u_i,f_j} + \lambda_{ro,f_j}} \cdot \frac{\lambda_{r_k,f_j}}{\lambda_{r_k,f_j} + \lambda_{ro,f_j}} + \delta \cdot \left( \sum_{j=1}^{T_k} \lambda_{r_k,f_j} - G_k \right) - \left( \sum_{j=1}^{T_k} \theta_j \cdot \lambda_{r_k,f_j} \right)$$

where $\delta \geq 0, \theta_j \geq 0$. Then we write the KKT conditions as

$$\frac{\partial L}{\partial \lambda_{r_k,f_j}} = -\frac{\lambda_{u_i,f_j}}{\lambda_{u_i,f_j} + \lambda_{ro,f_j}} \cdot \frac{\lambda_{r_k,f_j}}{\lambda_{r_k,f_j} + \lambda_{ro,f_j}} \cdot \left( \frac{\lambda_{r_k,f_j}}{\lambda_{r_k,f_j} + \lambda_{ro,f_j}} \right)^2 + \delta - \theta_j = 0,$$

for all $j$. The complementary slackness conditions are

$$\delta \cdot \left( \sum_{j=1}^{T_k} \lambda_{r_k,f_j} - G_k \right) = 0,$$

$$\theta_j \cdot \lambda_{r_k,f_j} = 0.$$

If $\lambda_{r_k,f_j} > 0$, we have $\theta_j = 0$ from [15]. Thus, we rewrite (13) as

$$(\lambda_{r_k,f_j} + \lambda_{ro,f_j})^2 \leq \frac{1}{\delta \lambda_{u_i,f_j} + \lambda_{ro,f_j}} \left( \lambda_{u_i,f_j} \cdot \lambda_{ro,f_j} \right).$$
and then get
\[
\lambda_{rk,fj} = \max \left\{ \frac{1}{\sqrt{\delta}} \sqrt{\frac{\lambda_{ui,fj} \cdot \lambda_{ro,fj} - \lambda_{ro,fj}}{\lambda_{ui,fj} + \lambda_{ro,fj}}} - \lambda_{ro,fj}, 0 \right\}.
\] (16)

with regard to (14), we can get
\[
\delta = \left( \frac{\sum_{j=1}^{T_k} \lambda_{ui,fj} \cdot \lambda_{ro,fj}}{(G_k + \sum_{j=1}^{T_k} \lambda_{ro,fj})^2} \right)^2
\]

Let \( \alpha = \sum_{j=1}^{T_k} \sqrt{\lambda_{ui,fj} \cdot \lambda_{ro,fj}}, \beta = G_k + \sum_{j=1}^{T_k} \lambda_{ro,fj}, \) Then, \( \frac{1}{\sqrt{\alpha}} = \frac{\beta}{\alpha}. \) Thus, we can rewrite (16) as
\[
\lambda^*_rk,fj = \max \left\{ \beta \left( \frac{\lambda_{ui,fj} \cdot \lambda_{ro,fj}}{\lambda_{ui,fj} + \lambda_{ro,fj}} - \lambda_{ro,fj}, 0 \right) \right\}.
\]

For given update rates \( \lambda_{ro,fj} \) at the server, the above relationship between \( \lambda_{rk,fj} \) and \( \lambda_{ui,fj} \) can ensure the maximum freshness of \( T_k \) files at the relay \( r_k \). As a result, we rewrite the objective function (8) as
\[
F = \frac{1}{M} \sum_{i=1}^{M} \sum_{fj \in F_{ui}} p_{ui,fj} \sum_{k=1}^{K} p_{rk,ui} \cdot F_{rk,ui,fj} \cdot x_{rk,ui,fj}
\]
\[
= \frac{1}{M} \sum_{k=1}^{K} p_{rk,ui} \sum_{i=1}^{M} \sum_{fj \in F_{ui}} p_{ui,fj} F_{rk,ui,fj} \cdot x_{rk,ui,fj}
\]

For relay \( r_k \), we have \( \sum_{fj \in F_{ui}} \sum_{i=1}^{M} x_{rk,ui,fj} = T_k \leq C_k \). When the update rate \( \lambda_{rk,fj} \) is replaced with \( \lambda^*_rk,fj \) in the formula \( F_{rk,ui,fj} \), we can obtain the inequality
\[
\sum_{i=1}^{M} \sum_{fj \in F_{ui}} p_{ui,fj} F^*_{rk,ui,fj} \cdot x_{rk,ui,fj} \leq \sum_{i=1}^{M} \sum_{fj \in F_{ui}} p_{ui,fj} F^*_{rk,ui,fj} \cdot x_{rk,ui,fj}
\]

Thus, on the one hand, the objective function \( F \) from (8) is subject to
\[
F \leq FR^*
\]
\[
= \frac{1}{M} \sum_{i=1}^{M} FR^*_{ui} = \frac{1}{M} \sum_{i=1}^{M} \sum_{fj \in F_{ui}} p_{ui,fj} \sum_{k=1}^{K} p_{rk,ui} \cdot F^*_{rk,ui,fj} \cdot x_{rk,ui,fj}
\]

On the other hand, for the constraint (2), the above equation (14) shows \( \sum_{j=1}^{T_k} \lambda^*_rk,fj = G_k \), it is apparent for relay \( r_k \) that
\[
\sum_{fj \in F_{ui}} \lambda^*_rk,fj \cdot x_{rk,ui,fj} \leq \sum_{j=1}^{T_k} \lambda^*_rk,fj = G_k, \ k = 1, 2, \ldots, K.
\]

Thus, the optimal solution of 0-1 integer linear programming model (12) is upper bound approximation of AFOCUP. \( \square \)
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