ABSTRACT Secure wireless device identification is necessary if we want to ensure that any transmitted data reach only a desired receiver. However, the fact that wireless communications are by nature broadcast creates unique challenges such as identity theft, eavesdropping for data interception, jamming attacks to disrupt legitimate transmissions, etc. This paper proposes a new integrated radioprint framework (IRID) that has two main components. First, we propose a machine learning-based radio identification solution that relies on hardware variabilities of internal components of the transmitter caused during manufacturing, allowing us to achieve passive device identification. Second, we introduce a new kind of covert channel, based on variations in the emitted signal strength, which allows us to implement unique active device identification. We evaluate our proposed framework on an experimental test-bed of 20 identical WiFi devices. Although our experiments deal only with IEEE 802.11b, the approach can easily be extended to any wireless protocol. The experimental results show that our proposed solution can differentiate between network devices with accuracy in excess of 99% on the basis of a standard-compliant implementation.
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I. INTRODUCTION
The rapid development of wireless technologies has allowed wireless communications to play increasingly important roles in the way we communicate. However, the “over the air” nature of wireless communications creates privacy and security concerns, such as eavesdropping for data interception and jamming for disrupting legitimate communications [1].

Several authentication methods exist to distinguish devices from each other when connected to a network. Traditional identification techniques, for instance, provide the ability to recognize a device connected to the network using a unique identifier (IP or MAC address). The procedure can be used to track a device’s activity, enabling the network administrator to verify and, if needed, suspend any suspicious device. However, this procedure does not guarantee the true physical identity of the device connected to a network [2].

In the case of WiFi, for example, we can mention at least two different types of attacks: rogue access point (rogue AP), and MAC spoofing. A rogue AP is a device set up by a malicious attacker to fool the client stations. This rogue AP mimics an AP by using the same identification credentials as the legitimate AP [3]. MAC address spoofing is a technique of switching a factory-assigned MAC address with a legitimate MAC address, thus creating uncertainty about the validity of the data shared on the network [4].

One way to ensure the authenticity of a device is to rely on its physical properties. Physical Unclonable Functions (PUF) are partly a physical distortion embodied in a physical structure of a system that can serve as a unique identifier, namely, a digital fingerprint [5]. These physical variations are often due to involuntary introduction of physical micro-structure variations, which occur naturally during semiconductor manufacturing and assembling of the device. These factors are random and uncontrollable, making it practically impossible to reproduce them at a reasonable cost [6].

Instead of relying on digital identification, PUF advocates for a new kind of challenge-response authentication method. This new method provides the ability to confirm the identity of a device by testing the response of the device’s...
Radio Frequency (RF) identification can also rely on the hardware variations embedded in a device during the manufacturing process. In this scenario, each device will exhibit a unique behavior, which can be used as a wireless identifier [14], [15]. For instance, RF identification can be used to identify and stop cloning and avoid frauds in cellular networks [16].

The authors of [17] developed a method that measures the electromagnetic field and identifies devices with an accuracy of 98.9%. However, this method works only when devices are in very close proximity to the target.

In [18] the authors proposed a method based on the imperfections of the digital-to-analog converter, the power amplifier and the RF oscillator. However, the main drawback is that the RF oscillators were not analyzed as part of a transmitter but in isolation.

Another interesting approach was studied in [19], where the use of machine learning for device identification was proposed. The authors of [19] claim that some initial layers of a neural network can be trained using data from only a few devices, showing remarkable potential for scalability to large device populations.

In [20] the error signal between the received signal and the ideal signal is used as a feature, and then a deep learning network is proposed to identify cognitive radio devices. Tested on seven IEEE 802.15.4 devices, an accuracy better than 92% is reported. However the authors of [20] show not only that changing the central carrier frequency could be a problem but also that this approach requires high-end hardware.

Wireless device identification with low-end hardware was analyzed in [21]. The reported performance shows that using low-end hardware causes identification to become specific to the receiver used and has a noticeable negative impact on the identification accuracy.

The work of [22] proposes a radioimprint identification based on dimensional reduction and machine learning. It uses the Hilbert transform to extract the necessary features. This method was tested with 10 devices, and has reported an accuracy of 90%. We should mention that to reach this accuracy at least 76 features need to be extracted, which adds to the computational complexity of the solution.

Some wireless technologies make physical layer information available. For example, the IEEE 802.11 standard makes channel state information readily available. This information can be used to extract the carrier frequency offset [23] or the phase error in subcarriers [24]. In LTE it is possible to estimate the I/Q offset with low complexity [25].

Another technique that can be used to enhance wireless device identification is the use of a covert channel. A covert channel is a communication path that is neither designed nor intended to carry information [26]. This method is generally described by using the prisoners’ scenario. By modifying the transmission protocol, the covert channel can be created and used as a way of achieving confidentiality and maintaining the user’s anonymity. These types of channels are habitually used for leaking sensitive information such as secret
messages and commands. They can be designed at any layer, including the physical layer [27].

We distinguish two different types of covert channels: storage and timing channels [28]. A storage channel directly embeds the information in the covert media, while the timing channel transmits the secret message by modulating and altering the resources over time. Here, we explore the latter.

Most covert channel schemes are designed for the data link layer or higher, using, for example reserved fields, time delays, packet corruptions, etc. [29]–[31].

Manipulating quadrature amplitude modulation (QAM) constellations or creating errors can also be a technique to hide information. In [32]–[34], the carrier signal is modulated with a secret message. Before transmitting the signal, the quality of the constellation is slightly altered so that the original message can be transmitted without a standard receiver being able to detect the embedded hidden message.

Varying the transmitter’s power and phase as a means to create a covert channel was studied in [35]. In this approach, the covert transmission happens only when the channel quality is high. To the best of our knowledge, there is no previous work that combines PUF and a covert channel to authenticate wireless devices.

III. DEVICE IDENTIFICATION

In this section we describe our radioprint identification framework. First we describe the machine learning method, and then we explain the covert channel method followed by the integrated proposed framework.

A. MACHINE LEARNING IDENTIFICATION (MLID)

MLID identifies a wireless device on a per-frame basis by finding the unique characteristics of the received signal in the modulation domain. In the modulation domain, signals are represented at the most basic level, and interpretation requires knowledge of the modulation scheme.

1) MLID OVERVIEW

Figure 1 provides a basic structure of MLID.

![Figure 1](https://example.com/figure1.png)

**FIGURE 1.** High-level overview of MLID. Devices connected to WiFi AP 802.11b, AP with MLID capabilities connects to the MLID identification server via Ethernet.

An MLID system consists of an access point, enabled with capabilities to measure the radiometric fingerprint (radioprint) connected to the identification server containing the authorized radioprints. The identification server keeps a database with the authorized radioprints. It obtains the radioprints by measuring them through the access point, or they can be provided by the wireless device manufacturer. If a wireless device wants to gain access to the network, the access point measures its radioprint and sends it to the identification server. If the radioprint matches an authorized device, access is granted; otherwise access is denied and an alert is sent to the network administrator.

2) FEATURE ANALYSIS

The metrics that are most frequently used as machine learning features for radiometric identification are the normalized magnitudes of the following parameters:

- Frequency error: the difference between the ideal and the received carrier frequency.
- SYNC correlation: the correlation of I/Q values between the ideal and received SYNC, which is a signal used for synchronization.
- I/Q origin offset: the distance between the origin of the ideal I/Q plane and the origin of the received symbols.
- Magnitude error: the difference in magnitudes of the ideal and received signals.
- Phase error: the angle between the ideal and received signals.

Note that the above mentioned metrics are general and can be defined for any digital communication standard.

To understand which metrics are more effective in identifying a device, we use the Pearson’s correlation matrix (correlation coefficients lie between −1 and +1) presented in Fig. 2.

![Correlation Matrix](https://example.com/correlation_matrix.png)

**FIGURE 2.** Pearson’s correlation matrix with Heatmap including five features.

As we can see in Fig. 2 the best discrimination features are frequency error, I/Q origin offset, and phase error.
Although we can use all the features depicted in Fig. 2 (and many others), a very important factor in choosing these three features is that they must be readily deployable in current systems without requiring any expensive hardware changes to the APs. In [23], the authors describe a practical implementation to measure the frequency error by using channel state information measurements, which can be easily obtained by higher-layer applications without the need for any additional hardware. [25] describes an approximate estimation approach to find the I/Q origin offset based on the maximum likelihood criterion by using only one pilot symbol. This interactive approach can be implemented at the AP with low computational complexity due to its ability to use possible pre-computations.

B. COVERT CHANNEL IDENTIFICATION (CCID)

CCID identifies a wireless device by finding the unique bits hidden in the received signal by means of varying the transmitted power. We describe the overall architecture of the Covert Channel Identification method as follows:

1) CCID OVERVIEW

Covert channel identification is based on an important observation that additional useful information bits (at a very slow rate) can be transmitted together with the standard traffic by varying the power level of the transmitted signal.

Fig. 3b depicts the architecture of our proposed wireless communication system, including the covert channel. Compared with the standard communication system shown in Fig. 3a, CCID includes a power level module and a power level decoder.

![Diagram](a) Standard communication system.

![Diagram](b) CCID communication system.

**FIGURE 3.** Architecture with and without a covert channel. The power level module is in charge of varying the power level in order to send covert data at a very low rate.

Covert channel identification works in a pairwise mode between two entities; without loss of generality, we assume that the access point performs the identification process while the user initiates the request. This process includes five stages: radioprint extraction, signature, covert channel transmission, verification, and radioprint and public key retrieval and identification.

2) RADIOPRINT EXTRACTION

A radioprint corresponding to the sending device is extracted using MLID and stored in both the sending and receiving devices.

3) SIGNATURE

The transmitter gets the current date and time. A part of the message sent over the main channel could (optionally) be hashed and appended to the date and time. It first sends this clear text message over the covert channel and then hashes this message and encrypts it using its own private key (corresponding to a public key cryptographic algorithm such as RSA) before sending this signed hash over the covert channel.

4) COVERT CHANNEL TRANSMISSION

On the transmitter side, after modulation of the WiFi signal, we encode the hidden data \( S \) by varying the power level at a very low rate, and then the signal is sent to the antenna. On the receiver side, before demodulation, the received signal contains the covert channel bits that are decoded by reading power level variations. Note that the original WiFi signal continues its normal process.

5) VERIFICATION

The receiver extracts the sender’s MAC address and looks up the corresponding public key. It extracts the date and time (and optionally the hash of a part of the message sent over the main channel) sent over the covert channel, hashes it, and extracts the signed hash sent over the covert channel. It then decrypts the signed hash using the sender’s public key and ensures that this hash matches the hash previously computed by the receiver.

6) RADIOPRINT AND PUBLIC KEY RETRIEVAL AND IDENTIFICATION

The receiver looks up the radioprint and the public key associated with the MAC address of the sender. It then ensures that it matches both the radioprint sensed from the sender’s transmission characteristics and the public key used for signing the timestamp (and optionally a hash of a part of the main message) transmitted through the covert channel.

In the following section, we discuss the effective use of the above-mentioned techniques for device identification.

C. INTEGRATED RADIO IDENTIFICATION FRAMEWORK (IRID)

As discussed above, MLID and CCID can be used for passive and active identification, respectively. To ensure a reliable system, we integrate both techniques in IRID. Both identification methods offer good advantages for IoT. First, both methods exhibit low computational complexity as all the expensive computation is done only during training. Second, MLID and CCID take advantage of the hardware variabilities inherent...
in the manufacturing process. The hardware variabilities are difficult to predict.

Since the channel quality is generally very good for IoT applications, it is possible to introduce a covert channel exploited by CCID to enhance authentication. After the private key used for encryption is obtained, the access point will use the trained model (MLID) and the private key (CCID) to confirm the legitimacy of the device. This dual and complementary identification framework ensures a more accurate system.

D. TYPICAL USE CASES

MLID is for the most part aimed at ensuring that a wireless radio device, such as WiFi, really is the device it claims to be. An application example is an industrial site (or smart home) exploiting IoT sensors such as structural conditions or environmental sensors. MLID could be used during periodic audits to assess whether the sensor’s actual radioprints match the expected radioprints or not. In this scenario, we can assume that the non-matching sensors might have been tampered with or even replaced by rogue sensors. MLID can also be implemented directly within a receiver station (access point), continuously checking whether the sensors’ radioprints match the expected one or not. In such a configuration, the system could easily detect whether a legitimate IoT was replaced by a rogue one or a rogue device installed beside a legitimate sensor.

CCID can be used in situations where (slightly) stronger device authentication is needed, but the communication itself cannot be altered (or be replaced by a secure, authenticated and/or encrypted communication channel such as TLS or an encrypted VPN). A receiver station could ensure that the hidden signature of the device is present and valid. In the case of sensors broadcasting information that should be immediately processed by lightweight devices that do not support cryptographic authentication or encryption, the CCID-aware receiver station could simply trigger an alarm if some sensors were no longer sending valid hidden signatures. In this scenario, CCID could be advantageously replaced by IRID in order to combine the hidden authentication mechanism with hardware fingerprint authentication.

IV. IMPLEMENTATION

In this section we explain the design and implementation choices of our proposed radioprint framework.

A. MLID IMPLEMENTATION

Let \( x \subseteq \mathbb{R}^N \) be the features that constitute the input to the neural network. Let \( d \in \{1, \ldots, D\} \) be the wireless device to be classified. We then model the neural network as a function \( f : x \rightarrow d \), where \( x \) and \( d \), respectively, represent the spaces of the input (i.e., features) and output (i.e., probability distribution). Figure 4 shows the neural network structure of MLID.

In some sense, we can imagine that the mapping of the function \( f \) will approximate the mapping of the system.

\[
  f(x; w) = \arg\max_d \hat{P}(d|x; w),
\]

where \( \hat{P}(d|x; w) \) denotes the conditional probability density function and \( w \) are the network parameters. Without loss of generality, we now define the loss function as the cross entropy:

\[
  L(w) = E_d[- \log \hat{P}(d|x; w)].
\]

If we fix the network structure and size then the parameters \( w \) can be estimated as:

\[
  w^* = \arg\min_w L(w),
\]

where \( w^* \) are the estimated parameters. Note that the conditional distribution \( \hat{P}(d|x; w) \) tries to approximate the optimal \( P(d|x; w) \), i.e., \( \hat{P}(d|x; w) \approx P(d|x; w) \).

We can now define the probability of error as:

\[
  P_e = P(y \neq f(x; w)).
\]

Note that the most common way of selecting the size of a neural network is the trial and error approach. After a network structure is selected, the parameters are trained. Cross-validation is used to decide whether or not the performance of the trained network satisfies the desired requirements.

1) COMPLEXITY ANALYSIS

From our design, we find that the total number of multiplications performed by MLID is:

\[
  \omega^2(L - 3) + \omega(8N + D),
\]

and the total number of additions is:

\[
  \omega^2(L - 3) + \omega(8N + D),
\]

where \( \omega \) is the neural network width (maximal number of nodes in each hidden layer) and \( N \) is the number of features. Assuming \( N < D < \omega \), the complexity of the proposed MLID is of the order of \( O(\omega^2 L) \), i.e., the algorithm has linear complexity in the number of layers \( L \) and quadratic complexity in the network width \( \omega \). \( N \) and \( D \) are given parameters, \( L \) and \( \omega \) are network parameters to be tuned when designing the neural network; in practice, we have found that the network is sensitive to big changes in \( L \) but not so sensitive to big changes in \( \omega \).
B. CCID IMPLEMENTATION

1) POWER LEVEL MODULE
As mentioned in the previous section, a power level module must be utilized. We propose to use a simple solution, which is to modulate slowly (at a very low rate of 1 bit per second) the amplitude of the power level of the signal ready to be sent. This allows us to minimize interference.

2) POWER LEVEL DECODER
On the receiver side, a power level decoder needs to be implemented. Here we propose to measure the $RSSI_{REF}$ (Received Signal Strength Indicator) and use it as the reference. A sample transmitted signal plot can be seen in Figure 5.

\[ \text{side channel bit} = \begin{cases} 0, & \text{if } RSSI < \alpha RSSI_{REF} \\ 1, & \text{otherwise} \end{cases} \]  
\hfill (7)

where $0 < \alpha < 1$ is a design parameter that ensures that the BER is acceptable. The power level decoder algorithm is described in Algorithm 1.

Algorithm 1 Power Level Decoder
1: at the beginning of the side channel transmission
2: measure $RSSI_{REF}$
3: for every frame do
4: measure $RSSI$
5: find side channel bit according to (7)
6: end for

Fig. 6 shows the physical layer architecture according to the 802.11b standard. The RSSI is processed by the Physical Layer Convergence Procedure (PLCP) and measured in the preamble of the PLCP frame, between the Start Frame Delimiter and the PLCP Header Error Check.

A sample RSSI plot over a few minutes in an indoor environment is illustrated in Fig. 7. The RSSI amplitude modulation is clearly visible, even though we notice some variations of around 1 to 3dB, mainly due to interference caused by people walking around.

V. EVALUATION
In this section, we evaluate the performance of our proposed framework. First, we present the performance of MLID and justify the parameter choices. Then we evaluate the covert channel method, and finally we discuss the overall performance.

A. SIMULATION SETTINGS
The proposed framework is implemented using Tensorflow in Python; the performance evaluation dataset of MLID consist of data from 20 IoT devices. Table 1 summarizes the simulation parameters.

| Parameter             | Value    |
|-----------------------|----------|
| Number of IoT devices | 20       |
| device location       | indoor   |
| device speed          | < 3m/s   |
| device transmit power | max 100 mW |
| WiFi standard         | 802.11b  |
| Maximum number of samples per device | 100 |
B. SIMULATION RESULTS

Fig. 8 shows the impact of the number of frames on MLID performance. As the number of frames increases, the error rate is seen to fall until it reaches its lowest value when 10 frames are utilized as features. This tells us than in order to have the best performance our method needs data of 10 frames. Remember that one frame provides one sample.

![Figure 8](image)

**FIGURE 8.** Effect of number of frames on accuracy.

Fig. 9 illustrates the error rate with respect to the number of epochs used by MLID. In this figure we can see that as the number of epochs increases, the performance also increases, and the performance no longes increases after 150 epochs. To avoid over-fitting we used the Dropout method.

![Figure 9](image)

**FIGURE 9.** Effect of number of epochs on accuracy.

We also show the accuracy of MLID when varying the number of hidden layers (Fig. 10). As one can see the performance seems to deteriorate after two layers, mainly due to the fact that neural networks benefit the most by having big datasets.

Fig. 11 shows the accuracy with respect to the number of neurons in a hidden layer (width). As the figure demonstrates, twice the size of the output layer is enough to obtain the best performance.

![Figure 10](image)

**FIGURE 10.** Effect of number of hidden layers on accuracy.

![Figure 11](image)

**FIGURE 11.** Effect of width of hidden layers on accuracy.

![Figure 12](image)

**FIGURE 12.** Device identification accuracy. Random forest (RdnF), support vector machine (SVM) and integrated radio identification (IRID).

To evaluate the covert channel method, we used low-cost IoT devices that did not allow us to manage the internal parameters directly. Nevertheless, we were able to have a raw control over the power level and to transmit at a very
low rate of <1 bps with a bit error rate better than 10⁻³ without interfering with the normal communication, thereby verifying that it was possible to introduce a covert channel that enhanced the accuracy of our authentication method. Initial evaluation results involving 20 identical IoT devices at a high signal-to-noise ratio (20dB) show promising results. To validate our results, we include a comparison of some of the techniques found in the literature, such as Random forest (RdnF) and Support vector machine (SVM).

As shown in Fig. 12, IRID has an overall accuracy rate of over 99% which suggests that a low-cost radio authentication method is possible.

**VI. CONCLUSION**

In this paper, we propose a machine learning (passive) and covert channel (active) framework to achieve device identification with high accuracy. We show that our IRID framework can distinguish network devices effectively, first by reading the signal variations caused by manufacturing imperfections and applying machine learning techniques. Second, to further improve our method, we use an easily implemented “power” covert channel to reinforce the system by offering another alternative to validate the identity of a given device. Utilizing these two techniques, we have designed a framework to identify network devices uniquely.

We implemented our framework using low-cost IoT devices and a VSA analyser. In our experiments with 20 devices, we showed that our framework could detect network devices with 99% accuracy. In future work, we plan to implement our solution on IoT devices fully and expand the test to more devices under different channel conditions. By reducing the implementation complexity and differentiating among multiple network devices, we expect to be able to achieve many new applications, such as identifying network attackers.
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