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The evaluation of the risk is the prerequisite for the implementation of countermeasures in the prevention and control of rock burst, and the research on the fast forecast at scene of the rock burst is more important for the safety production of coal mine. Aiming at the problem that dynamic disasters caused by many factors and heterogeneity of coal and rock are difficult to predict in the process of coal mining, in this paper, the general law and the risk control factors of the rock burst are studied, a mathematical model based on the BP neural network was built according to the different actual mining conditions in the mining area, and the output layer has obtained the prediction result. Then, the results of the output samples after training were fitted by using SPSS software, and the fitting function was obtained by multiple least square fitting. Finally, the fitting results are checked by the data of actual coal mine dynamic disaster parameters. The prediction results show that the simulation results of BP neural network prediction model and the fitting function of the least square method can reduce the impact of subjective judgment on the prediction results, and the application of the fitting function can obtain the prediction results in the first time to ensure the construction safety. The method of on-site hazard assessment and inspection by using fitting function is simple and feasible and has high accuracy, which provides a new idea for the field prediction of rock burst.

1. Introduction

Rock burst is one of the common dynamic disasters in coal mine production and becoming more and more serious with the increase of mining depth and intensity year by year [1]. The rock burst is a quite complicated dynamic phenomenon, and it has numerous influence factors; it is the result of comprehensive action of factors such as ground stress and physical and mechanical properties of coal, and the influence factors are highly fuzzy and nonlinear.

At present, a series of theoretical and technical measures which are about risk assessment, prevention, and prediction of rock burst have been developed, including stiffness theory, strength theory, energy theory, “three criteria” theory, catastrophe theory, grey theory, comprehensive index method, catastrophe progression method, analytic hierarchy process, and chaos theory [2–4]. The monitoring methods include electromagnetic radiation [5], acoustic emission observation [6, 7], microseismic monitoring [8], tomography technology [9], and drilling cuttings [10]. With the increasingly severe situation of rock burst in coal mines, the higher requirements have been put forward to the monitoring and prediction of rock burst. However, the existing methods are often single in consideration of factors and indicators to solve this nonlinear problem, and there are still existing problems in prediction precision and reliability. Therefore, how to comprehensively consider the interaction and nonlinear relationship of many factors and realize the accurate and efficient on-site prediction of the rock burst has become the key to the prevention and control of the rock burst.
As a method of nonlinear approximation ability based on black box theory, a neural network has unique advantages in the information mapping party. It can capture the relevant laws between the influence factors and the outstanding events in the dynamic disaster data and combine the qualitative and quantitative. It can also reduce the subjectivity and is scientific and reasonable, the calculation process is simple, the calculation results are accurate, and it has been widely applied in the prediction of rock burst, coal, and gas outburst. The ideal effect can be obtained by using the neural network model; therefore, many experts and scholars at home and abroad carried out a lot of research and produced important results in this field [11–13]. In order to effectively predict and prevent the rock burst occurred in coal mine, Wang et al. [14] improved the BP neural predicted network in combination with the acoustic emission technology and the neural network. A new linear generation mechanism (LGMS) was used by Liu and Li [15, 16] to modify the fruit fly optimization algorithm (FOA) to optimize the generalized regression neural network (GRNN) and BP neural network; a prediction model of rock burst was established which has good prediction and generalization ability. For the purpose of more reasonably and effectively solving the rock prediction problem of rock burst in coal mine, Gao et al. [17] introduced the Principal Component Analysis (PCA) to compress the information from input samples of the GRNN. Li et al. [18] established the evaluation model which is based on Principal Component Analysis and RBF Neural Network. The prediction results indicated that the PCA-GRNN model and PCA-RBF model showed more excellent network performances and higher prediction accuracy and generalization ability. Zhou and Wang [19] developed the probabilistic neural network (PNN) based on Bayesian criteria of multivariate pattern classification. Afraei et al. [20] developed intelligent classification models for rock burst prediction by using five widespread techniques including artificial neural network techniques; different classification models are trained and tested with the same corresponding datasets to evaluate and compare their performances in the similar conditions. The two main components of machine learning [21], artificial neural network (ANN) and support vector machine (SVM), have been used for rock burst prediction. Zhang et al. [22, 23] established the prediction model which is based on the SVM theory considering the influencing factors of rock burst. And the statistical learning method, SVM, is employed for kimberlite burst prediction by Yuanju et al. [24].

In summary, the analysis process of neural network operation is complicated, and it is generally required to be programmed by a computer. It is difficult for the frontline workers to get the first-hand information about the prediction results of rock burst, and in situ accurate and efficient prediction of rock burst needs further study. As a mathematical optimization technique, least squares are used to minimize the quadratic sum of error to find the best function matching of data. The least square method can be used to obtain the unknown data simply and make the quadratic sum of errors between the obtained data and the actual data smallest. The thought of the least square method is used in this paper to fit all the influence factors and the risk index of rock burst and obtains the least square fitting function. After monitoring the factors that affect the risk of rock burst, we can normalize the data and calculate the impact risk with the help of least square fitting function. The combination of artificial neural network and least squares fitting function improves the efficiency of initial prediction and monitoring. At the same time, they mutually verify and effectively improve the accuracy of prediction and explore new ideas for the field prediction and prevention of rock burst.

2. Design of BP Neural Network Based on Matlab

An artificial neural network is a new information processing system based on the preliminary understanding of the structure and activity mechanism of the human brain [25]. It is a nonlinear complex network system, which is interconnected with neuron processing units similar to neuron. On the basis of understanding the neural network of the human brain, the neural network of the human brain is abstracted with mathematical and physical methods and information processing angle, and a simplified model is established. It is divided into feedforward network and feedback network according to network structure [26].

The error back propagation neural network is a multi-layer feedforward network. The weights are adjusted by the backpropagation learning algorithm; this network is also known as the BP network [27–30]. The learning process consists of forward propagation of information and error backpropagation. The S function is used as the transfer function of its neuron. In the process of forward propagation of information, the input parameters are transferred from the middle layer through the input layer to the output layer, and the arbitrary nonlinear mapping from input to output can be realized. If the output layer does not get the desired output, then the error back propagation is transferred. At this time, the error signal is transmitted from the output layer to the input layer and adjusts the connection weights and thresholds of each layer in time to reduce the error until the target accuracy is reached. At present, the vast majority of neural network applications all adopt the BP network or its improved form, which is the core part of the forward network and embodies the essence of the neural network. The typical BP neural network has five kinds of intelligent characteristics, including associative memory, nonlinear mapping, classification and recognition, optimization calculation, and knowledge processing. The three-level perceptron includes an input layer, hidden layer, and output layer. Information is implied in a network connected by a large number of neurons, without explicit description and the introduction of a nonlinear transfer function, which provides a powerful tool for the processing of nonlinear complex problems. Moreover, the neural network has the ability of self-learning, which can train new data, can adjust the model, and is adaptive to the dynamic process.

The calculation and deduction process of neural network is complex. Matlab is one of the most outstanding software of numerical calculation and simulation analysis. It has many advantages, such as high programming efficiency, strong
expansion ability, convenient drawing function, simple sentence, rich connotation, and high efficiency in matrix and array. The neural network toolbox developed in the Matlab environment is based on the neural network theory; it can construct the activation function of the typical neural network, so that the designer’s calculation of the output of the selected network becomes a call to the activation function. SPSS is a series of software products and related services for IBM, which are used for statistical analysis, data mining, prediction analysis, and decision support tasks. In the “regression” submenu of SPSS, a very rich and powerful regression modelling function is provided. Based on the idea of least squares [31], the regression model of more than one independent variable, the application of SPSS software can easily get the desired results.

2.1. Construction of BP Neural Network Model. Rock burst is a complicated dynamic phenomenon in mine. Its mechanical environment, location, and macroscopic and microscopic appearance are varied, and the impact strength and damage degree are different. The deformation energy of high strength coal (rock) induced by mine mining can be released instantaneously. It can cause coal and rock mass to be thrown out in the corresponding mining space, causing the damage of the support, the roof fall, the blockage of the roadway, the injured people, the great noise, and rock mass shock, which are all considered to be dangerous to rock burst. The number of nodes in the BP network input layer depends on the dimension of the data source. The number of nodes in the output layer depends on the classification of the research objects. The main factors affecting rock burst are selected as the input parameters of the model. Determining the characteristic index that can reflect the law of rock burst is the premise of establishing the prediction model of rock burst. [32–34]

The main factors of rock burst are basically the same according to previous analysis. It can be summarized as the result of the comprehensive effect of the main factors, such as X1 mining depth, X2 coal seam thickness, X3 coal seam dip angle, X4 roof lithology, X5 geological structure, X6 coal rock strength, and X7 mining means. So the above factors are used as input variables. The quantitative indicators of the input layer are normalized and normalized to the closed area of [0 1]. The output variable is whether there is danger of rock burst in monitoring sites. The output layer of the neural network uses 1 and 0, respectively, to indicate the risk of rock burst. In order to simplify the analysis, the neural network analysis is unified according to 0, and the medium or above rock burst is calculated according to 1 [35].

Usually, the number of hidden layers and the number of hidden neurons determine the speed, convergence, and storage space of neural network. The number of nodes in the network has a great influence on its generalization ability. The number of nodes is too few and can not fit the sample data. The number of nodes is too large, then it tends to remember all the learning data, and also includes noise interference, but reduces the generalization performance. According to previous rich theories and practices, a 3-level BP network with a hidden layer can approximate any rational function [36].

Increasing the number of hidden layers can further reduce errors and improve accuracy, but at the same time complicate the network, thus increasing the training time of network weights. In order to reduce the scale and complexity of the system as far as possible, this paper adopts the 3-level improved BP network model with 1 input layer, 1 hidden layer, and 1 output layer. Then the network training is carried out, and the BP artificial neural network model of rock burst prediction is obtained when the network converges. The measured values of sample parameters that need to be predicted for rock burst are taken as input quantities by using this model, and the rock burst grade is determined according to actual output.

The choice of the number of neurons in the hidden layer is a very complex problem, which is caused by the complexity of the network mapping and the uncertainty of the training process. It often needs to be determined according to the experience of the designer and the repeated simulation test. Most methods of selecting hidden nodes are based on an empirical formula. On the basis of empirical formula, the number of nodes is determined according to the predictive effect of neural network. The model correlation is poor when the number of hidden layer nodes is less than 12 and more than 16. The actual prediction ability of the nodes in the 12-16 range is tested, and the 15 layers of hidden layer nodes are selected, and the data simulation of different hidden layer nodes is shown in Table 1.

The convergence factor \( \eta \) represents the learning rate, also known as the step length. The number of network training will increase, and the learning efficiency will be slow when the value of \( \eta \) is too small, but the learning process is relatively stable. If the value of \( \eta \) is larger, the learning process will go on very fast, but the learning process is too fast; it may cause the instability of the solution process, but will lead to the increase of the error \( E \). The maximum training frequency is 1e3, and the training accuracy is 1e − 3. The BP algorithm is used to train the network. When training target is met or the maximum number of iterations is satisfied, training is stopped automatically. The built network structure model is shown in Figure 1.

In Matlab, the “newff” function can be used to create the BP neural network, which requires four input conditions: the maximum and minimum of the input samples of the \( R \) dimension, the number of neurons in each layer, the transfer function of each layer of neurons, and the name of the training function. After creating the BP network, the network automatically initializes the weights and thresholds, with a default value of 0. In this paper, the weights and thresholds of the network determined by the actual size of the impact are determined. The \( S \) function is used to input the given network structure and input matrix, and the result of simulation operation is obtained. Matlab provides a variety of training functions for different conditions, and the weights and thresholds of the network will be adjusted repeatedly to reduce the default value of the performance function.

2.2. Application of BP Neural Network Model. Based on the actual situation of the adjacent mining areas of a rock burst mine in Shandong Province, China, the rock burst situation
at different locations near different mining areas was studied. In order to achieve the effect of fast and accurate on-site forecast, all parameters are quantified by on-site technicians. In order to meet the requirement of BP neural network, avoid the problem of convergence caused by small signal data sub-mergence and singular data. At the same time, in order to speed up the operation, all data are normalized. Meanwhile, in order to improve the reliability of the data, the quantifica-
tion process is carried out by a unified standard. Mining depth, coal seam thickness, and coal seam dip are normalized by a formula based on measured results.

\[
y = \frac{(x - \text{MinValue})}{(\text{MaxValue} - \text{MinValue})}
\]  

In the formula, \(x\) and \(y\) are the values before and after conversion and MaxValue and MinValue are the maximum and minimum values of samples, respectively.

The parameters of roof management, geological structure, strength of coal rock, and mining method are classified into four grades according to the simple, general, medium, to complex tendency of disaster induction and expressed by 0.1, 0.4, 0.7, and 1.0. The corresponding normalized description is shown in Table 2. The first 20 sets of data are used as training data, and the latter 10 groups are taken as experimental data for analysis.

### Table 1: Data simulation of different hidden layer neuron number.

| Training data | Prediction results of different hidden layers | Actual results |
|---------------|---------------------------------------------|----------------|
| Name A        | 0.907 0.872 0.915 0.957 0.960 1            |                |
| Name B        | 0.644 0.529 0.514 0.506 0.704 0              |                |
| Name C        | 0.811 0.971 0.869 0.967 0.986 1              |                |
| Name D        | 0.526 0.521 0.507 0.503 0.561 0              |                |
| Name E        | 0.960 0.948 0.905 0.917 0.914 1              |                |
| Name F        | 0.946 0.896 0.880 0.948 0.927 1              |                |
| Name G        | 0.533 0.556 0.509 0.522 0.535 0              |                |
| Name H        | 0.898 0.903 0.928 0.954 0.958 1              |                |
| Name I        | 0.503 0.579 0.689 0.518 0.502 0              |                |
| Name J        | 0.960 0.921 0.939 0.945 0.940 1              |                |

### 3. Least Square Estimation of the Fitting Coefficient Based on SPSS

In the research of statistical methods of scientific experiments, it is necessary to find out the relationship between variables and results from a set of experimental data \((X_i, Y_i)\), where \(i\) is a positive integer between 0 and \(M\). Since the observational data often have errors, we do not ask \(y = F(x)\) to pass all of the points \((X_i, Y_i)\), and only require that the error on a given \(X_i\) be minimized by a certain standard. Therefore, in the actual field of coal mine, after measuring the key variables affecting the rock burst, the data is fitted by numerical analysis. Using this idea and combining the advantages of numerical analysis, the risk of the rock burst can be further divided more carefully, and the risk of impact is divided into four grades from micro impact, weak impact, general impact, and high impact risk. The results are expressed in 0.1, 0.4, 0.7 and 1, respectively, and the data are fitted. The results after fitting were analyzed. If verified by the actual geological conditions, the impact risk can be given in time when the danger signs are not significant; it can provide safety and guarantee for the first-line production of coal mines.

The measured values of the main influencing factors and a set of weight coefficients are known, requiring function:

\[
S_n = (x_1, x_2, x_3, \ldots, x_l) = \sum_{k=1}^{m} a_k \varphi_k(x_1, x_2, x_3, \ldots, x_l), \quad n \leq m.
\]  

It makes that

\[
F(a_0, a_1, \ldots, a_m) = \sum_{i=1}^{m} \omega_i [y_i - S_n(x_1, x_2, x_3, \ldots, x_l)]^2.
\]  

The following are the satisfied normal equations:

\[
\sum_{j=0}^{n} (\varphi_k, \varphi_j) a_j = d_k \quad (k = 0, 1, \ldots, n),
\]  

\[
(\varphi_k, \varphi_j) = \sum_{i=1}^{m} \omega_i [\varphi_k(x_1, x_2, x_3, \ldots, x_l) \varphi_j(x_1, x_2, x_3, \ldots, x_l)].
\]

The coefficient is obtained, and the least square fitting is obtained. Because of the large amount of data, the traditional manual algorithm is slow and the accuracy is not high. Based on the thought of the least square method, using the SPSS software, the least square fitting can be used quickly to get all the results of the coefficient and the correlation test. The function expressions obtained by using the above method are as follows:

\[
S_n(x) = 0.345 * x_1 - 0.045 * x_2 + 0.167 * x_3 + 0.154 * x_4 - 0.117 * x_5 + 0.149 * x_6 + 0.505 * x_7.
\]  

The fitting reaches 0.99, which meets the requirement of accuracy and has a good correlation. It can be applied to the
prevention and preliminary prediction of rock burst in mines.

4. Comparison of Forecast Results and Actual Situation

According to the sample quantization table above, the least square fitting is done by using Matlab, and the fitting result is obtained. The results of the least squares fitting and actual situation are shown in Figure 2.

Through the analysis of the prediction results, it can be clearly seen that the application of the fitting function can accurately predict the outburst risk of the locations at the first time, which avoids the influence of humanistic subjective factors to a certain extent. If the fitting result is more than 0.5, it indicates that there is a large impact tendency under this condition.

The combined method of artificial neural network and least square method is used to study the prediction of high impact ground pressure in mining area. The practical

| Name | Mining depth | Mining thickness | Coal seam dip | Roof management | Geological structure | Strength of coal and rock | Mining method | Impact situation |
|------|--------------|------------------|---------------|----------------|----------------------|---------------------------|---------------|------------------|
| 1    | 0.45         | 0.50             | 0.83          | 0.10           | 0.40                 | 0.40                      | 0.10          | Weak impact      |
| 2    | 0.36         | 0.18             | 0.15          | 0.40           | 0.10                 | 0.40                      | 0.70          | General impact   |
| 3    | 1.00         | 1.00             | 0.74          | 0.40           | 1.00                 | 0.70                      | 0.40          | General impact   |
| 4    | 0.65         | 0.23             | 0.51          | 0.40           | 0.70                 | 0.70                      | 0.10          | Weak impact      |
| 5    | 0.70         | 0.73             | 0.47          | 0.70           | 0.70                 | 0.70                      | 0.70          | General impact   |
| 6    | 0.04         | 0.36             | 0.89          | 0.10           | 1.00                 | 0.70                      | 0.10          | Micro impact     |
| 7    | 0.48         | 0.27             | 0.51          | 0.70           | 0.10                 | 0.40                      | 1.00          | High impact      |
| 8    | 0.82         | 0.82             | 0.60          | 0.10           | 0.70                 | 0.40                      | 0.10          | Weak impact      |
| 9    | 0.43         | 0.82             | 0.94          | 1.00           | 1.00                 | 1.00                      | 1.00          | High impact      |
| 10   | 0.43         | 0.32             | 0.32          | 1.00           | 0.10                 | 0.10                      | 0.10          | Weak impact      |
| 11   | 0.34         | 0.27             | 0.32          | 0.70           | 0.10                 | 0.40                      | 0.70          | General impact   |
| 12   | 0.47         | 0.00             | 0.30          | 0.70           | 0.40                 | 0.40                      | 0.10          | Weak impact      |
| 13   | 0.58         | 0.55             | 0.32          | 0.40           | 0.40                 | 0.70                      | 0.70          | General impact   |
| 14   | 0.52         | 0.36             | 0.32          | 0.40           | 0.70                 | 0.40                      | 1.00          | General impact   |
| 15   | 0.38         | 0.59             | 1.00          | 0.10           | 1.00                 | 0.70                      | 0.40          | Weak impact      |
| 16   | 0.63         | 0.64             | 0.38          | 0.70           | 0.70                 | 0.70                      | 0.70          | General impact   |
| 17   | 0.40         | 0.36             | 0.43          | 0.40           | 1.00                 | 0.10                      | 0.70          | Weak impact      |
| 18   | 0.51         | 1.00             | 0.09          | 0.10           | 0.70                 | 0.40                      | 0.10          | Micro impact     |
| 19   | 0.38         | 0.18             | 0.15          | 0.40           | 0.10                 | 0.10                      | 0.40          | Weak impact      |
| 20   | 0.26         | 0.18             | 0.17          | 0.40           | 0.10                 | 0.40                      | 0.70          | Weak impact      |
| 21   | 0.50         | 0.32             | 0.96          | 0.70           | 0.40                 | 0.70                      | 0.40          | General impact   |
| 22   | 0.47         | 0.18             | 0.43          | 0.70           | 0.70                 | 0.40                      | 0.40          | Weak impact      |
| 23   | 0.34         | 1.00             | 0.30          | 1.00           | 0.70                 | 0.40                      | 1.00          | General impact   |
| 24   | 0.49         | 0.09             | 0.00          | 0.10           | 0.10                 | 0.10                      | 0.10          | Micro impact     |
| 25   | 0.42         | 0.27             | 0.34          | 0.70           | 0.40                 | 0.70                      | 0.70          | General impact   |
| 26   | 0.32         | 2.36             | 0.21          | 0.70           | 0.10                 | 0.70                      | 1.00          | General impact   |
| 27   | 0.00         | 0.45             | 0.89          | 0.10           | 1.00                 | 0.40                      | 0.40          | Micro impact     |
| 28   | 0.81         | 0.82             | 0.53          | 0.70           | 0.70                 | 1.00                      | 1.00          | High impact      |
| 29   | 0.53         | 0.18             | 0.38          | 0.10           | 0.40                 | 0.10                      | 0.10          | Micro impact     |
| 30   | 0.77         | 0.45             | 0.53          | 0.40           | 0.70                 | 0.40                      | 0.70          | General impact   |

![Figure 2: Comparison of forecast results and actual situation.](image-url)
application shows that the prediction results of this method are in good agreement with the actual situation, and it is an effective method for predicting the rock burst. In combination with the two methods, if the risk of impact is strong, it is necessary to take the next step of unloading and reducing the disaster in time to prevent the occurrence of the accident. In summary, it is feasible to use fitting function and neural network to prevent and monitor the danger of rock burst.

5. Conclusion

(1) In view of the current situation of the increasing impact of rock burst disaster, in order to accurately and conveniently carry out the fast prediction and prediction of the rock burst, the neural network and the least square fitting ideas are used, and a risk assessment method based on combination of neural network and least squares fitting function is proposed in this paper.

(2) According to the different actual conditions of mining in the mining area, a Matlab mathematical model for risk prediction of rock burst is constructed based on the BP neural network, and the output layer has obtained the prediction result of rock burst danger. The fitting function is obtained by multiple least squares fitting by SPSS software, that is, \( S_p(x) \).

(3) Based on the actual situation of the adjacent mining areas of a mining group, the rock burst situation at different locations near different mining areas was studied and the fitting results were tested. The simulation results of the BP neural network prediction model and the least square fitting function predict the danger of the rock burst. The results show that the test method is simple and feasible and has high accuracy.
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