Calculation of the Population of Construction Scaffolding Using Neural Networks
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Featured Application: The model proposed in the article can be used in both the field of scientific research and in engineering practice, e.g., in the field of economic analyses related to the use of scaffoldings and in the process of managing the occupational safety of work on building scaffoldings.

Abstract: Building scaffoldings are temporary structures that are commonly used in the construction industry. A precise determination of the number of building scaffoldings in use is a very complex task. The literature survey showed that there is a lack of scientific studies concerning the estimation of the scaffolding population in the construction industry. This observation gave rise to the need to undertake such research, the aim of which was to develop a model of a neural network set which would in turn enable the number of used building scaffoldings to be estimated. In order to carry out such a research task, an original research methodology was developed, which used the results of empirical research that involved the counting of construction scaffoldings used in selected representative areas of the studied regions of Poland (the research was carried out in the period from 2016 to 2018), and also data taken from a publication of the Central Statistical Office on socio-economic indicators that characterize the analyzed regions (data from 2010 to 2018). The main element of the developed methodology is a set of five MLP neural networks, which was used to predict the number of used construction scaffoldings. The analysis of the sensitivity of the quantitative and qualitative variables of the model showed that they have a significant impact on the final result generated by the networks. The obtained results of the research and analyses showed the size of the population of building scaffoldings used in individual regions of Poland, and also the seasonality of their occurrence. The knowledge obtained on this basis can be used, among others, in economic analyses related to the use of construction scaffolding, as well as in the process of managing occupational safety on scaffoldings. The most important scientific aspect of the article concerns the development of an original methodology for estimating the population of building scaffoldings.
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1. Introduction

Building scaffoldings are temporary structures commonly used in the construction industry. According to [1], they can be used, to provide:

- Safety during work when erecting, maintaining, repairing or demolishing buildings and other structures;
- Easy access to elements and parts of construction objects located in hard-to-reach places—e.g., at heights;
- Support for the elements of a structure being erected during their construction; and
- Adequate vertical communication (e.g., temporary staircases) and horizontal communication (e.g., temporary footbridges).
With such a wide area of use for scaffoldings in the construction industry, the large number of construction solutions available on the market, and the fact that the work carried out with their use are conducted at height and in changing weather conditions mean that these works are burdened with a high occupational risk [2,3] and are considered particularly dangerous [4,5].

A precise determination of the number of building scaffoldings in use is a very time-consuming and costly task, and in the case of a large geographical area of analysis, it is nearly impossible to perform. An in-depth study of the literature showed that there is a lack of scientific studies concerning the estimation of the scaffolding population in the construction industry. This observation gave rise to the need to undertake such research and fill the identified research gap. Neural networks were used to solve the problem.

Neural networks are commonly used for the classification, prediction and analysis of data sets [6,7]. The operation of a neural network is based on the functioning of a natural biological network of nerve cells [8–10]. Artificial neural networks are tools that are willingly used in various fields of science, including construction engineering [11]. One example of their practical implementation can be found in paper [12], in which a model of a neural network was proposed. This model enabled the compressive strength of a cement composite containing ground granular blast furnace slag (GGBFS) to be predicted. The developed model allowed for important strength parameters of the tested composite to be accurately estimated. The usefulness of neural networks for predicting the parameters of building materials can also be found in paper [13]. In this case, a neural network model was used to predict the strength of rubberized concrete containing silica dust and zeolite. In turn, in study [14], a model of a neural network was proposed in order to determine the effect of freezing and thawing on the occurrence of damage to fiber-cement boards.

Neural networks can also be used in the area of managing construction projects, e.g., for predicting time and cost claims in construction projects [15], for modeling the work process of construction teams [16,17] and construction equipment [18], and for estimating construction costs [19,20]. One example of such an implementation is a paper [21] in which the proposed neural network model enabled general construction costs to be estimated. In the above studies, a database containing 143 cases of completed construction projects was used to build the model. The developed model enabled the general building cost index to be predicted with a high degree of accuracy. Other research in which artificial neural networks were used include a study [22] in which the authors focused on the analysis of the efficiency of earthmoving machines. The neural network presented allowed for the prediction of efficiency, unit losses, and unit costs on the basis of parameters, such as the number of excavators and trucks, and also the capacity of both the truck and excavator buckets.

In analyses related to occupational safety, neural networks can be used to predict and evaluate the behavior of employees during the execution of a building project [23,24], to predict the level of risk of work carried out at heights [25], and to identify risk factors [26].

The main purpose of the research carried out and presented in the article was to develop a model of a neural network that would allow the number of building scaffoldings used in the analyzed area to be estimated. To solve such a research task, the following were used:

- Results of empirical research, which involved the counting of the number of scaffoldings in the selected representative areas; and
- Statistical data on socio-economic indicators in the analyzed regions.

The most important scientific aspect of the article concerns the development of an original methodology for estimating the population of building scaffoldings. This methodology is based on an MLP neural network set. The number of scaffoldings determined by the neural network can be used, among others, in economic analyses related to the use of construction scaffolding, and also in the process of managing the safety of work on building scaffoldings. The information obtained as a result of the research will be used in the future to predict the probability of an accident on building scaffolding.
During the calculations, commonly known and applied mathematical tools were used. The calculations were conducted using Statistica software (Statistica, Version 13.1, Statsoft, Kraków, Poland, 2021).

2. Materials and Methods

2.1. Neural Networks—Multilayer Perceptron (MLP)

Every artificial neural network consists of a network of interconnected elements (so-called neurons), each of which has a certain number of inputs and one output. Neurons are arranged in layers and are interconnected. In a typical neural network, the following layers can be distinguished:

- **Input layer**—responsible for the introduction of the values of variables $I_m$ to the network ($m = 1, 2, 3, \ldots, M$);
- **Hidden layer**—responsible for the processing of information; and
- **Output layer**—responsible for determining the output value of network $N$ (result).

In the case of very complex neural networks, their structure may contain more than one hidden layer. However, as shown by current practice [27], it is recommended to build a network with up to two hidden layers. Moreover, in most cases, a single hidden layer combined with an appropriate number of neurons can solve the same problem with a comparable level of accuracy. However, it is important that the activation function of the hidden neurons is a non-linear function.

Connections between individual neurons in adjacent layers are made using so-called synapses, which are responsible for passing information $i_l$ between elements ($l = 1, 2, 3, \ldots, L$). It should be noted that the transmitted signal in each case is modified by a numerical factor—the so-called weight $w_{ml}$, where $m$ is the number of the neuron from which the signal is taken ($m = 1, 2, 3, \ldots, M$), and $l$ is the number of the neuron to which the signal is supplied ($l = 1, 2, 3, \ldots, L$). The values of individual weights are determined in the process of learning the network and are responsible for the so-called network’s “memory,” i.e., its ability to predict results based on new variable values. In the case when the value of the weight parameter is positive, the neuron to which the information is delivered is activated, and when the value of the weight parameter is negative, the neuron is inhibited.

Figure 1 shows an exemplary structure of a two-layer neural network with one hidden layer.

**Figure 1.** Exemplary structure of a two-layer neural network.
A typical neuron in the hidden layer and output layer of the network consists of the aggregation function $s$ and the activation function $y$ (Figure 2).

![Figure 2. Construction of a typical neuron found in the hidden layer or output layer.](image)

The aggregation function $s = g(i, w_{ml})$ is responsible for the aggregation of the input data, i.e., the connection of the information $I_m$ transmitted by the synapse from the neuron of the previous layer with the appropriate weight parameter $w_{ml}$ that is assigned to this connection. In practice [27], the aggregation function $s$ is most often a linear function: $s = \sum i_j w_{ml}$, or a radial function: $s = \sum (w_{ml} - i_j)^2$. However, in the case of tasks other than classification, it is recommended to use the linear aggregation function [27].

The aggregated input value of a given neuron becomes its activation function parameter $y = f(s)$. The activation function $y$ can be linear, sigmoidal, tangensoidal, Gaussian, or another function. In practice, according to [27], it is recommended to use linear or sigmoidal activation functions on $y$ for solving tasks related to the prediction and modeling of a phenomenon.

When developing a neural network model, it is very important to properly select the input variables, the number of neurons, the number of hidden layers, and the aggregation and activation functions in individual neurons. However, there are techniques that allow for the automatization of this procedure, such as grid search, random search, Bayesian optimization, and evolutionary optimization.

The network components should be selected in a well-thought-out manner by those developing a model. There are techniques to automate this procedure, such as grid search, random search, Bayesian optimization, and evolutionary optimization.

The data set used during the development of a neural network model, i.e., the set of empirical values and the values of the variables that characterize the analyzed phenomena, should be divided into three sets [28]:

- **Training set**—usually contains 70% of all the observations that are used to properly develop a neural network model, i.e., “active” learning of the network [27];
- **Test set**—usually contains 15% of all the observations that are used to verify the developed network model;
- **Validation set**—most often contains 15% of all the observations and is used to detect the risk of network overlearning, i.e., excessive adaptation of the network to the training set.

A correctly developed model with the use of neural networks should be characterized by a high quality of matching to the analyzed phenomenon, i.e., it should have the highest possible (preferably close to one) value of the correlation coefficient between the empirical values and the values obtained by the model. In practice, this comes down to comparing the quality of adjustment of the developed model to the training, testing, and validation sets, the values of which should be comparable with each other.

### 2.2. The Scope of Research

The subject of this study was the development of a mathematical model based on an artificial neural network, which enables the number of construction scaffoldings used in the analyzed regions of Poland to be estimated. The analysis was limited to five regions of the country: Dolnoslaskie, Lubelskie, Lodzkie, Mazowieckie and Wielkopolskie. Each of the analyzed regions is administratively divided into communes, the total number of...
which in all the analyzed regions is equal to 1099. In addition, the research was only limited to the analysis of operating scaffoldings, which according to a definition [29] constitute: “a temporary building structure, on which works at height involving the maintenance of people, materials and equipment can be conducted.”

The analysis was performed on the basis of collected empirical data for the period from 2016 to 2018, and also the statistical data of the Central Statistical Office [30]. The calculations were conducted using Statistica software (Statistica, Version 13.1, Statsoft, Kraków, Poland, 2021).

2.3. Research Methodology

In order to estimate the number of scaffoldings in the studied regions of Poland, an original research methodology was developed, which consists of the following stages:

1. Empirical determination of the number of building scaffoldings in use in representative areas of regions V;
2. Identification of socio-economic indicators \( I_m \);
3. Classification of the analyzed communes with regards to their socio-economic development; and
4. Development of a neural network model.

The individual stages of the developed methodology are presented in Figure 3.

![Figure 3. Original methodology for estimating the number of building scaffoldings.](image)

2.3.1. Empirical Determination of the Number of Scaffoldings in Use

For the purpose of the research, data collected as a result of the empirical counting of scaffoldings in the selected areas of 30 analyzed localities (which differ regarding the nature of their building developments and degree of industrialization) were used. As a result, the data adopted for the analysis constitute a representative sample of all the communes included in the analyzed five regions of the country (V). An in situ scaffolding count was conducted cyclically every two months from the second quarter of 2016 to the third quarter of 2018 as part of the ORKWiZ research project (“Model of the assessment of risk of the occurrence of building catastrophes, accidents and dangerous events at workplaces with the use of scaffolding”).

The counting covered all the construction scaffolding located in generally accessible places in the selected counting areas. The number of scaffoldings obtained in the representative areas was scaled to the area of the entire commune, while at the same time taking into account its character of housing developments.

For example, Figure 4 shows the results of empirical research for six communes in the Dolnoslaskie region.
On the basis of the above graphs, it can be noticed that there was a much greater number of scaffoldings used in the capital of the region (Wroclaw) when compared to other communes of Dolnoslaskie. Additionally, in the case of the communes of Wroclaw and

Figure 3. Original methodology for estimating the number of building scaffoldings. (a) (b) (c) (d) (e) (f)
Swidnica, the phenomenon of seasonality in the use of construction scaffoldings was the most visible.

2.3.2. Identification of Socio-Economic Indicators

As was mentioned at the beginning of the paper, scaffolding is a structure that is commonly used in all areas of the construction industry when working at height. Therefore, the number of scaffoldings used in a given area is directly related to the number of investments carried out, the economic development of a given region, the number of the region’s inhabitants, and the number of construction industry companies. On the basis of previous studies [31–33] and the conducted analysis of publicly available statistical data, several economic indicators $I_m$, which characterize the regions in terms of socio-economic development, were selected. These indicators are summarized in Table 1.

| $I_m$ | Socio-Economic Indicator $I_m$ |
|-------|--------------------------------|
| $I_1$ | Number of construction companies carrying out work related to the construction of buildings [pcs.] |
| $I_2$ | Number of construction companies carrying out work related to the construction of civil engineering structures [pcs.] |
| $I_3$ | Number of construction companies carrying out specialized work [pcs.] |
| $I_4$ | Number of self-employed people running a business in the construction industry [pcs.] |
| $I_5$ | Number of residential buildings that were recently approved for use [pcs.] |
| $I_6$ | Population [number of people] |
| $I_7$ | Number of flats in cities [pcs.] |
| $I_8$ | Area of the commune [km$^2$] |
| $I_9$ | Number of people working in the commune [number of people] |
| $I_{10}$ | Area of built-up and urbanized areas in the commune [km$^2$] |

The numerical values of individual indicators were obtained from the Statistical Yearbooks of Voivodeships [34] and the Local Data Bank [30]. The obtained data presents numerical values for the individual quarters of the year.

Pearson’s correlation coefficient was used to test the strength of the correlation between the number of used scaffoldings obtained as a result of empirical research and the values of individual $I_m$ indicators. The determined values of Pearson’s correlation coefficients $R_m; m = 1, \ldots, M$ are presented in Table 2.

| $R_1$ | $R_2$ | $R_3$ | $R_4$ | $R_5$ | $R_6$ | $R_7$ | $R_8$ | $R_9$ | $R_{10}$ |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.97  | 0.89  | 0.97  | 0.97  | 0.87  | 0.96  | 0.96  | 0.82  | 0.97  | 0.94  |

By analyzing the obtained values of Pearson’s correlation coefficients $R_m$, it can be concluded that all the socio-economic indicators $I_m$ adopted for the analysis show a very high ($R \geq 0.9$), or almost full ($R \geq 0.9$), degree of correlation. The obtained high values of Pearson’s correlation coefficients $R_m$ also prove that it is possible to develop a neural network model that will allow the number of used scaffoldings to be predicted on the basis of the socio-economic indicators $I_m$.

2.3.3. Classification of Communes with Regards to Socio-Economic Development

The conducted preliminary analysis of the obtained statistical data showed significant differences between the regions, especially in terms of types of buildings and degrees of industrialization. This fact was also observed in previous studies [31,33].

Before the development of the neural model, all the communes included in the studied regions were classified into groups $G$, which are characterized by similar socio-economic
indicators. This classification was taken into account when developing the final neural model. The group $G$ number is one of the qualitative input variables of the model and significantly affects its final accuracy.

For the classification of the communes, a statistical method—cluster analysis—was used [35]. In the first step of the classification, calculations using the hierarchical method and the agglomeration grouping technique [36] were proposed and performed. The following were assumed during the calculations:

- The Euclidean distance between the analyzed objects [36];
- A binding method according to the method of Ward [37]; and
- Grabiński’s method for the determination of the expected number of clusters $k$ [38].

By having information concerning the expected number of clusters $k$, it was possible to perform the final analysis of grouping the communes using the non-hierarchical k-means grouping method.

As a result of the conducted classification of all the 1099 communes into groups with similar economic potential, four subsets of $G_k$ ($k = 1, \ldots, 4$) were obtained. Each of the obtained subsets included communes with similar values of socio-economic indicators.

Group $G_1$ includes four communes, which constitute only large cities, i.e., Wroclaw, Lodz, Warsaw and Poznan. These are communes characterized by a very large number of inhabitants and very high economic development, which makes this group clearly different from the other groups. The vast majority of rural and urban–rural communes were included in groups $G_2$ and $G_3$ (791 communes—group $G_2$, and 129 communes—group $G_3$). In the communes from group $G_2$, there was a smaller number of new housing investments and a smaller urbanized area when compared to the communes from group $G_3$. 175 urban communes which have a high degree of urbanized area in relation to the total area of the commune were classified as group $G_4$.

### 2.3.4. Neural Models for Predicting the Number of Used Scaffolding

The preliminary calculations showed that for the analyzed data set the best results could be obtained from a network in which the number of neurons in the hidden layer ranged between 5 and 20. Therefore, in the course of the calculations, 80 different neural networks which had the number of hidden layer neurons ranging from 5 to 20, were manually developed. In accordance with recommendations [27], the following were adopted for the construction of the model:

- A linear aggregation function in all the neurons of the hidden layer;
- A linear aggregation function in all the neurons of the output layers;
- A sigmoid activation function in all the neurons of the hidden layer; and
- A linear activation function in all the neurons of the output layer.

During each iteration step, the value of individual weights was optimized on the basis of the error function that the network makes according to the BFGS algorithm (Broyden–Fletcher–Goldfarb–Shanno), also known as the variable metric method. All the calculations were carried out using Statistica software.

The data set used in the calculations, which consists of 295 independent observations (formulas used to develop the models), was divided into the following sets: training, testing, and validation, in the ratio of 70%, 15%, and 15%, respectively.

All the networks were built on the basis of quantitative variables (economic indicators $I_m$) and qualitative variables such as: region $V$, quarter of the year $Q$, and the number of the group $G$. The qualitative variables were encoded using the one-of-N method, which allows for the conversion of the nominal values to a numerical form [7]. Coding with the use of this method involves the assignment of a vector of binary values with a length equal to the number of all permissible values of a given variable to each qualitative variable. The general structure of the developed single MLP network is shown in Figure 5.
Figure 5. Construction of a single MLP network.

3. Results

3.1. Neural Model for Predicting the Number of Used Scaffoldings

From all the 80 developed models, five neural networks (characterized by the best quality of adjustment to the adopted data set) were selected for further analysis. The adoption of five neural networks for further calculations was justified by the fact that these networks were characterized by a similarly high level of quality, as expressed by the correlation coefficient and the low value of the root-mean-square error (RMSE). In addition, the quality of the selected networks was better than the other networks that were also developed. The full characteristics of the neural networks selected for the further analysis are presented in Tables 3 and 4.

Table 3. Characteristics of the developed neural networks.

| Network Number | Number of Neurons in the Hidden Layer | Quality of Network * | RMSE |
|----------------|--------------------------------------|----------------------|------|
|                |                                      | Learning  | Testing | Validation | Learning | Testing | Validation |
| 1              | 13                                   | 0.989     | 0.986   | 0.990       | 65.7     | 22.1    | 68.3       |
| 2              | 14                                   | 0.989     | 0.986   | 0.989       | 65.5     | 22.5    | 74.5       |
| 3              | 16                                   | 0.989     | 0.985   | 0.990       | 65.7     | 23.7    | 69.9       |
| 4              | 17                                   | 0.990     | 0.987   | 0.990       | 63.8     | 21.9    | 70.6       |
| 5              | 19                                   | 0.989     | 0.987   | 0.990       | 65.8     | 22.2    | 70.1       |

*-Value of the correlation coefficient.
Table 4. Characteristics of the developed neural networks—graphs.

| Network Number | Graph of the Network's Learning | Graph of the Quality of Matching the Network's Output Values and Empirical Values |
|----------------|---------------------------------|----------------------------------------------------------------------------------|
| 1              | ![Graph of the Network's Learning](image1.png) | ![Graph of the Quality of Matching the Network's Output Values and Empirical Values](image2.png) |
| 2              | ![Graph of the Network's Learning](image3.png) | ![Graph of the Quality of Matching the Network's Output Values and Empirical Values](image4.png) |
| 3              | ![Graph of the Network's Learning](image5.png) | ![Graph of the Quality of Matching the Network's Output Values and Empirical Values](image6.png) |
The results presented in Table 4 allow for a graphic interpretation of the obtained results. In particular, the analysis of the network learning graph allows for the statement that the learning process mainly took place in the period up to about the 10th cycle in the case of networks 1, 3, 4, and 5, and up to about the 15th cycle in the case of network 2.

Afterwards, in order to increase the accuracy of the final estimate of the number of used scaffoldings, the so-called network set, which consists of five previously developed and selected models, was used. According to [27,39], the use of such a set contributes to the reduction of the prediction error. Figure 6 presents a comparison of empirical values and the results obtained with the help of the developed set of networks. The vast majority of the obtained results fall within the confidence level of 0.95 of the model’s prediction.
3.2. Estimating the Number of Used Scaffoldings

The developed model of the neural network set was used to predict the number of scaffoldings in use in all the communes of the analyzed regions. By summing up the values obtained for individual communes included in the region, the number of building scaffoldings in use in the analyzed regions of Poland was obtained. Figure 7 shows an example of the estimation of the number of scaffoldings for the Dolnoslaskie region in the period from 2011 to 2018 (divided into year quarters $Q$ and group numbers $G$).

Figure 6. Graph of the quality of matching the output values of the set of networks and the empirical values (in red: the area of the confidence level of 0.95 of the model’s prediction).

Figure 7. Number of scaffoldings in the Dolnoslaskie region (divided into groups $G$) estimated using the neural network set.
The obtained results, which were generated using the developed model of the neural network set, indicate a clear seasonality in the use of scaffoldings. Moreover, it was observed that the greatest number of scaffoldings used in communes was be found in group G₂, which in the case of the Dolnoslaskie region had 98 communes. In groups G₁, G₃, and G₄, which had 1, 35, and 35 communes, respectively, a clearly lower total number of used scaffoldings per year was observed.

4. Discussion of the Results

The conducted in situ research allowed for the collection of information concerning the number of used scaffoldings in selected regions of Poland. The obtained research results show a clear seasonality in the use of scaffoldings. It can be observed that in the second and third quarter of the year, there is an increase in the number of scaffoldings in use by an average of approximately 50% when compared to the first and fourth quarters. The largest difference is noticeable in the communes included in groups G₃ and G₄ (111% and 164%, respectively). These groups had a total of 70 communes and were characterized by a high number of new residential buildings (l₅), and a relatively large area of built-up and urbanized land (l₉). In the communes from group G₂, the fluctuation in the amount of scaffolding in use was 37% per year. The smallest fluctuations were observed in group G₁ (approximately 20%), which in the Dolnoslaskie region included only one commune—Wrocław—the capital, and the largest city of the region.

By analyzing the neural models obtained as a result of the calculations, it can be concluded that all five individual neural network models were characterized by a high quality of adjustment to the analyzed phenomenon (quality of network learning close to one), without showing an excessive adjustment of the network to the training set (quality of network validation close to one). Additionally, the analysis of the learning process graphs (Table 4) clearly shows that the network learning process was correct [27]. A similar and very high quality of matching the results to the empirical values is observed in the case of the developed neural network set ($R = 0.989$; $R^2 = 0.979$).

The detailed analysis of the developed neural networks allows for the conclusion that all the networks were developed correctly. The sensitivity analysis of all the quantitative and qualitative variables that were used to build the models showed that in each case, all the variables had a significant impact on the final result of the network (the values of the sensitivity coefficient in all the cases were greater than 1.0 [27]), as seen in Figure 8.

![Figure 8](http://example.com/figure8.png)

**Figure 8.** Sensitivity analysis of all the variables that were used to build the network.
When analyzing the above chart, it can be noticed that the $G$ input (group numbers) and the $I_1$ input (number of construction companies carrying out work related to the construction of buildings) had the greatest impact on the final result of the network. This situation is due to the fact that the number of building scaffoldings in use depends to a large extent on the number of construction companies carrying out construction work and on the nature of a given commune—in particular, the degree of its industrialization. Additionally, depending on the type of network, the impact of individual parameters was different. An example can be seen in network number 1, in which the $G$ parameter had a greater influence on the final result than the $I_1$ parameter. In the case of network number 2, the situation was the opposite—the $G$ parameter had a smaller impact on the network result than the $I_1$ parameter.

In order to verify the developed neural network models, alternative mathematical models were built, with the results generated by both types of models then being compared. Linear regression was used to build the verifying models. As a result of the performed calculations, four different linear models were developed—one for each group of communes. The developed linear models are characterized by a very high degree of matching to reality. This is evidenced by the obtained statistics of $R_P$, $R^2$, and $R^2_S$, which were close to one.

The developed linear models were used to estimate the number of building scaffoldings in all the analyzed communes, and the obtained results were then compared with the results obtained from the model of the neural network. The high value of Pearson’s correlation coefficient ($R = 0.89$), which was obtained in this way, proves the very high correlation between the results generated by both types of models. A certain advantage of the network set model over the linear models is the fact that it showed a higher degree of adjustment to empirical values—$R = 0.989$ and $R^2 = 0.979$ (MLP model); $R = 0.915$ and $R^2 = 0.841$ (linear models).

5. Conclusions

The aim of the research undertaken and described in this article was to develop a neural network model that would allow for the estimation of the number of used scaffoldings. In order to implement such a research task, an original research methodology was developed, which consisted of the following stages:

- Empirical determination of the number of used scaffoldings in the selected representative areas of the studied regions;
- Identification and analysis of data concerning the socio-economic indicators that characterize the analyzed regions;
- Classification of the analyzed communes with regards to socio-economic development; and
- Development of a neural model.

The main element of the developed methodology was a model consisting of five neural networks, which was used to predict the number of used scaffoldings in the studied regions. The sensitivity analysis of all the quantitative and qualitative variables showed that all the variables used to build the neural models had a significant impact on the final result of the network.

The obtained results of the research and analyses show the size of the population of scaffoldings used in individual regions of Poland, as well as the seasonality of their occurrences.

In addition, the results obtained in the course of the conducted analyses provide a noticeable benefit for researchers and other research recipients. This is due to the fact that they can be a starting point for further analyses, e.g., those related to the estimation of the population of building scaffoldings in other countries.

The model proposed in the article can be used in both the field of scientific research and in engineering practice, e.g., in the field of economic analyses related to the use of scaffoldings. In addition, the information obtained using the model may be the basis for insurance analyses of construction work carried out with the use of scaffolding. Moreover, it can also be used in the process of managing occupational safety of work on building scaffoldings.
scaffoldings. In addition, the data concerning the population of building scaffoldings which was obtained as a result of the conducted research, combined with data on occupational accidents, may constitute a basis for determining the probability of an accident on scaffolding.
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