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Abstract: Wearing safety harness is essential for workers when carrying out work. When posture of the workers in the workshop is complex, using real-time detection program to detect workers wearing safety harness is challenging, with a high false alarm rate. In order to solve this problem, we use object detection network YOLOv5 and human body posture estimation network OpenPose for the detection of safety harnesses. We collected video streams of workers wearing safety harnesses to create a dataset, and trained the YOLOv5 model for safety harness detection. The OpenPose algorithm was used to estimate human body posture. Firstly, the images containing different postures of workers were processed to obtain 18 skeletal key points of the human torso. Then, we analyzed the key point information and designed the judgment criterion for different postures. Finally, the real-time detection program combined the results of object detection and human body posture estimation to judge the safety harness wearing situation within the current screen and output the final detection results. The experimental results prove that the accuracy rate of the YOLOv5 model in recognizing the safety harness reaches 89%, and the detection method of this study can ensure that the detection program accurately recognizes safety harnesses, and at the same time reduces the false alarm rate of the output results, which has high application value.
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1. Introduction

At present, artificial intelligence technology continues to develop and detection programs use deep learning methods and image vision technology to achieve automatic detection of whether workers wear a safety harness, and automatically output detection results. This is especially important for enterprise safety production and construction personnel life safety. Scholars have conducted considerable research on seat belt detection, and the detection methods and practical application scenarios vary greatly. Guo et al. [1] proposed an image processing-based seat belt detection method for car driving, which was applied to the vehicle motion full-scene monitoring image. First, the image is pre-processed by vertical boundary detection and horizontal boundary detection to obtain the driver area in the image. Then, the seat belt is detected by the edge detection method, and finally further verified using the judgment rule. The edge detection method has since improved based on the directional information measure in the HSV (hue, saturation, value) color space. However, the high demands of the detection method on the image quality and the camera recording angle make it difficult to promote this method. Feng et al. [2] proposed a new algorithm, based on the Mask R-CNN (region-based convolutional neural networks) algorithm, to detect incorrectly applied construction workers’ safety harnesses. First, based on the human localization detection template, the algorithm locates important skeletal key points in the specific regions of the knee. Then, the algorithm combines with the safety harness detection module to determine whether there is a safety harness at the location...
of the important skeletal key points. Traditional target detection focuses more on feature extraction, with general features and relatively strong interpretability. The core of deep learning is feature learning, which aims to obtain hierarchical feature information through hierarchical networks [3]. It can learn features by itself and does not need external users to design features for it artificially. Fu [4] proposed a deep learning-based seat belt detection method, for the application scenario of motor vehicles on the road. The details of this method are as follows. The detection model uses frame difference, edge detection and overall projection to locate the driver’s window area in the pre-processed image. Then, the processed image samples are used to train a convolutional neural network model, and the trained model is used to detect the seat belt. Jin et al. [5] proposed a helmet wearing detection algorithm based on improved YOLOv4 (You Only Look Once version 4). The algorithm optimizes the feature map output and feature fusion module. The algorithm adds $128 \times 128$ feature map outputs to the three feature map outputs of the YOLOv4 algorithm, providing smaller targets for feature fusion. Secondly, it improves the feature fusion module, which enables the YOLO Head classifier to combine different levels of features to achieve better object detection and classification. In order to solve the problem that existing helmet wearing detection cannot easily detect the helmet when the posture of the construction personnel is complex, Wang et al. [6] proposed a helmet wearing detection method based on posture estimation. The method provides ideas to solve the problem of difficult to determine relative positions of the helmet and human body in the complex posture of construction personnel.

Our study was conducted for the real-time detection of safety harnesses in the workshop. The complex posture of the worker (e.g., bending, squatting) increases the difficulty of the program to detect the safety harness and makes the program output have a high false alarm rate. The contributions of this study are as follows.

The scenario of the application of the detection program is the workshop; we obtain video stream files through workshop surveillance to create the dataset. We train the YOLOv5 (You Only Look Once version 5) model using the dataset.

The posture of the worker in the image is estimated by the OpenPose algorithm, and 18 skeletal key points are obtained. We design human body posture judgment criterion for the program based on the key point information.

Combining the YOLOv5 model detection results and the human body posture estimation results, we design the detection workflow for the program.

The experiments show that the detection program can accurately identify the safety harness on the worker. Compared with the program that only uses the YOLOv5 model for detection, the output of the improved program has a lower false alarm rate and reflects the worker’s posture in real-time. The rest of the article is organized as follows: Section 2 briefly summarizes the work related to our study. Section 3 describes in detail what we have done. Section 4 presents the experiments, results, and the discussion. Section 5 presents the conclusion and shortcoming of the proposed method, and ideas for improvement to our research in the next stage.

2. Related Work

In recent years, with the rapid development of deep learning technology, algorithms based on deep learning have been widely used in various fields. Tan et al. [7] proposed a novel phantom machine gesture interaction system improved for lightweight OpenPose. They used lightweight OpenPose to simplify the human hand into 21 key points, used MobileNetV1 as the base model, applied part affinity fields to detect the key points of the human hand, drew a simplified skeleton map, and used Ghost Module to downscale the convolutional layers to further improve the real-time performance of the human-computer interaction system. Wang et al. [8] proposed a detection algorithm for camouflage objects based on the YOLOv5 algorithm. The algorithm combines the attention mechanism to design a new feature extraction network that highlights the feature information of a camouflage object, and improves the original aggregation network.
Safety harnesses play a protective role for the body of personnel in the construction and production environment. At present, deep learning is gradually being applied to the detection of seat belts [9]. Less attention is paid to the detection of the workers wearing safety harnesses in workshops. Wu [10] conducted a study on visual inspection for safety protection of construction site personnel. In his research, he used the improved YOLOv3-tiny algorithm to detect workers’ safety harness and helmets. The algorithm did not take into account the temporal and spatial correlation in the actual site surveillance video. Cai et al. [11] designed a novel one-stage detection framework by incorporating several promising modules into a YOLO network, which is end-to-end trained. In addition, to improve the convergence of the proposed framework, a novel loss function was designed by adding a penalty term into the loss function. Fang et al. [12] developed an automated computer vision-based method. This method used two convolutional neural network (CNN) models to determine if workers were wearing their harness when performing tasks while working at heights. The algorithms developed were: (1) a Faster-R-CNN to detect the presence of a worker; and (2) a deep CNN model to identify the harness.

YOLO algorithm is a type of the one-stage algorithm, which not only has excellent performance in detection accuracy, but also has high detection efficiency [13]. The YOLO algorithm has been updated to the YOLOv5. Compared with YOLOv4, the network model of YOLOv5 has higher detection speed, which can reach 140 frames per second. Additionally, the network model size of YOLOv5 is nearly 90% smaller than of YOLOv4 [14,15]. YOLOv5 uses the Pytorch framework, which makes it easy to train datasets. Compared to the Darknet framework used by YOLOv4, the Pytorch framework is easier to put into production. OpenPose is one of the most popular open-source posture estimation technologies [16], which is a bottom-up detection method that can estimate human movements, recognize facial expressions, and capture finger movements. We can observe the movement of human skeleton key points for posture estimation. OpenPose mainly detects 18 key points of the human skeleton, such as knee and shoulder. Xu et al. [17] used OpenPose to get the data set of a human skeleton map and trained to get a new model that can predict the fall. Chen et al. [18] extracted the skeleton information of the human body by OpenPose and identified the fall through three critical parameters. In summary, we consider the application scenario of the detection program. Therefore, safety harness detection by the YOLOv5 algorithm and human posture estimation by OpenPose are the two main parts of the detection program.

3. Methods

3.1. Image Collection of Safety Harness

Firstly, the images in the dataset we used were obtained by web crawlers. The images included the safety harness in different directions, and workers in the safety harness. Figure 1 shows a selection of the images.
We found that these images did not reflect the real environment in the workshop, so we collected images from the workshop. Some of the images were taken with an iPhone, with a resolution of 480 × 800. Others were obtained from the workshop monitoring video, with a resolution of 1920 × 1080. The brightness of the environment, the distance between the worker and the lens, the posture of the human body, and the angle of the lens were considered in the process of acquiring images. Figure 2 shows a selection of this dataset.

![Figure 2. A selection of images from the dataset.](image)

We randomly divided the 2500 images in the dataset into two groups in the ratio of 4:1, one group as the training dataset and the other as the test dataset (the training set had 2000 images and the test set had 500 images). We made the images in both the training set and the test set come from the same distribution. Next, the dataset labeling website “Make Sense” was used to draw rectangular boxes to achieve labeling of a “person”, “safety belts”, and “safety helmet” in the image. After the marker was completed, a VOC format file was generated, then we converted the dataset from VOC format to txt format, as required by YOLOv5. The txt format file contains the annotation information of the images used for training or testing.

3.2. The Network Structure of YOLOv5

The YOLO algorithm uses a separate CNN model for end-to-end object detection; the CNN network of YOLO splits the input image into S × S grids [19]. Each cell is responsible for detecting the target whose center point falls within the cell, and each cell will predict B bounding boxes and the confidence level of the bounding box. The formula for calculating the confidence of the bounding box level is as follows [20]:

\[
Conf(obj) = Pr(object) \times IOU_{pred}^{truth}
\]  

(1)
$Pr(\text{object})$ indicates the size of the probability that this bounding box contains the object; when the bounding box is the background, the value is 0. On the contrary, when the bounding box contains the object, the value is 1. $\text{IOU}$ (intersection over union) indicates the accuracy of the bounding box, expressed as the intersection ratio of the predicted box to the actual box. The size and position of the bounding box is characterized by four values of $(x, y, w, h)$, $(x, y)$ is the center coordinate of the bounding box, and $w$ and $h$ are the width and height of the bounding box. In addition, each cell also needs to give the predicted $C$ categories probability value; each cell needs to predict $(B \times 5 + C)$ values, so the final prediction is a tensor of size $S \times S \times (B \times 5 + C)$ [21]. We choose YOLOv5s, one of the four versions of YOLOv5. Figure 3 shows the structure of the YOLOv5s network model [22]. Its structure consists of four main parts, namely input, backbone, neck, and prediction [23]. The backbone network is a convolutional neural network that extracts image features, and the neck network performs feature fusion using the FPN (feature pyramid network) algorithm and the PAN (pixel aggregation network) algorithm [24].

![YOLOv5s Structure](image)

Figure 3. YOLOv5s network model structure.

Compared to the YOLOv4 algorithm, YOLOv5 adds a focus structure to the backbone network and adaptive image scaling to the input side. In common object detection algorithms, different images have different lengths and widths, and the common approach is to scale the original image to a standard size uniformly, and then the image is fed into the network. In practice, the size of the black edges at both ends of the scaled image are different, which affect the inference speed once more information is filled. Therefore, YOLOv5 adaptively adds the least amount of black borders to the original image, increasing the reasoning speed. In addition, the backbone network uses the CSP (cross stage partial) structure in YOLOv4, and two CSP structures are used in YOLOv5. CSP1_X structure is applied to the backbone network, and CSP2_X structure is applied in the neck network to enhance network feature fusion. YOLOv5 uses CSPDarknet (cross stage partial Darknet) as the backbone network for feature extraction. CSPDarknet is the combination of the CSP structure [25] and the Darknet network. In the object detection problem, the use of CSPNet brings a larger boost to the backbone, effectively enhancing the learning capability of CNN, while reducing the computational effort. The CSP structure is shown in Figure 4.
Focus structure can be a further feature extraction; the key step is to perform a slicing operation on the image. The 640 × 640 × 3 image is divided into four slices after the slicing operation, and the size of each slice is 320 × 320 × 3. The connection layer combines four pieces together, resulting in a feature map of size 320 × 320 × 12. Then, after one convolution operation with 64 convolution kernels, the feature map of 320 × 320 × 32 is formed [26]. The focus structure is shown in Figure 5.

The loss function can reflect the degree of difference between the predicted value and the true value of the model. In the process of object detection, the relationship between the prediction frame and the real frame needs to be judged, and the model parameters are adjusted according to this relationship to correct the position of the prediction frame. The specific measure is denoted as IOU (intersection over union) [27]. However, IOU has some shortcomings. When there is no intersection between the prediction frame and the real frame, the IOU is 0, and the model cannot calculate the gradient and optimize the parameters. When the prediction frame is the same size as the real frame, IOU also cannot make a judgment. To solve this problem, Rezatofighi et al. [28] proposed a new metric, GIOU (generalized intersection over union). The GIOU calculation formula is as shown in Equations (2) and (3). C represents the area of the smallest box that can frame both the real
box and the predicted box; \( b \) and \( b_{gt} \), respectively, represent the centroids of the predicted box and the real box.

\[
GIOU (b, b_{gt}) = IOU (b, b_{gt}) - \frac{|c - (b \cup b_{gt})|}{|c|}
\]

(2)

\[
L_{GIOU} (b, b_{gt}) = 1 - GIOU (b, b_{gt})
\]

(3)

YOLOv5 has a total of three loss functions, which are the classification loss function, the localization loss function, and the confidence loss function. Classification loss and confidence loss are calculated using a binary cross-entropy damage function. YOLOv5 replaces the SoftMax function with multiple independent logistic classifiers. When calculating the classification loss for training, YOLOv5 uses a binary cross-entropy impairment for each label, which also avoids the use of SoftMax function and reduces the computational complexity. The confidence of the bounding box actually indicates whether there is a center point at this grid, i.e., whether there is an object. Therefore, YOLO treats it as a dichotomous problem. When the prediction value is closer to 1, it means that the place is more likely to have a target; on the contrary, the place is less likely to have a target. GIOU is usually used for the calculation of the localization loss function.

3.3. Acquisition of Information on Key Points of the Human Skeleton

OpenPose human body posture recognition project is an open-source library written by Mellon (CMU) based on convolutional neural networks and supervised learning with Caffe (Convolutional Architecture for Fast Feature Embedding) as the framework [29]. OpenPose network structure is two-branch, using the “two-branch multi-stage CNN” scheme. Figure 6 shows the OpenPose network structure. The upper branch is responsible for predicting the confidence map of the key points and generating the heatmap of the key points. The lower branch is responsible for predicting the part affinity fields between key points and generating the vector graph of key points [30]. Part affinity fields is a two-dimensional vector of each limb of the body, which also holds the position and orientation information between limb regions [31]. First, the VGG-19 (visual geometry neural network with 19 layers) deep neural network performs feature extraction on the input image, resulting in the generation of feature map \( F \). In stage 1, the input is \( F \), the output is the key point heat map \( S^1 \), and the partial affinity domain \( L^1 \) after the convolution operation. Next, from the stage 2, the inputs are the two prediction results of the previous stage and the image features \( F \). Accordingly, the inputs for each stage are as follows [32]:

\[
S^1 = \rho^1 (F)
\]

(4)

\[
L^1 = \phi^1 (F)
\]

(5)

\[
S^t = \rho^t \big( F, S^{t-1}, L^{t-1} \big), \forall t \geq 2
\]

(6)

\[
L^t = \phi^t \big( F, S^{t-1}, L^{t-1} \big), \forall t \geq 2
\]

(7)

Through multi-stage iterations, the model predicts key points more accurately. Finally, the model obtains the confidence of all the key points and the direction vectors of the connected key points. For any two key points, the model pairs the two key points by calculating the linear integral of the part affinity fields, based on the confidence level of the key points [33]. With the Hungarian algorithm, high quality pairs can be generated. In the end, the human body key point skeleton map is obtained.
Figure 6. The network structure of OpenPose.

3.4. Criterion for Judging Human Posture

The OpenPose network can realize the detection of 18 key points of human body, and the change of human body posture can be expressed by the information of 18 key points. The skeleton diagram of the human body is shown in Figure 7.

When outputting images, we can clearly determine the posture of the human body by looking at the human skeleton diagram. In order for the program to automatically determine the detected human posture so that the program can proceed to the next step, it is necessary to set the judgement criteria of human body posture for the program to make the determination. According to the survey, workers may appear in the posture of standing, squatting, bending in workshop, and we set the rules for the determination of these postures. First, the distance in the vertical direction (y-direction) of the skeletal joint points is used as the determination feature. When the worker is far away from the camera, they will shrink on the screen, and the distance between two points will become shorter. When worker is close to the camera, they will become larger on the screen, and the distance between two points will become larger. Therefore, the angle is selected as an auxiliary determination parameter. In this study, we used the vertical distance and specific angle to

Figure 7. Skeleton diagram of the human body.
determine the posture of the human body; we have selected some skeletal joints that can determine the posture of the human body, as shown in Table 1.

### Table 1. Selection of feature distance and feature angle.

| Human Posture | Feature Distance of Y-Direction | Feature Angle |
|---------------|---------------------------------|--------------|
| Standing      | 1-8, 8-10                       | 1-8-9        |
| Bending       | 1-8, 8-10                       | 1-8-9        |
| Squatting     | 1-8, 8-10                       | 8-9-10       |

OpenPose outputs key point information as \([x_i, y_i, \text{score}, i]\), where \(x_i\) and \(y_i\) denote the horizontal and vertical coordinates of the \(i\)th key point in the pixel coordinate system, respectively, and \(\text{score}\) denotes the confidence level of the \(i\)th key point. In two-dimensional space, the formula for the distance between two points is as follows:

\[
\rho = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}
\]  

\(y_{1-8}\) indicates the distance between key point 1 and key point 8 in the vertical direction. 
\(y_{8-10}\) indicates the distance between key point 8 and key point 10 in the vertical direction. 
\(\theta_{1-8-9}\) represents the angle between line segments 1-8 and line segments 9-8; similarly, \(\theta_{8-9-10}\) and \(\theta_{8-1-11}\). Taking \(\theta_{1-8-9}\) as an example, the formula for calculating the angle is as follows:

\[
\theta = \arccos\left(\frac{\rho^2_{1-8} + \rho^2_{9-8} - \rho^2_{9-1}}{2\rho_{1-8}\rho_{9-8}}\right)
\]  

The experiment was conducted to detect the possible standing posture of workers in the workshop environment, and a total of 60 images were detected, including 20 each of close, medium and far views. Calculating \(y_{1-8}, y_{8-10}, \theta_{1-8-9}\) of each image from the detected key point coordinates, each feature had a total of 60 data points. To enable better evaluation of the overall data, we calculated the harmonic mean of data for feature distance in the y-direction. The formula for the harmonic mean is as follows, where \(n\) is the number of features, and \(x_j\) represents the feature data.

\[
H = \frac{n}{\sum_{j=1}^{n} \frac{1}{x_j}}
\]  

In this case of standing, the calculation of the feature distance was denoted as \(H^{\text{stand}}_{1-8}, H^{\text{stand}}_{8-10}\). For the feature angle, we choose the angle that is just right for the detected human posture in the experiment. The maximum angle was noted as \(\theta^{\text{stand-max}}_{1-8-9}\), the minimum angle was noted as \(\theta^{\text{stand-min}}_{1-8-9}\). The above value was used as the threshold for determination. The same method is used to obtain the threshold values for the determination of different postures, as shown in Table 2.

### Table 2. Threshold values for judgments.

| Posture   | Threshold Value | Threshold Value |
|-----------|-----------------|-----------------|
| Standing  | \(H^{\text{stand}}_{1-8}, H^{\text{stand}}_{8-10}\) | \(\theta^{\text{stand-max}}_{1-8-9}, \theta^{\text{stand-min}}_{1-8-9}\) |
| Bending   | \(H^{\text{bend}}_{1-8}, H^{\text{bend}}_{8-10}\)  | \(\theta^{\text{bend-max}}_{1-8-9}, \theta^{\text{bend-min}}_{1-8-9}\) |
| Squatting | \(H^{\text{down}}_{1-8}, H^{\text{down}}_{8-10}\)   | \(\theta^{\text{down-max}}_{8-9-10}, \theta^{\text{down-min}}_{8-9-10}\) |

The human posture determination guidelines are as follows.
(1) If \( y_{1-8} \leq H_{\text{down}}^{1-8} \) or \( H_{\text{down}}^{1-8} < y_{1-8} < H_{\text{bend}}^{1-8} \) or \( y_{8-10} < H_{\text{down}}^{8-10} \) or \( H_{\text{down}}^{8-10} < y_{8-10} < H_{\text{bend}}^{8-10} \), \( \theta_{\text{down-min}}^{8-9-10} \ll \theta_{8-9-10} \ll \theta_{\text{down-max}}^{8-9-10} \), the program determines that the worker’s posture is squatting.

(2) If \( H_{\text{bend}}^{1-8} \ll y_{1-8} < H_{\text{stand}}^{1-8} \) or \( H_{\text{bend}}^{8-10} \ll y_{8-10} < H_{\text{stand}}^{8-10} \), \( \theta_{\text{bend-min}}^{1-8-9} \ll \theta_{1-8-9} \ll \theta_{\text{bend-max}}^{1-8-9} \), the program determines that the worker’s posture is bending.

(3) If \( H_{\text{stand}}^{1-8} \ll y_{1-8} \), \( H_{\text{stand}}^{8-10} \ll y_{8-10} \), \( \theta_{\text{stand-min}}^{1-8-9} \ll \theta_{1-8-9} \ll \theta_{\text{stand-max}}^{1-8-9} \), the program determines that that the worker’s posture is standing.

### 3.5. Program Detection Flow

In previous studies, scholars improved the accuracy of the algorithm to detect object features by improving the object detection algorithm, which had significant implications. However, in some practical applications, because the features of the object are easily obscured by other objects, the results of the algorithm detection may not match the real situation. In this study, at the beginning, the program detection flow is shown in Figure 8. When the worker’s posture is bending down, squatting, the feature of safety harness is obscured by the limb, and it is difficult for the program to detect the safety harness and the output result does not match with the real situation. Therefore, we have redesigned the program detection flow. The flow chart is shown in Figure 9.
4. Results and Discussion

4.1. Experimental Environment

The computer configuration used for this experiment was as follows. CPU: Gen Intel® Core™ i7-11700F@ 2.50 GHz, RAM: 32 GB, GPU: NVIDIA GeForce RTX 3070Ti, Operating System: Win10 operating system. The deep learning framework used in this study was Pytorch. We utilized the Python language to write the code for program. Nvidia CUDA and Nvidia CUDNN were used to accelerate GPU operations. According to the actual needs of the experiment, the model file we used was YOLOv5s.yaml, and the initial weight file was YOLOv5s.pt. Initializing model parameters, we set the initial learning rate to 0.01, the number of iterations of the algorithm was set to 299, the batch size was set to 16, and the attenuation coefficient was set to 0.0005.

4.2. Results and Analysis of Safety Harness Detection

For YOLO algorithm object detection, the metrics to evaluate the detection performance are loss function (GIoU), recall (Recall), precision (Precision), validation set loss function (val GIoU), average accuracy mean (mAP), etc. The model was trained 299 times; the test results are shown in Figure 10.

Figure 9. Flow chart of the improved program.

Figure 10. Result graphs.
The precision, recall, AP, and mAP can be calculated by the following equations:

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (11)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (12)
\]

\[
AP = \frac{\sum \text{Precision}}{N} \quad (13)
\]

\[
mAP = \frac{\sum AP}{NC} \quad (14)
\]

TP is the positive sample correctly classified in the algorithm, FP is the misclassified positive sample, FN is a negative sample of misclassification, N is the number of images, and NC is the object type.

The GIOU value finally stabilized at about 0.02, which indicated that the difference between the predicted and actual values of the model for the object is small. The precision value was around 88%, and the recall value was around 86%. Precision represents the ability of the model to find relevant targets, i.e., the ability of the model to hit the true target among all predictions given, and recall represents the ability of the model to find relevant targets among all targets. We observed the value of the precision rate with the value of the recall rate and found that the model was more accurate in predicting the safety harness. In order to directly show the detection results of the algorithm, the detection images were selected for illustration, as shown in Figure 11.

Figure 11. Object detection results of the YOLOv5 network.

As we can be seen in Figure 11, when the features of safety harness were obvious in the image, the model had very good recognition of the safety harness, accurate positioning, and the accuracy could reach up to 90%. When worker was bending or squatting, we found
that the features of the safety harness were obscured by the worker’s limbs, and the model was not able to detect the safety harness. In summary, the YOLOv5 algorithm had excellent effect in this aspect of the safety harness detection in the workshop.

In order to verify the detection accuracy and detection speed of the YOLOv5 algorithm for the safety harness, we compare the accuracy and detection speed with the data in reference No.2. The comparison results are shown in Table 3. In reference No.2, the authors used the Mask R-CNN algorithm for the detection of aerial work harnesses. The algorithm identified the aerial work harness with an accuracy of 98%, and the algorithm recognized each image in about 4 s on average. In our experiments, the accuracy of the YOLOv5 algorithm to identify the safety harness was about 89%. The YOLOv5 algorithm processed an image at a speed of 0.018 s, which meant that the YOLOv5 algorithm was able to process about 56 images per second.

Table 3. Comparison of test results.

|                | Accuracy | Speed of Processing an Image |
|----------------|----------|------------------------------|
| Reference No.2 | 98%      | 4 s                          |
| YOLOv5         | 89%      | 0.018 s                      |

The detection accuracy of Mask R-CNN is slightly higher than that of YOLOv5, but the detection speed of Mask R-CNN is lower than that of YOLOv5. This is because YOLOv5 is one of the one-stage algorithms and Mask R-CNN is one of the two-stage algorithms. Currently, target detection algorithms can be divided into two categories, which are one-stage and two-stage. The fundamental difference between the two methods is the difference in the candidate region boxes. The Mask R-CNN algorithm first generates candidate regions and then performs convolutional neural network classification on each candidate box [34]. The detection speed of these algorithms is relatively slow, as it requires multiple runs of the detection and classification process. The one-stage detection method, on the other hand, can predict all the bounding boxes by simply feeding the images into the network once, which makes it faster. So, one-stage has slightly lower detection accuracy and faster detection than two-stage. In general, the YOLOv5 algorithm meets the requirements for real-time detection of the safety harness.

4.3. Human Body Posture Estimation

The OpenPose algorithm detected images containing a human body in a squatting or bending posture. In Figure 12, we can see the human skeleton diagram in different postures. We can easily understand the posture of the human body by the human skeleton diagram.

Figure 12. OpenPose detection results.

Next, we stopped the program to output the post-detection image, and used Python to write the designed criterion for judging human posture into the program. We ran the
program and let the program output the judgment result. As shown in Table 4, a total of 130 images were detected, including 30 images with standing posture, 50 images with bending posture, and 50 images with squatting posture.

Table 4. Classification of detect results.

| Posture | Program Output Results          | Number of Detected Images |
|---------|---------------------------------|---------------------------|
| Standing| The human body posture is standing | 30                        |
| Bending | The human body posture is bending  | 50                        |
| Squatting| The human body posture is squatting  | 50                        |

In the posture test, there were three outputs possible. In the first case, the program outputted the correct result; in the second case, the program did not output results, this was because the confidence level of feature points detected by the algorithm was too low; in the third case, the program outputted a result of posture detection that did not match the real situation. For example, a worker was standing, but the output of program was that the worker’s posture was bending. Using the statistics of 130 experimental results, the specific situation is shown in the Figure 13. Case 1 accounted for the majority of all test results, demonstrating the feasibility and accuracy of the designed criterion for judging human body posture.

Figure 13. Result statistics.

4.4. Detect Safety Harness According to the Program

According to the designed program flow chart (Figure 9), we wrote the YOLOv5 model and the OpenPose model, and added some judgment rules into the program code using Python language. During the test, the program reads a video of three minutes in length. Because the detection speed of YOLOv5 algorithm was very fast, in order to enable the program to detect safety harness in real time, we controlled the speed of outputting the result to once per second. Therefore, the program outputted a total of 180 results. We designed five categories for the output results, which were “Not wearing safety harness”, “Wearing safety harness”, “Be careful, posture is standing”, “Be careful, posture is bending”, and “Be careful, posture is squatting”. The five categories were represented by “A”, “B”, “C”, “D” and “E”, respectively. After the program detection was completed, we verified the 180 output results with the contents of 180 frames of images. Finally, statistical analyses of the data were performed. In addition, we compared the results of the improved program detection with the results of no improved program. For the not improved program, only the YOLOv5 model was used in the test. The experimental results are shown in Figure 14.
verified the 180 output results with the contents of 180 frames of images. Finally, statistical analyses of the data were performed. In addition, we compared the results of the improved program detection with the results of the not improved program. For the not improved program, only the YOLOv5 model was used in the test. The experimental results are shown in Figure 14.

In this experiment, \( TP \), \( FP \), \( TN \) and \( FN \) were defined as follows:

- **True positive (\( TP \))**: workers wear safety harness, posture is standing, bending, or squatting, and the program detects it.
- **False positive (\( FP \))**: workers wear safety harness, posture is standing, bending, or squatting, but the program does not detect it, and the program output result is different from the real situation.
- **True negative (\( TN \))**: workers do not wear safety harness, the posture is not squatting, standing, or bending, and the program detects it.
- **False negative (\( FN \))**: workers do not wear safety harness, the posture is not standing, bending, or squatting, but the program does not detect it, and the program output result is different from the real situation.

The false alarm rate is the ability of the program to correctly predict the purity of a positive sample.

\[
\text{False alarm rate} = \frac{FP}{FP + TN} \tag{15}
\]

Specificity is the ability of the program to correctly predict negative sample fullness.

\[
\text{Specificity} = \frac{TN}{FP + TN} \tag{16}
\]

Accuracy is the ability of the program to judge the overall sample correctly.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \tag{17}
\]

According to the calculation formula, the results of false alarm rate, accuracy and specificity are shown in Table 5. The not improved program used the trained YOLOv5 model to detect the safety harness with a high recognition rate. When the features of safety harness were evident in the image, the program detected them properly and was able to recognize them. However, when features of the safety harness were not obvious due to the change of human body posture and the program only used YOLOv5 to detect the safety harness, the program was not able to recognize the features of the safety harness or recognize fewer features at this point, and it was easy to output the wrong result. From the test results, the accuracy of the program that was not improved was 56.7%, and it had a high false alarm rate, up to 56.5%. The improved program added the OpenPose model and criterion for judging human posture with an accuracy of 92.2%, which reduced the false alarm rate and indirectly improved the accuracy of the program. When the
improved program was confronted with the problem that the features of safety harness in the image were not obvious, the improved program would not output the results immediately. According to the flow chart of the improved program (Figure 9), the following results can be recorded: firstly, the improved program determined the current posture of the human body based on OpenPose and criterion for judging human posture. Secondly, when the improved program detected that the human posture was standing, it outputted the human posture and the result of YOLOv5 algorithm detection. Finally, if improved program detected that the human pose was squatting or standing, the program decided the output based on the YOLOv5 algorithm’s detection result of the next frame. After a series of operations, the improved program was much better than the not improved program.

Table 5. Comparison of program detection results.

|                  | Accuracy | False Alarm Rate | Specificity |
|------------------|----------|------------------|-------------|
| Not improved program | 56.7%    | 56.5%            | 43.5%       |
| Improved program  | 92.2%    | 18.9%            | 81.1%       |

We choose the YOLOv5s network and the lightweight OpenPose network as the basic models of program in this study, and YOLOv5s is the smallest network in YOLOv5. Therefore, the program has considerable portability. However, the program still has also some shortcomings. First, in fact, the posture of workers are more complex than the postures studied in this study. Our designed criterion for judging human posture cannot adequately address the judgment of actual complex posture. Second, when workers are far away from the camera, we find that the YOLOv5 algorithm has difficulty in detecting the safety harness, because features of safety harness are not obvious in those images. Third, YOLOv5 and OpenPose algorithms take time to process the images, and there are some judgment rules in the program. So, in our tests, we found a delay of two to three seconds in the program output. These problems need to be further addressed. On the whole, the improved program has the following advantages: it outputs results with high accuracy and a low false alarm rate; and it is relatively light and has a lot of portability, so it can be easily installed on embedded equipment and mobile phones.

5. Conclusions

In this paper, we conduct a study for the real-time detection of safety harnesses in workshops, and propose a detection scheme based on YOLOv5 object detection and OpenPose posture estimation. In our proposed method, first, we collect representative images from the workshop, make datasets, and then train the YOLOv5s model. Second, based on the information of the key points of human skeleton detected by the OpenPose algorithm, we design a human body posture judgment criterion for the program. Finally, we redesign the detection process of the program by combining YOLOv5s and OpenPose. The improved program was compared with the program without improvement for experiments. According to the experimental results, the improved program has a high accuracy rate and a low false alarm rate, which meets the needs of real scenarios. In the meantime, we implement the deployment of the program on embedded equipment in the workshop and remotely control the program to detect the safety harness.

In addition, we analyze improved program’s output errors. Results of the analysis are as follows. Firstly, the confidence of feature points detected by the OpenPose algorithm is too low, making the program unable to determine human body posture. Secondly, when human body posture changes from standing to squatting or bending, in this process, the improved program is not able to correctly handle the distance and angle between the relevant feature points due to the change of feature point positions. In the future, we will improve the OpenPose algorithm to enhance its ability to identify feature points. For the second analysis result above, we will optimize criterion for judging human posture, and we will also consider training OpenPose models with specific datasets, so that it can
automatically recognize and classify human postures. Furthermore, we will also further improve the ability of the YOLOv5 algorithm to identify safety harnesses by changing the network structure.
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