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Abstract: With the every passing day, the demand for data traffic is increasing and this demand forces the research community not only to look for alternating spectrum for communication but also urges the radio frequency planners to use the existing spectrum smartly. Cell size is shrinking with the every upcoming communication generation which makes the base station placement planning complex and cumbersome. In order to make the next-generation cost-effective, it is important to design the network in such a way which utilizes minimum number of base stations while ensure coverage and quality of service. This paper aims at develop a new approach using hybrid metaheuristic and metamodel applied in multi-transmitter placement planning (MTPP) problem. We apply radial basis function (RBF) metamodel to assist particle swarm optimizer (PSO) in a constrained simulation-optimization (SO) of MTPP to mitigate the associated computational burden of optimization procedure. We evaluate the effectiveness and applicability of proposed algorithm in a case study by simulating MTPP model with two, three, four and five transmitters.
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1. Introduction

The demands for data traffic are increasing at an exponential rate during the last decade and this trend is expected to continue in the future as well. Billions of humans and devices require high-quality wireless communication in indoor and outdoor environments and this demand results in the evolution of heterogeneous networks (HetNets) with small cell size [1]. The solution is the deployment of more stationary or mobile base stations (BS) to meet the ever-increasing traffic demand [2]. With the rapid advancement in solid-state lighting (SSL) and microelectromechanical system, the research community can develop sensors which have the capability of sensing, computation and/or decision making thus expediting the utilization of wireless sensor networks (WSNs) and Internet of things (IoT) with many potential applications such as surveillance, automation, energy-saving, wildfire monitoring, smart cities, connected health to name a few [3].

Legacy networks have huge cell size, however, in next-generation networks, the cell size is dramatically reducing which creates a prime challenge for telecommunication network operators to scrupulously plan their complex network. 5G and beyond networks necessitate the massive deployment of BS. If these deployments are unplanned, this can result in a greater cost, higher interference levels, and overall straitened network performance. It is therefore important to do BS planning in such a manner that requires the least number of transmitters to accomplish the desired
coverage ratio while maximizing the average received power in conjunction with the quality of service (QoS) [4]. Therefore, BS placement in a mobile network is crucial to effectively use the resources in next-generation networks, thus reducing the infrastructure cost. One of the challenges which is associated with the optimal placement of BS is the computational complexity of transmitter location optimization in contrast with the manual transmitter placement through site surveying [5].

One of the important communication design problems is the placement of base stations which gives optimal signal coverage and maintains the quality of service. In literature, various techniques have been proposed in order to accomplish this task. One such work that uses iterative heuristic search (IHS) to find the least number of transmitters and then a hierarchical simplex search algorithm to optimize their location to maximize the coverage, has been proposed which results in near-optimal transmitter placement [6]. The exact solutions are cost and computationally inefficient. To overcome the issues faced by evolutionary algorithms (EA) that require huge search space dimensions, a correlation approach was proposed in [7] that uses mutual interference parameters to form a group and this approach achieves better results than random-grouping based EA algorithms. The existing algorithms for optimal BS placement can be divided into heuristic, meta-heuristic and exact approaches. As heuristic approaches are problem dependent, however, meta-heuristic approaches are problem independent and GA is a typical example of a meta-heuristic approach. For millimeter wave frequencies supporting 5G services, swarm intelligence was used to find the minimum number of BS required while meeting the data rate requirements and then iterative method was used to remove the redundant BS. The resulting approach turns out to be an efficient one as the outage probability is quite low [8]. A novel geometry-induced genetic algorithm was proposed in [9] and gives promising results. The main approach used in that work was to divide the whole region of interest into sub-regions and then the local coverage ratio was ensured to be higher to give better performance.

In this study, we propose a new approach combining metaheuristic and metamodels applied in the practice of simulation-optimization for wireless signal coverage in the MTPP problem. Among metaheuristic techniques, PSO has attracted wide attention in engineering design problems due to its algorithmic simplicity and powerful search performance [10], [11]. However, the PSO algorithm that requires a large number of fitness evaluations before locating the global optimum, are often prevented from being applied to computationally expensive real-world problems [12]. Here, we assist PSO metaheuristic using RBF metamodel in an optimization procedure to alleviate the associated computational burden. RBF has become a widely accepted metamodel for deterministic and stochastic simulation metamodeling regarding its promising results particularly in solving complex simulation-based optimization problems [13]-[16].

The rest of this paper is organized as follows. The Section 2 provides methods and algorithmic framework of the proposed algorithm which has been developed for the MTPP problem. In Section 3, a numerical case study is served to show the applicability and effectiveness of the proposed algorithm in the simulation-optimization of the MTPP problem. Finally, this paper is concluded in Section 4.

2. Materials and Methods

2.1 Metamodel based simulation-optimization

Nowadays, developing processes in an engineering world is strongly associated with computer simulations. These computer codes can collect appropriate information about the characteristics of engineering problems before actually running the process. Computer simulations can help a rapid investigation of various alternative designs to decrease the required time to improve the system. Besides, most numerical analyses for engineering problems make a well-suited use of mathematical programming. Clearly, a SO becomes necessary to find more interest and popularity than other optimization methods, to the complexity of many real-world optimization problems in way of mathematical formulation analyzing [17]-[20]. The main goals of simulation can be defined as two, first what-if study of model or sensitivity analysis, and second is optimization and validation of
model [21]. The essential benefit of simulation is its ability to cover complex processes, either deterministic or random while eliminating mathematical sophistication [22]. In general, SO techniques are classified into model-based and metamodel-based approaches (also called surrogate methods) [23], [24].

In model-based techniques, the simulation running is not expensive and model output can be used directly in optimization. The common classical model-based approaches include metaheuristics (e.g. genetic algorithm (GA) [25], ant colony optimization (ACO) [26], and PSO [27]). These methods are more popular not only among computer scientists but also scientists from different fields due to some reasons such as simplicity, flexibility, derivation-free mechanism, and local optima avoidance [28]. It should be noted that in the model-based optimization methods, the original function is not expensive in terms of running (function evaluation) and model output can be used directly in optimization. Moreover, for “expensive optimization” such as computer-aided design optimization or simulation-based optimization using computer experiments with high computational cost (computational time consuming), classical optimization methods may perform poorly or may even fail to obtain a satisfactory solution within the allocated computer time. Moreover, to address such a challenge, metamodels have been applied in the literature [29]–[32].

Metamodeling techniques have been used to avoid intensive computational and numerical simulation models, which might squander time and resource for estimating the model’s parameters. Metamodeling has utilized a variety of statistical and mathematical approaches for interpreting parameters and their relationship in an original model. The general overview of a metamodel is illustrated in Figure 1 [20]. Some main advantages of applying metamodel in optimization include i) improving the efficiency of optimization, ii) supporting parallel computation, iii) cover sensitivity analysis of input variables and gain better insights from the problem, and iv) handle both types of variables included discrete and continuous [30]. There are different metamodels have been developed in engineering practice such as an artificial neural network (ANN), RBF, support vector regression (SVM), Kriging (also known as Gaussian process), polynomial regression and multivariate adaptive regression splines [30], [31], [33].

2.2 Radial Basis Function

The RBF is a kind of neural network that employs RBF as a transfer function, see Figure 2, and is consisting of an input layer, hidden radial basis layer, and an output linear layer [34]. The RBF method for multivariate approximation is one of the common approaches in modern approximation methodologies. The RBF employs a linear combination of independent symmetric functions based on the Euclidean distances to compute the approximation function of response.

The simple mathematical forms of RBF can be expressed as:

$$\hat{f}(x) = \sum_{i=1}^{m} w_i h_i(x)$$  \hspace{1cm} (1)

![Figure 1. The viewpoint of metamodel and relationship with a simulation model.](link)
where \( w_i, (i = 1 + 2 + \cdots + m) \) is the weight coefficients that need to be estimated, \( m \) is number sample points, and \( h_i(x) \) is \( i \)th radial function. There are different types of RBF such as linear, cubic, Gaussian, multi-quadratic, and so on [34]. For instance, the common Gaussian form of the radial function is:

\[
h_i(x) = \exp(-r_i^2)
\]  

where \( r_i = \|x - x_{ci}\| \) and \( x_{ci} \) is the center of \( i \)th observed input. The value of weights parameters \( w_i \) can be estimated by minimizing the sum of square error of model:

\[
\text{Minimize } \text{SSE} = \sum_{i=1}^{m} (f(x_i) - \hat{y}_i)^2
\]  

where \( f(x_i) \) is exact output from the original model for \( i \)th sample points, and \( \hat{y}_i \) is related predicted output from RBF. Due to, the RBF interpolate the sample points, the SSE is expected to be \( \text{SSE} \approx 0 \).

2.3 Particle Swarm Optimization

The canonical PSO algorithm that simulates swarm behaviors of social animals such as bird flocking or fish schooling was proposed by [27]. The parameters of PSO consist of the number of particles, position of agent in the solution space, velocity and neighborhood of agents (communication of topology). The PSO algorithm begins by initializing the population first. The second step is calculating the fitness values of each particle, followed by updating individual and global bests, and later, the velocity and the position of the particles get updated. The second to fourth steps get repeated until the termination condition is satisfied [35], [36]. The PSO algorithm is formulated as follows [27], [35], [36]:

\[
v_i^{t+1} = v_i^{t} + c_1 \cdot \text{rand}(0,1) \cdot (p_{id}^t - x_{id}^t) + c_2 \cdot \text{rand}(0,1) \cdot (p_{gd}^t - x_{id}^t) \]

and

\[
x_{id}^{t+1} = x_{id}^t + v_{id}^{t+1}
\]

where \( v_{id} \) and \( x_{id} \) are particle velocity and particle position respectively. \( d \) is the dimension in the search space, \( i \) is the particle index, and \( t \) is the iteration number. Expressions \( c_1 \) and \( c_2 \) represent the speed, regulating the length when flying towards the most optimal particles of the whole swarm and the most optimal individual particle. The term \( p_i \) is the best position achieved so far by particle \( i \) and \( p_g \) is the best position found by the neighbors of particle \( i \). The expression \( \text{rand}(0,1) \) shows the random values between 0 and 1.

The exploration happens if either or both of the differences between the particle’s best \( (p_{id}^t) \) and previous particle’s position \( (x_{id}^t) \), and between the population’s all-time best \( (p_{gd}^t) \) and previous particle’s position \( (x_{id}^t) \) are large, and exploitation occurs when these values are both small. PSO has attracted wide attention in control engineering design problems due to its algorithmic simplicity and powerful search performance [10],
[11]. However, PSO algorithm that requires a large number of fitness evaluations before locating the global optimum, are often prevented from being applied to computationally expensive real-world problems [12]. Therefore, metamodel-assisted PSO metaheuristic optimization algorithms have been interested in the literature, see [12], [37], [38].

2.4 Algorithmic framework

The algorithmic framework of proposed promising SO technique based on hybrid RBF metamodel and PSO metaheuristic is sketched in the following steps:

**Input:** Simulation Input/Output (I/O) set of data. Here, for the transmitters localization problem the input data set include \((X, Y)\) locations and output data set include average signal coverage (ASC) regarding each location.

**Output:** Estimation of Pareto frontier including a set of optimal locations for multiple transmitters.

**Step 1:** Fit RBF metamodel over set of I/O data set.

**Step 2:** Construct the objective function of optimization model.

**Note:** In the current paper in the MTPP problem, we consider the maximization of ASC as an objective function of the model. However, to smooth the amount of signal overlap by transmitters, we control the Euclidean distances between every two transmitters in a set of constraints. Let \(k = 1, 2, ..., K\) is a number of transmitters in a model, therefore the proposed optimization model based on mathematical programming framework is constructed as below:

\[
\text{Maximize } \text{ASC} = \sum_{k=1}^{K} C(X_k, Y_k) \tag{5}
\]

Subject to:

\[
d(T_i, T_j) \geq \beta \frac{||h||}{K} \text{ for } \{ \forall i, j \in (1, 2, ..., K) | i < j \} \tag{6}
\]

\[
0 \leq X_k \leq u_x, \quad 0 \leq Y_k \leq u_y \tag{7}
\]

where \(C_k(X, Y)\) is RBF estimation of ASC in location \((X, Y)\) for \(k\)th transmitter. The terms \(u_x\) and \(u_y\) indicate the length and width of the design space. The expression \(d(T_i, T_j) = d(T_j, T_i) = \left( (X_i - X_j)^2 + (Y_i - Y_j)^2 \right)^{1/2}\) shows the Euclidean distance (norm) between two locations of \(i\)th and \(j\)th transmitters. The expression \([h]\) shows the maximum Euclidean distance between two locations in the design space. The weight scale \(\beta\) is defined by the decision maker and indicates the emphasis of the model over the distances between transmitters to smooth overall signal coverage. From Eq.(5) the optimal result depends on the value of \(\beta\) which can be chosen by the decision-maker. Varying \(\beta\) provides the capture of Pareto frontier (also called Pareto optimal efficiency). In fact, the set of optimal solutions obtained from fluctuating \(\beta\) in the model, provides an estimate of the Pareto frontier [39]. As the aforementioned mathematical model is constrained (see Eq.(6)), a constraint handling method should be integrated into the optimization algorithm. There are several methods of constraints handling in the literature such as penalty functions, special operators, repair algorithms, separation of objectives and constraints, and hybrid methods [40]. In this study, we use the simplest method called the death penalty. In this method, search agents that violate any of the constraints with any level are treated as the same and penalized by assigning a large fitness value (small objective value in case of maximization). This method is very cheap and readily applicable to the PSO algorithm without algorithm modifications [40], [41].

**Step 3:** Run PSO optimizer for the constructed optimization model in the previous step and obtain the optimal result.

**Step 4:** Repeat three previous steps for different values of \(\beta\) in Eq.(6) to obtain the estimation of Pareto frontier.

3. Simulation-Based Optimization of MTTP: Case Study

In this section, the applicability of the proposed algorithm in the MTTP problem is studied to obtain the optimal locations of each transmitter to maximize the amount of signal coverage. In
continue, first the application of the proposed algorithm using hybrid RBF metamodel and PSO metaheuristic integrated by mathematical programming in current MTPP optimization problem is explained, and then, the obtained results are discussed in details.

3.1 MTPP simulation-optimization model

We create a simulation model using Python, which simulates the environment of an office room to implement MTPP problem. The obstacles in the room are modeled according to the layout of the office equipment by creating a polygon of each object and placing it in various positions in the room. The calculations of coverage area are based on the assumption that the signal propagation is omnidirectional, the transmitter can transmit the signal around in two dimensions. The signal power is transmitted from the transmitter according to the path loss equation and is limited to the lowest signal power that the receiver can receive with the sensitivity threshold of the receiver. The value will be the farthest range the signal can be received, which is like the signal radius of each transmitter. Due to the ultra-high-frequency characteristics of the signal, the connection between the transmitter and receiver needs line of sight. Therefore, when there are obstacles between the signal paths, the signal is immediately blocked. Our simulation uses ray-tracing method calculations from the transmitter to the receiver by detecting the intersection of obstacles that are created. The coverage area of each transmitter, therefore, comes from the coverage radius minus the area where the signal is blocked by obstacles. To evaluate the coverage rate in a two-dimensional area, we divide the entire monitoring region into 222 × 222 pixels. We apply the binary model in this study, means set 0 for the area that the transmitter does not cover, and 1 for the area that transmitter successfully covers. We first analyze the set of images that gained from the simulation model in order to obtain the numerical set of I/O data include X and Y locations and relevant ASC. We use the Matlab® environment to analyze the data set. However, we use Matlab® “Deep learning” toolbox for constructing RBF metamodel, and “particle swarm optimization” toolbox to perform PSO global optimizer. We define both X axis and Y axis in the same range of [0,222]. Figure 3 shows the scatter plot for 12,544 different (X, Y) locations and relevant average coverages for one transmitter. Notably, in the current simulation model, we assume zero coverage for areas with obstacles in the design space. Figure 4 illustrates the contour plot of signal coverage in two-dimensions of design space including obstacle areas with zero coverage (areas with dark blue color). From the initial simulation model by locating one transmitter, the maximum ASC is obtained in a location of X = 26 and Y = 0 with ASC = 0.4355, see Figure 5.

![Figure 3](https://example.com/figure3.png)

**Figure 3.** Three-dimensions scatter plot for different (X,Y) transmitter locations and relevant average signal coverage.
This paper aims to develop a new method to investigate the optimal locations of multiple transmitters. In the current instance, we apply the proposed algorithm for the MTPP problem with two, three, four and five transmitters separately. For this purpose, we first construct RBF metamodel over set I/O data obtained from the simulation model. We use the "newrbe" Matlab® function to construct RBF metamodel.

Figure 4. Contour plot for average coverage using one transmitter in all locations of design space. Obstacles areas show in dark blue color with zero signal coverage.

Figure 5. Maximum signal coverage in the model with one transmitter is obtained in \(X = 26, Y = 0\) with \(ASC = 0.4355\). Black areas include obstacles and not covered by transmitter.

Next, we construct the mathematical programming model for the MTPP problem (see Eq.(5) till Eq.(7)) with two, three, four, and five transmitters \((K = 2, 3, 4, 5)\) in a model separately. The design ranges for both \(X\) axis and \(Y\) axis are \(0 \leq X_k \leq 222\) and \(0 \leq Y_k \leq 222\) respectively. The \(\|h\|\) is the maximum distance between two locations that here is the square diameter in design space and is equal to \(\|h\| = ((222 - 0)^2 + (222 - 0)^2)^{\frac{1}{2}} = 313.956\). We repeat the optimization model in each
$K = 2,3,4,5$ three times for $\beta = 0.5$, $\beta = 1$, and $\beta = 1.5$, see Eq. (6). However, we run PSO optimizer for each optimization model separately. As, we use the RBF metamodel instead of the original simulation model, so we don’t worry about the number of function evaluations (iterations) by PSO global optimizer. In the following, the obtained results for each combination of the MTPP optimization model are discussed.

3.2 Results and discussion

In the model with two transmitters ($K = 2$), we apply the proposed algorithm by integrating RBF metamodel which constructed over a set of I/O data (i.e. I/O data obtained from simulation model), and PSO optimizer. The optimization results in the model with two transmitters for three different values of $\beta$ (see Eq. (6)) are shown in Table 1. Figure 7 provides the schematic signal coverage in the design space when two transmitters located on their computed optimal locations. As can be seen, the highest $ASC$ is obtained by $\beta = 0.5$ equal to 0.733. The optimization procedure for both $\beta = 1$ and $\beta = 1.5$ provide the same results (same locations for two transmitters) with $ASC = 0.713$.

Next, we construct the optimization procedure based on the proposed hybrid RBF and PSO algorithm for such a case with three transmitters in the model. The obtained optimization results are shown in Table 2 for three different $\beta$ values and schematic coverages on optimal locations of transmitters are illustrated in Figure 8. As can be seen from Table 2, the highest signal coverage is obtained the same for $\beta = 0.5$ and $\beta = 1$ by $ASC = 0.746$ when three transmitters are optimally located in the design space. With the same procedure, the proposed optimization algorithm is performed for the model with four transmitters and obtained results depicted in Table 3 and Figure 9. For such a case with four transmitters, the highest signal coverage in the model is obtained by $ASC = 0.802$ in $\beta = 1$ and followed closely by $\beta = 0.5$ with $ASC = 0.794$.

Table 1 The optimal locations and relevant overall signal coverage for two-transmitters localization model.

| Transmitter | $\beta = 0.5$          | $\beta = 1$          | $\beta = 1.5$          |
|-------------|------------------------|-----------------------|------------------------|
|             | X Y ASC                | X Y ASC               | X Y ASC               |
| # 1         | 26 0 0.435             | 0 0 0.426             | 0 0 0.426             |
| # 2         | 222 188 0.407          | 222 188 0.407         | 222 188 0.407         |
| Overall Coverage | 0.733               | 0.713                 | 0.713                 |
Finally, the application of the proposed algorithm is used for the MTPP problem with five transmitters. Optimal locations and relevant obtained results are provided in Table 4 and schematically are shown in Figure 10. The obtained results for optimization of a model with five transmitters reveal that the highest signal coverage is obtained in $\beta = 1$ by $ASC = 0.802$ the same as model with four transmitters. At the end, we compare all obtained results based on $\beta = 0.5$, $\beta = 1$ and $\beta = 1.5$ as shown in Figure 11. It is clear that the $\beta = 0.5$ shows the good results for a model with two, three, and four transmitters expect for a model with five transmitters. However, due to considered obstacle areas in the original simulation model, the model with five transmitters is depicted very close behavior in covering design space with a model using four transmitters.

4. Conclusions

Simulation-optimization is found to be a viable solution for solving complex real-world problems like the base station placement problem in 5G and beyond networks. The existing algorithms for optimal BS placement can be broadly classified into three categories namely heuristic, meta-heuristic, and exact approaches. Out of these three approaches, the meta-heuristic approach is considered to be the most suited as its fast convergence to find optimal solution. In this paper, we combine the PSO metaheuristic with RBF metamodel to propose a computationally less complex algorithm for solving MTPP optimization problem with two, three, four and five transmitters. The obtained results show the effectiveness and applicability of proposed algorithm.

Supplementary Materials: Matlab® codes and functions constructed through the development of the proposed algorithm are available online at www.mdpi.com/xxx/s1.
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Table 2. The optimal locations and relevant overall signal coverage for three-transmitters localization model.

| Transmitter | $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ |
|-------------|---------------|--------------|---------------|
| # 1         | X 26 Y 0 ASC 0.435 | X 222 Y 0 ASC 0.384 | X 0 Y 0 ASC 0.426 |
| # 2         | X 222 Y 188 ASC 0.407 | X 222 Y 188 ASC 0.407 | X 222 Y 188 ASC 0.407 |
| # 3         | X 222 Y 0 ASC 0.384 | X 26 Y 0 ASC 0.435 | X 222 Y 0 ASC 0.384 |
| Overall Coverage | 0.746 | 0.746 | 0.726 |
Figure 8. Optimal locations (i.e. are shown by triangle marker) and overall signal coverage of three transmitters in MTL problem for $\beta = 0.5$, $\beta = 1$, and $\beta = 1.5$. Black areas include obstacles and not covered by transmitters.

Figure 9. Optimal locations (i.e. are shown by triangle marker) and overall signal coverage of four transmitters in MTL problem for $\beta = 0.5$, $\beta = 1$, and $\beta = 1.5$. Black areas include obstacles and not covered by transmitters.

Table 3. The optimal locations and relevant overall signal coverage for four-transmitters localization model.

| Transmitter | $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ |
|-------------|---------------|--------------|---------------|
| # 1         | X 222 Y 148 ASC 0.386 | X 222 Y 0 ASC 0.384 | X 222 Y 188 ASC 0.407 |
| # 2         | X 222 Y 188 ASC 0.407 | X 74 Y 92 ASC 0.389 | X 26 Y 0 ASC 0.435 |
| # 3         | X 222 Y 0 ASC 0.384 | X 0 Y 0 ASC 0.426 | X 222 Y 0 ASC 0.277 |
| # 4         | X 0 Y 0 ASC 0.426 | X 222 Y 188 ASC 0.407 | X 222 Y 0 ASC 0.384 |

Overall Coverage

| $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ |
|---------------|--------------|---------------|
| 0.794         | 0.802        | 0.748         |

Table 4. The optimal locations and relevant overall signal coverage for five-transmitters localization model.

| Transmitter | $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ |
|-------------|---------------|--------------|---------------|
| # 1         | X 0 Y 0 ASC 0.426 | X 222 Y 188 ASC 0.407 | X 222 Y 0 ASC 0.384 |
| # 2         | X 222 Y 188 ASC 0.407 | X 0 Y 0 ASC 0.426 | X 222 Y 188 ASC 0.407 |
| # 3         | X 222 Y 0 ASC 0.384 | X 74 Y 92 ASC 0.389 | X 90 Y 110 ASC 0.389 |
| # 4         | X 26 Y 32 ASC 0.427 | X 222 Y 0 ASC 0.384 | X 0 Y 0 ASC 0.426 |
| # 5         | X 32 Y 0 ASC 0.425 | X 62 Y 0 ASC 0.381 | X 2 Y 222 ASC 0.276 |

Overall Coverage

| $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ |
|---------------|--------------|---------------|
| 0.759         | 0.802        | 0.799         |
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