Asynchronism and nonequilibrium phase transitions in \((1+1)\)D quantum cellular automata
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Probabilistic cellular automata provide a simple framework for the exploration of classical nonequilibrium processes. Recently, quantum cellular automata have been proposed that rely on the propagation of a one-dimensional quantum state along a fictitious discrete time dimension via the sequential application of quantum gates. The resulting \((1+1)\)-dimensional space-time structure makes these automata special cases of feed-forward quantum neural networks. Here we show how asynchronism—introduced via non-commuting gates—impacts on the collective nonequilibrium behavior of quantum cellular automata. We illustrate this through a simple model, whose synchronous version implements a contact process and features a nonequilibrium phase transition in the directed percolation universality class. Non-commuting quantum gates lead to an “asynchronism transition”, i.e. a sudden qualitative change in the phase transition behavior once a certain degree of asynchronicity is surpassed. Our results show how quantum effects may lead to abrupt changes of non-equilibrium dynamics, which may be relevant for understanding the role of quantum correlations in neural networks.

Nonequilibrium processes can display collective effects and critical behavior. In the vicinity of nonequilibrium phase transitions (NEPTs), the resulting phenomenology can show macroscopic features that are shared by different mathematical and physical models. This so-called universality allows for diverse systems to be gathered into few universality classes, and enables the investigation of general properties of emergent phenomena through the analysis of minimal models within a class [1, 2]. In the study of classical systems, a paradigmatic setting for exploring nonequilibrium universality is that of \((1+1)\)D cellular automata (CA). These consist of 2D lattice models realising an effective 1D system discrete-time dynamics, as shown in Fig. 1(a). The propagation of the 1D state from time \(t\) to time \(t+1\) takes place through the application of a sequence of local gates (or rules) that operate on the (target) row \(t+1\), controlled by the state of row \(t\), see Fig. 1(a). Such a dynamics can either be deterministic, usually implemented through unitary gates, or probabilistic, with non-unitary local updates. In the latter case, by suitably choosing the gates, these automata provide discrete-time versions of continuous-time dynamics. Owing to their simple structure, this has allowed for a deep understanding of several nonequilibrium processes [1,7]

Recently, quantum versions of these automata have been introduced and dubbed \((1+1)\)D quantum cellular automata (QCA) [8,10]. These models naturally include their classical counterparts as a limiting case. For instance, probabilistic cellular automata (PCA) can be reproduced through unitary quantum gates, leading to a quantum state whose diagonal elements provide the configuration probabilities of the associated classical CA. However, in these settings the system’s state also displays non-classical properties, such as superposition and coherence [8,11]. The study of \((1+1)\)D QCA is appealing for at least two reasons. Firstly, QCAs can be realised on current quantum simulation platforms, such as two-dimensional Rydberg lattice gases [12,15]. Secondly, while closely linked to unitary 1D QCA, as studied, e.g., in Refs. [16-20], \((1+1)\)D QCA are in fact equivalent to feed-forward quantum neural networks applied in quantum machine learning [21].\((1+1)\)D QCA thus allow for the analysis of how quantum dynamical processes alter nonequilibrium dynamics in these structures, and more generally enable the exploration of the impact of non-classical effects on emergent universal behavior.

In this paper, we show that a key property for defining the “quantumness” of a QCA is asynchronism, which occurs when the automaton’s dynamics depends on the order of the application of the gates [see sketch in Fig. 1(b)]. In fact, asynchronism itself is not necessarily a quantum feature, and has also been investigated in classical settings [22,24]. However, in QCA, asynchronous — i.e. non-commuting — gates can generate a dependence between diagonal observables of one time slice and coherence observables in the previous one, see Fig. 1(c). This coupling between diagonal populations and off-diagonal coherences can ultimately lead to a non-analytic change in the critical behavior of the system. We illustrate this effect by considering a paradigmatic nonequilibrium system, the so-called contact process (CP) [11,25], which we encode in a synchronous QCA. While for low asynchronism the mean-field analysis of \((1+1)\)D QCA displays a second-order NEPT in the directed percolation (DP) universality class — as expected from the corresponding PCA [3] — there exists a critical value of asynchronism above which the NEPT of the model qualitatively
changes and becomes first-order. We thus term this an “asynchronism transition”.

A similar change of collective behavior upon the introduction of quantum effects was also recently reported in continuous-time quantum versions of classical nonequilibrium models, studied in Refs. [20, 21], and we show that this phenomenon is indeed related with the “asynchronism transition” in our (1 + 1)D QCA. Our results shed light on the role of quantum effects in nonequilibrium settings and their impact on emergent collective behavior. Moreover, given the connection between asynchronism and universal computation in feed-forward quantum neural networks [21], our work also offers an interesting link between quantum many-body dynamics and quantum machine learning.

Synchronous (1 + 1)D QCA. In the 2D lattice of the QCA each site can be in an empty |◦⟩ or occupied |•⟩ state, see Fig. 1(a). The initial state of the lattice, |ψ₀⟩, is chosen as a product state, where the row $t = 0$ contains the initial 1D configuration, while the sites in the remaining rows are initialized in state |◦⟩. The full 2D lattice dynamics proceeds iteratively as $|ψ_{t+1}\rangle = G_t |ψ_t\rangle$, where $G_t$ acts on rows $t$ and $t + 1$. This global update is composed of an ordered product of local gates, $G_{t,k}$, which act to update a target site at $(t + 1, k)$, with one gate per target site. For example, choosing a left-to-right ordering one has $G_t = \ldots G_{t,k} \ldots G_{t,2} G_{t,1}$. The time-evolved 1D system state is obtained as $\rho_t = Tr \{ |ψ_t\rangle \langle ψ_t| \}$, with the trace taken over all sites except for those in row $t$ [cf. Fig. 1(a)].

The simplest local unitary gate is of the form

\[ G_{t,k} = \sum_N P_N \otimes U_N. \] 

Here, $N$ labels the basis states of the “control” sites in the neighbourhood of site $k$ on row $t$. For example, a three-site neighbourhood has 8 basis states, $N = \{ ◦◦◦, ◦◦●, ◦●◦, ●◦◦, ●◦●, ●●◦, ●●●\}$. The unitary operator $U_N$ “rotates” the target (on row $t + 1$ and in position $k$) conditioned on the state of the control sites. This is enforced by the action of the projector $P_N = |N\rangle \langle N|$ onto these sites. Here and throughout, we will use the symbol $\otimes$ to separate control sites (to the left) and target sites (to the right). Since in Eq. 1 only orthogonal projectors act on control sites, gates $G_{t,k}$ acting on different target sites commute. The order of their application is thus irrelevant and the dynamics is synchronous, i.e., all sites can be updated simultaneously [see Fig. 1(b)].

To illustrate that such synchronous (1 + 1)D QCA allows for the implementation of a range of canonical nonequilibrium models [1, 2, 33] we consider the realization of the so-called contact process [3, 4]. The contact process features three elementary ingredients: decay, i.e., the transition of a site from occupied to empty ($• \leftrightarrow ◦$); coagulation, which is also the transition of a site from full to empty but facilitated (conditioned) by one of its neighbors ($● \leftrightarrow ●$); and branching, which is facilitated excitation of the form $● ◦ ↔ ●$. Note that the contact process possesses the absorbing state ...$◦◦◦$... from which the above-mentioned dynamical processes allow no escape. Whether this absorbing state is reached at stationarity depends on the values of the rates (or probabilities), with which the elementary processes occur. An instance of the contact process on a (1 + 1)D QCA is realized by the gate

\[ G_{t,k} = \Pi_k \eta_k \otimes U_{●●} + \Pi_k \eta_k \otimes 1 \]

\[ + \Pi_k \eta_k \otimes U_● + \Pi_k \eta_k \otimes U_◦, \] 

which has the form of Eq. 1. Here $\eta_k = | ●⟩⟨ ● |_k$ and $\Pi_k = | ●⟩⟨ ● |_k = 1 - \eta_k$ project onto the occupied and
empty state of site \(k\), respectively. Furthermore, we have defined the projectors \(\Pi_k = |N⟩⟨N| \otimes 1 \otimes I_k \otimes 1\) and their complements \(I_k = 1 - \Pi_k\). The unitaries \(U_\alpha\), with labels \(\alpha = (o \circ o, o \circ o)\), perform a (coherent) flip of the target site, which is conditioned on the state of the controls. Note that the first unitary considers the case of empty left/right control sites, while the latter two unitaries act on the target only if at least one of the left/right control sites is occupied. They are parameterized as \(U_{o \circ o} = \sqrt{\frac{p_o}{\sqrt{1 - p_o}}} I - i \sqrt{\frac{1 - p_o}{\sqrt{1 - p_o}}} \sigma^x\) and \(U_{o \circ o} = \sqrt{\frac{p_o}{\sqrt{1 - p_o}}} I - i \sqrt{\frac{1 - p_o}{\sqrt{1 - p_o}}} \sigma^y\) with \(\sigma^x = |o⟩⟨o| + |o⟩⟨o|\). The parameters \(p_{o \circ o}\) and \(p_{o \circ o} \in [0, 1]\) are the flipping probabilities, and \(q_o = 1 - p_o\).

In the gate in Eq. (2), the control sites have been separated by singling out the central one, so that we can associate to the target site [in position \((t + 1, k)\)] a specific control site [in position \((t, k)\)], which we regard as its “past”. This allows for the mean occupation number, \(\langle n_k \rangle_{t+1}\), of the target to be calculated iteratively as,

\[
\langle n_k \rangle_{t+1} = q_{0 \circ o} (\Pi_k |0⟩⟨1|) + p_{0} (\Pi_k |1⟩⟨0|) + p_{0} (\Pi_k |n⟩⟨n|) + q_{0 \circ o} (\Pi_k |n⟩⟨n|),
\]

where we performed a mean-field decoupling in the second line \([34]\). This form makes the interpretation of the probabilities entering the unitaries \(U_\alpha\) rather transparent: \(q_{0 \circ o}\) is the probability that the target site \(k\) gets occupied given that the control site \(k\) is occupied while its neighbors are empty. Since the occupation number can only decrease under this process this effectively implements \(o \rightarrow o\). The probability \(p_{o \circ o}\) is the probability of having an occupied target when there is at least one of the external controls and the central one occupied. This also describes a decay process, but here in combination with the so-called coagulation process, i.e., the annihilation of two adjacent occupied sites, e.g. \(o \circ o \rightarrow o\). Finally, the probability \(p_o\) parametrizes the strength of a branching process \((o \circ o \rightarrow o\), i.e., the creation of an excitation in an empty site facilitated by the presence of a neighboring occupied site. All these elementary ingredients combined yield the contact process \([6]\). Finally, by taking the continuous-time limit of Eq. (3), which entails the expansion \(\langle n_k \rangle_{t+1} \approx \langle n_k \rangle_t + \Delta t \frac{d}{dt} \langle n_k \rangle_t\), with small time step \(\Delta t\), one obtains a continuous-time contact process \([6]\) with coagulation rate \(\kappa_c = (q_{0 \circ o} - p_{o \circ o})/\Delta t\), branching rate \(\kappa_b = p_{o \circ o}/\Delta t\), and decay rate \(\gamma = p_o/\Delta t\).

**Asynchronous (1 + 1)D QCA.** The discrete-time dynamics in Eq. (1) is classical in the sense that it only connects diagonal observables. A natural question is: what is the minimal modification that we can make to the gate \(G_{t,k}\) in a way that diagonal observables at time \(t + 1\) depend on coherence at the previous time slice? As sketched in Fig. 1(b-c), we achieve this through asynchronism introduced by non-commuting gates.

To break the commutativity of adjacent gates, we consider terms that can modify the state of the control sites along with the target one, see Fig. 1(b). In general, this is accomplished by gates of the form

\[
G_{t,k} = \sum_N P_N \otimes U_N' + \sum_{N \neq N'} |N⟩⟨N'| \otimes O_{N,N'},
\]

where the unitarity of \(G_{t,k}\) imposes constraints on the operators \(O_{N,N'}\). Since our aim is to generate a dependence of \(\langle n_k \rangle_{t+1}\) on coherence observables for the control site \(k\), we focus on transition operators \(|N⟩⟨N'|\) that solely modify this control, i.e., \(|N⟩⟨N'| \sigma^z_k\), where \(\sigma^z = |o⟩⟨o| + |o⟩⟨o|\). For concreteness, we choose here the gate

\[
G_{t,k} = \Pi_k n_k \otimes U_{0 \circ o} + \Pi_k n_t \otimes 1 + \sqrt{\lambda} \left[ \Pi_k n_t \otimes U_0 + \Pi_k n_t \otimes U_0 \right]
\]

which depends on the further unitary \(U_+ = i/\sqrt{\lambda} I - \sqrt{\lambda} \sigma^x\). In Eq. (5), the parameter \(\lambda \in [0, 1]\) controls the strength of the asynchronism. When \(\lambda = 0\) we have the synchronous case considered before in Eq. (2). As \(\lambda\) is increased the gates acting on adjacent target sites do not commute, with the size of the commutator – quantified by the matrix norm – increasing with \(\lambda\). Considering the analogue of Eq. (3) for the gate in Eq. (5), we find after a mean-field decoupling \([34]\),

\[
\langle n_k \rangle_{t+1} = r_{0 \circ o} (\Pi_k |0⟩⟨1|) + r_{0 \circ o} (\Pi_k |n⟩⟨n|) + \frac{\sqrt{\lambda}}{\sqrt{1 - \lambda}} |0⟩⟨0|, \quad (6)
\]

with \(\sigma^y = -i |o⟩⟨o| + i |o⟩⟨o|\). The coefficients are

\[
r_{0 \circ o} = q_{0 \circ o},
\]

\[
r_0 = (1 - \lambda) p_o + \lambda \left( \sqrt{p_o} \sqrt{1 - p_o} + \sqrt{p_o} \sqrt{1 - p_o} \right) - \lambda \left( \sqrt{p_o} \sqrt{1 - p_o} + \sqrt{p_o} \sqrt{1 - p_o} \right),
\]

\[
r_o = (1 - \lambda) p_o + \lambda \left( \sqrt{p_o} \sqrt{1 - p_o} + \sqrt{p_o} \sqrt{1 - p_o} \right) + \lambda \left( \sqrt{p_o} \sqrt{1 - p_o} + \sqrt{p_o} \sqrt{1 - p_o} \right) + \lambda \left( \sqrt{p_o} \sqrt{1 - p_o} + \sqrt{p_o} \sqrt{1 - p_o} \right). \quad (7)
\]

Crucially, we see that this equation connects the density operator \(n\) of the target site with the coherence observable \(\sigma^y\) for the central control, which, as mentioned before, we interpret as the “past” of the control. Only when \(r_o = 0\) is the equation closed on diagonal observables.

**Asynchronous transition.** To assess the impact of asynchronism on our (1 + 1)D QCA, we investigate the stationary state within a mean-field assumption \([34]\). For the following analysis we fix the parameters \(q_{0 \circ o} = p_o = p = 0.1\). As can be seen in Fig. 2(1-a), for any given value of \(\lambda\) the QCA displays an NEPT from the absorbing state with all empty sites to a state possessing a finite density of occupied sites, i.e., \(\langle n_k \rangle \neq 0\). The critical curve separating these two phases can be parametrized by the strength of asynchronism, \(\lambda = \lambda_c(p_o)\). For \(\lambda = 0\) (not shown in the panel) the QCA coincides with a discrete-time version of the contact process. As such, it shares
Quantum and classical processes in asynchronous (1+1)D QCA: (a) By equating Eqs. (7) and (5), the relative strength of quantum to classical branching, $g = \Omega/\kappa_b$, can be examined for the gate in Eq. (5). As can be seen, $g$ (shown as lines of constant value, with coloured areas indicating regions between these values) increases monotonically with the strength of asynchronism in the QCA, parametrised by $\lambda$. The solid red line indicates the critical curve of the QCA, estimated by taking the line of constant $n = 0.1$ in the mean-field phase diagram of Fig. 2(a). (b) The behaviour of $g$ along the critical line, denoted as $g_c$, here, is shown for $\lambda \in [0.5, 1]$, and displays a rapid increase with $\lambda$. The critical point of the asynchronism transition, $\lambda^*$, can be identified with a critical value of $g^* = 4.05$.

The close resemblance between the phenomenology of our QCA and that of the QCP, suggests that the inclusion of asynchronism in the QCA in fact introduces a microscopic process akin to quantum branching [11, 26–34]. Upon discretization with time-step $\Delta t$, this is indeed equivalent to Eq. (6) with coefficients,

\begin{align}
\begin{split}
    r_{0\circ} &= 1 - \gamma \Delta t , \\
    r_{\circ} &= 1 - \gamma \Delta t - \kappa_c \Delta t , \\
    r_0 &= \kappa_b \Delta t , \\
    r_e &= \Omega \Delta t .
\end{split}
\end{align}

Comparing Eq. (5) with Eq. (7), we note that removing asynchronism ($\lambda \to 0$) is equivalent to removing coherent branching ($\Omega \Delta t \to 0$) in the QCP. Next, we characterise the asynchronism transition in terms of the processes of the QCP. This is achieved by equating the Eqs. (5) and (7), which allows for the definition of the parameter $g = \Omega/\kappa_b$ for our QCA, see Fig. 3(a). Clearly, increasing the value of $\lambda$ corresponds to increasing $g$. The critical curve, $\lambda = \lambda_c(p_0)$, can then also be parametrised by values of $g$, see Fig. 3(b). Evidently, the asynchronism transition in the QCA can be understood in the
same manner as the transition in the QCP. In terms of $g$, the critical point of the asynchronism transition, $\lambda^*$, is the point $g^*$, where quantum branching is sufficiently stronger than classical branching, leading to a change of universal physics.

**Conclusion.** We have shown how asynchronism impacts on the nonequilibrium phase transition behavior of (1+1)D QCA. Building on the connection between classical probabilistic CA and continuous-time nonequilibrium dynamics [3-6], we have demonstrated how asynchronism gradually introduces genuine quantum effects to an otherwise classical contact process dynamics, and how this results in a qualitative change of universal behaviour. Due to the connection between QCA and quantum neural networks, this analysis might find application in quantum machine learning, for instance, in providing physical insights into the dynamics of information retrieval and the impact of quantum effects — e.g. caused by asynchronism — on their capability of performing computational tasks.
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Supplemental Material

MEAN-FIELD EQUATIONS FOR THE \((1+1)D\) QCA IN THE MAIN TEXT

In this section we give details on our mean-field analysis for the QCA model discussed in the main text. We directly present results for the asynchronous gate, since the synchronous discrete-time evolution can be obtained by setting the asynchronicity parameter to zero.

In our mean-field analysis, we assume that the reduced state of single rows of the lattice is a product state at any time. This amounts to neglecting correlations within single rows. We furthermore assume that this reduced state is homogeneous, i.e. local single-site properties are equal for all sites belonging to a same row. Because of this assumption, we can drop the index \(k\) in the notation of this section. In particular, single-site properties of the reduced state of the QCA at time \(t\) are described by the density matrix

\[ \rho_t = \left( \frac{\langle n \rangle_t \langle x_t \rangle_t + i \langle y_t \rangle_t}{2} \right), \]

where \(x_t = \langle \sigma_x \rangle_t\) and \(y_t = \langle \sigma_y \rangle_t\).

The task is then to find a discrete-time equation for updating such a single-site density matrix. Here, we define the update by considering how a single gate application modifies the target site. Due to our assumptions, control sites are in a product state with same single-site density matrix, while the target site before the update is in the empty state. We thus write the state of the three control sites and of the target one, before the update, as

\[ \hat{\rho}_t = \rho_t \otimes \rho_t \otimes \rho_t \otimes \bar{n}. \] \hspace{1cm} (S1)

For later convenience, in the above expression the first two entries of the tensor product represent the two controls on the side of the target site, while the third entry represents the central control which is exactly above the target site [see also Fig. 1(a) in the main text]. The last entry, here consisting of a projector on the empty state, is instead on the side of the target site. Exploiting the state \(\bar{n}\) and considering a single gate application, we can define, within our mean-field analysis, the single-site state of the row at time \(t+1\) as

\[ \rho_{t+1} = \text{Tr}_{123} \left( G \hat{\rho}_t G^\dagger \right). \] \hspace{1cm} (S2)

In the above equation, \(\text{Tr}_{123}\) denotes the trace over the first three entries of the tensor product in Eq. (S1). The gate \(G\) is the four-body gate implementing the local update rules considered in the main text. Here, we rewrite it as

\[ G = \Pi \otimes A + \bar{\Pi} \otimes D, \text{ where } D = \sqrt{1 - \lambda B + \sqrt{\lambda} C} \]

and

\[ A = n \otimes U_{\bullet \bullet} + \bar{n} \otimes I, \quad B = n \otimes U_\bullet + \bar{n} \otimes U_\circ, \quad C = \sigma_+ \otimes U_\bullet U_\circ - \sigma_- \otimes U_\circ U_\bullet^\dagger. \] \hspace{1cm} (S3)

The unitary operators appearing in the above equations are the same reported in the main text. Moreover, we recall here that, in the notation of this section, \(\Pi = \bar{n} \otimes \bar{n}\) acts only on the external control sites, and \(\bar{n} = |\circ\rangle\langle\circ|\). The other projector is instead \(\bar{\Pi} = I \otimes I - \Pi\) and also acts solely on the above mentioned control sites.

With the form of the gate and of the state \(\hat{\rho}_t\), we can proceed to evaluate the trace operation in Eq. (S2). We do this in two steps. First, we take the trace with respect to the external control sites, which are described by the first two entries of the tensor products. Defining \(\rho_{12}^t = \rho_t \otimes \rho_t\) and \(\rho_{34}^t = \rho_t \otimes \bar{n}\), so that \(\hat{\rho}_t = \rho_{12}^t \otimes \rho_{34}^t\), we find

\[ \text{Tr}_{12} \left( G \hat{\rho}_t G^\dagger \right) = (\Pi)_t^{12} A \rho_{12}^t A^\dagger + (\bar{\Pi})_t^{12} D \rho_{34}^t D^\dagger, \] \hspace{1cm} (S4)

where \(\langle \cdot \rangle_t^{12}\) denotes expectation value with respect to the state \(\rho_{12}^t\).

Then, we can take the trace with respect to the central control site, which was represented by the third entry of the tensor product in Eq. (S1). We do this considering the two different terms of the above equation separately. We start with

\[ \text{Tr}_3 \left( A \rho_{12}^t A^\dagger \right) = \langle n \rangle_t^3 U_{\bullet \bullet} \bar{n} U_{\bullet \bullet}^\dagger + \langle \bar{n} \rangle_t^3 \bar{n}, \]

\[ = \langle n \rangle_t^3 U_{\bullet \bullet} \bar{n} U_{\bullet \bullet}^\dagger + \langle \bar{n} \rangle_t^3 \bar{n}. \]
where $\langle \cdot \rangle^n$ denotes expectation value with respect to the state of the central control site, which is — as for the other control sites — $\rho_t$. The second term on the right-hand-side of Eq. (S4) is slightly more involved since $D$ is made of two terms. Indeed, we have

$$\text{Tr}_3 \left( D \rho_t^{34} D^\dagger \right) = (1 - \lambda) \text{Tr}_3 \left( B \rho_t^{34} B^\dagger \right) + \lambda \text{Tr}_3 \left( C \rho_t^{34} C^\dagger \right) + \sqrt{\lambda} \sqrt{1 - \lambda} \left[ \text{Tr}_3 \left( B \rho_t^{34} B^\dagger \right) + \text{Tr}_3 \left( C \rho_t^{34} B^\dagger \right) \right].$$

A straightforward calculation gives

$$\text{Tr}_3 \left( B \rho_t^{34} B^\dagger \right) = \langle n \rangle^3 U_+^\dagger nU_+^\dagger + \langle \bar{n} \rangle^3 U_0^\dagger \bar{n} U_0^\dagger,$$

$$\text{Tr}_3 \left( C \rho_t^{34} C^\dagger \right) = \langle n \rangle^3 U_+^\dagger nU_+^\dagger + \langle \bar{n} \rangle^3 U_0^\dagger \bar{n} U_0^\dagger U_+^\dagger U_+^\dagger;$$

$$\text{Tr}_3 \left( B \rho_t^{34} C^\dagger \right) = \langle \bar{n} \rangle^3 C_3^\dagger U_+^\dagger nU_+^\dagger - \langle \bar{n} \rangle^3 C_3^\dagger U_0^\dagger \bar{n} U_0^\dagger$$

as well as $\text{Tr}_3 \left( C \rho_t^{34} B^\dagger \right) = \text{Tr}_3 \left( B \rho_t^{34} C^\dagger \right)$. Putting everything together, we arrive at

$$\rho_{t+1} = \langle \Pi \rangle_t \left( \langle n \rangle_t U_0^\dagger nU_0^\dagger + \langle \bar{n} \rangle_t \bar{n} \right) + 
(1 - \lambda) \langle \Pi \rangle_t \left( \langle n \rangle_t U_0^\dagger nU_0^\dagger + \langle \bar{n} \rangle_t \bar{n} U_0^\dagger \right) + 
\lambda \langle \Pi \rangle_t \left( \langle n \rangle_t U_0^\dagger nU_0^\dagger + \langle \bar{n} \rangle_t \bar{n} U_0^\dagger \right) + 
\sqrt{\lambda} \sqrt{1 - \lambda} \langle \Pi \rangle_t \left( \langle \bar{n} \rangle_t U_0^\dagger \bar{n} U_0^\dagger - \langle \bar{n} \rangle_t \bar{n} U_0^\dagger \right) + \text{h.c.} \tag{S5}$$

This iterative equation allows one to study the dynamics of the QCA as well as its stationary state properties within a mean-field investigation. For instance, to obtain the stationary phase diagram of our QCA reported in the main text, we have numerically simulated the above equation over a sufficiently large number of discrete time-steps. Additionally, with this expression, we can also compute iterative equations for the dynamics of expectation values. For instance, for the projector $n$ we find

$$\langle n \rangle_{t+1} = \text{Tr} \left( \rho_{t+1} n \right) = \langle \Pi \rangle_t \langle n \rangle_t q_{0\bullet} + \langle \Pi \rangle_t \langle \Pi \rangle_t \left( (1 - \lambda) p_0 + \lambda \left( \sqrt{p_0 \sqrt{q_0}} + \sqrt{\bar{p} \sqrt{\bar{q}}} \right) \right) + \text{h.c.} \tag{S6}$$

The coefficients in the above equation are reported in the main text. We also note that for the synchronous case $\lambda = 0$, one recovers the equation

$$\langle n \rangle_{t+1} = \langle \Pi \rangle_t \langle n \rangle_t q_{0\bullet} + \langle \Pi \rangle_t \langle \Pi \rangle_t \langle n \rangle_t p_0 + \langle \Pi \rangle_t \langle \Pi \rangle_t \langle \Pi \rangle_t \langle p_0 \rangle, \tag{S7}$$

which is also reported in the main text.

**MEAN-FIELD EQUATIONS FOR CONTINUOUS-TIME QUANTUM AND CLASSICAL CONTACT PROCESS**

In this section, we briefly introduce a quantum contact process model, which, as discussed in the main text, is connected to the physics displayed by our $(1 + 1)$D QCA. The quantum contact process that we consider here consists of a one-dimensional spin-$1/2$ system which undergoes a continuous-time Markovian dynamics. In particular, the dynamics of any operator $X$ of the system obeys the so-called Heisenberg equation \[20\]

$$\dot{X}_t = i[H, X_t] + \gamma \sum_k \left( \sigma^+_k X_t \sigma^-_k - \frac{1}{2} \{n_k, X_t\} \right) + \kappa_c \sum_k \left( \Pi_k \sigma^+_k X_t \sigma^-_k \Pi_k - \frac{1}{2} \{n_k \Pi_k, X_t\} \right) + \kappa_b \sum_k \left( \Pi_k \sigma^-_k X_t \sigma^+_k \Pi_k - \frac{1}{2} \{n_k \Pi_k, X_t\} \right). \tag{S8}$$
In the above equation, the first term accounts for the coherent dynamical contribution associated with the system Hamiltonian. On the other hand, the remaining terms describe incoherent probabilistic processes, which are in fact exactly those of the (classical) contact process. Indeed, the term proportional to $\gamma$ implements the decay process $\bullet \rightarrow \circ$, the term proportional to $\kappa_c$ is instead the coagulation process $(\bullet\bullet \rightarrow \bullet\circ)$, while the one proportional to $\kappa_b$ is the branching process $(\circ\bullet \rightarrow \bullet\bullet)$. Note that, due to the presence of the projector $\bar{\Pi}_k$, these two latter processes can occur at site $k$ only if at least an occupation is present in the neighboring sites of $k$.

The Hamiltonian of the quantum contact process is the following

$$H = \Omega \sum_k \bar{\Pi}_k \sigma^x_k.$$ 

This Hamiltonian implements both a branching and a coagulation process at the same coherent rate, $\Omega$, via constrained Rabi oscillations at site $k$ that can only occur if the neighbors of $k$ are not simultaneously in the empty state.

We now want to obtain mean-field dynamical equations of motion for the above system. To this end, we consider single-site operators, compute their time derivative according to the action of the generator in Eq. (S8), and make the assumption of uncorrelated state for the system. Following closely the calculations reported in Ref. [27], the mean-field equations of motion for the number operator $n$ (also assuming a homogeneous state) for the quantum contact process is given by

$$\partial_t \langle n \rangle_t = -\gamma \langle n \rangle_t + \Omega \langle \bar{\Pi} \rangle_t \langle \sigma^y \rangle_t + \langle \bar{\Pi} \rangle_t \left[ \kappa_b - (\kappa_b + \kappa_c) \langle n \rangle_t \right].$$

We note that by taking $\Omega \Delta t \rightarrow 0$ in Eq. (S9) and in Eq. (S10), one recovers the mean-field equations for the classical contact process in continuous-time and in a discrete-time approximation, respectively. In particular, we note that the discrete-time approximation of the dynamical equation of the classical contact process reads

$$\langle n \rangle_{t+1} = (1 - \gamma \Delta t) \langle n \rangle_t + (1 - \gamma \Delta t - \kappa_c \Delta t) \langle \bar{\Pi} \rangle_t \langle n \rangle_t + \kappa_b \Delta t \langle \bar{\Pi} \rangle_t \langle \bar{n} \rangle_t + \Omega \Delta t \langle \bar{\Pi} \rangle_t \langle \sigma^y \rangle_t.$$