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Abstract

This paper shows a simple parameter substitution, which makes use of the reciprocal relation of typical objective functions with typical random parameters. Thereby, the accuracy of first-order probabilistic analysis improves significantly at almost no additional computational cost. The parameter substitution requires a transformation of the stochastic distribution of the substituted parameter, which is explained for different cases.
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1. Introduction

TAYLOR series approximations of an objective function allow for a very fast determination of the mean and variance of this objective function and are therefore frequently used in robust design optimization. While most researchers use second-order approximations (see e.g. [1] [2]), the authors showed that using a first-order approximation is also suitable for certain cases at much less computational cost [3]. For second-order approaches, the computational cost at least scales with the number of random parameters, while the first-order approximation presented in [3] required solving only two systems of equations.

Typical objective functions are compliance of a structure, the displacement at a certain point, or the maximum stress. Typical random parameters are material properties (e.g. YOUNG’s modulus or yield stress), geometric measures (e.g. shape or thickness), and loads (direction and/or magnitude). In linear mechanics, displacement and stress are indeed linearly dependent on the load,
and the compliance is quadratically dependent on the load magnitude. However, for the other random parameters mentioned, this relationship is reciprocal.

The benefits of using reciprocal approximations has already been identified by Schmit and Farshi [4] and is still widely used in the context of structural optimization [5, 6]. For probabilistic analyses however, the reciprocal relation has only been utilized in the work of Fuchs and Shabtay [7] (to the best of the authors’ knowledge). They used the reciprocal relation for the perturbation method. Hence, they expanded the equilibrium equation for random stiffness to get the stochastic moments of the displacement vector.

In this paper, a much simpler formulation is presented to consider the reciprocal relationship in a TAYLOR expansion of the objective function, which is formulated for arbitrary objective functions and arbitrary random parameters. The major implication in using this approach (which also holds for the work of Fuchs and Shabtay [7]) is the need for stochastic moments of the reciprocal parameters. Therefore, the paper shows how to determine the requires stochastic moments of the reciprocal parameters for different cases.

2. First-order second-moment method for mean and variance approximation

Firstly, the well-known approach to determine mean and variance of an objective function using a TAYLOR series is recalled. Consider the objective function $g(x)$, which is a function of the random vector $X$. The TAYLOR series approximation if $g$ is expanded at the mean vector $\mu_X$ of $X$.

$$g(x) = g(\mu_X) + \sum_{i=1}^{n} \frac{\partial g(\mu_X)}{\partial x_i} (x_i - \mu_{X_i})$$

$$+ \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^2 g(\mu_X)}{\partial x_i \partial x_j} (x_i - \mu_{X_i}) (x_j - \mu_{X_j}) + \ldots$$

(1)
Inserting the first-order terms of (1) in the integrals that determine the mean \( \mu_g \) and the variance \( \sigma^2_g \) yields

\[
\mu_g = \int_{-\infty}^{\infty} g(x) f_X(x) \, dx \approx g(\mu_X)
\]

\[
\sigma^2_g = \int_{-\infty}^{\infty} [g(x) - \mu_g]^2 f_X(x) \, dx \approx \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial g(\mu_X)}{\partial x_i} \frac{\partial g(\mu_X)}{\partial x_j} \text{cov}(X_i, X_j)
\]

(2)

For a second-order approach, e.g. the second-order fourth-moment (SOFM) method, refer for instance \[8\].

From eqs. (2) it becomes obvious that the approximation of \( g \) by the TAYLOR series should be acceptable in areas where \( f_X(x) \) is significantly different from zero, which is typically the case in the region close to \( \mu_X \).

3. Reciprocal first-order approximation by parameter substitution

The basic idea of the reciprocal approach is to substitute the original random vector \( X \) by \( Z \), where for each \( i \)-th entry

\[
z_i = \frac{1}{x_i} \Leftrightarrow x_i = \frac{1}{z_i}
\]

(3)

Now, the objective function \( g(x(z)) \) is expanded in \( z \) at \( \mu_Z \).

\[
g(x(z)) = g(x(\mu_Z)) + \sum_{i=1}^{n} \frac{\partial g(x(\mu_Z))}{\partial z_i} (z_i - \mu_{Z_i}) + \ldots
\]

(4)

Here, \( \mu_Z \) is the mean vector of \( Z \). Inserting (4) into eqs. (2), yields

\[
\mu_g \approx g(x(\mu_Z))
\]

\[
\sigma^2_g \approx \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial g(x(\mu_Z))}{\partial z_i} \frac{\partial g(x(\mu_Z))}{\partial z_j} \text{cov}(Z_i, Z_j)
\]

(5)

The derivatives of (3) equals

\[
\frac{\partial x_i}{\partial z_j} = \begin{cases} 
-\frac{1}{z_i^2} & \forall i = j \\
0 & \forall i \neq j
\end{cases}
\]

(6)
The derivative of $g$ with respect to $z_i$ therefore is

$$\frac{\partial g(z)}{\partial z_i} = \frac{\partial g}{\partial x_i} \frac{\partial x_i}{\partial z_i} \quad (7)$$

What still needs to be determined for evaluating (5) is the mean vector $\mu_Z$ at which $g(x(z))$ and its derivatives are evaluated, and the covariance $\text{cov}(Z_i, Z_j)$. Determining these stochastic moments based on (3) is less obvious than it may seem, and therefore it is discussed in the next section.

The authors initially tried to express $\mu_g$ and $\sigma_g^2$ purely in terms of stochastic moments of $X$ by a reciprocal expansion. However, this turned out not to be possible, but also not necessary.

4. Transformation to reciprocal random parameter

This section shows how $\mu_Z$ and $\text{cov}(Z_i, Z_j)$ can be determined firstly, in case the distribution of $X$ is given explicitly and secondly, in case measurement data of $X$ are available.

4.1. Case 1 – distribution given

Given the probability density function distribution $f_X$ of a single random parameter $X$, the probability density function of $Z$ (which is related by (3)) is given by

$$f_Z(z) = \frac{1}{z^2} f_X \left( \frac{1}{z} \right) \quad (8)$$

Based on (8), the mean and the variance of $Z$ can be determined.

what is however required for applying the FOSM approach is the mean and the variance of $Z$, which are given by

$$\mu_Z = \int_0^\infty \frac{1}{z} f_X \left( \frac{1}{z} \right) \, dz \quad (9)$$

and

$$\sigma_Z^2 = \int_0^\infty f_X \left( \frac{1}{z} \right) \, dz - \mu_Z^2$$

(10)
The Appendix provides the few lines of Matlab code which are required to solve \([9]\) and \([10]\). However, solving these integrals is not always easy and sometimes even impossible (e.g. for the standard GAUSS distribution). On the other hand, for several distributions \(f_X\) the distribution of the reciprocal variable \(f_Z\) is known, e.g. for uniform distribution, CAUCHY distribution, \(F\)-distribution, gamma distribution \([9]\). This is demonstrated for the very simple case of \(F\)-distribution, which has the two parameters \(m\) and \(n\). Mean and variance of the \(F\)-distribution are given by

\[
\mu_{F-dist} = \frac{n}{n-2}, \quad \sigma^2_{F-dist} = \frac{2n^2(m+n-2)}{m(n-2)^2(n-4)}
\]

(11)

If \(X\) follows \(F\)-distribution, i.e. \(X \sim F(m,n)\), then \(Z \sim F(n,m)\).

This section only looked at single random parameters. If the entries of the random vector \(X\) are independent, the transformation of the distribution can be done component-wise. However, if the entries of \(X\) are dependent, their covariance has to be considered. In case \(X\) is GAUSSIAN, it can be transformed easily to independent parameters. In general however, this may not be possible and makes it difficult to determine \(f_Z\) analytically. A workaround in such case is to generate random realizations \(x\) of \(X\) and use the approach given in the following section.

4.2. Case 2 – data give

Given \(n\) measurement data (or realizations) \(x^{(k)}\) of the random vector \(X\), each \(i\)-th entry of each \(k\)-th realization can be transformed to \(z^{(k)}_i = \frac{1}{x_i^{(k)}}\).

Then, mean vector and covariance matrix of \(Z\) are determined by the well-known empirical estimators

\[
\mu_Z \approx \frac{1}{n} \sum_{k=1}^{n} z^{(k)}_i
\]

\[
\text{cov} (Z_i, Z_j) \approx \frac{1}{n-1} \sum_{k=1}^{n} \left( z^{(k)}_i - \mu_{Z_i} \right) \left( z^{(k)}_j - \mu_{Z_j} \right)
\]

(12)
5. Examples

For demonstrating the effect of using the reciprocal FOSM method given in the previous section, consider the cantilever beam example shown in Figure 1 with the load $F = 0.1kN$, the length $L = 1000mm$, the Young’s modulus $E = 70kN/mm^2$ and a rectangular cross section with the height $h = 30mm$ and width $b = 30mm$. The objective function is the displacement at the tip $w = 4FL^3/(Eh^3b)$.

![Figure 2: Displacement at tip $w$ as a function of Young’s modulus (left) and height (right), showing the first-order, second-order and first-order reciprocal approximation](image)

In the following, the Young’s modulus $E$ and the height $h$ will be considered as random. As depicted in Figure 2 for this simple example the objective function $w$ is indeed inversely proportional with respect to $E$, where the dependency of $w$ and $h$ is of higher-order nonlinearity.

5.1. Case 1 – distribution given

The Young’s modulus is now expressed as $E = \alpha \cdot E_0$, where $E_0$ is the nominal value and $\alpha$ is a random parameter that follows $F$-distribution with
\( m = 25 \) and \( n = 100 \). Using eqs. (11), the mean value and standard deviation of \( E \) are determined to equal \( \mu_E = 71.4kN/mm^2 \) and \( \sigma_E = 22.9kN/mm^2 \). In this example, the coefficient of variation equals \( CoV = 0.32 \), which is unrealistic large for most materials and has been chose for demonstration purpose. As stated in section 4.1, the reciprocal random parameter \( Z = 1/\alpha \) follows \( F \)-distribution with \( m = 100 \) and \( n = 25 \),

Table 1 summarizes the results of applying the FOSM method, the SOFM method, the reciprocal FOSM (recFOSM) method introduced in section 3 and the Monte Carlo method with \( 10^5 \) samples. Since the deflection \( w \) is indeed reciprocal with respect to the Young’s modulus \( E \), the reciprocal FOSM approach provides almost exactly the same results as the Monte Carlo simulation at the same computational cost as the standard FOSM method.

| Approach   | FOSM | SOFM | recFOSM | Monte Carlo |
|------------|------|------|---------|-------------|
| \( \mu_w \) | 6.91 | 7.62 | 7.67    | 7.68        |
| \( \sigma_w \) | 2.21 | 2.51 | 2.62    | 2.63        |

Table 1: Mean and standard deviation of the beam displacement \( w \) due to a \( F \)-distributed random Young’s modulus determined by different approaches

5.2. Case 2 – data given

In order to simulate the case that measurement data are given, random realizations are generated using the Weibull distribution. Here, the mean value always equals the nominal value and the variance is determined from a prescribed coefficient of variation, which varies throughout the section.

Firstly, consider the Young’s modulus as random parameter. The coefficient of variation takes the values of \( CoV \in [0.025, 0.05, 0.1, 0.25, 0.4] \). Figure 3 shows the results of applying the four approaches considered for different coefficients of variation of the Young’s modulus. Table 2 gives numerical values for the most extreme cases. The results show that for a small CoVs, FOSM and SOFM approaches are accurate, while for large CoVs they deviate strongly from the
Monte Carlo solution (using $10^5$ samples). The reciprocal FOSM result however is always accurate.

| Approach | FOSM | SOFM | recFOSM | Monte Carlo |
|----------|------|------|---------|-------------|
| $\mu_w$ for $\text{CoV}=0.025$ | 16.46 | 16.47 | 16.47 | 16.47 |
| $\sigma_w$ for $\text{CoV}=0.025$ | 0.407 | 0.407 | 0.418 | 0.418 |
| $\mu_w$ for $\text{CoV}=0.4$ | 16.46 | 17.49 | 17.85 | 17.85 |
| $\sigma_w$ for $\text{CoV}=0.4$ | 4.11 | 4.34 | 6.37 | 6.37 |

Table 2: Mean and standard deviation of the beam displacement $w$ due to a random Young’s modulus determined by different approaches and different coefficients of variation

Next, the cross section height $h$ is considered as random parameter. Its coefficient of variation is chosen to take values of $\text{CoV} \in [0.01, 0.05, 0.1, 0.15]$. The results are given in Table 3 and shown in Figure 4. Due to the strong nonlinear influence of $h$ on the deflection $w$, the results of FOSM, SOFM and reciprocal FOSM deviate from the Monte Carlo solution already for small CoVs. While SOFM provides better results for the mean $\mu_w$, the reciprocal FOSM is more accurate for the standard deviation $\sigma_w$. 

Figure 3: Mean $\mu_w$ (left) and standard deviation $\sigma_w$ (right) of the beam displacement due to a random Young’s modulus for increasing coefficient of variation CoV.
| Approach     | FOSM   | SOFM   | recFOSM | Monte Carlo |
|--------------|--------|--------|---------|-------------|
| $\mu_w$ for CoV= 0.01 | 7.056  | 7.061  | 7.059   | 7.061       |
| $\sigma_w$ for CoV= 0.01 | 0.213  | 0.212  | 0.215   | 0.218       |
| $\mu_w$ for CoV= 0.15 | 7.06   | 8.02   | 7.64    | 8.48        |
| $\sigma_w$ for CoV= 0.15 | 3.18   | 3.49   | 4.13    | 6.61        |

Table 3: Mean and standard deviation of the beam displacement $w$ due to a random cross section height determined by different approaches and different coefficients of variation.

Figure 4: Mean $\mu_w$ (left) and standard deviation $\sigma_w$ (right) of the beam displacement due to a random cross section height for increasing coefficient of variation CoV.

6. Conclusion

The presented reciprocal FOSM method requires the same number of function evaluations and the same derivatives as the standard FOSM method. Hence, the computational cost is the same and therefore much less than for a second-order approach or Monte Carlo simulations. For parameters which have a reciprocal relationship to the objective function, the reciprocal FOSM method provides exact results. If the objective function is non-linear with respect to the considered parameter, the reciprocal FOSM method still provides much more accurate results than the FOSM approach and can even be more accurate than a second-order approach. Especially for the use in robust design optimization, the reciprocal FOSM method is a promising approach as it accurately determines the variance of an objective at very low computational costs.
Appendix

This Appendix provides the Matlab code for determining the mean and variance of the reciprocal random variable $Z$ from a given probability density function of $X$. The example is given for a Weibull distribution. The inverse cumulative distribution function (CDF) is used for the validation via Monte Carlo sampling. The most challenging part of applying the example to other distributions is the generation of samples for the validation. Since for many distributions the inverse CDF is unknown, it has to be determined numerically or an acceptance-rejection method has to be used. On request, the author can provide further examples, such as for log-normal, normal or $\beta$-distribution.

1. \% Weibull distribution
2. \texttt{a=3; b=5;}
3. \texttt{pdfX = @(x) a*b* x.^(b-1) .* exp(-a* x.^b );}
4. \texttt{invCDFx = @(u) ( -1/a * log(1-u) ).^(1/b);}
5. \%
6. \% solve integral for mean
7. \texttt{fun = @(z) 1./z.*pdfX(1./z);}
8. \texttt{mu_Z = integral(fun,0,Inf)}
9. \%
10. \% ... and variance
11. \texttt{fun = @(z) pdfX(1./z);}
12. \texttt{sigma2_Z = integral(fun,0,Inf) - mu_Z^2}
13. \%
14. \% validation with Monte Carlo
15. \texttt{nos = 1000000; \% number of samples}
16. \texttt{xr = invCDFx(rand(nos,1));}
17. \texttt{zr = 1./xr;}
18. \texttt{mu_Z_MC = mean(zr)}
19. \texttt{sigma2_Z_MC = var(zr)
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