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Abstract—Uncertainty quantification in a neural network is one of the most discussed topics for safety-critical applications. Though Neural Networks (NNs) have achieved state-of-the-art performance for many applications, they still provide unreliable point predictions, which lack information about uncertainty estimates. Among various methods to enable neural networks to estimate uncertainty, Monte Carlo (MC) dropout has gained much popularity in a short period due to its simplicity. In this study, we present a new version of the traditional dropout layer where we are able to fix the number of dropout configurations. As such, each layer can take and apply the new dropout layer in the MC method to quantify the uncertainty associated with NN predictions. We conduct experiments on both toy and realistic datasets and compare the results with the MC method using the traditional dropout layer. Performance analysis utilizing uncertainty evaluation metrics corroborates that our dropout layer offers better performance in most cases.

Index Terms—Uncertainty estimation, dropout, Monte Carlo dropout, neural network.

I. INTRODUCTION

Due to high-level performance, Deep Neural Networks (DNN) [1] have become the pivotal component both in academia and industry for many applications such as autonomous driving [2] or medical diagnostics [3]. For these safety-critical applications, any wrong decision might put a human at life-threatening risks. For example, in May 2016, a man died in a car accident as the perception system of his autonomous car confused the white side of a trailer for a bright sky [4]. The system could alert the passenger by assigning a higher uncertainty value to its prediction. Therefore, we need DNNs to tell us when they are not sure about their predictions.

Researchers have formulated different approaches to estimate predictive uncertainty in NNs for the last few years. One of the classical methods is applying Bayesian inference to NN, where all the network parameters are treated as random variables. Instead of putting single values on the parameters, we assign distribution over them. Posterior distributions are estimated assuming suitable priors on them given the training data. This network is called Bayesian Neural Network (BNN) [5] [6] [7] [8] [9]. Thus, it offers a technique to estimate uncertainty in the model’s prediction but with increased computational cost [10].

A simple but effective approach, named deep ensemble, has been proposed to provide a high-quality uncertainty estimate by researchers in [11]. The authors suggested utilizing an ensemble of neural networks in conjunction with a proper scoring rule. They applied random initialization of parameters and data shuffling for each member of the ensemble. However, the trainable parameters become M times higher, where M is the number of ensemble members.

Another straightforward idea has been presented in [12] to obtain uncertainty estimates from DNN. The simplicity of the method and its easy and direct integration with the existing DNN framework makes it a popular choice in many cases. In their work, the authors demonstrated that dropout, a simple method used to address the overfitting issue in DNNs [13], can be approximated as Bayesian variational inference. This technique has proved to be effective in cases such as increasing visual relocalization accuracy [14] and semantic segmentation performance on images [15].

Due to its simplicity, there has been a plethora of work done using MC dropout and its variant. Plausible merits and accompanied costs for using MC dropout in typical NN models have been discussed in [16]. In [17], Monte Carlo batch normalization, a parallel technique to MC dropout, was proposed as an approximate inference technique in NNs. The repeatability of NNs while using Monte Carlo dropout was investigated in [18]. In [19], authors developed an advanced dropout technique, a model-free methodology, that adjusts dropout rates to extend the overfitting reduction capability of DNNs. A continuous relaxation of dropout’s discrete masks was deployed in [20]. The proposed technique, named ‘Concrete Dropout’, offers better-calibrated uncertainty estimates. It allows automatic tuning of dropout rates using a principled optimization objective. In [21], the targeted dropout was suggested to leverage robustness to subsequent pruning when training a large and sparse network using a simple self-reinforcing sparsity criterion. In [22], authors combined Expected Calibration Error (ECE) and Predictive Entropy
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(PE) with cross-entropy to form two new loss functions. The proposed loss functions improve the uncertainty estimate of the MC dropout model. Authors in [23] suggested the simple consistency training strategy to regularize dropout, namely R-Drop, to push the output distributions of different dropout sub-models to be consistent with each other. The regularization was achieved by minimizing the bidirectional Kullback–Leibler (KL) divergence between the output distributions of two dropout sub-models. In [24], a dropout regulation method was proposed to control the dropout rate based on the performance difference between training and validation data. Authors in [25] proposed a purely non-parametric technique, ‘Wasserstein dropout’ for regression tasks, and aleatoric uncertainty was captured by utilizing a new objective that minimizes the Wasserstein distance in dropout-based sub-network distributions. We refer interested readers to this review paper [26] for a comprehensive discussion on existing works.

In most papers related to dropout, authors tried to modulate dropout rates using different techniques. In [23], they tried to control the dropout sub-models. To the best of our knowledge, no one has ever tried to control the number of dropout sub-models or dropout configurations of each layer. In this work, we present a variation of the dropout method where we constrain the number of dropout configurations. Our objective is to achieve an ensemble-like situation from a single model using different dropout configurations. We name our method ‘Controlled dropout’. We investigate the effect of our approach in uncertainty estimation on both toy and realistic classification datasets.

The rest of the paper is structured as follows. Section II briefly introduces uncertainty in NNs, MC dropout and uncertainty evaluation metrics. Section III presents the proposed methods and algorithms. Section IV explains the experimental setup. Section V discusses the results. Sections VI concludes the paper.

II. BACKGROUND

A. Uncertainty in Neural Network

At first, it needs to be clarified what types of uncertainty we can face when dealing with an NN. There is an endless debate defining and categorizing uncertainties in scientific modeling. Without going into any of that, we will follow the categorization presented by Der Kiureghian & Ditlevsen [27]. Mainly, we will encounter two types of uncertainty associated with an NN’s predictions:

- **Epistemic Uncertainty:** Also referred to as model uncertainty, this type arises when the model is not sure of its knowledge about the distribution of data. It may happen because of the lack of data in certain input domains. Theoretically, this uncertainty can be eliminated by observing more data and careful collection of clean data.
- **Aleatoric Uncertainty:** Also called data uncertainty, it arises from the inherent stochasticity of the data generation process. Reasons behind this type of uncertainty might be measurement errors during data collection or any missing elements that should be considered (lack of observation). Aleatoric Uncertainty cannot be reduced by collecting more data.

In this work, we will concentrate on epistemic uncertainty as it is directly related to how we develop NNs.

B. Dropout for Uncertainty Estimation

Consider an NN with an arbitrary number of hidden layers. Let’s assume \( u \) as the input to any layer and \( y \) as the output from that layer. If weights and biases of any layer are expressed by \( W \) and \( b \), then the standard feed-forward operation in any layer \( l \) of a network is defined by:

\[
\begin{align*}
\hat{u}^l &= W^l y^{l-1} + b^l \\
y^l &= f(\hat{u}^l)
\end{align*}
\]

where, \( f(\cdot) \) denotes any non-linear activation function.

In the presence of dropout, the forward equation becomes [13]:

\[
\begin{align*}
\hat{z}^{l-1} &\sim \text{Bernoulli}(1 - p) \\
\hat{y}^{l-1} &= y^{l-1} \ast \hat{z}^{l-1} \\
\hat{u}^l &= W^l \hat{y}^{l-1} + b^l \\
y^l &= f(\hat{u}^l)
\end{align*}
\]

where \( p \) indicates the dropout rate and \( \ast \) implies the element-wise multiplication. \( z \) is a vector where its elements are sampled from an independent Bernoulli distribution with the probability of \( 1 - p \). With the introduction of \( z \) into the network, a random sub-network from the whole network is chosen in each forward pass. Usually, the dropout is turned off during the test time. It turns out that dropout is an easy solution to the over-fitting problem of a network [13].

In [12], Gal et al. conducted a theoretical treatment of a network having dropouts in its layers. It was demonstrated that we could consider such a network as an approximation to a Bayesian network. This enables us to estimate the uncertainty of a model from the traditional neural network approach without any modification. We just need to keep the dropout layers active during test time and draw multiple output samples for each input. This method is named Monte Carlo (MC) dropout. Uncertainty can then be estimated using predictive entropy (PE). PE is calculated using the following formula:

\[
PE = - \frac{1}{c} \sum_{t} \sum_{l} p(y = c| x, \hat{w}_{l}) \log \frac{1}{T} \sum_{t} p(y = c| x, \hat{w}_{l})
\]

where \( c \) is the output class, \( T \) is the number of samples per input and \( \hat{w}_{l} \) is the weight matrix for the network during \( t^{th} \) forward pass for any input.
C. Uncertainty Evaluation Metrics

Normally, model predictions are grouped into two categories: correct and incorrect. For uncertainty estimation, we have another two groups: certain and uncertain predictions [28]. We also need to have some threshold values to categorize predictions into certain and uncertain. Combining these categories at hand, four groups are formed: (i) True Certain (TC): the prediction is correct and the model is certain about its prediction, (ii) True Uncertain (TU): the prediction is incorrect and the model is not sure about its prediction, (iii) False Certain (FC): the model predicts incorrectly with certainty, and (iv) False Uncertain (FU): the model is uncertain though the prediction is correct. TU and TC are the ideal cases, and FU might be acceptable based on the situation, while FC is the worst case that one aims to avoid as much as possible.

Confusion matrix is an effective tool to estimate the performance of a model in classification problems where accuracy alone can be a misleading indicator due to the uneven distributions of classes. Performance metrics similar to regular confusion matrix metrics are also defined for uncertainty estimation as below [28]:

- Uncertainty Sensitivity ($U_{Sen}$): Sensitivity indicates how much of the positive outputs are correctly labeled as positive. In case of uncertainty estimation, one would like to flag the wrong prediction as uncertain. Following that, $U_{Sen}$ becomes the ratio of incorrect predictions that are uncertain (TU) to all the wrong predictions (TU+FC).

$$U_{Sen} = \frac{TU}{TU + FC} \quad (8)$$

- Uncertainty Specificity ($U_{Spec}$): Specificity is also referred to as the true negative rate. $U_{Spec}$ is defined as the ratio of correct predictions that are certain (TC) to all the right predictions (TC+FU). A high value of $U_{Spec}$ implies that the model is certain about most of the correct predictions.

$$U_{Spec} = \frac{TC}{TC + FU} \quad (9)$$

- Uncertainty Precision ($U_{Prec}$): Precision is also called the positive predictive value. $U_{Prec}$ is defined by the ratio of uncertain and incorrect (TU) predictions to all uncertain predictions (TU+FU). A high value of $U_{Prec}$ indicates that most of the wrong predictions are uncertain.

$$U_{Prec} = \frac{TU}{TU + FU} \quad (10)$$

- Uncertainty Accuracy ($U_{Acc}$): $U_{Acc}$ is defined as the ratio of the sum of correct certain (TC) and incorrect uncertain (TU) predictions to all predictions made by the model.

$$U_{Acc} = \frac{TU + TC}{TU + TC + FC + FU} \quad (11)$$

For an ideal model, these metrics will be close to 1. Higher values in $U_{Prec}$, $U_{Spec}$ and $U_{Sen}$ indicate that a model clearly knows what it does not know.

III. Study Proposal

Let’s assume that an NN consists of two hidden layers, each of which consists of three units (left side of Fig. 1). If we apply the dropout on these two layers, each layer can take seven different configurations, such as one unit ‘on’ or two units ‘on’. Consequently, 49 different dropout configurations are possible for the two-layer network. The actual number of configurations depends on the dropout probability. As per the current trend, NNs have many layers and units in each layer. As a result, the number of possible configurations with dropout in one or more layers becomes extremely large. For example, if we apply dropout rate of 0.5 to a network with a single hidden layer having 100 units, the number of dropout configurations will be more than $10^{29}$. It is almost impossible to get all the structures during both training and testing time using the MC dropout method for the accurate uncertainty estimation. In this study, we intend to see the effect of constraining the number of configurations of the dropout layer of an NN on the uncertainty metrics. Let’s get back to our first example of 2 layer network. If we constrain the number of dropout configurations of each layer to two (right side of Fig. 1) irrespective of the dropout probability, then the total number of configurations generated from this
Algorithm 2 Operations during forward pass

Input: \( x = \) input to the dropout layer,
\( C_{\text{sample}} = \) stored dropout configurations
Output: \( y = \) output of dropout layer

if in training mode do
  Sample a vector \( z \) uniformly from \( C_{\text{sample}} \)
  \( y \leftarrow x \times z \)
else
  \( y \leftarrow x \)
end if

network will always be four. The actual dropout structures can be produced from a stochastic process implying that the saved configurations may vary from one instance of the network to the other instance. We name this dropout process “Controlled Dropout”. Although the number of structures may be limited, still for each forward pass and each input, a new realization for binary vector \( z \) is sampled from the saved structures instead of using (3) and the same values of \( z \) are also used in the backward pass.

We have depicted our approach in Algorithm 1 and 2. In Algorithm 1, we save \( N_{\text{sample}} \) unique dropout structures, each of which is generated from a stochastic process. Here, we mention that there could be cases where a particular choice of \( p \) and \( S \) does not allow \( N_{\text{sample}} \) unique structures of size \( S \) to exist. To tackle such a case, some constraints can be applied to \( p, S \) and \( N_{\text{sample}} \).

The forward operation is depicted in Algorithm 2 where the obvious difference is observed from the traditional dropout layer. For the normal dropout layer, the vector \( z \) is generated from a Bernoulli distribution during each forward pass. But in our case, we uniformly sample the vector \( z \) from a fixed set of vectors already stored in \( C_{\text{sample}} \). One subtle thing to mention here is that rather than passing \( C_{\text{sample}} \) as an input to the forward method and sampling the vector \( z \) inside of the forward method, we can take the sample \( z \) when calling the forward function and pass only the sampled \( z \) as a parameter to the function. Other basic operations for both approaches remain the same.

For the rest of the paper, when using our dropout layer with the MC dropout method, we refer to it as the CMC method. When a model uses the CMC method, we refer to it as the CMC model.

IV. EXPERIMENTAL SETUP

We perform experiments on two toy datasets and the MNIST dataset to demonstrate the performance of the CMC method for classification problems.

A. Two Moon and Circle Datasets

To investigate the performance of our method, we chose the two moon and circle datasets. 10000 samples are generated with a noise level of 0.3 for each dataset. We intentionally keep the noise level bit high to make the investigation fair. The dataset is randomly split into training, validation, and test set having 8000, 1000, and 1000 samples, respectively.

For the NN, an architecture with three hidden layers is selected where each layer consists of 20 units. The dropout is applied to the first two hidden layers. For our CMC model, we randomly generate and store 10 structures for each dropout layer. The stochastic gradient descent optimization is adopted using a learning rate of 0.08. We apply the binary cross-entropy loss as the loss metric. All models are trained for 300 epochs. After each epoch, we evaluate the performance of the model on the validation dataset. The best-performing model in terms of the loss value on the validation set is saved for the final calculation using the test dataset. We apply 100 forward passes to produce 100 output samples per input for uncertainty estimation. All models are deployed, trained, and tested using PyTorch framework [29].

Two types of experiments are executed: fixing the dropout rate and varying the uncertainty threshold in one experiment and fixing the uncertainty threshold and varying the dropout rate in another. For the first experiment, we choose 0.3 as the dropout rate for both models. The results for 20 runs for both models are summarized in Fig. 2 and 3 for the moon dataset. We also did a similar experiment, fixing the dropout rate and varying uncertainty threshold, on circle dataset with the same model and same protocol except for the noise level which was set to 0.07 in this case. Results are shown in Fig. 4.

B. MNIST dataset

MNIST [30] dataset is utilized to inspect the behavior of our process in a practical application. Here, we clearly highlight that our goal is not to achieve state-of-the-art classification performance for this dataset. Rather, we wish to compare a model with the proposed dropout process to a regular dropout layer. Consequently, the choice of model structure and different hyper-parameters is not based on any optimization strategy. LeNet-5 [31] structure is used with the input feature of the two linear layers being 320 and 50, respectively. For our dropout layers, we constrain the number of dropout structures to 20. Dropout probability of 0.5 is used on those linear layers for both models. We implement all experiments in the Pytorch framework likewise. Negative log-likelihood is used as the loss criterion, and stochastic gradient descent is utilized as the optimization process with a learning rate of 0.001 and momentum of 0.9. The MNIST training set is randomly divided into training and validation sets with the sizes of 50000 and 10000 samples, respectively. We observe that our custom dropout model converges faster. Following that, we train our CMC model for 70 epochs and traditional dropout model for 100 epochs and saved the best model providing the minimum loss on the validation dataset.

During the test time, 100 samples are taken for each input to calculate uncertainty metrics (e.g., uncertainty accuracy, uncertainty sensitivity, uncertainty specificity, and uncertainty precision). Both models are trained, validated, and tested 20 times. Results are shown on Fig. 5.
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V. RESULT AND DISCUSSION

A. Two Moon and Circle Dataset

At first, we will focus on the results for the two-moon dataset. From Fig. 2a and 2d, we notice that in terms of accuracy and specificity, the CMC model presents better performance in the lower uncertainty threshold region and then follows the MC model curves closely for both metrics before slightly being lower towards the end of the threshold. Inspecting Fig. 2b, it becomes clear that precision, on average, is always higher for the CMC model except for a small region in the higher threshold region. Finally, Fig. 2c demonstrates that the sensitivity is also better for our method except for the lower uncertainty threshold edge, where the average value of sensitivity is slightly lower for the CMC model.

Fig. 3 demonstrates the results of varying dropout rates from our second experiment on the moon data. We kept the uncertainty threshold fixed at 0.5. Here, we want to emphasize that at higher dropout rates, each sample of the dropout models during the training phase might not be complex enough to learn the decision boundary properly, as the model size is comparatively small. Keeping this in mind, we can observe from fig. 3a and 3d that the accuracy and specificity are similar at lower dropout rates for both models. For dropout rates greater than 0.3, both metrics become higher for the CMC model. According to Fig. 3b, the CMC model offers higher Precision by a good margin in most cases. For sensitivity in Fig. 3c, the CMC model performs worse than the MC model in most cases, but it is still comparable for the lower dropout rates.

Studying results for the circle dataset from Fig. 4a and 4d, we notice that both accuracy and precision are always higher for our model by a big margin though the gap gets slightly lower towards the end of the threshold axis. Precision in Fig. 4b also shows better results for the CMC model though the variation from different runs for both models is high, and values overlap quite often towards the end of the axis. Sensitivity does not offer a better result for the proposed method compared to the traditional method, as depicted in Fig. 4c. Though it seems like sensitivity is worse for the CMC model compared to the MC model, we will show that this is not the case in the next section when explaining results for MNIST data. For the circle dataset, we exclude the other experiment as we observe that the results might not be conclusive for higher dropout rates due to the size limitation of the applied model.

B. MNIST dataset

Fig. 5a and 5d depict that the accuracy and precision are much higher for CMC model in lower threshold regions. At higher thresholds, both models perform similarly in terms of these metrics. In terms of precision, the CMC model turns out to be always better though the variation from different runs is higher for bigger thresholds, and values for both models overlap. Lastly, as depicted in Fig. 5c, our model does not offer better results for sensitivity compared to the traditional method, although the gap is pretty small in most cases.

To grasp the results in Fig. 5, we need to know the distributions of predictive entropy of correct and incorrect predictions for both models based on which all the uncertainty metrics are generated. At first, we shall focus on the sensitivity metric. From distributions in Fig. 6, we can observe that the density of incorrect outputs for the CMC model (indicated by the first right-wrong group in the legend) is higher in
Fig. 4. Comparisons of uncertainty metrics between MC dropout and our CMC dropout on circle dataset. Here, the x-axis indicates the Predictive Entropy (PE) as the uncertainty threshold.

Fig. 5. Comparisons of uncertainty metrics between the MC dropout and our CMC dropout on MNIST dataset. The X-axis of the figures is the percentage of the predictive entropy range that was used as the uncertainty threshold to differentiate between decided and undecided cases.

Fig. 6. Distributions of predictive entropy of right and wrong output. The right-wrong group indicated by the dotted lines is for the CMC model, and the second one (solid line) is for the MC model.

the low predictive entropy region than in the MC model. This suggests that the CMC model generates the incorrect prediction with higher confidence compared to the MC model for different samples of the same input. We assume this to be the reason behind the lower sensitivity for the CMC model. Better accuracy, precision, and specificity can be explained by observing the fact that the density of correctly decided predictions for the CMC model is more concentrated in the lower predictive entropy region than in the MC model. At a higher uncertainty limit, accuracy and specificity become almost similar. This happens since there is very low or no density of right output for both models in the high predictive entropy region in Fig. 6.

At this point, it is clear that our method provides better results for all the uncertainty metrics except for sensitivity. We are well aware of the fact that sensitivity is one of the most important metrics that we expect to have a higher value for a reliable model. To show the comparison between sensitivity and accuracy of both models, we refer to Fig. 7.
where the same accuracy level for the MC model and CMC model is indicated by points a and b, respectively. It can easily be seen that the sensitivity of the CMC model marked by point c is slightly better than the corresponding value of the MC model in point d while maintaining the same accuracy level. But, the uncertainty limit changes when we move from one model to another.

The results discussed above clearly show that the MC method using the controlled dropout layer performs better in terms of uncertainty evaluation metrics for most cases. Sensitivity did seem to be worse, but we demonstrated in Fig. 7 that we might gain even better sensitivity for our method just by shifting the uncertainty threshold while attaining the same accuracy as the traditional dropout method.

As an interesting point, we can store different numbers of configurations for different layers within an NN using the proposed approach. The numbers of stored configurations in all our experiments are somewhat arbitrary. Choosing the optimal number of structures or analyzing the effect of the number of stored configurations on the uncertainty metrics is beyond the scope of this study. At this stage, we consider this as one of the regular hyper-parameters that needs to be manually set when defining the model.

VI. CONCLUSION

Uncertainty quantification using MC dropout has gained much attention over the last few years. In this work, we introduced the controlled dropout layer with customized and fixed dropout configurations for each dropout layer. The algorithm to generate the proposed dropout layer has been presented. Performance analysis using uncertainty evaluation metrics on synthetic and realistic datasets confirms that the proposed method has the potential to offer better results compared to the traditional uncertainty quantification techniques.

In the future, we wish to investigate the effect of our dropout layer on regression cases. It is also important to estimate the effect of the proposed dropout layer on the overfitting reduction capability. The choice of an optimized number of configurations for each dropout layer also needs to be investigated. Finally, we plan to check the effect of the proposed method on the transformer architecture in future studies.
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