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Abstract: Brain–Machine Interfaces (BMIs) have attracted much attention in recent decades, mainly for their applications involving severely disabled people. Recently, research has been directed at enhancing the ability of healthy people by connecting their brains to external devices. However, there are currently no successful research reports focused on robotic power augmentation using electroencephalography (EEG) signals for the shoulder joint. In this study, a method is proposed to estimate the shoulder’s electromyography (EMG) signals from EEG signals based on the concept of a virtual flexor–extensor muscle. In addition, the EMG signal of the deltoid muscle is used as the virtual EMG signal to establish the EMG estimation model and evaluate the experimental results. Thus, the shoulder’s power can be augmented by estimated virtual EMG signals for the people wearing an EMG-based power augmentation exoskeleton robot. The estimated EMG signal is expressed via a linear combination of the features of EEG signals extracted by Independent Component Analysis, Short-time Fourier Transform, and Principal Component Analysis. The proposed method was verified experimentally, and the average of the estimation correlation coefficient across different subjects was 0.78 (±0.037). These results demonstrate the feasibility and potential of using EEG signals to provide power augmentation through BMI technology.
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1. Introduction

With the rapid aging of the population and the increase in the number of disabled people, the care burden increases as does the demand for power augmentation. For example, when transferring a patient from a bed to a wheelchair in caregiving or when carrying heavy objects in logistic centers or construction sites, our upper limbs endure a large amount of strain. In such tasks, the most dominant movements of the upper limbs are the flexion and extension of elbow and shoulder joints. Therefore, power augmentation for these joints is of importance.
Until now, various power augmentation exoskeleton robots have been developed [1–5], in which force/torque sensors [6–8] and/or electromyography (EMG) sensors [2,9–12] are commonly used to obtain control signals. As a result of the inherent delay of the physical sensor’s signals, biological signals are more widely used for control of the system [13]. Indeed, EMG-based power augmentation devices have shown effectiveness in detecting and following user’s motion intentions to allow volitional control [2,9–12,14]. For example, Hybrid Assistive Limb (HAL) is an outstanding example of a wearable exoskeleton controlled by EMG signals [2]. This controller allows for the robust and smooth generation of suitable motion patterns for different motion modes. We also developed a wearable upper limb exoskeleton robot based on EMG signals and successfully achieved power augmentation [15]. However, the EMG signal is only the response, not the source signal of the user’s motion intentions. When the number of functional muscles or neuromuscular information in the EMG signals from the limb is insufficient, the responsiveness decreases, which leads complications for EMG-based controls [16]. One possible solution to address this limitation is to estimate EMG signals from brain activity, which are the source of the motion intentions and can be used to predict (rather than respond) to the user’s motion intentions [17].

As a result of the burdens and high risks of heavy surgery, as well as issues related to the durability and stability of the implanted electrodes, it is difficult to employ invasive brain–machine interfaces (BMIs) in humans to steadily obtain brain activity for practical use [18]. Alternatively, electroencephalogram (EEG) is a convenient, non-invasive, and risk-free recording method for BMI systems, as compared with other approaches such as functional magnetic resonance imaging (fMRI) and magnetoencephalography (MEG). Moreover, it has high temporal discrimination and can measure large-scale neuronal activity in the brain at a low cost, as well as being easy to use in practical applications [19]. Thus, EEG signals are commonly used for non-invasive BMIs to obtain brain activity. Some studies have made various attempts and shown the possibility of decoding EMG signals from EEG signals [20–22]. fMRI data are generally used to improve spatial resolution [21], which is not suitable for power augmentation in practical applications due to its bulk, weight, and cost. Until now, there are still few successful reports of EMG estimation through non-invasive BMI compared with those of invasive recording. Furthermore, the majority of studies based on EEG signals focus on the elbow joint [20] or wrist [21], due to the relatively simple bone and muscle structures, and because they correspond to larger cortical areas of the brain. There is no report on the complicated shoulder joint for power augmentation based on EEG signals.

The reasons for the above are as follows. First, invasive electrodes can directly contact neurons and record the activity. However, EEG signals are contaminated with a lot of noise, which results in poor signal quality. Second, the EEG signals’ spatial discriminability is quite low. Intrinsically, EEG signals are mixed signals generated from spatially broad areas in a few scalp regions. Obviously, the recorded signals include signals from regions of no interest. Therefore, under the premise of knowing the contribution to the functions of interest, many studies have used invasive methods because that can directly record the corresponding neuron’s activity, making it easier to obtain higher estimation accuracy. Third, the shoulder joint is the most complex and the most flexible joint in the upper limb [23]. Any movements of the shoulder joint are driven by multiple muscles, including polyarticular muscles and others. Despite there being various approaches focused on the polyarticular muscle for controlling exoskeleton robots [12,24,25], there are currently no satisfactory solutions for power augmentation with the polyarticular muscle’s EMG signals. This is because functional separation from the EMG signal is difficult, before even approaching EEG signals. Thus, in this study, we used Independent Component Analysis (ICA) to clarify the location of the component to improve the spatial discriminability of EEG signals. This allowed us to easily eliminate the noise components and the components generated from regions of no interest to improve the quality of the signal. Moreover, to avoid dealing with the difficult problem of the polyarticular muscles and to simplify the estimation and control method, a new concept of virtual flexor–extensor muscle is herein introduced for EMG estimation.
The purpose of this study was to assess the feasibility of EMG estimation from EEG signals for power augmentation of the shoulder joint in activities of daily living. The main contributions of this paper can be summarized in the following two points.

Firstly, a new concept of virtual flexor–extensor muscle is introduced to represent all of the muscles driving the shoulder joint to perform flexion and extension. Consequently, the estimated EMG signal from EEG signals is assumed to be generated by this virtual flexor–extensor muscle, not by the actual muscles that co-activate the shoulder joint. This solves the problem of the inability to locate the relevant muscles due to the complicated shoulder structure. Secondly, the EMG signal is estimated from EEG signals based on an established model of EEG and EMG signals. Since power augmentation robots require high real-time performance, we focus on the frequency band below 45 Hz, which is different from previous studies that were limited to single low-frequency band data [20,22]. Furthermore, the power spectrum changes in each period during flexion and extension are interpreted with Short-time Fourier Transform (STFT) and Principal Component Analysis (PCA). Moreover, we further reduce the signals of the seven measurement channels to two-dimensional principal components through PCA, which cannot only retain most of the original feature information, but also effectively simplifies the calculation. Finally, a linear model for EMG estimation is established with PCA, and the results show that the EMG signal is successfully estimated during voluntary flexion and extension, which had an average r-value of more than 0.78 across three subjects. To the best of our knowledge, this study is the first to investigate an EEG-based exoskeleton’s power augmentation for the shoulder joint.

2. A Concept of a Virtual Flexor–Extensor Muscle

In this study, the concept of a virtual flexor–extensor muscle is introduced to avoid dealing with the difficult problem of polyarticular muscles and to simplify the model. The virtual flexor–extensor muscle represents all of the muscles, including the polyarticular muscles, agonist–antagonist muscles, and other muscles that co-activate the shoulder joint and generate the EMG signals for flexion and extension.

According to physiological anatomy and various previous studies [23,26], the deltoid muscle is the most sensitive to load from the many muscles that co-activate the shoulder joint. This means that the amplitude of the deltoid muscle’s EMG signal is the largest as compared with those of the other muscles under the same load.

Meanwhile, the EMG signal’s amplitude of the deltoid muscle is approximately linear with the torque generated by flexion and extension [23,27–30], since the joint torque is caused by the muscles contracting, which is almost linear with the EMG signal’s amplitude generated by the muscle [31–34]. Therefore, the EMG signal’s amplitude $\text{EMG}_{\text{delt}}$ of the deltoid muscle is linear with the virtual flexor–extensor muscle’s EMG signal $\text{EMG}_{\text{rem}}$ for flexion and extension of the shoulder joint.

Since the true EMG signal for flexion and extension of the shoulder joint cannot be directly measured, we used the EMG signal of the deltoid muscle when we established the EMG estimation model and evaluated the experimental results. After the model was established, there was no further need for EMG signal collection.

3. Materials and Methods

3.1. Experimental Setup

Three right-handed healthy adults (three males, no experience with BMI), between 22 and 34 years of age (mean: 28.33, standard error: 6.03), participated in this study. They were informed of the experimental protocols and consented to the study. This research was also approved by the Institutional Review Board at the Maebashi Institute of Technology.

Due to the accurate response frequency band of event-related desynchronization/synchronization of different subjects are different [35], a broadband of EEG signals without the direct current component
should be used. Furthermore, the higher frequency bands (above 45 Hz) are heavily influenced by strong noises (e.g., utility frequency, etc.) and showed a poor signal-to-noise ratio. Thus, in this paper, we focus on changes in the EEG signal frequency band from 0.1–45 Hz for EMG estimation. This solution proved to be very robust, and the information contained in all the EEG motion-related potentials could be exploited fully [36].

As shown in Figure 1a,b, active electrodes g.GAMMAsys (g.tec medical engineering GmbH, Schiedlberg, Austria) were used for measuring the EEG signals, which can reduce the artifacts from motions and electromagnetic interference. Since the calculation cost rapidly escalates with the increase in the measurement points and it also takes time to set up the electrodes and fix each one in the correct position, we give priority to considering how to extract the EMG information included in EEG signals effectively while using the minimum number of electrodes. Fz, C3, C4, CP1, CP2, O1, and O2 (according to International 10–10 system) were selected as the EEG measurement points by considering the occurrence locations of frequency bands below 45 Hz, and EEG signals from these seven points were simultaneously recorded. A reference electrode was placed on the subject’s right ear lobe, and the ground electrode was set at a measurement point called TP10. An amplifier g.BSamp (g.tec medical engineering GmbH, Schiedlberg, Austria) was used to amplify the EEG signals from the electrodes. Simultaneously, the EMG signal at the anterior deltoid of the right shoulder was recorded. The EMG signal was measured with DELSYS’s electrodes and amplifiers (BAGNOLI-2 EMG system (Delsys, Inc., Natick, MA, USA)). The ground electrode of the EMG signal was placed on the subject’s right wrist. We moved the electrode to find the position with the largest amplitude during flexion/extension, and set it as the measurement point for EMG signals. The EEG and EMG signals were synchronized by a multifunctional interface board that performs data acquisition and analog-to-digital (A/D) conversion at a sampling frequency of 1000 Hz. Moreover, an elastic mesh was applied on top of the EEG cap (g.GAMMAcap) and the electrode wires were fixed on the subject’s back to minimize the motion artifacts and baseline drift during movements.

3.2. Task

As shown in Figure 1, the subject wore an exoskeleton robot to simulate the actual power augmentation scene and performed a shoulder flexion and extension within 15 s with eyes open. To eliminate the interference signals from the lower limbs, the subjects were in a sitting position. The subject was conscious of all movements for the whole, i.e., they were voluntary movements. The experiments comprised a total of 15 trials for each subject, and each trial included rest, the flexion movement, and the extension movement. In the flexion movement, the subjects flexed their right arm to an angle of about 90 degrees relative to the resting position. The extension movement was to extend the arm from the 90-degree position back to the resting position. Between the flexion and
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extension movement, the subject was made to hold the 90-degree position for about 2 s. After the extension movement, the subject took a short break and then proceeded with the next trial to avoid muscle fatigue. The subjects were instructed to refrain from other movements, such as eye movements, during the recording.

3.3. Model

The whole process of our proposed approach is shown in Figure 2. After the components were separated and selected by ICA, it was important to extract only the changes relevant to features of interest and establish the model for estimation. This was realized through the fluctuations in the amplitude of slow cortical potentials of EEG signals, such as 0.01–1 Hz [20] and 0.1–3 Hz [22]. However, as a result of individual differences, the activated frequency band of each EEG signal often differed [37], especially for very narrow bandwidths [38]. This leads to poor robustness and estimation accuracy. Moreover, this is not suitable for real-time control systems since the control cycle is long compared with that of high-frequency EEG signals. Therefore, STFT was used to extract the features that fluctuate in the power spectra in the EEG signal band of 0.1–45 Hz, and PCA was used to reduce the dimension to increase the computational speed. Then, PCA was further used to establish linear models between EEG and EMG signals for time series EMG estimation. This continuously reproduces human movements and realizes the power augmentation, which is a further step toward the development of multimodal BMIs for intuitive control of advanced power exoskeletons. The details are explained in the following subsection.

Figure 2. Processing Diagram. The black line represents the process of the electroencephalogram–electromyography (EEG–EMG) model construction, and the red line represents the process of EMG estimation from EEG signals.

3.3.1. EEG and EMG Signal Pre-Processing and Independent Component Analysis (ICA)

After the Analog/Digital (A/D) conversion, the measured EEG signals were processed through a 4th order Butterworth high-pass filter with a cutoff frequency of 0.1 Hz to eliminate the baseline drift. Then, the filtered EEG data of each trial were decomposed into seven independent components (ICs) by ICA. After IC decomposition, IC properties were confirmed, and ICs were selected as follows. Firstly, the power spectrum of each component was confirmed. The low frequency band had higher energy, and as the frequency band rose, the components whose energy gradually decreased or changed little were regarded as EEG components. Secondly, the waveform of each trial of each component was confirmed. The fluctuation of the waveform was evenly distributed in each trial, indicating that this component had reproducibility and was related to repetitive movement tasks. On the contrary, the components whose power was mainly concentrated on certain trials were regarded as random noise components, including body movement, head movement, etc. In the IC map, the components whose energy was concentrated in the front, whose low-frequency energy was high, and whose waves randomly appeared in pulselike waveforms in each trial were judged to be eye movements or blink components. After IC selection, the EEG signals of 0.1–45 Hz were obtained by a 4th order Butterworth low-pass filter at a cutoff frequency of 45 Hz.

EMG signal processing was as follows. The measured EMG signals converted by A/D conversion were processed by full-wave rectification and a 20-point moving average. In our study, we aim at
obtaining the smooth envelope of the EMG signal which is more conducive to the control of the exoskeleton. A filter of the cutoff frequency of 0.7 Hz can remove sudden fluctuations, and has a small delay, compared to those filters of cutoff frequency from 0.1 to 3 Hz in our preliminary experiments. Moreover, the frequency distribution of the raw EMG signals after full-wave rectification and 20 points moving average is changed, and concentrated in the low-frequency band (about 1 Hz), so there is no effect on the component of EMG signals with smoothing by a cutoff frequency of 0.7 Hz. Thus, the signals were then smoothed by a 1st order Butterworth low-pass filter at a cutoff frequency of 0.7 Hz. Since the amplitude of the processed EMG signals was significantly reduced compared to the original signal due to signal processing, the recovery factor was set to 2 to restore the original amplitude of the EMG signals.

3.3.2. Feature Extraction by STFT and PCA

To guarantee the future real-time control of the power augmentation system, STFT was executed on the pre-processed EEG signals and their power spectra were obtained. In STFT, a Hanning window function was used with a width of 1024 points, and the length of each data segment was set to 1024 points. The value of the overlap was set to 99% to make the constructed system update every 10.24 milliseconds. Further, the integral value of the spectra between 0.1 Hz and 45 Hz was calculated.

From the mathematical point of view, PCA aims to find the new dimension with the largest variation and minimize the projection error to minimize information loss [39]. This means PCA can be used as a tool through data reduction or filtering for data exploration to detect and summarize features that may escape visual inspection. Because of its simple principle, low computational cost, and high reliability, PCA was used to further extract features from the STFT results in our study. Since the redundant information is removed from the STFT results, the features are more distinguishable after PCA. Concretely, PCA was used to calculate the covariance matrix or correlation matrix of STFT results to obtain the eigenvalues to identify the largest direction of change. Each eigenvalue corresponds to an eigenvector and a new principal component, which can be obtained by rotating the STFT results (the original data) with the eigenvectors.

The changes in EEG associated with shoulder joint motion are described as follows.

\[
Z = E \cdot S
\]  

(1)

where \(Z = [z_1, \cdots, z_i, \cdots, z_7]^T\), \(z_i (i = 1, \cdots, 7)\) is the principal component vector calculated from the STFT results of EEG signals \(S\); \(E = [e_{11}, \cdots, e_{i1}, \cdots, e_{71}, e_{12}, \cdots, e_{i2}, \cdots, e_{72}]\), \(e_{ij}\) is the eigenvector of the STFT results from channel \(i\); \(i = 1, \cdots, 7\) is the number of electrodes used in the measurement; and \(S = [Fz, C3, C4, CP1, CP2, O1, O2]^T\) is the STFT results from seven measurement points.

Herein, \(Z\) is a new set of linearly unrelated data, and it represents the minimum projected value of STFT results in each linearly unrelated direction. Taking into account our task, in which only the flexion and extension of the shoulder joint was performed, the covariance of EEG signals was mainly generated from the changes in EEG signals due to flexion and extension of the shoulder joint. Thus, the largest component of this dataset corresponded to the most dominant changes in EEG signals caused by the motion of the shoulder joint, which, in our study, was defined as the motion-related feature of the EEG signals.

3.3.3. PCA-Based EEG—EMG Model

In this paper, PCA was also used to establish a linear model between the EEG signals and the EMG signal; this was then used to estimate the EMG signals from the EEG signals as shown in Figure 2.

Firstly, the EEG principal component \(z_u (u = 1, 2)\) obtained from (1) and the measured EMG signals \(y\) of the deltoide muscle were used to construct the EEG—EMG linear model, which is described below:

\[
F = E' \cdot X = [E_{v1}, E_{v2}, E_{vy}] \cdot [z_1, z_2, y]^T
\]  

(2)
where each principal component \( f_v (v = 1, 2, 3) \) is a linear combination of EEG and EMG signals, and the weight values of the linear combination are the eigenvectors \( E_{v1} \), \( E_{v2} \), and \( E_{vy} (v = 1, 2, 3) \), corresponding to the EEG principal component \( z_u (u = 1, 2) \) and the measured EMG signals \( y \), respectively. The construction process of the EEG–EMG linear model is shown in the upper frame of Figure 2.

Consequently, the EMG signals estimated from each principal component based on (2) can be obtained as follows:

\[
\hat{y}_v = f_v - \sum_{u=1}^{2} e_{vu} z_u e_{vy}
\]

The EMG signals used for exoskeleton control can be estimated from the following equation:

\[
\hat{y} = \sum_{v=1}^{3} \hat{y}_v \eta_v
\]

where \( \eta_v \) is the contribution rate of each principal component. It also expresses the contribution of one eigenvalue \( \lambda_i \) in \( m \) eigenvalues, which is described as follows:

\[
\eta_i = \frac{\lambda_i}{\sum_{j=1}^{m} \lambda_j}
\]

The larger the value of \( \eta_i \), the greater the contribution of this component to the changes in all the data. The estimation process of the EMG signal is shown in the lower frame of Figure 2.

Finally, we calculated Pearson’s correlation coefficient (r-value) between the estimated EMG and the measured EMG to quantify how well the two waveforms matched. Cross-validation was applied so that every trial was used to validate the model.

4. Data Analysis and Results

4.1. Motion-Related Independent Components

After IC selection, various components with similar scalp distributions in each trial were found across different subjects. The topographies of these independent components are summarized in Figure 3. In Figure 3, for example, the components whose signals at CP2 were significantly larger (red color denotes greater intensity) than other measurement points (green color denotes equal to zero) were observed in all the subjects. Similarly, other components whose signals were mainly concentrated at CP1, O1, and O2 were also observed. On the basis of the design of the experimental task, we concluded that the information associated with the flexion and extension of the shoulder joint was likely to be contained in these four ICs. Thus, these four components were selected as the components associated with the flexion and extension of the shoulder joint, and other ICs were neglected as artifacts. Then, these four ICs were projected back to the seven scalp channels to obtain the EEG data associated with the motion without artifacts for further analysis and feature extraction.

4.2. Feature Extraction by STFT and PCA

The STFT results of subject A are shown in Figure 4. The seven figures from left to right and top to bottom in sequences are the STFT results of seven measurement points.

The results of each measurement point consist of three subfigures. Each figure in the top row shows three-dimensional STFT results. The figure in the middle row is the spectrogram of STFT results. The amplitude of the power spectrum is mapped from blue to red, denoting zero to the maximum value. The bottom figure represents the results of the EMG signals. The green part is the full-wave rectified result of the measured raw EMG signals. The red curve is the EMG signal result after pre-processing, which accurately represents the amplitude of the measured EMG signals. Thus, it was used as an input signal in the EEG–EMG model.
Figure 3. Decomposed similar independent components for one representative trial. This figure presents the topographies of the components with similar scalp distributions observed in all the subjects. The components whose signals were mainly concentrated at CP1, CP2, O1, and O2 were thus selected as the components associated with the flexion and extension of the shoulder joint for further analysis and feature extraction.

From the spectrogram, it was confirmed that from 1 to 2 s before the motion started (when the EMG signal rapidly arises), the power spectrum of the low-frequency band (lower than 7 Hz), the $\mu$ rhythm (7–11 Hz) at the Fz (in the supplementary motor area), and C3 and C4 (in the primary motor cortex area) increased. The moment after motion started (when flexing is beginning), the power of the low-frequency band increased and reached the maximum level before the EMG signal amplitude reached the maximum at Fz, C3, C4, CP1, and CP2 in the motor cortex. However, the power of the low-frequency band at O1 and O2 (in the primary visual cortex) began to increase, and then reached the maximum after the EMG signal amplitude reached the maximum level. Moreover, the power spectrum of the $\mu$ rhythm in all channels began to decrease compared to that of the rest. At the moment when the shoulder joint began to flex (when the EMG started to decrease), the power spectrum in the low-frequency band increased again in all channels. After that, since the subject began to rest, the power spectra of the $\mu$ rhythm increased, and the power spectra of the $\beta$ waves (13–25 Hz) began to decrease, as compared to during motion.
Figure 4. Results of Short-time Fourier Transform (STFT) at seven measurement points. The top figures in the subfigure show the three-dimensional STFT results. The middle figures are spectrograms of STFT results. The bottom figures are the results of the EMG signals. The green parts are the results of full-wave rectification of the measured raw EMG signals, and the red curve is the EMG signals after signal pre-processing.

PCA was then used for feature extraction of the principal variation of STFT results, including those features that escaped visual inspection in the time-frequency domain at the seven measurement points and the data dimensionality reduction for the EEG–EMG model construction. The results before and after PCA are shown in Figure 5. The left figures show the STFT results of each measurement point. The horizontal axis is time, and the vertical axis is the integral value of the power spectra of 0.1–45 Hz after STFT. The right figures show the PCA results of the left figure, which includes seven principal components (PCs).

The contribution rates $\eta$ in (5) of the first and second principal components of each subject are summarized in Table 1. From the table, we know that the first principal component (PC1)’s average contribution rate for subject A reached 73.7 ± 10.1% over 15 trials, in which the maximum was 91.2%, and the minimum was 58.3%. Similarly, PC2, which was the component with the largest variance of the remaining information after removing the information contained in PC1, had a
maximum contribution rate of 25.0% and a minimum of 6.23%, with an average of 16.1 ± 6.00%. From the results of the cumulative contribution ratio of PC1 and PC2, we can see that the maximum value was 97.6%, the minimum value was 82.0%, and the average was 89.8 ± 5.26% over 15 trials. Specifically, the information included in these two PCs alone represented 89.8% of the information included in all seven measurement points. Similarly, the results of subjects B and C are shown in Table 1. These results show that the first and second principal components alone already accounted for more than 80% of the information of STFT from the seven measurement points. This means that other components would not have a significant effect on the construction of the EEG–EMG model. Therefore, the system could be reduced to the second-order PCA space from the seven-order space. In summary, the first and second principal components were used for model construction, the third PC to the seventh PC were neglected in this study.

4.3. Results of EMG Estimation

The EMG signals estimated from the EEG signals with (4) are shown in Figure 6. The three figures correspond to the results of subjects A, B, and C from left to right, respectively. The solid black line and the solid red line in each figure represent the measured and estimated EMG signals, respectively. The horizontal axis is time, and the vertical axis is the amplitude of EMG signals. We can observe that
the estimated and measured EMG signals had a consistent trend; the correlation coefficient $R$ between the estimated and the measured EMG signals was as high as 0.94.

![Figure 6](image.png)

**Figure 6.** The results of EMG estimation from the EEG signals. (a), (b), and (c) represent the results of subjects A, B, and C, respectively. The solid black line and the solid red line in the figure represent the measured and estimated EMG signals, respectively. The correlation coefficient between the estimated value and the measured value ($R$) was calculated and is shown in the upper right corner.

To evaluate the constructed system and make it more reliable and stable, data from 15 trials for each subject were cross-validated, and a total of 210 sets of estimation results were obtained for each subject. The correlation coefficient and its standard error were used to confirm the validity of the proposed method and evaluate the estimation accuracy of the model trained with the training dataset. The results are shown in Table 2.

| Subject | Correlation Coefficient ($R$) | Standard Error |
|---------|-------------------------------|----------------|
| A       | 0.74                          | 0.004          |
| B       | 0.83                          | 0.002          |
| C       | 0.77                          | 0.002          |

For subject A, the average of the correlation coefficients was 0.74 and the standard error was 0.004. Similarly, for subject B, the average of the correlation coefficients was 0.83 and the standard error was 0.002. For subject C, the average of the correlation coefficients was 0.77 and the standard error was 0.002. From the results of the three subjects, the average $R$ value was 0.78, and the $R^2$ was 0.61. The results of the standard error indicate that the model can estimate the EMG signals at similar accuracies within each task. Specifically, the estimated EMG signals and the measured signals demonstrated a high degree of fitness, which proves the proposed method is valid and effective.

5. Discussion

In this study, a new concept of a virtual flexor–extensor muscle was introduced to model all of the muscles that drive the shoulder joint for flexion and extension. We also propose a method to estimate the shoulder’s EMG from EEG signals based on the concept of a virtual flexor–extensor muscle for power augmentation during voluntary flexion and extension of the shoulder joint. That is, the EMG signals were expressed through the linear combination of the EEG features. We showed that estimation is possible, achieving an $r$-value of more than 0.74, and an average of 0.78 ($\pm 0.037$) across three subjects. The average $r$-value was 0.78 ($R^2 = 0.61$) means the estimated EMG signals had a high correlation with the measured ones. That also means the performance of the EMG estimation in our study is comparable to previous studies, including results from invasive neural recording technology, in which the EMG envelope is reconstructed. Table 3 reviews the EMG Estimation results for brain activity from previous research. The results of our study prove the feasibility of using noninvasive scalp EEG to develop a BMI system for power augmentation. To the best of our knowledge, this study is the first to investigate an EEG-based exoskeleton’s power augmentation for the shoulder joint.
The lack of progress so far in this field is due to the difficulty of signal processing and feature extraction of EEG signals. It is well known that environmental noise, body motion, line noise, muscle noise, eye movements/blinks, and cardiac signals are also recorded during EEG measurements. This causes many serious problems for EEG signal interpretation and analysis. We can solve this problem by rejecting the contaminated EEG segments, but this results in an unacceptable level of data loss. Regression is often used in the time domain [40–42] or frequency domain [43,44] to derive the parameters of the artifact’s appearance and spread in the EEG channels. However, the relevant EEG signals will also inevitably be subtracted when removing the artifacts. Furthermore, regression methods become more problematic when the regressing channel for the artifact source is not reliable, such as is the case with muscle artifacts, line noise, electrode noise. In [45], they showed that the PCA method can remove ocular artifacts more effectively than regression or using spatiotemporal dipole models [46]. However, some artifacts cannot be completely separated from brain activity using PCA methods, especially when they all have comparable amplitudes [47]. In [48], they showed that the contamination can be effectively detected, separated, and removed from a variety of artifactual sources using ICA during EEG recording, and the results compare favorably with those obtained using regression and PCA methods. Specifically, the “real” EEG signal can be obtained by eliminating the contributions of the artifact sources, since the independent time courses of the brain and the artifact sources are defined. In this study, ICA, STFT, and PCA were used to extract the EMG-related information of the shoulder joint from EEG signals. STFT was used to focus on the power spectra changes in specific frequency bands over time from the four motion-related components extracted by ICA. Then, PCA was used to synthesize the information from seven measurement channels to reconstruct the seven linearly unrelated components with the largest variance; the first two principal components were set as the EEG features of flexion and extension of the shoulder joint in this paper. Moreover, our results show that the system can estimate EMG signals at similar accuracy over 210 trials. These results indicate that there are fairly common neural characteristics for each task. This also proves the effectiveness of signal processing and the correctness of the extracted features using ICA, STFT, and PCA.

Table 3. Review of the EMG Estimation Studies.

| Reference | Subject | Task | Measurement | Accuracy |
|-----------|---------|------|-------------|----------|
| [49]      | Monkeys | Reach to grasp | M1 spike * | r = 0.69 |
| [50]      | Monkeys | Center out reach | M1/PMd neuron spikes * | $R^2 = 0.65$ |
| [51]      | Monkeys | Stand and squat | M1 Spike | $R^2 = 0.74$ |
| [52]      | Monkeys | Reach to grasp the wrist | M1 spike and LFP * | VAF = 0.67 |
| [53]      | Humans  | Isometric wrist movements | fMRI BOLD response * | $R^2 = 0.47$ |
| [21]      | Humans  | Isometric wrist flexion/extension | Scalp EEG | $R^2 = 0.55$ |
| [20]      | Humans  | Prosthesis control with biceps contraction | Scalp EEG | $r = 0.59$ |
| Current Study | Humans  | Flexion/extension of shoulder joint | Scalp EEG | $r = 0.78$ ($R^2 = 0.61$) |

* M1: Primary Motor Cortex, PMd: Premotor Cortex, LFP: Local Field Potentials, VAF: Variance Accounted For, BOLD: Blood Oxygenation Level Dependent.

Regarding the distribution of EEG components on the scalp (the IC map) during shoulder flexion and extension movements, we found that these components are symmetrically distributed and are reflected both in the left (CP1, O1) and right (CP2, O2) hemispheres. This result also indicates that the brain not only uses the motor cortex area, but the entire brain performs coordinated operations to complete a movement.
One of the limitations of our research is the small number of subjects. For this reason, it is uncertain whether the current research can be extended to the population. However, the purpose of this study was to prove the feasibility of using EEG signals for power augmentation and to justify the rationality of future applications to test the effectiveness of this method on the population level. The feasibility of EMG estimation using EEG signals for power augmentation is demonstrated by the excellent results and very small standard error for EMG estimation, as shown in Table 2, as well as the fact that none of the subjects in this study had experience with BMIs.

The construction of a closed-loop system is also essential for the control of the power augmentation system. Future work will focus on how subjects learn to use the closed-loop BMI to control the power augmentation system. We expect that the learning effect will change the neural activity related to EMG signals, which may affect the performance of EMG estimation.

6. Conclusions

This paper aimed to realize robotic power augmentation by using EEG signals for the shoulder joint. A method is proposed to estimate the shoulder’s EMG signals from EEG signals based on the concept of a virtual flexor–extensor muscle, which can avoid dealing with the difficult problem of the polynarcicular muscles. Thus, the shoulder’s power can be augmented by estimated virtual EMG signals for the people wearing an EMG-based power augmentation exoskeleton robot. The proposed method was verified experimentally, and the results indicate that the estimation of EMG signals based on EEG signals is feasible. Specifically, EEG signals can be used to control an EMG-based exoskeleton and achieve power augmentation. To the best of our knowledge, the current study is the first to investigate an EEG-based exoskeleton’s power augmentation for the shoulder joint.

**Author Contributions:** Data curation, H.L.; Formal analysis, H.L.; Investigation, H.L.; Methodology, H.L. and C.Z.; Project administration, C.Z.; Software, H.L.; Validation, H.L., C.Z., Y.Y., M.M., C.L., N.U. and P.L.; Writing—original draft, H.L.; Writing—review and editing, C.Z. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work was partly supported by JSPS KAKENHI Grant Number JP15K00362 and JP24500240.

**Conflicts of Interest:** The authors declare no conflict of interest. The content is solely the responsibility of the authors.
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The following abbreviations are used in this manuscript:

- **BMI** Brain-machine interface
- **EEG** Electroencephalography
- **EMG** Electromyography
- **HAL** Hybrid Assistive Limb
- **fMRI** functional magnetic resonance imaging
- **MEG** magnetoencephalography
- **ICA** Independent component analysis
- **STFT** Short-time Fourier transform
- **PCA** Principal component analysis
- **A/D** Analog/Digital
- **IC** Independent component
- **PC** Principal component
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