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Abstract

Image co-segmentation is an active computer vision task that aims to discover and segment the shared objects given multiple images. Recently, researchers design various learning-based algorithms to handle the co-segmentation task. The main difficulty in this task is how to effectively transfer information between images to infer the common object regions. In this thesis, we present CycleSegNet, an effective and novel approach for the co-segmentation task. Our network design has two key components: a region correspondence module which is the basic operation for exchanging information between local image regions, and a cycle refinement module which utilizes ConvLSTMs to progressively update image embeddings and exchange information in a cycle manner. Experiment results on four popular benchmark datasets — PASCAL VOC dataset, MSRC dataset, Internet dataset, and iCoseg dataset indicate that our proposed approach greatly outperforms the existing networks and achieves new state-of-the-art performance.

In addition to image co-segmentation, we also explore a method to solve one-shot segmentation with only weak supervision (bounding box). One-shot semantic segmentation has recently gained attention for its strong generalization ability to segment unseen-class images given only limited annotated image. However, existing methods in one-shot object segmentation have mainly relied on manually pixel-wise labeled segmentation masks. The main challenge in this task is limited data and weak supervision. In this thesis, we present an effective approach, which utilizes the recent weakly-supervised semantic segmentation method to generate pseudo mask labels in the bounding box regions and then integrates the detailed information and correlation between support image and query image for solving one-shot image segmentation. Extensive experiments on the PASCAL-5i dataset show that our weakly-supervised method narrows down the performance gap between bounding box supervision and pixel-wise annotations, and performs comparably with the state-of-the-art fully-supervised one-shot methods.
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Chapter 1

Introduction

1.1 Problem Background

Image segmentation is one of the basic computer vision problems which intends to segment images into semantically different regions. Rother et al. [46] firstly proposed the task of object co-segmentation, aiming to discover and segment the shared objects from a set of images, which has been used in various applications like image retrieval [56], 3D reconstruction [40], image similarity measures [46], image matching [8, 71] and video object tracking and segmentation [46, 36]. In recent years, the boosting development of deep neural networks [37, 2, 9] promotes the remarkable success in the field of image segmentation. However, these models can not be directly applied to the co-segmentation tasks, as the outputs are conditioned on the pairwise or group-wise relations between input images.

Many existing CNN based co-segmentation methods [33, 7, 3] often apply a pair of parameter-shared Siamese network to generate feature representations of two images and use various methods to transfer information between them to make predictions. The essence of these designs is that two images exchange information about what objects are existing on both sides, and networks refer to the exchanged information to make the pixel-level predictions of the common object regions.

The biggest challenge here is how to effectively transfer useful information via deep neural networks. Directly exchanging the image representations is unrealistic, because images have structured representations and no correspondence information between elements is provided. Therefore, we can not simply multiply or concatenate them when the elements are not aligned. Many recent works [3, 7] try to bypass the correspondence problem by squeezing the image structures and exchange information in the form of a global image representation which is usually achieved by the global average pooling. As a result, there is no correspondence problem and the prediction of each pixel location can refer to the global vector. However, squeezing the image structures into a global representation inevitably loses local discriminative information which can be useful to locate common objects from the scene. Moreover, as the image content often has a complex composition, including the cluttered background and objects from different classes, the image-level representation may also introduce noise into the cues for conditional predictions. In this thesis, we propose to solve the aforementioned problems from two perspectives, which are illustrated in Fig. 1.1.

Although the semantic segmentation models gain great success to segment the objects after training on a large scale of annotated data, they lack the ability to segment object
from new categories without the additional finetuning. To address this challenge, there emerges a new research topic which learns new categories information from limited annotated data, known as few-shot image segmentation. Few-shot image segmentation, which aims to predict unseen categories with a few annotated images after training, is another challenging and critical segmentation task and gains increasing popularity. Compared with the common segmentation approaches, which provide masks as results for given input images, few-shot segmentation focuses on mining the correlation between the query and the support image, which greatly improves the generalization ability given the limited annotations. Researchers have already investigated this topic in [50], [70], [72], [59].

However, existing methods in few-shot object segmentation have mainly depended on high-cost pixel-wise segmentation masks. Limited research has been conducted on using weak supervision in the training process of few-shot segmentation. This is our key setting (one shot & bounding boxes level supervision) that our thesis attempts to explore. The main difficulties in this task are limited data and weak supervision, assuming pixel-wise annotations are not provided in the training process. The set-up is very practical and common in the real world, since the ability to segment objects after seeing one or a few reference images is a natural case for humans.
Figure 1.2: Illustration of our proposed weakly-supervised one-shot segmentation. Compared with the previous one-shot image segmentation, we first utilize a weakly-supervised semantic segmentation network to generate the pseudo mask of support image instead of requiring pixel-level annotation. Then our one-shot segmentation model will take the support set and the query image as inputs to generate the prediction for query image.

In recent time, many researches are devoted to weakly supervised semantic segmentation, which only require weak supervisions, such as scribbles, bounding boxes, or even image-level classification labels, aiming to reduce the performance gap between full and weak supervisions. Most of the advanced weakly supervised semantic segmentation networks exploit the class activation map (CAM) [83], which has been proven to discover and extract the local discriminative parts of the target object. The discriminative regions highlighted by CAMs will be used as seed and expanded to the whole object area. Since in the one-shot or few shot cases, the testing classes and the training classes are non-overlapping, thus these methods are not applicable directly. However, we can utilize these weakly-supervised methods in the bounding box regions to generate pseudo masks for our one-shot training and provide more accurate object information. It is still an open problem on how to alleviate the pixel-wise labeling requirements in few-shot segmentation. In this thesis, we present our solution to overcome the aforementioned problems problem. Fig. 1.2 shows the overview of our proposed method.

1.2 Major Contributions

Our main contributions of this thesis can be stated as follows:

Firstly, to solve the task of object co-segmentation, we design a novel network named CycleSegNet with region correspondence module and cycle refinement module. The region correspondence module is proposed to maintain local discriminative representations
and exchange information between paired images. The cycle refinement module employs ConvLSTMs to progressively refine both the exchanged representations and network predictions. In addition to inputs of paired images, our network can also handle inputs of grouped images with the same network and parameters. The evaluation of four popular benchmarks — Pascal VOC dataset, MSRC dataset, Internet dataset, and iCoseg dataset, demonstrates that our proposed method greatly outperforms the existing co-segmentation models.

Secondly, to alleviate the labeling requirements, we explore an effective low-cost attempt in the setup of one-shot segmentation to support weak (bounding box label) supervision. As the bounding box labels are not as accurate as the pixel-wise annotations, we reference the recent weakly supervised segmentation approach to generate pseudo labels, which are used to supervise the training process of one-shot segmentation. The proposed Detail Extraction Module can extract detailed information at different levels and our designed Feature Fusion Module is capable to integrate the detail information and correspondence information between the query image and the support image. We extensively evaluate our proposed method on the PASCAL-5i dataset and our weakly-supervised approach (53.1%) can perform close to the current state-of-the-art fully supervised one-shot segmentation models (56.0%).

1.3 Outline of the Thesis

The remaining parts of this thesis are organized as follows. Chapter 2 reviews the related works, including the object co-segmentation, iterative refinement in segmentation, co-saliency detection, few-shot semantic segmentation, and weakly supervised semantic segmentation. Chapter 3 presents our work of Object Co-segmentation with Region Correspondence and Cycle Refinement (CycleSegNet). It proposes a region correspondence module and cycle refinement module to exchange information between local image regions in a cycle manner, which aim to transfer information between images and segment the shared objects in multiple images. Chapter 4 presents our work of weakly-supervised one-shot segmentation. It firstly introduces a weakly-supervised semantic segmentation approach to obtain pseudo masks in the bounding boxes, and then proposes Detail Extraction Module and Feature Fusion Module to integrate the detail information and feature correspondence to solve the task of one-shot segmentation in weak supervision. The thesis is concluded in Chapter 5 and the potential future works are discussed.
Chapter 2

Literature Review

2.1 Object Co-segmentation

Early work on addressing object co-segmentation generally compares the visual features of paired images, such as foreground color histogram [46], SIFT [39], saliency [6]. Besides, [29] indicates that finding discriminative features can be well adapted to solve the object co-segmentation. The method in [48] applies region matching method to establish correspondences between the common objects. Rubio et al. [48] trains SVM classifier based on a Gaussian Mixture Model to capture the correspondence between different regions of input images. Rubinstein et al.[47] utilize dense correspondences and visual saliency to find out the sparsity and visual variability of the shared objects throughout the database. In the past few years, some CNN-based networks have been devoted in the object co-segmentation task. For instance, Quan et al. [41] propose a manifold ranking algorithm by combing the features obtained from VGG network [54] and handcrafted features for superpixels to implement object co-segmentation. [33] is the first one to utilize a Fully Convolutional Network [37] in the setup of object co-segmentation. The proposed method utilizes a Siamese encoder-decoder architecture and a mutual correlation layer to segment the co-existing objects in multiple images. Chen et al.[7] leverage the attention mechanism for this setup. They propose a channel-wise learner to exchange feature information and enhance the common semantic information. Hsu et al. [23] present an end-to-end method using neural networks which dealt with this task in an unsupervised manner. Zhang et al. [77] design a spatial modulator for group-wise mask learning and a semantic modulator for co-category classification. Li et al. [31] propose a recurrent module to generate the group representation containing the synergetic information among multiple relevant images, which was broadcasted to each individual image to make the co-segmentation predictions.

2.2 Iterative Refinement in Segmentation

Many previous works have explored using interactive structure to optimize segmentation results. For example, McIntosh et al.[38] adopt convolutional LSTM [22] to control computation budgets via a number of iteration steps. Wang et al. [61] propose to use saliency maps to iteratively refine weakly segmentation results. Lin et al. [34] propose to use graphical models to optimize the mask learned by scribble supervision for semantic segmentation. In [24] and [70], iterative structures are also used to improve few-shot
segmentation results. Compared with previous iterative structures, the main difference in our design is that our two branches can optimize each other and meanwhile refine their own predictions in a cycle manner.

2.3 Co-saliency Detection

Co-saliency detection [63, 74, 15, 17, 73, 75] is a closely related topic which aims to identify the common and salient objects from a group of images. Zhang et al. [74] explore intrasaliency prior transfer and deep intersaliency mining for co-saliency detection. Wei et al. [63] introduce the group-wise feature representation learning and the collaborative learning to address the co-salient object discovery problem. To enable fast common information learning, Fan et al. [15] propose a network to simultaneously embed the appearance and semantic features through a co-attention projection strategy. Zhang et al. [79] utilize multi-level CNN features to improve the RGB-T salient object detection, which shares similar spirits with our model variants. Li et al. [32] employ attention mechanisms to integrate cross-modal and cross-level complementarity from multi-modal data for RGB-D salient object detection. We also utilize attention mechanisms in our design, but the attention is used to establish regional connections between images, which has a different purpose. Zhang et al. [78] design a feature fusion network to undertake the RGB-T saliency detection task, which includes multi-scale, multi-modality, and multi-level feature fusion modules. Compared with co-saliency detection, object co-segmentation must identify objects from multiple categories from a complex scene, which are not necessarily the salient areas in images. For example, the buses and the people in Fig. 1.1 are both common objects in the images.

2.4 Few-shot Semantic Segmentation

Few-shot semantic segmentation has recently gained increasing popularity due to its strong generalization ability to predict unseen-class images with only limited annotated samples. Shaban et al. [50] propose the first few-shot segmentation method using a dual branched neural network to process support and query images separately. Weight hashing operation is designed to integrate semantic context and generate the parameters for the query branch. Zhang et al. [70] take inspiration from metric learning and propose a dense comparison module with a siamese-like architecture to compute the similarity by simply concatenating query and support features, and an iterative optimization to gradually refine the results. Wang et al. [59] introduce an alignment regularization on learned prototype representations. It firstly aligns the query features to the embedding space of support images and also predicts the support masks based on the prototype embedding of query features. Zhang et al. [72] utilize attention mechanism to construct multi-level region-based connections between support image and query image to segment the target objects. However, most of existing few-shot segmentation methods require training with a large number of pixel-wise annotated examples in some particular classes. And if the models need to adapt to unseen classes, they still need some image-mask pairs to feed the model as guidance.
2.5 Weakly-supervised Semantic Segmentation

Weakly-supervised semantic segmentation aims to explore a feasible method for semantic segmentation to reduce the cost of pixel-level annotation. Wei et al. [64] propose a two-stage architecture to generate segmentation masks. First, the coarse parts of the object are determined by the CAM[83]. The segmentation part, such as DeepLab, is then trained to produce the segmentation masks. Zhang et al. [80] take inspiration from the CAM and propose to use classification network to discover the regions of objects. Based on the original CAM, [1] learns the semantic affinity metric within a local area without additional supervision, which is combined with the random walk to generate the segmentation masks. Wang et al. [62] discover the output CAMs of rescaled input images are not consistent, thus introduce a regularization into the weakly-supervised segmentation network. They also utilize the self-attention mechanism to integrate more context information before the network output. To address the problem of weakly-supervised semantic segmentation, Sun et al. [55] propose two kinds of co-attention to capture the cross-image semantic relations and differences for comprehensive object pattern mining.
Chapter 3

CycleSegNet: Object Co-segmentation with Region Correspondence and Cycle Refinement

3.1 Introduction

Image co-segmentation is an active computer vision topic with a long research history, aiming to discover and segment the common objects jointly from multiple images. Image co-segmentation algorithms have shown their usages in a number of computer vision tasks, including image retrieval [56], 3D reconstruction [40], photo collections [46], image matching [8, 71] and video object tracking and segmentation [46, 36]. Recently, data-driven deep neural networks based methods attract wide interest in the literature. The powerful Deep Neural Networks along with the challenging evaluation benchmarks built upon large-scale public datasets have brought this task to a new era and make it more challenging. Although deep neural networks have shown remarkable success in many other segmentation tasks, such as semantic segmentation [37, 16, 28, 72, 70], interactive segmentation [49], and instance segmentation [21, 76, 67], their models can not be directly applied to the co-segmentation tasks, as the outputs are conditioned on the pairwise or group-wise relations between input images.

Many existing CNN based methods [33, 7, 3] often apply a pair of parameter-shared Siamese network to generate feature representations of two images and use various methods to transfer information between them to make predictions. The essence of these designs is that two images exchange information about what objects are existing on both sides, and networks refer to the exchanged information to make the pixel-level predictions of the common object regions. The biggest challenge here is how to effectively transfer useful information via deep neural networks. Directly exchanging the image representations is unrealistic, because images have structured representations and no correspondence information between elements is provided. Therefore, we can not simply multiply or concatenate them when the elements are not aligned. Many recent works [3, 7] try to bypass the correspondence problem by squeezing the image structures and exchange information in the form of a global image representation which is usually achieved by the global average pooling. As a result, there is no correspondence problem and the prediction of each pixel location can refer to the global vector. However, squeezing the image
structures inevitably loses information and introduces noise, as the image content may have a complex composition, such as a cluttered background and objects from different classes. Directly mixing the pixel-level representations makes the useful information unclear and definitely raises the difficulty when using such information as the reference to locate common objects.

In this paper, we propose to solve the problems above from two perspectives. First, we argue that a desired algorithm should maintain the image structures and let the exchanged information contain local discriminative representations. To establish the correspondence between local representations, we design a region correspondence module that utilizes the attention mechanism to capture the correlations between local regional representation. Each pixel location can find the most relevant regions in the other image and the prediction of each pixel refers more to the relevant regions based on the attention value. We replace the global average pooling operation with our proposed region correspondence module to exchange information between two branches.

Second, we design a cycle refinement module to refine feature representations and predictions in a cycle manner. Our motivation is based on an observation that a good feature representation that contains more information about the common classes and less about cluttered background can provide more accurate information when it is transferred to the other branch as a guidance. At the same time, a better prediction can further help pinpoint the region of the target class and suppress the noise from the background thus producing better representations to transfer. Therefore we can improve both the quality of the exchanged feature representation and the network prediction progressively. Based on such intuition, we propose to optimize the co-segmentation prediction and the feature representations iteratively. We employ a pair of parameter-shared convolutional LSTMs (ConvLSTMs) to achieve this goal, which is operated on the bottleneck of an encoder-decoder network. At each time step, the LSTM cell takes the exchanged embedding from the opposite branch as the input and update its own embedding, which is then sent to the opposite branch as the exchanged information in the next step. The cycle refinement module can thus continuously exchange information between two images and refine the image representations.

An advantage of our design is that our network for co-segmentation can handle the input with paired images or a group of images with the same model and network parameters. This is because the key operation in our network design is based on attention mechanism and does not require a fixed number of pixels on each side. We can transform the network-like relations between images to a 1-versus-others relation to handle the group segmentation task. In the network for group segmentation, all images are encoded by the same encoder and their representations are updated by extracting information from all other images with the cycle refinement modules.

Finally, we also develop a model variant that exploits multi-level features to better segment the common objects in two images. As is often observed in the CNN visualization literature \[69\], high-level features contain more semantic information while middle-level features correspond to object parts that may be shared across different object categories. Therefore, it is useful to establish region connections at multiple semantic levels for predictions. We apply our proposed modules to the features at different stages independently and then fuse their results during the upsampling process. As a result, our network can better locate the pixels belonging to the common objects.

To validate our network designs, we implement various experiments on multiple datasets to analyze each component in our design. We empirically demonstrate that
our design can significantly improve the performance over existing models. Main contributions of this work are summarized as follows:

- We propose a region correspondence module as a basic operation to exchange information between paired images for the co-segmentation task. The proposed module maintains local discriminative representations and utilizes the attention mechanism to directly establish correspondence between image regions.
- We propose a cycle refinement module that employs ConvLSTMs to progressively refine both the exchanged representations and network predictions.
- We demonstrate that our model can handle inputs of paired images and grouped images with the same network and parameters.
- We develop a model variant that exploits multi-level features to undertake co-segmentation. The multi-level version of our network can better locate common objects and boost network performance.
- Experiments on four popular benchmarks — Pascal VOC dataset, MSRC dataset, Internet dataset and iCoseg dataset, demonstrate that our proposed network on both co-segmentation and group segmentation tasks greatly outperforms the existing approaches and achieves new state-of-the-art performance.

3.2 Methodology

In this section, we present our framework for image co-segmentation task. We begin with our network description in the case of paired input images. Each image is encoded and decoded with a parameter-shared Siamese network. The network design has an encoder-decoder structure, and the two branches exchange information at the network bottlenecks. We first describe our model version that only exploits the features at the last layer of the encoder for information exchange, which is shown in Figure. 3.1. Then, we describe the model variant that uses multi-level features. Finally, we describe how to extend our network to the group-segmentation task without learning new parameters.

3.2.1 Cycle Refinement Module

The cycle refinement module (CRM) aims to update the image embeddings by incorporating information from the other image. The overall structure of the cycle refinement module can be found in Figure. 3.1. In each step, the CRM implicitly compares the co-occurrent embeddings of two images and lets the representations focus on common objects progressively. To achieve this goal, we employ a ConvLSTM at the network bottleneck to undertake the tasks of information exchanging and representation updating. The LSTM has proven its success in numerous computer vision and NLP tasks. Its feedback connections and memory cells make it well-suited for tasks with sequential inputs. The ConvLSTM further replaces the linear transformations in LSTM with convolutional kernels, such that the LSTM owns large field-of-views and is suited for process
2-dimensional data. A typical ConvLSTM cell has the following structures:

\[
\begin{align*}
    i_t &= \sigma(W_{xi} \ast X_t + W_{hi} \ast H_{t-1} + b_i), \\
    f_t &= \sigma(W_{xf} \ast X_t + W_{hf} \ast H_{t-1} + b_f), \\
    o_t &= \sigma(W_{xo} \ast X_t + W_{ho} \ast H_{t-1} + b_o), \\
    \tilde{C}_t &= i_t \odot \tanh(W_{xc} \ast X_t + W_{hc} \ast H_{t-1} + b_c) \\
    C_t &= f_t \odot C_{t-1} + i_t \odot \tilde{C}_t, \\
    H_t &= o_t \odot \tanh(C_t),
\end{align*}
\]

where \(i_t\) is the input gate, which controls the activation of the new input information; \(f_t\) is the forget gate that clears the past cell status; \(o_t\) is the output gate, controlling whether the latest cell output \(C_t\) will be propagated to the final state \(H_t\); \(W\) is convolutional kernels; \(\ast\) donates the convolution operator and \(\odot\) donates the Hadamard product. At each time step \(t\), the ConvLSTM cell takes in an input \(X_t\) and updates the hidden states \(H_t\) and cell state \(C_t\), which are both initialized as the image representations generated by the encoders. The updated cell state \(C_t\) is then sent to the region correspondence module, which compares the cells from both sides and generates the inputs of the next step:

\[
\begin{align*}
    X^A_t &= \text{cross}_\text{region} \left( C^A_{t-1}, C^B_{t-1} \right), \\
    X^B_t &= \text{cross}_\text{region} \left( C^B_{t-1}, C^A_{t-1} \right).
\end{align*}
\]

At the last step, the hidden state \(H\) is decoded by the decoder and generates the prediction mask of the common objects. Based on this recurrent process, both the quality of the transferred representations and the accuracy of predictions can be improved iteratively. The number of steps for information exchanging is flexible. In our experiment, we investigate the influence of the step number on the performance and the computation cost it takes. Our proposed CRM for image co-segmentation has a symmetric structure design and all the operations on both sides are parameter-shared.

### 3.2.2 Region Correspondence Module

As we have seen in the cycle refinement module, the key component that exchanges information between two images is the region correspondence module. Previous works often achieve this goal through a global representation as the exchanged information—the exchanged global representation is then fused with the dense image representations by multiplication or concatenation. However, as image segmentation is a dense prediction task, pixel-wise local discriminative representations are crucial information to inference the common object regions. Therefore, we maintain the local representations of images and use attention mechanism to establish the regional connections between two images. Specifically, the input to the region correspondence module is the current representations of two images \(C^A_t \in R^{H \times W \times C}\) and \(C^B_t \in R^{H_b \times W_b \times C}\) generated by the LSTMs, where \(H\), \(W\) and \(C\) denotes the height, width and channel number of the feature map. When we want to transfer information from image \(I_B\) to image \(I_A\), we first get the regional representations of image \(I_B\) by applying the ROI pooling to the representation \(C^B_t\) which
downsamples the image representations to a fixed spatial size $\hat{H} \times \hat{W}$:

$$C_t^{AB} = \text{Conv}(\text{ROI}_{\text{avg}}(C_t^B)||\text{ROI}_{\text{max}}(C_t^B))$$  \hspace{1cm} (3.9)

The regional representations can provide context information of local regions, which are proven useful in many previous segmentation works [82]. We apply both the ROI average pooling and the ROI max pooling to $C_t^B$, and fuse their results by convolutions to get $C_t^{AB}$. The operations here share some similarities with the Channel Attention Block proposed in [65], where the global average pooling and global max pooling are used together to generate channel attentions. Then we compute the similarity between each feature point in $C_t^A$ and $C_t^{AB}$ by dot product, which is implemented in parallel by matrix multiplication:

$$S_{t}^{AB} = W^A(C_t^A) \times (W^B(C_t^{AB}))^T,$$ \hspace{1cm} (3.10)

where $S_{t}^{AB} \in R^{\hat{H}A \times \hat{W}B}$, and $W$ is the linear transformation function followed by ReLU non-linearity, implemented as $1 \times 1$ convolution. For notational convenience, we omit the reshape operations in Equation 3.10. Intuitively, the function $W$ encodes the feature representations into a space for computing feature similarity and the affinity matrix $S_{t}^{AB}$ can reflect the correlations between local representations. Then, we normalize the affinity matrix by softmax and use the normalized affinity matrix to query features from the regional representations of image $I^B$:

$$X_t^{AB} = \text{softmax}(S_t^{AB}) \times C_t^{AB}, \quad \text{where} \quad X_t^{AB} \in R^{\hat{H}_A \times \hat{W}_A \times C}$$  \hspace{1cm} (3.11)

We also incorporate the global statistics of image $I^B$ into the exchanged information by global average pooling, and upsample it to the same spatial size of image $I^A$. The final output of region correspondence module is

$$\text{cross-region}(C_t^A, C_t^B) = (X_t^{AB} + \text{Up}(\text{AvgPool}(C_t^B)))/2.$$  \hspace{1cm} (3.12)

When transferring information from image $I^A$ to image $I^B$, we can simply reverse the notation of $A$ and $B$ in the above equations, and apply the same operation without learning new parameter. As we can see above, the exchanged information for each pixel position is different. Every pixel can attend all the local regions in the other image and selectively extract information from different regions.

### 3.2.3 Group Segmentation

Group segmentation is a special case of the co-segmentation task, where the goal is to discover and segment the common objects in a group of images. An advantage of our network is that the image co-segmentation model for paired input images can also be applied to the group segmentation task with only minor modifications and without learning new parameters. Since all the operations in the region correspondence module do not require a fixed spatial size of the representations, we can use the region correspondence module to directly transfer information from all other images to the target image by treating all other images as a big virtual image. Figure 3.2 illustrates how our co-segmentation network can be used to handle the group segmentation task. For example, when a group segmentation task has three input images, the prediction of an image should refer to information from the other two images. We achieve this goal by constructing an affinity matrix that includes the similarity between the target image and all other
images. We can therefore extract information from all other image based on the attention distribution. Specifically, the Equation. 3.9 and Equation. 3.10 become:

\[ C_t^B = \text{Conv}(\text{ROI}_{\text{avg}}(C_t^B)||\text{ROI}_{\text{max}}(C_t^B)), \quad (3.13) \]
\[ C_t^C = \text{Conv}(\text{ROI}_{\text{avg}}(C_t^C)||\text{ROI}_{\text{max}}(C_t^C)), \quad (3.14) \]
\[ C_t^{BC} = \text{Flatten}(C_t^B)||\text{Flatten}(C_t^C), \quad (3.15) \]
\[ S_t^{A,BC} = W^A(C_t^A) \times (W^B(C_t^{BC}))^T, \quad (3.16) \]

where Flatten is the operation that reshapes the 2D tensor to 1D tensor and || indicates the concatenation operated along the spatial dimension. To make it more clear, the shapes of the tensors above are listed here: \( C_t^{BC} \in R^{(H_tW_t+H_tW_t) \times C} \) and \( S_t^{A,BC} \in R^{(H_tW_tA \times (H_W+B_W))} \). Thus, we can reuse all other operations in the region correspondence module to undertake the group segmentation task. The above operations transform the network-like relations between individual images to a 1-versus-others relation, such that we can use our co-segmentation model to solve the group segmentation problem. We can repeat such operations to make predictions for each of the images in the group using the same parameters.

### 3.2.4 Multi-Level Features for Co-segmentation

As the objective of co-segmentation is to segment common objects in two images, the similar regions in two images are important cues. We observe that such similarity may exist on multiple semantic levels. For example, if both the training and testing images contain the class car, high-level features that correspond to object categories are useful for locating such category. However, the testing images also contain novel classes that are never seen in the training process. In this case, middle-level features that correspond to object parts are useful, as they are more likely to be shared across classes. Based on such intuition, we design a model variant that exploits multi-level features in the encoder to undertake the co-segmentation task. We apply our cycle-refinement module to features on different levels individually, and fuse their representations in the upsampling stage, as shown in Figure. 3.3. We adopt the channel attention module proposed in [66] to fuse the representations from different levels. The multi-level version network can also apply to the group-segmentation task. Multi-level features have already been proven useful in various vision tasks, including semantic segmentation [45] and object detection [44]. Our experiments in Section.4.3 show that using multi-level features to reason the common object region is also very effective in the co-segmentation task.

### 3.3 Experiment Results

#### 3.3.1 Implementation Details.

**Network.** The best performance of our network is achieved when we leverage the ResNet34 [20] as the encoder network and use multi-level features from the last three layers; the number of iterative steps is set as 7; the ROI region size is set as \( 2 \times 2 \). If not further emphasized, we use them as the default setup in the following experiments. The encoder is pretrained on ImageNet dataset [11]. The decoder in our model version
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Table 3.1: Ablative experiments of the proposed model. “\( M_{\text{cat}} \)” , “\( M_{\text{mul}} \)” and “\( M_{\text{cross}} \)” denote three kinds of ways to exchange information between images. “\( M_{\text{cycle}} \)” denotes our proposed cycle refinement module. Please refer to Section. 3.3.3 for the descriptions of the baseline models.

| iterations(\( N \)) | \( \mathcal{P} (\%) \) | \( \mathcal{J} (\%) \) | Time(s) |
|----------------------|-----------------------|-----------------------|--------|
| \( N=2 \)            | 92.2                  | 71.9                  | 0.085  |
| \( N=3 \)            | 93.8                  | 73.1                  | 0.088  |
| \( N=4 \)            | 94.2                  | 74.0                  | 0.096  |
| \( N=5 \)            | 94.8                  | 74.5                  | 0.105  |
| \( N=6 \)            | 95.3                  | 75.2                  | 0.109  |
| \( N=7 \)            | 95.8                  | 75.4                  | 0.114  |

Table 3.2: Our network with different refinement steps \( N \). With the refinement step increasing, the performance can increase consistently.

with single-level feature encoder is identical with the decoder structure used in [7], which contains five blocks of bilinear upsampling layers and convolutional layers.

**Training.** We use Adam algorithm [30] to optimize our whole network in an end-to-end manner. The learning rate is set to 1e-5 and weight decay is 0.0005. As previous models use different training datasets in this task, we adopt corresponding training datasets for fair comparison. Following [33, 7], we generate our training data from the training set of Pascal VOC2012 dataset while following [31, 77], we generate our training data from COCO dataset [35]. For both training and evaluation, we resize every image from the datasets to the spatial size of 512×512. We choose the batch size of 4 and train our network on the NVIDIA 1080TI GPU for about 40K iterations. We use Lovász-Softmax proposed in [5] as the loss function, as we find it can yield slightly better performance than the pixel-wise cross-entropy loss. The complete loss function is given as:

\[
\mathcal{L} = \frac{1}{C} \sum_{c} \Delta_{\mathcal{J}_{c}}(m(c)),
\]

\[
m_{i}(c) = \begin{cases} 
1 - p_{i}(c) & \text{if } c = y_{i}(c), \\
p_{i}(c) & \text{otherwise},
\end{cases}
\]

where \( C \) indicates the amount of class, and \( y_{i}^{*} \) and \( p_{i}(c) \) denote the ground truth label and the predicted probability of pixel \( i \) for class \( c \), respectively. \( \Delta_{\mathcal{J}_{c}} \) is the Lovász extension of the Jaccard Index.
Table 3.3: Our network performance with regional representations of different sizes in the cross region module.

| region-size | P(%)  | J(%)  |
|-------------|-------|-------|
| original size | 92.9  | 73.1  |
| 2x2         | 95.8  | 75.4  |
| 3x3         | 94.0  | 74.1  |
| 4x4         | 95.1  | 74.8  |
| 5x5         | 93.6  | 74.0  |
| 6x6         | 94.8  | 74.4  |
| 7x7         | 94.6  | 74.3  |

Table 3.4: Performance of our method with features from different stages in the encoder network. We test ResNet-34 and VGG16 as the network encoders. Using multi-level features can effectively boost network performance.

| res_5 | res_4 | res_3 | P(%) | J(%)  |
|-------|-------|-------|------|-------|
| √     |       |       | 91.8 | 70.4  |
| √     | √     |       | 93.5 | 72.5  |
| √     | √     | √     | 95.8 | 75.4  |

| vgg_5 | vgg_4 | vgg_3 | P(%) | J(%)  |
|-------|-------|-------|------|-------|
| √     |       |       | 91.2 | 69.8  |
| √     | √     |       | 93.1 | 71.8  |
| √     | √     | √     | 94.9 | 74.2  |

Table 3.5: Performance of our network with Lovász-Softmax loss function and the standard cross entropy loss function.

| loss function     | P(%) | J(%)  |
|-------------------|------|-------|
| Lovász-Softmax    | 95.8 | 75.4  |
| cross entropy     | 94.1 | 74.4  |

3.3.2 Datasets and Evaluation Metric

To evaluate the performance, we compare our proposed method with existing approaches on four widely-used benchmark datasets for object co-segmentation, including the Pascal VOC dataset [13], MSRC dataset [51], Internet dataset [47] and iCoseg dataset [4].

**Pascal VOC.** As some of the previous literature adopts PASCAL VOC2012 dataset and some previous work uses PASCAL VOC 2010 dataset, in our thesis we adopt both of these two dataset. PASCAL VOC2012 has 20 foreground object categories with 1464 training samples and 1449 validation samples totally. In the task of object co-segmentation, the validation set is splitted into two sets: validation set (724 images) and test set(725 images) following the previous work [33, 7, 60]. Following the setting in [31, 77], we also adopt the PASCAL VOC 2010 dataset which contains 20 categories with 1037 images in the evaluation stage.

**MSRC.** Following [33, 77], we adopt the same subset of MSRC dataset with totally 70 images. There are seven categories in this subset and each categories includes 10 images.
### Table 3.6: The results (Jaccard) of group segmentation with different sampling strategies and different numbers of input images on the Internet dataset. Our network can handle more than two images at a time, which generate better results than our network with paired input images.

| input-size | strategy a) | strategy b) | strategy c) | strategy d) |
|------------|-------------|-------------|-------------|-------------|
| k = 2      | 85.8        | 77.2        | 74.1        | 85.9        |
|            | Car         | Airplane    | Horse       | Car         |
|            | 84.4        | 78.3        | 73.9        | 85.9        |
| k = 3      | 86.6        | 78.1        | 75.0        | 86.6        |
|            | Car         | Airplane    | Horse       | Car         |
|            | 84.8        | 78.8        | 74.1        | 86.6        |
| k = 4      | -           | -           | -           | -           |
|            | Car         | Airplane    | Horse       | Car         |
|            | 85.6        | 78.9        | 75.1        | 86.9        |
| k = 5      | -           | -           | -           | -           |
|            | Car         | Airplane    | Horse       | Car         |
|            | 86.5        | 79.3        | 75.4        | 86.9        |
| k = 6      | -           | -           | -           | -           |
|            | Car         | Airplane    | Horse       | Car         |
|            | 86.4        | 79.0        | 75.4        | 86.9        |
| k = 7      | -           | -           | -           | -           |
|            | Car         | Airplane    | Horse       | Car         |
|            | 86.3        | 78.6        | 75.2        | 86.7        |
| k = 8      | -           | -           | -           | -           |
|            | Car         | Airplane    | Horse       | Car         |
|            | 86.1        | 78.9        | 75.3        | 86.7        |

**Internet.** Following [23, 7], we adopt the same subset of the Internet dataset with totally 300 images. There are three categories in this subset: horse, car, and airplane. Each category has 100 images.

**iCoseg.** There are 38 categories in the iCoseg dataset with total 643 images. A subset that contains 8 classes is commonly used to evaluate the generalizability of object co-segmentation methods.

We evaluate our proposed co-segmentation model and previous methods using two common evaluation metrics: Precision ($P$) and Jaccard Index ($J$). The performance is reported under both metrics on these four co-segmentation benchmark datasets in our experiments. All the analysis experiments are performed on the Pascal VOC 2012 dataset.

### 3.3.3 Ablation Study

In this part, we investigate the effectiveness of each component in our proposed CycleSegNet by ablative analysis. We first create a baseline model which is a foreground prediction network where two branches do not exchange any information. Then we incorporate another two baseline methods $M_{cat}$ and $M_{mul}$ that exchanges information in the form of global representation. $M_{cat}$ is to upsample the global vector and fuse it with the feature maps by concatenation, and $M_{mul}$ is by multiplication. Then we add each of our proposed modules to the baseline model one by one. All the models are tested with the single-level feature encoder. The results are shown in Table. 3.1. As we can see, all the proposed modules are very effective in improving the performance over the baseline networks. Our cross region module ($M_{cross}$) significantly outperforms both baseline methods $M_{cat}$ and $M_{mul}$ by 9.9% and 9.6% in terms of Precision and 7.9% and 6.6% in terms of Jaccard, which shows that our design which exchanges information between local regions is more effective than previous methods using global representations. The cycle refinement module further boosts the Precision and Jaccard score by 4.7% and 2.2%, respectively.

**Number of the refinement step.** We report the performance of our network under different refinement steps $N$ with fixed region size(2x2) in Table. 3.2. We also compare the average time to inference one image. We can see from the table, as the number of the refinement steps enlarges, the performance in terms of both Precision and Jaccard increases consistently while the increment in inference time is marginal. Particularly, after 7 steps of refinement, the network can improve the initial predictions by 3.6% and
3.5% in terms of Precision and Jaccard, respectively. In Figure. 3.4, we provide some visualization examples in the refinement process.

**The size of the regional representations.** We use the ROI pooling to get the regional representations of images in the cross region module. We next investigate how the region size influence the performance in Table. 3.3. As we can see, the best performance is observed when ROI pooling outputs a $2 \times 2$ representations. Directly using the original representations without ROI pooling does not yield better performance than regional representations. A possible reason is that the feature points in the original feature representations have a small effective field-of-view and thus lack the expressive power of abstract and semantic concepts. Using the ROI pooling can enlarge the field-of-view and provide context information in local regions, which is helpful in computing the correlation scores between regions for information exchanging.

**Multi-level features.** We compare the performance of our network using features from different layers in the encoder network in Table. 3.5. As can be observed, multi-level features can consistently boost the performance of our network with both the VGG16 backbone and the ResNet34 backbone. Moreover, using the features from the last three layers is better than using the features from the last two layers. This indicates that middle-level features are also helpful and can provide important information in the co-segmentation task.

**Lovász-Softmax loss function.** Additionally, we also conduct experiment on Lovász-Softmax loss function, which is commonly used in segmentation tasks. As is shown in Table. 3.5, compared with standard cross entropy loss, using the Lovász-Softmax loss function can brings about 1.7% and 1.0% improvement in terms of Precision and Jaccard, respectively.

**Group segmentation** We present a more detailed analysis about group segmentation in this part. The group segmentation intends to predict the common objects in a group of images. We apply different CNN based solutions in previous works to our network and then compare their performance.

Since the networks in most previous works for co-segmentation can only handle paired inputs, they often adopt various sampling strategies and fusion methods to undertake the group segmentation tasks, which can be applied to our network as well. An advantage of our network is that our network can handle more than two images at a time, as is described earlier, so the number of input images is flexible. However, directly sending all images in the group to our network is unrealistic due to the limited GPU memory. We therefore sample a small group of $k$ images at a time and send them to our network for predictions. Then, we fuse all the predictions of an image as the final mask. Suppose that there are $N$ images to be segmented in a group segmentation task and our network handles a tuple of $k$ images at a time. We compare the following strategies to undertake group segmentation:

a) Following [3], we sample all possible $k$-element tuples to make predictions and average all the corresponding confidence maps of an image as the final prediction. This method can make use of all images in the group to make predictions for each image.

b) Following [77], we randomly divide all images into $(N/k)$ small groups and each group has $k$ images. In this case, each image is only tested once and the whole evaluation process is quick.

c) Following [33], to predict the mask of an image, we randomly sample 5 groups of images from the other $N-1$ images, where each group has $k-1$ images. Then, the target image joins each of these groups to make a prediction with our network, and we average
Following \[60\], to predict the mask of an image, we uniformly split the other \(N - 1\) images into \(T\) groups, where \(T = (N - 1)/(k - 1)\) and each group has \(k - 1\) images. Then, the target image joins each of these groups to make a prediction with our network, and we average \(T\) predictions to generate the final mask. The process is repeated for all \(N\) images.

Besides these solutions, there are also some previous works using graphs \[41, 18\] or recurrent models \[60\] to handle group segmentation, which, however, cannot be applied to our network directly. Therefore, we compare the four solutions above with our network. We conduct experiments on the subset of Internet dataset, where each class has 100 images. For the solution a, generating all possible tuples for testing is unrealistic when \(k\) is large. Therefore, we only test the cases of \(k = 2\) and \(k = 3\). The result is shown in Table 3.6. As we can see, predicting with more than two input images is consistently better than predicting with paired input images with all four strategies, which shows the superiority of our network design for group segmentation. The best tuple size is 4 or 5, while further increasing the tuple size no longer boosts the performance, as is observed.

### 3.3.4 Comparison with the State-of-the-arts

Finally, we compare our proposed network with the state-of-the-art (SOTA) method on four popular benchmark datasets: Pascal VOC, MSRC, Internet and iCoseg dataset. We report the model performance for group segmentation as well as the pairwise co-segmentation. The results are shown in Table 3.7. As can be seen, our method outperforms all previous methods with a significant margin. Firstly, based on the training setting in \[33, 7\], we align the test split with these two studies for a fair comparison. For co-segmentation experiments on other datasets, we sample all possible pairs in each class for testing, as is done in previous works. On the challenging dataset Pascal VOC2012, the performance of our method outperforms the SOTA result by 10.9% in terms of Jaccard (Table 3.7(a)); On the MSRC dataset, the performance of group segmentation and pair-wise segmentation outperform the SOTA by 4.3% and 10.3% respectively in terms of Jaccard (Table 3.7(c)); On the Internet dataset, the performance of group segmentation and pair-wise segmentation outperform the SOTA by 7.8% and 5.9% respectively in terms of Jaccard (Table 3.7(d)); Finally, on the challenging iCoseg dataset, where all testing classes are unseen in the training process, the performance of co-segmentation outperforms the SOTA by 4.8%. Secondly, based on the training setting in recent methods \[31, 77\], our model also gains 2.6%, 7.7%, 2.2%, 3.1% gain in terms of Jaccard on Pascal VOC2010, MSRC, Internet and iCoseg dataset as shown in Table 3.7(b, c, d, f). Figure 3.5 shows some qualitative results on these datasets.

### 3.4 Conclusion

In this work, we propose a novel and effective end-to-end approach for the task of object co-segmentation. The proposed Region Correspondence Module directly exchange information between local regions from two images, which shows obvious advantages over the baseline method transferring a global image representation. The Cycle Refinement Module that employs ConvLSTMs to progressively exchange information between images and update image representations can consistently improve the network predictions. Our algorithm can handle the inputs with paired images as well as grouped images with
the same network and parameters. The multi-level feature encoder can further boost the network performance effectively. Experiment results on four object co-segmentation benchmark datasets have proven the superiority of our design comparing with all existing approaches.
Figure 3.1: Our network for image co-segmentation with paired or group input images. The main components in our network include a Cycle Refinement Module (CRM) for feature updating and a Region Correspondence Module (RCM) for information exchanging.
Figure 3.2: Architecture of Region Correspondence Module. ⊕ indicates element-wise add and ⊗ indicates matrix multiplication.

Figure 3.3: Our model variant utilizing multi-level features in the encoder for image co-segmentation. We apply the CRM module (described in Section 3.2.2 and illustrated in Figure 3.1) to features from different layers independently and fuse the resulting features using the Channel Attention module (CAM) proposed in [66] during the upsampling stage.
Figure 3.4: Predictions from different refinement steps. We decode the representations in each time step and the result shows that our proposed cycle refinement module can consistently improve the prediction.

Figure 3.5: Qualitative results (Jaccard) of our network on the PASCAL VOC, MSRC, Internet, iCoseg dataset.
(a) Pairwise co-segmentation results on the Pascal VOC2012 dataset

| Dataset     | P(%) | J(%) |
|-------------|------|------|
| VOC2012     | 59.2 | 75.4 |
| FCA         | 59.4 |      |
| CSA         | 59.8 |      |
| DOCS        | 94.2 | 64.5 |
| CycleSegNet | 95.8 | 75.4 |

(b) Group-wise co-segmentation results on the Pascal VOC2010 dataset

| Method                      | P(%) | J(%) |
|-----------------------------|------|------|
| CycleSegNet (Ours)          | 96.8 | 73.6 |

(c) Results on the MSRC dataset

| Dataset | train setting | Airplane | Car | Horse | Avg. J(%) |
|---------|---------------|----------|-----|-------|-----------|
| CycleSegNet (Ours) | VOC2012 | 78.8 | 87.0 | 75.5 | 80.4 |
| Zhang et al. [77]   | COCO     | 97.6 | 89.6 | 97.2 | 88.2 |

(d) Results on the Internet dataset

| Dataset | train setting | bear2 | brownbear | cheetah | elephant | helicopter | hotairballoon | panda1 | panda2 | Avg. J(%) |
|---------|---------------|-------|-----------|---------|----------|------------|---------------|--------|--------|-----------|
| CycleSegNet (Ours) | VOC2012 | 92.1 | 94.8 | 89.1 | 91.6 | 85.2 | 95.1 | 94.8 | 94.1 | 92.1 |

(e) Results on the iCoseg dataset

Table 3.7: Comparison with the state-of-the-art performance of pairwise co-segmentation and group segmentation tasks on four benchmark datasets: Pascal VOC, MSRC, Internet and iCoseg. Our model achieves new state-of-the-art performance on all datasets.
Chapter 4

Weakly-supervised One-shot Segmentation

4.1 Introduction

Image segmentation is one of the fundamental tasks in computer vision. Deep learning methods have greatly accelerated its development in recent years. By fitting on large-scale datasets containing thousands of annotated images, such as PASCAL VOC [12] and MS COCO [35], the models gain the ability to segment objects. However, pixel-level labels can be very expensive in some situations, and the current approaches lack the ability to segment objects from new categories after training on pre-defined classes without any extra finetuning. On the contrary, humans can easily segment new categories of objects without looking too much at the samples, which means the great potential improvement of deep neural networks.

Few-shot image segmentation, which aims to predict unseen categories with a few annotated images after training, is essential for realistic applications. Compared with the common segmentation approaches, which predicts masks as results for given input images, few-shot segmentation focuses on mining the correlation between the query and the support image, which greatly improves the generalization ability given the limited data and annotations. Researchers have already investigated this topic in [50, 70, 72, 59, 81].

However, existing methods in few-shot object segmentation have mainly relied on manually labeled segmentation masks. Limited research has been conducted on using weak supervision in the training process of few-shot segmentation. This is the key setting (one-shot and bounding boxes level supervision) this thesis attempts to explore. The main difficulties of this task are limited data and weak supervision, assuming pixel-wise annotations are not provided in the training process. The set-up is very practical and common in the real world, since the ability to segment objects from one or a few reference images is a natural case for humans.

In recent time, many researches are devoted to weakly supervised semantic segmentation, which only require weak supervisions, such as scribbles, bounding boxes, or even image-level classification labels, aiming to reduce the performance gap between full and weak supervisions. Most of the advanced weakly supervised semantic segmentation networks exploit the class activation map(CAM) [83], which has been proven to discover and extract the local discriminative parts of the target object. The discriminative regions highlighted by CAMs will be used as seed and expanded to the whole object area.
Since in the one-shot or few shot cases, the testing classes and the training classes are non-overlapping, thus these methods are not applicable directly. However, we can utilize these weakly-supervised methods in the bounding box regions to generate pseudo masks for our one-shot training and provide more accurate object information.

To mitigate the labeling requirements, we present our method for weakly-supervised one-shot segmentation. The major difference between most of previous one-shot methods and our weakly-supervised solution is that we only need bounding box level supervision in the one-shot training process instead of high-cost pixel-wise annotations. Since the bounding box annotations can not provide accurate object information as the pixel-wise mask labels, we apply weakly-supervised semantic segmentation approaches to obtain pseudo masks in the bounding box regions. Then we take these refined labels to supervise the training process of our one-shot segmentation network. In order to effectively obtain the correlation information between support image and query image, we take the Graph Attention Unit from [72] to model query feature map and support feature map in different levels. In addition, we propose Design Extraction Module to fully extract the detailed information, and Feature Fusion Module to merge the feature correlation with the detailed information for network prediction.

To validate our network designs, we implement various experiments on the dataset PASCAL-5i. Our weakly-supervised method delivers comparable performance with the state-of-the-art fully-supervised one-shot approaches. The major contributions of our work are summarized as follows:

- We propose a novel low-cost attempt for one-shot segmentation methods relying on pixel-level supervision to support weak (bounding box label) supervision.
- Based on the bounding box annotations, we reference the recent weakly supervised segmentation approach to generate pseudo mask labels to supervise the training process of one-shot segmentation.
- We propose a Detail Extraction Module and Feature Fusion Module in the one-shot segmentation model to provide multi-level detailed information and integrate the feature correlation with the detailed information.
- We extensively evaluate our proposed weakly-supervised method on the PASCAL-5i dataset and narrow down the performance gap between weakly-supervised and full-supervised one-shot segmentation methods.

4.2 Methodology

In this section, we present our design for the task of weakly-supervised one-shot segmentation. We begin with the problem formulation of weakly-supervised one-shot segmentation task, then introduce the generation of one-shot training masks by weakly-supervised semantic segmentation method. We follow the recent weakly-supervised semantic segmentation network [62] to obtain pseudo object masks, which utilizes a self-supervised equivariant regularization and random walk to refine the class activation map (CAM). Finally, we describe our proposed weakly-supervised one-shot segmentation network.
Figure 4.1: The whole architecture of our one-shot segmentation network. DEM indicates Detail Extraction Module and FFM represents Feature fusion Module. Given a query image and a support image, we first employ a weight-shared CNN to extract their features in different levels. Then we utilize the graph-based method proposed in [72] to model the correspondence between the middle-level features from support image and query image, and our proposed Detail Extraction Module to capture object detail information based on low-level feature map. After that, the detailed information and correspondence information are processed by Feature Fusion Module and further upsampled to generate the predicted mask.

4.2.1 Problem Definition

The previous literature focused mainly on using strongly labeled pixel-level segmentation masks for the few examples in the support set. It is labour intensive and impractical to provide such annotations for every single novel class. In our set-up, we use weaker annotation (bounding box) to supervise the training of few-shot segmentation. Assume that our model is trained on the class set $C_{\text{train}}$, the objective of our task is that given one annotated image of new classes $C_{\text{test}}$, the trained model can discover the objects of new classes $C_{\text{test}}$ in query image and make the prediction. We only use weak annotations in the training dataset instead of pixel-level labels. Intuitively, we train the model to have the ability that for a new class $c \notin C_{\text{train}}$, our model is capable to find out relevant areas in both support images and query images and output the predicted masks of this new class.

Our training and testing process is based on episodic paradigm [57], but utilizes weak supervision instead of pixel-wise annotations in the training process. To be specific, in this one-shot learning task, each episode consists of: 1) a support (training) set $S = \{(x^s_i, y^s_i(c))\}$, where $x^s_i \in \mathbb{R}^{H_i \times W_i \times 3}$ is the support RGB image and $y^s_i(c) \in \mathbb{R}^{H_i \times W_i}$ is the corresponding binary bounding-box level mask for class $c$; and 2) a query (training) set $Q = \{x_q, y_q(c)\}$ where $x_q$ is the query image and $y_q(c)$ is the binary bounding-box level mask for class $c$ in the query image. Given the support set $S$ and the query image $x_q$
as input, the model outputs the predicted mask $\hat{y}_q(c)$ for category $c$ in the query image. We ensure that the training categories and testing categories are non-overlapping, and no repeated image-label pairs exist in both training set and testing set.

### 4.2.2 Pseudo Masks Generation

To generate pseudo mask labels based on bounding-boxes, we first train a weakly-supervised segmentation network to obtain the class activation map (CAM), and then refine the CAM to define the object regions as pseudo masks for one-shot segmentation following SEAM [62]. Based on the one-shot training samples and their corresponding bounding boxes, we first takes all their instances belonging to the training classes to construct a training dataset for weakly-supervised semantic segmentation. To reduce the loss of objects’ edge information, we randomly expand the size of the box regions and then crop the expanded regions as training images.

SEAM [62] introduces equivariant regularization and pixel correlation module to improve the quality of segmentation masks. Fig. 4.2 shows the whole structure of SEAM network. It utilizes a shared-weight Siamese network to process two branches of inputs. A branch applies the spatial affine transformation to the input image while the other applies the same transformation to the output prediction. At the end of the network, the Pixel Correlation Module (PCM) is proposed to capture more context information and refine the activation map predictions, which can be regarded as a variant of self-attention mechanism. PCM computes a similarity matrix by inner-product between the embedding space of two pixels and then uses ReLU activation function to suppress the irrelevant values. The final CAM is obtained by the weighted sum of the original CAM with normalized similarities. From Fig. 4.2, we can find that after PCM, the refined CAM can be more accurate than the original CAM. The equivariant regularization is reflected in the loss functions, which contains classification loss, ER loss, and ECR loss. ER loss is proposed to guarantee the consistency of CAMs over various affine transformations. ECR loss is used to introduce equivariant regularization between the origin CAMs and revised CAMs.

During inference, we apply horizontal flip and multi-scale test to the input images, and then aggregate the results of the processed images to make the prediction, which is a common practice to enhance the equivariance of predicted masks and improve the segmentation performance. To further refine the pseudo masks, we also refer to the work of [1] to train an AffinityNet using our revised CAM. AffinityNet is proposed to generate semantic affinity matrix between a pair of image coordinates within a small area, which is combined with random walk to generate the pseudo mask labels.

### 4.2.3 One-shot Segmentation Network

Based on the recent network [72] which proposes a graph-based method to model the correspondence between query image and support image, we further introduce Detail Extraction Module (DEM) to extract the low-level detailed information, and Feature Fusion Module to integrate the detailed information and correspondence information to generate the predicted masks. The whole architecture of our proposed few-shot segmentation network is as shown in Fig. 4.1.

**Detail Extraction Module (DEM)** The goal of our proposed detail extraction module is to extract different levels of details. We use DEM to process the low level
Figure 4.2: Architecture of SEAM [62]

feature map from the backbone in parallel with different receptive fields. As illustrated in Fig.4.3, given a input feature map \( x \in R^{C \times H \times W} \), we use four group convolutions with different kernel sizes to extract multi-level detail information \( \{x_1, x_2, x_3, x_4\} \in R^{C/4 \times H \times W} \) and then concatenate these feature maps as output. We enlarge the kernel size from \( k_1 \) to \( k_4 \) and also expand the number of group from \( g_1 \) to \( g_4 \). Thus compared with the traditional convolution, different types of kernels can provide more reliable detailed information about larger or smaller objects and richer context information, also help to boost the segmentation performance of our network without increasing additional costs or model sizes. Also, the combination of kernel size and the number of groups in each convolution block is flexible and we can adjust it in different settings.

**Feature Fusion Module (FFM)** In the previous model [72], the middle-level features are used to undertake graph reasoning to establish the correspondence between query images and support images. And as mentioned above, we utilize Detail Extraction Module to complement the detailed information. Then these two features are processed by our proposed Feature Fusion Module (FFM) before generating the final segmentation masks. Our FFM is designed to adjust the weights of features from different stages to enhance the consistency as illustrated in Fig. 4.4. Given two feature maps \( f_1 \in R^{C \times H \times W} \), \( f_2 \in R^{C \times H/2 \times W/2} \), we first upsample \( f_2 \) to the same resolution with \( f_1 \), then concatenate them to learn a channel-wise weights \( \alpha \) to explore the significance of each channel. \( \alpha \) is then applied to the origin \( f_1 \) to extract the discriminative features and suppress the less significant features. The output of FFM is the summation of the weighted \( f_1 \) and upsampled \( f_2 \). Our FFM shares similar structure with the Channel Attention Block proposed in literature [66], which is used to enhance the consistency when combining the features of adjacent stages.

\[
\alpha = \text{Sigmoid}(\text{Conv}_{1 \times 1}(\text{ReLU}(\text{Conv}_{1 \times 1}(\text{Pool}(\text{concat}(f_1, \text{Up}(f_2))))))),
\]

(4.1)

\[
\text{output} = \alpha \ast f_1 + \text{Up}(f_2),
\]

(4.2)
Figure 4.3: Architecture of our proposed Detail Extraction Module.

| Methods     | mean IoU |
|-------------|----------|
| Ours-origin | 41.8     |
| Ours-pseudo | 51.5     |

Table 4.1: Ablation experiments on the Pseudo Masks Generation process. Ours-origin indicates using bounding box labels as supervision in one-shot training, and Ours-pseudo indicates utilizing generated pseudo labels to supervise one-shot training. Both of the methods use our proposed one-shot segmentation network.

4.3 Experiment Results

4.3.1 Implementation Details

Regarding the Pseudo Masks Generation, we fully reference the approach SEAM [62] to train the weakly-supervised segmentation network but use the training instances from one-shot segmentation datasets as training samples.

When training the weakly-supervised one-shot segmentation network, we adopt binary Cross-Entropy loss to guide and constrain our model. We use momentum SGD optimizer and train the model for 200 epochs with the learning rate of 0.0025 and batch size of 12. The momentum parameter is set to 0.9 and weight decay is 0.0005. We utilize random crop, random scale, and random horizontal flip as augmentations on the support

| Methods     | mean-IoU |
|-------------|----------|
| Ours-init   | 50.0     |
| Ours-Conv   | 50.3     |
| Ours-DEM    | 51.5     |

Table 4.2: Ablation experiments on the Detail Extraction Module(DEM). Ours-init indicates discarding DEM in our proposed model, Ours-Conv means using a convolution layer with kernel size 3x3 to replace DEM, and Ours-DEM represents our proposed model.
### Table 4.3: The results of different fusion operations on the PASCAL-5i dataset. Ours-sum, Ours-concat, Ours-FFM represent using element-wise summation, concatenation and our proposed FFM to fuse feature in different levels respectively.

| Methods       | mean IoU |
|---------------|----------|
| Ours-sum      | 50.1     |
| Ours-concat   | 50.5     |
| Ours-FFM      | 51.5     |

### Table 4.4: Ablation experiments on the Muti-Scale Evaluation. All predictions are rescaled to the same image size and merged by average.

| Methods | Support | Query | mean IoU |
|---------|---------|-------|----------|
| Ours    |         |       | 51.5     |
| Ours    | ✓       |       | 52.9     |
| Ours    | ✓ ✓     |       | 51.8     |
| Ours    | ✓ ✓     |       | 53.1     |

### Table 4.5: mean IoU of one-shot segmentation on the PASCAL-5i dataset under pixel-wise supervision and bounding box supervision. Ours-MS represents our proposed method with Multi-Scale input during testing.

| Methods     | supervision | fold0 | fold1 | fold2 | fold3 | mean |
|-------------|--------------|-------|-------|-------|-------|------|
| Reduced-DFCN8s[52] | pixel-wise   | 39.2  | 48.0  | 39.3  | 34.2  | 40.2 |
| OSLSM[50]    | pixel-wise   | 33.6  | 55.3  | 40.9  | 33.5  | 40.8 |
| CoFCN[42]    | pixel-wise   | 36.7  | 50.6  | 44.9  | 32.4  | 41.1 |
| GN[43]       | pixel-wise   | 37.5  | 50.0  | 44.1  | 39.4  | 41.4 |
| AMP[53]      | pixel-wise   | 41.9  | 50.2  | 46.7  | 34.7  | 43.4 |
| SG-One[81]   | pixel-wise   | 40.2  | 58.4  | 48.4  | 38.4  | 46.3 |
| PANet[59]    | pixel-wise   | 42.3  | 58.0  | 51.1  | 41.2  | 48.1 |
| CANet[70]    | pixel-wise   | 52.5  | 65.9  | 51.3  | 51.9  | 55.4 |
| PGNNet[72]   | pixel-wise   | 56.0  | 66.9  | 50.6  | 50.4  | 56.0 |
| Ours         | bounding box | 47.0  | 62.6  | 48.3  | 47.9  | 51.5 |
| Ours-MS      | bounding box | 48.7  | 64.1  | 49.9  | 49.5  | 53.1 |
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images during training. In our proposed Detail Extraction Module, the specific kernel size $k_1, k_2, k_3, k_4$ we use is 3, 5, 7, 9, and the number of group $g_1, g_2, g_3, g_4$ is 1, 4, 8, 16.

### 4.3.2 Datasets and Evaluation Metrics.

The dataset used for the experiments is PASCAL-5$^i$ proposed in [50], which is built on the whole PASCAL VOC 2012 dataset and additional annotation files from the SBD [19] dataset. In our experiment, We adopt the same split and the same random seed proposed by [50] to guarantee fair comparison. PASCAL-5$^i$ is splitted into 4 groups and each group contains 5 categories. For each split, we choose one group as testing set, the other three groups are used as training set. In the test stage, we use the same random seed and randomly sample 1,000 image pairs in each test fold. Different from the previous one-shot segmentation approach, we use weak supervision (bounding box level annotations) instead of pixel-wise annotations in training.

We choose mean IoU as the evaluation metric. The Intersection over Union (IoU) metric calculates the percentage of overlap areas between mask labels and predicted masks, which is very common to evaluate the performance of segmentation approaches. The mean IoU is the average IoU of all testing categories. To be specific, in the test stage, we first calculate the IoU score for each testing category, and then average the IoU score of five categories as mean IoU for each split.

### 4.3.3 Ablation Study

In this part, we investigate the effectiveness of each component in our proposed one-shot segmentation network by ablation experiments on the PASCAL-5$^i$ dataset. There are four parts for ablation studies: Pseudo Masks Generation, Detail Extraction Module, Feature Fusion Module and Multi-Scale Evaluation. The ablation experiments help us to confirm which module significantly contributes and determine whether these modules are necessary. We use average mean IoU over 4 splits on the PASCAL-5$^i$ dataset to evaluate the performance.
Figure 4.5: Qualitative results of our Pseudo Masks Generation. The first, third, and fifth columns are the input images. The second, fourth, and sixth columns are our generated pseudo masks.
Figure 4.6: Qualitative results of our weakly-supervised one-shot segmentation network. The first, third, and fifth columns are the input images. The second, fourth, and sixth columns are our predicted masks.
We first evaluate the significance of our **Pseudo Masks Generation** process. We conduct experiments on two setups: use original bounding box labels (origin) and pseudo mask labels (pseudo). As shown in Table 4.1, the results indicate that the pseudo masks contribute 9.7% improvement of mean IoU compared with original bounding box masks. We believe that the generated pseudo masks is an essential step in our approach, providing accurate information about the target object areas. Some of our generated pseudo masks shown in Figure 4.5 are close to the pixel-wise segmentation labels.

To illustrate the ability of **Detail Extraction Module**, we conduct the experiment with three setups: without Detail Extraction Module (init), use one convolution layer with kernel size 3x3 to replace Detail Extraction Module (Conv), and use our Detail Extraction Module (DEM). As is shown in Table 4.2, our DEM contributes 1.5% improvement of mean IoU compared without this module and 1.2% improvement compared with simple convolution layer. The experiment results indicate that Detail Extraction Module can capture more complementary information in the one-shot segmentation task.

We compare different fusion approaches to prove that our **Feature Fusion Module** is better when fusing the features from different stages. We conduct the experiment with three setups: summation, concatenation, and our proposed Feature Fusion Module. In Table 4.3, the results indicate that our FFM has better performance to fuse the features, and can achieve more significant improvement in the task of one-shot segmentation.

Additionally, We also conduct experiment on **Multi-Scale Evaluation**, which is commonly used in segmentation literature. To be specific, the input support image and query image are rescaled by \([0.7, 1.0, 1.3]\). Then we rescale the predicted masks back to the original size by bilinear interpolation and average them as the final result. As is shown in Table 4.4, multi-scale evaluation brings about 1.6% mean IoU improvement.

### 4.3.4 Comparison to the Pixel-wise Annotation

We compare our methods with the existing methods in pixel-wise level annotation and bounding-box level annotation on the dataset PASCAL-5i in Table 4.5. Without the utilization of pixel-wise level segmentation mask, our method with the bounding box level supervision performs (53.1%) close to the current state-of-the-art fully-supervised methods (56.0%) in the one-shot case. Simultaneously, our weakly-supervised one-shot segmentation method even outperforms a number of fully-supervised one-shot segmentation methods. Figure 4.6 shows some results of our weakly-supervised one-shot segmentation network. We can find that our network has the ability to make accurate predictions of the query images with only one labeled example image.

### 4.4 Conclusion

In this thesis, we propose a novel and effective method for the task of one-shot segmentation in weak supervision. Compared with previous fully supervised one-shot segmentation methods, we only require bounding box level annotations during training instead of expensive pixel-wise labels. We first adopt the recent weakly-supervised semantic segmentation approach to generate the pseudo mask labels. Then in our one-shot segmentation network, we utilize Detail Extraction Module to extract the detailed information with different receptive fields without increasing additional costs, and Graph Attention Unit to model the correlation between support image and query image. Finally, our Feature
Fusion Module is designed to integrate the detailed information and correspondence information for network prediction. Experiment results on dataset PASCAL-50 show the effectiveness of our approach, which lessen the performance gap between bounding box level supervision and pixel-wise annotations.
Chapter 5
Conclusion and Future Work

5.1 Conclusion

In this thesis, we focus on tackling two problems: object co-segmentation and weakly-supervised one-shot segmentation. Object co-segmentation aims to utilize joint information from multiple inputs and segment the similar objects. Weakly-supervised one-shot segmentation aims to utilize weak supervision (bounding box level supervision in this thesis) in the one-shot domain.

As for object co-segmentation, we propose a novel and effective network named CycleSegNet. In order to exchange information between local regions from two images, we design a Region Correspondence Module that shows obvious advantages over the baseline method transferring a global image representation. Our proposed Cycle Refinement Module that employs ConvLSTMs to progressively exchange information between images and update image representations can consistently improve the network predictions. Furthermore, our algorithm can handle the inputs with paired images as well as grouped images with the same network and parameters. The multi-level feature encoder can further boost the network performance effectively. Experiment results on four object co-segmentation benchmark datasets validate our design and our method surpass the existing state-of-the-art co-segmentation models.

As for weakly-supervised one-shot segmentation, we alleviate the requirement of pixel-wise annotations and only need bounding box level supervision in the training process. Compared with previous fully supervised one-shot segmentation methods, we adopt the recent weakly-supervised semantic segmentation approach to generate the pseudo mask labels as supervision. Then in our one-shot segmentation network, we utilize Detail Extraction Module to extract the detailed information with different receptive fields without increasing additional costs, and Graph Attention Unit to model the correlation between support image and query image. Finally, our Feature Fusion Module is designed to integrate the detailed information and correspondence information for network prediction. Experiment results on dataset PASCAL-5I show the effectiveness of our approach, which lessen the performance gap between bounding box level supervision and pixel-wise annotations.
5.2 Future Work

Despite the active studies in the field of object co-segmentation and one-shot segmentation, there are still some limitations with the proposed method, and further studies and improvements are demanded.

As for the object co-segmentation task, collecting a large number of manually labeled datasets is time-consuming and expensive. Thus weakly-supervised or unsupervised approaches for object co-segmentation will be our future work.

As for weakly-supervised one-shot segmentation, there is still much room to improve for weakly-supervised approaches. In our following work, we will attempt to further improve the segmentation performance under bounding box level supervision and even image-level supervision. In addition, how to make full use of the bounding box information in the weakly-supervised one shot domain is worth exploring.
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