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ABSTRACT

Machine Learning for Software Engineering (ML4SE) is an actively growing research area that focuses on methods that help programmers in their work. In order to apply the developed methods in practice, they need to achieve reasonable quality in order to help rather than distract developers. While the development of new approaches to code representation and data collection improves the overall quality of the models, it does not take into account the information that we can get from the project at hand.

In this work, we investigate how the model’s quality can be improved if we target a specific project. We develop a framework to assess quality improvements that models can get after fine-tuning for the method name prediction task on a particular project. We evaluate three models of different complexity and compare their quality in three settings: trained on a large dataset of Java projects, further fine-tuned on the data from a particular project, and trained from scratch on this data. We show that per-project fine-tuning can greatly improve the models’ quality as they capture the project’s domain and naming conventions. We open-source the tool we used for data collection, as well as the code to run the experiments: https://zenodo.org/record/6040745.

1 INTRODUCTION

During recent years, research in applications of machine learning for software engineering (ML4SE) has grown in popularity. The goal of such applications is to ease the work of software developers by automating or assisting them in everyday tasks such as writing code [8], documentation [36], finding bugs [15], testing software [28], etc. Despite active work in the research community, the usage of ML4SE approaches in practice remains limited. One of the reasons for it is that most models do not show good enough quality for real-world usage. A possible solution to this problem is the adoption of very large pre-trained Transformer models like Codex [8]. However, such models have billions (or even dozens of billions) parameters, and their real-time usage poses significant technical challenges.

A common way to evaluate ML4SE approaches is to use a large dataset of open-source projects, extract data from them, and average the metrics describing the model’s quality over all the data points collected from these projects. The number of projects in the testing dataset can be as large as hundreds, and if these projects are diverse enough, this kind of evaluation might give a pretty good understanding of the model’s overall performance. However, when developers use a model to actually assist them in their work, they are less interested in the model’s quality averaged over many projects. Instead, developers need the model’s performance to be as high as possible on a specific project that they develop at the moment.

A possible way to improve the model’s quality for a specific project is to integrate the knowledge about this project into the model. It can be done by fine-tuning the model on the data extracted from the project. Despite the straightforwardness of this idea, the benefits of per-project fine-tuning have not been investigated yet for ML4SE tasks. Existing works in the ML4SE domain either focus on project-specific models (e.g., the ones that compute statistics inside the project [1, 21]), or large models that pre-train on large corpora of code [13, 36].

Correct assessment of models fine-tuned for a specific programming project turns out to be technically challenging. In a practical setting, model fine-tuning and inference are usually separated in time. Therefore, training and testing data for the per-project fine-tuning experiments should also be separated in time. However, for most tasks, existing datasets of source code include static snapshots of the projects (i.e., state of the projects at a specific moment of time or at a specific commit) [17, 24]. Code samples from the project’s static snapshot cannot be chronologically separated for training and testing due to the incremental nature of code changes in software projects. Without chronological separation, evaluation of fine-tuned models might give overly optimistic results as the models will be allowed to “look into the future”. Thus, in order to correctly assess the quality of the per-project fine-tuning, we need to take the project’s development history into account as well.

In this work, we introduce a novel data collection methodology that allows evaluation of machine learning models fine-tuned on the data from a specific project. Our methodology mimics the practical usage of such models: the data for fine-tuning comes from
We implement the suggested approach as an open-source tool for the project’s snapshot, while validation and testing are done on method creations introduced chronologically after this snapshot. This way, we can assure that there is no data leakage between the samples used for fine-tuning and testing, i.e., we ensure that during training the model did not access the data from the project’s future. We implement the suggested approach as an open-source tool for mining datasets from the projects’ histories.

We then explore how the models’ performance can be improved by targeting a specific project. For this purpose, we study the task of method name prediction, which requires a model to generate a method’s name given its body and signature. According to the study by Minelli et al. [26], developers spend 70% of their time in integrated development environments (IDEs) reading code rather than writing it. For this reason, accurate and self-explanatory naming of methods and variables is very important [7]. The automated generation of better method names can assist developers in this task, but existing approaches to method name prediction do not yet achieve industry-level quality. Additionally, this task is popular in the ML4SE domain because it represents an extreme case of code summarization, which in turn can be seen as a benchmark of how good ML models are in code understanding [1, 2, 14, 39].

We compare three different models that work with different representation of source code, while all taking into account its underlying structure: CodeTransformer [39], TreeLSTM [33], and Code2Seq [2]. CodeTransformer is a Transformer-based [35] model that modifies computation of attention by adding information from the code’s abstract syntax tree (AST). TreeLSTM is a modification of the LSTM [16] model that works with trees (ASTs in this case). Code2Seq is a model that works with path-based representation [3] of code that proved to perform well for the code summarization task. For evaluation, we use the java-medium dataset [2], which is commonly used in previous works on method name prediction.

In particular, with CodeTransformer we analyze whether the information from a specific project improves the quality of popular large-scale pre-trained models. It turns out that CodeTransformer’s F1 and ChrF scores can be improved by more than 15% after fine-tuning on a particular project, while training from scratch on the data solely from the project quality-wise is comparable to pre-training on more than 15 million functions. TreeLSTM and Code2Seq also benefit from the per-project fine-tuning, even though it does not allow them to catch up with more complex and capable models.

With this work, we make the following contributions:

- We suggest the idea of per-project fine-tuning of machine learning models working with source code. To the best of our knowledge, our work is the first to explore fine-tuning of ML4SE models in order to make them work better on particular projects.
- We develop a framework that makes possible the evaluation of models fine-tuned on specific projects, which we believe better represents the usage scenarios of the models in real life. The proposed approach takes the project’s history into account and allows to separate the training, validation, and testing data in time. This way we ensure the absence of data leakages between training and testing data, i.e., during training, the models do not have access to the information “from the future”, which could happen in traditional evaluation approaches.
- We publish a tool that parses the development history of a software project written in Java and prepares a dataset for fine-tuning the models based on it and for their appropriate evaluation. In this study, we apply the tool to process projects from the existing java-medium dataset and assess the per-project fine-tuning of the models in the method name prediction task. However, the tool can be employed for data mining in other ML4SE tasks as well.
- We evaluate three models—CodeTransformer, Code2Seq, and TreeLSTM—in the method name prediction task. For each model, we assess three of its versions: without fine-tuning, with per-project fine-tuning, and trained from scratch on the project’s data. We demonstrate that project-level fine-tuning might significantly boost the models’ performance by enabling them to learn project-level conventions and domain-specific information. Importantly, it holds for the CodeTransformer model that was pre-trained on a very large data corpus. We demonstrate that by training only on the data from the project, for CodeTransformer, we can reach the quality similar to the pre-trained model without fine-tuning.

Our findings highlight that while large-scale pre-training indeed boosts the models’ quality, practical applications of ML4SE models might require taking available project-specific information into account.

2 ASSESSING PER-PROJECT FINE-TUNING

2.1 Motivation

While the accuracy of predictions remains critical for practical applications of ML4SE models, existing works mostly focus either on models that gather information from a particular project where they will be applied [1, 21], or training and evaluating models on separate large sets of projects [13, 36]. We can combine both approaches by firstly training a model on a large code corpus and further fine-tuning it to capture project-specific information. This way, we can bring the models closer to the practical setting: in practice, programmers need the best possible model’s quality for the project they develop at the moment rather than good average quality for an arbitrary set of projects. However, the correct assessment of the model’s quality after fine-tuning could be challenging.

In this work, we study the task of method name prediction as it presents a popular benchmark of how well the models can understand the functionality of source code [2, 14, 39]. A straightforward approach to test a fine-tuned model would be to randomly split the project methods into training, validation, and testing parts. However, this way we cannot assure that all the code fragments in the testing part were written after the ones from the training set. If this condition is violated, this could result in a data leakage that might lead to overly optimistic and incorrect results. For example, when programmers develop a method that uses some functionality that was not yet developed at the moment of fine-tuning, the model should not have any information about it. Hence, the model should be surprised by the input data in this case. If we split all the project methods randomly, the model will likely capture usage examples
of most methods and will be less surprised with the testing data than it would happen in practice.

While splitting training and testing data in time is a crucial element of the correct assessment of the model’s quality after per-project fine-tuning, it might be also important for the general evaluation of ML4SE models. As time goes on, the code programmers write tends to change: programming languages add new features and code constructs, new libraries and frameworks emerge, popular technologies change. All of this leads to a drift in the input data for models working with source code. Nowadays, most works measure the quality of models by splitting the training and evaluation data at the project level [17, 39], hence the testing dataset might contain projects that were developed long before the ones in the training set. This evaluation technique—without taking the time aspect into account—might lead to the incorrectly high metric scores. We include the demonstration of such a case in the Appendix (see Appendix C). We expect this to be the case not only for the method name prediction task, but also for other software engineering problems, as the underlying reasoning is applicable to them as well.

2.2 Proposed Evaluation Framework

In order to mitigate the aforementioned issues and correctly measure the effect of models’ fine-tuning for a specific software project, we develop a novel approach that mimics the practical usage of a model that predicts method names. The developed framework can be extended to prepare data for other software engineering tasks that operate with code at method- or class-level: detection of outdated comments [23], program repair [15], recommendation of identifier names [1], and others. The proposed approach ensures that the training part of the dataset consists of the methods that were implemented before the ones from the validation and testing sets. Figure 1 presents the pipeline of data collection.

In the first step, we parse the Git history of a project and extract all method changes from it. The difficult part of history processing comes from the fact that Git does not support proper handling of both file histories and methods’ histories. Difficult cases arise when a method’s signature was changed, a method was renamed, moved to another class, or the whole class containing the method was moved or renamed. Without explicit tracking, such situations would introduce two method changes: one that deletes the method, and one that creates it back, breaking the methods’ histories.

To accurately track methods’ histories, we propose to identify refactorings in each commit: renamings, relocations of methods and classes, method extractions, changes in method signatures, etc. We propose to use the information about such refactorings to extract method creations (i.e., events when initial versions of methods are committed to Git), as we deal with the method name prediction task. However, other researchers can apply such an approach to mine data for other software engineering tasks: recommendation of names for identifiers [1], detection of bug-introducing commits [15], detection of outdated comments [23], and others.

Once we extracted method creations from the project’s history, we split them into two parts targeting the 80:20 ratio. Then we identify a commit that encompasses 80% of the introduced methods (see Figure 1 for a visualization), and use the project’s snapshot at this commit to construct the training dataset. It resembles the way how programmers can use the data from the current version of the project to fine-tune a model and then use it for the subsequent project development. In the final step, we identify method creations that happened after the selected snapshot, and split them in two halves by the commits’ date. The earlier half constitutes the validation part, while the later one constitutes the testing set. To further assure that there are no data leakages (e.g., due to the presence of copied-and-pasted methods or code clones in the codebase), we deduplicate all the collected methods.

From the practical perspective, our framework mimics the way how the model can be fine-tuned on the data from a project at some point of its history and then be used to predict names or solve another SE task for the newly implemented methods as the project carries on. Since we split the methods by the time of their creation, we can be sure that there are no data leakages between the training and testing data. The developed approach can be beneficial not only for the method name prediction problem, but also for other ML4SE tasks targeting method granularity.
We implement the described framework in a tool called Miner. Currently, the tool supports working with Java, as it is the most commonly studied language in the ML4SE domain. Miner is a plugin for IntelliJ IDEA written in Kotlin that runs the IDE in the headless mode (i.e., without graphical user interface) and uses it to process Git history and extract data from it. In this, we follow the idea to use the IDE as a software analysis tool for mining data for ML4SE tasks which was initially suggested by Spirin et al. [32].

In order to determine the refactorings performed in each change, we use RefactoringMiner [34], a library that identifies refactorings made in Java code in Git commits. The authors report 99.6% precision and 94% recall in the detection of more than 80 kinds of refactoring operations, which is the best performance among the refactoring detection tools. We employ the information about refactorings to identify renamings, moves, and extractions at method and class level. It further allows us to track the methods’ history as the project develops further and to filter out all the method changes aside from their creations (i.e., commits where the methods are initially written).

After determining the project’s snapshot (see Figure 1) that we use for per-project fine-tuning, we run deduplication to get rid of the methods in testing and validation sets that have duplicates in the training data. These duplicates can appear due to copying-and-pasting of functionality or they can be common simple methods such as getters or setters for variables with common names. We identify the duplicates with a two-step procedure. Firstly, we identify the exact textual duplicates: we remove all the comments and whitespaces from the methods and find the exact copies afterwards. Secondly, for each machine learning model that we study, we identify duplicates after extracting the model-specific code representation. Thus, if the methods have the same name and some subtle differences in their implementations that the model cannot see, we also remove them from the testing or validation data. This way, we ensure that the models’ results are not overly optimistic.

3 EXPERIMENTAL SETUP

3.1 Research Questions

With this study, we aim to evaluate whether project-specific information can be helpful for machine learning models working with source code. In particular, we are interested in whether large-scale pre-training allows the models to mitigate the need of capturing project-specific information, and whether simpler models benefit more from the project’s data. To investigate it, we formulate the following research questions:

- **RQ1:** How does fine-tuning on the data from a specific project impact the quality of different machine learning models in the method name prediction task?
- **RQ2:** Can fine-tuning on the data from a specific project allow simpler models to catch up with the more complex ones?
- **RQ3:** Is information from the project alone enough to accurately predict method names?
- **RQ4:** What do models learn from the project’s data?

With RQ1, we aim to study whether fine-tuning on the project’s data can improve results of the models with different complexity.

By answering RQ2, we want to understand whether fine-tuning can help simpler models to overcome their more complex counterparts. If that is the case, the development of models that are better suited for handling project-specific data (even by trading off other capabilities) might be of interest.

Answering RQ3, we study models that did not see any data other than from the project itself. Training of such models is way faster compared to the pre-training on vast amounts of data, which is important in a practical setting.

RQ4 targets the details models learn after fine-tuning on a project (e.g., project’s naming conventions, domain of the project, usages of particular libraries, etc.). This information can pave the way to enhancing the models by explicitly including the needed data into the model’s input, which can be seen as an alternative to fine-tuning.

3.2 Evaluation Scheme

**Method name prediction task.** In prior works, researchers formulate the task of method name prediction as follows: given the whole method implementation (including its return type, modifiers, arguments, and body) with its name being replaced with a stub token, the model should generate the original method’s name. The method itself in this case can be represented as a sequence of text tokens [13], abstract syntax tree [2], a complex graph [14], etc. While some earlier works on this problem formulated it as a classification task (i.e., every unique method name belongs to a separate class) [4], this approach does not generalize well. Consecutive studies treated the problem as a task of sequence generation [14, 39]. A method name in this case is split into a sequence of sub-tokens by CamelCase or snake_case. This approach allows models to generate names that they did not encounter in the training set.

**Metrics.** Most studies that evaluated models for method name prediction used F1-score to compare the results [1]. Its computation relies on the fact that models generate method names as sequences of sub-tokens. Precision is then computed as the percentage of sub-tokens in the generated sequence that also appear in the actual method’s name. Recall is the percentage of sub-tokens in the original method’s name that appear in the prediction. F1-score is the harmonic mean of precision and recall. Thus, this metric ignores the order of sub-tokens in the prediction. It is motivated by the method names like linesCount and countLines, where changes in the word order do not affect the meaning.

A recent work by Roy et al. [31] studied the applicability of various metrics from the natural language processing (NLP) domain for code summarization tasks. The authors evaluated code summarization models with BLEU [29], METEOR [6], ROUGE [20], ChrF [30], and BERTScore [38], and compared the results with human assessment. They conclude that METEOR and ChrF are the most appropriate metrics for the code summarization task. As the method name prediction is often thought of as an “extreme summarization of code” (i.e., the model needs to describe the method’s functionality in a very concise way), we also choose ChrF as another metric that we look at in this study.
We consider one model to confidently beat another on a project was originally introduced, it contained about 3.8M methods. We then used to benchmark method name prediction models [2].

Finally, we remove repeated sub-tokens from the computation of the metric scores, since otherwise they might skew the metrics. To understand the motivation for such filtering, consider the following example: the original method name is getApple and a model generates getGetGetGetOrange. If we do not remove the repeating sub-tokens, we might consider the model’s precision to be 80% as it generated the word get from the correct sequence multiple times. However, the users will most likely treat such prediction to be way worse than a simple getOrange that scores 50% precision.

Model comparison. In order to compare different models, we run paired bootstrap tests [11] over their predictions for each test project. A detailed description of this test can be found in the work by Dror et al. [10]. In short, given the results of two models for the samples from a single project, we resample the result pairs with replacement 10 thousand times, and for each resampled set, we determine which model has the better average metric on this set. The probability of one model beating the other for a specific project is then the ratio of resamples where it has a better score. We consider one model to confidently beat another on a project when the probability of it being the winner is higher than 95%.

3.3 Dataset

For evaluation of the models that were fine-tuned per-project, we use the Java-medium dataset. It was introduced by Alon et al. and was then used to benchmark method name prediction models [2]. The dataset includes 1.000 top-starred Java projects from GitHub. The training part of the dataset includes 800 projects with 100 projects per validation and testing sets each. When the dataset was originally introduced, it contained about 3.8M methods. We collected the up-to-date versions of these projects from GitHub in August 2021. Four projects from the original list turned out to be deleted or made private.

For the method name prediction task, the methods should be filtered to avoid meaningless examples and data leakages. Following the previous works [2, 32], we apply the following filtering to ensure data quality:

- Mask method names in recursive calls. Otherwise, the model will learn to identify recursive calls and copy method names from them.
- Remove empty methods. For such methods, models can only random guess the answer, which skews the results. Moreover, generating a name for an empty method looks like a rather impractical scenario.
- Remove abstract and overridden methods. Such methods contribute multiple samples with the same label to the dataset, virtually giving the corresponding names higher weight when training the model. However, at the time of applying the model in practice, it is unlikely that an abstract method can be correctly named based on a single overridden instance. Thus, we decided to remove both abstract and overridden methods.
- Remove constructors. Their names are identical to their class names, but generation of a class name based on a single constructor seems impractical.
- Remove comments and javadocs. They might contain hints at the current name of the method, while the goal of the task is to summarize the method’s functionality.

We use PSMiner [32] to filter methods and extract training data for the models (see Section 3.4): tokenized code, abstract syntax trees, and path-based representation of code.

We ran Miner for all the projects in the testing set of Java-medium. We removed the projects where the number of samples in the testing dataset after filtering was less than 20. Such a small number of samples would not allow a statistically significant model comparison. We manually explored the reasons why such projects appear in the dataset and found three main reasons for that:

- a project itself is just too small;
- we filter out almost all the methods: it happened for some of the Android projects that only contained overridden methods from the built-in or library classes;
- a project contains incomplete Git history: while the project is large, almost all the code was pushed to the repository in the initial commit.

In the end, out of the 100 projects of the testing part of the Java-medium dataset, 47 of them made it to our resulting dataset, containing at least 20 testing samples each. We include a full list of the studied projects in the Appendix (see Table 2).

3.4 Models

In this work, we compare three machine learning models that were previously applied to the method name prediction task, namely CodeTransformer, Code2Seq, and TreeLSTM. With this, we aimed to select a set of models that is diverse from the point of their architecture and complexity. We describe the models in more detail in the Appendix (see Appendix A). In this section, we provide their brief overview.

CodeTransformer. CodeTransformer [38], a large Transformer-based model that is adapted to working with code by taking into account its abstract syntax tree. In contrast to other Transformer-based models working with code (e.g., CodeT5 [36], CodeBERT [13]), CodeTransformer was previously evaluated on the method name prediction task. In this work, we use the pre-trained model published by the authors. The model contains about 108M parameters.

Code2Seq. Code2seq [2] is a code-specific model introduced by Alon et al. that works with the path-based representation of code [3]. By including Code2Seq in the study, we aim to answer RQ2 — whether additional fine-tuning will allow shortening the gap between this model and CodeTransformer that benefited from large pre-training. We use our own implementation of the model. We train the model on the Java-medium dataset achieving the same quality on its testing part as was reported by Alon et al. The total size of the model is 7.5M parameters.
TreeLSTM. TreeLSTM [33] is a simpler model compared to the previous two. It was originally designed to work with trees built from sentences in natural languages. However, it was also applied to source code authorship attribution [5], method name prediction [2], and code generation [22]. With TreeLSTM, we study whether a simpler model can improve the quality by fine-tuning to catch up with the modern architectures. We train this model on the Java-medium dataset for the method name prediction task. On the testing part of Java-medium, we achieve the quality similar to the one reported in other papers. The total size of our TreeLSTM is 6.2M parameters.

### 3.5 Project-level Training

The models described previously are trained to maximize the quality across all the methods in the validation set, no matter what project they come from. In this work, we refer to such training setup as “Original”. We evaluate the pre-trained models on the testing data collected from each project (see Section 3.3).

In order to analyze the impact of per-project fine-tuning, we fine-tune the pre-trained version of each model on the data from each project (i.e., for 47 projects, we get 47 fine-tuned versions of each model). We refer to the resulting models as “Fine-tuned”.

Finally, to understand whether the information solely from a particular project is enough to make decent predictions, we train each model from scratch on the data from each project (i.e., for 47 projects, we get 47 versions of each model trained from scratch). We refer to this setup as “Project-only”.

### 4 RESULTS

In this work, we use the proposed evaluation framework for per-project fine-tuning to compare three ML4SE models: CodeTransformer, Code2Seq, and TreeLSTM. For each model, we apply three different scenarios to train them: “Original”, “Fine-tuned”, and “Project-only”. Thus, we have nine different model variants for comparison. In order to analyze the experimental results, we report average ChrF and F1 for each model variant (see Table 1) and pairwise statistical comparison with other model variants (see Figure 2). We also report an average ChrF for each project with at least 100 testing samples in the Appendix (see Figure 3).

#### Table 1: Averaged F1 and ChrF scores for all the studied models. Large projects contain at least 100 testing samples, small ones — between 20 and 100 testing samples. "ORIG (Original)" models trained to solve the method name prediction task without seeing the data from the test project. "FT (Fine-tuned)" models were further trained on the data from a specific project. "PO (Project-only)" models trained only on methods from one project.

| Model       | Large projects | Small projects |
|-------------|----------------|----------------|
|             | F1  |ChrF | F1   |ChrF |
| CodeTransformer |     |     |      |      |
| FT           | 47.6 | 45.0 | 57.7 | 55.1 |
| ORIG         | 40.9 | 39.4 | 38.6 | 37.7 |
| PO           | 42.9 | 40.4 | 43.1 | 39.3 |
| Code2seq     |     |     |      |      |
| FT           | 40.2 | 32.6 | 44.1 | 37.4 |
| ORIG         | 34.5 | 28.0 | 37.4 | 31.4 |
| PO           | 30.8 | 23.9 | 24.2 | 19.5 |
| TreeLSTM     |     |     |      |      |
| FT           | 29.2 | 23.1 | 34.2 | 29.2 |
| ORIG         | 26.6 | 21.2 | 31.6 | 26.2 |
| PO           | 15.4 | 12.0 | 12.5 | 10.7 |

**RQ1:** How does fine-tuning on the data from a specific project impact the quality of different machine learning models in the method name prediction task?

In order to answer the first research question, we perform a paired bootstrap test to compare the results of the studied models with and without fine-tuning (see Figure 2). For this, we consider projects with at least 20 testing samples.

For CodeTransformer, fine-tuning leads to a statistically significant increase in the model’s performance for 34 projects, while for 11 we observe no difference. For two projects, fine-tuning actually worsens the results. It happens because in our evaluation framework, training, validation, and testing data are separated in time. Therefore, for some projects there is a discrepancy between the validation and testing data (e.g., due to changes in the project development) which leads to sub-optimal early stopping. Judging by these results, we conclude that fine-tuning leads to better CodeTransformer’s quality for the majority of the projects. On average, the F1-score of the model changes from 40.9 to 47.6 for large projects (see Table 1), which is a relative increase of more than 15%. Similarly, ChrF improves from 39.4 to 45.0.

For Code2Seq, fine-tuning significantly improves the results for 26 projects, worsens for a single one, and does not change the quality for 20 projects. The average F1-score on large projects increases from 34.5 to 40.2, which is a relative growth similar to what we see for CodeTransformer. Overall, fine-tuning allows Code2Seq to capture helpful information for the majority of the projects.

Finally, for TreeLSTM, we get significant improvements for 18 projects but a decrease in results for 6 of them. For 23 projects, there are no significant changes. On average, the F1-score changes from 26.6 to 29.2, which is a less than 10% relative increase. Both the per-project results and improvements in the metric scores turn out to be smaller for TreeLSTM compared to other models.

Our experiments show that the effect of fine-tuning does not decrease as models become larger and more complex. In contrast to other models that we study, CodeTransformer has an order of magnitude more parameters (more than 100 million) and is pre-trained on a much larger dataset. It was first trained to solve the permutation language modeling task and then to predict method names on more than 15 million Java methods. Despite the massive pre-training, the model still can derive useful information from the project’s data. Fine-tuning on the project-specific data allows to (1) significantly improve the model’s performance for most of the projects and (2) get an even higher relative increase in F1-score than for simpler models. Thus, we conclude that per-project fine-tuning can be a useful practice even for modern large-scale models.

#### RQ2:** Can fine-tuning on the data from a specific project allow simpler models to catch up with the more complex ones?
For the second research question, we compare the performance of the fine-tuned Code2Seq and TreeLSTM models to the pre-trained version of CodeTransformer, as well as the fine-tuned TreeLSTM to the pre-trained Code2Seq. Figure 2 shows the results of the models’ pairwise comparison for all the projects.

As we described in the first research question, TreeLSTM cannot learn much new information from the project-specific data. Given that, it cannot catch up neither with Code2Seq nor CodeTransformer, as even after fine-tuning it performs significantly worse for most of the projects. The only project where it can outperform Code2Seq is *talon-twitter-halon*. It happens because the project contains a lot of methods that have the same names in both testing and training data. Such methods in this project have slight differences in implementation, which TreeLSTM can successfully ignore.

Even though Code2Seq can beat the pre-trained version of CodeTransformer on 4 projects and performs of par on 18 of them, it still shows significantly worse quality on 25 projects. Moreover, for the projects where Code2Seq manages to catch up, the fine-tuned version of CodeTransformer consistently achieves better average F1-score and ChrF, most of the time with statistical significance.

Based on the investigation in this and previous research questions, we conclude that fine-tuning is more beneficial for more complex and better-trained models. Even though simpler models also benefit from fine-tuning, it does not allow them to close the gap in quality with the more complex ones.

**RQ3: Is information from the project alone enough to accurately predict method names?**

We perform a set of experiments where the models are trained from scratch on the data from a specific project. We initialized the models’ weights with random values the same way as it was done during pre-training. Similar to the fine-tuning experiments, CodeTransformer and Code2Seq benefit from the project’s data, while TreeLSTM cannot generalize well based on it. Figure 2 shows results of the comparison for the models trained from scratch.

According to the paired tests, for TreeLSTM, the model trained on the data solely from one project performs worse than the pre-trained version for 44 projects and achieves matching results only for 3. For Code2Seq, the results are similar: most of the time, the project-only version is significantly worse than the pre-trained one.

Surprisingly, the project-only version of CodeTransformer performs comparable to the pre-trained version of the model. The project-only model has better quality for 13 projects, worse quality for 18, and the models are indistinguishable 16 times. For some projects, project-only training achieves substantially higher results: for the *rest-assured project* the average ChrF nearly doubled. Also, the project-only CodeTransformer consistently outperforms Code2Seq.

Good performance of CodeTransformer trained on the project’s data is an interesting result since model training on samples from a single project is quicker than its pre-training on thousands of projects. It suggests that the study of complex models trained on just a single project can be an interesting research direction as it allows cutting computation time. However, a combination of pre-training with further fine-tuning remains a better option: the project-only CodeTransformer can achieve statistically similar performance only for 4 projects and falls behind for 43 of them.

**RQ4: What do models learn from the project’s data?**

We examined predictions of the models before and after fine-tuning in order to identify patterns in the cases where fine-tuning improved the predictions. One source of the improvement is the presence of methods with the same names in the testing and fine-tuning data mined from a project. We should note that methods with the same names are never completely identical, as we carefully track methods’ histories and also run additional deduplication to account for copied-and-pasted methods. Based on our analysis, such cases arise because of the three major reasons:

- **Common methods:** for example, getters and setters with more complex logic than just returning a variable. Complex logic leads to implementation differences between methods, e.g., calls to different types of data providers.
- **Common implementation:** for example, getters and setters with the same names are never completely identical, as we carefully track methods’ histories and also run additional deduplication to account for copied-and-pasted methods. Based on our analysis, such cases arise because of the three major reasons:
- **Common data:** for example, getters and setters with the same names are never completely identical, as we carefully track methods’ histories and also run additional deduplication to account for copied-and-pasted methods. Based on our analysis, such cases arise because of the three major reasons:
Architectural flaws: in some projects, we encountered many classes with similar roles and functionality (e.g., data providers, helpers, etc.) that do not inherit from a common abstract class or implement a common interface. It leads to the creation of methods with the same names and similar logic in each class, which would otherwise be marked as overridden. In particular, such a situation happened in the talon-twitter-holo project that shows the biggest boost in performance after fine-tuning.

Tests: large projects have naming conventions for tests. Test methods for classes with similar logic (e.g., implementing a common interface) test similar functionality, so they often share names.

Methods with names that appeared in the fine-tuning dataset constitute about 33% of samples where the fine-tuned CodeTransformer model performs better than the pre-trained one. For the other two models, the respective numbers are 28% for Code2Seq and 25% for TreeLSTM. Thus, models improve not only because they saw similar methods in the fine-tuning data. Moreover, the identified cases are important for models to solve as they keep the names consistent across the project.

Another reason for improvement after fine-tuning is learning of project-level naming conventions. For example, the names of most test methods in the gcd project start with the word “should” rather than with the commonly used “test”. The fine-tuned models successfully capture this information: for CodeTransformer, on gcd, roughly 60% of the generated names that improved in quality after fine-tuning are tests starting with “should”. The pre-trained model identifies test methods but suggests names starting with “test”. A similar situation happens for the rest-assured project, where test methods start with “can”. Thus, fine-tuned models are better at following project-level conventions.

Also, fine-tuning allows the models to focus on the project’s domain. By training on a huge dataset, models maximize average quality. For the Java-medium dataset, the most popular domain is Android. Thus, the models seem to follow the Android naming conventions. For example, in the MinecraftForge project, the pre-trained version of CodeTransformer generates the name “subscribe” as a part of code. Fernandes et al. [14] used gated graph neural network (GGNN) [19] to predict method names. GGNN allows working with more complex graph representation of code than with AST: the authors combined AST with data flow graph, control flow graph, and added augmenting edges. While the work showed results superior to the previously reported ones, it only evaluated on the Java-small dataset consisting of 11 projects. In terms of the raw quality, the suggested model was later surpassed by CodeTransformer. Evaluation of GGNN and other graph-based models working with source code [15] in the per-project fine-tuning setting is an important topic for the future work.

Recently, researchers suggested many different Transformer-based models for working with software code: CodeTransformer [39], CodeT5 [36], CodeTrans [12], CodeBERT [13], Codex [8]. Out of these models, only CodeTransformer was evaluated for the method name prediction task. Therefore, we evaluate it in our work, as application of other models requires their adaptation to the new task and further re-training.

6 RELATED WORK

Aside from the models that we study in our work, researchers used other approaches to solve the method name prediction task. Al-lamanis et al. [1] suggested an approach based on N-grams that works at the project level. Alon et al. suggested Code2Vec [4], a simpler ML model that builds on top of path-based representation of code. Fernandes et al. [14] used gated graph neural network (GGNN) [19] to predict method names. GGNN allows working with more complex graph representation of code than with AST: the authors combined AST with data flow graph, control flow graph, and added augmenting edges. While the work showed results superior to the previously reported ones, it only evaluated on the Java-small dataset consisting of 11 projects. In terms of the raw quality, the suggested model was later surpassed by CodeTransformer. Evaluation of GGNN and other graph-based models working with source code [15] in the per-project fine-tuning setting is an important topic for the future work.

7 CONCLUSION

Machine learning on source code is a promising research direction that gains a lot of attention recently with the works like Codex [8] and AlphaCode [18]. In this work, we suggest to fine-tune the ML models working with source code on the data from specific software projects. While the common practice is to train models on large datasets of code, in practice programmers need the best possible model’s quality for a project that they are working with at the moment. By fine-tuning on the data from this project, we can bring ML models closer to practical applicability.

In our work, we target the method name prediction task that aims to generate high-quality names for code methods. While the task serves as a popular benchmark for assessing models’ ability to understand code functionality, it also has practical value for keeping the method names consistent and self-explainable. We develop an evaluation framework that allows correct assessment of model’s
quality before and after fine-tuning on a specific project. It takes into account the project’s history of development in order to separate training, validation, and testing data in time. We also implement the developed framework as an open-source tool for automated mining of datasets from arbitrary Git projects. We applied the tool to mine the data from the commonly used Java-medium dataset, leaving us with 47 preprocessed projects for further tests.

We then use the developed framework and the collected data to evaluate three models: CodeTransformer, Code2Seq, and TreeLSTM. We compare the results of their pre-trained and fine-tuned versions, as well as train them from scratch on the data solely from a single project. Our experiments for 47 projects suggest that all the models benefit from fine-tuning, but more complex ones can capture even more information this way, despite the larger pre-training and capacity. For CodeTransformer, we achieve a 15% significant improvement of the results on almost all the test projects.

In order to ease the research in the direction of per-project fine-tuning, we open-source Miner—the tool for mining evaluation data for per-project fine-tuning—as well as the code for running our experiments: https://zenodo.org/record/6040745. All the collected datasets will be published upon paper acceptance.
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A MODELS

In this section, we describe the models used for comparison in more detail.

A.1 CodeTransformer

CodeTransformer [38] is a large Transformer-based model that is adapted to working with code by taking into account its abstract syntax tree. While recently there were other large Transformer-based models trained and applied on source code (e.g., CodeTS [36], CodeBERT [13]), CodeTransformer is among the few that both (1) take code structure into account and (2) were evaluated on the method name prediction task.

The main distinguishing feature of this approach is incorporating relative distances between nodes in the AST. In the original Transformer model [35], authors proposed to embed information about the position of each token into the model. Later, Dai et al. [9] proposed to replace absolute positions with relative positions between tokens in the input sequence. The authors of CodeTransformer transfer this idea to source code, but as relative distances between tokens, they use distances between the corresponding nodes in the code’s AST. CodeTransformer simultaneously uses four different types of distances between the nodes in the tree: shortest path length, ancestor distance, sibling distance, and Personalized PageRank [27]. As a part of the training process, the authors apply large pre-training with the permutation language modeling objective [37] on a combination of the Java-medium and Java-large datasets [2], containing more than 15 million methods in total. The pre-trained model is further fine-tuned for the method name prediction task on the Java-small dataset. Currently, CodeTransformer shows one of the top results in method name prediction.

A.2 Code2Seq

Code2seq [2] is a code-specific model introduced by Alon et al. that works with the path-based representation of code [3]. The model was originally applied for the method name prediction task and since then became a strong baseline for other works targeting this task. Among the models that do not use large-scale pretraining on unlabeled data, Code2Seq remains one of the best models that use no other data except for the code’s AST.

The path-based representation of code used by Code2Seq is built in the following way. For each snippet of code, a set of path contexts is extracted from the AST. Each path context is a triple of tokens in two AST leaves and a sequence of node types along the path between them. From the model architecture’s perspective, Code2Seq at first transforms each path context into a numerical vector by folding the sequence of node types with LSTM [16] and adding embeddings of tokens. After that, to generate a target sequence, Code2Seq uses LSTM with Luong’s attention [25] over the path-contexts’ embeddings.

In the original work [2], the authors applied Code2Seq to the method name prediction and documentation generation tasks. They used the described approach to train the model on Java-small, Java-medium, and Java-large datasets and reported state-of-the-art results at that time. Nowadays, this model is still very popular as a strong baseline due to a good combination of quality, simplicity, and speed.

A.3 TreeLSTM

TreeLSTM [33] is a simpler model compared to the previous two. It was originally designed to work with trees built from sentences in natural languages. However, it was also applied to source code authorship attribution [5], method name prediction [2], and code generation [22]. With TreeLSTM, we study whether a simpler model can improve the quality by fine-tuning to catch up with modern architectures.

The model proposed by Tai et al. is based on a regular LSTM model [16], modified to work with tree-like input structures. The original LSTM cell works with sequences — it recurrently processes each token with the proposed gates mechanism. When applying the model to a tree, the authors suggest traversing it in the topological order from leaves to the root and applying a modified LSTM cell to each node. The node uses information from its children as input and passes the information to its parent. Since this way cells need to work with more than one input, the authors proposed two possible modifications: an N-ary cell for trees with the constant number of children and ChildSum for the rest. The latter is a cell that sums up its children’s representations into a single vector and processes it with an LSTM cell without any further changes. For the AST, only the ChildSum cell is applicable.

B DETAILED RESULTS

Here we present a more detailed view of the results we get for projects with at least 100 testing samples. In Figure 3, you can see the results of the studied models on each of 26 large projects. We report average ChrF values for three versions of each model: pre-trained, fine-tuned on the project’s data, and trained from scratch on data from the project. Table 2 shows the list of the 47 projects that we use to evaluate models. The projects come from the testing part of Java-medium dataset. Each project contains at least 20 testing samples after applying the data extraction procedure described in Section 2.2.
Table 2: The list of 47 GitHub projects that we use for evaluation. The projects contain at least 20 testing samples each after data extraction.

| Project Name                  | Method Name       |
|-------------------------------|-------------------|
| Activiti                     | graphql-java      |
| AmazeFileManager             | hibernate-orm     |
| CameraFragment                | hover             |
| DiscreteScrollView           | http-kit          |
| ExoPlayer                     | incubator-heron   |
| Fragmentation                 | interview         |
| GestureViews                  | jmeter            |
| MSEC                          | keycloak          |
| MinecraftForge               | languagetool      |
| NoHttp                       | lottie-android    |
| Smack                         | objectbox-java    |
| StickyHeaderListView          | requery           |
| VasSonic                      | rest-assured      |
| VirtualAPK                   | robotium          |
| android-advancedrecyclerview | socket.io-client-java |
| android-priority-jobqueue    | solo              |
| btrace                       | spring-boot-starter |
| dropwizard                   | talon-twitter-holo|
| eureka                       | wildfly           |
| feign                        | xUtils3           |
| flow                         | xabber-android    |
| generator                    | zipkin            |
| good                         |                   |

C TIME IMPACT ON THE EVALUATION

In order to ensure that the implementations of the models we use in our work are correct, we evaluated them on the testing part of the Java-medium dataset. The results we got for all the models match with the results reported in the respective papers up to the small differences in data filtering and metric computation. However, when testing the models on the newly collected data (method creations extracted from the latest parts of projects’ histories), we noticed a substantial drop in both F1 and ChrF scores.

We then evaluated the pre-trained versions of the models on the training parts of the collected per-project datasets (i.e., the data that we use for fine-tuning the models). As it consists of projects’ snapshots, it closely resembles the testing part of the Java-medium dataset. Table 3 shows the evaluation results on both training and testing parts of the collected data.

As we expected, the results we get on the training parts of the projects are lower, but still close to the ones reported in the papers. We suspect that a slight decrease in F1-score happens because the snapshots used here are different from the ones in the Java-medium dataset, as we selected them specifically for the fine-tuning experiment (see Section 2.2).

However, when measured on the testing data from the collected projects, F1-score drops drastically. The major difference between training and testing data is the separation in time. For each project, the training data comes from its snapshot at some point of its history. Such snapshots contain both new and old methods. On the other hand, testing data includes the most recently developed methods in each project. It turns out that the prediction of names for new methods is more challenging for the models.

The testing datasets that we collect for the fine-tuned models resemble the practical scenario of applying method name prediction models in practice. As it turns out to be more challenging for the models, we suggest that future research should take into account the time of creation for the code snippets used during
Table 3: Averaged F1-score for the pre-trained versions of studied models on training and testing parts of the datasets collected in this work.

| Model         | Training data, F1 | Testing data, F1 |
|---------------|-------------------|------------------|
| CodeTransformer | 48.5              | 40.9             |
| Code2Seq      | 47.1              | 34.8             |
| TreeLSTM      | 38.5              | 26.9             |

However, the observed phenomenon requires a more in-depth analysis.