Zener tunneling isospin Hall effect in HgTe quantum wells and graphene multilayers

M. Lasia, E. Prada, and L. Brey
Instituto de Ciencia de Materiales de Madrid, (CSIC), Cantoblanco, 28049 Madrid, Spain
(Dated: January 31, 2013)

A Zener diode is a paradigmatic device in semiconductor-based electronics that consists of a p-n junction where an external electric field induces a switching behavior in the current-voltage characteristics. We study Zener tunneling in HgTe quantum wells and graphene multilayers. We find that the tunneling transition probability depends asymmetrically on the parallel momentum of the carriers to the barrier. In HgTe quantum wells the asymmetry is the opposite for each spin, whereas for graphene multilayers it is the opposite for each valley degree of freedom. In both cases, a spin/valley current flowing in the perpendicular direction to the applied field is produced. We relate the origin of this Zener tunneling spin/valley Hall effect to the Berry phase acquired by the carriers when they are adiabatically reflected from the gapped region.

I. INTRODUCTION

A large class of semiconductor devices is based on quantum mechanical tunneling of carriers through potential barriers. This is the case of the Zener diode, which consists of a p-n junction where a strong enough electric field induces interband transitions from the valence band of the p-type material to the conduction band of the n-doped material, see Fig. 1(a). The tunneling amplitude is highly non linear in the applied field, and the tunneling current shows a breakdown-type behavior in the current-voltage (I-V) characteristics. The nonlinearity of the Zener tunneling makes this device very useful for semiconductor-based electronics. Interband tunneling has been studied extensively in parabolic band-gap semiconductors, it is a paradigmatic example of nonadiabatic transitions, and it is known as the Landau-Zener tunneling. The most used model for studying the interband tunneling in parabolic semiconductors is a two-level system described by a Dirac-like Hamiltonian with a mass term, see Fig. 1(b). In this kind of materials, the spin of the carriers typically plays no role.

In this paper we are interested in analyzing Zener tunneling physics in systems in which there is a correlation between the carrier’s spin (or an equivalent degree of freedom) and its direction of motion, i.e., systems is which chirality plays a role. In particular, we analyze two types of materials, HgTe quantum wells and carbon-based planar heterostructures. These materials have in common that they can be described by $2 \times 2$ Hamiltonians and, therefore, it is possible to map the tunneling problem to the evolution of a two-level system.

In the first case, HgTe quantum wells, we find that the Zener tunneling depends asymmetrically on the parallel momentum of the carriers to the barrier, and this asymmetry is the opposite for each spin. We call this phenomenon Zener tunneling spin Hall effect. In these quantum wells the central region is an inverted band-gap semiconductor, such as HgTe, whose intrinsic strong spin-orbit coupling induces an inversion of the normal band progression of typical semiconductors, like the one used for the barrier material (e.g. CdTe). This kind of materials have come to the spot-light recently because, depending on the width of the central region, the system can undergo a quantum phase transition and become a topological insulator. A topological insulator is a novel quantum state of matter that has metallic surface states inside the bulk energy gap.

In the second case, graphene multilayers, we find that the Zener tunneling is also asymmetric with respect to the parallel momentum (except for monolayer), but the asymmetry changes for each carrier’s valley index (instead of real spin). We call this phenomenon Zener tunneling valley Hall effect. Graphitic systems are also of great interest in condensed matter physics since it became possible to isolate monolayers, bilayers and in general multilayers of graphene, $p$-$n$ junctions of graphene have been created by gating locally these layers and the transport properties of these heterostructures have been studied theoretically and experimentally.

In particular, in bilayer graphene it is possible to open a gap in the spectrum by applying a voltage difference between the layers, and Zener tunneling is expected to occur. Actually, it has recently been predicted that the $I$-$V$ characteristics in bilayer graphene $p$-$n$ junctions present,
on top of the nonlinear Zener signal, some N-shaped branches with negative differential conductivity. In both type of materials, the low-energy Hamiltonian can be expressed in terms of a pseudospin vector that multiplies the vector of Pauli matrices. In a tunneling process, the pseudospin vector undergoes a certain trajectory in the Bloch sphere and the carrier’s wave function may acquire a Berry phase. We relate the Zener transition asymmetry with the spin-valley-dependent Berry phase that the carriers acquire when they are adiabatically reflected from the gapped region. The paper is organized in the following way: In Section II we define the Hamiltonians that govern the properties of HgTe quantum wells and graphene multilayers. In Section III we map the tunneling problem to the time evolution of a two-level system and show numerical results for the different Hamiltonians. In Section IV we derive analytical expressions for the tunneling transition in the sudden and adiabatic approximations. In Section V the asymmetry of the tunneling amplitude as function of the momentum parallel to the barrier is explained in terms of the Berry phases that the carriers acquire upon reflection from the barrier. In Section VI we show the I-V characteristic curves for HgTe quantum well and multilayer graphene Zener diodes. We finish the paper in Section VII with a summary of our results.

II. HAMILTONIANS

A. HgTe quantum wells

We study a HgTe quantum well confined by CdTe barriers. In bulk, and due to the strong spin-orbit coupling, HgTe is a zero gap semiconductor. When confined, HgTe is a normal band insulator for well thickness narrower than 63Å and becomes a topological insulator for larger width. For HgTe quantum wells grown in the (100) direction, the z-component of the spin is conserved. Near the band gap there are four relevant bands: the E1 bands that consist of the two spin states of the s-orbital, and the two spin states of the HH1 bands which are a linear combination of ps and py orbitals. The low-energy effective Hamiltonian for the two spin orientations, sz = ±1, reads

\[ H_z(k) = \epsilon(k)|L + M(k)sz + A(kp_{xy} + szk_zsz), \]

where \( k = (k_x, k_y) \) is the in-plane wavevector of the carriers, \( k = |k|, \epsilon(k) = C - D(k_x^2 + k_y^2), M(k) = M_0 + B(k_x^2 + k_y^2), \sigma_x, \sigma_y, \) and \( \sigma_z \) are the Pauli matrices and \( L \) is the identity. \( E_g = 2M_0 \) is the band gap and \( A-D \) are parameters fitting the HgTe quantum well. The product \( M_0B > 0 \) the system is a normal insulator, whereas for \( M_0B < 0 \) a band inversion occurs and the system becomes a topological insulator. The p-n structure of the Zener diode is described by adding to the Hamiltonian the appropriate scalar external potential of the form \( V(x)L \).

B. Multilayer Graphene

In graphene and its multilayers, the low energy properties occur near two non-equivalent valleys \( K \) and \( K' \) and the motion of the carriers depends on the valley where they reside. The role that the spin plays in HgTe quantum wells is played here by the valley index, \( s = 0 \) for the system is a normal insulator, whereas for \( s = 1 \) the system could become a topological insulator. However, this gap is very small and the occurrence of the quantized spin Hall effect would be observed at extremely low temperatures and in extremely clean samples. Thus, neglecting spin-orbit coupling, the low energy properties of \( N \)-layer ABC-stacked multilayers are described, in general, by the Hamiltonian

\[ H_{\tau_z} = \begin{pmatrix} \psi_F \psi_p & 0 \\ 0 & -\psi_p \psi_F \end{pmatrix} N - 1 - \begin{pmatrix} \cos(N\phi_p)\sigma_x + \sin(N\phi_p)\sigma_y + M_0\sigma_z \end{pmatrix} \]

(2)

Here the notation is \( \cos\phi_p = p_x/p \) and \( \sin\phi_p = \tau_zp_y/p \), where \( p_{x,y} = \hbar k_{x,y} \). In the previous expression the Pauli matrices act on the external layers for \( N \geq 1 \) and on atoms \( A \) and \( B \) of the unit cell in monolayer graphene. \( v_F \sim 1 \times 10^6 \text{m/s} \) is the velocity of the carriers in monolayer graphene and \( \gamma_1 \sim 0.3 \text{eV} \) is the strongest direct interlayer hopping. The last term in Eq. (2) opens a gap in the spectrum. In multilayer graphene this term represents an externally controlled potential shift in the chemical potential between the external layers. In monolayer graphene, though, it is not possible to open a gap experimentally, but we are going to study this possibility for the sake of completeness. Note, however, that, at the surface of a 3D topological insulator there will exit a Dirac-like electron system whose gap, that doped with magnetic impurities, will develop a gap. The band structure of this surface state is governed by the same 2\( \times \)2 Hamiltonian than monolayer graphene, but with the \( \sigma \)-matrices referring to the real electron spin.

As in the HgTe case, we describe the p-n structure of the Zener diode adding a scalar term, \( V(x)L \), to the Hamiltonian of Eq. (2).

III. CONSTANT FIELD AND THE TWO-LEVEL SYSTEM

In this work we describe Zener tunneling in the uniform electric field model, \( V(x) = -Fxx \), see Fig. (1a). In this approximation, it is possible to get the transmission across the p-n junction by mapping the problem into the evolution of a two-level system. The key is that for an uniform electric field, \( F \), applied in the \( x \)-direction, the problem can be simplified if we use the momentum representation, \( x = i\hbar k_x \). With it, the Schrödinger equation corresponding to Eqs. (1) and (2) becomes

\[ iF \frac{\partial \psi_s}{\partial k_x} = [H_s(k) - E_L] \psi_s, \]

(3)
where $E$ is the energy and the index $s$ stands for the spin or the valley index, depending on the system at hand. For each index, $s = \pm 1$, this equation is identical to the Bloch equation describing the dynamics of a spin-$1/2$ particle in the presence of a magnetic field, with the wavevector in the $x$-direction playing the role of time. In the uniform electric field model, the term $[\varepsilon(k) - E]I$ for HgTe quantum wells in Eq. (3), or equivalently the term $EI$ for multilayers, does not contribute to the interband transition and we drop it.

In the limit $k_x \to \pm \infty$ the eigenvalues of $H_x$ are also eigenstates of $\sigma_x$, being $\nu = x$ for multilayer graphene and $\nu = z$ for HgTe quantum wells. Starting at $k_x \to -\infty$ from the low energy eigenvector (with eigenvalue $\sigma_z = -1$) and tuning $k_x$ from $-\infty$ to $+\infty$, the two level system traverses a level anticrossing[23]. Valence to conduction interband transitions are described by the process in which a state that at $k_x = -\infty$ has negative energy evolves into a state that at $k_x = +\infty$ has positive energy. We have solved numerically Eq. (3) in an interval $k_{x,\text{min}} < k_x < k_{x,\text{max}}$ such that, at $k_{x,\text{max}}$ and $k_{x,\text{min}}$, the eigenvalues of $\sigma_x$ are $\pm 1$. From the evolution of Eq. (3) we obtain the wavefunction at $k_{x,\text{max}}$ and from the square of its projection on the state with $\sigma_x = 1$ we obtain the interband transition probability.

In Fig. 2 we plot the Zener transition probability $T(k_y, s = 1, F)$ as function of the wavevector $k_y$ of the incident particle for a HgTe quantum well and for monolayer, bilayer and trilayer graphene. We plot the transition probability for several values of the electric field, $F=2$, 5, 10 and 20$F_0$, with $F_0 \equiv M_0/d_M$. Here $F_0$ and $d_M$ are the electric field and length characteristic scales set by the gap of the insulator: $d_M = A/M_0$ for HgTe quantum wells and $d_M = \hbar v_F(\frac{1}{M_0} \frac{1}{\gamma_i})^{1/N}$ for multilayer graphene.

The symmetry of the Hamiltonian dictates that $T(k_y, s, F) = T(-k_y, -s, F)$. Except for monolayer graphene, the transition probability has a maximum at a finite value of $k_y$ that depends on the sign of $s$. As a result, carriers with positive spin/isospin are mainly deflected towards one $\hat{y}$-direction when tunneling, whereas those with negative spin/isospin are deflected in the opposite direction. The overall transition probability increases with the applied electric field, see Fig. 2. At small fields the spatial extension of the forbidden region becomes very large and the Zener tunneling amplitude goes to zero abruptly when $F \to 0$. This is the origin of the switching behavior of the Zener diodes. For moderate applied electric fields the asymmetry in the angle of incidence also increases with the field.

**IV. SUDDEN AND ADIABATIC APPROXIMATIONS**

In order to shed some light on our numerical results, we have solved Eq. (3) analytically in the limit of small parallel momentum $k_y$ and large electric field. The analytical calculations expand the solution of the Hamiltonian in a **diabatic** or in an **adiabatic** basis, see Fig. 1(b). The first case is suitable for an unperturbed Hamiltonian that can be diagonalized in a diabatic basis, where the carriers evolve with probability one from the valence to the conduction band. We then calculate the first correction to perfect transmission in the sudden approximation, treating the rest of the Hamiltonian in first order perturbation theory. When the Hamiltonian is such that the tunneling transmission form valence to conduction band is very small, it is more convenient to use the adiabatic basis as the unperturbed one. In the adiabatic basis the carriers are completely reflected at the barrier, and the tunneling probability can be obtained as first order perturbation to the adiabatic Hamiltonian.

The Hamiltonians of the systems we are studying can be written in the form

$$H = \varepsilon(k) \vec{h}(k) \cdot \vec{\sigma}. \quad (4)$$

This equation defines a wavevector-dependent unitary pseudospin vector $\vec{h}(k)$. From the form of this Hamiltonian, the expectation value of the vector of $\sigma$ matrices...
is either parallel, in the conduction band, or antiparallel, in the valence band, to the pseudospin. In the absence of gap, $M_y = 0$, carriers approaching perpendicularly to the barrier, $k_y = 0$, should conserve the pseudospin. In agreement with the Klein paradox, that implies perfect transmission for gapless monolayer and trilayer graphene and perfect reflection for gapless bilayer graphene. This conservation of the pseudospin at $k_y = 0$ for massless Hamiltonians would help us to choose a diabatic or adiabatic basis as the starting point in perturbation theory.

A. HgTe quantum wells, diabatic basis and sudden approximation

In HgTe quantum wells, the pseudospin has the form

$$\tilde{\mathbf{h}}_{HgTe} = (A k_x, A k_y s_z, M_0 + B k^2)/\sqrt{(M_0 + B k^2)^2 + A^2 k^2}. \tag{5}$$

For $M_0 = 0$ and $B = 0$, the pseudospin takes the form: $(k_x, k_y s_z, 0)/|k|$, and the eigenfunctions of the Hamiltonian of Eq. (4) are chiral. In this limit, the Klein paradox dictates that the tunneling amplitude at $k_y = 0$ is unity. For finite values of $M_0$ and $B$, the Klein paradox does not apply exactly, but the transmission probability at large electric fields and small values of $M_0$ and $k_y$ is close to unity. Therefore, it is convenient to work in the diabatic basis.

In the natural units of the problem, $x \equiv k_x d_M$, $y \equiv k_y d_M$, $E \equiv F/F_0$ and $B \equiv B/(M_0 d_M^2)$, the Hamiltonian is written as:

$$\frac{\partial}{\partial x} \psi \equiv (H_0 + \tilde{V}) \psi , \text{ with } H_0 = \frac{1}{\xi} \begin{pmatrix} \hat{B} x^2 & x s_z \\ x s_z & -B k^2 \end{pmatrix}, \quad \tilde{V} = \frac{1}{\xi} \begin{pmatrix} 1 + \tilde{B} y^2 & -i y \\ i y & 1 - \tilde{B} y^2 \end{pmatrix}. \tag{6}$$

The eigenvectors of $H_0$ define the diabatic basis, with eigenvalues $\varepsilon_{\pm}(x) = \pm \frac{\sqrt{\xi}}{2} \sqrt{1 + B^2 x^2}$, see Fig. 1(b). We represent the corresponding wavefunction in the diabatic basis as

$$\psi(x) = C_-(x) e^{-i \omega(x)} |(-) > + C_+(x) e^{+i \omega(x)} |(+), \tag{7}$$

where $H_0 |\pm > = \varepsilon_{\pm} |\pm >$ and $\omega(x) = \int^x \varepsilon_{\pm}(x') dx'$. We define the transmission $t$ and reflection amplitude $r$ as follows: assuming that $C_-(\infty) = 0$ and $C_+(\infty) = 1$, then $r = C_-(-\infty)$ and $t = C_+(\infty)$. Plugging the wavefunction, Eq. (7), into the Hamiltonian of Eq. (6), we get

$$\partial_x C_\pm = \pm i \xi T_0 C_\pm - i \xi T_\pm C_\mp , \text{ where } \tag{8}$$

$$T_0 = (1 + \tilde{B} y^2)/\sqrt{x^2 + B^2 x^4} \quad \text{and} \quad T_\pm = \mp e^{\pm i \omega(x)} \left( s_z x \frac{1 + \tilde{B} y^2}{\sqrt{x^2 + B^2 x^4}} \mp i y + i \xi s_z \frac{\tilde{B} / 2}{1 + B x^2} \right). \tag{9}$$

The amplitudes $r$ and $t$ are obtained from the asymptotic solution of Eq. (8) with the appropriate boundary conditions. For large values of $E$ it is possible to get an analytical expression for the transition. To lowest order in $1/E$, the asymptotic form of $C_-$ is obtained by substituting $C_+(x) = 1$ in Eq. (8),

$$C_-(\infty) = - \frac{i}{\xi} \int^{+\infty}_{-\infty} T_- dx. \tag{10}$$

For small values of $\tilde{B}^2 E$ this integral can be evaluated using the steepest descent method. From it we obtain the interband transition probability

$$T(y, s_z) = 1 - |r|^2 \approx 1 - \frac{\pi}{\xi} \left( \left( 1 + \tilde{B} y^2 + \frac{\tilde{B}^2 E^2}{4} \right)^2 + \left[ y + \frac{\xi B}{2} s_z (1 - \tilde{B} / 2) \right]^2 \right). \tag{11}$$

Recovering previous units, the maximum of the transition probability to lowest order in $FB^2$ occurs at a wavevector

$$k^M_y = -s_z \frac{FB}{A^2} \left( 1 - \frac{5 B}{2 A^2} M_0 \right), \tag{12}$$

being the maximum transition probability

$$T_{max} = 1 - \frac{\pi}{\xi} \left( \frac{M_0^2}{F} \right). \tag{13}$$

In Fig. 3 we compare the transmission at $k_y = 0$ obtained numerically from Eq. (11) with the one obtained from Eq. (12). The quality of the approximation is good, specially for strong electric fields. Equations (12) and (13) explain qualitatively much of the results presented in the first panel of Fig. 2. i) for each spin orientation the transition probability is asymmetric with respect to $k_y$, ii) the asymmetry increases with the field, iii) the sign of $k^M_y$ depends on the product $s_z B$ (note that when $B = 0$ there is no spin Hall effect), iv) the asymmetry is present either for $M_0 B > 0$ or $M_0 B < 0$, i.e., irrespective of whether the quantum well is in the trivial or in the topological phase, and v) the overall transition increases with the electric field. Moreover, Eqs. (12) and (13) describe quantitatively the results in the case of large $F$. For example, for $F/F_0 = 10$ we get $T_{max} = 0.69$ and $k^M_y = 0.45$, results that are in rather good agreement with the numerical ones presented in Fig. 2.

A spin dependent transmission has been also predicted to occur at the interface between a HgTe quantum well and a metal. In this case the asymmetry is related to localized states at the interface.

B. Monolayer graphene, diabatic basis and sudden approximation

The pseudospin vector for graphene has the form

$$\tilde{\mathbf{h}}^m = (v_F p_x, v_F \tau_z p_y, M_0) / \sqrt{M_0^2 + v_F^2 p^2}, \tag{14}$$
and for gapless monolayer graphene the Klein paradox applies exactly. Therefore, in order to study the tunneling when $M_0 \neq 0$, it is convenient to work in the diabatic basis and, using natural units as before, we write the Bloch-like equation as

$$i \frac{\partial}{\partial x} \psi = \left[ \frac{1}{\mathcal{E}} \begin{pmatrix} 0 & x \\ x & 0 \end{pmatrix} + \frac{1}{\mathcal{E}} \begin{pmatrix} 1 & -iy\tau_z \\ iy\tau_z & -1 \end{pmatrix} \right] \psi. \quad (15)$$

Note that in the reduced units, $\hbar v_F$ plays the same role as $A$. The eigenvalues of the first term of Eq. (15) define the diabatic basis. Using this basis, the wavefunction takes the form

$$\psi(x) = C_-(x) \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix} e^{i\frac{\tau_z}{2} x} + C_+(x) \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix} e^{-i\frac{\tau_z}{2} x}, \quad (16)$$

and the coefficients $C_-$ and $C_+$ satisfy

$$\partial_x C_\pm = -\frac{i}{\mathcal{E}} (1 - iy\tau_z) e^{i\frac{\tau_z}{2} x} C_\pm. \quad (17)$$

The reflection amplitude in the sudden approximation, valid in the $\mathcal{E} \to \infty$ limit, is then

$$r \simeq -\frac{i}{\mathcal{E}} (1 - iy\tau_z) \int_{-\infty}^{\infty} e^{i\frac{\tau_z}{2} x} \, dx, \quad (18)$$

being the transition probability, in the original units,

$$T(k_y) = 1 - \frac{\pi}{F \hbar v_F} (M_0^2 + \hbar^2 k_y^2 v_F^2). \quad (19)$$

In agreement with the numerical results, we get that the transition probability is symmetric in $k_y$ and independent on the isospin $\tau_z$ (see Fig. [2]). Note that, for monolayer graphene, the transition probability can be obtained exactly,

$$T(k_y) = e^{-\frac{\pi}{4F \hbar v_F} (M_0^2 + \hbar^2 k_y^2 v_F^2)}, \quad (20)$$

and Eq. (19) corresponds to the first term in the $1/F$ expansion. Fig. 3 second panel, illustrates the quality of the sudden approximation at large values of the electric field.

### C. Bilayer graphene and the adiabatic approximation

For bilayer graphene, the pseudospin has the form

$$\vec{\mathbf{h}}_B = \left( \frac{v_F^2}{\gamma_1} (p^x - p^y), \frac{v_F^2}{\gamma_1} 2p_xp_y, M_0 \right) / \sqrt{M_0^2 + \frac{v_F^4}{\gamma_1^2}}. \quad (21)$$

Gapless bilayer graphene, $M_0 = 0$, is also chiral, and the pseudospin is $(k_x^2 - k_y^2, 2k_xk_y\tau_z, 0)/k^2$. Holes impinging perpendicularly to the barrier from the left have opposite pseudospin than electrons moving to the right, and the same pseudospin than holes reflecting from the barrier. Therefore, the tunneling probability for $M_0 = 0$ and $k_y = 0$ is null. When $M_0 \neq 0$, the transition probability at $k_y = 0$ is still small, see Fig. [2] and it is thus more appropriate to work in the adiabatic basis.

The Bloch equation for bilayer graphene has the form

$$-i\mathcal{E} \frac{\partial}{\partial x} \psi = \left( \begin{pmatrix} 1 \\ (x + iy\tau_z)^2 \tau_z \end{pmatrix} \right) \psi = H_B \psi, \quad (22)$$

where now $\mathcal{E} = \frac{\hbar v_F}{M_0 \sqrt{\hbar v_F^2 + \gamma_1}}$. The Hamiltonian $H_B$ in Eq. (22) defines the adiabatic basis with eigenvalues $\varepsilon(x, y) = \pm \sqrt{1 + (x^2 + y^2)^2}$ and eigenfunctions

$$\psi_- = \begin{pmatrix} -\sin(\theta/2) \\ \cos(\theta/2) \end{pmatrix} e^{i\phi} \quad \text{and} \quad \psi_+ = \begin{pmatrix} \cos(\theta/2) \\ -\sin(\theta/2) \end{pmatrix} e^{i\phi}, \quad (23)$$

where $\cos(\theta) = 1/|z|$ and $\phi = \tan^{-1}(\frac{2x + iy}{x^2 + y^2})$. In order to solve Eq. (22) we consider the general solution

$$\psi = a_1 e^{-i\frac{\omega(x, y)}{2} x} \psi_- + a_2 e^{i\frac{\omega(x, y)}{2} x} \psi_+, \quad (24)$$

with $\omega(x, y) = \int_{y_0}^y \varepsilon(x', y) \, dx'$. The coefficients $a_1$ and $a_2$ satisfy

$$\frac{\partial}{\partial x} a_1 = -a_2 T(x, y) - ia_1 \cos^2 \left( \frac{\theta}{2} \right) \frac{\partial \phi}{\partial x}, \quad (25)$$

$$\frac{\partial}{\partial x} a_2 = -a_1 T^*(x, y) - ia_2 \sin^2 \left( \frac{\theta}{2} \right) \frac{\partial \phi}{\partial x}. \quad (25)$$
with
\[
T = e^{2i \frac{a_2(x,y)}{\varepsilon(x,y)}} \frac{iy(3x^2 - y^2) + x(x^2 - 3y^2)\varepsilon(x,y)}{(x^2 + y^2)\varepsilon(x,y)}.
\] (26)

Now we take the adiabatic limit, i.e., we consider that the probability to undergo a transition from one adiabatic state to another is negligible, \(a_2 \approx 1\). Then the transmission amplitude is
\[
t(y) = \int_{-\infty}^{\infty} T(x, y) dx.
\] (27)

In the limit \(y \to 0\) this integral can be evaluated following the methods presented in Refs. 6, 33 and we obtain (back in physical units), see appendix A,
\[
T(k_y, \tau_z) \approx \frac{4\pi^2}{9} e^{-2\alpha} \frac{M_0}{\varepsilon \sqrt{\pi} F} \sin^2 \left( c_1 \frac{M_0 \sqrt{M_0 \gamma_1}}{F} \right) 
\times \left[ 1 - c_2 k_y \tau_z \left( \frac{F}{M_0} \right)^{1/3} \frac{(h \epsilon)^{4/3}}{(M_0 \gamma_1)^{2/3}} \right],
\] (28)

where \(c_1 \approx 1.23\) and \(c_2 \approx 3.19\) are numerical factors. Some comments on Eq. (28) are in order: i) as shown in Fig. 6 there is a reasonable agreement between the numerical results and the one obtained in the adiabatic approximation, ii) the transition probability is not symmetric with respect to \(k_y\), but it is so with respect to the product \(k_y \tau_z\), iii) the maximum transition occurs at finite \(k_y\), iv) there is an oscillatory term in the transmission amplitude that produces zeros in the tunneling probability at finite values of \(F\), \(M_0\) and \(k_y\). These zeros appear because the bilayer graphene Hamiltonian is quadratic in the momentum and, for each energy in the gap region, there are two decaying states that interfere under the tunneling barrier.

D. Trilayer graphene, diabatic basis and sudden approximation

In ABC-stacked trilayer graphene the pseudospin unitary matrix is
\[
\hat{h}^t = \left( \frac{\hat{h}^t}{\sqrt{\gamma_1}} \right) (4p_x^2 - 3p_zp^2, 3p_y^2p_y - 4p_y^2)\tau_z, M_0 \right) \sqrt{M_0^2 + \frac{\varepsilon^2}{\gamma_1} p^2}.
\] (29)

For massless trilayer graphene the pseudospin reduces to \((4k_x^3 - 3k_zk^2, 3k_yk^2 - 4k_y^3)\tau_z, 0)/k^3\) and the eigenvectors are again chiral. Because the pseudospin rotates \(6\pi\) when the wavevector rotates \(2\pi\) around \(k = 0\), the transition probability at \(k_y = 0\) is unity for massless trilayer graphene. In Fig. 2 we see that, even for \(M_0 \neq 0\), in the limit of large electric field the transition probability at small \(k_y\) is near one. Therefore, it is appropriate to work in the diabatic basis and use the sudden approximation.

We write the Bloch equation as the sum of a diabatic term plus a perturbation,
\[
\frac{\partial}{\partial x} \psi = \frac{1}{\varepsilon} \left[ \left( \begin{array}{c} x^3 \\ 0 \end{array} \right) + \left( \begin{array}{c} 1 \\ -1 \end{array} \right) \left( \begin{array}{c} -ix \tau_z y^3 - x^3 \\ -1 \end{array} \right) \right] \psi,
\] (30)

and in the case of the trilayer graphene we have
\[
\mathcal{E} = \frac{M_0 (\gamma_1 M_0)^{1/3}}{F - \hbar v_F}.
\] (31)

The eigenfunctions of the first term of Eq. (30) define the diabatic basis. In this basis the wavefunction takes the form
\[
\psi(x) = C_-(x) \left( \begin{array}{c} 1 \\ -1 \end{array} \right) e^{i \frac{\pi}{4}} + C_+(x) \left( \begin{array}{c} 1 \\ 1 \end{array} \right) e^{-i \frac{\pi}{4}},
\] (32)

and the coefficients \(C_-\) and \(C_+\) satisfy
\[
\partial_x C_+ = \mp i \frac{x}{\varepsilon} 3x y^2 C_+ + i \frac{e}{\varepsilon} (1 \pm i y \tau_z (y^2 - 3x^2)) e^{i \frac{\pi}{2}} C_+.
\] (33)

To lowest order in \(1/E\) and \(y\), the reflection amplitude is
\[
r = C_-(\infty) \approx -i \frac{1}{\varepsilon} \int_{-\infty}^{\infty} (1 - i 3x^2 y \tau_z) e^{i \frac{\pi}{4} + \frac{\pi}{2} x} dx.
\] (34)

The expression agrees remarkably well with the numerical results for large electric fields, see Fig. 6. Also, Eq. (35) explains qualitatively the dependence of the tunneling probability on the wavevector \(k_y\).

V. BERRY PHASE AND LACK OF REFLECTION SYMMETRY

The question that remains is the physical origin of the asymmetry, for a fixed spin/valley, of the tunneling amplitude as a function of \(k_y\). The asymmetry is not related to Chern number associated with the chirality of the massless, \(M_0 = 0\), Hamiltonian. Although HgTe and monolayer graphene share the same Chern number, in monolayer graphene the transition amplitude is symmetric with respect \(k_y\), whereas it is not so in HgTe quantum wells.

We associate the asymmetry with the winding of the expectation value of the pseudospin \(\hat{h}^t(k)\) when a carrier is adiabatically reflected by the tunneling barrier. This is related to the sign of the Berry phase acquired by the carrier’s pseudospin in this process.

Consider a quasiparticle moving in the valence band in the presence of a constant electric field, \(V(x) = -Fx\).
This quasihole coming from \( x = -\infty \) and moving towards the right has a momentum \( k_x < 0 \). Upon arriving into the gapped region, it is adiabatically reflected from it back to \( x = -\infty \) with momentum \( k_x > 0 \). In the presence of the electric field, the momentum \( k_x \) is not a good quantum number and it is not conserved. In a semiclassical/adiabatic approximation the momentum is defined by the relation

\[
\varepsilon(\tilde{k}_x(x), k_y) - Fx = E .
\]

In the reflection process the pseudospin \( \tilde{h}(\tilde{k}_x, k_y) \) describes a trajectory on the Bloch sphere of radius unity. When the trajectory closes a circuit \( \Gamma \) in the unit sphere, the wavefunction of the carrier acquires a Berry phase equal to half the solid angle defined by the surface enclosed by the circuit \( \Gamma \).

In Fig. 4 we plot, for the different Hamiltonians studied in this paper, the in-plane projection of the trajectories defined by the pseudospin \( \tilde{h} \) when the carrier goes from \( x = -\infty \) to the barrier and is reflected adiabatically back to \( x = -\infty \). In the case of monolayer graphene such trajectory defines an open line, both for \( \tau_z k_y \) greater or smaller than zero. Thus, for monolayer graphene there are no closed paths in the adiabatic process and there is no Berry phase associated with the reflection. The situation is different for HgTe quantum wells. In this case the trajectory defines a closed circuit and there is a Berry phase associated with the adiabatic reflection. The sign of the Berry phase depends on the direction in which the closed loop is traversed by the pseudospin. It turns out that it has opposite sign for opposite signs of \( k_y \) or \( s_z \). Therefore, the sign of the Berry phase depends on the sign of the product \( k_y s_z \). For graphene multilayers, \( N > 1 \), the pseudospin trajectory in the adiabatic reflection process always defines closed paths that have opposite orientation for opposite values of the product \( k_y \tau_z \). The dependence of the Berry phase on the product \( k_y s_z \), being \( s \) the spin or the valley index, breaks the reflection symmetry in each index \( s \) and explains the asymmetry of the transmission for a momentum \( k_y \) at a fixed index \( s \).

**VI. ZENER TUNNELING CURRENT**

Finally, we calculate the tunneling current flowing through the Zener diode. We consider a p-n junction as the one sketched in the inset of Fig. 5. \( U \) represents the built-in potential induced by doping or electrical gates, and \( V_{sd} \) is the source-drain potential difference. \( L \) is the junction length. Within the Landauer approximation, the tunneling current for index \( s \) moving in the positive \( \hat{y} \)-direction has the form

\[
I_{s,+} = \frac{e}{\hbar} \frac{W}{2\pi} \int_{-\infty}^{\infty} \frac{dk_y}{|T[k_y,s]|} \int_0^\infty \frac{dE}{2\pi} \left[ n_E - \frac{1}{2} \frac{eV_{sd}}{E + \frac{1}{2} eV_{sd}} \right] (U + V_{sd} - E) dk_y \]

where \( n_E \) is the Fermi-Dirac distribution and \( W \) is the transverse length of the p-n interface. Although in the uniform field approximation the transition amplitude is energy independent, the limits of the integral in \( k_y \) depend on energy through the relation \( E = \varepsilon(k_x = 0, q_y) \). The current flowing in the negative \( \hat{y} \)-direction, \( I_{s,-} \), is obtained performing the integral in \( k_y \) from \(-q_y \) to 0. As the transition is dominated by small values of \( k_y \), see Fig. 2 and Ref. 27, we approximate \( q_y \) by \( \infty \) in the calculation of the currents. For zero temperature the current...
Because a HgTe quantum well may be a two-dimensional topological insulator under certain conditions, there is an extra contribution to the current in this case compared to similar systems in graphene. The magnitude of this current can be as large as 30 per cent of the electrical current.

In Fig. 5 we plot the transmission amplitude is symmetric with respect to the momentum $k_y$ and the current is equal for positive and negative $y$-direction.

In Fig. 6 we plot the $I_{\tau z=1,\pm} - V$ characteristics of monolayer graphene and different values of $U$. The curves present the breakdown-type behavior characteristic of a Zener diode. In the case of monolayer graphene the transmission amplitude is symmetric with respect to the momentum $k_y$ and the current is equal for positive and negative $y$-direction.

In Fig. 6 we plot the $I_{\tau z=1,\pm} - V$ characteristics of bilayer graphene, for two values of the built-in potential. Panels (a) and (b) correspond to current flowing in the positive and negative $\hat{y}$-direction, respectively. In panel (c) we plot the excess of current in the positive $\hat{y}$-direction for electrons with spin up. Units are $I_0 = \frac{\hbar^2}{e^2} V_0 W/d_M \times 10^2$ and $eV_0 = M_0 L/d_M$.

In Fig. 7 we plot the $I_{\tau z=1,\pm} - V$ characteristics of bilayer graphene, for two values of the built-in potential. Panels (a) and (b) correspond to current flowing in the positive and negative $\hat{y}$-direction, respectively. In panel (c) we plot the excess of current in the positive $\hat{y}$-direction for electrons with spin up. Units are $I_0 = \frac{\hbar^2}{e^2} V_0 W/d_M \times 10^2$ and $eV_0 = M_0$.

In Fig. 8 we plot the $I_{\tau z=1,\pm} - V$ characteristics of trilayer graphene, for two values of the built-in potential. Panels (a) and (b) correspond to current flowing in the positive and negative $\hat{y}$-direction, respectively. In panel (c) we plot the excess of current in the positive $\hat{y}$-direction for electrons in the valley $\tau_z = 1$. Units are $I_0 = \frac{\hbar^2}{e^2} V_0 W/d_M \times 10^2$ and $eV_0 = M_0$.

The current verifies the symmetries $I_{s,\pm} = I_{-s,\pm}$ and $I_{s,\pm} = I_{-s,\pm}$.

This current verifies the symmetries $I_{s,\pm} = I_{-s,\pm}$ and $I_{s,\pm} = I_{-s,\pm}$.

In Fig. 6 we plot the $I_{\tau z=1,\pm} - V$ characteristics for monolayer graphene and different values of $U$. The curves present the breakdown-type behavior characteristic of a Zener diode. In the case of monolayer graphene the transmission amplitude is symmetric with respect to the momentum $k_y$ and the current is equal for positive and negative $y$-direction.

In Fig. 6 we plot the $I_{\tau z=1,\pm} - V$ curves for a HgTe quantum well and different values of $U$. For spin up there is an excess of current in the negative $\hat{y}$-direction. This effect is the opposite for spin down electrons. These results indicate the existence of a spin current perpendicular to the Zener barrier. This Zener tunneling spin Hall effect is a consequence of the asymmetry in the transition curves of Fig. 2. From Fig. 8 we obtain that the Hall spin current can be as large as 30 per cent of the electrical current. Because a HgTe quantum well can be a two-dimensional topological insulator under certain conditions, there is an extra contribution to the current in this case com-
ing from the spin-polarized edge states developed in the barrier region. However, its magnitude is always of the order of one conductance quantum $\sim e^2/h$ or less, since the electric field diminishes it. On the other hand, the Zener tunneling spin Hall current is proportional to the transverse length $W$, see Eq. (38), and increases with the electric field.

In Figs. [7] and [8] we plot the $I$-$V$ characteristic curves for bilayer and trilayer based Zener diodes. In both cases there are some oscillations on top of the non-linear, $N$-shaped $I$-$V$ curves. These negative differential conductivities appear for positive and negative $\hat{y}$-directions, and they have their origin in the interference between decaying states in the energy gap region.\(^2\) In trilayer graphene the negative differential conductivity is even stronger than in bilayer graphene. At large source-to-drain voltage, the asymmetry of the tunneling amplitude is reflected in an excess of current in the negative $\hat{y}$-direction with respect to the positive $\hat{y}$-direction. For multilayer graphene, this effect is the opposite depending on the valley $\tau_z$. These results indicate the existence of a valley current perpendicular to the Zener barrier that is a consequence of the asymmetry in the transition curves of Fig. [2].

VII. SUMMARY

We have analyzed Zener diode physics in HgTe quantum wells and multilayer graphene. In the case of HgTe quantum wells we find that, after traversing the barrier, a Zener tunneling spin Hall current is developed to the right of the diode. In the case of bilayer and trilayer graphene the Zener diode generates a valley Hall current. This effect is absent for the monolayer graphene. The magnitude and polarization of the Hall currents increase with the applied electric field.

The tunneling current is obtained from the transmission probability that is computed numerically in the constant electric field approximation. The origin of the Hall currents is the asymmetry of the transmission probability in the momentum $k_y$ perpendicular to the tunneling barrier. We have developed an analytical approximation for the tunneling transmission at small $k_y$ that agrees rather well with the numerical results. The physical origin of the Zener tunneling asymmetry on $k_x$ is related to the Berry phase that the carriers acquire when they are adiabatically reflected from the tunneling region.

In the case of multilayer graphene the Zener tunneling valley Hall effect could be used for valleytronic applications.\(^3\) In an appropriated geometry, the asymmetry in the Zener tunneling should enable to spatially separate the carriers of each valley, which could be useful to manipulate the valley degree of freedom in bulk graphene.

The Zener tunneling spin Hall effect we predict to occur in HgTe quantum wells could be used for electrical manipulation of the spin currents. The spin currents in the Zener device should be stronger than those occurring in diffusive systems, and they could be detected in non local electrical measurements in H-shaped structures.\(^4\)
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Appendix A

In this appendix we evaluate the integral of Eq. (27). In the limit $y \to 0$, the transition probability takes the form

$$t = \int_{-\infty}^{\infty} dx e^{-i2\sqrt{\varepsilon}x} \left( \frac{x}{1 + x^4} + i \frac{3y}{\sqrt{1 + x^4}} \right).$$  \(A1\)

In terms of $\omega(x, y = 0)$, the integral has simple poles in the complex plane at $\omega_i = \int_0^{\pi} dx \sqrt{1 + x^4}$, where $x_i = \pm e^{i\pi/4}$. Expanding the value of $\omega$ near $x_i$ we find

$$\omega(x, y = 0) = \omega_i \pm \frac{4}{3} x_i^{3/2} (x - x_i)^{3/2}$$  \(A2\)

and we rewrite

$$t = \int_{-\infty}^{\infty} d\omega e^{-i\sqrt{\varepsilon}\omega} \left( \frac{x(\omega)}{(d\omega/dx)^3} + \frac{3iy}{(d\omega/dx)^2} \right)$$

$$= \sum \int_{-\infty}^{\infty} d\omega e^{-i\sqrt{\varepsilon}\omega} \left( \frac{x(\omega)}{6(\omega - \omega_i)x_i^4} + \frac{3iy}{6^{3/2}(\omega - \omega_i)^{2/3}x_i^2} \right).$$  \(A3\)

We solve this integral by closing the path around the lower half of the complex plane. This path encloses the poles $\sqrt{2}/2(\pm 1, -i)$ and their associated branches. The integral then yields

$$t(y) = \frac{2\pi}{3} e^{-c_1 y} \sin(c_1 \frac{1}{\varepsilon}) (1 - c_2 \varepsilon^{1/3} y),$$  \(A4\)

with $c_1 = 1/(2\sqrt{3})$ and $c_2 = \sqrt[3]{2}/(2\sqrt{3})$.
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