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Abstract—A blind approach to evaluate the perceptual sharpness present in a natural image is proposed. Though the existing literature demonstrates a set of variegated visual cues to detect or evaluate the absence or presence of sharpness, we emphasize in the current work that high frequency content and local standard deviation can form strong features to compute perceived sharpness in any natural image, and can be considered an able alternative for the existing cues. Unsharp areas in a natural image happen to exhibit uniform intensity or lack of sharp changes between regions. Sharp region transitions in an image are caused by the presence of spatial high frequency content. Therefore, in the proposed approach, we hypothesize that using the high frequency content as the principal stimulus, the perceived sharpness can be quantified in an image. When an image is convolved with a high pass filter, higher values at any pixel location signify the presence of high frequency content at those locations. Considering these values as the stimulus, the exponent of the stimulus is weighted by local standard deviation to impart the contribution of the local contrast within the formation of the sharpness map. The sharpness map highlights the relatively sharper regions in the image and is used to calculate the perceived sharpness score of the image. The advantages of the proposed method lie in its use of simple visual cues of high frequency content and local contrast to arrive at the perceptual score, and requiring no training with the images. The promise of the proposed method is demonstrated by its ability to compute perceived sharpness for within image and across image sharpness changes and for blind evaluation of perceptual degradation resulting due to presence of blur. The experiments conducted on four publicly available databases demonstrate improved performance of the proposed method over that of the state-of-the-art techniques.

Index Terms—High pass filter, Perceptual sharpness, local standard deviation

I. INTRODUCTION

The sharpness present in an image is indicative of the manifestation of the fine details present in it. When the term perceived sharpness is used, we essentially refer to the amount of sharpness that is perceived by an human observer from the image. Sharpness is reduced in an image by the presence of blur, which can be naturally introduced by motion or varying focus and also artificially introduced by filtering techniques. Also, sharpness can be increased in any image naturally by focussing properly or artificially by unsharp masking, image deblurring etc. Perceived sharpness assessment can be considered as a special type of image quality assessment (IQA) that considers the degradation of pristine quality image mainly due to the presence of blur [1]. IQA has been gaining a lot of interest since the last decade due to its applicability in multimedia systems. Though, the quality of an image can be readily assessed by the human eyes, it is indeed difficult to implement an automated process to do so. Different types of distortions and their varying effects on the human visual system (HVS) are the main reasons behind such difficulty. Availability of a pristine quality image makes this job easier [2] and the IQA technique that needs the full information of a pristine quality image to do so is called a full-reference (FR) measure. When no information is used by an IQA technique about the pristine quality image, the technique is called No-reference (NR). Though humans can assess the quality of an image without any reference [2], numerous types of distortions, partial information about the working of HVS and above all absence of the reference image are the principal challenges towards developing a robust automatic technique. However, if the distortion and its nature become known, specific visual cues and information can be used to describe the image. The NR-IQA techniques which can evaluate perceptual degradations caused by a single distortion can be denoted by the term NR-Specific. NR-General methods are those which work on a variety of distortions. In this work, we concentrate on the perceptual degradation caused by lack of image sharpness or due to the presence of blur. Quantifying the perceptual degradation caused by lack of sharpness is an important task and becomes particularly relevant in evaluating several image processing applications. The perceptual sharpness measure represents any image with a scalar value signifying the amount of sharpness present in it. Thus, image enhancement techniques [3] that require performance evaluation related to sharpness can also use these measures. Image compression, deblurring, restoration, registration and different applications requiring quality evaluation may not have the reference image available. Hence, NR or blind evaluation of sharpness becomes necessary.

Over the years, several techniques related to the detection and analysis of blur or sharpness have been proposed. However, objective techniques related to the assessment of perceptual degradation caused by lack of sharpness are relatively newer. Grammatically, the antonym of blur is sharpness and several blur or sharpness detection measures are available in the existing literature. However, as explained in [4], the absence of blur does not imply presence of sharpness from the image processing point of view. A uniform region is neither sharp nor blur but high frequency content is not present. Presence of sharpness implies existence of high frequency content [5]. It is widely agreed that the attenuation of high frequency content can cause an image to get blurred [4]. Thus, in the approach of Vu et al. [4], spectral slope was used to measure the attenuation of the high frequency content. In addition to this, total variation was used as a measure of contrast to define the perceptual quality. The approach used both spectral and spatial domains to generate the quality score, thus proving the importance of high frequency content and...
contrast measure. The contrast measure can also be thought of as a measure of the local content of the given image. As seen in [1], the local content of image is also responsible for the perceived degradation caused by blur.

Motivated by the aforementioned works, we hypothesize that high frequency content, in form of high pass filtered image, can be used as the principal stimulus for evaluation of degradation caused by blur. The contrast information in the form of local standard deviation can be used as weights for the high frequency content. Primarily, simple high pass filtering, which readily shows the pixels responsible for the sharpness or high frequency content present in the image, is used in the proposed technique. The local standard deviation is used to weigh the filtered image. Since, high pass filtered image is the principal stimulus, an exponent of the filtered and weighted image pixels is practically used for the proposed measure. Finally, the sharpness map is constructed with the help of logarithm of the filtered and weighted image. We have carried out extensive experiments to demonstrate the dependence of the performance on the exponent. We have further evaluated the performance of the proposed approach using qualitative and quantitative analysis to demonstrate the promise it delivers. A comparative study with the existing techniques is carried out using four publicly available databases. We have also used the high frequency content obtained from the high pass Gaussian filter and undecimated wavelet transform to demonstrate the ability of high frequency content obtained from both of these techniques to serve as the stimulus.

The rest of the paper is organized as follows. In Section II, we discuss about the existing approaches related to the evaluation of blur. The proposed method is discussed in details in Section III. The experiments related to the proposed technique are presented in Section IV. Finally, we conclude in Section V.

II. OVERVIEW OF EXISTING TECHNIQUES

The existing techniques in the literature involve several visual cues to detect and evaluate sharpness or blur based degradation without the aid of any reference image. The set of variety of visual cues used for sharpness/blur detection is quite large. Depending on the type of features used to evaluate sharpness/blur, the techniques can be classified as spatial domain, transform domain and hybrid techniques. Though all of the approaches mentioned below do not fall exactly into the category of quantifying perceptual distortions formed due to lack of sharpness/presence of blur, they provide information about different types of visual cues that aid in detecting blur or sharpness and the variety of techniques that are developed over several decades to evaluate blurriness or sharpness.

A. Spatial domain based techniques

Spatial domain sharpness/blur detection methods rely solely on features extracted or pixel properties from the image in the spatial domain only. Image variance from entire image is used as a measure in [6] as variance is likely to decrease in an image with the presence of blur. A globally sharp image has lower correlation between adjacent pixels. Thus, when the previous pixel is predicted from the current one, the prediction error is likely to be higher. The variance of this error is used to determine a globally blurred or sharpened image [7]. Since, neighboring pixels are more correlated in a blurred image compared to its sharper version, an autocorrelation function based measure is proposed in [8]. Image intensity histograms [9], [10] based measures are also used to determine blur in auto-focussing applications. By discriminating between different levels of blur on the same image, a no-reference blur measure is proposed by Crete [11]. However, the image edge or gradient based features happen to be widely used for determination of perceptual blur. The edge feature based methods only rely on the edge width or the spread of edges. The work leading to this approach is [12] where the width of an edge (vertical or horizontal) is determined by separation of the extrema positions closest to any edge. This width is considered to be the local edge value and the average of such values over an image serves to be the measure of the blurriness of the image. The width of edge determined using the local gradient direction is used to measure blurriness in [13]. Degradations caused by the blur uniformly over an whole image is also evaluated using Renyi entropy based anisotropy measure [14]. However, depending on the image content, the perceived blurriness of an image varies and this was incorporated through the concept of just noticeable blur (JNB) in the edge width [11] to determine the probability of blur detection for each block region in an image. Finally, a Minkowski metric based pooling is used to determine overall perceived blur and the measure is named as just noticeable blur measure (JNBM). A modification to the same approach using cumulative probability of blur detection (CPBD) is proposed in [15]. Combination of edge based features and variance are used to obtain a sharpness measure in [16]. Based on the argument that singular value decomposition of local gradient values represent the components along the direction of significant change of gradient direction, a sharpness based measure called H-metric was proposed in [17].

B. Transform domain based techniques

Transform domain approaches began with the knowledge of failure of blurred image spectra to follow the power law as done by natural images [18]. The kurtosis obtained from the Fourier Spectra was used to measure the image sharpness in [19]. Some blur measures using high and low frequency power measures are presented in [20]. A DCT based approach was proposed in [21]. 2D DCT coefficient based kurtosis is used to calculate the image sharpness in [22]. Wavelet transform based blur detection approaches are presented in [23], [24]. The techniques discussed so far did not involve any kind of prior training. A wavelet feature based SVM classification and related confidence was used to design the quality score of degraded images in [25]. A complex wavelet based computation of local phase coherence [26], called LPC-SI, is shown to perform well in four databases among the recent approaches developed for perceptual sharpness detection.

C. Hybrid techniques

Hybrid techniques rely on both spatial domain and transform domain methods to evaluate blur or sharpness. The work
proposed by Sadaka et al. used JNB and incorporated foveal pooling into it by using Gabor filtering based visual attention map. A combination of features obtained from local power spectrum, gradient histogram span and color based maximum saturation was used to detect blur regions in a partially blurred image and then used to classify these blur regions into motion and out-of-focus blurred regions in. A recent approach, named S3, uses both spatial and spectral information to perceptually evaluate blur. In addition, they also come up with a blur map to identify the sharp and blurred regions in an image. Apart from these techniques, the general purpose image quality assessment techniques like BRISQUE and BLIINDS II also evaluate degradation caused by the presence of blur. The proposed technique can also be considered hybrid as the properties from both of the transform domain and spatial domain are used to design it, though the calculations are carried out spatial domain only.

III. PROPOSED METHOD

In this section, the proposed method is discussed in details. The block diagram of the method is presented in Fig. 2. We describe the proposed method for a color image for generalization. In case of a grayscale image, the steps for the color image are performed for single channel only. Let \( I_g \) be the color image whose perceptual sharpness is to be determined. The pixel values of the image are scaled down between 0 and 1. At first, the image is transformed to YCbCr color space from RGB with the channels \( I_Y \) denoting luminance and \( I_{Cb} \) and \( I_{Cr} \) denoting the chrominance channels. This color space transformation is carried out as YCbCr space exhibits improved perceptual uniformity with respect to RGB. Next, we have used either high pass filter (HPF) derived from RGB or its undecimated wavelet transform (UWT) for extracting the high frequency content. These two filters are chosen as they form very basic and simple techniques for extracting high frequency content. These filters are used to design it, though the calculations are carried out spatial domain only.

The pixel values of the image are scaled down between 0 and 1. Next, we have used either high pass filter (HPF) derived from RGB or its undecimated wavelet transform (UWT) for extracting the high frequency content. These two filters are chosen as they form very basic and simple techniques for extracting high frequency content. These filters are used to design it, though the calculations are carried out spatial domain only.
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\[ T_Y(i, j) = \frac{[MH_{IY}(i, j)]^\alpha \times S_{IY}(i, j)}{\sum_i \sum_j (S_{IY}(i, j))} \]  
\[ T_{Cb}(i, j) = \frac{[MH_{I_{Cb}}(i, j)]^\alpha \times S_{I_{Cb}}(i, j)}{\sum_i \sum_j (S_{I_{Cb}}(i, j))} \]  
\[ T_{Cr}(i, j) = \frac{[MH_{I_{Cr}}(i, j)]^\alpha \times S_{I_{Cr}}(i, j)}{\sum_i \sum_j (S_{I_{Cr}}(i, j))} \]

where \( \alpha \) denotes the exponent for high frequency content obtained from each channel. We know from the aforementioned equations that, if the local contrast is high enough, the high frequency content is weighted more. Now the total stimulus due to the high frequency content weighted by local standard deviation is calculated as

\[ TS(i, j) = \left( \frac{T_Y(i, j) + T_{Cb}(i, j) + T_{Cr}(i, j)}{3} \right) ^{\frac{1}{2}} \]  

Now the raw sharpness map is generated by the following relation:

\[ S_{\text{map}}(i, j) = \frac{\text{abs} \left[ \log \left( e \right) + \epsilon \right]}{\text{abs} \left[ \log \left( TS(i, j) \right) + \epsilon \right] + \epsilon} \]  

where \( \epsilon \) is a small positive number used to avoid instability during taking logarithm and performing division. The values of \( T_Y(i, j) \), \( T_{Cb}(i, j) \) and \( T_{Cr}(i, j) \) are always less than 1 and greater than zero. Hence natural logarithm of their sum is negative. The closer the sum is to zero, the more is the absolute value of the logarithm. For sharper regions, higher values for contrast and high pass filtered content are expected. Hence, the sum will be closer to zero and hence, the denominator will be high leading to lower values of \( S_{\text{map}}(i, j) \). In order to generate the sharpness score, the border of the sharpness map is discarded depending on the block size, hence eliminating the border effect; the remaining map is called map. The proposed technique can also be considered hybrid as the properties from both of the transform domain and spatial domain are used to design it, though the calculations are carried out spatial domain only.
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Fig. 1. Block Diagram of the proposed method
the final localized map by median filtering. In order to enhance
the visualization of the sharper regions along with localization,
we do the following. First, we calculate \( \gamma \) as
\[
\gamma = \frac{\max(BS_{map}) + \epsilon}{\text{mean}(BS_{map}) + \epsilon}.
\]
(10)
The final localized blur map is calculated by
\[
LB_{map} = \exp(\gamma \times \text{block}\_\text{median}(BS_{map}, b_l + 2))
\]
(11)
where \( \text{block}\_\text{median}(A, n) \) calculates overlapping blockwise
median of the matrix \( A \) for a block size given by \( n \times n \). Now
we present two discussions on the intuitive explanation and
the parameters of the proposed method.

1) Intuitive explanation of the proposed method: The pro-
posed method actually echoes the psychometric function pre-
presented in [35] which expresses the probability \( P_t \) of detection
of a stimulus \( S_t \) by detector \( t \) is dependent on the contrast \( C_t \)
related to the stimulus as
\[
P_t = 1 - 2(-S_tC_t)^q,
\]
(12)
where \( q \) is the exponent. From this equation, it is revealed
that the product \( (S_tC_t)^q \) is of major importance in calculating
the probability of detecting the stimulus. The stimulus \( S_t \) in
our proposed method is the high frequency content derived
after the high pass filtering of the signal. We do a basic
thresholding in the stimulus by subtracting the blockwise
mean as discussed earlier in this section. The \( C_t \) is obtained in
the form of the local standard deviation. For each channel
we calculate the product of the exponentiated high frequency
content and local standard deviation to obtain \( T_Y, T_Cb \) and
\( T_Cr \). The exponent \( \alpha \) can be compared to the exponent \( q \) in
Eqn. [12]. However, it differs from \( q \) is one aspect; \( \alpha \) values are
used to exponentiate the principal stimulus only. After that, a
summation of these values takes place to generate a score.
The final form of the measure in Eqn. [8] is used to increase
the range of the values obtained from proposed method.
The most important part is therefore the argument of the logarithm
present in the denominator for calculating raw sharpness map
in this equation. As we designed the measure, the maximum
value of the sharpness map \( BS_{map} \) is selected as representa-
tive perceived sharpness. Hence, it is theoretically ensured in
the final form that the value of the measure increases with the
perceived sharpness.

2) Discussion about the parameters involved: The block
size \( b_l \) and map exponent \( \alpha \) two main parameters of the imple-
mentation. The block size \( b_l \) is used in several computations
and a fixed value of 7 is used for it in every experiment.
Larger values of \( b_l \) increases the computation time. \( \alpha \) is
the parameters which control the contribution of stimulus to
determine the final quality score. Hence, we have carried
out experiments with the \( \alpha \) values. The effect of change of
these values are shown in Fig. [2]. As we see, the performance
improves remarkably for \( \alpha \) value greater than 1. Since, the
elements of the matrices \( MH_{IY}, MH_{ICb} \) and \( MH_{ICr} \) lie
between 0 and 1, an exponent value less than 1 increases the
values. Exponent values greater than decreases their values.

In the experiments, \( \alpha = 2 \) is used as for \( \alpha \) values greater than
1, high and less fluctuating SROCC values are obtained for
all databases.

IV. EXPERIMENTS AND RESULTS

In this section, we discuss several experiments conducted
using the proposed method. First, we demonstrate the qualita-
tive and quantitative results on perceived sharpness for differ-
tent sharpness levels on the same image. Secondly, we discuss
the performance of our measure on a set of different images
with varying amount of blur. In the third experiment, the
performance in four databases are presented. A comparative
study with several existing methods are presented in the fourth
experiment. Four databases are used for the experiments: LIVE
data base [36]. CSIQ database [37], TID2008 database [38]
and IVC database [39]. Pristine and corresponding blurred
images are available in these databases along with the subject-
ive scores provided by the human observers. The subjective
scores are given in the form of mean opinion scores (MOS)
or differential mean opinion scores (DMOS). The following
evaluation measures are used for analysis and comparison of
the performance of the proposed measure: Spearman’s Rank-
Order Correlation Coefficient (SROCC), Kendall’s Rank-Order
Correlation Coefficient (KROCC), Pearson’s Linear Correla-
tion Coefficient (PLCC) and Root Mean Square Error (RMSE).
Among these, SROCC is the most used measure and it calcu-
lates the prediction monotonicity of a perceptual quality mea-
sure. KROCC is also another evaluator of monotonicity. PLCC
measures prediction accuracy. Each of SROCC, KROCC and
PLCC can have maximum value as 1 and the higher they are,
the better is the quality of the distortion measure. RMSE is a
measure of error with lower values indicating better quality
of performance of the measure, while its maximum value is
dependent on the range of the subjective quality scores in the
database. PLCC and RMSE are calculated after mapping the
objective scores obtained from the image quality measures
with MOS/DMOS values provided in the databases using a
5-parameter logistic function [40].

A. Different blur levels in same pristine image

In the first experiment, we select a pristine image from the
LIVE database and consider its several blurred versions. As per [35],
varying levels of blur are applied on the pristine image ‘Parrot’ to generate four different images which are shown in the first row of Fig. [3]. The figures in the first row are arranged in the increasing order of the corresponding
DMOS values, signifying the degradation of perceptual quality
resulting due to blur or loss of sharpness. In the first two
images, the birds can clearly be identified as the part of the
foreground. However, the distinction between the foreground
and background gradually diminishes as the DMOS increases.
The next two rows in the same figure shows the corresponding
sharpness maps obtained using HPF and UWT respectively.
A closer look in each of these images show that the relative
sharpness values at each pixel are shown in the sharpness
maps. The range of the values in the maps are adjusted for
better visualization. The maps produced by HPF and UWT
Fig. 2. Variation of SROCC scores for different values of $\alpha$ using HPF and UWT
are different as sharper regions are more discriminated by UWT when compared to HPF. In Fig. 5(a), the birds’ outlines and eye regions are very sharp compared to the background. As we proceed over from Fig. 5(b) to Fig. 5(e), the sharpness difference between the backgrounds and the birds drops gradually signifying the loss of relative sharpness between the background and foreground. The score of the proposed measure goes down in the same order as that of the DMOS values. This experiment shows that the proposed measure follows the rank order of the DMOS scores for different levels of blur applied on the same image. This experiment also shows that for varying levels of blur applied on the same image, the maps produced are able to highlight relatively sharper regions.

B. Different blur levels across different pristine images

The second experiment involves the performance evaluation of the proposed measure using different pristine images. The first part of the experiment is qualitative and second part is quantitative in nature. In the first part of the experiment, we test the performance on the suite of images provided with the implementation of S3 41. These images have different areas with different levels of sharpness. The images and corresponding sharpness maps are presented in Fig. 5. The first row of the figure presents the original images with the following rows representing the maps obtained from the proposed measure using HPF and UWT and the ground truth respectively. However, one point needs to be clarified, while comparing the maps obtained from proposed method to the ground truth. The ground truths were generated using the evaluation of the subjects on 16 non-overlapping blocks of the image whereas the maps obtained from the proposed method are more localized. Therefore, a comparison can be made in the following way: the right side of the Fig. 5(a) ‘dragon’ had relatively higher sharpness than that of the left side. The map from the proposed method supports that. As we can see the proposed methods using HPF and UWT are able to identify the relative sharpness and blur in the images. In the Fig. 5(b), ‘flower’, the flowers in the middle have considerably higher sharpness compared to the background. The map in Fig. 5(h) supports it but as it is localized, it is able to distinguish between the sharpness levels at the borders and middle portion of the flower. Fig. 5(n), obtained using UWT also reflects the sharper areas in the flower image. In the ‘monkey’ image from Fig. 5(c), the left paws, fur closest to the monkey’s face, monkey’s eyes and fur close to the right leg are sharper areas. The same is supported by the map obtained using HPF in accordance with the ground truth. For the same image using UWT, the fur, eyes and paws are considered much sharper than the rest of the images. As seen from the ground truth of the ‘orchid’ image shown in Fig. 5(d), the petals in the middle have higher sharpness than that of the petals on the left. This is also captured by the maps obtained from the proposed approach. The ‘peak’ image as shown in Fig. 5(e) has a blurred background, and the plants at the middle and left have more sharpness than the background. From the map generated by the proposed methods, we can observe the same. Moreover, the plants at right have sharpness more than the background and less than the plants in middle. This is also supported by the ground truth. Finally, the ‘squirrel’ image in Fig. 5(f) shows the wooden log and the squirrel has more sharpness compared to the background. The eye, borders of the ears and paws are sharper as shown by the proposed measures and the ground truth. This experiment makes clear that the maps generated using UWT demonstrate more contrast between the sharp and unsharp parts as compared to the maps generated using HPF.

In the second part of the experiment, we use images with varying levels of blur or lower sharpness generated from different pristine images. The LIVE database is chosen for this experiment. There are 29 reference or pristine quality images present in the LIVE database. Several images having varying Gaussian blur levels are generated from each of these reference images. The decrease of the value of the proposed measures with the increase of Gaussian blur is depicted in Fig. 4. Here, the values of the proposed measure are plotted against the standard deviation σ of the Gaussian blur applied to the pristine image. As seen from the figure, from each of the 29 reference images, the blurred images are derived by gradually increasing σ values. Thus, the subjective scores go down gradually, indicating loss of sharpness and perceptual quality. The objective scores obtained from both HPF and UWT decreases gradually with the increasing σ values. Therefore, the objective scores are able to represent the loss of perceptual sharpness in each set of degraded images derived from the same pristine image. Though it is evident that perceived sharpness depends a lot on the image content 41, 26, for the high levels of blur, the scores are low signifying greater degradation. We also find that for HPF and UWT the ranges of sharpness score vary significantly.

C. Performance in four databases

In this experiment, the subjective scores in four databases are plotted against the objective scores obtained from the measures for different images as shown in Fig. 6. The scatter plot shows that a high degree of correlation exists between subjective values and the scores obtained by the proposed method. This experiment takes into account the performance across several images of varying content against the subjective scores. The scores mostly follow a monotonic variation with the subjective scores of all the blurred images taken together in a database for both HPF and UWT. A global quantitative evaluation is required to compare this performance with the existing methods and this is provided in the next section in comparison with the other methods.

D. Comparisons with other methods

We compare the proposed method in four databases against several FR and NR quality measures. Peak signal-to-noise ratio (PSNR) and SSIM 42 are the two FR-IQA techniques we compare with. Considering the NR methods, we have divided them as NR-Specific and NR-General. In this context, NR-Specific means an NR quality measure that works only on bluriness or sharpness related distortion. The NR-specific methods used in comparison are: H-metric 17, Q-metric 43, JNBM 1, CPBD 15, S3 4 and LPC-SI 26. NR-General
Fig. 3. Sharpness maps and quality score for different levels of blur over the same pristine image from LIVE database for HPF and UWT. Each column in the figure represents the query image, and the blur maps resulting from HPF and UWT respectively considering the direction from top to bottom.
Fig. 4. The variations of the objective scores with the Gaussian blur $\sigma$ in LIVE database using HPF and UWT.
Fig. 5. Sharpness maps for different images in [41]. Each of the six columns contains the query image, the sharpness map obtained from HPF and UWT respectively and finally the ground truth from top to bottom.
Fig. 6. Scatter plots between the objective and subjective scores in blue. The green line represents the fitted values after applying the logistic function.
means the IQA technique is able to assess the image quality for different distortions. BRISQUE [29] and BLIINDS [30] are the NR-General methods used for comparison here. The qualitative results obtained from the comparison process are presented in Table I. The best performer’s score in each database and for each measure is highlighted in bold and the best measure among the NR-specific methods is underlined. For LIVE database, we find that SSIM has highest SROCC score, UWT has highest PLCC and lowest RMSE values and the proposed method provides highest KROCC value. In CSIQ databases, the proposed methods using HPF and UWT perform remarkably better than all the methods for all types of measures. For TID database, SSIM is the best performer for all measures but considering NR-specific methods only, the proposed method improves the performance over the existing ones to a large extent. For IVC database, UWT, LPC-SI and H-metric achieves the best performance using different measures.

We also note the average performances of the measures in all four databases presented in Tables I and II. A direct computation of the average values for SROCC, PLCC and KROCC reveals the proposed UWT based method has the best performance among all the measures. However, when the values are weighted by the number of relevant images present in the corresponding dataset, SSIM shows the best performance with SROCC. The proposed method based on UWT performs the best with PLCC while using KROCC, HPF is the best performer. The NR-general techniques work on a lot of distortions and hence achieving the best performance on a specific kind of distortion is difficult for them.

V. CONCLUSION AND FUTURE WORKS

We presented a technique for automatic assessment of perceived sharpness in natural images. The technique emphasizes on the application of high frequency content with proper exponent as the stimulus and combining it with the contrast. The logarithm of this combination is used to generate the sharpness map and sharpness score. The performance of the proposed method is demonstrated to provide improved performance over the state-of-the-art methods. The variation in the performance of the proposed technique is also analyzed for varying values of the exponent and for two types of high frequency content extraction methods using high pass filter and undecimated wavelet transform. We have divided the experiments into several distinct parts in order to properly visualize the consistency of performance. A maximum pooling strategy has been adopted in our approach to arrive at the perceptual score. The future work lies in studying the effect of different pooling strategies for perceived sharpness evaluation.
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