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Abstract

Image super-resolution technology is the process of obtaining high-resolution images from one or more low-resolution images. With the development of deep learning, image super-resolution technology based on deep learning method is emerging. This paper reviews the research progress of the application of depth learning method in the field of image super-resolution, introduces this kind of super-resolution work from several aspects, and looks forward to the further application of depth learning method in the field of image super-resolution. By collecting and counting the relevant literature on the application of depth learning in the field of image super-resolution, we preliminarily summarizes the application results of depth learning method in the field of image super-resolution, and reports the latest progress of image super-resolution technology based on depth learning method.

1 introduction

In recent years, artificial intelligence, as an important field of computer research, has achieved unprecedented great development. Among them, the application of deep learning method occupies an extremely important position. Deep learning methods are widely used in the field of image processing, such as image segmentation [51, 25, 37, 78, 38, 39, 40], object detection [28, 46, 47], image denoising, image dehazing [26, 63], image deblurring and so on [24, 33, 5, 48, 3, 86, 19, 31].

In 2014, Dong et al. [7] First applied the deep learning method to the field of image super-resolution, proposed a three-layer convolution neural network model for image super-resolution reconstruction, described it as a feature extraction layer, a nonlinear mapping layer and a reconstruction layer, and achieved the best results on the data set used at that time. It pioneered the application of depth learning method in the field of image super-resolution.

In this review, we mainly review the research work on five aspects, Upsampling in Image Super-resolution, Model Structure Design in Image Super-resolution, Cost Function in Image Super-resolution, Degradation Model in Image Super-resolution, and Common Datasets of Image Super-resolution. In section 2 and section 3, we introduce the background and technical methods respectively. In section 4, we introduce several upsampling methods of image super-resolution. In section 5, we present several classical network architectures in image super-resolution. In section 6, we present several common loss functions commonly used in image super-resolution. In section 7, we show several common degradation models in image super-resolution. In section 8, we present several of the most commonly used datasets in studies of image super-resolution respectively. Finally, in section 9, we present conclusions based on the description and discussion in the above.

2 Image Super-resolution

Image super-resolution refers to the image processing process of recovering a corresponding high-resolution image from a low-resolution image. According to the different number of input low-resolution images, image super-resolution can be divided into single image super-resolution and multi-image super-resolution. Single image super-resolution is mainly used to reconstruct an image that has been cropped from an original image of higher resolution. The super-resolution image is generated from the single image. Multi-image super-resolution reconstructs a high-resolution image from a set of low-resolution images. The super-resolution image is generated from multiple low-resolution images.
resolution images, image super-resolution reconstruction can be divided into single image super-resolution reconstruction (SISR) and sequence image super-resolution reconstruction \cite{80}. To some extent, single image super-resolution reconstruction is the basis of sequence image super-resolution reconstruction, and the key of single image super-resolution reconstruction is to establish the relationship between low-resolution image and high-resolution image. In the typical SISR framework, as depicted in Fig. 2, the LR image \( y \) is modeled as follows:

\[
y = (x \otimes k) \downarrow_s + n,
\]

where \( x \otimes k \) is the convolution between the blurry kernel \( k \) and the unknown HR image \( x \), \( \downarrow_s \) is the downsampling operator with scale factor \( s \), and \( n \) is the independent noise term. Solving (1) is an extremely ill-posed problem because one LR input may correspond to many possible HR solutions.

Image super-resolution was first proposed by Harris \cite{18} and Goodman \cite{57} in the 1960s. Tsai \cite{59} used multiple low-resolution images to restore high-resolution images in 1989. With the research and development of machine learning technology, Freeman et al. \cite{14} applied the method of machine learning to the field of image super-resolution for the first time in 2000. The evolution of image super-resolution technology has been summarized in several works \cite{44,11,16,62,82,15,22,13,4,50,10,81,42,41,2,12,60,79,45,9,53,52}.

Generally speaking, through the transformation of the hardware part of the imaging system, the performance of the imaging system and image resolution can be improved to a certain extent. There are usually three ways to transform the hardware part of the imaging system: (1) reduce the size of the pixel sensor, that is, increase the number of pixels on the sensor per unit area in the imaging device. However, as the size of the sensor decreases, the effective light intensity per unit pixel decreases, resulting in image noise. (2) Increasing the chip size can increase the number of pixels, but the increase of chip size will increase the capacitance and affect the charge transfer rate. (3) By increasing the focal length of the camera to enhance the spatial resolution of the image, however, this method will bring negative effects such as the increase of the volume and weight of the imaging equipment and the size of the optical components, which greatly improves the manufacturing difficulty and cost of optical materials. Due to the above reasons, image super-resolution technology is mostly studied from the software technology level of image processing methods.
The process of image super-resolution reconstruction is still a serious mathematical underdetermination problem. It is mathematically impossible to obtain a unique high-resolution image from a low-resolution image without any prior constraints. Because the image degradation process from high-resolution image to low-resolution image shows that there are often multiple high-resolution images, and the same low-resolution image can be obtained through degradation. This makes the image super-resolution reconstruction process become a serious underdetermined process. Because of this characteristic of image super-resolution reconstruction process, in recent years, researchers in this field mainly use learning based methods to learn image prior information from a large number of data to restrict the solution space, so as to obtain the optimal solution of the problem.

The traditional image super-resolution reconstruction algorithms mainly include the following three categories: interpolation based image super-resolution, reconstruction based image super-resolution and learning based image super-resolution. The image super-resolution technology based on interpolation includes nearest neighbor interpolation, bilinear interpolation, cubic interpolation and so on. The main idea is to calculate the value of this point according to a certain formula through the values of several known points around a point and the positional relationship between the surrounding points and this point, so as to improve the resolution. Generally speaking, the interpolation algorithm improves the image detail is limited, so it is less used. Generally speaking, reconstruction by interpolation algorithm between multiple images is a means. In addition, in video super-resolution reconstruction, by interpolating and adding new frames between two adjacent frames, the video frame rate can be improved and the sense of picture frustration can be reduced. Image super-resolution technology based on reconstruction is usually based on multi frame images, which needs to combine a priori knowledge. Generally, starting from the image degradation model, it is assumed that the low-resolution image is obtained from the high-resolution image through motion transformation, blur and noise. These methods mainly include convex set projection method, Bayesian analysis method, iterative back projection method, maximum a posteriori probability method, regularization method, hybrid method and so on. Learning based image super-resolution technology mainly uses a large number of pre training data to learn the mapping relationship between low-resolution image and high-resolution image, and then predict the high-resolution image corresponding to the low-resolution image according to the learned mapping relationship, so as to realize the super-resolution reconstruction process of the image. Common learning based methods include neighborhood embedding method, support vector regression method, manifold learning, sparse representation and so on. Sparse representation is mainly based on compressed sensing theory. Compressed sensing theory means that an image can be accurately reconstructed from a set of sparse representation coefficients in an ultra complete dictionary under very harsh conditions. Through the joint training of low-resolution image block dictionary and high-resolution image block dictionary, we can strengthen the similarity between low-resolution and high-resolution image blocks and their corresponding real dictionary sparse representation, so that the sparse representation of low-resolution image blocks and high-resolution super complete dictionary can reconstruct high-resolution image blocks. Then, the final complete high-resolution image is obtained by connecting the high-resolution image blocks. Learning dictionary pair is a more compact representation of image block pairs. It only needs to sample a large number of image block pairs. Compared with traditional methods, the computational cost of this method is significantly reduced. The effectiveness of sparse representation is proved in the special cases of image super-resolution reconstruction and face illusion. In these two cases, the high-resolution image generated by sparse representation is highly competitive, and even has more advantages than other similar image super-resolution methods in the quality of the generated image. In addition, the local sparse model of sparse representation method has adaptive robustness to noise. Therefore, the sparse representation method can perform image super-resolution processing on noisy input images in a unified framework.

3 Deep Learning Technology

Deep learning is a broader class of machine learning methods based on data representation. It combines low-level features to form more abstract high-level representation features to find the distributed features of data. Deep learning can represent more and more abstract concepts or patterns level by level. Take an image as an example, its input is a pile of original pixel values. In the depth learning model, the image can be expressed level by level as the edge of a specific position and degree, the pattern obtained by the combination of edges, the pattern of a specific part obtained by the further combination of multiple patterns, and so on. Finally, the model can easily complete a
given task according to a more level representation, such as identifying objects in the image. It is worth mentioning that as a kind of representation learning, deep learning will automatically find out the appropriate way to represent data at each level.

Deep learning appears as a branch of machine learning. The main goal of machine learning is to improve the performance of the system by allowing computers to learn from historical experience. There are obvious differences between deep learning and traditional machine learning methods. Deep learning technology emphasizes the use of multi-layer neural network cascade for feature extraction and representation.

It is generally believed that the rise of the technology wave of deep learning began around 2010. It is the first successful attempt to apply deep convolution network to the field of image recognition in alexnet network. Around 2011, researchers applied deep learning technology in the field of speech recognition and made a major breakthrough. In 2016, alphago developed by deepmind based on deep learning technology defeated the world go champion, making the deep learning technology widely available to the public.

Deep learning has a very obvious external characteristic, that is, it can realize end-to-end training. Different from the traditional machine learning model, the implementation of deep learning model is usually not to piece together individual functional modules to form a system, but to optimize the parameters by global training after the whole system is designed. In the field of image vision, most of the previous processing models tend to process feature extraction separately from the construction of machine learning model. After the application of deep learning technology, the feature extraction process will usually become a part of the whole network model and be replaced by the automatically optimized step-by-step convolution kernel. In addition to this, deep learning technology has some other characteristics different from the previous classical machine learning methods, including the inclusion of non optimal solutions and the use of non convex nonlinear optimization.

4 Upsampling in Image Super-resolution

From a certain point of view, the image super-resolution problem can be decomposed into two subproblems. One of them is the enlargement of image size, which is commonly referred to as image sampling. The upsampling methods used in image super-resolution technology based on depth learning usually include the following categories:

4.1 Bicubic interpolation upsampling

Bicubic interpolation upsampling is a relatively traditional upsampling method. The original depth super division method srcnn embeds bicubic interpolation upsampling in the front end of the network. At the beginning of the network, it first enlarges the size of the low resolution image, and then uses the convolution layer to extract the image features. The size of the final output high-resolution image is consistent with that after bicubic interpolation amplification at the beginning. This low resolution image upsampling method in the hyperspectral network is later also called pre upsampling, which makes the acquisition of high-resolution images with different magnification completely depend on the selection of bicubic interpolation magnification at the beginning of the hyperspectral network. This upsampling strategy is also used by the super sub network in [21, 52, 49, 55].
4.2 Transpose convolution upsampling

Transpose convolution up sampling is an image up sampling method based on convolution operation. Transpose convolution up sampling is used in FSRCNN [8] to obtain the final high-resolution output picture. Because transpose convolution enlarges the size of low resolution pictures through convolution operation, considering that this operation will greatly increase the amount of calculation of the network in the super division network, transpose convolution up sampling is generally embedded at the end of the super division network, forming an up sampling method later called post up sampling. In addition to adopting such an up sampling structure in FSRCNN, the super sub network in [58, 29] also uses such an image up sampling method.

4.3 Sub-pixel convolution upsampling

Sub-pixel convolution up sampling is also an image up sampling method based on convolution operation. Different from transpose convolution, sub-pixel convolution up sampling generates multiple image feature channels through convolution, and up sampling of images is realized through feature channel shaping. This upampling method can often achieve better results in super segmentation tasks because of its high utilization of the information of low-score pictures. Like transpose convolution, sub-pixel convolution will also increase the amount of calculation of the network. In order to achieve faster super division speed, sub-pixel convolution up sampling is usually embedded at the end of the super division network to achieve a better balance between super division performance and operation efficiency. The sub-pixel convolution up sampling image up sampling method is adopted in the super division networks in [23, 32, 85, 1, 27, 83, 61, 84, 6].

![Figure 3: A classification of Upsampling in Image Super-resolution.](image)

5 Model Structure Design in Image Super-resolution

One of the most extensive variants of image super-resolution technology based on deep learning method is the design of model structure. At present, the common super sub network model structures generally include the following categories:

5.1 Dual structure

Dual structure regards super-resolution as a closed-loop problem. Dual super-resolution network generally includes two branches: low score to high score process and high score to low score process. DRN [17] is a typical dual structure super-resolution network. In DRN, the process from low score to high score is a u-network that down samples first and then up samples. In the down sampling process, the network can extract the local feature information in the picture to the greatest extent. In the up sampling process, the network fuses the local feature information with the global feature information. This structure ensures that the process of super-resolution reconstruction can make full use of the shallow and deep information of the image. The disadvantage is that the information of different scale levels has not been effectively fused. The process from high score to low score is a down sampling process, which can learn that the reconstruction result degenerates into a function of low score image, which imposes strong solution space constraints on the reconstruction process. Through the joint training of the two branches, the size of the solution space can be reduced and the super-resolution performance can be enhanced.
5.2 Attention structure

Attention structure regards super-resolution as a sub regional image restoration problem. Attention structure super-resolution usually designs the corresponding attention module for each part of the image. CDC [64] proposed a divide and conquer attention structure super-resolution model. CDC network is essentially a specially designed attention network, but the object of attention in the network is neither channel nor feature image pixel space, but flat area, edge area and corner area separated from high score image by using Harris corner detection algorithm. The network consists of three component attention modules. Each component attention module generates an attention mask and intermediate SR result. The final reconstruction result is generated by multiplying and summing the attention mask and intermediate SR result of each module. CDC applies the attention mechanism to different contents in the image, so that the network gives greater weight to the pixels that are more beneficial to the super segmentation reconstruction, and improves the super segmentation performance. However, the corner detection algorithm used by CDC will lead to the decline of the running speed of the algorithm. It is still a problem worth exploring whether we can learn the image regions with different importance for super-resolution reconstruction through the network.

5.3 Primary and secondary branch structure

The primary and secondary branch structure emphasizes the use of secondary branch tasks to help improve the performance of primary branch over sub tasks. SPSR [34] is a super sub network with primary and secondary branch structure. SPSR believes that the image structure information is very important information for super-resolution reconstruction. However, the previous super-resolution network mining the image structure information is still very limited. Therefore, the author proposes a structure preserving super-resolution network. Specifically, the SPSR super-resolution network has two branches. The first branch uses the existing traditional super-resolution network to complete the task of super-resolution reconstruction, and the second branch is a separate branch of image gradient information mining. The image gradient information extracted by the gradient information extraction branch is used as the main branch of the image a priori to assist the super division reconstruction, so as to improve the performance of the super division reconstruction. Experiments show that the gradient information learning module proposed by the author effectively enhances the processing ability of the network to image structure and texture, and improves the reconstruction performance. However, whether we can mine other image prior information to assist the image super segmentation reconstruction process and improve the super segmentation performance is still a problem to be explored.
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Figure 4: A classification of Model Structure Design in Image Super-resolution.

6 Cost Function in Image Super-resolution

The design of cost function also has an important impact on the effect of image super-resolution. The cost function is an important indicator to drive the super-resolution model to obtain the desired high-resolution picture. The cost functions used in the image super-resolution model based on depth learning method roughly include the following categories:

6.1 Mean square error cost function

Mean square error (MSE) is a relatively traditional but widely used cost function. The mean square error is a cost function per pixel, and the mean square error is used as the cost function in RTSR [43]. RTSR believes that the quality of the high score image as the supervision image can be continuously
improved through the trained super score network, so as to continuously supervise the training of
the original super score network with the high score image with better quality, so as to improve the
performance of the super score model. RTSR designs a two-stage hyper divided network model, and
obtains the final network training results through multiple cycles of the two stages. Specifically, the
first stage is the traditional super fractional reconstruction process, which takes the low-grade pictures
as the input, and completes the network training by reducing the loss between the reconstruction
results and the supervised pictures. The second stage is to monitor the image generation process
with better quality. By inputting the original high score image into the super sub network trained in
the first stage, we can get the enhanced supervision image with better quality. It is noted that the
process of generating the reconstruction result by using the super sub network is accompanied by the
enlargement of the picture size, so a down sampling module is specially embedded in the network
in the second stage to reduce the size of the generated supervision picture to the same size as the
original high score image. RTSR improves the performance of the super sub network by enhancing
the quality of supervision pictures and repeatedly training the network. However, whether using
enhanced supervision pictures to continuously improve the quality of network training will cause
more artificial traces in the final generated pictures is worth further research. In addition, it is also
worth exploring whether the supervision picture enhanced in the last cycle can be used to directly
generate the supervision picture required in the next cycle instead of continuously using the original
high score picture to generate the supervision picture required in the next cycle.

6.2 Texture and perceptual cost function

Texture loss is used to describe the difference in texture style between the generated image and the
reference image. Perceptual loss can evaluate the difference of perceptual quality between different
images. Specifically, fully trained natural image classification models, such as VGG and RESNET,
are used to extract the features of different images, and then calculate the perceptual distance.

6.3 Generation cost function

In the super-resolution network model based on GAN, it is usually combined with anti loss on the
basis of pixel by pixel loss or perceptual loss. The purpose is to enable the discriminator to extract
potential patterns that are difficult to learn from the real reference image through the competition
between the generator and the discriminator, and force the generator to adjust the model. This enables
the generator to produce realistic high-resolution images. Because the training of GAN is still
difficult and unstable at this stage, the super-resolution model combined with anti loss sometimes
produces artificial traces and unnatural deformation. How to better apply GAN to the field of image
super-resolution reconstruction is still worthy of in-depth research.

7 Degradation Model in Image Super-resolution

Image degradation is the opposite process of image super-resolution. The process of image degrada-
tion is the process of image information loss, and the process of image super-resolution is the process
of image information expansion. Because the image degradation process is irreversible, the image
super-resolution process can only approximate the opposite process as much as possible to obtain the
approximate value of the high-resolution image before degradation. Selecting the image degradation
model closer to the real image acquisition scene can make the approximate value obtained by the
image super-resolution model closer to the high-resolution image in the real scene. The degradation
models used in the image super-resolution model based on depth learning method generally include
the following categories:

7.1 Bicubic interpolation down sampling

Bicubic interpolation down sampling is a relatively traditional image degradation method. The
original depth super division method srcnn uses bicubic interpolation down sampling to degrade
high-resolution images to obtain low-resolution images required for super-resolution network input.
Then, at the beginning of the network, the size of the low-resolution image is enlarged, then the
convolution layer is used to extract the image features, and finally the high-resolution image is
output. This image degradation method is also used by many subsequent image super-resolution
models. However, this makes the network constantly approximate the inverse process of bicubic down sampling process, and its ability to adapt to the inverse process of image degradation process in real scene is limited. If we continue to use double triple up sampling to enlarge the image size in the super-resolution network model, the loss of image information caused by the two operations will reduce the performance of the super-resolution network.

7.2 Single shot image degradation model

Due to the irreversibility of the real image degradation process, the image super-resolution problem is a serious ill posed problem. The relationship between high-resolution image and low-resolution image is non injective. IRN [76] proposed to model the down sampling process of the image as a reversible injective process. It reduces the morbid nature of the sampling process on the image. In the down sampling process, the high score image is processed into a low score image and sample independent auxiliary variables containing high-frequency information by wavelet transform and reversible neural network. In the up sampling process, the auxiliary variable Z and low score image are processed by reversible neural network and inverse wavelet transform to obtain the reconstruction results. The whole network training process forms a bijective function. The network enhances the processing of the lost information in the down sampling process and improves the reconstruction performance of SR network.

7.3 Degenerate model of enhanced fuzzy kernel estimation

The classic image super-resolution degradation model describes the image degradation process as a process of fuzzy kernel convolution, image down sampling and superimposed noise. Relevant studies have also confirmed the importance of fuzzy kernel for image super-resolution results. FKPSR [30] is a further deepening of the SR reconstruction work of blind super-resolution. FKPSR mainly proposes a network architecture using standardized flow for fuzzy kernel estimation. Considering the importance of fuzzy kernel to the performance of super-resolution reconstruction, FKPSR enhances the representation and generalization ability of fuzzy kernel carried by blind super-resolution network for various low-resolution images by realizing the accurate estimation of fuzzy kernel, and improves the performance of blind super-resolution reconstruction. This is of great significance for the practical application of super division reconstruction in real images. However, the noise and down sampling factors in the classical degradation model also have a certain restrictive effect on the performance improvement of blind super division reconstruction. How to better model these priors to improve the performance of blind super division network remains to be explored.

8 Common Datasets of Image Super-resolution

Supervised image super-resolution data sets are mainly divided into two categories. One of them is the data set synthesized manually. The synthesis methods mainly include bicubic interpolation and so on. Set5, set14, B100, urban100, manga109, div2k, etc. all belong to this kind of data set. Another kind of data set is the data set obtained by shooting with a variety of different camera devices under different scale factors, or the data set synthesized by using a variety of fuzzy cores and noise. This kind of data set is considered to be closer to the image degradation process in the real scene. Thus, the trained super-resolution model can be more suitable for image super-resolution tasks in real scenes. Whether it is the data set synthesized by interpolation or the data set generated by fuzzy kernel degradation, the quality evaluation of the generated high-resolution image is very important for the image super-resolution task. [67, 75, 53, 66, 72, 70, 68, 74, 56, 71, 50, 55, 73, 69] discusses several methods for image quality evaluation, which is of great significance to explore the cost function with better performance in the field of image super-resolution.

9 Application of deep learning in image super-resolution

The application of deep learning technology has touched many research fields. Deep learning has been widely used in the field of image vision. Since Dong et al. First applied convolutional neural network to the research of image super-resolution in 2014, a large number of new image super-resolution methods based on depth learning have been emerging. These methods can be roughly divided into the following categories: image super-resolution based on convolutional neural network, image
super-resolution based on residual network and dense network, and image super-resolution based on GAN network. These three methods are introduced below.

The main network structures of image super-resolution algorithm based on convolutional neural network are srcnn and FSRCNN. The performance of this method is much better than the previous algorithms. However, because the network layer is too few and the receptive field of the network is relatively small, the reconstructed image still has many defects in detail and texture, and the reconstruction effect of the high-frequency part of the image is poor. And srcnn is not a real end-to-end processing method. It needs bicubic interpolation to enlarge the low resolution image to the size of the target image before the low resolution image is input into the network, and then enter the network model for high-resolution image reconstruction. This process will make srcnn need to process the image in high-resolution space, resulting in an increase in the amount of calculation. FSRCNN algorithm realizes end-to-end reconstruction from low resolution image to high resolution image by using deconvolution layer.

Image super-resolution algorithm based on residual network and dense network. The main network models are RESNET network \([20]\) and densenet network. RESNET network adopts a more conservative way to deepen the depth of the network, and has achieved good results in the deep network. The general understanding of residual structure holds that each residual block learns new information on the basis of maintaining the original characteristics as much as possible. RESNET structure is similar to densenet structure. It can reuse the convolution layer features at all levels, and the parameters of the reuse layer will not be increased in the process of feature reuse. Densenet structure can explore new features more effectively than RESNET in the process of feature reuse, but densenet’s cascade form will make the network parameters surge with the increase of layers, which is not conducive to the construction of practical network structure. Densenet inputs the features of each layer to all subsequent layers in a dense block, so that the features of all layers are connected in series, rather than adding directly like RESNET. This structure brings the advantages of reducing the gradient disappearance problem, strengthening feature propagation, supporting feature reuse and reducing the number of parameters to the whole network. Densenet applies the dense block structure to the super-resolution problem. Its structure can be divided into four parts: (1) learning the characteristics of the lower layer with a convolution layer; (2) Learning high-level features with multiple dense blocks; (3) Up sampling through several deconvolution layers; (4) High resolution output is generated through a convolution layer. Dense block divides many convolution networks into 3~4 parts, which are called dense block. In each block, dense links are executed, and the output of the block is pooled to reduce the size of the feature graph.

The representative network structures of image super-resolution algorithms based on GAN network are SRGAN and ESRGAN. The core idea of SRGAN network comes from the Nash equilibrium of game theory. The network assumes that the two parties participating in the game are respectively a generative model and a discriminant model. The goal of the generative model is to learn as much as possible the real data distribution, and the goal of the discriminant model is to try to correctly judge whether the input data is real data or from the generative model. In order to win the game, two game participants need to continuously optimize their respective parameter settings to improve their own generation ability and discrimination ability. This learning optimization process is to find a Nash equilibrium between the two. However, the enlarged details of the SRGAN network are usually accompanied by artifacts. In order to further improve the visual quality, the author carefully studied the three key parts of SRGAN:network structure;adversarial loss;perceptual domain loss. And improve each item to get ESRGAN. ESRGAN proposes a Residual-in-Residual Dense Block network unit, in which the BN layer is removed. In addition, ESRGAN draws on the idea of Relativistic GAN, allowing the discriminator to predict the authenticity of the image rather than whether the image is a fake image. ESRGAN also improves the perceptual domain loss, using features before activation, which can provide stronger supervision for brightness consistency and texture restoration. With the help of these improvements, ESRGAN got better visual quality and more realistic and natural textures.

10 Conclusion

Aiming at the topic of the application of deep learning in the field of image super-resolution, this paper introduces image super-resolution technology and traditional super-resolution reconstruction algorithms, and analyzes and summarizes the research direction of deep learning and its differences.
with traditional machine learning models. Through classification and introduction of image super-resolution algorithms based on deep learning, the development trend and research results of image super-resolution technology in recent years are presented. With the continuous improvement of deep neural network models, the application of deep learning in the field of image super-resolution will continue to emerge new designs and ideas, resulting in better image super-resolution algorithms with higher speed and higher image reconstruction quality.

References

[1] Namhyuk Ahn, Byungkon Kang, and Kyung-Ah Sohn. Fast, accurate, and lightweight super-resolution with cascading residual network. In Proceedings of the European Conference on Computer Vision (ECCV), pages 252–268, 2018.

[2] Toygar Akgun, Yucel Altunbasak, and Russell M Mersereau. Super-resolution reconstruction of hyperspectral images. IEEE Transactions on Image Processing, 14(11):1860–1875, 2005.

[3] Fatma Albluwi, Vladimir A Krylov, and Rozenn Dahyot. Image deblurring and super-resolution using deep convolutional neural networks. In 2018 IEEE 28th International Workshop on Machine Learning for Signal Processing (MLSP), pages 1–6. IEEE, 2018.

[4] David Capel and Andrew Zisserman. Computer vision applied to super resolution. IEEE Signal Processing Magazine, 20(3):75–86, 2003.

[5] Jianan Cui, Kuang Gong, Ning Guo, Chenxi Wu, Xiaxia Meng, Kyungsang Kim, Kun Zheng, Zhifang Wu, Liping Fu, Baixuan Xu, et al. Pet image denoising using unsupervised deep learning. European journal of nuclear medicine and molecular imaging, 46(13):2780–2789, 2019.

[6] Tao Dai, Jianrui Cai, Yongbing Zhang, Shu-Tao Xia, and Lei Zhang. Second-order attention network for single image super-resolution. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 11065–11074, 2019.

[7] Chao Dong, Chen Change Loy, Kaiming He, and Xiaoou Tang. Learning a deep convolutional network for image superresolution. In European conference on computer vision, pages 184–199. Springer, 2014.

[8] Chao Dong, Chen Change Loy, and Xiaoou Tang. Accelerating the super-resolution convolutional neural network. In European conference on computer vision, pages 391–407. Springer, 2016.

[9] Michael Elad and Arie Feuer. Restoration of a single superresolution image from several blurred, noisy, and undersampled measured images. IEEE transactions on image processing, 6(12):1646–1658, 1997.

[10] Michael Elad and Yacov Hel-Or. A fast super-resolution reconstruction algorithm for pure translational motion and common space-invariant blur. IEEE Transactions on image Processing, 10(8):1187–1193, 2001.

[11] Sina Farsiu, Dirk Robinson, Michael Elad, and Peyman Milanfar. Advances and challenges in superresolution. International Journal of Imaging Systems and Technology, 14(2):47–57, 2004.

[12] Sina Farsiu, M Dirk Robinson, Michael Elad, and Peyman Milanfar. Fast and robust multiframe super resolution. IEEE transactions on image processing, 13(10):1327–1344, 2004.

[13] William T Freeman, Thouis R Jones, and Egon C Pasztor. Example-based super-resolution. IEEE Computer graphics and Applications, 22(2):56–65, 2002.

[14] William T Freeman, Egon C Pasztor, and Owen T Carmichael. Learning low-level vision. International journal of computer vision, 40(1):25–47, 2000.

[15] Daniel Glasner, Shai Bagon, and Michal Irani. Super-resolution from a single image. In 2009 IEEE 12th international conference on computer vision, pages 349–356. IEEE, 2009.
[16] Shuhang Gu, Wangmeng Zuo, Qi Xie, Deyu Meng, Xiangchu Feng, and Lei Zhang. Convolutional sparse coding for image superresolution. In Proceedings of the IEEE International Conference on Computer Vision, pages 1823–1831, 2015.

[17] Yong Guo, Jian Chen, Jingdong Wang, Qi Chen, Jiezhang Cao, Zeshuai Deng, Yanwu Xu, and Mingkui Tan. Closed-loop matters: Dual regression networks for single image super-resolution. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5407–5416, 2020.

[18] James L Harris. Diffraction and resolving power. JOSA, 54(7):931–936, 1964.

[19] Feng Jiang, Aleksei Grigorev, Seungmin Rho, Zhihong Tian, YunSheng Fu, Worku Jifara, Khan Adil, and Shaohui Liu. Medical image semantic segmentation based on deep learning. Neural Computing and Applications, 29(5):1257–1265, 2018.

[20] Jiwon Kim, Jung Kwon Lee, and Kyoung Mu Lee. Accurate image super-resolution using very deep convolutional networks. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1646–1654, 2016.

[21] Jiwon Kim, Jung Kwon Lee, and Kyoung Mu Lee. Deeply-recursive convolutional network for image super-resolution. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1637–1645, 2016.

[22] Kwang In Kim and Youngehee Kwon. Single-image super-resolution using sparse regression and natural image prior. IEEE transactions on pattern analysis and machine intelligence, 32(6):1127–1133, 2010.

[23] Christian Ledig, Lucas Theis, Ferenc Huszár, Jose Caballero, Andrew Cunningham, Alejandro Acosta, Andrew Aitken, Alykhan Tejani, Johannes Totz, Zehan Wang, et al. Photo-realistic single image super-resolution using a generative adversarial network. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 4681–4690, 2017.

[24] Chuanpeng Li, Pinle Qin, and Jinjing Zhang. Research on image denoising based on deep convolutional neural network. Computer Engineering, 43(3):253–260, 2017.

[25] Hongliang Li, Fanman Meng, Qingbo Wu, and Bing Luo. Unsupervised multiclass region cosegmentation via ensemble clustering and energy minimization. IEEE Transactions on Circuits and Systems for Video Technology, 24(5):789–801, 2013.

[26] Hui Li, Qingbo Wu, King Ngai Ngan, Hongliang Li, and Fanman Meng. Region adaptive two-shot network for single image dehazing. In 2020 IEEE International Conference on Multimedia and Expo (ICME), pages 1–6. IEEE, 2020.

[27] Juncheng Li, Faming Fang, Kangfu Mei, and Guixu Zhang. Multi-scale residual network for image super-resolution. In Proceedings of the European Conference on Computer Vision (ECCV), pages 517–532, 2018.

[28] Wei Li, Hongliang Li, Qingbo Wu, Fanman Meng, Linfeng Xu, and King Ngai Ngan. Headnet: An end-to-end adaptive relational network for head detection. IEEE Transactions on Circuits and Systems for Video Technology, 30(2):482–494, 2019.

[29] Zhen Li, Jinglei Yang, Zheng Liu, Xiaomin Yang, Gwanggil Jeon, and Wei Wu. Feedback network for image super-resolution. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 3867–3876, 2019.

[30] Jingyun Liang, Kai Zhang, Shuhang Gu, Luc Van Gool, and Radu Timofte. Flow-based kernel prior with application to blind super-resolution. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 10601–10610, 2021.

[31] Dingan Liao, Hu Lu, Xingpei Xu, and Quansheng Gao. Image segmentation based on deep learning features. In 2019 Eleventh International Conference on Advanced Computational Intelligence (ICACI), pages 296–301. IEEE, 2019.
[32] Bee Lim, Sanghyun Son, Heewon Kim, Seungjun Nah, and Kyoung Mu Lee. Enhanced deep residual networks for single image super-resolution. In Proceedings of the IEEE conference on computer vision and pattern recognition workshops, pages 136–144, 2017.

[33] Zhe Liu, Wei Qi Yan, and Mee Loong Yang. Image denoising based on a cnn model. In 2018 4th International Conference on Control, Automation and Robotics (ICCAR), pages 389–393. IEEE, 2018.

[34] Cheng Ma, Yongming Rao, Yean Cheng, Ce Chen, Jiwen Lu, and Jie Zhou. Structure-preserving super resolution with gradient guidance. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7769–7778, 2020.

[35] Kede Ma, Qingbo Wu, Zhou Wang, Zhengfang Duanmu, Hongwei Yong, Hongliang Li, and Lei Zhang. Group mad competition-a new methodology to compare objective image quality models. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 1664–1673, 2016.

[36] Fanman Meng, Lili Guo, Qingbo Wu, and Hongliang Li. A new deep segmentation quality assessment network for refining bounding box based segmentation. IEEE Access, 7:59514–59523, 2019.

[37] Fanman Meng, Hongliang Li, King Ngı Ngan, Liaoyuan Zeng, and Qingbo Wu. Feature adaptive co-segmentation by complexity awareness. IEEE Transactions on Image Processing, 22(12):4809–4824, 2013.

[38] Fanman Meng, Hongliang Li, Qingbo Wu, Bing Luo, and King Ngı Ngan. Weakly supervised part proposal segmentation from multiple images. IEEE Transactions on Image Processing, 26(8):4019–4031, 2017.

[39] Fanman Meng, Hongliang Li, Qingbo Wu, King Ngı Ngan, and Jianfei Cai. Seeds-based part segmentation by seeds propagation and region convexity decomposition. IEEE Transactions on Multimedia, 20(2):310–322, 2017.

[40] Fanman Meng, Kunming Luo, Hongliang Li, Qingbo Wu, and Xiaolong Xu. Weakly supervised semantic segmentation by a class-level multiple group cosegmentation and foreground fusion strategy. IEEE Transactions on Circuits and Systems for Video Technology, 30(12):4823–4836, 2019.

[41] Rafael Molina, Miguel Vega, Javier Abad, and Aggelos K Katsaggelos. Parameter estimation in bayesian high-resolution image reconstruction with multisensors. IEEE Transactions on Image Processing, 12(12):1655–1667, 2003.

[42] Nhat Nguyen, Peyman Milanfar, and Gene Golub. A computationally efficient superresolution image reconstruction algorithm. IEEE transactions on image processing, 10(4):573–583, 2001.

[43] Saem Park and Nojun Kwak. Recurrently-trained super-resolution. IEEE Access, 9:23191–23201, 2021.

[44] Sung Cheol Park, Min Kyu Park, and Moon Gi Kang. Superresolution image reconstruction: a technical overview. IEEE signal processing magazine, 20(3):21–36, 2003.

[45] Andrew J Patti, M Ibrahim Sezan, and A Murat Tekalp. High-resolution image reconstruction from a low-resolution image sequence in the presence of time-varying motion blur. In Proceedings of 1st International Conference on Image Processing, volume 1, pages 343–347. IEEE, 1994.

[46] Heqian Qiu, Hongliang Li, Qingbo Wu, Fanman Meng, Linfeng Xu, King Ngı Ngan, and Hengcan Shi. Hierarchical context features embedding for object detection. IEEE Transactions on Multimedia, 22(12):3039–3050, 2020.

[47] Heqian Qiu, Hongliang Li, Qingbo Wu, and Hengcan Shi. Offset bin classification network for accurate object detection. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 13188–13197, 2020.
[48] Yuhui Quan, Peikang Lin, Yong Xu, Yuesong Nan, and Hui Ji. Nonblind image deblurring via deep learning in complex field. *IEEE Transactions on Neural Networks and Learning Systems*, 2021.

[49] Mehdi SM Sajjadi, Bernhard Scholkopf, and Michael Hirsch. Enhancenet: Single image super-resolution through automated texture synthesis. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 4491–4500, 2017.

[50] Boxin Shi, Hang Zhao, Moshe Ben-Ezra, Sai-Kit Yeung, Christy Fernandez-Cull, R Hamilton Shepard, Christopher Barsi, and Ramesh Raskar. Sub-pixel layout for super-resolution with images in the octic group. In *European Conference on Computer Vision*, pages 250–264. Springer, 2014.

[51] Hengcan Shi, Hongliang Li, Fanman Meng, and Qingbo Wu. Key-word-aware network for referring expression image segmentation. In *Proceedings of the European Conference on Computer Vision (ECCV)*, pages 38–54, 2018.

[52] Jian Sun, Zongben Xu, and Heung-Yeung Shum. Image super-resolution using gradient profile prior. In *2008 IEEE Conference on Computer Vision and Pattern Recognition*, pages 1–8. IEEE, 2008.

[53] Fang Suo, Fangyu Hu, and Gao Zhu. Robust super-resolution reconstruction based on adaptive regularization. In *2011 International Conference on Wireless Communications and Signal Processing (WCSP)*, pages 1–4. IEEE, 2011.

[54] Ying Tai, Jian Yang, and Xiaoming Liu. Image super-resolution via deep recursive residual network. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 3147–3155, 2017.

[55] Ying Tai, Jian Yang, Xiaoming Liu, and Chunyan Xu. Memnet: A persistent memory network for image restoration. In *Proceedings of the IEEE international conference on computer vision*, pages 4539–4547, 2017.

[56] Liangzhi Tang, Qingbo Wu, Wei Li, and Yinan Liu. Deep saliency quality assessment network with joint metric. *IEEE Access*, 6:913–924, 2017.

[57] Brian J Thompson. Modern approach to optics: Introduction to fourier optics. *Science*, 164(3876):170–170, 1969.

[58] Tong Tong, Gen Li, Xiejie Liu, and Qinquan Gao. Image super-resolution using dense skip connections. In *Proceedings of the IEEE international conference on computer vision*, pages 4799–4807, 2017.

[59] RY Tsai. Multiple frame image restoration and registration. *Advances in Computer Vision and Image Processing*, 1:1715–1989, 1989.

[60] Miguel Vega, Javier Mateos, Rafael Molina, and Aggelos K Katsaggelos. Super-resolution of multispectral images. *The Computer Journal*, 52(1):153–167, 2009.

[61] Xintao Wang, Ke Yu, Shixiang Wu, Jinjin Gu, Yihao Liu, Chao Dong, Yu Qiao, and Chen Change Loy. Esrgan: Enhanced super-resolution generative adversarial networks. In *Proceedings of the European conference on computer vision (ECCV) workshops*, pages 0–0, 2018.

[62] Zhaowen Wang, Ding Liu, Jianchao Yang, Wei Han, and Thomas Huang. Deep networks for image super-resolution with sparse prior. In *Proceedings of the IEEE international conference on computer vision*, pages 370–378, 2015.

[63] Haoran Wei, Qingbo Wu, Hui Li, King Ng Nga, Hongliang Li, and Fanman Meng. Single image dehazing via artificial multiple shots and multidimensional context. In *2020 IEEE International Conference on Image Processing (ICIP)*, pages 1023–1027. IEEE, 2020.

[64] Pengxu Wei, Ziwei Xie, Hannan Lu, Zongyuan Zhan, Qixiang Ye, Wangmeng Zuo, and Liang Lin. Component divide-and-conquer for real-world image super-resolution. In *European Conference on Computer Vision*, pages 101–117. Springer, 2020.
[65] Qingbo Wu, Hongliang Li, Fanman Meng, and King N Ngan. Generic proposal evaluator: A lazy learning strategy toward blind proposal quality assessment. *IEEE Transactions on Intelligent Transportation Systems*, 19(1):306–319, 2017.

[66] Qingbo Wu, Hongliang Li, Fanman Meng, and King N Ngan. A perceptually weighted rank correlation indicator for objective image quality assessment. *IEEE Transactions on Image Processing*, 27(5):2499–2513, 2018.

[67] Qingbo Wu, Hongliang Li, Fanman Meng, King N Ngan, Bing Luo, Chao Huang, and Bing Zeng. Blind image quality assessment based on multichannel feature fusion and label transfer. *IEEE Transactions on Circuits and Systems for Video Technology*, 26(3):425–440, 2015.

[68] Qingbo Wu, Hongliang Li, Fanman Meng, King Ng N Ngan, and Shuyuan Zhu. No reference image quality assessment metric via multi-domain structural information and piecewise regression. *Journal of Visual Communication and Image Representation*, 32:205–216, 2015.

[69] Qingbo Wu, Hongliang Li, and King N Ngan. Gip: Generic image prior for no reference image quality assessment. In *Pacific Rim Conference on Multimedia*, pages 600–608. Springer, 2016.

[70] Qingbo Wu, Hongliang Li, King N Ngan, and Kede Ma. Blind image quality assessment using local consistency aware retriever and uncertainty aware evaluator. *IEEE Transactions on Circuits and Systems for Video Technology*, 28(9):2078–2089, 2017.

[71] Qingbo Wu, Hongliang Li, King N Ngan, Bing Zeng, and Moncef Gabbouj. No reference image quality metric via distortion identification and multi-channel label transfer. In *2014 IEEE International Symposium on Circuits and Systems (ISCAS)*, pages 530–533. IEEE, 2014.

[72] Qingbo Wu, Hongliang Li, Zhou Wang, Fanman Meng, Bing Luo, Wei Li, and King N Ngan. Blind image quality assessment based on rank-order regularized regression. *IEEE Transactions on Multimedia*, 19(11):2490–2504, 2017.

[73] Qingbo Wu, Lei Wang, King N Ngan, Hongliang Li, and Fanman Meng. Beyond synthetic data: A blind deraining quality assessment metric towards authentic rain image. In *2019 IEEE International Conference on Image Processing (ICIP)*, pages 2364–2368. IEEE, 2019.

[74] Qingbo Wu, Lei Wang, King Ng N Ngan, Hongliang Li, Fanman Meng, and Linfeng Xu. Subjective and objective de-raining quality assessment towards authentic rain image. *IEEE Transactions on Circuits and Systems for Video Technology*, 30(11):3883–3897, 2020.

[75] Qingbo Wu, Zhou Wang, and Hongliang Li. A highly efficient method for blind image quality assessment. In *2015 IEEE International Conference on Image Processing (ICIP)*, pages 339–343. IEEE, 2015.

[76] Mingqing Xiao, Shuxin Zheng, Chang Liu, Yaolong Wang, Di He, Guolin Ke, Jiang Bian, Zhouchen Lin, and Tie-Yan Liu. Invertible image rescaling. In *European Conference on Computer Vision*, pages 126–144. Springer, 2020.

[77] Jianchao Yang, John Wright, Thomas S Huang, and Yi Ma. Image superresolution via sparse representation. *IEEE transactions on image processing*, 19(11):2861–2873, 2010.

[78] Yuwei Yang, Fanman Meng, Hongliang Li, Qingbo Wu, Xiaolong Xu, and Shuai Chen. A new local transformation module for few-shot segmentation. In *International Conference on Multimedia Modeling*, pages 76–87. Springer, 2020.

[79] Qiangqiang Yuan, Liangpei Zhang, Huanfeng Shen, and Pingxiang Li. Adaptive multiple-frame image super-resolution based on u-curve. *IEEE Transactions on Image Processing*, 19(12):3157–3170, 2010.

[80] Linwei Yue, Huanfeng Shen, Jie Li, Qiangqiang Yuan, Hongyan Zhang, and Liangpei Zhang. Image superresolution: The techniques, applications, and future. *Signal Processing*, 128:389–408, 2016.

[81] Hongyan Zhang, Zeyu Yang, Liangpei Zhang, and Huanfeng Shen. Super-resolution reconstruction for multi-angle remote sensing images considering resolution differences. *Remote Sensing*, 6(1):637–657, 2014.
[82] Kai Zhang, Wangmeng Zuo, and Lei Zhang. Deep plug-and-play super-resolution for arbitrary blur kernels. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 1671–1681, 2019.

[83] Yulun Zhang, Kunpeng Li, Kai Li, Lichen Wang, Bineng Zhong, and Yun Fu. Image super-resolution using very deep residual channel attention networks. In Proceedings of the European conference on computer vision (ECCV), pages 286–301, 2018.

[84] Yulun Zhang, Kunpeng Li, Kai Li, Bineng Zhong, and Yun Fu. Residual non-local attention networks for image restoration. arXiv preprint arXiv:1903.10082, 2019.

[85] Yulun Zhang, Yapeng Tian, Yu Kong, Bineng Zhong, and Yun Fu. Residual dense network for image super-resolution. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 2472–2481, 2018.

[86] Huangxuan Zhao, Ziwen Ke, Ningbo Chen, Songjian Wang, Ke Li, Lidai Wang, Xiaojing Gong, Wei Zheng, Liang Song, Zhicheng Liu, et al. A new deep learning method for image deblurring in optical microscopic systems. Journal of biophotonics, 13(3):e201960147, 2020.