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Abstract: In the past, various optimization objective functions have been proposed to help in network optimization, especially for use in traffic engineering (TE) and topology optimization. This variety of optimization objectives resulted in the emergence of algorithms targeting different objectives. However, the role of the objective function has largely been overlooked. Because, the choice of a particular objective function was not justified in most of the cases. Some researchers criticized this arbitrary selection of objective functions. Even though some researchers intuitively suggest using a specific objective, only few work tackled with the problem of evaluating the objectives. In this paper, we evaluate various network optimization objectives on topology optimization. Previously, a study analyzed the efficiency of some routing optimization objectives using linear programming (LP) by linear relaxation. However, some of the objective functions are nonlinear, and such a linear relaxation does not treat each objective equally. The difficulty arises due to the fact that optimization algorithms are objective function tailored heuristics. To achieve fairness, we compare and analyze different traffic optimization objectives for topology optimization using neural networks which are used to model nonlinear relations. By using neural networks, we strive to avoid any unfairness, such as obviating linear approximation. Also, our work suggests which features are meaningful for machine learning in network optimization. Our method partially agrees with the previous work, and we conclude that delay is the best performing optimization objective.
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I. INTRODUCTION

TRAFFIC engineering (TE) and topology optimization are two domains in network optimization. Considerable research attention has been devoted to developing novel methods for both optimization problems. TE focuses on routing optimization and load balancing; in a way, TE directs the traffic to feasible paths. On the other hand, topology optimization focuses on finding topologies that can accommodate the traffic. Nevertheless, both domains attempt to optimize an objective function such as minimizing maximum link utilization, average delay, weighted hop count, average queuing delay or maximizing available bandwidth. These are some well-known network-wide optimization objectives.

Routing protocols use shortest path algorithms, and it is possible to adapt the protocol to target any objective function by changing only link weights [2]. Most of the researches in routing optimization have focused on optimizing the weights to achieve an optimization objective [2], [3]. On the other hand, little has been done on the evaluation of how well optimization objectives do, such as in [4]. In that pioneering work, the researchers investigated the efficiency of different optimization objectives. They took the linear programming (LP) approach for evaluating different objectives even as making some linear approximations on nonlinear optimization objectives. Rightfully, they acknowledge the shortcomings of linear approximations. As a result, there remains a need for a fair comparison of different optimization objectives.

In this work, we evaluate different optimization objectives in topology optimization problem in optical networks, the core infrastructure of the Internet today. Optical fiber has become the main choice of communication medium for long-haul networks replacing relatively lossy copper wire medium. This migration has allowed transmitting higher bandwidths of data with fewer repeaters over long distances. In turn, the Internet witnessed a thousand-fold increase in bandwidths during the 1990s [5]. In addition, optical communication is capable of carrying many channels simultaneously using wavelength-division multiplexing (WDM). These capabilities of the optical medium allow establishing of many different virtual topologies on top of the very same physical topology. Selecting an efficient virtual topology (VT) is an important problem in autonomous systems (AS).

Since the mid-1990s, there has been a great effort on VT optimization. Researchers commonly used maximum link utilization, delay or average weighted hop as objectives [6]. In this study, we evaluate the most common, nonparametric objective functions for VT optimization problem. However, the main contribution of our work is to provide a fair comparison for different optimization objectives. We strive to provide fair comparison by using a machine learning algorithm. Previously, nonlinear objective functions were evaluated using linear approximations [4], [2]. On the other hand, with neural networks, such unfairness in the evaluation can be avoided. More importantly, we evaluate those objectives under realistic, dynamic traffic. This allows us to make our conclusions more comprehensive. We conclude that some optimization objectives are better to target than others. We observed how a very commonly used objective function results in poor performance. Our results regarding the best optimization objective agrees with the previous work [4].

The remainder of this paper is organized as follows. Section II presents the motivation for this work, Section III presents preliminaries related to the neural networks algorithm we use. Section IV describes the optimization objectives we cover. Sec-
Although there has been an enormous effort concentrated on TE and topology optimization, there has been scant attempt to understand how well the optimization objectives perform. The optimization objective is a vital aspect of any work tackling with network optimization. Few researchers have addressed the problem of analyzing different objectives. There has been only a single study that considered different TE optimization objectives and the authors concluded that some objective functions are more worthy than others [4]. However, as the authors acknowledge, the use of linear approximation of nonlinear objective functions limits the scope of conclusion, and an alternative approach is crucial to understand the performance of different optimization objectives.

To illustrate why the selection of objective function matters, consider the following optimization objective: One rule of thumb is to maintain link utilizations under 50 percent for all links or to minimize maximum link utilization. However, minimizing maximum link utilization is overly sensitive to bottleneck links [4], [2]. That is, maximum link utilization is a very local metric, which may be far from capturing the global network performance. Another way to look at this is to observe that only one link determines the objective value [3]. For example, two solutions with same maximum utilization but a different mean utilization will have the same value. This is a common problem with objective functions based on min-max formulations.

Even though the maximum link utilization objective has such a shortcoming, nonetheless it has been one of the most common optimization metric in topology optimization studies [6]. For example, some recent high impact studies on software-defined networks (SDN) used maximum utilization [7], [8]. In this work, we strive to achieve a fair comparison through a machine learning algorithm in topology optimization setting.

A. Topology Optimization

Topology optimization takes place at the physical layer at the core of the Internet. Fig. 1 illustrates the topology optimization problem. In an all-optical, IP-over-WDM network, each router is equipped with a set of transmitters and receivers. Each fiber link can carry a certain number of wavelengths. Optical cross-connects serve as a switching device for optical signals, and associates and incoming link with an outgoing link. This allows the possibility of establishing various virtual topologies on top of a physical topology. Finding efficient virtual topologies is the problem. This topology optimization problem is more specifically referred as virtual topology design (VTD) to signify the fact that underlying physical topology does not change (i.e. fiber links). The problem is called virtual topology reconfiguration (VTR), when the virtual topology is updated periodically. In this work, we evaluate objectives in VTR setting, which recent research has focused on.

Fig. 1 illustrates the topology optimization problem. In the illustration, each fiber link can carry two wavelengths. Wave-length 1 connects 1-hop nodes (i.e. A-B, B-D and C-D), and Wavelength 2 connects pair B-C. The path between B and C is seamless from the IP layer perspective. These seamless paths connecting nodes in IP layer called “lightpaths”. Note that in this example, there are many possible assignments even with 2 wavelengths. For example, A and D could be connected using wavelength 1, in which case there would be no lightpath between A and B, and between B and D. VTR problem is to find the topology that satisfies some optimization goal, thus it is the optimization objective that determines the final virtual topology.

Figure 2 illustrates the relation between TE and VTD/VTR. Traffic demand is same for both problems, however, the objective function may differ. Traditionally, VTR and routing problems (i.e. TE) are treated separately [6]. Despite our efforts to combine both problems, the simulation results of this intricate problem prevented us from drawing any meaningful conclusion. Thus, we limit our focus on topology optimization, and use unit cost routing where each link has the same weight.

B. Why Machine Learning?

In recent years, there has been several influential work in networking community using machine learning as diverse as con-
gestion control [9], traffic classification [10] and intrusion detection [11]. The researchers demonstrated that several important problems can be solved efficiently with machine learning.

In our case, we use machine learning due to limitations. Most of the VTR optimization methods use heuristics. For each optimization, it is necessary to use a different heuristic. Using different heuristics prevents comparison of different objectives on fair grounds. LP formulations use linear approximations on nonlinear objectives, and heuristics are tailored to the objective functions. Thus, for this problem, the use of machine learning is rather a necessity than a choice.

Before delving into the optimization problem, we need to show that the VTR problem can benefit from machine learning. Machine learning works well when there is a trend or pattern in the data or variables that can be captured statistically. It has been long discussed whether Internet traffic is self-similar after the pioneering work of Leland et al. [12]. There is no consensus on self similarity of traffic in the research community. However, long range dependency (LRD) was accepted and observed in real traffic settings [13]–[15]. The next section presents the preliminaries and the algorithm.

### III. PRELIMINARIES

The machine learning algorithm we use in this work is called Attractor Selection Based (ASB) topology control. To understand the outcomes of this work, it is not essential to understand ASB fully. However, we briefly review it. The details of ASB can be found in prior work [16].

ASB is built on neural networks. The learning type it uses can be regarded as reinforcement learning in a broad sense. Unlike supervised learning, in reinforcement learning there is no training dataset. In reinforcement learning, the learner takes actions, and upon the consequences of its action, the learner modifies its knowledge. ASB begins randomly exploring viable topologies. Upon discovering a “good topology”, which is explained in detail in Section IV.C, ASB stores it in a memory. Those stored good topologies serve as a guide for ASB in future explorations by attracting the algorithm to converge a topology similar to themselves. Since those topologies attract the state towards themselves, they are called attractors.

To give a sense of problem size, we walk through the numbers. For \( N \) nodes, there are \( N \times (N - 1) \) node pairs. Instead of an adjacency matrix, we describe topologies by bit vectors. Bit vectors are necessary as the neural network we use works only with them. Hence, a bit-vector of size \( N \times (N - 1) \) can represent any topology, and total number of possible topologies are \( 2^{N \times (N - 1)} \). However, due to resource constraints such as number of transmitters/receivers at each node, it is impossible to establish all possible topologies.

#### A. Neural Memories

Once ASB algorithm finds a good topology, it stores the topology inside a neural memory. Neural memories are different than traditional computer memories, in the sense that they do not store information as it is. In computer memories, the stored elements are read from bit cells. On the other hand, in neural memories the output is provided through a mathematical operation, such as a matrix multiplication.

The type of the neural memory we use in this work is an auto-associative memory. Auto-associative memories can be used to correct noisy inputs by trying to associate a given input to one of the stored patterns (e.g., topologies). Auto-associative memories resemble content addressable memories (CAMs), the values are supplied instead of addresses. Unlike CAMs, auto-associative memories return values. If a query is not stored in the memory, then associative memory returns the closest element to the query.

Consider the following neural memory. The output \( \mathcal{O} \) for an input \( \mathcal{I} \) is calculated by:

\[
\mathcal{O} = \text{sgn}(\mathcal{I} \mathcal{W}).
\]

Here \( \mathcal{O} \) and \( \mathcal{I} \) are row vectors, \( \text{sgn}(\cdot) \) is the sign function given by:

\[
\text{sgn}(x) = \begin{cases} 
1 & \text{if } x \geq 0 \\
-1 & \text{if } x < 0 
\end{cases}
\]

and the weight matrix \( \mathcal{W} \) can be calculated as:

\[
\mathcal{W} = \mathcal{A}^\top \mathcal{A},
\]

where \( \mathcal{A} \) represents the stored topologies (i.e. each row of \( \mathcal{A} \) is a topology).

It is more efficient to encode values as bipolar (i.e., \([1, -1]\)) rather than \([1, 0] \) in neural memories [17]. We proceed with a toy example. For example, consider storing of two 4-bit values, such as:

\[
\mathcal{A} = \begin{bmatrix}
1 & -1 & -1 & 1 \\
-1 & -1 & 1 & -1
\end{bmatrix}
\]

and using (3), \( \mathcal{W} \) can be calculated as:

\[
\mathcal{W} = \begin{bmatrix}
2 & 0 & -2 & 2 \\
0 & 2 & 0 & 0 \\
-2 & 0 & 2 & -2 \\
2 & 0 & -2 & 2
\end{bmatrix}
\]

Using (1), it is straightforward to check the following equalities hold:

\[
\text{sgn}(\mathcal{A}_1 \mathcal{W}) = \mathcal{A}_1 \\
\text{sgn}(\mathcal{A}_2 \mathcal{W}) = \mathcal{A}_2.
\]

This means, when a stored input is provided, the memory returns the stored input. However, the main function of auto-associative memories is to associate noisy inputs to stored values. For example, let \( \mathcal{A}_1 \) denote a noisy version of \( \mathcal{A}_\infty \), where the last bit is flipped, that is \( \mathcal{A}_1 = [1 \ -1 \ -1 \ -1] \). This noisy input can be corrected as the following holds:

\[
\text{sgn}(\mathcal{A}_1 \mathcal{W}) = \mathcal{A}_1.
\]

In some cases, the noisy inputs cannot be corrected. For example, an input where the second bit of \( \mathcal{A}_2 \) is flipped, that is \( \mathcal{A}_2 = [-1 \ 1 \ 1 \ -1] \) cannot be corrected. The memory returns \([-1 \ 1 \ 1 \ -1] \), which is not \( \mathcal{A}_2 \).

We have just shown one way of constructing an auto-associative memory, based on Hebbian learning (i.e. autocorrelation matrix) [18]. More efficient memories can be constructed using different weight matrices, such as using multistate memories [19], [20].
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\[
\alpha \leftarrow \alpha + N(0,1),
\]

where $N(0,1)$ is the standard normal random variable, $f$ can be sign or sigmoid function. The value $\alpha$ is the optimization metric to be maximized. For example, if we want to minimize $w_{\text{max}}$, then $\alpha$ should be a decreasing function of $w_{\text{max}}$, since they are inversely related. Here, $x_i$ represents the likelihood of establishing a path for node pair $i$. In each round, ASB makes changes to the present topology based on $x_i$ values. For example, if $x_i$ is greater than 0.5, then lightpath for pair $i$ is established; otherwise the lightpath is terminated (if it exists). Of course, the lightpath is established only if corresponding resources are available (i.e. wavelength and ports).

As (4) shows, ASB has two components: auto-associative memory and random walk. When the topology performs well (i.e. $\alpha$ is high), the auto-associative memory part steers the topology selection towards previously stored topologies. On the other hand, when $\alpha$ is low; ASB reduces the contribution of stored topologies.

Fig. 3 gives an overview of ASB algorithm. First, ASB monitors the performance (line 2). Then, it converts this $w_{\text{max}}$ value to an optimization objective parameter $\alpha$ (line 3). Then it is time to check if the current topology is a good topology worth to remember (line 5). The current value of $\alpha$ is checked against a threshold value $\alpha_{\text{th}}$, which is 0.5. Then it checks the performance at the last round $\alpha_{t-1}$ to threshold. This is done to determine if the topology is in a transition from a bad topology to good topology. This also prevents possible hysteresis. If, the conditions to add a new topology to attractor list is satisfied,

\[
dx_i = \alpha + N(0,1),
\]

B. ASB Algorithm

ASB aims to find an optimal virtual topology (VT), and it changes topologies according to the following equation [16]:

\[
\frac{dx_i}{dt} = f \left( \sum_{j=1}^{n} w_{ij}x_j \right) - x_i + N(0,1),
\]

then the current topology is added as a new attractor in a FIFO fashion (Line 6). Regardless of whether present topology is an attractor or not, ASB updates topology, each round by (4) as line 7 shows.

In line 9, the algorithm calculates the expression levels, which determines which paths needs to be established based on the value. If the expression level for a path is more than 0.5, then the corresponding path will be established. Note here that, the paths can be established as long as physical resources allow (i.e. availability of wavelengths, ports) (line 12). If the expression level is less than 0.5, and if that path already exists, then that path is terminated and the attached physical resources are freed (line 15).

Before we start our evaluation, we need to check if the topology optimization problem is suitable for machine learning. In the next section, we analyze real network traffic traces to check the feasibility of using machine learning and also discuss why machine learning is a good candidate for this problem.

IV. COMPARISON OF OPTIMIZATION OBJECTIVES

In this section, first we discuss why machine learning can be a good candidate. After that, we will check whether the use of machine learning is feasible through analyzing real network traffic traces. Finally, we look at the commonly used optimization metrics.

A discussion of traffic engineering performance objectives can be found in RFC 2702 [21]. In Section 2.1 of RFC 2702, the performance objectives are classified into two groups as traffic oriented and resource oriented objectives. For traffic oriented objectives, four objectives are presented: minimization of packet loss, minimization of delay, maximization of throughput and enforcement of service-level agreements. In this work, we use two of these four objectives: minimization of delay and maximization of throughput. As traffic load-level simulators are used in topology optimization research, it is infeasible to trace packet loss. However, we use a objective that aims to minimize the utilization on maximally loaded link, and it is directly correlated with packet losses. In addition to these objectives, we included two more objectives in this study: 1) minimizing the average weighted number of hops, and 2) minimizing the variance of link utilizations.

In this work, we evaluate network-wide metrics only, as this is a network-wide optimization problem. It is impossible to evaluate end host based metrics such as average flow completion time, because the network operator cannot have such knowledge. The metrics we discuss in this section are the most common metrics used in traffic engineering and topology optimization studies. We focus on nonparametric functions, as parametric functions require parameter space search. Even though Balon et al. analyzed some parametric objectives, they stated their preference for nonparametric objectives [4]. This work also gives an insight on what features are useful in optimizing networks using machine learning.

A. Traffic Analysis

First, we analyze real traffic trace from GEANT topology, which consists of 23 nodes, provided by the TOTEM...
project [22]. Figure 4 shows the autocorrelations of the traffic loads between each pair in the traffic data taken from GEANT topology between January 1st to January 11th 2006. A signal is correlated, if the autocorrelation function (ACF) coefficients are strictly non-zero. Note that each consecutive point in GEANT figure corresponds to a 15 minute interval, whereas in synthetic traffic and random traffic, it is equal to an hour interval. In the figure, the autocorrelations of the traffic load from nodes 13 and 20 to all other destination nodes are plotted. In the x-axis, each interval corresponds a 15 minute sampling interval. Thus, for example, $x = 96$ corresponds to one day. The figure reveals that at about every 96 rounds, there is a strong dependency with the previous traffic. Real intra-domain network traffic shows a trend, that can be captured by a machine learning algorithm. Therefore, learning is feasible for this problem. The figure clearly indicates a strong dependence with a period of about 24 hours. After each day, the correlation reduces. After 9 days, the correlation falls between the confidence intervals, which means the traffic is no longer correlated.

ACF plots are good to give a general sense of correlation of signals. To understand the correlation in a finer detail, a measure called Hurst exponent is used. Fig. 5 shows the Hurst exponents of GEANT traffic. A Hurst exponent close to 0.5 indicates an uncorrelated series, and a Hurst exponent between 0.5 and 1 means long-term positive autocorrelation. Higher Hurst exponent values mean stronger correlation. Note that, GEANT traffic shows slightly stronger correlations than our synthetic traffic. In this work, we use the synthetic and random traffic. The temporal correlation in synthetic traffic is less than the traffic from GEANT topology.

B. Optimization Objectives

TE optimization metrics have been studied extensively. Altun et al. discusses that the link weight metric is the most important metric in the shortest path calculation [23]. In RFC 2328, the decision of choosing an appropriate metric has been left to the network operator. For example, Cisco routers assign inverse of the capacity of a link as the link weights. Throughout this paper, we refer the objective of minimizing $u_{\text{max}}$ as $\text{maxUtil}$. Keeping $u_{\text{max}}$ under 0.5 is a worthy effort, because such a topology can handle when the traffic doubles, without any congestion. However, the problem with $u_{\text{max}}$ is its sensitivity to bottleneck links, as other people pointed out [4], [2]. Only one link value represents the overall topology can be problematic. Throughout this paper, we refer the objective of minimizing $u_{\text{max}}$ as $\text{maxUtil}$.

B.1 Maximum Utilization (maxUtil)

Link utilization of a link can be described by $u_i = l_i/c_i$, where $l_i$ is the load of the link $i$, and $c_i$ is the capacity of the link. Then link utilization of the most heavily loaded link is denoted as $u_{\text{max}}$.

B.2 Variance of Utilizations (varUtil)

The sensitivity of $u_{\text{max}}$ can be solved by considering all link utilizations. Blanchy et al. proposed a metric that is directly related to the variance of link utilizations, which we refer as
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B.3 Average Weighted Number of Hops (weightedHop)

Along with maxUtil, average weighted number of hops is most common metric in topology optimization. We simply refer it as weightedHop. weightedHop is the average number of hops traversed by one unit traffic [6]. It is a traffic weighted hop count, rather than the pure hop count. Balon and his colleagues used minimum hop count in their work [4].

B.4 Delay

Elwalid et. al. discusses that a natural choice for the link cost is delay [27], and it can be calculated by:

\[
\text{Delay} = \sum_{i \in E} \frac{1}{c_{i} - l_{i}}.
\]

B.5 Normalized Available Bandwidth (NABW)

In traffic engineering context, a method called minimum interference routing algorithm (MIRA) has been introduced previously [3]. The authors propose an objective function to maximize available bandwidth on all possible pairs. In MIRA, the basic motivation is to maximize the probability of accepting future traffic demands. It is not possible to apply directly MIRA in topology optimization context because of the inherent differences of topology optimization with TE. However, we propose a new algorithm called normalized available bandwidth (NABW), which tries to achieve similar goal of handling of maximum future demands.

Let’s assume that \(l_{\text{max}}(i,j)\) is the maximum utilization on the path \(i \rightarrow j\), we define an objective function for each path \(i \rightarrow j\) as

\[
\text{NABW}(\text{path}_{i,j}) = \frac{1 - l_{\text{max}}(i,j)}{\# \text{ of paths passing through } l_{\text{max}}(i,j)}.
\]

Then, we sum for all paths as

\[
\text{total}(\text{NABW}) = \sum_{\forall i,j \in N} \text{NABW}(\text{path}_{i,j}).
\]

Here, \(l_{\text{max}}(i,j)\) corresponds to the load on the maximally loaded link between the path \(i\) and \(j\). This link is basically the bottleneck link in \(\text{mpath}_{i,j}\). In short, we calculate available bandwidth normalized by the number of paths passing through the most heavily loaded links in that path. The intuition is, if there are more paths passing through a link, then that link has to have more importance than another link having the same amount of residual bandwidth. Our goal is to maximize total(\(\text{NABW}\)).

C. Modifying ASB

Due to the inherent nature of ASB, we must make a few modifications to provide fairness for different objectives. In ASB, \(\alpha\) is calculated by

\[
\alpha = \frac{1}{1 + e^{50(u_{\text{max}}-0.5)}}.
\]

For other metrics, we need to have a similar mapping to [0,1] range. However, for metrics like weightedHop, this mapping is not straightforward. Unlike \(u_{\text{max}}\), it is not possible to know what can be a good weightedHop for a given traffic demand and topology. Theoretically the lower bound for weightedHop can be 1, but it is hard to find an upper bound and come up with a mapping function from weightedHop to \(\alpha\). This is also true for Delay, NABW and varUtil.

First we need to determine whether a topology is "good" or "bad". To do that, we need to get a sense of what is an average performance for a given metric. First we run the simulator for sometime, a warm-up phase, and record the maximum and minimum values for a given objective function. Then, after warm-up phase ends, we start the simulation and normalize values using the recorded minimum and maximum values.

The approach we take on this work in detail is as follows. In the warm-up phase, the first 200 rounds, we record the minimum and maximum seen values such as \(\text{NABW}_{\text{min}}\) and \(\text{NABW}_{\text{max}}\). Then, after the warm-up period, we can calculate \(\alpha\) as

\[
\alpha = \frac{\text{NABW} - \text{NABW}_{\text{min}}}{\text{NABW}_{\text{max}} - \text{NABW}_{\text{min}}}.\]

This way, we calculate a normalized \(\alpha\) value for all optimization objectives. In addition, we also improved the attractor finding capabilities of ASB by making a small change as depicted in Fig. 6.
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Table 1. Comparison of objectives.

| objective     | \(u_{\text{max}}\) | total ABW | weighted hop |
|---------------|---------------------|-----------|--------------|
| \(\text{maxUtil}\) | 0.53                | 0.50      | 2.07         |
| \(\text{NABW}\)   | 0.53                | 0.54      | 2.05         |
| \(\text{Delay}\)  | 0.33                | 0.71      | 1.94         |
| \(\text{varUtil}\)  | 0.56                | 0.54      | 2.09         |
| \(\text{weightedHop}\) | 0.49                | 0.68      | 2.01         |

Fig. 6 shows that the to add an attractor, the current value of \(\alpha\) must be bigger than the \(\alpha_{\text{max}}\), the highest value seen so far (line 4). However, instead of updating in a FIFO fashion as in original implementation of ASB, the suggested change in line 5 ensures that the new attractor added to the next slot. This modification prevents attractors being too similar, or too close to each other.

V. SIMULATION RESULTS

In this section, we first present the simulation settings, then present our results.

A. Settings

In the simulations, we used our own optical network simulator, which was developed by our group and written in C#. The simulator considers the resource availability in terms of ports and wavelengths, if resources are insufficient the path is not established. The simulations has been randomized using different seeds, number of ports and number of attractors. The physical topology consists of 100 nodes. Dijsktra’s shortest path algorithm was used for both traffic and lightpath routing. We used two traffic model: synthetic and random. However, both models follow a log-normal distribution spatially, as it is the case observed in real network traces [26].

Cisco suggests operators to upgrade the network if the mean utilization of all the links exceeds 0.5 [28]. In analyzing the effect of traffic load, we increased traffic load to the point where mean utilization reached 0.5 since we are interested in typical operating regime.

B. Results

We first present results with synthetic traffic. Table 1 presents the results of simulations for three well established performance metrics. The best performances are shown in bold, while the worst performances in italic. \(\text{Delay}\) performs best on all three metrics. \(\text{weightedHop}\) performs very close to \(\text{Delay}\) in total available bandwidth (ABW).

All these results confirm that \(\text{Delay}\) is the best optimization metric. In that sense, our results agree with the previous work [4]. However, our results differ slightly. For example, we find that to minimize \(u_{\text{max}}\), the best metric is still \(\text{Delay}\), instead of \(\text{maxUtil}\). This result can be attributed to dynamic traffic. On the other hand, under static traffic, we expect similar results [4]. Since the previous work only focused on two traffic matrices, next we look how the traffic load affects the performance.

First, we look at the total ABW as the traffic load increases under synthetic traffic. Fig. 7(a) shows \(\text{Delay}\) outperforms all other objectives, however, at high loads again \(\text{maxUtil}\) comes closer to \(\text{Delay}\).

Fig. 7(b) shows the comparison under the random traffic model. In this model, we expect the performance of ASB to degrade, because the traffic is no longer correlated temporally. However, we still expect it to work, as the traffic is spatially distributed, as the spatial correlation still holds. From the figure, we notice that now the network reaches saturation for a load of 0.25. As one may expect, \(\text{varUtil}\) performs best, and again \(\text{maxUtil}\) performance is worse than others. Also, the total ABW is lower for all algorithms under random traffic with respect to static traffic.

Fig. 8 shows the maximum utilizations against traffic load. As the figure shows, \(\text{Delay}\) performs best for minimizing maximum link utilization, and \(\text{maxUtil}\) comes closer under very heavy traffic loads. This result also shows how our work differs from previous work [4]. That is, we use dynamic traffic, which changes every round. Then we try to optimize based on the traffic matrix of previous round, we do not necessarily expect the objective function to achieve the best result in its related metric. For example, \(\text{maxUtil}\) does not achieve best \(u_{\text{max}}\), likewise \(\text{weightedHop}\) does not achieve best weighted hop. Note that, \(\text{NABW}\) and \(\text{varUtil}\) overloads the network as their maximum utilization exceeds 1 for heavy traffic loads. A utilization over 1 means overload, that is, the topology cannot accommodate
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topologies are generally an order larger, for example AT&T
topology consists of 154 nodes [32].
In addition to performance issues with MILP methods, a few
metrics we propose here cannot be formulated as a linear pro-
gramming problem since they are nonlinear, such as mean delay.
Balon and his colleagues addressed this problem by using linear
approximation [4], but they also highlighted the drawback of the
linear approximation.
In another work, researchers were interested about which
metrics matter more on video quality-of-experience (QoE) by
using machine learning [33]. Since the Internet traffic will be
dominated by video traffic in the near future, we believe the re-
results we put here can lead to other studies on relating the QoE
metrics to network-wide optimization metrics.

VII. CONCLUSION
Little attention has been paid to understanding the worthiness
of different optimization objectives. Only in one work, using
linear programming some researchers evaluated the efficiency
of such objectives. However, the use of linear approximation
of nonlinear objective functions can be problematic. In addition,
even though it was suggested that Delay is a better optimiza-
tion objective than maxUtil, the research community has been
sticking with maxUtil.
We compared different topology optimization metrics using
machine learning. Comparison of optimization objectives and
use of machine learning are two novel aspects of this study. Use
of machine learning is especially crucial, as it strives to provide
a fair framework for all objective functions. We found out that
Delay is the best metric, which is in agreement with the con-
cclusions of Balon and his colleagues. However, our conclusion
is more comprehensive. Instead of static traffic, we used a dy-
namic traffic and analyzed the 33 days of traffic. In the end,
we showed the predictive capability of different objective func-
tions. Even though we took a different approach, our conclusion
agrees with the previous work.
The second most consequential finding in this paper is the
sensitiveness of maximum utilization. Under low traffic loads,
there are more worthy objective functions than minimizing max-
imum utilization. Though, the rule of thumb of keeping maxi-
mum link utilization under 0.5 is an intuitive proactive bandwidth
allocation strategy, there are better objective functions that can achieve the same goal. Delay is one of them, the metric NABW we propose here is also quite reasonable for low loads. varUtil looks like the best solution for random traffic.
The simulation results confirm the concerns about the locality of maximum utilization using realistic traffic traces.
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