Machine learning to guide clinical decision-making in abdominal surgery—a systematic literature review
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Abstract
Purpose An indication for surgical therapy includes balancing benefits against risk, which remains a key task in all surgical disciplines. Decisions are oftentimes based on clinical experience while guidelines lack evidence-based background. Various medical fields capitalized the application of machine learning (ML), and preliminary research suggests promising implications in surgeons’ workflow. Hence, we evaluated ML’s contemporary and possible future role in clinical decision-making (CDM) focusing on abdominal surgery.
Methods Using the PICO framework, relevant keywords and research questions were identified. Following the PRISMA guidelines, a systemic search strategy in the PubMed database was conducted. Results were filtered by distinct criteria and selected articles were manually full text reviewed.
Results Literature review revealed 4,396 articles, of which 47 matched the search criteria. The mean number of patients included was 55,843. A total of eight distinct ML techniques were evaluated whereas AUROC was applied by most authors for comparing ML predictions vs. conventional CDM routines. Most authors (N = 30/47, 63.8%) stated ML’s superiority in the prediction of benefits and risks of surgery. The identification of highly relevant parameters to be integrated into algorithms allowing a more precise prognosis was emphasized as the main advantage of ML in CDM.
Conclusions A potential value of ML for surgical decision-making was demonstrated in several scientific articles. However, the low number of publications with only few collaborative studies between surgeons and computer scientists underpins the early phase of this highly promising field. Interdisciplinary research initiatives combining existing clinical datasets and emerging techniques of data processing may likely improve CDM in abdominal surgery in the future.
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Introduction
Abdominal surgery is associated with the risk for severe morbidity and mortality, which is why clinical decision-making (CDM), and particularly the indication for an operation, remains a critical task of all surgical disciplines [1]. Here, a potential imbalance between risks and benefits needs to be avoided by processing and interpreting perioperative data to improve CDM. Treatment guidelines for virtually any diagnosis were created to utilize this vastly available data consisting of medical history, radiologic data, and molecular data to determine the need (benefit of) for surgery [2]. However, these oftentimes provide consensus-level recommendations rather than statistical evidence, which is why surgeon and patient are left with uncertainty regarding a procedures benefit [3]. Furthermore, various risk scores have been established to support CDM by minimizing the human error source using statistical evidence in their model [4, 5]. Yet, such scores lack the option to properly adapt to individual medical histories since their statistical assumptions are quite general. Additionally, larger prospective studies supporting the scores’ performance are scarce [6]. In conclusion, neither
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benefits nor risks can yet be evaluated on an individual and higher evidence-based level.

National registries, like the Study, Documentation and Quality Center (StuDoQ) of the German Association for General and Visceral Surgery (DGAV), aimed at supporting quality management of surgical therapy by collecting high-quality perioperative data maintained in a standardized prospective multicenter fashion. Such databases showed excellence performance in assessing the uses and risks of operations and therefore represent a foundation for innovative approaches of data analyses [7]. Growth of medical data collections is additionally facilitated by modern tools of automated data mining (e.g., natural language processing), which is why adequate analysis is rendered even more laborious [8]. There are numerous examples of successful applications of modern computational tools for data interpretation in modern medicine with spectacular advances (i.e., pathology and radiology) [9, 10]. For example, supervised machine learning (ML), as a subdomain of artificial intelligence (AI), intends to learn classification rules based on given examples. In detail, supervised learning uses annotated data (i.e., known predictor and outcome variables from retrospective cases) to calculate predictions for unknown cases given the values of the predictor variables [11]. The combination and integration of both datasets and modern data science techniques are attributed to a possibility to revolutionize CDM in surgery [12]. Extensive national and international research programs (e.g., National Strategy for Artificial Intelligence, Federal Ministry of Education and Research, Germany, or the Coordinated Plan on Artificial Intelligence of the European Union) highlight the political support and appreciated significance of AI and the opportunity of a successful implementation. With existing uncertainties in surgical CDM, there is an urge to assess the potential power of the recently defined field of surgical data science for improved decision support in patient care [12]. To provide an accurate overview of ML in CDM, we present a systematic review of the literature with focus on abdominal surgery.

Methods

Identification and selection of studies

We performed a systematic literature search to assess the evidence of ML’s use for CDM in abdominal surgery. To establish a relevant query, the PICO framework was applied [13]. Insufficient evidence in CDM in abdominal surgery depicts the addressed problem. We aimed to evaluate ML’s use as intervention and compared it to conventional decision-making. Outcome of interest was a more precise determination of either benefits or risks of abdominal operations for a subsequently more personalized CDM. Assessed risks included mortality and morbidity and benefits were assumed if a desired effect of a given operation (i.e., cancer survival, cure of disease, positive effect of surgery) was given. A distinct search algorithm was applied using the PubMed database, whereas the search was guided by The PRISMA Statement for systematic reviews [14]. The query was conducted January 2021 by inserting the keywords “surgery machine learning” into PubMed. Each article was processed using a standardized procedure: We considered articles between 1st of January 1990 and 31st of December 2020 that were published in peer-reviewed journals in the English language. Reviews, comments, and any other articles representing no original research were excluded. Articles were then screened for their contribution to CDM in abdominal surgery, whereas only articles that aimed for assessment of perioperative risk or benefits for surgery were included. At first, titles were analyzed and in case of interest associated abstracts were extracted and examined. Secondly, full-text review was undertaken whenever the abstract fulfilled our criteria and addressed the search question. References of every article included were scrutinized for additional research studies of interest. Figure 1 shows the PRISMA flow diagram of our query.

Data extraction and analysis

Subsequently, a qualitative and quantitative analysis of the included articles was conducted. Full-text review was performed as defined within the PICO Framework. Hence, all selected articles were examined for journal topic, surgical domain, number and composition of cohorts, study timing, whether it was conducted retro- or prospectively, outcome focused on, ML technique applied, number of included predictor variables, method to compare ML with, results of comparison, strengths, and limitations, and finally predicted impact on CDM. If applicable, reported AUROC values with 95% confidence intervals were retrieved for ML and compared with conventional technique. To allow for overall better analysis, the best performing ML and conventional technique were used. Analyses were conducted in Microsoft Excel, Version 2102 (Microsoft, Baltimore, USA); R (R Foundation for Statistical Computing, Vienna, Austria); and RStudio version 1.3.1093 (RStudio, Inc., Boston, USA).

Results

Study characteristics and design

Our search resulted in 4,396 records, of which a total of 47 articles were included in the final literature review process. A large fraction of articles (N = 1,708) was excluded for non-English language or lack of original research. Furthermore,
2,627 records were excluded because they were not addressing topics in abdominal surgery (e.g., neuro-, cardiothoracic-, trauma-, orthopedic-, and ENT-surgery). After full-text review, fourteen articles were excluded since articles did not investigate the assessment of risks or benefits of surgery. From 1990 until today, the number of studies regarding ML in abdominal surgery has increased with significant rise in the past decade (see Fig. 2). Articles were mainly published in journals of the following medical areas: surgery (N = 19, 40.4%), internal medicine (N = 8, 17.0%), bioinformatics (N = 8, 17.0%), anesthesia (N = 3, 6.4%), and others (N = 9, 19.1%). To provide an overview of encompassed fields of diagnosis, those publications were grouped into the following clinical domains: general surgery (N = 13, 27.7%), colorectal surgery (N = 7, 14.9%), liver transplantation (N = 6, 12.8%), acute appendicitis (N = 5, 10.6%), bariatric surgery (N = 4, 8.5%), pancreatic surgery (N = 4, 8.5%), hepatic surgery (N = 3, 6.4%), emergency surgery (N = 2, 4.3%), oncologic surgery (N = 2, 4.3%), and esophagus surgery (N = 1, 2.1%). In Table 1, an overview of included research articles is provided. The mean patient number was 55,842.5 (SD, 167,592.3; median, 1003.0; IQR 377.0–47,189.5). Mean period of research was 95.5 months (SD, 66.8; median, 82.5; IQR, 49.3–130.0). With exception of one prospective study [15], all other research was conducted in a retrospective fashion. Studies either focused on predicting the risk (N = 26, 55.3%) or the benefit (N = 21, 44.7%) of procedures.

**Technical approaches**

Conventional measures of CDM were represented by various scores and tests, including logistic regression (N = 16, 34.0%), specific scores (N = 14, 29.8%), expert opinion (N = 2, 4.3%), and Cox regression (N = 1, 2.1%). The remaining articles (N = 14, 29.8%) did not perform statistical comparison. Specific scores comprised ASA classification, ACS NSQIP Surgical Risk, Charlson comorbidity index, DiaRem, Donor Risk Index for Liver Transplantation, Elixhauser comorbidity index, Model for End-stage Liver Disease (MELD), appendiceal diameter, and survival outcomes following liver transplantation (SOFT). Authors held insufficient precision (N = 26, 55.3%), the predictors linearity (N = 5, 10.6%), missing automation (N = 5, 10.6%), and subjectiveness (N = 2, 4.3%) responsible for conventional CDM’ insufficiency, while nine authors (19.1%) did not specify. There were eight common ML techniques applied: artificial neural network (N = 16, 34.0%), random forest (N = 16, 34.0%), support vector machine (N = 4, 8.5%), gradient boosting (N = 3, 6.4%), and Bayesian network (N = 2, 4.3%). Five studies (10.6%) used individually constructed and named algorithms. Also, some articles made use of natural language processing to extract data. Furthermore, the outline of every ML method used varied among the publications ranging from detailed technical workflows in the “Methods” section to a simple

---

Fig. 1  PRISMA flowchart for selecting relevant publications. All nine citations from other sources were found in references of finally included publications.
The mean number of predictor variables integrated in ML algorithms was 116.1 (SD, 171.8; median, 34.0; IQR 16.0–150.0). All studies relied on preoperative predictor variables, while 4 (8.5%) studies additionally included intraoperative data. Over two-thirds of included studies (N = 32, 68.1%) emphasized the importance of variable selection when designing ML approaches. Many authors (N = 27, 57.4%) used internal cross-validation, of which three additionally used external validation [18, 25, 31].

**Considerable aspect**

In addition to ML’s performance, every third (N = 16, 34.0%) article concluded that ML will strongly enhance personalized medicine. Furthermore, many authors (N = 12, 25.5%) elaborated that ML can spare the already scarce monetary resources in healthcare systems. While improved allocation was mostly (N = 9/12, 75.0%) held accountable, remaining authors (N = 3/12, 25.0%) stressed the low cost of ML techniques. However, only three articles in detail explicated how the application of ML might save healthcare costs. Nearly half (N = 19, 40.4%) of all studies distinctively address the surgeons’ (physicians’) role when using ML for CDM. Of those, most authors discussed support (N = 11/19, 57.9%) and guidance (N = 6/19, 31.6%) by ML for clinicians, whereas one study highlighted the physician’s role in implementing ML into CDM.

**Risks and benefits of surgery**

Risk stratification of surgery itself was mostly addressed by large population-driven studies (mean number of patients, 99,795.8; SD, 215,498.9; median 44,002.0; IQR, 824.0–61,394.3). An average number of 176.4 predictor variables were included into the trained ML models (SD, 207.0; median, 87.0; IQR, 28.5–285.0). Patients and their outcome were followed over a mean time of 73.7 months (SD, 42.0; median 60.0; IQR, 40.0–98.0). In detail, those...
| Reference       | Surgical domain | Predicted outcome | Outcome variable | Patients | Study period (m) | ML Predictor | Cross-validation | Benchmark | ΔAUROC |
|-----------------|-----------------|-------------------|------------------|----------|------------------|--------------|------------------|-----------|--------|
| **Benefit**     |                 |                   |                  |          |                  |              |                  |           |        |
| Andres [16]     | LT              | OS                | Death            | 2769     | 142              | Other        | Yes              | NA        | NA     |
| Ansari [17]     | Pancreatic      | OS                | Death            | 84       | 188              | ANN          | Yes              | NA        | NA     |
| Aron-Wisnewsky [18] | Bariatric       | DM remission      | Treatment needed | 352      | 132              | SVM          | Yes              | Scores   | 0.06   |
| Briceño [19]    | LT              | Graft survival    | Graft mortality  | 1003     | 23               | ANN          | Yes              | Scores   | 0.13   |
| Cruz-Ramirez [20] | LT              | Graft survival    | Graft mortality  | 1003     | 23               | ANN          | NA               | NA        | NA     |
| Debédat [21]    | Bariatric       | DM remission      | Treatment needed | 175      | 132              | SVM          | NA               | NA        | Scores | 0.09   |
| Ho [22]         | Hepatic         | DFS               | Death/recurrence | 427      | 84               | ANN          | NA               | LR        | 0.01   |
| Hsieh [23]      | Appendicitis    | Diagnosis         | Histopathology   | 180      | 35               | RF           | Yes              | LR        | 0.11   |
| Ichimasa [24]   | Colorectal      | Diagnosis         | Metastasis       | 690      | 179              | SVM          | NA               | LR        | 0.02   |
| Johnston [25]   | Bariatric       | DM remission      | Treatment needed | 16,527   | 81               | Other        | Yes              | NA        | NA     |
| Kuwahara [26]   | Pancreateic     | Diagnosis         | Carcinoma        | 206      | 267              | ANN          | Yes              | LR        | 0.25   |
| Lau [27]        | LT              | Graft survival    | Graft mortality  | 180      | 64               | RF           | NA               | NA        | Scores | 0.16   |
| Maubert [28]    | Oncologic       | Respectability    | Operation performed | 763 | 191 | RF | 9 | NA | NA |
| Pesonen [29]    | Appendicitis    | Diagnosis         | Histopathology   | 911      | 84               | ANN          | NA               | NA        | NA     |
| Prabhudesai [30]| Appendicitis    | Diagnosis         | Histopathology   | 60       | 6                | ANN          | NA               | NA        | NA     |
| Rahman [31]     | Esophageal      | DFS               | Death/recurrence | 812      | 156              | GB           | 11                | Yes       | NA     |
| Reissmann [32]  | Appendicitis    | Diagnosis         | Histopathology   | 590      | 117              | Other        | NA               | Scores   | 0.05   |
| Sakai [33]      | Appendicitis    | Diagnosis         | Histopathology   | 169      | 144              | ANN          | 9                 | Yes       | LR     |
| Springer [34]   | Pancreatic      | Diagnosis         | Carcinoma        | 862      | 49               | Other        | NA               | Scores   | NA     |
| Tsilimigras [35]| Hepatic         | OS                | Bleeding          | 1146     | 335              | RF           | 20                | Yes       | NA     |
| Xu [36]         | Colorectal      | DFS               | Death/recurrence | 999      | 120              | GB           | 18                | NA        | LR     |
| **Risk**        |                 |                   |                  |          |                  |              |                  |           |        |
| Bertsimas [37]  | Emergency       | Mortality         | 30d death        | 382,960  | 84               | RF           | 150              | NA        | Scores | 0.02   |
| Bihorac [38]    | General         | Mortality         | 30d death        | 51,457   | 130              | RF           | 285              | Yes       | NA     |
| Brennan [15]    | General         | Mortality         | 30d death        | 150      | 130              | RF           | 285              | NA        | Experts | 0.26   |
| Bronsart [39]   | General         | Morbidity         | Any complication | 6840     | 40               | ANN          | 838              | Yes       | NA     |
| Cao [40]        | Bariatric       | Morbidity         | complication     | 44,061   | 60               | ANN          | 16                | Yes       | LR     |
| Cao [40]        | Emergency       | Mortality         | 90d death        | 157      | 24               | RF           | 25                | Yes       | LR     |
| Chen [41]       | Colorectal      | Morbidity         | Bleeding          | 12,402   | 192              | GB           | 117              | Yes       | LR     |
| Chiew [42]      | General         | Mortality         | 30d death        | 90,785   | 57               | RF           | 26                | Yes       | Scores | 0.07   |
| Chiu [43]       | Hepatic         | Mortality         | 1y death         | 434      | NA               | ANN          | 33                | NA        | LR     |
| Corey [44]      | General         | Mortality         | 30d death        | 99,755   | 60               | RF           | 194              | Yes       | Scores | 0.12   |
| Datta [45]      | General         | Mortality         | Inhouse death    | 43,943   | 57               | RF           | 367*              | Yes       | NA     |
| Ehlens [46]     | General         | Mortality         | 90d death        | 410,521  | 60               | BN           | 300              | NA        | Scores | 0.19   |
| Ershoff [47]    | LT              | Mortality         | 90d death        | 57,544   | 120              | ANN          | 202              | Yes       | Scores | 0.02   |
| Reference       | Surgical domain | Predicted outcome | Outcome variable | Patients | Study period (m) | ML | Predictor variables | Cross-validation | Benchmark | ΔAUROC |
|-----------------|-----------------|-------------------|------------------|----------|------------------|----|---------------------|------------------|-----------|--------|
| Francis [48]    | Colorectal      | Morbidity         | Stay > 7d        | 275      | 84               | ANN| 16*                 | NA               | LR        | 0.01   |
| Fritz [49]      | General         | Mortality         | 30d death        | 95,907   | 50               | ANN| 56*                 | NA               | LR        | 0.03   |
| Hill [50]       | General         | Mortality         | Inhouse death    | 52,894   | 68               | RF | 58                  | Yes              | Scores    | 0.07   |
| Hyer [51]       | General         | Morbidity         | Any complication | 1,049,160| 24               | Other| NA               | NA               | Scores    | 0.07   |
| Jauk [52]       | General         | Morbidity         | ICU admission    | 61,864   | 98               | RF | 63*                 | Yes              | NA        | NA     |
| Kambakamba [53] | Pancreatic      | Morbidity         | Pancreatic fistula| 110      | 60               | RF | NA                 | Yes              | Experts   | 0.10   |
| Lee [54]        | General         | Mortality         | Inhouse death    | 59,985   | 39               | ANN| 87*                 | Yes              | LR        | 0.01   |
| Liu [55]        | LT              | Mortality         | 30d death        | 480      | 120              | RF | 13                  | Yes              | LR        | 0.10   |
| Merath [56]     | Oncologic       | Morbidity         | Any complication | 15,657   | 24               | ANN| 34                  | NA               | Scores    | 0.03   |
| Soguero-Ruiz [57]| Colorectal      | Morbidity         | Anastomotic leakage| 402      | 72               | SVM| 9                   | Yes              | NA        | NA     |
| Sohn [58]       | Colorectal      | Morbidity         | SSI              | 1856     | 24               | BN | 31                  | Yes              | LR        | 0.11   |
| Thottakkara [59]| General         | Morbidity         | Sepsis           | 50,318   | 130              | BN | 285                 | Yes              | LR        | -0.02  |
| Weller [60]     | Colorectal      | Morbidity         | Bleeding         | 4773     | 36               | RF | NA                 | NA               | NA        | NA     |

LT liver transplantation, OS overall survival, DM diabetes mellitus, DFS disease-free survival, ICU intensive care unit, ML machine learning technique used for analysis, ANN artificial neural network, SVM support vector machine, RF random forest, GB gradient boosting, BN bayesian network, NA not available/not applicable, Cox cox regression, LR logistic regression, AUROC area under the receiver operating characteristic.

*These studies additionally incorporated intraoperative predictor variables.
studies demonstrated that ML could outperform conventional CDM in precisely predicting risk for adverse events after surgical intervention. For example, Chiew et al. used a set of 90,785 patients for precise prediction of postoperative mortality. They furthermore concluded that ML techniques can include more clinical features than conventional CDM and even have the possibility for real-time updates once new crucial features are identified [42]. Additionally, Fritz et al. anticipated that ML may help clinicians to identify patients with particularly lethal risk with the chance to adapt their clinical decisions to this hazard [49]. Likewise, Bihorac et al. successfully used records from 51,457 patients to test ML in predicting complications, with exciting results [38]. Subsequently, the same group prospectively tested their innovative ML application against conventional “clinical judgement” and demonstrated that their ML algorithm outperformed the clinical experts [15]. Furthermore, this review unveiled reasonable evidence for improvement of perioperative care through ML. Specifically, two studies discussed the use of ML in the prediction of need for intensive care resources, stating that better allocation will improve individual treatment [42, 52]. Despite these obvious advantages of large cohorts, disease-specific questions, especially assessment of benefits of surgery, are mainly tackled by well-curated datasets for an exactly defined clinical scenario (mean number of patients, 1424.2; SD, 3427.2; median, 690.0; IQR, 180.0–999.0). In general, those studies included less predictor variables (mean, 39.1; SD, 43.0; median, 19.0; IQR, 11.0–44.5) but included data from larger time spans (mean months, 121.5; SD, 80.2; median, 120.0; IQR, 64.0–156.0). For instance, Hsieh et al. were able to facilitate a random forest model to succeed other scores in the safe diagnosis of acute appendicitis, proving that ML is a useful tool to evaluate patients in need for surgery [23]. In an oncological setting, Ichimasa et al. focused on patients who underwent endoscopic resection for T1 colorectal cancer and evaluated the use of ML in predicting if patients suffered from simultaneous lymph node metastasis. In consequence, patients identified through this approach would be referred to additional surgical resection for improved outcome. Thus, the group successfully demonstrated that there is a realistic chance of reducing unnecessary operations [24]. Furthermore, Springer et al. charged a comprehensive test with molecular data from pancreatic cysts and clinical features and were able to identify patients more adequately in need for pancreatic surgery [34]. Finally, Johnston et al. implemented ML to predict the need of anti-hyperglycemic medication after laparoscopic metabolic surgery and their model showed promising results in enhanced patient selection [25].

Limitations

While most authors did outline specific limitations to their studies (N=37, 78.7%), none was specified in ten publications (21.3%). Limitations were grouped into insufficient data (N=20), structural weaknesses (N=19), selection bias (N=9), and problems with interpretability (N=7). Structural weaknesses included a lack of external validation and single-center approach. Of note, no differences between larger (risk stratification) studies and smaller (benefit assessment) ones were observed for interpretability, structural weaknesses, or selection bias. However, studies with larger patient cohorts for risk stratification more often mentioned problems with insufficient data. Eventually, most studies (N=29, 61.7%) outlined the need for proper evaluation by extended research. Additionally, the so-called black box phenomenon was repeatedly stated: some ML techniques use algorithms which make the understanding of the connection between factors and predicted outcome demanding. In addition to resulting interpretability concerns, the black box hinders detection of yet unknown possible causalities.

Discussion

In operative medicine, oncological and emergency surgery are disciplines where rapid and vitally important decisions are needed. Yet, currently available mechanisms (i.e., treatment guidelines and scores) are insufficient in including existing data for suited strategies [34, 42]. Additionally, growing datasets that need exploration for possible use are expanding rapidly and automatically [8]. This incomplete use of already existing and newly available data is unacceptable when human lives are at stake. Thus, evaluation of modern techniques (i.e., ML) is imperatively needed to close this gap [12]. Fortunately, surgeons, anesthesiologists, and data analysis experts seem equally interested in the use of ML for surgical CDM, as reflected by journals in which the articles were published. For future research, collaboration work of those disciplines is urgently desired to guarantee improved outcome. Moreover, the growing relevance of ML in surgical CDM is reflected by the increasing number of studies published recently while this interdisciplinary collaborative field is still in its infancy. Even at this infant level, presented results show that ML is at least comparable, if not superior to conventional CDM mechanisms.

In detail, studies with mostly smaller sample sizes already show ML’s capability for a more personalized approach in surgical indication. Refined datasets can, even for rare conditions, pool worldwide accessible data to facilitate a comprehensive algorithm to counsel patients and caretakers regarding the need for surgery. For example, residents in the emergency room need to make
decision under unfavorable conditions (e.g., night shift). Although an algorithm predicting the need for emergency surgery cannot replace structured diagnosis and consulting a more experienced physician, it might help selecting patients in need for dedicated attention. Moreover, multidisciplinary tumor boards discussing treatment plan for cancer patients could profit from ML counseling for a more individualized therapy. On the other hand, large population-driven algorithms can be used for precise and individualized risk assessment. In a first step, digital assistants (e.g., smartphone app or IT system plugins) could analyze patient and hospital site predictor variables to allow for a best-informed decision for both patients and surgeons [38]. Once settled for an operation, surgeons and anesthesiologists could profit from the risk assessment for enhanced resource allocation.

Monetary concerns are growing in our commercialized healthcare systems and the so-called super users have been identified as a lucrative target for cost reduction. Identifying (aka hot spotting) super users, who have an increased demand for resources after surgery, is a known cost-containment strategy. Here, Hyer et al. demonstrated the effective use of ML for improved hot spotting [51]. Moreover, ML is capable of further containing cost by its initial low costs as well as the ability to enhance (monetary) resource allocation by targeting patient at risk with distinct prehabilitation measures and dedicated perioperative care [25, 41]. However, the true effect is yet unknown and needs meticulous evaluation by future studies. Herein, carefully assessing the interaction between algorithms and surgeons (physicians) plays a central role in lifting ML approaches from digital bench to bedside [15]. Currently, authors recognized the elimination of subjectiveness and “eminence based” influences in CDM, resulting in more data-driven and evidence-based predictions. However, the need for continuous supervision of ML applications by surgeons is of sincere concern because evidence of ML’s superiority is still on an investigational level. One of the central ethical questions remains if technology (i.e., ML) might replace human doctors and the accompanying human relationship between patient and physician [50]. On the other hand, interdisciplinary teams already make use of statistical and mathematical models (i.e., guidelines for cancer treatment relying on staging). So why not make complementary use of ML to, for example, reduce unnecessary operations [24]? Thus, surgeons must embrace algorithms as an additional tool in their portfolio rather than a menace to their integrity. Accordingly, most authors see ML as a complementary tool for CDM, rather than a replacement for human experience. This is in accordance with Eric Topol’s view on the confluence of human and AI, who concluded that human health is too precious for eliminating doctors completely from the process of diagnosis and therapeutic counseling [61].

The first step for future research approaches in ML must comprise a definite research question for following adequate methodical considerations. Before developing a tailored algorithm, researchers must identify a suitable dataset for the desires task. In principle, larger cohorts can improve statistical power and thus are preferably used. They come, however, with the tendency of not being sufficiently tailored to the clinical population of interest. Especially annotation of data (i.e., making the data usable for the machine) is an important factor for successful algorithms, but is limited by time-consuming human work [12]. Specialized multicenter registries have proven to effectively pool clinical data in rare scenarios, which is why they might be one cornerstone in supplying large-scale high-quality data for successfully implementing ML in surgical CDM [12, 62]. Additionally, automated data annotation needs to get more evaluation for a maximized facilitation of larger data volumes [12]. Once the dataset is chosen, bias and confounders must be carefully assessed and delicately targeted, although they never can be eliminated [63]. Next, an appropriate ML algorithm and its’ suited benchmark must be chosen. Mainly comparison with experts and widely used statistical models (i.e., logistic regression) bring the chance of studying ML’s true power for real-life applications [64]. Furthermore, the underlying creational process must be detailedly outlined to allow for transparent reading. In detail, selecting appropriate predictor variables to include into an algorithm is crucial to guarantee successful models [40]. Eventually, for reporting results, AUROC seems the most established tool for model evaluation. However, most medical applications have skewed datasets since diseases or adverse events depict the minority of observed cases. For example, false-negative predictions are the worst case for patients and caretakers in an oncological setting, but the needed sensitivity is not fully represented by AUROC. In contrast, precision-based metrics like AUPRC demonstrate an algorithms’ weakness to imbalanced datasets, thus giving additional crucial information [42, 45]. Additionally, it is usually of interest to evaluate the accuracy of predicted risk probabilities by model calibration [65]. In conclusion, the use of single performance measures is insufficient, which is why future studies must include multiple tools and compare their individual strengths and weaknesses [66].

Our review has relevant limitations: Firstly, the vast heterogeneity of selected studies regarding ML techniques, cohort composition, and surgical disciplines renders comparison difficult on some levels. Therefore, technical accuracy was sacrificed in favor of a more comprehensive overview of ML in abdominal surgery and a statistical meta-analysis could not reasonably be conducted. Secondly, by setting search criteria a priori to guarantee objectivity, a complete representation of all relevant work cannot be achieved. In detail, database searches may leave relevant articles concealed because
they possibly did not use certain keywords. The selection of articles might be further influenced by the manual full text review, which cannot fully exclude subjective factors. Finally, as for any review, our results in this rapidly emerging field are most likely outdated with the day of data acquisition. Yet, the retrospective contemplation of research can identify research trends and generate an appropriate outlook.

Conclusion

ML has irreversibly found its way in our daily life and into CDM in medicine, while the existing evidence merely allows a first glance at this innovative approach. Even though huge datasets already exist, and ML has become an established technique in the medical field, there is only preliminary work to integrate both in surgical decision-making. Reviewed data rather allow for a first estimation of ML’s power and possibilities, whereas ML appears to outperform conventional CDM. Improving precision of predicting benefits as well as risks holds the opportunity to revolutionize CDM in abdominal surgery. While from the current standpoint an entire replacement of humans in CDM is unrealistic with respect to technical and ethical reason, surgeons should start integrating ML and other new technologies into their clinical routines. Thus, it is our imperative task to support the ongoing digitalization in respect of CDM in abdominal surgery by collaborative research with computer scientist for an optimized patient outcome.

Authors’ contributions JH and HM initially contributed to the study conception and design. JH and HM performed the literature search and data analysis. The first draft of the manuscript was written by JH and all authors commented on previous versions of the manuscript. AB, MS, and JCK critically revised the work. All authors read and approved the final manuscript.

Funding Open Access funding enabled and organized by Projekt DEAL.

Data availability The data that support the findings of this study are available from the corresponding author, HM, upon reasonable request.

Code availability Not applicable.

Declarations

Ethics approval This article does not contain any studies with human participants or animals performed by any of the authors.

Conflict of interest The authors declare no competing interests.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Yang CK, Teng A, Lee DY, Rose K (2015) Pulmonary complications after major abdominal surgery: National Surgical Quality Improvement Program analysis. J Surg Res 198:441–449. https://doi.org/10.1016/j.jss.2015.03.028
2. Kung J, Miller RR, Mackowiak PA (2012) Failure of Clinical Practice Guidelines to Meet Institute of Medicine Standards. Arch Intern Med 172:1628. https://doi.org/10.1001/2013.jamainternmed.56
3. Marchegiani G, Salvia R (2021) Guidelines on Pancreatic Cystic Neoplasms: major inconsistencies with available evidence and clinical practice Results from an International survey. Gastroenterology. https://doi.org/10.1053/j.gastro.2021.02.026
4. Saklad M (1941) GRADING OF PATIENTS FOR SURGICAL PROCEDURES. Anesthesiology 2:281–284. https://doi.org/10.1097/00000542-194105000-00004
5. Bilimoria KY, Liu Y, Paruch JL et al (2013) Development and Evaluation of the Universal ACS NSQIP Surgical Risk Calculator: A Decision Aid and Informed Consent Tool for Patients and Surgeons. J Am Coll Surg 217:833–842.e3. https://doi.org/10.1016/j.jamcol.surg.2013.07.385
6. Moonesinghe SR, Mythen MG, Das P et al (2013) Risk Stratification Tools for Predicting Morbidity and Mortality in Adult Patients Undergoing Major Surgery. Anesthesiology 119:959–981. https://doi.org/10.1097/ALN.0b013e3182a4e94d
7. Bulian DR (2015) Systematic analysis of the safety and benefits of transvaginal hybrid-NOTES cholecystectomy. World J Gastroenterol 21:10915. https://doi.org/10.3748/wjg.v21.i38.10915
8. Murdoch TB, Detsky AS (2013) The Inevitable Application of Big Data to Health Care. JAMA 309:1351. https://doi.org/10.1001/jama.2013.393
9. Nam JG, Park S, Hwang EJ et al (2019) Development and Validation of Deep Learning-based Automatic Detection Algorithm for Malignant Pulmonary Nodules on Chest Radiographs. Radiology 290:218–228. https://doi.org/10.1148/radiol.2018180237
10. Ehteshami Bejnordi B, Veta M, Johannes van Diest P et al (2017) Diagnostic Assessment of Deep Learning Algorithms for Detection of Lymph Node Metastases in Women With Breast Cancer. JAMA 318:2199. https://doi.org/10.1001/jama.2017.14585
11. Rajkomar A, Dean J, Kohane I (2019) Machine Learning in Medicine. N Engl J Med 380:1347–1358. https://doi.org/10.1056/NEJMr1814259
12. Maier-Hein L, Vedula SS, Speidel S et al (2017) Surgical data science for next-generation interventions. Nat Biomed Eng 1:691–696. https://doi.org/10.1038/s41551-017-0132-7
13. Schardt C, Adams MB, Owens T et al (2007) Utilization of the PICO framework to improve searching PubMed for clinical questions. BMC Med Inform Decis Mak 7:16. https://doi.org/10.1186/1472-6947-7-16
14. Moher D, Liberati A, Tetzlaff J, Altman DG (2009) Preferred Reporting Items for Systematic Reviews and Meta-Analyses: The PRISMA Statement. PLoS Med 6:e1000097. https://doi.org/10.1371/journal.pmed.1000097
15. Brennan M, Puri S, Ozrazgat-Baslanti T et al (2019) Comparing clinical judgment with the MySurgeryRisk algorithm for
preoperative risk assessment: A pilot usability study. Surgery 165:1035–1045. https://doi.org/10.1016/j.surg.2019.01.002

16. Andres A, Montano-Loza A, Greiner R et al (2018) A novel learning algorithm to predict individual survival after liver transplantation for primary sclerosing cholangitis. PLoS ONE 13:1–14. https://doi.org/10.1371/journal.pone.0193523

17. Ansari D, Nilsson J, Andersson R et al (2013) Artificial neural networks predict survival from pancreatic cancer after radical surgery. Am J Surg 205:1–7. https://doi.org/10.1016/j.amjsurg.2012.05.032

18. Aron-Wisnewsky J, Sokolovska N, Liu Y et al (2017) The advanced-DiaRem score improves prediction of diabetes remission 1 year post-Roux-en-Y gastric bypass. Diabetologia 60:1892–1902. https://doi.org/10.1007/s00125-017-4371-7

19. Briceno J, Cruz-Ramírez M, Prieto M et al (2014) Use of artificial intelligence as an innovative donor-recipient matching model for liver transplantation: Results from a multicenter Spanish study. J Hepatol 61:1020–1028. https://doi.org/10.1016/j.jhep.2014.05.039

20. Cruz-Ramírez M, Hervás-Martínez C, Fernández JC et al (2013) Predicting patient survival after liver transplantation using evolutionary multi-objective artificial neural networks. Artif Intell Med 58:37–49. https://doi.org/10.1016/j.artmed.2013.02.004

21. Debetad J, Sokolovska N, Coupaye M et al (2018) Long-term Relapse of Type 2 Diabetes After Roux-en-Y Gastric Bypass: Prediction and clinical relevance. Diabetes Care 41:2086–2095. https://doi.org/10.2337/dc18-0567

22. Ho WH, Lee KT, Chen HY et al (2012) Disease-free survival after hepatic resection in hepatocellular carcinoma patients: A prediction approach using artificial neural network. PLoS ONE 7:1–9. https://doi.org/10.1371/journal.pone.0029179

23. Hsieh CH, Lu RH, Lee NH et al (2011) Novel solutions for an old disease: Diagnosis of acute appendicitis with random forest, support vector machines, and artificial neural networks. Surgery 149:87–93. https://doi.org/10.1016/j.surg.2010.03.023

24. Ichimasa K, Kudo SE, Mori Y et al (2018) Artificial intelligence may help in predicting the need for additional surgery after endoscopic resection of T1 colorectal cancer. Endoscopy 50:230–240. https://doi.org/10.1055/s-0043-122385

25. Johnston SS, Morton JM, Kalsekar I et al (2019) Using Machine Learning Applied to Real-World Healthcare Data for Predictive Analytics: An Applied Example in Bariatric Surgery. Value Health 22:580–586. https://doi.org/10.1016/j.jval.2019.01.011

26. Kuwahara T, Hara K, Mizuno N et al (2019) Improved Risk Prediction after Tumor Resection. Sci Rep 10:1–9. https://doi.org/10.1038/s41598-020-59115-y

27. Maubert A, Birtwisle L, Bernard JL et al (2019) Can machine learning predict resecability of a peritoneal carcinomatosis? Surg Transl Med 11:eava4772. https://doi.org/10.1155/2013/201976

28. Maubert A, Birtwisle L, Bernard JL et al (2019) Using Machine Learning to Predict Graft Failure after Liver Transplantation: Results from a Multicenter Spanish Study. J Hepatol 61:1020–1028. https://doi.org/10.1016/j.jhep.2014.05.039

29. Pesonen E, Eskelinen M, Juhola M (1996) Comparison of different neural network algorithms in the diagnosis of acute appendicitis. Int J Biomed Comput 40:227–233. https://doi.org/10.1016/0020-7101(95)00117-1

30. Prabubdeskai SG, Gould S, Rehkar J et al (2008) Artificial neural networks: Useful aid in diagnosing acute appendicitis. World J Surg 32:305–309. https://doi.org/10.1007/s00268-007-9298-6

31. Rahman SA, Walker RC, Lloyd MA et al (2020) Machine learning to predict early recurrence after oesophageal cancer surgery. Br J Surg 107:1042–1052. https://doi.org/10.1002/bjs.11461

32. Reismann J, Romualdi A, Kiss N et al (2019) Diagnosis and classification of pediatric acute appendicitis by artificial intelligence methods: An investigator-independent approach. PLoS ONE 14:1–11. https://doi.org/10.1371/journal.pone.0222030

33. Sakai S, Kobayashi K, Toyabe SI et al (2007) Comparison of the levels of accuracy of an artificial neural network model and a logistic regression model for the diagnosis of acute appendicitis. J Med Syst 31:357–364. https://doi.org/10.1007/s10916-007-9077-9

34. Springer S, Masica DL, Dal Molin M et al (2019) A multimodality test to guide the management of patients with a pancreatic cyst. Sci Transl Med 11:eav4772. https://doi.org/10.1126/scitranslmed.aav4772

35. Tsilimigras DJ, Mehra R, Moris D et al (2020) A Machine-Based Approach to Preoperatively Identify Patients with the Most and Least Benefit Associated with Resection for Intrahepatic Cholangiocarcinoma: An International Multi-institutional Analysis of 1146 Patients. Ann Surg Oncol 27:1110–1119. https://doi.org/10.1007/s10434-019-08067-3

36. Xu YJ, Lu TL, Tong J et al (2020) Machine Learning Algorithms for Predicting the Recurrence of Stage IV Colorectal Cancer After Tumor Resection. Sci Rep 10:1–9. https://doi.org/10.1038/s41598-020-59115-y

37. BertiSimaS D, Dunn J, Velmahos GC, Kafarani HMA (2018) Surgical Risk Is Not Linear: Derivation and Validation of a Novel, User-friendly, and Machine-learning-based Predictive Optimal Trees in Emergency Surgery Risk (POTTER) Calculator. Ann Surg 268:574–583. https://doi.org/10.1097/SLA.0000000000002956

38. Bihorac A, Ozrazgat-Baslanti T, Ebadi A et al (2019) MySyrurgRisk: Development and Validation of a Machine-learning Risk Algorithm for Major Complications and Death After Surgery. Ann Surg 269:652–662. https://doi.org/10.1097/SLA.0000000000002706

39. Bonsert M, Singh AB, Henderson WG et al (2020) Identification of postoperative complications using electronic health record data and machine learning. Am J Surg 220:114–119. https://doi.org/10.1016/j.amjsurg.2019.10.009

40. Cao Y, Bass GA, Ahl R et al (2020) The statistical importance of P-POSSUM scores for predicting mortality after emergency laparotomy in geriatric patients. BMC Med Inform Decis Mak 20:1–11. https://doi.org/10.1186/s12911-020-1100-9

41. Chen D, Afzal N, Sohn S et al (2018) Postoperative bleeding risk prediction for patients undergoing colorectal surgery. Surgery 164:1209–1216. https://doi.org/10.1016/j.surg.2018.05.043

42. Chiew CJ, Liu N, Wong TH, et al (2013) Mortality predicted accuracy for hepatocellular carcinoma patients with hepatic resection using artificial neural network. Sci World J 2013. https://doi.org/10.1155/2013/201976

43. Corey KM, Kashyap S, Lorenzi E et al (2018) Development and validation of machine learning models to identify high-risk surgical patients using automatically curated electronic health record data (Pythia): A retrospective, single-site study. PLoS Med 15:1–19. https://doi.org/10.1371/journal.pmed.1002701

44. Datta S, Loftus TJ, Ruppert MM et al (2020) Added Value of Intraoperative Data for Predicting Postoperative Complications: The MySurgeryRisk PostOp Extension. J Surg Res 254:350–363. https://doi.org/10.1016/j.jsr.2020.05.007

45. Ehlers AP, Roy SB, Khor S, et al (2017) Improved Risk Prediction Following Surgery Using Machine Learning Algorithms. eGEMs (Generating Evid Methods to Improve patient outcomes) 5:3. https://doi.org/10.13063/2327-9214.1278
47. Ershoff BD, Lee CK, Wray CL et al (2020) Training and Validation of Deep Neural Networks for the Prediction of 90-Day Post-Liver Transplant Mortality Using UNOS Registry Data. Transplant Proc 52:246–258. https://doi.org/10.1016/j.transproceed.2019.10.019
48. Francis NK, Luther A, Salib E et al (2015) The use of artificial neural networks to predict delayed discharge and readmission in enhanced recovery following laparoscopic colorectal cancer surgery. Tech Coloproctol 19:419–428. https://doi.org/10.1007/s10151-015-1319-0
49. Fritz BA, Cui Z, Zhang M et al (2019) Deep-learning model for predicting 30-day postoperative mortality. Br J Anaesth 123:688–695. https://doi.org/10.1016/j.bja.2019.07.025
50. Hill BL, Brown R, Gabel E et al (2019) An automated machine learning-based model predicts postoperative mortality using readily-extractable preoperative electronic health record data. Br J Anaesth 123:877–886. https://doi.org/10.1016/j.bja.2019.07.030
51. Hyer JM, White S, Cloyd J et al (2020) Can We Improve Prediction of Adverse Surgical Outcomes? Development of a Surgical Complexity Score Using a Novel Machine Learning Technique. J Am Coll Surg 230:43-52.e1. https://doi.org/10.1016/j.jamcollsurg.2019.09.015
52. Jauk S, Kramer D, Stark G et al (2019) Development of a Machine Learning Model Predicting an ICU Admission for Patients with Elective Surgery and Its Prospective Validation in Clinical Practice. Stud Health Technol Inform 264:173–177. https://doi.org/10.3233/SHTI190206
53. Kambakamba P, Mannil M, Herrera PE et al (2020) The potential of machine learning to predict postoperative pancreatic fistula based on preoperative, non-contrast-enhanced CT: A proof-of-principle study. Surg (United States) 167:448–454. https://doi.org/10.1016/j.surg.2019.09.019
54. Lee CK, Hofer I, Gabel E et al (2018) Development and Validation of a Deep Neural Network Model for Prediction of Postoperative In-hospital Mortality. Anesthesiology 129:649–662. https://doi.org/10.1097/ALN.0000000000002186
55. Liu CL, Soong RS, Lee WC et al (2020) Predicting Short-term Survival after Liver Transplantation using Machine Learning. Sci Rep 10:1–10. https://doi.org/10.1038/s41598-020-62387-z
56. Merath K, Hyer JM, Mehta R et al (2020) Use of Machine Learning for Prediction of Patient Risk of Postoperative Complications After Liver, Pancreatic, and Colorectal Surgery. J Gastrointest Surg 24:1843–1851. https://doi.org/10.1007/s11605-019-04338-2
57. Soguero-Ruiz C, Hindberg K, Mora-Jiménez I et al (2016) Predicting colorectal surgical complications using heterogeneous clinical data and kernel methods. J Biomed Inform 61:87–96. https://doi.org/10.1016/j.jbi.2016.03.008
58. Sohn S, Larson DW, Habermann EB et al (2017) Detection of clinically important colorectal surgical site infection using Bayesian network. J Surg Res 209:168–173. https://doi.org/10.1016/j.jss.2016.09.058
59. Thottakkara P, Ozrazgat-Baslanti T, Hupf BB et al (2016) Application of machine learning techniques to high-dimensional clinical data to forecast postoperative complications. PLoS ONE 11:1–19. https://doi.org/10.1371/journal.pone.0155705
60. Weller GB, Lovely J, Larson DW et al (2018) Leveraging electronic health records for predictive modeling of post-surgical complications. Stat Methods Med Res 27:3271–3285. https://doi.org/10.1177/09622802177696115
61. Topol EJ (2019) High-performance medicine: the convergence of human and artificial intelligence. Nat Med 25:44–56. https://doi.org/10.1038/s41591-018-0300-7
62. Knapp EA, Fink AK, Goss CH et al (2016) The Cystic Fibrosis Foundation Patient Registry. Design and Methods of a National Observational Disease Registry. Ann Am Thorac Soc 13:1173–1179. https://doi.org/10.1513/AnnalsATS.201511-781OC
63. Zhao Q, Adeli E, Pohl KM (2020) Training confounder-free deep learning models for medical applications. Nat Commun 11:6010. https://doi.org/10.1038/s41467-020-19784-9
64. Christodoulou E, Ma J, Collins GS et al (2019) A systematic review shows no performance benefit of machine learning over logistic regression for clinical prediction models. J Clin Epidemiol 110:12–22. https://doi.org/10.1016/j.jclinepi.2019.02.004
65. Alba AC, Agoritsas T, Walsh M et al (2017) Discrimination and Calibration of Clinical Prediction Models. JAMA 318:1377. https://doi.org/10.1001/jama.2017.12126
66. Majnik M, Bosnić Z (2013) ROC analysis of classifiers in machine learning: A survey. Intell Data Anal 17:531–558. https://doi.org/10.3233/IDA-130592

Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.