On the identification of mortality hotspots in linear infrastructures
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Abstract

One of the main tasks when dealing with the impacts of infrastructures on wildlife is to identify hotspots of high mortality so one can devise and implement mitigation measures. A common strategy to identify hotspots is to divide an infrastructure into several segments and determine when the number of collisions in a segment is above a given threshold, reflecting a desired significance level that is obtained assuming a probability distribution for the number of collisions, which is often the Poisson distribution. The problem with this approach, when applied to each segment individually, is that the probability of identifying false hotspots (Type I error) is potentially high. The way to solve this problem is to recognize that it requires multiple testing corrections or a Bayesian approach. Here, we apply three different methods that implement the required corrections to the identification of hotspots: (i) the familywise error rate correction, (ii) the false discovery rate, and (iii) a Bayesian hierarchical procedure. We illustrate the application of these methods with data on two bird species collected on a road in Brazil. The proposed methods provide practitioners with procedures that are reliable and simple to use in real situations and, in addition, can reflect a practitioner’s concerns towards identifying false positive or missing true hotspots. Although one may argue that an overly cautionary approach (reducing the probability of type I error) may be beneficial from a biological conservation perspective, it may lead to a waste of resources and, probably worse, it may raise doubts about the methodology adopted and the credibility of those suggesting it.
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Introduction

Linear infrastructures, such as power lines, roads or railways, are among the most ubiquitous man-made features worldwide, and are known to have negative impacts on natural habitats and ecosystems (van der Ree, Smith, & Grilo, 2015; Borda-de-Água, Barrientos, Beja & Pereira 2017).

A main concern when evaluating the impact of linear infrastructures on wild animal populations is the identification of sections with high mortality (Quinn, Alexander, Heck, & Chernoff, 2011; Gunson & Teixeira, 2015). Sections with a large number of animal collisions (“mortality hotspots”) are generally prioritized when mitigation measures are to be taken, because this is where such measures are more likely to be cost-effective in reducing the excessive animal mortality or in increasing human safety (Gunson & Teixeira, 2015; Barrientos, Alonso, Ponce, & Palacin, 2011). Mitigation measures are often expensive (Barrientos et al., 2011), therefore, a judicious identification of the sections that represent a more serious threat to wildlife populations may lead to significant economic savings while still achieving the goal of reducing the impacts of the infrastructure. On the other hand, mitigating false hotspots results in a waste of resources and may undermine the credibility of conservation efforts. Our objective here is to develop procedures that compromise between minimizing the erroneous identification of false hotspots and the correct identification of true cases of high mortality.

There is a vast body of literature using different methods to identify hotspots, such as, generalized linear models (Gomes, Grilo, Silva, & Mira, 2009), ecological niche factor analysis (Hirzel, Haussler, Chessel, & Perrin, 2002), kernel density estimation (Gitman & Levine, 1970; Bíl, Andrašík, & Janoška, 2013; Bíl, Andrašík, Svoboda, & Sedoník, 2016), nearest neighbour hierarchical clustering (Levine, 2004), distance-based approaches (Kolowski & Nielsen, 2008), and methods based on modelling the number of collisions in a segment assuming a Poisson distribution (Malo, Suárez, & Díez, 2004; Grilo, Ascensão, Santos-Reis, & Bissonette, 2011; Planillo, Kramer-Schadt, & Malo, 2015; Santos et al., 2015). The latter methods based on the Poisson distribution (or any other), if applied without additional information, are likely to lead to the identification of hotspots that are mere statistical artefacts. This happens because researchers do not correct for multiple testing when performing simultaneous tests of hypotheses (e.g. Gelman, Hill, & Yajima, 2012).

We first illustrate the consequences of not correcting for multiple testing and then describe different approaches to deal with the problem. We chose two frequentist methods, the familywise error rate correction (FWER) and the false discovery rate (FDR), because they are easy to implement and their interpretation is straightforward, and chose a Bayesian method because it forces the explicit statement of the assumptions and it has the potential to be extended to a wide range of situations. Similar versions of the Bayesian models we develop here have been applied extensively in traffic accident research and the knowledge gained there can easily be extended to our purposes (e.g., Heydecker & Wu, 2001; Ahmed, Huang, Abdel-Aty, & Guevara, 2011).

For simplicity, throughout the text we assume that the detectability of carcasses is perfect, as other works have addressed the effects of detectability and persistence on mortality estimates but not on hotspot identification bias (e.g. Ponce, Alonso, Argandona, García Fernandez, & Carrasco, 2010; Santos, Carvalho, & Mira, 2011). Therefore, we concentrate solely on the statistical aspects of identifying mortality hotspots given a certain distribution of collisions. Moreover, we assume that the data has been collected in such a way that there is only information on the number of collisions per segment, that is, the exact location of the collisions is unknown, as often occurs in road surveys (Gunson, Clevenger, Ford, Bissonette, & Hardy, 2009).

Finally, this paper deals solely with the statistical aspects of identifying hotspots, but these methods do not substitute studies on the road mortality effect on population viability, nor the discussion on the societal choices underlying the need to identify hotspots. These choices are implicitly or explicitly incorporated in the thresholds adopted in each method. However, we highlight that the Bayesian methods we present force the researcher to explicitly state the perceived costs associated with missing hotspots or identifying false ones, thus they help state and confront different strategies to address road mortality.

This paper does not follow the typical structure of papers in ecology. First, we illustrate the problems that can arise when performing multiple tests. Then we present three different procedures that address the problems arising from multiple tests: the first two use a frequentist approach and the third develops a Bayesian approach. We exemplify the application of these methods using data on road mortality of two bird species, the burrowing owl (Athene cunicularia) and the blue–black grassquit (Volatinia jacarina). We finish by discussing the merits of the three approaches.

Multiple hypothesis tests and the need for corrections

When assessing which segments of a linear infrastructure are hotspots, it is often assumed that the number of collisions in each segment follows a Poisson distribution and that this distribution describes equally well the collisions in all segments (e.g. Malo et al., 2004; Grilo et al., 2011; Planillo et al., 2015; Santos et al., 2015; Costa, Ascensão, & Bager, 2015; Garriga, Franch, Santos, Montori, & Llorente, 2017). Accordingly, the probability of \( n \) occurrences pertaining to a segment of size \( l \), in a linear infrastructure of length \( L \), is described by a Poisson distribution

\[
P(n) = \frac{e^{-\lambda l} (\lambda l)^n}{n!}
\]
where \( \lambda \) is the rate of collisions per unit of length estimated during a certain period of time.

If collisions are uniformly randomly distributed along the infrastructures there should be no hotspots, however, the occasional appearance of regions with a high concentration of collisions is to be expected due to the inherent stochasticity of the process. Naturally, one wants to safeguard against the identification of such spurious occurrences as hotspots. However, if we use Eq. (1) to establish a threshold to test whether a segment is a hotspot, and then applying such a test to all segments simultaneously, we are likely to obtain a large number of false hotspots. For example, assume that \( \lambda = 0.635 \) collisions km\(^{-1}\) and define that a segment with 3 or more collisions is a hotspot. Using Eq. (1) this leads to the probability \( P(n \geq 3) \approx 3\% \) (Malo et al., 2004). In the typical terminology of hypothesis testing, the probability of a Type I error is 3%. This may look a small probability, but if the infrastructure has a large number of segments and we apply the test to all the segments, the probability of incorrectly identifying segments as hotspots increases considerably. For example, if a road consists of 100 segments we expect that on average 3 segments (i.e., 3%) will be incorrectly identified; we further elaborate on this example in Appendix A in Supplementary material.

Correcting for multiple testing

The familywise error rate correction (FWER)

Statisticians have for long considered several corrections when conducting multiple tests. One of them is the Dunn–Šidák correction (Sokal & Rohlf, 1995). In our case, it is important to distinguish the probability of identifying incorrectly one or more segments in the entire infrastructure, which we want to be smaller than or equal to \( P_L \), and the probability of incorrectly identifying one segment, which we want to be smaller than or equal to \( P_S \). With these definitions Dunn–Šidák correction is given by

\[
P_S \leq 1 - (1 - P_L)^{1/M}
\]

(2)

where \( M \) is the total number of segments. In most cases Eq. (2) can be approximated by the Bonferroni correction:

\[
P_S \leq \frac{P_L}{M}
\]

(3)

(see Appendix A in Supplementary material). For example, if \( P_L = 0.05 \) and \( M = 100 \), then we should use \( P_S = 0.0005 \) at the segment level.

The false discovery rate (FDR)

The FWER correction reduces the probability of identifying false positive hotspots (Type I error) at the expense of increasing the probability of missing true hotspots (false negatives, Type II error). If we are also concerned with Type II errors then, under the frequentist approach, we can consider the FDR method.

The FDR procedure was introduced by Benjamini and Hochberg (1995). These authors suggested a method that consists of sorting all \( p \)-values from \( M \) hypotheses tested in ascending order and then determine whether a \( k \)-ordered \( p \)-value obeys to

\[
P_{\text{value}} > \frac{k P_S}{M}
\]

(4)

where \( P_S \) is a threshold imposed by the researcher. If a \( p \)-value obeys to (4) then it is declared non-significant or, in the present context, it is not a hotspot. (See Appendix A in Supplementary material for more details.)

For instance, consider again an infrastructure with \( M = 100 \) segments, and a threshold \( P_S = 0.027 \). Calculate the \( p \)-value for each segment, and order these values from the smallest to the largest; call this ordered vector \( P \). Suppose that the \( p \)-value of the segment in position \( k = 15 \) of the vector \( P \) is 0.136. Inequality (4) leads to \( k P_S/M = 15 \times 0.027/100 = 0.0039 \), hence, because \( p \)-value = 0.136 > 0.0039, we conclude that this segment is not a hotspot. Assume now a segment with \( p \)-value = 5.3 \times 10^{-5} \) corresponding to position \( k = 1 \) of vector \( P \). Then \( kP_S/M = 1 \times 0.027/100 = 2.7 \times 10^{-4} \). Because \( p \)-value = 5.3 \times 10^{-5} < 2.7 \times 10^{-4} \), we identify the segment as a hotspot. In the Appendix B in Supplementary material we provide an R (R Core Team, 2016) function that implements this procedure.

Bayesian hierarchical models (BHM)

The analysis of a dataset under the Bayesian paradigm consists of combining the information contained in the data, that is, the likelihood given a parametric model, \( P(D|M) \), with prior information, \( P(M) \), using Bayes Rule (e.g. Gelman et al., 2014). The resulting distribution is the posterior, \( P(M|D) \),

\[
P(M|D) \propto P(D|M) P(M)
\]

from where all conclusions are derived. In our case, the posterior of interest is the distribution of the parameter \( \lambda \) of the Poisson distribution (Eq. (1)) given the observed number of collisions, \( n \), in each segment. As we will see, under the Bayesian framework multiple testing corrections are taken into account implicitly.

We start by assuming that the number of collisions, \( n_i \), in a segment \( i \) is a random variable with a Poisson distribution with parameter \( \lambda_i \),

\[
N_i | \lambda_i \sim \text{Poisson}(\lambda_i)
\]

This is an important departure from the previous methods, because now each segment has its own \( \lambda_i \), while before a single parameter \( \lambda \) applied to all segments. Next we assume that the set of parameters \( \lambda_i \) are realizations of another distribution, called a prior distribution. For the models developed here the parameters of the prior distribution will have probability distributions, the so-called hyperpriors, and these will also have associated distributions, and so on, i.e., there is a hierarchy of distributions.
Assuming no spatial autocorrelation, we develop two hierarchical models: the Poisson-lognormal model and a Poisson-gamma model. This is because when the rate of fatalities \( \lambda \) is small, a Poisson-lognormal is to be preferred to the Poisson-gamma but for larger \( \lambda \) the latter offers some analytical advantages and performs better (Lord & Miranda-Moreno, 2008).

For the Poisson-lognormal model the prior for \( \lambda_i \) is
\[
\lambda_i = \exp(\varepsilon_i),
\]
and the hyperprior for the parameter \( \varepsilon_i \) is a normal distribution, such as
\[
\varepsilon_i \mid \phi \sim \text{Normal}(0, \phi)
\]
where \( \phi \) is the precision (the inverse of the variance). For the hyperparameter, \( \phi \), we assume
\[
\phi \mid c_1, c_2 \sim \text{Gamma}(c_1, c_2),
\]
where \( c_1 \) and \( c_2 \) are constants.

The development of the Poisson-gamma model is similar, except that for \( \lambda_i \) we assume a gamma distribution instead of a lognormal. Thus,
\[
\lambda_i \mid \alpha, \beta \sim \text{Gamma}(\alpha, \beta),
\]
where \( \alpha \) and \( \beta \) are the shape and scale parameters of the gamma distribution. The last step is to specify the distributions of the hyperparameters \( \alpha \) and \( \beta \),
\[
\alpha \mid a_1, a_2 \sim \text{Gamma}(a_1, a_2),
\]
\[
\beta \mid b_1, b_2 \sim \text{Gamma}(b_1, b_2)
\]
where \( a_1, a_2, b_1, \) and \( b_2 \) are constants. Fig. 1A illustrates the structure of the hierarchical model for the Poisson-gamma model and Fig. 1B for the Poisson-lognormal model; Appendix C in Supplementary material provides codes for the implementation of the above two models using the software package JAGS (Plummer, 2003).

Until now we have disregarded spatial autocorrelation among the segments in order to provide very simple methods that give a first correction to the more serious problems of not considering multiple testing. Introducing spatial autocorrelation means we take into account the positions of the segments relative to each other when determining their relative influence. Because of the mathematical problems of dealing with a multivariate gamma distribution (Zhang, Matthaiou, Karagiannidis, & Dai, 2016), we consider only the Poisson-lognormal model.

We introduce spatial dependence in the Poisson-lognormal model by changing expression \( \varepsilon_i \mid \phi \sim \text{Normal}(0, \phi) \) to (Banerjee, Carlin, & Gelfand, 2014)
\[
\varepsilon_i \mid \delta, \phi, \varepsilon_j, i \neq j \sim \text{Normal}(\delta \sum_{j=1}^{M} b_{ij} \varepsilon_j, \phi)
\]
where \( 0 \leq \delta \leq 1 \) controls the overall spatial dependence and \( 0 \leq b_{ij} \leq 1 \) controls the dependence between segments \( i \) and \( j \). The term \( \delta \sum_{j=1}^{M} b_{ij} \varepsilon_j \) adds to the formulation the influence of the neighbourhood of segment \( i \) on the estimation of its \( \varepsilon_i \) and, hence, of \( \lambda_i \). For instance, if \( b_{ij} = 0 \) site \( j \) is not in the immediate neighbourhood of site \( i \) and it does not have a direct influence, if \( b_{ij} \geq 0 \) then site \( j \) influences site \( i \). The sum of all influences for one segment must sum up to one, so each \( b_{ij} \) is equal to the inverse of the number of immediate neighbours of \( i \). If \( \delta = 0 \), \( \varepsilon_i \) does not take into account spatial autocorrelation.

It is more convenient to use the above expression in a matrix form (see Jin, Bradley & Sudipto (2005) for details):
\[
\varepsilon \mid \phi, \delta, W \sim \text{Multivariate Normal}(0, \phi(D - \delta W)),
\]
where \( \phi(D - \delta W) \) is the precision matrix (the inverse of the variance matrix). Vector \( \varepsilon \) is of length \( M \) and contains \( \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_M \), and \( 0 \) is a vector of zeroes, also of length \( M \). \( W \) is an adjacency matrix of size \( M \times M \) where \( w_{ij} = 1 \) if \( i \) is adjacent to \( j \) and \( w_{ij} = 0 \) otherwise. \( D \) is a vector of size \( M \) where each element \( i \) is the sum of the elements of row \( i \) in matrix \( W \). This model is known as the conditionally autoregressive (CAR) model (Jin et al., 2005).

Finally, to complete the models we need to specify the distributions of the hyperparameters \( \phi \) and \( \delta \). We assume
\[
\phi \mid c_1, c_2 \sim \text{Gamma}(c_1, c_2),
\]
\[
\delta \sim \text{Uniform}(0, 1),
\]
where \( c_1, c_2 \) are constants that define the hyperpriors, and may be set by the researcher or be based on previous related studies; Fig. 1C illustrates this model graphically and Appendix D in Supplementary material provides codes in RStan (Stan Development Team, 2016a) for its implementation. Please refer to Box 1 for a summary of the steps to build a hierarchical Bayesian model.

The important point is that the hierarchical models implicitly take into account corrections when performing multiple tests since the posterior of \( \lambda_i \) of segment \( i \) is calculated based on information from all segments, and not only from segment \( i \). When we add spatial autocorrelation, we explicitly take into account the position of the segment \( i \) relatively to the others. The overall result is that the value of a given \( \lambda_i \) is moved towards the mean of its distribution and reduces the size of the confidence intervals, thus reducing the number of significant results (Gelman et al., 2012).

We test whether a segment is a hotspot using a decision-theoretic approach as in Miranda-Moreno, Labbe and Fu (2007). These authors described three procedures, but we use only the so-called Bayesian test with weights, for three main reasons: first, it is the most straightforward to apply; second, it allows to state explicitly the researchers’ concerns regarding incurring in Type I or II errors; and, third, for a reasonable choice of parameters it gives results that are intermediate to those of the other two methods.
Fig. 1. Graphical representation of the Bayesian hierarchical models. Plots (A) and (B) show the Poisson-lognormal hierarchical and Poisson-gamma models, respectively, without spatial autocorrelation. Plot (C) shows the Poisson-lognormal hierarchical model with spatial autocorrelation. In the latter model, the term \((D - \delta W)\) implements the spatial autocorrelation.

The purpose of the Bayesian test with weights approach is to minimize a loss function that takes into account the costs of making a Type I error, \(C_I\), and the costs of making a Type II error, \(C_{II}\). The costs \(C_I\) and \(C_{II}\), or their relative values, can be obtained by expert judgment or can reflect social perceptions associated with different choices. Therefore, the specification of \(C_I\) and \(C_{II}\) allows us to state explicitly whether we are more...
Box 1: The Bayesian approach step-by-step

We summarize here the several steps to perform the Bayesian analysis. For simplicity we divide them into two sets of procedures. Building a hierarchical Bayesian model:

1) Identify a sampling distribution to model the number of collisions in each segment (in our case a Poisson distribution);
2) Establish prior distributions for the parameters of the distribution of the number of collisions in each segment (in our case a prior to model the $\lambda_i$), and if spatial autocorrelation is present then introduce a formulation for it;
3) Choose the distributions of the (hyper) parameters of the prior distribution.

Performing hypothesis tests:

1) Define a threshold $t_S$;
2) Assign the costs $C_I$ and $C_H$ and calculate the threshold $t_C$;
3) Based on the posterior of $\lambda_i$ calculate the probability $P(\lambda_i > t_S \mid n_i)$;
4) Assess whether $P(\lambda_i > t_S \mid n_i) \geq t_C$. If so, the segment is a hotspot, otherwise it is not.

Concerned with missing hotspots or incorrectly identifying segments as hotspots.

For our analyses we need to establish two thresholds, $t_S$, and $t_C$, the former establishing whether or not a segment is a hotspot, and the latter defining the probability of that segment being a hotspot. Accordingly, for a given $t_S$ and using the terminology $H_0$ for the null hypothesis and $H_1$ for the alternative hypothesis, we have

\[
\begin{align*}
H_0 : \lambda_i &\leq t_S & \text{Not a hotspot} \\
H_1 : \lambda_i &> t_S & \text{Hotspot}
\end{align*}
\]

Ideally, the choice of $t_S$ should be based on expert judgement or some other criteria that reflect our knowledge of the population dynamics and the risks posed by the infrastructure to its viability. Here, assuming that there is no information on the abundance or the dynamics of the targeted population (as it often happens), we estimate $t_S$ from the mean and standard deviation of the number of collisions $n$ obtained directly from the raw data (Miranda-Moreno et al., 2007):

\[
t_S = \text{mean}(n_i) + z_S \text{ standard deviation}(n_i).
\]

With this formulation the decision is now in terms of $z_S$, which defines how many standard deviations $t_S$ is away from the mean.

Once $t_S$ (or $z_S$) has been defined we can calculate the probabilities of the null and alternative hypotheses based on the posterior distribution of $\lambda_i$. Thus, the probability of a segment being a hotspot is $P(H_1 \mid n_i) = P(\lambda_i > t_S \mid n_i)$, knowing that an incorrect classification of a false positive has cost $C_H$. Equally, the probability of not being a hotspot is $P(H_0 \mid n_i) = P(\lambda_i \leq t_S \mid n_i)$, and an incorrect classification of false negative has cost $C_I$. The cost of a correct identification is zero. The objective is to minimize costs and it can be shown (Berger, 1985) that this is achieved when

\[
P(H_1 | n_i) = P(\lambda_i > t_S | n_i) \geq \frac{C_I}{C_I + C_H}
\]

The ratio $C_I/(C_I + C_H) = t_C$ defines the threshold value that rejects the null hypothesis and defines whether a segment is a hotspot. We summarize these steps in Box 1.

Two case studies

We illustrate the application of the previous methods with roadkill data on two bird species, the burrowing owl (\textit{A. cunicularia}, with $n = 40$ collisions) and the blue–black grassquit (\textit{V. jacarina}, with $n = 475$ collisions) collected in Brazil along a 50-km road; each segment is 1 km, thus $M = 50$ (see Santos et al. (2016) for details). We use these two data sets because these two species exhibit very different number of casualties, thus allowing us to illustrate the two different Bayesian models developed without spatial autocorrelation.

Without corrections, assuming that the number of collisions in each segment follows a Poisson distribution and a significance level of 0.05, the collision threshold for the burrowing owl is $n_f = 2$ and for the blue–black grassquit is $n_f = 15$ leading, coincidentally, to 10 hotspots for each species (Figs. 2 A and 3 A, and Table 1).
Fig. 2. Results for the burrowing owl (*Athene cunicularia*). The black vertical lines depict the number of collisions along the 50 1-km road segments. Plot (A): the grey dotted line shows the threshold when no corrections are applied (leading to 10 hotspots), and the grey dashed line shows the threshold after application of the familywise error rate correction (leading to 1 hotspot) identified by the vertical grey bar. Plot (B): The application of the false discovery rate correction leads to the identification of 3 hotspots identified by the vertical grey bars. Plot (C): The application of the Bayesian hierarchical Poisson-lognormal model without spatial autocorrelation leads to the hotspots identified by vertical coloured bars: in red are the hotspots identified when $C_I = 2$ and $C_{II} = 1$, in red and green when $C_I = 1$ and $C_{II} = 1$, and in red, green and blue when $C_I = 1$ and $C_{II} = 2$. The broken line corresponds to the average value of the posterior of each $\lambda$ (the mean rate of collisions per unit of length estimated during a certain period of time). Plot (D): The results of the Bayesian hierarchical model with spatial autocorrelation, using the same convention for the hotspots as in plot C. Notice that in both plots (C) and (D) that.

**The familywise error rate correction (FWER)**

Assuming $P_L = 0.05$, the FWER correction leads to $P_S \approx 0.001$ (Eq. (2) or to its simplified version Eq. (3)). The corresponding number of collision thresholds are $n_T = 5$ for the burrowing owl and $n_T = 20$ for the blue–black grassquit, thus we identify 1 hotspot for the burrowing owl and 6 hotspots for the blue–black grassquit (Figs. 2 A and 3 A, and Table 1).

**The false discovery rate correction (FDR)**

Applying the FDR correction with $P_S = 0.05$ (Eq. (4)), we identified 3 and 9 hotspots for the burrowing owl and the blue–black grassquit, respectively (Figs. 2 B and 3 B, and Table 1). Not surprisingly, the FDR correction identifies more hotspots than the FWER correction, because the FDR reduces the probability of false negatives (Type II errors).

**Bayesian hierarchical modelling (BHM)**

The Bayesian analysis requires that we assume values for $z_S$, $C_I$ and $C_{II}$, to establish thresholds according to expressions (5) and (6). We considered three combinations for $C_I$ and $C_{II}$: $(C_I = 1, C_{II} = 2)$, $(C_I = 1, C_{II} = 1)$, and $(C_I = 2, C_{II} = 1)$ (Table 1). For example, the combination $(C_I = 1, C_{II} = 2)$ means that the cost of missing a hotspot is twice as large as that of identifying a hotspot incorrectly and leads to $t_C = 0.333$ (see Eq. (6)). For the value of $z_S$ we estimated the mean and standard deviation for $\lambda$ from the data and then estimated $z_S$ (Eq. (5)) such that the threshold would be close to 0.05. These led to $z_S = 1$ for the burrowing owl and $z_S = 1.5$ for the blue–black grassquit.

Concerning the hyperpriors, because we had no extra information on these parameters, we tried to have non-informative distributions. We assessed the impact of three different gamma distributions: Gamma(0.01,0.01), Gamma(0.1,1), and Gamma(1,0.1).
and Gamma(1,1). Although tests revealed that the choice of prior did not affect the conclusions significantly (results not shown), we used the Gamma(1,1) because it has a more flat distribution for the range of \(\lambda\) observed, thus closer to a non-informative distribution.

Because the models are easier, we start the Bayesian analyses assuming no spatial autocorrelation. We ran the analysis in the R environment and JAGS using 10,000 burn in iterations, and collected information on the parameters of interest using 50,000 iterations. As expected, the number of hotspots depends on the relative values of \(C_I\) and \(C_{II}\) and they are within the range of the values obtained with the two previous corrections (Figs. 2 C and 3 C and Table 1). If we were averse to missing hotspots \((C_I = 1, C_{II} = 2)\), we would have identified 6 hotspots for both the burrowing owl and the blue–black grassquit. At the other extreme, if we are concerned about incorrectly identifying segments as hotspots \((C_I = 2, C_{II} = 1)\) we could consider only 1 hotspot for the burrowing owl and 2 for the blue–black grassquit.

A simple test with the autocorrelation function (not shown) revealed that both data sets exhibit spatial autocorrelation, thus we re-analysed the data with the Bayesian CAR model. We ran the analyses in the R environment and RStan using four chains with 1000 burn in iterations, and collected information on the parameters of interest using 1000 iterations of each chain. We used a delta sampler control of 0.99. This sampler will make the program run slower but it can avoid divergent transitions after warmup (Stan Development Team, 2016a). To run the model efficiently in RStan we also used a sparse CAR representation (Stan Development Team, 2016b). As before, the number of hotspots depends on the relative values of \(C_I\) and \(C_{II}\) and they are within the range of the values obtained previously (Figs. 2 D and 3 D and Table 1). Adopting a policy of being averse to missing...
hotspots \((C_I = 1, C_{II} = 2)\), we identified 4 hotspots for the burrowing owl and 6 for the blue–black grassquit. At the other extreme, being concerned about incorrectly identifying segments as hotspots \((C_I = 2, C_{II} = 1)\), we identified 2 hotspots for the burrowing owl and only 1 for the blue–black grassquit.

The neighbourhood of a segment plays a role when spatial autocorrelation is introduced. A segment identified as a hotspot in an analysis without spatial autocorrelation may turn out not to be a hotspot when spatial autocorrelation is taken into account if casualty counts are low in the neighbouring segments. Conversely, a segment not identified as a hotspot under the assumption of no spatial autocorrelation, may become a hotspot if the surrounding segments have a high count of occurrences. For instance, for the blue–black grassquit without spatial autocorrelation, Fig. 3C, hotspots that are not surrounded by other hotspots are common. On the other hand, segments surrounded hotspots not identified as hotspots in the analysis without spatial autocorrelation, are identified as hotspots when we consider spatial autocorrelation, Fig. 3D. Although the Bayesian analysis always takes into account the information on all segments, therefore implicitly taking into account the problem of multiple testing, when we include spatial autocorrelation the information on the neighbouring segments is also relevant to decide whether or not a segment is a hotspot.

Discussion

Our work was motivated by the high probability of identifying false hotspots (that is, of making Type I errors) inherent to methods that do not take into account corrections for multiple-testing, a common practice in road ecology research (e.g. Malo et al., 2004; Grilo et al., 2011; Planillo et al., 2015; Santos et al., 2015; Costa et al., 2015; Garriga et al., 2017), and we suggest three different methods to deal with this problem.

Besides the profound differences between frequentist and Bayesian schools, we do not see any method as being inherently better than the others. Ultimately, the choice of the procedure reflects the set of concerns and priorities of the researcher. For example, the FDR procedure should be used if a researcher is concerned about making Type I errors. On the other hand, if the concern is the probability of detecting false hotspots (Type II error) the researcher should use the FWER procedure. Nevertheless, our preference goes to the Bayesian approach because it allows a very clear specification of the researcher’s concerns about making Type I or II errors, and, furthermore, it can take spatial autocorrelation into account. Since the two frequentist methods do not take into account spatial autocorrelation, we may say that they are “wrong” when spatial autocorrelation is present.

The frequentist methods exposed here are clearly easier to apply. Therefore, these are the methods we are most likely to apply if we just plan to check if a previous identification of hotspots is likely to have omitted any corrections for multiple testing, or if someone reports that in studies conducted at different times hotspots keep changing their locations. However, we would recommend using a Bayesian approach to identify hotspots. This may take longer to implement, but it is a time investment worth considering given its advantages, in particular, the possibility of stating explicitly the perceived costs of giving more or less weight to the costs of missing hotspots associated with different policies.

Furthermore, the Bayesian hierarchical models can easily incorporate explanatory variables that reflect the characteristics of the roads or of the surrounding environment, thereby leading to a better understanding of the causal relationships underlying mortality hotspots (e.g., Bartonička, Andrásík, Dul’a, Šedoník, & Bíl, 2018). To this end, the experience gained in the field of human accidents and prevention can be invaluable (e.g. Ahmed et al., 2011; Li, Carriquiry, Pawlovich, & Welch, 2008; Huang & Abdel-Aty, 2010). It should be noted that our approach assumed that there was no precise information on the location of the collisions and, instead, the number of collisions was given per segment. This is often the case for data on collisions of birds with power lines (F. Moreira, personal communication), but can also occur with road data (Gunson et al., 2009). If the precise location of the collisions is known, then other methods can be applied (e.g. Bíl et al., 2013, 2016).

The methods discussed here deal with the statistical aspects of identifying hotspots, yet they do not substitute the discussion on the societal choices underlying the need to identify hotspots or to adopt measures that mitigate their impacts. These choices are incorporated in the thresholds adopted in each method, and are explicitly stated under the Bayesian approach. From a strict conservation perspective, the important question is not whether individuals are killed by an infrastructure, but how such additional (non-natural) mortality impacts the viability of a population or of a species, or how much the depletion of a species affects the entire community (Borda-de-Água, Grilo, & Pereira, 2014). For instance, for the two species analysed here we observed a much larger number of casualties among the blue–black grassquit than among the burrowing owl. However, this is likely to reflect solely the higher abundance of one species relatively to the other, in particular, in the vicinity of roads, but what our analysis could not ascertain is how much the road mortality affects the viability of these populations. Both species have wide distributions and their conservation status is “least concern” (IUCN Species Survival Commission, 2000), but it is nevertheless possible that the levels of road mortality observed could endanger the local populations.

Some may argue that for conservation purposes it is preferable to identify false hotspots than to miss real ones. The problem with such a view is that efforts aimed at mitigating the negative impacts of an infrastructure are unlikely to yield the desired results.

In particular, if segments identified as hotspots are false positive hotspots then their locations are likely to continuously shift over time in a rather arbitrary way. This
undermines the credibility of conservation efforts in the long term and results in a waste of resources, including economic and manpower. In turn, this may discourage well-intentioned individuals or organizations due to the lack of clear results.
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