Effects of Classification Techniques on Medical Reports Classification

Elfadil A. Mohamed¹, Fathi H. Saad², Omer I. E. Mohamed³
¹College of Business Administration, Al Ain University of Science and Technology, UAE
elfadil.mohammed@aau.ac.ae
²NHS Oxfordshire, Oxford, UK
fathi.saad@nhs.net
³Department of Computer Science, Alkhawarizmi College, UAE
omareldai@gmail.com

ABSTRACT
Text classification is the process of assigning pre-defined category labels to documents based on what a classification has learned from training examples. This paper investigates the partially supervised classification approach in the medical field. The approaches that have been evaluated include Rocchio, Naïve Bayesian (NB), Spy, Support vector machine (SVM), and Expectation Maximization (EM). A combination of these methods has been conducted. The experimental result showed that the combination which uses EM in step 2 is always produces better results than those uses SVM using small set of training samples. We also found that reducing the features based on tf-tdf values is decreasing the classification performance dramatically. Moreover, reducing the features based on their frequencies improve the classification performance significantly while also increasing efficiency, but it may require some experimentation.
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1. INTRODUCTION

Classification is a form of data analysis that extracts models describing important data classes [10]. The extracted models are called classifiers which are used to predict categorical class labels. The medical field has recently received great attention regarding the analysis of medical data which is available in an electronic form. The nature of the medical data is either unstructured or semi-structured which make it difficult to be analyzed using traditional data mining techniques. The medical staffs need automatic classification methods to analyze and categorize this huge amount of data. The Gastroenterology unit of a local hospital in UK had just such a problem as they collected electronic reports on thousands of colonoscopies procedures, but could not give answer to simple questions, such as the percentage of successful colonoscopies undertaken [34]. The aim of colonoscopy is to check for medical problems such as bleeding, colon cancer, polyps, colitis, etc. [6].

Text classification is a two-step process, consisting of a learning step and classification step. When the class label of each training data is provided, this is called supervised learning. The supervised classification has recently been used in the medical domain for small number of training sample data; see for example [15]. However, supervised learning has the problem of the considerable effort required to manually label a large number of training examples for every class, particularly for multi-class problems. As supervised learning methods, most existing text classification algorithms require sufficient training examples so that the obtained classification model produces accurate results [22]. When the number of training examples in each class decreases, the classification accuracy of traditional text classification algorithms degrade dramatically. In medical domain, this is serious problem, because labelled documents are often very sparse because manually labelling data is boring, tiring, costly and continuing for a long time. To solve this problem, exploiting unlabeled documents in text classification has become an active research problem in text classification recently. This led to a new approach called partially-supervised classification. There have been a number of techniques reported in developing partially-supervised text classification recently. Most of these techniques require labelled training examples of all classes. It has been reported that those techniques obtain considerable improvement over traditional supervised techniques when the size of training examples is small [22]. So partially supervised approach is very attractive for the medical domain since medical practitioners are often very busy dealing with patients and cannot be expected to spend large amounts of time labelling data.

The approach we used in this paper has recently been introduced [1, 2] for binary text classification problems. Further evaluation of the approach can be found recently in [34]. This study is based on the use of a large set of unlabeled documents and a small set of labelled documents for every class so as to reduce the labelling efforts. The approach we used took this idea further and uses only positive and unlabeled documents to learn the classifier based on theoretical study reported in [35], cutting down more on the labelling effort. So this technique is different from the other partially-supervised classification techniques as it doesn’t require labelling of negative training examples. This approach is two-step strategy. Step 1 identifies the positive documents from the unlabeled documents, and step 2 builds the final classifier. There are a number of algorithms that are applicable in step 1 and step 2. Deciding on what algorithms should be applied is not a trivial task, but is required for the effective application of the technique to real-world data.

The main purpose of this paper is to perform a comprehensive practical evaluation of partially supervised classification technique approaches to classify real-world medical reports. The approaches that will be investigated are Rocchio (Roc), NB and Spy for step 1, and SVM and EM for step 2. The methods available in each step of the process will be tested in combination. The combination that produces the best performance according to some evaluation measures will be recommended. The evaluation will be performed through a real-world medical problem: the classification of a set of colonoscopy reports. For further efficiency, we will also experiment on reducing the set of features used to represent a document.

The rest of the paper is organized as follows: reviewing related works in section 2. The methods and algorithms used by partially supervised classification approach explained in section 3. In section 4 we described the data set used. Document representation is explained in section 5. The performance measures used are presented in section 6. The document pre-processing is outlined in section 7. Our methodology is described in section 8. We presented and analyzed the results in section 9. Finally, section 10 concludes the paper.

2. RELATED WORK

The labelled documents availability problem resulted in new research direction focuses on exploiting the unlabelled documents in text classification. Here is a brief description of some related methods that use unlabelled examples to improve text classification. Co-Training approach [22], splits the feature set by \( x = (x^1, x^2) \) and trains two classifiers \( \theta_1 \) and \( \theta_2 \) each of which is sufficient for classification. The algorithm initially constructs two classifiers based on labelled data, and mutually selects several confident examples to expand the training set. The approach assumes that the two feature sets are conditional independent. Similar approach reported in [24], this approach instead of using two conditional independent features it co-trained two SVM classifiers using two feature spaces. One is the original feature space and the other is derived from clustering the labelled and unlabelled data. Another co-training based approach [25] used two hybrid algorithms, co-EM and self-training, using two randomly split features in co-training setting. More reports use co-training approach could be found in [26, 27].
Transductive Support Vector Machine (TSVM) approach [23], it maximizes margin over both the labelled data and the unlabelled data. It works by finding a labelling of the unlabeled data $D_u$ and a hyperplane which separates both $D_l$ and $D_u$ with maximum margin. Another reported works improving classification using unlabelled examples [28, 29, 30]. All above methods use small labelled examples for every class and large unlabelled examples for learning improve the classification. In the case of binary classification small labelled sets for both positive and negative classes are required. More recent approach focuses on the binary text classification problem. This approach combined the advantages of partially supervised classification approach which uses small set of labelled examples for every class and large unlabelled examples, and the advantages of theoretical study [10] which requires labelling small set of positive class only. Some studies called this approach positive class based learning [1, 13], but still in many reports known as partially supervised classification. This is two-step approach; first step is identifying a set of reliable negative documents, the second step is build the classifier using the labelled positive and identified negative documents. There are many methods applied different approaches for both steps. One technique called PEBL [31] identifying strong reliable negative documents using method says "strong negative documents are those documents that do not contain any features of the positive data". After a set of strong negative documents is identified, SVM is applied iteratively to build a classifier. Another techniques called S-EM [2] uses new method called ‘spy’ for the first step to identify reliable negative document, and uses EM for the second step. Reference [13] reports another technique called Roc-SVM which uses Rocchio algorithm for step 1 and SVM for step 2. In [32] one-class SVM is proposed; this technique uses only positive examples to build a SVM classifier. More details about methods used for step 1 and step 2 will be discussed in partially supervised classification section.

3. PARTIALLY SUPERVISED CLASSIFICATION

As we mentioned earlier, the approach we used in this paper is partially supervised classification. This approach uses a reduced set of positive documents, $P$, and a large set of unlabeled documents, $U$. There is initially no labelling of negative documents. The first step of the text classification is therefore to identify a reliable set of negative documents, $RN$, from the unlabeled documents. In this section we are describing the techniques that we are going to evaluate for both steps 1 and 2. The algorithms that we are going to use for step one are:

Naïve Bayesian classifier (NB) – NB is a popular classification technique and has been reported as performing extremely well in practice for text classification [12]. In NB, the document is considered an ordered list of words. The vocabulary is the set of all words considered for classification. To perform classification, NB compute the posterior probability $Pr(c|d)$, where $c_i$ is a class and $d_i$ is a document. In classifying a document $d$, the class with the highest $Pr(c|d)$ is assigned as the class of the document. Identifying a set $RN$ of reliable negative documents from the unlabeled set $U$ is done as follows in Figure 1.

Rocchio (ROC) – Rocchio classifiers are well explained in [11]. In this technique, each document $d$ is represented as a vector, and each element in this vector represents a word. Each word value is calculated using tf-idf scheme [20]. The unlabelled set $U$ is treated as negative set in this technique, then the positive set $P$ and $U$ used as the training data to build a Rocchio classifier which is used to classify $U$. The algorithm that use Rocchio to identify a set $RN$ of reliable negative documents from $U$ is the same as that in Figure 1 except that Rocchio classifier used instead of NB.

Spy technique – this technique is introduced in [2]. The name reflects the fact that some documents randomly selected from $P$ are added to $U$ and act as spies from the positive set, $P$, to the unlabeled set, $U$. They form the spy set, $S$, and behave like unknown positive documents in $U$. The spy set, $S$, allows the classifier algorithm to infer the behavior of the unknown positive documents in $U$. It then runs EM algorithm using the set $P$–$S$ as positive and the set $U$–$S$ as negative. After EM completes, a threshold $t$ is employed to make the decision. Those documents in $U$ with lower probabilities $Pr(c|d)$ than $t$ are the most likely negative documents $RN$. Those documents in $U$ (spies are not included) that have higher probabilities than $t$ become unlabeled documents $U$. The reader is referred to [2] for details. Figure 2 bellow shows spy algorithm in S-EM. Step 2, iteratively applying a classification algorithm to the newly labelled data. Since some documents are still in the unlabeled set, $U$–$RN$, the chosen classifier is applied repeatedly to a data with the intention of extracting more possible negative data at each iteration and improving the overall performance of the classifier. The procedure will stop when no further negative documents are found in the unlabeled set, $U$–$RN$. There are two classifiers within this step that will be tested: Expectation-Maximization (EM) and Support Vector Machines (SVM).

Expectation-Maximization (EM) - This algorithm iterative algorithm for maximum likelihood estimation in problems with missing data [16, 19]. It consists of two steps, the Expectation step, and the Maximization step. The Expectation step basically fills in the missing data. In our case, it produces and revises the probabilistic labels of the documents in $U$–$RN$. The parameters are estimated in the Maximization step after the missing data are filled. EM converges when its parameters stabilize. Referring to EM algorithm shown in Figure 3 bellow, using NB in each iteration, EM employs the same equations as those used in building a NB classifier (line 3 for the Expectation step, and lines 1 and 2 for the Maximization step). The class probability given to each document takes the value between 0 and 1. Basically, EM iteratively runs NB to revise the probabilistic label of each document in set $Q = U$–$RN$. Since each iteration of EM produces a NB classifier, S-EM also has a mechanism to select a good classifier [2, 17].
Support Vector Machines (SVMs) – SVMs are linear functions of the form \( f(x) = w^T x + b \), where \( w^T x \) is the inner product between the weight vector \( w \) and the input vector \( x \). SVM selects a hyperplane that separates the positive and negative examples while maximizing the smallest margin [1]. Since small set of RN is identified in step 1, SVM uses P, RN and U-RN and runs iteratively to build the classifiers. In each iteration new RN will be identified and added to RN set to build new classifier. The iteration converges when no document in U-RN classified as negative. The final classifier will be selected from the set of classifiers. The reader is referred to [13] for a detailed description of the SVM algorithm.
4. DATA SET

In this paper, we focused on the analysis of colonoscopy procedures, since this is the most pressing task from a medical point of view, given the introduction of colorectal screening in the UK in 2006. Colonoscopy refers to the passage of the colonoscope from the lowest part (anus and rectum) right around the colon to the caecum and in some cases into the terminal ileum via the ileo-caecal valve. The aim of colonoscopy is to check for medical problems such as bleeding, colon cancer, polyps, colitis, etc. After each colonoscopy procedure, the endoscopist at the NNUH would generate a detailed report about the current status of the examined part of the body and the result of the procedure itself using a software package called Endoscribe. Classifying the procedure as successful or failed depends on what is written in the report.

The dataset used contained 4,876 documents for as many colonoscopy procedures. 25% of these documents were selected using 1-in-4 include sampling strategy to be used as test documents. The rest (75%) were used to create training sets. We used the dataset in two ways. The first way focuses on classifying the reports into successful or failed procedure. To achieve this, we combined extensive database querying, looking for regular expressions, with an expert doctor to create the "gold-standard" classification against which to measure our automatic classification. The "gold-standard" classification assigned 656 documents to the class of failed colonoscopies and 4,220 documents to the class of successful colonoscopies, giving an overall failure rate of 13.45%. This way will be used to evaluate all the approaches under investigation. Table 1 shows the class distribution for each set of documents, according to the "gold-standard" classification.

The second way is looking at the data from different medical point of view which is diagnosis view. In this way we focused on certain diagnosis, namely "Diverticulosis", "Polyps", "Sessile Polyps" and "Ulcerative Colitis". We used this way for further investigation of the top three approaches that obtained good results using the first way. Using the same data in different ways as same as we use different datasets, because the class in each way is completely different. Creating the "gold-standard" classification is similar to the one we used in the first way. Tables 2, 3, 4 and 5 show the class distribution for Diverticulosis, Polyps, Sessile Polyps, and Ulcerative Colitis set of documents, according to the "gold-standard" classification. The "Yes" column in these tables refers to the positive class and "No" column refers to the negative class for that diagnosis. Figure 4 shows the numbers and percentages of the positive class for the 5 classification problems. The x axe shows the 5 classification problem, the left and right y axes show the number and percentage of the positive class respectively.

| Data set | Successful | Failed | Total |
|----------|------------|--------|-------|
| Train    | 3,298      | 359    | 3,657 |
| Test     | 1,042      | 177    | 1,219 |
| Total    | 4,320      | 536    | 4,856 |

| Data set | Successful | Failed | Total |
|----------|------------|--------|-------|
| Train    | 3,062      | 328    | 3,390 |
| Test     | 1,042      | 177    | 1,219 |
| Total    | 4,104      | 505    | 4,609 |
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The experiments reported in this paper also address the problem of which features to be included in the classification process. The kind of linguistic features used in this paper to represent documents are single words. Single words are the structural units of language made up of one individual term [5]. The most frequently used method to represent text is bag-of-words representation where all words from the set of documents are taken and no ordering of words or any structure of text is used [4]. Each distinct word corresponds to a feature of the set of documents. Each feature can either have a Boolean value to indicate the presence or absence of the term in the document, or the term frequency (TF) can be used as the feature value instead. Alternatively, the term frequency-inverse document frequency (tf-idf) [20] which is refined model of (TF). In our experiments we used tf-idf.

5. TEXT REPRESENTATION

The experiments reported in this paper also address the problem of which features to be included in the classification process. The kind of linguistic features used in this paper to represent documents are single words. Single words are the structural units of language made up of one individual term [5]. The most frequently used method to represent text is bag-of-words representation where all words from the set of documents are taken and no ordering of words or any structure of text is used [4]. Each distinct word corresponds to a feature of the set of documents. Each feature can either have a Boolean value to indicate the presence or absence of the term in the document, or the term frequency (TF) can be used as the feature value instead. Alternatively, the term frequency-inverse document frequency (tf-idf) [20] which is refined model of (TF). In our experiments we used tf-idf.

| Table 2 | The “gold-standard” Positive/Negative Diverticulosis class distribution |
|---------|-----------------------------|
| Data set | Yes | No | Total |
| Train | 687 | 2970 | 3657 (75%) |
| Test | 223 | 996 | 1219 (25%) |
| Total | 910 (18.7%) | 3966 (81.3%) | 4876 (100%) |

| Table 3 | The “gold-standard” Positive/Negative Polyps class distribution |
|---------|-----------------------------|
| Data set | Yes | No | Total |
| Train | 1178 | 2479 | 3657 (75%) |
| Test | 375 | 844 | 1219 (25%) |
| Total | 1553 (31.8%) | 3323 (86.2%) | 4876 (100%) |

| Table 4 | The “gold-standard” Positive/Negative Sessile Polyps class distribution |
|---------|-----------------------------|
| Data set | Yes | No | Total |
| Train | 908 | 2749 | 3657 (75%) |
| Test | 282 | 937 | 1219 (25%) |
| Total | 1190 (24.4%) | 3686 (75.6%) | 4876 (100%) |

| Table 5 | The “gold-standard” Positive/Negative Ulcerative Colitis class distribution |
|---------|-----------------------------|
| Data set | Yes | No | Total |
| Train | 235 | 3422 | 3657 (75%) |
| Test | 79 | 1140 | 1219 (25%) |
| Total | 314 (6.4%) | 4562 (93.6%) | 4876 (100%) |

Figure 4. The Numbers and Percentages of the Positive Class for the 5 Classification Problems
6. PERFORMANCE MEASURES

Four different measures were used to evaluate the performance of different classifiers: precision, recall, F-measure and accuracy [14]. Consider the following confusion matrix shown in Table 6 to help define these measures.

Precision is the percentage of correctly identified positive documents over those classified as positive (Equation 1). Recall is the percentage of correctly identified positive documents over all positive documents (Equation 2). Accuracy is the ratio of correct classification for the overall document set (Equation 3). The classifier that assigns class \( C_+ \) to all documents may have 100% recall but unacceptably low precision. Conversely, if the classifier did not assign any document to class \( C_+ \) it could have a perfect precision but low recall. The F-measure has been proposed to balance recall and precision by giving them equal weights (Equation 4). Therefore, for the evaluation of text classifiers, precision and recall need to be used in conjunction with the F-measure and/or accuracy.

\[
\text{Precision} = \frac{a}{a+b}, \quad \text{if } (a+b) > 0 \text{ otherwise } \text{Precision} = 1
\]

\[
\text{Recall} = \frac{a}{a+c}, \quad \text{if } (a+c) > 0 \text{ otherwise } \text{Recall} = 1
\]

\[
\text{Accuracy} = \frac{a+d}{a+b+c+d}
\]

\[
F - \text{Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

7. DOCUMENT PRE-PROCESSING

Not all the words in the documents are important, so they may degrade the classifier's performance. In addition, representing small set of documents that may have hundreds of different words using bag-of-words approach will generate a huge feature space and thus will increase the processing time. To solve these problems, approaches to reduce the feature space dimension are needed. We used three approaches in the same sequence:

1. As a result of consulting an expert in the domain field, we removed unhelpful sentences from the documents such as "Informed consent was obtained with the benefits, risks and alternatives for the procedure explained", which is found in all reports;
2. We have removed stop words from all data sets using stop-lists containing common words such as "the", "a", "an";
3. We stemmed the words using Porter's suffix-stripping algorithm [3]. Words are considered the same if they share the same stem.

After performing above feature reduction approaches, the total number of features remained in the train set is 151337 features and 5167 distinct features remained. On the other hand, in the test set, the total number of features remained is 50041 features and 5167 distinct features.

8. METHODOLOGY SETUP

Once again, the primary concern of ours is to comprehensively evaluate different methods of partially supervised classification using real-world medical data. It will be possible to test the claim that his method is effective and computationally efficient [2] using a challenging medical problem. The combination of different methods used in step 1 (spy, NB and ROC) and step 2 (SVM and EM) will produce six techniques (classifiers) when we used one method for step 1 and one method for step 2, for example, Roc-SVM technique means using Rocchio in step one and SVM in step two and so on. We divided our set of experiments into three phases each of which focuses on specific goals.
Phase I: The main goal of phase one is to evaluate the classification accuracy obtained by the six techniques under investigation for the problem of classifying the medical reports into successful and unsuccessful classes (data set way 1). In order to achieve this, the following sub-goals will be investigated:

Exp1.1- Investigating the effects of number of training samples accuracy (60, 120, 180, 240, 300 and 400) on the performance of the six classifiers. In traditional classification approach, the more training samples you have the more accurate the classifier is. So this set of experiments will show if this is the same case in partially supervised classification technique using medical data. In addition, more results mean more confidence about the behaviour of the techniques.

Exp1.2- Investigating the effects of six different choices for the number of training samples that yielded the best classification accuracy for all or most of the techniques. This set of experiments is depending on the output of (Exp.1.1). For example, if the number of training samples that produce best results is 180 samples, six different selections of 180 training samples will be used in order to have more confidence about the sample size we use.

Phase II: The top three techniques that produced best classification performance will be used in this phase for further extensive evaluation for different classification problems to find the best technique that perform better than the other two. This phase will use the second way of the data set which is the diagnosis. The diagnoses that will be used were described in the data set section. So the main goal of this phase is to compare the classification performance obtained by the top three techniques using different training samples (60, 120, 180, 240, 300 and 400) for four classification problems.

Phase III: Investigating the effect of using reduced set of features on the classification performance is the main objective of this phase. Two feature reduction/selection methods will be evaluated, term-frequency and term frequency-inverse document frequency (tf-idf).

9. RESULTS AND ANALYSIS

The results will be shown and analysed in the same sequence described in the methodology setup section.

9.1. Phase I

In this phase there are two main groups of experiments that will be conducted. Group 1 investigates the effects of using different number of training samples. Group 2 focuses on investigating the use of different selection of the same number of training samples.

1) Experiments (Group 1)

Table 7 bellow shows the F-Measure (FM) and accuracy (Acc.) results of SVM classifier as step two and ROC, NB and Spy methods for step one to identify reliable negative documents. The results obtained by using different number of training samples. The positive class recall and precision result were omitted due to space limitation. There are many observations could be made by analysing table 7. The very clear observation is that the more training samples used the better results obtained for both F-measure and accuracy. So these combinations behave similarly to the traditional classification approaches. Also it is very clear to note that there is a very significant improvement in the classification performance in term of F-measure and accuracy when the number of sample 120 is used for all techniques. For example, the F-measure and accuracy results obtained by Spy-SVM are improved by 4.8% in term of accuracy and by 29% in term of F-measure. For ROC-SVM and NB-SVM the accuracy improved by 2.5% and 3.5% respectively, and the F-measure improved by 13.2% and 30.8% respectively. The second significant improvement is obtained by NB-SVM using 180 samples, in this case, the accuracy improved by 4% and F-measure improved by 23.9%. The improvements in the classification performance obtained by the other training samples for all techniques are not significant when it compared to those two improvements. Comparing the classification performance obtained by ROC, NB and Spy using SVM method for step two we found ROC achieved the best results in term of accuracy and F-measure regardless the number of training samples used followed by Spy.

| Samples | ROC-SVM | NB-SVM | SPY-SVM |
|---------|---------|--------|---------|
|         | FM %    | Acc.%  | FM %    | Acc.%  | FM %    | Acc.%  |
| 60      | 68.84   | 92.95  | 24.63   | 87.45  | 47.66   | 89.91  |
| 120     | 82.05   | 95.41  | 55.42   | 90.89  | 76.70   | 94.67  |
| 180     | 83.65   | 95.73  | 56.00   | 90.98  | 83.54   | 95.73  |
| 240     | 88.36   | 96.80  | 79.87   | 95.05  | 84.18   | 95.90  |
| 300     | 89.68   | 97.13  | 85.00   | 96.06  | 86.07   | 96.31  |
| 400     | 90.29   | 97.21  | 89.68   | 97.13  | 90.0    | 97.21  |
On the other hand, F-Measure (FM) and accuracy (Acc.) results of EM classifier for step two and ROC, NB and Spy methods for step one to identify reliable negative documents for different number of training samples are shown in Table 8. The combinations that use EM behave differently that those use SVM based on the classification performance. Using EM, for different number of training samples improve the performance to certain number of samples and then start decreasing when more training samples are used. This observation is true for the three techniques used EM. The main explanation of this observation is that in the medical report are similar to some extent. It contains mainly of number of organ and diagnosis names. The main difference is the medical staff description. So the classifier will be built based on the strong features the make maximum discrimination between the classes. That means, when the number of training sample sizes increase more weak features (weak feature means the features that found in positive and negative classes [31]) will be considered by the classifier and thus it leads to decrease the classification performance. In Table 8, we note that the best number of training samples for S-EM and ROC-EM that yielded the best classification performance is 120 samples in term of F-measure and accuracy. For this number of samples (120), the accuracy and F-measure obtained by S-EM is 95.98% and 85.88% respectively, and ROC-EM obtained 95.89% in term of accuracy and 85.96 in term of F-Measure. The 120 number of samples obtained second best result in term of accuracy and F-measure for NB-EM, whereas the best results for this technique obtained by using 180 samples based on accuracy (96.23%) and F-measure (86.93%) results. This is the same number of training samples that improve the classification performance significantly for NB-SVM technique when the accuracy jumped from 90.98% to 95.00% and the F-measure from 56% to 79.87%.

Comparing the classification performance obtained by ROC, NB and Spy using EM method for step two we found there is no method outperform the other two methods for all number of training samples. ROC outperforms the others when the number of training samples is 60. Spy obtained the best than the others when the number of samples is 120. NB achieved better results than the other two methods when the number of samples is greater than 120 samples.

As a conclusion of this set of experiment, all techniques use SVM behave similarly to the traditional classification techniques. Since we are investigating the effectiveness of different techniques using the small number of training samples, the SVM initially is not recommended.

2) Experiments (Group 2)

The first group of experiments that focused on evaluating the classification performance using different number of training samples, we could conclude that the best number of training samples that leads to better classification performance is 120 samples. Because it is yielded the best results for S-EM and ROC-EM, and the second of the best for NB-EM. In addition, the 120 samples improved the classification performance dramatically for all techniques used SVM, whereas the other number of samples greater than 120 improved the classification performance slightly as we observed from Tables 7 and 8.

Based on this observation, we used six different selections of 120 training samples for our new set of experiments for further and comprehensive evaluation of the six techniques. All techniques applied six times using one different sample of the six every time. Examining the techniques using different samples will proof whether the classifiers obtain consistent performance, moreover, show the impact of the training samples on the classification accuracy.

| Table 8 |
| --- |
| F-MEASURE AND ACCURACY RESULTS OBTAINED BY EM-BASED TECHNIQUES FOR DIFFERENT TRAINING SAMPLES |
| Samples | ROC-EM | NB-EM | S-EM |
| --- | --- | --- | --- |
| | FM % | Acc.% | FM % | Acc.% | FM % | Acc.% |
| 60 | 85.03 | 95.89 | 70.83 | 93.11 | 78.07 | 94.42 |
| 120 | **85.96** | **95.89** | 84.69 | 95.82 | **85.88** | **95.98** |
| 180 | 85.33 | 95.57 | **86.93** | **96.23** | 85.87 | 95.73 |
| 240 | 84.66 | 95.24 | 86.10 | 95.81 | 85.64 | 95.65 |
| 300 | 82.56 | 94.42 | 83.68 | 94.91 | 83.25 | 94.75 |
| 400 | 79.41 | 93.11 | 82.99 | 94.59 | 82.33 | 94.34 |

Averaged VALUES AND STANDARD DEVIATION RESULTS FOR F-MEASURE AND ACCURACY OBTAINED BY ALL TECHNIQUES

| Table 9 |
| --- |
| TECHNIQUES | FM AVG. | FM S.D. | ACC. AVG. | ACC. S.D. |
| ROC-SVM | 81.035 | 2.164 | 95.177 | 0.457 |
| NB-SVM | 65.510 | 6.928 | 92.412 | 1.060 |
| Spy-SVM | 75.360 | 5.149 | 94.162 | 0.972 |
| ROC-EM | 84.325 | 1.285 | 95.273 | 0.535 |
| NB-EM | 82.570 | 2.445 | 95.210 | 0.544 |
| S-EM | 85.350 | 0.502 | 95.653 | 0.213 |
Due to the space limitation, the detailed results of this set of experiments were omitted even for F-measure and accuracy. Instead, we summarized the results using the simple average. We averaged the results of both F-measure and accuracy by the summing the six results of each of them for every technique and then we divided the total by 6. As the result, we got the averaged value of F-measure (FM Avg.) and the averaged value of accuracy (Acc. Avg.). The averaged values will show how well each technique perform, the greater averaged value the better result is. In addition to the averaged values, we used another statistical method namely standard deviation to measure the consistency of the results for each technique. We used the standard deviation because it has proven to be an extremely useful measure how spread out the values in a data set are. More precisely, it is a measure of the average distance of the data values from their mean. If the values are all close to the mean, then the standard deviation will be low (closer to zero). If many values are very different from the mean, then the standard deviation will be high (further from zero). If all the data values are equal, then the standard deviation will be zero [33]. We computed the standard deviation for both F-measure and accuracy. Table 9 shows the summary of the results containing the averaged values for F-measure and accuracy and the standard deviation for F-measure (FM S.D.) and accuracy (Acc. S.D.).

By analysing Table 9, there are many clear observations could be made. First, evaluating the techniques that use SVM with those uses EM, we find that EM techniques significantly outperform SVM techniques regardless the method used in step 1 based on averaged values of F-measure and accuracy. Moreover, EM techniques produce consistent results more than SVM techniques. For example, the difference between the best averaged accuracy and F-measure values and the worst results obtained by EM techniques are 0.4% and 2.8% respectively, and for SVM techniques are 2.8% and 15.5% respectively. For more evidence of consistency, we refer to the standard deviation results. Still EM techniques produce very consistent result based on Acc. S.D. and reasonable consistency results based on FM S.D. On the other hand, SVM techniques produce extremely inconsistency results in term of FM S.D. specially NB-SVM and Spy-SVM, the same observation is true in term of Acc. S.D. for the same two techniques.

| Samples | ROC-EM | NB-EM | S-EM |
|---------|--------|-------|------|
|         | FM %   | Acc.% | FM % | Acc.% | FM % | Acc.% |
| 60      | 55.56  | 88.20 | 29.66| 84.84 | 36.44| 39.67 |
| 120     | 69.57  | 90.82 | 45.58| 86.89 | 66.84| 89.51 |
| 180     | 78.94  | 92.21 | 53.63| 87.95 | 70.53| 89.59 |
| 240     | 76.64  | 91.80 | 61.45| 89.10 | 60.45| 81.23 |
| 300     | 76.13  | 90.90 | 65.22| 89.51 | 59.80| 80.49 |
| 400     | 73.92  | 89.59 | 65.81| 89.10 | 55.31| 75.49 |

Evaluating individual techniques, in term of Acc. Avg. and FM Avg. the best results obtained by S-EM followed by ROC-EM then NB-EM. For SVM techniques, still NB-SVM and Spy-SVM are the worst bad on the same measures. Based on the consistency of the obtained results, still S-EM outperforms all other techniques in term of FM S.D. and Acc. S.D. followed by ROC-EM. Although ROC-SVM produces more consistent result than NB-EM, still NB-EM is better because ROC-SVM is more consistent for worst FM S.D. and Acc. S.D. results than NB-EM. All these observations could be seen visually in Figure 5.
As a conclusion of this phase, we found that the combination that uses EM in step two is always produces better results than those uses SVM using small set of training samples. In addition, EM techniques produce more consistent results as it explained above. So the top three techniques that will be investigated extensively in phase two are ROC-EM, NB-EM and S-EM.

9.2 Phase II

The main input of this phase is the three techniques those produced better classification performance than the other three. The output is the recommendation of the best technique that obtain better results than the other two. Although the three techniques under investigation in this phase use the same data set, but they will be applied for different classification problems (diagnosis). These classification problems are a result of looking at or dealing with the same data set from different views (dataset section). Four classification problems will be considered in this phase according to four diagnosis: "Diverticulosis", "Polyps", "Sessile Polyps" and "Ulcerative Colitis". Each one of these diagnosis is a classification problem. The results of applying the three techniques for four diagnosis classifications of Diverticulosis, Polyps, Sessile Polyps and Ulcerative Colitis using different number of training samples are shown in Tables 10, 11, 12, 13 respectively. We used different number of training samples because we are dealing with new classification problems and thus we don’t know which number of training samples produces the best results, in addition, it will give us more confidence about the final recommendation. Note that the number of training samples is not the same for all diagnosis classification, the reason is the maximum number of positive documents for each diagnosis are different (refer to Tables 2-5). Due to space limitation only F-measure and accuracy results will be shown.

### Table 11

| Samples | ROC-EM | NB-EM | S-EM |
|---------|--------|-------|------|
|         | FM %   | Acc.% | FM % | Acc.% | FM % | Acc.% |
| 60      | 83.15  | 91.07 | 72.95 | 83.92 | 90.98 |
| 120     | 89.34  | 93.93 | 77.62 | 82.15 | 90.49 |
| 180     | 91.82  | 95.16 | 81.23 | 85.50 | 90.57 |
| 240     | 92.54  | 94.94 | 83.85 | 88.26 | 92.54 |
| 300     | 93.15  | 95.82 | 80.61 | 88.98 | 93.03 |
| 400     | 93.39  | 95.90 | 76.25 | 87.95 | 94.51 |
| 500     | 92.79  | 94.49 | 82.50 | 90.57 | 94.26 |
| 600     | 94.86  | 94.92 | 87.65 | 94.23 | 93.03 |

### Table 12

| Samples | ROC-EM | NB-EM | S-EM |
|---------|--------|-------|------|
|         | FM %   | Acc.% | FM % | Acc.% | FM % | Acc.% |
| 60      | 78.21  | 90.41 | 81.48 | 78.21 | 90.41 |
| 120     | 83.22  | 91.64 | 85.98 | 83.22 | 91.64 |
| 180     | 84.35  | 91.97 | 87.30 | 84.35 | 91.97 |
| 240     | 83.88  | 91.56 | 88.77 | 83.88 | 91.56 |
| 300     | 83.26  | 91.07 | 89.10 | 83.26 | 91.07 |
| 400     | 83.61  | 91.25 | 90.33 | 79.08 | 88.03 |
Comparing the results of four diagnoses classification problem (shown in Tables 10 to 13) with the results of successful/failed procedures (shown in Table 8) we noticed the following (1) in Table 8, only 120 samples are needed to reach the best performance according to ROC-EM and S-EM many. The same two techniques needed at least 180 samples to reach the best performance. One possible reason is there are more positive documents in Table 8 (656) than the positive documents of the Diverticulosis (910), Polyps (1553) and Sessile Polyps (1190) (refer to Tables 1, 2, 3, 4 and 5). But this is not the right reason, because even if more training samples are needed, the best accuracy should be as good as in Table 8 or at least -/+ 1% but not 89.50% in term of accuracy and 61.4% in term of F-measure in some cases. More evidence, the 120 samples in Ulcerative Colitics should yielded extremely better results than in Table 8 if the reason is the number of positive documents (refer to Tables 1 and 5). In our opinion, we believe the right reason is the number of strong features that discriminate very well between the positive and the negative classes. That means, there are considerable amount of strong features to distinguish between the two classes in the case of successful and failed classification problem in phase one. (2) Referring to Tables 10 to 13, we note that NB-EM in all these experiments is behaving similarly to traditional classification approaches, based on the relationship between the number of sample size and the classification performance. The main explanation of this is NB is failed to identify a good set of reliable negative documents using small set of training samples. Thus, the classifier in step two will have few strong features and many weak features to build the classification model. So that means more samples include more strong features and thus leads to better classification performance. This also explain the following (a) in Table 8 NB-EM needed 180 samples to obtain the best results whereas the other two needed only 120, (b) there are considerable amount of strong features in the case of successful and failed classification problem, so when more samples used more weak features will be included in the classification model. This is opposite situation in the case of classifying diagnosis, there is considerable amount of weak features, and thus more samples will include strong features. All above observation could be noticed clearly in the exceptional case of diagnosis which is the Polyps in Table 11.

In this table, the number of training samples (400) that obtained the best classification performance according to ROC-EM and S-EM reflect the big number of positive documents (1553). In term on the considerable amount of strong features could be noticed by the classification accuracy obtained by ROC-EM (95.9%), for example, is very competitive to those obtained by ROC-EM and S-EM (95.89% and 95.89% respectively), and by the excellent classification performance in term of F-measure obtained by ROC-EM and S-EM (93.39 % and 91.29 % respectively) are much better that those obtained by the same techniques in Table 8 which are 85.90 and 85.88 respectively. (3) ROC-EM and S-EM are always behave exactly the same in term of the relationship between the number of training samples and the classification performance in term of F-measure and accuracy including the best results obtain by both techniques in term of F-measure and accuracy use the same number of training samples.

As a conclusion of this phase, we found that the technique NB-EM is beehives similarly to the traditional approach. In addition, the techniques ROC-EM and S-EM are always obtain very competitive classification performance based on F-
measure and accuracy in all the classification problems. Both techniques will be used in phase three to investigate the effects of using reduced set of features on the classification performance.

### 9.3. Phase III

The above two phases included the full set of features found in all documents in the data set. This phase focuses mainly on the effect of using reduced features on the classification performance. The final total number of unique features in the collection is 5,167. The frequencies of these features vary from the highest frequency 7111 to the lowest frequency of 1. Over 2400 of these features occurred only once. There are many feature-reduction/features-selection approaches such as mutual information and information gain could be used. In this set of experiments we investigated two very simple methods. First method reduces the features based on their frequencies (term-frequency). The second method reduces the features based on the term frequency-inverse document frequency (tf-idf) values. Using term-frequency method, only the $\gamma$ top features according to their frequency will be selected to build the classifier. The five values of $\gamma$ used are 100, 200, 300, 400 and 500. The tf-idf method, the tf-idf values ranging from 0.00001 to 1.0. In order to reduce the features, different tf-idf threshold values should be investigated to choose the threshold that is not result in big number of empty documents (the document that all its features will not be selected).

#### Table 15

The number and percentages of empty document and remaining features for different thresholds

| Selection Criteria | Empty Documents | Remaining Features |
|--------------------|-----------------|--------------------|
|                    | #    | %    | #    | %    |
| tf-idf >= 0.2      | 7    | 0.19 | 24887 | 19.81 |
| tf-idf >= 0.15     | 1    | 0.03 | 39965 | 31.81 |
| tf-idf >= 0.125    | 1    | 0.03 | 48846 | 38.88 |
| tf-idf >= 0.1      | 0    | 0    | 58168 | 46.30 |
| tf-idf >= 0.08     | 0    | 0    | 87757 | 69.85 |

#### Table 16

F-Measure and accuracy results obtained by ROC-EM and S-EM for successful/failed classification using different tf-idf thresholds

| tf-idf th   | ROC-EM | S-EM |
|-------------|--------|------|
|             | FM %   | Acc. % | FM %   | Acc. % |
| All         | 90.17  | 97.21  | 89.74  | 97.13  |
| tf-idf >= 0.2 | 19.91  | 86.14  | 9.52   | 85.97  |
| tf-idf >= 0.15 | 34.48  | 87.53  | 20.31  | 87.12  |
| tf-idf >= 0.125 | 40.18  | 88.77  | 24.51  | 87.38  |
| tf-idf >= 0.1  | 47.62  | 89.18  | 28.17  | 87.46  |
| tf-idf >= 0.08 | 44.09  | 88.36  | 23.26  | 86.48  |

#### Table 17

F-Measure and accuracy results obtained by ROC-EM for diverticulosis and polyps classification using top 100, 200, 300, 400 and 500 features

| Features | Diverticulosis | Polyps |
|----------|----------------|--------|
|          | FM % | Acc. % | FM % | Acc. % |
| All      | 78.94 | 92.21 | 93.39 | 95.90 |
| Top 100  | 78.24 | 91.89 | 92.47 | 95.33 |
| Top 200  | 78.94 | 92.21 | 94.00 | 96.23 |
| Top 300  | 80.45 | 92.79 | 93.86 | 96.15 |
| Top 400  | 80.18 | 92.79 | 93.98 | 96.23 |
| Top 500  | 78.72 | 92.38 | 93.53 | 95.82 |
This phase will proof the following: (1) if reducing the features will improve the classification performance of partially supervised approach using medical documents (2) which feature reduction method is perform better than the other. To achieve this, first, we used the two techniques recommended by phase two (ROC-EM and S-EM) for the successful/failed classification problem using term frequency method first then tf-idf. The best feature selection method will be used by ROC-EM for the diagnosis classification problem namely Diverticula and Polyps. Using ROC-EM as a classification technique and Diverticula and Polyps as diagnosis classification problems just to have more confidence that reducing the features improving the classification performance or not, and not based on any recommendations.

Table 14 shows the results of the classification performance obtained by the two techniques using different 5 values of $\gamma$. In the same table, the first row shows the best F-measures and accuracy results obtained by the same techniques using all features to facilitate the comparison process. Due to space limitation we show only the F-measure and accuracy results. From this table, we could notice clearly that the reduced number of feature improve the classification performance significantly in term of F-measure and accuracy for both techniques. ROC-EM improves F-measure and accuracy by 4.2% and 1.32% respectively, and S-EM by 3.86% and 1.15% respectively. Figure 6 shows graphically the improvement on classification performance in term of F-Measure and accuracy using reduced set of features. Using the top 100 features is significantly degraded the classification performance. This may indicate that a set of 100 features is too small to produce and revise good probabilistic labels of the documents in U-RN when using EM method.

Table 15 shows the number and percentages of empty documents for different thresholds (th). Note that the total number of training documents is 3657 and the total number of features is 125630. We have check more thresholds, due to space limitation we showed some of them. Table 16 shows the results obtained by the two techniques using different values of tf-idf thresholds. The best results achieved for both techniques using threshold = 0.1. But the best results obtained in terms of F-measure and accuracy are extremely worst than using all features as shown in the first row of the same table. The results shown in Table 17 illustrate the classification performance of Diverticula and Polyps classification problems using five values of $\gamma$. This table emphasising the effectiveness of using reduced feature on the classification performance. The best number of top features is 200 for Polyps and 300 for Diverticula.

As a conclusion of this phase, reducing the features based on their tf-idf values is decreasing the classification performance dramatically. Also using a very reduced set of features degrade the classification performance. Moreover, reducing the features based on their frequencies improve the classification performance significantly if the features are selected carefully. Improving the classification performance by using reduced set of features support our opinion in phase two when we rely the low classification performance obtained in phase two than in phase one to the quality of the features (weak or strong) and not to the number of positive document. Final conclusion, finding a sufficient set of features can improve performance while also increasing efficiency, but it may require some experimentation.

10. CONCLUSION

The objective of this paper is to comprehensively investigate the partially supervised classification approach on a real world problem, especially in the medical field. To achieve this, five classification problems were conducted to evaluate the classification performance using different methods within the two-step approach. Some techniques approved its efficiency of producing high classification performance using only a small set of labeled positive documents to operate. Our experimental results showed that the combination that uses EM in step two is always produces better results than those uses SVM using small set of training samples. In addition, EM techniques produce more consistent results. The partially
supervised classification techniques that use SVM in step two and NB-EM technique behave similarly to the traditional classification techniques, the more training samples the better result obtained. Since we are investigating the effectiveness of different techniques using the small number of training samples, the SVM initially is not recommended for classification of medical reports unless there is enough training samples. The combination that always obtain very competitive classification performance based on F-measure and accuracy in all the classification problems are ROC-EM and S-EM.

We experimentally showed that reducing the features based on their tf-idf values is decreasing the classification performance dramatically. And using a very reduced set of features degrade the classification performance as well. Moreover, reducing the features based on their frequencies improve the classification performance significantly while also increasing efficiency, but it may require some experimentation.

Our results are very competitive for this real world problem and could be used to automatically label and classify medical reports. We believe the method is widely applicable to other text classification problems in the medical domain that requires two-class or binary classification.
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