CONVERGENCE AND EQUILIBRIA ANALYSIS OF A NETWORKED BIVIRUS EPIDEMIC MODEL∗
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Abstract. This paper studies a networked bivirus model, in which two competing viruses spread across a network of interconnected populations; each node represents a population with a large number of individuals. The viruses may spread through possibly different network structures, and an individual cannot be simultaneously infected with both viruses. Focusing on convergence and equilibria analysis, a number of new results are provided. First, we show that for networks with generic system parameters, there exist a finite number of equilibria. Exploiting monotone systems theory, we further prove that for bivirus networks with generic system parameters, then convergence to an equilibrium occurs for all initial conditions, except possibly for a set of measure zero. Given the network structure of one virus, a method is presented to construct an infinite family of network structures for the other virus that results in an infinite number of equilibria in which both viruses coexist. Necessary and sufficient conditions are derived for the local stability/instability of boundary equilibria, in which one virus is present and the other is extinct. A sufficient condition for a boundary equilibrium to be almost globally stable is presented. Then, we show how to use monotone systems theory to generate conclusions on the ordering of stable and unstable equilibria, and in some instances identify the number of equilibria via rapid simulation testing. Last, we provide an analytical method for computing equilibria in networks with only two nodes, and show that it is possible for a bivirus network to have an unstable coexistence equilibrium and two locally stable boundary equilibria.
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1. Introduction. Mathematical models of epidemic spreading processes have been of interest to the broad scientific community for decades [23], and have recently come into the limelight as a result of the ongoing COVID-19 pandemic [35]. In the context of infectious diseases, such models are of interest to predict the dynamics of the disease and the course of an outbreak. One may seek to draw conclusions on whether the disease will eventually disappear or become endemic, examine the impact of key characteristics such as infection and recovery rates in shaping the epidemic, and design control strategies to reduce or stop the spread [21, 22, 23, 18, 39].

Among the different modeling frameworks, compartmental models have become especially popular: different compartments indicate particular health states and each individual in a large population may move between compartments due to the infectious nature of the disease. A classical compartmental model is the Susceptible–Infected–Susceptible (SIS) model, in which each individual is either healthy and susceptible (S) to the disease, or infected (I) but can recover with no immunity [23]. If immunity is permanently acquired after recovery, then the Susceptible–Infected–Removed (SIR) framework is used [23]. For a particular compartmental framework, both stochastic and deterministic models exist, and are often related by mean-field approximation [21].
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Although not as realistic in capturing the probabilistic nature of infectious disease transmissions, deterministic models remain popular as they offer a balance in terms of analytical tractability, simulation implementation and modeling accuracy.

More recently, attention has grown on models that study the spread of two or more diseases/viruses within the same population (the literature most commonly refers to these as bi- or multi-virus models). Depending on the application of interest, the viruses may be assumed to compete against, reinforce, or weaken one another [26, 20, 6]. Competitive virus models assume that if an individual is infected by one virus, they then cannot be infected by any other virus, and are especially popular. Different variants of SIS- or SIR-like models also have broad applications beyond infectious diseases, including competing ideas, decisions, and internet memes [26, 36, 13].

This paper focuses on the “bivirus model” in the SIS framework, which considers two competing viruses, called virus 1 and virus 2, spreading across a network of interconnected populations on possibly different network structures [17, 24, 26, 37, 28]. Such a scenario may reflect two strains of a disease spreading in a population, such as gonorrhea and a strain of partially drug-resistant gonorrhea [2, 3]. To discuss existing works, we first introduce the reproduction number of virus 1 and virus 2 as $R^1$ and $R^2$, respectively. In general, the infection and recovery rate parameters are assumed to be heterogeneous among the nodes of the network, and then $R^i$ for $i \in \{1, 2\}$ is a nontrivial but computable function of the recovery and infection rates. For homogeneous parameters, $R^i$ simplifies to the ratio of the infection and recovery rate for virus $i$, multiplied by the spectral radius of the adjacency matrix of the virus $i$ spreading network. In the case that only virus $i$, for $i \in \{1, 2\}$, is present in the population, $R^i \leq 1$ or $R^i > 1$ determines if virus $i$ asymptotically disappears from or persists in the population, respectively. Much of the analysis in existing works focuses on the assumption that $R^i \leq 1$ for at least one of $i = 1$ or $i = 2$; in this case, either one or both viruses will be eliminated asymptotically [17, 37, 28]. The works of [26, 28, 29] consider $R^i > 1$ for both $i = 1, 2$. Assuming homogeneous infection and recovery rates among individuals for each virus, but allowing generic network structures, [26] deals only with local stability of equilibria. In contrast, [28, 29] assume general infection rates but homogeneous recovery rates, and focus on global stability of specific equilibria of interest.

This paper considers the deterministic bivirus model, with the two viruses spreading on possibly different network structures across the same set of nodes (populations). We allow heterogeneous infection and recovery parameters, which yields new dynamical phenomena, such as the possibility of an unstable coexistence equilibrium, where both viruses are present. We establish several novel results on the system dynamics and associated equilibria.

1. We formally prove that a bivirus system with generic values of infection and recovery parameters has a finite number of equilibria. Prior to our work, the finiteness of equilibria has only been proved for special parameter values [17, 12], or assumed to be true with no rigorous arguments [26]. We also prove that one can conduct equilibria analysis by assuming unity recovery rates without loss of generality, thus reducing the parameter space dimension. The work of [29, 28] made a similar assumption but without justification.

2. We use a coordinate transformation to demonstrate that the bivirus system has monotone trajectories, simplifying the proof in [28]. Going beyond [28], we explicitly connect the bivirus dynamics to the monotone systems literature [8, 31, 32]. We significantly extend the existing results by providing a general conclusion on the limiting dynamical behaviour of the bivirus net-
an extension of the Perron-Frobenius theorem [9], only eigenvalue with this real part, and the corresponding eigenvector can be taken in a matrix if all off-diagonal entries are nonnegative. For an irreducible Metzler matrix if all off-diagonal entries are nonnegative.

3. We identify a class of system parameters that yields a connected set containing an infinite number of equilibria, comprising an interval of a straight line, in which both viruses coexist, covering a much broader set of parameters than [17]. We term such a connected set a “line of equilibria” for brevity, and show that this line of equilibria is locally exponentially attractive. Then, simple necessary and sufficient conditions are given for checking whether boundary equilibria, in which one virus is present and the other is absent, are locally stable or unstable. A sufficient condition for one of the boundary equilibria to be almost globally attractive is provided.

4. For networks with only two nodes, an analytic method to compute coexistence equilibria. We then provide numerical examples showcasing the different stability and instability configurations for the boundary and coexistence equilibria. We report a system which has an unstable coexistence equilibrium, and two locally stable boundary equilibria with nontrivial regions of attraction, highlighting the nontrivial equilibria and convergence properties of networked bivirus systems.

The paper is organized as follows. Section 2 details the mathematical preliminaries and presents the bivirus model. The main results are detailed in section 3, and conclusions are presented in section 4.

2. Preliminaries. In this section, we introduce notation, and specify the nature of the system under consideration. The set-up is drawn from that in [17], and we also review the key conclusions of [17, 26, 28, 29]. This section also includes a review of some key results in monotone systems theory [32, 31], a tool we shall use in this paper.

2.1. Notation and related. Given a natural number \( n \), define the index set \([n] = \{1, 2, \ldots, n\}\). For real vectors \( x, y \in \mathbb{R}^n \), with entries \( x_i, y_i, i \in [n] \), we write \( x \geq y \) iff \( x_i \geq y_i, \forall i \), we write \( x > y \) iff \( x_i > y_i, \forall i \) and \( x \neq y \), and we write \( x \gg y \) iff \( x_i > y_i, \forall i \). For matrices \( A, B \) of the same dimension, the notation \( A \geq B, A > B, A \gg B \) mean the same thing as the corresponding inequalities relating \( \text{vec}(A), \text{vec}(B) \); we say that \( A \) is nonnegative if \( A \geq 0_{n \times n} \). The \( n \)-vectors of all 1’s and 0’s are denoted by \( 1_n, 0_n \) respectively, and the \( n \)-dimensional identity matrix is denoted \( I_n \). The sets \( \mathbb{R}_{\geq 0}^n \) and \( \mathbb{R}_{> 0}^n \) denote \( \{ x \in \mathbb{R}^n : x \geq 0_n \} \) and \( \{ x \in \mathbb{R}^n : x > 0_n \} \) respectively. The set \( \{ x \in \mathbb{R}^n, 0_n \leq x \leq 1_n \} \) will be denoted by \( \Xi_n \).

Suppose \( A \) is a square matrix. Then \( \rho(A) \) and \( s(A) \) will denote the spectral radius of \( A \) and the greatest real part of any eigenvalue of \( A \), respectively. It is Hurwitz if \( s(A) < 0 \). We say that \( A \) is reducible iff there is a permutation matrix \( P \) such that \( P^\top AP \) is block upper triangular; otherwise \( A \) is said to be irreducible. When a nonnegative \( A \) is irreducible, and \( Ax = y \) for \( x > 0_n, y > 0_n \), \( y \) cannot have a zero entry in every position where \( x \) has a zero entry; equivalently, \( A \) is reducible if there exist \( x > 0_n, y > 0_n \) with the same set of zero entries. A square matrix \( A \) is a Metzler matrix if all off-diagonal entries are nonnegative. For an irreducible Metzler \( A \), and by an extension of the Perron-Frobenius theorem [9], \( s(A) \) is a simple eigenvalue and the only eigenvalue with this real part, and the corresponding eigenvector can be taken
to have all positive entries, while the eigenvectors corresponding to other eigenvalues do not have this property. A square matrix $A$ is an $M$-matrix if $-A$ is Metzler and all eigenvalues of $A$ have positive real parts except for any at the origin; we say $A$ is a singular or nonsingular $M$-matrix if it has an eigenvalue at the origin or if its eigenvalues have strictly positive real parts, respectively [9]. Further key properties, detailed in [34, Theorem 2.1] and [1, Theorem 2.3 and Theorem 4.6], are:

1. For Metzler $A$, $s(A)$ depends monotonically on any entry of $A$.
2. For a matrix $F$ that is a (singular) $M$-matrix, and any positive diagonal $D$, $DF$ is also a (singular) $M$-matrix.
3. For an irreducible nonnegative matrix $B$ and positive diagonal matrix $D$, there holds i) $s(-D + B) > 0 \Leftrightarrow \rho(D^{-1}B) > 1$, ii) $s(-D + B) = 0 \Leftrightarrow \rho(D^{-1}B) = 1$ and iii) $s(-D + B) < 0 \Leftrightarrow \rho(D^{-1}B) < 1$.

We shall work with weighted directed graphs $G = (V, E, A)$, with $V = \{1, 2, \ldots, n\}$ as the vertex set, $E \subseteq V \times V$ the edge set and $A$ a nonnegative $n \times n$ square matrix. Further, $a_{ij} > 0$ if and only if $(j, i) \in E$, which connotes the existence of a directed edge from node $j$ to node $i$. Strong connectivity of $G$ is the property that there exists a path connecting any two nodes, and is equivalent to $A$ being irreducible [1].

### 2.2. The bivirus equations.

To begin, we review the classical Susceptible–Infected–Susceptible (SIS) network model [14]. We consider $n > 1$ populations of individuals, with each population being of large and constant size. Each individual has two possible health states, being healthy but susceptible (S), or infected (I) with the virus. Individuals who recover are assumed to do so with no immunity, being immediately susceptible again to infection. Defining the fraction $x_i \in [0, 1]$ of population $i \in [n]$ who are infected, the SIS model posits that

\[
\dot{x}_i(t) = -\delta_i x_i(t) + (1 - x_i(t)) \sum_{j=1}^{n} \beta_{ij} x_j(t), \quad i \in [n]
\]

where $\delta_i > 0$ is the recovery rate of population $i$ and $\beta_{ij} \geq 0$ is the transmission rate of the virus from infected individuals in population $j$ to susceptible individuals in population $i$. With $x = [x_1, x_2, \ldots, x_n]^\top$, $X = \text{diag}(x)$, $B = (\beta_{ij})$, and $D = \text{diag}(\delta_1, \delta_2, \ldots, \delta_n)$, the system equation becomes

\[
\dot{x}(t) = [-D + (I_n - X(t)) B]x(t)
\]

The forward invariance of the set $\Xi_n$ for (2.2) is well known [14], and this guarantees that $x_i$, for all $i \in [n]$, retains its physical meaning. The graph $\mathcal{G} = (V, E, B)$ captures the network structure over which the virus spreads, and the standard assumption that $B$ is irreducible is equivalent to strong connectivity of $\mathcal{G}$; the virus can reach any population $i$ from any other population $j$ through a path on $\mathcal{G}$.

Given the irreducibility of $B$, a complete convergence characteristic can be determined by the reproduction number $R \triangleq \rho(D^{-1}B)$. If $R \leq 1$, which is equivalent to $s(-D + B) \leq 0$, the only equilibrium of (2.2) is the healthy equilibrium $0_n$ and it is globally asymptotically stable for $x(0) \in \Xi_n$ (exponentially stable if $s(-D + B) < 0$). If $R > 1$, i.e. $s(-D + B) > 0$, there is in addition to the healthy equilibrium (which is unstable) a unique nonzero/endemic\(^1\) equilibrium $\bar{x} \gg 0_n$ which is globally attractive for $x(0) \in \Xi_n \setminus 0_n$ [14, 18]. The equation (2.2) is the mean-field approximation of a stochastic discrete-time system with $2n$ states. Detailed discussion of the relationship

---

\(^1\)We call such an equilibrium endemic because the virus is present in at least one node.
between (2.2) and the stochastic model can be found in \cite{21,19,33}, and we do not explore this aspect further.

This SIS framework can be extended to study the scenario in which there are circulating two viruses, termed virus 1 and virus 2, as in \cite{17,26,28}. They are competing, in that an individual infected with one virus has immunity to an infection from the other virus, but like the single virus framework, an infected individual can recover with no immunity and immediately become susceptible again to infection from either virus. Similar to (2.2), the bivirus dynamics presented below is a mean-field approximation of a $3^n$-state Markov chain model. Due to space limitations, we do not discuss the details of this approximation. The reader is referred to \cite[Section II]{17} and also the comprehensive Chapter 5 in the PhD thesis \cite{27} for two different treatments.

Neighbor relationships for each virus are modeled by a directed graph between the populations (nodes), corresponding to the graph vertices, with an edge from node $j$ to node $i$ denoting the direction in which virus transmission can occur; the nonnegative infection rates $\beta_{ij}^1, \beta_{ij}^2$ for $i,j \in [n]$ capture the transmission rates for virus 1 and virus 2, respectively. Each group $i \in [n]$ also has associated with it positive $\delta_i^1, \delta_i^2$ corresponding to the rate of recovery from virus 1 and virus 2, respectively.

With virus 1 and virus 2, we distinguish the vectors of fractions of infected individuals as $x^1(t) \in \mathbb{R}^n$ and $x^2(t) \in \mathbb{R}^n$, respectively. The corresponding system equations become

\begin{align*}
(2.3a) \quad \dot{x}^1(t) &= [-D^1 + (I_n - X^1(t) - X^2(t)) B^1] x^1(t), \\
(2.3b) \quad \dot{x}^2(t) &= [-D^2 + (I_n - X^1(t) - X^2(t)) B^2] x^2(t).
\end{align*}

In order for $x^1, x^2$ to have physical meaning, observe that in addition to the requirement that $0_n \leq x^i(t) \leq 1_n$ for $i = 1, 2$, we require that $x^1(t) + x^2(t) \leq 1_n$, the quantity on the left corresponding to the vector of fractions of individuals infected by either virus. Following a similar proof to the single virus case, an invariant set for the bivirus model can be identified which satisfies such requirements.

**Lemma 2.1** (\cite[Lemma 8]{17}). With the above notation, suppose that the initial conditions for (2.3) satisfy $0_n \leq x^i(0) \leq 1_n$ for $i = 1, 2$, and $x^1(0) + x^2(0) \leq 1_n$. Then for all $t > 0$, there holds $0_n \leq x^i(t) \leq 1_n$ for $i = 1, 2$ and $x^1(t) + x^2(t) \leq 1_n$.

In order to discuss existing results in the literature such as \cite{17,26,37,28}, and gain an appreciation of some open questions that remain unanswered, we introduce a key assumption to hold in the rest of the paper that parallels one typically imposed when analyzing the single virus case\(^2\).

**Standing Assumption.** The matrices $B^1, B^2$ are nonnegative and irreducible. The matrices $D^1, D^2$ are positive diagonal.

Positive diagonal $D^1, D^2$ implies that for any population (node) $i \in \mathcal{V}$, the recovery rate against each of the two viruses is strictly positive, but may differ between the viruses and between populations. By associating $B^i$ with the graph $G^i = (\mathcal{V}, \mathcal{E}^i, B^i)$, for $i = 1, 2$, one can view $G^1$ and $G^2$ as the graphs capturing the network over which virus 1 and virus 2 spread, respectively. The assumption on irreducibility is equivalent to both $G^1$ and $G^2$ being strongly connected, but we allow the edges and associated infection rates to differ between the two graphs.

We first explain some reasoning behind several existing results of \cite{17,28,37}, as opposed to reproducing the proofs. Consider action of a single virus, say virus

\(^2\)Relaxation of this assumption can of course be considered separately.
1, and the effect on $x^1$ in two cases: when virus 2 is not present, and when virus 2 is present. First, let us define the reproduction numbers of virus 1 and virus 2 as $R^1 \triangleq \rho(D^1)^{-1}B^1$ and $R^2 \triangleq \rho(D^2)^{-1}B^2$, respectively. Examination of (2.1) and (2.3a) shows that the presence of $x^2 \geq 0$ serves to slow down the increase in $x^1$ due to infection, because there necessarily holds $(I_n - X^1(t) - X^2(t))B^1x^1(t) \leq (I_n - X^1(t))B^1x^1(t)$. This means that if in the absence of virus 2, the healthy state $x^1 = 0_n$ is an attractive equilibrium state for virus 1, i.e. any nonzero $x^1(0)$ yields $x^1(t) \to 0_n$, then $x^1 = 0_n$ must a fortiori remain an attractive equilibrium in the presence of virus 2. This implies then that if $R^1 \leq 1$, any equilibrium ($\bar{x}^1, \bar{x}^2$) of the bivirus system (2.3) will necessarily be of the form $(0_n, \bar{x}^2)$, and consequently in this case $\bar{x}^2$ is necessarily an equilibrium of the single virus system applicable to virus 2 alone due to (2.3b). And then, there will further hold $\bar{x}^2 = 0_n$ if and only if $R^2 \leq 1$. (Of course, one can interchange the roles of the two viruses). These observations effectively cover [17, Theorems 1 to 3], [37], and part of [28]. The remaining theorems in [17] focus on equilibria analysis of systems (2.3) with nongeneric parameter matrices $D^i, B^i, i = 1, 2$. As identified in [17] and as we will further explore in the sequel, stability and equilibria of nongeneric parameters are not always indicative of what happens for generic parameters.

The astute reader will recognize that the observations above also clarify that the condition $R^1 > 1$ and $R^2 > 1$ remains one of great interest, since this is not covered by a collapse to two single virus problems. Note that when both these conditions hold, there will still necessarily be three equilibria $(0_n, 0_n), (\bar{x}^1, 0_n)$ and $(0_n, \bar{x}^2)$: we term the first the healthy equilibrium and the latter two boundary equilibria of the bivirus system. We remark that $\bar{x}^1 \gg 0_n$ and $\bar{x}^2 \gg 0_n$ are separately the unique endemic equilibria for each of the two single virus systems. This is evident since for $x^2(0) = 0_n$, the underlying equations (2.3) imply $x^2(t) = 0_n$ for all $t$, and the evolution of $x^1(t)$ from some $x^1(0)$ is the same as what would occur with the corresponding single virus system in (2.1). This also implies that $(\bar{x}^1, 0_n)$ is the only equilibrium where virus 1 is present and virus 2 is not present. The same holds correspondingly with virus 1 and 2 interchanged.

The works [26, 28, 29] consider $R^1 > 1$ and $R^2 > 1$, and allow $G^1$ and $G^2$ to differ. In [26], infection and recovery parameters are assumed homogeneous among the nodes for any one virus, but can be different between the two viruses. The existence and local stability of equilibria is studied using linearization and perturbation methods, coupled with extensive numerical simulations [26]. In [28] and [29], differing sufficient conditions on infection parameters but with homogeneous recovery parameters are presented which guarantee the boundary equilibrium $(0_n, \bar{x}^2)$ is attractive for all initial conditions satisfying $x^2(0) > 0_n$ (and thus a similar condition exists for $(0_n, \bar{x}^2)$ to be attractive). However, a number of important open questions remain for generic bivirus systems. For instance, i) are there a finite number of equilibria? and ii) can a dichotomy be established for the typical limiting behaviour? In this paper, we answer these questions and more, extensively and rigorously expanding on existing results.

### 2.3. Monotone systems theory.

As background for the results in later sections, we outline the concept of monotone systems [31, 32] and recall some key results. Indeed, in the sequel, we use a standard method to demonstrate that the bivirus system is a monotone system, offering an alternative and simpler proof than the approach in [28]. The discussion in this subsection however is in terms of a general system

\begin{equation}
\dot{x} = F(x), \quad x \in \mathbb{R}^n
\end{equation}
on a convex, open set \( U \subset \mathbb{R}^n \). We assume henceforth that conditions on \( F \) exist which guarantee existence and uniqueness of solutions for all time, and indeed the Jacobian \( dF_x \) exists at every point on allowed trajectories. Let \( \phi_t(x_0) \) denote the solution \( x(t) \) of (2.4) at time \( t \) when \( x(0) = x_0 \in U \). There is special interest in the behavior of the difference between trajectory pairs when confined to particular orthants of \( \mathbb{R}^n \), and we begin with the central definition.

Let \( m = (m_1, m_2, \ldots, m_n) \), with \( m_i \in \{0, 1\} \) for all \( i \in [n] \), be a prescribed sequence, and associate with it an orthant

\[
K_m = \{ x \in \mathbb{R}^n : (-1)^{m_i} x_i \geq 0, \forall i \in [n] \}.
\]

We say \( x \leq_{K_m} y \) and \( x \ll_{K_m} y \) if \( y - x \in K_m \) and \( y - x \in \text{int}(K_m) \) respectively. Here, \( \text{int}(\cdot) \) denotes the interior of a set.

Then, (2.4) is termed a Type \( K_m \) monotone system if whenever \( x_0, y_0 \in U \) satisfy \( x_0 \leq_{K_m} y_0 \), there holds \( \phi_t(x_0) \leq_{K_m} \phi_t(y_0) \). That is, \( \phi_t \) preserves the partial ordering \( \leq_{K_m} \) for \( t \geq 0 \).

There is a straightforward condition for the monotone property, in terms of \( dF_x \), see [31, Lemma 2.1] and [8, p. 424]:

**Lemma 2.2. [Kamke–Müller Condition]** With the above notation including conditions on \( F \) and \( U \), \( \phi_t(x_0) \) preserves the partial ordering \( \leq_{K_m} \) for \( t \geq 0 \) if and only if, with definition \( P_m = \text{diag}((-1)^{m_1}, (-1)^{m_2}, \ldots, (-1)^{m_n}) \), the matrix \( P_m dF_x P_m \) is a Metzler matrix for all \( x \in U \). If in addition \( P_m dF_x P_m \) is irreducible for all \( x \in U \), then \( x_0 \leq_{K_m} y_0 \) implies \( \phi_t(x_0) \ll_{K_m} \phi_t(y_0) \) for all \( t > 0 \).

Given this matrix characterization, it makes sense to define an irreducible monotone system as one for which \( P_m dF_x P_m \) is irreducible for all \( x \in U \).

One of the most important results concerning irreducible monotone systems is that only certain forms of limiting behavior are permitted, provided that there are known to be only a finite number of equilibria, see [31, Theorems 2.5 and 2.6]:

**Lemma 2.3.** Suppose \( \dot{x} = F(x) \) is an irreducible type \( K_m \) monotone system with \( M \) an open, bounded and positively invariant set. Suppose the closure of \( M \), denoted \( \overline{M} \), contains a finite number of equilibria \( x^i \), with basins of attraction \( B(x^i) \). Let the set of all equilibria in \( \overline{M} \) by denoted by \( E \). Then the set \( \mathcal{Y} \in M \) of points \( x \) for which \( \phi_t(x) \) does not converge to an equilibrium is of Lebesgue measure zero, and \( \cup_{x \in \text{int}(B(x^i))} \cap \overline{M} \) is open and dense in \( M \).

The above result establishes that the monotone system cannot exhibit chaos, and any limit cycles in \( M \) must be nonattractive. In other words, convergence to an equilibrium occurs for all initial conditions in \( M \) except possibly a set \( \mathcal{Y} \) of measure zero. Note that if \( x^i \) is unstable, then \( \text{int}(B(x^i)) = \emptyset \). This implies that convergence will occur to a stable equilibrium, except possibly for a set \( \mathcal{Z} \) of initial conditions of measure zero which would yield convergence to an unstable equilibrium if one exists (a saddle point or a source). Clearly \( \mathcal{Z} \subseteq \mathcal{Y} \), if in fact the two subsets are not empty.

3. Main results. In this section, we will present a series of new findings on the bivirus system. In order to keep the focus on the new results and to aid exposition and discussion, all proofs are presented in the Appendix. Moreover, and unless explicitly stated otherwise, the Standing Assumption is assumed to hold throughout.

In much of this section we will appeal to the equilibrium equations associated
with (2.3). With an overbar denoting an equilibrium, these equations are

\[
\begin{align*}
(3.1a) & \quad [-D^1 + (I_n - \bar{X}^1 - \bar{X}^2)B^1] \bar{x}^1 = 0, \\
(3.1b) & \quad [-D^2 + (I_n - \bar{X}^1 - \bar{X}^2)B^2] \bar{x}^2 = 0.
\end{align*}
\]

Since the outcomes when \( \bar{x}^i(0) = 0_n \) for some \( i \) are fully understood from the single virus dynamics, we focus on initial conditions in the set

\[
\Delta = \{(x^1, x^2) \mid 0_n < x^i < 1_n \text{ for } i = 1, 2, \text{and } x^1 + x^2 \leq 1_n\}.
\]

Thus, when we refer to a globally attractive equilibrium, it is with respect to initial conditions in \( \Delta \), and an almost globally attractive equilibrium excludes initial conditions in a set of measure zero that is a subset of \( \Delta \).

### 3.1. General result on equilibria and convergence

In this subsection, we establish general properties of the equilibria of (2.3), and provide a general convergence result. First, (3.1) can be used to establish the following.

**Lemma 3.1.** Any solution \((\bar{x}^1, \bar{x}^2)\) of the equilibrium equations (3.1) with \( \bar{x}^i \geq 0_n \) is such that for each \( i = 1, 2 \), either \( \bar{x}^i = 0_n \) or \( \bar{x}^i \gg 0_n \). Moreover, \( \bar{x}^1 + \bar{x}^2 \ll 1_n \). Suppose \((\bar{x}^1, \bar{x}^2)\) and \((\bar{x}^3, \bar{x}^4)\) are two equilibria. If \( \bar{x}^1 \gg 0_n \), then \( \bar{x}^2 = \bar{x}^4 \). If \( \bar{x}^1 = 0_n \), and \( \bar{x}^2 \gg 0_n \) and \( \bar{x}^2 \gg 0_n \), then \( \bar{x}^2 = \bar{x}^4 \).

We term any equilibrium \((\bar{x}^1, \bar{x}^2)\) with \( \bar{x}^1 \gg 0_n \) and \( \bar{x}^2 \gg 0_n \) a coexistence equilibrium. This lemma, whose proof is given in Appendix A.1, restricts substantially the equilibria which can lie on the boundary of the set \( \{x^1, x^2 \in \mathbb{R}_{\geq 0}^n \mid x^1 + x^2 \leq 1_n\} \). There are corresponding restrictions on the trajectories, as expressed in the following, which strengthens Lemma 2.1, and is essentially obtained as a result of taking into account the Standing Assumption (see Appendix A.2 for the proof).

**Lemma 3.2.** Suppose that the bivirus equation set (2.3) has initial conditions satisfying \((x^1(0), x^2(0)) \in \Delta \). Then for all finite \( t > 0 \), there holds \( 0_n \ll x^i(t) \ll 1_n \) for \( i = 1, 2 \) and \( x^1(t) + x^2(t) \ll 1_n \).

It is well known that if \( \bar{x} \) is an equilibrium of (2.4), then the (local) stability of \( \bar{x} \) can often be determined through examination of the eigenvalues of the Jacobian \( dF_\bar{x}(\bar{x}) \). If the linear system \( \dot{z} = dF_\bar{x}(\bar{x})z \) is (exponentially) asymptotically stable or is unstable, the same is true of (2.4), at least locally around \( \bar{x} \) [30, Section 5.8].

In the case of the bivirus system, the Jacobian provides information not only concerning equilibria. Denoting by \( J \) the Jacobian of the bivirus system, it is straightforward to verify that, with \( B^i(\bar{x}^i) = \text{diag}(B^i \bar{x}^i) \),

\[
J(\bar{x}^1, \bar{x}^2) = \begin{bmatrix}
-D^1 + (I_n - \bar{X}^1 - \bar{X}^2)B^1 - \bar{B}^1(\bar{x}^1) & -\bar{B}^1(\bar{x}^1) \\
-\bar{B}^2(\bar{x}^2) & -D^2 + (I_n - \bar{X}^1 - \bar{X}^2)B^2 - \bar{B}^2(\bar{x}^2)
\end{bmatrix}
\]

The Jacobian at a general point on a trajectory is the same as that in (3.2), save that \( \bar{x}^i, \bar{X}^i \) are replaced by \( x^i, X^i \). Let \( P \triangleq \text{diag}(I_n, -I_n) \). Then observe (now with \( \bar{B}^i = \text{diag}(B^i x^i) \)) that

\footnote{The results of Lemmas 3.1 and 3.2 do not preclude the possibility of \( \lim_{t \to \infty} x^i(t) = 0_n \). Thus, it is possible to converge to an equilibrium in which one or both viruses are not present, but at any finite time \( t > 0 \), either the virus is present in all nodes, or present in none. Such observations are consistent with those of the single virus SIS model [14].}
(3.3) \[ PJ(x^1, x^2)P = \begin{bmatrix} -D^1 + (I_n - X^1 - X^2)B^1 & 0 \\ 0 & -D^2 + (I_n - X^1 - X^2)B^2 \end{bmatrix} + \begin{bmatrix} -\tilde{B}^1 & \tilde{B}^1 \\ \tilde{B}^2 & -\tilde{B}^2 \end{bmatrix} \]

It is immediately clear that this matrix is a Metzler matrix. However, more is true, as the following result illustrates (the proof is given in Appendix A.3):

**Lemma 3.3.** Suppose \((x^1(0), x^2(0)) \in \Delta\). Then the matrix \(PJ(x^1(t), x^2(t))P\) evaluated at an arbitrary point along the trajectories of (2.3) with \(t < \infty\), and the matrix \(PJ(\bar{x}^1, \bar{x}^2)P\) for an equilibrium satisfying \(\bar{x}^1 \gg 0_n, \bar{x}^2 \gg 0_n\), are irreducible.

Thus the bivirus system given the Standing Assumption is an irreducible monotone system of type \(K_m\) where \(m = (0^n_1, 1^n)\). While monotonicity of the bivirus trajectories with homogeneous recovery rates was established in [28, Theorem 18], the proof via Lemma 3.3 is significantly more direct. We also explicitly make a connection to the monotone systems literature\(^4\) and competitive species models [11, 15, 3]. Indeed, the bivirus system is a *cooperative system* in the terminology of [31, 8] (not to be confused with competitive species models). A key contribution of this paper is to show how to leverage the monotone systems literature, including the seminal contributions by Morris M. Hirsh in the 1980s, to establish a number of new results for networked bivirus systems. Our results also extend the work of [3], which examined a three-node bivirus network with a specific tree structure.

To begin, a general convergence result can be established using Lemma 2.3 if the bivirus system can be shown to have a finite number of equilibria. As we will shortly prove, given generic parameter matrices \(D^i, B^i, i = 1, 2\), the bivirus system in (2.3) has a finite number of equilibria. We first define what we mean by “free parameters” and “generic”.

**Definition 3.4.** Free parameters in \(B^i, D^i\) are those which are not a priori constrained to assume fixed values for all systems of interest.

Off-diagonal entries of \(D^i\) are not free parameters, being always zero. If \(D^i\) is constrained to be the identity matrix (as occurs later), the diagonal entries are also not free parameters. All entries of \(B^i\) are free parameters. The free parameters of \(D^i\) and \(B^i\) take values from the nonnegative real interval, with those of \(D^i\) required to be strictly positive while those of \(B^i\) are only assumed to be nonnegative.

**Definition 3.5.** Generic values of the free parameters of \(B^i, D^i\) are those not lying on a certain algebraic set of measure zero.

At the very least, the existence of such a set would need to be demonstrated to conclude that generic values exist. Often, such a set can be characterized. For the bivirus system, the particular algebraic set is identified as part of the proof of the following result, and is presented in Appendix B.2.

**Theorem 3.6.** For generic parameter matrices \(D^i, B^i, i = 1, 2\), the bivirus equation set (2.3) has a finite number of equilibria. If \(D^i = I_n, i = 1, 2\), then for generic parameter matrices \(B^i, i = 1, 2\) the same conclusion holds. Moreover, for all initial conditions \((x^1(0), x^2(0)) \in \Delta\), except possibly for a set of measure zero, the system (2.3) will converge to an equilibrium. If the system does not converge to an equilibrium, then it is on a nonattractive limit cycle.

This thoroughly answers the two questions posed at the end of subsection 2.2.

\(^4\)Monotonicity of the single virus system (2.1) was identified several decades ago, see [7, 31].
Concerning the first, and as detailed at the end of subsection 2.2, when \( R^i \leq 1 \) for some \( i = 1, 2 \), there are at most 3 equilibria; these 3 equilibria remain present when \( R^i > 1 \) for \( i = 1, 2 \). Sahneh and Scoglio [26] showed then that for some parameter choices, there exist coexistence equilibria, in which both virus are present. However, [26] never proves (or even discusses) if the coexistence equilibrium is unique or indeed whether there are a finite number of them. Simulations suggest that one typically expects a finite number of equilibria, but a special scenario that yields a connected set containing an infinite number of equilibria was identified in [17].

To keep the exposition clear, the precise algebraic set mentioned above is given in Appendix B.2, and we remark that for any \( n \) nodes, the algebraic set is always easily identified. The important point to notice is that the existence of such a set with measure zero (understood in the usual sense for real numbers) establishes the notion of “generic” parameter matrices \( D^i \) and \( B^i \).

Concerning the second, previous works such as [17, 37, 28, 29, 3] establish sufficient conditions on the \( D^i, B^i \) parameter matrices to ensure a specific equilibrium among the healthy and two boundary equilibria is globally attractive for all initial conditions in \( \Delta \). In contrast, Theorem 3.6 establishes that the dynamical system itself is “almost globally stable”, in the sense that the typical outcome is convergence to an equilibrium, not necessarily the healthy and two boundary ones as illustrated in subsection 3.4. This provides a general conclusion on the limiting behaviour of the dynamical system, as opposed to a general condition for a particular equilibrium to be globally attractive.

Our result does not specify which equilibrium the system converges to and this is deliberate. Identifying conditions on \( D^i, B^i \) that yield precise conclusions on the number of equilibria and associated regions of attraction is often difficult [12, 28, 29]. Indeed, there are instances of the bivirus dynamics with no global attractor equilibrium [3]. In the sequel, we provide an explicit example of such a network, whereby the two boundary equilibria each have a region of attraction with nonzero measure and the boundary between the two regions of attraction forms the stable manifold of an unstable coexistence equilibrium.

The remainder of this paper seeks to explore the properties of the equilibria, and we establish a number of different conclusions i) based on conditions for the \( D^i \) and \( B^i \) parameter matrices, and ii) exploiting the monotonicity of the bivirus trajectories.

### 3.2. Properties of the Equilibria

Because the Jacobian under transformation in (3.3) is a Metzler matrix, we can identify different collections of differential equations that give rise to the same equilibria that have the same local stability properties. We start with the following result.

**Lemma 3.7.** Consider two bivirus network systems \( \mathcal{S} \) and \( \mathcal{S}' \), defined by quadruples \( B^1, D^1, B^2, D^2 \) and \( \hat{B}^1 = (D^1)^{-1}B^1, \hat{D}^1 = I_n, \hat{B}^2 = (D^2)^{-1}B^2, \hat{D}^2 = I_n \), respectively. Then, the two systems have the same equilibrium sets and the (local) stability properties of each equilibrium are the same.

This proposition, with proof given in Appendix A.4, provides an important conclusion: for many theoretical investigations, there will be no loss of generality in assuming \( D^1 = D^2 = I_n \), which can simplify computations and reduce parametrization of the system to just the two matrices \( B^1, B^2 \) defining the infection rates between nodes. To this end, note that the existence of \( (D^i)^{-1} \) ensures that \( (D^i)^{-1}B^i \) is irreducible if and only if \( B^i \) is irreducible. So the Standing Assumption ‘flows through’ if the simplification is undertaken. We further remark that the lemma makes no assertion that global stability (should it be present) in one system implies the same
property for the other. Nonetheless, this property is indeed true, as we demonstrate with a simple extension of the lemma in the sequel.

**Remark 3.8.** This result allows us to examine scenarios in which the two viruses have different time-scales, by associating $S$ and $\hat{S}$ in Lemma 3.7 with the quadruples $B^1, D^1, \varepsilon B^2, \varepsilon D^2$ and $\hat{B}^1 = (D^1)^{-1} B^1, \hat{D}^1 = I_n, \hat{B}^2 = (\varepsilon D^2)^{-1} B^2, \hat{D}^2 = I_n$, respectively, for a positive $\varepsilon$ that captures the relative rate of evolution of the two viruses. The location and the stability of equilibria remain invariant as $\varepsilon$ varies in magnitude.

While the invariance of the equilibria locations may seem intuitive, it is certainly not a trivial conclusion that the stability property of each equilibrium is preserved when the relative time-scale of a coupled nonlinear system is changed [30]. On the other hand, varying $\varepsilon$ can certainly change the region of attraction of equilibria.

### 3.2.1. Nongeneric networks with an infinite number of equilibria.

We will now show that with a generic $B^1$, there are an infinite number of $B^2$, satisfying a specific functional form, which yield a connected set containing an infinite number of equilibria, and this set comprises an interval of a straight line. We term this “a line of equilibria” for convenience.

For convenience, but with no loss of generality as demonstrated by Lemma 3.7, take $D^1 = D^2 = I_n$ and $B^1$ an arbitrary irreducible matrix. We require that $s(-I_n + B^1) > 0$, thereby ruling out the possibility of the healthy equilibrium $(\bar{x}_1, \bar{x}_2) = (0_n, 0_n)$ being attracting for the bivirus system for any $B^2$ when $(x^1(0), x^2(0)) \in \Delta$.

Let $1_n \gg z \gg 0_n$ with $Z = \text{diag}(z)$, satisfy

$$[-I_n + (I_n - Z)B^1]z = 0_n. \tag{3.4}$$

That is, $z$ is the unique endemic equilibrium of the single virus system (2.2) with $D = I_n$. Now let $C$ be any other nonnegative irreducible matrix for which $z$ is also an eigenvector with unity eigenvalue. Obviously it is straightforward to find such a matrix, and there is an infinite number. The Perron–Frobenius Theorem [10] implies $\rho(C) = 1$ and $z$ is the only positive eigenvector of $C$ (up to a scaling). Define

$$B^2 = (I_n - Z)^{-1} C. \tag{3.5}$$

**Proposition 3.9.** With $D^1 = D^2 = I_n$, with $B^1$ an arbitrary nonnegative irreducible matrix and with $z$ and $B^2$ defined using (3.4) and (3.5), a set of equilibrium points of the bivirus equilibrium equations (3.1) is given by $(\alpha z, (1 - \alpha) z)$, with $\alpha \in [0, 1]$. This equilibrium set is locally exponentially attractive, i.e., for all allowed initial conditions of the bivirus system sufficiently close to the set, the trajectory will approach the set exponentially fast.

The proof is given in Appendix A.5.

In [17], a line of equilibria was shown to exist if $D^1 = kD^2, B^1 = kB^2$ for some positive scalar $k$ (and at one point even more specialized conditions). Here, we have relaxed this condition by identifying that a line of equilibria can exist under a broader type of nongenericity; the result in [17] is covered by Proposition 3.9 after applying Lemma 3.7. Whether it is possible to obtain an infinite number of equilibria not lying on a straight line is at the moment an open question.

It is often appealing to consider special examples of systems where the choice of parameters makes the derivation of analytic results possible. There is a risk however that nongenericity of the examples leads to nongeneric conclusions. The existence of
nongeneric values of matrices defining a bivirus problem which simplify computations but give rise to an infinite number of equilibrium points is an illustration of the possibility.

In the situation described above, the connected set of equilibria forms an interval of a straight line, and each end of the interval corresponds to each of the single virus equilibria associated with the two viruses being active one at a time. In effect, a bifurcation produces this result. Suppose that $B$ equilibria associated with the two viruses being active one at a time. In effect, a but give rise to an infinite number of equilibrium points is an illustration of the nongeneric values of matrices defining a bivirus problem which simplify computations
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from less than to greater than one. This aspect will now be further explored.

by $\mu_{B}$ analysis applies if $\mu(\bar{x})$ is a locally exponentially stable equilibrium, while when $\mu > 1$, one can check that it is a saddle point equilibrium, with divergent trajectories. When $\mu = 1$, the Jacobian acquires a zero eigenvalue and the bifurcation occurs. A similar sort of analysis applies if $B^1$ is as above, but $B^2$, after determination of $z$, is then replaced by $\mu B^1$ and one considers then the equilibrium at $(\bar{x}^1, \bar{x}^2) = (0, z)$ with $\mu$ varying from less than to greater than one. This aspect will now be further explored.

3.2.2. Stability of boundary equilibria. We now explore the stability properties of the boundary equilibria $(\bar{x}^1, 0_n)$ and $(0_n, \bar{x}^2)$ where $\bar{x}^1 \gg 0_n$ and $\bar{x}^2 \gg 0_n$ are separately the unique endemic equilibria for each of the two single virus systems. While $\bar{x}^1$ and $\bar{x}^2$ are almost globally stable in the single virus systems, the stability of $(\bar{x}^1, 0_n)$ and $(0_n, \bar{x}^2)$, local or global, in the bivirus case are not guaranteed.

THEOREM 3.10. Consider a generic bivirus system with parameter matrices $D^1 = D^2 = I_n$ and $B^1, B^2$, and suppose that $\rho(B^1) > 1$ and $\rho(B^2) > 1$. Let $\bar{x}^1 \gg 0_n$ and $\bar{x}^2 \gg 0_n$ denote the equilibria of the two separate single virus systems. Then,

1. The boundary equilibrium $(\bar{x}^1, 0_n)$ is locally exponentially stable if and only if $\rho((I_n - X^1)B^2) < 1$, and unstable if $\rho((I_n - X^1)B^2) > 1$.

2. The boundary equilibrium $(0_n, \bar{x}^2)$ is locally exponentially stable if and only if $\rho((I_n - X^2)B^1) < 1$, and unstable if $\rho((I_n - X^2)B^1) > 1$.

The above result, with proof appearing in Appendix A.6, provides necessary and sufficient conditions for local stability of the boundary equilibria, which can be determined by examining two separate single virus systems, with iterative algorithms available for computing $\bar{x}^1$ and $\bar{x}^2$, e.g. [19, Theorem 5] and [18, Theorem 4.3]. Some insightful sufficient conditions can be obtained as follows (see Appendix A.7).

COROLLARY 3.11. With notation as above, the following statements hold:

1. If $B^2 > B^1$, $(\bar{x}^1, 0_n)$ is unstable, and $(0_n, \bar{x}^2)$ is locally stable, and there is no coexistence equilibrium $(\bar{x}^1, \bar{x}^2) \in \Delta$.

2. If $b_2 \equiv \min_{i} \sum_{j=1}^{n} \beta_{ij}^2 > b_1 \equiv \max_{k} \sum_{j=1}^{n} \beta_{kj}^1$, then $(\bar{x}^1, 0_n)$ is unstable, and $(0_n, \bar{x}^2)$ is locally stable, and there is no coexistence equilibrium $(\bar{x}^1, \bar{x}^2) \in \Delta$.

3. If $\bar{x}^2 \gg \bar{x}^1$ then $(\bar{x}^1, 0_n)$ is unstable, and $(0_n, \bar{x}^2)$ is locally stable.

Item 1 and Item 2 of the corollary give different sufficient conditions on $(\bar{x}^1, 0_n)$ and $(0_n, \bar{x}^2)$ to be unstable and locally stable, respectively. Since there are no coexistence equilibria $(\bar{x}^1, \bar{x}^2)$, the only other equilibrium is the healthy equilibrium. Later, we present Corollary 3.16: when there is no coexistence equilibria, one of the two boundary equilibria is in fact stable for all initial conditions in $\Delta$ (and in this instance, it would be $(0_n, \bar{x}^2)$). Notice that Item 1 conditions are entry-wise on the $B^1$ and $B^2$, while Item 2 concerns row sums. Neither subsumes the other, and it is possible to find examples of $B$ that satisfy one condition but not the other. Item 2 first appeared in [29, Corollary 4] (which refines [28, Theorem 20]), and here we give an alternative and short proof. The sufficient condition in Item 3 of the corollary is implied by the condition in Item 1, but the converse is not necessarily true. That is,
$B^2 > B^1 \Rightarrow \bar{x}^2 \gg \bar{x}^1$, as detailed in [17, Proposition 4].

All three configurations of boundary equilibria stability properties can occur: i) both boundary equilibria are locally exponentially stable, ii) both boundary equilibria are unstable, and iii) one boundary equilibria is locally stable and the other unstable. In subsection 3.4 below, we give examples of each configuration for an $n = 2$ network.

Knowing the stability configuration of the two boundary equilibria, one can exploit the properties of monotone systems to obtain simple counting results that lower bound the number of interior equilibria, see [31, Theorem 2.8]. When there are no interior equilibria, a global stability result for one of the boundary equilibria follows. We explore this in further detail in the next subsection.

### 3.3. Properties of trajectories and implications for equilibria

In this subsection, we argue that for a given system, all trajectories with $x'(0) \gg 0_n$, $i = 1, 2$ are bounded by two special trajectories, starting from special corners of the allowed set of initial conditions. Other trajectory bounding results have appeared in [28, 29], but by using two special trajectories, we are able to go further by demonstrating that from this result flows several important conclusions on equilibria properties. For instance, the results provide a simulation tool involving construction of two trajectories which on occasions can be expected to exclude the possibility of any other stable equilibria than those associated with the two trajectories, and on other occasions, to flag the presence of an unstable equilibrium. We draw on the conclusion, recorded after Lemma 3.3, that the bivirus system is type $K_m$ monotone with $m = (0^n_1, 1^1_n)$.

**Theorem 3.12.** Consider the equation set (2.3), and in particular consider the trajectories $x_A(t), x_B(t)$ defined for arbitrarily small but positive $\eta$ by the initial conditions $x_A^1(0) = \frac{1}{2}\eta 1, x_A^2(0) = (1 - \eta)1$ and $x_B^1(0) = (1 - \eta)1, x_B^2(0) = \frac{1}{2}\eta 1$. Suppose $x_C(t)$ is a trajectory beginning at any initial condition satisfying $x_B^1(0) > x_C^1(0) > x_A^1(0)$, and $x_A^2(0) > x_C^2(0) > x_B^2(0)$, and $x_A^1(0) + x_C^1(0) < 1_n$. Then the following inequalities hold for all $t > 0$

$$x_B^1(t) \gg x_C^1(t) \gg x_A^1(t), \quad x_A^2(t) \gg x_C^2(t) \gg x_B^2(t), \quad x_C^1(t) + x_C^2(t) \ll 1_n. \tag{3.6}$$

**Appendix A.8** provides a very short proof based on known properties from the monotone systems literature, while [28] obtains a similar result using computations tailored to the bivirus dynamics.

The theorem also allows us to directly extend Lemma 3.7 to deal with bivirus systems with a globally stable equilibrium, as stated in the following result (with proof in **Appendix A.9**).

**Lemma 3.13.** Assume the same hypotheses as Lemma 3.7, with the two systems $S$ and $\hat{S}$. If one system has an equilibrium which is globally stable for all initial conditions in $\Delta$, then the global stability property holds for the second system.

We further expand the theorem via a second corollary dealing with the limit points of the trajectories $x_A(t), x_B(t), x_C(t)$. Before stating it, we make an important observation, based on Lemma 2.3 and the discussions below it. Specifically, we know that if convergence to a stable equilibrium point does not occur for one of the initial conditions used in Theorem 3.12, then convergence will occur to a stable equilibrium for a perturbation of that initial condition within a ball of arbitrarily small radius. We abbreviate this idea below with the words ‘perturbed if necessary’.

**Corollary 3.14.** With the same hypothesis as Theorem 3.12, with values for the matrices $D^i, B^i$ assuring the number of equilibria is finite, and with initial conditions
perturbed if necessary, assume that the trajectories $x_A(t), x_B(t)$ approach limits $\bar{x}_A, \bar{x}_B$ respectively. If $\bar{x}_A \neq \bar{x}_B$, let $W = \{ x : x_A \leq_K m x \leq_K x_B \},$ with $m = (0^n_1, 1^n_1)$ as above, denote the closed hyperrectangle\(^5\) whose edges are axis-parallel and which has a principal diagonal joining the points $\bar{x}_A$ and $\bar{x}_B$. Then

1. If $x_C(0)$ lies outside $W$, the associated trajectory converges to a limit $\bar{x}_C$ within $W$, obeying the constraints implied by Theorem 3.12.
2. If $x_C(0)$ lies within $W$, the associated trajectory either converges to a limit $\bar{x}_C$ again obeying the constraints implied by Theorem 3.12 or lies on a nonattractive limit cycle, which requires that $W$ has dimension at least 2.
3. If $\bar{x}_A$ and $\bar{x}_B$ coincide, then $\bar{x}_C = \bar{x}_A = \bar{x}_B$.

The above corollary is illustrated in Figure 1, and proved in Appendix A.10. The corollary effectively offers a simulation-type test for establishing whether there is a single equilibrium for which $\bar{x}_i \gg K_m \bar{x}_B$; one simply computes two trajectories, $x_A(t)$ and $x_B(t)$, from initial conditions as close as possible to opposite corners of the region of interest, and checks that they approach a common limit. What happens if the two trajectories do not approach a common limit? The answer, again appealing to monotone systems theory, is that an unstable equilibrium must lie in $W$. The following is an amalgam of Theorem 2.8 and Proposition 2.9 in [31], and thus no proof is presented.

**Corollary 3.15.** For bivirus system (2.3) and with generic parameter matrices, suppose there are two attractive equilibria $\bar{x}_A$ and $\bar{x}_B$ with $\bar{x}_A \gg_K \bar{x}_B$. Then there exists an unstable equilibrium $\bar{x}_C$ obeying

\begin{equation}
\bar{x}_A \gg_K m \bar{x}_C \gg_K m \bar{x}_B,
\end{equation}

and conversely, if an unstable equilibrium $\bar{x}_C$ exists with $\bar{x}_C \gg_K m 0_{2n}$, there exist two attractive equilibria $\bar{x}_A$ and $\bar{x}_B$ satisfying (3.7). Further, if there is no other stable equilibrium $\bar{x}_D$ satisfying $\bar{x}_A \gg \bar{x}_D \gg \bar{x}_B$, then there are two unstable trajectories emanating from the equilibrium $\bar{x}_C$ that are tangent to the eigenvector associated

---

\(^5\)In some cases, one or more coordinates of $\bar{x}_A$ and $\bar{x}_B$ may assume the same value, (though if $\bar{x}_A \neq \bar{x}_B$ neither $\bar{x}_A^1 = \bar{x}_B^1$ nor $\bar{x}_A^2 = \bar{x}_B^2$ is possible by Lemma 3.1), and $W$ is then degenerate.
with the unstable eigenvalue of the associated Jacobian matrix $J(\bar{x}_C)$, satisfying the following properties. The first trajectory satisfies $\dot{x}^1 \gg 0_n$ and $-\dot{x}^2 \gg 0_n$ along its entirety and its limiting point is $\bar{x}_B$. The second trajectory satisfies $-\dot{x}^1 \gg 0_n$ and $\dot{x}^2 \gg 0_n$ along its entirety and its limiting point is $\bar{x}_A$.

Finally, if the particular system has no coexistence equilibria, then, as recorded in the next corollary the properties established above imply that one of the boundary equilibria is globally stable, being attractive for all initial conditions in $\Delta$. Sufficient conditions on $D^i, B^i$ for there to be no coexistence equilibria include Corollary 3.11 and [12, Theorem 6]. The proof is in Appendix A.11.

**Corollary 3.16.** For the bivirus system in (2.3) with generic parameter matrices, suppose there are no coexistence equilibria. Then precisely one of the boundary equilibria is an attractive equilibrium, and the set $\Delta$ is in its region of attraction.

### 3.4. Equilibria for a low order system.

We first explain how, for generic values of system parameters and with $n = 2$, one can compute using nothing more than a single quadratic equation solution followed by linear equation solutions, any equilibrium for which $\dot{x}^1 \gg 0_n, \dot{x}^2 \gg 0_n$. Then we illustrate a series of possible outcomes which provides a comprehensive account of the possible limiting behaviours for the bivirus system.

The solution procedure is straightforward. Without loss of generality, assume $D^1 = D^2 = I_2$. Setting $\alpha = (\bar{x}^1_2/\bar{x}^1_1)$ and $\gamma = (\bar{x}^2_2/\bar{x}^2_1)$, the equilibrium equations in (3.1) yields after some manipulation

$$\beta_{11}^1 + \beta_{12}^1 \alpha = \beta_{11}^2 + \beta_{12}^2 \gamma, \quad \text{and} \quad \beta_{21}^1 \alpha^{-1} + \beta_{22}^1 = \beta_{21}^2 \gamma^{-1} + b_{22}^2$$

One can eliminate $\gamma$ and obtain a quadratic equation for $\alpha$. For each solution of the quadratic equation, it is then possible using only linear equations to obtain values for the $\bar{x}_j$. Note that these have no constraints on the signs of their entries. The fact that a quadratic equation underpins the algorithm means that there can be at most two interior equilibria. Exploiting properties of monotone systems, an argument centred around [31, Proposition 2.9] will lead to the conclusion that if there are two interior equilibria, one must be stable and the other unstable. In the examples below, we report either no interior equilibria, or the interior equilibrium is unique.

With $D^1 = D^2 = I_2$, we fix

$$B^1 = \begin{bmatrix} 1.6 & 1 \\ 1 & 1.6 \end{bmatrix}$$

and vary the $B^2$ matrix according to Table 1. The equilibria $(x^1, x^2)$, with $x^1 = [x^1_1, x^1_2]^T$ and $x^2 = [x^2_1, x^2_2]^T$, for each case as computed using the above solution procedure are reported, excluding the healthy equilibrium $(0_2, 0_2)$.

**Case 1:** A line of coexistence equilibria (which is locally exponentially attractive by Proposition 3.9) joins the boundary equilibrium $(0_2, 0_1)$ to the other boundary equilibrium $(0_2, 0.615 \cdot 1_2)$. There are no other coexistence equilibria other than those in the line, and extensive simulations suggest the line of equilibria is in fact globally attractive for $\Delta$.

**Case 2:** This example yields two stable boundary equilibria at $(\bar{x}_1, 0_2)$ and $(0_2, \bar{x}_2)$ with $\bar{x}_1 = [0.615 0.615]^T$ and $\bar{x}_2 = [0.565 0.715]^T$. There is a unique coexistence equilibrium $(\bar{x}_1, \bar{x}_2)$, and it is unstable: $\dot{x}^1 = [0.344 0.263]^T, \dot{x}^2 = [0.233 0.393]^T$. In fact, $(\bar{x}_1, \bar{x}_2)$ is hyperbolic, and by combining properties of attractive manifolds for unstable hyperbolic equilibria of monotone systems, [31, Theorem 2.10], and standard
Table 1: The $B^2$ matrices corresponding to different cases in the $n = 2$ example.

| Case 1  | Case 2       | Case 3       | Case 4       |
|---------|--------------|--------------|--------------|
| $B^2 = \begin{bmatrix} 2.1 & 0.5 \\ 1.5 & 1.1 \end{bmatrix}$ | $B^2 = \begin{bmatrix} 2.1 & 0.156 \\ 3.0659 & 1.1 \end{bmatrix}$ | $B^2 = \begin{bmatrix} 2.1 & 1.143 \\ 0.745 & 1.1 \end{bmatrix}$ | $B^2 = \begin{bmatrix} 2.1 & 0.885 \\ 1.885 & 1.1 \end{bmatrix}$ |

Fig. 2: Simulation of the bivirus system for Case 2 identified in subsection 3.4. Different colored lines represent the trajectories for eight different initial conditions for (a) Node 1 states $x_1^1(t)$ and $x_1^2(t)$ and (b) Node 2 states $x_2^1(t)$ and $x_2^2(t)$. The solid ball denotes the initial condition, and the cross denotes the equilibrium reached as $t \to \infty$. The black circle identifies the unstable coexistence equilibrium ($\tilde{x}^1, \tilde{x}^2$).

Case 3: There are two unstable boundary equilibria ($\bar{x}_1, 0^2$) and ($0^2, \bar{x}_2$) with $\bar{x}_1 = [0.615, 0.615]^T$ and $\bar{x}_2 = [0.665, 0.515]^T$. There is a unique coexistence equilibrium ($\bar{x}^1, \bar{x}^2$), and it is locally stable: $\bar{x}^1 = [0.462, 0.512]^T$ and $\bar{x}^2 = [0.168, 0.089]^T$. [39, Proposition 4] establishes global convergence to ($\bar{x}^1, \bar{x}^2$) for all $(x^1(0), x^2(0)) \in \Delta$.

Case 4: The boundary equilibria ($\bar{x}_1, 0^2$) and ($0^2, \bar{x}_2$) are unstable and locally stable, respectively: $\bar{x}_1 = [0.615, 0.615]^T$ and $\bar{x}_2 = [0.665, 0.655]^T$. There are no coexistence equilibrium, and Corollary 3.16 thus establishes that ($0^2, \bar{x}_2$) is attractive for all initial conditions in $\Delta$.

Remark 3.17. Case 2 has a particularly notable outcome, because in the context of a “survival-of-the-fittest” battle between the two viruses, different initial conditions in $\Delta$ can result in either virus surviving. A similar outcome was presented in [3], but for a three-node network with specific tree structure. Our recent work has proposed a method to systematically construct bivirus networks, with an arbitrary number of nodes and arbitrary topology, where either virus can win the battle [38]. Such outcomes are distinct from existing results such as [16, 26, 28, 29], which identify parameter regimes for a specific virus to win the battle independent of initial conditions.
4. Conclusions. In this paper, we have analyzed a deterministic networked bivirus model. We have proved the bivirus system with generic parameters has a finite number of equilibria. Using monotone systems theory, and assuming generic parameters, we established convergence to an equilibrium for (almost) all initial conditions. The properties of equilibria have been further explored, using a mixture of monotone systems theory, matrix theory, and algebraic analysis. Future work will focus on the implications of stable/unstable boundary equilibria on the number and stability of interior equilibria, and control strategies that leverage one virus to eliminate the other, perhaps by optimal design of parameters to ensure a specific boundary equilibrium is globally stable.

Appendix A. Proofs of main results.

A.1. Proof of Lemma 3.1. As we know, there are equilibria \((0_n, 0_n), (\tilde{x}^1, 0_n)\) and \((0_n, \tilde{x}^2)\) for vectors \(\tilde{x}^1, \tilde{x}^2\) which are separately equilibria of single virus systems. Because \(\tilde{x}^1 \gg 0_n\) is the unique endemic equilibrium associated with the dynamics (2.2) if only virus 1 is considered, it is clear that there cannot exist an equilibrium \((\tilde{x}^1, 0_n)\) with \(0_n \leq \tilde{x}^1 \neq \tilde{x}^1\). By the same reasoning, there cannot exist an equilibrium \((0_n, \tilde{x}^2)\) with \(0_n \leq \tilde{x}^2 \neq \tilde{x}^2\).

If and only if \(R^t > 1\), or \(s(-D^1 + B^1) > 0\) for \(i = 1, 2\), it becomes possible for further equilibria to exist with \(\tilde{x} \gg 0_n\). To complete the first part of the proof, we show that there can be no equilibrium \((\tilde{x}^1, \tilde{x}^2)\) in which \(\tilde{x}^1 \neq 0_n\), but \(\tilde{x} \gg 0_n\) fails.

Observe first that there exists no \(j\) for which \(1 - x^1_j - x^2_j = 0\). For if there were such a \(j\), the \(j\)-th row of the two equilibrium equations (3.1) would imply \(x^1_j = x^2_j = 0\), a contradiction. Hence \(\tilde{x}^1 + \tilde{x}^2 \ll 1_n\) and \(I_n - X^1 - X^2\) is a nonsingular positive diagonal matrix, so that \((I_n - X^1 - X^2)B^1\) and indeed \((D^1)^{-1}(I_n - X^1 - X^2)B^1\) for \(i = 1, 2\) are then both irreducible and nonnegative. This means that for any \(y > 0_n\), there is at least one positive entry of the vector \((D^1)^{-1}(I_n - X^1 - X^2)B^1 y\) in those rows where \(y\) has a zero entry (see subsection 2.1). Since however \(\tilde{x}^1 = (D^1)^{-1}(I_n - X^1 - X^2)B^1 \tilde{x}\), identifying \(y\) with \(\tilde{x}\) would yield a contradiction, unless \(\tilde{x} \gg 0_n\).

Lastly, observe that

\[
\tilde{x}^1 = (D^1)^{-1}(I_n - X^1 - X^2)B^1 \tilde{x}^1 = (D^1)^{-1}(I_n - X^1 - X^2)B^1 \tilde{x}^1,
\]

and because \(\tilde{x}^1 \gg 0_n\) and \(B^1 \tilde{x}^1 \gg 0_n\) it follows that \(\tilde{x}^2 = \tilde{x}\) or \(\tilde{x}^2 = \tilde{x}^2\) as required.

A.2. Proof of Lemma 3.2. Set \(z = 1_n - x^1 - x^2\) and \(\tilde{B}^i(x^i) = \text{diag}(B^i(x^i))\). Observe then that \((I_n - X^1(t) - X^2(t))B^i x^i(t) = \tilde{B}^i(x^i(t))z\).

It is straightforward to derive that

\[
(A.1) \quad \dot{x}^i = -D^i x^i(t) + \tilde{B}^i(x^i(t))z(t), \quad i = 1, 2
\]

\[
\dot{z} = D^1 x^1(t) + D^2 x^2(t) - [\tilde{B}^1(x^1(t)) + \tilde{B}^2(x^2(t))]z(t)
\]

Consider the second equation. If \(z_i(t) = 0\) for some \(i\), \(1 - x^1_i(t) - x^2_i(t) = 0\), so that one at least of \(x^1_i(t)\) and \(x^2_i(t)\) is nonzero, i.e. \(\dot{z}_i(t) > 0\). In fact, there exists \(\epsilon\), such that if \(z_i(t) \in [0, \epsilon]\), then \(\dot{z}_i(t) > 0\); this implies that \(z_i(t)\) can never be zero for \(t > 0\), i.e. \(z(t) \gg 0_n \forall t > 0\). Obviously this also establishes that \(x^i(t) \ll 1_n\) for \(t > 0\).

Next, suppose that at some time \(T\), \(k\) entries of \(x^1(t)\) in positions, \(i_1, i_2, \ldots, i_k\) say, are zero, with \(k < n\). Then since \(B^1\) is irreducible, \(B^1 x^1\) must have at least one entry in one of the positions \(i_1, i_2, \ldots, i_k\) which is nonzero, as detailed in subsection 2.1. Suppose it is position \(i_1\). Then from the above equations, \(x^1_{i_1}(t) > 0\). It follows that for \(t > T\) with \(t - T\) sufficiently small, there are fewer than \(k\) entries of \(x^1\) which are
zero. An extension of this argument in fact shows that for all \( t > 0 \), all entries of \( x^i \) must be nonzero, i.e. \( x^i(t) \gg 0_n \) for \( t > 0 \).

**A.3. Proof of Lemma 3.3.** Under the hypothesis of the lemma, Lemma 3.2 guarantees that \( I_n - X^1 - X^2 \) is nonsingular, and so \((I_n - X^1 - X^2)B^i \) is irreducible. Moreover, \( B^i, i = 1, 2 \) are nonsingular positive diagonal matrices since \( x^i \gg 0_n \) for \( i = 1, 2 \). Evidently, it is enough then to show that the nonnegative matrix

\[
(A.3) \quad H := \begin{bmatrix} B^1 & \tilde{B}^1 \\ \tilde{B}^2 & B^2 \end{bmatrix}
\]

is irreducible, which is equivalent to the graph \( G = (\mathcal{V}, \mathcal{E}, H) \) being strongly connected. The graph \( G \) is comprised of two strongly connected subgraphs, call them \( G^1 \) and \( G^2 \), associated with irreducible matrices \( B^1 \) and \( B^2 \), respectively. The matrix \( \tilde{B}^1 \) captures edges from nodes in \( G^2 \) to nodes in \( G^1 \), while \( \tilde{B}^2 \) captures edges from nodes in \( G^1 \) to nodes in \( G^2 \). Since \( \tilde{B}^i \) are positive diagonal for \( i = 1, 2 \), there exists a path from any node \( k \) in \( G^1 \) to any node \( j \) in \( G^2 \), and vice versa. It follows that \( G \) is strongly connected, and hence \( H \) is irreducible. The proof for the equilibrium value \( P \tilde{J}(\tilde{x}^1, \tilde{x}^2)P \) is effectively identical.

**A.4. Proof of Lemma 3.7.** When the two equations of (3.1) corresponding to \( S \) are multiplied on the left by \((D^1)^{-1}\) and \((D^2)^{-1}\), respectively, equilibrium equations for \( \tilde{S} \) result (and the converse is trivial). The proves that the equilibrium sets are identical. The equivalence of equilibrium stability properties requires slightly more work. Begin with system \( S \). Because \( \tilde{J}_S =: PJ \tilde{S}(\tilde{x}, \tilde{x})P \) is Metzler, local exponential stability of the equilibrium \((\tilde{x}^1, \tilde{x}^2)\) implies that \( -\tilde{J}_S \) is an \( M \)-matrix. As the \( M \)-matrix property is preserved under multiplication by a positive diagonal matrix, it follows on multiplying \( \tilde{J}_S \) by \( \text{diag}((D^1)^{-1},(D^2)^{-1}) \) that the result is another \( M \)-matrix. But this multiplication yields \( \tilde{J}_S = -PJ \tilde{S}P \). Thus the stability property for the equilibrium is the same. An identical argument works if \( -\tilde{J}_S \) is a singular \( M \)-matrix and by negation if it is not an \( M \)-matrix.

**A.5. Proof of Proposition 3.9.** Observe that

\[
[-I_n + (I_n - Z)B^2]z = [-I_n + C]z = 0_n
\]

Also, setting \( \tilde{x}^1_\alpha = \alpha z, \tilde{x}^2_\alpha = (1 - \alpha)z \) yields \( Z = X^1_\alpha + X^2_\alpha \), with \( Z \) independent of \( \alpha \). Hence \([-I_n + (I_n - X^1_\alpha - X^2_\alpha)B^1]\tilde{x}^1_\alpha = [-I_n + (I_n - Z)B^1]\alpha z = 0_n \), and likewise, \([-I_n + (I_n - X^1_\alpha - X^2_\alpha)B^1]\tilde{x}^2_\alpha = [-I_n + (I_n - Z)B^2](1 - \alpha)z = 0_n \). Evidently, \((\tilde{x}^1_\alpha, \tilde{x}^2_\alpha) = (\alpha z, (1 - \alpha)z)\) satisfies the equilibrium equations for all \( \alpha \in [0, 1] \).

We now consider the Jacobian at such an equilibrium. Let \( \tilde{B}^i_\alpha \) denote \( \text{diag}(B^i \tilde{x}^i_\alpha) \). The Jacobian at any equilibrium on this interval is

\[
(A.3) \quad J = \begin{bmatrix} -I_n + (I_n - X^1_\alpha - X^2_\alpha)B^1 & -\tilde{B}^1_\alpha \\ -\tilde{B}^2_\alpha & -I_n + (I_n - X^1_\alpha - X^2_\alpha)B^2 \end{bmatrix}
\]

Now the equilibrium equations give immediately \( \text{diag}(B^1 \tilde{x}^1_\alpha) = \alpha(I_n - Z)^{-1}Z \) and \( \text{diag}(B^2 \tilde{x}^2_\alpha) = (1 - \alpha)(I_n - Z)^{-1}Z \). Then, \( J \) is seen to be similar to

\[
\tilde{J} = \begin{bmatrix} -I_n + (I_n - Z)B^1 - \alpha(I_n - Z)^{-1}Z & \alpha(I_n - Z)^{-1}Z \\ (1 - \alpha)(I_n - Z)^{-1}Z & -I_n + (I_n - Z)B^2 - (1 - \alpha)(I_n - Z)^{-1}Z \end{bmatrix}
\]

using the transformation matrix \( P = \text{diag}(I_n, -I_n) \). The matrix \( \tilde{J} \) is an irreducible Metzler matrix. Further, \([z^T, z^T]^T \gg 0_n \) is a nullvector of \( \tilde{J} \) for all \( \alpha \). It follows
that all other eigenvectors of the matrix have negative real parts. It also follows that the bivirus equations defining the line of equilibria define a one-dimensional center manifold along which the Jacobian is singular. By standard center manifold theory, see e.g. [30, Section 7.6], the eigenvalue properties of \( J \) then imply the center manifold is exponentially attractive, i.e. for initial conditions sufficiently close to the manifold, convergence occurs to some point on the manifold exponentially fast.

**A.6. Proof of Theorem 3.10.** We establish the result for the boundary equilibrium \((\tilde{x}_1, 0_n)\), with the proof for \((0_n, \tilde{x}_2)\) being identical after adjustment of certain indices. First, we give some relevant results concerning the single virus model (2.2). Let \( R > 1 \), and thus the unique endemic equilibrium \( \tilde{x} \) of (2.2) satisfies

\[
(-D + (I_n - \tilde{X})B)\tilde{x} = 0_n.
\]

The positive vector \( \tilde{x} \gg 0_n \) can be seen as the nullvector of the matrix \( P = -D + (I_n - \tilde{X})B \), which is an irreducible Metzler matrix. From the discussions in section 2, it follows that \( s(P) = 0 \), which in turn implies that \(-P\) is a singular irreducible \( M\)-matrix. It is known that an irreducible singular \( M\)-matrix plus a nonnegative diagonal matrix with at least one positive diagonal element yields an irreducible nonsingular \( M\)-matrix [25, Theorem 4.31]. With \( \bar{B} = \text{diag}(B\tilde{x}) \), it follows that

\[
-P + \bar{B} = D - (I_n - \tilde{X})B + \bar{B}
\]

is a nonsingular \( M\)-matrix, and thus \( s(-P + \bar{B}) < 0 \).

The Jacobian \( J(\tilde{x}_1, 0_n) \) is upper block triangular, as seen from (3.2). From the arguments immediately above, one can conclude that the upper diagonal block matrix \(-I_n + (I_n - \tilde{X})B\bar{I} - \bar{I} \) is the negative of a nonsingular \( M\)-matrix, and is therefore Hurwitz. The lower diagonal block matrix \( I_n + (I_n - \tilde{X})B\bar{I} \) is an irreducible Metzler matrix, and note that \( \tilde{X} \) is uniquely determined by \( B\bar{I} \) and is therefore independent of \( B^2 \). As outlined in section 2, one has that \( s(-I_n + (I_n - Z)B^2) < 0 \Leftrightarrow \rho((I_n - Z)B^2) < 1 \). The condition for instability of \((\tilde{x}_1, 0_n)\) can be similarly proved. This completes the proof.

**A.7. Proof of Corollary 3.11.** Item 1: As detailed below (A.4), one has that \( s(-I_n + (I_n - \tilde{X})B^1) = 0 \), which in turn implies that \( \rho((I_n - \tilde{X})B^1) = 1 \), according to section 2. Since \( B^2 > B^1 \), it follows that there exists at least one entry of \( (I_n - \tilde{X})B^2 \) is strictly greater than the corresponding entry of \( (I_n - \tilde{X})B^1 \). Then, [34, Theorem 2.7] establishes that \( \rho((I_n - \tilde{X})B^2) > \rho((I_n - \tilde{X})B^1) = 1 \), which in conjunction with Theorem 3.10 delivers the claim on instability. The argument for local stability of \((0_n, \tilde{x}_2)\) is similar, starting with the observation \( s(-I_n + (I_n - Z)B^2) = 0 \).

To show there is no equilibrium of the form \((\tilde{x}_1, \tilde{x}_2)\) with \( \tilde{x}_1 \gg 0_n, \tilde{x}_2 \gg 0_n \), let us assume to the contrary that such a \((\tilde{x}_1, \tilde{x}_2)\) exists. Then, (3.1a) indicates that \( \tilde{x}_1 \) is a positive eigenvector associated with the simple eigenvalue 0 of the irreducible Metzler matrix \(-I + (I - \tilde{X} - \tilde{X}^2)B^1 \). Let \( y^\top \) be the associated positive left eigenvector, normalized to satisfy \( y^\top \tilde{x}_1 = 1 \). Set \( C = (I - \tilde{X} - \tilde{X}^2)(B^2 - B^1) \). Observe that \( C > 0_{n \times n} \). Further, (3.1b) yields \([-I + (I - \tilde{X} - \tilde{X}^2)B^1]\tilde{x}_2 + C\tilde{x}^2 = 0_n \). Premultiplying the left by \( y^\top \) gives a contradiction, since \( C > 0_{n \times n} \).

Item 2: We first show there are no coexistence equilibria, and then show the instability of \((\tilde{x}_1, 0_n)\). Suppose, to obtain a contradiction, that there is an interior equilibrium \((\tilde{x}_1, \tilde{x}_2)\). Let \( J, K \) be indices such that \( \tilde{x}_1^i \leq \tilde{x}_1^j \) and \( \tilde{x}_2^j \geq \tilde{x}_2^K \), for all \( i \). Observe firstly that \( 0 < 1 - \tilde{x}_1^i - \tilde{x}_2^j \leq 1 - \tilde{x}_1 - \tilde{x}_2 \). It follows that \( 0 < 1 - \tilde{x}_1 - \tilde{x}_2 \). Next, obtain \((1 - \tilde{x}_1 - \tilde{x}_2)1\tilde{x}_1^j = (B^1\tilde{x}_1^j)_{1J} \leq (B^11_n\tilde{x}_1^j)_{1J} \leq b_i \tilde{x}_1^i \) from the \( J \)-th row of
It follows that \((1 - \bar{x}_j - \bar{x}_K)^{-1} \leq (1 - \bar{x}_1 - \bar{x}_2)^{-1} \leq \hat{b}_1\). Similar arguments give \((1 - \bar{x}_j - \bar{x}_K)^{-1} \geq (1 - \bar{x}_1 - \bar{x}_2)^{-1} \geq \underline{b}_2\) and then there is an immediate contradiction of the hypothesis condition that \(\hat{b}_1 < \underline{b}_2\).

From \((I - \bar{X})^{-1} x^1 = B^1 \bar{x}^1\) and setting \(\bar{x}_j^1 = \max_j \bar{x}_j^1 \in (0,1)\), notice that
\[
(1 - \bar{x}_j^1)^{-1} \bar{x}_j^1 = (B^1 \bar{x}^1) \leq (B^1 \bar{x}_1^1) || \leq \hat{b}_1 \bar{x}_1^1 \leq \underline{b}_2 \bar{x}_1^1 \text{ or equivalently } (1 - \bar{x}_1^1) \underline{b}_2 > 1.
\]

For any irreducible nonnegative matrices \(A^1, A^2\) the condition \(A^1 > A^2\) implies \(\rho(A_1) > \rho(A_2)\) and \(\rho(A^1) \geq \min_i \sum_{j=1}^n a_{ij}\). This means that \(\rho((I - \bar{X}) B^2) > \rho((I - \bar{X}) B^1) = 1\) and the instability claim is complete. The proof that \((0_n, \bar{x}^2)\) is locally stable, by establishing \(\rho((I - \bar{X}^2) B^1) < 1\), is the same, \textit{mutatis mutandis}.

\textit{Item 3}: Since \(\bar{x}^2 > \bar{x}^1\), it immediately follows that \((I_n - \bar{X}^1) B^2 > (I_n - \bar{X}^2) B^2\), which according to \cite[Theorem 2.7]{34} implies that \(\rho((I_n - \bar{X}^1) B^2) > \rho((I_n - \bar{X}^2) B^2) = 1\) thus establishing the instability of \((\bar{x}^1, 0_n)\) by the result of Theorem 3.10. Similarly, we have that \((I_n - \bar{X}^1) B^1 > (I_n - \bar{X}^2) B^1\), and it follows from \cite[Theorem 2.7]{34} that \(\rho((I_n - \bar{X}^1) B^2) < \rho((I_n - \bar{X}^1) B^1) = 1\), and hence \((0_n, \bar{x}^2)\) is locally stable.

\textbf{A.8. Proof of Theorem 3.12.} It is evident that with \(m = (0_n^T, 1_n^T)\) the initial conditions specified in the theorem statement obey \(x_B(0) >_{K_m} x_C(0) >_{K_m} x_A(0)\), and so by Lemma 2.2 on monotone systems, \(\phi_t(x_B(0)) \gg_{K_m} \phi_t(x_C(0)) \gg_{K_m} \phi_t(x_A(0))\) holds for all \(t\). These inequalities yield the first two lines of (3.6). The inequality of the last line was established in Lemma 3.2.

\textbf{A.9. Proof of Lemma 3.13.} Without loss of generality, suppose that \(\mathcal{S}\) has a globally stable equilibrium at \(\bar{x}\). To obtain a contradiction, suppose there is an initial state \(x(\cdot) \in \Delta\) for \(\bar{S}\) for which the trajectory \(x(t)\) does not converge to \(\bar{x}\). Let \(\bar{N} \subset \Delta\) be a suitably small neighborhood of \(x(0)\). Then there exist \(x_A(0) \in \bar{N}\) and \(x_B(0) \in \bar{N}\) with \(x_B(0) \gg x(0) \gg x_A(0)\) such that, by Theorem 3.6, the trajectories \(x_A(t)\) and \(x_B(t)\) starting from \(x_A(0)\) and \(x_B(0)\) converge to a stable equilibrium of \(\bar{S}\). But by Lemma 3.7, the system \(\bar{S}\) cannot have a stable equilibrium other than \(\bar{x}\), since the system \(\bar{S}\) has no stable equilibrium point other than \(\bar{x}\). In other words, convergence of trajectories in the system \(\bar{S}\) must occur to \(\bar{x}\). Now use the key result of Theorem 3.12 on \(\bar{S}\). The inequality for the initial conditions implies \(x_B(t) \gg x(t) \gg x_A(t) \forall t\) and taking the limit as \(t \to \infty\) yields \(\lim_{t \to \infty} x(t) = \bar{x}\). Note we can always select \(x_A(0)\) and \(x_B(0)\) to satisfy Theorem 3.12; due to Lemma 3.2, any \(x(0) \in \Delta\) will satisfy \(0_n \ll x'(t) \ll 1_n, i = 1, 2\), after a finite time \(t\).

\textbf{A.10. Proof of Corollary 3.14.} The underlying system is an irreducible monotone system and by assumption, almost all trajectories converge to a limit point (which may be locally stable, or a saddle point); the remaining trajectories are nonattractive limit cycles. The inequalities established in Theorem 3.12 imply that the limiting trajectory resulting from \(x_C(0)\) necessarily lies within the hyperrectangle \(W\), and this can only be a nonattractive limit cycle if \(x_C(0)\) itself lies in \(W\) and \(W\) is neither a single point nor a one-dimensional interval. These observations imply one of the three conclusions in the corollary statement must hold.

\textbf{A.11. Proof of Corollary 3.16.} The argument relies on the fact that all trajectories of the bivirus system approach a locally stable equilibrium, except possibly from a set of initial conditions of measure zero, as per Theorem 3.6 and Lemma 2.3. If there were two unstable boundary equilibria, a contradiction is immediate because almost all trajectories approach a stable equilibrium; boundary equilibria are excluded through their instability and a coexistence equilibrium is not present by hypothesis. If there were two stable boundary equilibria, Corollary 3.14 yields existence of an interior unstable equilibrium, another contradiction. Hence there is precisely one stable bound-
ary equilibrium. Suppose that there exists an interior point \( x(0) = (x^1(0), x^2(0)) \) for which the associated trajectory does not converge to the stable boundary equilibrium (perhaps on a nonattractive limit cycle). Let \( \mathcal{N} \) be a suitably small neighbourhood of \( x(0) \). Then, there exist \( x_A(0) \in \mathcal{N} \) and \( x_B(0) \in \mathcal{N} \) with \( x_B(0) \gg x(0) \gg x_A(0) \) such that the trajectories starting from \( x_A(0) \) and \( x_B(0) \) converge to the stable boundary equilibrium, and Corollary 3.14 implies that the trajectory beginning at \( x(0) \) also converges to the common limit, delivering the contradiction.

**Appendix B. Applying algebraic geometry to the proof of Theorem 3.6.**

The main focus is to prove that for generic \( D^i, B^i \), the bivirus system in (2.3) has a finite number of equilibria. To do this, we shall first argue that there can only be an infinite number of equilibria for values of the free parameters in \( D^i, B^i \) lying in an algebraic set, i.e., a set defined by setting a multivariate polynomial in the parameters to zero. The existence of this set will be demonstrated by algebraic geometry. If the multivariate polynomial is the zero polynomial, the algebraic set comprises the whole space. If it is not zero, then the algebraic set has measure zero and for almost all parameter values, there will be a finite number of equilibria. Then we prove that for any given \( n \), there exists a specific choice of \( D^i \) and \( B^i \) for which the bivirus system has a finite number of equilibria, implying that the algebraic set cannot be the whole set and so necessarily has measure zero.

**B.1. Background on algebraic geometry.** We first provide relevant background on algebraic geometry, the main reference being [5, Chapter 3].

With \( x \) denoting an \( n \)-vector of unknowns, a *monomial* is a term of the form \( x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_n^{\alpha_n} \), where the \( \alpha_i \) are nonnegative integers. A single multivariate polynomial equation is obtained by taking a linear combination of such monomials and setting it to zero. Algebraic geometry enables examination of the solvability question for \( n \) such equations in \( n \) unknowns. They can be written in the form \( P(x, \beta) = 0 \) where \( \beta \) is the set of free coefficients of the different monomials. (In any one equation, some monomials may be absent, and others again may have a fixed coefficient, such as 1; the coefficients of the remaining monomials make up the entries of \( \beta \). We focus on the case of real polynomial equations, so that \( \beta \) can be regarded as a real vector, the first block of entries corresponding to monomials in the first equation, the second block to monomials in the second equation, and so on.

In order to deal with a phenomenon (so-called ‘solutions at infinity’) not encountered in working with a purely linear equation set, a technical device is introduced.

A single multivariate polynomial equation is termed homogeneous when the sum of the powers in each monomial in the equation is the same for all terms. If one has a nonhomogeneous equation, it can be made homogeneous by introducing a further variable, \( x_0 \), with a monomial \( x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_n^{\alpha_n} \) being replaced by \( x_0^{\alpha_0} x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_n^{\alpha_n} \) with \( \alpha_0 \) chosen to ensure all monomials in the single polynomial equation have the same total degree \( \sum_{i=0}^n \alpha_i \).

Consider in fact \( n \) such homogeneous polynomial equations in the \( n + 1 \) unknowns \( x_0, x_1, \ldots, x_n \). Note that while separately homogeneous, the individual equation degrees are not necessarily the same. The equations may well have been obtained by making homogeneous the inhomogeneous set \( P(x, \beta) = 0 \). We shall write the homogeneous set as \( \bar{P}(x_0, x, \beta) = 0 \). This is related to \( P \) by \( \bar{P}(1, x, \beta) = P(x, \beta) \). The key result from algebraic geometry is the following, [5, pg. 86, Theorem 2.3].

**Theorem B.1.** Consider a set of \( n \) homogeneous polynomial equations, denoted \( \bar{P}(x_0, x, \beta) = 0 \) with free parameters in the vector \( \beta \) and with unknowns \( x_0, x_1, \ldots, x_n \).
Then there exists an expression $R(\beta)$ (termed the resultant) that is polynomial in the entries of $\beta$ such that if $R(\beta) \neq 0$ for particular values of the $\beta$ entries, there are a finite number of nonzero solutions (possibly complex) to $P(x_0, x, \beta) = 0$, disregarding scaling. If $R(\beta) = 0$, there are either no solutions or an infinity of solutions (disregarding scaling).

Evidently, if $(\bar{x}_0, \bar{x}_1, \ldots, \bar{x}_n)$ is a solution to a homogeneous set of equations $P(x_0, x, \beta) = 0$, then $(\lambda \bar{x}_0, \lambda \bar{x}_1, \ldots, \lambda \bar{x}_n)$ for any nonzero real or complex $\lambda$ is also a solution. If $\bar{x}_0 \neq 0$, the choice $\lambda = (\bar{x}_0)^{-1}$ recovers a solution to the inhomogeneous set $P(x, \beta) = 0$. However, if $\bar{x}_0 = 0$, a solution to $P(x, \beta) = 0$ cannot be recovered in this way; such solutions are however sometimes termed ‘solutions at infinity’ of the set $P(x, \beta) = 0$, [5, pg. 115].

**Corollary B.2.** Assume the same hypotheses as Theorem B.1. If for a particular choice of values for the entries of $\beta$, call it $\hat{\beta}$, the resultant takes a nonzero value, then for almost all choices of $\beta$, the resultant will be nonzero.

The proof is immediate: it is obvious that if a polynomial in a single variable is nonzero for some value of that variable, it is nonzero for almost all values, i.e. nonzero everywhere except on a set of measure zero (which in the case of a polynomial in a single variable is a finite set). The first property is clearly also true for any (nonzero) multivariate polynomial such as the resultant.

Thus if the resultant takes a nonzero value for a particular choice of values $\hat{\beta}$ for the free parameters of the equation set $P(x_0, x, \beta)$, then for almost all values assumed by the entries of $\beta$, the resultant polynomial $R(\beta)$ will evaluate as a nonzero number. Further, if it takes a nonzero value for a particular choice of values for the free parameters in the equation set $P(x_0, x, \beta) = 0$ and there is an associated solution with $x_0 \neq 0$, i.e. there is a solution of $P(x, \beta) = 0$, the same will hold true for almost all values of the free parameters.

**B.2. Proof of Theorem 3.6.** As noted just prior to Definition 3.4, evidently the key part of the theorem we have to prove is that the number of equilibria is finite.

The equilibrium equations for the bivirus system, given in (3.1), are a set of polynomial equations in the $\bar{x}_i$. Suppose that we take $D^1 = D^2 = I_n$, and $B^1, B^2$ as positive diagonal matrices with no two corresponding entries equal. The equation set then becomes decoupled, and the $i$-th entry of each of the vector equations in (3.1) is

\[
\begin{align*}
[-1 + (1 - \bar{x}_1^i - \bar{x}_2^i)\beta_{11}^i]x_1^i &= 0 \\
[-1 + (1 - \bar{x}_1^i - \bar{x}_2^i)\beta_{22}^i]x_2^i &= 0
\end{align*}
\]

The solvability of these equations yielding a finite number of solution pairs $(\bar{x}_1^i, \bar{x}_2^i)$ is easily checked. The solutions in fact are $(0, 0), (0, 1 - (1/\beta_{11}^i)), (1 - (1/\beta_{11}^i), 0)$. Of course, the other entries of the $\bar{x}_i$ can be treated in the same way due to the decoupling. Since there is a particular choice for the entries of $B^1, B^2$ and $D^1, D^2$ (the latter particular choice being the identity matrix) yielding a finite number of solutions, the algebraic geometry arguments presented above show that for almost all choices of the free parameters in $B^i$, and the diagonal entries of $D^i$, a finite number of solutions to the equilibrium equations exist.

Due to Lemma 3.2, it follows that for any $x(0) \in \Delta$, we have $x(\tau) \in \hat{\Delta}$ for some finite time $\tau \geq 0$, with $\hat{\Delta}$ an open strict subset of $\Delta$ that is positively invariant. With finiteness of the equilibria assured, we apply Lemma 2.3 to the bivirus system (2.3), relating $\mathcal{M}$ to $\hat{\Delta}$. Note, we can relate $\mathcal{M}$ to $\hat{\Delta} \equiv \{x^1, x^2|0_n \leq x^i \leq 1_n, \text{ for } i = 1, 2, \text{ and } x^1 + x^2 \leq 1_n\}$. 
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