THE TRANSFORMATION OPERATOR FOR SCHRÖDINGER OPERATORS ON ALMOST PERIODIC INFINITE-GAP BACKGROUNDS

KATRIN GRUNERT

Abstract. We investigate the kernels of the transformation operators for one-dimensional Schrödinger operators with potentials, which are asymptotically close to Bohr almost periodic infinite-gap potentials.

1. Introduction

In the investigation of direct and inverse scattering problems transformation operators play an important role. They first showed up in the context of generalized shift operators in the work of Delsarte [5]. They have also been investigated by Levitan [25] and were constructed for arbitrary Sturm-Liouville equations by Povzner [35]. Afterwards transformation operators have been applied for the first time when considering inverse spectral problems, for example by Marchenko [31], who noticed that the spectral function of a Sturm-Liouville operator determines the operator uniquely in [30]. Soon after that Gel’fand and Levitan [13] found a method of recovering Sturm-Liouville equations from its spectral functions, using the transformation operator techniques.

Another important step was the introduction of transformation operators, which preserve the asymptotic behavior of solutions at infinity by Levin [24]. Since that these transformation operators are the main tool for solving different kinds of scattering problems, mainly in the case of constant backgrounds. They have been studied for periodic infinite-gap backgrounds by Firsova [10], [11] and they have been recently investigated in the finite-gap case by Boutet de Monvel, Egorova, and Teschl [2].

In the present work we propose a complete investigation of the transformation operators for Bohr almost periodic infinite-gap backgrounds, which belong to the so-called Levitan class. It should be noted, that this class includes as a special case the set of smooth, periodic infinite-gap operators.

To set the stage, we need

Hypothesis H.1.1. Let

\[ 0 \leq E_0 < E_1 < \cdots < E_n < \cdots \]

be an increasing sequence of points on the real axis which satisfies the following conditions:
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(i) for a certain \( l > 1 \), \( \sum_{n=1}^{\infty} (E_{2n-1})^l (E_{2n} - E_{2n-1}) < \infty \) and
(ii) \( E_{2n+1} - E_{2n-1} > C n^\alpha \), where \( C \) and \( \alpha \) are some fixed, positive constants.

We will call, in what follows, the intervals \((E_{2j-1}, E_{2j})\) for \( j = 1, 2, \ldots \) gaps. In each closed gap \([E_{2j-1}, E_{2j}]\), \( j = 1, 2, \ldots \), we choose a point \( \mu_j \) and an arbitrary sign \( \sigma_j \in \{\pm 1\} \).

Consider next the system of differential equations for the functions \( \mu_j(x) \), \( \sigma_j(x) \), \( j = 1, 2, \ldots \), which is an infinite analogue of the well-known Dubrovin equations, given by

\[
\frac{d\mu_j(x)}{dx} = -2\sigma_j(x)\sqrt{-\left(\mu_j(x) - E_0\right)\sqrt{\mu_j(x) - E_{2j-1}}\sqrt{\mu_j(x) - E_{2j}}}
\times \prod_{k=1, k \neq j}^{\infty} \frac{\sqrt{\mu_j(x) - E_{2k-1}}\sqrt{\mu_j(x) - E_{2k}}}{\mu_j(x) - \mu_k(x)}
\]

with initial conditions \( \mu_j(0) = \mu_j \) and \( \sigma_j(0) = \sigma_j \), \( j = 1, 2, \ldots \), the solutions \( \mu_j(x) \), \( j = 1, 2, \ldots \) are continuously differentiable and satisfy \( \mu_j(x) \in [E_{2j-1}, E_{2j}] \) for all \( x \in \mathbb{R} \). Moreover, these functions \( \mu_j(x) \), \( j = 1, 2, \ldots \) are Bohr almost periodic\(^1\). Using the trace formula (see for example \([28]\))

\[
p(x) = E_0 + \sum_{j=1}^{\infty} (E_{2j-1} + E_{2j} - 2\mu_j(x)),
\]

we see that also \( p(x) \) is real Bohr almost periodic. The operator

\[
\tilde{L} := -\frac{d^2}{dx^2} + p(x), \quad \text{dom}(\tilde{L}) = H^2(\mathbb{R}),
\]

in \( L^2(\mathbb{R}) \), is then called an almost periodic infinite-gap Schrödinger operator of the Levitan class. The spectrum of \( \tilde{L} \) is purely absolutely continuous and of the form

\[
\sigma = [E_0, E_1] \cup \cdots \cup [E_{2j}, E_{2j+1}] \cup \ldots,
\]

and has spectral properties analogous to the quasi-periodic finite-gap Schrödinger operator. In particular, it is completely defined by the series \( \sum_{j=1}^{\infty} (\mu_j, \sigma_j) \), which we call the Dirichlet divisor. Analogously to the finite–gap case this divisor is connected to a Riemann surface of infinite genus, which is associated to the function \( Y^{1/2}(z) \), where

\[
Y(z) = -(z - E_0) \prod_{j=1}^{\infty} \frac{(z - E_{2j-1}) (z - E_{2j})}{E_{2j-1} E_{2j}},
\]

and where the branch cuts are taken along the spectrum. It is known, that the Schrödinger equation

\[
\left(-\frac{d^2}{dx^2} + p(x)\right)y(x) = zy(x)
\]

with any continuous, bounded potential \( p(x) \) has two Weyl solutions \( \psi_{\pm}(z, x) \) normalized by

\[
\psi_{\pm}(z, 0) = 1 \quad \text{and} \quad \psi_{\pm}(z, \cdot) \in L^2(\mathbb{R}_\pm), \quad \text{for} \ z \in \mathbb{C}\setminus\sigma.
\]

\(^1\)We will use the standard branch cut of the square root in the domain \( \mathbb{C}\setminus\mathbb{R}_+ \) with \( \text{Im} \sqrt{z} > 0 \).

\(^2\)For informations about almost periodic functions we refer to [29].
In our case of Bohr almost periodic potentials of the Levitan class, these solutions have complementary properties similar to properties of the Baker-Akhiezer functions in the finite-gap case. We will briefly discuss them in the next section.

The objects of interest, for us, are the Jost solutions of the one-dimensional Schrödinger operator \( L \) in \( L^2(\mathbb{R}) \)

\[
L := -\frac{d^2}{dx^2} + q(x), \quad \text{dom}(L) = H^2(\mathbb{R}),
\]

with the real-valued potential \( q(x) \in C(\mathbb{R}) \) satisfying the following condition

\[
\int_\mathbb{R} (1 + |x|^2)|q(x) - p(x)|dx < \infty.
\]

We will prove the following result.

**Theorem 1.2.** Assume Hypothesis [12]. Let \( p(x) \), defined as in [12], belong to the Levitan class, and \( q(x) \) satisfy (1.6), then the Jost solutions \( \phi_\pm(z, x) \) can be represented in the following form

\[
\phi_\pm(z, x) = \psi_\pm(z, x) \pm \int_x^{\pm \infty} K_\pm(x, y)\psi_\pm(z, y)dy,
\]

where the solutions of (3.21), are real valued, continuously differentiable with respect to both parameters and for \( \pm y > \pm x \) they satisfy

\[
|K_\pm(x, y)| \leq \pm C_\pm(x) \int_{\pm y}^{\pm \infty} |q(s) - p(s)|ds.
\]

Here \( C_\pm(x) \) are continuous positive functions, which are monotonically decreasing as \( x \to \pm \infty \).

Here it should be pointed out that a subset of the operators belonging to the Levitan class consists of operators with periodic potentials. Assume that the sequence \( \{E_j\}_{j=1}^\infty \) fulfills Hypothesis [13] then there is a criterion when this sequence is the set of band edges of the spectrum of some Schrödinger operator with periodic potential \( p(x + a) = p(x) \geq 0 \) with \( p \in W^2_2[0, a] \). Namely, Marchenko and Ostrovskii proved in [32], that

\[
p \in W^k_2[0, a] \quad \text{iff} \quad \sum_{j=1}^{\infty} j^{2k+2} (\sqrt{E_{2j} - E_0} - \sqrt{E_{2j-1} - E_0})^2 < \infty,
\]

for \( k = 0, 1, \ldots \). As it is well known that in the periodic case \( E_{2j-1} = j^2 + O(1) \) and \( E_{2j} = j^2 + O(1) \) as \( j \to \infty \), we obtain for large \( j \) that

\[
E_{2j-1}(E_{2j} - E_{2j-1}) \leq E_{2j-1}(\sqrt{E_{2j} - E_0} + \sqrt{E_{2j-1} - E_0}) \times
\]

\[
(\sqrt{E_{2j} - E_0} - \sqrt{E_{2j-1} - E_0}) \leq 2j^3(\sqrt{E_{2j} - E_0} - \sqrt{E_{2j-1} - E_0}) =: I_j.
\]

Since Hypothesis [12] is satisfied, we have \( \sum_{j=1}^{\infty} j^{2k-4}I_j^3 < \infty \) for \( k > 2 \) and hence the Cauchy inequality implies that \( \sum_{j=1}^{\infty} I_j < \infty \) in this case. This means, that Hypothesis [12] is satisfied for any \( a \)-periodic potential \( p(x) \geq 0 \) with \( p \in W^2_2[0, a] \) for \( k > 2 \).

The Jost solutions \( \phi_\pm(z, x) \) are bounded for \( z \in \sigma(\hat{L}) \) and in particular there is no subordinate solution for \( z \) in the interior of \( \sigma(\hat{L}) \). Hence the essential spectrum is purely absolutely continuous (cf. [15], [17], [18], [19], [20], and [40 Thm. 9.31]).
**Corollary 1.3.** The essential spectrum of $L$ is purely absolutely continuous

$$\sigma_{ac}(L) = \sigma(\tilde{L}), \quad \sigma_{sc}(L) = \emptyset.$$  

The point spectrum is confined to the closed gaps $\mathbb{R}\setminus\sigma(\tilde{L})$.

Criteria that there are only finitely many in each closed gap can be found in [22], [23], [36, Thm. 6.12].

Another application is given by the scattering problem for the operators (1.3) and (1.5), which has not been considered so far. Such scattering problems arise in various physical applications, for example, when studying properties of the alloy of two different semi-infinite one-dimensional crystals. A more detailed discussion of the history of such problems and further references to the literature can be found in [16]. Rather recently the scattering problem has been solved in the case of Schrödinger operators with steplike finite-gap potentials in [2] and these results have been applied to solve the Korteweg–de Vries equation in [6] and [7] (see also [8, 9, 33]). Even in the case of periodic backgrounds scattering theory has been developed [11] and the time evolution of the scattering data for the Korteweg–de Vries equation has been computed [12]. All these investigations use transformation operators as a main tool.

2. Background Schrödinger operators

In this section we want to summarize some facts for the background Schrödinger operator of Levitan class. We present these results, obtained in [28], [37], and [38], in a form similar to the finite-gap case used in [2] and [14].

Let $\tilde{L}$ be as in (1.3). Denote by $s(z, x), c(z, x)$ the sine- and cosine-type solutions of the corresponding equation

$$-\frac{d^2}{dx^2} + p(x) y(x) = z y(x), \quad z \in \mathbb{C},$$

associated with the initial conditions

$$s(z, 0) = c'(z, 0) = 0, \quad c(z, 0) = s'(z, 0) = 1,$$

where prime denotes the derivative with respect to $x$. Then $c(z, x), c'(z, x), s(z, x),$ and $s'(z, x)$ are entire with respect to $z$. They can be represented in the following form

$$c(z, x) = \cos(\sqrt{z}x) + \int_0^x \frac{\sin(\sqrt{z}(x-y))}{\sqrt{z}} p(y)c(z, y)dy,$$

$$s(z, x) = \frac{\sin(\sqrt{z}x)}{\sqrt{z}} + \int_0^x \frac{\sin(\sqrt{z}(x-y))}{\sqrt{z}} p(y)s(z, y)dy.$$

The background Weyl solutions are given by

$$\psi_\pm(z, x) = c(z, x) + m_\pm(z, 0)s(z, x),$$

where

$$m_\pm(z, x) = \frac{\psi'_\pm(z, x)}{\psi_\pm(z, x)} = \frac{H(z, x) \pm Y^{1/2}(z)}{G(z, x)},$$

are the Weyl functions of $\tilde{L}$ (cf. [28]), where $Y(z)$ is defined by (1.4),

$$G(z, x) = \prod_{j=1}^{\infty} \frac{z - \mu_j(x)}{E_{2j-1}}, \quad \text{and} \quad H(z, x) = \frac{1}{2} \frac{d}{dx} G(z, x).$$
The product of almost periodic functions is again almost periodic, also

\[ H(z, x) = \frac{d}{dx} G(z, x) = G(z, x) \sum_{j=1}^{\infty} \frac{\sigma_j(x) Y^{1/2}(\mu_j(x))}{dx} G(\mu_j(x), x)(z - \mu_j(x)). \]

The Weyl functions \( m_{\pm}(z, x) \) are Bohr almost periodic as the following argument shows: For each \( j \in \mathbb{N} \) the functions \( \mu_j(x) \) are almost periodic and hence, as a finite product of almost periodic functions is again almost periodic, also

\[ G_n(z, x) = \prod_{j=1}^{n} \frac{z - \mu_j(x)}{E_{2j-1}} \]

is almost periodic for fixed \( z \in \mathbb{C} \). Moreover, we have

\[ |G_n(z, x) - G(z, x)| = \left| \prod_{j=1}^{n} \frac{z - \mu_j(x)}{E_{2j-1}} \left( 1 - \prod_{j=n+1}^{\infty} \frac{z - \mu_j(x)}{E_{2j-1}} \right) \right|, \]

and for every fixed \( z \in \mathbb{C} \) there exists a \( m \in \mathbb{N} \) such that \( |z| \leq E_{2m-1} \). Then for \( n > m \), we obtain on the one hand

\[ \exp \left( - \sum_{j=n+1}^{\infty} \frac{|z|}{E_{2j-1} - |z|} \right) \leq \prod_{j=n+1}^{\infty} \frac{\mu_j(x) - |z|}{E_{2j-1}} \leq \prod_{j=n+1}^{\infty} \frac{|z| - \mu_j(x)}{E_{2j-1}}, \]

and on the other hand

\[ \prod_{j=n+1}^{\infty} \frac{|z - \mu_j(x)|}{E_{2j-1}} \leq \prod_{j=n+1}^{\infty} \frac{\mu_j(x) + |z|}{E_{2j-1}}, \]

where we used that \( \log(1 + x) \leq x \) and \( \log(1 - x) \geq \frac{-x}{1 + x} \) for \( x > 0 \). Noticing that the second condition in Hypothesis 1.1 implies that \( \sum_{j=1}^{\infty} \frac{z - \mu_j(x)}{E_{2j-1}} \) converges, all terms are well defined, and it follows that the product \( \prod_{j=n+1}^{\infty} \frac{z - \mu_j(x)}{E_{2j-1}} \) converges to 1 as \( n \to \infty \). Furthermore, \( \prod_{j=1}^{\infty} \frac{z - \mu_j(x)}{E_{2j-1}} \) is uniformly bounded with respect to \( x \) for any fixed \( z \). As all our estimates are independent of \( x \), we have that \( G_n(z, x) \) converges uniformly for fixed \( z \) against \( G(z, x) \) and thus, the function \( G(z, x) \) is almost periodic with respect to \( x \). Furthermore by definition \( H(z, x) = \frac{1}{2} \frac{G'(z, x)}{G(z, x)} = \frac{1}{2} (\log(G(z, x)))' \) and therefore \( \frac{H(z, x)}{G(z, x)} \) is also almost periodic, where we use that \( \log(G(z, x)) \neq 0 \) for \( z \notin [E_1, E_2] \cup \ldots \cup [E_{2j-1}, E_{2j}] \cup \ldots \) together with Property 3.4.5, and hence \( m_{\pm}(z, x) \) are also almost periodic functions.

**Lemma 2.1.** The background Weyl solutions, for \( z \in \mathbb{C} \), can be represented in the following form

\[ \psi_{\pm}(z, x) = \exp \left( \int_0^x m_{\pm}(z, y) dy \right) = \left( \frac{G(z, x)}{G(z, 0)} \right)^{1/2} \exp \left( \pm \int_0^x \frac{Y^{1/2}(z)}{G(z, y)} dy \right). \]
If for some $\varepsilon > 0$, $|z-\mu_j(x)| > \varepsilon$ for all $j \in \mathbb{N}$ and $x \in \mathbb{R}$, then the following holds:
For any $1 > \delta > 0$ there exists an $R > 0$ such that

$$\psi_\pm(z, x) \leq e^{\mp(1-\delta)x \text{Im}(\sqrt{z})} \left(1 + \frac{D_R}{|z|}\right), \text{ for any } |z| \geq R, \; \pm x > 0.$$  

where $D_R$ denotes some constant dependent on $R$.

Proof. First we will show that

$$f_\pm(z, x) = \left(\frac{G(z, x)}{G(z, 0)}\right)^{1/2} \exp \left(\pm \int_0^x \frac{Y^{1/2}(z)}{G(z, y)} dy\right)$$

fulfills

$$\frac{d^2}{dx^2} + p(x) y(x) = zy(x).$$

Using (2.3) we obtain that $f_\pm = m_\pm f_\pm$ and $f''_\pm = (m'_\pm + m^2_\pm) f_\pm$. Hence (2.13) will be satisfied if and only if

$$m'_\pm + m^2_\pm = p(x) - z.$$ 

This can be checked using the following relations, which are proved in [28],

$$G(z, x)N(z, x) + H(z, x)^2 = Y(z),$$

where

$$N(z, x) = -(z - \tau_0(x)) \prod_{j=1}^\infty \frac{z - \tau_j(x)}{E_{2j-1}},$$

with $\tau_0(x) \in (-\infty, E_0]$ and $\tau_j(x) \in [E_{2j-1}, E_{2j}]$ and

$$\frac{d^2}{dx^2} G(z, x) = 2((p(x) - z)G(z, x) - N(z, x)).$$

Moreover, for $z$ outside an $\varepsilon$ neighborhood of the gaps we have $f(z, 0) = 1$, and we conclude that

$$\frac{G(z, x)}{G(z, 0)} = \prod_{j=1}^\infty \frac{z - \mu_j(x)}{z - \mu_j(0)} = \exp \left(\sum_{j=1}^\infty \log \left(1 + \frac{\mu_j(0) - \mu_j(x)}{z - \mu_j(0)}\right)\right).$$

Thus we obtain

$$\left|\frac{G(z, x)}{G(z, 0)}\right| \leq \exp \left(\sum_{j=1}^\infty \log \left(1 + \left|\frac{\mu_j(0) - \mu_j(x)}{z - \mu_j(0)}\right|\right)\right) \leq \exp \left(\sum_{j=1}^\infty \left|\frac{\mu_j(0) - \mu_j(x)}{z - \mu_j(0)}\right|\right),$$

where we used that $\log(1 + x) \leq x$ for $x > 0$. Moreover

$$\left|\frac{\mu_j(0) - \mu_j(x)}{z - \mu_j(0)}\right| = \frac{1}{\left|\frac{z - \mu_j(0)}{\mu_j(x) - \mu_j(0)}\right|},$$

which implies for $|z| \leq 2E_{2j}$ that

$$\left|\frac{(\mu_j(0) - \mu_j(x))z}{z - \mu_j(0)}\right| \leq \frac{2(\mu_j(0) - \mu_j(x))E_{2j}}{\varepsilon}. $$

For $|z| > 2E_{2j}$ we can estimate the terms by
\begin{equation}
(2.22)
\left| \frac{(\mu_j(0) - \mu_j(x))z}{z - \mu_j(0)} \right| \leq |\mu_j(0) - \mu_j(x)| \left| \frac{1}{1 - \frac{\mu_j(0)}{z}} \right| \leq |\mu_j(0) - \mu_j(x)| \left| \frac{1}{1 - \frac{\mu_j(0)}{z}} \right| \leq 2|\mu_j(0) - \mu_j(x)|.
\end{equation}

Combining the estimates from above, we obtain
\begin{equation}
(2.23)
\left| \frac{(\mu_j(0) - \mu_j(x))z}{z - \mu_j(0)} \right| \leq 2 \max(1, \frac{E_{2j}}{\varepsilon}) \left| \mu_j(0) - \mu_j(x) \right|
\end{equation}

and for any fixed $\varepsilon > 0$ there exists a $k$ independent of $x$ and $z$ such that $\frac{E_{2n}}{\varepsilon} > 1$ for all $n > k$, and therefore
\begin{equation}
(2.24)
\left| \frac{G(z, x)}{G(z, 0)} \right| \leq \exp \left( \frac{1}{|z|} \sum_{j=1}^{\infty} \left| (\mu_j(0) - \mu_j(x))z \right| \left| \frac{1}{z - \mu_j(0)} \right| \right) \leq \exp \left( C \frac{1}{|z|} \right).
\end{equation}

where $C$ is a constant independent of $x$ and $z$. Analogously one can now investigate $Y^{1/2}(z)$. Using
\begin{equation}
(2.25)
Y^{1/2}(z) = i \sqrt{z - E_0} \prod_{j=1}^{\infty} \frac{\sqrt{z - E_{2j-1}} \sqrt{z - E_{2j}}}{E_{2j-1}}.
\end{equation}

where the roots are defined as follows
\begin{equation}
(2.26)
\sqrt{z - E} = \sqrt{|z - E|} e^{i \arg(z - E)/2},
\end{equation}

together with $Y^{1/2}(z)$ is a Herglotz function and
\begin{equation}
(2.27)
\sqrt{z - E_0} = \sqrt{z(1 + O(\frac{1}{z}))}, \quad \text{as } z \to \infty,
\end{equation}

we obtain the following estimate, which is uniform with respect to $x$,
\begin{equation}
(2.28)
\frac{Y^{1/2}(z)}{G(z, x)} = i \sqrt{z(1 + O(\frac{1}{z}))}, \quad \text{as } z \to \infty.
\end{equation}

Using now that $\int_{0}^{x} \frac{Y^{1/2}(\tau)}{G(z, \tau)} d\tau = x \frac{Y^{1/2}(z)}{G(z, x)}$, where $\zeta \in (0, x)$ by the mean value theorem, we finally obtain that $f_{\pm}(z, x)$ has the following asymptotic expansion outside a small neighborhood of the gaps as $z \to \infty$
\begin{equation}
(2.29)
f_{\pm}(z, x) = e^{\pm i \sqrt{2}(1 + O(\frac{1}{z}))} \left( 1 + O(\frac{1}{z}) \right),
\end{equation}

where the $O(\frac{1}{z})$ terms are uniformly bounded with respect to $x$ and where we use the branch cut of the square root in the domain $\mathbb{C} \setminus \mathbb{R}_+$ with $\Im(z) > 0$. Thus $f_{\pm}(z, \cdot) \in L^2(\mathbb{R}_+)$ for $z \in \mathbb{C}$ outside a small neighborhood of the gaps and therefore away from the gaps $f_{\pm}(z, x)$ must coincide with $\psi_{\pm}(z, x)$. This implies in particular that $f_{\pm}(z, x)$ is holomorphic as a function of $z$ in the domain $\mathbb{C} \setminus \{ z \in \mathbb{C} \mid \Im(z) \leq \varepsilon \}$. For any point $z_0 \in \mathbb{C}$ with $\Im(z_0) = 2\varepsilon$, we can replace $f_{\pm}(z, x)$ by its Taylor series around the point $z_0$, which has at least radius of convergence $\varepsilon$. This Taylor series
must coincide with the Taylor expansion of $\psi_\pm(z, x)$ around $z_0$, which converges on the disc with radius $2\varepsilon$ as $\psi_\pm(z, x)$ are holomorphic on the domain $\mathbb{C}\setminus\mathbb{R}$. Thus $f_\pm(z, x)$ is holomorphic on the domain $\mathbb{C}\setminus\mathbb{R}$ and hence $\psi_\pm(z, x) = f_\pm(z, x)$ on $\mathbb{C}\setminus\mathbb{R}$. Moreover, this implies that $f_\pm(z, x)$ and $\psi_\pm(z, x)$ must coincide on the real axis and hence, we finally get that $\psi_\pm(z, x)$ can be represented for any $z \in \mathbb{C}$ by (2.10) and (2.29) implies (2.11).

As the spectrum consists of infinitely many bands, let us cut the complex plane along the spectrum $\sigma$ and denote the upper and lower sides of the cuts by $\sigma^+$ and $\sigma^-$. The corresponding points on these cuts will be denoted by $z^+$ and $z^-$, respectively. In particular, we introduce the notation

$$f(z^\pm) := \lim_{\varepsilon \downarrow 0} f(z + i\varepsilon), \quad f(z^0) := \lim_{\varepsilon \downarrow 0} f(z - i\varepsilon), \quad z \in \sigma,$$

whenever the limits exist. Define the Green function (see e.g. [1], [4], [21], and [37])

$$(2.30) \quad g(z) = -\frac{G(z, 0)}{2Y^{1/2}(z)},$$

where the branch of the square root is chosen in such a way that

$$(2.31) \quad \frac{1}{r}g(z^n) = \text{Im}(g(z^n)) > 0 \quad \text{for} \quad z \in \sigma,$$

then we obtain after a short calculation

$$(2.32) \quad W(\psi_-(z), \psi_+(z)) = m_+(z) - m_-(z) = -g(z)^{-1},$$

where $W(f, g)(x) = f(x)g'(x) - f'(x)g(x)$ denotes the usual Wronskian determinant.

For every Dirichlet eigenvalue $\mu_j = \mu_j(0)$, the Weyl functions $m_\pm(z)$ might have singularities. If $\mu_j$ is in the interior of its gap, precisely one Weyl function $m_+$ or $m_-$ will have a simple pole. Otherwise, if $\mu_j$ sits at an edge, both will have a square root singularity. Hence we divide the set of poles accordingly:

$$M_+ = \{\mu_j \mid \mu_j \in (E_{2j-1}, E_{2j}) \text{ and } m_+ \text{ has a simple pole}\},$$

$$M_- = \{\mu_j \mid \mu_j \in (E_{2j-1}, E_{2j}) \text{ and } m_- \text{ has a simple pole}\},$$

$$\hat{M} = \{\mu_j \mid \mu_j \in (E_{2j-1}, E_{2j})\}.$$

In particular, the following properties of the Weyl solutions are valid (see, e.g. [3], [23], [37], [40]):

**Lemma 2.2.** The Weyl solutions have the following properties:

(i) The functions $\psi_\pm(z, x)$ are holomorphic as a function of $z$ in the domain $\mathbb{C}\setminus(\sigma \cup M_\pm)$, real valued on the set $\mathbb{R}\setminus\sigma$, and have simple poles at the points of the set $M_\pm$. Moreover, they are continuous up to the boundary $\sigma^n \cup \sigma^-$ except at the points in $\hat{M}$ and

$$(2.33) \quad \psi_+(z^n) = \psi_-(z^-) = \overline{\psi_+(z^+)}, \quad z \in \sigma.$$

For $E \in \hat{M}$ the Weyl solutions satisfy

$$(2.34) \quad \psi_\pm(z, x) = O\left(\frac{1}{\sqrt{z - E}}\right), \quad \text{as} \quad z \to E \in \hat{M},$$

where the $O((z - E)^{-1/2})$ term is independent of $x$.

The same applies to $\psi_\pm'(z, x)$. 
The functions $\psi_\pm(z, x)$ form an orthonormal basis on the spectrum with respect to the weight

\begin{equation}
\rho(z) = \frac{1}{2\pi i} g(z) dz,
\end{equation}

and any $f(x) \in L^2(\mathbb{R})$ can be expressed through

\begin{equation}
f(x) = \int_{\sigma} f(y) \psi_+(z, y) dy \psi_-(z, x) \rho(z).
\end{equation}

Here we use the notation

\begin{equation}
\sigma \int_{\sigma} f(z) \rho(z) := \int_{\sigma^u} f(z) \rho(z) - \int_{\sigma^l} f(z) \rho(z).
\end{equation}

**Proof.** (i) Having in mind (2.10), we will show as a first step that $\int_{\sigma} Y^{1/2}(z) d\tau$ is purely imaginary as $z \to E_{2j}$, with $z \in \sigma$, (the case $z \to E_{2j-1}$ can be handled in the same way). For fixed $z \in \mathbb{R}$ we can separate the interval $[0, x]$ into smaller intervals $[0, x_1] \cup [x_1, x_2] \cup \cdots \cup [x_k, x]$ such that $\mu_j(x_i) \in \{E_{2j-1}, E_{2j}\}$ and $\mu_j(x_i) \neq \mu_j(x_{i+1})$. Assuming $\mu_j(x_1) = E_{2j-1}$ and $\mu_j(x_{i+1}) = E_{2j}$, and setting

$$
\tilde{Y}_j(z, x) := \sqrt{-(z - E_0)(z - E_{2j-1}) \prod_{j \neq l} (z - E_{2l-1} - E_{2l})(z - E_{2l})(z - E_{2l-1})}^{1/2},
$$

where $\tilde{Y}_j(z, x)$ is bounded for any $z$ inside the j'th gap, we can conclude

$$
\int_{x_1}^{x_{i+1}} Y^{1/2}(z) d\tau = \sqrt{z - E_{2j}} \int_{x_1}^{x_{i+1}} \tilde{Y}_j(z, \tau) d\tau
$$

$$
= \sqrt{z - E_{2j}} \left( \int_{x_1}^{x_{i+1}} \frac{\tilde{Y}_j(\mu_j(\tau), \tau)}{z - \mu_j(\tau)} d\tau + \int_{x_1}^{x_{i+1}} \frac{\tilde{Y}_j(z, \tau) - \tilde{Y}_j(\mu_j(\tau), \tau)}{z - \mu_j(\tau)} d\tau \right)
$$

$$
= \sqrt{z - E_{2j}} \left( \int_{x_1}^{x_{i+1}} \frac{d\mu_j(\tau)}{d\tau} \right) \frac{\sqrt{\mu_j(\tau) - E_{2j}}(z - \mu_j(\tau))}{d\tau} + \int_{x_1}^{x_{i+1}} \frac{d}{dz} \tilde{Y}_j(z, \tau)|_{z=\zeta_j(\tau)} d\tau,
$$

where $\zeta_j(\tau) \in (\mu_j(\tau), z)$. Note that the function $\frac{d}{d\tau} \tilde{Y}_j(z, \tau)$ is uniformly bounded for $z \in [E_{2j-1}+\varepsilon, E_{2j}+\varepsilon]$ for some $\varepsilon > 0$ and that $\frac{\tilde{Y}_j(z, \tau) - \tilde{Y}_j(\mu_j(\tau), \tau)}{z - \mu_j(\tau)}$ is uniformly bounded for $\mu_j \in [E_{2j-1}, E_{2j-1} + \varepsilon]$ and $z$ near $E_{2j}$, which yields

$$
\sqrt{z - E_{2j}} \int_{x_1}^{x_{i+1}} \frac{d}{dz} \tilde{Y}_j(z, \tau)|_{z=\zeta_j(\tau)} d\tau = O\left(\sqrt{z - E_{2j}}\right).
$$

On each of the intervals \([x_i, x_{i+1}]\) the function \(\sigma_j(x)\) is constant and therefore

\[
\sqrt{z - E_{2j}} \left( \int_{x_i}^{x_{i+1}} \frac{-d\mu_j(\tau)}{d\tau} \frac{\sqrt{2\sigma_j(\tau) - E_{2j}(z - \mu_j(\tau))}}{2\sigma_j(\tau)} \, d\tau \right) \]

\[
= \sqrt{z - E_{2j}} \left( - \int_{\mu_j(x_i)}^{\mu_j(x_{i+1})} \frac{1}{2\sigma_j(y - y)} \, dy \right) \]

\[
= \sqrt{E_{2j} - z} \left( \int_0^z \frac{1}{\sigma_j(z - E_{2j} + s^2)} \, ds \right) \]

\[
= -\sigma_j i \arctan \left( \frac{\sqrt{E_{2j} - z}}{\sqrt{z - E_{2j}}} \right). \tag{2.39}
\]

A close look shows that the same method can be applied to compute \(\int_0^x \frac{y^{1/2}G(z, \tau)}{\sqrt{y^{1/2}G(z, \tau) + \sigma_j(z - E_{2j})}} \, d\tau\) and \(\int_x^x \frac{y^{1/2}G(z, \tau)}{\sqrt{y^{1/2}G(z, \tau) + \sigma_j(z - E_{2j})}} \, d\tau\). This implies that \(\int_{x_i}^{x_{i+1}} \frac{y^{1/2}G(z, \tau)}{\sqrt{y^{1/2}G(z, \tau) + \sigma_j(z - E_{2j})}} \, d\tau \to -\frac{1}{2} \sigma_j i \pi\) as \(z \to E_{2j}\) and thus \(\lim_{z \to E_{2j}} \int_0^x \frac{y^{1/2}G(z, \tau)}{\sqrt{y^{1/2}G(z, \tau) + \sigma_j(z - E_{2j})}} \, d\tau \in i\mathbb{R}\).

In more detail one obtains that

\[
\lim_{z \to E} \exp \left( \int_0^x \frac{y^{1/2}}{G(z, \tau)} \, d\tau \right) = \begin{cases} 
\pm 1, & \mu_j(0) \neq E, \mu_j(x) \neq E, \\
\pm 1, & \mu_j(0) = E, \mu_j(x) = E, \\
\pm 1, & \mu_j(0) = E, \mu_j(x) \neq E, \\
\pm 1, & \mu_j(0) \neq E, \mu_j(x) = E, 
\end{cases} \tag{2.40}
\]

for any \(E \in \partial \sigma\).

For the product term in (2.10), we have the following estimate

\[
\frac{z - \mu_j(x)}{z - \mu_j(0)} \exp \left( -\frac{2}{\beta} \sum_{j=1}^{\infty} (E_{2j} - E_{2j-1}) \right) = \prod_{i=1}^{\infty} \frac{z - \mu_i(x)}{z - \mu_i(0)} \leq \frac{z - \mu_j(x)}{z - \mu_j(0)} \exp \left( \frac{2}{\beta} \sum_{j=1}^{\infty} (E_{2j} - E_{2j-1}) \right),
\]

for \(z\) inside the interval \([E_{2j-1} + \varepsilon, E_{2j} + \varepsilon] \cap \sigma\) for some \(\varepsilon > 0\), where \(\beta = \min_{j, l \neq j} |E_{2j} - E_{2l}|, |E_{2j-1} - E_{2l}|\). This finishes the proof of (2.34), as (2.33) follows directly from (2.31).

To show that a similar estimate holds for \(\psi_\pm'(z, x)\) as \(z \to E \in \mathcal{M}\), consider, using (2.10),

\[
\psi_\pm'(z, x) = m_\pm(z, x) \psi_\pm(z, x). \tag{2.41}
\]

By the investigations of \(\psi_\pm(z, x)\) from before, it suffices to analyze \(m_\pm(z, x)\), given by (2.3), which has the following representation

\[
m_\pm(z, x) = \sum_{n=1}^{\infty} \frac{\sigma_n(x) Y^{1/2}(z, x)}{\sqrt{\beta} G(\mu_n(x), x)(z - \mu_n(x))} \pm \frac{Y^{1/2}(z, x)}{G(z, x)} \tag{2.42}
\]

For \(j \neq n\) we have

\[
\left| \frac{Y^{1/2}(\mu_n(x))}{\sqrt{\beta} G(\mu_n(x), x)(E_{2j} - \mu_n(x))} \right| \leq C_1 \frac{\sqrt{E_{2n} - E_0}}{\beta} (E_{2n} - E_{2n-1}), \tag{2.43}
\]
where \( C_1 := \exp \left( \frac{1}{2} \sum_{j=1}^{\infty} (E_{2j} - E_{2j-1}) \right) \). Thus, using Hypothesis 1.1 we obtain that \( \sum_{j \neq j} q_j \sqrt{\gamma G(\mu_j(x), \mu_j(x))} \) converges uniformly and is uniformly bounded with respect to \( x \).

For \( j = n \), we obtain
\[
\left| \frac{\gamma}{\sqrt{G(\mu_j(x), \mu_j(x))}} \right| \leq C_1 \sqrt{z - E_0} \sqrt{(\mu_j(x) - E_{2j-1})(E_{2j} - \mu_j(x))},
\]
and analogously
\[
\left| \frac{\gamma/n}{\sqrt{G(\mu_j(x), \mu_j(x))}} \right| \leq C_1 \sqrt{z - E_0} \sqrt{(\mu_j(x) - E_{2j-1})(E_{2j} - \mu_j(x))}.
\]

Multiplying now (2.43), (2.44), and (2.45) by \( \psi_\pm(z, x) \), using the estimates obtained when proving (2.34), and letting \( z \to E_{2j} \) with \( z \in \sigma \) finishes the proof.

(ii) For a proof we refer to [3, Sect. 9.5], [28, Thm 7.1.1], and [41, Sect. 3.8]. \( \square \)

3. Derivation of the Integral Equations for the Transformation Operators and Estimates

Consider the equation
\[
\left( -\frac{d^2}{dx^2} + q(x) \right) y(x) = zy(x), \quad z \in \mathbb{C},
\]
with a potential \( q(x) \) satisfying (1.6). Suppose that this equation has two solutions \( \phi_\pm(z, x) \), which we will call the Jost solutions, which, for fixed \( z \), are asymptotically close to the background Weyl solutions \( \psi_\pm(z, x) \) defined in (2.2) as \( x \to \pm \infty \). Set
\[
J(z, x, y) = \frac{\psi_+(z, y)\psi_-(z, x) - \psi_+(z, x)\psi_-(z, y)}{W(\psi_+(z), \psi_-(z))}
\]
and
\[
\bar{q}(x) = q(x) - p(x).
\]

It will be shown that the Jost solutions satisfy the following Volterra integral equations
\[
\phi_\pm(z, x) = \psi_\pm(z, x) - \int_x^{+\infty} J(z, x, y)\bar{q}(y)\phi_\pm(z, y)dy.
\]
We will also show that solutions of this form permit the following representation
\[
\phi_\pm(z, x) = \psi_\pm(z, x) \pm \int_x^{+\infty} K_\pm(z, y)\psi_\pm(z, y)dy,
\]
where \( K_\pm(z, y) \) are real-valued functions. For simplicity and because both representations can be obtained using the same techniques we will investigate the + case only.

Assume that there exist \( K_+(z, y) \) with \( K_+(z, y) \in L^2(\mathbb{R}) \) and \( K_+(z, y) = 0 \) for \( y < x \), such that \( \phi_+(z, x) \) can be represented by (3.5). Then substituting (3.5)
into (3.4), multiplying it with $\psi_-(z,x)g(z)$, integrating over the set $\sigma^{u,t}$, using the identity (2.36), and taking into account that $K_+(x,y) = 0$, $x > y$, we obtain

$$\begin{align*}
(3.6) \quad K_+(x,s) + \int_x^\infty dy \tilde{q}(y) \oint_{\sigma} J(\lambda, x, y) \psi_+(\lambda, y) \psi_-(\lambda, s) d\rho(\lambda) \\
+ \int_x^\infty dy \tilde{q}(y) \int_y^\infty dt K_+(y,t) \oint_{\sigma} J(\lambda, x, y) \psi_+(\lambda, t) \psi_-(\lambda, s) d\rho(\lambda) = 0.
\end{align*}$$

Set

$$\begin{align*}
(3.7) \quad \Gamma_+(x,y,t,s) &= \oint_{\sigma} \psi_+(\lambda, x) \psi_+(\lambda, y) \psi_-(\lambda, t) \psi_-(\lambda, s) g(\lambda) d\rho(\lambda),
\end{align*}$$

where the integral has to be understood in the principal value sense.

Then substituting (2.32), (2.35), (3.2), and (3.7) into (3.6) we obtain

$$\begin{align*}
(3.8) \quad K_+(x,s) + \int_x^\infty (\Gamma_+(x,y,y,s) - \Gamma_+(y,x,y,s)) \tilde{q}(y) dy \\
+ \int_x^\infty dy \tilde{q}(y) \int_y^\infty K_+(y,t) (\Gamma_+(x,y,t,s) - \Gamma_+(y,x,t,s)) dt = 0.
\end{align*}$$

A simple calculation using (2.31) and (2.33) shows that (3.7) satisfies

$$\begin{align*}
(3.9) \quad \Gamma_+(x,y,t,s) &= -\Gamma_+(y,x,s,t).
\end{align*}$$

Combining (2.10), (2.30), and (2.35), one obtains that the only poles of the integrand are given at the band edges. Using a series of contour integrals and applying Jordan’s lemma (see for example [39]), it turns out to be necessary to investigate the following series

$$\begin{align*}
(3.10) \quad D_+(x,y,r,s) &= -\frac{1}{4} \sum_{E \in \partial\sigma} f_+(E, x, y, r, s),
\end{align*}$$

where, for any $E \in \partial\sigma$, we denote

$$\begin{align*}
(3.11) \quad f_+(E, x, y, r, s) &= \lim_{z \to E} \frac{G(z,0)^2}{Y(z)} \psi_+(z,z) \psi_-(z,y) \psi_+(z,r) \psi_-(z,s).
\end{align*}$$

**Lemma 3.1.** The series $D_+(x, y, r, s)$ defined by (3.10) and (3.11) converges, is continuous, and uniformly bounded with respect to all variables $(x, y, r, s) \in \mathbb{R}^4$.

**Proof.** First note that by (2.10) we have

$$\begin{align*}
f_+(E, x, y, r, s) &= \frac{(G(E,x)G(E,y)G(E,r)G(E,s))^{1/2}}{\frac{d}{dz} Y(E)} \\
&\times \lim_{z \to E} \exp \left( \int_y^x \frac{Y^{1/2}(z)}{G(z,\tau)} d\tau + \int_x^r \frac{Y^{1/2}(z)}{G(z,\tau)} d\tau \right),
\end{align*}$$

3 For informations about principal value integrals, we refer to [34 Chap. 2].
for some $E \in \partial \sigma$, where the limit is taken from inside the spectrum. For computing the integral terms we refer to the proof of Lemma 2.2. We will now investigate first partial derivatives, which are uniformly bounded on $(3.14)$ or $(3.13)$

$$E \in \partial \sigma$$

$$M_+(E_{2l}, x, y, r, s) = \frac{\partial}{\partial z} Y(E_{2l})$$

$$= -\frac{(E_{2l} - \mu_l(x))(E_{2l} - \mu_l(y))(E_{2l} - \mu_l(r))(E_{2l} - \mu_l(s)))^{1/2}}{(E_{2l} - E_0)(E_{2l} - E_{2l-1})} \times \sum_{j=1, j \neq l} \frac{(E_{2l} - \mu_j(x))(E_{2l} - \mu_j(y))(E_{2l} - \mu_j(r))(E_{2l} - \mu_j(s)))^{1/2}}{(E_{2l} - E_{2j-1})(E_{2l} - E_{2j})},$$

which can be estimated as follows

$$\prod_{j=1, j \neq l}^{\infty} \frac{(E_{2l} - \mu_j(x))(E_{2l} - \mu_j(y))}{(E_{2l} - E_{2j})(E_{2l} - E_{2j-1})} \leq \prod_{j=1}^{l-1} \frac{(E_{2l} - \mu_j(x))}{(E_{2l} - E_{2j})} \prod_{j=l+1}^{\infty} \frac{(E_{2l} - \mu_j(y))}{(E_{2l} - E_{2j-1})} \leq \exp \left( \sum_{j=1}^{l-1} \log \left( 1 + \frac{E_{2j} - \mu_j(x)}{E_{2l} - E_{2j}} \right) + \sum_{j=l+1}^{\infty} \log \left( 1 + \frac{\mu_j(y) - E_{2j-1}}{E_{2j} - E_{2l}} \right) \right) \leq \exp \left( \frac{1}{\beta} \sum_{j=1}^{\infty} (E_{2j} - E_{2j-1}) \right) < \infty,$$

where we used log$(1+x) \leq x$ for $x > 0$ and $\beta = \min_{x, y, r, s} \{ |E_{2j} - E_{2l}|, |E_{2j-1} - E_{2l}| \}$. Moreover,

$$\frac{(E_{2l} - \mu_l(x))(E_{2l} - \mu_l(y))(E_{2l} - \mu_l(r))(E_{2l} - \mu_l(s)))^{1/2}}{(E_{2l} - E_0)(E_{2l} - E_{2l-1})} \leq \frac{(E_{2l} - E_{2l-1})}{(E_{2l} - E_0)},$$

This implies

$$0 \leq |f_+(E_k, x, y, r, s)| = |M_+(E_k, x, y, r, s)| \leq C_1 \frac{E_{2l} - E_{2l-1}}{E_{2l} - E_0},$$

where $k \in \{2l - 1, 2l\}$ and $C_1 := \exp \left( \frac{1}{\beta} \sum_{j=1}^{\infty} (E_{2j} - E_{2j-1}) \right)$, and therefore our series converges and hence $D_+(x, y, r, s)$ is well defined and uniformly bounded with respect to all variables.

The continuity in all variables follows immediately by using $(2.10)$ and $(2.40)$. □

**Lemma 3.2.** The function $D_+(x, y, r, s)$, defined through $(3.10)$ and $(3.11)$, has first partial derivatives, which are uniformly bounded on $\mathbb{R}^4$.

**Proof.** Consider the integral representation $(2.10)$ of the background Weyl solutions, then the derivative with respect to $x$ is given by

$$\psi'_+(z, x) = \left( \frac{H(z, x) + Y^{1/2}(z)}{G(z, x)} \right) \left( \frac{G(z, x)}{G(0, 0)} \right)^{1/2} \exp \left( \int_0^x Y^{1/2}(z) \right).$$

Note that $G(z, 0)^{1/2} \frac{\partial}{\partial z} \psi_+(z, x)$, by Lemma 2.2 has neither poles nor square root singularities at the band edges $E \in \partial \sigma$, which allows us to pass to the limit in the following expression

$$\lim_{z \to E} \frac{(z - E)H(z, x) + Y^{1/2}(z)}{G^{1/2}(z, x)} \left( G(z, y)G(z, r)G(z, s) \right)^{1/2} Y(z).$$
Therefore, we will slightly abuse notation by omitting the limit and replacing \( z \) by \( E \). W.l.o.g. we will assume that \( E = E_{2n} \) (the case \( E = E_{2n-1} \) can be treated similarly). Using (2.5), we have

\[
\frac{H(E_{2n}, x) \cdot G(E_{2n}, y)G(E_{2n}, r)G(E_{2n}, s)}{G^{1/2}(E_{2n}, x)} \cdot \frac{d}{dz} Y(E_{2n}) = \sum_{j=1}^{\infty} \frac{\sigma_j(x) Y^{1/2}(\mu_j(x))}{G(\mu_j(x), x)(E_{2n} - \mu_j(x))} M_+(E, x, y, r, s).
\]

Due to (3.14) we will at first consider \( \sum_{j\neq n} \frac{Y^{1/2}(\mu_j(x))}{G(\mu_j(x), x)(E_{2n} - \mu_j(x))} \), which can be done using the same ideas as in Lemma 3.1. Namely, for \( j \neq n \),

\[
(3.17) \quad 0 \leq \left| \frac{Y^{1/2}(\mu_j(x))}{G(\mu_j(x), x)(E_{2n} - \mu_j(x))} \right| \leq \frac{1}{\beta} \sqrt{(E_{2j} - E_0)(E_{2j} - E_{2j-1})} C_1^{1/2},
\]

which implies that the corresponding sum converges.

For \( j = n \), there are two cases to distinguish:

(i) If \( \mu_n(x) = E_{2n} \), then

\[
0 \leq \left| \frac{Y^{1/2}(E_{2n})}{G(E_{2n}, x)} M_+(E_{2n}, x, y, r, s) \right| \leq C_1^{3/2} \frac{(E_{2n} - \mu_n(x))(E_{2n} - \mu_n(y))(E_{2n} - \mu_n(s)))^{1/2}}{\sqrt{(E_{2n} - E_0)(E_{2n} - E_{2n-1})}}
\]

\[
\leq C_1^{3/2} \frac{E_{2n} - E_{2n-1}}{\sqrt{E_{2n} - E_0}}.
\]

(ii) If \( \mu_n(x) \neq E_{2n} \), we have

\[
0 \leq \left| \frac{Y^{1/2}(\mu_n(x))}{G(\mu_n(x), x)(E_{2n} - \mu_n(x))} M_+(E_{2n}, x, y, r, s) \right| \leq C_1^{3/2} \frac{(\mu_n(x) - E_0)^{1/2} (\mu_n(x) - E_{2n-1})(E_{2n} - \mu_n(y)))^{1/2}}{E_{2n} - E_0}
\]

\[
\times \frac{(E_{2n} - \mu_n(r))(E_{2n} - \mu_n(s)))^{1/2}}{E_{2n} - E_{2n-1}}
\]

\[
\leq C_1^{3/2} \frac{E_{2n} - E_{2n-1}}{\sqrt{E_{2n} - E_0}}.
\]

Next we consider

\[
(3.18) \quad \frac{Y^{1/2}(E_{2n}) \cdot G(E_{2n}, y)G(E_{2n}, r)G(E_{2n}, s)}{G^{1/2}(E_{2n}, x)} \cdot \frac{d}{dz} Y(E_{2n}),
\]

which can be investigated as before.
Lemma 3.3. The kernels $K$ where

\begin{equation}
K(x, y, r, s) = \frac{Y^{1/2}(E_{2n})}{G(E_{2n}, x)} M_+(E_{2n}, x, y, r, s)
\end{equation}

where $C$ is given by (3.10). In particular,

\begin{equation}
K_+(x, x) = \pm \frac{1}{2} \int_x^{\pm \infty} (q(s) - p(s)) ds.
\end{equation}

Proof. Suppose that $(x - y + r - s) > 0$, where $x, y, r, s$ are considered fixed parameters, and take a series of closed contours $C_n$ consisting of a circular arc $R_n$ centered at the origin with radius $(E_{2n} + E_{2n+1})/2$, together with some parts wrapping around each of the first $n + 1$ bands of the spectrum $\sigma$, but not intersecting it, as indicated in figure [I]. Then we can consider the following series of contour integrals

\begin{equation}
I_n(x, y, r, s) := \frac{1}{2\pi i} \int_{C_n} \psi_+^{*}(z, x) \psi_-(z, y) \psi_+(z, r) \psi_-(z, s) g(z)^2 dz.
\end{equation}

Moreover, consider $L_n$ the integral along the loop around the $n$'th band of the spectrum and set

\begin{equation}
S_n = \frac{1}{2\pi i} \oint_{[E_{2n-2}, E_{2n-1}]} \psi_+^{*}(z, x) \psi_-(z, y) \psi_+(z, r) \psi_-(z, s) g(z)^2 dz,
\end{equation}

(i) If $\mu_n(x) = E_{2n}$, then

\begin{equation}
0 \leq \left| \frac{Y^{1/2}(E_{2n})}{G(E_{2n}, x)} M_+(E_{2n}, x, y, r, s) \right|
\leq C_1 \frac{(E_{2n} - E_{2n-1})}{(E_{2n} - E_0)}
\leq C_1 \frac{(E_{2n} - E_{2n-1})}{(E_{2n} - E_0)}.
\end{equation}

(ii) If $\mu_n(x) \neq E_{2n}$,

\begin{equation}
\frac{Y^{1/2}(E_{2n})}{G(E_{2n}, x)} M_+(E_{2n}, x, y, r, s) = 0,
\end{equation}

because

\begin{equation}
\lim_{z \to E_{2n}} -\frac{(z - E_{2n-1})(z - E_{2n})(z - \mu_n(y))(z - \mu_n(r))(z - \mu_n(s))^{1/2}}{(z - E_0)(z - \mu_n(x))(z - E_{2n-1})} = 0.
\end{equation}

This finishes the proof, as all our estimates are uniformly with respect to $x, y, r, s \in \mathbb{R}$ and

\begin{equation}
0 \leq |f_{+, x}(E_k, x, y, r, s)| \leq C \frac{(E_{2n} - E_{2n-1})}{(E_{2n} - E_0)},
\end{equation}

where $k \in \{2n - 1, 2n\}$ and $C$ denotes a constant independent of $n$. \qed

Lemma 3.3. The kernels $K_\pm(x, s)$ of the transformation operators satisfy the integral equation

\begin{equation}
K_\pm(x, s) = -2 \int_{s + x}^{s + y} q(y) D_\pm(x, y, y, s) dy
\end{equation}

\begin{equation}
\mp 2 \int_x^{x + y - x} dy \int_{s + x - y}^{s + y} D_\pm(x, y, r, s) K_\pm(y, r) q(y) dr,
\end{equation}

where $D_\pm(x, y, r, s)$ are defined by (3.10). In particular,

\begin{equation}
K_\pm(x, x) = \pm \frac{1}{2} \int_x^{\pm \infty} (q(s) - p(s)) ds.
\end{equation}

then we have
\begin{equation}
L_n = L_n - S_n + S_n = S_n,
\end{equation}
where we used that $L_n - S_n = 0$, by the continuity of the integrand up to the real axis and Cauchy’s theorem.

Thus, shrinking the loops around each band of the spectrum in $C_n$ to an integral along each band of the spectrum in $C_n$, and denoting by $\tilde{I}_n(x, y, r, s)$ the resulting series of contour integrals, we obtain
\begin{equation}
\tilde{I}_n(x, y, r, s) = \frac{1}{2\pi i} \int_{R_n} \psi_+(z, x)\psi_-(z, y)\psi_+(z, r)\psi_-(z, s)g(z)^2 dz - \frac{1}{4} \sum_{l=0}^{2n} f_+(E_l, x, y, r, s),
\end{equation}
where we used Sokhotsky–Plemelj’s formula (see e.g. [34, Chap. 2]).

On the circle $R_n$ we have the following asymptotic behavior as $n \to \infty$ and therefore $z \to \infty$,
\begin{equation}
g^{1/2}(z)\psi_+(z, x) = e^{i\sqrt{x}(1+O(\frac{1}{z}))}O\left(\frac{1}{z^{1/4}}\right),
\end{equation}
where we used Lemma 2.1 and the fact that these asymptotics are valid as long as we are outside a small neighborhood of the gaps. This yields
\begin{equation}
\psi_+(z, x)\psi_-(z, y)\psi_+(z, r)\psi_-(z, s)g(z)^2 = e^{i\sqrt{x+y+r-s}(1+O(\frac{1}{z}))}O\left(\frac{1}{z}\right),
\end{equation}
as $z \to \infty$.

Hence one can apply Jordan’s lemma to conclude that the contribution of the circle $R_n$ vanishes as $n \to \infty$.

Thus letting $n \to \infty$ the series of integrals $\tilde{I}_n(x, y, r, s)$ converges to
\begin{equation}
\Gamma_+(x, y, r, s) = D_+(x, y, r, s), \quad \text{for} \quad (x - y + r - s) > 0.
\end{equation}

Note that $f_+(E, x, y, r, s)$ is real for any $E \in \partial\sigma$, because (2.40) and $G(E, x) = 0$, if $\mu_j(x) = E$, imply that $f_+(E, x, y, r, s) = 0$. Moreover $f_+(E, x, y, r, s) =$
Thus $D_+(x, y, r, s)$ is also real and satisfies
\begin{equation}
D_+(x, y, r, s) = D_+(y, x, s, r). \tag{3.30}
\end{equation}

Now let $(x - y + r - s) < 0$, that is $-(x - y + r - s) > 0$. Then (3.29), (3.29), and (3.30) imply
\begin{equation}
\Gamma_+(x, y, t, s) = -\Gamma_+(y, x, s, r) = -D_+(x, y, r, s) = -D_+(x, y, r, s). \tag{3.31}
\end{equation}

Therefore,
\begin{equation}
\Gamma_+(x, y, r, s) = D_+(x, y, r, s) \operatorname{sign}(x - y + r - s). \tag{3.32}
\end{equation}

Combining all the facts, the domain, where the first integrand in (3.8) does not vanish, is given by
\begin{equation}
\operatorname{sign}(x - s) = -\operatorname{sign}(2y - x - s), \quad s > x. \tag{3.33}
\end{equation}

In the second integral the domain of integration is
\begin{equation}
\operatorname{sign}(x - y + t - s) = -\operatorname{sign}(y - x + t - s), \quad s > x, \quad t > y > x. \tag{3.34}
\end{equation}

Solving (3.33) and (3.34), proves (3.21).

Setting now $s = x$ in (3.21), the second summand vanishes, because we set $K_+(y, r) = 0$ for $r < y$. Hence
\begin{equation}
K_+(x, x) = -2 \int_{x}^{\infty} \tilde{q}(y) D_+(x, y, y, x) dy. \tag{3.35}
\end{equation}

Thus we obtain
\begin{equation}
D_+(x, y, y, x) = \frac{1}{4} \sum_{E \in \partial \sigma} \text{Res}_E \frac{1}{z - E_0} \prod_{j=1}^{\infty} \frac{(z - \mu_j(x))(z - \mu_j(y))}{(z - E_{2j-1})(z - E_{2j})}, \tag{3.36}
\end{equation}

and we already know that this function is bounded by Lemma 3.1. Considering now the following sequence
\begin{equation}
D_{+,n}(x, y, y, x) = \frac{1}{4} \sum_{E \in \partial \sigma} \text{Res}_E \frac{1}{z - E_0} \prod_{j=1}^{n} \frac{(z - \mu_j(x))(z - \mu_j(y))}{(z - E_{2j-1})(z - E_{2j})}, \tag{3.37}
\end{equation}

\[= \frac{1}{4} \sum_{l=0}^{2n} \lim_{z \to E_l} \frac{z - E_l}{z - E_0} \prod_{j=1}^{n} \frac{(z - \mu_j(x))(z - \mu_j(y))}{(z - E_{2j-1})(z - E_{2j})}.\]
which corresponds to the case where we only have \( n \) gaps and crossed out all the other ones. We now estimate

\[
|D_+(x, y, y, x) - D_{n,+}(x, y, y, x)| \leq \frac{1}{4} \sum_{l=0}^{2n} \lim_{z \to E_l} \left| \frac{z - E_l}{z - E_0} \prod_{j=1}^{n} \left( \frac{z - \mu_j(x)}{z - E_{2j-1}} \frac{z - \mu_j(y)}{z - E_{2j}} \right) \right|
\]

using the same techniques as in the proof of Lemma 5.1. We fix \( z = E_{2l} \) (the case \( z = E_{2l-1} \) can be handled analogously). If \( l < n \), we have

\[
\lim_{z \to E_{2l}} \left| \frac{z - E_{2l}}{z - E_0} \prod_{j=1}^{n} \left( \frac{z - \mu_j(x)}{z - E_{2j-1}} \frac{z - \mu_j(y)}{z - E_{2j}} \right) \right|
\]

\[
= \left| \frac{E_{2l} - \mu_l(0)}{E_{2l} - E_0} \frac{E_{2l} - \mu_l(E_l)}{E_{2l} - E_2l-1} \prod_{j=1, j \neq l}^{n} \left( \frac{E_{2l} - \mu_j(x)}{E_{2l} - E_{2j-1}} \frac{E_{2l} - \mu_j(y)}{E_{2l} - E_{2j}} \right) \right|
\]

\[
\leq \frac{E_{2l} - E_{2l-1}}{E_{2l} - E_0} \prod_{j=1}^{l-1} \frac{E_{2l} - \mu_j(x)}{E_{2l} - E_{2j}} \prod_{j=l+1}^{n} \frac{E_{2l} - \mu_j(x)}{E_{2l} - E_{2j-1}} \exp \left( \frac{1}{\beta} \sum_{j=1}^{n} (E_{2j} - E_{2j-1}) \right)
\]

and

\[
\exp \left( -\frac{1}{\beta} \sum_{j=n+1}^{\infty} (E_{2j} - E_{2j-1}) \right) \leq \prod_{j=n+1}^{\infty} \frac{\mu_j(x) - E_{2l}}{E_{2j} - E_{2l}}
\]

\[
\leq \prod_{j=n+1}^{\infty} \frac{\mu_j(x) - E_{2l}}{E_{2j-1} - E_{2l}} \frac{\mu_j(y) - E_{2l}}{E_{2j} - E_{2l}}
\]

\[
\leq \prod_{j=n+1}^{\infty} \frac{\mu_j(x) - E_{2l}}{E_{2j-1} - E_{2l}} \leq \exp \left( \frac{1}{\beta} \sum_{j=n+1}^{\infty} (E_{2j} - E_{2j-1}) \right),
\]

where the last estimate implies that the first sequence in (3.38) converges uniformly to zero as \( n \) tends to \( \infty \) as in the investigation of (2.7). Analogously, one can estimate the terms of the second sequence to obtain

\[
\lim_{z \to E_{2l}} \left| \frac{z - E_l}{z - E_0} \prod_{j=1}^{n} \left( \frac{z - \mu_j(x)}{z - E_{2j-1}} \frac{z - \mu_j(y)}{z - E_{2j}} \right) \right| \leq \frac{E_{2l} - E_{2l-1}}{E_{2l} - E_0} \exp \left( \frac{1}{\beta} \sum_{j=1}^{\infty} (E_{2j} - E_{2j-1}) \right).
\]

Thus also the second sequence in (3.38) converges uniformly to zero, as we are working in the Levitan class and hence \( D_{n,+}(x, y, y, x) \) converges uniformly against \( D_+(x, y, y, x) \).
Moreover, it is known (see e.g. [2]), that
\begin{equation}
D_{n,+}(x, y, y, x) = -\frac{1}{4}
\end{equation}
for each fixed \(n\), and hence we finally obtain
\begin{equation}
D_{+}(x, y, y, x) = \lim_{n \to \infty} D_{n,+}(x, y, y, x) = \lim_{n \to \infty} -\frac{1}{4} = -\frac{1}{4}.
\end{equation}
Therefore we can now conclude, using (3.35), that
\begin{equation}
K_{\pm}(x, x) = \pm \frac{1}{2} \int_{\pm \infty}^{\pm \infty} (q(s) - p(s)) ds.
\end{equation}

\[\square\]

**Lemma 3.4.** Suppose (1.6), then (3.21) has a unique solution \(K_{\pm}(x, y)\) such that \(K_{\pm}(x, y)\) has first-order partial derivatives with respect to both variables. Moreover, for \(\pm y \geq \pm x\) the following estimates are valid
\begin{align}
&|K_{\pm}(x, y)| \leq C_{\pm}(x)Q_{\pm}(x + y), \\
&\left| \frac{\partial K_{\pm}(x, y)}{\partial x} + \frac{\partial K_{\pm}(x, y)}{\partial y} \right| \leq C_{\pm}(x) \left( \left| \tilde{q} \left( \frac{x + y}{2} \right) \right| + Q_{\pm}(x + y) \right),
\end{align}
where
\begin{equation}
Q_{\pm}(x) = \pm \int_{\pm \infty}^{\pm \infty} |\tilde{q}(s)| ds, \quad \tilde{q}(x) = q(x) - p(x),
\end{equation}
and \(C_{\pm}(x)\) are positive continuous functions for \(x \in \mathbb{R}\), which decrease as \(x \to \pm \infty\) and depend on the corresponding background data and on \(\pm \int_{2x}^{\pm \infty} Q_{\pm}(s) ds\).

**Proof.** Using the method of successive approximation one can prove existence and uniqueness of the solution \(K_{\pm}(x, y)\) of (3.21). We restrict our considerations to the + case. After the following change of variables
\begin{align}
2\alpha &:= s + r, \quad 2\beta := r - s, \quad 2u := x + y, \quad 2v := y - x,
\end{align}
(3.21) becomes
\begin{equation}
H(u, v) = -2 \int_{u}^{\infty} \tilde{q}(s) D_{1}(u, v, s) ds
\end{equation}
\begin{equation}
-4 \int_{u}^{\infty} d\alpha \int_{0}^{\alpha} \tilde{q}(\alpha - \beta) D_{2}(u, v, \alpha, \beta) H(\alpha, \beta) d\beta,
\end{equation}
with
\begin{align}
H(u, v) &= K_{+}(u - v, u + v), \quad D_{1}(u, v, s) = D_{+}(u - v, s, s, u + v), \\
D_{2}(u, v, \alpha, \beta) &= D_{+}(u - v, \alpha - \beta, \alpha + \beta, u + v).
\end{align}
As the functions \(D_{1}\) and \(D_{2}\) are uniformly bounded with respect to all their variables by a constant \(C\), we can apply the method of successive approximation to estimate \(H(u, v)\), which yields
\begin{equation}
|H(u, v)| \leq C(u - v)Q_{+}(2u),
\end{equation}
where
\begin{equation}
C(u - v) = 2C \exp \left( 4C \int_{2u-2v}^{\infty} Q_{+}(x) dx \right).
\end{equation}
To obtain the second estimate (3.44) we recall that the partial derivatives with respect to all variables exist for $D_1$ and $D_2$ and that they are also bounded with respect to all variables. Thus, using

$$\frac{\partial H(u,v)}{\partial u} - 2\tilde{q}(u)D_1(u,v,u) =$$

$$= 4\int_0^v \tilde{q}(u-\beta)D_2(u,v,u,\beta)H(u,\beta) d\beta - 2\int_u^\infty \tilde{q}(s) \frac{\partial D_1(u,v,s)}{\partial u} ds$$

$$- 4\int_0^\infty d\alpha \int_0^v \tilde{q}(\alpha-\beta) \frac{\partial D_2(u,v,\alpha,\beta)}{\partial u} H(\alpha,\beta) d\beta,$$

and

$$\frac{\partial H(u,v)}{\partial v} =$$

$$= -2\left(\int_0^\infty \tilde{q}(s) \frac{\partial D_1(u,v,s)}{\partial v} ds + 2\int_u^\infty \tilde{q}(\alpha-\beta)D_2(u,v,\alpha,v)H(\alpha,v)d\alpha\right)$$

$$+ 2\int_0^\infty d\alpha \int_0^v \tilde{q}(\alpha-\beta) \frac{\partial D_2(u,v,\alpha,\beta)}{\partial v} H(\alpha,\beta) d\beta,$$

one obtains

$$\left| \frac{\partial}{\partial u} H(u,v) \right| \leq C_1(u-v)(|\tilde{q}(u)| + Q_+(2u)),$$

$$\left| \frac{\partial}{\partial v} H(u,v) \right| \leq C_1(u-v)(|\tilde{q}(u)| + Q_+(2u)),$$

where $C_1(u-v)$ is of the same type as (3.50) with a different constant $C_1$ depending on the background data. Using

$$\left| \frac{dK_+(x,y)}{dx} \right| + \left| \frac{dK_+(x,y)}{dy} \right| \leq \left| \frac{dH(u,v)}{du} \right| + \left| \frac{dH(u,v)}{dv} \right|,$$

completes the proof. □

To finish the proof of Theorem 1.2, we have to show the following:

**Lemma 3.5.** The functions

$$\phi_{\pm}(z,x) = \psi_{\pm}(z,x) \pm \int_x^{\pm\infty} K_{\pm}(x,s)\psi_{\pm}(z,s)ds,$$

where $K_{\pm}(x,s)$ are defined by (3.21), satisfy

$$\left( - \frac{d^2}{dx^2} + q(x) \right) \phi_{\pm}(z,x) = z\phi(z,x).$$

**Proof.** Again we will only consider the + case as the other one can be treated similarly and drop the + whenever possible. On the one hand we obtain, using (3.22), that

$$\left( - \frac{d^2}{dx^2} + q(x) \right) \phi(z,x) = -\psi''(z,x) + p(x)\psi(z,x)$$

$$+ \frac{1}{2} \tilde{q}(x)\psi(z,x) + K(x,x)\psi(z,x) + K_x(x,x)\psi(z,x)$$

$$+ \int_x^\infty (q(x)K(x,s) - K_{xx}(x,s))\psi(z,s)ds,$$

(3.57)
and on the other hand, using that \( \psi_\pm(z, x) \) are the background Weyl solutions, we have

\[
\begin{align*}
    z\phi(z, x) &= z\psi(z, x) + K(x, x)\psi'(z, x) - K_y(x, x)\psi(z, x) \\
    &+ \int_x^\infty (p(s)K(x, s) - K_{ss}(x, s))\psi(z, s)\,ds.
\end{align*}
\]

(3.58)

Applying (3.22) once more, we see that (3.56) is satisfied if and only if

\[
(3.59)
\]

For proving this identity we use the integral equation (3.6) instead of (3.21) for

\[
K_{ss}(x, s) = -\int_x^\infty d\bar{q}(y) \oint J(\lambda, x, y)\psi(\lambda, y)\psi''(\lambda, s)\,d\rho(\lambda) \\
- \int_x^\infty d\bar{q}(y) \int_y^\infty dtK(y, t) \oint J(\lambda, x, y)\psi(\lambda, t)\psi''(\lambda, s)\,d\rho(\lambda) \\
= (p(s) - p(x))K(x, s) - \int_x^\infty d\bar{q}(y) \oint J_{xx}(\lambda, x, y)\psi(\lambda, y)\psi(\lambda, s)\,d\rho(\lambda) \\
- \int_x^\infty d\bar{q}(y) \int_y^\infty dtK(y, t) \oint J_{xx}(\lambda, x, y)\psi(\lambda, t)\psi(\lambda, s)\,d\rho(\lambda) \\
= (p(s) - p(x))K(x, s) + K_{xx}(x, s) - \bar{q}(x) \oint J_x(\lambda, x, x)\psi(\lambda, x)\psi(\lambda, s)\,d\rho(\lambda) \\
- \bar{q}(x) \int_x^\infty dtK(x, t) \oint J_x(\lambda, x, x)\psi(\lambda, t)\psi(\lambda, s)\,d\rho(\lambda)
\]

(3.60)

Here it should be noticed that \( \oint J(\lambda, x, y)\psi(\lambda, t)\psi''(\lambda, s)\,d\rho(\lambda) \) exists, because we can again estimate the sum of the absolute values of the residues by using that 

\[
-\psi''(z, x) + p(x)\psi(z, x) = z\psi(z, x)
\]

and the same techniques as in Lemma 3.1. Analogously for \( \oint J_{xx}(\lambda, x, y)\psi(\lambda, t)\psi(\lambda, s)\,d\rho(\lambda) \). Thus (3.59) is fulfilled and therefore also (3.60).

□

Lemma 3.6. One has \( K_\pm(x, y) \in L^2(\mathbb{R}_\pm, dy) \).

Proof. Using (186), we conclude

\[
\begin{align*}
\int_\mathbb{R} |K_\pm(x, y)|^2\,dy &\leq \pm C_\pm(x)^2 \int_x^{\pm\infty} Q_\pm(x + y)^2\,dy \\
    &= C_\pm(x)^2 Q_\pm(2x) \int_x^{\pm\infty} \int_{\pm\infty}^{\pm\infty} |\bar{q}(s)|\,ds\,dy \\
    &= C_\pm(x)^2 Q_\pm(2x) \int_x^{\pm\infty} (2s - 2x)|\bar{q}(s)|\,ds < \infty.
\end{align*}
\]

□
It should also be noticed that for any function \( f(x) \in L^2(\mathbb{R}_\pm) \),
\[
h(x) = f(x) \pm \int_{x}^{\pm \infty} K(y) f(y) dy \in L^2(\mathbb{R}_\pm).
\]
Thus as a consequence we obtain

**Corollary 3.7.** The normalized Jost solutions \( \phi(z,x) \) coincide with the Weyl solutions of the Schrödinger operator \((L)\).
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