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Abstract

Emotions in code-switching text can be expressed in either monolingual or bilingual forms. However, relatively little research has placed emphasis on code-switching text. The challenges of this task include the exploration both monolingual and bilingual information of each post and capturing the informative words from the code-switching context. To address these challenges, we propose a Bilingual Attention Network (BAN) model to aggregate the monolingual and bilingual informative words to form vectors from the document representation, and integrate the attention vectors to predict the emotion. The experiments show the effectiveness of the proposed model. Visualization of the attention layers illustrates that the model selects informative words qualitatively.

1 Introduction

Microblogs such as Twitter and Facebook have gained tremendous popularity in the past decade, they often contain extremely current, even breaking, information about world events. However, the writing style of microblogs tends to be quite colloquial and nonstandard, unlike the style found in more traditional, edited genres (Li et al., 2015; Vo and Zhang, 2015). In addition, authors from multi-lingual communities tend to write code-switching posts frequently (Ling et al., 2013; Wang et al., 2015). These pose challenges for automatic emotion prediction tasks.

There has been some previous research focusing on both emotion analysis (Pang et al., 2002; Lee et al., 2014) and code-switching text analysis (Solorio and Liu, 2008; Ling et al., 2013; Jamatia et al., 2015). However, little research has focused on predicting emotion in code-switching text. Different from monolingual emotion prediction, the emotion in code-switching posts can be expressed in either monolingual or bilingual forms. In this study, we focus on Chinese and English mixed code-switching text from Chinese social media. Although Chinese is the major language, it has been shown that English words are critical for emotion expression (20.1% posts express emotion through English text). E1 - E4 show four examples of code-switching posts that contain both Chinese and English words.

E 1. 玩了一下午轮滑so happy！
(I went rollerblading the whole afternoon, so happy!)

E 2. 开学以来，浮躁的情绪。不安稳的心态。确实该自己检讨一下了。。。sigh～
(I have been grumpy and emotional since the first day of school, unstable mindset too. It’s really time to self-evaluate ... sigh.)

E 3. 上了一天的课，嗓子hold不住了啊。
(I have been teaching the whole day, my throat can’t take it anymore.)

E 4. 早起直接飙酒，喝多上车回校，回校一睁眼过站，多么happy的一天。
(I drank too much in the morning. I got drunk and went back to school by bus, and I missed my stop. Such a happy day.)
These examples show that it is much more difficult to detect emotions in code-switching text than in the monolingual one, since emotions in code-switching posts can be expressed in either one or two languages. Take E2 for example, the sadness emotion is expressed by both Chinese and English text, and the mention of explicit emotion in English is triggered by the Chinese text. The sadness emotion of E3 is expressed by the mixed Chinese and English phrase “hold不住”. In addition, not all the words in the post are useful for predicting emotion, and the importance of words is highly context-dependent. For example in E2, only the words “浮躁” (grumpy) and “sigh” can be used to indicate the sadness emotion, yet the word “happy” in E4 indicates the opposite emotion without the context. Hence, the question how to explore both monolingual and bilingual information of each post post, and how to the informative words and phrases from the code-switching context are what constitute the challenging part.

To address the above challenges, we propose a Bilingual Attention Network (BAN) model to capture informative monolingual and bilingual emotion representations in the code-switching text. The attention mechanism (Bahdanau et al., 2014; Rocktäschel et al., 2015) used to aggregate the representation of informative words into a vector for emotion prediction, provides insight into which words contribute to the classification decision. In addition, a bilingual attention network is used to capture informative words from both monolingual and bilingual context. In particular, we first construct a document representation through a neural network model. Secondly, we project the document representation into three attention vectors by aggregating the representation of the informative words from both monolingual and bilingual context. Finally, a full-connected layer is used to integrate the three attention vectors and predict the emotion.

Our primary contribution is multi-lingual context sensitivity. The model considers both monolingual context and bilingual context, which allow the model to pay relevant attention to informative monolingual and bilingual words, respectively, when constructing relevant document representation. For example, consider the example in Figure 1. We can find that the informative Chinese and English words, such as “浮躁” (grumpy) and “sigh”, have much more influence to the final decision. The key difference to previous work is that our system uses context to discover when a sequence of tokens is relevant rather than simply filtering for sequences of tokens, taken out of context. Evaluation shows the effectiveness of our proposed BAN model with both monolingual and bilingual information.

2 Related Works
2.1 Emotion Analysis
Over the last decade, there has been much work exploring various aspects of emotion analysis (Wiebe et al., 2005). While most focused on analyzing emotions in monolingual text. Some of these studies emotion lexicon building, for example, Rao et al. (2012) automatically built a word-emotion mapping dictionary for social emotion detection, Yang et al. (2014) proposed a novel emotion-aware topic model to build a domain-specific lexicon. For emotion classification, Liu et al. (2013) used a co-training framework to infer the news from readers’ comments and writers’ emotions collectively. Wen and Wan (2014) used class sequential rules for emotion classification of microblog texts by regarding each post as a data sequence. Li et al. (2015) proposed a factor graph based framework to incorporate both label and context dependency for emotion classification.

Deep neural networks have been proved effectiveness for many NLP tasks, including sentiment and emotion analysis (Vo and Zhang, 2015; Zhang et al., 2015). dos Santos and Gatti (2014) proposed a character-based deep convolutional neural network to predict sentiment of short text. Tang et al. (2015) proposed a neural network model to learn vector-based document representation. Zhang et al. (2015)
employed a neural network based CRFs for extracting opinion targets on open domains. Most of the previous studies focused on monolingual text, while our proposed bilingual attention network model focuses on exploring the monolingual and bilingual information collectively, and we also propose a new architecture to capture informative words from monolingual and bilingual contexts with attention mechanisms.

2.2 Research on Code-switching and Bilingual Text

Code-switched documents have received considerable attention in the NLP community (Adel et al., 2013; Garrette et al., 2015). Several studies have focused on code-switching identification and analysis, including mining translations in code-switched documents (Ling et al., 2013), predicting code-switched points (Solorio and Liu, 2008), identifying code-switched tokens (Lignos and Marcus, 2013), adding code-switched support to language models (Li and Fung, 2012), and POS tagging for code-switching text (Jamatia et al., 2015). There is relatively little work focus on predicting emotion in code-switching text. Wang et al. (2015) proposed a machine translation based approach to predict emotion in code-switching text with various external resources. Our approach departs from the previous work that we model the task by considering monolingual and bilingual information in both lexical and document level with neural network model and attention mechanism, while previous research only focused on lexical-level bilingual information. In addition, we do not use any external resource, such as bilingual and sentiment dictionary, to train our model.

More remotely connected, multilingual natural language processing has attracted increasing attention in the computational linguistic community due to its broad real-world applications. Relevant studies have been reported in various natural language processing tasks, such as parsing (Burkett and Klein, 2008), information retrieval (Gao et al., 2009), text classification (Amini et al., 2010), and so on. There are a number of studies on predicting sentiment polarity through multilingual text. Wan (2009) incorporated unlabeled data in the target language into classifier with co-training to improve classification performance. Wei and Pal (2010) regarded cross-lingual sentiment classification as a domain adaptation task and applied structural correspondence learning (SCL) to tackle this problem. Their approach achieves a better performance than the co-training algorithm. More recently, Meng et al. (2012) employed the parallel corpus for cross-lingual sentiment classification. They explored the case when no labeled data is available in the parallel corpus. However, such multi-lingual models do not explicitly consider code-switching, since their data sets are always parallel corpus. As the two languages are mixed in the code-switching text without parallel, code-switching corpus is more difficult to process.

3 Bilingual Attention Network

Given a post $X$ with $T$ words ($X = \langle w_1, w_2, ..., w_T \rangle$), where each word $w_t$ is represented with a $K$-dimensional embedding (Mikolov et al., 2013), our goal is to predict emotions for each post. Formally, for the post $X$ with the emotion $e$, we need an objective integer variable $y$ ($y \in \{0, 1\}$) to define if the emotion $e$ is expressed in the post or not. Note that, we have five emotions in our emotion scheme, and we build the binary classifier to predict each emotion of the post individually.

There are three phases for predicting code-switched emotion using our bilingual attention network. Firstly, we use a long short-term memory network to build a document representation for each post. Secondly, we project the document representation into three vectors by aggregating the representation of the informative words from both monolingual and bilingual context. Note that, the attention vectors from monolingual context only consider the corresponding monolingual words from the document representation, and the vectors from bilingual context consider all the words from the document representation. Thirdly, a full-connected layer is used to integrate the three attention vectors, and predict the emotion with softmax function. The overall architecture of the Bilingual Attention Network (BAN) is shown in Figure 2.

\footnote{The emotions includes, happiness, sadness, anger, fear, and surprise. Please refer to Section 4.1 for more details.}
3.1 Document Representation

A Long Short-Term Memory (LSTM) network (Hochreiter and Schmidhuber, 1997) is used to obtain the document representation of each post. LSTM models a recurrent state transform sequence from an input sequence \( \{ x_1, x_2, ..., x_t \} \) of the post to a hidden state sequence \( \{ h_1, h_2, ..., h_t \} \). A LSTM represents each time step with an input, a memory and a output gate, denoted as \( i_t, f_t \) and \( o_t \) respectively. There are numerous variations to the LSTM model, and we choose one for which the hidden state \( h_t \) for each time-step \( t \) is given by:

\[
\begin{align*}
    i_t &= \sigma(W^{(i)} x_t + U^{(i)} h_{t-1} + b^{(i)}) \\
    f_t &= \sigma(W^{(f)} x_t + U^{(f)} h_{t-1} + b^{(f)}) \\
    o_t &= \sigma(W^{(o)} x_t + U^{(o)} h_{t-1} + b^{(o)}) \\
    u_t &= \tanh(W^{(u)} x_t + U^{(u)} h_{t-1} + b^{(u)}) \\
    c_t &= i_t \odot u_t + f_t \odot c_{t-1} \\
    h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

where \( \sigma \) denotes the sigmoid function. After the LSTM process, we obtain an annotation \( h_t \) for a given word \( w_t \).

3.2 Attention Mechanism

Not all words contribute equally to the representation of the meaning. Hence, we introduce an attention mechanism (Bahdanau et al., 2014; Yang et al., 2016) to extract the words that are important to the meaning of the post, and aggregate the representation of those informative words to form a vector. Since emotion can be expressed in either one or two languages in code-switching text, we build the vectors from monolingual and bilingual contexts respectively. For the monolingual case, we build two vectors \( v^{(cn)} \) and \( v^{(en)} \) to capture informative information from the Chinese and English contexts separately. For the bilingual case, we construct a vector \( v^{(bi)} \) to capture the salient words from the mixed text.

**Bilingual Attention.** We use an attention function to aggregate the representation of the salient words to form the bilingual attention vector \( v^{(bi)} \). Specifically,

\[
\begin{align*}
    u_t^{(bi)} &= \tanh(W^{(bi)} h_t^{(bi)} + b^{(bi)}) \\
    \alpha_t^{(bi)} &= \frac{\exp(u_t^{(bi)T} u_t^{(bi)})}{\sum_t \exp(u_t^{(bi)T} u_t^{(bi)})} \\
    v^{(bi)} &= \sum_t \alpha_t^{(bi)} h_t^{(bi)}
\end{align*}
\]
In the above equations, we first feed the bilingual word annotations \( h^{(bi)}_t \) through a one-layer perceptron to get \( u^{(bi)}_t \) as a hidden representation of \( h^{(bi)}_t \) (Eq. 7), and then measure the importance of the word by measuring the similarity of \( u^{(bi)}_t \) with a word-level context vector \( u^{(bi)}_t \) obtaining a normalized importance weight \( \alpha_t \) (Eq. 8). After that, we compute the bilingual attention vector \( v^{bi} \) as a weighted sum of the word annotations based on the weight (Eq. 9). The context vector \( u^{(bi)}_t \) can be seen as a high-level informative representation of the words in memory networks (Kumar et al., 2015). The word context vector \( u^{(bi)}_t \) are randomly initialized and jointly learned during the training process.

**Monolingual Attention.** To reward the most relevant words from the two monolingual contexts for emotion classification, we again use an attention functions on the monolingual context to measure their importance.

\[
u^{(mo)}_t = \tanh(W^{(mo)}h^{(mo)}_t + b^{(mo)})\tag{10}
\]

\[
\alpha^{(mo)}_t = \frac{\exp(u^{(mo)}_t T v^{(mo)}_t)}{\sum_t \exp(u^{(mo)}_t T v^{(mo)}_t)}\tag{11}
\]

\[
v^{(mo)} = \sum_t \alpha^{(mo)}_t h^{(mo)}_t\tag{12}
\]

Since we only consider monolingual contexts, the input of attention function is the annotation \( h_t \) of Chinese or English words respectively. When Chinese is used as the monolingual context, \( v^{(cn)} \) equals \( v^{(mo)} \) in Eq. 12 and \( v^{(en)} \) equals \( v^{(mo)} \) when considering English as the monolingual context.

### 3.3 Prediction

The monolingual vector \((v^{(cn)}, v^{(en)})\) and bilingual vector \((v^{(bi)}\) with the attention mechanism mentioned above are concatenated into a single vector \( F = [v^{(cn)}, v^{(en)}, v^{(bi)}] \). We then use a softmax classifier to predict the label \( y \) give the inputs \( X \). The classifier takes the feature vector \( f \in F \) as input:

\[
\hat{p}_\theta(y|X) = \text{softmax}(W^y f + b^y)\tag{13}
\]

\[
\hat{y} = \arg\max_y \hat{p}_\theta(y|X)\tag{14}
\]

Training cost function is the negative log-likelihood of the true class labels \( y^{(k)} \) at each labeled node \((k \in \{0, 1\})\):

\[
J(\theta) = -\frac{1}{2} \sum_{k=0}^{1} \log \hat{p}_\theta(y^{(k)}|X^{(k)}) + \frac{\lambda}{2} ||\theta||_2^2\tag{15}
\]

where the superscript \( k \) indicates the \( k^{th} \) labeled node, and \( \lambda \) is an L2 regularization hyperparameter.

We apply online training, where model parameters are optimized by using Adagrad (Duchi et al., 2011). In order to avoid over-fitting, dropout (Hinton et al., 2012) is used to the word embedding with a ratio of 0.2. For LSTM models, we empirically set size of the hidden layer is 32. We train the word embedding using the *Skip-gram* algorithm\(^2\).

### 4 Experiments

#### 4.1 Dataset and Statistics

We focus on emotion prediction in code-switching text which is defined as text that contains more than one language (“code”). We use Chinese and English code-switching posts for experimental study, and the data set is taken from Weibo.com, one of the popular Chinese social media websites. Our dataset is collected and annotated by Wang et al. (2015). Following their setting, five basic emotions are defined as candidate emotions, namely happiness, sadness, fear, anger and surprise. After removing those posts containing noise and advertisements, there are 3,530 posts express emotions.

\(^2\)https://code.google.com/p/word2vec/
Emotions can be expressed through the two languages separately or collectively, and we focus four types of causal situations for each emotion, namely, None, English, Chinese, and Both. None means that the post does not contain any corresponding emotions (E5). Chinese means that the emotion is expressed through the Chinese text only (E6). English means that the emotion is expressed through the English text only (E1). Both means that the emotions of the post are expressed through both Chinese and English text (E2).

The joint distribution between emotions and caused situations is illustrated in Table 1. Each cell presents the conditional probability $p(l_j|e_i)$ of the emotion $e_i$ based on the situation $l_j$. From the table, we can find that, most of emotional posts are expressed through Chinese text due to Chinese being the major language. Although English text contains relatively fewer words in each post, 20.1% of emotional posts are expressed through English. It indicates that English is of vital importance to emotion expression even in code-switching contexts dominated by Chinese. And more notably, 13.7% emotional posts are conducted in both Chinese and English. It indicates that Chinese and English text would be influenced by each other, and the bilingual context would also be effective for predicting emotion in code-switching text.

| Emotion     | Chinese | English | Both  |
|-------------|---------|---------|-------|
| Happiness   | 0.670   | 0.127   | 0.203 |
| Sadness     | 0.835   | 0.046   | 0.119 |
| Anger       | 0.706   | 0.068   | 0.226 |
| Fear        | 0.901   | 0.026   | 0.073 |
| Surprise    | 0.883   | 0.055   | 0.062 |

Table 1: Joint distribution of emotion and causal situations.

4.2 Experiment Setting
After constructing the dataset, we randomly selected half of the annotated posts as the training data and the other half as the testing data. We use FudanNLP\(^3\) for Chinese word segmentation and adopt the F1-Measure (F1.) to evaluate the performance of emotion prediction.

4.3 Baselines
Our first group of experiments is to investigate whether our proposed approach improves emotion prediction in code-switching text compared with state-of-the-art monolingual emotion prediction methods. For fair comparison, the following models are implemented.

- **Term-Counting (TC)** counts the Chinese and English emotional cue words for each post to predict the emotion (Tunery, 2002).

- **SVM** is the basic model which uses all the Chinese and English text of each post as features\(^4\), we consider bag-of-words as features.

- **BLP-BS** is proposed by Wang et al., (2015), employs a Bipartite graph based Label Propagation framework with lexical level Bilingual and Sentimental information. We re-implement their approach.

\(^3\)https://github.com/FudanNLP/fnlp

\(^4\)SVMlight is used as the implementation for the SVM classifier, http://svmlight.joachims.org
| Emotion | TC     | SVM    | BLP-BS | LSTM  | BAN  |
|---------|--------|--------|--------|-------|------|
| Happiness | 0.258  | 0.591  | 0.638  | 0.662 | 0.678 |
| Sadness  | 0.207  | 0.573  | 0.628  | 0.614 | 0.634 |
| Anger    | 0.194  | 0.677  | 0.700  | 0.659 | 0.728 |
| Fear     | 0.187  | 0.719  | 0.693  | 0.700 | 0.728 |
| Surprise | 0.211  | 0.548  | 0.560  | 0.575 | 0.594 |
| Average  | 0.211  | 0.622  | 0.645  | 0.642 | 0.672 |

Table 2: Comparison with baselines.

| Emotion | CN     | EN     | All    | Comb  |
|---------|--------|--------|--------|-------|
| LSTM    | 0.627  | 0.579  | 0.642  | 0.656 |
| Attention | 0.635  | 0.590  | 0.663  | 0.672 |

Table 3: Influence of Different Factors.

- **LSTM** uses the mixed code-switching text as the input to train a basic LSTM model, using the last hidden state vector $h_n$ directly for emotion prediction. This serves as a neural network baseline without different monolingual and bilingual context.

- **BAN** is our proposed model, which uses attention to capture the informative words from both monolingual and bilingual context.

Table 2 shows the experimental results. From the table we can find that, 1) the performance of Term-counting is unacceptable since many emotions are expressed implicitly and the importance of words is highly context-dependent. 2) Since the neural network model can capture richer features automatically, LSTM outperforms the bag-of-word SVM model in most emotions. 3) Our proposed BAN model significantly outperforms all other approaches ($p$-value $< 0.01$). This indicates the effectiveness of attention mechanism from bilingual and monolingual context, compared to learning the monolingual information. Moreover, as BAN outperforms the BLP-BS model, it shows that our proposed model can automatically capture more valuable information. Note that, BLP-BS use many external resources, such as bilingual and sentimental dictionary, while our proposed model does not use any external resources.

### 4.4 Influence of Different Factors

Table 3 shows the influence of different factors on our proposed model. **LSTM** represents use basic LSTM as the prediction model, and **Attention** represents the LSTM model with attention. **CN** means only considering the Chinese text of each post as input, **EN** means only considering English text, **All** means using the mixed code-switching text as input. Specifically, **LSTM-Comb** means merge the output of LSTM-CN, LSTM-EN and LSTM-All into the full connected layer, and then get the prediction results with softmax function, and **Attention-Comb** is same as the proposed BAN model that integrate both monolingual and bilingual attention mechanisms from the document representation.

The table shows us that 1) as the English is the minor language in our corpus, the results of LSTM-EN and Attention-EN are relatively weak. 2) the model using mixed code-switching text (**All**) always outperforms the model using the monolingual text individually, indicating the bilingual information is more useful than mere monolingual information. 3) Exploring monolingual and bilingual information collectively, the LSTM-Comb model can improve the accuracy over the basic LSTM model. It indicates both monolingual (i.e., Chinese and English) and bilingual texts are useful for predicting emotion in code-switching text. 4) By aggregating the representation of the informative words, the attention-based model always outperform the traditional LSTM model. 5) Our model Attention-Comb (BAN) that further utilizes attention mechanism to capture the informative words from both monolingual and bilingual context can outperforms the previous models.
4.5 Visualization of Attention

In order to validate that our model is able to select informative words in a post, we visualize the attention layers for several posts from our corpus in Figures 3. Blue denotes the word weight. Since we have three attention mechanisms for monolingual and bilingual context, the first blue line denote the word weight for bilingual attention, and the other two lines denote the word weight for the Chinese and English attention respectively.

The figure shows that our model can select the words carrying strong sentiment signals such “happy”, “bad”, and “very good”. In addition, since different attention functions consider different contexts, the monolingual attention functions always select the monolingual sentimental words with corresponding language such as, “happy”, and “very good”. The bilingual attention function can select mixed sentimental phrases, such as “hold不住” (can’t hold any more). The joint attention mechanism can also deal with complex contexts. For example, in the first case, the weight of the sadness emotional word “睡不着” (couldn’t sleep) is high with Chinese attention function, although the emotion of the whole post is happiness. However, by considering the English and bilingual attention functions, we can find the weight of word “happy” is higher than “睡不着” (couldn’t sleep), and it can lead us to the correct emotion.

5 Conclusion

In this paper, we addressed a novel yet important task, namely emotion detection in code-switching text. The challenges include that we need to consider both monolingual and bilingual information, and we need to extract the salient words from both monolingual and bilingual contexts. To address these challenges, a bilingual attention network model is proposed to capture the representations of monolingual and bilingual information in the code-switching text respectively. A LSTM model is used to construct the document-level representation of each post, and attention mechanism is used to capture the informative words from both monolingual and bilingual contexts. Empirical studies demonstrated that our model can significantly outperform several strong baselines.
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