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Abstract. We study the three-dimensional Ginzburg-Landau model of superconductivity for strong applied magnetic fields varying between the second and third critical fields. In this regime, it is known from physics that superconductivity should be essentially restricted to a thin layer along the boundary of the sample. This leads to the introduction of a Ginzburg-Landau model on a half-space. We prove that the non-linear Ginzburg-Landau energy on the half-space with constant magnetic field is a decreasing function of the angle $\nu$ that the magnetic field makes with the boundary. In the case when the magnetic field is tangent to the boundary ($\nu = 0$), we show that the energy is determined to leading order by the minimization of a simplified 1D functional in the direction perpendicular to the boundary. We also study the geometric behavior of the order parameter near the surface of the sample by constructing formal solutions with lattice properties.

1. Introduction

1.1. The Ginzburg-Landau model. The Ginzburg-Landau (GL) theory of superconductivity was first introduced in the '50s as a phenomenological macroscopic model [11]. It successfully describes the behavior of a superconductor subject to an external magnetic field and was later justified by Gor’kov [12] as emerging from the microscopic Bardeen-Cooper-Schrieffer (BCS) theory. This has recently been proved rigorously [10]. It has been widely used in the physics literature, for instance for successfully predicting the response of superconducting materials to an external magnetic field. Also in the celebrated work of Abrikosov [1], this theory predicted the existence of type II superconductors - in particular, of vortex lattices - before they had been experimentally realized, see [5] for a review of this topic for which A. Abrikosov was awarded the Nobel Prize, and the first discussion by Saint-James and de Gennes of the surface superconductivity phenomenon that is the subject of this paper.

In the GL theory, the superconducting state of a sample is described by a complex-valued wave function $\psi : \mathbb{R}^3 \to \mathbb{C}$ (the order parameter) and a vector field (magnetic potential) $A : \mathbb{R}^3 \to \mathbb{R}^3$ such that the pair $(\psi, A)$ is a critical point of a specific energy functional. The interpretation of $\psi$ and $A$ is explained by the BCS theory as follows: $|\psi|^2$ is proportional to the density of superconducting particles (the so-called Cooper pairs) and $\kappa H \text{curl} A$ measures the induced magnetic field inside the sample, with $\kappa > 0$ a physical characteristic of the material, and $H$ measuring the intensity of the external magnetic field, that we assume to be
constant throughout the sample. We shall be concerned with type-II superconductors, characterized by $\kappa > \frac{1}{\sqrt{2}}$, and more precisely with the limit $\kappa \to \infty$ (extreme type-II).

The modulus of the order parameter $|\psi|$ varies between 0 and 1: the vanishing of $\psi$ in a certain region or point implies a loss of superconductivity there, due to the absence of Cooper pairs, whereas if $|\psi| = 1$ somewhere all the electrons are arranged in Cooper pairs and thus superconducting. The cases $|\psi| = 1$ and $|\psi| = 0$ everywhere in $\Omega$ correspond to the so-called perfectly superconducting and normal states, known to be preferred for small and large applied field respectively. When $|\psi|$ is not identically 0 nor 1, for intermediate values of the applied field, one says that the system is in a mixed state.

The behavior of a type-II superconductor is distinguished by three critical values of the intensity of the applied magnetic field which we denote by $H_{C_1}$, $H_{C_2}$ and $H_{C_3}$. These critical fields may be described in terms of the wave function $\psi$ as follows. When the external magnetic field strength $H$ satisfies $H < H_{C_1}$, the material is in the superconducting phase, which corresponds to $|\psi| > 0$ everywhere. The sample stays in the superconducting state until the first critical field is reached. When $H_{C_1} < H < H_{C_2}$, the magnetic field penetrates the sample in quantized vortices. These vortices correspond to isolated zeros of $\psi$; their number increases with the increase of the strength of the external field $\kappa H$. In the 2D case, they arrange themselves on a triangular lattice, the famous Abrikosov lattice, that survives until a second critical value of the field is reached. When $H_{C_2} < H < H_{C_3}$ superconductivity is confined to (part of) the surface of the sample corresponding to $|\psi|$ very small in the bulk. More precisely the GL order parameter is exponentially decaying far from the boundary. This is the surface superconductivity regime. Finally, when $H > H_{C_3}$, superconductivity is lost, which is reflected by $\psi = 0$ everywhere, and the normal state becomes the global minimizer of the GL energy.

In the last decades, much progress has been made towards establishing the aforementioned behavior of type-II superconductors by studying minimizers of the GL energy. The monograph [21] and references therein contains an analysis of vortices and the critical field $H_{C_1}$. Concerning the analysis of the critical fields $H_{C_2}$ and $H_{C_3}$ we mention [8, 6] (and references therein). As one can see in [6, 21], the GL model has a rich mathematical structure whose analysis requires a diversity of techniques, many of which have been developed especially for the study of the model. While a detailed study of the GL model in a two dimensional domain has been the subject of numerous papers, the study of the model in a three dimensional domain is much less developed.

1.2. **Objective of the paper.** Our study is motivated by the mathematical theory of the surface superconductivity of 3D samples. It is well understood [17, 18, 9] that in a suitable range of magnetic field strengths the solutions to the GL equations are localized near the boundary. We want to improve the understanding of this boundary layer. For this purpose, we examine the energy contribution of the order parameter in the vicinity of the domain boundary. We believe that in the surface
superconducting state, the order parameters will exhibit a certain lattice structure in the vicinity of the domain boundary similar to the Abrikosov lattices of 2D samples. Understanding the lattice structure near the boundary will help us to understand the vortex lattices of superconductivity when the applied magnetic field decreases and approaches the second critical field $H_{c2}$.

After rescaling and taking limits, the behavior of the solutions to the GL equations in a boundary layer can be understood from the limiting equations in $\mathbb{R}^3_+$. So we consider only the problem in $\mathbb{R}^3_+$.

**Remark 1.1 (The spectral quantity $\Theta_0$).**

The important constant $\Theta_0$ has already been mentioned in §1.1 and will appear in the statements. Consider the harmonic oscillator $H(\xi)$ defined for all $\xi \in \mathbb{R}$ on the half-axis $\mathbb{R}_+$ as follows:

$$H(\xi) = -\frac{d^2}{d\xi^2} + (t - \xi)^2 \quad \text{in} \quad L^2(\mathbb{R}_+),$$

with Neumann boundary condition $u'(0) = 0$. This operator has compact resolvent and it follows from Sturm-Liouville theory that its eigenvalues are simple. Let $\mu_1(\xi)$ denote the first eigenvalue of $H(\xi)$. The constant $\Theta_0$ is defined as:

$$\Theta_0 = \inf_{\xi \in \mathbb{R}} \mu_1(\xi),$$

see for instance [15] and also [13] for the mathematical analysis of $\Theta_0$.

**1.3. The 3D surface energy.** In this paper, for all $m \in \{1, 2, 3\}$, we denote by $x_j$ ($j \in \{1, \cdots, m\}$) the coordinates of $x \in \mathbb{R}^m$. We define $\mathbb{R}^m_+ = \{x \in \mathbb{R}^m : x_1 > 0\}$ and $\partial \mathbb{R}^m_+ = \{x \in \mathbb{R}^m : x_1 = 0\}$ the boundary of $\mathbb{R}^m_+$.

Let $\nu \in [0, \frac{\pi}{2}]$, and $\ell > 0$. We introduce the set:

$$(1.3) \quad D_\ell = (0, \infty) \times (-\ell, \ell) \times (-\ell, \ell),$$

and the magnetic potential $A_\nu$ defined on $\mathbb{R}^3_+$ by

$$(1.4) \quad A = A_\nu = \begin{pmatrix} 0 \\ 0 \\ -x_1 \cos \nu + x_2 \sin \nu \end{pmatrix},$$

for which the associated magnetic field is the constant unit vector that makes an angle $\nu$ with the $x_2x_3$ plane:

$$(1.5) \quad B = B_\nu = \nabla \times A_\nu = \begin{pmatrix} \sin \nu \\ \cos \nu \\ 0 \end{pmatrix}.$$

**Remark 1.2.** By the standard gauge invariance arguments our energy (in particular, the energy functional $\delta E_{B,\nu,\ell}$ defined below) depends on the magnetic field $B_\nu$ but not on the specific choice of vector potential $A_\nu$ with $\nabla \times A_\nu = B_\nu$. We only fix this choice for concreteness.
Definition 1.3. We consider the following reduced GL type energy functional:

\[(1.6)\quad \mathcal{E}_{b,\nu,\ell}(\varphi) = \int_{\mathcal{D}_\ell} \left( |(-i\nabla + A_{\nu})\varphi|^2 - b|\varphi|^2 + \frac{b}{2} |\varphi|^4 \right) \, dx,\]

for \(\varphi\) in the space:

\[(1.7)\quad \mathcal{S}_\ell = \{ \varphi \in L^2(D_\ell) : (-i\nabla + A_{\nu})\varphi \in L^2(D_\ell, \mathbb{C}^3), \varphi = 0 \text{ on } \partial \mathcal{D}_\ell \backslash \{x_1 = 0\} \} .\]

Furthermore, we define:

\[(1.8)\quad E(b,\nu,\ell) = \inf_{\varphi \in \mathcal{S}_\ell} \mathcal{E}_{b,\nu,\ell}(\varphi),\]

and, for those values of \(b\) where the limit exists,

\[(1.9)\quad e(b,\nu) = \lim_{\ell \to \infty} \frac{1}{4\ell^2} E(b,\nu,\ell).\]

Remark 1.4. The existence of the limit (1.9) was proved under the restriction \(b \in [\Theta_0,1]\) in [9]. More precisely, it has been proved that (see [9, Theorem 3.13]) for all \(\nu \in [0,\frac{\pi}{2}]\), the function \(b \mapsto e(b,\nu)\) is continuous and monotone decreasing, and that for all \(b \in [\Theta_0,\nu]\), the function \(\nu \mapsto e(b,\nu)\) is continuous. For \(b \leq \Theta_0\) it is clear that \(e(b,\nu) = 0\) and for \(b > 1\) there is no boundary concentration so the limit in (1.9) does not exist. It is not stated explicitly in [9] but one can easily show that for all \(\nu \in [0,\frac{\pi}{2}]\), the function \(b \mapsto e(b,\nu)\) is also concave (as an infimum and a limit over affine functions).

### 1.4. Statement of the results

For \(\nu = 0\), we have a complete understanding of the limit \(e(b,0)\) in (1.9). For the similar problem in 2D it was proposed in [17] and proved in [4] that a non-linear Ansatz with separation of variables is correct for the ground state. We will see that the 3D case is completely analogous (with essentially the same proof).

Theorem 1.5. For \(\nu = 0\) and \(b \in (\Theta_0,1]\) we have

\[(1.10)\quad e(b,\nu = 0) = E_{0}^{1D},\]

where \(E_{0}^{1D}\) is defined by

\[(1.11)\quad E_{0}^{1D} = \inf_{\xi \in \mathbb{R}} \left( \inf_{f \in H^1(\mathbb{R}_+)} \mathcal{E}_{b,\xi}^{1D}(f) \right),\]

and where

\[(1.12)\quad \mathcal{E}_{b,\xi}^{1D}(f) := \int_{0}^{\infty} \left( |f'(t)|^2 + (t - \xi)^2 |f(t)|^2 - b|f(t)|^2 + \frac{b}{2} |f(t)|^4 \right) dt.\]

We note that the infimum is both taken with respect to the function \(f\) and the real number \(\xi\). Minimizing the 1D-functional (1.12) with respect to \(f\), we obtain an energy \(E_{b,\xi}^{1D}\) and a minimizer \(f_{b,\xi}\). Then, minimizing \(E_{b,\xi}^{1D}\) with respect to \(\xi\) gives a minimal energy \(E_{b,0}^{1D} = E_{0}^{1D}\) and a minimizer \(\xi_0\). The proof of Theorem 1.5 is similar to the 2D-case and is given in Section 3.

Theorem 1.6. For all \(b \in (\Theta_0,1]\), the function \([0,\frac{\pi}{2}] \ni \nu \mapsto e(b,\nu)\) is monotone non-decreasing.
The proof of this statement is given in Section 4. Theorem 1.6 complements the result [9, Theorem 3.13].

The monotonicity of the quantity $e(b, \nu)$ with respect to the angle $\nu$ has an interest in the theory of superconductivity. Indeed, the ground state energy is a function of the inclination of the magnetic field and the result gives that the energy increase as the magnetic field tends to be perpendicular to the surface of the sample.

Finally, in Section 5, we construct bounded solutions with lattice structure, in the case when $\nu \neq 0$. The construction is completely analogous to the Abrikosov solutions in 2D. The result we prove – Theorem 5.5, stated in Section 5.2 – implies an upper bound on the energies (1.8) and (1.9) defined in the first section.
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2. The linear problem

Before starting the analysis of the non-linear Ginzburg-Landau functional $\mathcal{E}_{b, \nu, \ell}$, we describe some of the linear spectral results that are needed.

In all of the paper, we will denote by $\sigma(L)$ the spectrum of any given operator $L$.

First we consider the magnetic Schrödinger operator associated with a constant magnetic field in $\mathbb{R}^3$.

Proposition 2.1. Let the magnetic Schrödinger operator $(-i\nabla + A_\nu)^2$ be defined as a self-adjoint operator on $L^2(\mathbb{R}^3)$ with form domain

$$\{ \psi \in L^2(\mathbb{R}^3) : (-i\nabla + A_\nu)\psi \in L^2(\mathbb{R}^3, \mathbb{C}^3) \} .$$

For all $\nu \in [0, \frac{\pi}{2}]$ we have

$$\inf \sigma\{(-i\nabla + A_\nu)^2\} = 1.$$

Proof. This is just the well known structure of the Landau bands for constant magnetic field in $\mathbb{R}^3$. □

Consider the Schrödinger operator of a particle moving in a 3-dimensional half-space $\mathbb{R}^3_+$, subject to a constant magnetic field of unit strength having an angle $\nu$ to the boundary-plane $\partial \mathbb{R}^3_+$

$$\mathcal{L}(\nu) = (-i\nabla + A_\nu)^2 \quad \text{in} \quad L^2(\mathbb{R}^3_+) ,$$

with domain

$$D(\mathcal{L}(\nu)) = \{ u \in L^2(\mathbb{R}^3_+) : (-i\nabla + A_\nu)u \in L^2(\mathbb{R}^3_+, \mathbb{C}^3), \quad (-i\nabla + A_\nu)^2u \in L^2(\mathbb{R}^3_+), \quad \partial x_1 u = 0 \text{ on } \partial \mathbb{R}^3_+ \} .$$

The spectrum of the Schrödinger operator with (magnetic) Neumann boundary condition introduced in (2.1) has been the object of study of several works and is
by now well understood. We denote by $\zeta(\nu)$ the lowest point in the spectrum of $L(\nu)$,
\begin{equation}
\zeta(\nu) = \inf \sigma(L(\nu)).
\end{equation}
We collect below some properties concerning the quantity $\zeta(\nu)$ (see e.g. [6, Lemmas 7.2.1 & 7.2.2]).

In connection with the analysis of the operator $L(\nu)$, we introduce the two-dimensional operator
\[ L(\nu) = -\partial_{x_1}^2 - \partial_{x_2}^2 + (-x_1 \cos \nu + x_2 \sin \nu)^2 \quad \text{in} \quad L^2(\mathbb{R}_+^2), \]
whose domain $D(L(\nu))$ is
\[ D(L(\nu)) = \{ u \in L^2(\mathbb{R}_+^2) : (-x_1 \cos \nu + x_2 \sin \nu)^j u \in L^2(\mathbb{R}_+^2), \ j = 1, 2, \]
\[ \partial_{x_1} u = 0 \text{ on } \partial \mathbb{R}_+^2 \}. \]

Lemma 2.2. Let $\Theta_0$ be the universal constant introduced in (1.2). The function
\[ [0, \pi/2] \ni \nu \mapsto \zeta(\nu) \]
is continuous, monotonically non-decreasing, and we have that $\zeta(0) = \Theta_0$ and $\zeta(\pi/2) = 1$. Furthermore, for all $\nu \in (0, \pi/2)$ we have
\begin{enumerate}
    \item $\sigma(L(\nu)) = \sigma(L(\nu))$;
    \item $\sigma_{\text{ess}}(L(\nu)) = [1, \infty)$.
\end{enumerate}

The results of Lemma 2.2 (concerning the spectrum of $L(\nu)$) have been obtained in [16, Theorem 3.1], before being improved in [14]. Notice how the dimensional reduction in conclusion (1) in Lemma 2.2 is only valid for $\nu > 0$.

Remark 2.3. Suppose that $\nu \in (0, \pi/2)$. It results from Lemma 2.2 that $\zeta(\nu)$ is the lowest eigenvalue of $L(\nu)$. It is a simple eigenvalue by a positivity argument. Consequently, we can select a unique non-negative eigenfunction $\phi \in L^2(\mathbb{R}_+^2)$, normalized and such that
\begin{equation}
\int_{\mathbb{R}_+^2} (|\nabla \phi|^2 + |(-x_1 \cos \nu + x_2 \sin \nu)\phi|^2) \, dx = \zeta(\nu).
\end{equation}

Notation 2.4. The function defined through (2.4) will be denoted $\phi^{2D}_\nu$.

The next result concerns the decay of the function $\phi^{2D}_\nu$ that we will need. We refer to [20] for a stronger statement.

Proposition 2.5. [See [20]] Let $\nu \in (0, \frac{\pi}{2})$. The ground state $\phi^{2D}_\nu$ of the operator $L(\nu)$ belongs to the Schwartz class $\mathcal{S}(\mathbb{R}_+^2)$.

For completeness, let us mention that other decay properties of the eigenfunction $\phi^{2D}_\nu$ are established in [3, Theorem 1.1].

In [16, Theorem 4.2], it is proved that for all $\nu \in (0, \frac{\pi}{2})$, the dimension of the eigenspace associated with the lowest eigenvalue $\zeta(\nu)$ for the operator $L(\nu)$ is infinite. Thus, we have that $\zeta(\nu)$ is not a discrete eigenvalue but belongs to the essential spectrum of the operator $L(\nu)$. The following result gives the form of the $L^2(\mathbb{R}_+^3)$ eigenfunctions.
Lemma 2.6. Let $\nu \in (0, \frac{\pi}{2})$. For all $f \in L^2(\mathbb{R})$, the function $\phi^{3D}_\nu$ defined by

\[
\phi^{3D}_\nu(x) = \mathcal{F}^{-1} \left( \xi_3 \mapsto f(\xi_3)\phi^{2D}_\nu(x_1, x_2 - \frac{\xi_3}{\sin \nu}) \right),
\]

(where $\mathcal{F}^{-1}$ is the inverse Fourier transform in the $\xi_3$ variable) is an $L^2(\mathbb{R}^3_+)$ eigenfunction associated with the eigenvalue $\zeta(\nu)$ of the operator $\mathcal{L}(\nu)$ (in particular, the Neumann condition at the boundary of $\mathbb{R}^3_+$ is satisfied), and all the $L^2(\mathbb{R}^3_+)$ eigenfunctions associated with the eigenvalue $\zeta(\nu)$ are in this form.

Proof. To prove the first part of the statement, we note that the fact that the function $\phi^{3D}_\nu$ is an eigenfunction associated with the eigenvalue $\zeta(\nu)$ of the operator $\mathcal{L}(\nu)$ comes from the fact that the function $\phi^{2D}_\nu$ is an eigenfunction associated with the eigenvalue $\zeta(\nu)$ of the operator $L(\nu)$. We refer to the proof of Lemma 4.5 in [16] for the details.

We prove here the last assertion of the lemma. We will only prove the decay of $\phi^{3D}_\nu$ since the same decay properties of the derivatives can be obtained in the same way, using that $\phi^{2D}_\nu \in \mathcal{S}(\mathbb{R}^2_+)$ and $f \in C_c^\infty(\mathbb{R})$.

Since $\phi^{2D}_\nu \in \mathcal{S}(\mathbb{R}^2_+)$ and $f$ belongs to $C_c^\infty(\mathbb{R})$, we easily have that the function $\phi^{3D}_\nu$ defined by (2.5) belongs to $C^\infty(\mathbb{R}^3)$.

It suffices to establish the decay in each variable individually. The decay in the $x_1$ variable (uniformly in $x_2$) is obvious since the function $\phi^{2D}_\nu$ belongs to $\mathcal{S}(\mathbb{R}^2_+)$ (in the $x_1$ and $x_2$ variables, see Proposition 2.5). The good estimate in the $x_3$ variable is also straightforward since the Fourier transform of a function in $L^1$ is bounded. We now deal with the decay in the $x_2$ variable. Let $k \in \mathbb{N}$. We are going to give an upper bound on the term

\[
\left| \int_{\mathbb{R}^3_+} \phi^{2D}_\nu \left( x_1, x_2 - \frac{\xi_3}{\sin \nu} \right) e^{ix_3\xi_3} f(\xi_3) \, d\xi_3 \right|.
\]

Let $\text{supp} \ f \subset [-M, M]$. For convenience, we perform a change of variable in the integral ($\eta_3 = x_2 - \frac{\xi_3}{\sin \nu}$) and estimate

\[
\left| \int_{\mathbb{R}^3_+} \phi^{2D}_\nu \left( x_1, \eta_3 \right) e^{-ix_3\eta_3 \sin \nu} f((x_2 - \eta_3) \sin \nu) \, d\eta_3 \right|
\leq |x_2|^k \|f\|_\infty \int_{x_2 - M/\sin \nu}^{x_2 + M/\sin \nu} |\phi^{2D}_\nu(x_1, \eta_3)| \, d\eta_3
\leq \frac{2M}{\sin \nu} \|f\|_\infty \sup_{\mathbb{R}^2_+} \left( (1 + |x_2 - M/\sin \nu|^2)^N \right) \left( (1 + \eta_3^2)^N |\phi^{2D}_\nu(x_1, \eta)| \right),
\]

which gives the desired bound upon choosing $N \geq k$. \qed
3. Parallel field

In this section we study the case when $\nu = 0$ and prove Theorem 1.5. We will prove that the ‘thermodynamic’ limit—the limit in (1.9)—can be expressed through the 1D functional $E_{b, \xi}^{1D}$ given in (1.12). The principal properties of the functional $E_{b, \xi}^{1D}$ are well known (see [17, Section 3 and Appendix], [6, Section 14.2] and the references therein, and also [7]). For understanding and completeness, we recall in the following lemmas the underlying results that we will need.

Lemma 3.1. For all $\xi \in \mathbb{R}$ and all $b \in \mathbb{R}^+$, the functional $E_{b, \xi}^{1D}$ admits a non-negative minimizer $f_{b, \xi}$, in the space

$B^1(\mathbb{R}^+) = \left\{ f \in L^2(\mathbb{R}^+, \mathbb{R}) : p^q f^{(q)}(t) \in L^2(\mathbb{R}^+, \mathbb{R}), \forall p, q \in \mathbb{N}, p + q \leq 1 \right\}.$

The minimizers satisfy the Euler-Lagrange equations

$$
\begin{cases}
- f''_{b, \xi} + (t - \xi)^2 f_{b, \xi} = b(1 - f_{b, \xi}^2) f_{b, \xi}, & t > 0, \\
 f'_{b, \xi}(0) = 0.
\end{cases}
$$

Moreover, we have

$$
\inf_{f \in B^1(\mathbb{R}^+)} E_{b, \xi}^{1D}(f) = -\frac{b}{2} \| f_{b, \xi} \|^4_{L^4(\mathbb{R}^+)},
$$

and the inequality:

$$
\| f_{b, \xi} \|_{L^\infty(\mathbb{R}^+)} \leq 1.
$$

What is more, the equation:

$$
\begin{cases}
- f'' + (t - \xi)^2 f = b(1 - f^2) f, & t > 0, \\
f'(0) = 0.
\end{cases}
$$

admits non-trivial bounded solutions if and only if $\mu_1(\xi) < b$ (see Subsection 1.1 (above) for the definition of $\mu_1$), and if $f \in L^\infty(\mathbb{R}^+)$ satisfies (3.3), then we have that

$$
\| f \|_{L^\infty(\mathbb{R}^+)} \leq 1 \quad \text{and} \quad f \in L^2(\mathbb{R}^+).
$$

If we have $\mu_1(\xi) < b < 1$, the non-negative minimizer $f_{b, \xi} = f_\xi$ of the functional $E_{b, \xi}^{1D}$ is unique and strictly positive.

We should notice that our conventions are slightly different from the ones considered in [6] (see for instance (3.9) in [6] and (1.1) in the present paper) and the ones considered in [4] (see for instance the choice of $(\nabla + iA)$ for the linear part of the Ginzburg-Landau functional instead of the expression $(-i\nabla + A)$ we consider). The statements we give here have been adapted to our choices.

Notation 3.2. We recall that $f_{\xi_0}$ is defined above Theorem 1.6 and we denote $f_0 = f_{\xi_0}$.

The proof of Theorem 1.5 directly follows the approach presented in [4] and is made in two steps consisting in obtaining an upper and a lower bound.
Proof of Theorem 1.5. We will only prove Theorem 1.5 for $b \in (\Theta_0, 1)$—the extension to $b = 1$ following by continuity on both sides. The continuity of the map $[0, \frac{\pi}{2}] \ni \nu \mapsto e(b, \nu)$ is given in [9, Theorem 3.13] for all $\nu \in [0, \frac{\pi}{2}]$. The continuity of $E_{1D}$ is easier and is left to the reader.

**Upper bound.** For $\nu = 0$ and $b \in (\Theta_0, 1]$ (here the endpoint $b = 1$ can easily be included), the estimate

$$E(b, \nu = 0, \ell) \leq 4\ell^2 E_{1D} + o(\ell)$$

is obtained by considering the following trial state

$$\varphi(x) = \varphi(x_1, x_2, x_3) = f_0(x_1) e^{i\xi_0 x_3},$$

(defined for any $x \in \mathbb{R}^3$) suitably localized in order to satisfy the Dirichlet boundary condition. We omit the details.

**Lower bound.** The lower bound results from an energy decoupling through a ground state representation. It relies on some preliminary results related to the 1D-functional $E_{1D}$. In the following lemma we gather the preliminary properties that we need, see [17, Section 3], [6, Section 14.2] and [4, Section 3.2] for details.

**Lemma 3.3.** For all $b \in (\Theta_0, 1)$, the following properties hold.

(i) The function $f_0$ (introduced in Notation 3.2) is strictly positive everywhere in $\mathbb{R}_+$.

(ii) The function $F_0$ defined by

$$F_0(x_1) = 2 \int_0^{x_1} (y - \xi_0) f_0^2(y) \, dy,$$

satisfies $F_0(+\infty) = 0$ and is negative for all $x_1 > 0$.

(iii) The ‘cost function’ $K_0$ defined as:

$$K_0(x_1) = f_0^2(x_1) + F_0(x_1),$$

is positive on $\mathbb{R}_+$.

In the particular case when $\nu = 0$, the functional $\mathcal{E}_{b,\nu,\ell}$ defined through (1.6) has the following form:

$$\mathcal{E}_{b,\nu=0,\ell}(\varphi) = \int_{[-\ell,\ell]^2} \left( \int_0^{+\infty} \left\{ (-i\nabla - x_1 e_3)\varphi \right\}^2 - b|\varphi|^2 + \frac{b}{2} |\varphi|^4 \right) \, dx_1 \, dx_2 \, dx_3,$$

where $e_3$ is the unit vector in the $x_3$ direction. Thanks to the property (i) of Lemma 3.3, to any function $\varphi$ we may associate a function $v$ with the Ansatz:

$$\varphi(x_1, x_2, x_3) = f_0(x_1) e^{i\xi_0 x_3} v(x_1, x_2, x_3).$$

By density of the set of functions with compact support in $\mathcal{S}_\ell$, it suffices to work with functions satisfying

$$\varphi(x_1, x_2, x_3) = 0, \quad \text{for } x_1 \text{ sufficiently large.}$$
Considering (3.10) and using the variational equation (3.2) for \( f_0 \), integration by parts yields,

\[
\mathcal{E}_{\nu=0,\ell}(\varphi) = 4\ell^2 E_0^{1D} + \mathcal{E}_0(v),
\]

where \( \mathcal{E}_0(v) \) is defined as

\[
\mathcal{E}_0(v) = \int_{D_\ell} f_0^2(x_1) \left\{ |\nabla v|^2 - 2(x_1 - \xi_0)e_3 \cdot j(v) + \frac{b}{2} f_0^2(x_1)(1 - |v|^2)^2 \right\} \, dx,
\]

and where \( j(v) = (j_1, j_2, j_3) \) is given by

\[
j(v) = \frac{i}{2} (v\nabla v - \overline{v}\nabla v).
\]

The boundary terms vanish because the function \( f_0 \) satisfies the Neumann boundary condition at \( x_1 = 0 \) (and using (3.10)). Therefore, it suffices to prove the positivity of the reduced functional \( \mathcal{E}_0 \) given in (3.12). We define the following field \( \mathbf{F}_0 = (0, F_0, 0) \), with \( F_0 \) from (3.6). We notice that

\[
(2(x_1 - \xi_0)f_0^2) e_3 \cdot j(v) = (\partial_{x_1} F_0)(v\overline{\partial_{x_3} v} - \overline{v}\partial_{x_3} v).
\]

An integration by parts in the \( x_1 \) variable on the term involving \( j(v) \) (using (3.10)), yields

\[
\int_{D_\ell} -2(x_1 - \xi_0)f_0^2(x_1)e_3 \cdot j(v) \, dx = \int_{D_\ell} F_0 \partial_{x_1} j_3(v) \, dx.
\]

An integration by parts in the \( x_3 \) variable gives, for each fixed \( x_1 \) and \( x_2 \) (and using the Dirichlet boundary condition),

\[
\frac{1}{2} \int_{-\ell}^{\ell} \partial_{x_1} (v\overline{\partial_{x_3} v} - \overline{v}\partial_{x_3} v) \, dx_3 = -i \int_{-\ell}^{\ell} \text{curl} j(v) \cdot e_2 \, dx_3.
\]

Therefore, we have finally obtained

\[
\mathcal{E}_0(v) = \int_{D_\ell} \left\{ f_0^2(x_1)|\nabla v(x)|^2 + F_0(x_1)\mu(v(x)) + \frac{b}{2} f_0^2(x_1)(1 - |v(x)|^2)^2 \right\} \, dx,
\]

where \( \mu(v) = \text{curl} j(v) \cdot e_2 \). Using that \( F_0 \) is negative (by Lemma 3.3, (ii)), and \( |\mu(v)| \leq |\text{curl} j(v)| \leq |\nabla v|^2 \), we get

\[
\mathcal{E}_0(v) \geq \int_{D_\ell} \left( f_0^2(x_1)|\nabla v(x)|^2 + F_0(x_1)|\mu(v(x))| \right) \, dx
\]

\[
\geq \int_{D_\ell} \left( f_0^2(x_1) + F_0(x_1) \right) |\nabla v(x)|^2 \, dx
\]

\[
\geq 0,
\]

(3.14)

where the last inequality follows from (iii) in Lemma 3.3. This finishes the proof of Theorem 1.5. \( \square \)
4. Ground state energy for general direction of the magnetic field

In this section we will prove Theorem 1.6. As stated in Lemma 2.2 in Section 2, a similar monotonicity result is valid for the linear problem, i.e. for the spectral quantity $\zeta(\nu)$. The proof of the monotonicity of $\nu \mapsto \zeta(\nu)$ is rather easy once a clever change of variables is implemented. Our proof of Theorem 1.6 is very much inspired by the analysis of the linear problem and uses the same change of variables performed in the proof of the monotonicity of the lowest eigenvalue (see [16, Theorem 3.1] and [14]).

4.1. Generalization of the initial problem in 3D. Let $\nu \in [0, \frac{\pi}{2}]$, $\ell > 0$ and $\ell_3 > 0$. For $\beta \in [0, \frac{\pi}{2})$, we introduce the set

$$D_{\ell, \ell_3, \beta} = \{ x = (x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 > 0, |x_2 - x_1 \tan \beta| < \ell, |x_3| < \ell_3 \},$$

for which we have the following correspondence with the set defined in (1.3)

$$D_{\ell} = D_{\ell, \ell, 0}.$$

We consider the magnetic potential $A_{\nu}$ defined on $\mathbb{R}^3_+$ by (1.4), for which we recall that the associated magnetic field is the constant unit vector that makes an angle $\nu$ with the $x_2x_3$ plane (see (1.5)).

**Definition 4.1.** We consider the following reduced Ginzburg-Landau type energy functional

$$E_{b, \nu, \beta, \ell, \ell_3}(\varphi) = \int_{D_{\ell, \ell_3, \beta}} \left( |(-i\nabla + A_{\nu})\varphi|^2 - b|\varphi|^2 + \frac{b}{2}|\varphi|^4 \right) dx,$$

for $\varphi$ in the space

$$S_{\ell, \ell_3, \beta} = \left\{ \varphi \in L^2(D_{\ell, \ell_3, \beta}) : (-i\nabla + A_{\nu})\varphi \in L^2(D_{\ell, \ell_3, \beta}, C^3), \varphi = 0 \text{ on } \partial(D_{\ell, \ell_3, \beta}) \setminus \{x_1 = 0\} \right\}.$$

Furthermore, we define

$$E(b, \nu, \beta, \ell, \ell_3) = \inf_{\varphi \in S_{\ell, \ell_3, \beta}} E_{b, \nu, \beta, \ell, \ell_3}(\varphi).$$

**Remark 4.2.** We recall what we mentioned in Remark 1.4. The existence of the limit

$$\lim_{\ell \to \infty} \frac{1}{4\ell^2} E(b, \nu, \beta = 0, \ell, \ell) = e(b, \nu, \beta = 0),$$

was proved in [2] and [9] (see in particular [9, Theorem 3.9] with [8]). Following exactly the same steps of the proof of Theorem 3.9 in [9], we can actually easily show that for all sequence $\{(\ell^{(n)}, \ell_3^{(n)})\}_n$ satisfying

$$0 < \ell^{(n)} \to +\infty, \quad \text{and} \quad C^{-1} < \frac{\ell^{(n)}}{\ell_3^{(n)}} < C \quad \forall n,$$

with a fixed constant $C > 0$, we have that the following limit

$$e(b, \nu, \beta = 0) := \lim_{n \to +\infty} \frac{1}{4\ell^{(n)}\ell_3^{(n)}} E(b, \nu, \beta = 0, \ell^{(n)}, \ell_3^{(n)}).$$
exists, and is independent of the choice of sequence \( \{(\ell^{(n)}, \ell_3^{(n)})\}_n \).

We will need the following result which gives in particular the existence of a minimizer and that all the minimizers have a good decay at infinity in the transverse variable \( x_1 \).

**Lemma 4.3.** Suppose that \( b \in [\Theta_0, 1] \) and \( \beta \in \left[ 0, \frac{\pi}{2} \right] \) are fixed given constants. For all \( \nu \in \left[ 0, \frac{\pi}{2} \right] \), \( \ell > 0 \) and \( \ell_3 > 0 \), the functional \( \mathcal{E}_{b, \nu, \beta, \ell, \ell_3} \) in (4.1) has a minimizer, and any minimizer \( \varphi = \varphi_{b, \nu, \beta, \ell, \ell_3} \) satisfies

\[
\mathcal{E}_{b, \nu, \beta, \ell, \ell_3}(\varphi) = E(b, \nu, \beta, \ell, \ell_3), \quad \|\varphi\|_{L^\infty(D_{\ell, \ell_3, b})} \leq 1.
\]

and

\[
\int_{D_{\ell, \ell_3, b}} \{(\nu \nabla + A_\nu)\varphi^2 - b|\varphi|^2 + \frac{b}{2}|\varphi|^4\} dx = -\frac{b}{2} \int_{D_{\ell, \ell_3, b}} |\varphi|^4 dx.
\]

Furthermore, there exists a constant \( C(b, \beta) \) such that if \( \nu \in \left[ 0, \frac{\pi}{2} \right] \), \( \ell > 0 \) and \( \ell_3 > 0 \), any minimizer \( \varphi \) satisfies

\[
\int_{D_{\ell, \ell_3, b} \cap \{x_1 > 4\}} \frac{x_1}{(\ln x_1)^2} \left( (\nu \nabla + A_\nu)\varphi^2 + |\varphi|^2 + x_1^2|\varphi|^4 \right) dx \leq C(b, \beta) \ell \ell_3.
\]

**Proof.** This statement is proved in [9, Theorem 3.6] (see also [17]) for \( \beta = 0 \) and \( \ell = \ell_3 \). The fact that we have a different domain \( D_{\beta, \ell, \ell_3} \) depending on the two additional parameters \( \beta \) and \( \ell_3 \) does not change anything because they are both fixed in the proof.

We omit the details. \( \square \)

The following result is a key lemma which generalizes Theorem 3.9 in [9]. The proof of this result strongly relies on the generalized result presented in Remark 4.2. We refer to [9] (and [8]) for the technical details.

**Lemma 4.4.** Let \( C > 0 \) and let \( \{(\ell^{(n)}, \ell_3^{(n)})\}_n \) be a sequence satisfying (4.4). We have that

\[
e(b, \nu, \beta) := \lim_{n \to +\infty} \frac{1}{4\ell^{(n)}\ell_3^{(n)}} E(b, \nu, \beta, \ell^{(n)}, \ell_3^{(n)})
\]

exists, is independent of the choice of sequence \( \{(\ell^{(n)}, \ell_3^{(n)})\}_n \), and moreover is independent of \( \beta \).

Thanks to Lemma 4.4, \( e(b, \nu, \beta) \) is independent of \( \beta \). Hence we can omit \( \beta \) from the notation and write

\[
e(b, \nu) = e(b, \nu, \beta) = e(b, \nu, 0).
\]

**Proof of Lemma 4.4.** We fix \( C > 0 \) and choose a sequence \( \{(\ell^{(n)}, \ell_3^{(n)})\}_n \) such that (4.4) holds. For convenience, below we do not systematically indicate the dependence on \( n \) in the notation.

For all \( \hat{\ell} > 0 \), we define the following box

\[
D'_{\ell, \ell_3, \beta} = \{x = (x_1, x_2, x_3) \in D_{\ell, \ell_3, \beta} : x_1 \in (0, \hat{\ell})\},
\]
and for all $\ell > 0$, $\ell_3 > 0$, $\nu \in (0, \frac{1}{2})$ and $\beta \in \left[0, \frac{\pi}{2}\right)$, we denote by $E_{\nu, \beta, \ell, \ell_3}^{\text{Dir}}$ the minimal energy of the functional $E_{\nu, \beta, \ell, \ell_3}$ for which the set of test functions is given by all $\varphi \in S_{\ell, \ell_3, \beta}$, such that $\varphi$ satisfies the following Dirichlet condition

$$\varphi = 0 \text{ on } \partial D_{\ell, \ell_3, \beta} \setminus \{x_1 = 0\}, \quad \text{and } \varphi \text{ extended by } 0 \text{ outside of } D_{\ell, \ell_3, \beta}.$$

We are going to give upper bound and lower bounds on $E_{\nu, \beta, \ell, \ell_3}$ involving the quantity $E_{\nu, \beta, \ell, \ell_3}^{\text{Dir}}$.

The upper bound is obvious since, by inclusion of the variational spaces, we have

$$E_{\nu, \beta, \ell, \ell_3}^{\text{Dir}} \geq E_{\nu, \beta, \ell, \ell_3}.$$  

(4.10)

To obtain a lower bound on $E_{\nu, \beta, \ell, \ell_3}$, we start by choosing $\tilde{\ell}$ as follows

$$\tilde{\ell} = \ell^g,$$

(4.11) where $g > 0$ is a constant which will be chosen later on. We consider a real number $\tilde{\ell}_-$ such that

$$4 \leq \tilde{\ell}_- < \tilde{\ell} \quad \text{with} \quad |\tilde{\ell} - \tilde{\ell}_-| = R(\ell),$$

(4.12) where $R(\ell)$ is a strictly positive quantity which can depend on $\ell$ and which will be given below. We consider two smooth functions $\chi_1$ and $\chi_2$ defined on $\mathbb{R}_+^3$ and constituting a partition of unity such that for all $x \in \mathbb{R}_+^3 \supset D_{\ell, \ell_3, \beta}$:

$$\chi_1(x) = \chi_1(x_1, x_2, x_3) = \begin{cases} 1 & \text{if } x_1 \in [0, \tilde{\ell}_-], \\ 0 & \text{if } x_1 \in [\tilde{\ell}, +\infty), \end{cases}$$

and

$$\chi_2(x) = \chi_2(x_1, x_2, x_3) = \begin{cases} 0 & \text{if } x_1 \in [0, \tilde{\ell}_-], \\ 1 & \text{if } x_1 \in [\tilde{\ell}, +\infty), \end{cases}$$

with

$$\chi_1^2 + \chi_2^2 = 1 \quad \text{on } \mathbb{R}_+^3,$$

and

(4.13) $$\sup_{x \in \mathbb{R}_+^3} |\nabla \chi_j(x)| \leq \frac{C}{R(\ell)}, \quad \text{for all } j \in \{1, 2\}.$$  

For all $\varphi \in S_{\ell, \ell_3, \beta}$, using the fact that

$$\int_{D_{\ell, \ell_3, \beta}} (\chi_j^2(x) - \chi_j(x))|\varphi(x)|^4 \, dx \geq 0$$

for all $j \in \{1, 2\}$ (since $0 \leq \chi_j(x) \leq 1$), we have the following standard decomposition formula (see for instance [9, Section 5.1])

$$\delta_{b, \nu, \beta, \ell, \ell_3}(\varphi) \geq \delta_{b, \nu, \beta, \ell, \ell_3}(\chi_1 \varphi) + \delta_{b, \nu, \beta, \ell, \ell_3}(\chi_2 \varphi) - \|\varphi|\nabla \chi_1||_{L^2(\mathbb{R}_+^3)}^2 - \|\varphi|\nabla \chi_2||_{L^2(\mathbb{R}_+^3)}^2.$$  

(4.14)

To obtain a lower bound to $E_{\nu, \beta, \ell, \ell_3}$, we are going to use the (4.14) by giving an estimate on each term of the right hand side of the inequality.
On one hand we have, by definition and using the property of $\chi_1$, that for all $\varphi \in S_{\ell,\ell,3}$,

\begin{equation}
\int_{D_{\ell,\ell,3}} \left( |(-i \nabla + A_\nu)\chi_1 \varphi|^2 - b |\chi_1 \varphi|^2 + \frac{b}{2} |\chi_1 \varphi|^4 \right) \, dx \geq E^\text{Dir}_\ell(b, \nu, \beta, \ell, \ell_3).
\end{equation}

On the other hand, using Proposition 2.1 (where $\chi_2 \varphi$ is extended by zero to a regular function on all of $\mathbb{R}^3_+ \supset D_{\ell,\ell,3}$), we have

\begin{equation}
\int_{D_{\ell,\ell,3}} \left( |(-i \nabla + A_\nu)\chi_2 \varphi|^2 - b |\chi_2 \varphi|^2 + \frac{b}{2} |\chi_2 \varphi|^4 \right) \, dx \geq 0,
\end{equation}

since $b \leq 1$.

It remains to give an estimate on the remainders of (4.14). Considering the support of the functions $|\nabla \chi_j| (j \in \{1, 2\})$, and using (4.13), we have the following inequality

\begin{equation}
\sum_{j \in \{1, 2\}} \|\varphi|\nabla \chi_j||^2_{L^2(\mathbb{R}^3_+)} \leq \frac{C^2}{R(\ell)^2} \int_{\ell \leq x_1 \leq \ell} |\varphi|^2 \, dx.
\end{equation}

To estimate $\int_{\ell \leq x_1 \leq \ell} |\varphi|^2 \, dx$, we use Lemma 4.3 which gives in particular that for any $\gamma \in [1, 2]$ there exists a constant $C(b, \beta, \gamma) > 0$ (which only depends on $b$, $\beta$ and $\gamma$) such that:

\begin{equation}
\int_{D_{\ell,\ell,3} \cap \{x_1 > 4\}} x_1^\gamma |\varphi|^2 \, dx \leq C(b, \beta, \gamma) \ell \ell_3.
\end{equation}

Using (4.18) for $\gamma$ in the form $\gamma = 1 - \epsilon$ with $\epsilon \in (0, 1)$, we have that there exist a constant $C(b, \beta) > 0$ (also depending the choice of $\epsilon$) such that

\begin{equation}
\int_{\ell \leq x_1 \leq \ell} |\varphi|^2 \, dx \leq C(b, \beta) \frac{\ell \ell_3}{\epsilon^2(1-\epsilon)}.
\end{equation}

We choose

\begin{equation}
0 < R(\ell) = R < 2 \quad \text{and} \quad \rho = \frac{1}{2},
\end{equation}

where $R$ is a fixed constant independent of $\ell$ and where we recall that $\rho$ is introduced in (4.11). Thus, we are lead to consider

\begin{equation}
\tilde{\ell} = \ell^{1/2}.
\end{equation}

With the choices given by (4.20), we have $\tilde{\ell} = \tilde{\ell} + o(\tilde{\ell}) = \ell^{1/2} + o(\ell^{1/2})$. Therefore, we have with (4.19) that

\begin{equation}
\int_{\ell \leq x_1 \leq \ell} |\varphi|^2 \, dx \leq C(b, \beta) \ell^{1/2 + \epsilon/2} \ell_3,
\end{equation}

which finally gives

\begin{equation}
\sum_{j \in \{1, 2\}} \|\varphi|\nabla \chi_j||^2_{L^2(\mathbb{R}^3_+)} \leq C(b, \beta) \ell^{1/2 - \epsilon/2} \ell_3,
\end{equation}

(4.21)
Using (4.14) with a minimizer \( \varphi = \varphi_{b,\nu,\beta,\ell_3} \) of the functional \( \mathcal{E}_{b,\nu,\beta,\ell_3} \), and the estimates (4.15), (4.16) and (4.23), we obtain

(4.24)
\[
E^\text{Dir}_\ell (b, \nu, \beta, \ell, \ell_3) + o(\ell \ell_3) \leq E(b, \nu, \beta, \ell, \ell_3).
\]

Relying on (4.10) and (4.24), we can deal with \( E(b, \nu, \beta, \ell, \ell_3) \) using \( E^\text{Dir}_\ell (b, \nu, \beta, \ell, \ell_3) \) up to a remainder in \( o(\ell \ell_3) \). We denote by \( \ell_* \) the length of the segment joining the two points \((x_1 = \ell, x_2 = \ell, x_3 = 0)\) and \((x_1 = \ell, x_2 = \ell + \ell \tan \beta, x_3 = 0)\). The value of \( \ell_* \) is given by

(4.25)
\[
\ell_* = (\tan \beta) \ell = (\tan \beta) \ell^{1/2}.
\]

For \( \ell = \ell - \ell_* \) and \( \ell = \ell + \ell_* \), we have the following geometrical inclusions

(4.26)
\[
\mathcal{D}_{\ell_3,0}^\ell \subset \mathcal{D}_{\ell_3,\beta}^\ell \subset \mathcal{D}_{\ell_3,0}^\ell.
\]

Using the inclusions (4.26), we have the following inequalities:

(4.27)
\[
\frac{1}{4 \ell \ell_3} E^\text{Dir}_\ell (b, \nu, \beta, \ell, \ell_3) \leq \frac{\ell \ell_3}{\ell \ell_3} \left( \frac{1}{4 \ell \ell_3} E^\text{Dir}_\ell (b, \nu, 0, \ell_3) \right),
\]
and

(4.28)
\[
\frac{\ell \ell_3}{\ell \ell_3} \left( \frac{1}{4 \ell \ell_3} E^\text{Dir}_\ell (b, \nu, 0, \ell_3) \right) \leq \frac{1}{4 \ell \ell_3} E^\text{Dir}_\ell (b, \nu, \beta, \ell, \ell_3).
\]

Therefore, using (4.10), (4.24), we can get ride of the Dirichlet energy and obtain from (4.27) and (4.28) the following inequalities:

(4.29)
\[
\frac{1}{4 \ell \ell_3} E(b, \nu, \beta, \ell, \ell_3) \leq \frac{\ell \ell_3}{\ell \ell_3} \left( \frac{1}{4 \ell \ell_3} (E(b, \nu, 0, \ell_3) + o(\ell \ell_3)) \right),
\]
and

(4.30)
\[
\frac{\ell \ell_3}{\ell \ell_3} \left( \frac{1}{4 \ell \ell_3} E(b, \nu, 0, \ell_3) \right) \leq \frac{1}{4 \ell \ell_3} (E(b, \nu, \beta, \ell, \ell_3) + o(\ell \ell_3)).
\]

As \( \ell = \ell + o(\ell) \) and \( \ell = \ell + o(\ell) \) (see (4.25)), we finally obtain (using the result given in Remark (4.2)) that

(4.31)
\[
\limsup_{n \to +\infty} \frac{1}{4 \ell^{(n)} \ell_3^{(n)}} E(b, \nu, \beta, \ell^{(n)}, \ell_3^{(n)}) \leq \lim_{n \to +\infty} \frac{1}{4 \ell^{(n)} \ell_3^{(n)}} E(b, \nu, \ell^{(n)}, \ell_3^{(n)}),
\]
and

(4.32)
\[
\lim_{n \to +\infty} \frac{1}{4 \ell^{(n)} \ell_3^{(n)}} E(b, \nu, 0, \ell^{(n)}, \ell_3^{(n)}) \leq \liminf_{n \to +\infty} \frac{1}{4 \ell^{(n)} \ell_3^{(n)}} E(b, \nu, \beta, \ell^{(n)}, \ell_3^{(n)}).
\]

The result is obtained using (4.31) and (4.32). \( \square \)

4.2. Proof of Theorem 1.6. In this subsection we will give the proof of Theorem 1.6 by comparing to a problem in convenient coordinates.

For \( L, L_3 > 0 \) and \( \alpha \in (0, \pi) \) we define

\( \tilde{D} = \tilde{D}_{L, L_3, \alpha} = \tilde{D}_{L, \alpha} \times (-L_3, L_3) \),

with

(4.33)
\[
\tilde{D}_{L, \alpha} = \left\{(v_1, v_2) \in \mathbb{R}^2 : v_1 > -v_2, \ |(\tan \alpha)v_1 - v_2| \leq \frac{L}{\sqrt{2}}(1 + \tan \alpha) \right\}.
\]
Lemma 4.6. Suppose that

\[ \tilde{D}_{L,L_3,\alpha} \cap \{ v_1 = -v_2 \} \] is 4LL3.

Define furthermore the functional

\[ \tilde{\mathcal{E}}(\tilde{\varphi}) = \tilde{\mathcal{E}}_{b, \nu, \alpha, L, L_3}(\tilde{\varphi}) \]

\[ = \int_{\tilde{D}_{L,L_3,\alpha}} |\partial_1 \tilde{\varphi}|^2 + \tan^2 \nu |\partial_2 \tilde{\varphi}|^2 + |(-i\partial_3 + v_1)\tilde{\varphi}|^2 - b|\tilde{\varphi}|^2 + \frac{b}{2} \tan \nu |\tilde{\varphi}|^4 \, dv_1 dv_2 dv_3, \]

for \( \tilde{\varphi} \) in the space

\[ \tilde{S}_{L,L_3,\alpha} = \left\{ \tilde{\varphi} \in L^2(\tilde{D}_{L,L_3,\alpha}) : \right\} \]

\[ |\partial_1 \tilde{\varphi}|^2 + \tan^2 \nu |\partial_2 \tilde{\varphi}|^2 + |(-i\partial_3 + v_1)\tilde{\varphi}|^2 \in L^2(\tilde{D}_{L,L_3,\alpha}), \]

\[ \tilde{\varphi} = 0 \text{ on } \partial\tilde{D}_{L,L_3,\alpha} \setminus \{ v_2 = -v_1 \} \].

Also, introduce the following ground state energy,

\[ \tilde{E}(\tilde{\varphi}) = \inf_{\tilde{\varphi} \in \tilde{S}_{L,L_3,\alpha}} \tilde{\mathcal{E}}(\tilde{\varphi}). \]

In the following lemma, we collect the needed results about \( \tilde{\mathcal{E}} \).

Lemma 4.6. Suppose that \( b \in (\Theta_0, 1) \) and \( \alpha \in (0, \pi) \). For all \( \nu \in (0, \frac{\pi}{2}) \), \( L > 0 \) and \( L_3 > 0 \), the functional \( \tilde{\mathcal{E}}_{b, \nu, \alpha, L, L_3} \) defined in (4.34) has a minimizer, and any minimizer \( \tilde{\varphi} = \varphi_{b, \nu, \alpha, L, L_3} \) satisfies

\[ \tilde{\mathcal{E}}_{b, \nu, \alpha, L, L_3}(\tilde{\varphi}) = \tilde{E}(b, \nu, \alpha, L, L_3), \quad \| \tilde{\varphi} \|_{L^2(\tilde{D}_{L,L_3,\alpha})} \leq 1. \]

and the following Euler-Lagrange equation associated with the minimization problem

\[ ( - \partial^2_{v_1} - \tan^2 \nu \partial^2_{v_2} + (-i\partial_3 + v_1)^2 ) \tilde{\varphi} = b(1 - \tan \nu |\tilde{\varphi}|^2)\tilde{\varphi}; \]

and

\[ \int_{\tilde{D}_{L,L_3,\alpha}} \left\{ |\partial_1 \tilde{\varphi}|^2 + \tan^2 \nu |\partial_2 \tilde{\varphi}|^2 + |(-i\partial_3 + v_1)\tilde{\varphi}|^2 - b|\tilde{\varphi}|^2 + \frac{b}{2} \tan \nu |\tilde{\varphi}|^4 \right\} \, dv \]

\[ = -\frac{b}{2} \tan \nu \int_{\tilde{D}_{L,L_3,\alpha}} |\tilde{\varphi}|^4 \, dv. \]

Furthermore, we have the following conclusions,

(i) In the case when

\[ \alpha = \arctan(\tan^2(\nu)), \quad L_3 = \ell, \quad L = \sqrt{2} \ell \sin(\nu), \]

we have the identity

\[ \tilde{E}(b, \nu, \alpha, L, L_3) = E(b, \nu, \ell). \]

In particular, still with this special relation between the parameters,

\[ \frac{\sqrt{2} \sin(\nu)}{4LL_3} \frac{\tilde{E}(b, \nu, \alpha, L, L_3)}{4L^2} = \frac{E(b, \nu, \ell)}{4L^2}. \]
(ii) Let $C > 0$ and let $\{(L^{(n)}, L_3^{(n)})\}_n$ be a sequence satisfying
\begin{equation}
0 < L^{(n)} \xrightarrow[n \to +\infty]{} +\infty, \quad \text{and} \quad C^{-1} < \frac{L^{(n)}}{L_3^{(n)}} < C \quad \forall n,
\end{equation}
with a fixed constant $C > 0$. The limit
$$
\tilde{e} = \tilde{e}(b, \nu, \alpha) = \lim_{n \to +\infty} \frac{1}{4L^{(n)}L_3^{(n)}} \tilde{E}(b, \nu, \alpha, L^{(n)}, L_3^{(n)})
$$
is finite and is independent of $C$ and of the sequence $\{(L^{(n)}, L_3^{(n)})\}_n$.

(iii) The quantity $\tilde{e}(b, \nu, \alpha)$ is independent of $\alpha$.

**Proof.** Obtaining the Euler-Lagrange equation (4.37) is rather standard. We use (4.37) to obtain (4.38) by an integration by parts after multiplying by the conjugate of $\tilde{\varphi}$.

The proof of the (i) is by a change of coordinates. Composing the two changes of variables
$$
\begin{align*}
x_1 &= -u_1 \cos \nu - u_2 \sin \nu \\
x_2 &= u_1 \sin \nu - u_2 \cos \nu \\
x_3 &= u_3
\end{align*}
$$
and next
$$
\begin{align*}
u_1 &= -v_1 \\
u_2 &= \frac{v_1 \nu}{\tan \nu} \\
u_3 &= v_3
\end{align*}
$$
which are respectively a rotation and a dilatation in the second variable, changes the functional expression and maps the domain $D_\ell$ onto the domain $\tilde{D}_\ell,\nu$, where $\tilde{D}_\ell,\nu$ is given by
$$
\tilde{D}_\ell,\nu = \left\{ (v_1, v_2) \in \mathbb{R}^2 : v_1 > -v_2, \quad \frac{\ell \tan \nu}{\cos \nu} < v_2 - v_1 \tan^2 \nu < \frac{\ell \tan \nu}{\cos \nu} \right\} \times (-\ell, \ell).
$$
Combined with the change of function $\varphi = \sqrt{\tan \nu} \tilde{\varphi}$ we get
$$
\tilde{E}(\tilde{\varphi}) = \delta_{b,\nu,\ell}(\varphi).
$$
It is also clear that when $\alpha, L, L_3$ satisfy (4.39) we have
$$
\tilde{D}_{L,L_3,\alpha} = \tilde{D}_{\ell,\nu}.
$$
Thus, (4.40) is proved. Furthermore, (4.41) follows immediately using Remark 4.5.

The second and the third assertions follow from the results of [9], as mentioned in Remark 4.2. □

**Proof of Theorem 1.6.** It suffices to prove the monotonicity of $e(b, \nu)$ in $\nu$ restricted to $\nu \in (0, \frac{\pi}{2})$ since $e(b, \cdot)$ is continuous by [9, Theorem 3.13]. So in the remainder of the proof we work under this restriction.

By Lemma 4.6, we can define
$$
\tilde{E}(b, \nu, L) = \tilde{E}(b, \nu, \alpha = \frac{\pi}{4}, L, L),
$$
and (as in (4.9))
\begin{equation}
\tilde{e}(b, \nu) = \tilde{e}(b, \nu, \alpha = \frac{\pi}{4}).
\end{equation}
Using the first point (i) of Lemma 4.6, we have the following correspondence
\begin{equation}
e(b, \nu) = \sqrt{2} \sin \nu \tilde{e}(b, \nu).
\end{equation}
We consider
\[ \Delta_{b,\nu}(\varepsilon) = e(b, \nu + \varepsilon) - e(b, \nu). \]
Using (4.44) and Lemma 4.6, we can write
\[
(4.45) \quad \Delta_{b,\nu}(\varepsilon) = \sqrt{2} \lim_{L \to +\infty} \left( \sin(\nu + \varepsilon) \frac{\widetilde{E}(b, \nu + \varepsilon, L)}{4L^2} - \sin(\nu) \frac{\widetilde{E}(b, \nu, L)}{4L^2} \right).
\]
We take \( \varepsilon > 0 \) and we are looking for a positive lower bound on \( \Delta_{b,\nu}(\varepsilon) \) in order to prove the monotonicity. We will use a minimizer of the functional
\[
\widetilde{E}_{b,\nu+\varepsilon,L} = \widetilde{E}_{b,\nu+\varepsilon,\alpha=\tilde{\alpha},L}.
\]
This minimizer exists and will be denoted \( \tilde{\varphi} = \tilde{\varphi}_{b,\nu+\varepsilon,L} \). Therefore we have
\[
\widetilde{E}_{b,\nu,L}(\tilde{\varphi}) \geq \widetilde{E}(b, \nu, L) \quad \text{and} \quad \widetilde{E}_{b,\nu+\varepsilon,L}(\tilde{\varphi}) = \widetilde{E}(b, \nu + \varepsilon, L).
\]
Upon inserting this in (4.45) we get
\[
\Delta_{b,\nu}(\varepsilon) \geq \sqrt{2} \lim_{L \to +\infty} \frac{1}{4L^2} \left( \sin(\nu + \varepsilon) \widetilde{E}_{b,\nu+\varepsilon,L}(\tilde{\varphi}) - \sin(\nu) \widetilde{E}_{b,\nu,L}(\tilde{\varphi}) \right).
\]
Considering the integral expression given by (4.34) and writing
\[
\sin(\nu + \varepsilon) \widetilde{E}_{b,\nu+\varepsilon,L}(\tilde{\varphi}) - \sin(\nu) \widetilde{E}_{b,\nu,L}(\tilde{\varphi}) = \sin(\nu + \varepsilon) \widetilde{E}_{b,\nu+\varepsilon,L}(\tilde{\varphi}) - \sin(\nu) \widetilde{E}_{b,\nu+\varepsilon,L}(\tilde{\varphi}) + \sin(\nu) \widetilde{E}_{b,\nu+\varepsilon,L}(\tilde{\varphi}),
\]
we have
\[
\Delta_{b,\nu}(\varepsilon) \geq \sqrt{2} \lim_{L \to +\infty} \left( \frac{1}{4L^2} (\sin(\nu + \varepsilon) - \sin(\nu)) \widetilde{E}(b, \nu + \varepsilon, L) + \frac{1}{L^2} \sin(\nu)(\tan^2(\nu + \varepsilon) - \tan^2(\nu)) \int_{D_{L,\nu}} |\partial_2 \tilde{\varphi}|^2 \, d\nu + \frac{1}{L^2} \sin^2(\nu) \frac{b}{2} (\tan(\nu + \varepsilon) - \tan(\nu)) \int_{D_{L,\nu}} |\tilde{\varphi}|^4 \, d\nu. \right)
\]
For \( \varepsilon \geq 0 \) small enough, we have that \( \tan^2(\nu + \varepsilon) - \tan^2(\nu) \geq 0 \), so that the term
\[
\lim_{L \to +\infty} \frac{1}{4L^2} \int_{D_{L,\nu}} \sin(\nu)(\tan^2(\nu + \varepsilon) - \tan^2(\nu)) |\partial_2 \tilde{\varphi}|^2 \, d\nu
\]
is positive and we can discard it in the lower bound. Using the identity (4.38) of Lemma 4.6 we have
\[
\widetilde{E}(b, \nu + \varepsilon, L) = -\frac{b}{2} \tan(\nu + \varepsilon) \int_{D_{L,\nu}} |\tilde{\varphi}|^4 \, d\nu.
\]
Therefore, we get
\[
\Delta_{b,\nu}(\varepsilon) \geq \sqrt{2} \frac{b}{2} \left( \sin(\nu)(\tan(\nu + \varepsilon) - \tan(\nu)) - (\sin(\nu + \varepsilon) - \sin(\nu)) \tan(\nu + \varepsilon) \right) \lim_{L \to +\infty} \frac{1}{L^2} \int_{D_{L,\nu}} |\tilde{\varphi}|^4 \, d\nu.
\]
To conclude, as $\nu \in (0, \frac{\pi}{2})$, it is easy to see that there exists $\varepsilon_0 > 0$ small enough such that for all $0 < \varepsilon < \varepsilon_0$

$$-\tan \nu (\sin(\nu + \varepsilon) - \sin(\nu)) + \sin(\nu + \varepsilon) (\tan(\nu + \varepsilon) - \tan \nu) \geq 0.$$ 

Indeed, by differentiation, we have as $\varepsilon \to 0$

$$-\tan \nu (\sin(\nu + \varepsilon) - \sin(\nu)) + \sin(\nu + \varepsilon) (\tan(\nu + \varepsilon) - \tan \nu) = \varepsilon (-\tan \nu \cos(\nu) + \sin(\nu)(1 + \tan^2 \nu)) + O(\varepsilon^2) = \varepsilon \sin \nu \tan^2 \nu + O(\varepsilon^2).$$

This finishes the proof. \qed

5. ABRIKOSOV STRUCTURE ON A SURFACE IN 3D

In this section, we prove Theorem 5.5 stated in Section 5.2 below. We are interested in constructing bounded solutions with lattice structure, i.e. for which the physical quantities – the density of Cooper pairs $|\psi|^2$, the magnetic field $\mathbf{B}$ and the magnetic current $\Re (\overline{\psi}(-i \nabla + \mathbf{A}) \psi)$ are periodic. This corresponds to states $\psi$ satisfying the magnetic periodic conditions given by (5.6) below.

Before stating the main result of this section, we should introduce some notations.

First of all, we introduce for an interval $J \subset \mathbb{R}$

\[(5.1)\]

$L^2_{\text{comp}}(J \times \mathbb{R}^2) := \{ \psi \in L^2_{\text{loc}}(J \times \mathbb{R}^2) : \psi \in L^2(J \times K) \text{ for all compact } K \subset \mathbb{R}^2 \}.

5.1. Spectral problem with periodic condition on a parallelogram cell.

Let $\mathbf{e}_2$ and $\mathbf{e}_3$ denote the standard unit vectors $(0, 1, 0)$ and $(0, 0, 1)$ associated with the variables $x_2$ and $x_3$ (respectively).

**Notation 5.1.** Let $R > 0$, $R' > 0$ and $\theta \in (0, \pi)$. We denote by $\Lambda_{R, R', \theta}$ the lattice (in the $x_2 x_3$-plane) defined by

$$\Lambda_{R, R', \theta} = \text{span}_\mathbb{Z} \{ s := R \mathbf{e}_2, t := R' \mathbf{e}_3 \},$$

where $\mathbf{e} = \cos \theta \mathbf{e}_2 + \sin \theta \mathbf{e}_3$.

We will denote by $\mathcal{D}_{R, R', \theta}$ the following fundamental domain

$$\mathcal{D}_{R, R', \theta} = \left\{ (x_2, x_3) \in \mathbb{R}^2, \frac{x_3}{\tan \theta} \leq x_2 \leq \frac{x_3}{\tan \theta} + R, 0 \leq x_3 \leq R' \sin \theta \right\}.$$

Notice that for convenience of notation, we have assumed that the system of coordinates is chosen so that one of the ‘legs’ of the lattice is parallel to a coordinate axis. In general, there can be an angle $\tau$ between the lattice and the (projection onto the $x_2 x_3$-plane of the) magnetic field. Therefore, this choice necessitates a change of convention for the magnetic field compared to what has been used in the first part of the article. As a consequence, we introduce the following notation for the magnetic vector potential and field,
(5.2) \[ \mathbf{A} = \mathbf{A}_{\nu, \tau} = \begin{pmatrix} 0 \\ x_1 \cos \nu \sin \tau - \frac{1}{2} x_3 \sin \nu \\ -x_1 \cos \nu \cos \tau + \frac{1}{2} x_2 \sin \nu \end{pmatrix}, \]

and

(5.3) \[ \mathbf{B} = \mathbf{B}_{\nu, \tau} = \nabla \times \mathbf{A}_{\nu, \tau} = \begin{pmatrix} \sin \nu \\ \cos \nu \cos \tau \\ \cos \nu \sin \tau \end{pmatrix}. \]

The magnetic flux \( \Phi_{\mathbf{A}_{\nu, \tau}} \) over the cell \( \mathcal{D}_{R, R', \theta} \) is

(5.4) \[ \Phi_{\mathbf{A}_{\nu, \tau}} = \frac{1}{2\pi} \int\int_{\mathcal{D}_{R, R', \theta}} \mathbf{B}_{\nu, \tau} \cdot \mathbf{e}_1 \, dx_2 \, dx_3 = \frac{RR' \sin \nu \sin \theta}{2\pi}. \]

The flux \( \Phi_{\mathbf{A}_{\nu, \tau}} \) is obviously proportional to the area of the cell \( RR' \sin \theta \). As we are interested in lattice states (i.e. satisfying a double-periodic condition over the lattice \( \Lambda_{R, R', \theta} \)), it is natural to impose the following flux quantization condition

(5.5) \[ RR' \sin \nu \sin \theta \in 2\pi \mathbb{Z}. \]

Under the flux quantization condition (5.5), we can introduce the following magnetic periodicity condition on wave functions:

(5.6) \[ \psi(x_1, x_2 + R, x_3) = \psi(x) e^{-i \frac{RR'}{2} \sin \nu}, \]

\[ \psi(x_1, x_2 + R' \cos \theta, x_3 + R' \sin \theta) = \psi(x) e^{-i \frac{RR'}{2} \sin \nu (x_2 \cos \theta - x_2 \sin \theta)}. \]

The magnetic periodic conditions (5.6) can more compactly be written as

(5.7) \[ \psi(x + w) = \psi(x) e^{-ig_w(x)}, \quad \forall w \in \Lambda_{R, R', \theta}, \]

where \( g_w \) is the function defined as follows

(5.8) \[ g_w(x) = g_{js + kt}(x) = \frac{b}{2} ((js + kt) \wedge x + (js) \wedge (kt)), \]

for all \( w = js + kt \) in \( \Lambda_{R, R', \theta} \) (\( j, k \in \mathbb{Z} \)), with \( b = \sin \nu \). Here, for \( x, y \in \mathbb{R}^3 \), we have used the definition

\[ x \wedge y = x_2 y_3 - x_3 y_2. \]

Notice that because

\[ \psi(x + js + kt) = \psi((x + js) + kt) = \psi((x + kt) + js), \]

when \( \psi(x) \neq 0 \) we are led to the condition

(5.9) \[ e^{-ig_{js + kt}(x)} = e^{-ig_{js}(x+kt)} e^{-ig_{kt}(x)} \left( = e^{-ig_{kt}(x+js)} e^{-ig_{jt}(x)} \right). \]

With our choice of \( g_w \) given by (5.8), (5.9) follows from (5.5). Thus the quantization of the flux is important for consistency of these periodic conditions.

We also state for later reference the following identity for wave functions \( \psi \) satisfying (5.6) for all \( w \in \Lambda_{R, R', \theta} \),

(5.10) \[ (-i \nabla + \mathbf{A}_{\nu, \tau}) \psi|_{x+w} = e^{-ig_w(x)} (-i \nabla + \mathbf{A}_{\nu, \tau}) \psi|_x. \]
Under condition (5.5), we consider the following eigenvalue problem on the set $\mathbb{R}_+ \times \mathcal{D}_{R,R',\theta}$
\begin{align}
\begin{cases}
(-i\nabla + A_{\nu,\tau})^2 \psi = \lambda \psi & \text{in } \mathbb{R}_+ \times \mathcal{D}_{R,R',\theta}, \\
\frac{\partial \psi}{\partial x_1} = 0 & \text{on } \partial \mathbb{R}^3_+,
\end{cases}
\end{align}
(5.11)

\psi \text{satisfying (5.6)}.

**Lemma 5.2.** We can associate with the spectral problem (5.11), a unique self-adjoint operator which corresponds to the Friedrichs extension of the following quadratic form
\[ Q_{\nu,\theta,\tau}^{\text{per}}(\psi) = \int_{\mathbb{R}_+ \times \mathcal{D}_{R,R',\theta}} \left| (-i\nabla + A_{\nu,\tau}) \psi \right|^2 \, dx, \]
defined for all $\psi$ in the form domain
\[ H^1_{\tau}(\nu, R, R', \theta) = \left\{ \psi \in L^2_{\text{comp}}(\mathbb{R}^3_+), \ -i\nabla + A_{\nu,\tau} \psi \in L^2_{\text{comp}}(\mathbb{R}_+^3, \mathbb{C}^3), \ \psi \text{ satisfies (5.6)} \right\}. \]
(5.12)

**Proof.** This is a standard result since $Q_{\nu,\theta,\tau}^{\text{per}}$ defines a closed quadratic form on $H^1_{\tau}(\nu, R, R', \theta)$.

□

**Remark 5.3.** Notice that if $\varphi, \psi$ satisfy (5.6), $\partial x_1 |_{x_1=0} = 0$ and are sufficiently regular, then
\[ Q_{\nu,\theta,\tau}^{\text{per}}(\varphi, \psi) = \langle \varphi, (-i\nabla + A_{\nu,\tau})^2 \psi \rangle. \]
(5.13)

This follows by integration by parts using that (by (5.7) and (5.10)),
\[ \nabla (-i\nabla + A_{\nu,\tau}) \psi \mid_{x+w} = \frac{e^{-ig_\nu(x)} \varphi(x) e^{-ig_\nu(x)}}{(\nabla \nabla + A_{\nu,\tau}) \psi \mid_{x}} \]
causing the boundary terms to cancel each other pairwise.

**Notation 5.4.** We denote by $L_{\text{per}}^{\nu,\theta}(\nu, \theta)$ the linear self-adjoint operator associated with the eigenvalue problem (5.11), and by $\zeta_{\tau}(\nu, R, R', \theta)$ the following quantity
\[ \zeta_{\tau}(\nu, R, R', \theta) = \inf_{\zeta \in \sigma(L_{\text{per}}^{\nu,\theta}(\nu, \theta))} \zeta. \]

5.2. **Statement of the result.** We present here the statement of the result we prove in this section. Similarly to (1.6) and (4.1), we define (with the space $H^1_{\tau}(\nu, R, R', \theta)$ defined in (5.12).)
\[ E_{\tau}^{\text{per}}(b, \nu, R, R', \theta) = \inf_{\psi \in H^1_{\tau}(\nu, R, R', \theta)} \int_{\mathbb{R}_+ \times \mathcal{D}_{R,R',\theta}} \left| (-i\nabla + A_{\nu,\tau}) \psi \right|^2 \, dx. \]
(5.14)

**Theorem 5.5.** Suppose that $\nu \in (0, \frac{\pi}{2})$, that the magnetic flux satisfies (5.5), and that the linear spectral quantity $\zeta(\nu)$ from (2.3) satisfies
\[ \zeta(\nu) < b < 1. \]
(5.15)

Then
\[ \zeta_{\tau}(\nu, R, R', \theta) = \zeta(\nu), \]
(5.16)
and the quantity $E_{\tau}^{\text{per}}(b, \nu, R, R', \theta)$ defined in (5.14) is achieved in $H^1_\tau(\nu, R, R', \theta)$ with
\begin{equation}
E_{\tau}^{\text{per}}(b, \nu, R, R', \theta) < 0.
\end{equation}
In particular, minimizers of (5.14) exist and are non-trivial.

Theorem 5.5 states that the lowest eigenvalue of the spectral problem (5.11) is equal to the lowest eigenvalue of the following spectral problem on $\mathbb{R}^3_+$,
\begin{equation}
\begin{cases}
(-i\nabla + A_{\nu, \tau})^2 \psi = \lambda \psi & \text{in } \mathbb{R}^3_+,

\frac{\partial \psi}{\partial x_1} = 0 & \text{on } \partial \mathbb{R}^3_+,
\end{cases}
\end{equation}
which is $\zeta(\nu)$. The rest of the section is devoted to the proof of Theorem 5.5.

5.3. Proof of Theorem 5.5.

Proof of Theorem 5.5. By standard arguments, it suffices to prove (5.16). Indeed, if $\mathcal{L}_{\tau}^{\text{per}}(\nu, \theta) \psi = \zeta(\nu) \psi$, where as assumed $\zeta(\nu) < b$, we get (5.17) by using $\varepsilon \psi$ as a trial state in (5.14) for sufficiently small $\varepsilon$.

Now (5.16) follows upon combining Lemma 5.8 and Lemma 5.11 below. \qed

So we proceed to establish the spectral estimates of Lemma 5.8 and Lemma 5.11 below.

Recall (1.4). By a rotation by an angle $\tau$ with respect to the $x_1$ axis (which leaves the half-space $\mathbb{R}^3_+$ invariant), it is easy to see that the Schrödinger operator $\mathcal{L}(\nu)$ with constant magnetic field on the half-space (defined in (2.1)) and the following self-adjoint operator
\begin{equation}
\mathcal{L}_\tau(\nu) = (-i\nabla + A_{\nu, \tau})^2 \quad \text{in } L^2(\mathbb{R}^3_+),
\end{equation}
with domain
$$D(\mathcal{L}_\tau(\nu)) = \{ u \in L^2(\mathbb{R}^3_+) : (-i\nabla + A_{\nu, \tau})u \in L^2(\mathbb{R}^3_+, \mathbb{C}^3), \quad (-i\nabla + A_{\nu, \tau})^2 u \in L^2(\mathbb{R}^3_+), \quad \partial_{x_1} u = 0 \text{ on } \partial \mathbb{R}^3_+ \},$$
are unitarily equivalent. Indeed, the geometrical domain remains unchanged after the rotation so that the spectrum does not change either. Clearly, this rotation also maps the eigenfunctions of the operator $\mathcal{L}(\nu)$ to the eigenfunctions of the operator $\mathcal{L}_\tau(\nu)$.

Thus, denoting $\zeta(\nu)$ the bottom of the spectrum of the operator $\mathcal{L}_\tau(\nu)$, we have that $\zeta(\nu) = \zeta(\nu)$.

We consider $\phi_{\nu}^{\text{3D}}$ defined in (2.5), with $f \in \mathcal{C}_c^\infty(\mathbb{R})$ (for concreteness, let us consider the same $f \in \mathcal{C}_c^\infty(\mathbb{R})$ as the one specified in the proof of Lemma 2.6).

Notation 5.6. Related to the mapping mentioned above, we denote by $\phi_{\nu}^{\text{3D}}$ the eigenfunction of the operator $\mathcal{L}_\tau(\nu)$. This eigenfunction is obviously associated with the eigenvalue $\zeta(\nu)$.

We define with $g_w$ from (5.8), the following function on $\mathbb{R}^3_+$
\begin{equation}
\psi(x) = \sum_{w \in \Lambda} \phi_{\nu, \tau}^{\text{3D}}(x + w)e^{ig_w(x)} = \sum_{j, k \in \mathbb{Z}} \phi_{\nu, \tau}^{\text{3D}}(x + js + kt)e^{ig_{js + kt}(x)}.
\end{equation}
Lemma 5.7. For the function \( \psi \) introduced in (5.20), which is defined on \( \mathbb{R}^3_+ \), the following properties hold.

1. The functions \( \psi, (-i \nabla + A_{\nu, \tau}) \psi, (-i \nabla + A_{\nu, \tau})^2 \psi \) belong to \( L^2(\mathbb{R}_+ \times \mathcal{D}_{R, R', \theta}) \) and \( (-i \nabla + A_{\nu, \tau})^2 \psi = \zeta(\nu) \psi \).

2. The function \( \psi \) satisfies the magnetic periodic condition (5.6) and the Neumann boundary condition \( \frac{\partial \psi}{\partial x_1} = 0 \) on the set \( \partial \mathbb{R}^3_+ \).

Proof. We prove (1). We first show that \( \psi \in L^2(\mathbb{R}_+ \times \mathcal{D}_{R, R', \theta}) \). It suffices to show that

\[
\sum_{(j,k) \in \mathbb{Z}^2} a_{j,k} < +\infty,
\]

with \( a_{j,k} = \| \psi_{3D}(x + js + kt) \|_{L^2(\mathbb{R}_+ \times \mathcal{D}_{R, R', \theta})}^2 \).

Using the last assertion of Lemma 2.6, there exists a positive constant \( C > 0 \) such that for all \( x \in \mathbb{R}^3_+ \),

\[
(1 + x_1^2)(1 + x_2^2)(1 + x_3^2) \| \psi_{3D}(x_1, x_2, x_3) \| \leq C.
\]

Inequality (5.21) follows from (5.22). We omit the technical details.

Now \( (-i \nabla + A_{\nu, \tau})^2 \psi \in L^2(\mathbb{R}_+ \times \mathcal{D}_{R, R', \theta}) \) since \( (-i \nabla + A_{\nu, \tau})^2 \psi = \zeta(\nu) \psi \) (in the sense of distributions). We can obtain that the function \( (-i \nabla + A_{\nu, \tau}) \psi \) belongs to \( L^2(\mathbb{R}_+ \times \mathcal{D}_{R, R', \theta}, C^3) \) proceeding in the same way as for the function \( \psi \). Indeed, thanks to the last assertion of Lemma 2.6, we have in particular that all the first derivatives of \( \psi \) satisfy an analogous inequality as in (5.22), which is the central argument. This finishes the proof of (1).

We prove (2). The Neumann boundary condition at \( x_1 = 0 \) is satisfied for each term in the sum and is therefore clear. We prove the magnetic periodicity in the form of (5.7), by calculating

\[
e^{ig_{j_0s + k_0t}} \psi(x + j_0s + k_0t)
\]

(5.23) \( = \sum_{j,k \in \mathbb{Z}} \psi_{3D}(x + (j + j_0)s + (k + k_0)t) e^{ig_{j_0s + k_0t}} e^{ig_{j_0s + k_0t}(x)} \).

We need to verify that

\[
e^{ig_{j_0s + k_0t}} e^{ig_{j_0s + k_0t}(x)} = e^{ig_{(j_0s + k_0)t}}(x).
\]

(5.24)

But it follows by direct calculation using the definition (5.8) of \( g_w \) that

\[
e^{ig_{j_0s + k_0t}}(x) e^{ig_{j_0s + k_0t}(x)} e^{-ig_{(j_0s + k_0)t}(x)}
\]

(5.25) \( = e^{ib((kt) \wedge (j_0s) + (jt) \wedge (k_0t))} = 1, \)

where the last equality uses the flux quantization (5.5). This finishes the proof of (2).

Lemma 5.8. We have the following estimate:

\[
\zeta(\nu, R, R', \theta) \leq \zeta(\nu).
\]

Proof. By Lemma 5.7, \( \psi \) is an eigenfunction of \( \mathcal{L}^\text{per}_\nu(\nu, \theta) \) with eigenvalue \( \zeta(\nu) \). □
Recall the expression of the magnetic potential $A_{\mu,\tau}$ defined in (5.2). Thanks to the translation invariance in the third variable $x_3$, and to the fact that the magnetic field $B_{\mu,\tau}$ (see (5.3)) does not have any growth at infinity (it is constant), we can easily understand that the operator $L_{\tau}^{\text{per}}(\nu,\theta)$ has essential spectrum. We will use Lemma 5.8 to prove the following result.

**Lemma 5.9.** The operator $L_{\tau}^{\text{per}}(\nu,\theta)$ has an eigenvalue strictly less than the infimum of its essential spectrum.

**Proof.** Step 1. To prove that the operator $L_{\tau}^{\text{per}}(\nu,\theta)$ has an eigenvalue below the threshold of its essential spectrum, it is enough to prove that

\begin{equation}
\text{inf} \sigma_{\text{ess}}(L_{\tau}^{\text{per}}(\nu,\theta)) \geq 1.
\end{equation}

Indeed, as we know that $\zeta(\nu) < 1$ for all $\nu \in (0, \frac{\pi}{2})$ (see Lemma 2.2), Lemma 5.8 therefore implies that $\zeta_{\tau}(\nu, R, R', \theta) < 1$ for all $\nu \in (0, \frac{\pi}{2})$ (see Notation 5.4). Establishing (5.27) will give that the quantity $\zeta_{\tau}(\nu, R, R', \theta)$ belongs to the discrete spectrum of the operator $L_{\tau}^{\text{per}}(\nu, \theta)$, giving in particular that it is an eigenvalue.

Step 2. We introduce the following self-adjoint operator $L$, having formally the same expression as the operator $L_{\tau}^{\text{per}}(\nu, \theta)$, but considered on the whole space $\mathbb{R}^3$. By rotational invariance of the operator $L$, it is well known that its spectrum does not depend on $\nu$. This operator corresponds to the magnetic Laplacian with constant magnetic field and we know that (see Prop 2.1)

\begin{equation}
\text{inf} \sigma(L) = \text{inf} \sigma_{\text{ess}}(L) = 1.
\end{equation}

We choose $L > 0$ (to be chosen large at the end of the proof) and we denote by $L_{\tau, L}^{\text{per,Dir}}(\nu, \theta)$ the self-adjoint realization of the linear operator $L_{\tau}^{\text{per}}(\nu, \theta)$ on $H^1_{\tau}(\nu, R, R', \theta)$, on the subset of functions vanishing on $x_1 \leq L$. Namely, the domain of $L_{\tau, L}^{\text{per,Dir}}(\nu, \theta)$ is the set

\begin{equation}
\{ \psi \in L^2_{\text{comp}}((L_1, +\infty) \times \mathbb{R}^2) : (-i\nabla + A_{\mu,\tau})\psi \in L^2_{\text{comp}}((L_1, +\infty) \times \mathbb{R}^2, \mathbb{C}^3),
\end{equation}

\begin{equation}
(-i\nabla + A_{\mu,\tau})^2 \psi \in L^2_{\text{comp}}((L_1, +\infty) \times \mathbb{R}^2), \psi \text{ satisfies (5.6), } \psi = 0 \text{ on } x_1 = L \},
\end{equation}

where we recall that $H^1_{\tau}(\nu, R, R', \theta)$ has been introduced in (5.12).

Using Persson’s Theorem ([19], see also [6, Theorem B.1.1]), we have

\begin{equation}
\text{inf} \sigma_{\text{ess}}(L_{\tau}^{\text{per}}(\nu, \theta)) = \lim_{L \to +\infty} \text{inf} \sigma(L_{\tau, L}^{\text{per,Dir}}(\nu, \theta)).
\end{equation}

By inclusion of the domains, we have

\begin{equation}
\lim_{L \to +\infty} \text{inf} \sigma(L_{\tau, L}^{\text{per,Dir}}(\nu, \theta)) \geq \text{inf} \sigma(L_{\tau, 0}^{\text{per,Dir}}(\nu, \theta)),
\end{equation}

where $L_{\tau, 0}^{\text{per,Dir}}(\nu, \theta)$ is the operator on $\mathbb{R}^3$ with the same expression as $L_{\tau}^{\text{per}}(\nu, \theta)$, and with Dirichlet boundary condition at $\partial \mathbb{R}^3$.

Step 3. Using (5.28), (5.29) and (5.30), we need to prove that

\begin{equation}
\lambda_0 := \text{inf} \sigma(L_{\tau, 0}^{\text{per,Dir}}(\nu, \theta)) \geq \text{inf} \sigma(L) = 1.
\end{equation}
To prove (5.31) we construct a sequence \((\Psi_n)\) of functions in the domain of the operator \(L\) such that

\[
\lim_{n \to +\infty} \frac{Q(\Psi_n)}{\|\Psi_n\|^2_{L^2(\mathbb{R}^3)}} = \lambda_0,
\]

where \(Q\) is the quadratic form associated with the operator \(L\). We know that there exists a minimizing sequence \((\psi_n)_{n \in \mathbb{N}^*}\) such that

\[
\lim_{n \to +\infty} \frac{Q_{\nu,\theta,\tau}(\psi_n)}{\|\psi_n\|^2_{L^2(C^0)}} = \lambda_0,
\]

where \(Q_{\nu,\theta,\tau}\) is the quadratic form associated with the operator \(L_{\nu,\theta,\tau}^{\text{per,Dir}}(\nu, \theta)\). By density of the set of smooth functions with support bounded with respect to \(x_1\), we can assume without loss of generality that \(\psi_n\) is smooth and for each \(n\) there exists \(k\) such that

\[
\text{supp}(\psi_n) \subseteq \{x = (x_1, x_2, x_3) \in \mathbb{R}^3 : |x_1| \leq k\}.
\]

We let \(k(n)\) be the smallest such integer \(k\). For all \(n \in \mathbb{N}^*\), we denote by \(\tilde{\psi}_n\) the function \(\psi_n\) extended by 0 to the complement of \(\mathbb{R}^3_k\) so that for all \(n \in \mathbb{N}^*\), the function \(\tilde{\psi}_n\) is defined on the whole space \(\mathbb{R}^3\).

We consider a sequence of cutoff functions \((\chi_n)_{n \in \mathbb{N}^*} \subset C_\infty(\mathbb{R})\) satisfying

\[
0 \leq \chi_n \leq 1 \text{ on } \mathbb{R}, \quad \chi_n = 1 \text{ on } [-n, n], \quad \chi_n = 0 \text{ on } \mathbb{R} \setminus [-n+1, n+1],
\]

and

\[
|\nabla \chi_n| \leq C,
\]

for all \(n \in \mathbb{N}^*\) and where \(C > 0\) is a fixed constant. Using these cutoff functions, we build the following sequence of real valued functions \(\eta_n\) in \(C_\infty(\mathbb{R}^3)\) defined (for all \(n \in \mathbb{N}^*\)) on \(\mathbb{R}^3\) as follows

\[
\eta_n(x) = \chi_{k(n)}(x_1) \chi_n \left( \frac{x_2}{R} \right) \chi_n \left( \frac{x_3}{R' \sin \theta} \right).
\]

Notice that the cutoff function \(\eta_n\) defined in (5.37) depends on \(\theta, R, R'\) and the function \(k\) but we have chosen not to indicate this dependence to simplify the notations.

For all \(n \in \mathbb{N}^*\), we define \(\Psi_n\) as

\[
\Psi_n = \eta_n \tilde{\psi}_n.
\]

Thanks to the cutoff, the functions \(\eta_n \tilde{\psi}_n\) belong to the domain of the operator \(L\), for all \(n \in \mathbb{N}^*\). What is more, thanks the choice of \(k(n)\) we have

\[
\eta_n(x) \tilde{\psi}_n(x) = \chi_n \left( \frac{x_2}{R} \right) \chi_n \left( \frac{x_3}{R' \sin \theta} \right) \tilde{\psi}_n(x).
\]

We introduce the following sets (for \(l \in \mathbb{N}\))

\[
C^0 = (0, +\infty) \times D_{R,R',\theta},
\]

\[
C_l = (0, +\infty) \times \{ (x_2, x_3) \in \mathbb{R}^2 : |x_2| < lR, |x_3| < lR' \sin \theta \},
\]
\( K_l = (0, +\infty) \times \{(x_2, x_3) \in \mathbb{R}^2 : lR < |x_2| < (l + 1)R, \text{ or} \)
\[ lR' \sin \theta < |x_3| < (l + 1)R' \sin \theta \).

Notice that these sets depend on \( \theta, R \) and \( R' \) but we have chosen not to encumber the notations.

Define
\[
I_l := \{ w \in A_{R,R',\theta} : C^0 + w \subset C_l \},
\]
\[
\tilde{I}_l := \{ w \in A_{R,R',\theta} : (C^0 + w) \cap K_l \neq \emptyset \}.
\]

We will use that
\[
|\tilde{I}_l|/|I_l| \to 0, \quad \text{as} \quad l \to \infty,
\]
which easily follows by an area consideration.

We now calculate/estimate using the periodicity of \( \tilde{\psi}_n \) and the definition of \( \eta_n \)
\[
\left| \int (\nabla + A_{\nu,\tau})\Psi_n^2 \, dx - |I_n| \int_{C^0} (\nabla + A_{\nu,\tau})\tilde{\psi}_n^2 \, dx \right|
\leq \int_{\mathbb{R}^3 \setminus (\bigcup_{w \in I_n} C^0 + w)} |(\nabla + A_{\nu,\tau})\Psi_n^2 \, dx
\leq \int_{\bigcup_{w \in I_n} (C^0 + w)} |(\nabla + A_{\nu,\tau})\Psi_n^2 \, dx
\leq C|I_n| \int_{C^0} |(\nabla + A_{\nu,\tau})\tilde{\psi}_n^2 + |\tilde{\psi}_n|^2 \, dx.
\]

Similarly,
\[
\int |\Psi_n|^2 \, dx - |I_n| \int_{C^0} |\tilde{\psi}_n|^2 \, dx \leq |\tilde{I}_n| \int_{C^0} |\tilde{\psi}_n|^2 \, dx.
\]

From (5.41) we get using (5.39) that
\[
\left| \frac{\int |\Psi_n|^2 \, dx}{|I_n| \int_{C^0} |\tilde{\psi}_n|^2 \, dx} - 1 \right| \to 0, \quad \text{as} \quad n \to \infty.
\]

Similarly, from (5.40) we find using (5.39) and (5.33) that
\[
\frac{\int |(\nabla + A_{\nu,\tau})\Psi_n|^2 \, dx}{|I_n| \int_{C^0} |\tilde{\psi}_n|^2 \, dx} \to \lambda_0.
\]

Combining (5.43) and (5.42) we conclude (5.32) which finishes the proof. \( \square \)

Since we know by Lemma 5.9 that \( \zeta_\tau(\nu, R, R', \theta) \) is an eigenvalue strictly below the essential spectrum we have the following classical result (see for example [6, Theorem B.5.1]).

**Lemma 5.10.** Let \( \psi_{\nu,\theta,\tau}^{R,R'} \) be a normalized eigenfunction of the operator \( \mathcal{L}_\tau^{\text{per}}(\nu,\theta) \), associated with the lowest eigenvalue \( \zeta_\tau(\nu, R, R', \theta) \). There exist constants \( C, \alpha > 0 \) such that:
\[
\int_{\mathbb{R}^+ \times D_{R,R',\theta}} e^{\alpha x_1} \left( |\psi_{\nu,\theta,\tau}^{R,R'}(x)|^2 + |(\nabla + A_{\nu,\tau})\psi_{\nu,\theta,\tau}^{R,R'}(x)|^2 \right) \, dx < C.
\]
Lemma 5.11. We have
\[ \zeta_\tau(\nu, R, R', \theta) \geq \zeta(\nu). \]

Proof. To prove (5.11) it suffices to construct a sequence \((\Psi_n)\) of functions in the domain of the operator \(L(\nu)\), such that
\[ (5.44) \lim_{n \to +\infty} \frac{Q_\nu(\Psi_n)}{\|\Psi_n\|^2_{L^2(R^3)}} = \zeta_\tau(\nu, R, R', \theta), \]
where \(Q_\nu\) is the quadratic form associated with the operator \(L(\nu)\).

Let \(\psi_{\nu,\theta,\tau} \in H^1_\tau(\nu, R, R', \theta)\) be an eigenfunction of the operator \(L^\text{per}_\tau(\nu, \theta)\), associated with the lowest eigenvalue \(\zeta_\tau(\nu, R, R', \theta)\) (see Lemma 5.9). In particular,
\[ (5.45) \frac{Q^\text{per}_{\nu,\theta,\tau}(\psi_{\nu,\theta,\tau})}{\|\psi_{\nu,\theta,\tau}\|^2_{L^2(R^3)}} = \zeta_\tau(\nu, R, R', \theta). \]
We consider a sequence \((\chi_n)_{n \in \mathbb{N}^*}\) of cutoff functions \(\chi_n \subset C^\infty_c(R^3)\) satisfying (5.35) and (5.36). Using these cutoff functions, we define \(\eta_n\) in \(C^\infty_c(R^3)\) by
\[ \eta_n(x) = \chi_n(x_2) \chi_n(x_3). \]
Thanks to the cutoff in the variables \(x_2\) and \(x_3\), and the decay in the variable \(x_1\), the functions \(\Psi_n := \eta_n\tilde{\psi}_{\nu,\theta,\tau}\) belong to the domain of the operator \(L(\nu)\), for all \(n \in \mathbb{N}^*\). One can now prove that \((\Psi_n)\) satisfies (5.44) using the exact same arguments as in the proof of Lemma 5.9. We omit the details. □
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