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Abstract

Deep learning (DL) frameworks take advantage of GPUs to improve the speed of DL inference and training. Ideally, DL frameworks should be able to fully utilize the computation power of GPUs such that the running time depends on the amount of computation assigned to GPUs. Yet, we observe that in scheduling GPU tasks, existing DL frameworks suffer from inefficiencies such as large scheduling overhead and unnecessary serial execution. To this end, we propose Nimble, a DL execution engine that runs GPU tasks in parallel with minimal scheduling overhead. Nimble introduces a novel technique called ahead-of-time (AoT) scheduling. Here, the scheduling procedure finishes before executing the GPU kernel, thereby removing most of the scheduling overhead during run time. Furthermore, Nimble automatically parallelizes the execution of GPU tasks by exploiting multiple GPU streams in a single GPU. Evaluation on a variety of neural networks shows that compared to PyTorch, Nimble speeds up inference and training by up to 22.34× and 3.61×, respectively. Moreover, Nimble outperforms state-of-the-art inference systems, TensorRT and TVM, by up to 2.81× and 1.70×, respectively.

1 Introduction

In recent years, growing demands for deep learning (DL) have facilitated the advance of DL frameworks such as Caffe2 [24], MXNet [14], PyTorch [28], and TensorFlow [10]. These frameworks provide implementations of GPU-based neural network computations along with high-level APIs, with which users can express the semantics of neural networks as usual Python programs. Furthermore, such frameworks allow users to describe the training and inference procedure of their networks without the need to control GPUs directly. DL frameworks then automatically handle GPU intricacies such as copying neural network weights to GPUs and launching DL operators on GPUs. Operators indicate numerical computations, like convolution and batch normalization, and consist of one or more GPU tasks (i.e., GPU kernels and GPU memory operations).

Before a GPU processes a task, DL frameworks must first go through a series of preparation steps (GPU task scheduling), and then submit the task to the GPU (GPU task submission). We note that current DL frameworks conduct GPU task scheduling during run time. For instance, TensorFlow, Caffe2, and MXNet represent a neural network as a computation graph of DL operators, and schedule the GPU tasks of an operator at run time once the operator’s dependencies are met. Meanwhile, for PyTorch and TensorFlow Eager [11], GPU tasks are scheduled at run time as Python code is interpreted line by line.
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While under ideal circumstances the running time of neural networks mostly depends on the amount of computation assigned to GPUs, in reality we find otherwise. We point out two important problems in run-time task scheduling that may significantly limit framework performance. First, the time spent on scheduling, which we call **scheduling overhead**, can take a substantial portion of the overall running time. Although the scheduling overhead is negligible when the running time of a GPU task is sufficiently long enough to hide the overhead, we find that this does not hold in many cases, especially when inference and training of a neural network consist of small and short GPU tasks. Modern GPUs [2, 4] have thousands of computation units along with specialized processors like Tensor Core [6], and use high bandwidth memory [17] to avoid bottlenecks from memory bandwidth. While the time spent on running GPU tasks can dramatically be reduced by such GPUs, we observe that the scheduling overhead is constantly imposed by every GPU task, and often dominates the running time of DL inference and training.

Another problem DL frameworks face is that serial execution of GPU tasks misses the opportunity to further improve performance by parallelizing task execution. Recent neural networks exhibit inter-operator level parallelism. For example, topologies of the neural networks obtained by neural architecture search (NAS) [12, 13, 26, 29, 30, 40] are directed acyclic graphs (DAGs) with multiple branches rather than linear chains. In addition, recent works have proposed new types of layers that consist of smaller operators arranged in parallel, such as MixConv [36] and Split-Attention [39] blocks. Leveraging inter-operator parallelism can lead to performance improvements in executing such neural networks, especially in the case of inference. However, existing DL frameworks [10, 14, 28] are designed and optimized to schedule GPU tasks to be executed one at a time, and thus hardly exploit inter-operator parallelism.

To address the above limitations, we present Nimble, a new DL execution engine that schedules GPU tasks to run in parallel with minimal scheduling overhead. The key observation that drives the design of Nimble is that for static neural networks the behavior of a network is predetermined by its architecture. For both inference and training, DL frameworks run the exact same computation graph with the same shapes of inputs over and over again. Thus, we can leverage detailed information about the computation graph and the input shape to optimize the scheduling of GPU tasks.

To avoid the scheduling overhead, Nimble introduces a novel **ahead-of-time (AoT) scheduling** technique. Nimble schedules GPU tasks for a given neural network execution ahead of time; later when Nimble is given an input, Nimble skips scheduling and proceeds immediately to task submission. Since the preparation steps of GPU tasks are invariant to each neural network execution (i.e., independent of the input values), we only need to perform task scheduling once. While Nimble’s AoT scheduler performs GPU task scheduling, it records a trace of GPU tasks and GPU memory requests, and generates a **task schedule**. The task schedule contains all information and resources (i.e., result of the scheduling) required for the execution of the neural network, including the submission order between GPU tasks, function arguments for the GPU tasks, and how to run GPU tasks in parallel. At run time, Nimble substitutes the high-overhead scheduling procedure by the raw submission of GPU tasks based on the task schedule, dramatically reducing the scheduling overhead.

To execute multiple GPU tasks in parallel on a GPU, Nimble employs **automatic multi-stream execution**. Although the CUDA programming interface provides Stream API for concurrent kernel execution [1], assigning neural network operators to appropriate streams is a difficult task for users. Nimble automates the stream assignment and synchronization process. Before AoT scheduling, Nimble analyzes dependency relationships between operators and finds an optimal stream assignment that guarantees the smallest number of synchronizations across streams while parallelizing as many operators as possible. Given the operator-to-stream mapping, Nimble rewrites the computation graph of the given neural network to run the GPU tasks of the operators on their corresponding streams with proper synchronizations. The modified graph is then used as an input to the AoT scheduler, which in turn embeds the information about the stream mapping and synchronization in the task schedule.

Nimble is built on top of PyTorch and supports both inference and training of neural networks. Users can seamlessly apply Nimble to their PyTorch programs by wrapping DL model instances in Nimble objects. Our evaluation on a variety of deep neural networks shows that Nimble improves the speed of inference and training by up to 22.34× and 3.61× compared to PyTorch, respectively. Moreover, Nimble outperforms state-of-the-art inference systems, TensorRT [5] and TVM [15], by up to 2.81× and 1.70×, respectively. Nimble is publicly available at [https://github.com/snuspl/nimble](https://github.com/snuspl/nimble).
2 Background

Here, we provide background on GPU task scheduling in existing frameworks and GPU streams.

**GPU Task Scheduling in DL Frameworks**  The task scheduling mechanisms of existing DL frameworks are largely divided into two categories. First, DL frameworks including TensorFlow, Caffe2 and TorchScript [9] express a neural network as a computation graph where each node represents a DL operator and each edge indicates a dependency between two operators. The runtime stack of such a DL framework consists of two major system components (written in C++): the operator emitter and the workers. The operator emitter maintains a queue of operators whose dependencies are met and emits the operator at the front of the queue to a worker thread. The worker takes the emitted operator and performs a series of preparation steps and finally submits GPU kernels for each operator. As such, DL frameworks in this category schedule the GPU tasks at run time through the interplay of the operator emitter and the workers.

Second, DL frameworks including PyTorch and TensorFlow Eager describe a neural network as an imperative Python program. In such DL frameworks, there is no explicit computation graph of the neural network nor operator emitter in the runtime stack. That is, the operators are emitted by the Python interpreter as the program is executed line by line. The emitted operators are then processed by the worker in a similar manner to the DL frameworks in the first category. As such, DL frameworks in the second category also perform the run-time scheduling of GPU tasks, through the Python interpreter and the worker.

Figure 1 illustrates in detail how DL frameworks such as TensorFlow and Caffe2 carry out run-time scheduling. To submit a GPU task, the run-time scheduler must go through the following process:

1. select an operator from the ready queue;
2. emit the operator to a vacant worker thread;
3. check the types and shapes of input tensors;
4. calculate the types and shapes of output tensors;
5. dispatch appropriate GPU kernels for the operator based on tensor types and shapes;
6. allocate GPU memory for the output tensors and workspace for the kernels, typically by retrieving memory blocks from the cached pool of GPU memory; and
7. prepare function arguments required for submitting the kernels.

While specific steps may differ across DL frameworks, the overall process remains the same.

**GPU Streams**  GPUs provide high throughput in tensor computation due to their capability to run thousands of threads in parallel. To fully utilize the computation power of a GPU, kernels must have a sufficient level of intra-kernel parallelism [1]. Unfortunately, this is not always possible because the number of threads is often limited by various factors, including the implementation of the kernel and the size of the tensor being computed. Another way to enhance the GPU utilization is to schedule multiple GPU tasks to run in parallel using multiple GPU streams. A GPU stream is a queue of GPU tasks where the tasks are scheduled sequentially in FIFO order. While kernels on the same stream cannot be executed concurrently, kernels on different streams can be computed in parallel, occupying different parts of the GPU resources. The execution order between them, however, is not guaranteed unless explicitly specified by stream synchronization primitives [1]. Note that existing DL frameworks are designed and optimized to submit GPU kernels to a single GPU stream. For example, TensorFlow uses a single **compute stream** per GPU for running its kernels.

3 Motivation

In this section we present experiments describing the problems in GPU task scheduling of current DL frameworks. The experiments are conducted on TensorFlow [10] and PyTorch [28], the two most popular DL frameworks. The experiment setting is the same as that of the evaluation in Section 5.

**High Scheduling Overhead Makes GPUs Idle**  We experimentally demonstrate that the run-time scheduling often incurs prohibitive amount of scheduling overhead such that GPU idle time dominates overall running time of DL execution. Figure [28] shows the ratios of the **GPU active time**, sum of the
time intervals during which GPU is not idle, to the overall running time spent on the inference of the neural networks [22, 34, 35, 40] with batch size 1. In the result, both TensorFlow and PyTorch leave their GPUs idle for a substantial portion of the running time, up to 71% and 91%, respectively. While the inefficiency in PyTorch can be partially attributed to the slowness of Python interpreter, the high overhead in TensorFlow implies that the major source of the performance bottleneck lies in the core runtime stack of the framework, and that the overhead remains significant even if the runtime is written in low-overhead language such as C++.

To further support our idea, we measure the performance of a DL framework when its scheduling procedure is minimized. For the experiment, we write a C++ program that can only perform the inference of the specific neural networks [22, 34] with a fixed input shape and uses the same GPU kernels and memory operations as PyTorch. From the assumptions that the given neural network is static and the shape of its input tensor is fixed, we prune away any redundant routines that can be done ahead of the run time. For example, shape check is omitted and the shapes of the output tensors are hardcoded in the program since every shape information can be inferred ahead of time based on the neural network architecture and the predetermined input shape. In this way, the program directly submits the GPU kernels at run time without going through the PyTorch’s runtime stack for dispatching them. Likewise, GPU memory allocation is skipped and the tasks reuse fixed, pre-allocated memory regions for every iteration whose addresses are also hardcoded in the program.

Figure 2b shows the impact of such optimizations on the scheduling procedure. Despite the fact that exactly the same set of GPU kernels are computed, PyTorch and its scheduling-minimized version present remarkably different inference latencies: 2.37× speedup is obtained in ResNet-50 by the simple minimization of the scheduling procedure. The result confirms that the main source of the GPU idle time is the overhead of the scheduling procedure described in Section 2. Greater performance gain is expected in those neural networks with lower GPU active time ratio (e.g., EfficientNet-B0).

**Non-Parallel GPU Task Execution** Framework performance can be further improved by parallelizing GPU tasks. Figure 2c shows the ratios of critical path time to the GPU active time in the inference of the neural networks [26, 30, 34, 40] with batch size 1. The critical path time is sum of the GPU active times spent on the operators in the longest path (in terms of time) of the computation graph. The result implies that inference latency can be reduced by up to 3× when the GPU tasks are fully parallelized and executed on a sufficiently powerful GPU (i.e., a GPU that can compute every concurrent kernel simultaneously).

In spite of the potential performance gain, existing DL frameworks do not effectively support the use of multiple GPU streams. One major obstacle we found is that the high scheduling overhead significantly decreases the chance that GPU tasks on different streams are computed in parallel. For example, Figure 3 illustrates the timeline where GPU tasks A and B are scheduled in different streams. Contrary to the expectation that the two tasks are processed at the same time, the scheduling overhead creates a gap between the start time of the two tasks, which is longer than the duration of GPU task A. As a result, the GPU ends up executing the tasks one at a time.

Figure 2: Various experiments showing inefficiencies in existing DL frameworks regarding scheduling overhead and serial execution.

Figure 3: High scheduling overhead inhibits efficient use of multiple GPU streams.
4 System Design

Motivated by the observations in Section 3, we present Nimble, a DL execution engine to automatically avoid the scheduling overhead of DL frameworks and parallelize GPU tasks using multiple GPU streams. Nimble takes a DL framework as its base system, and resolves the inefficiencies in GPU task scheduling without redesigning the framework runtime. In the current implementation, Nimble is built on top of PyTorch, but the system design is applicable to other DL frameworks.

Figure 4 summarizes execution steps in Nimble. The system consists of Graph Rewriter and AoT Scheduler. Nimble first takes as input a computation graph of a neural network. The computation graph is represented as a TorchScript graph in PyTorch. The graph rewriter analyzes the computation graph and constructs an operator-to-stream mapping by the algorithm we present in Section 4.2. It marks each operator with the stream that the operator will be issued on and embeds synchronization routines to the graph by using custom nodes we add. The AoT scheduler of Nimble then goes through a series of preparation steps for the execution of the GPU tasks ahead of time. During the process, the scheduler collects a GPU execution trace and reserves GPU memory used in executing the GPU tasks. Finally, Nimble packs the GPU trace and the reserved memory into a task schedule. At run time, the recorded GPU tasks are replayed on the basis of the task schedule for every DL execution.

4.1 Ahead-of-time (AoT) Scheduling

The AoT scheduler aims to generate a task schedule, finishing the scheduling procedure required for submitting GPU tasks ahead of time. Our observation is that we can move the GPU task scheduling outside the run time execution loop without changing the semantics of neural network execution, similar to the loop-invariant code motion in compilers. In other words, while the existing frameworks repeat the scheduling procedure at every neural network execution, Nimble’s AoT scheduler finishes the scheduling once ahead of time, providing a significant speedup in executing the neural network. This is possible because Nimble assumes a static neural network that performs the same set of computations for different runs, which means we can reuse the work done for scheduling after it is done once. However, this AoT scheduling raises two challenges: (a) how to distinguish the scheduling procedure that can be safely removed from the run time execution; and (b) how to move the scheduling procedure out of the run time execution.

We solve these challenges by approaching the problem from a direction different from typical performance bottleneck optimization. Instead of differentiating and removing the scheduling procedure from the run time execution, Nimble identifies non-scheduling work, i.e., the GPU tasks. That is, Nimble takes advantage of the fact that the computation of a given static neural network is fully described by a fixed set of GPU tasks, and that the scheduling procedure of DL frameworks becomes redundant once the set of the GPU tasks are determined. During the AoT scheduling, Nimble pre-runs the given neural network once according to the generated stream mapping, and records all the GPU tasks as an execution trace. The pre-run process is a single iteration of inference/training execution of the given neural network using the base framework of Nimble. During the pre-run process, while the scheduling procedure of the base framework is done as usual, the GPU tasks submitted from the framework are intercepted and recorded. The generated execution trace contains all the essential information resulted from the scheduling: dispatched GPU kernels, function arguments of the kernels, task submission order, task-to-stream assignment, etc. Once the pre-run process is done, Nimble can leverage the execution trace for submitting the tasks to the GPU, skipping the scheduling procedure.

To execute the collected GPU tasks, GPU memory should be allocated for inputs and outputs of the tasks. Since a static neural network makes the same sequence of memory requests for different runs, we can pre-allocate the exact amount of GPU memory required for its execution. For this purpose, during the process of pre-run, Nimble also intercepts memory allocate/free requests from the base framework and reserves the GPU memory allocated for the pre-run. The reserved memory is then used for the run time execution of Nimble.
At the end of the AoT scheduling, Nimble packs the execution trace and the reserved memory into a task schedule. At run time, Nimble conducts inference/training of the given neural network by directly submitting the GPU tasks recorded in the task schedule with the addresses of the reserved memory regions. In this manner, the GPU tasks can be executed independently of the base DL framework, without being tied up with the runtime and the memory allocation procedure of the base framework.

Figure 5 gives more details about the AoT scheduling technique. According to the stream assignment result, the AoT scheduler pre-runs the neural network once with a dummy input tensor. During the pre-run process, the scheduler intercepts invocations of GPU tasks and allocations of GPU memory, and constructs a task schedule. To be concrete, we use CUDA Stream Capture APIs for capturing information of GPU tasks issued on CUDA Streams, at the beginning and end of the pre-run. Then we instantiate a CUDA Graph [21], a feature introduced in CUDA 10, (i.e., execution trace representation in Nimble) from the captured information. At run time, when there is a request with a new input tensor, Nimble executes the neural network by replaying the recorded GPU tasks on the basis of the task schedule, avoiding the scheduling overhead. We execute the neural network by using CUDA Graph Launch APIs, which submit GPU tasks based on the information in the CUDA Graph.

4.2 Stream Assignment Algorithm

Nimble schedules GPU tasks to run in parallel by submitting them to multiple GPU streams in a single GPU. In this section, we describe an efficient algorithm for assigning GPU tasks to streams.

Stream Synchronization  Allowing concurrency requires proper synchronizations across streams. For example, assume that two independent GPU tasks A and B are given, and that another GPU task C consumes both outputs of A and B. If the three GPU tasks are submitted to a single stream (with the order of either A→B→C or B→A→C), no synchronization is needed. In contrast, if the three GPU tasks are submitted to three different streams, we should guarantee that GPU task C begins executing only after both GPU tasks A and B are completed. In CUDA, such dependencies across different streams can be enforced by using events, a special type of GPU tasks that can act as barriers. In the example, a desirable way to guarantee the execution order is to create and submit an event for each stream where GPU task A or B has been launched. We then call cudaStreamWaitEvent for each event to block the stream of GPU task C until both events are processed, which means that the execution of GPU tasks A and B have finished. We refer to issuing an event on the stream of task X and blocking the stream of task Y as a synchronization on the edge (X, Y). We count the number of synchronizations as the number of edges where a synchronization takes place.

A few DL frameworks [28, 37] have high-level APIs through which programmers can create, switch, and block the streams where GPU tasks run. Nevertheless, as we pointed out in Section 3, leveraging multiple streams on these frameworks rarely yields performance enhancement due to their GPU task scheduling overheads. Additionally, even when the framework users are able to take advantage of the multi-stream execution, it remains as a significant burden for the users to assign and synchronize the streams in a safe and an efficient manner. Nimble resolves these difficulties by automatically parallelizing the GPU tasks. The process of parallelization and synchronization is transparent to users but it gives speedup when running neural networks with parallelizable structures.

Goal of the Algorithm  Given a computation graph, which is a DAG of DL operators, Nimble finds a stream assignment, a mapping from the node set of the computation graph to a stream set of the GPU. Nimble’s stream assignment algorithm meets the following two goals:
We now demonstrate that the stream assignment constructed from Algorithm 1 meets the two goals is constructed by Step 4 and Step 5 of Algorithm 1.

Algorithm 1: Nimble’s stream assignment algorithm.

**Input** A DAG $G = (V, E)$ where $V = \{v_1, v_2, ..., v_n\}$.

**Output** A stream assignment $f : V \to S$.

**Step 1** Obtain the minimum equivalent graph of $G$. We call this graph $G' = (V, E')$.

**Step 2** Define a bipartite graph $B = (V_1, V_2, E_B)$ where $V_1 = \{x_1, x_2, ..., x_n\}$, $V_2 = \{y_1, y_2, ..., y_n\}$, and $E_B = \{(x_i, y_j) \mid (v_i, v_j) \in E'\}$.

**Step 3** Find a maximum matching $M$ of the bipartite graph $B$.

**Step 4** Make a collection of sets $\{\{v_1\}, \{v_2\}, ..., \{v_n\}\}$. For each $(x_i, y_j) \in M$, combine the two sets that $v_i$ and $v_j$ are in. The result is a partition of $V$.

**Step 5** Construct $f : V \to S$ in such a way that $f(v_i) = f(v_j)$ iff $v_i$ and $v_j$ are included in the same set.

![Algorithm Diagram](image)
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**Figure 6:** Example walk-through of Algorithm 1. Bold lines indicate edges in maximum matching $M$.

- **Maximum logical concurrency.** Given a neural network $G = (V, E)$ and a set of streams $S = \{s_1, s_2, ..., s_n\}$, find a mapping $f : V \to S$ such that if $x, y \in V$ and there is no dependency between $x$ and $y$ (i.e., no established order exists between the two), then $f(x) \neq f(y)$ (i.e., the two nodes are assigned to different streams).

- **Minimum number of synchronizations.** Among such functions, find $f$ that incurs the smallest number of synchronizations across streams.

Maximum logical concurrency is an optimization strategy that generalizes a common practice. To increase the chance that GPU resources are fully utilized, maximizing the concurrency is desirable. In addition, the algorithm factors in the number of synchronizations needed for safe concurrent execution. Since synchronizations hamper the fast launching of tasks, the algorithm is designed to incur the theoretically smallest number of synchronizations while maintaining maximum concurrency.

**Algorithm Description** The stream assignment algorithm of Nimble is described in Algorithm 1. Figure 6 illustrates how the algorithm is applied to a computation graph $G$. At Step 1, we compute the minimum equivalent graph (MEG) $G'$, which is a subgraph of the computation graph $G$ with the same set of the nodes and the smallest subset of the edges that maintains the same reachability relation as $G$. Note that the MEG of a finite DAG is unique and can be constructed in polynomial time [23]. At Step 2 and Step 3, we define a bipartite graph $B$ from $G'$ and then find a maximum matching of $B$, a matching that includes the largest number of edges. A maximum matching of a bipartite graph can be computed by Ford-Fulkerson algorithm [20]. At Step 4, we first create a collection of node sets where each node in the graph $G'$ is a separate set. Then for each edge $(x_i, y_j)$ in $M$, we combine the two node sets that $v_i$ and $v_j$ are in. At Step 5, nodes belonging to the same set are mapped to the same stream, and nodes belonging to different sets are mapped to different streams.

We now demonstrate that the stream assignment constructed from Algorithm 1 meets the two goals by using the following theorems. Detailed proofs on the theorems are presented in Appendix A.

**Theorem 1.** A stream assignment $f$ satisfies maximum logical concurrency on $G$ if and only if $f$ satisfies maximum logical concurrency on $G'$. Also, for any stream assignment $f$ that satisfies maximum logical concurrency, the minimum number of synchronizations required for $f$ on $G$ is equal to the minimum number of synchronizations required for $f$ on $G'$.

**Theorem 2.** There exists one-to-one correspondence $\Phi$ from the set of the matchings of the bipartite graph $B$ to the set of the stream assignments that satisfy maximum logical concurrency on $G'$. In fact, $\Phi$ is constructed by Step 4 and Step 5 of Algorithm 1.

**Theorem 3.** For any matching $m$ of the bipartite graph $B$, the minimum number of synchronizations required for the corresponding stream assignment $\Phi(m)$ is $|E'| - |m|$.
Theorem 4. For a maximum matching $M$ of the bipartite graph $B$, $\Phi(M)$ is a stream assignment that satisfies maximum logical concurrency and requires minimum number of synchronizations among the stream assignments satisfying maximum logical concurrency.

Proof of Theorem 4. Based on Theorem 1, the algorithm derives the desired stream assignment from $G'$ instead of $G$. From Theorem 2, it follows that $\Phi(M)$ is a stream assignment with maximum logical concurrency. Now, suppose that there exists a stream assignment $g : V \rightarrow S$ that satisfies maximum logical concurrency with strictly less number of synchronizations than that of $\Phi(M)$. By Theorem 2 and Theorem 3, $g$ corresponds to some matching $\Phi^{-1}(g)$ of $B$ such that $|M| < |\Phi^{-1}(g)|$. The inequality, however, is contradictory to the definition of $M$ since $M$ is a maximum matching of the bipartite graph $B$. Thus, Theorem 4 follows. 

5 Evaluation

Experimental Setup. We implement Nimble on PyTorch v1.4 with CUDA 10.2 and cuDNN 8.0.2. For evaluation, we use an NVIDIA V100 GPU along with 2.10GHz Intel Xeon CPU E5-2695 v4.

To evaluate DL inference, we compare Nimble with popular DL frameworks, PyTorch, TorchScript and Caffe2, as well as state-of-the-art inference systems, TensorRT (v7.1) [3] and TVM (v0.6.1) [15]. To evaluate DL training, Nimble is compared with PyTorch and TorchScript. Note that TensorRT and TVM employ graph optimizations (e.g., aggressive operator fusion) and kernel selection/tuning, which are orthogonal to our idea. In Nimble, we also implement the operator fusion (a subset of TensorRT’s) and basic kernel selection, which chooses the faster implementation of convolution operators between cuDNN [16] and PyTorch’s native implementation. More details on the evaluation setting are provided in Appendix B.

5.1 Inference Latency

Figure 7 presents the relative inference speed of Nimble and the other systems. We set PyTorch as the baseline. The result shows that Nimble outperforms PyTorch, TorchScript and Caffe2 significantly. The primary reason for this performance gap is the substantial scheduling overhead, which makes GPU idle for most of the time. In addition, since the DL frameworks hardly utilize parallelism among operators in a neural network, the performance gap widens in the neural networks with parallelizable structures like NASNet-A (mobile) (up to 22.34×). Nimble also shows higher performance than TensorRT on all of the tested neural networks, by up to 2.81× (NASNet-A (mobile)). Moreover, Nimble surpasses performance of TVM in most cases, by up to 1.70× (EfficientNet-B5). The only exception is MobileNetV2. TVM spends two days in kernel tuning (1500 trials for each convolution), and finds much faster GPU kernels for MobileNetV2 than those of cuDNN and PyTorch. Results on different GPUs are provided in Appendix C.

5.2 Impact of Multi-stream Execution

We select a set of deep neural networks with parallelizable structures and investigate the impact of the multi-stream execution of Nimble on the inference latency of such neural networks. Table 1 shows the relative speedup of the multi-stream execution compared to the single-stream execution of Nimble. The result indicates that multi-stream execution of Nimble can accelerate DL inference by up to 1.88× compared to the single-stream execution, and that Nimble exploits logical concurrency to the degree (15) that programmers cannot effectively assign and synchronize the streams manually.

In addition, we observe that the acceleration rates considerably differ across the neural networks. Neural networks with a higher degree of logical concurrency tend to benefit more from the multi-
### Table 1: Impact of the multi-stream execution of Nimble on DL inference, compared to its single-stream counterpart.

| Architecture  | Speedup | Deg. | #MACs  |
|---------------|---------|------|--------|
| Inception-v3  | 1.09×  | 6    | 5.7B   |
| DARTS         | 1.37×  | 7    | 0.5B   |
| AmoebaNet     | 1.45×  | 11   | 0.5B   |
| NASNet-A (M)  | 1.88×  | 12   | 0.6B   |
| NASNet-A (L)  | 1.31×  | 15   | 23.9B  |

Deg. stands for maximum degree of logical concurrency of each architecture.

### Figure 8: Relative training speedup of Nimble and TorchScript. All neural networks [19][22][33][35] are trained with batch size 32.

5.3 Training Throughput

Figure 8 shows the performance of Nimble on neural network training. Since training of a neural network is commonly conducted with large batch sizes, GPU scheduling overhead imposed during training is less pronounced, and the impact of multi-stream execution is also limited. Accordingly, in the results of ResNet [22] on the ImageNet [32] dataset and BERT [19], Nimble shows marginal performance improvement. However, Nimble still brings up substantial speedup when neural networks are trained with small-size inputs (e.g., low-resolution images). For example, in the field of computer vision, the CIFAR-10 [25] dataset is widely used among researchers and many neural networks are trained on the dataset. Figure 8 shows Nimble’s performance when neural networks [22][33][35] are trained on CIFAR-10. The result implies that the scheduling overhead can still be a major performance bottleneck even in training. Nimble eliminates such inefficiency and increases training throughputs by up to 3.61×. Results on different batch sizes are presented in Appendix D.

6 Related Works

There have been a body of works on the system-level optimization of DL inference and training. For example, DL compilers [7][15][18][31][38] have been proposed to generate optimized codes for target hardware. These works take different approach from Nimble in that they aim to reduce the time spent on GPU tasks whereas Nimble tackles the inefficiencies in the scheduling of GPU tasks.

The core ideas of Nimble can be compared with some previous works. First, in an attempt to reduce the scheduling overhead, TensorFlow recently introduced a new runtime [8] that has a thin operator dispatch routine. While redesigning a runtime stack costs tremendous engineering efforts, the AoT scheduling of Nimble provides an automated way to avoid the scheduling overhead. Second, although the pre-run process of Nimble is similar to the tracing of TorchScript, they differ in the purpose and the target of tracing process. In the tracing of TorchScript, DL operator calls are recorded to construct a computation graph, which is used for serialization and graph-level optimization. Meanwhile, Nimble records GPU tasks during the pre-run process to perform the scheduling procedure once. Lastly, in comparison to HiveMind [27] that has a parallel runtime for multi-model workloads, the multi-stream execution of Nimble parallelizes operators in a single model with more sophisticated algorithm.

7 Conclusion

We introduce Nimble, a high-speed DL execution engine for static neural networks. We first show two problems of the run-time scheduling of GPU tasks: scheduling overhead and serial execution. Nimble minimizes the scheduling overhead by finishing the scheduling procedure ahead of time before executing the GPU tasks at run time. Moreover, Nimble schedules independent GPU tasks to be executed in parallel, further boosting its performance. Our evaluation on various neural networks shows that Nimble outperforms popular DL frameworks and state-of-the-art inference systems. Nimble is publicly available at [https://github.com/snuspl/nimble](https://github.com/snuspl/nimble).
Broader Impact

Our work aims to accelerate the execution of neural networks in general, and is not associated with a specific application. Furthermore, our technique does not affect the output values of neural networks (e.g., image classification labels, object detection bounding boxes, computer-generated text, etc.) nor the weights of neural networks. Therefore, we believe our work has no significant impact on any particular audience from an ethical/societal perspective, at the application-level.

Acknowledgments

We thank the anonymous reviewers for their valuable comments. We also thank Joo Seong Jeong, Gyeon Lee, Jeongyoon Eo and Jae-Won Chung for their fruitful feedback. This work was supported by the Institute for Information & communications Technology Planning & Evaluation (IITP) grant funded by the Korea government (MSIT) (No.2015-0-00221, Development of a Unified High-Performance Stack for Diverse Big Data Analytics), the ICT R&D program of MSIT/IITP (No.2017-0-01772, Development of QA systems for Video Story Understanding to pass the Video Turing Test), and Samsung Advanced Institute of Technology.

References

[1] CUDA C++ programming guide. https://docs.nvidia.com/cuda/cuda-c-programming-guide

[2] NVIDIA A100 Tensor Core GPU architecture. https://www.nvidia.com/content/dam/en-xx/Solutions/Data-Center/nvidia-ampere-architecture-whitepaper.pdf

[3] NVIDIA TensorRT. https://developer.nvidia.com/tensorrt

[4] NVIDIA Tesla V100 GPU architecture. https://images.nvidia.com/content/volta-architecture/pdf/volta-architecture-whitepaper.pdf

[5] ONNX: Open neural network exchange. https://github.com/onnx/onnx

[6] TensorFlow Cores. https://developer.nvidia.com/tensor-cores

[7] TensorFlow XLA. https://www.tensorflow.org/xla

[8] TFRT: A new TensorFlow runtime. https://github.com/tensorflow/runtime

[9] TorchScript. https://pytorch.org/docs/stable/jit.html

[10] Martín Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Geoffrey Irving, Michael Isard, Manjunath Kudlur, Josh Levenberg, Rajat Monga, Sherry Moore, Derek G. Murray, Benoit Steiner, Paul Tucker, Vijay Vasudevan, Pete Warden, Martin Wicke, Yuan Yu, and Xiaoyang Zheng. TensorFlow: A system for large-scale machine learning. In OSDI, 2016.

[11] Akshay Agrawal, Akshay Naresh Modi, Alexandre Passos, Allen Lavoie, Ashish Agarwal, Asim Shankar, Igor Ganchev, Josh Levenberg, Mingsheng Hong, Rajat Monga, and Shanqing Cai. TensorFlow Eager: A multi-stage, python-embedded DSL for machine learning. In ML Sys, 2019.

[12] Han Cai, Jiacheng Yang, Weinan Zhang, Song Han, and Yong Yu. Path-level network transformation for efficient architecture search. In ICML, 2018.

[13] Han Cai, Ligeng Zhu, and Song Han. ProxylessNAS: Direct neural architecture search on target task and hardware. In ICLR, 2019.

[14] Tianqi Chen, Mu Li, Yutian Li, Min Lin, Naiyan Wang, Minjie Wang, Tianjun Xiao, Bing Xu, Chiyuan Zhang, and Zhong Zhang. MXNet: A flexible and efficient machine learning library for heterogeneous distributed systems. arXiv preprint arXiv:1512.01274, 2015.

[15] Tianqi Chen, Thierry Moreau, Ziheng Jiang, Jianmin Zheng, Eddie Yan, Haichen Shen, Meghan Cowan, Leyuan Wang, Yuwei Hu, Luis Ceze, Carlos Guestrin, and Arvind Krishnamurthy. TVM: An automated end-to-end optimizing compiler for deep learning. In OSDI, 2018.
[16] Sharan Chetlur, Cliff Woolley, Philippe Vandermersch, Jonathan Cohen, John Tran, Bryan Catanzaro, and Evan Shelhamer. cuDNN: Efficient primitives for deep learning. *arXiv preprint arXiv:1410.0759*, 2014.

[17] Jin-Hee Cho, Jihwan Kim, Wooyoung Lee, Dong-Uk Lee, Tae Kyun Kim, Heat Bit Park, Chunseok Jeong, Myeong-Jae Park, Seung Geun Baek, Seokwoo Choi, Byung Kuk Yoon, Young Jae Choi, Kyu Yun Lee, Daeyong Shim, Jonghoon Oh, Jinkook Kim, and Seok-Hee Lee. A 1.2V 64Gb 341GB/S HBM2 stacked DRAM with spiral point-to-point TSV structure and improved bank group data control. In *ISSCC*, 2018.

[18] Scott Cyphers, Arjun K. Bansal, Anahita Bhiwandiwalla, Jayaram Bobba, Matthew Brookhart, Avijit Chakraborty, Will Constable, Christian Convey, Leona Cook, Omar Kanawi, Robert Kimball, Jason Knight, Nikolay Korovaiko, Varun Kumar, Yixing Lao, Christopher R. Lishka, Jaikrishnan Menon, Jennifer Myers, Sandeep Aswath Narayana, Adam Procter, and Tristan J. Webb. Intel nGraph: An intermediate representation, compiler, and executor for deep learning. *arXiv preprint arXiv:1801.08058*, 2018.

[19] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. BERT: Pre-training of deep bidirectional transformers for language understanding. In *NAACL-HLT*, 2019.

[20] L. R. Ford and D. R. Fulkerson. Maximal flow through a network. *Canadian Journal of Mathematics*, 8:399–404, 1956.

[21] Alan Gray. Getting started with CUDA Graphs. NVIDIA Developer Blog, 2019. [https://devblogs.nvidia.com/cuda-graphs/](https://devblogs.nvidia.com/cuda-graphs/).

[22] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In *CVPR*, 2016.

[23] Harry T. Hsu. An algorithm for finding a minimal equivalent graph of a digraph. *Journal of the ACM*, 22(1):11–16, 1975.

[24] Yangqing Jia, Evan Shelhamer, Jeff Donahue, Sergey Karayev, Jonathan Long, Ross Girshick, Sergio Guadarrama, and Trevor Darrell. Caffe: Convolutional architecture for fast feature embedding. *arXiv preprint arXiv:1408.5093*, 2014.

[25] Alex Krizhevsky. Learning multiple layers of features from tiny images. Technical report, 2009.

[26] Hanxiao Liu, Karen Simonyan, and Yiming Yang. DARTS: Differentiable architecture search. In *ICLR*, 2019.

[27] Deepak Narayanan, Keshav Santhanam, Amar Phanishayee, and Matei Zaharia. Accelerating deep learning workloads through efficient multi-model execution. In *NeurIPS Workshop on Systems for Machine Learning*, 2018.

[28] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. PyTorch: An imperative style, high-performance deep learning library. In *NeurIPS*, 2019.

[29] Hieu Pham, Melody Guan, Barret Zoph, Quoc Le, and Jeff Dean. Efficient neural architecture search via parameters sharing. In *ICML*, 2018.

[30] Esteban Real, Alok Aggarwal, Yanping Huang, and Quoc V. Le. Regularized evolution for image classifier architecture search. In *AAAI*, 2019.

[31] Nadav Rotem, Jordan Fix, Saleem Abdulrasool, Garret Catron, Summer Deng, Roman Dzhabarov, Nick Gibson, James Hegeman, Meghan Lele, Roman Levenstein, Jack Montgomery, Bert Maher, Satish Nadathur, Jakob Olesen, Jongsoo Park, Artem Rakhov, Misha Smelyanskiy, and Man Wang. Glow: Graph lowering compiler techniques for neural networks. *arXiv preprint arXiv:1805.00907*, 2019.

[32] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, and Li Fei-Fei. ImageNet large scale visual recognition challenge. *International Journal of Computer Vision*, 115(3):211–252, 2015.

[33] Mark Sandler, Andrew Howard, Menglong Zhu, Andrey Zhmoginov, and Liang-Chieh Chen. MobileNetV2: Inverted residuals and linear bottlenecks. In *CVPR*, 2018.

[34] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon Shlens, and Zbigniew Wojna. Rethinking the inception architecture for computer vision. In *CVPR*, 2016.
[35] Mingxing Tan and Quoc Le. EfficientNet: Rethinking model scaling for convolutional neural networks. In ICML, 2019.

[36] Mingxing Tan and Quoc V. Le. MixConv: Mixed depthwise convolutional kernels. In BMVC, 2019.

[37] Seiya Tokui, Ryosuke Okuta, Takuya Akiba, Yusuke Niitani, Toru Ogawa, Shunta Saito, Shuji Suzuki, Kota Uenishi, Brian Vogel, and Hiroyuki Yamazaki Vincent. Chainer: A deep learning framework for accelerating the research cycle. In KDD, 2019.

[38] Nicolas Vasilache, Oleksandr Zinenko, Theodoros Theodoridis, Priya Goyal, Zachary DeVito, William S Moses, Sven Verdoolaege, Andrew Adams, and Albert Cohen. Tensor Comprehensions: Framework-agnostic high-performance machine learning abstractions. arXiv preprint arXiv:1802.04730, 2018.

[39] Hang Zhang, Chongruo Wu, Zhongyue Zhang, Yi Zhu, Zhi Zhang, Haibin Lin, Yue Sun, Tong He, Jonas Mueller, R. Manmatha, Mu Li, and Alexander Smola. ResNeSt: Split-attention networks. arXiv preprint arXiv:2004.08955, 2020.

[40] Barret Zoph, Vijay Vasudevan, Jonathon Shlens, and Quoc V. Le. Learning transferable architectures for scalable image recognition. In CVPR, 2018.
Appendix A  Proofs on the Stream Assignment Algorithm of Nimble

In this section, we provide detailed proofs on the theorems presented in Section 4.2.

Problem Setting  We assume that the computation graph of a neural network is given. The computation graph is represented as a finite DAG \( G = (V, E) \). Also, we are given a set of GPU streams \( S = \{s_1, s_2, \cdots, s_{|V|}\} \). Algorithm 1 must find a stream assignment \( f : V \rightarrow S \), which satisfies the following conditions:

- Maximum logical concurrency. If \( u, v \in V \) and there exists no path between \( u \) and \( v \) in \( G \), then \( f(u) \neq f(v) \).
- Minimum number of synchronizations. Among such functions, \( f \) incurs the smallest number of synchronizations across streams.

Here we define important concepts and terminologies used in the following proofs.

Definition 1. For a graph \( G = (V, E) \), a synchronization plan \( \Lambda \subseteq E \) is a set of edges on which synchronizations are planned to be performed (regardless of stream assignments).

Definition 2. For a stream assignment \( f \) on \( G = (V, E) \), a synchronization plan \( \Lambda \subseteq E \) is safe if it satisfies the following condition:

For any \( (u, v) \in E \), \( f(u) = f(v) \) or there exists a path \( P \subseteq E \) from \( u \) to \( v \) such that \( P \cap \Lambda = \emptyset \).

In other words, the plan \( \Lambda \) is safe when the execution order between every pair of adjacent nodes \( u \) and \( v \) is guaranteed: either by assigning them to the same streams or by performing a synchronization somewhere after \( u \) and before \( v \).

Notation. We denote by \( \min_{\text{sync}}(G, f) \) the minimum number of synchronizations required when applying \( f \) to the graph \( G \). That is,

\[
\min_{\text{sync}}(G, f) = \min\{|\Lambda| \in \mathbb{Z}_{\geq 0} | \Lambda \subseteq E \text{ is safe for } f \text{ on } G\}
\]

A.1 Proof of Theorem 1

Theorem 1 includes two statements, which are presented here as Theorem [1-1] and Theorem [1-2] respectively.

Theorem 1-1. A stream assignment \( f \) satisfies maximum logical concurrency on a computation graph \( G \) if and only if \( f \) satisfies maximum logical concurrency on the minimum equivalent graph \( G' \).

Proof of Theorem [1-1] By definition of MEG, \( G' \) has the same reachability relation as \( G \). Thus, if no path exists between a pair of nodes in \( G \), then there is no path between the same pair of nodes in \( G' \), and vice versa.

Prior to the proof of Theorem [1-2] we describe and prove Lemma 1 and Lemma 2.

Lemma 1. For a minimum equivalent graph \( G' = (V, E') \) of \( G \), if \( u, v \in E' \), then \( \{(u, v)\} \) is the only path in \( G \) from \( u \) to \( v \).

Proof of Lemma 1 We will prove by contradiction. Suppose there is another path \( P \subseteq E \) from \( u \) to \( v \) that goes through \( w \in V \). By the definition of MEG, \( G' \) must preserve reachability from \( u \) to \( w \) and \( w \) to \( v \). Consequently, removing the edge \( (u, v) \) from \( E' \) does not change the reachability relation. This is contradictory to the definition of MEG, because we can construct another subgraph \( G^* = (V, E' \setminus \{(u, v)\}) \), where the number of edges of \( G^* \) is smaller than that of \( G' \) while preserving the reachability relation.

Lemma 2. A synchronization plan \( \Lambda \subseteq E \) is safe for a stream assignment \( f \) on \( G \) if and only if \( \Lambda \) is safe for \( f \) on \( G' \).

Proof of Lemma 2 We first show that if \( \Lambda \) is safe for \( f \) on \( G \), then \( \Lambda \) is safe for \( f \) on \( G' \). We will prove by contradiction. Suppose \( \Lambda \) is safe for \( f \) on \( G \) but not safe for \( f \) on \( G' \). Then there is an edge \( (u, v) \in E' \) such that \( f(u) \neq f(v) \) and \( (u, v) \notin \Lambda \). Since \( G' \) is the MEG of \( G \) and \( (u, v) \in E' \), \( \{(u, v)\} \) is the only path in \( G \) from \( u \) to \( v \) by Lemma 1. Consequently, \( (u, v) \in E \) is an edge that \( f(u) \neq f(v) \) and every path in \( G \) from \( u \) to \( v \) does not include any edge in \( \Lambda \), which is contradictory to the assumption that \( \Lambda \) is safe for \( f \) on \( G \).

Next, we show that if \( \Lambda \) is safe for \( f \) on \( G' \), then \( \Lambda \) is safe for \( f \) on \( G \). We will prove by contradiction. Suppose \( \Lambda \) is safe for \( f \) on \( G' \) but not safe for \( f \) on \( G \). Then there is an edge \( (u, v) \in E \setminus E' \) such that \( f(u) \neq f(v) \) and every path from \( u \) to \( v \) in \( G \) does not include any edge in \( \Lambda \). Since \( (u, v) \notin E' \) and \( G' \) preserves the same reachability relation as \( G \), there must exist a node \( w_1 \in V \) such that \( (u, w_1) \in E' \) and a path from \( w_1 \) to \( v \) exists in \( G' \). As every path from \( u \) to \( v \) in \( G \) does not include any edge in \( \Lambda \), \( f(u) = f(w_1) \) must hold to meet the assumption that \( \Lambda \) is safe for \( f \) on \( G' \). Then, we have two vertices \( w_1 \) and \( v \) such that \( f(w_1) \neq f(v) \) and every path from \( w_1 \) to \( v \) in \( G \) does not include any edge in \( \Lambda \). Since \( G \) is a finite DAG, if we repeat this process, we end up with two vertices \( w_n \) and \( v \) with the following conditions: \( w_n, v \in E' \), \( f(w_n) \neq f(v) \), and \( (w_n, v) \notin \Lambda \), which contradicts the assumption that \( \Lambda \) is safe for \( f \) on \( G' \).
Theorem 1.2. For any stream assignment \( f \) that satisfies maximum logical concurrency on \( G \), the following equation holds.

\[
\min_{\text{sync}}(G, f) = \min_{\text{sync}}(G', f).
\]

That is, the minimum number of synchronizations required for \( f \) on \( G \) is equal to the minimum number of synchronizations required for \( f \) on \( G' \).

**Proof of Theorem 1.2.** This directly follows from Lemma 2.

A.2 Proof of Theorem 2

Prior to the proof of Theorem 2, we clarify the meaning of the set of the stream assignments. Let \( F = \{ f \mid f : V \rightarrow S \} \). We can define an equivalence relation \( \sim \) on \( F \) as follows.

For stream assignments \( g, h \in F, g \sim h \) if and only if \( g = \sigma \circ h \) for some permutation \( \sigma \) over \( S \).

Note that any permutation on \( S \) does not affect the degree of logical concurrency and the number of synchronizations of a stream assignment. In other words, for stream assignments \( g, h \in F \) such that \( g \sim h \), it directly follows that (1) \( g \) meets maximum logical concurrency if and only if \( h \) meets maximum logical concurrency, and (2) \( \min_{\text{sync}}(G', g) = \min_{\text{sync}}(G', h) \). Therefore, if two stream assignments can be converted to one another by some permutation on \( S \), we do not differentiate the two stream assignments. Furthermore, we do not differentiate a stream assignment \( f \in F \) from its equivalence class \([f]\), because we only consider which nodes are mapped to the same streams, but do not consider the exact value of \( f \). From now on, we identify \([f]\), the equivalence class of \( f \), as \( f \).

**Remark.** The set of the stream assignments \( F \) is as follows.

\[
F = \{ [f] \mid f : V \rightarrow S \}
\]

**Theorem 2.** Let \( \mathcal{M} \) be the set of the matchings of the bipartite graph \( G \) obtained from \( G' \), and \( F_{\text{max}} \) be the set of the stream assignments that satisfy maximum logical concurrency on \( G' \). Then one-to-one correspondence \( \Phi : \mathcal{M} \rightarrow F_{\text{max}} \) exists.

**Proof of Theorem 2.** We construct \( \Phi \) according to Step 4 and Step 5 of Algorithm 1. First, we show that \( \Phi(m) \in F_{\text{max}} \), i.e., \( \Phi(m) \) meets maximum logical concurrency, for any matching \( m \in \mathcal{M} \). We prove this by contradiction. Choose an arbitrary matching \( m \in \mathcal{M} \) and suppose that \( \Phi(m) \) does not satisfy maximum logical concurrency. In other words, suppose that a pair of nodes \( v_i, v_j \in V \) exists such that there is no path from \( v_i \) to \( v_j \) in \( G' \) but \( \Phi(m)(v_i) = \Phi(m)(v_j) \). Since \( v_i \) and \( v_j \) are mapped to the same stream, it follows from Step 4 that there exists a sequence of edges \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k)\} \subseteq m \). This, in turn, means that there exists a path \( \{(v_i, v_{i1}), (v_{i1}, v_{i2}), \ldots, (v_{ik}, v_j)\} \subseteq E' \), which is contradictory to the assumption. Therefore, for any \( m \in \mathcal{M} \), \( \Phi(m) \) meets maximum logical concurrency.

Secondly, we show that \( \Phi \) is injective. Again, we will prove by contradiction. Suppose that \( \Phi(m_1) = \Phi(m_2) \) for some matchings \( m_1 \neq m_2 \). Since \( m_1 \neq m_2 \), there exists an edge \( (x_i, y_i) \in E_{B} \) that is included in either of the two matchings. Without loss of generality, assume \( (x_i, y_i) \in m_1 \). Then the equation \( \Phi(m_1)(v_i) = \Phi(m_2)(v_i) \) holds, and so does the equation \( \Phi(m_2)(v_i) = \Phi(m_2)(v_i) \). The latter equation implies that there exists a sequence of edges \( \{(x_i, y_i), (x_{i1}, y_{i1}), \ldots, (x_{ik}, y_{ik})\} \subseteq m_2 \). This, in turn, means that a path from \( v_i \) to \( v_j \) other than than edge \( (v_i, v_j) \) exists in \( E' \), which is contradictory to the assumption that \( G' \) is the MEG of the graph \( G \) by Lemma 2.

Lastly, we demonstrate that \( \Phi \) is surjective. Assume that an arbitrary stream assignment \( f \in F_{\text{max}} \) is given. We construct \( m_f \subseteq E_B \) in such a way that \( (x_i, y_i) \in m_f \) if and only if \( f(v_i) = f(v_j) \) and \( (v_i, v_j) \in E' \). Then \( \Phi(m_f) = f \) follows by definition of \( \Phi \).

A.3 Proof of Theorem 3

**Definition 3.** For a stream assignment \( f \) on \( G' \), we define \( Q(f) \subseteq V \) as follows.

\[
Q(f) = \{ v \in V \mid \exists p \in V \text{ s.t. } (p, v) \in E' \text{ and } f(p) = f(v) \}
\]

That is, a node \( v \in V \) is included in \( Q(f) \) if and only if it has at least one parent node which is mapped to the same stream as \( v \) by \( f \).

**Definition 4.** For a stream assignment \( f \) that satisfies maximum logical concurrency on \( G' \), we define a function \( R_f(v) : Q(f) \rightarrow V \) as follows.

\[
R_f : v \mapsto p \text{ s.t. } (p, v) \in E' \text{ and } f(p) = f(v)
\]

**Lemma 3.** The function \( R_f \) is well-defined.
Proof of Lemma 4. For a stream assignment $f$ that satisfies maximum logical concurrency on $G'$,
$$
\text{min}_{\text{sync}}(G', f) = |E'| - |Q(f)|.
$$

Proof of Theorem 3. For any matching $m \in \mathcal{M}$, the following equation holds.
$$
\text{min}_{\text{sync}}(G', \Phi(m)) = |E'| - |m|.
$$

Proof of Theorem 3. Let $m \in \mathcal{M}$ be a matching of the bipartite graph $B$. By Theorem 2 and Lemma 4, it suffices to show $|Q(\Phi(m))| = |m|$. For this purpose, we define a function $\Psi_m : Q(\Phi(m)) \rightarrow m$ and demonstrate that $\Psi_m$ is a bijection.

We first define a function $H : E' \rightarrow E_B$ as $H : (v_i, v_j) \rightarrow (x_i, y_j)$. Since we construct the bipartite graph $B$ in the same manner as $H$, it is trivial that the function $H$ is bijective. Now we define $\Psi_m$ as
$$
\Psi_m(v) = H(R_{\Phi(m)}(v), v), \quad \forall v \in Q(\Phi(m))
$$

We can easily confirm that $\Psi_m$ is injective. Since $H$ is bijective, if $\Psi_m(u) = \Psi_m(v)$ then $(R_{\Phi(m)}(u), u) = (R_{\Phi(m)}(v), v)$. Thus, $u = v$ follows.

Next, we show that $\Psi_m$ is surjective. Select an arbitrary edge $(x_i, y_j) \in m$. Since $(x_i, y_j) \in E_B, (v_i, v_j) \in E'$. Also, by definition of $\Phi, \Phi(m)(v_i) = \Phi(m)(v_j)$. Thus, it follows that $v_j \in Q(\Phi(m))$ and $R_{\Phi(m)}(v_j) = v_j$. That is, the first coordinate of $\Psi_m(v_j)$ is $x_i$. In addition, from the definition of $\Psi_m$ and $H$, it is clear that the second coordinate of $\Psi_m(v_j)$ is $y_j$. To sum up, it follows that $\Psi_m(v_j) = (x_i, y_j)$, i.e., $\Psi_m$ is surjective.

Since $\Psi_m$ is a bijection between $Q(\Phi(m))$ and $m$, cardinality of the two sets are equal.

A.4 Time Complexity Analysis

Since the computation graph $G = (V, E)$ is a finite DAG, its minimum equivalent graph can be obtained in $O(V^3)$ time. To convert $G'$ into the bipartite graph $B$, Nimble computes the transitive closure of $G'$, which again takes $O(V^3)$ time. Additionally, in calculating a maximum matching of the bipartite graph $B$, Nimble uses Ford-Fulkerson method which costs $O(V E)$ time. To sum up, the stream assignment algorithm of Nimble takes $O(V^3)$ time in total. Note that Nimble computes the stream assignment once before the AoT scheduling, so the time spent on Algorithm 1 is amortized over iterations. Therefore, the time spent on the stream assignment algorithm can be considered negligible.

Appendix B  Details on Evaluation Setup

The experiments to evaluate the performance of Nimble, which are described in Section 5, use the implementations of the neural networks from various open-source repositories. We summarize the information below.

- torchvision repository[^1]

[^1]: https://github.com/pytorch/vision
ResNet-50, ResNet-101, Inception-v3, MobileNetV2

- Pretrained models for PyTorch repository
  - NASNet-A (mobile), NASNet-A (large)

- PyTorch Image Models repository
  - EfficientNet-B0, EfficientNet-B5

- Differentiable Architecture Search repository
  - AmoebaNet, DARTS

- NVIDIA Deep Learning Examples repository
  - BERT

Throughout the evaluation, TorchScript modules are created through PyTorch’s tracing API. For Caffe2, TensorRT and TVM, PyTorch models are first converted into ONNX models and then parsed by the respective parsers of the systems. For the evaluation on inference latency, we use synthetic 224 × 224 RGB images as inputs, except for Inception-v3, NASNet-A (large), and EfficientNet-B5. For these neural networks, the inputs are larger size images - 299 × 299 for Inception-v3, 331 × 331 for NASNet-A (large), and 456 × 456 for EfficientNet-B5 - following the description in the original literature [34, 40, 35]. For the evaluation on training, we use 224 × 224 RGB images for the ImageNet dataset, and 32 × 32 RGB images for the CIFAR-10 dataset. We use a sequence length of 128 in the experiments with BERT, following the setting used for pretraining in the original literature [19].

Appendix C  Evaluation Results on Various GPUs

In addition to the evaluation results described in Section 5, we attach results on the different types of GPUs: NVIDIA Titan RTX and NVIDIA Titan Xp. We keep the other experimental settings the same. Note that we exclude TVM from this set of experiments because TVM needs to tune the kernels separately for each type of GPU for a long time. Figure 9 shows that Nimble achieves significant speedup across various GPU architectures ranging from Pascal to Turing.
Figure 10: Relative training speedup of Nimble and TorchScript.

### Appendix D Evaluation Results on Different Training Batch Sizes

We also present results on the performance of Nimble when training the neural networks with varying batch sizes. We use an NVIDIA V100 GPU, following the setting described in Section 5. Figure 10 shows that Nimble can achieve performance improvement in the training of the neural networks on the CIFAR-10 dataset even when the batch size is sufficiently large.

| Model         | Batch Size 64 | Batch Size 128 | Batch Size 256 |
|---------------|---------------|----------------|----------------|
| MobileNetV2   | 2.15          | 2.28           | 1.66           |
| EffNet-B0     | 2.72          | 1.88           | 1.45           |
| ResNet-50     | 1.54          | 1.33           | 1.11           |
| PyTorch       |               |                |                |
| TorchScript   |               |                |                |
| Nimble        |               |                |                |

1. [https://github.com/Cadene/pretrained-models.pytorch](https://github.com/Cadene/pretrained-models.pytorch)
2. [https://github.com/rwightman/pytorch-image-models](https://github.com/rwightman/pytorch-image-models)
3. [https://github.com/quark0/darts](https://github.com/quark0/darts)
4. [https://github.com/NVIDIA/DeepLearningExamples](https://github.com/NVIDIA/DeepLearningExamples)