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Abstract—Hybrid systems with memory are dynamical systems exhibiting both hybrid and delay phenomena. In this note, we study the asymptotic stability of hybrid systems with memory using generalized concepts of solutions. These generalized solutions, motivated by studying robustness and well-posedness of such systems, are defined on hybrid time domains and parameterized by both continuous and discrete time. We establish Lyapunov-based sufficient conditions for asymptotic stability using both Lyapunov-Razumikhin functions and Lyapunov-Krasovskii functionals. Examples are provided to illustrate these conditions.
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I. INTRODUCTION

While delay phenomena and hybrid dynamics are ubiquitous in both nature and engineering applications, the interplay between these two is particularly pronounced in control systems, where the use of hybrid control algorithms has increasingly gained popularity and delays are often inevitable, e.g., in situations where the control loop is closed over a network.

Hybrid systems with memory refer to dynamical systems exhibiting both hybrid and delay phenomena. Such systems have attracted considerable attention and asymptotic stability for hybrid systems with delays has been addressed in the past in various settings (see, e.g., [1]–[7]). All these results, however, have been established using the classical notion of solutions, which are typically considered to be piecewise continuous and parameterized by the continuous time alone. Meanwhile, generalized solutions of hybrid inclusions, defined on hybrid time domains and parameterized by both continuous and discrete times, have been proposed and proven effective for the robust stability analysis of hybrid systems without memory [8]–[10].

Recent work in [11], [12] proposed a framework that allows to study hybrid systems with delays through generalized solutions. One of the major different ideas in [11], [12] is to consider a phase space equipped with the graphical convergence topology, instead of using the conventional choice of phase space of piecewise continuous functions equipped with uniform convergence topology. The latter is not well-suited to handle discontinuities caused by jumps in hybrid systems, especially when structural properties of the solutions are concerned. By using tools from functional differential inclusions, basic existence and well-posedness results have been established [13]. As a consequence of well-posedness, it is also proved in [13] that $K\mathcal{C}$ pre-asymptotic stability is robust for well-posed hybrid systems with memory.

The main contribution of this note is to provide Lyapunov-based sufficient conditions for studying asymptotic stability of hybrid systems with memory using generalized solutions. We prove two sets of such conditions, one using Lyapunov-Razumikhin functions and the other using Lyapunov-Krasovskii functionals. These results extend to the hybrid setting the classical stability results for functional differential equations [14] and more recent results on delay difference equations or inclusions (e.g., [15]–[17]). They also extend some preliminary results on this topic found in [12].

II. PRELIMINARIES

Notation: $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space with its norm denoted by $|\cdot|$. $\mathbb{Z}$ denotes the set of all integers; $\mathbb{R}_{\geq 0} = [0, \infty)$, $\mathbb{R}_{\leq 0} = (-\infty, 0]$, $\mathbb{Z}_{\geq 0} = \{0, 1, 2, \ldots\}$, and $\mathbb{Z}_{< 0} = \{0, -1, -2, \ldots\}$. A continuous function $\alpha : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and satisfies $\alpha(0) = 0$. A class $\mathcal{K}$ function is said to belong to class $\mathcal{K}_{\infty}$ if it further satisfies $\lim_{s \to \infty} \alpha(s) = \infty$. A continuous function $\beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is said to belong to class $\mathcal{K}\mathcal{L}$ if, for each fixed $s$, the function $r \mapsto \beta(r, s)$ belongs to class $\mathcal{K}$ and, for each fixed $r$, the function $s \mapsto \beta(r, s)$ is decreasing with respect to $s$ and satisfies $\beta(r, s) \to 0$ as $s \to \infty$.

A. Hybrid systems with memory

We start with the definition of hybrid time domains and hybrid arcs [9], [18] for hybrid systems and generalize them in order to define hybrid systems with memory. The following definitions first appeared in [11], [12].

Definition 1. Consider a subset $E \subseteq \mathbb{R} \times \mathbb{Z}$ with $E = E_{\geq 0} \cup E_{\leq 0}$, where $E_{\geq 0} := (\mathbb{R}_{\geq 0} \times \mathbb{Z}_{\geq 0}) \cap E$ and $E_{\leq 0} := (\mathbb{R}_{\leq 0} \times \mathbb{Z}_{\leq 0}) \cap E$. The set $E$ is called a compact hybrid time domain with memory if $E_{\geq 0} = \bigcup_{j=0}^{\infty} \{[t_j, t_{j+1}) \times \{j\}\}$ and $E_{\leq 0} = \bigcup_{k=1}^{\infty} \{[s_k, s_{k-1}) \times \{-k\} \}$. For some finite sequence of times $s_0 \leq \cdots \leq s_1 = 0 = t_0 \leq t_1 \leq \cdots \leq t_J$. It is called a hybrid time domain with memory if, for all $(T, J) \in \mathbb{R}_{\geq 0}$ and all $(S, K) \in \mathbb{R}_{\leq 0} \times \mathbb{Z}_{\leq 0}$, $(E_{\geq 0} \cap ([0, T] \times \{0, 1, \ldots, J\}) \cup (E_{\leq 0} \cap ([0, S] \times \{-K, -K+1, \ldots, 0\})))$ is a compact hybrid time domain with memory. The set $E_{\leq 0}$ is called a hybrid memory domain.

Definition 2. A hybrid arc with memory consists of a hybrid time domain with memory, denoted by $dom x$, and a function $x : dom x \rightarrow \mathbb{R}^n$ such that $x(\cdot, j)$ is locally absolutely continuous on $I^j = \{t : (t, j) \in dom x\}$ for each $j \in \mathbb{Z}$ such that $I^j$ has nonempty interior. In particular, a hybrid arc $x$ with memory is called a hybrid memory arc if $dom x \subseteq \mathbb{R}_{\leq 0} \times \mathbb{Z}_{\leq 0}$.
We shall simply use the term hybrid arc if we do not have to distinguish between the above two hybrid arcs. We write \( \text{dom}_{\geq 0}(x) := \text{dom} x \cap (\mathbb{R}_{\geq 0} \times \mathbb{Z}_{\geq 0}) \) and \( \text{dom}_{\leq 0}(x) := \text{dom} x \cap (\mathbb{R}_{\leq 0} \times \mathbb{Z}_{\leq 0}) \).

We shall use \( M \) to denote the collection of all hybrid memory arcs. Moreover, given \( \Delta \in [0, \infty) \), we denote by \( M^\Delta \) the collection of hybrid memory arcs \( \varphi \) satisfying the following two conditions: (1) \( s + k \geq -\Delta - 1 \) for all \( (s, k) \in \text{dom} \varphi \); and (2) there exists \( (s', k') \in \text{dom} \varphi \) such that \( s' + k' \leq -\Delta \). The constant \( \Delta \) roughly captures the size of memory for a hybrid system. The above two conditions ensure that the memory size is at least \( \Delta \) and at most \( \Delta + 1 \). We allow this variability in order to capture certain graphical convergence properties of solutions related to the well-posedness and robustness of hybrid systems with memory (see [13] for more details).

Given a hybrid arc \( x \), we define an operator \( A_{[s,j]}^\Delta x : \text{dom}_{\geq 0}(x) \rightarrow M^\Delta \) by \( A_{[s,j]}^\Delta x(s,k) = x(t+s, j+k) \), for all \( (s, k) \in \text{dom} (A_{[s,j]}^\Delta x) \), where \( (t, j) \in \text{dom}_{\geq 0}(x) \) and
\[
\text{dom} (A_{[s,j]}^\Delta x) := \{(s, k) \in \mathbb{R}_{\leq 0} \times \mathbb{Z}_{\leq 0} : \langle t+s, j+k \rangle \in \text{dom} x, s + k \geq -\Delta_{\text{inf}} \},
\]
\[
\Delta_{\text{inf}} := \inf \{ \delta \geq \Delta : \exists \langle t+s, j+k \rangle \in \text{dom} x \text{ s.t. } s+k = -\delta \}.
\]

It follows that if \( A_{[0,0]}^\Delta x \in M^\Delta \), then \( A_{[s,j]}^\Delta x \in M^\Delta \) for any \( (t, j) \in \text{dom}_{\geq 0}(x) \).

Definition 3. A hybrid system with memory of size \( \Delta \) is defined by a 4-tuple \( \mathcal{H}_M^\Delta = (C, F, D, G) \):
- a set \( C \subseteq M^\Delta \), called the flow set;
- a set-valued functional \( F : M^\Delta \Rightarrow \mathbb{R}^n \), called the flow map;
- a set \( D \subseteq M^\Delta \), called the jump set;
- a set-valued functional \( G : M^\Delta \Rightarrow \mathbb{R}^n \), called the jump map.

Given a hybrid memory arc \( \varphi \in M^\Delta \) and \( g \in \mathbb{R}^n \), we define \( \varphi_g^+ \) be a hybrid memory arc in \( M^\Delta \) satisfying \( \varphi_g^+(0, 0) = g \) and \( \varphi_g^+(s, k-1) = \varphi(s, k) \) for all \( (s, k) \in \text{dom} \varphi \). Furthermore, we define \( G^+(D) := \{ \varphi_g^+ : g \in G(\varphi), \varphi \in D \} \). Intuitively, \( \varphi_g^+ \) is the hybrid memory arc following \( \varphi \) after taking a jump of value \( g \); \( G^+(D) \) is the set of hybrid memory arcs that can be obtained by applying the functional \( G \) on the jump set \( D \).

Definition 4. A hybrid arc is a solution to the hybrid system \( \mathcal{H}_M^\Delta \) if the initial data \( A_{[0,0]}^\Delta x \in C \cup D \) and:

(S1) For all \( j \in \mathbb{Z}_{\geq 0} \) and almost all \( t \) such that \( (t, j) \in \text{dom}_{\geq 0}(x) \),
\[
A_{[t,j]}^\Delta x \in C, \quad \dot{x}(t,j) \in F(A_{[t,j]}^\Delta x),
\]
(S2) For all \( (t, j) \in \text{dom}_{\geq 0}(x) \) such that \( (t, j + 1) \in \text{dom}_{\geq 0}(x) \),
\[
A_{[t,j]}^\Delta x \in D, \quad x(t, j + 1) \in G(A_{[t,j]}^\Delta x).
\]

The solution \( x \) is called nontrivial if \( \text{dom}_{\geq 0}(x) \) has at least two points. It is called complete if \( \text{dom}_{\geq 0}(x) \) is unbounded.

It is called maximal if there does not exist another solution \( y \) to \( \mathcal{H}_M^\Delta \) such that \( \text{dom} x \) is a proper subset of \( \text{dom} y \) and \( x(t, j) = y(t, j) \) for all \( (t, j) \in \text{dom} x \). The set of all maximal solutions to \( \mathcal{H}_M^\Delta \) starting from some initial data \( \varphi \in M^\Delta \) is denoted by \( S_{\mathcal{H}_M^\Delta}(\varphi) \).

We refer the readers to [11]–[13] for existence of generalized solutions and well-posedness for hybrid systems with memory. The main results of this paper are on \( KL \) pre-asymptotic stability with respect to a closed set in \( \mathbb{R}^n \) for hybrid systems with memory. The definition for \( KL \) pre-asymptotic stability is given below.

Definition 5. Let \( W \subseteq \mathbb{R}^n \) be a closed set. The set \( W \) is said to be \( KL \) pre-asymptotically stable for \( \mathcal{H}_M^\Delta \) if there exists a \( KL \) function \( \beta \) such that any solution \( x \) to \( \mathcal{H}_M^\Delta \) satisfies
\[
|x(t, j)\|_W \leq \beta(|A_{[0,0]}^\Delta x\|_W, t+j), \quad \forall (t, j) \in \text{dom}_{\geq 0}(x),
\]
where \( |z|_W := \inf_{y \in W} |y - z| \) for \( z \in \mathbb{R}^n \) and \( \|\varphi\|_W := \sup_{s,k \in \text{dom} \varphi} |\varphi(s,k)|_W \) for \( \varphi \in M^\Delta \).

III. LYAPUNOV CONDITIONS FOR ASYMPTOTIC STABILITY

In this section, we present the main results on Lyapunov-based sufficient conditions for the asymptotic stability of hybrid systems with memory. We provide two sets of conditions, one in terms of Lyapunov-Razumikhin functions and the other using Lyapunov–Krasovskii functionals.

A. Sufficient conditions by Lyapunov-Razumikhin functions

Razumikhin theorems [19] have been a very useful tool for the stability analysis of delay or functional differential equations (see, e.g., [14] Theorem 4.2, Chapter 5). Typical stability criteria in a Razumikhin-type theorem involve a positive definite Lyapunov function whose derivative along solutions is negative definite only if the current value of the Lyapunov function exceeds certain thresholds relative to the past values of the Lyapunov function over a delay period.

The following result, which extends a preliminary result found in [12], gives a general Razumikhin-type theorem for hybrid systems with memory.

Theorem 1. Let \( \mathcal{H}_M^\Delta = (C, F, D, G) \) be a hybrid system with finite memory (i.e., \( \Delta < \infty \)) and let \( W \subseteq \mathbb{R}^n \) be a closed set. If there exists a continuously differentiable function \( V : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}, K_\infty \) functions \( \alpha_i \) (i = 1, 2), a positive definite and continuous function \( \alpha_3 : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \), and continuous functions \( \rho : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) and \( \rho : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) with \( \rho(r) > r \) and \( \rho(r) < r \) for all \( r > 0 \) such that the following hold:

(i) \( \alpha_3(|(\varphi(0,0))|_W) \leq V(\varphi(0,0)) \leq \alpha_2(|(\varphi(0,0))|_W) \) for all \( \varphi \in C \cup D \cup G^+(D) \);
(ii) \( \nabla V(\varphi(0,0)) \cdot f \leq -\alpha_3(V(\varphi(0,0))) \) for all \( \varphi \in C \) such that \( p(V(\varphi(0,0))) \geq \nabla V(\varphi) \) and all \( f \in F(\varphi) \);
(iii) \( V(\varphi) \leq \rho(V(\varphi)) \) for all \( \varphi \in D \) and all \( g \in G(\varphi) \), where \( V(\varphi) := \max_{s,k \in \text{dom} \varphi} V(\varphi(s,k)) \), then \( W \) is \( KL \) pre-asymptotically stable for \( \mathcal{H}_M^\Delta \).

Proof: Let \( x \) be a solution to \( \mathcal{H}_M^\Delta \). We first show that \( \nabla V(A_{[t,j]}^\Delta x) \) is non-increasing for \( (t, j) \in \text{dom} x \). If
Let \( N \) be the smallest integer such that \( \varepsilon + Na \geq \alpha_2(\eta) \). Both \( \gamma \) and \( a \) are positive, because \( \varepsilon > 0 \), \( p(s) > s \), and \( \rho(s) < s \) for all \( s > 0 \).

We claim that there exists \( T_1 \) such that \( V(x(t, j)) \leq \varepsilon + (N - 1)a \) for all \( (t, j) \in \text{dom} x \) with \( t + j \geq T_1 \). We prove this in two steps.

(A) First, we show that \( V(x(t, j)) \leq \varepsilon + (N - 1)a \) holds for some \( (t, j) \in \text{dom} x \) and \( t + j \geq 0 \).

(B) Second, we show that once \( V(x(t, j)) \leq \varepsilon + (N - 1)a \) for some \((t, j) \in \text{dom} x \) and \( t + j \geq 0 \), this holds for all \((t, j) \in \text{dom} x \) beyond this instant.

Suppose (A) is not true, then we have \( V(x(t, j)) > \varepsilon + (N - 1)a \) for all \((t, j) \in \text{dom} x \) and \( t + j \geq 0 \). It follows that for all \((t, j) \in \text{dom} x \) with \( t + j \geq 0 \), we have

\[
p(V(x(t, j))) \geq V(x(t,j)) + a > \varepsilon + Na \geq \alpha_2(\eta) = V(A_{t,j}^\Delta).\]

If \( I^* := \{ t : (t, j) \in \text{dom} x \} \) has non-empty interior, we have from condition (ii) that

\[
\frac{dV(x(t, j))}{dt} \leq -\alpha_3(V(x(t, j))) \leq -\gamma. \tag{4}
\]

If both \((t, j) \in \text{dom} x \) and \((t, j + 1) \in \text{dom} x \), we have from condition (iii) that

\[
V(x(t, j + 1)) - V(x(t, j)) \leq \rho(V(A_{t,j}^\Delta)) - V(x(t, j)) \leq -\gamma. \tag{5}
\]

Combining (5) and (4) gives \( V(x(t, j)) \leq V(x(0, 0)) - \gamma(t + j) \), which holds for all \((t, j) \in \text{dom} x \) with \( t + j \geq 0 \). This would lead to a contradiction if \( t + j \) is sufficiently large.

Suppose (B) is not true. Then there exists \((t', j') \in \text{dom} x \) such that

\[
t' + j' = \inf \{ s + k \geq t + j : V(x(s, k)) > \varepsilon + (N - 1)a \}.
\]

We consider two cases.

If \( V(x(t', j')) > \varepsilon + (N - 1)a \), it must be that \((t', j' - 1) \in \text{dom} x \) and \( V(x(t', j' - 1)) \leq \varepsilon + (N - 1)a \). This would lead to a contradiction that

\[
V(x(t', j')) \leq \rho(V(A_{t',j'-1}^\Delta)) \leq \varepsilon + (N - 1)a,
\]

which holds in either case of \( V(A_{t',j'-1}^\Delta) \geq \varepsilon + (N - 1)a \) or \( V(A_{t',j'-1}^\Delta) \leq \varepsilon + (N - 1)a \). Indeed, if the former holds, then

\[
p(V(A_{t',j'-1}^\Delta)) \leq V(A_{t',j'-1}^\Delta) - a \leq \varepsilon + (N - 1)a;
\]

if the latter holds, then

\[
p(V(A_{t',j'-1}^\Delta)) \leq V(A_{t',j'-1}^\Delta) \leq \varepsilon + (N - 1)a.
\]

If \( V(x(t', j')) = \varepsilon + (N - 1)a \), it must hold that \((t' + s, j') \in \text{dom} x \) for all \( s \in [0, h] \) for some small \( h > 0 \). Since

\[
p(V(x(t', j''))) \geq V(x(t', j'')) \geq V(x(t', j')) + a = \varepsilon + Na \geq V(A_{t',j'\Delta}^\Delta),
\]

it follows from condition (ii) that

\[
0 < \alpha_3(V(x(t',j'))) \leq -\alpha_3(\varepsilon + (N - 1)a) < 0,
\]

which contradicts the definition of \((t', j')\).

Combining (A) and (B) above leads to \( V(A_{t,j}^\Delta) \leq \varepsilon + (N - 1)a \), for all \( t + j \geq 1 + \Delta + 1 \).

Repeating the same argument above, we can inductively show that, for \( 1 \leq k \leq N \), there exists \( T_k \) such that

\[
\varepsilon + (N - k)a \leq V(A_{t,j}^\Delta) \leq \varepsilon + (N - 1)a,
\]

for all \( t + j \geq T_k + \Delta + 1 \). Taking \( k = N \) and \( T = T_N + \Delta + 1 \), we have established

\[
V(x(t, j)) \leq V(A_{t,j}^\Delta) \leq \varepsilon,
\]

for all \( t + j \geq T \).
for all $t + j \geq T$. Note that the choice of $T$ only depends on $\varepsilon$ and $\eta$. Thus, combining (3) and (6), we have proved that $\mathcal{W}$ is $\mathcal{KL}$ pre-asymptotically stable for $\mathcal{H}_M$. The existence of a $\mathcal{KL}$ estimate follows from standard arguments (see, e.g., [20] Appendix C.6).

**Remark 1.** Theorem 1 extends to the hybrid setting the classical stability results for functional differential equations [14], Theorem 4.2, Chapter 5] and more recent results on delay difference equations or inclusions (e.g., [15]–[17]). More specifically, the proof techniques for the evolution of solutions by the flow map resemble that for classical stability results for functional differential equations. The key differences here include condition (iii), which is different from and more general than the conditions proposed for functional difference equations or inclusions (e.g., [15]–[17]), and arguments to deal with the hybrid nature of the system, which allows the system to have multiple consecutive jumps.

The following result, which first appeared in [12], establishes Halanay-type inequalities [21] for hybrid systems. It can be proved as an immediate corollary of Theorem 1.

**Corollary 1.** [12] Let $\mathcal{H}_M = (\mathcal{C}, \mathcal{F}, \mathcal{D}, \mathcal{G})$ be a hybrid system with memory and let $\mathcal{W} \subseteq \mathbb{R}^n$ be a closed set. If there exists a continuously differentiable function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$, $\mathcal{C}_\infty$ functions $\alpha_i$ ($i = 1, 2$), and positive constants $\mu > q$ and $\rho < 1$ such that the following hold:

(i) \( \alpha_1(|\varphi(0, 0)|_W) \leq V(\varphi(0, 0)) \leq \alpha_2(|\varphi(0, 0)|_W) \) for all \( \varphi \in \mathcal{C} \cup \mathcal{D} \cup \mathcal{G}^+(\mathcal{D}) \);

(ii) \( \nabla V(\varphi(0, 0)) \cdot f \leq -\mu V(\varphi(0, 0)) + qV(\varphi) \) for all $\varphi \in \mathcal{C}$ and $f \in \mathcal{F}(\varphi)$;

(iii) \( V(g) \leq \rho V(\varphi) \) for all $\varphi \in \mathcal{D}$ and $g \in \mathcal{G}(\varphi)$, where $\rho$ is some positive constant. In

where $\mathcal{W}$ is $\mathcal{KL}$ pre-asymptotically stable for $\mathcal{H}_M$.

We use the following example (modified from Example 3.12 of [9]) to illustrate how the results established in Theorem 1 and Corollary 1 can be applied.

**Example 1** (Sampled-data systems with delayed measurements). Consider a linear sampled-data system

\[
\begin{align*}
\dot{z} &= Az + Bu \\
\dot{u} &= 0 \\
\dot{\tau} &= 1 \\
\hat{z} &= z \\
\hat{u} &= K\hat{z},
\end{align*}
\]

where $\hat{z}$ is the delayed measurement affected by some fixed sampling delay $r > 0$ and $\delta > 0$ is the fixed sampling period. The system corresponds to a hybrid system $\mathcal{H}_M = (\mathcal{C}, \mathcal{F}, \mathcal{D}, \mathcal{G})$ with

\[
\mathcal{F}(\psi) := \begin{bmatrix} A\varphi_z(0, 0) + B\varphi_u(0, 0) \\ 0 \\ 1 \end{bmatrix},
\]

\[
\mathcal{G}(\varphi) := \begin{bmatrix} \varphi_z(0, 0) \\ \varphi_z(-r, k) \cup_{(r, k) \in \text{dom } \psi} K\varphi_z(-r, k) \\ 0 \end{bmatrix},
\]

\[
C := \{ \psi = (\varphi_z, \varphi_u, \tau) \in \mathcal{M}^\Delta : \tau(0, 0) \in [0, \delta] \},
\]

\[
D := \{ \psi = (\varphi_z, \varphi_u, \tau) \in \mathcal{M}^\Delta : \tau(0, 0) = \delta \},
\]

where $\psi = (\varphi, \tau) \in \mathcal{M}^\Delta$ and $\varphi = (\varphi_z, \varphi_u)$.

Let $\mathcal{W} := \{ 0 \} \times \{ 0 \} \times [0, \delta]$. Since $\psi = (\varphi, \tau), \varphi = (\varphi_z, \varphi_u), \tau \in [0, \delta]$, we have, by the definitions of $|.|_W$ and $\| \cdot \|_W$ (see Definition 5), that $|\psi(0, 0)|_W = |\varphi(0, 0)|$ and $\|\psi\|_W = \|\varphi\|$ for all $\psi = (\varphi, \tau) \in \mathcal{C} \cup \mathcal{D} \subseteq \mathcal{M}^\Delta$, where $\|\varphi\| = \sup_{(\varphi, \tau)} \{ \varphi(t, \tau) \}$.

Consider a Lyapunov function candidate of the form $V(x) := e^{-\sigma x^T V_1(x)}$ ($\sigma > 0$) with $V_1(x) := W(\exp(A_f(\delta - x_2)x_1))$ and $W(x_1) := x_1^T P x_1$, where $A_f := \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix}$ and $P$ is a positive definite symmetric matrix such that $H^T P H - P$ is negative definite with $H := \exp(A_f \delta)A_g$, where $A_g := \begin{bmatrix} I & 0 \\ K & 0 \end{bmatrix}$. Note that the matrix $H$ captures the evolution of the variable $x_1$ at sampling times and just before jumps in the delay-free case [9]. By this assumption, we know that there exists $\rho < 1$ such that $W(H x_1) \leq \rho W(x_1)$.

Fig. 1: Simulation results for Example 1.
B. Sufficient conditions by Lyapunov–Krasovskii functionals

As in functional differential equations, Lyapunov functionals can be used to formulate sufficient conditions for analyzing stability of hybrid systems with memory. Given a functional \( V : \mathcal{M}^\Delta \rightarrow \mathbb{R}_{\geq 0} \), we define the upper right-hand derivative of \( V \) at \( \varphi \in \mathcal{M}^\Delta \) along the solutions of \( \mathcal{H}_M^\Delta \) as follows:

\[
D^+ V(\varphi) := \sup_{x \in S^\Delta_{\mathcal{H}_M^\Delta}(\varphi)} \lim_{h \to 0^+} \frac{V(A^\Delta_{\lfloor h,0 \rfloor} x) - V(A^\Delta_{\lfloor 0,0 \rfloor} x)}{h}.
\]

The following result provides a set of such conditions, which resemble that for hybrid systems without memory.

**Theorem 2.** Let \( \mathcal{H}_M^\Delta \) be a hybrid system in \( \mathcal{M}^\Delta \) and let \( \mathcal{W} \subseteq \mathbb{R}^n \) be a closed set. Suppose that \( \mathcal{F} \) satisfies the following local boundedness assumption: for each \( b > 0 \), there exists some \( l > 0 \) such that \( \|f\|_{\mathcal{F}} \leq l \) for all \( f \in \mathcal{F}(\varphi) \) and \( \varphi \in \mathcal{M}^\Delta \cap C \) with \( \|\varphi\|_W \leq b \). If there exists a functional \( V : \mathcal{M}^\Delta \rightarrow \mathbb{R}_{\geq 0} \), \( K \)-invariant functions \( \alpha_i \) \((i = 1, 2, \) and a positive definite and continuous function \( \alpha_3 : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) such that the following hold:

(i) \( \alpha_i(\varphi(0,0)_W) \leq V(\varphi) \leq \alpha_2(\|\varphi\|_W) \) for all \( \varphi \in C \cup D \cup G^+(D) \);

(ii) \( D^+ V(\varphi) \leq -\alpha_3(\|\varphi(0)\|_W) \) for all \( \varphi \in C \);

(iii) \( V(\varphi^+_{\hat{t}}) - V(\varphi) \leq -\alpha_3(\|\varphi(0)\|_W) \) for all \( \varphi \in D \) and \( g \in \hat{G}(\varphi) \),

then \( \mathcal{V} \) is \( KL \)-pre-asymptotically stabilizable for \( \mathcal{H}_M \).

**Proof:** Let \( x \in S_{\mathcal{H}_M^\Delta}(\varphi) \) for some \( \varphi \in \mathcal{M}^\Delta \). Pick any \((t, j) \in \text{dom} \mathcal{D}(0)\) and \((s, j) \in \text{dom} \mathcal{D}(0)\) such that \((s, j) \preceq (t, j)\). Here \((s, j) \preceq (t, j)\) means \( s \leq t \) and \( k \leq j \). Let \( s := t_k \preceq t_{k+1} \preceq \cdots \preceq t_{j+1} := t \) satisfy

\[
\text{dom} \mathcal{D}(0) \cap \{(s, t) \times \{k, \cdots, j\}\} = \bigcup_{i=k}^j [t_i, t_{i+1}] \times i.
\]

For each \( i \in \{0, \cdots, j\} \) and almost all \( \theta \in [t_i, t_{i+1}) \), we have \( \mathcal{A}_{\theta,i} \in C \) and

\[
D^+ V(\mathcal{A}_{\theta,i}) \leq -\alpha_3(\|x(\theta, i)\|_W),
\]

from condition (ii). Integrating this gives

\[
V(\mathcal{A}_{t_{i+1},i}) - V(\mathcal{A}_{t_i,i}) \leq -\int_{t_i}^{t_{i+1}} \alpha_3(\|x(\theta, i)\|_W) d\theta,
\]

for all \( i \in \{k, \cdots, j\} \). Moreover, for each \( i \in \{0, \cdots, j\} \), we have \( \mathcal{A}_{t_i,i-1} \in D \) and

\[
V(\mathcal{A}_{t_i,i}) - V(\mathcal{A}_{t_i,i-1}) \leq -\alpha_3(\|x(t_i, i-1)\|_W),
\]

for all \( i \in \{k, \cdots, j\} \). Combining (9) and (10) gives

\[
V(\mathcal{A}_{t,j}) - V(\mathcal{A}_{s,k}) \leq \sum_{i=k}^j \alpha_3(\|x(s, i)\|_W) ds - \sum_{i=k+1}^j \alpha_3(\|x(t_i, i-1)\|_W).
\]

Since \( \alpha_3 \) is positive definite, the above inequality shows that \( V(\mathcal{A}_{t,j}) \) is non-increasing. Furthermore, letting \((s, k) = (0, 0)\), together with condition (i), implies that

\[
\alpha_1(\|x(t,j)\|_W) \leq V(\mathcal{A}_{t,0}) \leq V(\mathcal{A}_{s,0}) \leq \alpha_2(\|\varphi\|_W).
\]

Pick any \( \varepsilon > 0 \) and \( \eta > 0 \). Let \( \delta = \alpha_2^{-1} \circ \alpha_1(\varepsilon) \). Then it follows from (11) that \( \|\varphi\|_W \leq \delta \), then \( |x(t,j)|_W \leq \varepsilon \) for all \((t, j) \in \text{dom} \mathcal{D}(0)\).

Fixed any \( \eta > 0 \) and consider any solution \( x \) to \( \mathcal{H}_M^\Delta \) with \( \|\varphi\|_W \leq \eta \). It follows from the above inequality that \( V(x(t,j)) \leq \alpha_2(\eta) \) for all \((t, j) \in \text{dom} \mathcal{D}(0)\). Furthermore, from the boundedness assumption on \( \mathcal{F} \), there exists a constant \( L \) such that, for all \( j \) and almost all \( t \) such that \((t, j) \in \text{dom} \mathcal{D}(0)\), we have \(|x(t,j)|_W \leq L \). We further show that for all \( \varepsilon > 0 \), there exists some \( T > 0 \) such that, for all \((t, j) \in \text{dom} \mathcal{D}(0)\) with \( t + j \geq T \),

\[
V(x(t,j)) \leq \varepsilon.
\]

Pick some \( T > k_0(\Delta + 2) \). Unless we have \( \sup \{ t + j : (t, j) \in \text{dom} \mathcal{D}(0) \} < T \), we can pick the sequence of pairs \((t_k, j_k) \in \text{dom} \mathcal{D}(0)\) to satisfy \((t_k + \frac{\delta}{2}, j_k) \preceq (t_{k+1} + 1, j_k)\) and \((t_k, j_k + 1) \preceq (t_{k+1} + 1, j_k + 1)\) for all \( k \leq k_0 - 1 \). Since \( V(\mathcal{A}_{t,j}) \) is non-increasing, it follows from combining (13) and (14) that

\[
V(\mathcal{A}_{t_{k_0},0}) \leq V(\mathcal{A}_{t,0}) - \alpha_3 \left( \frac{\delta}{2} \right) \frac{\delta}{2L}(k_0 - 1) < 0.
\]

Which is a contradiction. In view of (11) and (12), the rest of the proof is similar to that for Theorem 1.

**Remark 2.** A special version of Lyapunov–Krasovskii theorem for hybrid systems with delays was proved in [22] Proposition 1] in the context of reset control systems, where the reset map acts only on the controller state and the emphasis on the delay is in continuous time. Moreover, a dwell-time condition was assumed there. Theorem 2 covers the general case of hybrid systems with delays, where the delay can be in both continuous and discrete time.

We use a simple example to illustrate the above theorem.
Example 2 (Time-delay systems with jumps). Consider a hybrid system $H^2_M = (\mathcal{C}, \mathcal{F}, \mathcal{D}, \mathcal{G})$ with

$$
\mathcal{F}(\psi) := \left[ a\varphi(0,0) + b\varphi(-r,k(r)), 1 \right],
$$

$$
\mathcal{G}(\psi) := \left[ \rho\varphi(0,0), 0 \right],
$$

$$
\mathcal{C} := \{ \psi = (\varphi, \tau) \in M^2 : \tau(0,0) \in [0, \delta] \},
$$

$$
\mathcal{D} := \{ \psi = (\varphi, \tau) \in M^2 : \tau(0,0) = \delta \},
$$

where $a$, $b$, and $\rho$ are scalar constants and $k(s) = \max \{ k : (s, k) \in \text{dom } \varphi \}$.

Let $W := \{ 0 \} \times [0, \delta]$. Since $\psi = (\varphi, \tau)$ and $\tau \in [0, \delta]$, we have, by the definitions of $||W||$ and $||\psi||W$ (see Definition 5), that $|\psi(0,0)|_W = |\varphi(0,0)|$ and $||\psi||W = ||\varphi||$ for all $\psi = (\varphi, \tau) \in \mathcal{C} \cup \mathcal{D} \subseteq M^2$, where $||\varphi|| = \sup_{t \in [-\delta, 0]} \| \varphi(t, t) \|$.

It is easy to see that the generalized hybrid system formulation above corresponds to the delay differential equation $\dot{x}(t) = ax(t) + bx(t-r)$ subject to the reset map $x^+ = \rho x$ every $\delta$ unit of time, where $x^+$ denotes the state after applying the reset map at $t$.

With $\psi = (\varphi, \tau) \in M^2$, let

$$
V(\psi) = |\varphi(0,0)|^2 e^{-\sigma \tau(0,0)} + \mu \int_{-r}^{0} |\varphi(s,k(s))|^2 ds,
$$

where $\sigma$ and $\mu \geq 0$ are constants to be determined. It is easy to see that condition (i) in Theorem 2 is satisfied with $\alpha_1(s) = s e^{-|s|\sigma}$ and $\alpha_2(s) = s^2 (e^{|s|\sigma} + r \mu)$. If $\psi \in \mathcal{C}$, it follows that

$$
D^+ V(\psi) = 2\varphi(0,0)e^{-\sigma \tau(0,0)}(a\varphi(0,0) + b\varphi(-r,k(-r)))
$$

$$
- \sigma \varphi^2(0,0) e^{-\sigma \tau(0,0)} + \mu \varphi^2(0,0) - \mu \varphi^2(-r,k(-r)).
$$

If $\psi \in \mathcal{D}$, it follows that

$$
V(\varphi^+) - V(\psi) \leq (\rho - e^{-\sigma \delta}) |\varphi(0,0)|^2,
$$

for $g \in G(\psi)$. Consider two cases:

(I) $a < 0$ and $\rho > 1$: This corresponds to the case when the flow dynamics are stable, whereas the jump dynamics are not. Fix some $\sigma < 0$. The inequality (15) would imply condition (ii) if $2a e^{-\sigma \delta} - \sigma e^{-\sigma \delta} + \mu < 0$ and $-2a e^{-\sigma \delta} - \sigma e^{-\sigma \delta} + \mu > b^2 e^{-2\sigma \delta}$ hold simultaneously. Moreover, the inequality (15) would imply condition (iii) if $\rho < e^{-\sigma \delta}$. It is easy to check that, if $|b| < a$, we can choose $\sigma > 0$ sufficiently large such that the above three inequalities always hold. Therefore, by Theorem 2 $W$ is $\mathcal{K}$-$\mathcal{L}$ pre-asymptotically stable for $H^2_M$ if $\delta$ is sufficiently large.

(II) $a > 0$ and $\rho < 1$: This corresponds to the case when the flow dynamics are unstable, whereas the jump dynamics are stable. Suppose $\sigma > 0$. Similarly, the inequality (15) would imply condition (ii) if $2a - \sigma + \mu < 0$ and $-2a - \sigma + \mu > b^2 e^{-2\sigma \delta}$ hold simultaneously. With $\mu = 2b$, we can choose $\sigma > 2(a + |b|)$ such that the above inequality holds. Moreover, the inequality (15) would imply condition (iii) if $\rho < e^{-\sigma \delta}$. This can be done by choosing $\sigma$ sufficiently small according to a chosen value of $\sigma$. Therefore, by Theorem 2 $W$ is $\mathcal{K}$-$\mathcal{L}$ pre-asymptotically stable for $H^2_M$ if $\delta$ is sufficiently small.

IV. Conclusions

In this note, we have investigated asymptotic stability of hybrid systems with memory via generalized solutions. While the motivation for considering generalized solutions lies in the need to address robustness of asymptotic stability and well-posedness for such systems, the focus of this note is on asymptotic stability analysis using Lyapunov-based methods.

We have established two sets of Lyapunov-based sufficient conditions for the asymptotic stability of hybrid systems with memory, one based on Lyapunov–Razumikhin techniques and the other Lyapunov–Krasovskii functionals. We have demonstrated the effectiveness of these techniques using two examples.
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