Construction and Characterization of 3D Receptive Fields in Mouse Primary Auditory Cortex
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Abstract. Neurons in the central auditory system exhibit non-linear responses to acoustic stimulation. Such nonlinearities are usually illustrated by frequency tuning curves, spectro-temporal response areas and dynamic ranges. None of these methods provide a complete representation of the neural responses in frequency, intensity and timing domains. A novel tool is developed that creates neural response representation across all three domains showing the pattern of excitation as well as inhibition. The primary auditory cortex is selected as the region to create this three dimensional representation as it is a core area of the auditory information processing. The 3D receptive field consists of three visualizations: volume rendering, surface rendering and 2D slicing. All the three visualizations enable the presentation and description of the neural responses to sound in a comprehensive fashion. The 3D receptive field will provide more detailed information when comparing one brain region with the other and can also be used to improve the efficiency of different hearing related devices such as cochlear implants.

Introduction

Our brain is indeed the most complex organ in the body. Not only does it control our emotions and movements but also it takes care of processing the sensory information necessary for us to survive in the world. The brain is made up of some hundreds of billions of building blocks or neurons [13]. A neuron sends and receives binary information as action potentials or spikes. Although there are many types of neurons in the brain, their structure is basically the same [11]. Different regions of the brain have different functions of neurons. For example, neurons in the visual system process visual information from the eyes whereas neurons in the auditory system process auditory information from the ear. How auditory neurons process sound information, or how neurons respond to acoustic signals, is the motivation of this study despite being a hundred-year-old question.

The auditory system is a highly dynamic system. Neurons in the central auditory system often exhibit non-linear responses to both simple and complex sound stimulation [6]. Such nonlinearity can be well illustrated by receptive fields (RFs) [12] that encompass the response properties of auditory neurons to acoustic signals. The RF is commonly presented in three different ways, i.e., frequency response curve, frequency threshold tunings and spectro-temporal response area. The frequency response curve is the frequency tuning exhibiting only spectral information encoded by auditory neurons [17]. The frequency threshold tuning demonstrates the level dynamics of frequency tunings [19]. The spectro-temporal response area is also called the spectro-temporal receptive field (STRF) [1, 2], showing the temporal pattern of frequency tuning at given sound intensity. Since sound is a series of events in time, the temporal pattern of neural response can be more informative to auditory neurophysiologists. The STRF has been an important tool in studying neural processing of sound information in brain, such as the auditory cortex (AC) [3, 7, 9, 10, 15, 22].

Each type of RF presentation has its advantages and limitations in data sampling/processing and in the demonstration of neural response properties. Auditory physiologists commonly use one of them depending on the aim of their studies. Reviewing the literature reveals that none of the three types of
RFs bear auditory information in all three domains, i.e., the frequency, intensity and timing domains. In this study, the concept of STRF is further extended and STRF at each sound intensity level is combined to create a 3D version of the STRF which will be referred to as iSTRF. This novel tool comprehensively demonstrates neural firings at frequency, intensity and timing domains in one visualization or illustrative object.

**Experimental Techniques**

A total of 29 female C57 mice, of age 7-9 weeks and average weight 19.6-24.6 g were used to record bioelectrical signals from the primary auditory cortex (AI). The design of experimental procedures conformed to the ‘Guidelines to the Care and Use of Experimental Animals’ set up by the Canadian Council on Animal Care and was implemented after approval from University of Calgary’s Animal Care Committee under protocol number: AC14-0215. The mouse was anesthetized by a mixture of ketamine (120 mg/kg, i.p., Bimeda-MTC Animal Health Inc.) and xylazine (5mg/kg, i.p., Bimeda-MTC Animal Health Inc. Canada). All surgical procedures were performed under anesthesia. A custom made soundproof chamber was used for performing all experiments. The mouse was kept in this chamber for providing acoustic stimulation and recording bioelectrical signals. A multi-frequency gamma tone stimulus design was implemented such that tones of 50-ms duration logarithmically spaced between 5 kHz and 40 kHz at a ratio of 1.0443 [21] were presented to the animal. The choice of logarithmic spacing in tone frequencies was because of the logarithmic distribution of frequencies at the basilar membrane and also due to the logarithmic nature of auditory filters[18]. Tungsten electrodes having tip impedance of ~2 MΩ were used for recording extracellular bioelectrical signals.

**Construction and Characterization of iSTRF**

The recorded responses were loaded on Matlab (The Mathworks, Inc., Natick, Massachusetts, United States) and processed to extract spike timings for each frequency in the multi frequency stimulus. First, 2D STRFs were created by determining spike timings in milliseconds for each of 50 frequencies delivered. Since 50 sound frequencies were used to stimulate the animal and if e.g. 26 sound intensity levels were used, then for 200 ms duration time window one 2D matrix had dimensions of 50 x 200. A total of 26 such matrices (for each intensity level) were then created and stacked to form a 3D matrix with dimensions 50x200x26. This was our 3D matrix for the iSTRF that is also called the volume of data [5]. The 3D matrix was imported in Python (ver. 2.7.13) for characterization, quantification and creating 3D visualizations of the neural response.

**Characterization of Neural Response**

Characterization of the iSTRF was performed in line with the conventional 2D characterization techniques such as on the basis of characteristic frequency (CF) which is the frequency showing maximum response at the lowest sound intensity level, best frequency (BF) which is the frequency showing maximum response among all intensity levels, minimum threshold (MT) which is the minimum sound intensity required to evoke a response, latency which is the minimum time required to elicit a neural response and bandwidth (BW), which is the range of frequencies to which a neuron is sensitive to at particular intensity level. The iSTRF is able to perform all the 2D characterization that is necessary to quantify the neural response. Most of the characterization on the neural response is performed after selecting the data at a certain percent of the maximum response in order to get rid of the unnecessary background noise which is also called thresholding. This percentage value is selected based on when a clear receptive field is defined after applying threshold [14].

**Quantification**

Quantification of the auditory cortical neuron’s response was performed by determining the bandwidth, latency, minimum threshold, BF and CF. The bandwidth of response is calculated at 50% contour level. The 3D data set is first thresholded at 50% of the maximum response and then
morphological closing is performed by first applying dilation and then erosion. This creates a binary image segmented at half of the maximum response. The thresholded volume is then iterated to calculate the BW: the first and the last frequencies where response occurs is detected across all slices (for overall BW) and across a particular intensity level (for BW at a particular intensity level) and then the bandwidth of the response BW is calculated by:

\[ BW = F_2 - F_1 \]  

(1)

In a similar manner latency of the response was also calculated by detecting the first time bin where a thresholded value existed across all slices. The smallest slice number where a thresholded value was detected represented the MT of the response. Similarly, CF was calculated by determining the maximum spike number at MT and BF was the frequency at which maximum spike number existed across all slices.

Results

3D Visualizations

Three type of visualizations were created in Python using the Visualization toolkit (VTK ver. 6.3.0): 2D slicing, volume rendering and surface rendering. For all visualizations, color contours were used to indicate the strength (spike number) of neural response. The regions of high activity (excitation) were represented by warm colors (red to yellow) while those of low or suppressed activity (inhibition) by cool colors (green to blue). The time axis represented the time after tone onset in milliseconds (ms), the frequency axis represented the frequencies used to stimulate neurons in kilo Hertz (kHz) and the intensity axis represented the sound intensities in decibel sound pressure level (dB SPL) used for each frequency. The following three visualizations were created in Python using VTK:

![2D Slicing](image)

(a) The conventional STRF with level precision. Slices showed at only 56 and 46 dB SPL for simplicity (b) Classical intensity tuning with temporal precision (slices at 20 and 30 ms.) (c) Responses across intensity time domain with spectral precision(slices at 25 and 15 kHz).

Figure 1. 2D Slicing: (a) The conventional STRF with level precision. Slices showed at only 56 and 46 dB SPL for simplicity (b) Classical intensity tuning with temporal precision (slices at 20 and 30 ms.) (c) Responses across intensity time domain with spectral precision(slices at 25 and 15 kHz).
Two-Dimension Slicing. The 2D slicing feature enables response slicing across different domains. Referring to (Fig. 1a) 2D slicing across intensity domain provides the conventional STRF at each intensity level, (Fig. 1b) shows slicing across time domain enabling the view of FTC at any time instant. The (Fig.1c) show slicing across the frequency domain enabling response to be seen as a function of intensity and time. The following VTK classes were used: `vtkColorTransferFunction`, `vtkImageResliceMapper`, `vtk.vtkImageProperty`, `vtkImageSlice`, `vtkAxisActor` and `vtkScalarBarActor`.

The neuron in this example had a BF of 19.2 kHz. Slicing across the time axis shows the frequency-amplitude representation of the response (Fig.1b). Similar to STRF this could also be dragged at each time instant and FTCs at each millisecond of the response can be visualized, or in other words the FTCs can be seen with temporal precision (slices at only 20 and 30 ms in Fig. 1b). The shape represented a slant lower FTC. The slicing across frequency axis in (Fig.1c) represents the amplitude-time distribution of the responses with spectral precision enabling the visualization at each stimulus frequency. Since the responses were confined from 15 - 25 kHz, we only included slices within this range. The short latency of the neuron is also visible from this view. The neuron fired maximally within a range of 20 – 56 dB SPL.

Volume Rendering. A complete representation of the neural response is created using the volume rendering technique. Volume rendering is an extension of the 2D STRF with the inclusion of sound intensity information. This representation of the response comprehensively characterized neural response properties such as CF, BF, BW, MT and latency. The VTK classes used for creating this visualization are: `vtkImageCast`, `vtkVolumeRayCastMIPFunction`, `vtkVolumeRayCastMapper` `vtkColorTransferFunction`, `vtkPiecewiseFunction`, `vtkVolumeProperty`, `vtkVolume`, `vtkAxisActor` and `vtkScalarBarActor`.

The (Fig. 2a) is an example of the volume rendering that is actually the complete iSTRF. The neuron shown in this figure had a short latency of 23 ms. The BF was 23.8 kHz, CF was 22.8 kHz and MT was 52 dB SPL. The (Fig. 2b) is the same neuron’s iSTRF but rotated at the complete frequency-amplitude domain, similar to its FTC. The neuron in this example fires maximally from 55-65 dB SPL. The (Fig. 2c) is the same neuron’s iSTRF but rotated at complete frequency-time domains, similar to its STRF. This visualization is able to illustrate BF, CF, BW, MT and latency. There is also post activation suppression visible by the dark region following the excitatory region as shown in Figure 2c.
Surface Rendering. Surface rendering is an extension of the 2D contour plot (Fig. 3). Similar to the contouring performed on STRF, a contoured version of the iSTRF was also created using surface rendering. An isosurface plot draws the surface through all points having similar scalar values. This characterizes neural response at different contour levels and shows how the neuron's best response is shaping towards its characteristic frequency region. The surface resulting from surface rendering would represent the excitatory surface of the iSTRF at different levels from the maximum. It would show the structure and shape of the auditory response across all three domains. This is an interactive way of showing frequency tuning of the neuron illustrating how bandwidth becomes sharper towards the CF region. The VTK classes used for surface rendering are: vtkImageCast, vtkVolumeRayCastIsosurfaceFunction, vtkVolumeRayCastMapper, vtkColorTransferFunction, vtkVolumeProperty, vtkVolume, vtkAxisActor and vtkScalarBarActor.

The (Fig. 3) is an example of surface rendering representing excitatory FTC-like iSTRF of the neuron at different levels from the maximum. In this example we rendered surfaces resulting from 50, 60, 70, 80 and 90% contour levels on top of one another. This visualization is able to illustrate the BF/MT and latency (if rotated across time domain). The neuron in this example has a U-Shaped FTC with the same CF and BF of 14.1 kHz. This shape also exemplified the majority of our sampled neurons. Similar to the contouring performed on STRF, this visualization could be used for the comparison of the 50% bandwidth of the neuron. The neuron in this example had a bandwidth of 0.74 octaves at 50% contour level (~ 20 dB above threshold). Also, bandwidth at all other contour levels could be extracted.

Discussion

A new technique is introduced to construct the iSTRF; it allows the visualization and characterization of the neural response properties of auditory neurons in three domains: frequency, intensity and time. The 3D rendering techniques have been widely used to reconstruct 3D visualizations of MRI and CT scan data [8, 16]. These techniques freed scientists from the hassle of viewing 2D scans repetitively. Surface rendering is able to show many fundamental properties of neural responses by using about 10% data [19]. The computation for creating surface rendering is therefore very fast but much of the information is ignored. Volume rendering and slicing use entire data and allow to extract information that is not carried by conventional methods. The stimulus design and recording time to create the volume of data is also a time consuming process and obtaining a suitable volume is therefore challenging. Combination of using the three techniques provide a flexible tool to perform detailed analysis of the neural responses as needed.
The processing of auditory information from the periphery to the cortex is a transformative process that undergoes numerous enhancements. These transformations are generally studied in two domains, such as the comparison of FTC or STRF of one brain region with the other. A potential application of the iSTRF is to compare different auditory regions in the brain and to examine how different their neural processing is by using more detailed information. The iSTRF would comprehensively define the auditory region under study in one representation. This application can easily extend to the evaluation of hearing deficiencies such as hearing loss. Another application of the iSTRF could be to test the functionality of different hearing devices such as cochlear implants. The iSTRF can provide a response pattern (e.g. Fig. 2a) from a healthy and intact hearing system which could be used to improve the efficiency of cochlear implants and other hearing related devices.

For further work, a best response pattern of the neuron could be extracted using the 3D processing and a sound signal could be designed to stimulate neurons defined by that pattern. This sound signal could form the identity or fingerprint of the particular auditory neuron under study.

Conclusion
The iSTRF serves as a complete package to study auditory neural response properties. The quantification and characterization performed on the iSTRF is in line with the previous techniques. The iSTRF gives a complete description of the auditory neural response in one representation. The visualizations are highly interactive and show more insights into the firing pattern of auditory neurons as compared to the previous techniques.
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