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Abstract

The quasipotential is a natural generalization of the concept of energy functions to non-equilibrium systems. In the analysis of rare events in stochastic dynamics, it plays a central role in characterizing the statistics of transition events and the likely transition paths. However, computing the quasipotential is challenging, especially in high dimensional dynamical systems where a global landscape is sought. Traditional methods based on the dynamic programming principle or path space minimization tend to suffer from the curse of dimensionality. In this paper, we propose a simple and efficient machine learning method to resolve this problem. The key idea is to learn an orthogonal decomposition of the vector field that drives the dynamics, from which one can identify the quasipotential. We demonstrate on various example systems that our method can effectively compute quasipotential landscapes without requiring spatial discretization or solving path-space optimization problems. Moreover, the method is purely data driven in the sense that only observed trajectories of the dynamics are required for the computation of the quasipotential. These properties make it a promising method to enable the general application of quasipotential analysis to dynamical systems away from equilibrium.
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1. Introduction

Dynamical systems under the influence of random perturbations are widely used in scientific modelling, including nucleation events during phase transitions, chemical reactions and biological networks. For these systems, understanding the mechanism and statistics of transitions between stable states is of great interest, especially when the noise has very small amplitude. According to large deviation theory (1), the transition dynamics become predictable in the small noise limit, and is completely characterized by the quasipotential. The latter generalizes the notion of equilibrium potential to non-equilibrium systems. Consequently, the quasipotential landscape gives an intuitive description of the essential dynamical features of complex systems that are out of equilibrium (9; 10; 14; 15).

However, computing quasipotentials is a challenging problem, especially when the system is high dimensional, or when a global landscape is sought. To date, there are two classes of methods for computing the quasipotential. The first type relies on the variational formulation of the quasipotential based on the Freidlin-Wentzell action functional (2; 4; 5). Here, the value of the quasipotential with respect to two chosen points is computed based on the solution of a path-space minimization
problem. These methods have the advantage that they can handle high-dimensional systems, and moreover, a most likely transition path is identified together with the computation. However, the key disadvantage is the behavior of the quasipotential away from the chosen points (and a minimum action path connecting them) remains unknown. In particular, computing a quasipotential landscape is prohibitively expensive using such methods. The second class of methods is developed to compute the quasipotential on 2D or 3D meshes. These methods are based on the dynamic programming principle. At each step, the estimated quasipotential values at selected spatial points are updated by solving the associated Hamilton-Jacobi equation (6) or directly solving the action minimization problem locally (7; 8; 16). Contrasting with previous variational approaches in path space, these methods compute an entire quasipotential landscape and do not require a priori information to select special points of interest. However, due to the requirement of a discretization mesh, they are limited to low dimensional system, as the computational complexity and cost grow exponentially over dimensions.

In practical applications, it is often the case that we need to analyze transition events or asymptotic occupational probabilities in high dimensional spaces, e.g. applications in biological networks (10; 11; 12). For such computations, the quasipotential is a very useful object. Thus, it is of importance to develop a method that can effectively address the previously mentioned limitations. In this paper, we introduce a machine learning based method for computing quasipotential landscapes. The method is not only scalable to high dimensions, but also yields the entire quasipotential landscape. Moreover, it has the advantage that no explicit dynamical models are required, and the quasipotential can be constructed directly from sampled trajectory data. In fact, this method simultaneously learns the force field of the dynamical system from the trajectories. This makes the computation of quasipotential landscapes, thus the analysis of rare events, for practical applications a much more tractable task.

The paper is organized as follows. We first introduce some theoretical background in Section 2 and then propose the machine learning based method in Section 3, including parameterization of the orthogonal decomposition of the vector field and the loss function. In Section 4, we illustrate the proposed method on several numerical examples. Finally we draw the conclusions in Section 5.

2. Background

We consider a dynamical system driven by small white noise. Its evolution is described by the stochastic differential equation

\[ dx = f(x)dt + \sqrt{\epsilon}dW, \quad x = (x_1, \ldots, x_d) \in \mathbb{R}^d, \]

(1)

where \( f : \mathbb{R}^d \to \mathbb{R}^d \) is a continuously differentiable vector field, \( W \) is the standard Brownian motion and \( \epsilon \) is a small parameter, typically identified as a scaled temperature. For a given continuous path \( \varphi(t) \in \mathbb{R}^d \) on the time interval \( t \in [0, T] \), the Freidlin-Wentzell action functional of the path associated with the system is defined as

\[ \mathcal{A}[\varphi(\cdot); T] = \int_0^T \frac{1}{2} |\dot{\varphi} - f(\varphi)|^2 dt. \]

(2)

Denote by \( x^\epsilon(t) \) the trajectory of the system (1) starting from \( \varphi(0) \). The Freidlin-Wentzell theory tells that for sufficiently small \( \epsilon, \delta \), the probability that \( x^\epsilon(t) \) stays in the neighborhood of the path
\( \varphi(t) \) on the time interval \([0, T]\) can be estimated by

\[
\mathbb{P}[ \sup_{0 \leq t \leq T} |x'(t) - \varphi(t)| < \delta] \approx \exp(-\frac{1}{\epsilon} A[\varphi(\cdot); T]).
\]  

(3)

We assume that the deterministic dynamical system \( \dot{x} = f(x) \) exhibits a finite number of stable equilibria or limit cycles, such that almost every trajectory of the system is asymptotically convergent to those isolated attractors. Let \( A \) be one of the attractors. The quasipotential at the state \( x \) with respect to the attractor \( A \) is defined as

\[
U_A(x) = \inf_{T > 0} \inf_{\varphi} A[\varphi(\cdot); T],
\]

(4)

where the infimum of the action functional is taken over all time horizon \( T > 0 \) and all absolutely continuous paths \( \varphi \) connecting the attractor \( A \) and the state \( x \), i.e. \( \varphi(0) \in A \) and \( \varphi(T) = x \). The quasipotential with respect to the attractor \( A \) describes the difficulty of exiting the basin of \( A \) for the system (1) when the strength of noise \( \epsilon \) is small. According to the large deviation theory (1), the statistics of the escaping event from the attractor \( A \) can be estimated using the quasipotential. For instance, the maximum likelihood path from \( A \) to another attractor is characterized by the quasipotential - the tangent of the path is parallel to \( f + \nabla U_A \) along the path. Also, the expected exit time \( \tau \) from the attractor \( A \) is determined by the minimum of the quasipotential on the boundary of the basin of \( A \): \( \lim_{\epsilon \to 0} \epsilon \log \mathbb{E}[\tau] = \min_{x \in \partial B(A)} U_A(x) \), where \( B(A) \) is the basin of the attractor \( A \).

The central idea of our approach relies on an alternative characterization of the quasipotential through an orthogonal decomposition of the vector field. Suppose \( f \) can be decomposed as

\[
f(x) = -\nabla V(x) + g(x), \quad \text{with} \quad \nabla V(x)^T g(x) = 0,
\]

(5)

where the term \(-\nabla V(x)\) is referred to as the potential component of \( f(x) \) and \( g(x) \) as the rotational component. It is proved in the following theorem that under certain conditions, \( 2V \) coincides with the quasipotential of system (1) up to an additive constant.

Under mild conditions, such an orthogonality decomposition exists. For instance, it is sufficient if the quasipotential defined in (4) is continuously differentiable (6).

**Theorem 1** Suppose the vector field \( f \) in the system (1) has the orthogonal decomposition (5) and \( V \) attains its strict local minimum at a point or limit cycle, denoted by \( A \). If there is a bounded domain \( D \) containing \( A \) such that

- \( V \) is continuously differentiable in \( D \cup \partial D \);
- \( V(x) > V(A) \) and \( \nabla V(x) \neq 0 \) for all \( x \in D \cup \partial D \) and \( x \notin A \),

then the quasipotential of the system (1) with respect to the attractor \( A \) in the set \( \{x \in D \cup \partial D : V(x) \leq \min_{y \in \partial D} V(y)\} \) coincides with \( 2V(x) \) up to an additive constant.

**Proof** See Ref. (1).}

The quasipotential is related to the equilibrium distribution of the dynamical system perturbed by small noise. For the system with multiple attractors, each attractor corresponds to a local quasipotential. These local quasipotentials can be used to construct the global quasipotential (1; 9; 13). The global quasipotential is related to the invariant measure of the dynamical system when the noise is small: \( \lim_{\epsilon \to 0} \epsilon \log p_{\infty}(x) = -U(x) \), where \( p_{\infty}(x) \) is the invariant probability distribution of the system.
3. Methods

We construct the quasipotential based on the orthogonal decomposition (5), where the potential and rotational components are parameterized by neural networks. For systems with multiple attractors, we use a single neural network for the potential component and a single neural network for the rotational component across the whole domain of interest. The local quasipotential with respect to each attractor can be obtained by confining the parameterized function to the corresponding basin of attraction.

Once we have a suitable parameterization of $V$ and $g$, they can then be trained by minimizing a loss function over the trajectory data from the deterministic system

$$\dot{x} = f(x) = -\nabla V(x) + g(x).$$

(6)

The loss function is designed to reconstruct the dynamics of the original system (6) and to impose the orthogonality condition between the potential and rotational components.

3.1. Parameterization of the Orthogonal Decomposition

The function $V$ is parameterized by the sum of a neural network and a quadratic function,

$$V_\theta(x) = \hat{V}_\theta(x) + |x|^2,$$

(7)

where the activation function of the network $\hat{V}_\theta$ is taken as the hyperbolic tangent function. The quadratic term is to make $V_\theta$ and $|\nabla V_\theta|$ radially unbounded. The rotational component $g$ is parameterized by a neural network $g_\theta$ with continuously differentiable activation (e.g. $\tanh(z)$ or ReLU$^2(z)$ (26)). Therefore, the parameterized vector field is

$$f_\theta(x) = -\nabla V_\theta(x) + g_\theta(x).$$

(8)

The neural networks $V_\theta(x)$ and $g_\theta(x)$ are constructed to obey the following properties:

(i) $V_\theta$ is real analytic;

(ii) Both $V_\theta$ and $|\nabla V_\theta|$ are radially unbounded, i.e. $V_\theta(x) \to \infty$ and $|\nabla V_\theta(x)| \to \infty$, as $|x| \to \infty$;

(iii) $g_\theta$ is continuously differentiable.

The following theorem shows that under the above three conditions, the set $\{x \in \mathbb{R}^d : \nabla V_\theta(x) = 0\}$ is bounded and has Lebesgue measure zero in $\mathbb{R}^d$, and the learned dynamics $\dot{x} = f_\theta(x)$ is stable with respect to this set. Hence, any dynamics parameterized as such enjoys good stability properties, and are suitable candidates to model physical systems.

**Theorem 2** Let $f(x) = -\nabla V(x) + g(x)$ where $\nabla V(x)^T g(x) = 0$ and $V$, $g$ satisfy the conditions (i),(ii),(iii). Then any trajectory $\{x(t)\}_{t \geq 0}$ of the system $\dot{x} = f(x)$ approaches the bounded measure-zero set $C := \{x \in \mathbb{R}^d : \nabla V(x) = 0\}$ as $t \to \infty$, i.e.

$$\lim_{t \to \infty} \inf_{y \in C} |x(t) - y| = 0.$$  

(9)
Proof. As $V$ is real analytic, all partial derivatives of $V$ are also real analytic. Since $V$ is radially unbounded, the zero sets of these partial derivatives are all measure-zero in $\mathbb{R}^d$. Thus, the set $\mathcal{C}$ has measure of zero in $\mathbb{R}^d$. Furthermore, $|\nabla V(x)| \to \infty$, as $|x| \to \infty$, which implies that $\mathcal{C}$ is also bounded.

For any trajectory $\{x(t)\}_{t \geq 0}$ of the system $\dot{x} = f(x)$, we have

$$
\frac{dV(x(t))}{dt} = \nabla V(x(t)) \cdot f(x(t)) = -|\nabla V(x(t))|^2 \leq 0.
$$

(10)

Therefore $V$ is the Lyapunov function of this system and we have $V(x(t)) \leq V(x(0))$, for all $t$. Furthermore, since $V$ is radially unbounded, the sub-level set

$$
S_0 = \{x \in \mathbb{R}^d : V(x) \leq V(x(0))\}
$$

(11)

is bounded. The trajectory $\{x(t)\}_{t \geq 0}$ is contained in the bounded set $S_0$. By Lasalle’s theorem (17), the trajectory $\{x(t)\}_{t \geq 0}$ approaches the set $\mathcal{C}$ as $t \to \infty$. □

Remark. Incidentally, the data-driven nature of our method also gives a way to learn stable and interpretable dynamical systems from trajectory data, as shown in Theorem 2. Up to this paper, a large amount of efforts have been devoted to the various data-driven methods for system identification in two main directions. One is to learn closed form equations with some prior knowledge on the underlying mechanism. Related methods include Kronecker product representations (18), sparse identification of nonlinear dynamics (19), Gaussian processes (20) and PDE-net (21). The other direction employs black box methods to learn a model with better accuracy in the prediction. These methods exploit the expressive power of deep neural networks (22; 23), which could potentially learn more complicated models of the nonlinear dynamical systems. However, stability and interpretability is not generally ensured. The attempts to balance expressive power and physical relevance is investigated in (24; 25). The current method falls into this category, in that stability is ensured by construction, and subsequent flexibility is introduced via neural network approximation.

3.2. Loss Function

Once we have parameterized $V_\theta$ and $g_\theta$, it remains to define a suitable loss function over the data in order to train them to ensure reconstruction ($f \approx -\nabla V_\theta + g_\theta$) and orthogonality ($\nabla V_\theta^T g_\theta \approx 0$).

The observation dataset $X = \{X_i(t_j), X_i(t_j + \Delta t) : i = 1, \ldots, N, j = 0, \ldots, M\}$ contains $N$ trajectories of the deterministic system (6) where $X_i(t)$ denotes the $i^{th}$ trajectory. Along each trajectory, $2M + 2$ data points are sampled at the times

$$
t_0, t_0 + \Delta t, t_1, t_1 + \Delta t, \ldots, t_M, t_M + \Delta t,
$$

(12)

where $t_0 < t_1 < \ldots < t_M$ and $\Delta t$ is a small time step. The loss function consists of two parts

$$
L = L^{dyn} + \lambda L^{orth},
$$

(13)

where $L^{dyn}$ is to reconstruct the dynamics in (6), $L^{orth}$ is to impose the orthogonality condition $\nabla V_\theta(x)^T g_\theta(x) = 0$, and $\lambda$ is a parameter.
The term $L^{\text{dyn}}$ depends on the difference between the learned dynamics and the observed trajectories,

$$
L^{\text{dyn}} = \frac{1}{N(M+1)} \sum_{i=1}^{N} \sum_{j=0}^{M} \bar{h}(e_{ij}; \delta_1),
$$

where

$$
e_{ij} = \frac{1}{\Delta t} (I_{\Delta t}[f_\theta; X_i(t_j)] - X_i(t_j + \Delta t)),
$$

(14)

and $I_{\Delta t}[f_\theta; X_i(t_j)]$ is the state obtained by performing the numerical integration of the learned dynamics $\dot{x} = f_\theta(x)$ by one time step $\Delta t$ from the state $X_i(t_j)$, and $\bar{h}(e; \delta_1)$ denotes the mean Huber loss of the vector $e = (e_1, \ldots, e_d)$ with threshold $\delta_1$,

$$
\bar{h}(e; \delta_1) = \frac{1}{d} \sum_{i=1}^{d} h(e_i; \delta_1),
$$

$$
h(e_i; \delta_1) = \begin{cases} 
\frac{1}{2}e_i^2, & |e_i| < \delta_1, \\
\delta_1|e_i| - \frac{1}{2}\delta_1^2, & \text{otherwise}.
\end{cases}
$$

The Huber loss reduces the dominating effect of large components in the vector $e$.

The orthogonality between $\nabla V_\theta$ and $g_\theta$ is imposed by the penalty term $\lambda L^{\text{orth}}$ with

$$
L^{\text{orth}} = \frac{1}{S} \sum_{i=1}^{S} w \left( \frac{\nabla V_\theta(\tilde{X}_i)^T g_\theta(\tilde{X}_i)}{|\nabla V_\theta(\tilde{X}_i)|} ; \delta_2 \right),
$$

where $w(y; \delta_2) = y^2 I_{y>0} + \delta_2 y^2 I_{y<0}$. $\delta_2$ is a parameter and $\tilde{X}_1, \ldots, \tilde{X}_S$ are representative data points sampled from $X$ by using Algorithm 1. The representative data points are chosen such that each of them covers a ball of radius $r$ and no other representative data points lie inside this ball. Because the data points in the sampled trajectories are clumped together near the attractors and not uniformly distributed in the region of interest, the loss term $L^{\text{orth}}$ is dominated by the data points near the attractors and the orthogonality condition is only effectively imposed near the attractors if all data points are used. In contrast, the representative data points sampled using Algorithm 1 are roughly uniformly distributed in the region where the sampled trajectories visit; as a result, the orthogonality condition can be effectively imposed in this region.

**Algorithm 1** Sampling the representative dataset

1: function GETXHAT($X$, $r$)
2: Initialize the sets $Y = X$ and $\tilde{X} = \emptyset$
3: while $Y \neq \emptyset$ do
4: Randomly select $x \in Y$ and append $x$ to the set $\tilde{X}$
5: Delete all the points belonging to the ball $B_r(x)$ from $Y$
6: end while
7: Return $\tilde{X}$
8: end function
4. Numerical Examples

We now illustrate using various numerical examples that the proposed method can efficiently compute the quasipotential and at the same time learn stable dynamics. Section 4.1 contains two ODE systems: one with two stable equilibrium points and the other with a limit cycle. The quasipotentials are known in these two examples, and we use these exact solutions to benchmark the numerical method. Section 4.2 is a biological system which models the reproduction process of a budding yeast cell cycle. Section 4.3 contains two high-dimensional systems which are obtained from the discretization of partial differential equations (PDEs).

In the examples, we generate trajectories by simulating the deterministic dynamics in Eq. (6) using the forth-order Runge-Kutta method with the time step $\Delta t$ on the time interval $[0, T]$. The initial states are randomly sampled from certain distributions which will be specified in the examples. From these trajectories, we obtain the dataset $X$ by collecting the data points at the times $t_j = jm\Delta t$ and $t_j + \Delta t$ where $j = 0, 1, \ldots, M$ and $m$ is some positive integer. The set of trajectories is split into three parts: 70% (training), 20% (validation) and 10% (test). The representative datasets are sampled from these three datasets respectively using Algorithm 1 with various choices of the parameter $r$. The parameters $\Delta t, T, m, r$ and the number of trajectories $N$ are given in Table 1.

| Example | $N$   | $\Delta t$ | $T$  | $m$  | $r$  | $\lambda$ | # nodes in each hidden layer |
|---------|-------|------------|------|------|------|-----------|-----------------------------|
| 1       | $2 \times 10^3$ | $10^{-2}$  | 5    | 10   | 0.1  | 1         | 50                          |
| 2       | $2 \times 10^3$ | $10^{-2}$  | 5    | 10   | 0.05 | 0.02      | 50                          |
| 3       | $1 \times 10^4$ | $10^{-2}$  | 50   | 100  | 0.1  | 0.005     | 100                         |
| 4       | $1 \times 10^4$ | $10^{-3}$  | 2    | 20   | 0.2  | 1         | 100                         |
| 5       | $5 \times 10^4$ | $10^{-4}$  | 2    | 200  | 0.2  | 0.1       | 200                         |

The networks $\hat{V}_\theta, g_\theta$ for the potential and rotational components in the parameterized vector field (8) are both taken as fully connected neural networks of 2 hidden layers with the same number of nodes in each hidden layer. The nonlinear activation function in $\hat{V}_\theta$ is $\tanh$ in all the examples, and the activation function in $g_\theta$ is $\tanh$ in Examples 1-3 and $\text{ReLU}^2$ in Examples 4-5. The input to the parameterized vector field $f_\theta$ is centered so that the centered data points have mean-zero.

In the loss function, we use the second-order Runge-Kutta method as the numerical integrator $I$ and set $\delta_2 = \frac{1}{m}$. The two parameters $\delta_1, \lambda$ are chosen so that the orthogonality error $L_{orth}$ and the error of the predicted long-term dynamics over the test dataset are both small. To quantify the accuracy of the predicted long-term dynamics, we solve the learned dynamics

$$\dot{x}_\theta = -\nabla V_\theta(x_\theta) + g_\theta(x_\theta)$$  \hspace{1cm} (17)
using the second-order Runge-Kutta method on the time interval $[0, T]$, and compare the solution with the original dynamics:

$$\epsilon = \sqrt{\frac{\sum_{j=1}^{M} |x_\theta(t_j) - x(t_j)|^2}{\sum_{j=1}^{M} |x(t_j)|^2}},$$  \hspace{1cm} (18)

where $x(t)$ is the trajectory from the test dataset with the same initial state as $x_\theta(t)$.

The networks are trained with Adam optimizer (27) using mini-batches of size 5000, while the learning rate exponentially decays over the training steps.

### 4.1. ODE systems with known quasipotentials

First, we consider two low-dimensional systems: one with two stable equilibrium points and the other with a limit cycle. The quasipotentials are known in these two examples, and we use these exact quasipotentials to benchmark the proposed method.

**Example 1.** We consider the following system in three-dimensional space (16),

$$\begin{align*}
\frac{dx}{dt} &= -2(x^3 - x) - (y + z), \\
\frac{dy}{dt} &= -y + 2(x^3 - x), \\
\frac{dz}{dt} &= -z + 2(x^3 - x),
\end{align*}$$  \hspace{1cm} (19)

where the state of the system is $x = (x, y, z)^T$. This system has two stable equilibrium points, one at $x_a = (-1, 0, 0)$ and the other at $x_b = (1, 0, 0)$ and one unstable equilibrium point at $x_c = (0, 0, 0)$. In the basins of the two stable equilibrium points, the quasipotential is known and given by

$$U(x, y, z) = (1 - x^2)^2 + y^2 + z^2.$$  \hspace{1cm} (20)

We generate 2000 trajectories by solving the equations in (19) starting from initial states sampled from the uniform distribution on the domain $D = [-2, 2] \times [-1.5, 1.5]^2$. Along each trajectory, we collect 100 data points. In total, $X$ contains $2 \times 10^5$ data points. Out of these data points, 8571 representative data points are used to impose the orthogonality condition.

The test dataset contains 200 trajectories. To quantify the accuracy of the predicted long-term dynamics, we solve the learned dynamics starting from the initial states of these trajectories and compute the error in (18) for each trajectory. Fig. 1 (lower panel) shows the comparison of three trajectories of the learned dynamics with those of the original dynamics in the test dataset. These errors have the mean $5.069 \times 10^{-4}$ and the standard deviation $1.565 \times 10^{-3}$.

The learned quasipotential is given by $U_\theta(x) = 2V_\theta(x) - C$, where the constant $C$ is such that the minimum of $U_\theta(x)$ on the domain $D$ equals zero. Fig. 1 (upper panel) shows the comparison of $U_\theta(x)$ with the exact quasipotential in (20). To quantify the accuracy of the learned quasipotential, we compute the relative root mean square error (rRMSE) and the relative mean absolute error (rMAE),

$$\text{rRMSE} = \sqrt{\frac{\sum_{i=1}^{L} (U(x_i) - U_\theta(x_i))^2}{\sum_{i=1}^{L} U^2(x_i)}}, \quad \text{rMAE} = \frac{\sum_{i=1}^{L} |U(x_i) - U_\theta(x_i)|}{\sum_{i=1}^{L} |U(x_i)|},$$  \hspace{1cm} (21)
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Figure 1 (Example 1): Upper Panel: Contour plots of the learned quasipotential $U_\theta$ (left) and exact quasipotential $U$ (middle) projected onto the $xy$ plane with $z = 0$, and plot of the learned quasipotential along the line $y = z = 0$ (right). Lower Panel: Comparison of trajectories of the learned dynamics and the original dynamics (19) from different initial states.

where $\{x_i\}_{i=1}^L$ are the grid points of the uniform mesh on $\mathcal{D}$. The rRMSE and rMAE for the learned quasipotential are 0.0037 and 0.0017, respectively. The errors are computed with $L = 10^6$.

The numerical result is insensitive to the choice of $r$ as long as $r$ is not too small or too large. If $r$ is too small, the orthogonality condition is only effectively imposed in small regions near the attractors because most of the data points are concentrated in those regions; on the other hand, if $r$ is too large, then only a very small number of data points are used and the orthogonality condition is not effectively imposed either. In this example, we implemented the numerical method with $r$ ranging from 0.1 to 0.5 and obtained similar results. The results are provided in the Appendix.

Example 2. We consider the system with the quasipotential

$$U(x, y) = \left( (x - a)^2 + (x - a)(y - b) + (y - b)^2 - \frac{1}{2} \right)^2, \quad (x, y) \in \mathbb{R}^2,$$  

(22)

where $a, b$ are two parameters. The function $U$ attains its local maximum at the point $(a, b)$ and attains its minimum on the ellipse

$$\left\{ (x, y) \in \mathbb{R}^2 : (x - a)^2 + (x - a)(y - b) + (y - b)^2 = \frac{1}{2} \right\}. \quad (23)$$

The dynamics for the system is governed by

$$\frac{dx}{dt} = -\frac{1}{2} \frac{\partial U}{\partial x}(x, y) - 2 (x + 2y - a - 2b),$$

$$\frac{dy}{dt} = -\frac{1}{2} \frac{\partial U}{\partial y}(x, y) + 2 (2x + y - 2a - b),$$

(24)
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Figure 2 (Example 2): Upper Panel: Contour plots of the learned quasipotential \( U_\theta \) (left) and exact quasipotential \( U \) (middle) and plot of the learned quasipotential along the line \( y = b \) (right). Lower Panel: Comparison of trajectories of the learned dynamics and the original dynamics (24) from different initial states.

where the state of the system is \( x = (x, y)^T \). This dynamical system has a stable limit cycle on the ellipse in (23) and an unstable equilibrium point at \((a, b)\) inside the limit cycle.

We take \( a = 1 \), \( b = 2.5 \) and generate 2000 trajectories by solving the equations in (24) starting from initial states sampled from the uniform distribution on the domain \( D = [-0.5, 2.5] \times [1, 4] \). Along each trajectory, we collect 100 data points. In total, \( X \) contains \( 2 \times 10^5 \) data points. Out of these data points, 3712 representative data points are used to impose the orthogonality condition.

Fig. 2 (lower panel) shows a comparison of three trajectories of the learned dynamics with that of the original dynamics in the test dataset. The statistics (mean ± deviation) of the errors of 200 trajectories is \( 4.797 \times 10^{-4} \pm 2.923 \times 10^{-4} \). A comparison of the learned quasipotential with the exact quasipotential in (22) is shown in Fig. 2 (upper panel). The rRMSE and rMAE for the learned quasipotential on the domain \( D \) are 0.0141 and 0.0090, respectively. The errors are computed using Eqs. (21) with \( L = 10^4 \).

4.2. Biological system: budding yeast cell cycle

The previous two examples are toy problems where the exact quasipotential is known. Now, we test our method on a more challenging problem where computing quasipotential landscapes using traditional methods may be very expensive.

Example 3. We study the robustness of the reproduction process of a budding yeast cell cycle by constructing the quasipotential (10). The simplified network of yeast cell is composed of three modules: the \( G1/S \) module, the early \( M \) module and the late \( M \) module. Based on the feedback of each module and the interactions between different modules, the following dynamics has been
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proposed for the cell cycle

\[
\frac{dx}{dt} = \frac{x^2}{j_1^2 + x^2} - k_1 x - xy + a_0, \\
\frac{dy}{dt} = \frac{y^2}{j_2^2 + y^2} - k_2 y - yz + k_{a1} x, \\
\frac{dz}{dt} = \frac{k_s z^2}{j_3^2 + z^2} - k_3 z - k_{i1} zx + k_{a2} y,
\]

where \( x, y, z \) represent the concentration of certain key regulators in the G1/S, early M and late M/G1 phase, respectively. The values for the parameters \( j_1, j_2, j_3, k_1, k_2, k_3, k_{i1}, k_{a1}, k_{a2}, a_0 \) are taken from Ref. (10). The dynamics has a stable equilibrium state \( G1 \) approximately at \( (0, 0, z_{\text{max}}) \) where \( z_{\text{max}} = 4.342 \). The yeast cell cycle is termed a robust process in (10), in the sense that most transition paths stay close to a particular pathway due to the dynamical landscape. This pathway starts from the excited \( G1 \) state and ends at the stable \( G1 \) state by going through the \( S \) phase approximately at \( (x_{\text{max}}, 0, 0) \) where \( x_{\text{max}} = 4.335 \) and the early \( M \) state approximately at \( (0, y_{\text{max}}, 0) \) where \( y_{\text{max}} = 4.353 \).

We generate \( 10^4 \) trajectories by solving the equations in (25) starting from initial states sampled from the uniform distribution on the set

\[
\{ x = (x, y, z) \in [0, 5]^3 : \| f(x) \|_\infty < 5 \},
\]

where the notation \( \| y \|_\infty \) denotes the maximum of absolute values of the components in the vector \( y \). The last condition excludes states far away from the regions of interest corresponding to the transition events. Along each trajectory, we collect 100 data points. In total, \( X \) contains \( 10^6 \) data points. Out of these data points, 8384 representative data points are used to impose the orthogonality condition.

Fig. 3 (lower panel) shows a comparison of one trajectory of the learned dynamics and that of the original dynamics in the test dataset. The statistics (mean ± deviation) of the errors of the 1000 trajectories is 0.161 ± 0.226. The cross-sections of the learned quasipotential at \( z = 0 \) and \( x = 0 \) are shown in Fig. 3 (upper panel). The quasipotential characterizes the robust process of the cell cycle, which agrees well with the result in Ref. (10) using the geometric minimum action method. Moreover, notice that the quasipotential we compute can be evaluated at arbitrary points in space (in the regions explored by the sampled data) and is not limited by any meshes, or choice of beginning and end points for path-based methods.

4.3. High-dimensional systems: discretized PDEs

We next apply the proposed method to two high-dimensional systems which are obtained from the discretization of PDEs. After discretization, the first system is a gradient system in the 50-dimensional space with known quasipotential, and the second one is a non-gradient system in the 40-dimensional space.

Example 4. We consider the Ginzburg-Landau equation

\[
u_t = \delta u_{xx} - \delta^{-1} V'(u), \quad x \in [0, 1],
\]

where \( V(u) \) is the Ginzburg-Landau potential.
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Figure 3 (Example 3): Upper Panel: Contour plots of the quasipotential projected onto the \(xy\)-plane with \(z = 0\) (left) and the \(yz\)-plane with \(x = 0\) (right). Lower Panel: Comparison of one trajectory of the learned dynamics (left) and the original dynamics in (25) (right).

with the boundary conditions \(u(0, t) = u(1, t) = 0\) and the initial condition \(u(x, 0) = u^0(x)\), where \(V(u) = \frac{1}{4}(1 - u^2)^2\) is the double-well potential and \(\delta\) is a small parameter. The equation is a gradient flow associated with the energy

\[
E[u] = \int_0^1 \left( \frac{1}{2}\delta u_x^2 + \delta^{-1}V(u) \right) \, dx. \tag{28}
\]

We partition the interval \([0, 1]\) using \(I + 1\) grid points \(x_0, \ldots, x_I\), where \(x_i = ih\) and \(h = 1/I\). Then we approximate the spatial derivatives in Eq. (27) using the central finite difference and obtain the following system of ODEs

\[
\frac{du_i}{dt} = \delta \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2} - \delta^{-1}V'(u_i), \quad 1 \leq i \leq I - 1, \tag{29}
\]

with \(u_0 = u_I = 0\) and the initial condition \(u_i(0) = u_i^0(x_i)\) for \(1 \leq i \leq I - 1\), where \(u_i\) denotes the approximate solution at the grid point \(x_i\). The state of the system is denoted by \(u = (u_1, \ldots, u_{I-1})\). The ODE system is a gradient flow associated with the energy

\[
E_h[u] = \sum_{i=1}^I \frac{1}{2} \delta \left( \frac{u_i - u_{i-1}}{h} \right)^2 + \delta^{-1}V(u_i), \tag{30}
\]

which is a discretization of the energy (28), up to the factor \(h\). The dynamics (29) has two stable states at the two local minima \(u_{\pm}\) of the energy (30), which are shown in Fig. 4 (last column) for
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Figure 4 (Example 4): Comparison of trajectories of the learned dynamics and the original dynamics (29) from different initial states.

δ = 0.1. The quasipotential with respect to the two stable states is

\[ U(u) = 2E_h[u] + C \] (31)

in the basins of attraction, where \( C \) is constant.

The number of discretization points is taken as \( I = 51 \). We generate \( 10^4 \) trajectories by solving the dynamics in (29) starting from the initial states:

\[ u_0(x) = a \cdot \frac{\tilde{u}(x)}{\max_y |\tilde{u}(y)|}, \] (32)

where \( \tilde{u}(x) = \sum_{k=1}^{4} \hat{u}_k \sin(k \pi x) \) and \( \{ \hat{u}_k \}_{k=1}^{4} \), \( a \) are drawn from the uniform distributions: \( u_k \sim \mathcal{U}(-1, 1), a \sim \mathcal{U}(0, \frac{3}{2}) \). Along each trajectory, we collect 200 data points. In total, \( X \) contains \( 2 \times 10^6 \) data points. Out of these data points, 76044 representative data points are used to impose the orthogonality condition.

Fig. 4 shows a comparison of two trajectories of the learned dynamics and those of the original dynamics in the test dataset. The statistics (mean ± deviation) of the errors of the 1000 trajectories is \( 1.220 \times 10^{-2} \pm 7.734 \times 10^{-2} \). To assess the accuracy of the learned quasipotential, we compare \( U_\theta \) and \( U \) in (31) along the minimum energy path (MEP) from \( u_- \) to \( u_+ \). The MEP is computed using the string method (3). The comparison is shown in Fig. 5, from which a good agreement can be observed. In particular, the learned quasipotential accurately captures the energy barrier between the two stable states. Also, the magnitudes of the learned potential and rotational components are quantified. The rotational component \( g_\theta \) is small and its \( l_2 \)-norm is on the order of \( 10^{-2} \) on the set of sampled representative data points; in contrast, the mean of the \( l_2 \)-norm \( \| \nabla V_\theta \|_2 \) is on the order of 10 on this set. This demonstrates that the proposed method is capable of identifying the gradient nature of the dynamics.
Example 5. We consider the dynamics of the Brusselator on the spatial interval $[0, 1]$,

$$u_t = \frac{1}{\alpha} \left( u_{xx} + 1 + u^2 v - (1 + A)u \right),$$
$$v_t = \beta v_{xx} + Au - u^2 v,$$  \tag{33}

with the Neumann boundary conditions $u_x(0, t) = u_x(1, t) = 0$, $v_x(0, t) = v_x(1, t) = 0$, and the initial condition $u(x, 0) = u^0(x)$, $v(x, 0) = v^0(x)$, where $\alpha$, $\beta$ and $A$ are parameters. We discretize the interval $[0, 1]$ with grid points $x_0, \ldots, x_I$, where $x_i = ih$ and $h = 1/I$. Then we approximate the spatial derivatives in Eq. (33) using the central finite difference and obtain the following system of ODEs

$$\frac{du_i}{dt} = \frac{1}{\alpha} \left( \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2} + 1 + u_i^2 v_i - (1 + A)u_i \right),$$
$$\frac{dv_i}{dt} = \beta \frac{v_{i-1} - 2v_i + v_{i+1}}{h^2} + Au_i - u_i^2 v_i,$$  \tag{34}

for $0 \leq i \leq I$, with the Neumann boundary conditions imposed by $u_{-1} = u_1$, $u_{I+1} = u_{I-1}$, $v_{-1} = v_1$, $v_{I+1} = v_{I-1}$, and the initial condition $u_i(0) = u^0(x_i)$, $v_i(0) = v^0(x_i)$ for $0 \leq i \leq I$, where $(u_i, v_i)$ denotes the solution of Eq. (33) at $x_i$. The state of the system is denoted by $x = (u_0, \ldots, u_I, v_0, \ldots, v_I)$. The dynamics has a stable state: $u_i = 1$, $v_i = A$ for $0 \leq i \leq I$.

We consider the system with $\beta = 1$ and $\beta = 0.01$, respectively, and take $\alpha = 0.1$ and $A = 0.5$. The number of discretization points is taken as $I = 19$, so the discretized system is in the 40-dimensional space. We generate $5 \times 10^4$ trajectories by solving the dynamics in (34) starting from the initial states:

$$u^0(x) = a_1 + \frac{a_2 \cdot \bar{u}(x)}{\max_y |\bar{u}(y)|}, \quad v^0(x) = a_3 + \frac{a_4 \cdot \bar{v}(x)}{\max_y |\bar{v}(y)|},$$  \tag{35}

where $\bar{u}(x) = \sum_{k=1}^4 \hat{u}_k \cos(k \pi x)$, $\bar{v}(x) = \sum_{k=1}^4 \hat{v}_k \cos(k \pi x)$ and $\{\hat{u}_k\}_{k=1}^4$, $\{\hat{v}_k\}_{k=1}^4$, $a_1$, $a_2$, $a_3$, $a_4$ are drawn from the uniform distributions

$$\hat{u}_k \sim \mathcal{U}(-1, 1), \quad \hat{v}_k \sim \mathcal{U}(-1, 1), \quad k = 1, \ldots, 4,$$
$$a_1 \sim \mathcal{U}(0, 2), \quad a_2 \sim \mathcal{U}(0, 1 - |a_1 - 1|), \quad a_3 \sim \mathcal{U}(0, 1), \quad a_4 \sim \mathcal{U}\left(0, \frac{1}{2} - \left| a_3 - \frac{1}{2} \right| \right).$$  \tag{36}
A Data Driven Method for Computing Quasipotentials

Figure 6 (Example 5): Comparison of one trajectory of the learned dynamics and the original dynamics in (34). The parameter $\beta$ is $\beta = 1$ (Upper Panel) and $\beta = 0.01$ (Lower Panel).

Along each trajectory, we collect 200 data points. In total, $X$ contains $10^7$ data points. Out of these data points, 57239 and 140354 representative data points are used to impose the orthogonality condition for the system with $\beta = 1$ and $\beta = 0.01$, respectively.

Fig. 6 shows a comparison of one trajectory of the learned dynamics and that of the original dynamics in the test dataset. The statistics (mean ± deviation) of the errors of 5000 trajectories is $1.036 \times 10^{-3} \pm 4.139 \times 10^{-4}$ (for $\beta = 1$) and $1.944 \times 10^{-3} \pm 7.053 \times 10^{-4}$ (for $\beta = 0.01$). The quasipotential is shown in Fig. 7 as a function of $(\hat{u}_0, \hat{v}_0)$, where $(\hat{u}_0, \hat{v}_0)$ corresponds to the states $u(x) \equiv \hat{u}_0$, $v(x) \equiv \hat{v}_0$ (left), and as a function of $(\hat{u}_1, \hat{v}_1)$, where $(\hat{u}_1, \hat{v}_1)$ corresponds to the states $u(x) = 1 + \hat{u}_1 \cos(\pi x)$, $v(x) = 0.5 + \hat{v}_1 \cos(\pi x)$ (right). The numerical results for the system with $\beta = 1$ agree well with those computed using the minimum action method (2).

5. Conclusion

In this paper, we proposed a method for computing the quasipotential for dynamical systems and at the same time learning the dynamics from the trajectory data. This method is based on learning an orthogonal decomposition of the force field into potential and rotational components, each parameterized by a neural network. The neural networks are trained by minimizing a loss function composed of two parts: one is to reconstruct the dynamics and the other one is to impose the orthogonality condition between the potential and rotational components. The quasipotential associated with each attractor of the dynamical system can be obtained by confining the potential component to the corresponding basin of attraction. We successfully applied the method to various examples including systems with stable equilibrium points, limit cycles and systems in high dimensions. The method is purely data driven in the sense that no explicit form of the dynamical system is required;
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Figure 7 (Example 5): Contour plots of the quasipotential as a function of $(\hat{u}_0, \hat{v}_0)$ corresponding to the states $u(x) \equiv \hat{u}_0$, $v(x) \equiv \hat{v}_0$ (left), and as a function of $(\hat{u}_1, \hat{v}_1)$ corresponding to the states $u(x) = 1 + \hat{u}_1 \cos(\pi x)$, $v(x) = 0.5 + \hat{v}_1 \cos(\pi x)$ (right). The parameter $\beta$ is $\beta = 1$ (Upper Panel) and $\beta = 0.01$ (Lower Panel).

in fact, an explicit model for the dynamics is learned from the observed trajectories in this method. To the best of our knowledge, this is the first efficient and accurate method that can be used to map the landscape of the quasipotential in high dimensions.

After we obtain the quasipotential, we can compute other interesting objects associated with the dynamical system perturbed by small noise. For example, we can identify the minimum action path between the attractor $A$ and another state. Using the fact that the tangent of the path is parallel to $f + \nabla U_A$ along the minimum action path, the path can be computed using the string method. The expected exit time from the basin of attraction can also be estimated using the minimum value of the quasipotential on the boundary of the basin of attraction.

In the current work, we demonstrated the effectiveness of the proposed method using examples with different features. In the future, we plan to apply the method to problems of practical interest such as dynamical systems in fluid mechanics and biological systems. Furthermore, as the effective dimension for many practical high-dimensional systems is low, machine learning tools for dimension reduction such as autoencoder can be incorporated into the parameterization of the force field to discover the effective variables of the dynamics. This will be left to our future work.
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Appendix: Sensitivity of numerical results to the choice of $r$ in Algorithm 1

Only a set of representative data points are used to impose the orthogonality condition in the numerical method. These data points are sampled using non-overlapping balls with radius $r$. To investigate the effect of the choice of $r$ on the numerical results, we carried out simulations with different $r$ in the range of $[0, 0.5]$ in Example 1. The scatter plots of sampled representative data points projected onto the $xy$-plane for different values of $r$ are shown in Fig. 8. All parameters and the neural network architecture, except $\lambda$ (the coefficient of the orthogonality term $L^{orth}$ in the loss function), are the same as those specified in Example 1. As mentioned earlier, the parameter $\lambda$ is tuned so that the orthogonality error $L^{orth}$ and the error of the predicted long-term dynamics over the test dataset are both small. The number of sampled representative data points and relative errors of the learned quasipotential with different choice of $r$ are given in Table 2.

From the table, we see that very small $r$ can lead to poor performance of the trained model. This is because when $r$ is very small, a majority of the sampled representative data points lie in small regions near the attractors, and as a result, the loss term $L^{orth}$ is dominated by those data points and the orthogonality condition is not well-imposed in regions away from the attractors. When $r$ becomes larger, the sampled representative data points are nearly uniformly distributed. In this example, it is observed from the table that the quasipotential is well learned and the choice of $r$ in the range $[0.1, 0.5]$ has little effect on the numerical results. Our experience in the other examples also confirmed this observation. So in practice, it is not difficult to choose an appropriate value for the parameter $r$.

Table 2: Numerical results for the errors with different choice of $r$.

| $r$  | # representative data points | rRMSE  | rMAE  |
|------|------------------------------|--------|-------|
| 0    | 200000                       | 0.3186 | 0.2089|
| 0.01 | 45307                        | 0.0491 | 0.0288|
| 0.05 | 15803                        | 0.0093 | 0.0049|
| 0.1  | 8375                         | 0.0029 | 0.0015|
| 0.2  | 2901                         | 0.0047 | 0.0026|
| 0.3  | 1348                         | 0.0029 | 0.0017|
| 0.4  | 741                          | 0.0031 | 0.0015|
| 0.5  | 454                          | 0.0049 | 0.0036|
Figure 8 (Example 1): Plots of the sampled representative data points projected onto the $xy$-plane for different values of $r$. 