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Abstract
It is crucial to detect when an instance lies downright too far from the training samples for the machine learning model to be trusted, a challenge known as out-of-distribution (OOD) detection. For neural networks, one approach to this task consists of learning a diversity of predictors that all can explain the training data. This information can be used to estimate the epistemic uncertainty at a given newly observed instance in terms of a measure of the disagreement of the predictions. Evaluation and certification of the ability of a method to detect OOD require specifying instances which are likely to occur in deployment yet on which no prediction is available. Focusing on regression tasks, we choose a simple yet insightful model for this OOD distribution and conduct an empirical evaluation of the ability of various methods to discriminate OOD samples from the data. Moreover, we exhibit evidence that a diversity of parameters may fail to translate to a diversity of predictors. Based on the choice of an OOD distribution, we propose a new way of estimating the entropy of a distribution on predictors based on nearest neighbors in function space. This leads to a variational objective which, combined with the family of distributions given by a generative neural network, systematically produces a diversity of predictors that provides a robust way to detect OOD samples.

1. Introduction
As more and more industries are adopting artificial intelligence (AI) technologies, the requirements surrounding the development and deployment of AI-based systems are also evolving. In the medical sector and in aerospace for instance, several exciting applications have been developed, but will not make it to the real world until guarantees are obtained that critical mistakes can be avoided or at least safely controlled (Bhattacharyya et al., 2015; Begoli et al., 2019). Quantification of uncertainty is one important mechanism to support guarantees, therefore contributing to the safety of a system (Shafaei et al., 2018), as long as it is accurate and exhaustive. Of particular interest is the ability of a system to detect instances which are “too far” from the data it learned from for the prediction to be trusted, a task known as out-of-distribution (OOD) detection.

When learning a neural network, many different parameters (i.e., weights and biases) may be able to explain the data with similar accuracy while disagreeing strongly on other instances. This under-specification phenomenon is leveraged by several methods which seek to learn not only a single parameter but a set or a distribution of them, an information which can be used to estimate the epistemic uncertainty at any newly given instance in terms of the dispersion of the corresponding predictions. This uncertainty prediction can in turn be used to discriminate OOD instances from in-distribution ones. However, learning a faithful diversity of predictors is a challenging task.

The conceptually simplest method for learning a set of predictors relies on the randomness of the learning process and samples several parameters by performing stochastic gradient descent from a random initialization (Lakshminarayanan et al., 2017). In a different direction, MC dropout (Gal & Ghahramani, 2016) consists of learning a single parameter encoding a stochastic predictor that relies on a random zeroing out of entries after every hidden layer. In the Bayesian approach (MacKay, 1992; Neal, 1996), the choice of an a priori distribution on all predictors determines through Bayes’ rule a distribution of predictors for every given training set: the posterior distribution.

Markov Chain Monte Carlo (MCMC) methods such as Hamiltonian Monte Carlo (HMC) methods (Betancourt, 2018) form a golden standard for inferring the posterior distribution. However, in most cases for neural networks, this inference is difficult and computationally very expensive to carry out due to the non-linearity and the typically large dimension of the parameter space. Meanwhile, varia-
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We consider a regression task given by a set of independent observation pairs \((X, y)\) with input \(X \in \mathbb{R}^D\) and target \(y \in \mathbb{R}\). All methods considered in this paper produce models that predict a set \(Y(X)\) of values for any given input \(X\). This set \(Y(X)\) allows for a prediction \(U(X)\) of the epistemic uncertainty of the model based on a measure of the spread of \(Y(X)\). To detect OOD instances, one ultimately chooses a threshold \(s\) to classify an instance \(X\) as OOD if \(U(X) > s\) or as in-distribution otherwise.

Given an in-distribution sample and an OOD sample, one can evaluate the OOD detection capability of a model by considering the Area Under the Curve (AUC), which estimates the probability that the model will predict a larger uncertainty on a randomly chosen OOD sample than on a randomly chosen in-distribution sample. However, the choice of the OOD distribution is specific to each application case and it is a delicate one. The study presented in this paper is based on a generic proxy for the OOD distribution: Given in-distribution samples as input data, we propose to use a uniform distribution \(\nu\) on a rectangle based on the input data to serve as a proxy for the OOD. More specifically, OOD samples were produced by sampling each feature uniformly from \([x_{\text{min}}, x_{\text{max}}]\) where \(x_{\text{min}}\) and \(x_{\text{max}}\) are respectively the minimum and maximum value taken by this feature in the dataset.

Concerning the epistemic uncertainty \(U(X)\) at some input \(X\), we make a Gaussian assumption about the distribution of \(Y(X)\) to estimate its differential entropy. In other words, we use \(U(X) = \frac{1}{2} \ln(2\pi e\sigma^2)\) where \(\sigma^2\) is the unbiased estimate of the variance of \(Y(X)\). Note that this choice is equivalent to using directly the variance \(\sigma^2\) as far as the AUC is concerned.

3. Bayesian Inference

To find a model that predicts for every \(X \in \mathbb{R}^D\) (of interest) a distribution over the possible targets \(y \in \mathbb{R}\) representing best our knowledge given our postulates and requirements, the Bayesian regression approach proposes to first assume that the data are generated according to:

\[ y = f(X) + \epsilon, \]

where \(f : \mathbb{R}^D \rightarrow \mathbb{R}\) is an unknown deterministic function and \(\epsilon\) is a random variable with density \(\mathcal{N}(0, \sigma_t)\). Moreover, in order to reflect that in most applications inputs do not all have the same importance, we consider that the input \(X\) in (1) is a random variable that follows either the uniform distribution of input data or a context driven distribution that allows for an explicit focus on OOD inputs.

Postulate (1) induces the likelihood of any function \(g : \mathbb{R}^D \rightarrow \mathbb{R}\) as \(\mathcal{L}(g|D) = \prod_{(X,y) \in D} \mathcal{L}(g|X,Y)\), with \(\mathcal{L}(g|X,Y) = p(y|X,g) = p_y(y-g(X)),\) where \(p_y\) is the density function of the random variable \(\epsilon\). One then further postulates or chooses a distribution \(P\) on all functions/predictors \(g : \mathbb{R}^D \rightarrow \mathbb{R}\), the prior. Altogether, this allows one to define another distribution on predictors, the posterior distribution \(P(g|D),\) whose density is given by Bayes’ rule:

\[ dP(g|D) = \frac{\mathcal{L}(g|D)P(g)}{\int \mathcal{L}(h|D)P(h)dh}. \]

where the marginal likelihood (also called evidence and integrated likelihood) of the data is the usually intractable normalizing constant:

\[ p(D) = \int \mathcal{L}(g|D)\,dP(g). \]

The prediction of uncertainty about the target at input \(X\) is obtained by integration with respect to the predictive posterior as:

\[ p(y|X,D) = \frac{1}{p(D)} \int p(y|X,g)\,dP(g|D). \]

As the evidence is in most cases intractable, we are left with the task of approximating the posterior distribution \(Q\) so as to compute the predictive uncertainty with the best accuracy. In this direction, we record the following simple and well-known fact (e.g., Murphy, 2012, §21.2) which gives a characterization of the posterior distribution in variational terms as the unique solution to an optimization problem based on the Kullback-Leibler (KL) divergence (for completeness, the proof is given in the supplementary material).

**Proposition 3.1** (Variational characterization of the Bayesian posterior). For every likelihood function \(\mathcal{L}(g|D)\) and every prior distribution \(P\), the Bayesian posterior distribution is the unique distribution \(Q\) that minimizes the
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**Variational Objective:**

\[
\mathcal{V}(Q) = -\mathbb{E}_{g \sim Q} \left[ \ln \mathcal{L}(g|\mathcal{D}) \right] + \text{KL}(Q, P) .
\]

**Tractability, Predictor Representation through Neural Networks.** In practice, we do not have direct access to all the possible predictive functions \( g : \mathbb{R}^{d} \rightarrow \mathbb{R} \). We have only access to some of them through a chosen representation, that is, a parametric family. Given the success of neural networks in machine learning, they have been extensively used to model predictors in regression tasks. A network architecture comes with a specific number of parameters, say \( d \), consisting of weights and biases. This gives rise to the parameter space \( \mathbb{R}^{d} \); henceforth, a vector \( \theta \in \mathbb{R}^{d} \) represents an ordered list of weights and biases for the network and hence encodes a unique predictor \( f_{\theta} : \mathbb{R}^{d} \rightarrow \mathbb{R} \).

By identifying a parameter \( \theta \) with the corresponding function \( f_{\theta} \), it becomes possible to implement the Bayesian approach as follows. We choose a prior distribution \( P \) on parameters with tractable density function \( p(\theta) \), for instance a fully factorized Gaussian distribution. We define the likelihood of a parameter \( \theta \) as the function \( f_{\theta} \) i.e. \( p(y|X, \theta) = p(y|X, f_{\theta}) \) and \( \mathcal{L}(\theta|\mathcal{D}) = \mathcal{L}(f_{\theta}|\mathcal{D}) \).

\[
\text{Then we define the density function of the posterior distribution on parameters up to a scaling factor: } \text{p}(\theta|\mathcal{D}) \propto \mathcal{L}(\theta|\mathcal{D})p(\theta).
\]

Since the right-hand term is tractable and (almost everywhere) differentiable, it can be used to approximate the posterior distribution using MCMC methods such as Hamiltonian Monte Carlo (HMC) methods (Betancourt, 2018). These methods yield samples \( \{\theta_{j}\}_{j \leq N} \) of parameters which can be used to estimate the predictive uncertainty:

\[
p(y|X, \mathcal{D}) = \int p(y|X, \theta)p(\theta|\mathcal{D})d\theta \approx \frac{1}{N} \sum_{j \leq N} p(y|X, \theta_{j}).
\]

Note, however, that by identifying a parameter with the function it represents, we have traded the infinite dimensional geometry of functions for the ad-hoc \( d \)-dimensional Euclidean geometry of the parameters. In particular, if \( f_{\theta_{0}} \) and \( f_{\theta_{1}} \) are two functions yielding very similar predictions on some data, what can we say about the Euclidean distance between \( \theta_{0} \) and \( \theta_{1} \)? In particular, we have traded the infinite dimensional geometry of functions for the ad-hoc \( d \)-dimensional Euclidean geometry of the parameters. In particular, if \( f_{\theta_{0}} \) and \( f_{\theta_{1}} \) are two functions yielding very similar predictions on some data, what can we say about the Euclidean distance between \( \theta_{0} \) and \( \theta_{1} \)?

**Parametric Variational Inference.** Prop. 3.1 opens an avenue for approximating the Bayesian posterior. Given the prior distribution \( P \) and the likelihood function \( \mathcal{L}(\theta|\mathcal{D}) \), we choose a parametric family \( Q = \{Q_{\lambda} \mid \lambda \in \mathbb{R}^{d}\} \) of distributions on the space \( \mathbb{R}^{d} \) of parameters and search for the distribution \( Q \in Q \) that minimizes the opposite of the

**Evidence Lower Bound (ELBO):**

\[
\mathcal{V}(Q) = -\mathbb{E}_{\theta \sim Q} \left[ \ln \mathcal{L}(\theta|\mathcal{D}) \right] + \text{KL}(Q, P) .
\]

By substituting this variational objective for an estimator that is differentiable w.r.t. the parameters of the variational distribution \( Q \), this minimization can be achieved using stochastic gradient descent (SGD). The optimization in the next section, we present two ways to optimize an arbitrary implicit family, the first one for distributions over parameter space, the second one for distributions over predictor space.
4. Proposed Method

We consider implicit families of distributions given by generative networks and consider two alternative objectives: one in parameter space, and one in predictor space.

Since the probability density function of our variational distribution is intractable both in parameter space and predictor space, we choose to rely on a nearest neighbor estimate of the KL term in both cases.

4.1. Nearest Neighbor Estimation of KL Divergence and Entropy

Drawing inspiration from nearest neighbor (NN) estimates of the KL divergence and the differential entropy in parameter space, we present a simple approach to estimating those quantities for distributions on predictors.

The Parameter Space. Given \(d\)-dimensional independent samples \(Q = \{q_i\}_{i < N}\) and \(P = \{p_j\}_{j < M}\) from distributions \(Q\) and \(P\) respectively, the k-NN estimation of the KL divergence from \(Q\) to \(P\) is given by (e.g. Wang et al., 2009):

\[
\tilde{K}_L(Q, P) = \ln \frac{M}{N} + \frac{d}{N} \sum_{i < N} \ln \frac{r_k(q_i)}{s_k(q_i)}, \tag{3}
\]

where \(r_k(q_i)\) and \(s_k(q_i)\) denote the Euclidean distance from \(q_i\) to its \(k\)-nearest neighbor in \(Q \setminus \{q_i\}\) and in \(P\) respectively. While low values of \(k\) are in principle favored to reduce bias, increasing the value of \(k\) allows us to avoid underflow or overflow when samples are very close to each other.

Importantly, the KL divergence from \(Q\) to \(P\) can be decomposed as \(\text{KL}(Q, P) = -H(Q) - E_Q[\ln P]\) where \(H(Q)\) denotes the differential entropy. The following provides an estimator of the differential entropy of \(Q\) based on samples \(Q = \{q_i\}_{i < N}\) along the same line (Singh et al., 2003):

\[
\tilde{H}_k(Q) = C_{d,k,N} + \frac{d}{N} \sum_{i < N} \ln r_k(q_i), \tag{4}
\]

where \(C_{d,k,N} = \ln(N) - \psi(k) + \ln(\frac{\pi^d}{4^d k! 2^{d+1}})\) is a constant, \(\psi(x) = \frac{\Gamma'(x)}{\Gamma(x)}\) is the digamma function.

The Predictor Space. Let \(\Pi \in \mathbb{R}^d\) and \(\Theta \in \mathbb{R}^d\) be random variables following the prior distribution \(P\) and the variational distribution \(Q\) respectively. Instead of relying on \(\text{KL}(Q, P)\), we would like to consider the “KL divergence” from the distribution of \(f_{\Pi}\) to that of \(f_{\Theta}\). Since the KL estimator (3) relies solely on relative distances of the samples, it opens an avenue for formalizing this idea by substituting the Euclidean distance between parameters with a distance on functions which reflects the geometry of our predictors. What distance do we want to consider on the space of predictors? As we shall see, the Euclidean distance between two parameters \(\theta\) and \(\theta'\) may differ drastically from the distance between the corresponding functions \(f_\theta\) and \(f_{\theta'}\). For instance, because of symmetries in our network-based model, we may have \(f_\theta = f_{\theta'}\) while \(|\theta - \theta'|\) is large. It may also happen that \(f_\theta(X) = f_{\theta'}(X)\) for most inputs \(X\) in the domain of interest while the parameters \(\theta\) and \(\theta'\) are far apart in the Euclidean space.

We therefore suggest choosing a distribution \(\nu\) on the input space \(\mathbb{R}^D\) that represents the relative importance we give to all possible inputs. This choice depends on the specific task and is closely related to the choice of the samples used for the evaluation of OOD detection. Therefore in our experiments, we take \(\nu\) to be the distribution chosen for the OOD evaluation, namely the uniform distribution whose support is a bounded hyperrectangle constructed from the training data.

Choosing a distribution \(\nu\) on the inputs allows us to define the predictor space as the Hilbert space \(L_2(\nu)\) with the norm distance:

\[
\|f - g\|_{L_2} = \left(\int |f(x) - g(x)|^2 \, d\nu(x)\right)^{1/2}.
\]

Note that every sample \(X = (X_0, \ldots , X_{T-1}) \sim \nu^T\) yields a MC estimate of the \(L_2\) norm \(|f - g|_{L_2} \approx \frac{1}{\sqrt{T}} \|f^X - g^X\|_2\) in terms of the Euclidean distance \(\|\cdot\|_2\) between the vectors \(f^X = (f(X_0), \ldots, f(X_{T-1})) \in \mathbb{R}^T\) and \(g^X = (g(X_0), \ldots, g(X_{T-1})) \in \mathbb{R}^T\) obtained by evaluation. Hence each input sample \(X\) yields an evaluation map \(f \mapsto f^X\) which provides an approximation from the infinite dimensional Hilbert space \(L_2(\nu)\) in the Euclidean space \(\mathbb{R}^T\) up to a scaling factor of \(T^{-1/2}\).

Therefore given independent samples \(\tilde{F} = \{f_i\}_{i < N}\) and \(\tilde{G} = \{g_j\}_{j < M}\) in \(L_2(\nu)\) from random variables \(F\) and \(G\) respectively, our proposed KL divergence estimate is

\[
\tilde{K}_L(\tilde{F}, \tilde{G}) = \mathbb{E}_{X \sim \nu^T} \tilde{K}_L(\tilde{F}^X, \tilde{G}^X), \tag{5}
\]

where the estimator from Eq. (3) is applied to the \(T\)-dimensional samples \(\tilde{F}^X = \{f^X_i\}\) and \(\tilde{G}^X = \{g^X_j\}\). Note that no adjustment to Eq. (3) is necessary because it only involves ratios of distances, and the scaling factor \(T^{-1/2}\) cancels out.

In the same fashion, we propose to estimate the differential entropy of the random variable \(F\) from samples \(\tilde{F} = \{f_i\}_{i < N}\) in \(L_2(\nu)\) via

\[
\tilde{H}_k(\tilde{F}) = \mathbb{E}_{X \sim \nu^T} \tilde{H}_k(\tilde{F}^X) - \frac{1}{2} \ln T, \tag{6}
\]

where the constant term comes from our scaling of distances by the factor \(T^{-1/2}\).
4.2. Implicit Variational Inference

A generative network is simply a neural network architecture encoding a parametric family of functions \( h_\lambda : \mathbb{R}^d \rightarrow \mathbb{R}^d \), where the parameter \( \lambda \) lists the weights and biases of the neural network and each \( h_\lambda \) transforms a Gaussian random noise \( \epsilon \sim \mathcal{N}(0, I_f) \) into another random variable in \( \mathbb{R}^d \). Any parametric family \( (h_\lambda)_{\lambda \in \Lambda} \) of networks therefore gives rise to the family of random variables of the form \( \theta = h_\lambda(\epsilon) \). In our context, this serves as our variational family and the outputs \( \theta \) of the generative network are parameters for the predictor network \( f_\theta \). We therefore refer to the generative network as hypernet and talk about Hypernet Variational Inference (HyVI) to highlight the difference with the family of multivariate Gaussian with diagonal covariance matrix and Mean Field Variational Inference (MFVI, aka Bayes By Backprop).

**In the Parameter Space: NN-HyVI.** The first of our methods (Nearest Neighbor – Hypernet Variational Inference) performs inference directly in the parameter space. Given a predictor network architecture \( y = f_\theta(X) \), a (possibly implicit) prior \( \mathcal{P} \) on parameters \( \theta \) and a likelihood function \( \mathcal{L}(f|X, y) \), we update the parameters of the variational distribution \( q_\lambda \) using SGD so as to minimize on mini-batch \( B \) of training data \( D \) the following objective (see Suppl. Mat.):

\[
\mathcal{V}(q_\lambda) = \mathbb{E}_{\theta \sim q_\lambda} \mathbb{KL}(f_\theta, g) - \sum_{(X, y) \in B} \mathbb{E} \ln \mathcal{L}(f_\theta|X, y). \quad (8)
\]

Since we only need to sample predictors from the prior, our method allows for the use of a prior given by a Gaussian process, for example. However in our experiments, we used a prior \( P \) on parameters and sampled predictors according to \( g = f_\pi \) with \( \pi \sim \mathcal{P} \).

**In the Predictor Space: FuNN-HyVI.** Our second method (Functional Nearest Neighbor – Hypernet Variational Inference) performs inference directly in the predictor space, and uses the parameter space only as a convenient way to represent the predictor space. It also relies on a parametric model of predictors \( y = f_\theta(X) \), but it further requires a distribution \( \nu \) on inputs from which we can sample from. Given also a (possibly implicit) prior \( P \) on predictors and a likelihood function \( \mathcal{L}(f|X, y) \), we update the parameters of a variational distribution \( q_\lambda \) using SGD so as to minimize on mini-batch \( B \) of training data \( D \) the following objective (see Suppl. Mat.):

\[
\mathcal{V}(q_\lambda) = \mathbb{E}_{\theta \sim q_\lambda} \mathbb{KL}(f_\theta, g) - \sum_{(X, y) \in B} \mathbb{E} \ln \mathcal{L}(f_\theta|X, y). \quad (8)
\]

4.3. Related Work

**Implicit Weight Uncertainty in Neural Networks.** (Pawlowski et al., 2017) also used an NN estimate of the KL divergence on parameters. However, it appears that they treat each parameter independently and use an average of the KL approximations over each scalar parameter. This approach lacks a theoretical justification and the authors’ preference is only based on limited empirical evidence of its efficiency. In contrast, we address the important dependency between the parameters by using the NN estimator of the KL on parameter vectors. **FBNN.** A closely related work by Sun et al. (2019) also provides a method for variational inference in predictor space. They give an interesting theoretical justification for an ex-
pression of the KL divergence from one stochastic process to another as the supremum over all finite sets of inputs of the KL divergence between corresponding marginal distributions. However, they end up using an approximation which consists of averaging over input samples the KL divergence of the corresponding marginal distributions. While this approximation is not theoretically justified in their paper, it turns out to be similar to our approximation of the KL for distributions of functions which naturally arise from a novel motivation for an explicit choice of the input distribution for the MC approximation of the $L_2$ distance on predictors. Moreover, they use inputs from the training data in addition to OOD inputs to marginalize predictors and a Stein Spectral Gradient estimate of the gradient of the KL on marginal distributions. Two crucial differences with our FuNN-HyVI are 1) they use a variational family of multivariate Gaussian distribution with diagonal covariance matrix (as in our FuNN-MFVI which performs poorly) where we use a generative network and 2) they regularize the KL term to increase its importance in the ELBO on mini-batches where we maintain the expected gradient of the ELBO. Finally, their method also differs in that they use data-dependent Gaussian process priors where we simply use a Gaussian prior on parameters.

### 5. Empirical Study

Our experiments aim primarily at evaluating the quality of the uncertainty predicted with our methods. In accordance with the literature, we report the root-mean-square error (RMSE) and log Posterior Predictive (LPP) on held out test data (see Suppl. Mat.), but we also consider other metrics to evaluate the uncertainty of the model as a whole and as well as its ability to detect OOD inputs.

**Entropy of “Posterior distributions”** For Bayesian methods, estimated the differential entropy of the posterior distributions based on $1K$ samples using (4), and in predictor space using an MC estimate of (6) based on 100 samples from $\nu$ (cf. Tab. 2). For the sake of comparison, we made similar estimations for Ensemble by treating the set of parameters as a sample of a posterior distribution. Note that for MC dropout we do not have access to a set of parameters; however we can still evaluate the diversity of the model in predictor space similarly by considering for each sample from $\nu$ a set of $1K$ predictions.

#### 5.1. Experimental Setup

We experiment on a synthetic dataset and 8 UCI regression datasets (5 small ones, 3 large ones).

**Synthetic Data.** We generated a training set consisting of 120 pairs $(X, y)$ with inputs $X$ sampled uniformly from $[-1, -0.5] \cup [0.5, 1]$ using the function $y = \cos(4(X + 0.2)) + \epsilon$, where $\epsilon \sim N(0, 0.1)$. The OOD distribution $\nu$ is uniform on $[-4., 2.]$.

**UCI Datasets.** From the UCI machine learning repository (Dua & Graff, 2017), we use five small datasets: Boston Housing ($D = 13, N = 506$), Concrete Compressive Strength ($8, 1030$), Energy ($8, 768$), Wine Quality Red ($11, 1599$), Yacht Hydrodynamics ($6, 308$), and three large datasets: Power Plant Combined Cycle ($4, 9568$), Condition Based Maintenance of Naval Propulsion Plants Compressor ($16, 11034$) and Protein Data ($9, 45730$). We split each dataset in training (90%) and test (10%).

**Predictor Network.** For the synthetic dataset, we use a single layer network with 50 hidden units and ReLU activations. For the UCI datasets, we use a single layer with ReLU activations and 50 hidden units for the small ones, 100 for the large ones.

**Prior.** In all our experiments, we use the same Gaussian prior on the parameters of the predictor network with zero mean and covariance matrix 0.5I. FuNN-HyVI allows us to specify a prior in the form of a Gaussian process, but we have not observed any significant improvement as far as OOD detection is concerned.

#### 5.2. Experiments

**Synthetic example.** We compare various methods to predict uncertainty on our synthetic dataset, using when possible $\sigma_l = 0.1$ (the noise chosen for the data generation) for the likelihood.

**UCI datasets.** For each UCI dataset, we choose a specific random train/test split and use for the scale $\sigma_l$ of the Gaussian likelihood a fixed value inspired by a grid search in Gal & Ghahramani (2016) (see Suppl. Mat.). Note that Ensemble does not use these noises since it simply optimizes the square loss.

We used HMC to estimate the posterior distribution on each small dataset and every other method is run three times with random initialization on all datasets.

#### 5.3. Implementation details

**Generative Network Training (HyVI).** For both NN-HyVI and FuNN-HyVI, we use a generative network with ReLU activations transforming 5-dimensional Gaussian samples $\mathcal{N}(0, I_5)$ via a first layer with 20 hidden units and a second layer with 40 hidden units (the number of output units equals the number of parameters of the predictor network). This hypernet is trained using Adam optimizer, with a learning rate in $[0.005, 0.0001]$ decreasing by a ratio of 0.7 when no progress is made in the variational objective after a patience of 30 epochs (10 for the large datasets). We use mini-batches of size 50, except for the large datasets,
where we use a size of 500.

**NN-HyVI.** We use 100 samples of the variational distribution for evaluating the expected log likelihood. For estimating the KL with \( KL_1 \), we use 500 samples from each of the variational distribution and the prior.

**FuNN-HyVI.** We similarly sample 100 times from the variational distribution for evaluating the expected log likelihood. For approximating the KL in predictor space using \( KL_1 \), we sample 500 times from each of variational distribution and the prior and evaluate these parameters at a single sample from \( \nu \). On the synthetic examples, we use \( T = 50 \), whereas on the UCI datasets we use \( T = 200 \).

Other methods include HMC (Betancourt, 2018), MC dropout (Gal & Ghahramani, 2016), Ensemble (Lakshminarayanan et al., 2017), MFVI (Blundell et al., 2015) (details in Suppl. Mat.) and the following variant of MFVI.

**FuNN-MFVI.** The Gaussian posterior parameters are trained using the same objective as in FuNN-HyVI (8) and same mini-batch size, optimizer and learning rate scheme.

### 5.4. Results

In this section, we raise empirical evidence that carrying out the inference in predictor space, such as done by FuNN-HyVI, indeed yields a higher epistemic uncertainty of the whole model, a property which translates into robustness for OOD detection. In particular, this suggests that variational inference in predictor space could lead to higher quality uncertainty than the computationally demanding golden standard provided by computationally expensive MCMC methods, such as HMC, which are restricted to the parameter space of the network.

#### Synthetic Data.

Fig. 1 shows the uncertainty predicted by the various methods on our synthetic dataset. We find that MC dropout, MFVI, FuNN-MFVI all fail to estimate the uncertainty. Ensemble struggles to predict higher uncertainty on OOD, especially in the region between the two patches. NN-HyVI predicts higher uncertainty on OOD but still provide an underestimation on the boundaries of the interval \( X = -4 \) and \( X = 2 \) in comparison with HMC and FuNN-HyVI. Finally, we find that FuNN-HyVI (runtime: 12 sec.) provides an uncertainty prediction that is quite close to HMC (runtime: 15 hours) while being even less confident on OOD, especially in the region between the two patches.

#### AUCs.

Average AUC on three independently trained models for each method are displayed in Table 1. It was computed using the whole input data as in-distribution and \( 10K \) samples from the distribution \( \nu \) for the OOD. On the small datasets, HMC, Ensemble and FuNN-HyVI perform extremely well, while MC dropout and MFVI achieve the worst scores. While scores for MC dropout improve on large datasets, MFVI still performs unsatisfactorily. On the large datasets, HMC-HyVI always displays the best performance, with NN-HyVI close by. We note that these two methods of ours outperform Ensemble by a significant margin on the powerplant dataset. While FuNN-MFVI performs relatively well, it is always outperformed by FuNN-HyVI. Similarly, NN-HyVI always achieves a higher than MFVI. This provides evidence that the flexibility of our generative network is an important asset—even by trading the full support of the Gaussian for a low (at most 5-dimensional) submanifold support. Moreover, we observe that the AUC of NN-HyVI is always lower than that of FuNN-HyVI, which supports the idea that carrying inference in predictor space yields a more reliable uncertainty for OOD detection.

#### Entropy of posterior distributions.

We report in Table 2 the average entropy of posterior distributions on the three independently trained datasets, such as HMC, which are restricted to the parameter space of the network.

### Table 1. Average AUC score for each method the UCI datasets.

| Method     | HMC | MC dropout | Ensemble | MFVI | FuNN-MFVI | NN-HyVI | FuNN-HyVI |
|------------|-----|------------|----------|------|-----------|---------|-----------|
| boston     | 0.9996 | 0.9994 | 0.9964 | 0.9953 | 1.0000 |
| concrete   | 0.9997 | 0.9998 | 0.9999 | 0.9977 | 1.0000 |
| energy     | 0.9090 | 0.9836 | 0.9958 | 0.9443 | 0.8888 | 0.9826 |
| wine       | 0.9090 | 0.9836 | 0.9958 | 0.9443 | 0.8888 | 0.9826 |
| yacht      | 0.9090 | 0.9836 | 0.9958 | 0.9443 | 0.8888 | 0.9826 |
| navalC     | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| powerplant | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| protein    | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |

### Table 2. Average entropy of posterior distributions.

| Method     | HMC | MC dropout | Ensemble | MFVI | FuNN-MFVI | NN-HyVI | FuNN-HyVI |
|------------|-----|------------|----------|------|-----------|---------|-----------|
| boston     | -5  | -107       | -224     | -25  | -244      | -1       | -1        |
| concrete   | -491| -492       | -506     | -234 | -844      | -62      | -62       |
| energy     | -171| -211       | -346     | 7    | -574      | -719     | -367      |
| wine       | -317| -316       | -587     | 422  | -492      | -1228    | -367      |
| yacht      | 12  | 76         | 10       | 128  | -83       | -74      | -71       |
| navalC     | 136 | 1078       | 1098     | 145  | 1066      | 126      | 124       |
| powerplant | -167| 2314       | 1726     | -4777| 1066      | 1066     | 1066      |
| protein    | -62 | -122       | -122     | 12   | -11       | -122     | -122      |

where we use a size of 500.
ing NN-HyVI and FuNN-HyVI which both optimize the same hypernet family, we see that the inference in predictor space makes sure that FuNN-HyVI always achieves a larger diversity of predictors. As for NN-HyVI and MFVI which both optimize the entropy in parameter space, MFVI always captures less parameter diversity. While this corroborates the advantage of our generative network over the family of Gaussian with diagonal covariance matrix, we see that a larger parameter diversity does not necessarily mean a larger predictor diversity. More generally, these results provide evidence that there is no direct relation between the entropy in parameter space and the entropy in predictor space. In this respect, note that while HMC and NN-HyVI both carry out inference in parameter space, HMC performs better since it achieves a larger entropy in predictor space with a smaller entropy in parameter space. However, FuNN-HyVI has the best performance in this respect. We consider that this also supports our claim that the inference in the parameter space is made (artificially) hard by the ad hoc representation of predictors induced by the choice of the network architecture. Moreover, we suggest that the entropy of the posterior in predictor space is a good measure of the epistemic uncertainty of the overall variational model with respect to the chosen OOD distribution.

**Robustness of uncertainty prediction.** The distributions of epistemic uncertainty predicted on train, test and OOD inputs are displayed in Fig. 2 for each model, together with the corresponding ROC curves. We note that the AUC is only one possible summary statistic of the ROC curve and that, furthermore, the ROC curve does not capture fully the discrepancies between the distributions of epistemic uncertainty. In particular, while Ensemble achieves an AUC similar to that of FuNN-HyVI on all datasets (except powerplant), the corresponding distributions of epistemic uncertainty are always quite different. In fact, the uncertainty produced by FuNN-HyVI puts the OOD samples much further apart from the in-distribution samples than the one produced by Ensemble. Bearing in mind that one needs to choose a threshold in order to actually implement OOD detection, this property of FuNN-HyVI makes it more robust than Ensemble.

6. Conclusion

Every method for predicting uncertainty with neural networks rely on a specific way to collect a diversity of predictors. MCMC methods use a random walk in parameter space. Ensemble methods use the randomness inherent to initialization and training. MC dropout optimizes a stochastic network, variational inference methods rely on maximizing the differential entropy. While most methods seek diversity in parameter space, we found empirical evidence that a diversity of parameters does not mean a diversity of predictors. Given the parametric class of predictors represented by a neural network and a dataset, the ultimate uncertainty is delicate to define and it certainly depends on the specific use case as well as relevant *a priori* knowledge.

In order to evaluate the uncertainty of our model, we choose an OOD distribution and design a detection task. We find that HMC and Ensemble perform well, while MFVI and MC dropout perform poorly. We present evidence that the poor performance of MFVI can be greatly improved by either using a more flexible distribution in the form of a generative network or by considering an alternative objective which maximizes the entropy in predictor space. This leads us to our method FuNN-HyVI which, in addition to performing very well in terms of AUC score, predicts a more robust uncertainty for OOD detection.
ACKNOWLEDGMENTS

This work is supported by the DEEL Project CRDPJ 537462-18 funded by the National Science and Engineering Research Council of Canada (NSERC) and the Consortium for Research and Innovation in Aerospace in Québec (CRIAQ), together with its industrial partners Thales Canada inc, Bell Textron Canada Limited, CAE inc and Bombardier inc.³

REFERENCES

Barber, D. and Wiegerinck, W. Tractable variational structures for approximating graphical models. In NIPS, pp. 183–189, 1999.

Begoli, E., Bhattacharya, T., and Kusnezov, D. The need for uncertainty quantification in machine-assisted medical decision making. Nature, 01 2019.

Betancourt, M. A conceptual introduction to Hamiltonian Monte Carlo. arXiv, 1701.02434, 2018.

Bhattacharyya, S., Cofer, D., Musliner, D., Mueller, J., and Engstrom, E. Certification considerations for adaptive systems. In 2015 International Conference on Unmanned Aircraft Systems (ICUAS), pp. 270–279. IEEE, 2015.

Bishop, C. M. Pattern Recognition and Machine Learning (Information Science and Statistics). Springer-Verlag, Berlin, Heidelberg, 2006.

Blundell, C., Cornebise, J., Kavukcuoglu, K., and Wierstra, D. Weight uncertainty in neural network. In ICML, volume 37, pp. 1613–1622, 2015.

Carroll, C. Just a little MCMC, 2019. https://github.com/ColCarroll/minimc.

Dinh, L., Sohl-Dickstein, J., and Bengio, S. Density estimation using real NVP. arXiv, 1605.08803, 2016.

Dua, D. and Graff, C. UCI machine learning repository, 2017. URL http://archive.ics.uci.edu/ml.

Gal, Y. and Ghahramani, Z. Dropout as a bayesian approximation: Representing model uncertainty in deep learning. In ICML, pp. 1050–1059, 2016.

Graves, A. Practical variational inference for neural networks. In NIPS, pp. 2348–2356, 2011.

Kingma, D. P., Salimans, T., Jozefowicz, R., Chen, X., Sutskever, I., and Welling, M. Improved variational inference with inverse autoregressive flow. In NIPS, pp. 4743–4751, 2016.

Lakshminarayanan, B., Pritzel, A., and Blundell, C. Simple and scalable predictive uncertainty estimation using deep ensembles. In NIPS, pp. 6402–6413, 2017.

Li, Y. and Turner, R. E. Gradient estimators for implicit models. arXiv, 1705.07107, 2017.

MacKay, D. J. C. A practical Bayesian framework for backpropagation networks. Neural Comput., 4(3):448–472, May 1992.

Mescheder, L., Nowozin, S., and Geiger, A. Adversarial variational bayes: Unifying variational autoencoders and generative adversarial networks. In ICML, pp. 2391–2400, 2017.

Murphy, K. P. Machine Learning: A Probabilistic Perspective. The MIT Press, 2012. ISBN 0262018020.

Neal, R. M. Bayesian Learning for Neural Networks. Springer-Verlag, Berlin, Heidelberg, 1996.

Papamakarios, G., Pavlakou, T., and Murray, I. Masked autoregressive flow for density estimation. In NIPS, pp. 2338–2347, 2017.

Pawlowski, N., Brock, A., Lee, M. C., Rajchl, M., and Glocker, B. Implicit weight uncertainty in neural networks. arXiv, 1711.01297, 2017.

Ranganath, R., Gerrish, S., and Blei, D. Black box variational inference. In AISTATS, pp. 814–822, 2014.

Saul, L. K. and Jordan, M. I. Exploiting tractable substructures in intractable networks. In NIPS, pp. 486–492, 1996.

Shafaei, S., Kugele, S., Osman, M. H., and Knoll, A. Uncertainty in machine learning: A safety perspective on autonomous driving. In International Conference on Computer Safety, Reliability, and Security, pp. 458–464. Springer, 2018.

Singh, H., Misra, N., Hnizdo, V., Fedorowicz, A., and Demchuk, E. Nearest neighbor estimates of entropy. American Journal of Mathematical and Management Sciences, 23 (3-4):301–321, 2003.

Sun, S., Zhang, G., Shi, J., and Grosse, R. B. Functional variational Bayesian neural networks. In ICLR, 2019.

Turner, R. E. and Sahani, M. Two problems with variational expectation maximisation for time-series models. In Barber, D., Cemgil, T., and Chiappa, S. (eds.), Bayesian Time series models, chapter 5, pp. 109–130. Cambridge University Press, 2011.

³https://deel.quebec
Vehtari, A., Gelman, A., Simpson, D., Carpenter, B., and Bürkner, P.-C. Rank-normalization, folding, and localization: An improved $R$ for assessing convergence of mcmc. *Bayesian Analysis*, 2021. Advance publication.

Wainwright, M. J. and Jordan, M. I. Graphical models, exponential families, and variational inference. *Found. Trends Mach. Learn.*, 1(1–2):1–305, January 2008.

Wang, Q., Kulkarni, S., and Verdú, S. Divergence estimation for multidimensional densities via $k$-nearest-neighbor distances. *IEEE Transactions on Information Theory*, 55: 2392–2405, 2009.
A. Proof of Proposition 3.1 (Variational definition of the Bayesian posterior distribution)

For every likelihood function \( L(g|X, y) \) and every prior distribution \( P \), the Bayesian posterior distribution is the unique distribution that minimizes the variational objective

\[
\mathcal{V}(Q) = -\mathbb{E}_{g \sim Q} \left[ \ln L(g|D) \right] + \text{KL}(Q, P). 
\]  

(9)

Proof. Recall that for every distribution \( Q \) and \( Q' \) we have \( \text{KL}(Q, Q) \geq 0 \) with equality iff \( Q = Q' \). Let \( Q \) denote the Bayesian posterior distribution and note that for every distribution \( Q' \), we have

\[
0 \leq \text{KL}(Q', Q) = \int \ln \left( \frac{dQ'}{dQ} \right) dQ' = \text{KL}(Q', P) - \int \ln L(g|D) dQ'(g) + \ln p(D),
\]

with equality iff \( Q = Q' \). Hence for every distribution \( Q' \) we have

\[
-\ln p(D) \leq \text{KL}(Q', P) - \int \ln L(g|D) dQ'(g),
\]

with equality iff \( Q = Q' \). Since \( p(D) \) does not depend on \( Q' \), it follows the Bayesian posterior is the unique distribution that minimizes (9), as desired. \( \square \)

B. Pseudo code

We include pseudo-code for NN-HyVI and FuNN-HyVI as Algorithm 1 and 2.

**Algorithm 1 NN-HyVI**

Require: data \( D \), likelihood \( L(f|X, y) \), prior distribution \( P \)

Require: parametric predictive model \( y = f_\theta(X) \)

Require: generative network \( \theta = h_\lambda(\epsilon) \) with noise \( \epsilon \sim \mathcal{N} \) and initial parameters \( \lambda \)

1: while \( \lambda \) has not converged do
2: \( \epsilon_i \sim \mathcal{N}, i < N \) ▷ Sample noise
3: \( \theta_i = h_\lambda(\epsilon_i) \) ▷ Compute parameters
4: \( B \subseteq D \) ▷ Get training mini-batch
5: \( LL = \frac{1}{N} \sum_{i<N} \sum_{(X,y) \in B} \ln L(\theta_i|X, y) \) ▷ Expected log-likelihood
6: \( \pi_j \sim P, j < N \) ▷ Sample from prior
7: \( \text{KL} = \text{KL}_\mathcal{L}((\theta_i)_{i<N}, (\pi_j)_{j<N}) \) ▷ KL approximation
8: \( \mathcal{V}(\lambda) = \frac{|B|}{|D|} \text{KL} - LL \) ▷ Compute ELBO for mini-batch
9: \( \lambda \leftarrow \text{Optimizer}(\lambda, \nabla_\lambda \mathcal{V}) \)
10: end while

C. Implementation details

**HMC.** We consider the posterior distribution given by HMC (Betancourt, 2018) as a reference. In each case, the thinning was adjusted to retain a maximum of 10,000 samples. We used dual averaging to tune the step size and checked for convergence and efficiency using \( R \)-hat and effective sample size (ESS) for tails and bulk (Vehtari et al., 2021).

We use the code of the minimc library (Carroll, 2019) with the parameters presented in Tab. 3.

**MC dropout.** We use a dropout probability of 0.05 and train the predictor network using the log likelihood loss with fixed noise \( \sigma_l \) for \( 2K \) epochs using Adam optimizer with learning rate \( lr = 10^{-3} \) and weight decay equal to \( 10^{-1} \sqrt{N} \) where \( N \) is the size of the data.

**Ensemble.** We independently train 10 models (5 for the large UCI datasets) for \( 3K \) epochs (500 for the large UCI datasets) with RMSE loss on mini-batches of size 50 (500 for the large UCI datasets) using stochastic gradient descent (lr= 0.01, momentum= 0.9).
Algorithm 2 FuNN-HyVI

Require: data $D$, likelihood $p(y|X, f)$, prior distribution $P$
Require: parametric predictive model $y = f_\theta(X)$
Require: generative network $\theta = h_\lambda(\epsilon)$ with noise $\epsilon \sim N$ and initial parameters $\lambda$

Require: input distribution $\nu$

1: while $\lambda$ has not converged do
2: $\epsilon_i \sim N, i < N$ $\triangleright$ Sample noise
3: $\theta_i = h_\lambda(\epsilon_i), i < N$ $\triangleright$ Compute parameters
4: $B \subseteq D$ $\triangleright$ Get training mini-batch
5: $\text{LL} = \frac{1}{N} \sum_{i<N} \sum_{(X,y) \in B} \ln L(\theta_i|X, y)$ $\triangleright$ Expected log-likelihood
6: $X = (X_t)_{t<T} \sim \nu^T$ $\triangleright$ Sample inputs
7: $g_j \sim P, j < N$ $\triangleright$ Sample from prior
8: $f_j^X = (f_{\theta_i}(X_t))_{t<T}, g_j^X = (g_j(X_t))_{t<T}, j < N$ $\triangleright$ Evaluate predictors at these inputs
9: $\text{KL} = \sum_{j<N} \frac{1}{|D|} \text{KL} - \text{LL}$ $\triangleright$ KL approximation
10: $\mathcal{V}(\lambda) = \frac{\partial}{\partial \lambda} \mathcal{L} - \text{LL}$ $\triangleright$ Compute ELBO for mini-batch
11: $\lambda \leftarrow \text{Optimizer}(\lambda, \nabla_{\lambda} \mathcal{V})$ $\triangleright$ Update parameters
12: end while

| Dataset          | number of iterations | burning | leapfrog steps |
|------------------|----------------------|---------|----------------|
| Wave OOS Example | 120000               | 20000   | 200            |
| Boston Housing   | 170000               | 40000   | 100            |
| Concrete Strength| 170000               | 40000   | 100            |
| Energy           | 140000               | 40000   | 100            |
| Wine Quality Red | 90000                | 20000   | 200            |
| Yacht Hydrodynamics | 140000        | 40000   | 100            |

Table 3. Parameters used for the HMC.

MFVI. The parameters of the Gaussian posterior with diagonal covariance matrix were trained using the ELBO as objective and fixed likelihood noise $\sigma_l$. The ELBO was approximated using 100 samples for the expected log likelihood and 500 samples for the Monte Carlo estimate of the KL divergence (using the analytic value of the density of the variational distribution). We used the same mini-batch size, optimizer and learning rate scheme as for NN-HyVI and FuNN-HyVI, except that we had to increase the patience by a factor of two in order to be able to fit the data.

D. Empirical details and more results

The values for the fixed noise we used in the likelihood for Exp. 1 (after normalization) are as follows: boston ($\sigma_l = 2.5$), concrete (4.5), energy (1.4), wine (0.5), yacht (1.4), navalC (0.2), powerplant (3.1), protein (4.4).

To account for variability in training, we independently trained three models for each method except for HMC where we used three random samples of size $1K$ from the 10K samples available.

Model evaluation For each model considered and every input $X$, we predict a mean value $\bar{y}$ and a probability distribution $p(y|X)$ and variance $\Sigma^2$. For all variational methods, we sampled $1K$ predictors $(f_i)_i<1K$ (for HMC, we randomly chose $1K$ predictors among the 10K parameters retained). We use the mean and the variance of the sample $(f_i(X))_i<1K$ for $\bar{y}$ and $\Sigma^2$, respectively. As for $p(y|X)$, we use $\frac{1}{1000} \sum_{i<1000} p(y|X, f_i)$ where $p(y|X, f_i)$ is the Gaussian likelihood with variance $\sigma_l$ specific to each dataset.

For an Ensemble model $F = (f_i)_i<1K$ ($N = 10$ or 5) we use similarly the mean and the variance of the sample $(f_i(X))_i<1K$ for $\bar{y}$ and $\Sigma^2$, respectively. Moreover we make a Gaussian assumption on $p(y|X)$ and use a normal distribution centered at $\bar{y}$ with variance $\Sigma^2 + \sigma_l^2$ specific to each dataset.

For MC dropout, we rely on $1K$ forward passes $(y_i)_{i<1K}$ to compute the mean $\bar{y}$ and the variance $\Sigma^2$. As for Ensemble, we use a Gaussian distribution centered at $\bar{y}$ with variance $\Sigma^2 + \sigma_l^2$ for $p(y|X)$. 
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Figure 3. ROC curves and AUC for the small UCI datasets.

**Metrics.** On test data $T$ the root mean squared error (RMSE) of a model is

$$\text{RMSE} = \sqrt{\frac{1}{|T|} \sum_{(X,y) \in T} (y - \bar{y})^2}.$$  

The average log posterior predictive (LPP) density of the test data $T$ (also termed average Log Likelihood) is

$$\text{LPP} = \frac{1}{|T|} \sum_{(X,y) \in T} \ln p(y|X).$$

To compute the AUC score associated with the ROC curve we use the NumPy implementation using the predicted epistemic uncertainty $\Sigma^2$ as a score on all available data (in-distribution) versus $10K$ samples from $\nu$ (OOD).

**Qualitative results on uncertainty** The distributions of epistemic uncertainty on train, test and OOD samples are displayed in Fig. 5 for small UCI dataset and in Fig. 6 for large UCI datasets. ROC curves are displayed in Fig. 3 and Fig. 4. The solid line represents the mean True Positive Rate (TPR) and the shaded area represents the minimum and maximum TPR over the three models.

We report mean and standard deviation for RMSE and LPP on test data on all UCI datasets in Tables 4 and 5.

**E. Comparison of running time**

Table 6 shows average running time in seconds on GPU (NVIDIA GeForce RTX 2080 Ti).
Table 4. Average and standard error for RMSE and LPP for small UCI datasets.

|          | MC dropout | Ensemble | MFVI | FuNN-MFVI | NN-HyVI | FuNN-HyVI |
|----------|------------|----------|------|-----------|---------|-----------|
| boston   | 2.63±0.02  | 2.29±0.03| 2.73±0.04| 3.5±0.01 | 4.97±0.71| 2.65±0.02| 3.05±0.11 |
| concrete | 6.96±0.03  | 5.09±0.08| 4.52±0.04| 12.25±0.02| 6.31±0.54| 6.06±0.18| 5.19±0.21 |
| energy   | 2.62±0.01  | 0.74±0.01| 0.41±0.00| 3.41±0.01 | 0.79±0.14| 0.68±0.01| 0.49±0.01 |
| wine     | 0.58±0.00  | 0.60±0.01| 0.57±0.00| 0.62±0.01 | 0.7±0.00 | 0.73±0.01| 0.72±0.03 |
| yacht    | 3.84±0.02  | 1.06±0.04| 0.86±0.04| 3.89±0.03 | 2.25±0.18| 1.28±0.0044| 1.07±0.09 |

Table 5. Average and standard error for RMSE and LPP for large UCI datasets.

|          | MC dropout | Ensemble | MFVI | FuNN-MFVI | NN-HyVI | FuNN-HyVI |
|----------|------------|----------|------|-----------|---------|-----------|
| navalC   | 0.00038±0.001 | 0.00041±0.0002 | 5.00005±5.000005 | 0.000095±2.0000004 | 0.000025±3.0000005 | 0.000025±3.0000005 |
| powerplant | 3.69367±0.01 | 3.69755±3.000003 | 4.04913±0.03 | 4.17883±0.08 | 3.87214±0.02 | 3.71361±0.01 |
| protein  | 4.38351±9.000001 | 4.1685±0.01 | 4.88476±0.01 | 4.48941±0.06 | 4.5195±0.01 | 4.25881±0.01 |

Table 6. Average running time on GPU in seconds.

|          | HMC* | MC dropout | Ensemble | MFVI | FuNN-MFVI | NN-HyVI | FuNN-HyVI |
|----------|------|------------|----------|------|-----------|---------|-----------|
| boston   | 30K  | 138        | 118      | 238  | 138       | 246     |
| concrete | 45K  | 123        | 169      | 351  | 264       | 405     |
| energy   | 30K  | 193        | 118      | 238  | 138       | 246     |
| wine     | 80K  | 183        | 169      | 351  | 264       | 405     |
| yacht    | 25K  | 43         | 105      | 138  | 108       | 184     |

*: We also included running times for HMC for the sake of comparison, but note that they were executed on CPUs and no real effort has been made to optimize the running time.
Figure 5. Distributions of epistemic uncertainty on train, test and OOD input for various models on small UCI datasets.
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Figure 6. Distribution of epistemic uncertainty on train, test and OOD inputs for large UCI datasets