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Abstract

The width of a neural network matters since increasing the width will necessarily increase the model capacity. However, the performance of a network does not improve linearly with the width and soon gets saturated. To tackle this problem, we propose to increase the number of networks rather than purely scaling up the width. To prove it, one large network is divided into several small ones, and each of these small networks has a fraction of the original one’s parameters. We then train these small networks together and make them see various views of the same data to learn different and complementary knowledge. During this co-training process, networks can also learn from each other. As a result, small networks can achieve better ensemble performance than the large one with few or no extra parameters or FLOPs. This reveals that the number of networks is a new dimension of effective model scaling, besides depth/width/resolution. Small networks can also achieve faster inference speed than the large one by concurrent running on different devices. We validate the idea — increasing the number of networks is a new dimension of effective model scaling — with different network architectures on common benchmarks through extensive experiments. The code is available at https://github.com/mzhaoshuai/SplitNet-Divide-and-Co-training.

1. Introduction

Width matters. Increasing the neural network’s width to pursue better performance is common sense in neural network architecture design \cite{52, 57, 55}. However, the performance of a network does not improve linearly with its width. As shown in Fig. 1, at the initial stage, increasing width can gain promising improvement of accuracy; at the later stage, the improvement becomes relatively slight and no longer matches the increasingly expensive cost. For example, in Fig. 1, EfficientNet baseline \((w = 5.0)\) width factor of the network) gains less than +0.5\% accuracy improvement compared to EfficientNet baseline \((w = 3.8)\) with nearly doubled FLOPs (floating point operations). Increasing the width of ResNet-29 produces a similar phenomenon. We call this the width saturation of a network.

Besides the width saturation, in Fig. 1, ResNet-29 \((w = 3.0)\) achieve relatively close accuracies as ResNet-29 \((w = 5.0)\). The situation is similar for EfficientNet baseline when \((w = 2.6)\) and \((w = 5.0)\). In this case, an interesting question arises, can two small networks with a half width of a large one achieve or even surpass the performance of the large one? Firstly, ensemble is always a practical technique \cite{34, 13, 64, 1}. Secondly, we can train these two or more small models simultaneously \cite{41, 62, 12}, make them learn different and complementary knowledge about the data, and finally, achieve better ensemble performance.
Based on the above observation and conjecture, we argue that the number of networks should be a new dimension of effective model scaling, besides the commonly known depth, width, and resolution [52]. To prove it, we divide one large network into several small networks and show that these small ones can achieve better ensemble performance than the large one.

The overall framework of our method, i.e., SplitNet, is shown in Fig. 2. Given one large network, we first divide the network according to its width, more precisely, the parameters or FLOPs of the network. For instance, if we want to divide a network into two small networks, the number of the small one’s parameters will become half of the original. After dividing, to make small networks learn different and complementary knowledge, they are trained with different views of the same data [41, 12]. This is implemented by applying different data augmentation transformers in practice. Furthermore, following the assumption of co-training [41], small networks are also expected to produce consistent predictions when seeing different views of the same data. Thus we add Jensen-Shannon divergence among all predictions, i.e., co-training loss in Fig. 2. Besides, one network can also learn valuable knowledge about intrinsic object structure information from predicted posterior probability distributions of its peers [20, 62]. Finally, small networks can achieve better ensemble performance than the large one with few or no additional parameters or FLOPs.

Generally, small networks can also achieve faster inference speed than the original network through concurrent running on different devices when resources are sufficient. Due to the separability of small networks, they can achieve higher parallelism than a single large model when computational resources are adequate. Any tricks used to accelerate the large one can also be applied to one small model. Different networks and their average latency are shown in Fig. 3.

The key contribution of our work is that we propose and conduct extensive experiments to validate the idea — the number of networks is a new dimension of effective model scaling. From the perspective of neural network architecture design, to our best knowledge, we are the first one who raises such a discussion. From the big picture, increasing the number of networks is a kind of ensemble learning. However, introducing ensemble learning into the process of network architecture design is new, which is also demonstrated to be more effective than purely scaling up width/depth/resolution.

Compared to the previous multi-head model [48] or layer splitting methods [50, 55, 61], we are discussing how to increase the performance of the model from a higher level, i.e., model level vs. layer level or branch level. More similar works are deep mutual learning [62] and some other deep
collaborative learning or co-training methods [41, 12], which try to train two or more networks simultaneously to get better performance. The co-training process in our paper is highly inspired by them. We much appreciate their work, but apparently, they do not formally consider the possibility and discuss the consequent meaning of increasing the number of networks in the field of effective model scaling.

2. Related works

Neural network architecture design Since the success of AlexNet [25], deep learning methods dominate the field of computer vision and network engineering becomes a core topic. Many excellent architectures emerged since AlexNet, e.g., NIN [30], VGG-Net [45], Inception [50], ResNet [17], Xception [7], etc. They explored different ways to design an effective and efficient model, e.g., 1 × 1 convolution kernels, stacked convolution layers with small kernels, combination of different convolution and pooling operations, residual connection, depthwise separable convolution, and so on.

In recent years, neural architecture search (NAS) has become more and more popular. People hope to automatically learn or search for the best neural architectures for certain tasks with machine learning methods. We just name a few here, reinforcement learning based NAS [65], progressive neural architecture search (PNASNet [31]), differentiable architecture search (DARTS [33]), etc.

Collaborative learning Originally, collaborative learning is an umbrella term in education, which refers to a variety of educational approaches involving joint intellectual effort by students, or students and teachers together [46]. It was formally introduced in deep learning by [48], which was used to describe the simultaneous training of multiple classifier heads of the same network. However, according to its original definition, many works involving two or more models learning together can also be called collaborative learning, e.g., deep mutual learning (DML) [62], co-training [4, 41], mutual mean-teaching [12], collaborative learning [2], knowledge distillation [20], etc. Although they have different names, their core idea is similar, i.e., enhancing the performance of one or all models by training them with some peers or teachers. They inspire the co-training part of our work.

3. Method

First of all, we simply recall the common framework of deep image classification. Given a neural network model $M$ and $N$ training samples $X = \{x_n\}_{n=1}^N$ from $C$ classes, the most commonly used objective function to train $M$ is the cross entropy loss function:

$$L_{ce}(p, y) = -\frac{1}{N} \sum_{n=1}^{N} \sum_{c=1}^{C} y_{n,c} \log(p_{n,c}), \quad (1)$$

where $y \in \{0, 1\}$ is the ground truth label and $p \in [0, 1]$ is the estimated probability, which is usually given by the last softmax layer of $M$.

3.1. Division

In Fig. 2, we divide one large network $M$ into $S$ small networks $\{M_1, M_2, \ldots, M_S\}$ according to its width. When talking about dividing according to width, we are de facto referring to divide according to the number of parameters or FLOPs. For example, if we want to divide $M$ into two networks $\{M_1, M_2\}$, the number of parameters of $M_1$ or $M_2$ should be roughly half of $M$. Therefore, we first need to know how to calculate the number of parameters and FLOPs of a neural network.

$M$ is usually a stack of convolutional (conv.) layers, so we only discuss about how to calculate the number of parameters and FLOPs of a conv. layer. Following the definition of a conv. layer in PyTorch [40], its kernel size is $K \times K$, numbers of channels of input and output feature maps are $C_{in}$ and $C_{out}$, and the number of groups is $d$, which means every $\frac{C_{in}}{d}$ input channels will be convolved with its own sets of filters, of size $\frac{C_{out}}{d}$. In this case, the number of parameters and FLOPs of this conv. layer is

$$# \text{Params} : \quad K^2 \times \frac{C_{in}}{d} \times \frac{C_{out}}{d} \times d = K^2 \times \frac{C_{in}}{d} \times C_{out}, \quad (2)$$

$$\text{FLOPs} : \quad (2 \times K^2 \times \frac{C_{in}}{d} - 1) \times H \times W \times C_{out}, \quad (3)$$

where $H \times W$ is the size of the output feature map and $-1$ occurs because the addition of $\frac{C_{in}}{d}$ numbers only needs $(\frac{C_{in}}{d} - 1)$ times operations. The bias is omitted for the sake of brevity. For depthwise convolution [44], $d = C_{in}$.

Generally, $C_{out} = t_1 \times C_{in}$, where $t_1$ is a constant. Therefore, if we want to divide a conv. layer by a factor $S$, we just need to divide $C_{in}$ by $\sqrt{S}$:

$$\frac{K^2 \times \frac{C_{in}}{d} \times \frac{C_{out}}{S}}{S} \times \frac{1}{d} = K^2 \times t_1 \times (\frac{C_{in}}{\sqrt{S}})^2 \times \frac{1}{d}, \quad (4)$$

where $t_1$ is the number of output channels of a bottleneck in ResNet [17] with $[1 \times 1, 64]$, $[3 \times 3, 64]$, and $[1 \times 1, 256]$ by 4, it becomes 4 small $[3 \times 3, 32]$ blocks, and each small block only has a quarter of the parameters and FLOPs of the original block.

In practice, the numbers of output channels of feature maps in a network have a greatest common divisor (GCD). The GCD of most ResNet variants [17, 57, 55, 21] is the $C_{out}$ of the first convolutional layer. For other networks, like EfficientNet [52], their GCD is a multiple of 8 or some other numbers. In general, when we want to divide a network by $S$, we just need to find its GCD, and replace it with $\text{GCD}/\sqrt{S}$, then it is done. For networks like ResNeXt [55], when $\frac{C_{in}}{d}$
is fixed, i.e., $C_{in} = t_2 \times d$, where $t_2$ is a constant. Eq. (4) turns to be

$$K^2 \times t_1 \times t_2 \times \frac{d}{S}. \quad (5)$$

It means we only need to divide the number of groups $d$ by $S$. For networks like WRN [57], which have a large widen factor, we simply divide the widen factor by $\sqrt{S}$. Similarly, division of networks which have the concept of growth rate (DenseNet [22]) or additional rate (Pyramid-Net [15]) is achieved by dividing these rates by $\sqrt{S}$. If there are dropout [49] layers or other drop modules (e.g., ShakeDrop [56]) in the network, their drop ratio will be divided by $\sqrt{S}$. More details can be found in Appendix A.

As for weight decay, it is a little complex as its intrinsic mechanism is still vague. Two dividing strategies are used in this work: no dividing and exponential dividing:

$$wd^* = wd \times \exp\left(\frac{1}{S} - 1.0\right), \quad (6)$$

where $wd$ is the original weight decay value and $wd^*$ is the new value after dividing. No dividing means the weight decay value keeps unchanged. As mentioned above, the underlying mechanism of weight decay is unclear, so it is hard to find the best and universal solution. The above two dividing strategies are just empirical criteria. In practice, the best way now is trial and error. A detailed discussion about dividing weight decay can be found in Appendix B.2.

The above dividing mechanisms can be easily extended to any existed networks. However, the division of $M$ is usually not perfect, i.e., the number of parameters of $M_i$ may not be exactly $1/S$ of $M$. Firstly, $\sqrt{S}$ may not be an integer. In this case, we round $C_{in}/\sqrt{S}$ in Eq. (4) to a nearby even number. Secondly, the division of the first layer and last fully-connected layer is not perfect because the input channel (color channels) and output channel (number of object classes) are fixed.

**Concurrent running of small networks** Despite better ensemble performance, small networks can also achieve faster inference speed than the large network in most cases. This is achieved by deploying different small models on different devices to make them run concurrently, as shown in Fig. 2. Typically, a device is an NVIDIA GPU. Theoretically, if one GPU has enough processing units, e.g., streaming multiprocessor (SM), CUDA cores, etc., small networks can also run concurrently within one GPU [39]. However, we sadly find this is impractical now, at least on a Tesla V100 GPU. One small network is already able to occupy most of the computational resources, and different networks can only run in sequence. Therefore, we only discuss the multiple devices fashion in this paper.

The success of concurrent inference of small networks also indicates the possibility of concurrency in training. Currently, small networks run in sequence during training, which leads to longer training time than the large one’s training time. However, it is pretty hard to design a flexible and scalable framework, which can support the asynchronous training of multiple models on multiple devices with possible communication during forward and backward processes. This is challenging and left as a future topic.

**3.2. Co-training**

After dividing, one large network $M$ becomes $S$ small networks $\{M_1, M_2, \ldots, M_S\}$. The problem now is how to make these small networks learn different and complementary knowledge from the data. Before introducing the co-training part, we emphasize that dividing and co-training are just designed to demonstrate the core idea — *increasing the number of networks is a new dimension of effective model scaling*. The idea is obliviously more vital than the tools used to demonstrate it. Besides, we state again that the co-training part is inspired by deep mutual learning (DML) [62], co-training [41], and mutual mean-teaching (MMT) [12].

**Different initialization and data views** A basic understanding is that learning some same networks is meaningless. In contrast, small networks are expected to learn different and complementary knowledge about the data to get a comprehensive picture. To this end, small networks are firstly initialized with different weights. Then, when feeding the training data, we apply different data transformers $D_i$ on the same data for different networks $M_i$, as shown in Fig. 2. In this way, $\{M_1, M_2, \ldots, M_S\}$ are trained on different views $\{D_1(x), D_2(x), \ldots, D_S(x)\}$ of $x$.

In practice, the different data views are generated by the randomness in the procedure of data augmentation. Besides the commonly used random resize/crop/flip, we further introduce the random erasing [63] and AutoAugment [8] policies. The AutoAugment has 14 image transformation operations, e.g., shear, translate, rotate, auto contrast, etc. It searched tens of different policies which are consisted of two transformation operations for different datasets and randomly choose one policy during the data augmentation process. Through applying these random data augmentation operations, we can guarantee that $\{D_1(x), D_2(x), \ldots, D_S(x)\}$ produce different views of $x$ in most cases.

**Co-training loss** Following the co-training assumption [41] in semi-supervised learning, small networks are expected to have consistent predictions on $x$ although they see different views of $x$:

$$M_1(D_1(x)) = M_2(D_2(x)) = \ldots = M_S(D_S(x)), \quad (co-training assumption) \quad (7)$$
Therefore, Jensen-Shannon (JS) divergence among predicted probability distributions is added into the objective function, i.e., the co-training loss:

$$
\mathcal{L}_{cot}(p_1, p_2, \ldots, p_S) = H\left(\frac{1}{S} \sum_{i=1}^{S} p_i\right) - \frac{1}{S} \sum_{i=1}^{S} H(p_i), \tag{8}
$$

where $p_i$ is the estimated probability of one small network $M_i$, and $H(p) = \mathbb{E}[-\log(p)]$ is the Shannon entropy of distribution $p$. The co-training loss is also used in DML [62], but its concrete form is different, i.e., DML uses Kullback-Leibler (KL) divergence between two predictions. Through this co-training manner, one network can also learn something valuable from its peers because the predicted probability contains meaningful information about objects. For example, a model classifies an object as *Chihuahua* may also give high confidence about *Japanese spaniel* since they are both dogs. This is valuable information that defines a rich similarity structure over objects [20].

The overall objection function is:

$$
\mathcal{L}_{all}(p_1, p_2, \ldots, p_S, y) = \sum_{i=1}^{S} \mathcal{L}_{ce}(p_i, y) + \lambda_{cot} \mathcal{L}_{cot}(p_1, p_2, \ldots, p_S), \tag{9}
$$

where $\lambda_{cot} = 0.5$ is the weight factor of $\mathcal{L}_{cot}(\cdot)$ and it is chosen by cross-validation. Besides, the output of the network are full of randomness during the early stage of training, so we adopt the warm-up scheme for $\lambda_{cot}$ [27, 41]. Specifically, we use a linear scaling up strategy when the current training epoch is less than a certain number, i.e., 40/60 on CIFAR [24]/ImageNet [43]. $\lambda_{cot} = 0.5$ is also an equilibrium point between learning different networks and producing consistent predictions.

During inference, we simply use the averaged output as the ensemble output:

$$
p_{avg} = \frac{1}{S} \sum_{i=1}^{S} p_i. \tag{10}
$$

It is worth noting that $p_i$ in Eq. (10) is the output of a model before the softmax operation. This is slightly different with what we discussed above, i.e., softmax normalized probability. The same symbol $p_i$ is used here just for brevity.

### 4. Experiment

#### 4.1. Experimental setup

**Datasets** We adopt CIFAR-10, CIFAR-100 [24], and ImageNet 2012 [43] datasets. CIFAR-10 and CIFAR-100 datasets contain 50K training and 10K test RGB images of size $32 \times 32$, labeled with 10 and 100 classes, respectively. ImageNet 2012 dataset contains 1.28 million training images and 50K validation images from 1000 classes.

**Learning rate and training epochs** We apply warm up and cosine learning rate decay policy [14, 19]. Specifically, if the initial learning rate is $lr$ and current epoch is $epoch$, for the first $slow\_epoch$ steps, the learning rate is $lr \times \frac{1 + \cos(\frac{\pi epoch}{max\_epoch})}{1 - \cos(\frac{\pi slow\_epoch}{max\_epoch})}$. Generally, $lr$ is 0.1; $\{max\_epoch, slow\_epoch\}$ is $\{300, 20\} / \{120, 5\}$ for CIFAR/ImageNet, respectively.

**Batch size and crop size** For CIFAR/ImageNet, crop size is 32/224 and batch size is 128/256, respectively. The output stride — the ratio of input image spatial resolution to final output resolution [5, 6], is 4/32 for CIFAR/ImageNet, respectively. This means the size of the output feature map before the last fully-connected (fc.) layer is $8 \times 8$ or $7 \times 7$.

**Data augmentation** Random crop and resize (bicubic interpolation), random left-right flipping, AutoAug [8], normalization, random erasing [63], and mixup [59] are used during training. Label smoothing [51] is only applied to models on ImageNet.

**Weight decay** Generally, $wd=1e-4$. For [EfficientNet-B3, ResNeXt-29 (8×64d), WRN-28-10, WRN-40-10] on CIFAR, $wd=5e-4$. It is only applied to weights of conv. and fc. layers [19, 14]. Bias and parameters of batch normalization [23] are left undecayed.

Besides, we use kaiming weight initialization [16]. The optimizer is nesterov [37] accelerated SGD with momentum 0.9. ResNet variants adopt the modifications introduced in [19], i.e., replacing the first $7 \times 7$ conv. with three consecutive $3 \times 3$ conv. and put an average pooling layer before $1 \times 1$ conv. when there is a need to downsample. The code is implemented in PyTorch [40]. Influence of some settings is shown in Tab. 1. The baseline is very solid.

### 4.2. Results on CIFAR dataset

#### Results on CIFAR-10 dataset

Results on CIFAR-10 are shown in Tab. 2. Division and co-training achieve consistent improvements with few extra or even fewer parameters or FLOPs. Additional cost occurs since the division of a network is not perfect, as mentioned in Sec. 3.1. Some conclusions can be drawn from the data.
Table 2: Results on CIFAR-100. The last three rows are trained for 1800 epochs. $S$ is the number of small networks after dividing. Train from scratch, no extra data. Weight decay value keeps unchanged except {WRN-40-10, 1800 epochs}, which applies Eq. (6). DenseNet and PyramidNet are trained with mixed precision [36]. The smaller, the better.

| Method                  | original | re-implementation | SplitNet ($S = 2$) | SplitNet ($S = 4$) |
|-------------------------|----------|-------------------|--------------------|--------------------|
|                         | Top-1 err. | Top-1 err. | # params (M) | GFLOPs | Top-1 err. | Top-1 err. | # params (M) | GFLOPs | Top-1 err. | Top-1 err. | # params (M) | GFLOPs |
| ResNet-110 [18]         | 26.88     | 18.96             | 1.17              | 0.17              | 18.32 (0.64 $\uparrow$) | 1.33 | 0.20              | 19.56 (0.63 $\uparrow$) | 1.21 | 0.18 |
| ResNet-164 [18]         | 24.33     | 18.38             | 1.73              | 0.25              | 17.12 (1.26 $\uparrow$) | 1.96 | 0.29              | 18.05 (0.33 $\uparrow$) | 1.78 | 0.26 |
| SE-ResNet-110 [21]      | 23.85     | 17.91             | 1.69              | 0.17              | 17.37 (0.54 $\uparrow$) | 1.89 | 0.20              | 18.33 (4.42 $\uparrow$) | 1.70 | 0.18 |
| SE-ResNet-164 [21]      | 21.31     | 17.37             | 2.51              | 0.26              | 16.31 (1.06 $\uparrow$) | 2.81 | 0.29              | 17.21 (1.16 $\uparrow$) | 2.53 | 0.27 |
| EfficientNet-B0 [52]†   | -        | 18.50             | 4.13              | 0.23              | 18.20 (0.30 $\uparrow$) | 4.28 | 0.24              | 17.85 (0.60 $\uparrow$) | 4.52 | 0.30 |
| EfficientNet-B3 [52]†   | -        | 18.10             | 10.9              | 0.60              | 17.00 (1.10 $\uparrow$) | 11.1 | 0.60              | 16.62 (1.48 $\uparrow$) | 11.7 | 0.65 |
| WRN-16-8 [57]           | 20.43     | 16.89             | 11.0              | 1.55              | 17.37 (1.32 $\uparrow$) | 12.4 | 1.75              | 17.07 (1.62 $\uparrow$) | 11.1 | 1.58 |
| ResNetX-29, 8×64$^d$ [55] | 17.77   | 16.43             | 34.5              | 5.41              | 14.99 (1.44 $\uparrow$) | 35.4 | 5.50              | 14.88 (1.50 $\uparrow$) | 36.9 | 5.67 |
| WRN-28-10 [57]          | 19.25     | 15.50             | 36.5              | 5.25              | 14.48 (1.42 $\uparrow$) | 35.8 | 5.16              | 14.26 (1.24 $\uparrow$) | 36.7 | 5.28 |
| WRN-40-10 [57]          | 18.30     | 15.56             | 55.9              | 8.08              | 14.28 (1.28 $\uparrow$) | 54.8 | 7.94              | 13.96 (1.60 $\uparrow$) | 56.0 | 8.12 |

| WRN-40-10 [57]          | 18.30     | 16.02             | 55.9              | 8.08              | 14.09 (1.30 $\uparrow$) | 54.8 | 7.94              | 13.10 (2.92 $\uparrow$) | 56.0 | 8.12 |
| DenseNet-BC-190 [22]    | 17.18     | 14.10             | 25.8              | 9.39              | 12.64 (1.46 $\uparrow$) | 25.5 | 9.24              | 12.56 (1.54 $\uparrow$) | 26.3 | 9.48 |
| PyramidNet-272 [56] + ShakeDrop [56] | 14.96   | 11.02             | 26.8              | 4.55              | 10.73 (2.37 $\uparrow$) | 28.9 | 5.24              | 10.54 (0.48 $\uparrow$) | 32.8 | 6.33 |

*† When training on CIFAR-100, the stride of EfficientNet at the stage 4×K is set to be 1. Original EfficientNet on CIFAR-100 is pre-trained while we train it from scratch.

Figure 4: Network architecture and its maximal gain of accuracy with division and co-training on CIFAR-100.

Conclusion 1 Increasing the number of networks is more effective than purely increasing the width/depth of a network.

For all networks in Tab. 2, division and co-training gain promising improvement. We also notice, ResNet-110 ($S = 2$) > ResNet-164, SE-ResNet-110 ($S = 2$) > SE-ResNet-164, EfficientNet-B0 ($S = 4$) > EfficientNet-B3, and WRN-28-10 ($S = 4$) > WRN-40-10 with fewer parameters, where $>$ means the former has better performance. By contrast, the latter is deeper or wider. This exactly demonstrates the superiority of increasing the number of networks.

The relationship between network architectures and the maximal gain of accuracy with division and co-training is shown in Fig. 4. Generally, with wider or deeper networks, increasing the number of networks can gain more improvement, e.g., ResNet-110 (+0.64) vs. ResNet-164 (+1.26), SE-ResNet-110 (+0.54) vs. SE-ResNet-164 (+1.06), WRN-28-10 (+1.24) vs. WRN-40-10 (+1.60), and EfficientNet-B0 (+0.65) vs. EfficientNet-B3 (+1.48). It is clear that increasing the number, width, and depth of networks together is more efficient and effective than purely increasing the width and depth.

Figure 5: The average of accuracies and ensemble accuracy of small networks on CIFAR-100.

Conclusion 2 The ensemble performance is closely related to individual performance.

The relationship between the average of accuracies and ensemble accuracy is shown in Fig. 5. When calculating the average accuracy of small networks, we first calculate the accuracy of small networks separately and then average them. The ensemble accuracy is calculated by Eq. (10). From the big picture, the average of accuracies is positively correlated with the ensemble accuracy. The higher the average of accuracies, the better the ensemble performance.

At the same time, we note that there is a big gap between the average of accuracies and ensemble accuracy, namely, the ensemble accuracy is higher than the average of accuracies by a large margin. This verifies our motivation in Sec. 1: several small networks can achieve better performance than only one large network through learning different and complementary knowledge. Only in this way, the small networks with relatively low performance can surpass the performance of the large one.

Conclusion 3 A necessary width/depth of network matters.
In Tab. 2, ResNet-110 and SE-ResNet-110 with Split-Net ($S = 4$) get a drop in performance, 0.63% ↓ and 0.42% ↓, respectively. In Fig. 5, their small networks also get relatively low accuracies. If we take one step further to look at the architecture of these small networks, we will find they have input channel numbers [8, 16, 32] at the first layer of their three blocks. These networks are too thin compared to the original one with [16, 32, 64] channels. Consequently, individual networks cannot gain satisfying accuracy and lead to inferior ensemble performance as conclusion 2 said. This demonstrates that a necessary width is essential.

In Tab. 2, ResNet-164 and SE-ResNet-164 with Split-Net ($S = 4$) still get improvements, although their performance is not as good as applying ($S = 2$). In Fig. 5, small networks of ResNet-164 and SE-ResNet-164 with ($S = 4$) also get better performance than ResNet-110 and SE-ResNet-110 with ($S = 4$), respectively. This reveals a necessary depth is also important, and it can help small networks gain necessary accuracies to achieve satisfying ensemble performance. The conclusion also applies to PyramidNet-272, which gets a relatively slight improvement with division and co-training as its base channel is small, i.e., 16.

In a word, after dividing, the small networks should have a necessary width or depth to guarantee their model capacity. Only in this way, they can learn enough knowledge from the data and achieve better ensemble performance.

From conclusion 1–3, We can learn some practices about effective model scaling. When the width/depth of networks is small, increasing width/depth can get substantial improvement. However, when width/depth becomes large and increasing them yields little gain (Fig. 1), it is more effective to increase the number of networks. This comes to our core idea — the number of networks is a new dimension of effective model scaling. Increasing the number, width, and depth of networks together is more efficient and effective.

### Results on CIFAR-10 dataset

Results on the CIFAR-10 are shown in Tab. 3. Although the Top-1 accuracy is very high, division and co-training can also achieve significant improvement. It is worth noting [WRN-28-10, epoch 1800] get worse performance than [WRN-28-10, epoch 300], namely, WRN-28-10 may get over-fitting on CIFAR-10 when trained for more epochs. In contrast, division and co-training can help WRN-28-10 get consistent improvement with the increasing of training epochs. This is because different models can learn different knowledge about the data. In this way, even if one model gets over-fitting, the ensemble of different models also can make a comprehensive and correct prediction. The conclusion also applies to {WRN-40-10, 1800 epochs} on CIFAR-100. {WRN-40-10, 1800 epochs} is worse than {WRN-40-10, 300 epochs} while WRN-40-10 with division and co-training achieves expected improvement with more training epochs.

### 4.3. Results on ImageNet dataset

Results on ImageNet are shown in Tab. 4. The inference speed difference between sequential and concurrent running is also shown in Fig. 6. All experiments on ImageNet are conducted with mixed precision training [36]. WRN-50-2 and WRN-50-3 are 2 × and 3 × wider as ResNet-50.

The results on ImageNet validates our idea again — the number of networks is a new dimension of effective model scaling. Specifically, EfficientNet-B7 (84.4%, 66M, crop 600, wider, deeper) vs. EfficientNet-B6 (84.2%, 43M, crop 528), WRN-50-3 (80.74%, 135.0M) vs. WRN-50-2 (80.66%, 68.9M), the former only produces 0.2%↑ and 0.08%↑ gain of accuracy, respectively. This shows that increasing width/depth can only yield little gain when the model is already very large, while it brings out an expensive extra cost. In contrast, increasing the number of networks rewards with much more satisfying improvement.

### 4.4. Ablation study

In Tab. 5, we study the influence of dividing and ensemble, different data views, and various value of weight factor $\lambda_{cot}$ of co-training loss in Eq. (9). The contribution of dividing and ensemble is the most significant, i.e., 1.28%↑ at best. Using different data transformers (0.14%↑) and co-training loss (0.24%↑) can also help the model improve performance during several runs. Besides, the effect of co-training is
Table 4: Single crop results on ImageNet 2012 validation dataset. No extra data and train from scratch. \( S \) is the number of small networks after dividing. Acc. of \( M_i \) is the accuracy of small networks. Only WRN applies Eq. (6); others keep weight decay unchanged. Train with mixed precision.

| Method                      | Top-1 / Top-5 Acc. | MParams / GFLOPs | Crop / Batch / Epochs | Acc. of \( M_i \) |
|-----------------------------|--------------------|------------------|-----------------------|------------------|
| WRN-50-2 [57]               | 78.10 / 93.97      | 68.9 / 12.8      | 224 / 256 / 120       |                 |
| ResNeXt-101, 64 \times 4d [55] | 79.60 / 94.70      | 83.6 / 16.9      | 224 / 256 / 120       |                 |
| ResNet-200 [17] + AutoAugment [8] | 80.00 / 95.00      | 64.8 / 16.4      | 224 / 4096 / 270      |                 |
| SENet-154 [21]              | 82.72 / 96.21      | 115.0 / 42.3     | 320 / 1024 / 100      |                 |
| SENet-154 [21] + MultiGrain [3] | 83.10 / 96.50      | 115.0 / -83.1    | 450 / 512 / 120       | —               |
| PNASNet-5 \( [N = 4, F = 216] \) [32] | 82.90 / 96.20      | 86.1 / 25.0      | 331 / 1600 / 312      | —               |
| AmoebaNet-C \( [N = 6, F = 228] \) [42] | 83.10 / 96.30      | 155.3 / 41.1     | 331 / 3200 / 100      |                 |
| EfficientNet-B6 [52]        | 84.20 / 96.80      | 43.0 / 19.0      | 528 / 4096 / 350      |                 |
| EfficientNet-B7 [52]        | 84.40 / 97.10      | 66.7 / 37.0      | 600 / 4096 / 350      |                 |

WRN-50-2 (reImpl.)          | 80.66 / 95.16      | 68.9 / 12.8      | 224 / 256 / 120       |                 |
| WRN-50-3 (reImpl.)          | 80.74 / 95.40      | 135.0 / 23.8     | 224 / 256 / 120       | —               |
| ResNeXt-101, 64 \times 4d (reImpl.) | 81.57 / 95.73      | 83.6 / 16.9      | 224 / 256 / 120       | —               |
| EfficientNet-B7 (reImpl.)   | 81.83 / 95.78      | 66.7 / 10.6      | 320 / 256 / 120       | —               |

WRN-50-2, \( S = 2 \)       | 79.64 / 94.82      | 51.4 / 10.9      | 224 / 256 / 120       | 78.68, 78.66    |
| WRN-50-3, \( S = 2 \)      | 81.42 / 95.62      | 138.0 / 25.6     | 224 / 256 / 120       | 80.32, 80.24    |
| ResNeXt-101, 64 \times 4d, \( S = 2 \)  | 82.13 / 95.98      | 88.6 / 18.8      | 224 / 256 / 120       | 81.09, 81.02    |
| EfficientNet-B7, \( S = 2 \)  | 82.74 / 96.30      | 68.2 / 10.5      | 320 / 256 / 120       | 81.39, 81.83    |
| SE-ResNeXt-101, 64 \times 4d, \( S = 2 \)  | 83.34 / 96.61      | 98.0 / 61.1      | 416 / 256 / 120       | 82.33, 86.22    |

| Method | SplitNet \((S = 2)\) | \( \lambda_{\text{split}} \) | Top-1 err. (%) | SplitNet \((S = 4)\) | \( \lambda_{\text{split}} \) | Top-1 err. (%) |
|--------|----------------------|----------------|----------------|----------------------|----------------|----------------|
| WRN-16-8 [57] | \( x \)  | 17.64 ± 0.18 | 17.41 ± 0.18 | \( x \) | 17.41 ± 0.18 | 17.41 ± 0.18 |
| original: 20.43% re-impl: 18.69% | \( \checkmark \) | 17.50 ± 0.05 | 17.36 ± 0.12 | \( \checkmark \) | 17.36 ± 0.05 | 17.36 ± 0.05 |
| \( \checkmark \) | 0.1 | 17.36 ± 0.08 | 0.1 | 17.37 ± 0.04 | 0.1 | 17.37 ± 0.04 |
| \( \checkmark \) | 0.5 | 17.44 ± 0.08 | 0.5 | 17.12 ± 0.05 | 0.5 | 17.12 ± 0.05 |
| \( \checkmark \) | 1.0 | 17.51 ± 0.04 | 1.0 | 17.15 ± 0.38 | 1.0 | 17.15 ± 0.38 |

Figure 6: The difference of inference latency between sequential and concurrent running. Test on Tesla V100(s) with mixed precision and batch size 100.

Table 5: Influence of various settings on CIFAR-100.

| Method                  | SplitNet \((S = 2)\) | \( \lambda_{\text{split}} \) | Top-1 err. (%) | SplitNet \((S = 4)\) | \( \lambda_{\text{split}} \) | Top-1 err. (%) |
|-------------------------|----------------------|----------------|----------------|----------------------|----------------|----------------|
| WRN-50-2                | 78.10 / 93.97        | 68.9 / 12.8    | 224 / 256 / 120 | 80.74 / 95.40        | 68.9 / 12.8    | 224 / 256 / 120 |
| WRN-50-3                | 81.42 / 95.62        | 138.0 / 25.6   | 224 / 256 / 120 | 80.32 / 80.24        | 138.0 / 25.6   | 224 / 256 / 120 |

We do not divide the large network into 8, 16, or more small networks. Firstly, the large the \( S \), the thinner the small networks. As conclusion 3 said, after dividing, the small networks may be too thin to guarantee a necessary model capacity and satisfying ensemble performance — unless the original network is very large. Secondly, as mentioned in 3.1, small networks run in sequence, and training of 8/16 small networks may cost too much time. The implementation of an asynchronous training system needs further hard work. Theoretically, one can abandon the co-training part to achieve an easy one with some sacrifice of performance.
5. Conclusion and future work

In this paper, a new idea — the number of networks should be a new dimension of effective model scaling, besides commonly known depth/width/resolution is discussed. We verify this idea through extensive experiments and achieve promising results on CIFAR and ImageNet datasets. This new dimension potentially introduces many interesting topics in neural network engineering, e.g., designing a flexible framework for asynchronous training of multiple models, more complex deep ensemble methods, multiple models with different modalities of data, introducing the idea into NAS (given specific parameters/FLOPs constrain, how can we design one or several models to get the best performance on a certain task).
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**SplitNet: Divide and Co-training**

**Appendices**

**A. Details about dividing a large network**

$S$ is the number of small networks after dividing.

**ResNet [17]** For CIFAR [24] and SVHN [38], the numbers of input channels of the three blocks are:

- original: [16, 32, 64],
- $S = 2$: [12, 24, 48],
- $S = 4$: [8, 16, 32].

**SE-ResNet [21]** The reduction ratio in the SE module keeps unchanged. Other settings are the same as ResNet.

**EfficientNet [52]** The numbers of output channels of the first conv. layer and blocks in EfficientNet baseline are:

- original: [32, 16, 24, 40, 80, 112, 192, 320, 1280],
- $S = 2$: [24, 12, 16, 24, 56, 80, 136, 224, 920],
- $S = 4$: [16, 12, 16, 20, 40, 56, 96, 160, 640].

**WRN [57]** Suppose the widen factor is $w$, the new widen factor $w^*$ after dividing is:

$$w^* = \max\left(\left[\frac{w}{\sqrt{S}} + 0.4\right], 1.0\right).$$  \hspace{1cm} (11)

**ResNeXt [55]** Suppose original cardinality (groups in convolution) is $d$, new cardinality $d^*$ is:

$$d^* = \max\left(\left[\frac{d}{\sqrt{S}}\right], 1.0\right).$$  \hspace{1cm} (12)

**Shake-Shake [11]** For Shake-Shake 26 $2 \times 96d$, the numbers of output channels of the first convolutional layer and three blocks are:

- original: [16, 96, 96 $\times 2$, 96 $\times 4$],
- $S = 2$: [16, 64, 64 $\times 2$, 64 $\times 4$],
- $S = 4$: [16, 48, 48 $\times 2$, 48 $\times 4$].

**DenseNet [22]** Suppose the grow rate of DenseNet is $g_{\text{dense}}$, the new grow rate after dividing is:

$$g^*_{\text{dense}} = \frac{1}{2} \times \left[2 \times \frac{g_{\text{dense}}}{\sqrt{S}}\right].$$  \hspace{1cm} (13)

**PyramidNet [15] + ShakeDrop [56]** Suppose the additional rate of PyramidNet and final drop probability of ShakeDrop is $g_{\text{pyramid}}$ and $p_{\text{shake}}$, respectively, we divide them as:

$$g^*_{\text{pyramid}} = \frac{g_{\text{pyramid}}}{\sqrt{S}},$$  \hspace{1cm} (14)

$$p^*_{\text{shake}} = \frac{p_{\text{shake}}}{\sqrt{S}}.$$  \hspace{1cm} (15)

To pursue better performance, we do not divide the base channel of PyramidNet on CIFAR because it is small, i.e., 16.

**B. Weight decay matters**

**B.1. The value of weight decay matters**

Weight decay is a simple technique that can prevent weights from growing too large and improve the generalization performance of a model [26]. When using SGD in PyTorch, it is equivalent to $\ell^2$ regularization.

It is commonly known that the generalization of a model depends on the balance between the model capacity and data complexity. In our experiments, we use many data augmentation methods, e.g., AutoAugment [8], mixup [59], random erasing [63]. These regularization methods have relatively fixed hyper-parameters. In this way, to obtain good performance, it is necessary to find an appropriate value of weight decay to balance various forms of regularizations [47]. Some weight decay values are tested on CIFAR datasets with WRN-16-8 and WRN-28-10. The results and corresponding training curves are shown in Tab. 6 and Fig. 7, respectively.

For WRN-16-8 and WRN-28-10, a small weight decay factor like 1e-5 and 5e-5 is not suitable with initial learning rate 0.1. In contrast, 1e-4 and 5e-4 are good choices for these two networks on CIFAR datasets. From Tab. 6, we also find

Table 6: Influence of different values of weight decay on CIFAR dataset. ($lr = 0.1, \text{max\_epoch} = 300, \text{slow\_epoch} = 20$) with cosine annealing learning rate strategy as shown in Fig. 8a. Generally, weight decay is only applied to weights of conv. and fc. layers. $wd$-all means applying weight decay to all learnable parameters in the model.

| Method       | $wd$ | Top-1 err. (%) | Top-1 err. (%) (wd-all) |
|--------------|------|----------------|------------------------|
|              |      | CIFAR-10       | CIFAR-100              |
| WRN-28-10    | 5e-5 | 2.36           | 15.91                  |
|              | 1e-4 | 2.23           | 15.71                  |
|              | 5e-4 | 2.28           | 15.50                  |
|              |      |                |                        |
| WRN-16-8     | 5e-5 | 19.78          | 19.67                  |
|              | 1e-4 | 18.69          | 19.30                  |
|              | 5e-4 | 18.69          | 17.75                  |
The small model with fewer parameters, i.e., WRN-16-8, is more sensitive to the value of weight decay. Specifically, compared to their best results, WRN-16-8 gets ~2% drop of performance while WRN-28-10 only gets ~1% drop when using weight decay=1e-5 on CIFAR-100.

A small weight decay values (5e-5 and 1e-5) can help the model gain better performance than large values at the early stage of the training, however, the models with large weight decay values (5e-4 and 1e-4) finally achieve better generalization performance. This is partly because of the cosine annealing learning rate strategy we use. The decayed weight in an iteration is \( lr \times wd \times \theta \), where \( lr \) is the learning rate, \( wd \) denotes the value of weight decay, and \( \theta \) is the learnable weight. At the early stage of training, the decayed value (\( lr \times wd, wd = 5e-4 / 1e-4 \)) causes large disturbance to the model, and the model cannot fit the data well. In contrast, at the late stage, the decayed value (\( lr \times wd, wd = 5e-5 / 1e-5 \)) maybe too small for the model and produce little positive regularization effect. In the latter case, the model may be trapped at some local minima with inferior performance compared to the model with a large weight decay value.

It is worth noting that weight decay is only applied to the weight parameters of the conv. and fc. layers. The parameters of the batch normalization layers and bias are left undecayed. According to the observation of [58], it
Table 8: Influence of weight decay’s dividing manners. Weight decay is only applied to weights of conv. and fc. layers. \( lr = 0.1/0.2 \) for WRNs / Shake-Shake. Three manners, \( wd^* = wd, \) \( wd^* = \frac{wd}{S} \) (Eq. (16)), \( wd^* = wd \times \exp(\frac{1}{S} - 1.0) \) (Eq. (6)).

(a) Training epochs 300

| Method       | \( wd \) | Top-1 err. (%) | Method       | \( wd \) | Top-1 err. (%) |
|--------------|----------|---------------|--------------|----------|---------------|
| CIFAR-10     | CIFAR-100|               | CIFAR-10     | CIFAR-100|               |
| WRN-28-10    | \( 5e-4 \) | 2.28          | WRN-28-10    | \( 5e-4 \) | 15.50         |
| WRN-28-10, \( S = 2 \) | \( 5e-4 \) | 2.15          | WRN-16-8, \( S = 2 \) | \( 1e-4 \) | 18.69         |
| WRN-28-10, \( S = 2 \) | Eq. (16) | 2.15          | WRN-16-8, \( S = 2 \) | Eq. (16) | 18.11         |
| WRN-28-10, \( S = 2 \) | Eq. (6) | 2.06          | WRN-16-8, \( S = 2 \) | Eq. (6) | 17.77         |
| WRN-28-10, \( S = 4 \) | \( 5e-4 \) | 2.36          | WRN-16-8, \( S = 4 \) | \( 1e-4 \) | 14.43         |
| WRN-28-10, \( S = 4 \) | Eq. (16) | 2.00          | WRN-16-8, \( S = 4 \) | Eq. (16) | 17.37         |
| WRN-28-10, \( S = 4 \) | Eq. (6) | 2.01          | WRN-16-8, \( S = 4 \) | Eq. (6) | 17.92         |

(b) Training epochs 1800

| Method       | \( wd \) | Top-1 err. (%) | Method       | \( wd \) | Top-1 err. (%) |
|--------------|----------|---------------|--------------|----------|---------------|
| CIFAR-10     | CIFAR-100|               | CIFAR-10     | CIFAR-100|               |
| WRN-28-10    | \( 5e-4 \) | 2.41          | Shake-Shake 26 \( 2 \times 96d \) | \( 1e-4 \) | 1.95          |
| WRN-28-10, \( S = 2 \) | \( 5e-4 \) | 1.95          | Shake-Shake 26 \( 2 \times 96d, S = 2 \) | \( 1e-4 \) | 1.94          |
| WRN-28-10, \( S = 2 \) | Eq. (16) | 1.81          | Shake-Shake 26 \( 2 \times 96d, S = 2 \) | Eq. (16) | 1.74          |
| WRN-28-10, \( S = 2 \) | Eq. (6) | 1.81          | Shake-Shake 26 \( 2 \times 96d, S = 2 \) | Eq. (6) | 1.75          |
| WRN-28-10, \( S = 4 \) | Eq. (16) | 1.66          | Shake-Shake 26 \( 2 \times 96d, S = 4 \) | Eq. (16) | 1.69          |
| WRN-28-10, \( S = 4 \) | Eq. (6) | 1.68          | Shake-Shake 26 \( 2 \times 96d, S = 4 \) | Eq. (6) | 1.84          |

makes a trivial difference with applying weight decay to the whole model. However, WRN-16-8 get better performance (17.75% vs. 18.69%) on CIFAR-100 when applying a large weight decay (\( 5e-4 \)) to all parameters. This is interesting and needs further investigation.

We replicate some of the above experiments on ImageNet [43] with ResNet-50. Results are shown in Tab. 7 and Fig. 9. A large weight decay value (\( 5e-4 \) & \( lr = 0.1 \)) leads to a significant drop in performance (~6%) on ImageNet while WRNs with a large weight decay value work well on CIFAR. This shows that the weight decay value should not be too large on a large and complex dataset with a relatively small model.

B.2. The manner of dividing weight decay matters

As above said, the value of weight decay matters for the generalization performance of a neural network, consequently, the manner of dividing weight decay matters. Besides the exponential strategy in Eq. (6) and no dividing strategy, a linear dividing strategy is further introduced:

\[
wd^* = \frac{wd}{S}. \tag{16}
\]

Linear transformations can also be applied to Eq. (6) and Eq. (16) to get new decay strategies. However, this is a large topic, i.e., finding out the underlying relationship between model capacity and appropriate weight decay values. Therefore, in this work, discussions are restricted within these three manners.

The experimental results are shown in Tab. 8. It is clear that there is not a best and universal solution for different models on different datasets. In most cases, dividing weight decay can gain performance improvement. This is also reasonable because a general assumption is that a small model needs less regularization. However, dividing weight decay sometimes lead to worse performance, i.e., WRN-16-8 with Eq. (6) and Eq. (16) performs worse than WRN-16-8 with \( wd^* = wd \). It is somehow counterintuitive. WRN-28-10 \( (S = 2) \) with larger capacity can gain improvement with dividing weight decay. In this case, WRN-16-8 \( (S = 2) \) is expected to work well with dividing weight decay because WRN-16-8 \( (S = 2) \) is a relatively small model and should need less regularization. One possible reason is \( 1e-4 \) maybe already a small weight decay value for WRN-16-8 on CIFAR-100, and it should not be further minimized.
C. Influence of different ensemble manners

Besides the simple averaging ensemble manner (Eq. (10)) we used in experiments, we also test max ensemble, i.e., use the most confident prediction of small networks as the final prediction. Results are shown in Tab. 9. Simple averaging is the most effective way among test methods in most cases. This is consistent with previous work [64]. More complex ensemble manners are left as future topics.

Table 9: Influence of different ensemble manners. Softmax (√) means we ensemble the results after softmax operation. Generally, we do ensemble operations without softmax.

| Method                  | softmax | ensemble | Top-1 err. (%) | CIFAR-10 | CIFAR-100 |
|-------------------------|---------|----------|----------------|----------|-----------|
| WRN-28-10, S = 4        | ✓       | max      | 1.85           | 15.04    |
|                         | ✓       | avg.     | 1.77           | 14.45    |
|                         | ✓       | max      | 1.90           | 15.27    |
|                         | ✓       | avg.     | 1.68           | 14.26    |
| ResNeXt-29, 8×64d, S = 2| ✓       | max      | 1.94           | 15.58    |
|                         | ✓       | avg.     | 1.93           | 15.08    |
|                         | ✓       | max      | 2.01           | 15.78    |
|                         | ✓       | avg.     | 1.94           | 14.99    |

| Method                  | softmax | ensemble | Top-1 err. (%) | CIFAR-10 | CIFAR-100 |
|-------------------------|---------|----------|----------------|----------|-----------|
| WRN-50-3, S = 2         | ✓       | max      | 81.11          | 95.42    |
|                         | ✓       | avg.     | 81.31          | 95.52    |
|                         | ✓       | max      | 80.84          | 95.42    |
|                         | ✓       | avg.     | 81.42          | 95.62    |
| ResNeXt-101, 64×4d, S = 2| ✓       | max      | 81.92          | 95.82    |
|                         | ✓       | avg.     | 82.03          | 95.91    |
|                         | ✓       | max      | 81.78          | 95.80    |
|                         | ✓       | avg.     | 82.13          | 95.98    |

D. EfficientNet in PyTorch

We re-implement EfficientNet in PyTorch according to [54, 35] and the official implementation in TensorFlow [53]. Some attempts are shown in Tab. 10. We cannot reproduce the original result due to some differences between two frameworks, limited epochs, or smaller batch size, i.e., 4096 vs. 256.

Original EfficientNet uses an exponential learning rate strategy, i.e., decays the learning rate by 0.97 every 2.4 epochs. To match the decay steps (the combination of a forward process and a backward propagation is called a step), when using exponential learning rate strategy with batch size 256 and epochs 120, we use decay epochs 0.8. A decay epoch 2.4 in our training settings will lead to much inferior performance. A surprising finding is that mixup will lead to worse performance with EfficientNet.

Wightman [54] reproduces a similar result with original EfficientNet-B2 using PyTorch, i.e., 80.4% Top-1 accuracy. The original result of EfficientNet-B2 is 80.3%. However, they train the model for 450 epochs with batch size 128. This means much more training steps and leads to formidable training time. They also use RandAugment during training.

Latency of concurrent running EfficientNet-B7 (S = 2)
As shown in Fig. 3, concurrent running EfficientNet-B7 (S = 2) is slower than EfficientNet-B7. This is because our running time includes data loading, pre-processing (still runs in sequence), and transferring (CPU ⇔ GPU, GPU ⇔ GPU) time. For EfficientNet-B7, the speedup of concurrent running is not able to cover the extra time brought by additional data manipulating time. This is possible the price for better performance.

Table 10: Some attempts of re-implementing EfficientNet-B1. Our re-implementation adopts RandAugment and mixed precision training. Weight decay is 1e-5.

| EfficientNet-B1 | optim. | lr | mixup | Crop / Batch / Epochs | Top-1 / Top-5 Acc. |
|-----------------|--------|----|-------|-----------------------|-------------------|
| Original        | RMSProp exp., 0.256 | ✓ 240 / 4096 / 350 | 79.20 / 94.50 |
| re-impl.        | RMSProp exp., 0.016 | ✓ 240 / 256 / 120 | 77.56 / 93.61 |
|                 | SGD exp., 0.256 | ✓ 240 / 256 / 120 | 77.61 / 93.80 |
|                 | SGD exp., 0.256 | ✓ 240 / 256 / 120 | 77.36 / 93.81 |
|                 | SGD cos., 0.256 | ✓ 240 / 256 / 120 | 78.31 / 94.10 |