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Abstract—Partial MDS (PMDS) and sector-disk (SD) codes are classes of erasure correcting codes that combine locality with strong erasure correction capabilities. We construct PMDS and SD codes with local regeneration where each local code is a bandwidth-optimal regenerating MDS code. In the event of a node failure, these codes reduce both, the number of servers that have to be contacted as well as the amount of network traffic required for the repair process. The constructions require significantly smaller field size than the only other construction known in literature. Further, we present a construction of PMDS codes with global regeneration which allow to efficiently repair patterns of node failures that exceed the local erasure correction capability of the code and thereby invoke repair across different local groups.

I. INTRODUCTION

Distributed data storage is ever increasing its importance with the amount of data stored by cloud service providers and data centers in general reaching staggering heights. The data is commonly spread over a number of nodes (servers or hard drives) in a distributed storage system (DSS), with some additional redundancy to protect the system from data loss in the case of node failures (erasures). The resilience of a DSS against such events can be measured either by the minimal number of nodes that needs to fail for data loss to occur, i.e., the distance of the storage code, or by the expected time the system can be operated before a failure occurs that causes data loss, referred to as the mean time to data loss.

For both measures the use of maximum distance separable (MDS) codes provides the optimal trade-off between storage overhead and resilience to data loss (note that replication is a trivial MDS code). The downside of using MDS codes is the cost of recovering (replacing) a failed node. Consider a storage system with $k$ information nodes and $s$ nodes for redundancy.

If an MDS code is used for the recovery of a node by means of erasure decoding, it necessarily involves at least $k$ nodes (helpers) and, if done by straight-forward methods, a large amount of network traffic, namely the download of the entire content from $k$ nodes. To address these issues, the concepts of locally repairable codes (LRCs) [2], [3], [4], [5], [6], [7], [8] and regenerating codes [9], [10], [11] have been introduced.

To lower the amount of network traffic in recovery, and thereby the required bandwidth, regenerating codes allow for repairing nodes by accessing $d > k$ nodes, but only retrieve a function of the data stored on each node. This significantly decreases the repair bandwidth, i.e., the amount of data that needs to be transmitted for the recovery of a number of failed nodes. Lower bounds on the required bandwidth for repair have been derived in [9], [10] which lead to two extremal code classes, namely minimum bandwidth regenerating (MBR) and minimum storage regenerating (MSR) codes. MBR codes offer the lowest possible repair bandwidth, but at the cost of increased storage overhead compared to MDS codes. In this work we consider $d$-MSR codes, which require a higher bandwidth for repair than MBR codes, but are optimal in terms of storage overhead, i.e., they are MDS.

To address the other downside of node recovery in MDS codes, namely the large number of required helper nodes, LRCs introduce additional redundancy to the system, such that in the (more likely) case of a few node failures the recovery only involves less than $k$ helper nodes, i.e., can be performed locally. This subset of helper nodes is referred to as a local code. Recently several constructions of LRCs which maximize the distance have been proposed. However, when considering the mean time to data loss as the performance metric, distance-optimal LRCs are not necessarily optimal, as it is possible to tolerate many failure patterns involving a larger number of nodes than the number that can be guaranteed, while still fulfilling the locality constraints [12], [13]. Partial MDS (PMDS) codes [14], [15], [16], also referred to as maximally recoverable codes [17], [18], are a subclass of LRCs which guarantee to tolerate all failure patterns possible under these constraints and thereby maximize the mean time to data loss. Specifically, an $(r,s)$-PMDS code of length $\mu n$ can be partitioned into $\mu$ local groups of size $n$, such that any erasure pattern with $r$ erasures in each local group plus any $s$ erasures in arbitrary positions can be recovered.

However, the local recovery of nodes still requires substantial network bandwidth, as the entire content of the helper nodes needs to be downloaded when considering straightforward use recovery algorithms. To circumvent this bottleneck, several locally regenerating codes [9] have been proposed [3], [4], [5], [6], [7], [8]. In [19] it was shown that the LRC construction of [4] is in fact a PMDS code, implicitly giving the first construction of PMDS codes with...
local regeneration\(^1\). However, these PMDS codes require a field size exponential in the length of the code and the subpacketization of the local regenerating code (which may itself be exponential in the length of the local code). In the first part of this paper, we propose several constructions of locally MSR PMDS codes with significantly smaller field size than the construction in [4].

In the second part of this work, we consider PMDS codes with global regeneration properties that offer non-trivial repair schemes for the case where local recovery is not possible. Specifically, we give a PMDS code construction that, when punctured in any \( r \) positions in each local group, becomes an MSR code. The reduction in global repair bandwidth is of particular interest, as the bandwidth of connections between nodes of different local groups is often assumed to be smaller than of nodes within the same local groups. Accordingly, though being less likely to occur, the non-local repair of a larger number of erasures can take a substantial amount of time. Repair problems where the communication cost within a local group differs from the cost of communication between local groups have been studied in [20], [21], [22], [23] and, in particular, the notion of rack-aware regenerating codes (RRCs) [24], [25] has been introduced. In this setting, the nodes are partitioned into a smaller number of racks, similar to the partitioning of nodes for codes with locality. Under this model, when a (number of) node(s) fails within a rack, it is regenerated by transmitting from each rack a function of the content of its nodes. The distinction to regenerating codes is that the repair bandwidth is given measured in terms of the amount of data transmitted between the racks, while communication within each rack is ignored. Aside from this definition of the repair bandwidth, there are two important differences to the model we consider: 1) RRCs require a node that collects the data from the nodes within the rack and computes a function of it that is to be transmitted and 2) RRCs generally do not have locality, i.e., no repair is possible within each rack. Double regenerating codes [26] refine this model by considering two levels of regeneration, a local one, i.e., within the racks, and a global one, i.e., across the racks. A slightly different model has been considered in [27], in which repair is conducted by downloading a number of symbols from helper racks (also called clusters) and additionally a number of symbols is downloaded from a set of nodes of the same rack, where, unlike for RRCs, both contribute to the overall repair bandwidth. Similar to RRCs, the codes under this model do not have locality.

A rack-aware setting that also considers local recovery from node failures are codes for multi-rack distributed storage [28], [29]. There, a small number of nodes can be repaired/regenerated locally and failure patterns for which this is not possible are repaired by contacting other racks in addition to the surviving local nodes. Similar to RRCs, it is assumed that the contacted helper racks can process the data of the nodes within the rack and that the communication between racks is more costly than within a rack. Along with an information-theoretic bound, [29] presents a construction for the case of an efficient local repair of a single node failure. The minimization of the cross-rack repair bandwidth is stated as an open problem. In [28] the authors consider a more general setting which improves both, the repair bandwidth within a rack in case of a small number of failure and across racks for failure patterns that cannot be repaired locally. Similar to RRCs, this model differs from the one in this work in that racks are able to process the data from their nodes prior to sending it to other racks. Additionally, we consider a stronger notion of locality in requiring the storage code to be PMDS.

The work with closest relation to the model of global regeneration in codes with locality that we consider is [6], which introduces local redundancy by splitting parity-check equations of HashTag codes [30], [31], [32]. While it is shown that the codes are distance-optimal LRCs, they are generally not PMDS codes and possess only information locality, i.e., the recovery from a small subset of positions is only guaranteed for a set of systematic positions. Further, as the construction of HashTag codes [30], [31] is not explicit, but partially relies on computer search, the construction of these parity-split HashTag codes with locality [6] also partially relies on computer search.

### A. Contributions and Outline

In Section III, we present a new PMDS code with two global parities \((s = 2)\), where each local code is a \(d\)-MSR code. The construction is a non-trivial combination of the PMDS codes in [15] with the MSR codes in [11]. This PMDS code construction is based on Reed-Solomon codes and only defined for a specific set of code locators. We generalize this construction to accept arbitrary code locators, which enables us to combine it with the MSR codes of [11]. This construction has field size in the order of

\[
O(\mu r^2 n).
\]

In Section IV, we present a new general construction of locally MSR PMDS codes for any number of global parities. The construction is based on the observation that any universal PMDS code (that is, the local codes can be chosen almost arbitrarily) can be combined with a specific subclass of MSR codes, namely, MSR codes for which each row is an MDS code, to obtain locally MSR PMDS codes. The main contribution in this part of the work is the recognition of the interplay of these properties, both of which received little attention in the literature so far. This immediately leads to several new explicit locally MSR PMDS codes using known universal PMDS code families and the MSR codes in [11]: the PMDS codes in [4] result in a field size in the order of

\[
O((rn)^{\mu(n-r)}),
\]

and the ones in [33] give a field size in

\[
O\left(\max\{rn, \mu+1\}\right)^{n-r}.
\]

We also slightly generalize the PMDS code family in [16] and prove that this generalization in fact gives a universal PMDS

\(^{1}\)The construction in [4] consists of two encoding stages, where in the second stage an arbitrary linear MDS code can be used to obtain the local codes. In [19] it was shown that the construction in fact gives a PMDS code, independent of the explicit choice of the MDS code in the second encoding stage. It follows that using a regenerating MDS code in the second encoding stage results in a PMDS code with local regeneration.
code. The resulting field size of the corresponding locally MSR PMDS code is in

\[ O(nv(2n\mu)^{(r+1)-1}) \]

All new locally MSR PMDS codes have the same subpacketization as the underlying MSR code from [11].

In Section V, we analyze the field size of the new constructions of locally MSR PMDS codes. For the two-global-parities construction and the universal construction with the PMDS codes in [33] and [16], there is a reasonable parameter range in which the respective construction has lowest field size among all known constructions. Moreover, for all parameters, there is a new construction that has a smaller field size than the known construction in [4].

In Section VI, we propose the first known construction of globally MSR PMDS codes (that is, the MDS code obtained from puncturing \( r \) positions in each local group is an MSR code), which allows for a significant reduction in the repair bandwidth in case a global repair event is triggered. To achieve this, we introduce a new MSR code construction based on [11] which utilizes Gabidulin instead of Reed-Solomon codes and prove that it is in fact an MSR code. This allows for building PMDS codes with regenerating properties in a similar fashion as the Gabidulin-code-based PMDS code construction (without regeneration) in [4]. The involved part for retaining the MSR property for any puncturing of \( r \) positions in each local group is the choice of evaluation points of these Gabidulin codes. We present an explicit choice based on pairwise trivially intersecting subspaces and prove that it fulfills the required property for any such puncturing pattern. The resulting code has a field size in \( O(n^{\mu(n+\delta)}) \) and subpacketization in \( O(\mu^{n(n+s)}) \).

II. PRELIMINARIES

A. Notation

We write \([a, b] \) for the set of integers \([a, a + 1, \ldots, b] \) and \([b] \) if \( a = 1 \). For a set of integers \( R \subseteq [n] \) and a code \( C \) of length \( n \) we write \( C|_R \) for the code obtained by restricting \( C \) to the positions indexed by \( R \), i.e., puncturing in the positions \([n] \setminus R \). For an element \( \alpha \in F \) we denote its order by \( O(\alpha) \). For an \( a \times b \) matrix \( B \) we denote by \( B_{ij} \) the entry in the \( i \)-th row and \( j \)-th column. For the \( i \)-th row/column we write \( B_i \) and \( B,:) \) respectively. For a set \( S \subseteq [b] \), we denote by \( B_S \) the restriction of the matrix \( B \) to the columns indexed by \( S \). We denote the Gaussian binomial coefficient, i.e., the number of \( k \)-dimensional subspaces of \( F^n_q \), by

\[
\binom{n}{k}_q = \frac{(1-q^n)(1-q^{n-1}) \cdots (1-q^{n-k+1})}{(1-q)(1-q^2) \cdots (1-q^k)}, \quad k \leq n, \\
0, \quad k > n.
\]

We denote a linear code of length \( n \), dimension \( k \), and distance \( d_{\text{min}} \) over a field \( F_q \) by \([n, k, d_{\text{min}}]_q \). If the field size or minimum distance is not relevant, we sometimes omit the respective parameters and write \([n, k], [n, k, d] \), or \([n, k, d_{\text{min}}] \). Similarly, an \([n, k] \) RS code denotes a Reed-Solomon code of length \( n \), dimension \( k \) and minimum distance \( n - k + 1 \) over a sufficiently large field. For a code over \( F_q^* \) that is linear over \( F_q \), we write \([n, k, d_{\text{min}}; \ell]_q \), \([n, k, d; \ell] \), or \([n, k; \ell] \), respectively. The parameter \( \ell \) is referred to as the subpacketization of the code and as each codeword of this code can be viewed as an array over \( F_q \) with \( n \) columns and \( \ell \) rows, we also refer to such codes as array codes.

This work is largely based on the constructions of PMDS codes by Rawat et al. [4], Blaum et al. [15] and Gabrys et al. [16], Martínez-Peñas–Kschischang [33], and the construction of MSR codes by Ye and Barg in [11]. Since the notations in these works are conflicting, i.e., the same symbols are used for different parameters of the codes, Table I provides an overview of the notation used in this work compared to these works.

B. Definitions

All code construction presented in the following are vector codes, where each row is an arbitrary codeword of a specific code. To keep the presentation compact, we define a notation for the special case of the code being the same in each row.

Definition 1. For a linear \([n, k, d_{\text{min}}] \) code \( C \) over \( F_q \) we denote by

\[ C^{k \times \ell} = C \times \cdots \times C \text{ \( \ell \) times} \]

the \( \ell \)-fold Cartesian product of the code \( C \) with itself arranged as an \( \ell \times n \) matrix, i.e., the set

\[ C^{k \times \ell} = \{ C \in F_q^{k \times n} \mid C_{ij} \in C \forall i \in [\ell] \} \]

It is generally desirable to keep the size of the field in which operations are conducted small. While we have to rely on larger fields to achieve some of the code properties in the following, it can be useful to regard codes over larger fields as array codes over a subfield.

Corollary 1. Let \( \{\gamma_1, \ldots, \gamma_\ell\} \) be a basis of \( F_q^* \) over \( F_q \) and \( C \) be an \([n, k, d_{\text{min}}] \) code over \( F_q \). Then the code

\[ \{ (\gamma_1, \ldots, \gamma_\ell) \cdot C \mid C \in C^{k \times \ell} \} \approx (C)_{F_q^\ell} \]

is an \([n, k, d_{\text{min}}] \) code over \( F_q^\ell \).

With these basic notions established, we now define the code classes and concepts used in this work, starting with a formal definition of PMDS codes. This special class of LRCs is able to correct all patterns of erasures that are theoretically correctable and thereby provides the strongest possible protection against data loss, given the locality constraints.

Definition 2 (Partial MDS array codes). Let \( n, \mu, r, s, \ell, \ell \in \mathbb{Z}_{\geq 0} \) be such that \( \mu \geq 2, r < n, \) and \( s \leq (n-r)(\mu-1) \). Let \( \mathcal{W} = \{W_1, W_2, \ldots, W_\mu\} \) be a partition of \([\mu]n \) with \([W_i] = n \forall i \in [\mu] \).

Let \( C \subset F_q^{k \times 0n} \) be a linear \([\mu n, (n-r)\mu \mu - s; \ell] \) code. The code \( C \) is a PMDS\((\mu, n, r, s, W; \ell) \) partial MDS array code if

- the code \( C|_{W_i} \) is an \([n, n-r, r+1; \ell] \) MDS code for all \( i \in [\mu] \) and
- for any \( E_i \subset W_i \) with \([E_i] = r \forall i \in [\mu] \), the code \( C|_{[\mu n] \cup \bigcup_{i=1}^{\mu} E_i} \) is an \([\mu n-r\mu, \mu n-r\mu-r-s, s+1; \ell] \) MDS code.
We refer to the code $C_i|_{W_i}$ as the $i$-th local code. Furthermore, we refer to parameters $n, \mu, r, s$ satisfying the constraints of Definition 2 as valid PMDS parameters. Note that we exclude trivial parameters for which the definition results simply in an MDS code or a concatenation of MDS codes$^2$. The requirement $s \leq (n-r)(\mu-1)$ is necessary for the PMDS code definition since otherwise the dimension of the local code exceeds the one of the global code --- a contradiction.

**Remark 1.** In [15], [16] each codeword of the PMDS and SD codes is regarded as a $\mu \times n$ array, where for PMDS codes each row can correct $r$ erasures and for SD codes $r$ erased columns can be corrected. As we will construct PMDS and SD codes with local MSR codes, we will require subpacketization, i.e., each node will not store a symbol, but a vector of multiple symbols. To avoid having different types of rows, we adopt the terminology commonly used in the LRC literature and view the codewords of a PMDS or SD code as vectors, and what we refer to as local codes is equivalent to the rows of [15], [16].

In the following we will construct both PMDS and SD codes with local regeneration, but since the concepts and proofs are mostly the same, we provide them in less detail for SD codes.

**Remark 2.** A Sector-Disk SD($\mu, n, r, s, W; \ell$) code is defined similar to a PMDS codes as in Definition 2, except that $E_1 = E_2 = \cdots = E_\ell$ holds.

**Definition 3** (Regenerating code [9], [10]). Let $\mathcal{F}, \mathcal{R} \subseteq [n]$ be two disjoint subsets. Let $\mathcal{C}$ an $[n, n-r; \ell]$ MDS array code $\mathcal{C}$ over $\mathbb{F}_q$. Define $M(\mathcal{C}, \mathcal{F}, \mathcal{R})$ as the smallest number of symbols of $\mathcal{C}$ one needs to download from the surviving nodes indexed by $\mathcal{R}$ to recover the erased nodes indexed by $\mathcal{F}$. Then

$$M(\mathcal{C}, \mathcal{F}, \mathcal{R}) \geq \frac{|\mathcal{F}||\mathcal{R}|\ell}{|\mathcal{F}| + |\mathcal{R}| - n + r}.$$  

(1)

For two integers $h, d$, with $1 \leq h \leq r$ and $n-r \leq d \leq n-h$, we say that the code $\mathcal{C}$ is an ($h, d$)-MSR code if

$$\max_{\mathcal{F} = \{i\}, |\mathcal{R}| = d} \frac{h \ell}{h + d - n + r}.$$  

$^2$There are several parameter combinations for which such a trivial case occurs. One trivial case is given by $r = 0$ (and arbitrary $\mu, s$) where the code obtained from "puncturing $r = 0$ positions" in each local group, i.e., the unpunctured code, is MDS by the second property of Definition 2. On the other hand, if $s = 0$ (and arbitrary $\mu, r$) the code is just a concatenation of (independent) local MDS codes.

**Definition 4.** Let $\mathcal{C}$ be an $[n, n-r; \ell]$ regenerating code as in Definition 3. We say that the code $\mathcal{C}$ is a row-wise MDS regenerating code if for any $i \in [\ell]$ the set $\{C_i: |C_i| \in \mathcal{C}\}$ is an MDS code.

With these notions established, we combine Definitions 2 and 3 to formally define the class of codes we construct and analyse in Sections III to V.

**Definition 5** (Locally ($h, d$)-MSR PMDS array codes). Let $\mathcal{C}$ be a PMDS($\mu, n, r, s, W; \ell$) code and $d, h$ be chosen such that $1 \leq h \leq n-r \leq d \leq n-h$. We say that the code $\mathcal{C}$ is locally ($h, d$)-MSR if $C_i|_{W_i}$ is an ($h, d$)-MSR code for all $i \in [\mu]$. If $h = 1$ we say the code is a locally $d$-MSR PMDS code. If in addition, $d = n-1$, we simply say that the code is an MSR PMDS code.

If $h = 1$ we say that the code is a $d$-MSR code. If in addition, $d = n-1$, we simply say that the code is an MSR code.

Informally, in a regenerating array code, as in Definition 3, we require that every codeword can be recovered from an arbitrary subset of $n-r$ columns. We now define a slightly stronger property, which contains additionally a similar requirement on every row of a codeword.

**Definition 4.** Let $\mathcal{C}$ be an $[n, n-r; \ell]$ regenerating code as in Definition 3. We say that the code $\mathcal{C}$ is a row-wise MDS regenerating code if for any $i \in [\ell]$ the set $\{C_i: |C_i| \in \mathcal{C}\}$ is an MDS code.

With these notions established, we combine Definitions 2 and 3 to formally define the class of codes we construct and analyse in Sections III to V.

**Definition 5** (Locally ($h, d$)-MSR PMDS array codes). Let $\mathcal{C}$ be a PMDS($\mu, n, r, s, W; \ell$) code and $d, h$ be chosen such that $1 \leq h \leq n-r \leq d \leq n-h$. We say that the code $\mathcal{C}$ is locally ($h, d$)-MSR if $C_i|_{W_i}$ is an ($h, d$)-MSR code for all $i \in [\mu]$. If $h = 1$ we say the code is a locally $d$-MSR PMDS code. If in addition, $d = n-1$, we simply say that the code is an MSR PMDS code.

Fig. 1 shows an illustration of a locally MSR PMDS array codes as constructed in this work, with $n = 5, \mu = 3$ and each symbol of the code alphabet represented by a small rectangle. The shown erasure pattern can be corrected by an ($r = 2, s = 2$)-PMDS code.

If $h = 1$ we say that the code is a $d$-MSR code. If in addition, $d = n-1$, we simply say that the code is an MSR code.

Informally, in a regenerating array code, as in Definition 3, we require that every codeword can be recovered from an arbitrary subset of $n-r$ columns. We now define a slightly stronger property, which contains additionally a similar requirement on every row of a codeword.

**Definition 4.** Let $\mathcal{C}$ be an $[n, n-r; \ell]$ regenerating code as in Definition 3. We say that the code $\mathcal{C}$ is a row-wise MDS regenerating code if for any $i \in [\ell]$ the set $\{C_i: |C_i| \in \mathcal{C}\}$ is an MDS code.

With these notions established, we combine Definitions 2 and 3 to formally define the class of codes we construct and analyse in Sections III to V.
in the second local code can be corrected from the remaining \(n-r+1\) nodes in the local group using the locally regenerating property, and the erasures in the third local code can be recovered by accessing nodes of the other local groups. Note that the example was chosen specifically to illustrate these different cases, while the case of a single erasure in a local code, for which the locally regenerating property decreases the repair bandwidth, is far more likely than the other cases.

A globally-MSR PMDS code is formally defined as follows.

**Definition 6** (Globally \((h, d)\)-MSR PMDS Code). Let \(C\) be a PMDS(\(\mu, n, r, s, W; \ell\)) code and \(d, h\) be chosen such that \(1 \leq h \leq s\) and \(\mu(n-r) - s \leq d \leq \mu(n-r) - h\). We say that the code \(C\) is globally \((h, d)\)-MSR if the restriction \(C |\{\mu n\} \cup \{\mu n + 1\}, E_i\) is a \([\mu(n-r), \mu n - \mu n - s, s + 1; \ell]\) \((h, d)\)-MSR code for any \(E_i \subset W_i\) with \(|E_i| = r\) for all \(i \in [\mu]\). Again, we say \(d\)-MSR if \(h = 1\) and simply MSR if in addition \(d = \mu(n-r) - 1\).

Throughout the paper, we consider in all constructions \(h = 1\). This is the most interesting case since in a storage system, it is more likely that one node needs to be regenerated than multiple nodes. In the globally-MSR case, we further fix \(d\) to be maximal, i.e., \(d = \mu(n-r) - 1\). It can be seen from the bound in Definition 3 that the repair bandwidth decreases in \(d\), i.e., it is minimal for this choice of \(d\). See Section VII for a discussion on how the results can be generalized.

C. Ye-Barg Regenerating Codes

We repeat [11, Construction 2] in the slightly different notation which will be used in this work.

**Definition 7** (Ye-Barg \(d\)-MSR codes [11, Construction 2]). Let \(C \subset F_q^n\) be an \([n, n-r; \ell]\) array code over \(F_q\), where \(q \geq b^n\) and \(b = d + 1 - n + r\). Let \(\{\beta_{i,j}\}_{i \in [n], j \in [c]}\) be a set of \(bn\) distinct elements of \(F_q\). Then each codeword in an array with \(\ell = b^n\) rows and \(n\) columns, where the \(a\)-th row fulfills the parity check equations

\[
H^{(a)} = \begin{bmatrix}
1 & 1 & \ldots & 1 \\
\beta_{a,1} & \beta_{a,2} & \ldots & \beta_{a,n} \\
\vdots & \ddots & & \vdots \\
\beta_{a,1}^{b-1} & \beta_{a,2}^{b-1} & \ldots & \beta_{a,n}^{b-1}
\end{bmatrix},
\]

for \(a \in [0, \ell - 1]\) and \(a = \sum_{i=1}^{n} a_i b^{i-1}\) with \(a_i \in [0, b - 1]\).

It is easy to see that a Ye-Barg code as in Definition 7 is in fact row-wise MDS \(d\)-MSR code.

**Remark 3.** The constructions presented in Sections III and IV can also be applied to obtain locally \((h, d)\)-MSR PMDS codes, where each local code is an \((h, d)\)-MSR code as in [11, Construction 3], which is very similar in structure to [11, Construction 2] given in Definition 7. However, as the required subpacketization is larger for the former, we focus on \(d\)-MSR codes in this work.

**Remark 4.** In Definition 7 we define each row of the array code by a set of parity check equations independent of the other \(\ell - 1\) rows of the array. Note that this is not possible for array codes in general. However, for the existence of such a description it is sufficient that the matrices \(A_i\), as defined in [11], are diagonal matrices. This simplifies the notation for the cases considered in this work, as this notation makes it obvious that each row is an \([n, n-r]\) RS code, and thus MDS.

D. Gabidulin Codes

Gabidulin codes [34, 35, 36] are rank-metric codes that have been used repeatedly in the literature to construct LRCs and PMDS codes. They are defined as follows.

**Definition 8** (Gabidulin codes). Let \(b = (\beta_1, \ldots, \beta_n) \in F_q^n\) be such that the \(\beta_i\) are linearly independent over \(F_q\). The \([n, k]_q\) Gabidulin code \(\text{Gab}(n, k, b)\) is defined as

\[
\text{Gab}(n, k, b) = \{c \in F_q^m \mid c \cdot H^T = 0\}
\]

with

\[
H = \begin{bmatrix}
\beta_1^{q^m-1} & \beta_2^{q^m-1} & \ldots & \beta_n^{q^m-1} \\
\beta_1^{q^{m-k}} & \beta_2^{q^{m-k}} & \ldots & \beta_n^{q^{m-k}} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_1^{q^{m-k-1}} & \beta_2^{q^{m-k-1}} & \ldots & \beta_n^{q^{m-k-1}}
\end{bmatrix}.
\]

Note that the existence of linearly independent \(\beta_i\) implies \(n \leq M\). In the paper, we refer to the set \(\{\beta_i\}_{i \in [n]}\) as the code locators of the Gabidulin code. Note that, unlike the code locators of GRS codes, the code locators of a Gabidulin code are generally not the same in the generator and the parity-check matrix. In the following, when we refer to the code locators of a Gabidulin code, we always refer to the \(\beta_i\)’s used for the parity-check matrix as in Definition 8.

The codewords of an \([n, k]_q\) Gabidulin code can be seen as matrices in \(F_q^{M \times n}\) by expanding elements of \(F_q^m\) into vectors in \(F_q^M\) (using a fixed basis of \(F_q^m\) over \(F_q\)). Thus, we can define the rank distance of two codewords as the rank of their matrix representations’ difference. It is well-known that the minimum rank distance of a Gabidulin code is \(n-k+1\), i.e., it fulfills the Singleton-like bound in the rank metric with equality.

III. REGENERATING PMDS AND SECTOR-DISK CODES WITH TWO GLOBAL PARITIES

We construct array codes from the PMDS codes of [15] using the ideas of [11] to obtain locally \(d\)-MSR PMDS codes. Since the PMDS code construction in [15] can be easily turned into an SD code (which is a slightly weaker notion, but results in a smaller field size), we also include the respective construction of SD codes with local \(d\)-MSR codes in this section.

A. Generalization of known PMDS construction

To apply the ideas of [11] when constructing locally \(d\)-MSR PMDS and SD codes we need the local codes to be RS codes with specific code locators. The construction of PMDS codes given in [15] has the property that the local codes are RS codes, but the code locators are fixed to be the first \(n\) powers of some element \(\beta\) of sufficient order. We generalize
this construction to allow for different choices of code locators for the local codes.

Let \( \beta \in F_{2^r} \) be an element of order \( O(\beta) \geq \mu N \). The \( [\mu n, \mu(n - r) - 2] \) code \( C(\mu, n, r, 2, \mathcal{L}, N) \) is given by the \((r + 2) \times \mu n \) parity-check matrix

\[
H = \begin{bmatrix}
H_0 & 0 & \cdots & 0 \\
H_1 & H_2 & \cdots & H_\mu
\end{bmatrix},
\]

(2)

where

\[
H_0 = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\beta^{i_1} & \beta^{i_2} & \cdots & \beta^{i_n} \\
\vdots & \vdots & \ddots & \vdots \\
\beta^{(r-1)i_1} & \beta^{(r-1)i_2} & \cdots & \beta^{(r-1)i_n}
\end{bmatrix}
\]

for \( \mathcal{L} = \{i_1, i_2, \ldots, i_n\} \) and, for \( 0 \leq j \leq \mu - 1 \),

\[
H_{j+1} = \begin{bmatrix}
\beta^{r+i_1} & \beta^{r+i_2} & \cdots & \beta^{r+i_n} \\
\beta^{-jN-i_1} & \beta^{-jN-i_2} & \cdots & \beta^{-jN-i_n}
\end{bmatrix}
\]

Note that this generalization includes both [15, Construction A] and [15, Construction B] as special cases:

\[
C_A = C(\mu, n, r, 2, \{0, 1, \ldots, n-1\}, n)
\]

and

\[
C_B = C(\mu, n, r, 2, \{0, 1, \ldots, n-1\}, N_B)
\]

for \( N_B = (r+1)(n-1-r)+1 \).

We now derive a general, sufficient condition on \( N \), based on the set \( \mathcal{L} \), such that the code is a PMDS code.

**Lemma 1.** Let \( \mu, n, r \) and \( s = 2 \) be valid PMDS parameters and \( \mathcal{L} \) be a set of non-negative integers with \( |\mathcal{L}| = n \). Then, the code \( C(\mu, n, r, 2, \mathcal{L}, N) \) is a PMDS code for any \( N \geq (r+1)(\max_{i \in \mathcal{L}} i - r)+1 \).

**Proof:** We follow the proofs of [15, Theorem 5] and [15, Theorem 7]. The difference to the construction above is that in [15], the powers \( i_1, \ldots, i_n \) are consecutive, i.e., \( i_j = j-1 \). This results in a slightly more technical proof.

Assume \( r \) positions in each local group (row of the PMDS code) have been erased and in addition there are 2 random erasures. If the two erasures occur in the same local group \( z \), all local groups except for this one will be corrected by the local codes. Assume the erasures in local group \( z \) occurred in positions \( \mathcal{E}_z \subset [n] \). Since all points in \( \mathcal{L} \) are distinct, by the same argument as in [15], the erased positions can be recovered uniquely if the matrix

\[
\hat{H} = \begin{bmatrix}
H_0 \\
H_1 
\end{bmatrix}
\]

restricted to the erased positions \( \mathcal{E} \) is of full rank. Say that the erased positions are \( 1 \leq j_1 < j_2 < \cdots < j_{r+2} \leq n \). It is easy to see that this matrix \( \hat{H}_{\mathcal{E}} \) can be transformed into a Vandermonde matrix by multiplying the last row by \( \beta^{N} \) and the \( \xi \)-th column by \( \beta^{\xi-1} \) for all \( \xi \in [r-2] \) (instead of \( \beta^{r-1} \) as in [15, Theorem 5]). Therefore, it is of full rank and the erasures can be corrected.

Now consider the case of two local groups (horizontal codes) with \( r+1 \) erasures each. Assume, without loss of generality, that the erased positions are given by \( \{j_1, \ldots, j_{r+1}\} \subset \mathcal{L} \) in local group 1 and \( \{j_1', \ldots, j_{r+1}'\} \subset \mathcal{L} \) in local group \( z+1 \) with \( 1 \leq z \leq \mu - 1 \). Define the matrix

\[
F(j_1, \ldots, j_{r+1}; j_1', \ldots, j_{r+1}'; r; N; z) =
\]

\[
\begin{bmatrix}
1 & \cdots & 1 & 0 & \cdots & 0 \\
\alpha^{j_1} & \cdots & \alpha^{j_{r+1}} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\alpha^{(r-1)j_1} & \cdots & \alpha^{(r-1)j_{r+1}} & 0 & \cdots & 0 \\
0 & \cdots & 0 & 1 & \cdots & 1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\alpha^{j_1'} & \cdots & \alpha^{j_{r+1}'} & \alpha^j & \cdots & \alpha^j \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\alpha^{(r-1)j_1'} & \cdots & \alpha^{(r-1)j_{r+1}'} & \alpha^{(r-1)j'} & \cdots & \alpha^{(r-1)j'} \\
\end{bmatrix}
\]

To show that the erased positions can be recovered, we need to show that this matrix is invertible. By [15, Lemma 3] this is true if

\[
Nz + \sum_{u=1}^{r+1} j_u - \sum_{u=1}^{r+1} j_u' \neq 0 \mod O(\beta) .
\]

Note that in [15, Lemma 3] shows this relation only for \( 0 \leq j_1 < j_2 < \cdots < j_{r+1} \leq n-1 \) and \( 0 \leq j_1' < j_2' < \cdots < j_{r+1}' \leq n-1 \). However, it is easy to check that the result is independent of the specific values and only depends on the sums \( \sum_{u=1}^{r+1} j_u \) and \( \sum_{u=1}^{r+1} j_u' \). Since all \( j_u \) are distinct, we have

\[
\frac{r(r+1)}{2} = \sum_{u=0}^{r+1} u \leq \sum_{u=1}^{r+1} j_u
\]

and

\[
\sum_{u=1}^{r+1} j_u \leq \sum_{u=0}^{r} (\max_{j \in \mathcal{L}} j - r) + u = (r+1)(\max_{j \in \mathcal{L}} j - r) + \sum_{u=0}^{r} u = N - 1 + \frac{r(r+1)}{2} .
\]

Combining (3) and (4) we get

\[
-(N-1) \leq \sum_{u=1}^{r+1} j_u' - \sum_{u=1}^{r+1} j_u \leq N - 1 .
\]

Then,

\[
1 = N - (N-1) = Nz + \sum_{u=1}^{r+1} j_u' - \sum_{u=1}^{r+1} j_u
\]

\[
\leq N(\mu - 1) + (N-1) = N\mu - 1 \leq O(\beta) .
\]

and thus it follows that

\[
1 \leq N(z-1) + \sum_{u=1}^{r+1} j_u' - \sum_{u=1}^{r+1} j_u \leq N\mu - 1 \leq O(\beta) .
\]

By similar arguments we also give a general, sufficient condition on \( N \) for the code to be an SD code.
Lemma 2. Let $\mu, n, r$ and $s = 2$ be valid PMDS parameters and $L$ be any set of non-negative integers with $|L| = n$. Then, the code $C(\mu, n, r, 2, L, N)$ is an SD code for any $N \geq \max_{j \in L} j + 1$.

Proof: The case of $r + 2$ erasures in the same local group (horizontal code) is the same as in Lemma 1 and [15, Theorem 5]. Now consider the case of $r$ column erasures in positions $j_1, \ldots, j_r \in L$ and two random erasures in local groups $z' + 1$ and $z' + 1$, with $0 \leq z' \leq z' \leq \mu - 1$ in positions $j, j' \in L \setminus \{j_1, \ldots, j_r\}$. By the same argument as in [15, Theorem 5] we need to show that $\beta^{j'} + \beta^{z'(z'-z') - j}'$ is invertible. With $1 \leq z, z' \leq \mu$ and $0 \leq j, j' \leq N - 1$ we get

$$N(z' - z) + j' - j \geq N + j' - j \geq N - (N - 1) > 0$$

and

$$N(z' - z) + j' - j \leq N(\mu - 1) + N - 1 = N\mu - 1 < O(\beta).$$

Combining these we get $1 \leq N(z' - z) + j' - j \leq N\mu - 1$, so

$$N(z' - z) + j' - j \equiv 0 \mod O(\beta)$$

and it follows that $\beta^{j'} + \beta^{z'(z'-z') - j}'$ is invertible. □

With these generalizations of [15, Construction A/B] we are now ready to construct PMDS and SD codes, where each local code is a $d$-MSR code.

Construction 1 (Locally $d$-MSR PMDS/SD array codes). Let $s = 2$ and $q, \mu, n, r, d, N \in \mathbb{Z}_{>0}$ be positive integers with

- $r \leq n$
- $q$ a power of 2
- $q \geq \max\{\mu N, bn\} + 1$, where $b = d + 1 - (n - r)$
- $\ell = b^n$

For an element $\beta \in \mathbb{F}_q$ with $O(\beta) \geq \max\{\mu N, nb\}$ denote $\beta_{i,j} = \beta^{bn+j-1}, 0 \leq i \leq b - 1, 1 \leq j \leq n$.

We define the following $[\mu, n, (n - r) - 2; \ell]q^{\mu N}$ array code $C(\mu, n, r, 2, N, d; \ell)q$ as

$$\{C \in \mathbb{F}_q^{\mu \times \ell} : H^{(a)} C_{a, i} = 0 \forall a = 0, \ldots, \ell - 1\}.$$  

The matrix $H^{(a)}$ is defined as

$$H^{(a)} = \begin{bmatrix} H^{(a)}_0 & 0 & \ldots & 0 \\ 0 & H^{(a)}_0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & H^{(a)}_0 \\ H^{(a)}_1 & H^{(a)}_2 & \ldots & H^{(a)}_\ell \end{bmatrix} \in \mathbb{F}_q^{\mu \times 2 \times \mu N},$$

where

$$H^{(a)}_0 = \begin{bmatrix} 1 & \beta a_1 & \beta a_2 & \ldots & \beta a_n \\ \beta^{-1} a_1 & \beta^{-1} a_2 & \ldots & \beta^{-1} a_n \\ \vdots & \vdots & \ddots & \vdots \\ \beta^{-1} a_1 & \beta^{-1} a_2 & \ldots & \beta^{-1} a_n \end{bmatrix} \in \mathbb{F}_q^{\mu \times n},$$  \hspace{1cm} (5)

with $a \in [0, \ell - 1]$ and $a = \sum_{i=1}^n a_i b_i - 1$ with $a_i \in [0, b - 1]$.

For $0 \leq j \leq \mu - 1$ let

$$H^{(a)}_{j+1} = \begin{bmatrix} \beta a_1 & \beta a_2 & \ldots & \beta a_n \\ \beta^{j} a_1 & \beta^{j} a_2 & \ldots & \beta^{j} a_n \\ \vdots & \vdots & \ddots & \vdots \\ \beta^{j} a_1 & \beta^{j} a_2 & \ldots & \beta^{j} a_n \end{bmatrix} \in \mathbb{F}_q^{2 \times n}.$$  

It remains to show that the local codes are MSR codes and the conditions under which the code is a PMDS or SD code.

Theorem 1. Let $\mu, n, r$ and $s = 2$ be valid PMDS parameters, $d$ be an integer with $n - r \leq d \leq n - 1$, and $q > \max\{\mu N, bn\}$ with

$$N = (r + 1)(rn - r - 1) + 1.$$  

Then the code $C(\mu, n, r, 2, N, d; \ell)q$ as in Construction 1 is a locally $d$-MSR PMDS$(\mu, n, r, 2, W; b^n)$ code over $\mathbb{F}_q$, as in Definition 5, for $W = \{W_1, \ldots, W_{\mu}\}$ with $W_i = \{(i - 1)n + 1, \ldots, in\}$.

Proof: First, note that the $\beta_{i,j}$ in Construction 1 are the (distinct) elements $\beta^0, \beta^1, \ldots, \beta^{bn-1}$. In order for the $\beta^i$ to be distinct, we require $O(\beta) \geq bn$, i.e., $q > bn$. Now consider the $j$-th local group. The $a$-th row fulfills the parity check equations given in Eq. (5) and since all elements $\beta_{i,j}$ are distinct, it is immediate that the local group is an $[n, n - r; b^n]$ Ye-Barg code as in Definition 7.

For the PMDS property, observe that the $a$-th row, i.e., the row fulfilling the parity-check equations $H^{(a)}$, is a code $C(\mu, n, r, 2, L(a), N)$ as in Section III-A, where $L(a) = \{(i - 1 + (a_i - 1)n) \mid i \in [n]\}$ by definition of the $\beta_{i,j}$. For any $a$ it holds that

$$\max_{i \in L(a)} i \leq \max_{i \in L(a)} i = rn - 1.$$  

By Lemma 1 a code as in Section III-A is PMDS if $N > (r + 1)(rn - r - 1)$ and the lemma statement follows. □

Corollary 2. Let $\mu, n, r$ and $s = 2$ be valid PMDS parameters and $d$ be an integer with $n - r \leq d \leq n - 1$. Then, there is a $d$-MSR PMDS code over $\mathbb{F}_q$ with these parameters of field size

$$\mu N(rn - r + n - 2) + 1 \leq q \leq 2\mu N(rn - r + n - 2)$$

and subpacketization $\ell = [d + 1 - (n - r)]n$.

Proof: We use Theorem 1 and derive bounds on the smallest field size $q$ satisfying the bound $q > \max\{\mu N, bn\}$ with $N = (r + 1)(rn - r - 1) + 1 = r(rn - r + n - 2)$.

First note that $1 \leq b = d + 1 - (n - r) \leq r$ for the valid choices of $d$. Furthermore, note that $r \geq 1$ and $n \geq r + 1 \geq 2$. Thus, we have

$$\mu N = \mu(rn - r + n - 2) \geq 2\mu N + 2$$

Hence, in fact only require $q > \mu N$. There is a prime power $q^2$ between $\mu N + 1$ and $2\mu N$, which proves the claim. □

Theorem 2. Let $\mu, n, r$ and $s = 2$ be valid PMDS parameters and $q > \max\{rn, \mu n\}$. Then the code $C(\mu, n, r, 2, r, 2n, d; \ell)q$ as in Construction 1 is a locally $d$-MSR $SD(\mu, n, r, s, W; b^n)$

Trivially, there is a power of two in this range. Further, by Bertrand’s postulate, there is even a prime number within this range.
code over $F_q$, for $W = \{W_1, \ldots, W_\mu\}$ with $W_i = [(i-1)n + 1, in]$. 

Proof: The proof follows immediately from the proof of Theorem 1 and Lemma 2.

Remark 5. It is easy to check that by removing the last row of the parity-check matrix (2) of the PMDS codes in [15], we obtain a PMDS code with one global parity ($s = 1$). By the same operation on all the parity-check matrices for the rows of the $d$-MSR PMDS code in Construction 1, we similarly obtain $d$-MSR PMDS codes with one global parity. We do not discuss this case in detail since the resulting codes have the same field size as the ones with two global parities.

IV. Universal PMDS codes with local row-wise MDS MSR codes

In this section, we present a general technique for constructing PMDS codes with MSR local codes, by combining an arbitrary row-wise MDS MSR code (cf. Definition 4) with a universal PMDS code family. The latter notion was first defined in [33], and we formalize its definition below in Definition 9. Roughly speaking, a universal PMDS code family arises from a PMDS construction in which the local code can be chosen arbitrarily as the $F_{q^M}$-span of an $F_q$-linear MDS code. Although the universality requirement seems to be strong, there are several PMDS constructions in the literature that fulfill this property, for instance [4], [33] (cf. the overview in [33]). For the construction of [16], we show its universality in Section IV-D. Hence, some of the PMDS constructions with the smallest field sizes in the literature have this property, which enables the new general construction to achieve rather small field sizes as well. Note that the PMDS construction with local regeneration in Section III is not of the type presented here, since the PMDS family in [15] is not universal (due to strong dependencies between the choice of the local and global parities).

A. A general code construction

The following definition formalizes the notion of universal PMDS code family, which was introduced in [33].

Definition 9 (Universal Partial MDS code family). Let $\mu, n, r, s$ be valid PMDS parameters. A family of codes is a universal PMDS code family $\mathcal{F}_{\text{PMDS}}(\mu, n, r, s)$ over $F_{q^M}$ if there is a partition $W = \{W_1, W_2, \ldots, W_\mu\}$ (fixed for the entire family) such that

- every code $C \in \mathcal{F}_{\text{PMDS}}(\mu, n, r, s)$ is a PMDS$(\mu, n, r, s, W_i)$ code over $F_{q^M}$ and
- for any MDS code $C_{\text{local}}[n, n-r+r+1]$ over $F_q$, there is exactly one $C \in \mathcal{F}_{\text{PMDS}}(\mu, n, r, s)$ such that $C_{W_i} = (C_{\text{local}})_{F_{q^M}}$ for all $i = 1, \ldots, \mu$ (see Fig. 2 for an illustration of this property). We denote this unique code by $\mathcal{F}(C_{\text{local}}) := C$ (i.e., $\mathcal{F}(\cdot)$ is an injective mapping between the set of MDS codes and the family $\mathcal{F}$).

The following code construction combines a universal PMDS code family and a row-wise MSR code. Note that the code is well-defined since the MSR code is row-wise MDS (i.e., $\mathcal{F}(C_{\text{MSR}})$ is well-defined for all rows $a$ of the MSR code).

Construction 2. Let $\mu, n, r, s$ be valid PMDS parameters and $\mathcal{F}_{\text{PMDS}}(\mu, n, r, s)$ be a universal PMDS code family. Let $C_{\text{MSR}}[n, n-r; \ell]$ be a row-wise MDS $(h, d)$-MSR code and denote by $C_{\text{MSR}}$ the MDS code in its $a$-th row for $a = 0, \ldots, \ell$. We define the code

$$\mathcal{F}_{\text{PMDS}}(C_{\text{MSR}}) := \left\{ C \in F_{q^M}^{n \times \mu} : C_{a,:} \in \mathcal{F}(C_{\text{MSR}}(a)) \forall a = 0, \ldots, \ell - 1 \right\}.$$  

Theorem 3. The code $\mathcal{F}_{\text{PMDS}}(C_{\text{MSR}})$ in Construction 2 is a locally $(h, d)$-MSR PMDS$(\mu, n, r, s, W; \ell)$ code over $F_{q^M}$, for a partition $W = \{W_1, W_2, \ldots, W_\mu\}$ of $[\mu n]$ with $|W_i| = n$ $\forall i \in [\mu]$.

Proof: By construction, the codewords of $\mathcal{F}_{\text{PMDS}}(C_{\text{MSR}})$ are matrices whose rows are contained in a PMDS code of the family $\mathcal{F}_{\text{PMDS}}$. In particular, the PMDS code in the $a$-th row has the MDS code $C_{\text{MSR}}(a)$ as its local code. If we puncture all rows in all positions but $W_i$ (for some $i = 1, \ldots, \mu$), we obtain in the $a$-th row the code $C_{\text{MSR}}(a)$. Hence,

$$\mathcal{F}_{\text{PMDS}}(C_{\text{MSR}})[W_i] = \left\{ \begin{array}{l} \begin{bmatrix} C_{0,0}^{(a)} \\ \vdots \\ C_{0,\mu-1}^{(a)} \\ C_{1,0}^{(a)} \\ \vdots \\ C_{1,\mu-1}^{(a)} \\ \vdots \\ C_{\mu-1,0}^{(a)} \end{bmatrix} \in F_q^{M \times n} : C_{a,:}^{(a)} \in C_{\text{MSR}}(a) \forall j = 0, \ldots, \ell - 1 \end{array} \right\} \approx C_{\text{MSR}} \times \cdots \times C_{\text{MSR}} \forall i = 1, \ldots, \mu,$$

where the last step follows by re-arranging the rows of a codeword (see Fig. 3 for an illustration). Hence, the overall local code is a product of $M$ $d$-MSR codes, and hence is $d$-MSR itself. The claim follows by the definition of $d$-MSR PMDS codes.

The remaining difficulty in Construction 2 is to find suitable constructions of universal PMDS code families. In fact, some families in the literature already have this property: the Gabidulin-code-based construction of PMDS codes in [4] and the PMDS code family constructed from linearized Reed–Solomon (RS) codes in [33] are both universal. For another construction in the literature, [16], we first show that it can be turned into a universal PMDS code family. We then summarize the resulting parameters and field sizes for all three specific constructions.

B. Construction 2 using the Gabidulin-Code-Based PMDS Family

The PMDS code construction in [4] is based on Gabidulin codes (see Section II-D), where the fact that the codes have maximal minimum rank distance is used to show that the constructed codes are PMDS. The construction works as follows.
Choose an arbitrary MDS code $C_{\text{local}}[n, n-r+1]$ over $\mathbb{F}_q$ and a generator matrix $G_{\text{local}}$ thereof.

Choose a Gabidulin code $C_G$ (cf. Section II-D) of parameters $[\mu(n-r), \mu(n-r)-s]$ over $\mathbb{F}_{q^M}$. This requires $M \geq \mu(n-r)$.

Encode a message in $\mathbb{F}_{q^M}^{\mu(n-r)-s}$ with the Gabidulin code $C_G$, which gives a vector $x \in \mathbb{F}_{q^M}^{\mu(n-r)}$.

Split the vector $x$ into $\mu$ sub-blocks $x^{(i)}$ of size $(n-r)$, i.e., $x = [x^{(1)}, \ldots, x^{(\mu)}]$.

Encode each subblock with the generator matrix $G_{\text{local}}$ to obtain the final codeword $c$, i.e.,

$$c = [x^{(1)} G_{\text{local}}, \ldots, x^{(\mu)} G_{\text{local}}] \in \mathbb{F}_{q^M}^{\mu n}.$$

As $C_{\text{local}}$ is an arbitrary MDS code, we obtain a universal PMDS code family by fixing a Gabidulin code $C_G$ and varying the local code. For fixed PMDS code parameters, the construction requires only $M \geq \mu(n-r)$ (due to the Gabidulin code) and no further restriction on $q$ (other than coinciding with the field size of the local code). Combining this family with the Ye–Barg MSR codes (which are row-wise MDS), Theorem 3 implies the following statement.

**Corollary 3.** For all valid PMDS parameters $\mu, n, r, s$, integer $d$ with $n-r \leq d \leq n-1$, and $\mathcal{W} = \{W_1, W_2, \ldots, W_\mu\}$ a partition of $[\mu n]$ with $|W_i| = n \forall i \in [\mu]$, there is a $d$-MSR PMDS($\mu, n, r, s, \mathcal{W}; \ell$) code over $\mathbb{F}_{q^M}$ if the field size and subpacketization satisfies

$$M \geq \mu(n-r), \quad q \geq b^n, \quad \text{and} \quad \ell = b^p,$$

where $b = d + 1 - n + r$. In particular, such a code exists for a field of size $q^M = [(d+1-n+r)\mu]^{\mu(n-r)}$.  

---

Fig. 2. Illustration of the codeword structure of the PMDS code $\mathcal{F}(C_{\text{local}})$ in Definition 9.

Fig. 3. Illustration of the local regeneration procedure implied by the proof of Theorem 3 (notation as in the proof).
C. Construction 2 using the Linearized-RS-Codes-Based PMDS Family

The PMDS code construction in [33] is based on linearized Reed–Solomon codes, which are sum-rank-metric codes that were introduced in [37] and can be seen as a combination of Reed–Solomon and Gabidulin codes. We do not formally introduce the codes here, but briefly summarize some of their key properties. Let $q < n$, $n' < M$, and $k' \leq n'$. Then, a linearized Reed–Solomon code of parameters $[\mu n', k']$ over $\mathbb{F}_{q^\mu}$ is a $k'$-dimensional subspace of $\mathbb{F}_{q^{\mu n'}}$, the codes are considered in the sum-rank metric w.r.t. the parameter $\mu$, in which codewords are subdivided into $\mu$ blocks of size $n'$ and the distance of two codewords is the sum of the rank distances of the $\mu$ blocks. The minimal sum-rank distance of a linearized Reed–Solomon code is $\mu n' - k' + 1$. This property is again essential for the codes in [33] to be PMDS. The construction works as follows.

- Choose an arbitrary MDS code $C_{\text{local}}[n, n-r, r+1] \subseteq \mathbb{F}_q$ and a generator matrix $G_{\text{local}}$ thereof.
- Choose a linearized Reed–Solomon code $C_{\text{LRS}}$ (cf. [37], [33]) of parameters $[\mu (n-r), \mu (n-r) - s]$ over $\mathbb{F}_{q^\mu}$. This requires $M \geq n-r$ and $q > \mu$.
- Encode a message in $\mathbb{F}_{q^{\mu (n-r)}}$ with the linearized Reed–Solomon code $C_{\text{LRS}}$, which gives a vector $x \in \mathbb{F}_{q^{\mu (n-r)}}$.
- Split the vector $x$ into $\mu$ sub-blocks $x(i)$ of size $(n-r)$, i.e., $x = [x^{(1)}, \ldots, x^{(\mu)}]$.
- Encode each subblock with the generator matrix $G_{\text{local}}$ to obtain the final codeword $c$, i.e.,

$$ c = [x^{(1)} G_{\text{local}}, \ldots, x^{(\mu)} G_{\text{local}}] \in \mathbb{F}_{q^{\mu n}}. $$

As $C_{\text{local}}$ is an arbitrary MDS code, we obtain a universal PMDS code family by fixing a linearized Reed–Solomon code $C_{\text{LRS}}$ and varying the local code. For fixed PMDS code parameters, the construction requires only $M \geq n-r$ and $q > \mu$ in addition to $q$ being equal to the field size of the local code.4 Combining this family with the Ye–Barg MSR codes (which are row-wise MDS), Theorem 3 implies the following statement.

**Corollary 4.** For all valid PMDS parameters $\mu, n, r, s$, integer $d$ with $n-r \leq d \leq n-1$, and $W = \{W_1, W_2, \ldots, W_n\}$ a partition of $[\mu n]$ with $|W_i| = n \forall i \in [\mu]$, there is a d-MSR PMDS$(\mu, n, r, s, W; \ell)$ code over $\mathbb{F}_q$ if the field size and subpacketization satisfies

$$ M \geq n-r, \quad q \geq \max\{bn, n+1\}, \quad \text{and} \quad \ell = b^n, $$

where $b = d + 1 - n + r$. In particular, such a code exists for a field size $q^M = \max\{ (d+1-n+r) n, \mu n+1 \}^{n-r}$.

D. Construction 2 using the PMDS Family in Gabrys et al.

The PMDS code construction in [16, Section IV.A] uses Reed–Solomon codes as its local codes. The following theorem generalizes the construction to arbitrary local codes,

4Note that, compared to the Gabidulin-based PMDS construction above, the restriction on $M$ is much weaker, and we have an additional condition on $q$. This means that the logarithm of the field size (and thus the soft-O complexity of operations in the field) is not linear in $\mu$ anymore, but logarithmic in $\mu$.

showing that the code family is in fact universal. Note that we heavily rely on ideas from [16, Lemma 2], [16, Corollary 5], and [16, Lemma 7] in the proof.

**Theorem 4** (Generalization of the PMDS Construction in [16]). Let $n, \mu, r, s$ be valid PMDS parameters and $\mathbb{F}_{q^\mu}$ be a field. Suppose that there are distinct field elements $\alpha_1, 1, \alpha_1, 2, \ldots, \alpha_\mu, n \in \mathbb{F}_{q^n}$ such that any subset of $(r+1)$ elements of the $\alpha_{i,j}$ is linearly independent over $\mathbb{F}_q$. Define

$$ H_{\alpha_{i,j}} = \begin{bmatrix} \alpha_{i,1} & \alpha_{i,2} & \cdots & \alpha_{i,n} \\ \alpha_{j,1} & \alpha_{j,2} & \cdots & \alpha_{j,n} \\ \vdots & \vdots & \ddots & \vdots \\ \alpha_{q^{-1}-1,j} & \alpha_{q^{-1}-1,j} & \cdots & \alpha_{q^{-1}-1,j} \end{bmatrix} \quad \forall 1 \leq j \leq \mu. $$

Then, the $[\mu n, \mu (n-r)-s]_{\mathbb{F}_{q^\mu}}$ code with parity-check matrix

$$ H = \begin{bmatrix} H(0) & 0 & \cdots & 0 \\ 0 & H(0) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & H(0) \\ H(1) & H(2) & \cdots & H(\mu) \end{bmatrix} \in \mathbb{F}_{q^\mu}^{(\mu r+s) \times \mu n} $$

is a PMDS code, where $H(0) \in \mathbb{F}_{q^n}^{\mu r \times n}$ (note $\mathbb{F}_q \subseteq \mathbb{F}_{q^\mu}$) is a parity-check-matrix of an arbitrary $[n, n-r, r]_{\mathbb{F}_q}$ MDS code.

**Proof:** Let $c = [c^{(1)}, \ldots, c^{(\mu)}]$ be a codeword of the code, which is divided into $\mu$ blocks $c^{(i)} \in \mathbb{F}_{q^n}$. By definition, for all $i = 1, \ldots, \mu$, we have

$$ H(c^{(i)\top}) = 0. $$

Furthermore, with $\alpha_i := [\alpha_{i,1}, \alpha_{i,2}, \ldots, \alpha_{i,n}]$, we have

$$ \sum_{i=1}^{\mu} \alpha_i^{q^i} c^{(i)\top} = 0, $$

for all $j = 0, \ldots, s-1$. Let $S := [s_1, \ldots, s_\mu]$ be of the form $s_i = [s_{i,1}, \ldots, s_{i,r}] \in [n]^r$, $s_{i,1} < s_{i,2} < \cdots < s_{i,r}$.

Denote by $s_i$ the vector in $[n]^{n-r}$ that contains, again in increasing order, the entries of $[n]$ that are not contained in $s_i$. The positions $s_i$ correspond to the puncturing patterns $E_i$ in the definition of PMDS array codes (cf. Definition 2). We need to show that for each such vector $S$, the array code punctured at these positions in each local group, gives an $[\mu n - \mu r, \mu n - \mu r - s]$ MDS code.

For a vector $x$ of length $n$, let $x_{s_i}$ and $x_{s_i}$ be the vectors of length $r$ and $n-r$ containing the entries of $x$ indexed by the entries of $s_i$ and $s_i$, respectively. Let $H$ be a parity-check-matrix of an MDS code of length $n$ and dimension $n-r$. Then, the columns of $H$ indexed by $s_i$, denoted by $H_{s_i}$, are invertible and we have for any codeword $x$ of the code

$$ 0 = H x^\top = H_{s_i} x_{s_i}^\top + H_{s_i} x_{s_i}^\top = x_{s_i}^\top = H_{s_i}^{-1} H_{s_i} x_{s_i}^\top. $$

Hence, it directly follows from (6) that

$$ c^{(i)\top} = H(s_i)^{-1} H(s_i) c^{(i)\top} = H(s_i)^{-1} H(s_i) c^{(i)\top}. $$


and by (7) that (note that $\mathbf{H}(0)$ has entries in $F_q$, so $\mathbf{H}(0) = (\mathbf{H}(0))^q_j$ for any $j$)

$$0 = \sum_{i=1}^{\mu} \alpha_j q^i \mathbf{c}(i)^\top$$

$$= \sum_{i=1}^{\mu} (\alpha_j q^i) \mathbf{c}(i)^\top + (\alpha_j q^i) \mathbf{c}(i)^\top$$

$$= \sum_{i=1}^{\mu} \left[ (\alpha_j q^i) \left( \mathbf{H}(0) \right)^{-1} \mathbf{c}(i) \right]_{s_i} + (\alpha_j q^i) \mathbf{c}(i)^\top \mathbf{s}_i.$$

Thus, the vector $\mathbf{c}_S = \left[ \left( (\alpha_1 q^i) \left( \mathbf{H}(0) \right)^{-1} \mathbf{c}(i) \right)_{s_1}, \left( (\alpha_2 q^i) \left( \mathbf{H}(0) \right)^{-1} \mathbf{c}(i) \right)_{s_2}, \ldots, \left( (\alpha_{\mu} q^i) \left( \mathbf{H}(0) \right)^{-1} \mathbf{c}(i) \right)_{s_{\mu}} \right]$, which is the codeword punctured at the positions in $S$, is contained in a code with parity-check matrix

$$\mathbf{H}_S := \begin{bmatrix}
\gamma_{S_1}^q \\
\gamma_{S_2} \\
\vdots \\
\gamma_{S_{\mu}}^q
\end{bmatrix},$$

where

$$\gamma_S := \left[ \gamma_{S_1}, \gamma_{S_2}, \ldots, \gamma_{S_{\mu}} \right] \in F_{q^M}^{(n-r)}.$$

By definition, we have

$$\gamma_{S_i} = \left( (\alpha_j q^i) \left( \mathbf{H}(0) \right)^{-1} \mathbf{c}(i) \right)_{s_i} + (\alpha_j q^i) \mathbf{c}(i)^\top \mathbf{s}_i.$$ 

Since $(\mathbf{H}(0))^{-1} \mathbf{c}(i)_{s_i}$ is an $r \times (n-r)$ matrix, each entry of $\gamma_{S_i}$, and thus each entry of $\gamma_S$, is a linear combination of at most $r+1$ of the $\alpha_{i,j}$. Furthermore, each such linear combination contains, non-trivially, one element from $\alpha_{i,j}$ (namely the corresponding entry in $(\alpha_j q^i)_{s_i}$) that appears only in this linear combination. Any set of $s$ entries from $\gamma_S$ depends on at most $s(r+1)$ of the $\alpha_{i,j}$, which are linearly independent by the independence assumption. Hence, the $s$ entries from $\gamma_S$ are also linearly independent over $F_q$. This means that any $s \times M$ columns of the parity-check matrix $\mathbf{H}_S$ are linearly independent and $\mathbf{H}_S$ is a parity-check matrix of an $\lfloor nM - \mu r \rfloor, nM - \mu r + s - 1 \rfloor, q^M$ MDS code.

It remains to show that the local codes equal the $F_{q^M}$-span of the $[n,n-r]_q$ MDS code with parity-check matrix $\mathbf{H}(0)$. It is clear by construction that the local codes are subcodes of this code. To see that the local codes are equal to this code, consider the code obtained from the PMDS code after puncturing arbitrary $r$ positions in each local group. This is an $\lfloor \mu(n-r), \mu(n-r) - s \rfloor, q^M$ MDS code. Since valid PMDS parameters fulfill $\mu(n-r) \geq n-r$, any $n-r$ columns of a generator matrix of the punctured code are linearly independent. In particular, by further puncturing all positions, except for the remaining $n-r$ positions in one local group, we get an $\lfloor n-r, n-r \rfloor, q^M$ MDS code. This proves that all the local codes have dimension $n-r$, and thus the claim. Hence, the overall code is a PMDS code.

As the MDS code over $F_q$ can be chosen arbitrarily for fixed $\alpha_{1,1}, \alpha_{1,2}, \ldots, \alpha_{\mu,n} \in F_{q^M}$, Theorem 4 immediately implies a universal PMDS code family as in Definition 9. By Theorem 3, we get the following result.

**Corollary 5.** For all valid PMDS parameters $\mu, n, r, s$, integer $d$ with $n-r \leq d \leq n-1$, and $\mathcal{W} = \{W_1, W_2, \ldots, W_{\mu}\}$ a partition of $[\mu]$ with $|W_i| = n \forall i \in [\mu]$, there is a d-MRS PMDS array code as in Construction 2 of field size

$$n[d+1-(n-r)](\mu n)^{(r+1)-1} \leq q^n$$

and subpacketization

$$\ell = [(d+1)-(n-r)]_{r \leq 2n}.$$

**Proof:** We combine the universal PMDS code family in Theorem 4 with Ye–Barg codes (cf. Definition 7) using Construction 2. We choose $q$ and $M$ large enough such that we can ensure that suitable field elements $\alpha_{i,j}$ (of the PMDS code family) and $\beta_{i,j}$ (of the Ye–Barg codes) exist. A sufficient condition for the existence of the $\beta_{i,j}$ is $q \geq n(d+1)-(n-r)$. Thus, we can choose $q$ to be the smallest prime power greater or equal to $n(d+1)-(n-r)$, which is at most $q \leq 2n(d+1)-(n-r)$ by Bertrand’s postulate.

For the $\alpha_{i,j}$, it is a bit more involved. By Theorem 4, it suffices to find $\mu n$ elements from $F_{q^M}$ of which any subset of $s+1$ elements is linearly independent. We use the same idea as in [16, Lemma 7]. Take the columns of a parity-check matrix of a $C[n\mu, n\mu - M, (s+1)+1]$ code and interpret each column in $F_{q^M}$ as an element of $F_{q^M}$. The independence condition is then fulfilled due to the choice of the minimum distance.

The remaining question is for which $M$ and $q$ a code with parameters $[\mu n, n\mu - M, (s+1)+1]_q$ exists. We use the result in [38, Problem 8.9], which we can reformulate in our terms as follows. For any $n' = q^a - 1$, there exists a code with parameters $[n', n'-M, s(r+1)+1]_q$ where

$$M \leq 1 + [s(r+1)-1]a.$$

Choose $a$ to be the smallest integer with $n' = q^a - 1 \geq n\mu$. Note that there is such an $a$ with $q^a - 1 \leq 2\mu n - 1$, i.e., $\log_q(2\mu n) - a \leq \log_q(2\mu n)$. Hence, there is an $[n', n'-M, (s(r+1)+1)]_q$ code with $M \leq 1 + [s(r+1)-1]_{\log_q}(2\mu n)$. Shortening the codes gives an $[\mu n, n\mu - M, (s+1)+1]_q$ code with $M \leq 1 + [s(r+1)-1]_{\log_q}(2\mu n)$.

**V. DISCUSSION AND COMPARISON OF PMDS CODE CONSTRUCTIONS WITH LOCAL REGENERATION**

**A. Field Size Comparison**

Table II compares the field sizes of the $d$-MSR PMDS constructions in Section IV (universal PMDS code construction) for Ye–Barg MSR codes and three universal PMDS families, and Section III (two parities). We also compare our new constructions to the only existing construction of $d$-MSR PMDS codes, which was presented in [4]. For easier reference, we label the five constructions by the letters A–E.

The known Construction E (see [4, Construction 1, case $\mu(n-r) \geq n\mu$]) first encodes an information word from $F_{q^M(n-r)-s}$ with an $[\ell\mu(n-r), \ell\mu(n-r) - s]_q$
Gabidulin code. The resulting codeword is then subdivided into $\mu$ groups, each of length $\ell(n - r)$. These subblocks are then independently encoded using a generator matrix of an $[n, n - r; \ell]_q$ d-MSR code. This gives a $d$-MSR PMDS array code with subpacketization $\ell$ and field size $q^M$, where the only requirements on $\ell$ and $q$ are the constraints of the MSR code, and we require $M \geq \ell \mu(n - r)$ in order for the Gabidulin code to exist. An advantage of this construction over ours is that it does not require the MSR code to be row-wise MDS. However, the field size is exponential in the subpacketization (i.e., doubly exponential in $n$ for Ye–Barg codes).

The following theorem states some relations between the minimal field sizes achievable by the five compared constructions. It can be interpreted as follows:

- Construction C has always smaller field size than Constructions B and E.
- For two global parities, Construction A has the smallest field size among all constructions (unless $r$ or $\mu$ is very large).
- For a large number of global or local parities (and $s > 2$), Construction C has the smallest field size among all constructions.
- For a small number of global (but $s > 2$) and local parities, Construction D has the smallest field size among all constructions.

**Theorem 5.** For all valid PMDS parameters $\mu, n, r, s$ and integers $d$ with $n - r < d \leq n - 1$ (we exclude the trivial case $d = n - r$), denote by $Q_A, Q_B, Q_C, Q_D, Q_E$ the smallest field sizes obtained from the constructions in Table II.

(i) For all parameters, we have $Q_C < Q_B < Q_E$.

(ii) For $s = 2$, we have $Q_A < Q_D$. If in addition, $r < n - 3$, and $\mu \leq n^{n-r-3}$, then $Q_A < Q_C$.

(iii) For $s(r + 1) + 2r - 1 \geq 2n$, we have $Q_C < Q_D$.

(iv) For $2s(r + 1) + r \leq n$, we have $Q_D < Q_C$.

**Proof:** We use (a) $a \leq a + 1 < 2^a$ and (b) $a^b \geq ab$ for integers $a, b \geq 1$, which can both be proven easily by induction.

Ad (i): As $d > n - r$, we have $d + 1 - n - r > 1$, so obviously $Q_E > Q_B$. If $(d+1-n-r)n \geq \mu + 1$, it is clear that $Q_B > Q_C$ (here we use $\mu \geq 2$). In the case $(d+1-n-r)n \geq \mu + 1$, we have

$$Q_C = (\mu + 1)^{n-r} \leq Q_D = (\mu + 1)^{n-r} \leq (d+1-n+r)^{n-r} \leq Q_D,$$

where we use $d + 1 - n + r \geq 2$. Furthermore, if also $r < n - 3$ and $\mu \leq n^{n-r-3}$, we have

$$Q_A \leq 2\mu r(nr - r + n - 2) < 2\mu^2\left[2(r + 1) - 1\right] \leq nb(n)\mu^{s(r+1)-1} \leq Q_D,$$

**Figures 4, 5, and 6** plot the field size bounds of Table II over the number of local parities $r$ for different sets of PMDS code parameters and $d = n - 1$. The plots also illustrate the change of field size for a varying number of global parities $s$: For Construction D, we include several curves for different $s$. Note that the field sizes of Constructions B and C are independent of $s$, and Construction A exists only for $s = 2$. Hence, we only need one curve for each of these three constructions. The field size of Construction E (known construction) is way out of the plot range, which is why it is not contained in the figures. The plots confirm the statements of Theorem 5 for these example parameters.
TABLE II
COMPARISON OF FIELD SIZES OF d-MSR PMDS ARRAY CODE CONSTRUCTIONS (PARAMETERS: d, n, µ, r, s such that r ≤ n, s ≤ (n-r)µ, and n-r ≤ d ≤ n-1).

| Construction | Restr. | Smallest field size $q_s$ obtained from the construction |
|--------------|--------|-------------------------------------------------------|
| A Constr. 1 (Corollary 2) | $s = 2$ | $\mu(rn-r+n+2)+1 \leq Q_A \leq 2\mu(rn-r+n-2)$ |
| B Constr. 2 + Gabidulin-based PMDS + Ye–Barg (Cor. 3) | - | $Q_B = [(d+1-n+r)n\mu]^{(n-r)}$ |
| C Constr. 2 + Lin. RS-based PMDS + Ye–Barg (Cor. 4) | - | $Q_C = \max \{(d+1-n+r)n,\mu+1\}^{(n-r)}$ |
| D Constr. 2 + “small fields” PMDS + Ye–Barg (Cor. 5) | - | $n[d+1-n+r] (\mu\nu)^{r+1-1} \leq Q_D$ |
| E Known construction: [4, Construction 1] + Ye–Barg | - | $Q_E = [(d+1-n+r)n(2\mu)^{(r+1)}]^{(n-r)}$ |

Fig. 5. Comparison of field sizes of Constructions A–D for $n = 15$, $\mu = 15$, and $d = 14$. Construction E is not shown as it is out of plot range. Lines are upper bounds, shadows indicate lower bounds. The field sizes of Constructions B and C are independent of $s$.

Fig. 6. Comparison of field sizes of Constructions A–D for $n = 30$, $\mu = 10$, and $d = 29$. Construction E is not shown as it is out of plot range. Lines are upper bounds, shadows indicate lower bounds. The field sizes of Constructions B and C are independent of $s$.

VI. PMDS CODES WITH NON-TRIVIAL GLOBAL REGENERATION

By definition, a PMDS code punctured in arbitrary $r$ positions per group is an MDS code of distance $s + 1$. In the following we construct PMDS codes where each of these MDS codes is an MSR code. For the sake of simplicity, we focus on the case of highest practical interest: MSR codes with that repair one position ($h = 1$) from all remaining positions ($d = \mu(n-r) - 1$) of the MDS code.

The construction is based on two main observations: first, the principle used in the MSR codes of [11] can also be applied using Gabidulin codes (recall Definition 8 in Section II) instead of RS codes; second, performing linearly independent linear combinations of the symbols of a Gabidulin code yields another Gabidulin code with different code locators. Using these observations and carefully choosing the code locators for each row in an array of Gabidulin codewords, we ensure the code obtained from puncturing $r$ positions in each local group is MSR. The construction that we study works as follows.

Construction 3 (Globally MSR PMDS array codes). Let $\mu, n, r, s$ be valid PMDS parameters and $B \in \mathbb{F}_{\mu(n-r)}^{d \times \mu(n-r)}$ be a matrix with entries $\beta_{i,j}, i \in [\ell], j \in [\mu(n-r)]$. We define the following $[\mu n, \mu(n-r) - s; \ell]_{q^M}$ array code $C(\mu, n, r, s, B; \ell)_q$ as

$$\left\{ C \in \mathbb{F}_{q^M}^{\ell \times \mu n} : C_{a,:} = u^{(a)} \cdot G_B^{(a)} \cdot \text{diag}(G_{MDS}, G_{MDS}, \ldots), \right.$$ \left\{ u^{(a)} \in \mathbb{F}_{q^{(n-r)-s}}^\ell, a = 0, \ldots, \ell - 1 \right\},$$

where $G_B^{(a)}$ is the generator matrix of the code $\text{Gab}(\mu(n-r), \mu(n-r) - s, B_{a,:})$ code as in Definition 8 and $G_{MDS}$ is a generator matrix of an $[n, n-r]_q$ MDS code.

It is easy to see that if the rows of the matrix $B$ in Construction 3 contain linearly independent elements, then each row of the code is a PMDS code of the code family constructed in [4]. In the remainder of this section, we prove that if the matrix $B$ is chosen in a suitable way, then the MDS array code obtained from erasing $r$ positions in each local group are MSR codes of the following type, which can be seen as a Gabidulin-analog of Ye–Barg codes.

Definition 10 (Skew Ye–Barg d-MSR codes). Let $\mu, n, r, s$ be valid PMDS parameters, $\ell \in \mathbb{Z}_{>0}$, and $B \in \mathbb{F}_{q^{(n-r)}}^{d \times \mu(n-r)}$ be a matrix with entries $B_{i,j} = \beta_{i,j}$. Define $C(\mu, n, r, s, B) \subset \mathbb{F}_{q}^{\ell \times \mu(n-r)-s}$ to be an $[\mu(n-r), \mu(n-r) - s; \ell]_{q^M}$ array code over $\mathbb{F}_{q^M}$, where each codeword is a matrix with $\ell$ rows and $\mu(n-r)$ columns, where the $a$-th row is a codeword of a code
with parity-check matrix

\[ H_B^{(a)} = \begin{bmatrix} \beta_{a,1} & \beta_{a,2} & \cdots & \beta_{a,\mu(n-r)} \\ \beta_{a,1}^q & \beta_{a,2}^q & \cdots & \beta_{a,\mu(n-r)}^q \\ \vdots & \vdots & \ddots & \vdots \\ \beta_{a,1}^{q^{r-1}} & \beta_{a,2}^{q^{r-1}} & \cdots & \beta_{a,\mu(n-r)}^{q^{r-1}} \end{bmatrix} \]

for \( a \in [0, \ell - 1] \). Denote by \( G_B^{(a)} \) a generator matrix corresponding to \( H_B^{(a)} \).

Remark 6. Definition 10 is essentially the same as Definition 7, except that it relies on Gabidulin codes. Note that there is also a difference in presentation: the locators are not given as a set of elements, but instead given explicitly as an input for each row. For Definition 7 the corresponding matrix \( B \) is easily obtained from a set \( B = \{ \beta_{a,j} \}_{a \in [0, \ell - 1], j \in [n]} \) of distinct elements of \( \mathbb{F}_q^m \) by assigning \( B_{a,j} = \beta_{a,j} \) for \( a \in [0, \ell - 1] \) and \( c = \sum_{a=0}^{\ell-1} a b^{i-1} \) with \( a \in [0, b - 1] \), i.e., assigning the code locators of \( H^{(a)} \) to the a-th row of \( B \).

For the node repair algorithm of Ye–Barg codes [11], it is essential that the rows of a codeword can be partitioned into subsets for which there exist parity checks that differ exactly in position \( i \), i.e., for which all entries are the same except for those at position \( i \), which are all distinct (this is due to the close relation of Ye–Barg to Reed–Solomon codes). In Lemma 3 below, we analogously prove that Skew Ye–Barg codes are MSR codes if they have the following property (which is due to their relation to Gabidulin codes).

Definition 11 (YN-Grouping Property). Let \( \mu, n, r, s \) be valid PMDS parameters and \( B \in \mathbb{F}_q^{\ell \times \mu(n-r)} \). We say that the matrix \( B \) has the YN-grouping property w.r.t. \( s \) if for each position \( i \) the rows of the matrix can be partitioned into \( \ell \) subsets of \( s \) rows for which the elements in the \( i \)-th position are linearly independent and the elements in all other positions are the same for all \( s \) rows.

Lemma 3. Let \( \mu, n, r, s \) be valid PMDS parameters and \( B \in \mathbb{F}_q^{\ell \times \mu(n-r)} \) be a matrix such that for any \( a \in [\ell] \) the elements of its a-th row \( B^{(a)} \) are linearly independent over \( \mathbb{F}_q \). Further, let \( B \) have the YN-grouping property w.r.t. \( s \) as in Definition 11. Then the code \( C(\mu, n, r, s, B) \) as in Definition 10 is an MSR code.

Proof: The MDS property follows directly as each row is a codeword of a Gabidulin code, which are well-known to be MDS. It is easy to check that the recovery algorithm of [11, Theorem 1] also applies to the code of Definition 10. For completeness we include a short proof here. Assume node \( i \) failed, i.e., we need to recover the set \( \{ C_{a,i} : a \in [\ell] \} \) from the helper nodes with indices \( \mu(n-r) \setminus \{i\} \). Denote by \( A_i = \{ A_{i,1}, A_{i,2}, \ldots, A_{i,\ell} \} \) the partition of \( [\ell] \) into the subsets \( A_{i,z} \) of \( s \) rows indices for which the parity check equations differ exactly in position \( i \) and the entries in position \( i \) are linearly independent. Note that such a partition exists for every \( i \in [\mu(n-r)] \) by definition of the Ye-Barg grouping property. The a-th row of a codeword \( C \in C \) is determined by the s parity checks

\[ 0 = \sum_{j=1}^{\mu(n-r)} \beta_{a,j}^r C_{a,j} = \beta_{a,i}^r C_{a,i} + \sum_{j \neq i}^{\mu(n-r)} \beta_{a,j}^r C_{a,j} \]

for \( t \in [0, s - 1] \). Observe that \( \beta_{A_{i,z},j} = \beta_{a,j} \) \( \forall a, a' \in A_{i,z}, j \neq i \). Summing over \( a \in A_{i,z} \) gives

\[ \sum_{a \in A_{i,z}} \beta_{a,i}^r C_{a,i} = \sum_{a \in A_{i,z}} \sum_{j=1}^{\mu(n-r)} \beta_{a,j}^r C_{a,j} = \sum_{j=1}^{\mu(n-r)} \left( \sum_{a \in A_{i,z}} \sum_{j=1}^{\mu(n-r)} \beta_{a,j}^r C_{a,j} \right) \].

This is a linear system of equations with \( s \) unknowns \( C_{a,i} \), \( a \in A_{i,z} \) and \( s \) equations, one for each \( t \in [0, s - 1] \). As the elements \( \{ \beta_{a,i} : a \in A_{i,z} \} \) are linearly independent by definition (recall that \( B \) has the Ye-Barg grouping property), the equations are linearly independent. Hence, the unknowns can be uniquely determined if the right hand side of Eq. (8) is known. Therefore, for repair of node \( i \), node \( j \) transmits the set of symbols

\[ \left\{ \sum_{a \in A_{i,z}} C_{a,i} : z \in [\ell/s] \right\} . \]

As the cardinality of this set is \( \ell/s \), the repair bandwidth is \( (\mu(n-r) - 1) \ell/s \) and thereby fulfills the bound on the minimal repair bandwidth of Definition 3 with equality.

The code in Construction 3 can be obtained from a skew Ye–Barg code by multiplying it from the right by the \( \mu(n-r) \times \mu n \) matrix \( \text{diag}(G_{\text{MD}}, G_{\text{MD}}, \ldots) \). When puncturing arbitrary \( r \) positions in each local group, we do not obtain the original skew Ye–Barg code. However, we do get the original code multiplied by an invertible matrix over \( \mathbb{F}_q \) from the right. The rows of such a code are again Gabidulin codes by the following well-known result. For completeness, we include a short proof of the property.

Lemma 4 ([39, Lemma 3]). Let \( G \in \mathbb{F}_q^{n \times \min} \) be a generator matrix of an \([n, k, d_{\text{min}}]\) Gabidulin code \( \text{Gab}(n, k, b) \). Then, for any full-rank matrix \( A \in \mathbb{F}_q^{n \times \max} \), the code

\[ C' = (G \cdot A) \]

is an \([n, k, d_{\text{min}}]\) Gabidulin code \( \text{Gab}(n, k, b') \) with

\[ b' = b \cdot A^{-1}. \]

Proof: Let \( H, H' \in \mathbb{F}_q^{n \times \max} \) be the parity-check matrix of the code \( \text{Gab}(n, k, b) \), \( \text{Gab}(n, k, b') \), respectively, as in Definition 8. By definition we have

\[ G \cdot H'^T = 0 \]

\[ G \cdot A \cdot A^{-1} H'^T = 0 , \]

where (a) follows from the fact that \( \lambda_i \beta_i^r + \lambda_j \beta_j^r = (\lambda_i \beta_i + \lambda_j \beta_j)^r \) \( \forall \lambda_i, \lambda_j \in \mathbb{F}_q \). As \( A \) is of full rank over \( \mathbb{F}_q \), we have
rank₂(b′) = rank₂(b) and, in particular, if the elements of b are linearly independent, so are the elements of b′, thereby fulfilling the requirements of Definition 8 on the code locators.

Using the intermediate statements above, the following theorem gives a sufficient condition on the matrix B for Construction 3 to give a globally-MSR PMDS code.

**Theorem 6.** Let μ, n, r, s be valid PMDS parameters, \( W = \{W_1, W_2, \ldots, W_{\mu}\} \) be a partition of \([μn]\) with \( |W_i| = n \forall i \in [\mu] \). Then, the code \( C(μ, n, r, s; B; ℓ) \) as in Construction 3 is a globally-MSR PMDS code if the matrix

\[
B \cdot (\text{diag}(G_{RS}, G_{RS}, \ldots)|_{[μn] \setminus \cup_{i=1}^s E_i})^{-1}
\]

has the YB grouping property (as in Definition 11) for any \( E_i \subset W_i \) with \( |E_i| = r \).

**Proof:** Without loss of generality assume that \( W_i = [(i-1)n+1, in] \). Denote \( I = [μn] \setminus \cup_{i=1}^s E_i \), where \( E_i \subset W_i \) with \( |E_i| = r \) for all \( i \in [\mu] \), and \( E_i = [n] \setminus E_i \). The restriction of the code \( C \) to the positions indexed by \( I \) is the code generated by

\[
C_I = \left\{ \left( G^{(a)} \cdot \text{diag}(G_{RS}, G_{RS}, \ldots) \right)|_I \right\} = \left\{ G^{(a)} \cdot \text{diag}(G_{RS}, G_{RS}, \ldots) \right\}|_I.
\]

As \( G_{RS} \) is the generator matrix of an MDS code, the matrix \( \text{diag}(G_{RS}|_{E_i}, G_{RS}|_{E_i}, \ldots) \) is a full-rank \( q^{(n-r)×μ(n-r)} \) matrix. By Lemma 4 it follows that code \( C_I(a) \), consisting of the \( a \)-th row of every codeword of \( C_I \), is a Gab(μ(n-r), μ(n-r) - s, b) code with

\[
b = B_a : (\text{diag}(G_{RS}, G_{RS}, \ldots)|_I)^{-1}.
\]

As \( B \cdot (\text{diag}(G_{RS}, G_{RS}, \ldots)|_I)^{-1} \) has the Ye-Barg grouping property by definition, it follows from Lemma 3 that the code is MSR.

It remains to construct a matrix \( B \) that fulfills the properties of Theorem 6. We use the following slightly stronger property to simplify the analysis.

**Definition 12.** \( B \in F_{q^M}^{\mu(n-r)} \) has the scrambled YB grouping property if \( B \cdot \text{diag}(G_1, \ldots, G_\mu) \) has the YB grouping property for all invertible matrices \( G_i \in F_{q}^{n-r} \times (n-r) \).

The following theorem gives a construction of a matrix \( B \) having the scrambled YB grouping property.

**Theorem 7.** Let \( M = μ(n-r+s-1) \) and choose \( μ \) subspaces

\[
B^{(1)}, \ldots, B^{(μ)} \in \text{Gr}(F_{q^M}, n-r+s-1).
\]

i.e., \( n-r+s-1 \)-dimensional subspaces of \( F_{q^M}^{n-r} \), that span the space \( F_{q}^{M} \).

For \( i = 1, \ldots, μ \), consider the sets

\[
S^{(i)} := \{[β_1, \ldots, β_{n-r}] : [β_1, \ldots, β_{n-r}] \in \mathbb{F}_q \}
\]

is an \( (n-r) \)-dimensional subspace of \( B^{(i)} \)

\[
S := \{[b^{(1)} | \cdots | b^{(μ)}] : b^{(i)} \in S^{(i)} \},
\]

then the cardinality of \( S \) is

\[
ℓ := |S| = \left( \frac{n-r+s-1}{n-r} \right) q \prod_{i=0}^{n-r-1} (q^{n-r} - q^i) μ \leq 4^μ q^{μ(n-r)(n-r+s-1)}.
\]

Let \( B \in F_{q^M}^{\mu(n-r)×μ(n-r)} \) be a matrix whose rows are exactly the entries of \( S \). Then, \( B \) has the scrambled YB grouping property as in Definition 12.

**Proof:** The cardinality of \( S^{(i)} \) is the number of \( (n-r) \)-dimensional subspaces of an \( n-r+s-1 \)-dimensional vector space over \( F_q \), times the number of bases of such a subspace. The latter equals the number of invertible \( (n-r) \times (n-r) \) matrices over \( F_q \). Hence, we have

\[
|S_i| = \left( \frac{n-r+s-1}{n-r} \right) q \prod_{i=0}^{n-r-1} (q^{n-r} - q^i) μ \leq 4^μ q^{μ(n-r)(n-r+s-1)}.
\]

Overall, we get

\[
ℓ = |S| = \prod_{i=1}^{μ} |S^{(i)}| = \left( \frac{n-r+s-1}{n-r} \right) q \prod_{i=0}^{n-r-1} (q^{n-r} - q^i) μ \leq 4^μ q^{μ(n-r)(n-r+s-1)}.
\]

If we write the elements of \( S \) as a matrix, then this matrix has the YB group property, i.e.,

- every element of \( S \) is a vector consisting of linearly independent entries (this is obvious since for any choice of the bases \( b^{(i)} \) their entries are linearly independent by construction of the subspaces \( B^{(i)} \)),

- for a position \( j \in \{1, \ldots, n-r \} \) in the \( i \)-th block (\( i = 1, \ldots, μ \)) and an element \( b \in S \), there are the following \( s \) elements in \( S \): Choose \( s-1 \) elements \( a_2, \ldots, a_s \) that expand the basis \( b^{(1)}_1, b^{(1)}_2, \ldots, b^{(1)}_{n-r} \) (which spans an \( (n-r) \)-dimensional subspace) to the \( (n-r+s-1) \)-dimensional subspace \( B^{(i)} \). Then, the \( s \) vectors

\[
b^{(i)}_1 = \begin{bmatrix} b^{(i)}_1 & \cdots & b^{(i)}_{j-1} & b^{(i)}_j & b^{(i)}_{j+1} & b^{(i)}_{n-r} \end{bmatrix}
\]

are all in \( S^{(i)} \). Hence, the vectors

\[
\begin{bmatrix} b^{(1)}_1 & \cdots & b^{(i-1)}_1 & b^{(i)}_1 & b^{(i+1)}_1 & \cdots & b^{(μ)}_1 \\ b^{(1)}_2 & \cdots & b^{(i-1)}_2 & b^{(i)}_2 & b^{(i+1)}_2 & \cdots & b^{(μ)}_2 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ b^{(1)}_s & \cdots & b^{(i-1)}_s & b^{(i)}_s & b^{(i+1)}_s & \cdots & b^{(μ)}_s \end{bmatrix}
\]
are all in \( S \) and differ only in position \( j \) in the \( i \)-th block. Furthermore, the entries \( \tilde{b}_j^{(i)}, a_2, \ldots, a_s \) in the \( j \)-th position in the \( i \)-th block are linearly independent over \( \mathbb{F}_q \) by construction.

Furthermore, we have \( S = S \cdot \text{diag}(G_1, \ldots, G_\mu) := [b \cdot \text{diag}(G_1, \ldots, G_\mu) : b \in S] \) for all invertible matrices \( G_i \in \mathbb{F}_q^{(n-r) \times (n-r)} \). To see this, consider the following: multiplying a subblock \( b^{(i)} \) with an invertible matrix \( G_i \) from the right gives another basis of the same subspace—which hence \( b^{(i)} G_i \in S^{(i)} \) and \( b \cdot \text{diag}(G_1, \ldots, G_\mu) \in S \) for all \( b \in S \). Since the \( G_i \) are invertible, the mapping \( b \mapsto b \cdot \text{diag}(G_1, \ldots, G_\mu) \) is bijective.

These two observations imply that a matrix with the elements of \( S \) as rows has the scrambled YB grouping property as in Definition 12.

By combining Theorems 6 and 7, we get the following existence result for a globally-MSR PMDS code.

**Corollary 6.** Let \( \mu, n, r, s \) be valid PMDS parameters. There is a globally-MSR PMDS code with field size

\[
(n-1)^{\mu(n-r+s-1)} \leq q^M < (2(n-1))^\mu(n-r+s-1) \]

and subpacketization

\[
\ell = \left( \frac{n-r+s-1}{n-r} \right) \prod_{i=0}^{n-r-1} \left(q^{n-r} - q^i\right)^\mu 
\leq q^\mu(n-r)(n-r+s-1).
\]

**Proof:** The corollary follows directly using the matrix \( B \) constructed in Theorem 7 in Construction 3 (see 6). Choosing \( q \) as the smallest prime power \( \geq n-1 \) ensures that there is an \([n,n-r]_q\) MDS code as required in Construction 3. Trivially, there is a power of two with \( n-1 \leq q < 2(n-1) \), which proves the claim.

**Remark 7.** There are no globally-MSR codes in the literature that we can compare the new construction with. Therefore, we only compare the field size and subpacketization to a PMDS code without the globally-MSR property, as well as the subpacketization of an MSR code with the same parameters after puncturing \( r \) positions in each local group. I.e., we determine how much we “pay” in terms of field size and subpacketization if we go from a purely PMDS or MSR code to a globally-MSR PMDS code.

**Construction 3** is an adaptation of the Gabidulin-based PMDS code construction in [4] (without local or global regeneration), which has field size \( q^M < 2(n-1)^\mu(n-r) \). Compared to such a PMDS code, the exponent in the field size in Corollary 6 is larger by a factor \( 1 + \frac{r}{n-r} \). This difference is significant if the number of global parities is large (recall that \( 1 \leq s \leq \mu(n-r) \)). Hence, we pay more in field size for the globally MSR property if there are many global parities. It appears possible to adapt other PMDS constructions, such as [33] or [16], to have the globally MSR property as well. Such a construction may reduce the field size significantly.

**Subpacketization**\([\mu(n-r)+1, \mu(n-r)+s] \) which are the code parameters after puncturing \( r \) positions in each group of a PMDS code) with subpacketization \([(d+1-n+r)\mu(n-r)]\mu(n-r) \), the subpacketization of the globally-MSR PMDS code in Corollary 6 is larger by roughly a factor \((n-r+s-1)\) in the exponent. Roughly spoken, the exponent of the subpacketization is in \( O(\mu n) \) without the PMDS property and in \( O(\mu (n+s)) \) for a globally-MSR PMDS code.

**VII. Conclusion**

In this paper, we have presented constructions for PMDS array codes with local or global regeneration. We have presented a construction for local regeneration for two global parities, whose field size is polynomial for a fixed number of local parities. Furthermore, we have proposed a general construction that combines an arbitrary family of universal PMDS codes with a local row-wise MDS MSR code. We have explicitly stated the resulting field sizes and subpacketizations for three families of universal PMDS codes, where we first proved the universality property for one existing PMDS construction in the literature. The presented constructions are based on the PMDS code constructions in [15], [4], [33], [16] and Ye–Barg MSR codes [11]. All constructions have a significantly smaller field size than the—to the best of our knowledge—only existing construction of PMDS codes with local regeneration: [4]. We have also compared the new constructions and identified parameter ranges in which they are best in terms of field size.

Moreover, we have presented a construction of a globally MSR PMDS code by introducing a new MSR code, which can be seen as the skew-analog of Ye–Barg codes (similar to the analogy between Gabidulin and Reed–Solomon codes), and combining it with the Gabidulin-code-based PMDS construction in [4]. Compared to the underlying PMDS code, the additional globally-regenerating restriction increases the field size by a factor in the exponent. Similarly, the PMDS property increases the subpacketization compared to a (global) Ye–Barg MSR code, also by a factor in the exponent.

Several open problems related to the presented results offer interesting opportunities for further research. Applying the ideas of the presented constructions to the recently proposed PMDS code constructions of [40], [41], [42] could reduce the field size of the required PMDS code. Further, the presented constructions of locally and globally MSR PMDS codes require large levels of subpacketization. The former rely on Ye–Barg regenerating codes, which are known to be suboptimal in terms of subpacketization. However, aside from being optimal in terms of repair bandwidth, they are also row-wise MDS, a property that is essential to the presented constructions. A construction that can afford to relax this requirement could improve the required subpacketization by employing different classes of MSR codes as the local MDS codes. Additionally, the construction of globally MSR PMDS codes is based on Gabidulin codes and thereby inherently suffers from a large required field size. This field size could be lowered by instead employing linearized RS codes to achieve similar gains as shown for locally MSR PMDS codes in Section V. Aside from the improvements of the constructions, lower bounds on the required subpacketization and field size would help evaluate the performance of the presented constructions. Finally, for
the globally MSR PMDS codes, it remains an open problem to utilize surviving local redundancy nodes, in particular in the extreme case where \( r + 1 \) nodes in a single local group fail while all other nodes survive.
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