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Abstract—Today, there is an ongoing transition to more sustainable transportation, for which an essential part is the switch from combustion engine vehicles to battery electric vehicles (BEVs). BEVs have many advantages from a sustainability perspective, but issues such as limited driving range and long recharge times slow down the transition from combustion engines. One way to mitigate these issues is by performing battery thermal preconditioning, which increases the energy efficiency of the battery. However, to optimally perform battery thermal preconditioning, the vehicle usage pattern needs to be known, i.e., how and when the vehicle will be used. This study attempts to predict the departure time and distance, can be given by the driver. However, it might not be convenient for the driver to fill in information about the next drive, and even if they do, it might not be accurate. Therefore, several governments, cities, and automotive manufacturers have recently committed to work towards only allowing zero emission vehicles to be sold in the leading markets by 2035 and globally by 2040 [2]. In California, an executive order has been issued requiring every new sale of passenger vehicles to be emission free by 2035 [3]. An essential step in the switch to a more sustainable transportation system is battery electric vehicles (BEVs). BEVs are pure electric vehicles and make up two-thirds of the rapidly growing global electric car stock [4]. While production of electric vehicles may produce emissions, usage is emission free as long as the energy sources used for charging do not emit greenhouse gases.

However, even though BEVs have many advantages from a sustainability perspective, they face other challenges. Compared to vehicles with a combustion engine, BEVs have a more limited driving range and longer recharge times. These disadvantages are exacerbated in cold and hot climates due to harsher driving conditions, making propulsive consumption increase. Additionally, in these conditions, auxiliary consumption generally increases to keep satisfactory comfort when driving, especially in colder temperatures [5], [6]. There are several strategies to mitigate the effects caused by climate conditions, e.g., cabin preconditioning before departure, battery thermal preconditioning before fast charging, or battery thermal preconditioning before departure. The charging scheduling could be also optimized, as the time of day affects the cost and carbon dioxide footprint of the electricity production.

To perform all these different kinds of strategies, it is, however, needed to first learn about the vehicle usage pattern, i.e., how and when the vehicle will be used the next time. Some of this information, such as departure time and driving distance, can be given by the driver. However, it might not be convenient for the driver to fill in information about the next drive, and even if they do, it might not be accurate. Therefore, a better way to acquire the needed information may be to use historical data and machine learning to predict when and how the vehicle will be used in the near future. Consequently, this study explores how accurately different machine learning models can predict vehicle usage patterns. In particular, we attempt to predict departure times and driving distances.

The data used in this study arrive over time, and as argued in [7], a specific type of machine learning, called online learning, fits well with this setting. Online learning is a machine learning paradigm that continuously updates the models as new data arrive over time, and subsequently discards the data after the model has been updated. This way,
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the models may function in environments with limited data storage and computational power. These characteristics could allow us to implement the prediction models on the BEVs directly, avoiding the need to transfer sensitive user data over the network.

In the literature, there seems to be a lack of consensus on the precise definition of online learning, and it is often intertwined with a similar paradigm called incremental learning [7], [8], [9], [10]. To make these concepts clear, in this paper we refer to online learning as the concept of training sequentially on a single observation or a limited sequence of past observations.

The main contributions of this paper are summarized as follows:

- To the best of our knowledge, no research has been conducted on predicting vehicle usage using online learning models. Thus, this paper introduces a new perspective by utilizing novel and efficient prediction methods which can be used in computationally constrained environments, such as in the internal electronic control units (ECUs) of a vehicle.
- This work utilizes novel approaches to estimate the quality of the predictions, which could enable the vehicle to invalidate uncertain predictions without any human intervention.
- We introduce a new approach to estimate whether the vehicle has recurrent behavior using the clustering tendency of the departure times and driving distances.
- This work also considers the prediction of driving behavior during the COVID-19 pandemic, where the studied non-public real-world data set covers more than 300 BEVs driven over the course of an entire year. To our knowledge, no work has performed such a comprehensive analysis of predicting vehicle usage during COVID-19, where commutes are increasingly irregular.

The rest of this paper is organized as follows: Section II covers related work. Section III concretizes the problem to be solved. Section IV describes the data and the preprocessing steps. In Section VI, the prediction models are described together with the validation procedure. Section VII covers the results for predicting driving distance and departure time, and, finally, Section VIII concludes the paper.

## II. RELATED WORK

This section describes the related work wherein departure time and trip distance forecasts are performed using various machine learning models. However, no existing work considers online learning models, and to the best of our knowledge, no research has been performed regarding the prediction of vehicle usage using online models.

### A. Departure Time Prediction

Intuitively, the forecast for individual BEVs should depend highly on the driver, compared to, e.g., busses that follow a fixed schedule. Considering an office commute, where flexible working hours are often applied, the arrival time to the office could vary significantly, which implicitly should affect the departure time from the office as well. This type of correlation is shown in [11], where the authors predict the departure times from workplaces, to optimize smart charging. The authors point out that the average departure time of a BEV has a standard deviation of 141 minutes, showcasing the difficulty of this task. They investigate several different regression models on historical charging data and observe that sophisticated algorithms like XGBoost and neural networks perform better than linear models, receiving a mean absolute error of 82 minutes. In [12], the authors predict the starting time and end time of an upcoming trip based on the start time, end time, and distance of the most recent previous trip. They receive a root mean square error (RMSE) of around 2 hours for both the start and end time. Other approaches to departure forecasting predict time intervals instead of a specific time. For example, [13] forecasts a time interval of 15 minutes, resulting in an RMSE of roughly 3 hours. The authors of [14] investigate the variation of departure times and attempt to model the first daily departure time as a probability distribution. They state that this is impossible after applying statistical tests measuring the similarity of well-known probability distributions.

### B. Trip Distance Prediction

Trip distance is an important factor to know certain characteristics of the trip, and can be useful when, e.g., deciding whether battery thermal preconditioning is beneficial or not. Panahi et al. [15] predict the driving distance using neural networks, resulting in a mean absolute deviation (MAD) of around 9%. Baghali et al. [12] implement a number of machine learning models such as K-Nearest Neighbours (KNN), decision trees, random forest, and neural networks for predicting the daily travel and charging demand of electric vehicles. The novelty in their work is that they consider charging at more places than at home. They show that even the less complex models generate reasonable results, with an RMSE of around 19-23 km. However, they point out that to find daily temporal patterns, more complex models are needed. As the authors of [14] state, different individuals may have different driving patterns. The authors of [16] cluster plug-in electric vehicle owners according to driving behaviors. They train two Long Short-Term Memory (LSTM) recurrent neural networks on each cluster to forecast arrival time and travel distance, and subsequently investigate the financial impacts of charging demand using these predictions. They show a significant improvement in forecasting the travel distance when the driving behavior is tied to a specific travel pattern.

### C. Driving Patterns During COVID-19

The COVID-19 pandemic has had major impacts on people’s everyday lives and how they travel. Not only due to the severity of the disease, but also how authorities enforced restrictions to counter the spread of the pandemic. Interestingly, [17] and [18] found out that the vehicle charging behavior was affected by the level of restrictions enforced, where the charging activity increased as restrictions were lifted. To deal with the restrictions, various workplaces started to opt for teleworking [19], [20], [21], [22], [23]. In fact, a survey in Canada shows that the amount of people working remotely increased five-fold [19], [23].
while the number of people who commuted decreased slightly compared to the pre-pandemic period. A survey of public agencies in Sweden found that people who commuted 4-5 times a week pre-pandemic barely commuted once a week during the pandemic, due to teleworking [21]. Further, it was reported the 86% of the people changed commuting behavior during the pandemic, despite the relatively liberal restrictions in Sweden. In a large study of travel behavior, [23] included a survey of how people expected to commute in the future. It was reported that 48% anticipate having the option to work from home, and that it is expected that people will commute 3.42 times per week, showing 17% decline from the pre-pandemic period. The decrease in commuting trips has paved the path for new behaviors. References [19] and [20] found that despite the decrease in commuting, the total number of trips increased. One reason for this might be that the time employees save by not commuting is used to perform other kinds of trips [21], [24].

III. Problem Statement
In this paper, we study the question of how accurately online learning models can predict the departure time and distance of an upcoming drive. We address this question by comparing several online machine learning models in terms of error rate, as well as how uncertain the models are in their predictions. The uncertainty is an important aspect since it can be essential to know how confident the model is when a prediction is used to make a critical decision. The process we use to perform and evaluate the models is outlined in Figure 1. First, we identify a set of informative base features, which we then expand using feature engineering. Second, we select the subset of 100 cars from the original data set which we determine to be the most well-behaving, i.e., cars for which there are identifiable patterns in the data, despite the pandemic. The resulting set of cars is split into training and test sets, the first of which is also used to select the best features and hyperparameter values for each model. Finally, we utilize progressive validation to compare and evaluate the performance of the models.

The core online learning problem is defined as follows: For each time step \( t \), where \( t \) corresponds to a day, a feature vector \( x_t \) is received by a prediction model \( M_t \) at midnight. The model \( M_t \) is expected to predict the target \( y_t \), which can be either the time from midnight to the first departure time, or the driving distance of the first drive. When the true value of the target \( y_t \) becomes available, the task is to infer a model \( M_{t+1} \) only based on \( (x_t, y_t) \) and \( M_t \). The model \( M_{t+1} \) is then used in the next time step. Since we generate a large number of features and different sets of features are selected for each model, due to limited space, we only report the process used to select the features (in Section IV), and the length of the feature vector \( x_t \) used by each model (in Section VI).

To limit the scope of the study, the focus is put on commuting drives. For this reason, we only consider the first drive of each day for predictions. It is assumed that each prediction is performed at midnight and that it is known whether there will be a drive or not on that specific day. Further, the predictions are performed individually for each vehicle, i.e., each vehicle has its own prediction model. Online learning has, as mentioned earlier, the benefit of potentially being implemented in the ECUs of the vehicles, as it is able to operate in a system with limited computational resources. We emphasize that each model studied in this work has the essential property that the run-time and space complexity (during prediction, or training using a single new observation) is constant with respect to the number of previous observations.

IV. Data
The data used to train and evaluate the prediction models are collected from a fleet of company car BEVs, where each employee has signed an agreement allowing use of the data for research purposes. No sensitive data have been accessed or used for this study. The data consist of pseudonymized measurements of different attributes such as velocity, acceleration, the state of charge (SoC), and energy consumption. These attributes are measured at a constant rate of 0.1 Hz during measurement sessions and give a granular view of the car’s properties. From these measurements, we extract summaries of the driving and charging sessions, and use them as input to the prediction models. These summaries consist of aggregations of the attributes, such as mean, standard deviation, maximum and minimum values.

To briefly describe the trends of the variables we intend to predict, it can be seen in Figure 2a that most of the trips in the data set are short, with a mean distance of 23.1 km and a median distance of 13.3 km. Generally, each of the trip length intervals are equally likely all days of the week, except trips of length 10-20 km, which are slightly less common during weekends. In contrast, the few long-distance trips (150+ km) in the data more commonly occur during weekends. In Figure 2b, the departure time varies more than the trip distances, with a peak at roughly 7.5 a.m., and a mean departure time at 10.42 p.m. The peak only occurs between Monday and Friday, being entirely absent during weekends. Much lower peaks can be observed between 10 a.m. and 12 p.m., as well as around 16-17 p.m., where differences between weekends and other days are also significantly less pronounced.
A. Preprocessing

To increase the data quality, we apply several filters to the summarizations of driving and charging sessions. These filters are described in the list below and handle inconsistencies such as missing data and abnormally short or long sessions.

- All driving and charging sessions shorter than 50 seconds are removed. The selection of 50 seconds is arbitrary, though it removes most of the anomalous short trips and charging sessions.
- Two subsequent drive or charging sessions are merged if there are less than 15 minutes between them. This mainly affects the driving sessions, and we argue that this provides a better overview of the vehicle usage and that a 15-minute break should not break one drive into two.
- Vehicles with less than 50 drives are removed from the data to ensure there exists a minimum of drives for each vehicle from which the prediction models can attempt to learn.

B. Features Considered

As mentioned previously, the predictions of departure time and trip distance are based on aggregations of different signals:

- Date of when prediction is performed
- Start time, end time, and distance of the previous trip
- Start time of most recent charging session
- State of charge at the beginning of most recent charging session
- Ambient temperature and sun load during the previous trip
- Speed and acceleration during the previous trip
- State of charge during the previous trip

Beyond these features, we perform feature engineering to extract further information from the temporal features and the previous target variables. Starting with the temporal features, we extract the minute of the hour, the hour of the day, the part of the day (morning, noon, afternoon, etc.), the day of the month, the day of the week, whether it is a workday or not, similar to [11]. The features that are categorical by nature, e.g., part of day, are described by one-hot encoding. Further, cyclic representations are extracted from some of the continuous temporal variables. This is done by performing the trigonometric transformations

\[ f_x = \sin(2\pi f / \max(f)), \]

\[ f_y = \cos(2\pi f / \max(f)), \]

where \( f \) is the feature to be transformed and \( f_x \) and \( f_y \) are the two components of the cyclic feature [25]. Lastly, inspired by [11] and [25], historical averages and running averages of the past target variables are introduced.

V. Prediction Models

In this section, we introduce the online machine learning models that we adapt to predict the departure time and distance of an upcoming drive. Furthermore, we compute the uncertainty of the predictions as well, to investigate the effects on changing user behavior. To quantify the uncertainty of a prediction, one may use prediction intervals. A prediction interval quantifies a potential range where a future observation will occur with a certain probability. For instance, when using a 95% prediction interval, we expect that the next observation will fall within the prediction interval with a 95% certainty.

A prediction interval may be defined as

\[ [\hat{y} - z_\frac{\alpha}{2} \sigma, \hat{y} + z_\frac{\alpha}{2} \sigma], \]

where \( \hat{y} \) is the model prediction, \( z_\frac{\alpha}{2} \) is the upper \( \alpha \) quantile of a standard normal distribution and \( \sigma \) is the prediction standard error [26].

A. Historical Average

As a baseline, we use the historical average to predict the departure time and trip distance. This method is incremental by nature, as it keeps track of the average departure time and trip distance over time.

B. Quantile Regression (QR)

The first machine learning model we study is an online version of the quantile linear regression model. Ordinary linear regression is defined as

\[ \hat{y} = \theta^T x, \]

where \( \hat{y} \) is the predicted target, \( x \) is the observed feature vector and \( \theta \) is the weight vector. The weight vector may be updated incrementally using stochastic gradient descent (SGD) in the following way:

\[ \theta^{(i+1)} = \theta^{(i)} - \eta \nabla(L(y, x, \theta^{(i)}) + \langle \theta^{(i)} \rangle \lambda), \]

where \( \lambda \) is a regularization parameter, \( \eta \) is a learning rate parameter, and \( L(y, x, \theta^{(i)}) \) is the loss function with the true target \( y \), the observed feature vector \( x \) and the current weight
vector \( \theta^{(i)} \). The hyperparameters \( \lambda \) and \( \eta \) are tuned using grid search. Using the squared loss, the predicted target will be the conditional mean. However, by changing the loss to the tilted absolute value function, we may predict a specified quantile instead. The tilted absolute value function is defined as

\[
L_\tau(y, x, \theta) = \begin{cases} 
(\tau - 1)(y - \theta^T x) & \text{if } y < \theta^T x, \\
\tau(y - \theta^T x) & \text{if } y \geq \theta^T x,
\end{cases}
\]

where \( \tau \) is the chosen quantile [27], [28]. Using this function, the inference is divided into two parts. The inferred prediction by the model is the median, i.e., the 50\(^{th}\) quantile, while the uncertainty is defined by predicting the 5\(^{th}\) and the 95\(^{th}\) quantiles using the tilted absolute value function, resulting in \( \hat{y} - z_\frac{1}{2} \sigma \) and \( \hat{y} + z_\frac{1}{2} \sigma \) respectively in Equation (3).

C. Quantile K-Nearest Neighbours (QKNN)

The second machine learning model is an adjusted version of the K-Nearest Neighbours (KNN) method. A prediction \( \hat{y} \) is calculated by taking the mean of the closest \( K \) neighbors:

\[
\hat{y} = \frac{1}{K} \sum_{x_i \in N_K(x)} y_i,
\]

where \( N_K(x) \) is the set of seen observations closest to the new observation, and \( y_i \) is the target value for observation \( x_i \) in the set \( N_K(x) \). A typical way of measuring the distance between observations is to use the Euclidean distance in the feature space [29, pp. 14–16]. The KNN model is made online by only using the \( N \) latest observations, where \( N \) is a tunable hyperparameter. We tune both \( N \) and \( K \) using grid search. The quantiles in Equation (3) are estimated by fitting a Gaussian distribution on the \( K \) nearest neighbours and using the standard deviation of that distribution in Equation (3) [30].

D. Quantile Adaptive Random Forest (QARF)

The third machine learning model is a modified version of Random Forest [29, pp. 305–307]. To make it online, we use incremental Hoeffding trees as base-learners [31], [32]. Hoeffding trees are described in [33], and can determine, with a certain confidence, the number of observations needed to select the optimal splitting feature. In our setting, the feature to split at a specific node is the one reducing the variance in the target space the most [34], [35]. Furthermore, to make the online Random Forest more responsive to changes in the data, we use an algorithm called the Adaptive Windowing to retrain a new version of the model in the background if a potential shift in data distribution is detected. We treat the number of trees as a hyperparameter and tune it using grid search.

The online Random Forest is then modified further for uncertainty estimation, using the method of Vasiloudis et al. [36]. Their approach is to keep an approximated representation of the observed target values, from which it is possible to extract percentiles at desired significance levels. To bound the memory required for storage of the approximation, the authors use an incremental and mergeable data structure called a KLL sketch. They let each leaf in the forest store a sketch, which keeps an approximation of the target values with a small memory footprint. When the forest receives a new training instance, each tree sorts the instance to a leaf, and updates the leaf’s sketch with the target of the training instance. The prediction process makes use of the approximated target values to create a prediction interval. Each tree sorts the input to a leaf, and all the sketches of the reached leaves are merged. From the merged sketch we fit a Gaussian distribution, and use the standard deviation of this distribution in Equation (3).

E. Feed-Forward Neural Network With Uncertainty Quantification (MCNN)

The last machine learning model we study is a Feed-Forward Neural Network, where each hidden layer \( h \) is defined by

\[
h_{i+1} = g(W^T h_i + b),
\]

where \( W \) and \( b \) are learnable parameters and \( g(\cdot) \) is a non-linear activation function. This method is made online by only using a single observation at a time when performing back propagation to train the network, hence, training it sequentially as new observations are observed. Using grid search, we tune the learning rate, the number of hidden layers, the number of neurons in each layer, and the dropout rate.

When quantifying uncertainty, it is common to differentiate between two different kinds of uncertainty: aleatoric and epistemic [37, pp. 7–9], [26], [38], [39], [40], [41]. Aleatoric uncertainty corresponds to the uncertainty present in the data, such as noise. However, it could also be due to hidden variables that affect the prediction outcome (in the context of our work, a hidden variable could, for example, be information about upcoming meetings at work). On the other hand, epistemic uncertainty corresponds to the uncertainty due to the prediction model being inexperienced in certain regions of the data distribution. To quantify the uncertainty in each prediction, we take inspiration from [26], who aggregate the epistemic and aleatoric uncertainties to estimate the standard error used in Equation (3). The epistemic uncertainty is estimated using a technique called Monte Carlo Dropout [42]. In short, multiple predictions are performed using the same observation, where each prediction is individually affected by dropout. This means that some of the neurons in each layer are disregarded for each prediction, resulting in varying outputs. From a Bayesian perspective, the outputs can be seen as samples from the posterior predictive distribution. This posterior estimation approximates a Gaussian process, where the variance of the process corresponds to the uncertainty, approximated as

\[
\hat{\sigma}_e^2 = \frac{1}{B} \sum_{b=1}^{B} (\hat{y}_b - \bar{\hat{y}})^2,
\]

where \( B \) is the number of predictions, and \( \bar{\hat{y}} \) is the average of the predictions \( \hat{y}_b \), where \( b \in [B] \). The aleatoric uncertainty is estimated from the residual sum of squares of the 10 latest predictions, given by

\[
\hat{\sigma}_a^2 = \frac{1}{10} \sum_{i=1}^{10} (y_i - \hat{y}_i)^2.
\]
Finally, the total uncertainty is calculated by

\[ \hat{\sigma}^2 = \sqrt{\hat{\sigma}_e^2 + \hat{\sigma}_a^2}, \]  

which effectively represents the standard error in Equation (3).

VI. PREDICTION PROCESS

As mentioned in Section I, we use an online learning approach in this study, as it fits well with the sequential nature of the data, where new observations become available over time. The online learning approach enables continuous learning over time and avoids the need to retrain the model when new samples become available. However, a negative aspect of this approach is the lack of a standardized way of performing feature selection and hyperparameter optimization [43]. The authors of [7] present two approaches for hyperparameter optimization. The first approach is called the offline setting, where a complete training set is used to find the hyperparameters, much like in the traditional machine learning paradigm. The optimal hyperparameters are subsequently used to validate the models on a test set. The second approach, called the online setting, saves the first 20% (or the first 1000) observations in a buffer to perform hyperparameter tuning on. The second approach does, however, make the assumptions that the selection of these hyperparameters is optimal throughout the rest of the stream and that concept drifts do not occur [43].

In addition to online learning, this study also uses personalized models, i.e., there is one model instance per vehicle. This setup makes feature and hyperparameter selection more challenging, as the features and parameters yielding the best results might differ among vehicles. We simplify the selection of hyperparameters and features for each machine learning model by selecting the ones yielding the lowest average MAE for all cars. The selection method is similar to the first approach described in [7]. That is, feature selection and hyperparameter tuning for a model are performed on a subset of the vehicles. The selected features and hyperparameters are then used on the remaining vehicles to evaluate the models.

A. Selecting Well-Behaving Vehicles

The vehicles used in the feature and hyperparameter selection, and the vehicles used in the evaluation of the prediction models, are not selected completely at random. Analysis of the target variables indicates that the occurrence of recurrent vehicle usage varies greatly between different vehicles, potentially making the usage patterns of some cars more difficult to predict than that of others. Inspired by Goebel and Voß [14], we want to focus on the vehicles that, despite the COVID-19 pandemic, have some regularity in the usage pattern. In their work, they predict the first daily departure time of commuter vehicles, and develop a selection method for finding “well-behaving” vehicles. The goal of this selection method is to find vehicles that regularly travel to work and have similar departure times each day. They do this by selecting vehicles with a low variance in the departure time and the number of weekdays where drives occur.

One problem with utilizing the same approach in this study is that it might favor cars with a similar departure time every day, and disregard cars whose departure times vary per day but are the same across weeks. To also capture the weekly patterns, we want to find cars where similar observations of departure times and trip distances are frequently observed. Therefore, we propose a different selection method, where the clustering tendency is measured, i.e., how well the data can be clustered. A strong clustering tendency indicates that similar observations are frequently observed and that a recurrent vehicle usage pattern exists.

The clustering tendency is measured by a statistical test called the Hopkins test [44]. The test compares the joint distribution of the target variables with a two-dimensional uniform distribution by measuring distances between and within clusters. More specifically, for each sampled point in the joint distribution of target vectors, the Euclidean distance to its nearest neighbor is measured, as well as the distance to the nearest point in a uniform distribution of the same range as the target vectors.

We select the 100 cars with the highest clustering tendency. Out of those, 80% are used in the feature selection and the hyperparameter selection, and 20% are used in the evaluation of the prediction models.

B. Feature Selection

The signals described in Section IV-B generate a large number of features. Reducing the number of features is often desired as it reduces the computational cost, and may generalize the model better. The feature selection process in this study consists of two steps. First, we perform a general feature selection to reduce the number of features, and the second step involves selecting the subset of features that produces the best result for each model.

The first step in the feature selection is to remove any features that do not seem to be helpful when predicting the target variables, and we perform two techniques to find them. First, we use the Pearson correlation coefficient to find features with no linear relationship to the target. To generalize over multiple cars, the correlations between the variables are computed for each vehicle separately and then averaged. The second technique is forward sequential feature selection, which starts from a prediction model considering only one feature, and then sequentially adds the features that improve the MAE the most, until a pre-determined number of features is reached. For each target metric, linear regression and random forest are used to find the most significant features. In contrast to online learning, this step is performed using batch learning to train the models, as this seems to yield the most stable selection. For each target variable, features disfavored by the correlation technique and the sequential feature selection are removed, with one exception. If one feature of a one-hot encoded vector for a categorical variable is favored, all other features of the same variable are kept.

To find features that are highly correlated with each other, we look at their multicollinearity. High multicollinearity among the features might indicate that there are redundant features. To avoid this, we calculate a subset of the numeric features with low Variance Inflation Factor (VIF) [45] scores. The method is summarized in the following way:
1) Calculate the VIF for all numerical features.
2) If there exists features with a VIF greater than 10, remove the feature with the highest VIF.
3) Repeat step 1 and 2 until there are no features with a VIF higher than 10.

The second step in the feature selection is done by performing a backward sequential feature selection on each prediction model. Backward sequential feature selection is a greedy algorithm that attempts to find the subset of features that yields the best score, in our case the lowest aggregated MAE for all cars. Given a model and \( n \) features, the algorithm first computes the model’s MAE using all \( n \) features by performing progressive validation, an evaluation method that fits well with how online models are used in practice and is introduced in [46]. Next, each feature is sequentially disregarded from the model, one at a time, and the model’s MAE is computed for all subsets with \( n - 1 \) features. We remove the feature which, by its removal, improves the model’s MAE the most. This procedure of removing features continues until the model’s MAE does not improve by removing any more features. Using this procedure, for the task of driving distance prediction, out of a total of 60 generated features, 12 are selected for QR, 51 for QKNN, 58 for QARF and 58 for MCNN. Similarly, out of a total of 55 features generated for departure time prediction, 13 are selected for QR, 33 for QKNN, 52 for QARF and 55 for MCNN. Finally, we standardize each feature vector.

C. Hyperparameter Selection

We perform hyperparameter selection by using Grid Search [47]. For each model, a subset of the hyperparameter space is chosen for evaluation. The Grid Search algorithm performs an exhaustive search among the possible combinations of hyperparameters. For each combination, the model is evaluated using progressive validation, and the combination which yields the lowest MAE over all cars is selected.

D. Evaluation

The evaluation metrics used to evaluate the model performance are Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Prediction Interval Coverage Probability (PICP), and Mean Prediction Interval Width (MPIW). PICP measures the percentage of observations correctly contained in the prediction interval, which is defined as

\[
PICP = \frac{1}{n} \sum_{i=1}^{n} c_i,
\]

where \( n \) is total number of observations, while \( c_i = 1 \) if the prediction is in the prediction interval and 0 otherwise. MPIW instead measures the breadth of the interval, which may be viewed as how certain the model is in its predictions. A narrow interval indicates high certainty. MPIW is defined as

\[
MPIW = \frac{1}{n} \sum_{i=1}^{n} ((\hat{y} + z_2 \sigma) - (\hat{y} - z_2 \sigma)),
\]

where \( \hat{y} + z_2 \sigma \) and \( \hat{y} - z_2 \sigma \) defines the upper and lower bound of the prediction interval respectively.

Each of the online prediction models is implemented using Python with the libraries River, PyTorch and scikit-learn. They are evaluated using progressive validation on a held-out test set of cars, with the selected features and hyperparameters [46]. The performance of each type of model is calculated both on an aggregated level for all cars in the test set, and also for individual cars. To allow the prediction models a chance to learn before evaluation, we do not consider the predictions of the first 20 drives on each vehicle when calculating MAE, MAPE, PICP, and MPIW.

VII. RESULTS AND DISCUSSION

In this section, we describe the results of performing progressive validation on a held-out test set. First, we look at how well the online models could predict the departure time and distance of the first drive each day. Second, we look at how well the online models could estimate prediction intervals for the departure time and distance.

A. Prediction Errors

Table I displays the result of predicting the distance of the first drive each day, where the overall mean and standard deviation of the trip distances in the held-out test set are 24.73 km and 34.65 km, respectively. All prediction models achieve a lower MAE than the baseline model, however the models are only slightly more accurate. The best performing prediction model, QARF, has an MAE over all cars of 13.37 km, thus it is, on average, only around 3.5 km more accurate than just taking the mean of all previous driving distances. However, by looking at the MAPE, it is clear that some of the models yield a significant improvement. The baseline has an MAPE of 190 when considering all cars, while QKNN has 105. It is expected that the MAPE is high, as a large proportion of the drives are short. Looking at the percentage of driving distances which are predicted within 5 km of the true distance also shows that some models yield a significant improvement. When considering all cars, 21% of the baseline’s driving distance predictions are less than 5 km off. The best models manage to predict more than half of the drives within a 5 km interval of the true distance.

A more exhaustive view of the models’ performances can be observed in Figure 3, where the MAE for each vehicle in the held-out test set is illustrated. It is clear that the models’ ability to predict vehicle usage differs considerably between vehicles. Furthermore, we observe that the models produce significantly more accurate predictions than the baseline on some vehicles, while for other vehicles there is no improvement.

The models’ performance when predicting the first departure time of each day is displayed in Table II, with an overall
mean departure time in the test set of 10.72 hours and a standard deviation of 4.12 hours. As in the driving distance case, all models achieve a lower MAE than the baseline, however, the improvement is rather slight. QR achieves the lowest MAE of 2.75 hours, which makes it on average around 30 min more accurate than the baseline. However, looking at the percentage of predicted departure times that are within an hour of the true departure time, it is clear that most of the prediction models are fairly more accurate than the baseline. The baseline only predicts 14% of the departure times within an hour of the actual departure, compared to 34% for the best performing prediction models. When looking at the MAPE, we can see a significant difference compared to the trip distance prediction. This makes sense when considering the nature of the predictions. In the departure time setting, it is reasonable to assume that a trip is performed a couple of hours into the day, which is considerably larger than the MAE displayed in Table II. In the distance setting, it is likely that the distance driven might be short. Depending on the actual driven distance, it may happen that the models predict double the distance, even if it is just a matter of a few kilometers.

Figure 4 shows the MAE of each vehicle in the test set, giving a more extensive view of the models’ performances. As in the case of driving distance, the figure illustrates that the models’ accuracies differ considerably among vehicles. We may again note that the models produce significantly more accurate predictions than the baseline on some vehicles, while for other vehicles there are no accuracy improvements.

The evaluation implies consistency across the two prediction targets in the models’ performances. The least accurate model in almost all cases is the baseline. MCNN slightly outperforms the baseline in most cases, but is less accurate than QR, QKNN, and QARF. QR performs well when predicting departure times, yielding the lowest MAE when considering all cars. However, QR does not perform as well when predicting driving distance and is less accurate than QKNN and QARF in this case. Figures 3 and 4 show that QKNN and QARF most often are among the top-performing models.

Table III displays how well the models estimate 90% prediction intervals for driving distances and departure times. Both tables show that the models generally do not reach the desired coverage probability. However, MCNN, QARF and QKNN all have coverage probabilities close to 90%. MPIW is very large in all these cases, spanning tens of kilometers or several hours. QR produces much narrower intervals, but the PICP is significantly less than desired.

The results show that the prediction intervals are not perfectly accurate, as they often do not achieve the desired coverage probability. However, this is somewhat expected.

### Table II

| Model | MAE (h) | MAPE | % with error ≤ 60 min |
|-------|---------|------|----------------------|
| Mean  | 3.22    | 82.89 | 14                   |
| QR    | 2.75    | 76.40 | 34                   |
| QKNN  | 2.94    | 72.47 | 34                   |
| QARF  | 2.90    | 71.02 | 32                   |
| MCNN  | 3.03    | 79.34 | 18                   |

Figure 5 shows examples from a single vehicle on how the MAE changes as more drives are observed when predicting driving distance and departure time.

| Model | Driving Distance | Departure Time |
|-------|------------------|----------------|
|       | PICP  | MPIW | PICP  | MPIW |
| QR    | 0.56  | 26.22 | 0.70  | 9.03 |
| QKNN  | 0.81  | 61.45 | 0.83  | 10.83|
| QARF  | 0.84  | 79.83 | 0.85  | 11.37|
| MCNN  | 0.92  | 87.31 | 0.88  | 13.23|

From Figure 5 we can also note that all models, including the baseline, have similar curves and that the models’ MAEs seem to be affected in similar ways when observing new data. This suggests that all models are making quite similar predictions. One reason for this may be that no model manages to learn the full vehicle behavior, but rather they all learn some average or the most common drive.

### B. Uncertainty

Table III displays how well the models estimate 90% prediction intervals for driving distances and departure times. Both tables show that the models generally do not reach the desired coverage probability. However, MCNN, QARF and QKNN all have coverage probabilities close to 90%. MPIW is very large in all these cases, spanning tens of kilometers or several hours. QR produces much narrower intervals, but the PICP is significantly less than desired.
As mentioned in Section VI, we begin measuring the PICP after the models have observed 20 drives. It is unlikely that the first 20 drives represent a vehicle’s full usage during a year, and the models may therefore not be expected to quantify the uncertainty perfectly yet. Instead, the models continue to improve as more drives are observed.

Figure 6 illustrates, for a single vehicle, how PICP and MPIW change as more observations are received. Both figures show how QKNN, QARF, and MCNN quickly reach a fairly high PICP, while QR needs many more observations to begin approaching a comparable prediction coverage. The pattern is similar in the case of MPIW. The prediction intervals of QKNN, QARF, and MCNN have a large width after only a few observations, while QR needs many more observations to reach a similar MPIW.

VIII. CONCLUSION

In this study, we predict the departure time and driving distance of the first drive of the day during COVID-19, using various online learning models. The prediction models are evaluated according to their error rate and how well they could estimate a 90% prediction interval. When we look at all drives of all cars in the test set, the proposed prediction models generally yield an MAE of slightly below 3 hours when predicting departure time and 13-16 km when predicting driving distance. In the case of departure time, QR displays the best predictive performance while QARF and QKNN perform best in the driving distance case. The models’ ability to quantify uncertainty varies, with MCNN and QARF generally estimating the most accurate prediction intervals. The results indicate the surprising difficulty of predicting vehicle usage.
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