Estimating the air shower $X_{\text{max}}$ from radio measurements
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Abstract. It is possible to use the radio signal emitted by air showers to estimate the primary cosmic ray characteristics, in particular its nature through the shower $X_{\text{max}}$. The electric field emitted by air showers is computed assuming an atmospheric model; we need to know the air density and refractive index since these parameters have and influence on the development of the shower and the emitted electric field. We can get an unbiased estimation using the Global Data Assimilation System (GDAS) to compute the precise atmospheric conditions at the time and location an event is detected. We show how to use these data.

1. Introduction

Many experiments are using the radio technique in addition to older technologies like a fluorescence telescope or a surface detector [1, 2, 3]. The radio signal has a duty cycle close to 100% and it permits to estimate directly the shower $X_{\text{max}}$ with an uncertainty similar to what is obtained with a fluorescence telescope. We use the signal in the band 20-80 MHz where the electric field is coherent (the exact coherence band depends on the shower geometry). The estimation of the primary cosmic ray characteristics is performed by a comparison between the electric field measurements (amplitude, polarization, spectrum) with the theoretical expectation from simulation codes [4, 5, 6]. These codes are able to compute the electric field emitted by a shower as a function of time for any observer position. They all need as input the shower geometry ($\theta$, $\phi$), the nature of the primary cosmic ray and its energy. After the first interaction at the atmospheric depth $X_1$, the secondary particles of the shower are created and tracked along their trajectory in the atmosphere. The electric field is computed for each of these particles and summed up to get the total electric field at the observer location. The propagation is driven by the medium and the first key ingredient is the air density $\rho_{\text{air}}(z)$ at every position of the secondary particles, i.e. for each altitude $z$, if we assume the atmosphere density only depends on $z$ at fixed time. The second key ingredient is the air refractive index $\eta$. 
which appears explicitly in the electric field formula (see [7] for the full derivation):

\[
E(x, t) = \frac{1}{4\pi\epsilon} \int d^3x' \left\{ \frac{\rho(x', t') \mathbf{r}}{R^2(1 - \eta\beta \cdot \mathbf{r})} \right\}_{\text{ret}}^{\text{ret}} + \frac{\eta}{c} \frac{\partial}{\partial t} \left[ \frac{\rho(x', t') \mathbf{r}}{R(1 - \eta\beta \cdot \mathbf{r})} \right]_{\text{ret}} - \frac{\eta^2}{c^2} \frac{\partial}{\partial t} \left[ \frac{\mathbf{J}(x', t')}{R(1 - \eta\beta \cdot \mathbf{r})} \right]_{\text{ret}}.
\]

This is the expected value at the observers coordinates \(x, t\) from the charge density \(\rho\), current \(\mathbf{J}\), \(\mathbf{r}\) being the normalized vector particle-observer and \(\beta = v/c\). \(R\) is the distance particle-observer. Integration is performed over \(x'\) at retarded time \(t' = t - \eta R/c\). The dependence in the air density \(\rho_{\text{air}}\) appears implicitly through the charge density \(\rho\). The air refractive index drives the amplitude and arrival time of the electric field (it appears in the denominators of Eq. 1) i.e. the pulse shape, in particular close to the Cherenkov angle. It is therefore of prime importance to provide a realistic atmospheric model, which is not possible using the commonly-used US Standard description [8]. The details of the method are in [9].

2. Atmospheric model

As we experience daily, the atmosphere is a quickly varying medium with day/night effects and seasonal variations (winter/summer). The weather conditions also depend on the considered location on Earth. It is natural to use an atmospheric model that follows these variations.

2.1. The US Standard atmospheric model

It has been proposed in 1976 and it is an idealized modelisation of the atmosphere from an altitude of 0 up to 1000 km. The atmosphere characteristics are obtained from yearly averages assuming a hydrostatic equilibrium of the fluid. In this model, air is considered as a homogeneous mixture of various gases. The full height of the atmosphere is divided in 5 layers with some continuity conditions. Air density \(\rho_{\text{air}}(z)\) is a static average, valid for all locations on Earth, at all times (no day/night nor winter/summer influence). This very rough description of the atmosphere can lead to large deviations compared to actual weather conditions; and we can also expect some deviations in the resulting electric field from air showers. The code SELFAS used this parameterization until December 2016; then we switched to a more refined model, using the GDAS data.

2.2. The GDAS atmospheric model

GDAS [10] is the Global Data Assimilation System. It is the system used by ”the Global Forecast System (GFS) model to place observations into a gridded model space for the purpose of starting, or initializing, weather forecasts with observed data.” They produce a 3D model space that is based on ground observations, balloon measurements, satellite data, aircraft reports etc. Data are available from year 2001 on grids of various sizes \((1^\circ \times 1^\circ, 0.5^\circ \times 0.5^\circ\) up to \(0.25^\circ \times 0.25^\circ\)) in longitude and latitude. The data is updated every 3 hours between the sea level up to an altitude of \(z_{\text{GDAS}}^{\text{max}} = 26\) km. Many physico-chemical data are available but we need a small fraction of them to compute the air density and air refractive index above the observation site. These mandatory data are: the relative humidity \(R_h\), the temperature \(T\) and the pressure \(P\). As an illustration of the dynamics of the atmospheric conditions, we show in Fig. 1 the variation in relative humidity with time during a single day (March 18, 2014). We see very large variations that will affect in particular the air refractive index value: the pulse shape must be estimated using the air refractive index computed from the actual relative humidity and not an average value.
2.3. Air density computation

The air density can be estimated using the ideal gas law:

\[
\rho_{\text{air}}(z) = \frac{p_d(z(Z_g, \phi))M_d + p_v(z(Z_g, \phi))M_v}{RT(z(Z_g, \phi))},
\]

where \(z(Z_g, \phi)\) is the altitude above sea level, depending on the geopotential height \(Z_g\) at a latitude \(\phi\); \(p_d\) and \(p_v\) are the partial pressures of dry air and water vapor respectively; \(M_d\) and \(M_v\) are associated the molar masses. GDAS data are given as a function of \(Z_g\) that we can convert in altitude above sea level using:

\[
z(Z_g, \phi) = \frac{g_0}{C} \left( \Lambda(\phi) - \sqrt{\Lambda^2(\phi) - \frac{2CZ_g}{g_0}} \right),
\]

with:

\[
\Lambda(\phi) = 1 + A \sin^2(\phi) - B \sin^2(2\phi)
\]

where \(A = 0.0053024\), \(B = 5.8 \times 10^{-6}\), \(C = 3.086 \times 10^{-6} \text{ s}^{-2}\).

We compute the water vapor partial pressure from \(p_v = R_h p_{\text{sat}}\) where \(p_{\text{sat}}\) is given by (see [11, 12]):

\[
p_{\text{sat}} = 6.1121 \exp \left[ \left( \frac{18.678}{234.5} \right) \left( \frac{T}{257.14 + T} \right) \right] (\text{T in °C}).
\]

The dry air partial pressure is \(p_d = P - p_v\). We can use these results in the range \([-80; +50]^{\circ}\text{C}\), which is precisely our range of interest.

At this stage, we know the air density \(\rho_{\text{air}}\) between sea level and \(z^{\text{GDAS}}_{\text{max}} = 26\) km. Since we deal with air showers that can start to develop at much higher altitude, we need to extend the

![Figure 1. Relative humidity as a function of altitude above Nançay on March 18, 2014, for different time in the day.](image)
\( \rho_{\text{air}} \) estimation up to the atmosphere limit of \( \sim 110 \) km. For altitude above \( z_{\text{GDAS}} \), we use the US Standard model with a scaling factor to ensure continuity with our GDAS estimation of \( \rho_{\text{air}} \). This is possible as the atmosphere, above 26 km of altitude, is much more stable than at lower altitudes and the US Standard model is relevant. So in the end, we have the value of air density for all altitudes between sea level up to 110 km which can be seen as the limit of the atmosphere (i.e. where no shower can develop yet). Note that the relative difference \( \left( \rho_{\text{GDAS}} - \rho_{\text{US}} \right) / \rho_{\text{US}} \) when comparing the air density obtained the GDAS data or only the US Standard model can reach some tens of %. For instance, for the sample day of March 18, 2014, the maximum difference is of 15% for an altitude around 15 km. We can estimate the influence of such a difference on the electric field at ground level. For this, we simulate with SELFAS3 a shower with zenith angle \( \theta = 30^\circ \) and azimuth \( \phi = 90^\circ \) (i.e. coming from the North, azimuth are counted anti clockwise). The primary particle is a proton of \( 10^{18} \) eV (1 EeV) and the first interaction occurs at an atmospheric depth of \( X_1 = 100 \) g/cm\(^2\). We ran the code with the very same shower once with the US Standard model, and another time with the actual atmospheric conditions of March 18, 2014 using the GDAS data. The difference in the total electric field amplitude is shown in Fig. 2. It is the amplitude in the horizontal direction \( \mathbf{v} \times \mathbf{B} \) projected onto the ground frame, \( \mathbf{v} \) being the shower axis direction and \( \mathbf{B} \) the geomagnetic field at the observation site. In this example, we see that the electric field profile is wider when using the US Standard model that will lead to a larger estimation of the shower \( X_{\text{max}} \). Using the US Standard model is a source of systematic uncertainties.

2.4. Air refractive index computation

The simulation codes usually take the Gladstone and Dale law to compute the air refractive index:

\[
\eta(z(\ell)) = 1 + \kappa \rho_{\text{air}}(z(\ell)) \quad \text{with} \quad \kappa = 0.226 \text{ cm}^3/\text{g}.
\]

![Figure 2. Electric field amplitude as a function of shower axis distance, in [20; 80] MHz (left) and [120; 250] MHz (right). The blue curve corresponds to the US Standard model (\( \rho_{\text{US}}^{\text{GDAS}} \)) and the red curve to the refined model based on the GDAS data on March 18, 2014 at noon (\( \rho_{\text{GDAS}}^{\text{GDAS}} \)). We show the relative difference between both models.](image)
We need to know the air refractive index value at the emission point. We also need its average value along the line of sight between the observer position and the emission point:

\[ < \eta(z(\ell)) > = 1 + \frac{K}{T} \int_{0}^{\ell} \rho_{\text{air}}(z(\ell')) \, d\ell' \]

We see that the air density also appears in this computation. The problem with the Gladstone and Dale law is that it is valid for optical wavelengths [13] and is not valid for our much larger wavelengths (\( \lambda = 7.5 \text{ m} \) at 40 MHz). We use instead the relation proposed in [14], valid at high frequency (HF):

\[ \eta = 1 + 10^{-6} N \quad \text{with} \quad N_{\text{HF}} = \frac{77.6}{T} \left( P + 4810 \frac{p_{e}}{T} \right) \quad T \text{ in K}, \]

where \( N \) is the refractivity. The relative humidity is taken into account through \( p_{e} \) so that we can estimate the refractivity \( N_{\text{HF}}^{\text{GDAS}} \). At higher altitude, the relative humidity can be considered as null, as no clouds are usually observed above 12 km and the refractivity reduces to:

\[ N_{\text{HF}}^{\text{GDAS}} = 77.6 \frac{R \rho_{\text{air}}}{M_{d}} \]

where \( \rho_{\text{air}} \) is the air density above \( z_{\text{GDAS}}^{\text{max}} \) i.e. is given by \( \rho_{\text{air}}^{\text{US}} \) with the scaling factor. The refractivity can be compared with different combinations: \( N_{\text{GD}}^{\text{GDAS}} \) based on \( \rho_{\text{air}}^{\text{GDAS}} \) and the Gladstone-Dale law, \( N_{\text{US}}^{\text{GDAS}} \) based on \( \rho_{\text{air}}^{\text{GDAS}} \) and the Gladstone-Dale law and \( N_{\text{HF}}^{\text{GDAS}} \) based on \( \rho_{\text{air}}^{\text{GDAS}} \) and the HF law. Tab. 1 presents the relative differences between all estimations. The relative difference with the canonical estimation \( N_{\text{US}}^{\text{GDAS}} \) (i.e. used in most simulation codes) can reach some tens of %. For the day of March 18, 2014, the relative difference reaches 35% at sea level and 15% at altitudes of interest for shower development, around 20 km. The relative difference on the air refractive index is smaller because of the \( 10^{-6} \) factor and the effect on the electric field is of the order of some % in the amplitude in 20-80 MHz and can reach 40% in 120-250 MHz. In conclusion, one should be cautious with the model for the refractive index when considering frequencies above \( \sim 100 \text{ MHz} \).

### 3. \( X_{\text{max}} \) reconstruction

We can study the influence of the models chosen for both air density \( \rho_{\text{air}} \) and refractivity \( N \) on simulated showers. We ran simulations to test 6 different configurations of \((\rho_{\text{air}}, N)\). For

| altitude (km) | \((N_{\text{GD}}^{\text{GDAS}} - N_{\text{US}}^{\text{GDAS}})/N_{\text{US}}^{\text{GDAS}}\)% | \((N_{\text{HF}}^{\text{GDAS}} - N_{\text{US}}^{\text{GDAS}})/N_{\text{US}}^{\text{GDAS}}\)% | \((N_{\text{GD}}^{\text{GDAS}} - N_{\text{HF}}^{\text{GDAS}})/N_{\text{HF}}^{\text{GDAS}}\)% | \((N_{\text{HF}}^{\text{GDAS}} - N_{\text{US}}^{\text{GDAS}})/N_{\text{US}}^{\text{GDAS}}\)% |
|-------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| 0           | \((1.3 \pm 3.5)\)%               | \((18.1 \pm 24.0)\)%             | \((16.5 \pm 5.0)\)%              | \((5.0 \pm 6.0)\) \(\times 10^{-3}\) |
| 2.5         | \((-0.1 \pm 1.0)\)%              | \((6.5 \pm 11.0)\)%              | \((6.6 \pm 4.3)\)%               | \((1.4 \pm 2.4)\) \(\times 10^{-6}\) |
| 5           | \((-0.4 \pm 1.0)\)%              | \((1.4 \pm 3.5)\)%               | \((1.76 \pm 2.2)\)%              | \((2.3 \pm 5.8)\) \(\times 10^{-6}\) |
| 7.5         | \((0.3 \pm 1.4)\)%               | \((0.2 \pm 1.3)\)%               | \((-0.17 \pm 1.2)\)%             | \((1.2 \pm 16.7)\) \(\times 10^{-4}\) |
| 10          | \((0.3 \pm 3.2)\)%               | \((-0.8 \pm 2.2)\)%              | \((-1.1 \pm 3.6)\)%              | \((-7.2 \pm 20.3)\) \(\times 10^{-7}\) |
| 12.5        | \((0.6 \pm 6.1)\)%               | \((-0.8 \pm 4.7)\)%              | \((-1.35 \pm 5.6)\)%             | \((-6.0 \pm 29.8)\) \(\times 10^{-7}\) |
| 15          | \((0.6 \pm 5.3)\)%               | \((-0.8 \pm 3.9)\)%              | \((-1.4 \pm 4.8)\)%              | \((-3.6 \pm 16.7)\) \(\times 10^{-7}\) |
| 17.5        | \((0.6 \pm 4.8)\)%               | \((-0.8 \pm 3.3)\)%              | \((-1.4 \pm 4.2)\)%              | \((-2.4 \pm 9.5)\) \(\times 10^{-7}\) |
| 20          | \((0.6 \pm 4.0)\)%               | \((-0.8 \pm 2.5)\)%              | \((-1.4 \pm 3.4)\)%              | \((-2.4 \pm 4.8)\) \(\times 10^{-7}\) |
Table 2. Quality of the $X_{\text{max}}$ reconstruction for 6 different configurations of air density and air refractive index. The $\Delta X$ column presents the mean difference with the true value and the 1σ deviation. GD stands for Gladstone-Dale.

| data set | air density | air refractive index | $\Delta X_{30^\circ}[\text{g/cm}^2]$ |
|----------|-------------|----------------------|-------------------------------------|
| #1       | US Std.     | US Std. + GD         | 34.1 ± 8.9                          |
| #2       | GDAS        | US Std. + GD         | 5.7 ± 5.4                           |
| #3       | GDAS        | GDAS + GD            | 4.6 ± 3.6                           |
| #4       | GDAS        | GDAS + HF            | 0.1 ± 2.4                           |
| #5       | GDAS        | GDAS + HF (N+10%)    | 2.9 ± 4.8                           |
| #6       | GDAS        | GDAS + HF (N+20%)    | 9.3 ± 16.4                          |

each of these configurations, we used 10 iron showers and 40 proton showers with random $X_{\text{max}}$ coming from $\theta = 30^\circ$, $\phi = 90^\circ$. In Tab. 2, we show the result of the comparison. The reference configuration is #4: $\rho_{\text{air}}^{\text{GDAS}}$ and $N_{\text{HF}}^{\text{GDAS}}$, which uses the most refined information to compute these quantities. We consider the electric field computed by each of the simulated showers of #4. Using this electric field pattern at ground level, we apply to procedure of [15] to reconstruct the $X_{\text{max}}$, from the 50 showers simulated using the air density and refractivity model of the other configurations #1, #2, #3, #5, #6 and the 49 remaining independent showers of #4. We then get the average and standard deviation of the obtained $X_{\text{max}}$ values and this is shown in the last column of Tab. 2.

This shows that using the most refined model gives an error on $X_{\text{max}}$ compatible with zero ($0.1 \pm 2.4$ g/cm$^2$). We conclude by saying that the choice of the atmospheric model for $\rho_{\text{air}}$ is critical for the $X_{\text{max}}$ estimation. The choice of the refractivity model has a smaller impact on $X_{\text{max}}$.

4. Conclusion

The source of ultra-high energy cosmic rays is still unknown. We hope that a much more precise measurement of the composition will help into understanding this old problem in astrophysics. Both the Pierre Auger Observatory and the Telescope Array will proceed to a significant upgrade of their instruments in this direction. The radio signal will also play a key role in the determination of the nature of the cosmic rays, since it can provide the shower $X_{\text{max}}$ with competitive uncertainties, of the same order of what a fluorescence telescope can do ($X_{\text{max}}$ resolution of $\sim 19$ g/cm$^2$ at 1 EeV, with systematic uncertainties of $+8/−13$ g/cm$^2$, see [16]) but with a $\sim 100\%$ duty cycle. To reach its best performances, the simulation codes that compute the expected electric field emitted by air showers should use a precise atmospheric model for both the air density and air refractive index. This can be achieved using the GDAS data and using a refractive index valid at the frequencies of interest (i.e. some tens of MHz). With these detailed models, the shower $X_{\text{max}}$ can be retrieved with no systematic bias, as it is the case when using basic models. The code SELFAS3 uses the GDAS data and the correct law for the refractive index.
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