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Thresholding based iterative algorithms have the trade-off between effectiveness and optimality. Some are effective but involving sub-matrix inversions in every step of iterations. For systems of large sizes, such algorithms can be computationally expensive and/or prohibitive. The null space tuning algorithm with hard thresholding and feedbacks (NST+HT+FB) has a mean to expedite its procedure by a suboptimal feedback, in which sub-matrix inversion is replaced by an eigenvalue-based approximation. The resulting suboptimal feedback scheme becomes exceedingly effective for large system recovery problems. An adaptive algorithm based on thresholding, suboptimal feedback and null space tuning (AdptNST+HT+subOptFB) without a prior knowledge of the sparsity level is also proposed and analyzed. Convergence analysis is the focus of this article. Numerical simulations are also carried out to demonstrate the superior efficiency of the algorithm compared with state-of-the-art iterative thresholding algorithms at the same level of recovery accuracy, particularly for large systems.
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I. INTRODUCTION

The problem of compressive sensing (CS) is to recover sparse signals from incomplete linear measurements

\[ y = Ax, \]  

where \( A \in \mathbb{R}^{M \times N} \) is the sampling matrix with \( M \ll N \), and \( x \) is the \( N \)-dimensional sparse signal with only \( s \ll N \) nonzero coefficients.

Since most of natural signals are sparse or highly compressible under a basis, CS has a wide range of applications including image processing \cite{1}, radar detection and estimation \cite{2}, source localization with sensor arrays \cite{3}, biological application \cite{4}, sub-Nyquist sampling \cite{5}, data separation \cite{6} etc. Various algorithms have been proposed for solving problem (1). Evidently, the underlying model involves finding the sparsest solutions satisfying the linear equation,

\[ \min_{x \in \mathbb{R}^N} \|x\|_0, \quad s.t. \quad y = Ax, \]  

or, in its Lagrangian version

\[ \min_{x \in \mathbb{R}^N} \|y - Ax\|_2^2 + \lambda \|x\|_0, \]  

where \( \|x\|_0 \) is the measurement of the number of nonzero entries in \( x \) and \( \lambda \) is a regularization parameter. (2) and (3) are clearly combinatorial and computationally intractable \cite{7}.

Heuristic (tractable) algorithms have been extensively studied to solve this problem. A common strategy is based on problem relaxation that replaces the \( \ell_0 \)-norm by an \( \ell_p \)-norm (with \( 0 < p \leq 1 \)) \cite{8}. The relaxed problem can be solved efficiently by simple optimization procedures. Well-known algorithms based on such an strategy are basis pursuit \cite{9}, least absolute shrinkage and selection operator \cite{10}, focal underdetermined system solver \cite{11}, bregman iterations \cite{12}, etc. Algorithms. The pursuit algorithms are another class of popular approaches, which build up the sparse solutions by making a series of greedy decisions. Typical representative approaches are matching pursuit \cite{13}, orthogonal matching pursuit \cite{14}. A number of improved greedy pursuit algorithms have also been put forward, e.g., stagewise orthogonal matching pursuit \cite{15}, compressive sampling matching pursuit \cite{16} and subspace pursuit \cite{17}, etc. A popular category for CS is the iterative thresholding/shrinkage algorithm, which has attracted much attention due to its remarkable performance/complexity trade-off. These methods recover the sparse signal by making a succession of thresholding operations. The iterative hard thresholding algorithm was first introduced by Blumensath and Davies in \cite{18,19}. Following a similar procedure, in \cite{20}, Daubechies et al proposed a soft thresholding operation by replacing the \( \ell_0 \)-norm by the \( \ell_1 \)-norm. The convergence analysis of soft thresholding algorithm were also shown in \cite{21}. In \cite{22}, Donoho and Malliakos combined an exact solution to a small linear system with thresholding before and after the solution to derive a more sophisticated scheme, named two-stage thresholding method. Very recently, Foucart proposed a hard thresholding pursuit algorithm \cite{23} and a graded hard thresholding pursuit algorithm \cite{24}. In fact, the hard thresholding pursuit algorithm can be regarded as a hybrid of the iterative hard thresholding algorithm and the compressive sampling matching pursuit.

Although iterative thresholding algorithms provide good performance, the matrix inversion among these algorithms is computationally prohibitive for large-scale data. In \cite{25}, the null space tuning algorithm with hard-thresholding and feedbacks (NST+HT+FB) was proposed to find sparse solutions. The convergence results about NST+HT+FB was presented in previous articles \cite{26}.

The aim of this article is to study the theoretical convergence of a further improved adaptive suboptimal feedback scheme AdptNST+HT+subOptFB, assuming no knowledge of...
the sparsity level. In a simpler case, if the sparsity level is known, one can obtain the convergence guarantee of a suboptimal scheme NST+HT+subOptFB.

For clarity, the following are some of the notations used in this article. $S$ is the true support of the $s$-sparse vector $x$. $x_T$ is the restriction of a vector $x \in \mathbb{R}^N$ to an index set $T$, by $T'$ the complement set of $T$ in $\{1, 2, ..., N\}$, and by $A_T$ the sub-matrix consisting of columns of $A$ indexed by $T$, respectively. $|T|$ is the cardinality of set $T$. $T \triangle T'$ is the symmetric difference of $T$ and $T'$, i.e., $T \triangle T' = (T \setminus T') \cup (T' \setminus T)$.

II. PRELIMINARY RESULTS

This section gives some previous arguments and collects the key lemmas needed in the converge analysis of AdptNST+HT+subOptFB.

A. Problem Statements

The iterative framework of the approximation and null space tuning (NST) algorithms is as follows

$$\text{(NST)} \begin{cases}
\mu_k = D(x^k), \\
x^{k+1} = x^k + P(\mu_k - x^k).
\end{cases}$$

Here $D(x^k)$ approximates the desired solution by various principles, and $P := I - A^*(AA^*)^{-1}A$ is the orthogonal projection onto $\ker A$. The feasibility of $x^0$ is assumed, which guarantees that the sequence $\{x^k\}$ are all feasible. Obviously, $\mu_k \rightarrow x$ is expected as $k \rightarrow \infty$. It is not difficult to observe that the contribution of $A^*_T A_T x^k_T$ to $y$ can be quite significant at initial iterations. Therefore, simple thresholding alone can be quite infeasible at earlier stages. The mechanism of feedback is to feed the contribution of $A^*_T A_T x^k_T$ to $y$ back to $\text{im}(A_T)$, the image of $A_T$. A straightforward way to set

$$\eta^k = \arg \min_{\eta} \|A_T \eta - A_T^* A_T x^k_T\|_2,$$

which has the best/least-square solution

$$\eta^k = (A^*_T A_T)^{-1} A^*_T A_T x^k_T.$$

The NST+HT+FB algorithm is then established as follows

$$\text{(NST+HT+FB)} \begin{cases}
\mu_{T_k}^k = x_{T_k}^k + (A^*_T A_T)^{-1} A^*_T A_T x_{T_k}^k, \\
\mu_{T_k}^k = 0, \\
x^{k+1} = x^k + P(\mu_k - x^k),
\end{cases}$$

where $P = I - A^*(AA^*)^{-1}A$ and $|T_k| = s$. The null space tuning (NST) step can be rewritten as $x^{k+1} = \mu_k + A^*(AA^*)^{-1}(y - A\mu_k)$.

The role of $(A^*_T A_T)^{-1} A^*_T A_T x_{T_k}^k$ is to calculate the feedback (to the index set $T_k$) of the tail contribution to $y$. One can see that the matrix inversion can also be expensive and/or computationally prohibitive for large-scale data.

However, the feedback mechanism seems to be exceedingly convenient to derive a much less expensive suboptimal feedback scheme. In fact, as long as $A^*_T A_T$ is well conditioned, which is a typical requirement by the well-known restricted isometry property (RIP), $(A^*_T A_T)^{-1}$ can be approximated by $\lambda^{-1} I$ with $\lambda^{-1}$ being on the order of the spectrum of $(A^*_T A_T)^{-1}$. Evidently, a natural approximation of the feedback can be simplified to $\lambda^{-1} A^*_T A_T x_{T_k}^k$. We then reach the suboptimal feedback scheme (NST+HT+subOptFB)

$$\text{(NST+HT+subOptFB)} \begin{cases}
\mu_{T_k}^k = x_{T_k}^k + \lambda^{-1} A^*_T A_T x_{T_k}^k, \\
\mu_{T_k}^k = 0, \\
x^{k+1} = x^k + P(\mu_k - x^k),
\end{cases}$$

The typical NST+HT+subOptFB scheme, like in all other non-adaptive approaches, requires a prior estimation or knowledge of the sparsity $s$, and $|T_k| = s$ at each iteration. A further improved adaptive suboptimal feedback algorithm (AdptNST+HT+subOptFB), is also proposed and studied in this article. In the AdptNST+HT+subOptFB scheme, the size of the index set increases with the iteration. Precisely, a sequence $\{\mu_k\}$ of $k$-sparse vectors is constructed according to

$$\text{(AdptNST+HT+subOptFB)} \begin{cases}
\mu_{T_k}^k = x_{T_k}^k + \lambda^{-1} A^*_T A_T x_{T_k}^k, \\
\mu_{T_k}^k = 0, \\
x^{k+1} = x^k + P(\mu_k - x^k),
\end{cases}$$

where $|T_k| = k$ at each iteration, clearly increasing along the number of iteration $k$. The convergence result is also provided. It shows that under a preconditioned restricted isometry constant of the matrix $A$ and the constant $\lambda$, AdptNST+HT+subFB indeed obtains all $s$-sparse signals.

B. Properties characterized via RIP (P-RIP)

Definition 2.1: [27] For each integer $s = 1, 2, ..., \gamma_s$ of a matrix $A$ is defined as the smallest number $\delta_s$ such that

$$(1 - \delta_s) \|x\|_2 \leq \|Ax\|_2 \leq (1 + \delta_s) \|x\|_2$$

holds for all $s$-sparse vectors $x$. Equivalently, it can be given by

$$\delta_s = \max_{s \leq |A|} \|A^*_s A - I\|_2.$$
\(\gamma_s\) is actually the smallest number such that, for all \(s\)-sparse vectors \(x\),
\[
(1 - \gamma_s)\|x\|_2^2 \leq \|(AA^*)^{-\frac{1}{2}}Ax\|_2^2 \leq (1 + \gamma_s)\|x\|_2^2.
\]

Note that \(\gamma_s(A) = \delta_2((AA^*)^{-\frac{1}{2}}A)\). Evidently, for Parseval frames, since \(AA^* = I\), \(\gamma_s(A) = \delta_2(A)\). Equivalently, it can also be given by
\[
\gamma_s = \max_{S \subset [N], |S| \leq s} \|A_S^*(AA^*)^{-1}A_S - I\|_2.
\]

**Lemma 2.3:** Let \(u, v \in \mathbb{R}^N\) be vectors with \(\text{supp}(u) = T'\) and \(\text{supp}(v) = T''\). If \(|T' \cup T''| \leq t\), then
\[
\langle (u, (I - A^*(AA^*)^{-1}A)v) \rangle \leq \gamma_t \|u\|_2 \|v\|_2,
\]
\[
\|(I - A^*(AA^*)^{-1}A)v\|_2 \leq \gamma_t \|v\|_2.
\]

**Proof.** Indeed, setting \(T = T' \cup T''\), one has
\[
\|\langle (u, (I - A^*(AA^*)^{-1}A)v) \rangle\|_2 \leq \gamma_t \|u\|_2 \|v\|_2,
\]
\[
\|\| (I - A^*(AA^*)^{-1}A)v \|_2 \leq \gamma_t \|v\|_2,
\]
where the last step is based on **Definition 2.2**. It is easy to observe that
\[
\|\langle (u, (I - A^*(AA^*)^{-1}A)v) \rangle\|_2 \leq \gamma_t \|u\|_2 \|v\|_2,
\]
Using \((5)\), we have
\[
\|\| (I - A^*(AA^*)^{-1}A)v\|_T \|_2 \leq \gamma_t \|u\|_2 \|v\|_2,
\]
and it remains to simplify by solving for \(\| (I - A^*(AA^*)^{-1}A)v\|_T \|_2\) to obtain \((6)\).

**Lemma 2.4:** Let \(u, v \in \mathbb{R}^N\) be vectors with \(\text{supp}(u) = T'\) and \(\text{supp}(v) = T''\). If \(|T' \leq s, |T''| \leq t \) and \(T' \cap T'' = \emptyset\), then
\[
\|\langle (u, (AA^*)^{-1}A)v \rangle\|_2 \leq \gamma_s + \|u\|_2 \|v\|_2,
\]
\[
\|A_T^*(AA^*)^{-1}A_{T''}v\|_2 \leq \gamma_s + \|v\|_2.
\]

**Proof.** Let \(T = T' \cup T''\), note that \(T' \cap T'' = \emptyset\), we have \((u, v, t) = 0\).
\[
\|A_T^*(AA^*)^{-1}A_{T''}v\|_2 \leq \gamma_s + \|v\|_2.\]
The left-hand satisfies
\[ \| \mu' + A^* (A^*)^{-1} (y - A \mu')_s \|_2 \]
\[ = \| \mu' + A^* (A^*)^{-1} (Ax + e - A \mu') + x - x \|_2 \]
\[ \geq |x_s|_2 - \| [(I - A^* (A^*)^{-1} A) (\mu' - x) + A^* (A^*)^{-1} e]_S \|_2. \]

Therefore, we obtain
\[ \| x_s \|_2 \]
\[ \leq \| [(I - A^* (A^*)^{-1} A) (\mu' - x) + A^* (A^*)^{-1} e]_T \|_2 \]
\[ + \sqrt{2} \| [(I - A^* (A^*)^{-1} A) (\mu' - x)]_r \|_2 \]
\[ \leq \| [A^* (A^*)^{-1} e]_T \|_2 \]
\[ \leq \sqrt{2} (\gamma_{k+s+1} \| x - \mu' \|_2 + \sqrt{1 + \theta_{k+s}} \| e \|_2), \]

where the last step uses Lemma 2.3 and Lemma 2.5.

The main contribution of this paper can be formally stated as the following theorem.

**Theorem 3.2:** Suppose that the P-RIP of the matrix A obeys
\[ \gamma_{2k+s-1} \leq \sqrt{\frac{\gamma}{4}} \]
and
\[ \lambda > \frac{2 \sqrt{2} \gamma_{2k+s-1} (1 + \delta_{2k+s-1})}{1 - \delta_{2k+s-1} (1 - 2 \sqrt{2} \gamma_{2k+s-1})}, \]
then the sequence \( \{ \mu^k \} \) produced by AdptNST+HT+subOptFB with \( y = Ax + e \) for \( s \)-sparse signal \( x \) and error \( e \) satisfies
\[ \| x - \mu^k \|_2 \leq \rho_{2k+s-1} \| x - 0 \|_2 + \kappa_{2k+s-1} \frac{1 - \rho_{2k+s-1}}{1 - \rho_{2k+s-1}} \| e \|_2, \]
where \( \rho_{k} = 2 \sqrt{2} \gamma_{k} (1 + \frac{1 + \delta_{k}}{1 - \delta_{k}}) \frac{\sqrt{1 + \delta_{k}}}{\sqrt{1 - \delta_{k}}} \) and \( \kappa_{k} = (1 + \frac{1 + \delta_{k}}{1 - \delta_{k}}) \frac{\sqrt{1 + \delta_{k}}}{\sqrt{1 - \delta_{k}}} \).

**Proof.** Let supp \((x) = S, R_k = S \cup T_k, \) where \( |T_k| = k \)
and \( v^k_{T_k} = x^k_{T_k}, v^k_{T_{k-1}} = 0. \) Since \( \mu^k_{T_k} = x^k_{T_k}, \)
and the feasibility of \( x^k \) (i.e., \( x = A T_k x^k_{T_k} + A T_k x^k_{T_k} \)),

\[ \lambda (\mu^k_{T_k} - x^k_{T_k}) = A^*_T (Ax - A v^k) + A^*_T e. \]

Consequently,
\[ \lambda A T_k (\mu^k_{T_k} - x^k_{T_k}) = A T_k A^*_T (Ax - A v^k) + A T_k A^*_T e. \]

It implies that
\[ \lambda \| A (\mu^k - v^k) \|_2 \leq \| A T_k A^*_T (Ax - A v^k) \|_2 + \| A T_k A^*_T e \|_2. \]

The left-hand satisfies
\[ \lambda \| A (\mu^k - v^k) \|_2 \geq \lambda \sqrt{1 - \delta_k} \| \mu^k - v^k \|_2, \]
while the right-hand side satisfies
\[ \| A T_k A^*_T (Ax - v^k) \|_2 + \| A T_k A^*_T e \|_2 \]
\[ \leq \| A T_k A^*_T \|_2 \| A (x - v^k) \|_2 + \| A T_k A^*_T \|_2 \| e \|_2 \]
\[ \leq (1 + \delta_k) \sqrt{1 + \delta_{k+s+k}} \| x - v^k \|_2 + (1 + \delta_k) \| e \|_2. \]

The last step is due to \( 1 - \delta_k \leq \| A T_k A^*_T \|_2 = \| A T_k A^*_T \|_2 \leq 1 + \delta_k. \)

Therefore, one has
\[ \| \mu^k - v^k \|_2 \]
\[ \leq \frac{(1 + \delta_k) \sqrt{1 + \delta_{k+s+k}}}{\lambda \sqrt{1 - \delta_k}} \| x - v^k \|_2 + \frac{(1 + \delta_k)}{\lambda \sqrt{1 - \delta_k}} \| e \|_2. \]

Using the triangle inequality, we further derive
\[ \| \mu^k - x \|_2 \]
\[ \leq \| \mu^k - v^k \|_2 + \| v^k - x \|_2 \]
\[ \leq (1 + \frac{(1 + \delta_k) \sqrt{1 + \delta_{k+s+k}}}{\lambda \sqrt{1 - \delta_k}}) \| x - v^k \|_2 + \frac{(1 + \delta_k)}{\lambda \sqrt{1 - \delta_k}} \| e \|_2. \]

It then follows that
\[ \| x - v^k \|_2 \]
\[ \leq \| x - v^k \|_2 + \| (x - v^k)_{R_k \setminus T_k} \|_2 \]
\[ = \| x_{T_k} - x^k_{T_k} \|_2 + \| x_{S \setminus T_k} \|_2 \]
\[ = \| (A^*(A^*)^{-1}(y - A \mu^k))_{T_k} - x_{T_k} \|_2 + \| x_{S \setminus T_k} \|_2 \]
\[ = \| \mu^k_{T_k} - x_{T_k} + [A^*(A^*)^{-1}(Ax + e - A \mu^k)]_{T_k} \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq (1 + \delta_k) \| x_{T_k} + A^*(A^*)^{-1}(Ax + e - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq \| \mu^k_{T_k} - x_{T_k} + A^*(A^*)^{-1}(Ax + e - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq \| \mu^k_{T_k} - x_{T_k} + A^*(A^*)^{-1}(Ax + e - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq \| \mu^k_{T_k} - x_{T_k} + A^*(A^*)^{-1}(Ax - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq \| \mu^k_{T_k} - x_{T_k} + A^*(A^*)^{-1}(Ax - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq \| \mu^k_{T_k} - x_{T_k} + A^*(A^*)^{-1}(Ax - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq \| \mu^k_{T_k} - x_{T_k} + A^*(A^*)^{-1}(Ax - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq \| \mu^k_{T_k} - x_{T_k} + A^*(A^*)^{-1}(Ax - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq \| \mu^k_{T_k} - x_{T_k} + A^*(A^*)^{-1}(Ax - A \mu^k) \|_2 \]
\[ + \| x_{S \setminus T_k} \|_2 \]
\[ \leq (1 + \frac{(1 + \delta_k) \sqrt{1 + \delta_{k+s+k}}}{\lambda \sqrt{1 - \delta_k}}) \| x - v^k \|_2 + \frac{(1 + \delta_k)}{\lambda \sqrt{1 - \delta_k}} \| e \|_2. \]

where the last step is due to Definition 2.2, Lemma 2.3, Lemma 2.5, and Lemma 3.7. Therefore, we have
\[ \| x - v^k \|_2 \]
\[ \leq (1 + \frac{(1 + \delta_k) \sqrt{1 + \delta_{k+s+k}}}{\lambda \sqrt{1 - \delta_k}}) \| x - v^k \|_2 + (\sqrt{2} + 2 \theta_{k+s} + \sqrt{1 + \theta_{k+s}}) \| e \|_2. \]
Combining (9) and (10), it yields
\[ \|x - \mu^k\|_2 \leq 2\sqrt{2}\gamma_{2k+s-1}^2 \left( 1 + \frac{(1 + \delta_k)(1 + \delta_{s+k})}{\lambda\sqrt{1 - \delta_k}} \right)\|x - \mu^{k-1}\|_2 \\
+ \left[ 1 + \frac{(1 + \delta_k)(1 + \delta_{s+k})}{\lambda\sqrt{1 - \delta_k}} \right] (\sqrt{2} + 2\theta_{k+s} + \sqrt{1 + \theta_k}) \]
\[ + \frac{(1 + \delta_k)}{\lambda\sqrt{1 - \delta_k}}\|e\|_2 \leq \rho_{2k+s-1}\|x - \mu^{k-1}\|_2 + \kappa_{s+k}\|e\|_2. \]

The sequence \( \{\mu^k\} \) converges if \( 2\sqrt{2}\gamma_{2k+s-1}^2 \left( 1 + \frac{(1 + \delta_k)(1 + \delta_{s+k})}{\lambda\sqrt{1 - \delta_k}} \right) < 1 \), i.e.,
\[ \gamma_{2k+s-1} < \frac{\sqrt{2}}{4} \]
and
\[ \lambda > \frac{2\sqrt{2}\gamma_{2k+s-1}^2 (1 + \delta_{s+k}) \sqrt{1 + \delta_{s+k}}}{\sqrt{1 - \delta_{s+k}} (1 - 2\sqrt{2}\gamma_{2k+s-1})} \],
which provides the asserted convergence condition. In turn, we can derive that
\[ \|x - \mu^k\|_2 \leq \rho_{2k+s-1}^k \|x - \mu^0\|_2 + \kappa_{2k+s-1} \frac{1 - \rho_{2k+s-1}^k}{1 - \rho_{2k+s-1}} \|e\|_2. \]

Corollary 3.3: In particular, if the sparsity \( s \) is known \((|T_k| = s)\), it is easy to get the convergence result of NST+HT+subOptFB. Let \( x \) be the solution to \( y = Ax + e \) with sparsity \( s \). If the P-RIP of \( A \) satisfies
\[ \gamma_{3s} < \frac{\sqrt{2}}{4}, \]
and
\[ \lambda > \frac{2\sqrt{2}\gamma_{3s}(1 + \delta_{3s}) \sqrt{1 + \delta_{3s}}}{\sqrt{1 - \delta_{3s}} (1 - 2\sqrt{2}\gamma_{3s})} \],
then the sequence \( \{\mu^k\} (k \geq 1) \) produced by NST+HT+subOptFB satisfies
\[ \|x - \mu^k\|_2 \leq \rho_{3s}^k \|x - \mu^0\|_2 + \kappa_{3s} \frac{1 - \rho_{3s}^k}{1 - \rho_{3s}} \|e\|_2. \]

Furthermore, for Parseval frames, since \( AA^* = I \), \( \gamma_s(A) = \delta_{s}(A) \), and \( \theta_{s}(A) = \delta_{s}(A) \), one can obtain the following convergence result.

Let \( x \) be the solution to \( y = Ax + e \) with \( s \) sparsity. If the RIP of the Parseval frame \( A \) satisfies
\[ \delta_{3s} < \frac{\sqrt{2}}{4}, \]
and
\[ \lambda > \frac{2\sqrt{2}\delta_{3s}(1 + \delta_{3s}) \sqrt{1 + \delta_{3s}}}{\sqrt{1 - \delta_{3s}} (1 - 2\sqrt{2}\delta_{3s})} \],
then the sequence \( \{\mu^k\} (k \geq 1) \) produced by NST+HT+subOptFB satisfies
\[ \|x - \mu^k\|_2 \leq \rho_{3s}^k \|x - \mu^0\|_2 + \kappa_{3s} \frac{1 - \rho_{3s}^k}{1 - \rho_{3s}} \|e\|_2. \]

In this case, for \( \delta_{3s} \leq \frac{1}{4} \), \( \lambda > 3.9 \) can guarantee the convergence.

**B. Computational Complexity**

It is instructive to examine the computational complexity of different approaches at each iteration. For the null space tuning step, \( A^*(AA^*)^{-1} \) does not change the appearance during iterations. Consequently, if the inversion \( (AA^*)^{-1} \) is calculated off-line, then \( A^*(AA^*)^{-1} \) can be stored in the memory. The computational complexity of the null space tuning is \( O(NM) \) per iteration.

For NST+HT+FB, the update of \( \mu^k \) takes \( O(s^3 + MN) \). Without the knowledge of sparsity, the procedure takes \( O(k^3 + MN) \), where the sparsity \( k \) increases gradually. The sub-optimal feedbacks avoids calculating the matrix inversion, the computational complexity of updating \( \mu^k \) can reduce to \( O(s + MN) \). For AdptNST+HT+subOptFB, the update of \( \mu^k \) takes \( O(k + MN) \), where \( k \) is the sparsity at each iteration. For another state-of-the-art iterative thresholding algorithm called the hard thresholding pursuit algorithm (HTP) [24], the computational complexity of choosing the support is \( O(MN) \), while the update of \( x^k \) takes \( O(s^3 + sM) \). The computational complexity of updating \( x^k \) in the graded hard thresholding pursuit algorithm (GHTP) [25] is therefore \( O(k^3 + kM) \), where \( |T_k| = k \) at each iteration. As a result, AdptNST+HT+subOptFB is perhaps the most efficient one among afore-mentioned algorithms.

**IV. Numerical Experiments**

This section provides several experiments to evaluate the performances of NST+HT+subOptFB and
AdptNST+HT+subOptFB, including (1) simulations with the knowledge of sparsity level (2) their adaptive versions without the prior estimation of sparsity level. We focus on comparing the performance of NST+HT+subOptFB with two state-of-the-art iterative thresholding algorithms, i.e., HTP, NST+HT+FB, in terms of large scale problems. All experimental results are executed on a 3.50 GHZ Intel core CPU and 500GB memory.

Two metrics are considered to evaluate the recovery performance of respective algorithms. The first metric is the normalized mean squared errors (NMSE), which is calculated by averaging normalized squared errors ∥x− ̂x∥2/∥x∥2 over independent trials. ̂x denotes the estimation of the true signal x. The second metric gauge running times, which is the most important metric given the prevalence of large scale datasets. Considering the real case, we add small white Gaussian noise to the real data. The compared experiments with the prior estimation of sparsity value refer to HTP, NST+HT+FB, and NST+HT+subOptFB, while GHTP, AdptNST+HT+FB and AdptNST+HT+subOptFB are related to signals without the knowledge of sparsity value.

A. Signals with the knowledge of sparsity level

As a first experiment, we study how performance changes as a function of the measurements-to-active-coefficients ratio, s/M. In this experiment, N = 100000, M = 50000. The ratio of measurements-to-active-coefficients, s/M ranges from 0.225 to 0.425. Fig.1 (a) shows that all algorithms degrade with increasing s/M. There is no notable difference in NMSE among different algorithms as s/M increases. As indicated in Fig.I (b), NST+HT+subOptFB is computationally considerably more efficient compared to other methods.

We then study how performance changes as a function of the undersampling ratio, M/N. In Fig.2, we present the results in which the undersampling ratio, M/N, is varied from 0.35 to 0.8. Specially, N is fixed at 100000, while M is varied. The sparsity ratio of active-coefficients-measurements s/M is fixed at 0.3. Since the sparsity s increases with increasing M/N, there is no notable characters of NMSE with varying M/N. It is clear that all methods provide very good reconstructions with high reconstructed accuracy, ranged from 2.35 × 10−4 to 2.48 × 10−4. Referring to running times, the slope of the running time for NST+HT+subOptFB is much smaller than those of other methods. It is concluded from the figure that NST+HT+subOptFB is the most efficient algorithm, which is much faster without compromising the recovery accuracy.

As discussed throughout this paper, a key consideration of NST+HT+subOptFB is ensuring that it would be suitable for large scale problems. To demonstrate the case, we conduct an experiment by varying the signal scale N. M is scaled proportionally so that M/N = 0.5 and s/M is set to 0.3. Fig.3 (a) shows that HTP delivers better NMSE than other methods. As shown in Fig.3 (b), the computational costs of all methods increase as the dimension of the signals becomes larger. When N ≤ 100000, HTP and NST+HT+FB remain close to NST+HT+subOptFB. However, HTP and NST+HT+FB quickly depart from NST+HT+subOptFB when N > 100000.
It reflects the superiority of NST+HT+subOptFB in dealing with large scale problems.

In summary, we can conclude that HTP delivers good performance in NMSE, which is slightly better than ones of NST+HT+FB and NST+HT+subOptFB. NST+HT+subOptFB provides superior efficiency against other methods at the same level of recovery accuracy. As a result, NST+HT+subOptFB scales with increasing problem dimensions more favorably than HTP and NST+HT+FB. This is not surprising since NST+HT+subOptFB has perfect performance in computational complexity without the matrix inversion at each iteration.

B. Signals without the knowledge of sparsity level

All previous algorithms require the knowledge of sparsity level. It seems wishful in most applications. To make all algorithms more applicable, we compare their adaptive versions that the size of the index set increases with the iteration.

Similarly, we first test how performance changes as function of $s/M$. The signal dimension $N$ is set to 10000, $M/N = 0.5$ and $s/M$ varies from 0.225 to 0.425. Fig.4 plots the results. It can be seen that the performances of all algorithms degrade with increasing $s/M$. AdptNST+HT+FB provides very low reconstruction error. Compared with GHTP and AdptNST+HT+FB, AdptNST+HT+subOptFB is the most efficient algorithm, which is much faster without compromising the recovery accuracy.

We then investigate how the performances of different algorithms are affected by the undersampling ratio. For this purpose, the signal scale $N$ is set to 10000 and $s/M$ is fixed at 0.3. In conducting this test, one can observe that performances are strongly tied to the sparsity $s$. With fixing $s/M = 0.3$, the performances show no improvement with more measurements $M$ since the increase of the sparsity $s$.

As shown in Fig.5 (a), AdptNST+HT+subOptFB, although not as good AdptNST+HT+FB, still delivers acceptable performance which is better than GHTP. In addition, as indicated in Fig.5 (b), we can see the tremendous efficiency of AdptNST+HT+subOptFB. The efficiency is particularly evident as sampling rate increases. The execution-time of AdptNST+HT+subOptFB grows much slower than other algorithms as the sampling rate increases.

The comparisons of numerical results by varying signal scale are shown in Fig.6. While AdptNST+HT+FB provides very low reconstruction errors, its recovery speed is slower than other methods. When $N > 10000$, the running times of GHTP and AdptNST+HT+FB increase sharply, and the performance of AdptNST+HT+subOptFB shows a modest increase. It demonstrates again the great superiority of sub-optimal feedbacks in dealing with large scale problems.

Two observations can be made from the above experiments. First, in terms of NMSE, AdptNST+HT+FB performs well, while GHTP and AdptNST+HT+subOptFB are also at the same level. Second, AdptNST+HT+subOptFB is the most efficient algorithm, which is much faster without compromising the recovery accuracy. The low NMSE and the perfect computational efficiency in dealing with signals without the knowledge of sparsity level demonstrate the excellent superi-
Fig. 6. NMSE(a) The running time(b) versus the signal dimension $N$. Here the undersampling ratio $M/N = 0.5$ and the sparsity ratio $s/M = 0.3$. All algorithms recover the sparse signal without the prior sparsity value $s$.

V. CONCLUSION

Iterative algorithms based on thresholding, feedback and null space tuning is a powerful tool to reconstruct the sparse signal. In particular, suboptimal feedback accelerates the traditional thresholding methods by avoiding the matrix inversion. This paper considers the convergence guarantees of NST+HT+subOptFB and its variational version AdptNST+HT+subOptFB (without a prior estimation of the sparsity level). The convergence analysis completely confirms the convergence feature of suboptimal feedback. Experimental results demonstrate AdptNST+HT+subOptFB is exceedingly effective and fast for large scale problems.
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