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After the introduction of λ-symmetries by Muriel and Romero, several other types of so called “twisted symmetries” have been considered in the literature (their name refers to the fact they are defined through a deformation of the familiar prolongation operation); they are as useful as standard symmetries for what concerns symmetry reduction of ODEs or determination of special (invariant) solutions for PDEs and have thus attracted attention. The geometrical relation of twisted symmetries to standard ones has already been noted: for some type of twisted symmetries (in particular, λ and μ-symmetries), this amounts to a certain kind of gauge transformation.

In a previous review paper [23] we have surveyed the first part of the developments of this theory; in the present paper we review recent developments. In particular, we provide a unifying geometrical description of the different types of twisted symmetries; this is based on the classical Frobenius reduction applied to distribution generated by Lie-point (local) symmetries.
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Introduction

Symmetry analysis of differential equations is a classical topic at least since the times of Sophus Lie, who indeed created what is nowadays known as the theory of Lie groups as a tool to analyze differential equations. In particular, symmetry properties are used both to obtain (symmetry) reduction of ODEs and special (symmetric) solutions to PDEs. The general standard scheme of Lie group analysis of differential equations [1, 15, 32, 55, 56, 63] goes with considering the phase manifold $M = B \times U$, where $B$ is the manifold of independent variables $x^i$ and $U$ that of dependent variables $u^a$, and Lie-point transformations acting in this. Once we know how the $x$ and the $u$ are transformed, we also know how the derivatives (of the $u^a$ with respect to the $x^i$, of any order) are transformed, so that the transformation considered in $M$ is readily prolonged to a transformation in the Jet bundle $J^nM$ (see Section 1 below for detail). Having defined a transformation in the space of $x$, $u$, and derivatives of any order – in particular, up to the order of the differential equation or system under study – we can ascertain if the transformation leaves the equation invariant, in which case it qualifies as a symmetry of the latter, and can be used for symmetry reduction or for determining special invariant solutions. This scheme was generalized in several directions as for the kind of transformations to be considered in $M$ as a starting point for the whole procedure (e.g., Lie himself
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considered contact transformations, in which the change of $x$, $u$ depends on the first order derivatives as well; more generally one can consider generalized maps depending on derivatives of order $m$; but a firm point of the analysis is that once the map acting in $M$ is given, the action on derivatives follows from that on basic variables. It came thus as a surprise when, about ten years ago, Muriel and Romero [40, 41] came out with a different proposal: that is, consider standard Lie-point transformation in $M$, but deform the prolongation operation. The deformation they considered depends on a smooth function $\lambda : J^1M \to \mathbb{R}$, so that they christened these as $\lambda$-prolongations and, when the prolonged vector field in $J^nM$ leaves the equation invariant, $\lambda$-symmetries; standard ones are recovered for $\lambda = 0$, so that we have an extension of standard Lie-point symmetries. What was more relevant, they showed that such $\lambda$-symmetries were as useful as standard ones for the symmetry reduction of ODEs (and systems thereof). As $\lambda$-symmetries are more general than standard ones, this opens the way at the possibility of applying symmetry techniques – in particular, symmetry reduction, and maybe a full solution – to equations with a lack of standard symmetries. This was indeed the motivation behind the work of Muriel and Romero, and in their first works they were immediately able to obtain concrete results in this direction. The approach followed for the creation of $\lambda$-symmetry was inherently analytic; but the theory of symmetries of differential equations is deeply rooted in Geometry (of Jet bundles), and a geometric understanding was needed. A first step in this direction was obtained by Pucci and Saccomandi [60], who noted that $\lambda$-prolonged vector field have a peculiar characterization, being collinear to the standard prolongation of some (in general, different) vector field in $M$. This opened the way to a geometric understanding of the matter; it turns out that the ODEs case is a degenerate one in this respect, and hides several features, so that a full understanding is better reached in the more general case of PDEs. In this framework the smooth function $\lambda$ is replaced by a semi-basic one form $\mu = \Lambda_i dx^i$ in $J^1M$, the $\Lambda_i$ being smooth matrix functions (their dimension being the same as the dimension of $U$), and one speaks accordingly of $\mu$-prolongations and $\mu$-symmetries [16, 25]. The $\Lambda_i$ have to obey some compatibility condition (see Sect.1.5 below), but in the ODE case there is only one $\Lambda$, hence no compatibility. The special case of $\mu$-symmetries for ODEs has been studied in detail by Cicogna [10–12]; to emphasize its intermediate character one speaks of $\Lambda$-symmetries, and sometimes of $\rho$-symmetries when dealing with the class of $\Lambda$-symmetries which effectively leads to a reduction of ODEs (in this case the $\rho$ stands for “reducing”). The collective name for these deformed prolongations and symmetries is that of twisted prolongations and symmetries. These developments, and their geometrical aspects, were reviewed in detail in a previous work by the present author [23], describing the situation about five years ago and in particular the connection with gauge transformations. In the present paper, we want to review further and more recent progress. This focuses in particular on the possibility of considering deformed prolongations not of a single vector field but of a set (in involution) of vector fields, each of them entering in the prolongation of the others. This induces naturally to focus on the (Frobenius) distributions generated by the set of vector fields, and this shift of focus allows to finally reach a sound understanding of the geometrical aspects of twisted prolongations, explaining the reason for the appearance of gauge transformations.

Acknowledgements. I thank the referees for useful remarks and suggestions. My research is partially supported by MIUR-PRIN program under project 2010-JJ4KPA.
1. Background material

We start by recalling the usual symmetry reduction procedure (under standard symmetries) for ODEs or systems thereof; this will allow to fix notation and be useful for later reference. We refer to [55] or also e.g. [1, 15, 22, 32, 54, 56, 63] for details. On the other hand, we assume the reader is familiar with the basic notions in the theory of symmetry of differential equations (and its use for solving these); see e.g. again [1, 15, 32, 55, 56, 63].

1.1. General framework

We denote the system (which could reduce to a single equation) of ODEs under study as \( \Delta \), and assume for simplicity that it is in standard form, i.e. is solved w.r.t. higher order derivatives. We will write the independent variable as \( x \) and the dependent ones as \( u^a \) \((a = 1, \ldots, p)\); derivatives of these will be denoted as \( u^a_x, u^a_{xx}, \) and so on. We will also use the notation

\[
u^a_{(n)} := \frac{d^n u^a}{dx^n}.
\]

We thus have \( \Delta \) written in the form

\[
u^a_{(n)} = F^a(x, u, \ldots, u^{(n-1)}).
\]

The extended phase manifold will be \( M = B \times U \), where \( B = \mathbb{R} \) (with \( x \in B \)) and \( u = (u^1, \ldots, u^p) \) takes values in \( U \subseteq \mathbb{R}^p \). We consider Lie-point vector fields in \( M \); these are written in coordinates as

\[
X = \xi(x, u) \frac{\partial}{\partial x} + \phi^a(x, u) \frac{\partial}{\partial u^a} \equiv \xi \partial_x + \phi^a \partial_a.
\]

Here and in the following, we use the Einstein sum convention.

As well known, (1.1) identifies a submanifold \( S_\Delta \) in the \( n \)-th order Jet space over \( M \), \( S \subset J^{(n)}M \); this is called the solution manifold for \( \Delta \). It is also well known that \( \xi \) induces a vector field \( X^{(n)} \) in \( J^{(n)}M \) (this is also known as the prolongation of \( X \)); then \( X \) is a Lie-point symmetry of \( \Delta \) if and only if

\[
X^{(n)} : S_\Delta \rightarrow T S_\Delta.
\]

The same relation can be expressed algebraically, considering \( X \) and \( X^{(n)} \) as differential operators, as

\[
\left[ X^{(n)}(\Delta) \right]_{S_\Delta} = 0.
\]

It is convenient, for later reference, to recall how \( X^{(n)} \) is built from \( X \). With the notation already introduced, we write

\[
X^{(n)} = \xi \frac{\partial}{\partial x} + \psi^a_{(n)} \frac{\partial}{\partial u^a_{(n)}}
\];

then the prolongation formula is given in recursive terms as

\[
\psi^a_{(n+1)} = D_x(\psi^a_{(n)}) - u^a_{(n+1)} D_x \xi,
\]
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The section is naturally lifted (or prolonged) This is just a symmetry of \( \Delta \) maps solutions into (generally, different) solutions. (This can also be taken as the definition of symmetries.) We say that \( u = f(x) \) is an invariant solution (under \( X \)) to \( \Delta \) if it is a solution and \( X \) is a symmetry for the same system \( \Delta \) (see Proposition 5.5 in [55]).

Finally, we say that \( X \) is a strong symmetry for \( \Delta \) if \( X^{(n)}(\Delta) = 0 \); i.e., at difference with (1.3) and (1.4), we do not consider restriction to \( S_{\Delta} \).

Remark 1. It may be proved that if \( X \) is a (standard) Lie-point symmetry for \( \Delta \), then there is an equivalent equation \( \Delta \) which admits \( X \) as a strong symmetry [6]. Equivalence here is meant as admitting the same set of solutions; in other words, we have

\[ \Delta = e^\mathcal{F} \tilde{\Delta}, \]

with \( \mathcal{F} = \mathcal{F}(x; u, \ldots, u(n)) \). Such a \( \tilde{\Delta} \) is necessarily written in terms of the differential invariants for \( X \) [55], see below.\( \bigcirc \)

Let us now consider solutions to (a system of) differential equations; a function \( u = f(x), u : B \to U \), is identified with its graph, i.e., with a section \( \gamma_f \) of the bundle \( (M, \pi_0, B) \) with fiber \( \pi_0^{-1}(x) \simeq U \). This is just

\[ \gamma_f = \{(x, u) \in M : u = f(x)\}. \]

The section is naturally lifted (or prolonged) to a section \( \gamma_f^{(n)} \) of \( (J^{(n)}M, \pi_n, B) \), i.e. of \( J^{(n)}M \) seen as a bundle over \( B \); here \( \pi_n^{-1}(x) = (u, u(1), \ldots, u(n)) \).

The function \( u = f(x) \) is a solution to the equation \( \Delta \) of order \( n \) if and only if \( \gamma_f^{(n)} \subset S_{\Delta} \). Thus a symmetry of \( \Delta \) maps solutions into (generally, different) solutions. (This can also be taken as the definition of symmetries.)

We say that \( u = f(x) \) is an invariant solution (under \( X \)) to \( \Delta \) if it is a solution and \( X : \gamma_f \to T\gamma_f \). This condition is completely equivalent to requiring that \( X^{(n)} : \gamma_f^{(n)} \to T\gamma_f^{(n)} \) [1, 15, 32, 55, 56, 63].

---

\*Note that while \( X \) is a generalized vector field on \( M \), its prolongation \( X_v^{(n)} \), when restricted to \( S_{\Delta} \), is a vector field on \( S_{\Delta} \subset J^{(n)}M \).
Similarly, if we consider a Lie algebra $\mathcal{G}$ of vector fields in $M$, we say that $u = f(x)$ is a $\mathcal{G}$-invariant solution to $\Delta$ if it is a solution and $X : \gamma_f \to T\gamma_f$ for all $X \in \mathcal{G}$.

**Remark 2.** We stress that when requiring e.g. $X : \gamma_f \to T\gamma_f$, we are considering $\gamma_f$ as a subset of $M$; if we consider $\gamma_f$ as a point in the space $\Sigma(M, \pi_0, B)$ of smooth sections of $(M, \pi_0, B)$, and denote by $\Phi_X$ the flow induced by $X$ in this space, we would rephrase this requirement as $\Phi_X : \gamma_f \to \gamma_f$.

### 1.2. Symmetry reduction of ODEs

Let us now recall the standard symmetry reduction procedure for ODEs; this is based on adapted coordinates. For the sake of simplicity, we will first discuss the case where $\Delta$ is a single ODE of order $n$, $U \simeq \mathbb{R}$ and $M \simeq \mathbb{R}^2$. We assume that $X$ is a Lie-point symmetry for $\Delta$, thus

$$\left[X^{(n)}(\Delta)\right]_{S\Delta} = 0 . \quad (1.9)$$

Now the key idea is to pass to new coordinates $(y, v)$ in $M$ (where $y$ should be thought as the independent variable) such that in the new coordinates $X$ is written as

$$X = \frac{\partial}{\partial v} . \quad (1.10)$$

(Alternatively, it may suffice to get coordinates such that $X = \psi(y, v)(\partial/\partial v)$, with $\psi$ nonzero; this requires a more detailed discussion.)

The point is that as symmetry is a tangency condition, see (1.3), and such a condition is independent of the coordinate description, we are guaranteed that expressing $\Delta$ in the new coordinates we still have (1.3); to stress we are expressing $\Delta$ in the new coordinates$^b$, we will also write it as $\hat{\Delta}$.

On the other hand, (1.10) immediately entails that

$$X^{(n)} = \frac{\partial}{\partial v} = X ; \quad (1.11)$$

thus $\hat{\Delta}$ admits $X$ as a symmetry if and only if it can be written with no explicit dependence on $v$. In other words, the (new) coordinate expression of our equation will be

$$\frac{\partial^n v}{\partial y^n} = G(y; v(1), \ldots, v(n-1)) \quad (1.12)$$

with $G$ actually independent of $v$,

$$\frac{\partial G}{\partial v} = 0 .$$

We can thus rewrite $\hat{\Delta}$ as

$$\frac{\partial^n v}{\partial y^n} = G(y; v(1), \ldots, v(n-1)) . \quad (1.13)$$

It suffices to pass to the new variable

$$w := v(1) = (\partial v/\partial y) \quad (1.14)$$

$^b$We trust there is no possible confusion between the equation as a geometrical object (a submanifold in Jet space) and its coordinate expression.
to get an equation of order \((n - 1)\), i.e. to rewrite \(\hat{\Delta}\) as
\[
\frac{\partial^{n-1} w}{\partial y^{n-1}} = G(y; w, w(1), \ldots, w(n-2)) .
\] (1.15)

Note that if we have a solution to (1.15), this provides solutions to the original equation \(\Delta\): in fact, (1.14) yields \(v\) just by a quadrature (which introduces an integration constant), and this gives a solution to \(\hat{\Delta}\). Then we just have to invert the change of variables \((x, u) \rightarrow (y, v)\) to get a solution to \(\Delta\).

In the case of a system, a Lie-point symmetry allows in this way to reduce by one the order of one of the equations. In the case where we have several Lie-point symmetries with a favorable Lie-algebraic structure (e.g. they should form a solvable algebra) we can correspondingly reduce several equations in the system, or reduce the order of a single equation by several degrees. We refer to [1, 15, 32, 55, 56, 63] for further detail.

**Remark 3.** Note that the reduction approach can be improved by considering so called solvable structures; the reader is referred to [2, 3, 30, 62] for detail on these (see also [8, 9, 39] for recent results bearing connection to our topic).

### 1.3. Differential invariants and IBDP

The discussion of the previous subsection is not entirely satisfactory, in that it is based on coordinate representations. In order to make it coordinate-free, we should remark that a differential equation admitting a given vector field \(X\) as a Lie-point symmetry should be written in terms of the differential invariants for \(X\), possibly plus a nowhere vanishing non-invariant term (see subsection 1.2, in particular Remark 1, above).

Thus – up to the nowhere vanishing and thus irrelevant (in the search for solutions) term, which we can write as \(e^\varphi\) – the equation \(\Delta\) is written as
\[
\Delta = \Phi[\eta, \zeta(1), \ldots, \zeta(n)] ,
\]
where \(\zeta(k) : J^{(k)} \rightarrow \mathbb{R}\) are the differential invariants of order \(k\), and \(\eta : M \rightarrow \mathbb{R}\) invariants of order zero (geometrical invariants).

It is essential to note that once we have differential invariants of order one, those of higher order can be obtained simply by derivation. In fact, we have the so called “invariant by differentiation property” (IBDP); this is well known and we give it without proof (for a proof see e.g. [55]; see also our proof of Lemma 5 below).

**Lemma 1 (IBDP).** Let \(\eta\) be a geometrical invariant for \(X\), and \(\zeta(k)\) a differential invariant of order \(k\) for \(X\). Then
\[
\zeta(k+1) := \frac{D_x \zeta(k)}{D_x \eta}
\] (1.16)
is a differential invariant of order \(k + 1\) for \(X\).

The relevance of IBDP for twisted symmetries was recognized since the beginning; e.g. Muriel and Romero emphasized it for \(\lambda\)-symmetries in [42].
1.4. Multiple symmetries

We have so far considered a single vector field; we could of course have several Lie-point symmetries $X_i$, and in view of (1.3) it is clear that the prolonged vector fields $X_i^{(n)} = Y_i$ will form a Lie algebra. That is, if $\mathcal{Y}_\Delta$ is the set of vector fields in $J^nM$ which satisfy (1.3), then $Y_i \in \mathcal{Y}_\Delta$, $Y_j \in \mathcal{Y}_\Delta$ implies that $[Y_i, Y_j] \in \mathcal{Y}_\Delta$ as well.

The possibility of using, at least in principles, all the symmetry vector fields to obtain a reduc- tion of the $\Delta$ under study, and actually the very possibility of speaking of a symmetry algebra for $\Delta$, rely upon the following well known fact (this is Theorem 2.39 in [55]; see the proof in there):

Lemma 2. Let $X_i$ be Lie-point vector fields on $M$, and $X_i^{(n)}$ their prolongation on $J^nM$. The prolongation of a commutator is the commutator of the prolongations, so the $X_i^{(n)}$ satisfy the same Lie-algebraic relations as the $X_i$:

$$[X_i^{(n)}, X_j^{(n)}] = ([X_i, X_j])^{(n)}.$$  

1.5. Invariant solutions for PDEs

The situation is quite different when we analyze PDEs. Albeit the results mentioned above do hold also in this case, they are of no great use since the dimension of Jet spaces $J^nM$ grows combinatorially with $n$. Thus the IBDP only provides a subset of the needed differential invariants to obtain a reduction. On the other hand, symmetry analysis allows to obtain a reduced equation which describes the symmetry-invariant solutions.

Discussing symmetries for PDEs requires to change slightly our notation, renouncing to the simplifications made possible by dealing only with the ODE case.

We now have $B \subseteq \mathbb{R}^q$ as the space for independent variables $x^i$ ($i = 1, \ldots, q$); we will now write a generic vector field in $M$ as

$$X = \xi^i(x, u) \frac{\partial}{\partial x^i} + \phi^a(x, u) \frac{\partial}{\partial u^a} = \xi^i \partial_i + \phi^a \partial_a. \quad (1.17)$$

The partial derivatives of the $u^a$ will be denoted as $u^a_J$, with $J = (j_1, \ldots, j_q)$ a multi-index of order $|J| = j_1 + \ldots + j_q$; here

$$u^a_J := \frac{\partial^{(J)} u^a}{\partial (x^1)^{j_1} \cdots \partial (x^q)^{j_q}}.$$  

We also write

$$u^a_{J,i} := \frac{\partial u^a_J}{\partial x^i} = \partial_i u^a_J.$$  

For several independent variables we have correspondingly several total differential operators

$$D_i = \frac{\partial}{\partial x^i} + u^a_{J,i} \frac{\partial}{\partial u^a_J} = \partial_i + u^a_{J,i} \partial_a.$$  

In practice, this will depend on the Lie algebraic structure of the symmetry algebra.
Note that here and in the following we use the lazy notation
\[ \partial_a := \frac{\partial}{\partial u_a} \, . \]

The prolonged vector field \( X^{(n)} \) will then be written as
\[ X^{(n)} = \xi^i \partial_i + \psi^a \partial_a^J \, , \]
where \( \psi_0^a = \psi^a \) and the other coefficients are given by the standard prolongation formula; with our notation this is
\[ \psi^a_{J,i} = D_i \psi^a_J - u^a_{J,k} D_k \xi^k \, . \]

**Remark 4.** Note that the prolongation of a vector field \( X \) of the general form (1.17) and of its evolutionary representative \( X_v = Q^a \partial_a \), where now \( Q^a = \varphi^a - u^a_i \xi^i \), are related through
\[ X_v^{(n)} = X^{(n)} - \xi^k \partial_k - u^a_{J,k} \xi^k \partial_a^J \, . \]

Given an algebra \( \mathcal{G} \) of Lie-point vector fields on \( M \), \( \mathcal{G} \)-invariant solutions for \( \Delta \) are solutions which are invariant under all of \( \mathcal{G} \). Thus one can determine them through a symmetry reduction, which is not acting on the equation, but only on the space of solutions with the desired symmetry properties. In practice, one pass to a system of partially adapted coordinates (some of them being invariant under \( \mathcal{G} \), and residual ones), and look for solutions which are expressed uniquely in terms of the invariant ones.

This can be done by complementing the system \( \Delta \) with a system \( \Delta_{\mathcal{G}} \) expressing the invariance condition; for an algebra with generators
\[ X_\alpha = \xi^i_\alpha \partial_i + \varphi^a_\alpha \partial_a \quad (\alpha = 1, \ldots, r) \, , \]
this is written as
\[ \varphi^a - \xi^i \frac{\partial u^a}{\partial x^i} = 0 \, . \]

**Remark 5.** It should be noted that, albeit in general one looks for \( \mathcal{G} \)-invariant solutions with \( \mathcal{G} \) a symmetry (sub)algebra for \( \Delta \), there may exist solutions which are invariant under more general vector fields (a trivial example is often provided by the null solution); in this case one speaks of “conditional symmetries” [35] (see [14] for a generalization) or of “weak symmetries” [21, 59]; the notion of “side conditions” [57, 58] (see also [19, 20]) is also used in this context.

### 2. Twisted symmetries

Twisted symmetries were first introduced by Muriel and Romero in 2001 [40] in the form of \( \lambda \)-symmetries for scalar ODEs and soon extended to a more general setting [41–43]; see also [44–47, 50, 52] for further developments; for a comprehensive review up to 2009 see [23].

Twisted symmetries are standard Lie-point vector fields in \( M \) which are prolonged to vector fields in \( J^{(n)} M \) through a modified (“twisted”) prolongation operation, usually based on a auxiliary
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object: a function $\lambda$ for $\lambda$-symmetries, a one-form $\mu$ for $\mu$-symmetries, a matrix $\Lambda$ or $\sigma$ for $\Lambda$- or $\sigma$-symmetries. In this way we get a twisted prolongation $X^{(n)}_\theta = Y$; we say that $X$ is a twisted symmetry for a (partial or ordinary) differential equation $\Delta$ if this twisted prolongation satisfies the analogue of (1.3), i.e. if

$$Y : S_\Delta \to T S_\Delta.$$  \hspace{1cm} (2.1)

Obviously this geometrical condition is also written in algebraic terms as

$$[Y(\Delta)]_{S_\Delta} = 0.$$  \hspace{1cm} (2.2)

We will divide twisted prolongations, and hence twisted symmetries, in two classes:

(A) Those for which there is a modified prolongation operation for the single vector field; we call these “simple twisted symmetries”.

(B) Those for which we consider several vector fields (generating an involution system) at once, and the modified prolongation operation acts on each vector field depending also on other vector fields; we call these “collective twisted symmetries”.

Obviously one could consider the first class as a special case of the second one; however we feel that it is convenient to treat them separately. This is for several reasons: first of all because this in this way our discussion will be more clear; and then also to follow the historical development and to the benefit of the reader who is interested only in “classical” twisted symmetries (those of the first type). Moreover, as some geometrical understanding of type (A) is provided in the literature, in terms of gauge theories, it is appropriate to devote a special discussion of how this fits into the framework we are proposing here. We will discuss the gauge properties of different types of twisted symmetries, and later on how these are natural in view of the picture which emerges from our discussion.

3. Simple twisted symmetries

3.1. Simple twisted symmetries: $\lambda$-symmetries

The prototype of simple twisted symmetries is given by the $\lambda$-symmetries introduced by Muriel and Romero [40–46]; these were then generalized to $\mu$-symmetries [16, 25] (which deal also with PDEs) and to $\Lambda$- and $\rho$-symmetries [10, 11].

In $\lambda$-symmetries, the prolongation operation is modified via an auxiliary smooth real function $\lambda : J^{(1)}M \to \mathbb{R}$; then (1.5) is replaced by

$$\psi^a_{(k+1)} = (D_x + \lambda)\psi^a_{(k)} - u^a_{(k+1)}(D_x + \lambda)\xi.$$  \hspace{1cm} (3.1)

We say then that

$$Y = X^{(n)}_\lambda = \xi \frac{\partial}{\partial x} + \psi^a_k \frac{\partial}{\partial u^a_k}$$

is the $\lambda$-prolongation of $X$.

If the equation $\Delta$ is invariant under the $\lambda$-prolongation of $X$, i.e. if

$$Y : S_\Delta \to T S_\Delta,$$

we say that $\Delta$ admits $X$ as a $\lambda$-symmetry.
Remark 6. Note that here not only the modification of the prolongation acts autonomously on each vector field, but actually each component (in the sense of the vector structure in $U$ and on the associate “derivative” spaces $U(k) \subset J^{(n)}M$ for $k \leq n$) is transformed autonomously. It is also quite clear from (3.1) that we can interpret this as the replacement of the standard total derivative $D_x$ with a sort of “total covariant derivative”

$$\nabla_x := D_x + \lambda; \quad (3.2)$$

adopting this point of view, $\lambda$ is associated to a connection in a real line bundle over $B$, and this acts on all line bundles associated to different components of $u^i$ (a more precise geometrical discussion will be provided below).

Remark 7. It is also natural, in view of (3.1), to consider the case where we do not have identical connections on these different line bundles: this corresponds to considering different functions $\lambda_a$ for different components $\psi^a$. In other words we could have (with no sum on $a$)

$$\psi^a_{(k+1)} = (D_x + \lambda_a)\psi^a_{(k)} - u^a_{(k+1)}(D_x + \lambda_a)\xi. \quad (3.3)$$

This was considered in [43], and is also a special case of Cicogna’s $\Lambda$-symmetries [10–12], see Sect.3.2.

If we compare $\lambda$-prolongations and symmetries with standard prolongations and symmetries with our mind turned towards symmetry reduction of ODEs, even of a single one, a striking difference is immediately apparent: while for standard prolongations the vector field $X = (\partial / \partial u)$ has a trivial prolongation, i.e. $X^{(n)} = X$ – see the discussion in section 1.2 – now the same vector field has in general a nontrivial prolongation, due to the function $\lambda$. This means in particular that if we pass to symmetry-adapted coordinates, so that $X$ has the above form, having an equation $\Delta$ which admits $X$ as a $\lambda$-symmetry (with a nontrivial $\lambda$) does not entail that $\Delta$ is independent of $u$. It is thus evident that our discussion of section 1.2, based on coordinates, does not (at least directly) apply to symmetry reduction under $\lambda$-symmetries.\(^e\)

On the other hand, it turns out that $\lambda$-prolongations possess the IBDP [42]; this shows that symmetry reduction is actually possible under $\lambda$-prolonged vector fields. As this is at the basis of the application of $\Lambda$-symmetries, we will state this as a Lemma. This result is well known and, as for Lemma 1 above, we will not provide a proof (see e.g. the original proof by Muriel and Romero [42] or the discussion in [23]; see also our proof of Lemma 5 below).

Lemma 3. The IBDP holds for $\lambda$-prolonged vector fields.

The discussion in [42] provides a direct proof of the IBDP, based on analytical computations. It is also possible to proceed in a different way. In fact, it turns out that $\lambda$-prolonged vector fields are locally equivalent to ordinarily prolonged ones via a gauge transformation, and one can infer the IBDP for the $\lambda$-prolonged field from the fact it holds for the equivalent ordinarily-prolonged one. We will now discuss this point of view, starting with a discussion of the gauge equivalence [16, 25] (see also [24] for detail).

\(^e\)Actually, there seem to be no apriori reason for a symmetry reduction under $\lambda$-symmetries to be possible. That this is the case, and actually that a kind of symmetry reduction is possible considering deformed prolongation operations, was first proved by analytical computation by Muriel and Romero.
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We stress beforehand that the gauge equivalence is in general only local (and not global); thus twisted symmetries are in fact more general than standard ones, even considering gauge equivalence classes.

Moreover, this local gauge equivalence is in general realized through non-local functions, i.e. functions expressed as integrals of standard smooth functions. See in this respect the discussion in Remark 10 below.

**Lemma 4.** Let us consider the Lie-point vector fields $X$ and $\tilde{X}$ on $M$, with $X$ as in (1.2) and $\tilde{X} = \beta X$, with $\beta : M \to \mathbb{R}$ a nowhere zero smooth ($C^\infty$) function on $M$. Then

$$\beta \left( X^{(n)}_\lambda \right) = \tilde{X}^{(n)},$$

with $\lambda = (D_x \beta) \beta^{-1}$.

**Proof.** Our assumption means that $\tilde{X} = \tilde{\xi} \partial_x + \tilde{\phi}^a \partial_a$, $\tilde{\xi} = \beta \xi$, $\tilde{\phi}^a = \beta \phi^a$.

Let us now consider the first prolongations of these; for $\tilde{X}^{(1)}$ we have, according to the standard prolongation formula,

$$\tilde{\psi}^a = D_x \tilde{\phi}^a - u^a_i D_x \tilde{\xi} = D_x (\beta \phi^a) - u^a_i D_x (\beta \xi)$$

$$= \beta \left( D_x \phi^a - u^a_i D_x \xi \right) + (D_x \beta) \left( \phi^a - u^a_i \xi \right)$$

$$= \beta \left( \psi^a + (D_x \beta) \left( \phi^a - u^a_i \xi \right) \right).$$

It is easy to check that this holds for prolongations in $J^{(n)}M$, for whatever $n$. In fact, suppose it holds for $k$; then proceeding exactly as above we have

$$\tilde{\psi}^a_{(k+1)} = D_x \tilde{\psi}^a_{(k)} - u^a_i (D_x \tilde{\psi}^a_{(k)}) = D_x (\beta \psi_{(k)}) - u^a_i D_x (\beta \xi)$$

$$= \beta \left( \psi^a_{(k)} + (D_x \beta) \left( \psi^a_{(k)} - u^a_i \xi \right) \right).$$

As we have just checked the required property holds for $k = 0$, the proof is completed by recursion up to any desired degree. △

**Remark 8.** We have thus seen that the multiplication by $\beta$ connects $X$ and $\tilde{X}$ at the level of vector fields in $M$, while at the level of vector fields in $J^{(n)}M$ it connects the $\lambda$-prolongation of $X$ (with $\lambda = (D_x \beta) \beta^{-1}$) and the standard prolongation of $\tilde{X}$. As by assumption $\beta \neq 0$ in all points of $M$, the vector fields $X$ and $\tilde{X}$ are collinear, and we have seen that the $\lambda$-prolongation of a vector field $X$ is collinear (through a factor $\beta$) to the standard prolongation of a collinear (through the same factor

---

$^1$As these integrals appear as arguments of an exponential function, and to avoid confusion with locality in the sense just mentioned above, we will often speak of “exponential type” functions or “exponential vector fields”; this follows the notation suggested by Muriel and Romero [40, 45], who in turn refer to Olver [55] for the original definition.
We can summarize these relations in the form of a commutative diagram:

\[
\begin{array}{c}
X \xrightarrow{\beta} \tilde{X} \\
\downarrow_{\lambda - \text{prol}} \quad \downarrow_{\text{prol}} \\
X^{(n)} \xrightarrow{\beta} \tilde{X}^{(n)}
\end{array}
\] (3.4)

The functions \( \lambda \) and \( \beta \) are related by

\[
\lambda = (D_x \beta) \beta^{-1} = D_x (\log \beta) ;
\] (3.5)

we can also write

\[
\beta = \exp \left[ \int \lambda \, dx \right] .
\] (3.6)

Note also that as \( \beta : M \rightarrow \mathbb{R} \), it results \( \lambda : J^1M \rightarrow \mathbb{R} \); the \( C^\infty \) smoothness of \( \beta \) entails \( C^\infty \) smoothness of \( \lambda \).

Remark 9. The effect of multiplication of a \( \lambda \)-prolonged vector field \( X \) by a smooth function \( f \) has been considered in [40]; in particular, Lemma 5.1 in there shows that in this way one can obtain a new \( \lambda \)-prolonged vector field with a new function \( \tilde{\lambda} = \lambda - [X(f)/f] \); choosing \( X(f)/f = \lambda \) one obtains \( \tilde{\lambda} = 0 \).

Remark 10. The functions \( \lambda(x,u,u_x) \) and \( \beta(x,u) \) are related through (3.5). If \( \beta \) is given, this straightforwardly defines \( \lambda \). On the other hand, if \( \lambda \) is given and we want to determine \( \beta \), the solution is given by (3.6), but here it is in general impossible to write \( \beta \) as a local function, and it can only be expressed as an integral; we also say that it is a non-local function (note no confusion should be made with locality in the sense of the domain of definition of a function). If \( X = \xi \partial_x + \phi^a \partial_a \), we will get

\[
\tilde{X} = e^{\int \lambda \, dx} [\xi \partial_x + \phi^a \partial_a] ,
\]

i.e. an “exponential vector field” in the sense of Olver [55], see also [27, 40, 45].

3.2. Simple twisted symmetries: \( \mu \)-symmetries

A substantial generalization of \( \lambda \)-symmetries concerns the possibility of defining twisted prolongation operators also for PDEs\(^{\text{b}}\); discussing this frame requires to use the general notation (see subsection 1.5).

\(^{\text{a}}\)Note also that the primitive of a function \( \lambda \), hence \( \beta \), is not uniquely defined; however adding a constant term to \( \beta \) would give a global gauge transformation, not relevant here.

\(^{\text{b}}\)The name “twisted” gets its justification in this framework, as we will see in a moment.
Now the role of the function $\lambda$ is taken by a semibasic one-form $\mu \in \Lambda^1(J^1M)$, which we write as

$$\mu = \Lambda_i \, dx^i; \quad (3.7)$$

the $\Lambda_i$ are matrix functions, $\Lambda : J^1M \to \text{Mat}(\mathbb{R}, q)$. The form $\mu$ should be such that $d\mu$ belongs to the Cartan ideal $\mathcal{C}$\cite{26, 61, 64} generated by the contact forms in $J^nM$, i.e.

$$d\mu \in \mathcal{C}. \quad (3.8)$$

This amounts to the requirement that $\mu$ should satisfy the horizontal Maurer-Cartan equation

$$D\mu + \frac{1}{2} [\mu, \mu] = 0. \quad (3.9)$$

If seen in terms of the matrices $\Lambda_i$, this is the compatibility condition (here the commutator is the standard commutator between matrices)

$$D_i \Lambda_j - D_j \Lambda_i + [\Lambda_i, \Lambda_j] = 0. \quad (3.10)$$

We note that defining the “total covariant derivatives”

$$\nabla_i := D_i + \Lambda_i, \quad (3.11)$$

the previous formulas can be rewritten as the zero-curvature condition

$$[\nabla_i, \nabla_j] = 0. \quad (3.12)$$

The condition (3.9) – or equivalently (3.10), or (3.12) – guarantee that $\mu$ is horizontally closed\footnote{The appearance of total (hence horizontal) derivatives is related to taking into account the contact structure in $J^nM$; see [16, 25] for details.}:

$$D\mu := (D_i \Lambda_j) \, dx^i \wedge dx^j = 0. \quad (3.13)$$

This in turn is nothing else than a restatement of (3.8).

We now define recursively the $\mu$-prolongation of the vector field (1.17) as

$$Y = X_{\mu}^{(n)} = \xi^i \frac{\partial}{\partial x^i} + \psi_{(j)}^a \frac{\partial}{\partial u_{(j)}^a} = \xi^i \partial_i + \psi_{(j)}^a \partial_a^j, \quad (3.14)$$

with $\psi_{(0)}^a = \phi^a$ and

$$\psi_{(j,i)}^a = (\delta^a_b \partial_i + (\Lambda_i)^a_b) \phi^b - u_{j,k}^a (\delta^k_d \partial_i + (\Lambda_i)^d_k) \xi^k. \quad (3.15)$$

**Remark 11.** It should be noted that $\mu$-symmetries apply both for (systems of) ODEs and (systems of) PDEs; in the first case we actually have a single matrix $\Lambda$ (and no compatibility condition, so that this is in several sense a degenerate case), and one also uses the name of $\Lambda$-symmetries\cite{10, 11}. These will be specially relevant in the following, considering reduction of systems of ODEs.

We will start by discussing the IBDP for $\mu$-symmetries. Here it happens that the IBDP does in general *not* hold for $\mu$-prolonged vector fields. If the matrices $\Lambda_i$ are multiples of the identity, then
the IBDP property holds; the proof of this fact reduces to a variant of the proofs of Lemma 1 and Lemma 3.

**Lemma 5.** Let \( \mu = \Lambda_i dx^i \), the matrices \( \Lambda_i \) being multiple of the identity,

\[
(\Lambda_i)_b^a = \lambda_i \delta_b^a,
\]

(3.16)

with \( \lambda_i : J^1M \rightarrow \mathbb{R} \) scalar \( C^\infty \) functions. The IBDP holds for such \( \mu \)-prolonged vector fields.

**Proof.** We will proceed as in the standard proof of Lemma 1 (see \([55]\)); we will however use the more general notation (so to include also the case of PDEs – albeit, as mentioned above, the IBDP property is not so useful in this context). We thus have

\[
D_i = \partial_i + u^a_{(j,k)} \partial_a^j \Rightarrow Y = \xi^i \partial_i + \psi^a_{(j)} \partial_a^j;
\]

it follows that

\[
[Y, D_i] = \left[ \psi^a_{(j)} - (D_i \psi^a_{(j)}) \right] \partial_a^j - (D_i \xi^k) \partial_k.
\]

If \( Y \) is a \( \mu \)-prolongation, it follows from (3.15) that (adding and subtracting a factor proportional to \( \xi^k \partial_k \) through a function \( \rho_i \)) this reads

\[
[Y, D_i] = \left[ (\Lambda_i)_{b}^{a} \left( \psi^a_{j} - u^a_{(j,k)} \xi^k \right) \right] \partial_a^j - (D_i \xi^k) \partial_k
\]

\[
= \left[ (\Lambda_i)_{b}^{a} \left( \psi^a_{j} - u^a_{(j,k)} \xi^k \right) \right] \partial_a^j - (D_i \xi^k) \partial_k
\]

\[
= \left[ (\Lambda_i)_{b}^{a} \left( \psi^a_{j} - u^a_{(j,k)} \xi^k \right) \right] \partial_a^j - (D_i \xi^k) \partial_k
\]

\[
= \rho_i \xi^k \partial_k + (\Lambda_i)_{b}^{a} \psi^a_{j} \partial_a^j - \xi^k \left[ \rho_i \partial_k + (\Lambda_i)_{b}^{a} u^a_{(j,k)} \partial_a^j \right] - (D_i \xi^k) \partial_k;
\]

note that here the functions \( \rho_i \) are arbitrary ones. If in addition the matrices \( \Lambda_i \) are multiples of the identity, see (3.16), this reads

\[
[Y, D_i] = \left[ \rho_i \xi^k \partial_k + \lambda_i \psi^a_{j} \partial_a^j \right] - \xi^k \left[ \rho_i \partial_k + \lambda_i u^a_{(j,k)} \partial_a^j \right] - (D_i \xi^k) \partial_k.
\]

Finally, we make use of our freedom in choosing the functions \( \rho_i \) to set \( \rho_i = \lambda_i \), and obtain

\[
[Y, D_i] = \lambda_i \left[ \xi^k \partial_k + \psi^a_{j} \partial_a^j \right] - \lambda_i \xi^k \left[ \partial_k + u^a_{(j,k)} \partial_a^j \right] - (D_i \xi^k) \partial_k
\]

\[
= \lambda_i Y - [\lambda_i \xi^k + (D_i \xi^k)] \partial_k.
\]

(3.17)

Now let us consider the IBDP; we want to prove that if \( \eta \) and \( \zeta_{(m)} \) are differential invariants for \( Y \), so is \( \zeta_{(m+1)} := (D_i \zeta_{(m)})/(D_i \eta) \), for any \( i = 1, \ldots, p \). We do of course have

\[
Y \left[ \frac{D_i \zeta_{(m)}}{D_i \eta} \right] = \frac{Y(D_i \zeta_{(m)}) \cdot (D_i \eta) - (D_i \zeta_{(m)}) \cdot Y(D_i \eta)}{(D_i \eta)^2},
\]

so that we have to prove that

\[
Y(D_i \zeta_{(m)}) \cdot (D_i \eta) = (D_i \zeta_{(m)}) \cdot Y(D_i \eta).
\]

This can be rewritten as

\[
[Y, D_i](\zeta_{(m)}) \cdot (D_i \eta) + D_i[Y(\zeta_{(m)})] = (D_i \zeta_{(m)}) \cdot [Y, D_i](\eta) + D_i[Y(\eta)];
\]
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since by assumption $Y(\zeta_{(m)}) = 0 = \mathcal{Y}(\eta)$, this reduces in turn to

$$[Y, D_i](\zeta_{(m)}) \cdot (D_i \eta) = (D_i \zeta_{(m)}) \cdot [Y, D_i](\eta) .$$

We can now make use of (3.17), and rewrite this as

$$\lambda_i Y(\zeta_{(m)}) \cdot (D_i \eta) - (\lambda_i \xi^k + D_i \xi^k) D_k(\zeta_{(m)}) \cdot (D_i \eta) = \lambda_i (D_i \zeta_{(m)}) \cdot Y(\eta) - D_i(\zeta_{(m)}) \cdot (\lambda_i \xi^k + D_i \xi^k)(D_i \eta) ;$$

recalling again $Y(\zeta_{(m)}) = 0 = \mathcal{Y}(\eta)$, we are reduced to the identity

$$(\lambda_i \xi^k + D_i \xi^k) \cdot D_k(\zeta_{(m)}) \cdot (D_i \eta) = D_i(\zeta_{(m)}) \cdot (\lambda_i \xi^k + D_i \xi^k) \cdot (D_i \eta) .$$

This is trivially true, and the proof is completed. △

**Remark 12.** This proof also provides a proof of Lemma 1 and Lemma 3; in fact Lemma 1 is obtained setting all the $\lambda_i$ (i.e. the $\lambda_i$) to zero, and Lemma 3 restricting to the one-dimensional case.

**Remark 13.** The $\mu$-prolonged vector fields with $\mu$ as in (3.16) are also called $\Lambda$-prolonged (to emphasize the similarity with standard $\lambda$-prolongations). Note that, as immediately apparent from the proof (and as can be checked by simple examples) the IBDP does not hold for general $\mu$-prolonged vector fields, i.e. when (3.16) is not satisfied.

Note also that the proof of IBDP for $\Lambda$-prolongations seems to appear in the literature only by considering the evolutionary representative of the vector field $X$ and its $\mu$-prolonged corresponding vector field; in this respect, see also Sect.3.3 below.

It turns out that $\mu$-prolonged evolutionary vector fields are locally equivalent to ordinarily-prolonged ones via a gauge transformation (and one can infer the IBDP for the $\Lambda$-prolonged field from the fact it holds for the equivalent ordinarily-prolonged one). We will now discuss this point of view, starting with a discussion of the gauge equivalence (see also [16, 24] for detail); we stress this only emphasizes the similarity with standard

**Lemma 6.** Let us consider the evolutionary vector fields $X$ and $\tilde{X}$ on $M$, with

$$X = Q^a \partial_a , \quad \tilde{X} = (A_a^b Q^b) \partial_a ,$$

with $A: M \to \mathfrak{Mat}(\mathbb{R}, q)$ a nowhere zero smooth ($C^\infty$) matrix function on $M$. Then

$$A (X_\mu^{(n)}) = \tilde{X}^{(n)} ,$$

with $\mu = (DA)A^{-1}$.

**Proof.** First of all we note that (3.18) should be meant as a shorthand notation for

$$X^{(n)}_\mu = Q^j_a \partial_a^j , \quad \tilde{X}^{(n)} = \tilde{Q}^j_a \partial_a^j$$

with $Q$ and $\tilde{Q}$ related through

$$A_a^b Q^a_j = \tilde{Q}^j_a ;$$

and of course $Q^a_j$ obeying the $\mu$-prolongation formula and $\tilde{Q}^j_a$ the standard one, so that

$$Q^a_j = D_j Q^a_j + (\Lambda_a)_b^j Q^b_j , \quad \tilde{Q}^j_a = D_j \tilde{Q}^j_a .$$
Let us write, for all $J$,
\[ Q^q_J = A^a_b P^b_J, \]
with $A$ a $C^\infty$ and nowhere singular matrix function on $M$. Then the $\mu$-prolongation formula requires
\[ Q^q_J = D_i(Q^q_J) + (\Lambda_i)_b^a A^b_c P^c_J = D_i(A^a_b P^b_J) + A^a_b D_i(P^b_J) + (\Lambda_i)_b^a P^b_J. \]
On the other hand, we know that
\[ Q^q_J, i = D_i(Q^q_J) = D_i(A^a_b P^b_J) + (\Lambda_i)_b^a A^b_c P^c_J; \]
comparing these two formulas, we get
\[ P^a_J, i = D_i P^a_J + [A^{-1} D_i(A)]^a_b P^b_J + (A^{-1} \Lambda_i A)_b^a P^b_J. \]
We conclude that the $P^a_J$ satisfy the standard prolongation formula provided $A$ satisfies
\[ (A^{-1} (DA) + A^{-1} \Lambda_i A = 0; \]
equivalently, provided
\[ (DA) A^{-1} = \Lambda_i. \]
As $DA = (DA) dx^i$, the proof is completed. \( \triangle \)

**Remark 14.** We have thus seen that the action of $A$ connects $X$ and $\tilde{X}$ at the level of (evolutionary) vector fields in $M$, while at the level of vector fields in $J^{(n)} M$ it connects the $\mu$-prolongation of $X$ (with $\mu = (DA) A^{-1}$) and the standard prolongation of $\tilde{X}$. We can summarize these relations in the form of a commutative diagram:

\[ \begin{array}{ccc}
X & \xrightarrow{A} & \tilde{X} \\
\mu-\text{prol} & & \text{prol} \\
X^{(n)}_\lambda & \xrightarrow{A} & \tilde{X}^{(n)}_0
\end{array} \]

The matrices $\Lambda_i$ defining $\mu$ and $A$ are related by
\[ \Lambda_i = (DA) A^{-1} = D_i(\log A); \]
we can also write
\[ A = \exp \left[ \int \Lambda_i dx^i \right]. \]
Note also that $\Lambda_i : J^1 M \to \text{Mat}(\mathbb{R}, q)$; the $C^\infty$ smoothness of $A$ entails $C^\infty$ smoothness of the $\Lambda_i$. \( \circ \)

**Remark 15.** In the case $\Lambda_i = \lambda_i I$, the equivalence is through a simple rescaling of the vector fields. \( \circ \)

**Remark 16.** The discussion of Remark 10 also applies here. That is, the relation between $A$ and the $\Lambda_i$ is described by (3.20), but this can be read in two ways: if $A$ is given, we immediately obtain the $\Lambda_i$; on the other hand, if the $\Lambda_i$ are assigned and we look for the corresponding $A$, we obtain (3.21),
but it is in general impossible to express $A$ as a local function, and we are again led to consider exponential type vector fields [40, 45, 55].

When we look for invariant solutions to PDEs, we focus on the invariant sections of $(J^n M, \pi_n, B)$. It happens that the invariant sets for the standard prolongation of a vector field and for its $\mu$-prolongation do coincide. In fact, we have more precisely the following results.

**Lemma 7.** Let $X$ be an evolutionary vector field of the form $X = Q^a \partial_a$. Denote by $X^{(n)}_{\mu}$ its standard prolongation with $\mu = \Lambda_i dx^i$, and by $X^{(n)}_{0}$ its ordinary prolongation; write

$$X^{(n)}_{\mu} = \Psi^a_{J} \partial_a^J; \quad X^{(n)} = \Phi^a_{J} \partial_a^J.$$

Then the coefficients $\Psi^a_{J}$ (obeying the $\mu$-prolongation formula) and $\Phi^a_{J}$ (obeying the standard prolongation formula) are related by

$$\Psi^a_{J} = \Phi^a_{J} + F^a_{J};$$

the difference term satisfies $F^a_{0} = 0$ and obeys the recursion relation

$$F^a_{J,i} = [\delta^a_b D_i + (\Lambda_i)_{b}^a] F^b_{J} + (\Lambda_i)_{b}^a (D_J Q^b).$$

**Proof.** This is Theorem 6 of [25]; see there for the detailed proof (which amounts to a rather involved explicit computation).

**Remark 17.** The $X$-invariant sections $\gamma$ of $(M, \pi_0, B)$ are characterized by the vanishing of $Q$ on them (or more precisely on their first prolongation $\gamma^{(1)}$). It follows from Lemma 7 that on the subset of sections with $Q = 0$ we have $F^a_{J} = 0$ at all orders (recall $F^a_{0} = 0$). Thus we conclude that standard and $\mu$-prolongations of evolutionary vector fields do coincide on the set of invariant sections, hence on invariant functions.

**Remark 18.** As recalled in Remark 5 above, a particularly effective generalization of the standard symmetry approach to determining invariant solutions to PDEs is to consider “weak” or “conditional” symmetries [21, 35, 57–59]. The idea is to look for transformations which are not proper symmetries of the PDEs under study (thus do not in general map solutions into solutions) but such that the PDEs admit solutions which are invariant under these transformations. One could wonder if an extension of this concept to the realm of twisted symmetries – i.e. considering weak or conditional twisted symmetries – is possible and effective. The previous Lemma and Remark show that this is possible but not effective, in that on the set of invariant sections we would reduce to consider standard prolongations and hence standard weak or conditional symmetries. The situation is different when considering so called “partial symmetries”: these are transformations which map a subset of solution into other solutions of the same subset, and in the non trivial case the solutions will be mapped into different solutions. In this case the extension of the approach to twisted symmetries can give nontrivial results, as discussed in [20].

**Remark 19.** Here we are not discussing the relation of $\mu$-prolongations and symmetries with $\mu$-related deformed exterior and Lie derivatives; this point of view was advocated by Morando [37].
3.3. \(\mu\)-symmetries without evolutionary representatives

We have obtained our result about gauge equivalence of \(\mu\)-prolonged vector fields with standardly prolonged ones at the price of dealing exclusively with vertical vector fields; if the vector fields we wish to consider are not vertical, we can always resort to their evolutionary representative in order to be within this framework. It should be noted, however, that when \(X = Q^a \partial_a\) is the evolutionary representative of a vector field \(X_0\) with a horizontal component, say \(X_0 = \xi^i \partial_i + \varphi^a \partial_a\) (we will assume at least one of the \(\xi^i\) is not identically zero), we are not at all guaranteed that the vertical vector field \(\tilde{X}\) whose standard prolongation is gauge-equivalent to \(Y = X^{(n)}\) is the evolutionary representative of some Lie-point vector field \(\tilde{X}_0\) in \(M\). This point is usually overlooked in the literature about \(\mu\)-prolongations and \(\mu\)-symmetries, and we want to discuss it in some detail (it will suffice to consider first prolongations, i.e. \(n = 1\)).

For \(X_0\) as above, we will have \(Q^a = \varphi^a - u^a_i \xi^i\); thus
\[
Y = Q^a \partial_a + [(D_i Q^a) + (\Lambda_i)^b Q^b] \partial_i^a .
\]
We will look for \(\tilde{X}_0\) in the form
\[
\tilde{X}_0 = \eta^i \partial_i + \vartheta^a \partial_a ;
\]
its evolutionary representative is
\[
\tilde{X} = P^a \partial_a = (\vartheta^a - u^a_j \eta^j) \partial_a .
\]
The standard prolongation of this is
\[
Z = P^a \partial_a + (D_i P^a) \partial_i^a = (\vartheta^a - u^a_j \eta^j) + [(D_i \vartheta^a) - u^a_j \eta^j - u^a_j (D_i \eta^j)] \partial_i^a .
\]
We note that dependence on \(u^a_i\) is explicit in both \(P^a\) and \(Q^a\), as \(\xi^i, \eta^i, \varphi^a, \vartheta^a\) only depend on \(x\) and \(u\); thus requiring that \(\tilde{X}\) be the gauge transform via a map \(A\) of \(X\), i.e. that \(Q^a = A^a_b P^b\) amounts to the requirements
\[
\varphi^a = A^a_b \vartheta^b , \quad \tag{3.23}
\]
\[
u^a_i \xi^i = A^a_b u^b_i \eta^i . \quad \tag{3.24}
\]
Note that we should also require the same holds for \(Y\) and \(Z\); this would fix the relation between \(A\) and the \(\Lambda_i\) as discussed above. We will thus suppose \(A\) is known.

Now, it is clear that if we know \(A\) then (3.23) immediately provides
\[
\vartheta^a = (A^{-1})^a_b \varphi^b . \quad \tag{3.25}
\]
On the other hand, (3.24) does not provide \(\eta^i\) with equal ease. First of all, we note that albeit we have sums on the indices \(i\) (in the right hand side) and \(j\) (in the left hand side), these indices are not acted upon by the map \(A\), so that the equality must hold for any index, and we can write
\[
u^a_i \xi^i = \sum_b A^a_b u^b_i \eta^i
\]
with no sum on \(i\). This is a system of equations (indexed by \(a\)), which should hold for any value of the \(u^a_i\); thus (unless the \(\xi^i\) are all zero) it may be satisfied only if \(A\) is diagonal. But if \(A\) is
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diagonal, then \( \Lambda_i = (D_i A) A^{-1} \) is also diagonal. We conclude that a necessary condition for \( \tilde{X} \) to be the evolutionary representative of a vector field \( \tilde{X}_0 \) is that the \( \Lambda_i \) (and \( A \)) are diagonal.

If this is the case, say with \( A = \text{diag}(\alpha_1, \ldots, \alpha_p) \), then (3.24) splits into \( p \) scalar equations (for \( b = 1, \ldots, p \)),
\[
\xi^i_b = \alpha_b \eta^i_b ;
\]
it suffices to recall we have assumed \( A \) is invertible, and hence all the \( \alpha_k \) are nonzero, to conclude that in this case
\[
\eta^i = (\alpha_b)^{-1} \xi^i_b .
\] (3.26)

Note that unless \( \alpha_1 = \ldots = \alpha_p \), the equations for different \( b \) would give different determinations of the \( \eta^i \); thus \( \eta^i \) (and hence the vector field \( \tilde{X}_0 \)) can be determined only for \( A \) a multiple of the identity, \( A = \lambda I \).

Our discussion can also be conducted in a slightly different way (reaching of course the same conclusions). That is, in order to reconstruct the original Lie-point vector field \( X \) from its evolutionary representative \( X_v \) it suffices, in view of the explicit expression for \( Q^a = \varphi^a - u^a_0 \xi^i \) and of the fact \( \varphi \) and \( \xi \) do not depend on \( u \) derivatives, to write (no sum on \( a \))
\[
\xi^i = - \frac{\partial Q^a}{\partial u^i_a} ; \quad \varphi^a = Q^a + u^a_i \frac{\partial Q^a}{\partial u^i_a} .
\] (3.27)

Note that we do not sum on \( a \) in the formula for \( \xi^i \); we have instead that the result is the same for any \( a \).

When considering \( \tilde{X} = P^a \partial_a \) with \( P = A^{-1} Q \), as seen above, if we want to write \( P \) as \( P^a = \vartheta^a - u^a_i \eta^i \) we run in troubles in the determination of \( \eta^i \). In fact, we immediately have
\[
P^a = (A^{-1})^a_b \varphi^b - [(A^{-1})^a_b u^b_i] \xi^i .
\]

According to the prescription (3.27), we immediately obtain
\[
\vartheta^a = (A^{-1})^a_b \varphi^b ,
\]
as it should be. But for what concerns \( \eta \), the same (3.27) would provide (again, no sum on \( a \))
\[
\eta^i = \frac{\partial P^a}{\partial u^i_a} = (A^{-1})_a^i \xi^i .
\]

This would provide different results for different choices of \( a \); unless of course all the diagonal element of \( A^{-1} \) are the same.

Summarizing, if we have vector fields with horizontal components, then the diagram (3.19) applies to the evolutionary representative, and \( \tilde{X} \) will in general be a generalized vector field which is not the evolutionary representative of a Lie-point vector field \( \tilde{X}_0 \) in \( M \); and this unless \( A \) is diagonal (which in turn requires the \( \Lambda_i \) are all diagonal). In this case, \( \tilde{X}_0 \) is identified by (3.22) with (3.25) and (3.26).
4. Collective and combined twisted symmetries

4.1. Collective twisted symmetries: $\sigma$-symmetries

So far we have considered vector fields with modified prolongation rule, but each vector field was however prolonged independently. It is possible to consider a different modification of the prolongation operation, which makes sense on sets of vector fields; these must be in involution (in Frobenius sense).

It should be noted that so far these have been studied (and shown to be useful) only in the context of ODEs; we will thus restrict to this setting, i.e. have only one independent variable, denoted with $x$.

We will thus consider a set of vector fields $X_\alpha$ ($\alpha = 1, \ldots, r$) on $M$, written in coordinates as

$$X_\alpha = \xi_\alpha \frac{\partial}{\partial x} + \varphi_\alpha^a \frac{\partial}{\partial u^a}; \quad (4.1)$$

and satisfying the involution relations

$$[X_\alpha, X_\beta] = f^\gamma_{\alpha\beta} X_\gamma, \quad (4.2)$$

where the $f^\gamma_{\alpha\beta} : M \to \mathbb{R}$ are smooth functions. Thus we deal with a Lie module of vector fields in $M$.

We will write the $\sigma$-prolongations of these -- to be characterized by the following formula (4.4) -- as

$$Y_\alpha = \xi_\alpha \frac{\partial}{\partial x} + \psi_\alpha^a \frac{\partial}{\partial u^a}; \quad (4.3)$$

note that the index $k$ refers to the order of derivations.

Here $\psi_{\alpha,0}^a = \varphi_\alpha^a$, and the $\psi_{\alpha,(k)}^a$ satisfy the $\sigma$-prolongation formula

$$\psi_{\alpha,(k+1)}^a = \left( D_x \psi_{\alpha,(k)}^a - u_{(k+1)}^a D_x \xi_\alpha \right) + \sigma_\alpha^\beta \left( \psi_{\beta,(k)}^a - u_{(k+1)}^a \xi_\beta \right); \quad (4.4)$$

here the $\sigma_{\alpha}^\beta$ are smooth real functions on $J^1M$.

We stress that while $\mu$-prolongations were mixing different components of the same vector field, the $\sigma$-prolongations mix the same component (vector index $a$) of different vector fields. In particular, this implies that $\sigma$-prolongations make sense for sets (actually, as noted above, Lie modules) of vector fields.$^1$

**Lemma 8.** The $\sigma$-prolonged vector fields satisfy

$$[Y_\alpha, D_x] = \sigma_\alpha^\beta Y_\beta - \left( D_x \xi_\alpha + \sigma_\alpha^\beta \xi_\beta \right) D_x. \quad (4.5)$$

Conversely, if the vector fields $Y_\alpha$ satisfy (4.5), they are $\sigma$-prolonged.

---

$^1$In the case of a trivial module, generated by a single vector field, we are reduced to $\lambda$-prolongations.
Simple and collective twisted symmetries

Proof. This follows by a simple computation, making use of (4.4). In fact, with the notation introduced earlier on, we have

\[ [Y_\alpha, D_x] = \left( \psi^\alpha_{\alpha,(k+1)} - D_x \psi^\alpha_{\alpha,(k)} \right) \partial^k_a - (D_x \xi_\alpha) \partial_a \]

\[ = \left( -u^\alpha_{(k+1)} (D_x \xi_\alpha) + \sigma_\alpha^\beta (\psi^\alpha_{\beta,(k)} - u^\alpha_{(k+1)}) \right) \partial^k_a - (D_x \xi_\alpha) \partial_a \]

\[ = -(D_x \xi_\alpha) D_x + \sigma_\alpha^\beta (Y_\beta - \xi_\beta \partial_a) - \sigma_\alpha^\beta \xi_\beta (D_x - \partial_a) \]

\[ = -(D_x \xi_\alpha) D_x + \sigma_\alpha^\beta \xi_\beta . \]

The converse statement follows performing the computation in reverse order. \( \triangle \)

Remark 20. It should be stressed that for a generic choice of \( \sigma_\alpha^\beta \), the \( \sigma \)-prolonged vector fields \( Y_\alpha \) would not satisfy the same involution relations as the \( X_\alpha \). It can be shown (see Theorem 2 in [17]; the proof is based on a relatively long computation) that this is the case if and only if \( \sigma \) satisfies

\[ \left( Y_\alpha (\sigma_\beta^\gamma - Y_\beta (\sigma_\alpha^\gamma)) + (D_x f^\gamma_{\alpha\beta}) + \sigma_\alpha^\eta f^\gamma_{\eta\beta} - \sigma_\beta^\eta f^\gamma_{\eta\alpha} - f^\eta_{\alpha\beta} \sigma_\eta^\gamma \right) \phi^\alpha_{\gamma} = 0 ; \]  \( (4.6) \)

a sufficient (but not necessary) for this to hold is to have

\[ \left( Y_\alpha (\sigma_\beta^\gamma - Y_\beta (\sigma_\alpha^\gamma)) + (D_x f^\gamma_{\alpha\beta}) + \sigma_\alpha^\eta f^\gamma_{\eta\beta} - \sigma_\beta^\eta f^\gamma_{\eta\alpha} - f^\eta_{\alpha\beta} \sigma_\eta^\gamma \right) = 0 . \]  \( (4.7) \)

In the case the \( X_\alpha \) commute, so that \( f^\gamma_{\alpha\beta} = 0 \), this further reduces to

\[ Y_\alpha (\sigma_\beta^\gamma - Y_\beta (\sigma_\alpha^\gamma)) = 0 . \]  \( (4.8) \)

Note also that \( \sigma \)-prolongation can be defined irrespective of the involution properties of the \( Y_\alpha \); however, reduction via \( \sigma \)-symmetries (see below) requires that the \( Y_\alpha \) are an involution system\(^k\), and this is not guaranteed \textit{a priori}, unless the above conditions are satisfied. \( \triangle \)

A set \( \{X_\alpha, \alpha = 1, \ldots, r\} \) of vector fields in involution will be said to be a \( \sigma \)-symmetry module (or algebra if the \( f^\gamma_{\alpha\beta} \) are constant) of the system \( \Delta \) if their \( \sigma \)-prolongations \( Y_\alpha \) satisfy

\[ Y_\alpha : S_\Delta \rightarrow T S_\Delta . \]  \( (4.9) \)

As we have seen above, the possibility of using symmetries for reduction of ODEs is ultimately based on the IBDP; the same will hold true (as discussed below) for \( \sigma \)-symmetries, so that we need to ascertain if \( \sigma \)-prolonged (sets of) vector fields enjoy the IBDP. This is actually the case.

**Lemma 9.** A set \( \{Y_1, \ldots, Y_r\} \) of \( \sigma \)-prolonged vector fields in involution enjoy the IBDP property. That is, if \( \eta \) and \( \xi_{(k)} \) are independent common differential invariants for the \( Y_\alpha \), so is

\[ \xi_{(k+1)} := \frac{D_x \xi_{(k)}}{D_x \eta} . \]

\(^k\)Not necessarily with the same involution properties; in particular, we could add new vector fields in \( J^\ast M \) to close the system under commutation and obtain an involution system.
Remark 21. Note that if \( \eta \) and \( \zeta^k \) are common (scalar) differential invariants for the \( Y_\alpha \), so that \( Y_\alpha \eta = 0 = Y_\alpha (\zeta^k) \), and of (4.5). In fact, we have

\[
\Theta = \frac{Y_\alpha (D_x \zeta^k) \cdot (D_x \eta) - (D_x \zeta^k) \cdot [Y_\alpha (D_x \eta)]}{(D_x \eta)^2} := \frac{\Theta}{(D_x \eta)^2};
\]

so we just have to show that \( \Theta = 0 \).

This follows by a straightforward computation (going along the lines of the one met in the proofs of Lemma 1, Lemma 3 and Lemma 5), in which we make use of the assumption that \( \eta \) and \( \zeta^k \) are common invariants. By assumption, the distribution generated by \( Y_\alpha \) has dimension \( r \), and of (4.5). In fact, we have

\[
\begin{align*}
\Theta &= [Y_\alpha (D_x \zeta^k) \cdot (D_x \eta) - (D_x \zeta^k) \cdot [Y_\alpha (D_x \eta)]] \\
&= (D_x Y_\alpha (\zeta^k)) + [Y_\alpha, D_x] (\zeta^k) \cdot (D_x \eta) - (D_x \zeta^k) \cdot (D_x Y_\alpha (\eta)) - [Y_\alpha, D_x] (\eta) \\
&= ((Y_\alpha, D_x) (\zeta^k)) \cdot (D_x \eta) - (D_x \zeta^k) \cdot (Y_\alpha, D_x) (\eta) \\
&= -(D_x \zeta_0 + \sigma^\beta \xi^\beta) \cdot (D_x \zeta^k) \cdot (D_x \eta) + (D_x \zeta^k) \cdot (D_x \zeta_0 + \sigma^\beta \xi^\beta) \cdot (D_x \eta) \\
&= 0.
\end{align*}
\]

This concludes the proof. \( \triangle \)

The fact that differential invariants can be generated by means of differentiation allows to implement the same reduction strategy as for standard (or, for that matter, \( \lambda \)) symmetries. That is, we pass to symmetry-adapted variables, in which the vector fields have a trivial expression, and the differential equations system is simply independent of the new dependent variables. More precisely, in the simplest setting we have the following

**Lemma 10.** Let \( \mathcal{X} = \{X_1, \ldots, X_r\} \) be a system (of rank \( r \)) of vector fields in involution on \( M = \mathbb{R} \times \mathbb{R}^p \); let \( \mathcal{Y} = \{Y_1, \ldots, Y_r\} \) be their \( \sigma \)-prolongation on \( J^r M \), still in involution and of rank \( r \); and let the system \( \Delta \) of \( p \) ordinary differential equations of order \( n > 1 \) admit \( \mathcal{X} \) as a \( \sigma \)-symmetry set. Assume moreover \( r = p \). Then \( \Delta \) can be reduced to a system of \( p \) differential equations of order \( n - 1 \).

**Proof.** The \( \mathcal{X} \) span a distribution of rank \( r = p \) in \( M \), which is of dimension \( p + 1 \); hence they admit one common invariant. By assumption, the distribution generated by \( \mathcal{Y} \) has also dimension \( r = p \); thus at each order \( k = 1, \ldots, n \) there exist exactly \( p \) independent differential invariants of order \( k \).

We pass to symmetry adapted coordinates \((y; w^1, \ldots, w^p)\) such that \( X_\alpha (y) = 0 \) for all \( \alpha = 1, \ldots, r \). Thus the geometrical invariant is simply \( \eta (y, w) = y \). Call \( \zeta^a (y, w; w_{(1)}) \) (here \( a = 1, \ldots, p \)) the common differential invariants of order one, i.e. the functions \( \zeta^a : J^1 M \to \mathbb{R} \) satisfying \( Y_\alpha (\zeta^a) = 0 \) for all \( \alpha \) and \( a \).
Simple and collective twisted symmetries

Thanks to Lemma 9, the common differential invariants of order \( k + 1 \) are obtained as

\[
\zeta^a_{(k)} := D^k_x \zeta^a.
\]

With a new change of dependent variables, we choose these as

\[
z^a = \zeta^a(y; w, w_1(1)).
\]

The system of differential equations will be written in these new variables as

\[
F^a(y; z, \ldots, z_{(n-1)}) = 0;
\]

this realizes the reduction to a system of equations of order \( n - 1 \).

\[\triangle\]

Remark 22. A similar result holds for \( r < p \) (and also for equations not all of the same order); in this case, only \( r \) of the \( p \) differential equations are reduced to a lower order; see Theorem 4 in [17].

\[\circ\]

Remark 23. We also mention that the case of dynamical systems, i.e. systems of first order (autonomous) ODEs presents some special difficulties as far as \( \sigma \)-symmetries as concerned; these are due to the fact such a simple framework does actually introduce several degeneracies with respect to the general discussion. For a discussion of \( \sigma \)-symmetries (and their application) in the context of dynamical systems, see [18].

\[\circ\]

Remark 24. It should be stressed that, at difference with the standard symmetry case, obtaining solutions to the original equations from solutions to the reduced one (the so called reconstruction problem) is not trivial in this case.

In fact, we do not only have to invert the change of coordinates \((x, u) \rightarrow (y, w)\), but also have to solve the equation

\[
z^a(y) = \zeta^a[y; w(y), w_1(1)(y)],
\]

which now has to be considered as a system of \( r \) first order differential equations for \( w^a(y) \).

In other words, while for standard symmetries the reconstruction problem reduces to quadratures, in the present case one is faced with an auxiliary system of (in general, nonlinear and non autonomous) differential equations. Needless to say, there is no guarantee we will be able to solve this system.

\[\circ\]

In the case of \( \lambda \)-symmetries, we have seen that there is a simple geometric relation between \( \lambda \)-prolonged and standardly prolonged vector fields, see Lemma 6. The same holds here, but as in this case \( \sigma \)-prolongations acts on sets of vector fields, the comparison should be made between \( \sigma \) and standard prolongations of sets of vector fields.

Lemma 11. Let \( \mathcal{X} = \{X_1, \ldots, X_r\} \) be a set of vector fields on \( M \); and let the vector fields \( \mathcal{Y} = \{Y_1, \ldots, Y_r\} \) on \( J^pM \) be their \( \sigma \)-prolongation. Consider also the set \( \mathcal{W} = \{W_1, \ldots, W_r\} \) of vector fields on \( M \) given by \( W_a = A^\beta_a X_\beta \), with \( A \) a nowhere singular matrix function on \( M \); and let the vector fields \( \mathcal{Z} = \{Z_1, \ldots, Z_r\} \) on \( J^pM \) be their standard prolongation. Then, provided \( A \) and \( \sigma \) are related by

\[
A^{-1} D_x A = \sigma,
\]

we also have \( Z_a = A^\beta_a Y_\beta \).
Proof. It will suffice to consider first prolongations. In coordinates and with the usual shorthand notation,

\[ X_\alpha = \xi_\alpha \partial_x + \varphi^a_\alpha \partial_a, \]
\[ Y_\alpha = X_\alpha + \left( (D_x \varphi^a_\beta - u^a_\alpha D_x \xi_\beta) + \sigma^\beta_\alpha (\varphi^a_\beta - u^a_\alpha \xi_\beta) \right) \partial^1_a; \]
\[ W_\alpha = \chi_\alpha \partial_x + \eta^a_\alpha \partial_a, \]
\[ Z_\alpha = W_\alpha + (D_x \eta^a_\alpha - u^a_\alpha D_x \chi_\beta) \partial^1_a. \]

If now we require \( W = AX \), i.e.

\[ \chi_\alpha = A^\beta_\alpha \xi_\beta; \quad \eta^a_\alpha = A^\beta_\alpha \varphi^a_\beta, \]

we immediately get

\[ D_x \chi_\alpha = (D_x A^\beta_\alpha) \xi_\beta + A^\beta_\alpha (D_x \xi_\beta), \]
\[ D_x \eta^a_\alpha = (D_x A^\beta_\alpha) \varphi^a_\beta + A^\beta_\alpha (D_x \varphi^a_\beta). \]

Inserting these in the expression for \( Z \), we get

\[ Z = A^\beta_\alpha \left[ \xi_\beta \partial_x + \varphi^a_\beta \partial_a + \left( (D_x \varphi^a_\beta - u^a_\alpha D_x \xi_\beta) + (A^1 D_x A)_{\alpha}^\beta (\varphi^a_\beta - u^a_\alpha \xi_\beta) \right) \partial^1_a \right] \]
\[ = A^\beta_\alpha Y_\beta + \left[ (D_x A)_{\alpha}^\beta - (A \sigma)_{\alpha}^\beta \right] (\varphi^a_\beta - u^a_\alpha \xi_\beta) \partial^1_a. \]

Thus, provided \( A \) and \( \sigma \) satisfy \( D_x A = A \sigma \), and hence (recalling \( A \) is nowhere singular) satisfy (4.10), we have that \( W = AX \) leads to \( Y = AZ \). \( \triangle \)

Corollary. With the setting and notation of Lemma 11, denote by \( \mathcal{D} \) the distribution generated by \( \mathcal{Y} \), and denote by \( \hat{\mathcal{D}} \) the distribution generated by \( \mathcal{Z} \). Then the distributions \( \hat{\mathcal{D}} \) and \( \mathcal{D} \) coincide.

Proof. This follows immediately from Lemma 11. \( \triangle \)

Remark 25. The relations between the vector fields \( X_i \) and \( W_i \), and their (respectively, \( \sigma \) and standard) prolongations, as given by Lemma 11, can be summarized in the form of a commutative diagram:

\[ \{X_i\} \xrightarrow{A} \{W_i\} \]
\[ \xrightarrow{\sigma-prol} \]
\[ \{Y_i\} \xrightarrow{prod} \{Z_i\} \]

The relation between \( A \) and \( \sigma \) is given by (4.10). \( \circ \)

Remark 26. Lemma 11 stipulates that the relation between \( A \) and \( \sigma \) is given by (4.10); we note that if we look at this as an equation for \( A \) with a given \( \sigma \), the solution is in general not unique (an explicit example is provided in [17]). Moreover – as in Remarks 10 and 16 – unless \( \sigma = D_x S \) for some local matrix function \( S \) defined on \( M \), \( A \) can and will be a nonlocal function,

\[ A = \exp \left[ \int \sigma \, dx \right]. \]

Finally, we note that the sets \( \{Y_i\} \) and \( \{Z_i\} \) considered in Lemma 11 will in general have different involution properties. \( \circ \)
4.2. Combining simple and collective twisted symmetries: \(\chi\)-symmetries

We have seen that \(\mu\)-prolongations (and hence symmetries) are associated to matrices \(\Lambda_i\) – or to a single matrix \(\Lambda\) when we consider ODEs – acting on the vector indices \((a, b, ...\) of the coefficients of each vector field; on the other hand, \(\sigma\)-prolongations (and hence symmetries) are associated to a matrix \(\sigma\) acting on the Lie module indices \((\alpha, \beta, ...\) denoting the different vector fields.

It has to be expected that the two different “twisting” of the prolongation operation can be combined with no problem, as they act on different structures. This is indeed the case, and the “combined” twisted prolongation operation (and hence symmetries) has been denoted as \(\chi\)-prolongation [17]. Note that \(\sigma\)-prolongations are (so far) only defined in the framework of a single independent variable, i.e. ODEs; hence the same applies for \(\chi\)-prolongations.

In order to discuss such combined twisted prolongations, we will slightly change our notation; moreover, we will limit to discuss vertical vector fields.

We will thus consider a set of vector fields \(W_\alpha\) on \(M\), written as

\[
W_\alpha = \psi^a_\alpha \partial_a ;
\]

their standard prolongations will be denoted as \(Z_\alpha\) and will be written as

\[
Z_\alpha = \psi^a_{\alpha,(k)} \partial^k_a ,
\]

with \(\psi^a_{\alpha,(0)} = \varphi^a_\alpha\) and the \(\psi^a_{\alpha,(k)}\) obeying the standard prolongation formula (1.5).

We will then consider another set of vector fields \(\hat{X}_\alpha\) on \(M\), written as

\[
\hat{X}_\alpha = \hat{\psi}^a_\alpha \partial_a ;
\]

their \(\mu\)-prolongations will be denoted as \(\hat{Y}_\alpha\) and will be written as

\[
\hat{Y}_\alpha = \hat{\psi}^a_{\alpha,(k)} \partial^k_a ,
\]

with \(\hat{\psi}^a_{\alpha,(0)} = \hat{\varphi}^a_\alpha\) and the \(\hat{\psi}^a_{\alpha,(k)}\) obeying the \(\mu\)-prolongation formula (3.15) (with a single independent variable, and hence a single \(\Lambda\)).

Finally we also consider a third set of vector fields \(\tilde{X}_\alpha\) on \(M\), written as

\[
\tilde{X}_\alpha = \tilde{\psi}^a_\alpha \partial_a ;
\]

their \(\sigma\)-prolongations will be denoted as \(\tilde{Y}_\alpha\) and will be written as

\[
\tilde{Y}_\alpha = \tilde{\psi}^a_{\alpha,(k)} \partial^k_a ,
\]

with \(\tilde{\psi}^a_{\alpha,(0)} = \tilde{\varphi}^a_\alpha\) and the \(\tilde{\psi}^a_{\alpha,(k)}\) obeying the \(\sigma\)-prolongation formula (4.4).

---

\(^1\)These can be thought as the evolutionary representative of general vector fields, see above; hence the coefficients \(\varphi\), \(\hat{\varphi}\), \(\tilde{\varphi}\) are not only functions of the \(x\) and \(u\) but could depend – linearly – on the \(\xi^a_i\) as well.
The three sets are related by
\[ \hat{X}_\alpha = AW_\alpha ; \quad \tilde{X}_\alpha = B_\beta W_\beta . \]  
(4.11)

These should be meant as
\[ \hat{\phi}_a^\alpha = A_{(\alpha} \phi_{a \beta)} , \quad \tilde{\phi}_a^\alpha = B_\beta \phi_{(\alpha}^\beta . \]  
(4.12)

The relations between these different sets of vector fields – which were discussed in Sections 3.2 and 4.1 – are then summarized in the following diagram
\[
\begin{array}{c}
\{\hat{X}_\alpha\} \xleftarrow{A} \{W_\alpha\} \xrightarrow{B} \{\tilde{X}_\alpha\} \\
\mu\text{-prol} \quad \text{prol} \quad \sigma\text{-prol} \\
\{\tilde{Y}_\alpha\} \xleftarrow{A} \{Z_\alpha\} \xrightarrow{B} \{\hat{Y}_\alpha\}
\end{array}
\]  
(4.13)

The invertible matrices \(A\) and \(B\) are related to the matrices \(\sigma\) and \(\Lambda\) (the latter identifying \(\mu\) via \(\mu = \Lambda dx\)) by
\[
\Lambda = A \left( D_x A^{-1} \right) = - \left( D_x A \right) A^{-1} , \]  
(4.14)
\[
\sigma = B \left( D_x B^{-1} \right) = - \left( D_x B \right) B^{-1} . \]  
(4.15)

The usual remarks about solution of these equations for given \(\sigma\) and \(\Lambda\), and the locality of the matrix functions \(A\) and \(B\) thus determined, would apply; see Remarks 10, 16 and 26.

We can now apply the \(B\) map on the set of the \(\hat{X}_\alpha\), or the \(A\) map on the set of the \(\tilde{X}_\alpha\), and obtain a new set of vector fields
\[ P_\alpha = A \hat{X}_\alpha = B_\beta \hat{X}_\beta . \]  
(4.16)

Note that the \(P_\alpha\) will be written in coordinates as
\[ P_\alpha = \Phi_{(\alpha}^a \partial_a = A_{(\alpha}^b B_\beta^\alpha \phi_{(\alpha}^b \partial_a . \]  
(4.17)

It is obvious that the order in which the \(A\) and \(B\) maps are applied is inessential, as they act on different sets of indices.

We can now apply the same \(A\) and \(B\) on the (respectively, \(\mu\) and \(\sigma\)) prolongations of the \(\hat{X}_\alpha\) and \(\tilde{X}_\alpha\), obtaining new vector fields
\[ Q_\alpha = A \tilde{Y}_\alpha = B_\beta \tilde{Y}_\beta \]  
(4.18)
in \(J^n M\); these are written in coordinates as
\[ Q_\alpha = \Psi^{(\alpha} \partial_{(\alpha}^k = A_{(\alpha}^b B_\beta^\alpha \psi_{\beta,(\alpha}^b \partial_a^k , \]  
(4.19)

where of course \(\Psi^{(\alpha} = \Phi_{(\alpha}^a . \)

We will say that the \(\{Q_\alpha\}\) are the \(\chi\)-prolongations of the \(P_\alpha\). In order to keep track of the different components of this combined prolongation, we will also write \(\chi = (\mu, \sigma)\). Note that \(\chi\)-prolongations (just like \(\sigma\)-prolongations) are defined on sets of vector fields, not on single ones.

We can characterize \(\chi\)-prolongations in terms of the recursion relations satisfied by the coefficients \(\Psi^{(\alpha} = \Phi_{(\alpha}^a\) appearing in (4.19). These recursion relations are easily computed in terms of those for the \(\psi_{\alpha,(\alpha}^a\) and the matrices \(A\) and \(B\).
Lemma 12. The coefficients $\Psi_{\alpha,(k+1)}^a$ in the $\chi$-prolonged vector field $Q$ (4.19), with $A$ and $B$ obeying (4.14) and (4.15), satisfy the $\chi$-prolongation formula

$$\Psi_{\alpha,(k+1)}^a = D_x \Psi_{\alpha,(k)}^a + \Lambda^a_b \Psi_{\alpha,(k)}^b + \sigma^a_d \Psi_{\beta,(k)}^a. \quad (4.20)$$

Proof. This just follows by a simple computation. We know that for any $k \geq 0$, $\Psi_{\alpha,(k)}^a$ satisfies

$$\Psi_{\alpha,(k)}^a = A^a_b B^b_\alpha \Psi_{\beta,(k)}^b;$$

we write this, inverting the relation, as

$$\psi_{\alpha,(k)}^a = (A^{-1})^a_b (B^{-1})_\alpha^b \Psi_{\beta,(k)}^b.$$

In turn, we have

$$\psi_{\alpha,(k+1)}^a = D_x \psi_{\alpha,(k)}^a.$$

It follows from these, with a shorthand notation which omits to explicitly write indices, and recalling that matrices of type $A$ and $B$ commute and act on different sets of indices, that

$$\Psi_{(k+1)}^a = AB \Psi_{(k+1)}^a = AB (D_x \Psi_{(k)}^a) = AB (D_x (A^{-1} B^{-1} \Psi_{(k)}^a)) = AB \left( (D_x A^{-1}) B^{-1} \Psi_{(k)}^a + A^{-1} (D_x B^{-1}) \Psi_{(k)}^a + A^{-1} B^{-1} (D_x \Psi_{(k)}^a) \right) = AB \left( (D_x A^{-1}) B^{-1} \Psi_{(k)}^a + A^{-1} (D_x B^{-1}) \Psi_{(k)}^a + A^{-1} B^{-1} (D_x \Psi_{(k)}^a) \right) = A (D_x A^{-1}) \Psi_{(k)}^a + B (D_x B^{-1}) \Psi_{(k)}^a + (D_x \Psi_{(k)}^a).$$

Recalling now (4.14) and (4.15), this is rewritten as

$$\Psi_{(k+1)}^a = (D_x \Psi_{(k)}^a) + \Lambda \Psi_{(k)}^a + \sigma \Psi_{(k)}^a;$$

reintroducing indices, we have precisely (4.20). \(\triangle\)

With the introduction of $\chi$-prolongations, the diagram (4.13) is then complemented by the following diagram:

$$\begin{align*}
\{ \hat{X}_a \} & \xrightarrow{B} \{ P_a \} \xleftarrow{A} \{ \hat{X}_a \} \\
\{ \hat{Y}_a \} & \xrightarrow{B} \{ Q_a \} \xleftarrow{A} \{ \hat{Y}_a \}
\end{align*} \quad (4.21)$$

We will as usual say that the equations $\Lambda$ of order $n$ admits $P$ as a $\chi$-symmetry if its $\chi$-prolongation of order $n$, $Q$, satisfies $Q : S_a \rightarrow T S_a$.

It remains to be discussed how ODEs are reduced under $\chi$-symmetries. This depends on $\chi$-prolonged vector fields enjoying the IBDP or otherwise. In fact, we know that $\Lambda$-prolonged and $\sigma$-prolonged vector fields enjoy the IBDP property, and it is easy to conclude that also $\chi$-prolonged vector fields – provided the matrix $\Lambda$ is a multiple of the identity – enjoy the IBDP property. We will actually, for the sake of completeness, prove this by explicit computation.
Let the vector fields $Q_\alpha$ in $J^m M$ be the $\chi$-prolongation of vector fields $P_\alpha$ in $M$, with $\chi = (\mu, \sigma)$ and $\mu = \Lambda dx$. Assume moreover that $\Lambda = \lambda I$, with $\lambda : J^1 M \to \mathbb{R}$. Then the set $\mathcal{Q} = \{Q_\alpha\}$ has the IBDP.

**Proof.** We proceed as, and with the same notation as, in the proofs of Lemmas 1, 3, 5 and 9. Using

$$Q_\alpha = \psi^\mu_{\alpha,(k)} \partial^k_\alpha; \quad D_x = \partial_x + \nu^a_{(k+1)} \partial^k_\alpha,$$

we immediately get

$$[Q_\alpha, D_x] = \left(\psi^\mu_{\alpha,(k+1)} - (D_x \psi^\mu_{\alpha,(k)})\right) \partial^k_\alpha.$$

With (4.20), this yields

$$[Q_\alpha, D_x] = \left(\Lambda^a_b \psi^b_{\alpha,(k)} + \sigma^b_{\alpha\beta} \psi^a_{\beta,(k)}\right) \partial^k_\alpha.$$

Using now the hypothesis $\Lambda = \lambda I$, this gives simply

$$[Q_\alpha, D_x] = \left(\lambda \psi^\mu_{\alpha,(k)} + \sigma^\alpha_{\beta} \psi^\mu_{\beta,(k)}\right) \partial^k_\alpha = \lambda Q_\alpha + \sigma^\alpha_{\beta} Q_\beta.$$

We will introduce the matrix

$$\rho := \lambda I + \sigma,$$

the previous relation is thus written as

$$[Q_\alpha, D_x] = \rho^\beta_{\alpha} Q_\beta. \quad (4.22)$$

To show the IBDP, we have to show that for any common differential invariants $\eta$ and $\zeta_{(k)}$, and for an $\alpha$, it results $Q_\alpha[(D_x \zeta_{(k)})/(D_x \eta)] = 0$, i.e. that

$$\Theta_\alpha := (Q_\alpha(D_x \zeta_{(k)}) \cdot (D_x \eta) - (D_x \zeta_{(k)}) \cdot [Q_\alpha(D_x \eta)]) = 0.$$

This can be rewritten as

$$\begin{align*}
\Theta_\alpha &= (Q_\alpha(D_x \zeta_{(k)}) \cdot (D_x \eta) - (D_x \zeta_{(k)}) \cdot [Q_\alpha(D_x \eta)]) \\
&= \left(\left[Q_\alpha, D_x\right](\zeta_{(k)}) \cdot (D_x \eta) - (D_x \zeta_{(k)}) \cdot \left([Q_\alpha, D_x](\eta) - D_x(Q_\alpha(\eta))\right)\right) \\
&= \left(\left[Q_\alpha, D_x\right](\zeta_{(k)}) \cdot (D_x \eta) - (D_x \zeta_{(k)}) \cdot \left([Q_\alpha, D_x](\eta) - D_x(Q_\alpha(\eta))\right)\right) \\
&= \rho^\beta_{\alpha} \left[\left(Q_\beta(\zeta_{(k)})\right) \cdot (D_x \eta) - (D_x \zeta_{(k)}) \cdot (Q_\beta(\eta))\right].
\end{align*}$$

We have used the hypothesis $Q_\alpha(\zeta_{(k)}) = 0 = Q_\alpha(\eta)$ for all $\alpha$. Using this once again, we conclude that $\Theta_\alpha = 0$ for all $\alpha$; and hence that the IBDP holds for $\chi$-prolongations, under the condition $\Lambda = \lambda I$. \hfill \square

**5. The geometric meaning of twisted symmetries**

We have seen that there are different types of twisted symmetries; some of these enjoy the IBDP, and can then be used to perform symmetry reduction of PDEs.

It is natural to wonder what is the characteristic singling out the deformations of the prolongation operation which still allow to perform reduction. The answer is actually simpler when we look at...
combined twisted symmetries, as in the case of simple twisted prolongations the situation is in some way a degenerate one and some features are less apparent.

The condition for a vector field $X$ to be a symmetry (in its different declinations) of a system $\Delta$ is that its prolongation (standard or twisted) is tangent to the solution manifold $S_\Delta$; in the same way, the condition for a system of vector fields $\mathcal{X} = \{X_\alpha\}$ to be a module (possibly an algebra) of symmetries is that their prolongations (standard or twisted) $\mathcal{Y} = \{Y_\alpha\}$ are tangent to $S_\Delta$.

Note that the tangency condition is irrespective of a global nonzero factor (possibly depending on the point in $J^pM$, i.e. a smooth function $f : J^pM \to \mathbb{R}$). That is, if $Y$ is tangent to $S_\Delta$, so is $f \cdot Y$; and similarly for systems of vector fields.

We can reverse the point of view, and express the same tangency condition putting the accent on $Y$ rather than on $S_\Delta$.

**Definition.** A vector field $X$ (a system $\mathcal{X} = \{X_\alpha\}$ of vector fields) is a symmetry for $\Delta$ if $S_\Delta$ is an integral manifold for the distribution generated by the prolongation $\mathcal{Y}$ (the prolongations $\mathcal{Y} = \{Y_\alpha\}$) of $X$ (of the $X_\alpha$).

It is obvious that this Definition is completely equivalent to the standard one. However, focusing on distributions shows immediately that we can change generators – i.e. the vector field $Y$ or the vector fields $Y_\alpha$ – provided the distribution remains the same.

In the case of a single generator $Y$, the only way to change generator keeping the same distribution is by multiplying $Y$ by a nowhere zero\(^\ast\) factor $A(x, u, \ldots, u(n))$. If we want moreover that the restriction of $Y$ to any one of the jet spaces $J^kM$ (for $k = 0, \ldots, n$) is well defined, i.e. that $Y$ is projectable in $J^kM$ (in this case we say just it is *projectable* for short), then we have to require that $A$ does not depend on the derivatives of $u$, i.e. that $A = A(x, u)$.

If we look at vector fields $Y$ in $J^pM$ which are obtained in this way from a vector field $Z$ which is a standardly prolonged vector field (say the standard prolongation of $W$, a vector field in $M$), i.e. $Y = AZ$, then $Y$ is the $\Lambda$-prolongation of a vector field in $M$. More precisely, we have the

**Lemma 14.** Let $W$ be a vector field in $M$, and $Z$ its standard prolongation to $J^pM$. Let $Y = \gamma Z$, with $\gamma(x, u)$ a nowhere zero function. Then $Y$ is the $\Lambda$-prolongation, with $\Lambda = \lambda I$, of a vector field $X$ in $M$, given by $X = \gamma^{-1}W$, the functions $\gamma$ and $\lambda$ are related by

$$\lambda = \gamma(D_x \gamma^{-1}) = -(D_x \gamma) \gamma^{-1}.$$

**(Proof.** The proof actually mostly amounts to repeating (in reverse) a computation already performed; see Lemma 4 and Remark 8, but we give it for the sake of completeness.

Note that $Z$ is surely projectable, being the standard prolongation of a Lie-point vector field; it follows immediately that $Y$ is also projectable. We write it in coordinates, with the usual notation, as

$$Y = \tilde{\xi} \partial_x + \tilde{\psi}_k^a \partial_a^k.$$

Here $\tilde{\xi} = \tilde{\xi}(x, u)$, while $\tilde{\psi}_k^a = \tilde{\psi}_k^a(x, u, \ldots, u(k))$, and we also write $\tilde{\psi}_0^a = \tilde{\phi}^a$.

\(^\ast\)We could actually allow for the factor to be zero at the points where $Y$ is also zero; we disregard this possibility for ease of writing, but the essential point (also below) is that the rank of the distribution should remain the same at each point.
By assumption, $Z$ can be written as

$$Z = \xi \partial_x + \psi_a^0 \partial_a,$$

where the $\psi_a^0$ satisfy the prolongation formula (1.5), with $\psi_a^0 = \phi^a$; this is the prolongation of $W = \xi \partial_x + \phi^a \partial_a$.

We also know that $Y = \gamma Z$, i.e.

$$\hat{\xi} = \gamma \xi, \quad \hat{\psi}_a^{(k)} = \gamma \psi_a^{(k)}.$$

Therefore, using (1.5), we get

$$\hat{\psi}_a^{(k+1)} = \gamma \psi_a^{(k+1)} = \gamma \left[ (D_x \psi_a^{(k)}) - u_a^{(k+1)} (D_x \xi) \right] = \gamma \left[ (D_x (\gamma^{-1} \psi_a^{(k)})) - u_a^{(k+1)} (D_x (\gamma^{-1} \xi)) \right] = \left[ (D_x \psi_a^{(k)}) - u_a^{(k+1)} (D_x \xi) \right] + \gamma (D_x \gamma^{-1}) \left[ \psi_a^{(k)} - u_a^{(k+1)} \xi \right].$$

This means that the $\hat{\psi}_a^{(k)}$ obey the $\Lambda$-prolongation formula (3.3) with

$$\Lambda = \left[ \gamma (D_x \gamma^{-1}) \right] I = - \left[ (D_x \gamma) \gamma^{-1} \right] I,$$

as stated in the Lemma.

Remark 27. The fact that $\lambda$-prolongations are the only vector fields which are collinear to (and hence admit the same invariants as) a standardly prolonged vector field was first noticed by Pucci and Saccomandi [60] in a seminal paper which set the basis for a geometrical understanding of $\lambda$-symmetries and then of other types of twisted symmetries.

The following result is very simple but expresses the relations between standard and $\lambda$-symmetries.

**Lemma 15.** Let $X, Y, W, Z$ be as in Lemma 14 above. Then $X$ is a $\Lambda$-symmetry of the differential equations $\Delta$, with $\Lambda = \lambda I$, if and only if $W$ is a standard symmetry of $\Delta$.

**Proof.** The vector fields $Y$ and $Z$ span the same distribution, hence the result follows from the Definition above.

The results obtained above for simple twisted symmetries as $\Lambda$-symmetries immediately generalizes (basically with the same proof) to the case of collective twisted symmetries as $\sigma$-symmetries.

**Lemma 16.** Let $\mathcal{Y} = \{W_1, \ldots, W_r\}$ be a set of vector fields in involution in $M$, and $\mathcal{X} = \{Z_1, \ldots, Z_r\}$ the set of their standard prolongations to $J^p M$. Let $Y_\alpha = \Gamma_\alpha^\beta Z_\beta$, with $\Gamma = \Gamma(x, u)$ a nowhere singular matrix function on $M$. Then $\mathcal{Y}$ is the $\sigma$-prolongation of a set of vector fields $\mathcal{X} = \{X_1, \ldots, X_r\}$ in $M$, given by $X_\alpha = (\Gamma^{-1})_\alpha^\beta W_\beta$; the matrix functions $G$ and $\sigma$ are related by

$$\sigma = \Gamma (D_x \Gamma^{-1}) = -(D_x \Gamma) \Gamma^{-1}.$$

(5.3)

---

*Of Lie-point type: a general classification would include contact symmetries; see [60].*
Therefore, using again (1.5), we get
\[
\psi = \tilde{\psi}_0 + \psi_a \partial^k_a.
\]
We also write
\[
\tilde{\psi}_0 = \phi_0.
\]
By assumption, \(Z_0\) can be written as
\[
Z_0 = \xi_0 \partial + \psi_{a_0} \partial^k_a,
\]
with coefficients \(\psi_{a_0}\) satisfying the prolongation formula (1.5), with \(\psi_{a_0}(0) = \phi_{a_0}\), this is the prolongation of
\[
W = \xi_0 \partial + \phi_{a_0} \partial_a.
\]
We also know that \(Y = \Gamma Z\), i.e.
\[
\tilde{\psi}_0 = \phi_{a_0}, \quad \tilde{\psi}_0_a = \Gamma_{a_0} \phi_{a_0}(k) .
\]
Therefore, using again (1.5), we get
\[
\tilde{\psi}_{a_0}(k+1) = \Gamma_{a_0} \psi_{a_0}(k+1)
\]
\[
= \Gamma_{a_0} \left[ (D_\xi \psi_{a_0}(1)) - u_{a_0}(k+1) (D_\xi \tilde{\psi}_{a_0}) \right]
\]
\[
= \Gamma_{a_0} \left[ (D_\xi ((\psi_{a_0}(1)) + u_{a_0}(k+1) (D_\xi \tilde{\psi}_{a_0})) \right]
\]
\[
= \left[ (D_\xi \psi_{a_0}(1)) - u_{a_0}(k+1) (D_\xi \tilde{\psi}_{a_0}) \right] + \Gamma_{a_0} \left[ (D_\xi ((\psi_{a_0}(1)) + u_{a_0}(k+1) \tilde{\psi}_{a_0}) \right].
\]
This means that the \(\tilde{\psi}_{a_0}(k)\) obey the \(\sigma\)-prolongation formula (4.4) with \(\sigma\) as in (5.3).

Lemma 17. Let \(X, Y, W, \mathcal{X}\) be as in Lemma 16 above. Then \(\mathcal{X}\) is a set of \(\sigma\)-symmetries of the differential equations \(\Delta\) if and only if \(W\) is a set of standard symmetries of \(\Delta\).

Proof. The set of vector fields \(\{Y_0\}\) and \(\{Z_0\}\) span the same distribution, hence the result follows from the Definition above.

Remark 28. One could also obtain similar results for \(\chi\)-symmetries; however we have seen above that these are of interest for symmetry reduction of ODEs only in the case where \(\Lambda = \lambda I\); in this case \(\chi\)-prolongations with \(\chi = (\Lambda, \tilde{\sigma})\) are de facto equivalent to sigma-prolongations with \(\sigma = (\lambda I + \tilde{\sigma})\), as seen also in the proof to Lemma 13.

Finally, we will conclude our discussion with some words concerning the relation of these results with the gauge-theoretic properties of twisted symmetries.

The fact that twisted symmetries are (locally) gauge-equivalent to standard ones, or more precisely (and more generally) that vector fields obtained via twisted prolongations are gauge equivalent to vector fields obtained via standard prolongations, can now be readily understood.

In fact, our Definition 1 focuses on distributions rather on (their generating) vector fields; the gauge transformations which appeared in discussing several types of twisted prolongations are transformations which act on the generating sets, i.e. on vector fields, changing them but keeping the distribution they generate invariant. In this sense, the appearance of such gauge-theoretic...
properties is entirely natural from the point of view of distributions – albeit it might seem rather mysterious when we focus on single vector fields.

It should be stressed that our results concerning gauge equivalence of twisted and standard symmetries were obtained under the assumption that the matrices embodying the gauge transformations are invertible at all points; if this assumption fails, the equivalence is only local, in open neighborhoods not including singular points. The singular or nonsingular nature of the concerned matrices is not left to our choice, but is commanded by the function $\lambda$, or the matrix $\sigma$, or the matrices $\Lambda_i$.

Actually, it is precisely the case where the gauge equivalence with standard symmetries is only local to be the most interesting, in the sense in this case the consideration of twisted symmetries allows to obtain really new results.\(^{\text{iii}}\)

6. Other topics

We should finally mention some other relevant topics, also investigated in relation to twisted symmetries, which have not been discussed in the present paper, and for which we refer to the literature.

First of all, twisted symmetries can also be formulated as a generalization of orbital symmetries [29,65,66]; this is discussed in detail in [19], see also [12,17,18,20].

In a very recent note [38], Morando investigated the relation with reducible structures, extending the approach mentioned in Remark 3 above and exploring the relation with Frobenius reduction.

The relation between twisted symmetries (in particular, $\lambda$-symmetries), first integrals and integrating factors [4,5,12,13,28,36,48,49], as well as that between twisted symmetries (in particular, $\lambda$-symmetries) and Jacobi Last Multiplier [51,53] has been studied by several authors.

Finally, we mention that twisted symmetries (in particular, once again, $\lambda$-symmetries) and their applications have also been studied for discrete equations [33,34].

7. Conclusions

We have reviewed recent advances in twisted prolongations of vector fields and twisted symmetries of (systems of) differential equations, complementing our previous review paper [23] and providing an up-to-date discussion.

Recent advances concerned the introduction, beside simple ones, of collective twisted prolongations. These in turn led to focus on distributions rather than on single vector fields; this focus on distributions – even in the case of those generated by a single vector fields, as is the case for simple twisted symmetries – helped in turn in getting an understanding of the geometry of (collective, but also simple) twisted prolongations, and explained why we have local gauge equivalence between standard and twisted symmetries.
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