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Abstract—In the framework of Network Function Virtualization (NFV), the reliability of Service Function Chain (SFC)—an end-to-end service is presented by a chain of virtual network functions (VNFs), is a complex function of placement, configuration and deployment requirements, both in hardware and software. Previous reliability analysis models cannot be directly applied to SFC because they do not consider aspects of system component sharing, heterogeneity of system components and their interdependency in case of failures. In this paper, we analyze service reliability of complex SFC configurations, including serial and parallel VNF chaining, as well as their related backup protection components. Our analysis is based on combinatorial analysis and a reduced binomial theorem, and this simple approach can be utilized to analyzing rather complex SFC configurations. We consider, for the first time, failure dependences among VNF components placed in data centers, racks, and servers. We show that our analysis can easily consider different VNF placement strategies in data center networks in arbitrary configurations and, thus, be effectively used for optimizations of the reliable SFC placement.

I. INTRODUCTION

Reliability of a complex system can be defined as a probability that the system will successfully complete the processing of intended service. As such, reliability analysis in system engineering is critically important to achieving system robustness in case of any system component failures. In the framework of Network Function Virtualization (NFV), the reliability of Service Function Chain (SFC) presented by a chain of virtual network functions (VNFs), is a complex function of placement, configuration and deployment requirements, both in hardware and software. SFCs suffer from processing vulnerability, i.e., failures caused by hardware or software, which can break down the entire service chain and, thus, interrupt the service. Thus, the reliability attribute of SFC is rather critical [1], [2]. The most common failure protection technique is based on redundant configuration and simply redirects the client’s requests to backup components to maintain the service.

Previous reliability analysis models cannot be directly applied to SFC because they do not consider aspects of system component sharing, heterogeneity of system components and their interdependency in case of failures. This makes the reliability analysis of complex SFC configurations a challenge, which has not been addressed yet analytically. Previous work consider reliability of individual system components, such as of a server, VM, link or switch, and optimize the end-to-end service reliability by solving reliable SFC mapping problem [3], [4], [5], [6], [7]. For instance, in [8], [9], authors explored a server redundancy in data centers with server failures to reduce the cost of nonblocking multicast fat-tree data center networks (DCNs). In [10], a scalable and efficient algorithm for VNFs placement and chaining was proposed as a decision tree problem addressing physical link failures only. In [11], the focus was on choosing different physical nodes to place VNFs of SFC disjointedly, i.e., one VNF per physical node, in order to avoid a single point failure and increase reliability. Papers [12], [13] studied a reliability-aware joint VNF chain placement and flow routing optimization for the case of VNF failures, whereby the number of required VNF backups was determined. These group of problems were formulated as an Integer Linear Programming (ILP) model.

Previous studies that consider failures of multiple components use assumptions such as disjointness and no interoperability between failed components. Papers [14], [15] provided a hierarchical model and reliability analysis based on Markov models, queuing theory, graph theory, and Bayesian analysis to predict service reliability by dealing with blocking, timeout, network, program and resource failure. Such reliability analysis does not consider any failure protection strategies and assumes that service is reliable, when all service components are available during service run-time. In other words, to reduce complexity the analysis requires only a multiplication of reliability in a component chain. In [16], a hierarchical modeling framework is proposed of tree-based data center networks, where server, link, switches and router fail. The proposed hierarchical model consists of three layers, including reliability graphs in the top layer, a fault-tree of the subsystems and stochastic reward nets for the components in the subsystems. Also here, an approximate reliability model is provided, where all service components are disjoint and do not impact each others. Since SFC reliability is highly dependent on the reliability of individual components, whereby failure of some components can lead to failure of other components, we were inspired by idea from [17], [18], which for the first time analyzed end-to-end service reliability as function of interdependent hardware (server) and software (VNFs) component failures. In this paper, we provide a complete and generalized, simple reliability analysis, that considers failures of DC, racks, servers and VMs and additionally system component sharing, heterogeneity and multitude of components as well as their interdependencies. Our analysis is based on combinatorial analysis and a reduced binomial theorem. Surprisingly, this simple approach can be utilized to analyzing rather complex and generic SFC configurations.

The rest of the paper is organized as follows. In Sec. II introduce a model of SFC. Sec. III gives a generic analysis of SFC reliability. Sec. IV shows numerical results. Sec. V concludes the paper.
II. PRELIMINARIES

We introduce the basic concepts of service function chaining and VNF placement, component failures, and the related failure protection as well as SFC classification.

A. Serial and Parallel SFC Placement

An SFC is generally an ordered chain of \( \Psi \) functions, i.e., VNFs. VNFs are typically allocated by Virtual Machines (VM) installed on servers in data centers (DC), whereby a number of servers are located in the same rack [19], [20], [21]. We generalize the data center network architecture as a hardware fabric of switches, links, racks with multiple servers and multiple VMs per server, as illustrated in Fig. 1. Without loss of generality, we assume that any DCN include four types of switches: core router, Top-of-Rack (ToR), forwarding switches, e.g., spine, and Virtual Switch (vS)) to provide connections between DCN components, i.e., racks, servers, VNFs, and between DCs. Core router provides connectivity between Wide Area Network (WAN) and DCNs. ToR switches forward traffic within a rack. The forwarding switches provide connection to the core router. Each server can host multiple VMs with as many resources as required for one VNF to serve one user request. Thus, the main task of vS, e.g., programmable hypervisor switch with load balancer (LB), is to select a legitimate VM instance, i.e., VNF, for any arrived request and to provide a connection to ToR.

Embedding VNFs of a SFC within is a challenging issue of building virtual networks with different objectives. As illustrated in Fig. 1a), the SFCs of three VNFs, i.e., VNF1, VNF2, VNF3, can be allocated in one DC, i.e., DC4, or distributed over different DCs, i.e., DC1, DC2 and DC3 connected through WAN. Moreover, there are multiple options to allocate VNFs inside DC. For instance, in DC4, different SFCs can be allocated in the same rack or different racks, in different or same servers, but also VNFs of a certain SFC can be distributed over different servers or racks. For example, Rack1 in DC4 allocates a SFC, which is distributed over servers S1, S2 and S3, while, in Rack2, two SFCs are allocated by three servers, i.e., each server provides two VNFs of the same type. In contrast, in Rack3 (DC4), a whole SFC is allocated by one server. Each VNF of a SFC distributed over DC1, DC2 and DC3 is allocated by a separated racks and servers as well. Thus, VNF placement can be based on SFC, where VNFs of different types placed together, e.g., in the same rack, to build SFC or based on VNF type, where VNFs of the same type are placed together.

We refer to a large amount of IP packets passing the same SFC as traffic flow. Generally, the traffic demand in an SFC can be accommodated with a single traffic flow. On the other hand, large flows can be split into parallel sub-flows and uniformly distributed over the network. Traffic can be spread over parallel SFCs using Equal Cost Multipath Protocol (ECMP), a well known technique to improve load balancing in servers and the network, i.e., to avoid server and links overload. We model parallelism in three distinctive ways: 1) Traffic Parallelism: the serial traffic flow is split into \( k \) parallel sub-flows; 2) SFC Parallelism: all VNFs of the requested SFC are replicated into at least \( k \) VNF instances to process \( k \) sub-flows, resulting in parallelized SFC presented by \( k \) parallel the so-called sub-SFCs; and 3) Path Parallelism: all sub-flows are independently transmitted over \( k \) link disjoint paths and processed in parallel by \( k \) parallel sub-SFCs. Fig. 1a) illustrates a parallelized SFC, where a request for SFC was split into \( k = 2 \) sub-requests presented by solid and dashed lines. Thus, SFC is also replicated providing \( k = 2 \) sub-SFCs, one allocated in DC4 and another in DC1, DC2 and DC3. As a result, the end-to-end service can be only successfully completed, when both sub-requests were processed by VNF1, VNF2 and VNF3, i.e., both sub-SFCs are available during service run-time.

It should be noted that when flow and SFC parallelism are deployed, we need to synchronize all VNFs of the same type. To this end, an external state repository can be utilized to store internal states of VNFs. After traffic and SFC parallelization, each sub-flow needs to pass its own sub-SFC. This can be implemented with SFC Encapsulation as proposed in [22], [23].

B. Hierarchical Component Placement Model

As illustrated in Fig. 1b), and for the purposes of reliability analysis there are \( C \) component types in the hierarchical tree with \( C \) hierarchy levels. Each hierarchy level described by a variable \( c, 1 \leq c \leq C \), also determines the component type. Considering SFC reliability with \( C = 4 \) components, any component of type \( c = 4 \) is the lowest in the hierarchy and the component of type \( c = 1 \) is the highest in the DCN hierarchy. Considering different placement strategies in Fig. 1
it can be seen that some VNFs in an SFC are allocated in the same components, e.g., DC4 and rack 2, and, thus, share these components, i.e., rack R2 and DC4. We refer to any component which is utilized by all VNFs from the same SFC, i.e., VNFs of different type, as shared. In Fig. 1b, all shared components are shown by dotted blocks. The SFCs in DC4 have a different number of shared components, i.e., SFC allocated in R1 has two shared components (R1 and DC4), similarly VNFs of SFCs placed in R2 share R2 and DC4. The SFCs allocated in S2 and S3 (R3) have three shared components each, i.e., server (S2 or S3), R3 and DC4.

The opposite of shared components are the disjoint components that separate VNFs of a certain SFC. Thus, we introduce the level of disjointedness \( \Delta \), where \( 0 \leq \Delta \leq C \), which describes the number of a hierarchy levels unshared by VNFs from the same SFC, i.e., a number of component types provided to place a certain VNF type disjointedly from other VNF types. Since any VNF is placed in a separate virtual machine, i.e., disjointedly from any other VNFs, the minimal level of disjointedness is defined as \( \Delta = 1 \). For instance, \( \Delta = 1 \), when different VNF types are placed in the same server, where VNFs are disjoint only, such as illustrated in Fig. 1b, i.e., SFCs placed in R3. The level of disjointedness of SFC placed in DC1, DC2 and DC3 is \( \Delta = 4 \), where different VNF types are placed in different DCs, racks, servers and VMs and have no shared components. Generally, \( \Delta \) means that the component types from lower hierarchy levels, i.e., from level \( C - \Delta + 1 \) to level \( C \), are pre-reserved for a certain VNF type, e.g., VNF1, and are disjoint from all other components of the same type \( c \), which are pre-reserved for another VNF type, e.g., VNF2. We can also derive a types of shared components, i.e., hierarchy level of shared components, which varies from \( C - \Delta \) to 1, whereby the number of shared components is \( (C - \Delta) \).

We also introduce a heterogeneity degree \( N_r \), where \( 1 \leq N_r \leq C \), which shows how many different component types are utilized to separate VNFs of the same type. When VNFs of certain type, e.g., VNFs3, are placed in different data centers (DC), racks (R), servers (S) and VMs resulting in \( N_r = 4 \). In contrast, allocation of a certain VNF type in the same server, i.e., in different VMs only, reduces the heterogeneity degree to \( N_r = 1 \). In Fig. 1b the SFC placement in R3 (DC4) results in \( N_r = 2 \) as each VNF of a certain type, e.g., VNF2, has its own VM and server, i.e., both VNFs2 are placed disjointedly in S2 and S3. However, the SFC placement in R2 (DC4) results in \( N_r = 1 \), i.e., VNFs of the same type are allocated in the same server.

Without loss of generality, using hierarchical tree concept, for all \( n = k + r \) VNFs of a certain type placed in the same fashion over DCN, where \( k \geq 1 \) and \( r \geq 0 \), there is a need for \( n_1 \) 1 \( \leq n_1 \leq n \), DCs, \( n_2 \), 1 \( \leq n_2 \leq n \), racks inside any DC, i.e., in total \( n_1n_2 \) racks, and \( 1 \leq n_3 \leq n \) servers inside any rack, i.e., in total \( n_1n_2n_3 \) servers, and \( k + r \) VMs, whereby any server can allocate \( n_4 \), 1 \( \leq n_4 \leq k + r \) VNFs of the same type. To this end, we introduce a configuration set \( \epsilon = \{ n_1, n_2, n_3, n_4 \} \) for a definition of a certain placement strategy. For instance, the configuration set can be defined as \( \epsilon = \{ 1, 1, 1, n \} \), as \( \epsilon = \{ 1, 1, n, 1 \} \) or as \( \epsilon = \{ 1, 1, 1, 1 \} \) for SFC placed in R2, in R3 or in R1 (DC4) in Fig. 1b respectively.

C. Component Failures

Failure of one component type can result in failure of other component types, e.g., failed server will result in failure of all VMs installed on it. That results in a hierarchical interdependency of components, which needs to be taken into account as,

- Data Center. The failure of data center can be caused by a failure of connectivity through WAN, failure of core router or connection between core router and forwarding switches. DC failure results in failure of all racks, servers and VMs relevant for building and maintenance of SFC.
- Rack. Rack failures can be a result of failure of forwarding or ToR switches as well as failure of links between them. Any failure of a rack will cause failure of all servers within it and all VNFs allocated in the rack’s servers.
- Server. Any server can be considered as failed (unavailable) in case of failures of server hardware components, i.e., power supply, memory, etc., or due to failed link between server and ToR or in case of failure of vS, whereby all VMs allocated in the server will fail.
- VM/VNF. Since we assume that each VM reserves as many resources as required for one VNF to serve incoming request, failure of any VM causes failure of one VNF. We assume that VMs, i.e., VNF, on the same server are separated so that their failure has not any impact on any other VMs, i.e., VNFs.

To consider the interdependency of failures, let us use the model DCN as a hierarchical tree, as shown in Fig. 1b). The root node is a DC, which belongs to the highest hierarchy level. The VNFs represent a leaf nodes of the lowest hierarchy level. The links between any nodes define interdependency between components. In the presented architecture, the components of the same type, i.e., of the same hierarchy level, are independent from each other. The components of lower hierarchy level do not impact connected components of higher hierarchy level. For example, when we consider SFC allocated in DC4, a failure of VNF1 will not affect the availability of VNF2 and VNF3 placed in R1 and servers S2 and S3, respectively (Fig. 1b)). The availability of S1, Rack1 or DC4 will be not affected by VNF1 failure as well. In contrast, the components of higher hierarchy level impact connected components of lower hierarchy level, e.g., a failure of R1 (level 2) will result in failures of all servers (level 3) inside this rack and all VMs (level 4), i.e., failure of all VNFs (VNF1, VNF2 and VNF3). Additionally, for component failures, the failure of a whole SFCs needs to be considered. As shown in Fig. 1b), all VNFs from any SFC in DC4 have some shared components, i.e., SFC allocated in R1 has two shared components (R1 and DC4), VNFs of SFCs placed in R2 share R2 and DC4 and the SFCs allocated in S2 and S3 (R3) have shared server (S2 or S3), R3 and DC4. As a result, a failure of any shared component will result not only in failure of components from lower hierarchy level but also in failure of an entire sub-SFC, i.e., \( \Psi \) VNFs of different types.
D. Failure Protection

Without any additional resources, any SFC is characterized by a certain level of reliability, which depends on the reliability of the underlying DCN components, i.e., DCs, Racks, Servers and VMs reliability. To additionally protect the active VNFs, any SFC can be enhanced by $r$ backup VNFs resulting in $n = k + r$ sub-SFCs. The backup VNFs can then replace any failed active VNF of the same type. Similar to active VNFs, backup VNFs can fail during service run-time. As shown in [3], [24], to provide highly reliable communication, there are multiple different strategies for active monitoring of NFN, fast VNF failure detection and effective deployment of active and backup VNFs. We do not explicitly consider backup deployment strategy. Instead, we assume any service as successful, if at least $k \geq 1$ out of $n$ VNFs of each type are available during service run-time, while at most $r$ VNFs can fail without causing service interruption. Depending on SFC placement strategy, a failure of a different component types will lead to a different amount of failed VNFs.

Fig. 2 illustrates an example of the backup protection of parallelized SFC, where a traffic flow $f$ is split into $k = 3$ sub-flows $f_1$, $f_2$ and $f_3$, SFC of three VNFs (VNF1-VNF2-VNF3) is replicated into $k = 3$ active sub-SFCs and one backup sub-SFC (VNF1b-VNF2b-VNF3b). The sub-SFCs for sub-flows $f_1$, $f_2$ and $f_3$ are allocated in DC7. The first and second sub-SFCs are allocated in Rack1. All VNFs of the first sub-SFC are placed in the same server 4. In contrast, each VNF of the second sub-SFC for $f_2$ is allocated in different servers, i.e., S1, S2 and S3. The third sub-SFC for $f_3$ is distributed over three different racks in DC7 so, that each VNF has its own rack and server, i.e., VNF1, VNF2 and VNF3 are placed in S1 (Rack 4), S2 (Rack 5) and S3 (Rack 6), respectively. As a result, the parallel sub-flows can be sent over parallel disjoint paths. Each backup VNF of the backup sub-SFC is placed in individual DC. In DC7, VNF1 and VNF2 of active sub-SFC for $f_2$ fail due to VM (VNF1) and server S2 failure in Rack 1. As a result, the sub-flow $f_2$ is redirected toward DC1 and DC2 to be processed by backup VNFs, i.e., VNF1b and VNF2b. The active VNF3 of sub-flow $f_3$ is also failed due to failure of Rack 6 in DC7. Consequently, $f_3$ is redirected to the backup VNF3b placed in DC3. Although there are two hardware and one VM failures resulting in lost of three active VNFs of different types, the end-to-end service is successful as all three sub-flows ($f_1$, $f_2$ and $f_3$) arrive at destination and are serialized into original flow $f$.

E. SFC Reliability Classes

In this paper, we assume that any component type $c$ utilized to allocate $\Psi$ VNFs of a certain SFC have an equal component dependent reliability $p_c$, i.e., $p_1^c = \ldots = p_r^c = \ldots = p_n^c = p_c$, where $1 \leq c \leq C$ and $\psi, 1 \leq \psi \leq \Psi$, shows the VNF type allocated by component $c$. In this case, the SFC build a reliability class $\xi$, whereby the component dependent reliability of different component types do not need to be the same, i.e., $p_{c-1} \neq p_c \neq p_{c+1}$. Generally, there can be at most $N = n = k + r$ reliability classes, i.e., $1 \leq \xi \leq N$, where each sub-SFC has components with reliability different from component reliability utilized by any other SFCs. Due to the fact that, for a successful service completion, we need any $k$ out of $n$ available sub-SFC, we do not need to differentiate between active and backup SFCs, whereby both SFC types can belong to the same or different reliability classes. As a result, the component dependent reliability of each component type $c$ is noted as $p_{c,\xi}$, where $\xi$ shows the reliability class of any component type $c$ utilized to allocate VNFs from this reliability class. Depending on placement strategy and the reliability class $\xi$, there can be $n_{\xi,c}$ components of type $c$ inside a component of type $c+1$, whereby the configuration set is noted as $\epsilon_{\xi} = \{n_{1,\xi}, n_{2,\xi}, n_{3,\xi}, n_{4,\xi}\}$. When all components of a certain type $c$ used for allocation of all sub-SFCs have the same component dependent reliability, i.e., $p_{c,\xi} = \ldots = p_{c+1} = \ldots = p_{c,n_{\xi,c}}$, i.e., all components from the same hierarchy level have the same component dependent reliability independent from sub-SFC allocated, these sub-SFCs can still belong to different classes, at most $N = n_{\xi}$, build one reliability class. The first option is possible, if any sub-SFC is placed over DCNs following different placement strategies, whereby each sub-SFC $\xi$ is, then, characterized by its own characterization sets of a configuration set $\epsilon_{\xi}$, level of disjointedness $\Delta_{\xi}$ and the heterogeneity degree $N_{\xi}$, which is different from all other characterization sets of other $n - 1$ sub-SFCs. On the other hand, if there are $n'$, $1 \leq n' \leq n$, sub-SFCs, which are allocated by components with the same component reliability, i.e., $p_{c,\xi} = p_{c+1,\xi} = \ldots = p_{c,n_{\xi,c}}$, etc., and all $n'$ sub-SFCs are placed over DCNs following the same placement strategy, i.e., have equal configuration sets.
\(\xi = \xi_{c+1}\) and level of disjointedness \(\Delta_{\xi} = \Delta_{\xi+1}\) resulting in the same heterogeneity degree \(N_{r_{\xi}} = N_{r_{\xi+1}}\), then all \(n' = n_{\xi}\) SFCs belong to the same reliability class \(\xi\). For instance, in Fig. 1 the both SFCs placed in R2 or R3 in DC4 build one SFC reliability class, respectively. The two sub-SFCs in Rack3 have \(\xi_1 = \xi_2 + 1 = 1, 1, 1, 1\), which can be combined into \(\xi_1 = \{1, 1, 1, 1\}\), both have disjointedness level of \(\Delta_{\xi} = \Delta_{\xi+1} = 1\) and the heterogeneity degree is explicit, i.e., \(N_{r_{\xi}} = 2\). In contrast, the sub-SFC allocated in R1 (DC4) and sub-SFC distributed over DC1, DC2 and DC3 can not be combined into one reliability class as their levels of disjointedness are different, i.e., 2 and 4, respectively. Fig. 2 shows \(n = 4\) sub-SFCs from different reliability classes each, i.e., \(N = 4\), whereby each sub-SFC is placed in different way and has different level of disjointedness \(\Delta_{\xi}\). Moreover, the heterogeneity degree \(N_{r_{\xi}}\) can not be explicitly defined providing overall value of 2, i.e., VNFs of the same type are separated at least by VMs and servers. As can be seen, some sub-SFCs from different reliability classes utilize the same component, i.e., R2 and DC7, which we define as follows: The components of any hierarchy level jointly utilized by sub-SFCs from different reliability classes are referred to as the common root components. For instance, in Fig. 3, the sub-SFCs of reliability class \(\xi = 1, 2\) have two common roots, i.e., R1 and DC7. Obviously, that any common root is a special shared component, i.e., a failure of any common root results in failure of multiple different reliability classes, i.e., sub-SFCs. Moreover, DC7 is the common root of three reliability classes, i.e., \(\xi = 1, 2, 3\), while the sub-SFC of class \(\xi = 4\) is placed separately from other reliability classes and does not have any common roots with them.

To describe the common root components of any type \(c\) and all related reliability classes combined by this component \(c\), we introduce a set \(\Phi = \{c_{w_1}, c_{w_2}, \ldots, c_{w_p}, \ldots\}\), where any \(c_{w_p}\) describes a component type and each \(w_p\) presents a set of indexes of reliability classes combined by the component \(c_{w_p}\), i.e., \(w_p = \{\xi_1, \xi_2, \ldots, \xi_{\xi_p}\}\) and \(c_{\xi_1} = c_{\xi_2} = \ldots = c_{\xi_{\xi_p}}\). Since all components of type \(C\) are always disjoint, i.e., different VMs, they can not be a common root component \(c_{w_p}\) resulting in \(1 \leq c_{w_p} \leq C - 1\), i.e., DC, rack or server. Note, that using the component type \(C = 2\), i.e., server, as a common root will result in the same placement strategies for all sub-SFCs, which utilize this root. Thus, in case all components of type \(C\) have the same component dependent reliability, i.e., \(p_{c_1} = \ldots = p_{c_2} = p_{c_{\xi_1}} = \ldots\), all sub-SFCs connected by this common root will be from the same reliability class and, thus, the common root can be considered as a shared component only. Considering the example from Fig. 2 the configuration set for the common roots can be determined as \(\Phi = \{2, 1, 2\}\) with \(w_1 = \{1, 2\}\) and \(w_2 = \{1, 2, 3\}\), whereby the presented parallelized and backup protected SFC can be considered as a complex service function chaining. Thus, a utilization of \(n\) sub-SFCs with \(\Psi\) VNFs each results in complex service function chaining, when these sub-SFCs belong to \(N \leq n\) different reliability classes and, thus, include a different amount of heterogeneous and interdependent DCN components.

### III. SFC Reliability Analysis

Without loss of generality, we define service reliability as a probability that at least \(k \geq 1\) sub-flows can successfully traverse \(k\) out of \(n = k + r\) sub-SFCs to complete the requested service, where \(r \geq 0\). Since each sub-SFC consists of \(\Psi\) different VNF types, at least \(k\Psi\) VNFs of each type have to be available during service run-time. Our reliability analysis assumes that any component type \(c\) utilized to allocate \(\Psi\) VNFs of a certain reliability class \(\xi\) have an equal component dependent reliability as previously discussed.

When backup sub-SFCs are placed so that there are \(r\) backup VNFs, any components from any hierarchy level \(c\) and any reliability class \(\xi\) can fail as long as they do not result in a number of failed VNFs which is larger than \(r\). However, there is a need to take into account VNF placement strategy and the interrelation between involved components of different and same hierarchy level. To be able to control the amount of components of any type and from any reliability class, which can fail without affecting the overall service maintenance, we utilize a parameter Acceptable Component Failures (ACF) \(A_{c\xi}\), i.e., the amount of failed hardware and software components that do not lead to interruption of the service. It is obvious that when no backup or other protection is applied, there is no ACF and all active components, i.e., DCs, racks, servers and VNFs, must be available during service run-time. Without loss of generality, the ACF strongly depends on the number of backup components and the placement of VNFs from a certain reliability class inside DCs, racks and servers. Additionally, we introduce a variable \(\Lambda_{c\xi}\), which describes the number of remaining available components of a certain type \(c\), which were not affected by occurred failures of any other components, but can still fail during service run-time. Using these parameters, we next derive the placement independent and placement dependent end-to-end service, i.e., SFC, reliability, which is generally the probability that at least \(\Lambda_{c} - A_{c}\) out of \(\Lambda_{c}\) components of type \(c\) are available and, thus, described by a well known Binomial formula determined as \(\sum_{f_{c} = 0}^{\Lambda_{c}} p(A_{c}, f_{c}, p_{c}) = \sum_{f_{c} = 0}^{\Lambda_{c}} (\Lambda_{c}) f_{c}(1-p_{c})^{f_{c}},\) where \(p(A_{c}, f_{c}, p_{c})\) is a probability mass function of binomial distribution. The utilized notations are introduced in Table I

### TABLE I

| \(\xi\) | number of parallel sub-flows and, thus, active sub-SFCs; |
| \(r\) | number of backup sub-SFCs; |
| \(n\) | total number of pre-reserved sub-SFCs, i.e., \(n = k + r\); |
| \(\Psi\) | a number of VNFs in a SFC and, thus, sub-SFC; |
| \(C\) | number of hierarchy levels, i.e., different component types; |
| \(c\) | a certain component type, \(1 \leq c \leq C\); |
| \(N\) | total number of reliability classes, i.e., \(1 \leq N \leq n;\) |
| \(\xi\) | any certain reliability class, \(1 \leq \xi \leq N;\) |
| \(n_{\xi}\) | a number of SFCs of reliability class \(\xi\), \(1 \leq \xi \leq N;\) |
| \(n_{c}\) | number of components from the highest hierarchy of reliability class \(\xi\); |
| \(n_{c\xi}\) | a number of components of type \(c\) inside components of type \(c - 1\); |
| \(n_{1}\) | a number of DC, if \(C = 4\); |
| \(n_{2}\) | a number of racks inside a DC, if \(C = 4\); |
| \(n_{3}\) | a number of servers inside a rack, if \(C = 4\); |
| \(n_{4}\) | a number of VNFs of certain type inside a server, if \(C = 4\); |
| \(p_{c}\) | component reliability of any component of type \(c\) utilized to allocate class \(\xi\); |
| \(p_{\xi}\) | the reliability of VNF for \(C = 4\); |
| \(p_{s}\) | the reliability of server for \(C = 4\); |
| \(p_{r}\) | the reliability of rack for \(C = 4\); |
| \(p_{\xi}\) | the reliability of DC for \(C = 4\); |
| \(N_{p}\) | number of component types to disjointly place VNFs of the same type; |
| \(\Delta\) | number of component types to disjointly place VNFs of different type; |
A. Placement independent SFC reliability

In DCNs, where only components from the lowest hierarchy level \( c = C = 4 \), i.e., VNFs, can fail and all other components from hierarchy level from 1 to \( C - 1 \), i.e., DCs, racks and servers, have reliability of 100\%, i.e., \( p_1 = p_2 = p_3 = 1 \) for any reliability class, the end-to-end service reliability is independent of VNF placement strategy and the service is successful if at least \( k \) out of \( n \) VNFs from any reliability class are available.

Lemma 1: The placement independent SFC reliability is only a function of the amount of reliability classes \( N \), SFC length \( \Psi \), ACF for any reliability class \( \xi \) and the amount of available components \( \Lambda \), i.e.,

\[
R(N) = \left[ \prod_{\xi=1}^{N} \sum_{f_{4k}=0}^{A_{4k}} p(A_{4k}, f_{4k}, p_{4k}) \right]^{\Psi} \tag{1}
\]

, where \( A_{4k} = \min\{n_{k}, r - \sum_{\xi=1}^{k-1} f_{4k} \} \) and \( A_{4k} = n_{k} \).

Proof 1: Let us first assume that a parallelized SFC consists of \( \Psi = 1 \) VNF types and all \( n \) VNFs have the same VNF reliability \( p_{41} < 1 \), i.e., there is only one reliability class \( (N = 1) \). Thus, the SFC reliability follows the parallel reliability model described by Binomial formula for calculation of the probability that at least \( k \) out of \( A_{4k} = n_{k} \) components are available, i.e.,

\[
R(N = 1) = \sum_{f_{4k}=0}^{A_{4k}} p(A_{4k}, f_{4k}, p_{4k}).
\]

When, for instance, the reliability of all active VNFs and all backup VNFs of a certain type is \( p_{41} \) and \( p_{42} \), respectively, and \( p_{41} \neq p_{42} \), there are two reliability classes, \( N = 2 \). Then, the SFC reliability is determined as a probability that at least \( k \) out of all \( A_{41} + A_{42} = n_{1} + n_{2} = k + r = n \) VNFs do not fail and at least \( k \) sub-SFCs can be composed to serve \( k \) sub-flows. Since we assumed SFC of one VNF, \( \Psi = 1 \), at least \( k - f_{41} \) active VNFs, where \( 0 \leq f_{4k} \leq \min(k, r) \), and at least \( f_{4k} \) backup VNFs have to be available, while also \( f_{4k} \) backup VNFs can fail without service interruption, where \( 0 \leq f_{4k} \leq r - f_{41} \). Thus, AVF of active and backup VNFs is determined as \( A_{41} = \min\{n_{k}, r\} \) and \( A_{42} = \min\{r, r - f_{41}\} = r - f_{41} \), respectively. Following the Binomial formula and, additionally, applying the serial reliability model as VNFs from both reliability classes, i.e., at least \( k \), have to be available at the same time; the SFC reliability is determined as

\[
R_4(N = 2) = \sum_{f_{41}=0}^{A_{41}} p(A_{41}, f_{41}, p_{41}) \sum_{f_{42}=0}^{A_{42}} p(A_{42}, f_{42}, p_{42}), \text{ when } \Psi = 1, A_{41} = k, A_{42} = r - f_{41}, \text{ and } N = 2.
\]

It is obvious, that this example can be extended to \( N \leq k + r \) reliability classes, whereby it is required to extend the equation above to up to \( N \) summations. In this case, the AVF of any reliability class \( \xi \) is calculated as \( A_{4k} = \min\{n_{k}, r - \sum_{\xi=1}^{k-1} f_{4k} \} \) to ensure that the number of failed VNFs over all reliability classes, i.e., from 1 to \( \xi - 1 \), is not larger then the number of backup VNFs provided. Thus, the SFC reliability for \( \Psi = 1 \) and \( N \geq 1 \) can be generalized as

\[
R(N) = \prod_{\xi=1}^{N} \sum_{f_{4k}=0}^{A_{4k}} p(A_{4k}, f_{4k}, p_{4k}) = \sum_{f_{41}=0}^{A_{41}} p(A_{41}, f_{41}, p_{41}) \ldots \sum_{f_{4N}=0}^{A_{4N}} p(A_{4N}, f_{4N}, p_{4N}) \tag{2}
\]

, where \( R(N) \) is a probability that there are at least \( k \) available out of \( n \) VNFs of a certain type (VNF1) over all \( N \) reliability classes.

Next, let us assume that the parallelized SFC consists of \( \Psi > 1 \) different VNFs. Then, the SFC reliability is determined as a probability that at least \( k \) over all \( k + r = n \) VNFs of each type out of \( \Psi \) types do not fail and at least \( k \) sub-SFCs can be composed by \( k\Psi \) VNFs of each type to serve \( k \) sub-flows. When all VNFs of the same type, have the same VNF reliability, e.g., all VNF1 and all VNF2 have reliability \( p_{41} \) and \( p_{42} \), respectively, the SFC reliability is a probability that at least \( k \) VNFs of each type, e.g., k VNF1 and k VNF2, are available as described by \( R(N = 1) \) above. Applying the serial reliability model, the SFC reliability is \( R(1) = R^1(1) \cdot R^2(N = 1) \cdot R^3(N = 1) \cdot \ldots R^\Psi(N = 1) = \prod_{\psi=1}^{\Psi} R^\psi(N = 1) \). In case all VNFs of any type, i.e., from VNF1 to VNF\( \Psi \), utilized to build a certain SFC of reliability class \( \xi \) have the same VNF reliability value, i.e., \( p_{41} = p_{42} = \ldots = p_{4\Psi} = p_{4k} \), at most \( A_{4k} = r \) VNFs of any type can fail without any impact on service maintenance. Then, the service reliability can be generalized following the serial reliability model for the whole SFC of \( \Psi \) VNFs as

\[
R = \left[ R(N = 1) \right]^\Psi = \left[ \sum_{f_{4k}=0}^{A_{4k}} p(A_{4k}, f_{4k}, p_{4k}) \right]^\Psi \tag{3}
\]

Similarly, when there are \( N \) reliability classes and any reliability class \( \xi \) contains \( n_{\xi} \) sub-SFCs, all \( k_{\xi} \Psi \) VNFs from the same reliability class have the same VNF reliability \( p_{4k} \), the overall SFC reliability can be derived from Eq. \( (2) \) as

\[
R(N, \Psi) = R(1) \cdot R(N = 1) = \prod_{\psi=1}^{\Psi} R^\psi(N = 1) = \left[ R(N) \right]^\Psi, \text{ which results in Eq. (1)}.
\]

B. Placement Dependent SFC reliability

When any DCN component, i.e., DC, rack, server and VNF, can fail, i.e., \( p_1 < 1 \), \( p_2 < 1 \), \( p_3 < 1 \), the SFC reliability is a function of the amount of available and failed active and backup DCs, racks, servers and VNFs involved and their interdependence, which is a function of VNF placement strategy over Intra- and Inter-DCN. Let us further simplify notation as \( P(L_{c}) = p(A_{c}, f_{c}, \psi_{c}) \) to reduce the size of some formulas provided below, where \( 1 \leq c \leq C, c \in \{4, 3, 2, 1\} \). Since our main assumption is that all components from hierarchical level \( c \) utilized to allocate the certain sub-SFC of reliability class \( \xi \) have the same component reliability \( p_{\xi} = p_{c} \), all \( \Psi \) different VNFs from the certain sub-SFC of reliability class \( \xi \) have the same VNF component reliability, i.e., \( p_{41} = p_{42} = \ldots = p_{4\Psi} = p_{4k} \), whereby all servers, racks and DC required to allocate this sub-SFC from class \( \xi \) have the same reliability as well. In other words, all \( \bar{n}_{1\xi} \) DCs, all \( \bar{n}_{1\xi} \cdot n_{2\xi} \cdot n_{3\xi} \) racks and all \( \bar{n}_{1\xi} \cdot n_{2\xi} \cdot n_{3\xi} \cdot n_{4\xi} \) servers have the same component reliability \( p_{1\xi} = p_{2\xi} \) and \( p_{3\xi} \), respectively.

1) One Reliability Class: There is only one reliability class \( N = 1 \), when all \( n \) active and backup sub-SFCs are placed in the same fashion and all components of each type \( c \) have the same component dependent reliability, i.e., \( p_{c} \). To allocate all \( n \) VNFs of a certain type, e.g., VNF1, \( 1 \leq \bar{n}_{1} \leq n \).
active and backup DCs, $1 \leq n_2 \leq n$ active or backup racks, and $1 \leq n_3 \leq n$ active or backup servers inside any rack, i.e., in total $(\bar{n}_1)n_2n_3$ active and backup servers, and $(\bar{n}_1)n_2n_3n_4 = (k + r)$ VNFs are required, whereby any server can allocate $1 \leq n_4 \leq n$ VNFs of the same type. Similarly, the same amount of DC, racks and servers is utilized to allocate each other VNF type from the same sub-SFC, i.e., VNF2, ..., VNF$\Psi$. Thus, the number of components from hierarchy level $c$ allocated to the SFC can be calculated as $\bar{n}_c$, if $c = 1$, and as $\bar{n}_1 \prod_{c=2} n_c$, while some of this components, i.e., $\Delta$ different component types from the lower hierarchy level, are utilized for a certain VNF type only, other $C - \Delta$ component types are the shared components and used to allocate VNFs of different types. Thus, there is a need to consider the VNF placement strategy and resulting level of disjointedness $\Delta$, i.e., to take into account the components’ interdependency.

**Lemma 2:** When there is one reliability class, $N = 1$, the placement dependent SFC reliability is a function of the disjointedness level $\Delta$, SFC length $\Psi$, ACF $A_c$ and the amount of available components $A_c$ for any component type $c$, i.e.,

$$R_\Delta = \prod_{c=1}^{C-\Delta} A_c \sum_{f_c=0}^{c-\Delta} P(A_c) \prod_{c=1}^{C-\Delta} A_c \sum_{f_c=0}^{c-\Delta} P(A_c)$$

(4)

where $\prod_{c=1}^{C-\Delta} A_c \sum_{f_c=0}^{c-\Delta} P(A_c) = 1$, if $\Delta = C$.

**Proof 2:** Let us first assume that SFC consists of $\Psi = 1$ VNF types, e.g., VNF1 only, while all $n = k + r$ active and backup VNFs have the same VNF components reliability $p_1$ as well as all DCs, racks and servers involved to allocate these $n$ VNFs have the same component reliability $p_1$, $p_2$ and $p_3$, respectively. Then, the SFC reliability can be calculated with Binomial formula and the serial reliability model as previously discussed in Sec. III-A, whereby it is required to consider the availability of all component types involved $1 \leq c \leq C$, i.e., a minimal amount of DC, racks and servers is required to ensure availability of at least $k$ out of $n$ VNFs, i.e.,

$$R(\Psi = 1) = \prod_{c=1}^{C} A_c \sum_{f_c=0}^{A_c} p(A_c, f_c, p_c) = \sum_{f_1=0}^{A_1} p(A_1, f_1, p_1) \cdot \sum_{f_2=0}^{A_2} p(A_2, f_2, p_2) \cdot \sum_{f_3=0}^{A_3} p(A_3, f_3, p_3) \cdot \sum_{f_4=0}^{A_4} p(A_4, f_4, p_4)$$

(5)

To extend $R(\Psi = 1)$ to arbitrary SFC length, i.e., $\Psi \geq 1$ VNFs, there is a need to consider the VNF placement strategy and resulting level of disjointedness $\Delta$. Since our placement strategies are based on SFC or VNF type, $C - \Delta$ component types are the shared components and allocate a whole sub-SFC. Thus, the service reliability calculation depends on the level of disjointedness, i.e., $\Delta$, and the serial reliability model can be only applied to $R(\Psi = 1)$, similarly as for $R(\Psi = 1)$, when each VNF type of a certain sub-SFC is allocated by different components of any hierarchy level $c$, $1 \leq c \leq C$, resulting in $\Delta = 4$. In this case, any VNF type is placed in different DC, different racks, different servers and VMs and the service reliability is determined with Eq. (5) as $R_{\Delta=4} = \prod_{\Psi=1}^{\Psi} R(\Psi = 1) = [R(\Psi = 1)]^\Psi = \sum_{f_1=0}^{A_1} p(A_1, f_1, p_1) \sum_{f_2=0}^{A_2} p(A_2, f_2, p_2) \sum_{f_3=0}^{A_3} p(A_3, f_3, p_3) \sum_{f_4=0}^{A_4} p(A_4, f_4, p_4)$.

When different VNF types, i.e., sub-SFCs, are placed in the same DC but different racks, servers and VMs ($\Delta = 3$), the failure of DC, i.e., the shared component, affects all $\Psi$ VNFs of a certain sub-SFC and, thus, needs to be considered once and not separately for each out of $\Psi$ VNFs. Thus, the SFC reliability can be calculated by separation probability that there is at least $A_1 - A_1$ available DCs required for maintenance of at least $k$ sub-SFCs, while the serial reliability model is still valid: $R_{\Delta=3} = \sum_{f_1=0}^{A_1} p(A_1, f_1, p_1) \sum_{f_2=0}^{A_2} p(A_2, f_2, p_2) \sum_{f_3=0}^{A_3} p(A_3, f_3, p_3) \sum_{f_4=0}^{A_4} p(A_4, f_4, p_4)$. Similarly, when different VNF types, i.e., sub-SFCs, are placed in the same DC, same rack and different servers resulting in disjointedness level $\Delta = 2$, there are 2 shared components. DC and rack. Thus, any failure of DC or rack will affect all $\Psi$ VNFs and needs to be considered once to calculate the probability that at least $A_1 - A_1$ DCs and $A_2 - A_2$ racks are available to build $k$ sub-SFC of $\Psi$ VNFs each. Then, the SFC reliability is determined as $R_{\Psi=2} = \sum_{f_1=0}^{A_1} p(A_1, f_1, p_1) \sum_{f_2=0}^{A_2} p(A_2, f_2, p_2) \sum_{f_3=0}^{A_3} p(A_3, f_3, p_3) \sum_{f_4=0}^{A_4} p(A_4, f_4, p_4)$.

2) $N$-Reliability Classes: Now, we consider the parallelized SFCs, whereby any out of $n$ active and backup sub-SFCs can belong to one out of $N$, $1 \leq N \leq n$, reliability classes. Then, an index $\xi$, $1 \leq \xi \leq N$, shows a certain reliability class of any active or backup component utilize to allocate the sub-SFCs from this reliability class $\xi$. Thus, any component type $c$ utilized to allocate reliability class $\xi$ and its component reliability are noted as $c_\xi$ and $p_{c\xi}$, respectively. Multiple sub-SFCs can belong to a certain reliability class $\xi$, if these sub-SFCs are placed following a certain placement strategy and all $C$ involved component types have a certain component reliability value $p_{c\xi}$ each. Note that all components of hierarchy level $c$ utilized to allocate any $\Psi$ different VNFs of a certain SFC reliability class $\xi$ have the same component reliability, i.e., $p_{\xi c} = ... = p_{\Psi c} = p_{c\xi}$. Generally, there are $\Psi \geq 1$ VNFs per sub-SFC, an arbitrary number of involved component types ($\xi$ types) to place this VNFs and an arbitrary number of reliability
classes ($N$ active and backup classes), whereby each reliability class has its own level of disjointedness, $1 \leq \Delta_{\xi} \leq C$. The expression for the service reliability needs to consider the level of disjointedness $\Delta_{\xi}$ of any reliability class $\xi$. The level of disjointedness $\Delta_{\xi}$ take into account a certain placement strategy and describes the amount of disjoint and shared components, i.e., shared by different VNF types. Additionally, some sub-SFCs from different reliability classes can have a common root components, e.g., are allocated in the same DC or in the same rack. The failure of these common root components result in failures of whole sub-SFCs and related component types belonging to different reliability classes. All reliability classes combined by the common root and related root component are collected in set $\Phi = \{c_{w1}, c_{w2}, ..., c_{w_{\rho}}\}$, where any $c_{w_{\rho}}$ describes a component type of common root, and each $w_{\rho}$ is a set of indexes of the reliability classes combined by the common root component of type $c_{w_{\rho}}$, i.e., $w_{\rho} = \{\xi_1, \xi_2, ..., \}$. Then, the resulting expression for service reliability needs to take into account $N \geq 1$ reliability classes of SFCs of length $\Psi \geq 1$, the shared and common root components utilized for allocation of a sub-SFCs from a certain reliability class $\xi$, i.e.,

**Lemma 3:** When there is multiple reliability classes, $N \geq 1$, the placement dependent SFC reliability is a function of the disjointedness level $\Delta$, SFC length $\Psi$, ACF $A_{\xi}$, and the amount of available components $\Lambda_{\xi}$ for any component type $c_{\xi}$, whereby the shared and common root components utilized for allocation of sub-SFCs from a certain reliability class $\xi$ need to be taken under consideration, i.e.,

$$R_{\Delta_1, ..., \Delta_N}(\Psi) = \prod_{\rho=1}^{N} \sum_{f_{c_{w_{\rho}}}=0}^{c_{w_{\rho}}} P(A_{c_{w_{\rho}}}) \cdot \prod_{\xi=1}^{N} \prod_{\phi(c_{\xi})=1}^{c_{\xi} - \Delta_{\xi} A_{\xi}} P(\Lambda_{c_{\xi}}) \left[ \prod_{\xi=1}^{N} \prod_{\phi(c_{\xi})=1}^{c_{\xi} - \Delta_{\xi} + 1} P(\Lambda_{c_{\xi}}) \right]^{\Psi}$$

(6)

, where the function $\phi(c_{\xi})$ ensures that the common root components for any reliability class $\xi \in w_{\rho}$ are considered only once by the first summation over $f_{c_{w_{\rho}}} \equiv f_{c_{\xi}}$, i.e.,

$$\phi(c_{\xi}) = \begin{cases} 1, & \text{if } \forall \rho : (\xi \in w_{\rho} \land c_{\xi} \neq c_{w_{\rho}}) \lor (\xi \notin w_{\rho}); \\ 0, & \text{else}. \end{cases}$$

(7)

**Proof 3:** First, we assume that the components from different reliability classes do not have any common root components, which corresponds to Inter-DCN placement of active and backup sub-SFCs. Thus, the SFCs of a certain reliability class $\xi$ are placed disjointedly from any other reliability classes. Assuming that any SFC contains only one VNF, $\Psi = 1$, additionally relax the placement dependency as there can not be any shared components. Then, the service reliability can be determined based on Eqs. (2) and (3) as follows

$$R(\Psi = 1, N) = \prod_{\xi=1}^{N} R(\Psi = 1) = \prod_{\xi=1}^{N} \prod_{\xi=1}^{c_{\xi} - \Delta_{\xi} + 1} P(A_{\xi} \cdot f_{c_{\xi}}, p_{c_{\xi}})$$

(8)

, where failure and availability of each component type and each reliability class is described by own summation. Thus, all $C$ component types, i.e., from type 1 to type $C$ are considered for each reliability class $\xi$, $1 \leq \xi \leq N$. Thus, any summation determines the probability that service will not fail in case of $f_{c_{\xi}}$ failures of any component type $c_{\xi}$ of a reliability class $\xi$, whereby at most $A_{\xi}$ failures of this component type $c$ and class $\xi$ are allowed.

Let us next assume that some sub-SFCs from different reliability classes have a common roots, while there is not any shared component types, i.e., SFC length $\Psi = 1$. The failure of the common root components result in failures of whole sub-SFCs and related component types belonging to different reliability classes. All reliability classes combined by the common root and related root component are collected in set $\Phi$, while any failures of any component type $c_{w_{\rho}}$, related to the reliability classes from set $w_{\rho}$, affect $A_{\xi}$ and the amount of available components $\Lambda_{\xi}$ of all related classes $\xi$, i.e., $\xi \in w_{\rho}$. Thus, to take into account the common roots for different reliability classes, Eq. (8) for $\Psi = 1$ is modified as

$$R(\Psi = 1, N, \Phi) = \prod_{\rho=1}^{N} \sum_{f_{c_{w_{\rho}}}=0}^{c_{w_{\rho}}} P(A_{c_{w_{\rho}}}) \prod_{\xi=1}^{C} \prod_{\phi(c_{\xi})=1}^{c_{\xi} - \Delta_{\xi} + 1} P(A_{\xi} \cdot f_{c_{\xi}}, p_{c_{\xi}})$$

(9)

, where $A_{c_{w_{\rho}}} = 1 = const$ as there can be only one common root $c_{w_{\rho}}$ for reliability classes from set $w_{\rho}$. The function $\phi(c_{\xi})$ determined by Eq. (7) ensures that the common root components for any reliability class $\xi \in w_{\rho}$ are considered only once, i.e., by the first summation over $f_{c_{w_{\rho}}}$.

Next, let us assume that SFC consists of $\Psi \geq 1$ VNFs and there is no common root components, but some sub-SFCs utilize shared components to place $\Psi$ different VNFs. Thus, each reliability class $\xi$ has its own level of disjointedness $\Delta_{\xi}$, $1 \leq \Delta_{\xi} \leq C$, and the expression for the service reliability needs to consider the level of disjointedness $\Delta_{\xi}$ of any reliability class $\xi$, $1 \leq \xi \leq N$. Only considering the reliability class $\xi$ which provides the level of disjointedness $\Delta_{\xi}$ due to a certain placement strategy, there are $C - \Delta_{\xi}$ shared components, i.e., shared by different VNF types, i.e., components $c_{\xi} = 1, \xi, ..., (C - \Delta_{\xi})\xi$, and $\Delta_{\xi}$ disjoint components, i.e., $c_{\xi} = (C - \Delta_{\xi} + 1)\xi, ..., C\xi$. Then, similar to Eq. (4), there are $C_{\xi}$ summations for each reliability class $\xi$, where all summations for shared components and all summations for disjoint components should be separated as each summation for disjoint components is valid for each out of $\Psi$ VNF types.

Thus, the service reliability is

$$R_{\Delta_1, ..., \Delta_N}(\Psi) = \prod_{\xi=1}^{N} \prod_{\xi=1}^{c_{\xi} - \Delta_{\xi} + 1} P(A_{\xi} \cdot f_{c_{\xi}}, p_{c_{\xi}})$$

(10)

, where any $A_{c_{\xi}}$ and $A_{c_{\xi}'}$ describes ACF of a shared and disjoint component type $c_{\xi}$ of any reliability class $\xi$, respectively. When level of disjointedness is maximal, i.e., $\Delta_{\xi} = C$, all component types are disjoint and the same for all $\Psi$ VNFs and related components utilized for their allocation, i.e., all
Let us first derive ACF $A_{c_{w\rho}}$ of the common root components of any reliability class $\xi$ from set $w_\rho$, i.e., $\forall \xi : \xi \in w_\rho$. Since there is only one common root component per $|w_\rho|$ reliability classes, the amount of available roots $\Lambda_{w_\rho} \leq 1$ and the ACF of the root component is either 0 or 1, both depend on the number of failed VNFs of each type in case of failure of the roots and failed roots from higher hierarchy level resulting in failures of other roots. Thus, the failure of a certain common root $c_{w\rho}$ is only possible, when the other roots from the higher hierarchy do not fail leading to the failure of this root $c_{w\rho}$, i.e., $\forall \rho' \leq \rho' - 1 : f_{c_{w\rho}} = 0 \cap w_\rho \subset w_{\rho'}$. In other words, the root component can only fail if it is available, i.e., not failed due to failures of other components, $\forall \rho' \leq \rho' - 1 : A_{c_{w\rho}} = 1$, if $f_{c_{w\rho}} = 0 \cap w_\rho \subset w_{\rho'}$. As a result, the amount of available common roots is defined as

$$\Lambda_{c_{w\rho}} = \begin{cases} 1, & \text{if } \sum_{w_\rho \subset w_{\rho'}} f_{c_{w\rho'}} = 0; \\ 0, & \text{else.} \end{cases}$$

Generally, to maintain the service, the amount of failed VNFs may not be larger than the number of backup VNFs, i.e., $r$. The amount of VNFs of a certain type belonging to reliability class $\xi \in w_\rho$ can be calculated as $n_{c_{w\rho}} \prod_{\rho = \rho+1} \frac{c}{c_{\xi}} \eta_{w\rho} = \prod_{\rho = \rho+1} \frac{c}{c_{\xi}} \eta_{w\rho}$ VNFs of class $\xi$, which will fail with failure of the root component type $c_{w\rho}$. Since there are $|w_\rho|$ reliability classes affected by failure of root component type $c_{w\rho}$, the total number of failed VNFs of certain type from any reliability class $\xi \in w_\rho$ is determined as $\sum_{\rho = \rho+1} \prod_{\rho = \rho+1} \frac{c}{c_{\xi}} \eta_{w\rho} = \frac{c}{c_{\xi}} \eta_{w\rho}$, where $\prod_{\rho = \rho+1} \frac{c}{c_{\xi}} \eta_{w\rho}$ and $\prod_{\rho = \rho+1} \frac{c}{c_{\xi}} \eta_{w\rho}$ have some common roots with other reliability classes, i.e., $\xi \in w_\rho$, but the considered component type $c$ is not the common root, i.e., $\xi \notin c_{w_\rho}$.

3) Acceptable Component Failures: The bound of summations $A_{c_{w_\rho}}$ and $A_{c_{\xi}}$ in Eq. (6) is what we refer to as the acceptable component failure, which is a function of pre-reserved components of type $c$ from same reliability class $\xi$ and the failures of any other components of higher hierarchy level or failure of preserved components of the lowest hierarchy level over all reliability classes. Depending on the placement strategy and, thus, the reliability class $\xi$, there is $n_{c_{\xi}}$ active and backup components of the highest hierarchy level such as DCs and $n_{c_{\xi}}$ components of any type $c \in 1$ allocated inside a component of type $c-1$. Thus, there is in total $n_{c_{\xi}} \prod_{\rho=2} \frac{c}{c_{\xi}} \eta_{w_\rho}$ components of type $c$ utilized for allocation of $n_{c_{\xi}}$ active and backup VNFs of certain type of any reliability class $\xi$.

Without loss of generality, each summation in Eq. (6) is a function of the prior summation, i.e., any $A_{c_{\xi}}$ and $A_{c_{\xi}}$ are the functions of already considered component failures $A_{c_{\xi}} \equiv A_{c_{\xi}}(f_{11}, \ldots, f_{c_1}, \ldots, f_{c_{\xi}})$ and $A_{c_{\xi}} \equiv A_{c_{\xi}}(f_{11}, \ldots, f_{c_{\xi}}, \ldots, f_{c_{\xi}}, \ldots)$, where the previously assumed failures reduce the acceptable failures of component $c_\xi$ and the amount of remaining available components of type $c$ from class $\xi$, respectively, where $1 \leq \xi \leq N$. Next, we derive the amount of available components $A_{c_{\xi}}$ and ACF $A_{c_{\xi}}$, where $1 \leq \xi \leq N$ and $1 \leq c \leq C$. 

C related summations are inside the brackets in Eq. (10), i.e., $\prod_{c=1}^{\Delta} \sum_{f_{c-1}} \frac{A_{c}}{P(A_c)} = 1$, if $\Delta = C$. Similar, in case of $\Delta = 1$, only components of one type, i.e., $c = C$, are disjoint resulting in only one summation per reliability class $\xi$ inside brackets. When $\Delta = C - 1$, i.e., only component type 1, i.e., DCs, is a shared component for all $\Psi$ different VNF types of reliability class $\xi$, there is one summation outside the brackets, which describes the probability that there are enough available components of type $c = 1$ to maintain the service.

Finally, when there are some shared components for VNFs from sub-SFCs of length $\Psi \geq 1$ as well as common root for different reliability classes described by set $\Phi$, we can derive the service reliability with Eqs. (10) and (9). The resulting reliability equation takes into account $N \geq 1$ reliability classes of SFCs of length $\Psi \geq 1$, their common root and shared components and failures of any out of $C$ component types involved for allocation of a sub-SFCs from a certain reliability class $\xi$, i.e., $R_{\Delta_1, \ldots, \Delta_N} = \prod_{\rho=1}^{\Psi} \sum_{\rho=0}^{\Phi} \frac{P(A_{\rho_\Phi})}{R_{\Delta_1, \ldots, \Delta_N}}$ and presents Eq. (6).

Finally, let us derive Eq. (7), where $\phi(c_\xi)$ needs to ensure that the common root components are consider only once by the first summation in Eqs. (6) and (9) and only component types $c_\xi$ which are not the common root components are considered in the following summation to calculate the probability that there is enough available components of type $c_\xi$ to maintain the service. As a result, $c_\xi$ needs to be additionally considered, when either the reliability class $\xi$ of considered component type $c_\xi$ does not have a common root components with other reliability classes, i.e., $\forall \rho : \rho \notin w_\rho$, or $\xi$ have some common root components with other reliability classes, i.e., $\xi \in w_\rho$, but the considered component type $c$ is not the common root, i.e., $\xi \notin c_{w_\rho}$.
type 1 to \( c-1 \), is

\[
A_{c_{w,\rho}} = \begin{cases} 
\Lambda_{c_{w,\rho}}, & \text{if } \forall \rho: (\xi \in w_{\rho}) \cap (c_{w,\rho} = c_{w,\rho}); \\
\Lambda_{c_{w,\rho}}, & \text{if } \forall \rho: (\xi \notin w_{\rho}) \cap (c = 1); \\
(\Lambda_{(c-1)\xi} - f_{(c-1)\xi}) n_{c_{\xi}}, & \text{if } \forall \rho: (\xi \notin w_{\rho}) \cap (1 < c \leq C). 
\end{cases}
\]

(13)

, where the first case described as \( n_{c_{\xi}} = n_{c_{\xi}} = n_{c_{w,\rho}} = \Lambda_{c_{w,\rho}} \), describes a number of the common root components of a certain type \( c \) and is the same for any reliability class \( \xi \) from set \( w_{\rho} \). However, when there is one reliability class only, \( N_{1} \), there is no common root components and the first case in Eq. (13) will be never true. The derivation of Eq. (13) is presented in Appendix VI-A.

Generally, the number of any failed components \( f_{c_{\xi}} \) of type \( c_{\xi} \) can vary as \( 0 \leq f_{c_{\xi}} \leq A_{c_{\xi}} \) for shared components and \( 0 \leq f_{c_{\xi}} \leq A'_{c_{\xi}} \) for disjoint components from any certain reliability class \( \xi \), whereby any \( f_{c_{\xi}} \) out of \( A_{c_{\xi}} \) components of type \( c_{\xi} \) of reliability class \( \xi \) can fail without interrupting the end-to-end service. Without loss of generality, ACF, i.e., \( A_{c_{\xi}} \) for components shared by \( \Psi \) different VNF types of class \( \xi \) and \( A'_{c_{\xi}} \) for disjoint components of the same class, is a function of available components \( \Lambda_{c_{\xi}} \) of type \( c \) and a reliability class \( \xi \), the amount of provided backup VNFs \( r \), and the number of VNFs considered as already failed \( c_{\xi} \) after \( f_{c_{\xi}} \) components of any type \( c \), \( 1 \leq c \leq C \), and any class \( \xi \), \( 1 \leq \xi \leq C \) failed. The amount of failed components \( F_{c_{\xi}} \) of the lowest hierarchy level \( C \) and a certain type, e.g., VNFs1, due to failures \( (f_{c_{\xi}}) \) of any component types \( c' \), i.e., \( c' \leq c \) belonging to a certain reliability class \( \xi \) can be generalized to an iterative function as

\[
F_{c_{\xi}} = \begin{cases} 
F_{(c-1)\xi} + f_{c_{\xi}} \prod_{c'=c+1}^{c} n_{c'}, & \text{if } 1 \leq c \leq C; \\
0, & \text{else}. 
\end{cases}
\]

(14)

, where the failures of any component from the higher hierarchy level, from 1 to \( c \), are taken into account. These \( F_{c_{\xi}} \) failed components of type \( c \) due to failures of \( f_{c_{\xi}} \) components of the type from 1 to \( c \) reduce the amount of available backup components \( r \), which are allowed to fail, i.e., reduces ACF. The failure of any common root components \( c_{w,\rho} \) are taken into account by Eq. (14) as \( \forall \rho: f_{c_{\xi}} = c_{\xi} \), if \( c_{w,\rho} = c_{\xi} \) and \( \xi \in w_{\rho} \).

Then, ACF \( A_{c_{\xi}} \) of any shared component, i.e., placed outside the brackets in Eq. (5), is a minimum between the total number of available VNFs provided by a certain reliability class \( \xi \) and allocated inside component \( c \), i.e., \( A_{c_{\xi}} \prod_{c'=c+1}^{c} n_{c'} \), and the total number of available backup VNFs \( r \) reduced by any failures of any component type and from any reliability class. The result will show how many VNFs of a certain reliability class \( \xi \) may fail without any affect of service maintenance. The amount of backup VNFs is generally reduced by the VNF failures of class \( \xi \) due to failures of the components from the higher hierarchy level, i.e., from 1 to \( c-1 \), and from the same reliability class \( \xi \), which can be calculated with Eq. (14) as \( F_{(c-1)\xi} \). Additionally, the number of backup VNFs is reduced through VNF failures due to failure of any shared component from other reliability classes with an index which is less than \( \xi \). That failures can be also determined with Eq. (14) as \( \sum_{l=1}^{\xi-1} F_{(c-\Delta l)\xi} \), where \( \Delta l \) defines the lowest hierarchy of a shared component related to the reliability class \( l \). Thus, defining ACF for component \( c_{\xi} \), we need to take into account that there are \( r - \sum_{l=1}^{\xi-1} F_{(c-\Delta l)\xi} - F_{(c-1)\xi} \) remaining backup VNFs, which can fail without service interruption. Thus, the amount of VNFs from class \( \xi \), which may fail are defined as \( \min\{A_{c_{\xi}} \prod_{c'=c+1}^{c} n_{c'}; r - \sum_{l=1}^{\xi-1} F_{(c-\Delta l)\xi} - F_{(c-1)\xi}\} \). Since we are interested in ACF of component \( c_{\xi} \), which can be from any hierarchy level, i.e., \( 1 \leq c \leq C \), there is a need for the normalization by the amount of VNFs allocated by component \( c_{\xi} \), i.e., by \( \prod_{c'=c+1}^{c} n_{c'} \). This is also the number of VNFs, which will fail if one component \( c_{\xi} \) fails. As a result, ACF for a certain component type \( c_{\xi} \) shared by \( \Psi \) different VNFs of a certain reliability class \( \xi \) can be derived as

\[
A_{c_{\xi}} = \left[ \min\left\{ \frac{A_{c_{\xi}} \prod_{c'=c+1}^{c} n_{c'}; r - \sum_{l=1}^{\xi-1} F_{(c-\Delta l)\xi} - F_{(c-1)\xi}}{\prod_{c'=c+1}^{c} n_{c'}} \right\} \right] 
\]

(15)

, where the sum of all \( F_{(c-\Delta l)\xi} \) identifies all summations in Eq. (5) located prior to summation with a bound \( A_{c_{\xi}} \) and, finally, all prior failures of shared components. Obviously, that if any prior reliability class \( l < \xi \) have disjointness level of \( \Delta l = C \) all \( \Psi \) VNFs as well as all related component types of this class \( l \) are disjoint and there is no shared components and, thus, summations outside the brackets for this reliability class in Eq. (5), i.e., \( F(\Delta l) = 0 \). When \( \Delta l < C \), a failure of \( C - \Delta l \) components types of a certain class \( l \) needs to be considered for calculation of ACF \( A_{c_{\xi}} \), where \( l < \xi \). Thus, the function \( F_{(\Delta l-1)\xi} \) provides a total number of the failed components of lowest hierarchy level due to failure of any component types up to \( \Delta l - 1 \).
reliability classes are not yet considered inside the brackets in Eq. (6), can fail resulting in \( \sum_{\ell=1}^{N} F(c_\ell) \) additional VNF failures. Thus, the amount of backup VNFs of a certain type is determined as \( r - \sum_{\ell=1}^{\xi-1} F(c_\ell) - F(c_{\xi}) - \sum_{l=\xi+1}^{N} F(c_{(\xi+l)}) \) and defines the maximal number of VNFs from the reliability class \( \xi \) which may fail due to failures of component \( c_\xi \), which can be reduced through value \( \lambda_c \prod_{c'=\xi+1}^{c} n_{c'} \). To calculate the amount of components \( c_\xi \), which may fail resulting in allowed VNFs failures calculated above, the required normalization is performed similar to Eq. (15) as \( \prod_{c'=c+1}^{\xi} n_{c'} \) to determine the number of VNFs allocated inside component \( c_\xi \). As a result, ACF for a certain component type \( c_\xi \) utilized to disjointly allocate \( \Psi \) different VNFs of a certain reliability class \( \xi \) is

\[
A'_{c_\xi} = \min \left\{ \lambda_{c_\xi} \prod_{c'=1}^{c_\xi-1} n_{c'}; r - \sum_{l=1}^{\xi-1} F(c_\ell) - F(c_{(\xi-l)}) - \sum_{l=\xi+1}^{N} F(c_{(\xi+l)}) \right\}
\]

(16)

IV. NUMERICAL RESULTS

We now evaluate the placement and component dependent SFC reliability considering all possible combinations of disjointedness level \( \Delta \) with minimal number protected component types \( N_r \), resulting in 16 combinations following two placement strategies. The first strategy is "VNF placement based on SFC", where VNFs of different types are placed together, and the second is a "placement based on VNF type", where VNFs of the same type are placed together. We consider two scenarios: 1) Case 1 relates to practice, where \( p_1 = 0.99999, p_2 = 0.9999, p_3 = 0.99, p_4 = 0.99999 \); and 2) Case 2 is idealized scenario, where \( p_1 = p_2 = p_3 = p_4 = 0.99999 \). We investigate the SFC reliability over \( k = 1, 4, 8 \) active SFCs with \( \Psi = 4, 8 \) VNFs and different amount of backup SFCs \( r \). We verified analytical results calculated with Eqs. (4) and (6) by Monte-Carlo simulations. Since the simulation results overlapped with analytical results (with 95% confidence interval), we present only analytical results in a tabular form for clarity, where \( N_r \) and in most cases SFC reliability values are sorted in the descending order.

First, we assume that there is only one reliability class \( N = 1 \) one active sub-SFC and evaluate the impact of \( \Delta, N_r, \Psi \) and \( r \) on the resulting SFC reliability. Tab. [II] shows the SFC reliability for Case 1 and Case 2 as a function of the amount of backup sub-SFC \( r \), SFC length \( \Psi \) and different VNF placement strategies defined through \( \Delta \) and \( N_r \). The related placement (Pl.) is marked with \( r \) for "VNF based" and with \( s \) for “SFC based” strategies. Without backup protection \( (r = 0) \), the SFC reliability is independent from \( N_r \), since there are no backup components. However, as expected, for a fixed \( N_r \) the SFC reliability decreases with increasing level of disjointedness \( \Delta \) and increasing SFC length \( \Psi \) (for fixed \( \Delta \) but different \( N_r = 1, \ldots, 4 \) the reliabilities are identical). As expected, Case 2 provides higher SFC reliability due to higher component reliability defined, but reflects the same functional dependency. Without any protection, a disjointedness of \( \Delta = 1 \) will provide the highest end-to-end service reliability.

Now, we consider the usual 1+1 backup protection, i.e., \( r = 1 \). At first glance, the SFC reliability decreases with decreasing amount of backup component types \( N_r \), and an increasing level of disjointedness \( \Delta \), e.g., for Case 1 with \( \Psi = 4 \). Intuitive, that seems to be a practical rule. However, some placement strategies with low \( N_r \) provide higher SFC reliability (marked bold) than some placements with a higher \( N_r \). In Case 1 with a SFC length of \( \Psi = 8 \), placement with \( N_r = 3 \) and \( \Delta = 1 \) outperforms placements with \( N_r = 4 \) and \( \Delta = 2, 3, 4 \). That is because the SFC in these placement strategies will be most likely interrupted due to VNF failures caused by the longer VNF chain. Then, if we consider the VNF components of a SFC only, its reliability relates to \((p_4)^\Psi \), i.e., the lower reliability of the longer SFC chain, i.e., \( (p_4)^8 \approx 0.92274 < (p_4)^4 \approx 0.9606 \), can not be compensated enough by the backup DC, rack and server. Thus, the amount of other backup (hardware) components, i.e., \( N_r \), can be reduced. When we take a look on Case 2, where the placement strategies based on VNF type are marked bold. In this example we observe, that a placement based on SFC with lower \( N_r \) outperform a placement based on VNF type, e.g., placement with \( N_r = 2 \) and \( \Delta = 1 \) outperforms placements with \( N_r = 3 \) and \( \Delta = 4 \). Moreover, also other placement strategies based on VNF type (marked bold) provide the lowest SFC reliability for any value of \( r \) and \( \Psi \) and it is preferable to use a placement strategy based on SFC.

Next, let us consider the impact of increasing amount of backup sub-SFCs on resulting SFC reliability, where \( r = 100 \) can be viewed as a good approximation of an upper bound. First, a more detailed rule can be observed for both use cases, which also reflects the case without protection: For a given value of \( N_r \), the reliability decreases with increasing level of disjointedness \( \Delta \), and, for a fixed value of \( \Delta \) the reliability increases with increasing \( N_r \). For instance, for a \( \Delta = 1 \) and descending \( N_r = 4, \ldots, 1 \), as can be seen for all \( r \) and \( \Psi \), the higher \( N_r \) results in the higher reliability. Furthermore, the reliability increase with increasing redundancy, i.e., \( (p_4)^9 \approx 0.99999, 1 \) with \( r = 0, 1, 100 \), respectively, for \( N_r = 4 \) and \( \Delta = 1 \) in Case 1. In contrast, with \( N_r = 2 \) and \( N_r = 1 \) and \( \Delta = 1 \) for both, the provided SFC reliability of “3-nines” is almost independent from value \( r \neq 0 \), respectively. As discussed above and verified by the results in Tables [II] the highest SFC reliability in any configuration can be reached with \( N_r = 4 \) and \( \Delta = 1 \), where each SFC is allocated in the same server, but VNFs of the same type are placed in different DCs allowing protection of DC, rack, server and VNFs, i.e., \( N_r = 4 \).

Thus, next we consider only the placement with \( N_r = 4 \) and \( \Delta = 1 \), which provides the highest service reliability, in setting with \( k \geq 1 \) active sub-SFCs and Case 1. Tab. [III] shows the service reliability as a function of \( k, r \) and \( \Psi \). The first column contain the amount of backup sub-SFCs utilized normalized by the number of active sub-SFCs. The increasing number of VNFs in SFC, i.e., \( \Psi \), decreases the service reliability. In contrast, the increasing number of active sub-SFC significantly increases the service reliability if \( r > 0 \). The reliability of “six nines” can be reached with configuration \( k = 4 \) and \( r = 4 \) or \( k = 8 \) and \( r = 4 \) for both \( \Psi = 4 \) and \( \Psi = 8 \), while serial SFC
TABLE II  
THE PLACEMENT DEPENDENT SFC RELIABILITY FOR k = 1 vs. backup SFCs r and SFC length Ψ

| N_r, Δ pl | Case 1 | Case 2 |
|-----------|--------|--------|
| Ψ = 4     | Ψ = 8  | Ψ = 4  | Ψ = 8  |
| r = 1     | r = 100 |
| r = 1     | 0.999900045 | 0.999999993 | 0.999900045 | 0.999999993 |
| r = 100   | 0.999900045 | 0.999999993 | 0.999900045 | 0.999999993 |

TABLE III  
THE SERVICE RELIABILITY PROVIDED BY PL with N_r and Δ = 1 vs. A NUMBER OF PARALLEL ACTIVE AND BACKUP r-SUB-SFCs.

Table:<n>TABLE III  
THE SERVICE RELIABILITY PROVIDED BY PL with N_r and Δ = 1 vs. A NUMBER OF PARALLEL ACTIVE AND BACKUP r-SUB-SFCs.

| N_r, Δ pl | Case 1 | Case 2 |
|-----------|--------|--------|
| Ψ = 4     | Ψ = 8  | Ψ = 4  | Ψ = 8  |
| r = 1     | r = 100 |
| r = 1     | 0.999900045 | 0.999999993 | 0.999900045 | 0.999999993 |
| r = 100   | 0.999900045 | 0.999999993 | 0.999900045 | 0.999999993 |

TABLE IV  
SERVICE RELIABILITY WITH N_r = 2 DIFFERENT RELIABILITY CLASSES IN CONFIGURATION k = 4, r = 3 and Ψ = 4.

| N_r, Δ pl | Case 1 | Case 2 |
|-----------|--------|--------|
| Ψ = 4     | Ψ = 8  | Ψ = 4  | Ψ = 8  |
| r = 1     | r = 100 |
| r = 1     | 0.999900045 | 0.999999993 | 0.999900045 | 0.999999993 |
| r = 100   | 0.999900045 | 0.999999993 | 0.999900045 | 0.999999993 |

(k = 1) requires r = 3 backup sub-SFCs, which means 300% redundancy.

Finally, we investigate the SFC reliability as a function of placement strategies different for active and backup SFCs resulting in N_r = 2 different reliability classes. We use configuration with k = 4, r = 3, Ψ = 4 and component reliability defined for Case 1. Tab. IV shows the resulting SFC reliability, where the first two columns and the two upper rows (N_r and Δ) describe placement strategy of active and backup sub-SFCs, respectively. Also here the general rule is for a fixed N_r the SFC reliability decreases with increasing level of disjointedness Δ. Thus, we show the results for backup placement for N_r = 4, as that provides the highest SFC reliability. However, the highest reliability of ‘five nines’ can be reached, when active sub-SFCs are placed with heterogeneity degree N_r = 4 (marked bold italic).

V. CONCLUSION

In this paper, we provided a complete and generalized, simple reliability analysis, that considers system component sharing, heterogeneity and multitude of components as well as their interdependencies. Our analysis is based on combinatorial analysis and a reduced binomial theorem. Surprisingly, this simple approach could be utilized to analyzing rather complex and generic SFC configurations. The analytical results confirmed by simulation showed some trade-offs between component heterogeneity and disjointedness for SFC place-
ment, whereby the increasing disjointedness level does not automatically lead to the highest SFC reliability.
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VI. APPENDIX

A. Derivation of Eq. (13)

Since all components of a certain reliability class are placed separately from components of any other reliability class and only some common root components $c_{w_{g}}$ can be utilized to combine different classes, there is a need to consider each reliability class $ξ$ separately, whereby $Λ_{ξ}$ is a functions of VNF placement strategy and amount of available and failed components related to the reliability class $ξ$. Since DCs are the components from the highest hierarchy level and independent from failures of any other component types, the amount of available DCs is equal to the amount of data centers required to allocate $n_{ξ}$ sub-SFCs of reliability class $ξ$, i.e., $Λ_{1} = n_{1}$. The failure of $f_{1}$ DCs causes a failure of $f_{1}n_{ξ}$ racks reducing the overall number of available racks as $Λ_{ξ} = (Λ_{ξ} - f_{1})n_{ξ}$, where $Λ_{ξ}$ is a functions of $f_{1}$ DCs, $n_{ξ}$ racks and servers the remaining amount of VNFs of any type is $Λ_{ξ} = ((Λ_{ξ} - f_{1})n_{ξ} - f_{2})n_{3ξ} = (Λ_{ξ} - f_{2})n_{3ξ}$, where $Λ_{ξ}$ is a functions of $f_{2}$ DCs, $f_{2}$ racks and $n_{3ξ}$ servers the remaining amount of VNPs of any type is $Λ_{ξ} = ((Λ_{ξ} - f_{1})n_{ξ} - f_{2})n_{3ξ} - f_{3ξ}n_{4ξ} = (Λ_{ξ} - f_{3ξ})n_{4ξ}$, if $ξ = 4$. Since some reliability classes have a common root component $c_{w_{g}}$, which impact any reliability class $ξ$, $ξ ∈ w_{g}$, there is a need to consider the availability and failure of common root components from a set $Φ$ as $n_{c_{w_{g}}} = Λ_{c_{w_{g}}} = 0$. Since $ξ ∈ w_{g}$, thus, the general expression for the amount of available components of any type $c$ from a reliability class $ξ$ is represented by Eq. (13).