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Abstract
The probabilistic representation of weak solutions to a parabolic boundary value problem is established in the following framework. The boundary value problem consists of a second order parabolic equation defined on a time-varying Lipschitz domain in a Euclidean space and of a mixed boundary condition composed of a Robin and the homogeneous Dirichlet conditions. It is assumed that the time-varying domain is included in a fixed smooth domain and that a certain part of the boundary of the time-varying domain is also included in the boundary of the fixed domain, namely the fixed boundary. The Robin condition is imposed on a part of the boundary included in the fixed one and the Dirichlet condition on the rest of the boundary. Such a parabolic boundary value problem always has a unique weak solution for given data; however it does not possess a classical or strong solution in general, even in the case of constant coefficients. The stochastic solution to the boundary value problem is also considered. Then, by verifying the equality between both the solutions on the domain and its lateral boundary, the probabilistic representation for the weak solution is obtained. Thus, it is ensured that, for the weak solution, the stochastic solution provides a version which is continuous up to the lateral boundary of the domain except the border between the places imposed the Robin and Dirichlet conditions. As an application, it is shown the continuity property of a functional (cost function) related to an optimal stopping problem motivated by an inverse problem determining the shape of a domain.
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1 Introduction

The probabilistic representation of solutions to second order parabolic equations is a useful tool to analyze these solutions (e.g. boundary sensitive analysis of solutions in [7], numerical analysis of solutions in [8]) and it has several applications (e.g. see [11, 24, 31, 16] and references therein). For classical solutions to elliptic and parabolic equations, such probabilistic representation has been studied extensively in [11]. Parabolic equations encountered in applications have often no solutions with sufficient regularity. Several authors have studied the probabilistic representation of weak solutions to parabolic equations on a whole Euclidean space via backward stochastic differential equations (e.g. [24, 31]).

This paper concerns with the probabilistic representation of weak solutions to a parabolic equation with a mixed boundary condition on a time-varying Lipschitz domain in a Euclidean space: the boundary condition is composed of a Robin and the homogeneous Dirichlet conditions. Such a parabolic equation is treated in [19] to study an inverse problem determining the shape of a time-varying domain; in general, it does not possess a classical or strong solution, even if the equation has constant coefficients.

The probabilistic representation is considered in the following framework: The time-varying domain is included in a fixed smooth domain and a certain part of the boundary of the time-varying domain is also included in the boundary of the fixed domain, namely the fixed boundary. The Robin condition is imposed on a part of the boundary included in the fixed boundary and the homogeneous Dirichlet condition is imposed on the rest of the boundary; we call the place setting the Robin condition (resp. Dirichlet condition) the Robin part (resp. Dirichlet part). Accordingly the Dirichlet part may be varied with time and both of the parts may be adjoining. As a basic stochastic process for the representation, we take the corresponding oblique reflecting diffusion process on the closure of the fixed domain to the parabolic equation.

Then the probabilistic representation of a weak solution is given by the stochastic solution, which is the expectation of the quantity obtained by applying Itô’s formula formally to the weak solution and the diffusion process. The equality between both the solutions within the domain is verified based on an appropriate approximation of the weak solution; the boundedness and regularity of the weak solution and a Poincaré type inequality with weight (see Lemma 4.1 of [19]) play key roles. To show the equality on the lateral boundary, we need to examine the continuity up to the boundary for the stochastic solution, since the boundary values of weak solutions are given by their traces on the boundary.

The continuity of the stochastic solution is examined based on the coupled martingale formulation for the oblique reflecting diffusion process (see [14, 29, 18] for such martingale formulations), because we have to use the continuity property of the local time with respect to random parameter and to treat the weak convergence property of functionals which contain the local time. Then we ensure that the stochastic solution is continuous up to the lateral boundary except the border between the Robin and Dirichlet parts: it is derived from the continuity property of the local time and the entrance time to the Dirichlet part with respect to random parameter, and it is further done from a certain estimate for the distribution of the entrance time in the case the process starts from a point near the Dirichlet part.

The paper is organized as follows. In Section 2, we provide a necessary setting and assumptions: they are concerned with the considered domain and the parabolic boundary value problem. The main result (Theorem 3.1 and Corollary 3.1) is stated with proof in Section 3 after describing the coupled martingale problem for the oblique reflecting diffusion process. In Section 4, as a simple application of the main result, we show the continuity of a functional whose argument is a domain belonging to an admissible class. In Appendix A, we provide sev-
eral technical details of the proof for the main result: the boundedness and regularity of weak solutions; no attainability of the process to closed null sets of the boundary; the continuity property of the entrance time to the Dirichlet part; the estimate for the distribution of the entrance time; a variant of the mapping theorem in weak convergence of probability measures. Finally, in Appendix B, based on a Bayesian framework, we give a brief exposition on the shape identification inverse problem mentioned in Section 4.

2 Preliminaries and a parabolic boundary value problem

We start with introducing necessary notations for describing the parabolic boundary value problem. It is treated in the backward form adapted to the probabilistic consideration. In what follows, we treat the time-varying domain in $\mathbb{R}^n$ as a non-cylindrical domain in the time-space $\mathbb{R}^{1+n} = \mathbb{R}_t \times \mathbb{R}^n_x$. For a subset $G$ of $\mathbb{R}^{1+n}$, denote the $t$–section of $G$ by

$$G(t) := G \cap \{(t) \times \mathbb{R}^n\}.$$  

If necessary, we identify $G(t)$ with the set $\{x : (t, x) \in G\}$ in $\mathbb{R}^n$. For a bounded open subset $G$ of $\mathbb{R}^{1+n}$, we consider its parabolic boundary, lateral boundary and ceiling (the time reversed notion of the bottom in the forward form) in the backward form and denote by $\partial_p G$, $\partial_l G$ and $\partial_c G$, respectively, which are subsets of the boundary $\partial G$ in $\mathbb{R}^{1+n}$. Here, for the precise definition (in the forward form), we refer to page 1787 in [6]. For $0 \leq a < b$ and $E \subset \mathbb{R}^n$, denote by $E_{a,b} := (a, b) \times E$ the cylindrical set determined by $a$, $b$ and $E$; in particular, we put $E_T := E_{0,T}$.

Now we denote the usual Sobolev space on an open set $E$ in $\mathbb{R}^n$ with a nonnegative integral order $r$ by $H^r(E)$; that is,

$$H^r(E) := \{f \in L^2(E) : \partial^\alpha_x f \in L^2(E) \text{ for } |\alpha| \leq r\},$$

where $\partial^\alpha_x f$ indicates the weak derivative of $f$ with respect to multi-index $\alpha$. Moreover, we recall Sobolev spaces and another function space on a domain $G$ in the time-space $\mathbb{R}^{1+n}$: For nonnegative integers $r$ and $s$, we set

$$H^{r,s}(G) := \{g \in L^2(G) : \partial^\alpha_x g \in L^2(G) \text{ for } 0 \leq \alpha \leq r; \partial^\beta_x g \in L^2(G) \text{ for } |\beta| \leq s\},$$

and, when $G \subset (a, b) \times \mathbb{R}^n$, we set

$$V^{0,1}(G) := \{g \in H^{0,1}(G) : \tilde{g} \in C([a,b];L^2(\mathbb{R}^n))\},$$

where let $\tilde{g}(t, x) := g(t, x)1_{G(t)}(x)$. These function spaces are equipped with the following norms, respectively:

$$\|f\|_{H^r(E)} = \left\{ \sum_{|\alpha| \leq r} \|\partial^\alpha_x f\|_{L^2(E)}^2 \right\}^{1/2},$$

$$\|g\|_{H^{r,s}(G)} = \left\{ \sum_{0 \leq \alpha \leq r} \|\partial^\alpha_x g\|_{L^2(G)}^2 + \sum_{|\beta| \leq s} \|\partial^\beta_x g\|_{L^2(G)}^2 \right\}^{1/2},$$

$$\|g\|_{V^{0,1}(G)} = \max_{a \leq t \leq b} \|g(t, \cdot)\|_{L^2(G(t))} + \|\partial_x g\|_{L^2(G)}.$$
For a Lipschitz domain $E$ in $\mathbb{R}^n$, denote by $\gamma_{\partial E}$ the boundary trace operator from $H^1(E)$ into $L^2(\partial E)$; it can be given by the following pointwise limit (see [10], p. 133): for $v \in H^1(E)$

$$
\gamma_{\partial E}v(x) = \lim_{r \to 0} \int_{B_r(x) \cap E} v(y)dy \quad (\mathcal{H}^{n-1}\text{-a.e. } x \in \partial E),
$$

where $B_r(x) = \{ y \in \mathbb{R}^n : |y - x| < r \}$ ($r > 0$) and $\mathcal{H}^{n-1}$ stands for the $(n-1)$-dimensional Hausdorff measure (then $\mathcal{H}^{n-1}|_{\partial E}$ is the surface measure on $\partial E$). More generally, if $\Delta$ is an open subset of $\partial E$, $V$ is a neighborhood of $\Delta$ in $\bar{E}$ and $v \in H^1(V \cap E)$, then the limit in (2.1) by replacing $E$ with $V \cap E$ exists for $\mathcal{H}^{n-1}\text{-a.e. } x \in \Delta$. Hence, if necessary, we use the notion of boundary trace in this extended sense; the limit is also denoted by $\gamma_{\Delta} v(x)$.

We need the notion of regularized distance for the Euclidean distance. Following Theorem 2 on page 171 of [25], we summarize the fundamental properties. For a closed set $F$ in a Euclidean space, there exists a function $\Delta_F$, the regularized distance for the Euclidean distance $\rho_F := d(\cdot, F)$, such that (i) there are positive constants $c_1, c_2$ satisfying $c_1 \rho_F \leq \Delta_F \leq c_2 \rho_F$ for every closed set $F$, where $c_1$ is taken as an absolute constant and $c_2$ is taken as a constant depending only on and increasing with the dimension of the Euclidean space; (ii) $\Delta_F$ is a $C^\infty$ function in $F^c$ and for any multi-index $\alpha$ there is a positive constant $B_\alpha$ satisfying $|\partial^\alpha \Delta_F| \leq B_\alpha \rho^{1-|\alpha|}_F$ for every closed set $F$. For a subset $A$ of the Euclidean space, let $\hat{\Delta}_A := c_1^{-1} \Delta_A$. Then $\rho_A \leq \hat{\rho}_A \leq \epsilon^* \rho_A$ for every subset $A$ with $\epsilon^* := c_1^{-1} c_2 > 1$; so that, in what follows, we use $\hat{\rho}_A$ instead of $\Delta_A$ in $\mathbb{R}^n$ and $\mathbb{R}^{1+n}$, where $c_2$ is taken as the constant in the time-space.

This paper concerns with a domain which varies with time of $(0, T)$ in a fixed bounded Lipschitz domain $\Omega$ in $\mathbb{R}^n$. Therefore the time-varying domain, say $D$, is described as a domain of $\mathbb{R}^{1+n}$ in the cylindrical domain $\Omega_T$. Moreover we take a Lipschitz dissection of the boundary $\Gamma := \partial \Omega$ of $\Omega$; $\Gamma = \Gamma' \cup \Pi \cup \Gamma''$. Here by a Lipschitz dissection of $\Gamma$ we mean that $\Gamma'$ and $\Gamma''$ are disjoint open subsets of $\Gamma$ and $\Pi$ is an $(n-2)$-dimensional closed Lipschitz surface in $\Gamma$ (see [23] for the precise definition). In the following, we further need the notion of Lipschitz lateral surface with extreme time edges in the time-space (see Condition 3.1 in [19] for the definition).

We first impose the following condition on the considered domain $D$.

**Condition 2.1**

(i) $D$ is a bounded Lipschitz domain in $\mathbb{R}^{1+n}$;

(ii) for each $t \in [0, T]$, $D(t)$ is a non-empty Lipschitz domain in $\mathbb{R}^n$ and $D(t) \subset \Omega$, where $D(0) := (\overline{\mathcal{D}(0)})^\circ$ (the interior of $\overline{\mathcal{D}(0)}$) and $D(T) := (\overline{\mathcal{D}(T)})^\circ$;

(iii) $\partial D \setminus \partial P D = D(0)$ and $\partial C D = D(T)$;

(iv) the lateral boundary $\partial_L D$ of $D$ is a Lipschitz lateral surface with extreme time edges and includes the set $[0, T] \times (\Gamma' \cup \Pi)$, and further there is an open subset $U$ in $\Gamma$ satisfying $\Pi \subset U$, $[0, T] \times U \subset \partial_L D$ and $\{ \partial_L D \setminus ([0, T] \times (\Gamma' \cup \Pi)) \} \cap ([0, T] \times U) \subset [0, T] \times \Gamma''$.

Therefore the time-varying portion of the lateral boundary of $D$ is included in the set $\Sigma := \partial_L D \setminus ([0, T] \times (\Gamma' \cup \Pi))$ . In the paper, we mainly treat the case where $\Sigma$ has no connected component included in $[0, T] \times \Omega$ and $\Pi \neq \emptyset$, although we can treat some of general types of division of $\partial_L D$ into two parts: one includes the time-varying portion and the other does not. The case treated here is a typical one where each of both the parts has a component adjoining each other; such a case needs a complicated treatment to obtain the result.

Let $A \equiv A(t, x)$, $a \equiv a(t, x)$, $b \equiv b(t, x)$ and $a \equiv a(t, x)$ be an $n \times n$ real matrix-valued function, $n$-dimensional real vector-valued functions and a real-valued function defined on $\Omega_T$ respectively, and $\sigma(t, x)$ a real-valued function defined on $\Gamma_T$. Furthermore suppose that $A(t, x)$
is symmetric and positive definite. For such \( A, a, b \) and \( a \), define a second-order differential operator \( \mathcal{L} \equiv \mathcal{L}_x(t) \) on \( \Omega_T \):

\[
\mathcal{L}u(t, x) := \nabla_x \cdot (A(t, x)\nabla_x u(t, x) + a(t, x)u(t, x)) - b(t, x) \cdot \nabla_x u(t, x) - a(t, x)u(t, x).
\]

As mentioned in the beginning, we treat the parabolic equation in the backward form and hence we consider weak solutions to the terminal-boundary value problem for the parabolic equation. Define the parabolic operator \( \mathcal{P} \equiv \mathcal{P}_x(t) \) on \( D \) in the backward form, the conormal derivative \( \partial / \partial \mathcal{N} \equiv \partial / \partial \mathcal{N}_x(t) \) relative to \( \mathcal{L} \) and the boundary operator \( \mathcal{B} \equiv \mathcal{B}_x(t) \) on \( \Gamma_T' \) by

\[
\begin{align*}
\mathcal{P}u(t, x) & := \frac{\partial u}{\partial t}(t, x) + \mathcal{L}u(t, x) \quad \text{for} \ (t, x) \in D, \\
\mathcal{B}u(t, x) & := \frac{\partial u}{\partial \mathcal{N}}(t, x) + \sigma(t, x)u(t, x) \quad \text{for} \ (t, x) \in \Gamma_T', \\
\mathcal{B}u(t, x) & := \mathcal{B}u(t, x) \quad \text{for} \ (t, x) \in \Gamma_T',
\end{align*}
\]

where \( \mathbf{n} = \mathbf{n}(t, x) \) is the inward unit normal vector at \( x \in \Gamma' \subset \partial(D(t)) \), the boundary of \( D(t) \) in \( \{t\} \times \mathbb{R}^n \). We note that \( (\partial_LT)(t) = \partial(D(t)) \) under Condition 2.1.

Now consider the following terminal-boundary value problem on the domain \( D \):

\[
\begin{cases}
\mathcal{P}u(t, x) = -\nabla_x \cdot \mathbf{f}(t, x) + f(t, x) & \text{if} \ (t, x) \in D, \\
\mathcal{B}u(t, x) = -\psi(t, x) & \text{if} \ (t, x) \in \Gamma_T', \\
u(t, x) = 0 & \text{if} \ (t, x) \in \Sigma, \\
u(T, x) = h(x) & \text{if} \ x \in D(T).
\end{cases}
\]

In what follows, assume that \( h \) is extended onto \( \Omega \) with value zero outside \( D(T) \), and \( \mathbf{f}, f \) are extended onto \( \Omega_T \) with value zero outside \( D \). On the problem \((2.2)\) we impose the following assumption.

**Assumption 2.1** The coefficients and source terms of the terminal-boundary value problem \((2.2)\) satisfy the following conditions.

(i) There exists a constant \( \nu > 0 \) such that for every \( (t, x) \in \overline{\Omega_T} \) and \( \xi \in \mathbb{R}^n \)

\[
A(t, x)\xi \cdot \xi \geq \nu|\xi|^2.
\]

(ii) The coefficients of the parabolic operator \( \mathcal{P} \) and \( \sigma \) are bounded measurable on \( \overline{\Omega_T} \) and \( \overline{\Gamma_T'} \), respectively.

(iii) Suppose that \( h \in L^2(\Omega), f \in L^2(\Omega_T), \mathbf{f} = (f_1, \ldots, f_n) \in L^2(\Omega_T)^n, \psi \in L^2(\Gamma_T'), \) where \( L^2(\Omega_T) \) (resp. \( L^2(\Gamma_T') \)) stands for the \( L^2 \) space with respect to the measure \( dt \times dx \) (resp. \( dt \times S(dx) \), here \( S(dx) \) is the surface measure on \( \Gamma \)). Moreover, \( \gamma_{T'} \mathbf{f} = (\gamma_{T'}, f_1, \ldots, \gamma_{T'} f_n) \) is defined and it belongs to \( L^2(\Gamma_T')^n \), where \( \gamma_{T'} f_j(t, x) := (\gamma_{T'} f_j(t, \cdot))(x) \) for \( (t, x) \in \Gamma_T' \) \((j = 1, 2, \ldots, n)\).

The notion of weak solutions to \((2.2)\) is defined as follows.

**Definition 2.1** A function \( u(t, x) \in V^{0,1}(D) \) is called a weak solution in \( V^{0,1}(D) \) to the terminal-boundary value problem \((2.2)\) if it satisfies the following conditions:
(i) \( u|_{\Sigma} = 0 \), that is, \( \gamma_{\partial(D(t))} u(t, \cdot) = 0 \) on \( \Sigma(t) \) for almost every \( t \in (0, T) \);

(ii) for every \( \eta \in H^{1,1}(D) \) with \( \eta|_{\Sigma} = 0 \) and \( \eta(0, \cdot) = 0 \)

\[
\int_{D} u \partial_{t} \eta \, dt \, dx - \int_{D(T)} h(x) \eta(T, x) \, dx \\
+ \int_{D} \{(A \nabla_x u + au) \cdot \nabla_x \eta + (b \cdot \nabla_x u + au) \eta \} \, dt \, dx \\
+ \int_{D} (f \cdot \nabla_x \eta + f \eta) \, dt \, dx + \int_{\Gamma_{T}} (\psi + \gamma_{\Gamma_{T}} f \cdot n) \gamma_{\Gamma_{T}} \eta \, dt S(dx) \\
+ \int_{\Gamma_{T}} \sigma \gamma_{\Gamma_{T}} u \cdot \gamma_{\Gamma_{T}} \eta \, dt S(dx) = 0. \tag{2.3}
\]

By the results in [19], we see that, under Assumption 2.1, there exists a unique weak solution in \( V^{0,1}(D) \) to the problem (2.2). Moreover, in the proof of the main theorem, the boundedness of the weak solution plays a key role. The boundedness result is shown in Appendix A.1. There we use the following norms: for a measurable function \( \varphi \) of the weak solution plays a key role. The boundedness result is shown in Appendix A.1. There we use the following norms: for a measurable function \( \varphi(t, x) \) on \( \Omega_{T} \) or on \( \Xi_{T} \) (determined by a measurable subset \( \Xi \) of \( \Gamma \)) and for \( q, r \geq 1 \), let

\[
\| \varphi \|_{q, r; \Omega_{T}} := \left\{ \int_{0}^{T} \left( \int_{\Omega} |\varphi(t, x)|^{q} \, dx \right)^{\frac{r}{q}} \, dt \right\}^{\frac{1}{r}},
\]

\[
\| \varphi \|_{q, r; \Xi_{T}} := \left\{ \int_{0}^{T} \left( \int_{\Xi} |\varphi(t, x)|^{q} \, S(dx) \right)^{\frac{r}{q}} \, dt \right\}^{\frac{1}{r}}.
\]

3 Main result

3.1 Coupled martingale problem

To state and prove the main result, we use the coupled martingale formulation for the oblique reflecting diffusion process associated with the parabolic and boundary operators. For this purpose, we need a further assumption on the domain \( \Omega \), the set \( \Sigma \), and the coefficients and the source terms in (2.2).

Assumption 3.1 (i) \( \Omega \) is a bounded \( C^{2,\alpha} \) domain in \( \mathbb{R}^{n} \) for an \( \alpha \in (0, 1] \).

(ii) Let \( \Sigma_{1} := \Sigma \cap ([0, T] \times \Gamma) \) and \( \Sigma_{2} := \Sigma \cap ([0, T] \times \Omega) \). For \( j = 1, 2 \) denote by \( \delta \Sigma_{j}, \overset{\circ}{\Sigma}_{j} \) and \( \overline{\Sigma}_{j} \) the boundary of \( \Sigma_{j} \), the interior of \( \Sigma_{j} \) and the closure of \( \Sigma_{j} \) in \( \partial L \, D \), respectively, and let \( \Lambda = \delta \Sigma_{2} \). Suppose that

\[
\delta \Sigma_{1} = \Lambda \cup ([0, T] \times \Pi), \quad \Sigma_{1} = \Lambda \cup \overset{\circ}{\Sigma}_{1} \cup ([0, T] \times \Pi),
\]

\[
d(\Lambda, [0, T] \times \Pi) > 0, \quad S(\Lambda(t)) = 0 \quad \text{for a.e. } t \in [0, T],
\]

where \( d \) indicates the Euclidean distance.

(iii) \( A \) and \( a \) are Lipschitz continuous in \( t \in [0, T] \) and their Lipschitz constants are uniformly bounded in \( x \in \overline{\Omega} \); furthermore, \( A \) and \( a \) are differentiable in \( x \in \overline{\Omega} \) and their derivatives are \( (\alpha/2, \alpha) \)-Hölder continuous on \( \overline{\Omega_{T}} \). In addition, \( b \) and \( a \) are also \( (\alpha/2, \alpha) \)-Hölder continuous on \( \overline{\Omega_{T}} \), and \( \sigma \) is Lipschitz continuous on \( \overline{\Gamma_{T}} \).
(iv) Suppose that \( f = 0 \), \( f \) is continuous on \( \Gamma_T \), \( \psi \) is Lipschitz continuous on \( \Gamma_T \) and \( h \) is Lipschitz continuous on \( \Omega \).

In what follows, assume that such coefficients and source terms defined on \([0, \infty) \times \Omega\) in such a way as \( A(t, x) = A(T, x) \), \( a(t, x) = a(T, x) \), and so on for \( t \geq T \) and \( x \in \Omega \). According to the extension of the coefficients and the source terms, we also extend the domain \( D \) and a subset \( \Xi \) of the lateral boundary \( \partial L D \) to \( D(\infty) \) and \( \Xi(\infty) \) along the time axis as follows:

\[
D(\infty) := D \cup ([T, \infty) \times D(T)), \quad \Xi(\infty) := \Xi \cup ([T, \infty) \times \Xi(T)).
\]

In addition, if necessary, \( \sigma \) and \( \psi \) are appropriately extended onto \( \Gamma_T \) with the same property and further extended onto \( \Gamma(\infty) \) in the same way as above. Under Assumption 3.1, the operator \( \mathcal{L} \) and the boundary operator \( \mathcal{B} \) are rewritable in the non-divergence and in the oblique derivative forms, respectively:

\[
\mathcal{L} = \text{Tr}(A(t, x)\nabla_2^2) + c(t, x) \cdot \nabla_1 + c(t, x); \quad \mathcal{B} = \beta(t, x) \cdot \nabla_1 + \gamma(t, x).
\]

Further set

\[
\mathcal{L}_0 \equiv \mathcal{L}_{0,2}(t) := \mathcal{L}_2(t) - c(t, x); \quad \mathcal{B}_0 \equiv \mathcal{B}_{0,2}(t) := \mathcal{B}_2(t) - \gamma(t, x); \quad \mathcal{P}_0 := \frac{\partial}{\partial t} + \mathcal{L}_0.
\]

Then we consider the coupled martingale problem associated with \((\mathcal{P}_0, \mathcal{B}_0)\) as in [29, 18]. Let \( W := C([0, \infty) \rightarrow \Omega) \), \( V := C([0, \infty) \rightarrow [0, \infty)) \cap \{\text{increasing functions}\} \) and \( U := W \times V \). We assume that \( W, V \) and \( U \) each are equipped with the locally uniform convergence topology. Denote generic elements of \( U, W \) and \( V \) by \( \omega, \psi \) and \( v \), respectively; that is, \( \omega = (\omega, \psi) \). Then put

\[
X(t, \omega) \equiv X(t, \psi) := \psi(t), \quad L(t, \omega) \equiv L(t, v) := v(t)
\]

and define the \( \sigma \) fields \( \mathcal{U}_s^t \) \((0 \leq s \leq t < \infty)\) and \( \mathcal{U} \) generated by \((X(r, \cdot), L(r, \cdot))\) \((r \in [s, t])\) and by \((X(r, \cdot), L(r, \cdot))\) \((r \in [0, \infty))\), respectively. We now introduce two spaces of test functions for the coupled martingale problem: \( C_1^\infty([0, \infty) \times \Omega) \) stands for the space of functions \( f \) on \([0, \infty) \times \Omega\) having bounded continuous derivatives \( \partial_1^\alpha \partial_2^\beta \) with \( 2\alpha + 2|\beta| \leq 2 \) and \( C_0(\Omega) \) for the space of continuous functions on \( \Omega \) with \( \text{spt} f \subset \Omega \). By [29, 18], under Assumptions 2.1 and 3.1, for each \((s, x) \in [0, \infty) \times \Omega\), the coupled martingale problem associated with \((\mathcal{P}_0, \mathcal{B}_0)\) has a unique solution starting from \((s, x)\), say \( P_{s,x} \); that is, \( P_{s,x} \) is a unique probability measure on \((U, \mathcal{U})\) satisfying the following conditions:

(i) \( P_{s,x}(X(r) = x) \) and \( L(r) = 0 \) for all \( 0 \leq r \leq s \) = 1;

(ii) \( P_{s,x}\left(L(t) = \int_s^t 1_{\Gamma}(X(r))L(dr) \text{ for all } t \geq s\right) = 1;\)

(iii) for every \( g \in C_1^\infty([0, \infty) \times \Omega) \), the process \( \{M_g(t); t \geq s\} \) defined by

\[
M_g(t) := g(t, X(t)) - g(s, X(s)) - \int_s^t \mathcal{P}_0 g(r, X(r))dr - \int_s^t \mathcal{B}_0 g(r, X(r))L(dr)
\]

is a martingale on the filtered probability space \((U, \mathcal{U}, P_{s,x}; \mathcal{U}_s^t)\).

We know that, under the condition (i), the condition (iii) is equivalent to the fact: for every \( g \in C_1^\infty([0, \infty) \times \Omega) \), the process \( \{M_g(t); t \geq s\} \) is a martingale on the filtered probability space \((U, \mathcal{U}, P_{s,x}; \mathcal{U}_s^0)\); that is, the filtration \( \{\mathcal{U}_s^t\} \) may be replaced with \( \{\mathcal{U}_s^0\} \). Moreover we note that
the condition (ii) is equivalent to the condition \( P_{s,x} \left( \int_s^t \mathbb{1}_\Omega(X(r))L(dr) = 0 \text{ for all } t \geq s \right) = 1, \)
that is, for every \( h \in C_0(\Omega), \) \( P_{s,x} \left( \int_s^t h(X(r))L(dr) = 0 \text{ for all } t \geq s \right) = 1. \) This is also equivalent to the condition that, for every \( h \in C_0(\Omega), \) the process \( \{ \tilde{M}_h(t) := \int_s^t h(X(r))L(dr); t \geq s \} \)
is a \( \{ \mathcal{U}_t^\omega \} \)-martingale, because \( \{ \tilde{M}_h(t); t \geq s \} \) is a \( \{ \mathcal{U}_t^\omega \} \)-adapted continuous bounded variation process with \( \tilde{M}_h(s) = 0. \) We also observe that, for \( s \geq 0, \) if we set \( L_s(t) := L(t) - L(t \wedge s) \) \( (t \geq 0), \)
then \( L_s(dr) = L(dr) \) for \( dr \subset [s, \infty). \) Accordingly we have another equivalent formulation of the coupled martingale problem as in the following remark.

**Remark 3.1** A probability measure \( P \) on \( (\mathcal{U}, \mathcal{U}) \) is called a solution to the coupled martingale problem associated with \((\mathcal{P}_0, \mathcal{B}_0)\) starting from \( (s, x) \in [0, \infty) \times \overline{\Omega}, \) if it satisfies the following conditions:

(i) \( P(X(r) = x \text{ and } L(r) = 0 \text{ for all } 0 \leq r \leq s) = 1; \)

(ii) for every \( g \in C^{1,2}_b([0, \infty) \times \overline{\Omega}) \) and \( h \in C_0(\Omega), \) the process \( \{(M_g(t), \tilde{M}_h(t)); t \geq s\} \) is a two-dimensional martingale on the filtered probability space \((\mathcal{U}, \mathcal{U}, P; \mathcal{U}_0^\omega).\)

(There are various equivalent types of the condition in (ii) just as above in Theorem 4.2.1 of [27].) By this unified martingale formulation, the fundamental facts on the martingale problem described in §6.1 and §6.2 of [27] can be directly applied to the coupled martingale problem (see also [2], Chap. 4 for a general treatment of martingale problems and the Markov property of their solutions).

The coupled martingale formulation for diffusion processes with reflecting barrier is crucial for our treatments, since the continuity property in \((t, \omega)\) of the canonical process \( L(t, \omega) \) for the local time on the boundary is essentially used. By virtue of the fundamental facts derived from the unified martingale formulation, noted in Remark 3.1, the uniqueness of solutions implies that the family \( \{P_{s,x}; (s, x) \in [0, \infty) \times \overline{\Omega}\} \) is strong Markov in the sense as in Theorem 6.2.2 of [27].

We further need the uniform exponential integrability of \( L(T): \)

\[
\sup_{(s,x)\in[0,T]\times\overline{\Omega}} E_{s,x} \left[ e^{\lambda L(T)} \right] < \infty \text{ for every } \lambda > 0 \tag{3.1}
\]
(see Proof of Theorem 4.3 in [18] and also Proposition 3.5 in [7]).

Moreover, under Assumptions 2.1 and 3.1, the transition probability \( P_{s,x}(X(t) \in dy) \) has a transition density \( p(s, x; t, y) \) with respect to the \( n \)-dimensional Lebesgue measure \( \mathcal{L}^n(dy) = dy, \)
which is a fundamental solution to the parabolic equation \( \mathcal{P}_0 u = 0 \) on \( \overline{\Omega} \) with the boundary condition \( \mathcal{B}_0 u = 0. \) Then, the transition density and its first order derivatives in \( x \) have the usual upper Gaussian bound: for every \( T > 0, \) there exist positive constants \( K \) and \( C \) such that

\[
|\partial_x^n p(s, x; t, y)| \leq K(t - s)^{-\frac{n+|\alpha|}{2}} \exp \left\{ -C \frac{|x - y|^2}{t - s} \right\} \tag{3.2}
\]
for every \( 0 \leq s < t \leq T, \) \( x, y \in \overline{\Omega} \) and \( |\alpha| \leq 1 \) (see [12, 13]).
3.2 Statement and proof of the main result

For a Borel set \( G \) in \([0, \infty) \times \Omega\) and \( s \geq 0 \), we set
\[
\sigma_s(G) := \inf\{t \geq s : (t, X(t)) \in G\} = \inf\{t \geq s : X(t) \in G(t)\},
\]
\[
\sigma_{s+}(G) := \inf\{t > s : (t, X(t)) \in G\} = \inf\{t > s : X(t) \in G(t)\};
\]
in particular, in the case \( G = [0, \infty) \times E \), \( \sigma_s(G) = \inf\{t \geq s : X(t) \in E\} =: \sigma_s(E) \) and \( \sigma_{s+}(G) = \inf\{t > s : X(t) \in E\} =: \sigma_{s+}(E) \). Whenever \( (s, X(s)) \notin G \), it holds that \( \sigma_s(G) = \sigma_{s+}(G) \) and that \( \sigma_s(G)(\omega) = \sigma_0(G)(\omega) \) and \( \sigma_{s+}(G)(\omega) = \sigma_0(G)(\omega) \) for \( \omega \) with \( X(r, \omega) = X(s, \omega) \) \((0 \leq r \leq s)\). Moreover, for a closed set \( G \), \( \sigma_{s+}(G) \) is a stopping time relative to the filtration \( \{U^{s}_t; t \geq s\} \) and, for an open set \( G \), \( \sigma_{s+}(G) \) is a stopping time relative to the filtration \( \{U^{s}_t; t \geq s\} \).

Let
\[
Z_s(t) := \int_{s}^{t} c(r, X(r))dr + \int_{s}^{t} \gamma(r, X(r))L(dr)
\]
for \( 0 \leq s \leq t \).

Then, under Condition 2.1 Assumptions 2.1 and 3.1 we have the following probabilistic representation of the weak solution \( u = u^D \) to the problem (2.2).

**Theorem 3.1** The equality
\[
u^D(s, x) = -E_{s, x} \left[ \int_{s}^{\sigma_s(\overline{\Sigma}_c)^{{\wedge}T}} \exp Z_s(t)f(t, X(t))dt \right]
- E_{s, x} \left[ \int_{s}^{\sigma_{s+}(\overline{\Sigma}_c)^{{\wedge}T}} \exp Z_s(t)\psi(t, X(t))L(dt) \right]
+ E_{s, x} \left[ \exp Z_s(T)h(X(T)); \sigma_s(\overline{\Sigma}_c) > T \right]
\]
holds in the following each case:

(i) \( ds \times dx - a.e. \) \((s, x) \in D\);

(ii) \( ds \times S_s(dx) - a.e. \) \((s, x) \in \partial_L D\), where \( S_s(dx) \) indicates the surface measure on \((\partial_L D)(s)\).

Furthermore, the right hand side of (3.3) is continuous on \( D \cup (\partial_L D \setminus ([0, T] \times \Pi))\).

**Proof.** We first verify the equality (3.3) in the case (i). Throughout the proof, we extend \( u^D \) onto \( \Omega_T \) with value zero outside \( D \) and use the same symbol for the extension. Choose a \( C^\infty \) increasing function \( \lambda \) on \([0, \infty)\) such that \( \lambda(\xi) = 0 \) for \( 0 \leq \xi \leq 1 \), \( \lambda'(\xi) > 0 \) for \( 1 < \xi < 2 \) and \( \lambda(\xi) = 1 \) for \( \xi \geq 2 \). In the following, we take \( \varepsilon > 0 \) and \( \delta > 0 \) satisfying the conditions:

1. The set \( \{y \in \mathbf{\Omega} : \rho_T(y) \leq 2\varepsilon\} \) is contained in a tubular neighborhood of \( \Gamma \) in \( \mathbf{\Omega} \) (see [13], Chap. 14, Appendix for such a neighborhood).

2. \([0, T] \times \{y \in \mathbf{\Omega} : \rho_T(y) \leq 2\varepsilon\} \subset D \cup \partial_L D\).

3. \( \delta < \frac{\varepsilon}{2}d(\Sigma_2(\infty), [0, \infty) \times (\Pi \cup \Gamma')) \).

For such \( \varepsilon \) and \( \delta \), let
\[
\mu_\delta(t, y) := \lambda(\delta^{-1}\rho_{\Sigma_2(\infty)}(t, y)), \quad u^D_{\delta}(t, y) := \mu_\delta(t, y)u^D(t, y),
\]
\[
\chi_\varepsilon(y) := \lambda(\varepsilon^{-1}\rho_T(y)), \quad u^D_{\varepsilon}(t, y) := \chi_\varepsilon(y)u^D(t, y),
\]
\[
u^D_{\varepsilon, \delta}(t, y) := \chi_\varepsilon(y)u^D_{\delta}(t, y) = \hat{\mu}_\varepsilon(t, y)u^D_{\varepsilon, \delta}(t, y) = \chi_\varepsilon(y)\hat{\mu}_\varepsilon(t, y)u^D(t, y).
\]
Using the argument on page 27 in [19], we know that the family \( \{u^D(t, \cdot)^2; 0 \leq t \leq T \} \) is uniformly integrable and that for a positive constant \( M \), \( \sup_{t \geq 0} \mathcal{L}^n(\Sigma_{2(\infty)}^{(2\delta)}(t)) \leq M\delta \) for sufficiently small \( \delta > 0 \), where \( \Sigma_{2(\infty)}^{(2\delta)} := \{(t, y) \in D(\infty) : \rho_{\Sigma_{2(\infty)}}(t, y) < 2\delta \} \). Therefore

\[
\max_{0 \leq t \leq T} \|u^D(t, \cdot) - u^D_{\varepsilon, \delta}(t, \cdot)\|_{L^2(\Omega)} \to 0 \quad \text{as} \quad \delta \downarrow 0 \text{ and } \varepsilon \downarrow 0.
\]  

(3.4)

Moreover, we see that

\[
u^D_{\varepsilon, \delta} \in H^{1, 2}(\Omega_T);
\]

(3.5)

which is verified in Appendix A.2. Hence, applying the smoothing procedure in Theorem 3 on page 127 in [10] separately to the time variable and the space variable, we can take an approximating sequence \( \{u^D_{\varepsilon, \delta, m}\}_{m=1}^{\infty} \) to the function \( u^D_{\varepsilon, \delta} \) such that

\[
u^D_{\varepsilon, \delta, m} \in H^{1, 2}(\Omega_T) \cap C^\infty(\Omega_T) \quad (m = 1, 2, \ldots),
\]

\[
u^D_{\varepsilon, \delta, m} \to u^D_{\varepsilon, \delta} \text{ in } H^{1, 2}(\Omega_T) \text{ as } m \to \infty.
\]

We recall briefly the smoothing procedure for functions to use again it later. It is based on a partition of unity for \( \Omega_T \) subordinate to a finite open covering of \( \Omega_T \) and on mollifying the localized ones of the functions on each open set consisting of the covering; in particular, in each open set including some part of the boundary, the mollifying is combined with a certain inward parallel displacement. Moreover, by Theorem A.1 we see that

\[
\|u^D\|_{\infty; D} := \text{ess sup}_{(t, y) \in D}|u^D(t, y)| < \infty;
\]

then, from the smoothing procedure for \( u^D_{\varepsilon, \delta} \), it follows that

\[
\|u^D_{\varepsilon, \delta, m}\|_{\infty; D} \leq \|u^D\|_{\infty; D}
\]

for \( \varepsilon > 0, \delta > 0 \) and \( m = 1, 2, \ldots \). For \( \eta > 0 \), let

\[
\Sigma_{2(\infty)}^\eta := \{(t, y) \in D(\infty) : \rho_{\Sigma_{2(\infty)}}(t, y) < \eta \},
\]

\[
\Pi^\eta := \{y \in \Omega : \rho_{\Pi}(y) < \eta \}.
\]

Then, for \( s \in (0, T) \) and sufficiently small \( \varepsilon \) and \( \delta \) mentioned above, define

\[
\hat{\sigma}_\delta := \sigma_{\delta}(\Sigma_{(\infty)}) \wedge \sigma_{\delta}(\Sigma_{2(\infty)}^{(2\delta)}),
\]

\[
\hat{\sigma}_\varepsilon := \sigma_{\varepsilon}(0, \infty) \times \Pi_{2\delta} = \sigma_{\varepsilon}(\Pi_{2\delta})
\]

and, for \( 0 < s < s' < T \), set \( \hat{\sigma}_\delta \wedge T \wedge \hat{\sigma}_\varepsilon \vee s' := (\hat{\sigma}_\delta \wedge T \wedge \hat{\sigma}_\varepsilon) \vee s' \). Itô’s formula implies

\[
\exp Z_s(\hat{\sigma}_\delta \wedge T \wedge \hat{\sigma}_\varepsilon \vee s') u^D_{\varepsilon, \delta, m}(\hat{\sigma}_\delta \wedge T \wedge \hat{\sigma}_\varepsilon \vee s', X(\hat{\sigma}_\delta \wedge T \wedge \hat{\sigma}_\varepsilon \vee s')) - \exp Z_s(s') u^D_{\varepsilon, \delta, m}(s', X(s'))
\]

\[
= \int_{s'}^{\hat{\sigma}_\delta \wedge \sigma \wedge \hat{\sigma}_\varepsilon \vee s'} \exp Z_s(t) \mathcal{P} u^D_{\varepsilon, \delta, m}(t, X(t)) dt
\]

\[
+ \int_{s'}^{\hat{\sigma}_\delta \wedge \sigma \wedge \hat{\sigma}_\varepsilon \vee s'} \exp Z_s(t) \mathcal{B} u^D_{\varepsilon, \delta, m}(t, X(t)) L(dt) + \text{ a martingale difference}.
\]
Now let\[
\tilde{D}_{\varepsilon, \delta} := \{(t, y) \in D : \tilde{\rho}_{\Sigma_2(\infty)}(t, y) > 2\delta, \tilde{\mu}(y) > 2\varepsilon\}.
\]

For \((s, x) \in D\), we further take \(\varepsilon\) and \(\delta\) so small that \((s, x) \in \tilde{D}_{\varepsilon, \delta}\). Then

\[
E_{s, x} [\exp Z_s(s') u_{\varepsilon, \delta, m}(s', X(s')); s' < \tilde{\sigma}_\delta \land T \land \tilde{\sigma}_\varepsilon - E_{s, x} [\int_{s'}^{\tilde{\sigma}_\delta \land T \land \tilde{\sigma}_\varepsilon} dt \exp Z_s(t) P_{u_{\varepsilon, \delta, m}}(t, X(t))dt] + E_{s, x} [\int_{s'}^{\tilde{\sigma}_\delta \land T \land \tilde{\sigma}_\varepsilon} dt \exp Z_s(t) B_{u_{\varepsilon, \delta, m}}(t, X(t))L(dt)]
\]

\[+ E_{s, x} [\exp Z_s(\tilde{\sigma}_\delta \land T \land \tilde{\sigma}_\varepsilon \lor s') u_{\varepsilon, \delta, m}(\tilde{\sigma}_\delta \land T \land \tilde{\sigma}_\varepsilon \lor s', X(\tilde{\sigma}_\delta \land T \land \tilde{\sigma}_\varepsilon \lor s'))]\]

\[
\tag{3.6}
\]

From now on, denote by \(I_0(s, x; s', \varepsilon, \delta, m)\) the left hand side and by \(I_j(s, x; s', \varepsilon, \delta, m)\) the \(j\) th term of the right hand side \((j = 1, 2, 3)\) of (3.6). For showing the assertion (i) of the theorem, it is enough to verify the following equalities:

\[
\tilde{\lim}_{s' \downarrow s} \lim_{\varepsilon, \delta, m \to \infty} I_0(s, x; s', \varepsilon, \delta, m) = u^D(s, x) \tag{3.7}
\]

for each \(s \in (0, T), \) a.e. \(x \in D(s),\) and

\[
\lim_{s' \downarrow s} \lim_{\varepsilon, \delta, m \to \infty} I_1(s, x; s', \varepsilon, \delta, m) = -E_{s, x} [\int_s^{\sigma_s(\Sigma(\infty)) \land T} dt \exp Z_s(t) f(t, X(t))dt], \tag{3.8}
\]

\[
\lim_{s' \downarrow s} \lim_{\varepsilon, \delta, m \to \infty} I_2(s, x; s', \varepsilon, \delta, m) = E_{s, x} [\int_s^{\sigma_s(\Sigma(\infty)) \land T} dt \exp Z_s(t) \psi(t, X(t))L(dt)], \tag{3.9}
\]

\[
\lim_{s' \downarrow s} \lim_{\varepsilon, \delta, m \to \infty} I_3(s, x; s', \varepsilon, \delta, m) = E_{s, x} [\exp Z_s(T) h(X(T)); \sigma_s(\Sigma(\infty)) > T], \tag{3.10}
\]

for \((s, x) \in D\). Here “\(\tilde{\lim}\)” means that there is a subsequence \(\{m_k\}_{k=1}^{\infty}\) (independent of \(s, x; s', \varepsilon\) and \(\delta\)) of \(\{m\}_{m=1}^{\infty}\) and the limit takes along the subsequence, and “\(\lim\)” means that for each \(s \in (0, T)\) there is a subsequence \(\{s_\ell\}_{\ell=1}^{\infty}\) with \(s_\ell \downarrow s (\ell \to \infty)\) and the limit takes along the subsequence.

In the following, for a given \(\varepsilon > 0\), we take \(\delta > 0\) as \(\delta < \frac{1}{2}d(\Sigma_2(\infty), [0, \infty) \times (\Pi^{2\varepsilon} \cup \Gamma'))\).

Verifying (3.7): First divide \(I_0(s, x; s', \varepsilon, \delta, m) - u^D(s, x)\) as follows:

\[
I_0(s, x; s', \varepsilon, \delta, m) - u^D(s, x) = \{E_{s, x} [\exp Z_s(s') u_{\varepsilon, \delta, m}(s', X(s')); s' < \tilde{\sigma}_\delta \land T \land \tilde{\sigma}_\varepsilon - E_{s, x} [u_{\varepsilon, \delta, m}(s', X(s'))] + E_{s, x} [u_{\varepsilon, \delta, m}(s', X(s'))] - E_{s, x} [u_{\varepsilon, \delta, m}(s, X(s'))] + E_{s, x} [u_{\varepsilon, \delta, m}(s, x)] - u^D(s, x)\].
\]

In the equality above, we denote by \(I_{0,j}(s, x; s', \varepsilon, \delta, m)\) the \(j\) th difference of the right hand side \((j = 1, 2, 3)\) and by \(I_{0,4}(s, x; s', \varepsilon, \delta, m)\) the fourth difference of the right hand side. Since \(\|u^D_{\varepsilon, \delta, m}\|_{\infty; D} \leq \|u^D\|_{\infty; D}\), we have

\[
|I_{0,1}(s, x; s', \varepsilon, \delta, m)| \leq \|u^D\|_{\infty; D} E_{s, x} [|\exp Z_s(s')1_{\{s' < \tilde{\sigma}_\delta \land T \land \tilde{\sigma}_\varepsilon\}} - 1|]
\]
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for every \((s, x) \in D\) and \(m \in \mathcal{N}\). It holds that \(P_{s,x}(\bar{\sigma}_\epsilon \uparrow \sigma_s(\Pi) \text{ as } \epsilon \downarrow 0) = 1\) by the continuity of the sample paths \(X(\cdot)\) and \(P_{s,x}(\sigma_s(\Pi) = \infty) = 1\) (see Appendix \(A.3\)). The continuity of the sample paths \(X(\cdot)\) implies also \(P_{s,x}(\bar{\sigma}_\delta \uparrow \sigma_s(\Sigma(\infty)) \text{ as } \delta \downarrow 0) = 1\). Therefore

\[
\lim_{\delta \downarrow 0} \lim_{m \to \infty} \lim_{s \downarrow s} \lim_{\epsilon \downarrow \epsilon_0} \left| I_{0,1}(s, x; s', \epsilon, \delta, m) \right| = 0 \quad \text{for } (s, x) \in D.
\]

Next examine the terms \(I_{0,2}\) and \(I_{0,3}\). Since \(u^D_{\epsilon, \delta; m} \to u^D_{\epsilon, \delta}\) in \(H^{1,2}(\Omega_T)\) as \(m \to \infty\), using the upper Gaussian bound \((3.2)\) for the transition density, we have

\[
\lim_{\delta \downarrow 0} \lim_{m \to \infty} I_{0,2}(s, x; s', \epsilon, \delta, m)^2 \\
\leq \lim_{\delta \downarrow 0} K(s' - s)^{-\frac{n}{2}} \int_{\Omega} \left\{ u^D_{\epsilon, \delta}(s', y) - u^D_{\epsilon, \delta}(s, y) \right\}^2 \exp \left\{ -C \frac{|y - x|^2}{s' - s} \right\} dy \\
\leq K \int_{\mathbb{R}^n} \left\{ u^D(s', x + (s' - s)^{1/2}z) - u^D(s, x + (s' - s)^{1/2}z) \right\}^2 e^{-C|z|^2} dz.
\]

Here \(u^D(t, \cdot)\) is extended onto \(\mathbb{R}^n\) with value zero outside \(\Omega\). Let

\[
J_{0,2}(s, x; s') := \lim_{\delta \downarrow 0} \lim_{m \to \infty} I_{0,2}(s, x; s', \epsilon, \delta, m)^2.
\]

Noting that \(u^D \in C([0, T]; L^2(\Omega))\), we see that

\[
\lim_{s \downarrow s} \int_{\Omega} J_{0,2}(s, x; s') dx = 0. \tag{3.11}
\]

For the term \(I_{0,3}\), letting

\[
J_{0,3} \equiv J_{0,3}(s, x; s') := \lim_{\epsilon \downarrow 0} \lim_{\delta \downarrow 0} \lim_{k \to \infty} I_{0,3}(s, x; s', \epsilon, \delta, m_k)^2,
\]

we get for each \(s \in (0, T)\)

\[
\lim_{s \downarrow s} \int_{\Omega} J_{0,3}(s, x; s') dx = 0 \tag{3.12}
\]

as in the calculation on \(I_{0,2}\). Thus, combining \((3.11)\) with \((3.12)\), for each \(s \in (0, T)\), we can select a subsequence \(\{s_\ell\}_{\ell=1}^\infty\) with \(s_\ell \downarrow s\) such that

\[
\lim_{\ell \to \infty} J_{0,2}(s, x; s_\ell) = 0 \quad \text{and} \quad \lim_{\ell \to \infty} J_{0,3}(s, x; s_\ell) = 0
\]

for \(x \in \Omega \setminus \mathcal{N}'(s)\) with \(L^n(\mathcal{N}'(s)) = 0\).

We proceed to examine the term \(I_{0,4}\). For \(v \in C([0, T]; L^2(\Omega))\), let \(\{v_m\}_{m=1}^\infty\) be its approximating sequence given by the smoothing procedure described above. Then

\[
\sup_m \max_{0 \leq t \leq T} \|v_m(t, \cdot)\|_{L^2(\Omega)} \leq B \max_{0 \leq t \leq T} \|v(t, \cdot)\|_{L^2(\Omega)}
\]

for a constant \(B\). In particular, if \(\{u^D_m\}_{m=1}^\infty\) means the approximating sequence for \(u^D\),

\[
\sup_m \max_{0 \leq t \leq T} \|u^D_m(t, \cdot) - u^D_{\epsilon, \delta; m}(t, \cdot)\|_{L^2(\Omega)} \leq B \max_{0 \leq t \leq T} \|u^D(t, \cdot) - u^D_{\epsilon, \delta}(t, \cdot)\|_{L^2(\Omega)}. \tag{3.13}
\]

Using \((3.4)\), \((3.13)\) and fact that \(u^D_{\epsilon, \delta; m} \to u^D_{\epsilon, \delta}\) in \(H^{1,2}(\Omega_T)\) as \(m \to \infty\) (hence in \(V^{0,1}(\Omega_T)\) as \(m \to \infty\)), we ensure that

\[
\max_{0 \leq t \leq T} \|u^D_m(t, \cdot) - u^D(t, \cdot)\|_{L^2(\Omega)} \to 0 \quad \text{as} \quad m \to \infty.
\]
This implies that
\[
\lim_{m \to \infty} \max_{0 \leq s \leq T} \mathcal{L}^n \{ \{ x \in \Omega : |u^D_{m_k}(s, x) - u^D(s, x)| > \eta \} \} = 0 \quad \text{for each } \eta > 0; \tag{3.14}
\]
accordingly, we can select a subsequence \( \{m_k\}_{k=1}^\infty \) of \( \{m\}_{m=1}^\infty \) so that
\[
u^D_{m_k}(s, x) \to u^D(s, x) \quad \text{as } k \to \infty
\]
for each \( s \in (0, T) \) and \( x \in \Omega \setminus \mathcal{N}(s) \) with \( \mathcal{L}^n(\mathcal{N}(s)) = 0 \). Now we show that
\[
\lim_{\epsilon \downarrow 0} \lim_{\delta \downarrow 0} \lim_{k \to \infty} \lim_{m \to \infty} |u^D_{\epsilon, \delta, m_k}(s, x) - u^D(s, x)| = 0 \tag{3.15}
\]
for each \( s \in (0, T) \) and \( x \in \Omega \setminus (\Sigma_2(s) \cup \mathcal{N}(s)) \). Let \( \Upsilon := \Sigma_{2(\infty)} \cup \Pi \) and for \( \eta > 0 \) set
\[
\Upsilon^{(\eta)} := \{(t, y) \in \Omega_T : \tilde{\rho}_{\Sigma_{2(\infty)}}(t, y) < \eta, \tilde{\rho}_{\Pi}(y) < \eta\}.
\]
By the procedure of constructing \( u^D_{\epsilon, \delta, m} \) and \( u^D_{\epsilon, m} \), we see that for any \( \eta > 0 \) there is a positive integer \( m_0 \) such that
\[
u^D_{\epsilon, \delta, m_0}(s, x) = u^D_{\epsilon, m}(s, x)
\]
for every \( (s, x) \in \Omega_T \setminus \Upsilon^{(\eta)} \), \( m \geq m_0 \) and \( 0 < \epsilon, \delta < \eta \), because \( u^D_{\epsilon, \delta}(s, x) = u^D(s, x) \) for every \( (s, x) \in \Omega_T \setminus \Upsilon^{(\eta)} \) and \( 0 < \epsilon, \delta < \eta \). These imply the relationship (3.15). Instead of \( \Sigma_2(s) \cup \mathcal{N}(s) \) we write it \( \mathcal{N}(s) \) simply because \( \mathcal{L}^n(\Sigma_2(s)) = 0 \). Therefore we obtain
\[
\lim_{\epsilon \downarrow 0} \lim_{\delta \downarrow 0} \lim_{k \to \infty} \lim_{m \to \infty} |I_{0,4}(s, x; \epsilon, \delta, m_k)| = 0 \quad \text{for each } s \in (0, T) \text{ and } x \in \Omega \setminus \mathcal{N}(s). \tag{3.16}
\]
Thus we have checked the relationship (3.7).

Next we will verify the equality (3.10). For a given \( (s, x) \in D \), without generality, we further take \( \epsilon \) and \( \delta \) so small that
\[
(s, x) \in \left\{ (t, y) \in D : \tilde{\rho}_{\Sigma_{2(\infty)}}(t, y) > 4c^* \delta, \tilde{\rho}_{\Pi}(y) > 2 \epsilon \right\}.
\]
We divide \( I_3(s, x; s', \epsilon, \delta, m) \) into the four terms:
\[
I_3(s, x; s', \epsilon, \delta, m) = E_{s,x} \left[ \exp Z(s') u^D_{\epsilon, \delta, m}(s', X(s')) ; \tilde{\sigma} \wedge T < s', \tilde{\sigma} \wedge T < \tilde{\sigma}_\epsilon \right] \\
+ E_{s,x} \left[ \exp Z(s') u^D_{\epsilon, \delta, m}(s', X(s')) ; \tilde{\sigma} \wedge T < s', \tilde{\sigma} \leq \tilde{\sigma}_\epsilon \right] \\
+ E_{s,x} \left[ \exp Z(s) u^D_{\epsilon, \delta, m}(s, X(s)) ; \tilde{\sigma} \wedge T < s' \leq \tilde{\sigma} \wedge T < \tilde{\sigma}_\epsilon \right] \\
+ E_{s,x} \left[ \exp Z(s) u^D_{\epsilon, \delta, m}(s, X(s)) ; \tilde{\sigma} \wedge T < s' \leq \tilde{\sigma} \wedge T \right]
\]
and denote by \( I_{3j}(s, x; s', \epsilon, \delta, m) \) the \( j \)th divided term of \( I_3(s, x; s', \epsilon, \delta, m) \) \((j = 1, 2, 3, 4)\). Then it is easily seen that for \( j = 1, 2, 4 \)
\[
\lim_{s \downarrow s} \lim_{\epsilon \downarrow 0} \lim_{\delta \downarrow 0} \lim_{m \to \infty} |I_{3j}(s, x; s', \epsilon, \delta, m)| = 0.
\]
Furthermore divide \( I_{33}(s, x; s', \epsilon, \delta, m) \) as
\[
I_{33}(s, x; s', \epsilon, \delta, m) = I_{331}(s, x; s', \delta, \epsilon, m) + I_{332}(s, x; \epsilon, \delta, m),
\]
where for each $s' \in (s, T)$

$$I_{331}(s, x; s', \varepsilon, \delta, m) := E_{s,x} \left[ \exp Z_s(\hat{\sigma}_\delta) u^{D}_{\varepsilon, \delta, m}(\hat{\sigma}_\delta, X(\hat{\sigma}_\delta)); s' \leq \hat{\sigma}_\delta < \hat{\sigma}_\varepsilon \land T \right] ,$$

$$I_{332}(s, x; \varepsilon, \delta, m) := E_{s,x} \left[ \exp Z_s(T) u^{D}_{\varepsilon, \delta, m}(T, X(T)); T \leq \hat{\sigma}_\delta, T < \hat{\sigma}_\varepsilon \right].$$

Note that

$$I_{331}(s, x; s', \varepsilon, \delta, m)^2 \leq e^{2\|c\|_T} E_{s,x} \left[ e^{2\|\cdot\|_L(T)} E_{s,x} \left[ (u^{D}_{\varepsilon, \delta, m})^2(\hat{\sigma}_\delta, X(\hat{\sigma}_\delta)); s' \leq \hat{\sigma}_\delta < T \land \hat{\sigma}_\varepsilon \right] \right]. \hspace{1cm} (3.17)$$

In the sequel, for a given $\varepsilon > 0$, we write $\varepsilon^* := \varepsilon/c^s$, and further take $\delta > 0$ so small that

$$0 < \delta < \delta^*_\varepsilon := \frac{1}{4c^s} \left\{ d(\Sigma(\infty), [0, \infty) \times \Gamma(\varepsilon^*/2)) \wedge \frac{\varepsilon^*}{4} \right\},$$

where $\Gamma^\eta := \Gamma \setminus \Pi^\eta(\eta > 0)$, and $\Pi^\eta = \{ y \in \overline{\Omega} : \rho_\Pi(y) < \eta \}$. For such $\delta$, set

$$\tilde{\mu}_{2c^s}(t, y) := \tilde{\lambda}(2c^s \delta)^{-1} \tilde{\rho}_\Sigma(\infty)(t, y).$$

Then $\tilde{\rho}_\Sigma(\infty)(t, y) = 1$ if $\tilde{\rho}_\Sigma(\infty)(t, y) \geq 4c^s \delta$, so that the equality also holds on a neighborhood of $[0, \infty) \times \Gamma^{\varepsilon^*}(\varepsilon^*/2)$, where $\Gamma^{\varepsilon^*} := \Gamma \setminus \Pi^{\varepsilon^*}(\varepsilon^* > 0)$. Therefore if we set

$$\tilde{u}^{D}_{\varepsilon, \delta, m}(t, y) := (1 - \tilde{\mu}_{2c^s}(t, y)) u^{D}_{\varepsilon, \delta, m}(t, y),$$

then

$$P_{s,x} \left( \tilde{u}^{D}_{\varepsilon, \delta, m}(\hat{\sigma}_\delta, X(\hat{\sigma}_\delta)) = u^{D}_{\varepsilon, \delta, m}(\hat{\sigma}_\delta, X(\hat{\sigma}_\delta)); \hat{\sigma}_\delta < \infty \right) = P_{s,x} \left( \hat{\sigma}_\delta < \infty \right), \hspace{1cm} (3.18)$$

because

$$P_{s,x} \left( \tilde{\rho}_\Sigma(\infty)(\hat{\sigma}_\delta, X(\hat{\sigma}_\delta)) \leq 2c^s \delta; \hat{\sigma}_\delta < \infty \right) = P_{s,x} \left( \hat{\sigma}_\delta < \infty \right).$$

In addition, for $\eta > 0$, let

$$\Sigma^{\eta}_{(\infty)} := \left\{ (t, y) \in (D \cup \partial L D)_{(\infty)} : \tilde{\rho}_\Sigma(\infty)(t, y) < \eta \right\} \ \text{and} \ \tilde{\sigma}_\delta := \sigma_s(\Sigma^{4c^s \delta}_{(\infty)}).$$

By definition, $P_{s,x}(\tilde{\sigma}_\delta \leq \hat{\sigma}_\delta) = 1$. Moreover

$$P_{s,x} \left( \tilde{u}^{D}_{\varepsilon, \delta, m}(\hat{\sigma}_\delta, X(\hat{\sigma}_\delta)) = 0; \hat{\sigma}_\delta < \infty \right) = P_{s,x} \left( \hat{\sigma}_\delta < \infty \right), \hspace{1cm} (3.19)$$

because $P_{s,x} \left( \tilde{\rho}_\Sigma(\infty)(\hat{\sigma}_\delta, X(\hat{\sigma}_\delta)) = 4c^s \delta; \hat{\sigma}_\delta < \infty \right) = P_{s,x} \left( \hat{\sigma}_\delta < \infty \right)$. Hence, by Itô's formula, it holds

$$E_{s,x} \left[ (\tilde{u}^{D}_{\varepsilon, \delta, m})^2(\hat{\sigma}_\delta \land T \land \hat{\sigma}_\varepsilon \lor s', X(\hat{\sigma}_\delta \land T \land \hat{\sigma}_\varepsilon \lor s')) \right]$$

$$- E_{s,x} \left[ (\tilde{u}^{D}_{\varepsilon, \delta, m})^2(\hat{\sigma}_\delta \land T \land \hat{\sigma}_\varepsilon \lor s', X(\hat{\sigma}_\delta \land T \land \hat{\sigma}_\varepsilon \lor s')) \right]$$

$$= E_{s,x} \left[ \int_{\hat{\sigma}_\delta \land T \land \hat{\sigma}_\varepsilon \lor s'} \mathcal{P}_0 \left( \tilde{u}^{D}_{\varepsilon, \delta, m} \right)^2(t, X(t))dt \right]$$

$$+ E_{s,x} \left[ \int_{\hat{\sigma}_\delta \land T \land \hat{\sigma}_\varepsilon \lor s'} \mathcal{B}_0 \left( \tilde{u}^{D}_{\varepsilon, \delta, m} \right)^2(t, X(t))L(dt) \right]. \hspace{1cm} (3.20)$$
Here, by the equality $\tilde{u}_{\varepsilon,\delta,m}^D(t, y) = 0$ on a neighborhood of $(\Gamma'^{(-\varepsilon)})_T$, we see that

$$E_{s,x} \left[ \int_{\partial \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'}^{\delta \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'} B_0 \left( \tilde{u}_{\varepsilon,\delta,m}^D \right)^2 (t, X(t)) L(dt) \right]$$

$$= E_{s,x} \left[ \int_{\partial \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'}^{\delta \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'} B_0 \left( \tilde{u}_{\varepsilon,\delta,m}^D \right)^2 (t, X(t)) L(dt) \right]$$

$$= E_{s,x} \left[ \int_{\partial \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'}^{\delta \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'} 1_{(\Gamma'^{(-\varepsilon)})_T}(t, X(t)) B_0 \left( \tilde{u}_{\varepsilon,\delta,m}^D \right)^2 (t, X(t)) L(dt) \right]$$

$$= 0.$$

On the other hand, letting $\hat{D}_{\varepsilon,\delta}^s := \{(t, y) \in D : \hat{\rho}_{\Sigma_\infty}(t, y) < 4c^*\delta, \hat{\rho}_m(y) > 2\varepsilon\}$ $(\subset D \setminus (\overline{\Pi^2})_T)$, we have

$$\left| E_{s,x} \left[ \int_{\partial \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'}^{\delta \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'} \mathcal{P}_0 \left( \tilde{u}_{\varepsilon,\delta,m}^D \right)^2 (t, X(t)) dt \right] \right|$$

$$\leq E_{s,x} \left[ \int_{\partial \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'}^{\delta \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'} \left| \mathcal{P}_0 \left( \tilde{u}_{\varepsilon,\delta,m}^D \right)^2 (t, X(t)) \right| dt \right]$$

$$= E_{s,x} \left[ \int_{\partial \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'}^{\delta \hat{\mathcal{D}}^T \cap \bar{\mathcal{D}}_{\varepsilon,\delta} \setminus \mathcal{V} s'} 1_{\hat{D}_{\varepsilon,\delta}^s}(t, X(t)) \left| \mathcal{P}_0 \left( \tilde{u}_{\varepsilon,\delta,m}^D \right)^2 (t, X(t)) \right| dt \right]$$

$$\leq E_{s,x} \left[ \int_{s'}^{T} \int_{\hat{D}_{\varepsilon,\delta}^s(t)} \left| \mathcal{P}_0 \left( \tilde{u}_{\varepsilon,\delta,m}^D \right)^2 (t, y) \right| p(s, x; t, y) dy \right]$$

$$= \int_{s'}^{T} dt \int_{\hat{D}_{\varepsilon,\delta}^s(t)} \left| \mathcal{P}_0 \left( \tilde{u}_{\varepsilon,\delta,m}^D \right)^2 (t, y) \right| dy.$$

Since, for each $\varepsilon$ and $\delta$, $\tilde{u}_{\varepsilon,\delta,m}^D$ converges to $\tilde{u}_{\varepsilon,\delta}^D := (1 - \tilde{\mu}_{2c^*\delta})u_{\varepsilon,\delta}^D$ in $H^{1,2}(\Omega_T)$ as $m \to \infty$ (which is derived from the property (3.5) for $u_{\varepsilon,\delta}^D$), the last term of the right hand side of the inequality just above converges to

$$K(s' - s)^{- \frac{\varepsilon}{2}} \int_{s'}^{T} dt \int_{\hat{D}_{\varepsilon,\delta}^s(t)} \left| \mathcal{P}_0 \left( \tilde{u}_{\varepsilon,\delta}^D \right)^2 (t, y) \right| dy \tag{3.21}$$

as $m \to \infty$.

In the following, we will show that the integral of (3.21) converges to zero as $\delta \downarrow 0$ for a given $\varepsilon$. Let $\nu_\delta := (1 - \tilde{\mu}_{2c^*\delta})\tilde{\mu}_\delta$. Then $\text{spt} \nu_\delta \cap D \subset \{(t, y) \in D : c^*\delta \leq \tilde{\rho}_{\Sigma_\infty}(t, y) \leq 4c^*\delta\}$ and $\tilde{u}_{\varepsilon,\delta}^D = \nu_\delta u_{\varepsilon}^D$ on $D$. Therefore

$$\mathcal{P}_0 \left( \tilde{u}_{\varepsilon,\delta}^D \right)^2 = 2\nu_\delta^2 u_{\varepsilon}^D \left\{ \frac{\partial u_{\varepsilon}^D}{\partial t} + \text{Tr}(A\nabla^2 u_{\varepsilon}^D) + c \cdot \nabla u_{\varepsilon}^D \right\}$$

$$+ 2 \left\{ \nu_\delta (u_{\varepsilon}^D)^2 \frac{\partial \nu_\delta}{\partial t} + (u_{\varepsilon}^D)^2 (A\nabla \nu_\delta) \cdot \nabla \nu_\delta + \nu_\delta (u_{\varepsilon}^D)^2 \text{Tr}(A\nabla^2 \nu_\delta) \right.$$

$$\left. + 4\nu_\delta u_{\varepsilon}^D (A\nabla \nu_\delta) \cdot \nabla u_{\varepsilon}^D + \nu_\delta^2 (A\nabla u_{\varepsilon}^D) \cdot \nabla u_{\varepsilon}^D + \nu_\delta (u_{\varepsilon}^D)^2 c \cdot \nabla \nu_\delta \right\} \tag{3.22}$$
on $D$ in the strong form. Letting $f_\varepsilon$ and $g_\varepsilon$ the first and second terms of the right hand side of (3.22), we note
\[ f_\varepsilon = 2\nu_\varepsilon^2 u^D(f - cu^D) \quad \text{on } D \setminus (\Pi^D)\tau, \]
since $u^D_\varepsilon = u^D$ on $D \setminus (\Pi^D)\tau$. Here, for variables $\xi$ and $\eta$, the notations $\xi \leq \eta$ and $\xi \approx \eta$ designate the relationships $\xi \leq c_1 \eta$ and $\xi \leq c_2 \eta$ with some positive constants $c_1$ and $c_2$, respectively.

Now we take a number in $(0, \delta^*_\varepsilon)$, say $\delta_0$, and put $D^*_\varepsilon := \{(t, y) \in D : \rho_{\Sigma_{(\varepsilon)}}(t, y) < 4c^*\delta\}$ for $0 < \delta \leq \delta_0$. Note that
\[
0 \leq \nu_\delta \leq 1, \quad \nu_\delta \to 0 \quad \text{as } \delta \downarrow 0, \quad \text{(3.23)}
\]
\[
\frac{\partial \nu_\delta}{\partial t}(t, y) \approx \frac{\partial \nu_\delta}{\partial y_i}(t, y) \approx \frac{1}{\delta} \approx \frac{1}{\rho_{\Sigma_{(\varepsilon)}}(t, y)} \quad \text{on } \text{spt } \nu_\delta \cap D, \quad \text{(3.24)}
\]
\[
\frac{\partial^2 \nu_\delta}{\partial y_i \partial y_j}(t, y) \approx \frac{1}{\delta^2} \approx \frac{1}{\rho_{\Sigma_{(\varepsilon)}}(t, y)^2} \quad \text{on } \text{spt } \nu_\delta \cap D, \quad \text{(3.25)}
\]
\[
\rho_{\Sigma_{(\varepsilon)}}(t, y) \approx \rho_{\Sigma_{[-\varepsilon^*/2]}}(t, y) \quad \text{on } D^*_\varepsilon \setminus (\Pi^D)\tau, \quad \text{(3.26)}
\]
where $\Sigma_{[-\varepsilon^*/2]} := \Sigma \setminus (\Pi^D)\tau$. Therefore, by (3.23), for $s' \in (s, T)$ and sufficiently small $\varepsilon > 0$,
\[
\int_{s'}^T dt \int_{D^*_\varepsilon(t)} |f_\varepsilon(t, y)| \, dy \to 0 \quad \text{as } \delta \downarrow 0.
\]
Next examine the integral for $|g_\varepsilon(t, y)|$. Noting the facts (3.25), (3.26) and $u^D_\varepsilon = 0$ on $(\Pi^D)\tau$ which includes $(\Pi^D)\tau$, and then applying Lemma 4.1 in [19] by replacing $G$, $\Xi$ and $\Xi'$ with $D^*_\varepsilon$, $\Sigma$ and $\Sigma_{[-\varepsilon^*/2]}$, respectively, we have 
\[
\int_{s'}^T dt \int_{D^*_\varepsilon(t)} \left| \frac{\partial^2 \nu_\delta}{\partial y_i \partial y_j}(t, y) \right| (u^D_\varepsilon(t, y))^2 \, dy \leq \int_{s'}^T dt \int_{D^*_\varepsilon(t)} \left| \frac{\partial^2 \nu_\delta}{\partial y_i \partial y_j}(t, y) \right| (u^D_\varepsilon(t, y))^2 \, dy \leq \int_{s'}^T dt \int_{D^*_\varepsilon(t)} \frac{u^D_\varepsilon(t, y)^2}{d((t, y), \Sigma_{[-\varepsilon^*/2]})^2} \, dy \to 0 \quad \text{as } \delta \downarrow 0.
\]
Similar integrals for the other terms consisting of the function $g_\varepsilon$ also converge to zero as $\delta \downarrow 0$; hence for $s' \in (s, T)$ and sufficiently small $\varepsilon > 0$,
\[
\int_{s'}^T dt \int_{D^*_\varepsilon(t)} |g_\varepsilon(t, y)| \, dy \to 0 \quad \text{as } \delta \downarrow 0.
\]
These ensure that
\[
E_{s,x} \left[ \int_{s'}^T 1_{D^*_\varepsilon(t)}(t, X(t)) \left| P_0 \left( \tilde{u}^D_\varepsilon(t, X(t)) \right) \right| dt \right] \to 0 \quad \text{as } \delta \downarrow 0;
\]
as a result, for each $(s, x) \in D$, $s' \in (s, T)$ and sufficiently small $\varepsilon > 0$,
\[
\lim_{\delta \downarrow 0} \lim_{m \to \infty} \left| E_{s,x} \left[ \int_{D^*_\varepsilon(t)} \left( \tilde{u}^D_\varepsilon(t, X(t)) \right) \right] dt \right| = 0.
\]
That is,

$$
\lim_{\delta \downarrow 0} \lim_{m \to \infty} \left| E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (\tilde{\sigma}_\delta \wedge T \wedge \tilde{\sigma}_\varepsilon \vee s', X(\tilde{\sigma}_\delta \wedge T \wedge \tilde{\sigma}_\varepsilon \vee s')) \right] - E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (\tilde{\sigma}_\delta \wedge T \wedge \tilde{\sigma}_\varepsilon \vee s', X(\tilde{\sigma}_\delta \wedge T \wedge \tilde{\sigma}_\varepsilon \vee s')) \right] = 0 \quad (3.27)
$$

for each \((s, x) \in D\), \(s' \in (s, T)\) and sufficiently small \(\varepsilon > 0\). Now we divide the first and second terms of the left hand side of \((3.24)\) as follows:

$$
E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (\tilde{\sigma}_\delta \wedge T \wedge \tilde{\sigma}_\varepsilon \vee s', X(\tilde{\sigma}_\delta \wedge T \wedge \tilde{\sigma}_\varepsilon \vee s')) \right] \\
= E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (\tilde{\sigma}_\delta, X(\tilde{\sigma}_\delta)); s' \leq \tilde{\sigma}_\delta < T \wedge \tilde{\sigma}_\varepsilon \right] \\
+ E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (T, X(T)); T \leq \tilde{\sigma}_\delta \wedge \tilde{\sigma}_\varepsilon \right] \\
+ E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (\tilde{\sigma}_\varepsilon, X(\tilde{\sigma}_\varepsilon)); s' \leq \tilde{\sigma}_\varepsilon \leq T \wedge \tilde{\sigma}_\delta \right] \\
+ E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (s', X(s')); \tilde{\sigma}_\delta \wedge \tilde{\sigma}_\varepsilon < s' \right] \quad (3.28)
$$

and

$$
E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (\tilde{\sigma}_\delta \wedge T \wedge \tilde{\sigma}_\varepsilon \vee s', X(\tilde{\sigma}_\delta \wedge T \wedge \tilde{\sigma}_\varepsilon \vee s')) \right] \\
= E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (\tilde{\sigma}_\delta, X(\tilde{\sigma}_\delta)); s' \leq \tilde{\sigma}_\delta < T \wedge \tilde{\sigma}_\varepsilon \right] \\
+ E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (T, X(T)); T \leq \tilde{\sigma}_\delta \wedge \tilde{\sigma}_\varepsilon \right] \\
+ E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (\tilde{\sigma}_\varepsilon, X(\tilde{\sigma}_\varepsilon)); s' \leq \tilde{\sigma}_\varepsilon \leq T \wedge \tilde{\sigma}_\delta \right] \\
+ E_{s,x} \left[ (\tilde{u}_{\delta,m}^{D})^2 (s', X(s')); \tilde{\sigma}_\delta \wedge \tilde{\sigma}_\varepsilon < s' \right]. \quad (3.29)
$$

Here we indicate by \(\tilde{I}_1\) and \(\tilde{I}_k\) the left hand side and the \(k\) th term of the right hand side of \((3.28)\) \((k = 1, 2, 3, 4)\), and by \(\tilde{J}_1\) and \(\tilde{J}_k\) the left hand side and the \(k\) th term of the right hand side of \((3.29)\) \((k = 1, 2, 3, 4)\), respectively. Then by \((3.18)\) and \((3.19)\),

$$
\tilde{I}_1 = E_{s,x} \left[ (u_{\delta,m}^{D})^2 (\tilde{\sigma}_\delta, X(\tilde{\sigma}_\delta)); s' \leq \tilde{\sigma}_\delta < T \wedge \tilde{\sigma}_\varepsilon \right], \\
\tilde{J}_1 = 0. \quad (3.30)
$$

These equalities in \((3.30)\) imply

$$
0 \leq E_{s,x} \left[ (u_{\delta,m}^{D})^2 (\tilde{\sigma}_\delta, X(\tilde{\sigma}_\delta)); s' \leq \tilde{\sigma}_\delta < T \wedge \tilde{\sigma}_\varepsilon \right] \\
= (\tilde{I} - \tilde{J}) - (\tilde{I}_2 - \tilde{J}_2) - (\tilde{I}_3 - \tilde{J}_3) - \tilde{I}_4 + \tilde{J}_4 \\
\leq |\tilde{I} - \tilde{J}| + \tilde{J}_4, \quad (3.31)
$$

because \(\tilde{I}_k - \tilde{J}_k \geq 0\) \((k = 2, 3)\) and \(\tilde{I}_4 \geq 0\). By \((3.27)\), we have

$$
\lim_{\delta \downarrow 0} \lim_{m \to \infty} |\tilde{I} - \tilde{J}| = 0.
$$

Moreover, the inequality \(0 \leq \tilde{J}_4 \leq \|u^{D}\|_{\infty, D} \{P_{s,x}(\tilde{\sigma}_\delta < s') + P_{s,x}(\tilde{\sigma}_\varepsilon < s')\} \) yields

$$
\lim_{\delta \downarrow 0} \lim_{m \to \infty} \lim_{s' \downarrow s} \lim_{\varepsilon \to 0} |\tilde{J}_4| = 0.
$$
Hence, by (3.17) and (3.31), it holds
\[
\lim_{s' \to s} \lim_{s \to x} \lim_{m \to 0} \lim_{\delta \downarrow 0} |I_{331}(s, x; s', \varepsilon, \delta, m)|^2 = 0
\]
for each \((s, x) \in D\). Noting the facts that \(P_{s,x}(\delta \varepsilon \uparrow \infty)\) as \(\varepsilon \downarrow 0\) = 1 and \(P_{s,x}(\sigma_s(\Sigma) = T) = 0\) (which is derived from the facts \(\{\sigma_s(\Sigma) = T\} \subset \{X(T) \in \Sigma(T)\}\) and \(L^0(\Sigma(T)) = 0\), we also have
\[
\lim_{\varepsilon \downarrow 0} \lim_{\delta \downarrow 0} \lim_{m \to \infty} \frac{1}{I_{332}(s, x; \varepsilon, \delta, m) - E_{s,x} \exp Z_s(T)h(X(T)); \sigma_s(\Sigma) > T} = 0
\]
for each \((s, x) \in D\). Therefore (3.10) is verified.

The equalities (3.3) and (3.9) are verified more easily by using the upper Gaussian bound of the transition density and the regularity of the weak solution. Thus the proof in the case (i) is complete.

Next we proceed to verify the equality (3.3) in the case (ii). In the first stage, we show that the right hand side of (3.3), say \(v^D\), is continuous up to the Robin part. Note that for \(s \in [0, T]\) and \(x \in D(s) \cup \Gamma'\)
\[
P_{s,x}(\sigma_s(\Sigma) = \sigma_0(\Sigma)) = 1, \quad P_{s,x}(\sigma_s(\delta \Sigma_1) = \sigma_0(\delta \Sigma_1)) = 1; \quad (3.32)
\]
hence
\[
v^D(s, x) = -\exp \left( - \int_0^s c(r, x) dr \right) \left\{ E_{s,x} \left[ \int_0^{\sigma_0(\Sigma)} \exp Z_0(t) f(t, X(t)) dt \right] \right. \\
\left. - \int_0^s \exp \left( - \int_0^t c(r, x) dr \right) f(t, x) dt \right\} \\
- \exp \left( - \int_0^s c(r, x) dr \right) E_{s,x} \left[ \int_0^{\sigma_0(\Sigma)} \exp Z_0(t) \psi(t, X(t)) L(dt) \right] \\
+ \exp \left( - \int_0^s c(r, x) dr \right) E_{s,x} \left[ \exp Z_0(T) h(X(T)) 1_{T, \infty}(\sigma_0(\Sigma)) \right]. \quad (3.33)
\]
For each \(m \in N\), take an appropriate cut-off function \(h_m\) for the indicator function \(1_{[0, \infty]}\) (e.g. the cut-off function \(h_m\) on page 275 in [29]). Then
\[
h_m(L(T)) \int_0^{\sigma_0(\Sigma)} g(r, X(r)) L(dr) \text{ is continuous in } (t, \omega) \in [0, \infty) \times U \text{ for every bounded continuous function } g \text{ on } [0, \infty) \times \Omega.
\]
On the other hand, in Appendix A.4 (see Theorem A.3), we will show that there exists a measurable subset \(\tilde{U}\) of \(U\) such that \(P_{s,x}(\tilde{U}) = 1\) for every \(s \in [0, T]\), \(x \in D(s) \cup \Gamma'\) and the restriction of \(\sigma_0(\Sigma)\) into \(\tilde{U}\), say \(\sigma_0(\Sigma)|_{\tilde{U}}\), is continuous. Therefore the function
\[
h_m(L(T)) \int_0^{\sigma_0(\Sigma)} g(r, X(r)) L(dr)
\]
of \(\omega\) is bounded on \(U\) and its restriction into \(\tilde{U}\) is continuous. Combining the continuity property of \(\{P_{s,x}\}\) on weak convergence and with a mapping theorem in weak convergence given in Appendix A.6 (see Theorem A.4), we ensure that
\[
E_{s,x} \left[ h_m(L(T)) \int_0^{\sigma_0(\Sigma)} g(r, X(r)) L(dr) \right]
\]
is continuous in \((s, x)\) with \(s \in [0, T], x \in D(s) \cup \Gamma'\). Noting \((3.1)\), the uniform exponential integrability of \(L(T)\), we see that \(v^D\) is continuous in \((s, x)\) with \(s \in [0, T], x \in D(s) \cup \Gamma'\), and also the first term of the right hand side of \((3.33)\) is continuous in \((s, x)\) with \(s \in [0, T], x \in D(s) \cup \Gamma'\). By virtue of the fact \(P_{s,x}(\sigma_0(\Sigma_{(\infty)})) = T\) = 0 with the semicontinuity of functions \(1_{(T, \infty)}(\xi)\) and \(1_{[T, \infty)}(\xi)\), it follows that \(1_{(T, \infty)}(\sigma_0(\Sigma_{(\infty)}))\) is continuous on \(\bar{U} \cap \{\sigma_0(\Sigma_{(\infty)}) \neq T\}\). Hence the third term of the right hand side of \((3.33)\) is continuous in \((s, x)\) with \(s \in [0, T], x \in D(s) \cup \Gamma'\). As a result, the trace of \(v^D\) into the set \(\Gamma_T\) coincides with its ordinary boundary value almost everywhere with respect to the measure \(ds \times S(dx)\).

Finally we examine the continuity of \(v^D\) on the Dirichlet part \(\Sigma\). Since \(v^D = 0\) on \(\Sigma\), it is enough to see that for every \((s_0, x_0) \in \Sigma\)

\[
\lim_{D \ni (s, x) \to (s_0, x_0)} v^D(s, x) = 0. \tag{3.34}
\]

In the case of \((s_0, x_0) \in \Sigma_2\), by using the same way as in the proof of Theorem 13.1 in \([30]\), we have for any \(\eta > 0\)

\[
P_{s,x}(\sigma_s(\Sigma_{(\infty)})) \geq s + \eta \to 0 \quad \text{as} \quad (s, x) \to (s_0, x_0), \tag{3.35}
\]

because \(P_{s,x}(\sigma_s(\Sigma_{2(\infty)})) = \sigma_{s+}((0, \infty) \times \Omega \setminus \bar{D}_{(\infty)})) = 1\) for \(s \geq 0\) and \(x \in D(s) \cup \Gamma'\); it is shown in (2–2) of (2) in Appendix \(A.4\). The relationship \((3.35)\) implies the continuity property \((3.34)\) of \(v^D\) at \((s_0, x_0)\). The continuity property is verified as in the more complicated case of \((s_0, x_0) \in \Sigma_1\); so it is omitted. Next consider the case of \((s_0, x_0) \in \Sigma_1\). Take an arbitrarily fixed positive number \(\eta\). Then we see that for any \(\epsilon > 0\) there exists \(\delta \in (0, \eta)\) such that

\[
P_{s,x}(\sigma_s(\Sigma_{(\infty)})) \geq s + 2\eta \leq 2\epsilon + P_{s_0,x_0}(\sigma_{s_0}(\Gamma)) < s_0 + 4\eta \tag{3.36}
\]

for every \((s, x) \in D\) with \(d((s, x), (s_0, x_0)) < \delta\); which will be verified in Appendix \(A.5\). Then the continuity property \((3.34)\) is proved as follows. From now on, suppose that \((s, x) \in D\) with \(d((s, x), (s_0, x_0)) < \delta\). We examine the second term of \(v^D\):

\[
\left| E_{s,x} \left[ \int_s^{\sigma_s(\Sigma_{(\infty)}) \wedge T} \exp Z_s(t)\psi(t, X(t))L(dt) \right] \right|
\]

\[
\leq \|\psi\|_\infty \|e\|_\infty T \left\{ E_{s,x} \left[ \int_s^{\sigma_s(\Sigma_{(\infty)}) \wedge T} e^{\|\gamma\|_\infty L(T)}L(dt); \sigma_s(\Sigma_{(\infty)}) \wedge T < s + 2\eta \right] \right.
\]

\[
+ E_{s,x} \left[ \int_s^{\sigma_s(\Sigma_{(\infty)}) \wedge T} e^{\|\gamma\|_\infty L(T)}L(dt); \sigma_s(\Sigma_{(\infty)}) \wedge T \geq s + 2\eta \right] \right\}.
\]

Denote by I and II the first and second terms in the braces of the right hand side of the inequality just above, respectively. Then we have

\[
I \leq E_{s,x} \left[ e^{\|\gamma\|_\infty L(T)}L(s + 2\eta) \right]
\]

\[
\leq \sup_{(s,x) \in D} E_{s,x} \left[ e^{2\|\gamma\|_\infty + 1)L(T)} \right] \sqrt{E_{s,x} \left[ e^{-2L(T)}L(s_0 + 3\eta)^2 \right].}
\]

Since

\[
E_{s,x} \left[ e^{-2L(T)}L(s_0 + 3\eta)^2 \right] \to E_{s_0,x_0} \left[ e^{-2L(T)}L(s_0 + 3\eta)^2 \right]
\]

resulting in an effective expression.
as \((s, x) \rightarrow (s_0, x_0)\) and \(E_{s_0, x_0} \left[ e^{-2L(T) L(s_0 + 3\eta)^2} \right] \rightarrow 0\) as \(\eta \rightarrow 0\), we have \(I \rightarrow 0\) as \((s, x) \rightarrow (s_0, x_0)\). On the other hand,

\[
\Pi \leq E_{s, x} \left[ e^{\|\gamma\|_{\infty} L(T) ; \sigma_s(\Sigma(\infty)) \geq s + 2\eta} \right] \\
\leq e^{-1} \sup_{(s, x) \in D} E_{s, x} \left[ e^{2(\|\gamma\|_{\infty} + 1)L(T)} \right] \sqrt{2\epsilon + P_{s_0, x_0} \left( \sigma_{s_0}(T) < s_0 + 4\eta \right)}.
\]

Therefore, letting \(\epsilon \rightarrow 0\) and then \(\eta \rightarrow 0\), we see that

\[
\limsup_{D \ni (s, x) \rightarrow (s_0, x_0)} \Pi = 0,
\]

since \(P_{s_0, x_0} \left( \sigma_{s_0}(T) > s_0 \right) = 1\). The continuity property of the other terms of \(v^D\) is checked easily. Consequently, the last assertion of the theorem is verified. That is, the weak solution \(v, \psi, h\) of \(f, \psi, h\) satisfy the condition (iv) of Assumption \(3.1\). Then, using the upper Gaussian bound \(3.2\) and the estimate \((1.2)\) in Lemma 7.1.1 in [27] and noting Theorems 4.1 and 4.3 in [18], we have the following: there exist positive constants \(\Lambda_i = \Lambda_i(K, C, n, q_i, r_i, T)\) \((i = 1, 2)\) and \(\Lambda_3 = \Lambda_3(K, C, n, q_3, r_3)\) such that

**Proof.** For given \(p_1, p_2, p_3, r_1, r_2, r_3\) in such a way:

\[
p_1 > q_1 > \frac{n + 2}{2}, \quad r_1 = \frac{p_1}{q_1}; \quad p_2 > q_2 > n + 1, \quad r_2 = \frac{p_2}{q_2}; \quad p_3 > q_3 > 1, \quad r_3 = \frac{p_3}{q_3}.
\]

First assume that \(f, \psi, h\) satisfy the condition (iv) of Assumption \(3.1\). Then, using the upper Gaussian bound \(3.2\) and the estimate \((1.2)\) in Lemma 7.1.1 in [27] and noting Theorems 4.1 and 4.3 in [18], we have the following: there exist positive constants \(\Lambda_i = \Lambda_i(K, C, n, q_i, r_i, T)\) \((i = 1, 2)\) and \(\Lambda_3 = \Lambda_3(K, C, n, q_3, r_3)\) such that

\[
(a') \sup_{(s, x) \in D \cup \partial D, T} \left| E_{s, x} \left[ \int_0^{\sigma_s(\Sigma(\infty)) \wedge T} \exp Z_s(t) f(t, X(t)) dt \right] \right| \\
\leq \Lambda_1 \sup_{(s, x) \in \Theta_T} E_{s, x} \left[ \exp \{ r^*_1 \|\gamma\|_{\infty} L(T) \} \right]^{1/r^*_1} \|f\|_{L^p(\Omega)};
\]

\[
(b') \sup_{(s, x) \in D \cup \partial D, T} \left| E_{s, x} \left[ \int_0^{\sigma_s(\Sigma(\infty)) \wedge T} \exp Z_s(t) \psi(t, X(t)) L(dt) \right] \right| \\
\leq \Lambda_2 \sup_{(s, x) \in \Theta_T} E_{s, x} \left[ \exp \{ (r^*_2 \|\gamma\|_{\infty} + 1) L(T) \} \right]^{1/r^*_2} \|\psi\|_{L^p(\Theta_T)};
\]

\[
(c') \text{for each} s \in [0, T] \sup_{x \in D(s)} \left| E_{s, x} \left[ \exp Z_s(T) h(X(T)); \sigma_s(\Sigma(\infty)) > T \right] \right| \\
\leq \Lambda_3 \sup_{(s', x') \in \Theta_T} E_{s', x'} \left[ \exp \{ r^*_3 \|\gamma\|_{\infty} L(T) \} \right]^{1/r^*_3} (T - s)^{- \left(1/2(n/r_3)(1-1/q_3)\right)} \|h\|_{L^p(\Theta_T)};
\]
where $q_i^*$ and $r_i^*$ ($i = 1, 2, 3$) indicate the conjugate Hölder exponents of $q_i$ and $r_i$ ($i = 1, 2, 3$), respectively.

Now, for $f \in L^{p_1}(\Omega_T)$, $\psi \in L^{p_2}(\Gamma_T')$ and $h \in L^{p_3}(\Omega)$, choose sequences $\{f_m\}$, $\{\psi_m\}$ and $\{h_m\}$ such that each $f_m$, $\psi_m$, $h_m$ has the same condition for $f$, $\psi$, $h$ in the condition (iv) of Assumption 3.1, respectively, and

$$f_m \to f \text{ in } L^{p_1}(\Omega_T), \quad \psi_m \to \psi \text{ in } L^{p_2}(\Gamma_T'), \quad h_m \to h \text{ in } L^{p_3}(\Omega)$$

as $m \to \infty$. Denote by $v^D$ and $v^D_m$ the right hand side of (3.3) corresponding to $f, \psi, h$ and $f_m, \psi_m, h_m$, respectively. Then $v^D_m$ converges to $v^D$ locally uniformly on $D \cup \partial D$ as $m \to \infty$. Therefore $v^D$ has the same continuity property as $v^D_m$. On the other hand, denote by $u^D$ and $u^D_m$ the left hand side of (3.3) corresponding to $f, \psi, h$ and $f_m, \psi_m, h_m$, respectively. Then, using the energy estimate for weak solutions (see Theorem 7.2 in [19] and also Theorem 3.1 in [17]), we see that $u^D_m \to u^D$ in $V^{0,1}(D)$ as $m \to \infty$. Consequently, the equalities between $u^D$ and $v^D$ in both of the cases of Theorem 3.1 hold and hence the assertion is verified.

**Remark 3.2** Note that if the weak solution $u^D$ is continuous on $D$, then the equality (3.7) holds everywhere on $D$; hence the equality (3.3) in the case (i) holds everywhere on $D$ and the equality is verified in a more simple way. On the other hand, combining the result on the Hölder continuity of bounded weak solutions of parabolic equations on cylindrical domains with Dirichlet boundary conditions (e.g. Theorem 1.1 on page 419 of [22] with a localization argument as in the proof of the existence of weak solutions in [19], we see that the weak solution $u^D$ has a version which is continuous within $D$ and up to the Dirichlet part (except the Robin part and the border between both parts).

### 4 A simple application

Here we apply the probabilistic representation of weak solutions given in Theorem 3.1 to show the continuity of a functional concerned with an estimation problem treated in [19] for the shape of a domain.

Let $\mathcal{D}$ be the class of domains satisfying the properties described in Condition 2.1 and Assumption 3.1. Hence the lateral boundary of each domain of $\mathcal{D}$ includes $\Gamma_T'$ commonly, but the rest of the lateral boundary may be varied each other and suppose that its shape is unknown. The operator $\mathcal{L}$ on $\Omega_T$ and $\mathcal{B}$ on $\Gamma_T'$ are given and the terminal-boundary problem (2.2) on each domain $D \in \mathcal{D}$ is considered with given source terms and terminal value.

We want to estimate the shape of the unknown portion (i.e. the Dirichlet part $\Sigma$) via thermal data on a part $\Gamma^\omega$ of the accessible portion $\Gamma'$ of the boundary of each section $D(t)$ for $t \in [0, T]$; the thermal data is regarded as the boundary value of the weak solution of the initial-boundary value problem corresponding to the terminal-boundary value problem (2.2) on some domain of $\mathcal{D}$ (see outline of the proof of Theorem A.1 in Appendix on the correspondence between forward and backward problems). In the sequel, we treat the solution in the backward form as before, that is, the solution to the terminal-boundary value problem (2.2). Then consider the following functional $\mathcal{V}(D)$ for $D \in \mathcal{D}$ associated to the inverse problem:

$$\mathcal{V}(D) := \int_0^T dt \int_{\Gamma^\omega} |u^D(t, x) - d(t, x)|^2 S(dx),$$

where $d(t, x)$ ($t \in [0, T], x \in \Gamma^\omega$) is a given observed data, supposing that $d(t, x) = u^{D_0}(t, x)$ for some domain $D_0 \in \mathcal{D}$. We examine a certain continuity property of the functional $\mathcal{V}(D)$ related
to the Hausdorff metric $d_{\mathcal{H}}$ on the space of non-empty compact sets in $\mathbb{R}^{1+n}$. To verify the result, we use the first exit time from some sets: For a Borel set $G$ of $\mathbb{R}^{1+n}$, let

$$\tau_s(G) := \inf\{t \geq s : (t, X(t)) \notin G\};$$

then set $\tau_{s;T}(G) := \tau_s(G) \wedge T$ and also $\sigma_{s;T}(G) := \tau_s(G) \wedge T$.

**Theorem 4.1** Let $D, D_m \in \mathcal{D}$ ($m = 1, 2, \ldots$) and $\Sigma, \Sigma_m$ their Dirichlet parts, respectively. Suppose that $d_{\mathcal{H}}(\Sigma_m, \Sigma) \rightarrow 0$ as $m \rightarrow \infty$. Then $\mathcal{V}(D_m) \rightarrow \mathcal{V}(D)$ as $m \rightarrow \infty$.

**Proof.** As in the proof to the second case in Theorem 3.1, we denote by $v^{D_m}$ and $v^D$ the right hand side of (3.3) for $D_m$ and $D$, respectively. Since $v^{D_m}(s, x) (m = 1, 2, \ldots; (s, x) \in \Gamma'_T)$ are uniformly bounded, for verifying the assertion of the theorem, it is enough to show

$$v^{D_m}(s, x) \rightarrow v^D(s, x) \quad \text{as} \quad m \rightarrow \infty \quad (4.1)$$

for each $(s, x) \in \Gamma'_T$. Put $\tilde{D} := D \cup \Pi_T \cup \Gamma'_T$, and for $\varepsilon > 0$ set

$$\tilde{D}^+_{\varepsilon} := \{(t, y) \in \Omega_T : d((t, y), \tilde{D}) < \varepsilon\} \cup \tilde{D},$$

$$\tilde{D}^-_{\varepsilon} := \{(t, y) \in \Omega_T : d((t, y), \Omega_T \setminus \tilde{D}) \geq \varepsilon\}.$$

By assumption, for any $\varepsilon > 0$, $\Sigma_m \subset \tilde{D}^+_{\varepsilon} \setminus \tilde{D}^-_{\varepsilon}$ for sufficiently large $m \in \mathbb{N}$. Take a sufficiently small $\varepsilon > 0$. Then we see that, for $(s, x) \in (\Gamma' \setminus \Pi)^T$,

$$P_{s,x} \left( \tau_{s;\tilde{D}}(\tilde{D}^-_{\varepsilon}) \leq \sigma_{s;\tilde{D}}(\Sigma(\infty)) \leq \tau_{s;\tilde{D}}(\tilde{D}^+_{\varepsilon}) \right) = 1$$

for sufficiently large $m$. On the other hand, by using the continuity of the sample paths of $X(\cdot)$ and that each point of $\Sigma_2$ is regular for the set $\Omega_T \setminus D$ (see [4] for details), it holds

$$P_{s,x} \left( \lim_{\varepsilon \downarrow 0} \tau_{s;\tilde{D}}(\tilde{D}^-_{\varepsilon}) = \lim_{\varepsilon \downarrow 0} \tau_{s;\tilde{D}}(\tilde{D}^+_{\varepsilon}) = \sigma_{s;\tilde{D}}(\Sigma(\infty)) \right) = 1$$

for $(s, x) \in \Gamma'_T$. Accordingly we have

$$P_{s,x} \left( \lim_{m \rightarrow \infty} \sigma_{s;\tilde{D}}(\Sigma_m(\infty)) = \sigma_{s;\tilde{D}}(\Sigma(\infty)) \right) = 1$$

for $(s, x) \in \Gamma'_T$; that is, the convergence property (4.1) is verified.

Using the continuity of the functional $\mathcal{V}(D)$ and the result on the uniqueness in shape identification in [19], we can show that any minimizing sequence for the functional converges to a unique optimal domain in some cases, under certain a priori information. Furthermore, based on the functional $\mathcal{V}(D)$ and the probabilistic representation of solutions, the paper [16] gives an algorithm for reconstruction of the position and shape of unknown cavities.

**Remark 4.1** A probabilistic cost function which plays the same role as $\mathcal{V}(D)$ is given by

$$E_{0,\nu} \left[ \int_0^T t^{\gamma} 1_{\Gamma - \text{cavities}}(X(t)) \left| u^D(t, X(t)) - d(t, X(t)) \right|^2 \text{d}t \right],$$

where the symbol “$E_{0,\nu}$“ designates the expectation with respect to the probability measure

$$P_{0,\nu}(\cdot) := \int_{\Gamma - \text{cavities}} P_{0,\nu}(\cdot) \text{d}x$$

with a given initial distribution $\nu$ on $\Gamma - \text{cavities}$ and $\gamma \geq 0$; the initial distribution $\nu$ and the weight $t^\gamma$ may be chosen according to actual applications. Such a cost function driven by local times is used in [27] to provide an algorithm for an inverse problem determining coefficients of thermal conductivity.
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A Details of the proof

A.1 Boundedness of weak solutions

The following boundedness result for weak solutions is proved by the method given by Ladyženskaja et al in [22]. They treat the case of a Dirichlet boundary condition and the case without boundary condition on a cylindrical domain in the time-space. However, their method is applicable to the case of a mixed boundary condition on a non-cylindrical domain under some additional considerations.

Theorem A.1 In addition to Definition 2.1 and Assumption 2.1(i), suppose that the following integrability conditions for the coefficients and the source terms of the terminal-boundary problem (2.2) are fulfilled:

(i) \( \bar{\mu} \equiv \|a\|^2_{q,r,D} \lor \|b\|^2_{q,r,D} \lor \|f\|^2_{q,r,D} \lor \|a\|_{q,r,D} \lor \|f\|_{q,r,D} < \infty \)

for a pair \((q,r)\) satisfying the relationships

\[
\frac{1}{r} + \frac{n}{2q} = 1 - \kappa, \quad q \in \left[ \frac{n}{2(1 - \kappa)}, \infty \right], \quad r \in \left[ \frac{1}{1 - \kappa}, \infty \right]
\]

for some \(\kappa \in (0,1)\), and further \(\|A\|_{\infty;D} \lor \|a\|_{\infty;D} \lor \|b\|_{\infty;D} < \infty\) and \(\|f\|_{2,D} < \infty\);

(ii) \( \bar{\mu} \equiv \|\sigma\|_{\tilde{q},\tilde{r}_1;\Gamma} \lor \|\psi\|_{\tilde{q},\tilde{r}_1;\Gamma} \lor \|f\|_{\tilde{q},\tilde{r}_1;\Gamma} < \infty \)

for a pair \((\tilde{q}, \tilde{r})\) satisfying the relationships

\[
\frac{1}{\tilde{r}} + \frac{n-1}{2\tilde{q}} = 1 - \tilde{\kappa}, \quad \tilde{q} \in \left[ \frac{n-1}{1 - \tilde{\kappa}}, \infty \right], \quad \tilde{r} \in \left[ \frac{2}{1 - \tilde{\kappa}}, \infty \right]
\]

for some \(\tilde{\kappa} \in (0,1)\).

Moreover assume that \(\text{ess sup}_{x \in D(\Gamma)} h(x) \leq \bar{k} \) with \(\bar{k} \geq 0\). Then, for any weak solution \(u\) in \(V^{0,1}(D)\) to the problem (2.2), there is a positive constant \(K\) such that \(\text{ess sup}_{(t,x) \in D} u(t,x) \leq K\).

Remark A.1 The additional conditions for \(A, a, b\) and \(f\) in (i) of Theorem A.1 are unnecessary when \(D\) is a cylindrical domain, that is, \(D = \Omega_T\) and hence \(\Sigma = [0,T] \times \Gamma''\).

We begin with preparing key results corresponding to those in [22]. Let

\[
V_{\Sigma}^{0,1}(D) := \{ u \in V^{0,1}(D) : u|_{\Sigma} = 0 \}, \quad H_{\Sigma}^{1,1}(D) := \{ u \in H^{1,1}(D) : u|_{\Sigma} = 0 \}.
\]

For \(u \in V_{\Sigma}^{0,1}(D)\), denote by \(\bar{u}\) the extension of \(u\) by zero:

\[
\bar{u} = \begin{cases} u & \text{on } D, \\ 0 & \text{on } D^c. \end{cases}
\]

Then \(\bar{u} \in V^{0,1}(\Omega_T)\) with the properties:

\[
\|\bar{u}\|_{V^{0,1}(\Omega_T)} = \|u\|_{V^{0,1}(D)}; \quad \bar{u}|_{\Gamma_T} = u|_{\Gamma_T}, \quad \bar{u}|_{\Gamma''_T} = 0; \\
\text{ess sup}_{(t,x) \in \Omega_T} \bar{u}(t,x) = \text{ess sup}_{(t,x) \in D} u(t,x)
\]
(see Proof of Lemma 4.1 and Lemma A.1 in [19]; see also Example 10.2.1 in [3]). Therefore it is enough to show that $\text{ess sup}_{(t,x)\in\Omega_T} \bar{u}(t,x) \leq K$ for an arbitrarily given weak solution $u$.

First we recall the key estimates (3.3), (3.8) and (3.10), (3.11) in Chapter II of [22] for functions in $V^{0,1}(\Omega_T)$ as the following lemmas.

**Lemma A.1** Take a pair $(q,r)$ with the following conditions:

\[
q \in \left[2, \frac{2n}{n-2}\right], \quad r \in [2, \infty) \quad \text{if } n \geq 3,
\]

\[
q \in [2, \infty), \quad r \in (2, \infty) \quad \text{if } n = 2
\]

and

\[
\frac{1}{r} + \frac{n}{2q} = \frac{n}{4}.
\]

Then there is a positive constant $\beta$ such that

\[
\|v\|_{q,r;\Omega_T} \leq \beta \|v\|_{V^{0,1}(\Omega_T)}
\]

for every $v \in V^{0,1}(\Omega_T)$.

**Lemma A.2** Take a pair $(\tilde{q}, \tilde{r})$ with the following conditions:

\[
\tilde{q} \in \left[\frac{2(n-1)}{n}, \frac{2(n-1)}{n-2}\right], \quad \tilde{r} \in [2, \infty) \quad \text{if } n \geq 3,
\]

\[
\tilde{q} \in [1, \infty), \quad \tilde{r} \in (2, \infty) \quad \text{if } n = 2
\]

and

\[
\frac{1}{\tilde{r}} + \frac{n-1}{2\tilde{q}} = \frac{n}{4}.
\]

Then there is a positive constant $\tilde{\beta}$ such that

\[
\|v\|_{\tilde{q},\tilde{r};\Gamma_T} \leq \tilde{\beta} \|v\|_{V^{0,1}(\Omega_T)}
\]

for every $v \in V^{0,1}(\Omega_T)$.

Given $v \in V^{0,1}(\Omega_T)$, for each $t \in (0, T)$, we can take the following version $\tilde{v}$ which is quasi-continuous with respect to the space variable:

\[
\tilde{v}(t, x) := \lim_{r \to 0} \int_{B_r(x) \cap \Omega} v(t, y) dy \quad \text{for } x \in \overline{\Omega}.
\]

In what follows, we always take the version for any element of $V^{0,1}(\Omega_T)$. Hence we can regard as $v = \gamma_T v$ on the lateral boundary.

For $v \in V^{0,1}(\Omega_T)$, $k \in \mathbb{R}$ and $t \in (0, T)$ we set

\[
v^{(k)} := (v - k) \vee 0,
\]

\[
A_k(t) := \{x \in \Omega : v(t, x) > k\},
\]

\[
\tilde{A}_k(t) := \{x \in \Gamma : v(t, x) > k\}.
\]
Moreover, define
\[
\mu(k) \equiv \mu_T(k) := \int_0^T \text{mes}^{r/q}(A_k(t)) dt,
\]
\[
\tilde{\mu}(k) \equiv \tilde{\mu}_T(k) := \int_0^T \text{mes}^{\tilde{r}/\tilde{q}}(\tilde{A}_k(t)) dt,
\]
where “mes” and “\text{mes}” denote the \(n\)-dimensional Lebesgue measure and the surface measure on \(\Gamma\), respectively. Then we have the following result which is a minor modification of Theorem 6.1 in Chapter II of [22] (see also Remark 6.2 for the theorem), and is proved in the same way.

**Theorem A.2** Suppose that for a given \(v \in V^{0,1}(\Omega_T)\) there exists \(k \geq 0\) satisfying the following condition: for a pair \((q,r)\) with the conditions in Lemma A.7 and for a pair \((\tilde{q},\tilde{r})\) with the conditions in Lemma A.2, it can be chosen positive constants \(\delta, \lambda, \tilde{\lambda}\) such as
\[
\|v^{(k)}\|_{V^{0,1}(\Omega_T)} \leq \delta k \left\{ \mu^{(1+\lambda)/r}(k) + \tilde{\mu}^{(1+\tilde{\lambda})/\tilde{r}}(k) \right\}
\]
for every \(k \geq \hat{k}\). Then, for some constant \(m = m_T > 1\), it holds
\[
\text{ess sup}_{(t,x)\in \Omega_T} v(t, x) \leq 2mk;
\]
such a constant \(m\) is given by
\[
m \equiv m_T := 1 + (\beta + \tilde{\beta})\phi \zeta^{1/(\lambda \tilde{\lambda})} 2^{1/(\lambda \tilde{\lambda})^2}
\times \left\{ T^{(1+\lambda)/r} \text{mes}^{(1+\lambda)/q}(\Omega) + T^{(1+\tilde{\lambda})/\tilde{r}} \tilde{\text{mes}}^{(1+\tilde{\lambda})/\tilde{q}}(\Gamma) \right\},
\]
where
\[
\zeta \equiv \zeta_T := \begin{cases} 
4(\beta + \tilde{\beta})\phi 2^{\lambda} \left\{ T^{(\lambda - \lambda)/r} \tilde{\text{mes}}^{(\lambda - \lambda)/\tilde{q}}(\Gamma) + 1 \right\} & \text{if } \lambda < \tilde{\lambda} \\
4(\beta + \tilde{\beta})\phi 2^{\lambda} \left\{ T^{(\lambda - \lambda)/r} \text{mes}^{(\lambda - \lambda)/q}(\Omega) + 1 \right\} & \text{if } \lambda > \tilde{\lambda} \\
4(\beta + \tilde{\beta})\phi 2^{\lambda} \left\{ T^{(\lambda - \lambda)/r} \text{mes}^{(\lambda - \lambda)/q}(\Omega) + 1 \right\} & \text{if } \lambda = \tilde{\lambda}.
\end{cases}
\]

**Outline of the proof of Theorem A.1**

It is enough to show the boundedness of the extension \(\bar{u}\) of the weak solution \(u\). For this purpose, we verify that \(\bar{u}\) fulfills the condition on \(v\) in Theorem A.2. Replacing each test function \(\eta \in \tilde{H}^{0,1}_\Sigma(D)\) with \(\tilde{\mu}_\delta \eta\) for \(\delta \in (0, \frac{1}{2} d(\Sigma_2, \Gamma_T))\) in the weak form (2.3) for the weak solution \(u\), we see that \(u_\delta = \tilde{\mu}_\delta u\) becomes a weak solution to the terminal-boundary value problem (2.2) by replacing \(f, f\) and \(h\) with \(g, g\) and \(h\) respectively, where
\[
g := \tilde{\mu}_\delta f - uA \nabla x \tilde{\mu}_\delta, \\
g := \tilde{\mu}_\delta f + u \partial_t \tilde{\mu}_\delta + (A \nabla x u + a u - bu + f) \cdot \nabla x \tilde{\mu}_\delta, \\
h := \tilde{\mu}_\delta (T, \cdot) h.
\]

Moreover, since \(\tilde{\mu}_\delta \eta \in \tilde{H}^{0,1}_\Sigma(D)\) for \(\eta \in \tilde{H}^{0,1}_\Sigma(\Omega_T)\) (which is defined in the same way as \(H^{0,1}_\Sigma(D)\)), we also see that \(\bar{u}_\delta = \tilde{\mu}_\delta \bar{u}\) becomes a weak solution in \(V^{0,1}(\Omega_T)\) to the following terminal-boundary value problem on \(\Omega_T\):
\[
\begin{cases}
\mathcal{P} u(t, x) = -\nabla x \cdot g(t, x) + g(t, x) & \text{if } (t, x) \in \Omega_T \\
\mathcal{B} u(t, x) = -\psi(t, x) & \text{if } (t, x) \in \Gamma_T' \\
u(t, x) = 0 & \text{if } (t, x) \in \Gamma_T \\
u(T, x) = h(x) & \text{if } x \in \Omega.
\end{cases}
\]
Here $u$ in $g$ and $g$ in (A.3) is replaced with $\bar{u}$.

In the following, to obtain the boundedness result, we treat the problem (A.4) and its weak form in the forward form. For this purpose, we consider the time reversion $t \rightarrow T - t$ on the operators, solutions, etc., that is, we set $L_T := L_2(T-t)$, $B_T := B_a(T-t)$, $u_T(t, x) := u(T-t, x)$, $A_T(t, x) := A(T-t, x)$, etc. Then $(\bar{u}_\delta)_T \in V^{0,1}(\Omega_T)$ is a weak solution to the following initial-boundary value problem on $\Omega_T$:

$$
\begin{cases}
\frac{\partial h}{\partial t} - L_Tv(t, x) = \nabla_x \cdot g_T(t, x) - g_T(t, x) & \text{if } (t, x) \in \Omega_T \\
B_Tv(t, x) = -\psi_T(t, x) & \text{if } (t, x) \in \Gamma'_T \\
v(t, x) = 0 & \text{if } (t, x) \in \Gamma''_T \\
v(0, x) = \bar{h}(x) & \text{if } x \in \Omega.
\end{cases}
$$

(A.5)

In the rest of the proof, for notational simplicity, we drop the subindex “$T$” and suppose $k \geq 0$. Then we can take the Steklov average $(\bar{u}_{\delta}^{(k)})_h$ of $u_{\delta}^{(k)} := (\bar{u}_{\delta})^{(k)}$ as a test function to the weak form for the weak solution $\bar{u}_\delta$ to the problem (A.3), so that using the argument on page 141 in [22], we get

$$
\frac{1}{2} \int_{\Omega} \left( u_{\delta}^{(k)}(t, x) \right)^2 dx \bigg|_{t=t_1}^{t=t_2} + \int_{\Omega} \left\{ (A\nabla_x \bar{u}_{\delta} + a\bar{u}_{\delta} + g) \cdot \nabla_x \bar{u}_{\delta}^{(k)} \\
+ (b \cdot \nabla_x \bar{u}_{\delta} + a\bar{u}_{\delta} + g) \bar{u}_{\delta}^{(k)} \right\} dt dx \\
+ \int_{\Gamma'_1} \left( \sigma \bar{u}_{\delta} + \psi + \gamma_{T'} f \cdot n \right) \gamma_{T'} \bar{u}_{\delta}^{(k)} dt S(dx) = 0
$$

for every $0 \leq t_1 \leq t_2 \leq T$. Noting $u_{\delta} \rightarrow \bar{u}$ in $V^{0,1}(\Omega_T)$ as $\delta \rightarrow 0$ and using similar treatments to the second term of the right hand side of (3.22) (see also the proof of Lemma A1 in [19]), we see that

$$
\int_{\Omega} (g - \bar{u}_\delta f) \cdot \nabla_x \bar{u}_\delta^{(k)} dt dx = - \int_{\Omega} \bar{u} A \nabla_x \bar{u}_\delta \cdot \nabla_x \bar{u}_\delta^{(k)} dt dx \rightarrow 0,
$$

$$
\int_{\Omega} (g - \bar{u}_\delta f) \bar{u}_\delta^{(k)} dt dx = \int_{\Omega} \{ \bar{u} \partial_t \bar{u}_\delta + (A\nabla_x \bar{u} + a\bar{u} - b\bar{u} + f) \cdot \nabla_x \bar{u}_\delta \} \bar{u}_\delta^{(k)} dt dx \rightarrow 0
$$

as $\delta \rightarrow 0$; this yields the following key equality:

$$
\frac{1}{2} \int_{\Omega} \left( \bar{u}_{\delta}^{(k)}(t, x) \right)^2 dx \bigg|_{t=t_1}^{t=t_2} + \int_{\Omega} \left\{ (A\nabla_x \bar{u} + a\bar{u} + f) \cdot \nabla_x \bar{u}_{\delta}^{(k)} \\
+ (b \cdot \nabla_x \bar{u} + a\bar{u} + f) \bar{u}_{\delta}^{(k)} \right\} dt dx \\
+ \int_{\Gamma'_1} \left( \sigma \bar{u} + \psi + \gamma_{T'} f \cdot n \right) \gamma_{T'} \bar{u}_{\delta}^{(k)} dt S(dx) = 0
$$

(A.6)

for every $0 \leq t_1 \leq t_2 \leq T$. Let

$$
\mathcal{D} := 2 \left\{ \frac{4}{\nu} |a|^2 + \frac{4}{\nu} |f|^2 + \frac{2}{\nu} |b|^2 + 2|a| + |f| \right\},
$$

$$
\mathcal{E} := 2 \left\{ 2|\sigma| + |\psi| + |\gamma_{T'} f| \right\}.
$$
Then we have
\[
\left(\frac{1}{2} \wedge \frac{\nu}{2}\right) \|\bar{u}^{(k)}\|_{V^{0,1}(\Omega_t)} \leq \|\mathcal{D}\|_{q,r;\Omega_t} \|\bar{u} - k\|^2 + k^2 \|q',r';\Omega_t\| \|\bar{u} - k\|^2 + k^2 \|q',r';\Gamma_{t_1}'\|,
\]
where
\[
q' := \frac{q}{q-1}, \quad r' := \frac{r}{r-1}, \quad \bar{q}' := \frac{\bar{q}}{\bar{q}-1}, \quad \bar{r}' := \frac{\bar{r}}{\bar{r}-1},
\]
\[
\Omega_t(k) := \{(t,x) \in \Omega_t : \bar{u}(t,x) > k\},
\]
\[
\Gamma_{t_1}'(k) := \{(t,x) \in \Gamma'_{t_1} : \bar{u}(t,x) > k\} \quad (= \Gamma_{t_1}(k) := \{(t,x) \in \Gamma_{t_1} : \bar{u}(t,x) > k\}).
\]

Now letting \(\hat{q} := 2(1+\vartheta)q'\) and \(\hat{r} := 2(1+\vartheta)r'\) with \(\vartheta := \frac{\kappa}{2n}\), we find that the pair \((\hat{q}, \hat{r})\) fulfills the conditions on a pair \((q, r)\) in Lemma A.1. Similarly, letting \(\hat{q} := 2(1+\bar{\vartheta})\bar{q}'\) and \(\hat{r} := 2(1+\bar{\vartheta})\bar{r}'\) with \(\bar{\vartheta} := \frac{\kappa}{n}\), we also find that the pair \((\hat{q}, \hat{r})\) fulfills the conditions on a pair \((\bar{q}, \bar{r})\) in Lemma A.2. Therefore, in the same way as in [22], we see the following: taking \(t_1 > 0\) so small that
\[
\beta^2 \|\mathcal{D}\|_{q,r;\Omega_t} \leq 2(1+\vartheta)\bar{q}' \quad \text{mes}^{2\vartheta/\hat{q}}(\Omega) + \beta^2 \|\mathcal{E}\|_{\bar{q},\bar{r};\Gamma_{t_1}'} \leq \frac{1}{2} \left(\frac{1}{2} \wedge \frac{\nu}{2}\right),
\]
we have
\[
\|\bar{u}^{(k)}\|_{V^{0,1}(\Omega_t)}^2 \leq \vartheta k^2 \left\{\left(\|\mathcal{D}\|_{q,r;\Omega_t}\right)^{1/2} + \left(\|\mathcal{E}\|_{\bar{q},\bar{r};\Gamma_{t_1}'}\right)^{1/2}\right\} \quad \text{for } k \geq \hat{k} := \hat{k} \vee 1
\]
with
\[
\vartheta := \left(\frac{1}{4} \wedge \frac{\nu}{4}\right)^{-1/2} \left\{\left(\|\mathcal{D}\|_{q,r;\Omega_t}\right)^{1/2} + \left(\|\mathcal{E}\|_{\bar{q},\bar{r};\Gamma_{t_1}'}\right)^{1/2}\right\}.
\]
This shows that Theorem A.2 holds for \(\bar{u}\) by replacing \(T\) with \(t_1\), and hence
\[
\text{ess sup}_{(t,x) \in \Omega_t} \bar{u}(t,x) \leq 2m_{t_1}\hat{k},
\]
where \(m_{t_1}\) indicates the constant defined in (A.2) by replacing \(T\) with \(t_1\). In the case \(t_1 < T\), we divide the interval \((0, T)\) into a finite number of intervals with length less than \(t_1\), say \(L\) the number of the intervals, and then, noting \(m_{t_1} \leq m_T\), we conclude that
\[
\text{ess sup}_{(t,x) \in \Omega_T} \bar{u}(t,x) \leq (2m_T)^L\hat{k}.
\]
Consequently the theorem is proved. 

\[\square\]

A.2 Regularity of weak solutions

As described in the outline of the proof of Theorem A.1, the extension \(\bar{u}^\delta := u^\delta\) of \(u^\delta\) for \(u = u^D\) becomes a weak solution to the terminal-boundary value problem (A.4) on the cylindrical domain \(\Omega_T\). Moreover, since \(\bar{u}^\delta A\nabla_x \bar{\mu}_\delta = \bar{u}^{\delta/2} A\nabla_x \bar{\mu}_\delta \in V^{0,1}(\Omega_T)^n\) under Assumption 3.1 (iii) and since its boundary value \(\bar{u}^\delta A\nabla_x \bar{\mu}_\delta|_{\Gamma_T} = 0\), \(\bar{u}^\delta\) is a weak solution to the following terminal-boundary value problem on \(\Omega_T\):

\[
\begin{cases}
P u(t,x) = \bar{g}(t,x) & \text{if } (t,x) \in \Omega_T \\
B u(t,x) = -\psi(t,x) & \text{if } (t,x) \in \Gamma'_T \\
u(t,x) = 0 & \text{if } (t,x) \in \Gamma_T' \\
u(T,x) = \bar{h}(x) & \text{if } x \in \Omega
\end{cases}
\]
with \( \tilde{g}(t, x) := \nabla_x \cdot (\tilde{u}^D A \nabla_x \tilde{u}^D)(t, x) + g(t, x) \), because we suppose \( f = 0 \). Therefore, noting Assumption 3.1 and then using Theorem 3.3 in [17], we see that \( \tilde{u}^D_\delta \in H^{1,1}(\Omega_T) \) and further, from the results on boundary regularity of weak solutions in Theorem 3.4 of [17] and the results on interior regularity of weak solutions, it follows that \( \tilde{u}^D_{\varepsilon, \delta} \in H^{1,2}(\Omega_T) \). Thus the regularity \( 3.5 \) for \( u^D_{\varepsilon, \delta} \) is verified.

A.3 Proof of \( P_{s,x}(\sigma_s(\Pi) = \infty) = 1 \) \( ((s, x) \in D) \)

More generally, we show the following.

Proposition A.1 Suppose that \( \Xi \) is a closed set in \([0, \infty) \times \Gamma \) and that \( S(\Xi(t)) = 0 \) for almost every \( t \geq 0 \). Then \( P_{s,x}(\sigma_s(\Xi) = \infty) = 1 \) for \( (s, x) \in (0, \infty) \times \Omega \setminus \Xi \).

We begin with noting the precise form of the density of the joint distribution of the entrance time and the entrance place of the process \( \{X(t)\} \) on the boundary \( \Gamma \). Let \( \sigma_s(\Gamma) = \inf \{ t \geq s : X(t) \in \Gamma \} \) and denote by \( p_0(s, x; t, y) \) the fundamental solution of the equation \( P_0u = 0 \) on \( \Omega \) with the homogeneous Dirichlet boundary condition (see [15] for the fundamental solution). Then \( P_{s,x}(\sigma_s(\Gamma) < \infty) = 1 \) for \( s \geq 0 \) and \( x \in \Omega \) (see Corollary 3.3 and its consequence in [20]) and

\[
P_{s,x}(X(t) \in dy; \sigma_s(\Gamma) > t) = p_0(s, x; t, y)dy \quad (0 \leq s < t, x \in \Omega, dy \subset \Omega).
\]

Now we denote the formal adjoint operator of \( \mathcal{L}_0 \) by \( \mathcal{L}^*_0 \). For the operators, we specify the time variable \( s \) or \( t \) of those coefficients and the space variable \( x \) or \( y \) acting on a test function \( \varphi(s, x; t, y) \) under the operations such as \( \mathcal{L}_0 = \mathcal{L}_{0,x}(s) \) and \( \mathcal{L}^*_0 = \mathcal{L}^*_{0,y}(t) \). Then we know the following (cf. [15]).

Lemma A.3 For every \( (s, x) \in [0, \infty) \times \Omega \), it holds

\[
P_{s,x}((\sigma_s(\Gamma), X(\sigma_s(\Gamma)))) \in (dt, dy)) = \frac{\partial}{\partial N^*_y(t)} p_0(s, x; t, y)dy dt S(dy),
\]

where \( \partial / \partial N^*_y(t) \) denotes the conormal derivative associated with \( \mathcal{L}^*_{0,y}(t) \).

Proof of Proposition A.1

We first note that for \( s \geq 0 \) and \( x \in \Gamma \) it holds

\[
P_{s,x}(X(t) \in \Omega \text{ for some } t \in (a, a + h) \text{ with any } a \geq s \text{ and } h > 0) = 1, \quad (A.7)
\]

because the sample paths \( X(\cdot) \) are continuous, \( \Omega \) is an open set and \( P_{s,x}(X(t) \in \Gamma) = 0 \) for every \( t > s \). To verify the proposition, we divide the case \( x \in \Omega \setminus \Xi(s) \) into two cases: the case of \( x \in \Omega \) and the case of \( x \in \Gamma \setminus \Xi(s) \). We only treat the first case, since the second case can be treated in the same way. Take a sequence \( \{\varepsilon_m\}_{m=1}^{\infty} \) with \( \varepsilon_m \downarrow 0 \) \( (m \to \infty) \), and set

\[
\Omega_m := \Omega^{-\varepsilon_m} = \{ y \in \Omega : d(y, \Gamma) \geq \varepsilon_m \}.
\]

Without generality, we may suppose that \( x \in \Omega_1(\subset \Omega_m) \). For \( s \geq 0 \) and \( m = 1, 2, \ldots \), define the hitting times \( \sigma^{(k)}(m) \) and \( \tau^{(k)}(m) \) \( (k = 0, 1, 2, \ldots) \) as follows:

\[
\sigma^{(0)}(m) := \sigma_s(\Gamma), \quad \tau^{(0)}(m) := s;
\]

\[
\tau^{(k+1)}(m) := \sigma_{{\sigma^{(k)}(m)}(\Omega_m)}, \quad \sigma^{(k)}(m) := \sigma_{{\tau^{(k)}(m)}(\Gamma)}.
\]
By using (A.7), we see that
\[ P_{s,x}(\sigma_s(\Xi) < \infty) \leq \sum_{m=1}^{\infty} \sum_{k=0}^{\infty} P_{s,x}(\sigma_s(\Xi) = \sigma^{(k)}(m) < \infty). \]

Since \( \Xi \) is closed, using the strong Markov property,
\[ P_{s,x}(\sigma_s(\Xi) = \sigma^{(k)}(m) < \infty) \leq P_{s,x}((\sigma^{(k)}(m), X(\sigma^{(k)}(m)) \in \Xi) \leq E_{s,x} \left[ P_{t,y} (\sigma_t(\Gamma), X(\sigma_t(\Gamma)) \in \Xi) \right]_{t=\tau^{(k)}(m), y=X(\tau^{(k)}(m))} \tau^{(k)}(m) < \infty). \]

If \( \tau^{(k)}(m) < \infty \), then \( y = X(\tau^{(k)}(m)) \in \Omega \). Hence from the assumption that \( S(\Xi(r)) = 0 \) for almost every \( 0 \leq r < \infty \) and Lemma [A.3], it follows that
\[ P_{s,x}((\sigma^{(k)}(m), X(\sigma^{(k)}(m)) \in \Xi) = 0. \]

Consequently, we have \( P_{s,x}(\sigma_s(\Xi) < \infty) = 0 \), that is, \( P_{s,x}(\sigma_s(\Xi) = \infty) = 1 \); hence the proposition is proved. \( \square \)

A.4 The continuity property of \( \sigma_0(\Sigma(\infty)) \)

Since \( \Sigma_1(\infty) = \Sigma_{1(\infty)} \cup \Sigma_{2(\infty)} \), we have \( \sigma_0(\Sigma(\infty)) = \sigma_0(\Sigma_{1(\infty)}) \wedge \sigma_0(\Sigma_{2(\infty)}) \). Therefore it is enough to examine the continuity property of \( \sigma_0(\Sigma_{1(\infty)}) \) and \( \sigma_0(\Sigma_{2(\infty)}) \).

1) The continuity property of \( \sigma_0(\Sigma_{1(\infty)}) \)

For a given \( s \geq 0 \) and \( \omega \in U \), suppose that \( L(r, \omega) = 0 \) \((0 \leq r \leq s)\), and let \( \tau_s(t) \equiv \tau_s(t, \omega) := \inf\{ u > s : L(u, \omega) > t \} \) for \( t \geq 0 \). Then we have

(1-1) \( \tau_s(t, \omega) = \tau_0(t, \omega) \).

(1-2) \( \tau_s(0, \omega) = s \) iff \( L(u, \omega) > s \) for every \( u > s \)
\[ \text{iff } L(u, \omega) > s \text{ for some } u \in (s, s + h] \text{ with every } h > 0. \]

(1-3) If \( L(u, \omega) = \int_s^u 1_{(X(r, \omega))} L(dr, \omega) \) for every \( u \geq s \), then the equality \( \tau_s(0, \omega) = s \)
implies that \( X(u, \omega) \in \Gamma \) for some \( u \in (s, s + h] \) with every \( h > 0. \)

For each \( s \geq 0 \) let
\[ M(t) \equiv M_s(t) := X(t) - X(s) - \int_s^t c(r, X(r))dr - \int_s^t \beta(r, X(r))L(dr). \]

Then \( \{M(t); t \geq s\} \) is an \( n \)-dimensional square integrable continuous martingale on the filtered probability space \((U, \mathcal{U}, P_{s,x}; \mathcal{U}_t^x) \ (x \in \bar{\Omega})\) with the quadratic variational processes \( \langle M_i, M_j \rangle \) \((i,j = 1, 2, \ldots, n)\):
\[ \langle M_i, M_j \rangle(t) = \int_s^t 2a_{ij}(r, X(r))dr, \]
where \( M_i(t) \) is the \( i \)th component of \( M(t) \) and \( a_{ij}(r, z) \) is the \((i,j)\) entry of the diffusion matrix \( A(r, z) \). Moreover let
\[ \dot{X}(t) \equiv \dot{X}_s(t) := X(t) - \int_s^t \beta(r, X(r))L(dr). \]
Approximating the integral $\int_s^t \beta(r, X(r, \omega)) L(dr, \omega)$ by a Riemann sum, we get the continuity of the map

$$U \ni \omega \mapsto \int_s^t \beta(r, X(r, \omega)) L(dr, \omega) \in C([s, \infty) \to \mathbb{R}^n),$$

where we suppose that $C([s, \infty) \to \mathbb{R}^n)$ is equipped with the locally uniform convergence topology. Therefore the map $U \ni \omega \mapsto X(\cdot, \omega) \in C([s, \infty) \to \mathbb{R}^n)$ is also continuous, and we see the following:

(1–4) For $s \geq 0$, let $\sigma_{s+}(\Omega^c; \hat{X}) := \inf\{t > s : \hat{X}(t) \in \Omega^c\}$. Then, for $x \in \Gamma$, $P_{s,x}(\sigma_{s+}(\Omega^c; \hat{X}) = s) = 1$.

Indeed, letting $n = n(x)$ the outward unit normal vector to the boundary $\Gamma = \partial\Omega$ at $x$, we see that $\{m(t) := \mathcal{M}(t) \cdot n; t \geq s\}$ is a square integrable continuous martingale with the quadratic variational process

$$\langle m \rangle(t) = \int_s^t 2A(r, X(r)) n \cdot n \, dr.$$ 

By the uniform ellipticity of the diffusion matrix $A$, we have $\langle m \rangle(t) \approx t - s$. Therefore $\{B(t) := m(\langle m \rangle^{-1}(t)); t \geq 0\}$ is a one–dimensional Brownian motion on $(U, \mathcal{U}, P_{s,x}; U_{(m)^{-1}(t)})$. Hence the law of the iterated logarithm for the Brownian motion $\{B(t)\}$ yields the law for $\{m(t)\}$. Since

$$\hat{X}(t) \cdot n = X(s) \cdot n + \int_s^t c(r, X(r)) \cdot n \, dr + m(t),$$

the behavior of $\{\hat{X}(t) \cdot n\}$ at time near the starting time $s$ is governed by that of $\{m(t)\}$; hence $\{\hat{X}(t) \cdot n\}$ hits $\Omega$ and $\Omega^c$ instantaneously. Since $\Gamma$ is of class $C^{2,\alpha}$, if necessary, via a local flattening of the boundary, we therefore see that the process $\{\hat{X}(t)\}$ has also the same property as $\{\hat{X}(t) \cdot n\}$ and (1–4) is verified.

By (1–2), if $\tau_s(0, \omega) > s$, then there exists an $h = h(\omega) > 0$ such that $L(t, \omega) = 0$ for every $t \in [s, s + h]$. Therefore, if $P_{s,x}(\tau_s(0) > s) > 0$, then it holds

$$P_{s,x}(X(t) = \hat{X}(t) \text{ for every } t \in (s, s + h) \text{ with some } h > 0) > 0.$$ 

This contradicts the fact (1–4) and hence we get the following:

(1–5) For $s \geq 0$, $x \in \Gamma$, we have $P_{s,x}(\tau_s(0) = s) = 1$.

This implies the following fact:

(1–6) For $(s, x) \in \Sigma^\circ_{1(\infty)}$, $P_{s,x}(\sigma_{s+}(\Sigma^\circ_{1(\infty)}) = s) = 1$.

Indeed, since $(s, x) \in \Sigma^\circ_{1(\infty)} \subset [0, \infty) \times \Gamma$, using the fact (1–5), we have

$$P_{s,x}(X(t) \in \Gamma \text{ with some } t \in (s, s + h) \text{ for every } h > 0) = 1.$$ 

On the other hand, $P_{s,x}((s, X(s)) = (s, x) \in \Sigma^\circ_{1(\infty)}) = 1$ and the set $\Sigma^\circ_{1(\infty)}$ is open in $\partial_L D_{(\infty)}$ and open in $[0, \infty) \times \Gamma$. Therefore, when $t$ is sufficiently close to $s$ and $X(t, \omega) \in \Gamma$, it holds that $(t, X(t, \omega)) \in \Sigma^\circ_{1(\infty)}$. This means $s \leq \sigma_{s+}(\Sigma^\circ_{1(\infty)})(\omega) \leq t$; that is, the fact (1–6) is verified.

Since $P_{s,x}(\sigma_{s}(\Sigma^\circ_{1(\infty)}) = \sigma_{s}(\Sigma^\circ_{1(\infty)})) = 1$, the strong Markov property yields
(1–7) For $s \geq 0$, $x \in D(s) \cup \Gamma'$,

$$P_{s,x}(\tau_{\sigma_0(\Sigma_1(\infty)))}(0) = \sigma_s(\Sigma_1(\infty)); \sigma_s(\Sigma_1(\infty)) < \infty) = P_{s,x}(\sigma_s(\Sigma_1(\infty)) < \infty).$$

Thus we state the continuity property of $\sigma_0(\Sigma_1(\infty))$ in the following.

**Lemma A.4** Let

$$\tilde{U}_1 := \left\{ \omega \in U : \tau_{\sigma_0(\Sigma_1(\infty))}(0,\omega) = \sigma_0(\Sigma_1(\infty))(\omega), \ \sigma_0(\delta \Sigma_1(\infty))(\omega) = \infty, \right.$$ 

$$L(t,\omega) = \int_0^t 1_r(X(r,\omega))L(dr,\omega) \ \text{for} \ t \geq 0 \right\},$$

provided $\tau_\infty(0) = \infty$. Then, for $s \geq 0$ and $x \in D(s) \cup \Gamma'$, $P_{s,x}(\tilde{U}_1) = 1$ and $\sigma_0(\Sigma_1(\infty))|_{\tilde{U}_1}$ is continuous.

**Proof.** The fact $P_{s,x}(\tilde{U}_1) = 1$ is derived from the facts (3.32), (1–1), (1–7) and

$$P_{s,x}\left( \sigma_s(\Sigma_1(\infty)) = \sigma_0(\Sigma_1(\infty)), \ \sigma_s(\delta \Sigma_1(\infty)) = \sigma_0(\delta \Sigma_1(\infty)), \right.$$ 

$$L(t) = \int_0^t 1_r(X(r))L(dr) \ \text{for} \ t \geq 0 \right) = 1.$$

Take $\omega_0 \in \tilde{U}_1$ with $\sigma_0(\Sigma_1(\infty))(\omega_0) = \infty$. For $R > 0$, letting

$$G_{[0,R]}(\omega_0) := \{(t,X(t,\omega_0)) : 0 \leq t \leq R\},$$

we have $d(G_{[0,R]}(\omega_0), \Sigma_1(\infty)) > 0$ for every $R > 0$. Therefore, when $\omega \to \omega_0$ in $U$, we get $\sigma_0(\Sigma_1(\infty))(\omega) \to \infty$; that is,

$$\lim_{\omega \to \omega_0} \sigma_0(\Sigma_1(\infty))(\omega) = \infty = \sigma_0(\Sigma_1(\infty))(\omega_0).$$

In the sequel, for an arbitrarily given $\omega_0 \in \tilde{U}_1$ with $\sigma_0(\Sigma_1(\infty))(\omega_0) < \infty$, we examine the continuity property of $\sigma_0(\Sigma_1(\infty))$ at $\omega_0$. In the case where

$$\sigma := \lim_{\omega \to \omega_0} \sigma_0(\Sigma_1(\infty))(\omega) < \infty,$$

we take a sequence $\{\omega_m\}_{m=1}^\infty \subset U$ such that $\omega_m \to \omega_0$ and $\sigma_0(\Sigma_1(\infty))(\omega_m) \to \sigma$ as $m \to \infty$. Then there exists a decreasing sequence $\{\varepsilon_m\}_{m=1}^\infty$ of positive numbers such that $\varepsilon_m \downarrow 0$ and

$$(\sigma_0(\Sigma_1(\infty))(\omega_m) + \varepsilon_m, X(\sigma_0(\Sigma_1(\infty))(\omega_m) + \varepsilon_m, \omega_m)) \in \Sigma_1(\infty))$$

$$(\sigma, X(\sigma_0(\omega_0)) \in \Sigma_1(\infty)) \ \text{as} \ m \to \infty.$$ 

Hence

$$\sigma = \liminf_{\omega \to \omega_0} \sigma_0(\Sigma_1(\infty))(\omega) \geq \sigma_0(\Sigma_1(\infty))(\omega_0). \ \ \ \ \ \text{(A.8)}$$

The inequality (A.8) is also holds whenever $\sigma = \infty$. This shows

$$\tilde{U}_1 \subset \{ \omega \in U : \sigma_0(\Sigma_1(\infty)) \ \text{is lower semicontinuous at} \ \omega \}.$$ 

Next let

$$\sigma_0(x_0) := (\sigma_0(\Sigma_1(\infty))(\omega_0), X(\sigma_0(\Sigma_1(\infty))(\omega_0), \omega_0)).$$
Then
\[ (\sigma_0, x_0) \equiv (\sigma_0(\Sigma_{1(\infty)}), X(\sigma_0(\Sigma_{1(\infty)}), \omega_0)) \in \Sigma_{1(\infty)}. \]

Therefore, noting that \( \Sigma_{1(\infty)} \) is open in \([0, \infty) \times \Gamma \), we can provide an interval \([a, b]\) and an open ball \( B_\delta(x_0) \) in \( \mathbb{R}^n \) such that \( a \leq \sigma_0 < b \) and
\[
([a, b] \times B_\delta(x_0)) \cap ([0, \infty) \times \Gamma) \subset \Sigma_{1(\infty)};
\]
and for given \( \delta \) there exists an \( h_0 > 0 \) with \( \sigma_0 + h_0 \leq b \) and
\[ X(t, \omega_0) \in B_{\delta/2}(x_0) \quad \text{for every} \quad t \in [\sigma_0, \sigma_0 + h_0). \]

Since \( L(\sigma_0, \omega_0) < L(\sigma_0 + h, \omega_0) \) for every \( h > 0 \) and since \( L(\sigma_0, \omega) \) and \( L(\sigma_0 + h, \omega) \) are continuous in \( \omega \in U \), it holds for an arbitrarily fixed \( h \in (0, h_0] \)
\[ L(\sigma_0, \omega) < L(\sigma_0 + h, \omega), \]
provided \( \omega \in \tilde{U}_1 \) is sufficiently close to \( \omega_0 \) in \( U \). In particular, for any \( R > 0 \), we can take \( \delta' \in (0, \delta/2) \) such that for every \( \omega \in \tilde{U}_1 \) with \( ||\omega - \omega_0||_0 < \delta' \) it holds \( L(\sigma_0, \omega) < L(\sigma_0 + h, \omega) \).

For such an \( \omega \), noting
\[ L(\sigma_0 + h, \omega) - L(\sigma_0, \omega) = \int_{\sigma_0}^{\sigma_0 + h} 1_\Gamma(X(r, \omega))L(dr) > 0, \]
we can choose \( t' \in [\sigma_0, \sigma_0 + h] \) with \( X(t', \omega) \in \Gamma \). This implies
\[ (t', X(t', \omega)) \in ([a, b] \times B_\delta(x_0)) \cap ([0, \infty) \times \Gamma) \subset \Sigma_{1(\infty)} \subset \tilde{\Sigma}_{1(\infty)}; \]
hence \( \sigma_0(\Sigma_{1(\infty)})(\omega) \leq t' \leq \sigma_0 + h \). Therefore
\[ \limsup_{\omega \to \omega_0, \omega \in \tilde{U}_1} \text{lim sup}_{\omega \to \omega_0, \omega \in \tilde{U}_1} \sigma_0(\Sigma_{1(\infty)})(\omega) \leq \sigma_0 = \sigma_0(\Sigma_{1(\infty)})(\omega_0). \]

Thus we conclude that \( \sigma_0(\Sigma_{1(\infty)})|_{\tilde{U}_1} \) is continuous. \( \square \)

**2. The continuity property of \( \sigma_0(\Sigma_{2(\infty)}) \)**

In the sequel, we assume that the coefficients \( A \) and \( \sigma \) of \( L_0 \) are extended boundedly onto \([0, \infty) \times \mathbb{R}^n \) with the uniform ellipticity as in Assumption 2.1(i) and with the same regularity as in Assumption 3.1(iii). We begin with preparing necessary facts.

(2–1) For \((s, x) \in \Sigma_{2(\infty)}\), \( P_{s,x} (\sigma_s + ((0, \infty) \times \Omega) \setminus \overline{D_{(\infty)}} = s) = 1. \)

Indeed, for \( x \in \Sigma_{2(\infty)}(s) \subset \Omega \), there exists a neighborhood \( G \) of \( x \) with \( G \subset \Omega \). Because of the uniqueness of solutions to the \( P_0 \)-martingale problem on \( \mathbb{R}^n \), we get
\[ P_{s,x} \big|_{U_0^\omega(\partial G)} = P_{s,x} \big|_{U_0^\omega(\partial G)}, \]
where \( P_{s,x} \) denotes the solution to the \( P_0 \)-martingale problem on \( \mathbb{R}^n \) starting at \((s, x)\). In particular,
\[ P_{s,x} (X(t) \in dy; \sigma_s(\partial G) > t) = P_{s,x} (X(t) \in dy; \sigma_s(\partial G) > t) = p^G(s, x; t, y)dy \]
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Using the upper and lower Gaussian bounds for the density \( \bar{p}(s, t) \) of the transition probability \( P_{s,x}(X(t) \in dy) \) in [1] (see also [2] and the localization argument in [26] (see Lemma 5.2.10 or Theorem 5.2.11), we can obtain a lower Gaussian bound for \( p^G(s, x, t, y) \) for \( 0 \leq s < t \) and \( x, y \in G \).

Indeed, since \( \bar{p}(s, t) \) and hence \( p^G(s, x, t, y) \) satisfy the Blumenthal’s 0–1 law, we obtain the result (2–1). Moreover, it holds

\[
\bar{p}(s, t) \geq p^G(s, x, t, y) \quad \text{for} \quad 0 \leq s < t, \quad x, y \in G.
\]

It follows from Condition 2.1 for \( D \) that \( D \) satisfies the following tusk condition: for some \( R > 0, \delta > 0 \) and \( \bar{x} \in \mathbb{R}^n \), set

\[
\mathcal{T}_{R,\delta,\bar{x}}^{R,\delta,\bar{x}} := \left\{ (t, y) : s < t < s + \delta, \left| y - x - \bar{x} \sqrt{t - s} \right|^2 < R^2(t - s) \right\}.
\]

And hence, by (2–1) and the strong Markov property, we have (2–2).

For \( R > 0, \delta > 0 \) and \( \bar{x} \in \mathbb{R}^n \), set

\[
\mathcal{T}_{R,\delta,\bar{x}} := \left\{ (t, y) : s < t < s + \delta, \left| y - x - \bar{x} \sqrt{t - s} \right|^2 < R^2(t - s) \right\}.
\]

for some constant \( K > 0 \) independent of \( h > 0 \). This implies that \( \inf_{0 < h < \delta} p_{s,x,h} > 0 \) and hence, by Blumenthal’s 0–1 law, we obtain the result (2–1).

(2–2) For \( s \geq 0 \) and \( x \in D(s) \cup \Gamma' \),

\[
P_{s,x}(\sigma_s(\Sigma_{2(\infty)}) = \sigma_{s+}(\{(0, \infty) \times \Omega \} \setminus \overline{D(\infty)}) = 1.
\]

Indeed, since \( \sigma_s(\Sigma_{2(\infty)}) \leq \sigma_{s+}(\{(0, \infty) \times \Omega \} \setminus \overline{D(\infty)}) \) on \( \{X(s) = x\} \), \( \sigma_s(\Sigma_{2(\infty)}) = \sigma_s(\Sigma_{2(\infty)}) \) on \( \{s(\delta \Sigma_{2(\infty)}) = \infty \} \) and \( P_{s,x}(\sigma_s(\delta \Sigma_{2(\infty)}) = \infty) = 1 \), we have

\[
P_{s,x}(\sigma_s(\Sigma_{2(\infty)}) = \sigma_{s+}(\{(0, \infty) \times \Omega \} \setminus \overline{D(\infty)})); \sigma_s(\Sigma_{2(\infty)}) = \infty) = P_{s,x}(\sigma_s(\Sigma_{2(\infty)}) = \infty).
\]

Moreover, it holds

\[
P_{s,x}(\sigma_s(\Sigma_{2(\infty)}), X(\sigma_s(\Sigma_{2(\infty)})) \in \Sigma_{2(\infty)}); \sigma_s(\Sigma_{2(\infty)}) < \infty) = P_{s,x}(\sigma_s(\Sigma_{2(\infty)}) < \infty),
\]

\[
P_{s,x}(\sigma_s+((0, \infty) \times \Omega \setminus \overline{D(\infty)})); \sigma_s(\Sigma_{2(\infty)}) < \infty) = P_{s,x}(\sigma_s(\Sigma_{2(\infty)}) < \infty).
\]

Hence, by (2–1) and the strong Markov property, we have (2–2).

Therefore the continuity property of \( \sigma_0(\Sigma_{2(\infty)}) \) is stated as follows:

**Lemma A.5** Let

\[
\tilde{U}_2 := \left\{ \omega \in U : \sigma_0(\Sigma_{2(\infty)})(\omega) = \sigma_0+((0, \infty) \times \Omega \setminus \overline{D(\infty)})(\omega), \right. \]

\[
\sigma_0(\delta \Sigma_{2(\infty)})(\omega) = \infty \right\}.
\]
Then, for \( s \geq 0 \) and \( x \in D(s) \cup \Gamma' \), \( P_{s,x}(\bar{U}_2) = 1 \) and

\[ \bar{U}_2 \subset \{ \omega \in U : \sigma_0(\Sigma_2(\infty)) \text{ is continuous at } \omega \}. \]

**Proof.** From the previous argument, we have \( P_{s,x}(\bar{U}_2) = 1 \), and by the same argument as in the proof of Lemma [A.4], we see that

\[ \bar{U}_2 \subset \{ \omega \in U : \sigma_0(\Sigma_2(\infty)) \text{ is lower semicontinuous at } \omega \}. \]

On the other hand, since \(((0, \infty) \times \Omega) \setminus \overline{D(\infty)} \) is open, it is easy to see that

\[ \bar{U}_2 \subset \{ \omega \in U : \sigma_{0+}(((0, \infty) \times \Omega) \setminus \overline{D(\infty)}) \text{ is upper semicontinuous at } \omega \}; \]

hence the lemma is proved. □

Consequently, we obtain the continuity property for \( \sigma_0(\Sigma(\infty)) \):

**Theorem A.3** Let \( \bar{U} := \bar{U}_1 \cap \bar{U}_2 \). Then, for \( s \geq 0 \) and \( x \in D(s) \cup \Gamma' \), \( P_{s,x}(\bar{U}) = 1 \) and \( \sigma_0(\Sigma(\infty))|_{\bar{U}} \) is continuous.

**A.5 Proof of (3.36)**

We first show the following.

\[ (3–1) \] For arbitrarily given \( \epsilon > 0 \), there exists \( \delta_1 > 0 \) such that

\[ P_{s,x}(\sigma_s(\Gamma) < s + 2\eta) > 1 - \epsilon \]

for every \( (s, x) \in [0, \infty) \times \bar{\Omega} \) with \( d((s, x), (s_0, x_0)) < \delta_1 \).

Indeed, it follows from the argument in the proof of the continuity of \( \sigma_0(\Sigma_1(\infty)) \) (see (1–5) and (1–7) in particular) that

\[ P_{s,x}(\tau_s(0) = \tau_{\sigma_s(\Gamma)}(0) = \sigma_s(\Gamma)) = 1 \]

for \( (s, x) \in [0, \infty) \times \bar{\Omega} \). Noting (1–2) in the proof of the continuity of \( \sigma_0(\Sigma_1(\infty)) \), we have

\[
1 = P_{s_0, x_0}(\tau_{s_0}(0) = s_0) = P_{s_0, x_0}(L(r) > 0 \text{ for some } r \in (s_0/2, s_0 + \eta] \cap Q)
\]

for any \( \eta > 0 \). Then we use the same argument as in the proof of Theorem 13.1 of [30] in the following. Let \( (s_0/2, s_0 + \eta] \cap Q = \{ r_1, r_2, \ldots \} \). For sufficiently large \( m \), it holds that

\[
P_{s_0, x_0}(|L(r_1)| > 0) \cup |L(r_2)| > 0 \cup \cdots \cup |L(r_m)| > 0) \geq 1 - \frac{\epsilon}{3},
\]

that is,

\[
P_{s_0, x_0}(L(r_1) = 0, L(r_2) = 0, \ldots, L(r_m) = 0) < \frac{\epsilon}{3}.
\]

Since \( P_{s,x} \to P_{s_0, x_0} \) weakly as \( (s, x) \to (s_0, x_0) \) and \( \{ L(r_1) = 0, L(r_2) = 0, \ldots, L(r_m) = 0 \} \) is closed in \( U \), we have

\[
\limsup_{(s, x) \to (s_0, x_0)} P_{s,x}(L(r_1) = 0, L(r_2) = 0, \ldots, L(r_m) = 0)
\leq P_{s_0, x_0}(L(r_1) = 0, L(r_2) = 0, \ldots, L(r_m) = 0).
\]
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Therefore we find a $\delta_1 \in (0, \eta)$ for which
\[
P_{s,x}(L(r_1) = 0, \ldots, L(r_m) = 0) < \epsilon
\]
for every $(s, x) \in [0, \infty) \times \Omega$ with $d((s, x), (s_0, x_0)) < \delta_1$, here we take $\delta_1$ satisfying $0 < \delta_1 < s_0/2$ in the case $s_0 > 0$. Then for such an $(s, x)$,
\[
P_{s,x}(\tau_s(0) \geq s + 2\eta) < \epsilon.
\]
Noting $P_{s,x}(\tau_s(0) = \sigma_s(\Gamma)) = 1$, we see that
\[
P_{s,x}(\sigma_s(\Gamma) < s + 2\eta) > 1 - \epsilon
\]
for every $(s, x) \in [0, \infty) \times \Omega$ with $d((s, x), (s_0, x_0)) < \delta_1$. This proves (3–1).

Next we show the following.

(3–2) For arbitrarily given $\epsilon > 0$, there exists $\delta_2 \in (0, \eta)$ such that
\[
P_{s,x}(\sigma_s(\Gamma) < s + 2\eta) \leq P_{s_0,x_0}(\sigma_{s_0}(\Gamma) < s_0 + 4\eta) + \epsilon
\]
for every $(s, x) \in [0, \infty) \times (\Omega \cup \Gamma''')$ with $d((s, x), (s_0, x_0)) < \delta_2$.

For given $\eta$, take a piecewise linear function $\lambda_\eta(s)$ satisfying
\[
\lambda_\eta(s) = 0 \text{ for } 0 \leq s \leq s_0 + 3\eta, \quad \lambda_\eta(s) = 1 \text{ for } s \geq s_0 + 4\eta.
\]
Then
\[
1_{[s_0+3\eta, \infty)} \geq \lambda_\eta(s) \geq 1_{[s_0+4\eta, \infty)}.
\]
In the same way as in the proof of the continuity of $\sigma_0(\Sigma_1(\infty))$, we see that $\sigma_0(\Gamma')$ has an analogous continuity property like as Lemma A.3 with respect to the probability measures $P_{s,x}$ for $(s, x) \in [0, \infty) \times (\Omega \cup \Gamma''')$. Therefore, using Theorem A.4 below, we ensure that $E_{s,x}[\lambda_\eta(\sigma_s(\Gamma')\Gamma')] = E_{s,x}[\lambda_\eta(\sigma_0(\Gamma'))\Gamma']$ is continuous in $(s, x) \in [0, \infty) \times (\Omega \cup \Gamma''')$. Hence for given $\epsilon > 0$ there exists $\delta_2 \in (0, \eta)$ such that
\[
E_{s,x}[\lambda_\eta(\sigma_s(\Gamma'))\Gamma'] > E_{s_0,x_0}[\lambda_\eta(\sigma_{s_0}(\Gamma'))\Gamma'] - \epsilon
\]
for every $(s, x) \in [0, \infty) \times (\Omega \cup \Gamma''')$ with $d((s, x), (s_0, x_0)) < \delta_2$. Accordingly, for such an $(s, x)$, we see that $s + 2\eta < s_0 + 3\eta$ and
\[
P_{s,x}(\sigma_s(\Gamma') \geq s_0 + 3\eta) \geq P_{s_0,x_0}(\sigma_{s_0}(\Gamma') \geq s_0 + 4\eta) - \epsilon.
\]
These imply
\[
P_{s,x}(\sigma_s(\Gamma') < s + 2\eta) \leq P_{s_0,x_0}(\sigma_{s_0}(\Gamma') < s_0 + 4\eta) + \epsilon;
\]
hence (3–2) is verified.

(3–3) For given $\epsilon > 0$, put $\delta := \delta_1 \wedge \delta_2$. Then
\[
P_{s,x}(\sigma_s(\Sigma(\infty)) \geq s + 2\eta) < P_{s_0,x_0}(\sigma_{s_0}(\Gamma') < s_0 + 4\eta) + 2\epsilon
\]
for $(s, x) \in D$ with $d((s, x), (s_0, x_0)) < \delta$. 
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Indeed, let
\[ \Theta := ([0, \infty) \times \Gamma) \setminus \{ \Sigma_{1(\infty)} \cup ([0, \infty) \times \Gamma) \}. \]

By (3–1), we see that for \((s, x) \in D\) with \(d((s, x), (s_0, x_0)) < \delta\)
\[ 1 - \varepsilon < P_{s,x}(\sigma_s(\Gamma) < s + 2\eta) \]
\[ = P_{s,x}(\sigma_s(\Gamma) < s + 2\eta; \sigma_s(\Gamma) = \sigma_s(\Theta)) \]
\[ + P_{s,x}(\sigma_s(\Gamma) < s + 2\eta; \sigma_s(\Gamma) = \sigma_s(\Sigma_{1(\infty)})) \]
\[ + P_{s,x}(\sigma_s(\Gamma) < s + 2\eta; \sigma_s(\Gamma) = \sigma_s(\overline{\Gamma})). \]  
(A.9)

Noting the relationships:
\[ P_{s,x}(\sigma_s(\Theta) \geq \sigma_s(\overline{\Sigma_{1(\infty)}})) = 1, \]
\[ \sigma_s(\Sigma_{1(\infty)}) \geq \sigma_s(\overline{\Sigma_{1(\infty)}}), \quad P_{s,x}(\sigma_s(\Sigma_{1(\infty)}) = \sigma_s(\overline{\Sigma_{1(\infty)}})) = 1, \]
\[ P_{s,x}(\sigma_s(\Gamma) < s + 2\eta; \sigma_s(\Gamma) = \sigma_s(\overline{\Gamma})) \leq P_{s_0,x_0}(\sigma_{s_0}(\overline{\Gamma}) < s_0 + 4\eta) + \varepsilon \]
for \((s, x) \in D\) with \(d((s, x), (s_0, x_0)) < \delta\), we ensure that the right hand side of (A.9) is dominated by
\[ P_{s,x}(\sigma_s(\overline{\Sigma_{1(\infty)}})) < s + 2\eta) + P_{s_0,x_0}(\sigma_{s_0}(\overline{\Gamma}) < s_0 + 4\eta) + \varepsilon. \]

Hence
\[ P_{s,x}(\sigma_s(\overline{\Sigma_{1(\infty)}}) \geq s + 2\eta) < P_{s_0,x_0}(\sigma_{s_0}(\overline{\Gamma}) < s_0 + 4\eta) + 2\varepsilon; \]
that is, (3–3) is verified and the proof of (3.36) is complete.

A.6 Mapping theorem

We need the following variation of the usual mapping theorem with respect to weak convergence of probability measures (see [28] and also [41, 51] for the usual one). Using Skorohod’s theorem (see Theorem 6.7 in [41]) as in the proof of Theorem 25.7 in [51], we have

**Theorem A.4** Let \(S\) be a polish space with Borel field \(\mathcal{B}(S)\) and \(S'\) a separable metric space with Borel field \(\mathcal{B}(S')\). Consider a family of probability measures \(\{\mu_n; n = 0, 1, \ldots\}\) on \((S, \mathcal{S})\) with \(\mu_n \to \mu_0\) weakly as \(n \to \infty\). Suppose that \(h : S \to S'\) is a measurable map such that there exists a set \(\tilde{S} \in \mathcal{S}\) with the properties: \(\mu_n(\tilde{S}) = 1\) for \(n = 0, 1, \ldots\) and the restriction \(h|_{\tilde{S}}\) is continuous. Then \(\mu_n h^{-1} \to \mu_0 h^{-1}\) weakly as \(n \to \infty\). Here \(\mu_n h^{-1}(dy) := \mu_n(h^{-1}(dy))\).

B Shape identification inverse problem in a Bayesian framework

(by Hajime Kawakami)

We consider the shape identification inverse problem mentioned in [41] in a Bayesian framework based on [132] and [135]. In the following, Theorem 4.1 plays an essentially important role. Our inverse problem is an identification problem of the unknown shape of the Dirichlet boundary \(\Sigma\) from the thermal data \(u^D(t, x)\) on \(\Gamma^w\), where \(\Omega\) is fixed and \(u^D\) is the solution to the parabolic problem (2.2) with \(f = 0, f = 0,\) and \(h = 0\). The authors proved the uniqueness of this inverse problem in [19].

In the Bayesian framework, it is often assumed that the observational data is a set of finite dimensional vectors, and the posterior distribution of unknown shapes is considered under the observational data. Although this setting is underdetermined as an inverse problem, we can
obtain a stability result of the posterior distribution as described below. Let $\mathcal{D}$ be the set of all possible domains of our inverse problem. Let $G_1$ be a map defined by

$$G_1 : \mathcal{D} \rightarrow L^2([0, T] \times \Gamma^\omega), \quad D \mapsto \gamma_{\Gamma^\omega} u^D,$$

where $\gamma_{\Gamma^\omega}$ is the trace operator. Let $m$ be a positive integer and $G_2$ be a suitable discretization map

$$G_2 : L^2([0, T] \times \Gamma^\omega) \rightarrow \mathbb{R}^m,$$

where $G_2$ is linear and continuous. Then, we define a map $F$ by

$$F := G_2 \circ G_1$$

and call it a forward operator. We consider that $\mathcal{D}$ is a metric space equipped with Hausdorff metric. Then, Theorem 4.1 ensures that $F$ is continuous. We assume that, for given domain $D \in \mathcal{D}$, we can observe data $y \in \mathbb{R}^m$ with noise $\eta \in \mathbb{R}^m$,

$$y = F(D) + \eta,$$

where $\eta$ is an $m$–dimensional Gaussian random variable. Many researches considered the case that $\eta$ follows an $m$–dimensional Gaussian distribution with some covariance matrix or considered more general situations (e.g. [B2]). For simplicity, we assume that the elements $\{\eta_i : i = 1, 2, \ldots, m\}$ of $\eta = (\eta_i)$ are mutually independent and $\eta_i \sim \mathcal{N}(0, \sigma^2)$, that is, each $\eta_i$ follows the Gaussian distribution with mean 0 and variance $\sigma^2$.

Let $\mathcal{B}$ be the topological $\sigma$-field on $\mathcal{D}$. Then, $F$ is a measurable map on $(\mathcal{D}, \mathcal{B})$. Let $\mu_0$ be a probability measure on $(\mathcal{D}, \mathcal{B})$ and denote by $\| \cdot \|$ the standard Euclidean norm. Define

$$\Psi(D; y) := \frac{1}{(2\pi\sigma^2)^{m/2}} \exp \left( -\frac{1}{2\sigma^2} \| y - F(D) \|^2 \right) \quad (D \in \mathcal{D}, y \in \mathbb{R}^m)$$

and

$$Z_\Psi(y) := \int_{\mathcal{D}} \Psi(D; y) \mu_0(dD) \quad (y \in \mathbb{R}^m).$$

Denote by $dy$ the Lebesgue measure on $\mathbb{R}^m$ and define a measure $Q_0$ on $\mathbb{R}^m$ by

$$Q_0(dy) := Z_\Psi(y)dy.$$

Then, $Q_0$ is a probability measure from Fubini’s theorem. Define a measure $\mu$ on $\mathcal{D} \times \mathbb{R}^m$ by

$$\mu(dD, dy) := \frac{1}{Z_\Psi(y)} \Psi(D; y)(\mu_0 \otimes Q_0)(dD, dy) = \Psi(D; y)\mu_0(dD) \otimes dy,$$

where $\otimes$ means the product measure. Then, $\mu$ is a probability measure. For $y \in \mathbb{R}^m$ define a measure $\mu^y$ on $\mathcal{D}$ by

$$\mu^y(dD) := \frac{1}{Z_\Psi(y)} \Psi(D; y)\mu_0(dD).$$

Then, $\mu^y$ satisfies the following from Fubini’s theorem:

- $\mu^y$ is a probability measure on $\mathcal{D}$ for each $y \in \mathbb{R}^m$,
- for every nonnegative measurable function $f$ on $\mathcal{D} \times \mathbb{R}^m$, the function

$$y \mapsto \int_{\mathcal{D}} f(D, y)\mu^y(dD)$$
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for every nonnegative measurable function \( f \) on \( D \times \mathbb{R}^m \), the equation

\[
\int_{D \times \mathbb{R}^m} f(D, y) \mu(dD, dy) = \int_{\mathbb{R}^m} \left\{ \int_{D} f(D, y) \mu^y(dD) \right\} Q_0(dy)
\]

holds.

Therefore, \( \mu^y \) is a disintegration of \( \mu \) (see [B1] p. 292 for the definition of disintegration) and \( \mu^y \) is a probability measure of the conditional random variable \( D|y \) from the viewpoint of Kolmogorov’s approach to conditioning (see [B1] p. 293, [B3]). Then, we can consider (B.1) as a Bayesian formula, where

- \( \mu_0 \) is the prior,
- \( \Psi(D; y) \) is the likelihood,
- \( \mu^y \) is the posterior.

Furthermore, the strong uniqueness of disintegrations of \( \mu \) also holds (see [B4]).

For given data \( y \) and \( y' \in \mathbb{R}^m \), define

\[
\sigma(y, y') := \sup \left\{ \| y - F(D) \| \vee \| y' - F(D) \| : D \in D \right\}.
\]

Using Theorem 3.1, we can show that there exists \( C_F > 0 \) such that \( \| F(D) \| < C_F \) for every \( D \in D \). Therefore, we have \( \sigma(y, y') < \infty \). The Hellinger distance between \( \mu^y \) and \( \mu^{y'} \) is defined by

\[
d_{\text{Hell}} \left( \mu^y, \mu^{y'} \right) := \sqrt{\frac{1}{2} \int_D \left\{ \sqrt{\frac{d\mu^y}{d\mu_0}(D)} - \sqrt{\frac{d\mu^{y'}}{d\mu_0}(D)} \right\}^2 \mu_0(dD)}
\]

\[
= \sqrt{\frac{1}{2} \int_D \left\{ \frac{1}{\sqrt{\Psi(y)}} \sqrt{\Psi(D; y)} - \frac{1}{\sqrt{\Psi(y')}} \sqrt{\Psi(D; y')} \right\}^2 \mu_0(dD)}.
\]

Note that \( D \) is not a function space of the same type as in [B2] and [B5]. However, in the same manner as their theory, we can obtain the following Lipschitz stability of posterior density:

\[
d_{\text{Hell}} \left( \mu^y, \mu^{y'} \right) \leq \exp \left( \frac{3\sigma(y, y')^2}{4\sigma^2} \right) \frac{\sigma(y, y') \| y - y' \|}{\sigma} \tag{B.2}
\]

for given data \( y \) and \( y' \in \mathbb{R}^m \). We discuss more details in [B3].
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