Abstract—Such human-assisting systems as robots need to correctly understand the surrounding situation based on observations and output the required support actions for humans. Language is one of the important channels to communicate with humans, and the robots are required to have the ability to express their understanding and action planning results. In this study, we propose a new task of operative action captioning that estimates and verbalizes the actions to be taken by the system in a human-assisting domain. We constructed a system that outputs a verbal description of a possible operative action that changes the current state to the given target state. We collected a dataset consisting of two images as observations, which express the current state and the state changed by actions, and a caption that describes the actions that change the current state to the target state, by crowdsourcing in daily life situations. Then we constructed a system that estimates operative action by a caption. Since the operative action’s caption is expected to contain some state-changing actions, we use scene-graph prediction as an auxiliary task because the events written in the scene graphs correspond to the state changes. Experimental results showed that our system successfully described the operative actions that should be conducted between the current and target states. The auxiliary tasks that predict the scene graphs improved the quality of the estimation results.

I. INTRODUCTION

Recent advances in deep learning technology have fueled research on situation understanding in which images, signals, and various other observations are understood through language [1], [2]. Systems can provide interpretations of data in a form comprehensible to humans by adding explanations to data through language for a variety of applications [3], [4]. There are various applications for such systems, one of which is systems that operate in human living spaces, such as life-support robots. Since these systems operate in a symbiotic space with humans, the systems must understand the situation in a form that can be interpreted by humans, such as natural language. Such language-based situational understanding has been discussed in a variety of situations, including human behavior analysis [5], describing robot behaviors [6], [7], and robot observations [8].

Correctly understanding and explaining a situation from observations is the first step in building a system that can work in human living spaces. However, systems are expected to provide cooperative assistance to human users. In other words, they must recognize both the current situation and the necessary actions (help) for solving it. For example, robotics research has proposed to accurately identify the expected robot action class given the current robot observation as input [9], [10]. Another study defined the problem of estimating the robot’s action class that should be performed between the current and target states [11].

One of the most critical issues of these proposals is that there is a wide variety of life support systems that resemble those of robots, and the actions conducted for such support are also diverse. In other words, achieving a flexible understanding of a situation is challenging with only predefined robot action classes. Thus, in this study, we propose an operative action captioning task, which describes what action is to be done between the current to the target state by captioning for a better understanding of the surrounding human situation. In this task, we assume that the current state (observation) and the target state are given by cameras. Then the system generates a caption that explains the expected actions to change the current state to the target state. Using this method, such human-assisting systems as robots can interact with users for mutual understanding.

Situation understanding by captioning has been actively studied in computer vision, which requires a certain amount of training data [12]. Therefore, we used crowdsourcing to construct a dataset of about 17,000 cases for operative action captioning. Existing research on captioning suggests the importance of using auxiliary information that can be recognized from images to improve the accuracy of captioning with limited training data [13], [14], [15]. We focus on scene graphs [16], which represent events on images as auxiliary information. The scene graph represents some events in the image, which are strongly related to the actions conducted in the images. A scene graph describes the situation in detail as a set of triplets: subject-relationship-object. By taking information from the scene graph for both the current and target states, we can acquire the differences or the conducted events between two states, which is critical information to acquire the action between them.

Our research contribution follows:

- We defined a new task, operative action captioning, toward building a robust robot action generation system.
- We built a new dataset for the defined task by extending the existing dataset at home, Home Action Genome Dataset.
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\[1\] We will open the data in camera ready.
We proposed a strong baseline based on change captioning and an auxiliary task of scene-graph prediction.

II. OPERATIVE ACTION Captioning

Figure 1 overviews the operative action captioning task. (A) is the current state observed by the life support system, such as robots, and (B) is the target state when the support action is completed. In this case, “opening the toilet seat lid” is the expected support action, and the system has to distinguish it from both the current and target states. In this study, images (A) and (B) are used as input, and the action that changes the state (A) to (B) is estimated by generating explanatory sentences (caption).

In a general scenario for robots, the problem is defined as selecting an action class from pre-defined action classes, given these two inputs [11]. In other words, the problem is predicting an action class that can change current state (A) to target state (B). However, a wide variety of actions must be performed in daily life support. This diversity makes it difficult for systems to estimate the support actions that are required for life support systems. We apply a generative approach based on captioning to estimate the necessary support actions from both pre-defined action classes and undefined actions.

Recognition of such operative actions has been researched in the field of possible action recognition from observations [17], [9], [10]. Such studies define the problem by estimating the action class contained in images or videos. More complicated event representation, such as scene graphs [16], is used to predict actions or events in observations [18], [19]. In this study, we introduce captioning using natural language as a more flexible estimation of operative actions. The use of scene graphs also generates accurate and clear captions [20]. Our study is inspired by such works and uses scene-graph prediction as an auxiliary task to improve the generated caption. Another advantage of using auxiliary learning compared with input representation integration is that we do not need to prepare labels in the test phase.

Captioning differences is another related research direction that focuses on the different descriptions of two images [21], [22]. In contrast, in this study, our task captions the actions that should be conducted between two states (images). The difference information is useful to predict the operative actions; thus, we use a captioning system of difference as our baseline.

Raw-level robot action estimation from two such observations is another research avenue [23]. A robot’s physicality strongly constrains such an approach. Our captioning approach can express the expected action by language, even if the target robot cannot conduct the generated operative action. This point is critical for robots working in human living space.

III. DATA COLLECTION

We collected texts that describe operative actions for pairs of the current and target states (images) for operative action estimation based on captioning. We extended the Home Action Genome Dataset [19] to achieve operative action captioning for developing a robot that works in human living spaces. In this section, we describe the Home Action Genome Dataset, our data collection method using crowdsourcing, and our collection results.

A. Home Action Genome Dataset

The Home Action Genome Dataset [19] consists of videos of various human actions in the home with their annotations (Fig. 2): subjects, objects, and relationships. Relationship contains relations, events, and actions. The videos are
recorded by head-mount cameras for a first-person viewpoint and fixed point cameras for a third-person viewpoint. The third-person videos have annotations in the form of scene graphs that describe events or actions with object names, subject names, and rectangles. Scene graphs indicate “subject-relationship-object” connections. “Activities” are defined as events related to operative actions. These annotations are given with a time stamp in the video’s time series. Since both the third- and first-person videos are recorded in all the sessions and are time-synchronized, these labels can be used for both videos even though we cannot use a rectangle of the object area in the first-person video.

Some specific annotation examples are shown in Fig. 2. Here scene graphs are annotated to corresponding events and relationships to the action: putting the forks on the table by the plate. In the actual annotation, although such relationships as “person-in_front_of-table” are comprehensively annotated, the example in Fig. 2 only shows the graphs related to the target operative action.

B. Caption Annotation by Crowdsourcing

To achieve operative action captioning, we used frames in the Home Action Genome Dataset videos. The current state is defined as an observation just before an actual operative action, and the target state is defined as an observation just after it. The current and target states are defined by extracting image frames before and after the point in a time sequence when the relationship changed that corresponds to the activity in the scene graph. For example, in the example in Fig. 2, we extracted the frames before and after the “person-holding-fork” scene graph changed to “person-putting-fork.” We automatically extracted approximately 69,000 pairs of candidate frames using scene graph annotation from the Home Action Genome Dataset from both first- and third-person viewpoint videos. For each of these pairs, we added by crowdsourcing a natural language description of what kind of operative action was performed between the paired images. We presented both images and the target object name’s label extracted from the scene-graph annotation to the crowd workers and asked them to explain what kind of action was performed by the target object between the images. The crowd workers received the following instructions.

What did the worker in the images do to change the state in the first image to the one in the second image? If you can explain using the “OBJECT”, check the “I can explain” box and describe it using the object name. If you cannot explain, check the “I cannot explain” box and describe why.

OBJECT is the name of an object, which is related to the target activity. For example, in Fig. 1 we used “toilet” as the OBJECT for the upper example and “fork” as the OBJECT for the lower example. Fig. 1 also indicates examples of collected captions as “description.”

Finally, we gathered 16864 pairs with operative action captions and split them into 14335/843/1686 as train/dev/test. We checked the quality of the captions and the reasons for being unable to explain and recollected if the checking rejected the sample. The image pairs that were finally judged as unable to be annotated included the following:

- The target object is too far away to be identified by the third-person viewpoint camera.
- The position or state of the target object did not change between the current and target images.
- Since the target object is obstructed by a person or other objects, distinguishing it from the image is difficult.
- The first-person viewpoint image is blurred.
- The target object is not shown in the current image, in the target image, or in either image.

IV. OPERATIVE ACTION ESTIMATION BASED ON NATURAL LANGUAGE GENERATION MODEL

Using the collected data, we constructed a model to estimate the operative actions performed (or to be performed) from the images of the current and target states. We used the dual dynamic attention (DUDA) model as our baseline scheme and improved it by adding a scene-graph prediction module as an auxiliary task. In this section, we describe the outline of the DUDA model, the scene-graph prediction used as the auxiliary task, and the training setup. The overall model overview is shown in Fig. 3.

A. Dual Dynamic Attention (DUDA) Model

The DUDA model [21], which focuses on the change between two images, was proposed to explain the change itself. Thus, it has an image-difference detection mechanism. We use this model because the part of the image change extracted by difference detection corresponds to an object that changes due to the operative action, which is our task’s main focus. In the model, images before and after the operative action are converted into feature vectors by an image encoder using ResNet [24] to perform difference detection. The extracted feature matrices of images \( X_{(A)} \) and \( X_{(B)} \) calculate the difference matrix as \( X_{diff} = X_{(A)} - X_{(B)} \). The difference matrix is concatenated with the original matrices as \( X'_{(A)} \) and \( X'_{(B)} \) to compute spatial attentions \( a_{(A)} \) and \( a_{(B)} \) [25]. The elemental unit multiplication between the attention weights and feature matrices \( X_{(A)}', X_{(B)}' \) and \( X_{diff} \) are used as resultant feature vectors \( l_{(A)}, l_{(B)}, \) and \( l_{diff} \), which focus on the changes between images. The change is also related to the operated action. Weighted feature vectors \( l_{(A)}, l_{(B)}, \) and \( l_{diff} \) are fed to the captioning network that has dynamic attention to generate captions. Here our target caption indicates the conducted operative action between two images. Softmax cross-entropy loss \( L_{cap} \) for the reference caption is used as the loss function of network training. The original DUDA model does not contain the “auxiliary task” part in Fig. 3.

B. Auxiliary Task: Scene-Graph Prediction

The actions performed between the current and target images are given as captions, which contain various expressions. Some captions do not explicitly contain the names
of the target actions or the target objects. The auxiliary tasks that predict the scene graphs force the network to maintain the information of the operative actions to improve the caption quality.

We accomplished this idea by adding a model for the auxiliary tasks that predicts scene graphs with the baseline DUDA model. As shown in Fig. 3 we constructed a model to predict the triples in scene graphs given the same image features to the captioning model: $l(A)$, $l(B)$, and $l_{diff}$. Although many scene graphs are obtained from the images, we built a sequential prediction model that repeatedly outputs “subject-relationship-object” by the network. Since this auxiliary task performs sequential prediction, we defined the network that uses the softmax cross-entropy loss as in the main task. Let $L_{sgr}$ denote the loss function of the auxiliary task.

C. Loss Function and Experimental Setup

We used the DUDA model without a scene graph as the baseline to capture the operative actions performed between both images. We used the original implementation of the DUDA model. The initial learning rate was 0.01, which was multiplied by 0.1 every 20 epochs. The loss function is defined as,

$$L_\theta = L_{cap} + \lambda_{L,1 \cap L} - \lambda_{ent} L_{ent, cap}. \quad (1)$$

Here $L_{1 \cap L}$ and $L_{ent, cap}$ are regularizations based on L1 and entropy, $\lambda_{L,1 \cap L}$ and $\lambda_{ent, cap}$ are the hyperparameters of the weights for each regularization. We use the same hyperparameters from the original DUDA implementation and denote this setting as Baseline.

When we trained the proposed model that has an auxiliary task to predict scene graphs, we extended the original DUDA implementation (Eq. (1)):

$$L(\theta) = \alpha(L_{cap} + \lambda_{L,1 \cap L} - \lambda_{ent} L_{ent}) + (1 - \alpha)(L_{sg} + \lambda_{L,1 \cap sgr} - \lambda_{ent} L_{ent, sgr}). \quad (2)$$

Here $\alpha$ is a weight that integrates the weights for operative action captioning and scene-graph prediction. We used the same hyperparameters for the baseline for $\lambda_{L,1 \cap L}$ and $\lambda_{ent, cap}$.

We implemented two integration methods for the main and auxiliary tasks. The first is a linear interpolation that uses a fixed $\alpha$. We set $\alpha = 0.9$ based on a trial on the development dataset. We call this setting Linear Int. (0.9). Another method is a fluctuating update, which alternatively uses two $\alpha$s every ten epochs. We tried two $\alpha$s patterns, [0.0, 1.0] and [0.1, 0.9], and called these settings Alternative (1.0) and Alternative (0.9). In the alternative method, we trained the scene-graph prediction task and then the captioning task.

In addition, we utilized two scene graph sets to investigate the best usage. Since there are several scene graphs in the current state (A) and the target state (B), we determined two setups: all and diff. The all method predicts any scene graphs contained in both (A) and (B). The diff method predicts only the discrepancies between scene graphs (A) and (B). The former corresponds to using features from both images, and the latter corresponds to using the changes in the images.

V. EXPERIMENTS

To evaluate each model described in the experimental setup, we conducted an automatic evaluation based on a comparison with the reference and a human evaluation in which the generated results were evaluated manually. The evaluation criteria and results are described below.

A. Evaluation Criteria

The automatic evaluation criteria are based on a systematic comparison with the annotated caption reference of the test set. We used BLEU-1,4 [26], which is based on the n-gram match rate, ROUGE-L [27], which is based on the maximum match length, and CIDEr [28], which is based on weighted-term matching.

We expect to add the information from the scene-graph prediction to the captioning results of the motion behavior estimation; thus, we focused on nouns and verbs. We calculated precision (P), recall (R), and harmonic mean (F) of
TABLE I
AUTOMATIC EVALUATION RESULTS

| Model          | Condition | BLEU 1 | BLEU 2 | BLEU 3 | BLEU 4 | ROUGE-L | CIDEr |
|----------------|-----------|--------|--------|--------|--------|---------|-------|
| Baseline       | -         | 0.389  | 0.238  | 0.151  | 0.0998 | 0.375   | 0.871 |
| +Scene Graph   | all       | 0.350  | 0.194  | 0.113  | 0.0686 | 0.330   | 0.567 |
|                | all       | 0.359  | 0.205  | 0.126  | 0.0815 | 0.339   | 0.689 |
|                | all       | 0.396  | 0.244  | 0.156  | 0.105  | 0.383   | 0.721 |
|                | all       | 0.392  | 0.245  | 0.158  | 0.107  | 0.389   | 0.913 |
|                | all       | 0.400  | 0.260  | 0.167  | 0.114  | 0.392   | 0.921 |
|                | all       | 0.396  | 0.246  | 0.160  | 0.109  | 0.387   | 0.971 |

TABLE II
CONTENT WORD ACCURACY

| Model          | Condition | Noun P | Noun R | Noun F | Verb P | Verb R | Verb F | Verb-independent P | Verb-independent R | Verb-independent F |
|----------------|-----------|--------|--------|--------|--------|--------|--------|--------------------|--------------------|--------------------|
| Baseline       | -         | 0.378  | 0.385  | 0.384  | 0.156  | 0.169  | 0.162  | 0.125              | 0.131              | 0.126              |
| +Scene Graph   | Alternative (0.9) | 0.393  | 0.406  | 0.399  | 0.168  | 0.186  | 0.177  | 0.139              | 0.153              | 0.146              |
|                | Linear Int. (0.9) | 0.398  | 0.414  | 0.406  | 0.176  | 0.190  | 0.183  | 0.144              | 0.158              | 0.151              |

TABLE III
HUMAN EVALUATION RESULTS

| Model          | Condition | Natur. | Infor. |
|----------------|-----------|--------|--------|
| Baseline       | -         | 3.89   | 3.05   |
| +Scene Graph   | Linear Int. (0.9) | 4.42   | 3.45   |

“nouns,” “verbs,” and “independent verbs” extracted from the references.

We also performed human evaluations because the correlations are limited between the automatic evaluation criteria and the human evaluation results. In the human evaluation, one human evaluator was given state images (images (A) and (B)) and generated captions that described their operative actions. The evaluator rated the caption’s naturalness and informativeness [29] on a five-point scale. Another annotator checked the first evaluator’s result to improve the consistency. This process was done blindly; the evaluators did not know the method names. Because human evaluation is expensive, we evaluated 200 pairs randomly from the test set for the three systems with the best scores in the automatic evaluation: baseline, all, and diff for linear completion.

B. Automatic Evaluation Results

Tables I and II show the automatic evaluation results. Both tables show a primary trend, where using scene-graph predictions as auxiliary tasks improved each score compared to the baseline. The result suggests that linear interpolation with a small weight on the auxiliary task outperforms alternative training.

Based on Table III our proposed method successfully generated content words, including nouns and verbs, than the baseline. This is because the scene-graph contents represented by “subject-relationship-object” forced the network to keep these contents.

C. Human Evaluation Results

Table III shows the human evaluation results, which indicate that using scene-graph prediction as the auxiliary task improved the informativeness and contributed significantly to the naturalness of either our proposed method (all or diff). This is probably because the auxiliary task suppressed the over-generation of content words, which are not contained in the scene graphs. It might also suppress repetition, which is a typical problem of sentence generation, as shown in the case study analysis.

Figures 4 and 5 show the score distribution of each criterion. The naturalness was improved by focusing on the differences in scene graphs. Few differences exist between all and diff in informativeness, although they outperformed the Baseline.

Fig. 6 shows the distribution of the differences between the baseline and proposed methods (Scene graph (diff)) for each case. 4 denotes where the proposed method scored 5 points and the baseline scored 1, and -4 denotes where the proposed method scored 1 point and the baseline scored 5. The overall trend is that the proposed method improved
D. Case Study

As a case study, Fig. 7 shows four examples of the current state (A), the target state (B), and the captions from three methods: Baseline, Scene Graph (all), and Scene Graph (diff). In the first example, the baseline describes a meaningless and redundant action of “move the clothes in the basket to the basket,” although the proposed methods with scene-graph prediction as an auxiliary task generated actual actions. All, which looks at the entire scene graph, generated action “wash,” and diff, which looks at the differences in the scene graphs, generated a more detailed action: “take out.” Although both are correct, the former described the overall action in which the target action was included; the latter which focused on the differences described a specific action included in the idea of washing.

In the second example, the baseline generated an action that rarely occurs in reality, “put dishes with vegetables in bowls,” which was improved in the proposed methods. However, when we focused on the differences (diff), the proposed method generated an opposite action (“remove”) instead of the actual action (“place”). Since opposite actions tend to be placed near each other in the embedding space, we must consider how to deal with such cases in future work.

In the third example, the baseline caused a repetition problem, which was suppressed by the proposed methods. Focusing on the difference might generate an object name “clothesline.”

In the fourth example, both proposed methods successfully generated actions corresponding to using a dishwasher; however, they explained with different granularity. In particular, diff explained the “pull out the dishwasher basket” action, which is included as part of the overall “put the cup in the dishwasher” action. When we apply these methods to a human-assisting scenario at home, we must discuss the controllability of the granularity of the captions.

In the fifth example, only the baseline successfully captioned the action of “make coffee.” This is probably because the proposed models tried to use objects in scene graph and failed.

VI. Conclusion

We constructed a framework to verbalize the required operative actions given both the current and target (ideal) states by captioning networks to estimate the operative action of such human-assisting systems as robots. We constructed a dataset by crowdsourcing that consists of triplets of a current state, a target state, and a caption that describes the operative action to change the current state to the target state. We proposed a captioning model that uses scene-graph prediction as an auxiliary task by focusing on object names and the relationships represented in scene graphs. We investigated the effect of our proposed method through both automatic and human evaluations, especially on human evaluation results on naturalness and informativeness. Our future work will include the proposed system in our human-assisting robot at home [8].
