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Abstract
The heterogeneity of the data distribution generally influences federated learning performance in neural networks. For a well-performing global model, taking a weighted average of the local models, as in most existing federated learning algorithms, may not guarantee consistency with local models in the space of neural network maps. In this paper, we highlight the significance of the space of neural network maps to relieve the performance decay produced by data heterogeneity and propose a novel federated learning framework equipped with the decentralized knowledge distillation process (FedDKD). In FedDKD, we introduce a decentralized knowledge distillation (DKD) module to distill the knowledge of local models to teach the global model approaching the neural network map average by optimizing the divergence defined in the loss function, other than only averaging parameters as in the literature. Numerical experiments on various heterogeneous datasets reveal that FedDKD outperforms the state-of-the-art methods, especially on some extremely heterogeneous datasets.
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1 Introduction

Data privacy and security have attracted increasing attention with the widespread application of deep learning in real life, such as smartphones, Internet of Things (IoT) devices, and digital health. Thus, federated learning (FL) [1–5], which focuses on the challenge of training a global model while leaving the users’ private data on their device, has been widely used in rich development applications such as smart grids [6], medical diagnostic image analysis [7], and IoT perception data prediction [8].

The typical federated learning methods, including FedAvg [1], FedProx [9], and FedMAX [10], follow the framework proposed by FedAvg. The server iteratively collects parameters or gradients from local models and updates the global model weights with the weighted average of the local models. Generally, federated learning employs stochastic gradient descent (SGD) to optimize the local models on the clients. It is well known that the SGD requests independently identically distributed samples to guarantee that the stochastic gradient is an unbiased estimate of the full gradient [11]. However, the datasets are heterogeneously distributed on clients in many situations where they may have different data sources (e.g., medical radiology images from various hospitals [12]) or come from the same source but have heterogeneous label distributions [1, 9, 13–15].

Data heterogeneity is one of the primary challenges in federated learning [5]. Previous literature has shown that federated learning performance is significantly reduced by data heterogeneity [14], which also harms the convergence speed of the algorithms [16].

Another primary challenge is neural network overparameterization. It has been argued that averaging the parameters...
is not optimal for obtaining the global model. For instance, in FedMA [13], the authors argued that the permutation invariance of neural network architectures partially explains why averaging the local parameters is a naive and not optimal method for obtaining global parameters, despite its practical performance [1, 10]. Consider a basic fully connected neural network \( \hat{y} = \sigma(xW^{(1)}\Pi)\Pi W^{(2)} \), where \( \{W^{(1)}, W^{(2)}\} \) are optimal weights, and \( \Pi \) is a permutation matrix [13]. If both local models respectively obtain the optimal weights \( \{W^{(1)}\Pi_j, \Pi_j W^{(2)}\} \) and \( \{W^{(1)}\Pi_j', \Pi_j' W^{(2)}\} \), then averaging the weights makes it almost impossible to obtain optimal weights given that \( \Pi_j \neq \Pi_j' \). However, the optimal global model is still achievable if the two local models are averaged in the function space (i.e., averaging the same two function mappings in this example).

Motivated by these findings, we experiment on CIFAR-10 and CIFAR-100 to determine whether the averaging model in the parameter space or the function space is more favorable for building a global model in a data heterogeneity situation. Following the previous work [13], we divide CIFAR-10 into \( K = 16 \) clients by sampling \( p_r \sim \text{Dir}_K(\alpha) \) from a Dirichlet distribution and allocating a \( p_{r,k} \) proportion of the training instances of class \( r \) to the local client \( k \). The distributions of CIFAR-10 for \( \alpha = 0.05, 0.1, 0.5 \) are shown in Fig. 1. The distributions of CIFAR-100 are provided in Supplementary Materials A.

Obtaining the well-trained models on clients, we average the local models in the parameter space as done in FedAvg and also average the models in the function space by collecting the weighted average of the local test accuracy in local test sets and then comparing their performance. As shown in Fig. 2, when local data are more heterogeneously distributed on clients, the ideal averaged global model in the function space is better than the averaged model in the parameter space, which is consistent with our common intuition. This motivates us to go further based on the parameter-averaged model to approach the ideal averaged model in the function space and shorten the gap between the parameter-averaged model and the function-averaged model in data heterogeneity situations.

In this paper, we propose a novel federated learning scheme (Fig. 3), FedDKD, which introduces a module of decentralized knowledge distillation (DKD) to average the local models in the function space instead of the parameter space. Without shared data on the server, the DKD enables the global model to integrate knowledge learned from local datasets to approach the average of local models in the function space. Unlike the existing federated learning methods with knowledge distillation, FedDKD is a data-
The test performance gap between the parameter-averaged and function-averaged models with different data heterogeneity on CIFAR-10 (left) and CIFAR-100 (right). Keeping the same communication round, when \( \alpha \) is smaller (i.e., local datasets are more heterogeneously distributed on clients), the test performance gain of the function-averaged model compared to the parameter-averaged model is larger.
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Different from other data-free federated learning methods based on distillation learning which distill the global model knowledge for the local models separately (Fig. 4a),...
FedDKD jointly distills the local model knowledge for the global model and updates the global model on the server, as shown in Fig. 4b, to obtain the average in function space rather than that in parameter space. Our FedDKD can efficiently eliminate the damage caused by the heterogeneity of local datasets and help determine a better global model in the function space than directly taking the weighted average of local models.

Numerical experiments on diverse heterogeneous datasets demonstrate the effectiveness of this method for achieving better test accuracy. Moreover, FedDKD achieves training and communication efficiency on some extremely heterogeneous datasets. The DKD module can work as an additional plug-in module with diverse state-of-the-art federated learning technologies to improve performance.

Specifically, our contributions consist of the following:

1. Unlike the existing methods focusing on averaging in parameter space, we highlight the significance of the neural network map space, which is more suitable for scenarios with heterogeneous datasets.
2. We propose a novel federated learning scheme with a decentralized knowledge distillation module. This is the first algorithm to distill knowledge from local models to the global model using the view of function map averaging.
3. The proposed DKD module demonstrates convenience as a plug-in into other parameter-averaged methods to achieve better performance for heterogeneous datasets.
4. Compared with various methods, including FedAvg [1], FedProx [9], FedMAX [10], MOON [17], FedDistill [18], FedGEN [19] and FedBN [12], FedDKD can achieve better performance with the same communication cost and fewer local training steps for various datasets with various types of heterogeneity.

The paper is organized as follows. Section 2 reviews the most related works and presents the difference between FedDKD and other methods. Section 3 elaborates on the details of our method. Section 4 presents experiments on diverse datasets to validate the effectiveness of our method. In Section 5, we discuss the relation to the parameter-averaged model and how to extend FedDKD to second-order methods, and we summarize our works in Section 6.

## 2 Related works

This section briefly describes the most related works of knowledge distillation and federated learning with heterogeneous data. In addition, the difference between our method and the previous studies based on knowledge distillation is introduced.

### 2.1 Knowledge distillation

Knowledge distillation (KD) defines a learning schema to transfer knowledge from a larger teacher network to a smaller student network [20]. By optimizing the student model to match logits or intermediate activations of the teacher model, KD can compress the knowledge from a powerful teacher model to improve model efficiency.
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with multiple teachers by multi-task learning. can be considered an extension of knowledge distillation
In this paper, we employ KD in federated learning, which
an essential prerequisite for the global model. In addition,
public dataset and attempt to mitigate the effects of data
global parameters. These data-free methods do not need any
other clients’ information and followed FedAvg to obtain
bias on local models by considering the loss involving
FedDistill [18] and FedGen [19], have introduced inductive
with clients in applications.

3.1 Decentralized knowledge distillation module
In this section, we propose an approach based on knowledge
distillation to approach the averaged model in the function
space.

As [36] does, we use a generalized definition in this
paper, which requires loss function is also in a divergence
form. More specifically, we need the loss function
\int(x) = div(\cdot, \cdot) : \mathbb{R}^C \times \mathbb{R}^C \to \mathbb{R}^+ to be a divergence, i.e., a
differentiable binary function satisfied that

\begin{align*}
div(u, v) &\geq 0, \forall u, v \\
div(u, u) &= 0, \forall u.
\end{align*}
Assume that a global ground truth map $\Phi^*(x)$ exists, providing the ground truth label $y$ (i.e., $y = \Phi^*(x)$). We attempt to build a parametric global model $\Phi(x; w)$ with parameters $w$ to approximate the ideal $\Phi^*(x)$ by optimizing the following objective function:

$$
\min_w \int div(\Phi^*(x), \Phi(x; w)) P(dx),
$$

(1)

where $div(\cdot, \cdot)$ refers to some divergence to measure the distance between $\Phi(x; w)$ and the ideal $\Phi^*(x)$, such as the total variation distance $\delta(\cdot, \cdot)$. In the federated learning framework, local model $\Phi(x; w_k), k \in \{1, \cdots, K\}$, which has the same architecture as the global model $\Phi(x; w)$, is trained on local dataset $D_k$. We set the integrated model on clients as follows:

$$
T(x) := \sum_{k=1}^{K} \Phi(x; w_k) \mathbb{1}_{D_k}(x),
$$

(2)

where $\mathbb{1}$ is the indicator function.

When the triangular inequality holds for some $div(\cdot, \cdot)$ (i.e., $div(u, v) \leq div(u, h) + div(h, v)$ for all $u, v,$ and $h$ it is defined with the same neural network permitted), we can provide the upper bound of the objective function (1) as follows:

$$
\int div(\Phi^*(x), \Phi(x; w)) P(dx)
\leq \int (div(\Phi^*(x), T(x)) + div(T(x), \Phi(x; w))) P(dx)
\leq \sum_{k=1}^{K} q_k \int_{D_k} div(\Phi^*(x), \Phi(x; w_k)) P_k(dx)
\leq L_1 + L_2,
$$

(3)

where

$$
L_1 = \sum_{k=1}^{K} q_k \int_{D_k} D_{KL}(\Phi^*(x)\|\Phi(x; w_k)) P_k(dx),
$$

$$
L_2 = \sum_{k=1}^{K} q_k \int_{D_k} D_{KL}(\Phi(x; w_k)\|\Phi(x; w)) P_k(dx)
$$

(5)

and $D_{KL}(\cdot \| \cdot)$ is the KL divergence. The proof is provided in Supplementary Materials C.

Motivation The following inequality above indicates that minimizing the triangular upper bounds is reasonable instead of minimizing (1) in federated learning. Specifically, minimizing $L_1$ in (3) is equivalent to the following

$$
\min_w \int_{D_k} div(\Phi(x; w_k), \Phi^*(x)) P_k(dx),
$$

(6)

that trains the local model on client $k$ with the local dataset $D_k$. Minimizing $L_2$ in (3) is the decentralized knowledge distillation where the global model $\Phi(x; w)$ learns the knowledge of local trained models $\Phi(x; w_k), k = 1, \cdots, K$:

$$
\hat{w} = \arg \min_w L_2
$$

(6)

that provides the center of all local models $\Phi(\cdot; w_k)$ in the function space. Here we call this distillation process the DKD module.

3.2 The proposed approach: FedDKD

This section discusses how the DKD module works in federated learning, as shown in Fig. 3. Consider a typical federated learning problem with the disjoint datasets $D_k := \{(x_{k,i}, y_{k,i})\}_{i=1}^{n_k}$, where $(x_{k,i}, y_{k,i}) \in \mathbb{R}^d \times \mathbb{R}$ on client $k$. The local model $\Phi(x; w_k)$ on client $k$ and the global model $\Phi(x; w)$ are defined with the same neural network architecture.

As mentioned in Section 3.1, Proposition 1 notes that with the square of total variation distance measurement, (1) can be optimized by minimizing the upper bound $L_1' + L_2'$ based on the KL divergence, from which we can easily optimize an ideal classifier $\Phi^*(x)$ with the derived cross-entropy loss. Here minimizing $L_1'$ denotes training the local models in parallel on client $k$, whereas minimizing $L_2'$ can optimize the objective in the DKD module to teach the global model learning from well-trained local models.

Motivated by the above, we propose a federated learning framework equipped with DKD, named FedDKD, composed of two stages per round. Each client is trained locally with ground truth labels on private data (min $L_1'$). Then the global model learns from local models in the DKD
module, of which the corresponding objective is formulated as follows:

$$\sum_{k \in C} q_k \sum_{(x, y) \in D_k} L_{CE}(\Phi(x; w_k), \Phi(x; w)),$$

(7)

where $\sum_{k \in C} q_k = 1$, and $L_{CE}(\cdot, \cdot)$ is the cross-entropy loss function. The optimal solution of minimizing (7) provides the center of all local models $\Phi(x; w_k), k = 1, \cdots, K$, in the function space rather than in the parameter space according to the (possibly weighted) Euclidean space.

**Input:** Private datasets $D_k, k = 1, 2, \cdots, K$

**Federated learning parameters:** local epoch $E$, local mini-batch size $B$, a fraction of clients involved in each round $c$, local learning rate $\eta$, the DKD round $T$

**DKD parameters:** DKD step $J$, DKD learning rate $\gamma$, DKD mini-batch size $\tilde{B}$

**Output:** The updated global model $w_T^g$

```plaintext
procedure SERVER :
    1: for Each DKD round $t = 1, \cdots, T$ do
    2:     clients $m \leftarrow \max(c \cdot K, 1)$
    3:     Randomly sample a set of $m$ clients $C_t$
    4:     For each client $k \in C_t$, in parallel do
    5:         $w_k \leftarrow$ Client-LocalTrain($k, w_{t-1}^g$)
    6:     Get the initial global parameter
    7:         $\tilde{w}_{t, 0} = \sum_{k \in C_t} \frac{n_k}{\sum_{k \in C_t} n_k} w_k$
    8:     for DKD step $j \in \{1, \cdots, J\}$ do
    9:         For each client $k \in C_t$, in parallel do
   10:            $\nabla d_{k, j} \leftarrow$ DKDSGD($\tilde{w}_{t, j-1}, w_k, D_k$)
   11:     $\tilde{w}_{t, j} = \tilde{w}_{t, j-1} - \gamma (\sum_{k \in C_t} q_k \nabla d_{k, j})$
   12:     end for
   13:     $w_T^g = \tilde{w}_{t, J}$
   14: end for
   15: return $w_T^g$

Client-LocalTrain($k, w$):
   1: $B \leftarrow$ split $D_k$ into batches of size $B$
   2: for each local epoch $i = 1, 2, \cdots, E$ do
   3:     for batch $b$ in $D_k$ do
   4:         $w \leftarrow$ optimizer($b; w; \eta$)
   5:     end for
   6: end for
   7: return $w$ to server
```

Algorithm 1 FedDKD.

FedDKD Pipeline We summarize the FedDKD training pipeline in Algorithm 1. For an easier understanding of the DKD process, we provide some essential definitions below.

1. A **communication round** includes the clients uploading their parameters or gradients to the server, and then the server distributing the global model to clients.
2. In a **DKD round**, the server distributes the global model to clients, followed by the clients training local models with that on their local datasets and then uploading their parameters or gradients to the server to obtain a new global model. For FedDKD, a DKD round includes the DKD module with $J$ DKD steps.
3. The **DKD step** refers explicitly to the training step on a single minibatch in the DKD module.
4. The **training step** in this paper only represents the training step of the local models on a single minibatch.
5. The **inference step** here denotes the extra cost inference step on a single minibatch, e.g., the inference step on a single minibatch in the DKD module to obtain the teachers’ output or the inference process of the global model or local historical model on a single minibatch in MOON [17].

In each DKD round $t$, we first sample a subset $C_t$ of clients. The local parameters are initialized with $w_{t-1}^g$ (i.e., a global model estimation in the last DKD round), meaning “download the updated global parameters” as in Fig. 3. Then, the clients optimize the local models using local data in parallel for $E$ local epochs in “local training”.$^t$. Afterward, the online clients upload their local models (i.e., “upload local parameters”), the server averages them to obtain the global model (i.e., “parameter average”), and the online clients download the latest global model (i.e., “download averaged parameters” in Fig. 3). In the following sever DKD steps named the DKD module, by minimizing (7), the clients perform local distillation and upload the knowledge to join the distillation gradient average by several communication rounds (i.e., “upload local distillation gradient” and “download updated global parameters”). Finally, the global model is downloaded for the local training of the online clients in the next DKD round $t + 1$ (i.e., “download updated global parameters”).

**DKD module training details** With the empirical distribution of the sampled local dataset $D_k$ on client $k$, we use the SGD to estimate the gradient of the subterm $\frac{1}{n_k} \sum_{(x, y) \in D_k} L_{CE}(\Phi(x; w_k), \Phi(x; w))$. The algorithm to calculate the gradient on each client is DKDSGD (Algorithm 2). The DKDSGD calculates the local distillation gradient on the minibatch drawn from the local distribution and uploads the gradients to the server in each DKD step $j$. Then, the server collects all local distillation gradients $\nabla d_{k,j}, k \in C_t$ from local clients and averages them to obtain the gradient of (7) concerning $\tilde{w}_{t, j}$. After acquiring the gradient for (7), the global model updates with the DKD learning rate $\gamma$ and distributes the new global parameters to
the local clients. In FedDKD (Algorithm 1), Lines 7 to 11 represent the DKD module.

**Algorithm 2**: DKDSGD. Solver with SGD on each client $k$ in step $j$.

1. Sample a minibatch $B_k$ from training data $D_k$ with batch size $\bar{B}$.
2. Get the logit $\Phi(B_k; w_k)$ of local model on client $k$ with local parameters $w_k$ and the logit $\Phi(B_k; w)$ of the global model with global parameters $w$.
3. $\nabla d_{k,j} = \frac{1}{\bar{B}} \sum_{(x,y) \in B_k} L_{CE}(\Phi(x, w_k), \Phi(x, w))$.
4. return $\nabla d_{k,j}$

**FedDKD Benefits** Minimizing $L'_1$ and $L'_2$ in (5) alternately, FedDKD minimizes the upper bound of the distance between the ground truth map and the global model in the function space. The core of FedDKD is minimizing both terms, whereas most federated learning algorithms only optimize $L'_1$ and then obtain an averaged model in the parameter space. Eliminating the damage caused by the heterogeneity of the local datasets and neural network reparameterization invariance on the map functions by minimizing $L'_2$, the DKD module helps FedDKD search for a better global model in the function space for the current DKD round. Additionally, it sends back better initial parameters for the next DKD round in local training.

### 3.3 Extensions of FedDKD

The FedDKD framework can be a general framework of federated learning because the DKD module can be a plug-in into other federated learning methods.

**FedDKD_MAX** We replace the local training scheme of FedDKD with that of FedMAX [10] to enable similar activation vectors across various clients. In detail, we add a loss term $\frac{1}{\bar{B}} \sum_{i=1}^{N} K L(a_i \| U)$ to the cross-entropy loss in local training on the clients, where $a_i$ is the activation vector of the sample $i$, $\beta$ is a hyperparameter, and $U$ is the uniform distribution over the activation vectors. We call the alternative algorithm FedDKD_MAX.

**FedDKD_BN** We combine FedDKD with FedBN [12] to handle the neural network models with batch normalization (BN) layers and call it FedDKD_BN, where local models have their own BN layers whose parameters remain. Thus, for FedDKD_BN, the objective of the DKD module is revised as follows:

$$
\min_{w' \in \mathbb{R}^d} \sum_{k \in \mathcal{C}} \sum_{(x,y) \in D_k} L_{CE}(\Phi_k(x; w_k), \Phi(x; w', w_k^{BN})),
$$

where $w_k^{BN}$ is the parameter of the BN layers of the local model $k$, and $w'$ represents other parameters. In the DKD module of FedDKD_BN, only the weight $w'$ is updated. Based on FedBN, FedDKD_BN takes weighted average parameters, excluding the BN layers, as the initial global model of the DKD module.

Please refer to Supplementary Materials D and E for more details on these extensions.

### 4 Experiment and results

We perform plentiful numerical experiments on EMNIST/FEMNIST [39, 40], CIFAR-10/CIFAR-100 [41], and a multi-source digits dataset compared with several mainstream methods, including FedAvg [1], FedProx [9], FedMAX [10], MOON [17], and FedBN [12]. An experiment on EMNIST compares several state-of-the-art data-free KD approaches, such as FedGen [19] and FedDistill [18]. We experiment with the following sufficient settings:

- various datasets, such as EMNIST, FEMNIST, CIFAR10, CIFAR100, and multi-source digits datasets;
- various heterogeneities: part of the categories, Dirichlet distribution with different $\alpha$ values, and different data sources;
- different activation ratios of clients: 0.25, 0.5, 0.75, and 1.0;
- different local epochs.

We also experiment with the following sufficient metrics:

- test accuracy,
- costs to reach the target accuracy,
- test accuracy under the same communication cost,
- test accuracy under the same training steps,
- the extra inference steps per client.

In addition, we use different models with or without BN layers.

### 4.1 FEMNIST

In this section, we demonstrate the superiority of FedDKD in communication efficiency and convergence speed when handling heterogeneous datasets. Moreover, we display the power of the DKD module equipped with other state-of-the-art training techniques for the local models.
We compare FedDKD with various baselines in experiments on the FEMNIST dataset divided into heterogeneous local datasets. We randomly choose 6 out of 26 classes to allocate to each agent. The distributions of local datasets are shown in Figure F2. We use 50% of the raw training dataset as the federated learning training dataset and 10% as the validation dataset. The test dataset remains the same as the raw dataset.

We set the number of clients to 20, and the activation ratio of clients per DKD round $c$ is 0.25, 0.5, or 0.75. The number of local training epochs is 5 or 15, and the total DKD rounds $T$ is 660. For FedProx and FedMAX, we perform the optimal search for the best parameters $\mu$ and $\beta$, respectively. For FedDKD and FedDKD_MAX, we set the number of DKD steps $J$ to 10. The DKD learning rate $\gamma$ is initialized as 0.2 with a decay rate of 0.98 per DKD round. We run each experiment with different random seeds three times to obtain credible results. The test accuracy is based on the best model for the validation dataset. Please refer to Supplementary Materials F for more details.

### 4.1.1 Reaching a target quickly and efficiently

Three metrics are considered to reach a target test accuracy, including the DKD rounds, communication rounds, and averaging training steps per activated client. FedDKD requires fewer DKD rounds and training steps in all experimental settings and is efficient in communication when the activation ratio $c$ is 0.5 or 0.75, as the DKD module can estimate the global distribution of the dataset better. For example, if the activation ratio $c = 0.75$ and the local training epoch $E = 5$, FedDKD can achieve a 90.5% test accuracy with only 5% of the DKD rounds and training steps and 50% of the communication rounds compared to those in other mainstream methods, as Table 1 presents. The best results are highlighted in bold. The visualization of Table 1 is shown in Supplementary Materials F. Combining the DKD module with FedMAX, FedDKD_MAX requires fewer training steps and DKD rounds when $c = 0.25$ and $E = 5$.

#### Best performance

After training for 660 DKD rounds, FedDKD and FedDKD_MAX outperform all the other methods by approximately 0.75%, 1.0%, and 1.5% on test accuracy for $c = 0.25$, 0.5, and 0.75, respectively (Table 2). The best results are highlighted in bold. The visualization of Table 2 is shown in Supplementary Materials F. With more clients activated in each communication round, FedDKD can better estimate the global distribution of the datasets and has more advantages than other methods on test accuracy. To compete with other methods fairly in communication cost, we also present the test accuracy when FedDKD and FedDKD_MAX are only trained for 60 DKD rounds. In this setting, all methods communicate for 660 rounds with their local clients, and the communication cost in each round remains the same. However, the average training steps of FedDKD and FedDKD_MAX are fewer than the baselines, and the training cost is approximately 10% of the baselines when $c = 0.5$ and 0.75. The results reveal that FedDKD can achieve better test accuracy with the same training steps and fewer DKD rounds. When the activation ratio $c$ increases, with the same communication cost, FedDKD can achieve better performance with fewer training steps and DKD rounds.

#### Efficient communication

FedDKD also communicates efficiently when the activation ratio $c$ is 0.5 and 0.75 (Fig. 5).

| Methods | $E$ | $c = 0.25$ | $c = 0.5$ | $c = 0.75$ |
|---------|-----|----------|----------|----------|
|         |     | round$^1$ | step$^2$ | comm$^3$ | round$^1$ | step$^2$ | comm$^3$ | round$^1$ | step$^2$ | comm$^3$ |
| FedAvg  | 5   | 330 ± 76  | 81 ± 19  | 330 ± 76 | 245 ± 90  | 60 ± 22  | 245 ± 90 | 283 ± 145 | 69 ± 36  | 283 ± 145 |
|         | 15  | 353 ± 86  | 260 ± 63 | 353 ± 86 | 350 ± 98  | 257 ± 72 | 350 ± 98 | 332 ± 115 | 244 ± 85 | 332 ± 115 |
| FedProx | 5   | 330 ± 76  | 81 ± 19  | 330 ± 76 | 263 ± 112 | 64 ± 28  | 263 ± 112 | 301 ± 145 | 74 ± 36  | 301 ± 145 |
|         | 15  | 425 ± 25  | 313 ± 18 | 425 ± 25 | 339 ± 113 | 249 ± 83 | 339 ± 113 | 339 ± 158 | 249 ± 116 | 339 ± 158 |
| FedMAX  | 5   | 310 ± 101 | 76 ± 25  | 310 ± 101| 258 ± 73  | 63 ± 18  | 258 ± 73 | 276 ± 105 | 68 ± 26  | 276 ± 105 |
|         | 15  | 388 ± 90  | 285 ± 66 | 388 ± 90 | 367 ± 98  | 270 ± 72 | 367 ± 98 | 376 ± 127 | 276 ± 93 | 376 ± 127 |
| FedDKD  | 5   | 98 ± 4    | 25 ± 1   | 1074 ± 40| 18 ± 3    | 5 ± 1    | 198 ± 32 | 13 ± 2    | 3 ± 0    | 139 ± 21  |
|         | 15  | 104 ± 12  | 77 ± 9   | 1140 ± 129| 22 ± 8   | 17 ± 6   | 246 ± 93 | 12 ± 2    | 9 ± 2    | 132 ± 24  |
| FedDKD_MAX | 5 | 96 ± 6   | 24 ± 2  | 1052 ± 70 | 19 ± 3 | 5 ± 1 | 205 ± 36 | 15 ± 3 | 4 ± 1 | 169 ± 29 |
|         | 15  | 151 ± 47  | 113 ± 35 | 1665 ± 519| 23 ± 8 | 17 ± 6 | 257 ± 87 | 13 ± 2 | 9 ± 1   | 139 ± 21 |

$^1$DKD rounds,

$^2$local training step

$^3$communication rounds. If not mentioned, the followings are the same as that
The proposed method achieves the best test accuracy with the same communication rounds and communication costs. For detailed results for $E = 15$, please refer to Supplementary Materials F. With the same communication rounds, FedDKD and FedDKD_MAX only run for $1/11$ of the DKD rounds and approximately $10\%$ of the training steps of the baselines. Thus, the proposed methods may be weaker than other methods when the communication rounds are much fewer.

**Efficient training** The proposed method requires a few more training steps per DKD round in the DKD module. However, the improvement is not due to more training steps, and FedDKD is training-efficient. With the same training steps, FedDKD and FedDKD_MAX display a considerable improvement in test accuracy compared to baselines (Fig. 6). A rational explanation is that many unnecessary training steps occur in the baselines, and more communication is critical in pursuing better performance. Please refer to Supplementary Materials F for the results of $E = 15$ and $E = 5, c = 0.25$.

### 4.2 CIFAR-10/100

In this experiment, we consider a more challenging task of the datasets CIFAR-10 and CIFAR-100 [41] to illustrate

---

### Table 2 Test accuracy on the FEMNIST dataset

| Methods | $E$ | $c = 0.25$ | Round | Test accuracy | $c = 0.5$ | Round | Test accuracy | $c = 0.75$ | Round |
|---------|-----|------------|-------|---------------|------------|-------|---------------|------------|-------|
| FedAvg  | 5   | 0.9156 ± 0.0026 | 521 ± 20 | 0.9128 ± 0.0027 | 523 ± 16 | 0.9126 ± 0.0028 | 519 ± 16 |
|         | 15  | 0.9114 ± 0.0038 | 586 ± 43 | 0.9069 ± 0.0041 | 607 ± 16 | 0.9077 ± 0.0034 | 589 ± 9  |
| FedProx | 5   | 0.9134 ± 0.0045 | 459 ± 52 | 0.9127 ± 0.0043 | 513 ± 17 | 0.9113 ± 0.0029 | 506 ± 37 |
|         | 15  | 0.9062 ± 0.0036 | 527 ± 1  | 0.9088 ± 0.0032 | 639 ± 16 | 0.9067 ± 0.0053 | 600 ± 43 |
| FedMAX  | 5   | 0.9158 ± 0.0050 | 526 ± 14 | 0.9152 ± 0.0042 | 518 ± 29 | 0.9137 ± 0.0036 | 516 ± 7  |
|         | 15  | 0.9098 ± 0.0049 | 562 ± 29 | 0.9073 ± 0.0045 | 534 ± 28 | 0.9059 ± 0.0042 | 570 ± 61 |
| FedDKD  | 5   | 0.9245 ± 0.0015 | 460 ± 57 | 0.9246 ± 0.0023 | 271 ± 220| 0.9273 ± 0.0014 | 113 ± 33 |
|         | 15  | 0.9189 ± 0.0001 | 613 ± 56 | 0.9200 ± 0.0012 | 261 ± 220| 0.9227 ± 0.0020 | 76 ± 25  |
| FedDKD_MAX | 5   | **0.9251 ± 0.0012** | 480 ± 40 | **0.9259 ± 0.0011** | 238 ± 184| **0.9275 ± 0.0017** | 93 ± 27  |
|         | 15  | 0.9174 ± 0.0018 | 560 ± 31 | 0.9194 ± 0.0005 | 109 ± 17 | 0.9211 ± 0.0018 | 67 ± 20  |
| FedDKD@60 | 5   | 0.8904 ± 0.0078 | 53 ± 5  | 0.9202 ± 0.0014 | 51 ± 10  | 0.9257 ± 0.0006 | 53 ± 5   |
|         | 15  | 0.8875 ± 0.0116 | 55 ± 4  | 0.9183 ± 0.0012 | 52 ± 9   | 0.9222 ± 0.0026 | 40 ± 3   |
| FedDKD_MAX@60$^\dagger$ | 5   | 0.8915 ± 0.0140 | 50 ± 9  | 0.9230 ± 0.0024 | 51 ± 10  | **0.9275 ± 0.0010** | 58 ± 1   |
|         | 15  | 0.8795 ± 0.0089 | 52 ± 5  | 0.9165 ± 0.0024 | 52 ± 8   | 0.9213 ± 0.0020 | 50 ± 7   |

$^\dagger$Take 60 DKD rounds

---

![Fig. 5](image-url) Test accuracy under the same communication cost for $c = 0.5$ (left) and $c = 0.75$ (right), where $E = 5$
that the proposed method is efficient and outperforms the baseline methods in much more complex tasks.

Following the previous work [13], we divide CIFAR-10 into $K$ clients by sampling $p_r \sim \text{Dir}_K(\alpha)$ from a Dirichlet distribution and allocating a $p_{r,k}$ proportion of the training instances of class $r$ to the local client $k$. In the experiments, $\alpha = 0.1$, and the local datasets are highly heterogeneous. We use the same neural network model (i.e., VGG-9) without BN layers, as in [13]. We set 10% of the raw training set as the validation set and the others as the training set.

In the CIFAR-10/100 experiments, we set the number of clients to 16, and the online client fraction $c$ is 1.0 (i.e., all clients will be involved in the local update per DKD round). To achieve a trade-off between performance and communication cost, we set DKD step $J = 3$. The DKD learning rate $\gamma$ is 0.08 with a decay rate of 0.99 per DKD round for CIFAR-10 and $\gamma = 0.06$ for CIFAR-100. The test accuracy and corresponding DKD and communication rounds are based on the best model for the validation set. For FedProx, we search the hyperparameter $\mu \in \{0.001, 0.01, 0.1, 1.0, 5.0\}$ and determine the best value of 0.1. The output dimension of the projection head is 512. Please refer to Supplementary Materials G for the details of the experimental settings.

In CIFAR-10 (Table 3), with 350 DKD rounds, the proposed FedDKD improves the test performance by almost 5% of FedAvg and FedProx at the expense of similar training costs and four times the communication cost. With a similar communication cost and fewer training steps (i.e., 24.4% of the training steps of the baselines), FedDKD achieves almost 2% improvement in the test accuracy in 87 DKD rounds. To reach the same test accuracy target (i.e., 73%) with less communication cost, FedDKD requires only approximately 20% of the DKD rounds and 20% of the training steps of the FedAvg and FedProx. The best results in Table 3 are highlighted in bold. The visualization of Table 3 is shown in Supplementary Materials G.

Compared to MOON in CIFAR-10, FedDKD outperforms MOON by approximately 3.4% in test accuracy, and can achieve better accuracy with less DKD rounds, training steps, and inference steps with 87 DKD rounds. Herein, the additional inference steps in FedDKD are caused by knowledge distillation of the global model, whose number is equal to the additional communication rounds. In MOON,

![Graph](image)

**Fig. 6** Test accuracy under the same training steps for $c = 0.5$ (left) and $c = 0.75$ (right), where $E = 5$

| Methods          | Test accuracy | Test accuracy $\geq$ 73% |
|------------------|---------------|---------------------------|
|                  | Test accuracy | Round | Comm round | Train step | Infer step | Round | Comm round | Train step | Infer step |
| FedAvg           | 0.7515 ± 0.0131 | 346 ± 4 | 346 ± 4 | 153.7 ± 1.7 | 0 | 263 ± 46 | 263 ± 46 | 116.7 ± 20.3 | 0 |
| FedProx          | 0.7497 ± 0.0143 | 345 ± 1 | 345 ± 1 | 153.2 ± 0.6 | 0 | 250 ± 65 | 250 ± 65 | 110.8 ± 28.8 | 0 |
| MOON             | 0.7739 ± 0.0190 | 328 ± 10 | 328 ± 10 | 145.6 ± 5.2 | 291.1 ± 10.5 | 131 ± 28 | 131 ± 28 | 58.0 ± 15.0 | 116.0 ± 30.0 |
| FedDKD@87†      | 0.7760 ± 0.0062 | 85 ± 2 | 340 ± 7 | 37.7 ± 1.1 | 0.3 ± 0.0 | 49 ± 2 | 197 ± 10 | 22.0 ± 1.1 | 0.1 ± 0.0 |
| FedDKD          | **0.8076 ± 0.0043** | 294 ± 35 | 1175 ± 138 | 131.2 ± 15.5 | 0.9 ± 0.1 | **49 ± 2** | **197 ± 10** | **22.0 ± 1.1** | **0.1 ± 0.0** |

†Take 87 DKD rounds
the additional inference steps are caused by the calculation of the model-contrastive loss in the training process, which is twice the local training steps.

To determine the stability of FedDKD on data heterogeneity, we experiment with various data heterogeneity $\alpha$ on CIFAR-10. According to Fig. 2, when local datasets are more heterogeneously distributed on clients, the averaged global model in the function space has more advantages than the averaged model in the parameter space, which is consistent with our common intuition. Herein, we compare the function-averaged method FedDKD with other mainstream parameter-averaged federated learning methods to explore the reaction of each framework to different data heterogeneity in Table 4. The best results are highlighted in bold. The visualization of Table 4 is shown in Supplementary Materials G. The function-averaged method FedDKD is significantly efficient in alleviating the performance decay produced by data heterogeneity. With the data heterogeneity increasing, FedDKD outperforms other parameter-averaged methods by approximately 3% and 6%, respectively, when $\alpha$ is 0.1 and 0.05. The superiority of our method becomes more apparent as the data heterogeneity increases and the gap between the parameter-averaged model and function-averaged model widens.

For the more challenging dataset CIFAR-100, which has 100 categories, local teachers have low test accuracy (less than 40%) in the first 30 DKD rounds, and the knowledge is too incomplete to teach the student model. Thus, the DKD module is not executed for this experiment’s first 30 DKD rounds. FedDKD improves the global model by approximately 2% regarding test accuracy (Table 5). It only needs 1/3 of the DKD rounds and training steps in other methods to reach the same test accuracy target (i.e., 51.4%) under the same communications, which illustrates the training efficiency of the proposed method. For a fair comparison, we also run FedDKD for 110 DKD rounds (i.e., FedDKD@110), where the number of communication rounds is 350. In this case, FedDKD still slightly exceeds the baseline in test accuracy. However, FedDKD only trains approximately 1/3 of the steps. The best result in Table 5 is highlighted in bold.

The experiments on CIFAR-10/100 illustrate that the proposed method is efficient in much more complex tasks with equal DKD rounds and training steps. With similar communication costs and fewer training steps, FedDKD exceeds the baselines on test accuracy. The experiments imply that local training is often superfluous for heterogeneous datasets and that more communication is the key to higher performance.

### 4.3 Comparison with knowledge distillation algorithms

This subsection illustrates that as a data-free method, FedDKD performs better than other data-free FL algorithms equipped with KD, such as FedGen and FedDistill.

In FedGen, the server trains a generator to ensemble the client information in a data-free manner and then broadcasts it to users, regulating local training using the learned knowledge as an inductive bias. Additionally, FedDistill only collects and returns the average logits of the client models. In previous research [19], they also share the parameters of the client models as FedAvg for FedDistill, called FedDistill$^+$, to achieve a fair comparison.

The experiments on the EMNIST dataset follow the work in [19]. There are 20 clients with an active ratio of 50%. The local epoch $E = 20$. We use only 10% of the training dataset and all test datasets. To obtain an extremely heterogeneous dataset, we divide the training dataset according to the Dirichlet distribution with $\alpha = 0.05$ or 0.1. We maintain the hyperparameters for the baseline as those in FedGen [19]. For FedDKD, we set the DKD learning rate $\gamma = 0.40$ with a decay rate of 0.99 per DKD round, and the DKD steps $J = 3$. We run each experiment 10 times.

As Table 6 shows, FedDKD achieves the best test accuracy and outperforms the other methods by approximately 4.2% when $\alpha = 0.05$ and by 1.7% when $\alpha = 0.1$. The best results in Table 6 are highlighted in bold. The visualization of Table 6 is shown in Supplementary Materials H. In addition, FedDKD does not require a well-designed and well-trained extra generator as in FedGEN but achieves superb performance when the dataset is highly heterogeneous.

### 4.4 Architecture with the batch normalization layer

In this experiment, we consider the architecture with the BN layer and illustrate that FedDKD has excellent scalability for model structures with the BN layer.

| Methods    | $\alpha = 0.05$ | $\alpha = 0.1$ | $\alpha = 0.5$ |
|------------|----------------|----------------|----------------|
| FedAvg     | 0.5619 ± 0.0174 | 0.7515 ± 0.0131 | 0.8754 ± 0.0051 |
| FedProx    | 0.5724 ± 0.0208 | 0.7497 ± 0.0143 | 0.8750 ± 0.0035 |
| MOON       | 0.6159 ± 0.0268 | 0.7739 ± 0.0190 | 0.8749 ± 0.0062 |
| FedDKD     | 0.6760 ± 0.0094 | 0.8044 ± 0.0081 | 0.8775 ± 0.0029 |
Table 5 Performance overview of CIFAR-100

| Methods       | Test accuracy | Round | Comm round | Train step | Infer step |
|---------------|---------------|-------|------------|------------|------------|
| FedAvg        | 0.5188 ± 0.0041 | 339 ± 3 | 339 ± 3   | 150.4 ± 1.3 | 0          |
| FedProx       | 0.5227 ± 0.0067 | 324 ± 5 | 324 ± 5   | 143.9 ± 2.4 | 0          |
| MOON          | 0.4983 ± 0.0023 | 328 ± 7 | 328 ± 7   | 145.0 ± 3.6 | 290.0 ± 7.1|
| FedDKD@110†   | 0.5241 ± 0.0109 | 105 ± 4 | 330 ± 14  | 39.4 ± 7.0 | 0.330 ± 0.0 |
| FedDKD        | **0.5424 ± 0.0130** | 274 ± 48 | 1007 ± 193 | 115.1 ± 20.5 | 1.007 ± 0.2 |

†Take 110 DKD rounds

Most models remove the BN layer in federated learning to average the model better. However, FedBN introduces the BN layer to handle heterogeneous datasets when the local datasets are collected from different sources. This subsection primarily demonstrates the power of the DKD module equipped with other state-of-the-art methods.

Specifically, following the work [12], we use five different digit datasets: SVHN [42], USPS [43], SynthDigits [44], MNIST-M [44], and MNIST [45], with 10% of each dataset allocated to each client with 743 training samples for each local model. We use the same neural network model as in FedBN, with three convolutional layers with BN layers and three fully connected layers with BN layers. Please refer to Supplementary Materials I for the details of this experiment.

Table 7 illustrates that the FedDKD_BN achieves the best test accuracy and outperforms FedAvg by 3.21%, FedProx by 3.14%, FedBN by 0.31%, and FedDKD by 0.58%. The best results in Table 7 are highlighted in bold. Furthermore, FedDKD is slightly weaker than FedBN in test accuracy. However, for FedBN, every local model maintains its BN layer, which means it has $K$ models for $K$ clients, sharing most parameters and maintaining the respective batch normalization layer. In contrast, FedDKD has only a single global model.

The DKD module can work with the model with BN layers. Moreover, combining the technique for FedBN can improve performance. This finding also implies that the DKD module can be a general technique combined with other training methods for local models to improve performance.

Table 6 Test accuracy compared with knowledge distillation algorithms on the EMNIST dataset

| Methods       | $\alpha = 0.05$ | $\alpha = 0.1$ |
|---------------|----------------|----------------|
| FedAvg        | 64.76 ± 2.11   | 69.07 ± 1.71   |
| FedProx       | 63.90 ± 2.13   | 68.49 ± 1.74   |
| FedDistill+   | 63.18 ± 2.31   | 69.20 ± 1.44   |
| FedGEN        | 68.56 ± 1.82   | 72.06 ± 1.61   |
| FedDKD        | **72.77 ± 1.38** | **73.75 ± 1.60** |

4.5 Ablation experiments of DKD step $J$

The DKD step $J$ is an essential hyperparameter for our FedDKD algorithm, which balances the trade-off between test accuracy and communication cost. In this subsection, we indicate the effect of the DKD step on the performance of the FedDKD algorithm.

Particularly, when $J = 0$, the FedDKD degrades into the FedAvg algorithm. In this experiment, we show the influence of the DKD step $J$ for the FEMNIST and CIFAR-10 datasets. In this experiment, Fig. 7 shows the test accuracy of different algorithms and FedDKD with different DKD steps in 100 DKD rounds.

More DKD steps in each DKD round improve the test accuracy when $J$ is not too large. However, there is no apparent benefit to increasing the DKD steps from 10 to 15 for the FEMNIST dataset. Additionally, more DKD steps indicate more communication costs in each DKD round. To be exact, the communication cost of FedDKD with $J$ DKD steps is $J + 1$ times that of baselines. To reach a trade-off between test accuracy and total communication cost, we choose $J = 10$ for the FEMNIST experiments and $J = 3$ for the CIFAR-10 experiments. The experiments also reveal that communication between the server and clients has a more critical impact than relatively redundant local training epochs.

5 Discussion

This section introduces the second-order Taylor approximation of the optimized function (6). In this perspective, we discuss the relation of FedDKD to the parameter-averaged model. Motivated by that, we further discuss the approach to extend FedDKD to a second-order method as future work.

5.1 Relation to the parameter-averaged model

In this subsection, we discuss the relation to the parameter-averaged model of the optimization objective function of the DKD module and demonstrate why FedDKD performs
Table 7  The results for the multi-source digits dataset in 100 DKD rounds

| Methods       | FedAvg   | FedProx  | FedBN    | FedDKD   | FedDKD_BN |
|---------------|----------|----------|----------|----------|-----------|
| Best test accuracy | 82.57% ± 0.23% | 82.64% ± 0.42% | 85.47% ± 0.22% | 85.20% ± 0.21% | **85.78% ± 0.22%** |
| Final test accuracy  | 82.44% ± 0.22% | 82.36% ± 0.24% | 85.39% ± 0.30% | 85.02% ± 0.25% | **85.67% ± 0.23%** |

similarly to the parameter averaging method when the local datasets are homogeneous.

Taking the weighted average of the local models in the parameter space (i.e., \( \hat{w} \approx \sum_{k=1}^{K} q_k w_k \)) as the approximation of \( \hat{w} \) in (6) is a mainstream method in many federate learning algorithms. We analyze its rationality in the homogeneous dataset in terms of the DKD module and demonstrate why it does not work for a heterogeneous dataset.

A second-order Taylor approximation of the optimized function in (6) on a fixed point \( w^* \) is defined as follows:

\[
\sum_{k=1}^{K} q_k \int_{D_k} d\text{iv}(\Phi(x; w_k), \Phi(x; w)) P_k(dx)
\]

\[
= \frac{1}{2} \sum_{k=1}^{K} q_k \langle w_k - w^* | H_k(w^*) \rangle w_k - w^* \rangle + O(\|w_k - w^*\|^3) + O(\|w - w^*\|^3),
\]

(8)

where \( H_k(w^*) = \int_{D_k} \frac{\partial \Phi(x; w^*)}{\partial w}^\top H_\Phi(x; w^*) \frac{\partial \Phi(x; w^*)}{\partial w} P_k(dx) \) and \( H_\Phi(x; w^*) = \frac{\partial^2 \text{div}(u, v)}{\partial u \partial v} |_{u=v=\Phi(x; w^*)} \). The following proposition indicates the effectiveness of the weighted average model when datasets are homogeneous.

**Proposition 2** Assume that \( \text{div}(u, v) \) is differentiable for any possible \( u \) and \( v \), and the datasets \( D_k, k = 1, 2, \cdots, K \) on the clients are homogeneous (i.e., \( H_k(w^*) = H(w^*), \forall k = 1, \cdots, K \)), then \( \sum_{k=1}^{K} q_k w_k \) is one of the solutions of the following

\[
\text{arg min}_w \frac{1}{2} \sum_{k=1}^{K} q_k \langle w_k - w | H_k(w^*) \rangle w_k - w^* \rangle.
\]

Moreover, Corollary 1 is a linear form of Proposition 2. Detailed proof of Proposition 2 and Corollary 1 is provided in Supplementary Materials J.

**Corollary 1** If \( \Phi(x; w) = \Phi(x; (A, b)) = Ax + b \), where \( x \in \mathbb{R}^n, A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \), \( \text{div}(u, v) = \|u - v\|^2_2 \), and \( D_k, k = 1, \cdots, K \) are all homogeneous datasets, then one of the solutions of (6) is that \( \hat{w} = \sum_{k=1}^{K} q_k w_k \), which is the weighted average of the local models.

For a heterogeneous dataset, a more general case in federated learning, there is a high probability that Proposition 2 and Corollary 1 do not hold because \( H_k(w^*), k = 1, 2, \cdots, K \) may be very different. As a result, for heterogeneous datasets, only minimizing \( L_1 \) in (3) and then taking the weighted average of local models cannot guarantee the optimality of the global model. Thus, the DKD module is essential to minimize \( L_2 \) in (3) to search for a better global model in the function space under data heterogeneity situations.

Fig. 7 Test accuracy in 100 DKD rounds for FEMNIST (left) and CIFAR-10 (right) for baselines and FedDKD with different DKD step \( J \).
5.2 Extension to second-order methods

In this subsection, we show how to extend the FedDKD to a second-order method when training the DKD module, which serves as an extension for future work.

In this section, we assume \( q_k = 1/K \), \( k = 1, 2, \ldots, K \). Given a mini-batch \( B_k \) for the client \( k \), for any rational \( w \), we can find the update of the weights \( d \) for the central server.

\[
\min_d \sum_{k=1}^{K} d \, i \, u(\Phi(x_{B_k}, w + \Delta w_k), \Phi(x_{B_k}, w + d)),
\]

where \( \Delta w_k = w_k - w \). Using the second-order Taylor expansion, we have

\[
\sum_{k=1}^{K} H_k(w)(\Delta w_k - d) = 0
\]

where \( H_k(w) = \left( \frac{\partial \Phi(x_{B_k}, w)}{\partial w} \right)^T H_{B_k} \frac{\partial \Phi(x_{B_k}, w)}{\partial w} \) and \( z_{B_k} = \Phi(x_{B_k}, w) \), \( H_{B_k} = \frac{\partial^2 \Phi(x_{B_k}, w)}{\partial w^2} \). Hence, the parameter-averaged method can be viewed as a particular case that simply treats \( H_k(w) = I \) in (10).

If \( H_k(w) \) is computable and easy to store, FedDKD can be extended to utilize second-order optimization methods, which may further reduce the DKD steps per DKD round. However, the computation and storage of the second-order Taylor expansion is a primary challenge in many fields, such as natural gradient, as the neural network parameters are often in the millions. Combining FedDKD with the natural gradient solution method is one of our future research directions.

6 Conclusion

This paper proposes a novel federated learning framework with decentralized knowledge distillation called FedDKD. Directly averaging the local models is not inherently the best method for the permutation invariance of neural networks and the heterogeneity of local datasets. FedDKD utilizes decentralized knowledge distillation to learn what local models learn in the function space rather than the parameter space for the data heterogeneity situations. Experiments on various datasets demonstrate that FedDKD can achieve superb test accuracy, more efficient communication, and faster convergence speeds in some highly heterogeneous datasets.

In practice, FedDKD requires that the clients continuously stay online during \( J + 1 \) communication rounds, which is easy to implement when \( J \) is not too large and does not increase privacy risks compared to universal algorithms. In FedDKD, excessive local training is generally redundant, whereas communication is essential because it helps approach the average in the function space rather than the parameter space for heterogeneous datasets.

In future work, we will explore how to combine efficient second-order algorithms to accelerate the convergence of the distillation stage and further reduce the communication costs of the DKD module.
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