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Abstract

A reaction network together with a choice of rate constants uniquely gives rise to a system of differential equations, according to the law of mass-action kinetics. On the other hand, different networks can generate the same dynamical system under mass-action kinetics. Therefore, the problem of identifying “the” underlying network of a dynamical system is not well-posed, in general. Here we show that the problem of identifying an underlying weakly reversible deficiency zero network is well-posed, in the sense that the solution is unique whenever it exists. This can be very useful in applications because from the perspective of both dynamics and network structure, a weakly reversible deficiency zero ($WR_0$) realization is the simplest possible one. Moreover, while mass-action systems can exhibit practically any dynamical behavior, including multistability, oscillations, and chaos, $WR_0$ systems are remarkably stable for any choice of rate constants: they have a unique positive steady state within each invariant polyhedron, and cannot give rise to oscillations or chaotic dynamics. We also prove that both of our hypotheses (i.e., weak reversibility and deficiency zero) are necessary for uniqueness.

1 Introduction

A common approach to mathematical modeling in biochemistry, molecular biology, ecology, and (bio)chemical engineering is based on non-linear interactions between different species or entities, e.g., metabolic or signaling pathways in cells, predator-prey relations in population dynamics, and reactions inside a chemical reactor [16, 26, 31, 33]. These interactions, represented by a directed graph and under specified kinetic rules, generate a system of differential equations that model the time-dependent abundance of the interacting species. The most common kind of such kinetic rules is mass-action kinetics, where the rate at which interaction occurs is proportional to the abundance of interacting species, and the resulting differential equations have a polynomial right-hand side. Complex qualitative dynamics such as multistability, oscillations, and chaos are possible under mass-action kinetics [34, 35]. In general, determining the qualitative dynamics of a given mass-action system can be a very difficult task; on the other hand, certain structures in an associated directed graph, or reaction network, are linked to special dynamical properties.

One such network property is weak reversibility, i.e., every reaction is part of an oriented cycle. A weakly reversible system has at least one positive steady state within each invariant polyhedron [2]. Even though some weakly reversible systems may have infinitely many steady states [3], they are conjectured to be persistent and even permanent [12]. After some restrictions on rate constants, weakly reversible mass-action systems are complex-balanced, which are known for admitting a globally defined strict Lyapunov function [15, 21, 23].
In particular, complex-balanced systems cannot give rise to multistability, oscillations, or chaotic dynamics, and are conjectured to have a globally stable positive steady state within each invariant polyhedron; this conjecture has been proved under some additional assumptions \cite{1,4,12,19}. The number of constraints on the rate constants necessary for complex-balancing is measured by an integer called the *deficiency* of the network \cite{7} (see Definition 2.7). In the case of weak reversibility and deficiency zero, which we call WR\(_0\) for short, the system is *always* complex-balanced, regardless of the choice of rate constants; this is the statement of the Deficiency Zero Theorem \cite{15,17,21}.

An example of a WR\(_0\) biochemical system is a model for T-cell receptor signal transduction \cite{27,31}, whereby a T-cell receptor (T) forms an initial ligand-receptor complex (C\(_0\)) that is converted (by phosphorylation) to an active form (C\(_N\)) via a sequence of intermediates (C\(_i\)); the active form C\(_N\) of the complex is responsible for generating a signal. Also, any of the ligand-receptor complex C\(_i\) may dissociate. The reaction network (with rate constants as labeled) proposed by McKeithan for this process is shown in Figure 1. This reaction network is weakly reversible and deficiency zero, and thus any positive steady state is asymptotically stable within its invariant polyhedron. Indeed, any positive steady state is *globally stable* within its invariant polyhedron \cite{31}.

Figure 1: A mass-action system modelling signal transduction of a T-cell receptor \cite{27}. A T-cell receptor T initially binds to a peptide-major histocompatibility complex M, while the active form C\(_N\) of the ligand-receptor complex is responsible for signal generation. This WR\(_0\) system has a unique globally stable equilibrium up to conservation laws \cite{31}.

In short, under mass-action kinetics, a reaction network (dictating interactions of interest) and a choice of positive rate constants (proportionality constants for each interaction) uniquely determine the dynamics. Moreover, if the network satisfies certain conditions, then one can deduce the qualitative dynamics without solving the system of differential equations.

On the other hand, a given system of differential equations, even if known to have come from mass-action kinetics, is *not* associated with a unique network structure \cite{13}. Indeed, without additional requirements, there are infinitely many networks that can give rise to the same dynamical system under mass-action kinetics. Earlier studies took advantage of the possibility of finding a network with desirable properties, to conclude that a system of differential equations has certain dynamical properties \cite{5,9,10,24,25}. For example, the dynamical system

\[
\frac{dx}{dt} = 3 - 3x^3
\]

can be generated by any of the three networks in Figure 2 using the rate constants labeled in the figure (and also can be generated by many other networks, for well-chosen rate constants). The network in Figure 2(c) is neither weakly reversible nor has deficiency zero; the network in Figure 2(b) is weakly reversible but has a positive deficiency. The Deficiency Zero Theorem is therefore silent until one recognizes that the same dynamics is also realized by the WR\(_0\) system in Figure 2(a). While it is unnecessary to search for a WR\(_0\) realization for such simple differential equations, this process of finding *dynamically equivalent* (see Definition 2.8) realizations applies...
to much more complicated and higher dimensional systems. Moreover, finding different realizations is essentially a linear feasibility problem, and algorithms exist for this very purpose [29,32].

\[
\begin{align*}
0 & \xrightarrow{1} 3X \\
0 & \xrightarrow{\frac{3}{2}} 2X \xleftarrow{1} 3X \\
0 & \xrightarrow{3} X \quad 2X \xleftrightarrow{3} 3X
\end{align*}
\]

(a) (b) (c)

Figure 2: Mass-action systems that give rise to the same system of differential equations. Labels on edges are rate constants for that reaction.

The general non-uniqueness of networks that can generate a given dynamical system poses a challenge: what is a reaction mechanism that is consistent with kinetic data? The lack of network identifiability implies that even if one has experimental data with perfect accuracy and temporal resolution, it is impossible to determine the underlying reaction network, without imposing conditions on the network structure. Thus, it is reasonable to seek the “simplest” network that is consistent with the data. One may require minimal number of vertices in the network, or weak reversibility, or perhaps minimal deficiency; these are not unrelated. If there exists a weakly reversible realization, then there exists one that uses the minimal number of vertices, namely the distinct monomials appearing in the differential equations [9]. Moreover, by minimizing the number of vertices in the network, one also minimizes deficiency (see Proposition 3.5).

Since WR\(_0\) realizations are desirable because of simplicity as well as stable dynamics (by the Deficiency Zero Theorem), the question we pose is: can there be different WR\(_0\) realizations for the same dynamical system? The answer is no: WR\(_0\) realizations are unique (see Theorem 3.12). Moreover, we show that both weak reversibility and deficiency zero are necessary for uniqueness.

This paper is organized as follows. Section 2 introduces mass-action systems and dynamical equivalence, as well as other notions and results of reaction network theory used throughout this work. Then we show the necessity of weak reversibility and deficiency zero in Section 3.1 and describe restrictions on the network structure imposed by these two conditions in Section 3.2. Finally, we prove the uniqueness of weakly reversible and deficiency zero realization in Section 3.3.

2 Background

In this section, we introduce mass-action systems and notions that are necessary for our exposition. For a short introduction to the mathematics of mass-action systems, see [35], and a detailed description of classical results, see [17]. Throughout, let \(\mathbb{R}_>\) denote the set of positive real numbers, and \(\mathbb{R}_n^>\) the set of vectors with positive components, i.e., \(x \in \mathbb{R}_n^>\) if \(x_i > 0\) for all \(i = 1, 2, \ldots, n\). Analogously, let \(\mathbb{R}_≥\) and \(\mathbb{R}_n^≥\) denote the sets of non-negative numbers and vectors respectively. Summing over the empty set returns the zero vector, i.e., \(\sum_{y \in \emptyset} y = 0\). If \(S_1, S_2, \ldots, S_k\) are linear subspaces of \(\mathbb{R}_n\), we say that they are linearly independent subspaces if for any choice vectors \(v_i \in S_i\) such that \(\sum_{i=1}^k v_i = 0\), it follows that \(v_i = 0\) for all \(i\). The disjoint union of sets is denoted \(X \sqcup Y\).
Definition 2.1. A reaction network is a directed graph $G = (V, E)$, where $V$ is a finite subset of $\mathbb{R}^n$, and there are neither self-loops nor isolated vertices.

In the reaction network literature, a vertex is also called a complex. An edge $(y, y')$, also called a reaction, is denoted $y \rightarrow y'$. Vertices are points in $\mathbb{R}^n$, so an edge $y \rightarrow y' \in E$ can be regarded as a bona fide vector between vertices. Each edge is associated to a reaction vector $y' - y \in \mathbb{R}^n$.

The set of vertices of a reaction network can naturally be partitioned according to the connected components, also called linkage classes in the reaction network literature. Given a reaction network, we identify a linkage class by the subset of vertices in that connected component. A reaction network is said to be weakly reversible if every linkage class is strongly connected, i.e., every edge is part of an oriented cycle.

Definition 2.2. A reaction network $(V, E)$ has affinely independent linkage classes if the vertices in each linkage class are affinely independent, i.e., if the vertices in $\{y_0, y_1, \ldots, y_m\} \subseteq V$ define a linkage class, then the set $\{y_j - y_0 : j = 1, 2, \ldots, m\}$ consists of linearly independent vectors.

Example 2.3. The examples of Figure 2 are represented as directed graphs embedded in $\mathbb{R}$ in Figure 3. The complexes 0 and 3X correspond to the points 0 and 3 \in \mathbb{R} respectively. Similarly, the complexes X and 2X can be understood as 1 and 2 \in \mathbb{R}. The rate constants have been kept for clarity. An edge in a network is a vector that points from the source to the target.

The networks shown in Figures 3(a) and 3(b) have a single linkage class and are weakly reversible, while that in Figure 3(c) has two linkage classes and is not weakly reversible. The networks in Figure 3(a) and Figure 3(c) have affinely independent linkage classes, while that of Figure 3(b) does not have affinely independent linkage classes, since 0, 2, and 3 are co-linear (thus not affinely independent) points of $\mathbb{R}$.

Definition 2.4. Let $G = (V, E)$ be a reaction network in $\mathbb{R}^n$. Let $\kappa \in \mathbb{R}^E_{\geq 0}$ be a vector of rate constants. A mass-action system $(G, \kappa)$ is the weighted directed graph, whose associated dynamical system is the system of differential equations on $\mathbb{R}^n_{>0}$

$$\frac{dx}{dt} = \sum_{y_i \rightarrow y_j \in E} \kappa_{ij} x^{y_{ij}} (y_j - y_i),$$

where $x^y = x_1^{y_1} x_2^{y_2} \cdots x_n^{y_n}$.

It is sometimes convenient to refer to $\kappa_{ij}$ even though $y_i \rightarrow y_j$ may not be an edge in the network. In such cases, the convention is to take $\kappa_{ij} = 0$.

We can rearrange the sum on the right-hand side of (1) by grouping terms with the same monomial, each being multiplied by the weighted sum of reaction vectors originating from the corresponding
source vertex, as in
\[
\frac{dx}{dt} = \sum_{y_i \in V} x^{y_i} \sum_{y_j \in V} \kappa_{ij}(y_j - y_i).
\]

We give a name to the weighted sum associated with each monomial.

**Definition 2.5.** Let \((G, \kappa)\) be a mass-action system, and let \(y_i \in V\). The **net reaction vector from** \(y_i\) is
\[
\sum_{y_j \in V} \kappa_{ij}(y_j - y_i).
\]  

(2)

For convenience, we may refer to the net reaction vector even though \(y_i \not\in V\); in this case, let the net reaction vector be the zero vector.

The right-hand side of (1) clearly lies in the linear space of all net reaction vectors. It also lies in the (possibly larger) **stoichiometric subspace**

\[
S = \text{span}\{y_j - y_i : y_i \rightarrow y_j \in E\}.
\]

Hence, any solution to (1) is confined to translates of \(S\). For any \(x_0 \in \mathbb{R}_+^n\), the **stoichiometric class of** \(x_0\) is the polyhedron \((x_0 + S) \cap \mathbb{R}_+^n\). In the current work, we extend the notion of the stoichiometric subspace to subsets of vertices, usually from the same linkage class.

**Definition 2.6.** Let \((V, E)\) be a reaction network and \(V_0 \subseteq V\). The **stoichiometric subspace defined by** \(V_0\) is the vector space

\[
S(V_0) = \text{span}\{y_j - y_i : y_i, y_j \in V_0\}.
\]

If \(V_0 = \{y_0, y_1, \ldots, y_m\}\), then \(S(V_0) = \text{span}\{y_j - y_0 : j = 1, 2, \ldots, m\}\), so that if \(V_0\) consists of affinely independent vertices, the set of vectors from a fixed vertex to all others forms a basis for \(S(V_0)\). Clearly, if \(V_0 \subseteq V_1\), then \(S(V_0) \subseteq S(V_1)\). If \(V_0\) defines a linkage class of \(G\), then \(S(V_0)\), the stoichiometric subspace of the linkage class, captures the geometry of this connected component. Furthermore, the stoichiometric subspace of the network is the vector sum of the stoichiometric subspaces of the linkage classes. In particular, if \(G\) has a single linkage class, then \(S(V) = S\). However, if \(G\) has multiple linkage class, \(S\) may be a proper subspace of \(S(V)\).

While weak reversibility is a property of a reaction network, it has dynamical implications. For example, every weakly reversible mass-action system has at least one positive steady state within every stoichiometric class [2]; they are also conjectured to be persistent and permanent, with certain cases proven, e.g., when \(n = 2\) [12], or when \(\text{dim } S = 2\) with all trajectories bounded [28], or when there is only one linkage class [1, 4]. Weak reversibility is also necessary for complex-balancing, known for their asymptotic stability and conjectured to be globally stable [6, 22]. By definition, a positive steady state \(x\) is a **complex-balanced steady state** of a mass-action system \((G, \kappa)\) if at every \(y_i \in V\), we have
\[
\sum_{y_i \rightarrow y_j \in E} \kappa_{ij} x^{y_i} = \sum_{y_j \rightarrow y_i \in E} \kappa_{ji} x^{y_j}.
\]
The above equation can be interpreted as balancing the fluxes across the vertex $y_i$. Once a mass-action system admits a complex-balanced steady state, all of its positive steady states are complex-balanced [23]; therefore we call such a mass-action system a complex-balanced system. Because every stoichiometric class has exactly one complex-balanced steady state, the set of positive steady states has dimension equal to $\dim S^\perp$ [23].

Not every weakly reversible mass-action system is complex-balanced. In general, for a system to be complex-balanced, the rate constants should satisfy some algebraic constraints, the number of which is measured by a non-negative integer called the deficiency [7].

Definition 2.7. Let $(V, E)$ be a reaction network with $\ell$ linkage classes and stoichiometric subspace $S$. The deficiency of the network is the integer $\delta = |V| - \ell - \dim S$.

One can also consider the deficiency of a linkage class given by $V_i \subseteq V$, defined as $\delta_i = |V_i| - 1 - \dim S(V_i)$. It is easy to see that

$$\delta \geq \sum_{i=1}^\ell \delta_i,$$

with equality if and only if the stoichiometric subspaces of the linkage classes $\{S(V_i)\}_{i=1}^\ell$ are linearly independent. If $\delta = 0$, then necessarily $\delta_i = 0$ for all $i = 1, 2, \ldots, \ell$.

When the deficiency of a weakly reversible reaction network is zero, then for any choice of positive rate constants, the mass-action system is complex-balanced [15, 21]. It then follows that within every stoichiometric class, the associated dynamical system (1) has a unique positive steady state, which is linearly stable [23, 30]. The deficiency is a property of the reaction network, not of the associated dynamical system, yet in the case of deficiency zero, it has strong implications on the dynamics under mass-action kinetics. In this work, we are interested in weakly reversible and deficiency zero reaction networks, which we refer to as a WR$_0$ network.

The associated dynamical system (1) is uniquely defined by the network and its rate constants; however, different reaction networks can give rise to the same system of differential equations under mass-action kinetics [13]. Dynamical equivalence captures the notion when different mass-action systems (networks with their rate constants) have the same associated dynamical system, which occurs if and only if their net reaction vectors at each vertex coincide.

Definition 2.8. Let $(G, \kappa)$ and $(G', \kappa')$ be mass-action systems and $V_0 \subseteq V \cup V'$. The mass-action systems are said to be dynamically equivalent on $V_0$ if for all $y_i \in V_0$, we have

$$\sum_{y_i \rightarrow y_j \in E} \kappa_{ij}(y_j - y_i) = \sum_{y_i \rightarrow y_j \in E'} \kappa'_{ij}(y_j - y_i),$$

i.e., their net reaction vectors from $y_i$ with respect to $(G, \kappa)$ and $(G', \kappa')$ are the same. If (3) holds at every $y_i \in V \cup V'$, then we say $(G, \kappa)$ and $(G', \kappa')$ are dynamically equivalent. In that case, they are realizations of the same associated dynamical system.

Some of the sums above may be over an empty set, for example on the left-hand side of (3) if $y_i \not\in V$; in such cases, we take the sum to be the zero vector. This demonstrates that a realization may contain as many vertices as one would like, as long as it includes those corresponding to the monomials that appear in the dynamical system.
3 On unique weakly reversible, deficiency zero realization

The goal of this paper is to prove that for an associated dynamical system of a mass-action system, there is at most one weakly reversible, deficiency zero realization, which we call a WR$_0$ realization. This problem has been solved when there is only one linkage class [11, 14]. Here, we consider the problem in full generality.

In Section 3.1 we demonstrate the necessity of weak reversibility and deficiency zero through examples. Then in Section 3.2 we establish some restrictions on the network structure of a WR$_0$ realization. Finally, we prove that weak reversibility and deficiency zero are sufficient for a unique realization in Section 3.3.

3.1 Necessary conditions for uniqueness of WR$_0$ realization

To show that weak reversibility and deficiency zero are necessary for uniqueness, we consider three examples. The first, shown in Figure 4, involves two realizations with zero deficiency but are not weakly reversible. In Figures 5 and 6 are weakly reversible and dynamically equivalent systems but (some) have positive deficiencies. Figure 5 illustrates when deficiency is positive because of an affinely dependent linkage class, while Figure 6 illustrates when it is because of linear dependence between stoichiometric subspaces of linkage classes.

Example 3.1. The dynamically equivalent systems with zero deficiency shown in Figure 4 share the same associated dynamical system, namely,
\[
\begin{align*}
\dot{x} &= 1 + 2y^2, \\
\dot{y} &= 1 - 2y^2.
\end{align*}
\]

Neither of the mass-action systems is weakly reversible, demonstrating that weak reversibility is necessary for a unique WR$_0$ realization. Note that the monomials appearing in the associated dynamical system must be source vertices in the realization.

Example 3.2. The dynamically equivalent, weakly reversible mass-action systems shown in Figure 5 share the associated dynamical system
\[
\begin{align*}
\dot{x} &= 2 - 2x^2y^2, \\
\dot{y} &= 2 - 2x^2y^2.
\end{align*}
\]
The network in Figure 5(b) has positive deficiency, demonstrating that \( \delta = 0 \) is necessary for a unique \( \text{WR}_0 \) realization. The vertices in Figure 5(b) are not affinely independent. As we shall see in Theorem 3.4, this is one of two causes for a positive deficiency.

![Figure 5: Two dynamically equivalent mass-action systems that are weakly reversible, but the deficiency of the network in (b) is positive.](image)

**Example 3.3.** Finally, the dynamically equivalent, weakly reversible mass-action systems shown in Figure 6 share the associated dynamical system

\[
\dot{x} = 2 - x + x^2 - 2x^3.
\]

However, both networks have a positive deficiency, demonstrating that \( \delta = 0 \) is necessary for a unique realization. In Figure 6(a), the stoichiometric subspaces of the linkage classes are not linearly independent. As we shall see in Theorem 3.4, this is another cause for positive deficiency.

![Figure 6: Two dynamically equivalent mass-action systems that are weakly reversible, but the deficiency of each network is positive.](image)

### 3.2 Network structure of \( \text{WR}_0 \) realizations

There are at least three restrictions on the network structure of a \( \text{WR}_0 \) realization. First, deficiency zero can be characterized by affinely independent linkage classes and linearly independent stoichiometric subspaces of the linkage classes. Second, a \( \text{WR}_0 \) realization uses the minimal number of vertices, precisely those corresponding to the monomials that appear explicitly in the dynamical system. Finally, if there are two \( \text{WR}_0 \) realizations, they must have the same number of linkage classes. We address each of these assertions below.

If the deficiency \( \delta \) of the network is zero, then the deficiency \( \delta_i \) of each linkage class is also zero, and \( \delta = \sum_i \delta_i \). The former implies that the stoichiometric subspace of the linkage class \( S_i \) is of dimension \( |V_i| - 1 \), i.e., the vertices in \( V_i \) are affinely independent. The latter implies that the stoichiometric subspaces of the linkage classes are linearly independent. Therefore, we have the following theorem.

**Theorem 3.4 ([11,17]).** The deficiency of a reaction network is zero if and only if
(i) the network has affinely independent linkage classes, i.e., the vertices in each linkage class are affinely independent, and

(ii) the stoichiometric subspaces of the linkage classes are linearly independent.

When it comes to weakly reversible realizations, any vertex for which the net reaction vector is zero can be removed while maintaining dynamical equivalence [9]. Indeed, a weakly reversible realization exists if and only if one exists using only the vertices that appear in the monomials of the differential equations (after simplification). Moreover, for any additional vertex not coming from the monomials, the deficiency increases by one.

Proposition 3.5 ([9, Theorems 4.8 and 4.12]). The vertices of any WR\(_0\) realization of \(\dot{x} = f(x)\) are precisely the exponents of the monomials with non-zero coefficients in \(f(x)\).

Once the set of vertices is fixed, finding realizations (satisfying certain constraints like weak reversibility, minimal deficiency, or complex-balancing) is relatively simple, and algorithms based on optimization techniques exist. For example, see [24,25,29], or [32] for a MATLAB implementation.

Moreover, knowing that the sets of vertices are the same for WR\(_0\) realizations of a given system, we can further show that the numbers of linkage classes are the same:

Proposition 3.6. In any WR\(_0\) realization of \(\dot{x} = f(x)\), the number of linkage classes is given by \(|V| - \text{codim } Z\), where \(|V|\) is the number of distinct monomials in \(f(x)\) with non-zero coefficients, and \(Z\) is the set of positive steady states.

Proof. Recall that the deficiency of a network \(G\) is \(\delta_G = |V| - \ell_G - \dim S_G\). We already noted in Proposition 3.5 that \(|V|\) is the number of distinct monomials with non-zero coefficients in the differential equations, hence constant between dynamically equivalent WR\(_0\) realizations. If \((G, \kappa)\) and \((G', \kappa')\) are two such realizations, they share the same associated dynamical system and thus the same set of positive steady states \(Z\), whose codimension is \(\dim S_G\) [23]. Therefore, if \(\delta_G = \delta_{G'} = 0\), then

\[\ell_G = |V| - \dim S_G = |V| - \text{codim } Z = \ell_{G'}.\]

In other words, the realizations have the same number of linkage classes.

3.3 Proof of uniqueness of WR\(_0\) realization

The case for the uniqueness of WR\(_0\) realization with a single linkage class follows immediately from Theorem 3.4. This case was first proved in [14] using linear algebraic methods; a more geometric proof can be found in [11].

Corollary 3.7. Any weakly reversible, deficiency zero realization with a single linkage class is unique.

Proof. Suppose that two WR\(_0\) realizations \((G, \kappa)\) and \((G', \kappa')\) are dynamically equivalent, i.e., for every \(y_i \in V = V'\), we have

\[\sum_{y_j \neq y_i} \kappa_{ij}(y_j - y_i) = \sum_{y_j \neq y_i} \kappa'_{ij}(y_j - y_i),\]

In other words, the realizations have the same number of linkage classes. \(\square\)
where $\kappa_{ij}$, $\kappa'_{ij} \geq 0$ are the appropriate rate constants from the realizations (which is set to zero if no edge is present). Because the vertices are affinely independent, the only solution to the linear equation

$$\sum_{y_j \neq y_i} (\kappa_{ij} - \kappa'_{ij}) (y_j - y_i) = 0$$

is $\kappa_{ij} = \kappa'_{ij}$ for all $i \neq j$. This is true for all edges with source vertex $y_i$. Hence, $(G, \kappa) = (G', \kappa')$. 

Figure 7: Two dynamically equivalent mass-action systems. Each linkage class of (a) is properly contained in a linkage class of (b). Vertices in (b) are highlighted according to the partitioning by the linkage classes of (a).

In the case of multiple linkage classes, there could (in theory at least) be different ways to partition the vertex set by linkage classes while maintaining dynamical equivalence. For example, the two systems in Figure 7 are dynamically equivalent and weakly reversible. While the linkage classes of (a) are

$$V_1 \sqcup V_2 = \{0, 2X + 2Y\} \sqcup \{2X, 2Y\},$$

the network (b) has only one linkage class. Note that $V_1$ is properly contained in the linkage class of (b), which has affinely dependent vertices and deficiency one.

Figure 8: Two dynamically equivalent mass-action systems. No linkage class of (a) is properly contained in any linkage class of (b), and vice versa. Vertices in (b) are highlighted according to the partitioning by the linkage classes of (a).

As a second example, consider the dynamically equivalent systems in Figure 8. Each of the linkage classes of (a),

$$V_1 = \{0, 3X\} \quad \text{and} \quad V_2 = \{X, 2X\},$$

is split between different linkage classes of (b), with 0 and 2X belonging to one linkage class, while X and 3X belonging to another. Note that the systems shown in Figure 8 have linkage classes that generate linearly dependent stoichiometric subspaces. The two networks also have deficiency one.
The examples in Figures 7 and 8 illustrate that, at least in principle, that vertices can be arranged into different linkage classes while maintaining dynamical equivalence.

If the partitioning of vertices by linkage classes are identical between two WR_0 realizations, treating each linkage class as if it is a mass-action system with one connected component, we can conclude uniqueness from Corollary 3.7. In the remainder of this section, we prove that the situations in Figures 7 and 8 are inconsistent with deficiency zero. More precisely, Lemma 3.8 shows that if a linkage class is properly contained in a linkage class of another realization (the situation in Figure 7(b)), then the latter linkage class cannot be affinely independent. Lemma 3.11 shows that if a linkage class is split between different linkage classes of another realization (the scenario of Figure 8), then the stoichiometric subspaces of the latter’s linkage classes cannot be linearly independent.

Although the following lemmas repeatedly refer to a reaction network G with one linkage class, we have in mind as one connected component of a larger reaction network.

**Lemma 3.8.** Let \((G, \kappa)\) be a mass-action system with one linkage class. Let \((G', \kappa')\) be a weakly reversible mass-action system with one linkage class such that \(V \subseteq V'\). If \((G, \kappa)\) and \((G', \kappa')\) are dynamically equivalent on \(V\), the vertices of \(G'\) cannot be affinely independent.

**Proof.** Since \(G'\) is strongly connected and \(V \subseteq V'\), there exists \(y_0 \in V\) and \(y' \in V' \setminus V\) such that \(y_0 \rightarrow y' \in E'\). The rate constant for this reaction in \((G', \kappa')\) is non-zero. Dynamical equivalence at \(y_0\) demands that

\[
0 = \sum_{y'_i \in V' \setminus V} \kappa'_i (y'_i - y_0) + \sum_{y_i \in V} (\kappa'_i - \kappa_i)(y_i - y_0),
\]

where \(\kappa_i, \kappa'_i \geq 0\) are the appropriate rate constants of \(y_0 \rightarrow y_i\) in either \(G\) or \(G'\). If the vertices of \(G'\) are affinely independent, the coefficients in the above equation must be zeroes. In particular, \(\kappa'_i = 0\) whenever \(y'_i \notin V\), contradicting the existence of a reaction in \(G'\) from \(V\) to \(V' \setminus V\). \(\square\)

Recall that the stoichiometric subspace \(S\) of a reaction network \(G\) is the linear span of all reaction vectors in \(G\). If \(G\) has a single linkage class, then \(S = S(V)\), where \(S(V)\) is the span of vectors that point between vertices. The following lemma characterizes the stoichiometric subspace of a weakly reversible mass-action system \((G, \kappa)\) in terms of the net reaction vectors.

**Lemma 3.9.** Let \((G, \kappa)\) be a mass-action system with one linkage class. For each \(y_i \in V\), let \(w_i\) be the net reaction vector from \(y_i\), and let \(S\) be the stoichiometric subspace. Then we have:

(i) \(\text{span}\{w_i\}_{i=1}^m \subseteq S\).

(ii) If \(G\) is weakly reversible, then \(\text{span}\{w_i\}_{i=1}^m = S\).

(iii) If \(G\) is weakly reversible and deficiency zero, then the vectors in \(\{w_i\}_{i=1}^m\) are linearly dependent and any \(m-1\) vectors from the set are linearly independent, i.e., any such \(m-1\) vectors form a basis for \(S\).

**Proof.** Claim (i) follows easily from definition.

For claim (ii), suppose \(G\) is weakly reversible, and suppose for a contradiction that the net reaction vectors do not span all of \(S\), i.e., \(W = \text{span}\{w_i\}_{i=1}^m \nsubseteq S\). Then there exists a non-zero vector \(v \in S\) that is perpendicular to \(W\). Since \(v \neq 0\), there exists a reaction \(y_i \rightarrow y_j \in E\) such
that \( \mathbf{v} \cdot (\mathbf{y}_j - \mathbf{y}_i) \neq 0 \). In particular, the set \( \{ \mathbf{v} \cdot \mathbf{y}_i \}_{i=1}^m \) has at least two different numbers. Let 
\[
V_{\max} = \{ y_i \in V : \mathbf{v} \cdot \mathbf{y}_i = \max_i \mathbf{v} \cdot \mathbf{y}_i \}
\]
be the subset of vertices which maximizes the dot product. Weak reversibility implies that there exists an edge from a vertex in \( V_{\max} \) to a vertex not in it. Without loss of generality, let \( y_1 \rightarrow y_2 \) be this edge, where \( y_1 \in V_{\max} \). Note that for all \( i = 1, 2, \ldots, m \), we have \( \mathbf{v} \cdot (\mathbf{y}_1 - \mathbf{y}_i) \leq 0 \), so
\[
\mathbf{v} \cdot \mathbf{w}_1 = \sum_{y_j \in V} \kappa_{1j} \mathbf{v} \cdot (\mathbf{y}_j - \mathbf{y}_1) \leq \kappa_{12} \mathbf{v} \cdot (\mathbf{y}_2 - \mathbf{y}_1) < 0.
\]

In other words, \( \mathbf{v} \) is not perpendicular to \( \mathbf{w}_1 \), contradicting our assumption that \( \mathbf{v} \) is perpendicular to \( W \).

Finally, for claim \( (iii) \), suppose that \( G \) is WR0. Let \( W \in \mathbb{R}^{n \times m} \) be the matrix with \( w_i \) as its \( i \)-th column. By \( (ii) \) of the lemma, the range of \( W \) is the stoichiometric subspace \( S \), which is of dimension \( m - 1 \) because \( \delta = 0 = m - 1 - \dim S \). In other words, the rank of \( W \) is \( m - 1 \), thus the dimension of \( \ker W \) is 1.

Since \( G \) is weakly reversible, the mass-action system \((G, \kappa)\) admits a positive steady state \( \mathbf{x} \) [2]. Rearranging the steady state equation by first summing over the vertices, we obtain the following liner equation involving the net reaction vectors:
\[
0 = \sum_{y_i \in V} \mathbf{x}^{y_i} \sum_{y_i \rightarrow y_j \in E} \kappa_{ij} (\mathbf{y}_j - \mathbf{y}_i) = \sum_{y_i \in V} \mathbf{x}^{y_i} \mathbf{w}_i.
\]

In particular, the vector \( \mathbf{\alpha} = (\mathbf{x}^{y_1}, \mathbf{x}^{y_2}, \ldots, \mathbf{x}^{y_m})^\top \) has strictly positive coordinates and spans \( \ker W \). Therefore, any non-zero vector in \( \ker W \) cannot have a zero as one of its components. This implies that any choice of \( m - 1 \) columns of \( W \) form a linearly independent set, which spans \( \text{Im} W = S \).

**Remark 3.10.** Lemma 3.9 is related to some well-known results in the reaction network literature. In the case when every vertex in \( G \) is also a source vertex (e.g., in the case when \( G \) is weakly reversible), we have \( W = Y \mathbf{A}_\kappa \), where column \( i \) of \( Y \) is the vertex \( y_i \), and \( -\mathbf{A}_\kappa^\top \) is the Laplacian matrix of the weighted graph \((G, \kappa)\). The space \( \text{Im} W \) is known as the kinetic subspace of \((G, \kappa)\), and \( (ii) \) was proved in [18]. In the case when \( G \) is weakly reversible and deficiency zero, \( \ker (YA_\kappa) = \ker A_\kappa \), so \( (iii) \) follows from the well-known fact that \( \dim(\ker A_\kappa) \) is equal to the number of linkage classes [17, 20, 23].

**Lemma 3.11.** Let \((G, \kappa)\) be a WR0 realization with one linkage class. Let \((G', \kappa')\) be a mass-action system with \( V \subseteq V' \), and suppose that the vertices in \( V \) are split between at least two linkage classes of \( G' \). If \((G, \kappa)\) and \((G', \kappa')\) are dynamically equivalent on \( V \), then the stoichiometric subspaces of the linkage classes of \( G' \) cannot be linearly independent.

**Proof.** Partition \( V' = V'_1 \cup V'_2 \cup \cdots \cup V'_\ell \) according to the linkage classes of \( G' \). For each \( p = 1, 2, \ldots, \ell \), let \( V_p = V'_p \cap V \). Without loss of generality (by throwing away linkage classes that do not intersect \( V \)), we may assume that each \( V_p \neq \emptyset \). For each \( y_i \in V \), let \( w_i \) be its net reaction vector. Note that by virtual of dynamical equivalence, \( w_i \) is the net reaction vector with respect to the realization \((G', \kappa')\) as well as \((G, \kappa)\). Let \( S_p = \text{span}\{w_i : y_i \in V'_p\} \) be the span of net reaction vectors in \( V_p \). We also know that
\[
S_p \subseteq \text{span}\{w_i : y_i \in V'_p\} \subseteq S(V'_p),
\]

where the latter inclusion follows from Lemma 3.9(i) applied to the connected component $V'$. However, applying Lemma 3.9(iii) to $\{w_1, w_2, \ldots, w_m\}$ implies that $S_1, S_2, \ldots, S_ℓ$ are linearly dependent, and therefore $S(V'_1), S(V'_2), \ldots, S(V'_ℓ)$ are not linearly independent.

We now prove uniqueness of WR₀ realizations for networks with any number of linkage classes.

**Theorem 3.12.** Any weakly reversible, deficiency zero realization is unique. In other words, if a mass-action system admits several different realizations, then at most one of them can be WR₀.

**Proof.** Let $(G, κ)$ be a WR₀ realization. Suppose that $(G', κ')$ is a dynamically equivalent WR₀ realization. As noted in Propositions 3.5 and 3.6, the vertices of WR₀ realizations are determined by the monomials that appear explicitly in the associated system of differential equations, and the number of linkage classes remains constant. Moreover, each linkage class has zero deficiency.

Partition the vertices by the linkage classes of $G$ as $V = V_1 \sqcup V_2 \sqcup \cdots \sqcup V_ℓ$. Similarly partition the vertices by the linkage classes of $G'$, as in $V = V'_1 \sqcup V'_2 \sqcup \cdots \sqcup V'_ℓ$. If any of the linkage classes share the same set of vertices, i.e., $V_i = V'_j$ for some $i, j$, it follows from Corollary 3.7 that this linkage class in $(G, κ)$ is identical in structure and rate constants to that of $(G', κ')$. We proceed by induction on the number of differing linkage classes. Without loss of generality, we assume that $ℓ \geq 2$ and there are no identical linkage classes between the two realization.

Recall from Theorem 3.4 that any deficiency zero realization has affinely independent linkage classes, and the stoichiometric subspaces of the linkage classes are linearly independent. The linkage class, say $V_1$, of $G$ intersects non-trivially with some linkage class of $G'$, say $V'_j$, in the sense that either $V'_j \setminus V_1 \neq \emptyset$ or $V_1 \setminus V'_j \neq \emptyset$ (or both). It is either the case that $V_1 \subsetneq V'_j$ or $V'_j \subsetneq V_1$, or we would contradict the affine independence assumption of the larger subset of vertices by Lemma 3.8. Hence it must be the case that the intersection is non-trivial, i.e., $V_1 \cap V'_j \neq \emptyset$, and the symmetric difference is also non-trivial, i.e., $V_1 \Delta V'_j \neq \emptyset$. This falls under the setup of Lemma 3.11; thus $S(V'_j)$ is not linearly independent from $S(V' \setminus V'_j)$. In other words, the stoichiometric subspaces of the linkage classes of $G'$ are not linearly independent and $G'$ has positive deficiency. Therefore, we conclude that $V_1 = V'_j$, a contradiction.

4 Discussion

In this paper, we proved that any weakly reversible, deficiency zero (WR₀) realization of a mass-action system is unique, as conjectured in [11]. Since deficiency zero weakly reversible networks are minimal representations of mass-action systems, this provides a possible Occam’s razor approach to network identification and parameter identification, since neither one of these identification problems has a unique solution in general [13].

In future work [8], we will use some of the approaches developed here to design an efficient algorithm for the identification of these networks. A similar approach may be used for the identification of network representations of lowest deficiency, and allow for wider applicability of classical results for networks with positive deficiency, such as the Deficiency One Theorem [17].
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