GENERAL ALPHA-WIENER BRIDGES
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Abstract. An \(\alpha\)-Wiener bridge is a one-parameter generalization of the usual Wiener bridge, where the parameter \(\alpha > 0\) represents a mean reversion force to zero. We generalize the notion of \(\alpha\)-Wiener bridges to continuous functions \(\mathbb{R} \rightarrow \mathbb{R}\). We show that if the limit \(\lim_{t \to T} \alpha(t)\) exists and is positive, then a general \(\alpha\)-Wiener bridge is in fact a bridge in the sense that it converges to 0 at time \(T\) with probability one. Further, under the condition \(\lim_{t \to T} \alpha(t) \neq 1\) we show that the law of the general \(\alpha\)-Wiener bridge cannot coincide with the law of any non time-homogeneous Ornstein-Uhlenbeck type bridge. In case \(\lim_{t \to T} \alpha(t) = 1\) we determine all the Ornstein-Uhlenbeck type processes from which one can derive the general \(\alpha\)-Wiener bridge by conditioning the original Ornstein-Uhlenbeck type process to be in 0 at time \(T\).

1. Introduction

This paper deals with the so-called \(\alpha\)-Wiener bridges. Let \(T \in (0, \infty)\) be fixed. For all \(\alpha \in \mathbb{R}\), let us consider the stochastic differential equation (SDE)

\[
\begin{cases}
   dX_t = -\frac{\alpha}{T-t} X_t \, dt + dB_t, & t \in [0, T), \\
   X_0 = 0,
\end{cases}
\]  

(1.1)

where \((B_t)_{t \geq 0}\) is a one-dimensional standard Wiener process defined on a filtered probability space \((\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \geq 0}, \mathbb{P})\) satisfying the usual conditions (the filtration being constructed by the help of \(B\)), i.e., \((\Omega, \mathcal{A}, \mathbb{P})\) is complete, \((\mathcal{A}_t)_{t \geq 0}\) is right continuous, \(\mathcal{A}_0\) contains all the \(\mathbb{P}\)-null sets in \(\mathcal{A}\) and \(\mathcal{A}_\infty = \mathcal{A}\), where \(\mathcal{A}_\infty := \sigma(\bigcup_{t \geq 0} \mathcal{A}_t)\), see, e.g., Karatzas and Shreve [9, Section 5.2.A]. The SDE (1.1) has a unique strong solution, namely,

\[
   X_t = \int_0^t \left( \frac{T-t}{T-s} \right)^\alpha \, dB_s, \quad t \in [0, T),
\]  

(1.2)

as it can be checked by Itô’s formula. The Gauss process \((X_t)_{t \in [0, T)}\) given by (1.2) is called an \(\alpha\)-Wiener bridge. More generally, we call any almost surely continuous (Gauss) process on the time interval \([0, T)\) having the same finite-dimensional
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distributions as \((X_t)_{t \in [0,T]}\) an \(\alpha\)-Wiener bridge. To our knowledge, these kinds of processes have been first considered in the case of \(\alpha > 0\) by Brennan and Schwartz [7]; see also Mansuy [10].

In Brennan and Schwartz [7], \(\alpha\)-Wiener bridges (with \(\alpha > 0\)) are used to model the arbitrage profit associated with a given futures contract in the absence of transaction costs. Sondermann, Trede and Wilfling [13] and Trede and Wilfling [14] use the SDE (1.1) (with \(\alpha > 0\)) to describe the fundamental component of an exchange rate process and they call the process \(X\) a scaled Brownian bridge. The essence of these models is that the coefficient of \(X_t\) in the drift term in (1.1) represents some kind of mean reversion, a stabilizing force that keeps pulling the process towards its mean (i.e., to zero), and the absolute value of this force is increasing proportionally to the inverse of the remaining time \(T - t\), with the rate constant \(\alpha\). Note also that in case of \(\alpha = 1\) the process \((X_t)_{t \in [0,T]}\) is nothing else but the usual Wiener bridge (from 0 to 0 over \([0,T]\)).

It is known that in case of \(\alpha > 0\), the \(\alpha\)-Wiener bridge \((X_t)_{t \in [0,T]}\) given by (1.2) has an almost surely continuous extension \((X_t)_{t \in [0,T]}\) to the time-interval \([0,T]\) such that \(X_T = 0\) with probability one, see, e.g., Mansuy [10, page 1023] or Barczy and Pap [3, Lemma 3.1]. For positive values of \(\alpha\), the possibility of such an extension is based on a strong law of large numbers for square integrable local martingales. In case of \(\alpha \leq 0\), there does not exist an almost surely continuous extension of the process \((X_t)_{t \in [0,T]}\) to \([0,T]\) which would take some constant at time \(T\) with probability one (i.e., which would be a bridge). Indeed, for \(\alpha = 0\) the process \(X\) is nothing else but a standard Wiener process (which is not a constant at time \(T\) with probability one), and in case of \(\alpha < 0\) it can be checked that the second moment of \(X_t\) (given by (1.2)) converges to infinity as \(t \uparrow T\). Hence in case of \(\alpha < 0\) the assumption of the existence of an almost surely continuous extension to \([0,T]\) such that this extension takes some constant at time \(T\) with probability one (i.e., we have a bridge) would result in a contradiction. We note that another proof of the impossibility of such an extension in the case of \(\alpha < 0\) can be found in Barczy and Pap [3, Remark 3.5]. For a detailed discussion of sample path properties of \(\alpha\)-Wiener bridges, see Barczy and Pap [3]. Finally we remark that an \(\alpha\)-Wiener bridge (for all \(\alpha \in \mathbb{R}\)) can be represented as a space-time transformed Wiener process, for a detailed discussion see Barczy and Iglói [1, Remark 2.4].

The main contribution of the present paper is a detailed study of the question of so-called identical bridges for \(\alpha\)-Wiener bridges. Up to our knowledge these kinds of investigations were started by Benjamini and Lee [5] for usual Wiener bridges. They determined all the one-dimensional diffusion processes \((Y_t)_{t \geq 0}\) being weak solutions of the SDE

\[
dY_t = b(Y_t) \, dt + dB_t, \quad t \geq 0,
\]

which satisfy the following property: for any \(T > 0\) and any \(x \in \mathbb{R}\), the bridge from \(x\) to \(x\) over \([0,T]\) derived from \(Y\) is the Wiener bridge from \(x\) to \(x\) over \([0,T]\). Namely, under the condition that the function \(b : \mathbb{R} \to \mathbb{R}\) is bounded and twice continuously differentiable they showed that either \(b\) is constant or

\[
b(x) = k \tanh(kx + c), \quad x \in \mathbb{R}, \quad k, c \in \mathbb{R}.
\]
This result has been extended by Fitzsimmons [8] in two ways. Firstly, he studied bridges constructed from more general time-homogeneous Markov processes with values in an abstract state space under suitable regularity conditions. Secondly, under some additional continuity condition, he showed that if \( X \) and \( Y \) are time-homogeneous Markov processes (with values in an abstract state space) and there exist real numbers \( x_0, y_0 \in \mathbb{R} \) and \( T_0 > 0 \) such that the law of the bridge from \( x_0 \) to \( y_0 \) over \([0, T_0]\) derived from \( X \) coincides with the law of the bridge from \( x_0 \) to \( y_0 \) over \([0, T_0]\) derived from \( Y \), then the same statement holds for bridges from \( x \) to \( y \) over \([0, T]\) with arbitrary \( x, y \in \mathbb{R} \) and \( T > 0 \). Recently, Borodin [6] considered the original question of Benjamini and Lee [5] replacing the usual Wiener bridge by the Bessel bridge or the (radial) Ornstein-Uhlenbeck bridge.

In Section 3 we generalize the notion of \( \alpha \)-Wiener bridges. Namely, for \( T > 0 \) and a continuous function \( \alpha : [0, T) \to \mathbb{R} \) we consider the SDE
\[
\begin{align*}
\frac{dX_t}{t} &= -\frac{\alpha(t)}{T-t} X_t \, dt + dB_t, \quad t \in [0, T), \\
X_0 &= 0,
\end{align*}
\tag{1.4}
\]
where \((B_t)_{t \geq 0}\) is a one-dimensional standard Wiener process. This SDE has a unique strong solution \((X_t)_{t \in [0, T)}\) given in (3.1) which will be called a Wiener bridge with continuously varying parameter \( \alpha \) or a general \( \alpha \)-Wiener bridge. More generally, we call any almost surely continuous (Gauss) process on the time interval \([0, T)\) having the same finite-dimensional distributions as \((X_t)_{t \in [0, T)}\) a general \( \alpha \)-Wiener bridge. In Theorem 3.3 we prove that under the condition that the limit \( \lim_{t \to T} \alpha(t) \) exists and is positive, we have \( X_t \to 0 \) almost surely as \( t \uparrow T \), which explains that why we can use the expression "bridge" for \( X \) (at least under the above assumption on \( \alpha \)). We also examine the question of identical bridges, i.e., whether it is possible to interpret this process as a bridge derived from an Ornstein-Uhlenbeck type process \((Z_t)_{t \geq 0}\) given by the SDE
\[
\begin{align*}
\frac{dZ_t}{t} &= q(t) Z_t \, dt + \sigma(t) \, dB_t, \quad t \geq 0,
\end{align*}
\tag{1.5}
\]
with an initial condition \( Z_0 \) having a Gauss distribution independent of \( B \), where \( q : [0, \infty) \to \mathbb{R} \) and \( \sigma : [0, \infty) \to \mathbb{R} \) are continuous functions and \((B_t)_{t \geq 0}\) is a standard Wiener process. Here, and in all what follows, by a bridge derived from \( Z \) we mean the construction presented in Section 2 (summarized in Theorem 2.2 and Definition 2.3). Theorems 3.7 and 3.10 give a complete answer to our question in some sense (see also Remark 3.11). Namely, it turns out that \( \lim_{t \uparrow T} \alpha(t) = 1 \) is a necessary condition for the existence of such a process \( Z \) (see Theorem 3.7), but it also turns out that this is not a sufficient condition (see Example 4.1). In Theorem 3.10, given a continuously differentiable function \( \alpha \) with \( \lim_{t \uparrow T} \alpha(t) = 1 \), we determine all the Ornstein-Uhlenbeck type processes \((Z_t)_{t \geq 0}\) (given by the SDE (1.5)) such that (for fixed \( T > 0 \)) the law of the bridge from 0 to 0 over \([0, T]\) derived from \( Z \) coincides with the law of the general \( \alpha \)-Wiener bridge.

In Section 4, besides giving examples and applications of our results in Section 3, we will further examine in detail the special case of \( \alpha \)-Wiener bridges for constant \( \alpha \in \mathbb{R} \). Mansuy [10, Proposition 4] showed that the law of the \( \alpha \)-Wiener bridge with constant \( \alpha > 0 \), \( \alpha \neq 1 \) cannot be the same as the law of the bridge derived from a centered Gauss, strictly stationary Markov process having almost surely
continuous paths. To complement this result, in Corollary 4.3 we show that the law of the \( \alpha \)-Wiener bridge with constant \( \alpha \in \mathbb{R} \), \( \alpha \neq 1 \) cannot coincide with the law of the bridge derived from any Ornstein-Uhlenbeck type process \( (Z_t)_{t \geq 0} \) given by the SDE (1.5). Note that the Ornstein-Uhlenbeck type process \( Z \) is a centered Gauss-Markov process, but in general not time-homogeneous, for a detailed discussion see also Section 2. We will also examine what happens in case of \( \alpha = 1 \):

More precisely, in Theorem 4.5 in the case of \( \alpha = 1 \) we determine all the Ornstein-Uhlenbeck type processes \( (Z_t)_{t \geq 0} \) (given by the SDE (1.5)) such that for fixed \( T > 0 \) the law of the bridge from 0 to 0 over \([0; T]\) derived from \( Z \) coincides with the law of the \( \alpha \)-Wiener bridge with \( \alpha = 1 \), i.e., with the law of the usual Wiener bridge. We emphasize that the answer to our problem cannot be derived from Benjamini and Lee [5] or Fitzsimmons [8]. Indeed, an Ornstein-Uhlenbeck type process given by the SDE (1.5) is in general not time-homogeneous, while in [5], [6] or [8] the considered processes are time-homogeneous Markov processes.

2. Preliminaries on Ornstein-Uhlenbeck Type Bridges

In this section we recall the notion and properties of Ornstein-Uhlenbeck type bridges to the extent needed in the following sections. For a more detailed discussion and for the proofs of the results, see for example Barczy and Kern [2] (where one can also find extensions to multidimensional bridges).

Let us consider the SDE (1.5). By Itô’s formula, there exists a unique strong solution of the SDE (1.5), namely, for \( t \geq 0 \),

\[
Z_t = e^{\bar{q}(t)} \left( Z_0 + \int_0^t e^{-\bar{q}(s)} \sigma(s) \, dB_s \right) \quad \text{with} \quad \bar{q}(t) := \int_0^t \bar{q}(u) \, du. \tag{2.1}
\]

Here and in what follows in this section we assume that \( Z_0 \) has a Gauss distribution independent of the Wiener process \( (B_t)_{t \geq 0} \). Then we may define the filtration \( (\mathcal{A}_t)_{t \geq 0} \) such that \( \sigma \{ Z_0, B_s : 0 \leq s \leq t \} \subset \mathcal{A}_t \) for all \( t \geq 0 \).

We will call the process \( (Z_t)_{t \geq 0} \) a one-dimensional Ornstein-Uhlenbeck process with continuously varying parameters, or a process of Ornstein-Uhlenbeck type.

One can easily derive that for \( 0 \leq s < t \) we have

\[
Z_t = e^{\bar{q}(t) - \bar{q}(s)} Z_s + \int_s^t e^{\bar{q}(t) - \bar{q}(u)} \sigma(u) \, dB_u.
\]

Hence, given \( Z_s = x \), the distribution of \( Z_t \) does not depend on \( (Z_r)_{r \in [0, s]} \) which yields that \( (Z_t)_{t \geq 0} \) is a Markov process. Moreover, for any \( x \in \mathbb{R} \) and \( 0 \leq s < t \) the conditional distribution of \( Z_t \) given \( Z_s = x \) is Gauss with mean \( e^{\bar{q}(t) - \bar{q}(s)} x \) and with variance

\[
\gamma(s, t) := \int_s^t e^{2(\bar{q}(t) - \bar{q}(u))} \sigma^2(u) \, du < \infty.
\]

In what follows we will make the general assumption that

\[
\sigma(t) \neq 0 \quad \text{for all} \quad t \geq 0. \tag{2.2}
\]
This guarantees that the variance $\gamma(s, t)$ is positive for all $0 \leq s < t$. Hence $(Z_t)_{t \geq 0}$ is a Gauss-Markov process with transition densities

$$p^Z_{s,t}(x, y) = \frac{1}{\sqrt{2\pi\gamma(s,t)}} \exp \left\{ -\frac{(y - e^{\beta(t)-\beta(s)}x)^2}{2\gamma(s,t)} \right\}, \quad 0 \leq s < t,$$  \hspace{1cm} (2.3)

for $x, y \in \mathbb{R}$, and $Z$ has almost surely continuous paths.

In Barczy and Kern [2], for fixed $T > 0$ and $a, b \in \mathbb{R}$ we constructed a Markov process $(U_t)_{t \in [0,T]}$ with initial distribution $P(U_0 = a) = 1$ and with transition densities

$$p^U_{s,t}(x, y) = \frac{p^Z_{s,t}(x, y) p^Z_{t,T}(y, b)}{p^Z_{s,T}(x, b)}, \quad x, y \in \mathbb{R}, \quad 0 \leq s < t < T,$$  \hspace{1cm} (2.4)

such that $U_t \rightarrow b = U_T$ almost surely and also in $L^2$ as $t \uparrow T$. The process $(U_t)_{t \in [0,T]}$ is called a bridge of Ornstein-Uhlenbeck type from $a$ to $b$ over $[0, T]$ derived from $Z$, see also Definition 2.3. The construction is based on Theorem 3.1 in Barczy and Kern [2], which we recall now for completeness and for our later purposes. For the proofs, see Barczy and Kern [2].

For all $a, b \in \mathbb{R}$ and $0 \leq s \leq t < T$, let us introduce the notations

$$n_{a,b}(s, t) := \frac{\gamma(s,t)}{\gamma(s,T)} e^{\beta(t)-\beta(s)}b + \frac{\gamma(t,T)}{\gamma(s,T)} e^{\beta(t)-\beta(s)}a,$$  \hspace{1cm} (2.5)

and

$$\sigma(s, t) := \frac{\gamma(s,t)\gamma(t,T)}{\gamma(s,T)}.$$  \hspace{1cm} (2.6)

**Lemma 2.1.** Let us suppose that condition (2.2) holds. Let $b \in \mathbb{R}$ and $T > 0$ be fixed. Then for all $0 \leq s < t < T$ and $x, y \in \mathbb{R}$ we have

$$\frac{p^Z_{s,t}(x, y) p^Z_{t,T}(y, b)}{p^Z_{s,T}(x, b)} = \frac{1}{\sqrt{2\pi\sigma(s,t)}} \exp \left\{ -\frac{(y - n_{x,b}(s, t))^2}{2\sigma(s,t)} \right\},$$

which is a Gauss density (in $y$) with mean $n_{x,b}(s, t)$ and with variance $\sigma(s, t)$.

**Theorem 2.2.** Let us suppose that condition (2.2) holds. For fixed $a, b \in \mathbb{R}$ and $T > 0$, let the process $(U_t)_{t \in [0,T]}$ be given by

$$U_t = n_{a,b}(0,t) + \int_0^t \frac{\gamma(t,T)}{\gamma(s,T)} e^{\beta(t)-\beta(s)}\sigma(s) dB_s, \quad t \in [0,T].$$  \hspace{1cm} (2.7)

Then for any $t \in [0, T)$ the distribution of $U_t$ is Gauss with mean $n_{a,b}(0,t)$ and with variance $\sigma(0,t)$. Especially, $U_t \rightarrow b$ almost surely (and hence in probability) and in $L^2$ as $t \uparrow T$. Hence the process $(U_t)_{t \in [0,T]}$ can be extended to an almost surely (and hence stochastically) and $L^2$-continuous process $(U_t)_{t \in [0,T]}$ with $U_0 = a$ and $U_T = b$. Moreover, $(U_t)_{t \in [0,T]}$ is a Gauss-Markov process and for any $x \in \mathbb{R}$ and $0 \leq s < t < T$ the transition density $\mathbb{R} \ni y \mapsto p^U_{s,t}(x, y)$ of $U_t$ given $U_s = x$ is given by

$$p^U_{s,t}(x, y) = \frac{1}{\sqrt{2\pi\sigma(s,t)}} \exp \left\{ -\frac{(y - n_{x,b}(s, t))^2}{2\sigma(s,t)} \right\}, \quad y \in \mathbb{R},$$

which coincides with the density given in Lemma 2.1.
Definition 2.3. Let \((Z_t)_{t \geq 0}\) be the linear process given by the SDE (1.5) with an initial Gauss random variable \(Z_0\) independent of \((B_t)_{t \geq 0}\) and let us assume that condition (2.2) holds. For fixed \(a, b \in \mathbb{R}\) and \(T > 0\), the process \((U_t)_{t \in [0,T]}\) defined in Theorem 2.2 is called a *bridge of Ornstein-Uhlenbeck type* from \(a\) to \(b\) over \([0,T]\) derived from \(Z\). More generally, we call any almost surely continuous (Gauss) process on the time-interval \([0,T]\) having the same finite-dimensional distributions as \((U_t)_{t \in [0,T]}\) a *bridge of Ornstein-Uhlenbeck type* from \(a\) to \(b\) over \([0,T]\) derived from \(Z\).

One can also derive a SDE which is satisfied by the Ornstein-Uhlenbeck type bridge, see for example Theorem 3.3 in Barczy and Kern [2]. For completeness and for our later purposes we also recall this result.

Lemma 2.4. Let us suppose that condition (2.2) holds. The process \((U_t)_{t \in [0,T]}\) defined by (2.7) is a unique strong solution of the linear SDE

\[
dU_t = \left[\frac{\exp(q(T) - q(t))}{\gamma(t, T)} - \frac{\exp(q(T) - q(t))}{\gamma(t, T)} \sigma^2(t)\right] U_t + \frac{\exp(q(T) - q(t))}{\gamma(t, T)} \sigma^2(t) b dt + \sigma(t) dB_t \quad (2.8)
\]

for \(t \in [0,T]\) and with initial condition \(U_0 = a\), and strong uniqueness for the SDE (2.8) holds.

Note that an Ornstein-Uhlenbeck type bridge can also be derived using a usual conditioning approach, see, e.g., Proposition 3.5 in in Barczy and Kern [2]. Again, for completeness we also recall this result.

Proposition 2.5. Let \(a, b \in \mathbb{R}\) and \(T > 0\) be fixed. Let \((Z_t)_{t \geq 0}\) be the linear process given by the SDE (1.5) with initial condition \(Z_0 = a\) and let us assume that condition (2.2) holds. Let \(n \in \mathbb{N}\) and \(0 < t_1 < t_2 < \ldots < t_n < T\). Then the conditional distribution of \((Z_{t_1}, \ldots, Z_{t_n})\) given \(Z_T = b\) equals the distribution of \((U_{t_1}, \ldots, U_{t_n})\), where \((U_t)_{t \in [0,T]}\) is an Ornstein-Uhlenbeck type bridge from \(a\) to \(b\) over \([0,T]\) derived from \(Z\).

Next we formulate the above presented results in the case of usual Ornstein-Uhlenbeck processes and bridges.

Remark 2.6. In case of \(q(t) = q \neq 0\), \(t \geq 0\), and \(\sigma(t) = \sigma \neq 0\), \(t \geq 0\), the bridge of Ornstein-Uhlenbeck type \((U_t)_{t \in [0,T]}\) from \(a\) to \(b\) over \([0,T]\) defined in (2.7) has the form

\[
U_t = a \frac{\sinh(q(T - t))}{\sinh(qT)} + b \frac{\sinh(qt)}{\sinh(qT)} + \sigma \int_0^t \frac{\sinh(q(T - t))}{\sinh(q(T - s))} dB_s, \quad (2.9)
\]

for \(t \in [0,T]\), and admits transition densities

\[
\nu_{s,t}^U(x,y) = \frac{1}{\sqrt{2\pi \sigma(s,t)}} \exp \left\{ - \frac{\left( y - \frac{\sinh(q(T - s))}{\sinh(q(T - t))} \right)^2 \left( \frac{\sinh(q(T - t))}{\sinh(q(T - s))} \right)^2}{2\sigma(s,t)} \right\}
\]

for all \(0 \leq s < t < T\) and \(x, y \in \mathbb{R}\), where \(\sigma(s,t)\) takes the form

\[
\sigma(s,t) = \frac{\sigma^2 \sinh(q(T - t)) \sinh(q(t - s))}{q \sinh(q(T - s))}.
\]
Moreover, the SDE (2.8) has the form
\[
\begin{aligned}
&dU_t = q \left( - \coth(q(T - t)) U_t + \frac{b}{\sinh(q(T - t))} \right) dt + \sigma dB_t, \quad t \in [0, T), \\
&U_0 = a,
\end{aligned}
\]
and \((U_t)_{t \in [0,T]}\) given by (2.9) is a unique strong solution of this SDE.

In case of \(q(t) = 0, \ t \geq 0,\) and \(\sigma(t) = \sigma \neq 0, \ t \geq 0,\) we get \(dZ_t = \sigma dB_t, \ t \geq 0,\)
and by Section 5.6.B in Karatzas and Shreve [9], the Wiener bridge from \(a\) to \(b\) over \([0, T]\) (derived from \(Z\)) given by
\[
\tilde{U}_t = \begin{cases} 
\alpha + (b - \alpha) \frac{t}{T} + \sigma \int_0^t \frac{T - s}{T - u} dB_s & \text{if } t \in [0, T), \\
\beta & \text{if } t = T,
\end{cases}
\]
is a unique strong solution of the SDE
\[
\begin{aligned}
\tilde{dU}_t = \frac{\beta - \tilde{U}_t}{T - t} dt + \sigma dB_t, & \quad t \in [0, T), \\
\tilde{U}_0 = a.
\end{aligned}
\]

3. General \(\alpha\)-Wiener Bridges

In this section we search for conditions on \(\alpha\) under which the general \(\alpha\)-Wiener bridge converges to 0 almost surely as \(t \uparrow T\), which will explain that why we can use the expression "bridge" (at least under the desired conditions on \(\alpha\)).
Then we examine whether it is possible to derive general \(\alpha\)-Wiener bridges from Ornstein-Uhlenbeck type processes given by the SDE (1.5) by taking a bridge.

Let \(T > 0\) be fixed and for a continuous function \(\alpha : [0, T) \to \mathbb{R}\) let us consider the SDE (1.4).

**Proposition 3.1.** The SDE (1.4) has a strong solution given by
\[
X_t = \int_0^t \exp \left\{ - \int_s^t \frac{\alpha(u)}{T - u} du \right\} dB_s, \quad t \in [0, T),
\]
and strong uniqueness holds for the SDE (1.4).

**Proof.** Since for all \(S \in [0, T)\), the function \([0, S] \ni t \mapsto -\frac{\alpha(t)}{T - t}\) satisfies the usual Lipschitz and linear growth conditions, the linear SDE (1.4) has a strong solution which is pathwise unique (i.e., it has a unique strong solution), and it takes the following form (which can be checked by Itô’s formula)
\[
X_t = \Phi(t) \int_0^t \Phi^{-1}(s) dB_s, \quad t \in [0, T),
\]
where \(\Phi(t), \ t \in [0, T)\), is the unique solution of the deterministic differential equation (DE)
\[
\begin{aligned}
\Phi'(t) &= -\frac{\alpha(t)}{T - t} \Phi(t), \quad t \in [0, T), \\
\Phi(0) &= 1.
\end{aligned}
\]
Hence
\[
\Phi(t) = \exp \left\{ - \int_0^t \frac{\alpha(s)}{T - s} ds \right\}, \quad t \in [0, T),
\]
and then
\[ X_t = \exp \left\{ - \int_0^t \frac{\alpha(u)}{T-u} \, du \right\} \int_0^t \exp \left\{ \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, dB_s \]
\[ = \int_0^t \exp \left\{ - \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, dB_s, \quad t \in [0, T), \]
as asserted.

We will call the Gauss process \((X_t)_{t \in [0,T]}\) a Wiener bridge with continuously varying parameter \(\alpha\) or a general \(\alpha\)-Wiener bridge. More generally, we call any almost surely continuous (Gauss) process on the time interval \([0,T)\) having the same finite-dimensional distributions as \((X_t)_{t \in [0,T]}\) a general \(\alpha\)-Wiener bridge.

Remark 3.2. Note that in case of \((t) = \alpha \in \mathbb{R}, t \in [0,T),\) we have
\[ X_t = \int_0^t \exp \left\{ - \int_s^t \frac{1}{T-u} \, du \right\} \, dB_s = \int_0^t \exp \left\{ \alpha (\ln(T-t) - \ln(T-s)) \right\} \, dB_s \]
\[ = \int_0^t \left( \frac{T-t}{T-s} \right)^{\alpha} \, dB_s, \quad t \in [0,T), \]
as expected; see (1.2).

In what follows we give a sufficient condition under which the process \((X_t)_{t \in [0,T]}\) defined in (3.1) has an almost surely continuous extension to \([0,T]\) with \(X_T = 0,\) again denoted by \((X_t)_{t \in [0,T]}\). The next theorem is a generalization of Lemma 3.1 in Barczy and Pap [3] to general \(\alpha\)-Wiener bridges.

**Theorem 3.3.** Let \(T \in (0, \infty)\) be fixed and let \((B_t)_{t \geq 0}\) be a one-dimensional standard Wiener process on a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, \mathbb{P})\) satisfying the usual conditions, constructed by the help of the standard Wiener process \(B\) (see, e.g., Karatzas and Shreve [9, Section 5.2.A]). If \(\alpha(T) := \lim_{t \uparrow T} \alpha(t)\) exists and \(\alpha(T) > 0,\) then the process \((X_t)_{t \in [0,T]}\) defined by
\[ X_t := \begin{cases} \int_0^t \exp \left\{ - \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, dB_s & \text{if } t \in [0,T), \\ 0 & \text{if } t = T, \end{cases} \]
is a centered Gauss process with almost surely continuous paths.

**Proof.** Due to the fact that the integrand in the stochastic integral of (3.2) is deterministic, by Bauer [4, Lemma 48.2], \((X_t)_{t \in [0,T]}\) is a centered Gauss process. To prove almost sure continuity of \(X,\) we follow the method of the proof of Lemma 3.1 in Barczy and Pap [3]. For all \(t \in [0,T),\) let
\[ M_t := \int_0^t \exp \left\{ \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, dB_s. \]
Then, by Proposition 3.2.10 in Karatzas and Shreve [9], \((M_t)_{t \in [0,T]}\) is a continuous, square-integrable martingale with respect to the filtration \((\mathcal{F}_t)_{t \in [0,T]}\) and with quadratic variation
\[ \langle M \rangle_t := \int_0^t \exp \left\{ 2 \int_0^s \frac{\alpha(u)}{T-u} \, du \right\} \, ds, \quad t \in [0,T). \]
If $\alpha(T) := \lim_{t \to T} \alpha(t) > 0$ exists, then for every $0 < \delta_1 < \alpha(T) < \delta_2 < \delta_1 + 1/2$ one can choose $t_0 \in (0, T)$ such that

$$\delta_1 \leq \alpha(t) \leq \delta_2, \quad t \in [t_0, T].$$  \hfill (3.3)

First we consider the case $\alpha(T) > 1/2$. Let $\delta_1$ and $\delta_2$ be given such that $1/2 < \delta_1 < \alpha(T) < \delta_2 < \delta_1 + 1/2$. Then for all $t \in (t_0, T)$ we have

$$\langle M \rangle_t = \int_{t_0}^t \exp \left\{ 2 \int_0^s \frac{\alpha(u)}{T-u} \, du \right\} ds + \int_{t_0}^t \exp \left\{ 2 \int_{t_0}^s \frac{\alpha(u)}{T-u} \, du \right\} ds$$

$$= C_1 + \exp \left\{ 2 \int_{t_0}^t \frac{\alpha(u)}{T-u} \, du \right\} \int_{t_0}^t \exp \left\{ 2 \int_{t_0}^s \frac{\alpha(u)}{T-u} \, du \right\} ds$$

$$= C_1 + C_2 \int_{t_0}^t \exp \left\{ 2 \int_{t_0}^s \frac{\alpha(u)}{T-u} \, du \right\} ds,$$

where

$$C_1 := \int_{t_0}^t \exp \left\{ 2 \int_{t_0}^s \frac{\alpha(u)}{T-u} \, du \right\} ds \quad \text{and} \quad C_2 := \exp \left\{ 2 \int_{t_0}^t \frac{\alpha(u)}{T-u} \, du \right\}.$$

Hence for all $t \in (t_0, T)$,

$$\langle M \rangle_t \geq C_1 + C_2 \int_{t_0}^t \exp \left\{ 2 \delta_1 \int_{t_0}^s \frac{1}{T-u} \, du \right\} ds = C_1 + C_2 \int_{t_0}^t \left( \frac{T-t_0}{T-s} \right)^{2\delta_1} ds$$

$$= C_1 + C_2 \frac{(T-t_0)^{2\delta_1}}{2\delta_1 - 1} \left( (T-t)^{1-2\delta_1} - (T-t_0)^{1-2\delta_1} \right),$$

which yields that $\lim_{t \to T} \langle M \rangle_t = \infty$, since $\delta_1 > 1/2$. Let us define the function $f : [1, \infty) \to (0, \infty)$ by $f(x) := x^{\delta_1/(2\delta_2-1)}$, $x \geq 1$. Then $f$ is strictly monotone increasing, since $\delta_1 > 0$ and $\delta_2 > 1/2$. Further

$$\int_1^{\infty} \frac{1}{f(x)^2} \, dx = \int_1^{\infty} x^{-2\delta_1/(2\delta_2-1)} \, dx = \frac{2\delta_2 - 1}{1 - 2(\delta_2 - \delta_1)} < \infty,$$  \hfill (3.5)

where we used that $2(\delta_2 - \delta_1) - 1 < 0$. Hence we may apply a strong law of large numbers for continuous local martingales (see, e.g., 3°) in Exercise 1.16 in Chapter V in Revuz and Yor [12] or Theorem 2.3 in Barczy and Pap [3] and then we obtain

$$P \left( \lim_{t \to T} \frac{M_t}{\langle M \rangle_t} = 0 \right) = 1.$$  \hfill (3.6)

Further, for every $t \in [0, T)$ such that $\langle M \rangle_t \geq 1$ we have

$$X_t = \exp \left\{ - \int_0^t \frac{\alpha(u)}{T-u} \, du \right\} M_t = \exp \left\{ - \int_0^t \frac{\alpha(u)}{T-u} \, du \right\} \frac{M_t}{f(\langle M \rangle_t)}.$$
Similarly as above, using (3.3), (3.4) and the monotonicity of $f$ we get

$$
\exp \left\{ - \int_0^t \frac{\alpha(u)}{T-u} du \right\} f(\langle M \rangle_t)
\leq C_3 \exp \left\{ -\delta_1 \int_{t_0}^t \frac{1}{T-u} du \right\} f \left( C_1 + C_2 \int_{t_0}^t \exp \left\{ 2\delta_2 \int_{t_0}^s \frac{1}{T-u} du \right\} ds \right) 
= C_3 \left( \frac{T-t}{T-t_0} \right)^{\delta_1} f \left( C_1 + C_2 \frac{(T-t_0)^{2\delta_2}}{2\delta_2-1} \left( (T-t)^{1-2\delta_2} - (T-t_0)^{1-2\delta_2} \right) \right)
\leq C_3 \left( \frac{T-t}{T-t_0} \right)^{\delta_1} f \left( C_1 + C_2 \frac{(T-t_0)^{2\delta_2}}{2\delta_2-1} (T-t)^{1-2\delta_2} \right)
\rightarrow \frac{C_3}{(T-t_0)^{\delta_1}} \left( \frac{(T-t_0)^{2\delta_2}}{2\delta_2-1} \right)^{\frac{\delta_1}{2\delta_2-1}} \text{ as } t \uparrow T,
$$

where

$$
C_3 := \exp \left\{ - \int_{t_0}^t \frac{\alpha(u)}{T-u} du \right\}.
$$

Putting all together, we conclude that $P(\lim_{t \uparrow T} X_t = 0) = 1$ in case $\alpha(T) > 1/2$.

Now we consider the case $0 < \alpha(T) < 1/2$. Let $\delta_1$ and $\delta_2$ be given such that $0 < \delta_1 < \alpha(T) < \delta_2 < \delta_1 + 1/2$ and $\delta_2 < 1/2$. Similarly as in the case $\alpha(T) > 1/2$, from (3.3) and (3.4) we get for all $t \in (t_0, T)$,

$$
\langle M \rangle_t \leq C_1 + C_2 \frac{(T-t_0)^{2\delta_2}}{2\delta_2-1} \left( (T-t)^{1-2\delta_2} - (T-t_0)^{1-2\delta_2} \right) \rightarrow C_1 + C_2 \frac{(T-t_0)^{2\delta_2}}{1-2\delta_2}
$$

as $t \uparrow T$, where we used that $\delta_2 < 1/2$. This yields that $\lim_{t \uparrow T} \langle M \rangle_t < \infty$ if $\alpha(T) < 1/2$ (indeed, every bounded and monotone sequence is convergent). Note also that for deriving $\lim_{t \uparrow T} \langle M \rangle_t < \infty$ we did not use that $\alpha(T) > 0$, only that $\alpha(T) < 1/2$. Using Proposition 1.26 in Chapter IV and Proposition 1.8 in Chapter V in Revuz and Yor [12], we have the limit $M_T := \lim_{t \uparrow T} M_t$ exists almost surely. Since

$$
X_t = \exp \left\{ - \int_0^t \frac{\alpha(u)}{T-u} du \right\} M_t, \quad t \in [0, T),
$$

and

$$
\exp \left\{ - \int_0^t \frac{\alpha(u)}{T-u} du \right\} \leq C_3 \left( \frac{T-t}{T-t_0} \right)^{\delta_1} \rightarrow 0 \quad \text{as } t \uparrow T,
$$

we get $P(\lim_{t \uparrow T} X_t = 0) = 1$ also in case $0 < \alpha(T) < 1/2$.

Finally, we consider the case $\alpha(T) = 1/2$. Since the function $[0, T] \ni t \mapsto \langle M \rangle_t$ is strictly increasing, we only have to consider the cases $\langle M \rangle_t \rightarrow \infty$ or $\langle M \rangle_t \rightarrow \langle M \rangle_T := \lim_{t \uparrow T} \langle M \rangle_t < \infty$ as $t \uparrow T$. If $\langle M \rangle_t \rightarrow \infty$, then (3.6) and (3.7) are still valid, since $\delta_1 > 0$ and $1/2 < \delta_2 < \delta_1 + 1/2$, and hence $f$ is strictly increasing and (3.5) holds. As in the case $\alpha(T) > 1/2$ we conclude that $P(\lim_{t \uparrow T} X_t = 0) = 1$. If $\langle M \rangle_t \rightarrow \langle M \rangle_T < \infty$, then $X_t \rightarrow 0$ almost surely as $t \uparrow T$ as in the case $\alpha(T) < 1/2$. \qed
Remark 3.4. If \( \alpha(T) = \lim_{t \uparrow T} \alpha(t) \) exists and \( \alpha(T) < 0 \), then there does not exist an almost surely continuous extension of the process \( (X_t)_{t \in [0,T]} \) to \([0,T]\) which would take some constant at time \( T \) with probability one (i.e., which would be a bridge). Indeed, the second moment of \( X \) would take some constant at time \( T \).

We get

\[
\mathbb{E}(X_t^2) = \exp \left\{ -2 \int_0^t \frac{\alpha(u)}{T-u} \, du \right\} \mathbb{E}(M_t^2) = \exp \left\{ -2 \int_0^t \frac{\alpha(u)}{T-u} \, du \right\} (M)_t,
\]

for \( t \in [0,T] \), where \( \lim_{t \uparrow T} (M)_t < \infty \) (as the proof of Theorem 3.3 shows) and for all \( t \in [t_2,T] \), where \( t_2 \) is such that \( \alpha(t) \leq \alpha(T)/2 \), \( t \in [t_2,T] \), we have as \( t \uparrow T \)

\[
\exp \left\{ -2 \int_0^t \frac{\alpha(u)}{T-u} \, du \right\} \geq \exp \left\{ -2 \int_0^{t_2} \frac{\alpha(u)}{T-u} \, du \right\} \exp \left\{ -\alpha(T) \int_{t_2}^t \frac{1}{T-u} \, du \right\} = \exp \left\{ -2 \int_0^{t_2} \frac{\alpha(u)}{T-u} \, du \right\} \left( \frac{T-t}{T-t_0} \right)^{\alpha(T)} \to \infty.
\]

In case \( \alpha(T) = 0 \) many things can happen concerning the limit behaviour of \( X_t \) as \( t \uparrow T \). If \( \alpha \) is the identically zero function, then it is already argued in the Introduction that \( X_T := \lim_{t \uparrow T} X_t \) exists almost surely and has a non-degenerate Gauss distribution. If \( \alpha : [0,T) \to \mathbb{R}, \alpha(t) := -\log(T-t)^{-1}, t \in [0,T), \) and \( t_0 > T - 1 \), then for all \( t \in [t_0,T) \),

\[
\int_{t_0}^t \frac{\alpha(u)}{T-u} \, du = \log(-\log(T-t)) - \log(-\log(T-t_0)) \to \infty \quad \text{as} \quad t \uparrow T,
\]

which yields

\[
\exp \left\{ -\int_0^t \frac{\alpha(u)}{T-u} \, du \right\} \to 0.
\]

As argued in the case \( 0 < \alpha(T) < 1/2 \) of the proof of Theorem 3.3, we have \( M_T := \lim_{t \uparrow T} M_t \) exists almost surely, hence \( X_t \to 0 \) almost surely. The same argument shows that if \( \alpha : [0,T) \to \mathbb{R}, \alpha(t) := (\log(T-t))^{-1}, t \in [0,T), \) then

\[
\exp \left\{ -\int_0^t \frac{\alpha(u)}{T-u} \, du \right\} \to \infty.
\]

Using that \( M_T \) is a non-degenerate normally distributed random variable with mean zero and variance \( \lim_{t \uparrow T} (M)_t \) (indeed, normally distributed random variables can converge in distribution only to a normally distributed random variable) we have \( P(M_T = 0) = 0, P(M_T > 0) = P(M_T < 0) = 1/2 \) and hence

\[
P(\lim_{t \uparrow T} X_t = \infty) = P(\lim_{t \uparrow T} X_t = -\infty) = \frac{1}{2}.
\]

Especially, \( X_t \) does not have a finite limit as \( t \uparrow T \) almost surely.

Finally, we remark that we do not know whether there exists an almost surely continuous extension in case the limit of \( \alpha(t) \) as \( t \uparrow T \) does not exist.

Now we turn to the question of identical bridges for general \( \alpha \)-Wiener bridges. First we prove an auxiliary lemma (and a corollary of it) on the uniqueness of the drift and diffusion coefficients of the SDE (1.5). This result may be known but
the authors were not able to find any reference for it. We will only need part (iii) of the following lemma but the other parts may also be of independent interest.

**Lemma 3.5.** Let $T > 0$ be fixed and let us suppose that the processes $(Y_t^{(i)})_{t \in [0, T)}$, $i = 1, 2$, are strong solutions of the SDEs

\[
\begin{cases}
  dY_t^{(i)} = b_i(t) Y_t^{(i)} dt + \sigma_i(t) dB_t^{(i)}, & t \in [0, T), \\
  Y_0^{(i)} = \xi^{(i)},
\end{cases}
\]

respectively, where $b_i, \sigma_i : [0, T) \to \mathbb{R}$, $i = 1, 2$, are continuous functions such that $\sigma_i(t) \neq 0$, $t \in [0, T)$, $i = 1, 2$, $(B_t^{(i)})_{t \geq 0}$, $i = 1, 2$, are one-dimensional standard Wiener processes and $\xi^{(i)}$, $i = 1, 2$, are Gauss random variables independent of $B^{(i)}$, $i = 1, 2$, respectively.

(i) If the one-dimensional distributions of $Y^{(1)}$ and $Y^{(2)}$ coincide and $E\xi^{(1)} = E\xi^{(2)} \neq 0$, then $b_1(t) = b_2(t), t \in [0, T)$, and $|\sigma_1(t)| = |\sigma_2(t)|, t \in [0, T)$.

(ii) If the one-dimensional distributions of $Y^{(1)}$ and $Y^{(2)}$ coincide and $\sigma_1(t) = \sigma_2(t) = \sigma$, $t \in [0, T)$, for some $\sigma \in \mathbb{R}$, $\sigma \neq 0$, then $b_1(t) = b_2(t), t \in [0, T)$.

(iii) If the one- and two-dimensional distributions of $Y^{(1)}$ and $Y^{(2)}$ coincide, respectively, then $b_1(t) = b_2(t), t \in [0, T)$, and $|\sigma_1(t)| = |\sigma_2(t)|$, $t \in [0, T)$.

**Remark 3.6.** Note that if $(\tilde{Y}_t^{(i)})_{t \in [0, T)}, i = 1, 2$, are almost surely continuous (Gauss) processes having the same finite dimensional distributions as $Y^{(i)}$, $i = 1, 2$, respectively (given in Lemma 3.5), then the assertions of Lemma 3.5 replacing $Y^{(i)}$, $i = 1, 2$, by $\tilde{Y}^{(i)}, i = 1, 2$, remain still valid. We will use this observation several times later on in the proofs.

**Proof.** By Itô's formula, we know that both SDEs have a unique strong solution that obeys an integral representation

\[
Y_t^{(i)} = e^{\tilde{b}_i(t)} \xi^{(i)} + \int_0^t e^{\tilde{b}_i(t)-\tilde{b}_i(s)} \sigma_i(s) dB_s^{(i)}, \quad t \in [0, T), \quad i = 1, 2,
\]

where $\tilde{b}_i(t) := \int_0^t b_i(s) ds, t \in [0, T), i = 1, 2$, and strong uniqueness holds for both SDEs. By the assumptions, the one-dimensional marginals of the Gauss processes $e^{\tilde{b}_1(t)} \xi^{(i)} + \int_0^t e^{\tilde{b}_1(t)-\tilde{b}_1(s)} \sigma_1(s) dB_s^{(i)}, t \in [0, T), i = 1, 2$, coincide. Under the assumption that the one-dimensional distributions of $Y^{(1)}$ and $Y^{(2)}$ coincide, we have the means and the variances of these one-dimensional marginals are identical, namely,

\[
e^{\tilde{b}_1(t)} E\xi^{(1)} = e^{\tilde{b}_2(t)} E\xi^{(2)}
\]

and

\[
e^{2\tilde{b}_1(t)} \text{Var} (\xi^{(1)}) + \int_0^t e^{2(\tilde{b}_1(t)-\tilde{b}_1(s))} \sigma_1^2(s) ds = e^{2\tilde{b}_2(t)} \text{Var} (\xi^{(2)}) + \int_0^t e^{2(\tilde{b}_2(t)-\tilde{b}_2(s))} \sigma_2^2(s) ds
\]

for all $t \in [0, T)$. Further, under the assumption that the one- and two-dimensional distributions of $Y^{(1)}$ and $Y^{(2)}$ coincide, respectively, besides (3.8) and (3.9) we
also have the covariances of the coordinates of the two-dimensional marginals are identical, namely, for \( s, t \in [0, T) \) we have
\[
\begin{align*}
\mathbb{E}^{\xi_1(t)+\xi_2(t)} & \left[ \text{Var} \left( (\xi_1)^{(1)} \right) + \int_0^{s \wedge t} \text{e}^{-2s_1(u)} \sigma_1^2(u) \, du \right] \\
& = \mathbb{E}^{\xi_2(s)+\xi_2(t)} \left[ \text{Var} \left( (\xi_2)^{(2)} \right) + \int_0^{s \wedge t} \text{e}^{-2s_2(u)} \sigma_2^2(u) \, du \right].
\end{align*}
\]

(i): Let us suppose that the one-dimensional distributions of \( Y^{(1)} \) and \( Y^{(2)} \) coincide and \( \mathbb{E}(1) = \mathbb{E}(2) \neq 0 \). By (3.8) we have \( \mathbb{E}(1) = \mathbb{E}(2), \ t \in [0, T) \), and hence \( \mathcal{F}(1) = \mathcal{F}(2), \ t \in [0, T) \). By differentiation with respect to \( t \) and using also that \( b_i, \ i = 1, 2, \) are continuous, we get \( b_1(t) = b_2(t), \ t \in [0, T) \). Differentiating (3.9) with respect to \( t \), for \( t \in [0, T) \) we have
\[
\mathbb{E}^{\xi_1(t)} \left( b_1(t) \left( \text{Var} \left( (\xi_1)^{(1)} \right) + \int_0^{t} \text{e}^{-2s_1(s)} \sigma_1^2(s) \, ds \right) + \sigma_1^2(t) \right)
\]
\[
= \mathbb{E}^{\xi_2(t)} \left( b_2(t) \left( \text{Var} \left( (\xi_2)^{(2)} \right) + \int_0^{t} \text{e}^{-2s_2(s)} \sigma_2^2(s) \, ds \right) + \sigma_2^2(t) \right).
\]
By (3.9) and using also that we proved that the continuous functions \( b_1 \) and \( b_2 \) are equal, we get \( \sigma_1^2(t) = \sigma_2^2(t), \ t \in [0, T) \).

(ii): Let us suppose that the one-dimensional distributions of \( Y^{(1)} \) and \( Y^{(2)} \) coincide and \( \sigma(t) = \sigma(t) = \sigma, \ t \in [0, T) \), for some \( \sigma \in \mathbb{R}, \ \sigma \neq 0 \). If \( \mathbb{E}(1) = \mathbb{E}(2) \neq 0 \), then the assertion follows by part (i). If \( \mathbb{E}(1) = \mathbb{E}(2) = 0 \), then differentiating (3.9) with respect to \( t \), for \( t \in [0, T) \) we have
\[
\mathbb{E}^{\xi_1(t)} \left( b_1(t) \left( \text{Var} \left( (\xi_1)^{(1)} \right) + \sigma^2 \int_0^{t} \text{e}^{-2s_1(s)} \, ds \right) + \sigma^2 \right)
\]
\[
= \mathbb{E}^{\xi_2(t)} \left( b_2(t) \left( \text{Var} \left( (\xi_2)^{(2)} \right) + \sigma^2 \int_0^{t} \text{e}^{-2s_2(s)} \, ds \right) + \sigma^2 \right).
\]
Using (3.9), this yields that \( b_1(t) = b_2(t), \ t \in [0, T) \).

(iii): Let us suppose that the one- and two-dimensional distributions of \( Y^{(1)} \) and \( Y^{(2)} \) coincide, respectively. For all fixed \( s \in [0, T) \), differentiating (3.10) with respect to \( t \) on the interval \( (s, T) \), for \( 0 \leq s < t < T \) we have
\[
\mathbb{E}^{\xi_1(s)+\xi_1(t)} \left( b_1(t) \left( \text{Var} \left( (\xi_1)^{(1)} \right) + \int_0^{s} \text{e}^{-2s_1(u)} \sigma_1^2(u) \, du \right) \right)
\]
\[
= \mathbb{E}^{\xi_2(s)+\xi_2(t)} \left( b_2(t) \left( \text{Var} \left( (\xi_2)^{(2)} \right) + \int_0^{s} \text{e}^{-2s_2(u)} \sigma_2^2(u) \, du \right) \right).
\]
Then (3.10) yields that \( b_1(t) = b_2(t), \ t \in (0, T) \), and the continuity of \( b_1 \) and \( b_2 \) implies that \( \mathbb{E}(0) = \mathbb{E}(0) \). For all fixed \( t \in (0, T) \), differentiating (3.10) with respect to \( s \) on the interval \( (0, t) \), for all \( 0 < s < t < T \) we have
\[
\mathbb{E}^{\xi_1(s)+\xi_1(t)} \left( b_1(s) \left( \text{Var} \left( (\xi_1)^{(1)} \right) + \int_0^{s} \text{e}^{-2s_1(u)} \sigma_1^2(u) \, du \right) + \text{e}^{-\xi_1(t)+\xi_1(t)} \sigma_1^2(s) \right)
\]
\[
= \mathbb{E}^{\xi_2(s)+\xi_2(t)} \left( b_2(s) \left( \text{Var} \left( (\xi_2)^{(2)} \right) + \int_0^{s} \text{e}^{-2s_2(u)} \sigma_2^2(u) \, du \right) + \text{e}^{-\xi_2(t)+\xi_2(t)} \sigma_2^2(s) \right).
Since \( b_1(t) = b_2(t) \), \( t \in [0, T) \), was already checked, (3.10) yields that \( \sigma_1^2(t) = \sigma_2^2(t) \), \( t \in (0, T) \), and the continuity of \( \sigma_1 \) and \( \sigma_2 \) implies that \( \sigma_1^2(0) = \sigma_2^2(0) \).

\( \square \)

**Theorem 3.7.** Let \( T > 0 \) be fixed and \( \alpha : [0, T) \to \mathbb{R} \) be a continuous function such that \( \lim_{t \uparrow T} \alpha(t) \neq 1 \). There does not exist an Ornstein-Uhlenbeck type process \( (Z_t)_{t \geq 0} \) given by the SDE (1.5) such that the law of the Ornstein-Uhlenbeck type bridge from 0 to 0 over \([0, T)\) derived from \( Z \) coincides with the law of the general \( \alpha \)-Wiener bridge.

**Proof.** We give an indirect proof. Let \( (Z_t)_{t \geq 0} \) be an Ornstein-Uhlenbeck type process given by the SDE (1.5). Suppose that the law of the Ornstein-Uhlenbeck type bridge from 0 to 0 over \([0, T)\) derived from \( Z \) coincides with the law of the general \( \alpha \)-Wiener bridge. The process \( (U_t)_{t \in [0, T)} \) given by (2.7) with \( a = 0 \) and \( b = 0 \) is an Ornstein-Uhlenbeck type bridge from 0 to 0 over \([0, T)\) derived from \( Z \). By Lemma 2.4 and part (iii) of Lemma 3.5 (see also Remark 3.6), we have

\[
-\frac{\alpha(t)}{T-t} = q(t) - \sigma^2(t) \frac{e^{2(q(T)-\tilde{q}(t))}}{\gamma(t,T)}, \quad t \in [0, T), \quad \text{and} \quad |\sigma(t)| = 1, \quad t \in [0, T).
\]

Hence

\[
\alpha(t) = -(T-t)q(t) + \frac{(T-t)e^{2(q(T)-\tilde{q}(t))}}{\gamma(t,T)}, \quad t \in [0, T).
\]

Using that \( q \) is continuous, we have \( \lim_{t \uparrow T}(T-t)q(t) = 0 \cdot q(T) = 0 \), and then

\[
\lim_{t \uparrow T} \alpha(t) = \lim_{t \uparrow T} \frac{(T-t)e^{2(q(T)-\tilde{q}(t))}}{\gamma(t,T)} = \lim_{t \uparrow T} \frac{-e^{2(q(T)-\tilde{q}(t))} - 2q(t)(T-t)e^{2(q(T)-\tilde{q}(t))}}{-\sigma^2(t)e^{2(q(T)-\tilde{q}(t))}}
\]

\[
= 1 + 2 \lim_{t \uparrow T} q(t)(T-t) = 1,
\]

where we used that

\[
\partial_t \gamma(u, T) = -\sigma^2(u)e^{2(q(T)-\tilde{q}(u))}, \quad 0 \leq u < T.
\]

(3.11)

Hence we arrived at a contradiction. \( \square \)

The next remark shows that there exist general \( \alpha \)-Wiener bridges which are bridges derived from Ornstein-Uhlenbeck type processes.

**Remark 3.8.** Note that if \( \alpha(t) = q(T-t) \coth(q(T-t)) \), \( t \in [0, T) \), with some \( q \neq 0 \), then the SDE (1.4) has the form

\[
\begin{cases}
\text{d}X_t = -q \coth(q(T-t)) X_t \, \text{d}t + \text{d}B_t, & t \in [0, T), \\
X_0 = 0,
\end{cases}
\]

and, by Remark 2.6, this SDE coincides with the SDE satisfied by the Ornstein-Uhlenbeck bridge (given in (2.9)) from 0 to 0 over \([0, T)\) derived from the Ornstein-Uhlenbeck process given by the SDE \( \text{d}Z_t = q \, Z_t \, \text{d}t + \text{d}B_t \), \( t \geq 0 \), with an initial condition \( Z_0 \) having a Gauss distribution independent of the Wiener process \( B \).
By L'Hospital's rule we have
\[
\lim_{t \to T} \alpha(t) = \lim_{t \to T} q(T - t) \coth(q(T - t)) = \lim_{t \to T} \frac{q(T - t) \cosh(q(T - t))}{\sinh(q(T - t))} \\
= \lim_{t \to T} \frac{-q \cosh(q(T - t)) - q(T - t) \sinh(q(T - t))}{-q \cosh(q(T - t))} = 1,
\]
as expected by Theorem 3.7. This example shows that there are general \(\alpha\)-Wiener bridges which can be derived from an Ornstein-Uhlenbeck type process by taking a bridge. For a more detailed discussion of this example, see Example 4.2.

In what follows we will study the question whether every general \(\alpha\)-Wiener bridge with a continuously differentiable \(\alpha\) such that \(\lim_{t \to T} \alpha(t) = 1\) can be derived from some appropriate Ornstein-Uhlenbeck type process by taking a bridge, see Theorem 3.10. First, for our later purposes, we recall a well-known result about the solutions of special type of Riccati DEs, see, e.g., Reid [11, Chapter I, Theorem 2.2], Vrabie [15, Theorems 1.3.4 and 1.3.5] or Walter [16, page 33].

**Remark 3.9.** Let \(I \subset \mathbb{R}\) be an interval, \(I_0 \subset I\) be a subinterval of \(I\), \(s \in I_0\), and \(c : I \to \mathbb{R}\) be a continuous function. Further, let \(w_0 : I_0 \to \mathbb{R}\) be a solution of the Riccati type differential equation
\[
w'(t) = -w^2(t) + c(t), \quad t \in I_0.
\]
Then \(w : I_0 \to \mathbb{R}\) is a solution of the DE (3.12) if and only if there exists a constant \(C \in \mathbb{R} \cup \{\infty\}\) such that \(C \varphi(t) + \psi(t) \neq 0\), \(t \in I_0\), and
\[
w(t) = w_0(t) + \frac{1}{C \varphi(t) + \psi(t)}, \quad t \in I_0,
\]
where, for \(C \in \mathbb{R}\), \(u := C \varphi + \psi\) is the unique solution of the DE
\[
u'(t) - 2w_0(t)u(t) = 1, \quad t \in I_0,
\]
with an initial condition \(u(s) = C\). For \(C = \infty\) we mean that \(w(t) = w_0(t), t \in I_0\).

**Theorem 3.10.** Let \(T > 0\) be fixed and \(\alpha : [0, T) \to \mathbb{R}\) be a continuously differentiable function with \(\lim_{t \to T} \alpha(t) = 1\).

(i) Let us consider the Ornstein-Uhlenbeck type process \((Z_t)_{t \geq 0}\) given by the SDE (1.5) with continuous functions \(q : [0, \infty) \to \mathbb{R}\) and \(\sigma : [0, \infty) \to \mathbb{R}\) and suppose that \(q\) is continuously differentiable on \([0, T)\). If the law of the Ornstein-Uhlenbeck type bridge from \(0\) to \(0\) over the time-interval \([0, T]\) derived from \(Z\) coincides with the law of the general \(\alpha\)-Wiener bridge, then
\[
q(t) = -\frac{\alpha(t)}{T - t} + \frac{\exp \left\{ 2 \int_0^t \frac{\alpha(s)}{T - s} \, ds \right\}}{C + \int_0^t \exp \left\{ 2 \int_0^u \frac{\alpha(s)}{T - s} \, ds \right\} \, du} \tag{3.14}
\]
for all \(t \in [0, T)\) with some \(C \in (0, \infty)\), and \(\sigma(t) = 1\), \(t \in [0, T)\), or \(\sigma(t) = -1\), \(t \in [0, T)\).
(ii) Let $C \in (0, \infty)$ and define $q_C : [0, T) \to \mathbb{R}$ as in (3.14). If $\lim_{t \uparrow T} q_C(t) \in \mathbb{R}$ exists, then there exists a continuous function $q : [0, \infty) \to \mathbb{R}$ such that $q(t) = q_C(t)$, $t \in [0, T)$, and for all such extensions $q$, the law of the Ornstein-Uhlenbeck type bridge from 0 to 0 over the time-interval $[0, T)$ derived from $Z$ given by the SDE (1.5) with $\sigma(t) = 1$, $t \in [0, T)$, or $\sigma(t) = -1$, $t \in [0, T)$ coincides with the law of the general $\alpha$-Wiener bridge.

Remark 3.11. Let $T > 0$, $C > 0$ and $\alpha : [0, T) \to \mathbb{R}$ be a continuously differentiable function with $\lim_{t \uparrow T} \alpha(t) = 1$. If we define $q_C : [0, T) \to \mathbb{R}$ as in (3.14), then the existence of $\lim_{t \uparrow T} q_C(t)$ is not guaranteed (see Example 4.1). Therefore, $q_C$ may not have a continuous extension to $[0, \infty)$. Hence in this case the general $\alpha$-Wiener bridge cannot be derived from an Ornstein-Uhlenbeck type process by taking a bridge, since in our setup the function $q$ in the SDE (1.5) should be defined on $[0, \infty)$. We also remark that the derivative of the function $\alpha$ does not appear in the formulation of our results in Theorem 3.10, however we suppose that $\alpha$ is continuously differentiable. We suspect that it may be possible to remove this assumption using a different proof. Finally, we emphasize that we were not able to derive a general sufficient condition on the function $\alpha$ such that in part (ii) of Theorem 3.10 the condition on the existence of the limit $\lim_{t \uparrow T} q_C(t)$ is satisfied. A special situation is discussed in Example 4.1 in the next section.

Proof. (i): Comparing the SDE (1.4) with the SDE (2.8) for $a = 0$ and $b = 0$, part (iii) of Lemma 3.5 (see also Remark 3.6) implies that for $t \in [0, T)$

$$-rac{\alpha(t)}{T-t} = q(t) - \sigma^2(t) \frac{e^{2(\bar{q}(t) - \bar{q}(t))}}{\gamma(t, T)}, \quad t \in [0, T), \quad \text{and} \quad |\sigma(t)| = 1. \quad (3.15)$$

This yields that $q(t) + \frac{\alpha(t)}{T-t} > 0$, $t \in [0, T)$, and hence

$$\gamma(t, T) = \frac{e^{2(\bar{q}(T) - \bar{q}(t))}}{q(t) + \frac{\alpha(t)}{T-t}}, \quad t \in [0, T).$$

By differentiation with respect to $t$ and using (3.11), we have for all $t \in [0, T)$,

$$- e^{2(\bar{q}(T) - \bar{q}(t))} \frac{(-2)q(t)}{q(t) + \frac{\alpha(t)}{T-t}} - e^{2(\bar{q}(T) - \bar{q}(t))} \frac{q'(t) + \frac{\alpha'(t)(T-t) + \alpha(t)}{(T-t)^2}}{(q(t) + \frac{\alpha(t)}{T-t})^2}.$$ 

Hence, for $t \in [0, T)$,

$$\left(q(t) + \frac{\alpha(t)}{T-t}\right)^2 = q'(t) + 2q(t) \left(q(t) + \frac{\alpha(t)}{T-t}\right) + \frac{\alpha'(t)(T-t) + \alpha(t)}{(T-t)^2},$$

which yields that

$$q'(t) = -q^2(t) + \frac{\alpha(t)(\alpha(t) - 1) - \alpha'(t)(T-t)}{(T-t)^2}, \quad t \in [0, T). \quad (3.16)$$

Note that the differential equation (3.16) is of Riccati type.
By Remark 3.9, we get if \( \tilde{q} \) is a particular solution of the DE (3.16), then the general solution of this DE is

\[
\tilde{q} + \frac{1}{C \varphi + \psi}, \quad C \in \mathbb{R} \cup \{+\infty\},
\]

where \( u := C \varphi + \psi, \ Z \in \mathbb{R}, \) is a general solution of the inhomogeneous linear DE

\[
u'(t) - 2\tilde{q}(t)u(t) = 1, \quad t \in [0, T),
\]

such that \( u(t) \neq 0, \ t \in [0, T). \) Now we check that \( \tilde{q}(t) = -\frac{\alpha(t)}{T-t}, \ t \in [0, T), \) is a solution of the DE (3.16). Indeed,

\[
\tilde{q}'(t) = -\frac{\alpha'(t)(T-t) + \alpha(t)}{(T-t)^2}, \quad t \in [0, T),
\]

and

\[
-\tilde{q}^2(t) + \frac{2\alpha(t)(\alpha(t)-1) - \alpha'(t)(T-t)}{(T-t)^2} = -\frac{2\alpha(t)}{(T-t)^2} + \frac{\alpha(t)(\alpha(t)-1) - \alpha'(t)(T-t)}{(T-t)^2} = -\frac{\alpha'(t)(T-t) + \alpha(t)}{(T-t)^2}, \quad t \in [0, T).
\]

The general solutions of the homogeneous linear DE \( \nu'(t) - 2\tilde{q}(t)u(t) = 0, \ t \in [0, T), \) which corresponds to the inhomogeneous linear DE (3.17) are

\[
u(t) = C \exp \left\{ \int_0^t 2\tilde{q}(s) \, ds \right\} = C \exp \left\{ -2 \int_0^t \frac{\alpha(s)}{T-s} \, ds \right\}, \quad t \in [0, T), \quad C \in \mathbb{R}.
\]

Now we are searching for a particular solution of the DE (3.17) by the method of variation of constants. Let

\[
u_0(t) := c(t) \exp \left\{ -2 \int_0^t \frac{\alpha(s)}{T-s} \, ds \right\}, \quad t \in [0, T),
\]

be a (particular) solution of the DE (3.17). Then

\[
1 = \nu_0'(t) - 2\tilde{q}(t)\nu_0(t)
\]

\[
= c'(t) \exp \left\{ -2 \int_0^t \frac{\alpha(s)}{T-s} \, ds \right\} + c(t) \exp \left\{ -2 \int_0^t \frac{\alpha(s)}{T-s} \, ds \right\} \left( -2 \frac{\alpha(t)}{T-t} \right)
\]

\[
+ 2 \frac{\alpha(t)}{T-t} c(t) \exp \left\{ -2 \int_0^t \frac{\alpha(s)}{T-s} \, ds \right\}, \quad t \in [0, T),
\]

which yields that

\[
c'(t) = \exp \left\{ 2 \int_0^t \frac{\alpha(s)}{T-s} \, ds \right\}, \quad t \in [0, T),
\]

and hence we may choose

\[
c(t) = \int_0^t \exp \left\{ 2 \int_0^u \frac{\alpha(s)}{T-s} \, ds \right\} \, du, \quad t \in [0, T),
\]
and in this case
\[ u_0(t) = \int_0^t \exp \left\{ -2 \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, ds, \quad t \in [0,T). \]

Hence the general solution of the DE (3.17) is
\[ u(t) = C \exp \left\{ -2 \int_0^t \frac{\alpha(s)}{T-s} \, ds \right\} + \int_0^t \exp \left\{ -2 \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, ds, \]
for \( t \in [0,T) \) and \( C \in \mathbb{R} \). This yields that the general solution of the DE (3.16) is
\[ q_C(t) = -\frac{\alpha(t)}{T-t} + \frac{\exp \left\{ 2 \int_0^t \frac{\alpha(u)}{T-u} \, du \right\}}{C + \int_0^t \exp \left\{ 2 \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, ds} \]
for \( t \in [0,T) \), where \( C \in \mathbb{R} \cup \{+\infty\} \) is such that the denominator
\[ C + \int_0^t \exp \left\{ 2 \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, ds \neq 0 \quad (3.18) \]
for any \( t \in [0,T) \). With \( C = +\infty \) we get (back) the solution \( \bar{q}(t) = -\frac{\alpha(t)}{T-t} \), \( t \in [0,T) \), and for \( C \in \mathbb{R} \) we have that (3.18) is fulfilled for all \( t \in [0,T) \) if and only if
\[ C \notin \left\{ -\int_0^T \exp \left\{ 2 \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, dt, 0 \right\}. \]

By the proof of Theorem 3.3, we have \( \lim_{t \uparrow T} \alpha(t) = 1 \) yields that
\[ \int_0^T \exp \left\{ 2 \int_s^t \frac{\alpha(u)}{T-u} \, du \right\} \, dt = \infty, \]
and then the general solution of the DE (3.16) is \( q_C(t) \), \( t \in [0,T) \), with \( C \in (0,\infty) \).

Hence the general solution of the equation (3.15) is \( q_C(t) \), \( t \in [0,T) \), where \( C \in (0,\infty) \). Indeed, the case \( C = +\infty \) has to be excluded, since with \( C = +\infty \), \( q_C(t) = -\frac{\alpha(t)}{T-t} \), \( t \in [0,T) \), and in this case it does not hold that \( q_C(t) + \frac{\alpha(t)}{T-t} > 0 \), \( t \in [0,T) \) (which should be valid, see the beginning of the proof), further, by the assumption \( \lim_{t \uparrow T} \alpha(t) = 1 \), we have \( \lim_{t \uparrow T} q_C(t) = -\infty \), which yields that \( q_C \) cannot be extended to a continuous function \( \tilde{q} \) to \([0,\infty)\). We give another brief explanation why we have to exclude the case \( C = +\infty \). With \( C = +\infty \) we have \( q_C(t) = -\frac{\alpha(t)}{T-t} \), \( t \in [0,T) \), and thus we would already start with the SDE (1.4) of the general \( \alpha \)-Wiener bridge. Hence we would try to derive a bridge from the bridge itself, which is not allowed with the procedure described in Section 2.

Indeed, for the transition densities of the bridge (see formula (2.4)) we need to know the transition density \( p^Z_{s,T}(x,0) \) for the bridge itself which is not defined.

(ii): The possibility of such an extension follows readily. Comparing the integral representation (3.1) of the general \( \alpha \)-Wiener bridge with the integral representation (2.7) of the Ornstein-Uhlenbeck type bridge for \( a = 0 \) and \( b = 0 \), by the definition of the general \( \alpha \)-Wiener bridge and Definition 2.3, it is enough to check that
\[ \exp \left\{ -\int_s^t \frac{\alpha(u)}{T-u} \, du \right\} = \frac{\gamma_C(t,T)}{\gamma_C(s,T)} e^{\tilde{g}_C(t) - \tilde{g}_C(s)}, \quad 0 \leq s \leq t < T, \]
where
\[ \gamma_C(s, t) = \int_s^t e^{2(\bar{q}_C(t) - \bar{q}_C(u))} \, du, \quad 0 \leq s < t. \]

Indeed, for the case \( \sigma(t) = -1, \, t \in [0, T) \), we note that if we replace the Wiener process \( B \) with \( \bar{B} \) in (2.7) we still have an integral representation of the Ornstein-Uhlenbeck type bridge from 0 to 0 over \([0, T]\) derived from \( Z \). Using that the function \( q_C \) satisfies the equation (3.15), by (3.11), we get for all \( 0 \leq s < t < T \),

\[
\exp \left\{ - \int_s^t \frac{\alpha(u)}{T - u} \, du \right\} = \exp \left\{ \int_s^t \left( q_C(u) - \frac{e^{2(\bar{q}_C(T) - \bar{q}_C(u))}}{\gamma(u, T)} \right) \, du \right\}
= \exp \left\{ \bar{q}_C(t) - \bar{q}_C(s) + \ln(\gamma_C(t, T)) - \ln(\gamma_C(s, T)) \right\}
= e^{\bar{q}_C(t) - \bar{q}_C(s)} \frac{\gamma_C(t, T)}{\gamma_C(s, T)},
\]
as desired. \( \Box \)

**Remark 3.12.** Note that in Theorem 3.10 the condition \( \lim_{t \to T} \alpha(t) = 1 \) on the function \( \alpha \) is necessary. For this, note that a function \( q \) given in Theorem 3.10 satisfies the equation (3.15) and hence, by the proof of Theorem 3.7, we have \( \lim_{t \to T} \alpha(t) = 1 \).

### 4. Examples

First we give examples of continuous functions \( \alpha : [0, T) \to \mathbb{R} \) such that \( \lim_{t \to T} \alpha(t) = 1 \) and, depending on a parameter, the general \( \alpha \)-Wiener bridge either cannot be derived from any Ornstein-Uhlenbeck type process, or it can be derived from an Ornstein-Uhlenbeck type process by taking a bridge.

**Example 4.1.** Let \( T > 0 \) and \( \alpha : [0, T) \to \mathbb{R} \), \( \alpha(t) := 1 \pm (T - t)^\beta, \, t \in [0, T) \), for some \( \beta > 0 \). For \( 0 \leq s < t < T \) we have

\[
\int_s^t \frac{\alpha(u)}{T - u} \, du = \int_s^t \frac{1 \pm (T - u)^\beta}{T - u} \, du = \int_s^t \left( \frac{1}{T - u} \pm 1 \right) (T - t)^\beta - (T - s)^\beta \, du
= \ln \left( \frac{T - s}{T - t} \right) \mp \frac{1}{\beta} ((T - t)^\beta - (T - s)^\beta),
\]
and especially

\[
\int_0^t \frac{\alpha(u)}{T - u} \, du = \ln \left( \frac{T}{T - t} \right) \mp \frac{1}{\beta} ((T - t)^\beta - T^\beta).
\]

Hence

\[
\exp \left\{ 2 \int_0^t \frac{\alpha(u)}{T - u} \, du \right\} = \left( \frac{T}{T - t} \right)^2 \exp \left\{ \mp \frac{2}{\beta} ((T - t)^\beta - T^\beta) \right\}
\]
and

\[
\int_0^t \exp \left\{ 2 \int_0^s \frac{\alpha(u)}{T - u} \, du \right\} \, ds = T^2 \exp \left\{ \mp \frac{2}{\beta} T^\beta \right\} \int_0^t \frac{\exp \left\{ \mp \frac{2}{\beta} (T - s)^\beta \right\}}{(T - s)^2} \, ds.
\]
Then for all \( C \in (0, \infty) \) the function \( q_C \) in Theorem 3.10 takes the form

\[
q_C(t) = -\frac{1 \pm (T-t)^{\beta}}{T-t} + \frac{\left(\frac{T}{T-t}\right)^2 \exp\left\{ \mp \frac{2}{\beta} \left( (T-t)^{\beta} - T^{\beta} \right) \right\}}{C + T^2 \exp\left\{ \mp \frac{2}{\beta} (T-s)^{\beta} \right\}} \int_0^t \frac{\exp\left\{ \mp \frac{2}{\beta} (T-s)^{\beta} \right\}}{(T-s)^2} \, ds
\]

\[
= -\frac{C}{\tau_T} \left( \frac{1}{\tau_T} \mp (T-t)^{\beta-1} \right) - \frac{1 \mp (T-t)^{\beta}}{\tau_T} \int_0^t K(s) \, ds - (T-t)K(t)
\]

with the notation

\[
K(t) := \frac{\exp\left\{ \mp \frac{2}{\beta} \left( (T-t)^{\beta} - T^{\beta} \right) \right\}}{(T-t)^2}, \quad t \in [0, T).
\]

Here, we get

\[
\int_0^t K(s) \, ds \geq \left( \min_{u \in [0, T]} (T-u)^2 K(u) \right) \int_0^t \frac{1}{(T-s)^2} \, ds \to \infty
\]

as \( t \uparrow T \) and \( \frac{1}{\tau_T} \mp (T-t)^{\beta-1} = \frac{1 \pm (T-t)^{\beta}}{\tau_T} \to \infty \) as \( t \uparrow T \), hence, by L’Hospital’s rule, we have

\[
\lim_{t \uparrow T} \frac{C}{\tau_T} \left( \frac{1}{\tau_T} \mp (T-t)^{\beta-1} \right) = \lim_{t \uparrow T} \frac{C}{\tau_T} \left( 1 \mp (\beta-1)(T-t)^{\beta} \right) = \frac{C}{T^2} \exp\left\{ \mp \frac{2}{\beta} T^{\beta} \right\}
\]

and, similarly,

\[
\lim_{t \uparrow T} (T-t) \int_0^t K(s) \, ds = \exp\left\{ \mp \frac{2}{\beta} T^{\beta} \right\}.
\]

Then we get

\[
\lim_{t \uparrow T} q_C(t) + \frac{C}{T^2} \exp\left\{ \mp \frac{2}{\beta} T^{\beta} \right\}
\]

\[
= -\lim_{t \uparrow T} \left\{ 1 \mp (T-t)^{\beta} \int_0^t \frac{\exp\left\{ \mp \frac{2}{\beta} (T-s)^{\beta} \right\}}{(T-s)^2} \, ds - \exp\left\{ \mp \frac{2}{\beta} (T-t)^{\beta} \right\} \frac{T-t}{T} \right\}
\]

Since integration by parts yields that for \( t \in (0, T) \)

\[
\int_0^t \frac{\exp\left\{ \mp \frac{2}{\beta} (T-s)^{\beta} \right\}}{(T-s)^2} \, ds = \frac{\exp\left\{ \mp \frac{2}{\beta} (T-t)^{\beta} \right\}}{T-t} - \frac{\exp\left\{ \mp \frac{2}{\beta} T^{\beta} \right\}}{T} \\mp 2 \int_0^t \frac{\exp\left\{ \mp \frac{2}{\beta} (T-s)^{\beta} \right\}}{(T-s)^{2-\beta}} \, ds,
\]
we have
\[
\lim_{t \to T} q_C(t) = \left(-\frac{C}{T^2} + \frac{1}{T}\right) \exp\left\{\frac{-2}{\beta} T^\beta\right\} \pm 2 \lim_{t \to T} \int_0^t \exp\left\{\frac{-2}{\beta} (T-s)^\beta\right\} \frac{ds}{(T-s)^{2-\beta}}
\]
\[
\pm \lim_{t \to T} (T-t)^\beta \int_0^t \exp\left\{\frac{-2}{\beta} (T-s)^\beta\right\} \frac{ds}{(T-s)^{2-\beta}}.
\]

The function \([0,T] \ni t \mapsto \exp\left\{\frac{-2}{\beta} (T-t)^\beta\right\}\) is bounded and hence the first limit above exists if and only if \(\int_0^T \frac{1}{(T-s)^{2-\beta}} \, ds < \infty\), thus if and only if \(\beta > 1\). On the other hand, for the second limit above we get by L’Hospital’s rule
\[
\lim_{t \to T} (T-t)^\beta \int_0^t \frac{\exp\left\{\frac{-2}{\beta} (T-s)^\beta\right\}}{(T-s)^2} \, ds = \lim_{t \to T} \frac{\exp\left\{\frac{-2}{\beta} (T-t)^\beta\right\}}{\beta (T-t)^{\beta-1}} = \frac{1}{\beta} \lim_{t \to T} (T-t)^{\beta-1},
\]
which exists if and only if \(\beta \geq 1\).

Alltogether we conclude that for \(\alpha(t) = 1 \pm (T-t)^\beta\), \(t \in [0,T]\), for some \(\beta > 0\), the limit of \(q_C(t)\) as \(t \to T\) exists if and only if \(\beta > 1\), i.e., for the given function \(\alpha\), the general \(\alpha\)-Wiener bridge can be derived from an Ornstein-Uhlenbeck type bridge by taking a bridge if and only if \(\beta > 1\).

Further, we note that for the given function \(\alpha\), the limit of the "inhomogeneity part" of the Riccati type DE (3.16) is
\[
\lim_{t \to T} \frac{\alpha(t)(\alpha(t)-1) - \alpha'(t)(T-t)}{(T-t)^2} = \lim_{t \to T} \frac{\pm (1 \pm (T-t)^\beta)(T-t)^\beta \pm \beta(T-t)^\beta}{(T-t)^2}
\]
\[
= \pm \lim_{t \to T} (T-t)^{\beta-2} (1 \pm (T-t)^\beta)
\]
and this limit exists if and only if \(\beta \geq 2\).

Next, using Theorem 3.10, we give a detailed study of the example presented in Remark 3.8.

**Example 4.2.** Let \(T > 0\), \(q \not= 0\), and \(\alpha(t) := q(T-t) \coth(q(T-t))\), \(t \in [0,T]\). In Remark 3.8, without using Theorem 3.10, we checked that the law of the general \(\alpha\)-Wiener bridge (with the given function \(\alpha\)) coincides with the law of the Ornstein-Uhlenbeck bridge from 0 to 0 over \([0,T]\) derived from the Ornstein-Uhlenbeck process given by the SDE
\[
dZ_t = qZ_t \, dt + dB_t, \quad t \geq 0,
\]
with an initial condition \(Z_0\) having a Gauss distribution independent of the Wiener process \(B\). In what follows we give a presentation of this result using Theorem 3.10 in order to give an application of this theorem. Namely, let
\[
C := \frac{1}{q(1 + \coth(qT))} > 0,
\]
and let us define the function \(q_C : [0,T] \to \mathbb{R}\) as in (3.14). Since for all \(0 \leq s < t < T\),
\[
\int_s^t \frac{\alpha(u)}{T-u} \, du = q \int_s^t \coth(q(T-u)) \, du = -\frac{1}{q} \ln \left(\frac{\sinh(q(T-t))}{\sinh(q(T-s))}\right),
\]
we have for all \( t \in [0, T) \),

\[ q_C(t) = -q \coth(q(T - t)) + \frac{q(\sinh(q(T - t)))^2}{C + \int_0^t \left( \frac{\sinh(qT)}{\sinh(q(T - s))} \right)^2 \, ds} - q \coth(q(T - t)) + \frac{q(\sinh(q(T - t)))^2}{qC(\sinh(qT))^{-2} + \coth(q(T - t)) - \coth(qT)}. \]

Since for all \( x \neq 0 \),

\[
(1 + \coth x)^{-1}(\sinh x)^{-2} - \coth x = \frac{1 - \cosh x \sinh x - \cosh^2 x}{\sinh x(\sinh x + \cosh x)} = \frac{\sinh^2 x - \cosh x \sinh x}{\sinh x(\sinh x + \cosh x)} = -1,
\]
we have, using \( qC = (1 + \coth(qT))^{-1} \),

\[ q_C(t) = -q \coth(q(T - t)) + \frac{q(\sinh(q(T - t)))^2}{\coth(q(T - t)) - 1}, \quad t \in [0, T). \]

Further, since for all \( x \neq 0 \),

\[
- \coth x + \frac{(\sinh x)^{-2}}{\coth x - 1} = \frac{1}{\sinh x} \left( - \cosh x + \frac{1}{\cosh x - \sinh x} \right)
\]
\[ = \frac{-\cosh^2 x + \cosh x \sinh x + 1}{\sinh x(\cosh x - \sinh x)} = \frac{-\sinh^2 x + \cosh x \sinh x}{\sinh x(\cosh x - \sinh x)} = 1,
\]
we have \( q_C(t) = q, \ t \in [0, T) \). Hence \( \lim_{t \uparrow T} q_C(t) = q \), and then part (ii) of Theorem 3.10 yields the desired statement (formulated at the beginning of the example).

In what follows we examine the special case of general \(\alpha\)-Wiener bridges with constant \(\alpha \in \mathbb{R} \), i.e., we specialize our results for (usual) \(\alpha\)-Wiener bridges. As an immediate consequence of Theorem 3.7 we get:

**Corollary 4.3.** Let \( T > 0 \) and \( \alpha \in \mathbb{R} \) be fixed such that \(\alpha \neq 1\). There does not exist an Ornstein-Uhlenbeck type process \( (Z_t)_{t \geq 0} \) given by the SDE (1.5) such that the law of the Ornstein-Uhlenbeck type bridge from 0 to 0 over \([0, T]\) derived from \( Z \) coincides with the law of the \(\alpha\)-Wiener bridge.

**Remark 4.4.** We note that in case of \(\alpha \leq 0\), the assertion of Corollary 4.3 follows immediately without reference to Theorem 3.7. Indeed, Ornstein-Uhlenbeck type bridges on the time-interval \([0, T]\) are almost surely constant at time \( T \), however in case of \(\alpha \leq 0\) this property does not hold for an \(\alpha\)-Wiener bridge as it was detailed in the introduction.

The next theorem is a special case of Theorem 3.10 for (usual) \(\alpha\)-Wiener bridges.

**Theorem 4.5.** Let \( T > 0 \) be fixed. Let us consider the Ornstein-Uhlenbeck type process \( (Z_t)_{t \geq 0} \) given by the SDE (1.5) with continuous functions \( q : [0, \infty) \to \mathbb{R} \) and \( \sigma : [0, \infty) \to \mathbb{R} \) and suppose that \( q \) is continuously differentiable on \([0, T]\). Then the law of the Ornstein-Uhlenbeck type bridge from 0 to 0 over \([0, T]\) derived
from $Z$ coincides with the law of the usual Wiener bridge from 0 to 0 over $[0,T]$ if and only if
\[ q(t) = \frac{1}{t+C}, \quad t \in [0,T), \]
with some $C \in (\mathbb{R} \setminus [-T,0]) \cup \{+\infty\}$, and $\sigma(t) = 1$, $t \in [0,T)$, or $\sigma(t) = -1$, $t \in [0,T)$. Note that for $C = \infty$ we mean that $q(t) = 0$, $t \in [0,T)$.

Proof. We check that Theorem 3.10 implies Theorem 4.5. By assumption the conditions of part (i) of Theorem 3.10 are satisfied with $\alpha(t) := 1$, $t \in [0,T)$. Hence the set of continuous functions $q : [0,\infty) \to \mathbb{R}$ which are continuously differentiable on $[0,T)$ and for which the law of the Ornstein-Uhlenbeck type bridge from 0 to 0 over $[0,T)$ derived from $Z$ coincides with the law of the $\alpha$-Wiener bridge with $\alpha = 1$ (i.e., the usual Wiener bridge from 0 to 0 over $[0,T]$) can be parametrized as $q_C$, $C > 0$, where for all $C > 0$
\[ q_C(t) = -\frac{1}{T-t} + \frac{\exp \left\{ 2 \int_0^t \frac{1}{T-u} \, du \right\}}{C + \int_0^t \exp \left\{ 2 \int_0^s \frac{1}{T-u} \, du \right\}} \cdot \frac{T^2}{\exp \left\{ 2 \int_0^t \frac{1}{T-u} \, du \right\}} \cdot \frac{1}{C(T-t) + tT}, \quad t \in [0,T). \]

Then for $t \in [0,T)$ we have
\[ q_C(t) = -\frac{1}{T-t} + \frac{\exp \left\{ -2(\ln(T-t) - \ln(T)) \right\}}{C + \int_0^t \exp \left\{ 2(\ln(T) - \ln(T-s)) \right\} \, ds} \]
\[ = -\frac{1}{T-t} + \frac{1}{C(T-t)^2 + (T-t)^2 \left( \frac{1}{T-t} - \frac{1}{T} \right)} \]
\[ = -\frac{1}{T-t} + \frac{1}{C(T-t)^2 + \frac{t(T-t)}{T}} = -\frac{1}{T-t} \left( 1 + \frac{2}{C(T-t) + tT} \right) \]
\[ = -\frac{C(T-t) + t(T-t)}{(T-t)(C(T-t) + tT)} = \frac{T-C}{(T-C)t + CT}. \]

Hence
\[ q_C(t) = \begin{cases} 0 & \text{if } C = T, \\ \frac{1}{t+C} & \text{if } C \neq T, \end{cases} \quad \text{for all } t \in [0,T). \]

In case of $C = T$ (and $\alpha(t) = 1$, $t \in [0,T)$), the process $Z$ in Theorem 3.10 is a standard Wiener process, which corresponds to the case $C = +\infty$ in Theorem 4.5. Moreover, since the range of the function $(0,+\infty) \setminus \{T\} \ni C \mapsto \frac{CT}{T-C}$ is $(-\infty,-T) \cup (0,\infty)$, we have the family of the given functions $q_C$, $C > 0$, can be parametrized also in the form
\[ q_C(t) = \frac{1}{t+C}, \quad t \in [0,T), \]
where $\tilde{C} \in (\mathbb{R} \setminus [-T,0]) \cup \{+\infty\}$. Moreover, since $\lim_{t \uparrow T} q_{\tilde{C}}(t) = (T + \tilde{C})^{-1}$, the assumptions of part (ii) of Theorem 3.10 are also satisfied. Hence we get Theorem 4.5. \qed
Remark 4.6. Note that for a fixed $T > 0$ and $C \in \mathbb{R} \setminus [-T, 0]$, there are many continuous functions $q : [0, \infty) \to \mathbb{R}$ for which $q(t) = \frac{1}{1+Ce^{-t}}, \ t \in [0, T]$. Note also that for $C > 0 \ (C \in \mathbb{R})$ or $C = +\infty$ the continuously differentiable function $q(t) = \frac{1}{1+Ce^{-t}}, \ t \geq 0$, does not depend on $T$ and hence in this case for all $T > 0$ the law of the Ornstein-Uhlenbeck type bridge from 0 to 0 over $[0, T]$ derived from $Z$ (with this function $q$ and $\sigma(t) = 1, \ t \in [0, T], \ or \ \sigma(t) = -1, \ t \in [0, T]$) coincides with the law of the usual Wiener bridge from 0 to 0 over $[0, T]$.
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