Floquet engineering of topological phases protected by emergent symmetries under resonant drives
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Floquet engineering is one of the most vigorous fields in periodically driven (Floquet) systems, with which we can control phases of matter usually by high-frequency drives. In this paper, with Floquet engineering by a combination of high-frequency drives and resonant drives, we propose a way to realize nontrivial topological phases protected by a $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry only in the presence of a $\mathbb{Z}_2$ symmetry, using a robust emergent $\mathbb{Z}_2$ symmetry induced by the resonant drives. Moreover, the symmetry protected topological (SPT) phases are switchable between nontrivial and trivial phases only by the direction of a static transverse field, and even perturbations on the resonant drive can be utilized to realize richer SPT phases. We also discuss the real-time dynamics of the model, and find that which topological phases the system lies in can be distinguished by a period doubling of a nonlocal order parameter, as with discrete time crystals. A realization or a control of nontrivial SPT phases without the required symmetries by resonant drives, proposed in this paper, would shed a new light on the observation of topological phenomena in nonequilibrium setups.

I. INTRODUCTION

Periodically driven (Floquet) systems, where the Hamiltonian varies periodically in time, have attracted much interest as one of the most important classes of nonequilibrium systems. For instance, Floquet systems can host unique phases which have no counterparts in equilibrium systems. One of the most vigorous fields in Floquet systems is Floquet engineering, which enables us to control phases of matter with a periodic drive \cite{12, 17}. A typical example is a photo-induced topological insulator, which is made topologically nontrivial by a laser light in spite of triviality in the undriven case \cite{12, 13}. Moreover, it has been revealed that Floquet engineering is applicable also to many-body systems \cite{18, 21}, though driven many-body systems are in general believed to be thermalized to trivial infinite temperature states \cite{22, 23}. This is because, under high-frequency drivings, energy absorption is suppressed and effective static systems are realized in intermediate long time regime based on the high-frequency theories. Thus, Floquet engineering in many-body systems have also attracted much interest \cite{24}.

Floquet engineering is achieved by modulating the system with high-frequency drivings and obtaining a desirable effective static Hamiltonian based on the high-frequency expansion \cite{25, 27}. Floquet engineering basically aims to control phases by high-frequency drivings, but it turns out that we can add symmetries to a given system with a periodic drive in certain situations \cite{28, 30}. In particular, recent studies have revealed that, by using resonant drives whose energy scale is comparable to the frequency, we can add a robust symmetry protected by discrete time translation symmetry \cite{31, 32}. These studies imply that we can realize nontrivial symmetry protected topological (SPT) phases even when the required symmetry is not respected in nonequilibrium systems. However, the exploration for nontrivial SPT phases realized and controlled by resonant and high-frequency drives with the robust emergent symmetry has not been done well, though it is expected to open up a new way for observation and application of topological phenomena.

In this paper, as a new insight of Floquet engineering, we propose a scheme to realize and control nontrivial SPT phases protected by a robust emergent symmetry under a resonant drive. To be specific, we consider a $\mathbb{Z}_2$ symmetric system and establish a way to realize nontrivial topological phases protected by $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry in such systems, which are robust as long as the $\mathbb{Z}_2$ symmetry and time-periodicity are maintained. Moreover, the topological phases can be easily controlled only by the direction of a static field. This unusual realization of SPT phases is achieved by a resonant drive, which brings an additional robust $\mathbb{Z}_2$ symmetry, and a high-frequency drive, which brings topologically nontrivial terms. We also discuss the effect of perturbations on the resonant drive, and find that there appear three distinct nontrivial SPT phases while only the unique nontrivial phase can be realized otherwise. The real-time dynamics of the model is then explored as a tool for distinguishing all the four distinct phases including a trivial phase. We find that all the phases are identified by a period doubling of a nonlocal order parameter, a la discrete time crystals. We further propose possible experimental platforms for performing such a control of SPT phases, especially focusing on cold atoms. This study will shed a new light on realizing or controlling SPT phases in a nonequilibrium setup.

This paper is organized as follows. In Section II, we briefly explain symmetry protected Floquet engineering, with which we can simultaneously control phases of mat-
ter and add symmetries to the system with a resonant drive. The following sections III and IV present the main results of our paper. After describing a driven $\mathbb{Z}_2$ symmetric model (Section III), the model is analyzed based on the method provided in the Section II, and we show how nontrivial topological phases protected by $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry are realized in this $\mathbb{Z}_2$ symmetric system (Section IV). In Section V, we consider the effect of perturbations on the resonant drive, and show that it provides us with a broader way of controlling SPT phases. We also discuss the real-time dynamics of the model, which can distinguish all of the SPT phases realized in the model in Section VI. Finally, we provide some promising experimental platforms using the ultracold atoms in optical lattices and summarize our paper in Section VII.

II. SYMMETRY PROTECTED FLOQUET ENGINEERING

First of all, we would like to briefly review how a simultaneous control of phases and symmetries can be performed in Floquet systems under resonant drives $[32]$. We consider Floquet systems with the period $T$, and assume that the Hamiltonian $H(t)$ is composed of time-periodic drives with two local energy scales. Namely, the Hamiltonian $H(t)$ is given by $T$-periodic Hamiltonians $H_0(t)$, whose local energy scale is comparable to the frequency $\omega \equiv 2\pi/T$ (resonant drive), and $V(t)$, whose local energy scale is much smaller than the frequency $\omega$ (high-frequency drive), as follows:

$$H(t) = H_0(t) + V(t).$$

Then, the resonant drive $H_0(t)$ is assumed to satisfy the following condition for a certain $N \in \mathbb{N}$,

$$X^N = 1, \quad X \equiv T \exp \left(-i \int_0^T H_0(t) dt \right).$$

This equation represents that the resonant Hamiltonian $H_0(t)$ induces a local $\mathbb{Z}_N$ symmetry operation $X$ on the system every period. Under these assumptions, by performing a perturbative expansion in terms of $\lambda T$ where $\lambda$ is the local energy scale of $V(t)$, the time evolution operator for the coarse-grained stroboscopic dynamics at $t = mNT$ ($m \in \mathbb{N}$) can be described by an effective static Hamiltonian $D_n$,

$$U(NT) \equiv T \exp \left(-i \int_0^{NT} H(t) dt \right) \sim e^{-iD_n NT}. \quad (3)$$

Here, the symbol $\sim$ means that both hand sides are unitarily equivalent approximately, and $D_n$ is the $n$-th order van Vleck effective Hamiltonian given by the following formula,

$$D_n = \sum_{i=1}^n D_v^{(n)} \quad (4)$$

$$D_v^{(1)} = V_0, \quad (5)$$

$$D_v^{(2)} = N \sum_{m \neq 0} [V_m, V_0]/2m\omega, \quad (6)$$

$$D_v^{(3)} = N^2 \sum_{m \neq 0} [V_m, V_0, V_m]/2m^2\omega^2 + N^2 \sum_{m \neq 0} \sum_{n \neq 0} [V_m, V_{m-n}], (7)$$

where the $m$-th Fourier component $V_m$ is obtained by

$$V_m = \frac{1}{NT} \int_0^{NT} U_0^\dagger(t) V(t) U_0(t) e^{im\omega t/N} dt, \quad (8)$$

$$U_0(t) = T \exp \left(-i \int_0^t H_0(t') dt' \right). \quad (9)$$

Most importantly, it is proven that the effective Hamiltonian $D_n$ acquires the new emergent $\mathbb{Z}_N$ symmetry $X$ for any truncation order $n \in \mathbb{N}$, which is described by

$$X D_n X^{-1} = D_n, \quad \forall n \in \mathbb{N}, \quad (10)$$

although the original system described by $H(t)$ does not necessarily respect the symmetry $X$. It is also clarified that the timescale for which the approximation by Eq. $[3]$ works well (called prethermal regime) exponentially grows with the renormalized frequency $\tilde{\omega} \equiv 1/\lambda NT$ and thus an effective static system described by $D_n$ with the emergent $\mathbb{Z}_N$ symmetry $X$ is realized in this prethermal regime.

Symmetry protected Floquet engineering is performed by a resonant drive and a high-frequency drive based on the above formulation. Then, we can obtain the effective static system described by $D_n$ with the new emergent symmetry $X$. By utilizing the higher order correction terms in Eq. $[4]$ and the emergent $\mathbb{Z}_N$ symmetry which appears in any order term represented by Eq. $[10]$, we can simultaneously control phases of matter and add a robust unitary $\mathbb{Z}_N$ symmetry to the system. This implies that we can control SPT phases even when the original system does not respect the required symmetry. In the following sections in this paper, we consider a $\mathbb{Z}_2$ symmetric model and establish a way to realize nontrivial SPT phases protected by $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry with this protocol.

III. SETUP AND MODEL

In this section, we discuss the setup and the model, with which we can control SPT phases protected by a
The Hamiltonian Eq. (13) can be rewritten so that resonant and interaction terms are separated. Here, to perform the van Vleck expansion [Eq. (4)], the high-frequency drive $\omega$ needs to be small compared to the frequency $\omega$. Then, we aim to realize nontrivial topological phases protected by a $Z_2 \times Z_2$ symmetry generated by $X_o$ and $X_e$, where

$$X_{all} = \prod_{j=1}^{L} \sigma_j^x.$$  

(11)

Then, we aim to realize nontrivial topological phases protected by a $Z_2 \times Z_2$ symmetry generated by $X_o$ and $X_e$, where

$$X_o = \prod_{j: odd} \sigma_j^x, \quad X_e = \prod_{j: even} \sigma_j^x.$$  

(12)

The strategy is based on the method provided in Section II, that is, the $Z_2 \times Z_2$ symmetry $X_{all}$ is added to the system by a resonant drive. Then, due to the existence of the $Z_2$ symmetry $X_{all}$, the effective static system also respects the other $Z_2$ symmetry $X_e = X_{all} \cdot X_o^{-1}$, and thereby becomes a platform for SPT phases under a $Z_2 \times Z_2$ symmetry.

Let us describe the model of a one-dimensional Ising spin chain. We assume that the number of sites, $L$, is a multiple of four [33] and impose the open boundary condition. We also assume that the system respects a global $Z_2 \times Z_2$ symmetry.

Then, we consider the periodically driven system as follows,

$$H(t) = \left\{ \begin{array}{ll}
J \sum_{j=1}^{L-1} \sigma_j^x \sigma_{j+1}^x + (g + h \cos \omega t) \sum_{j=1}^{L} \sigma_j^x & (0 \leq t < \tau) \\
\frac{\pi}{2 (T - \tau)} \sum_{j: odd} \sigma_j^x + (g + h \cos \omega t) \sum_{j=1}^{L} \sigma_j^x & (\tau \leq t < T) \end{array} \right.$$  

(13)

Here, to perform the van Vleck expansion [Eq. (4)], the interaction $J$ and the transverse field $g$ and $h$ are assumed to be small compared to the frequency $\omega = 2 \pi / T$. Let us rewrite the Hamiltonian Eq. (13) so that resonant and high-frequency drives can be distinguished as follows:

$$H(t) = H_0(t) + V_{int}(t) + V_h(t) + V_g$$  

(14)

$$H_0(t) = \left\{ \begin{array}{ll}
0 & (0 \leq t < \tau) \\
\frac{\pi}{2 (T - \tau)} \sum_{j: odd} \sigma_j^x & (\tau \leq t < T) \end{array} \right.$$  

(15)

$$V_{int}(t) = \left\{ \begin{array}{ll}
J \sum_{j=1}^{L-1} \sigma_j^x \sigma_{j+1}^x & (0 \leq t < \tau) \\
0 & (\tau \leq t < T) \end{array} \right.$$  

(16)

$$V_h(t) = h \cos \omega t \sum_{j=1}^{L} \sigma_j^x$$  

(17)

$$V_g = g \sum_{j=1}^{N} \sigma_j^x.$$  

(18)

This model is schematically illustrated in Fig. 1. Then, the high-frequency drive $V(t)$ in Eq. (13) is given by

$$V = \begin{cases} 
V(t) & \text{for } 0 \leq t < \tau \\
\pi/2 & \text{for } \tau \leq t < T 
\end{cases}$$

FIG. 1. Schematic picture of the driving protocol over one period $T$. The Ising interaction $V_{int}(t)$ [Eq. (16)] is uniformly imposed during $0 \leq t < \tau$. The resonant drive $H_0(t)$ [Eq. (15)], which acts as a $\pi$-pulse, is imposed only on the odd sites during $\tau \leq t < T$. The oscillating transverse field $V_h(t)$ [Eq. (17)] and the static transverse field $V_g$ [Eq. (18)] are both uniformly imposed throughout.

$$V_{int}(t) + V_h(t) + V_g. \text{ The resonant drive } H_0(t) \text{ induces the } Z_2 \text{ symmetry } X_o, \text{ that is},$$

$$\mathcal{T} \exp \left( -i \int_0^T H_0(t) dt \right) = X_o.$$  

(19)

Thus, the method provided in Section II is applicable with $N = 2$.

It should be noted that the transverse fields $H_0(t)$, $V_h(t)$, and $V_g$ respect the $Z_2 \times Z_2$ symmetry represented by $X_o$ and $X_e$, but they are topologically trivial since they are onsite operators. The Ising interaction term $V_{int}(t)$ does not even respect the $Z_2 \times Z_2$ symmetry, since it anticommutes with $X_o$ and $X_e$. Despite their simple forms, they can become sources for realizing nontrivial SPT phases under the $Z_2 \times Z_2$ symmetry as we discuss in the next section.

IV. ANALYSIS: CONTROL OF SPT PHASES

In this section, we would like to discuss how nontrivial SPT phases under the $Z_2 \times Z_2$ symmetry are realized or controlled in the system which only respects $Z_2$ symmetry, described by Eq. (13). To this end, we calculate the effective Hamiltonian based on the method in Section II, and explore its topological properties analytically. We also perform a numerical calculation which does not rely on the van Vleck expansion to examine whether or not topological nature obtained by the analytical calculation appears without the perturbative approximation.

We first clarify how topological phases are defined throughout this paper. In Floquet systems, there are several ways to define topological phases [34]. One of the definitions is based on an effective Hamiltonian defined by $i \log U(T)/T$ [12, 14], where $U(t)$ represents the time evolution operator of the system. The others are defined by a time evolution operator $U(t)$ over one period $T$ [2, 3] or a Floquet operator $U(T)$ [11, 35]. Our
symmetry

\[ H_{\text{eff}} = \frac{i}{2T} \log U(2T), \]

where we choose a branch cut so that all the quasienergies \( \{\varepsilon\} \) (the eigenvalues of \( H_{\text{eff}} \)) can be included in \( [-\pi/2T, \pi/2T] \). Then, the classification of topological phases based on \( H_{\text{eff}} \) is the same as the one in static systems. Since \( H_{\text{eff}} \) can be unitarily equivalent to the van Vleck effective Hamiltonian \( D_n \) approximately from Eq. (3), we can analyze topological phases with the van Vleck effective Hamiltonian \( D_n \) instead of the effective Hamiltonian \( H_{\text{eff}} \). We can also define the ground state by the eigenstate of \( H_{\text{eff}} \) with the lowest quasienergy in \( [-\pi/2T, \pi/2T] \).

Let us consider the van Vleck effective Hamiltonian \( D_n \). To simplify the problem, we assume that there is an energy-scale separation among the high-frequency drivings \( V_{\text{in}}(t), V_h(t) \) and \( V_g \). That is, let us suppose that the local energy scale of the former two terms, denoted by \( \lambda \equiv \max(J, h) \), is larger than that of the last one, which is described by

\[ g/\lambda = O \left( \left( \frac{\lambda}{\omega} \right)^2 \right). \]

As discussed later, the system hosts a topologically trivial phase when \( g \) becomes larger, and hence it is enough to consider within this regime to obtain nontrivial SPT phases.

We perform the approximation by truncating the van Vleck effective Hamiltonian at the third order. With neglecting the third order term originating from \( V_g \) due to Eq. (21), we obtain the effective Hamiltonian \( D_3 \) as follows,

\[
D_3 = g \sum_j \sigma^x_j + \gamma \sum_j (\sigma^z_j + \sigma^z_{j-1}\sigma^z_{j+1}) + \text{(local terms on the edge)}, \tag{22}
\]

\[
\gamma = \frac{4J^2h}{3\pi^2 \omega^2} \{2 \sin \omega \tau - \omega \tau (1 + \cos \omega \tau)\}. \tag{23}
\]

The detailed calculation for obtaining this effective Hamiltonian is provided in Appendix. Here, \( \gamma \) is a real number which depends on the parameters \( J, h, \) and \( \omega \tau \). The sign of \( \gamma \) is determined by \( \omega \tau \), as \( \text{sgn}(g) = \text{sgn}(\pi - \omega \tau) \) for \( 0 \leq \omega \tau \leq 2\pi \). As discussed in Section II, though the original Hamiltonian respects only the \( Z_2 \) symmetry \( X_{\text{all}} \), the effective Hamiltonian \( D_3 \) possesses the emergent \( Z_2 \times Z_2 \) symmetry represented by \( X_o \) and \( X_e \). This emergent symmetry is easily checked by the fact

\[
[\sigma^z_{j-1}\sigma^z_j X_o] = [\sigma^z_{j-1}\sigma^z_j X_e] = 0, \quad \forall j. \tag{24}
\]

In the discussions below, we neglect the local term which only acts on the edge \( j = 1 \) or \( j = L \) in Eq. (22), because such a local term becomes irrelevant when we consider the topological nature of the system with a large number of sites \( L \).

Let us discuss how the effective Hamiltonian \( D_3 \) in Eq. (22) can be topologically classified and as a result how we can control SPT phases. To this end, we consider a \( Z_2 \times Z_2 \) symmetric Hamiltonian \( H \), given by

\[
H = a \sum_{j=1}^{N} \sigma^x_j + b \sum_{j=2}^{N-1} \sigma^z_j \sigma^z_{j+1} \tag{25}
\]

under the open boundary condition [28]. In fact, this model can be exactly solved by Jordan-Wigner transformation

\[
\alpha_j \equiv \left( \prod_{k<j} \sigma^x_k \right) \sigma^z_j, \quad \beta_j \equiv - \left( \prod_{k<j} \sigma^z_k \right) \sigma^y_j, \tag{26}
\]

where \( \{\alpha_j\} \) and \( \{\beta_j\} \) are independent Majorana fermion operators which satisfy

\[
\{\alpha_i, \alpha_j\} = \{\beta_i, \beta_j\} = 2\delta_{ij}, \quad \{\alpha_i, \beta_j\} = 0. \tag{27}
\]

Then, the static system decribed by \( H \) can be mapped to a fermion system, which results in

\[
H = -ia \sum_j \alpha_j \beta_j - ib \sum_j \beta_{j-1} \alpha_{j+1}. \tag{28}
\]

This model is nothing but two decoupled, independent, and equivalent Kitaev chains [28]—one is composed of the odd sites \( j = 2m - 1 \), while the other is composed of the even sites \( j = 2m \). Due to the equivalence of the two Kitaev chains, there are two possible phases. One is a topologically nontrivial phase when \( |a| < |b| \), in which both of the chains become nontrivial. The other phase is a trivial phase under \( |a| > |b| \), in which both chains are trivial. The topological phase transition occurs at \( |a| = |b| \).

Let us return to the discussion on our model described by Eq. (22). Note that the second summation term in Eq. (22) represents a \( Z_2 \times Z_2 \) symmetric Hamiltonian just at the topological phase transition point. Thus, the first term in Eq. (22) determines topological phases, and assuming \( h > 0 \), the following relation is obtained depending on the sign of \( \gamma \).

When \( 0 < \tau < T/2 \), or equivalently \( \gamma > 0 \),

\[
g < -2\gamma, \quad 0 < g : \text{topologically trivial phase}, \quad g = -2\gamma, \quad 0 : \text{topological phase transition point}, \quad -2\gamma < g < 0 : \text{topologically nontrivial phase}. \]

When \( T/2 < \tau < T \), or equivalently \( \gamma < 0 \),

\[
g < 0, \quad -2\gamma < g : \text{topologically trivial phase}, \quad g = 0, \quad -2\gamma : \text{topological phase transition point}, \quad 0 < g < -2\gamma : \text{topologically nontrivial phase}. \]
Therefore, by choosing a value between $-2\gamma$ and 0 for the strength of the static transverse field $g$, a nontrivial SPT phase under the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry is realizable, although the original system only respects the $\mathbb{Z}_2$ symmetry (and discrete time translation symmetry), and is driven by $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetric trivial fields and a $\mathbb{Z}_2 \times \mathbb{Z}_2$ asymmetric interaction. In a topologically nontrivial phase, since each of the two Kitaev chains of the mapped fermionic system has one gapless excitation under the open boundary condition, the ground state of the system has a topologically protected four-fold degeneracy.

The above condition for the topological phase transition also implies an easy control of SPT phases. Let us consider the small field limit $g \approx 0$. Then, topological phases only depend on the direction of the static transverse field, and hence, by changing its direction, we can easily switch the system between a trivial phase and a nontrivial SPT phase.

We also numerically examine whether or not the topological nature can appear in the system without resorting to the high-frequency expansion. We calculate the spectrum of the approximation-free effective Hamiltonian $H_{\text{eff}}$, given by Eq. (20), using the exact diagonalization. Figure 2 shows excitation energies from the ground state to low energy excited states under the Hamiltonian $H_{\text{eff}}$ for $J = h = 0.9, T = 1, L = 8$. For $g$ in the blue regions, the excitation energies from the ground state to the first, second and third excited states are zero, implying that there is a four-fold degeneracy in the ground state of $H_{\text{eff}}$. Thus, though the topological phase transition points deviate from those of the analytical calculation, we can conclude that nontrivial topological phase transitions appear by tuning the transverse field $g$.

The deviation of the phase transition points can be attributed to the finite size effect and the higher order terms which are naturally included in $H_{\text{eff}}$. Here, we discuss the influence of the higher-order terms of the van Vleck expansion. The way of Floquet engineering with a resonant drive, provided in the Section II, ensures that the emergent $\mathbb{Z}_2$ symmetry $X_{\text{eff}}$ appears in any order term. Since the original Hamiltonian $H(t)$ respects the $\mathbb{Z}_2$ symmetry $X_{\text{eff}}$, the effective Hamiltonian including higher order terms always respects the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry represented by $X_\alpha$ and $X_\beta$. Thus, the higher order terms merely shift the phase transition points and do not break the required $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry for realizing SPT phases. This seems to be why a clear four-fold degeneracy is observed without resorting to the approximation in Fig. 2. In a similar way, we can discuss the robustness against perturbations. As long as the perturbations respect the $\mathbb{Z}_2$ symmetry $X_{\text{eff}}$, their effect appears on the van Vleck effective Hamiltonian $D_n$ as $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetric terms. Thus, properties of nontrivial SPT phases can appear if such $\mathbb{Z}_2$ symmetric perturbations are small enough. What should be done to observe nontrivial SPT phases protected by the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry is only to maintain the $\mathbb{Z}_2$ symmetry and the discrete time translation symmetry.

V. CONTROL OF PHASES VIA FLIP ERRORS

Symmetry protected Floquet engineering, described in Section II, seems to require a fine-tuning of the resonant drive $H_0(t)$ due to the condition given in Eq. (2). In this section, we evaluate effects of the deviation of the resonant drive on topological phases of our model. As a result, we uncover that tuning the deviation of the resonant drive enables us to realize more various phases than that solely by the static transverse field $g$ in the previous section.

In the previous section, a $\pi$-spin flip on the odd sites is...
considered as a resonant drive. Here, we assume that
the angle of rotation slightly deviates from $\pi$ in the perturbed
case. Then, the Hamiltonian in the perturbed case is
described as follows,
\begin{equation}
H(t) = \tilde{H}_0(t) + V_{\text{int}}(t) + V_h(t) + V_g,
\end{equation}
where $\varepsilon$ represents a degree of the deviation from the
$\pi$-spin flip. Such an error on the rotation angle is
widely considered in the context of discrete time crystals and their related phenomena, and it often breaks
time-crystalline orders when it increases to some extent.

Let us analyze the perturbed model given by Eqs. (29)
and (30). Since this perturbed resonant drive does not
satisfy the condition Eq. (2), the method in Section II
seems to be inapplicable. However, we can rewrite the
Hamiltonian by
\begin{equation}
H(t) = H_0(t) + V_c(t) + V_{\text{int}}(t) + V_h(t) + V_g,
\end{equation}
and by regarding the high-frequency driving $V(t)$ as
$V_c(t) + V_{\text{int}}(t) + V_h(t) + V_g$, the method becomes applicable. Then, we again assume
\begin{equation}
\varepsilon/\mathcal{X}T = O\left(\left(\frac{\lambda}{\omega}\right)^2\right),
\end{equation}
and neglect the third order term originating from $V_c(t)$. This results in the following effective Hamiltonian up to
the third order:
\begin{equation}
D_3 = a_e \sum_{j,\text{even}} \sigma_j^x + b_o \sum_{j,\text{odd}} \sigma_{j-1}^z \sigma_j^z \sigma_{j+1}^x
+ a_o \sum_{j,\text{odd}} \sigma_j^z + b_e \sum_{j,\text{even}} \sigma_{j-1}^y \sigma_j^y \sigma_{j+1}^x
+ (\text{local terms on the edge})
\end{equation}
with $a_o = g + \pi \varepsilon/2T + \gamma$, $a_e = g + \gamma$, and $b_o = b_e = \gamma$. By neglecting the local term on the edge and performing
Jordan Wigner transformation, described by Eq. (26),
this effective Hamiltonian is mapped to the following
Majorana-fermionic system,
\begin{equation}
D_3 = -i a_o \sum_{m} \alpha_{2m-1} \beta_{2m-1} - i b_o \sum_{m} \beta_{2m-1} \alpha_{2m+1}
\end{equation}
\begin{equation}
+ (-i a_o \sum_{m} \alpha_{2m} \beta_{2m} - i b_o \sum_{m} \beta_{2m} \alpha_{2m+2}).
\end{equation}
FIG. 3. (a) Phase diagram of the effective static model
Eq. (34) based on the van Vleck expansion $D_3$. The indices
$(Z_o, Z_e) \in Z_2 \times Z_2$ represent the $Z_2$ topological numbers of the
Kitaev chains composed of the odd and even sites, respectively.
(b) The degeneracy of the ground states, calculated in
terms of the effective Hamiltonian $H_{\text{eff}}$. Here, we define the
degeneracy for the $n$-th excited state with the eigenenergy $E_n$
yielding $|E_n - E_0|/|E_0| < 0.01$. The black lines are the boundaries of SPT phases obtained by the analytical calculation of
$D_3$. This result well reflects the phase diagram based
on the van Vleck expansion in (a).
two-fold degeneracies in the ground states respectively. In the purple regions, the ground state is not degenerate. This result well reproduces the phase diagram based on the van Vleck expansion (See Fig. 4 (b)).

VI. DYNAMICAL SIGNATURES OF THE PHASES

In the previous sections, it is shown that, with tuning the static transverse field and the flip error, the system can host four kinds of topological phases protected by $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry. In this section, we discuss how the characteristics of the four distinct phases appears in the real-time dynamics.

First of all, we discuss the model based on the third-order van Vleck effective Hamiltonian $D_3$, which is given by Eq. [22]. Using Jordan-Wigner transformation, described by Eq. [26], this effective model is mapped to two decoupled Kitaev chains. Since one Kitaev chain can be mapped to one transverse Ising chain by Jordan-Wigner transformation, we can map the effective model to two decoupled transverse Ising chains. To be precise, let us define new Pauli operators $\{\tilde{\tau}^{m}_{n=x,y,z}\}$ and $\{\tilde{x}^{m}_{n=x,y,z}\}$ by

$$
\tilde{\tau}^{x}_{m} = \sigma_{2m-1}^{x}, \quad \tilde{\tau}^{y}_{m} = i\tilde{\tau}^{z}_{m},
\tilde{\tau}^{z}_{m} = \prod_{n<m}^{1} \sigma_{2n}^{z} \sigma_{2m-1}^{z},
$$

$$
\tilde{\tau}^{x}_{m} = \sigma_{2m}^{x}, \quad \tilde{\tau}^{y}_{m} = i\tilde{\tau}^{z}_{m},
\tilde{\tau}^{z}_{m} = \prod_{n\leq m}^{1} \sigma_{2n}^{z} \sigma_{2m}^{z},
$$

and then the effective model $D_3$ becomes equivalent to two decoupled transverse Ising chains as follows:

$$
D_3 = \sum_{m} (a_o \tilde{\tau}^{x}_{m} + b_o \tilde{\tau}^{z}_{m}) + \sum_{m} (a_e \tilde{x}^{x}_{m} + b_e \tilde{x}^{z}_{m})
$$

(40)

with neglecting the terms which were originally the local terms on the edge.

Next, consider a small perturbation which breaks the $\mathbb{Z}_2$ symmetry $X_{\text{all}}$ and the discrete time translation symmetry ($T$-periodicity), and here, we choose the following $2T$-periodic perturbation

$$
H_{\text{per}}(t) = \begin{cases} 
\sum_{m} h_z (\tilde{\tau}^{x}_{m} + \tilde{\tau}^{z}_{m}) & (0 \leq t < \tau) \\
0 & (\tau \leq t < T) \\
\sum_{m} h_z (\tilde{\tau}^{x}_{m} - \tilde{\tau}^{z}_{m}) & (T \leq t < T + \tau) \\
0 & (T + \tau \leq t < 2T).
\end{cases}
$$

(41)

The effective Hamiltonian $\tilde{H}_{\text{eff}}$ of the perturbed system is given by

$$
\tilde{H}_{\text{eff}} \equiv \frac{i}{2T} \log \tilde{U}(2T),
$$

$$
\tilde{U}(2T) = \mathcal{T} \exp \left\{ -i \int_{0}^{2T} (H(t) + H_{\text{per}}(t)) dt \right\}.
$$

(42)

(43)

We can approximately obtain the effective Hamiltonian by the method in the Section II also in the perturbed case by regarding the system as a $2T$-periodic system and taking $H_0(t)$ as a resonant term which satisfies $X = 1$. As a result, by taking only the lowest order term brought by $H_{\text{per}}(t)$ into account, we arrive at the third-order van Vleck effective Hamiltonian in the perturbed
FIG. 5. Numerical results of the stroboscopic dynamics of the order parameter $A(nT)$ for different parameters which lie in the four distinct phases. In each graph, we choose $J = 0.5, h = -0.5, \tau = 1/4,$ and $L = 8$. The red solid lines represent the mean value of $A(nT)$.

\[ \tilde{D}_3 \simeq \sum_m \left( a_0 \tau^x_m + b_0 \tau^z_m \tau^z_{m+1} + h_0 \tau^z_m \right) + \sum_m \left( a_b \tilde{\tau}^x_m + b_b \tilde{\tau}^z_m \tilde{\tau}^z_{m+1} + h_b \tilde{\tau}^z_m \right) \text{.} \]  

(44)

Therefore, if the corresponding Kitaev chain composed of odd (even) sites is topologically nontrivial, the perturbation breaks the ground-state degeneracy of the corresponding transverse Ising chain described by $\langle \tau^z_m (\tilde{\tau}^z_m) \rangle$, which results in the finite order parameter $\langle \text{GS} | \tau^z_m | \text{GS} \rangle$ or $\langle \text{GS} | \tilde{\tau}^z_m | \text{GS} \rangle$ where $|\text{GS}\rangle$ is the ground state under $\tilde{H}_{\text{eff}}$.

Now, let us describe how each of the four distinct phases is characterized by the real-time dynamics. First, we prepare the initial state by the ground state of the effective Hamiltonian $\tilde{H}_{\text{eff}}$. This means that spontaneous symmetry breaking is assumed to take place for the system hosting nontrivial phases. Such symmetry-broken states can be introduced by an infinitesimal perturbation which breaks both the $Z_2$ symmetry $X_{\text{all}}$ and the discrete time translation symmetry such as $H_{\text{per}}(t)$. They can also be attributed to measurement or decoherence. After preparing the symmetry-broken initial state, the system evolves under the $T$-periodic Hamiltonian $H(t)$, and then we focus on the stroboscopic dynamics of the order parameter

\[ \langle \tau(nT) \rangle = \frac{1}{L} \sum_m \langle \text{GS} | U(T)^m (\tau^z_m + \tilde{\tau}^z_m) U(T)^n | \text{GS} \rangle \text{.} \]  

(45)

Since $|\text{GS}\rangle$ is an eigenvector of $U(2T)$, we obtain

\[ \langle \tau(2mT) \rangle = \frac{1}{L} \sum_m \langle \text{GS} | \tau^z_m | \text{GS} \rangle + \frac{1}{L} \sum_m \langle \text{GS} | \tilde{\tau}^z_m | \text{GS} \rangle \text{.} \]  

(46)

for $m \in \mathbb{N}$. The first and the second term, which we denote $\phi_o/2$ and $\phi_e/2$ below, represent the order parameters of the corresponding transverse Ising chains which respectively characterize the corresponding Kitaev chains composed of odd and even sites. On the other hand, if the coarse-grained stroboscopic dynamics at $t = (2m + 1)T$ is focused on, with the zero-th order approximation by

\[ U(T) = \mathcal{T} \exp \left\{ -i \int_0^T (H_0(t) + V(t)) dt \right\} \approx \mathcal{T} \exp \left\{ -i \int_0^T H_0(t) dt \right\} = X_{\text{odd}} \text{,} \]  

(47)
the following relation is obtained,
\[
\langle \tau((2m+1)T) \rangle \simeq \frac{1}{L} \sum_{m}^{L/2} \langle \text{GS} | X_{\text{odd}} \tau_{m}^{z} X_{\text{odd}} | \text{GS} \rangle
\]
\[
+ \frac{1}{L} \sum_{m}^{L/2} \langle \text{GS} | X_{\text{odd}} \tilde{\tau}_{m}^{z} X_{\text{odd}} | \text{GS} \rangle
\]
\[
= \frac{1}{L} \sum_{m}^{L/2} (- \langle \text{GS} | \tau_{m}^{z} | \text{GS} \rangle + \langle \text{GS} | \tilde{\tau}_{m}^{z} | \text{GS} \rangle)
\]
\[
= \frac{1}{2} (-\phi_{o} + \phi_{e}). \tag{48}
\]

Thus, \( \langle \tau(nT) \rangle \) shows a 2T-periodic oscillation, in which its mean value and its amplitude are \( \phi_{e}/2 \) and \( \phi_{o}/2 \), respectively. As a result, whether the mean and the amplitude of \( \langle \tau(nT) \rangle \) are zero or nonzero tells us which phase the system lies in, from the following correspondence,

\[
(Z_{o}, Z_{e}) = (0, 0) \iff \phi_{o} = 0, \phi_{e} = 0,
\]
\[
(Z_{o}, Z_{e}) = (1, 0) \iff \phi_{o} \neq 0, \phi_{e} = 0,
\]
\[
(Z_{o}, Z_{e}) = (0, 1) \iff \phi_{o} = 0, \phi_{e} \neq 0,
\]
\[
(Z_{o}, Z_{e}) = (1, 1) \iff \phi_{o} \neq 0, \phi_{e} \neq 0.
\]

We also numerically calculate the real-time dynamics to confirm the above conditions. Here, since the observable \( \sum_{m}^{L}(\tau_{m}^{z} + \tilde{\tau}_{m}^{z})/L \) is nonlocal, we employ the observable \( (\tau_{T}^{z} + \tilde{\tau}_{T}^{z})/2 = (\sigma_{1}^{x} + \sigma_{2}^{x})/2 \) instead with assuming that the effect of the boundary is small. Figure 5 shows the numerical results of the stroboscopic dynamics of the order parameter

\[
A(nT) = \frac{1}{2} \langle \text{GS} | U^{\dagger}(T)^{n}(\sigma_{1}^{x} + \sigma_{2}^{x})U(T)^{n} | \text{GS} \rangle \tag{49}
\]

for each set of parameters \( q, \varepsilon \) in the four different phases. In the case of \( q = -\gamma \) and \( \varepsilon = 0 \) in the nontrivial phase \( (Z_{o}, Z_{e}) = (1, 1) \) [See Fig. 5 (d)], the observable \( A(nT) \) shows a 2T-periodic oscillation with its nonzero mean, and hence satisfying the above statement. As well, the dynamics in the remaining three regimes [See Fig. 5 (a), (b), and (c)] reflect which phase the system lies in, and hence we can conclude that SPT phases of the system can be identified by tracking the order parameter \( A(nT) \).

We also would like to note about 2T-periodic oscillations which appear in the nontrivial phases \( Z_{o} = 1 \). It should be noted that the observable oscillates with the period 2T in spite of the fact that the original Hamiltonian is T-periodic. Moreover, this 2T-periodic oscillation is robust to perturbations which do not break the \( Z_{2} \) symmetry \( X_{\text{all}} \) and T-periodicity, since the oscillation is maintained as long as \( Z_{o} = 1 \) is satisfied. Thus, this behavior for \( Z_{o} = 1 \) is similar to the one in discrete time crystals (DTCs), which host spontaneous breaking of discrete time translation symmetry \[9, 43\]. Our model is different from DTCs in that this time-crystalline-like oscillation in our model only lasts in the prethermal regime before the thermalization to infinite temperature states, though DTCs show an everlasting period \( n \)-tupling in the thermodynamic limit. This behavior is similar to the one of prethermal discrete time crystals \[31, 32, 44\]. Another difference is that the order parameter \( \langle \tau(nT) \rangle \) is nonlocal due to Jordan Wigner transformation unlike DTCs.

To summarize this section, we can identify each of the four distinct SPT phases from the stroboscopic dynamics of the nonlocal order parameter \( \langle \tau(nT) \rangle \) with \( n \in \mathbb{Z}^{+} \). SPT phases discussed through this paper have been considered in terms of the coarse-grained stroboscopic dynamics at \( t = 2nT \) \( (m \in \mathbb{Z}^{+}) \), since they are defined by the effective Hamiltonian \( H_{\text{eff}} \), given by Eq. \( (20) \), which describes only the coarse-grained stroboscopic dynamics. Therefore, it should be noted that these SPT phases defined in the coarse-grained stroboscopic dynamics can be detected from the stroboscopic dynamics.

**VII. SUMMARY AND DISCUSSIONS**

In this paper, we propose a way to realize nontrivial topological phases protected by \( Z_{2} \times Z_{2} \) symmetry in a \( Z_{2} \) symmetric system by a combination of a resonant drive and high-frequency drives. The resonant drive is responsible for adding the emergent \( Z_{2} \) symmetry to the system, thereby making the system a platform for SPT phases under the \( Z_{2} \times Z_{2} \) symmetry as long as the system respects \( Z_{2} \). The high-frequency drives are responsible for generating topologically nontrivial terms via higher-order terms of the van Vleck expansion. The coexistence of such drives with the dual energy scales enables us to realize and control SPT phases under \( Z_{2} \times Z_{2} \) symmetry on the \( Z_{2} \) symmetric system in a robust and simple way by a static transverse field and a slight deviation of the resonant drive. We have also provided a way to detect the phases by a discrete-time-crystalline-like period-doubling of order parameters. In general, we can add a robust \( Z_{2} \times Z_{2} \) symmetry by a resonant drive and also treat higher-dimensional systems. Therefore, we expect that more
complex SPT phases in higher dimensions, which are usually difficult to observe in equilibrium setups, could be realized by a combination of resonant and high-frequency drives in a way similar to our method in this paper. This is left for future work.

Finally, we would like to comment on possible experimental platforms for realizing our model and performing the control of SPT phases. One of the key points is how to implement the resonant drive $H_0(t)$ given by Eq. (18), since it should selectively drive only the odd sites. Such a spatially-modulated drive would be possible in atomic, molecular and optical (AMO) systems such as trapped ions thanks to their high controllability [37]. Here, we propose a concrete setup using cold atoms as the other promising platform for our proposal. We consider a one-dimensional ladder lattice composed of two sublattices $A$ and $B$ (Fig. 6). The initial state is prepared so that only one of the two sublattices is occupied by a hard-core boson at each site $j$. Then, each site $j$ has a spin degree of freedom with $S = 1/2$, characterized by which sublattice is occupied. With this setup, Ising interaction corresponds to interactions between particles in nearest neighbor sites, which can be controlled by Feshbach resonance. On the other hand, hopping between the two sublattices effectively play a role of transverse field, which can be induced by adding an optical lattice between the two sublattices. The transverse field acting only on the even sites can be realized by using an optical lattice which has twice the lattice spacing of the ladder.
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Appendix

THE VAN VLECK EFFECTIVE HAMILTONIAN OF THE MODEL

In this section, we show the derivation of the van Vleck effective Hamiltonian $D_3$ from the original Hamiltonian $H(t)$ given by Eq. (13). First of all, the Fourier components of $V(t) = V_{\text{int}}(t) + V_h(t) + V_g$, denoted by $\{V_m\}$, can be calculated based on Eqs. (8) and (9), as follows,

$$V_0 = g \sum_{j=1}^L \sigma_j^z,$$

(A1)

$$V_2 = V_{-2} = \frac{\hbar}{2} \sum_{j=1}^L \sigma_j^z,$$

(A2)

$$V_m = J \sum_{j=1}^{L-1} \sigma_j^z \sigma_{j+1}^z \frac{e^{im\omega t/2} - 1}{im\pi} \quad (m: \text{odd}),$$

(A3)

$$V_m = 0 \quad \text{(otherwise)}.$$  

(A4)

Since this model satisfies $[V_m, V_m] = 0$, the second order term $D_{VV}^{(2)}$ given by Eq. (6) dissapears. Then the third order effective Hamitonian $D_3$ is

$$D_3 = D_{VV}^{(1)} + D_{VV}^{(3)} = g \sum_{j=1}^L \sigma_j^z + 4 \sum_{m\neq 0} \sum_{n\neq 0,m} \frac{[V_{-m}, V_{m-n}], V_n}{3m\omega^2},$$

(A5)

In the second equality, we neglect the first term of $D_{VV}^{(3)}$ since the third order term which includes $V_0$ is small compared to the second term due to the assumption Eq. (21). From now on, we calculate the second term in Eq. (A5), which we denote $D$ below. Focusing on the indices of the three Fourier components $V_{-m}, V_{m-n},$ and $V_n$, the summation of them gives zero. Thus, due to Eqs. (A1) $\sim$ (A4), the terms which satisfy $m - n = \pm 2$ and $m: \text{odd}$ have nonzero contributions. This results in

$$D = \frac{4}{3\omega^2} \sum_{m: \text{odd}} \frac{[V_{-m}, V_{m-2}], V_{m-2}]}{m(m-2)\pi^2} + \frac{4}{3\omega^2} \sum_{m: \text{odd}} \frac{[V_{-m}, V_{m-2}], V_{m+2}}{m(m+2)\pi^2}$$

$$= \frac{2\hbar^2}{3\omega^2} C \left[ \sum_{j=1}^{L-1} \sigma_j^z \sigma_{j+1}^z + \sum_{j=1}^L \sigma_j^z \right] \left[ \sum_{j=1}^{L-1} \sigma_j^z \sigma_{j+1}^z \right],$$

(A6)

where the real constant $C$ is given by the following equation,

$$C = \sum_{m: \text{odd}} \frac{(e^{-im\omega \tau/2} - 1)(e^{i(m-2)\omega \tau/2} - 1)}{m^2(m-2)^2\pi^2} + \sum_{m: \text{odd}} \frac{(e^{-im\omega \tau/2} - 1)(e^{i(m+2)\omega \tau/2} - 1)}{m^2(m+2)^2\pi^2}.$$  

(A7)

The commutator in $D$ is calculated as follows,

$$\left[ \sum_{j=1}^{L-1} \sigma_j^z \sigma_{j+1}^z, \sum_{j=1}^L \sigma_j^z \right] = \sum_{j=1}^{L-1} \left( [\sigma_j^z, \sigma_{j+1}^z] \sigma_j^z + \sigma_j^z [\sigma_j^z, \sigma_{j+1}^z] \right)$$

$$= 2i \sum_{j=1}^{L-1} \sigma_j^y \sigma_{j+1}^y + 2 \sigma_j^z \sigma_{j+1}^z,$$  

(A8)

and

$$\left[ \sum_{j=1}^{L-1} \sigma_j^z \sigma_{j+1}^z, \sum_{j=1}^L \sigma_j^z \right] = 2i \sum_{j=1}^{L-1} \sigma_j^y \sigma_{j+1}^z \sigma_j^z + 4i \sum_{j=1}^{L-1} \sigma_j^y \sigma_{j+1}^z \sigma_j^z + 2i \sum_{j=1}^{L-1} (\sigma_j^z)^2 \sigma_{j+1}^y \sigma_{j+1}^z$$

$$= -8 \left( \sum_{j=1}^L \sigma_j^x + \sum_{j=2}^{L-1} \sigma_{j-1}^z \sigma_{j+1}^z \right) + 4(\sigma_1^x + \sigma_L^x).$$  

(A9)
The last term $4(\sigma_1^x + \sigma_L^x)$, which locally acts on the edge $j = 1, L$, is neglected in the main text, since such a term becomes irrelevant for topological phases when the system size $L$ is large.

Next, we calculate the real constant $C$, which is given by Eq. (A7),

$$
C = \sum_{l \in \mathbb{Z}} \frac{(e^{-il\omega_T-\omega_T/2}-1)(e^{il\omega_T-\omega_T/2}-1)}{(2l-1)^2(2l+1)^2 \pi^2} + \sum_{l \in \mathbb{Z}} \frac{(e^{-il\omega_T+i\omega_T/2}-1)(e^{il\omega_T+i\omega_T/2}-1)}{(2l-1)^2(2l+1)^2 \pi^2}
$$

$$
= \frac{4}{\pi^2} \cos \frac{\omega_T}{2} \sum_{l \in \mathbb{Z}} \frac{\cos(\omega_T/2) - \cos \omega_T}{(2l-1)^2(2l+1)^2}
$$

(A10)

By using the formula

$$
\sum_{l=1}^{\infty} \frac{1}{(2l-1)^2(2l+1)^2} = \frac{\pi^2}{16}
$$

(A11)

we obtain

$$
C = \frac{1}{2} \cos^2 \frac{\omega_T}{2} - \frac{4}{\pi^2} \cos \frac{\omega_T}{2} - \frac{8}{\pi^2} \cos \frac{\omega_T}{2} \sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l-1)^2(2l+1)^2}
$$

(A12)

Here, we calculate the second summation as follows,

$$
\sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l-1)^2(2l+1)^2} = \frac{1}{2} \sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l-1)(2l+1)} + \frac{1}{4} \sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l-1)^2} + \frac{1}{4} \sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l+1)^2}
$$

$$
= \frac{\pi}{8} \sin \frac{\omega_T}{2} - \frac{1}{4} \sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l-1)^2} + \frac{1}{4} \sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l+1)^2}
$$

(A13)

In the second equality, we have used the formula

$$
\sum_{l=1}^{\infty} \frac{\cos(2l-1)x}{(2l-1)^2} = \frac{\pi}{4} \left( \frac{2}{\pi} - x \right)
$$

(A14)

for $0 \leq x \leq \pi$. With using the relation

$$
\sum_{l=1}^{\infty} \frac{\cos(2l-1)x}{(2l-1)^2} = \frac{\pi}{4} \left( \frac{2}{\pi} - x \right)
$$

(A15)

for $0 \leq x \leq \pi$, the remaining terms are obtained:

$$
\frac{1}{4} \sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l-1)^2} + \frac{1}{4} \sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l+1)^2} = \frac{1}{4} \sum_{l=1}^{\infty} \frac{\cos \omega_T + \cos((l-1)\omega_T)}{(2l-1)^2}
$$

$$
= \frac{1}{2} \cos \frac{\omega_T}{2} \sum_{l=1}^{\infty} \frac{\cos((2l-1)\omega_T/2)}{(2l-1)^2} - \frac{1}{4}
$$

(A16)

$$
= \frac{\pi}{16} (\pi - \omega_T) \cos \frac{\omega_T}{2} - \frac{1}{4}
$$

(A17)

and

$$
\sum_{l=1}^{\infty} \frac{\cos \omega_T}{(2l-1)^2(2l+1)^2} = \frac{\pi}{8} \sin \frac{\omega_T}{2} + \frac{\pi}{16} (\pi - \omega_T) \cos \frac{\omega_T}{2} - \frac{1}{2}
$$

(A18)

Substituting this into Eq. (A12) results in the real constant $C$ given by

$$
C = \frac{1}{4\pi} \{ \omega_T(1 + \cos \omega_T) - 2 \sin \omega_T \}
$$

(A19)

Finally, we arrive at the third order van Vleck effective Hamiltonian $D_3$:

$$
D_3 = (g + \gamma) \sum_{j=1}^{L} \sigma_j^z + \gamma \sum_{j=2}^{L-1} \sigma_j^z \sigma_{j+1}^z - \frac{\gamma}{2} (\sigma_1^z + \sigma_L^z)
$$

(A20)

$$
\gamma = \frac{4J^2}{3\pi \omega^2} \{ 2 \sin \omega_T - \omega_T(1 + \cos \omega_T) \}
$$

(A21)

which we have provided as the effective Hamiltonian Eq. (22) in the main text.