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Abstract

We study the construction of tensor products of representations up to homotopy, which are the $A_\infty$ version of ordinary representations. We provide formulas for the construction of tensor products of representations up to homotopy and of morphisms between them, and show that these formulas give the homotopy category a monoidal structure which is uniquely defined up to equivalence.
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1 Introduction

This work is motivated by the study of the cohomology of classifying spaces of Lie groupoids. For a Lie group $G$, Bott [3] constructed a spectral sequence converging to the cohomology of the classifying space $BG$ with first page

$$E_1^{pq} = H_{\text{diff}}^{p-q}(G, S^q(g^*)),\quad (1)$$

the differentiable cohomology with coefficients in the symmetric powers of the coadjoint representation. If the Lie group $G$ is compact then the first page of the spectral sequence vanishes outside of the diagonal, and one obtains that the cohomology of $BG$ is isomorphic to the invariant polynomials on the Lie algebra. The Cartan model for equivariant cohomology can be seen as a generalization of this computation for classifying spaces of groupoids associated to compact group actions on manifolds. In [5] Getzler constructed a model for equivariant cohomology of non compact groups, generalizing Bott’s spectral sequence to the case of general group actions. Behrend [4] extended Getzler’s model to the case of stacks that can be represented by “flat groupoids”. For general Lie groupoids the situation is more subtle because the “adjoint representation” is no longer a representation in the usual sense. Instead, one has to work with the notion of representation up to homotopy. We have shown in [1] that the Bott spectral sequence does exist for arbitrary Lie groupoids, provided one has a well-behaved operation of taking symmetric powers of representations up to homotopy. In the present paper we study the existence and the uniqueness of tensor products of representations up to homotopy.

For a small category $C$, the notion of representation up to homotopy is the $A_\infty$ version of the usual notion of representation. In terms of $A_\infty$ structures, one associates to $C$ the differential graded category $RC$ whose objects are those of $C$, and whose morphisms are the linear span over $\mathbb{R}$ of those of $C$. Then, a representation up to homotopy of $C$ is an $A_\infty$ functor from $RC$ to the dg-category of differential graded vector spaces. We will be interested in the case where $C = G$ is a Lie groupoid and require the structure operators to be smooth in the appropriate sense. We would like to point out that the assumption that $C$ is a Lie groupoid does not play any role in the construction of tensor products. We chose this level of generality only because our original motivation comes from studying this case. However, the whole construction applies to arbitrary categories and, more generally, to twisting cochains over a simplicial set (see [16]). These more general twisting cochains appear for instance in the parallel transport of superconnections discussed in [2] and [7].

The works of Loday [9], Markl-Schnider [13], Senablidze-Umble [18] and Stasheff [16] explain that the construction of tensor products of higher homotopy algebraic structures amounts to the construction of certain “diagonal maps” in some appropriate family of polytopes. In the case of $A_\infty$-morphisms, the right family of polytopes is the multiplihedra (see [6]). Since we consider the case in which the domain and the range categories are strict, the polytopes controlling our problem become much simpler, indeed, they are cubes. See also Sugawara [19] and Forcey [6] for an account of this. This simplification of the combinatorics allows us to study not only tensor products of representations up to homotopy, but also of morphisms between them.

Here is a short account of the results of this paper. We provide explicit and universal formulas for tensor products that are unital and strictly associative or strictly symmetric,
while showing that any two tensor product operations are equivalent. We explain how to take tensor products of morphisms between representations up to homotopy, which correspond to natural transformations between the $A_\infty$ functors. We prove that once a choice has been made for taking tensor products of objects, there is a natural way to take tensor products of morphisms. We show that these constructions produce monoidal structures on the homotopy category of the representations up to homotopy, and that this monoidal structure is unique up to equivalence.

The category of representations up to homotopy of a Lie groupoid is naturally a $dg$-category and it seems natural to ask whether the monoidal structure on the homotopy category can be lifted to this $dg$-category by making choices of tensor products of all lengths in a coherent way. This is an interesting question that we do not address here.

We conclude this introduction with an outline of the paper.

In §2, we review the definitions of representations up to homotopy, the morphisms between them, and the homotopies between the morphisms.

The purpose of §3 is to isolate the algebraic structure that controls the problem of tensoring representations up to homotopy. We show that a representation up to homotopy of $G$ on a complex of vector bundles $E$ is the same thing as a Maurer-Cartan element in a certain DGA (differential graded algebra) $\bar{A}_E$ associated to $G$ and $E$. However, for the purpose of handling tensor products, the structure of DGA is not fine enough: $\bar{A}_{E \otimes F}$ cannot be expressed in terms of the DGAs $\bar{A}_E$ and $\bar{A}_F$. For that reason, we introduce the finer notion of DB-algebra and we describe a functor $\bar{K}$ from the category of DB-algebras to the category of complete DGAs. The DGA $\bar{A}_E$ comes from a canonical DB-algebra $\bar{A}_E$ and, this time, $\bar{A}_{E \otimes F}$ is related to the tensor product of the DB-algebras $\bar{A}_E$ and $\bar{A}_F$. Thus, one can state the problem of constructing tensor products of representations up to homotopy in the language of DB-algebras.

In §4, we construct a DB-algebra $\Omega$ that is universal with respect to Maurer-Cartan elements in the sense that a morphism of DB-algebras $\Omega \to A$ is the same as a Maurer-Cartan element in the complete differential graded algebra $\bar{K}(A)$.

In §5, we show that the problem of constructing tensor products of representations up to homotopy corresponds to finding certain Maurer-Cartan elements in some universal differential graded algebra. We prove the existence and uniqueness of these tensor products, and provide explicit formulas for strictly associative or strictly symmetric one. We show that a tensor product can not enjoy both of these properties at the same time. We also explain that the tensor product can be chosen so that the product of unital representations remains unital.

In §6, we explain how to take tensor products of morphisms between representations. We show that any two choices are homotopic. We prove that the homotopy category $\mathcal{D}(G)$ has a monoidal structure that is uniquely defined up to natural equivalence.

In §7, we give a more concrete realization of tensor products of morphisms. We point out that any universal Maurer-Cartan element $\omega$ comes with a canonical endomorphism $x_\omega$. Hence, once the choice of $\omega$ is made, no further choices are needed in order to take tensor products of morphisms. The construction of $x_\omega$ is based on a canonical Hochschild cocycle of degree zero on $\Omega$, which can be interpreted as the non-commutative DeRham differential of $\Omega$.

The appendix contains general facts about Maurer-Cartan elements in complete differential graded algebras, morphisms between them and their relationship to Hochschild cohomology.
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2 Representations up to homotopy

In this section, we recall the definition of the category of representations up to homotopy. As mentioned in the introduction, we work over general Lie groupoids \( G \) (see e.g. [10] for the basics), but the reader may assume for simplicity that \( G \) is a group.

Hence throughout this paper the letter \( G \) will stand for a Lie groupoid (which we also identify with the space of arrows) over the base smooth manifold \( M \) (the space of units). The source and target maps will be written as \( s, t : G \to M \). A representation up to homotopy of \( G \) consists of the following data:

1. A graded vector bundle \( E \) over \( M \).
2. A differential \( \partial \) on \( E \); that is, a degree-one vector bundle morphism
   \[
   \partial : E^\bullet \to E^{\bullet + 1}
   \]
   with \( \partial \circ \partial = 0 \).
3. A smooth operator that associates to each \( g \in G \) a chain map
   \[
   \lambda_g : E_{s(g)} \to E_{t(h)}, \ e \mapsto \lambda_g(e),
   \]
   which we will refer to as the quasi-action. Here, quasi refers to the fact that it may fail to respect the composition operation.
4. A smooth operation that associates to each pair \( (g, h) \) of composable arrows a homotopy between \( \lambda_g \lambda_h \) and \( \lambda_{gh} \); i.e., a linear map that lowers the cochain degree by one,
   \[
   R_2(g, h) : E_{s(h)} \to E_{t(h)}
   \]
   with the property that
   \[
   \lambda_g \lambda_h - \lambda_{gh} = \partial(R_2(g, h)), \tag{2}
   \]
   where the last expression makes use of the induced differential in the Hom-bundle:
   \[
   \partial(R_2(g, h)) = [\partial, R_2(g, h)] = \partial \circ R_2(g, h) + R_2(g, h) \circ \partial.
   \]
5. Similar higher-order operations \( R_k \), in which each \( R_k \) measures the failure of higher-coherence equations for \( \partial, \lambda, R_2, \ldots, R_{k-1} \). In order to have more uniform notation, we will often write \( R_0 = \partial, R_1 = \lambda \).

For the the precise definition, we recall that a string of \( k \) composable arrows is a \( k \)-tuple \( (g_1, \ldots, g_k) \in G^k \) of arrows satisfying \( s(g_i) = t(g_{i+1}) \) for \( i = 1, \ldots, k \).

**Definition 2.1.** A representation up to homotopy \( (E, R_k) \) of a Lie groupoid \( G \) is a graded vector bundle \( E \) over the base \( M \), together with a sequence of operations \( R_k, k \geq 0 \), where \( R_k \) associates to a string of \( k \)-composable arrows \( (g_1, \ldots, g_k) \) a linear map

\[
R_k(g_1, \ldots, g_k) : E_{s(g_k)} \to E_{t(g_1)},
\]

of degree \( 1 - k \), depending smoothly on the arguments and satisfying the equations

\[
\sum_{j=1}^{k-1} (-1)^j R_{k-1}(g_1, \ldots, g_j g_{j+1}, \ldots, g_k) = \sum_{j=0}^{k} (-1)^j R_j(g_1, \ldots, g_j) \circ R_{k-j}(g_{j+1}, \ldots, g_k). \tag{3}
\]

The representation up to homotopy \( (E, R_k) \) is said to be unital if the restriction of \( R_1 \) to the unit space \( M \) is the vector bundle identity map \( \text{id}_E \), and if the higher components \( R_k \) vanish when one of the arguments is a groupoid unit.
We will denote the vector bundle morphism $R_0$ by $\partial^E$ or simply by $\partial$ when no confusion arises. We will say that $(E, \partial)$ is the complex underlying the representation up to homotopy $E$, or that the operators $\{R_k\}_{k \geq 1}$ define a representation up to homotopy on the complex $(E, \partial)$. With this notation, the equations above read:

$$\sum_{j=1}^{k-1} (-1)^j R_{k-j}(g_1, \ldots, g_j, g_{j+1}, \ldots, g_k) + \sum_{j=1}^{k-1} (-1)^{j+1} R_j(g_1, \ldots, g_j) \circ R_{k-j}(g_{j+1}, \ldots, g_k)$$

$$= \partial \circ R_k(g_1, \ldots, g_k) + (-1)^k R_k(g_1, \ldots, g_k) \circ \partial. \tag{3}$$

We turn now to the definition of morphisms between representations up to homotopy:

**Definition 2.2.** A morphism from a representation up to homotopy $(E, R_k)$ to another one $(E', R'_k)$ is of a sequence $\Phi = \{\Phi_k\}_{k \geq 0}$, where $\Phi_k$ is an operator that associates to a string of $k$-composable arrows $(g_1, \ldots, g_k)$ a linear map

$$\Phi_k(g_1, \ldots, g_k) : E_{s(g_k)} \to E'_{t(g_k)}$$

of degree $-k$, depending smoothly on the arguments, such that

$$\sum_{i+j=k} (-1)^i \Phi_j(g_1, \ldots, g_j) \circ R_i(g_{j+1}, \ldots, g_k) = \sum_{i+j=k} R'_j(g_1, \ldots, g_j) \circ \Phi_i(g_{j+1}, \ldots, g_k) \tag{4}$$

$$+ \sum_{j=1}^{k-1} (-1)^j \Phi_{k-j}(g_1, \ldots, g_j, g_{j+1}, \ldots, g_k).$$

The composition of morphisms is given by the formula

$$(\Phi \circ \Psi)_k(g_1, \ldots, g_k) = \sum_{i+j=k} \Phi_i(g_1, \ldots, g_i) \circ \Psi(g_{i+1}, \ldots, g_k).$$

We will denote by $\text{Rep}^\infty(G)$ the resulting category of representations up to homotopy of $G$. Note that a morphism $\Phi$ is an isomorphism if and only if $\Phi_0$ is an isomorphism of (graded) vector bundles. We will also need the following stronger notion of isomorphism.

**Definition 2.3.** We say that two representations up to homotopy $(E, \partial, R_k)$ and $(E', \partial', R'_k)$ are strongly isomorphic if $E = E'$, $\partial = \partial'$ and there exists a morphism $\Phi$ with $\Phi_0 = \text{Id}_E$. In this case, $\Phi$ will be called a strong isomorphism.

There is also a natural notion of homotopy between morphisms:

**Definition 2.4.** Let $\Phi$ and $\Psi$ be morphisms of representation up to homotopy from $(E, R_k)$ to $(E', R'_k)$. A homotopy between $\Phi$ and $\Psi$ consists of a sequence $h = \{h_k\}$, where $h_k$ is an operator that associates with a string of $k$-composable arrows $(g_1, \ldots, g_k)$ a linear map

$$h_k(g_1, \ldots, g_k) : E_{s(g_k)} \to E'_{t(g_k)},$$

of degree $-k-1$ depending smoothly on the arguments, and such that

$$\Phi_k - \Psi_k = \partial \circ h_k(g_1, \ldots, g_k) + (-1)^k h_k(g_1, \ldots, g_k) \circ \partial \tag{5}$$

$$+ \sum_{i=0}^{k-1} (-1)^i h_i(g_1, \ldots, g_i) \circ R_{k-i}(g_{i+1}, \ldots, g_k)$$

$$+ \sum_{i=1}^{k} (-1)^i R'_i(g_1, \ldots, g_i) \circ h_{k-i}(g_{i+1}, \ldots, g_k)$$

$$+ \sum_{i=1}^{k-1} (-1)^{i+1} h_{k-i}(g_1, \ldots, g_k, g_{k+1}, \ldots, g_k).$$
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The composition is well defined on homotopy classes of morphisms. The **homotopy category** $\mathcal{D}(G)$ is defined as the category whose objects are representations up to homotopy and whose morphisms are homotopy classes of morphisms between representations up to homotopy.

Let us now describe the problem of constructing tensor products. Given two representations up to homotopy $E$ and $F$, the tensor product $E \otimes F$ is defined, first of all, as a cochain complex of vector bundles over $M$ with the standard differential

$$\partial(e \otimes f) = \partial(e) \otimes f + (-1)^p e \otimes \partial(f),$$

where $p$ is the degree of $e$. The first step toward giving this complex the structure of a representation up to homotopy is to define the $R_1$-term. Thinking of it as a quasi-action, there is again a standard choice, the diagonal one:

$$\lambda_g(e \otimes f) = \lambda_g(e) \otimes \lambda_g(f).$$

However, for higher $R$'s, the problem is more subtle. For instance, when looking for an $R_2$, we have to make sure that the equation (2) for $E \otimes F$ is satisfied. Already in this case the equation has more than one natural and interesting solution. For instance, if one is interested in a symmetric tensor product, then there is only one solution for $R_2$:

$$R_2(g, h)(e \otimes f) = 1 \cdot (R_2(g, h)(e) \otimes \lambda(gh)(f) + R_2(g, h)(e) \otimes (\lambda(g) \circ \lambda(h))(f)) + \lambda(gh)(e) \otimes R_2(g, h)(f) + (\lambda(g) \circ \lambda(h))(e) \otimes R_2(g, h)(f)).$$

On the other hand, this specific second component would not work if we wanted the tensor product to be associative, in which case we could choose, for instance, the second component to be

$$R_2(g, h)(e \otimes f) = R_2(g, h)(e) \otimes \lambda(gh)(f) + (\lambda(g) \circ \lambda(h))(e) \otimes R_2(g, h)(f)).$$

For higher values of $k$, the equations become much more involved. The aim of this paper is to understand the algebraic structure that governs representations up to homotopy, and to use it to classify all possible tensor products of representations up to homotopy and of morphisms between them.

### 3 Maurer-Cartan elements and DB-algebras

In this section, we discuss the algebraic structures that are relevant to the construction of tensor products. First, we interpret representations up to homotopy as Maurer-Cartan elements in a certain DGA (Differential Graded Algebra) and then we describe the building pieces of the DGAs involved. This underlying algebraic structure is important when tensoring two representations up to homotopy, and we axiomatize it under the name of DB-algebra (Differential Bar algebra). Hence the main outcome is the construction of functors

$$\left\{\text{Complexes of vector bundles } (E, \partial) \text{ over } M \right\} \longrightarrow \left\{\text{DB-algebras} \right\} \longrightarrow \{\text{Complete DGAs}\},$$

$$E \mapsto \mathcal{A}_E \mapsto \mathcal{\bar{A}}_E,$$

so that representations up to homotopy on $E$ correspond to Maurer-Cartan elements in $\mathcal{\bar{A}}_E$ and the resulting composition functor behaves well with respect to tensor products. Moreover, the notion of strong isomorphism on the left hand side corresponds to the notion of gauge equivalence between Maurer-Cartan elements on the right hand side. For the general notion of complete DGAs, Maurer-Cartan elements and gauge equivalences, we refer the reader to the appendix.
3.1 Representations up to homotopy as Maurer-Cartan elements

We start by constructing $\bar{A}_E$. Let $G_k$ be the submanifold of $G^k$ consisting of strings of $k$ composable arrows of $G$. By convention, $G_0 = M$. We will also denote by $s$ and $t$ the maps $G_k \to M$ given by $s(g_1, \ldots, g_k) = s(g_k)$ and $t(g_1, \ldots, g_k) = t(g_1)$. For a graded vector bundle $E$ over $M$, we consider the pull-back bundles $s^*E$ and $t^*E$ to $G_k$, and we form the graded Hom-bundle $\text{Hom}(s^*E, t^*E)$ over $G_k$. Recall that $\phi : s^*E \to t^*E$ has degree $l$ if it maps $s^*(E^t)$ to $t^*(E^s)$. We will consider the resulting spaces of sections

$$\mathcal{A}_E^k(l) := \Gamma(G_k, \text{Hom}(s^*E, t^*E)).$$

For $c \in \mathcal{A}_E^k(l)$, we write

$$k(c) = k, \quad l(c) = l, \quad |c| = k(c) + l(c),$$

and we call $|c|$ the total degree of $c$. All these spaces together define a bigraded algebra, with the product $\star$ that associates to $c \in \mathcal{A}_E^k(l)$ and $c' \in \mathcal{A}_E^{k'}(l')$ the element $c \star c' \in \mathcal{A}_E^{k+k'}(l+l')$, given by

$$(c \star c')(g_1, \ldots, g_{k+k'}) = (-1)^{k(k'+l')} c(g_1, \ldots, g_k) \circ c'(g_{k+1}, \ldots, g_{k+k'}).$$

When $E$ is a cochain complex, then so is the Hom-bundle, with the differential

$$\partial(\phi) = [\partial, \phi] = \partial \circ \phi - (-1)^l \phi \circ \partial,$$

for $\phi \in \text{Hom}^l(s^*E, t^*E)$. This defines a differential

$$\partial : \mathcal{A}_E^k(l) \to \mathcal{A}_E^k(l+1),$$

induced by the differential of $E$. On the other hand, the groupoid structure induces a differential along the other degree:

$$d : \mathcal{A}_E^k(l) \to \mathcal{A}_E^{k+1}(l),$$

$$d(c)(g_1, \ldots, g_{k+1}) = \sum_{j=1}^{k} (-1)^j c(g_1, \ldots, g_j g_{j+1}, \ldots, g_{k+1}).$$

We denote by $\bar{A}_E$ the DGA that, in degree $n$, is given by

$$\bar{A}_E^n := \Pi_{k+l=n} \mathcal{A}_E^k(l)$$

and whose elements should be thought of as infinite sums $\gamma_0 + \gamma_1 + \gamma_2 + \cdots$ of homogeneous elements $\gamma_i \in \mathcal{A}_E^i$, $i \geq 0$. The product $\star$ and the total differential

$$d_{\text{tot}}(c) := \partial(c) + (-1)^n d(c)$$

give $\bar{A}_E$ the structure of a DGA. The signs are chosen so that the differential is a derivation with respect to $\star$. This DGA is a complete DGA, in the sense of the appendix, with the filtration:

$$F_{p}\bar{A}_E := \left\{ \gamma = \gamma_0 + \gamma_1 + \cdots \in \bar{A}_E : \gamma_0 = \ldots = \gamma_{p-1} = 0 \right\}.$$
Proposition 3.1. Let \(G\) be a Lie groupoid over a manifold \(M\) and let \((E, \partial)\) a cochain complex of vector bundles over \(M\). Also, let \(\{R_k\}_{k \geq 1}\) be a sequence of operators such that \(R_k \in \mathcal{A}_E^k(1-k)\). Then, \((E, \partial, R_k)\) is a representation up to homotopy of \(G\) if and only if
\[
R_E := R_1 + R_2 + \ldots \in \bar{\mathcal{A}}_E
\]
is a Maurer-Cartan element for \(\bar{\mathcal{A}}_E\). Moreover, for two such sets of operations \(\{R_k\}_{k \geq 1}\) and \(\{R'_k\}_{k \geq 1}\), there is a one-to-one correspondence between:

1. strong isomorphisms between \((E, \partial, R_k)\) and \((E, \partial, R'_k)\) (Definition 2.3), and
2. strong gauge equivalences between the Maurer-Cartan elements \(R_E, R'_E \in \bar{\mathcal{A}}_E\) (Definition A.5).

3.2 DB-algebras

The description of representations up to homotopy in terms of Maurer-Cartan elements is still not very useful when it comes to constructing tensor products. The reason is very simple: given two cochain complexes \(E\) and \(F\), the DGA \(\bar{\mathcal{A}}_E \otimes \bar{\mathcal{A}}_F\) is not directly related to the tensor product of the DGAs \(\bar{\mathcal{A}}_E\) and \(\bar{\mathcal{A}}_F\). Looking at the differential of \(\bar{\mathcal{A}}_E \otimes \bar{\mathcal{A}}_F\) it becomes clear that there is more structure present in \(\bar{\mathcal{A}}_E\) and \(\bar{\mathcal{A}}_F\) then just that of DGA. This brings us to the notion of a DB-algebra.

Definition 3.2. A differential bar-algebra, or DB-algebra, is a bigraded vector space
\[
\mathcal{A} = \bigoplus_{k \geq 0, l \in \mathbb{Z}} \mathcal{A}^k(l)
\]
together with:

- A structure of bigraded associative algebra with the product
  \[
  \circ : \mathcal{A}^k(l) \otimes \mathcal{A}^{k'}(l') \rightarrow \mathcal{A}^{k+k'}(l+l').
  \]
  For \(a \in \mathcal{A}^k(l)\), we write \(k(a) = k, l(a) = l\), and we define the total degree \(|a| = k(a) + l(a)|.

- A derivation of bidegree \((1,0)\); i.e., a linear map
  \[
  \partial : \mathcal{A}^k(l) \rightarrow \mathcal{A}^{k}(l+1)
  \]
  that satisfies
  \[
  \partial(a \circ b) = \partial(a) \circ b + (-1)^{l(a)} a \circ \partial b.
  \] (10)

- For each \(k \geq 1\), there are linear maps
  \[
  d_i : \mathcal{A}^k(l) \rightarrow \mathcal{A}^{k+1}(l), \quad i = 1, \ldots, k,
  \]
  commuting with \(\partial\) and satisfying
  \[
  d_j d_i = d_i d_{j-1}, \quad \text{if } i < j,
  \]
  and, for \(a \in \mathcal{A}^k(l)\),
  \[
  d_i(a \circ b) = \begin{cases} 
  d_i(a) \circ b, & k \geq i \\
  a \circ d_{i-k}(b), & k < i.
  \end{cases}
  \] (11)

A morphism between two DB-algebras is a linear map that preserves both degrees and commutes with all the structure maps. We denote by \(\text{DBar}\) the resulting category.
For a general DB-algebra \( \mathcal{A} \) we introduce the operators

\[
d = \sum_{i=1}^{k} (-1)^i d_i : \mathcal{A}^k(l) \longrightarrow \mathcal{A}^{k+1}(l).
\]

(12)

From the axioms, it follows that \( d \) is a biderivation with respect to \( \circ \).

**Lemma 3.3.** Let \( \mathcal{A} \) be a DB-algebra. Then \( \mathcal{A} \), together with the total grading, the signed product

\[
a \ast b = (-1)^{|a||b|} a \circ b
\]

(13)

and the total differential

\[
d_{\text{tot}} = \partial + (-1)^n d : \mathcal{A}^n \longrightarrow \mathcal{A}^{n+1},
\]

is a DGA.

**Definition 3.4.** Given a DB-algebra \( \mathcal{A} \), we denote by \( \overline{\mathcal{A}} \) the completion of \( \mathcal{A} \) with respect to the filtration by the \( k \)-degree. In other words, \( \overline{\mathcal{A}} \) is the DGA with

\[
\overline{\mathcal{A}}^n = \prod_{k+l=n} \mathcal{A}^k(l),
\]

endowed with \( \ast \) and \( d_{\text{tot}} \). The elements \( a \in \overline{\mathcal{A}}^n \) will be written as infinite sums

\[
a = a_0 + a_1 + \ldots, \quad \text{with } a_k \in \mathcal{A}^k(n-k),
\]

(14)

and we call \( a_k \) the \( k \)-th component of \( a \). This construction defines a functor

\[
\overline{K} : \mathcal{DBar} \longrightarrow \mathcal{DGA}
\]

from the category of DB-algebras to the category of complete DGAs.

**Example 3.5.** It is now clear that the DGA \( (\overline{\mathcal{A}}_E, d_{\text{tot}}, \ast) \) from the previous subsection comes from a DB-algebra \( (\mathcal{A}_E, \partial, \circ, d_i) \):

- the underlying bigraded space is \( \bigoplus_{k \geq 0, l \in \mathbb{Z}} \mathcal{A}_E^k(l) \),
- the product \( \circ \) is the unsigned version of \( \ast \):

\[
(c \circ c')(g_1, \ldots, g_{k+k'}) = c(g_1, \ldots, g_k) \circ c'(g_{k+1}, \ldots, g_{k+k'}),
\]

(15)

- the differential \( \partial \) is the Hom-bundle differential defined in (9), and
- the operators \( d_i \) are given by the formulas:

\[
d_i(c)(g_1, \ldots, g_{k+1}) = c(g_1, \ldots, g_i, g_{i+1}, \ldots, g_{k+1}).
\]

### 3.3 The tensor product of DB-algebras

The category \( \mathcal{DBar} \) has a natural tensor product operation that will be denoted by \( \boxtimes \). Given two DB-algebras \( \mathcal{A} \) and \( \mathcal{B} \), their tensor product \( \mathcal{A} \boxtimes \mathcal{B} \) is defined as follows. As a bigraded vector space,

\[
(\mathcal{A} \boxtimes \mathcal{B})^k(l) = \bigoplus_{i+j=l} \mathcal{A}^k(i) \otimes \mathcal{B}^k(j).
\]

For \( a \in \mathcal{A}^k(i) \) and \( b \in \mathcal{B}^k(j) \), we will denote by \( a \boxtimes b \) the resulting tensor in \( \mathcal{A} \boxtimes \mathcal{B} \). The differential \( \partial \) and the operators \( d_i \) are given by

\[
\partial(a \boxtimes b) = \partial(a) \boxtimes b + (-1)^{|a|} a \boxtimes \partial(b), \quad d_i(a \boxtimes b) = d_i(a) \boxtimes d_i(b),
\]
while the multiplication \(\circ\) by

\[(a \otimes b) \circ (a' \otimes b') = (-1)^{(l(b))(l'(a'))} (a \circ a') \otimes (b \circ b').\]

The previous definition is designed so that the construction \(E \mapsto A_E\) behaves well with respect to tensor products.

**Proposition 3.6.** For any two complexes of vector bundles \(E\) and \(F\) over \(M\), the canonical map

\[m_{E,F} : A_E \otimes A_F \rightarrow A_{E \otimes F},\]

\[m_{E,F}(c \otimes c')(g_1, \ldots, g_k) = c(g_1, \ldots, g_k) \otimes c'(g_1, \ldots, g_k)\]

is a morphism of DB-algebras.

For later use we mention here that, for any DB-algebra \(A\), there is a natural action of the group \(S_m\) on \(A \otimes m\). For \(\sigma \in S_m\), the associated automorphism of \(A \otimes m\) is denoted by \(\hat{\sigma}\).

To define \(\hat{\sigma}\), it suffices to describe it when \(\sigma = \tau_{i,i+1}\) is a transposition that interchanges the positions \(i\) and \(i+1\); in this case:

\[\hat{\sigma}(a_1 \otimes \ldots \otimes a_m) = (-1)^{l'} a_1 \otimes \ldots \otimes a_{i-1} \otimes a_{i+1} \otimes a_i \otimes \ldots \otimes a_m,\]

for \(a_i \in A^k(l),\ a_{i+1} \in A^k'(l')\). It is not difficult to see that this defines an action of \(S_m\) on \(A \otimes m\) by automorphisms of DB-algebras.

## 4 The Maurer-Cartan DB-algebra

As explained in Proposition 3.1, representations up to homotopy structures on a complex of vector bundles correspond to Maurer-Cartan elements on the associated DGA. This observation allows one to translate the problem of constructing tensor products of representations up to homotopy to that of constructing Maurer-Cartan elements on the DGAs associated to tensor products of DB-algebras. Clearly, this problem can be treated at a universal level. This brings us to the Maurer-Cartan DB-algebra, which is the universal DB-algebra for Maurer-Cartan elements.

**Definition 4.1.** For a DB-algebra \(A\), we denote by \(MC_1(\bar{A})\) the set of Maurer-Cartan elements of \(\bar{A}\) whose zeroth component vanishes. A **Maurer-Cartan algebra** is a DB-algebra \(\Omega\), together with a Maurer-Cartan element \(L \in MC_1(\bar{\Omega})\) with the property that for any DB-algebra \(A\), the map

\[Hom_{DBar}(\Omega, A) \rightarrow MC_1(\bar{A}), \phi \mapsto \phi(L)\]

is a bijection.

**Theorem 4.2.** The Maurer-Cartan DB-algebra exists and is unique up to isomorphisms of DB-algebras. Moreover, for each \(k\), \(H^i(\Omega^k(\bullet), \partial) = 0\) for all \(l \neq 0\).

The uniqueness follows by standard arguments. The aim of this section is to provide several explicit descriptions of \(\Omega\), proving in particular the theorem above. The main conclusion of this section is the resulting reformulation of the notion of representation up to homotopy in terms of \(\Omega\):

**Corollary 4.3.** Given a Lie groupoid \(G\) over \(M\) and a complex of vector bundles \((E, \partial)\), there is a one-to-one correspondence between sequences of operations \(R = \{R_k\}_{k \geq 1}\) making \((E, \partial, R_k)\) into a representation up to homotopy of \(G\) and morphisms of DB-algebras

\[k_{E,R} : \Omega \rightarrow A_E.\]

The map \(k_{E,R}\), also denoted \(k_E\), will be called the **characteristic map** of the representation up to homotopy \((E, R)\).
4.1 Description in terms of trees

In our construction of $\Omega$, instead of proceeding abstractly and use generators and relations, we follow a pictorial approach. We start by explaining the main idea. Due to the expected universal property of $\Omega$, a representation up to homotopy $(E, R_E)$ is represented by its characteristic map $k_E : \Omega \to A_E$ uniquely determined by the fact that it sends the component $L_n$ of $L$ to the operation $R^n_E$. Hence general elements $A$ of $\Omega$ should encode certain operations $R^A_1$ on $E$ which arise by combining all the given operations $R^n_E$. There are various such operations one can think of. For instance, one has the following:

$$(g_1, g_2, g_3, g_4, g_5, g_6) \mapsto R^2_E(g_1, g_2 g_3) \circ R^1_E(g_4 g_5) \circ R^1_E(g_6).$$

(16)

The idea is to encode such operations graphically, by forests of height two. For instance, the operation above is encoded by:

and one should think of the six leaves as labelled by the six elements $g_1, \ldots, g_6$.

**Definition 4.4.** We denote by $T$ the set of isomorphism classes of planar rooted trees whose leaves all have height 2. We denote by $S$ the set of short forests; that is, the set of finite tuples $(T_1, \ldots, T_n)$ of trees in $T$.

We represent a short forest by joining the roots of the $T_i$'s by a horizontal line. For instance,

stands for

Next, we introduce a bigrading on $S$.

**Definition 4.5.** A branch of a short forest $F \in S$ is an edge that goes from a root to a vertex that is not a root. For any short forest $F$, we define

$$k(F) = \text{# of leaves of } F, \text{ called the order of } F,$$

$$b(F) = \text{# of branches of } F,$$

$$r(F) = \text{# of roots of } F,$$

$$l(F) = r(F) - b(F), \text{ called the degree of } F.$$

We denote by $S^k(l)$ the set of short forests of order $k$ and degree $l$.

**Example 4.6.** For the tree mentioned above,

$$F = \quad , \quad k(F) = 6, \quad b(F) = 4, \quad r(F) = 3, \quad l(F) = -1.$$  

The fact that $F \in S^6(-1)$ corresponds to the fact that the operation (16) belongs to $A^6_E(-1)$.

**Definition 4.7.** We denote by $(\Omega, \circ)$ the free algebra over $\mathbb{R}$ generated by the trees in $T$ or, equivalently, the linear span over $\mathbb{R}$ of $S$ with the product given by the concatenation.

Pictorially, $F \circ F'$ is the forest obtained by joining the roots by an edge, as in the following example:

The bigrading on $S$ induces a similar bigrading on $\Omega$ and allows us to talk about the spaces $\Omega^k(l)$. 
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Definition 4.8. For each \( i = 1,\ldots,k \), we define the operator
\[
d_i : \Omega^k(\bullet) \to \Omega^{k+1}(\bullet),
\]
which acts by replacing the \( i \)-th leaf of a forest, counting from the left, by two leaves.

For each \( l \), we define \( \partial : \Omega^l(\bullet) \to \Omega^{l+1}(\bullet) \) by
\[
\partial(F) = \sum_{j=1}^l (-1)^{j+1} (\partial_j F - \partial_j F),
\]
where \( \partial_j F \) is obtained by separating the \( j \)-th pair of adjacent branches (counted from left to right) and \( \partial_j F \) by collapsing the \( j \)-th pair of adjacent branches (counted from left to right).

Finally, we denote by \( L_n \) the tree in \( \Omega \) that has one root, \( n \) branches, and \( n \) leaves:
\[
L_1 = \bullet, \quad L_2 = \bullet \bullet, \quad L_3 = \bullet \bullet \bullet, \quad L_4 = \bullet \bullet \bullet \bullet \quad \ldots,
\]
and we set
\[
L := L_1 + L_2 + \ldots \in \bar{\Omega}.
\]

Example 4.9. Here is an example of the action, on the short forests, of the \( d_i \) operators,
\[
d_2 \left( \begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\bullet
\end{array} \right) = \begin{array}{c}
\bullet \\
\bullet \\
\bullet
\end{array}
\]
and, here, of the differential,
\[
\partial \left( \begin{array}{c}
\bullet \\
\bullet \\
\bullet
\end{array} \right) = \left( \begin{array}{c}
\bullet \\
\bullet \\
\bullet
\end{array} \right) - \left( \begin{array}{c}
\bullet \\
\bullet \\
\bullet
\end{array} \right) - \left( \begin{array}{c}
\bullet \\
\bullet \\
\bullet
\end{array} \right).
\]

4.2 Description in terms of words in three letters

The set \( S^{k+1} \) of short forests with \( k + 1 \) leaves can be naturally identified with the set of words in three letters \( \{a, b, c\} \) of length \( k \) as follows. To a short forest \( F \) with \( k + 1 \) leaves \( l_1,\ldots,l_{k+1} \), numbered from left to right, we associate the word \( e_1 \ldots e_k \), where:
\[
e_i = \begin{cases} 
a & \text{if } l_i \text{ and } l_{i+1} \text{ belong to the same branch,} 
b & \text{if } l_i \text{ and } l_{i+1} \text{ belong to different branches of the same tree,} 
c & \text{if } l_i \text{ and } l_{i+1} \text{ belong to different trees.}
\end{cases}
\]
The unique short forest in \( S(1) \),
\[
e := \bullet,
\]
corresponds to the empty word. The following figure illustrates this correspondence:
This construction identifies $\Omega$, as a vector space, with the free unital algebra $F_e(a, b, c)$ on the generators $a$, $b$, and $c$ with unit $e$. In terms of short forests:

\[
\begin{align*}
  a &= \quad, \\
  b &= \quad \quad, \\
  c &= \quad \quad \quad, \\
  e &= \quad .
\end{align*}
\]

The natural product coming from the concatenation of words will be denoted by $\diamond$. Note that $\diamond$ does not coincide with the product $\circ$ defined on $\Omega$. In terms of forests, $F \diamond F'$ is obtained by identifying the rightmost branch and leaf of $F$ with the leftmost branch and leaf of $F'$, as in the following example:

\[
\begin{align*}
  \quad \diamond \quad &= \quad .
\end{align*}
\]

In terms of words on three letters, the algebraic structure of $\Omega$ has the following description:

- The product on $\Omega$ is given by:
  \[
  T \circ T' = T \circ c \circ T'.
  \]

- The operator $d_i$ acts according to the formula:
  \[
  d_i(e_1 \ldots e_k) = e_1 \ldots e_{i-1}ae_i \ldots e_k.
  \]

- The operator $\partial$ is the unique derivation with respect to $\diamond$; i.e., with the property that
  \[
  \partial(F \circ F') = \partial(F) \circ F' + (-1)^l(F)F \circ \partial(F'),
  \]
  given on generators by
  \[
  \partial(e) = \partial(a) = \partial(c) = 0 \quad \text{and} \quad \partial(b) = c - a.
  \]

- $L_n = b^{\circ n-1}$ for $n \geq 2$, and $L_1 = e$.

The only statement in the list above that requires a proof is the derivation property (18). Denote by $\hat{\partial}$ the operator defined on the generators as in (19) and extended by derivation as in (18). We need to prove that $\hat{\partial} = \partial$. Consider a word $T = e_1 \circ \ldots \circ e_k$ with $e_i \in \{a, b, c\}$; then:

\[
\hat{\partial}(T) = \sum_{e_i = b} (-1)^{l(w_i)}e_1 \circ \ldots \circ e_{i-1} \circ (c-a) \circ e_{i+1} \circ \cdots \circ e_k,
\]

where $l(w_i)$ is the degree of $w_i = e_1 \circ \ldots \circ e_{i-1}$. On the other hand,

\[
e_1 \circ \cdots \circ e_{i-1} \circ c \circ e_{i+1} \circ \cdots \circ e_k = \partial_0^j(T),
\]

\[
e_1 \circ \cdots \circ e_{i-1} \circ a \circ e_{i+1} \circ \cdots \circ e_k = \partial_1^j(T).
\]

Thus, from the formula in Definition 4.8, we conclude that $\hat{\partial} = \partial$.

4.3 Description in terms of faces of cubes

The DB-algebra $\Omega$ can also be constructed in terms of the faces of cubes. Namely, the set of words in three letters can be naturally identified with the set of faces of the geometric cubes $[0, 1]^k \subset \mathbb{R}^k$ as follows. To a word $F = e_1 \ldots e_k$, we associate the face

\[
\phi(F) = \psi(e_1) \times \cdots \times \psi(e_k) \subset [0, 1]^k,
\]
with the convention that

\[
\psi(e) = \begin{cases} 
\{0\} & \text{if } e = a, \\
\{1\} & \text{if } e = c, \\
[0,1] & \text{if } e = b.
\end{cases}
\]

This simply says that the cells of the cube \(I^k\) are products of the cells of the interval, which we label as follows: \(\{0\} = a, (0,1) = b\) and \(\{1\} = c\). Thus, we identify the cells of \(I^k\) with words of length \(k\) in the letters \(\{a,b,c\}\). Note that the dimension of a cell is the number of times that \(b\) appears in the corresponding word. The following figure illustrates this bijection:

In this correspondence, a forest of degree \(-l\) with \(k+1\) leaves is sent to a \(l\)-dimensional face of the \(k\)-dimensional cube. Thus, we obtain the identification

\[(\Omega^{k+1}(\bullet), \partial) \cong (C_\bullet(I^k), \partial), \quad k \geq 0,\]

where \(C_\bullet(I^k)\) is the cellular chain complex computing the homology of the \(k\)-dimensional cube with respect to the natural cell decomposition and negative grading of the cells. Also, one easily shows that:

- The product \(F_1 \circ F_2\) corresponds to the Cartesian product of cells \(\phi(F_1) \times \phi(F_2)\). This also shows that the product \(F_1 \circ F_2\) corresponds to the operation \(\phi(F_1) \times \{1\} \times \phi(F_2)\).
- The operator \(\partial\) corresponds to the boundary operator in \(C_\bullet(I^k)\).
- \(L_k\) corresponds to the highest degree cell in \(I^{k-1}\).
- The operators \(d_i\) correspond to the various ways of embedding the \(k\)-cube into the \((k+1)\)-cube as a \(k\)-face having the origin as one of its vertices. This is illustrated in the figure below:
4.4 Proof of Theorem 4.2

We will now prove that \((\Omega, \circ, d_i, \partial)\), together with

\[ L = L_1 + L_2 + \ldots, \]

satisfies the universal property of the Maurer-Cartan DB-algebra. The fact that \(\Omega\) is a DB-algebra is quite straightforward now. For instance, to check that \(\partial^2 = 0\), one uses the description of \(\partial\) as a derivation with respect to \(\circ\), and one is left with checking this equation on the elements \(a, b\) and \(c\). We should also prove that \(\partial\) is a derivation with respect to the product \(\circ\). Using the expression of \(\circ\) in terms of \(\diamond\), we find:

\[
\partial(T \circ T') = \partial(T \circ c \circ T') = \partial(T) \circ c \circ T' + (-1)^{l(T)} \partial(c \circ T')
\]

\[
= \partial(T) \circ c \circ T' + (-1)^{l(T)} c \circ \partial(T') = \partial(T) \circ T' + (-1)^{l(T)} \circ \partial(T').
\]

Next, to see that \(L\) is a Maurer-Cartan element, one has to show that, for each \(k\),

\[
\partial(L_k) = \sum_{j=1}^{k} (-1)^{j+1} L_j \circ L_{k-j} + \sum_{j=1}^{k-1} (-1)^{j} d_j (L_{k-1}),
\]

which follows immediately from:

\[
\partial_1^j L_k = b^{\circ j} \circ c \circ b^{\circ (k-j)} = L_j \circ L_{k-j},
\]

\[
\partial_0^j L_k = b^{\circ j} \circ a \circ b^{\circ (k-j)} = d_j L_{k-1}.
\]

For the universality property of \((\Omega, L)\) it is enough to remark that every forest \(F \in \Omega\) can be written uniquely as

\[
F = d_{i_1} \ldots d_{i_m} (L_{k_1} \circ \ldots \circ L_{k_s}),
\]

with \(i_1 > \cdots > i_m\).

Finally, the statement about the cohomology follows from the identification with the cellular complexes of the cubes.

5 Tensor products of representations up to homotopy

The main conclusion of the previous section is that, with \(\Omega\) at hand, representations up to homotopy are characterized by their characteristic maps (see Corollary 4.3). From this point of view, the construction of tensor products of representations up to homotopy amounts to
the construction of diagonal maps on the DB-algebra $\Omega$. For each $m > 0$, we consider the DB-algebra

$$\Omega_m = \underbrace{\Omega \boxtimes \ldots \boxtimes \Omega}_{m \text{-times}}$$

as well as the associated complete DGA $\bar{\Omega}_m$. In what follows, $e \in \Omega$ stands for the component $L_1$ of the universal Maurer-Cartan element $L$.

**Definition 5.1.** A universal Maurer-Cartan element of length $m$ is any Maurer-Cartan element $\omega$ of $\bar{\Omega}_m$ with the property that its degree 1 component is

$$\omega_1 = e \boxtimes^m$$

We denote by $MC_m$ the set of such Maurer-Cartan elements.

Due to the universal property of $\Omega$, elements $\omega \in MC_m$ can be identified with morphisms in $DBar$

$$\Delta_\omega : \Omega \rightarrow \Omega_m,$$

such that $\Delta_\omega(e) = e \boxtimes^m$. This last condition will allow us to recover the usual diagonal tensor product of (strict) representations.

**Definition 5.2.** A universal Maurer-Cartan element $\omega$ is said to be

- **symmetric** if $\hat{\sigma}(\omega) = \omega$ for all $\sigma \in S_m$ (for the action of $S_m$, see subsection [3.3]),
- **associative** when $m = 2$ and the induced map $\Delta_\omega : \Omega \rightarrow \Omega \boxtimes \Omega$ is coassociative.

Coming back to representations up to homotopy, it is now clear that universal Maurer-Cartan elements induce tensor product operations. For instance, using the DB-morphisms $\Delta_\omega$ and $m_{E,F} : A_E \boxtimes A_F \rightarrow A_{E \boxtimes F}$ of Proposition 3.6, we now define:

**Definition 5.3.** Given $\omega \in MC_2$ and two representations up to homotopy $E$ and $F$, we define $E \boxtimes_\omega F$ as the representation up to homotopy with the characteristic map

$$k_{E \boxtimes_\omega F} = m_{E,F} \circ (k_E \boxtimes k_F) \circ \Delta_\omega.$$

From the second part of Proposition [3.1] and the naturality of the construction we deduce the following:

**Corollary 5.4.** The operations $\boxtimes_\omega$ have the following properties:

1. Any strong gauge equivalence between $\omega, \omega' \in MC_2$ induces a strong isomorphism between $E \boxtimes_\omega F$ and $E \boxtimes_{\omega'} F$ (see Definitions [2.3] and [3.1]).
2. If $\omega$ is associative or symmetric, then so is the operation $\boxtimes_\omega$.

Similarly, any universal Maurer-Cartan element $\omega$ of length $m$ induces a tensor product operation on $m$-arguments $\boxtimes_\omega(E_1, \ldots, E_m)$, defined by

$$k_{\boxtimes_\omega(E_1, \ldots, E_m)} = m_{E_1, \ldots, E_m} \circ (k_{E_1} \boxtimes \ldots \boxtimes k_{E_m}) \circ \Delta_\omega.$$

As before, a gauge equivalence between Maurer-Cartan elements induces a strong isomorphism between the corresponding tensor products. Also, if $\omega$ is symmetric, so is the associated tensor product.

**Corollary 5.5.** A symmetric universal Maurer-Cartan element $\omega$ of length $m$ induces a symmetric power operation $E \mapsto S^m E$ on representations up to homotopy.

In this section we study the universal Maurer-Cartan elements. First of all, we clarify their existence and uniqueness.

**Theorem 5.6.** For each $m > 0$, we have the following:
1. Symmetric universal Maurer-Cartan elements of length $m$ exist.

2. Any two universal Maurer-Cartan elements of length $m$ (symmetric or not) are strongly gauge equivalent, and any two gauge equivalences are homotopic.

Hence the resulting tensor product and symmetric power operations are uniquely defined up to strong isomorphisms. However, as the next theorem shows, the tensor product operation does not possess all the properties one would hope for. Namely:

**Corollary 5.7.** For $m = 2$,

1. There exist universal Maurer-Cartan elements that are associative.
2. There is no universal Maurer-Cartan element that is both associative and symmetric.

In this section we also discuss a more special class of universal Maurer-Cartan elements, called rigid, which behave well with respect to the additional product $\diamond$ on $\Omega$. One advantage of the rigid Maurer-Cartan elements is that they can be described completely. More importantly, the resulting tensor products preserve the unitality. To describe them, we begin by extending the product $\circ$ from $\Omega$ to $\Omega_m$ by the usual formula

$$(a_1 \boxtimes a_2) \circ (b_1 \boxtimes b_2) = (-1)^{(a_2)l(b_1)}(a_1 \circ b_1) \boxtimes (a_2 \circ b_2),$$

giving $(\Omega_m, \circ)$ the structure of a unital algebra with unit $e \boxtimes m$.

**Definition 5.8.** A universal Maurer-Cartan element $\omega \in \mathcal{MC}_m$ is called **rigid** if its characteristic map $\Delta_\omega : \Omega \to \Omega_m$ is a map of unital algebras with respect to the product $\circ$.

Here are the main properties of the rigid Maurer-Cartan elements.

**Theorem 5.9.** For each $m \geq 2$,

1. The set of all rigid Maurer-Cartan elements $\omega \in \mathcal{MC}_m$ is in one-to-one correspondence with the set $R_m$ of elements $x \in \Omega_m^2(-1)$ that satisfy the following equation

$$\partial(x) = e \boxtimes m - a \boxtimes m. \tag{24}$$

The correspondence is characterized by

$$\omega = e \boxtimes m + \sum_{k \geq 1} x \diamond k \tag{25}$$

2. There exists a unique symmetric rigid Maurer-Cartan element in $\mathcal{MC}_m$.
3. If $\omega \in \mathcal{MC}_m$ is rigid, then the induced tensor product $\otimes_\omega$ of unital representations up to homotopy is unital.

In the case $m = 2$ we deduce the following.

**Corollary 5.10.** The set of rigid Maurer-Cartan elements in $\mathcal{MC}_2$ coincides with the one-parameter family $\{\omega_t\}_{t \in \mathbb{R}}$ given by

$$\omega_t = e \boxtimes e + \sum_{k \geq 1} (B + At)^{\diamond k},$$

where

$$B = b \boxtimes a + c \boxtimes b, \quad A = b \boxtimes c + a \boxtimes b - b \boxtimes a - c \boxtimes b.$$

Among these, $\omega_{\frac{1}{2}}$ is the only symmetric one, and $\omega_0$ and $\omega_1$ are the only associative ones.
Example 5.11. For $\omega_0$, the second component is $B$ and its third component is $B \circ B$. In terms of trees it is given by

![Tree diagram](image)

It yields, for the third component of the tensor product of the representations up to homotopy $(E, R_k)$ and $(F, R_k)$, the expression

$$R_3(g_1, g_2, g_3) = \left(R_1(g_1) \circ R_1(g_2) \circ R_1(g_3)\right) \otimes R_3(g_1, g_2, g_3) - \left(R_1(g_1) \circ R_2(g_2, g_3)\right) \otimes \left(R_2(g_1, g_2 g_3)\right)$$

$$+ \left(R_2(g_1, g_2) \circ R_1(g_3)\right) \otimes R_2(g_1 g_2 g_3) + R_3(g_1, g_2, g_3) \otimes R_1(g_1 g_2 g_3).$$

Remark 5.12. Given $\omega \in \mathcal{MC}_2$, we can interpret the restriction of the characteristic map $\Delta_\omega$ to $\Omega^n$ as a diagonal on the cubical complex of the $n$-cube (see paragraph 4.3). If we take the rigid and associative universal Maurer-Cartan element $\omega_0$, the resulting (associative) coincides with the Serre diagonal present in any cubical complex (45).

The rest of this section is devoted to the proofs of the theorems stated above.

5.1 Proof of Theorem 5.6

That universal Maurer-Cartan elements exist can be derived abstractly using Proposition A.3 from the appendix (for $r = 3$). However, the existence will also follow from the results on rigid Maurer-Cartan elements. Note also that starting with any Maurer-Cartan element $\omega \in \mathcal{MC}_m$, one can produce a symmetric one by averaging:

$$\text{Av}(\omega) = \frac{1}{m!} \sum_{\sigma \in S_m} \tilde{\sigma}(\omega).$$

For the second part of the theorem we use Proposition A.3 of the appendix applied to $r = 2$ and to the complete DG-algebra associated to $\Omega_m$. Denoting by $\ldots \subset F_2 \subset F_1 \subset F_0$ the associated filtration of $\Omega_m$, we have $F_k / F_{k+1} = \Omega^k(\bullet)$. Note that any universal Maurer-Cartan element is congruent to $e^{\omega_m}$ modulo $F_2$ and the induced differential on $F_2 / F_3$ becomes $\partial$. On the other hand, the cochain complex $(\Omega_m^k(\bullet), \partial)$ is a quotient of the complex $(\Omega^k(\bullet), \partial)$. Hence, from the last part of Theorem 4.2, it has trivial cohomology in non-zero degrees. In conclusion, for the cohomology of $F_k / F_{k+1}$ indexed by the total degree (as needed in the theorem of the appendix), we obtain

$$H^i(F_k / F_{k+1}) = 0 \quad \forall \ i \neq k$$

and we can apply Proposition A.6.

5.2 Proof of Theorem 5.9

For the first part of the theorem, let $\Delta_\omega : \Omega \to \Omega_m$ be the map associated to a rigid element $\omega \in \mathcal{MC}_m$. We verify immediately that $x = \Delta_\omega(b)$ satisfies Equation 24 by applying $\partial$ on both sides. For the converse, we need to show that given $x$, there is a unique way to
extend it to a rigid Maurer-Cartan element \( \omega \). Recall that the \( k^{th} \) component \( \omega_k \) of \( \omega \) is \( \Delta \omega(L_k) \). Since \( L_k = b^o(k-1) \) and \( \Delta \omega \) is required to respect \( \circ \), we conclude that if \( \omega \) exists, then \( \omega_k = x^o(k-1) \) for \( k \geq 2 \) and \( \omega_1 = e^{\mathbb{R}m} \). Now we only need to prove that such \( \omega \) is a Maurer-Cartan element. Note that for \( x \in \Omega^k_m \) and \( y \in \Omega^k_m \) with \( k(x) > 0 \) and \( k(y) > 0 \), the following identities hold:

\[
x \circ y = x \circ e^{\mathbb{R}m} \circ y,
\]

\[
d_{k(x)}(x \circ y) = x \circ a^{\mathbb{R}m} \circ y.
\]

Using also that \( \partial \) is a derivation with respect to \( \circ \), we have

\[
\partial(x^o k-1) = \sum_{i=1}^{k-1} (-1)^{i+1} (x^o(i-1) \circ (e^{\mathbb{R}m} - a^{\mathbb{R}m}) \circ x^o(k-i-1)),
\]

\[= \sum_{i=1}^{k-1} (-1)^{i+1} (x^o(i-1) \circ x^o(k-i-1) - d_i x^o(k-2)),
\]

hence \( \omega \) is a Maurer-Cartan element.

For the existence of the second part of the theorem, note that the symmetric element

\[
x_m = \frac{1}{m!} \sum_{\sigma \in S_m} \sum_{j=0}^{m-1} \sigma \left( c \otimes \cdots \otimes c \otimes b \otimes a \otimes \cdots \otimes a \right) \text{ \(j\) times} \cdot \text{\(m-j-1\) times}
\]

belongs to \( \mathcal{R}_m \). This follows by direct computation (recall that \( \partial(b) = c - a \) and \( \partial \) kills \( a \) and \( c \)). For the uniqueness, note first that the elements of the form

\[
X_j = e^{\mathbb{R}j} \otimes b \otimes a^{\mathbb{R}m-j-1}, \quad 0 \leq j \leq m-1
\]

span a vector space consisting of representatives of the orbits the action of the permutation group on \( \Omega^m_1(-1) \). Since \( \partial \) commutes with the action of the permutation group, averaging gives a one-to-one correspondence between symmetric solutions of the equation \( 2x \) and solutions of type \( X = \sum_i a_i X_i \) of the same equation, with \( a_i \)-some coefficients. It is now easy to see that the resulting equation on the \( a_i \)'s has the unique solution \( a_i = 1 \).

The last part of the theorem requires a more conceptual understanding of the unitality of representations up to homotopy and is postponed to the final subsection of this section.

### 5.3 The case \( m = 2 \): the proof of Corollary \ref{cor:m=2} and of Corollary \ref{cor:main}

We start with the proof of Corollary \ref{cor:m=2} in view of Theorem \ref{thm:main} in order to prove that \( \omega_t \) is a rigid Maurer-Cartan element, it is enough to show that \( B + At \in \mathcal{R}_2 \). A simple computation shows that:

\[
\partial(B) = e^{\mathbb{R}m} - a^{\mathbb{R}m},
\]

\[
\partial A = 0.
\]

For the uniqueness note that, in general, \( \mathcal{R}_m \) is an affine space with underlying vector space consisting of \( \partial \)-cocycles in \( \Omega^m_1(-1) \). Due to the identification with the cellular complex of the cubes, this vector space coincides with \( Z^1(C(I^m)) \). When \( m = 2 \), this is easily seen to be 1-dimensional, hence the family \( \{ \omega_t \} \) exhausts all the rigid elements.

For the last part of the corollary, let \( \Delta_t : \Omega \to \Omega \otimes \Omega \) be the characteristic map of the rigid element \( \omega_t \in \mathcal{MC}_2 \). For each \( t \in \mathbb{R} \), \( \omega_t \) produces an associative tensor product of representations up to homotopy if and only if \( \Delta_t \) is coassociative. Since \( \Delta_t \) respects \( \circ \), we
only need to check coassociativity on the generators \(a, \ b \ c \) and \(e\). This always holds for \(a, \ c \) and \(e\). A direct computation shows that

\[
(\Delta_t \boxtimes \text{id})(B + At) = (\text{id} \boxtimes \Delta_t) \circ (B + At)
\]

if and only if \(t \in \{0, 1\}\). A similar argument shows that \(\Delta_t\) is symmetric if and only if \(t = \frac{1}{2}\).

Turning to Corollary 5.7, we are left with proving the last part. Assume that \(\omega \in \mathcal{MC}_2\) is symmetric and we show that it cannot be associative. We claim that \(\Delta_\omega(b)\) must belong to \(\mathcal{R}_2\). Indeed, since \(\Delta_\Omega\) is a DB-morphism and \(\partial(b) = c - a, \ c = e^2, \ a = d_1(e)\), we have

\[
\partial(\Delta_\omega(b)) = \Delta_\omega(c) - \Delta_\omega(a) = \Delta_\omega(e^2) - d_1(\Delta_\omega(e)) = c^{\mathcal{E}_2} - a^{\mathcal{E}_2}.
\]

Hence, from the uniqueness of symmetric elements of \(\mathcal{R}_m\), \(\Delta_\omega(b)\) must coincide with \(B + \frac{1}{2}A\). But, a simple computation similar to the one above shows that

\[
(\Delta_\omega \boxtimes \text{id})(B + \frac{1}{2}A) \neq (\text{id} \boxtimes \Delta_\omega)(B + \frac{1}{2}A),
\]

hence \(\omega\) cannot be associative.

### 5.4 End of proof of Theorem 5.9: unitality

In this paragraph, we look at tensor products of unital representations up to homotopy, proving in particular the last part of Theorem 5.9. We start by expressing the unitality in terms of the characteristic map \(k_E : \Omega \rightarrow \mathcal{A}_E\) of the representation up to homotopy. This brings us to the question of the unitality of the DB-algebras \(\Omega \) and \(\mathcal{A}_E\) themselves. So far, \(\Omega\) has been nonunital (\(\Omega^k\) is nontrivial only for \(k \geq 1\)). On the other hand, \(\mathcal{A}_E\) does have a unit (the vector bundle identity map \(\text{id}_E \in \mathcal{A}_E^0\)) but we did not use it so far. Unital representations up to homotopy force us to consider unital DB-algebras: throughout this section, we regard \(\mathcal{A}_E\) as a unital DB-algebra with unit \(\text{id}_E\), and we formally adjoint a unit to \(\Omega\) in degree 0, which we denote by \(1\) and interpret as the empty tree. The characteristic map becomes unital by imposing

\[
k_E(1) = \text{id}_E.
\]

**Remark 5.13.** The set of Maurer-Cartan elements \(\mathcal{MC}_1(\hat{\mathcal{A}})\) are not concerned by the unitality of the DB-algebra \(\mathcal{A}\), since we require these elements to have no component in degree zero. For instance, the universal element \(L = L_1 + L_2 + L_3 + \cdots\) in the nonunital \(\Omega\) remains the same in its unital version.

**Definition 5.14.** Let \(\mathcal{A}_E\) be the DB-algebra associated to a representation up to homotopy \((E, \mathcal{R}_k)\) of a Lie groupoid \(G\) over \(M\). For each \(k \geq 1\), we define the following operators

\[
s_i : \mathcal{A}_E^k \rightarrow \mathcal{A}_E^{k-1}, \ i = 1, \ldots, k
\]

by the formula

\[
s_i(c)(g_1, \ldots, g_{k-1}) = c(g_1, \ldots, g_{i-1}, x_i, g_i, \ldots, g_{k-1}),
\]

where \(x_i = s(g_{i-1}) = t(g_i)\). For \(k = 1\), we define \(s_1(c)\) to be the restriction of \(c\) to the unit space \(M\) of the groupoid. We extend these operators to the powers \(\mathcal{A}_E^\infty\) diagonally.

Clearly, \((E, \mathcal{R}_k)\) is unital if and only if \(s_1(R_1) = \text{id}_E\) and \(s_i(R_k) = 0\) for \(k > 1\) and \(i = 1, \ldots, k\). Now let us define the corresponding operators at the universal level:

**Definition 5.15.** For \(k > 1\), we define the operators

\[
s_i : \Omega^k \rightarrow \Omega^{k-1}, \ i = 1, \ldots, k,
\]

as follows. Let \(F \in \Omega^k\) be a short forest. We denote by \(F_i\) the forest with \(k-1\) leaves obtained from \(F\) by deleting its \(i\)-th leaf. Then,
1. if \( F_i \) is a short forest, we set \( s_i(F) = F_i \).

2. if \( F_i \) is not a short forest (its \( i \)-th leaf is now of height 1), we set

\[
s_i(F) = \begin{cases} 
F_1 \circ F_2, & \text{if } F = F_1 \circ L_1 \circ F_2 \text{ with } k(F_1) = i - 1, \\
0, & \text{otherwise.}
\end{cases}
\]

For \( k = 1 \), we set \( s_1(L_1) = 1 \). We extend the \( s_i \)'s diagonally to \( \Omega_m \).

Example 5.16. Applying \( s_2 \) to the short forests

\[
F = \begin{array}{c}
\circ \\
\circ \\
\end{array}, 
G = \begin{array}{c}
\circ \\
\circ \\
\end{array}, 
H = \begin{array}{c}
\circ \\
\circ \\
\end{array},
\]

respectively yields the short forests \( c \) for \( F \) and \( G \), and 0 for \( H \).

Deleting the \( i \)-th leaf of a short forest \( F \) in \( \Omega_k \) corresponds, at the universal level, to plugging a groupoid unit in the \( i \)-th argument slot of the operator \( k_E(F) \) in \( A_E^k \). In particular, we see that the \( s_i \)'s commute with the characteristic map \( k_E : \Omega \to A_E \) of a representation up to homotopy if and only if the representation is unital. Namely, our definitions yield that \( s_1 \circ k_E(L_1) \) is the restriction of \( R_1 \) to the unit space and that \( k_E \circ s_1(L_1) \) is the identity \( \text{id}_E \). For \( n > 1 \), we have that \( s_1 \circ k_E(L_n) \) is the operator \( R_n \) restricted to the unit space at its \( i \)-th slot and, on the other hand, that \( k_E \circ s_i(L_n) = 0 \).

Now we are ready to characterize the universal Maurer-Cartan elements whose associated tensor products preserve the unitality of the representations.

Definition 5.17. We will say that a universal Maurer-Cartan element \( \omega \in \mathcal{MC}_m \) is unital if its characteristic map \( \Delta_\omega \) commutes with the \( s_i \)'s.

Lemma 5.18. Let \( \omega \in \mathcal{MC}_m \) be a unital Maurer-Cartan element. Then the tensor product of \( m \) unital representations up to homotopy with respect to \( \omega \) is also unital.

Proof. The characteristic map

\[
k_{\otimes_\omega(E_1, \ldots, E_m)} = m_{E_1, \ldots, E_m} \circ (k_{E_1} \boxtimes \ldots \boxtimes k_{E_m}) \circ \Delta_\omega,
\]

of the tensor product \( \otimes_\omega(E_1, \ldots, E_m) \) of the unital representations \( E_1, \ldots, E_m \) is a composition of three maps, each of which commutes with the \( s_i \)'s. Hence the composition itself also commutes with the \( s_i \)'s and the resulting representation up to homotopy is unital.

Proposition 5.19. For any \( x \in \Omega_m^2(-1) \),

\[
s_i(x^\otimes k) = 0, \quad k > 0, \quad 1 \leq i \leq k + 1.
\]

In particular, if \( x \in R_m \), then the associated rigid Maurer-Cartan element \( \omega \) (of Theorem 5.7) is unital.

Proof. For the purpose of this proof, we will say that an element \( y \in \Omega_m \) is normalized if \( s_i(y) = 0 \) for all \( i \). The set of elements of the form \( e_1 \boxtimes \cdots \boxtimes e_m \), where \( e_i \in \{a, b, c\} \) and \( b \) occurs exactly once, form a basis of \( \Omega_m^2(-1) \). Such a string is normalized if one of its factors is normalized; since \( b \) is normalized, all elements \( x \in \Omega_m^2(-1) \) are normalized. Next, suppose that all the powers \( x^\otimes k \) are normalized for \( k < n \). Then one immediately sees that \( x^\otimes n \) is normalized if and only if

\[
s_2(x^\otimes n) = 0.
\]

On the other hand, since

\[
s_2(x^\otimes n) = s_2(x \circ x \circ (x^\otimes n - 2)) = s_2(x \circ x) \circ (x^\otimes n - 2),
\]
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we conclude that it is enough to prove that \( x \odot x \) is normalized. Let us show that this is the case. First note that \( x \odot x = \frac{1}{2} [x, x]_\odot \), where \([ , )_\odot \) is the graded commutator of the associative product \( \odot \). Therefore, it is enough to show that the graded commutator of two elements of the basis of \( \Omega^p_m(-1) \) mentioned above is always normalized. Let \( v = v_1 \otimes \cdots \otimes v_m \) be a basis vector with the unique occurrence of \( b \) at position \( j \), and let \( w = w_1 \otimes \cdots \otimes w_m \) be another basis vector with \( b \) at position \( l \). If \( j = l \), we are done, since the factor \( bb \) will appear in both terms of the commutator. If \( j < l \), we have that
\[
[v, w] = v_1 \odot w_1 \odot \cdots \odot v_m \odot w_m - w_1 \odot v_1 \odot \cdots \odot w_m \odot v_m,
\]
the minus sign reflecting that the unique \( b \) in \( v \) “passes over” the unique \( b \) in \( w \) while carrying out the product. Since both \( v \) and \( w \) are normalized, we only need to show that \( s_2 \) vanishes on the commutator. This follows from the fact that \( s_2(x \odot y) = s_2(y \odot x) \), for \( x, y \in \{a, b, c\} \). This last statement can be checked by direct inspection.

\[\square\]

\section{Tensor products of morphisms}

In the previous section, we have introduced the sets \( \mathcal{MC}_m \) of universal Maurer-Cartan elements, and we have shown that any \( \omega \in \mathcal{MC}_m \) induces a tensor product operation \( \otimes_\omega \) on the objects of \( \text{Rep}^\infty(G) \). In this section, we discuss tensor product operations for the morphisms. We will proceed in a way that is completely similar to the tensor product of representations up to homotopy:

- introduce the notion of a DB-module over a DB-algebra.
- describe morphisms between representations up to homotopy in terms of Maurer-Cartan morphisms.
- introduce the Maurer-Cartan module \( T \) (the analogue of \( \Omega \)).
- study universal Maurer-Cartan morphism \( x \) (between two universal Maurer-Cartan elements \( \omega \) and \( \eta \)): existence and uniqueness.
- show that any such \( x \) induces a tensor product operation \( \otimes_x \) on morphisms between representations up to homotopy.

Moreover, we check that the basic properties of the resulting tensor products (e.g. associativity) hold up to homotopy. The main conclusion will be that the homotopy category \( \mathcal{D}(G) \) has a monoidal structure uniquely defined up to natural isomorphism.

\subsection{Universal Maurer-Cartan morphisms}

We start with the notion of a DB-module.

\textbf{Definition 6.1.} Given a DB-algebra \( A \), a left DB-module \( E \) over \( A \), or simply a left \( A \)-module, is a bigraded vector space
\[
E = \bigoplus_{l \in \mathbb{Z}, k \geq 0} E^{k}(l),
\]

\[\text{together with a differential } \partial \text{ and operations } d_i, \text{ as in the definition of DB-algebras, and an operation}
\]
\[\odot : A^{k}(l) \otimes E^{l'(l')} \rightarrow E^{k+k'}(l+l'), \ (a, x) \rightarrow a \odot x.\]

These are required to satisfy the same equations \[\square\] and \[\square\] as in Definition \[\square\] with \( a \in A, b \in E \). Similarly, one defines the notion of right DB-module.
We will be interested in \( A \)-\( B \)-bimodules with \( A \) and \( B \) two DB-algebras. There is a version of the functor
\[
\mathcal{K} : \text{DBar} \longrightarrow \text{DGA}
\]
from the category of \( A \)-\( B \)-bimodules to the category of complete \( A \)-\( B \)-DG-bimodules. Thus, given an \( A \)-\( B \)-bimodule \( E \), there is a complete \( A \)-\( B \)-DG-bimodule \( (\mathcal{E}, d_{\text{tot}}) \), where the left and right actions are defined using the signed operation \(*\) (see equation (13)). Given two Maurer-Cartan elements \( \theta \in MC(\mathcal{A}) \) and \( \omega \in MC(\mathcal{B}) \), we consider the set of Maurer-Cartan \( \mathcal{E} \)-morphisms (see the appendix):
\[
\mathcal{E}(\omega, \theta) = \{ x \in \mathcal{E}^0 : x * \omega - \theta * x = d_{\text{tot}}(x) \}.
\]

Let \( G \) be a Lie groupoid over \( M \) and \((E, \partial), (F, \partial)\) two cochain complexes of vector bundles over \( M \). There is a \( A_F \)-\( A_E \) bimodule that we will denote by \( E^F_E \) and which is defined as follows. In bidegree \((k, l)\):
\[
E^k_E(F)_l := \Gamma(G^k, \text{Hom}^l(s^*E, t^*F)),
\]
and the structure maps are defined exactly as for \( A_E \). We can now characterize morphisms of representations up to homotopy in this language.

**Proposition 6.2.** There is a natural bijective correspondence between morphisms
\[
\Phi : E \longrightarrow F
\]
in \( \text{Rep}^\infty(G) \) and elements
\[
x \in \mathcal{E}_{E,F}(R_E, R_F).
\]
Moreover, two morphisms \( \Phi, \Psi : E \longrightarrow F \) are homotopic if and only if the corresponding elements \( x, y \in \mathcal{E}_{E,F}(R_E, R_F) \) are homotopic in the sense of the appendix.

**Proof.** The statements follow from comparing the definitions in the appendix with equation (4) in the definition of morphism, and equation (5) in the definition of homotopy. \( \square \)

Let \( E \) be an \( A \)-\( B \)-bimodule, where \( A \) and \( B \) are DB-algebras endowed with Maurer-Cartan elements \( \theta \in MC(\mathcal{A}) \) and \( \omega \in MC(\mathcal{B}) \). Then, using the characteristic maps associated to \( \theta \) and \( \omega \), \( E \) can be given the structure of a \( \Omega \)-bimodule by the formulas
\[
a \circ x := k_\theta(a) \circ x, \quad x \circ b := x \circ k_\omega(b), \quad a, b \in \Omega, x \in E.
\]
This \( \Omega \)-bimodule will be denoted by \( \mathcal{E}_{\omega, \theta} \) and the associated DG module by \( \mathcal{E}_{\omega, \theta} \).

For an \( \Omega \)-bimodule \( S \), we denote by
\[
\text{Hom}_{\text{DBar}}(S, \mathcal{E}_{\omega, \theta})
\]
the space of morphisms of \( \Omega \)-bimodules. Given \( S \in \mathcal{S}(L, L) \), where \( L \) is the universal Maurer-Cartan element of \( \Omega \), there is an induced map
\[
\text{Hom}_{\text{DBar}}(S, \mathcal{E}_{\omega, \theta}) \longrightarrow \mathcal{E}(\omega, \theta), \quad f \mapsto f(S).
\]

**Definition 6.3.** A **universal Maurer-Cartan module** is an \( \Omega \)-bimodule \( T \), together with an element \( T \in T(L, L) \), with the property that
\[
\text{Hom}_{\text{DBar}}(T, \mathcal{E}_{\omega, \theta}) \longrightarrow \mathcal{E}(\omega, \theta), \quad f \mapsto f(T)
\]
is bijective for all \( (A, \theta, E, B, \omega) \) as above. Given \( x \in \mathcal{E}(\omega, \eta) \), the associated map will be denoted by
\[
k_x : T \longrightarrow E
\]
and will be called the **characteristic map** of \( x \).
Theorem 6.4. The Maurer-Cartan DB-module $\mathcal{T}$ exists and is unique up to isomorphism. Moreover, for each $k$, $H^m(\mathcal{T}^k(\bullet), \partial) = 0$ for all $m \neq 0$.

Proof. The uniqueness follows from the universal property. For the existence part, we will construct $\mathcal{T}$ explicitly. As a vector space, $\mathcal{T}$ is spanned by expressions of type $(A, X, B)$, where each $A$ and $B$ are short forests in $S \bigsqcup \{\emptyset\}$, and $X$ belongs to the space of short trees $T \bigsqcup \{\emptyset\}$. Note that $A$, $B$ and $X$ may be the empty tree, which we denote by $1$. The bimodule structure is described by the following natural formulas:

$$C \circ (A, X, B) = (C \circ A, X, B), \quad (A, X, B) \circ C = (A, X, B \circ C).$$

We introduce the bigrading on $\mathcal{T}$ by

$$k(A, X, B) = k(A) + k(X) + k(B), \quad l(A, X, B) = l(A) + (l(X) - 1) + l(B),$$

where we put $k(1) = l(1) = 0$. The operators $d_i$ are defined exactly as in the case of $\Omega$. Finally, the differential $\partial$ is defined as follows. Denote by $T_n$ the element $(1, L_n, 1) \in \mathcal{T}$ and $T_0 = (1, 1, 1)$. We set

$$\partial(T_n) = \sum_{i=0}^{n-1} (-1)^i T_i \circ L_{n-i} - \sum_{i=1}^{n} L_i \circ T_{n-i} + \sum_{i=1}^{n-1} (-1)^{i+1} d_i(T_{n-1}),$$

and extend $\partial$ by forcing it to be a derivation and to commute with the operators $d_i$. In order to prove that $\partial^2 = 0$, it is enough to show that $\partial^2(T_n) = 0$ for all $n$, and this can be checked by a simple computation. The universal Maurer-Cartan morphism in $\mathcal{T}$ is

$$T = (1, 1, 1) + \left( \begin{array}{c} 1, \end{array} \right) + \left( \begin{array}{c} 1, \end{array} \right) + \left( \begin{array}{c} 1, \end{array} \right) + \cdots .$$

By construction, $\mathcal{T}$ satisfies the universal property. Finally, the statement about the cohomology is analogous to that of $\Omega$. \qed

Next we consider the $\Omega_m$-bimodule

$$\mathcal{T}_m := \underbrace{\mathcal{T} \otimes \cdots \otimes \mathcal{T}}_{m \text{ times}}.$$

Definition 6.5. Given $\omega, \theta \in \mathcal{MC}_m$, a universal Maurer-Cartan morphism from $\omega$ to $\theta$ is any Maurer-Cartan morphism $x \in \mathcal{T}_m(\omega, \theta)$ with the property that its degree 0 component is

$$x_0 = \underbrace{T_0 \otimes \cdots \otimes T_0}_{m \text{ times}}.$$

We denote by $\mathcal{MC}_m(\omega, \theta)$ the set of such elements.

Because of the universal property of $\mathcal{T}$, an element $x \in \mathcal{MC}_m(\omega, \theta)$ may be interpreted as a map of $\Omega$-bimodules

$$\Delta_x : \mathcal{T} \rightarrow \mathcal{T}_{m, \omega, \theta}.$$

Definition 6.6. Let $\mathcal{E}, \mathcal{E}'$ be $\Omega$-bimodules and $\phi, \phi' : \mathcal{E} \rightarrow \mathcal{E}'$ morphisms. We say that $\phi$ and $\phi'$ are homotopic if there exists a degree $-1$ linear map $h$ that commutes with the $\Omega$ action and the $d_i$ operators such that $hd + dh = \phi - \phi'$. In this case, $h$ is called a homotopy between $\phi$ and $\phi'$.

Lemma 6.7. Let $A, B$ be DB algebras and $\theta, \omega$ Maurer-Cartan elements of $A$ and $B$, respectively. Suppose also that $\mathcal{E}$ is an $A$-$B$-bimodule and that $x$ and $y$ belong to $\overline{\mathcal{E}}(\omega, \theta)$. Then homotopies between $x$ and $y$ correspond naturally to homotopies between the characteristic maps $k_x : \mathcal{T} \rightarrow \mathcal{E}_{\omega, \theta}$ and $k_y : \mathcal{T} \rightarrow \mathcal{E}_{\omega, \theta}$.
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Proof. The correspondence sends a homotopy \( h : T \to \mathcal{E}_{\omega, \theta} \) to \( h(T) \in \mathcal{T}_{\omega, \theta} \). Clearly, since \( h \) commutes with the \( \Omega \) action and the \( d_i \) operators, it is determined by the value of \( h(T) \). On the other hand, the equation \( dh + d\omega = \phi - \phi' \) corresponds precisely to the equation
\[
x - y = d_{tot} h(T) + h(T) \ast \omega + \theta \ast h(T).
\]
\[\square\]

As before, Maurer-Cartan morphisms induce tensor product operations between morphisms of representations up to homotopy. Given \( x \in \mathcal{T}_m(\omega, \theta) \) and morphisms between representations up to homotopy \( \Phi_i : E_i \to F_i \), 1 \( \leq \) \( i \leq \) \( m \), we define a morphism
\[
\Phi = \otimes_{x}(\Phi_1, \ldots, \Phi_m) : \otimes_{\omega}(E_1, \ldots, E_m) \to \otimes_{\theta}(F_1, \ldots, F_m)
\]
by specifying its characteristic map:
\[
k_{\Phi} := m_{\mathcal{E}} \circ (k_{\Phi_1} \boxtimes \ldots \boxtimes k_{\Phi_m}) \circ \Delta_x : T \to \mathcal{E}_{E,F},
\]
where \( E = \otimes_{\omega}(E_1, \ldots, E_m) \), \( F = \otimes_{\theta}(F_1, \ldots, F_m) \), and
\[
m_{\mathcal{E}} : \mathcal{E}_{E_1,F_1} \boxtimes \ldots \boxtimes \mathcal{E}_{E_m,F_m} \to \mathcal{E}_{E,F}
\]
is defined, as in Proposition 3.6, by:
\[
m_{\mathcal{E}}(\phi_1 \boxtimes \ldots \boxtimes \phi_m)(g_1, \ldots, g_k) = \phi_1(g_1, \ldots, g_k) \otimes \cdots \otimes \phi_m(g_1, \ldots, g_k).
\]

Theorem 6.8. Let \( \omega, \theta \) be elements of \( \mathcal{MC}_m \) and \( \Phi_i : E_i \to F_i \), 1 \( \leq \) \( i \leq \) \( m \), morphisms of representations up to homotopy, \( E = \otimes_{\omega}(E_1, \ldots, E_m) \), \( F = \otimes_{\theta}(F_1, \ldots, F_m) \). Then:

1. \( \mathcal{MC}_m(\omega, \theta) \) is nonempty. Moreover, every two elements in \( \mathcal{MC}_m(\omega, \theta) \) are homotopic in the sense of the appendix.
2. Any homotopy between \( x, y \in \mathcal{MC}_m(\omega, \theta) \) induces a homotopy between the morphisms \( \otimes_{x}(\Phi_1, \ldots, \Phi_m) \) and \( \otimes_{y}(\Phi_1, \ldots, \Phi_m) \).
3. For any \( x \in \mathcal{MC}_m(\omega, \theta) \), the zeroth component of \( \otimes_{x}(\Phi_1, \ldots, \Phi_m) \) is the tensor product of the zeroth components of the \( \Phi_i \)’s. Also, if \( \Phi_i \) are strict morphisms, then so is \( \otimes_{x}(\Phi_1, \ldots, \Phi_m) \).
4. Symmetric Maurer-Cartan morphisms exist. Moreover, any symmetric \( x \) induces a symmetric power operation on morphisms.
5. The tensor product of morphisms is well defined on homotopy classes. Namely, if \( \Phi_i \) is homotopic to \( \Phi_i' \) then \( \otimes_{x}(\Phi_1, \ldots, \Phi_m) \) is homotopic to \( \otimes_{x}(\Phi_1, \ldots, \Phi_m) \).
6. For any \( x \in \mathcal{MC}_m(\omega, \omega) \), the tensor product of the identity morphisms \( \otimes_{x}(\text{id}_{E_1}, \ldots, \text{id}_{E_n}) \) is homotopic to the identity morphism on \( \otimes_{\omega}(E_1, \ldots, E_n) \).

Proof. The first claim is a direct application of Proposition 3.6 from the appendix. The second claim is a consequence of Proposition 6.2. The third part follows from the condition
\[
x_0 = T_0 \boxtimes \ldots \boxtimes T_0
\]
for elements of \( \mathcal{MC}_m(\omega, \theta) \). The statement about the symmetric elements holds, because given a Maurer-Cartan morphism, one can construct a symmetric one by averaging.

Let us now prove that the tensor product of morphisms is well defined on homotopy classes. Since homotopy is a transitive relation, we can assume that \( \phi_i = \phi'_i \) for \( i \geq 1 \). Now fix a homotopy \( h_1 \) between the characteristic maps \( k_{\phi_i} \) and \( k_{\phi'_i} \). Then
\[
m \circ (h_1 \boxtimes k_{\phi_2} \boxtimes \ldots \boxtimes k_{\phi_m}) \circ \Delta_x : T \to \mathcal{E}_{E,F}
\]
is a homotopy between the characteristic maps of \( \otimes_x(\Phi'_1,\ldots,\Phi'_m) \) and \( \otimes_x(\Phi_1,\ldots,\Phi_m) \). By Lemma 6.7, we conclude that the two morphisms are homotopic.

We turn now to the last claim. Consider the natural map of \( \Omega \)-bimodule maps
\[
\pi : T \otimes (\mathbb{E}_1,\ldots,\mathbb{E}_m) \to \Omega.
\]
This induces a map of \( \Omega \)-bimodules
\[
\pi \otimes (\mathbb{E}_1,\ldots,\mathbb{E}_m) : (T \otimes (\mathbb{E}_1,\ldots,\mathbb{E}_m)) \to \Omega.
\]
Because we are taking tensor products of identity morphisms, the characteristic map of \( \otimes (\text{id}_{\mathbb{E}_1},\ldots,\text{id}_{\mathbb{E}_m}) \) factors as follows:
\[
\begin{array}{ccc}
T & \Delta_x & (T \otimes (\mathbb{E}_1,\ldots,\mathbb{E}_m)) \\
\pi \otimes (\mathbb{E}_1,\ldots,\mathbb{E}_m) & \gamma & \Omega_m \\
\end{array}
\]
where \( \gamma \) is characterized by the commutativity of the diagram. On the other hand, the characteristic map of the identity morphism of \( \mathbb{E} \) is given by the composition
\[
\begin{array}{ccc}
T & k_{\text{id}_{\mathbb{E}}} & \mathbb{E} \times \mathbb{E}' \\
\iota & \gamma & \Omega_m \\
\end{array}
\]
where \( \iota \) is the map of \( \Omega \)-bimodules defined on generators as \( \iota(T_0) = 1 \), and \( \iota(T_n) = 0 \) for \( n > 0 \). Thus, it is enough to prove that the maps \( \iota \) and \( \pi \otimes (\mathbb{E}_1,\ldots,\mathbb{E}_m) \Delta_x \) are homotopic. In view of the universal property of \( T \) and Lemma 6.7, we only need to prove that the Maurer-Cartan morphisms \( \iota, \pi \) \( \otimes (\mathbb{E}_1,\ldots,\mathbb{E}_m) \Delta_x \in \Omega^2(\omega,\omega) \) associated to \( \iota \) and \( \pi \otimes (\mathbb{E}_1,\ldots,\mathbb{E}_m) \Delta_x \) are homotopic in the sense of the appendix. For this, we observe that they coincide modulo \( F_1 \Omega_m \), and since
\[
H^{-p}(\Omega^p_m(\bullet),\partial) = 0, \quad \forall p \geq 1,
\]
we can use Proposition A.6 to conclude the claim.

6.2 Composition of Maurer-Cartan morphisms

We will now express the composition of morphisms of representations up to homotopy in terms of the Maurer-Cartan DB-module \( T \) in order to show that the homotopy category \( \mathcal{D}(G) \) has a monoidal structure. For this, we need to consider the tensor product of DB-modules. Suppose that \( A,B,C \) are DB-algebras, \( \mathcal{E} \) is an \( A-B \)-module and \( \mathcal{E}' \) is an \( B-C \)-bimodule. Then one can construct the \( A-C \) DB-bimodule \( \mathcal{E} \otimes B \mathcal{E}' \) as follows. As a bigraded vector space, \( \mathcal{E} \otimes B \mathcal{E}' \) it is the same as the vector space underlying the usual tensor product of graded bimodules over an algebra. The operators \( d_i \) are given by the formulas:
\[
d_i(v \otimes w) = \begin{cases} 
    d_i(v) \otimes w & \text{if } i \leq k_1, \\
    v \otimes d_{i-k_1}(w) & \text{if } i > k_1.
\end{cases}
\]
The operation $\partial$ is given by:

$$\partial(v \otimes w) = \partial(v) \otimes w + (-1)^{l(v)} v \otimes \partial(w).$$

This construction has the property that:

$$\overline{\mathcal{E}}_1 \otimes_B \overline{\mathcal{E}}_2 \cong \overline{\mathcal{E}}_1 \otimes_B \overline{\mathcal{E}}_2.$$

Now let us go back to our initial goal, which is to express the composition of Maurer-Cartan morphisms in terms of $T$: consider a sequence of Maurer-Cartan morphisms:

$$(\bar{A}, \omega) \xrightarrow{x_1} (\bar{B}, \theta) \xrightarrow{x_2} (\bar{C}, \nu),$$

where $x_1 \in \bar{\mathcal{E}}_1(\omega, \theta)$ and $x_2 \in \bar{\mathcal{E}}_2(\theta, \nu)$.

As explained in the appendix, the composition $x_2 \circ x_1$ is defined as the tensor product $x_1 \otimes_B x_2$ in the $\bar{\mathcal{A}}$-$\bar{\mathcal{C}}$-DG-bimodule $\bar{\mathcal{E}}_1 \otimes_B \bar{\mathcal{E}}_2$. The characteristic map $k_{x_2 \circ x_1}$ of the composition $x_2 \circ x_1$ can be expressed in terms of the characteristic maps $k_{x_1}$ and $k_{x_2}$ as follows:

$$(\bar{A}, \omega) \xrightarrow{x_1} (\bar{B}, \theta) \xrightarrow{x_2} (\bar{C}, \nu),$$

where $\Lambda$ a canonical map of $\Omega$-bimodules that is completely determined by

$$\Lambda(T_n) = \sum_{i=0}^{n} T_i \otimes T_{n-i}.$$ 

For morphisms of representations up to homotopy,

$$(\bar{A}_{E_1}, R_1) \xrightarrow{\phi_1} (\bar{A}_{E_2}, R_2) \xrightarrow{\phi_2} (\bar{A}_{E_3}, R_3),$$

the morphisms live in the bimodules $\bar{\mathcal{E}}_{E_1, E_2}$ and $\bar{\mathcal{E}}_{E_2, E_3}$. In order to obtain the characteristic map of the composition $k_{\phi_2 \circ \phi_1}$ we need to further compose (28) with the canonical morphism

$$m_{\otimes} : \mathcal{E}_{E_1, E_2} \otimes_B \mathcal{E}_{E_2, E_3} \longrightarrow \mathcal{E}_{E_1, E_3},$$

which is defined as

$$m_{\otimes}(\phi \otimes \psi)(g_1, \ldots, g_n) = \psi(g_1, \ldots, g_k) \circ \phi(g_{k+1}, \ldots, g_n).$$

Our next goal is to prove that tensor products and compositions of representation up to homotopy are compatible

**Proposition 6.9.** Suppose we have $\omega_1, \omega_2, \omega_3 \in \mathcal{MC}_2$, together with

$$x_1 \in \mathcal{MC}_2(\omega_1, \omega_2), \quad x_2 \in \mathcal{MC}_2(\omega_2, \omega_3), \quad x_3 \in \mathcal{MC}_2(\omega_1, \omega_3).$$

Then for any representations up to homotopy $E_i$ and $F_i$, for $i = 1, 2, 3$, and any morphisms $\phi_j : E_j \rightarrow E_{j+1}$ and $\psi_j : F_j \rightarrow F_{j+1}$, for $j = 1, 2$, the composition of the tensor products

$$E_1 \otimes_{\omega_1} F_1 \xrightarrow{\phi_1 \otimes \psi_1} E_2 \otimes_{\omega_2} F_2 \xrightarrow{\phi_2 \otimes \psi_2} E_3 \otimes_{\omega_3} F_3$$

is homotopic to the tensor product of the compositions

$$(\phi_2 \circ \phi_1) \otimes_{x_3} (\psi_2 \circ \psi_1).$$
Proof. There is a morphism of $\Omega$-bimodules:
\[ u : (T \otimes \Omega T) \boxtimes (T \otimes \Omega T) \to \mathcal{E}_{E_1 \otimes E_3, F_1 \otimes F_3}, \]
defined by the formula \( u = m \circ (u_E \boxtimes u_F) \) where:
\[ u_E : T \otimes \Omega T \to \mathcal{E}_{E_1, E_3} \]
is the composition of the map:
\[ k_{\phi_3} \otimes_{\Omega} k_{\phi_1} : T \otimes \Omega T \to \mathcal{E}_{E_2, E_3} \otimes_{\Omega} \mathcal{E}_{E_1, E_2} \]
with the natural quotient map:
\[ \mathcal{E}_{E_2, E_3} \otimes_{\Omega} \mathcal{E}_{E_1, E_2} \to \mathcal{E}_{E_1, E_3}. \]
Similarly,
\[ u_F : T \otimes \Omega T \to \mathcal{E}_{F_1, F_3} \]
is the composition of the map:
\[ k_{\psi_2} \otimes_{\Omega} k_{\psi_1} : T \otimes \Omega T \to \mathcal{E}_{F_2, F_3} \otimes_{\Omega} \mathcal{E}_{F_1, F_2} \]
with the natural quotient map:
\[ \mathcal{E}_{F_2, F_3} \otimes_{\Omega} \mathcal{E}_{F_1, F_2} \to \mathcal{E}_{F_1, F_3}. \]
There is also a canonical morphism of $\Omega$-bimodules
\[ p : (T \boxtimes T) \otimes_{\Omega} (T \boxtimes T) \to (T \otimes \Omega T) \boxtimes (T \otimes \Omega T), \]
given by the formula:
\[ (a \boxtimes b) \otimes (c \boxtimes d) \to (-1)^{(b)(c)} (a \otimes c) \boxtimes (b \otimes d). \]
A simple computation shows that the characteristic map $k : T \to \mathcal{E}_{E_1 \otimes F_1, E_3 \otimes F_3}$ of $(\Phi_2 \otimes \Psi_2) \circ (\Phi_1 \otimes \Psi_1)$ is given by the composition
\[ k = u \circ p \circ (\Delta_{x_1} \otimes \Delta_{x_2}) \circ \Lambda : T \to \mathcal{E}_{E_1 \otimes F_1, E_3 \otimes F_3}. \]
On the other hand, the characteristic map $k' : T \to \mathcal{E}_{E_1 \otimes F_1, E_3 \otimes F_3}$ of $(\Phi_2 \circ \Phi_1) \otimes (\Psi_2 \circ \Psi_1)$ is given by the composition
\[ k' = u \circ (\Lambda \boxtimes \Lambda) \circ \Delta_{x_3} : T \to \mathcal{E}_{E_1 \otimes F_1, E_3 \otimes F_3}. \]
We need to prove that the maps $k$ and $k'$ are homotopic. Clearly, it is enough to prove that the maps:
\[ p \circ (\Delta_{x_1} \otimes \Delta_{x_2}) \circ \Lambda : T \to (T \otimes \Omega T) \boxtimes (T \otimes \Omega T), \]
and
\[ (\Lambda \boxtimes \Lambda) \circ \Delta_{x_3} : T \to (T \otimes \Omega T) \boxtimes (T \otimes \Omega T), \]
are homotopic. Let us now prove that this last statement is true for any two maps of $\Omega$-bimodules $a, b : T \to (T \otimes \Omega T) \boxtimes (T \otimes \Omega T)$, provided they take the same value on $T_0$, which is satisfied in our case. In order to simplify the notation, let us denote the $\Omega$-bimodule $(T \otimes \Omega T) \boxtimes (T \otimes \Omega T)$ by $\mathcal{P}$. In view of the universal property of $T$ we can identify $a$ and $b$ with Maurer-Cartan morphisms $\underline{\pi}, \underline{b} \in \mathcal{P}(L, L)$. Also, Lemma 6.7 implies that it is enough to prove that the Maurer-Cartan morphisms $\underline{\pi}$ and $\underline{b}$ are homotopic. Since $a$ and $b$ coincide when applied to $T_0$ we know that
\[ \underline{\pi} \equiv \underline{b} \mod(F_1(\mathcal{P})). \]
By Proposition A.4 applied to the case \( r = 1 \), we know that it is enough to prove that

\[
H^0(F_k(\Omega T) / F_{k+1}(\Omega T), d_{L,L}) = 0, \quad \text{for all } k \geq 1.
\]

On the other hand, \( F_k(\Omega T) / F_{k+1}(\Omega T) \) is naturally isomorphic to \( \mathcal{P}^k \) and, because of the shift in degree, we obtain that:

\[
H^0(F_k(\Omega T) / F_{k+1}(\Omega T), d_{L,L}) = H^{-k}(\mathcal{P}^k).
\]

Thus, all we need to prove is that the cohomology of \( \mathcal{P}^k \) vanishes in negative degree. For this we observe that the complex

\[
\mathcal{P}^k = ((T \otimes \Omega T) \boxtimes (T \otimes \Omega T))^k
\]

is the tensor product of two copies of the complex \( (T \otimes \Omega T)^k \) and therefore, by Künneth’s formula, it is enough to prove that the cohomology of that last complex vanishes in negative degree. This last claim follows from the fact that the cohomology of \( T \) vanishes in negative degree.

\[\square\]

### 6.3 Monoidal structure on \( \mathcal{D}(G) \)

In this paragraph, we show that the tensor product operations defined above give the homotopy category \( \mathcal{D}(G) \) a monoidal structure. The reader is referred to [11] for the basic facts and definitions concerning monoidal categories.

**Proposition 6.10.** Let us fix a universal Maurer-Cartan element \( \omega \in \mathcal{MC}_2 \) and a universal Maurer-Cartan morphism \( x \in \mathcal{MC}_2(\omega, \omega) \). The corresponding operations of tensor product defines a functor:

\[
\otimes_{\omega,x} : \mathcal{D}(G) \times \mathcal{D}(G) \longrightarrow \mathcal{D}(G).
\]

Moreover, this functor does not depend on \( x \).

**Proof.** First we observe that Theorem 6.8 guarantees that the tensor product operation is well defined on homotopy classes of morphisms and therefore this map is well defined. Theorem 6.8 and Proposition 6.9 tell us that

\[
\text{id}_E \otimes \text{id}_F \sim \text{id}_E \otimes \omega \otimes \text{id}_F,
\]

\[
(\phi_2 \circ \phi_1) \otimes x(\psi_2 \circ \phi_1) \sim (\phi_2 \otimes x \psi_2) \circ (\phi_1 \otimes x \psi_1).
\]

Observe also that \( \otimes_{\omega,x} \) does not depend on \( x \) since any two \( x, x' \in \mathcal{MC}_2(\omega, \omega) \) are homotopic and, thus, the corresponding morphisms coincide in \( \mathcal{D}(G) \).

\[\square\]

**Proposition 6.11.** Let \( \omega, \omega' \in \mathcal{MC}_2 \) be two universal Maurer-Cartan elements. Then the bifunctors \( \otimes_{\omega} \) and \( \otimes_{\omega'} \) on \( \mathcal{D}(G) \) are equivalent. Moreover, for any two representations up to homotopy \( E_1 \) and \( E_2 \), the isomorphisms

\[
\text{id}_{E_1} \otimes y \text{id}_{E_2} : E_1 \otimes_{\omega} E_2 \longrightarrow E_1 \otimes_{\omega'} E_2,
\]

represents an isomorphism in \( \mathcal{D}(G) \) which is independent of the choice of \( y \in \mathcal{MC}_2(\omega, \omega') \).

**Proof.** We need to check that \( (\phi_1 \otimes x' \phi_2) \circ (\text{id}_{E_1} \otimes y \text{id}_{E_2}) \) is homotopic to \( (\text{id}_{F_1} \otimes y \text{id}_{F_2}) \circ (\phi_1 \otimes x \phi_2) \) for any \( x \in \mathcal{MC}_2(\omega, \omega) \) and for any \( x' \in \mathcal{MC}_2(\omega', \omega') \) and for any two representation morphisms \( \phi_i : E_i \rightarrow F_i, i = 1, 2 \). This is guaranteed by Proposition 6.7 which tells us that

\[
(\phi_1 \otimes x' \phi_2) \circ (\text{id}_{E_1} \otimes y \text{id}_{E_2}) \sim \phi_1 \otimes y \phi_2 \sim (\text{id}_{F_1} \otimes y \text{id}_{F_2}) \circ (\phi_1 \otimes x \phi_2).
\]

\[\square\]

We now prove that the bifunctor \( \otimes_{\omega} \) endows the homotopy category \( \mathcal{D}(G) \) with the structure of a monoidal category.
Theorem 6.12. For every $\omega \in \mathcal{MC}_2$, the functor $\mathcal{D}(G) \times \mathcal{D}(G) \to \mathcal{D}(G)$ gives the category $\mathcal{D}(G)$ a monoidal structure with unit object given by the trivial representation. Moreover, any two choices of $\omega$ give naturally equivalent monoidal categories.

Proof. In order to prove that this functor gives $\mathcal{D}(G)$ a monoidal structure we need to show that there is a unit for the tensor product and that there are unitors and associators that satisfy the pentagon and triangle axiom. The general idea of the proof is simple: one first shows that the associators and unitors are given by universal maps at the level of the DB-algebra $\Omega$. Then the commutativity of the diagrams translates to the statement that certain maps between powers of $\Omega$ are homotopic, which follows from the fact that the algebras are contractible.

The unit is given as usual by the trivial representation. Let us first consider the existence of the unitors. We will prove that $E \otimes 1 \cong E; 1 \otimes E \cong E$, where the maps, which we denote by $\lambda_r$ and $\lambda_l$ respectively, are given by the obvious identification of vector bundles.

We denote by $k_E$ the characteristic map of $E$ and consider the map of DB-algebras $\pi: \Omega \otimes \Omega \to \Omega$ defined on generators by setting:

$$\pi(a \otimes b) = \begin{cases} a & \text{if } l(b) = 0, \\ 0 & \text{otherwise}. \end{cases}$$

Then, the following diagram commutes:

Thus, we see that the characteristic map of $E \otimes \omega 1$ differs from the characteristic map of $E$ by pre-composing with the map $\gamma: \Omega \to \Omega$. Also, it is clear that $\gamma(L_1) = L_1$. We claim that $\gamma$ is the identity. By the universal property of $\Omega$ it is enough to prove that $\gamma(L_k) = L_k$. We will prove this assertion inductively. Assume that the statement is true for $i < k$. Then:

$$\partial(\gamma(L_k)) = \gamma(\partial(L_k)) = \sum_{j=1}^{k-1} (-1)^{j+1} L_j \circ L_{k-j} + \sum_{j=1}^{k-1} (-1)^j d_j(L_{k-1}) = \partial(L_k).$$

On the other hand, since $\gamma$ preserves both the degree and the order, we know that $\gamma(L_k)$ is a multiple of $L_k$. We conclude that they are equal and therefore $E = E \otimes 1$ under the obvious identification. By the same argument we know that $E = 1 \otimes E$.

Let us now construct the associators. The characteristic map $\Delta_{\omega}: \Omega \to \Omega_2$ can be used to construct two Maurer-Cartan elements $\alpha, \beta \in \mathcal{MC}_3$ with characteristic maps:

$$\Delta_\alpha = (\Delta_\omega \boxtimes \text{id}) \circ \Delta_\omega : \Omega \to \Omega_3,$$

$$\Delta_\beta = (\text{id} \boxtimes \Delta_\omega) \circ \Delta_\omega : \Omega \to \Omega_3.$$
the triangle axiom, which is the commutativity of the following diagram in \( D \):

By the last part of Theorem 6.8 we know that \( \text{id}_{E_i} \otimes \text{id}_{E_2} \) is homotopic to the identity morphism on \( E_1 \otimes E_2 \). Therefore, it suffices to prove that the following commutes:

Let us consider the characteristic map \( \Delta_u : T \to \mathcal{T}_{3,a,b} \) and the map of \( \Omega \)-bimodules:

We will show that \( \mu \) is a map of right modules, the other case follows by a symmetric argument. For \( a \in \Omega_3 \) and \( T \in \mathcal{T}_3 \) one easily checks that:

\[
\mu(Ta) = \mu(T)((\pi \otimes \text{id})(a)),
\]

where \( \pi : \Omega_2 \to \Omega \) is the map defined above, for which we proved that \( \pi \circ \Delta_\omega = \text{id} \). Now we take \( F \in \Omega \) and compute:

Thus, \( \mu \) is indeed a map of \( \Omega \)-bimodules. We now observe that the characteristic map of the morphism

factors through the map \( \mu : \mathcal{T}_{3,a,b} \to \mathcal{T}_{2,\omega,\omega} \) which implies that the diagram above commutes. We conclude that the unit is compatible with the associators.

Let us now prove that these associators satisfy the pentagon axiom. We need to prove that for any four representations up to homotopy \( E_1, E_2, E_3, E_4 \) the following composition is the identity:

Observe that the five ways of putting brackets in the tensor product correspond to five elements \( \theta_i \in \mathcal{MC}_4 \) which one can construct from \( \omega \). These elements are given by maps
As an immediate consequence, once a Maurer-Cartan element $\omega$ is fixed, there is a canonical way of taking tensor products of morphisms. This is important when one is forced to work with the category $\text{Rep}^\infty(G)$ instead of the homotopy category (e.g. in the search of infinitesimal models for the cohomology of classifying spaces). Note that, at the level of $\text{Rep}^\infty(G)$, the resulting tensor product is a “functor up to homotopy”.

We begin with the description of the universal derivation.

### 7 Canonical tensor products on morphisms

In this section, we point out another universal property of the universal Maurer-Cartan module, a property which reveals relationships with Hochschild cohomology and non-commutative differential forms. In particular, using the universal derivation, we show that any universal Maurer-Cartan element $\omega \in \mathcal{MC}_m$ comes together with a canonical (and explicit) universal Maurer-Cartan endomorphism $x_\omega \in T_m(\omega, \omega)$.

### 7.1 Universal derivation

Let us consider the composition of Maurer-Cartan morphisms:

$$\phi := \phi_5 \circ \phi_4 \circ \phi_3 \circ \phi_2 \circ \phi_1 \in \overline{P}(\theta_1, \theta_1),$$

where $P$ is the $\Omega$-bimodule defined by:

$$P := (T_{\theta_1, \theta_1}) \otimes \Omega (T_{\theta_1, \theta_1} \otimes (T_{\theta_3, \theta_4} \otimes (T_{\theta_2, \theta_3} \otimes (T_{\theta_1, \theta_2})).$$

The element $\phi$ is related to the maps in the pentagon as follows. There is a natural map of $\Omega$-bimodules $\sigma : P \to T_{\theta_1, \theta_1}$, and this defines a universal Maurer-Cartan morphism $\sigma(\phi) \in \mathcal{MC}_4(\theta_1, \theta_1)$. The composition of all the maps in the diagram is precisely given by:

$$\otimes_{\sigma(\phi)}(\text{id}_{E_1}, \ldots, \text{id}_{E_4}) : ((E_1 \otimes \omega E_2) \otimes \omega E_3) \otimes \omega E_4 \to ((E_1 \otimes \omega E_2) \otimes \omega E_3) \otimes \omega E_4.$$
Proposition 7.1. The $\Omega$-bimodule $T$ admits a unique biderivation $\delta : \Omega \to T$ of bidegree $(0, -1)$, which is compatible with the $d_i$’s and which sends $L_n$ to $T_n$.

Moreover, $\delta$ does not commute with $\partial$, instead, for $A \in \Omega$:

$$\delta(\partial(A)) + \partial(\delta(A)) = T_0A - AT_0.$$ 

In other words, $\delta : \Omega \to T$ is a linear map which sends elements of bidegree $(k, l)$ into those of bidegree $(k, l - 1)$, commutes with the $d_i$’s and satisfies the derivation condition

$$\delta(A \circ B) = \delta(A)B + (-1)^{(l(A))}A \circ \delta(B).$$

Since $\Omega$ is generated as a DB-algebra by the $L_n$’s, the proposition is straightforward.

Remark 7.2. Let us explain how derivations comes into the picture (even before $T$!), starting from the notion of morphisms between Maurer-Cartan elements and in what sense $\delta$ is universal. Let $\mathcal{A}$ and $\mathcal{B}$ be two DB-algebras, $\mathcal{E}$ be an $\mathcal{A}$-$\mathcal{B}$-DB-module, $\theta \in MC(\mathcal{A})$ and $\omega \in MC(\mathcal{B})$. Let us try to understand elements $x \in \mathcal{E}(\omega, \theta)$ directly in terms of $\Omega$: one would like to re-interpret the components $x_k$ of $x$ as images of the elements $L_k \in \Omega$ of a certain map

$$\delta_x : \Omega \to \mathcal{E}.$$ 

The equations that the $x_k$’s must satisfy (involving $\omega$ and $\theta$) indicate that $\delta_x$ should be required to be a derivation on the bimodule $\mathcal{E}_{\omega, \theta}$. Adding the extra-condition that $\delta_x$ commutes with the $d_i$’s, $\delta_x$ will be determined uniquely. In turn, the fact that $x \in \mathcal{E}(\omega, \theta)$ is equivalent to the equation

$$\delta_x(\partial(A)) + \partial(\delta_x(A)) = x_0A - Ax_0$$

for all $A \in \Omega$. Note also that $\delta_x$ does not make use of $x_0$, hence we are really looking at triples $(\mathcal{E}, \delta, x_0)$ with such properties. Among these, $(T, \delta, T_0)$ shows up as the universal one. See also Remark 7.5 below.

In order to simplify formulas (and rather intricate signs) we will need some formalism. Let us first introduce some terminology.

Consider the category $\mathcal{VS}_B$ of $\mathcal{B}$-vector spaces, whose objects are collections $V = \{V^k, d_i\}$ consisting of vector spaces $V^k$ (one for each integer $k \geq 0$) and maps $d_i : V^k \to V^{k+1}$ for $1 \leq i \leq k$ satisfying $d_id_j = djd_{i-1}$ for $i < j$. A morphism from $V$ to $W$ consists of families of maps from $V^k$ to $W^k$, commuting with all the operators $d_i$; such morphisms form the hom-spaces $\text{Hom}_B(V, W)$. As in the case of simplicial vector spaces, one can realize $\mathcal{VS}_B$ as the category of contravariant functors from a small category $\mathcal{B}$ to the category $\mathcal{V}$ of vector spaces.

Associated to $\mathcal{V}_B$ is the category $\text{Gr}(\mathcal{VS}_B)$ of graded objects of $\mathcal{VS}_B$ and $\text{Ch}(\mathcal{VS}_B)$ of cochain complexes in $\mathcal{VS}_B$. Given $X$ and $Y$ graded objects in $\mathcal{VS}_B$, one defines the graded hom $\text{Hom}^*_B(X, Y)$ whose degree $l$-part is

$$\text{Hom}^*_B(X, Y) = \prod_p \text{Hom}_B(X(p), X(p + l)).$$

When $X$ and $Y$ are complexes in $\mathcal{VS}_B$, then $\text{Hom}^*_B(X, Y)$ has a natural differential:

$$\partial(f) = \partial \circ f + (-1)^{(l(f))}f \circ \partial,$$

where $l(f)$ is the degree of $f$. Note that the internal hom of $\text{Ch}(\mathcal{VS}_B)$ is the space of zero-cocycles of $\text{Hom}^*_B$.

The category $\mathcal{VS}_B$ comes with a tensor product operation $\otimes$ which makes it into a monoidal category: for $V$ and $W$ in $\mathcal{VS}_B$, $V \otimes W$ is defined by

$$(V \otimes W)^k = \bigoplus_{k_1 + k_2 = k} V^{k_1} \otimes W^{k_2},$$
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with the operators $d_i$ given by the formulas:

$$d_i(v \otimes w) = \begin{cases} 
    d_i(v) \otimes w & \text{if } i \leq k_1, \\
    v \otimes d_{i-k_1}(w) & \text{if } i > k_1,
\end{cases}$$

where $k_1$ is the degree of $v$. There is an obvious notion of tensor products of morphisms in $\mathbb{V}^B_S$, and the unit is the base field concentrated in degree zero. This tensor product operation extends to $\text{Gr}(\mathbb{V}^B_S)$ and $\text{Ch}(\mathbb{V}^B_S)$ in the standard way:

$$(X \otimes Y)(l) = \bigoplus_{l_1 + l_2 = l} X(l_1) \otimes X(l_2)$$

It also extends to the graded-hom’s using the standard sign conventions:

$$\otimes : \text{Hom}^l_B(X, X') \times \text{Hom}^{l'}_B(Y, Y') \rightarrow \text{Hom}^{l+l'}_B(X \otimes Y, X' \otimes Y'),$$

$$(f \otimes g)(x \otimes y) = (-1)^{l(g)} f(x) \otimes g(y).$$

Note that a DB-algebra is the same as a monoid in the monoidal category $\text{Ch}(\mathbb{V}^B_S)$. With this in mind, there is a B-version of Hochschild cohomology. Given a DB-algebra $A$ and an $A$-bimodule $E$, we consider the vector spaces

$$C^{p,l}_B(A, E) := \text{Hom}^l_B(A \otimes p, E),$$

and the space of Hochschild cochains:

$$C^n(A, E) = \bigoplus_{p+l=n} C^{p,l}_B(A, E).$$

We define the differentials by the same formulas as in the case of DG-algebras, but taking into account only the $l$-degree. More precisely, the horizontal differential

$$b : C^{p,l}_B(A, E) \rightarrow C^{p+1,l}_B(A, E),$$

is given by

$$b(c)(a_1, \ldots, a_{p+1}) = (-1)^{l(a_1)} a_1 c(a_2, \ldots, a_{p+1}) + \sum_{i=1}^{p} (-1)^i c(a_1, \ldots, a_i a_{i+1}, \ldots, a_{p+1}) + (-1)^{p+1} c(a_1, \ldots, a_k) a_{p+1}.$$

The vertical differential

$$d_v : C^{p,l}_B(A, P) \rightarrow C^{p,l+1}_B(A, P),$$

is given by

$$d_v(c)(a_1, \ldots, a_p) = d(c(a_1, \ldots, a_p)) - \sum_{i=1}^{p} (-1)^{\epsilon_i} c(a_1, \ldots, \delta(a_i), \ldots, a_p),$$

where $\epsilon_i = l + l(a_1) + \ldots + l(a_{i-1})$. These two differentials commute and we will denote the resulting total complex by $C^*_B(A, E)$. For any $\zeta \in C^{p,l}_B(A, E)$ we define $\bar{\zeta} \in C^{p,l}(\bar{A}, \bar{E})$ by

$$\bar{\zeta}(a_1, \ldots, a_n) = (-1)^{\epsilon} \zeta(a_1, \ldots, a_n), \text{ where } \epsilon = \sum_{1 \leq i < j \leq n} k(a_i)[a_j].$$

Note that this expression is well defined even if the $a_i$ are infinite sums, because the map $\zeta$ preserves the $k$ degree.
Lemma 7.3. The map

\[ C^*_p(A, \mathcal{E}) \longrightarrow C^*(\bar{A}, \bar{\mathcal{E}}), \quad \zeta \mapsto \bar{\zeta} \]

is a morphism of cochain complexes.

Proof. That the horizontal differentials commute is straightforward. For the other direction, recall that the differential \( d_{tot} \) in \( \mathcal{A} \) is given by:

\[ d_{tot} = \partial + (-1)^n d, \]

where \( d \) is the alternating sum of the operators \( d_i \). The formula for the vertical differential in \( C^*_p(\bar{A}, \bar{\mathcal{E}}) \) decomposes in two pieces, one corresponding to \( \partial \) and one corresponding to \( (-1)^n d \). One can easily check that the first part corresponds to the vertical differential in \( C^*_p(A, \mathcal{E}) \), while the second part vanishes on \( \bar{\zeta} \), because \( \zeta \) commutes with the operators \( d_i \).

\[ \square \]

The derivation \( \delta : \Omega \rightarrow \mathcal{T} \) together with the component \( T_0 \) can now be interpreted as a canonical Hochschild cochain of degree zero:

\[ \zeta^u := \delta + T_0 \in C^0(\Omega, \mathcal{T}). \]

Using cup-product operations, one obtains new cochains in \( C^0(\Omega_m, \mathcal{T}_m) \) as follows. To simplify notations, we consider the case \( m = 2 \). Consider the two cocycles:

\[ \zeta^1 = \zeta^u \otimes \text{Id} \in C(\Omega_2, \mathcal{T} \otimes \Omega), \]
\[ \zeta^2 = \text{Id} \otimes \zeta^u \in C(\Omega_2, \Omega \otimes \mathcal{T}), \]

where \( \text{Id} = \text{Id}_\Omega \) and where the operations

\[ (-) \otimes \text{Id} : \text{Hom}^*_p(\Omega, \mathcal{T}) \rightarrow \text{Hom}^*_p(\Omega \otimes \Omega, \mathcal{T} \otimes \Omega), \]
\[ \text{Id} \otimes (-) : \text{Hom}^*_p(\Omega, \mathcal{T}) \rightarrow \text{Hom}^*_p(\Omega \otimes \Omega, \Omega \otimes \mathcal{T}), \]

are defined with the usual sign conventions. Using the composition

\[ \circ : (\mathcal{T} \otimes \Omega) \otimes (\Omega \otimes \mathcal{T}) \rightarrow \mathcal{T} \otimes \mathcal{T} = \mathcal{T}_2, \]

we now form the cup-product

\[ \zeta := \zeta^1 \cup \zeta^2 \in C(\Omega_2, \mathcal{T}_2). \]

Using the construction from the last part of the appendix, we define

\[ x_\omega := \bar{\zeta}(\omega). \]

Lemma A.8 gives us the following.

Proposition 7.4. For any \( \omega \in \mathcal{MC}_2 \), \( x_\omega \) is an universal Maurer-Cartan morphism from \( \omega \) to itself.

Remark 7.5. Here is one final remark on the structures involved. In this paper we have thought of a representation up to homotopy as a cochain complex of vector bundles \( (E, \partial) \) together with the extra-data \( \{ R_k : k \geq 1 \} \); the relevant algebraic structure was that of DB-algebra and Maurer-Cartan elements with vanishing 0-component. One can follow a slightly different route, which has some advantages when it comes to the universal Maurer-Cartan module: think of a representation up to homotopy as a graded vector bundle together with the extra-data \( \{ R_k : k \geq 0 \} \). The relevant algebraic structure is that of B-algebra, which is defined exactly as that of DB-algebra but giving up on the differential \( \partial \) and requiring unitality. In terms of the formalism discussed above, the resulting category \( \text{Bar} \) of B-algebras coincides with the category \( \text{GrAlg}(\mathcal{V}_B) \) of (unital) graded algebras associated to the monoidal category \( \mathcal{V}_B \). Then, for a graded vector bundle \( E, A_E \) is a B-algebra and representations up to homotopy on \( E \) correspond to Maurer-Cartan elements of \( A_E \) (with no restriction on the zero-component). As analogues of \( \Omega \) and \( \mathcal{T} \), one looks at
• \( \Omega_\alpha \in \mathbb{B} \) together with a Maurer Cartan element \( L_\alpha \in \text{MC}(\overline{\Omega}_\alpha) \) which is universal among pairs \((\mathcal{A}, \omega)\) consisting of a Maurer Cartan element in a \(B\)-algebra.

• \( \mathcal{T}_\alpha \) which has the same universal property as \( \mathcal{T} \), but for bimodules over \( B \)-algebras.

It is not surprising that one can explicitly construct \( \Omega_\alpha \) out of \( \Omega \) by adjoining to it a unit and a formal element \( \alpha \) of bidegree \((0, 1)\):

\[
\Omega^k_\alpha(l) = \Omega^k(l) + \alpha \circ \Omega^k(l-1),
\]

except in bidegrees \((0, 0)\) and \((0, 1)\) where

\[
\Omega^0_\alpha(0) = \mathbb{Q}, \Omega^0_\alpha(1) = \mathbb{Q}\alpha.
\]

One defines the algebra structure on \( \Omega_\alpha \) by requiring

\[
\alpha^2 = 0, \quad \alpha \circ a - (-1)^{l(a)}a \circ \alpha = \partial(a),
\]

while the \( d_i \)'s are defined by

\[
d_i(a + \alpha \circ b) = d_i(a) + \alpha \circ d_i(b).
\]

Finally, one sets \( L_\alpha = \alpha + L \).

For \( \mathcal{T}_\alpha \) the situation is similar but a bit simpler:

\[
\mathcal{T}_\alpha = \mathcal{T} + \alpha \circ \mathcal{T}
\]

and the differential \( \partial \) of \( \mathcal{T} \) is encoded in the bimodule structure of \( \mathcal{T}_\alpha \):

\[
x \circ \alpha = (-1)^{l(x)}(\alpha \circ x - \partial(x)),
\]

for \( x \in \mathcal{T} \).

The analogue \( \delta_\alpha : \Omega_\alpha \to \mathcal{T}_\alpha \) of the derivation \( \delta \) has a nicer universal property: it is universal among all derivations on \( \Omega_\alpha \)-bimodules. Using the straightforward B-version of Hochschild cohomology and non-commutative forms, we see that \( \mathcal{T}_\alpha \) must be the space of non-commutative 1-forms associated to the \( B \)-algebra \( \Omega_\alpha \). This also gives another description of \( \mathcal{T}_\alpha \) (and then of \( \mathcal{T} \)) out of \( \Omega_\alpha \):

\[
\mathcal{T}_\alpha = \Omega_\alpha \otimes \overline{\Omega}_\alpha, \quad \text{where } \overline{\Omega}_\alpha = \Omega_\alpha/1 \cdot \mathbb{R},
\]

and where a tensor \( a \otimes b \) should be interpreted as a non-commutative 1-form \( a\delta_\alpha(b) \). Since \( \mathcal{T} \) can be recovered as the subspaces of elements which are not of type \( \alpha \circ x \), the derivation property of \( \delta_\alpha \) shows that \( \mathcal{T} \) is spanned by the following types of elements:

\[
A\delta_\alpha(T)B,
\]

where \( A \) is either 1 or an element of \( \Omega \), similarly for \( B \), and \( T \) is either a tree or \( \alpha \). This corresponds to our original description of \( \mathcal{T} \) in terms of trees and forests. It is interesting to point out that the appearance of \( \emptyset \) in that description encodes two types of elements: 1 (on the forest side) and \( \delta(\alpha) \) (on the tree side).

A Appendix

A.1 Maurer-Cartan elements

In this appendix we put together some definitions and results that are used in the paper.

We begin with some standard notions regarding Maurer-Cartan elements in Differential Graded Algebras (DGAs).
1. A Maurer-Cartan element in a DGA \((A, d)\) is an element \(\gamma \in A\) of degree one satisfying \(d(\omega) + \gamma^2 = 0\). We denote by \(MC(A)\) the set of all Maurer-Cartan elements.

2. A gauge equivalence between \(\omega\) and \(\theta \in MC(A)\) is an invertible element \(u \in A\) of degree zero satisfying \((du)u^{-1} - \theta = (du)u^{-1}\).

3. Given two Maurer-Cartan elements \(\theta\) and \(\omega\) of two DGAs \((A, d)\) and \((B, d)\), respectively, and a DG \(A\)-\(B\) bimodule \((P, d)\), a Maurer-Cartan \(P\)-morphism from \(\omega\) to \(\theta\) is an element \(x \in P\) of degree zero satisfying \(x\omega - \theta x = d(x)\). We denote by \(P(\omega, \theta)\) the set of such \(P\)-morphisms.

4. With the same notations, we say that \(x, y \in P(\omega, \theta)\) are homotopic if there exists \(h \in P\) of degree \(-1\) such that \(x - y = dh + h\omega + \theta h\). We denote by \(P[\omega, \theta]\) the set of all homotopy classes of \(P\)-morphisms from \(\omega\) to \(\theta\).

Altogether, one obtains a category whose objects are DGAs endowed with a Maurer-Cartan element where the morphisms from \((B, \omega)\) to \((A, \theta)\) are pairs \((P, x)\) consisting of a DG \(A\)-\(B\) bimodule \(P\) and an element \(x \in P(\omega, \theta)\). If \((Q, y)\) is another morphism from \((C, \eta)\) to \((B, \omega)\), then their composition is defined as 
\[
(P, x) \circ (Q, y) = (P \otimes_B Q, x \otimes y).
\]

It is easy to check that \(x \otimes y\) satisfies the required equation and also that this operation is compatible with the notion of homotopy. In particular, one obtains a quotient of this category in which homotopic morphisms become equal.

We will now concentrate our attention on complete DGAs and complete DG modules. By a filtered algebra we mean an algebra \(A\) together with a filtration 
\[
\cdots \subset F_2 A \subset F_1 A \subset F_0 A = A,
\]
satisfying 
\[
F_p A : F_q A \subset F_{p+q} A.
\]
Note that, in particular, \(F_p A\) is an ideal in \(A\) for all \(p\), hence we can consider the quotient algebras, which fit into a tower 
\[
A/F_1 A \leftarrow A/F_2 A \leftarrow \cdots.
\]
We denote by \(\bar{A}\) the inverse limit of this tower. Note that \(\bar{A}\) has a natural filtration, with \(F_p \bar{A}\) being the inverse limit of 
\[
F_p A/F_{p+1} A \leftarrow F_p A/F_{p+2} A \leftarrow \cdots.
\]
Moreover, there is a canonical map \(c : A \rightarrow \bar{A}\) that is a map of filtered algebras.

**Definition A.1.** A complete algebra is an algebra \(A\) together with a filtration \(F_p A\), such that the canonical map \(c : A \rightarrow \bar{A}\) is an isomorphism.

A complete DGA is a DGA \((A, d)\) that also has the structure of a complete algebra, such that each space \(F_p A\) of the filtration is a subcomplex of \((A, d_A)\).

A similar discussion applies to modules over filtered algebras. Given \(A\) as above, a filtered left \(A\)-module \(P\) is required to carry a filtration 
\[
\cdots \subset F_2 P \subset F_1 P \subset F_0 P = P,
\]
satisfying 
\[
F_p A : F_q P \subset F_{p+q} P.
\]
The completion $\hat{P}$ of $P$ is the inverse limit of $P/F_pP$ (a left $A$-module). If $A$ is a complete algebra, we say that $P$ is a complete (left) $A$-module if the canonical map from $P$ to $\hat{P}$ is an isomorphism. If $(A,d)$ is a complete DGA, a complete (left) DG module over $(A,d)$ (or simply $A$-module) is a DG module $(P,d)$ that also has the structure of complete $A$-module such that each $F_pP$ is a subcomplex of $(P,d)$. Right modules and bimodules are treated similarly.

In general, for a filtered algebra $A$, $\hat{A}$ is complete and is called the completion of $A$.

**Example A.2.** If $A = \oplus_{k,l} A^k(l)$ is a (differential) bigraded algebra, then it can also be viewed as a (differential) graded algebra with $A = \oplus_n A^n$, where

$$A^n = \oplus_{k+l=n} A^k(l).$$

In this case, $A$ carries a natural filtration with $F_pA = \oplus_{k\geq p} A^k(l)$. The resulting completion $\hat{A}$ is given by

$$\hat{A}^n = \Pi_{k+l=n} A^k(l).$$

**A.2 The case of complete DGAs**

We now consider the existence problem for Maurer-Cartan elements whose class modulo $F_rA$ (for some $r \geq 1$) is given. Let $\gamma \in A$ be of degree one, and suppose that we look for a Maurer-Cartan element $\omega$ that is equivalent to $\gamma$ modulo $F_rA$. This condition forces:

$$d\gamma + \gamma^2 \equiv 0 \mod F_rA. \quad (29)$$

Any $\gamma \in MC(A)$ induces a new differential on $A$:

$$d_\gamma(a) = d(a) + [\gamma, a] = d(a) + \gamma a - (-1)^{|a|}a\gamma.$$

This differential descends to a differential $d_\gamma$ on all the quotients $F_pA/F_{p+1}A$. Actually, for $d_\gamma$ to be a differential on the quotients, one does not need the full Maurer-Cartan condition on $\gamma$ but only (29) for $r = 1$. Hence given any $\gamma$ of degree 1 satisfying (29) for some $r \geq 1$, it makes sense to talk about the cohomology of $(F_pA/F_{p+1}A, d_\gamma)$.

**Proposition A.3.** Let $A$ be a complete DGA. Then for any degree one element $\gamma$ satisfying (29) and

$$H^2(F_pA/F_{p+1}A, d_\gamma) = 0, \quad \forall \ p \geq r,$$

there exists $\omega \in MC(A)$ such that $\omega \equiv \gamma \mod F_rA$.

**Proof.** We will inductively construct $\omega_r, \omega_{r+1}, \ldots$ with the property that

$$d\omega_k + \omega_k^2 = 0, \mod F_kA,$$

in such a way that

$$\omega_k = \omega_{k-1} \mod F_{k-1}A, \forall \ k \geq r + 1, \ \omega_r = \gamma.$$

Assuming that $\omega_k$ has been constructed, we are now looking for $a \in F_kA$ such that

$$\omega_{k+1} := \omega_k + a$$

satisfies the Maurer-Cartan equation modulo $F_{k+1}A$. Writing out the equation and using that $a^2 \in F_{k+1}A$, the equation to solve is

$$-d\omega_k(a) = (d\omega_k + \omega_k^2) \mod F_{k+1}A.$$
This can be seen as an equation in $F_k A/F_{k+1} A$. Moreover, on the quotient, $d \omega_k = d_\gamma$ because $\omega_k - \gamma \in F_1(A)$. Hence, due to the cohomological condition in the statement, we only have to check that the right hand side of the last equation is closed for $d \omega_k$. But its differential (modulo $F_{k+1} A$) is

$$d(\omega_k^2 + d\omega_k) + \omega_k(\omega_k^2 + d\omega_k) - (\omega_k^2 + d\omega_k)\omega_k = 0.$$ 

In conclusion, we obtain the desired sequence $(\omega_k)_{k \geq r}$. Due to completeness of $A$, we obtain an element $\gamma \in A$ such that $\omega = \omega_k \mod F_k A$ for all $k \geq r$. Since the Maurer-Cartan expression in $\omega$ is congruent, modulo $F_k A$, to the one of $\omega_k$, hence to zero, we deduce (again from the completeness of $A$) that $\omega \in MC(A)$. By construction, $\omega = \gamma \mod F_r A$. \qed

There is an analogous result for Maurer-Cartan morphisms. Given two Maurer-Cartan elements $\omega$ and $\theta$ of two complete DGAs $(A, d)$ and $(B, d)$, respectively, and let $(P, d)$ be a complete DG-$A$-$B$ bimodule. Then the differential $d$ of $P$ can be twisted by $\omega$ and $\theta$ to define a new differential:

$$d_{\omega, \theta}(x) = d(x) + \theta x - (-1)^{|x|} x \omega.$$ 

The following is proven exactly as the previous result.

**Proposition A.4.** Let $r \geq 1$, and assume that

$$H^1(F_r P / F_{r+1} P, d, \omega, \theta) = 0, \forall \ p \geq r.$$ 

Then for any $x \in P$ satisfying

$$x \omega - \theta x = dx \mod F_r P,$$ 

one can find $y \in P(\omega, \theta)$ such that $y = x \mod F_r P$. Moreover, if the same cohomological condition holds in degree zero, then any two such $y$'s are homotopic.

**Gauge equivalence in complete DGAs:** In the context of complete DGAs, there is a refined notion of gauge transformation that we now explain. We associate a group $G_1(A)$ to a complete DGA $A$ as follows

$$G_1(A) = \{ x \in A^0 : x \equiv 1 \mod F_1 A \} = 1 + (F_1 A)^0.$$ 

One can see that $G_1(A)$ is a group with respect to the multiplication in $A$ from the power series expression

$$(1 - \alpha)^{-1} = \sum_{k \geq 0} \alpha^k,$$ 

where, for $\alpha \in F_1 A$, completeness implies that the right hand side makes sense as an element of $A$.

Note that, strictly speaking, the definition of $G_1(A)$ requires $A$ to be unital. However, the role of the elements “1” is purely formal. In other words, $G_1(A)$ makes sense even without the unitality condition. Equivalently, taking this as a definition for unital $A$’s, for a general $A$, one can replace $A$ by the new (complete) DGA $A^+$ obtained by adding a unit to $A$. Define $G_1(A)$ as $G_1(A^+)$. In the case that $A$ already has a unit $1_A$, the map $1_A + x \mapsto 1 + x$ identifies the two definitions.

**Definition A.5.** Given a complete DGA $A$, a gauge equivalence $u$ between two Maurer-Cartan elements $\omega$ and $\theta$ of $A$ is called strong if $u \in G_1(A)$. If such a $u$ exists, we say that $\omega$ and $\theta$ are strongly gauge equivalent.

**Proposition A.6.** Let $A$ be a complete DGA and $\omega, \theta \in MC(A)$, such that

$$\omega = \theta \mod F_r A,$$ 

with $r \geq 1$. If

$$H^1(F_r A / F_{r+1} A, d, \omega) = 0, \forall \ p \geq r,$$ 

then $\omega$ and $\theta$ are strongly gauge equivalent.
Proof. This proof is very similar to the one of Proposition A.3. We construct inductively a sequence \( u_r, u_{r+1}, \ldots \) of degree zero elements of \( A \) with the property that

\[
u_k \omega - \theta u_k = du_k \mod F_k A\]

for all \( k \geq r \). Moreover, the sequence will be constructed so that

\[
u_k = \nu_{k-1} \mod F_{k-1} A \forall k \geq r + 1, \ u_r = 1.\]

Assuming that \( u_k \) has been constructed, we are looking for \( x \in F_k A \) such that

\[(u_k + x) \omega - \theta(u_k + x) = d(u_k + x) \mod F_{k+1} A.\]

Note that, since \( \omega - \theta \in F_r A \subset F_1 A \),

\[
\theta x - x \omega = \omega x - x \omega \mod F_{k+1}
\]

whenever \( x \in F_k A \). We see that the previous equation can be written as an equation in \( F_k A/F_{k+1} A \):

\[
d_{\omega} x = -du_k + u_k \omega - \theta u_k \mod F_{k+1} A.
\]

Because of the hypothesis, it suffices to show that the right hand side is closed in the quotient. Denoting the right hand side by \( y \), and using that

\[
d_{\omega}(y) = d(y) + \theta y + y \omega,
\]

the desired equation follows immediately.

With the sequence \( u_r, u_{r+1}, \ldots \) constructed, one uses again the completeness of \( A \) to obtain \( u \in A \) of degree zero such that \( u = 1 \mod F_r A, u \omega - \theta u = du \). \( \square \)

Remark A.7. The gauge equivalence comes from an action of \( G_1(A) \) on \( MC(A) \), given by the usual gauge formula:

\[
u \cdot \omega = \omega u^{-1} - du \cdot u^{-1} \quad u \in G_1(A), \omega \in MC(A).
\]

Our discussion has an infinitesimal counterpart. First of all, “the Lie algebra of \( G_1(A) \)” is defined as

\[
g_1(A) := \{ \alpha \in A^0 : \alpha \equiv 0 \mod F_1 A \},
\]

with the commutator bracket

\[
[\alpha, \beta] = \alpha \beta - \beta \alpha.
\]

The exponential map

\[
exp : g_1(A) \rightarrow G_1(A)
\]

is defined by the usual power series

\[
ex\alpha = \sum_{k \geq 0} \frac{1}{k!} \alpha^k.
\]

The completeness of \( A \) make sense of \( ex\alpha \) for \( \alpha \in F_1 A \). The action of \( G_1(A) \) on \( MC(A) \) has an infinitesimal counterpart: an action of the Lie algebra \( g_1(A) \) on \( MC(A) \), which is familiar in the discussion of Maurer-Cartan elements in differential graded Lie algebras:

\[
\alpha \cdot \gamma = [\alpha, \gamma] + d\alpha, \quad \alpha \in g_1(A), \gamma \in MC(A).
\]
A.3 Relation with Hochschild cohomology

Let $A$ be a DGA and let $P$ be a $A$-bimodule. Here we explain that, given a Maurer-Cartan element $\omega$ of $A$, one can associate a Maurer-Cartan morphism to a degree zero $P$-valued Hochschild cocycle on $A$. In low degrees, the idea is very simple: by applying a biderivation $D : A \to P$ to the Maurer-Cartan equation for a Maurer-Cartan element $\omega$, one obtains an element $D(\omega) \in P(\omega, \omega)$. We now discuss what happens for general degree zero Hochschild cocycles. For each $k$ and $l$, we denote by $C_{k,l}^0(A, P)$ the space of all linear maps $c : A \otimes \ldots \otimes A \to P$ which raises the total degree by $l$. The horizontal differential $b : C_{k,l}^0(A, P) \to C_{k+1,l}^0(A, P)$ is given by

$$b(c)(a_1, \ldots, a_{k+1}) = (-1)^{|a_1|l}a_1 c(a_2, \ldots, a_{k+1}) + \sum_{i=1}^{k} (-1)^{i}c(a_1, \ldots, a_ia_{i+1}, \ldots, a_{k+1}) + (-1)^{k+1}c(a_1, \ldots, a_{k})a_{k+1}.$$  

The vertical differential $d_v : C_{k,l}^0(A, P) \to C_{k,l+1}^0(A, P)$ is given by

$$d_v(c)(a_1, \ldots, a_k) = d(c(a_1, \ldots, a_k)) - \sum_{i=1}^{k} (-1)^{\epsilon_i}c(a_1, \ldots, d(a_i), \ldots, a_k),$$

where $\epsilon_i = l + |a_1| + \ldots + |a_{i-1}|$. These two differentials commute, and we obtain a complex $C^n(A, P) = \bigoplus_{k+l=n} C_{k,l}^n(A, P)$ with $D = d_v + (-1)^l b$ as total differential. We are interested in 0-cocycles. Such a cocycle is a finite sum

$$\zeta = \zeta_0 + \zeta_1 + \ldots,$$

with $\zeta_k \in C_{k,-k}^0(A, P)$, satisfying

$$b(\zeta_i) + (-1)^i d(\zeta_{i+1}) = 0.$$  

For any such $\zeta$, we consider the induced polynomial function

$$\hat{\zeta} : A^1 \to P^0, \quad \hat{\zeta}(a) = \zeta_0 + \zeta_1(a) + \zeta_2(a,a) + \ldots.$$  

The following is straightforward:

**Lemma A.8.** For any Hochschild cocycle $\zeta \in C^0(A, P)$ and any $\omega \in MC(A)$, $\hat{\zeta}(\omega) \in P(\omega, \omega)$. Moreover:

- If $\zeta$ and $\zeta'$ are cohomologous, then $\zeta(\omega)$ and $\zeta'(\omega)$ are homotopic.
- This construction is compatible with cup-products.
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