Variance-based sensitivity analysis for uncertainties in proton therapy: A framework to assess the effect of simultaneous uncertainties in range, positioning, and RBE model predictions on RBE-weighted dose distributions
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Purpose: Treatment plans in proton therapy are more sensitive to uncertainties than in conventional photon therapy. In addition to setup uncertainties, proton therapy is affected by uncertainties in proton range and relative biological effectiveness (RBE). While to date a constant RBE of 1.1 is commonly assumed, the actual RBE is known to increase toward the distal end of the spread-out Bragg peak. Several models for variable RBE predictions exist. We present a framework to evaluate the combined impact and interactions of setup, range, and RBE uncertainties in a comprehensive, variance-based sensitivity analysis (SA).

Material and methods: The variance-based SA requires a large number ($10^4$–$10^5$) of RBE-weighted dose (RWD) calculations. Based on a particle therapy extension of the research treatment planning system CERR we implemented a fast, graphics processing unit (GPU) accelerated pencil beam modeling of patient and range shifts. For RBE predictions, two biological models were included: The mechanistic repair-misrepair-fixation (RMF) model and the phenomenological Wedenberg model. All input parameters (patient position, proton range, RBE model parameters) are sampled simultaneously within their assumed probability distributions. Statistical formalisms rank the input parameters according to their influence on the overall uncertainty of RBE-weighted dose–volume histogram (RW-DVH) quantiles and the RWD in every voxel, resulting in relative, normalized sensitivity indices ($S = 0$: noninfluential input, $S = 1$: only influential input). Results are visualized as RW-DVHs with error bars and sensitivity maps.

Results and conclusions: The approach is demonstrated for two representative brain tumor cases and a prostate case. The full SA including $\sim 3 \times 10^4$ RWD calculations took 39, 11, and 55 min, respectively. Range uncertainty was an important contribution to overall uncertainty at the distal end of the target, while the relatively smaller uncertainty inside the target was governed by biological uncertainties. Consequently, the uncertainty of the RW-DVH quantile $D_{98}$ for the target was governed by range uncertainty while the uncertainty of the mean target dose was dominated by the biological parameters. The SA framework is a powerful and flexible tool to evaluate uncertainty in RWD distributions and DVH quantities, taking into account physical and RBE uncertainties and their interactions. The additional information might help to prioritize research efforts to reduce physical and RBE uncertainties and could also have implications for future approaches to biologically robust planning and optimization. © 2020 The Authors. Medical Physics published by Wiley Periodicals LLC on behalf of American Association of Physicists in Medicine. [https://doi.org/10.1002/mp.14596]
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1. INTRODUCTION

Treatment plans in proton therapy are more prone to uncertainties than in photon therapy. In addition to setup uncertainty, which is also relevant for treatment with photons, proton beams are affected by range uncertainties. Furthermore, the relative biological effectiveness (RBE) of proton beams needs to be taken into account and additional sources of uncertainty are introduced through the conversion of physical to RBE-weighted dose (RWD). Since uncertainties in the actually delivered RWD may give rise to unanticipated normal tissue toxicities or local treatment failure and may impede the intercomparability of different radiation modalities (photons, protons, heavier ions) in clinical studies, a well-founded understanding of the magnitude of the overall uncertainty and the impact and interactions of the different sources of uncertainty is crucial. To enable the comparison of different planning strategies (e.g., beam arrangements) with regard to these uncertainties,1–4 no method for the systematic assessment of the combined impact and interactions of setup, range, and biological uncertainties has been presented so far. When multiple sources of uncertainty are combined, the analysis is typically restricted to range and motion.8,9 A possible way to deal with these uncertainties in intensity-modulated proton therapy (IMPT) is robust optimization. Up to now, robustness approaches are also mostly restricted to setup and range uncertainties and do not explicitly consider biological modeling. If at all, linear energy transfer (LET) is considered as a surrogate of biological effect.10,11 Therefore, a better understanding of uncertainty in biological modeling in combination with setup and range uncertainties is needed to enable biologically robust planning. Furthermore, quantifying the relative impact of setup, range and RBE uncertainty on the overall uncertainty of clinically relevant dose metrics could help to prioritize research efforts aiming at reducing the individual uncertainties and improve cost-effectiveness in radiotherapy.

The technique of global, variance-based sensitivity analysis (SA) is a method to evaluate the influence of the uncertainty in various input factors on the output of a quantitative model.12 Compared to local methods, such as derivative-based approaches, regression analysis, or the isolated treatment of the different input factors (one factor at a time approaches), this technique has the advantage of exploring the entire input space by varying all input factors simultaneously, which allows to take into account also interactions between multiple input factors.13 While the alternative techniques mentioned have their limitations in the case of nonlinear models, global, variance-based SA is a model-independent approach and is applicable for any probability distribution of the input factors. In the field of medical physics, this technique has so far only been applied to RBE modeling of carbon ion therapy, excluding range and setup uncertainties and to nuclear medicine, in order to assess the impact of interpatient variability on organ dose estimates.16

In this feasibility study, we present a framework to apply the technique of global, variance-based SA to uncertainties in proton therapy, explicitly modeling RBE, range, and setup errors.

2. MATERIALS AND METHODS

2.A. Global variance-based sensitivity analysis

Global variance-based SA is a method to estimate the relative influence of the k input factors \( X = (x_1, x_2, \ldots, x_k) \) on the output \( Y \) of a model \( f \):

\[
Y = f(X) \tag{1}
\]

The function \( f \) can be decomposed into terms of increasing dimensionality whose mean is zero, that is:

\[
f = f_0 + \sum_{l=1}^{k} f_l(x_l) + \sum_{l=1}^{k} \sum_{m=l+1}^{k} f_{lm}(x_l, x_m) + \ldots + f_{1,2,\ldots,k}(x_1, x_2, \ldots, x_k) \tag{2}
\]

where for all \( p = 1, \ldots, s \)

\[
\int f_{1,2,\ldots,k}(x_1, \ldots, x_s) dx_p = 0 \tag{3}
\]

Sobol proved that then all summands in equation (2) are orthogonal.17 The variance in \( Y \) can be decomposed

\[
V(Y) = \sum_{l=1}^{k} V_l + \sum_{l=1}^{k} \sum_{m=l+1}^{k} V_{lm} + \ldots + V_{1,2,\ldots,k} \tag{4}
\]

where

\[
V_l = V(f_l) = V(E(Y|X_l)) \tag{5}
\]

The expectation value \( E(Y|X_l) \) is hereby calculated over all possible values of all input factors except for \( X_l \), which is kept fixed. The higher order terms are

\[
V_{lm} = V(f_{lm}) = V[E(Y|X_l, X_m)] - V_l - V_m \tag{6}
\]

and so on. The first- and second-order sensitivity indices introduced by Sobol’ are defined as:

\[
S_l = \frac{V_l}{V(Y)} \tag{7}
\]

\[
S_{lm} = \frac{V_{lm}}{V(Y)} \tag{8}
\]

Higher order terms are defined in an analogous fashion. Monte Carlo estimates for all sensitivity indices can be calculated without the need to know an explicit form of \( f \) or any of the terms in the expansion in Eq. (2). Due to the normalization to the overall variance, the Sobol’ indices are normalized to 1. Since the number of sensitivity indices is \((2^k - 1)\) for \( k \) input factors, making interpretation of the results very difficult, total effects \( ST_l \) are introduced.18 For the input factor \( l \) they are defined as the sum of all terms of any order containing \( l \):
\[ ST_l = S_l + \sum_{m \neq l}^k S_{lm} + \ldots + S_{1\ldots k} \]  

when only first order and total effects for each input factor are considered, the number of indices is reduced to \(2k\). First order and total effects allow for an intuitive interpretation: \(S_l\) is the average fraction by which the overall variance would be reduced if input factor \(l\) could be fixed anywhere in its range, \(ST_l\) is the average fraction of the overall variance that would remain if all input factors except for \(l\) could be fixed within their respective range. \(ST_l = 0\) is the necessary and sufficient condition for input \(l\) being noninfluential. By examining the difference, \((ST_l - S_l)\), the impact of interaction terms involving input factor \(l\) can be characterized. If \((ST_l - S_l) = 0\), interactions with input factor \(l\) do not contribute to overall variance.

Saltelli\(^{19}\) proposed an efficient method for direct Monte Carlo calculation of \(S_l\) and \(ST_l\), without the need to calculate all the interaction terms, which has also been used in this paper.

In this approach, \(S_l\) and \(ST_l\) are estimated via:

\[
S_l = \frac{1}{N} \sum_{m=1}^{N} \frac{f(B)^{m} - f(A)^{m}}{V(Y)}
\]

\[
ST_l = \frac{1}{N} \sum_{m=1}^{N} \left( f(A)^{m} - f(A^{(0)})^{m} \right)^2 / V(Y)
\]

where \(A\) and \(B\) are independently sampled input matrices of \(N\) input vectors (size: \(N \times k\)). The matrix \(A^{(0)}\) is equal to matrix \(A\), except for column \(l\), which is taken from \(B\). \((A)^{m}\) and \((B)^{m}\) are the \(m\)-th rows of \(A\) and \(B\), respectively. The total number of model evaluations in this approach is \(N \cdot (k + 2)\). \(N\) has to be chosen sufficiently large for Eqs. (10) and (11) to converge.

A faster convergence of Eqs. (10) and (11) is achieved when the input parameters are sampled from quasi-random, low-discrepancy sequences.\(^{19}\) In our implementation, we used the Sobol’ sequence\(^ {20,21}\) as suggested by Saltelli.

In our application of the concept, the model \(f\) will correspond to an RWD distribution calculation including a calculation of RBE-weighted dose volume histograms (RWD-DVHs), the input vector \(X\) will contain isocenter shifts in three spatial dimensions, relative and absolute range shifts as well as biological model parameters. The output \(Y\) will include the dose in every voxel and RWD-DVH quantiles for structures of interest. Since for the variance-based SA the model needs to be evaluated approximately \(10^3\)–\(10^5\) times, a fast RWD calculation for any set of \(X\) from the input space is required. To achieve this, a GPU-based RWD calculation was implemented based on a particle extension of the research treatment planning system CERR.\(^ {22-26}\) To model the physical uncertainties, the following approximations were made: The proton beams were assumed to be nondivergent, and patient deformations and rotations were excluded. Range uncertainty was modeled as a relative and an absolute range shift, which was applied to all spots of the same beam equally. A detailed description of the implementation can be found in Appendices A and B.

In clinical routine, a constant RBE of 1.1 is commonly assumed. However, there is evidence from in \(\textit{vitro}\) experiments that RBE is dependent on dose, biological endpoint, and proton energy and there is an ongoing debate if the current clinical practice needs to be revised.\(^ {27-29}\) For variable RBE prediction, two biological models are currently implemented: the mechanistic repair-misrepair-fixation (RMF) model,\(^ {29,30}\) which uses double strand break (DSB) yields from a Monte Carlo Damage simulation (MCDS)\(^ {31}\) and the phenomenological Wedenberg model.\(^ {32}\) Both models provide a method to calculate radiosensitivity parameters of the linear quadratic (LQ) model, \(\alpha\) and \(\beta\), and have the advantage that they can be executed very fast for changed model and x-ray reference radiosensitivity parameters. For the RMF model, the DSB yield \(\Sigma\) and the x-ray reference parameters \(\alpha_X/\beta_X\) were treated as uncertain; details on the implementation can be found in Appendix C.1. For the Wedenberg model, x-ray reference parameters \(\alpha_X/\beta_X\), the fit parameter \(q\) and the model assumption \(\beta_p = \beta_X\) were treated as uncertain. Details on the implementation can be found in Appendix C.2.

### 2.B. Application to patient cases

The framework was applied to two brain tumor patient cases. The evaluation of an additional prostate case can be found in the supplementary material S1. In both brain tumor cases the clinical target volume (CTV) was overlapping with the optic nerve and in close proximity to the brain stem. For patient 1, the CTV partially overlapped with the optic chiasm while for patient 2 the chiasm was almost completely within the CTV. The CTV of patient 1 had a larger volume with a size of 15.2 cm\(^3\), for patient 2 it was 4.7 cm\(^3\). Planning target volumes were created using an isotropic CTV-to-PTV margin of 3 mm. The plan for patient 1 consisted of two PBS beams from 60° and 135°, the plan for patient 2 of two opposing PBS beams from 90° and 270°. Both plans were optimized for a fraction RWD of 1.8 Gy (RBE), where a constant RBE of 1.1 was assumed. The total prescribed RWD was 54 Gy (RBE) in both cases. In the plan optimization, the total \(D_{3\%}\) for adjacent and overlapping OARs (chiasm, optic nerves, brain stem) was constrained to be smaller or equal to 54 Gy (RBE). In each plan, the two beams were optimized independently to deliver a homogeneous dose distribution to the target (single field uniform dose (SFUD) concept). Sensitivity analyses of the resulting plans were performed using the RMF and the Wedenberg model. All input parameter uncertainties were assumed to follow normal distributions truncated to two standard deviations (\(\sigma\)). The following \(\sigma\) were used:

- 1 mm for patient shifts in \(X\), \(Y\), and \(Z\) direction\(^ {33}\)
- 3% for relative range uncertainty\(^ {1}(R_{rel})\)
- 1 mm absolute range uncertainty\(^ {1}(R_{1\text{abs}}, R_{2\text{abs}}\text{ for beam numbers }1,2,\ldots)\)
10% for the x-ray reference radiosensitivity parameters (\(\alpha_X/\beta_X\))
15% for the parameter \(q\) of the Wedenberg model
10% for \(\beta_p\) in the Wedenberg model
5% for the DSB yield \(\Sigma\) used in the RMF model

These assumptions are not definitive and might differ between tumor sites (e.g., in the abdomen a larger setup error than 1 mm might be adequate) or CT acquisition (e.g., in case a dual-energy CT is used for stopping power determination a smaller relative range uncertainty might be reasonable). To model a possible higher uncertainty in the x-ray reference sensitivity parameters in organs at risk (e.g., the chiasm), an additional calculation was performed where \(\alpha_X/\beta_X\) was assumed to be uniformly distributed over the interval 1.5 to 10 Gy. All other input uncertainties remained unchanged. For the CTV and the chiasm, the overall uncertainty of all RW-DVH quantities was visualized by plotting the RW-DVH with its respective 95% and 68% confidence intervals. For selected quantities of (CTV \(D_{98\%}\), CTV \(D_{95\%}\), brain stem \(D_{2\%}\), optic nerve \(D_{2\%}\), and chiasm \(D_{2\%}\)), first order and total effect sensitivity indices were calculated. Additionally, the first-order sensitivity for the RBE-weighted dose was calculated on a voxelwise basis and visualized as sensitivity map.

To demonstrate the application of the framework to a prostate case, an additional evaluation of such a plan can be found in supplementary material S1.

3. RESULTS

A fast modeling of patient shifts, range shifts and changes in biological parameters was implemented which allows the calculation of RWD distributions for arbitrary sets of these input parameters from the input space. The simultaneous variation of all input parameters allows to model interactions of different sources of uncertainty and to perform a global, variance-based SA. Here the results for the two brain tumor cases are shown, the results for the prostate case can be found in the supplementary material S1.

On a computer with 16 CPU cores (Intel Xeon E5-2690 @ 2.90 GHz), 192 GB RAM and two Nvidia Tesla K80 GPUs the full SA including \(\sim 3 \times 10^4\) RWD calculations was performed in 39 min for patient 1 and 11 min for patient 2.

Figure 1 shows the convergence of the first-order indices and total effects for selected DVH quantities, a representative voxel at the center of the PTV and a representative voxel in the high LET region for patient 1. \(N\) refers to the number of rows of the input matrices used for the Saltelli estimator for \(S_i\) and \(ST_i\) described above, the actual number of RWD calculations performed is \(N \cdot (k + 2)\), with the number of input factors \(k\).

3.2. DVH quantities

Figures 2 and 3 show the RW-DVH of the CTV and the chiasm for patients 1 and 2, respectively. The proton treatment plan was optimized on 1.8 Gy(RBE) in tumor assuming a constant RBE of 1.1. Then the SA was performed with both biological models assuming a spatially constant \(\alpha_X/\beta_X = 2\) Gy (\(\alpha_X = 0.1\) Gy \(^{-1}\) and \(\beta_X = 0.05\) Gy \(^{-2}\)). For each model, the treatment plans were recalculated \(\sim 3 \times 10^4\) times, randomly varying patient position, proton range and RBE model parameters within their assumed uncertainties. To quantify the overall uncertainty, 95% and 68% confidence intervals were calculated empirically from the resulting RW-DVHs and visualized in Figs. 2 and 3. As expected, a higher RBE than 1.1 is predicted for both biological models. The same calculation was in addition also applied to an RWD calculation assuming a constant RBE of 1.1, including only range and setup uncertainties. The resulting RW-DVH is plotted for comparison. For both patients, a larger overall uncertainty was observed for the variable RBE models with their respective uncertainties included. For example, the expectation value for the mean RWD to the CTV for patient 1 was 2.04\(\pm 0.10\) Gy(RBE), 2.03\(\pm 0.14\) Gy(RBE) and 1.77\(\pm 0.04\) Gy (RBE) for the RMF model, the Wedenberg model and a constant RBE of 1.1, respectively (the reported ranges are the 95% confidence intervals.). For patient 2, the mean RWD to the CTV was 2.01\(\pm 0.22\) Gy(RBE), 2.00\(\pm 0.16\) Gy(RBE) and 1.75\(\pm 0.14\) Gy(RBE) for the RMF model, the Wedenberg model and a constant RBE of 1.1, respectively. For the chiasm, the D\(_2\) for patient 1 was 2.23\(\pm 0.23\) Gy(RBE) and 2.17\(\pm 0.18\) Gy(RBE) for the RMF model and the Wedenberg model, respectively, when an \(\alpha_X/\beta_X = 2\) Gy with a standard deviation of 10% was assumed. In the calculation with the large \(\alpha_X/\beta_X\) variation it was 2.09\(\pm 0.28\) Gy(RBE) (RMF) and 1.98\(\pm 0.26\) Gy(RBE) (Wedenberg). For patient 2, a chiasm D\(_2\) of 2.12\(\pm 0.25\) Gy(RBE) and 2.09\(\pm 0.17\) Gy(RBE) was observed for RMF and Wedenberg, respectively, when an \(\alpha_X/\beta_X = 2\) Gy with a standard deviation of 10% was assumed. 2.01\(\pm 0.26\) Gy(RBE) (RMF) and 1.93\(\pm 0.24\) Gy(RBE) (Wedenberg) was found for the D\(_2\) in the calculation with the large \(\alpha_X/\beta_X\) variation.

For selected clinically relevant RW-DVH quantiles, the confidence intervals in Figs. 2 and 3 are broken down to the impact of the different uncertainties in terms of \(S_i\) and \(ST_i\) in Fig. 4. All plots show results of the calculation with \(\alpha_X/\beta_X = 2\) Gy and a standard deviation of 10%. SA results are color-coded for both patients and both RBE models. For most quantiles, the differences between the \(S_i\) and \(ST_i\) are small, indicating a low impact of interaction terms on the overall uncertainty. For range uncertainty, however, interactions often do play a role. For example, for the D\(_2\) of the right optic nerve for patient 2 [Figs. 4(c) and 4(d)] \(ST_i\) is considerably larger than \(S_i\) both for the relative range uncertainty (\(R_{\text{rel}}\)) for both biological models (\(ST_{\text{rel}} = 0.56, S_{\text{rel}} = 0.26\) for the RMF model and \(ST_{\text{rel}} = 0.54, S_{\text{rel}} = 0.28\) for the Wedenberg model, respectively) and for shifts in Y and Z direction (\(ST_Y = 0.03, S_Y = 0.18, ST_Z = 0.25, S_Z = 0.45\) for the RMF model and \(ST_Y = 0.07, S_Y = 0.20, ST_Z = 0.26, S_Z = 0.44\) for the Wedenberg model, respectively). This suggests that, in this plan, a relevant fraction of the overall D\(_2\) uncertainty for the right optic nerve is attributable to interaction between setup and range uncertainty. Biological
uncertainty generally was driven by $DSB\Sigma$ for the RMF model and by $q$ and $\beta_p$ for the Wedenberg model and the most important contribution to the CTV $D_{50}(e.g.,$ for patient 2: $S_{DSB\Sigma} = 0.75, ST_{DSB\Sigma} = 0.77$ for the RMF model and $S_q = 0.42, S_{\beta_p} = 0.23, ST_q = 0.43, ST_{\beta_p} = 0.23$ for the Wedenberg model, respectively). In both models, the relative impact of the x-ray reference parameters $\alpha_X = \beta_X$ was very low in comparison (e.g., for the CTV $D_{50}$ for patient 2: $S_{(\alpha/\beta)_X} < 0.01, ST_{(\alpha/\beta)_X} < 0.01$ for the RMF model and $S_{(\alpha/\beta)_X} = 0.02, ST_{(\alpha/\beta)_X} = 0.02$ the Wedenberg model, respectively). Biological uncertainty was also the most important contribution to the chiasm $D_2$ for patient 1 ($S_{DSB\Sigma} = 0.78$ for the RMF model and $S_q = 0.41$ and $S_{\beta_p} = 0.14$ for the Wedenberg model). The relative range uncertainty $R_{rel}$ was an important input factor for many investigated DHV quantiles with the exception of the $D_{50}$ of the CTV and the $D_2$ of the brain stem for patient two, which due to its position lateral to the two opposing beams from $90^\circ$ and $270^\circ$ was not affected by range shifts. For this parameter, the most relevant contribution to overall uncertainty is observable for a patient shift in $Y$ direction ($S_Y = 0.71$ for the RMF model and $S_Y = 0.69$ for the Wedenberg model, respectively).

3.B. Voxelwise SA

The result of the voxel-based SA assuming $\alpha_X/\beta_X = 2$ Gy with a standard deviation of 10 % for patient 1 is shown in Fig. 5 for the RMF model and in Fig. 6 for the Wedenberg model. Nominal RWD distribution, the local standard deviation as a measure of local uncertainty and the dose-weighted LET distribution are shown in the first row. SA maps report the contribution of the input uncertainties to the local variance for every voxel, indicating the spatial changes of the impact of different uncertainties. The largest uncertainties are observed at the distal end of the beams, were they are governed by $R_{rel}$. The impact of the absolute range uncertainties $R_{1\text{abs}}$ and $R_{2\text{abs}}$ is small in comparison, as well as the uncertainty in the x-ray reference parameters $\alpha_X/\beta_X$. In the CTV and in the entrance plateaus, the biological input factors $\beta_p$ for the Wedenberg and $DSB\Sigma$ for the RMF model are the most important contributions, where the overall uncertainty is generally lower than at the distal ends of the beams.

4. DISCUSSION

The presented framework is, to the best of our knowledge, the first implementation of a tool for variance-based sensitivity analysis of the combined impact of setup, range and RBE uncertainties in proton therapy, including also their interactions. Additionally to the numerical calculation of confidence intervals for the RBE-weighted dose in every voxel and RW-DVH quantiles, it allows to break down the overall uncertainty to the impact of the different sources of uncertainty. This complimentary sensitivity information has not yet been reported or used in proton therapy. The computation times were below 40 min which is extremely fast given the recalculation of $\sim 3 \times 10^4$
treatment plans per SA execution for patient 1. For patient 2, which has a considerably smaller CTV the simulation time was even shorter. This was expected, since both the number of treated voxels (due to the restriction to the 2 cm expansion of the target volume) and the number of PBS spots increase with the target volume and therefore the number of entries in the $ij$-matrices increase. The quick convergence of the sensitivity indices suggests that actually a much smaller number of about $N = 500$ would already be sufficient. Since the calculation time scales linearly with the number of dose calculations, this would mean a reduction by 80%, to well below 10 minutes for patient 1 and to less than 2 and a half minutes for patient 2. The SA was performed for RW-DVH quantiles and the RWD in every voxel of interest. Further plan quality metrics based on the RWD distribution such as equivalent uniform dose, homogeneity index, conformity index, tumor control, and normal-tissue complication probabilities and others could be included at very little extra computational cost. An alternative approach to modeling uncertainties was proposed by Bangert et al., who introduced analytical probabilistic modeling (APM), a technique to propagate setup and range uncertainties through a pencil beam dose calculation via analytical integration to calculate expectation values and variances for dose distribution and other plan quality indicators. Wieser et al. used APM to investigate the influence of setup and range uncertainties on RWD distributions, however, uncertainties in the biological modeling itself were not considered in their work. Note that both works do not include the possibility to determine sensitivity values. Perkó et al. used an alternative approach to sensitivity analysis using polynomial chaos expansion, but also did not consider uncertainties in RBE modeling.

4.A. Potential applications

The current performance of the SA framework is sufficient to be forward calculated for the clinical evaluation of proton treatment plans. In such a setting, the additional uncertainty and sensitivity information could support the decision for or against a treatment plan and help to find the optimal compromise. Forward calculation of the SA could also be used in planning studies for the systematic assessment of the impact of setup, range, and RBE uncertainty on clinically relevant dosimetric parameters in proton therapy. The information which type of uncertainty is dominating the overall uncertainty could help to prioritize research attempts to reduce the uncertainties. In this regard, higher cost effectiveness could be achieved by concentrating on the dominant contributions.
FIG. 3. RW-DVHs for the CTV and the chiasm for a plan optimized for a constant RBE of 1.1 for patient 2. The uncertainty analysis was performed by recalculating the dose using the RMF (a and d) and the Wedenberg model (b and e) including range, setup, and RBE uncertainty. Panels (c) and (f) show the RW-DVHs for a constant RBE of 1.1 including only range and setup uncertainty. Panels (g) and (h) show the variation of the RW-DVH of the chiasm including range, setup, and RBE uncertainty when $\alpha_X/\beta_X$ is varied over the larger interval from 1.5 to 10 Gy for comparison. 68% and 95% confidence intervals of the RW-DVHs are visualized by the shaded areas. “Nominal” refers to a forward calculation in the respective model with all input factors fixed to their nominal value. The solid line shows the expectation value of the DVH. [Color figure can be viewed at wileyonlinelibrary.com]

FIG. 4. First-order sensitivities and total effects for selected DVH quantiles of the CTV, brain stem, the optic nerves, and the chiasm for both patients and both RBE models in the calculation with $\alpha_X/\beta_X = 2$ Gy with a standard deviation of 10%. The empirical standard deviations of the respective quantile are also reported. [Color figure can be viewed at wileyonlinelibrary.com]
to overall uncertainty. Another possible application of the SA framework could be the systematic comparison of proton treatment plans to evaluate, for example, different robust planning concepts.\textsuperscript{10,11} This would allow to determine the residual uncertainty of RW-DVH quantiles of interest for these plans and analyze the sources of this uncertainty using the sensitivity indices.

4.B. Limitations

Current limitations of our SA framework include the restriction to rigid patient shifts, excluding rotations. Deformations are not explicitly modeled, either, although some nonrigid changes (such as weight loss and filling of air cavities with fluid) are modeled by the employed heuristic model.
of absolute range uncertainties. However, considerable deformations of the patients’ anatomy cannot be modeled. Furthermore, the method does not yet cover all possible types of uncertainties. Additional uncertainties exist in radiotherapy planning and delivery, which are not included in our approach, for example, inter- and intraobserver delineation variability. In this work, a pencil beam algorithm based on precalculated Geant4 simulated data in water was used. Although Monte Carlo algorithms are known to be more accurate than pencil beam algorithms, the necessary high number of RWD calculations cannot be achieved with a Monte Carlo algorithm in reasonable time. The accuracy of pencil beam algorithms is known to decrease in regions with high tissue heterogeneity, therefore, results obtained with the
SA framework using the current pencil beam algorithm will be less reliable in such cases.

Having a good assumption of the underlying uncertainties in the input factors is crucial for the execution of the SA. Unfortunately, these uncertainties can be difficult to estimate, in particular for the biological parameters. For example, a 95% confidence interval of about ±18% was reported for $q$ as a fit parameter over various in-vitro experiments, which corresponds to standard deviation of 9% for normal distributed data. To account for additional uncertainties related to the transfer from in-vitro data to the clinic, a standard deviation of 15% was assumed for $q$. The 5% standard deviation for DSB $\Sigma$ in the RMF model was based on reasoning about the underlying Monte Carlo simulation of DSB induction. However, these should be considered rather rough estimates of the actual uncertainty. Therefore, we did not aim at comparing the RBE prediction uncertainties of the two models. The objective is to show the flexibility of the approach with regard to the used biological model. It should also be kept in mind that the variance-based SA gives information about the variability, that is, the precision of the output, but does not give any information about the accuracy of a model. This means, for instance, that a higher robustness of an RBE model against uncertainties in its input parameters does not imply a higher accuracy.

In our analysis, the impact of the x-ray reference parameter $\alpha_X/\beta_X$ on the overall RWD variability was low compared to the other biological parameters when the RWD of a single fraction was calculated, even when $\alpha_X/\beta_X$ was varied over the large interval from 1.5 to 10 Gy. This means that the used RBE models are rather robust against $\alpha_X/\beta_X$ variability. It should be stressed, however, that this does not include fractionation effects.

### 4.C. Outlook

In this first analysis we applied the SA framework to proton therapy. The application to other charged particle types, such as helium or carbon ions could be achieved in the same way. Given that for these heavier ions the RBE is generally expected to be higher than for protons, a systematic assessment of uncertainty might be even more important in these cases.

Given the present performance of our SA framework, also future applications in robust plan optimization itself are imaginable if the execution of the variance-based SA can be further accelerated. While the framework is currently limited to the forward evaluation of proton treatment plans since the code still takes too long to be executed during optimization (for our patient cases from a few minutes to more than half an hour), the quick convergence of the sensitivity indices suggests that a considerable reduction of the number of model evaluations is feasible. In addition, the sensitivity analysis could be restricted to regions of interest with respect to plan robustness. The use of multiple, high-end GPUs with more memory for this highly parallelizable code is also expected to significantly improve the performance. All this might accelerate the estimation of the sensitivity indices to a point where they can be evaluated during optimization. To date, most robust optimization approaches do not include RBE variability. If at all, RBE is only considered indirectly using LET as a surrogate. While it is in theory possible to fully compensate for setup and range uncertainty (although at the cost of additional dose to normal tissue), this is not the case for RBE uncertainty. Although RBE uncertainty can be reduced by avoiding excessive LET hot spots, it cannot be fully eliminated by shaping the physical dose distribution. Explicit inclusion of RBE uncertainty would therefore lead to an inevitably larger overall uncertainty, rendering current robust optimization approaches insufficient.

The complimentary sensitivity information has the potential to overcome these limitations since it allows introducing additional SA-based cost functions into the optimization. For example, one could use SA-based cost functions ensuring, for example, $ST_{X,Z}(D_{95\%\_CTV})<5\%$ and $ST_{R_{rel\_D}}(D_{95\%\_CTV})<5\%$ while allowing for larger sensitivity values in the biological inputs. By using the total effects also interactions between physical and RBE uncertainties are taken into account. Once the necessary performance for the execution of the variance-based SA during inverse planning is achieved, this will allow a systematic approach to physically and biologically robust IMPT planning. The consecutive step should then be followed by an evaluation of clinically relevant scenarios with focus on achievable improvements in proton therapy planning.

### 5. CONCLUSIONS

A framework for global, variance-based sensitivity analysis of proton therapy treatment plans has been implemented and demonstrated for two different variable RBE models. It is a powerful and flexible tool to assess the combined impact and interactions of positioning, range, and RBE uncertainties. Besides resulting overall uncertainties, the method provides quantitative information on the relative impact of the different input factors, which might have implications for future biologically robust IMPT planning.
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### APPENDIX A

The following paragraphs describe how the individual sources of uncertainty are modeled.
A. MODELING OF PATIENT TRANSFORMATIONS

In the particle extension of CERR, the dose calculation is performed as follows:

$$D_{ij} = PD_E \cdot \frac{1}{2\pi \cdot \sigma_E^2} \cdot \exp \left( -\frac{r_{ij}^2}{2 \cdot \sigma_E^2} \right) \cdot RD_{ij}$$

where $PD_E$ and $\sigma_E^2$ are precalculated look-up tables for the depth-dose-curve and the lateral dose spread in water for incident proton energy $E_i$ in water, $RD_{ij}$ denotes the radiological depth on the central beam axis of the $j$-th spot at the depth of the $i$-th voxel, and $r_{ij}$ is the distance of the $i$-th voxel to the central beam axis of the $j$-th spot. The lookup tables $PD_E$ and $\sigma_E^2$ were precalculated in water using the Monte Carlo algorithm Geant4 for all relevant incident energies (50 to 260 MeV in steps of 1 MeV) assuming generic, mono-energetic beams.

Once the $D_{ij}$ matrix is obtained, the dose in the $i$-th voxel can be calculated as:

$$d_i = \sum_j D_{ij} \omega_j$$

With a vector containing the pencil beam scanning (PBS) spot weights $\omega_j$. Therefore, the full dose vector can be obtained by a matrix-vector multiplication. In the particle extension of CERR, this is used for treatment plan optimization: Eq. (A2) is evaluated repeatedly to find the optimal weight vector. Throughout the entire optimization, $D_{ij}$, which contains all geometric information, is kept constant.

In order to recalculate treatment plans for a changed geometry, a fast way to generate the changed influence matrix is required. To achieve this, the following approximations are made: First, nondivergent beams are assumed, which is equivalent to assuming that the source is far away from the patient. The second approximation is that no patient deformations occur and the third that only rigid translations (isocenter shifts) are modeled, excluding rotations.

Then, $r_{ij}$ and $RD_{ij}$ in Eq. (A1) have to be replaced in order to reflect a patient shift. When $r_{ij}$ is expressed in a two-dimensional Cartesian coordinate with axes perpendicular to the beam (i.e., a beams-eye-view (BEV) coordinate system):

$$r_{ij}^2 = x_{ij}^2 + y_{ij}^2$$

The changes to the lateral offsets $x_{ij}$ and $y_{ij}$ caused by a rigid patient shift are then, in the approximation of nondivergent beams, the projection of the shift onto these axes:

$$x_{ij} = x_{ij} + \Delta x(\phi_n)$$

$$y_{ij} = y_{ij} + \Delta y(\phi_n)$$

where $x_{ij}'$ and $y_{ij}'$ denote the updated lateral offsets, which, for a given patient shift and in the approximation of nondivergent beams, only depend on the gantry angle $\phi_n$ of the beam $n$, making the computation very efficient for large $ij$-matrices.
C.1. RMF model

The repair-misrepair-fixation (RMF) model was introduced by Carlson et al.29 In our implementation, it uses estimates from a Monte Carlo damage simulation (MCDS)31 to link \( \alpha_p \) and \( \beta_p \) to double strand break (DSB) yields.30 For a given particle type and energy, these are calculated as:

\[
\alpha_p = \frac{\Sigma}{\Sigma} \left[ \alpha_x + 2 \beta_x \left( \sum \bar{z}_f - \sum \bar{z}_{FX} \right) \right] \quad (A7)
\]

\[
\sqrt{\beta_p} = \sqrt{\beta_x} \cdot \frac{\Sigma}{\Sigma} \quad (A8)
\]

where \( \alpha_x \) and \( \beta_x \) are the reference x-ray reference radiosensitivity parameters, \( \Sigma \) and \( \Sigma_X \) are the DSB yields for the particle (defined as the initial number of DSB per Gray per giga base pair Gy\(^{-1}\)Gbp\(^{-1}\)) and reference radiation of a Co-60 source, respectively; and \( \bar{z}_f \) and \( \bar{z}_{FX} \) denote the frequency-mean specific energy. The default RMF model settings were used for the predictions. The model does not require any fit to experimental data. The MCDS software version 3.10A with default settings (cell model does not require any fit to experimental data. The RMF model settings were used for the predictions. The model does not require any fit to experimental data. The MCDS software version 3.10A with default settings (cell nucleus diameter 5 \( \mu \)m) was used to calculate DSB yields and the frequency-mean specific energy for all relevant proton energies. The DSB yields and frequency-mean specific energy were used as inputs for the RMF model as previously demonstrated by Carlson et al.,29 Frese et al.30 and Kamp et al.25

A rapid implementation25,26 of this model in the \( ij \)-formalism for carbon ions has already been used for a variance-based SA of biological uncertainties by Kamp et al.15 and for RWD optimization by Guan et al.40. We use a similar approach. To obtain \( \alpha_{p,ij} \) and \( \beta_{p,ij} \) (the radiosensitivity parameters for the dose contribution of the \( j \)-th voxel to the \( i \)-th voxel), Eqs. (A7) and (A8) need to be integrated against the fluence spectrum \( \Phi_j \) and the stopping power \( SP(E) \), which are both a function of the particle energy \( E \). By simulating the fluence spectra using Geant4 as described above, precalculated, tabulated data for the resulting integrals can be obtained.

Integration of Eqs. (A7) and (A8) against the fluence spectrum \( \Phi_j \) and the stopping power \( SP(E) \) yields:

\[
\alpha_{p,ij} = \alpha_{ij} \frac{\int_0^\infty \Phi_j(E) \cdot SP(E) \, dE}{\int_0^\infty \Phi_j(E) \cdot SP(E) \, dE} + \int_0^\infty 2 \beta_{X,ij} \cdot \sum \Phi_j(E) \cdot SP(E) \, dE - \int_0^\infty 2 \beta_{X,ij} \cdot \sum \bar{z}_{FX} \cdot \Phi_j(E) \cdot SP(E) \, dE \quad (A9)
\]

\[
\sqrt{\beta_{p,ij}} = \sqrt{\beta_{X,ij}} \cdot \frac{\int_0^\infty \Phi_j(E) \cdot SP(E) \, dE}{\int_0^\infty \Phi_j(E) \cdot SP(E) \, dE} \quad (A10)
\]

By introducing precalculated constants for the integrals:

\[
\frac{\int_0^\infty \Phi_j(E) \cdot SP(E) \, dE}{\int_0^\infty \Phi_j(E) \cdot SP(E) \, dE} = C_{1,ij} \quad (A11)
\]

\[
\frac{\int_0^\infty 2 \cdot \Phi_j(E) \cdot \Phi_j(E) \cdot SP(E) \, dE}{\int_0^\infty \Phi_j(E) \cdot SP(E) \, dE} = C_{2,ij} \quad (A12)
\]

equations (A9) and (A10) can be written as:

\[
\alpha_{p,ij} = \alpha_{X,ij} \cdot C_{1,ij} + \beta_{X,ij} \cdot C_{2,ij} - 2 \beta_{X,ij} \cdot \bar{z}_{FX} \cdot C_{1,ij} = \left( \alpha_{X,ij} - 2 \beta_{X,ij} \cdot \bar{z}_{FX} \right) \cdot C_{1,ij} \cdot \beta_{X,ij} \cdot C_{2,ij} \quad (A13)
\]

\[
\sqrt{\beta_{p,ij}} = \sqrt{\beta_{X,ij}} \cdot C_{1,ij} \quad (A14)
\]

This reparametrization is very closely related to the one used by Kamp et al.,26 who used the two reparametrization constants \( C_{1,ij} \) and \( C_{2,ij} \). While in our case \( C_{1,ij} \) is defined in exactly the same way, note that our \( C_{2,ij} \) is related to \( C_{2,ij} \) via:

\[
C_{2,ij} = C_{2,ij} - 2 \cdot \bar{z}_{FX} \cdot C_{1,ij} \quad (A15)
\]

The precalculated tables \( C_1 \) and \( C_2^* \) are referenced with the radiological depth and the corresponding incident proton energy to obtain \( C_{1,ij} \) and \( C_{2,ij}^* \):

\[
C_{1,ij} = C_{1,E_j}(RD_{ij}) \quad (A16)
\]

\[
C_{2,ij}^* = C_{2,E_j}(RD_{ij}) \quad (A17)
\]

To model biological uncertainty in the RMF model, we will treat \( \Sigma \) as uncertain and apply a relative variation \( \frac{\Delta \Sigma}{\Sigma} \). Under the assumption, that this variation is independent of the energy, \( C_{1,ij} \) depends linearly on \( \frac{\Delta \Sigma}{\Sigma} \). For \( C_{2,ij}^* \), there is a quadratic dependence. Therefore, Eqs. (A13) and (A14) become:

\[
\alpha_{p,ij} \left( \frac{\Delta \Sigma}{\Sigma} \right) = \left( \alpha_{X,ij} - 2 \beta_{X,ij} \cdot \bar{z}_{FX} \right) \cdot C_{1,ij} \cdot \left( 1 + \frac{\Delta \Sigma}{\Sigma} \right) + \beta_{X,ij} \cdot C_{2,ij} \cdot \left( 1 + \frac{\Delta \Sigma}{\Sigma} \right)^2 \quad (A18)
\]

\[
\sqrt{\beta_{p,ij}} \cdot \left( \frac{\Delta \Sigma}{\Sigma} \right) = \sqrt{\beta_{X,ij}} \cdot C_{1,ij} \cdot \left( 1 + \frac{\Delta \Sigma}{\Sigma} \right) \quad (A19)
\]

C.2. Wedenigen model

In the Wedenigen model,32 \( \alpha_p \) is assumed to depend on the x-ray reference radiosensitivity parameter and increase linearly with the linear energy transfer (LET):

\[
\frac{\alpha_{p,ij}}{\alpha_{ij}} = 1 + q \cdot \frac{LET_{ij}}{LET_{ij}} \quad (A20)
\]

where \( q = 0.434 \text{ Gy}^{-1} \text{ mm}^{-1} \) is obtained from a fit to in-vitro cell survival data and \( LET_{ij} \) is the LET contribution of the \( j \)-th PBS spot to the \( i \)-th voxel. It is obtained by referencing precalculated depth-LET tables for the incident proton energies \( E_j \) with the radiological depth \( RD_{ij} \).
\[
LET_{ij} = LET_{E_i}(RD_{iq}) \tag{A21}
\]

where \(LET_{E_i}\) contains MC calculated data for the dose-weighted LET in water simulated using Geant4 as described above. \(\beta_p\) is assumed to be equal to the reference value:

\[
\frac{\beta_{p,ij}}{\beta_{X,ij}} = 1 \tag{A22}
\]

To include uncertainty in this model, both \(q\) and \(\beta_{p,ij}\) were treated as uncertain:

\[
q' = q \left(1 + \frac{\Delta q}{q}\right) \tag{A23}
\]

\[
\beta_{p,ij}' = \beta_{p,ij} \left(1 + \frac{\Delta \beta_p}{\beta_{p,ij}}\right) \tag{A24}
\]

For both RBE models, \(\alpha_{i,j}\) and \(\sqrt{\beta_{p,ij}}\) for the \(i\)-th voxel can then be calculated as dose-weighted sums in the \(ij\)-formalism\(^1\):

\[
\alpha_{p,j} = \frac{1}{d_{ij}} \sum \alpha_{p,ij} \cdot D_{ij} \cdot \omega_j \tag{A25}
\]

\[
\sqrt{\beta_{p,j}} = \frac{1}{d_{ij}} \sum \sqrt{\beta_{p,ij}} \cdot D_{ij} \cdot \omega_j \tag{A26}
\]

Then, the RBE is calculated using the formula:

\[
RBE_i(\alpha_{x,i}, \beta_{X,i}, \alpha_{p,i}, \beta_{p,i}, d) = \frac{-\alpha_{x,i} + \sqrt{\alpha_{x,i}^2 + 4\beta_{X,i} \cdot (\alpha_{p,i} + \beta_{p,i} \cdot d)}}{2\beta_{X,i} \cdot d} \tag{A27}
\]

\(RBE_i(\alpha_{x,i}, \beta_{X,i}, \alpha_{p,i}, \beta_{p,i}, d)\) reduces to \(RBE_i(\alpha_{x,i}/\beta_{X,i}, q, d)\) for the Wedenig model and to \(RBE_i(\alpha_{x,i}/\beta_{X,i}, \text{LET}_{i, q}, d)\) for the RMF model, therefore the uncertainty in the x-ray reference parameters can be treated by varying one parameter, the fraction \(\alpha_{X,i}/\beta_{X,i}\).

A convenient property of the \(ij\)-formalism is that the RWD calculation can be restricted to arbitrary subgroups regions of interest to reduce memory usage. In our calculations we typically restricted the RWD calculation to a 2 cm expansion of the CTV and all OARs for whom the DVH quantities were included in the SA (optic nerves, chiasm, brain stem).

\(^{1}\)Author to whom correspondence should be addressed. Electronic mail: jan.hofmaier@med.uni-muenchen.de; Telephone: 00498944007644.
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Data S1. Application of the SA framework to an additional prostate case.