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Abstract. We study the asymptotic behavior of solutions to the defocusing mass-subcritical Hartree NLS $iu_t + \Delta u = F(u) = (|x|^{-\gamma} * |u|^2)u$ on $\mathbb{R}^d$, $d \geq 2$, $\frac{4}{d} < \gamma < 2$. We show that the scattering problem associated to this equation is analytically well-posed in the weighted spaces $\Sigma = H^1 \cap FH^1$ and $FH^1$. Furthermore, we show that the same problem fails to be analytically well-posed for data in $L^2$. This constitutes an infinite loss of regularity between the scattering problems in weighted spaces and in $L^2$. This further develops an earlier investigation initiated by the author in which a finite breakdown of regularity was proved for the $L^2$ scattering problem for the mass-subcritical NLS with power nonlinearity $F(u) = |u|^p u$.

1. Introduction

Our primary object of interest in this paper is the defocusing mass-subcritical Hartree equation (HNLS)

\begin{equation}
    iu_t + \Delta u = (|x|^{-\gamma} * |u|^2)u, \quad u = u(t, x) \in \mathbb{C}, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^d,
\end{equation}

where $0 < \gamma < 2$, $d \geq 1$. This equation, alongside its close cousin the defocusing mass-subcritical nonlinear Schrödinger equation (pNLS)

\begin{equation}
    iu_t + \Delta u = |u|^p u, \quad 0 < p < \frac{4}{d},
\end{equation}

have been subjects of intense study from both physical and mathematical perspectives over the past few decades. The term defocusing refers to the positive sign of the potential $|x|^{-\gamma} * |u|^2$ for HNLS, $|u|^p$ for pNLS. The term mass-subcritical refers to the condition $0 < \gamma < 2$ for HNLS and $0 < p < \frac{4}{d}$ for pNLS, under which the scaling symmetry of the equations is subcritical with respect to the $L^2$ norm. It is well-known that both equations obey conservation of mass

\begin{equation}
    M(u(t)) = \int_{\mathbb{R}^d} |u(x)|^2 \, dx = M(u(0))
\end{equation}

and conservation of energy

\begin{equation}
    E(u(t)) = \frac{1}{2} \int_{\mathbb{R}^d} |\nabla u(x)|^2 \, dx + Q(u(t)) = E(u(0)),
\end{equation}
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where the potential energy term $Q(u(t))$ is given by
\begin{equation}
Q(u(t)) = \frac{1}{4} \int_{\mathbb{R}^d} (|x|^{-\gamma} * |u|^2)|u(x)|^2 \, dx
\end{equation}
in the case of HNLS and by
\begin{equation}
Q(u(t)) = \frac{1}{p+2} \int_{\mathbb{R}^d} |u(x)|^{p+2} \, dx
\end{equation}
in the case of pNLS.

In this work, we study aspects of the asymptotic behavior of solutions to HNLS in the spaces $L^2(\mathbb{R}^d)$, $\mathcal{F}H^1(\mathbb{R}^d) = L^2(\mathbb{R}^d; |x|^2 \, dx)$, and $\Sigma = H^1(\mathbb{R}^d) \cap \mathcal{F}H^1(\mathbb{R}^d)$. Here $\mathcal{F}$ denotes the Fourier transform. The typical conjecture for the asymptotic behavior of solutions to defocusing partial differential equations of dispersive type like HNLS and pNLS is scattering, i.e. convergence to a free (linear) evolution.

This conjecture consists of two sub-questions, which are asymptotic completeness and the existence of the wave operators.

For $X$ a Banach space, we say that asymptotic completeness holds (in forward time) for HNLS (resp. pNLS) if for all initial data $u_0 \in X$, there exists $u_+ \in X$ such that the global solution $u \in C_{t, \text{loc}} X$ to HNLS (resp. pNLS) with Cauchy data $u(t=0) = u_0$ converges to a free evolution in the sense that
\begin{equation}
\lim_{t \to +\infty} \|e^{-i\Delta} u(t) - u_+\|_X = 0.
\end{equation}
When this occurs, we say that $u(t)$ scatters to $u_+$. In this case we may define the initial-to-scattering-state operator
\begin{equation}
S : X \to X : S(u_0) = u_+.
\end{equation}
Similarly, we say that the (forward) wave operator exists on $X$ for HNLS (resp. pNLS) if for all final states $u_+ \in X$, there exists a unique global solution $u \in C_{t, \text{loc}} X$ to HNLS (resp. pNLS) which scatters to $u_+$. When this holds, we may define the wave operator
\begin{equation}
W : X \to X : W(u_+) = u(t = 0).
\end{equation}
When the two operators exist, they are necessarily inverses of each other. Analogous definitions can be made in backwards time, i.e. as $t \to -\infty$. When asymptotic completeness holds and the wave operator exists on $X$ (in both forward and backward time), we say that scattering holds for the equation on $X$.

For both HNLS and pNLS, there is a considerable disparity in our understanding of the asymptotic behavior of solutions having initial/final states in $L^2$ and of solutions with initial/final states in weighted spaces. The vast majority of the scattering theory for these equations is built under the assumption that the data lies in $\Sigma, \mathcal{F}H^1$, or a similar weighted space. In contrast, there is nearly no literature on the behavior of solutions for either equation under the weaker assumption of $L^2$ initial/final data, in spite of the fact that the equations are globally well-posed in $L^2$ and obey conservation of $L^2$ norm. Therefore we are in a curious situation where we know that all solutions to HNLS and pNLS with $L^2$ initial data are global, but we have no understanding of the asymptotic behavior of a vast majority of such solutions.

In this paper, we continue investigations initiated by the author in [15], in which we sought to give an explanation for this disparity in the case of pNLS. Our main result was as follows:
Theorem 1.1 ([13], Theorem 1.3). Let $d \geq 1$, and consider pNLS with $\alpha(d) < p < \frac{4}{d}$, where
\[
\alpha(d) = \frac{2 - d + \sqrt{(d-2)^2 + 16d}}{2d}
\]
denotes the Strauss exponent. Then:

1. The scattering operators $S, W$ for pNLS are well-defined as maps $\Sigma \to L^2$, and are maximally regular in the sense that they are Hölder continuous of order $1 + p$ at $0 \in \Sigma$, but not of any higher order.
2. There exists $\beta = \beta(d, p) \in (0, p)$ such that $S, W$ admit no extensions to maps $L^2 \to L^2$ which are Hölder continuous of order $1 + \beta$ at $0 \in L^2$.

Here, we define the notion of Hölder continuity at a point through membership in the pointwise Hölder spaces $C^s(x_0)$, which were introduced in [1]. Membership in $C^s(x_0)$ is a necessary condition for the existence of $n$ Gateaux derivatives at $x_0$ and $r$-Hölder continuity of the $n$-th Gateaux derivative, where $n$ is the integer part of $s$ and $r$ its fractional part. We refer the reader to Definition 2.2 and the appendix of [15] for details.

We interpret this result as a well-posedness result on the scattering problem for pNLS for initial/final data in $\Sigma$, and as an ill-posedness result for the scattering problem for data in $L^2$ in the sense of Bourgain [3]. It says that any hypothetical extension of the scattering theory of pNLS from $\Sigma$ to $L^2$ must come at a cost. The corresponding extensions of the scattering operators lose a positive amount of regularity through the extension, and in particular they fail to have the expected regularity $C^{1+p}$, that one would expect from the smoothness of the pNLS nonlinearity $F(u) = |u|^p u$.

Our goal in this work is to extend and expand upon these results in the case of the Hartree equation (1.1). We now state the main results of this paper:

Theorem 1.2 (Analyticity of the Hartree scattering operators). Let $d \geq 2$ and $\frac{4}{d} < \gamma < 1$. Let $T \in \{S, W\}$. Then:

1. $T$ is well-defined as a map $\Sigma \to \Sigma$, and is analytic in the sense that for all $u_0 \in \Sigma$ and $v \in \Sigma$, $T$ admits the power series expansion
\[
T(u_0 + \varepsilon v) = T(u) + \sum_{k=1}^{\infty} \varepsilon^k w_k
\]
for all sufficiently small $\varepsilon > 0$, where $(w_k) \subset \Sigma$ and the series converges in $\Sigma$-norm.
2. The same result holds with the space $\mathcal{F}H^1$ replacing $\Sigma$.

Theorem 1.3 (Breakdown of analyticity of the Hartree scattering operators). Let $d \geq 2$ and $\frac{4}{d} < \gamma < 2$. Let $T \in \{S, W\}$.

1. Let $s > \frac{5 + 5\gamma}{4 + \gamma}$. Then $T : \Sigma \to L^2$ admits no extension to a map $L^2 \to L^2$ which is Hölder continuous of order $s$ on any ball containing $0 \in L^2$.
2. Let $s > \frac{4 + 4\gamma}{2 + \gamma}$. Then there exists a radius $R$ such that for any ball $B \subset B_R(0) \subset \Sigma$ (not necessarily containing the origin), $T : B \to L^2$ admits no extension to a map $L^2 \to L^2$ which is Hölder continuous of order $s$ at any point in $B \cap L^2$. 
Theorems 1.2 and 1.3 are direct analogues of Theorem 1.1 for the Hartree equation. Theorem 1.2 states that the scattering problem for HNLS is analytically well-posed for initial/final data in Σ and $\mathcal{F}H^1$. The analyticity is consistent with the fact that the Hartree nonlinearity $F(u) = (|x|^{-\gamma} * |u|^2)u$ depends analytically on the solution $u$. We isolate Theorem 1.2 as a separate result from Theorem 1.3 because we consider it to be one of independent interest for the scattering theory of HNLS. To our knowledge, Theorem 1.3 is the first analyticity result for the Hartree scattering operators in the mass-subcritical case.

Theorem 1.3 states that despite Theorem 1.2, which says that the scattering problem in Σ for HNLS is as well-posed as it can possibly be, the analogous problem in $L^2$ exhibits at best a finite amount of regularity with respect to the initial/final data. We note that for $\gamma < \frac{2}{3} < \gamma < 2$, $\frac{5+5\gamma}{3+\gamma} < \frac{4+4\gamma}{2+\gamma}$. Thus the breakdown of regularity we obtain is more severe at the origin than elsewhere. In particular, we see that $\mathcal{T} : \Sigma \rightarrow L^2$ has no $C^3$ extension to a map $L^2 \rightarrow L^2$. The lower range of $s$ for which we obtain failure of Hölder continuity is $s > \frac{5+5\gamma}{3+\gamma} > \frac{35}{13} \approx 2.69$ for part 1, and $s > \frac{4+4\gamma}{2+\gamma} > \frac{14}{5} = 2.8$ for part 2.

Theorems 1.2 and 1.3 improve on Theorem 1.1 in the following ways:

1. They comprise an infinite loss of regularity between the scattering problems in Σ and in $L^2$, whereas in Theorem 1.1 the loss of regularity is finite in magnitude. This suggests that the smoothness of the nonlinearity does not play a significant role in the $\Sigma - L^2$ disparity in the scattering theory for mass-subcritical nonlinear Schrödinger equations.

2. The expansion of $\mathcal{T}$ and the breakdown of regularity are proved at points $u_0 \neq 0$ as well. In Theorem 1.1 the analogous claims are only proved at the origin, due to technical difficulties in working with the fractional power $|u|^p u$.

However, we note that the gauge invariance of the nonlinearity does play an important role both in this paper and in [15]. We have yet to investigate whether similar results can be proven for nonlinearities which are not gauge invariant.

1.1. Past work. Here we briefly review the history of the scattering theory for the defocusing mass-subcritical Hartree equation. Results in this area roughly fall into the following categories, along which we organize our review:

1. global well-posedness, asymptotic completeness, and existence of the wave operators on Σ, or more generally a weighted space $\Sigma^{\ell,m} = H^\ell \cap \mathcal{F}H^m$.
2. existence of scattering states in $L^2$ for initial data in weighted spaces $\Sigma^{\ell,m}$.
3. regularity of the scattering operators.
4. nonexistence of scattering states in $L^2$.

The foundational work in the scattering theory of NLS equations with Hartree-type nonlinearity is that of Ginibre-Velo [7], which establishes local and global well-posedness and scattering in the weighted spaces $\Sigma^{\ell,1}$, $\ell \geq 1$, under the assumption $2 < \gamma < \min(4, d)$ (mass-supercritical, energy-subcritical). Strauss [20,21] extended this result to small-data scattering in $H^1$ for $2 \leq \gamma < \min(4, d)$ (recovering the mass-critical case and dropping the weighted assumption), and existence of wave operators on the Lebesgue space $L^{4d/(2d+\gamma)} \cap L^2$ for $\frac{4}{d} < \gamma < \min(4, d)$, which brings us partially into the mass-subcritical regime. This was then extended by Hayashi-Tsutsumi [10] in $d \geq 2$ to scattering in $\Sigma^{\ell,m}$ for $\ell, m \geq 1$ assuming $\frac{4}{3} < \gamma < \min(4, d)$. Hayashi-Ozawa [9] improved this in $d \geq 3$ to existence of wave operators
on $\mathcal{F}H^k$, $k \geq 1$ for $\frac{4}{3} < \gamma < 2$. In these works, $\gamma = \frac{4}{3}$ is an exponent which plays a similar role to the Strauss exponent $p = \alpha(d)$ for pNLS: they are both threshold exponents for which the Gagliardo-Nirenberg inequality can be leveraged to obtain certain global-in-time spacetime bounds of the nonlinear evolution. Nawa-Ozawa \[10\] further improved this to existence of wave operators on $\mathcal{F}H^k$, $k \geq 1$ for $d \geq 2$ and $1 < \gamma < 2$, recovering the full mass-subcritical range. Finally, Masaki \[17\] showed that for $d = 3$, with $H^1$ weighting, the only solutions which are asymptotically free in $L^2$ space $\mathcal{F}H^{s_c}$, where $s_c = 1 - \frac{2}{d}$ with $1 < \gamma < 2$, $d \geq 2$, assuming global spacetime bounds for the solution in $\mathcal{F}H^{s_c}$.

$\gamma = 1$ is an important threshold for the scattering theory of mass-subcritical HNLS. Glassey \[8\] showed that there can be no scattering theory in $L^2 \cap L^1$ for $\gamma = 1$ and $d = 3$ in the sense that the only solutions which are asymptotically free in $L^2 \cap L^1$ with Schwartz data are trivial. Hayashi-Tsutsumi \[10\] improved this result, showing that in the full range $0 < \gamma \leq 1$ and $d \geq 2$, the only solutions with $\Sigma^{t,m}$ data which are asymptotically free in $L^2$ are trivial. Thus the mass-subcritical regime splits into two sub-regimes. The first is the long-range regime $0 < \gamma \leq 1$, for which no $L^2$ scattering theory can exist. In this range the conjectured behavior is modified scattering, i.e. asymptotic convergence to a free evolution modulated by a phase, for which there is an abundance of available literature. The second is the short-range regime $1 < \gamma < 2$, the only part of the mass-subcritical regime where nontrivial asymptotically free solutions in $L^2$ are possible.

Once the existence of the scattering operators has been established, the next natural question is to determine their regularity. For pNLS and HNLS, earlier investigations into this question include the work of Kita \[13\], Kita-Ozawa \[14\], Carles-Ozawa \[5\], and Masaki \[16\], as well as the author’s own result in \[15\]. Analyticity for the HNLS scattering operators was first proved by Miao-Wu-Zhang \[18\] in the case $d = 3$, with $H^1$ as the scattering topology and with a mass-supercritical, energy-subcritical nonlinearity (the same as that of Ginibre-Velo \[7\]). Carles-Gallagher \[4\] established a general abstract framework for proving the analyticity of scattering operators for semilinear dispersive PDEs with real analytic nonlinearities. They applied this framework to prove analyticity of the HNLS scattering operators on $\Sigma$ and/or $H^1$ in a mass-supercritical, energy-subcritical regime with $d \geq 3$, as well as analyticity for the pNLS scattering operators on $\Sigma$ and/or $H^1$ under various conditions on the dimension and for certain even values of $p$.

It is possible to obtain a wider range of scattering results by relaxing the topology of asymptotic convergence. Hayashi-Tsutsumi \[10\] proved that for $d \geq 2$ and $1 < \gamma < \min(4,d)$, for any initial data $u_0 \in \Sigma$, the corresponding global solution $u(t)$ scatters to a unique scattering state $u_+ \in L^2$: in other words, the initial-to-scattering-state operator $S$ is well-defined as a map $\Sigma \to L^2$. This result is sharp in light of the impossibility of an $L^2$ scattering theory for $\gamma \leq 1$. This was then improved by Hayashi-Ozawa \[9\], who showed that $S$ is well-defined as a map $\mathcal{F}H^1 \to L^2$ for $1 < \gamma < \min(2,d)$. As for the problem of the wave operators, Holmer-Tzirakis \[11\] showed that for $d = 2$ and $1 < \gamma < 2$, for any $H^1$ scattering state $u_+$ there exists a global $H^1$ solution $u$ which scatters to $u_+$. However, because this global solution $u$ is not known to be uniquely determined by $u_+$, this falls short of defining the wave operator.

1.2. Outline of the paper. In Section \[2\] we introduce the notation and basic estimates used throughout the paper.
Section 3 is devoted to the proof of Theorem 1.2. The proof is largely along the lines of the abstract framework of Carles-Gallagher [4]. The relevant estimates for our case arise as a consequence of the mass-subcritical scattering theory developed in [9, 10, 19].

In Section 4 we prove Theorem 1.3. The proof of part (1) proceeds largely along the lines of the proof of the analogous statement for pNLS given in [15]. We perform a Taylor expansion of the integral form of the scattering operators, which at the origin takes the form

\[ T(\phi) = \phi \pm i \int_0^\infty e^{-is\Delta} F(e^{is\Delta}) \, ds + e(\phi), \]

where \( e(\phi) \) is an error term. The idea is to identify the source of the breakdown of regularity in the main term

\[ i \int_0^\infty e^{-is\Delta} F(e^{is\Delta} \phi) \, ds, \]

and to show that the error term is sufficiently negligible that the bad behavior in the main term manifests. The failure of the following “nonlinear free energy” estimate plays a key role in the argument:

\[ \int_0^\infty Q(e^{it\Delta} \phi) \, dt \lesssim \|\phi\|_{L^2}^2, \quad \alpha > 0, \]

where \( Q \) is the potential energy functional for HNLS (1.5). It is easily seen by scaling that such control only holds for the mass-critical HNLS (\( \gamma = 2 \)). We note that the failure of such an estimate was also responsible in [15] for the breakdown of regularity of the scattering operators in the pNLS case, with \( Q \) replaced by the potential energy functional for pNLS (1.6). We speculate that the nonlinear free energy may be a governing quantity in the scattering theory for semilinear dispersive equations in general. This idea is already implicit in the work of Cazenave-Weissler [6], in which the \( L^1_t \)-norm of the potential energy was used to define a notion of “rapid decay” and a scattering criterion for pNLS.

The proof of part (2) of Theorem 1.3 is similar in spirit. The source of the breakdown of regularity is still essentially in the failure of the nonlinear free energy estimate, and this manifests as a failure to control the third derivative term in the Taylor expansion of \( T \) in \( L^2 \). However, a modification of this estimate is needed because the “resonant” part of the main term now looks like

\[ i \int_0^\infty e^{-is\Delta} F(w_1(\phi)) \, ds \]

where \( w_1(\phi) = e^{it\Delta} \phi + N(u, u, w_1) \) for some nonlinear operator \( N \), which complicates the estimate. We get around this by rescaling in time in such a way that \( w_1 \) does behave like a free evolution for almost all times, and the error incurred by neglecting the remaining times is negligible. Additional difficulties arise because the third derivative term contains extra nonresonant terms, which are not present in the expansion around \( u_0 = 0 \). The conclusion is also weaker on balls in \( L^2 \) not containing 0 because the error estimate is weaker: the series expansion around 0 contains no fourth derivative term, so the error term \( e(\phi) \) is quintic in \( \phi \), whereas the expansion around \( u_0 \neq 0 \) does contain fourth derivative terms and therefore the error is quartic.
2. Notation and preliminary estimates

Let $X$ and $Y$ be two quantities. We write $X \lesssim Y$ if there exists a constant $C > 0$ such that $X \leq CY$. If $C$ depends on parameters $a_1, \ldots, a_n$, i.e. $C = C(a_1, \ldots, a_n)$ and we wish to indicate this dependence, then we will write $X \lesssim_{a_1, \ldots, a_n} Y$. If $X \lesssim Y$ and $Y \lesssim X$, we write $X \sim Y$. If the constant $C$ is small, then we write $X \ll Y$. We also employ the asymptotic notation $O(f)$ with its standard meaning.

We adopt the Japanese bracket notation $\langle x \rangle = (1 + |x|^2)^{\frac{1}{2}}$.

We will be working with the mixed spacetime Lebesgue spaces $L^q_tL^r_x(I \times \mathbb{R}^d)$, with norms

$$\|u\|_{L^q_tL^r_x(I \times \mathbb{R}^d)} = \left( \int_I \left( \int_{\mathbb{R}^d} |u(t, x)|^r \, dx \right)^\frac{q}{r} \, dt \right)^\frac{1}{q}.$$

We will abbreviate the norm as $\|u\|_{L^q_tL^r_x(I \times \mathbb{R}^d)} = \|u\|_{L^q_tL^r_x(I)}$. When $I$ is clear from context we will further abbreviate the norm as $\|u\|_{q,r}$. For purely spatial integration, we write $\|f\|_{L^q_x} = \|f\|_r$. For $1 \leq r \leq \infty$, we denote by $r'$ the Hölder conjugate: $1 = \frac{1}{r} + \frac{1}{r'}$. We will also occasionally use the mixed Lorentz-Lebesgue spaces $L^q_tL^r_x(I \times \mathbb{R}^d)$, where for $1 \leq p < \infty$, $L^q_tL^r_x(I)$ denotes the Lorentz space defined by the quasinorm

$$\|f\|_{L^q_tL^r_x(I)} = q^{\frac{1}{p}} \left( \int_0^\infty t^p |\{s \in I : |f(s)| \geq t\}|^{\frac{q}{q'-1}} \, dt \right)^{\frac{1}{q'-1}},$$

and $L^\infty$ denotes weak $L^\infty$.

We recall the following fundamental estimates for the Schrödinger equation.

**Proposition 2.1** (Dispersive estimate). Let $2 \leq r \leq \infty$. Then for all $t \neq 0$,

$$\|e^{it\Delta} \phi\|_{L^r_x(\mathbb{R}^d)} \lesssim |t|^{\frac{d}{2} - \frac{4}{r}} \|\phi\|_{L^{r'}(\mathbb{R}^d)}.$$

**Definition 2.1** (Admissible pair). Let $d \geq 1$ and $2 \leq q, r \leq \infty$. We say that $(q, r)$ is an admissible pair if it satisfies the scaling relation $\frac{d}{2} + \frac{4}{r} = \frac{d}{r'}$ and $(d, q, r) \neq (2, 2, \infty)$. We say that $(\alpha, \beta)$ is a dual admissible pair if $(\alpha', \beta')$ is an admissible pair.

**Proposition 2.2** (Strichartz estimates). Let $d \geq 1$, let $(q, r)$ be an admissible pair, and let $(\alpha, \beta)$ be a dual admissible pair. Then for any interval $I \subset \mathbb{R}$,

$$\|e^{it\Delta} \phi\|_{L^q_tL^\beta_x(I \times \mathbb{R}^d)} \lesssim \|\phi\|_{L^2(\mathbb{R}^d)},$$

$$\left\| \int_{\mathbb{R}} e^{-is\Delta} F(s) \, ds \right\|_{L^2(\mathbb{R}^d)} \lesssim \|F\|_{L^q_tL^\beta_x(\mathbb{R} \times \mathbb{R}^d)},$$

$$\left\| \int_{s < t} e^{i(t-s)\Delta} F(s) \, ds \right\|_{L^q_tL^\beta_x(\mathbb{R} \times \mathbb{R}^d)} \lesssim \|F\|_{L^q_tL^\beta_x(\mathbb{R} \times \mathbb{R}^d)}.$$

Also, the following Lorentz space versions of these estimates hold for $2 < q < \infty$:

$$\|e^{it\Delta} \phi\|_{L^{q,2}_tL^{\beta'}_x(I \times \mathbb{R}^d)} \lesssim \|\phi\|_{L^2(\mathbb{R}^d)},$$

$$\left\| \int_{s < t} e^{i(t-s)\Delta} F(s) \, ds \right\|_{L^{q,2}_tL^{\beta'}_x(\mathbb{R} \times \mathbb{R}^d)} \lesssim \|F\|_{L^{q',2}_tL^{\beta'}_x(\mathbb{R} \times \mathbb{R}^d)}.$$
We will make use of the vector field $J(t) = x + 2it\nabla$, which is standard in the scattering theory of Schrödinger equations. $J$ obeys the identity
\begin{equation}
J(t) = M(t)(2it\nabla)M(-t) = e^{it\Delta}xe^{-it\Delta}
\end{equation}
where $M(t) = e^{i|x|^2/4t}$; it measures the evolution of the center of mass for free evolutions. It is associated to the following decay estimate:

**Lemma 2.3** ([10]). For $2 \leq r < \frac{2d}{d-2}$ and $t \neq 0$, we have
\[
\|u(t)\|_r \lesssim_{d,r} |t|^{-\theta(d,r)} \|u(t)\|_2^{1-\theta(d,r)} \|J(t)u(t)\|_2^{\theta(d,r)},
\]
where $\theta(d,r) = \frac{d(r-2)}{2r}$.

**Proof.** By the decomposition $J(t) = M(t)(2it\nabla)M(-t)$ (2.1) and the Gagliardo-Nirenberg inequality,
\[
\|u(t)\|_r = \|M(-t)u(t)\|_r \lesssim \|u(t)\|_2^{1-\theta(d,r)} \|\nabla M(-t)u(t)\|_2^{\theta(d,r)}
\]
\[
= |t|^{-\theta(d,r)} \|u(t)\|_2^{1-\theta(d,r)} \|J(t)u(t)\|_2^{\theta(d,r)}. \quad \Box
\]

We note that for the special case $r = \frac{4d}{2d-4}$, $\theta = \frac{4}{3}$; from this point on we fix this as the value of $\theta$.

Lastly, we will need some preliminary estimates on the nonlinearity. Define
\begin{equation}
T(u,v,w) = (|x|^{-\gamma} \ast (uvw))w.
\end{equation}

Applications of Hölder’s inequality and the Hardy-Littlewood-Sobolev inequality yield the following multilinear estimates:

**Lemma 2.4** (Nonlinear estimates [10]). Let $0 < \gamma < d$ and $r = \frac{4d}{2d-\gamma}$. Then for all $u, v, w \in L^r(\mathbb{R}^d)$,
\[
Q(u) = \int_{\mathbb{R}^d} (|x|^{-\gamma} \ast |u|^2)|u(x)|^2 dx \lesssim \|u\|_r^4,
\]
\[
\|T(u,v,w)\|_{r'} \lesssim \|u\|_r \|v\|_r \|w\|_r,
\]
\[
\|\nabla T(u_1,u_2,u_3)\|_{r'} \lesssim \sum_{i=1}^3 \|\nabla u_i\|_r \prod_{j \neq i} \|u_j\|_r,
\]
\[
\|J(t)T(u_1,u_2,u_3)\|_{r'} \lesssim \sum_{i=1}^3 \|J(t)u_i\|_r \prod_{j \neq i} \|u_j\|_r.
\]

3. **Analyticity of the Hartree scattering operators**

For the remainder of this paper, we assume $d \geq 2$ and $\frac{4}{3} < \gamma < 2$.

Our goal in this section is to prove Theorem [12]. As we have mentioned in the introduction, this proceeds largely along the lines of the framework set out in [4], adapted to the estimates we have for the mass-subcritical Hartree equation.

We first address the analyticity of the wave operator. Let $u_+ \in \Sigma$ be a scattering state, and let $v \in \Sigma$ with $\|v\|_\Sigma = 1$ be arbitrary. By [10], under our current assumptions there exists a unique global solution $u \in C_t \Sigma(\mathbb{R})$ to Equation (1.1) which scatters to $u_+$, and for each $\varepsilon > 0$ there exists a unique global solution $u^\varepsilon \in C_t \Sigma$ which scatters to $u_+ + \varepsilon v$. Moreover, the wave operator $\mathcal{W} : \Sigma \to \Sigma$ is well-defined.
Write $u^\varepsilon = u + w^\varepsilon$. Our goal is to show that for $\|u_+\|_\Sigma$ sufficiently small, $w^\varepsilon$ admits the norm-convergent expansion

$$w^\varepsilon(t) = \sum_{k=1}^{\infty} \varepsilon^k w_k(t) \text{ as } \varepsilon \to 0,$$

where $(w_k)$ are elements of an appropriate function space determined by contraction mapping. This argument consists of three parts:

1. determining the hierarchy of equations satisfied by the sequence $(w_k)$;
2. showing that $(w_k)$ is sufficiently strongly bounded in a global spacetime norm, so that the series for $u^\varepsilon$ is norm convergent;
3. showing that the series for $w^\varepsilon$ does actually converge to $w^\varepsilon$.

It will emerge as a consequence that $W$ admits the norm-convergent expansion

$$W(u_+ + \varepsilon v) = \sum_{j=0}^{\infty} \varepsilon^j v_j \text{ as } \varepsilon \to 0$$

where $(v_k) \subset \Sigma$.

3.1. **Hierarchy equations.** The coefficients $(w_k)$ of the series for $u^\varepsilon$ formally satisfy a hierarchy of coupled PDEs. We express $u^\varepsilon$ in integral form, then match like powers of $\varepsilon$ to obtain the coefficients. Let us write

$$N(u, v, w)(t) = i \int_{t}^{\infty} e^{i(t-s)\Delta} T(u, v, w) \, ds$$

where $T$ is the trilinear form defined in (2.2). Matching zero-th order terms in $\varepsilon$ yields

$$w_0(t) = u(t) = e^{it\Delta} u_+ + N(u, u, u)(t)$$

Matching first order terms in $\varepsilon$ yields

$$w_1(t) = e^{it\Delta} v + N(u, u, w_1)(t) + N(u, w_1, u)(t) + N(w_1, u, u)(t).$$

Higher-order terms behave similarly, involving symmetric sums of the trilinear operators $T$ with arguments in $\{u, w_1, w_2, \ldots\}$. To simplify notation, we introduce the symmetric sum operator $S$ which sums over all distinct permutations of the ordered triple $(u, v, w)$. For example,

$$SN(u, u, w_1) = N(u, u, w_1) + N(u, w_1, u) + N(w_1, u, u).$$

Such a symmetric sum has either one, three, or six summands. With this notation, the full hierarchy of equations for the coefficients takes the following form:

\begin{align*}
(3.1) & \quad w_0(t) = e^{it\Delta} u_+ + N(u, u, u)(t), \\
(3.2) & \quad w_1(t) = e^{it\Delta} v + SN(u, u, w_1)(t), \\
(3.3) & \quad w_N(t) = \sum_{j+k+\ell=N} N(w_j, w_k, w_\ell)(t), \quad N \geq 2.
\end{align*}
3.2. Coefficient estimates. Fix \( r = \frac{4d}{2d-\gamma} \) and \( q = \frac{8}{\gamma} \); then \((q, r)\) is a Schrödinger-admissible pair. Also fix \( \alpha = \frac{8}{8-\gamma} \). With these choices we have \( \frac{1}{q} = \frac{1}{r} + \frac{\gamma}{8} \).

For a time interval \( I \), we define the space \( Y(I) \) via its norm
\[
\| f \|_{Y(I)} = \| f \|_{L_t^\infty L_x^r(I)} + \| f \|_{L_t^8 L_x^2(I)}.
\]
We define the space \( X(I) \) by the norm
\[
\| f \|_{X(I)} = \| f \|_{Y(I)} + \| J(t) f \|_{Y(I)} + \| \nabla f \|_{Y(I)}.
\]

Remark 3.1. \( X(I) \) is adapted to the \( \Sigma \)-norm and is thus used to prove part (1) of Theorem 1.2. The results of this section can also be proved in the \( \mathcal{F}H^1 \)-adapted space \( Z(I) \) defined by the norm
\[
\| f \|_{Z(I)} = \| f \|_{Y(I)} + \| J(t) f \|_{Y(I)}.
\]

We leave it to the reader to verify that all of the relevant estimates hold with \( Z(I) \) replacing \( X(I) \), thus obtaining part (2) of Theorem 1.2 as well.

The results of this section also hold in the Lorentz-modified space \( X^+(I) \), defined analogously to \( X(I) \) but replacing \( Y(I) \) by \( Y^+(I) \), where
\[
\| f \|_{Y^+(I)} = \| f \|_{L_t^\infty L_x^r(I)} + \| f \|_{L_t^8 L_x^2(I)}.
\]

Since \( L_t^q L_x^r \) is normable for our choice of \( q \), these are still Banach spaces. Again, we leave it to the reader to check that all of the results we prove in this section can be adapted to the \( X^+ \) setting as well: the key estimate is
\[
\| T(u, v, w) \|_{L_t^q L_x^r} \lesssim \| u \|_{L_t^\infty L_x^r} \| v \|_{L_t^\infty L_x^r} \| w \|_{L_t^\infty L_x^r}
\]
and the analogous estimates for \( J(t) T(u, v, w) \) and \( \nabla T(u, v, w) \), which follow from Lemma 2.4 and Hölder’s inequality for Lorentz spaces. The Lorentz space refinement will become relevant in Section 4.

We construct the power series expansions of the wave and scattering operators by constructing the coefficients \((w_k)\) on the interval \([0, \infty)\) and then taking the appropriate limits in \( t \). For notational convenience we construct \((w_k)\) first on \([1, \infty)\). Composing with the time-translation symmetry of HNLS then gives us the coefficients on \([0, \infty)\).

Proposition 3.1. For any \( u_+ \in \Sigma \) and any \( v \in \Sigma \) with \( \|v\|_\Sigma = 1 \), there exists a constant \( \Lambda = \Lambda(R, d, \gamma) > 0 \) such that for all \( k \geq 1 \),
\[
\|w_k\|_{X([1, \infty))} \leq a_k \Lambda^k,
\]
where \((a_k)\) is a sequence of positive numbers satisfying
\[
a_k \lesssim (C_0 a_1)^k
\]
for some positive constant \(C_0\).

Corollary 3.2. Under the same hypotheses, the series
\[
\sum_{k=1}^{\infty} \varepsilon^k w_k
\]
converges in the norm topology of \( X(\mathbb{R}) \) for all sufficiently small \( \varepsilon > 0 \).
Lemma 3.3 ([2][12]). Let \((a_j)\) be a sequence of positive numbers satisfying
\[
    a_N \leq C \sum_{j+k+\ell=N, j,k,\ell \neq N} a_j a_k a_\ell, \quad N \geq 2.
\]
Then there exist constants \(C_0, C_1 > 0\) such that
\[
    a_N \leq C_1(C_0 a_1)^N
\]
for all \(N \geq 1\).

Remark 3.2. Our treatment differs from that of [4] in the use of this lemma.

Proof. We claim the stronger inequality
\[
    \langle N \rangle^2 a_N \leq C_1(C_0 a_1)^N. \tag{3.4}
\]
We proceed by induction on \(N\).

First we assume \(C_1 C_0 \geq 1\). Under this assumption, the base case \(N = 1\) is trivial.

Now assume (3.4) holds for \(1, \ldots, N - 1\). We estimate:
\[
    \langle N \rangle^2 a_N \leq C \sum_{j+k+\ell=N, j,k,\ell \neq N} a_j a_k a_\ell (j+k+\ell)^2
\]
\[
    \leq CC_1^2(C_0 a_1)^N \sum_{j+k+\ell=N, j,k,\ell \neq N} \frac{(j+k+\ell)^2}{(j)^2(k)^2(\ell)^2}
\]
\[
    \leq 3CC_1^2(C_0 a_1)^N \sum_{j+k+\ell=N, j,k,\ell \neq N} \frac{(j)^2 + (j)^2 + (j)^2}{(j)^2(k)^2(\ell)^2}
\]
\[
    \leq 9CC_1^2(C_0 a_1)^N \sum_{j+k+\ell=N, j,k,\ell \neq N} \frac{(j)^2}{(j)^2(k)^2(\ell)^2}.
\]
The remaining sum we bound as follows:
\[
    \sum_{j+k+\ell=N, j,k,\ell \neq N} \frac{(j)^2}{(j)^2(k)^2(\ell)^2} \leq \sum_{\ell=0}^{N-n} \sum_{k=0}^{N-\ell} \frac{1}{(k)^2(\ell)^2} \leq \left( \sum_{k=0}^{\infty} (k)^{-2} \right)^2 = C_2^2.
\]
Therefore
\[
    \langle N \rangle^2 a_N \leq (9CC_1^2C_2^2)C_1(C_0 a_1)^N.
\]
The claim then follows by choosing \(C_1 = (9CC_2^2)^{-\frac{1}{2}}\).

Finally, we note that once \(C_1\) is fixed as above, we are free to choose \(C_0\) as large as we like in (3.4). Thus we can always assume \(C_1 C_0 \geq 1\), justifying our earlier assumption. \(\square\)

Proof of Proposition 3.7. We proceed by induction on \(k\).

Take \(k = 1\). Let \(I\) be a time interval. By Strichartz, Lemma 2.4 and Hölder in time, we find that
\[
    \|1_{t \in I} u_1\|_{\infty,2} \leq \|1_{t \in I} e^{it\Delta} v\|_{\infty,2} + C(d, \gamma)\|SN(u, u, w_1)\|_{\infty,2}
\]
\[
    \leq \|1_{t \in I} e^{it\Delta} v\|_{\infty,2} + C(d, \gamma)\|1_{t \in I} u\|_{L^2_{t,x}}\|1_{t \in I} w_1\|_{q,r}.
\]
By Lemma 2.3 and our choice of \( r \) and \( \alpha \),
\[
\|1_{t \in I}u\|_{\alpha, r} \lesssim \|1_{t \in I}u\|_{\infty, 2}^{-\theta} \|1_{t \in I}J(t)u\|_{\infty, 2}^\theta \left( \int_I |t|^{-2\gamma/(4-\gamma)} \, dt \right)^{1/\alpha},
\]
\[
\leq \|1_{t \in I}u\|_{X([1, \infty))} \left( \int_I |t|^{-2\gamma/(4-\gamma)} \, dt \right)^{1/\alpha}.
\]
Since \( \gamma > \frac{4}{3}, \frac{2\gamma}{2-\gamma} > 1 \). Since \( u \in X([1, \infty)) \), we can decompose \([1, \infty)\) into a union of finitely many disjoint intervals \( I_k \) such that
\[
\|1_{t \in I_k}w_1\|_{\infty, 2} \leq \|1_{t \in I_k}e^{it\Delta}v\|_{\infty, 2} + \frac{1}{12} \|1_{t \in I_k}w_1\|_{X([1, \infty))}.
\]
Arguing similarly for the remaining parts of the \( X(I) \) norm, we find that
\[
\|1_{t \in I_k}w_1\|_{X([1, \infty))} \leq \|1_{t \in I_k}e^{it\Delta}v\|_{X([1, \infty))} + \frac{1}{2} \|1_{t \in I_k}w_1\|_{X([1, \infty))}.
\]
Since \( \|1_{t \in A \cup B}f\|_{X([1, \infty))} \sim \|1_{t \in A}f\|_{X([1, \infty))} + \|1_{t \in B}f\|_{X([1, \infty))} \) whenever \( A \) and \( B \) are disjoint, we conclude by Strichartz and Lemma 2.1 that
\[
\|w_1\|_{X([1, \infty))} \lesssim \|e^{it\Delta}v\|_{X([1, \infty))} \lesssim \|v\|_\Sigma = 1.
\]
Let \( C(d, \gamma) \) be the implicit constant in this estimate, and set \( \Lambda = C(d, \gamma) \). This establishes the case \( k = 1 \).

Now define the sequence \( (a_N) \) by \( a_1 = C(d, \gamma) \) from above, and
\[
a_N = C'(d, \gamma) \sum_{j+k+\ell = N} a_j a_k a_\ell,
\]
where \( C'(d, \gamma) \) is a constant to be determined. Assume the bound
\[
\|w_j\|_{X([1, \infty))} \leq a_j \Lambda^j
\]
for \( j = 1, \ldots, N - 1 \), and consider \( w_N \). Working as in the previous case, we find that
\[
\|1_{t \in I}w_N\|_{X([1, \infty))} \lesssim \sum_{j+k+\ell = N} \|1_{t \in I}SN(w_j, w_k, w_\ell)\|_{X([1, \infty))}
\]
\[
+ C(I)^2 \|1_{t \in I}w_0\|_{X([1, \infty))}^2 \|1_{t \in I}w_N\|_{X([1, \infty))},
\]
where
\[
C(I) = \left( \int_I |t|^{-2\gamma/(4-\gamma)} \, dt \right)^{1/\alpha}.
\]
Once again, this implies that
\[
\|w_N\|_{X([1, \infty))} \lesssim \sum_{j+k+\ell = N} \|SN(w_j, w_k, w_\ell)\|_{X([1, \infty))},
\]
By Strichartz, Lemma 2.1 Hölder, Lemma 2.3, and invoking the induction hypothesis, we find that
\[
\|w_N\|_{X([1, \infty))} \lesssim \Lambda^N \sum_{j+k+\ell = N} a_j a_k a_\ell.
\]
The implicit constant in this estimate can be defined independently of $N$. Thus if we set $C'(d, \gamma)$ to be this constant, then we arrive at

$$\|w_N\|_{X([1, \infty))} \lesssim a_N \Lambda^N.$$  

Invoking Lemma 3.3 to control the growth of $(a_N)$ completes the proof. 

### 3.3. Convergence

We have shown that the series

$$\sum_{k \geq 1} \varepsilon^k w_k$$

is norm convergent in the space $X([1, \infty))$ for all sufficiently small $\varepsilon > 0$. Our next goal is to show that it converges to the correct object.

**Proposition 3.4.** Let $\varepsilon > 0$ be such that $\sum_{k \geq 1} \varepsilon^k w_k$ converges in $X([1, \infty))$. Then

$$\left\| u^\varepsilon - u - \sum_{k=1}^{N-1} \varepsilon^k w_k \right\|_{X([1, \infty))} \to 0 \text{ as } N \to \infty.$$

**Proof.** Let $W_{\geq N} = u^\varepsilon - u - \sum_{k=1}^{N-1} \varepsilon^k w_k = u^\varepsilon - u - W_{< N}$. Then for $N \geq 2$, $W_{\geq N}$ satisfies the equation

$$W_{\geq N}(t) = \mathcal{N}(u^\varepsilon, u^\varepsilon, u^\varepsilon) - \mathcal{N}(u, u, u) - \sum_{M=1}^{N-1} \varepsilon^M \sum_{j+k+\ell = M} S \mathcal{N}(w_j, w_k, w_\ell)$$

$$= i \int_t^\infty e^{i(t-s)} G(u, W_{< N}, W_{\geq N}) \, ds + \mathcal{N}(W_{< N}, W_{< N}, W_{< N})$$

$$- \sum_{M=1}^{N-1} \varepsilon^M \sum_{j+k+\ell = M} S \mathcal{N}(w_j, w_k, w_\ell),$$

where $G(u, W_{< N}, W_{\geq N})$ consists of all the terms $T(a, b, c)$ with at least one argument equal to $W_{\geq N}$. Arguing as in the proof of Proposition 3.1, we can decompose $[1, \infty)$ into a finite collection of disjoint intervals $I_k$ such that

$$\left\| \int_{I_k} e^{i(t-s)} G(u, W_{< N}, W_{\geq N}) \, ds \right\|_{X([1, \infty))} \leq \frac{1}{2} \left\| \int_{I_k} W_{\geq N} \|_{X([1, \infty))}\right.$$

For the remaining terms, we write

$$\mathcal{N}(W_{< N}, W_{< N}, W_{< N}) = \sum_{M=1}^{N-1} \varepsilon^M \sum_{j+k+\ell = M} S \mathcal{N}(w_j, w_k, w_\ell)$$

$$+ \sum_{1 \leq j, k \leq N-1} \varepsilon^{j+k} S \mathcal{N}(u, w_j, w_k)$$

$$+ \sum_{1 \leq j, k, \ell \leq N-1} \varepsilon^{j+k+\ell} S \mathcal{N}(w_j, w_k, w_\ell).$$
The first term cancels exactly with the remaining terms in the previous expression for $W_{\geq N}$. For the latter two terms, by Proposition 3.1 we have

$$\left\| \sum_{1 \leq j, k \leq N-1} \varepsilon^{j+k} S_N(u_j, w_k) \right\|_{X([1, \infty))} \lesssim (\varepsilon \Lambda)^N$$

as long as $\varepsilon \Lambda < 1$, and similarly

$$\left\| \sum_{1 \leq j, k, \ell \leq N-1} \varepsilon^{j+k+\ell} S_N(u_j, w_k, w_\ell) \right\|_{X([1, \infty))} \lesssim (\varepsilon \Lambda)^N.$$

Thus we conclude that $\|W_{\geq N}\|_{X([1, \infty))} \lesssim (\varepsilon \Lambda)^N$, and sending $N \to \infty$ proves the desired claim.

Thus we have shown that the map $\Sigma \to X([1, \infty))$ that sends the scattering data $u_+$ to the solution $u : [1, \infty) \times \mathbb{R}^d \to \mathbb{C}$ depends analytically on $u_+$, and we can compute the coefficients of the power series expansion around any point $u_+$ inductively. Consequently, the same holds for the map $\Sigma \to \Sigma : u_+ \mapsto u(t = 1)$.

A similar argument applies to proving the analyticity of the initial-to-scattering state operator $S : \Sigma \to \Sigma$. For initial data $u \in \Sigma$ and $v \in \Sigma$ we define $u \in X([0, \infty))$ to be the global solution to HNLS with $u(0) = u_0$, and $u^\varepsilon(t)$ to the global solution to HNLS with $u^\varepsilon(0) = u_0 + \varepsilon v$; these are well-defined by the existing scattering theory in $\Sigma$. Then arguments similar to those of Propositions 3.1 and 3.4 show that $u^\varepsilon$ admits the expansion

$$u^\varepsilon = u + \sum_{k \geq 1} \varepsilon^k w_k$$

with $\|w_k\|_{X([0, \infty))} \lesssim \Lambda^k$ for some fixed $\Lambda$ and small $\varepsilon$. To finish the proof of Theorem 1.2 it remains to show:

**Proposition 3.5.** For all $k \geq 1$, the limits

$$w_k^+ = \lim_{t \to \infty} e^{-it\Delta} w_k(t)$$

exist in $\Sigma$, and

$$S(u_0 + \varepsilon v) = u_+ + \sum_{k \geq 1} \varepsilon^k w_k^+$$

with the latter series converging in $\Sigma$.

**Proof.** We claim that for each $N \geq 1$, $(e^{-it\Delta} w_N(t))_{t \geq 0}$ is Cauchy in $\Sigma$ as $t \to \infty$. We have

$$e^{-it_1 \Delta} w_N(t_1) - e^{-it_2 \Delta} w_N(t_2) = \sum_{j+k+\ell = N} -i \int_{t_1}^{t_2} e^{-is\Delta} ST(w_j, w_k, w_\ell) \, ds$$

By Lemma 2.1, Lemma 2.3, Strichartz, and Hölder as before,

$$\|e^{-it_1 \Delta} w_N(t_1) - e^{-it_2 \Delta} w_N(t_2)\|_{\Sigma} \lesssim I(t_1, t_2) \sum_{j+k+\ell = N} \|w_j\|_{X([1, \infty))} \|w_k\|_{X([1, \infty))} \|w_\ell\|_{X([1, \infty))}.$$
where

\[ I(t_1, t_2) = \left( \int_{t_2}^{t_1} |t|^{-2\gamma/(4 - \gamma)} \, dt \right)^{2/\alpha}. \]

Since the integral tends to 0 as \( t_1, t_2 \to 0 \), the claim follows. Therefore the sequence \( (w_N^+) \subset \Sigma \) is well-defined, and for \( N \geq 2 \) we may write

\[ w_N^+ = \sum_{j+k+\ell = N} -i \int_0^\infty e^{-is\Delta}ST(w_j, w_k, w_\ell) \, ds \]

(with appropriate changes for \( N = 1 \)). Working as in the proof of Proposition 3.1, we can show that there exists a constant \( \Lambda > 0 \) such that

\[ \|w_N^+\|_\Sigma \lesssim \Lambda^N. \]

Therefore the series \( \sum_k \varepsilon^k w_k^+ \) converges in \( \Sigma \) for \( \varepsilon > 0 \) sufficiently small, and a similar argument to Proposition 3.4 shows that

\[ S(u_0 + \varepsilon v) = u_0 + \sum_{k=1}^\infty \varepsilon^k w_k^+ \]

in the sense of convergence of the series in \( \Sigma \) to the LHS. \( \square \)

4. Breakdown of Analyticity

We now turn to the proof of Theorem 1.3.

4.1. Breakdown at the origin. We first consider part (1) of Theorem 1.3. From here on, we abuse notation and redefine

\[ \mathcal{N}(u, v, w) = i \int_0^\infty e^{-is\Delta}T(u, v, w) \, ds. \]

Let \( T \in \{S, W\} \), regarding it as a map \( \Sigma \to L^2 \), and consider its power series expansion \( T(v) = \sum_{k \geq 1} w_k \) at \( 0 \in \Sigma \) (for small \( \|v\|_\Sigma \)). A careful accounting of the hierarchy of equations governing the coefficients shows that all even-indexed terms vanish, so

\[ T(v) = v + \mathcal{N}(e^{it\Delta}v, e^{it\Delta}v, e^{it\Delta}v) + \sum_{k \geq 5 \text{ even}} w_k. \]

To establish part (1) of Theorem 1.3, it is enough to show:

**Proposition 4.1.** For any \( s > \frac{5+5\gamma}{3+\gamma} \), we have

\[ \|T(v) - v\|_2 \neq O_{L^2}(\|v\|_2^s). \]

**Proof.** Let \( v \in \Sigma \) be sufficiently small so that the expansion \( T(v) = \sum_k w_k \) holds. By \( L^2 \)-duality, Fubini, and unitarity of the free propagator \( e^{it\Delta} \) we have

\[
\|T(v) - v\|_2 \geq \frac{1}{\|v\|_2} |\langle \mathcal{N}(e^{it\Delta}v, e^{it\Delta}v, e^{it\Delta}v), v \rangle\|e(v)\|_2 |
\]

\[
= \frac{1}{\|v\|_2} \int_0^\infty Q(e^{is\Delta}v) \, ds - \|e(v)\|_2
\]

where

\[ e(v) = \sum_{k \geq 5 \text{ odd}} w_k. \]
For fixed nonzero \( v \in \Sigma \) and \( \varepsilon, \sigma > 0 \), we define
\[
v_{\varepsilon, \sigma}(x) = \frac{\varepsilon}{\sigma^2} v \left( \frac{x}{\sigma} \right).
\]

We will show the existence of a sequence of parameters \((\varepsilon, \sigma)\) such that:

1. \( \| v_{\varepsilon, \sigma} \|_{\Sigma} \ll 1 \) (so that the series expansion holds for \( T(v_{\varepsilon, \sigma}) \));
2. taking the limit along the sequence \((\varepsilon, \sigma)\), we have
\[
\lim_{(\varepsilon, \sigma)} \frac{1}{\| v_{\varepsilon, \sigma} \|_2^2} \left( \frac{1}{\| v_{\varepsilon, \sigma} \|_2^2} \int_0^\infty Q(e^{is\Delta} v_{\varepsilon, \sigma}) \, ds - \| e(v_{\varepsilon, \sigma}) \|_2 \right) \to \infty.
\]

Since \((v_{\varepsilon, \sigma})\) is an \(L^2\)-bounded sequence, the claim immediately follows.

We will take \( \varepsilon \ll 1 \) and \( \sigma \gg 1 \) with \( \varepsilon \sigma \ll 1 \). The last condition keeps us in the regime of small \( \| v_{\varepsilon, \sigma} \|_{\Sigma} \), so that the power series expansion continues to hold. Then the family \((v_{\varepsilon, \sigma})\) obeys the following scalings:
\[
\| v_{\varepsilon, \sigma} \|_2 \sim \varepsilon, \| v_{\varepsilon, \sigma} \|_{\Sigma} \sim \varepsilon\sigma, \| \nabla v_{\varepsilon, \sigma} \|_2 \sim \varepsilon\sigma^{-1}.
\]

Moreover, by the parabolic scaling symmetry \( e^{it\Delta} v(x) \leftrightarrow e^{i\varepsilon^{-2}t\Delta} v(\varepsilon^{-1}x) \) of the free Schrödinger flow,
\[
\int_0^\infty Q(e^{is\Delta} v_{\varepsilon, \sigma}) \, ds = \varepsilon^4 \sigma^{2-\gamma} \int_0^\infty Q(e^{is\Delta} v) \, ds \sim \| v \|_{\Sigma} \varepsilon^4 \sigma^{2-\gamma}.
\]

Here, the finiteness of the integral follows from Lemmas 2.3, 2.4, and the Gagliardo-Nirenberg inequality to control \( \| e^{is\Delta} v \|_r \) near \( t = 0 \).

By Proposition 3.1 the error term obeys the estimate
\[
\| e(v_{\varepsilon, \sigma}) \|_2 \lesssim \| v_{\varepsilon, \sigma} \|_2^5 \sim \varepsilon^5 \sigma^5.
\]

Therefore
\[
\| T(v_{\varepsilon, \sigma}) - v_{\varepsilon, \sigma} \|_2 \gtrsim \varepsilon^3 \sigma^{2-\gamma} - \varepsilon^5 \sigma^5.
\]

We now take \( \varepsilon = \sigma^{-j} \) for some \( j > 1 \) we will choose momentarily; this guarantees that \( \| v_{\varepsilon, \sigma} \|_{\Sigma} \lesssim \varepsilon\sigma \ll 1 \) as \( \sigma \gg 1 \). Then
\[
\varepsilon^3 \sigma^{2-\gamma} - \varepsilon^5 \sigma^5 = \sigma^{-3j+2-\gamma} - \sigma^{-5j+5} \approx \sigma^{-3j+2-\gamma}
\]
as \( \sigma \to \infty \) so long as \(-3j + 2 - \gamma > -5j + 5\), which is equivalent to the condition \( j > \frac{3+\gamma}{2} \). For such \( j \) and \( \sigma \gg 1 \), we have
\[
\frac{1}{\| v_{\varepsilon, \sigma} \|_2^2} \| T(v_{\varepsilon, \sigma}) - v_{\varepsilon, \sigma} \|_2 \gtrsim \sigma^{(s-3)j+2-\gamma}.
\]

The RHS tends to \( \infty \) as \( \sigma \to \infty \) provided that \((s-3)j + (2 - \gamma) > 0\). When \( s \geq 3 \), this is automatically satisfied since \( \gamma < 2 \); when \( s < 3 \), it is equivalent to the condition \( j < \frac{2-\gamma}{s-3} \). Therefore it suffices to find a \( j \) satisfying
\[
\frac{3 + \gamma}{2} < j < \frac{2 - \gamma}{3 - s}.
\]
Such a \( j \) exists whenever \( \frac{3 + \gamma}{2} < \frac{2 - \gamma}{3 - s} \), which is equivalent to \( \frac{5 + 5 \gamma}{3 + \gamma} < s \). \( \square \)

Remark 4.1. This proof can be done essentially without change for the power series expansion in \( \mathcal{F}H^1 \) as well.
4.2. **Breakdown away from the origin.** We now move to part (2) of Theorem 1.3. We adopt the following abuse of notation: \( w_1 \) refers both to the function in \( X([0, \infty)) \) defined by the results of Section 3, and also to the map 

\[ v \mapsto w_1(v) = v - SN(u, u, w_1). \]

We will use a similar convention for \( w_1^+ \).

To keep things concrete, let us work specifically with \( T = S \); the discussion adapts easily to \( \mathcal{W} \). We recall the notation 

\[ S(u_0 + v) = S(u_0) + \sum_{k=1}^{\infty} w_k^+. \]

Our goal here is the following:

**Proposition 4.2.** There exists \( R = R(d, \gamma) > 0 \) such that for all \( u_0 \in \Sigma \) satisfying \( \|u_0\|_{\Sigma} < R \), all \( \|v\|_{\Sigma} \) small, and all \( s > \frac{4+\gamma}{2+\gamma} \), we have

\[ \|S(u_0 + v) - S(u_0) - w_1^+ - w_2^+\|_2 \neq O(\|v\|_2^2). \]

This will emerge as a consequence of the following estimate on the third derivative term:

**Proposition 4.3.** There exists \( R = R(d, \gamma) > 0 \) such that for all \( \|u_0\|_{\Sigma} \) small and \( \|v\|_{\Sigma} \) small, we have

\[ \|w_3^+(v_{\varepsilon,\sigma})\|_2 \gtrsim_d \varepsilon^3 \sigma^2 - \gamma. \]

The crux of the proof is to identify the source of the breakdown of regularity in \( w_3^+ \), which has the form

\[ w_3^+ = SN(u, u, w_3) + SN(u, w_1, w_2) + N(w_1, w_1, w_1). \]

The bad behavior we seek arises from the term \( N(w_1, w_1, w_1) \), which we expect to be dominant as it is essentially a resonant interaction. We will first establish that this resonant term has the optimal scaling \( \varepsilon^3 \sigma^2 - \gamma \) as was the case at \( u_0 = 0 \), and then show that the remaining cubic terms are subdominant.

4.2.1. **The main term.** We continue to work in the regime \( \varepsilon \ll 1, \sigma \gg 1, \varepsilon \sigma \ll 1 \). Our goal is to establish the following:

**Proposition 4.4.** There exists \( R = R(d, \gamma) > 0 \) such that if \( \|u_0\|_{\Sigma} < R \), then

\[ \|N(v_{\varepsilon,\sigma}, w_1(v_{\varepsilon,\sigma}), w_1(v_{\varepsilon,\sigma}))\|_2 \gtrsim \varepsilon^3 \sigma^2 - \gamma. \]

for all \( \sigma \) sufficiently large.

When \( u_0 \neq 0 \), the fact that \( w_1 \) is no longer purely a free evolution complicates the proof of this relationship; we cannot use the scaling argument for the potential energy

\[ \int_0^\infty Q(e^{i\sigma v}) \, ds \]

right away. We get around this issue by using the fact that \( w_1 \) does behave like a free evolution at large times, and rescaling in time so that the rescaled version of \( w_1 \) behaves like a free evolution at almost all times.
Lemma 4.5. There exists $R = R(d, \gamma) > 0$ such that if $\|u_0\|_\Sigma < R$, then
\[
\|w_1\|_{L^2(Y([0, \infty)))} \sim \|w_1^+\|_2 \sim \|v\|_2,
\]
\[
\|w_1\|_{L^2(X([0, \infty)))} \sim \|w_1^+\|_\Sigma \sim \|v\|_\Sigma,
\]
\[
\|\nabla w_1\|_{L^2_\infty} \lesssim \|v\|_{H^1}.
\]

Proof. Writing $w_1^+ = v + SN(u, u, w_1)$ and arguing as usual,
\[
\|w_1^+\|_2 \leq \|u_1\|_{L^2(Y([0, \infty)))} \lesssim \|v\|_2 + \|u\|_{L^2(Y([0, \infty)))}^2 \|w_1\|_{L^2(Y([0, \infty)))}.
\]

Taking $\|u_0\|_{\Sigma}$ small, we can make $\|u\|_{L^2(Y([0, \infty)))}$ arbitrarily small. Doing so, we find that
\[
\|w_1^+\|_2 \leq \|w_1\|_{L^2(Y([0, \infty)))} \lesssim \|v\|_2.
\]

Similarly, we have
\[
\|v\|_2 \leq \|w_1^+\|_2 + \|w_1\|_{L^2(Y([0, \infty)))}^2 \|w_1\|_{L^2(Y([0, \infty)))} \lesssim \|w_1^+\|_2 + \|u\|_{L^2(Y([0, \infty)))}^2 \|v\|_2,
\]

and thus taking $\|u_0\|_\Sigma$ small we obtain
\[
\|v\|_2 \lesssim \|w_1^+\|_2.
\]

The other estimates follow similarly. $\square$

In particular, we have the scaling
\[
\|w_1(v, \sigma)\|_{L^2(Y([0, \infty)))} \sim \|w_1^+(v, \sigma)\|_2 \sim \|w_1^+(v, \sigma)\|_\Sigma \sim \|v\|_\Sigma,
\]
\[
\|w_1(v, \sigma)\|_{X([0, \infty)))} \sim \|w_1^+(v, \sigma)\|_\Sigma \sim \|x(w_1^+(v, \sigma))\|_2 \sim \varepsilon \|v\|_2.
\]

This will be useful because most quantities we estimate henceforth depend more directly on $w_1$ and $w_1^+$ than on $v$.

Proof of Proposition 4.4. Fix $v \neq 0$. For any $\tau > 0$, $L^2$-duality, Fubini, and unitarity of the free propagator we have
\[
\|\mathcal{N}(w_1, w_1, w_1)\|_2 \geq \frac{1}{\|w_1^+\|_2} \left| \int_\tau^\infty \langle T(w_1, w_1, w_1), e^{i\sigma \Delta} w_1^+ \rangle_{L^2_\tau} \, ds \right| - \left| \int_0^\tau e^{-i\sigma \Delta} T(w_1, w_1, w_1) \, ds \right|_2.
\]

We write
\[
\int_\tau^\infty \langle T(w_1, w_1, w_1), e^{i\sigma \Delta} w_1^+ \rangle_{L^2_\tau} \, ds = \int_\tau^\infty Q(e^{i\sigma \Delta} w_1^+) \, ds
\]
\[
- \int_\tau^\infty \langle ST(w_1, w_1, e^{i\sigma \Delta} w_1^+ - w_1), e^{i\sigma \Delta} w_1^+ \rangle_{L^2_\tau} \, ds.
\]

Since $\|e^{i\sigma \Delta} w_1^+ - w_1\|_{L^2(Y([\tau, \infty)))} \to 0$ as $\tau \to \infty$, it follows that for sufficiently large $\tau = \tau(v)$ we have
\[
\int_\tau^\infty \langle T(w_1, w_1, w_1), e^{i\sigma \Delta} w_1^+ \rangle_{L^2_\tau} \, ds \sim \int_\tau^\infty Q(e^{i\sigma \Delta} w_1^+) \, ds
\]

We now rescale $w_1^+ \mapsto (w_1^+)_{\varepsilon, \sigma}$, which (at least on $L^2$ and $\Sigma$) is essentially equivalent to rescaling $v \mapsto v_{\varepsilon, \sigma}$. Under this rescaling, the parabolic scaling symmetry of the free Schrödinger flow yields
\[
\int_\tau^\infty Q(e^{i\sigma \Delta} (w_1^+)_{\varepsilon, \sigma}) \, ds = \varepsilon^4 \sigma^{2-\gamma} \int_{\tau/\sigma^2}^\infty Q(e^{i\sigma \Delta} w_1^+) \, ds.
\]
Thinking of \( \sigma \) being arbitrarily large, we estimate this by the integral over all of \([0, \infty)\). Using Lemma 2.4 and the Gagliardo-Nirenberg inequality, this incurs an error of size

\[
\int_0^{\tau/\sigma^2} Q(e^{i\theta}w^1_{2}) \, ds \lesssim \frac{\tau}{\sigma^2}(\|w^1_{2}\|_2^2 \|\nabla w^1_{2}\|_2^\theta)^4 \lesssim \frac{\tau}{\sigma^2}\|w\|_{2}^4 \ll 1.
\]

This establishes the \( \varepsilon^3\sigma^{2-\gamma} \) scaling on the main term. By Strichartz, Gagliardo-Nirenberg, and Lemma 4.3 we find that the remainder satisfies

\[
\left\| \int_{0}^{\tau} e^{-i\theta}T(w_1, w_1, w_1) \, ds \right\|_2 \lesssim \|w_1\|_{L^2([0,T])}\|L^2_T([0,T])\|_{\Sigma}^2 \lesssim \left(\int_0^{\tau} (\|w_1\|_{\Sigma}^4 \|\nabla w_1\|_2^2 \|\Sigma\|_{H^1}^2)^{2/\alpha} \right)\|v\|_2 \lesssim \tau^{2/\alpha}\|v\|_{H^1}^3.
\]

Since we are working in the regime \( \sigma \gg 1 \), \( \|v_\Sigma\|_{H^1} \sim \varepsilon \). Therefore rescaling yields

\[
\left\| \int_{0}^{\tau} e^{-i\theta}T(w_1, v_\sigma, w_1, v_\sigma, w_1, v_\sigma) \, ds \right\|_2 \lesssim \tau^{2/\alpha}\varepsilon^3.
\]

Since \( \tau \) depends only on \( v \) and \( 2 - \gamma > 0 \), this term is subdominant to \( \varepsilon^3\sigma^{2-\gamma} \) for \( \sigma \gg 1 \). \( \square \)

4.2.2. Nonresonant cubic terms. We are left to control the nonresonant cubic error terms \( \|SN(u, w_1, w_2)\|_2 \) and \( \|SN(u, u, w_3)\|_2 \).

**Proposition 4.6.** There exists \( R = R(d, \gamma) > 0 \) such that for all \( \|u_0\|_{\Sigma} < R \) and for \( \varepsilon \ll 1, \varepsilon\sigma \ll 1, \sigma \gg 1 \) we have

\[
\|SN(u, w_1, w_2)\|_2 + \|SN(u, u, w_3)\|_2 \lesssim R^2\varepsilon^3\sigma^{2-\gamma}.
\]

Taking \( R \) small will ensure that the main term continues to dominate the errors. Together with Proposition 4.3 this immediately implies Proposition 4.3.

The idea of this proof is that the estimate \( \|w_1\|_{\alpha, \gamma} \lesssim \|v\|_{\Sigma} \), which holds due to the fact that \( |t|^{-\frac{\alpha}{\gamma}} \) is integrable near \( \infty \), is slack. Naïvely using it to control \( \|SN(u, w_1, w_2)\|_2 \) and \( \|SN(u, u, w_3)\|_2 \) only yields an estimate of \( \varepsilon^3\sigma^3 \), which is not subdominant to \( \varepsilon^3\sigma^{2-\gamma} \). For small data, the estimate can be improved to one of the form \( \|w_1\|_{\alpha, \gamma} \lesssim \|v\|_{2}^2\|v\|_2^\theta\|\nabla v\|_2^\gamma \) by relying less on Lemma 2.3. This idea was also used in [15] to sharpen an analogous error estimate in order to recover dimensions \( d = 1, 2, 3 \) in Theorem 1.1. The Lorentz space refinement is used to recover an endpoint, which is necessary as the scaling \( \varepsilon^3\sigma^{2-\gamma} \) is sharp.

**Lemma 4.7.** There exists \( R = R(d, \gamma) > 0 \) such that if \( \|u_0\|_{\Sigma} < R \), then

\[
\|w_1\|_{L^\infty_T([0,\infty))} \lesssim \|v\|_2^{1-\gamma/4}\|v\|_{\Sigma}^{(4-\gamma)/8}\|\nabla w_1\|_{\infty,2}^{(3\gamma-4)/8}.
\]

**Proof.** For any \( A \in [0, 1] \), by Lemma 2.3 and the Gagliardo-Nirenberg inequality we have

\[
\|w_1(t)\|_r \lesssim |t|^{-A\gamma/4}\|w_1(t)\|_2^{1-\gamma/4}\|J(t)w_1(t)\|_2^{A\gamma/4}\|\nabla w_1(t)\|_2^{(1-A)\gamma/4}.
\]

Choose \( A = \frac{1}{4} = \frac{2 - \gamma}{2\gamma} < 2, \frac{1}{2} < \frac{2 - \gamma}{2\gamma} < 1 \). Since \( |t|^{-A\gamma/4} \in L^1_T([0, \infty)) \) for this choice of \( A \), we find that

\[
\|w_1\|_{L^\infty_T([0,\infty))} \lesssim \|w_1(t)\|_{\infty,2}^{1-\gamma/4}\|J(t)w_1(t)\|_{\infty,2}^{(4-\gamma)/8}\|\nabla w_1(t)\|_{\infty,2}^{(3\gamma-4)/8}.
\]
Lemma 4.8. There exist $R = R(d, \gamma) > 0$ and $L = L(d, \gamma) > 0$ such that for all $\|u_0\|_\Sigma < R$ and $v \in \Sigma$ with $\|v\|_\Sigma \leq L$, we have

$$\|\nabla w_1^+ \|_2 + \|\nabla w_1\|_{Y((0, \infty))} \lesssim \|\nabla v\|_2.$$ 

Proof. By the usual estimates and Lemma 4.7 for all $\tau > 0$ we have

$$\|\nabla w_1\|_{Y((0, \tau))} \lesssim \|\nabla v\|_2 + \|u\|_{\bar{X}(0, \tau)}^2 (\|w_1\|_{L^r_t L^2_x} + \|\nabla w_1\|_{Y((0, \tau))})$$

$$\lesssim \|\nabla v\|_2 + R^2 (\|v\|_{L^r_t L^2_x}^{(4-\gamma)/8} \|\nabla w_1\|_{Y((0, \tau))}^{(3\gamma-4)/8} + \|\nabla w_1\|_{Y((0, \tau))})$$

$$\leq \|\nabla v\|_2 + \delta_1 \|\nabla w_1\|_{Y((0, \tau))}^{(3\gamma-4)/8} + \delta_2 \|\nabla w_1\|_{Y((0, \tau))},$$

where $\delta_1 = \delta_1(R, L)$ and $\delta_2 = \delta_2(R)$ can be made arbitrarily small by an appropriate choice of $R$ and $L$. The estimate for $\nabla w_1$ then follows via a bootstrap argument. The estimate for $\nabla w_1^+$ is then immediate from the definition of $w_1^+$. \hfill \Box

Proof of Proposition 4.6. By the Lorentz space adaptations of our earlier estimates, we have

$$\|SN(u, w_1, w_2)\|_2 \lesssim \|u\|_{X^r(t)} \|w_1\|_{L_{t}^{\alpha, \infty} L_x^r} \|w_2\|_{L_{t}^{\alpha, \infty} L_x^r} \|L_{t}^{\alpha, \infty} L_x^r \|$$

and

$$\|SN(u, w_3)\|_2 \lesssim \|u\|_{X^r(t)} \|w_3\|_{L_{t}^{\alpha, \infty} L_x^r} \|L_{t}^{\alpha, \infty} L_x^r \|$$

The claim now follows by taking $R = R(d, \gamma)$ small, $\|u_0\|_\Sigma < R$, replacing $w_1$ with $w_1(v_{\varepsilon, \sigma})$, and applying Lemmas 4.5, 4.7, and 4.8. \hfill \Box

4.2.3. Conclusion of the proof. At last, we are ready to proceed with the proof of Proposition 4.2, thereby completing the proof of Theorem 1.3.

Proof. We define $v_{\varepsilon, \sigma}$ as before and work in the regime $\varepsilon \ll 1, \sigma \gg 1, \varepsilon \sigma \ll 1$. We write

$$S(u_0 + v) - S(u_0) - w_1^+ - w_2^+ = w_3^+ (v) + e(v),$$

where

$$e(v) = \sum_{k \geq 4} w_k^+.$$ 

By Propositions 3.1 and 4.3 for sufficiently small $\|u_0\|_\Sigma$ we have the lower bound

$$\|S(u_0 + v) - S(u_0) - w_1^+ - w_2^+\|_2 \geq \|w_3^+ (v_{\varepsilon, \sigma})\|_2 - \|e(v_{\varepsilon, \sigma})\|_2$$

$$\gtrsim \varepsilon^3 \sigma^{2-\gamma} - \varepsilon^4 \sigma^4.$$ 

We take $\varepsilon = \sigma^{-j}$ with $j > 1$ to be determined: then $\varepsilon \sigma \ll 1$ for $\sigma \gg 1$. For the main term to dominate the quartic error we require $-3j + 2 - \gamma > -4j + 4$, 

The claim now follows from the Lorentz space version of Lemma 4.8. \hfill \Box
which is equivalent to \( j > 2 + \gamma \) and supersedes the condition \( j > 1 \). Assuming this condition, we have
\[
\frac{1}{\|v_{\varepsilon, \sigma}\|^2} \|S(u_0 + v_{\varepsilon, \sigma}) - S(u_0) - w_1^+ - w_2^+ \|_2 \gtrsim \sigma^{(s-3)j+2-\gamma}.
\]
The RHS is unbounded as \( \sigma \to \infty \) as long as \((s-3)j+2-\gamma > 0\). This condition is automatically met if \( s \geq 3 \) since \( \gamma < 2 \), while if \( s < 3 \) then it is equivalent to \( j < 2 - \gamma \frac{3}{s-3} \). Thus an appropriate value of \( j \) can be found provided that \( 2 + \gamma < \frac{2}{2+\gamma} \), which is equivalent to the condition \( s > 4+4\gamma \frac{2+\gamma}{2+\gamma} \).
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