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Abstract

Given an undirected graph $G$, the Densest $k$-Subgraph problem (D$k$S) asks to compute a set $S \subseteq V$ of cardinality $|S| \leq k$ such that the weight of edges inside $S$ is maximized. This is a fundamental NP-hard problem whose approximability, despite many decades of research, is yet to be settled. The current best known approximation algorithm due to Bhaskara et al. (2010) computes an $O(n^{1/4+\epsilon})$ approximation in time $n^{O(1/\epsilon)}$, for any $\epsilon > 0$.

We ask what are some “easier” instances of this problem? We propose some natural semi-random models of instances with a planted dense subgraph, and study approximation algorithms for computing the densest subgraph in them. These models are inspired by the semi-random models of instances studied for various other graph problems such as the independent set problem, graph partitioning problems etc. For a large range of parameters of these models, we get significantly better approximation factors for the Densest $k$-Subgraph problem. Moreover, our algorithm recovers a large part of the planted solution.
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1 Introduction

Given a weighted undirected graph $G = (V, E, w)$ with non-negative edge weights given by $w : E \rightarrow \mathbb{R}^+$, and an integer $k \in \mathbb{Z}^+$, the Densest $k$-Subgraph problem (D$k$S) asks to compute a set $S \subseteq V$ of cardinality $|S| \leq k$ such that the weight of edges inside $S$ (i.e., $\sum_{i,j \in S} w\{i,j\}$) is maximized (if $\{i,j\} \notin E$, we assume w.l.o.g. that $w\{i,j\} = 0$).

Computing the D$k$S of a graph is a fundamental NP-hard problem. There has been a lot of work on studying approximation algorithms for D$k$S, we give a brief survey in Section 1.3.

The current best known approximation algorithm [6] computes an $O(n^{1/4+\epsilon})$ approximation in time $n^{O(1/\epsilon)}$ for any $\epsilon > 0$. On the hardness side, Manurangsi [31] showed that assuming the exponential time hypothesis (ETH), there is no polynomial time algorithm that approximates this to within $n^{1/((\log \log n)^c)}$ factor where $c > 0$ is some fixed constant. There are hardness of approximation results known for this problem assuming various other...
hardness assumptions, see Section 1.3 for a brief survey. But there is still a huge gap between the upper and lower bounds on the approximability of this problem.

Given this status of the approximability of the \textsc{Densest} $k$-\textsc{Subgraph} problem, we ask what are some “easier” instances of this problem? We propose some natural semi-random models of instances with a planted dense subgraph, and study approximation algorithms for computing the densest subgraph in them. Studying semi-random models of instances has been a very fruitful direction of study towards understanding the complexity for various NP-hard problems such as graph partitioning problems \cite{28, 29, 26, 27}, independent sets \cite{13, 32}, graph coloring \cite{1, 11, 12}, etc. By studying algorithms for instances where some parts are chosen to be arbitrary and some parts are chosen to be random, one can understand which aspects of the problem make it computationally intractable. Besides being of natural theoretical interest, studying approximation algorithms for semi-random models of instances can also be practically useful since some natural semi-random models of instances can be better models of instances arising in practice than the worst-case instances. Therefore, designing algorithms specifically for such models can help to bridge the gap between theory and practice in the study of algorithms. Some random and semi-random models of instances of the \textsc{Densest} $k$-\textsc{Subgraph} problem (and its many variants) have been studied in \cite{2, 6, 8, 19, 20, 21, 33, 34}, we discuss them in Section 1.3. Our models are primarily inspired by the densest subgraph models mentioned above as well as the semi-random models of instances for other problems \cite{13, 32} studied in the literature. For a large range of parameters of these models, we get significantly better approximation factors for the \textsc{Densest} $k$-\textsc{Subgraph} problem, and also show that we can recover a large part of the planted solution.

We note that semidefinite programming (SDP) based methods have been popularly used in many randomized models for different problems, including the \textsc{Densest} $k$-\textsc{Subgraph} problem \cite{19, 20, 21}. And thus, another motivation for our work is to understand the power of SDPs in approximating the \textsc{Densest} $k$-\textsc{Subgraph} problem. Since even strong SDP relaxations of the problem have a large integrality gap \cite{7} for worst case instances (see Section 1.3), we ask what families of instances can SDPs approximate well? In addition to being of theoretical interest, algorithms using the basic SDP also have a smaller running time. In comparison, the algorithm of \cite{6} produces an $O\left(n^{1/4+\epsilon}\right)$ approximation for worst-case instances in time $n^{O(1/\epsilon)}$; their algorithm is based on rounding an LP hierarchy, but they also show that their algorithm can be executed without solving an LP and obtain the same guarantees.

### 1.1 Our models and results

The main inspiration for our models are the semi-random models of instances for the independent set problem \cite{13, 32}. Their instances are constructed as follows. Starting with a set of vertices $V$, a subset of $k$ vertices is chosen to form the independent set $S$, and edges are added between each pair in $S \times (V \setminus S)$ independently with probability $p$. Finally, an arbitrary graph is added on $V \setminus S$. They study the values of $k$ and $p$ for which they can recover a large independent set. Our models can be viewed as analogs of this model to the \textsc{Densest} $k$-\textsc{Subgraph} problem: edges are added between each pair in $S \times (V \setminus S)$ independently with probability $p$, and then edges are added in $S$ to form a dense subset. Since we also guarantee that we can recover a large part of the planted dense subgraph $S$, we also need to assume that the graph induced on $V \setminus S$ is “far” from containing a dense subgraph. We now define our models.

▶ **Definition 1.1** ($\mathcal{D}kSExp(n, k, d, \delta, d', \lambda)$). An instance of $\mathcal{D}kSExp(n, k, d, \delta, d', \lambda)$ is generated as follows,
1. We partition $V$ into two sets, $S$ and $V \setminus S$ with $|S| = k$. We add edges (of weight 1) between pairs in $S \times (V \setminus S)$ independently with probability $p = \delta d/k$.

2. We add edges of arbitrary non-negative weights between arbitrary pairs of vertices in $S$ such that the graph induced on $S$ has average weighted degree $d$.

3. We add edges of arbitrary non-negative weights between arbitrary pairs of vertices in $V \setminus S$ such that the graph induced on $V \setminus S$ is a $(d', \lambda)$-expander (see Definition 1.10 for definition).

4. (Monotone adversary) Arbitrarily delete any of the edges added in step 1 and step 3.

5. Output the resulting graph.

We note that the step 2, step 3, and step 4 in the construction of the instance above are adversarial steps.

$D_{kS} \text{Exp}(n, k, d, \delta, d', \lambda)$ are a class of instances that have a prominent dense subset of size $k$. Note that, since the graph induced on $V \setminus S$ is a subset of an expander graph, it would not have any dense subsets. We also note that the monotone adversary can make significant changes to graph structure. For example, the graph induced on $V \setminus S$ can be neither $d'$-regular nor an expander after the action of the monotone adversary.

We require $\delta < 1$ in step 1 for the following reason. For any fixed set $S' \subset V \setminus S$ such that $|S'| = O(k)$, the expected weight of edges in the bipartite graph induced on $S \cup S'$ is $O(\delta kd)$. Since we want the graph induced on $S$ to be the densest $k$-subgraph (the total of edges in the graph induced on $S$ is $kd/2$), we restrict $\delta$ to be at most 1.

We present our main results below, note that our algorithm outputs a dense subgraph of size $k$ and its performance is measured with respect to the density of the planted subgraph $G[S]$, i.e. $kd/2$.

$\textbf{Definition 1.2.}$ We define $\rho(V') \overset{\text{def}}{=} \left( \sum_{i,j \in V'} w(\{i, j\}) \right) / 2$ for any $V' \subseteq V$.

$\textbf{Theorem 1.3 (Informal version of Theorem 2.1).}$ Given an instance of $D_{kS} \text{Exp}(n, k, d, \delta, d', \lambda)$ where

$$\delta = O\left(\frac{kd'}{nd}\right), \quad \frac{\delta d}{k} = \Omega\left(\frac{\log n}{n}\right), \quad \text{and} \quad \nu = \Theta\left(\sqrt{\delta + \lambda + \sqrt{d'}}\right),$$

there exists a deterministic polynomial time algorithm that outputs with high probability (over the instance) a vertex set $Q$ of size $k$ such that $\rho(Q) \geq (1 - \nu) \frac{kd}{2}$. The above algorithm also computes a vertex set $T$ such that

(a) $|T| \leq (1 + \Theta(\nu)) k.$ \hspace{1cm} (b) $\rho(T \cap S) \geq (1 - O(\nu)) \frac{kd}{2}.$

$\textbf{Remark 1.4.}$ In Theorem 1.3, we restrict the range of $\delta$ for the following reason. An interesting setting of parameters is when the average degree of vertices in $S$ and $V \setminus S$ are within constant factors of each other. Then the expected average degree of a vertex in $S$ is $d + p(n - k)$. And for a vertex in $V \setminus S$, the expected average degree is $d' + kp$. Thus setting,

$$d + p(n - k) = \Theta(d' + kp) \implies \delta = \Theta\left(\frac{kd'}{nd}\right) \quad \text{(Recall, } p = \frac{\delta d}{K}\right).$$

We also study another interesting model with a different assumption on the subgraph $G[V \setminus S]$. 
Definition 1.5. $D_k(S(n, k, d, \delta, \gamma))$ is generated similarly to $D_k(S(n, k, d, \delta, d', \lambda))$ except in step 3, where we add edges between arbitrary pairs of vertices in $V \setminus S$ such that the graph induced on $V \setminus S$ has the following property: $\rho(V') \leq \gamma d |V'| \forall V' \subseteq V \setminus S$.

By construction, the graph induced on $V \setminus S$ does not have very dense subsets.

Theorem 1.6. Given an instance of $D_k(S(n, k, d, \delta, \gamma))$ where $\delta = \Theta\left(\frac{k}{n}\right)$, $\frac{\delta d}{k} = \Omega\left(\frac{\log n}{n}\right)$, and $\tau = \Theta\left(\sqrt{\delta + \gamma + \frac{1}{\sqrt{d}}}\right)$,

there is a deterministic polynomial time algorithm that outputs with high probability (over the instance) a vertex set $Q$ of size $k$ such that $\rho(Q) \geq (1 - \tau)\frac{kd}{2}$. The above algorithm also computes a vertex set $T$ such that

(a) $|T| \leq (1 + O(\tau)) k$.
(b) $\rho(T \setminus S) \geq (1 - O(\tau))\frac{kd}{2}$.

Other results

We also study two variants of $D_k(S(n, k, d, \delta, d', \lambda)$ and $D_k(S(n, k, d, \delta, \gamma)$ where the subgraph $G[S]$ is $d$-regular.

1. $D_k(S(n, k, d, \delta, d', \lambda)$ is same as $D_k(S(n, k, d, \delta, d', \lambda)$ except in step 2, which requires the subgraph $G[S]$ to be an arbitrary $d$-regular graph.

   Theorem 1.7. Given an instance of $D_k(S(n, k, d, \delta, d', \lambda)$ where

   $\delta = \Theta\left(\frac{kd'}{nd}\right)$, $\frac{\delta d}{k} = \Omega\left(\frac{\log n}{n}\right)$, and $\nu' = \Theta\left(\frac{\sqrt{d'}}{d\left(1 - \delta - \frac{\lambda}{d}\right)}\right)$,

   there is a deterministic polynomial time algorithm that outputs with high probability (over the instance) a vertex set $Q$ of size $k$ such that

   a. $\rho(Q) \geq (1 - \nu')\frac{kd}{2}$.
   b. $|Q \setminus S| \geq (1 - O(\nu')) k$.

2. $D_k(S(n, k, d, \delta, \gamma)$ is same as $D_k(S(n, k, d, \delta, \gamma)$ except in step 2, which requires the subgraph $G[S]$ to be an arbitrary $d$-regular graph.

   Theorem 1.8. Given an instance of $D_k(S(n, k, d, \delta, \gamma)$ where

   $\delta = \Theta\left(\frac{k}{n}\right)$, $\frac{\delta d}{k} = \Omega\left(\frac{\log n}{n}\right)$, and $\tau' = \Theta\left(\frac{1}{\sqrt{d}(1 - \gamma - \delta)}\right)$,

   there is a deterministic polynomial time algorithm that outputs with high probability (over the instance) a vertex set $Q$ of size $k$ such that

   a. $\rho(Q) \geq (1 - \tau')\frac{kd}{2}$.
   b. $|Q \setminus S| \geq (1 - O(\tau')) k$.

We will show that for most natural regime of parameters, we get a better approximation factors in the case when $G[S]$ is a $d$-regular graph.
Remark 1.9. It has been pointed out to us by anonymous reviewers that for a large range of parameters of the $DkS(n, k, d, \delta, \gamma)$ and $DkSReg(n, k, d, \delta, \gamma)$ models, $\max_{W \subseteq V} \rho(W)/|W|$ will be a subset of $S$; for any graph $G = (V, E)$, the algorithm due to Charikar [10] can be used to compute $\max_{W \subseteq V} \rho(W)/|W|$ in polynomial time. It is plausible that using this algorithm iteratively, one can recover a “large” part of $S$. However the algorithm described in Theorem 1.6 and Theorem 1.8 gives a more direct approach to recover a large part of $S$.

1.2 Notation

We use $n \equiv |V|$, and use $V$ and $[n] \equiv \{1, 2, \ldots, n\}$ interchangeably. We assume w.l.o.g. that $G$ is a complete graph: if $\{i, j\} \notin E$, we add $\{i, j\}$ to $E$ and set $w(\{i, j\}) = 0$. We use $A$ to denote the weighted adjacency matrix of $G$, i.e. $A_{ij} = w(\{i, j\}) \forall i, j \in V$. The degree of vertex $i$ is defined as $d_i = \sum_{j \in V} w(\{i, j\})$.

For $V' \subseteq V$, we use $G[V']$ to denote the subgraph induced on $V'$ and $\overline{V'}$ to denote $V \setminus V'$. For a vector $v$, we use $\|v\|$ to denote the $\ell_2$ norm. For a matrix $A$, we use $\|A\|$ to denote the spectral norm $\|A\| = \max_{x \neq 0} \|Ax\|/\|x\|$.

We define probability distributions $\mu$ over finite sets $\Omega$. For a random variable (r.v.) $X : \Omega \to \mathbb{R}$, its expectation is denoted by $E_{\omega \sim \mu}[X]$. In particular, we define the two distributions which we use below.

1. For a vertex set $V' \subseteq V$, we define a probability (uniform) distribution $(f_{V'})$ on the vertex set $V'$ as follows. For a vertex $i \in V'$, $f_{V'}(i) = 1/|V'|$. We use $i \sim V'$ to denote $i \sim f_{V'}$ for clarity.

2. For a vertex set $V' \subseteq V$, we define a probability distribution $(f_{E(G[V'])})$ on the edges of $G[V']$ as follows. For an edge $e \in E(G[V'])$, $f_{E(G[V'])}(e) = w(e)/\rho(V')$. Again, we use $e \sim E(G[V'])$ to denote $e \sim f_{E(G[V'])}$ for convenience.

Definition 1.10 ($(d, \lambda)$-expanders). A graph $H = (V, E, w)$ is said to be a $(d, \lambda)$-expander if $H$ is $d$-regular and $|\lambda_i| \leq \lambda$, $\forall i \in [n] \setminus \{1\}$, where $\lambda_1 \geq \lambda_2 \ldots \geq \lambda_n$ are the eigenvalues of the weighted adjacency matrix of $H$.

1.3 Related Work

Densest $k$-subgraph. There has been a lot of work on the DENSEST $k$-SUBGRAPH problem and its variants. The current best known approximation algorithm, due to Bhaskara et al. [6], gives an approximation ratio of $O(n^{1/4+\epsilon})$ in time $n^{O(1/\epsilon)}$, for all values of $\epsilon > 0$ (for $\epsilon = 1/\log n$, we get a ratio of $O(n^{1/\delta})$). They also extend their approach to give a $O(n^{1/4-\epsilon})$ approximation algorithm which runs in time $2^{n^{O(\epsilon)}}$. They improved the prior results of Feige et al. [14] which gave a $n^{1/3-\epsilon}$ approximation for some small $\epsilon > 0$. [14] also give a greedy algorithm which has an approximation factor of $O(n/k)$.

When $k = \Theta(n)$, Asahiro et al. [3] gave a constant factor approximation algorithm. Many other works have looked at this problem using linear and semidefinite programming techniques. Srivastav et al. [37] gave a randomized rounding algorithm using a SDP relaxation in the case when $k = n/c$ for $c > 1$, they improved the constants for certain values of $k$ over the results of [3]. Feige and Langberg [15] use a different SDP to get an approximation of slightly above $k/n$ for the case when $k$ is roughly $n/2$. Feige and Seltser [16] construct examples for which their SDP has an integrality gap of $\Omega(n^{1/3})$. 
There has been work done on a related problem called the maximum density subgraph, where the objective is to find a subgraph which maximizes the ratio of number of edges to the number of vertices. Goldberg [18] and Gallo et al. [17] had given an algorithm to solve this problem exactly using maximum flow techniques. Later, Charikar [10] gave an algorithm based on a linear programming method. This paper also solves the problem for directed graphs using a notion of density given by Kannan and Vinay [22]. Khuller and Saha [24] gave a max-flow based algorithm in the directed setting.

On the hardness side, Khot [23] showed that it does not have a PTAS unless NP has subexponential algorithms. There has been some works based on some other hardness assumptions. Assuming the small-set expansion hypothesis, Raghavendra and Steurer [35] show that it is NP-hard to approximate DkS to any constant factor. Under the deterministic ETH assumption, Braverman et al. [9] show that it requires \( n^{O(\log n)} \) time to approximate DkS with perfect completeness to within \( 1 + \epsilon \) factor (for a universal constant \( \epsilon > 0 \)). More recently Manurangsi [31] showed assuming the exponential time hypothesis (ETH), that there is no polynomial time algorithm that approximates this to within \( n^{1/(\log \log n)} \) factor where \( \epsilon > 0 \) is some fixed constant independent of \( n \).

Bhaskara et al. [7] study strong SDP relaxations of the problem and show that the integrality gap of DkS remains \( n^{Ω(1)} \) even after \( n^{1-\epsilon} \) rounds of the Lasserre hierarchy. Also for \( n^{Ω(\epsilon)} \) rounds, the gap is as large as \( n^{2/3-\epsilon} \). Moreover for the Sherali-Adams relaxation, they show a lower bound of \( \Omega \left( n^{1/4} / \log^3 n \right) \) on the integrality gap for \( Ω \left( \log n / \log \log n \right) \) rounds.

Ames [2] studies the planted DkS problem using a non-SDP convex relaxation for instances of the following kind. Let \( S \) be the planted dense subgraph (of size \( k \)), they claim that if \( G[S] \) contains at least \( \binom{k}{2} - c_1 k^2 \) edges and the subgraph \( G[V \setminus S] \) contains at most \( c_2 k^2 \) edges where \( c_1, c_2 \) are constants depending on other parameters of the graph like the density of the subgraph \( G[S] \) etc, then under some mild technical conditions, they show that the unique optimal solution to their convex program is integral and corresponds to the set \( S \). They also study analogous models for bipartite graphs.

**Random models for DkS.** Bhaskara et al. [6] study a few random models of instances for the Densest \( k \)-Subgraph problem, we describe them here. Let \( D_1 \) denote the distribution of Erdős-Rényi random graphs \( G(n, p) \) and let \( D_2 \) denote the distribution of graphs constructed as follows. Starting with a “host graph” of average degree \( D \) (where \( D \leq np \)), a set \( S \) of \( k \) vertices is chosen arbitrarily and the subgraph on \( S \) is replaced with a dense subgraph of average degree \( d \). Given \( G_1 \sim D_1 \) and \( G_2 \sim D_2 \), the problem is to distinguish between the two distributions. They consider this problem in three different models with varying assumptions on \( D_2 \), (i) **Random Planted Model** : the host graph and the planted dense subgraph are random, (ii) **Dense in Random Model** : an arbitrary dense graph is planted inside a random graph, and (iii) **Dense vs Random Model** : an arbitrary dense graph is planted inside an arbitrary graph.

The planted dense subgraph recovery problem is similar in spirit to the Random Planted Model where the goal is to recover a hidden community of size \( k \) within a larger graph which is constructed as follows : two vertices are connected by an edge with probability \( p \) if they belong to the same community and with probability \( q \) otherwise. The typical setting of parameters is, \( p > q \). The works by [33, 20, 34, 19, 21, 8, 2] studies this problem using SDP based, spectral, statistical, message passing algorithms etc.

We give a brief overview of their distinguishing algorithms in the three models. Given a graph on \( n \) vertices with average degree \( d_{\text{avg}} \), its log-density is defined as \( \log \frac{d_{\text{avg}}}{\log n} \). Let
\(\Theta_1\) and \(\Theta_2\) denote the log-density of \(G_1\) and the log-density of the planted subgraph \(G_2[S]\) respectively. Their algorithm is based on the counts of a specially constructed small-sized tree (the size of which is parameterized by relatively prime integers \(r, s\) such that \(s > r > 0\)) as a subgraph in \(G_1\) and \(G_2\). They show that if \(\Theta_1 \leq r/s\), then \(G_1\) will have at most polynomially many such subtrees. On the other hand, when \(\Theta_2 \geq r/s + \epsilon\) where \(\epsilon > 0\) is a small constant, they show that there at least \(k^\epsilon\) such subtrees (even in the Dense vs Random Model). Now if \(k > (\log n)^{c(1)}\), they use this difference in the log-densities to show the gap between counts of such trees in \(G_1\) and \(G_2\), and hence are able to distinguish between the two distributions. They show that the running time of this algorithm is \(n^{O(n)}\). Also for constant \(\Theta_1\) and \(\Theta_2\), the running time is \(n^{O((\Theta_2 - \Theta_1))}\) ([6, 5]). We call this algorithm the “subgraph counting” algorithm.

The distinguishing problem can be restated as the following : For a given \(n, k, p\), we are interested in finding the smallest value of \(d\) for which the problem can be solved. For a certain range of parameters, spectral, SDP based methods, etc. can be used to work for small values of \(d\). For example, in the Dense vs Random Model, when \(k > \sqrt{n}\) a natural SDP relaxation of DKS can be used to distinguish between \(G_1\) and \(G_2\) for \(d > \sqrt{D} + kD/n\) (which is smaller than \(D^{O(n, k)}\), the threshold of the subgraph counting algorithm). They upper bound the cost of the optimal SDP solution for a random graph \(G_1\), by constructing a feasible dual solution which certifies (w.h.p.) that it cannot contain a \(k\)-subgraph with density more than that of \(\sqrt{D} + kD/n\). We use their results in bounding the cost of the SDP contribution from \(G[V \setminus S]\) in the \(\text{DkSExp}(n, k, d, d', \lambda)\) and \(\text{DkSExpReg}(n, k, d, d', \lambda)\) models.

The distribution \(D_2\) of graphs considered in the Dense in Random Model (arbitrary dense graph planted in a random graph) is similar to a subset of \(\text{DkSExp}(n, k, d, d', \lambda)\) instances since \(G[S]\) is an arbitrary dense subgraph in both models and \(G[S, V \setminus S]\) is a random graph in both the models. The difference is in the subgraph \(G[V \setminus S]\), where this is a random graph in the Dense in Random model whereas our models require it to be a regular expander. While our proofs require the expander to be regular, they can also be made to work for random graphs since we use the bound on the SDP value from [6] (analysis in Section 2.2).

We look at the range of parameters where the following two algorithms can be used to solve the Dense in Random problem. One is the SDP based algorithm proposed in our work (closely related to \(\text{DkSExp}(n, k, d, d', \lambda)\) model) and second is the subgraph counting algorithm which uses the difference in the log-densities of the planted subgraph and the host graph to distinguish the two distributions from [6, 5]. For the purposes of comparison, we consider the case when \(k, d = \text{poly}(n)\) and \(p = 1/\text{poly}(n)\). Also we ignore the low-order terms in these expressions. In this regime, our algorithms’ threshold is

\[
d = \Omega(\max\{pk, \sqrt{np}\})
\]

since we can use the objective value of the SDP 1.11 to distinguish between the cases in this range of \(d\). For \(G_1\), this value is at most \(k (pk + \sqrt{np}) / 2\) (Lemma 2.12) while for \(G_2\) it is at least \(kd/2\). Moreover, Algorithm 1 can be used to recover a part of the planted solution as the value of \(\nu\) is small (when \(d\) satisfies Equation (1), \(\nu\) is bounded away and smaller than 1) in this regime (see Section 2 and Theorem 2.1).

The counting algorithms’ threshold (or the log-density threshold) is

\[
\frac{\log d}{\log k} - \frac{\log np}{\log n} > 0 \iff \frac{\log k \log np}{\log n} > 0 \iff d = \Omega\left((np)^{\log_{kn} k}\right)
\]
Planted Models for the Densest $k$-Subgraph Problem

and its running time is $n \cdot O\left(\frac{1}{\log_k d - \log_n np}\right)$. We look at different ranges of $k$ and compare the values of $d$ for which the two algorithms can solve the distinguishing problem.

1. $k = \Theta(\sqrt{n})$.
   In this case, $\max\{pk, \sqrt{np}\} = \sqrt{np}$. This matches with the log-density threshold. Note that for $p = \Theta(1/\sqrt{n})$, we get $d = \Omega(n^{1/4})$. To the best of our knowledge, there is no poly-time algorithm which beats this lower bound.

2. $k = \omega(\sqrt{n})$.
   In this setting, $(np)^{\log_n k} = \omega(\sqrt{np})$. Also, $(np)^{\log_n k} = k(p)^{\log_n k} = \omega(pk)$. Thus our algorithm has a better threshold in this regime. There is a spectral algorithm, see Section 6.2 of [6], which uses the second eigenvalue of the adjacency matrix which can distinguish with the same threshold as our algorithm in this regime.

3. $k = o(\sqrt{n})$.
   In this case, $(np)^{\log_n k} = o(\sqrt{np})$. Here the log-density threshold is smaller than our threshold. Therefore the algorithm by Bhaskara et al. [6] works for a larger range of parameters than our algorithms.

Other semi-random models. Semi-random instances of many other fundamental problems have been studied in the literature. This includes the unique games problem [25], graph coloring [1, 11, 12], graph partitioning problems such as balanced-cut, multi-cut, small set expansion [28, 29, 26, 27], etc. [30] studies the problem of learning communities in the Stochastic Block Model in the presence of adversarial errors.

McKenzie, Mehta and Trevisan [32] study the complexity of the independent set problem in the Feige-Killian model [13]. Instead of using a SDP relaxation for the problem, they use a “crude” SDP (introduced in [25]) which exploits the geometry of vectors (orthogonality etc.) to reveal the planted set. They bound the SDP contribution by the vertex pairs, $S \times V \setminus S$ using the Grothendieck inequality and thereby showing that the vectors in $S$ are “clustered” together. Their algorithm outputs w.h.p. a large independent set when $k = \Omega(n^{2/3}/p^{1/3})$. Also, for the parameter range $k = \Omega(n^{2/3}/p)$, it outputs a list of at most $n$ independent sets of size $k$, one of which is the planted one.

Semi-random models for graph partitioning problems. The problem of $DkS$ is very closely related to the Small Set Expansion problem (SSE, henceforth). This problem has been very well studied in the literature. At the first glance, the problem of $DkS$ can be thought of as finding a small set $S$ of size $k$ which is non-expanding. The densest set is typically a non-expanding set because most of the edges incident on $S$ would remain inside it than leaving it. But the converse is not true, since all sets of cardinality $k$ which have small expansion are not dense. In particular, in our model, by the action of the monotone adversary on $V \setminus S$, there can exist many small sets (of size $O(k)$) which not only have a very small fraction of edges going outside but can have very few edges left inside as well. This makes the problem of $DkS$ very different from the SSE problem. Nevertheless, we survey some related works of semi-random models of SSE. The works [36, 4] study the worst-case approximation factors for the SSE problem and give bi-criteria approximation algorithms for the same. Their algorithms are also based on rounding a SDP relaxation.

Makarychev, Markarychev and Vijayaraghavan [28] study the complexity of many graph partitioning problems including balanced cut, SSE, and multi-cut etc. They consider the following model: Partition $V$ into $(S, V \setminus S)$ such that $G[S]$ and $G[V \setminus S]$ are arbitrary while
$G[S, V \setminus S]$ is a random graph with some probability $\varepsilon$. They allow an adversary to add edges within $S$ and $V \setminus S$, and delete any edges across these sets. They get constant factor bi-criteria approximation algorithms (under some mild technical conditions) in this model. In the case of balanced cut and SSE problems, when the partitions themselves have enough expansion within them, they can recover the planted cut up to a small error.

Louis and Venkat [26] study the problem of balanced vertex expansion in a natural semi-random model and get a bi-criteria approximation algorithm for the same. They even get an exact recovery for a restricted set of parameters in their model. Their proof consisted of constructing an optimal solution to the dual of the SDP relaxation and using it to show the integrality of the optimal primal solution. In [27], they study the problem for a general, balanced $k$-way vertex (and edge) expansion and give efficient algorithms for the same. Their construction consists of $k$ (almost) regular expander graphs (over vertices $\{S_i\}_{i=1}^k$, each of size $n/k$) and then adding edges across them ensuring that the expansion of each of the $G[S_i]$'s is small. Their algorithm is based on rounding a SDP relaxation and then showing that the vertices of each $S_i$ are "clustered" together around the mean vector $\mu_i$ and for different sets $S_i$ and $S_j$, $\mu_i$ and $\mu_j$ are sufficiently apart. This gives a way to recover a good solution. Our approach also shows that the SDP vectors for the vertices in $S$ are "clustered" together. However arriving at such a conclusion requires different ideas because of the new challenges posed by the nature of the problem and assumptions on our models.

### 1.4 SDP formulation

We use the following Semidefinite/Vector Programming relaxation for our problem, over the vectors $X_i (i \in [n])$ and $I$.

**SDP 1.11.**

\[
\text{maximize} \quad \frac{1}{2} \sum_{i,j=1}^{n} A_{ij} \langle X_i, X_j \rangle \\
\text{subject to} \quad \sum_{i=1}^{n} \langle X_i, X_i \rangle = k \quad (3) \\
\sum_{j=1}^{n} \langle X_i, X_j \rangle \leq k \langle X_i, X_i \rangle \quad \forall i \in [n] \quad (4) \\
0 \leq \langle X_i, X_j \rangle \leq \langle X_i, X_i \rangle \quad \forall i, j \in [n], (i \neq j) \quad (5) \\
\langle X_i, X_i \rangle \leq 1 \quad \forall i \in [n] \quad (6) \\
\langle X_i, I \rangle = \langle X_i, X_i \rangle \quad \forall i \in [n] \quad (7) \\
\langle I, I \rangle = 1 \quad (8)
\]

We note that these programs can be solved efficiently using standard algorithms, like ellipsoid and interior point methods. To see, why the above SDP 1.11 is a relaxation, let $S$ be the optimal set and $v$ be any unit vector. It is easy to verify the solution set,

\[
X_i = \begin{cases} 
  v & i \in S \\
  0 & i \in V \setminus S 
\end{cases} \quad \text{and} \quad I = v.
\]

is feasible for SDP 1.11 and gives the objective value equal to its optimal density.
1.5 Proof Overview

Our algorithms are based on rounding an SDP relaxation (SDP 1.11) for the Densest $k$-Subgraph problem. At a high level, we show that most of the SDP mass is concentrated on the vertices in $S$ (Proposition 2.16). To show this, we begin by observing that the SDP objective value is at least $kd/2$ since the integer optimal solution to the SDP has value at least $kd/2$. Therefore, by proving an appropriate upper bound on the SDP value from edges in $S \times (V \setminus S)$ (Proposition 2.2) and the edges in $V \setminus S$ (Proposition 2.11), we can get a lower bound on the SDP value from the edges inside $S$.

The edges in $S \times (V \setminus S)$ form a random bipartite graph. We can bound the contribution towards the SDP mass from this part by bounding the contribution from the “expected graph” (Lemma 2.5) and the contribution from the random graph minus the expected graph (Corollary 2.10). The contribution from the latter part can be bounded using bounds on the spectra of random matrices (Corollary 2.8). Since the expected graph is a complete weighted graph with edge weights equal to the edge probability, the contribution from this part can be bounded using the SDP constraints (Lemma 2.5).

For $D_kS(n, k, d, \delta, \gamma)$ and $D_kSReg(n, k, d, \delta, \gamma)$, we use a result of Charikar [10]. This work showed that for a graph $H = (V', E')$, a natural LP relaxation can be used to compute $\max_{W \subseteq V'} \rho(W)/|W|$. We show that we can use our SDP solution to construct a feasible solution for this LP. Since $\rho(W)/|W| \leq \gamma d$, $\forall W \subseteq V \setminus S$ in this model, Charikar’s result [10] implies that the cost of any feasible LP solution can be bounded by $\gamma d$. This gives us the desired bound on the SDP value on the edges inside $V \setminus S$.

These bounds establish that most of the SDP mass is on the edges inside $S$. Using the SDP constraints, we show that the set of vertices corresponding to all the “long” vectors will contain a large weight of edges inside $S$ (Corollary 2.19). Moreover, since the sum of squared lengths of the vectors is $k$ (from the SDP constraints), we can only have $O(k)$ long vectors (Lemma 2.20). Using standard techniques from the literature, we can prune this set to obtain a set of size at most $k$ and having large density [37]. In the case when the graph induced on $S$ is $d$-regular, we show that if a set contains a large fraction of the edges inside $S$, then it must also have a large intersection with $S$. We present our complete procedure in Algorithm 1.

We note that while this framework for showing that the SDP mass is concentrated on the planted solution has been used for designing algorithms for semi-random instances of other problems as well, proving quantitative bounds is problem-specific and model-specific: different problems and different models require different approaches.

Organization of the paper

Due to space constraints, we present the complete version (with all the details and proofs) of Section 2 in the full version of the paper; however we do state the key technical results.
here with the proof of Theorem 2.1. We state and prove the formal versions of Theorem 1.6, Theorem 1.7, and Theorem 1.8 in the full version of the paper.

2 Analysis of $DkSExp(n, k, d, \delta, d', \lambda)$

In this section, we will analyse the $DkSExp(n, k, d, \delta, d', \lambda)$ model. Our main result is the following.

Theorem 2.1 (Formal version of Theorem 1.3).

There exist universal constants $\kappa, \xi \in \mathbb{R}^+$ and a deterministic polynomial time algorithm, which takes an instance of $DkSExp(n, k, d, \delta, d', \lambda)$ where

$$\nu = 2 \sqrt{3 \left(6\delta + \xi \sqrt{\frac{3n}{d} + \lambda + \frac{d'k}{(n-k)d}}\right)},$$

satisfying $\nu \in (0, 1)$, and $\delta d/k \in [\kappa \log n/n, 1)$, and outputs with high probability (over the instance) a vertex set $Q$ of size $k$ such that

$$\rho(Q) \geq (1 - \nu) \frac{kd}{2}.$$

The above algorithm also computes a vertex set $T$ such that

(a) $|T| \leq k \left(1 + \frac{\nu}{5}\right),$ 
(b) $\rho(T \cap S) \geq \left(1 - \frac{\nu}{2}\right) \frac{kd}{2}.$

In the analysis below, without loss of generality we can ignore the adversarial action (step 4 of the model construction) to have taken place. Let us assume the monotone adversary removes edges arbitrarily from the subgraphs $G[V \setminus S]$ and $G[S, V \setminus S]$ and the new resulting adjacency matrix is $A'$. Then for any feasible solution $\{\{Y_i\}_{i=1}^n, I\}$ of the SDP, we have

$$\sum_{i \in P, j \in Q} A'_{ij} \langle Y_i, Y_j \rangle \leq \sum_{i \in P, j \in Q} A_{ij} \langle Y_i, Y_j \rangle \text{ for } \forall P, Q \subseteq V.$$ This holds because of the non-negativity constraint Equation (5). Thus the upper bounds on SDP contribution by vectors in $G[S, V \setminus S]$ and $G[V \setminus S]$ as claimed by Proposition 2.2 and Proposition 2.11 respectively are intact and the rest of the proof follows exactly. Hence, without loss of generality, we can ignore this step in the analysis of our algorithm.

2.1 Edges between $S$ and $V \setminus S$

In this section, we show an upper bound on $\sum_{i \in S, j \in V \setminus S} A_{ij} \langle X_i, X_j \rangle$.

Proposition 2.2. W.h.p. (over the choice of the graph), we have

$$\sum_{i \in S, j \in V \setminus S} A_{ij} \langle X_i, X_j \rangle \leq 3pk^2 \left(1 - \frac{\mathbb{E}_{i \sim S} \|X_i\|^2}{\mathbb{E}_{i \sim S} \|X_i\|^2}\right) + \frac{\xi k \sqrt{mp}}{\mathbb{E}_{i \sim S} \|X_i\|^2} \left(\mathbb{E}_{i \sim S} \|X_i\|^2\right) \left(1 - \frac{\mathbb{E}_{i \sim S} \|X_i\|^2}{\mathbb{E}_{i \sim S} \|X_i\|^2}\right).$$

Note that

$$\sum_{i \in S, j \in V \setminus S} A_{ij} \langle X_i, X_j \rangle = p \sum_{i \in S, j \in V \setminus S} \langle X_i, X_j \rangle + \sum_{i \in S, j \in V \setminus S} (A_{ij} - p) \langle X_i, X_j \rangle. \quad (9)$$

We will bound the two terms in the R.H.S. of Equation (9) separately. The first term relies only on the expected graph and can be bounded using the SDP constraints. We use bounds on the eigenvalues of random bipartite graphs to bound the second term.
Bound the contribution from the expected graph

We first prove some properties of the SDP solutions that we will use to bound this term. The following lemma shows that if the expected value of the squared norm of the vectors corresponding to the set $S$ is “large”, then their expected pairwise inner product is “large” as well.

Lemma 2.3. Let $\{Y_i^{n_{i=1}}\}_i$, $T \subseteq V$ such that,

$$E_{i \sim T} \|Y_i\|^2 \geq 1 - \epsilon$$

where $0 \leq \epsilon \leq 1$, then $E_{i,j \sim T} \langle Y_i, Y_j \rangle \geq 1 - 4 \epsilon$.

Corollary 2.4.

$$E_{i,j \sim S} \langle X_i, X_j \rangle \geq 4 E_{i \sim S} \|X_i\|^2 - 3.$$

We are now ready to bound the first term in Equation (9).

Lemma 2.5.

$$\sum_{i \in S, j \in V \setminus S} \langle X_i, X_j \rangle \leq 3 k^2 \left(1 - E_{i \sim S} \|X_i\|^2\right).$$

Bounding the deviation from the expected graph

We now prove the following lemmas which we will use to bound the second term in Equation (9). Let $B$ be the $n \times n$ matrix defined as follows.

$$B_{ij} \begin{cases} A_{ij} - p & i \in S, j \in V \setminus S \text{ or } i \in V \setminus S, j \in S \\ 0 & \text{otherwise} \end{cases}$$

Lemma 2.6.

$$\sum_{i,j \in V} B_{ij} \langle X_i, X_j \rangle \leq 2k \|B\| \sqrt{\left(E_{i \sim S} \|X_i\|^2\right) \left(1 - E_{i \sim S} \|X_i\|^2\right)}.$$

Now, we use the following folklore result to bound $\|B\|$.

Theorem 2.7 ([21], Lemma 30). Let $M$ be a symmetric matrix of size $n \times n$ with zero diagonal and independent entries such that $M_{ij} = M_{ji} \sim \text{Bern}(p_{ij})$ for all $i < j$ with $p_{ij} \in [0, 1]$. Assume $p_{ij} (1 - p_{ij}) \leq r$ for all $i < j$ and $nr = \Omega(\log n)$. Then, with high probability (over the randomness of matrix $M$),

$$\|M - E[M]\| \leq O(1) \sqrt{nr}.$$

Corollary 2.8. There exists universal constants $\kappa, \xi \in \mathbb{R}^+$ such that if $p \in \left[\frac{\kappa \log n}{n}, 1\right)$,

then

$$\|B\| \leq \xi \sqrt{np}$$

with high probability (over the choice of the graph).

Remark 2.9. Note that, Corollary 2.8 holds with high probability when $p = \Omega(\log n/n)$. In the rest of the paper, we work in the range of parameters where this lower bound on $p$ is satisfied. However, we do restate it when explicitly using this bound.

Corollary 2.10. W.h.p. (over the choice of the graph),

$$\sum_{i,j \in V} B_{ij} \langle X_i, X_j \rangle \leq 2 \xi k \sqrt{np} \sqrt{\left(E_{i \sim S} \|X_i\|^2\right) \left(1 - E_{i \sim S} \|X_i\|^2\right)}.$$
2.2 Edges in $V \setminus S$

We recall, the subgraph $G[V \setminus S]$ is a $(d',\lambda)$-expander in the $Dk\text{Exp}(n,k,d,\delta,d',\lambda)$ model. We show the following upper bound on the SDP mass contribution by the vectors in $V \setminus S$.

▶ Proposition 2.11.

$$\sum_{i,j \in V \setminus S} A_{ij} \langle X_i, X_j \rangle \leq \left(\lambda k + \frac{d'k^2}{n-k}\right) \left(1 - \mathbb{E}_{i \sim S} \|X_i\|^2\right).$$

To prove the above proposition, we use the following results from the Bhaskara et al. [6] paper.

▶ Lemma 2.12 ([6], Theorem 6.1). For a $G(n,p)$ (Erdős-Rényi model) graph, the value of the SDP (SDP 1.11) is at most $k^2p + O(k\sqrt{np})$ with high probability when $p = \Omega((\log n/n)^{1/3})$.

▶ Lemma 2.13 ([6], Theorem 6.1). For a $(d',\lambda)$-expander graph on $n$ vertices, the value of the SDP (SDP 1.11) is at most $k^2d' + k\lambda$.

We note that, though the statement proved in [6] is about random graphs ($G(n-k,p)$), their proof follows as is for an expander graph. Since, we are only applying Lemma 2.13 to the subgraph $G[V \setminus S]$, we use a scaling factor of $\left(1 - \mathbb{E}_{i \sim S} \|X_i\|^2\right)$. The proof of Proposition 2.11 follows directly from the above lemma. We also provide an alternate proof of this in the full version of the paper.

▶ Remark 2.14. If the subgraph, $G[V \setminus S]$ is a random graph ($G(n-k,p)$) as considered in our discussion in Section 1.3, we can analogously use Lemma 2.12 to get upper bounds on $\sum_{i,j \in V \setminus S} A_{ij} \langle X_i, X_j \rangle$.

2.3 Putting things together

We have shown upper bounds on the SDP mass from the edges in $S \times (V \setminus S)$ (Proposition 2.2) and from the edges in $V \setminus S$ (Proposition 2.11). We combine these results to show that the average value of $\langle X_u, X_v \rangle$ where $\{u,v\} \in E(G[S])$ is “large” (Proposition 2.16). The SDP constraint Equation (5) implies the corresponding vertices, $u$ and $v$ have large squared norms as well. This immediately guides us towards a selection criteria/recovery algorithm. However we need to output a vertex set of size at most $k$, we prune this set using a greedy strategy (Algorithm 1).

▶ Lemma 2.15.

$$\sum_{i,j \in S} A_{ij} \langle X_i, X_j \rangle = (kd) \mathbb{E}_{\{i,j\} \sim E(G[S])} \langle X_i, X_j \rangle.$$

▶ Proposition 2.16. W.h.p. (over the choice of the graph), we have

$$\mathbb{E}_{\{i,j\} \sim E(G[S])} \langle X_i, X_j \rangle \geq 1 - \eta,$$

where

$$\eta = 6\delta + \xi \sqrt{\frac{d\eta}{dk}} + \frac{\lambda}{d} + \frac{d'k}{(n-k)d'}.$$

Now, we present the complete algorithm below.
Algorithm 1

Recovering a dense set \( Q \).

**Input:** An Instance of \( Dk\text{Exp}(n, k, d, \delta, \lambda) \) / \( Dk\text{ExpReg}(n, k, d, \delta, \lambda) \) / \( Dk\text{S}(n, k, d, \delta, \lambda) \) and a parameter \( 0 < \eta < 1 \).

**Output:** A vertex set \( Q \) of size \( k \).

1. Solve SDP 1.11 to get the vectors \( \{ X_i \}_{i=1}^n, I \).
2. \( \alpha = \begin{cases} 1/\sqrt{3\eta} & \text{For instances of type, } Dk\text{Exp}(n, k, d, \delta, \lambda) \text{ or } Dk\text{S}(n, k, d, \delta, \lambda) \text{.} \\ 2/\sqrt{\eta} & \text{For instances of type, } Dk\text{ExpReg}(n, k, d, \delta, \lambda) \text{ or } Dk\text{Reg}(n, k, d, \delta, \lambda). \end{cases} \)
3. Let \( T = \{ i \in V : \|X_i\|^2 \geq 1 - \alpha \eta \} \).
4. Initialize \( Q = T \).
5. **if** \( |Q| < k \) **then**
6. Arbitrarily add remaining vertices to set \( Q \) to make its size \( k \).
7. **else**
8. **while** \( |Q| \neq k \) **do**
9. Remove the minimum weighted vertex from the set \( Q \).
10. **end while**
11. **end if**
12. Return \( Q \).

Note that if \( \eta = 0 \), the SDP returns an integral solution and we can recover the set \( S \) exactly. Therefore, w.l.o.g. we assume \( \eta \neq 0, 1 \).

To analyse the cost of the solution returned by Algorithm 1, we define two sets as follows.

\[
T' \overset{\text{def}}{=} \{ (i, j) \in E : \langle X_i, X_j \rangle \geq 1 - \alpha \eta \} \quad \text{and} \quad T \overset{\text{def}}{=} \{ i \in V : \|X_i\|^2 \geq 1 - \alpha \eta \},
\]

where \( 1 < \alpha < 1/\eta \) is a parameter to be fixed later.

We show that a large weight of the edges inside \( S \) also lies in the set \( T' \).

**Lemma 2.17.** W.h.p. (over the choice of the graph),

\[
\sum_{e \in T' \cap E(G[S])} w(e) \geq \frac{kd}{2} \left( 1 - \frac{1}{\alpha} \right).
\]

The following lemma shows that the subgraph induced on \( T \cap S \) contains all the edges in \( T' \cap E(G[S]) \).

**Lemma 2.18.** W.h.p. (over the choice of the graph),

\[
T' \cap E(G[S]) \subseteq E(G[T \cap S]).
\]

**Corollary 2.19.** W.h.p. (over the choice of the graph),

\[
\rho(T) \geq \rho(T \cap S) \geq \frac{kd}{2} \left( 1 - \frac{1}{\alpha} \right).
\]

We have shown that the subgraph induced on \( T \) has a large weight (\( \approx kd/2 \)). In the next lemma, we show that the size of set \( T \) is not too large compared to \( k \).

**Lemma 2.20.** W.h.p. (over the choice of the graph),

\[
|T| \leq \frac{k}{1 - \alpha \eta}.
\]

To prune the set \( T \) and obtain a set of size \( k \), we use a lemma from the work by Srivastav et al. [37].
Lemma 2.21 ([37], Lemma 1). Let \( V', V'' \subseteq V \) be non-empty subsets such that \( |V''| \geq |V'| \), then the greedy procedure which picks the lowest weighted vertex from \( V'' \) and removes it iteratively till we have \( |V'| \) vertices left ensures, \( \rho(V') \geq \frac{|V''|(|V'| - 1)}{|V''|(|V'| - 1)} \rho(V'') \).

We are now ready to prove the main result which gives the approximation guarantee of our algorithm. We also set the value of parameter \( \alpha \) which maximizes the density of the output graph.

Proof of Theorem 2.1. We run Algorithm 1 on \( DkSE\exp(n, k, d, \delta, d', \lambda) \) with \( \eta \) as given in Proposition 2.16. From Lemma 2.21, we have a handle on the density of the new set \( (Q) \) after pruning \( T \) to a set of size \( k \). The algorithm performs this exactly in the steps 5 to 11. Let \( ALG \) denote the density of this new set (output of Algorithm 1). We have,

\[
ALG \geq \left( \frac{k(k - 1)}{|T|(|T| - 1)} \right) \left( 1 - \frac{1}{\alpha} \right) \frac{kd}{2} \quad \text{(by Corollary 2.19 and Lemma 2.21)}
\]

\[
\geq \left( \frac{(1 - \alpha \eta)^2}{1 + \alpha \eta(k - 1)} \right) \left( 1 - \frac{1}{\alpha} \right) \frac{kd}{2} \quad \text{(by Lemma 2.20 and dividing by } k - 1 )
\]

\[
\geq \left( 1 - 2\alpha \eta \right) \left( 1 - \frac{1}{\alpha} \right) \frac{kd}{2} \quad \text{(w.l.o.g., } k \geq 2 )
\]

\[
\geq \left( 1 - 3\alpha \eta \right) \left( 1 - \frac{1}{\alpha} \right) \frac{kd}{2} \quad \text{(rearranging and bounding the positive terms by 0)}
\]

\[
= \left( 1 - 2\sqrt{3\eta} \right) \frac{kd}{2} \quad \text{(we fix } \alpha = 1/\sqrt{3\eta} \).
\]

Letting \( \nu \) be defined as \( 2\sqrt{3\eta} \), we get that \( ALG \geq (1 - \tau) kd/2 \) where \( \nu = 2\sqrt{3\eta} \).

\[
\nu = 2\sqrt{3 \left( 6\delta + \xi \sqrt{\frac{\delta n}{dk}} + \frac{\lambda}{d} + \frac{d'k}{(n - k)d} \right)} \quad \text{(using the value of } \eta \text{ from Proposition 2.16).}
\]

From Lemma 2.20, \( |T| \leq \frac{k}{1 - \alpha \eta} = \frac{k}{1 - (\nu/6)} \leq k \left( 1 + \frac{\nu}{5} \right) \). And from Corollary 2.19, \( \rho(T \cap S) \geq \frac{kd}{2} \left( 1 - \frac{1}{\alpha} \right) = \frac{kd}{2} \left( 1 - \frac{\nu}{5} \right) \).

Note that for the parameter range \( 0 < 2\sqrt{3\eta} < 1 \iff 0 < \nu < 1 \), the value of \( \alpha \) (as \( 1/\sqrt{3\eta} \)) fixed by the algorithm lies in the interval \( (1, 1/\eta) \) as required.

Remark 2.22 (on Theorem 1.3). In the restricted parameter case, we simplify the arguments in our informal theorem statements, i.e., the case when the average degree of vertices in \( S \) and \( V \setminus S \) is close, we have \( \delta = \Theta \left( \frac{kd'}{nd'} \right) \). Assuming \( \nu = 2\sqrt{3\eta} \), we rewrite \( \delta n / dk \) as \( \frac{d'}{d} \).

from the above value of \( \delta \) and the term \( \frac{(d' - \lambda)k}{(n - k)d} \) is at most a constant for “large” \( n \). So, the new value of \( \tau \) is \( \Theta \left( \sqrt{\delta + \frac{\lambda + \sqrt{d'}}{d}} \right) \). A similar argument gives the new value of \( \nu' \) in Theorem 1.7.
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