SUPPLEMENTARY MATERIALS: PRIORI ERROR ESTIMATE OF DEEP MIXED RESIDUAL METHOD FOR ELLIPTIC PDES∗
LINGFENG LI†, XUE-CHENG TAI‡, JIANG YANG§, AND QUANHUI ZHU¶

Abstract. In this work, we derive a priori error estimate of the mixed residual method when solving some elliptic PDEs. Our work is the first theoretical study of this method. We prove that the neural network solutions will converge if we increase the training samples and network size without any constraint on the ratio of training samples to the network size. Besides, our results suggest that the mixed residual method can recover high order derivatives better than the deep Ritz method, which has also been verified by our numerical experiments.
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SM1. Introduction. Using neural networks (NNs) to solve partial differential equations (PDEs) is very popular in these years. Since NNs are very powerful in approximating complicated functions, they are commonly used to solve PDEs in high dimension [SM6, SM26, SM25, SM23, SM15]. Besides, the neural networks can also be applied to approximate the solution operators [SM14, SM10] and learn PDEs from data [SM12, SM11].

To approximate solutions to PDEs, we need first to define a subspace (subset) of functions and then search for a good solution in this subspace (subset). The classical finite element method (FEM) usually works with the finite elements space. To construct a finite element space, we need to discretize the domain and then define finite elements based on the mesh. The solution is then parameterized as a linear combination of all finite elements. FEM is very powerful in 2 and 3 dimensional problems. However, it suffers from the curse of dimensionality. Some mesh-free methods, e.g., the smoothed particle hydrodynamics [SM5], may be considered to solve high-dimensional problems, but these methods are very inaccurate near the boundary. NNs are used as a new mesh-free tool for PDEs in recent years. It is accurate for various problems, easy to implement and efficient to train.

When solving PDEs with networks, we first parameterize the solution as a network with specified structures. Some commonly used networks are fully connected networks (FCN), residual networks (ResNet) and convolutional networks (CNN). A special case of the FCN is called two-layer network (TLN) which is often used in theoretical analysis [SM1, SM18, SM13]. The TLN is closely related to the Barron space [SM1] and we will also briefly introduce it in this paper. The training of PDE problems falls into the category of unsupervised training or semi-supervised training, where no
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ground truth or very few ground truth labels are known.

Let us consider a general boundary value problem with the form:

\[ f(u, \nabla u, \Delta u) = 0, \quad x \in \Omega, \]
\[ B(u, \nabla u) = 0, \quad x \in \partial \Omega, \]

where \( \Omega \) is a bounded domain. The DGM [SM25] and PINN [SM23] consider replacing
\( u \) with a neural network \( \phi \) and then minimize the squared residual loss:

\[ \|f(\phi, \nabla \phi, \Delta \phi)\|_{L^2(\Omega)}^2 + \lambda \|B(\phi, \nabla \phi)\|_{L^2(\partial\Omega)}^2, \]

where \( \lambda \) is the penalty coefficient. Derivatives of \( \phi \) with respect to \( x \) are computed by
the backpropagation. This type of method is simple and effective, but the evaluation
of high order derivatives requires more computational efforts. To avoid the evaluation
of high order derivatives, we may consider its variational form. If the equation is
equivalent to a variational problem in a weak sense:

\[ \min_u J(u) := a(u, u) - l(u), \]

where \( a(\cdot, \cdot) \) is a bilinear form and \( l \) is a linear functional, then we may use \( J \) as the
training loss and minimize \( J(\phi) \). This is called deep Ritz method (DRM) [SM26]. In
some cases, we may add a penalty term for the boundary condition as well [SM22].
[SM28] also proposed an adversarial network based on the variational form of PDEs.
Another way to avoid higher order derivatives is to introduce an auxiliary vector-valued
network \( \psi \) to approximate \( \nabla u \). Then, we combine the squared residual loss
with an extra penalty term to form the mixed residual loss:

\[ \|f(\phi, \psi, \text{div}(\psi))\|_{L^2(\Omega)}^2 + \lambda_1 \|B(\phi, \psi)\|_{L^2(\Omega)}^2 + \lambda_2 \|\nabla \phi - \psi\|_{L^2(\Omega)}^2. \]

This idea has been studied in [SM17, SM2, SM27]. [SM16] further tried to enforce
the boundary condition exactly to networks. This formulation is also called the first
order system least square and has been applied to the finite element method [SM3].
These loss functions represented in the form of integration are called expected loss
functions. In practice, we would approximate these integrals with quadrature and this
approximation is called the empirical loss function.

In the study of numerical PDE methods, we are interested in the error estimates.
However, for NNs, the error analysis is generally difficult, because of the non-linearity
and non-convexity of the problem. The error of neural networks usually consists of two
parts: approximation error and generalization error, which is also called quadrature
error sometimes. The approximation error measures how well a given function can
be approximated by a set of neural networks and the quadrature error measures the
deviation between the expected loss and the empirical loss. So far, the error of DRM
is well-studied in the literature [SM13, SM22, SM9]. Like the finite element methods,
the error \( \|\phi - u^*\|_{H^1(\Omega)} \) is controlled by the \( H^1 \) approximation error of neural networks.
[SM20, SM21] also gives a posteriori error for PINNs. For the Mixed residual method,
there is no error analysis so far.

**Main contribution:** In this work, we provide a priori error analysis for the
mixed residual method when solving some elliptic PDEs.

1. This work is the first attempt at numerical analysis for the deep mixed resid-
ual method.
2. Our result suggests that the mixed residual method can recover high order derivatives better than the deep Ritz method. We have also observed this property in numerical experiments.
3. Our analysis covers both homogeneous and non-homogeneous boundary conditions while the analysis of deep Ritz method [SM13, SM22] only considers homogeneous cases.
4. In this work, we estimate the approximation error and the quadrature error of two-layer networks equipped with a non-smooth activation function: rectified quadratic unit (ReQU) activation function.
5. In [SM13], the convergence of deep Ritz method requires that the number of training samples increases cubically with the network size. In our result, the increase of training samples is independent of network size.

This paper is organized as follow. In Section SM2, we first introduce some preliminary results and describe our main theorems. In Section SM3, we will derive the error analysis for some elliptic PDEs. Then, we estimate the approximation error and quadrature error in Section SM4. Lastly, we conduct some numerical experiments in Section SM5 to partially verify our analysis.

SM2. Preliminaries.

SM2.1. Neural networks. A neural network is a parametric function that maps an input \( x \in \mathbb{R}^d \) to an output \( y \). The output could be a scalar or a vector. Let us consider a simple FCN with scalar output:

\[
\begin{align*}
    h_j &= \sigma(W_{j-1}h_{j-1} + b_{j-1}), \quad j = 2, \ldots, L, \\
    y &= \omega^T h_L + b_L,
\end{align*}
\]

where \( h_0 = x \), \( \sigma \) is a non-linear activation function and \( W_j, b_j, \omega \) are parameters to be learned. If the output \( y \) is a vector, then we just replace \( \omega \) with a matrix and replace \( b_L \) with a vector. Another popular network structure is the ResNet [SM7]:

\[
\begin{align*}
    h_j &= \sigma(W_{j-1}h_{j-1} + b_{j-1}) + h_{j-1}, \quad j = 2, \ldots, L, \\
    y &= \omega^T h_L + b_L.
\end{align*}
\]

The main difference here is that an extra \( h_{j-1} \) is added in each \( h_j \) update, so the map \( \sigma(W_{j-1}h_{j-1} + b_{j-1}) \) equals to the residual \( h_j - h_{j-1} \). This structure can avoid the so-called gradient vanishing problem in the training of very deep networks. One can refer to [SM4] for more theoretical explanation of ResNet.

Let us denote a network as \( \phi(x) \). To train this network, we need to define an expected loss function \( L(\phi) \) of the form:

\[
L(\phi) = \int_{\Omega} l(x, \phi(x)) \, d\mu(x),
\]

where \( l(x, y) \) is a function that measures how well the network output \( y = \phi(x) \) fits a given criterion, and \( \mu(x) \) is a probability measure defined on \( \Omega \). We then aim to minimize the loss \( L(\phi) \) and find the optimal \( \phi \) from a given set of networks: \( \hat{\phi} = \arg\min_\phi L(\phi) \). In practice, the integral form \( L \) is usually approximated by a quadrature, i.e., we randomly sample some points from the distribution \( \mu \) and...
approximate $L$ by

$$L_n(\phi) = \frac{1}{n} \sum_{i=1}^{n} l(x_i, \phi(x_i)).$$

$L_n$ is also called the empirical loss. The quadrature error is then defined as $|L_n(\phi) - L(\phi)|$.

**SM2.2. Deep mixed residual methods for elliptic PDEs.** Let $\Omega$ be a Lipschitz domain in the $d$-dimensional space. We consider the following second order PDEs with Neumann boundary condition

$$-\Delta u + u = f \text{ for } x \in \Omega, \quad \text{and} \quad \frac{\partial u}{\partial n} = g_1 \text{ for } x \in \partial\Omega,$$

or Dirichlet boundary condition

$$-\Delta u = f \text{ for } x \in \Omega, \quad \text{and} \quad u = g_2 \text{ for } x \in \partial\Omega.$$

To solve the PDE problems, we define two neural networks $\phi(x; \theta_1) : \mathbb{R}^d \to \mathbb{R}$ and $\psi(x; \theta_2) : \mathbb{R}^d \to \mathbb{R}^d$, where $\phi$ simulates the true solution $u^*$ and $\psi$ simulates $\nabla u^*$. Let $\phi \in V$ and $\psi \in W$, where $V$ and $W$ are sets of scalar-valued and vector-valued networks. The expected loss functions are given as below respectively. For the Neumann problem:

**(SM2.1)**

$$L^N(\phi, \psi) = R_g(\phi, \psi)^2 + \lambda_1 R_c^N(\phi, \psi)^2 + \lambda_2 R_b^N(\phi, \psi)^2,$$

and for the Dirichlet problem:

**(SM2.2)**

$$L^D(\phi, \psi) = R_g(\phi, \psi)^2 + \lambda_1 R_c^D(\phi, \psi)^2 + \lambda_2 R_b^D(\phi, \psi)^2,$$

where

$$R_g(\phi, \psi) = \|\nabla \phi - \psi\|_{L^2(\Omega)},$$

$$R_c^N(\phi, \psi) = \|\text{div}(\psi) + \phi - f\|_{L^2(\Omega)}, \quad R_c^D(\phi, \psi) = \|\text{div}(\psi) - f\|_{L^2(\Omega)},$$

$$R_b^N(\phi, \psi) = \|\psi \cdot n - g_1\|_{L^2(\partial\Omega)}, \quad R_b^D(\phi, \psi) = \|\phi - g_2\|_{L^2(\partial\Omega)}.$$

The corresponding empirical loss are respectively denoted by

$$L_n^N(\phi, \psi) = \frac{1}{n} \sum_{i=1}^{n} ((\nabla \phi - \psi)(x_i))^2 + \lambda_1 (\text{div}(\psi) + \phi - f)(x_i)^2$$

$$+ \frac{1}{n} \sum_{i=1}^{n} \lambda_2 (\psi \cdot n - g_1)(x_i))^2,$$

and

$$L_n^D(\phi, \psi) = \frac{1}{n} \sum_{i=1}^{n} ((\nabla \phi - \psi)(x_i))^2 + \lambda_1 (\text{div}(\psi) - f)(x_i)^2$$

$$+ \frac{1}{n} \sum_{i=1}^{n} \lambda_2 (\phi - g_2)(x_i))^2,$$

where $\{x_i\}_{i=1}^{n}$ is randomly sampled from $\Omega$ and $\{\bar{x}_i\}_{i=1}^{\tilde{n}}$ is the sample from $\partial\Omega$. In following discussions, $\tilde{n}$ is an integer greater than or equals to $n/d^2$. The error of neural network solutions are measured by $\|\phi - u^*\|_{H^1(\Omega)}^2$ and $\|\psi - \nabla u^*\|_{H^1(\Omega)}^2$ respectively.
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SM2.3. Barron space and two-layer neural networks. In this work, we assume that solutions to PDEs belong to the Barron space. Originally, the Barron space was introduced by [SM1].

Definition SM2.1. For a function \( u \) defined on \( \Omega \), if there exists a complex measure \( F(d\omega) = e^{i\theta(\omega)}|\tilde{u}(\omega)|d\omega \) such that
\[
  u(x) = \int_{\mathbb{R}^d} e^{i\omega \cdot x} F(d\omega), \quad x \in \Omega, \quad \text{and} \quad \int_{\mathbb{R}^d} (1 + |\omega|^s)|\tilde{u}(\omega)|d\omega < +\infty,
\]
then \( u \) belongs to the Barron space \( B^s(\Omega) \) associated with the Barron norm
\[
  \|u\|_{B^s} := \inf_{\tilde{u}} \int_{\mathbb{R}^d} (1 + |\omega|^s)|\tilde{u}(\omega)|d\omega.
\]
The infimum in the definition is taken over all the possible complex measure \( F(d\omega) = e^{i\theta(\omega)}|\tilde{u}(\omega)|d\omega \). When \( s = 3 \), we simply denote \( B^3 \) as \( B \). It is easy to see that \( B^{s+1} \subset B^s \) for \( s \geq 1 \) and [SM24] proves that \( B^s(\Omega) \subset H^s(\Omega) \) for any positive integer \( s \) and bounded domain \( \Omega \subset \mathbb{R}^d \).

Here we also generalize the definition of Barron space to vector-valued functions.

Definition SM2.2. For a vector-valued function \( \mathbf{u} = (u_1, \ldots, u_d) \) defined on \( \Omega \), if \( u_j \in B^s(\Omega) \) for each \( j = 1, \ldots, d \), we say \( \mathbf{u} \) belongs to the Barron space \( B^s(\Omega; \mathbb{R}^d) \) associated with the Barron norm \( \|\mathbf{u}\|_{B^s(\Omega; \mathbb{R}^d)} = (\sum_{j=1}^d \|u_j\|_{B^s(\Omega)})^{1/2} \).

Lemma SM2.3. Given a function \( u \in B^{s+1}(\Omega) \), we have \( \nabla u \in B^s(\Omega; \mathbb{R}^d) \) and
\[
  \|\nabla u\|_{B^s(\Omega; \mathbb{R}^d)} \leq \|u\|_{B^{s+1}(\Omega)}.
\]

Proof. Given any \( \eta > 0 \), there exist a \( F(d\omega) = e^{i\theta(\omega)}|\tilde{u}(\omega)|d\omega \) such that \( u(x) = \int_{\mathbb{R}^d} e^{i\omega \cdot x} F(d\omega) \) in \( \Omega \) and \( \int_{\mathbb{R}^d} (1 + |\omega|^s)|\tilde{u}(\omega)|d\omega < \|u\|_{B^{s+1}(\Omega)} + \eta \). Since the gradient of \( u \) has the representation \( \nabla u(x) = \int_{\mathbb{R}^d} e^{i\omega \cdot x} i\omega F(d\omega) \), then
\[
  \|\nabla u\|_{B^s(\Omega; \mathbb{R}^d)}^2 \leq \left( \int_{\mathbb{R}^d} (1 + |\omega|^s)|\omega||\tilde{u}(\omega)|d\omega \right)^2 < \left( \int_{\mathbb{R}^d} (1 + |\omega|^s)|\tilde{u}(\omega)|d\omega \right)^2 \leq \left( \|u\|_{B^{s+1}(\Omega)} + \eta \right)^2.
\]
Let \( \eta \) go to 0 and we complete the proof. \qed

For functions in the Barron space \( B(\Omega) \), we can use two-layer ReLU activated networks to approximate them to arbitrary actuary. [SM9] gives an estimation of the approximation error with the order \( O\left(\frac{1}{n^m}\right) \), where \( n \) is the width of two-layer ReLU networks. In our discussions, the activation function needs to be secondly differentiable. Instead, we use the rectified quadratic unit (ReQU) function \( \text{ReQU}(x) = \text{ReLU}(x)^2 = (\max\{x, 0\})^2 \). We further define the set of ReQU activated networks associated with a Barron space function \( \mathbf{u} \) by
\[
  V_u^m = \left\{ c + m^{-1} \sum_{i=1}^m a_i \text{ReQU}(\omega_i^\top x + b_i) \middle| |c| \leq 2\|\mathbf{u}\|_B, |a_i| \leq 8\|\mathbf{u}\|_B, |\omega_i|_2 \leq 1, |b_i| \leq 1, i = 1, \ldots, m \right\}.
\]
and
\[
W^m_u = \left\{ c + \frac{1}{m} \sum_{i=1}^{m} a_i \circ \text{ReQU}(W_i x + b_i) \left| c_j \leq 2 \| u_j \|_s, |(a_i)_j| \leq 8 \| u_j \|_s, \right. \right. \\
\left. \left. \left. \left. \| W_i \|_2 \leq 1, \| b_i \|_\infty \leq 1, i = 1, \ldots, m, j = 1, \ldots, d \right) \right. \right. \right. \right. \\
\right\}.
\]

**SM2.4. Main results.** We first give our main results in this section. If we assume the domain \( \Omega = [0, 1]^d \), the errors of the mixed residual method for two PDE problems are given in the following theorems. Basically, the errors of neural networks can be decomposed into two parts: the approximation error and the quadrature error.

**Theorem SM2.4.** Suppose the solution to Neumann problem (SM2.2) \( u^*_{N} \) belongs to the Barron space \( \mathcal{B}^4(\Omega) \). Let \( \hat{\phi}, \hat{\psi} \) be the neural network solutions:

\[
(\hat{\phi}, \hat{\psi}) = \arg \min_{\phi \in V^m_u, \psi \in W^m_u} L^N_n(\phi, \psi).
\]

Then, we have

\[
\mathbb{E} \| \hat{\phi} - u^*_{N} \|_{H^1(\Omega)}^2 \lesssim \frac{\| u^*_{N} \|_{B^4(\Omega)}^2}{m} + \frac{\| u^*_{N} \|_{B^4(\Omega)}^2}{\sqrt{n}},
\]
and

\[
\mathbb{E} \| \hat{\psi} - \nabla u^*_{N} \|_{H_{div}(\Omega)}^2 \lesssim \frac{\| u^*_{N} \|_{B^4(\Omega)}^2}{m} + \frac{\| u^*_{N} \|_{B^4(\Omega)}^2}{\sqrt{n}},
\]

where the expectation is taken on the random sampling of training data in \( \Omega \) and \( \partial \Omega \).

**Theorem SM2.5.** Suppose the solution to Dirichlet problem (SM2.2) \( u^*_{D} \) belongs to the Barron space \( \mathcal{B}^4(\Omega) \). Let \( \hat{\phi}, \hat{\psi} \) be the neural network solutions:

\[
(\hat{\phi}, \hat{\psi}) = \arg \min_{\phi \in V^m_u, \psi \in W^m_u} L^D_n(\phi, \psi).
\]

Then, we have

\[
\mathbb{E} \| \hat{\phi} - u^*_{D} \|_{H^1(\Omega)}^2 \lesssim \frac{\| u^*_{D} \|_{B^4(\Omega)}^2}{\sqrt{m}} + \frac{\| u^*_{D} \|_{B^4(\Omega)}^2}{n^{1/4}},
\]
and

\[
\mathbb{E} \| \hat{\psi} - \nabla u^*_{D} \|_{H_{div}(\Omega)}^2 \lesssim \frac{\| u^*_{D} \|_{B^4(\Omega)}^2}{\sqrt{m}} + \frac{\| u^*_{D} \|_{B^4(\Omega)}^2}{n^{1/4}},
\]

where the expectation is taken on the random sampling of training data.

**SM3. Error analysis for elliptic problems.** In this section, we will show how the error of neural networks can be controlled by the approximation error and quadrature error for elliptic PDEs with different boundary conditions.
SM3.1. Neumann boundary condition. Suppose $V$ and $W$ be sets of scalar-valued and vector-valued neural networks with fixed structures and activation functions in $H^2(\mathbb{R})$. Then, for the PDE problem (SM2.2) with Neuman boundary condition, we have the following error estimate.

**Theorem SM3.1.** Let $u^*_N$ be the classical solution to the Neumann problem (SM2.2) and

$$
(\hat{\phi}, \hat{\psi}) = \arg \min_{\phi \in V, \psi \in W} L^N_\phi(\phi, \psi).
$$

Then, we have

$$
\|\hat{\phi} - u^*_N\|_{H^1(\Omega)}^2 \lesssim E_1 + E_2, \quad \text{and} \quad \|\hat{\psi} - \nabla u^*_N\|_{H^2(\Omega)}^2 \lesssim E_1 + E_2,
$$

where

$$
E_1 = 2 \sup_{\phi \in V, \psi \in W} |L^N_\phi(\phi, \psi) - L^N_H(\phi, \psi)|,
$$

and

$$
E_2 = \min_{\psi \in W} \left( \|\psi - \nabla u^*_N\|_{H^2(\Omega)}^2 + \|\psi - \nabla u^*_N\|_{H^1(\Omega)}^2 \right) + \min_{\phi \in V} \|\phi - u^*_N\|_{H^1(\Omega)}^2.
$$

To prove Theorem SM3.1, we first need to show the errors of two networks can be bounded by some multiples of the expected loss functions.

**Lemma SM3.2.** Let $\phi \in V$ and $\psi \in W$ be two networks, and $u^*_N$ be the classical solution to the Neumann problem (SM2.1). Then we have

$$
\|\phi - u^*_N\|_{H^1(\Omega)}^2 \leq 4C_\Omega(R^N_b)^2 + 2R^2_g + 2(R^N_c)^2,
$$

and

$$
\|\psi - \nabla u^*_N\|_{H^2(\Omega)}^2 \leq 6R^2_g + 6(R^N_c)^2 + 8C_\Omega(R^N_b)^2.
$$

**Proof.** Since $u^*_N$ is the classical solution to the PDE problem (SM2.2), it satisfy the variational form:

$$
\int_\Omega \nabla u^*_N \nabla v + u^*_N v \, dx = \int_\Omega f \, dx + \int_{\partial \Omega} g_1 v \, ds,
$$

for any $v \in H^1(\Omega)$. Let $v = \hat{\phi} = \phi - u^*_N$, we have

$$
\int_\Omega \nabla u^*_N \nabla \hat{\phi} + u^*_N \hat{\phi} \, dx = \int_\Omega f \hat{\phi} \, dx + \int_{\partial \Omega} g_1 \hat{\phi} \, ds.
$$

Then, by adding $\int_\Omega (\text{div}(\psi) - \phi) \hat{\phi} \, dx - \int_{\partial \Omega} \hat{\phi} \nabla \phi \cdot n \, ds$ on both sides,

$$
\int_\Omega (f + \text{div}(\psi) - \phi) \hat{\phi} \, dx - \int_{\partial \Omega} \hat{\phi} (\nabla \phi - \nabla u^*_N) \cdot n \, ds
$$

$$
= \int_\Omega (\nabla u^*_N - \psi) \cdot \nabla \hat{\phi} + (u^*_N - \phi) \hat{\phi} \, dx - \int_{\partial \Omega} \hat{\phi} (\nabla \phi - \psi) \cdot n \, ds
$$

$$
= \int_\Omega (\nabla u^*_N - \nabla \phi + \nabla \phi - \psi) \cdot \nabla \hat{\phi} + (u^*_N - \phi) \hat{\phi} \, dx + \int_{\partial \Omega} \hat{\phi} (\psi - \nabla \phi) \cdot n \, ds
$$

$$
= - \int_\Omega |\nabla \hat{\phi}|^2 \, dx - \int_{\partial \Omega} |\hat{\phi}|^2 \, ds + \int_\Omega (\nabla \phi - \psi) \cdot \nabla \hat{\phi} \, dx + \int_{\partial \Omega} \hat{\phi} (\psi - \nabla \phi) \cdot n \, ds.
$$
By rearranging the equation, we get
\[
\int_{\Omega} |\nabla \hat{\phi}|^2 \, dx + \int_{\Omega} |\hat{\phi}|^2 \, dx = -\int_{\Omega} (f + \div(\psi) - \phi) \hat{\phi} + \int_{\Omega} (\nabla \phi - \psi) : \nabla \hat{\phi} \, dx + \int_{\partial \Omega} \hat{\phi}(\psi - \nabla u^*_N) \cdot n \, ds \\
= \int_{\partial \Omega} \hat{\phi}(\psi \cdot n - g_1) \, ds + \int_{\Omega} (\nabla \phi - \psi) : \nabla \hat{\phi} \, dx + \int_{\Omega} (-\div(\psi) + \phi - f) \hat{\phi} \, dx \\
\leq C_{\Omega}(R^N_b)^2 + \frac{\|\hat{\phi}\|^2_{H^1(\Omega)}}{4} + R^2_g + 2 \int_{\Omega} |\nabla \hat{\phi}|^2 \, dx + \frac{(R^N_e)^2}{2} + \frac{1}{2} \int_{\Omega} |\hat{\phi}|^2 \, dx,
\]
where the last inequality is derived by applying the trace theorem and $C_{\Omega}$ is a constant depending on the domain $\Omega$. Then, we combine like terms and get
\[
\|\phi - u^*_N\|^2_{H^1(\Omega)} = \|\hat{\phi}\|^2_{H^1(\Omega)} \leq 4C_{\Omega}(R^N_b)^2 + 2R^2_g + 2(R^N_e)^2.
\]

For $\|\psi - \nabla u^*_N\|^2_{H^1(\Omega)}$, we have
\[
\|\psi - \nabla u^*_N\|^2_{H^1(\Omega)} \\
= \|\psi - \nabla \phi + \nabla \phi - \nabla u^*_N\|^2_{L^2(\Omega)} + \|\div(\psi) - f + \phi + \phi - u^*_N\|^2_{L^2(\Omega)} \\
\leq 2R^2_g + 2(R^N_e)^2 + 2\|\hat{\phi}\|^2_{H^1(\Omega)} \leq 6R^2_g + 6(R^N_e)^2 + 8C_{\Omega}(R^N_b)^2.
\]

Next, we are going to prove the expected loss can be bounded by the approximation error of function classes $V$ and $W$ to the solution $u^*_N$.

**Lemma SM3.3.** Let $(\phi^*, \psi^*) := \arg\min_{\phi \in V, \psi \in W} L^N(\phi, \psi)$. Then,
\[
L^N(\phi^*, \psi^*) \lesssim \min_{\phi \in V} \left( \|\psi - \nabla u^*_N\|^2_{H^1(\Omega)} + \|\psi - \nabla u^*_N\|^2_{H^1(\Omega)} \right) + \min_{\phi \in V} \|\phi - u^*_N\|^2_{H^1(\Omega)}.
\]

**Proof.** For any $\hat{\phi} \in V$ and $\hat{\psi} \in W$, we have
\[
L^N(\phi^*, \psi^*) \leq L^N(\hat{\phi}, \hat{\psi}) \\
= \|\hat{\psi} - \nabla \hat{\phi}\|^2_{L^2(\Omega)} + \lambda_1 \|\div(\hat{\psi}) + \hat{\phi} - f\|^2_{L^2(\Omega)} + \lambda_2 \|\hat{\psi} - \nabla u^*_N\|^2_{L^2(\Omega)} + \lambda_1 \|\div(\nabla \hat{\phi}) - \phi - u^*_N\|^2_{L^2(\Omega)} \\
\leq 2\|\psi - \nabla u^*_N\|^2_{L^2(\Omega)} + 2\|\div(\hat{\psi}) - \nabla u^*_N\|^2_{L^2(\Omega)} + \lambda_2 \|\hat{\psi} - \nabla u^*_N\|^2_{H^1(\Omega)} + 2\lambda_1 \|\div(\nabla \hat{\phi}) - \phi - u^*_N\|^2_{L^2(\Omega)} \\
\leq c_1(\|\hat{\psi} - \nabla u^*_N\|^2_{H^1(\Omega)} + \|\psi - \nabla u^*_N\|^2_{H^1(\Omega)}) + c_2 \|\phi - u^*_N\|^2_{H^1(\Omega)}
\]
where $c_1 = \max\{1, 2\lambda_1, \lambda_2 C_{\Omega}\}$ and $c_2 = \max\{2, 2\lambda_1\}$. Then we can take minimum on the right hand side of the inequality and finish the proof.

Now, we can prove the error estimates in Theorem SM3.1 using Lemma SM3.2 and Lemma SM3.3 directly.

**Proof.** Suppose
\[
(\phi^*, \psi^*) = \arg\min_{\phi \in V, \psi \in W} L^N(\phi, \psi).
\]
By Lemma SM3.2, we have
\[ \|\hat{\phi} - u_D^*\|^2_{H^1(\Omega)} \lesssim L^N(\hat{\phi}, \hat{\psi}), \quad \text{and} \quad \|\hat{\psi} - \nabla u_D^*\|^2_{H^1(\Omega)} \lesssim L^N(\hat{\phi}, \hat{\psi}). \]

Since
\[ L^N(\hat{\phi}, \hat{\psi}) = L^N(\hat{\phi}, \hat{\psi}) - L^N_n(\hat{\phi}, \hat{\psi}) + L^N_n(\hat{\phi}, \hat{\psi}) \]
\[ \leq L^N(\hat{\phi}, \hat{\psi}) - L^N_n(\hat{\phi}, \hat{\psi}) + L^N_n(\hat{\phi}, \hat{\psi}) + L^N_n(\hat{\phi}, \hat{\psi}) \]
\[ = L^N(\hat{\phi}, \hat{\psi}) - L^N_n(\hat{\phi}, \hat{\psi}) + L^N_n(\phi^*, \psi^*) + L^N_n(\phi^*, \psi^*) \]
\[ \leq 2 \sup_{\psi \in V, \psi \in W} |L^N(\phi, \psi) - L^N_n(\phi, \psi)| + L^N_n(\phi, \psi^*). \]

Then we just apply Lemma SM3.3 and we finish the proof.

**SM3.2. Dirichlet boundary condition.** Problem (SM2.2) also has a similar error estimate.

**THEOREM SM3.4.** Suppose the solution \( u_D^* \) to the Dirichlet problem (SM2.2) and
\[ (\hat{\phi}, \hat{\psi}) = \arg\min_{\phi \in V, \psi \in W} L^D_n(\phi, \psi). \]

Assume parameters of networks in \( W \) are uniformly bounded. Then, we have
\[ \|\hat{\phi} - u_D^*\|^2_{H^1(\Omega)} \lesssim \sqrt{E_3 + E_4}, \quad \text{and} \quad \|\hat{\psi} - \nabla u_D^*\|^2_{H^1(\Omega)} \lesssim \sqrt{E_3 + E_4}, \]
where
\[ E_3 = 2 \sup_{\phi \in V, \psi \in W} |L^D(\phi, \psi) - L^D_n(\phi, \psi)|, \]
and
\[ E_4 = \min_{\psi \in W} \|\psi - \nabla u_D^*\|^2_{H^1(\Omega)} + \min_{\phi \in V} \|\phi - u_D^*\|^2_{H^1(\Omega)}. \]

Similar to the proof of Theorem SM3.1, we also need to show the error of neural networks can be bounded by the expected loss.

**LEMMA SM3.5.** Let \( \phi \in V \) and \( \psi \in W \) be two networks, and \( u_D^* \) be the classical solution to the Dirichlet problem (SM2.2). Then
\[ \|\phi - u_D^*\|^2_{H^1(\Omega)} \leq 2\tilde{C}_\Omega \left( \frac{C_B R_D^2}{2} + \frac{\tilde{C}_\Omega R_D^2}{2} \right), \]
and
\[ \|\psi - \nabla u_D^*\|^2_{H^1(\Omega)} \leq 4C_B \tilde{C}_\Omega R_D^2 + 4\tilde{C}_\Omega (R_D^2)^2 + (2 + 2\tilde{C}_\Omega R_D^2) + (R_D^2)^2, \]
where \( C_B = \sqrt{[\partial \Omega]} \sup_{\psi \in W, x \in \partial \Omega} |\psi(x)| + C\Omega \|\nabla u_D^*\|_{H^1(\Omega)} \) is a constant.

**Proof.** We first need to introduce the Poincaré-Friedrichs inequality: For any \( u \in H^1(\Omega) \), there exist a constant \( \tilde{C}_\Omega \) such that
\[ \|u\|^2_{H^1} \leq \tilde{C}_\Omega \left( \int_{\partial \Omega} |u|^2 \, ds + \int_{\Omega} |\nabla u|^2 \, dx \right). \]
Since $u^*_\phi$ is the classical solution to the Dirichlet problem (SM2.2), we multiply $\hat{\phi}$ on both sides of (SM2.2) and integrate them over $\Omega$, we get

$$-\int_{\partial\Omega} \hat{\phi} \nabla u^*_D \cdot \mathbf{n} \, ds + \int_{\Omega} \nabla u^*_D \nabla \hat{\phi} \, dx = \int_{\Omega} f \hat{\phi} \, dx.$$ 

By adding $\int_{\Omega} \text{div}(\psi) \hat{\phi} \, dx$ on both sides,

$$\int_{\Omega} (f + \text{div}(\psi)) \hat{\phi} \, dx = -\int_{\partial\Omega} \hat{\phi} \nabla u^*_D \cdot \mathbf{n} \, ds + \int_{\Omega} \nabla u^*_D \nabla \hat{\phi} \, dx$$

$$= -\int_{\partial\Omega} \hat{\phi} (\nabla u^*_D - \psi) \cdot \mathbf{n} \, ds + \int_{\Omega} (\nabla u^*_D - \psi) \nabla \hat{\phi} \, dx$$

$$= -\int_{\partial\Omega} (\phi - g_2)(\nabla u^*_D - \psi) \cdot \mathbf{n} \, ds + \int_{\Omega} (\nabla u^*_D - \nabla \phi + \nabla \phi - \psi) \nabla \hat{\phi} \, dx$$

$$= \int_{\partial\Omega} (\phi - g_2)(\psi - \nabla u^*_D) \cdot \mathbf{n} \, ds + \int_{\Omega} (\nabla u^*_D - \nabla \phi + \nabla \phi - \psi) \nabla \hat{\phi} \, dx.$$

By rearranging the equation, we get

$$\int_{\Omega} |\nabla \hat{\phi}|^2 \, dx$$

$$= \int_{\partial\Omega} (\phi - g_2)(\psi - \nabla u^*_D) \cdot \mathbf{n} \, ds + \int_{\Omega} (\nabla \phi - \psi) \nabla \hat{\phi} \, dx - \int_{\Omega} (f + \text{div}(\psi)) \hat{\phi} \, dx$$

$$\leq \|\psi - \nabla u^*_D\|_{L^2(\Omega)} R^D + \frac{\tilde{C}_\Omega R^2_g}{2} + \frac{||\nabla \hat{\phi}||_{L^2(\Omega)}^2}{2C_\Omega} + \frac{||\hat{\phi}||_{L^2(\Omega)}^2}{2C_\Omega}$$

$$\leq C_B R^D + \frac{\tilde{C}_\Omega R^2_g}{2} + \frac{||\nabla \hat{\phi}||_{L^2(\Omega)}^2}{2C_\Omega} + \frac{||\hat{\phi}||_{L^2(\Omega)}^2}{2C_\Omega},$$

where $C_B = \sqrt{||\partial\Omega|| \sup_{\psi \in W, x \in \partial\Omega} |\psi(x)|} + C_\|\nabla u^*_D\|_{H^1(\Omega)}$.

Using the Poincaré-Friedrichs inequality,

$$\|\hat{\phi}\|_{H^1(\Omega)} \leq \tilde{C}_\Omega \left( (R^D)^2 + ||\nabla \hat{\phi}||_{L^2(\Omega)}^2 \right)$$

$$\leq \tilde{C}_\Omega \left( (R^D)^2 + C_B R^D g + \frac{\tilde{C}_\Omega}{2} R^2_g + \frac{\tilde{C}_\Omega}{2} (R^D)^2 \right) + \frac{1}{2} \|\hat{\phi}\|_{H^1(\Omega)}^2,$$

which implies that

$$\|\hat{\phi}\|_{H^1(\Omega)}^2 \leq 2\tilde{C}_\Omega \left( (R^D)^2 + C_B R^D g + \frac{\tilde{C}_\Omega}{2} R^2_g + \frac{\tilde{C}_\Omega}{2} (R^D)^2 \right),$$

and

$$\|\hat{\psi}\|_{H^1(\Omega)}^2 \leq \left( R^2 + ||\nabla \hat{\phi}||_{L^2(\Omega)}^2 \right) + (R^D)^2$$

$$\leq 2R^2 + (R^D)^2 + 2\|\hat{\phi}\|_{H^1(\Omega)}^2$$

$$\leq 4C_B \tilde{C}_\Omega R^D g + 4\tilde{C}_\Omega (R^D)^2 + 2(2 + 2\tilde{C}_\Omega R^2_g + 2\tilde{C}_\Omega^2 (R^D)^2 + (R^D)^2).$$
Next, we can show the expected loss can be bounded by the approximation error.

**Lemma SM3.6.** Let

\[(\phi^*, \psi^*) := \arg\min_{\phi \in V, \psi \in W} L^D(\phi, \psi).\]

Then,

\[L^D(\phi^*, \psi^*) \leq \min_{\psi \in W} \|\psi - \nabla u_D^*\|_{H^2(\Omega)}^2 + \min_{\phi \in V} \|\phi - u_D^*\|_{H^1(\Omega)}^2.\]

**Proof.** For any \(\tilde{\phi} \in V\) and \(\tilde{\psi} \in W\), we have

\[L^D(\phi^*, \psi^*) \leq L^D(\tilde{\phi}, \tilde{\psi}) = \|\tilde{\psi} - \nabla \phi\|_{L^2(\Omega)}^2 + \lambda_1 \|\text{div}(\tilde{\psi}) + f\|_{L^2(\Omega)}^2 + \lambda_2 \|\tilde{\phi} - g\|_{L^2(\partial \Omega)}^2 \]

\[\leq \lambda_1 \|\text{div}(\tilde{\psi}) - \text{div}(\nabla u_D^*)\|_{L^2(\Omega)}^2 + \lambda_2 C_2 \|\tilde{\phi} - u_D^*\|_{H^1(\Omega)}^2 \]

\[+ 2 \|\tilde{\psi} - \nabla u_D^*\|_{L^2(\Omega)}^2 + 2 \|\nabla \tilde{\phi} - \nabla u_D^*\|_{L^2(\Omega)}^2 \]

\[\leq C_3 \|\tilde{\psi} - \nabla u_D^*\|_{H^1(\Omega)}^2 + C_4 \|\tilde{\phi} - u_D^*\|_{H^1(\Omega)}^2,\]

where \(C_3 = \max\{2, \lambda_1\}\) and \(C_4 = \max\{2, \lambda_2 C_2\}\). Then, the proof of Theorem SM3.4 is quite similar to Theorem SM3.1. It follows directly from Lemma SM3.5 and SM3.6.

**SM3.3. Convergence Rate and Comparison with DRM.** Suppose the the approximation error of neural networks in the set \(V\) to any function \(u\) in a specific space \(X\), equipped with the norm \(\|\cdot\|_X\), has the following estimates

\[\min_{\phi \in V} \|\phi - u\|_{H^1(\Omega)}^2 \lesssim m^{-\gamma} \|u\|_X^2,\]

where \(m\) is a parameter proportional to the total number of parameters in networks of \(V\) and \(\gamma > 0\) is a positive constant. Similarly, we can expect the approximation error of networks in \(W\) to \(\nabla u\) has the same rate if \(\nabla u\) has desired regularity:

\[\min_{\psi \in W} \|\psi - \nabla u\|_{H^1(\Omega)}^2 \lesssim m^{-\gamma} \|\nabla u\|_{\tilde{X}^d}^2,\]

where \(\|\nabla u\|_{\tilde{X}^d}^2 = \sum_{i=1}^{d} \|\partial_i u\|_{\tilde{X}}^2\). Besides, \(\|\psi - \nabla u\|_{H^1(\Omega)}^2 \leq \|\psi\|_{H^1(\Omega)} \lesssim d \|\psi - \nabla u\|_{H^1(\Omega)}^2\), so we have

\[\min_{\psi \in W} \|\psi - \nabla u\|_{H^1(\Omega)}^2 \lesssim \frac{1}{m^{\gamma}} \|\nabla u\|_{\tilde{X}^d}^2.\]

Then we can derive the convergence rate for the mixed residual method when solving the Neumann problem (SM5.2) and the Dirichlet problem (SM5.2). Let us neglect the quadrature error part here, since the estimates of quadrature errors are quite similar for different methods. For the Neumann problem, let \((\phi^*, \psi^*) := \arg\min_{\phi \in V, \psi \in W} L^N(\phi, \psi)\) and \(u^*_N \in X\). The following convergence rate can be derived from Theorem SM3.1

\[\|\phi^* - u^*_N\|_{H^1(\Omega)}^2 \lesssim \frac{1}{m^{\gamma}} \text{ and } \|\psi^* - \nabla u^*_N\|_{H^1(\Omega)}^2 \lesssim \frac{1}{m^{\gamma}}.\]
For the Dirichlet problem, by abusing the notation, let \((\phi^*, \psi^*) := \arg\min_{\phi \in V, \psi \in W} L^D(\phi, \psi)\) and \(u^*_D \in X\). Then, from Theorem SM3.4, we can derive the convergence rate:

\[
\|\phi^* - u^*_D\|_{H^1(\Omega)}^2 \lesssim \frac{1}{m^{\gamma/2}} \quad \text{and} \quad \|\psi^* - \nabla u^*_D\|_{H_{\div}(\Omega)}^2 \lesssim \frac{1}{m^{\gamma/2}}.
\]

Let us compare the above convergence rate with DRM. The priori error of DRM with homogeneous boundary conditions has been well-studied in the literature [SM13, SM9, SM22]. For the Neumann problem with homogeneous boundary condition, let \(\phi^*\) be DRM solution. Then, the error of \(\phi^*\) can be estimated by

\[
\|\phi^* - u^*_N\|_{H^1(\Omega)}^2 \leq \min_{\phi} \|\phi - u^*_N\|_{H^1(\Omega)}^2 \lesssim \frac{1}{m^{\gamma}} \|u\|_{B(\Omega)}^2.
\]

For the Dirichlet problem with homogeneous boundary condition, let \(\phi^*_\lambda\) be the DRM solution where \(\lambda\) is the weight of boundary penalty. Then it has the following estimates in [SM22]:

\[
\|\phi^*_\lambda - u^*_D\|_{H^1(\Omega)}^2 \lesssim \left( \sqrt{\frac{1 + \lambda}{m^{\gamma}}} \|u^*_D\|_{\lambda}^2 + \frac{1}{\lambda} \right)^2.
\]

The best rate is then \(\frac{1}{m^{\gamma/2}}\) when choosing \(\lambda = m^{\gamma/2}\).

Generally, the mixed residual method achieve the same convergence rate with respect to \(m\) with DRM in both problems. Our result suggests that the mixed residual method can also recover the Laplacian of the solution by taking divergence of the \(\psi\) network. Moreover, our result can be applied to both homogeneous boundary and non-homogeneous boundary problems.

SM4. Estimation of the approximation error and the quadrature error.
In this section, we are going to estimate the approximation error and quadrature error respectively.

SM4.1. Approximation error of Barron space functions. By abusing the notation a little, let \(V^m_u\) and \(W^m_u\) be the sets of two layer neural networks of width \(m\) with respect to function \(u\) or \(u\). The approximation error of networks in \(V^m_u\) can be generalized by the result of [SM9]:

**Lemma SM4.1.** For any function \(u \in B(\Omega)\) and \(m \in \mathbb{N}^+\), there exist a network \(u_m \in V^m_u\) such that

\[
\|u - u_m\|_{H^1(\Omega)}^2 \lesssim \frac{\|u\|_{B(\Omega)}^2}{m}.
\]

It is easy to approximate a ReLU activated network by a ReQU activated network while it is not trivial to show that the new coefficients in the neural network is bounded. For this reason, it requires \(u \in B(\Omega)\). The detailed proof of this lemma is shown in appendix A.

Further, we can easily generalize this approximation error to functions in \(B(\Omega; \mathbb{R}^d)\) with the set of networks \(W^m_u\). For any \(\psi \in W^m_u\), the \(i\)th entry of \(\psi\) is a two-layer network in \(V^m_u\), and the following lemma is a direct corollary of lemma SM4.1.
LEMMA SM4.2. For any function \( u \in B(\Omega; \mathbb{R}^d) \) and \( m \in \mathbb{N}^+ \), there exist a network \( u_m \in W^m_u \) such that
\[
\| u - u_m \|_{H^1(\Omega)}^2 \lesssim \frac{\| u \|^2_{B(\Omega; \mathbb{R}^d)}}{m}.
\]

SM4.2. Estimation of the Rademacher Complexity. In this section, we will illustrate that the quadrature error trained on a finite dataset \( \{X_i\}_{i=1}^n \) can be estimated by the Rademacher complexity. For simplicity, we consider \( X_i \in \Omega = [0, 1]^d \) in the following estimation.

DEFINITION SM4.3. Let \( \{X_i\}_{i=1}^n \) be a set of random variables independently distributed and \( \{\varepsilon_i\}_{i=1}^n \) be an i.i.d sequence of Rademacher variables (i.e. taking the values of \( \{1, -1\} \) equiprobably). Then the empirical Rademacher Complexity of the function class \( F \) is a random variable given by
\[
\hat{R}_n(F) := \mathbb{E}_\varepsilon [\sup_{f \in F} \frac{1}{n} \sum_{i=1}^n \varepsilon_i f(X_i)].
\]
Taking its expectation yields the Rademacher Complexity of the function class \( F \)
\[
R_n(F) := \mathbb{E}_X [\hat{R}_n(F)] = \mathbb{E}_X \mathbb{E}_\varepsilon [\sup_{f \in F} \frac{1}{n} \sum_{i=1}^n \varepsilon_i f(X_i)].
\]

The definition gives some basic calculation rules:

LEMMA SM4.4. Let \( F, G \) be function classes and \( a, b \) be constants. Then
(i) \( R_n(F + G) \leq R_n(F) + R_n(G) \).
(ii) \( R_n(aF) = |a|R_n(F) \).
(iii) Assume \( g \) is a fixed function and \( \|g\|_\infty \leq b \), then \( R_n(g) \leq \frac{b}{\sqrt{n}} \).
(iv) (Ledoux-Talagrand contraction lemma[SM8]) Assume that \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \) is \( l \)-Lipschitz with \( \sigma(0) = 0 \), then \( R_n(\sigma(F)) \leq 2lR_n(F) \).
(v) \( R_n(F^2) \leq 4 \sup_{f \in F} \| f \|_\infty R_n(F) \).
(vi) \( R_n(FG) \leq 6 \sup_{f \in F, g \in G} \| f \|_\infty (R_n(F) + R_n(G)) \).

The proof can be found in Appendix B. With the calculation rules prepared, we are ready to estimate the complexity of the neural network function classes and the loss function classes.

LEMMA SM4.5. Let \( G \) be the linear transformation function class defined by
\[
G := \{ \omega \cdot x + b | \| \omega \|_2 = 1, |b| \leq 1 \}.
\]

Then we have
\[
R_n(G) \leq \frac{\sqrt{2d \log d} + 1}{\sqrt{n}}.
\]

Proof. It is obvious that the Rademacher complexity of the constant is bounded by \( \frac{1}{\sqrt{n}} \). Then we consider the function class
\[
\hat{G} := \{ \omega \cdot x | \| w \|_2 = 1 \}.
\]
Dividing the Rademacher complexity into each dimensional yields
\[ R_n(\mathcal{G}) \leq \frac{\|w\|_1}{n} \mathbb{E}_X \mathbb{E}_\varepsilon \left\| \sum_{i=1}^n \varepsilon_i X_i \right\|_\infty \leq \frac{\sqrt{d} \|w\|_2}{n} \mathbb{E}_X \mathbb{E}_\varepsilon \left\| \sum_{i=1}^n \varepsilon_i X_i \right\|_\infty. \]

Then we use the Massart lemma [SM19]:
\[ (SM4.2) \quad \mathbb{E}_\varepsilon [\max_{a \in A} \left\| \sum_{i=1}^n \varepsilon_i a_i \right\|_\infty] \leq \max_{a \in A} \|a\|_2 \frac{\sqrt{2 \log |A|}}{n}. \]

View each feature \( X_{i,j} \) and \(-X_{i,j}\) for \( j = 1, \cdots, d \) as a member of the finite hypothesis class, i.e.,
\[ A = \{Y_1, \cdots, Y_d, -Y_1, \cdots, -Y_d\}, \]
\[ Y_j = (X_{1,j}, \cdots, X_{n,j}), \quad j = 1, \cdots, d. \]

Applying (SM4.2) yields
\[ \mathbb{E}_X \mathbb{E}_\varepsilon \left\| \sum_{i=1}^n \varepsilon_i X_i \right\|_\infty = \frac{1}{n} \mathbb{E}_X \mathbb{E}_\varepsilon \max_{a \in A} \sum_{i=1}^n \varepsilon_i a_i \]
\[ \leq \frac{\sqrt{2 \log 2d}}{n} \mathbb{E}_X \max_{a \in A} \|a\|_2 \leq \frac{\sqrt{2 \log 2d}}{\sqrt{n}}. \]

The last step is finished by \( \|Y_i\|_2 \leq \sqrt{n}\|Y_i\|_\infty = \sqrt{n} \), for all \( j = 1, \cdots, d \). Summarizing the result, we have the inequality
\[ R_n(\mathcal{G}) \leq \frac{\sqrt{2d \log 2d} + 1}{\sqrt{n}}. \]

The estimation of the complexity of a two-layer neural network depends on the activation function, so we make the following assumptions: \( \sigma \in H^2(\Omega) \) with \( \sigma(0) = 0 \), and
\[ \sup_x |\sigma^{(k)}(x)| \leq l_k, \quad k = 0, 1, 2. \]

**Lemma SM4.6.** The Rademacher complexity of \( V^m_u \) is bounded by
\[ (SM4.3) \quad R_n(V^m_u) \leq \frac{C_1 \|u\|_{\mathcal{B}(\Omega)}}{\sqrt{n}}, \]
where \( C_1 \) depends on \( d, l_1 \).

**Proof.** Using properties (i) and (iv), the Rademacher complexity of two layer neural network is broken down into the sum of the Rademacher complexity of each neuron, that is
\[ R_n(V^m_u) \leq \frac{2 \|u\|_{\mathcal{B}(\Omega)}}{\sqrt{n}} + \frac{1}{m} \sum_{i=1}^m |a_i| R_n(\sigma(\mathcal{G})). \]
With the assumption that \( \sigma(x) \) is \( l_1 \)-Lipschitz and \( \sigma(0) = 0 \), we have

\[
R_n(V^m_u) \leq \frac{2\|u\|_\mathcal{B}(\Omega)}{\sqrt{n}} + \frac{1}{m} \sum_{i=1}^m |a_i|2l_1 R_n(G_i)
\]

\[
\leq \frac{2\|u\|_\mathcal{B}(\Omega)}{\sqrt{n}} + \frac{2l_1}{m} \sum_{i=1}^m |a_i| \sup_{i} R_n(G_i)
\]

\[
\leq \frac{2\|u\|_\mathcal{B}(\Omega)}{\sqrt{n}} + 16l_1 R_n(\mathcal{G})\|u\|_{\mathcal{B}(\Omega)}.
\]

Using the result of lemma SM4.5 concludes that

\[
R_n(V^m_u) \leq \left( \frac{16l_1 + 2 + 16l_1\sqrt{2d\log 2d}}{\sqrt{n}} \right)\|u\|_{\mathcal{B}(\Omega)}.
\]

□

Then we further assume that \( \|f\|_{L^\infty(\Omega)} \leq \|u\|_{\mathcal{B}^4(\Omega)} \) and \( \|g\|_{L^\infty(\Omega)} \leq \|u\|_{\mathcal{B}^4(\Omega)} \). In order to complete the estimation of Rademacher complexity with respect to the following function classes which are determined by the expected loss functions \( L^N(\phi, \psi) \) and \( L^D(\phi, \psi) \).

\[
L^N := \{|(\nabla \phi - \psi)^2 + \lambda_1 (-\nabla \cdot \psi + f)^2| \phi \in V^m_u, \psi \in W^m_u\},
\]

\[
L^N_b := \{\lambda_2 (\psi \cdot n - g_1)^2| \psi \in W^m_u\},
\]

\[
L^D := \{|(\nabla \phi - \psi)^2 + \lambda_1 (-\nabla \cdot \psi + f)^2| \phi \in V^m_u, \psi \in W^m_u\},
\]

\[
L^D_b := \{\lambda_2 (\psi \cdot n - g_2)^2| \psi \in V^m_u\}.
\]

When \( u \in \mathcal{B}^4(\Omega), \nabla u \in \mathcal{B}(\Omega; \mathbb{R}^d) \) and lemma SM2.3 implies \( \|\nabla u\|_{\mathcal{B}(\Omega; \mathbb{R}^d)} \leq \|u\|_{\mathcal{B}^4(\Omega)} \).

**Lemma SM4.7** (Rademacher complexity for the Neumann and the Dirichlet problem). Let \( L^N, L^N_b, L^D, L^D_b \) defined as (SM4.4) be the function classes of deep mixed residual method with respect to the two layer networks \( V^m_u \) and \( W^m_u \). Then

\[
R_n(L^N) + R_n(L^N_b) \leq \frac{C_2\|u\|_{\mathcal{B}^4(\Omega)}^2}{\sqrt{n}},
\]

\[
R_n(L^D) + R_n(L^D_b) \leq \frac{C_2\|u\|_{\mathcal{B}^4(\Omega)}^2}{\sqrt{n}},
\]

where \( C_2 \) depends on \( d, l_0, l_1, l_2 \) and \( n \sim \frac{n}{d} \).

**Proof.** According to the definition of the Rademacher complexity, it follows directly that the upper bound of \( L^N \) and \( L^D \) can be divide into the following parts:

1. \( L^N_n := \{|(\nabla \phi - \psi)^2| \phi \in V^m_u, \psi \in W^m_u\}, \)
2. \( L^D_n := \{|(-\nabla \cdot \psi + f)^2| \phi \in V^m_u, \psi \in W^m_u\}, \)
3. \( L^D_b := \{|(\nabla \phi - \psi)^2| \phi \in V^m_u\} \).

The first term appears as a gradient penalty term in the loss function of both problems. By expanding the first term, we obtain \( |(\nabla \phi - \psi)^2| = \sum_{j=1}^d (\phi_{x_j} + \psi_j)^2 \). Viewing each dimension yields

\[
\phi_{x_j} = \frac{1}{m} \sum_{i=1}^n a_i w_{i,j} \sigma'(w_i \cdot x + b_i), \quad \psi_j \in V^m_u, \quad j = 1, \cdots, d.
\]
It follows that
\[
R_n(\mathcal{L}_g) \leq 4 \sum_{j=1}^{d} \sup_{\phi \in V_m^s, \psi \in W_m^u} \| \nabla \phi - \psi \|_\infty (R_n(V_m^s) + \frac{1}{m} \sum_{i=1}^{m} |a_i w_{i,j}| R_n(\sigma'(G))),
\]
where
\[
\sup_{\phi \in V_m^s, \psi \in W_m^u} \| \nabla \phi - \psi \|_\infty \leq (8l_1 + 2 + 8l_0) \| u \|_{B^4(\Omega)},
\]
\[
\frac{1}{m} \sum_{j=1}^{d} \sum_{i=1}^{m} |a_i w_{i,j}| R_n(\sigma'(G)) \leq \frac{1}{m} \sum_{i=1}^{m} |a_i| \sqrt{d} \| w_i \|_2 R_n(\sigma'(G))
\]
\[
\leq 8 \sqrt{d} \| u \|_{B^4(\Omega)} R_n(\sigma'(G))
\]
\[
\leq 16 \sqrt{d} \| u \|_{B^4(\Omega)} R_n(\sigma'(G)).
\]

According to lemma SM4.5 and SM4.6, it follows that

\[
(\text{SM4.6})
R_n(\mathcal{L}_g) \lesssim \sqrt{\frac{d^3 \log d}{n}} \| u \|_{B^4(\Omega)}^2.
\]

The estimation of the second part follows in a similar manner.

\[
R_n(\mathcal{L}_c^N) \leq 4 \sup_{\phi \in V_m^s, \psi \in W_m^u} \| \nabla \cdot \psi + \phi - f \|_\infty
\]
\[
\cdot (8d \| u \|_{B^4(\Omega)} R_n(\sigma'(G)) + R_n(V_m^s) + R_n(f))
\]

By the fact that $\psi_i \in V_m^s$, the estimation of $\nabla \cdot \psi$ is almost equivalent to that of $\phi_{x_i}$, which gives
\[
\sup_{\phi \in V_m^s, \psi \in W_m^u} \| \nabla \cdot \psi + \phi - f \|_\infty \leq (8d l_1 + 3 + 8l_0) \| u \|_{B^4(\Omega)}.
\]

Then the second part can be proved in the same way as shown before, and it is easy to show

\[
(\text{SM4.7})
R_n(\mathcal{L}_c^N) \lesssim \sqrt{\frac{d^5 \log d}{n}} \| u \|_{B^4(\Omega)}^2.
\]

$L_c^D$ and $L_c^N$ have almost the same form. Consequently, the complexity differs by a constant factor.

The last step is to estimate the function classes with respect to the boundary conditions. With the assumption that the domain $\Omega$ is a rectangle, it follows

\[
(\text{SM4.8})
R_n(\mathcal{L}_b^N) \leq 4 \sup_{\psi \in W_m^u} \| \psi \cdot n - g_1 \|_{L^\infty(\partial \Omega)} (R_n(V_m^s) + R_n(g_1)) \leq \sqrt{\frac{d \log n}{n}} \| u \|_{B^4(\Omega)}^2.
\]

In general, the number of sample points on the boundary is different from that in the interior domain. Comparing with (SM4.6) and (SM4.7), taking $\bar{n} = \frac{n}{d}$ will not change the upper bound of the Rademacher complexity.

The formula (SM4.6), (SM4.7) and (SM4.8) conclude a upper bound of the Rademacher complexity.

\[
(\text{SM4.9})
R_n(\mathcal{L}_b^N) + R_n(\mathcal{L}_c^N) \lesssim \sqrt{\frac{d^5 \log d}{n}} \| u \|_{B^4(\Omega)}^2.
\]
The estimation for the Dirichlet problem is almost identical. Although these are two different problems, they have the same upper bound, which is determined by Laplacian, dimensionality, and size of the dataset.

It remains to show that the Rademacher complexity can bound the quadrature error. The following lemma fills up the gap between the Rademacher complexity and the quadrature error.

**Lemma SM4.8.** Let $\mathcal{F}$ be a set of functions, $\{X_1, \cdots, X_n\}$ be i.i.d. random variables, and $E_X \frac{1}{n} \sum_{i=1}^{n} l(u(X_i)) = L(u)$. Then

$$E_X \sup_{u \in \mathcal{F}} |L(u) - \frac{1}{n} \sum_{i=1}^{n} l(u(X_i))| \leq 2R_n(\mathcal{L}),$$

where $\mathcal{L} := \{l(u)|u \in \mathcal{F}\}$.

**Proof.** We first show the inequality that

$$\sup_f E_X f(X) \leq E_X \sup_f f(X).$$

It follows directly from $E_X f(x) \leq E_X \sup_f f(X)$ for all $f$. Recall that $L(u) = \frac{1}{n} E_X \sum_{i=1}^{n} l(u(X_i))$, then

$$E_X \sup_{u \in \mathcal{F}} |L(u) - \frac{1}{n} \sum_{i=1}^{n} l(u(X_i))| = E_X \sup_{u \in \mathcal{F}} |E_Y \frac{1}{n} \sum_{i=1}^{n} (l(u(Y_i)) - l(u(X_i)))|$$

$$\leq E_X E_Y \sup_{u \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} |l(u(Y_i)) - l(u(X_i))|.$$ 

Here $X_i$ and $Y_i$ have the same distribution, which yields

$$E_X E_Y \sup_{u \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} |l(u(Y_i)) - l(u(X_i))|$$

$$= E_X E_Y E_{\varepsilon} \sup_{u \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i (l(u(Y_i)) - l(u(X_i)))$$

$$\leq E_Y E_{\varepsilon} \sup_{u \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i |l(u(Y_i))| + E_X E_Y \sup_{u \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i |l(u(X_i))|$$

$$= 2R_n(\mathcal{L}).$$

**SM4.3. Proof of the main theorems.** Now we can use the previous results to prove the main theorems. The proof of Theorem SM2.4 is given below.

**Proof.** From Theorem SM3.1, we know that the error $\|\hat{\phi} - u_N^*\|_{H^1(\Omega)}^2$ and $\|\hat{\psi} - \nabla u_N^*\|_{H_{div}(\Omega)}^2$ can be bounded by quadrature error:

$$E_1 = 2 \sup_{\phi \in \mathcal{V}, \psi \in \mathcal{W}} |L^N(\phi, \psi) - L_n^N(\phi, \psi)|$$

and approximation error:

$$E_2 = \min_{\psi \in \mathcal{W}} \left( \|\psi - \nabla u_N^*\|_{H_{div}(\Omega)}^2 + \|\psi - \nabla u_N^*\|_{H^1(\Omega)}^2 \right) + \min_{\phi \in \mathcal{V}} \left( \|\phi - u_N^*\|_{H^1(\Omega)}^2 \right).$$
By Lemma SM4.1 and SM4.2, since $u_N^* \in B^4(\Omega)$ and $\nabla u_N^* \in B(\Omega; \mathbb{R}^d)$, we can derive an estimate for the approximation error: $E_2 \lesssim \|u_N^*\|_{B^4(\Omega)}^2$. For the quadrature error, it is easy to check the activation function $\text{ReQU}(x)$ satisfies

$$|\text{ReQU}(\omega \cdot x + b)| \leq (\sqrt{d} + 1)^2,$$
$$|\text{ReQU}'(\omega \cdot x + b)| \leq 2(\sqrt{d} + 1),$$
$$|\text{ReQU}''(\omega \cdot x + b)| \leq 2,$$

for all $x \in \Omega$. Then we can apply Lemma SM4.7 and SM4.8 to derive the estimate hold for any $\phi \in V_{u_N}^m$ and $\psi \in W_{u_N}^m$:

$$E[|L_N^*(\phi, \psi) - L_N^*(\phi, \psi)|] \leq 2(R_n(L_N^N) + R_n(L_N^N)) \lesssim \frac{\|u_N^*\|_{B^4(\Omega)}^2}{\sqrt{n}},$$

if we take $n$ no less than $n/d^2$ and the constant is at most a polynomial of $d$. Then, $E_1$ also has the same estimate. Therefore, we have proved the theorem.

SM5. Numerical experiment.

SM5.1. Experiment setup. In this part, we are going to compare DRM with the mixed residual methods for solving various PDEs. The DGM is used as a benchmark. We use ResNet for all the experiments. The activation function is the RePU function:

$$\text{RePU}(x) := (\max\{0, x\})^p,$$

where $p \geq 2$. It is also called ReQU and ReCU when $p = 2$ and $p = 3$ respectively. To control the total number of parameters, the depth of the networks is fixed to be 10 in all the experiments and the width depends on a given positive integer $w$. For the deep Ritz method and the deep Galerkin method, the width is set to be $\lceil \sqrt{5}w \rceil$. For the mixed residual method, the width of the $\phi$ network is $w$ and the width of the $\psi$ network is $2w$. For example, if we give $w = 10$, then the network width is 23 for DRM and DGM, and the width is 10 and 20 for the mixed residual method.

In the training process, we randomly generate 1,000 samples from the interior of the domain and 1,000 samples from the boundary in each iteration. We then update the parameters using the Adam algorithm with a learning rate $10^{-4}$. For each test, the total number of iterations is 500,000.

We evaluate the algorithms by computing the relative errors:

$$e_0 = \sqrt{\frac{\int \|\phi - u^*\|^2dx}{\int |u^*|^2dx}}, \quad e_1 = \sqrt{\frac{\int \|\nabla \phi - \nabla u^*\|^2dx}{\int |\nabla u^*|^2dx}}, \quad e_2 = \sqrt{\frac{\int \|\Delta \phi - \Delta u^*\|^2dx}{\int |\Delta u^*|^2dx}},$$

where $u^*$ is the analytical solution to the original PDE problem and $\phi$ is the neural network solution. For the mixed residual method, $\nabla \phi$ and $\Delta \phi$ in $e_1$ and $e_2$ are replaced by $\psi$ and $\text{div}(\psi)$. The integral is estimated using 10,000 randomly sampled quadrature points.
Table SM1: Errors of three neural networks methods with different activation functions (Act) on the Dirichlet problem. For dimension (dim) \(d = 2, 5\) and \(10\), the \(w\) is chosen to be \(10, 25\) and \(50\) respectively. The averaged time per 100 iterations and number of parameters (NoP) are listed in the last two columns as well.

| Act | dim | method | \(e_0\) | \(e_1\) | \(e_2\) | time(s) | NoP |
|-----|-----|--------|--------|--------|--------|----------|-----|
| ReQU | d=2 | Mix   | 0.0003 | 0.0013 | 0.0006 | 3.88     | 5410 |
|      |     | DGM   | 0.0024 | 0.0029 | 0.0083 | 5.17     | 5589 |
|      |     | DRM   | 0.038  | 0.0308 | 0.07993| 1.61     | 5589  |
| d=5  | Mix | 0.0091 | 0.0255 | 0.0054 | 5.89    | 32650    |
| DGM | 0.0168 | 0.0376 | 0.0226 | 8.31    | 33402    |
| DRM | 0.0214 | 0.0301 | 0.1607 | 1.53    | 33402    |
| d=10 | Mix | 0.0091 | 0.0255 | 0.0054 | 5.89    | 32650    |
| DGM | 0.0168 | 0.0376 | 0.0226 | 8.31    | 33402    |
| DRM | 0.0214 | 0.0301 | 0.1607 | 1.53    | 33402    |
| ReCU | d=2 | Mix   | 0.0001 | 0.0003 | 0.0003 | 3.50     | 5410 |
|      |     | DGM   | 0.0001 | 0.0003 | 0.0005 | 5.07     | 5589 |
|      |     | DRM   | 0.0104 | 0.0077 | 0.2014 | 1.65     | 5589  |
| d=5  | Mix | 0.0071 | 0.0209 | 0.0214 | 5.94    | 32650    |
| DGM | 0.0039 | 0.0089 | 0.0019 | 8.47    | 33402    |
| DRM | 0.0255 | 0.0245 | 0.083  | 1.65    | 33402    |
| d=10 | Mix | 0.04991| 0.0626 | 0.0057 | 9.80    | 129050   |
| DGM | 0.0234 | 0.0403 | 0.01   | 13.51   | 130063   |
| DRM | 0.066  | 0.0838 | 0.2387 | 1.86    | 130063   |

SM5.2. Elliptic PDE. We consider the Poisson equation with Dirichlet boundary condition:

\[-\Delta u(x) = d \pi^2 \prod_{i=1}^{d} \sin(\pi x_i) \text{ in } \Omega, \quad u(x) = 0 \text{ on } \partial \Omega,\]

where \(\Omega = [0, 1]^d\). The true solution is \(u^*(x) = \prod_{i=1}^{d} \sin(\pi x_i)\). The numerical result is shown in Table SM1. We can observe that DRM has the largest relative error in all cases. Besides, the \(e_2\) error of DRM is significantly larger than its \(e_0\) and \(e_1\) error. The mixed residual method achieves similar accuracy to the benchmark while it cost about 30\% less time.

We also test the elliptic PDE with Neumann boundary condition:

\[-\Delta u(x) + u(x) = (\pi^2 + 1) \sum_{i=1}^{d} \cos(\pi x_i) \text{ in } \Omega, \quad \frac{\partial u(x)}{\partial n} = 0 \text{ on } \partial \Omega.\]

The true solution is \(u^*(x) = \sum_{i=1}^{d} \cos(\pi x_i)\). The relative errors are shown in Table SM2. We also observe that the DRM has the largest relative errors in all the cases, and the mixed residual method achieve similar accuracy with the benchmark while it cost less time.

We also want to compare the relative error of the mixed residual method and DRM when we increase the width of networks. We fix the depth to be 2, and set \(w = 5, 10, 20, 40\) and \(80\) respectively. Then, we evaluate the relative error on Dirichlet
Table SM2: Errors of three neural networks methods with different activation functions (Act) on the Neumann problem. For dimension (dim) \( d = 2, 5 \) and 10, the \( w \) is chosen to be 10, 25 and 50 respectively. The averaged time per 100 iterations and number of parameters (NoP) are listed in the last two columns as well.

| Act | dim | method | \( e_0 \) | \( e_1 \) | \( e_2 \) | time(s) | NoP |
|-----|-----|--------|---------|---------|---------|---------|-----|
| ReQU | 2  | Mix    | 0.0006  | 0.002   | 0.0025  | 3.58    | 5410 |
|      |     | DGM    | 0.0017  | 0.0017  | 0.0051  | 4.24    | 5589 |
|      |     | DRM    | 0.077   | 0.0136  | 0.0847  | 1.99    | 5589 |
|      | 5  | Mix    | 0.0027  | 0.0096  | 0.0086  | 5.00    | 32650|
|      |     | DGM    | 0.0077  | 0.0027  | 0.0076  | 7.44    | 33402|
|      |     | DRM    | 0.0377  | 0.0484  | 0.12    | 1.85    | 33402|
|      | 10 | Mix    | 0.0114  | 0.0258  | 0.0187  | 8.55    | 129050|
|      |     | DGM    | 0.0123  | 0.016   | 0.0253  | 12.76   | 130063|
|      |     | DRM    | 0.0446  | 0.0475  | 0.1439  | 2.10    | 130063|

and Neumann problems with \( d = 10 \). The logarithm of \( e_0 \), \( e_1 \) and \( e_2 \) after 500,000 iterations are shown in Figure SM1. Generally, the \( e_0 \) and \( e_1 \) errors of DRM are competitive with the mixed residual method, while the \( e_2 \) error of the mixed residual method always decays much faster than DRM. The behavior of the two methods on the \( e_2 \) meets our expectation and verifies our analysis.
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Fig. SM1: The relative errors of mixed residual method and DRM with different network size on the Dirichlet problem ((a)-(c)) and the Neumann problem ((d)-(f)). The depth of the networks are fixed to be 2.
Appendix A. Proof of lemma (SM4.1). The proof starts with the lemma 4.5 in [SM13]:

**Lemma A.1.** [SM13] Let \( \Omega = [-1, 1] \), \( g \in C^2(\Omega) \) with \( \|g^{(s)}\|_{L^\infty(\Omega)} \leq B \) for \( s = 0, 1, 2 \). Assume that \( g'(0) = 0 \). Let \( \{z_i\}_{i=0}^{2m} \) be a uniform mesh on \( \Omega \), where \( h = \frac{1}{m} \) and

\[
z_i = -1 + ih, \quad i = 0, \ldots, 2m.
\]

Then there exists a two-layer ReLU neural network \( g_m(z) \) of the form

\[
g_m(z) = c + \sum_{i=1}^{2m} a_i \text{ReLU}(\epsilon_i z - b_i), \quad z \in \Omega,
\]

with \( c = g(0), b_i \in [-1, 1], \) and \( \epsilon_i \in \{-1, 1\}, \) \( i = 1, \ldots, 2m \) such that

\[
\|g - g_m\|_{W^{1,\infty}(\Omega)} \leq \frac{2B}{m}.
\]

In addition, an example of the coefficients \( \{a_i\}_{i=1}^{2m} \) are given as

\[
a_i = \begin{cases} 
\frac{g(z_{m+1}) - g(z_m)}{h}, & i = m + 1, \\
\frac{g(z_{m-1}) - g(z_m)}{h}, & i = m, \\
\frac{g(z_i) - 2g(z_{i-1}) + g(z_{i-2})}{h}, & i > m + 1, \\
\frac{g(z_{i-1}) - 2g(z_i) + g(z_{i+1})}{h}, & i < m.
\end{cases}
\]

and \( \sum_{i=1}^{2m} |a_i| \leq 4B, \quad |c| \leq B \). This constructed function \( g_m(z) \) is equalvant to a piecewise linear interpolation function on \( \{z_i\}_{i=1}^{2m} \) and

\[
g_m(z) = g(0) + \sum_{i=1}^{2m} a_i \text{ReLU}(\epsilon_i (z - z_i)),
\]

with \( \epsilon_i = 1 \) for \( i = 1, \ldots, m \) and \( \epsilon_i = -1 \) for \( i = m + 1, \ldots, 2m \). Notice that

\[
4\delta \text{ReLU}(z) = \text{ReLU}(z + \delta) - \text{ReLU}(z - \delta) + e(z, \delta),
\]

where \( e(z, \delta) \).
and
\[
e(z; \delta) = \begin{cases} 
-(z + \delta)^2, & -\delta < z \leq 0, \\
-(z - \delta)^2, & 0 < z \leq \delta, \\
0, & \text{otherwise}.
\end{cases}
\]

For fixed \(\delta = h\), it follows that \(|e(z)| \leq h^2\) and \(|e'(z)| \leq 2h\). Then we obtain a ReQU activated neural network \(\hat{g}_m(z)\) by approximating the ReLU active function in (A.1):

\[
(A.3) \quad \hat{g}_m(z) = g(0) + \sum_{i=1}^{2m} \frac{a_i}{4h} \left( \text{ReQU}(\epsilon_i(z - z_i) + h) - \text{ReQU}(\epsilon_i(z - z_i) - h) \right).
\]

Since \(e(z) \neq 0\) only for \(z \in [-h, h]\), it follows directly that

\[
(A.4) \quad \|g - \hat{g}_m\|_{W^{1,\infty}(\Omega)} \leq \|g - g_m\|_{W^{1,\infty}(\Omega)} + \|g_m - \hat{g}_m\|_{W^{1,\infty}(\Omega)} \leq \frac{2B}{m} + \frac{3B}{m} = \frac{5B}{m}.
\]

Rearrange (A.3) in the form of
\[
\hat{g}_m(z) = g(0) + \sum_{i=0}^{2m+3} \hat{a}_i \text{ReQU}(\epsilon_i z - b_i),
\]

where
\[
\hat{a}_i = \begin{cases} 
-\frac{a_{i+1}}{4h}, & i = 0, 1, \\
\frac{a_i - a_{i+1}}{4h}, & 2 \leq i \leq m - 1, \\
\frac{a_{i+1} - a_{i+3}}{4h}, & m \leq i \leq m + 3, \\
\frac{a_{i+1} - a_{i-3}}{4h}, & m + 4 \leq i \leq 2m + 1, \\
-\frac{a_{i-3}}{4h}, & i = 2m + 2, 2m + 3,
\end{cases}
\]

and
\[
b_i = \begin{cases} 
\epsilon_i z_i, & 0 \leq i \leq m + 1, \\
\epsilon_i z_{i-3}, & m + 2 \leq i \leq 2m + 3.
\end{cases}
\]

Recall the formulation (A.2) of \(a_i\). For \(i \in [2, m - 1] \cup [m + 4, 2m + 1]\), we have
\[
|\hat{a}_i| = \frac{|a_{s+1} - a_{s-1}|}{4h} (s = i \text{ or } i - 2) 
\leq \frac{2h}{4h} |g''(\xi_1) - g''(\xi_2)| 
\leq |g^{(3)}(\xi_3)| \frac{\xi_1 - \xi_2}{2} \leq 2hB.
\]

Notice that the last step is satisfied if \(g \in C^3(\Omega)\), otherwise \(\sum_{i=0}^{2m+3} |\hat{a}_i| \sim O(m)\) and
it is unacceptable. When \( g \in C^3(\Omega) \), it concludes that
\[
\sum_{i=0}^{2m+3} |\hat{a}_i| \leq 4(m - 1)hB + \frac{8}{4h} \cdot 2hB \leq 8B.
\]

We have shown the approximation capability of the ReQU network, and now we further associate it with Barron space. The second step can be completed by lemma 1 in [SM1] and theorem 4.1 in [SM13]:

**Lemma A.2.** [SM1] Let \( G \) be a set in a Hilbert space, and \( u \) lies in the closure of the convex hull of \( G \). Every element in \( G \) is bounded, i.e., \( \forall g \in G, \|g\| \leq B \). Then for every \( m \in \mathbb{N} \), there exists \( \{g_i\}_{i=1}^{m} \subset G \) and \( \{\lambda_i\}_{i=1}^{m} \subset [0,1] \) with \( \sum_{i=1}^{m} \lambda_i = 1 \) such that
\[
\|u - \sum_{i=1}^{m} \lambda_i g_i\| \leq \frac{B}{\sqrt{m}}.
\]

**Lemma A.3.** [SM13] Let \( u \in B(\Omega) \). Then there exists \( u_m \) which is a convex combination of \( m \) functions in \( F_{\cos}(B) \) with \( B = \|u\|_{B(\Omega)} \) such that
\[
\|u - \hat{u}(0) - u_m\|_{H^1(\Omega)} \leq \frac{\|u\|_{B(\Omega)}}{\sqrt{m}}.
\]

Different from \( u \in B(\Omega) = B^2(\Omega) \) in [SM13], we let \( u \in B(\Omega) = B^3(\Omega) \). Accordingly, \( F_{\cos}(B) \) should be changed to
\[
F_{\cos}(B) := \{ \frac{\gamma}{1 + \pi^3|k|^3} \cos(\pi(k \cdot x + b)) |k \in \mathbb{Z}^d \setminus \{0\}, |\gamma| \leq B, b \in \{0,1\} \}.
\]

and the result still holds.

Notice that every function in \( F_{\cos}(B) \) is the composition of the one dimensional function \( g \) defined on \([-1,1]\) by
\[
g(z) = \frac{\gamma}{1 + \pi^3|k|^3} \cos(\pi(k \cdot z + b)) ,
\]
with \( k \in \mathbb{Z}^d \setminus \{0\}, |\gamma| \leq B \) and \( b \in \{0,1\} \), and a linear function \( z = \omega \cdot x \) with \( w = \frac{k}{|k|} \).

It is clear that \( g \in C^3([-1,1]) \) satisfies that
\[
\|g^{(s)}\|_{L^\infty([-1,1])} \leq |\gamma| \leq B \text{ for } s = 0,1,2,3,
\]
and \( g'(0) = 0 \). Formulation (A.4) yields that
\[
\|g(\omega \cdot x) - \hat{g}(\omega \cdot x)\|_{H^1(\Omega)} \leq \|g - \hat{g}\|_{W^{1,\infty}(\Omega)} \leq \frac{5B}{m}.
\]

Then \( u \) lies in the closure of convex hull of
\[
F_Q(B) := \{ c + aReQU(\omega^T x + b) |\c| \leq 2B, |a| \leq 8B, \|w\|_2 \leq 1, |b| \leq 1 \}.
\]

For any \( u_f \in F_Q(B) \),
\[
\|u_f\|_{H^1(\Omega)} \leq (8d + 16\sqrt{d} + 10)B + 16(\sqrt{d} + 1)B.
\]
Thanks to lemma A.2 and the bound (A.6), there exists a \( u_m \in V^m \), which is a convex combination of \( m \) functions in \( \mathcal{F}_Q(\|u\|_{B(\Omega)}) \) such that

\[
\|u - u_m\|_{H^1(\Omega)} \leq \frac{8d + 32\sqrt{d} + 26}{\sqrt{m}} \|u\|_{B(\Omega)}.
\]

It completes the proof. There is a remark that for the purpose of making the coefficient bounded, we let \( u \in B^3(\Omega) \), which is a sufficient condition. There may be weaker conditions or stronger conclusions here.

**Appendix B. Proof of lemma SM4.4.** The proof of (i) and (ii) is trivial by the definition. A rigorous proof of (iv) can be found in [SM8] and (v) is a direct corollary of (iv) by letting \( \sigma(x) = x^2 \). We only prove the remaining properties.

(iii) First use the definition of the Rademacher complexity

\[
R_n(g) = \mathbb{E}_X \mathbb{E}_\varepsilon \sup_{g \in \{g\}} \left| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i g(X_i) \right| = \mathbb{E}_X \mathbb{E}_\varepsilon \left| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i g_i \right|
\]

where \( g_i = g(X_i), i = 1, \cdots, n \). Next we expand part of this summation

\[
(B.1) \quad \left( \sum_{i=1}^{n} \varepsilon_i g_i \right)^2 = \sum_{i=1}^{n} \varepsilon_i^2 g_i^2 + \sum_{i \neq j} \varepsilon_i \varepsilon_j g_i g_j \leq b^2 \left( \sum_{i=1}^{n} \varepsilon_i \right)^2 + \sum_{i \neq j} \varepsilon_i \varepsilon_j (g_i g_j - b^2).
\]

Taking the expectation of \( \varepsilon \) yields

\[
\mathbb{E} \left( \sum_{i=1}^{n} \varepsilon_i g_i \right)^2 \leq b^2 \mathbb{E} \left( \sum_{i=1}^{n} \varepsilon_i \right)^2 + \mathbb{E} \left[ \sum_{i \neq j} \varepsilon_i \varepsilon_j (g_i g_j - b^2) \right]
\]

\[
= b^2 \mathbb{E} \left( \sum_{i=1}^{n} \varepsilon_i \right)^2 + \sum_{i \neq j} \mathbb{E} [\varepsilon_i \varepsilon_j] (g_i g_j - b^2)
\]

\[
= b^2 \mathbb{E} \left( \sum_{i=1}^{n} \varepsilon_i \right)^2 + \sum_{i \neq j} \mathbb{E} [\varepsilon_i] \mathbb{E} [\varepsilon_j] (g_i g_j - b^2)
\]

\[
= b^2 \mathbb{E} \left( \sum_{i=1}^{n} \varepsilon_i \right)^2.
\]

Let \( Y = \sum_{i=1}^{n} \varepsilon_i \), and it satisfies

\[
\mathbb{E}[Y] = \sum_{i=1}^{n} \mathbb{E}[\varepsilon_i] = 0, \quad \text{Var}[Y] = n \mathbb{E}[\varepsilon] = n.
\]

With the above estimation, the proof is completed

\[
R_n(g) \leq \frac{1}{n} \sqrt{\mathbb{E} \left( \sum_{i=1}^{n} \varepsilon_i g_i \right)^2} \leq \frac{b}{n} \sqrt{\mathbb{E}[Y]^2} = \frac{b}{\sqrt{n}} \sqrt{\text{Var}[Y]} = \frac{b}{\sqrt{n}}.
\]
(vi) Denote $f_i = f(X_i), g_i = g(X_i)$ for $i = 1, \ldots, n$.

$$R_n(\mathcal{FG}) = \mathbb{E}_{X,\varepsilon} \sup_{f \in \mathcal{F}, g \in \mathcal{G}} \left| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i f_i g_i \right|$$

$$= \mathbb{E}_{X,\varepsilon} \sup_{f \in \mathcal{F}, g \in \mathcal{G}} \left| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \left( \frac{1}{2} (f_i + g_i)^2 - \frac{1}{2} f_i^2 - \frac{1}{2} g_i^2 \right) \right|$$

$$\leq \frac{1}{2} R_n((\mathcal{F} + \mathcal{G})^2) + \frac{1}{2} R_n(\mathcal{F}^2) + \frac{1}{2} R_n(\mathcal{G}^2).$$

Using the result of (v) yields

$$R_n(\mathcal{FG}) \leq 2 \sup_{f \in \mathcal{F}, g \in \mathcal{G}} \| f + g \|_{\infty} R_n(\mathcal{F} + \mathcal{G})$$

$$+ 2 \sup_{f \in \mathcal{F}} \| f \|_{\infty} R_n(\mathcal{F}) + 2 \sup_{g \in \mathcal{G}} \| g \|_{\infty} R_n(\mathcal{G})$$

$$\leq 4 \sup_{f \in \mathcal{F} \cup \mathcal{G}} \| f \|_{\infty} R_n(\mathcal{F} + \mathcal{G}) + 2 \sup_{f \in \mathcal{F} \cup \mathcal{G}} \| f \|_{\infty} (R_n(\mathcal{F}) + R_n(\mathcal{G}))$$

$$\leq 6 \sup_{f \in \mathcal{F} \cup \mathcal{G}} \| f \|_{\infty} (R_n(\mathcal{F}) + R_n(\mathcal{G})).$$