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Abstract. In this article, we are concerned with the following eigenvalue problem of a linear second order elliptic operator:

\[-D\Delta \phi - 2\alpha \nabla m(x) \cdot \nabla \phi + V(x)\phi = \lambda \phi \text{ in } \Omega,\]

complemented by a general boundary condition including Dirichlet boundary condition and Robin boundary condition:

\[\frac{\partial \phi}{\partial n} + \beta(x)\phi = 0 \text{ on } \partial \Omega,\]

where \(\beta \in C(\partial \Omega)\) allows to be positive, sign-changing or negative, and \(n(x)\) is the unit exterior normal to \(\partial \Omega\) at \(x\). The domain \(\Omega \subset \mathbb{R}^N\) is bounded and smooth, the constants \(D > 0\) and \(\alpha > 0\) are, respectively, the diffusive and advection coefficients, and \(m \in C^2(\bar{\Omega}), V \in C(\bar{\Omega})\) are given functions.

We aim to investigate the asymptotic behavior of the principal eigenvalue of the above eigenvalue problem as the diffusive coefficient \(D \to 0\) or \(D \to \infty\). Our results, together with those of [4, 5, 10] where the Neumann boundary case (i.e., \(\beta = 0\) on \(\partial \Omega\)) and Dirichlet boundary case were studied, reveal the important effect of advection and boundary conditions on the asymptotic behavior of the principal eigenvalue. We also apply our results to a reaction-diffusion-advection equation which is used to describe the evolution of a single species living in a heterogeneous stream environment and show some interesting behaviors of the species persistence and extinction caused by the buffer zone and small/large diffusion rate.

1. INTRODUCTION

In [4], Chen and Lou studied the following eigenvalue problem of a linear second order elliptic operator with Neumann boundary condition:

\[
\begin{cases}
-D\Delta \phi - 2\alpha \nabla m(x) \cdot \nabla \phi + V(x)\phi = \lambda \phi \quad \text{in } \Omega, \\
\frac{\partial \phi}{\partial n} = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]
From now on, unless otherwise stated, we assume that $\Omega$ is a bounded smooth domain in $\mathbb{R}^N$, the constants $D > 0$ and $\alpha > 0$ stand for the diffusive and advection coefficients, respectively, $m \in C^2(\bar{\Omega})$, $V \in C(\bar{\Omega})$ are given functions, and $n(x)$ is the unit exterior normal to $\partial \Omega$ at $x$.

Given $D > 0$, $\alpha$, $m$, and $V$, it is well known that (1.1) admits a smallest eigenvalue (also called as principal eigenvalue), denoted by $\lambda(D)$, which corresponds to a positive eigenfunction (called as principal eigenfunction). The principal eigenvalue is a basic concept in the field of reaction-diffusion equations, and it usually plays a vital role in the study of a nonlinear reaction-diffusion equation. In particular, the limiting behavior of $\lambda(D)$ as $D \to \infty$ or $D \to 0$ is important in order to obtain a good understanding of the qualitative behavior of a reaction-diffusion equation under consideration.

For such a purpose, among several other ones, Chen and Lou established the following important result; see [4, Theorems 1.2 and 8.1].

**Theorem 1.1.** Assume that $\det(D^2m(x)) \neq 0$ and $n(x)$ is an eigenvector of $D^2m(x)$ for all $x \in \{x \in \partial \Omega : |\nabla m(x)| = 0\}$. Then it holds

\[
\lim_{D \to 0} \lambda(D) = \min_{x \in \Sigma_1^* \cup \Sigma_2^*} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) \right\},
\]

where

\[
\Sigma_1^* = \{ x \in \bar{\Omega} : |\nabla m(x)| = 0 \}, \quad \Sigma_2^* = \{ x \in \partial \Omega : |\nabla m(x)| = n(x) \cdot \nabla m(x) > 0 \},
\]

and when $x \in \Sigma_1^*$, $\kappa_1(x), \kappa_2(x), \cdots, \kappa_N$ are the eigenvalues of $D^2m(x)$, and when $x \in \Sigma_2^*$, $\kappa_N = 0$, and $\kappa_1(x), \cdots, \kappa_{N-1}(x)$ are the eigenvalues of $D^2m_{\partial \Omega}(x)$. Here, $m_{\partial \Omega}(x)$ is the restriction of $m(x)$ on $\partial \Omega$.

**Remark 1.1.** It is worthwhile to mention that the formula (1.2) may not be true provided that the technical assumption imposed on $m$ on the set $\Sigma_1^* \cap \partial \Omega$ in Theorem 1.1 fails for the space dimension $N \geq 2$; see [4] Remarks 8.2, 8.3]. However, one can easily check the proof of [4] Theorem 8.1] to see that Theorem 1.1 remains true without such an assumption when $N = 1$ (that is, $\Omega$ is a bounded open interval).

In the two companion papers [6][10], Friedman and his coauthors considered the following Dirichlet eigenvalue problem

\[
\begin{cases}
-D \sum_{i,j=1}^{N} a_{ij}(x) \frac{\partial^2 \phi}{\partial x_i \partial x_j} - \sum_{i=1}^{N} b_i(x) \frac{\partial \phi}{\partial x_i} = \lambda \phi & \text{in } \Omega, \\
\phi = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Assume that the matrix $(a_{ij}(x))$ is real, positive definite and symmetric for any $x \in \bar{\Omega}$, and $a_{ij}, b_i (i = 1, \cdots, N)$ are Hölder continuous functions on $\Omega$. Denote $b(x) = (b_1(x), \cdots, b_N(x))$.

The main results of [5][10] can be collected as follows.

**Theorem 1.2.** Let $\lambda(D)$ be the principal eigenvalue of (1.3). The following assertions hold.

(i) If $b(x) \cdot n(x) < 0$ for any $x \in \partial \Omega$, then $\lim_{D \to 0} \lambda(D) = 0$ (exponentially fast).

(ii) If there exists a function $\omega \in C^1(\bar{\Omega})$ such that $b(x) \cdot \text{grad } \omega > 0$ for any $x \in \bar{\Omega}$, then $\lim_{D \to 0} \lambda(D) = +\infty$.

(iii) If there exists a point $x_0 \in \Omega$ such that $b(x) = O(|x - x_0|^{\nu})$ as $x \to x_0$ for some $\nu \geq 0$, then $\limsup_{D \to 0} \lambda(D) \leq c D^{(\nu-1)/(\nu+1)}$ for some positive constant $c$.

(iv) If there exist a point $x_0 \in \Omega$ and a function $\omega \in C^2(\bar{\Omega})$ such that the matrix $(\omega_{ij}(x_0))$ is positive definite and $b(x) \cdot \text{grad } \omega \geq q |x - x_0|^{\nu+1}$, $\forall x \in \Omega$ for some constants $q > 0, 1 > \nu > 0$, and $\lim \inf_{x \to x_0} \text{div } b(x) > -\infty$, then $\lim_{D \to 0} \lambda(D) \geq c D^{(\nu-1)/(\nu+1)}$ for some positive constant $c$. 

Remark 1.2. When the space dimension \( N = 1 \) and we take \( \Omega = (0, 1) \) without loss of generality, for the principal eigenvalue \( \lambda(D) \) of problem (1.3), Theorem 1.2 concludes that \( \lim_{D \to 0} \lambda(D) = +\infty \) if one of the conditions is fulfilled:

(i) \( |b| > 0 \) on \([0, 1]\).

(ii) If \( b < 0 \) in \([0, x_0]\), \( b > 0 \) in \((x_0, 1]\), and \( |x - x_0|/\sigma \leq |b(x)| \leq \sigma |x - x_0|, \forall x \in [0, 1] \) for some \( x_0 \in (0, 1) \) and constants \( \sigma > 1, 1 > \nu > 0 \).

The objective of this paper is the asymptotic behavior of the principal eigenvalue with respect to small or large diffusion coefficient, of a class of eigenvalue problems under certain boundary conditions including the Dirichlet boundary condition and Robin boundary condition. The existence and uniqueness of the principal eigenvalue of the eigenvalue problem to be treated in the paper as well as its variational characterization are standard facts; see, for instance, [6, Chapter 2].

We first investigate the Dirichlet eigenvalue problem

\[
\begin{aligned}
-D\Delta \phi - 2\alpha \nabla m(x) \cdot \nabla \phi + V(x)\phi &= \lambda \phi & \text{in} \Omega, \\
\phi &= 0 & \text{on} \partial \Omega.
\end{aligned}
\]

Denote \( \Sigma_1 = \{ x \in \Omega : |\nabla m(x)| = 0 \} \), \( \Sigma_2 = \{ x \in \partial \Omega : |\nabla m(x)| = 0 \} \).

Concerning (1.4), our result reads as follows.

Theorem 1.3. Let \( \lambda(D) \) be the principal eigenvalue of (1.4). The following assertions hold.

(i) If \( \Sigma_1 \cup \Sigma_2 = \emptyset \), then \( \lim_{D \to 0} \lambda(D) = +\infty \).

(ii) If \( \Sigma_1 \cup \Sigma_2 \neq \emptyset \), and assume that for all \( x \in \Sigma_2 \), \( n(x) \) is an eigenvector of \( D^2 m(x) \) with the corresponding eigenvalue \( \kappa_N = 0 \), then

\[
\lim_{D \to 0} \lambda(D) = \min_{x \in \Sigma_1 \cup \Sigma_2} \left\{ V(x) + \alpha \sum_{i=1}^N (|\kappa_i(x)| + \kappa_i(x)) \right\},
\]

here \( \kappa_1(x), \kappa_2(x), \cdots, \kappa_N \) are the eigenvalues of \( D^2 m(x) \).

We would like to make the following comments on Theorem 1.3.

Remark 1.3. (i) We want to stress that in Theorem 1.1 we take \( \kappa_N = 0 \), and \( \kappa_1(x), \cdots, \kappa_{N-1}(x) \) are the \( N-1 \) eigenvalues of \( D^2 m_{\partial \Omega}(x) \) for any \( x \in \Sigma_2 \); while in Theorem 1.3 (ii), for any \( x \in \Sigma_2 \), we assume that \((0, n(x))\) is an eigenpair of \( D^2 m(x) \), and thus \( \kappa_1(x), \kappa_2(x), \cdots, \kappa_N = 0 \) are all the eigenvalues of \( D^2 m(x) \).

(ii) Clearly, Theorem 1.2 (ii) covers Theorem 1.3 (i); we shall provide an elementary proof for Theorem 1.3 (i); the proof of Theorem 1.2 (ii) is much more involved via probabilistic inequalities (see [10]).

(iii) Theorem 1.3 (ii) shows that \( \lim_{D \to 0} \lambda(D) \) must be finite once \( \Sigma_1 \cup \Sigma_2 \neq \emptyset \) under the assumption of \( m \in C^2(\Omega) \). However, Theorem 1.2 (iv) tells us that \( \lim_{D \to 0} \lambda(D) \) may be positive infinity even if \( \Sigma_1 \cup \Sigma_2 \neq \emptyset \) provided that \( m \in C^{1+\nu}(\bar{\Omega}) \) for some \( 0 < \nu < 1 \); also see Remark 1.2. Therefore, this implies that the smoothness of the advection \( m \) is also vital in determining \( \lim_{D \to 0} \lambda(D) \).

We next consider the eigenvalue problem equipped with Robin boundary condition:

\[
\begin{aligned}
-D\Delta \phi - 2\alpha \nabla m(x) \cdot \nabla \phi + V(x)\phi &= \mu \phi & \text{in} \Omega, \\
\frac{\partial \phi}{\partial n} + k\beta(x)\phi &= 0 & \text{on} \partial \Omega,
\end{aligned}
\]

where \( \beta \in C(\partial \Omega) \) is a given function and \( k \) is a nonnegative constant. Note that \( \beta \) allows to change sign or be positive, or be negative over \( \partial \Omega \); one may refer to [9, 14, 19] and the references therein for related background and research, especially when \( \beta \) is negative.
Let \( \Sigma_1 \) and \( \Sigma_2 \) be as before, and set
\[
\Sigma_3 = \{ x \in \partial \Omega : |\nabla m(x)| = \nabla m(x) \cdot n(x) > 0 \}.
\]

Concerning the eigenvalue problem (1.5), our result can be stated as follows.

**Theorem 1.4.** Let \( \lambda(D) \) be the principal eigenvalue of (1.5). Assume that \( \det(D^2m(x)) \neq 0 \) and \( n(x) \) is an eigenvector of \( D^2m(x) \) for all \( x \in \Sigma_2 \). Then it holds
\[
\lim_{D \to 0} \lambda(D) = \min \left\{ \min_{x \in \Sigma_1 \cup \Sigma_2} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) \right\}, \right.
\]
\[
\left. \min_{x \in \Sigma_3} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) + 2\alpha k \beta(x_0) |\nabla m(x_0)| \right\} \right\}.
\]

Here, when \( x \in \Sigma_1 \cup \Sigma_2 \), \( \kappa_1(x), \kappa_2(x), \ldots, \kappa_N \) are the eigenvalues of \( D^2m(x) \); when \( x \in \Sigma_3 \), \( \kappa_N = 0 \) and \( \kappa_1(x), \kappa_2(x), \ldots, \kappa_{N-1}(x) \) are the eigenvalues of \( D^2m_\Omega(x) \).

It is easily seen that \( \Sigma_1 \cup \Sigma_2 \cup \Sigma_3 = \Sigma^*_1 \cup \Sigma^*_2 \neq \emptyset \). In order to obtain Theorems 1.3 and 1.4, our approach mainly follows that of [4], which heavily relies on the variational structure of the problems under consideration; nevertheless, some nontrivial ingredients are introduced here to overcome the difficulties caused by the boundary conditions. Notice that the eigenvalue problem (1.3) has no variational structure in general; some very different approaches were used in [5, 10] to derive Theorem 1.2.

There are close connections and delicate differences among Theorems 1.1, 1.3 and 1.4. In particular, we would like to make the following comments.

**Remark 1.4.**

(i) Theorem 1.4 reduces to Theorem 1.1 if \( k = 0 \).

(ii) Different from Theorem 1.3(i) for the Dirichlet boundary problem (1.4), \( \lim_{D \to 0} \lambda(D) \) is finite for the Robin boundary problem (1.5) even if \( \Sigma_1 \cup \Sigma_2 = \emptyset \); however, \( \lim_{D \to 0} \lambda(D) \to +\infty \) as \( k \to \infty \) in Theorem 1.4 provided that \( \Sigma_1 \cup \Sigma_2 = \emptyset \) and \( \beta > 0 \) on \( \partial \Omega \). On the other hand, if \( \beta > 0 \) on \( \partial \Omega \) and \( k \) is properly large in problem (1.5), the limit formula in Theorem 1.4 coincides with the one in Theorem 1.3(ii). Hence, Theorem 1.3 can be regarded as the limiting behavior of Theorem 1.4 as \( k \to \infty \).

(iii) One should observe that for the Dirichlet boundary problem (1.4), the set \( \Sigma_3 \) does not affect the limit \( \lim_{D \to 0} \lambda(D) \) (when it is finite); this is very different from the behavior of the principal eigenvalue for the Neumann boundary problem and the Robin boundary problem (1.5) as stated by Theorems 1.1 and 1.4.

(iv) As in Remark 1.1 when \( N = 1 \) and \( \Omega \) is a bounded open interval, Theorem 1.4 remains valid without the assumption that \( \det(D^2m(x)) \neq 0 \) and \( n(x) \) is an eigenvector of \( D^2m(x) \) for all \( x \in \Sigma_2 \).

Finally, we study the asymptotic behavior of the principal eigenvalue as \( D \to +\infty \) of the eigenvalue problem
\[
-D \Delta \phi - 2\alpha \nabla m(x) \cdot \nabla \phi + V(x)\phi = \lambda \phi \quad \text{in } \Omega,
\]
\[
\frac{\partial \phi}{\partial n} + \beta(x) \phi = 0 \quad \text{on } \partial \Omega,
\]
where \( \beta \in C(\partial \Omega) \) is a given function.

If \( \beta = 0 \), it is well known that
\[
\lim_{D \to +\infty} \lambda(D) = \frac{1}{|\Omega|} \int_{\Omega} V.
\]

We aim to explore the asymptotic behavior of the principal eigenvalue as \( D \to +\infty \) in the general setting above.
Let $\mu_1$ be the principal eigenvalue of the following eigenvalue problem
\begin{equation}
\begin{aligned}
-\Delta \phi &= \mu \phi & \text{in } \Omega, \\
\beta \frac{\partial \phi}{\partial n} + \beta(x) \phi &= 0 & \text{on } \partial \Omega.
\end{aligned}
\end{equation}

We now state the last main result of this paper.

**Theorem 1.5.** Let $\lambda(D)$ be the principal eigenvalue of (1.6). The following assertions hold.

(i) If $\mu_1 > 0$, then $\lim_{D \to +\infty} \lambda(D) = +\infty$.
(ii) If $\mu_1 < 0$, then $\lim_{D \to +\infty} \lambda(D) = -\infty$.
(iii) If $\mu_1 = 0$, then
\[
\lim_{D \to +\infty} \lambda(D) = \int_\Omega (V\phi_0^2 - 2\alpha \nabla m \cdot \nabla \phi_0),
\]
where $\phi_0$ is the principal eigenfunction of (1.7) corresponding to $\mu_1 = 0$ such that $\int_\Omega \phi_0^2 = 1$.

In particular, (i) holds if $\beta \geq 1$, (ii) holds if either $\int_{\partial \Omega} \beta < 0$ or $\int_{\partial \Omega} \beta = 0$ and $\beta \neq 0$, and (iii) holds if $\beta \equiv 0$.

One may further refer to [1, 3, 7, 20, 21, 22, 27, 28, 29] and the references therein for related research works on the eigenvalue problems considered in the current paper.

The rest of our paper is organized as follows. In section 2, we investigate the asymptotic behavior of the principal eigenvalue of problems (1.4) and (1.5) as $D \to 0$, and prove Theorems 1.3 and 1.4. Section 3 concerns the asymptotic behavior of the principal eigenvalue of problem (1.6) as $D \to \infty$ and Theorem 1.5 is established; in one space dimension, some improved results are obtained. In section 4, as an application of our theoretical results, we study a reaction-diffusion-advection equation which is used to describe the evolution of a single species living in a heterogeneous stream environment, and find some interesting effects of buffer zone and small/large diffusion rate on the species persistence and extinction.

**2. Asymptotic Behavior as $D \to 0$: Proof of Theorems 1.3 and 1.4**

### 2.1. Dirichlet boundary problem (1.4)

In this section we consider the eigenvalue problem (1.4). Equation (1.4) can be rewritten in the divergence form
\begin{equation}
\begin{aligned}
-\nabla \cdot [e^{2(\alpha/D)m} \nabla \phi] + e^{2(\alpha/D)m} \nabla \phi &= \lambda e^{2(\alpha/D)m} \phi & \text{in } \Omega, \\
\phi &= 0 & \text{on } \partial \Omega.
\end{aligned}
\end{equation}

It is known that the principal eigenvalue $\lambda(D)$ can be characterized by
\begin{equation}
\begin{aligned}
\lambda(D) &= \inf_{\phi \in W_0^{1,2}(\Omega), \phi \neq 0} \frac{\int_\Omega e^{2am/D} (D|\nabla \phi|^2 + V \phi^2)}{\int_\Omega e^{2am/D} \phi^2} \\
&= \inf_{w \in W_0^{1,2}(\Omega), \int\nabla w = 1} \int_\Omega |\nabla w - \frac{\alpha}{D} w \nabla m|^2 + Vw^2.
\end{aligned}
\end{equation}

Indeed, the second variational characterization in (2.2) is derived through the substitution $\phi = e^{-am/D} w$ in (1.4). Clearly, $w = e^{am/D} \phi$ solves
\begin{equation}
\begin{aligned}
-\nabla w + \left(\frac{\alpha^2}{D} |\nabla m|^2 + \alpha \Delta m + V\right) w &= \lambda(D) w & \text{in } \Omega, \\
w &= 0 & \text{on } \partial \Omega.
\end{aligned}
\end{equation}

Let us define the following functional
\[
E(u) = \int_\Omega D \left| \nabla u - \frac{\alpha}{D} u \nabla m \right|^2 = \int_\Omega D \left| \nabla \ln u - \frac{\alpha}{D} \nabla m \right|^2 w^2, \quad \forall u \in H_0^1(\Omega).
\]

Then we have
Lemma 2.1. For any $u \in H_0^1(\Omega)$, there holds

$$E(u) \geq \frac{\alpha^2}{D} \int_{\Omega} \left[ |\nabla m|^2 + \frac{D}{\alpha} \Delta m \right] u^2.$$  

Proof. Basic calculation yields

$$E(u) = \int_{\Omega} D|\nabla u|^2 - 2\alpha u \nabla u \cdot \nabla m + \frac{\alpha^2}{D} u^2 |\nabla m|^2$$

$$= \int_{\Omega} D|\nabla u|^2 + \alpha u^2 \Delta m + \frac{\alpha^2}{D} u^2 |\nabla m|^2$$

$$\geq \frac{\alpha^2}{D} \int_{\Omega} \left[ |\nabla m|^2 + \frac{D}{\alpha} \Delta m \right] u^2.$$  

Lemma 2.1 indicates that when $D \to 0$, the mass of $w^2$ for the principal eigenfunction $w$ is mostly concentrated on the critical points of $m$. Thus, it is natural to investigate the behavior of the principal eigenfunction $w$ locally near the critical points of $m$.

Let $\zeta$ be a smooth function. Multiplying the differential equation (2.3) by $\zeta w$ and integrating over $\Omega$, we obtain

$$\int_{\Omega} \lambda(D) \zeta^2 w^2 = \int_{\Omega} -D\zeta^2 w \Delta w + \frac{\alpha^2}{D} |\nabla m|^2 \zeta^2 w^2 + 2\alpha \zeta w \nabla (\zeta w) \cdot \nabla m + V \zeta^2 w^2$$

$$= \int_{\Omega} D\nabla w \cdot \nabla (\zeta^2 w) + \frac{\alpha^2}{D} |\nabla m|^2 \zeta^2 w^2 + 2\alpha \zeta w \nabla (\zeta w) \cdot \nabla m + V \zeta^2 w^2.$$  

By setting $W = \zeta w$, it then follows that

$$\int_{\Omega} \lambda(D) \zeta^2 w^2 = \int_{\Omega} D\nabla w \cdot (\nabla (\zeta w) + \zeta \nabla \zeta) + \frac{\alpha^2}{D} |\nabla m|^2 \zeta^2 w^2 - 2\alpha \zeta w \nabla (\zeta w) \cdot \nabla m + V \zeta^2 w^2$$

$$= \int_{\Omega} D \left| \nabla (\zeta w) - \frac{\alpha}{D} \zeta w \nabla m \right|^2 + V \zeta^2 w^2 - D w \nabla \zeta \cdot \nabla (\zeta w) + D \zeta w \nabla w \cdot \nabla \zeta$$

$$= \int_{\Omega} D \left| \nabla W - \frac{\alpha}{D} W \nabla m \right|^2 + V W^2 - D \int_{\Omega} w^2 |\nabla \zeta|^2.$$  

Thus we have

Lemma 2.2. Let $(\lambda(D), w)$ be the solution of (2.3) and $\zeta$ be a smooth function. Then $W := \zeta w$ satisfies

$$\int_{\Omega} \left( D \left| \nabla W - \frac{\alpha}{D} W \nabla m \right|^2 + V W^2 \right) = \lambda(D) \int_{\Omega} W^2 + D \int_{\Omega} w^2 |\nabla \zeta|^2.$$  

We can further establish the following estimates.

Lemma 2.3. The following assertions hold.

(i) Assume that $B(x_0, R) \subset \Omega$, $W = 0$ in $\Omega \setminus B(x_0, R)$. Let $\kappa_1(x_0), \cdots, \kappa_N(x_0)$ be the eigenvalues of $D^2 m(x_0)$. Then for $C = 2N \|D^2 m\|_{L^\infty(\Omega)}$,

$$E(W) \geq \alpha \left( \sum_{i=1}^{N} (|\kappa_1(x_0)| + \kappa_i(x_0)) - CR \right) \int_{\Omega} W^2.$$  

(2.4)
Thus the assertion (i) holds and (ii) follows similarly.

Proof of Theorem 1.3: We first verify the assertion (i). By our assumption, there exists a constant $\delta > 0$ such that $|\nabla m(x)| \geq \delta$ for all $x \in \Omega$. Lemma 2.1 implies, for every $w \in H_0^1(\Omega)$,

$$E(w) \geq \left(\frac{\alpha^2 \delta}{D} - \alpha |\Delta m|_{L^\infty(\Omega)}\right) \int_\Omega w^2.$$  

Thus by (2.2), it holds

$$\lambda(D) \geq \frac{\alpha^2 \delta}{D} - \alpha |\Delta m|_{L^\infty(\Omega)} + \min_{x \in \Omega} V(x) \to +\infty,$$

as $D \to 0$.

We next show the assertion (ii). The proof is similar that of [3, Theorem 8.1]; however necessary modifications are needed. We first estimate the lower bound

$$\liminf_{D \to 0} \lambda(D) \geq \min_{x \in \Sigma_1 \cup \Sigma_2} \{ V(x) + \alpha \sum_{i=1}^N (|\kappa_i(x) + \kappa_i(x)) \}.$$
Let $w$ be the principal eigenfunction normalized by $\int_{\Omega} w^2 = 1$ and $R$ be a small number. We first cover $\Sigma_2$ by balls $\{B(x_k, R/3)\}_{k=1}^{K_1}$ such that $x_k \in \Sigma_2$ and $|x_k - x_l| \geq R/3$ for all $1 \leq k < j \leq K_1$. Let

$$R_1 = \frac{1}{2} \min \left\{ R, \text{dist}(\partial \Omega, \Sigma_1 \setminus \bigcup_{k=1}^{K_1} B(x_k, R/2)) \right\}.$$ 

Then $R_1 > 0$ and we cover $\Sigma_1 \setminus \bigcup_{k=1}^{K_1} B(x_k, R/2)$ by balls $\{B(x_k, R_1/3)\}_{k=K_1+1}^{K_2}$ such that $x_k \in \{B(x_k, R_1/3)\}_{k=K_1+1}^{K_2}$ for $k = K_1 + 1, \ldots, K_2$ and $|x_k - x_l| \geq R_1/3$ for all $K_1 + 1 \leq k < l \leq K_2$. Denote

$$\Omega_0 = \mathbb{R}^N \setminus \left( \bigcup_{k=1}^{K_1} B(x_k, R/2) \cup \bigcup_{k=K_1+1}^{K_2} B(x_k, R_1/2) \right)$$

and let $\{\zeta_k^2\}$ be a partition of unit subordinated to open covering $\{B(x_1, R), \ldots, B(x_{K_2}, R), \Omega_0\}$ with

$$\sum_{k=0}^{K_2} \zeta_k^2(x) = 1, \quad \forall x \in \mathbb{R}^N,$$

$$\zeta_k = 0 \text{ in } \mathbb{R}^N \setminus B(x_k, R), \quad |\nabla \zeta_k| \leq \frac{C}{R} \text{ in } \mathbb{R}^N, \quad \forall k = 1, \ldots, K_1,$$

$$\zeta_k = 0 \text{ in } \mathbb{R}^N \setminus B(x_k, R), \quad |\nabla \zeta_k| \leq \frac{C}{R_1} \text{ in } \mathbb{R}^N, \quad \forall k = K_1 + 1, \ldots, K_2,$$

and $\zeta_0 = 0$ in $\Omega_0$. For each $x \in \mathbb{R}^N$, there exists at most $4^N$ number of indexes $k \geq 1$ such that $\zeta_k \neq 0$. As a result, we have

$$\sum_{k=0}^{K_2} |\nabla \zeta_k(x)|^2 \leq \frac{C(N)}{R_1^2}, \quad \forall x \in \mathbb{R}^N.$$

By setting $W_k = \zeta_k w$ for $k = 0, 1, \ldots, K_2$, we get from Lemma 2.3 that for $1 \leq i \leq N$,

$$E(W_k) \geq \alpha \left[ \sum_{i=1}^{N} (|\kappa_i(x_k)| + \kappa_i(x_k)) - CR \right] \int_{\Omega} W_k^2.$$

In light of Lemma 2.2, we further obtain

$$\sum_{k=1}^{K_2} \lambda(D) \int_{\Omega} W_k^2 + D \sum_{k=1}^{K_2} \int_{\Omega} |\nabla \zeta_k|^2 w$$

$$= \sum_{k=1}^{K_2} \int_{\Omega} D \left| \nabla W_k - \frac{\alpha W_k}{D} \nabla m \right|^2 + V W_k^2$$

$$\geq \left( \min_{1 \leq k \leq K_2} \left\{ \sum_{i=1}^{N} (|\kappa_i(x_k)| + \kappa_i(x_k)) + V(x_k) \right\} - CR \right) \sum_{k=1}^{K_2} \int_{\Omega} W_k^2.$$

Due to $x_k \in \Sigma_1 \cup \Sigma_2$ for all $k = 1, 2, \ldots, K_2$ and $|\nabla \zeta_k| \leq C/R_1$ for all $i = 1, 2, \ldots, K_2$, it follows that

$$\left( \lambda(D) - \min_{x \in \Sigma_1 \cup \Sigma_2} \left\{ \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) + V(x) \right\} \right) \int_{\Omega} w^2 \sum_{k=1}^{K_2} \zeta_k^2 \geq -CR - \frac{C(N)D}{R_1^2}.$$
On the other hand, there exists a positive constant \( \delta \) such that

\[ |\nabla m(x)| > \delta \text{ for all } x \in \Omega \setminus \left( \bigcup_{k=1}^{K_1} B(x_k, R/2) \cup \bigcup_{k=K_1+1}^{K_2} B(x_k, R_1/2) \right). \]

Making use of Lemma 2.1 one infers

\[ \int_{\Omega} W_0^2 \leq \int_{\Omega \cup \bigcup_{k=1}^{K_2} B(x_k, R/2)} w^2 \leq \frac{DC(R)(1 + \alpha)}{\alpha^2}, \]

and hence

\[ \int_{\Omega} w^2 \sum_{k=1}^{K_2} \zeta_k^2 = 1 - \int_{\Omega} W_0^2 \geq 1 - \frac{DC(R)(1 + \alpha)}{\alpha^2}. \]

Therefore, letting \( D \to 0 \), we see from (2.6) that

\[ \liminf_{D \to 0} \lambda(D) \geq \min_{x \in \Sigma_1 \cup \Sigma_2} \left\{ \sum_{i=1}^{N} (|k_i(x)| + \kappa_i(x)) + V(x) \right\} - CR, \]

from which we have (by sending \( R \to 0 \)) that

\[ \liminf_{D \to 0} \lambda(D) \geq \min_{x \in \Sigma_1 \cup \Sigma_2} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|k_i(x)| + \kappa_i(x)) \right\}. \]

In the sequel, we are going to show

\[ \limsup_{D \to 0} \lambda(D) \leq \min_{x \in \Sigma_1 \cup \Sigma_2} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|k_i(x)| + \kappa_i(x)) \right\}. \]

As it can be seen below, there are two cases to handle.

Case 1. Let \( x_0 \in \Sigma_1 \). Denote by \( \kappa_1, \kappa_2, \ldots, \kappa_N \) the eigenvalues of \( D^2 m(x_0) \). By translation and rotation we may assume that \( x_0 = 0 \), \( D^2 m(x_0) = \text{diag}(\kappa_1, \ldots, \kappa_N) \) and \( m_{x_i}(x) = \kappa_i x_i + O(|x|^2) \). Fix an arbitrarily small positive constant \( \delta \) and an arbitrarily large positive constant \( M \), let us define

\[ c_i = e^{-\frac{1}{2}(|\kappa_i|+\delta)M^2}, \quad q_i(x_i) = e^{-\frac{1}{2}(|\kappa_i|+\delta)x_i^2}, \]

and

\[ p_i(x_i) = \left[ e^{-\frac{1}{2}(|\kappa_i|+\delta)x_i^2} - e^{-\frac{1}{2}(|\kappa_i|+\delta)M^2} \right]^+, \quad p(x) = \prod_{i=1}^{N} p_i(x_i). \]

Take \( \epsilon = \sqrt{\frac{D}{\alpha}} \) and

\[ \zeta(x) = \frac{1}{\epsilon^{N/2}} p\left( \frac{x}{\epsilon} \right) = \frac{1}{\epsilon^{N/2}} \prod_{i=1}^{N} \left[ e^{-\frac{1}{2}(|\kappa_i|+\delta)x_i^2} - e^{-\frac{1}{2}(|\kappa_i|+\delta)M^2} \right]^+. \]

We choose a small constant \( r_0 > 0 \) such that \( B(0, r_0) \subset \Omega \). If \( \frac{\pi \delta}{\epsilon} > M \), then \( C(\epsilon, \delta, M) = \int_{\Omega} \zeta^2 = \int_{\mathbb{R}^N} p^2 =: C(\delta, M) \) and

\[ \lim_{M \to \infty} C(\delta, M) = \prod_{i=1}^{N} \sqrt{\frac{\pi}{|\kappa_i| + \delta}} =: C(\delta). \]
Let $\epsilon$ be sufficiently small and $w(x) = \frac{\zeta(x)}{C(\delta,M)}$. It follows from (2.2) that
\[
\lambda(D) \leq \int_{\mathbb{R}^N} \left[ D|\nabla(\ln w) - \frac{\alpha}{D} \nabla m|^2 + V \right] w^2
\]
\[
= \int_{\mathbb{R}^N} \frac{\alpha}{\epsilon^2} \left\{ \sum_{i=1}^{N} \left[ \frac{q_i(e^{-1}x_i)}{p_i(e^{-1}x_i)} (|\kappa_i| + \delta)x_i + \kappa_i x_i + O(|x|^2) \right]^2 + V \right\} w^2
\]
\[
= \int_{\mathbb{R}^N} \left\{ \alpha \left[ \sum_{i=1}^{N} (|\kappa_i| + \kappa_i + \delta)^2 y_i^2 + \sum_{i=1}^{N} \frac{c_i^2}{p_i(y_i)^2} (|\kappa_i| + \delta) 
\right.
\]
\[
\left. + \frac{2c_i(|\kappa_i| + \kappa_i + \delta)}{p_i(y_i)} + O(\epsilon) \right] + V(x_0 + \epsilon y) \right\} \frac{p(y)^2}{C(\delta,M)} dy.
\]
One can easily check that, as $M \to +\infty$,
\[
\int_{\mathbb{R}^N} \frac{c_i^2}{p_i(y_i)^2} p(y)^2 dy \to 0, \quad \int_{\mathbb{R}^N} \frac{c_i}{p_i(y_i)} p(y)^2 dy \to 0.
\]
Thus, sending $M \to +\infty$ and $\epsilon \to 0$ gives
\[
\limsup_{D \to 0} \lambda(D) \leq \frac{1}{C(\delta)} \int_{\mathbb{R}^N} \exp \left( -\sum_{i=1}^{N} (|\kappa_i| + \delta)y_i^2 \right) \left( \alpha \sum_{i=1}^{N} (|\kappa_i| + \kappa_i + \delta) y_i^2 + V(x_0) \right) dy
\]
\[
= V(x_0) + \frac{\alpha}{2} \sum_{i=1}^{N} \frac{(|\kappa_i| + \kappa_i + \delta)^2}{|\kappa_i| + \delta}.
\]
Finally, sending $\delta \to 0$, we have
\[
\limsup_{D \to 0} \lambda(D) \leq V(x_0) + \alpha \sum_{i=1}^{N} (|\kappa_i| + \kappa_i).
\]

Case 2. Let $x_0 \in \Sigma_2$. By translation and rotation we may assume that $x_0 = 0$, $m(x_0) = (0,0,\cdots,0,-1)$ and $D^2 m(x_0) = \text{diag}(\kappa_1,\cdots,\kappa_N)$ with $\kappa_N = 0$. Given $M > 0$, we define
\[
p(x) = \prod_{i=1}^{N} p_i(x_i),
\]
where
\[
p_i(x_i) = \left( e^{-\frac{1}{2}(|\kappa_i|+\delta)x_i^2} - e^{-\frac{1}{2}(|\kappa_i|+\delta)M^2} \right)^+.
\]
for $1 \leq i \leq N - 1$, and
\[
p_N(x_N) = \left( e^{-\frac{1}{2}\delta(x_N-M)^2} - e^{-\frac{1}{2}\delta M^2} \right)^+.
\]
Let $\epsilon = \sqrt{\frac{D}{\pi}}$ and $\zeta(x) = \frac{1}{e^{\epsilon^2}p(\epsilon x)}$. There exists $\epsilon(M) > 0$ such that for $\epsilon < \epsilon(M)$, $\text{supp}\zeta \subset \Omega$, $\int_{\Omega} \zeta^2 = \int_{\mathbb{R}^N} p^2 =: C(\delta,M)$, and
\[
\lim_{\tau \to 0, M \to \infty} C(\delta,M) = \frac{1}{2} \prod_{i=1}^{N} \sqrt{\frac{\pi}{|\kappa_i| + \delta}} = C(\delta).
\]
Let $w(x) = \frac{\zeta(x)}{C(\delta,M)}$, then $\int_{\Omega} w^2(x) = 1$. The analysis similar to Case 1 shows that for $1 \leq i \leq N - 1$,
\[
\int_{\mathbb{R}^N} D|\partial_i \ln w - \frac{\alpha}{D} \partial_i m|^2 w^2 \to \frac{\alpha (|\kappa_i| + \kappa_i + \delta)}{2(|\kappa_i| + \delta)}
\]
Furthermore, we may assume that $w \to 0$, and when $i = N,$
\[
\int_{\mathbb{R}^n} D|\partial_N \ln w - \frac{\alpha}{D} \partial_N m|^2 w^2
\]
\[
= \int_{\mathbb{R}^n} \frac{\alpha}{\varepsilon^2} \left[ \varepsilon \exp \left( -\frac{1}{2} \delta \left( \frac{\varepsilon N}{\varepsilon} - M - 1 \right)^2 \right) p_N^{-1} \left( \frac{\varepsilon N}{\varepsilon} - M - 1 \right) + O(|x|^2) \right]^2 w^2
\]
\[
= \int_{\mathbb{R}^n} \alpha \left[ \exp \left( -\frac{1}{2} \delta (y_N - M - 1)^2 \right) p_N^{-1} (y_N - M - 1) + O(\varepsilon M^2) \right]^2 w^2
\]
\[
= \int_{\mathbb{R}^n} \alpha \left[ \exp \left( -\delta (y_N - M - 1)^2 \right) p_N^2 (y) \delta^2 (y_N - M - 1) + O(\varepsilon M^2) \right] w^2.
\]
We first choose a sequence $M_k \to \infty$ and then take $\varepsilon_k$ with $\varepsilon_k = o(M_k^{-3})$. Passing to the limit, we have
\[
\int_{\mathbb{R}^n} D|\partial_N \ln w - \frac{\alpha}{D} \partial_N m|^2 w^2 \to \frac{\alpha}{2} \delta.
\]
Letting $\delta \to 0$, it follows from (2.2) that
\[
\lim_{D \to 0} \lambda(D) \leq V(x_0) + \alpha \sum_{i=1}^N (|\kappa_i| + \kappa_i).
\]
Therefore, the desired estimate is verified. The proof is now complete. $\square$

2.2. Robin boundary problem (1.5). In this section we consider the eigenvalue problem (1.5).

The principal eigenvalue possesses the following variational characterization:

\[
\lambda(D) = \inf_{\phi \in W^{1,2}(\Omega), \phi \neq 0} \frac{\int_{\Omega} e^{2\alpha m/D} |\nabla \phi|^2 + V \phi^2 + D k \int_{\partial \Omega} e^{2\alpha m/D} \beta \phi^2}{\int_{\Omega} \alpha |\nabla w|^2 + V w^2 + D k \int_{\partial \Omega} \beta w^2}.
\]

(2.7)

Furthermore, we may assume that $w = e^{\frac{2\alpha m}{D} \phi}$ satisfies

\[
\begin{cases}
-D\Delta w + \left( \frac{\alpha}{D} |\nabla m|^2 + \alpha \Delta m + V - \mu \right) w = 0 \text{ in } \Omega,
\partial w/\partial n + \frac{\alpha}{D} w \frac{\partial m}{\partial n} + k \beta w = 0 \text{ on } \partial \Omega, \int_{\partial \Omega} w^2 = 1.
\end{cases}
\]

(2.8)

Before going further, let us recall some notations introduced in [4, Section 3]. Let $d(x)$ be the signed distance from $x \in \mathbb{R}^N$ to $\partial \Omega$ which is positive if $x \in \Omega$ and negative if $x \not\in \Omega$. Since $\Omega$ is smooth, there exists a constant $R_0$ such that $d(x)$ is smooth in the $R_0$-neighborhood of $\partial \Omega$: $\partial \Omega(R_0) = \{ x \in \mathbb{R}^N : \text{dist}(x, \partial \Omega) < R_0 \}$. Note that $\nabla d(x) = -n(x)$ for all $x \in \partial \Omega$. We may extend $n(x)$ to $R_0$ neighborhood of $\partial \Omega$ by $n(x) = -\nabla d(x)$. We denote by $m|_{\partial \Omega}$ the restriction of $m$ to the boundary of $\Omega$. We can extend the definition of $m|_{\partial \Omega}$ to $\partial \Omega(R_0)$ by
\[
m|_{\partial \Omega}(x) := m(x + d(x) n(x)), \quad \forall x \in \partial \Omega(R_0).
\]

Restrict $D^2 m(x + d(x) n(x))$ to the tangent space of $\partial \Omega$, we define
\[
D^2 m|_{\partial \Omega}(x) := [I - n \otimes n] D^2 m(x) [I - n \otimes n] - (n \cdot \nabla m) \nabla^T n,
\]
where $n \otimes n = n^T n$ and $\nabla^T n = -\nabla^T \nabla d = -D^2 d$. Then $\{0, n(x)\}$ is an eigenpair of $D^2 m|_{\partial \Omega}(x)$. We set $\kappa_N = 0$ and denote by $\kappa_1, \ldots, \kappa_{N-1}$ the eigenvalues of $D^2 m|_{\partial \Omega}(x)$ in the tangent space of $\partial \Omega$. We call $\kappa_1, \ldots, \kappa_{N-1}$ the eigenvalues of the Hessian of the restriction of $m$ to $\partial \Omega$. 

In what follows, we define
\[
F(w) = \int_{\Omega} D \left| \nabla w - \frac{\alpha}{D} \nabla m \right|^2 + Dk \int_{\partial\Omega} \beta w^2 \\
= \int_{\Omega} D \left| \nabla w - \frac{\alpha}{D} \nabla m \right|^2 w^2 + Dk \int_{\partial\Omega} \beta w^2.
\]

It is easily seen that
\[
F(w) = \int_{\Omega} D |\nabla w|^2 - 2\alpha w \nabla w \cdot \nabla m + \frac{\alpha^2 w^2}{D} |\nabla m|^2 + Dk \int_{\partial\Omega} \beta w^2 \\
= \int_{\Omega} D |\nabla w|^2 + \alpha w^2 \Delta m + \frac{\alpha^2 w^2}{D} |\nabla m|^2 - \int_{\partial\Omega} \alpha w^2 \nabla m \cdot n dS + Dk \int_{\partial\Omega} \beta w^2.
\]

Let \( R \in (0, R_0) \) and denote
\[
\eta(x) = \min \left\{ \frac{R}{2}, d(x) - \frac{d(x)^2}{2R} \right\}.
\]

Hence, \( \nabla \eta = (1 - d/R)^+ \nabla d = -(1 - d/R)^+ n \) is Lipschitz continuous. Direct calculation yields
\[
-\int_{\partial\Omega} \alpha w^2 (\nabla m \cdot n) - Dk \beta w^2 \\
= \int_{\partial\Omega} w^2 \left[ \alpha (\nabla m \cdot n)^+ - Dk \beta \right] (\nabla \eta \cdot n) \\
= \int_{\Omega} \text{div} \left\{ \left[ \alpha (\nabla m \cdot n)^+ - Dk \beta \right] w^2 \nabla \eta \right\} \\
= \int_{\Omega} 2w(\nabla w \cdot \nabla \eta) \left[ \alpha (\nabla m \cdot n)^+ - Dk \beta \right] + \text{div} \left\{ \alpha (\nabla m \cdot n)^+ - Dk \beta \right\} \nabla \eta \\
\geq \int_{\Omega} D |\nabla w|^2 + \frac{w^2}{D} \left[ \left( 1 - \frac{d}{R} \right)^+ \right]^2 \left[ \alpha (\nabla m \cdot n)^+ - Dk \beta \right]^2 \\
+ \int_{\Omega} w^2 \text{div} \left\{ \left[ \alpha (\nabla m \cdot n)^+ - Dk \beta \right] \nabla \eta \right\}.
\]

Thus we obtain
\[
F(w) \geq \int_{\Omega} \alpha^2 \frac{\alpha^2}{D} \left[ |\nabla m|^2 - \left[ \left( 1 - \frac{d}{R} \right)^+ \right]^2 (\nabla m \cdot n)^2 + 2 \alpha k \beta (\nabla m \cdot n)^+ - Dk^2 \beta^2 \right] \left( 1 - \frac{d}{R} \right)^+ w^2 \\
+ \int_{\Omega} \left\{ \alpha \Delta m - \text{div} \left[ \left( 1 - \frac{d}{R} \right)^+ ((\nabla m \cdot n)^+ - Dk \beta) \right] n \right\} w^2.
\]

We now further assume that \( \beta > 0 \) on \( \partial\Omega \) and \( Dk > \tau > 0 \) for some given constant \( \tau \). Let
\[
\tilde{\beta}_0 = \min_{x \in \partial\Omega} \beta(x), \quad \tilde{\beta}(x) = \min \left\{ \frac{1}{2} \alpha (\nabla m \cdot n)^+, \frac{\tau \tilde{\beta}_0}{2} \right\}.
\]

Then there exists a constant \( \delta > 0 \), depending only on \( C, \tilde{\beta}_0 \) and \( m \), such that
\[
(\nabla m \cdot n)^+ - Dk \beta \leq \sqrt{1 - \delta} (\nabla m \cdot n)^+.
\]
As a consequence, we find that
\[
- \int_{\partial \Omega} w^2 (\alpha (\nabla m \cdot n)^+ - \beta) \\
\geq - \int_{\partial \Omega} w^2 (\alpha (\nabla m \cdot n)^+ - \beta)
\]
(2.12)
\[
= - \int_{\partial \Omega} w^2 (\alpha (\nabla m \cdot n)^+ - \tilde{\beta})(\nabla \eta \cdot n)
\]
\[
= \int_{\Omega} \text{div} \left( (\alpha (\nabla m \cdot n)^+ - \tilde{\beta}) \nabla \eta \right)
\]
\[
= \int_{\Omega} 2 w (\nabla \eta \cdot \nabla w) (\nabla m \cdot n)^+ - \tilde{\beta) + w^2 \text{div} ((\nabla m \cdot n)^+ - \tilde{\beta) \nabla \eta}.
\]

In view of (2.11), we have
\[
\int_{\Omega} 2 w (\nabla \eta \cdot \nabla w) (\nabla m \cdot n)^+ - \tilde{\beta) = \int_{\Omega} -2w \left(1 - \frac{d}{R}\right)^+ (\nabla \eta \cdot n)(\nabla m \cdot n)^+ - \tilde{\beta)
\]
\[
\geq \int_{\Omega} -D |\nabla w|^2 - (1 - \delta)^2 \left(1 - \frac{d}{R}\right)^+ \left(2 w^2 \left(1 - \frac{d}{R}\right)^+ \right) [(\nabla m \cdot n)^+]^2.
\]
Combining this with (2.9) and (2.12), we obtain
\[
F(w) \geq \int_{\Omega} \alpha \Delta m - \text{div} \left\{ \left(1 - \frac{d}{R}\right)^+ (\nabla m \cdot n)^+ n \right\}
\]
\[
\geq \int_{\Omega} \alpha \Delta m - \text{div} \left\{ \left(1 - \frac{d}{R}\right)^+ (\nabla m \cdot n)^+ n \right\}
\]
\[
\geq \int_{\Omega} \alpha \Delta m - \text{div} \left\{ \left(1 - \frac{d}{R}\right)^+ (\nabla m \cdot n)^+ n \right\}.
\]
Therefore we can claim

**Lemma 2.4.** The following assertions hold.

(i) For any \( w \in H^1(\Omega) \) and constant \( R \in (0, R_0) \)

(2.13)
\[
F(w) \geq \int_{\Omega} \alpha \Delta m \geq \text{div} \left\{ \left(1 - \frac{d}{R}\right)^+ (\nabla m \cdot n)^+ n \right\} + A_R \right\} w^2,
\]
where
\[
A_R = \alpha \Delta m - \text{div} \left\{ \left(1 - \frac{d}{R}\right)^+ (\nabla m \cdot n)^+ n \right\} + [2ak\beta(\nabla m \cdot n)^+ - Dk^2 \beta^2] \left(1 - \frac{d}{R}\right)^+ \right\} w^2,
\]
satisfying \( ||A_R||_{L^\infty(\Omega)} \leq \frac{C}{R} \) with
\[
C = \alpha ||D^2 m||_{L^\infty(\Omega)} + ||\nabla m||_{L^\infty(\Omega)} (1 + ||D^2 d||_{L^\infty(\partial \Omega(R_0))} + k ||\beta||_{L^\infty(\partial \Omega(R_0))} + k^2 ||\beta||_{L^\infty(\partial \Omega(R_0))})
\]

(ii) If \( \beta > 0 \) and \( Dk > \tau > 0 \) for some given constant \( \tau \), then for any \( w \in H^1(\Omega) \) and constant \( R \in (0, R_0) \), there exists a constant \( \delta > 0 \) such that

(2.14)
\[
F(w) \geq \int_{\Omega} \alpha \Delta m - \text{div} \left\{ \left(1 - \frac{d}{R}\right)^+ (\nabla m \cdot n)^+ n \right\} + A_R \right\} w^2,
\]
where
\[ A_R = \alpha \Delta m - \text{div} \left\{ \left( 1 - \frac{d}{R} \right)^+ (\nabla m \cdot n)^+ n \right\} \]

satisfying \( |A_R|_{L^\infty(\Omega)} \leq \frac{C}{R} \) with
\[ C = \alpha \|D^2m\|_{L^\infty(\Omega)} + \|\nabla m\|_{L^\infty(\Omega)} \left( 1 + \|D^2d\|_{L^\infty(\partial\Omega(R_0))} \right). \]

This lemma indicates that, as \( D \to 0 \), the mass of \( w^2 \) is mostly concentrated on the critical points of \( m \) and \( m_{\partial\Omega} \); if \( \beta > 0 \) and \( Dk > \tau > 0 \), the mass of \( w^2 \) is mostly concentrated on the critical points of \( m \).

Let \( \zeta \) be a smooth function and \( W = \zeta w \). As before, multiplying equation (2.8) by \( \zeta w \) and integrating over \( \Omega \), we obtain
\[
\int_{\Omega} \lambda(D) \zeta^2 w^2 = \int_{\Omega} -D\zeta^2 w \Delta w + \frac{\alpha^2}{D} |\nabla m|^2 \zeta^2 w^2 + \alpha \zeta^2 w^2 \Delta m + V\zeta^2 w^2 \\
= \int_{\Omega} D\nabla w \cdot \nabla (\zeta^2 w) + \frac{\alpha^2}{D} |\nabla m|^2 \zeta^2 w^2 + \alpha \zeta^2 w^2 \Delta m + V\zeta^2 w^2 - \int_{\partial\Omega} Dw\zeta^2 \nabla w \cdot m \\
= \int_{\Omega} D(|\nabla (w\zeta)|^2 - w^2|\nabla \zeta|^2) + \frac{\alpha^2}{D} |\nabla m|^2 \zeta^2 w^2 - 2\alpha \zeta w \nabla (\zeta w) \cdot \nabla m + V\zeta^2 w^2 \\
+ \int_{\partial\Omega} \alpha w^2 \zeta^2 \nabla m \cdot n - Dw\zeta^2 \nabla w \cdot m \\
= \int_{\Omega} D \left| \nabla W - \frac{\alpha}{D} W \nabla m \right|^2 + VW^2 - D \int_{\Omega} w^2 |\nabla \zeta|^2 + Dk \int_{\partial\Omega} \beta w^2 \zeta^2.
\]

Thus we can conclude the following

**Lemma 2.5.** Let \((\lambda(D), w)\) be the solution of (2.8) and \( \zeta \) be a smooth function. Then \( W := \zeta w \) satisfies
\[
\int_{\Omega} \left( D \left| \nabla W - \frac{\alpha}{D} V \nabla m \right|^2 + VW^2 \right) + Dk \int_{\partial\Omega} \beta w^2 \zeta^2 = \lambda(D) \int_{\Omega} W^2 + D \int_{\Omega} w^2 |\nabla \zeta|^2.
\]

Similar to Lemma 2.3, we also have

**Lemma 2.6.** The following assertions hold.

(i) Assume that \( B(x_0, R) \subset \Omega \) and \( W = 0 \) in \( \Omega \setminus B(x_0, R) \). Let \( \kappa_1(x_0), \cdots, \kappa_N(x_0) \) be the eigenvalues of \( D^2m(x_0) \). Then for \( C = 2N\|D^3m\|_{L^\infty(\Omega)} \),
\[
F(W) \geq \alpha \left[ \sum_{i=1}^{N} (|\kappa_i(x_0)| + \kappa_i(x_0)) - CR \right] \int_{\Omega} W^2.
\]

(ii) Assume that \( x_0 \in \partial\Omega, W = 0 \) in \( \Omega \setminus B(x_0, R), \quad |\nabla m(x_0)| = 0, \quad \det(D^2m(x_0)) \neq 0 \) and \( n(x_0) \) is an eigenvector of \( D^2m(x_0) \). Let \( \kappa_1(x_0), \cdots, \kappa_N(x_0) \) be the eigenvalues of \( D^2m(x_0) \). Then
\[
F(W) \geq \alpha \left[ \sum_{i=1}^{N} (|\kappa_i(x_0)| + \kappa_i(x_0)) - C(1 + k^2)(R + D) \right] \int_{\Omega} W^2,
\]

where the positive constant \( C \) depends only on \( m \), \( \beta \) and \( \partial\Omega \).
(iii) Assume that $x_0 \in \partial \Omega$ and $W = 0$ in $\Omega \setminus B(x_0, R)$, and $|\nabla m(x)| = \nabla m(x_0) \cdot n(x_0) > 0$. Let $\kappa_N(x_0) := 0$ and $\kappa_1(x_0), \cdots, \kappa_{N-1}(x_0)$ be the eigenvalues of $D^2m_{\partial \Omega}(x_0)$. Then

$$F(W) \geq \alpha \left[ \sum_{i=1}^{N} \left( |\kappa_i(x_0)| + \kappa_i(x_0) \right) + 2k\beta(x_0)\nabla m(x_0) \cdot n(x_0) - Ck(R + D) \right] \int_{\Omega} W^2,$$

where the positive constant $C$ depends only on $m$, $\beta$ and $\partial \Omega$.

**Proof.** The assertion (i) follows from Lemma 2.3 since $W = 0$ on $\partial \Omega$.

We next prove (ii). There exists an orthonormal basis $\{\tau_1(x_0), \cdots, \tau_{N-1}(x_0), n(x_0)\}$ under which

$$D^2(x_0) = \text{diag}(\kappa_1(x_0), \cdots, \kappa_{N-1}(x_0), \kappa_N(x_0)),$$

where $\kappa_1(x_0), \cdots, \kappa_{N-1}(x_0)$ are the eigenvalues of $D^2m_{\partial \Omega}(x_0)$. By translation and rotation we may assume that $x_0 = 0, n(x_0) = (0, \cdots, 0, -1)$ and $\tau_1(x_0), \cdots, \tau_{N-1}(x_0)$ are exactly the $x_1, \cdots, x_{N-1}$ coordinate direction respectively. We use the change of variable $z = Z(x)$ introduced in [4 Section 3.4], which maps $\partial \Omega \cap B(x_0, R)$ to the set $z = 0$ on the $z$ space.

Let $x = X(z)$ be the inverse of $z = Z(x)$. Then $\frac{\partial z}{\partial z} = I + O(|x|)$. Moreover,

$$M(z) := m(X(z)) = \sum_{i=1}^{N} \frac{\kappa_i(x_0)}{2} z_i^2 + O(|z|^3), \quad M_{zN}(z', 0) = 0, \quad \forall |z'| < 3R.$$

Denote $\tilde{m}(z) = m(X(z)), \tilde{W}(z) = W(X(z))$ and $\tilde{\beta}(z) = \beta(X(z))$. Then we have

$$F(W) = \int_{\Omega} |\nabla W - \frac{\alpha W}{D} \nabla m|^2 + Dk \int_{\partial \Omega} \beta W^2$$

$$= (1 + O(R)) \left\{ \int_{R^N_{+}} |D |\nabla \tilde{W} - \frac{\alpha \tilde{W}}{D} \nabla \tilde{m}|^2 dz + Dk \int_{R^{N-1}} \tilde{\beta} W^2 dz \right\}$$

$$= (1 + O(R)) \left\{ \int_{R^N_{+}} \left[ D |\nabla \tilde{W} - \frac{\alpha \tilde{W}}{D} \nabla \tilde{m}|^2 - Dk\tilde{\beta} \tilde{W} \partial_{zN} \tilde{W} - Dk\partial_{zN} \tilde{\beta} W^2 \right] dz \right\}$$

$$\geq (1 + O(R)) \left( J + K - DkC \int_{R^N_{+}} W^2 dz \right),$$

where

$$J = \int_{R^N_{+}} D \sum_{i=1}^{N-1} |\partial_{z_i} \tilde{W} - \frac{\alpha \tilde{W}}{D} \partial_{z_i} \tilde{m}|^2 dz,$$

$$K = \int_{R^N_{+}} D |\partial_{zN} \tilde{W} - \frac{\alpha \tilde{W}}{D} \partial_{zN} \tilde{m}|^2 - Dk\tilde{\beta} \tilde{W} \partial_{zN} \tilde{W} dz.$$

We can calculate

$$J \geq - \sum_{i < N, \kappa_i > 0} \int_{R^N_{+}} 2 \alpha \partial_{z_i} \tilde{W}^2 \partial_{z_i} \tilde{m} dz$$

$$= \alpha \sum_{i < N, \kappa_i > 0} \int_{R^N_{+}} \left[ 2\kappa_i + 2e_i(D^2m(x) - D^2m(x_0)) \right] \tilde{W}^2$$

$$\geq \alpha \sum_{i=1}^{N-1} (|\kappa_i| + \kappa_i) - 2N \|D^3m\|_{L^\infty(\Omega)} R \int_{R^N_{+}} \tilde{W}^2.$$
If $\kappa_N \leq 0$,

\[
K = \int_{\mathbb{R}^N_+} D \left| \partial_{x_N} \tilde{W} - \frac{\alpha \tilde{W}}{D} \partial_{x_N} \tilde{m} \right|^2 - D k^2 \tilde{W} \partial_{x_N} \tilde{W} d\tilde{z} \\
= \int_{\mathbb{R}^N_+} D \left| \partial_{x_N} \tilde{W} - \frac{\alpha \tilde{W}}{D} \partial_{x_N} \tilde{m} - \frac{L}{2} k^2 \tilde{W} \right|^2 - \frac{1}{4} D k^2 \tilde{W}^2 + \frac{k\alpha}{D} \tilde{W}^2 \partial_{x_N} \tilde{m} d\tilde{z} \\
\geq \int_{\mathbb{R}^N_+} -(D k^2 \| \tilde{W} \|_{L^\infty}^2 + k\alpha \| \tilde{W} \|_{L^\infty} \| D^3 \tilde{m} \|_{L^\infty R}) \tilde{W}^2 d\tilde{z}.
\]

Otherwise if $\kappa_N > 0$,

\[
K = \int_{\mathbb{R}^N_+} D \left| \partial_{x_N} \tilde{W} - \frac{\alpha \tilde{W}}{D} \partial_{x_N} \tilde{m} \right|^2 - D k^2 \tilde{W} \partial_{x_N} \tilde{W} d\tilde{z} \\
= \int_{\mathbb{R}^N_+} D \left| \partial_{x_N} \tilde{W} + \frac{\alpha \tilde{W}}{D} \partial_{x_N} \tilde{m} - \frac{L}{2} k^2 \tilde{W} \right|^2 - 2 \alpha \partial_{x_N} \tilde{W} \partial_{x_N} \tilde{m} - \frac{1}{4} D k^2 \tilde{W}^2 - k\alpha \tilde{W}^2 \partial_{x_N} \tilde{m} d\tilde{z} \\
\geq 2 \alpha \int_{\mathbb{R}^N_+} \tilde{W}^2 \partial_{x_N} \tilde{m} d\tilde{z} - \int_{\mathbb{R}^N_+} (D k^2 \| \tilde{W} \|_{L^\infty}^2 + k\beta \| \tilde{W} \|_{L^\infty} \| D^3 \tilde{m} \|_{L^\infty R}) \tilde{W}^2 d\tilde{z} \\
\geq \int_{\mathbb{R}^N_+} [2 \alpha \kappa_N - (D k^2 \| \tilde{W} \|_{L^\infty}^2 + \| D^3 \tilde{m} \|_{L^\infty R} + k\alpha \| D^3 \tilde{m} \|_{L^\infty R})] \tilde{W}^2 d\tilde{z}.
\]

Therefore, it holds

\[
F(W) \geq \alpha \left[ \sum_{i=1}^{N} (|\kappa_i(x_0)| + \kappa_i(x_0)) - C(1 + k^2)(R + D) \right] \int_{\Omega} W^2,
\]

for some constant $C$ depending only on $m$, $\beta$ and $\partial \Omega$.

Lastly we prove (iii). Let $\{\tau_1(x_0), \ldots, \tau_{N-1}(x_0), n(x_0)\}$ be an orthonormal eigenbasis of $D^2 m_{\partial \Omega}(x_0)$ associated with eigenvalues $\{\kappa_1(x_0), \ldots, \kappa_N(x_0)\}$ with $\kappa_N = 0$. By the Schmidt process from the set $\{\tau_1(x_0), \ldots, \tau_{N-1}(x_0), n(x)\}$, we obtain an orthonormal basis $\{\tau_1(x), \ldots, \tau_{N-1}(x), \tau_N(x)\}$ in $B(x_0, R) \cap \Omega$ with $\tau_N(x) = n(x)$. Then we have

\[
F(W) = \sum_{i=1}^{N} \int_{\Omega} D \left| \tau_i \cdot \left( \nabla W - \frac{\alpha W}{D} \nabla m \right) \right|^2 + Dk \int_{\partial \Omega} \beta W^2 \\
= \sum_{i=1}^{N-1} \int_{\Omega} D \left| \tau_i \cdot \nabla W + \text{sgn}(\kappa_i) \frac{\alpha W}{D} \nabla m \right|^2 \\
- \sum_{\kappa_i > 0} \int_{\Omega} 2\alpha (\tau_i \cdot \nabla W^2)(\tau_i \cdot \nabla m) \\
+ \int_{\Omega} D \left| \tau_N \cdot \left( \nabla W - \frac{\alpha W}{D} \nabla m \right) \right|^2 + Dk \int_{\partial \Omega} \beta W^2 \\
\geq J + K,
\]
where

\[ J := - \sum_{\kappa_i > 0} \int_{\Omega} 2\alpha (\tau_i \cdot \nabla W^2) (\tau_i \cdot \nabla m) \]
\[ = 2\alpha \sum_{\kappa_i > 0} \int_{\Omega} -\text{div}(W^2 (\tau_i \cdot \nabla m) \tau_i) + W^2 e_i D^2 me_i^T \]
\[ = -2\alpha \sum_{i < N, \kappa_i > 0} \int_{\partial \Omega \cap B(x_0, R)} W^2 (\tau_i \cdot \nabla m) \tau_i \cdot \tau_N + 2\alpha \sum_{\kappa_i > 0} \int_{\Omega} W^2 \tau_i D^2 m \tau_i^T \]
\[ = 2\alpha \sum_{i < N, \kappa_i > 0} \int_{\Omega} W^2 \tau_i D^2 m \tau_i^T, \]

and

\[ K := \int_{\Omega} D |\tau_N \cdot (\nabla W - \frac{\alpha W}{D} \nabla m)|^2 + Dk \int_{\partial \Omega} \beta W^2 \]
\[ = \int_{\Omega} D |\tau_N \cdot \nabla W|^2 + \frac{\alpha^2 W^2}{D} (\tau_N \cdot \nabla m)^2 \]
\[ - 2\alpha W (\tau_N \cdot \nabla m) (\tau_N \cdot \nabla W) + Dk \int_{\Omega} \tau_N \cdot \nabla (\beta W^2) \]
\[ = \int_{\Omega} D |\tau_N \cdot \nabla W|^2 + \frac{\alpha^2 W^2}{D} (\tau_N \cdot \nabla m)^2 \]
\[ - \int_{\Omega} 2(\tau_N \cdot \nabla W)(\alpha W (\tau_N \cdot \nabla m) - Dk \beta W) + Dk \int_{\Omega} W^2 \tau_N \cdot \nabla \beta \]
\[ \geq \int_{\Omega} 2\alpha k \beta \tau_N \cdot \nabla m W^2 - Dk \beta^2 W^2 + Dk \tau_N \cdot \nabla \beta W^2. \]

Therefore,

\[ F(W) \geq 2\alpha \sum_{\kappa_i > 0} \int_{\Omega} W^2 \tau_i D^2 m \tau_i^T + \int_{\Omega} 2\alpha k \beta \tau_N \cdot \nabla m W^2 - Dk \beta^2 W^2 + Dk \tau_N \cdot \nabla \beta W^2 \]
\[ \geq \alpha \left[ \sum_{i=1}^N (|\kappa_i| + \kappa_i) + 2k \beta(x_0) \nabla m(x_0) \cdot n(x_0) - 2N(\|m\|_{C^1(\Omega)} + \|\beta\|_{C^1(\Omega)}) R \right] \int_{\Omega} W^2 \]
\[ - Dk[1 + \|\beta\|_{C^1(\Omega)}] \int_{\Omega} W^2. \]

The assertion (iii) follows.

**Remark 2.1.** If \( \beta \geq 0 \), it is easily checked that the estimate (ii) of Lemma 2.6 can be replaced by

\[ F(W) \geq \alpha \left[ \sum_{i=1}^N (|\kappa_i(x_0)| + \kappa_i(x_0)) - CR \right] \int_{\Omega} W^2. \]

We are now in a position to give
Proof of Theorem 1.4: By a similar argument as in Theorem 1.3 and Lemma 2.4 we have

$$\liminf_{D \to 0} \Lambda \geq \min \left\{ \min_{x \in \Sigma_{1} \cup \Sigma_{2}} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) \right\}, \min_{x \in \Sigma_3} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) + 2\alpha k \beta(x) \right\} \right\} =: \Lambda.$$ 

It remains to show that

$$\limsup_{D \to 0} \Lambda \leq \Lambda.$$ 

It follows from Theorem 1.3 that

$$\lim_{D \to 0} \Lambda \leq \min_{x \in \Sigma_1} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) \right\}.$$ 

Let \(x_0 \in \Sigma_2\). By a translation and rotation we may assume \(x_0 = 0\), \(n(x_0) = (0, \cdots, 0, -1)\) and \(D^2 m(x_0) = \text{diag}(\kappa_1, \cdots, \kappa_N)\). Using the test function in the proof of [4, Theorem 8.1], we can show that

$$\lim_{D \to 0} \Lambda \leq V(x_0) + \alpha \sum_{i=1}^{N} (|\kappa_i(x_0)| + \kappa_i(x_0)).$$ 

Fix a small positive constant \(\delta\) and define

$$\zeta(x) = \frac{1}{\epsilon^{N/2}} \exp \left( -\frac{1}{2\epsilon^2} \sum_{i=1}^{N} (|\kappa_i| + \delta)x_i^2 \right),$$

where \(\epsilon = \sqrt{\frac{D}{\alpha}}\).

Let \(w(x) = \frac{\zeta(x)}{\sqrt{\kappa_i}}\) with \(c_{\epsilon, \delta} = \int_{\Omega} \zeta^2(x)\). One easily observes that

$$\lim_{\epsilon \to 0} c_{\epsilon, \delta} = \int_{\mathbb{R}^N} \exp \left( -\sum_{i=1}^{N} (|\kappa_i| + \delta)y_i^2 \right) dy = \frac{1}{2} \prod_{i=1}^{N} \sqrt{\frac{\pi}{|\kappa_i| + \delta}} =: c(\delta).$$

Notice that

$$\lim_{\epsilon \to 0} \epsilon \int_{\partial \Omega} w^2 = \frac{1}{c(\delta)} \int_{\mathbb{R}^{N-1}} \exp \left( -\sum_{i=1}^{N-1} (|\kappa_i| + \delta)y_i^2 \right) dy.$$ 

Thus

$$\lim_{D \to 0} D k \int_{\partial \Omega} \beta w^2 = 0.$$ 

Letting \(\epsilon \to 0\) first and then \(\delta \to 0\) infers (2.17).

We may also use the test function in [4, Theorem 8.1] to show

$$\lim_{D \to 0} \Lambda \leq \min_{x \in \Sigma_3} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) + 2\alpha k \beta(x) \right\}.$$ 

Let \(x_0 \in \Sigma_3, b = \nabla m(x_0) \cdot n(x_0) > 0\). By translation and rotation, we may assume that \(x_0 = 0\) and \(n(x_0) = (0, \cdots, 0, -1)\). Near \(x_0\), the boundary \(\partial \Omega\) can be expressed as

\(x_N = \phi(x'), \text{ where } x' = (x_1, \cdots, x_{N-1}), \phi(0') = 0, \nabla x' \phi(0') = 0'\).
Let \( z = x_N - \phi(x') \), then
\[
m(x) = m(x', \phi(x') + z) = m(x', \phi(x')) + zm_{x_N}(x', \phi(x')) + O(z^2) = m_{\partial \Omega}(x') + (x_N - \phi(x'))m_{x_N}(x', \phi(x')) + O(z^2),
\]
\[
m_{x_i} = \partial_{x_i}m_{\partial \Omega}(x') - \phi_{x_i}(x')m_{x_N}(x_0) + O(|z| + |x'|^2) = \kappa_i x_i + b\phi_{x_i}(x') + O(|z| + |x'|^2), \quad \forall i = 1, \ldots, N - 1,
\]
\[
m_{x_N} = m_{x_N}(x', \phi(x')) + O(|z|) = -b + \sum_{i=1}^{N-1} a_i x_i + O(|z| + |x'|^2),
\]
where \( m_{\partial \Omega} \) is the restriction of \( m(x) \) on \( \partial \Omega \) and \( a_i = m_{x_i x_N}(x_0) \).

Let \( \epsilon = \sqrt{D/\alpha} \) and \( M = \delta + \frac{1}{2} \sum_{i=1}^{N} \frac{a_i^2}{|\kappa_i| + \delta} \), where \( \delta > 0 \) is a small constant. In \( B(x_0, \epsilon) \cap \Omega \), we define
\[
\zeta(x) = \exp \left( -\frac{1}{\epsilon^2} \left[ b z + \frac{1}{2} \sum_{i=1}^{N-1} \left( |\kappa_i| + \delta \right) x_i^2 - 2a_i x_i z + M z^2 \right] \right),
\]
with \( z = \phi(x') \). Notice that \( \zeta = O(\epsilon^{-\frac{3}{2}}) \) on \( \partial B(x_0, \sqrt{\epsilon}) \cap \Omega \). We may extend \( w \) to \( \bar{\Omega} \) such that \( \zeta = O(\epsilon^{-\frac{3}{2}}) \), \( |\nabla \zeta| = O(\epsilon^{-\frac{3}{2}}) \) in \( \bar{\Omega} \setminus B(x_0, \sqrt{\epsilon}) \).

Set \( w(x) = \frac{\zeta(x)}{\sqrt{|\nabla \zeta|^2}} \). It then follows that
\[
\lambda(D) \leq \int_{\Omega} D|\nabla w - \frac{\alpha}{D} w \nabla m|^2 + V w^2 + Dk \int_{\partial \Omega} \beta w^2.
\]

Since \( \zeta = O(\epsilon^{-\frac{3}{2}}) \), \( |\nabla \zeta| = O(\epsilon^{-\frac{3}{2}}) \) in \( \bar{\Omega} \setminus B(x_0, \sqrt{\epsilon}) \),
\[
\int_{\Omega \setminus B(x_0, \sqrt{\epsilon})} D|\nabla w - \frac{\alpha}{D} w \nabla m|^2 + V w^2 = O(\epsilon^{-\frac{3}{2}}).
\]
Let \( y' = x'/\epsilon \) and \( t = z/\epsilon^2 \). We have
\[
\int_{\Omega \setminus B(x_0, \sqrt{\epsilon})} D|\nabla w - \frac{\alpha}{D} w \nabla m|^2 + V w^2 \leq \frac{\int_{0}^{\infty} \int_{\mathbb{R}^{N-1}} B(y', t) e^{-A(y', t)} dy'dt}{\int_{0}^{\infty} \int_{\mathbb{R}^{N-1}} e^{-A(y', t)} dy'dt},
\]
where
\[
A(y', t) = 2bt + \sum_{i=1}^{N-1} |\kappa_i| + \delta |y_i|^2 - 2\epsilon a_i y_i + 2M \epsilon^2 t^2,
\]
\[
B(y', t) = V(x_0) + O(\epsilon^2 t + \epsilon |y'|) + \alpha \sum_{i=1}^{N-1} |\kappa_i| + \delta + \kappa_i |y_i|^2 + O(\alpha |t^2 \epsilon^2 + \epsilon t |y'| + \epsilon |y'|^3).
\]
Passing to the limit, we obtain
\[
\limsup_{D \to 0} \int_{\Omega} D|\nabla w - \frac{\alpha}{D} w \nabla m|^2 + V w^2 \leq V(x_0) + \frac{\alpha}{2} \sum_{i=1}^{N-1} |\kappa_i| + \delta + \kappa_i^2 |y_i|^2.
\]
On the other hand, as \( D \to 0 \),
\[
D \int_{\partial \Omega} \beta w^2 \to \alpha \int_{\mathbb{R}^{N-1}} \beta(x_0) e^{-\sum_{i=1}^{N-1} |\kappa_i| + \delta} |y_i|^2 dy' \frac{\int_{0}^{\infty} \int_{\mathbb{R}^{N-1}} e^{-2bt - \sum_{i=1}^{N-1} |\kappa_i| + \delta} |y_i|^2 dy'dt}{\int_{0}^{\infty} \int_{\mathbb{R}^{N-1}} e^{-2bt - \sum_{i=1}^{N-1} |\kappa_i| + \delta} dy'dt} = 2\alpha b \beta(x_0).
\]
Hence
\[
\limsup_{D \to 0} \lambda(D) \leq V(x_0) + \frac{\alpha}{2} \sum_{i=1}^{N-1} \frac{||k_i| + \delta + k_i^2}{|k_i| + \delta} + 2\alpha k b \beta(x_0).
\]
Sending \( \delta \to 0 \) results in (2.18).
A combination of (2.16), (2.17) and (2.18) implies (2.15). The proof is thus complete. \( \square \)

The following result concerns the situation that \( \beta(x) > 0 \) for all \( x \in \partial \Omega, D \to 0, k \to \infty \) and \( \liminf kD > \tau > 0 \).

**Theorem 2.1.** Assume that \( \beta > 0 \) on \( \partial \Omega \). The following assertions hold.

(i) If \( \Sigma_1 \cup \Sigma_2 = \emptyset \), then
\[
\lim_{D \to 0, k \to \infty, \liminf Dk > 0} \lambda(D) = +\infty.
\]

(ii) If \( \Sigma_1 \cup \Sigma_2 \neq \emptyset \), and further assume that for all \( x \in \Sigma_2, n(x) \) is an eigenvector of \( D^2m(x) \) with the corresponding eigenvalue \( \kappa_N(x) = 0 \), then
\[
\lim_{D \to 0, k \to \infty, \liminf Dk > 0} \lambda(D) = \min_{x \in \Sigma_1 \cup \Sigma_2} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|k_i(x)| + \kappa_i(x)) \right\},
\]
where \( \kappa_N(x) = 0, \kappa_1(x), \kappa_2(x), \ldots \) are eigenvalues of \( D^2m(x) \).

**Proof.** The assertion (i) follows directly from Lemma 2.4(ii). The proof of the assertion (ii) is similar to that of Theorem 1.3(ii). Indeed, the test function in the proof of Theorem 1.3 can be used to derive the upper bound, while the lower bound follows using Lemma 2.4(ii), Lemma 2.6(i) and Remark 2.1. The details are omitted here. \( \square \)

**Remark 2.2.** More generally, we can consider the following eigenvalue problem
\[
\begin{cases}
-D\Delta \phi - 2\alpha \nabla m(x) \cdot \nabla \phi + V(x) \phi = \mu \phi & \text{in } \Omega, \\
\phi = 0 & \text{on } \Gamma_1, \\
\frac{\partial \phi}{\partial n} + k_1 \beta_1(x) \phi = 0 & \text{on } \Gamma_2, \\
\frac{\partial \phi}{\partial n} + k_2 \beta_2(x) \phi = 0 & \text{on } \Gamma_3,
\end{cases}
\]
where \( \Gamma_1, \Gamma_2, \Gamma_3 \) is a disjoint union of \( \partial \Omega \) with \( \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 = \partial \Omega \), \( \Gamma_1 \) or \( \Gamma_3 \) may be empty, and \( \beta_i \in C(\overline{\Omega}) \) (\( i = 2, 3 \)) is a given function such that \( \beta_i(x) = 0 \) for \( x \in \partial \Omega \setminus \Gamma_i \).

The principal eigenvalue \( \lambda(D) \) is characterized by
\[
\lambda(D) = \inf_{\phi \in W^{1,2}(\Omega), \phi \neq 0 \text{ on } \Gamma_1, \phi \neq 0} \frac{\int_\Omega e^{2\alpha m/D} \nabla \phi^2 + V \phi^2 + D \int_{\partial \Omega} e^{2\alpha m/D} (k_1 \beta_1 + k_2 \beta_2) \phi^2}{\int_\Omega e^{2\alpha m/D} \phi^2} = \inf_{w \in W^{1,2}(\Omega), \phi \neq 0 \text{ on } \Gamma_1, \int_\Omega w^2 = 1} \frac{\int_\Omega \nabla w - \alpha D w \nabla m \phi^2 + V w^2 + D \int_{\partial \Omega} (k_1 \beta_1 + k_2 \beta_2) w^2}{2}.
\]

Let \( \Sigma_1 = \{ x \in \Omega : |\nabla m(x)| = 0 \}, \Sigma'_2 = \{ x \in \Gamma_1 : |\nabla m(x)| = 0 \}, \Sigma'_3 = \{ x \in \Gamma_2 : |\nabla m(x)| = 0 \}, \Sigma'_4 = \{ x \in \Gamma_3 : |\nabla m(x)| = 0 \} \) and \( \Sigma'_5 = \{ x \in \Gamma_3 : |\nabla m(x)| = 0 \} \).

Assume that \( n(x) \) is an eigenvector of \( D^2m(x) \) with the corresponding eigenvalue \( \kappa_N(x) = 0 \) for all \( x \in \Sigma'_2 \cup \Sigma'_3 \), and \( \det(D^2m(x)) \neq 0 \) and \( n(x) \) is an eigenvector of \( D^2m(x) \) for all \( x \in \Sigma'_4 \). Then by the similar analysis as before, we can assert that

(i) if \( \Sigma_1 \cup \Sigma'_2 \cup \Sigma'_3 \cup \Sigma'_4 \cup \Sigma'_5 = \emptyset \), then \( \lim_{D \to 0} \lambda(D) = +\infty \).
(ii) if \( \Sigma_1 \cup \Sigma_2^\prime \cup \Sigma_3^\prime \cup \Sigma_4^\prime \cup \Sigma_5^\prime \neq \emptyset \), then
\[
\lim_{D \to 0} \lambda(D) = \min \left\{ \min_{x \in \Sigma_1 \cup \Sigma_2^\prime \cup \Sigma_3^\prime \cup \Sigma_4^\prime \cup \Sigma_5^\prime} \left\{ V(x) + \alpha \sum_{i=1}^{N} (|\kappa_i(x)| + \kappa_i(x)) \right\} \right\},
\]
where, when \( x \in \Sigma_1 \cup \Sigma_2^\prime \cup \Sigma_3^\prime \cup \Sigma_4^\prime \cup \Sigma_5^\prime \), \( \kappa_1(x), \kappa_2(x), \ldots, \kappa_N \) are the eigenvalues of \( D^2 m(x) \); when \( x \in \Sigma_5^\prime \), \( \kappa_N(x) = 0 \) and \( \kappa_1(x), \kappa_2(x), \ldots, \kappa_{N-1}(x) \) are the eigenvalues of \( D^2 m_{\Omega^1}(x) \).

If we further assume that \( \beta_1 > 0 \), then it holds
(i) if \( \Sigma_1 \cup \Sigma_2^\prime \cup \Sigma_3^\prime \cup \Sigma_4^\prime \cup \Sigma_5^\prime = \emptyset \), then \( \lim_{D \to 0, k_1 \to +\infty} \liminf_{D k_1 > 0} \lambda(D) = +\infty \).
(ii) if \( \Sigma_1 \cup \Sigma_2^\prime \cup \Sigma_3^\prime \cup \Sigma_4^\prime \cup \Sigma_5^\prime \neq \emptyset \), then \( \lim_{D \to 0, k_1 \to +\infty} \liminf_{D k_1 > 0} \lambda(D) = \lambda^* \), where the definition of \( \lambda^* \) is as above.

3. ASYMPTOTIC BEHAVIOR AS \( D \to \infty \): PROOF OF THEOREM 1.5

This section is devoted to the proof of Theorem 1.5. To this aim, we recall the following trace theorem; see, for instance, [11, Theorem 1.5.1.10].

**Lemma 3.1.** Given any positive number \( \epsilon \), there exists a constant \( C(\epsilon) \) such that
\[
\int_{\partial \Omega} u^2 \leq \epsilon \int_{\Omega} |\nabla u|^2 + C(\epsilon) \int_{\Omega} u^2
\]
holds for any \( u \in H^1(\Omega) \).

**Proof of Theorem 1.5:** We first note that
\[
\mu_1 = \min_{\phi \in W^{1,2}(\Omega), \{\phi, \|\phi\|^2 = 1\}} \left\{ \int_{\Omega} |\nabla \phi|^2 + \int_{\partial \Omega} \beta \phi^2 \right\}
\]
and
\[
\lambda(D) = \min_{\phi \in W^{1,2}(\Omega)} \frac{\int_{\Omega} e^{2\alpha m/D} \int_{\partial \Omega} e^{2\alpha m/D} \beta \phi^2}{\int_{\Omega} e^{2\alpha m/D} \phi^2} = \inf_{w \in W^{1,2}(\Omega), \{\phi, \|\phi\|^2 = 1\}} \left\{ \int_{\Omega} \left| \nabla w - \frac{\alpha}{D} w \nabla m \right|^2 + V w^2 + D \int_{\partial \Omega} \beta w^2 \right\}.
\]
We now verify (i). If \( \mu_1 > 0 \), there holds
\[
\min_{\phi \in W^{1,2}(\Omega), \{\phi, \|\phi\|^2 = 1\}} \left\{ \int_{\Omega} |\nabla \phi|^2 + \int_{\partial \Omega} \beta \phi^2 \right\} = \mu_1 > 0.
\]
Let \( \phi_D \) be the normalized eigenfunction of (1.6) corresponding to \( \lambda(D) \) with \( \int_{\Omega} \phi_D^2 = 1 \). Then
\[
\int_{\Omega} |\nabla \phi_D|^2 + \int_{\partial \Omega} \beta \phi_D^2 \geq \mu > 0.
\]
By Lemma 3.1 for any given \( \epsilon > 0 \) there exists a constant \( C(\epsilon) \) such that
\[
\int_{\partial \Omega} \phi_D^2 \leq \epsilon \int_{\Omega} |\nabla \phi_D|^2 + C(\epsilon) \int_{\Omega} \phi_D^2 = \epsilon \int_{\Omega} |\nabla \phi_D|^2 + C(\epsilon).
\]
Thus it holds
\[
\lambda(D) = D \left( \int_{\Omega} |\nabla \phi_D|^2 + \int_{\partial \Omega} \beta \phi_D^2 \right) + \int_{\Omega} \left( -2\alpha \phi_D \nabla \phi_D \cdot \nabla m + \frac{\alpha^2}{D} \phi_D^2 |\nabla m|^2 \right) + \int_{\Omega} V \phi_D^2 \\
\geq D \left( \int_{\Omega} |\nabla \phi_D|^2 + \int_{\partial \Omega} \beta \phi_D^2 \right) - \epsilon \int_{\Omega} |\nabla \phi_D|^2 - C(\epsilon) \\
\geq (D - 1)\mu_1 + (1 - \epsilon) \int_{\Omega} |\nabla \phi_D|^2 - C \int_{\partial \Omega} \phi_D^2 - C(\epsilon) \\
\geq (D - 1)\mu_1 + [1 - (C + 1)\epsilon] \int_{\Omega} |\nabla \phi_D|^2 - C(\epsilon) \\
\geq (D - 1)\mu_1 - C(\epsilon),
\]
for any sufficiently small \(\epsilon > 0\). Letting \(D \to +\infty\), we obtain \(\lim_{D \to +\infty} \lambda(\alpha, D) = +\infty\).

We next prove (ii). Assume that \(\mu_1 < 0\). Let \(\phi_0\) be the principal eigenfunction of (1.7) corresponding to \(\mu_1\). We have
\[
\int_{\Omega} |\nabla \phi_0|^2 + \int_{\partial \Omega} \beta \phi_0^2 = \mu_1 < 0.
\]
Thus
\[
\lambda(D) \leq D \left( \int_{\Omega} |\nabla \phi_0|^2 + \int_{\partial \Omega} \beta \phi_0^2 \right) + \int_{\Omega} \left( -2\alpha \phi_0 \nabla \phi_0 \cdot \nabla m + \frac{\alpha^2}{D} \phi_0^2 |\nabla m|^2 \right) + \int_{\Omega} V \phi_0^2 \\
\leq D\mu_1 - C \to -\infty, \quad \text{as} \quad D \to +\infty,
\]
and (ii) follows.

Lastly we are going to prove (iii). If \(\mu_1 = 0\), then
\[
\int_{\Omega} |\nabla \phi_0|^2 + \int_{\partial \Omega} \beta \phi_0^2 = 0.
\]
We may assume that \(\int_{\Omega} \phi_0^2 = 1\). Choosing \(\phi_0\) as a test function, we have
\[
\lambda(D) \leq D \left( \int_{\Omega} |\nabla \phi_0|^2 + \int_{\partial \Omega} \beta \phi_0^2 \right) + \int_{\Omega} \left( -2\alpha \phi_0 \nabla \phi_0 \cdot \nabla m + \frac{\alpha^2}{D} \phi_0^2 |\nabla m|^2 \right) + \int_{\Omega} V \phi_0^2 \\
= \int_{\Omega} \left( -2\alpha \phi_0 \nabla \phi_0 \cdot \nabla m + \frac{\alpha^2}{D} \phi_0^2 |\nabla m|^2 \right) + \int_{\Omega} V \phi_0^2.
\]
This implies that \(\lambda(D) \leq M\) for some positive constant \(M\) independent of \(D \geq 1\). In particular, it holds
\[
(3.1) \quad \limsup_{D \to +\infty} \lambda(D) \leq \int_{\Omega} \left( V \phi_0^2 - 2\nabla m \cdot \nabla \phi_0 \right).
\]
Let \(\phi_D\) be the principal eigenfunction of (1.6) with \(\int_{\Omega} \phi_D^2 = 1\). Clearly,
\[
\int_{\Omega} |\nabla \phi_D|^2 + \int_{\partial \Omega} \beta \phi_D^2 \geq 0.
\]
By means of Lemma 3.1 it then follows that

\[
\lambda(D) = D \left( \int_\Omega |\nabla \phi_D|^2 + \int_{\partial \Omega} \beta \phi_D^2 \right) + \int_\Omega \left( -2\alpha \phi_D \nabla m \cdot \nabla \phi_D + \frac{\alpha^2}{D} \phi_0^2 |\nabla \phi| \right) + \int_\Omega V \phi_0^2 \\
\geq D \left( \int_\Omega |\nabla \phi_D|^2 - C \int_{\partial \Omega} \phi_D^2 \right) + \int_\Omega -2\alpha \phi_D \nabla \phi_D \cdot \nabla m - C \\
\geq D \left( (1 - C) \int_\Omega |\nabla \phi_D|^2 - C(e) \right) - \int_\Omega |\nabla \phi_D|^2 - C \\
\geq D \left( (1 - C) \int_\Omega |\nabla \phi_D|^2 - C(e) \right) - C, \quad \forall D \geq 1,
\]

which implies that \( \int_\Omega |\nabla \phi_D|^2 \leq C \) for some positive constant \( C \) independent of \( D \geq 1 \).

We claim that \( \phi_D \to \phi_0 \) weakly in \( W^{1,2}(\Omega) \) and strongly in \( L^2(\Omega) \). Indeed, since \( \phi_D \) are uniformly bounded in \( W^{1,2}(\Omega) \), there exists a subsequence of \( \{\phi_D\} \), still labelled by itself for convenience, and a function \( \phi \in W^{1,2}(\Omega) \) such that \( \phi_D \to \phi \) weakly in \( W^{1,2}(\Omega) \) and strongly in \( L^2(\Omega) \) as \( D \to +\infty \). It is easy to see that \( \phi \) satisfying \( \phi \geq 0 \) a.e. in \( \Omega \) is a weak (and then a classical) solution to

\[
\begin{aligned}
-\Delta \phi &= 0 \quad \text{in } \Omega, \\
\frac{\partial \phi}{\partial n} + \beta(x) \phi &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

and \( \int_\Omega \phi^2 = 1 \). Due to the uniqueness of principal eigenfunction (up to multiplication) corresponding to the principal eigenvalue \( \mu_1 = 0 \), we can infer that \( \phi = \phi_0 \) and the claim is proved.

Therefore, we obtain

\[
\begin{aligned}
\lambda(D) &= \lim_{D \to +\infty} \lambda(D) \\
&= \lim_{D \to +\infty} \left\{ D \left( \int_\Omega |\nabla \phi_D|^2 + \int_{\partial \Omega} \beta \phi_D^2 \right) + \int_\Omega \left( -2\alpha \phi_D \nabla \phi_D \cdot \nabla m + \frac{\alpha^2}{D} \phi_0^2 |\nabla \phi| \right) + \int_\Omega V \phi_0^2 \right\} \\
&\geq \lim_{D \to +\infty} D \int_\Omega -2\alpha \phi_D \nabla \phi_D \cdot \nabla m + \int_\Omega V \phi_0^2 \\
&= \int_\Omega V \phi_0^2 - 2\alpha \nabla m \cdot \nabla \phi_0,
\end{aligned}
\]

which, together with (3.1), completes the proof of (iii).

It is easily seen that (i) holds if \( \beta \geq, \neq 0 \) and (iii) holds if \( \beta \equiv 0 \). It remains to show \( \mu_1 < 0 \) and in turn (ii) holds when either \( \int_{\partial \Omega} \beta < 0 \) or \( \int_{\partial \Omega} \beta = 0 \) and \( \beta \neq 0 \).

Let \( \phi_0 \) be the principal eigenfunction of (1.7) corresponding to \( \mu_1 \). Then \( \phi_0 > 0 \) on \( \Omega \). Dividing the equation in (1.7) by \( \phi_0 \) and integrating the resulting equation by parts, we deduce

\[
\mu_1 |\Omega| = - \int_\Omega \frac{\Delta \phi_0}{\phi_0} = - \int_{\partial \Omega} \frac{\partial \phi_0}{\partial n} \cdot \frac{1}{\phi_0} - \int_\Omega \frac{|\nabla \phi_0|^2}{\phi_0^2} = \int_\partial \Omega \beta - \int_\Omega |\nabla \phi_0|^2 / \phi_0^2.
\]

Thus, \( \mu_1 \leq 0 \) if \( \int_{\partial \Omega} \beta \leq 0 \). In particular, \( \mu_1 < 0 \) provided that \( \int_{\partial \Omega} \beta < 0 \).

If \( \int_{\partial \Omega} \beta = 0 \) and \( \beta \neq 0 \), we suppose that \( \mu_1 = 0 \). It then follows from (3.2) that \( \phi_0 \) must be a positive constant. Using the boundary condition in (1.7), we see that \( \beta \equiv 0 \), arriving at a contradiction. Hence, \( \mu_1 < 0 \) holds under our assumption. The proof of Theorem 1.5 is now complete. □
Remark 3.1. We point out that the result similar to Theorem 1.5 holds for a more general eigenvalue problem, such as the following eigenvalue problem

\[
\begin{cases}
-D\Delta \phi - 2\alpha m(x) \cdot \nabla \phi + V(x)\phi = \mu \phi & \text{in } \Omega, \\
\phi = 0 & \text{on } \Gamma_1, \\
\frac{\partial \phi}{\partial n} + \beta(x)\phi = 0 & \text{on } \Gamma_2,
\end{cases}
\]

where \( \Gamma_1 \cup \Gamma_2 = \partial \Omega \), \( \Gamma_1 \cap \Gamma_2 = \emptyset \), and \( \beta \in C(\Gamma_2) \) is a given nonnegative function.

In one space dimension, we can improve Theorem 1.5. By taking \( \Omega = (0, 1) \) without loss of generality, we are led to consider the eigenvalue problem

\[
\begin{cases}
-D\phi_{xx} - 2\alpha m(x) \phi_x + V(x)\phi = \lambda \phi, & 0 < x < 1, \\
-\phi_x(0) + k_0\phi(0) = 0, & \phi_x(1) + k_1\phi(1) = 0.
\end{cases}
\]

Indeed, we have

Corollary 3.1. The following assertions hold.

(i) If \( k_0 > -1 \) and \( k_0 + k_1 + k_0k_1 > 0 \), then \( \lim_{D \to +\infty} \lambda(D) = +\infty \).

(ii) If either \( k_0 > -1 \) and \( k_0 + k_1 + k_0k_1 < 0 \) or \( k_0 \leq -1 \), then \( \lim_{D \to +\infty} \lambda(D) = -\infty \).

(iii) If \( k_0 > -1 \) and \( k_0 + k_1 + k_0k_1 = 0 \), then

\[
\lim_{D \to +\infty} \lambda(D) = \int_0^1 \left( V(x)\phi_0^2(x) - 2\alpha m(x)(\phi_0(x))\phi(x) \right) dx,
\]

where \( \phi_0 \) is the solution to

\[
\begin{cases}
-\phi_{xx} = 0, & \phi(x) > 0, \quad 0 < x < 1, \\
-\phi_x(0) + k_0\phi(0) = 0, & \phi_x(1) + k_1\phi(1) = 0, \\
\int_0^1 \phi^2(x) dx = 1.
\end{cases}
\]

Proof. We first consider the limiting problem (3.5). Assume that \( \phi \) solves (3.5). Then 0 is the principal eigenvalue of the following eigenvalue problem

\[
\begin{cases}
-\phi_{xx} = \mu \phi, & 0 < x < 1, \\
-\phi_x(0) + k_0\phi(0) = 0, & \phi_x(1) + k_1\phi(1) = 0.
\end{cases}
\]

By the Hopf boundary lemma, it is easily seen that \( \phi > 0 \) on \([0, 1]\). From the first equation in (3.6), it further follows that \( \phi(x) = ax + b \) for \( x \in [0, 1] \). Thus, \( \phi(0) = b > 0 \) and \( \phi(1) = a + b > 0 \). Clearly, if

\[
b > 0, \quad a + b > 0,
\]

then \( \phi(x) = ax + b > 0 \) for all \( x \in [0, 1] \). Thanks to the boundary condition, we have \(-a + k_0b = 0 \) and \( a + k_1(a + b) = 0 \), equivalently,

\[
a = k_0b, \quad k_0 + k_1 + k_0k_1 = 0.
\]

If \( a = 0 \), by (3.7) and (3.8), obviously \( k_0 = k_1 = 0 \). If \( a > 0 \), then it follows from (3.7) and (3.8) that \( k_0 > 0 \) and \( a + b = a(1 + \frac{1}{k_0}) > 0 \), which becomes equivalent to \( k_0 > 0 \). If \( a < 0 \), in order to satisfy (3.7) and (3.8), it is necessary that \( k_0 < 0 \) and \( a + b = a(1 + \frac{1}{k_0}) > 0 \), that is, \(-1 < k_0 < 0 \).

The above analysis shows that if 0 is the principal eigenvalue of the eigenvalue problem (3.6), then \( k_0 \) and \( k_1 \) must satisfy

\[
k_0 > -1, \quad k_0 + k_1 + k_0k_1 = 0.
\]

It can be also seen from the above analysis that 0 is the principal eigenvalue once the condition (3.9) is fulfilled. That is, 0 is the principal eigenvalue of (3.6) if and only if (3.9) holds.
Figure 1. The principal eigenvalue \( \mu_1(k_0, k_1) \) of (3.6): \( \mu_1(k_0, k_1) = 0 \) on the curve \( \{ (k_0, k_1) \in \mathbb{R}^2 : k_0 + k_1 + k_0k_1 = 0, \ k_0 > -1 \} \); \( \mu_1(k_0, k_1) > 0 \) when \( (k_0, k_1) \) lies above the curve, and \( \mu_1(k_0, k_1) < 0 \) when \( (k_0, k_1) \) lies below the curve.

Denote by the principal eigenvalue \( \mu_1(k_0, k_1) \) of (3.6). Clearly, \( \mu_1(k_0, k_1) \) depends continuously on the parameters \( k_0 \) and \( k_1 \), and is nondecreasing in \( k_0, k_1 \in \mathbb{R} \). One further observes that \( \mu_1(k_0, k_1) > \mu_1(0, 0) = 0 \) if \( k_0, k_1 > 0 \). These facts, combined with the previous analysis, enable us to assert that \( \mu_1(k_0, k_1) > 0 \) if \( k_0 > -1 \) and \( k_0 + k_1 + k_0k_1 > 0 \) while \( \mu_1(k_0, k_1) < 0 \) if either \( k_0 > -1 \) and \( k_0 + k_1 + k_0k_1 < 0 \) or \( k_0 \leq -1 \); one may refer to Figure 1.

As a consequence, Corollary 3.1 follows by using Theorem 1.5.

For the following eigenvalue problem

(3.10)
\[
\begin{align*}
-D\phi_{xx} - 2\alpha m_x \phi_x + V\phi &= \lambda \phi, \quad 0 < x < 1, \\
-\phi_x(0) + k_0\phi(0) &= 0, \quad \phi(1) = 0,
\end{align*}
\]

one can employ a similar but simpler argument as in Corollary 3.1 to deduce

**Corollary 3.2.** The following assertions hold.

(i) If \( k_0 > -1 \), then \( \lim_{D \to +\infty} \lambda(D) = +\infty \).

(ii) If \( k_0 < -1 \), then \( \lim_{D \to +\infty} \lambda(D) = -\infty \).

(iii) If \( k_0 = -1 \), then

\[
\lim_{D \to +\infty} \lambda(D) = \int_0^1 \left( V(x)\phi_0^2(x) - 2\alpha m_x(x)(\phi_0(x))_x(x) \right) dx,
\]

where \( \phi_0 \) is the solution to

\[
\begin{align*}
-D\phi_{xx} &= 0, \quad \phi(x) > 0, \quad 0 < x < 1, \\
-\phi_x(0) + k_0\phi(0) &= 0, \quad \phi(1) = 0, \\
\int_0^1 \phi^2(x) dx &= 1.
\end{align*}
\]

A result parallel to Corollary 3.2 holds for the following eigenvalue problem

(3.11)
\[
\begin{align*}
-D\phi_{xx} - 2\alpha m_x \phi_x + V\phi &= \lambda \phi, \quad 0 < x < 1, \\
\phi(0) &= 0, \quad \phi_x(1) + k_1\phi(1) = 0.
\end{align*}
\]

4. An application to a reaction-diffusion-advection equation in a stream

More recently, there is growing interest in modeling and understanding spatial population dynamics in advective environments, i.e., environments where individuals are exposed to unidirectional...
flow or biased dispersal; one may see [15, 16, 26] and the references therein. The following reaction-diffusion-advection equation was used in [13, 17, 18] to describe the dynamics of a single species living in a spatially heterogeneous stream:

\[(4.1)\]
\[u_t - \left[D u_x - q(x)u\right]_x = r(x)u - u^2, \quad t > 0, \quad 0 < x < 1,\]

where the unknown function \(u(t, x)\) is the density of the species at the time \(t\) and location \(x\), the positive constant \(D\) stands for the diffusive rate, the function \(r \in C([0, 1])\) represents the intrinsic growth rate (or the quality of the habitat) and the species population will grow for \(r > 0\) while decline for \(r < 0\). The non-negative function \(q \in C^1([0, 1])\) accounts for the advection, pointing towards larger \(x \geq 0\), which therefore implies that \(x = 0\) is the upstream end of the stream and \(x = 1\) is the downstream end. It is now widely recognized that variations in the stream flow are critically important for the ecosystem integrity of riverine environments; see, for example, [2, 23]. Thus, we assume that \(q\) is a function of the spatial variation \(x\). In particular, the function \(q\) may vanish somewhere the habitat \([0, 1]\), which can reflect the existence of buffer zone in the stream.

Boundary conditions (B.C) should be prescribed at the upstream end \(x = 0\) and the downstream end \(x = 1\). Since the upstream boundary \(x = 0\) is the stream surface and usually no individuals will pass through, it is natural to impose no flux boundary condition there; that is, we have

\[(4.2)\]
\[D u_x(t, 0) - q(0)u(t, 0) = 0, \quad t > 0.\]

As for the B.C. at the downstream end \(x = 1\), there are several possible choices motivated by different ecological scenarios as discussed in [15]. In the following, we shall only consider three types of B.C.

**Type 1: No-flux B.C.** Gravity pulls algae in a lake or ocean towards the bottom (advection), whereas buoyancy allows for upward movement (diffusion) [12]. The upstream boundary is the water surface, the downstream boundary is the ground, and so no flux crosses the downstream end \(x = 1\). This leads us to assume that

\[(4.3)\]
\[D u_x(t, 1) - q(1)u(t, 1) = 0, \quad t > 0.\]

Together with \((4.2)\), we refer to this situation as no-flux/no-flux, or NF/NF for short.

**Type 2: Free-flux B.C.** When the stream flows into a freshwater lake, individuals can enter the downstream end of the stream from the lake by diffusion. The flux into the lake is only the advective flux, the diffusive flux into and from the lake balances [15, 25]. Hence, we have the following downstream condition

\[(4.4)\]
\[u_x(t, 1) = 0, \quad t > 0.\]

We refer to this and \((4.2)\) as no-flux/free-flow or NF/FF for short.

**Type 3: Hostile B.C.** When individuals do not return into the patch after leaving at the downstream end, we obtain the hostile downstream condition:

\[(4.5)\]
\[u(t, 1) = 0, \quad t > 0,\]

We refer to this and \((4.2)\) as no-flux/hostile or NF/H for short. For example, most freshwater organisms die when they reach the ocean. Such a downstream condition was originally proposed in [24].

Given a continuous initial datum \(u(0, x) = u_0(x) \geq \not\equiv 0\) on \([0, 1]\), under one of the three types of B.C. mentioned above, it is well known that \((4.1)\) admits a unique solution \(u(t, x)\), which exists for all time \(t > 0\) and \(u(t, x) > 0\) for all \(t > 0, 0 < x < 1\). It is also a standard fact that the
long-time behavior of the single species governed by (4.1) is determined by the sign of the principal eigenvalue to the following eigenvalue problem (linearized at zero of problem (4.1)):
\[ -[D\phi_{xx} - q(x)\phi_x - r(x)\phi] = \lambda \phi, \quad 0 < x < 1, \]
subject to the NF/NF or NF/FF or NF/H B.C. In any B.C. case, we always have

**Proposition 4.1.** Let \( \lambda(D) \) denote the principal eigenvalue of (4.6). The following assertions hold.

(i) If \( \lambda(D) \geq 0 \), then \( u(t,x) \to 0 \) uniformly on \([0,1]\) as \( t \to \infty \).

(ii) If \( \lambda(D) < 0 \), then \( u(t,x) \to U(x) \) uniformly on \([0,1]\) as \( t \to \infty \), where \( U \) is the unique positive steady state solution of (4.1).

Set \( \psi(x) = \phi(x) \exp \left( \frac{1}{D} \int_0^x q(s)ds \right) \). Then (4.6) coupled with the NF/NF B.C (corresponding to (4.2) and (4.3)) is reduced to the following
\[ -D\phi_{xx} - q(x)\phi_x - r(x)\phi = \lambda \phi, \quad 0 < x < 1; \quad \phi_x(0) = \phi_x(1) = 0, \]
and (4.6) coupled with the NF/FF B.C (corresponding to (4.2) and (4.4)) becomes
\[ -D\phi_{xx} - q(x)\phi_x - r(x)\phi = \lambda \phi, \quad 0 < x < 1; \quad \phi_x(0) = \phi_x(1) + \frac{q(1)}{D} \phi(1) = 0, \]
and (4.6) coupled with the NF/H B.C (corresponding to (4.2) and (4.5)) becomes
\[ -D\phi_{xx} - q(x)\phi_x - r(x)\phi = \lambda \phi, \quad 0 < x < 1; \quad \phi_x(0) = 0 = \phi(1) = 0. \]

For sake of clarity, instead of \( \lambda(D) \), we use \( \lambda(NF/NF) \), \( \lambda(NF/FF) \) and \( \lambda(NF/H) \) to denote the principal eigenvalue of (4.7), (4.8) and (4.9), respectively.

In what follows, we shall consider four types of the stream flow \( q \), depending on how \( q \) vanishes (if it happens) on the habitat \([0,1]\); we call the vanishing region of \( q \) as the buffer since the flow speed/velocity there is zero:

Case (a): \( q > 0 \) on \([0,1]\). No buffer exists.

Case (b): \( q = 0 \) on \([0,x_0]\) for some \( 0 < x_0 < 1 \) and \( q > 0 \) on \((x_0,1]\): \([0,x_0]\) is the buffer.

Case (c): \( q = 0 \) on \([x_1, x_2]\) for some \( 0 < x_1 < x_2 < 1 \) and \( q > 0 \) on \([0,x_1) \cup (x_2,1]\): \([x_1, x_2]\) is the buffer.

Case (d): \( q = 0 \) on \([x_0,1]\) for some \( 0 < x_0 < 1 \) and \( q > 0 \) on \([0,x_0]\): \([x_0,1]\) is the buffer.

In each case mentioned above, due to Corollaries 3.1 and 3.2 we have
\[ \lim_{D \to \infty} \lambda(NF/NF) = -\int_0^1 r(x)dx, \quad \lim_{D \to \infty} \lambda(NF/H) = \infty. \]

By some simple elliptic compactness analysis, one can also easily see that
\[ \lim_{D \to \infty} \lambda(NF/FF) = -\int_0^1 r(x)dx. \]

In the sequel, for convenience we refer to a species who moves/migrates fast (i.e., the diffusion rate \( D \) is large) as a faster species, and a species who moves/migrates slowly (i.e., \( D \) is small) as a slower species.

In light of Proposition 4.1, the above results imply biologically that, regardless of whether a buffer zone exists or not, when the downstream end belongs to a hostile environment, a faster species will eventually die out, while a faster species may persist in the long run even when the downstream end satisfies a flux-free or a flow free condition.

In what follows, we are concerned with the effect of a buffer zone on the persistence/extinction of a slower species. Making use of Remark 4.1, Theorem 4.3 and Remark 2.2, we are able to state
Proposition 4.2. The following assertions hold.

(1) Assume that case (a) holds, we have
\[ \lim_{D \to 0} \lambda(NF/NF) = -r(1), \quad \lim_{D \to 0} \lambda(NF/FF) = \lim_{D \to 0} \lambda(NF/H) = \infty. \]

(2) Assume that case (b) holds, we have
\[ \lim_{D \to 0} \lambda(NF/NF) = \min \{ \min_{x \in [0,x_0]} (-r(x)), -r(1) \}, \]
\[ \lim_{D \to 0} \lambda(NF/FF) = \lim_{D \to 0} \lambda(NF/H) = \min_{x \in [0,x_0]} (-r(x)). \]

(3) Assume that case (c) holds, we have
\[ \lim_{D \to 0} \lambda(NF/NF) = \min \{ -r(1), \min_{x \in [x_1,x_2]} (-r(x)) \}, \]
\[ \lim_{D \to 0} \lambda(NF/FF) = \lim_{D \to 0} \lambda(NF/H) = \min_{x \in [x_1,x_2]} (-r(x)). \]

(4) Assume that case (d) holds, we have
\[ \lim_{D \to 0} \lambda(NF/NF) = \lim_{D \to 0} \lambda(NF/FF) = \lim_{D \to 0} \lambda(NF/H) = \min_{x \in [x_0,1]} (-r(x)). \]

From the viewpoint of ecological evolution, Propositions 4.1 and 4.2 suggest that if no buffer exits, a slower species will become extinct eventually when the downstream end satisfies the free-flow or hostile B.C, and it may survive when the downstream end satisfies a NF B.C. In sharp contrast, if a buffer exits, a slower species may persist in any B.C case; in other words, a buffer may contribute to the species persistence. Nevertheless, whether a buffer is indeed helpful to the species persistence relies on the sign of the maximum value of the growth rate function \( r \) over the buffer for the NF/FF or NF/H B.C., and the sign of the maximum value of the growth rate function \( r \) over the buffer and the downstream end for the NF/NF B.C.
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