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Abstract

Determinant codes are a class of exact-repair regenerating codes for distributed storage systems with parameters $(n, k = d, d)$. These codes cover the entire trade-off between per-node storage and repair-bandwidth. In an earlier work of the authors, the repair data of the determinant code sent by a helper node to repair a failed node depends on the identity of the other helper nodes participating in the process, which is practically undesired. In this work, a new repair mechanism is proposed for determinant codes, which relaxes this dependency, while preserving all other properties of the code. Moreover, it is shown that the determinant codes are capable of repairing multiple failures, with a per-node repair-bandwidth which scales sub-linearly with the number of failures.

I. INTRODUCTION

While individual storage units in distributed storage systems (DSS) are subject to temporal or permanent failure, the entire system should be designed to avoid losing the stored data. Coding and storing redundant data is a standard approach to guarantee durability in such systems. Moreover, these systems are equipped with a repair mechanism that allows for a replacement of a failed node. Such replacement can be performed in the functional or exact sense. In functional repair, a failed node will be replaced by another one, so that the consequent family of nodes maintains the data recovery and node-repair properties. In an exact repair process, the content of a failed node will be exactly replicated by the helpers.

Regeneration codes are introduced to manage data recovery and node repair mechanism in DSS. Formally, an $(n, k, d)$ regeneration code with parameters $(\alpha, \beta, F)$ encodes a file comprised of $F$ symbols (from a finite field $\mathbb{F}$) into $n$ segments (nodes) $W_1, W_2, \ldots, W_n$ each of size $\alpha$, such that two important properties are fulfilled: (1) the entire file can be recovered from every subset of $k$ nodes, and (2) whenever a node fails (become inaccessible), it can be repaired by accessing $d$ remaining nodes and downloading $\beta$ symbols from each.

It turns out that there is a fundamental trade-off between the minimum required per-node storage $\alpha$ and the repair-bandwidth $\beta$, to store a given amount of data $F$ in a DSS. This tradeoff is fully characterized for functional repair in the seminal work of Dimakis et. al [1], where it is shown to be achievable by random network coding. However, for the exact-repair problem, which is notably important from the practical perspective, characterization of the trade-off and design of optimum codes are widely open, except for some special cases. Construction of
Fig. 1. Comparison of storage capacity of three exact-regenerating codes for an \((n, k, k)\) distributed storage system, with \(d = k = 6\) at node \(m = 3\), and code parameters \((\alpha, \beta) = (20, 10)\). All three codes can store \(F = 105\) units of data when DSS has only \(n = d + 1 = 7\) nodes. However, the storage capacity decays as a function of \(n\) for codes introduced in [12] and [11], while the storage capacity is preserved for the determinant code.

exact-repair regenerating codes for a system with arbitrary parameters \((n, k, d)\) is a complex task due to several combinatorial constraints to be satisfied. The number of such constraints dramatically increases with \(n\), the total number of nodes in the system.

There are known code constructions for the two extreme points on the tradeoff, namely, minimum bandwidth regeneration (MBR) [2] and minimum storage regeneration (MSR) [2]–[7] points.

A lower bound for the trade-off of the exact-repair regenerating codes with parameters \((n, k = d, d)\) is presented independently by [8]–[10], under the assumption that the underlying code is linear. This lower bound could be achieved for the special case of \(n = k + 1\) (i.e., the DSS can only tolerate one failure) by code constructions proposed in [11] and [12]. While the lower bound does not depend on \(n\) (the total number of nodes in the system), the performance (storage capacity) of both code constructions in [11] and [12] degrades as \(n\) exceeds \(k + 1\) (see Fig. 1).

A. Determinant Codes and Helper-Independent Repair

Determinant codes are a family of exact repair regenerating codes, which are introduced in [13], [14] for a DSS with parameters \((n, k = d, d)\). The main property of these codes is to maintain a constant trade-off between \(\alpha/F\) and \(\beta/F\), regardless of the number of the nodes. In particular, these codes can achieve the lower bound [8]–[10], and hence they are optimum. The determinant codes have a linear structure and can be obtained from the inner product between an encoder matrix and the message matrix. Especially, product-matrix codes introduced in [2] for MBR and MSR points can be subsumed from the general construction of the determinant codes.

The repair mechanism proposed for the determinant codes in the original paper [13] requires a rather heavy computation at the helper nodes in order to prepare their repair symbols to send to the failed node. More importantly,
each helper node \( h \in \mathcal{H} \) needs to know the identity of all the other helper nodes participating in the repair process. The assumption of knowing the set of helpers in advance is a limitation of the determinant codes, and it is undesired in real-world systems. In practice, it is preferable that once a request for a repair of a failed node is made, each node can independently decide to whether or not to participate in the repair process and generate the repair data from its content, regardless of the other helper nodes.

On the other hand, besides the repair bandwidth, one of the crucial bottlenecks in the performance of the storage systems is the I/O load, which refers to the amount of data to be read by a helper node to encode for a repair process. While the native constructions for exact repair generating code require a heavy I/O read, the repair-by-transfer (RBT) codes [15] offer an optimum I/O. In [16] an elegant modification is proposed to improve the I/O cost of product-matrix MSR codes, by pre-processing the content of the nodes and storing the repair data on non-systematic nodes instead of the original node content. This results in a semi-RBT code: whenever such modified nodes contribute in a repair process, they merely transfer some of their stored symbols without any computation. Such modification could not be applied on the original determinant codes since the repair symbols from a helper node \( h \) to a failed node \( f \) could be computed only when the set of other helper nodes \( \mathcal{H} \) is identified.

In this paper, we propose a novel repair mechanism for the determinant codes introduced in [13]. In the new repair procedure, data repair symbols from helper node \( h \) to a failed node \( f \) solely depend on the content of the helper node and the identity of the failed node \( f \). The failed node collects a total of \( d\beta \) repair symbols from the helper nodes and can reconstruct all of its missing symbols by simple addition and subtraction of some of the received symbols. This simple repair scheme further allows for modifications proposed in [16], to further improve the I/O overhead of the code.

**B. Multiple Failures Repair**

The second contribution of this work is the simultaneous repair for multiple failures. Although single failures are the dominant type of failures in distributed storage systems [17], multiple simultaneous failures occur rather frequently and need to be handled in order to maintain the system’s reliability and fault-tolerance. The naive approach to deal with such failures is to repair each failed node individually and independently from the others. This requires a repair bandwidth from each helper node that scales linearly with the number of failures. There are two types of repair for multiple failures studied in the literature [18]: (i) *centralized regenerating codes* and (ii) *cooperative regenerating codes*. In centralized regenerating codes, a single data center is responsible for the repair of all failed nodes. More precisely, once a set of \( e \) nodes in the system fail, an arbitrary set of \( d \leq n - e \) nodes are chosen, and \( \beta_e \) repair symbols will be downloaded from each helper node. This leads to a total of \( d \beta_e \) symbols which will be used to repair the content of all the failed nodes. The storage-bandwidth trade-off of these codes are studied for two extreme points, namely the minimum storage multi-node repair (MSMR) and the minimum bandwidth multi-node repair (MBMR) points. In particular, in [4] a class of MSMR code is introduced, that are capable of repairing any number of failed nodes \( e \leq n - k \) from any number of helper nodes \( k \leq d \leq n - e \), using an optimal repair bandwidth. In cooperative regenerating codes upon failure of a node, the replacement node downloads repair data from a subset of \( d \) helper nodes. In the case of multiple failures, the replacement nodes not only download repair
data from the helper nodes, but also exchange information among themselves before regenerating the lost data, and this exchanged data between them is included in the repair bandwidth. Similar to the centralized case, the trade-off for these codes for the two extreme points, namely the minimum bandwidth cooperative regeneration (MBCR) codes [19] and the minimum storage cooperative regenerating (MSCR) codes [20]–[22] are studied. In particular, in [22] authors introduced explicit constructions of MDS codes with optimal cooperative repair for all possible parameters. Also, they have shown that any MDS code with optimal repair bandwidth under the cooperative model also has optimal bandwidth under the centralized model.

In this work we show that the repair bandwidth required for multiple failures repair in determinant codes can be reduced by exploiting two facts: (i) the overlap between the repair space (linear dependency between the repair symbols) that each helper node sends to the set of failed nodes, and (ii) in the centralized repair, the data center (responsible for the repair process) can perform the repair of the nodes in a sequential manner, and utilize already repaired nodes as helpers for the repair of the remaining failed nodes. Interestingly, using these properties we can limit the maximum (normalized) repair-bandwidth of the helper nodes to a certain fraction of $\alpha$, regardless of the number of failures. The structure of the code allows us to analyze this overlap, and obtain a closed-form expression for the repair bandwidth. Our codes are not restricted only to the extreme points of the trade-off and can operate at any intermediate point on the optimum trade-off. A similar problem is studied in [18], where a class of codes is introduced to operate at the intermediate points of the trade-off, with an improved repair bandwidth for multiple failures. However, this improvement is obtained at the price of degradation of the system’s storage capacity as $n$ (the total number of nodes) increases. Consequently, the resulting codes designed for two or more simultaneous failures are sub-optimum, and cannot achieve the optimum trade-off between the per-node capacity, repair bandwidth, and the overall storage capacity. One of the main advantages of our proposed code and repair mechanism is to offer a universal code, which provides a significant reduction in the repair bandwidth for multiple failures, without compromising the system performance.

The rest of this paper is organized as follows: For the sake of completeness, we first review the achievable trade-off and the construction of the determinant codes [13] in Sections II and Section III. The new encoding and decoding for the node repair are presented in Section III-B. An illustrative example is provided in Section IV, in which the core idea of data recovery and node repair are demonstrated. The formal proofs of the properties of the proposed code are presented in Section V. Finally, in Section VI we discuss the improved repair-bandwidth for multiple failures in a centralized repair setting.

II. MAIN RESULT

We start by introducing a few symbols and notations, which are frequently used in this paper.

Notation: We use $[k+1:d]$ to denote the set of integer numbers $\{k+1, \ldots, d\}$, and $[k] = [1:k]$ to represent the set $\{1, 2, \ldots, k\}$. For a set $\mathcal{X}$ and a member $x \in \mathcal{X}$, we define $\text{ind}_\mathcal{X}(x) = |\{y \in \mathcal{X} : y \leq x\}|$. We use boldface symbols to refer to matrices, and for a matrix $X$, we denote its $i$-th row by $X_i$. We also use the notation $X_{:,j}$ to refer to the $j$-th column of $X$. Moreover, we use $X[A,B]$ to denote a sub-matrix of $X$ obtained by rows $i \in A$ and columns $j \in B$. Accordingly, $X[A,:]$ denotes the sub-matrix of $X$ by stacking rows $i \in A$. Moreover, we may use
sets to label rows and/or columns of a matrix, and hence $X_{I,J}$ refers to an entry of matrix $X$ at the row indexed by $I$ and the column labeled by $J$. Finally, for a set $I$, we denote the maximum entry of $I$ by $\max I$.

The optimum storage repair-bandwidth of the exact-repair regenerating codes for an $(n,k=d,d)$ system is a piece-wise linear function [13], [14], which is fully characterized by its corner (intersection) points [8]–[10]. The determinant codes provide a universal construction for all corner points on the optimum trade-off curve. We assign a mode (denoted by $m$) to each corner point, which is an integer in $\{1, 2, \ldots, d\}$ (from 1 for MBR to $d$ for MSR point). The main distinction between the result of this work and that of [13], [14] is the fact that the repair data sent by one helper node does not depend on the identity of all the other helper nodes participating the repair process. The following definition formalizes this distinction.

**Definition 1.** Consider the repair process of a failed node $f$ using a set of helper nodes $\mathcal{H}$. The repair process is called helper-independent if the repair data sent by each helper node $h \in \mathcal{H}$ to the failed node $f$ only depends on $f$ and the content of node $h$ (but not the other helpers participating in the repair process).

The following theorem formally states the trade-off achievable by determinant codes.

**Theorem 1.** For an $(n,k=d,d)$ distributed storage system and any mode $m = 1, 2, \ldots, d$, the triple $(\alpha, \beta, F)$ with

$$\left(\alpha^{(m)}, \beta^{(m)}, F^{(m)}\right) = \left(\binom{d}{m}, \binom{d-1}{m-1}, m\binom{d+1}{m+1}\right)$$

(1)

can be achieved under helper-independent exact repair by the code construction proposed in this paper.

It is worth mentioning that this theorem and the achievable points on the trade-off curve are identical to those of [13]. However, the novel repair process presented here has the advantage that the repair data sent by a helper node does not depend on the identity of other helpers participating in the repair process. Moreover, we present a repair mechanism for multiple simultaneous failures. The proposed scheme exploits the overlap between the repair data sent for different failed nodes and offers a reduced repair-bandwidth compared to naively repairing the failed nodes independent of each other.

The code construction is reviewed in Section III for completeness. In order to prove Theorem 1, it suffices to show that the proposed code satisfies the two fundamental properties, namely data recovery and exact node repair. The proof data recovery property is similar to that of [13, Proposition 1], and hence omitted here. The exact-repair property is formally stated in Proposition 2, and proved in Section V. Moreover, Proposition 1 shows that the repair bandwidth of the proposed code does not exceed $\beta^{(m)}$. This is also proved in Section V.

In Fig. 2 the linear trade-off for a system $d = 4$ together with achievable corner points of this paper are depicted.

**Remark 1.** Theorem 1 offers an achievable trade-off for the normalized parameters $(\alpha/F, \beta/F)$ given by

$$\left(\frac{\alpha^{(m)}}{F^{(m)}}, \frac{\beta^{(m)}}{F^{(m)}}\right) = \left(\frac{d}{m}, \frac{d+1}{m+1}, \frac{d-1}{m-1}, \frac{m\binom{d+1}{m+1}}{m\binom{d+1}{m+1}}\right) = \left(\frac{m+1}{m(d+1)}, \frac{m+1}{d(d+1)}\right).$$

(2)
It is shown in [8]–[10] that for any linear exact-repair regenerating code with parameters \((n, k = d, d)\) that is capable of storing \(F\) symbols, \((\alpha, \beta)\) should satisfy

\[
F \leq \frac{d + 1}{\ell + 2} \left( \ell \alpha + \frac{d}{\ell + 1} \beta \right),
\]

where \(\ell = \lfloor d\beta/\alpha \rfloor\) takes values in \(\{0, 1, \ldots, d\}\). This establishes a piece-wise linear lower bound curve, with \(d\) (normalized) corner points obtained at integer values of \(\ell = d\beta/\alpha\). For these corner points, the (normalized) operating points \((\alpha/F, \beta/F)\) are given

\[
\left( \frac{\alpha}{F}, \frac{\beta}{F} \right) = \left( \frac{\ell + 1}{\ell + 1}, \frac{\ell + 1}{d(d + 1)} \right).
\]

These operating points are matching with the achievable (normalized) pairs given in (2). Therefore, determinant codes are optimal, and together with the lower bound of [8]–[10] fully characterize the optimum trade-off for exact-repair regenerating codes with parameters \((n, k = d, d)\).

The next result of this paper provides an achievable bandwidth for multiple repairs.

**Theorem 2.** In an \((n, k = d, d)\) determinant codes operating at mode \(m\), the content of any set of \(e\) simultaneously failed nodes can be exactly repaired by accessing an arbitrary set of \(d\) nodes and downloading

\[
\beta_e^{(m)} = \binom{d}{m} - \binom{d - e}{m}
\]

repair symbols from each helper node.

The repair mechanism for multiple failures is similar to that of single failure presented in Proposition 2. In order to prove Theorem 2, it suffices to show that the repair bandwidth required for multiple failures does not exceed \(\beta_e^{(m)}\). This is formally stated in Proposition 3 and proved in Section V.
Remark 2. Note that the repair bandwidth proposed for multiple repairs in Theorem 2 subsumes the one in Theorem 1 for single failure for setting $e = 1$:

$$\beta_1^{(m)} = \left( \frac{d}{m} \right) - \left( \frac{d - 1}{m} \right) = \frac{d - 1}{m - 1} = \beta^{(m)}.$$ 

Remark 3. It is worth mentioning that the repair-bandwidth proposed in Theorem 2 is universally and simultaneously achievable. That is, the same determinant code can simultaneously achieve $\beta_e^{(m)}$ for every $e \in \{1, 2, \ldots, n-d\}$.

The next theorem shows that the repair bandwidth for multiple failures can be further reduced in the centralized repair setting \cite{4}, \cite{18}, by a sequential repair mechanism, and exploiting the repair symbols contributed by already repaired failed nodes which can act as helpers.

Theorem 3. In an $(n, k = d, d)$ determinant code with (up to a scalar factor) parameters $\alpha^{(m)} = \left( \frac{d}{m} \right)$ and $F^{(m)} = m \left( \frac{d + 1}{m + 1} \right)$, any set of $e$ simultaneously failed nodes can be centrally repaired by accessing an arbitrary set of $d$ helper nodes and downloading a total of

$$\tilde{\beta}_e^{(m)} = \frac{1}{d} \left[ m \left( \frac{d + 1}{m + 1} \right) - m \left( \frac{d - e + 1}{m + 1} \right) \right]$$

repair symbols from each helper node.

Remark 4. It is worth noting that for $e > d - m$ we have $\tilde{\beta}_e^{(m)} = m \left( \frac{d + 1}{m + 1} \right) = F^{(m)} / d$ (independent of $e$), and

$$\frac{\tilde{\beta}_e^{(m)}}{\alpha^{(m)}} = \frac{m(d + 1)}{d(m + 1)}.$$ 

which is strictly less than 1 as shown in Fig. 3 (for all corner points except the MSR point, $m = d$). The fact that $\tilde{\beta}_e^{(m)} = F^{(m)} / d$ implies that the helper nodes contribute just enough number of repair symbols to be able to recover the entire file, without sending any redundant data. It is clear that this repair-bandwidth is optimum for $e \geq d$, since such a set of $e$ failed nodes should be able to recover the entire file after being repaired.
This theorem is built on the result of Theorem 2, by exploiting the repair data can be exchanged among the failed nodes. Note that in the centralized repair setting, the information exchanged among the failed nodes at the repair center are not counted against the repair bandwidth. We prove this theorem in Section VI.

III. CONSTRUCTION OF \((n, k = d, d)\) DETERMINANT CODES

The code construction described in this section is identical to that of [13], except the repair process which is different and simpler. However, for the sake of completeness, we start with the details of code construction.

A. Code Construction

For a distributed storage system with parameters \((n, k = d, d)\) and corresponding to a mode \(m \in \{1, 2, \ldots, d\}\), our construction provides an exact-repair regenerating code with per-node storage capacity \(\alpha(m) = \binom{d}{m}\) and per-node repair-bandwidth \(\beta(m) = \binom{d-1}{m-1}\). This code can store up to \(F(m) = m \binom{d+1}{m+1}\) symbols.

We represent the coded symbols in a matrix \(C_{n \times \alpha}\), in which the \(i\)-th row corresponds to the encoded data to be stored in \(i\)-th node of DSS. The proposed code is linear, i.e., the encoded matrix \(C\) is obtained by multiplying an encoder matrix \(\Psi_{n \times d}\) and a message matrix \(D\). All entries of the encoder matrix and the message matrix are assumed to be from a finite field \(\mathbb{F}\), which has at least \(n\) distinct elements. Moreover, all the arithmetic operations are performed with respect to the underlying finite field. The structures of the encoder and message matrices are given below.

Encoder Matrix: The matrix \(\Psi_{n \times d}\) is a fixed matrix which is shared among all the nodes in the system. The main property required for matrix \(\Psi\) is being Maximum-Distance-Separable (MDS), that is, any \(d \times d\) sub-matrix of \(\Psi_{n \times d}\) is full-rank. Examples of MDS matrices include Vandermonde or Cauchy matrices. We can always convert an MDS matrix to a systematic MDS matrix, by multiplying it by the inverse of its top \(d \times d\) sub-matrix (see the example in Section IV). We refer to the first \(k\) nodes by systematic nodes if a systematic MDS matrix is used for encoding.

Message Matrix: The message matrix \(D_{d \times \alpha}\) is filled with raw (source) symbols and parity symbols. Recall that \(D\) is a \(d \times \alpha\) matrix, that has \(d\alpha = d\binom{d}{m}\) entries, while we wish to store only \(F = m\binom{d+1}{m+1}\) source symbols. Hence, there are \(d\alpha - F = \binom{d}{m+1}\) redundant entries in \(D\), which are filled with parity symbols. More precisely, we divide the set of \(F\) data symbols into two groups, namely, \(V\) and \(W\), whose elements are indexed by sets as follows

\[ V = \{ v_{x,I} : I \subseteq [d], |I| = m, x \in I \} , \]

\[ W = \{ w_{x,I} : I \subseteq [d], |I| = m + 1, x \in I, \text{ind}_I(x) \leq m \} . \]

Note that each element of \(V\) is indexed by a set \(I \subseteq [d]\) of length \(|I| = m\) and an integer number \(x \in I\). Hence, \(|V| = m \binom{d}{m}\). Similarly, symbols in \(W\) are indexed by a pair \((x, I)\), where \(I\) is a subset of \([d]\) with \(m + 1\) entries.

\[ 1 \text{The number of entries in this matrix is more than } F, \text{ the size of the file to be coded. Indeed, there are some redundancies among the entries of this matrix as will be explained later. } D_{d \times \alpha}, \text{ whose construction will be explained later} \]

\[ 2 \text{In general elements of the message matrix can be chosen from a Galois field } \mathbb{F} = \mathbb{GF}(q^s) \text{ for some prime number } q \text{ and an integer } s. \]
and \( x \) can take any value in \( \mathcal{I} \) except the largest one. So, there are \( |\mathcal{W}| = m \binom{d}{m+1} \) symbols in set \( \mathcal{W} \). Note that \( F = |\mathcal{V}| + |\mathcal{W}| \).

For the sake of completeness, we define parity symbols indexed by pairs \( (x, \mathcal{I}) \), where \( |\mathcal{I}| = m + 1 \) and \( \text{ind}_x(x) = m + 1 \). Such symbols are constructed such that parity equations

\[
\sum_{y \in \mathcal{I}} (-1)^{\text{ind}_{x}(y)} w_{y, \mathcal{I}} = 0, \tag{5}
\]

hold for any \( \mathcal{I} \subseteq [d] \) with \( |\mathcal{I}| = m + 1 \). In other words, such missing symbols are given by

\[
(-1)^{m+1} w_{\text{max}, \mathcal{I}, \mathcal{I}} = - \sum_{y \in \mathcal{I} \setminus \{\text{max}\}} (-1)^{\text{ind}_{x}(y)} w_{y, \mathcal{I}}.
\]

The rows of matrix \( \mathbf{D} \) are labeled by numbers \( 1, 2, \ldots, d \), and the columns are labeled by subsets \( \mathcal{I} \) of \( [d] \) of size \( |\mathcal{I}| = m \). The entries of matrix \( \mathbf{D} \) are given by

\[
\mathbf{D}_{x, \mathcal{I}} = \begin{cases} 
v_{x, \mathcal{I}} & \text{if } x \in \mathcal{I}, \\
w_{x, \mathcal{I} \cup \{x\}} & \text{if } x \notin \mathcal{I}. \end{cases} \tag{6}
\]

It is shown in [13, Proposition 1] that the entire data encoded by this code can be recovered from the content of any \( k = d \) nodes. Next, we show the exact-repair properties for single and multiple failures.

### B. Single Failure Exact Repair

The second important property of the proposed code is its ability to exactly repair the content of a failed node using the repair data sent by the helper nodes. Let node \( f \in [n] \) fails, and a set of helper nodes \( \mathcal{H} \subseteq \{1, 2, \ldots, n\} \setminus \{f\} \) with \( |\mathcal{H}| = d \) wishes to repair node \( f \). We first determine the repair data sent from each helper node in order to repair node \( f \).

**Repair Encoder Matrix at the Helper Nodes:** For a determinant code operating in mode \( m \) and a failed node \( f \), the repair-encoder matrix is defined as a \( \binom{d}{m} \times \binom{d}{m-1} \) matrix, whose rows are labeled by \( m \)-element subsets of \( [d] \) and columns are labeled by \( (m-1) \)-element subsets of \( [d] \). The entry in row \( \mathcal{I} \) and column \( \mathcal{J} \) is given by

\[
\Xi_{\mathcal{I}, \mathcal{J}}^{f,(m)} = \begin{cases} 
(-1)^{\text{ind}_{x}(x)} \psi_{f,x} & \text{if } \mathcal{I} \cup \{x\} = \mathcal{J}, \\
0 & \text{otherwise}, \end{cases} \tag{7}
\]

where \( \psi_{f,x} \) is the entry of the encoder matrix \( \Psi \) at position \((f, x)\). An example of the \( \Xi \) matrix is given in (19) in Section IV.

In order to repair node \( f \), each helper node \( h \in \mathcal{H} \) multiplies its content \( \Psi_{h} \cdot \mathbf{D} \) by the repair-encoder matrix of node \( f \) to obtain \( \Psi_{h} \cdot \mathbf{D} \cdot \Xi_{\mathcal{I}, \mathcal{J}}^{f,(m)} \), and sends it to node \( f \). Note that matrix \( \Xi_{\mathcal{I}, \mathcal{J}}^{f,(m)} \) has \( \binom{d}{m-1} \) columns, and hence the length of the repair data \( \Psi_{h} \cdot \mathbf{D} \cdot \Xi_{\mathcal{I}, \mathcal{J}}^{f,(m)} \) is \( \binom{d}{m-1} \), which is greater than \( \beta = \binom{d-1}{m-1} \). However, the following proposition states that out of \( \binom{d}{m-1} \) columns of matrix \( \Xi_{\mathcal{I}, \mathcal{J}}^{f,(m)} \) at most \( \beta^{(m)} = \binom{d-1}{m-1} \) are linearly independent. Thus, the entire vector \( \Psi_{h} \cdot \mathbf{D} \cdot \Xi_{\mathcal{I}, \mathcal{J}}^{f,(m)} \) can be sent by communicating at most \( \beta \) symbols (corresponding to the linearly independent columns of \( \Xi_{\mathcal{I}, \mathcal{J}}^{f,(m)} \)) to the failed node, and other symbols can be reconstructed using the linear

\(^{3}\)Note that for an underlying Galois field \( \text{GF}(2^{s}) \) with characteristic 2, the parity equation reduces to \( \sum_{y \in \mathcal{I}} w_{y, \mathcal{I}} = 0. \)
dependencies among the repair symbols. This is formally stated in the following proposition, which is proved in Section V.

**Proposition 1.** The rank of matrix $\Xi^{f,(m)}$ is at most $\beta^{(m)} = \binom{d-1}{m-1}$.

**Decoding at the Failed Node:** Upon receiving $d$ repair-data vectors $\{\Psi_h \cdot D \cdot \Xi^{f,(m)} : h \in H\}$, the failed node stacks them to form a matrix $\Psi[H,:] \cdot D \cdot \Xi^{f,(m)}$, where $\Psi[H,:]$ is the sub-matrix of $\Psi$ obtained from nodes $h \in H$. This matrix is full-rank by the definition of the $\Psi$ matrix. Multiplying by $\Psi[H,:]^{-1}$, the failed node retrieves

$$R^{f,(m)} = D \cdot \Xi^{f,(m)}. \quad (8)$$

This is a $d \times \binom{d}{m-1}$ matrix. These $d \binom{d}{m-1}$ linear combinations of the data symbols span a linear subspace, which we refer to by repair space of node $f$. The following proposition shows that all of the missing symbols of node $f$ can be recovered from its repair space.

**Proposition 2.** In the $(n, k = d, d)$ proposed codes with parameters $(\alpha^{(m)}, \beta^{(m)}, \Gamma^{(m)}) = \left(\binom{d}{m}, \binom{d-1}{m-1}, m^{(d+1)}\right)$, for every failed node $f \in [n]$ and set of helpers $H \subseteq [n] \setminus \{f\}$ with $|H| = d$, the content of node $f$ can be exactly regenerated by downloading $\beta$ symbols from each of nodes in $H$. More precisely, the $\mathcal{I}$-th entry of the node $f$ can be recovered using

$$[\Psi_f \cdot D]_{\mathcal{I}} = \sum_{x \in \mathcal{I}} (-1)^{\text{ind}_{\mathcal{I}}(x)} \left[R^{f,(m)}\right]_{x, \mathcal{I} \setminus \{x\}}. \quad (9)$$

The proof of this proposition is presented in Section V.

**Remark 1.** Note that for a code defined on the Galois field $GF(2^s)$ with characteristic $2$, we have $-1 = +1$, and hence, all the positive and negative signs disappear. In particular, the parity equation in (5) will simply reduce to $\sum_{y \in \mathcal{I}} w_{y,\mathcal{I}} = 0$, the non-zero entries of the repair encoder matrix in (7) will be $\psi_{f,x}$, and the repair equation in (9) will be replaced by $[\Psi_f \cdot D]_{\mathcal{I}} = \sum_{x \in \mathcal{I}} \left[R^{f,(m)}\right]_{x, \mathcal{I} \setminus \{x\}}$.

C. Multiple Failure Exact Repair

The repair mechanism proposed for multiple failure scenario is similar to that of the single failure case. We consider a set of failed nodes $\mathcal{E}$ with $e = |\mathcal{E}|$ failures. Each helper node $h \in H$ sends its repair data to all failed nodes simultaneously. Each failed node $f \in \mathcal{E}$ can recover the repair data $\{\Psi_h \cdot D \cdot \Xi^{f,(m)} : h \in H\}$, and the repair mechanism is similar to that explained in Proposition 2.

A naive approach is to simply concatenate all the required repair data $\{\Psi_h \cdot D \cdot \Xi^{f,(m)} : f \in \mathcal{E}\}$ at the helper node $h \in H$ and send it to the failed nodes. More precisely, for a set of failed nodes $\mathcal{E} = \{f_1, f_2, \ldots, f_e\}$ and a helper node $h \in H$, we define its repair data as $\Psi_h \cdot D \cdot \Xi^{\mathcal{E},(m)}$, where

$$\Xi^{\mathcal{E},(m)} = \left[ \begin{array}{c|c|c} \Xi^{f_1,(m)} & \Xi^{f_2,(m)} & \ldots & \Xi^{f_e,(m)} \end{array} \right]. \quad (10)$$

This is simply a concatenation of the repair data for individual repair of $f \in \mathcal{E}$, and the content of each failed node can be exactly reconstructed according to Proposition 2. The repair bandwidth required for naive concatenation
scheme is \( e \times \beta_1^{(m)} = e \binom{d-1}{m-1} \). Instead, we show that the bandwidth can be opportunistically utilized by exploiting the intersection between the repair space of the different failed nodes. The following proposition shows that the repair data \( \Psi_h \cdot \mathbf{D} \cdot \Xi^{E,(m)} \) can be delivered to the failed nodes by communicating only \( \beta_e^{(m)} \) repair symbols.

**Proposition 3.** Assume that a family of \( e \) nodes \( E = \{f_1, f_2, \cdots, f_e\} \) are failed. Then the rank of matrix \( \Xi^{E,(m)} \) defined in (10) is at most \( \binom{d}{m} - \binom{d-e}{m} \).

**IV. An Illustrative Example for \( (n = 8, k = 4, d = 4) \) Codes**

Before presenting the formal proof of the main properties of the proposed code, we show the code construction and the repair mechanism through an example in this section. This example is similar to that of [13], and will be helpful to understand the notation and the details of the code construction, as well as to provide an intuitive justification for its underlying properties.

Let’s consider a distributed storage system with parameters \( (n, k, d) = (8, 4, 4) \) and an operating mode \( m = 2 \). The parameters of the proposed regeneration code for this point of the trade-off are given by

\[
\left( e^{(2)}, \beta^{(2)}, F^{(2)} \right) = \left( \binom{4}{2}, \binom{4 - 1}{2 - 1}, \frac{4 + 1}{2 + 1} \right) = (6, 3, 20). 
\]

We first label and partition the information symbols into two groups, \( V \) and \( W \), with \( |V| = m \binom{d}{m} = 2 \binom{4}{2} = 12 \) and \( |W| = m \binom{d}{m+1} = 2 \binom{4}{3} = 8 \). Note that \( |V| + |W| = 20 = F \).

\[
V = \{ v_{1,1}, v_{1,2}, v_{1,3}, v_{1,4}, v_{2,1}, v_{2,2}, v_{2,3}, v_{3,1}, v_{3,2}, v_{3,3}, v_{3,4}, v_{4,1}, v_{4,2}, v_{4,3}, v_{4,4} \}, \]

\[
W = \{ w_{1,1,2}, w_{1,1,3}, w_{1,1,4}, w_{1,2,4}, w_{1,3,4}, w_{1,4,4}, w_{2,1,2}, w_{2,1,3}, w_{2,1,4}, w_{2,2,4}, w_{2,2,3}, w_{2,3,4}, w_{2,3,3}, w_{3,1,2} \}. 
\]

Moreover, for each subset \( I \subseteq [4] \) with \( |I| = m + 1 = 3 \), we define parity symbols as

\[
I = \{1, 2, 3\} : w_{3,1,2} = w_{2,1,3} - w_{1,1,2}, \quad I = \{1, 2, 4\} : w_{4,1,2} = w_{2,1,4} - w_{1,1,2}, \quad I = \{1, 3, 4\} : w_{4,1,3} = w_{3,1,4} - w_{1,1,3}, \quad I = \{2, 3, 4\} : w_{4,2,3} = w_{3,2,4} - w_{2,1,3}. 
\]

Next, the message matrix \( \mathbf{D} \) will be formed by placing \( v \) and \( w \) symbols as specified in (6). The resulting message matrix is given by

\[
\mathbf{D}_{4 \times 6} = \begin{bmatrix}
\{1, 2\} & \{1, 3\} & \{1, 4\} & \{2, 3\} & \{2, 4\} & \{3, 4\} \\
\{v_{1,1,1}, v_{1,1,2}\} & \{v_{1,1,3}, v_{2,1,1}\} & \{v_{1,1,4}, v_{3,1,1}\} & \{v_{1,2,1}, v_{1,2,2}\} & \{v_{1,2,3}, v_{1,2,4}\} & \{v_{1,3,1}, v_{1,3,2}\} \\
\{v_{2,1,1}, v_{2,1,2}\} & \{v_{2,1,3}, v_{2,1,4}\} & \{v_{2,2,1}, v_{2,2,2}\} & \{v_{2,2,3}, v_{2,2,4}\} & \{v_{2,3,1}, v_{2,3,2}\} & \{v_{2,3,3}, v_{2,3,4}\} \\
\{v_{3,1,1}, v_{3,1,2}\} & \{v_{3,1,3}, v_{3,1,4}\} & \{v_{3,2,1}, v_{3,2,2}\} & \{v_{3,2,3}, v_{3,2,4}\} & \{v_{3,3,1}, v_{3,3,2}\} & \{v_{3,3,3}, v_{3,3,4}\} \\
\{v_{4,1,1}, v_{4,1,2}\} & \{v_{4,1,3}, v_{4,1,4}\} & \{v_{4,2,1}, v_{4,2,2}\} & \{v_{4,2,3}, v_{4,2,4}\} & \{v_{4,3,1}, v_{4,3,2}\} & \{v_{4,3,3}, v_{4,3,4}\} \\
\end{bmatrix}
\]

The next step for encoding the data is multiplying \( \mathbf{D} \) by an encoder matrix \( \Psi \). To this end, we choose a finite field \( \mathbb{F}_{13} \) (with at least \( n = 8 \) distinct non-zero entries), and pick an \( 8 \times 4 \) Vandermonde matrix generated by
We convert this matrix to a systematic MDS matrix by multiplying it from the right by the inverse of its top $4 \times 4$ matrix. That is,

$$
\begin{pmatrix}
\Psi_1 \\
\Psi_2 \\
\Psi_3 \\
\Psi_4 \\
\Psi_5 \\
\Psi_6 \\
\Psi_7 \\
\Psi_8
\end{pmatrix} = 
\begin{pmatrix}
1^0 & 1^1 & 1^2 & 1^3 \\
2^0 & 2^1 & 2^2 & 2^3 \\
3^0 & 3^1 & 3^2 & 3^3 \\
4^0 & 4^1 & 4^2 & 4^3 \\
5^0 & 5^1 & 5^2 & 5^3 \\
6^0 & 6^1 & 6^2 & 6^3 \\
7^0 & 7^1 & 7^2 & 7^3 \\
8^0 & 8^1 & 8^2 & 8^3
\end{pmatrix}
\cdot
\begin{pmatrix}
1^0 & 1^1 & 1^2 & 1^3 \\
2^0 & 2^1 & 2^2 & 2^3 \\
3^0 & 3^1 & 3^2 & 3^3 \\
4^0 & 4^1 & 4^2 & 4^3
\end{pmatrix}^{-1}
\equiv
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \pmod{13}.
$$

Note that every $k = 4$ rows of matrix $\Psi$ are linearly independent, and form an invertible matrix. Then the content of node $i$ is formed by row $i$ in the matrix product $\Psi \cdot D$, which we denote by $\Psi_i \cdot D$.

Data recovery from the content of any $k = 4$ node is immediately implied by the MDS property of the encoder matrix. For further details, we refer to Section IV in [13]. Next, we describe the repair process for single and multiple failures.

### A. Single Failure Repair

First, suppose that a non-systematic node $f$ fails, and we wish to repair it by the help of the systematic nodes $\mathcal{H} = \{1, 2, 3, 4\}$, by downloading $\beta = 3$ from each. The content of node $f$ is given by $\Psi_f \cdot D$, which includes $\alpha = 6$ symbols. Note that the content of this node is a row vector whose elements has the same labeling as the columns of $D$, i.e all $m = 2$ elements subsets of $[d] = \{1, 2, 3, 4\}$. The symbols of this node are given by:

$$
\begin{align*}
\mathcal{I} = \{1, 2\} & : \quad \psi_{f,1}v_{1,1,2} + \psi_{f,2}v_{2,1,2} + \psi_{f,3}w_{3,1,2,3} + \psi_{f,4}w_{4,1,2,4}, \\
\mathcal{I} = \{1, 3\} & : \quad \psi_{f,1}v_{1,1,3} + \psi_{f,2}w_{2,1,2,3} + \psi_{f,3}v_{3,1,3} + \psi_{f,4}w_{4,1,3,4}, \\
\mathcal{I} = \{1, 4\} & : \quad \psi_{f,1}v_{1,1,4} + \psi_{f,2}w_{2,1,2,4} + \psi_{f,3}v_{3,1,3,4} + \psi_{f,4}w_{4,1,4,1}, \\
\mathcal{I} = \{2, 3\} & : \quad \psi_{f,1}w_{1,1,2,3} + \psi_{f,2}v_{2,2,2,3} + \psi_{f,3}v_{3,2,2,3} + \psi_{f,4}w_{4,2,2,4}, \\
\mathcal{I} = \{2, 4\} & : \quad \psi_{f,1}w_{1,1,2,4} + \psi_{f,2}v_{2,2,2,4} + \psi_{f,3}w_{3,1,3,4} + \psi_{f,4}w_{4,2,4,1}, \\
\mathcal{I} = \{3, 4\} & : \quad \psi_{f,1}w_{1,1,3,4} + \psi_{f,2}w_{2,2,2,3,4} + \psi_{f,3}v_{3,1,3,4} + \psi_{f,4}w_{4,3,3,4}.
\end{align*}
$$

In the repair procedure using the systematic nodes as helpers, every symbol will be repaired by $m$ nodes. Recall that $d$ helper nodes contribute in the repair process by sending $\beta = \binom{d-1}{m-1}$ symbols each, in order to repair $\alpha = \binom{d}{m}$ missing symbols. Hence, the number of repair equations per missing symbol is $d\beta/\alpha = m$, which matches with the proposed repair mechanism.

The $m = 2$ helpers for each missing encoded symbol are those who have a copy of the corresponding $v$-symbols, e.g., for the symbol indexed by $\mathcal{I} = \{1, 2\}$ which has $v_{1,1,2}$ and $v_{2,1,2}$, the contributing helpers are nodes 1 (who has a copy of $v_{1,1,2}$) and node 2 (who stores a copy of $v_{2,1,2}$). To this end, node 1 can send $\psi_{f,1}v_{1,1,2}$ which node 2 sends $\psi_{f,2}v_{2,1,2}$ to perform the repair.

It can be seen that the $\{1, 2\}$-th missing symbols has also two other terms depending on $w_{3,1,3,4}$ and $w_{4,1,3,4}$, which are stored at nodes 3 and 4, respectively. A naive repair mechanism requires these two nodes also to contribute
Similarly, the repair symbols sent from helper nodes contents of nodes 1 and 2 are sufficient to reconstruct the [1,2]-th symbol at the failed node. To this end, node 1 computes $A = \varphi f,1v_{1,1,2} - \varphi f,3w_{1,1,2,3} - \varphi f,4w_{1,1,2,4}$ (a linear combination of its first, fourth, and fifth entries), and sends $A$ to $f$. Similarly, node 2 sends $B = \varphi f,2v_{2,1,2} + \varphi f,3w_{2,1,2,3} + \varphi f,4w_{2,1,2,4}$ (a linear combination of its first, second, and third coded symbols). Upon receiving these symbols, the [1,2]-th missing symbols of node $f$ can be recovered from

$$A + B = (\varphi f,1v_{1,1,2} - \varphi f,3w_{1,1,2,3} - \varphi f,4w_{1,1,2,4}) + (\varphi f,2v_{2,1,2} + \varphi f,3w_{2,1,2,3} + \varphi f,4w_{2,1,2,4})$$

In general, $v$ symbols are repaired directly by communicating an identical copy of them, while $w$ symbols are repaired indirectly, using their parity equations. This is the general rule that we use for repair of all other missing symbols of node $f$. It can be seen that each helper node participates in the repair of $\beta = 3$ missing symbols, by sending one repair symbol for each. For instance, node 1 contributes in the repair of symbols indexed by [1,2], [1,3], and [1,4]. The repair equation sent by node 1 for each these repair scenarios are listed below:

**repair symbols sent by node 1 :**

- $I = \{1,2\} : \varphi f,1v_{1,1,2} - \varphi f,3w_{1,1,2,3} - \varphi f,4w_{1,1,2,4}$
- $I = \{1,3\} : \varphi f,1v_{1,1,3} + \varphi f,2w_{1,1,2,3} - \varphi f,4w_{1,1,3,4}$
- $I = \{1,4\} : \varphi f,1v_{1,1,4} + \varphi f,2w_{1,1,2,4} + \varphi f,3w_{1,1,3,4}$

**repair symbols sent by node 2 :**

- $I = \{2,3\} : \varphi f,1w_{2,1,2,3} + \varphi f,2v_{2,1,2,3} - \varphi f,4w_{2,1,2,4}$
- $I = \{2,4\} : \varphi f,1w_{2,1,2,4} + \varphi f,2v_{2,1,2,4} + \varphi f,3w_{2,1,2,4}$

**repair symbols sent by node 3 :**

- $I = \{3,2\} : - \varphi f,1w_{3,1,2,3} + \varphi f,3v_{3,1,2,3} + \varphi f,4w_{3,1,2,4}$
- $I = \{3,4\} : \varphi f,1w_{3,1,3,4} + \varphi f,2w_{3,1,2,4} + \varphi f,3v_{3,1,3,4}$

**repair symbols sent by node 4 :**

- $I = \{4,1\} : \varphi f,2w_{4,1,2,4} + \varphi f,3w_{4,1,2,4} + \varphi f,4v_{4,1,4}$
- $I = \{4,2\} : - \varphi f,1w_{4,1,2,4} + \varphi f,3w_{4,1,2,4} + \varphi f,4v_{4,2,4}$
- $I = \{4,3\} : - \varphi f,1w_{4,1,3,4} - \varphi f,2w_{4,1,2,4} + \varphi f,4v_{4,3,4}$
The repair symbols of helper node $h \in \{1, 2, 3, 4\}$ in (15)-(18) could be obtain from $\Psi_h \cdot D \cdot \Xi^{f,(2)}$, which is the content of the helper nodes (i.e., $\Psi_h \cdot D$) times the repair encoder matrix for $m = 2$ (i.e., $\Xi^{f,(2)}$) defined in (7):

$$
\Xi^{f,(2)} = \begin{bmatrix}
\{1\} & \{2\} & \{3\} & \{4\} \\
\{1, 2\} & \psi_{f,2} & -\psi_{f,1} & 0 & 0 \\
\{1, 3\} & \psi_{f,3} & 0 & -\psi_{f,1} & 0 \\
\{1, 4\} & \psi_{f,4} & 0 & 0 & -\psi_{f,1} \\
\{2, 3\} & 0 & \psi_{f,3} & -\psi_{f,2} & 0 \\
\{2, 4\} & 0 & \psi_{f,4} & 0 & -\psi_{f,2} \\
\{3, 4\} & 0 & 0 & \psi_{f,4} & -\psi_{f,3} \\
\end{bmatrix}.
$$

(19)

Note that, even though this matrix has $\binom{4}{2} = 4$ columns, and hence, $\Psi_h \cdot D \cdot \Xi^{f,(2)}$ is a vector of length 4, it suffices to communicate only $\beta = 3$ symbols from the helper node to the failed node and the fourth symbol can be reconstructed from the other 3 symbols at the failed node. This is due to the fact that the rank of matrix $\Xi^{f,(2)}$ equals to $\beta = 3$. More precisely, a non-zero linear combination of the columns of $\Xi^{f,(2)}$ is zero, that is,

$$
\Xi^{f,(2)}, \begin{bmatrix}
\psi_{f,1} \\
\psi_{f,2} \\
\psi_{f,3} \\
\psi_{f,4} \\
\end{bmatrix} = 0.
$$

(20)

Therefore, (if $\psi_{f,4} \neq 0$) the helper node $h$ only sends the first $\beta = 3$ symbols of the vector $\Psi_h \cdot D \cdot \Xi^{f,(2)}$, namely, $[\Psi_h \cdot D \cdot \Xi^{f,(2)}]_1, [\Psi_h \cdot D \cdot \Xi^{f,(2)}]_2, [\Psi_h \cdot D \cdot \Xi^{f,(2)}]_3$, and the forth symbol $[\Psi_h \cdot D \cdot \Xi^{f,(2)}]_4$ can be appended to it at node $f$ from

$$
[\Psi_h \cdot D \cdot \Xi^{f,(2)}]_4 = \psi_{f,4}^{-1} \cdot \sum_{i=1}^{3} \psi_{f,i} \cdot [\Psi_h \cdot D \cdot \Xi^{f,(2)}]_i.
$$

Upon receiving the repair data from $d = 4$ helper nodes $\{1, 2, 3, 4\}$, namely $\{\Psi_1 \cdot D \cdot \Xi^{f,(2)}, \Psi_2 \cdot D \cdot \Xi^{f,(2)}, \Psi_3 \cdot D \cdot \Xi^{f,(2)}, \Psi_4 \cdot D \cdot \Xi^{f,(2)}\}$, the failed can stack them to obtain a matrix

$$
\begin{bmatrix}
\Psi_1 \cdot D \cdot \Xi^{f,(2)} \\
\Psi_2 \cdot D \cdot \Xi^{f,(2)} \\
\Psi_3 \cdot D \cdot \Xi^{f,(2)} \\
\Psi_4 \cdot D \cdot \Xi^{f,(2)} \\
\end{bmatrix} = \Psi \left[\left\{1, 2, 3, 4\right\}, :\right] \cdot D \cdot \Xi^{f,(2)} = D \cdot \Xi^{f,(2)},
$$

(21)

where the last identity is due to the fact that $\Psi \left[\left\{1, 2, 3, 4\right\}, :\right] = I$ is the identity matrix. We refer to this matrix by the repair space matrix of node $f$, and denote it by $R^{f,(2)} = D \cdot \Xi^{f,(2)}$, as presented at the top of the next page.

Using the entries of matrix $R^{f,(2)}$, we can reconstruct the missing coded symbols of the failed node, as formulated in (9). For the sake of illustration, let us focus on the symbol at the position $I = \{2, 4\}$ of node $f$. Recall that rows of matrix $R^{f,(2)}$ are indexed by numbers in $[d] = \{1, 2, 3, 4\}$ and its columns are indexed by subsets of size $m - 1 = 1$ of $[d]$. The $I$-th symbol of node $f$ can be found from a linear combination (with $+1$ and $-1$ coefficients)

\(^4\)Indeed the entire repair process can be expressed in terms of the $\beta = 3$ repair symbols sent by the helper nodes. However, the recovery equations for the missing symbols are mathematically more symmetric and compact if we allow the fourth symbol to appear in the repair equations.
of entries of $R_{f}^{(2)}$ positioned at row $x$ and column $\mathcal{I} \setminus \{x\}$ for all $x \in \mathcal{I}$. The coefficients used in this linear combination is given by order of number $x$ in set $\mathcal{I}$, e.g., $x = 2$ is the first (smallest) element of $\mathcal{I} = \{2, 4\}$, hence $\text{ind}_{\{2,4\}}(2) = 1$, and the corresponding coefficient will be $(-1)^{\text{ind}_{\{2,4\}}(2)} = (-1)^1 = -1$. Putting things together, we obtain

\[
\sum_{x \in \{2,4\}} (-1)^{\text{ind}_{\{2,4\}}(x)} R_{x;\{2,4\}\setminus\{x\}}^{f, (2)} = -R_{2;\{4\}}^{f, (2)} + R_{4;\{2\}}^{f, (m) - R_{4;\{2\}}^{f, (2)}
\]

\[
= -\left[ -\psi_{f,2}w_{2,\{2,4\}} + \psi_{f,1}w_{2,\{2,4\}} - \psi_{f,3}w_{2,\{2,4\}} \right] + \left[ \psi_{f,4}w_{4,\{2,4\}} - \psi_{f,1}w_{4,\{2,4\}} + \psi_{f,3}w_{4,\{2,4\}} \right]
\]

\[
= \psi_{f,2}w_{2,\{2,4\}} + \psi_{f,4}w_{4,\{2,4\}} + \psi_{f,1}w_{2,\{1,2,4\}} + \psi_{f,3}w_{2,\{1,2,4\}}
\]

\[
= [\psi_{3} \cdot D]_{\{2,4\}},
\]

where in (22) we used the parity equations defined in (12). A general repair scenario with an arbitrary (not necessarily systematic) set of helper nodes $\mathcal{H}$ with $|\mathcal{H}| = d = 4$ is very similar to that from the systematic nodes, explained above.

Each helper node $h \in \mathcal{H}$ computes its repair data by multiplying its content by the repair encoder matrix of failed node $f$, and sends it to the failed node. The failed node collects $\{\psi_{h} \cdot D \cdot \Xi_{f}^{(2)} : h \in \mathcal{H}\}$ and stacks them to form the matrix $\psi_{[\mathcal{H}, :]} \cdot D \cdot \Xi_{f}^{(2)}$, where $\psi_{[\mathcal{H}, :]}$ is the sub-matrix of $\psi$ obtained by stacking rows indexed by $\{h : h \in \mathcal{H}\}$. The main difference compared to the systematic helpers case is that unlike in (21), $\psi_{[\mathcal{H}, :]}$ is not an identity matrix in general. However, since $\psi_{[\mathcal{H}, :]}$ is an invertible matrix, we can compute $R_{f}^{(2)} = D \cdot \Xi_{f}^{(2)}$ as

\[
R_{f}^{(2)} = \psi_{[\mathcal{H}, :]}^{-1} \cdot \left( \psi_{[\mathcal{H}, :]} \cdot D \cdot \Xi_{f}^{(2)} \right) = D \cdot \Xi_{f}^{(2)}.
\]

Once $R_{f}^{(2)}$ is computed at node $f$, the rest of the process is identical the repair from systematic helper nodes.

**B. Multiple Failure Repair**

Now, assume two non-systematic nodes in $\mathcal{E} = \{f_1, f_2\}$ are simultaneously failed, and our goal is to reconstruct the missing data on $f_1$ and $f_2$ using the systematic nodes, i.e., the helper set is $\mathcal{H} = \{1, 2, 3, 4\}$. A naive approach is to repeat the repair scenario discussed in Section IV-A for $f_1$ and $f_2$. Such a separation-based scheme requires...
downloading $2 \beta = 6$ (coded) symbols from each helper node. Alternatively, we show that the repair of nodes $f_1$ and $f_2$ can be performed by downloading only $\beta_2 = 5$ symbols from each helper.

We start with $\Xi_f_{(f_1, f_2)}$ which is basically the concatenation of $\Xi_{f_1}$ and $\Xi_{f_2}$:

\[
\Xi_f^{(2)} = \begin{bmatrix}
\Xi_{f_1}^{(2)} & \Xi_{f_2}^{(2)}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\{1, 2\} & \{1, 3\} & \{1, 4\} & \{2, 3\} & \{2, 4\} & \{3, 4\}

\begin{bmatrix}
\psi_{f_1, 1} & 0 & 0 & 0 & 0 & 0 \\
-\psi_{f_1, 1} & \psi_{f_1, 2} & 0 & 0 & 0 & 0 \\
0 & -\psi_{f_1, 3} & 0 & 0 & 0 & 0 \\
0 & 0 & -\psi_{f_1, 4} & 0 & 0 & 0 \\
0 & 0 & 0 & -\psi_{f_1, 2} & 0 & 0 \\
0 & 0 & 0 & 0 & -\psi_{f_1, 2} & 0 \\
0 & 0 & 0 & 0 & 0 & -\psi_{f_2, 3} \\
0 & 0 & 0 & 0 & 0 & -\psi_{f_2, 3}
\end{bmatrix}
\]

This is a $6 \times 8$ matrix. However, the claim of Proposition 3 implies the rank of this matrix is at most 5. To show this claim, we define the non-zero vector

\[
\mathbf{y}_f^{(2)} = \{3, 4\}
\]

\[
\begin{bmatrix}
\{1, 2\} & \{1, 3\} & \{1, 4\} & \{2, 3\} & \{2, 4\} & \{3, 4\}

\begin{bmatrix}
\psi_{f_1, 1} & \psi_{f_1, 2} & \psi_{f_1, 3} & \psi_{f_1, 4} & \psi_{f_1, 2} & \psi_{f_1, 3} & \psi_{f_1, 4} & \psi_{f_1, 2}
\end{bmatrix}
\]

\[
= \{3, 4\}
\begin{bmatrix}
\psi_{f_1, 4} & \psi_{f_2, 3} & \psi_{f_2, 4} & \psi_{f_1, 2} & \psi_{f_2, 1} & \psi_{f_2, 3} & \psi_{f_2, 4} & \psi_{f_1, 2}
\end{bmatrix}
\]

and show that this vector is in the left null-space of $\Xi_{(f_1, f_2)}^{(2)}$. The general construction of the null-space is presented in the proof of Proposition 3 in Section V.

First note that $\mathbf{y}_f^{(2)}$ is not an all-zero vector, otherwise we have

\[
\frac{\psi_{f_1, 1}}{\psi_{f_2, 1}} = \frac{\psi_{f_1, 2}}{\psi_{f_2, 2}} = \frac{\psi_{f_1, 3}}{\psi_{f_2, 3}} = \frac{\psi_{f_1, 4}}{\psi_{f_2, 4}},
\]

which implies rows $\Psi_{f_1}$ and $\Psi_{f_2}$ of the encoder matrix are linearly dependent. This is in contradiction with the fact that every $d = 4$ rows of $\Psi$ are linearly independent. Hence, without loss of generality, we may assume

\[
\begin{bmatrix}
\psi_{f_1, 1} & \psi_{f_1, 4} \\
\psi_{f_2, 1} & \psi_{f_2, 4}
\end{bmatrix} \neq 0.
\]
In order to prove \( Y^E(2) \cdot \Xi^E(2) = 0 \), we show that vector \( Y^E(2) \) is orthogonal to each column of \( \Xi^E(2) \). For instance, consider the seventh column of \( \Xi^E(2) \), labeled by \{3\} in segment \( \Xi^{f_2}(2) \). The inner product of \( Y^E(2) \) and this column is given by

\[
\begin{vmatrix}
-\psi_{f_2,1} & \psi_{f_1,2} & \psi_{f_1,4} \\
\psi_{f_2,2} & \psi_{f_2,4} & \psi_{f_1,4} \\
\psi_{f_2,1} & \psi_{f_2,4} & \psi_{f_1,4}
\end{vmatrix} = \begin{vmatrix}
\psi_{f_1,1} & \psi_{f_1,2} & \psi_{f_1,4} \\
\psi_{f_1,1} & \psi_{f_1,2} & \psi_{f_1,4} \\
\psi_{f_1,1} & \psi_{f_1,2} & \psi_{f_1,4}
\end{vmatrix} = 0,
\]

where the first equality follows from the Laplace expansion of the determinant with respect to the first row, and the second equality is due to the fact that the first and third rows of the matrix are identical, and hence it is rank-deficient. The existence of a non-zero vector in the left null-space of \( \Xi^E(2) \) implies its rank is at most \( \beta^2(2) = 5 \).

Now, assume \( h = 1 \) is one of the helper nodes. Without loss of generality, we may assume \( \psi_{f_1,1} \neq 0 \) and \( \psi_{f_2,1} \neq 0 \). The repair data sent by node 1, i.e., \( \Psi_1 \cdot D \cdot \Xi^E(2) \), has the following 8 symbols:

\[
\begin{align*}
\text{Symbol 1} & : \psi_{f_1,2}u_{1,1,2} + \psi_{f_1,3}u_{1,1,3} + \psi_{f_1,4}u_{1,1,4}, \\
\text{Symbol 2} & : -\psi_{f_1,1}u_{1,1,1} + \psi_{f_1,3}u_{1,1,2,3} + \psi_{f_1,4}u_{1,1,2,4}, \\
\text{Symbol 3} & : -\psi_{f_1,1}u_{1,1,1} - \psi_{f_1,2}u_{1,1,2,3} + \psi_{f_1,4}u_{1,1,2,4}, \\
\text{Symbol 4} & : -\psi_{f_1,1}u_{1,1,1} - \psi_{f_1,2}u_{1,1,2,3} - \psi_{f_1,3}u_{1,1,1,3,4}, \\
\text{Symbol 5} & : \psi_{f_2,2}u_{1,1,2} + \psi_{f_2,3}u_{1,1,1} + \psi_{f_2,4}u_{1,1,1,4}, \\
\text{Symbol 6} & : -\psi_{f_2,1}u_{1,1,1} + \psi_{f_2,3}u_{1,1,1,2,3} + \psi_{f_2,4}u_{1,1,1,2,4}, \\
\text{Symbol 7} & : -\psi_{f_2,1}u_{1,1,1} - \psi_{f_2,2}u_{1,1,1,2,3} + \psi_{f_2,4}u_{1,1,1,4}, \\
\text{Symbol 8} & : -\psi_{f_2,1}u_{1,1,1} - \psi_{f_2,2}u_{1,1,1,2,4} - \psi_{f_2,3}u_{1,1,1,3,4}.
\end{align*}
\]

However, we claim that Symbol 1, Symbol 5, and Symbol 8 are redundant, and can be reconstructed as linear combinations of the remaining five symbols. This can be verified by

\[
\begin{align*}
\text{Symbol 1} & = -\frac{\psi_{f_1,2}}{\psi_{f_1,1}} \times \text{Symbol 2} - \frac{\psi_{f_1,3}}{\psi_{f_1,1}} \times \text{Symbol 3} - \frac{\psi_{f_1,4}}{\psi_{f_1,1}} \times \text{Symbol 4}, \\
\text{Symbol 5} & = -\frac{\psi_{f_2,2}}{\psi_{f_2,1}} \times \text{Symbol 6} - \frac{\psi_{f_2,3}}{\psi_{f_2,1}} \times \text{Symbol 7} - \frac{\psi_{f_2,4}}{\psi_{f_2,1}} \times \text{Symbol 8}, \\
\text{Symbol 8} & = \frac{\psi_{f_2,1} \left( \psi_{f_1,1} \psi_{f_2,2} - \psi_{f_1,2} \psi_{f_2,1} \right)}{\psi_{f_1,1} \psi_{f_2,4} - \psi_{f_1,4} \psi_{f_2,1}} \times \text{Symbol 2} + \frac{\psi_{f_2,1} \left( \psi_{f_1,1} \psi_{f_2,3} - \psi_{f_1,3} \psi_{f_2,1} \right)}{\psi_{f_1,1} \psi_{f_2,4} - \psi_{f_1,4} \psi_{f_2,1}} \times \text{Symbol 3} + \frac{\psi_{f_1,1} \psi_{f_2,2} - \psi_{f_1,2} \psi_{f_2,1}}{\psi_{f_1,4} \psi_{f_2,1} - \psi_{f_1,1} \psi_{f_2,4}} \times \text{Symbol 4} + \frac{\psi_{f_1,1} \psi_{f_2,3} - \psi_{f_1,3} \psi_{f_2,1}}{\psi_{f_1,4} \psi_{f_2,1} - \psi_{f_1,1} \psi_{f_2,4}} \times \text{Symbol 6}.
\end{align*}
\]

It is worth noting that the first and second equations above indicate the dependencies between symbols that are sent for the repair of \( f_1 \) and \( f_2 \), respectively (similar to the (20)). The third equation, however, shows an additional dependency across the repair symbols \( f_1 \) and those of \( f_2 \). This implies that it suffices for the helper node 1 to send symbols 2, 3, 4, 6, and 7 in (23) to repair two nodes \( f_1 \) and \( f_2 \), simultaneously.

V. PROOFS OF THE CODE PROPERTIES

In this section, we provide formal proofs for the exact-repair property of the code stated in Propositions 2. We also prove the bounds on the repair bandwidth for single and multiple node failures, presented in Propositions 1 and Propositions 3, respectively.
Proof of proposition 2. The proof technique here is similar to that used in (22). We start with the RHS of (9), and plugin the entries of matrices \( R^{f,(m)} \), \( \Xi^{f,(m)} \) and \( D \), to expand it. Next, we split the terms in the summation into \( v \)-symbols (\( D_{x,I} \) with \( x \in I \)) and \( w \)-symbols (\( D_{y,I} \) with \( y \notin I \)), and then we prove the identity for \( v \) and \( w \) symbols separately. The details of proof are as follows.

\[
\sum_{x \in I} (-1)^{\text{ind}_x(x)} \left( R^{f,(m)} \right)_{x,I \setminus \{x\}} = \sum_{x \in I} (-1)^{\text{ind}_x(x)} \left( D \cdot \Xi^{f,(m)} \right)_{x,I \setminus \{x\}}
\]

\[
= \sum_{x \in I} (-1)^{\text{ind}_x(x)} \sum_{y \in [d] \setminus \{I \setminus \{x\}\}} D_{x,I} \cdot \Xi^{f,(m)}_{y,I \setminus \{x\}}
\]

\[
= \sum_{x \in I} (-1)^{\text{ind}_x(x)} \sum_{y \in [d] \setminus \{I \setminus \{x\}\}} D_{y,(I \setminus \{x\}) \cup \{y\}} \cdot \Xi^{f,(m)}_{y,(I \setminus \{x\}) \cup \{y\}}
\]

\[
= \sum_{x \in I} (-1)^{\text{ind}_x(x)} \left( -1 \right) \sum_{y \in [d] \setminus \{I \setminus \{x\}\}} \psi_{f,x} D_{x,I} + \sum_{y \in [d] \setminus \{I \setminus \{x\}\}} (-1)^{\text{ind}_x(x)} (-1)^{\text{ind}_x(x) \cup \{y\}} \psi_{f,y} D_{x,(I \setminus \{x\}) \cup \{y\}}
\]

\[
= \sum_{x \in I} \psi_{f,x} D_{x,I} + \sum_{y \in [d] \setminus \{I \setminus \{x\}\}} (-1)^{\text{ind}_x(x)} \psi_{f,y} D_{x,(I \setminus \{x\}) \cup \{y\}}
\]

\[
= \sum_{x \in I} \psi_{f,x} D_{x,I} + \sum_{y \in [d] \setminus \{I \setminus \{x\}\}} (-1)^{\text{ind}_x(x) \cup \{y\} \cup \{y\}} \psi_{f,x} D_{x,(I \setminus \{x\}) \cup \{y\}}
\]

\[
= \sum_{x \in I} \psi_{f,x} D_{x,I} + \sum_{y \in [d] \setminus \{I \setminus \{x\}\}} (-1)^{\text{ind}_x(x) \cup \{y\} \cup \{y\}} \psi_{f,x} D_{x,(I \setminus \{x\}) \cup \{y\}}
\]

\[
= \sum_{x \in I} \psi_{f,x} D_{x,I} = \left[ \psi_{f} D \right]_{I}
\]

where in above equations we used the following facts.

- In (24), we used the definition of \( \Xi^{f,(m)} \) in (7) which implies \( \Xi^{f,(m)}_{L,I \setminus \{x\}} \) is non-zero only if \( L \) includes \( I \setminus \{x\} \);
- In (25), we split the summation into two cases: \( y = x \) and \( y \neq x \);
- In (26), we replaced \( \Xi^{f,(m)}_{L,I \setminus \{x\}} \) by \( (-1)^{\text{ind}_x(x)} \psi_{f,x} \) from its definition in (7);
- In (27), the two summations over \( x \) and \( y \) are swapped;
- In (28), we used the identity \( (-1)^{\text{ind}_{x \cup y}(x)} (-1)^{\text{ind}_x(x)} = (-1)^{\text{ind}_{x \cup y}(y)} (-1)^{\text{ind}_x(x) \cup \{y\} \cup \{y\}} \). In order to prove the identity, we may consider two cases:
- If \( x < y \), then
  \[
  \begin{align*}
  \text{ind}(\{x\}) \cup \{y\}(y) &= \text{ind}(\{y\})(y) - 1, \\
  \text{ind}(x) &= \text{ind}(\{y\})(x).
  \end{align*}
  \]
- If \( x > y \), then
  \[
  \begin{align*}
  \text{ind}(\{x\}) \cup \{y\}(y) &= \text{ind}(\{y\})(y), \\
  \text{ind}(x) &= \text{ind}(\{y\})(x) - 1.
  \end{align*}
  \]

- In (29), since \( x \notin (\mathcal{I} \setminus \{x\}) \cup \{y\} \) then \( D_{x,\mathcal{I} \setminus \{x\}} \cup \{y\} = \psi_{x,\mathcal{I} \cup \{y\}} \).
- In (30), we used the parity equation (5). In particular, we have \( \sum_{x \in \mathcal{J} \cup \{y\}} (-1)^{\text{ind}(\mathcal{J} \cup \{y\})(x)} \psi_{x,\mathcal{J} \cup \{y\}} = 0 \), which implies \( \sum_{x \in \mathcal{J} \cup \{y\}} (-1)^{\text{ind}(\mathcal{J} \cup \{y\})(x)} \psi_{x,\mathcal{J} \cup \{y\}} = 0 \).

This completes the proof.

Proof of Proposition 1. In order to show that the repair bandwidth constraint is fulfilled, we need to show that the rank of matrix \( \Xi \) is at most \( \beta(m) = \binom{d-1}{m-1} \). First, note that it is easy to verify the claim for \( m = 1 \), since the matrix \( \Xi(f,1) \) has only one column labeled by \( \emptyset \) and hence its rank is at most \( 1 = \binom{d-1}{1} \). For \( m > 1 \), we partition the columns of the matrix into 2 disjoint groups of size \( \beta(m) = \binom{d-1}{m-1} \) and \( \binom{d}{m} - \beta(m) = \binom{d-1}{m-2} \), and show that each column in the second group can be written as a linear combination of the columns in the first group. This implies that the rank of the matrix does not exceed the number of columns in the first group, which is exactly \( \beta(m) \).

To form the groups, we pick some \( x \in [d] \) such that \( \Psi_{f,x} \neq 0 \). Then the first group is the set of all columns whose label is a subset of \( [d] \setminus \{x\} \). Recall that columns of \( \Xi(f,m) \) are labeled with \( (m-1) \)-element subsets of \( [d] \). Hence, the number of columns in the first group is \( \binom{d-1}{m-1} \). Then, the second group is formed by those columns for which \( x \) appears in their label.

Without loss of generality, we may assume \( x = d \), i.e \( \Psi_{f,d} \neq 0 \), and hence the first group consists of columns \( \mathcal{I} \) such that \( \mathcal{I} \subset [d-1] \), and the second group includes those \( \mathcal{I} \)’s such that \( d \in \mathcal{I} \). For every \( \mathcal{I} \) with \( d \in \mathcal{I} \), we claim that

\[
\Xi_{\mathcal{I},\mathcal{J}} \Xi_{\mathcal{J},\mathcal{I}} = (-1)^m \psi_{f,d}^{-1} \sum_{y \in [d-1] \setminus \mathcal{J}} (-1)^{\text{ind}(\mathcal{J} \cup \{y\})(y)} \psi_{f,y} \Xi_{\mathcal{I},\mathcal{J} \cup \{y\}},
\]

where \( \mathcal{J} = [d] \setminus \{d\} \). Note that all the columns appear in the RHS of (34) belong to the first group. Given the facts that \( |\mathcal{I}| = m - 1 \) and \( \text{ind}(x) = m - 1 \), the equation in (34) is equivalent to

\[
\sum_{y \in [d] \setminus \mathcal{J}} (-1)^{\text{ind}(\mathcal{J} \cup \{y\})(y)} \psi_{f,y} \Xi_{\mathcal{I},\mathcal{J} \cup \{y\}} = 0.
\]

Let us focus on an arbitrarily chosen row of the matrix, labeled by \( \mathcal{L} \), where \( \mathcal{L} \subseteq [d] \) with \( |\mathcal{L}| = m \). The \( \mathcal{L} \)-th entry of the column in the LHS of (35) is given by

\[
\left[ \sum_{y \in [d] \setminus \mathcal{J}} (-1)^{\text{ind}(\mathcal{J} \cup \{y\})(y)} \psi_{f,y} \Xi_{\mathcal{I},\mathcal{J} \cup \{y\}} \right]_{\mathcal{L}} = \sum_{y \in [d] \setminus \mathcal{J}} (-1)^{\text{ind}(\mathcal{J} \cup \{y\})(y)} \psi_{f,y} \Xi_{\mathcal{L},\mathcal{J} \cup \{y\}}.
\]

\(^5\)Note that such an \( x \) exists, otherwise the \( f \)-th row \( \Psi \) will be zero, which is in contradiction with the fact that every \( d \) rows of \( \Psi \) are linearly independent.
First assume $\mathcal{J} \not\subseteq \mathcal{L}$. This together with the definition of $\Xi_{f,(m)}$ in (7) imply that $\Xi_{f,(m)}^{\mathcal{L},\mathcal{J}\cup\{y\}} = 0$ for any $y$, and hence all the terms in the LHS of (35) are zero.

Next, consider an $\mathcal{L}$ such that $\mathcal{J} \subseteq \mathcal{L}$. Since $|\mathcal{J}| = |\mathcal{I}\setminus\{d\}| = m - 2$ and $|\mathcal{L}| = m$, we have $\mathcal{L} = \mathcal{J} \cup \{y_1, y_2\}$, where $y_1 < y_2$ are elements of $[d]$. Note that for $y \notin \{y_1, y_2\}$ we have $\Xi_{f,(m)}^{\mathcal{L},\mathcal{J}\cup\{y\}} = 0$, since $\mathcal{J} \cup \{y\} \not\subseteq \mathcal{L}$.

Therefore, (35) can be simplified as

$$
\sum_{y \in [d] \setminus \mathcal{J}} (-1)^{\text{ind}_{\mathcal{J}\cup\{y\}}(y)} \psi_{f,y} \Xi_{f,(m)}^{\mathcal{L},\mathcal{J}\cup\{y\}} = \sum_{y \in \{y_1, y_2\}} (-1)^{\text{ind}_{\mathcal{J}\cup\{y\}}(y)} \psi_{f,y} \Xi_{f,(m)}^{\mathcal{L},\mathcal{J}\cup\{y\}}
$$

where (36) and (37) is due to the definition of $\Xi_{f,(m)}$ in (7), and in (38) we used the facts that $\text{ind}_{\mathcal{L}\setminus\{y_1\}}(y_1) = \text{ind}_{\mathcal{L}}(y_1)$ and $\text{ind}_{\mathcal{L}\setminus\{y_2\}}(y_2) = \text{ind}_{\mathcal{L}}(y_2) - 1$ which holds for $y_1, y_2 \in \mathcal{L}$ with $y_1 < y_2$. This completes the proof.

**Proof of Proposition 3.** The claim of this proposition for $e > d$ is equivalent to bounding the number of repair symbols from the helper node by $\alpha = \frac{d - e}{m}$ (because $\frac{d}{m} - \frac{e}{m} = 0$), which is clearly true since each storage node does not store more than $\alpha$ symbols. Thus, we can limit our attention to $e \leq d$. In order to prove the claim, we show that the row rank of $\Xi_{\mathcal{E},(m)}$ does not exceed $\frac{d}{m} - \frac{d - e}{m}$. Recall that $\Xi_{\mathcal{E},(m)}$ is a $\left(\frac{d}{m}\right) \times \left(\frac{d}{m} - e\right)$ matrix, and it suffices to identify $\left(\frac{d}{m} - e\right)$ linearly independent vectors in the left null-space of $\Xi_{\mathcal{E},(m)}$. To this end, we introduce a full-rank matrix $Y_{\mathcal{E},(m)}$ of size $\left(\frac{d - e}{m}\right) \times \left(\frac{d}{m}\right)$ and show that $Y_{\mathcal{E},(m)} \cdot \Xi_{\mathcal{E},(m)} = 0$.

**Step 1 (Construction of $Y_{\mathcal{E},(m)}$):** Let $\Psi[\mathcal{E},:]$ be the $e \times d$ matrix obtained from the rows $f_1, f_2, \cdots, f_e$ of the encoder matrix $\Psi$. Recall that $\Psi[\mathcal{E},:]$ is full-rank (since any $d$ rows of $\Psi$ are linearly independent, and $e \leq d$). Hence, there exists a subset $Q$ with $|Q| = e$ of the columns of $\Psi[\mathcal{E},:]$, denoted by $\Psi[\mathcal{E},Q]$ such that $\det(\Psi[\mathcal{E},Q]) \neq 0$.

The desired matrix $Y_{\mathcal{E},(m)}$ is of size $\left(\frac{d - e}{m}\right) \times \left(\frac{d}{m}\right)$. We label its rows by $m$-element subsets of $[d] \setminus Q$, and its columns by $m$-element subsets of $[d]$. Then the entry at row $\mathcal{I}$ and column $\mathcal{L}$ is defined as

$$
Y_{\mathcal{I},\mathcal{L}}^{\mathcal{E},(m)} = \begin{cases} 
(-1)^{\sum_{j \in \mathcal{Q}} \text{ind}_{\mathcal{I} \cup \mathcal{Q}}(j) \det(\Psi[\mathcal{E},(\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{L}])} & \text{if } \mathcal{L} \subseteq \mathcal{I} \cup \mathcal{Q}, \\
0 & \text{if } \mathcal{L} \not\subseteq \mathcal{I} \cup \mathcal{Q}.
\end{cases}
$$

Note that $\mathcal{I} \subseteq [d] \setminus Q$, and hence $|\mathcal{I} \cup \mathcal{Q}| = m + e$.

**Step 2 (Orthogonality of $Y_{\mathcal{E},(m)}$ to $\Xi_{\mathcal{E},(m)}$):** We prove this claim for each segment of $\Xi_{\mathcal{E},(m)}$. More precisely, for each $f \in \mathcal{E}$, we prove $Y_{\mathcal{E},(m)} \cdot \Xi_{f,(m)} = 0$. Consider some $f \in \mathcal{E}$, and arbitrary indices $\mathcal{I}$ and $\mathcal{J}$ for rows and
columns, respectively. We have

\[
\begin{bmatrix}
Y^{E,(m)}_{\mathcal{L}, \mathcal{J}} \cdot \Xi^{f,(m)}_{\mathcal{L}, \mathcal{J}}
\end{bmatrix} = \sum_{x \in [d] \setminus \mathcal{J}} \sum_{y \in \mathcal{J} \setminus \{x\}} Y^{E,(m)}_{\mathcal{I} \cup \mathcal{Q}, x} \cdot \Xi^{f,(m)}_{\mathcal{I} \cup \mathcal{Q}, x} \cdot Y^{E,(m)}_{\mathcal{L} \setminus \{x\}, \mathcal{J}} \cdot \Xi^{f,(m)}_{\mathcal{L} \setminus \{x\}, \mathcal{J}}
\]

(40)

\[
= \sum_{x \in (\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{J}} Y^{E,(m)}_{\mathcal{I} \cup \mathcal{Q}, x} \cdot \Xi^{f,(m)}_{\mathcal{I} \cup \mathcal{Q}, x} \cdot Y^{E,(m)}_{\mathcal{L} \setminus \{x\}, \mathcal{J}} \cdot \Xi^{f,(m)}_{\mathcal{L} \setminus \{x\}, \mathcal{J}}
\]

(41)

\[
= \sum_{x \in (\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{J}} \left( (-1)^{\sum_{j \in \mathcal{J} \setminus \{x\}} \text{ind}_{\mathcal{I} \cup \mathcal{Q}}(j) \text{det}(\Psi[\mathcal{E}, (\mathcal{I} \cup \mathcal{Q}) \setminus (\mathcal{J} \cup \{x\})]) \right) \left( (-1)^{\text{ind}_{\mathcal{I} \cup \mathcal{Q}}(x)} \psi_{f,x} \right)
\]

(43)

\[
= (-1)^{\sum_{j \in \mathcal{J} \setminus \{x\}} \text{ind}_{\mathcal{I} \cup \mathcal{Q}}(j) - 1} \sum_{x \in (\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{J}} (-1)^{\text{ind}_{\mathcal{I} \cup \mathcal{Q}}(x)} \text{det}(\Psi[\mathcal{E}, (\mathcal{I} \cup \mathcal{Q}) \setminus (\mathcal{J} \cup \{x\})]) \psi_{f,x}
\]

(44)

\[
= (-1)^{\sum_{j \in \mathcal{J} \setminus \{x\}} \text{ind}_{\mathcal{I} \cup \mathcal{Q}}(j) - 1} \text{det} \left( \frac{\Psi[\mathcal{E}, (\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{J}]}{\Psi[\mathcal{E}, (\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{J}]} \right)
\]

(45)

\[
= 0.
\]

(46)

Note that

- In (41) we have used the fact that \( \Xi^{f,(m)} \) is non-zero only if \( \mathcal{L} = \mathcal{J} \cup \{x\} \) for some \( x \in [d] \setminus \mathcal{J} \) (see (7)).
- The range of \( x \) is further limited in (42) due to the fact that \( Y^{E,(m)}_{\mathcal{I} \cup \mathcal{Q}, x} \) is non-zero only if \( \mathcal{J} \cup \{x\} \subseteq \mathcal{I} \cup \mathcal{Q} \) (see (39)), which implies \( x \in (\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{J} \).
- In (43), the entries of the matrix product are replaced by their definitions from (7) and (39).
- The equality in (44) is obtained by factoring \((-1)^{\sum_{j \in \mathcal{J} \setminus \{x\}} \text{ind}_{\mathcal{I} \cup \mathcal{Q}}(j)} \), and using the facts that \( \mathcal{J} \subset \mathcal{I} \cup \mathcal{Q} \) and

\[
\text{ind}_{\mathcal{I} \cup \mathcal{Q}}(x) + \text{ind}_{\mathcal{J} \cup \{x\}}(x) \equiv \text{ind}_{\mathcal{I} \cup \mathcal{Q}}(x) - \text{ind}_{\mathcal{J} \cup \{x\}}(x) \quad \text{(mod 2)}
\]

\[
\equiv |\{y \in \mathcal{I} \cup \mathcal{Q} : y \leq x\}| - |\{y \in \mathcal{J} \cup \{x\} : y \leq x\}|
\]

\[
= |\{y \in \mathcal{I} \cup \mathcal{Q} : y \leq x\}| - |\{y \in \mathcal{J} : y \leq x\}| - 1
\]

\[
= |\{y \in (\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{J} : y \leq x\}| - 1 = \text{ind}_{\mathcal{I} \cup \mathcal{Q}}\setminus \mathcal{J}(x) - 1.
\]

- The equality in (45) follows the determinant expansion of the matrix with respect to its first row. Note that \(|(\mathcal{I} \cup \mathcal{Q}) \setminus \mathcal{J}| = e + 1\), and hence it is a square matrix.
- Finally, the determinant in (45) is zero, because \( f \in \mathcal{E} \), and hence the matrix has two identical rows.

**Step 3 (Full-rankness of \( Y^{E,(m)} \)):** Recall that rows and columns of \( Y^{E,(m)} \) are labeled by \( m \)-element subsets of \([d] \setminus \mathcal{Q}\) and \( m \)-element subsets of \([d]\), respectively. Consider the sub-matrix of \( Y^{E,(m)} \), whose column labels are subsets of \([d] \setminus \mathcal{Q}\). This is \( \binom{d-c}{m-c} \times \binom{d-c}{m-c} \) square sub-matrix. Note that for entry at position \((\mathcal{I}, \mathcal{J})\) with \( \mathcal{I} \neq \mathcal{J} \), since \( \mathcal{J} \cap \mathcal{Q} = \emptyset \), we have \( \mathcal{J} \nsubseteq \mathcal{I} \cup \mathcal{Q} \), and hence \( [Y^{E,(m)}]_{\mathcal{I}, \mathcal{J}} = 0 \) (see (39)). Otherwise, if \( \mathcal{I} = \mathcal{J} \) we have
\[
[Y^{E,(m)}]_{I,J} = (-1)^{\sum_{i \in X^{ind_{I \cup Q}}(i)} Det(\Psi[E, Q])}.\]

That is

\[
[Y^{E,(m)}]_{I,J} = \begin{cases} (-1)^{\sum_{i \in X^{ind_{I \cup Q}}(i)} Det(\Psi[E, Q])} & \text{if } I = J, \\ 0 & \text{if } I \neq J. \end{cases}
\]

This implies that \(Y^{E,(m)}\) has a diagonal sub-matrix, with diagonal entries \(\pm Det(\Psi[E, Q])\) which are non-zero (see Step 1), and hence \(Y^{E,(m)}\) is a full-rank matrix. Therefore, the rows of \(Y^{E,(m)}\) provide \((d-e)\) linearly independent vectors in the left null-space of \(\Xi^{E,(m)}\), and thus the rank of \(\Xi^{E,(m)}\) does not exceed \(\beta^{(m)} = \binom{d}{m} - \binom{d-e}{m}\). This completes the proof.

VI. IMPROVED CENTRALIZED REPAIR FOR MULTIPLE FAILURES

In this section, we prove Theorem 3. As mentioned before, this result is essentially obtained from Theorem 2, by exploiting the fact that in the centralized repair setting once one failed node is repaired, it can also participate in the repair process of the remaining failed nodes.

**Proof of Theorem 3.** Consider a set of \(e\) failed nodes \(E = \{f_1, f_2, \ldots, f_e\}\), which are going to be repaired by a set of helper nodes \(H\) with \(|H| = d\). Recall from Theorem 2 that the repair data of node \(h\) intended for a failed node \(f\) (i.e., \(\Psi_h \cdot D \cdot \Xi^{f,(m)}\)) can be retrieved from the repair data that \(h\) sends for the repair of a set of failed nodes \(E\) (i.e., \(\Psi_h \cdot D \cdot \Xi^{E,(m)}\)) where \(f \in E\). We use the following procedure in order to repair the failed nodes in \(E\):

1) First node \(f_1\) is repaired using helper nodes \(H = \{h_1, h_2, \ldots, h_d\}\).

2) Having failed \(\{f_1, \ldots, f_i\}\) repaired, the repair process of failed node \(f_{i+1}\) is performed using helper nodes \(H_i = \{f_1, \ldots, f_i\} \cup \{h_{i+1}, h_{i+2}, \ldots, h_d\}\). This step will be repeated for \(i = 2, 3, \ldots, e\).

Note that the proposed repair process introduced in this paper is helper-independent, and hence the repair data sent to a failed node \(f_i\) by a helper node \(h\) does not depend on the identity of the other helper nodes.

Using the procedure described above, helper node \(h_i\) only participates in the repair of failed nodes \(\{f_1, f_2, \ldots, f_i\}\), for \(i = 1, 2, \ldots, e\), while the other helper nodes (i.e., \(h_i\) for \(i = e+1, \ldots, d\)) contribute in the repair of all the \(e\) failed nodes. Hence, the total repair data downloaded from the helper nodes in \(H\) to the central repair unit is given
by

\[
\sum_{j=1}^{e} \beta_j^{(m)} + (d-e)\beta_e^{(m)} = \sum_{j=1}^{e} \left[ \binom{d}{m} - \binom{d-j}{m} \right] + (d-e) \left[ \binom{d}{m} - \binom{d-e}{m} \right] = d \binom{d}{m} - \sum_{j=1}^{e} \binom{d-j}{m} - (d-e) \binom{d-e}{m}
\]

(47)

\[
= d \binom{d}{m} - \sum_{j=1}^{e} \binom{d-j}{m} - (d-e) \binom{d-e}{m}
\]

(48)

\[
= d \binom{d}{m} - \left[ \binom{d}{m+1} - \binom{d-e}{m+1} \right] - (d-e) \binom{d-e}{m}
\]

(49)

\[
= (d+1) \binom{d}{m} - \left[ \binom{d}{m+1} + \binom{d}{m+1} \right] - (d-e+1) \binom{d-e+1}{m} + \left[ \binom{d-e}{m} + \binom{d-e}{m+1} \right]
\]

(50)

\[
= (m+1) \binom{d+1}{m+1} - \binom{d+1}{m+1} - (m+1) \binom{d-e+1}{m+1} + \binom{d-e+1}{m+1}
\]

(51)

\[
= m \left[ \binom{d+1}{m+1} - \binom{d-e+1}{m+1} \right],
\]

(52)

where

- in (49) we used the identity

\[
\sum_{j=a}^{b} \binom{j}{m} = \sum_{j=m}^{b} \binom{j}{m} - \sum_{j=m}^{a-1} \binom{j}{i} = \binom{b+1}{m+1} - \binom{a}{m+1},
\]

- and the equality in (51) holds due to the Pascal identity \( \binom{a}{m} + \binom{a+1}{m+1} = \binom{a+1}{m+1} \), and the fact that \( (a+1)\binom{a}{m} = (m+1)\binom{a+1}{m+1} \).

Hence the average (per helper node) repair bandwidth is given by

\[
\bar{\beta}_e^{(m)} = \frac{1}{d} \left[ m \binom{d+1}{m+1} - m \binom{d-e+1}{m+1} \right].
\]

(53)

Note that the repair strategy described here is asymmetric, i.e., the repair bandwidth of helper nodes are different. However, it can be simply symmetrized by concatenating \( d \) copies of the code to form a super code

\[
C = \Psi \cdot \left[ D^{[1]}, D^{[2]}, \ldots, D^{[d]} \right].
\]

In the super code, each node stores a total of \( d \cdot \alpha^{(m)} \) symbols, including \( \alpha \) symbols for each code segment \( D^{[i]} \), and the total storage capacity of the code is \( d \cdot F^{(m)} \). In a multiple failure scenario with failed nodes \( \mathcal{E} = \{ f_1, \ldots, f_e \} \) and helper nodes \( \mathcal{H} = \{ h_1, \ldots, h_d \} \), codeword segments will be repaired separately. The role of helper nodes in the repair process changes in a circular manner, as shown in Fig. 4. Then, the per-node repair bandwidth of the super code is exactly \( d \cdot \bar{\beta}_e^{(m)} \) defined above. Note that the symmetry in the super code is obtained at the expense of the sub-packetization, which is scaled by a factor of \( d \). This completes the proof.

\[\square\]
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