Image based Plant leaf disease detection using Deep learning
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Abstract: Agriculture is important for India. Every year growing variety of crops is at loss due to inefficiency in shipping, cultivation, pest infestation in crop and storage of government-subsidized crops. There is reduction in production of good crops in both quality and quantity due to Plants being affected by diseases. Hence it is important for early detection and identification of diseases in plants. The proposed methodology consists of collection of Plant leaf dataset, Image preprocessing, Image Augmentation and Neural network training. The dataset is collected from ImageNet for training phase. The CNN technique is used to differentiate the healthy leaf from disease affected leaf. In image preprocessing resizing the image is carried out to reduce the training phase time. Image augmentation is performed in training phase by applying various transformation function on Plant images. The Network is trained by Caffenet deep learning framework. CNN is trained with ReLu (Rectified Linear Unit). The convolution base of CNN generates features from image through the multiple convolution layers and pooling layers. The classifier part of CNN classifies the image based on the features extracted from the convolution base. The classification is performed through the fully connected layers. The performance is measured using 10-fold cross validation function. The final layer uses activation function like softmax to categorize the outputs.
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1. Introduction

1.1. Deep learning

The Deep learning algorithm is used for plant disease recognition and classification problems. The disease identification of plant has become a universal problem. The quality as well as quantity of the agriculture product can be reduced due to plant disease. The quick identification of disease is important for crop growth industry. The main task is to enhance the trait of farm production by the defect identification and disease classification of plant.
Traditionally with experience or training the humans carried out the crop inspection. In crop protection system early identification of plant disease and accurate result is important. Deep learning approach presents to detect the plant disease and classify the type of disease. Using continuous image capturing the autonomous agriculture vehicles accurately locate psychopathological problem in large cultivation field. The type of disease and disease harshness in plants can be identified by feature extraction and machine learning. The success of machine learning is train an algorithm by access the large amount of data and graphics processing unit (GPU) provides high computation power to achieve the parallelism in data computing.

For pest management early detection of disease is essential strategy. The environment can be polluted by the excess amount of chemical applied and also affects the health of workers in agriculture field and consumer of food. For better crop yield pest management is essential one. To reduce the wastage of applied chemicals, uniform spraying method used that improve the disease control cost. The continuous monitoring of field and quick detection and identification of plant disease are important.

2. Background

Here, we present a brief discussion about the plant disease detection and classification that has been implemented by Deep learning algorithms, which can be categorized as: 1. Dataset collection 2. Image preprocess 3.Image Augmentation 4.Training phase 5.CNN convolution base 6.CNN classifiers 7.Testing Phase.

3. Literature Review

Here by we represent the survey on Machine learning based detection using deep learning method of plant disease and classification of various plant disease

Ahmed Khattaba et.al. [1] described to maintain the crop growing environment the early prediction of disease can be carried out which leads to disease outbreak through IOT based precision agriculture monitoring system Information and environmental condition. And internet enabled devices gives the environmental information to the user about the planted crops. To improve the decision making ability of a human the system developed prediction algorithm and artificial intelligence to send the warning messages to user when the plant disease occur. The software module can perform(i)The collected information can be processed(ii) the agriculture module provide the disease models.(ii)Based upon the disease model the amount of pesticides can be applied to the affected area of the plant.

Alexander Johannes et.al. [2] developed a system to minimize the yield losses and efficiency increased by the Phytosanitary treatment. Using mobile phones the early detection of disease can be identified by the technicians and farmer. The plant disease can be solved by combination of image processing technique with statistical inference method. The probability of particular disease can be finding out by plant disease identification.
Kamal K.C et.al. [3] described Continuous monitoring and visual examination of the field by the human sometimes leads to error. It detects the plant disease using depth wise separable convolution based on leaves images. To increase the productivity and improve the plant health based on the characteristics such as color, shape and size.

Srdjan Sladojevic et.al. [4] developed a model for leaf image classification, the plant disease recognition using deep convolution network. By distinguish the plant leaves from their surroundings to recognize various types of plant leaf diseases from the developed model. The plant disease detection from leaf images can be automated by deep learning. The network can be trained by learn the features of leaf images which distinguish one class from others. Starting from the first convolution layer to the fifth convolution layer, the features can be learned like parts of leaves and shapes are displayed to construct the feature map.
V.K. Tewari et.al. [5] developed a chemical spraying system due to environmental pollution and economic losses the agrochemical application can be used. The precise agrochemical application develops a chemical spraying system which is based on the severity information about crop disease.

Varalakshmi.P [6] identified the disease infected leaves with the help of automated system by processing the leave images captured by camera. For better disease classification the Active contour edge detection can be used to achieve better results. Active contour edge detection combined with multiclass Support vector machines.

Zahid Iqbal et.al. [7] explains automatic detection of citrus plant disease and classification by the image preprocess, image analysis, pattern extraction, pattern selection and classification methods. Otsu thresholding technique on affected image for background removal during segmentation. To improve the accuracy of classification of diseases using support vector machine (SVM). For segmentation k-mean clustering technique is used. Infected plant images can be divided into many clusters. Each cluster has a different set of pixel values.

Jorge Parraga et.al. [8] Machine learning algorithm has been used for image segmentation and classification. Segmentation can be performed by genetic algorithms, artificial neural network and clustering. Classification can be performed by Support vector machines (SVM) and decision trees.

Konstantinos P et.al [9] Machine learning related application achieved plant illness diagnosis. ANN refers large number of processing layers for deep learning. Convoluted neural network worked as a tool in deep learning. The complex process like pattern recognition for large amount of data can be modeled by CNN.

Vimal K et.al. [10] In this paper detect the disease from rice plant. The disease affected leaves and stems images can be taken from the rice field. For feature extraction the pretrained deep convolution (SVM) network (CNN) has been used and the classification of disease use Support vector Machine. The disease affected rice plant given as an input to the every layers of CNN. The features can be obtained from the final layer of CNN are given to disease classification.

Artzai Picona et.al. [11] combines categorical Meta data (like weather data, location of field and crop identification within convolution neural network. The total number of disease can be obtained from the network final layer. Haseeb Nazkia et.al. [12] improve the efficiency of plant illness detection affects class imbalance in training data. The system needs additional data augmentation measure for balancing the classes of the system.

Jayme G.A.et.al. [13] developed CNN using neural network toolbox for transfer learning data. CNN model trained with three different levels. For training the data 80% of sample data were used and for data validation 20% of data were used. Kamlesh et.al. [14] plant protection can be achieved by hyper spectral imaging. The precise and detailed information about an object
can be extracted from hyper spectral imaging. D. A. Sheikh et.al [15] describes the image processing technique processes the images which are captured by the camera. The converted image sends to RF module. Through this PC connected to robot. The pesticides can be automatically where it is needed.

Vijay Kumar .V et.al [16] developed a system for medical and agriculture the detection of disease can be efficiently performed by image processing and machine learning. For image segmentation mean shift algorithm can be used. Sharma et.al [17] implement the CNN model for plant disease affected images are trained by two CNN model. The leave images from dataset trained first can be called as F-CNN. Jota Shirahatti [18] describes the image training in CNN. The images used in training F-CNN, which can be trained by second model S-CNN.

Mokhtar, U. et.al [19] find the two types of disease on tomato plant perform binary classification using kernel based function with SVM on 200 RGB images. I. Steinwart and A. Christmann [20] describe about the Support vector machines (SVMs) and artificial neural network are commonly used for detecting plant diseases.

4. Methodology

Convolution Neural Network

CNN have two phases:

i) Convolution base

The convolution base consists of convolution layer and pooling layer. The features are extracted from the dataset images.

ii) Classifiers

The classifiers of CNN consist of fully connected layer and classify the images based on extracted features from convolution layer.

A. Collection of Dataset

The dataset used for object identification and evaluate the performance of recognition algorithm during training Phase. The images of plant leafs collects from Image Net database. Both healthy and diseased sample images are collects. All samples are stored in the Joint Photographic Experts Group format.

Source: Kamal KC, Zhendong Yin,Mingyang Wu, Zhilu Wu “Depthwise Separable convolution architectures for plant disease classification” Computers and Electronics in Agriculture (2019) 104948.
Convolution layer.

The network is trained to differentiate the plant leaves from surroundings. The first layer of CNN obtains the features from an input leaf image. Using leaf input data to maintain the association among pixels by feature information of image. It holds image matrix and kernel as two inputs. An image in convolution layer executes the process like blur with different filters and edge detection. After the convolution layer the hidden layers generate the feature map. It shares the same weight and bias. The weights allow to be modifies during network training. The weights can be assigned based on the pixels by learning image features.

1) Training Phase

CNN trained by the ImageNet dataset. From the dataset 90% images for the phase of training and remaining images used for validation and phase of testing.

Image Preprocess – During learning process the image preprocesses with high resolution and it selects the Region of Interest which differentiates the leaf images from its surroundings. The image size changed to decrease the training time.

Image Augmentation – Image augmentation used for increase the dataset and the network can able to learn more features from image during training phase. The various transformations applied on training dataset to increase the dataset. The affine transformation and perspective transformation applied, this function performs rotations of image on different axis by various degrees.

Pretrained model-The CNN pretrained on Image Net dataset. When pretrained model used the new classifier can be added related to leaf disease classification rather than original classifiers. The weights assigned to all layers .Three categories of pretrained model.

   i) Progress the unified model
ii) Progress few layers and allow others stable.

iii) Frost the convolution base.

**B. Pooling Layer**

Pooling layers performs down sampling of leaf images. It takes the image from previous convolution layer and reduce the extension of each feature map still information about the disease affected area of leaf is maintained. From the feature map the Max pooling takes the largest element for down sampling.

**C. Fully Connected layer**

The image from the pooling layer is in the form of matrix, smoothes the matrix into vector and inserts it into a fully connected layer. The vector generated from the feature map matrix. A network model construct by linking all features together. Finally using activation function used to organize the outputs as diseased leaf, healthy leaf and the type of disease.

| Input Image | Original Image | Segmented Image | Classification of disease |
|-------------|----------------|-----------------|--------------------------|
| Beans Leaf  | ![Beans Leaf Original Image](image1) | ![Beans Leaf Segmented Image](image2) | ![Beans Leaf Classification Image](image3) | Bacterial Leaf Spot |
| Rose Leaf   | ![Rose Leaf Original Image](image1) | ![Rose Leaf Segmented Image](image2) | ![Rose Leaf Classification Image](image3) | Bacterial Leaf Spot |
| Lemon Leaf  | ![Lemon Leaf Original Image](image1) | ![Lemon Leaf Segmented Image](image2) | ![Lemon Leaf Classification Image](image3) | Bacterial Leaf Spot |
2) Testing Phase

During testing phase, the testing sample input image is given to the convolution layer. Convolution layer processes the image. In convolution layer, convolution is performed on the image and ReLU activation is applied to the matrix. The tested sample leaf images are convoluted with trained sample using its feature map.

The output of many convolution layers is convoluted and the final convolution layer output is fed into pooling layer. The pooling layer performs pooling to decrease dimensionality size. The output of pooling layer acts as an input to a fully connected layer. It flattens the leaf images fed into output layer.

D. Output Layer

The output layer uses sigmoid activation function to classify the leaf images into healthy and unhealthy leaf. The sigmoid function is applied for two classification problems and hence we suggest softmax activation function.

![Figure 4. Sample leaf images from dataset with different types of disease.][10]

| Training-Testing Division (%) | Classification Accuracy (%) |
|------------------------------|----------------------------|
| 60-40                        | 89.45                      |
| 70-30                        | 90.39                      |
| 80-20                        | 91.37                      |

![Figure 5. Classification accuracy for various training and testing data ratio][10]
The softmax activation function applied on leaf images helps to classify the different types of diseases.

**Source:** Vimal K. Shrivastava1, Monoj K., Pradhan, Sonajharia Minz, Mahesh P. Thakur” Rice Plant Disease Classification Using Transfer Learning Of Deep Convolution Neural Network” The International Archives of the Photogrammetry, Volume XLII-3/W6, 2019

| Disease samples | No.of images used for training | No.of images used for testing | Detection Accuracy | SVM with CNN |
|-----------------|-------------------------------|-------------------------------|--------------------|--------------|
|                 |                               |                               | Classification using k means |                 |
| Banana          | 15                            | 10                            | 80.00              | 90.00        |
| Beans           | 15                            | 14                            | 92.85              | 92.85        |
| Lemon           | 15                            | 10                            | 90.00              | 100.00       |
| Rose            | 15                            | 12                            | 83.33              | 100.00       |
| Overall Accuracy|                               |                               | 86.54              | 95.71        |

**Table 1. CATEGORIES OF CNN MODEL, METHODS, DATASET & RESULTS**

| S. No | CNN Model | Algorithm/Methods | Dataset | Training/Testing data division | Evaluation Metrics | Results Classification accuracy(%) |
|-------|-----------|-------------------|---------|-------------------------------|--------------------|-----------------------------------|
| 1.    | Modified Mobile Net Reduced Mobile Net[3] | Stochastic gradient Descent(SGD) for optimization | Plant Village | 80-20 | Dice score (overall evaluation) | Modified Mobile Net-97.65 Reduced Mobile Net-98.34 |
| 2.    | Deep CNN[4] | Deep CNN with ReLU(Rectified Linear Unit) | images collected for the dataset were downloaded from the Internet | area under the curve (AUC), precision, recall, F-score and specificity | 96.3 |
|   | Model Description                                                                 | University or Source                                      | Start-End Range | Evaluation Metrics                                    | Accuracy % |
|---|----------------------------------------------------------------------------------|-----------------------------------------------------------|-----------------|------------------------------------------------------|------------|
| 3 | AlexNet [10]                                                                     | SVM for Classification                                    | 80-20           | Precision, recall, misclassification rate             | 91.37      |
|   |                                                                                   | Indira Gandhi Agricultural University, Raipur, Chhattisgarh, India |                 |                                                      |            |
| 4 | ResNet[11]                                                                        | Stochastic gradient descent for optimization              | 80-20           | Accuracy, sensitivity, specificity                    | 98.32      |
|   |                                                                                   | Online                                                    |                 |                                                      |            |
| 5 | F-CNN for full training images, S-CNN for segmented training images [17]        | Plant Village                                             | 90-10           | Dice, similarity, sensitivity and PPV                 | 90.7       |

Figure 6. Comparison of Results (Accuracy in %)
Figure 7. Comparison of accuracy with various CNN model/Classifiers

5. Major Findings Ans Suggestions

Our objective is to detect the leaf disease and classification of disease. The review suggests the CNN will be used to detect the disease type which is learned by the training phase. From the literature survey we find the CNN is efficient method for disease classification.

6. Conclusion

The purpose of applying Deep learning is to improve the work of disease detection and classification. The Network is training by Caffenet deep learning framework. CNN is trained with ReLu. The pretrained model of CNN used transfer learning. The convolution base of CNN generates features from image through the convolution and pooling layers. The classifier part of CNN classifies the image based on the features extracted from the convolution base. The CNN will be used to acquire successive output, identification of disease and type of disease. The pretrained model of CNN adds the new classifier based upon the purposes we needed. The 80% of dataset will be used for training phase during pretrained model. The remaining 20% of dataset will be used for test phase. So the network can be trained for various applications. The deep learning technique with CNN for the classification of plant illness and predict accurate results.
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