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Abstract

We prove a martingale analog of van Schaftingen’s theorem and give sharp estimates on the lower Hausdorff dimension of measures in martingale shift invariant spaces. We also provide martingale analogs of trace theorems for Sobolev functions.

1 Introduction

Martingale analogs are ubiquitous in harmonic analysis and often serve effectively as models of theorems on Euclidean spaces. For example, it is a commonplace to treat martingale transforms as models of a Calderón–Zygmund operator. There are numerous examples in the literature. In [12], Janson characterized $H_1$ martingales adapted to an $m$-regular filtration in terms of boundedness of specific martingale transforms. His theorem might be thought of as a martingale analog of the celebrated Fefferman–Stein theorem on characterization of $H_1$ by the Riesz transforms. Janson’s approach revealed that antisymmetry is a necessary condition for a vector-valued multiplier to describe $H_1(\mathbb{R}^d)$. Later on Uchiyama in [31] proved sufficiency of this assumption. The martingale model allowed Janson to get rid of special structure of the multiplier, which lead to a general form of the Fefferman–Stein theorem in the Euclidean setting, proved by Uchiyama. In this paper we will employ the same principle to start the investigation of several problems related to Sobolev and BV-type spaces.

The original approach [26] to Sobolev embedding theorems is based on the Hardy–Littlewood–Sobolev inequality. Unfortunately, the latter inequality becomes invalid in the limit case $p = 1$. On the other hand, the embedding

\[ \dot{W}^{1,1}_1(\mathbb{R}^d) \hookrightarrow L^\frac{d}{d-1} \]  

(1.1)

holds true, as it was proved later by Gagliardo [10] and Nirenberg [19]. The simple explanation of this fact is that the gradients of $\dot{W}^{1,1}_1$-functions may be naturally embedded into the space $L^1(\mathbb{R}^d, \mathbb{R}^d)$ of $\mathbb{R}^d$-valued summable functions, however, they do not span the whole space $L^1$. In fact, one can go the reverse direction and use the embedding (1.1) to prove that $\dot{W}^{1,1}_1$ is not isomorphic to $L^1$ as a Banach space, see [13]. Later, the limiting embedding (1.1) was generalized to the case of higher order Sobolev spaces, fractional derivatives, and anisotropic case (we mention the papers [3], [15], [27] among others).

The original Sobolev’s approach raises a natural question: for which $L^1$-based spaces is the Hardy–Littlewood–Sobolev inequality true? The embedding theorems cited above provide examples of such spaces (and the space of gradients of $\dot{W}^{1,1}_1$ functions is the first among them). It is natural to assume that our space of functions is shift-invariant (we may shift the function without changing its norm) and also dilation invariant in a certain sense. The second assumption is more delicate since there are various groups of dilations acting on the Euclidean space (as we have mentioned, the limiting embedding theorems are also true in the anisotropic setting), and it is difficult to choose a general definition. For the sake of
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brevity, let us concentrate on the classical isotropic case. It seems that vector-valued functions provide good formalism. We will consider functions in $L_1(\mathbb{R}^d, \mathbb{C}^\ell)$, i.e. summable functions in $d$ variables taking values in $\mathbb{C}^\ell$. The notation $G(\ell, k)$ denotes the Grassmanian, i.e. the collection of all $k$-dimensional linear subspaces of $\mathbb{C}^\ell$.

**Definition 1.1.** Let $\Omega: S^{d-1} \to G(\ell, k)$ be a smooth function. Define the space $\mathfrak{W}$ by the rule

$$\mathfrak{W} = \left\{ g \in L_1(\mathbb{R}^d, \mathbb{C}^\ell) \mid \forall \xi \in \mathbb{R}^d \setminus \{0\} \quad \hat{g}(\xi) \in \Omega \left( \left. \frac{\xi}{|\xi|} \right| \xi \right) \right\}.$$  

Here $S^{d-1}$ is the unit sphere in $\mathbb{R}^d$ and $\hat{f}$ is the Fourier transform of $f$ (the specification of factors in the definition of the Fourier transform is not of crucial importance here).

**Conjecture 1.** Let $\alpha \in (0, d)$. The Riesz potential $I_\alpha$ maps $\mathfrak{W}$ to $L_\frac{d}{d-\alpha}$ if and only if

$$\bigcap_{\xi \in S^{d-1}} \Omega(\xi) = \{0\}. \quad (1.2)$$

Consider a version of the space $BV$ of functions of bounded variation:

$$BV = \left\{ \mu \text{ is an } \mathbb{C}^\ell \text{-valued measure of bounded variation} \mid \forall \xi \in \mathbb{R}^d \setminus \{0\} \quad \hat{\mu}(\xi) \in \Omega \left( \left. \frac{\xi}{|\xi|} \right| \xi \right) \right\}. \quad (1.3)$$

Conjecture 1 claims that the proper analog of the Sobolev embedding holds if and only if $BV$ does not contain $\mathbb{C}^\ell$-valued delta-measures. Note that delta measures are the extreme points of the unit ball of the space of measures. The conjecture says that if we exclude the extreme points from our space of functions, then the Hardy–Littlewood–Sobolev inequality becomes true.

In fact, the case where $\Omega$ is a rational function and $\alpha \geq 1$, had been already considered by van Schaftingen in [23].

**Definition 1.2.** Let $V$ and $U$ be finite dimensional linear spaces. Suppose that $A(D)$ is a homogenous differential operator of order $r$ with constant coefficients on $\mathbb{R}^d$ mapping $V$-valued functions to $U$-valued functions, that is

$$A(D)u = \sum_{\alpha \in \mathbb{N}^d, |\alpha|=r} A_\alpha (\partial^\alpha u)$$

for $u \in C_0^\infty(\mathbb{R}^d, V)$, where $A_\alpha \in \mathcal{L}(V, U)$. We say that $A(D)$ is cancelling if

$$\bigcap_{\xi \in \mathbb{R}^d \setminus \{0\}} \mathcal{A}[V] = \{0\},$$

where $\mathcal{A}$ is matrix-valued differential symbol corresponding to $A$. If additionally for $\xi \neq 0$ the mapping $\mathcal{A}(\xi)$ is one-to-one, then we refer to $A$ as to an elliptic operator.

**Theorem 1.1** (van Schaftingen’s theorem). Suppose that $A(D)$ is a homogenous differential operator of order $r$ on $\mathbb{R}^d$ from $V$ to $U$. Then the estimate

$$\|D^{r-1} f\|_{L_\frac{d}{d-\alpha}} \lesssim \|A(D)f\|_{L_1}$$

holds for any $f \in C_0^\infty(\mathbb{R}^d; V)$ if and only if $A(D)$ is elliptic and cancelling.
Apart from implying its classical prototype, this remarkable result leads to the Korn–Sobolev inequality ([28]). In fact, Theorem 1.1 is a result of a long development starting with [4] and [22]. Particular cases of cancelling operators were earlier considered in [5], [6], and [16] (citation is far from being complete, see the survey [24]).

It is known that the classical Gagliardo–Nirenberg embedding \( \dot{W}^{1,1} \rightarrow L^{d-1} \) may be improved to embedding into the best possible Lorentz space \( L^{d-1,1} \) (we refer the reader to [7] for background on Lorentz and Besov spaces). Moreover, one can also "improve the interpolation parameter" of smoothness and embed into the Besov–Lorentz space \( B^{0,1}_{d-1,1} \), see [15]. We suggest a stronger form of Conjecture 1.

Conjecture 2. Let \( \alpha \in (0,d) \). The Riesz potential \( I_\alpha \) maps \( B \) to \( B^{0,1}_{d-1,1} \) if and only if \( \bigcap_{\xi \in S^{d-1}} \Omega(\xi) = \{0\} \).

The cancelling operators also improve Hardy-type inequalities (see [8] and [18]). In particular, the following result from [8] holds.

Theorem 1.2. Suppose that \( A(D) \) is a homogenous differential operator of order \( r \) on \( \mathbb{R}^d \) acting from \( V \) to \( U \). Let \( s \in \{1,2,\ldots,\min\{r,d-1\}\} \). The estimate

\[
\int_{\mathbb{R}^d} \frac{|D^{r-s}f(x)|}{|x|^s} \, dx \lesssim \|A(D)f\|_{L_1}
\]

holds for all \( f \in C^\infty(\mathbb{R}^d; V) \) if and only if \( A(D) \) is elliptic and cancelling.

We also note that the isotropic nature of homogeneity is not of crucial importance here. See [14] and [29] for anisotropic inequalities in the style of Theorem 1.1. The authors suppose that the nature of the effect discussed above has nothing to do with Euclidean space instruments such as the Newton–Leibniz, Stokes, or coarea formulas, but has a purely harmonic analytic explanation. To find it, we construct a probabilistic model (which is, in fact, very close to Janson’s model from [12]), where there is no Euclidean space structure and prove the direct analog of Conjecture 2 there (see Theorem 1.9 and inequality (1.6) below). It is highly likely that the methods of the present paper can be directly adapted to the Euclidean setting and will lead to the proof of Conjecture 2.

We leave the Sobolev embedding and its analogs for a while to study yet another property of Sobolev functions that emphasizes the difference between \( \dot{W}^{1,1} \) and \( L_1 \). Consider the classical space \( BV \). It is known that the (vector-valued) measure \( \nabla f \) has good geometric properties. We concentrate on a very simple principle, which is a direct consequence of the coarea formula for \( BV \) functions. Define the lower Hausdorff dimension \( \dim_H \) of a measure \( \mu \) to be the infimum of \( \alpha \) such that there exists a Borel set \( F \) of Hausdorff dimension not exceeding \( \alpha \) such that \( \mu(F) \neq 0 \). Then,

\[
\dim_H \nabla f \geq d-1, \quad f \in BV(\mathbb{R}^d).
\]

We believe that this result may be generalized to the setting of \( BV \)-spaces defined above. We cite a result from [21], where condition (1.2) plays the central role.

Theorem 1.3 ([21]). Let \( \Omega: S^{d-1} \rightarrow S^{d-1} \) be a mapping. Suppose that \( \Omega \) contains at least two linearly independent vectors in its image. If a finite vector-valued measure \( \mu \) satisfies \( \tilde{\mu}(\xi) \| \Omega(\xi) \|^{d-1} \) for \( \xi \neq 0 \), then

\[
\dim_H(\mu) \geq 1.
\]
The appearance of the cancelling condition is not a coincidence here: the method from [30] shows a direct connection between the lower Hausdorff dimension estimates for functions in $\mathcal{BV}$ and embedding theorems. This connection is, in fact, based on a proper generalization of Frostman’s lemma. We cite a theorem from [30], which hints that the isotropic nature of homogeneity is not of crucial importance here as well. In the theorem below, $\partial_j$ denotes the differentiation with respect to $j$-th coordinate.

**Theorem 1.4 ([30]).** If a vector measure $\mu = (\partial_1^{m_1} f, \partial_2^{m_2} f, \ldots, \partial_d^{m_d} f)$ is a measure of finite variation, then

$$\dim_H(\mu) \geq d - 1.$$ 

Here we repeat the approach of [30] on the level of martingales, using more precise embedding theorem that we have for $m$-regular models (see Theorem 1.11 below). From the point of view of Hausdorff dimension estimates, van Schaftingen’s condition has also a simple geometric meaning: it prevents measures from concentrating on $(d - 1)$-dimensional hyperplanes. This observation was developed in [2] and also leads to a martingale result.

Finally, we also investigate a martingale analog of Mazya’s trace theorem (see [17]) in the last section (see Theorems 6.1 and 6.2 below).

**Theorem 1.5 ([17]).** The space $\dot{W}^1_1(\mathbb{R}^d)$ embeds into $L^p(\nu)$ if and only if $\nu(B_r(x)) \lesssim r^{d-1}$ for any Euclidean ball $B_r(x)$.

We mention two very recent preprints [11] and [25] that provide new results in the classical Euclidean setting that are closely related to the material of the present paper.

The authors are grateful to Fedor Nazarov for correcting a mistake in an early version of this paper.

### 1.1 The martingale model

In next subsections we explain how to translate previously mentioned results into the language of $m$-regular martingales. Let us begin with their definition. Suppose that $m \geq 3$ is a fixed natural number and $\mathcal{F} = \{\mathcal{F}_n\}_{n \geq 0}$ is an $m$-uniform filtration (i.e. each atom in $\mathcal{F}_n$ is split into $m$ atoms in $\mathcal{F}_{n+1}$ having equal masses). The set of atoms of the algebra $\mathcal{F}_n$ is denoted by $\mathcal{A}\mathcal{F}_n$. There is a natural tree structure on the set of all atoms: the atom $\omega' \in \mathcal{A}\mathcal{F}_{n+1}$ is a son of $\omega \in \mathcal{A}\mathcal{F}_n$ if $\omega' \subset \omega$. In such a case, $\omega$ is the parent of $\omega'$, and we denote the parent of $\omega'$ by $(\omega')^\uparrow$.

We may treat our probability space equipped with an $m$-uniform filtration as a metric space $\mathbb{T}$. The points of $\mathbb{T}$ are infinite paths in the tree of atoms (we start from the whole space, then choose an atom in $\mathcal{A}\mathcal{F}_1$, then pass to one of its sons in $\mathcal{A}\mathcal{F}_2$, and so on). The distance between the two paths $\gamma_1$ and $\gamma_2$ is defined by the standard formula

$$\text{dist}(\gamma_1, \gamma_2) = m^{-d}, \quad d = \max\{n \mid \gamma_1(j) = \gamma_2(j) \text{ for all } j < n\}.$$ 

With this metric, $\mathbb{T}$ becomes a compact metric space, so we can introduce Hausdorff measures there and define the Hausdorff dimension of sets and measures.

Consider the space

$$V = \{v \in \mathbb{R}^m \mid \sum_{j=1}^m v_j = 0\}.$$ 

For a martingale $F$ adapted to $\mathcal{F}$, let $\{f_n\}_{n \geq 1}$ be the sequence of its martingale differences:

$$f_{n+1} = F_{n+1} - F_n.$$ 

For each atom $\omega \in \mathcal{A}\mathcal{F}_n$, the function $f_{n+1}$ attains at most $m$ values on $\omega$, and thus, might be identified with an element of $V$. Namely, for any $\omega$, there is a bijective map

$$J_\omega: [1..m] \to \{\omega' \in \mathcal{A}\mathcal{F}_{n+1} \mid \omega = (\omega')^\uparrow\}.$$
which is naturally extended to the mapping between $V$ and restrictions of all possible martingale differences $f_{n+1}$ to $\omega$. This extended map is also called $J_\omega$. For each $n$ and each $\omega$, we fix $J_\omega$.

If the martingale $F$ is $\mathbb{R}^\ell$-valued, then $f_{n+1}|_\omega$ might be naturally identified with an element of $V^\ell$ (we apply $J_\omega$ to each coordinate), here $\omega \in \mathcal{A}F_n$. Here and in what follows the norm $\| \cdot \|$ always denotes the Euclidean norm in $\mathbb{R}^\ell$.

1.2 Hardy–Littlewood–Sobolev and van Schaftingen’s inequalities

Our main object of study is the Riesz potential:

$$\left( I_n[F]\right)_N = \sum_{n=1}^N m^{-\alpha_n} f_n; \quad \text{or simply } I_n[f] = \sum_{n\geq 1} m^{-\alpha_n} f_n.$$ 

Clearly, $I_n$ maps martingales to martingales. Quantitative bounds for norms are more interesting.

**Theorem 1.6** (Hardy–Littlewood–Sobolev). For any $p \in (1, \infty)$ and any $q \in (p, \infty)$, the operator $I_{\frac{\alpha - 1}{p}}$ maps $L_p$ to $L_q$.

**Remark 1.1.** The inequality is sharp in the sense that $\alpha \geq \frac{2-p}{q-p}$ provided $I_n$ is $L_p \to L_q$ continuous. To see this, we prove the inequality “on a single scale” (i.e. when all the martingale differences but one are zero):

$$\|f_n\|_{L_q} = m^{-\frac{\alpha}{q}} \left( \sum_{w \in \mathcal{A}F_n} |f_n(\omega)|^q \right)^{\frac{1}{q}} \leq m^{-\frac{\alpha}{q}} \left( \sum_{w \in \mathcal{A}F_n} |f_n(\omega)|^p \right)^{\frac{1}{p}} = m^{\alpha \left( \frac{1}{p} - \frac{1}{q} \right)} \|f_n\|_{L_p}. \quad (1.4)$$

Clearly, these inequalities are sharp (pick $f_n$ supported on a single atom of $\mathcal{F}_{n-1}$).

**Remark 1.2.** In the limit case $p = 1$, the operator $I_{\frac{\alpha - 1}{p}}$ maps $L_1$ to the Lorentz space $L_{p, \infty}$.

We refer the reader to [7] for background on Lorentz spaces. For the proof of the martingale Hardy–Littlewood–Sobolev inequality, see [32].

**Lemma 1.3.** The operator $I_{\frac{\alpha - 1}{p}}$ does not map $L_1$ to $L_p$.

**Proof.** Consider a special vector $v_\delta \in V$:

$$v_\delta = m \cdot (1, 0, 0, \ldots, 0) - (1, 1, 1, \ldots, 1) = (m - 1, -1, -1, \ldots, -1). \quad (1.5)$$

Consider a martingale $F$ such that for any $\omega \in \mathcal{A}F_n$, we have the identity

$$f_{n+1}|_\omega = F_n(\omega) \cdot J_\omega[v_\delta].$$

In other words, if $h_n$ is given by the formula

$$h_{n+1} = \sum_{\omega \in \mathcal{A}F_n} J_\omega[v_\delta] \cdot \chi_\omega, \quad \text{then } F_n = \prod_{i=1}^n (1 + h_i) - 1,$$

and therefore, $f_{n+1} = h_{n+1} F_n$. In particular, it is easy to see that $\mathbb{E} |F_n| \leq 2$. On the other hand, $\|f_n\|_{L_p} = m^{\frac{\alpha - 1}{p} n}$ and these functions have “almost disjoint supports” in the sense that

$$\left\| I_{\frac{\alpha - 1}{p}}[F]\right\|_{L_p} \leq \sum_{n=1}^\infty \left\| m^{-\frac{\alpha}{p} n} f_n\right\|_{L_p} = \infty.$$ 

□
The heuristics behind the proof above is that the martingale $F$ represents a delta-measure via formula (1.8) below, which is an extremal point of the unit ball in $L_1$. It seems that if one excludes these “bad” points in a uniform way, then the Hardy–Littlewood–Sobolev inequality may become valid. There is an encouraging result.

**Theorem 1.7.** The operator $I_{-1}$ maps $H_1$ to $L_{p,1}$.

Here $H_1$ is the Hardy space, a proper subspace of $L_1$ consisting of those martingales $F$, for which the maximal function $F^*$ is summable. It is easy to see that our “delta-measure” constructed in the proof of Lemma 1.3 does not lie in the Hardy space. On Euclidean spaces, any measure in the Hardy space is uniformly continuous with respect to the Lebesgue measure. We claim that this is way too strong and the Hardy–Littlewood–Sobolev inequality is true for any but delta measure (in a certain uniform sense). In particular, all fractal measures are welcome.

**Theorem 1.1** says that, in the world of Euclidean spaces, the Riesz potentials act on some $L_1$-based Sobolev spaces. Now we will try to translate this theorem (to be more precise, Conjectures 1 and 2), to the martingale world.

Let $W$ be a subspace of $V^\ell$. Consider the subspace $\mathfrak{M}$ of the $\mathbb{R}^\ell$-valued martingale space $L_1$:

$$\mathfrak{M} = \left\{ F \in L_1(\mathbb{R}^\ell) \mid \forall n, \omega \in AF_n \ f_{n+1}|\omega \in J_\omega(W) \right\}.$$ 

One should think of $\mathfrak{M}$ as of a Sobolev-type space of zero smoothness (see Section 1.4 below). We introduce two structural conditions.

**The first structural condition** is that $W$ does not contain the non-zero vectors $v \otimes a$ where $v \in V$ and $a \in \mathbb{R}^\ell$.

**Theorem 1.8** (Janson [12]). If $W$ satisfies the first structural condition, then $\mathfrak{M} = H_1$ in the sense that the norms in these two spaces are equivalent.

We have defined $H_1$ as a space of scalar functions. The definition of the $\mathbb{R}^\ell$-valued Hardy space is completely similar. Clearly, an $\mathbb{R}^\ell$-valued function belongs to $H_1$ if and only if each of its coordinates lies in the scalar $H_1$. Our formulation of Theorem 1.8 slightly differs from the original since we prefer to describe the results in terms of the space $W$ rather than the matrices (the space $W$ is the image of matrices which generate martingale transforms in Janson’s setting); one can find our definition with the space $W$ in [9].

**Theorem 1.8** is a probabilistic analog of the Fefferman–Stein Theorem in $\mathbb{R}^d$. To be more precise, the Fefferman–Stein Theorem describes the case of a very specific multiplier. The general Euclidean space case, which is a closer analog of Theorem 1.8, was proved in [31].

**The second structural condition** is that $W$ does not contain the non-zero vectors $v \otimes a$ where $v$ is of the form (1.5) in the sense that it has $m-1$ equal coordinates.

**Remark 1.4.** Unlike Definition (1.7) and formula (1.8), we consider real-valued martingales here for simplicity of the notation. The case of complex-valued martingales does not differ much. Note that, however, the rank-one vectors $v \otimes a$ considered in the second structural condition and formulas (1.9), (1.11) below should still have real-valued $v$ only when we switch to complex scalars.

**Theorem 1.9.** If $W$ satisfies the second structural condition, then $I_{-1}$ maps $\mathfrak{M}$ to $L_{p,1}$ for any $p > 1$.

This theorem is an analog of Conjecture 1 for functions on $\mathbb{R}^d$. In fact, we will prove even stronger inequality

$$\sum_{n=1}^{\infty} m^{-\frac{p-1}{2}} ||f_n||_{L_{p,1}} \lesssim ||F||_{\mathfrak{M}}, \quad (1.6)$$
which immediately implies the theorem above (by the triangle inequality in $L_{p,1}$). This inequality is a martingale analog of Conjecture 2.

We will need some Besov spaces:

$$\|F\|_{B^{\beta,1}_p} = \sum_{n=0}^{\infty} m^{\beta n} \|F_n\|_{L_p}.$$  \hfill (1.7)

The theorem below also follows from (1.6) since $L_{p,1} \hookrightarrow L_{p,p} = L_p$.

**Theorem 1.10.** If $W$ satisfies the second structural condition, then $I_{p^{-1}}$ maps $\mathcal{M}$ to $B^{0,1}_p$ for $p > 1$. In other words, $\mathcal{M} \hookrightarrow B^{p-1}_{p,p}$.

### 1.3 An Uncertainty Principle

Let us observe that each measure $\mu$ generates a martingale via conditional expectation, that is by the formula

$$F_n = \sum_{\omega \in AF_n} \mu(\omega) \chi_\omega.$$  \hfill (1.8)

Note that the characteristic functions of cylinders

$$\{ \gamma \mid \gamma(j) \text{ is fixed for all } j < n \}$$

are continuous and they form a total family in the space $C(T)$ (i.e. each measure on $T$ is uniquely defined by its values at cylinders). Using this fact one can finish the proof of one-to-one correspondence via (1.8) between finite measures on $T$ and $L_1$-martingales adapted to $\mathcal{F}$.

We may consider all vector-valued measures $\mu$ whose martingales lie in $\mathcal{M}$. We claim that these measures cannot be too singular. We introduce some more notation to formulate our results.

Let $v \in V$ be a vector. Consider the function $\kappa_v : [0, \infty) \to \mathbb{R}$ given by the formula

$$\kappa_v(\theta) = \theta \log \left( \frac{1}{m} \sum_{j=1}^{m} |1 + v_j|^\frac{1}{p} \right) = \log \|1 + v\|_{L^\frac{1}{p}}.$$

By Hölder’s inequality, this function is convex and non-increasing. If, in addition, $v_j \geq -1$ for any $j$, this function also satisfies $\kappa_v(1) = 0$. Consider yet another function $\kappa$:

$$\kappa(\theta) = \sup \left\{ \kappa_v(\theta) \mid \exists a \in \mathbb{R}^f \setminus \{0\} \text{ such that } v \otimes a \in W \text{ and } \forall j \quad v_j \geq -1 \right\}.$$  \hfill (1.9)

The function $\kappa$ is also convex, non-increasing and satisfies $\kappa(1) = 0$.

**Remark 1.5.** The second structural condition in the previous subsection is equivalent to

$$\kappa(p^{-1}) < \frac{p-1}{p} \log m$$

for any $p \in (1, \infty]$.

The theorem below provides a martingale analog of the results in [21] and [30]. We recall the definition of the lower Hausdorff dimension of a measure:

$$\dim_H \mu = \{ \inf \alpha \mid \exists F \text{ such that } \mu(F) \neq 0, \dim_H F \leq \alpha \}.$$
Theorem 1.11. For any \( \mu \in \mathbb{W} \),
\[
\dim_H(\mu) \geq 1 + \frac{\kappa'(1)}{\log m}.
\] (1.10)

This inequality is sharp in the sense that for any choice of \( m \) and \( W \), there exists \( \mu \) such that this inequality turns into equality.

As an elementary computation shows,
\[
\kappa'(1) = \inf \left\{ -\frac{1}{m} \sum_{j=1}^{m} (1 + v_j) \log(1 + v_j) \left| \exists a \in \mathbb{R}^\ell \setminus \{0\} \text{ such that } v \otimes a \in W \text{ and } \forall j \ v_j \geq -1 \right. \right\}. \quad (1.11)
\]

1.4 More on \( m \)-regular model

We enclose a small dictionary translating martingale theory to Euclidean space notions and theorems. We also try to justify the first two analogies given below.

| \( m \)-regular martingale | \( \mathbb{R}^\ell \) | Remark |
|---------------------------|----------------|---------|
| first structural assumption | full antisymmetry of the multiplier | H-L-S inequality |
| second structural assumption | cancelling condition | dimension estimates |
| Theorem 1.9 | Theorem 1.11 | Conjecture 11 |
| Theorem 1.11 | Theorem 1.12 | Theorem 1.13 |
| Corollary 5.1 | Theorem 1.3 | Conjecture 11 |
| Theorem 5.2 | Theorem 1.3 | partial antisymmetry |
| | | trace theorem |

Let us equip the set \([1..m]\) with a commutative group structure \( G \). Elements of \( V \) might be thought of as functions on \( G \) with zero mean value. It is more convenient to switch to complex scalars (see Remark 1.4). Let us restrict ourselves to the case where the space \( W \) is shift invariant: if \( f \in \mathcal{V}^\ell \) belongs to \( W \), then \( f(z\cdot) \) also belongs to \( W \) for any element \( z \in G \); we treat the elements of \( W \) as \( \mathbb{C}^\ell \)-valued functions on \( G \). Such spaces can be described in terms of the Fourier transform:

\[
W = \left\{ f: G \rightarrow \mathbb{C}^\ell \left| \forall \gamma \in G \setminus \{0\} \ f(\gamma) \in W_\gamma \right. \right\},
\] (1.12)

where \( W_\gamma \) are fixed subspaces of \( \mathbb{R}^\ell \).

Lemma 1.6. Let \( W \) be given by formula (1.12). The first structural assumption is true if and only if \( W_\gamma \cap W_{-\gamma} = \{0\} \) for \( \gamma \in G \setminus \{0\} \).

The proof of this lemma is similar to the proof of the following lemma.

Lemma 1.7. Let \( W \) be given by formula (1.12). The second structural assumption on \( W \) is equivalent to the cancellation condition

\[
\bigcap_{\gamma \in G \setminus \{0\}} W_\gamma = \{0\}. \quad (1.13)
\]

Proof. Assume the second structural assumption does not hold. This means there exists a non-zero vector \( v \otimes a \in W \), \( v \in V \) and \( a \in \mathbb{C}^\ell \) such that \( v \) has \( m-1 \) equal coordinates. By translation invariance of \( W \), the vector \((mv_0 - 1_G) \otimes a \) also lies in \( W \). Therefore, \( a \in W_\gamma \) for all \( \gamma \in G \setminus \{0\} \) and (1.13) is violated.

Assume that (1.13) does not hold. Let \( a \) be a non-zero vector that belongs to all \( W_\gamma \). Clearly, \((m\delta_0 - 1_G) \otimes a \in W \) in this case, and the second structural assumption is violated. \(\square\)
2 Linear algebraic part

Lemma 2.1. Let $p \in (1, \infty)$ be fixed. For any $\delta > 0$, there exists a positive constant $\varepsilon_0$ such that for any $\varepsilon < \varepsilon_0$ and any vectors $a, b_1, b_2, \ldots, b_m$ in $\mathbb{R}^\ell$ satisfying $\{b_j\}_j \in W$ and

$$\frac{1}{m} \sum_{j=1}^{m} \|a + b_j\| - \|a\| \leq \varepsilon \|a\|, \quad (2.1)$$

there is the estimate

$$\left(\frac{1}{m} \sum_{j=1}^{m} \|a + b_j\|^p\right)^{\frac{1}{p}} \leq e^{\varepsilon(p-1)+\delta} \|a\|.$$

Remark 2.2. Note that the quantity on the left of (2.1) is always non-negative since $\sum_j b_j = 0$, because $\{b_j\}_j \in W \subset V^\ell$.

Proof of Lemma 2.1. Let $\pi_a$ denote the orthogonal projection onto the line $Ra \subset \mathbb{R}^\ell$, let $\pi_a^\perp$ denote the projection onto its orthogonal complement. We start with a simple observation:

$$\frac{1}{m} \sum_{j=1}^{m} \|a + b_j\| \geq \frac{1}{m} \sum_{j=1}^{m} \|a + \pi_a[b_j]\| \geq \|a\|.$$

The difference between the first and the second quantities is

$$\frac{1}{m} \sum_{j=1}^{m} (\|a + b_j\| - \|\pi_a[b_j]\|) = \frac{1}{m} \sum_{j=1}^{m} \frac{\|\pi_a[b_j]\|^2}{\|a + b_j\| + \|a + \pi_a[b_j]\|} \leq \frac{1}{m} \sum_{j=1}^{m} \frac{\|\pi_a[b_j]\|^2}{\|a + b_j\|}. \quad (2.2)$$

The difference between the second and the third quantities is

$$\frac{1}{m} \sum_{j=1}^{m} (\|a + \pi_a[b_j]\| - \|a\|) = \frac{1}{m} \sum_{j=1}^{m} \left(\pi_a[b_j]\| - (a + \pi_a[b_j])\right) = \frac{2}{m} \sum_{j=1}^{m} (-a - \pi_a[b_j])\chi_{\{a + \pi_a[b_j] < 0\}}. \quad (2.3)$$

Here we interpret $a$ and $\pi_a[b_j]$ as reals in such a way that $a$ is the positive number $\|a\|$.

Assume the contrary. Let there exist a sequence $\{\varepsilon_n\}_n$ tending to zero such that for any $n$ there exist vectors $a_n$ and $\{b_{nj}\}_{j=1}^{m}$, $\{b_{nj}\}_j \in W$ such that

$$\frac{1}{m} \sum_{j=1}^{m} \|a_n + b_{nj}\| - \|a_n\| \leq \varepsilon_n \|a_n\|,$$

but

$$\lim_{n} \inf \left(\frac{1}{m} \sum_{j=1}^{m} \|a_n + b_{nj}\|^p\right)^{\frac{1}{p}} \geq e^{\varepsilon(p-1)+\delta}. \quad (2.4)$$

Without loss of generality, we may assume $\|a_n\| = 1$. We know that the quantity (2.3) tends to zero:

$$\sum_{j=1}^{m} (-1 - \pi_a[b_{nj}])\chi_{\{1 + \pi_a[b_{nj}] < 0\}} = o(1), \quad n \to \infty.$$
In particular, this means \( \pi_{an[b_{nj}]} \geq -1 + o(1) \) for any \( j \). On the hand, \( \sum_j \pi_{an[b_{nj}]} = 0 \), so
\[
-1 + o(1) \leq \pi_{an[b_{nj}]} \leq m - 1 + o(1), \quad n \to \infty,
\]
for any \( j \).

We also know that the quantity \( 2.2 \) tends to zero as \( n \to \infty \):
\[
\sum_j \pi_{an[b_{nj}]} = 0,
\]
so
\[
-1 + o(1) \leq \pi_{an[b_{nj}]} \leq m - 1 + o(1), \quad n \to \infty,
\]
for any \( j \).

We use the triangle inequality in the denominator and also (2.5):
\[
\sum_{j=1}^m \| \pi_{an[b_{nj}]} \|^2 \leq o(1), \quad n \to \infty.
\]

In particular, \( \pi_{an[b_{nj}]} = o(1) \) for any \( j \). Thus, by (2.4), \( \| b_{nj} \| \leq m - 1 + o(1) \). Passing to a subsequence if needed, we may assume that \( b_{nj} \to b_j \) for each \( j \) and also \( an \to a \). Clearly, then \( b_j \parallel a \) for all \( j \), the vector \( \{b_j\}_j \) belongs to \( W \), and for all \( j \)
\[
-1 \leq \pi_{a[b_j]}.
\]
This means \( \{b_j\} = v \otimes a \) with \( v_j \geq -1 \) and (by (2.4))
\[
\left( \frac{1}{m} \sum_{j=1}^m \|1 + v_j\|^p \right)^{\frac{1}{p}} \geq e^{\kappa(p-1)+\delta},
\]
which contradicts (1.9).

\[ \square \]

3 Combinatorial part

**Definition 3.1.** We say that an atom \( \omega \in AF_n \) is \( \varepsilon \)-convex for the martingale \( F \in W \) if
\[
\mathbb{E}(\|F_{n+1}\| - \|F_n\|)\chi_\omega \geq \varepsilon \mathbb{E}\|F_n\|\chi_\omega.
\]

If this inequality does not hold, then \( \omega \) is called \( \varepsilon \)-flat for \( F \).

Since \( F \) and \( \varepsilon \) are fixed, we call atoms simply convex or flat. The set of all convex atoms is denoted by \( Co \) and the set of all flat atoms is denoted by \( Fl \).

**Remark 3.1.** By Lemma 2.3,
\[
\|F_{n+1}\|_{L_\rho(\omega)} \leq e^{\kappa(p-1)+\alpha_{\varepsilon \to 0,p}(1)}\|F_n\|_{L_\rho(\omega)}
\]
for any \( \varepsilon \)-flat atom \( \omega \in AF_n \).

Definition 3.1 leads to the natural splitting \( F = F_{Co} + F_{Fl} \), where
\[
F_{Co} = \sum_{n=0}^\infty \sum_{\omega \in Co \cap AF_n} f_{n+1}\chi_\omega, \quad F_{Fl} = \sum_{n=0}^\infty \sum_{\omega \in Fl \cap AF_n} f_{n+1}\chi_\omega.
\]

We also note a useful identity:
\[
\|F\|_{L_1} = \sum_{n=0}^\infty \mathbb{E}(\|F_{n+1}\| - \|F_n\|) = \sum_{n=0}^\infty \sum_{\omega \in AF_n} \mathbb{E}(\|F_{n+1}\| - \|F_n\|)\chi_\omega.
\]

By Remark 2.2, each summand in this double sum is non-negative.
3.1 Convex atoms

Lemma 3.2. Let \( \omega \in AF_n \) be a convex atom. Then,
\[
E \|f_{n+1}\| \chi_\omega \lesssim \|F_n\| \chi_\omega.
\]

Proof. We restate the definition of the convexity of \( \omega \):
\[
E \|F_n\| \chi_\omega \lesssim \frac{1}{\epsilon} E(\|F_{n+1}\| - \|F_n\|) \chi_\omega.
\]
Thus,
\[
E \|F_{n+1}\| \chi_\omega \lesssim \frac{\epsilon + 1}{\epsilon} E(\|F_{n+1}\| - \|F_n\|) \chi_\omega
\]
and finally
\[
E \|f_{n+1}\| \chi_\omega \lesssim E(\|F_n\| + \|F_{n+1}\|) \chi_\omega \lesssim \frac{\epsilon + 2}{\epsilon} E(\|F_{n+1}\| - \|F_n\|) \chi_\omega.
\]

Corollary 3.3. We have a very nice bound
\[
\sum_{n=0}^{\infty} \sum_{\omega \in \mathcal{C} \cap AF_n} f_{n+1} \chi_\omega \lesssim \sum_{n=0}^{\infty} \sum_{\omega \in \mathcal{C} \cap AF_n} E(\|F_{n+1}\| - \|F_n\|) \chi_\omega \lesssim \|F\|_{L_1},
\]
In other words, we have proved
\[
\|F_{Co}\|_{B^{0,1}} \lesssim \|F\|_{L_1},
\]
where \( F_{Co} \) is given by (3.1).

3.2 Estimate for flat atoms

We will need a tiny portion of combinatorics here. We connect two flat atoms \( \omega \) and \( \omega' \) by an edge if either \( \omega = (\omega')^\uparrow \) or \( \omega' = (\omega)^\uparrow \). We get a graph whose vertices are flat atoms. Clearly, it has no cycles. Therefore, it is a union of trees (we split our graph into trees that are maximal by inclusion, i.e. they are connectivity components of our graph). Each tree \( T \) has a root, which is a flat atom itself. This provides us with the decomposition
\[
F_{Fl} = \sum_T F_T,
\]
where
\[
F_T = \sum_{n \geq 0} \sum_{\omega \in T \cap AF_n} f_{n+1} \chi_\omega.
\]
and the summation in the first formula is over the set of all flat trees. By the Stopping Time Theorem,
\[
\|F_T\|_{L_1} \lesssim \|F_{Fl}\|_{L_1} \lesssim \|F\|_{L_1}
\]
for each flat tree \( T \).

The inductive in \( n \) application of Remark 3.1 leads to the following lemma.

Lemma 3.4. Fix any \( \alpha > \kappa(p^{-1}) \). Then, for any tree \( T \) whose vertices are flat, whose root is \( \omega_0 \in AF_{n_0} \), and for any \( n \geq n_0 \), the inequality
\[
\left\| \sum_{\omega \in T \cap AF_n} f_{n+1} \chi_\omega \right\|_{L_p} \lesssim e^{\alpha(n-n_0)} \|F_{n_0}\|_{L_p(\omega_0)}
\]
is true provided \( \epsilon \) is sufficiently small.
Corollary 3.5. Let \( T \) be a tree whose vertices are flat and let \( \omega_0 \in \mathcal{A} F_{n_0} \) be its root. Then,

\[
\sum_{n \geq n_0} m^{\frac{\kappa - 1}{p}} \left\| \sum_{\omega \in T \cap \mathcal{A} F_n} f_{n+1} \chi_\omega \right\|_{L_{p, 1}} \lesssim_p \mathbb{E} \| F_{n_0} \| \chi_{\omega_0}
\]

provided \( W \) satisfies the second structural condition.

Proof. By Remark 3.3 we may choose \( p' \) to be slightly larger than \( p \) and such that \( \kappa \left( \frac{1}{p'} \right) < \frac{p - 1}{p} \log m \).

Then, by the interpolation formula \( L_{p, 1} = [L_{\frac{p}{p'p}}, L_{p'}]_{\frac{1}{p}} \) (we refer the reader to [7] for the basics of interpolation theory) and Lemma 4.1,

\[
\left\| \sum_{\omega \in T \cap \mathcal{A} F_n} F_{n+1} \chi_\omega \right\|_{L_{p, 1}} \lesssim \left\| \sum_{\omega \in T \cap \mathcal{A} F_n} F_{n+1} \chi_\omega \right\|_{L^{\frac{1}{p'}}} \lesssim e^{\alpha(n-n_0)} \| F_{n_0} \|_{L_{p'}(\omega_0)}
\]

for some \( \alpha \in \left( \kappa \left( \frac{1}{p'} \right), \frac{p - 1}{p} \log m \right) \).

Since this result holds for any \( n \), we may pass from capital \( F \) to the lowercase one:

\[
\left\| \sum_{\omega \in T \cap \mathcal{A} F_n} f_{n+1} \chi_\omega \right\|_{L_{p, 1}} \lesssim e^{\alpha(n-n_0)} \| F_{n_0} \|_{L_{p'}(\omega_0)} = m^{\frac{\kappa - 1}{p'}} e^{\alpha(n-n_0)} \mathbb{E} \| F_{n_0} \| \chi_{\omega_0}.
\]

It remains to estimate the sum of the geometric series:

\[
\sum_{n \geq n_0} m^{\frac{\kappa - 1}{p}} \left\| \sum_{\omega \in T \cap \mathcal{A} F_n} f_{n+1} \chi_\omega \right\|_{L_{p, 1}} \lesssim \sum_{n \geq n_0} m^{\frac{\kappa - 1}{p} (n-n_0)} e^{\alpha(n-n_0)} \mathbb{E} \| F_{n_0} \| \chi_{\omega_0} \lesssim \mathbb{E} \| F_{n_0} \| \chi_{\omega_0}.
\]

\[\square\]

4 Proofs of Theorems 1.9 and 1.11

4.1 Proof of inequality (1.6)

We want to estimate the sum

\[
\sum_{n=1}^{\infty} m^{\frac{-1}{p}} \| f_n \|_{L_{p, 1}} \lesssim \sum_{n=0}^{\infty} m^{\frac{-1}{p}} \left\| \sum_{\omega \in \mathcal{C} \cap \mathcal{A} F_n} f_{n+1} \chi_\omega \right\|_{L_{p, 1}} + \sum_{n=0}^{\infty} m^{\frac{-1}{p}} \left\| \sum_{\omega \in \mathcal{F} \cap \mathcal{A} F_n} f_{n+1} \chi_\omega \right\|_{L_{p, 1}}.
\]

We will deal with the two sums separately. We need a slight improvement of the local embedding (1.4) for the Lorentz scale to cope with the sum over convex atoms.

Lemma 4.1. For any \( n \) and any \( \mathcal{F}_{n+1} \)-measurable function \( g \),

\[
\| g \|_{L_{p, 1}} \lesssim m^{\frac{-1}{p}} \| g \|_{L_1}
\]

with a uniform constant.
Proof. We use the fact that $L_{p,1}, p > 1$, is a “normable” space in the sense that there exists a norm $\left\| \cdot \right\|$ on $L_{p,1}$ that is equivalent to the classical quasi-norm on $L_{p,1}$ (see [7]). The norm of a linear operator acting from an $\ell_1$-space to a normed space is attained at one of the extremal points of $\ell_1$ (this is a consequence of the Minkowski inequality). In our case, each such extremal point is a characteristic function of an atom $\omega'$ in $\mathcal{F}_{n+1}$. We compute the norm:

$$
\left\| \left\| \chi_{\omega'} \right\| \right\| \lesssim \left\| \chi_{\omega'} \right\|_{L_{p,1}} \lesssim \left\| \chi_{\omega'} \right\|_{L_p} = m^{\frac{n-1}{n+1}} \left\| \chi_{\omega'} \right\|_{L_1}.
$$

We have used the fact that on the set of characteristic functions of sets, the $L_{p,q}$ norms for different $q$ are comparable.

It remains to combine Corollary 3.3 and Lemma 4.1 to get a half of the desired inequality (1.6):

$$
\sum_{n=0}^{\infty} m^{-\frac{n-1}{n+1}} \left\| \sum_{\omega \in \text{Cor} \cap \mathcal{AF}_n} f_{n+1} \chi_{\omega'} \right\|_{L_{p,1}} \lesssim \left\| F \right\|_{L_1}.
$$

Let $T_1, T_2, \ldots$ be all the trees in our graph, let $\omega_1, \omega_2, \ldots$ be their roots, and let $\omega_j \in \mathcal{AF}_{n_j}$. We use the triangle inequality (for that we need to pass from the standard quasi-norm in $L_{p,1}$ to the norm $\left\| \cdot \right\|$, use the triangle inequality, and then return back to the classical semi-norm):

$$
\sum_{n=0}^{\infty} m^{-\frac{n-1}{n+1}} \left\| \sum_{\omega \in \text{Cor} \cap \mathcal{AF}_n} f_{n+1} \chi_{\omega'} \right\|_{L_{p,1}} \lesssim \sum_{j} \sum_{n=0}^{\infty} m^{-\frac{n-1}{n+1}} \left\| \sum_{\omega \in T_j \cap \mathcal{AF}_n} f_{n+1} \chi_{\omega'} \right\|_{L_{p,1}} \lesssim \sum_{j} E \left\| F_{n_j} \right\| \chi_{\omega_j}.
$$

Note that the parent of each atom $\omega_j$ is convex (otherwise the tree $T_j$ is not maximal by inclusion). Thus, by Lemma 3.2:

$$
\sum_{j} E \left\| F_{n_j} \right\| \chi_{\omega_j} \lesssim \sum_{j} E \left( \left\| F_{n_j} \right\| - \left\| F_{n_j-1} \right\| \right) \chi_{\omega_j} \lesssim E \left\| F \right\|_{L_1}
$$

since each atom $\omega_j$ has at most $m$ children and thus, arises in the sum at most $m$ times. This finishes the proof of (1.6).

4.2 Proof of inequality (1.10)

We need Lemma 2 in [30], which, in our setting, reads as follows.

Lemma 4.2. Suppose that for some fixed number $\gamma > 0$ and any collection $C$ of disjoint atoms, the inequality

$$
\sum_{n} \sum_{\omega \in C \cap \mathcal{AF}_n} E \left| F_n \chi_{\omega} \right| \lesssim \left( \sum_{n} \# \{ \omega \in C \cap \mathcal{AF}_n \} m^{-n} \beta \right)^\gamma
$$

holds true uniformly. Then, $\dim H \geq \beta$.

This version slightly differs from the original one, which was formulated for measures on $\mathbb{R}^d$ instead of $\mathbb{T}$. The proof works verbatim, because the Besicovitch and the Vitali Covering Theorems may be transferred to $\mathbb{T}$. In fact, the geometry of balls in $\mathbb{T}$ is much simpler than in $\mathbb{R}^d$, because two balls either do not intersect, or one of them contains the other. In particular, this simple geometric property of balls immediately leads to the weak Besicovitch covering property, which in its turn, provides the proper analogs of Besicovitch and Vitali coverings. See [20] for the details.
Let us first consider the case of a single tree, i.e. \( F = F_T \) and \( \mu = \mu_T \). We need to prove inequality (4.1) with \( \beta \) arbitrarily close to \( 1 + \frac{\omega_0(1)}{\log m} \). We first combine Hölder’s inequality with Lemma 2.1.

\[
\sum_{\omega \in C \cap A F_n} E |F_n \chi_\omega| \leq \left\| \sum_{\omega \in C \cap A F_n} F_n \chi_\omega \right\|_{L_\beta} \left( m^{-n} \# \{ \omega \in C \cap A F_n \} \right)^{\frac{1}{\beta}} \leq \epsilon^\alpha (n-n_0) m^{-n_0} \beta \left( \# \{ \omega \in C \cap A F_n \} \right)^{\frac{1}{\beta}}, \quad \alpha > \kappa(p^{-1}).
\]

Therefore, by yet another Hölder’s inequality,

\[
\sum_n \sum_{\omega \in C \cap A F_n} E |F_n \chi_\omega| \leq \sum_n \epsilon^\alpha (n-n_0) m^{-n_0} \left( \# \{ \omega \in C \cap A F_n \} \right)^{\frac{1}{\beta}} \leq \left( \sum_n \epsilon^\alpha (n-n_0) m^{-n_0} \right)^{\frac{1}{\beta}} \left( \sum_n \# \{ \omega \in C \cap A F_n \} m^{-n_0} \right)^{\frac{1}{\beta}}.
\]

We have proved (4.1) with \( \gamma = \frac{p-1}{p} \) provided the series in the first multiple converges, that is

\[
\alpha + \frac{p-1}{p} (\beta - 1) \log m < 0.
\]

Thus, it suffices to choose \( \alpha \) for which this inequality holds true. Since we can pick \( \alpha \) as close to \( \kappa(p^{-1}) \) as we want, we are left with proving

\[
\kappa(p^{-1}) + (1 - p^{-1})(\beta - 1) \log m < 0. \quad (4.2)
\]

This inequality is true when \( \log m(\beta - 1) < \kappa'(1) \) and \( p \) is sufficiently close to 1. So, we first choose \( p \) in such a way that (4.2) is true, then choose \( \alpha \) sufficiently close to \( \kappa(p^{-1}) \), and after that choose \( \epsilon \) in Lemma 2.1. We have proved that \( \dim H \mu_T \geq 1 + \frac{\omega_0(1)}{\log m} \) for a single tree \( T \).

Before we pass to the case of a general measure, we need to get more information about a single tree. This requires yet another portion of combinatorics. We call a convex atom \( \omega \) a fruit of \( T \) provided \( \omega^1 \in T \). We call a point \( x \in T \) a leaf of \( T \) provided there is an infinite sequence \( \{ \omega_n \} \) such that \( \omega_n \in T \cap A F_n \) and \( x \in \omega_n \). In other words, the leafs are the points that correspond to infinite paths inside \( T \). It is easy to see that

\[
\omega_0 = \left( \bigcup_{\omega \text{ leaf of } T} \omega \right) \cup \{ x \mid x \text{ is a leaf of } T \},
\]

where \( \omega_0 \) is the root of \( T \). So, we split the measure \( \mu_T \) into two parts \( \mu_{T,c} \) and \( \mu_{T,s} \) that are the restrictions of \( \mu_T \) to the union of all fruits and to the set of leafs, correspondingly.

Now we are ready to cope with the case of a general measure \( \mu \in \mathcal{M} \). We pick some \( \epsilon \) to be chosen later and split \( \mu \) into convex part \( \mu_{C_0} \) and flat part \( \mu_{F_1} \). Note that the convex part is an \( L_1 \) function by Corollary 3.3. So, it suffices to deal with the flat part. For any tree \( T \) in our decomposition,

\[
\| \mu_{T,c} \|_{L_1} = \sum_{\omega \text{ convex in } T} \| \mu_{T,c} \chi_\omega \|_{L_1} \leq \sum_{n=0}^{\infty} \sum_{\omega \text{ convex in } T} \sum_{\omega \in A F_n} E(\|F_{n+1}\| - \|F_n\|) \chi_\omega.
\]

So, if \( T_1, T_2, \ldots \) are all the trees of our decomposition, then \( \sum_j \mu_{T_j,c} \) is an \( L_1 \) function by formula (3.2) and the fact that different trees have different fruits. As for the singular parts, we note that they have disjoint supports. Thus,

\[
\dim H \sum_j \mu_{T_j,s} \geq \inf_j \dim H \mu_{T_j,s}.
\]
which is not less than any number larger than $1 + \frac{\kappa'(1)}{\log m}$, provided $\varepsilon$ is sufficiently small, as we proved before.

### 4.3 Proof of sharpness in Theorem 1.11

In fact, the example showing sharpness was constructed in [11]. We only provide some details. We start with the Eggleston formula. We may represent points $x \in [0,1]$ in $m$-adic system, i.e.

$$x = \sum_{n=0}^{\infty} c(x,n) m^{-n},$$

where $c(x,m) \in [0,m-1]$ are the “digits” of $x$. We should also assume that for any $x$ the sequence $c(x,m)$ is not identical eventually. Let $p_1, p_2, \ldots, p_m$ be the probability distribution on $[0,m-1]$. Consider the set

$$S = \{ x \in [0,1] \mid \forall j = 0, 1, \ldots, m-1 \lim_{n\to\infty} \frac{\#\{k \leq n \mid c(x,k) = j\}}{n} = p_j \}.$$  

Eggleston’s formula (see [11]) says

$$\dim_H S = -\sum_{j=1}^{m} \frac{p_j \log p_j}{\log m}, \quad (4.3)$$

where we measure the Hausdorff dimension of $S$ as of a subset of $[0,1]$ In fact, we need the inequality

$$\dim_H S \leq -\sum_{j=1}^{m} \frac{p_j \log p_j}{\log m}$$

only. This inequality is simpler than the reversed one and the argument of [11] can be transferred to the case where we replace $[0,1]$ with $\mathbb{T}$ with ease (what we need here is that the $m$-adic subintervals of $[0,1]$ have the same diameter as the corresponding cylinders in $\mathbb{T}$).

We note that the infimum in formula (1.11) is attained at some $v \in V$ (since $t \log t$ is a continuous function). We repeat the construction of Lemma 1.3 by writing

$$h_{n+1} = \sum_{\omega \in \mathcal{F}_n} J_\omega[v] \cdot \chi_\omega$$

and

$$F_n = \prod_{i=1}^{n} (1 + h_i).$$

Then $F$ is an $L_1$ martingale. Let $\mu$ be its limit measure. Put $p_j = \frac{1+v_j}{m}$ in the definition of set $S$. It suffices to prove that $\mu(S) = 1$ since $\mu \in \mathcal{M}$ and

$$\dim_H S \geq -\sum_{j=1}^{m} \frac{p_j \log p_j}{\log m} = \sum_{j=1}^{m} \frac{(1+v_j)(\log(1+v_j) - \log m)}{m \log m} = 1 + \frac{\kappa'(1)}{\log m}$$

since $v$ is the extremal vector in (1.11). To prove that $\mu(S) = 1$, we consider yet another probability space $(\mathbb{T}, \mu)$ (clearly, $\mu$ is a probability measure). Consider the random variables

$$\xi_{n,j}(x) = \chi_{\{c(x,n)=j\}}.$$  

Note that $E \xi_{n,j} = p_j$ and these random variables are independent (when $j$ is fixed). Thus, by the Kolmogorov Strong Law of Large Numbers,

$$\frac{\#\{k \leq n \mid c(x,k) = j\}}{n} = \frac{\sum_{k \leq n} \xi_{n,j}}{n} \to p_j$$

for any $j$ almost surely (with respect to $\mu$). Therefore, $\mu(S) = 1$ and Theorem 1.11 is proved.
5 Comparison with Roginskaya–Wojciechowski conjecture

Let us consider the translation invariant case again (the space $W$ is given by formula (1.12)). We may try to make a conjecture similar to Conjecture 1 in [21].

**Conjecture 3.** If $\dim W_\gamma = k$ for all $\gamma \in G \setminus \{0\}$, then $\dim H_\mu \geq \frac{m-k}{m}$.

It is easy to see that such a conjecture cannot hold: if $\cap_{\gamma\neq0} W_\gamma \neq \{0\}$, then the second structural assumption is violated, and we can find a delta-measure in $\mathfrak{M}$. However, we can easily deduce the statement below from Theorem 1.11.

**Corollary 5.1.** For any $a \in \mathbb{R}^\ell$, consider the set $W^{-1}(a)$ given by the rule:

$$W^{-1}(a) = \{ \gamma \in G \mid a \in W_\gamma \cap W_{-\gamma} \}.$$ 

If, for any $a \in \mathbb{C}^\ell \setminus \{0\}$, the set $W^{-1}(a)$ is contained in a subgroup of size $K$, then $\dim H_\mu \geq 1 - \frac{\log K}{\log m}$ for any $\mu \in \mathfrak{M}$.

We can regard it as a model of the following conjecture from [2].

**Definition 5.1.** We say that a non-constant function $\Omega: S^{d-1} \to G(d,1)$ is $k$-antisymmetric $(k = 0, 1, \ldots, d-1)$, if

$$\bigcap_{\xi \in S^{d-1} \cap L} \Omega(\xi) = \{0\}$$

for each $(k+1)$-dimensional subspace $L \subset \mathbb{R}^d$. Denote

$$a(\Omega) = \min\{k \mid \Omega \text{ is } k\text{-antisymmetric}\}.$$ 

**Conjecture 4.** If $\mu \in \mathfrak{M}$ for a smooth non-constant function $\Omega$, then

$$\dim H(\mu) \geq d - a(\Omega).$$

6 Analogs of trace theorems

We have studied the $L_p$-regularity properties of $I_\alpha[F]$, where $F \in \mathfrak{M}$. What about its continuity properties? Say, when are we able to define the trace of $I_\alpha[F]$ on a set $E$ of fractional dimension? As usual, we will find the inspiration in the classical real-variable case. It is known (see, e.g. [17]) that $W^1_p(\mathbb{R}^d)$ embeds into $L_p(\nu)$ if and only if $\nu(B_r(x))^{\frac{1}{p}} \lesssim r^{d-1}$ for any ball $B_r(x)$ (the symbol $B_r(x)$ denotes the Euclidean ball of radius $r$ centered at $x$). In particular, a Sobolev function with $L_1$ derivatives has meaningful traces on $(d-1)$-dimensional surfaces. We signalize that $I_1[\nabla f]$ does not necessarily have a meaningful trace on a hyperplane. In fact, this is the first time when our statements really “feel” the difference between $I_1[\nabla f]$ and $f$.

**Definition 6.1.** We say that a measure $\nu$ with bounded variation on $\mathbb{T}$ satisfies the $(\alpha, p)$ Frostman condition provided

$$\forall n \geq 0 \quad \forall \omega \in A_F n \quad (\nu(\omega))^{\frac{1}{p}} \lesssim m^{(\alpha-1)n}. \quad (6.1)$$

**Remark 6.1.** The $(\alpha, p)$ Frostman condition is necessary for the continuity of the mapping $I_\alpha: \mathfrak{M} \to L_p(\nu)$.

The theorem below is a straightforward generalization of Theorem 1.11 so we leave its proof to the reader.
Theorem 6.1. Let $p > 1$. If $\nu$ satisfies the $(\alpha, p)$ Frostman condition and $W$ satisfies the second structural assumption, then the mapping $I_\alpha : W \to L_p(\nu)$ is continuous.

The limiting case $p = 1$ is more involved.

Theorem 6.2. Assume $\nu$ satisfies the $(\alpha, 1)$ Frostman condition and

$\alpha > -\kappa'(1) \log m.$

(6.2)

Then, the mapping $I_\alpha : W \to L_1(\nu)$ is continuous.

It seems that the limit case of equality in (6.2) is delicate in the already mentioned sense: maybe, we can replace the positive operator $I_\alpha$ by an operator of the same order that has more cancellations to have the continuity.

We are able to prove sharpness of (6.2) only in a very special case where the function $\kappa$ is linear (note that the classical Sobolev spaces satisfy this condition).

Lemma 6.2. Let the function $\kappa$ be linear on the interval $[0, 1]$. If the mapping $I_\alpha : W \to L_1(\nu)$ is continuous, then

(6.2).

Proof of Theorem 6.2. The proof follows the lines of the proof of Theorem 1.9 with slight modifications. As usual, we will estimate $\| I_\alpha[F_{\text{Co}}] \|_{L_1(\nu)}$ and $\| I_\alpha[F_T] \|_{L_1(\nu)}$ separately. Here is the estimate for the convex part:

$$
\| I_\alpha[F_{\text{Co}}] \|_{L_1(\nu)} \leq \sum_{n \geq 0} m^{-\alpha n} \| (f_{\text{Co}})_{n+1} \|_{L_1(\nu)} = \sum_{n \geq 0} m^{-\alpha n} \left( \sum_{\omega \in \text{Co} \cap \mathcal{A}F_n} |f_{n+1}| \nu(\omega) \right)^{\frac{1}{p}}
$$

$$
\leq \sum_{n \geq 0} m^{-\alpha n} \left( \sum_{\omega \in \text{Co} \cap \mathcal{A}F_n} |f_{n+1}| \right)^{\frac{1}{p}} \leq \| F \|_{L_p}.
$$

(6.1)

$$
\| I_\alpha[F_T] \|_{L_1(\nu)} \lesssim m^{-n_0} |F_{n_0}(\omega_0)|
$$

(6.3)

for any tree of flat atoms $T$ with the root $\omega_0 \in \mathcal{A}F_{n_0}$, leads to the wanted estimate for the flat part. So, it remains to prove (6.3).

Let $\{ N_n \}_n$ be the martingale that represents $\nu$. We interpolate the $(\alpha, 1)$-Frostman condition

$$
\| N_n \|_{L_\infty} \lesssim m^{\alpha n}
$$

with the trivial bound $\| N_n \|_{L_1(\omega_0)} \lesssim m^{(\alpha-1)n_0}$ to get

$$
\| N_n \|_{L_p(\omega_0)} \lesssim m^{\frac{\alpha}{p}(\alpha-1)n_0 + \frac{\alpha n}{p}}.
$$

(6.4)
Now we can prove (6.3):

\[ \| I^\alpha [F_T]\|_{L_1(\nu)} \leq \sum_{n \geq n_0} m^{-\alpha n} \sum_{\omega \in \mathcal{T} \cap \mathcal{A}F_n} |f_{n+1}|_\omega \right| \nu(\omega) = \sum_{n \geq n_0} m^{-\alpha n} \mathbb{E} \left( \sum_{\omega \in \mathcal{T} \cap \mathcal{A}F_n} |f_{n+1}|_\omega \right| \chi_\omega N_n \|_{L_p(\omega)} \leq \sum_{n \geq n_0} m^{-\alpha n} \varepsilon \left( \sum_{\omega \in \mathcal{T} \cap \mathcal{A}F_n} |f_{n+1}|_\omega \right| \chi_\omega N_n \|_{L_p(\omega)} < \varepsilon \]

\[ \sum_{n \geq n_0} m^{-\alpha n} e^{\beta(n-n_0)} \| F_{n_0} \|_{L_p(\omega_0)} \| N_n \|_{L_p(\omega_0)} \leq \sum_{n \geq n_0} m^{-\alpha n} e^{\beta(n-n_0)} \| F_{n_0} \|_{L_p(\omega_0)} \| N_n \|_{L_p(\omega_0)} \leq \sum_{n \geq n_0} m^{-\alpha n} e^{\beta(n-n_0)} \leq m^{-1} \sum_{n \geq n_0} m^{-\alpha n} e^{\beta(n-n_0)} \| F_{n_0} \|_{L_p(\omega_0)} \| N_n \|_{L_p(\omega_0)} \]

In order for the geometric series to converge, we should find \( \beta > \kappa(p^{-1}) \) such that \( \beta < (1 - \frac{1}{p}) \alpha \log m \) or, what is the same,

\[ \alpha > \frac{\kappa(p^{-1})}{(1 - \frac{1}{p}) \log m} \]

For sufficiently small \( p \), this follows from (6.2). \( \square \)

**Proof of Lemma 6.2.** Let \( v \in V \) be such that

\[ \left( \frac{1}{m} \sum_{j=1}^{m} |1 + v_j|^2 \right)^{\frac{1}{2}} = e^{\kappa(\frac{1}{2})}, \]

there exists non-zero \( a \in \mathbb{R}^l \) such that \( v \otimes a \in W \) and \( v_j \geq -1 \) for all \( j \). We construct the multiplicative martingale \( F \) similar to the one used in the proof of Lemma 1.3:

\[ F_n = \prod_{j \leq n} (1 + h_n), \quad h_n = \sum_{\omega \in \mathcal{A}F_n} J_\omega[v] \chi_\omega. \]

We define the measure \( \nu \) by the formula

\[ \nu = F_0 + I_\gamma[F], \]

where \( \gamma \) is a non-negative number to be chosen later. Since \( F \geq 0 \), \( \nu \) is also non-negative. Let \( \{ N_n \}_n \) be the martingale that represents \( \nu \). Then,

\[ \| N_{n_0} \|_{L_\infty} \leq \sum_{n < n_0} m^{-\gamma n} f_{n+1} \|_{L_\infty} \leq \sum_{n < n_0} m^{-\gamma n} e^{n(\kappa(0) - \gamma \log m)} \]

\[ \leq m^{-1} e^{n(\kappa(0) - \gamma \log m)} \]

provided \( \gamma < \frac{\kappa(0)}{\log m} \). Thus, \( \nu \) satisfies \((\alpha, 1)\)-Frostman condition with \( \alpha = \frac{\kappa(0)}{\log m} - \gamma \).
Now we estimate $\|I_\alpha[F]\|_{L^1(\nu)}$ from below:

$$
\|I_\alpha[F]\|_{L^1(\nu)} \gtrsim \mathbb{E} I_\alpha[F]|F| = \sum_{n > 0} m^{-\alpha+\gamma} e^{2\kappa(\frac{1}{2})} \log m.
$$

Since $2\kappa(\frac{1}{2}) = \kappa(0)$, this series diverges, and $\|I_\alpha[F]\|_{L^1(\nu)}$ is infinite. We note that $F \otimes a \in \mathcal{W}$, and so, $I_\alpha : \mathcal{W} \to L^1(\nu)$ is not bounded. Since $\kappa(0) = -\kappa'(1)$, we may take any $\alpha \in (0, -\kappa'(1)]$.
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