Necessary and sufficient stability conditions for integral delay systems
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Summary  
A Lyapunov-Krasovskii functional with prescribed derivative whose construction does not require the stability of the system is introduced. It leads to the presentation of stability/instability theorems. By evaluating the functional at initial conditions depending on the fundamental matrix we are able to present necessary and sufficient stability conditions expressed exclusively in terms of the delay Lyapunov matrix for integral delay systems. Some examples illustrate and validate the stability conditions.  
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1 | INTRODUCTION  

The integral delay equation (IDE) is a particular case of the renewal equation (when the kernel of the integral has a finite support), which has been introduced by Euler[1] in his studies on population dynamics and revisited by Lotka[2]. It was adapted to the description of infectious diseases spread by Kermack and McHendrick[3], leading to more complex Erlang-SEIR ordinary differential models with substages. The differential form, describing the number of individuals in a given class, and the integral form, focusing at the spread through time of infection by cohorts of infectors, are shown to be equivalent[4]. The parameters characterizing the ordinary differential equations, in particular the basic reproductive number $R_0$ and the generation-interval distribution are connected through the Euler-Lotka equation. While the differential form is preferred for the evaluation of optimal mitigation strategies, epidemiologists agree that the generation-interval distribution is easier to infer[5] from contact tracing data at the early exponential growth stage of an outbreak. Moreover, the IDE description may have advantages in numerical simulations as it reduces compartmental descriptions to a single integral equation. It is not our purpose to review here the outstanding body of theoretical and practical studies on biological applications of integral delay systems[6-11], but to point out its high relevance in the context of the current Covid-19 pandemics, as a motivation for our study of stability.  

IDEs also arise in the challenging and widespread engineering control problem of systems with input delays: in the well-known finite spectrum assignment[12] strategy, an integral control law allows, under a spectral controllability assumption, placing a closed-loop system finite number of poles anywhere in the left-hand side of the complex plane. Here, the stability of an IDE...
describing internal dynamics is shown to be crucial for the correct implementation of the control law when using numerical methods.\textsuperscript{13}

In a more theoretical vein, the analysis of the stability of IDEs has received attention recently, in particular in the Lyapunov-Krasovskii/LMI’s framework that provides sufficient stability condition.\textsuperscript{13,15,16,17} The aim of the present contribution is to present necessary and sufficient stability conditions for a class of IDE. The Lyapunov functionals and matrices framework presented in the book authored by Kharitonov\textsuperscript{19} is the privileged one in this pursuit, as attested by the past decade necessary and sufficient stability results on pointwise,\textsuperscript{20} distributed,\textsuperscript{21} and neutral type differential delays systems.\textsuperscript{22} The basic theory for integral equation is not covered in the abovementioned monograph, but in the case of exponentially stable systems, a functional with prescribed derivative is available\textsuperscript{23} and a new definition of the Lyapunov matrix lead to necessary stability conditions expressed in terms of the Lyapunov matrix.\textsuperscript{24} Notice that the presented framework carries important issues on the Lyapunov matrices as the existence and uniqueness,\textsuperscript{25,26} and of course its computation.\textsuperscript{23,27,28}

The paper is organized as follows: The integral delay system is introduced in Section 2 some auxiliary elements are given in Section 3 new properties of the Lyapunov matrix proved without stability assumption, a crucial issue when looking for necessary and sufficient conditions, and a new Lyapunov-Krasovskii functional, which satisfies a prescribed derivative independently of the system stability are introduced in Section 4. Section 5 is devoted to key results required in the main proof; stability/instability results for a modified functional and a bilinear functional. We arrive at the main result in Section 6 necessary and sufficient stability conditions expressed exclusively in terms of the delay Lyapunov matrix of the IDE. We validate the necessary and sufficient stability conditions by examples in Section 7 and end the paper with some concluding remarks. For the sake of readability, most of the proofs are given in the appendix.

\textbf{Notation}: The smallest eigenvalue of a symmetric matrix $Q$ is denoted by $\lambda_{\text{min}}(Q)$, while notation $Q \succ 0$, $Q \preceq 0$ means that $Q$ is positive definite and not positive semi-definite, respectively. The block matrix of $r \times r$ blocks with the block $A_{ij}$ in the $i$-th row and $j$-th column is written as $[A_{ij}]_{i,j=1}^r$. The euclidean norm for vectors is denoted by $\| \cdot \|$, $\mathcal{PC}_h$ is the space of piecewise continuous bounded functions of dimension $n$ defined on $[-h, 0)$, the weak derivative of a function $u$ with respect to its argument $t$ is written as $\frac{d}{dt} u$ or $u'$, if exists.

\section{THE SYSTEM}

Consider the linear integral delay system

$$x(t) = \int_{-h}^{0} F(\theta)x(t + \theta)d\theta, \quad t \geq 0, \quad (1)$$

where $x(t) \in \mathbb{R}^n$, delay $h > 0$. In this paper, function $x(t, \varphi), t \geq -h$, is a solution of system (1), corresponding to the initial function $\varphi \in \mathcal{PC}_h$, if it is a piecewise-continuous function, defined on $[-h, \infty)$, satisfying the initial condition

$$x(\theta, \varphi) = \varphi(\theta), \quad \theta \in [-h, 0).$$

Kernel $F$ in formula (1) is assumed to be a function of bounded variation. Notice that without any loss of generality we can assume that at every point of segment $[-h, 0]$ function $F$ is either left or right continuous.

Reduce now the initial value problem for system (1) to the renewal equation. If we introduce a simple extension

$$\tilde{F}(t) = \begin{cases} F(t), & t \in [-h, 0], \\ 0, & \text{elsewhere}, \end{cases} \quad (2)$$

of function $F$, we obtain the equation

$$x(t) = g(t) + \int_{0}^{t} \tilde{F}(\theta - t)x(\theta)d\theta, \quad t \geq 0, \quad (3)$$

where

$$g(t) = \begin{cases} \int_{-h}^{t} F(\theta)\varphi(t + \theta)d\theta, & t \in [0, h], \\ 0, & \text{elsewhere}, \end{cases}$$

$F$ is written as $F = \sum_{k=1}^{r} F_k \otimes F_k$, and a simple extension $\tilde{F}$ is written as $\tilde{F} = \sum_{k=1}^{r} \tilde{F}_k \otimes \tilde{F}_k$, where $\otimes$ denotes the Kronecker product.
is a continuous on \([0, \infty)\) function.

It has been shown by Bellman and Cooke\(^5\) that in the scalar case equation (5) has a unique solution, and the solution is continuous, if function \(g\) is. For the nonscalar case the result can be proved in a similar way.

The restriction of the solution to the interval \([t - h, t)\) is defined by \(x_t(\varphi)\):

\[
x_t(\varphi)(\theta) = x(t + \theta, \varphi), \quad \theta \in [-h, 0).
\]

### 3 AUXILIARY ELEMENTS

**Definition 1.** The complex number \(s\) is called an eigenvalue of system (1), if

\[
\det H(s) = 0,
\]

where \(H\) is the characteristic matrix:

\[
H(s) = I - \int_{-h}^{0} e^s \varphi(t) dt.
\]

**Assumption 1.** System (1) does not have pure imaginary eigenvalues.

We introduce the seminorm \(\| \cdot \|_H\):

\[
\| \varphi \|_H = \sqrt{-h} \int_{-h}^{0} \| \varphi(t) \|^2 dt.
\]

**Definition 2.** System (1) is said to be exponentially stable, if there exist constants \(\sigma > 0\) and \(\gamma \geq 1\), such that for any \(\varphi \in PC_h\)

\[
\| x(t, \varphi) \| \leq \gamma \| \varphi \|_H e^{-\sigma t}, \quad t \geq 0.
\]

The \(n \times n\) matrix \(K(t), t \geq -h\), is known as the fundamental matrix of (1) and is the unique solution of the equation

\[
K(t) = \int_{-h}^{0} F(\varphi)K(t + \varphi) d\varphi, \quad t \geq 0,
\]

with initial condition,

\[
K(t) = K_0 = \left( \int_{-h}^{0} F(\varphi) d\varphi - I \right)^{-1}, \quad t < 0.
\]

Under Assumption 1 the matrix in brackets is invertible. Notice that the matrix defined in (4)-(5) satisfies also the equation

\[
K(t) = \int_{-h}^{0} K(t + \varphi) F(\varphi) d\varphi, \quad t \geq 0,
\]

that can be proved via the Laplace transform, like it has been done for differential-difference systems\(^6\).

**Lemma 1.** The fundamental matrix \(K\) is such that

\[
K(0) - K_0 = I.
\]

**Proof.** We evaluate equality (4) (resp. equality (6)) at \(t = 0\), as \(\varphi \in [-h, 0]\), then \(K(\theta) = K_0\) almost everywhere. Subtracting and factorizing \(K_0\) on the right (resp. on the left), Lemma 1 follows by (5). \(\square\)

**Lemma 2.** The fundamental matrix \(K\) is absolutely continuous on \([0, \infty)\) and its weak derivative satisfies equation

\[
K'(t) = \tilde{F}(-t) + \int_{-h}^{t} K'(\varphi) \tilde{F}(\varphi - t) d\varphi, \quad t \geq 0.
\]

**Proof.** The renewal equation (7) has a unique solution \(K'\), which is Lebesgue integrable and bounded\(^6\). It remains to show that the solution is a weak derivative of the fundamental matrix.
As the fundamental matrix is unique, it remains to show that the function

\[ K(t) = \begin{cases} K(0) + \int_0^t K'(s)ds, & t \geq 0, \\ K_0, & t < 0, \end{cases} \]  

(8)

satisfies equality (6).

Notice that the equality can be rewritten in the form

\[ K(t) = K_0 - t \int_{-\infty}^{t} K''(\theta)d\theta + \int_{0}^{t} K(\theta)F(\theta - t)d\theta, \quad t \geq 0. \]  

(9)

To finish the proof it remains to substitute (8) into (9), and obtain an identity, using equality (7).

**Corollary 1.** For exponentially stable systems, functions \( \|K(t)\| \) and \( \|K'(t)\|, t > 0 \), exponentially decrease to zero while \( t \) increases.

Notice that by changing the order of integration the Cauchy formula \[ \text{can be rewritten as} \]

\[ x(t, \varphi) = \int_{-\infty}^{0} \frac{d}{dt} \int_{-\infty}^{\xi} K(t - \xi + \theta)F(\theta)d\theta\varphi(\xi)d\xi, \quad t \geq 0. \]

(10)

## 4 | THE LYAPUNOV MATRIX AND THE COMPLETE TYPE FUNCTIONAL

### 4.1 | The Case of Exponential Stability

Introduce the Lyapunov matrix for equation (1).

**Lemma 3.** Let (1) be exponentially stable. For every \( n \times n \) matrix \( W \) the matrix

\[ U(\tau) = \int_{0}^{\infty} (K(t) - K_0)^T W K(t + \tau)dt \]  

(11)

is well defined for \( \tau \in \mathbb{R} \).

The matrix-valued function \( U \) is called the Lyapunov matrix for system (1). This matrix is the core element of the necessary and sufficient stability conditions in the main result of this paper. For an exponentially stable system (1), the Lyapunov matrix (11) associated with a symmetric matrix \( W \) satisfies the dynamic property

\[ U(\tau) = \int_{-\infty}^{0} U(\tau + \theta)F(\theta)d\theta, \quad \tau \geq 0, \]  

(12)

and the symmetry property

\[ U(-\tau) = U^T(\tau) + P - \tau K_0^T WK_0, \quad \tau \in \mathbb{R}, \]  

(13)

where the skew-symmetric matrix \( P \) is given by

\[ P = S^T WK_0 - K_0^T WK_0, \]  

(14)

\[ S = K_0 \int_{-\infty}^{0} \theta F(\theta)d\theta K_0. \]  

(15)

We will need the following technical result.

**Lemma 4.** If system (1) is exponentially stable, for \( \tau < 0 \)

\[ U''(\tau) = -K''(\tau)W - \int_{0}^{\infty} K''(t - \tau)W K(t)dt. \]  

(16)
Proof. If $\tau < 0$, 
\[
U(\tau) = \int_0^\infty (K(t) - K_0)^T W K(t + \tau) dt = \left[ \int_0^{-\tau} K^T(t) dt + \tau K_0^T \right] W K_0 + \int_{-\tau}^{\infty} (K(t) - K_0)^T W K(t + \tau) dt.
\]
The first derivative is equal to 
\[
U'(\tau) = -K^T(-\tau) W K_0 + K_0^T W K_0 + \left( K(-\tau) - K_0 \right)^T W K(0) + \int_{-\tau}^{\infty} \left( K(t) - K_0 \right)^T W K'(t + \tau) dt
\]
\[
= K^T(-\tau) W - K_0^T W + \int_{0}^{\infty} \left( K(t - \tau) - K_0 \right)^T W K'(t) dt.
\]
Therefore, the second derivative is given by formula (16).

Based on the Lyapunov matrix we define the quadratic functional $v_0(\phi), \phi \in PC_h$, that satisfies the equality 
\[
\frac{d}{dt} v_0(x_t(\phi)) = -x^T(t, \phi) W x(t, \phi), \quad t \geq 0,
\]
along the trajectories of (1) for a given symmetric positive definite matrix $W$.

Integrating (17) from $t = 0$ to $t = T > 0$ and the assumption that (1) is exponentially stable, $x_T \to 0$ as $T \to \infty$, implies that 
\[
v_0(\phi) = \int_0^T x^T(t, \phi) W x(t, \phi) dt.
\]

Substitution of the Cauchy formula (10) into (18) yields 
\[
v_0(\phi) = \int_0^\infty \int_{-h}^{\xi_1} \int_{-h}^{\xi_1} \phi^T(\xi_1, \xi_2) d\xi_1 d\xi_2 \int_{-h}^{\xi_1} F^T(\theta_1) K^T(t - \xi_1 + \theta_1) d\theta_1 d\xi_1 \int_{-h}^{\xi_2} F^T(\theta_2) d\theta_2 \int_{-h}^{\xi_2} d\xi_2 \int_{-h}^{\xi_2} d\xi_2 
\]
Changing the order of integration, we obtain 
\[
v_0(\phi) = \int_0^0 \int_{-h}^{\xi_1} \int_{-h}^{\xi_1} \phi^T(\xi_1, \xi_2) Q(\xi_1, \xi_2) d\xi_1 d\xi_2, \tag{19}
\]
where, for $\xi_1, \xi_2 \in [-h, 0]$,
\[
Q(\xi_1, \xi_2) = \int_0^\xi_1 \int_{-h}^{\xi_1} F^T(\theta_1) K^T(t - \xi_1 + \theta_1) d\theta_1 d\xi_1 \int_{-h}^{\xi_2} F^T(\theta_2) d\theta_2 \int_{-h}^{\xi_2} d\xi_2 \int_{-h}^{\xi_2} d\xi_2. \tag{20}
\]
The proof of the following theorem is given in Appendix A.

Theorem 1. Let system (1) be exponentially stable. For $\xi_1, \xi_2 \in [-h, 0]$ 
\[
Q(\xi_1, \xi_2) = -\int_{-h}^{\xi_1} U''(\xi_1 - \xi_2 + \theta) F(\theta) d\theta + \int_{\xi_1}^{0} \int_{-h}^{\xi_2} F^T(\theta_1) U''(\xi_1 - \theta_1 - \xi_2 + \theta_2) F(\theta_2) d\theta_1 d\theta_2. \tag{21}
\]

4.2 The General Case

Properties (12) and (13) allow introducing a new definition of the Lyapunov matrix, which does not require the exponential stability of system (1).

Definition 3. Let $W$ be a positive definite matrix. Function $U(\tau) \in \mathbb{R}^{n \times n}, \tau \in \mathbb{R}$, which is absolutely continuous and has bounded first and second weak derivatives on any segment $[a, b]$, such that $0 \notin (a, b)$ (i.e., the set does not contain zero as its interior point), is called the Lyapunov matrix for system (1), if it satisfies the dynamic property (12) and the symmetry property (13).
Remark 1. The problem of the existence of the Lyapunov matrix arises. It has been shown in\textsuperscript{25} that for a special case of system (1), the Lyapunov matrix exists and is unique if and only if the Lyapunov condition holds, i.e., the system has no eigenvalues, which are symmetric with respect to zero. This result is expected to be also true in the general case, but requires a separate investigation.

Remark 2. It is worth mentioning that as shown in Section 4.1, in the case of exponential stability matrix (11) satisfies the new definition.

We present new properties that do not rely on the system stability, a feature that is crucial in the proof of sufficient stability conditions. The proof of the following lemma is in Appendix B.

Lemma 5. The Lyapunov matrix satisfies the following properties for $\tau \in \mathbb{R}$:

\begin{align}
U(\tau) &= \int_{-\tau}^{\tau} F(\theta)U(\tau - \theta)d\theta + W S - W \int_{0}^{\tau} K(s)ds, \\
U(\tau) &= \int_{-\tau}^{\tau} U(\tau + \theta)F(\theta)d\theta + \int_{-\tau}^{\tau} (K(s) - K_0)^T dSW. 
\end{align}

Corollary 2. For $\tau \in \mathbb{R}$

\begin{align}
U'(\tau) &= \int_{-\tau}^{\tau} F(\theta)U'(\tau - \theta)d\theta - WK(\tau).
\end{align}

The next result can be easily derived from formula (23), taking into account that for negative $\tau$, the argument of matrix $U$ in the formula is always negative.

Corollary 3. If $\tau < 0$,

\begin{align}
U''(\tau) &= \int_{-\tau}^{\tau} U''(\tau + \theta)F(\theta)d\theta - K'^T(-\tau)W.
\end{align}

The proof of the next lemma is given in Appendix C.

Lemma 6. The Lyapunov matrix satisfies the following relation with the fundamental matrix $K$ for $\tau_1, \tau_2 \in [0, h]$

\begin{align}
U(\tau_2 - \tau_1) &= \int_{-\tau_1}^{\tau_2} U'(-\tau_1 - \xi + \theta)F(\theta)d\theta K(\tau_2 + \xi)d\xi + \int_{-\tau_1}^{\tau_2} (K(\tau_1 + \xi) - K_0)^T W K(\tau_2 + \xi)d\xi.
\end{align}

Consider functional (19). It is important to notice that formula (21), in contrast to formula (20), makes sense even if the system is not exponentially stable, and only the existence of the Lyapunov matrix is needed. Thus, we can use formula (21) as a new definition of function $Q$. If we substitute this function into (19), we can show that the functional satisfies equality (17) independently of the stability of system (1). The proof can be found in Appendix D.

Theorem 2. Functional (19) with $Q$ defined by formula (21) satisfies equality (17) along the trajectories of system (1).

5 | KEY RESULTS

In this section we introduce the new functional $\nu_1$ and the corresponding bilinear functional, and present fundamental stability/instability results.

Consider the bilinear functional

\begin{align}
z(\varphi, \psi) &= \int_{-h}^{0} \int_{-h}^{0} \varphi^T(\xi_1)Q(\xi_1, \xi_2)\psi(\xi_2)d\xi_2d\xi_1 + \int_{-h}^{0} \varphi^T(\xi)W\psi(\xi)d\xi, \quad \varphi, \psi \in PC_h,
\end{align}
with corresponding quadratic functional

\[ v_1(\varphi) = z(\varphi, \varphi) = v_0(\varphi) + \int_{-h}^{0} \varphi^T(\theta)W(\varphi(\theta))d\theta, \quad \varphi \in PC_h . \]  

(26)

**Theorem 3.** Functional \( v_1 \) is such that the following hold:

i) Its derivative along the trajectories of (1) is equal to

\[ \frac{d}{dt} v_1(x_t(\varphi)) = -x^T(t-h, \varphi)Wx(t-h, \varphi). \]  

(27)

ii) It is continuous in the sense that for any \( \varphi \in PC_h \) and any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[ v_1(\varphi) - v_1(\psi) < \varepsilon. \]

iii) If system (1) is exponentially stable, then (26) admits a lower bound

\[ v_1(\varphi) \geq \alpha \|\varphi\|_{\mathcal{H}_f}^2, \quad \alpha > 0. \]

**Proof.** The derivative of functional \( v_0 \) is equal to (17). Applying the change of variable \( s = t + \theta \), the derivative of the second term in the r.h.s of (26) is

\[ \frac{d}{dt} \int_{-h}^{t} x^T(s, \varphi)Wx(s, \varphi)ds = x^T(t, \varphi)Wx(t, \varphi) - x^T(t-h, \varphi)Wx(t-h, \varphi), \]

and i) follows directly.

The continuity of the functional is a consequence of the uniform boundedness of function \( Q \) defined by formula (21). Function \( Q \) is bounded, as the second derivative of the Lyapunov matrix is (by Definition 3).

To prove iii), we define the functional

\[ \bar{v}(\varphi) = v_1(\varphi) - \alpha \|\varphi\|_{\mathcal{H}_f}^2 = v_1(\varphi) - \alpha \int_{-h}^{0} \|\varphi(\theta)\|_{\mathcal{H}_f}^2d\theta. \]

Then

\[ \frac{d}{dt} \bar{v}(x_t(\varphi)) = -\bar{v}(x_t(\varphi)) = -x^T(t-h, \varphi)Wx(t-h, \varphi) - \alpha \left( x^T(t, \varphi)x(t, \varphi) - x^T(t-h, \varphi)x(t-h, \varphi) \right). \]

If \( \alpha \in [0, \lambda_{\min}(W)] \), then \( \bar{v}(x_t(\varphi)) \geq 0 \). As system (1) is exponentially stable, we can represent \( \bar{v} \) as

\[ \bar{v}(\varphi) = \int_{0}^{\infty} \bar{v}(\varphi)dt \geq 0, \]

and iii) follows.

Consider the functions of the form

\[ \psi(\theta) = \sum_{i=1}^{r} \left( K(\tau_i + \theta) - K_0 \right) \gamma_i, \]  

(28)

where \( r \) is a positive integer,

\[ \tau_i \in (0, h], \quad \gamma_i \in \mathbb{R}^n, \quad i = 1, \ldots, r. \]

Now we prove that when valued at functions of the form (28) our functional \( v_1 \) takes a very simple quadratic form, which is based on a finite number of values of the Lyapunov matrix, and does not contain any integrals, which are hard to compute. The proof is given in Appendix E.

**Lemma 7.** For any \( \tau_1, \tau_2 \in (0, h] \), arbitrary vectors \( \gamma_1, \gamma_2 \in \mathbb{R}^n \) and functions

\[ \varphi_i(\theta) = \left( K(\tau_i + \theta) - K_0 \right) \gamma_i, \quad \theta \in [-h, 0), \quad i = 1, 2, \]

(29)
the bilinear functional \( z \) can be expressed as

\[
z(\varphi_1, \varphi_2) = y_1^T L(\tau_1, \tau_2)y_2,
\]

where

\[
L(\tau_1, \tau_2) = U(0) - U(-\tau_1) - U(\tau_2) + U(\tau_2 - \tau_1).
\]

**Corollary 4.** For any function \( \psi \) of the form (28)

\[
v_1(\psi) = y^T \mathcal{K}_r(\tau_1, \ldots, \tau_r) y,
\]

where the block-matrix

\[
\mathcal{K}_r(\tau_1, \ldots, \tau_r) = [L(\tau_i, \tau_j)]'_{i,j=1},
\]

and vector-column

\[
y = [y_1^T, \ldots, y_r^T]^T.
\]

**Lemma 8.** The block matrix \( \mathcal{K}_r(\tau_1, \ldots, \tau_r) \) is symmetric, i.e., the following equality is satisfied

\[
L(\tau_i, \tau_j) = L^T(\tau_j, \tau_i).
\]

**Proof.** By definition (29), we have

\[
L(\tau_j, \tau_i) = U(0) - U(-\tau_j) - U(\tau_i) + U(\tau_i - \tau_j),
\]

with the help of the symmetric property (13), we can write

\[
L(\tau_j, \tau_i) = U^T(0) - U^T(\tau_j) - U^T(-\tau_j) + U^T(\tau_i - \tau_j),
\]

which implies (30).

\[\square\]

Notice that in the case of equidistant points

\[
\tau_i = i \frac{h}{r}, \quad i = 1, \ldots, r,
\]

the matrix \( \mathcal{K}_r \) is of the form

\[
\mathcal{K}_r \left( \frac{h}{r}, \frac{2h}{r}, \frac{3h}{r}, \ldots, \frac{rh}{r} \right) = \left[ L \left( \frac{jh}{r}, \frac{jh}{r} \right) \right]_{i,j=1}^r.
\]

Now we give an instability theorem. A similar result, which is based on an interesting idea\( ^{29} \), was previously proven in the context of differential systems with pointwise\( ^{20} \) and distributed delays\( ^{21} \). It states that if system (1) is unstable, then the functional \( v_1 \) is unbounded from below. The proof is given in Appendix F.

**Theorem 4.** If system (1) is unstable and satisfies Assumption 1, then for every \( c > 0 \) there exists a function of the form (28) with equidistant points (31), such that

\[
v_1(\psi) \leq -c.
\]

\[6 \quad \textbf{MAIN RESULT: STABILITY CONDITIONS}\]

We are now ready to present the main contribution of this work, necessary and sufficient stability conditions for integral delay system (1) in terms of the delay Lyapunov matrix.

**Theorem 5.** Let Assumption 1 hold. System (1) is exponentially stable if and only if for every natural number \( r \geq 2 \)

\[
\left[ L \left( \frac{jh}{r}, \frac{jh}{r} \right) \right]_{i,j=1}^r > 0.
\]

Moreover, if system (1) is unstable, then there exists a natural number \( r \), such that

\[
\left[ L \left( \frac{jh}{r}, \frac{jh}{r} \right) \right]_{i,j=1}^r \neq 0.
\]

**Proof.** Necessity: As we assume that system (1) is exponentially stable, Theorem 8 together with Corollary 4 imply that

\[
v_1(\psi) = y^T \left[ L \left( \frac{jh}{r}, \frac{jh}{r} \right) \right]_{i,j=1}^r y \geq a \| \psi \|^2_H,
\]

if \( \psi \) is defined by (28) with equidistant points (31). It remains to demonstrate that \( \| \psi \|^2_H > 0 \), if \( \gamma \neq 0 \).
By contradiction we assume that $\gamma \neq 0$ but $\|\psi\|_H = 0$. Hence, $\psi(\theta) = 0$ almost everywhere. But this is impossible, as $K(0) - K_0 = I$ and $K(t)$ is right continuous at zero.

**Sufficiency:** Assume that system (1) is unstable. We need to prove that there exists a natural number $r$ that satisfies (33), which is equivalent to the existence of a vector $\gamma$ that satisfies the inequality:

$$\gamma^T \left[ \begin{array}{cc} L \left( i \frac{h}{r}, j \frac{h}{r} \right) \\ i,j=1 \end{array} \right] \gamma < 0.$$  

(34)

By Corollary 4, the left hand side of the inequality is equal to $u_1(\psi)$ for a function $\psi$ of the form (28) with equidistant points (31). By Theorem 4, such function satisfying (34) exists.

**Remark 3.** A notable fact is that the array $K_r$ of Lyapunov matrices is similar to the one obtained for difference equations in continuous time\textsuperscript{30}, but differs from the one for differential systems\textsuperscript{21,31,32}. Of course, the underlying Lyapunov matrices are those corresponding to the class of systems under consideration.

7 | ILLUSTRATIVE EXAMPLES

This section illustrates how we can find the exact stability region in a given space of parameters through the necessary and sufficient stability conditions. We check the stability condition (32) at each point for increasing values of the parameter $r$, i.e.,

$$r = 2: \begin{bmatrix} L \left( \frac{h}{3}, \frac{h}{3}, \frac{h}{3} \right) & L \left( \frac{h}{3}, \frac{h}{3}, \frac{h}{3} \right) \\ L \left( \frac{h}{3}, \frac{h}{3}, \frac{h}{3} \right) & L \left( \frac{h}{3}, \frac{h}{3}, \frac{h}{3} \right) \end{bmatrix} > 0,$$

$$r = 3: \begin{bmatrix} L \left( \frac{2h}{3}, \frac{2h}{3}, \frac{2h}{3} \right) & L \left( \frac{2h}{3}, \frac{2h}{3}, \frac{2h}{3} \right) & L \left( \frac{2h}{3}, \frac{2h}{3}, \frac{2h}{3} \right) \\ L \left( \frac{2h}{3}, \frac{2h}{3}, \frac{2h}{3} \right) & L \left( \frac{2h}{3}, \frac{2h}{3}, \frac{2h}{3} \right) & L \left( \frac{2h}{3}, \frac{2h}{3}, \frac{2h}{3} \right) \end{bmatrix} > 0,$$

and so on.

As the conditions are necessary for any $r$, we obtain outer estimates of the exact stability region. Notice that points that do not fulfill the stability condition for some $r$, can be excluded from tests for greater values of $r$.

In the figures of this section, we test the condition (32) on a grid of 50 by 50 equidistant points of the space of given parameters. The points that satisfy the positivity condition are depicted by isolated points. The continuous lines are hyper-surfaces corresponding to imaginary axis root crossings computed using the D-subdivisions method.

**Example 1.** Consider the problem of finite spectrum assignment of a double integrator with delayed input\textsuperscript{23},

$$\dot{x}(t) = Ax(t) + Bu(t - h),$$  

(35)

where

$$A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad h = 1.$$  

The control law

$$u(t) = Cx(t + h) = C \left( e^{Ah}x(t) + \int_{-h}^{0} e^{-A\theta} Bu(t + \theta)d\theta \right),$$  

(36)

where $C = [c_1, c_2]$, assigns the spectrum of the matrix $A + BC$ to the closed-loop system\textsuperscript{33-35}.

The internal dynamics of (36) is described by the integral equation\textsuperscript{33}

$$z(t) = \int_{-h}^{0} Ce^{-A\theta} Bz(t + \theta)d\theta = \int_{-h}^{0} (c_2 - c_1 \theta)z(t + \theta)d\theta.$$  

The space of design parameters $(c_1, c_2)$ is depicted in Figure 1. The improvement of the outer estimate of the stability region when $r$ in condition (32) increases is clear.
FIGURE 1 Evolution of the stability region of Example 1 (a) $r = 2$, (b) $r = 3$, (c) $r = 4$, (d) $r = 5$

FIGURE 2 Stability region of Example 2 found by testing (32) with $r = 2$

Example 2. Let the integral equation

$$x(t) = B \int_{-h}^{0} x(t + \theta) d\theta,$$

where $h = 1$ and

$$B = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -2 & -b_1 & -1 & -b_2 \end{bmatrix}.$$

The space of parameter we are interested in is $(b_1, b_2)$. As shown in Figure 2, the exact stability region is reached with $r = 2$. 
8  |  CONCLUSION

We present stability conditions for integral delay systems that consist in checking the positivity of a $nr \times nr$ matrix which depends exclusively on the delay Lyapunov matrix. We prove that these conditions are necessary and show that for some value of $r$ they become sufficient as well. The stability criterion can be applied to determine stability regions in the space of system or design parameters. The presented examples indicate that the stability region is detected with rather small values of the parameter $r$.

We believe that the obtained stability charts can be auxiliary in assessing the validity of parameters estimates at early stages of epidemics outbreaks, or in the choice of control parameters of spectrum assignment laws for input delay systems.

Finally, it remains to recognize how much this paper owes to the fundamental work on the Lyapunov matrix of differential systems of retarded type, neutral type, and with distributed delays exposed in the monograph by Vladimir Kharitonov "Time-delay systems: Lyapunov functionals and matrices".
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APPENDIX

A PROOF OF THEOREM 1

Using equality (4) and absolute continuity of the fundamental matrix, we can rewrite formula (21) as

$$Q(\xi_1, \xi_2) = I_1 - I_2,$$

where

$$I_1 = \int_0^\infty K^T(t - \xi_1)W\left( \frac{d}{dt} \right)\int_{-h}^{\xi_2} K(t - \xi_2 + \theta_2)F(\theta_2)d\theta_2 dt,$$

$$I_2 = \int_{\xi_1}^\infty F^T(\theta_1)\int_0^\infty K^T(t - \xi_1 + \theta_1)W\left( \frac{d}{dt} \right)\int_{-h}^{\xi_2} K(t - \xi_2 + \theta_2)F(\theta_2)d\theta_2 d\theta_1 dt.$$

We turn our attention to the following expression that occurs both in $I_1$ and $I_2$:

$$R(\Delta, \xi) = \int_0^\infty K^T(t - \Delta)W\left( \frac{d}{dt} \right)\int_{-h}^{\xi} K(t - \xi + \theta)F(\theta)d\theta d\theta.$$

Lemma 9. Let system (1) be exponentially stable. The following equality holds for $\Delta$, $\xi \in [-h, 0)$:

$$R(\Delta, \xi) = -\int_{-h}^{\xi} U''(\Delta - \xi + \theta)F(\theta)d\theta.$$

Proof. With function (2) we deduce that

$$\int_{-h}^{\xi} K(t - \xi + \theta)F(\theta)d\theta = \int_{\xi_{\theta}}^{\xi} K(t - \xi + \theta)\tilde{F}(\theta)d\theta + K_0 \int_{-h}^{\xi} \tilde{F}(\theta)d\theta.$$
As \( K \) is absolutely continuous on \([0, \infty)\), by Lemma \[1\]

\[
\frac{d}{dt} \int_{-h}^{t} K(t - \xi + \theta)F(\theta)d\theta = \tilde{F}(\xi - t) + \int_{\xi-t}^{\zeta} K'(t - \xi + \theta)\tilde{F}(\theta)d\theta.
\]

Thus,

\[
R(\Delta, \xi) = \int_{0}^{\infty} K'^{T}(t - \Delta)W \left( \tilde{F}(\xi - t) + \int_{\xi-t}^{\zeta} K'(t - \xi + \theta)\tilde{F}(\theta)d\theta \right) dt = \int_{-\infty}^{\Delta} K'^{T}(\xi - \theta)W \tilde{F}(\theta)d\theta
\]

\[+ \int_{-\infty}^{\xi} \int_{-\infty}^{\xi} K'^{T}(t - \Delta)W K'(t - \xi + \theta)dt\tilde{F}(\theta)d\theta = \int_{-\infty}^{\xi} \left( K'^{T}(\xi - \theta) - \Delta)W + \int_{0}^{\infty} K'^{T}(t + \xi - \theta - \Delta)W K'(t)dt \right) F(\theta)d\theta.\]

By Lemma \[4\] we obtain the desired result.

\(\square\)

Theorem \[1\] is obvious now.

**B PROOF OF LEMMA 5**

*Part one.* Consider the function

\[ G(\tau) = -U(\tau) + \int_{-h}^{0} F^{T}(\theta)U(\tau - \theta)d\theta + WR(\tau), \]

where

\[ R(\tau) = S - \int_{0}^{\tau} K(s)ds. \]

Properties \[12\), \[13\] allow to deduce the following equality \[\[2\]

\[ U(\tau) = \int_{-h}^{0} F^{T}(\theta)U(\tau - \theta)d\theta + WS - \tau W K_{0}, \quad \tau < 0. \]

As for \( \tau < 0 \) function \( R(\tau) = S - \tau K_{0} \), we conclude that \( G(\tau) = 0 \), if \( \tau < 0 \).

Next, we prove that for \( \tau \geq 0 \) function \( G \) satisfies equation \[6\]. The first term in \( G \) obviously does, and by \[12\], as \( \tau - \theta \geq 0 \), so does the second term. It remains to consider the last term in \( G \).

Notice that by \[6\]

\[ R(\tau) = S - \int_{0}^{\tau} \int_{0}^{\tau} K(s + \theta)F(\theta)d\theta ds = S - \int_{-h}^{0} K(s)ds F(\theta)d\theta = S - \int_{-h}^{0} \int_{0}^{\tau+\theta} K(s)ds F(\theta)d\theta + K_{0} \int_{0}^{\tau+\theta} F(\theta)d\theta. \]

Finally, by \[15\] we obtain that

\[ R(\tau) = S + K_{0} \int_{-h}^{0} \theta F(\theta)d\theta K_{0}^{-1} - \int_{-h}^{0} K(s)ds F(\theta)d\theta = \int_{-h}^{0} \left( S - K_{0} \right) ds F(\theta)d\theta = \int_{-h}^{0} R(\tau + \theta)F(\theta)d\theta, \]

thus, function \( G \) satisfies

\[ G(\tau) = \int_{-h}^{0} G(\tau + \theta)F(\theta)d\theta, \quad B1 \]

for \( \tau \geq 0 \). As the initial function is zero, the unique solution of \[B1\] is \( G(\tau) = 0, \tau \in \mathbb{R} \).

*Part two.* Transpose formula \[22\] and substitute the symmetry property \[13\] to arrive at

\[ U(\tau) - P + \tau K_{0}^{T}W K_{0} = \int_{-h}^{0} \left( U(\tau + \theta) - P + (\tau - \theta)K_{0}^{T}W K_{0} \right) F(\theta)d\theta + S^{T}W + \int_{\tau}^{0} K^{T}(s)ds W. \]
By (5), (14) and (15),

\[ P - \tau K_0^T W K_0 + \int_{-h}^{0} (-P - (\tau - \theta)K_0^T W K_0) F(\theta) d\theta + S^T W + \int_{-h}^{0} K^T(s) d s W = \int_{-h}^{0} K^T(s) d s W + \tau K_0^T W. \]

Substitution of \(-\tau\) instead of \(\tau\) finally gives the desired equality.

**C PROOF OF LEMMA 6**

We consider the following equality:

\[ \int_{0}^{\tau_2} U'(\alpha - \xi)K(\xi) d\xi = \int_{0}^{\tau_2} U'(\alpha - s)K(s) d s. \]

Substitution of (4) in the left hand side (l.h.s) and (23) in the right hand side (r.h.s) lead to

\[ \int_{-h}^{0} \int_{0}^{\tau_2} U'(\alpha - \xi)F(\theta)K(\xi + \theta) d\xi d\theta = \int_{-h}^{0} \int_{0}^{\tau_2} U'(\alpha - s + \theta)F(\theta)K(s) d s d \theta + \int_{0}^{\tau_2} (K(s - \alpha) - K_0)^T W K(s) d s, \]

and the change of variable \(\xi = s - \theta\) in the l.h.s. gives

\[ \int_{-h}^{0} \int_{0}^{\tau_2} U'(\alpha - s + \theta) d s F(\theta)d\theta K_0 = \int_{-h}^{0} \int_{0}^{\tau_2} U'(\alpha - s + \theta)F(\theta)K(s) d s d \theta + \int_{0}^{\tau_2} (K(s - \alpha) - K_0)^T W K(s) d s. \quad (C2) \]

Using the fundamental theorem of calculus, formula (23) and properties of matrix \(K\), we can transform the l.h.s. into

\[ \int_{-h}^{0} (U(\alpha) - U(\alpha + \theta)) F(\theta) d \theta K_0 = U(\alpha) \left( \int_{-h}^{0} F(\theta) d \theta - 1 \right) K_0 + \int_{-h}^{0} (K(s) - K_0)^T d s W K_0 \]

\[ = U(\alpha) + \int_{\tau_2 - h}^{\tau_2} (K(s) - K_0)^T d s W K_0 - \int_{\tau_2 - h}^{\tau_2} (K(s - \alpha) - K_0)^T W K(s) d s. \]

Substituting this expression into the l.h.s. of (C2), we obtain

\[ U(\alpha) + \int_{\tau_2 - h}^{\tau_2} (K(s) - K_0)^T d s W K_0 = \int_{-h}^{0} \int_{0}^{\tau_2} U'(\alpha - s + \theta)F(\theta)K(s) d s d \theta + \int_{0}^{\tau_2} (K(s - \alpha) - K_0)^T W K(s) d s. \]

If we take \(\alpha = \tau_2 - \tau_1\), we can notice that the integral in the l.h.s. equals zero. It remains to change the variable \(s = \tau_2 + \xi\) in the r.h.s. and change the order of integration in the double integral to finish the proof.

**D PROOF OF THEOREM 2**

In order to simplify calculations we introduce a technical result.

**Lemma 10.** The function \(Q\) is such that for any \(\xi_1, \xi_2 \in [-h, 0]\)

\[ Q(\xi_1, -h) = Q(-h, \xi_2) = 0. \]

**Proof.** It follows directly from formula (21) that \(Q(\xi_1, -h) = 0\). Now consider

\[ Q(-h, \xi_2) = - \int_{-h}^{\xi_2} U''(-h - \xi_2 + \theta) F(\theta) d \theta + \int_{-h}^{0} F^T(\theta_1)U''(-h - \theta_1 - \xi_2 + \theta_2) d \theta_1 F(\theta_2) d \theta_2. \]
Note that \(-h - \xi_2 + \theta \leq -h\). By formula (22), we obtain the expression
\[
U''(-h - \xi_2 + \theta) = \int_{-h}^{0} F^T(\theta_1)U''(-h - \theta_1 - \xi_2 + \theta)d\theta_1,
\]
and the result follows.

We are ready to differentiate the functional \(v_0\). We first apply the changes of variable \(s_1 = t + \xi_1\) and \(s_2 = t + \xi_2\) to (19):
\[
\frac{d}{dt}v_0(x_t) = \frac{d}{dt} \int_{t-h}^{t} x^T(s_1)\int_{t-h}^{t} Q(s_1 - t, s_2 - t)x(s_2)ds_2ds_1.
\]
By the Leibnitz integral rule and Lemma 10, the derivative of the functional \(v_0\) is
\[
\frac{d}{dt}v_0(x_t) = x^T(t)\int_{t-h}^{t} Q(0, s_2 - t)x(s_2)ds_2 + \int_{t-h}^{t} x^T(s_1)Q(s_1 - t, 0)x(s_1) + \int_{t-h}^{t} x^T(s_1)\int_{t-h}^{t} \frac{d}{dt} [Q(s_1 - t, s_2 - t)]x(s_2)ds_2ds_1.
\]
With equality (1), we obtain
\[
\frac{d}{dt}v_0(x_t) = \int_{t-h}^{t} x^T(s_1)\left(F^T(s_1 - t)Q(0, s_2 - t) + Q(s_1 - t, 0)F(s_2 - t) + \frac{d}{dt} [Q(s_1 - t, s_2 - t)]\right)x(s_2)ds_2ds_1.
\]
Consider the third term in brackets:
\[
Q(s_1 - t, s_2 - t) = -\int_{-h}^{0} U''(s_1 - s_2 + \theta)F(\theta)d\theta + \int_{-h}^{0} \int_{s_1 - t}^{s_1 - t} U''(s_1 - s_2 - \theta_1 + \theta_2)F(\theta_2)d\theta_2d\theta_1.
\]
By the Leibnitz integral rule,
\[
\frac{d}{dt} [Q(s_1 - t, s_2 - t)] = U''(s_1 - t)F(s_2 - t) + F^T(s_1 - t)\int_{-h}^{0} U''(s_1 - s_2 + \theta)d\theta + \int_{-h}^{0} \int_{s_2 - t}^{s_1 - t} U''(s_1 - s_2 - \theta_1 + \theta_2)F(\theta_2)d\theta_2d\theta_1.
\]
With the changes of variable \(s_1 = t + \xi_1\) and \(s_2 = t + \xi_2\), we obtain the equality
\[
F^T(\xi_1)Q(0, \xi_2) + Q(\xi_1, 0)F(\xi_2) + \frac{d}{dt} [Q(s_1 - t, s_2 - t)] \bigg|_{s_1 = s_1 + \xi_1, s_2 = t + \xi_2} = \left[ U''(\xi_1) - \int_{\xi_1}^{0} F^T(\theta_1)U''(\xi_1 - \theta_1)d\theta_1 \right] - \int_{-h}^{0} U''(\xi_1 + \theta)F(\theta)d\theta + \int_{-h}^{0} \int_{\xi_1}^{0} F^T(\theta_1)U''(\xi_1 - \theta_1 + \theta_2)F(\theta_2)d\theta_2d\theta_1
\]
Applying Corollary 3 to the first and to the second term, we reduce the expression to
\[
\left[ -K'^T(-\xi_1) + \int_{\xi_1}^{0} F^T(\theta_1)K'^T(\theta_1 - \xi_1)d\theta_1 \right]WF(\xi_2) = -F^T(\xi_1)WF(\xi_2).
\]
The last equality holds true by Lemma 2. Substitution of the obtained expression into (D3) leads to (17).

**E PROOF OF Lemma 7**

By (5), substitution of \(\varphi_1, \varphi_2\) into the bilinear functional (25) gives
\[
z(\varphi_1, \varphi_2) = y_1^T (T(\tau_1, \tau_2) - T(\tau_1, 0) - T(0, \tau_2) + T(0, 0)) y_2,
\]
(E4)
where

\[
T(\tau_1, \tau_2) = \int_{-h}^{0} \int_{-h}^{0} K^T(\tau_1 + \xi_1, \xi_2) Q(\xi_1, \xi_2) K(\tau_2 + \xi_2, \xi_1) d\xi_2 d\xi_1 + \int_{-h}^{0} K^T(\tau_1 + \xi) W K(\tau_2 + \xi) d\xi.
\]

With the function

\[
P(s) = \int_{-h}^{0} \int_{-h}^{0} U'(-s - \xi - \phi) F(\phi) d\phi d\xi K(\tau_2 + \xi)
\]

the first term of \( T \) is written as

\[
J = \int_{-h}^{0} \int_{-h}^{0} K^T(\tau_1 + \xi_1, \xi_2) Q(\xi_1, \xi_2) K(\tau_2 + \xi_2, \xi_1) d\xi_2 d\xi_1 = \int_{-h}^{0} K^T(\tau_1 - s - h) P'(s) d s - \int_{-h - s}^{0} \int_{-h}^{0} K^T(\tau_1 - s - h) F^T(\phi) P'(s + \phi) d \phi d s.
\]

Changing the order of integration in the second term of the r.h.s and using the change of variable \( s = \xi - \phi \), yields

\[
J = \int_{-h}^{0} \int_{-h}^{0} K^T(\tau_1 - s - h) P'(s) d s - \int_{-h}^{0} \int_{-h - s}^{0} K^T(\tau_1 - \xi - s - h) F^T(\phi) P'(\xi) d \xi d \phi.
\]

With another change of the order of integration by definition of the fundamental matrix we obtain

\[
J = \int_{-h}^{\tau_1 - h} K(\tau_1 - \xi - s - h) - \int_{\xi}^{0} F(\phi) K(\tau_1 - \xi - h + \phi) d \phi \right)^T P'(\xi) d \xi
\]

\[
+ \int_{\tau_1 - h}^{0} \int_{\xi}^{0} K(\tau_1 - \xi - h) - F(\phi) K(\tau_1 - \xi - h + \phi) d \phi d \phi + \int_{\tau_1 - h}^{0} \int_{\xi}^{0} F^T(\phi) P'(\xi) d \xi d \phi = K^T \int_{-h}^{0} \int_{-h}^{0} F^T(\phi) P'(\xi) d \xi d \phi.
\]

By integration by parts, we get

\[
J = K^T \int_{-h}^{0} \int_{-h}^{0} F^T(\phi) d \phi P(0) - K^T \int_{-h}^{0} \int_{-h}^{0} F^T(\phi) P(\xi) d \xi - P(0) + P(\tau_1 - h) = K^T \int_{-h}^{0} \int_{-h}^{0} F^T(s) P(s) d s + P(\tau_1 - h).
\]

Consider now the difference

\[
P(0) = \int_{-h}^{0} \int_{-h}^{0} F^T(s) P(s) d s = \int_{-h}^{0} \int_{-h}^{0} U'(-s - \xi - \phi) - F^T(s) U'(-s - h + \xi - \phi) d s F(\phi) d \phi K(\tau_2 + \xi) d \xi.
\]

As \(-h - \xi + \phi \leq 0\), by [24]

\[
P(0) - \int_{-h}^{0} \int_{-h}^{0} F^T(s) P(s) d s = - \int_{-h}^{0} \int_{-h}^{0} W K_0 F(\phi) K(\tau_2 + \xi) d \xi = - W K_0 \int_{-h}^{0} F(\phi) \int_{-h}^{\tau_1 + \phi} K(s) d s d \phi
\]

\[
= - W K_0 \int_{-h}^{0} F(\phi) \int_{-h}^{0} K(s) d s d \phi - W K_0 \int_{-h}^{0} F(\phi) d \phi \int_{-h}^{0} K(s) d s + W K_0 \int_{-h}^{0} F(\phi) K(s + \phi) d \phi d s
\]

\[
= W S - W K_0 \left( \int_{-h}^{0} F(\phi) d \phi - I \right) \int_{-h}^{0} K(s) d s = W S - W \int_{-h}^{\tau_2} K(\tau_2 + \phi) d \phi.
\]
By Lemma 6,
\[ \mathcal{P}(\tau_1 - h) = U(\tau_2 - \tau_1) - \int_{-h}^{0} \left( K(\tau_1 + \xi) - K_0 \right)^T W K(\tau_2 + \xi) d\xi. \]
Substituting of the obtained equalities into \( T \) gives
\[ T(\tau_1, \tau_2) = K_0^T W S - K_0^T W \int_{-\tau_2}^{0} K(\tau_2 + \theta)d\theta + U(\tau_2 - \tau_1) + K_0^T W \int_{-h}^{0} K(\tau_2 + \xi) d\xi \\
= U(\tau_2 - \tau_1) + K_0^T W S + (h - \tau_2)K_0^T W K_0. \]
In view of the above, (E4) can be written as
\[ z(\varphi_1, \varphi_2) = \gamma_1^T \left\{ U(\tau_2 - \tau_1) + K_0^T W S + (h - \tau_2)K_0^T W K_0 - U(-\tau_1) - K_0^T W S - hK_0^T W K_0 \right. \\
- U(\tau_2) - K_0^T W S - (h - \tau_2)K_0^T W K_0 + U(0) + K_0^T W S + hK_0^T W K_0 \left\} \gamma_2, \]
and the result follows.

**F PROOF OF THEOREM 4**

Start with a technical result.

**Lemma 11.** Let \( x_1, \ldots, x_r \in \mathbb{R}, f, c_2, \ldots, c_r \geq 0, \) and \( c_2 + \ldots + c_r = c. \) If
\[ x_k \leq c_k + f \sum_{i=1}^{k-1} x_i, \quad k = 2, \ldots, r, \quad (\text{F5}) \]
then
\[ \sum_{k=1}^{r} x_k \leq (c + x_1)(1 + f)^{r-1}. \]

**Proof.** With the substitution \( y_k = x_k - c_k, \) \( k = 1, \ldots, r, \) with \( c_1 = 0, \) inequalities (F5) take the form
\[ y_k \leq f \sum_{i=1}^{k-1} c_i + f \sum_{i=1}^{k-1} y_i \leq f c + f \sum_{i=1}^{k-1} y_i, \quad k = 2, \ldots, r. \]
By mathematical induction \( y_k \leq f(c + y_1)(1 + f)^{k-2}, \) \( k = 2, \ldots, r. \) To finish the proof it remains to make an inverse substitution and summarize estimates for \( x_1, \ldots, x_r. \)

The proof of Theorem [4] is based on the following two lemmas.

**Lemma 12.** For every function \( \varphi \in PC_h \) and every number \( \delta > 0 \) there exists a function \( \psi \) of the form (28) with equidistant points (31), such that
\[ \int_{-h}^{0} \| \varphi(\theta) - \psi(\theta) \| d\theta < \delta. \quad (\text{F6}) \]

**Proof.** Given a function \( \varphi \) and a number \( \delta > 0, \) we seek a natural number \( r \) and vectors \( \gamma_i, i = 1, \ldots, r, \) such that inequality (F6) holds true for
\[ \psi(\theta) = \sum_{i=1}^{r} \left( K(\tau_i + \theta) - K_0 \right) \gamma_i, \]
where \( \tau_i = ih/r, \) \( i = 1, \ldots, r. \) We uniquely define vectors \( \gamma_1, \ldots, \gamma_r \) from the equalities
\[ \varphi(-\tau_k) = \psi(-\tau_k), \quad k = 1, \ldots, r, \]
which can be rewritten, based on the definition of the fundamental matrix, in an explicit form:
\[ \gamma_r = \varphi(-h), \]
\[ \gamma_k = \varphi(-r_k) - \sum_{i=k+1}^{r} \left( K(t_i - r_k) - K_0 \right) \gamma_i, \quad k = 1, \ldots, r - 1. \]

It remains to deduce an estimate of the distance between \( \varphi \) and \( \psi \), which tends to zero as \( r \) tends to infinity.

As the fundamental matrix is absolutely continuous on \([0, h]\), it is also Lipschitz, i.e., there exists a constant \( L \) such that
\[
\| K(t_1) - K(t_2) \| \leq L|t_1 - t_2|, \quad t_1, t_2 \in [0, h].
\]

Consider first \( \theta \in [-\tau_r, -\tau_{r-1}) \):
\[
\| \varphi(\theta) - \psi(\theta) \| = \| \varphi(\theta) - \varphi(-r_0) + \psi(-r_0) - \psi(\theta) \| \leq \| \varphi(\theta) - \varphi(-r_0) \| + \| K(\tau_r + \theta) - K(0) \| \| \gamma_r \| \leq \sqrt{\frac{-\tau_{r-1}}{-\tau_r}} \varphi + (\tau_r + \theta)L\| \gamma_r \|,
\]
where the first term on the right hand side denotes the variation of function \( \varphi \) on the segment \([-\tau_r, -\tau_{r-1}]\).

Similarly, one can show that for \( \theta \in [-\tau_k, -\tau_{k-1}) \), \( k \in \{1, \ldots, r\} \) \((\tau_0 = 0)\),
\[
\psi(\theta) = \sum_{i=k}^{r} \left( K(\tau_i + \theta) - K_0 \right) \gamma_i,
\]
and therefore,
\[
\| \varphi(\theta) - \psi(\theta) \| \leq \| \varphi(\theta) - \varphi(-r_0) \| + \sum_{i=k}^{r} \| K(\tau_i + \theta) - K(\tau_i - \tau_k) \| \| \gamma_i \| \leq \sqrt{\frac{-\tau_{k-1}}{-\tau_k}} \varphi + (\tau_k + \theta)L\| \gamma_i \|.
\]

In this research, we are not interested in the high accuracy of the upper boundaries, so we can roughly estimate this expression from above as follows:
\[
\| \varphi(\theta) - \psi(\theta) \| \leq \sqrt{\frac{-\tau_{k-1}}{-\tau_k}} \varphi + \frac{r}{r} L\sum_{i=k}^{r} \| \gamma_i \|. \tag{F7}
\]

By definition of \( \psi \), one can deduce for \( k \in \{1, \ldots, r-1\} \) that \( \gamma_k = \psi(-r_k) - \psi(-r_{k-1}) \), where \( \psi(-r_k - 0) \) means the left limit of \( \psi \) at point \(-r_k\). This implies that
\[
\| \gamma_k \| \leq \| \varphi(-r_k) - \varphi(-r_{k+1}) \| + \| \psi(-r_{k+1}) - \psi(-r_k) \| \leq \sqrt{\frac{-r_{k-1}}{-r_k}} \varphi + \frac{r}{r} L\sum_{i=k+1}^{r} \| \gamma_i \|.
\]

Now we can apply Lemma [11] with
\[
f = \frac{h}{r} L, \quad x_k = \| \gamma_{r-k+1} \|, \quad k = 1, \ldots, r, \quad c_k = \sqrt{\frac{-r_{k-1}}{-r_{k-2}}} \varphi, \quad k = 2, \ldots, r,
\]
to obtain that
\[
\sum_{i=1}^{r} \| \gamma_i \| \leq (c + \| \gamma_r \|) \left( 1 + \frac{h}{r} L \right)^{-1} \leq \left( \sqrt{\frac{0}{-h}} \varphi + \| \varphi(-h) \| \right) \left( 1 + \frac{h}{r} L \right)^{-1} \leq \left( \sqrt{\frac{0}{-h}} \varphi + \| \varphi(-h) \| \right) \left( 1 + \frac{h}{r} L \right)^{-1} e^{th}.
\]

Combining the obtained inequality with (F7), we obtain the desired result:
\[
\int_{-h}^{0} \| \varphi(\theta) - \psi(\theta) \| d\theta \leq \sum_{k=1}^{r} \int_{-\tau_k}^{-\tau_{k-1}} \| \varphi(\theta) - \psi(\theta) \| d\theta \leq \frac{h}{r} \int_{-h}^{0} \varphi + he^{th} \left( \frac{r}{L} + 1 \right)^{-1} \to 0 \quad \text{as} \quad r \to \infty.
\]

**Lemma 13.** If system [1] is unstable and satisfies Assumption [1] then for every \( c > 0 \) there exists a function \( \varphi \in PC_h \), such that
\[
v_1(\varphi) \leq -c.
\]

**Proof.** As functional \( u_1 \) is homogeneous, it remains to show that there exists a function \( \varphi \in PC_h \), such that \( u_1(\varphi) < 0 \).

As system [1] is unstable and does not have pure imaginary eigenvalues, it has an eigenvalue with a positive real part. To prove this, introduce system with a term described by the Riemann-Stieltjes integral
\[
\frac{d}{dt} x(t) = F(0)x(t) - F(-h)x(t-h) - \int_{-h}^{0} \frac{dF(\theta)x(t+\theta)}{-h} - \int_{-h}^{0} \frac{F(\theta)x(t+\theta)d\theta}{-h}, \tag{F8}
\]
which can be obtained from (1) by applying the operator \( \frac{d}{dt} + \text{id} \). It is clear that any absolutely continuous solution of (1) is also a solution of system (F8). But there is one problem. There exist solutions of (1) that are not absolutely continuous on [0, \( \infty \)).

However, one can show that all solutions of system (1) are absolutely continuous on \([h, \infty)\), i.e., integral systems have the property of smoothing the solutions. It can be shown in the same way, like for the fundamental matrix in Lemma 2, taking into account that on \([0, h]\) any solution is continuous. Thus, we can claim that system (F8) is unstable, as (1) is.

The connection between eigenvalues of system (F8) and stability is well established, in contrast to integral systems. Compute the characteristic matrix of system (F8):

\[
\tilde{H}(s) = sI - F(0) + I + F(-h)e^{-sh} - \int_{-h}^{0} e^{\theta} F(\theta) d\theta + \int_{-h}^{0} e^{\theta} dF(\theta).
\]

Integration by parts in the last term leads to the equality

\[
\tilde{H}(s) = sI + I - \int_{-h}^{0} e^{\theta} F(\theta) d\theta - s \int_{-h}^{0} e^{\theta} F(\theta) d\theta = (s + 1)H(s),
\]

where \( H \) is the characteristic matrix for system (1). Thus, system (F8) has the same eigenvalues, like system (1), but additionally has multiple eigenvalue \(-1\).

System (F8) is unstable and, as we see now, does not have pure imaginary eigenvalues by Assumption 1. Thus, it has an eigenvalue \( s_0 = \alpha + j\beta \) with positive real part (\( \alpha > 0 \)), and \( s_0 \) is also an eigenvalue of (1). Let \( C = C_1 + jC_2 \) be a corresponding eigenvector. Then

\[
\tilde{x}(t) = e^{\alpha t} \left( C_1 \cos(\beta t) - C_2 \sin(\beta t) \right), \quad t \geq -h,
\]

is a nontrivial solution of (1).

If \( \beta \neq 0 \) take \( \tau = \frac{2\pi}{|\beta|} \), while if \( \beta = 0 \) take \( \tau = 1 \). It follows that

\[
\tilde{x}(\tau + \theta) = e^{\alpha \tau} \tilde{x}(\theta), \quad \theta \in [-h, 0).
\]

As \( v_1 \) is a quadratic functional,

\[
v_1(\tilde{x}) = e^{2\alpha \tau} v_1(\tilde{x}_0).
\]

Integrating \( (27) \) along the solution \( \tilde{x} \) from 0 to \( \tau \), we obtain

\[
\tau-h
\int_{-h}^{\tau} \tilde{x}^T(t)W \tilde{x}(t) dt = v_1(\tilde{x}_\tau) - v_1(\tilde{x}_0) = (e^{2\alpha \tau} - 1) v_1(\tilde{x}_0).
\]

It is obvious now that \( v_1(\tilde{x}_0) < 0 \).

To finish the proof of Theorem 4, one just need to combine the two lemmas presented above with the continuity of functional \( v_1 \) (see, Theorem 3).
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