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Abstract

Few-shot learning (FSL) aims to learn a classifier that can be easily adapted to recognize novel classes, given only a few labeled examples per class. Limited data keep this task challenging for deep learning. Recent work has achieved promising classification performance, where the image-level feature from global average pooling operation is used to measure the similarity among samples. However, these global features ignore abundant local and structural information that is transferable and consistent between seen and unseen classes. How can humans easily recognize novel classes with only few samples? Some study in cognitive science argue that humans can recognize novel classes with the learned primitives. Although base and novel classes are non-overlapping, they can share some primitives in common. We expect to mine both transferable and discriminative representation from base classes and adopt them to recognize novel classes. Concretely, building on the episodic training mechanism, we propose a Primitive Mining and Reasoning Network (PMRN) to learn primitive-aware discriminative representation in an end-to-end manner for metric-based FSL model. We first add self-supervision auxiliary task in parallel, forcing model to learn visual pattern corresponding to primitives. To further mine and produce transferable primitive-aware representations, we design an Adaptive Channel Grouping (ACG) module to synthesize a set of visual primitive features from object embedding by enhancing informative channel maps while suppressing useless ones. Based on the learned primitive feature, a Semantic Correlation Reasoning (SCR) module is proposed to improve discriminative power of primitives by capturing internal relations among them. Finally, we learn the task-specific importance of primitives and conduct the primitive-level metric based on task-specific attention feature. Extensive experiments show that our method achieves state-of-the-art results on six standard benchmarks.
1. Introduction

In recent years, deep learning (DL) has achieved tremendous success in various recognition tasks with abundant labeled data[6,7,8,9,10,11]. In order to train these supervised models efficiently, we need lots of annotated images that are expensive and time-consuming to obtain, especially in the situation where a large amount of new classes are provided to recognize. Therefore, how to recognize new classes with few labeled samples has attracted more attention. To reduce the reliance on human annotation, few-shot learning (FSL) has been proposed and studied widely [1, 2, 3, 4, 5], which aims to learn a classifier that can be rapidly adapted to novel classes given just several labeled images per class.

FSL attempts to transfer the knowledge learned from base classes that have sufficient labeled data to non-overlapping novel classes with only one or a few examples. Humans can rapidly classify an object into one of several unseen classes at present by comparing the differences among them. Inspired by this ability of humans, a series of few-shot learning methods adopts metric-based methods [4, 5, 12] that learn a global image-level representation in an appropriate feature space and directly calculate the distances between the query and support images for recognition.

Nevertheless, most of these work measure similarity on image-level pooled representation for classification, which could destroy image structures and ignore local information. Local representations can provide discriminative and transferable information across classes in the few-shot scenario[15]. Due to low-data regimes in few-shot learning, the tangled background and large intra-class variations may mislead the image-level embedding from the same category far apart in a given metric space [13, 14, 15].

Therefore, local representations (LRs) based methods [16, 15, 14, 13, 17] employ low-level information to measure the distance between query images and support images. Specially, feature maps are divided into a set of local patches and the measure is conducted on these local patches. Despite they can achieve better recognition results,
local patches corresponding to small grids on the feature map just like pixel-level that do not have any interpretability, and introduce a large amount of computation and redundant background noises. Also, these methods pay more attention to how to measure on these dense feature by complex distance functions rather than how to mine discriminative and transferable feature.

Revisiting the process that humans recognize new concepts or objects, humans can first learn primitives from plenty of previously known classes [18] and then apply these primitives to learn novel classes. Specifically, humans first focus on some shared or similar primitives between known and novel classes, and then mine discriminative features from novel objects based on these primitives. Although known classes and novel classes are non-overlapping, they can share some primitives in common. In practice, primitives are viewed as object parts, or more broadly, regions capturing the compositional structure of the examples [19], which seems to have no a clear or fixed boundary. Some work on interpretability of deep networks show that CNN feature channels often correspond to some certain type of visual pattern in the input image, such as object parts [20, 21, 22]. Inspired by these works, CPDE [23] designs a soft composition mechanism, which regards each channel of the feature map as a primitive and select important primitives by enlarging the activation of them while reducing that of others during the known-class training. However, they only select top-k channels, which cannot take full advantage of informative clues from all the channels adaptively. TPMN [24] proposes a series of part filters to automatically generate part-aware representation from feature channels and utilizes part-level similarities for classification. Whereas they compose part representation separately and neglects internal semantic correlation among these part-aware representation. Compared to these methods, we thereby compose primitives by selecting feature channels related to object parts rather than single channel, which aggregates visual pattern that is coherent on semantic relation. Otherwise, it is important to note that all the local representations based methods [16, 15, 14, 13, 17, 24] lose sight of the internal semantic correlation among them. Hence, we propose to exploit the internal semantic correlation among primitives, which can improve discriminative ability of primitive-aware representation.
In this paper, we propose a Primitive Mining and Reasoning Network (PMRN) to learn discriminative primitive-aware representation for metric-based FSL model through episodic training mechanism.

For primitive mining, we first guide the feature extractor to learn visual pattern corresponding to semantic parts that can be shared between known classes and novel classes by solving jigsaw puzzles with self-supervised loss. As an auxiliary task of multi-task learning, we divide images horizontally and vertically into nine patches and disrupt the orders. The target of training is to encourage model to implicitly encoding object parts through predicting the relative location of patches. But that's not enough because patches obtained by grid dividing suffer from large randomness, which some patches just contain background noises. To further mine and aggregate transferable primitive-aware representations, we design an Adaptive Channel Grouping (ACG) module to synthesize a set of visual primitive feature from feature map. Specifically, we cluster and weight a group of feature channels that are correlated to a certain part to compose a certain primitive, which is common in known and unseen classes. Activation channels from the same primitive are also spatially-correlated, where their peak responses appear in neighboring locations. It is worth noting that parameters of ACG module are learned by episodic training mechanism aiming to obtain task-relevant primitives for few-shot learning, thereby all the primitives extracted from samples belonging to an episode are task-specific. Therefore, the ACG module can be optimized adaptively across tasks and primitives can be easily adapted to novel classes.

For primitive reasoning, we argue that mining the correlation between primitives can be more discriminative than individual primitives. Hence, a Semantic Correlation Reasoning (SCR) module is proposed to capture internal correlations among primitives. We conduct the reasoning process by constructing a graph whose nodes embedding are primitives and edges are semantic relations among primitives. Then SCR jointly and iteratively learns the semantic dependencies among nodes to guide the discriminative information propagation across primitives. After primitive reasoning, each primitive is enhanced by correlation weighted aggregating other primitives, and each primitive
encodes semantic correlation with the other primitives of an object implicitly, which make them more discriminative than before.

Intuitively speaking, humans not only focus on different regions when recognizing different novel classes from different episodes, but also pay different attention to different regions of objects when recognizing novel classes of a certain episode. That is, humans first select task-relevant regions and then devote more attention resources to significant regions for more detailed information while suppress other useless regions. Inspired by this ability of human, we propose a task-specific weighting methods that aims at weighing importance of primitives in a task and calculate image-level similarity by weighting primitive-level similarity between primitive feature of support set and query set. Concretely, a pair of primitive feature are compressed into a pair of maps and then we reconstruct a task attention feature by concatenating all pairs of primitive maps along channel dimension. Therefore, measuring the importance among channels of task attention feature can be regarded as the importance among different pair of primitives.

The main contributions of our work are summarized as follows:

(1) Building on the episodic training strategy, we propose a Primitive Mining and Reasoning Network (PMRN) to learn discriminative primitive-aware representation for metric-based FSL model, which is jointly trained and optimized in an end-to-end manner.

(2) To extract discriminative and transferable representation, we design an Adaptive Channel Grouping (ACG) module to synthesize a set of task-specific visual primitives by adaptively weighting and clustering a group of feature channels that are correlated to a certain part.

(3) We propose a novel Semantic Correlation Reasoning (SCR) module to jointly learn the semantic dependencies among primitives and guide the discriminative information propagation across primitives by constructing a graph on primitives.

(4) Inspired by human’s attention mechanism, we propose a task-specific weight module aiming at weighing importance of primitives extracted in a task, where we rec-
onstruct a novel task attention feature containing all pairs of primitive map to adaptively generate task-specific weights.

2. Related work

**Few-Shot Learning (FSL).** Most recent literature about few-shot learning mainly involve two types of research methods, metric based methods and meta-learning based methods. The meta-learning based methods [2, 36, 3, 37, 38] optimize a meta-learner utilizing the learning-to-learn paradigm [25, 26], which can rapidly adapt to new classes with just few samples for few-shot learning. [27] employs an external memory module to communicate with an LSTM-based meta learner to weight update weight. In the work [2], an LSTM-based meta-learner is designed as an optimize replacing the SGD optimizer to learn a task-specific initialization for the model. MAML [3] and some variants [31, 29, 30] aim to learn a better parameter initialization that can be quickly adapted to a novel task. The metric-based methods [32, 4, 33, 5, 12, 34, 35] learn the feature representations for input samples in an appropriate embedding space, where image-to-image similarities are calculated among different classes through diverse distance metrics. [32] fist applied the metric-based method to few-shot learning, which aimed to generalize representations to novel classes through a Siamese Neural Network. MatchNet [4] utilized episodic training mechanism and selected cosine similarity as metric to solve few-shot learning. ProtoNet [5] regarded the mean value of each class’s embedding as prototype and calculated the euclidean distance between support and query samples for classification. Our proposed PMRN belongs to metric-based methods. These methods mainly utilize a image-level representation for classification. Classification. Compared to above methods, our method adaptively mine and exploit potential local representation related to object parts, which is more consistent and transferable among the seen and unseen classes.

**Dense local Feature based FSL.** In contrast to previous methods, some FSL work [13, 16, 15, 17] focus on local representations and try to exploit the discriminative ability of local patches. Specifically, the local patch is considered as each spatial grid in the feature map and aggregate all the patch-level distance as final result. DN4 [13] introduces Naive-Bayes Nearest Neighbor into FSL and computes image-level si-
milarities via a k-nearest neighbor search over local patch. DC [25] aims to predict for each local features and calculates the average the of results as the final prediction. ATL-Net [16] proposes to adaptively select important semantic patches by an episodic attention mechanism. DeepEMD [15] conducts a many-to-many matching method among local patches via the earth mover’s distance. MCL [17] consider the mutual affiliations between the query and support features to thoroughly affiliate two disjoint sets of dense local features. Nevertheless, these methods manually preset local patch as each grid or each spacial location in the feature map, which is semantically random and do not have any interpretability. Also, dense local patches means lots of computation in the phase of measure and redundant information. Our method adaptively mine and compose spatially and semantically related visual pattern as primitives in each episode. Therefore, local representations appear in the form of several key primitives related to object parts, which is semantic naturally and leads to a better interpretability.

**Interpretability of deep networks.** Some work [22, 20, 21] show that channels of feature extracted by deep networks correspond to some certain visual patterns in the object. Such as object part, etc [20]. In this paper, inspired by these studies, we aggregate channels correspond to a certain object part as a primitive, and compute primitive-level similarity between query set and support set.

**Self-supervised learning (SSL).** Manual labels are expensive and time-consuming to collect in practice. SSL aims at learning representations from structural information without label in the object itself [39, 40]. Recently, some work [41, 23, 42] introduce SSL methods such as predicting the rotation and predicting the relative position to FSL. In this paper, we propose to encourage the backbone to learn visual pattern related to object parts by using SSL loss as a regularizer.
Figure 1. The framework of Primitive Ming and Reasoning Network (PMRN) under the 5-way 1-shot setting. We first generate global feature for support class and query sample through feature extractor $f(\cdot)$. Then the Adaptive Channel Grouping Module (ACG) automatically mines and generates a set of visual primitives for each global feature. Afterwards, the Semantic Correlation Reasoning Module (SCR) captures and reasons the internal correlation among primitives to enhance the discriminative power. Meanwhile, we generate task-specific weight for each primitive-level feature based on the task-specific attention features that are reconstructed on the primitives. Finally, we conduct primitive-level metric in place of image-level metric to calculate the final similarity for classification.

Figure 2. The illustration of self-supervised jigsaw puzzles auxiliary task. We encourage the feature extractor to help learning visual pattern corresponding to semantic parts to by adding self-supervised loss as a regularizer.
3. Method

In this section, we first introduce the general settings of few-shot learning methods. Then we explain our proposed Primitive Mining and Reasoning Network (PMRN) concretely.

3.1 Description and Formulation of few shot learning

In few-shot learning scenario, three sets of data are provided, support set $S$, query set $Q$, and an auxiliary set $B$. The given support set $S$ contains $N$ unseen classes (without train), and each class has $K$ samples. FSL aims at recognizing an unlabeled query sample $q \in Q$ into one of the $N$ support classes, and we call such a task as an $N$-way $K$-shot task. However, the support set $S$ only has several samples per class, and learning a model through just several labeled samples to classify query set must be hard. To tackle this issue, an auxiliary set $B$ is employed to train a model thorough episodic training mechanism for learning transferable knowledge. In episodic training, the auxiliary set $B$ is divided into many $N$-way $K$-shot tasks $T$ randomly (also called episodes), where each $T$ contains an auxiliary support set $B_S$ and an auxiliary query set $B_Q$, which is composed of $M$ samples per class. During the training process, the model is forced to conduct hundreds of tasks $T$ to simulate the test scenario, in order to obtain the generalization ability across tasks and to learn transferable knowledge that can be used in new $N$-way $K$-shot tasks. Note that auxiliary the set $B$ contains abundant classes and labeled samples, but it’s label space is disjoint with the set $S$ and $Q$.

The overall framework is shown in Figure 1 and Figure 2. All the images are first fed into feature extractor $f(\cdot)$ in the form of episode to acquire feature representations. Then the Adaptive Channel Grouping (ACG) module generates a set of task-specific visual primitives across tasks by adaptively weighting and clustering a group of feature channels that are correlated to a certain object part. Meanwhile, we encourage the feature extractor to learn visual pattern corresponding to semantic parts by adding self-supervised jigsaw puzzles loss as a regularizer. Afterwards, the semantic relations among primitive-level feature can be jointly learn by Semantic Correlation Reasoning (SCR) module, which constructs a graph on primitives to propagate the discriminative information across primitives and improve the discriminative of these primitive-level feature. Inspired by human’s attention mechanism, a series of task-specific weight is
adaptively learned to measure the importance of primitives for a certain task, where we reconstruct a new task-specific feature to contain all pairs of compressed primitive map, and then consider the importance among channel maps as the weight of primitive pairs. Finally, we can obtain the classification score by weighting the primitive-level similarities between support set and query set. It is worth noting that our proposed entire network is jointly trained from a scratch in an end-to-end manner without any external data.

3.2 Definition and Generation of primitives

Humans can first learn primitives [18] from known classes and then capture discriminative primitives in a new task only given few samples to compare them for classification. In addition, some research on interpretability of deep networks show that feature channels often corresponds to some certain type of visual pattern, such as object parts [20, 21, 22]. Inspired by these analysis, some work [19, 23] view object parts as primitive, or more broadly, regions capturing the compositional structure of the examples [19]. Specifically, single channel map with high activation related to object parts is selected as visual primitive [23]. Compared to these methods, our proposed methods generate primitives by aggregating feature channels related to object parts rather than single channel or part annotation. Therefore, we need to first encourage the model to learn visual pattern related to object parts. To achieve this goal, general approach [19] needs manually labeled object parts or attribute in each image to supervise the network to detect them. However, collecting so much part annotation is expensive and time-consuming. Some paper [23, 41, 42] explore how to combine the self-supervision task and FSL to reduce the reliance on part labels, which inspires us to mine primitives with the help of self-supervision loss.

self-supervision auxiliary task. In order to assist the subsequent primitive extraction operation, we fist use the self-supervision jigsaw task loss [28] for FSL as a regularizer, which force model to recognize related location of image patches by learning visual pattern corresponds to object parts. Note that self-supervision auxiliary task do not need any extra part annotation. Concretely, we first divide an input image $x \in B = \{(x_i, y_i)\}_{i=1}^{n}$ into $h \cdot w$ patches along rows and columns. Afterwards, these patches
are permuted randomly as input $x^p$ and we get index of the permutation as the target label $y^p$. The target is to predict each index of permutation for permuted patches of each image. Then, all permuted patches are fed into feature extractor $f(\cdot)$ to obtain $h \cdot w$ features and we concatenate the permuted features and use a FC layer for classification with a cross-entropy loss between the target and prediction. Let’s denote the concatenated features as $f^p$, and the classification loss can be formulated as the negative log-probability:

$$L_{ssl} = - \sum_{x \in B} \log p(f^p \mid x)$$ (1)

where $f^p \in R^{h \cdot w \cdot d}$, $h \cdot w$ is the number of patches and $d$ is the dimension of feature map. In practice, $h \cdot w$ is set as $3 \times 3$ and the number of index reach $9!$. To reduce the degree of difficulty, we reduced it to $35$ as the procedure proposed in [28], which grouped the possible permutations based on the hamming distance.

**Adaptive channel grouping module.** The above process implicitly encode visual pattern related to object parts by self-supervision auxiliary. Based on a series of spatially-correlated visual patterns that are encoded into channel activation, we design an Adaptive Channel Grouping (ACG) module to synthesize a set of visual primitive feature from these feature map adaptively.

In each episode, all the images from support set $B_S = \{(x^s_j, y^s_j) \}, j \in [1, NK]$, query set $B_Q = \{(x^q_j, y^q_j) \}, j \in [1, NM]$ are fed into feature extractor $f(\cdot)$ to obtain a collection of feature map $\Omega = \{f^s_i \}_{i=1}^{NK} \cup \{f^q_i \}_{i=1}^{NM}$, which consists of support set feature map $f^s \in R^{H \times W \times C}$ and $f^q \in R^{H \times W \times C}$ of query set. The dimension of these feature map is $H \times W \times C$, where $H$, $W$, $C$ indicate height, width, and the number of feature channels. Afterwards, a set of parallel channel grouping operations are employed to weight $k$ group of feature channels to generate $k$ primitives $P = \{p_1, p_2, \ldots, p_k \}$ for each sample, and we denote these operations as $O = \{o_1, o_2, \ldots, o_k \}$. 
Intuitively, different feature channels encode different spatially-correlated visual patterns, which contributes to different primitives. Therefore, each channel grouping operation $o_i$ is responsible to generate a series of weights for each primitive:

$$D_i = o_i(f) = [d_1, d_2, \ldots, d_c], c \in [1, C]$$  \hspace{1cm} (2)

Where the $f \in \Omega$ is feature map and $D_i$ is a set of learned weights for the $i^{th}$ primitive $p_i$. Then, we employ each set of learned weights to achieve the grouping process for each primitive by weighting all the channels, where the spatially and semantically correlated channels are assigned higher value. After the channel grouping operation $o_i$, we further obtain the primitive-level attention mask for the $i^{th}$ primitive $p_i$ as follows:

$$m_i = \sigma \left( \sum_{j=1}^{C} d_j \cdot a_j \right), i \in [1, k]$$  \hspace{1cm} (3)

where $a_j$ is the $j^{th}$ channel map of convolutional features $f \in \Omega$, and the multiplication operation here is conducted between a scalar $d_c$ and a matrix $a_c$. We use sigmoid function $\sigma(\cdot)$ on the weighted channel map to generate the $i^{th}$ primitive-level attention mask $m_i \in \mathbb{R}^{H \times W}$, which covers the activation region belonging to $i^{th}$ primitive $p_i$.

Finally, the feature map $f \in \mathbb{R}^{H \times W \times C}$ is filtered through primitive-level attention mask along channel dimension to acquire the original primitive:

$$p_i = f \otimes m_i, i \in [1, k]$$  \hspace{1cm} (4)

where $\otimes$ denotes the element wise multiplication between $m_i \in \mathbb{R}^{H \times W}$ and every channels of $f \in \mathbb{R}^{H \times W \times C}$. Note the dimension of primitive $p_i \in \mathbb{R}^{H \times W \times C}$ is the same as feature map $f \in \mathbb{R}^{H \times W \times C}$. After above operations, we capture $k$ primitive for each feature map.

Moreover, each channel grouping operation is encouraged to adaptively produce a set of weights, so we utilize global average pooling on primitive and employ two fully-connected (FC) layers for every primitives to learn primitive-specific weights. Meanwhile, we use all the images from support set and query set that belongs to a special task to train adaptive channel grouping module base on the episodic mechanism, which make the generation process of weights mix the class information involved in a special task. Hence, our proposed adaptive channel grouping module is task-specific and is more suitable for few-shot learning scenario.
In the training stage, it is worth noting that all the primitive-level attention mask tend to focus on the similar spacial and semantic region, which is usually the most discriminative regions. However, the diversity of primitive can further provide rich information and help robust recognition, especially for occlusion cases. To avoid the duplication of learned primitives, we utilize a channel grouping diversity loss inspired by [43, 24], which is formulated as:

\[
L_{\text{div}} = \sum_{i=1}^{k} \sum_{j \neq i}^{k} \delta(g(p_i), g(p_j))
\]

where \(\delta(\cdot)\) denotes the cosine similarity function between primitives from a sample, and \(g(\cdot)\) is the global average pooling operation in the spacial dimension.

As is shown in loss formulation, \(L_{\text{div}}\) will be higher if the \(i^{th}\) and \(j^{th}\) primitive represent similar spacial region and semantic feature. Therefore, we can train the module to get various primitives by minimizing the \(L_{\text{div}}\) loss. Here we conduct global average pooling on primitives rather than calculate dense pixel-level similarity based on primitive \(p_i \in R^{H \times W \times C}\) for improving training and computational efficiency.

### 3.3 Semantic Correlation Reasoning module

Assume we have obtained original transferable primitives \(P = \{p_1, p_2, \ldots, p_k\}\), the next goal is to enhance the the discriminative power of them. Compared to previous local feature based methods[23, 16, 15, 14, 13, 17, 24], the key difference is that we propose to capture and exploit the internal semantic correlation among primitives, which can be more discriminative than individual primitives. Hence, a Semantic Correlation Reasoning (SCR) module is proposed to jointly and iteratively enhance the discriminative power of primitives.

**Node embedding and adjacent matrix.** We conduct the reasoning process by constructing a graph based on learned original primitives and employ graph convolution operation. To construct the graph for mining correlation among primitives, we use \(k\) primitive feature vectors as \(k\) nodes embedding and feed them into Graph Convolution Network (GCN)[56]. We apply global average pooling operation on primitives \(P = \{p_1, p_2, \ldots, p_k\}\) to get \(k\) primitive feature vectors as node embedding \(N = \{n_1, n_2, \ldots, n_k\}, n_i \in R^C\).
Then, the adjacent matrix of correlation is computed based on node embedding which indicates internal semantic correlation between primitives. Concretely, we apply the normalized embedded Gaussian function to calculate the similarity of the two nodes as follows:

\[ S(n_i, n_j) = \frac{e^{\theta(n_j)\omega(n_i)^T}}{\sum_{j=1}^{k}e^{\theta(n_j)\omega(n_i)^T}} \]

(6)

where \( N \) is the total number of the nodes that corresponds to primitives. The dot product is used to measure the similarity of the two feature in an embedding space.

Specifically, given the input vector \( v \in \mathbb{R}^{k \times C} \) whose size is \( k \times C \), \( k \) is the number of nodes and \( C \) is the dimension of each node. We first project it into \( k \times C_e \) with two projection functions, i.e., \( \theta(\cdot) \) and \( \omega(\cdot) \), which are implemented with \( 1 \times 1 \) convolutional layer. Then two embedded feature vectors are rearranged and reshaped to an \( k \times C_e \) matrix and a \( C_e \times k \) matrix, which are multiplied to obtain an \( K \times K \) similarity matrix \( C \). The element \( C_{ij} \) of \( C \) represents the similarity of node \( n_i \) and \( n_j \), and we conduct softmax operation along the row of matrix for normalization. Based on Eq.(6), the adjacent matrix \( C \) can be calculated as follows:

\[ C = \sigma(\theta(v) \circ \omega(v)^T) \]

(7)

where \( \sigma \) is softmax operation. Through above steps, we construct a graph based on the primitives where the primitive vectors are embedded into nodes and the edges are view as similarity between nodes.

**Adaptive graph convolution layer.** Now that we obtain the adjacent matrix, an adaptive graph convolutional layer is designed to updates the node features \( v \in \mathbb{R}^{k \times C} \), which uses node features \( v \in \mathbb{R}^{k \times C} \) containing \( k \) node vectors and adjacent matrix \( C \in \mathbb{R}^{k \times k} \) as inputs. Then, the operation of **graph convolution layer** can be formulated as:

\[ v^* = G(v, C) = \varepsilon(Cvw) \]

(8)

where \( w \in \mathbb{R}^{C \times C} \) is the learned weight parameters \( 1 \times 1 \) convolution operation, and \( \varepsilon(\cdot) \) is ReLU function. Afterwards, we compose multiple graph convolution layers to Semantic Correlation Reasoning module, which jointly and iteratively reason the semantic correlation among nodes by propagating and aggregating discriminative information.
across nodes. In this way, each primitive is enhanced by weighting correlation among other primitives, and each primitive implicitly encodes semantic correlation with the other primitives of an object, which further improve the discriminative ability of primitives.

3.4 Task-specific weight module

For each sample of a task, we extract a set of transferable and discriminative primitives \( P = \{ p_1, p_2, ..., p_k \} \) through ACG and SCR module. Intuitively speaking, the importance of different primitives for a task is different. In practice, humans can first select task-relevant regions and then devote more attention resources to significant regions for more detailed information while suppress other useless regions. Inspired by this ability of humans, we propose a task-specific weighting module that aims at measuring importance of primitives in a task and calculate image-level similarity by weighting primitive-level similarity of support set and query set. For each query sample \( x^q \in B_Q \), we can extract a set of query primitives \( P^q = \{ p_1^q, p_2^q, ..., p_k^q \} \), and classify it into one of the \( N \) support classes by calculating similarity between them. For \( n^{th} \) support class, we can get \( M \) set of primitives \( P^{s,j} = \{ p_1^{s,j}, p_2^{s,j}, ..., p_k^{s,j} \} \) from \( M \) samples and we average them to get the only primitive-level representation for each class:

\[
P^s = \frac{1}{M} \sum_{j=1}^{M} P^{s,j}
\]

After that, each support class also have a a set of support primitives, which can be denoted as \( P^s = \{ p_1^s, p_2^s, ..., p_k^s \} \). Normally, the final similarity between query sample \( x^q \in B_Q \) and \( c^{th} \) support class can be calculated by summing primitive-level similarities simply, which can be formulated by:

\[
I(x^q, c) = \sum_{i=1}^{k} \phi(g(p_i^q), g(p_i^s))
\]
where $\phi(\cdot)$ is metric function to measure similarity, which is implemented as cosine similarity in this paper. and $g(\cdot)$ is global average pooling operation. As above analysis that the contribution of different primitives is discrepant, equally aggregating the primitive-level similarities makes no sense. Therefore we design a task-specific weight module to adaptively assign appropriate weight for each pair primitive $\{p^q_i, p^s_i\}_{i=1}^k$, which is responsible to compute each primitive-level similarity respectively.

Concretely, we first compress each primitive of a pair primitive $\{p^q_i, p^s_i\}$ into a map to obtain a pair of maps $\{m^q_i, m^s_i\}$. Then we concatenate them along channel dimension as follows:

$$m_i = m^q_i \oplus m^s_i, m_i \in R^{H \cdot W \cdot 2} \quad (11)$$

After that, we reconstruct a task-specific attention feature $F_a \in R^{A \cdot H \cdot W}$ by further concatenating all pairs of map $\{m^q_i, m^s_i\}_{i=1}^k$ corresponding to all pair of primitives $\{p^q_i, p^s_i\}_{i=1}^k$ and the detailed process is as Figure 2 shows.
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Figure 2. The illustration of the task-specific weight module. Through this module, we reconstruct a task-specific attention feature $F_a$ by concatenating primitive maps. The weight generator $G(\cdot)$ further learn the task-specific weight $W \in R^k$.

In contrast to general image-level representation, the task-specific attention feature $F_a \in R^{A \cdot H \cdot W}$ contains all pairs of primitive maps $\{m^q_i, m^s_i\}_{i=1}^k$ of query set and support set, which embeds the categorical information involved in specific task. The number of channels in the $F_a \in R^{A \cdot H \cdot W}$ is $A$, and $A=2k$. Now that channels in the $F_a \in R^{A \cdot H \cdot W}$ represents related primitive map, we propose a weight generator $G(\cdot)$ based on $F_a$ to measure the importance among different primitive pair by learning the importance of
different channel maps. In this way, a set task-specific weight $W \in \mathbb{R}^k$ for each primitive pair can be generated:

$$W = \text{sigmoid}(\gamma(g(F_a), \gamma(m(F_a))))$$

(12)

where $g(\cdot)$ and $m(\cdot)$ are global average pooling and max pooling separately. $\gamma(\cdot)$ consists of two consistent $1 \times 1$ convolution layers and a sigmoid function. To sum up, we train the weight generator $G(\cdot)$ across tasks with amounts of task-specific attention feature $F_a$ to adaptively assign higher weights to significant primitives that means more contribution to recognition. Therefore, the final global similarity should be change to the weighted sum of primitive-level similarities:

$$I(x^q, c) = \sum_{i=1}^{k} W_i \phi(g(p_i^q), g(p_i^s))$$

(13)

3.4 Loss and training

Based on episodic training mechanism, all the modules in our proposed Primitive Mining and Reasoning Network (PMRN) are jointly trained end-to-end from scratch without any extra data. Moreover, our framework incorporates self-supervision to few-shot learning algorithm by adding an auxiliary self-supervised loss.

For few-shot learning, the final similarity $I$ between query sample $x^q$ and class $c$ can be calculated by the weighted sum of primitive-level similarities. Hence, the probability that each query sample $x^q \in Q = \{(x_j^q, y_j^q)\}, j = 1, 2, \cdots NM$ could be classified in class $c$ can be formulated as:

$$p(y_c | x^q) = \frac{\exp(I(x^q, c))}{\sum_{c'=1}^{N} \exp(I(x^q, c'))}$$

(14)

We compute the classification probability by using a softmax operation and then the cross-entropy loss is selected as the few-shot learning loss:

$$L_{cls} = \sum_{x^q \in Q} -\log(p(y_q | x^q))$$

(15)

Then, consisting of $L_{cls}$, $L_{ssl}$ and $L_{div}$, the loss of our proposed PMRN network can be defined as:

$$L = L_{cls} + \lambda L_{div} + \alpha L_{ssl}$$

(16)
where \( \lambda \) and \( \alpha \) are hyper-parameter that controls the importance of the self-supervision loss \( \mathcal{L}_{ssl} \) and diversity loss respectively.

### 4. Experiments

In this section, we first introduce the datasets involved in our experiments and then present some key implementation details. Afterwards, we compare our methods with the state-of-the-art methods on general few-shot learning datasets and fine-grained few-shot learning datasets respectively. Finally, we show some ablative experiments to validate each module in our network.

#### 4.1 Dataset Description

To evaluate the performance of our proposed methods, we conduct expensive experiments on a widely-used FSL dataset and five fine-grained datasets:

- **miniImageNet** [4] consists of 100 classes with 600 images selected from the ILSVRC-2012 [50]. We follow the split utilized by [2] and take all the classes into 64, 16 and 20 classes as train set, validation set and test set separately.

- **Caltech-UCSD Birds-200-2011** [44] contains 11,788 images from 200 bird classes. Following the splits in [49], we divide them into 100/50/50 classes for train/val/test and each image is first cropped to a human-annotated bounding box.

- **Stanford Dogs** [47] contains 120 categories of dogs with a total number of 20,580 images. **Stanford Cars** [45] contains 196 classes of cars and 16, 185 images.

- **FGVC aircrafts** [46] has 100 categories about aircrafts and 10,000 images are provided.

- **Oxford flowers** [48] consists of 102 classes about flowers with 8189 images.

The detailed number of classes and various data splits are denoted Table 1.

| Dataset            | \( N_{all} \) | \( N_{train} \) | \( N_{val} \) | \( N_{novel} \) |
|--------------------|---------------|-----------------|---------------|----------------|
| miniImageNet       | 100           | 54              | 16            | 20             |
| Caltech-UCSD Birds | 200           | 100             | 50            | 50             |
| Stanford Dogs      | 120           | 60              | 30            | 30             |
| Stanford Cars      | 196           | 98              | 49            | 49             |
| FGVC aircrafts     | 100           | 50              | 25            | 25             |
| Oxford flowers     | 102           | 51              | 26            | 25             |
Table 1. The splits of all six datasets. Nall is the number of all classes. Ntrain, Nval and Novel denotes the number of classes in training set, validation set and test set.

4.2 Implementation Details

We select the widely-used ResNet-18 [51] as the backbone of our feature extractor \(f(\cdot)\), and then remove the last pooling layer of it. The model is learned by episodic training mechanism. Each episode consists of an \(N\)-way \(K\)-shot task and 16 query samples are provided for each class. Specifically, there are 5 support images and 80 query images for 5-way and 1-shot setting while 25 support images and 80 query images for 5-way and 5-shot setting in a single episode. We train the network by ADAM [52] with a learning rate of 0.001. Note that the number of episodes is 100,000 for 5-way and 5-shot setting and 300,000 for 5-way and 1-shot setting. Our model is implemented with the Pytorch [53] based on the codebase for few-shot learning denoted in [51].

In the testing stage, we randomly sample 1000 episodes from the novel set and use the top-1 mean accuracy as the evaluation criterion. We report the final mean accuracy with the 95% confidence intervals. It is worth noting that all our the modules are trained from scratch in an end-to-end manner and do not need fine-tuning in the test stage.

We use the data augmentation procedure employed in [51] which achieves a good performance. For self-supervision task, we first randomly crop the original images to get a \(255 \times 255\) region with random scaling between \([0.5, 1.0]\). Then we split it into \(3 \times 3\) regions, which contains nine random patches of size \(64 \times 64\). The number of primitives is set as on all the datasets and default value of hyper-parameter \(\lambda\) and \(\alpha\) is set as 0.4 and 1.0 separately.

4.3 General Few-shot Classification Results

We show our experiments results for general few-shot learning methods on miniImageNet. Table 2 show the comparisons of our proposed PMRN with general few-shot learning methods, including global feature based methods [7, 14, 19, 25, 34] as well as local feature based methods [16, 33, 35].
Comparison with methods based on local representations. As our method belongs to the metric-learning branch based on local representations, we first compare our method with some popular metric based methods that exploit local features. The detailed results can be seen in Table 1. In short, our method outperforms all of these methods, including MCL[17], DN4[13], ATL-Net[16], DC[25] and DeepEMD[15]. Note that our PMRN achieves amazing margin of 7.56% than the best local-based method MCL[17] in 5-way 5-shot setting and 12.69% in 5-way 1-shot. The key difference is that these recent local-based methods directly utilize the grid representations divided from the feature map, where such local patches may contain less informative clues, that is, too much randomness and background. In other word, they destroy semantic consistency of local features. However, our PMRN can adaptively mine and exploit significant visual primitives related to object parts and capture internal correlation to enhance the discriminative power of primitives. The significant accuracy gain proves that our primitive-level representations are more effective than previous local patches.

Comparison with the state-of-the-arts. We also compare PMRN with some state-of-the-art methods on minIImageNet. As Table 2 shows, our proposed PMRN achieves the new state-of-the-art performance on all settings (5-way 5-shot and 5-way 1-shot). Compared with the best method HCT, we achieve a remarkable 5.92% performance gains in 5-way 1-shot setting and 2.84% in 5-way 5-shot setting. Through the comparison with the state-of-the-arts methods, we can conclude that our proposed transferable and discriminative primitive-level representation and task-specific weight mechanism improve performance greatly in general few-shot learning.

4.4 Fine-grained Few-shot Classification Results

To further demonstrates the effectiveness of our method, we conduct expensive experiments on various fine-grained datasets for fine-grained few-shot learning methods. Table 3-Table 5 show the comparisons of our proposed PMRN with state-of-the-art methods on five fine-grained datasets.

It can be seen that our method achieves the new state-of-the-art performance under all setting. Compared with best methods on Caltech-UCSD Birds-200-2011, Stanford Dogs and Stanford Cars, our method has 3.89%, 24.48% and 14.76% accuracy
gains under the 5-way 1-shot setting and 1.64%, 18.89% and 2.49% accuracy gains under the 5-way 5-shot setting. In addition, we follow the same setting as in [41] to train some baselines from scratch on Oxford Flowers and FGVC Aircraft. Compared with these baselines, we also achieve remarkable performance gains on all setting. Note that our proposed PMRN achieve larger performance gains on fine-grained datasets than general few-shot learning datasets. For fine-grained few-shot learning, the image-level representation can not capture discriminative fine-grained information due to the smaller inter-class and larger intra-class variations. However, our methods adaptively mine and enhance primitives with abundant local information, which can be more effective to distinguish fine-grained classes.

| Method                  | Backbone    | miniImageNet |
|-------------------------|-------------|--------------|
|                         |             | 5-way 1-shot | 5-way 5-shot |
| MatchingNet[4,55,15]    | ResNet-12   | 65.64        | 78.72        |
| RelationNet[12,17]     | ResNet-12   | 60.97        | 75.32        |
| ProtoNet[5,17]         | ResNet-12   | 62.67        | 77.88        |
| CAN[57]                | ResNet-12   | 63.85        | 79.44        |
| DN4[13]                | ResNet-12   | 65.35        | 81.10        |
| DeepEMD[15]            | ResNet-12   | 65.91        | 82.41        |
| ATL-Net[16]            | ConvNet     | 54.30        | 73.22        |
| DSN[59]                | ResNet-12   | 62.64        | 78.83        |
| FRN[58]                | ResNet-12   | 66.45        | 82.83        |
| CPDE[23]               | ResNet-18   | 65.55        | 80.66        |
| TPMN[24]               | ResNet-12   | 67.64        | 83.44        |
| CTM[60]                | ResNet-18   | 64.12        | 80.51        |
| MCL[17]                | ResNet-12   | 67.85        | 84.47        |
| EASY3-R[62]            | 3xResNet-12 | 71.75        | 87.15        |
| HCT[61]                | 3xTransformers | 74.62      | 89.19        |
| PMRN (ours)            | ResNet-18   | **80.54**    | **92.03**    |

Table 2. Comparison of our method with the state-of-the-art methods. Few-shot classification (%) results with 95% confidence intervals on miniImageNet.
### Table 3. Comparison of our method with the state-of-the-art few-shot learning methods on fine-grained dataset. The results with 95% confidence intervals on Caltech-UCSD Birds.

| Method               | Backbone | 5-way 1-shot | 5-way 5-shot |
|----------------------|----------|--------------|--------------|
| MatchNet[51,4]       | ResNet-18| 73.49        | 84.45        |
| MatchNet[49,4,15]    | ResNet-12| 71.87        | 85.08        |
| RelationNet[51,12]   | ResNet-18| 68.58        | 84.05        |
| RelationNet[12,51]   | ResNet-34| 66.20        | 82.30        |
| ProtoNet[51,5]       | ResNet-18| 72.99        | 86.64        |
| MAML[3,51]           | ResNet-18| 68.42        | 83.47        |
| SCA + MAML++ [63]    | DenseNet | 70.33        | 85.47        |
| Baseline[51]         | ResNet-18| 65.51        | 82.85        |
| Baseline++ [51]      | ResNet-18| 67.02        | 83.58        |
| S2M2[64]             | ResNet-18| 71.43        | 85.55        |
| DeepEMD[15]          | ResNet-12| 75.65        | 88.69        |
| DEML[65]             | ResNet-50| 67.28        | 83.47        |
| ATL-Net[16]          | ConvNet  | 60.91        | 77.05        |
| Cosine classifier[51]| ResNet-18| 72.22        | 86.41        |
| DSN[67]              | ResNet-12| 80.80        | 91.19        |
| FRN[58]              | ResNet-12| 83.16        | 92.59        |
| CPDE[24]             | ResNet-18| 80.11        | 89.28        |
| CFA[66]              | ResNet-18| 73.90        | 86.80        |
| MCL[17]              | ResNet-12| 85.63        | 93.18        |
| PMRN (ours)          | ResNet-18| 89.25        | 94.82        |

### Table 4. Comparison of our method with the state-of-the-art few-shot learning methods on fine-grained dataset. The results with 95% confidence intervals on Stanford Cars and Stanford Dogs.

| Method               | Stanford Cars | Stanford Dogs |
|----------------------|---------------|---------------|
|                      | 5-way 1-shot  | 5-way 5-shot  | 5-way 1-shot  | 5-way 5-shot  |
| MatchNet[4,68]       | 34.80         | 44.70         | 35.80         | 47.50         |
| GNN[69,68]           | 55.85         | 71.25         | 46.98         | 62.27         |
| DN4[13]              | 61.51         | 89.60         | 55.85         | 63.51         |
| ProtoNet[5,68]       | 40.90         | 52.93         | 40.90         | 48.19         |
| MAML[3,71]           | 47.22         | 61.21         | 44.81         | 58.68         |
| RelationNet[12,71]   | 47.67         | 60.59         | 43.33         | 55.23         |
| MML[72]              | 72.43         | 91.05         | 59.05         | 75.59         |
| ATL-Net[16]          | 67.95         | 89.16         | 54.49         | 73.20         |
| CovaMNet[68]         | 56.65         | 71.33         | 49.10         | 63.04         |
| PABN + cpt[70]       | 54.44         | 67.36         | 45.65         | 61.24         |
| LRPABN + cpt[70]     | 60.28         | 73.29         | 45.72         | 60.94         |
| MATANets[71]         | 73.15         | 91.89         | 55.63         | 70.29         |
| PMRN (ours)          | 87.91         | 94.38         | 80.11         | 89.18         |
Table 5. Comparison of our method with the some baselines methods on fine-grained dataset. The results with 95% confidence intervals on Oxford Flowers and FGVC Aircraft. We re-implement above five methods with ResNet-18 in these two datasets for fair comparison.

### 4.4 Ablation Study

To assess the effectiveness of each module in our methods, we conduct detailed ablation studies on the miniImageNet dataset. At first we introduce our baseline as the basis reference for validation study of other modules. Specifically, we use the ResNet-18 as the backbone and remove the last pooling layer. Then we use episodic training mechanism to classify each query set sample into one of the $N$ support classes called $N$-way $K$-shot task as the ProtoNet[5] shows. The difference is that we change the similarity function from euclidean distance to cosine similarity.

Table 6. Ablation results on miniImageNet in 5-way 1-shot and 5-way 5-shot settings for the proposed PMRN.

As shown in Table 6, we add various modules on the baseline respectively to verify the effectiveness of each module. Compared to the baseline methods, our proposed ACG module improve the accuracy by 2.51% in 1-shot setting and 4.06% in 5-shot setting. This large improvement prove that the original primitive-level representations
mined by ACG module possess better discriminative power. Afterwards, based on the original primitive-level representations produce by ACG module, we utilize SRC and task-specific weight module (TWA) separately to enhance the model. With the application of SCR module, further improvements by 2.87 in 5-shot setting indicates that considering the internal correlation among primitives is necessary. Meanwhile, TWA achieve a large accuracy gains of 5.25% and 7.52% in 5-shot and 1-shot setting respectively on the top of ACG module, which reveals that our proposed task-specific weight generation mechanism can select both transferable and discriminative primitives across different task indeed.

It is worth noting that the combination of SCR and TWA acquire remarkable performance improvement than any single addition of them. The 9.86% and 13.09% performance gains in 5-shot and 1-shot can adequately demonstrate they can mutually be optimized and enhanced in the training stage.

Moreover, the addition of self-supervision auxiliary task (SSL) boosts the performance base on the combination of ACG, SRC and TWA modules. As we can observe, self-supervision auxiliary task also contributes to some performance gains compared with the single baseline method. However, the performance gains of SSL on the combination of ACG, SRC and TWA modules are much larger than on the single baseline, which further confirm that the self-supervision auxiliary task assists our model to mine primitives related to objects by encouraging feature extractor $f(\cdot)$ to learn relative location of image patches. In other words, our proposed PMRN matches well with SSL due to the consistent goal on mining and capturing object parts.

4.5. Cross-Domain Experiments

Cross-Domain test is a challenging task for few-shot learning thanks to the large domain gap between different datasets, which can evaluate the model’s ability of transferring knowledge and generalization.

We employ the setting in [5], and conduct a cross-domain experiment where our model is trained on miniImagenet and evaluated on the CUB dataset. The detailed results are shown in the Table. 7. As the results show, our PMRN improves these baseline models observably under all setting, especially in 1-shot setting, e.g., 6.12% This demonstrates that our method can mine and capture transferable primitive-level local representation across domains, which encodes abundant discriminative informati-
on. Meanwhile, the internal semantic correlation among visual primitives is fully exploited to enhance the discriminative power of them. Furthermore, the task-specific weight generation mechanism guides the model to automatically learn significant visual primitives that possess remarkable discriminative ability for recognition across task. Hence, our model can be rapidly applied to the novel classes with domain gap.

| Method                  | 5-way 1-shot | 5-way 5-shot |
|-------------------------|--------------|--------------|
| cosmax [7]              | 43.06        | 64.38        |
| ProtoNet [5]            | 47.51        | 67.96        |
| centroid [54]           | 46.85        | 70.37        |
| FEAT [55]               | 50.67        | 71.08        |
| MatchingNet [4]         | 51.65        | 69.14        |
| Cosine classifier [7]   | 44.17        | 69.01        |
| TPMN [24]               | 52.83        | 72.69        |
| **PMRN**                | **58.95**    | **72.89**    |

Table 7. Cross-Domain experiments results from miniImageNet to CUB.

5. Conclusion

Inspired by the humans, we research the few-shot learning based on visual primitive, which can be viewed as object parts, or more broadly, regions capturing the compositional structure of the examples. We propose a Primitive Mining and Reasoning Network for FSL. We adaptively mine and extract primitive-level representations and conduct primitive-level metric on these primitives in a meta-learning way. Compared to image-level representation, primitives show remarkable transferable and discriminative power across tasks after internal correlation reasoning and task-specific weight operation. Note that a auxiliary self-supervision jigsaw solving task implicitly learning patches related to objects also promotes the process of primitive mining. Extensive experiments indicate the effectiveness of our methods.
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