Bayesian Confidence Intervals for Coefficients of Variation of PM10 Dispersion
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Abstract

Herein, we propose the Bayesian approach for constructing the confidence intervals for both the coefficient of variation of a log-normal distribution and the difference between the coefficients of variation of two log-normal distributions. For the first case, the Bayesian approach was compared with large-sample, Chi-squared, and approximate fiducial approaches via Monte Carlo simulation. For the second case, the Bayesian approach was compared with the method of variance estimates recovery (MOVER), modified MOVER, and approximate fiducial approaches using Monte Carlo simulation. The results show that the Bayesian approach provided the best approach for constructing the confidence intervals for both the coefficient of variation of a log-normal distribution and the difference between the coefficients of variation of two log-normal distributions. To illustrate the performances of the confidence limit construction approaches with real data, they were applied to analyze real PM10 datasets from the Nan and Chiang Mai provinces in Thailand, the results of which are in agreement with the simulation results.
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1- Introduction

The log-normal distribution is important in statistics because log-transformation of skewed data can bring symmetry to the data distribution. Therefore, this distribution is used to model data in real-life applications and has been used to measure the size of living tissue, certain physiological characteristics, and rainfall. Furthermore, it has been used to analyze data in medical, pharmaceutical, economics, and hydrological studies. Specifically, the log-normal distribution has been used to analyze the survival times of breast and ovarian cancer patients [1], pharmacokinetic parameters [2], extreme values of daily rainfall [3], and air pollution.

In 2019, the air quality in Thailand was worse than in previous years because of smog exacerbated by human activities. One of its components, Particulate Matter (PM), which is a complex mixture of particles and liquid droplets, has steadily increased. PM is categorized by particle size: PM2.5 and PM10 with diameters of 2.5 µm and 10 µm or less, respectively. PM is produced from various sources and activities, including construction work, landfill, agriculture, wildfires, waste burning, industrial sources, and motor vehicles. PM10 is of particular interest because high levels can lead to poor health and respiratory disease. The deleterious effects of PM10 exposure are chest pain, general respiratory discomfort due to lung tissue damage, cancer, and premature death. Especially, its effects on children, the elderly, and people with chronic lung disease are of primary concern.
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The problem of interval estimation for the parameters of a log-normal distribution has received considerable attention in the literature. For instance, Krishnamoorthy and Mathew [4], Hannig et al. [5], Tian and Wu [6], Harvey and van der Merwe [7], and Lin and Wang [8] presented confidence intervals for functions of the means of log-normal distributions. Rao and D'Cunha [9] proposed a novel approach to obtain inference using the median of a log-normal distribution. Thangjai et al. [10], Nam and Kwon [11], Hasan and Krishnamoorthy [12], Niwitpong et al. [13], Thangjai and Niwitpong [14], and Thangjai et al. [15] suggested confidence intervals for functions of the coefficient of variation of a log-normal distribution. Furthermore, Thangjai and Niwitpong [16, 17] introduced approaches to estimate the confidence intervals for functions of the signal-to-noise ratio of log-normal distributions.

The coefficient of variation is defined as the standard deviation divided by the mean. It has been used as a measure of precision within and between data series. For example, Tsim et al. [18] used the coefficient of variation to analyze blood samples taken from different laboratories. Faupel-Badger et al. [19] used the coefficient of variation to compare the concentrations of an estrogen metabolite measured using two methods. In environmental studies, the coefficient of variation has often been used for measuring the daily air quality [20]. Pollution levels in different areas can be compared using the coefficient of variation: larger coefficient of variation values indicate greater dispersion whereas smaller ones indicate lower risk. The difference between the air pollution levels in two areas can be analyzed by comparing their coefficients of variation.

Niwitpong [21] proposed confidence intervals for the coefficient of variation of log-normal distribution with restricted parameter space. Nam and Kwon [11] and Hasan and Krishnamoorthy [12] constructed the confidence intervals for the ratio of coefficients of variation of two log-normal distributions. Thangjai et al. [22] proposed Bayesian confidence intervals for the coefficient of variation and the differences between the coefficients of variation of two normal distributions. For $k$ coefficients of variation, Ng [23] estimated confidence intervals for the common coefficient of variation of log-normal populations. Thangjai et al. [10] presented simultaneous confidence intervals for the differences between the coefficients of variation of log-normal distributions. Nam and Kwon [11] proposed the method of variance estimates recovery (MOVER) approach for constructing a confidence interval for the ratio of coefficients of variation of two log-normal distributions, which Hasan and Krishnamoorthy [12] later modified. Although the MOVER approach is easy to compute using an exact formula, it is based on the initial confidence interval for a single parameter of interest. In addition, Hasan and Krishnamoorthy [12] presented the approximate fiducial approach for constructing the confidence interval for the ratio of coefficients of variation. Although this approach was very simple, it was based on simulated data.

In statistics, classical and Bayesian inference are fundamentally different. In classical inference, the parameter is unknown but fixed and its value is based on the observed values in a sample. The Bayesian approach uses a prior distribution based on the experimenter’s belief that is updated with the sample information. Subsequently, the posterior distribution is used to update the prior by using Bayes’ rule. In this study, the Bayesian approach was applied for constructing confidence intervals for the coefficient of variation and the differences between the coefficients of variation of log-normal distributions. The Bayesian approach is based on combining the likelihood function and the prior distribution. Depending on the choice of prior distribution, we show that the Bayesian approach has equal or better coverage accuracy and shorter average lengths than the classical approaches.

The rest of this article is organized as follows. In Section 2, confidence intervals for the coefficient of variation of a log-normal distribution are presented, while those for the differences between the coefficients of variation of log-normal distributions are given in Section 3. In Section 4, the results of simulation studies are presented. PM10 datasets from Nan and Chiang Mai provinces are used to illustrate the performances of the confidence intervals in Section 5, and concluding remarks are presented in Section 6.

### 2- Confidence Intervals for the Coefficient of Variation

If $X = \ln(Y)$ follows a normal distribution with mean $\mu$ and variance $\sigma^2$, then $Y$ follows a log-normal distribution with parameters $\mu$ and $\sigma^2$. The mean and variance of $Y$ are $\mu_Y = \exp(\mu + (\sigma^2/2))$ and $\sigma_Y^2 = (\exp(\sigma^2) - 1)\cdot(\exp(2\mu + \sigma^2))$, respectively. The coefficient of variation of $Y$, is defined as a ratio of standard deviation and mean of $Y$, is expressed as $\tau = \sqrt{\exp(\sigma^2)} - 1$. Since the coefficient of variation of the log-normal distribution depends on parameter $\sigma^2$ only. While the coefficient of variation of the normal distribution, is defined as $\sigma/\mu$, depends on mean $\mu$ and variance $\sigma^2$.

Let $\bar{X}$ and $S^2$ be unbiased estimators of $\mu$ and $\sigma^2$, respectively. Also, let $\bar{x}$ and $s^2$ be observed values of $\bar{X}$ and $S^2$, respectively.

#### 2-1- Classical Confidence Intervals for the Coefficient of Variation

In this section, there are three approaches for interval estimation of the coefficient of variation. The three approaches are large-sample, chi-squared, and approximate fiducial approaches.
2.1-1- Large-sample Confidence Intervals for the Coefficient of Variation

Large-sample confidence intervals are constructed based on two variances. First, the variance estimate of \( \ln(\hat{\tau}) \) is given by Nam and Kwon [11]. Let \( \hat{\tau} = \sqrt{\text{exp}(\hat{\delta}^2) - 1} \) be the estimator of \( \tau \), where \( \hat{\delta}^2 = (n - 1)S^2/n \). The large-sample confidence interval for \( \ln(\tau) \) based on the variance estimate of Nam and Kwon [11] is obtained by

\[
[L_{NK}, U_{NK}] = [\ln(\hat{\tau}) - z_{1-\alpha/2} \sqrt{\text{Var}(\ln(\hat{\tau}))}, \ln(\hat{\tau}) + z_{1-\alpha/2} \sqrt{\text{Var}(\ln(\hat{\tau}))}].
\]

(1)

Where \( Z_{1-\alpha/2} \) denotes the 100(1 - \( \alpha/2 \))-th percentile of the standard normal distribution and \( \text{Var}(\ln(\hat{\tau})) = \hat{\delta}^2(1 + \hat{\delta}^2)^2/(2n\hat{\delta}^4) \).

Therefore, the 100(1 - \( \alpha \))% large-sample confidence interval for the coefficient of variation \( \tau \) based on the variance estimate of Nam and Kwon [11] is defined as:

\[
CI_{L,L1} = [L_{L,L1}, U_{L,L1}] = [\exp(\hat{L}_{NK}), \exp(\hat{U}_{NK})]
\]

(2)

Second, the variance estimate of \( \hat{\tau} \) is proposed by Thangjai et al. [10]. Let \( \hat{\tau} = \sqrt{\text{exp}(\hat{\delta}^2) - 1} \) be the estimator of \( \tau \), where \( \hat{\delta}^2 = S^2 \). Therefore, the 100(1 - \( \alpha \))% large-sample confidence interval for the coefficient of variation \( \tau \) based on the variance estimate of Thangjai et al. [10] is defined as:

\[
CI_{L,L2} = [L_{L,L2}, U_{L,L2}] = [\hat{\tau} - z_{1-\alpha/2} \sqrt{\text{Var}(\hat{\tau})}, \hat{\tau} + z_{1-\alpha/2} \sqrt{\text{Var}(\hat{\tau})}].
\]

(3)

Where \( Z_{1-\alpha/2} \) denotes the 100(1 - \( \alpha/2 \))-th percentile of the standard normal distribution and \( \text{Var}(\hat{\tau}) = \hat{\delta}^2(\text{exp}(2\hat{\delta}^2))/(2(n - 1)(\text{exp}(\hat{\delta}^2) - 1)) \).

2.1-2- Chi-squared Confidence Interval for the Coefficient of Variation

Following Niwitpong [21], the 100(1 - \( \alpha \))% Chi-squared confidence interval for the coefficient of variation \( \tau \) is defined as:

\[
CI_{\chi^2}\text{CHI} = [L_{\chi^2\text{CHI}}, U_{\chi^2\text{CHI}}] = \left[ \exp\left(\frac{(n - 1)S^2}{\chi_{n-1,\alpha/2}^2}\right) - 1, \exp\left(\frac{(n - 1)S^2}{\chi_{n-1,\alpha/2}^2}\right) - 1 \right].
\]

(4)

Where \( \chi_{n-1,\alpha/2}^2 \) and \( \chi_{n-1,1-\alpha/2}^2 \) denote the 100(1 - \( \alpha/2 \))-th and 100(\( \alpha/2 \))-th percentiles of the Chi-squared distribution with \( n - 1 \) degrees of freedom.

2.1-3- Approximate Fiducial Confidence Interval for the Coefficient of Variation

According to Hasan and Krishnamoorthy [12], let:

\[
T_{0.5} = \exp\left(\frac{(n - 1)S^2}{\chi_{n-1,0.5}^2}\right) - 1,
\]

(5)

\[
T_{a/2} = \exp\left(\frac{(n - 1)S^2}{\chi_{n-1,a/2}^2}\right) - 1,
\]

(6)

and

\[
T_{1-a/2} = \exp\left(\frac{(n - 1)S^2}{\chi_{n-1,1-a/2}^2}\right) - 1.
\]

(7)

Where \( \chi_{n-1,0.5}^2 \), \( \chi_{n-1,a/2}^2 \) and \( \chi_{n-1,1-a/2}^2 \) denote the 100(0.5)-th, 100(\( \alpha/2 \))-th and 100(1 - \( \alpha/2 \))-th percentiles of the Chi-squared distribution with \( n - 1 \) degrees of freedom, respectively.

Therefore, the 100(1 - \( \alpha \))% approximate fiducial confidence interval for the coefficient of variation \( \tau \) is defined as:

\[
CI_{\tau,AF} = [L_{\tau,AF}, U_{\tau,AF}] = \left[ T_{0.5} - \sqrt{(T_{0.5} - T_{1-a/2})^2}, T_{0.5} + \sqrt{(T_{0.5} - T_{a/2})^2} \right].
\]

(8)

2.2- Bayesian Confidence Interval for the Coefficient of Variation

In classical approach, the parameter \( \theta \) is unknown, but it is fixed. Let \( X_1, X_2, ..., X_n \) be an random sample from population indexed by parameter \( \theta \). Let \( x_1, x_2, ..., x_n \) be observed values of \( X_1, X_2, ..., X_n \). Then the value of \( \theta \) is known. In Bayesian approach, the parameter \( \theta \) is considered to be a quantity. The prior distribution, is based on the experimenter’s belief, is updated with the sample information. The posterior distribution is updated prior with the use of Bayes’ Rule: see Casella and Berger [24].
Let \( \bar{X} \) be the sample mean and let \( S^2 \) be the sample variance. Also, \( \bar{x} \) and \( s^2 \) are the observed values of \( \bar{X} \) and \( S^2 \), respectively.

In this paper, a random sample \( X_1, X_2, ..., X_n \) is drawn from a normal population with parameter \( \theta = (\mu, \sigma^2) \). The likelihood function is:

\[
L(\mu, \sigma^2 | \text{data}) \propto \left( \frac{1}{\sigma^2} \right)^{n/2} \exp \left\{ -\frac{1}{2\sigma^2} [(n-1)s^2 + n(\mu - \bar{x})^2] \right\}.
\]

The logarithm of the likelihood can be written as

\[
\ln(L) = -\frac{n}{2} \ln(\sigma^2) - \frac{1}{2\sigma^2} [(n-1)s^2 + n(\mu - \bar{x})^2].
\]

Therefore, the Fischer information matrix is:

\[
F(\mu, \sigma^2) = \begin{bmatrix}
\frac{n}{\sigma^2} & 0 \\
0 & n \left( \frac{1}{2\sigma^2} \right)^2
\end{bmatrix}
\]

Following the Fischer information matrix, the Jeffreys Independence prior is:

\[
p(\mu, \sigma^2) = p(\mu) p(\sigma^2),
\]

In this paper is interested in the coefficient of variation. Then a flat prior for coefficient of variation is defined by:

\[
p(\theta) = p(\sigma) p(\mu),
\]

Hence, the Jeffreys Independence prior is defined by:

\[
p(\mu, \sigma^2) \propto \frac{1}{\sigma^2}.
\]

Let \( \mu | \sigma^2, x \) be the conditional posterior distribution for \( \mu \) given \( \sigma^2 \) and \( x \). The \( \mu | \sigma^2, x \) is normal distribution with mean \( \bar{\mu} \) and variance \( \sigma^2/\bar{n} \). It can written as:

\[
\mu | \sigma^2, x \sim N(\bar{\mu}, \frac{\sigma^2}{\bar{n}}).
\]

Furthermore, let \( \sigma^2 | x \) be the posterior distribution for \( \sigma^2 \) given \( x \). It is inverse gamma distribution with shape parameter \( (n-1)/2 \) and scale parameter \( (n-1)s^2/2 \). That is:

\[
\sigma^2 | x \sim IG\left(\frac{n-1}{2}, \frac{(n-1)s^2}{2}\right).
\]

The posterior distribution is used to make statements for parameter which is considered a random quantity. Then the posterior distribution of the coefficient of variation can be used as a point estimate of coefficient of variation. It is denoted by:

\[
\tau_{BS} = \sqrt{\exp(\sigma^2)} - 1.
\]

Where \( \sigma^2 \) is simulated through Monte Carlo simulation from the posterior distribution defined as in Equation 16.

A smallest confidence interval with a specified coverage probability can be obtained using the Bayesian criteria. A highest posterior density region is used to obtain the shortest confidence interval. The posterior density region consists of the values of the parameter which is highest.

Therefore, the 100(1 - \( \alpha \))% Bayesian confidence interval for the coefficient of variation \( \tau \) is defined as:

\[
CI_{\tau, BS} = [L_{\tau, BS}, U_{\tau, BS}],
\]

Where \( L_{\tau, BS} \) and \( U_{\tau, BS} \) are the lower and upper limits of the highest posterior density region of \( \tau_{BS} \), respectively.

Since the Bayesian confidence interval in Equation 18 can be estimated using a computational procedure given in the following algorithm.
Algorithm 1.
Step 1: Generate $\sigma^2 \sim IG((n-1)/2, (n-1)s^2/2)$;
Step 2: Calculate the value of $\tau_{BS}$ as given in Equation 17;
Step 3: Repeat the step 1 - step 2 for $q$ times and obtain $\tau_{BS}^1, \tau_{BS}^2, ..., \tau_{BS}^q$;
Step 4: Calculate $L_{\tau,BS}$ and $U_{\tau,BS}$ from the $100(\alpha/2)$-th and $100(1 - \alpha/2)$-th percentiles of $\tau_{BS}^1, \tau_{BS}^2, ..., \tau_{BS}^q$.

The coverage probabilities and average lengths of the confidence intervals for the coefficient of variation can be approximated via Monte Carlo simulations using the following algorithm.

Algorithm 2. For a given $n, \mu, \sigma$, and $\tau$:
Step 1: Generate $x$ from $N(\mu, \sigma^2)$;
Step 2: Calculate $\bar{x}$ and $s^2$;
Step 3: Construct $CI_{1,LS1(h)} = [L_{1,LS1(h)}, U_{1,LS1(h)}]$;
Step 4: Construct $CI_{2,LS2(h)} = [L_{2,LS2(h)}, U_{2,LS2(h)}]$;
Step 5: Construct $CI_{1,CHI(h)} = [L_{1,CHI(h)}, U_{1,CHI(h)}]$;
Step 6: Construct $CI_{1,AF(h)} = [L_{1,AF(h)}, U_{1,AF(h)}]$;
Step 7: Construct $CI_{1,BS(h)} = [L_{1,BS(h)}, U_{1,BS(h)}]$;
Step 8: If $L_{(h)} \leq \tau \leq U_{(h)}$ set $p_{(h)} = 1$, else $p_{(h)} = 0$;
Step 9: Calculate $U_{(h)} - L_{(h)}$;
Step 10: Repeat the step 1 to step 9 for a large number of times (say, $M$ times) and calculate coverage probability $\frac{\sum_{h=1}^{M} p_{(h)}}{M}$ and average length $\frac{\sum_{h=1}^{M} (U_{(h)} - L_{(h)})}{M}$.

3- Confidence Intervals for Difference between the Coefficients of Variation

Assume that $X_1 = \ln(Y_1)$ is a random sample of size $n_1$ from normal distribution with mean $\mu_1$ and variance $\sigma_1^2$. Since $\bar{X}_1$ is the sample mean and $S_1^2$ is the sample variance. Also, $X_2 = \ln(Y_2)$ is a random sample of size $n_2$ from normal distribution with mean $\mu_2$ and variance $\sigma_2^2$. And $\bar{X}_2$ and $S_2^2$ are the sample mean and sample variance, respectively. The coefficients of variation of $Y_1$ and $Y_2$ are defined as $\tau_1 = \sqrt{\exp(\sigma_1^2) - 1}$ and $\tau_2 = \sqrt{\exp(\sigma_2^2) - 1}$. Therefore, the difference between the coefficients of variation is $\delta = \tau_1 - \tau_2 = \sqrt{\exp(\sigma_1^2) - 1} - \sqrt{\exp(\sigma_2^2) - 1}$.

3-1- Classical Confidence Intervals for Difference between the Coefficients of Variation

Three approaches are used to construct the confidence intervals for the difference between the coefficients of variation of log-normal distributions.

3-1-1- MOVER Confidence Interval for Difference between the Coefficients of Variation

The variance estimate of $\ln(\tilde{X})$ given in Nam and Kwon [11] is used. The estimator of difference between the coefficients of variation is obtained by;

$$\hat{\delta} = \hat{\tau}_1 - \hat{\tau}_2 = \sqrt{\exp(\hat{\sigma}_1^2) - 1} - \sqrt{\exp(\hat{\sigma}_2^2) - 1},$$

(19)

Where $\hat{\sigma}_1^2 = (n_1 - 1)S_1^2 / n_1$ and $\hat{\sigma}_2^2 = (n_2 - 1)S_2^2 / n_2$.

Donner and Zou [25] proposed the idea of the MOVER approach for the confidence interval for difference between the parameters using the confidence interval $[I_i, U_i]$, where $i = 1, 2$. From Equation 3, the confidence intervals for the coefficient of variation of $Y_1$ and $Y_2$ are defined by;
\[ [l_1, u_1] = [\hat{\tau}_1 - z_{\alpha/2} \sqrt{\text{Var}(\hat{\tau}_1)}, \hat{\tau}_1 + z_{\alpha/2} \sqrt{\text{Var}(\hat{\tau}_1)}]; \]

\[ [l_2, u_2] = [\hat{\tau}_2 - z_{\alpha/2} \sqrt{\text{Var}(\hat{\tau}_2)}, \hat{\tau}_2 + z_{\alpha/2} \sqrt{\text{Var}(\hat{\tau}_2)}]. \]

The lower and upper limits of the confidence interval for the difference between the coefficients of variation based on MOVER approach are:

\[ L_{\delta,\text{MOVER}} = \hat{\tau}_1 - \hat{\tau}_2 - \sqrt{(\hat{\tau}_1 - l_1)^2 + (u_2 - \hat{\tau}_2)^2}, \]

and

\[ U_{\delta,\text{MOVER}} = \hat{\tau}_1 - \hat{\tau}_2 + \sqrt{(u_1 - \hat{\tau}_1)^2 + (\hat{\tau}_2 - l_2)^2}. \]

3-1.2. Modified MOVER Confidence Interval for Difference between the Coefficients of Variation

Suppose that the coefficient of variation estimators of \( Y_1 \) and \( Y_2 \) are defined as \( \hat{\tau}_1 = \sqrt{\exp(\delta_1^2) - 1} \) and \( \hat{\tau}_2 = \sqrt{\exp(\delta_2^2) - 1} \), where \( \delta_1^2 = S_1^2 \) and \( \delta_2^2 = S_2^2 \). This paper is interested in the difference between the coefficients of variation. The estimator of difference between the coefficients of variation of \( Y_1 \) and \( Y_2 \) is \( \delta = \hat{\tau}_1 - \hat{\tau}_2 \).

The concept of the MOVER approach is modified to construct the confidence interval for difference between the coefficients of variation. It is called the modified MOVER approach. Using the Equation 4, the confidence intervals for the coefficients of variation of \( Y_1 \) and \( Y_2 \) are defined by \([l_1^*, u_1^*]\) and \([l_2^*, u_2^*]\), respectively, are defined by:

\[ [l_1^*, u_1^*] = \left[ \sqrt{\frac{(n_1 - 1)S_1^2}{\chi^2_{n_1-1,\alpha/2}}} - 1, \sqrt{\frac{(n_1 - 1)S_1^2}{\chi^2_{n_1-1,\alpha/2}}} - 1 \right]. \]

and

\[ [l_2^*, u_2^*] = \left[ \sqrt{\frac{(n_2 - 1)S_2^2}{\chi^2_{n_2-1,\alpha/2}}} - 1, \sqrt{\frac{(n_2 - 1)S_2^2}{\chi^2_{n_2-1,\alpha/2}}} - 1 \right]. \]

Where \( \chi^2_{n_i-1,\alpha/2} \) and \( \chi^2_{n_i-1,\alpha/2} \) denote the \( 100(1 - \alpha/2) \)-th and \( 100(\alpha/2) \)-th percentiles of the Chi-squared distribution with \( n_i - 1 \) degrees of freedom for \( i = 1, 2 \).

Applying the MOVER approach, the lower and upper limits of the confidence interval for the difference between the coefficients of variation based on modified MOVER approach are

\[ L_{\delta,\text{MMOVER}} = \hat{\tau}_1 - \hat{\tau}_2 - \sqrt{(\hat{\tau}_1 - l_1^*)^2 + (u_2^* - \hat{\tau}_2)^2}. \]

and

\[ U_{\delta,\text{MMOVER}} = \hat{\tau}_1 - \hat{\tau}_2 + \sqrt{(u_1^* - \hat{\tau}_1)^2 + (\hat{\tau}_2 - l_2^*)^2}. \]

Therefore, the \( 100(1 - \alpha) \% \) modified MOVER confidence interval for difference between the coefficients of variation \( \delta \) is defined as:

\[ CI_{\delta,\text{MMOVER}} = \left[ L_{\delta,\text{MMOVER}}^*, U_{\delta,\text{MMOVER}}^* \right]. \]
3.1-3 Approximate Fiducial Confidence Interval for Difference between the Coefficients of Variation

Suppose that \( T_{0.5} \), \( T_{\alpha} \), and \( T_{1-\alpha} \) are the modified normal based approximations given in Krishnamoorthy [26]. For \( i = 1, 2 \), the approximations for the coefficient of variation of \( Y_i \) are defined by:

\[
T_{i,0.5} = \exp \left( \frac{(n_i - 1)S_i^2}{\chi_n^2_{i,0.5}} \right) - 1,
\]

(30)

\[
T_{i,1/2} = \exp \left( \frac{(n_i - 1)S_i^2}{\chi_n^2_{i,1/2}} \right) - 1,
\]

(31)

and

\[
T_{i,1-\alpha/2} = \exp \left( \frac{(n_i - 1)S_i^2}{\chi_n^2_{i,1-\alpha/2}} \right) - 1,
\]

(32)

where \( \chi_n^2_{i,1-0.5}, \chi_n^2_{i,1,\alpha/2} \) and \( \chi_n^2_{i,1,1-\alpha/2} \) denote the 100(0.5)-th, 100(\( \alpha/2 \))-th and 100(1 - \( \alpha/2 \))-th percentiles of the Chi-squared distribution with \( n_i - 1 \) degrees of freedom, respectively.

Applying Hasan and Krishnamoorthy [12] and the MOVER approach, the lower and upper limits for difference between the coefficients of variation are obtained by:

\[
L_{\delta,AF} = \sqrt{T_{1,0.5} - T_{2,0.5} - (T_{1,1-\alpha/2} - T_{2,1-\alpha/2})^2} + (T_{2,0.5} - T_{2,1-\alpha/2})^2,
\]

(33)

and

\[
U_{\delta,AF} = \sqrt{T_{1,0.5} - T_{2,0.5} + (T_{1,1-\alpha/2} - T_{2,1-\alpha/2})^2} + (T_{2,0.5} - T_{2,1-\alpha/2})^2,
\]

(34)

Therefore, the 100(1 - \( \alpha \))% approximate fiducial confidence interval for difference between the coefficients of variation \( \delta \) is defined as:

\[
CI_{\delta,AF} = [L_{\delta,AF}, U_{\delta,AF}],
\]

(35)

Where \( L_{\delta,AF} \) and \( U_{\delta,AF} \) are defined in Equations 33 and 34, respectively.

3.2 Bayesian Confidence Interval for Difference between the Coefficients of Variation

For \( i = 1, 2 \), let \( X_i = (X_{i1}, X_{i2}, ..., X_{in}) \) be the random samples from normal populations with parameter \( \theta_i = (\mu_i, \sigma_i^2). \) Also, let \( x_i = (x_{i1}, x_{i2}, ..., x_{in}) \) be the observed values of \( X_i \), where \( i = 1, 2 \). The \( \bar{x}_i \) and \( s_i^2 \) are observed values of \( \bar{X}_i \) and \( S_i^2 \), respectively, where \( \bar{x}_i \) is sample mean and \( S_i^2 \) is sample variance. The likelihood function of \( \mu_1, \mu_2, \sigma_1^2, \sigma_2^2 \mid \text{data} \) is:

\[
L(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2 \mid \text{data}) \propto \left( \frac{1}{\sigma_1^2} \right)^{n_1/2} \exp \left[ -\frac{1}{2\sigma_1^2} [(n_1 - 1)s_1^2 + n_1(\mu_1 - \bar{x}_1)^2] \right] \times \left( \frac{1}{\sigma_2^2} \right)^{n_2/2} \exp \left[ -\frac{1}{2\sigma_2^2} [(n_2 - 1)s_2^2 + n_2(\mu_2 - \bar{x}_2)^2] \right].
\]

(36)

The logarithm of the likelihood is:

\[
\ln(L) = -\frac{n_1}{2} \ln(\sigma_1^2) - \frac{1}{2\sigma_1^2} [(n_1 - 1)s_1^2 + n_1(\mu_1 - \bar{x}_1)^2] - \frac{n_2}{2} \ln(\sigma_2^2) - \frac{1}{2\sigma_2^2} [(n_2 - 1)s_2^2 + n_2(\mu_2 - \bar{x}_2)^2].
\]

(37)

From the logarithm of the likelihood, the Fischer information matrix is:

\[
F(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = \begin{bmatrix}
\frac{n_1}{\sigma_1^2} & 0 & 0 & 0 \\
0 & \frac{n_2}{\sigma_2^2} & 0 & 0 \\
0 & 0 & \frac{n_1}{2} \left( \frac{1}{\sigma_1^2} \right)^2 & 0 \\
0 & 0 & 0 & \frac{n_2}{2} \left( \frac{1}{\sigma_2^2} \right)^2
\end{bmatrix}.
\]

(38)

Therefore, the Jeffreys Independence prior is:

\[
p(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = p(\mu_1, \mu_2) p(\sigma_1^2, \sigma_2^2).
\]

(39)
For \( i = 1, 2 \), the flat prior for coefficient of variation is defined by:

\[
p(\theta_i) = \frac{p(\sigma_i)}{p(\mu_i)}.
\]

(40)

The Jeffreys Independence prior is:

\[
p(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) \propto \frac{1}{\sigma_1^2} \left( \frac{1}{\sigma_2^2} \right).
\]

(41)

The joint posterior distribution for \( \mu_1, \mu_2, \sigma_1^2 \), and \( \sigma_2^2 \) is given by

\[
p(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2 \mid \text{data}) \propto \prod_{i=1}^{2} \left( \frac{1}{\sigma_i^2} \sigma_i \right) \exp \left\{ -\frac{1}{2\sigma_i^2} \left[ (n_i - 1)s_i^2 + (\mu_i - \bar{x}_i)^2 \right] \right\},
\]

(42)

Therefore, the conditional posterior distribution for \( \mu_i \) given \( \sigma_i^2 \) and \( x_i \) is given by:

\[
\mu_i \mid \sigma_i^2, x_i \sim N(\hat{\mu}_i, \frac{\sigma_i^2}{n_i^2}),
\]

(43)

Where \( i = 1, 2 \).

The posterior distribution for \( \sigma_i^2 \) given \( x_i \) is obtained by:

\[
\sigma_i^2 \mid x_i \sim IG\left(\frac{n_i}{2}, \frac{(n_i - 1)s_i^2}{2}\right),
\]

(44)

Where \( i = 1, 2 \).

The posterior distribution for the difference between the coefficients of variation is denoted by:

\[
\delta_{BS} = \sqrt{\exp(\sigma_1^2) - 1} - \sqrt{\exp(\sigma_2^2) - 1}.
\]

(45)

Where \( \sigma_1^2 \) and \( \sigma_2^2 \) are simulated through Monte Carlo simulation from the posterior distribution defined as in Equation 44.

Therefore, the 100(1 - \( \alpha \))% Bayesian confidence interval for difference between the coefficients of variation \( \delta \) is defined as:

\[
CI_{\delta, BS} = [L_{\delta, BS}, U_{\delta, BS}],
\]

(46)

Where \( L_{\delta, BS} \) and \( U_{\delta, BS} \) are the lower and upper limits of the highest posterior density region of \( \delta_{BS} \), respectively.

The computational procedure for constructing the Bayesian confidence interval in Equation 46 is presented in Algorithm 3.

**Algorithm 3.**

Step 1: Generate \( \sigma_i^2 \mid x_i \sim IG((n_i - 1)/2, (n_i - 1)s_i^2/2) \), where \( i = 1, 2 \);

Step 2: Calculate the value of \( \delta_{BS} \) as given in Equation 45;

Step 3: Repeat the step 1 - step 2 for \( q \) times and obtain \( \delta_{BS}^1, \delta_{BS}^2, ..., \delta_{BS}^q \);

Step 4: Calculate \( L_{\delta, BS} \) and \( U_{\delta, BS} \) from the 100(\( \alpha / 2 \))-th and 100(1 - \( \alpha / 2 \))-th percentiles of \( \delta_{BS}^1, \delta_{BS}^2, ..., \delta_{BS}^q \).

The following algorithm is given to calculate the coverage probabilities and average lengths of the confidence intervals for difference between the coefficients of variation.

**Algorithm 4.** For a given \( n_1, n_2, \mu_1, \mu_2, \sigma_1, \sigma_2, \) and \( \delta \):

Step 1: Generate \( x_1 \) from \( N(\mu_1, \sigma_1^2) \) and generate \( x_2 \) from \( N(\mu_2, \sigma_2^2) \);

Step 2: Calculate \( \bar{x}_1, \bar{x}_2, s_1^2 \) and \( s_2^2 \);

Step 3: Construct \( CI_{\delta, MOVER(h)} = [L_{\delta, MOVER(h)}, U_{\delta, MOVER(h)}] \);

Step 4: Construct \( CI_{\delta, MOVER(h)} = [L_{\delta, MMOMER(h)}, U_{\delta, MMOMER(h)}] \);

Step 5: Construct \( CI_{\delta, AF(h)} = [L_{\delta, AF(h)}, U_{\delta, AF(h)}] \);

Step 6: Construct \( CI_{\delta, BS(h)} = [L_{\delta, BS(h)}, U_{\delta, BS(h)}] \);

Step 7: If \( L_{(h)} \leq \delta \leq U_{(h)} \), set \( p_{(h)} = 1 \), else \( p_{(h)} = 0 \);
Step 8: Calculate $U_h - L_h$;
Step 9: Repeat the step 1 to step 8 for a large number of times (say, $M$ times) and calculate coverage probability and average length.

4- Simulation Studies

A simulation study with 10,000 replications and 2,500 repetitions of the Bayesian calculation was conducted to estimate the performance of the confidence intervals based on the Bayesian method and existing confidence intervals. A comparison of their performances in terms of coverage probability and average length is presented in Figure 1. A coverage probability of greater than or equal to the nominal confidence level of 0.95 and the shortest average length are the criteria for the best-performing confidence interval.

![Monte Carlo simulation flowchart.](image)
For the coefficient of variation of a single log-normal distribution, a random sample with sample size $n$ was generated from a normal distribution with mean $\mu = 1$ and standard deviation $\sigma = 0.1, 0.7, 1.2, 1.6$; the results are given in Table 1. For a large sample size, the coverage probabilities of the confidence intervals of Nam and Kwon [11] and Thangjai et al. [10] were close to 1.00 and 0.95, respectively, for $\sigma \leq 1.2$ and both were less than the nominal confidence level of 0.95 for $\sigma > 1.2$. Although the Bayesian, Chi-squared, and approximate fiducial confidence intervals provided coverage probabilities close to the nominal confidence level of 0.95 for all values of $\sigma$, the Bayesian confidence interval obtained the shortest average length in all cases. Therefore, the Bayesian confidence interval was better than the other methods for constructing the confidence intervals for the coefficient of variation of a log-normal distribution.

Table 1. The coverage probabilities (CP) and average lengths (AL) of 95% two-sided confidence intervals for the coefficient of variation of log-normal distribution.

| $n$ | Approach | $\sigma$ | CP | AL | CP | AL | CP | AL | CP | AL |
|-----|----------|----------|-----|-----|-----|-----|-----|-----|-----|-----|
|     |          | 0.1      | 0.7 | 1.2 | 1.6 | 0.1 | 0.7 | 1.2 | 1.6 |
|     |          |          |     |     |     |     |     |     |     |     |
| 4   | CHI      | 0.9519   | 0.3095 | 0.9456 | 30002 | 0.9480 | 1.2146e+29 | 0.9470 | 6.0419e+50 |
|     | AF       | 0.9519   | 0.3095 | 0.9456 | 30002 | 0.9480 | 1.2146e+29 | 0.9470 | 6.0419e+50 |
|     | BS       | 0.9482   | 0.2392 | 0.9467 | 602.4821 | 0.9495 | 9.6344e+16 | 0.9476 | 2.1661e+32 |
| 8   | CHI      | 0.9444   | 0.1346 | 0.9520 | 2.5814 | 0.9560 | 232.5419 | 0.9479 | 1014553 |
|     | AF       | 0.9444   | 0.1346 | 0.9520 | 2.5814 | 0.9560 | 232.5419 | 0.9479 | 1014553 |
|     | BS       | 0.9433   | 0.1208 | 0.9516 | 1.7921 | 0.9554 | 38.6583 | 0.9511 | 166480000 |
| 10  | CHI      | 0.9504   | 0.1122 | 0.9478 | 1.6902 | 0.9506 | 26.5996 | 0.9504 | 362329300 |
|     | AF       | 0.9504   | 0.1122 | 0.9478 | 1.6902 | 0.9506 | 26.5996 | 0.9504 | 362329300 |
|     | BS       | 0.9506   | 0.1029 | 0.9504 | 1.3329 | 0.9515 | 11.5776 | 0.9490 | 135393980 |
| 12  | CHI      | 0.9470   | 0.0979 | 0.9517 | 1.3316 | 0.9523 | 12.4326 | 0.9476 | 4242455 |
|     | AF       | 0.9470   | 0.0979 | 0.9517 | 1.3316 | 0.9523 | 12.4326 | 0.9476 | 4242455 |
|     | BS       | 0.9458   | 0.0912 | 0.9539 | 1.1316 | 0.9556 | 7.1811 | 0.9511 | 1014081 |
| 15  | CHI      | 0.9505   | 0.0840 | 0.9524 | 1.0386 | 0.9501 | 6.7495 | 0.9462 | 6899924 |
|     | AF       | 0.9505   | 0.0840 | 0.9524 | 1.0386 | 0.9501 | 6.7495 | 0.9462 | 6899924 |
|     | BS       | 0.9470   | 0.0793 | 0.9564 | 0.9105 | 0.9507 | 4.7040 | 0.9491 | 314261 |
| 20  | CHI      | 0.9503   | 0.0697 | 0.9488 | 0.8066 | 0.9468 | 4.0851 | 0.9453 | 235648 |
|     | AF       | 0.9503   | 0.0697 | 0.9488 | 0.8066 | 0.9468 | 4.0851 | 0.9453 | 235648 |
|     | BS       | 0.9475   | 0.0666 | 0.9509 | 0.7343 | 0.9514 | 3.2299 | 0.9469 | 147982 |
| 30  | CHI      | 0.9503   | 0.0548 | 0.9484 | 0.6008 | 0.9496 | 2.5382 | 0.9509 | 102423 |
|     | AF       | 0.9503   | 0.0548 | 0.9484 | 0.6008 | 0.9496 | 2.5382 | 0.9509 | 102423 |
|     | BS       | 0.9477   | 0.0531 | 0.9515 | 0.5650 | 0.9562 | 2.2044 | 0.9504 | 78986 |

The coefficient of variation of log-normal distribution depends on the value of $\sigma^2$ only and is independent of $\mu$. To simplify matters, the population means ($\mu_1, \mu_2$) were given the same value ($\mu_1 = \mu_2 = 1$) when testing the confidence
intervals for the difference between the coefficients of variation of log-normal distributions. Four confidence intervals constructed using the MOVER, modified MOVER, approximate fiducial, and Bayesian approaches were compared (Tables 2 and 3). The results indicate that the MOVER confidence interval was conservative since the coverage probabilities were in the range from 0.98 to 1.00 for \((\sigma_1, \sigma_2) = (0.1,0.3), (0.1,0.7), (0.3,0.7), (0.3,0.9), \) and \((0.4,1.2), \) However, the MOVER confidence interval performed better than the others when the sample sizes were small and the values of \((\sigma_1, \sigma_2)\) were large. Meanwhile, the Bayesian confidence interval performed better than the others in terms of the coverage probability and average length.

Table 2. The CP and AL of 95% two-sided confidence intervals for difference between the coefficients of variation of log-normal distributions as function of parameters.

| \((n_1,n_2)\) | Approach | \((0.1, 0.3)\) | \((0.3, 0.7)\) | \((0.4, 1.2)\) | \((0.5, 1.6)\) |
|---|---|---|---|---|---|
| (4,8) | MOVER | 1.0000 | 5.8198 | 1.0000 | 5.8276 | 0.9905 | 6.0767 | 0.9092 | 6.7016 |
| | MMOV | 0.9911 | 0.6596 | 0.9628 | 3.9692 | 0.9597 | 217.7059 | 0.9572 | 12342172 |
| | AF | 0.9560 | 0.6426 | 0.9581 | 3.9056 | 0.9571 | 217.5643 | 0.9561 | 12342171 |
| | BS | 0.9780 | 0.6038 | 0.9894 | 3.2132 | 0.9825 | 59.5095 | 0.9807 | 332781700 |
| (5,10) | MOVER | 1.0000 | 5.7634 | 1.0000 | 5.8067 | 0.9931 | 5.9633 | 0.9135 | 6.3768 |
| | MMOV | 0.9914 | 0.4948 | 0.9582 | 3.2279 | 0.9559 | 27.9188 | 0.9540 | 24844940 |
| | AF | 0.9565 | 0.4834 | 0.9553 | 2.2374 | 0.9548 | 27.8399 | 0.9529 | 24843010 |
| | BS | 0.9727 | 0.4599 | 0.9804 | 2.0027 | 0.9756 | 14.3499 | 0.9688 | 3373556 |
| (10,5) | MOVER | 1.0000 | 5.7681 | 1.0000 | 5.8386 | 0.9875 | 6.2159 | 0.9071 | 10.1079 |
| | MMOV | 0.9949 | 0.2191 | 0.9531 | 8.2624 | 0.9502 | 1.0649e+13 | 0.7005 | 7.1655e+24 |
| | AF | 0.9543 | 0.1160 | 0.9522 | 8.26017 | 0.9501 | 1.0649e+13 | 0.9505 | 7.1655e+24 |
| | BS | 0.9563 | 0.7139 | 0.9613 | 9.2918 | 0.9548 | 54693791 | 0.9552 | 2.3896e+14 |
| (7,12) | MOVER | 1.0000 | 5.7088 | 1.0000 | 5.7443 | 0.9960 | 5.8731 | 0.9145 | 6.2009 |
| | MMOV | 0.9957 | 0.3888 | 0.9553 | 1.5815 | 0.9541 | 12.7382 | 0.9518 | 332.6372 |
| | AF | 0.9556 | 0.3821 | 0.9527 | 1.5568 | 0.9538 | 12.7001 | 0.9513 | 332.5826 |
| | BS | 0.9660 | 0.3648 | 0.9711 | 1.4170 | 0.9697 | 7.8683 | 0.9653 | 88.4367 |
| (10,10) | MOVER | 1.0000 | 5.6906 | 1.0000 | 5.7297 | 0.9936 | 5.8837 | 0.9129 | 6.3096 |
| | MMOV | 0.9947 | 0.4124 | 0.9544 | 1.8389 | 0.9510 | 46.5689 | 0.9487 | 9118.4900 |
| | AF | 0.9527 | 0.4081 | 0.9521 | 1.8225 | 0.9517 | 46.5477 | 0.9493 | 9118.4640 |
| | BS | 0.9593 | 0.3793 | 0.9664 | 1.5327 | 0.9588 | 13.7952 | 0.9540 | 613.5661 |
| (10,15) | MOVER | 1.0000 | 5.6652 | 1.0000 | 5.6932 | 0.9975 | 5.7934 | 0.9323 | 6.0299 |
| | MMOV | 0.9547 | 0.3134 | 0.9511 | 1.1802 | 0.9497 | 6.8152 | 0.9547 | 63.5273 |
| | AF | 0.9532 | 0.3096 | 0.9498 | 1.1662 | 0.9496 | 6.7967 | 0.9550 | 63.5051 |
| | BS | 0.9603 | 0.2966 | 0.9682 | 1.0749 | 0.9621 | 4.9215 | 0.9589 | 29.8344 |
| (20,20) | MOVER | 1.0000 | 5.6168 | 1.0000 | 5.6369 | 0.9987 | 5.7100 | 0.9403 | 5.8877 |
| | MMOV | 0.9519 | 0.2424 | 0.9561 | 0.8641 | 0.9488 | 4.1163 | 0.9499 | 23.0779 |
| | AF | 0.9517 | 0.2411 | 0.9568 | 0.8592 | 0.9483 | 4.1110 | 0.9506 | 23.0726 |
| | BS | 0.9546 | 0.2316 | 0.9645 | 0.7997 | 0.9533 | 3.2893 | 0.9536 | 14.7232 |
| (20,30) | MOVER | 1.0000 | 5.6041 | 1.0000 | 5.6184 | 1.0000 | 5.6674 | 0.9607 | 5.7748 |
| | MMOV | 0.9527 | 0.1948 | 0.9494 | 0.6594 | 0.9475 | 2.5841 | 0.9521 | 10.3191 |
| | AF | 0.9520 | 0.1936 | 0.9492 | 0.6550 | 0.9476 | 2.5793 | 0.9520 | 10.3145 |
| | BS | 0.9535 | 0.1884 | 0.9583 | 0.6281 | 0.9570 | 2.2667 | 0.9556 | 7.9961 |
| (30,30) | MOVER | 1.0000 | 5.5923 | 1.0000 | 5.6058 | 0.9999 | 5.6545 | 0.9640 | 5.7600 |
| | MMOV | 0.9502 | 0.1876 | 0.9508 | 0.6339 | 0.9494 | 2.5885 | 0.9496 | 10.2430 |
| | AF | 0.9494 | 0.1870 | 0.9502 | 0.6314 | 0.9497 | 2.5860 | 0.9495 | 10.2406 |
| | BS | 0.9495 | 0.1816 | 0.9566 | 0.6019 | 0.9555 | 2.2590 | 0.9491 | 7.9242 |
5- Empirical Application

In this section, the performances of the existing and Bayesian confidence intervals were compared using real datasets. The Bayesian confidence interval was first computed using 2,500 repetitions via Monte Carlo simulation. The datasets comprising PM10 data from 24 March 2019 to 17 April 2019 reported by the Pollution Control Department for the Nan and Chiang Mai provinces in Thailand are given in Table 4 and statistics based on them are summarized in Table 5. Figures 2 and 3 show histograms and normal QQ-plots of the data, respectively. The Akaike Information Criterion (AIC) results in Table 6 indicate that the datasets can be fitted to log-normal distributions.

For the coefficient of variation of a log-normal distribution, the PM10 data for the Nan province had a coefficient of variation for the log-normal distribution of \( \hat{\tau} = 0.2930 \). The large-sample confidence intervals were \( C_{\hat{\tau},LS1} = [-1.6893, 2.2752] \) and \( C_{\hat{\tau},LS2} = [0.2048, 0.3812] \) with interval lengths of 3.9645 and 0.1764, respectively, while those of the Chi-squared, approximate fiducial, and Bayesian confidence intervals were \( C_{\hat{\tau},CHI} = [0.2308, 0.4292] \), \( C_{\hat{\tau},AF} = [0.2308, 0.4292] \), and \( C_{\hat{\tau},BS} = [0.2292, 0.4088] \) with interval lengths of 0.1984, 0.1984, and 0.1796, respectively. For the PM10 data for Chiang Mai province, the coefficient of variation of the log-normal distribution was \( \hat{\tau} = 0.2656 \). The 95% confidence intervals for the large-sample approaches were \( C_{\hat{\tau},LS1} = [-1.7154, 2.2467] \) and \( C_{\hat{\tau},LS2} = [0.1879, 0.3433] \) with interval lengths of 3.9621 and 0.1554, respectively, while those using the Chi-squared, approximate fiducial, and Bayesian approaches were \( [0.2103, 0.3838] \), \( [0.2103, 0.3838] \), and \( [0.2034, 0.3641] \) with interval lengths of 0.1735, 0.1735, and 0.1607, respectively.

The difference between the coefficients of variation of log-normal distributions of the PM10 data for the Nan and Chiang Mai provinces was \( \delta = 0.0274 \). The MOVER, modified MOVER, and approximate fiducial, and Bayesian confidence intervals were \( C_{\hat{\tau},MOVER} = [-2.7751, 2.8299] \), \( C_{\hat{\tau},MMOVER} = [-0.1036, 0.1716] \), \( C_{\hat{\tau},AF} = [-0.1021, 0.1698] \), and \( C_{\hat{\tau},BS} = [-0.0937, 0.1693] \) with interval lengths of 5.6050, 0.2752, 0.2719, and 0.2630, respectively.

The results show that the confidence intervals in both scenarios covered the population coefficient of variation and the difference between the population coefficients of variation, respectively, with the Bayesian confidence interval having the shortest length in both cases. In concert with the simulation results, the Bayesian confidence interval can be
suggested for constructing the confidence intervals for the coefficient of variation and the difference between the coefficients of variation of log-normal distributions.

**Table 4. PM10 data of the Nan and Chiang Mai provinces (µg/m³).**

|          | Nan province | Chiang Mai province |
|----------|--------------|---------------------|
| 224      | 134 138 148 190 | 227 170 164 105 128 |
| 145      | 232 136 144 127 | 156 262 167 112 103 |
| 114      | 199 100 155 116 | 138 146 166 123 94  |
| 107      | 176 90 178 126  | 125 191 142 139 96  |
| 80       | 130 126 254     | 113 184 117 138 98  |

Source: Pollution Control Department (http://air4thai.pcd.go.th/webV2/download.php).

**Table 5. Sample statistics of the Nan and Chiang Mai provinces.**

| Statistics | Nan province | Chiang Mai province |
|------------|--------------|---------------------|
| n          | 24           | 25                  |
| \( \bar{y} \) | 148.7083     | 144.1600            |
| \( s_Y \)  | 44.9662      | 41.2580             |
| \( \bar{x} \) | 4.9603       | 4.9355              |
| \( s_X \)  | 0.2931       | 0.2665              |
| \( \hat{\tau} \) | 0.2930       | 0.2656              |

**Figure 2.** Histogram plots of PM10 data of the Nan and Chiang Mai provinces.

**Figure 3.** The normal QQ-plots of log-PM10 data of the Nan and Chiang Mai provinces.
6- Discussion

Classical and Bayesian inference are fundamentally different in statistics, and we evaluated the performances of the confidence intervals for the coefficient of variation and the difference of the coefficients of variation of log-normal distributions using both approaches. For the coefficient of variation of a log-normal distribution, four classical confidence intervals constructed via two large-sample approaches based on the two variances definitions of Thangjai et al. [10] and Nam and Kwon [11], the Chi-squared approach of Niwitpong [21], and the approximate fiducial approach of Hasan and Krishnamoorthy [12]. The classical confidence intervals were derived use formulas whereas the Bayesian approach was based on a simulation technique.

For the difference between the coefficients of variation of log-normal distributions, the three classical confidence intervals: MOVER by using the variance of Nam and Kwon [11], modified MOVER by using the Chi-squared approach of Niwitpong [21], and the approximate fiducial approach with modified normal-based approximations were compared with the Bayesian confidence interval. The results in this investigation were similar to those of Harvey and van der Merwe [7], Rao and D'Cunha [9], Thangjai and Niwitpong [14], and Thangjai et al. [22].

7- Conclusion

In this study, the Bayesian approach was used to construct confidence intervals for the coefficient of variation of a log-normal distribution and the difference between the coefficients of variation of two log-normal distributions, both of which were then compared with several classical approaches. For the first scenario, although the coverage probabilities of all of the confidence intervals were close to the nominal confidence level, the Bayesian confidence interval provided the shortest average length in all cases. For the difference between the coefficients of variation of two log-normal distributions, the Bayesian confidence interval was once again the best in terms of the coverage probability and average length.

The performances of all of the approaches were appraised by application to real PM10 data from the Nan and Chiang Mai provinces in Thailand. As with the results of the simulation study, the Bayesian approach was better than the others in terms of average length. Therefore, the Bayesian approach is recommended for constructing the confidence intervals for the coefficient of variation and the difference between the coefficients of variation of log-normal distributions.
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