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Abstract: Extensive research has been performed by organizations and academics on models for credit scoring, an important financial management activity. With novel machine learning models continue to be proposed, ensemble learning has been introduced into the application of credit scoring, several researches have addressed the supremacy of ensemble learning. In this research, we provide a comparative performance evaluation of ensemble algorithms, i.e., random forest, AdaBoost, XGBoost, LightGBM and Stacking, in terms of accuracy (ACC), area under the curve (AUC), Kolmogorov–Smirnov statistic (KS), Brier score (BS), and model operating time in terms of credit scoring. Moreover, five popular baseline classifiers, i.e., neural network (NN), decision tree (DT), logistic regression (LR), Naïve Bayes (NB), and support vector machine (SVM) are considered to be benchmarks. Experimental findings reveal that the performance of ensemble learning is better than individual learners, except for AdaBoost. In addition, random forest has the best performance in terms of five metrics, XGBoost and LightGBM are close challengers. Among five baseline classifiers, logistic regression outperforms the other classifiers over the most of evaluation metrics. Finally, this study also analyzes reasons for the poor performance of some algorithms and give some suggestions on the choice of credit scoring models for financial institutions.
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1. Introduction

Charging interest on loan is the main business income way of financial institutions and in the meanwhile, granting loans has great contribution in socioeconomic operation. However, unreasonable lending will cause a huge loss given default, and hence to large losses at many financial institutions. Emerging and developing economies urgently need to strike a careful balance between promoting growth through lending loan and preventing credit risk caused by excessive releasing according to the Global Economic Prospects [1] from the World Bank in 4 June 2019. Credit scoring has been one of the primary approaches for principal institutions to evaluate credit risk and make rational decisions [2]. The purpose of credit scoring model is to solve problems of classifying loan customers into two categories: good customers (those are predicted to be fully paid within the specified period) and bad customers (those predicted to be default). Good customers are more likely to repay their loans on time, which will bring benefits to financial institutions. On the contrary, bad customers will lead to financial losses. Therefore, banks and financial institutions pay more and more attention to the construction of credit scoring models, because even a 1% increase in the quality of the bad credit applicants would significantly translate into remarkable future savings for financial institutions [3,4].

Since the pioneering work of Beaver [5] and Altman [6], credit scoring has been a major research subject for scholars and financial institutions, and has obtained extensive research in the past 40 years. Subsequently, many types of credit scoring models have been proposed and developed by using statistical methods, such as linear discriminate analysis (LDA) and logistic regression (LR) [7–10].
However, data is exploding in today’s world, when it comes to huge quantities of data, the elastic performance of classical statistical analysis models is not very good. As a result, some of the assumptions in these models cannot be established, which in turn affects the accuracy of predictions. With the breakthrough of artificial intelligence (AI) technology, such as neural networks (NN) [11,12], support vector machines (SVM), random forests (RF) [13], and Naïve Bayes (NB) [14] can achieve the same or better results compared with the statistical models. However, LDA and LR still have a wide range of applications due to their high accuracy and ease of model operation. Machine learning belongs to the category of AI and is one of the most efficient methods in data mining that can provide analysts with more productive insights on the use of big data [15]. Machine learning models are generally subdivided into individual machine learning (NN and LR), ensemble learning (bagging, boosting, and randomspace), and integrated ensemble machine learning (RS-boosting and multi-boosting) [16]. Ensemble learning approaches are considered to be a state-of-the-art solution for many machine learning tasks [17]. After Chen and Guestrin [18] proposed XGBoost in 2016, ensemble learning, i.e., XGBoost and LightGBM, have become a winning strategy to a wide range of Kaggle competitions due to its inspiring success. Accordingly, more and more scholars introduce ensemble learning models to solve credit scoring problems [19–22]. Ensemble learning is a method to make excellent performance by building and combining multiple base learners with certain strategies. It can be used to solve classification problems, regression problems, feature selection, outlier detection, etc. Generally, ensemble learning can be separated into homogenous and heterogeneous, where the former combines classifiers of the same kind, whereas the latter combines classifiers of different kinds [22]. Boosting represented by AdaBoost and Bagging represented by random forest belong to homogenous integration in ensemble learning, otherwise, Stacking belongs to the heterogeneous (Figure 1).
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**Figure 1.** Ensemble machine learning framework.

Scholars have also conducted comparative studies on ensemble learning models: Bagging, Boosting, and Stacking. Wang et al. [4] investigated the performance of ensemble learning-bagging, boosting, stacking-based on four individual learners (LR, DT, NN, and SVM) on credit scoring problems across three real world credit datasets and found that bagging gets better than boosting, stacking, and bagging DT perform the best output. Barboza, Kimura, and Altman [23] conduct the comparison between machine learning methods (SVM, bagging, boosting, and RF) and some traditional methods (discriminant analysis, LR, and NN) to predict bankruptcy, showed that bagging, boosting, and RF outperform the other algorithms. Ma et al. [15] used data cleaning method of “multiple observation” and “multiple dimensional” to evaluate the performance of XGBoost and LightGBM.
on a prediction of P2P loan default, respectively, and observed that the result of LightGBM based on multiple observational dataset performs the best. Alazzam, Alsmadi, and Akour [24] provided the prediction of faulty modules of software systems using bagging, boosting, and stacking, and showed that boosting illustrated a better performance than bagging. Jhaveri et al. [25] predicted the Kickstarter campaign with a variety of classification and boosting algorithms and concluded that weighted RF and AdaBoost achieved the best accuracy. From the above, different datasets seem to yield different comparative research conclusions. Therefore, our study does contribute to this debate and is expected to provide a strong foundation for default prediction and credit rating.

The purpose of this study is to analyze the performance of five ensemble learning methods (RF, AdaBoost, XGBoost, LightGBM, and Stacking) in the area of credit scoring in terms of accuracy (ACC), area under the curve (AUC), Kolmogorov–Smirnov statistic (KS), Brier score (BS), and model operating time. The public credit dataset from Lending Club will be used to construct all classifiers and test their performance. Moreover, five popular individual learners, i.e., NN, SVM, LR, DT, and NB, are considered to be benchmarks. It is worth noting that RF is a model recognized by many scholars as an excellent classification of credit scoring models [26–29]. This paper also proposes some ex-ante hypotheses: first, ensemble learning models outperform traditional models; second, the application of Bagging will bring a substantial improvement for DT; therefore, RF (Bagging DT) performs better than DT; and third, the model operating time of XGBoost and LightGBM may be relatively short, on the contrary, NN and SVM may be time-consuming.

The layout of the paper is structured as follows: Section 2 introduces the mechanism of RF, AdaBoost, XGBoost, LightGBM, and Stacking. Section 3 specifies the experiment setup from four aspects: data pre-processing and feature selection, baseline models, evaluation measure and hyper-parameter tuning, meanwhile, Section 4 describes the experimental findings. Finally, Section 5 draws conclusions and addresses potential work.

2. Methodology

2.1. Overviews of Ensemble Learning

Ensemble learning improves performance by building and aggregating multiple different base learners with specific strategies. The constructed series of models are base learners, and the aggregating method of base learners is integration strategy. In general, the performance of each base learner is not required to be particularly good in ensemble learning, but just better than randomly guessing. According to the base learner generation process, ensemble learning method can be roughly divided into two types (Figure 2): 1. A parallel method represented by Bagging, and 2. sequential method represented by Boosting.
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**Figure 2.** Flowchart of Parallel and Sequential ensemble.
In the parallel ensemble, multiple base learners are constructed simultaneously, and the independence of these base learners is utilized to improve the performance of the final model. In fact, Bootstrap Sampling ensures the relative independence of base learners and the prime advantage of the parallel ensemble is that it is conducive to parallel computing and can significantly reduce the required training time. However, the sequential ensemble is to construct multiple learners in sequence, and the latter learners can avoid the errors of the former learners, thus improving the aggregated performance. Different from the parallel ensemble, new learners need to be built one by one in the sequential ensemble, so it is difficult to use parallelism to reduce the training time.

In terms of integration strategies, majority voting and its variants (e.g., weighted voting) are commonly employed in the existing credit scoring literature because of its simplicity. According to majority voting, each base learner predicts and votes for each sample, and the sample classification with the highest votes is the final predictive category, if more than one classification gets the highest number of votes, one will be randomly chosen to be the final, that is to say, the minority is subjected to the majority. In contrast to majority voting, Stacking is also a method of integration strategies, which combines low-level learners with the high-level learning algorithm (i.e., meta-classifier) [30]. However, there are few researches on Stacking in the field of credit scoring [4]. The remainder of the section will introduce three popular ensemble learning, i.e., Bagging, Boosting, and Stacking, respectively.

2.2. Bagging

Bagging is one of the most popular techniques for constructing ensembles [31], which is to shape several different training sets with a bootstrap sampling method, then to train base learners on each training set, and the final model will be obtained by aggregating these base learners. Bagging has two important parts: bootstrap sampling and model aggregation. Bootstrap sampling is to take \( n \) samples from the data set with \( n \) samples by using the sampling with replacement, which can ensure the independence of different sampling training sets. In addition, the majority voting method which adopts the one with the most occurrence among the classification results of multiple base learners as the final classification result is usually as the aggregation method. The algorithm [31] of Bagging is given in Figure 3.

| Input: Dataset \( S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}; \) |
| Base learning algorithm \( L; \) |
| Number of base learners \( m. \) |

**Process:**

- For \( j = 1, 2, \ldots, m; \)
  - \( S_j = bootstrap(S); \) % Generate a bootstrap sample from \( S \)
  - \( h_j = L(S_j); \) % Train a base learner \( h_j \) from the bootstrap sample
- end.

**Output:** \( H(x) = mode(h_1(x), \ldots, h_m(x)) \) % For classification studies

**Figure 3.** The algorithm of Bagging.

Random Forest Algorithm (RF)

RF is a bagging of decision tree which randomly restrict the features used in each split and operates by creating multiple decision trees in training process. There is no correlation between each decision trees in an RF, after generating numbers of trees, the final decision class is based on a vote when a new sample comes in and each decision tree in the RF will make a judgment on which category the sample belongs to.
RF is considered as one of the best algorithms currently which is not sensitive to multicollinearity, and the results are relatively robust to missing data and unbalanced data. In addition, it can well predict the role of up to thousands of explanatory variables [32].

2.3. Boosting

Compared with the parallel construction of base learners in Bagging, Boosting establish a set of base classifiers in sequence, whose basic idea is firstly, a weak classifier is constructed on the training set. According to the classification result of classifier, each sample shall be assigned a weight in the training set and the weight will be relatively small if the sample is correctly classified; otherwise, it will be assigned a relatively large number. Then, in order to make the samples with large weights be accurately classified, all weight of each sample is considered to construct a second weak classifier. By repeating the process, several weak classifiers will be established in order to achieve better classification performance. The model parameters of each weak classifier are obtained by minimizing the loss function of the previous model on the training set. The final model obtained by the Boosting algorithm is a linear combination of several base classifiers weighted by their own result. In many literatures, AdaBoost is introduced as a paradigmatic example of Boosting. Thus, we introduce the AdaBoost algorithm in the study.

2.3.1. AdaBoost

Adaptive Boosting (AdaBoost) is the most widely used version of Boosting algorithm, which is proposed by Freund and Schapire [33]. In fact, the well-known AdaBoost will be obtained when the loss function is exponential type and the weights and classifiers are derived by means of forward stage-wise additive modeling. The algorithm of AdaBoost [4] is given in Figure 4.

---

**Input:** Dataset \( D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m)\} \);  
A weight of each sample in the training set constitutes a weight vector \( Z_t \);  
Base learning algorithm \( L_t \);  
Number of learning rounds \( T \).

**Process:**

\( D_1(i) = 1/m \) \hspace{1cm} \% Initialize the weight distribution

\[
D_t(i) = \frac{1}{\text{sum}(Z_t)} \times \begin{cases} 
\exp(-a_t) & \text{if } h_t(x_i) = y_i \\
\exp(a_t) & \text{if } h_t(x_i) \neq y_i 
\end{cases}
\]

\% Update the distribution, where \( Z_t \) is a normalization factor with enables \( D_{t+1} \) to be a distribution

\( a_t = \frac{1}{2} \ln \frac{1-\varepsilon_t}{\varepsilon_t} \) \hspace{1cm} \% Determine the weight of \( h_t \)

\( e_t = \text{Pr}_{x \sim D_t}[h_t(x_i) \neq y_i] \) \hspace{1cm} \% Measure the error of \( h_t \)

\( h_t = L(D, D_t) \) \hspace{1cm} \% Train a base learner \( h_t \) from \( D \) using distribution \( D_t \)

\( t = 1, 2, \ldots, T \)

**Output:** \( F(x) = \text{sign} \sum_{t=1}^{T} a_t h_t(x) \)

**Figure 4.** The algorithm of AdaBoost.

2.3.2. The Related Basic Theory-GBDT

Gradient boosting decision tree (GBDT) is also one of the Boosting algorithms and the basic idea is to combine a set of weak base learners into a strong one. Different from the traditional boosting...
algorithms, like AdaBoost, which use the error of previous weak learner to update the sample weight, then iterates round by round, GBDT updates the sample data in the direction of the negative gradient to make the algorithm converge globally [34]. GBDT has the advantages of strongly generalizing ability and not being easy to overfitting.

Given a dataset \( \{x_i, y_i\}, i = 1, 2, \ldots, N \), where \( x_i \) represents a series of features and \( y_i \) denotes the label. \( \Psi(y, F(x)) \) is the loss function. The steps of GBDT are shown as follows [35]:

Step 1: The initial constant value of the model \( \beta \) is given:
\[
F_0(x) = \arg\min_{\beta} \sum_{i=1}^{N} \Psi(y_i, \beta).
\]  

Step 2: For the number of iterations \( k = 1, 2, \ldots, K \) (\( k \) is the times of iteration), the gradient of the loss function is
\[
y'_i = \left[ \frac{\partial \Psi(y_i, F(x_i))}{\partial F(x_i)} \right]_{F(x) = F_{k-1}(x)}, \quad i = 1, 2, \ldots, N.
\]

Step 3: The initial model \( h(x_i; \theta_k) \) is formed by fitting sample data, and the parameter \( \theta_k \) is obtained by using the least square method:
\[
\theta_k = \arg\min_{\theta} \sum_{i=1}^{N} \left[ y'_i - \beta h(x_i; \theta) \right]^2.
\]

Step 4: The new weight of the model is described as follow by minimizing the loss function
\[
\gamma_k = \arg\min_{\gamma} \sum_{i=1}^{N} \Psi(y_i, F_{k-1}(x) + \gamma h(x_i; \theta_k)).
\]

Step 5: Optimized the model as
\[
F_k(x) = F_{k-1}(x) + \gamma_k h(x_i; \theta_k).
\]

This loop executes until a specified number of iterations or convergence conditions are met.

### 2.3.3. XGBoost Algorithm

eXtreme Gradient Boosting (XGBoost) was proposed by Chen and Guestrin [18] in 2016. It offers many improvements over traditional gradient boosting algorithms, and has been recognized as an advanced estimator with ultra-high performance both in classification and regression. Different from the GBDT, the loss function has introduced the regularization in XGBoost to prevent overfitting:

\[
L_K(F(x_i)) = \sum_{i=1}^{n} \Psi(y_i, F(x_i)) + \sum_{k=1}^{K} \Omega(f_k),
\]

where \( F_k(x_i) \) is the prediction on the \( i \)-th sample at the \( K \)-th boost, the \( \Psi(\ast) \) is a loss function which measures the differences between the prediction and the actual label. \( \Omega(f_k) \) is the regularization term, and can be expressed as
\[
\Omega(f) = \gamma T + \frac{1}{2} \lambda \| \omega \|^2.
\]

In the regularization term, \( \gamma \) is the complexity parameter and represents the complexity of leaves. \( T \) denotes the number of leaves, \( \lambda \) indicates the penalty parameter and \( \| \omega \|^2 \) is the output of each leaf node.

Moreover, different from GBDT, XGBoost adopts a second-order Taylor series as the objective function. Equation (6) can be transformed as follows:
\[
L_K \approx \sum_{i=1}^{n} \left[ g_i f_k(x_i) + \frac{1}{2} h_i f_k^2(x_i) \right] + \Omega(f_k),
\]
where $g_i$ and $h_i$ represent the first and second order gradient statistics on the loss function, respectively. Let $I_j$ indicate the sample set of leaf $j$. Equation (8) can be transformed as follows:

$$
L_K = \sum_{j=1}^{T} \left[ (\sum_{i \in I_j} g_i) \omega_j + \frac{1}{2} (\sum_{i \in I_j} h_i + \lambda) \omega_j^2 \right] + \gamma T. \tag{9}
$$

In conclusion, the objective function is transformed into the determination problem of the minimum of a quadratic function [19]. In addition, XGBoost follows the idea of GBDT and uses learning rate, boosting numbers, maximum tree depth, and subsampling to tackle over-fitting problem.

2.3.4. LightGBM Algorithm

Light Gradient Boosting Machine (LightGBM) is a GBDT framework based on decision tree algorithm which is proposed by Microsoft Research [36]. LightGBM is similar to XGBoost in that it approximates the residual (both first- and second-order) by the Taylor expansion of loss function, and introduces the regularization term to deal with the complexity of the model. Different from XGBoost which is used the pre-sorted idea of exact greedy algorithm to search split points, LightGBM can reduce the memory usage and improve the training speed by using the decision tree algorithm based on histogram. Figure 5 [19] shows the basic idea, that is to separate the continuous floating point eigenvalues into $k$ integers and build a histogram with width $k$. When traversing the data, statistics are accumulated in the histogram according to the discretized value as the index, and then the optimal segmentation point can be found according to the discrete value of the histogram. The histogram algorithm can shorten the training time and reduce memory usage.

\[\text{Figure 5. Histogram algorithm.}\]

In XGBoost, trees grow by level-wise [19] growth strategy, as shown in Figure 6. According to this strategy, the same layer of leaves can be split simultaneously by traversing the data once, which is easy to carry out multithreaded optimization, control model complexity and avoid overfitting. However, level-wise is an inefficient algorithm, since it manages the same layer of leaves indiscriminately, which brings a lot of additional consumption. In fact, many leaves have low splitting information gain; thus, there is unnecessary for searching and splitting. LightGBM has optimized it and adopts the leaf-wise algorithm with depth limitation. By choosing the nodes with maximum information gain for splitting on the same layer, a great deal of extra memory consumption caused by some nodes with small gain will be avoided.

In addition, histogram algorithm [19] (Figure 7) which is introduced by LightGBM can further improve the model speed. The histogram of a leaf node can be calculated directly by the difference between parent node and sibling node histogram. Normally, it is necessary to traverse all data on the
leaf to construct a histogram, but histogram method only requires traversing the $k$ bins of the histogram. Using this method, LightGBM can construct the histogram of a leaf and obtain the histogram of its sibling leaves at quite a minimal fee, doubling the model speed.

Figure 7. Histogram-based decision tree algorithm.

2.4. Stacking

As mentioned before, Stacking is one of the aggregating strategies for multiple learners and aggregates multiple models in a two-tier structure. In simple terms, the process of Stacking is to build multiple classifiers in the first layer as base-level learner, then the output of this layer is taken as new features to re-train a new learner, which is called the meta-level learner. Experience has shown that training the meta-level learner with complex models can easily lead to overfitting problem. Therefore, in many cases, the simpler models, such as linear regression, are preferred in the second layer [37]. Notably, the base-level learners are not limited to the weak learners; in fact, they are generally good performance models, such as RF, NN, SVM, etc. The algorithm of Stacking [4] is shown in Figure 8.

| Input: | Dataset $D = \{(x_1, y_1), (x_2, y_2), ..., (x_n, y_n)\}$; |
|--------|----------------------------------------------------------|
| First-level learning algorithm $L_1, ..., L_T$; |
| Second-level learning algorithm $L$; |
| Process: | For $t = 1, 2, ..., T$: |
| | $h_t = L_t(D)$ % Training a first-level individual learner $h_t$ |
| | end; % Learning an algorithm $L_t$ to the original dataset $D$ |
| | $D' = \emptyset$; % Generate a new dataset |
| For $t = 1, 2, ..., m$: | For $t = 1, 2, ..., T$: |
| | $x_i = h_t(x_i)$ % Use $h_t$ to classify the training example $x_i$ |
| | end; |
| | $D' = D' \cup \{(x_{i1}, x_{i2}, ..., x_{ik}, y_i)\}$ |
| | end; |
| | $h' = L(D')$ % Training the second-level learner $h'$ by applying the second-level |
| | % Learning algorithm $L$ to the new dataset $D'$ |
| Output: | $F(x) = h'(h_1(x), h_2(x), ..., h_T(x))$ |

Figure 8. The algorithm of Stacking.
3. Empirical Set-Up

To conduct a fair comparison assessment of the performance of five ensemble methods, contrasting with several commonly used classifiers as benchmarks, the experimental framework is demonstrated on five aspects, namely, data preparation, data pre-processing and feature selection, baseline classifiers, hyper-parameter tuning and evaluation criteria. Figure 9 demonstrates the experiment procedure. The entire experiment is coded with Python 3.6 on Jupyter, using a server with 1 Core CPU, 2 GB RAM, and Ubuntu Linux 18.04. To guarantee the reproducibility of the dividing process, this study implements the Python function `random.seed()`.

3.1. Data Preparation

Lending Club is the No. 1 credit marketplace in the United States. In this experiment, a public real-world consumer credit loan dataset in Q4 of 2018 from Lending Club (https://www.lendingclub.com/info/statistics.action) is utilized as the validation of the comparison models which can be freely downloaded from the mainstream and representative website of lending platforms in the United States, has been used in several researches [15,38,39]. To be specific, Lending Club released several states of the loan data, in which fully paid means the loan has been repaid, and charged off means the loan has been written off, that is, default. This paper chooses these two loan states for study. As a result, a sum of 36,394 loans in Q4 of 2018 are utilized and analyzed, among these loans, 8016 (22.03%) are default and 28,378 (77.97%) are fully paid.

3.2. Data Pre-Processing and Feature Selection

A total of 36,394 primitive data are selected in previous sub-section, there are 150 variables, one of which is the label. Generally, there will be outlier and missing value in the raw credit data; therefore, before modeling, data pre-processing and feature selection shall be carried out to select the most discriminative variables. After filtering out loans with missing value, a total of 25,561 loans remain, 5386 (21.07%) are default and 20,175 (78.93%) are non-default loans. Unlike the traditional feature-importance scores algorithm [20], the study conduct the feature selection manually. First of all, removing variables with unique value, then deleting the obviously irrelevant variables with label,
i.e., URL (Uniform Resource Locator) and ID (Identity) and variables generated during the process of loans; at last, remaining only one variable among large number of highly correlated variables. Finally, 48 variables (see Appendix A for details) and 1 label (default or non-default) are extracted, in which 0 and 1 represent bad and good customers, respectively.

The dataset is divided into two groups, training set (80% of samples) and testing set (20% of samples), which are used to train the model and to evaluate the performance, respectively. Notably, to ensure comparability across different experiments, the training set and testing set are the same across different classifiers.

3.3. Baseline Classifiers

The baseline models proposed in this paper are based on the widespread applications in research on credit scoring [22,40–42]. In this sub-section, we will give an outline of the individual classifiers employed in this study.

3.3.1. Neural Network (NN)

NN is one of the most famous machine learning algorithms for classification, and backpropagation neural network (BPNN) is the most successful neural network algorithm which is utilized to train the NN in this study. In the BPNN algorithm, the input passes through the input layer and the feedforward calculation of hidden layer to the output layer, then capturing errors between output and the label. These errors are then propagated back to the input layer through the hidden layer, during which the algorithm adjusts the connection weight and excitation threshold to reduce the errors. The whole process adjusts the value of each parameter according to the direction of gradient, and executes several rounds until the training error reduces to the predetermined target range.

3.3.2. Logistic Regression (LR)

Linear discriminant analysis is composed of weight vector $\omega$ and deviation term $b$. Given a sample $x$, the class label $y$ is predicted according to the following formula:

$$y = \text{sign}(\omega^T x + b). \quad (10)$$

LR employs a logistic function which transforms linear probabilities into logit and assumes that the target $y$ is a member of the set $\{0, 1\}$, it is a suitable algorithm for classification [43] rather than regression problems. Take the binary problem as an example, assuming that positive class is marked as 1, otherwise, 0. The key assumption in LR is that the positive class probability of the sample can be expressed as

$$P(y = 1|x) = \text{sig}(\omega^T x). \quad (11)$$

$\text{sig}()$ is the sigmoid function and defined as

$$\text{sig}(t) = \frac{1}{1 + \exp(-t)}. \quad (12)$$

LR is very popular in many practical applications, such as in the data processing of bank and financial institutions, since it returns a probability.

3.3.3. Decision Tree (DT)

In the area of credit scoring challenge, DT is also a strategy widely used for classification because it is close to human reasoning and is easy to understand. The idea behind the DT is to summarize a series of decision tree rules from a dataset with features and labels by splitting nodes about specific features, and use a tree diagram to present the algorithm of these rules. A new sample can be simply classified by using the existing decision tree and the basic principle is to match the corresponding
features and related conditions continuously until reached a leaf node; in this way, the leaf node of the class label can be used as the sample. The computational complexity of the decision tree is low, especially judging the new data.

3.3.4. Naïve Bayes (NB)

Bayesian classification algorithm which is based on Bayesian theorem is a probabilistic classification method of statistics. Naïve Bayesian classification is one of the simplest and most widely used Bayesian classifiers. The NB algorithm can construct a probability model to estimate the posterior probability \( P(y|x) \) in order to classify the testing samples \( x \). It is “naïve” because Bayes classifier makes only the most primitive and simplest assumptions, which are that the features of samples are independent. Supposing an example \( X \) has the features of \( a_1, a_2, \ldots, a_n \), satisfying such a formula \( P(X) = P(a_1, a_2, \ldots, a_n) = P(a_1) \cdot P(a_2) \cdots P(a_n) \) means that the features are statistical independent.

3.3.5. Support Vector Machine (SVM)

SVM is a large margin classifier which is used to solve binary classification problems and is a machine learning method for classifying data by finding the optimal hyperplane \([44]\). Specifically, in order to maximum generalization, the SVM try to find the maximum classification margin on the training dataset as the decision boundary and separates the data into two categories (good and bad loans). The resulting framework can be used to estimate the category of new samples.

3.4. Evaluation Criteria

To ensure a thorough contrast between the ensemble learning models and the baseline classifiers, 4 metrics are considered to make a comparison: accuracy (ACC), area under the curve (AUC), Kolmogorov–Smirnov statistic (KS), and Brier score (BS). ACC is a popular metric to measure the prediction power of the model, and predictive accuracy may translate into considerable benefits for financial institutions in the future. In addition, Stefan \([26]\) point out that the evaluation criteria can classified into three categories: those that assess discriminatory ability, correctness of the models’ probability predictions, and the accuracy of the categorical predictions of models. The AUC is a kind of metric, which measures the pros and cons of predictions capability of models and the classifier performance improves following the higher AUC value. The following KS statistic is used to evaluate the risk discrimination ability of model, and it measures the difference between the accumulated difference of good and bad samples. Moreover, BS is a score function which analyzes the accuracy of the probability predictions and calculates the MSE (Mean Square Error) between the possibility predictions (between 0 and 1) and the true label (0 or 1). It can be formulated as follows:

\[
BS = \frac{1}{N} \sum_{t=1}^{N} (f_t - O_t)^2, \tag{13}
\]

where \( t \) represents the samples, \( f_t \) and \( O_t \) indicate the predicted score, and true label of \( t \), respectively.

3.5. Hyper-Parameter Tuning

The performance of classifiers will be influenced by hyper-parameters directly. Classifiers in this research, such as LR, DT, NN, SVM, RF, AdaBoost, XGBoost, and LightGBM, all have a few hyper-parameters which need to be significantly modified. Therefore, we determine the parameters by using the grid search which is a typical hyper-parameter optimization method and involves an exhaustive search of a pre-specified searching space. Table 1 summarizes the searching space for several learners. Firstly, for the NN model, a BPNN is designed on the basis of one hidden layer of 4 neurons, which is determined by the trial and error process. Furthermore, the training epochs and the activation function were set as 1000 and “sigmoid”, respectively. According to SVM, the RBF kernel was chosen; meanwhile, two parameters, \( C \) and gamma, are set to 1.0 and...
0.04832930238571752, respectively. In RF, 127 trees are constructed and the number of attributes is set to 10, which are the two critical parameters. In relation to DT, the impurity assessment is carried out according to the Gini Diversity Index in selecting the most suitable attribute to start the tree with and the maximum depth is set to 5, minimum sample leaf is set to 1. XGBoost has various hyper-parameters, some of which can be manually determined. The detail hyper-parameters are briefly displayed. XGBoost: Learning_rate = 0.3, n_estimators = 27, objective = “binary:logistic”, nthread = 2, nrounds = 10, silent = 1, gamma = 1, min_child_weights = 2, and eval_metric = “auc”. Analogously, parameters of LightGBM: Learning_rate = 0.3, n_estimators = 66, max_depth = 2, feature_fraction = 0.9, bagging_fraction = 0.6, and num_leaves = 31. Finally, for Stacking, after repeated combination experiments, two learners (RF, LightGBM) are selected as first-level classifiers. As simple linear models usually work well in second-level classifier [37]; therefore, we chose LR as second-level classifier.

| Classifiers | Searching Space |
|-------------|-----------------|
| LR          | C ∈ (−20, 20)   |
| DT          | max_depth ∈ (1, 10), min_samples_leaf ∈ (1, 7) |
| NN          | hidden layer neuron ∈ (1, 10) |
| SVM         | gamma ∈ (−10, 20), C ∈ (−20, 20) |
| RF          | n_estimators ∈ (0, 200), max_depth ∈ (1, 20) |
| AdaBoost    | learning_rate ∈ (0.1, 1), n_estimators ∈ (1, 20) |
| XGBoost     | learning_rate ∈ (0.1, 1), n_estimators ∈ (1, 200), gamma ∈ (0, 1), min_child_weight ∈ (0, 2) |
| LightGBM    | learning_rate ∈ (0.1, 1), n_estimators ∈ (1, 100), max_depth ∈ (1, 10), feature_fraction ∈ (0.1, 1), bagging_fraction ∈ (0.1, 1) |

It is worth noting that NB is on the basis of the idea of estimating the posterior probability according to the prior probability of a feature in the training data, so no significant parameter tuning is performed, and the parameter of Stacking depends on the chosen level-1 and level-2 classifiers. Moreover, XGBoost, LightGBM were performed with Python library “xgboost” and “lightgbm”, respectively. NN used Python library “keras” and the other classifiers were performed with Python library “sklearn”.

To exclude the contingency, we employ the “5-fold” cross validation accuracy as an objective to enhance the robustness of the model and overcome the consequences of overfitting and select 80% samples as the training set, the remaining 20% samples as the testing set to assess the performance of this classifier. The results and analysis of the experiment will be discussed in the following section.

4. Empirical Results

4.1. Classification Results

Our objective in this empirical study is to make a comparative performance evaluation among ensemble learnings, i.e., AdaBoost, random forest, Stacking, and two novel models, XGBoost and LightGBM, contrasting with five individual models, i.e., ANN, SVM, LR, DT, and NB. The comparison is based on five aspects, namely, accuracy (ACC), area under the curve (AUC), Kolmogorov–Smirnov statistic (KS), Brier score (BS), and model operating time. Table 2 presents the results of ensemble learning and traditional individual learners (bolded numbers are the best performance across different metrics). Table 3 shows the model operating time. With regards to ACC, RF achieves the best performance (81.05%), XGBoost and LightGBM are close challengers. They improve the performance of initial loan dataset (78.93%) by 2.12%, 0.54%, and 0.54%, respectively. The AUC of RF is 85.80%, which indicates strong discriminatory ability between classes, LightGBM and XGBoost place second and third with 72.69% and 72.55%, respectively. According to KS, RF also achieves the best, which represents
the best discriminatory ability for default and non-default customers, and Stacking places second. The performance of RF is still the best in BS, while other models show slightly difference.

Table 2. Classifier results in terms of 4 measures.

| Performance Measure | Traditional Individual Classifier | Ensemble Learning |
|---------------------|----------------------------------|-------------------|
|                     | NN  | SVM | LR  | DT  | NB  | AdaBoost | RF   | XGBoost | LightGBM | Stacking |
| ACC                 | 0.7914 | 0.7919 | 0.7915 | 0.7900 | 0.6828 | 0.7861 | 0.8105 | 0.7947 | 0.7947 | 0.7919 |
| AUC                 | 0.7201 | 0.6589 | 0.7199 | 0.6952 | 0.6242 | 0.6952 | 0.8580 | 0.7255 | 0.7269 | 0.7337 |
| KS                  | 0.3299 | 0.2445 | 0.3309 | 0.2969 | 0.1994 | 0.2978 | 0.5507 | 0.3411 | 0.3438 | 0.3643 |
| Brier Score         | 0.1497 | 0.1563 | 0.1495 | 0.1536 | 0.2644 | 0.1574 | 0.1260 | 0.1482 | 0.1479 | 0.1476 |

Table 3. Operating time across different classifiers (unit: second).

| Classifier | NN  | LR  | DT  | NB  | SVM |
|------------|-----|-----|-----|-----|-----|
| Time (s)   | 118.7610 | 1.1919 | 2.0758 | 0.2264 | 696.1673 |
| Classifier | RF   | AdaBoost | XGBoost | LightGBM | Stacking |
| Time (s)   | 0.8949 | 2.7414 | 3.5163 | 1.8071 | 28.5911 |

On the whole, ensemble learning models outperform traditional models, except AdaBoost. With regards to individual classifiers, all performance considered, LR has performed the best over most of evaluation metrics and it is always a popular credit scoring model. NN becomes the second-best classifier as time-consuming is a subtractive component. SVM and DT are the third best, which can be partially explained that DT has a high variability [38] and for SVM, there is not a standard criterion for choosing a suitable kernel function. NB is the worst-performing individual classifier, the reason may be that the prediction result is based on prior probability; thus, the assumed prior model may affect the final result.

A plausible fact for credit scoring that ensemble learning can compete really well against individual classifiers, it is also interesting that AdaBoost has got worse than some individual learners. In addition to that, RF (Bagging DT) has performed excellent results, the application of Bagging has resulted in a significant improvement for DT: bagging DT; that is, RF (0.8105, 0.8580, 0.5507, and 0.1260) outperform base learner DT (0.7900, 0.6952, 0.2969, and 0.1536) in term of all four performance measures, to some extent, it shows that ensemble learning is superior to single models.

In the light of above experimental findings, we can obtain the following conclusions:

1. Compared to traditional individual learners, the ensemble learning has brought a few improvements, except for AdaBoost, this is not consistent with our previous hypothesis.
2. The reason for the poor performance of AdaBoost may be that the model over-emphasize examples that are noise due to the overfitting of the training data set [33]. Thus RF (Bagging DT) is a relative better choice for credit scoring and this is consistent with prior research.
3. NN and SVM are both popular credit scoring technique which contain time-consuming training process [45], especially for the data sets of more than 50,000 examples. Thus, they can be excluded in research under the condition of computer hardware equipment is insufficient or not expect to consume too much time, RF, XGBoost, LightGBM, and LR should be the ideal choices for financial institutions in terms of credit scoring and it also provides a reference for future research.

4.2. Receiver Operating Characteristic (ROC) Curve Analysis

ROC curve derived from signal processing has also been used to study the prediction accuracy of X to Y. In the ROC curve, X-axis is false positive rate (FPR), Y-axis is referred to as true positive rate (TPR). The premise of using ROC curve is that the classification algorithm can output continuous values. The ROC curve is drawn by changing the classification threshold from maximum to minimum, from determining all samples as negative to all positive. Then, different classification results can be
obtained, corresponding to different values of FPR and TPR. AUC is the area under the ROC curve which measures the quality of the algorithm. In general, the AUC of a normal classifier is between 0.5 and 1, below 0.5 means the performance of classifier is less than random guessing.

Figure 10 shows the ROC curve of each model. It can be seen that the RF ROC curve lies above all the other curves across all threshold values, it also has a convex circle-like form relative to other curves, which implies lower rates of false negative and false positive errors. This means that RF is the best for all the values of sensitivity and specificity. The Stacking ROC curve lies below RF, but for almost all threshold it is above all the other learners, which means that it is the second-best performer. Moreover, the performance of XGBoost and LightGBM are close behind with only a slight difference between the two. Although it is difficult to determine a preferred individual technique from the curves, NN and LR are the most promising candidates. Furthermore, DT, AdaBoost, SVM, and NB ROC curves are skewed, which means that the rise in specificity led to the significant decrease in sensitivity.

Figure 10. (Receiver Operating Characteristic) ROC curve comparing ensemble learning and individual classifiers.

5. Conclusions

The main insight of this paper is an experimental supplement in the debate on the preferred models for predicting credit risk. A comparative evaluation of five ensemble algorithms, i.e., RF, AdaBoost, XGBoost, LightGBM, and Stacking, and five traditional individual learners, i.e., NN, LR, DT, SVM, and NB, is performed. These experiments all have been implemented to a real-world credit dataset, which is from Lending Club in the United States. Experimental results reveal that the ensemble learning produces obviously higher performance than individual learners, except for AdaBoost, it is not consistent with previous hypothesis, and this is probably because the model over-emphasize examples that are noise owing to the overfitting of the training data [33]. Additionally, RF achieves the best results in five performance criteria, i.e., ACC, AUC, KS, BS, and model operating time, and XGBoost and LightGBM are close challengers. Among five base learners, LR outperforms the other classifiers over the most of evaluation metrics. Moreover, the time cost has been considered in the work, NN and SVM are time-consuming, the operating time of Stacking is up to the choice of the base models. On the whole, RF, XGBoost, LightGBM, and LR might be the first and best choice for financial institutions in the period of credit scoring under the constraint of definite time and hardware.

There are some limitations in this work. Firstly, the conclusion lies on the limited available data, in the future, more credit scoring data structures from different countries will be collected to consummate the conclusions of the research. Secondly, another limitation is only one parameter tuning method is used in this study. RF is an efficient method if the hyper-parameters are fine-tuned, indicating that hyper-parameter tuning is a major procedure during the constructing of credit scoring models; therefore, a more parameter tuning approach will be introduced in the future research, i.e., Bayesian
hyper-parameter optimization. Finally, the costs of different classification are considered as the same in this research. The cost of misclassifying a default borrower may be larger than that of misclassifying a good one; therefore, the imbalanced misclassification cost will be the next research direction.
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Appendix A. Overview of Variable Definition for Lending Club Dataset

| Variable                      | Definition                                                                 | Variable                      | Definition                                                                 |
|-------------------------------|---------------------------------------------------------------------------|-------------------------------|---------------------------------------------------------------------------|
| **Target variable**           |                                                                           |                               |                                                                           |
| Loan status                   | Whether the borrower is default or not                                    |                               |                                                                           |
| **Loan characteristic**       |                                                                           |                               |                                                                           |
| Fund amount                   | The total amount committed to the loan                                     | Initial list status           | The initial listing status of the loan.                                   |
| Term                          | Number of payments on the loan. Values can either be 36 or 60             | collections in 12 months      | Number of collections in 12 months excluding medical collections          |
| Interest rate                 | Interest Rate on the loan                                                 | Application type              | Whether the loan is an individual application or a joint application with two co-borrowers |
| Purpose                       | Purpose of loan request, 13 purposes included                              |                               |                                                                           |
| **Borrowers’ creditworthiness** |                                                                           |                               |                                                                           |
| Delinquency-2 years           | The number of 30+ days past-due incidences of delinquency for the past 2 years | Revolving credit ratio       | Total revolving high credit/credit limit                                   |
| Inquires last 6 months        | The number of inquiries in past 6 months                                   | Trades last 24 months        | Number of trades opened in past 24 months.                                |
| Open credit lines             | The number of open credit lines.                                           | Buying credits                | Total open to buy on revolving bankcards                                   |
| Public record                 | Number of derogatory public records                                       | Ratio of high credit/credit limit | Ratio of total current balance to high credit/credit limit for all bankcard accounts |
| Revolving balance             | Total credit revolving balance                                             | Charge-offs last 12 months   | Number of charge-offs within 12 months                                    |
| Revolving line utilization rate | The amount of credit the borrower is using relative to all available revolving credit | Past-due amount              | The past-due amount owed for the accounts on which the borrower is now delinquent |
| Total credit lines            | The total number of credit lines currently                                 | Months bank account opened    | Months since oldest bank installment account opened                        |
| Months old revolving account opened | Months since oldest revolving account opened                         | Months recent revolving account opened | Months since most recent revolving account opened                          |
| Months recent account opened  | Months since most recent account opened                                    | Mortgage accounts             | Number of mortgage accounts                                               |
Table A1. Cont.

| Variable                              | Definition                                                                 | Variable                              | Definition                                                                 |
|---------------------------------------|---------------------------------------------------------------------------|---------------------------------------|---------------------------------------------------------------------------|
| Months recent bankcard account        | Months since most recent bankcard account opened                           | Number of overdue accounts            | Number of accounts ever 120 or more days past due                         |
| Active accounts                       | Number of currently active bankcard accounts                               | Revolving trades                      | Number of currently active revolving trades                                |
| Non-default record                    | Number of satisfactory bankcard accounts                                   | Number of bankcard                    | Number of bankcard accounts                                               |
| Installment accounts                  | Number of installment accounts                                            | Number of open revolving accounts     | Number of open revolving accounts                                         |
| Number of revolving accounts          | Number of revolving accounts                                              | revolving trades with balance >0     | Number of revolving trades with balance >0                                 |
| Non-default accounts                  | Number of satisfactory accounts                                           | Accounts past due last 24 months      | Number of accounts 90 or more days past due in last 24 months             |
| Accounts opened past 12 months        | Number of accounts opened in past 12 months                               | Percent of non-delinquent trades      | Percent of trades never delinquent                                        |
| Percentage of limit bankcard accounts | Percentage of all bankcard accounts > 75% of limit.                        | Bankruptcies                          | Number of public record bankruptcies                                      |

**Borrowers’ solvency**

| Employment length                     | Employment length in years. Possible values are between 0 and 10 where 0 means less than one year and 10 means ten or more years. | Verification status | The status of income verification. Verified, source verified or not verified |
|---------------------------------------|-----------------------------------------------------------------------------------------------------------------------------|---------------------|---------------------------------------------------------------------------|
| Home ownership                        | The home ownership status provided by the borrower during registration or obtained from the credit report. Our values are: rent, own, mortgage, other | Address state       | The state provided by the borrower in the loan application                |
| Annual income                         | The self-reported annual income provided by the borrower during registration.                                               | DTI                 | Debt to income ratio                                                       |
| Hardship flag                         | Flags whether or not the borrower is on a hardship plan                                                                     |                     |                                                                           |
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