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Abstract—Direct reconstruction of positron emission tomography (PET) data using deep neural networks is a growing field of research. Initial results are promising, but often the networks are complex, memory utilization inefficient, produce relatively small image sizes (e.g. 128x128), and low count rate reconstructions are of varying quality. This paper proposes FastPET, a novel direct reconstruction convolutional neural network that is architecturally simple, memory space efficient, produces larger images (e.g. 440x440) and is capable of processing a wide range of count densities. FastPET operates on noisy and blurred histo-images reconstructing clinical-quality multi-slice image volumes 800x faster than ordered subsets expectation maximization (OSEM). Patient data studies show a higher contrast recovery value than for OSEM with equivalent variance and a higher overall signal-to-noise ratio with both cases due to FastPET’s lower noise images. This work also explored the application to low dose PET imaging and found FastPET able to produce images comparable to normal dose with only 50% and 25% counts. We additionally explored the effect of reducing the anatomical region by training specific FastPET variants on brain and chest images and found narrowing the data distribution led to increased performance.

Index Terms—Positron Emission Tomography, Image Reconstruction, Neural Network, Deep Learning, Histo-Image.

I. INTRODUCTION

POSITRON emission tomography (PET) is a functional imaging modality utilizing biological tracers with wide ranging applications in oncology, cardiology, neurology and medical research. During a PET scan the distribution of a radioactive pharmaceutical administered to the patient is recovered through the process of image reconstruction. Typically, the data is relatively sparse and contains a high percentage of noise making this process a challenging inverse problem that is conventionally solved using either analytical or iterative reconstruction techniques. Analytical algorithms are fast and produce images that are quantitatively accurate, but suffer from low visual image quality with their characteristic streak artifacts. Iterative algorithms include well-studied statistical models in the reconstruction process and are more commonly used due to higher visual image quality. On the downside, these methods carry a higher computational burden requiring longer reconstruction times. More recently, a third category of reconstruction algorithms has emerged that utilize elements of machine learning and more specifically deep neural networks in the reconstruction process. This category contains both hybrid techniques that combine a conventional method with machine learning and also direct reconstruction techniques where neural networks operate more or less directly on raw data to generate images. In this paper, we explore a novel technique in the direct neural network reconstruction category with the development of FastPET, a reconstruction method capable of producing clinical-quality multi-slice image volumes in near-real time. We analyze the computational cost as well as quantitative and qualitative aspects of image quality compared to the PET benchmark reconstruction algorithm known as Ordered Subsets Expectation Maximization plus Point Spread Function (OSEM+PSF) [1], [2].

Conventional reconstruction techniques solve the inverse imaging problem using either a closed form solution, as in the case of analytical methods, or an optimization algorithm, as in the case of iterative methods based on statistical models and corrections for noise such as scatter and randoms. This process stands in stark contrast to direct deep learning methods that learn all aspects of reconstruction using the data driven machine learning method of supervised learning. A concern often associated with these methods is the resulting trained network resembles a black box compared to the well understood and hand-crafted conventional algorithms. This trade-off must be weighed when considering the benefits of direct deep learning reconstruction methods.

FastPET and other direct neural network reconstruction methods offer benefits not found with traditional or even hybrid reconstruction techniques. Most immediate is the computational efficiency. While neural networks may take days or even weeks to learn a reconstruction model, a trained neural network can produce images in near real-time. This can improve workflow and remove reconstruction time as a consideration when developing PET scan protocols and selecting reconstruction parameters. Notable applications that would benefit therefrom include dynamic and gated studies that often include a large number of reconstructions as well as the development of interventional PET imaging techniques.

Beyond computational efficiency, data driven approaches are inherently flexible in their ability to learn an underlying model provided sufficient training examples and network capacity. The FastPET itself is a strong example of this by demonstrating a learned mapping from a very noisy input to a quality image. Creating the same mapping with hand-crafted features and algorithms would be a very long and difficult task. Given the ever increasing availability of more powerful computational resources combined with continued
improvements in deep learning methods, it is quite possible that learned reconstruction methods eventually will become common in medical imaging.

FastPET, as shown in Figure 1 and described in more detail in Section II, consists of a most likely annihilation position (MLAP) histogrammer, and a convolutional neural network. Raw coincidence events are converted to histo-images, which are fed to the neural network along with attenuation maps to create a quantitative clinical-quality image. This simple two-component approach takes advantage of the improved timing resolution of modern PET scanners, which has reduced the position uncertainty of annihilation events, combined with neural network research on denoising and deblurring.

Histo-images and their precursor histo-projections have been studied since the development of time-of-flight (TOF) PET scanners. A given histo-projection is a blurred version of the final image along the TOF dimension. However, modern scanners provide high resolution sampling in list-mode similar to image voxel size and when a regular image rectangular grid is utilized, the histo-projections become histo-images. The modern histo-image concept was introduced in the DIRECT framework for fast reconstruction since histo-images are deconvolved into an image without any re-gridding allowing simultaneous reconstruction of many histo-images of various views.

The histo-projection approach typically exploits TOF data angular compression, such as transaxial mashing and axial spanning where adjacent angular histo-projections are combined. TOF angular compression results in relatively sparse angular sampling requiring TOF resolution to preserve spatial resolution. The DIRECT frame work used a similar compression tactic with histo-images and was able to achieve faster reconstructions but faced challenges with high sensitivity to data inconsistencies. While the single histo-image approach did not find a place in traditional reconstruction techniques, it has demonstrated potential in motion detection and motion pre-correction, where a deblurring procedure may not be necessary.

Neural networks designed for deblurring and denoising is a frequent theme of deep learning research in general and in medical imaging in particular. Neural network image space filters are often applied to improve images in low dose or limited angle X-ray computed tomography (CT) applications, and in magnetic resonance imaging (MRI) to remove Rician noise or reduce Gibbs artifacts. These methods have been similarly applied in the PET low dose imaging domain to synthesize normal dose equivalents utilizing U-Net or ResNet style networks. Jiao et al. presented another neural network approach where images with the characteristic streak artifacts obtained from a simple inverse Radon transform were mitigated to the image quality standard of iterative reconstruction methods. The FastPET architecture capitalizes on some of this previous work to craft a neural network capable of deblurring the histo-images and correcting for noise such as attenuation, scatter, randoms and other noise sources in the photon detection process.

Despite the FastPET neural network operating entirely in image space, it has more in common with direct neural network reconstruction methods than with the image space filters discussed in the previous paragraph. FastPET operates on a histogrammed version of the raw PET data like other direct neural network reconstruction methods, but in this case the histogramming of coincidence events is into image space versus the typical process of histogramming events into a scanner’s geometrically defined sinogram space. This, in turn, requires the other neural networks to perform an expensive memory-space operation to transform the data into the image domain.

Generally speaking, direct reconstruction using neural networks in molecular imaging is not a new topic with active research dating back to at least the early 1990’s utilizing networks of fully connected multilayer perceptrons. More recently, artificial intelligence has become an entirely new frontier for image reconstruction capitalizing on two contributing factors: 1) the growth of computational resources, especially in graphical processing units (GPUs), multi-core central processing units (CPUs) and cloud computing; and 2) the development of better optimization algorithms and widely available deep learning software libraries such as PyTorch and Tensorflow.

The AUTOMAP network was the first direct reconstruction neural network to use modern deep learning techniques utilizing multiple fully connected layers followed by a sparse convolutional encoder-decoder to learn a mapping manifold directly from measurement to image space. AU-
TOMAP is capable of learning a general solution to the reconstruction inverse problem, but this generality is achieved by requiring an excessively high number of parameters limiting its application to relatively small single-slice images (e.g., 1x128x128). DirectPET [35] improved on this architecture for PET imaging by adding a convolutional encoder to compress the sinogram input along with a specially designed Radon inversion layer consisting of many small fully connected networks to more efficiently perform the domain transformation into image space. This allowed DirectPET to produce full size multi-slice image volumes (e.g., 16x400x400) directly from sinograms. DeepPET [36] developed by Häggström et al. is another example of direct neural network reconstruction but takes an alternative approach foregoing the memory intensive fully connected layers and instead, utilizing only convolutional layers to encode the sinogram input into a higher dimensional feature vector representation, which is then decoded by convolutional layers to produce a small single-slice image (e.g., 1x128x128). DeepPET produces smooth images with low noise, but fails at recovering detailed structures especially at low count densities where it often becomes unstable generating completely erroneous images.

As summarized in Table I, FastPET exhibits computational advantages compared with these other neural network approaches. Unlike AUTOMAP or DeepPET, which both produce small single slice images, FastPET is capable of producing multi-slice images that are comparable in size to those often used in clinical and research environments Operating entirely on histo-images allows FastPET to utilize a relatively simple network architecture with orders of magnitude fewer network parameters than the other methods including DirectPET which also supports multi-slice reconstruction.

| Method     | Parameters       | Network Complexity | Image size     |
|------------|------------------|--------------------|----------------|
| AUTOMAP    | $1.34 \times 10^9$ | Semi-complex       | 1x128x128      |
| DirectPET  | $3.52 \times 10^8$ | Complex            | 16x400x400     |
| DeepPET    | $6.51 \times 10^7$ | Simple             | 1x128x128      |
| FastPET    | $3.23 \times 10^6$ | Simple             | 8x440x440      |

II. FASTPET ARCHITECTURE

With reference to Figure 1, FastPET consists of two components, namely, a most likely annihilation position (MLPA) histogrammer that organizes the raw data into a histo-image representation, and a neural network that denoises and sharpens the histo-image. These two components are both computationally efficient and work well together to convert a stream of raw coincidence data into a clinical-quality multi-slice image volume in near real-time.

A. Most Likely Annihilation Position Histogrammer

The MLAP histogrammer provides fast approximate image generation capable of producing thousands of dynamic image frames per second using standard computer hardware. The arrival time difference for two coincident events is used to estimate the most likely voxel along the line of response (LOR) where the annihilation event took place. Specifically, let the two detectors for the LOR be located at $\vec{P}_1$ and $\vec{P}_2$ and assume that the arrival time difference for the two photons is $\Delta t = t_1 - t_2$. The MLAP is then given by

$$\vec{P}_{MLAP} = \vec{P}_1 + \vec{P}_2 \over 2 + c \Delta t \over 2 \frac{\vec{P}_1 - \vec{P}_2}{\| \vec{P}_1 - \vec{P}_2 \|}$$

where $c$ denotes the speed of light. The current MLAP histogrammer increments a counter for the nearest voxel, if the event was a prompt; conversely, the counter is decremented, if the event was a delay (random). Apart from random subtraction, no other physical corrections such as attenuation or scatter estimation, are involved in histo-image formation.

B. Neural Network Architecture

The FastPET neural network, shown in Figure 2 utilizes a U-NET [24] style architecture with the typical contracting, bottle neck and expanding segments where the number of convolutional kernels is doubled each time the spatial resolution is reduced and the number of convolutional kernels is halved each time the spatial resolution is increased. The proposed network also includes a standard residual block [25] at the end to provide additional refinement capability to the network. Overall, the network contains 17 convolutional layers (the ResNet block contains two convolutional layers) and has just over $3.24 \times 10^6$ learnable parameters. Each layer uses 3x3 convolutional kernels and a parametric rectified linear unit (PReLU) [37] activation functions. Spatial down-sampling is accomplished by using a kernel stride of 2, while up-sampling is accomplished using an efficient sub-pixel convolutional layer called PixelShuffle [38].

The neural network input is a series of $n$ full size adjacent histo-images (i.e. $n \times 440 \times 440$) along with the corresponding attenuation maps generated from the scanner’s x-ray CT functionality. In the majority of this work 8 histo-image slices were used creating an input of $16 \times 440 \times 440$ and an image volume output of $8 \times 440 \times 440$. The choice of input axial depth is an interesting hyper-parameter and alternate configurations including 4 and 16 slices were explored that both produced good results. Since the convolution kernel operates simultaneously on both the trans-axial and axial directions of the volume provided to the neural network, the depth selection primarily relates to how much of the volume should be jointly de-blurred and de-noised along the axial direction. Multiple adjacent slices are helpful in providing additional and highly-correlated information to the network, but increasing the axial depth too much introduces slices on each end of the input volume with less correlation.

C. Neural Network Training

The FastPET neural network was implemented with version 1.3 of the PyTorch [32] deep learning library and trained and tested on a Nvidia Titan RTX GPU. Training occurred over 1,500 epochs with each epoch having 1,600 samples drawn
Fig. 2. The FastPET neural network utilizes a U-NET architecture followed by a single residual block creating a total of 17 convolutional layers. A kernel stride of 2 is used for down-sampling and PixelShuffle is used for up-sampling. All activation functions are parametric rectified linear units.

from the training data pool in mini-batches of 10. Each sample was set to contain a tuple of histo-image, attenuation map and target image, all with axial depth of 8. The Adam optimizer [39], which is similar to traditional stochastic gradient descent but additionally maintains a separate adaptive learning rate for each network parameter, was used with parameters $\beta_1 = 0.5$ and $\beta_2 = 0.999$. In addition to the optimizer, a cyclic learning rate scheduler [40] was employed to cycle the learning rate between experimentally determined lower upper bounds with the amplitude of the cycle decaying exponentially over time. This type of scheduler aids training since the periodic raising of the learning rate provides an opportunity for the network to escape sub-optimal local minimum and traverse saddle points more rapidly.

During training the optimizer minimizes the loss function through gradient descent updates. Zhao et al. published research [41] on loss functions for image generation and repair that suggested a weighted combination of an absolute measure, such as element-wise L1 loss like mean absolute error (MAE), and a perceptual measure, such as multi-scale structural similarity (MS-SSIM) [42], was optimal. The FastPet loss function trades-off these two elements using a dynamically balanced scale factor. An additional third loss term is added based on minimizing the difference of convolutional features extracted from the FastPET output and the target using a VGG network [43]. The complete loss function used to minimize the difference between the proposed method’s reconstructed image $\hat{x}$ and a target image $x$ was thus made to consist of three terms, specifically:

$$ L(\hat{x}, x) = \beta \text{VGG}(\hat{x}, x) + (1 - \alpha) \text{MAE}(\hat{x}, x) + \alpha \text{MS-SSIM}(\hat{x}, x) $$

The first loss component uses a VGG-16 neural network from the PyTorch library pre-trained for image classification on the large ImageNet data set. Each layer of the VGG-16 network is a feature extractor; earlier layers containing the smallest receptive fields extract fine image details, while deeper layers working on down-sampled images having larger receptive fields extract broader semantic features. In our application, the output from the FastPET network and the target image are independently input to the VGG-16 network and features are extracted from the 1st, 4th, 7th, and 11th layers and the L1 loss between the two sets of features is added to the overall loss function.

The mean absolute error (MAE) denotes the common L1 pixel loss between reconstructed image $\hat{x}$ and target image $x$ calculated over all voxels, and the MS-SSIM term uses the standard formulation of structural similarity [42] over 5 image scales with a window size of $11 \times 11$.

With respect to the weighting of the VGG loss, we used $\beta = 0.1$ for all updates and a dynamically calculated value for $\alpha$ that trades off the MAE and MS-SSIM losses against one another. That is:

$$ \alpha = \frac{\sum_{j=i}^{i+n-1} \text{MAE}_j}{\sum_{j=i}^{i+n-1} \text{MAE}_j + \sum_{j=i}^{i+n-1} \text{MS-SSIM}_j} $$

where $i$ and $j$ are iteration steps and $n$ denotes the width of a running average window.

D. Near Real-Time PET Imaging

A practical implementation of the FastPET architecture, as shown in Figure 3, is capable of generating multi-slice PET images from raw data with minimal delay. The raw list-mode data streaming from the PET/CT scanner is written to a memory mapped file that acts as a first-in-first-out (FIFO) buffer. The FastPET histogrammer continually processes the incoming list-mode data in an infinite loop writing the events to one of the memory mapped histo-image files in a pre-allocated circular buffer. The FastPET neural network also operates in a continuous loop summing the circular buffer’s contents and performing a forward pass of the network with the summed histo-image and associated attenuation maps to generate a near real-time image.
Two parameters must be selected in the proposed architecture, namely, the frame duration \( f \) in seconds, and the duration \( d \) also in seconds to aggregate and display in the real-time image viewer. The number of histo-images \( n \) in the circular buffer is then calculated as \( n = (d/f) + 1 \) and the FastPET histogrammer and neural network are in turn able to select the current histo-image in the circular buffer at time \( t \) as \( h_k(t) = \lfloor t/f \rfloor \mod n \). While the histogrammer is writing new events to the current histo-image, the neural network is reading and summing the previous \( n - 1 \) histo-images and generating a near real-time image.

When the target application is to view a continually growing image, which might be of interest when monitoring the progress of a PET scan in real-time, setting the aggregation duration to zero \( (d=0) \) results in the creation of a single histo-image in the circular buffer containing all annihilation events collected so far and skipping the summation step.

### III. Reconstruction Speed

The simplicity of the MLAP histogrammer combined with the computational efficiency of the neural network provides the most significant advantage of FastPET: reconstruction speed. A comparison of reconstruction speed between FastPET and the conventional reconstruction methods of Filtered Back-Projection (FBP) and OSEM+PSF both with TOF is shown in Figure 4. The conventional methods start from an uncompressed sinogram while FastPET starts from a histogram. These two starting points are roughly computationally equivalent since both cases have the raw coincidence events histogrammed into a data structure appropriate for the method. The timing shown in the figure is to reconstruct a single 159 slice field-of-view (FOV) from the Biograph Vision PET/CT scanner [44]. The conventional reconstructions were performed on a HP Z8G4 computer containing an Intel Xeon Gold 6154 CPU running at 3.00 GHz. While 36 CPU cores are available on this system, the reconstruction was restricted to 12 by Siemens factory settings. The iterative OSEM+PSF reconstruction utilized 3 iterations and 5 subsets, and both iterative and analytical methods included attenuation and scatter correction as well as post-reconstruction smoothing. FastPET reconstructions were performed on an HP z840 computer with 2 Intel E5-2630 CPUs each with 10 cores running at 2.2 GHz and a single Nvidia Titan RTX GPU.

The results demonstrate the efficiency of neural network reconstruction with FastPET taking an average of 0.057 seconds and 13.4 GB of GPU memory to reconstruct a 159x440x440 field-of-view by performing 2 forward passes of the neural network using an axial depth of 8 and a batch size of 10. By comparison OSEM+PSF reconstruction with TOF took an average of 46.73 seconds, while the same reconstruction averaged 34.16 seconds with the FBP algorithm also with TOF data. While this may not significantly affect the clinical workflow when a single static scan is considered, protocols that require many reconstructions would benefit from FastPET. In cardiology scans for example, the study of perfusion often requires around 10 gated reconstructions and the study of blood flow often requires around 26 dynamic frames. In these scenarios FastPET would complete these reconstructions in around 0.6 seconds and 1.5 seconds compared to about 8 and 20 minutes for the OSEM+PSF method. Additionally, the potential for entirely new reconstruction applications are enabled by ultra fast reconstruction such as interventional procedures, improved motion correction, or a near real-time PET image viewer.

### IV. FastPET IMAGE QUALITY ANALYSIS

#### A. Training and Validation Data

The primary data set used to develop FastPET was acquired on a Siemens Biograph Vision 8 ring PET/CT scanner [44]. This data set contains 55 raw list-mode wholebody patient studies acquired with a continuous bed motion protocol using the common PET fluorodeoxyglucose (18FDG) tracer, and including an X-ray CT scan for attenuation correction. This wholebody data set was split into 43 patients for training,
4 patients for validation used to tune the neural networks, and 8 patients for final model evaluation. The target images where created by reconstructing the data using the scanner’s factory OSEM+PSF TOF protocol with a 440×440 image matrix, attenuation correction, scatter correction, a 5×5mm post reconstruction Gaussian filter and all the standard included corrections (e.g. randoms smoothing, arc correction, etc.). To increase the training data and add additional variation, each of the patients in the training set was processed through 15 iterations of an augmentation protocol consisting of a random transaxial rotation between -60 and 60 degrees, a random translation of up to 30 pixels along both transaxial axes, and a random horizontal and vertical flip. This augmentation combined with the un-augmented data produced a total of 410,865 image slices in the training set.

Since image quality improvement of low dose PET images is a frequent topic of medical deep learning research, two low count data sets were derived from the original wholebody data set to explore this topic. The first data set had 50% of the counts removed randomly from the list-mode file, and the second data set had 75% of the counts removed.

Since the distribution of all possible wholebody images is a very large space, two additional data sets were used to explore the potential performance improvements of narrowing the data distribution. The first data set was again derived from the original wholebody data, but only contains the chest region starting from the top of the lungs and extending to the bottom of the liver resulting in 90,630 slices for training. A final data set acquired on the same PET/CT scanner consisted of 36 neurology brain scans split into 29 training, 3 validation and 4 test patients. Each of the scans is a single field-of-view with either a 300, 600 or 900 second duration. Preparation of this data utilized the same augmentation and conventional reconstruction parameters as the wholebody data, except the brain data set did not utilize a post-reconstruction filter. The result was 76,320 total slices for training the neural network.

### B. Image Analysis

Three neural networks were trained from scratch on the original full-count wholebody PET data set with their convergence during training shown in Figure 5. The first network was provided the raw un-normalized histo-image but no attenuation maps, thus having a designation of FastPET-Raw-NAC (non-attenuation corrected). The second network was also provided the same un-normalized histo-image as well as the associated attenuation maps and given a designation of FastPET-Raw-AC. The third network, termed FastPET, was trained with histo-images normalized with PET crystal calibration parameters along with attenuation maps. Figure 5 clearly indicates the inclusion of attenuation maps leads to a significant improvement over using just the histo-images. One would expect inclusion of scanner normalization to result in marginally better results, but this does not significantly manifest itself in the plots shown here. However, since the normalization has negligible computational cost and in theory should provide a slightly better result, the base FastPET network and all derived networks utilize normalized histo-images.

Four additional neural networks were trained to study the effect of varying the PET data distribution. However, since training each neural network from scratch took approximately 12 days on available hardware, these neural networks were trained using transfer learning. As a reminder, this is a process of fine-tuning a pre-trained neural network for a particular task by performing additional training on a task specific data set. The base neural network in this case was the best performing network (FastPET) trained from scratch on wholebody data. To explore low dose applications, two networks were trained on wholebody data that was decimated to contain respectively 50% of the data (FastPET-50) and 25% of the data (FastPET-25) with the target images still based on full count data. The impact of reducing the volume of the learned PET distribution, by narrowing the anatomical region considered, was also explored. The FastPET-Brain network was trained on a neurology data set and FastPET-Chest was trained on chest only images from the wholebody data set.

The derived networks were trained for an additional 300 epochs on their specific data set in the transfer learning phase. The convergence trends in Figure 5 seem to indicate that FastPET-Brain should perform especially well, while FastPET-Chest, which is also trained specifically for an anatomical region, only achieves loss comparable to the original network during training. In the low dose category, FastPET-50 achieves loss comparable to the network trained on the original data, which is promising, but FastPET-25 does not quite achieve the same level of performance. A summary of the trained networks is shown in Table II with their specified names to help distinguish between network results in the rest of this section.

### C. Quantitative Image Performance

While it is critical to produce images that a radiologist can read visually, the quantitative measurement aspect of PET
Fig. 6. The contrast recovery percentages of FastPET, its low count variants, and chest specific network are shown for two different liver lesions. The variance was calculated from ROIs in the liver and the lesion reference value is taken from the OSEM+PSF TOF reconstruction with 3 iterations, which is the same reconstruction used to train the neural networks.

| Network            | Input          | Data     | Train Method  |
|--------------------|----------------|----------|---------------|
| FastPET-Raw-NAC    | Histo          | WB 100%  | from scratch  |
| FastPET-Raw-AC     | Histo+AC       | WB 100%  | from scratch  |
| FastPET            | Histo+Norm+AC  | WB 100%  | from scratch  |
| FastPET-50         | Histo+Norm+AC  | WB 50%   | transfer      |
| FastPET-25         | Histo+Norm+AC  | WB 25%   | transfer      |
| FastPET-Brain      | Histo+Norm+AC  | FDG Neuro| transfer      |
| FastPET-Chest      | Histo+Norm+AC  | WB Chest | transfer      |

imaging is becoming increasingly important in diagnosing and staging disease. With that in mind, using patient data FastPET was evaluated on the quantitative aspects of contrast recovery, noise levels and bias compared to conventional OSEM+PSF TOF reconstructions.

Figure 6 shows the results from two experiments comparing the contrast recovery of FastPET to OSEM+PSF. This measure shows the trade-off between variance/noise and the recovered tracer signal. In conventional iterative reconstruction a multi-point plot is created where the ratio of tracer recovered calculated from the mean value of the image voxels in a lesion are plotted against the variance in the image. However, for a patient scan the ground truth tracer activity of the lesion is unknowable, so the OSEM+PSF reconstruction with 3 iterations is the designated reference since it is also the number of iterations used to create the target images for neural network training. The variance is measured in a region of interest (ROI) in a relatively uniform area of the liver. The OSEM+PSF plot for each lesion is shown in the figure over five iterations with a light blue line. Note how in both lesion cases the third iteration has a recovery percentage of 100% since it is the designated reference.

Since the FastPET method does not have a tune-able variance parameter, a single point is plotted in each case for FastPET, namely, the two low count variants and the chest specific network. With reference to Figure 6, which shows the results from the medium sized liver lesion, the neural network achieves greater tracer recovery for a given level of variance.

Fig. 7. Evaluations of signal-to-noise ratio and bias were conducted across all 8 patients of the test set. The SNR for the neural network reconstructions was consistently higher than OSEM+PSF TOF owing that outcome to the lower noise images. The bias measurements indicated non-systematic random bias variations across the test data set.
TABLE III

This table contains qualitative performance measured with multi-scale structural similarity for the entire 3D image volume. The results indicate a high perceptual similarity between FastPET and the target images even when the number of raw counts is decreased. The same consistency is not present in traditional reconstructions generated with the same reduced counts.

| Validation Data | Raw Histo | FastPET | FastPET-50 | FastPET-25 | OSEM+PSF-50 | OSEM+PSF-25 |
|-----------------|-----------|---------|------------|------------|-------------|-------------|
| Patient 1       | 0.561     | 0.985   | 0.982      | 0.982      | 0.875       | 0.696       |
| Patient 2       | 0.559     | 0.991   | 0.990      | 0.990      | 0.878       | 0.705       |
| Patient 3       | 0.562     | 0.984   | 0.986      | 0.983      | 0.879       | 0.703       |
| Patient 4       | 0.568     | 0.986   | 0.982      | 0.975      | 0.873       | 0.694       |
| Patient 5       | 0.569     | 0.989   | 0.988      | 0.986      | 0.875       | 0.699       |
| Patient 6       | 0.541     | 0.984   | 0.980      | 0.976      | 0.878       | 0.707       |
| Patient 7       | 0.566     | 0.991   | 0.991      | 0.984      | 0.874       | 0.700       |
| Patient 8       | 0.562     | 0.989   | 0.988      | 0.979      | 0.878       | 0.704       |

Fig. 8. A coronal view comparison between conventional OSEM+PSF TOF reconstruction and the FastPET neural network and its low count variants is shown for validation patient 7 with many varying sized lesions. The mean absolute error is also displayed below each image showing relative consistency even as the number of raw counts decreases.

of variance in all cases, including those with only 50% and 25% counts. For example FastPET-Chest, which achieved the highest performance, recovered 94.3% of the target tracer compared to an estimated 78.1% for OSEM+PSF with the same level of variance. Similar results are seen in Figure 6b for the small liver lesion where 3 out of 4 FastPET variants recover more tracer per unit variance with FastPET-25 this time falling slightly below the blue line.

A similar quantitative measure shown in Figure 7a of signal-to-noise ratio (SNR) calculated from ROIs in the liver across all 8 test patients further supports the contrast recovery measurements. In all cases the SNR for the neural network reconstructions was higher than conventional iterative reconstruction due to the reduced noise. Generally speaking, low noise images produced by neural networks are not surprising due to the way network parameters are optimized over a large data distribution through gradient descent. While the smoothness of neural network created images is not itself inherently bad, any accompanying degradation to tracer recovery or spatial resolution does negatively affect quantitative image quality and should be minimized.

Bias was also calculated across all test patients from ROIs in the liver with the results shown in Figure 7b. The FastPET neural networks appear to exhibit non-systematic random bias referenced to the OSEM+PSF TOF target with an average deviation of 4.2% and a max of 7.7%.

D. Qualitative Image Performance

In this section, a variety of image sets are explored to evaluate the qualitative performance of FastPET compared to the benchmark iterative reconstruction method of OSEM+PSF TOF. Table III shows a summary of perceptual similarity measures across the validation patient population for the histo image input, the FastPET network variants and iterative reconstruction benchmarks on the low count data. The measurements indicate that FastPET, and its variants, are perceptually very similar to the target images with an average MS-SSIM measure of 0.987 for FastPET, 0.985 for FastPET-50 and 0.982 for FastPET-25. By contrast, the low count iterative reconstructions measured 0.875 for OSEM+PSF-50 and 0.701 for OSEM+PSF-25.
In Figure 8 a coronal image of a patient with many lesions of varying sizes is reconstructed with the iterative PET benchmark, FastPET and its low count variants. Close investigation of the many lesions indicates a strong visual similarity between the images. Even the images created from lower count data seem to contain all of the lesions in the reference with some slight degradation in the lower intensity lesions for the FastPET-25 image. However, the mean absolute error is relatively consistent across the images at about 2.5% given a mean voxel value of 1410 Bq/ml. One minor artifact specifically present in a coronal view is a layering effect barely visible at the top of the liver in the FastPET image (Figure 8b). This effect is due to the neural network reconstructing 8 slice axial volumes independently from adjacent volumes and is similar to the artifacts occasionally seen on the boundaries in conventional multi-bed PET scans. This artifact will be addressed in future work potentially through additional convolutions with an axial versus transaxial orientation.

In Figure 9 transaxial images are presented for each of the reconstruction methods along with the histo-image to visualize the input to the neural network. In row (a), a zoomed image of the liver and various lesions are shown. The contrast between the noise levels of the histo-image, conventional reconstruction and the neural network outputs are clearly visible. While the intensity of the liver lesion seems to diminish slightly in FastPET-50 and FastPET-25, the more intense concentration tracer is well defined in all three neural network reconstructions. With an average voxel value 868 Bq/ml the mean absolute error across the FastPET images is about 2.4%. In row (b), a slice containing the heart with multiple small lesions in the bone tissue is presented. Again, the contrast between the various noise levels is distinct, but despite the significantly smoother images, the neural network does recover each of the small lesions and exhibits similar perfusion in the heart muscle. In this case the mean absolute error across the FastPET realizations is 2.2% with a mean voxel value of 954 Bq/ml.

Figure 10 and 11 explore the qualitative performance of FastPET networks trained specifically on a subset of anatomy. FastPET-Brain, shown in Figure 10, was fine tuned on a neurology data set. PET neurology imaging with $^{18}$FDG is often challenging due to the relatively high uptake in brain tissue and the high density of closely spaced structures. However, on the beneficial side, brain data is less sparse and has higher magnitude than comparable PET wholebody data. Despite the potential challenges, FastPET-Brain achieved the overall lowest loss of all the neural networks during training. In this case, a low loss seemed to translate to high qualitative image quality. The brain images in Figure 10b are nearly indistinguishable from the FastPET-Brain images in the row below with a average mean absolute error across the four validation patients of only 0.98% with a mean voxel value of 1403 Bq/ml.

FastPET-Chest is another example of an anatomically focused neural network that, in this case, was fine tuned through training specifically on the chest region of PET wholebody scans. The chest region in particular can have widely varying distributions and intensities of tracer concentration from high intensity in the heart and lesions to virtually no tracer in the lungs. A sampling of chest images is shown in Figure 11 including the histo-image, iterative reconstruction and FastPET-Chest reconstruction. The distinct contrast in noise levels is
evident with the neural network producing smooth images, but also preserving the anatomical structures. The average mean absolute error over the three cases shown is 1.8% with an mean voxel value of 897 Bq/ml, which out performs the wholebody FastPET variants but does not achieve the performance of the brain focused network.

V. DISCUSSION AND CHALLENGES

The FastPET experiments clearly and consistently produce visually smooth images with structural components nearly identical to conventional OSEM+PSF TOF reconstructions. Generally speaking, absence of high frequency details could mean the removal of small lesions or other critical details. While this concern was not clearly evident in our limited population of 8 test patients, the quantitative measurements of FastPET in our experiments demonstrated room for improvement in the area of contrast recovery and random bias reduction compared to conventional iterative reconstruction.

Future work on quantitative performance improvement will focus on better loss functions and tuning of the target data set. Loss functions that reward preservation of high frequency details while balancing the noise content will be explored. Regarding data set tuning, in this initial FastPET work, 3 iterations of OSEM+PSF TOF were utilized to create the target images because it was the factory default and constitutes a reasonable balance between variance and bias. However, given FastPET’s propensity to produce smooth images, it might be beneficial, from a contrast recovery aspect, to create higher variance target images using a higher number of iterations. Alternatively, the exploration of including simulated training targets where the variance could be precisely controlled may lead to additional insights on improving quantitative performance.

The fine tuning of neural networks in this work using transfer learning for specific tasks in the areas of low dose PET imaging and networks with an anatomical focus provided interesting results. In the low dose case, both FastPET variants were able to produce quality images with much fewer counts with FastPET-50 performing nearly identical to the baseline FastPET across the patients in the test set, and FastPET-25 degrading slightly in comparison and hinting at a lower limit to low dose imaging with the proposed method. In the area of anatomical focus, the fine tuned networks showed improvements both in the quantitative domain in the case of FastPET-Chest having the highest contrast recovery and the lowest average absolute bias, and in the qualitative domain where FastPET-Brain produced nearly identical brain images and achieved the lowest loss for both absolute and perceptual measures. These results of networks focused on a specific subset of data perhaps points to a path of overall improvement where a multitude of neural networks are trained and a particular type of PET data is funneled to the most appropriate neural network.
Fig. 11. Transaxial chest images are presented comparing the histo-image input, conventional iterative reconstruction and FastPET-Chest reconstruction. In a similar fashion to the other figures, the distinctly low noise characteristics is evident in the neural network reconstructions.

VI. CONCLUSION

The FastPET reconstruction method proposed in this work is capable of full size multi-slice reconstruction of PET data from histo-images in near real-time. This simple architecture consists of a most likely annihilation position histogrammer and a convolutional neural network. Raw PET data is processed by the histogrammer and the resulting histo-images along with the corresponding attenuation maps are fed to the neural network to produce the final PET images. Experiments measured the quantitative and qualitative aspects of FastPET image quality compared to a conventional time-of-flight iterative reconstruction methods. The results showed the proposed method produced high quality images with low noise, but could be improved in the areas of contrast recovery and bias reduction. Beyond the basic FastPET network, additional task specific neural networks were trained in the areas of low dose PET imaging and anatomically focused imaging using the process of transfer learning. In both cases, the task specific FastPET versions showed improvements over the original version.
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