Geometric Assumptions in Hydrodynamic Modeling of Coronal and Flaring Loops
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Abstract

In coronal loop modeling, it is commonly assumed that the loops are semicircular with a uniform cross-sectional area. However, observed loops are rarely semicircular, and extrapolations of the magnetic field show that the field strength decreases with height, implying that the cross-sectional area expands with height. We examine these two assumptions directly, to understand how they affect the hydrodynamic and radiative response of short, hot loops to strong, impulsive electron beam heating events. Both the magnitude and rate of area expansion impact the dynamics directly, and an expanding cross section significantly lengthens the time for a loop to cool and drain. Increases upflow durations, and suppresses sound waves. The standard \( T \sim n^2 \) relation for radiative cooling does not hold with expanding loops, which cool with relatively little draining. An increase in the eccentricity of loops, on the other hand, only increases the draining timescale, and is a minor effect in general. Spectral line intensities are also strongly impacted by the variation in the cross-sectional area because they depend on both the volume of the emitting region as well as the density and ionization state. With a larger expansion, the density is reduced, so the lines at all heights are relatively reduced in intensity, and because of the increase of cooling times, the hottest lines remain bright for significantly longer. Area expansion is critical to accurate modeling of the hydrodynamics and radiation, and observations are needed to constrain the magnitude, rate, and location of the expansion—or lack thereof.

Unified Astronomy Thesaurus concepts: Solar spectral irradiance (1501); Solar physics (1476); Hydrodynamics (1983); Hydrodynamical simulations (767); Solar flare spectra (1982); Solar flares (1496); Solar coronal loops (1485)

1. Introduction

Field-aligned hydrodynamic loop modeling of both quiescent regions and flares typically makes simplifying assumptions about the geometry, namely that the loops are semicircular in shape with constant cross section along their lengths. These assumptions, however, have not been critically examined, nor are they necessarily correct. Observations of loops with imagers such as the Extreme Ultraviolet Imager (EUVI; Wuelser et al. 2004) or the Atmospheric Imaging Assembly (AIA; Lemen et al. 2012) on board the Solar Dynamics Observatory (SDO, Pesnell et al. 2012) very often show loops that are not circular (e.g., Aschwanden 2009), often appearing more elliptical, which will alter the gravitational acceleration parallel to the loop. Furthermore, because the magnetic field strength decreases from the photosphere into the corona, by the conservation of magnetic flux, we expect that the cross-sectional area of loops must expand. This expansion of the area would affect the flows along the loop drastically, which can then impact the temperatures, densities, and therefore the entire resultant spectrum of emission from the loop.

In Mikić et al. (2013), the effect of a nonuniform cross-sectional area was shown to affect the transport of energy by thermal conduction, which in turn impacts the occurrence of thermal non-equilibrium (TNE). One manifestation of TNE is the occurrence of periodic coronal rain events known to occur in active regions (Auchère et al. 2018; Pelouze et al. 2020, 2022). Rain is also seen prominently in solar flares (Jing et al. 2016; Scullion et al. 2016), but does not occur in hydrodynamic simulations of impulsive heating (Reep et al. 2020). A nonuniform area is likely an important ingredient to the production of rain, but is currently poorly understood in both quiescent and flare contexts.

Imaging observations of coronal loops widths, however, do not show significant expansion across the length of coronal loops (Klimchuk 2000; Klimchuk & DeForest 2020). This lack of significant expansion is found for both flaring and nonflaring loops, and does not depend on loop length (Watko & Klimchuk 2000). As noted by Watko & Klimchuk (2000), this seemingly contradicts the observation that the magnetic field strength decreases from photosphere to corona (Gary 2001), which would necessitate an increase in the area expansion due to conservation of magnetic flux. Comparison of observed and modeled spectral line intensities observed across the solar atmosphere suggests that the area does expand in both quiescent (Warren et al. 2010b) and flaring contexts (Reep et al. 2022), but this is far from settled. In this work, we do not seek to explain this discrepancy, and we simply work with the assumption that the area may expand.

As we will show, the cooling time of a coronal loop depends directly on the area expansion, and therefore this is a possible explanation for a commonly reported problem that modeled loops cool too fast relative to observations. In both quiescent loops and flaring loops, it has been noted that the observed cooling times are too long compared to model predictions (whether in relative or absolute terms). For example, Ugarte-Urra et al. (2006)
found that there was a discrepancy between the time delays observed in active regions measured with Yohkoh’s Soft X-ray Telescope (SXT; Tsuneta et al. 1991) and the 195 Å channel of the Transition Region and Coronal Explorer (TRACE; Handy et al. 1999) when compared to hydrodynamic simulations. Warren et al. (2010a) found that simulations could not reproduce the long cooling phase of post-flare loop arcades observed by Hinode’s X-Ray Telescope (XRT; Golub et al. 2007). Many similar flare observations have suggested that the long-lasting cooling phase of post-flare loops may be due to a number of factors, such as gradual phase heating (Kopp & Pneuman 1976; Cargill & Priest 1982, 1983; Czaykowska et al. 1999; Qiu & Longcope 2016) or turbulent suppression of thermal conduction (Karpen & DeVore 1987; Biane et al. 2016; Zhu et al. 2018), among other possibilities. Area expansion is one such possibility that requires further exploration.

In this work, therefore, we examine the effects of the two geometric assumptions—area expansion and loop ellipticity—and how they might affect conclusions drawn from hydrodynamic simulations. We show that an area expansion can significantly impact both the hydrodynamic evolution of loops and the intensities of lines across the solar atmosphere, and further that the rate and location of expansion also impact the evolution. Ellipticity, on the other hand, is relatively minor, only affecting the draining time of loops.

2. Hydrodynamic Modeling

In this work, we use the HYDrodynamics and RADiation code (HYDRAD; Bradshaw & Mason 2003; Bradshaw & Cargill 2013) to solve the field-aligned hydrodynamic equations of a two-fluid plasma confined to a magnetic flux tube. HYDRAD assumes that the plasma consists of electrons and hydrogen (neutral or ionized), and trace elements are included as an extra term to the electron density, in the radiative loss calculation, and as an increase in the effective mass. HYDRAD uses full adaptive mesh refinement to spatially resolve conserved quantities in sufficient detail.

In the presence of a nonuniform cross-sectional area $A$, the conservation of mass, momentum, and energy are then given by

$$\frac{\partial \rho}{\partial t} + \frac{1}{A} \frac{\partial}{\partial s} (A \rho v) = 0 \quad (1)$$

$$\frac{\partial}{\partial t} (\rho v) + \frac{1}{A} \frac{\partial}{\partial s} (A \rho v^2) = \frac{1}{A} \frac{\partial}{\partial s} \left( \frac{4 \eta \rho v}{3} \right) - \rho g_\parallel - \frac{\partial}{\partial s} (P_e + P_H) \quad (2)$$

$$\frac{\partial E_e}{\partial t} + \frac{1}{A} \frac{\partial}{\partial s} [A(E_e + P_e)v] = -\frac{1}{A} \frac{\partial}{\partial s} (AE_e) + v \frac{\partial P_e}{\partial s} - n_e n_H \Lambda(T) + \frac{k_B n_H}{\gamma - 1} \nu_e (T_H - T_e) + H_e \quad (3)$$

$\eta$ is the dynamic ion viscosity, where electron viscosity is

$$\frac{\partial E_H}{\partial t} + \frac{1}{A} \frac{\partial}{\partial s} [A(E_H + P_H)v] = -\frac{1}{A} \frac{\partial}{\partial s} (AE_e) + v \frac{\partial P_e}{\partial s} + \rho v g_\parallel + \frac{1}{A} \frac{\partial}{\partial s} \left( \frac{4 \eta \rho v}{3} \right) + \frac{k_B n_H}{\gamma - 1} \nu_e (T_e - T_H) + H_e. \quad (4)$$

In these equations, $s$ is the field-aligned coordinate, $t$ is time, $\rho$ is the mass density, $n$ is the number density, $v$ is the bulk-flow velocity, $E_e = \frac{p_e}{\gamma - 1}$ is the electron energy, where $p_e$ is pressure, and $E_H = \frac{p_H}{\gamma - 1} + \frac{1}{2} \rho v^2$ is the hydrogen energy and pressure. Here, $\eta$ is the dynamic ion viscosity, where electron viscosity is

---

**Figure 1.** A comparison of the area profiles (top) used in this section and the evolution of the apex temperatures (center) and densities (bottom). We contrast four cases with four different expansion factors: uniform area, and expansions of 11, 43, and 116 from footpoint to apex of the loop. Note that the area expansion is relative, since the dynamics do not depend on the actual area magnitude, only the relative change.
neglected, $F_c$ is the thermal conduction, $\nu_{ie}$ is the collision frequency between ions and electrons, $g_\parallel$ is the parallel acceleration due to gravity, and $\Lambda(T)$ is the optically thin emissivity. Finally, the terms $H_e$ and $H_H$ are the heating rates applied to either the electrons or hydrogen.

In most of this paper, we use loops of total length $2L = 50$ Mm, and modify their cross-sectional areas $A(s)$, their eccentricity through $g_\parallel(s)$, or both. The initial coronal temperature was approximately 0.5 MK, and coronal density was approximately $8 \times 10^7$ cm$^{-3}$, which is energetically negligible compared to the input heat. There was no coronal background heating.

In this work, we use the so-called VAL C chromospheric density and temperature profile (Vernazza et al. 1981), with an approximation to the optically thick radiative losses there (Carlsson & Leenaarts 2012). There is a chromospheric background heating term that exactly balances the initial state of the chromospheric radiative losses, intended to simply maintain the chromosphere in the absence of heating events. We use impulsive heating by an electron beam, but the major results of this paper are in the cooling phase and so do not depend strongly on the details of the heating (Winebarger & Warren 2004).

Recent work by Allred et al. (2020) has shown that this approximation is relatively inaccurate with particularly strong heating, and a solution to the Fokker–Planck equation is more suitable in general, though the approximation works well when the only force is due to Coulomb collisions of the nonthermal electrons.

### 3. Expanding Cross-sectional Area

The impact of expanding cross-sections has been touched upon only sparsely in the literature of field-aligned hydrodynamic simulations. Emslie et al. (1992) examined the impact of an expanding area on the evaporative flows driven by an impulsive electron beam and how it affects observed blueshifts of CaXIX emission. Mikić et al. (2013) explored how the cross-sectional area affects thermal conduction and thermal non-equilibrium (TNE) in coronal loops, and Froment et al. (2018) performed an in-depth parameter space survey to understand the occurrence of TNE or coronal condensations, but found that TNE can occur in nearly any geometry. Reep et al. (2020) showed that an expanding area itself is not sufficient to cause coronal condensations (rain) in impulsively heated loops. Cargill et al. (2022) examined how loops evolved with modestly expanding cross-sectional areas, finding higher peak temperatures and denser loops when compared to loops with uniform area.

In this section, therefore, we examine how an expanding area can impact both the hydrodynamic evolution and the resultant irradiance at various temperatures. Since it is not well-known where the expansion occurs, nor the rate at which it occurs, we consider two forms of expansion: one where the cross section increases gradually and continuously, and one where the expansion only occurs in the transition region. We examine

![Figure 2. The evolution of the electron temperature (top), density (center), and bulk flow velocity (bottom) in four circular loops with varying cross-sectional area. From left, we show the total area expansion with respective values of 1 (uniform), 11, 43, and 116, corresponding to the profiles in Figure 1. The x-axis shows the position along the loop, while the y-axis shows the evolution in time. In the velocity plots, blue indicates a flow toward the apex, while red indicates a flow away from the apex, and these colors do not necessarily correspond to Doppler shifts. The cooling time is significantly longer with increasing area. Evaporative upflows last for significantly longer with a larger area expansion, and sound waves are suppressed.](image-url)
area expansion factors of more than a factor of 100 from footpoint to apex, consistent with the range implied from measurements of the magnetic field strength (see Appendix A).

3.1. Continuous Area Expansion

In order to better understand the effect of a nonuniform cross-sectional area, we examine four simulations that have different cross-sectional area profiles but otherwise identical parameters. We use the magnetic field strength $B(s)$ function from Mikić et al. (2013), which produces a continuous expansion over the length of the loop:

$$B(s) = B_0 + B_1 \exp(-s/l) + \exp\left(-\frac{(L-s)}{l}\right),$$

where $L$ is the loop length and $l$ a scale height. As those authors do, we then assume that the area expansion $A(s) \propto \frac{1}{B(s)}$ to calculate the (relative) area expansion. For the expansion from footpoint to apex, we choose values of 1 (uniform), 11, 43, and 116, which span the approximate range of expected expansion factors (see Appendix A), and thus produce a continuous expansion along $s$ from footpoint to apex. The profiles $A(s)$ are shown at top in Figure 1. Note that the expansion used in the simulations is only a relative expansion, and does not require a physical value. The larger area expansions assumed here additionally require coronal magnetic field strengths that are likely small enough that the low $\beta$ assumption typical of coronal loop modeling might not apply at all times, in particular with strong heating. This would likely necessitate both a positionally and temporally varying cross-sectional area (see also the discussion in the Appendix of Reep et al. 2022).

We heat the loops with an electron beam with peak flux $F = 10^{10.3}$ erg s$^{-1}$ cm$^{-2}$, lasting for 100 s, with a low-energy cutoff of 15 keV and spectral index of 5. The heating parameters are not crucially important to examine the differences in hydrodynamic response over long timescales, and the overall

Figure 3. Synthetic irradiance time series for 12 spectral lines, as labeled (arranged by formation temperature, from coolest to hottest), as might be seen by SDO/EVE for each of the four cross-sectional area cases in Figure 1. The total volumes ($\int A(s) \, ds$) have been normalized to be equal. The area expansion drastically affects the intensities of all lines at all times, both directly through the volume at a given height and indirectly through the effects on the hydrodynamics.
evolution would be similar for other parameters. The center and bottom plots in Figure 1 show the evolution of the apex temperatures and densities in these four simulations. The total times for the loop to cool and drain after heating onset are both significantly increased with an increasing area, as found in previous studies such as Antiochos & Sturrock (1976, 1978). The small volume of the TR limits both the amount of energy that can be radiated away and the amount of plasma that can be evaporated into the loop.

There are a few important features to notice from this figure. The time of peak density, roughly when the dominant cooling mechanism switches from conduction to radiation (Cargill 1994), is delayed with a larger area expansion, such that there are extremely long conductive cooling phases (see also Antiochos & Sturrock 1978). Additionally, after the density peaks, it remains relatively constant, while the temperature slowly falls through radiation. That is, the $T \sim n^2$ relation for the radiative cooling phase (e.g., Serio et al. 1991; Jakimiec et al. 1992; Cargill et al. 1995; Bradshaw & Cargill 2005) does not hold here, and the loop drains only after the temperature falls below $\approx 10^5$ K. This behavior is fundamentally different from that of a uniform loop, in that there is essentially no enthalpy/radiative cooling phase with large expansions, and as a result it is not correct to assume that emission cooler than 3–4 MK is from the radiative phase.

Following Bradshaw & Cargill (2010), we have more generally the relation $T \sim n^\delta$, where $\delta = \gamma - 1 + \frac{2}{\gamma}$, with $\gamma = 5/3$, a radiative timescale $\tau_R$, and a coronal draining timescale $\tau_d = L/v$, depending on the (coronal) loop length $L_c$ and the downflow speed $v$. With large area expansions, this enters the static radiative cooling regime, or $\delta \rightarrow \infty$, implying that the draining velocity becomes significantly reduced ($\tau_d \rightarrow \infty$ as $v \rightarrow 0$). We look at the impact of area expansion on the velocities now.

Next, we examine the overall evolution of the loops. Figure 2 shows the hydrodynamic evolution along the loops ($x$-axis) with time ($y$-axis) for the electron temperature (top), electron density (center), and bulk flow velocity (bottom). The four cases are shown in order from left to right ($1 \times$, $11 \times$, $43 \times$, and $116 \times$). In the velocity plots, blue indicates a flow toward the loop apex and red away from the apex, which does not necessarily correspond to a Doppler shift. Once again, it is apparent that the cooling and draining times are both significantly increased with increasing area expansion. As in Reep et al. (2020), we find that there are no coronal condensations (rain events), indicating that area expansion alone is not sufficient to produce coronal rain. The velocity plots show two interesting features. First, as the area expansion is increased, the duration of upflows is also increased, lasting significantly longer than the assumed heating duration. Reep et al. (2018) examined the relation between upflow duration and heating duration, finding that they are approximately equal, but that study only examined uniform area loops. This should be reexamined in detail. Second, the sound waves shown at bottom left, seen as alternating up- and downflows, are suppressed with larger area expansions. As evaporative material flows up into an area of the loop with a larger cross section, the speed slows, effectively causing a damping of the sound waves. Importantly, the speed of downflows is significantly reduced during the radiative cooling phase, and so the draining times $\tau_d$ increases with the area expansion, or $\delta \propto A_{\text{max}}$.

We now turn to the effect on radiative emission. In each simulation, we calculate the emission measure for each grid cell at each time step, $EM = \int n_e(s) n_H(s) dV = \int n_e(s) n_H(s) A(s) ds$, which we then combine with the emissivities from the CHIANTI atomic database (version 10; Dere et al. 1997; Del Zanna et al. 2021). We then sum up the emission along the full length of the loop at each time step to create a time series. Note that this assumes the spectral lines are optically thin, which may not be true in general, particularly for the cooler lines.

In Figure 3, we show a comparison of irradiance light curves synthesized from these four simulations for 12 spectral lines as might be measured by the Extreme Ultraviolet Variability Experiment (EVE; Woods et al. 2012) on board SDO, as labeled in the plots, ranging from He II 304 Å at $log T = 4.7$ through Fe XXIV 192 Å at $log T = 7.25$. We have assumed that the total volume, $V = \int L(s) A(s) ds$, in each simulation is equal, and we have assumed photospheric abundances (Asplund et al. 2009). It is
clear that the nonuniform cross-sectional area strongly impacts the irradiance in all of these lines. First, the emission is reduced with a larger total expansion while the loop remains hot. Second, the increase in the cooling and draining times that was shown in Figure 2 is apparent in these plots, where the emission from, e.g., Fe XVI remains relatively bright for a longer time with increasing area. Third, we note that the peak irradiance in the transition region lines (N IV, O V, O VI, Ne VII, Ne VIII, and Fe IX) is similar for each of the four area expansion factors. This spike in intensity occurs when the coronal segment of the loop cools through the line’s formation temperature, and because the total loop volumes are normalized, the resultant intensities are similar. Finally, because the peak density is higher with a smaller area (see the apex densities in Figure 1), the hottest lines are brightest with smaller area expansions (e.g., Fe XXII 122 Å and Fe XXIII 133 Å), and all lines are brighter at early times with a smaller area expansion.

These plots suggest that we may be able to infer the approximate expansion factor from observed cooling times. That is, because the cross-sectional area expansion correlates well with the cooling time of the loop, and because the intensity spikes sharply when the loop cools through the formation temperature of a line, we can approximate the expansion factor by measuring the cooling time. The time to cool from, e.g., Fe XVIII 94 Å to He II 304 Å increases slightly with area expansion (1.2 minutes in the uniform loop versus 3 minutes in the 116× loop). Of course, SDO/AIA channels have a relatively broad contribution, so this sort of comparison requires caution.

3.2. Footpoint-localized Expansion

Imaging observations often show little expansion in the coronal portion of loops (Klimchuk 2000; Klimchuk & DeForest 2020), which is at odds with the decrease of the magnetic field strength from photosphere through corona that would necessitate expansion. One possible explanation for this discrepancy is that area expansion occurs mostly or only in the transition region (TR), and that any expansion in the corona is limited. We take an agnostic position in this work, and therefore additionally present a comparison of how expansion localized near the base of the loop would affect the dynamics.

Figure 5. Similar to Figure 2, comparing three cases: gradual expansion (left), along with a TR-confined expansion with $s_0 = 2.5$ Mm and $\sigma = 5$ Mm (center), and another with $s_0 = 1.5$ Mm and $\sigma = 3$ Mm (right). The cooling and draining times are reduced when the expansion occurs lower in the atmosphere. The upflows become similarly confined near the location of expansion, exhibiting behavior more like that of a uniform-area case (compare Figure 2).
We quantify footpoint-localized expansion using a hyperbolic tangent function, chosen ad hoc to simply examine this possibility. The magnetic field strength $B(s)$ near the footpoint is

$$B(s) = \frac{B_{\text{max}} + B_{\text{min}}}{2} - \frac{B_{\text{max}} - B_{\text{min}}}{2} \tanh \left( \frac{s - s_0}{2\sigma L} \right), \quad (6)$$

where we have defined $s_0$ as an offset for the initial location of the transition region, $\sigma$ is a scale height of the expansion, and $L$ is the loop length. We assume the coronal segment of the loop has a constant magnetic field strength.

We examine three cases in this section to better understand this. We use a gradual expansion case, where the area increases continuously from the footpoint to the apex of the loop to a peak value of 10. We also compare this to two footpoint-localized expansion cases, one with $s_0 = 2.5$ Mm and $\sigma = 5$ Mm in Equation (6), and one with $s_0 = 1.5$ Mm and $\sigma = 3$ Mm. In all three cases, we assume a loop length of 50 Mm and use the same heating parameters as in the previous section. The area profiles are shown in Figure 4 at top, along with the evolution of the apex temperatures and densities (bottom). When the expansion occurs closer to the footpoint, the cooling and draining times are both reduced. This is because a larger portion of the TR reaches the maximum cross section, and thus the expansion is more localized to the footpoint and more effectively transports away energy through radiation and flows. We therefore see that the gradually expanding case takes the longest to cool and drain, while the profile localized farthest down the loop drains and cools the quickest. The peak temperature reaches a similar value in all three cases, and all three peak at a similar time.

To get a fuller picture, we also present the full hydrodynamic evolution in Figure 5. The gradual case is shown on left, while the case with $s_0 = 2.5$ Mm and $\sigma = 5$ Mm is in the center, and $s_0 = 1.5$ Mm and $\sigma = 3$ Mm is on the right. The change to the cooling time is apparent. Additionally, the flow profiles are

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig6}
\caption{Similar to Figure 3, comparing three cases: gradual expansion (black), along with a footpoint-localized expansion with $s_0 = 2.5$ Mm and $\sigma = 5$ Mm (blue), as well as one with $s_0 = 1.5$ Mm and $\sigma = 3$ Mm (red). The peak intensities are somewhat brighter in the gradual case, because it has a higher density. The cool lines brighten much later in the gradual expansion case, because of the increased cooling times.}
\end{figure}
somewhat modified. When the expansion is confined near the footpoints, the upflow speeds quickly dampen as the area rapidly expands ($A_v = \text{const}$). In contrast, when the area expands gradually, its effect on the velocity is less pronounced, and the upflow speeds remain strong well into the coronal portion of the loop. Similarly, the suppression of sound waves that we noted in Figure 2 occurs in the gradual expansion case, but is mostly absent when the expansion is confined near the footpoints. Once again, no coronal condensation events occur.

Finally, we once again synthesize the irradiance as might be seen by SDO/EVE for each case, to understand how the dynamics affect the radiative output. In Figure 6, we show the synthesized irradiance for the same set of 12 lines, ranging in formation temperature from $\log T = 4.7$–7.25. We once again
normalize the total volume of each simulation. Since the cooling time is reduced when the expansion occurs near the footpoint, the coolest lines peak in intensity earlier in the localized expansion cases. The hot lines peak at similar times, but are somewhat brighter in the gradual expansion case because the density is higher (compare the apex densities in Figure 4).
has an expansion of precisely 10 from footpoint to apex, while the taller loops expansion.

In simulations to understand how it affects the dynamics. this for the more general case in Appendix B, and then use that the loop above the surface. We derive the implementation of

\[ h = g_{\parallel} \left( \frac{R_{\odot}}{R_{\odot} + h \sin \theta} \right)^2 \cos \theta, \]  

\[ \theta = \sin^{-1}\left(\frac{R_{\odot}}{R_{\odot} + h \sin \theta}\right) \]

where \( h \) is the height and \( \theta \) is the angle relative to the center of the loop above the surface. We derive the implementation of this for the more general case in Appendix B, and then use that in simulations to understand how it affects the dynamics.

4. Elliptical Loops

In this section, we examine the assumption of semicircular loops. The gravitational acceleration parallel to the field line is given generally by:

\[ g_{\parallel} = g_{\odot} \left( \frac{R_{\odot}}{R_{\odot} + h \sin \theta} \right)^2 \cos \theta, \]  

\[ \theta = \sin^{-1}\left(\frac{R_{\odot}}{R_{\odot} + h \sin \theta}\right) \]

where \( h \) is the height and \( \theta \) is the angle relative to the center of the loop above the surface. We derive the implementation of this for the more general case in Appendix B, and then use that in simulations to understand how it affects the dynamics.

4.1. Comparison of Elliptical Loops

We examine a heating rate typical of solar flare simulations. We assume that the loop is heated by an electron beam for 100 s, with a peak heating rate of \( 10^{10.3} \text{ erg s}^{-1} \text{ cm}^{-2} \), low-energy cutoff of 15 keV, and spectral index \( \delta \) of 5.

Figure 7 shows a comparison of the hydrodynamic evolution of three elliptical loops. The simulation parameters are all the same except for the gravitational acceleration. The left column shows a tall loop, where the semimajor axis is oriented radially outward from the solar surface and three times larger than the semiminor axis. The center column shows a semicircular loop. The right column shows a wide loop, where the semimajor axis is oriented parallel to the solar surface and also three times larger than the semiminor axis. The first three rows show the electron temperature, electron density, and bulk flow velocity along the loop (x-axis) as it evolves in time (y-axis). Red flows indicate motion away from the apex, and blue indicates motion toward the apex. The bottom row shows a comparison of the electron temperatures and densities at the loop apex (including wide and tall loops with \( a = 2b \)). The overall evolution of the temperatures, densities, and velocities are nearly identical in the three cases. The only major difference is that the draining time increases somewhat with height, as might be expected for a slightly weaker gravitational acceleration.

Figure 11 shows the hydrodynamic evolution of these loops. The left, center, and right columns show a tall loop (3:1), circular loop (1:1), and wide loop (1:3), respectively, while the bottom two plots show the evolution of the apex temperatures and densities. Although the tall loop has the largest area expansion, the circular case has the longest cooling time. Compared to the results in Section 3, this indicates that the rate of expansion \( \frac{da}{ds} \) also affects the
cooling time (see also Cargill et al. 2022), given that we have already seen that the ellipticity does not impact the cooling time. The velocity profiles are also noticeably affected in these loops. In taller loops, the speed of the evaporative upflows dampens quickly with height. As the area gradually expands with height, the speed decreases due to the conservation of mass (Equation (1)), and since the taller loops expand more quickly, this effect is more pronounced here than it is in shorter loops.

We briefly examine the evolution of the irradiance of the spectral lines at various temperatures. Figure 12 shows this comparison for the five loops. As before, we have normalized the total volume of each loop to be equal. In general, the tallest loop has the largest peak intensity because it has the largest

Figure 11. The overall hydrodynamic evolution in a set of elliptical flaring loops with expanding area, corresponding to the gravity and area profiles in Figures 16 and 10. The left column shows a tall loop (1:3), the center a circular loop (1:1), and the right a wide loop (3:1). The wide loop drains and cools the fastest, while the circular loop cools the slowest and the tall loop drains the slowest. The evaporative upflows last longer in the tall case, and are also more confined near the footpoints, consistent with it having a somewhat larger area expansion.
coronal volume. In the cooler lines, this peak occurs when the loop cools through the line’s formation temperature. However, before then, the short, wide loops have the highest densities (compare the apex densities in Figure 11), so they are brightest in transition region lines like O VI 1032 Å and Fe IX 171 Å. In flaring lines like Fe XXIII 133 Å, however, short, wide loops are

Figure 12. The synthetic irradiance for 12 spectral lines as might be seen by SDO/EVE, corresponding to the loops in Figure 11. The cooling times are affected by the ellipticity here, and the tall loops, which have the largest volume, are typically the brightest. The effect is relatively muted, though.

Figure 13. The evolution of the apex temperatures and densities for expanding, elliptical loops of total length 150 Mm, where the circular case has an expansion of exactly 10, heated with a nanoflare-level impulsive energy burst lasting 100 s. As with Figure 9, the scale heights are reduced, causing more noticeable divergence in the draining of the loops during the cooling phase. The impulsive phase evolves similarly in each case.
the brightest in peak intensity, since the intensity decreases with time as the loop cools.

Once again, since we have focused on short, hot loops, we briefly examine longer loops heated with a smaller energy burst, so that the gravitational scale height is more comparable with the loop length. In Figure 13, we show the evolution of the apex temperatures and densities for expanding, elliptical loops of total length 150 Mm, where the circular case expands exactly by a factor of 10. We once again use a nanoflare level of heating. As before, we find that the impulsive phase in each loop evolves similarly, while there is a more noticeable divergence in the draining during the cooling phase. Despite the slight variation in area expansion, the cooling times of all five loops are nearly identical in this case.

6. Conclusions

In this work, we have briefly examined two geometrical assumptions that are commonly used in hydrodynamic modeling of coronal loops. It is often assumed in field-aligned simulations that coronal loops are semicircular with constant cross-sectional area. Observations of loop widths suggest that coronal loops only show minimal expansion, but the decrease of the magnetic field with height in the corona implies that there ought to be an expansion. It is not clear how to resolve this discrepancy, but the comparison of simulations and observations may offer insight to better understand this problem. On the other hand, many loops are very clearly not semicircular, and are often very eccentric, but the impact of this on loop dynamics has been not been critically examined. We first examined the assumption of a nonuniform cross-sectional area in Section 3. This has been touched upon by a few authors (Emslie et al. 1992; Mikić et al. 2013; Froment et al. 2018; Winebarger et al. 2018; Reep et al. 2020; Cargill et al. 2022) and found to be important for numerous reasons, such as impacting observed Doppler shifts or modifying the thermal conduction profiles. However, this has not been universally adopted in loop simulations; uniform cross-sectional areas are commonly assumed. The primary reason for this is that it is not at all apparent how the expansion profile varies with height, what its magnitude is, or what the rate of expansion with height is. We have not attempted to reproduce any observations in this paper, but instead focus on simply understanding how an expansion would impact dynamics. We find that an area expansion significantly increases the time for a loop to cool and drain, increases upflow durations and localizes upflows near the footpoints, and suppresses sound waves. Importantly, the standard $T \sim \mu/c^2$ relation between cooling and draining does not generally hold with large area expansions, instead the cooling tends toward a static radiative cooling regime as the expansion grows. Despite the changes in the hydrodynamics, we still did not find any coronal condensation events in any of the simulations (see also Reep et al. 2020). Synthetic line intensities are impacted both directly from the change in volume with height and indirectly through the effects on the density and ionization profiles. Additionally, the location and rate of the expansion is important. When the expansion is localized near the transition region, the cooling time and draining time are both reduced compared to a more gradual expansion of similar magnitude. It is fundamentally important, therefore, to use a cross-sectional area expansion in loop simulations, both for understanding the hydrodynamics and the radiative output. Many previous results ought to be critically reexamined in the context of expanding cross-sections. Additionally, observations are required in order to further constrain the magnitude and rate of expansion.

The assumption of semicircular loops, i.e., an eccentricity of zero, is almost universally used in the literature. We have examined this assumption in Section 4 by varying the gravitational acceleration parallel to the loop in accordance with both tall loops (vertical semimajor axis) and wide loops (horizontal semimajor axis). We have found that the draining time of the loops is reduced in tall loops compared to the semicircular case because gravity is weakened with height, whereas the draining time is increased in wide loops for the opposite reason. The cooling times, peak temperatures, and peak densities are mostly unaffected. As a result, the spectral line intensities are mostly unaffected. The difference is more pronounced in longer loops or with weaker heating, which reduces the gravitational scale height. This assumption is relatively unimportant during the heating phase or with short, dense loops, but becomes more important with long or tenuous loops during the cooling phase.

Finally, in Section 5, we have combined the two geometrical assumptions, and examined elliptical loops with an area expansion that scales with height above the solar surface, such that the magnetic field $B \propto 1/r$, or $A \propto r^2$. In this case, we do find that the dynamics are somewhat affected. A circular loop has the longest cooling time, which, when compared with the results of Section 3, indicates that the rate of expansion $\frac{dA}{dr}$ is also an important factor.

We emphasize that a nonuniform cross-sectional area strongly impacts all of the hydrodynamic quantities, and therefore the radiation as well. We note that in none of the simulations here do we find coronal condensation events characteristic of coronal rain, reiterating the result of Reep et al. (2020). While the geometry does impact the basic quantities, it still appears that there needs to be some secondary heating term to produce rain. In general, simulations of coronal loops must include area expansion to accurately simulate the dynamics, in particular the cooling of loops. Furthermore, observations are required in order to constrain the magnitude, rate, and location of the expansion, and thus to better inform the simulations.
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**Appendix A**

**Observationally Inferred Area Expansion Factors**

One consequence of the conservation of magnetic flux is that the cross-sectional areas of loops in the corona must expand as the magnetic field decreases in the solar atmosphere. Figure 14 shows the range of expansion factors derived from magnetic field extrapolations of two active regions.
Blue circles correspond to a current-free (potential) extrapolation of an MDI (Scherrer et al. 1995) photospheric magnetogram of the flare-active active region NOAA 9077 (2000 July 14, 09:36 UT). This extrapolation was part of a study of the magnetic topology of 26 CME events (Ugarte-Urra et al. 2007). The expansion factor was calculated from the ratio between the maximum and minimum magnetic field strengths for 541 closed field lines within the Cartesian domain.

The orange curve corresponds to the potential magnetic field extrapolation of a high-resolution Hinode/SOT magnetogram (Tsuneta et al. 2008) of the quiescent active region NOAA 11482 (2012 May 18, 21:30 UT) presented in the investigation of area expansion factors by Dudík et al. (2014). The expansion factor values are those described as “height-averaged values of $\Gamma(Z)_{x,y}$ Green’s function extrapolation” for closed coronal loops, in Figure 3 of that paper.

The right panel of Figure 14 shows a histogram of the expansion factors in the NOAA 9077 data set, with a reference to the expansion factor values used in Section 3.1 of the present paper: 1, 11, 43, 116. These numbers cover 96% of the loops in this extrapolation. See also the results of Mok et al. (2005, 2008) and Asgari-Targhi et al. (2013), who found a similar range of expansion factors from magnetic field extrapolations.

Appendix B

Gravitational Acceleration in Elliptical Loops

In order to examine how ellipticity affects loop hydrodynamics, we must modify the gravitational acceleration $g_{\parallel}(s)$ parallel to the loop coordinate $s$. We consider five cases, shown in the cartoon in Figure 15. In addition to the standard semicircular case (blue), we use cases with semimajor axis $a$ oriented either radially outward from the solar surface (“tall loops”) or parallel to it (“wide loops”).

As a function of the angle $\theta$ relative to the ellipse center, the acceleration parallel to $s$ at a given height along a loop is

$$g_\parallel = g_\odot \left( \frac{R_\odot}{R_\odot + h \sin \theta} \right)^2 \cos \theta,$$

where $g_\odot$ is the solar surface gravity, $R_\odot$ the solar radius, and $h$ the maximum height above the solar surface. To determine the maximum height $h$ for a given loop length, we use the approximation for an ellipse’s circumference given by Ramanujan (1914):\(^{6}\)

$$C = \pi \left( a + b + \frac{(a - b)^2}{10(a + b) + \sqrt{a^2 + 14ab + b^2}} + \epsilon \right),$$

where $a$ and $b$ are the semimajor and semiminor axes, and $\epsilon$ is an error term of order $a^2 b^2$ for $k$ the eccentricity. If the semimajor axis $a$ is oriented vertically, then we can write the height $y = a \sin \theta$ and $x = b \cos \theta$ (if oriented horizontally, we would swap $a$ and $b$). In order to then calculate the field-aligned gravitational acceleration, we must convert between $\theta$ and the loop coordinate $s$ used by HYDRAD. From the Pythagorean theorem, we have

$$ds = \left( \left( \frac{dy}{d\theta} \right)^2 + \left( \frac{dx}{d\theta} \right)^2 \right)^{\frac{1}{2}} d\theta$$

$$= [(b^2 \sin^2 \theta + a^2 \cos^2 \theta)^{\frac{1}{2}}] d\theta$$

$$= a ((1 - k^2) \sin^2 \theta + \cos^2 \theta)^{\frac{1}{2}} d\theta,$$

so we can integrate numerically:

$$s(\theta) = a \int_{\theta_0}^{\theta} ((1 - k^2) \sin^2 \theta + \cos^2 \theta)^{\frac{1}{2}} d\theta.$$  \hspace{1cm} (B4)

We can then use this to convert between $s$ and $\theta$, and because we know $g_{\parallel}(s)$, we have the gravitational acceleration as a function of loop coordinate $s$ for any specified eccentricity and loop length.

Figure 16 shows an example calculation for 50 Mm semielliptical loops. At the top left, we show the acceleration along the loop coordinate $s(\theta)$, while the top right plot shows the acceleration as a function of $\theta$, and the bottom plot shows the conversion between $s$ and $\theta$ for clarity. The blue line shows the acceleration for the semicircular case, the most common assumption in loop models, which is a perfect sine wave. The orange and red cases show tall loops, where the semimajor axis

---

6 http://ramanujan.sirinudi.org/Volumes/published/ram06.pdf
is oriented vertically, with $a = 2b$ and $a = 3b$, respectively. The green and purple cases likewise show wide loops, where the semimajor axis is oriented horizontally, with $a = 2b$ and $a = 3b$ respectively. It is clear that in tall (wide) loops the gravitational acceleration parallel to the field is reduced (increased) relative to the semicircular case.

Figure 15. A cartoon of the ellipse geometries assumed in this work. We use two tall loops, with semimajor axis $a$ oriented radially outward from the solar surface (red and orange), a semicircular loop (blue), and two wide loops, with semimajor axis oriented parallel to the solar surface (green and purple). (Not perfectly to scale.)

Figure 16. The parallel gravitational acceleration in 50 Mm semielliptical loops, as a function of position along the loop $s(\theta)$ (top left) and a function of $\theta$ (top right). At bottom, the relation between $s$ and $\theta$ is shown explicitly for reference. The blue line shows the semicircular case. The orange and red cases show tall loops, where the semimajor axis is oriented radially outward from the solar surface, with $a = 2b$ and $a = 3b$, respectively. The green and purple cases similarly show wide loops, where the semimajor axis is oriented parallel to the solar surface, with $a = 2b$ and $a = 3b$, respectively.
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