In this paper we exploit the wavelet analysis approach to investigate oil-food price correlation and its determinants in the domains of time and frequency. Wavelet analysis is able to differentiate high frequency from low frequency movements which correspond, respectively, to short and long run dynamics. We show that the significant local correlation between food and oil is only apparent and this is mainly due both to the activity of commodity index investments and, to a lesser extent, to a growing demand from emerging economies. Moreover, the activity of commodity index investments gives evidence of the overall financialisation process. In addition, we employ wavelet entropy to assess the predictability of the time series under consideration at different frequencies. We find that some variables share a similar predictability structure with food and oil. These variables are the ones that move the most along with oil and food. We also introduce a novel measure, the Cross Wavelet Energy Entropy Measure (CWEEM), based on wavelet transformation and information entropy, with the aim of quantifying the intrinsic predictability of food and oil given demand from emerging economies, commodity index investments, financial stress, and global economic activity. The results show that these dynamics are best predicted by global economic activity at all frequencies and by demand from emerging economies and commodity index investments at high frequencies only.
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1 Introduction and literature review

Crude oil is one of the most important energy commodities for its role in the global economy [1,2]. Several developing countries depend on both crude oil and food imports, so co-movements between oil and food prices are a matter of great interest.

In the recent years, several explanations have been attributed to the relationship between oil and food prices. As far as agricultural commodities are concerned, one explanation is that the oil and agriculture sectors are closely linked, since
agricultural production is energy intensive. Therefore, oil price increases result in higher costs for fertilisers, chemicals and shipping which in turn increase agricultural commodity prices. Another explanation is related to the production of biofuel that started in 2006.

According to this theory, as oil prices rise, alternative energy sources are being developed, such as bioethanol and biodiesel from corn and soybean, respectively. As a result, the increase in demand for these agricultural commodities drives up their prices.

A third explanation is linked to the growing demand from emerging economies, such as China and India. This demand has affected a wide range of commodities from the energy and metals sectors and may explain the co-movement between oil and food prices.

Global economic activity could also play a role, as it may be reasonable to think that global economic expansions could increase demand for oil and food, with both prices rising. The impact of global economic activity has been studied by only in relation to oil prices finding a significant relationship between the two.

A fourth explanation is related to the financialisation of commodity markets. The term financialisation is commonly referred to the tendency of commodity prices to behave like financial assets. The correlation between the price of financial assets and the price of commodities began to appear since the 2000s. Commodity markets, in fact, before this period were segmented and not linked to the financial markets.

However, the discovery of a negative correlation between commodity returns and stock returns by led institutional investors to consider commodities as a new asset class for diversification purposes.

Institutional investors use commodity futures as a part of a broader portfolio strategy and often changed their investment positions from one commodity to another. This may induce co-movements between unrelated commodities as well as between oil and food prices.

However, most of the authors focus on finding evidence of a relationship between oil and food prices, while only a few of them focus on its cause. Along this line, analysed the relation between Brent crude oil spot price and the food price index using wavelet analysis, finding a significant local correlation. investigated such relation using both threshold vector autoregression (TVAR) and threshold vector error correction (TVECM) models. They used monthly data of crude oil price index (an average of WTI, Brent and Dubai spot price) and food price index (a weighted average of the prices indices of meat, dairy products, grains, vegetables oils and sugar) spanning over 1990 to 2007. Their findings showed that co-movement of crude oil and food price had varying structural break features depending on the underlying regime. Following this thread, analysed the impact of the food crisis on the interdependence between crude oil and food prices. They used detrended cross correlation analysis (DCCA) and considered monthly data on the food price index and Brent crude oil price ranging from January 1990 to July 2016. Their results suggested a strong interdependence between Brent crude oil and food price index. In and the authors also analysed the link between biofuel production and the oil price relationship. In particular, investigated the impact of biofuel production on the food prices in United States using wavelet analysis and concluded that there is a significant relationship between the two in the short and long term. According to them, this finding can be useful to the government in designing sustainable energy and food policies. On the other hand, using a VAR framework, found that a fall in commodity supply increased oil prices. However, their analysis suggested that this is not due to the biofuel industry but to information discovery in financialized commodity markets and information frictions in global trade.

Besides, there are also dissenting voices on the co-movement between crude oil and food prices. For example, found a weak dependence among Brent crude oil, wheat, corn and soybeans using copula functions. With respect to the impact of financialisation, some authors as did not properly analyse the impact of financialisation on the oil-food price co-movement, but analysed the correlation between commodity prices and stock prices. A more evident contribution on financialisation has been outlined in who found evidence, using regression analysis, that non-energy commodities in the two popular commodity indices, i.e. S&P GSCI and DJ-UBSCI, were significantly correlated with oil prices compared to off-index commodities.

More recent papers, as for example the work of analysed the “causality” link between oil and food prices under different market conditions by detecting symmetrical and asymmetrical bi-directional causal relationships using the Granger causality test and causality in quantile test. As for the data, they used the world food price index and the average of the prices of the three benchmarks, namely WTI, Brent and Dubai. Their results showed that there is a causal impact from oil price to food price under all market conditions, whereas the causal impact of food price on the oil price can be found only under extreme market conditions.

The effect of geopolitical risk is also important when studying the relationship between energy and agricultural markets. To this purpose, the work of used a copula-based approach on daily futures prices for oil and agricultural commodities traded on the New York Mercantile Exchange (NYMEX) in the period from 1990 to 2019. Their results
suggest that the geopolitical risk has influenced the dependency between oil and agricultural commodities and, since geopolitical risk has negatively affected the oil market, agricultural commodities can hedge oil market risks.

Most recent works on the oil-food price relationship take into consideration the role of the COVID-19 pandemic. In this strand of research, [21] analysed the relationship between oil and commodity markets using wavelet coherence and the spillover index approach. They used daily data of WTI crude oil price and six agricultural grain commodities collected in the pre-COVID-19 period (from February 2018 to January 2020) and in the post-COVID-19 period (from January 2020 to May 2020). Their findings show that the intensity of spillovers from the crude oil market to the agricultural market is greater during the COVID-19 outbreak, shedding light on the evidence of increased spillovers during periods of turmoil. Their results also suggested that the co-movement between these two markets is lower in the post-COVID-19 outbreak than before pandemic spread.

Also the work of [22] analysed the impact of COVID-19 on the volatility of commodity prices by using wavelet analysis. They used the Coronavirus worldwide pandemic index (PI) and commodity prices during the first seven months of 2020. Their results are important for hedging purposes, as the different degrees of coherence suggest a different degree of correlation in the time and frequency domain between the Covid-19 pandemic and commodity market volatility.

In Table 1 we outline the methodological approach used both in the most recent documents and in those more related to our work.

In our paper, unlike most of the literature, we analyze the main causes of co-movement between oil and food prices using wavelet analysis tools.

More in details, we try to answer to the following research questions:

1. Is the oil-food price co-movement caused by the process of financialisation of the commodity markets?
2. May the periods of increasing financial distress have played a role in the oil-food price co-movement?
3. Is the oil-food price co-movement due to the increasing demand from emerging economies?

To answer to these three research questions, we employ four tools from wavelet analysis: the wavelet coherence, the wavelet phase difference, the partial wavelet coherence and the partial phase difference.

From a methodological point of view, wavelet analysis has been extensively used ever since the pioneering works of [23, 24, 25, 26, 27] introduced, and then rigorously defined, the concept of wavelet. Examples of wavelet approach can be found in some field of engineering and applied mathematics, such as image processing problems, data engineering and denoising of various kind of signals [28, 29, 30, 31], just to mention the most recent ones, but also in financial time series analysis [32, 33, 34, 35, 36, 37].

More in details, wavelet transforms are able to provide a time-scale representation of a time series. The scale allows to retrieve the information on frequency. Therefore, wavelet transforms are able to identify high frequency movements and low frequency movements in a time series. Low frequency movements capture the global information present in a time series, whereas high frequency movements capture transient information.

Wavelet analysis is important since it considers also the frequency domain. In fact, time domain analysis alone is not adequate to understand all data structures, especially for time series that include high-frequency or low-frequency movements. [38].

In this case, wavelet coherence is useful to have an inspection of the local correlation in time and scale between two time series where the scale is linked to the frequency. Moreover, wavelet phase difference is useful to analyse the sign of the local correlation. Partial wavelet coherence, on the other hand, is used to see if the correlation between two time series is due to the effect of another series. This is obtained by controlling the wavelet coherence between two series with respect to a third one.

To answer the first research question, as a first step we employ the wavelet coherence between the food price index and the oil price index. After that, we employ the partial wavelet coherence between the same time series and control for the effect of the S&P GSCI commodity index. If most of the local correlation disappears once we check this series, then we have evidence that most of the correlation is due to the S&P GSCI commodity index. Therefore, the oil-food price correlation is simply due to commodity index investments, thus providing evidence of the impact of financialisation on the oil-food price relationship.

With respect to the second research question, we employ the wavelet coherence between the food price index and the oil price index and then we employ the partial wavelet coherence controlling for TED spread. The TED spread is used to assess the contribution of systemic financial distress on the oil-food price relationship. Therefore, if most of the local correlation between food-oil disappears when we control for the TED spread, we have evidence that the oil-food price correlation is simply due to the systemic financial distress.
For the third research question, we employ the wavelet coherence between the food price index and the oil price index and then we employ the partial wavelet coherence between the same series by checking the effect of the MSCI Emerging Markets Index (MSCI). This is commonly used as a proxy for the growth of emerging economies [6]. Therefore, if most of the local correlation between food and oil disappears when we check the growth of emerging economies, then we have evidence that MSCI is the factor that mostly contributes to the oil-food price relationship. Besides, we used the Kilian economic index to assess if oil-food price correlation can be explained by global economic activity rather than just by demand from emerging economies. For this purpose, we adopted the same methods described above.

Moreover, we investigate how predictable the time series under analysis are and whether this predictability structure is present for variables that mostly co-move with both food and oil. To this end, the concept of entropy is combined with that of wavelets that leads to the definition of the wavelet entropy. We recall that lower (higher) entropy values are associated to predictable (unpredictable) time series. Since one of the advantages of wavelet transform is a time-scale representation of the original time series, wavelet entropy gives us a measure of the predictability as the scale changes. Wavelet entropy is fundamental to define the concept of Wavelet Entropy Energy Measure (WEEM), which is used to assess the intrinsic predictability of time series at different scales. We adopted a slightly different approach to the definition of WEEM than that of [39]. [39] need a time series representing white noise, while in our paper we need only its entropy (which is maximal if all the outcomes are equally likely). Moreover, in our paper, given two time series, we take the methodological approach a step further, with the goal of quantifying the inherent predictability of one given the other and vice versa. To this aim we introduce here the Cross Wavelet Energy Entropy Measure (CWEEM) generalizing the WEEM proposed by [39].

The results of our analysis show that the activity of commodity index investments is primarily responsible for the apparent co-movement between food and oil. However, demand from emerging economies also plays an important role, but to a lower extent. Furthermore, commodity index investments and demand from emerging economies are positively correlated both with food and oil. More in details, the positive correlation is long-term, so it refers to global information on the dynamics of time series. Conversely, the co-movement among TED spread, oil and food is short term, thus it is associated to a transient information on the dynamics of time series. TED spread is only responsible for co-movement of oil and food prices during the financial crisis, so its effect cannot be considered as one of the leading causes. Besides, the results of WEEM shows that both oil and food share a similar predictability structure with GSCI and MSCI. Actually, GSCI and MSCI are the variables that mostly co-move with oil and food. Conversely, the results of CWEEM show that MSCI and GSCI helps to predict high frequency movements in food and oil price series, whereas global economic activity predicts both high frequency and low frequency movements.

Our contribution to the literature is outlined in the following points:

- Differently from the work by [3], we found that the oil-food price co-movement is only apparent. Indeed, most of the co-movements are due to the activity of commodity index investments;
- We have shown the impact of demand from emerging economies on the oil-food price co-movement. It should be noted that demand from emerging economies has contributed less to the co-movement of oil and food prices than investment activity in commodity indices;
- We found that the TED spread is not the main responsible for the oil-food price co-movement;
- Compared to the work of [2], we study the impact of global economic activity not only on oil but also on food;

We also provide some policy implications on the basis of our results.

The remainder of this article is structured as follows. Section 2 describes the data used in the current study and discuss the corresponding summary statistics. Section 3 is devoted to the description of the tools we employ in our analysis, while Section 4 discusses the results. In addition, Section 5 provides conclusions and some policy implications on the basis of our results. Finally, in the appendix we give a deeper description of the algorithms employed for the WEEM and CWEEM computation.

2 Data description and preliminary statistics

In this section, we describe the data used in the current study and discuss the corresponding summary statistics. We choose a monthly dataset that spans from June 2000 to February 2020 for a total of 237 observations. The decision to start the dataset from 2000 is due to the current availability of some data from this date onwards.

We used monthly observations of the oil price index and the food price index. The oil price index can be thought as the simple average of the spot prices of Brent, WTI and Dubai [15]. On the other hand, the food price index includes the
mean of the price indices of diary, cereals, vegetable oil, meat and sugar [3]. The data on the oil price index and the food price index are obtained from the Federal Reserve Bank of Saint Louis.

We used also monthly observations of the the Goldman Sachs Commodity (GSCI) total return index. The GSCI index reports futures prices for a basket of commodities belonging to energy, agricultural and metal sector [40]. The GSCI index is one of the largest indices by market share and to each commodity in the index is assigned a weight. In addition, the logic of weight assignment in the GSCI index is based on the worldwide production of each commodity [6]. To the energy sector, and oil in particular, is given the highest weight. We used also monthly observations of the MSCI Emerging Market Index to approximate the growth of emerging economies. The data on the GSCI total return index and MSCI Emerging Market Index are downloaded from Thomson Reuters Datastream.

Furthermore, we employed monthly observations of the TED spread. The data on the TED spread are obtained from the Federal Reserve Bank of Saint Louis. The TED spread is given by the difference between the 3-Month London Interbank Offered Rate (LIBOR) and the 3-Month Treasury Bill secondary market rate and is commonly used as a measure of systemic financial distress [18]. We also used the Kilian economic index which acts as a proxy for global economic activity. This index is based on representative dry cargo single-voyage ocean freight rates and there are different dry cargoes that include grain, oil seeds, coal, iron ore, fertilizer and scrap metal [7]. The Kilian economic index is downloaded from the following website [3].

Table 2 shows the descriptive statistics of our data. The time series are all positive skewed except for MSCI index and food price index. Furthermore, the series are all platykurtic except for the Ted spread. The Jarque-Bera statistic rejects the null hypothesis that the data are normally distributed. The Augmented Dickey Fuller (ADF) test does not provide sufficient evidences to reject the null hypothesis of a unit root in the series. Besides, the Ljung-box statistic shows that there is temporal dependence in our series up to lag 1.

3 Methods

Fourier analysis is one of the commonly used methods to analyse periodicity in the frequency domain. In particular, Fourier transform (FT) uses sine and cosine functions to reconstruct a signal or a time series and gives information about their global frequency distribution. Since time information is not considered, FT is most suitable for time series that are generated by time-invariant systems [41]. The loss of time information makes it difficult to identify both transient relations and structural changes and discontinuities in the series under study [42, 43, 41]. This drawback is overcome by wavelet analysis, since, as we will see later in this section, the continuous wavelet transform (CWT) preserves both time and frequency information by decomposing the original time series into a wavelet function parameterised in terms of time location and scale [43, 42]. Then, it is usual to refer to this as a time-frequency analysis.

A wavelet transform is then a linear transformation in which the basis functions are scaled and shifted versions of one function, called the mother wavelet. The scale allows to retrieve frequency information through a relationship that depends on the type of mother wavelet used. The scale is used to control the length of the CWT and it is varied endogenously: it is stretched (compressed) to capture low (high) frequency movements in the time series [42].

Low frequency movements provide information on the global frequency of the time series, whereas high frequency movements reflect transient information. Since global information is given by the frequency that contributed most to the dynamics of the time series, it can be interpreted as a long-run component, whereas high-frequency movements are short-lived and can be associated with short-run dynamics. Despite Fourier analysis assumes that the underlying process evolves as a stationary process over time, wavelet transform can work on both non-stationary and locally stationary series [44, 45, 46].

In particular, wavelet has the peculiarity and power to localise stationary and non-stationary signals of a time series in both time and frequency domains at the same time. In fact, following high or low frequency movements, it can grasp all possible co-movements between the variables of a series at different times, considering possible different frequencies and different periods [47, 46].

Furthermore, wavelet analysis differs from panel data models and VAR models for two main reasons: wavelet analysis is a non-parametric method and works in both the time and frequency domains, whereas panel data models are used for data which involve the observations of a number of different variables, each over a range of time periods and VAR models work only in the time domain. Moreover wavelets are often used for time series data but there are some studies as the works by [48] and [49] that use wavelets for panel data as well. In their works, they analyse the relationship between gross domestic product (GDP) and energy consumption, using wavelet transformation to analyse
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data co-movements and causality, employing data panel, since they provide greater accuracy in statistical inference, and considering cross-sectional dependence of the data.

Intuitively, we could think of the wavelet transform as a tool that allows us to decompose the time series we want to analyze into several temporal segments and to carry out the frequency analysis of that section of the series. Besides, wavelet transform can work also on non stationary series, since it breaks up the time series in segments where frequencies are approximately constant and carries out independent analysis on that portion. However, time-frequency analysis is affected by the Heisenberg uncertainty principle and this applies particularly for the wavelet transform: as resolution increases over time, frequency resolution is lost. Actually, time and frequency accuracy are hyperparameters of the wavelet tool chosen according to the time-frequency dynamics of the analyzed time series.

Some additional tools can be derived from wavelet transforms in order to work on more than one time series. These tools are the cross wavelet transforms, the wavelet coherence and the wavelet phase difference, which are used to quantify the local covariance, the local correlation and the lead/lag relationship among two time series, respectively. Wavelets can also be combined with entropy to quantify the determinism component present in a time series and which determines its predictability. To this purpose, discrete wavelet transforms (DWT) are used. It can be shown that DWT can be obtained from the continuous wavelet transform when we restrict the scale $s$ to some discrete values $2^j$.

An important advantage of wavelet analysis over traditional time series approaches concerns the fact that it is able to consider relationship among variables in both time and frequency domain. In addition, traditional time series approaches, working only on time domain, divide time scale into short and long run (e.g. cointegration analysis, vector autoregressive and vector error correction model), whereas wavelet analysis is able to discover multiscale relationship between variables [7].

3.1 Continuous wavelet transform

Let us consider a time series $x(t)$ and a wavelet function $\psi(t)$. The continuous wavelet transform (CWT) $W(\tau, s)$ at scale $s > 0$ and translation parameter $\tau \in \mathbb{R}$ maps the original time series into a dilated and translated version of the mother wavelet. In particular, it is defined as follows:

$$W(\tau, s) = \frac{1}{\sqrt{s}} \int_{-\infty}^{\infty} x(t) \overline{\psi\left(\frac{t - \tau}{s}\right)} \, dt,$$  \hspace{1cm} (1)

where $\psi(t)$, called the mother wavelet, is a continuous function both in time and frequency domain and where the symbol overline represents the operation of complex conjugate used in the case of complex wavelet. As for the properties that the mother wavelet must satisfy see e.g. [50, 51, 41, 46, 7, 52].

We can derive from Eq. (1) a measure of the localized variance of the time series, that is the so called wavelet power spectrum (WPS) which is defined as follows:

$$WPS_x = |W_x(\tau, s)|^2.$$ \hspace{1cm} (2)

3.2 Morlet wavelet

There are several wavelet functions available to play the role of the mother wavelet. In particular, in this paper, we make use of the Morlet wavelet, that is defined as follows:

$$\psi(t) = \pi^{-\frac{1}{4}} e^{-\frac{1}{2} t^2} e^{i \omega_0 t}$$ \hspace{1cm} (3)

where $\omega_0$ is a dimensionless frequency and $t$ is a dimensionless time.

The Morlet wavelet is interesting for three main reasons: it is a complex function, it provides a simple conversion of scales into frequency and it has an optimal joint time-frequency localization.

The fact that the wavelet is a complex function allows us to recover information on amplitude and phase, both of which are fundamental to study time delay between the oscillations of two time series [52]. The simple conversion of scale into frequency occurs when $\omega_0$=6. This value ensures that the scale $s$ is inversely related to frequency $f$ ($f \approx 1/s$) [52, 42].

The application of the Heisenberg uncertainty principle in the context of the wavelet analysis results in the fact that it is not possible to achieve high accuracy of time and frequency information at the same time. As a consequence, there is always a trade-off, and, since the Morlet wavelet has an optimal trade-off between accuracy of frequency and time information, it is often preferred with respect to other wavelet functions [45, 42].
3.3 Cross wavelet transform and wavelet coherence

Let us consider two input time series \{X_t : t = 0, \ldots, N - 1\} and \{Y_t : t = 0, \ldots, N - 1\}, with continuous wavelet transforms \(W_x(\tau, s)\) and \(W_y(\tau, s)\). The cross-wavelet transform of the two series \(\{X_t\}\) and \(\{Y_t\}\) is defined as follows:

\[
W_{x,y}(\tau, s) = W_x(\tau, s)W_y(\tau, s),
\]

(4)

Starting from this equation, we can define the cross-wavelet power spectrum (CWS):

\[
CWS_{x,y} = |W_{x,y}(\tau, s)|.
\]

(5)

CWS can be seen as a measure of the localized covariance between two time series [53]. Let us remark that areas with high common power, as well as relative phase in time frequency space, are revealed by Eq. (5). However, the cross wavelet power spectrum can show high common power even if the series are realisations of independent processes and may lead to spurious significance tests.

Therefore, another measure as the wavelet coherence is often preferred. According to [42], wavelet coherence of two time series is defined as follows

\[
R_{x,y}(\tau, s) = \frac{|S(W_{x,y}(\tau, s))|}{S(|W_x(\tau, s)|^2)^{1/2}S(|W_y(\tau, s)|^2)^{1/2}}.
\]

(6)

Eq. (6) is obtained from the cross-wavelet power spectrum normalized by the wavelet-power spectrum of the two series and S represents a smoothing operator in both time and scale. [54] and [55] defined the smoothing operator as described in the following:

\[
S(W(\tau, s)) = S_{scale}(S_{time}(W(\tau, s))),
\]

(7)

where

\[
S_{time}(W(\tau, s))_s = \left( W(\tau, s) * c_1 e^{-\frac{c_2^2}{2s^2}} \right)
\]

(8a)

\[
S_{scale}(W(\tau, s))_\tau = \left( W(\tau, s) * c_2 \Pi(0.6s) \right)
\]

(8b)

c_1 and c_2 are normalisation constants and \(\Pi\) is the rectangular function. Moreover, in Eq. (8a) and in Eq. (8b), the symbol \(\ast\) denotes the convolution operator [45, 55].

The time smoothing used in Eq. (8a) employs a filter identified by the absolute value of the wavelet function at each scale and normalized to have a total weight of unity [56]. For the Morlet wavelet, this is represented by a Gaussian function. The scale smoothing in Eq. (8b) is employed using a Boxcar function of width 0.6. The width corresponds to the decorrelation scale of the Morlet wavelet [56]. As suggested by [54], we apply the smoothing in both time and scale.

The value of the wavelet coherence falls in the interval \([0, 1]\) and is a measure of the local correlation between two time series at location \(\tau\) and scale \(s\). A strong linear relationship is found when the wavelet coherence is close to one and indicates a strong co-movement, whereas non-linear relationship is present when the value of the wavelet coherence is zero [57].

It is important to note that wavelet coherence does not distinguish between positive or negative co-movements, therefore the relative phase (or phase difference) is needed since it provides information about the delay between two time series at location \(\tau\) and scale \(s\) [7, 58].

3.4 Partial coherence and partial phase difference

Partial coherence and partial phase difference are useful to investigate the localized correlation along with the lead-lag relationship among two series \(\{X_t\}\) and \(\{Y_t\}\) by controlling for the effect of another series \(\{Z_t\}\) [17]. In particular, the partial wavelet coherence (PWC) \(R_{x,y|z}(\tau, s)\) is defined as follows

\[
R_{x,y|z}(\tau, s) = \frac{|R_{x,y}(\tau, s) - R_{x,z}(\tau, s)R_{y,z}(\tau, s)|}{\sqrt{1 - (R_{x,y}(\tau, s))^2}} \sqrt{1 - (R_{y,z}(\tau, s))^2},
\]

(9)

where \(R_{i,j}(\tau, s)\) is defined according to Eq. (6). Instead, the partial phase difference is defined as follows

\[
\theta_{x,y|z} = \frac{3(C_{x,y|z}(\tau, s))}{2R(C_{x,y|z}(\tau, s))},
\]

(10)

where \(C_{x,y|z}\) is the complex number whose absolute value is equal to \(R_{x,y|z}\) [17, 52].
3.5 Wavelet phase difference

In order to detect the sign of co-movements we need to introduce the wavelet phase difference. The latter is derived using the real and the imaginary part of cross wavelet transform defined by Eq. (4) in the Appendix [43]. More in details, the wavelet phase difference is defined as follows

\[ \theta_{x,y} = \arctan \left( \frac{\Im(S(W_{x,y}(r,s)))}{\Re(S(W_{x,y}(r,s)))} \right) \]  

where \( \theta_{x,y} \in [-\pi, \pi] \), and with \( \Re[z] \) and \( \Im[z] \) we refer to the real and the imaginary part of \( z \in \mathbb{C} \). According to the value of \( \theta_{x,y} \), it is possible to establish if the series co-move positively (negatively) and which series is leading (lagging) the other one. More specifically, several cases can be distinguished:

- if \( \theta_{x,y} = 0 \), the two series are in-phase (positive co-movement) and no lead/lag relationship is present. The arrow will be pointing to the right (\( \rightarrow \));
- if \( \theta_{x,y} \in (0, \frac{\pi}{2}] \), the two series are in-phase (positive co-movement) with \( \{X_t\} \) leading \( \{Y_t\} \). The arrow will be pointing up and right (\( \nwarrow \));
- if \( \theta_{x,y} \in (\frac{\pi}{2}, \pi) \), the two series are out of phase (negative co-movement) with \( \{X_t\} \) leading \( \{Y_t\} \). The arrow will be pointing up and left (\( \nearrow \));
- if \( \theta_{x,y} \in (-\frac{\pi}{2}, 0) \), the two series are in-phase (positive co-movement) with \( \{Y_t\} \) leading \( \{X_t\} \). The arrow will be pointing down and right (\( \searrow \));
- if \( \theta_{x,y} \in (-\pi, -\frac{\pi}{2}) \), the two series are out of phase (negative co-movement) with \( \{X_t\} \) leading \( \{Y_t\} \). The arrow will be pointing down and left (\( \swarrow \)).

3.6 Discrete Wavelet Transform

When we restrict the scale \( s \) to some discrete values \( 2^j \) we get the discrete wavelet transform (DWT). Let \( X_0, X_1, \ldots, X_{N-1} \) represent a time series of \( N \) real-valued variables (henceforth we will denote such a series as either \( \{X_t : t = 0, \ldots, N-1\} \) or just \( \{X_t\} \) if it is clear what values the dummy index \( t \) can assume). We also let \( X \) represent the column vector of length \( N \) whose nth element is \( X_n \).

The DWT of \( \{X_t\} \) is an orthonormal transform. By \( \{W_n : n = 0, \ldots, N-1\} \) and \( W \) we denote, respectively, the DWT coefficients and the column vector of length \( N = 2^J \) whose nth element is the nth DWT coefficient \( W_n \). Hence, \( J \) is the largest DWT level for sample size \( N = 2^J \). We can write

\[ W = \mathcal{W} X \]  

where \( W \) is an \( N \times N \) real-valued matrix, also called discrete wavelet transform matrix, and satisfying \( \mathcal{W}^T \mathcal{W} = I_N \) (\( I_N \) is the \( N \times N \) identity matrix). Similar to the orthonormal discrete Fourier transform, orthonormality implies that \( X = \mathcal{W}^T W \) and \( \|W\|^2 = \|X\|^2 \). Therefore, \( W_n^2 \) represents the contribution to the energy attributable to the DWT coefficient with index \( n \), as described by [59]. As we will see in the following, this result will allow us to define the concept of wavelet entropy.

A precise definition of DWT is formulated as an algorithm that allows \( W \) to be factored in terms of very sparse matrices. This algorithm is known as the pyramid algorithm and was introduced in the context of wavelets by [26]. It is based on the wavelet synthesis of \( X \) indicated by the following equation:

\[ X = \mathcal{W}^T W = \sum_{j=1}^{J} \mathcal{W}_j^T W_j + \mathcal{V}_j^T V_j \]  

where we define the \( \mathcal{W}_j \) and \( \mathcal{V}_j \) matrices by partitioning the rows of \( \mathcal{W} \) commensurate with the partitioning of \( W \) into \( W_1, \ldots, W_J \) and \( V_J \). Thus the \( \frac{N}{2^j} \times N \) matrix \( \mathcal{W}_j \) is formed from the \( n = \frac{j-1}{2} \) up to \( n = \frac{2j-1}{2} \) rows of \( \mathcal{W} \) for \( j = 1, \ldots, J - 1 \). The \( 1 \times \frac{N}{2^j} \) matrices \( W_j \) and \( V_j \) are the last two rows of \( \mathcal{W} \). We thus have

\[ \mathcal{W} = \begin{bmatrix} \mathcal{W}_1 \\ \mathcal{W}_2 \\ \vdots \\ \mathcal{W}_J \\ \mathcal{V}_J \end{bmatrix} \]  

(14)
The first \( N/2 \) rows of this matrix are obtained through a DWT wavelet filter, which is built upon an infinite sequence \( \{h_l\} \) with at most \( L \) nonzero values. A wavelet filter must satisfy the following three basic properties:

\[
\begin{align*}
\sum_{l=0}^{L-1} h_l &= 0, \\
\sum_{l=0}^{L-1} h_l^2 &= 1, \\
\sum_{l=0}^{L-1} h_l h_{l+2n} &= 0.
\end{align*}
\]

Let then \( \{h_l : l = 0, \ldots, L-1\} \) be a wavelet filter of even width \( L \). Through the wavelet filter, we construct the first \( N/2 \) rows of \( \mathcal{W} \), i.e. the matrix \( \mathcal{W}_1 \) in the decomposition of \( \mathcal{W} \) shown in Eq. (14). In preparation for forming the last \( N/2 \) rows of \( \mathcal{W} \) via the pyramid algorithm, we now define a second filter.

The required second filter is the quadrature mirror filter (QMF as described by [59]) \( \{g_l\} \) that corresponds to \( \{h_l\} \):

\[
g_l := (-1)^{l+1} h_{L-l-1} \Leftrightarrow h_l := (-1)^l g_{L-l-1}.
\]

The filter \( \{g_l\} \) is known as the scaling filter. It can be shown that the scales associated with the outputs of the wavelet and scaling filters differ by a factor of two. Therefore we use \( \lambda_j = 2^j \) to denote the scale of the output from the scaling filter, whereas we use \( \tau_j = 2^{j-1} \) to denote the scale associated with the output from the wavelet filter [59].

Thanks to wavelet and scaling filters, it is possible to define the \( j \)th stage of the pyramid algorithm. Let \( V_{0,t} = X_t \), the \( j \)th stage input is \( \{V_{j-1,t} : t = 0, \ldots, N_j - 1\} \), where \( N_j = N/2^j \). This input is the scaling coefficients associated with averages over scale \( \lambda_{j-1} = 2^{j-1} \). The \( j \)th stage outputs are the \( j \)th level wavelet and scaling coefficients:

\[
W_{j,t} = \sum_{l=0}^{L-1} h_l V_{j-1,2l+1-t} \mod N_j - 1, \quad V_{j,t} = \sum_{l=0}^{L-1} g_l V_{j-1,2l+1-t} \mod N_j - 1
\]

for \( t = 0, \ldots, N_j - 1 \). The wavelet coefficients for scale \( \tau_j = 2^{j-1} \) are given by

\[
W_j = [W_{N-N_j-1}, W_{N-N_j-1+1}, \ldots, W_{N-N_j}]^T = [W_{j,0}, W_{j,1}, \ldots, W_{j,N_j-1}]^T
\]

We are now ready to describe the pseudo-code that can be used to compute the DWT using the pyramid algorithm. Denote the elements of \( W_j \) and \( V_j \) as \( W_{j,t} \) as \( W_{j,t} \), \( t = 0, \ldots, N/2^j - 1 \) and \( V_{j,t} \), \( t = 0, \ldots, N/2^j - 1 \). Given the vector \( V_{j-1} \) of even length \( M = N/2^{j-1} \), the Algorithm [1] — contained in [59] Comments and Extensions to Section 4.6] — computes the vectors \( W_j \) and \( V_j \) each of length \( M/2 \) and it is based on Equation (17). In this way we obtain the component vectors of the DWT, i.e. \( W_1, \ldots, W_J \) and \( V_1 \).

### 3.7 Wavelet entropy entropy measure (WEEM)

In this paper we employ wavelet entropy to assess the predictability of the time series under consideration. Wavelet entropy is fundamental to define the concept of Wavelet Entropy Energy Measure (WEEM), which is used to assess the intrinsic predictability of the time series at different scales. In order to introduce WEEM, we have to start from the concept of energy for orthonormal basis.

The concept of energy for an orthonormal basis is linked with well-established notions derived from the Fourier theory. In particular, an orthonormal wavelet basis converges in norm, and the energy of a function (signal) is defined as the integral of its absolute value [60]. Then, we can define the relative energy of the wavelet coefficients at each scale \( j \) as follows

\[
E_j = \frac{\|W_j\|^2}{\sum_{j=1}^{J} \|W_j\|^2},
\]

(see [61]), which defines by scales the probability distribution of the energy. Clearly \( \sum_{j=1}^{J} E_j = 1 \) and the distribution \( \{E_j\} \) can be considered as a time-scale density. This tool has been employed for detecting and characterizing specific phenomena in time and frequency domains, as shown in [61][62][63][64].

Starting from the previous definition, we can introduce the Wavelet Entropy (WE) as

\[
WE = - \sum_{j=1}^{J} E_j \ln (E_j).
\]
The Wavelet Entropy is based on the concept of Shannon Entropy introduced by [65] — “the father of information theory” — and widely used in sciences including energy finance/economics [66, 67, 68]. It provides useful information about the underlying dynamical process of the time series, and, in particular, it is a measure of the degree of order/disorder of the time series. In fact, periodic mono-frequency time series, with a narrow band spectrum, are also the most ordered and regular and a wavelet representation of these kind of time series is characterized by one unique wavelet resolution level which includes the representative frequency. For this special level the relative wavelet energy will be almost one, whereas all the other relative wavelet energies will be almost zero. Consequently, the total WE will be close to zero or very low. A totally random process, instead, generates a time series whose wavelet representation has significant contributions from all frequency bands. Moreover, one could expect all contributions to be of the same order and the WE to reach their maximum values [62].

Recently, [39] have introduced a novel measure, the Wavelet Entropy Energy Measure (WEEM), based on wavelet transformation and information entropy for the quantification of intrinsic predictability of time series. According to [69] predictability can be classified into two different types:

- realized predictability, which is the achieved predictability of a system from a given forecasting model (in other words, it indicates forecast performance of models);
- intrinsic predictability, which is the maximum achievable predictability of a system, see also [70].

To quantify the intrinsic predictability, [39] consider the white noise process as a reference process, because it has maximum entropy with no predictive information and it is also characterized by a scattered energy distribution across all scales. Generally, the larger the entropy, the more random and complex a system, and vice versa. Therefore, the white noise process, that is completely random and unpredictable, assumes the highest entropy. In [71, 39], the white noise time series is supposed to be a time series with the same length of the original time series, \(X\), having its same mean and standard deviation one.

Let \(W_{E_X}\) be the Wavelet Entropy of time series \(X\) and let \(W_{E_{wn}}\) be the Wavelet Entropy of white noise. Then [39] proposed the Wavelet Energy Entropy Measure (WEEM) as follows:

\[
WEEM = 1 - e^{W_{E_X} - W_{E_{wn}}}.
\]

We observe that:

- The value of WEEM ranges from 0 to 1.
- If WEEM is close to one, the entire energy of \(X\) is concentrated around few scales and then the time series has high intrinsic predictability (because \(W_{E_{wn}} \gg W_{E_X}\)).
- If WEEM is close to zero, the entire energy of \(X\) is scattered across all scales (similar to that of a white noise process) and then \(X\) has a very low intrinsic predictability (because \(W_{E_{wn}} \approx W_{E_X}\)).

The pseudo-code of WEEM is described by Algorithm 2 in the Appendix, where we adopted a slightly different approach to the definition of WEEM than that of [39]. [39] need a time series representing white noise, in our paper instead we need only its entropy. Moreover, since the entropy is maximum if all outcomes are equally probable (scattered on all scales, i.e. uncertainty is maximum when all possible events are equiprobable), this means that WE in Eq. (19) is always less than or equal to \(\ln J\). Hence, for our purposes it is sufficient to set \(W_{E_{wn}} = \ln J\).

### 3.8 Cross wavelet energy entropy measure (CWEEM)

Moreover, given two time series \(X\) and \(Y\), we move one step forward with the aim of quantifying the intrinsic predictability of \(X\) given \(Y\) and vice versa. Let us now suppose that we have two different probability distributions \(E^{(x)}\) and \(E^{(y)}\), such that \(\sum_{j=1}^{J} E^{(x)}_j = \sum_{j=1}^{J} E^{(y)}_j = 1\). In this case, they represent by scales the probability distribution of the wavelet energy for the two different time series \(X\) and \(Y\). We use the Kullback-Leibler entropy, as defined by [72], as:

\[
WE_{y|x} = \sum_{j=1}^{J} E^{(y)}_j \ln \left( \frac{E^{(y)}_j}{E^{(x)}_j} \right),
\]

where \(WE_{y|x}\) is a wavelet entropy which gives a measure of the degree of similarity of the distribution \(E^{(y)}\) with respect to the distribution \(E^{(x)}\), taken as a reference distribution. Note that \(WE_{y|x}\) is positive and vanishes only if \(E^{(y)}_j = E^{(x)}_j\).
Then, generalizing the WEEM proposed by [39], we introduce the Cross Wavelet Energy Entropy Measure (CWEEM) as follows:

\[
CWEEM = 1 - 2^WE_{y|x} - WE_{w_n}.
\]  

(22)

We observe that:

- The value of CWEEM still ranges from 0 to 1.
- It tells us whether the knowledge of \( X \) reduces uncertainty about \( Y \). In the strongest form of this argument, given two sources (series), if \( Y \) is a deterministic function of \( X \), then knowing \( X \) lets one know the value of \( Y \). Then \( Y \) will have a high intrinsic predictability given \( X \), \( WE_{w_n} \bowtie WE_{y|x} \) and CWEEM will be near to one.
- If, given \( X \), we can’t predict \( Y \), then this will have a very low intrinsic predictability. In other words, if \( Y \) is independent from \( X \), then the knowledge of the latter does not give any information about the former. Hence \( WE_{w_n} \approx WE_{y|x} \) and CWEEM is near to 0.

The pseudo-code of CWEEM is described by Algorithm 3.

4 Results and discussion

4.1 Wavelet coherence and wavelet phase difference

In this section, we show the results obtained by employing the wavelet based methods introduced so far. As a first step, the oil-food price relationship will be assessed first with wavelet coherence. As a second step, the wavelet coherence will be made for food and each of the variables discussed in Sec. 2, such as the demand from emerging economies, the presence of commodity indexes, the financial stress and the global economic activity. Moreover, we will apply the methods to the case of oil. Consequently, it will be observed how these variables are locally correlated to food and oil. As a final step, the partial wavelet coherence will be applied to see if the relationship between food and oil can be attributed to the above mentioned variables.

In the wavelet coherence graphs, the white curve denotes the cone of influence (CoI). Indeed, the CWT has border distortions when applied to finite length time series as \( s \) increases, thus the CoI is introduced because errors occur at the beginning and at the end of the wavelet power spectrum [53, 52]. The CoI is a region in which the edge effects can not be ignored and thus the interpretation of the results has to be done carefully [45, 52].

In all the Figures, the tick black contours represent significance at the level of 5% and the significance values are determined using Monte Carlo Simulation. The color bar in the wavelet coherence graphs represents the strength of co-movements between two time series at each scale across time. The red color denotes that a strong linear relationship is found, whereas the blue color denotes a weak linear relationship.

The interpretation of the results have to be done recalling that short wavelet scales correspond to co-movements which are strong at high frequencies (i.e. in the short run), whereas long wavelet scales correspond to co-movements which are strong at low frequency (i.e. in the long run). Furthermore, the series co-move positively (negatively) when they are in-phase (out of phase), as described in Sec. 3.5. We must recall that low frequency movements (high frequency movements) correspond to global information (transient information) on the time series dynamics.

Fig. 1 shows results of the wavelet coherence and partial wavelet coherence for the oil price, the food price index and the GSCI total return index.

The wavelet coherence between the food price index and the GSCI total return index in Fig. 1 (a) indicates a strong in-phase relationship across different scales. More in details, the two series co-move positively at long scales (16-64 periods) with no clear lead/lag relationship during the period 2003-2015. At short scales, the local correlation between the two series almost disappears.

In Fig. 1 (b), similar results are found for the wavelet coherence between the oil price index and the GSCI total return index.

Fig. 1 (c) represents the results of the wavelet coherence between the food price index and the oil price index. In this case, the two series co-move positively at short scales (8-16) with the food price index leading the oil price index during the period 2006-2009. At long scales (32-64), the two series still co-move positively, but no clear lead/lag relationship is found.

The evidence that the food price index leads the oil price index in the period 2006-2009 seems counter-intuitive. However, the development of biofuel industry together with the food crisis could be an explanation for this result.
In Fig. 1(d), we employ the partial wavelet coherence between the oil price index and the food price index controlling for the effect of the GSCI total return index. In this case, it is observed that co-movements between the oil price index and the food price index significantly decrease. Thus, we have found evidence that the presence of commodity index is one of the responsible for the significant co-movement between oil and food.

Fig. 2(a) shows the wavelet coherence between the oil price index and the TED spread. These two series are out of phase at short wavelet scales (8-16) with the TED spread leading the oil price index during the period 2006-2008. This result is consistent with the fact that oil prices steadily declined in the second half of 2008 because of the financial crisis, therefore when the TED spread was increasing [73]. This result explains that financial distress was able to lead crude oil prices in the short run, therefore it has a short-term impact. At long scales (32-64), the two series are in-phase (positive co-movement) with the oil price index leading the TED spread. In Fig. 2(b), similar results are found for the wavelet coherence between the food price index and the TED spread. However, the food price index and the TED spread are out of phase (negative co-movement) at short wavelet scales (8-16) with no lead/lag relationship during the period 2006-2008. At long wavelet scales (32-64), the two series are in-phase (positive co-movement) with the food price index leading the TED spread.

Fig. 2(c) shows the partial wavelet coherence between the oil price index and the food price index that control the effect of the TED spread. In this case, co-movement between food and oil decreases, but less than when we control for the effect of GSCI total return index, as shown in Fig. 1(d). As a result, the systemic financial distress represented by the TED spread explained a small portion of the co-movement between food and oil that is mainly related to the period of financial turmoil.

Fig. 3(a) represents the results of the wavelet coherence between the food price index and the MSCI Emerging Market Index. More in details, the two series are in-phase (positive co-movement) at long wavelet scales (32-64) with MSCI Emerging Market Index leading the food price index during the period 2003-2006.
Fig. 2: Wavelet coherence between oil price index and TED spread and between food price index and TED spread and between food price index and MSCI emerging market index. The vertical axis refers to the scale.

Fig. 3 (b) shows similar results for the wavelet coherence between the oil price and the MSCI emerging market index. Indeed, the two series are in-phase (positive co-movement) at long wavelet scales (16-64) with the MSCI emerging market index leading the oil price index during the period 2003-2009.

Fig. 3 (c) represents the partial wavelet coherence between the oil price index and the food price index controlling for the effect of MSCI index. In this case, we notice that co-movement decreases. This result suggests that the demand from emerging economies may have induced joint price movement between food and oil. However, compared to Fig. 3 (d), it is observed that co-movement decreases less than when we control for the effect of GSCI total return index. Consequently, this suggests that GSCI explains more about the oil-food price relationship than the demand from emerging economies.

In Fig. 4, the results of the wavelet coherence for food and oil using the Kilian economic index are shown. Fig. 4 (a) and (b) show that co-movement is greater for the oil price index and the Kilian economic index, rather than when considering the food price index. More in details, Fig. 4 (a) and (b) show in-phase relationship (positive co-movement) at short (8-16) and long wavelet scales (16-32) with no clear lead/lag relationship during the period 2006-2009.

Fig. 4 shows the partial wavelet coherence between oil and food controlling for the effect of Kilian economic index. This result shows that co-movement is still present.

In conclusion, the analysis performed so far supports the argument that the demand from emerging markets and the GSCI total return index are leading causes of the oil-food price co-movement.

4.2 Wavelet entropy: WEEM and CWEEM

In this section, we discuss the results for the WEEM estimates. Our aim is to estimate the predictability of the time series at different scales. We wonder if the variables that mostly co-move with both food and oil may have a similar intrinsic predictability structure to that of oil and food.

More in details, the results show how the WEEM varies as the scale $J$ varies. The scale $J$ takes integer values from 2 to 7. $J$ is an integer that specifies the level of the decomposition. It is such that the length of time series is at least
Figure 3: Wavelet coherence between the oil price index and MSCI emerging market index and between food price index and Kilian economic index and partial wavelet coherence between between the oil price index, food price index by partialling out the effect of MSCI emerging market index. The vertical axis refers to the scales as great as the length of the level $J$ wavelet filter, but less than the length of the level $J + 1$ wavelet filter. Thus, $J \leq \log \left( \frac{N - 1}{L - 1} + 1 \right)$, where $N$ is the time series length and $L$ is an integer representing the length of the wavelet and scaling filters [59].

As described in Sec. 3.7, if WEEM is close to one, the entire energy of $X$ is concentrated around few scales and then the time series has high intrinsic predictability. On the other hand, if WEEM is close to zero, the entire energy of $X$ is scattered across all scales (similar to that of a white noise process) and then $X$ has a very low intrinsic predictability.

We can observe from the graphs below that predictability increases as the scale increases. More in details, it increases for long wavelet scales (i.e. in the long run) and decreases for short wavelet scales (i.e. in the short run).

Furthermore, we can note that the behaviour of the WEEM of MSCI and GSCI is very similar to that of the WEEM of the oil price index and the food price index as it is shown in Figs. 5(b), 5(c), 6(d) and 7. This evidence shows that the variables, that mostly co-move with both the food price index and the oil price index, as shown in Sec. 4 share also their same predictability structure.

The relation between short and long run are important from a forecasting point of view. Indeed, since the predictability increases as the scale increases, these series are more predictable in the long-run. Therefore, global information is more predictable than transient one. As a consequence, forecasting models should consider only global information of a time series for prediction.

With respect to the CWEEM graphs, we observe in Fig. 8(a) that GSCI helps to predict the food price index at short scales, thus for high frequency movements. Furthermore, we note in Fig. 8(b) that the Kilian economic index helps to predict the dynamics of the food price index, thus global economic activity helps to predict the dynamics of the food price index for long and short scales. Fig. 8(c) shows that MSCI helps to predict the food price index for short scales, thus for high frequency movements. In Fig. 8(d), it is not clear whether food can predict oil and vice-versa since the values of the CWEEM are very similar at all scales. With respect to Fig. 8(e), we must point out that the TED has a
very low intrinsic predictability as can be seen in both Figs. 6(a) and 5(d), where the blue line is close to zero and has a very low value at all scales. Consequently, the results of Fig. 8(e) are not reliable, as by referring to Eq. (22), where, in this case, we have that $x$ is the food price index and $y$ is the TED spread in $W_{E\mid x\mid y}$. Therefore, it appears that $W_{E\mid x\mid y}$ is more unpredictable than a white noise conditioned to the TED spread. In this case, it means that knowing the TED spread even increase the uncertainty about the food price index. Figs. 9(a) and (c) show the same results as Figs. 8(a) and (c), thus that GSCI and MSCI help to predict the oil price index at short scales. Furthermore, Fig. 9(b) shows again that global economic activity helps to predict the dynamics of the oil price index at all scales. The problem of the low intrinsic predictability of the TED spread is also present in Fig. 9(d).

5 Conclusions and policy implications

This paper, using wavelet analysis, re-visits the oil-food price relationship. It assesses that the activity of commodity index investments is the main responsible for the apparent co-movement between food and oil. However, also the demand from emerging economies plays a role, but to a lower extent. Furthermore, the TED spread is only responsible for the oil-food price co-movement during the financial crisis, thus its effect cannot be considered as one of the leading causes of the oil-food price relationship.

In addition, we find the presence for all the variables of a lead/lag relationship only at high frequency (in the short run) whereas at low frequency (in the long run) there is no clear lead/lag relationship.

As a consequence, if there is no lead/lag relationship in the long-run, it is necessary to pay attention on transient relations: transient relations among variables, their phase-relationship along with their lead/lag relationship could be useful for investors for diversification purposes.

The results of the WEEM show that both oil price index and food price index share the same predictability structure with the S & P GSCI and MSCI index. Furthermore, all the series are more predictable as the scale increases. Therefore, global information is more predictable than transient one, suggesting the use of forecasting models only for global dynamics of time series.

On the other hand, the results of the CWEEM show that global economic activity is fundamental to predict the dynamics of the oil price index and the food price index, while commodity index investments and demand from emerging economies predict the oil and food price index only in the short run.

As far as policy implications are concerned, some of them may be derived from our results. The first one concerns the joint movement of prices between food and oil. The oil price index and the food price co-move positively, thus an increase (decrease) in the price of oil is followed by an increase (decrease) in the price of food. As a result, this can have a negative impact on the trade balance of those countries who rely on both oil and food imports. As suggested by [74], the dynamics of oil and food should prompt governments to allocate subsidy packages in energy and agricultural sector. Compared to [74], we suggest that governments should provide subsidy packages for the commodity traded in the commodity indices to protect producers and consumers against price movements due to financial activity rather than supply or demand shortage. Our suggestion relies on the fact that the in-phase relationship between the oil price index
and the food price is mainly due to the activity of commodity index investments. This could help to avoid sharp rise or fall in these commodity prices that can, in turn, affect both the demand and supply side even if the shocks do not come from the real sector.

In a nutshell, as commodity markets has undergone a process of financialization, the government should work to limit the impact of financial activity on the commodity sector. In fact, the activity of commodity investments, that can create joint price movements even between unrelated commodities, can increase food insecurity in the case where prices of commodities traded in such indices may undergo sharp increase or decline.

The second policy implication is about the role of commodity indices. As showed in the results and discussion section, these indices are the main responsible for the correlation between oil and food and the other variables played a less important role. However, we must consider that all the results found are of particular interest in the short term, as the co-movement and phase relationship are clearly identifiable at short wavelet scales. This suggests that these results may be of particular relevance for policy making only when a short time horizon is considered. In fact, if we also consider the results of the CWEEM, it seems that only global economic activity can predict the dynamics of oil and food in both the short and long run, whereas GSCI is only relevant in the short run.

Despite the aforementioned contributions of this study to the current literature, this paper has some limitations.

First of all, to address the first research question, we explored relationships among S&P GSCI commodity index, the oil price index and the food price index. Nevertheless, S&P GSCI index is a broad index that includes energy, metal and agriculture commodities. Fundamentals affecting those sub-indices are different. As future works, it could be interesting to explore the relationship of such sub-indices (like e.g., SP GSCI Softs coffee, sugar, cocoa and cotton or SP GSCI precious metal gold and silver) with oil and food price index.

On the second research question, we used TED spread as an indicator of financial distress. For the future works, the outcome of this paper could be compared with other series like, e.g., major stock indices, inflation and interest rate and economic policy uncertainty index. In addition, for future research work it would be interesting to analyse how the COVID-19 pandemic has changed the relationship between oil and agricultural commodities and how it has affected

Figure 5: Comparison of the Wavelet Energy Entropy Measure of oil price index, food price index, GSCI total return index and TED spread
Figure 6: Comparison of the Wavelet Energy Entropy Measure of Food price index, TED spread, Kilian economic index and MSCI emerging market index

The process of financialisation of commodity markets. In addition, the very recent and unexpected scenario of the Russia-Ukraine conflict may have changed the relationship between these two markets and this will be very interesting to analyse once sufficiently long series of data will be available.

A Appendix

A.1 Algorithms

Input : Vector $V_{j-1}$ of even length $M = N/2^{j-1}$
Output : Vectors $W_j$ and $V_j$
for $t \leftarrow 0$ to $M/2 - 1$ do
  $u \leftarrow 2t + 1$;
  $W_{j,t} \leftarrow h_0 V_{j-1,u}$;
  $V_{j,t} \leftarrow g_0 V_{j-1,u}$;
  for $n \leftarrow 1$ to $L - 1$ do
    $u \leftarrow u - 1$;
    if $u < 0$ then
      $u \leftarrow M - 1$;
    end
    $W_{j,t} \leftarrow W_{j,t} + h_n V_{j-1,u}$;
    $V_{j,t} \leftarrow V_{j,t} + g_n V_{j-1,u}$;
  end
end

Algorithm 1: DWT computation according to pyramid algorithm, see [59]
| Authors | Data                                                                 | Methods                      | Main findings                                                                 |
|--------|----------------------------------------------------------------------|------------------------------|-------------------------------------------------------------------------------|
| [11]   | Monthly spot price of Brent and food price index ranging from 1990 to 2016 | DCCA                        | Strong interdependence between Brent and food price index                      |
| [12]   | Monthly spot prices of Brent, wheat, corn and soybean                | Copula functions             | Weak dependence between crude oil and food prices                              |
| [3]    | Monthly spot price of Brent and food price index over the period 1990-2016 | Wavelet analysis            | Brent crude oil spot price leads the food price index in the period 2006-2008 |
| [18]   | Agricultural commodity prices, S&P 500 index, Kilian index, TED spread | Time varying correlations and Granger causality test | Combination of financialisation and financial turmoil increase the correlation between commodity and stock prices |
| [10]   | Daily data for S&P 500 index, MCSI world index, GSCI excess return values for corn, wheat, crude oil, livestock, heating oil, aluminium, copper, gold over the period 1995-2013 | Change point correlation and SDSVar | Investment styles are responsible for the correlation between commodity and stock market prices |
| [15]   | Oil price index and food price index over the period 1990-2007       | TVAR, TVECM                 | Evidence of oil-food co-movement                                               |
| [7]    | Monthly spot price of WTI and Brent and the Kilian index over the period 1985-2018 | Wavelet analysis            | Relationship between oil prices and Kilian index is stronger at higher frequencies |

Table 1: Broad classification of most recent related literature concerning oil-food price relationship

---

**Input**: Time series $X$, $K$ (number of Monte Carlo runs), $J$

**Output**: Wavelet Energy Entropy Measure (WEEM)

$$WE_{wn} \leftarrow \ln J;$$

$$\{W_j\}_{j=1}^{J} \leftarrow dwt(X, J)$$ // calculate wavelet coefficients of $X$ according to Algorithm 1

for $j \leftarrow 1$ to $J$ do

$$E'_j \leftarrow \frac{||W'_j||^2}{\sum_{j=1}^{J} ||W'_j||^2}$$ // relative energy at scale $j$

end

$$WE_x \leftarrow -\sum_{j=1}^{J} E'_j \ln (E'_j)$$ // Calculate the wavelet entropy of $X$

$$WEEM \leftarrow 1 - 2^{WE_x - WE_{wn}}$$ // Wavelet Energy Entropy Measure

**Algorithm 2**: WEEM computation
| Mean  | Std. Dev. | Min  | Max   | Skewness | Kurtosis | Jarque-Bera | Ljung-Box | ADF   |
|-------|-----------|------|-------|----------|----------|-------------|-----------|-------|
| Oil   | 139.22    | 55.44| 47.55 | 264.61   | 0.25     | -1          | 11.94***  | 229.13*** | -1.75 |
| Food  | 94.56     | 20.77| 56.21 | 132.80   | -0.21    | -1          | 11.30***  | 232.63*** | -1.72 |
| GSCI  | 320.48    | 104.32| 141.14| 612.92   | 0.15     | -0.69       | 5.35*     | 229.94*** | -1.72 |
| MSCI  | 811.19    | 291.65| 250.29| 1327.89  | -0.57    | -1.06       | 23.97***  | 230.49*** | -2.50 |
| TED   | 0.42      | 0.39 | 0.11  | 3.31     | 3.59     | 17.35       | 3548.80***| 167.39*** | -2.73 |
| Kilian| 11.34     | 73.07| -159.64| 190.73   | 0.45     | -0.44       | 9.89***   | 217.55*** | -2.51 |

Table 2: Descriptive statistics. In Table 2, *** and ** denote rejections of null hypothesis at 1%, 5%, and 10% significance levels, respectively.

Figure 7: Comparison of Wavelet Entropy Energy Measure of Food price index and MSCI emerging market index
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