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Abstract

With the increased legislation around data privacy, federated learning (FL) has emerged as a promising technique that allows the clients (end-user) to collaboratively train deep learning (DL) models without transferring and storing the data in a centralized, third-party server. We introduce TorchFL, a performant library for (i) bootstrapping the FL experiments, (ii) executing them using various hardware accelerators, (iii) profiling the performance, and (iv) logging the overall and agent-specific results on the go. Being built on a bottom-up design using PyTorch and Lightning, TorchFL provides ready-to-use abstractions for models, datasets, and FL algorithms, while allowing the developers to customize them as and when required. This paper aims to dig deeper into the architecture and design of TorchFL, elaborate on how it allows researchers to bootstrap the federated learning experience, and provide experiments and code snippets for the same. With the ready-to-use implementation of state-of-the-art DL models, datasets, and federated learning support, TorchFL aims to allow researchers with little to no engineering background to set up FL experiments with minimal coding and infrastructure overhead.

1 Introduction

With the rapid advancement of sensing and computing capabilities, the amount of data generated from mobile (client) devices has exponentially increased in recent years [29]. The increased volume of data has enabled deep learning (DL) [27] to become a widely adopted technique to train the computational models on the users’ data and actively learn from their browsing patterns. In addition to the availability of the data, the recent research advances in specialized hardware [26] have enabled us to achieve astonishing results in ad targeting, language translation, image generation, content recommendations, and a lot more problems that were difficult to solve without a neural network (NN) [10].

Given the magnitude of data and computational resources required to train these models, the user data is often sent and collected in a centralized server, and the trained model is deployed on the device. While this technique has been effective, the stricter legislation and norms around data privacy make it difficult to use the data for training the DL models [37]. As a result, federated learning (FL) has emerged as a promising technique for training models across multiple clients (e.g., edge or mobile devices) without requiring the exchange of locally stored data but only that of the parameters [30]. Despite being applied and having displayed initial success with the Google Keyboard [13], FL faces serious hardware and infrastructure challenges before it can provide the same results as the traditional DL techniques [20].

While part of the research community is dealing with these hardware and infrastructure challenges, most of the community focuses on designing new sampling algorithms, incentive mechanisms, aggregation protocols, defense mechanisms, and all of the other components that are integral to the FL pipeline [23]. While working on these problems, it is often a common practice to simulate the FL experiments where the
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1 The code can be found at [https://github.com/vivekkhimani/torchfl](https://github.com/vivekkhimani/torchfl) and the documentation can be found at [https://torchfl.readthedocs.io/](https://torchfl.readthedocs.io/).
clients, datasets, and FL models are spawned on a single machine and the empirical results are collected. In this paper, we present TorchFL, a plug-and-play and performant library for bootstrapping simulated FL experiments.

Running an end-to-end FL experiment using a specific DL framework - PyTorch in this case - consists of various steps including but not limited to the following:

1. Selecting and building a DL model compatible with the framework,
2. Collecting the data and preparing it for training,
3. Federating the dataset using iid or non-iid configuration,
4. Writing an aggregation protocol that is used by the server for federation,
5. Wrapping it all together in a single module,
6. Setting up the infrastructure to run everything using the accelerated hardware (GPUs, TPUs, etc.).

As the DL models are getting more complex, and constant innovations are being made on the hardware accelerators as well as the tools around the data collection and visualizations, TorchFL aims to eliminate such barriers for the FL community by abstracting the hardware, infrastructure, data, and DL implementations to set up the experiments. Hence, the main contribution of the TorchFL is to provide researchers with no engineering background and novice data scientists a toolkit to set up FL experiments with minimal coding and infrastructure overhead (See Section 5 for a comparison of TorchFL and other FL toolkits). Given that Python and PyTorch are the most popular languages and frameworks used for DL respectively [36], TorchFL is a Python library that is built on PyTorch and can be used by a developer to run an end-to-end experiment by providing the following features:

1. Wrappers for state-of-the-art DL models that can be trained in federated or non-federated settings,
2. Wrappers for the most commonly used state-of-the-art datasets and the ability to automatically create the data shards based on the FL configuration,
3. Added support for the fine-tuning or feature extraction from the pre-trained DL models, allowing for faster training using federated transfer learning,
4. Customizable FL layer with the ready-to-use implementation of FL clients, samplers, and aggregators, which can be used to quickly spawn the experiments using the configuration files,
5. Backward compatibility with the PyTorch Lightning loggers, profilers, hardware accelerators, and the latest DevOps tools to help avoid the implementation and performance overhead for recording and collecting the experimental results.

In addition to the aforementioned features, abstractions, and ease-of-use, TorchFL is implemented using a bottom-up approach as shown in Figure 2, which allows the developers to customize every layer and build on top of the library to validate their research and hypothesis.

While TorchFL is designed to address the pain points mentioned earlier, it is a relatively new project with its own limitations that we hope to overcome by open-sourcing it and getting feedback from the community. We will dig deeper into these limitations in Section 6.

The rest of the paper is organized as follows. In Section 2 we present background material on FL. Section 3 discusses the detailed explanation and design decisions for the TorchFL architecture. In Section 4 we run FL experiments using TorchFL and provide examples to demonstrate the abstraction, effectiveness, and customizability of the framework. We wrap up by reviewing the existing FL toolkits (Section 5) and discussing limitations and future work (Section 6).
2 Background on FL

FL is a machine-learning setting where many clients collaboratively train a model under the orchestration of a central server [19]. In this work, we focus on cross-device FL, where clients are a very large number of mobile or edge devices with private and locally stored training data. Given a learning objective, the goal of the server is to train a model optimizing for the aforementioned objective by performing updates and aggregation using clients’ data without transferring or exchanging any data from the clients. This model can then be deployed on clients as well as new users. The lifecycle of a cross-device FL system can be better understood using the visual representation provided in Figure 1 [19].

Figure 1: The lifecycle of a cross-device FL system with multiple client devices and a single server. The figure is adopted from [19].

Mathematically, the goal in cross-device FL is to optimize a loss function $L$ using a model $M$ parameterized by a vector $W_M \in \mathbb{R}^d$ in $T$ rounds via a training dataset $D$, which is distributed and privately stored among a set of $K$ devices or agents $A$ (i.e., $D = D_1 \cup D_2 \cup \ldots \cup D_K$). At each round $t \in \{1, \ldots, T\}$, a subset of agents, $A^t \subseteq A$, is chosen by the server for training. This process is called sampling. The goal of each sampled agent $i \in A^t$ is to minimize the loss function $L$ over its own privately stored data min-batch of data $D^t_i$ at time $t$. The agents minimize the loss $L$ by starting from the global weight vector $W^t_M$ at time $t$ and running an algorithm such as stochastic gradient descent (SGD) [31]. At the end of the update, the agent $i$ obtains a local weight vector $W^{t+1}_M$ using only their privately stored mini-batch of data samples, computes

$$\delta^{t+1}_i = W^{t+1}_M - W^t_M$$

and sends it to the server. To update the global weight vector $W^{t+1}_M$ for the next round, an aggregation mechanism is used over all the collected parameter updates $\Delta^{t+1} = \{\delta^{t+1}_i\}_{i \in A^t}$. A commonly used aggregation mechanism is weighted averaging [30]:

$$W^{t+1}_M = W^t_M + \sum_{i \in A^t} \Gamma^t_i \delta^{t+1}_i,$$

where $\Gamma^t_i$ is the non-negative weight assigned to agent $i \in A^t$ at time $t$ and $\sum_{i \in A^t} \Gamma^t_i = 1$.

In summary, the FL process consists of multiple components including but not limited to (i) data distribution among the agents, (ii) global model selection, (iii) agent sampling, (iv) local model training and (v) aggregation mechanism to update the global model. A practical implementation of a FL system should allow different choices for each of these components. See Section 3 for more details.
Remark 1. The type of data distribution heavily impacts the convergence rate and the performance of FL systems \cite{31}. There are two common data distributions: (1) Independent and Identically Distributed (IID) and (2) Non-Independent and Identically Distributed (Non-IID). Having IID data for the agents means that each batch of data used for a client’s local update is statistically identical to a uniformly drawn sample (with replacement) from the entire training dataset $D$ (which is the union of all local datasets for the $K$ agents). In practice, it is unreasonable to assume that every agent has IID data, and hence, throughout the discussion, we heavily focus on the availability of the non-IID datasets.

Figure 2: The architectural design of TorchFL.

3 Architecture of TorchFL

Cross-device FL is a multi-step learning process with a lot of implementation, hardware, communication, and systems overhead. Despite the tremendous theoretical success \cite{31}, research and work are being done to use FL for real-world applications on actual client devices. Yet, as constant research is being done to explore the non-systemic challenges in FL, TorchFL aims to provide an end-to-end toolkit for the researchers and developers to quickly bootstrap an FL experiment, orchestrate it on multiple devices, and execute it using the hardware accelerators. As shown in Figure 2, TorchFL is built using a bottom-up approach to allow the customizability of datasets, models, and the entire FL layer. TorchFL is primarily built using Python, PyTorch, and Lightning frameworks and is backward compatible with PyTorch Lightning loggers, profilers, and accelerators. In this section, we explain the motivation behind the design of TorchFL and describe each of the layers in TorchFL’s architecture.

3.1 Datasets and Models Libraries

As shown in Equation 1, the local training updates computed by the selected agents are shared with the server to compute the global model parameters as shown in Equation 2. In this section, we dig deeper into the design, features, and abstractions offered by the datasets and DL model offerings in TorchFL. As these modules are the first step in setting up an FL experiment, they appear at the lowest layer in Figure 2.

1. Datamodules: TorchFL currently supports all the datasets listed in Table 1 and provides an end-to-end pipeline for retrieval and distribution of the data. Note that TorchFL only currently supports basic computer vision datasets to serve as a proof-of-concept. We hope to add more complex vision-based (Example: ImageNet) and a broader group of datasets in the future. All of these data-related
Table 1: Collection of datasets currently supported by TorchFL and the availability of IID and non-IID distribution for the agents

| Group      | Datasets        | IID | Non-IID |
|------------|-----------------|-----|---------|
| CIFAR [22] | CIFAR-10        | ✓   | ✓       |
|            | CIFAR-100       | ✓   | ✓       |
| EMNIST [5] | By Class        | ✓   | ✓       |
|            | By Merge        | ✓   | ✓       |
|            | Balanced        | ✓   | ✓       |
|            | Digits          | ✓   | ✓       |
|            | Letters         | ✓   | ✓       |
|            | EMNIST          | ✓   | ✓       |
| FASHIONMNIST [39] | FMNIST      | ✓   | ✓       |

features have been wrapped under the datamodules module in the codebase and an easy-to-use abstract base class has also been provided for the developers to easily add new datasets. The design of the datamodules interface is explained using a UML diagram in Figure 3.

![UML Diagram](image)

Figure 3: Design and implementation of the datamodules interface in TorchFL.

Notably, the abstract base class is inherited and made backward compatible with PyTorch Lightning Datamodule to make full use of their infrastructure and loggers offerings. This design allows us to collect the metadata related to the data distribution alongside all the model-related information which we will see in future sections. As shown in Figure 3, the datamodules also provides methods for creating the IID and non-IID distributions for FL. In fact, all of the logic for these methods have been written such that it works out of the box for any new dataset. The non-IID dataloader also provides a parameter named niid_factor which allows the developers to control the intensity of the distribution between the agents. Higher niid_factor would mean a higher imbalance in the labels split between the agents. In summary, any developer willing to add a custom dataset must create a new class, inherit from the BaseDatamodule, and only override the relevant methods as required.

2. DL Models: Once the global dataset $D$ has been set up and distributed among the set of $K$ agents $A$, the next step in the FL process is to initialize a global model $M$ which is maintained by a service provider, and assign individual models $M_i$ to every agent $i$. To serve both of these purposes, TorchFL contains a models module which contains an extensive library of state-of-the-art DL models as shown
Table 2: Collection of models currently supported by TorchFL and the availability of feature extraction and finetuning for every group.

| Models   | Variants | Feature Extraction | Fine Tuning |
|----------|----------|--------------------|-------------|
| ALEXNET  | 1        | ×                  | ×           |
| DENSENET | 4        | ✓                  | ✓           |
| LENET    | 1        | ×                  | ×           |
| MLP      | 1        | ×                  | ×           |
| MOBILENET| 3        | ✓                  | ✓           |
| RESNET   | 9        | ✓                  | ✓           |
| SHUFFLENET| 4     | ✓                  | ✓           |
| SQUEEZE net| 2     | ✓                  | ✓           |
| VGG      | 8        | ✓                  | ✓           |

in Table 2. Every major model has various architectures, a popular example being ResNet [33] with variants like ResNet18, ResNet34, etc. Although TorchFL currently only supports the computer vision models, Figure 4 explains how the module has been designed with multiple layers of abstraction to prioritize extensibility and ease of adding new models in the future. When trying to add a new model, the developer needs to take the following steps: (i) define the core PyTorch logic at the bottommost layer, (ii) use the templating-based code generator to generate the boilerplate code to ensure compatibility with the datasets, (iii) use the entry points to pass the model and optimizer hyperparameters to generate a trainable model object, and (iv) use the generated models and existing datamodules to initialize a Lightning, compatible trainer.

In addition to the ease of selecting and using state-of-the-art models, TorchFL also supports federated transfer learning [18]. Given the millions of trainable parameters, and the amount of time and hardware resources required to achieve convergence, it is unreasonable to expect mobile devices to be able to train these models from scratch [38]. As such, transfer learning [43] within FL systems is heavily being studied. The primary idea of transfer learning is to reuse the DL model trained on an existing task for a similar new task. It is analogous to expecting a human proficient at riding bikes to be able to
apply or reuse balance and navigation skills while learning to ride motorbikes. TorchFL supports the following transfer learning paradigms:

(a) **Finetuning** [2]: This approach requires the agents to start with the model parameters pre-trained on an existing task, and retrain them for the new task. Despite the complete retraining, we expect the overall training time to be lower as the initial parameters are not randomly initialized.

(b) **Feature Extraction**: [43]: This approach requires the agents to start with the pre-trained model parameters and only retrain the final classification layers instead of the entire model. This technique results in a substantial decrease in the number of trainable parameters and hence accounts for lower training time.

Table 2 contains an archive of all the models available in TorchFL that support finetuning and feature extraction. Relevant hyperparameters have been provided in the model entry points to allow the developers to retrieve a finetuned or feature-extracted model on the ImageNet dataset [8]. In Section 4, we demonstrate how transfer learning in FL can help drastically reduce the trainable parameters and training time while achieving optimal performance.

### 3.2 Federated Module

In this section, we discuss how FL modules are designed to work with the datasets and models while being backward compatible with various PyTorch Lightning utilities.

1. **Agents**: The primary entity of any FL system is an agent, which is synonymous with a client, mobile, or edge device in the real world. In most of the simulated FL experiments, agents are usually treated as a collection of uniquely identifiable integers which are subject to random sampling and selection for every training round. However, as extensive research is currently being done in areas like reputation-based sampling protocols [40], robust defense mechanisms against model poisoning [23], and game-theoretic incentive systems [41], we saw value decoupling the `agent` as a separate entity in TorchFL. Currently, a TorchFL agent is identified by a unique identifier, and a shard of the federated dataset when initialized. However, it is designed to be extendable to store more metadata as required. For example, if an incentive mechanism computes the reputation of an agent and uses it to incentivize them for every training round, this can be supported by the `agent` object by adding the relevant fields with relevant datatypes. Lastly, the `agent` object is wrapped under a PyTorch Lightning wrapper which allows us to log and collect all the agent-related metadata, individual agent training performance, and statistics, as and when required.

2. **Sampler**: Once the agents are initialized and assigned their shards of the federated data, the `sampler` module is responsible to take the collection of `agent` as an input, and outputting the ones that are selected for training. TorchFL currently supports random sampling as the baseline algorithm, however, extensive work is being done in exploring the sampling approaches to optimize the learning process [40]. In order to add a custom sampling mechanism, the developers need to adhere to the base `sampler` interface and populate the relevant methods with their custom code. Once a new sampler is defined, it can easily be used in any FL experiments via config files to the entry points.

3. **Aggregator**: As explained in Equation 2, weight or gradient aggregation is a core component in the FL pipeline which is responsible for training the global model $M$. Again, `aggregator` has been defined as a separate module in TorchFL which takes individual agent models $M_i$ as input and updates the parameters $W_M$ of the global model $M$. Currently, TorchFL supports the classic aggregation protocols like FedAvg and FedSGD [30], but an interface has been provided for the developers to implement their own custom aggregators.

4. **Entrypoint**: Once we have the models, dataset, agent, the sampler, and an aggregator, the last step is to wrap them all to produce a complete FL experiment which can execute on various hardware
accelerators, and log the metadata and performance as required. TorchFL provides an *entrypoint* module which handles all of these parts and the users are only required to supply their hyperparameters via a config file when initializing the *entrypoint* object. Some good examples of the FL hyperparameters are (i) the number of agents, (ii) the number of global training epochs, (iii) local training epochs, (iv) performance benchmark, (v) IID or non-IID dataset split, (vi) type of sampling mechanism, (vii) type of aggregation protocol, (viii) type of hardware accelerator (TPU, GPU, CPU, or more), (ix) type of logger (CSV, TensorBoard, etc.) and more. As the *entrypoint* module in TorchFL automatically abstracts all of these hyperparameters, the developers can only focus on running the required set of experiments. See Figure 5 for more details.

### 3.3 Backward Compatibility with PyTorch Lightning

While discussing the design and architecture of various modules in the previous subsections, we have repeatedly emphasized making modules backward compatible with PyTorch Lightning [11]. For context, Lightning is a DL framework and wrapper which is built on PyTorch to provide infrastructure support and features without sacrificing the training performance at scale. By making the TorchFL modules backward compatible with Lightning, we are able to leverage the following features.

1. **Logging**: It is extremely important to be able to log metadata, metrics, or even configurations while running the experiments. Especially in an FL setting with multiple agents, logging overhead might account for a significant portion of the overall training time, if the loggers are written from scratch in an inefficient manner. As a result, TorchFL modules have been written to be backward compatible with Lightning loggers which include but are not limited to CSV, MLFLow, TensorBoard, WeightsAndBiases, and more. Developers can readily configure these loggers without performance or implementation overhead and choose to log anything they need from the experiments.

2. **Profiling**: Monitoring the performance or time spent on executing individual components while running massive experiments can be useful. TorchFL’s PyTorch Lightning compatibility allows the developers to easily set up the *PyTorchProfiler*, *XLAProfiler* or even build their own profiler as and when required.
3. **Hardware Acceleration:** As long as the developers have access to the hardware, this feature allows them to use anything ranging from CPU, GPU, HPU, IPU, or even TPU. Users can easily choose an accelerator while triggering their experiments or can even switch between accelerators without having to worry about the boilerplate infrastructure setup.

4. **Distributed Training:** In a scenario where the developers have access to multiple hardware accelerators, they can leverage the Lightning distributed training strategies to parallelize the training process and reduce the overall training time. Notably, FL aggregation falls under an *embarrassingly parallel* algorithm category, and hence distributed training strategies can provide a huge value if chosen meaningfully.

### 4 Experiments

In this section, we present experimental results using TorchFL to demonstrate its features. All experiments are performed on the following devices: (i) a virtual machine running on a node with 60GB of RAM, 30 CPU cores, virtualized with the hypervisor running on AMD Epyc cores, and no hardware accelerator, (ii) a virtual machine running on a node with 32GB of RAM, 8 CPU cores, virtualized with the hypervisor running on AMD Epyc cores, and NVIDIA Tesla T4 GPU. For the rest of the section, we will refer to these devices as CPU and GPU, respectively.

4.1 Usage & Demo

Before we dig deeper into the advanced features, we start by demonstrating the basic techniques to use the toolkit and quickly bootstrap the datasets, models, and FL experiments.

4.1.1 Datasets

We discussed the design of the *datamodules* in Section 3.1 and listed all of our dataset offerings in Table 1. In this section, we demonstrate the usage of TorchFL to promptly set up the CIFAR-10 dataset [21] and present some visualizations to explain the results. For background, CIFAR-10 is one of the most extensively used datasets in academia given the dimensions and number of total images [32]. It consists of 60000 32×32 color images in 10 classes containing 6000 images each, which are evenly split into 5000 training images and 1000 testing images per class. This means that the dataset consists of 50000 training images and 10000 testing images in total. Each label in the CIFAR-10 dataset can be identified using a unique integer in the range [0, 9]. For the first experiment, we split the CIFAR-10 training data between 5 agents, split them using IID and various non-IID configurations provided by TorchFL’s datamodule, and visually represent the results in Figure 6.

All of the datasets-related results shown on the CIFAR-10 dataset with 5 agents would apply to systems consisting of more agents, or training larger or more complex datasets with more unique labels. Good examples of such datasets are CIFAR-100 [21] with 100 labels, or even ImageNet [8] with 1000 labels. We chose to first demonstrate the results on a smaller experiment configuration to provide more granular visualizations.

4.1.2 Models

We discussed the design of TorchFL’s *models* in Section 3.1 and listed all of our DL model offerings in Table 2. We also discussed the concepts of feature extraction and finetuning in transfer learning to help the models quickly achieve global convergence. In this subsection, we utilize TorchFl model module to quickly bootstrap various state-of-the-art DL models and provide results to demonstrate the benefits of transfer learning paradigms.

For this set of experiments, we train ResNet152, which is one of the variants of the deep residual networks for image recognition [16]. In summary, ResNets are a variant of convolutional neural networks (CNN) that
Figure 6: Distribution of labels held by each agent when CIFAR-10 training data (50000) images are split among 5 agents in the following manner: (i) IID, (ii) Non-IID ($niid = 1$), (iii) Non-IID ($niid = 3$), and (iv) Non-IID ($niid = 5$). The number of uniquely held labels by individual agents increases at the $niid$ factor increases, with IID being the most evenly balanced configuration.

democratized the concepts of residual learning and skip connections to enable the training of much deeper models. The model will be trained on the CIFAR-10 dataset, and we experiment on the following settings - (i) training the model from scratch using randomly initialized weights, (ii) finetuning the model which is initialized using the weights pre-trained on the ImageNet dataset, and (iii) feature-extraction, i.e. retraining the classification layers of the model while reusing the pre-trained weights for other layers.

Table 3: Distribution of the trainable, non-trainable, total parameters, and training time in seconds (per epoch) when ResNet152 is trained on CIFAR-10 using an NVIDIA Tesla T4 GPU.

| Setting     | Train. Param. | Non-Train. Param. | Total Param. | Train. Time |
|-------------|---------------|-------------------|--------------|-------------|
| Scratch     | 58.2M         | 0                 | 58.2M        | 1405s       |
| Finetune    | 58.2M         | 0                 | 58.2M        | 1380s       |
| Feature. Extract | 20.5K | 58.1M | 58.2M | 408s |

Again, no additional code was written to set up each of these experiments. In fact, we were able to pass the hyperparameters configuration via TorchFL’s model object and the setup was abstracted under the hood. Before we look at the experimental results, it is worth understanding the primary reason behind the differences in training time and resource utilization between each of these settings. ResNet152 being a
Figure 7: Comparing the validation accuracy and CrossEntropy loss for CIFAR-10 dataset when ResNet152 was trained from scratch, finetuned, and feature-extracted. The comparison between the training time and parameters can be found in Table 3.

Figure 8: CrossEntropy loss and validation accuracy for the global model when FL experiments are trained with various data distributions and setup using TorchFL. (i) 100 agents, 10% randomly sampled for training, 50 global epochs, 5 local epochs, FedAvg aggregation, LeNet-5 used as a global and local model, (ii) 10 agents, 50% randomly sampled for training, 10 global epochs, 2 local epochs, aggregated using FedAvg, feature-extracted MobileNetV3Small [17] used as a global and local model.

massive model, Table 3 shows the number of the total, trainable, non-trainable parameters, and training time in seconds (per epoch) when we use either of these training paradigms. We can clearly see how the training time for the feature-extracted model drastically reduces as the number of trainable parameters decrease. As explained in Section 3.1, the finetuning technique still requires retraining of all the parameters, which means, the training time per epoch is the same as training from scratch. However, as the weights from pre-trained models are used (instead of random initialization), we expect to achieve convergence with a lesser number of epochs, which leads to a decrease in overall training time. The plot in Figure 7 shows how the validation accuracy and CrossEntropy loss for ResNet152 vary when trained for 10 epochs using different experimental settings. The plot clearly shows how finetuned and feature-extracted models start with a lower loss because of the pre-trained parameters. Notably, we only trained ResNet152 for 10 epochs.
as training an entire network on the ImageNet-1K dataset takes roughly more than 3 weeks \cite{16}. For this work, our goal is to show how TorchFL is capable of bootstrapping a model as complicated as ResNet152 and also demonstrate its correctness through the reduction in CrossEntropy \cite{42} loss as shown in Figure 7.

4.1.3 Federated Learning

We discussed the design of the federated module in TorchFL in Section 3.2 and saw how the decoupled implementation of agent, sampler, and aggregator are used to provide an entypoint object which is eventually used by the developer. In the previous subsections, we saw how TorchFL provides various abstractions around datasets and models. In this section, we will demonstrate an end-to-end FL experiment that utilizes the datamodule, model, sampler, and aggregator to train a global model.

For this set of experiments, we will use an MNIST \cite{9}, a database of handwritten digits. It has a training set of 60000 images and a test set of 10000 images. The images are single-channel, B&W images, with the digits being size-normalized and centered. We choose MNIST over any other dataset for this experiment, as it is relatively easier to achieve convergence \cite{6} using a simple CNN like LeNet-5 \cite{25}. We used TorchFL’s datamodules, models, and FL modules to generate an entypoint object, which was used to abstract and generate all the experiments. We primarily aimed to demonstrate FL from scratch and federated transfer learning using different FL configurations. As seen in Figure 8, the trend in the accuracy-loss curves clearly demonstrates learning. Further, we also clearly notice the impact of non-IID data on model convergence. The second plot in Figure 8 shows the accuracy-loss trend for the federated transfer learning setup mentioned before. Again, there are multiple combinations of FL parameters that can be used for these experiments and would give us different results. However, our goal is to maximize the number of features used in the demo and hence we limit our experiments such that we can demonstrate FL training from scratch and also via transfer learning respectively.
4.2 Leveraging PyTorch Lightning Features

In Section 3.3, we discussed various benefits provided by the PyTorch Lightning compatibility through various modules in the library. In this section, we present various ways in which we can use the Lightning profilers and loggers to generate meaningful metrics without any implementation or performance overhead.

4.2.1 Granular Metrics for Individual Agents

Collecting granular training and hardware metrics for individual agents, over multiple local and glocal epochs can be tedious and compute inefficient especially while running a massive FL experiment. *TorchFL*’s federated modules compatibility with Lightning loggers automatically logs the training metrics, sampling counts, parameters, device stats, etc. to the configured loggers. Figure 9 shows how *TorchFL* was able to automatically collect the local training metrics of a randomly selected agent, every time they were selected for training.

4.2.2 Pinpointing the Bottlenecks Using Profilers

The modules in *TorchFL* being backward compatible with the Lightning profilers, Table 4 presents a sample profiling result that was generated while training LeNet-5 on the MNIST dataset. Note that the results were generated using a *SimpleProfiler* object which only monitors the time for core components. Granular details about the system calls and the bottlenecks can be found using an advanced cProfiler.

Table 4: Results generated by a *SimpleProfiler* while training LeNet-5 on the MNIST dataset. Only the truncated results have been shown here but more granular results about each of these calls can be achieved via an advanced cProfiler.

| Action     | Mean Dur.(s) | Num Calls | Total(s) | Percent. |
|------------|--------------|-----------|----------|----------|
| TOTAL RUN  |              | 55.7K     | 36.191   | 100      |
| ...        | ...          | ...       | ...      | ...      |
| LR SCHED.  | 0.0006       | 844       | 0.1748   | 0.4748   |
| OPT. GRAD. | 0.0008       | 844       | 0.7654   | 2.1151   |

4.2.3 Monitoring the Core Accelerator Resources

State-of-the-art DL models by themselves require significant memory usage, threads, and pools while training on a hardware accelerator (i.e. GPU). Especially, with FL experiments allocating multiple copies of models for individual agents, this usage is only expected to shoot upwards. As a result, *TorchFL*’s ability to monitor the hardware used for individual agent models provides significant value to the developers. Figure 10 is an example of how *TorchFL* can monitor the memory usage on the hardware accelerator through the training process. Some other useful metrics recorded by *TorchFL* include thread pool allocation and thread usage within the individual pools.

5 Related Work

In this section, we discuss, compare, and analyze various open-source toolkits in the FL space. The goal of this section is to provide a broad, high-level overview of tools available to the best of our knowledge, and
analyze how they compare to TorchFL, or can even be used in tandem with TorchFL.

Lately, a few open-source offerings have emerged in the FL space with one of the most promising ones being FedML [15]. With a multi-layer architecture, and beta offerings for iOS, Android, and IoT devices, FedML aims to provide a complete ecosystem to implement an end-to-end, real-world FL system. However, due to a lack of a standardized underlying framework (eg. PyTorch), setting up FL experiments on FedML still require overhead costs of implementing the models, datasets, and FL utilities that are compatible with the core API offering. On the other hand, with the features like models and dataset offerings, granular metric collection, and customizable interfaces, TorchFL aims to solely optimize for the ease of bootstrapping the FL experiments and integrate state-of-the-art research (samplers, aggregators, etc.) with minimum overhead.

LEAF [4] is another promising framework that aims to open-source and benchmark suitable datasets for FL settings. A few of their notable dataset offerings include Reddit data for language modeling, Shakespeare manuscripts for next-character prediction, and more. We believe these datasets can be readily ported into a TorchFL datamodule interface and can readily be trained and tested with our DL model offerings.

Moreover, Tensorflow-Federated (TFF) [1], PySyft [34], FATE [28], FLUTE [12], FedScale [24], and FLOWER [3] are among the few other notable toolkits in the FL space. TFF has extensive support for various aggregation protocols, analytics, profiling, backends, and more, but it’s built on top of Tensorflow and lacks standardized support for data modules as of yet. While PySyft is an actively-maintained and robust offering, their major contributions are ready-to-use algorithms for privacy-preserving techniques like differential privacy [14] and encrypted computation [35]. PySyft’s FL offering is the infrastructure to being able to set up privacy-aware agents and service providers as separate entities and able to develop custom PyTorch models, and aggregation protocols on top of it while ensuring private exchange of the computational structures, i.e. tensors. Next, FATE is a group of multiple FL frameworks that aim to let developers deploy their FL workflows on industrial-grade infrastructure and allow multiple organizations to potentially engage in the FL training process. In addition to their primary FL offering, they offer multiple tools for serving FL models on various environments and utilities for exchanging the data over the network. Lastly, FLUTE [12] is another promising toolkit that’s built for PyTorch and aims to streamline the FL experiments and simulations. It’s meant to be configurable using YAML file format and still requires the developers to build their own PyTorch models.

6 Limitations and Future Work

This section contains a high-level overview of the plans of maintaining, improving, and refactoring TorchFL in the future. As mentioned before, TorchFL is a relatively new project with its own limitations and we plan to overcome them by open-sourcing the project and getting feedback from the community. As there are
multiple directions in which this work can be extended, we restrict the scope of this discussion and attempt to summarize it in the following manner.

6.1 Exploring Performance Enhancements

As mentioned earlier in Section 3.3, Lightning distributed training strategies can be used in TorchFL to reduce the training time if developers have access to multiple hardware accelerators. In addition, the recent release of PyTorch C++ API and the related tools (TorchScript, ATen, etc.) now allows developers to leverage Python and PyTorch to write custom kernels using CUDA[7], that is backward compatible with the original PyTorch implementations. Once we ensure the stability of the current features and offerings, we are inclined to explore the possibilities of high-performance frontiers on TorchFL.

6.2 Added Support for More Models and Datasets

Currently, TorchFL only supports major datasets that are oriented toward solving image recognition, classification, or computer vision tasks in general. The models we support are also state-of-the-art models which are used to solve image recognition and segmentation tasks. However, the design and interfaces that we discussed in Section 3.1 are backward compatible with a more diverse range of DL tasks including but not limited to natural language processing (NLP) or reinforcement learning (RL). As we plan to actively maintain TorchFL, we are considering adding a diverse range of datasets and model implementations in the future. Again, it would only require the developers to make the new offerings backward compatible with the TorchFL modules and it would automatically work with all the FL components.

6.3 Broader Range of FL Components

One of the primary motivations to design the federated modules as explained in Section 3.2 was to provide an easy-to-use interface to quickly prototype and validate the latest FL components. As the FL community is constantly innovating approaches toward sampling, agent incentivization, defense mechanisms, gradient/parameter encryption, and more, we plan to add those modules in addition to the samplers and aggregators that we currently support. In addition, we also aim to add more samplers and aggregator offerings which will serve as an example for the users who are willing to customize TorchFL for their experiments.

6.4 Benchmarking Against or Integrating with the Existing Toolkits

In the previous section, we recognized various toolkits and the meaningful related works in the FL experiments and simulation space. One of our future goals is to benchmark TorchFL against such toolkits in terms of performance, ease-of-use, models and datasets offerings, and more. As the DL community is making rapid progress, one of the major challenges is to keep up with state-of-the-art research, prototype the algorithm, and integrate it into the framework. As a result, one of our major goals is to get community feedback and support through our open-source offerings, and also focus on developer tooling and documentation which will hopefully make contributing to TorchFL a lot easier. In addition to benchmarking, we believe that a lot of toolkits can also integrate and work with TorchFL helping us to reduce the maintainable code. We are also open to focusing on such collaborations moving forward.
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A Code Snippets

This section will provide instructions and example code snippets for the users to get quickly started with TorchFL. First, it will provide an example to use the datamodules and models, and later, it will demonstrate how to build on top of those to bootstrap an FL experiment.

A.1 Using Datasets & Models

The following steps should be followed to bootstrap an experiment with EMNIST (MNIST) dataset and DenseNet121 model.

1. Import the relevant modules as done in Figure 11.

```python
from torchfl.datamodules.emnist import EMNISTDataModule
from torchfl.models.wrappers.emnist import MNISTEMNIST

import pytorch_lightning as pl
from pytorch_lightning.loggers import TensorBoardLogger
from pytorch_lightning.callbacks import
    ModelCheckpoint,
    LearningRateMonitor,
    DeviceStatsMonitor,
    ModelSummary,
    ProgressBar,
    ...
```

Figure 11: Import the relevant TorchFL and PyTorch Lightning modules to get started. For more details, view the full list of PyTorch Lightning callbacks and loggers.

2. Set up the PyTorch Lightning Trainer API object as done in Figure 12.

```python
trainer = pl.Trainer(
    ...
    logger=[
        TensorBoardLogger(
            name=experiment_name,
            save_dir=os.path.join(checkpoint_save_path, experiment_name),
        ),
    ],
    callbacks=[
        ModelCheckpoint(save_weights_only=True, mode="max", monitor="val_acc"),
        LearningRateMonitor("epoch"),
        DeviceStatsMonitor(),
        ModelSummary(),
        ProgressBar(),
        ...
    ]
)
```

Figure 12: Set up the PyTorch Lightning Trainer object to initiate the training process. More details about the PyTorch Lightning Trainer API can be found on their official website.

3. Prepare the dataset and model using the wrappers provided by the TorchFL’s datamodules and models as shown in Figure 13.

4. The corresponding files for the experiment (checkpoints, metadata, etc.) will be stored at the default_root_dir argument given to the PyTorch Lightning Trainer object in Step 2. For this experiment, we use the Tensorboard logger. To view the logs (and related plots and metrics), go to the
Figure 13: Prepare the dataset and model using *TorchFL’s datamodules* and *models* wrappers.

```
datamodule = MNISTDataModule(dataset_name="mnist")
datamodule.prepare_data()
datamodule.setup()
```

# check if the model can be loaded from a given checkpoint
if os.path.exists(checkpoint_load_path):
    model = MNISTMnist(
        "densenet121", "adam", {"lr": 0.001}
    ).load_from_checkpoint(checkpoint_load_path)
else:
    pl.seed_everything(42)
    model = MNISTMnist("densenet121", "adam", {"lr": 0.001})
    trainer.fit(model, datamodule=train_dataloader(), datamodule=val_dataloader())

5. More example scripts with various models and datasets can be found [here](#).

### A.2 Federated Learning

Using the previously set up dataset and models, an FL experiment can be set up in the following manner.

1. Use the dataset generated by *TorchFL’s datamodules* to create federated data shards with IID or non-IID distribution as shown in Figure 14.

```
def get_datamodule() -> MNISTDataModule:
    datamodule = MNISTDataModule()
    dataset_name=SUPPORTED_DATASETS_TYPE.MNIST, train_batch_size=10
    datamodule.prepare_data()
    datamodule.setup()
    return datamodule

agent_data_shard_map = get_agent_data_shard_map().federated_iid_dataloader(
    num_workers=FL_params.num_agents,
    workers_batch_size=FL_params.local_train_batch_size,
)
```

Figure 14: Create the data shards for the agents using the previously initialized dataset and model.

2. Initialize a global model, and agents, and distribute the global model parameters to every agent as shown in Figure 15.

3. Initialize a *TorchFL FLParam* object with the desired FL hyperparameters and pass it on to the *Entrypoint* object which will abstract the training as shown in Figure 16.

4. More federated learning example scripts can be found [here](#).
Figure 15: Initialize a global model, and agents, and distribute the global model parameters to every agent.

```python
def initialize_agents(
    fl_params: FLParams, agent_data_shard_map: Dict[int, DataLoader]
) -> List[VIAgent]:
    agents = []
    for agent_id in range(fl_params.num_agents):
        agent = VIAgent(
            id=agent_id,
            model=MNISTMNIST(
                model_name=MNIST_MODELS_ENUM.MOBILENETV3SMALL,
                optimizer_name=OPTIMIZERS_TYPE.ADAM,
                optimizer_hparams={"lr": 0.001},
                model_hparams={"pre_trained": True, "feature_extract": True},
                fl_hparams=fl_params,
            ),
            data_shard=agent_data_shard_map[agent_id],
        )
        agents.append(agent)
    return agents
```

```
global_model = MNISTMNIST(
    model_name=MNIST_MODELS_ENUM.MOBILENETV3SMALL,
    optimizer_name=OPTIMIZERS_TYPE.ADAM,
    optimizer_hparams={"lr": 0.001},
    model_hparams={"pre_trained": True, "feature_extract": True},
    fl_hparams=fl_params,
)
```

```
all_agents = initialize_agents(fl_params, agent_data_shard_map)
```

Figure 16: Initialize a TorchFL FLParam object with the desired FL hyperparameters and pass it on to the Entrypoint object.

```python
fl_params = FLParams(
    experiment_name="iid_mnist_fedavg_10_agents_5_sampled_50_epochs_mobilenetv3small_latest",
    num_agents=10,
    global_epochs=10,
    local_epochs=2,
    sampling_ratio=0.5,
)
entrypoint = Entrypoint(
    global_model=global_model,
    global_datamodule=agent_data_shard_map(),
    fl_hparams=fl_params,
    agents=all_agents,
    aggregator=FedAvgAggregator(all_agents=all_agents),
    sampler=RandomSampler(all_agents=all_agents),
)
entrypoint.run()
```