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Abstract

We develop deterministic approximation algorithms for the minimum dominating set problem in the CONGEST model with an almost optimal approximation guarantee. For $\varepsilon > 1/\text{poly log } \Delta$ we obtain two algorithms with approximation factor $(1 + \varepsilon)(1 + \ln(\Delta + 1))$ and with runtimes $2^{O(\sqrt{\log n \log \log n})}$ and $O(\Delta \text{ poly log } \Delta + \text{ poly log } \Delta \log^* n)$, respectively. Further we show how dominating set approximations can be deterministically transformed into a connected dominating set in the CONGEST model while only increasing the approximation guarantee by a constant factor. This results in a deterministic $O(\log \Delta)$-approximation algorithm for the minimum connected dominating set with time complexity $2^{O(\sqrt{\log n \log \log n})}$.

\[1\]Partly supported by ERC Grant No. 336495 (ACDC).
1 Introduction & Related Work

Given a graph $G = (V, E)$, a dominating set $S \subseteq V$ of $G$ is a set of nodes of $G$ such that any node $u \not\in S$ has at least one neighbor $v \in S$. The minimum dominating set (MDS) problem—the objective is to compute a dominating set with minimal cardinality—and the equivalent minimum set cover problem are among the oldest classic combinatorial optimization problems [Kar72, Joh74, JG79]. Motivated by potential practical applications (e.g., as a tool for clustering in wireless ad hoc and sensor networks), the minimum dominating set problem has also found attention in a distributed setting. In the last two decades, distributed approximation algorithms for minimum dominating set and closely related problems such as minimum set cover, minimum connected dominating set, or minimum vertex cover have been studied intensively (see, e.g., [JRS02, DMP+05, KW05, KMW06, LW08, LPW13, Gha14, KMW16, GKM17]).

It is well known that for graphs with maximum degree $\Delta$, in the standard, sequential setting, the basic greedy algorithm achieves a $\ln(\Delta + 1)$-approximation [Joh74] and that up to lower order terms, this is the best that can be achieved in polynomial time unless $P = NP$ [DS14]. The first efficient distributed approximation algorithm was given by Jia, Rajaraman, and Suel [JRS02] and it achieves an approximation ratio of $O(\log \Delta)$ in time $O(\log^2 n)$. The algorithm is randomized and it works in the CONGEST model (i.e., with messages of size $O(\log n))$. These bounds were improved by Kuhn, Moscibroda, and Wattenhofer [KMW06], who showed that it is possible to compute an $(1 + \varepsilon)(1 + \ln(\Delta + 1))$-approximation in time $O(\log^2 \Delta/\varepsilon^4)$ in the CONGEST model and in time $O(\log n/\varepsilon^2)$ in the LOCAL model. Recently, in [GKM17], Ghaffari, Kuhn, and Maus showed that, in the LOCAL model, at the cost of allowing exponential local computations at the nodes, it is even possible to compute a $(1 + o(1))$-approximation in a polylogarithmic number of rounds.

All the above distributed algorithms critically depend on the use of randomization for breaking symmetries in an efficient manner. The only existing efficient deterministic distributed algorithms for approximating MDS are based on a generic tool known as network decomposition [ALGP89, LS93, PS95, GK18]. These algorithms only work in the LOCAL model (i.e., they require large messages) or they only achieve a suboptimal approximation ratio. Concretely, in the LOCAL model, it is possible to compute a $(1 + o(1))$-approximation of MDS in time $2^{O(\sqrt{\log n})}$ [GKM17] and in the CONGEST model, an $O(\log^2 n)$-approximation can be computed in time $2^{O(\sqrt{\log n} \log \log n)}$ [GK18]. Note that these deterministic algorithms are exponentially slower than their randomized counterparts. This general behavior is true for many important distributed graph problems such as, e.g., the problems of computing a vertex coloring with $\Delta + 1$ or even $O(\Delta)$ colors, the problem of computing a maximal independent set (MIS), or the problem of computing various kinds of (in some sense sparse) decompositions of the network graph into clusters of small diameter [BE13, GKM17]. While there are extremely efficient (at most polylogarithmic time) and often very simple randomized algorithms, the best deterministic algorithms are exponentially slower and require $2^{O(\sqrt{\log n})}$. Typically, these deterministic algorithms also abuse the power of the LOCAL model by using network decompositions in a pretty brute-force kind of way: For graphs of small diameter, the algorithms essentially reduce to collecting the whole topology at a single node—this cannot be done in the CONGEST model—and compute the solution in a centralized way, often through solving NP-complete problems. Whether an exponential gap between the best randomized and deterministic algorithms for these problems is really necessary is considered to be one of the key open questions in the area of distributed graph algorithms [BE13, GKM17, Lin92, PS95, Mau18]. In the context of this more general question, Ghaffari, Harris, and Kuhn recently showed in [GHK18] that also the MDS problem has a key role in this more general question. By using (and extending) a frame-

---

2For a formal definition of the distributed communication models we use, we refer to Section 2.

3If internal computations at the nodes are restricted to polynomial time, it is possible to obtain a $(1+o(1)) \ln(\Delta+1)$-approximation in the same asymptotic time.
work developed in [GKM17], they showed the MDS problem is P – SLOCAL complete, meaning: If there is a polylogarithmic-time distributed deterministic algorithm that computes any polylogarithmic approximation for the MDS problem, there are polylogarithmic-time deterministic distributed algorithms for essentially all\(^4\) problems for which there are efficient randomized algorithms.

1.1 Contributions

In the present paper, we give the first deterministic distributed algorithms for the minimum dominating set problem in the CONGEST model, which are efficient in terms of their time complexity and at the same time obtain an essentially optimal approximation ratio. Our first result is based on first computing a network decomposition by an algorithm of [ALGP89, GK18]. Unlike in the LOCAL model, where partial solutions of clusters of small diameter can be computed in time linear in the cluster diameter by simply collecting the whole cluster topology at one node, in the CONGEST model, we have to be much more careful. Inspired by recent work on other local problems [CPS17,GK18], we design a randomized CONGEST algorithm that only requires poly log \(n\) -wise independent randomness. Then we use the method of conditional expectations to efficiently derandomize this algorithm. We note that the method of conditional expectations has been quite intensively used in the last couple of years in order to derandomize randomized distributed graph algorithms (see, e.g., [CPS17, GHK18, Har18, KS18, Par18, PY18]).

**Theorem 1.1.** For any \(\varepsilon > 1/\text{poly log } \Delta\), there exists a deterministic CONGEST algorithm that computes an \((1 + \varepsilon) \cdot (1 + \ln(\Delta + 1))\)-approximation for MDS in \(2^{O(\sqrt{\log n \log \log n})}\) rounds.

The above theorem improves a result by Ghaffari and Kuhn in [GK18], where it was shown that, in the same asymptotic time complexity, it is possible to compute an \(O(\log^2 n)\)-approximation for the MDS problem. We note that while our algorithm is based on carefully and gradually rounding a given fractional solution to an integer solution (cf. Section 1.2), the algorithm of [GK18] is based on a relatively direct parallel implementation of the sequential greedy algorithm, where the decision of which nodes to add in each greedy step is achieved by derandomizing a basic distributed hitting set problem.

The time complexity of our algorithm is \(2^{O(\sqrt{\log n \log \log n})}\) because this is the best time complexity for deterministically computing a network decomposition of \(G^2\) in the CONGEST model [GK18] (i.e., a network decomposition, where clusters of the same color are at distance at least 2 from each other). An improved deterministic network decomposition algorithm would directly also lead to an improved deterministic MDS algorithm.\(^5\)

In addition to the algorithm based on network decomposition, we also provide a more local way to derandomize a similar randomized CONGEST algorithm, resulting in a time complexity that mainly depends on the maximum degree \(\Delta\) of the graph.

**Theorem 1.2.** For any \(\varepsilon > 1/\text{poly log } \Delta\), there exists a deterministic CONGEST algorithm that computes an \((1 + \varepsilon) \cdot (1 + \ln(\Delta + 1))\)-approximation for MDS in \(O(\Delta \cdot \text{poly log } \Delta + \text{poly log } \Delta \cdot \log^* n)\) rounds.

---

\(^4\)This in particular includes all problems where a solution can be locally checked in polylogarithmic time and all problems for which efficient distributed Las Vegas algorithms exist. It also includes many optimization problems such approximating MDS or maximum independent set.

\(^5\)We note that in a recent paper, Ghaffari [Gha19] showed that there is a deterministic CONGEST model algorithm to compute a strong diameter decomposition of \(G\) in time \(2^{O(\sqrt{\log n})}\). In on-going unpublished work [GP19], it is even shown that there is a deterministic CONGEST algorithm to compute a weak diameter decomposition of powers of \(G\) in time \(2^{O(\sqrt{\log n})}\), which has clusters that can be efficiently used in the CONGEST model. As a result, the time complexity of the above theorem can be improved from \(2^{O(\sqrt{\log n \log \log n})}\) to \(2^{O(\sqrt{\log n})}\).
We want to emphasize that, except for the $O(\log^2 n)$-approximation algorithm in [GK18], our results are the first deterministic algorithms for MDS in the CONGEST model. By substituting a vertex coloring subroutine in the algorithm of Theorem 1.2 by its LOCAL model counterpart this directly also leads to an improved and slightly more efficient deterministic distributed MDS algorithm in the LOCAL model.

**Corollary 1.3.** For any $\varepsilon > \frac{1}{\text{poly} \log \Delta}$, there exists a deterministic LOCAL algorithm that computes an $(1 + \varepsilon) \cdot \ln(\Delta + 1)$ approximation for MDS in $O(\Delta \cdot \text{poly} \log \Delta + \log^* n)$ rounds.

In addition to considering the basic dominating set problem, we also provide an algorithm to compute a small connected dominating set (CDS). Here, the objective is to output a dominating set $S$ such that the induced subgraph $G[S]$ is connected. It is well known that a given dominating set $S$ can be extended to a CDS $S'$ of size at most $|S'| < 3|S|$ by connecting the nodes in $S$ through at most $|S| - 1$ paths of length at most 3. One computes a spanning tree on the graph induced by the set of nodes in $S$ and with an edge between two nodes in $S$ whenever they are at distance at most 3 in $G$. In the LOCAL model, one can get a local variant of this construction by replacing the spanning tree with a high girth connected spanning subgraph, which can be computed in logarithmic time. As for example observed by Dubhashi et al. [DMP+05], this leads to a randomized polylog-round distributed algorithm with approximation ratio $O(\log \Delta)$. Ghaffari [Gha14] later showed that by using an adapted variant of the linear-size skeleton algorithm of Pettie [Pet10], it is also possible to compute an $O(\log \Delta)$-approximation in polylogarithmic randomized time in the CONGEST model. We show that by using network decomposition, an extended variant of Ghaffari’s algorithm can be derandomized to obtain the following result.

**Theorem 1.4.** There exists a deterministic CONGEST algorithm that computes an $O(\ln \Delta)$ approximation for minimum connected dominating set in $2^{O(\sqrt{\log n \log \log n})}$ rounds.

As for the basic MDS problem, an improved deterministic network decomposition algorithm would directly also lead to an improved deterministic algorithm for the minimum CDS problem.

### 1.2 Our Dominating Set Algorithm in a Nutshell

**The general algorithmic framework:** Our algorithms start with a given fractional dominating set solution, which is $1/\text{poly} \Delta$-fractional\(^6\) and can be computed efficiently in the CONGEST model by using the algorithm of [KMW06]. This fractional solution is then gradually and iteratively rounded to an integral solution. To explain a high-level view on the algorithm, let us fix some $\varepsilon = 1/\text{poly} \log \Delta$. The rounding consist of two parts. First, in $O(\log \Delta)$ phases, we roughly double the fractionality of the fractional solution in each phase until we obtain a $1/F$-fractional dominating set for some $F = \text{poly} \log \Delta$. In each of these iterations, the dominating set might increase by a factor $1 + O(\varepsilon/\log \Delta)$ so that over all $O(\log \Delta)$ rounding steps, we only lose a $(1 + O(\varepsilon))$-factor. Once we have a $1/F$-fractional dominating set, we round it into an integral dominating set with a single rounding step. During this step we essentially lose a $\ln(\Delta + 1)$ factor in the approximation guarantee. The rounding procedures in both parts are based on the derandomization of simple one-round randomized rounding primitives; derandomizing them in the CONGEST model is one of the main technical contributions of this paper.

\(^6\)In a fractional dominating set each node $u$ is assigned a value $x_u \in [0, 1]$ and each node $v \in V$ needs to be covered, that is, the sum $\sum_{u \in N(v)} x_u$ is at least 1 where $N(v)$ denotes the inclusive neighborhood of $v$. We say that a fractional dominating set solution is $\lambda$-fractional if each non-zero fractional value is $\geq \lambda$. 


Derandomization with network decomposition (runtime as a function of $n$): In order to implement the approach based on a given network decomposition, we show that the above algorithm can also be implemented if the nodes only have poly log $n$-wise independent bits. One can then share a seed of poly log $n$ random bits in each cluster of the decomposition, which allows to create sufficiently many poly log $n$-wise independent random bits. Finally, one can then use the method of conditional expectation inside each cluster to deterministically determine a seed such that the dominating set is small if we execute the rounding process with that seed.

Derandomization with graph colorings (runtime as a function of $\Delta$): In the original randomized rounding process (with truly independent random bits), nodes at distance at least 3 act independently. By applying the method of conditional expectation, one can derandomize the rounding algorithm as long as the actions of nodes at distance at most 2 are carried out consecutively (see also [GHK18]). If a vertex coloring of the $G^2$ is given, this leads to an algorithm with a running time that is linear in the number of colors of the given $G^2$-coloring. This directly leads to an algorithm, with a running time of essentially $O(\Delta^2)$, the maximum degree of $G^2$. The main challenge in this part of the paper is to substitute one of the $\Delta$ factors by a poly log $\Delta$ factor. The main idea is to substitute $G$ with its bipartite representation $B_G$, where each node is split into a constraint node and a value node (see Section 3.3 for more details). To reduce the number of colors we carefully split the constraint nodes of $B_G$ into nodes with much smaller degrees such that it suffices to compute a $O(\Delta \text{poly log } \Delta)$-coloring of the square of this bipartite graph.

Why do we not just have one iteration of rounding? Our algorithms first double the fractionality for $O(\log \Delta)$ iterations and in the last step, if the fractionality is at least $1/\text{poly log } \Delta$ rounds to an integral solution in a single iteration. Interestingly, this iterative rounding approach is helpful in both cases, however, for different reasons: When we express the runtime as a function of $n$ we need to round in small steps to make sure that poly log $n$-wise independent random bits are sufficient. When we express runtime as a function of $\Delta$, we can only split the constraint nodes of the bipartite representation of the problem into small enough parts and still obtain sufficient concentration in the randomized rounding if we round gradually.

1.3 Outline

In Section 2 we formally introduce the model, fractional dominating sets and recall that the latter can be computed efficiently with the algorithm from [KMW06]. Section 3 is the technically most involved part of the paper and it is split into four subsections. In Section 3.1 we introduce the abstract randomized rounding primitive which takes a fractional dominating set and a ”rounding probability” for each node as input. Then, the randomized algorithm ”rounds” the fractional values of the dominating set with these probabilities to increase the fractionality of the dominating set. Our main algorithm that is presented in Section 3.4 uses instantiations of the rounding primitive to round a fractional dominating set into an integral dominating set. However, to ensure that our main algorithm is deterministic we show in Sections 3.2 and 3.3 that, if the probabilities are chosen in the right way, we can derandomize this simple randomized algorithm efficiently. While Section 3.2 tries to optimize the runtime of the derandomization process as a function of the number of nodes in the network, Section 3.3 tries to optimize the runtime as a function of the maximum degree. Due to the different objective both sections greatly differ in how the abstract rounding primitive is derandomized. In Section 4 we show how the computed dominating sets can be transformed into connected dominating sets. In Section 5 discuss how our results can be generalized.
2 Model & Notation

The **LOCAL** Model of Distributed Computing [Lin92, Pel00]. The graph is abstracted as an \( n \)-node network \( G = (V, E) \) with maximum degree at most \( \Delta \) and each node has a unique identifier. Communications happen in synchronous rounds. Per round, each node can send one (unbounded size) message to each of its neighbors. At the end, each node should know its own part of the output, e.g., whether it belongs to a dominating set or not.

The **CONGEST** Model [Pel00]. In almost all parts of the paper we use the more restricted **CONGEST** model which is defined like the **LOCAL** model with the restriction that messages are of size \( O(\log n) \). So messages can fit, e.g., a constant number of node identifiers. The most complicated computations that nodes need to perform in our algorithms are the computations of certain conditional probabilities.

We say that a value in \([0, 1]\) is **CONGEST** transmittable if it is the multiple of \( 2^{-\iota} \) where \( \iota \) is the smallest integer such that \( 2^{-\iota} \leq \frac{1}{n^{10}} \). During our algorithms we merely require that a value fits into a single message in the **CONGEST** model and additionally we require that a biased coin that equals 1 with a transmittable probability can be built with polylogarithmically many fair coins.

**Graph Notation.** Given a graph \( G = (V, E) \) we use \( N(v) \) to denote the inclusive neighborhood of a node \( v \in V \), \( \tilde{\Delta} = \max_{v \in V} |N(v)| = \Delta + 1 \) for the size of the inclusive neighborhood and \( \Delta \) for the maximum degree of the graph. We denote the shortest hop distance between two nodes \( u, v \in V \) as \( d_G(u, v) \). To simplify calculations we assume that \( \varepsilon \leq 1 \) throughout all results. For our algorithms we need to generalize the notion of a dominating set.

**Definition 2.1** (Constraint Fractional Dominating Set). Given a graph \( G = (V, E) \) and a function \( c : V \to [0, 1] \) assigning constraints and a function \( x : V \to [0, 1] \) assigning fractional values, we call \((x,c)\) a constrained fractional dominating (CFDS) set if \( \forall v \in V \) : \( \sum_{u \in N(v)} x(u) \geq c(v) \). We furthermore call \( \sum_{v \in V} x(v) \) the size of the CFDS. If all constraints equal 1 for all nodes and \((x,c)\) is a constrained fractional dominating set we also call \( x \) a fractional dominating set (FDS).

If the fractional values equal 1 or 0 for all nodes and \( x \) is a FDS then \( x \) is a dominating set (DS) in the classical sense. All of our algorithms start with a fractional dominating set that already is a good approximation but has a bad fractionality. Computing such an initial fractional dominating set can be done by slightly adapting an algorithm from [KMW06].

**Lemma 2.1** ([KMW06]). For any \( \varepsilon > 0 \) there is a deterministic **CONGEST** algorithm that computes a \((1 + \varepsilon)\)-approximation for MDS that is \( \varepsilon/(2\Delta) \)-fractional and has runtime \( O(\varepsilon^{-4}\log^2 \Delta) \).

**Proof.** First use the algorithm from [KMW06] with \( \varepsilon' = \varepsilon/2 \) to compute a \((1 + \varepsilon)\)-approximation for MDS. Then, each node with value \( < \varepsilon/(2\Delta) \) sets its value to \( \varepsilon/(2\Delta) \). As the size of an optimal dominating can be lower bounded by \( n/\Delta \) we obtain a \((1 + \varepsilon)\) approximation.

3 Dominating Set Approximation

In this section we provide two deterministic algorithms to approximate the minimum dominating set problem in the **CONGEST** model. The runtime of the first algorithm (cf. **Theorem 1.1**) depends on the number of nodes \( n \) of the graph and the runtime of the second algorithm (cf. **Theorem 1.2**) mostly depends on the maximum degree \( \Delta \) of the graph. Both algorithms rely on deterministic rounding schemes that are obtained through derandomizing instances of a more general abstract randomized rounding process. We use Section 3.1 to define this abstract rounding
process, Section 3.2 to derandomize the process while optimizing dependency on $n$ and Section 3.3 to derandomize the process while optimizing the dependency on $\Delta$. In Section 3.4 the rounding schemes are combined to prove our main theorems.

### 3.1 Abstract Randomized Rounding

The goal of the abstract randomized rounding process is to transform a constraint fractional dominating set into a new CFDS with better fractionality while only slightly increasing its size.

**Abstract Randomized Rounding Process:** Assume a given (initial) constraint fractional dominating set with values $x(v), v \in V$. Further, each node has a probability $p(v) \geq x(v)$ that might depend on $x(v)$. The rounding process is parameterized by the choice of $p(v)$—we will later essentially consider two variants of the process with different $p(v)$’s. The rounding process consists of two phases and the random variable $X_v$ denotes $v$’s value after the first phase. In the first phase each node $v$ updates its value as follows

$$X_v = \begin{cases} 
\frac{x(v)}{p(v)}, & \text{with probability } p(v) \\
0, & \text{with probability } 1 - p(v).
\end{cases}$$

In the second phase the rounding process all nodes whose constraints are not satisfied join the dominating set, i.e., they set their values to 1.

For node $v$ let $E_v$ be the random variable that equals 1 if node $v$ is uncovered after the first phase of the algorithm and 0 otherwise.

**Lemma 3.1.** Let $A$ be an upper bound on the size of the initial constraint fractional dominating set. Then the following statements hold for the abstract randomized rounding process.

1. Its output is a constraint fractional dominating set and its fractionality is $\min_{v \in V} \{x(v)/p(v)\}$.
2. Its output has, in expectation, size $A + \sum_{v \in V} \Pr(E_v = 1)$.

**Proof.**

1. The output is a constraint fractional dominating set as all nodes that are uncovered after phase one join the dominating set with value 1 in phase two and constraints can be at most 1. As each node either sets its value to 0, to $x(v)/p(v)$ or to 1 the fractionality can be lower bounded by $\min_{v \in V} \{x(v)/p(v)\}$.

2. Let $Z_1$ be the size of the dominating set after the first phase and let $Z_2$ be the number of nodes that join the dominating set in phase two. The dominating set size $Z$ after phase two is upper bounded by $Z_1 + Z_2$ and we have

$$\mathbb{E}[Z] \leq \mathbb{E}[Z_1] + \mathbb{E}[Z_2] = \sum_{v \in V} p(v) \cdot \frac{x(v)}{p(v)} + \sum_{v \in V} \Pr(E_v = 1)$$

$$= A + \sum_{v \in V} \Pr(E_v = 1).$$
3.2 Derandomization via Network Decompositions

In this section we derandomize instantiations of the aforementioned abstract randomized rounding process with the help of $k$-hop network decompositions. [GK18] shows how these can be computed in the CONGEST model and we restate their definitions and results. We begin with the notion of a cluster graph.

**Definition 3.1** (Cluster Graph). Given a graph $G = (V, E)$ and an integer $d \geq 1$ an $(N, d)$-cluster graph $G = (V, E)$ is a graph that is given by a set of clusters $V = \{C_1, \ldots, C_N\} \subset 2^V$ such that

1. the clusters form a partition of $V$,
2. each cluster $C_i$ induces a connected subgraph $G[C_i]$ of $G$,
3. each cluster $C_i$ has a leader $\ell(C_i)$ that is known by all nodes of $C_i$,
4. inside each cluster, there is a rooted spanning tree $T(C_i)$ of $G[C_i]$ that is rooted at $\ell(C_i)$ and has diameter at most $d$.

There is an edge $\{C_i, C_j\}$ between two clusters $C_i, C_j \in V$ if there is edge in $G$ connecting a node in $C_i$ to a node in $C_j$. The identifier $ID(C_i)$ of a cluster $C_i$ is its leader ID.

Given a cluster graph $G = (V, E)$ of $G$ and an integer $k \geq 1$, we say that two clusters $C, C' \in V$ are $k$-separated if for any two nodes $u$ and $v$ of $G$ such that $u \in C$ and $v \in C'$, we have $d_G(u, v) > k$. A strong-diameter $k$-hop network decomposition of a graph $G$ is then defined as follows.

**Definition 3.2** (Network Decomposition). Let $G = (V, E)$ be a graph and let $k \geq 1, d \geq 0$, and $c \geq 1$ be integer parameters. A strong diameter $k$-hop $(d, c)$-decomposition of $G$ is a $(N, d)$-cluster graph $G$ of $G$ for some integer $N \geq 1$ together with a coloring of the clusters of $G$ with colors $\{1, \ldots, c\}$ such that any two clusters with the same color are $k$-separated.

[GK18] shows how to compute $k$-hop network decompositions in the CONGEST model.

**Theorem 3.2** (Theorem 3 in [GK18]). Let $G = (V, E)$ be an $n$-node graph and let $k \geq 1$ be an integer. There is a deterministic CONGEST model algorithm that computes a strong diameter $k$-hop $(k \cdot f(n), f(n))$-decomposition of $G$ in $k \cdot f(n)$ rounds, where $f(n) = 2^O(\sqrt{\log n \log \log n})$.

In the proof of our main derandomization lemma we define a process that only needs poly log $n$-wise independent random bits. A finite set $X$ of biased coins is $k$-wise independent if any subset $T \subseteq X$ of size $k$ is independent in the classical sense. We use the following classic result, which is for example proven in [AS04].

**Lemma 3.3.** Let $N$ and $k$ be integers and $p_1, \ldots, p_N \in [0, 1]$ multiplies of $2^{-\iota}$ for some $\iota = O(\log N)$. Given a random seed consisting of $K = O(k \log^2 N)$ independent fair coins, one can efficiently and deterministically extract $N$ biased coins with probabilities $p_1, \ldots, p_N$ from the seed and these coins are $k$-wise independent.

We can now state our main derandomization lemma with the help of network decompositions.

**Lemma 3.4** (Derandomization Lemma I). There is a determ. CONGEST algorithm that, given

- a constraint fractional dominating set of size $A$ with transmittable values $x(v), v \in V$,
- a transmittable probability $p(v) \geq x(v)$ for each $v \in V$ and
- a sufficiently large parameter $k = \text{poly log } n$,
computes a constraint fractional dominating set with fractionality \( \min_{v \in V} \{ x(v)/p(v) \} \) and size at most \( A + \sum_{v \in V} \Pr(E_v = 1) + \frac{1}{n^2} \) where \( E_v \) is the event that \( v \) is uncovered after the first phase if the abstract randomized rounding process is executed with \( x(v) \) and \( p(v) \) for \( v \in V \) and \( k \)-wise independent (biased) coins for the probabilities \( p(v) \). The round complexity of the algorithm is \( 2^{O(\sqrt{\log n \log \log n})} \).

The proof of Lemma 3.4 is based on iterating through the clusters of a network decomposition (of \( G^2 \)) and creating a random seed of poly \( \log n \) length inside each cluster. This is sufficient to create poly \( \log n \)-wise independent bits for all nodes to execute the rounding algorithm. Then the algorithm is derandomized, i.e., bits of the random seeds are fixed deterministically with the method of conditional expectation.

**Proof.** We show that we can derandomize the aforementioned abstract randomized rounding algorithm in the CONGEST model in \( 2^{O(\sqrt{\log n \log \log n})} \) rounds. In particular we derandomize the following ‘almost equivalent’ randomized process: Deterministically compute a 2-hop \((d,c)\)-network decomposition with \( d,c = 2^{O(\sqrt{\log n \log \log n})} \) in \( 2^{O(\sqrt{\log n \log \log n})} \) rounds (cf. Theorem 3.2). Then iterate through the \( c \) color classes. In iteration \( i \) each leader of all clusters with color \( i \) creates a random seed of length \( K \)—the randomness for distinct clusters is independent—and distributes the seed to all members of the cluster. \( K = \text{poly} \log n \) is chosen as in Lemma 3.3 such that each node \( v \) of the cluster can extract a biased coin (from the random seed) that equals one with probability \( p(v) \) and zero otherwise and such that these coin flips are \( k \)-wise independent. After all clusters have been processed all nodes execute both phases of the abstract randomized rounding algorithm with their respective random bits. Note that the only randomness used by the algorithm is the generation of the random seeds—one random seed, that is, \( K \) random bits, per cluster. Due to linearity of expectation all results of Lemma 3.1 hold despite the limited dependence between coins and thus the process computes a fractional dominating set with fractionality \( \min \{ x(v)/p(v) \} \) and expected size \( A + \sum_{v \in V} \Pr(E_v = 1) \).

To derandomize the above algorithm we use the method of conditional expectation, that is, we fix the random bits in the above algorithm one after another where the expectation (over the randomness of all unset random bits) only increases marginally during each step. There are \( K \) random bits per cluster and fixing a single bit takes \( O(d) \) rounds—recall that \( d \) is the maximum cluster diameter. We will show that random bits of distinct clusters in the same color class can be fixed simultaneously. The full deterministic algorithm has the following steps: 1) compute a 2-hop \((d,c)\)-network decomposition, 2) deterministically determine a random seed for each cluster, 3) deterministically execute the ‘randomized algorithm’ with these random seeds (using the same network decomposition). The first step needs \( 2^{O(\sqrt{\log n \log \log n})} \) rounds, the second steps \( O(K \cdot c \cdot d) = 2^{O(\sqrt{\log n \log \log n})} \) rounds and the third step can be executed in \( O(1) \) rounds.

We now show how the random bits of the random seeds can be fixed. Assume that clusters are ordered from low color to high color (and arbitrarily within the same color classes). Let \( B_{i,j} \) denote the \( j^{th} \) bit of the random seed of cluster \( i \). We explain how to fix random bits in the order \( B_{1,1}, B_{1,2}, \ldots, B_{1,K}, B_{2,1}, \ldots, B_{2,K}, \ldots \), however it will turn out that random bits of distinct clusters of the same color can be fixed at the same time. To reduce notation assume that bits are indexed with \( 1,2,3,\ldots \) and assume that we want to deterministically determine the \( j^{th} \) bit. Let \( C \) be the cluster of the \( j^{th} \) bit and let \( \ell \) be the cluster leader. With constant overhead we can assume that each node \( v \) always knows its neighbors’ \( x(u) \) and \( p_u \) values as well as its neighbors’ IDs and the algorithm will be designed such that \( v \) also knows all fixed random bits that influence the execution of the first phase of any node in \( N(v) \). Let bits \( B_1, \ldots, B_{j-1} \) be already fixed as \( b_1, \ldots, b_{j-1} \). With this knowledge each node \( v \in N(C) \) computes the following two values where the random variable
Then node $v$ denotes the value of $v$ after the second phase of the process.\footnote{Here $N(C)$ denotes the nodes inside the cluster and nodes that have at least one neighbor in $C$ in graph $G$.}

$$
\alpha_{v,0} = \mathbb{E}[Z_v \mid B_0 = b_0, \ldots, B_{j-1} = b_{j-1}, B_j = 0] \\
\alpha_{v,1} = \mathbb{E}[Z_v \mid B_0 = b_0, \ldots, B_{j-1} = b_{j-1}, B_j = 1]
$$

Then node $v$ rounds these values with accuracy $1/n^{10}$ and obtains values $\bar{\alpha}_{v,0}$ and $\bar{\alpha}_{v,1}$, respectively. Then, as the values are rounded to multiples of $1/n^{10}$, we can aggregate their respective sums at $\ell$ in $O(d)$ rounds using the spanning tree of the cluster; here, nodes that have a neighbor in the cluster but are not part of the cluster send their value to one neighbor in the cluster as if it was the parent in the spanning tree. Thus $\ell$ learns the two values $\sum_{v \in N(C)} \bar{\alpha}_{v,0}$ and $\sum_{v \in N(C)} \bar{\alpha}_{v,1}$. If the first one is smaller $\ell$ sets $b_j = 0$ and otherwise it sets $b_j = 1$. Then the decision is send to all nodes in $N(C)$ and we continue with the next bit. We now prove the following statements:

**Claim:** The expected size of the FDS increases at most by $2/n^9$ by fixing a single bit.

**Proof.** To succinctly express conditional expectations with already fixed bits introduce the notation $\theta = \bigwedge_{j=1}^{j-1} B_i = b_i$. Formally we have

$$
b_j = \arg \min_{x \in \{0, 1\}} \left\{ \mathbb{E} \left[ \sum_{v \in N(C)} \tilde{\alpha}_{v,x} \mid \theta, B_j = x \right] \right\}
$$

Let the random variable $Z$ be the size of the dominating set after the second phase. We can upper bound the expected influence of nodes in $N(C)$ on the size of the dominating set after fixing the $j^{th}$ bit:

$$
\mathbb{E}[Z \mid \theta \land B_j = b_j] - \mathbb{E}[Z \mid \theta] = \sum_{v \in V} (\mathbb{E}[Z_v \mid \theta \land B_j = b_j] - \mathbb{E}[Z_v \mid \theta])
$$

\((*)\)

\[ = \sum_{v \in N(C)} (\mathbb{E}[Z_v \mid \theta \land B_j = b_j] - \mathbb{E}[Z_v \mid \theta]) \]

\[ = \sum_{v \in N(C)} \alpha_{v,b_j} - \mathbb{E} \left[ \sum_{v \in N(C)} Z_v \mid \theta \right] \]

\[ \leq \sum_{v \in N(C)} \left( \tilde{\alpha}_{v,b_j} + \frac{1}{n^{10}} \right) - \mathbb{E} \left[ \sum_{v \in N(C)} Z_v \mid \theta \right] \]

\[ \leq \frac{1}{n^9} + \sum_{v \in N(C)} \tilde{\alpha}_{v,b_j} - \mathbb{E} \left[ \sum_{v \in N(C)} Z_v \mid \theta \right] \]

\((***)\)

\[ = \frac{1}{n^9} + \min \left\{ \sum_{v \in N(C)} \tilde{\alpha}_{v,0}, \sum_{v \in N(C)} \tilde{\alpha}_{v,1} \right\} - \mathbb{E} \left[ \sum_{v \in N(C)} Z_v \mid \theta \right] \]

\[ \leq \frac{2}{n^9} + \min \left\{ \sum_{v \in N(C)} \alpha_{v,0}, \sum_{v \in N(C)} \alpha_{v,1} \right\} - \mathbb{E} \left[ \sum_{v \in N(C)} Z_v \mid \theta \right] \]

\[ \leq \frac{2}{n^9} + \sum_{v \in N(C)} \left( \min \{\alpha_{v,0}, \alpha_{v,1}\} - \mathbb{E}[Z_v \mid \theta] \right) \]

\((****)\)

\[ \leq \frac{2}{n^9} \leq \frac{1}{n^8}, \]
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where (*) follows because \( B_j \) does not influence \( Z_v \) for \( v \notin N(C) \), (***) follows due to the choice of \( b_j \) and (***) follows as \( \min \{ \alpha_v, 0, \alpha_v, 1 \} - \mathbb{E}[Z_v | \theta] \leq 0 \) holds due to the law of total expectation.

There are at most \( n \) clusters and \( K \) bits per cluster, thus at the end the size of the dominating set is upper bounded by \( A + \sum_{v \in V} \Pr(E_v = 1) + \frac{nK-2}{n^2} \leq A + \sum_{v \in V} \Pr(E_v = 1) + n^{-6} \) for sufficiently large \( n \).

**Claim:** Bits of distinct clusters with the same color can be fixed at the same time.

**Proof.** Let \( C_1 \) and \( C_2 \) be two distinct clusters of the same color. The computed network decomposition is a 2-hop decomposition. Hence the distance between the two clusters in \( G \) is at least three and \( N(C_1) \) and \( N(C_2) \) are disjoint. Thus the set of random variables \( \{Z_v | v \in N(C_1)\} \) and \( \{Z_v | v \in N(C_2)\} \), respectively, that are influenced by the bits of the random seed in cluster \( C_1 \) and \( C_2 \), respectively, are disjoint. \( \square \)

The fractionality of the resulting dominating set follows from the fractionality of the abstract randomized rounding algorithm.

We define two algorithms that use the above rounding process (with different choices for \( p(v) \)) as their main subroutine. Both begin with an initial fractional dominating set with values \( x'(v), v \in V \).

**One shot rounding** Increase the values of the input fractional dominating set by a factor \( \ln \tilde{\Delta} \) and obtain a fractional dominating set where node \( v \) has value \( x(v) = \min \{1, x'(v) \cdot \ln \tilde{\Delta} \} \). Then execute the randomized rounding process with value \( x(v) \) and \( p(v) = x(v) \) for all \( v \in V \).

Note that the process one shot rounding transforms a fractional dominating set into an integral dominating set.

**Factor two rounding** Let \( \varepsilon > 0 \) and \( r = \text{poly log } n \). Increase the values of the input fractional dominating set by a factor \( (1 + \varepsilon) \) and obtain a fractional dominating set where node \( v \) has value \( x(v) = \min \{1, x'(v) \cdot (1 + \varepsilon) \} \). Then execute the randomized rounding process with values \( x(v) \) for \( v \in V \) and

\[
p(v) = \begin{cases} 
\frac{1}{2}, & \text{if } x(v) < 2/r \\
1, & \text{if } x(v) \geq 2/r .
\end{cases}
\]

Thus in the factor two rounding nodes with value \( x(v) < 2/r \) double their value with probability 1/2 and otherwise set their value to 0. Nodes with value \( x(v) \geq 2/r \) simply keep their value.

Recall that \( E_v \) equals 1 if node \( v \) is uncovered after the first phase and 0 otherwise. The proofs of the following two crucial lemmas upper bound the probability of \( \Pr(E_v = 1) \) and use the following Chernoff type bound for \( k \)-wise independent random variables.

**Theorem 3.5** (Theorem 5 in [SSS95]). Let \( X \) be the sum of \( k \)-wise independent \( [0, \lambda] \)-valued random variables with expectation \( \mu = E(X) \) and let \( \delta \leq 1 \). Then we have

\[
\Pr(|X - \mu| \geq \delta \mu) \leq e^{-\min \{k/2, \delta^2 \mu/(3 \lambda) \}}.
\]

**Lemma 3.6.** Assume a given \( 1/F \)-fractional dominating set for some integer \( F > 0 \). Then in the one shot rounding process we have \( \Pr(E_v = 1) \leq \tilde{\Delta}^{-1} \). The result holds even if the biased coins of the nodes are only \( k \)-wise independent for any \( k \geq F \).
Proof. Let \( v \in V \) be a node. As the initial dominating set is \( 1/F \)-fractional \( v \) is already covered by \( F \) nodes of \( N(v) \). Let \( S \subseteq N(v) \) denote a set of \( F \) nodes that cover \( v \). If any \( u \in S \) has \( x(u) = 1 \) node \( v \) is covered. Assume that \( x(u) < 1 \) for all \( u \in S \). Then we have \( x(u) = \ln \Delta \cdot x'(u) \) for all \( u \in S \). Let \( Y = \sum_{u \in S} X_u \) and let

\[
\mu := \mathbb{E}[Y] = \sum_{u \in S} p(u) \cdot \frac{x(u)}{p(u)} + (1 - p(u)) \cdot 0 \geq \ln \hat{\Delta} \sum_{u \in S} x'(u) \geq \ln \hat{\Delta}.
\]

\( Y \) is the sum of \([0,1]\)-valued random variables that are independent as \( k \geq F \geq |S| \). We obtain

\[
\Pr(v \text{ is uncovered}) \leq \prod_{u \in S} (1 - \Pr(X_u = 1)) \leq e^{-\ln \hat{\Delta} \cdot \sum_{u \in S} x'(v)} \leq e^{-\ln \hat{\Delta}} = \hat{\Delta}^{-1}.
\]

Lemma 3.7. Let \( \varepsilon > 0 \), \( r \geq 256\varepsilon^{-3} \ln \hat{\Delta} \) and assume a given fractional dominating set. In the factor two rounding process we have \( \Pr(E_v = 1) \leq \hat{\Delta}^{-4} \). The result holds even if the biased coins of the nodes are only \( k \)-wise independent for some \( k \geq 8 \ln \hat{\Delta} \).

Proof. Recall that \( x'(v) \) is the value of node \( v \) before the process is executed, \( x(v) \) is the value before the randomized rounding is executed and \( X_v \) is its value after the first phase. \( E_v \) equals 1, if node \( v \) is uncovered after the first phase, that is, if \( \sum_{u \in N(v)} X_u < 1 \).

We say, that a node with \( p(v) < 1 \) takes part in the rounding process and a node with \( p(v) = 1 \) does not take part in the rounding process. Let \( F = r \). Fix a node \( v \in V \) and let \( N^F = \{ u \in N^+(v) \mid x(u) \leq 1/F \} \) be the set of its neighbors that take part in the rounding process. Further, let \( N^F = N(v) \setminus N^F \) be the nodes that do not take part in the rounding process. Note that all \( u \in N^F \) have \( x(u) \geq 1/F \) and thus either \( X_u \) equals 1 or \( X_u \geq (1 + \varepsilon) x'(u) \). If \( X_u = 1 \) for some \( u \in N^F \) node \( v \) is covered, so without loss of generality we may assume that \( X_u \geq (1 + \varepsilon) x'(u) \) for all \( u \in N^F \).

Let \( S_v = \sum_{u \in N^F} x'(u) \) be the total initial value of the neighbors that take part in the rounding and let \( T_v = \sum_{u \in N^F} x'(u) \) be the total initial value of the neighbors that do not take part in the rounding. As the initial values form a dominating set we have \( S_v + T_v \geq 1 \). We perform a case distinction depending on the value of \( S_v \).

Case \( S_v \leq \frac{\varepsilon}{1 + \varepsilon} \): If there is a node \( u \in N^F \) with \( X_u = 1 \) node \( v \) is covered. Otherwise all nodes nodes \( u \in N^F \) have \( X_u \geq (1 + \varepsilon) x'(u) \) and we have

\[
\sum_{u \in N^F} X_u \geq \sum_{u \in N^F} (1 + \varepsilon) x'(u) \geq (1 + \varepsilon) T_v \geq (1 + \varepsilon) \cdot (1 - S_v) \geq 1.
\]

Thus in case \( v \) is covered by the nodes in \( N^F \).

Case \( S_v > \frac{\varepsilon}{1 + \varepsilon} \): If \( v \) is uncovered we have

\[
1 > \sum_{u \in N(v)} X_u = \sum_{u \in N^F} X_u + \sum_{u \in N^F} X_u \\
\geq (1 + \varepsilon) \cdot (1 - S_v) + \sum_{u \in N^F} X_u \geq (1 - S_v) + \sum_{u \in N^F} X_u
\]

where \( (*) \) follows with the same argumentation as in the first case if \( v \) is not covered by a single node in \( N^F \). Thus if \( v \) is uncovered we have \( \sum_{u \in N^F} X_u < S_v \). We next bound the probability of this
to happen which yields the claim. Denote \( Y = \sum_{u \in N^F} X_u \) and node that \( Y \) is the sum of \( k \)-wise independent \([0, 2(1 + \varepsilon)/F]\) valued random variables as \( X_u \leq x(u)/p_u = 2x(u) \leq 2(1 + \varepsilon)x'(u) \leq 2(1 + \varepsilon)1/F \) for \( u \in N^F \). We compute \( Y \)'s expectation as

\[
\mu := \mathbb{E}[Y] = \sum_{u \in N^F} p_u \cdot \frac{x(u)}{p_u} + 0 \cdot (1 - p(v)) = \sum_{u \in N^F} (1 + \varepsilon)x'(u) = (1 + \varepsilon)S_v.
\]

By Theorem 3.5 we have

\[
\Pr(Y < S_v) = \Pr(Y - \mu < S_v - \mu) \leq \Pr(|Y - \mu| \geq \varepsilon S_v) = \Pr\left(|Y - \mu| \geq \frac{\varepsilon}{1 + \varepsilon} \mu\right) \\
\leq e^{-\min\{k/2, [((\varepsilon/2)/((1 + \varepsilon)3 - 2(1 + \varepsilon)F)]\}} \leq e^{-\min\{k/2, \varepsilon^3/48F\}} \leq \frac{1}{\Delta^4}
\]

where (*) holds as \( \mu \geq \varepsilon \) and \( \varepsilon \leq 1 \) and (**) holds due to \( \Delta \geq 8 \log \Delta \) and \( F \geq 256\varepsilon^{-3} \log \Delta \).

Note that Lemma 3.6 works for all \( F \), but if the fractionality is small we need larger independence. The derandomization lemma (Lemma 3.4) is only efficient if we only need \( k \)-wise independence for some \( k = \text{poly log } n \). Lemma 3.7 crucially depends on a small fractionality as, otherwise if only few nodes double their value, there is no concentration around the expectation.

Applying Lemma 3.4 to both processes implies deterministic counterparts whose properties we summarize in the following two lemmas.

**Lemma 3.8 (Deterministic One Shot Rounding).** Let \( F = \text{poly log } n \). There is a deterministic CONGEST algorithm that, given a \( 1/F \)-fractional dominating set of size \( A \), computes an integral dominating set with size at most \((\ln \Delta) \cdot A + \frac{n}{\Delta} + \frac{1}{n^5} \) and has round complexity \( 2^{O(\sqrt{\log n \log \log n})} \).

**Proof.** Apply Lemma 3.4 to the one shot rounding process with \( k = F = \text{poly log } n \) yielding an integral dominating set of size \((\ln \Delta) \cdot A + \sum_{v \in V} \Pr(E_v = 1) + n^{-6} + n^{-9} \leq (\ln \Delta) \cdot A + \sum_{v \in V} \Pr(E_v = 1) + n^{-5} \) where the \( n^{-9} \) occurs as we have to increase each value such that it is transmittable before applying Lemma 3.4. Lemma 3.6 bounds \( \Pr(E_v = 1) \leq \Delta^{-1} \) for all \( v \in V \) which proves the claim.

**Lemma 3.9 (Deterministic Factor Two Rounding).** Let \( \varepsilon > 1/\text{poly log } n \), \( r \geq F = 256\varepsilon^{-3} \ln \Delta \). There is a deterministic CONGEST algorithm that, given a \( 1/r \)-fractional dominating set of size \( A \), computes a \( 2/r \)-fractional dominating set with size \((1 + \varepsilon)A + \frac{n}{\Delta^3} + \frac{1}{n^5} \) and has round complexity \( 2^{O(\sqrt{\log n \log \log n})} \).

**Proof.** Apply Lemma 3.4 to the one shot rounding process with \( k = F = \text{poly log } n \) yielding an integral dominating set of size \((\ln \Delta) \cdot A + \sum_{v \in V} \Pr(E_v = 1) + n^{-6} + n^{-9} \leq (\ln \Delta) \cdot A + \sum_{v \in V} \Pr(E_v = 1) + n^{-5} \) where the \( n^{-9} \) occurs as we have to increase each value such that it is transmittable before applying Lemma 3.4. Lemma 3.6 bounds \( \Pr(E_v = 1) \leq \Delta^{-1} \) for all \( v \in V \) which proves the claim.

### 3.3 Derandomization via Colorings

In this subsection we present our second derandomization lemma which mainly expressed the runtime as a function of the maximum degree \( \Delta \). In its proof we iterate through the color classes of a distance two coloring of a suitable set \( S \subseteq V \) of the nodes of a given graph \( G = (V,E) \) and at each node we use the method of conditional expectation to locally determine random bits that are sufficient to execute the abstract randomized rounding algorithm such that the computed dominating
set is small enough. Here, a coloring of the nodes in $S$ is a \textit{distance two coloring} if $d_G(u,v) > 2$ for any two nodes $u,v \in S$ that have the same color.

**Lemma 3.10** (Derandomization Lemma II). There is a determ. CONGEST algorithm that, given
- a constraint fractional dominating set $(x,c)$ of size $A$ with transmittable values $x(v), v \in V$,
- a distance two $C$-coloring $\phi$ of $S = \{v \in V \mid p(v) \notin \{0,1\}\}$ and
- transmittable probabilities $p(v) \geq x(v), v \in V$,
computes a constraint fractional dominating set with fractionality $\min_{v \in V} \{x(v)/p(v)\}$ and size at most $A + \sum_{v \in V} \Pr(E_v = 1) + \frac{1}{n}$, where $E_v$ is the event that $v \in V$ is uncovered after the first phase if the abstract randomized rounding process was executed with $x(v)$ and $p(v)$ for $v \in V$. The round complexity of the algorithm is $O(C)$.

**Proof.** We derandomize the first phase of the abstract randomized rounding process with the method of conditional expectation where the objective function is the size of the dominating set after the second phase. For a node $v \in V$ let $X_v$ denote $v$’s value after the first phase of the process. Due to \textbf{Lemma 3.1} the process computes a constraint fractional dominating set with the desired fractionality and its expected outcome is of size $A + \sum_{v \in V} \Pr(E_v = 1)$. Recall, that all nodes with $p(v) \notin \{0,1\}$ flip a single biased coin in the first phase. To derandomize these coin flips we iterate through the $C$ color classes. In iteration $i$ all nodes with color $i$ determine the outcome of their coin flip (or equivalently the value of $X_v$) such that the total expected size at the end of the second phase (over the randomness of coin flips of nodes with colors $i+1, \ldots, C$) does not increase by more than $1/n^7$. Fix some iteration $i$, assume that all nodes with color $< i$ have already fixed their coin flips and let $\theta$ denote the fixed coin flips of all nodes with color $< i$. We describe how a single node $v$ with color $i$ determines $X_v$. Let each node $u \in N(v)$ compute its expected fractional value after the second phase, once conditioned on all fixed coin flips and $X_v = x(v)/p(v)$ and once conditioned on all fixed coin flips and $X_v = 0$.

$$
\alpha_{u,1} = \mathbb{E}[Z_u \mid \theta_u \land X_v = x(v)/p(v)] \\
\alpha_{u,0} = \mathbb{E}[Z_u \mid \theta_u \land X_v = 0]
$$

(1)

Let $\tilde{\alpha}_{u,1}$ and $\tilde{\alpha}_{u,0}$ denote $\alpha_{u,1}$ and $\alpha_{u,0}$ rounded up to the next multiple of $1/n^{10}$, respectively. Each node can compute both values in a single round by learning its neighbors already fixed coin flips (fixed coin flips of nodes that are further away do not influence the expectation of $Z_u$), $x$-values and probabilities; all these values can be learned in a single round as all values are transmittable. Then, each $u \in N(v)$ sends $\tilde{\alpha}_{u,j}, j = 0, 1$ to $v$ and $v$ computes the values $\tilde{A}_{v,1}$ and $\tilde{A}_{v,0}$:

$$
\tilde{A}_{v,1} = \sum_{u \in N(v)} \tilde{\alpha}_{u,1} \\
\tilde{A}_{v,0} = \sum_{u \in N(v)} \tilde{\alpha}_{u,0}
$$

(2)

$$
A_{v,1} = \sum_{u \in N(v)} \alpha_{u,1} \\
A_{v,0} = \sum_{u \in N(v)} \alpha_{u,0}
$$

(3)

The values values $A_{v,1}$ and $A_{v,0}$ are only defined for analysis purposes and cannot be computed by node $v$. Then node $v$ fixes its biased coin (or equivalently sets $X_v$) as follows:

$$
X_v = \begin{cases} 
\frac{x(v)}{p(v)}, & A_{v,1} < A_{v,0} \\
0, & \text{otherwise}
\end{cases}
$$

(4)

The decision of $v$ only depends on values and probabilities in $v$’s 2-neighborhood and none of these values are changed in iteration $i$ as due to the distance two coloring property no other node in the 2-neighborhood of $v$ decides on its value in iteration $i$. Thus, the expected size after iteration $i$ is
the same as if nodes with color $i$ decided with the same protocol sequentially. It remains to show that the expected size does not increase by more than $1/n^7$ by fixing the biased coin of a single node—without the rounding $\alpha_{u,j}$ to $\hat{\alpha}_{u,j}$ there would not be an increase at all. Let the random variable $Z$ be the size of the CFDS after the second phase, for $u \in V$ let the random variable $Z_u$ be the value of node $u$ after the second phase and let $b_v$ be the value that $v$ chose for $X_v$ in (4). We show that the expected size of the dominating set increases at most by $1/n^8$ by the choice $X_v = b_v$.

$$E[Z \mid \theta \land X_v = b_v] - E[Z \mid \theta] = \sum_{u \in V} (E[Z_u \mid \theta \land X_v = b_v] - E[Z_u \mid \theta])$$

$\overset{(*)}{=} \sum_{u \in N(v)} (E[Z_u \mid \theta \land X_v = b_v] - E[Z_u \mid \theta])$

$$= E \left[ \sum_{u \in N(v)} Z_u \mid \theta \land X_v = b_v \right] - E \left[ \sum_{u \in N(v)} Z_u \mid \theta \right]$$

$$= A_{v,b_v} - E \left[ \sum_{u \in N(v)} Z_u \mid \theta \right]$$

$$\leq \frac{1}{n^9} + \bar{A}_{v,b_v} - E \left[ \sum_{u \in N(v)} Z_u \mid \theta \right]$$

$$\overset{(**)}{=} \frac{1}{n^9} + \min \{ \bar{A}_{v,0}, \bar{A}_{v,1} \} - E \left[ \sum_{u \in N(v)} Z_u \mid \theta \right]$$

$$\leq \frac{2}{n^9} + \min \{ A_{v,0}, A_{v,1} \} - E \left[ \sum_{u \in N(v)} Z_u \mid \theta \right]$$

$$\overset{(***)}{\leq} \frac{2}{n^9} \leq \frac{1}{n^7} ,$$

where $(*)$ follows as $X_v$ only influences the direct neighbors of $v$ (for all other nodes we have $E[Z_u \mid \theta \land X_v = b_v] - E[Z_u \mid \theta] = 0$), $(**)$ follows due to the choice of $b_v$ and $(***)$ holds by the law of total expectation. Thus the total increase of the dominating set until all nodes have determined their value is at most $n \cdot \frac{1}{n^7} \leq \frac{1}{n^7}$. The fractionality of the resulting dominating set follows from the fractionality of the abstract randomized rounding algorithm.

We want to use Lemma 3.10 and the one shot or the two factor rounding process from Section 3.2 to increase the fractionality of a dominating set. However, if we applied Lemma 3.10 to $G$ itself we would inherently have a runtime of $O(\Delta^2)$ rounds as we need $O(\Delta^2)$ colors in a distance two coloring of $G$. Instead we apply Lemma 3.10 to a graph that we obtain by modifying the so called bipartite representation of $G$.

**Bipartite Representation:** The bipartite representation $B_G$ of a graph $G = (V, E)$ and a CFDS $(x, c)$ is given through a slight adaption of the bipartite double cover of $G$ together with a CFDS $(\tilde{x}, \tilde{c})$. The vertex set of $B_G$ consists of two copies $V_L$ and $V_R$ of $V$. Two nodes $u \in V_L, u' \in V_R$ are connected in $B_G$ if and only if their counterparts in $V$ are connected in $G$ or if they stem from the
same node. The CFDS \((\bar{x}, \bar{c})\) of \(B_G\) is given through

\[
\bar{x}(v) = \begin{cases} 
  x(v) & v \in V_R \\
  0 & v \in V_L
\end{cases}, \quad \bar{c}(v) = \begin{cases} 
  0 & v \in V_R \\
  c(v) & v \in V_L
\end{cases}
\]

This natural identification can be seen as splitting each node \(v \in V\) into two nodes, one node in \(V_L\) that takes care of the constraint of \(v\) and one node in \(V_R\) that takes the value of \(v\). The input to the algorithms in the upcoming Lemmas 3.13 and 3.14 is a graph \(G\) together with a constraint fractional dominating set \((x', c')\). First, the algorithms compute the bipartite representation \(B_G\), \((\bar{x}', \bar{c}')\). Then they modify \(B_G\) and \((\bar{x}', \bar{c}')\) to obtain a new bipartite graph \(B\) with a new CFDS \((x, c)\)—the modification consists of the removal of edges, splitting of nodes, changing constraints and so on. The (virtual) graph \(B\) admits a distance two coloring with few colors and at the same time ensures small \(\Pr(E_v = 1)\) for all \(v \in V(B)\) which is important to obtain a small dominating set in the end. Then we apply Lemma 3.10 to this modified graph \(B\) and a suitable chosen instantiation of the abstract rounding process from Section 3.1—the instantiations are almost identical to the one shot rounding and factor two rounding from Section 3.2. The graph \(B\) and the instantiation of the rounding process are such that we can compute the necessary distance two coloring of nodes in \(B\) with \(O(\Delta \text{poly} \log \Delta)\) colors and at the same time we ensure that \(\Pr(E_v = 1)\) is small for all nodes of \(B\). Afterwards use the resulting CFDS on \(B\) to construct an FDS on \(G\) with the properties of the respective lemma. To make the derandomization work we need the following two results.

**Theorem 3.11.** 
Chernoff Bound [DP09] Let \(\lambda > 0\) and \(X = \sum_{i=1}^n X_i\) where \(X_i, 1 \leq i \leq n\) are independently distributed in \([0, \lambda]\). Then for \(\delta > 0\) we have \(\Pr(X < (1 - \delta) \mathbb{E}[X]) \leq e^{-\frac{\delta^2}{2} \mathbb{E}[X]}\).

**Lemma 3.12 (Bipartite Coloring).** There is a deterministic CONGEST algorithm that, given a bipartite graph \(B = (V_L \cup V_R, E)\) computes a distance two coloring of \(V_R\) with \(O(\Delta_L \cdot \Delta_R)\) colors in \(O(\Delta_L \cdot \Delta_R + \Delta_L \cdot \log^* n)\) round where \(\Delta_L\) and \(\Delta_R\) are the maximum degree of nodes in \(V_L\) and \(V_R\), respectively.

**Proof.** Let \(G = (V_R, F)\) be the graph on \(V_R\) that is obtained by connecting any two nodes in \(V_R\) that have a common neighbor in \(B\). The coloring of \(B\) is obtained by computing an \(O(\Delta_L \cdot \Delta_R)\)-coloring of \(G\): First compute a \(O((\Delta_L \cdot \Delta_R)^2)\)-coloring of \(G\) with Linial’s algorithm. One round of this algorithm on \(G\) can be simulated in \(O(\Delta_L)\)-rounds in \(B\) yielding a runtime of \(O(\Delta_L \cdot \log^* n)\). Afterwards run the CONGEST algorithm from [BEG18] on \(G\) yielding a \(O(\Delta_L \cdot \Delta_R)\)-coloring in \(O(\Delta_L \cdot \Delta_R)\) rounds. The algorithm of [BEG18] can be reformulated such that every node \(v \in V_R\) uses the \(O((\Delta_L \cdot \Delta_R)^2)\)-coloring to compute (without communication) a sequence \(p_v(0), p_v(1), \ldots, p_v(q-1)\) of colors of length \(q = O(\Delta_L \cdot \Delta_R)\). If \(v\) is still uncolored at the beginning of round \(i\) it tries to obtain color \(c = p_v(i)\). To do so it tests whether any neighbor in \(G\) tries to get color \(c\) in round \(i\) or is already colored with \(c\), if not it keeps color \(c\), otherwise it discards the color and tries again in the next round. The sequences are chosen such that every node is colored after \(q\) rounds. The respective ’test’ can be performed in the communication network \(B\) in \(O(1)\) rounds by letting nodes in \(V_L\) performing the test for their neighbors in \(V_R\). \(\square\)

**Lemma 3.13 (Deterministic One Shot Rounding).** Let \(F > 0\) be an integer. There is a deterministic algorithm that, given a graph \(G\) with a \(1/F\)-fractional dominating set of size \(A\), computes an integral dominating set with size at most \(\ln \Delta \cdot A + n/\Delta + n^{-6}\) and has round complexity \(O(F \cdot \Delta + F \cdot \log^* n)\) in the CONGEST model and round complexity \(O(F \cdot \Delta + \log^* n)\) in the LOCAL model.

**Proof.** To apply Lemma 3.10 efficiently we first construct a new (virtual) graph \(B\) that admits a distance two coloring with few colors and at the same time ensures small \(\Pr(E_v = 1)\) for all \(v \in V(B)\).
Constructing Graph $\mathcal{B}$: Let $x'(v)$ denote the values of the $1/F$-fractional dominating set. First, set $x(v) = \min\{1, \ln \Delta \cdot x'(v)\}$ and set $c(v) = 1$ for all nodes. Note that we actually increase each $x(v)$ such that it is transmittable which increases each value by at most $n^{-10}$ and therefore, summing over all nodes, will give an overall increase to the resulting FDS of at most $n^{-9}$. Then we build the Bipartite Representation $B_G$, $(x, c)$ (reuse of notation for the dominating set) of $G$ with $(x, c)$. For every node the fractional value is either 0 or at least $1/\Delta$. Therefore for each node $v$ on the left hand side, there is a set of at most $F$ nodes that cover $v$. For each node we find such a set. We then remove all edges that connect the node to nodes outside the set. With this we reduce the degree on the left hand side to $F$. Let $\mathcal{B}$ be the abstract randomized rounding process with these values on $\mathcal{B}$.

Instance of the Abstract Rounding Algorithms: Let $p(v) = x(v)$ for all $v \in V(\mathcal{B})$ and consider the abstract randomized rounding process with these values on $\mathcal{B}$.

Bounding $\Pr(E_v = 1)$: For $v \in V(\mathcal{B})$ let $E_v$ be the random variable that is one if $v$’s constraint is violated after the first phase of the abstract randomized rounding process and zero otherwise. If $v$ is on the right hand side of $\mathcal{B}$ its constraint is zero and $\Pr(E_v = 1) = 0$. So let $v$ be a node with $c(v) = 1$. If $v$ has a neighbor $u$ with $x(u) = 1$ then $v$’s constraint is satisfied. Otherwise we have $x(u) \geq \ln \Delta \cdot x'(u)$ for all neighbors of $v$ in $\mathcal{B}$. Thus we can bound the probability that $v$ is uncovered after the first step as follows.

$$
\Pr(E_v) = \prod_{u \in N(v)} (1 - x_u \ln \Delta) \leq \prod_{u \in N(v)} e^{-x_u \ln \Delta} = e^{\sum_{u \in N(v)} -x_u \ln \Delta} = e^{-\ln(\Delta) \sum_{u \in N(v)} x_u} \leq e^{-\ln \Delta} = \frac{1}{\Delta}.
$$

The inequality (*) holds since the sum over all $x'(u)$ in the closed neighborhood of $v$ is at least 1 because we used a valid fractional dominating set as an input.

Applying the Derandomization Lemma and Building FDS on $G$: Using Lemma 3.12 we can color the right hand side nodes $V_R$ with $O(F \cdot \Delta)$ colors in $O(F \cdot \Delta + F \cdot \log^* n)$ rounds. We can then use this coloring together with Lemma 3.10 to generate a dominating set of $\mathcal{B}$ of size

$$
\ln \Delta \cdot A + \sum_{v \in V} \Pr(E_v = 1) + \frac{1}{n^8} + \frac{1}{n^9} \leq \ln \Delta \cdot A + \frac{n}{\Delta} + \frac{1}{n^7}.
$$

Here the $n^{-9}$ term is due to the rounding of the values to transmittable values that we performed at the beginning. The FDS on $\mathcal{B}$ induces an FDS on $G$ by reverting the bipartite representation where a node sets its value to the maximum of the values of its two copies. The fractionality of the resulting dominating set follows from the fractionality of the abstract randomized rounding algorithm. The result in the LOCAL model follows as the required distance two coloring of $V_R$ can be computed in $O(F \cdot \Delta + \log^* n)$ rounds, e.g., with the algorithm of [BEK15].

Lemma 3.14 (Deterministic Factor Two Rounding). Let $\varepsilon > 0$, $r \geq 256\varepsilon^{-3}\log \Delta$. There is a deterministic CONGEST algorithm that, given a graph $G$ with a $1/r$-fractional dominating set of size $A$, computes a $\min\{2/r, 1/F\}$-fractional dominating set with size $(1+\varepsilon)A + n/\Delta^3 + n^{-6}$ and has round complexity $O(\varepsilon^{-2}\Delta \cdot \log \Delta + \varepsilon^{-2}\log \Delta \cdot \log^* n)$ in the CONGEST model and round complexity $O(\Delta \cdot \text{poly log} \Delta + \log^* n)$ in the LOCAL model.

Proof. The fractionality of the input dominating set is increased if all nodes with value $< 2/r$ double their value with probability $1/2$ and set it to 0 otherwise. This can be achieved through an instance of the abstract randomized rounding process and one could use Lemma 3.10 to derandomize this process. However, Lemma 3.10 requires that all nodes that actually take part in the rounding
process are distance two colored. Such a coloring of \( G \) would have \( O(\Delta^2) \) colors and the runtime of the derandomization lemma crucially depends on the number of colors. Thus, we first move to the bipartite representation of \( G \), remove edges and split nodes of this representation and obtain a graph \( B \). Then we derandomize the abstract rounding process on \( B \). The properties of \( B \) ensure 1) that we only need \( \Delta \) poly log \( \Delta \) colors in a distance two coloring of the nodes yielding a \( \Delta \) poly log \( \Delta \) runtime and 2) that the probability of a node being uncovered in the randomized rounding process is small; the latter is important as the approximation factor of the FDS at the end of derandomization depends on these probabilities.

**Constructing Graph \( B \):** Let \( x'(v) \) denote the value of the input \( 1/r \)-fractional dominating set. Let \( x(v) = \min\{1, (1 + \varepsilon)x'(v)\} \). We increase each value of \( x \) such that it is transmittable, this increases each value by at most \( \frac{1}{\varepsilon} \) and therefore gives an overall increase to the FDS of at most \( \frac{1}{\varepsilon} \). We define the constraints of the graph by \( c(v) = 1 \), and let \( s = 64 \varepsilon^{-2} \ln \tilde{\Delta} \). Next, we modify the bipartite Representation \( B_G \) of \( G \) to obtain a bipartite graph \( B = (U_L \cup U_R, E_B) \). Begin with the bipartite representation \( B_G = (V_L \cup V_R, E) \) of \( G \). Each node \( v \in V_L \) is represented by \( k \) nodes \( v_1, \ldots, v_k \) in \( U_L \). The edges of \( v \) are distributed among these nodes as follows: \( v_1 \) is connected to all nodes in \( U_R \) that correspond to nodes \( u \in V_R \) with \( \{v, u\} \in E \) and \( x(u) \geq 2/r \). If the number of remaining edges of \( u \) is less than \( s \) all of them are also given to \( v_1 \) (in this case we have \( k = 1 \)). Otherwise the remaining edges of \( v \) are split between \( v_2, \ldots, v_k \) such that each node gets between \( s \) and \( 2s \) edges. Note that all edges in \( B \) are edges of the original graph and any CONGEST algorithm on \( B \) can be executed without any overhead in the original network graph \( G \). For \( v \in U_R \) we set \( c(v) = 0 \) and for \( v \in U_L \) we set the constraints such that they are satisfied by the \( x' \) values of their neighbors meaning \( c(v) = \max \{1, \sum_{u \in N_B(v)} x'(u_G)\} \) where \( u_G \) is the node that corresponds to \( u \) in \( G \). For the fractional values we define \( x(v) = 0 \) for \( v \in U_L \) and \( x(v) = x(v_G) \) for \( v \in U_R \).

**Instance of the Abstract Rounding Algorithms:** We define the following instance of the abstract randomized rounding algorithm on \( B \). For \( v \in U_L \) we set \( p(v) = 1 \). For \( v \in U_R \) we set

\[
p(v) = \begin{cases} 
\frac{1}{2}, & \text{if } x(v) < 2/r, \\
1, & \text{if } x(v) \geq 2/r.
\end{cases}
\]  

(5)

**Bounding \( \Pr(E_v = 1) \):** For \( v \in U_L \cup U_R \) let \( E_v \) be the random variable that is one if \( v \)'s constraint is violated after the first phase of the abstract randomized rounding process and zero otherwise. If \( v \in U_R \) we clearly have \( \Pr(E_v = 1) = 0 \) as \( c(v) = 0 \). For \( v \in U_L \) we have the following cases:

In the first case \( v \) is a \( v_1 \) type node, meaning all neighbors of \( v_B \) are connected to \( v \). If no \( u \in N(v) \) has \( x(u) < 2/r \) none of the neighbors takes part in the rounding and we have \( E_v = 0 \) as none of the neighbors change their value and \( v \) was covered before the rounding process. Now, assume that \( v_1 \) has neighbors \( u \in N(v) \) with \( x(u) < 2/r \). Let \( S = \{u \in N(v) \mid x(u) < 2/r\} \) be the neighbors of \( v \) that participate in the rounding process and \( T = N(v) \setminus S \). As \( v \) is a \( v_1 \) type we have \( |S| \leq s \) and thus the contribution of participating nodes is at most \( \sum_{u \in S} x'(u) \leq s \cdot 2/s \). As \( v \) is covered before the rounding we obtain that \( \sum_{u \in T} x'(u) \geq 1 - 2s/r \). If \( x(u) = 1 \) for some \( u \in T \) we clearly have \( E_v = 0 \), otherwise we have \( x(u) \geq (1 + \varepsilon)x'(u) \) and we obtain \( \Pr(E_v = 1) = 0 \) as

\[
\sum_{u \in T} x(u) \geq \sum_{u \in T} (1 + \varepsilon)x'(u) \geq (1 + \varepsilon)(1 - 2s/r)^{\langle \ast \rangle} = (1 + \varepsilon) \left(1 - \frac{\varepsilon}{1 + \varepsilon}\right) = 1,
\]

where \( \langle \ast \rangle \) follows because \( 2s/r \leq 2\frac{64\varepsilon^{-2}}{256\varepsilon^{-2}\ln \tilde{\Delta}} = \frac{\varepsilon}{2} \leq \frac{\varepsilon}{1 + \varepsilon} \).

In the second case \( v \) is a \( v_j \), \( j \geq 2 \) type node meaning all neighbors of \( v \) have a fractional value of less than \( 2/r \). Recall that for \( u \in N(v) \) the random variable \( X_u \in [0, 4/r] \) denotes the value
of \( u \) after the first phase of the rounding process. Define \( X = \sum_{u \in \mathcal{N}(v)} X_u \) and note that due to linearity of expectation \( \mathbb{E}[X] = c(v)(1 + \varepsilon) \). With \( \delta = 1 - \frac{1}{1+\varepsilon} = \frac{\varepsilon}{1+\varepsilon} \), \( \varepsilon < 1 \), \( c(v) \geq s/r \), \( \lambda = 4/r \) and the Chernoff Bound from Theorem 3.11 we obtain that

\[
\Pr(E_v = 1) = \Pr(X < c(v)) = \Pr(X < (1 - \delta) \mathbb{E}[X]) \leq e^{-\frac{s^2}{2\varepsilon} \mathbb{E}[X]}
\]

\[
= e^{-\frac{s^2}{2\varepsilon} \cdot r \cdot c(v)(1+\varepsilon)} \leq e^{-\frac{s^2}{(1+\varepsilon)^8 \cdot r \cdot c(v)}} = e^{-\frac{s^2}{(1+\varepsilon)^8}} \leq e^{-\frac{s^2}{\lambda}} = \Delta^{-4}.
\]

**Applying the Derandomization Lemma and Building FDS on \( G \):** Note that for all \( u \in V_L \) we have \( p(u) = 1 \) and each \( u \in V_L \) is connected to at most \( O(s) \) nodes \( u' \) in \( V_R \) with \( p(u') \notin \{0,1\} \). Thus we can use Lemma 3.12 to compute a distance two coloring of \( S = \{ v \in V_R \mid p(v) \notin \{0,1\} \} \) with \( O(s \cdot \Delta) = O(e^{-2 \cdot \log \Delta \cdot \Delta}) \) colors in \( O(\varepsilon^{-2} \cdot \log \Delta \cdot \Delta + \varepsilon^{-2} \cdot \log \Delta \cdot \log^* n) \).

We now use Lemma 3.10 with graph \( \mathcal{B} \), the constraint fractional dominating set \( (x,c) \) with transmittable values and the distance two coloring of \( S \) to obtain a FDS of \( \mathcal{B} \) with size at most

\[
\ln \Delta \cdot A + \sum_{v \in V} \Pr(E_v = 1) + \frac{1}{n^8} + \frac{1}{n^9} \leq \ln \Delta \cdot A + \frac{n}{\Delta^4} + \frac{1}{n^7}.
\]

Here the \( n^{-9} \) term is due to the rounding of the values to transmittable values that we performed at the beginning. The FDS on \( \mathcal{B} \) induces an FDS on \( G \) by reverting the bipartite representation where a node sets its value to the maximum of the values of its two copies. The fractionality of the resulting dominating set follows from the fractionality of the abstract randomized rounding algorithm. The result in the LOCAL model follows as the required distance two coloring of \( V_R \) can be computed in \( O(s \cdot \Delta + \log^* n) \) rounds, e.g., with the algorithm of [BEK15].

### 3.4 Proof of Theorem 1.1

We use the deterministic rounding results (Lemmas 3.8, 3.9, 3.13 and 3.14) to prove our main results.

**Proofs of Theorem 1.1/Theorem 1.2/Corollary 1.3.** Set \( \rho = \log(\Delta/\varepsilon) \), \( \varepsilon_1 = \min\{\varepsilon/16, 1/4\} \), \( \varepsilon_2 = \varepsilon_1/(100\rho) \) and \( F = 256\varepsilon^{-3} \cdot \log \Delta \). Then the algorithm for all three results consist of three parts.

- **Part I:** Use Lemma 2.1 to build an initial FDS with fractionality \( \varepsilon_1 / \log \Delta \) and \( (1 + \varepsilon_1) \)-approximation guarantee,
- **Part II:** iterate (with \( \varepsilon_2 \)) Lemma 3.9 or Lemma 3.14 \( \rho \) times to increase the fractionality by a factor two until the fractionality is \( \varepsilon \) and
- **Part III:** use Lemma 3.8 or Lemma 3.13 to round the FDS to an integral one.

In this Lemma 3.9 and Lemma 3.8 are used to prove Theorem 1.1. Lemma 3.14 and Lemma 3.13 are used to prove Theorem 1.2. We begin with a \( (1 + \varepsilon_1) \)-approximation guarantee, roughly lose a \( (1 + \varepsilon_1 / \rho) \) factor in the approximation guarantee in each iteration of second part and roughly a \( \ln \Delta \) factor in the third part, which heuristically bounds the approximation guarantee as follows

\[
(1 + \varepsilon_1)(1 + \varepsilon_2/10)(1 + \varepsilon_1/(100\rho))^\rho \ln \Delta \leq (1 + \varepsilon) \ln \Delta.
\]

To study the runtime of the algorithm let \( T_{\text{col}}(\Delta_L, \Delta_r) = O(\Delta_L \cdot \Delta_r + \Delta_L \cdot \log^* n) \) be the time to distance two color the right hand side of a bipartite graph with maximum degree \( \Delta_L \) on the left hand side and \( \Delta_R \) on the right hand side. Further note that \( F = O(\varepsilon^{-3} \cdot \log \Delta) \) and let \( s = \varepsilon^{-2} \cdot \log \Delta \). We obtain the following runtimes of the different parts of the algorithm
• Part I: Lemma 2.1 $O(\varepsilon^{-4}\log^2 \Delta)$
• Part II: $\rho$ iterations of Lemma 3.14 take $O(\rho \cdot s \cdot T_{col}(s, \tilde{\Delta}))$
• Part III: Lemma 3.13: $O(F \cdot \Delta + T_{col}(s, \tilde{\Delta}))$

For Theorem 1.1 we obtain a runtime of

$$O(\varepsilon^{-4}\log^2 \Delta) + (\rho + 1) \cdot 2^{O(\sqrt{\log n \log \log n})} = O(\varepsilon^{-4}\log^2 \Delta) + 2^{O(\sqrt{\log n \log \log n})}.$$  

For Theorem 1.2 we obtain a runtime of

$$O(\varepsilon^{-4}\log^2 \Delta + (\Delta \varepsilon^{-2} \log \Delta + \varepsilon^{-2} \log \Delta \cdot \log^* n) \cdot \log \Delta + \Delta \varepsilon^{-3} \log \Delta + \varepsilon^{-3} \log^* n)$$

$$= O(\varepsilon^{-4}\log^2 \Delta + \Delta \varepsilon^{-2} \log^2 \Delta + \varepsilon^{-2} \log^2 \Delta \cdot \log^* n + \Delta \varepsilon^{-3} \log \Delta + \varepsilon^{-3} \log^* n)$$

The exact upper bound on the size of the dominating set after part II is given by

$$(1 + \varepsilon_1)(1 + \frac{\varepsilon_1}{\rho}) \cdot A + \sum_{i=0}^{\rho-1} \left(1 + \frac{\varepsilon}{\rho}\right)^i \left(\frac{n}{\Delta^4} + \frac{1}{n^6}\right) \leq (1 + \varepsilon_1)e^{\varepsilon_1} \cdot A + \sum_{i=0}^{\rho-1} \left(1 + \frac{\varepsilon}{\rho}\right)^i \left(\frac{n}{\Delta^4} + \frac{1}{n^6}\right)$$

$$\leq (1 + \varepsilon) \cdot A + \sum_{i=0}^{\rho-1} \left(1 + \frac{\varepsilon}{\rho}\right)^i \left(\frac{n}{\Delta^4} + \frac{1}{n^6}\right)$$

$$= (1 + \varepsilon) \cdot A + \frac{(1 + \frac{\varepsilon}{\rho})^\rho - 1}{(1 + \frac{\varepsilon}{\rho}) - 1} \left(\frac{n}{\Delta^4} + \frac{1}{n^6}\right)$$

$$\leq (1 + \varepsilon) \cdot A + 2\rho \left(\frac{n}{\Delta^4} + \frac{1}{n^6}\right).$$

The exact upper bound on the size of the dominating set after part III is given by

$$(1 + \varepsilon) \cdot A + 2\rho \left(\frac{n}{\Delta^4} + \frac{1}{n^6}\right) \ln \Delta + \frac{n}{\Delta} + \frac{1}{n^5}$$

Note that the approximation guarantee is at most $(1 + \varepsilon)(2 + \ln \Delta)$ as for small constant $\Delta$ part II is not executed at all and for $\varepsilon > 1/\text{poly} \log \Delta$ the term can be bounded as claimed.

\section{4 Connected Dominating Set}

In the following, we discuss how to extend the dominating set algorithm Section 3.2 to obtain a logarithmic approximation of the connected dominating set problem. We first recall how to extend a given dominating set $S$ of a connected graph $G$ to a connected dominating set (CDS) $\bar{S}$ of $G$. A proof for the following statement for example appears in [DMP+05] (see also [GK98]).

\textbf{Claim 4.1.} [DMP+05, GK98] Let $G = (V,E)$ and let $S \subseteq V$ be a dominating set of $G$. Further, let $G_S = (S, E_S)$ be a graph defined on the nodes in $S$, where there is an edges $\{u,v\} \in E_S$ for $u,v \in S$ if $d_G(u,v) \leq 3$. Then, $G_S$ is connected if and only if $G$ is connected.

\textbf{Algorithm Outline:} Due to Claim 4.1 we can compute a CDS $\bar{S}$ of size at most $3|S|$ by first choosing a spanning tree $T_S$ of $G_S$ and by then replacing each edge of $T_S$ by a path of length at most 3 in $G$ and adding the at most 2 inner nodes of the path to $\bar{S}$.
the spanning tree $T_S$ by a slightly larger sparse spanning subgraph that can be computed efficiently in the distributed setting. In the LOCAL model, this is straightforward and has for example be done by Dubhashi et al. in [DMP+05]. In the CONGEST model, Ghaffari [Gha14] showed that sparse skeleton construction of Pettie [Pet10] can be adapted to work on the graph $G_S$ with small messages. Note however that the algorithm of [Pet10] and the algorithm of [Gha14] are randomized. Alternatively, one could try to use the more basic spanner algorithm of Baswana and Sen [BS07], this would however come at a cost of a factor $O(\log n)$ in the number of edges of the spanning subgraph and thus in the number of nodes of the constructed CDS. In the derandomized version of the spanner algorithm of [BS07], which has been presented by Ghaffari and Kuhn in [GK18], this additional cost even increases to an $O(\log^2 n)$ factor. In order to avoid this, we will first show how to apply a clustering of the graph $G_S$ to reduce the problem of finding a spanning subgraph on $G_S$ to finding a spanning subgraph on a smaller graph $G'_S$ of size at most $O(|S|/\log^2 n)$. We then show that it is possible to use the technique of [Gha14] in order to efficiently run the deterministic spanner algorithm of [GK18] on $G'_S$ in the CONGEST model, which then gives a CDS $\hat{S}$ of size $|\hat{S}| = O(|S|).

\textbf{Reducing the Problem Size:} We first describe how to reduce the problem to finding a sparse subgraph on a smaller graph $G'_S$. We first compute a subset $S'$ of $S$ of size at most $S/(c \log^2 n)$ for a sufficiently large constant $c$. By using the CONGEST model ruling set algorithm of [ALGP89, HKN16], one can deterministically compute a subset $S'$ in time $O(\log^3 n)$ such that any two nodes $u,v \in S'$ are at distance $d_G(u,v) \geq c' \log^2 n$ for a chosen constant $c' > 0$ and such that every node in $S \setminus S'$ has some node in $S'$ within distance $O(\log^3 n)$ in $G$. We then partition the set $S$ into $|S'|$ clusters such that each node $v \in S'$ is the center of a cluster and such that each node $u \in S \setminus S'$ joins the cluster of the closest cluster center in the graph $G_S$. In addition, for each cluster $C \subseteq S'$, we construct a subtree of $G$ that spans all the nodes in $S$ and that contains at most $3|C|$ nodes of $G$.

The clusters are constructed in a BFS-type fashion as follows. The algorithm runs in phases $i = 1,2,\ldots$. For a node $v \in S'$, let $C_v$ be $v$’s cluster and let $T_v$ be the subtree of $G$ that spans $C_v$. At the beginning each cluster $C_v$ (and thus also each tree $T_v$) only consists of the node $v$ itself. Each phase then consists of three rounds, In the first 2 rounds of the phase, we add nodes from $V \setminus S$ (i.e., nodes that are not in the given dominating set) to the clusters. Concretely, in the first round of phase $i$, each node $w \in V \setminus S$ that is not yet in a cluster tree and that neighbors a node $u \in S$ that has been added to a cluster $C_v$ in phase $i-1$ adds the edge $\{w,u\}$ to the tree $T_v$ and joins the tree $T_v$. If there are several choices for the node $u$, node $w$ chooses one of them arbitrarily. In the second round of phase $i$, every node $w' \in V \setminus S$ that is not yet in a cluster tree and that has a neighbor $w \in V \setminus S$ that joined a cluster tree $T_v$ in the first round of phase $i$ joins the cluster tree $T_w$ of $w$ and adds the edge $\{w,w'\}$ to $T_w$. Again, if $w'$ can choose among different neighbors $w$, it chooses one arbitrarily. Finally, in the third round of the phase, every node $u \in S$ that is not yet in a cluster tree $T_v$ can join a cluster in this step if it either has a neighbor $x \in S$ that joined a cluster in the previous phase or if it has a neighbor $w \in V \setminus S$ that joined a cluster in one of the first two rounds of phase $i$. Again, if $u$ can choose among different nodes, to join a cluster, it picks one arbitrarily and adds an edge to it to the respective cluster tree. The clustering algorithm ends as soon as all nodes are in some cluster. At the end, in every cluster tree $T_v$, we remove all nodes $w \in V \setminus S$ for which there is no node of $S$ in its subtree (i.e., we prune the tree to only contain the nodes that are necessary to connect the actual cluster nodes). Finally, given the clustering, we define the cluster graph $G'_S$ as follows. The nodes of $G'_S$ are the $|S'|$ clusters of the clustering and two clusters are neighbors in $G'_S$ if they contain nodes $u \in S$ and $v \in S$ that are neighbors in $G_S$. The following lemma analyzes the relevant properties of the described clustering algorithm.
Lemma 4.2. The above clustering algorithm runs in time $O(\log^3 n)$ in the CONGEST model and it constructs cluster trees of radius $O(\log^3 n)$. The total number of clusters is at most $|S|/(c \log^2 n)$ for a constant $c > 0$ that can be chosen and the number of nodes in all the cluster trees is less than $3|S'|$. Further, the cluster graph $G'_S$ is connected if and only if $G$ is connected.

Proof. Consider some node $u \in S$ and let $v \in S'$ be the closest node to $u$ in graph $G_S$ and assume that the distance between $u$ and $v$ is $d$. It follows directly from the construction of the clustering (and by induction on the number phases) that $u$ joins some cluster in phase $d$ of the clustering algorithm. We next show that the number of phases and thus the maximum cluster tree diameter is at most $O(\log^3 n)$. The ruling set construction of $S'$ guarantees that every node $v \in S \setminus S'$ has some node $v$ in $S'$ at distance at most $O(\log^3 n)$ in $G$. We need to show that the distance between $u$ and $v$ is also at most $O(\log^3 n)$ in $G_S$. To see this, consider a shortest path $P$ in $G$ connecting $u$ and $v$. Assume that the length of $P$ is $d = O(\log^3 n)$. Each of the nodes of $P$ is dominated by some node in $S$. Assume that two neighbors $x$ and $y$ on $P$ are dominated by nodes $s_u \in S$ and $s_v \in S$. Because the distance between $s_u$ and $s_v$ in $G$ is at most 3, $s_u$ and $s_v$ are connected by an edge in $G_u$. There therefore is a path of length at most $d = O(\log^3 n)$ between $u$ and $v$ in $G_u$.

To see that there are at most $|S|/(c \log^2 n)$ clusters, recall that any two nodes $u, v \in S'$ are at distance at least $c' \log^2 n$ from each other in $G$. Because a path of length $d$ in $G_S$ implies a path of length at most $3d$ in $G$, $u$ and $v$ are therefore at distance at least $(c'/3) \log n$ in $G_S$. Each cluster is therefore of depth at least $(c'/6) \log^2 n$ (in $G_S$) and it therefore contains at least $(c'/6) \log^2 n$ nodes of $S$. Because the clustering partitions the nodes of $S$, the number of clusters is therefore at most $6|S|/(c' \log n)$, which is at most $|S|/(c \log n)$ when choosing $c'$ sufficiently large.

It remains to show that $G'_S$ is connected iff $G$ is connected. However, since two clusters are connected whenever there is an edge in $G_S$ connecting the two clusters, $G'_S$ is connected whenever $G_S$ is connected and this last claim therefore directly follows from Claim 4.1.

To complete the proof of Theorem 1.4, we next show that the deterministic spanner algorithm of [GK18] can be efficiently applied on $G'_S$ to extend the set of cluster trees of the above clustering to a CDS of size at most $(3 + \varepsilon)|S|$. By its structure, the Baswana-Sen spanner algorithm [BS07] and also its derandomization in [GK18] directly works on cluster graphs. As the edges of $G_S$ are paths of length at most 3 in $G$, it is however not clear that we can efficiently communicate over the edges of $G_S$ (and thus of $G'_S$).

Proof of Theorem 1.4: In [GK18], it is shown that on an $n$-node graph, a spanner with stretch $O(\log n)$ and $O(n \log^2 n)$ edges can be computed deterministically in $2^{O(\log n \log \log n)}$ in the CONGEST model. The algorithm is based on a direct derandomization of the well-known randomized spanner construction by Baswana and Sen [BS07]. We next describe the steps of the algorithm that are necessary to understand its use in the context here.

Let $H = (V_H, E_H)$ be an $n$-node graph. The algorithm consists of $k$ phases. At all times, the active nodes form disjoint clusters. At the beginning, each node is active and a cluster by itself. In each phase, each cluster is sampled with constant probability (say with probability $1/2$). At the end of the phase, only the sampled clusters survive and each node that is not in a sampled cluster either joins a cluster or becomes inactive. Let $v$ be a node that is not in a sampled cluster. If $v$ has a neighbor $u$ in a sampled cluster, $v$ adds the edge $\{u, v\}$ to the spanner and joins the cluster of $u$ (if $v$ has more than one neighbor in sampled clusters, it chooses one arbitrarily). If $v$ has no neighbor in a sampled cluster, it adds an edge to each neighboring cluster and becomes inactive. Because clusters are sampled with constant probability, a node that becomes inactive has

---

<sup>8</sup>Note that the original algorithm by Baswana and Sen [BS07] allows to compute a spanner with stretch $2k - 1$ for arbitrary $k$. The sampling probability in the algorithm is $n^{-1/k}$, which is equal to a constant for $k = \Theta(\log n)$.
at most \(O(\log n)\) neighboring clusters, w.h.p., and it therefore also adds at most \(O(\log n)\) edges to the spanner. In the last phase, there are at most \(O(\log n)\) clusters and each active node adds an edge to each neighboring cluster. In each phase, each node, therefore adds at most \(O(\log n)\) edges and thus, the total number of edges at the end is at most \(O(n \log^2 n)\). It is clear that the resulting graph is connected. Assume now that the graph \(H\) is actually a cluster graph, where the nodes of \(H\) are represented by disjoint, connected clusters of diameter at most \(d\) on some underlying graph \(G\). Assume further that the clusters are connected by the edges of \(G\) that connect nodes of different clusters. It is clear that at the cost of a factor \(d\) in time, the above algorithm can also be run on \(H\) by using the \textsc{CONGEST} model on \(G\).

The only part that is randomized in the above spanner algorithm is the random sampling of the clusters. In [GK18], it is shown how this sampling can be replaced by a deterministic procedure. The requirements to run this deterministic sampling are also satisfied when running the algorithm on a cluster graph (in fact, since the spanner algorithm works on clusters anyways, the sampling in [GK18] has to work for cluster graphs).

The graph \(G'_s\) is a cluster graph. However, the edges connecting the clusters are not edges of the underlying graph \(G\), but they are edges of the graph \(G_s\) (i.e., paths of length at most 3 on \(G\)). It is not clear how to efficiently use all these \(G_s\)-edges in parallel in the \textsc{CONGEST} model. In [Gha14], it is shown how to reduce the number of \(G_s\) edges such that they can all efficiently be used in the \textsc{CONGEST} model and such that the graph remains connected. We describe the method slightly applied to our context.

Recall that for each \(v \in S'\), \(C_v \subseteq S\) is the set of dominating set nodes in the cluster of node \(v\). We need to connect any two clusters \(C_u\) and \(C_v\) by \(G_s\)-edges if there are two nodes \(x \in C_u\) and \(y \in C_v\) that are connected by \(G_s\)-edges (i.e., by a path of length at most 3 in \(G\)). Note that we do not necessarily need to add one of \(G_s\)-edges that connects \(C_u\) with \(C_v\) directly. We choose paths of length at most 3 to connect the clusters as follows.

1. First of all, for any two nodes \(x \in C_u\) and \(y \in C_v\) that are neighbors in \(G\), we add the edge \(\{x, y\}\).

2. For each node \(w \in V \setminus S\), let \(k(w)\) be the number of different clusters such that \(w\) has a direct edge to some node \(u \in S\) of the cluster. Each node with \(k(w) \geq 1\) picks one neighbor for each adjacent cluster. Let these neighbors be \(w_1, \ldots, w_{k(w)}\). If \(k(w) \geq 2\), node \(w\) adds the 2-hop paths \(w_i, w, w_{i+1}\) as a \(G_s\)-edge between \(w_i\) and \(w_{i+1}\) for each \(i \in \{1, \ldots, k(w) - 1\}\).

3. Let \(w, w' \in V \setminus S\) be two \(G\)-neighbors with \(k(w) \geq 1\) and \(k(w') \geq 1\). The two nodes \(w, w'\) add the 3-hop paths \((w_1, w, w', w'_{k(w')})\) and \((w'_1, w', w, w_{k(w)})\).

It is clear that the added paths maintain the connectivity of the graph \(G'_s\). Further, the paths are chosen such that each edge of \(G\) is used in at most 2 paths. We can therefore send \(O(\log n)\)-bit messages over all these paths in \(O(\log n)\) rounds in the \textsc{CONGEST} model on \(G\). It is therefore now possible to efficiently apply the deterministic spanner algorithm of [GK18]. The algorithm adds at most \(O(|S'| \log^2 |S'|)\) \(G_s\) edges and thus also at most \(O(|S'| \log^2 |S'|)\) nodes to the CDS. As the number of nodes in \(S'\) is at most \(|S|/(\epsilon \log^2 n)\), we have \(O(|S'| \log^2 |S'|) = O(\varepsilon |S|)\) for a given constant \(\varepsilon > 0\) and a sufficiently large constant \(c\). This completes the proof.

5 Conclusions

We have efficient deterministic \textsc{CONGEST} model algorithms to compute almost optimal approximate solutions for the minimum dominating set and the minimum connected dominating set.

---

\footnote{A more careful analysis actually shows that the number of edges is at most \(O(n \log n)\).}
problems. To keep things as simple as possible, our algorithms are only given for the standard (unweighted) dominating set problem. However two possible generalizations are worth mentioning. The dominating set problem is a special case of set cover problem, where one is given a collection of finite sets that collectively cover some set of elements $X$ and the objective is to choose a smallest possible number of those set, so that still all elements in $X$ are covered. When considering the set cover problem in a distributed context, it is usually modeled as a graph by defining a node for each set and for each element and by adding an edge between a set and an element node if and only if the respective element is contained in the respective set (see, e.g., [KMW06]). It is not hard to see that our algorithms can also be (almost directly) applied to the more general set cover problem.

Another possible generalization would be to extend our algorithms to also work for the weighted version of the dominating set problem. Here, each node has a weight and the objective is to select a dominating set of minimum total weight. We believe that our rounding method would also work more or less in the same way for the weighted dominating set problem (or for the weighted set cover problem). The part of the algorithm that would require most care are the gradual rounding steps, where we need to reduce the degrees of the constraint nodes in order to obtain efficient algorithms. The partition of a constraint into several lower order constraints seems less clear when weights are involved. We should remark that while we believe that our MDS algorithms can be generalized to also obtain good approximate solutions for the weighted MDS problem, the same is not true for the weighted connected dominating set problem. In [Gha14], Ghaffari shows that the weighted CDS problem has an $\Omega(D + \sqrt{n})$ lower bound in the CONGEST model on graphs with diameter $D$. The paper also gives a (randomized) CONGEST algorithm that approximates the CDS problem in time $\tilde{O}(D + \sqrt{n})$.
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