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Abstract

Fusion frames are collection of subspaces which provide a redundant representation of signal spaces. They generalize classical frames by replacing frame vectors with frame subspaces. This paper considers the sparse recovery of a signal from a fusion frame. We use a block sparsity model for fusion frames and then show that sparse signals under this model can be compressively sampled and reconstructed in ways similar to standard Compressed Sensing (CS). In particular we invoke a mixed $\ell_1/\ell_2$ norm minimization in order to reconstruct sparse signals. In our work, we show that assuming a certain incoherence property of the subspaces and the apriori knowledge of it allows us to improve recovery when compared to the usual block sparsity case.

1 Introduction

The problem of recovering sparse signals in $\mathbb{R}^N$ from $m < N$ measurements has drawn a lot of attention in recent years [7, 8, 13]. Compressed Sensing (CS) achieves such performance by imposing a sparsity model on the signal of interest. The sparsity model, combined with randomized linear acquisition, guarantees that certain non-linear reconstruction can be used to efficiently and accurately recover the signal.

Classical frames are nowadays a standard notion for modeling applications, in which redundancy plays a vital role such as filter bank theory, sigma-delta quantization, signal and image processing and wireless communications. Fusion frames are a relatively new concept which is potentially useful when a single frame system is not sufficient to represent the whole sensing mechanism efficiently. Fusion frames were first introduced in [10] under the name of ‘frames of subspaces’ (see also the survey [9]). They analyze signals by projecting them onto multidimensional subspaces, in contrast to frames which consider only one-dimensional projections. In the literature, there have been a number of applications where fusion frames have proven to be useful practically, such as distributed processing [19, 11], parallel processing [4, 20], packet encoding [5].

In this paper, we consider the recovery of sparse signals from a fusion frame. Signals of interest are collections of vectors from fusion frame subspaces which can be considered as a ‘block’ signal. In other words, say we have $N$ subspaces, then we have a collection of $N$ vectors which is the (block) signal we wish to recover. In addition to block structure, the signals from a fusion frame have the property that each block belongs to a particular fusion frame subspace. We are then allowed to observe linear measurements of those vectors and we aim to reconstruct the original signal from those measurements. In order to do so, we use ideas from CS. We assume a ‘block’ sparsity model on the signals to be recovered where a few of the vectors in the collection are assumed to be nonzero. For instance, we are not interested whether each vector is sparse or not within the subspace it
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belongs to. For the reconstruction, a mixed $\ell_1/\ell_2$ minimization is invoked in order to capture the structure that comes with the sparsity model.

This problem was studied before in [6] where the authors proved that it is sufficient for recovery to take $m \gtrsim s \ln(N)$ random measurements. Here $s$ is the sparsity level and $N$ is the number of subspaces. It is worth emphasizing that our model assumes that the signals of interest lie in particular subspaces which is not assumed in block sparsity problems. In this paper, our goal is to improve the results in [6] when the subspaces have a certain incoherence property, i.e., they have nontrivial mutual angles between them, and we assume to know them. Recently the authors in [2] have studied this problem in the uniform recovery setting. Our focus in this paper will be on the nonuniform recovery of signals from a fusion frame. To our best knowledge, a result of this nature is not available in the literature.

1.1 Notation

We denote Euclidean norm of vectors by $\| \cdot \|_2$ and the spectral norm of matrices by $\| \cdot \|$. Boldface notation refers to block vectors and matrices throughout this paper. Let $[N] = \{1, 2, \ldots, N\}$. For a block matrix $A = (a_{ij}B_{ij})_{i \in [m], j \in [N]} \in \mathbb{R}^{md \times Nd}$ with blocks $B_{ij} \in \mathbb{R}^{d \times d}$, we denote the $\ell$-th block column by $A_{\ell} = (a_{ij\ell}B_{ij})_{i \in [m]} \in \mathbb{R}^{md \times d}$ and the column submatrix restricted to $S \subset [N]$ by $A_S = (a_{ij}B_{ij})_{i \in [m], j \in S}$. Similarly for a block vector $x = (x_i)_{i=1}^N \in \mathbb{R}^{Nd}$ with $x_i \in \mathbb{R}^d$, we denote the vector $x_S = (x_i)_{i \in S}$ restricted to $S$. The complement $[N] \setminus S$ is denoted $\overline{S}$. The $\ell_\infty \to \ell_\infty$ and $\ell_2 \to \ell_\infty$ norms of a matrix $A \in \mathbb{R}^{m \times n}$ are given as

$$
\|A\|_\infty = \max_{i \in [m]} \sum_{j=1}^n A_{ij}, \quad \text{and} \quad \|A\|_{2,\infty} = \max_{i \in [m]} \left( \sum_{j=1}^n A_{ij}^2 \right)^{1/2},
$$

respectively. Furthermore, for a block vector $x = (x_i)_{i=1}^N$ with $x_i \in \mathbb{R}^d$ we define the $\ell_{2,\infty}$-norm as

$$
\|x\|_{2,\infty} = \max_{i \in [N]} \|x_i\|_2.
$$

Given a block vector $z$ with $N$ blocks from $\mathbb{R}^d$, we define $\text{sgn}(z) \in \mathbb{R}^{dN}$ analogously to the scalar case as

$$
\text{sgn}(z)_i = \begin{cases} 
\frac{z_i}{\|z_i\|_2} & : \|z_i\|_2 \neq 0, \\
0 & : \|z_i\|_2 = 0.
\end{cases}
$$

2 Background on Fusion Frames

A fusion frame for $\mathbb{R}^d$ is a collection of $N$ subspaces $W_j \subset \mathbb{R}^d$ and associated weights $v_j$ that satisfy

$$
A\|x\|_2^2 \leq \sum_{j=1}^N v_j^2 \|P_j x\|_2^2 \leq B\|x\|_2^2
$$

(1)

for all $x \in \mathbb{R}^d$ and for some universal fusion frame bounds $0 < A \leq B < \infty$, where $P_j \in \mathbb{R}^{d \times d}$ denotes the orthogonal projection onto the subspace $W_j$. For simplicity we assume that the dimensions of the $W_j$ are equal, that is $\dim(W_j) = k$. For a fusion frame $(W_j)_{j=1}^N$, let us define the space

$$
\mathcal{H} = \{(x_j)_{j=1}^N : x_j \in W_j, \; \forall j \in [N]\} \subset \mathbb{R}^{d \times N},
$$
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where we denote \([N] = \{1, \ldots, N\}\). The mixed \(\ell_{2,1}\)-norm of a vector \(x \equiv (x_j)_{j=1}^N \in \mathcal{H}\) is defined as
\[
\|x\|_{2,1} = \sum_{j=1}^N \|x_j\|_2.
\]
Furthermore, the \('\ell_0\)-block norm’ of \(x \in \mathcal{H}\) (which is actually not even a quasi-norm) is defined as
\[
\|x\|_0 = \#\{j \in [N] : x_j \neq 0\}.
\]
We say that a vector \(x \in \mathcal{H}\) is \(s\)-sparse, if \(\|x\|_0 \leq s\).

In this paper we consider the recovery of sparse vectors from the set \(\mathcal{H}\) which collects all vectors from a fusion frame subspaces. However our results do not assume necessarily that subspaces satisfy the fusion frame property \([1]\) but rather assume they satisfy an incoherence property as explained in Section 2.3.

2.1 Relation with other recovery problems

A special case of the sparse recovery problem above appears when all subspaces coincide with the ambient space \(W_j = \mathbb{R}^d\) for all \(j\). Then the problem reduces to the well studied joint sparsity setup \([15]\) in which all the vectors have the same sparsity structure. In order to see this, say we have \(N\) vectors \(\{x_1, \ldots, x_N\}\) in \(\mathbb{R}^d\) and write them as rows of a matrix \(X \in \mathbb{R}^{N \times d}\). Assuming only \(s\) of the rows are non-zero, the \(d\) vectors consisting of the columns of the matrix \(X\) have the same common support set, i.e., are jointly sparse. To be more precise, if \((X_i)_{i=1}^d\) denote the columns of \(X\), \(\text{supp}(X_i) = \text{supp}(X_j)\) for all \(i \neq j\).

Furthermore, our problem is itself a special case of block sparsity setup \([14]\), with significant additional structure that allows us to enhance existing results. Without the subspace structure, we would have \(N\) vectors \(\{x_1, \ldots, x_N\}\) in \(\mathbb{R}^d\) where only \(s\) of them are non-zero, i.e., \(\text{card}\{i \in [N] : x_i \neq 0\} = s\). The reason this is called block sparsity is because we count the vectors which are non-zero as a block rather than checking if its entries are sparse.

Another related concept is group sparsity \([21]\) where each entry of the vector is assigned to a predefined group and sparsity counts the groups that are active in the support set of the vector. In mathematical notation, consider a vector \(x\) of length \(p\) and assume that its coefficients are grouped into sets \(\{G_i\}_{i=1}^N\), such that for all \(i \in [N]\), \(G_i \subset [p]\). The vector \(x\) is group \(s\)-sparse if the non-zero coefficients lie in \(s\) of the groups \(\{G_i\}_{i=1}^N\). Formally,
\[
\text{card}\{i \in [N] : \text{supp}(x) \cap G_i \neq 0\} = s.
\]
This is similar to the block sparsity with \(p = Nd\) except that the groups may be allowed to overlap, i.e., \(G_i \cap G_j \neq \emptyset\). We also note that, for sparse recovery, a natural proxy for group sparsity becomes the norm \(\sum_i \|x_{G_i}\|_2\).

Finally in the case \(d = 1\), the projections equal 1, and hence the problem reduces to the standard CS recovery problem \(Ax = y\) with \(x \in \mathbb{R}^N\) and \(y \in \mathbb{R}^m\).

2.2 Sparse recovery problem

Our measurement model is as follows. Let \(x^0 = (x^0_j)_{j=1}^N \in \mathcal{H}\) be an \(s\)-sparse and we observe \(m\) linear combinations of those vectors
\[
y = (y_i)_{i=1}^m = \left(\sum_{j=1}^N a_{ij}x_j^0\right)_{i=1}^m, \quad y_i \in \mathbb{R}^d,
\]
for some scalars \((a_{ij})\). Let us denote the block matrices \(A_I = (a_{ij}I_d)_{i,j \in [N]}\) and \(A_P = (a_{ij}P_j)_{i,j \in [N]}\) that consist of the blocks \(a_{ij}I_d\) and \(a_{ij}P_j\) respectively. Here \(I_d\) is the identity matrix of size \(d \times d\). Then we can formulate this measurement scheme as

\[
y = A_Ix^0 = A_Px^0, \quad \text{for } x^0 \in \mathcal{H}.
\]

We replaced \(A_I\) by \(A_P\) since the relation \(P_jx_j = x_j\) holds for all \(j \in [N]\). We wish to recover \(x^0\) from those measurements. This problem can be formulated as the following optimization program

\[
(L_0) \quad \hat{x} = \arg\min_{x \in \mathcal{H}} ||x||_0 \quad \text{s.t.} \quad A_Px = y.
\]

The optimization program \((L_0)\) is NP-hard. Instead we propose the following convex program

\[
(L_1) \quad \hat{x} = \arg\min_{x \in \mathcal{H}} ||x||_{2,1} \quad \text{s.t.} \quad A_Px = y.
\]

We shall show that block sparse signals can be accurately recovered by solving \((L_1)\). In the rest of the paper \(P\) denotes the \(N \times N\) block diagonal matrix where the diagonals are projection matrices \(P_j, j \in [N]\). \(P_S\) denotes the \(s \times s\) block diagonal matrix with entries \(P_i, i \in S\).

### 2.3 Incoherence matrix

In this section we define an incoherence matrix \(\Lambda\) associated with a fusion frame

\[
\Lambda = (\alpha_{ij})_{i,j \in [N]}, \tag{2}
\]

where \(\alpha_{ij} = ||P_iP_j||\) for \(i \neq j \in [N]\) and \(\alpha_{ii} = 0\). Note that \(||P_iP_j||\) equals the largest absolute value of the cosines of the principle angles between \(W_i\) and \(W_j\). Then, for a given support set \(S \subset [N]\), we denote \(\Lambda_S\) as the submatrix of \(\Lambda\) with columns restricted to \(S\), and \(\Lambda^S\) as the the submatrix with columns and rows restricted to \(S\). Then we note the following norms

\[
||\Lambda_S||_{2,\infty} = \max_{i \in [N]} \left( \sum_{j \in S, j \neq i} ||P_iP_j||^2 \right)^{1/2} \quad \text{and} \quad ||\Lambda^S||_{2,\infty} = \max_{i \in S} \left( \sum_{j \in S, j \neq i} ||P_iP_j||^2 \right)^{1/2},
\]

and

\[
||\Lambda_S||_{\infty} = \max_{i \in [N]} \sum_{j \in S, j \neq i} ||P_iP_j|| \quad \text{and} \quad ||\Lambda^S||_{\infty} = \max_{i \in S} \sum_{j \in S, j \neq i} ||P_iP_j||.
\]

Moreover, we define the parameter \(\lambda\) as

\[
\lambda = \max_{i \neq j} ||P_iP_j||, \quad i, j \in [N].
\]

Clearly \(\lambda\) equals the largest entry of \(\Lambda\). In addition it holds that

\[
||\Lambda_S||_{2,\infty} \leq ||\Lambda^S||_{\infty} \leq \lambda_s
\]

for any \(S\) with \(|S| = s\). If the subspaces are all orthogonal to each other, i.e. \(\lambda = 0\) and \(\Lambda = 0\), then only one measurement \(y = \sum_i a_ix_i\) suffices to recover \(x^0\). In fact, since \(x_i \perp x_j\), we have

\[
x_i = \frac{1}{a_i} P_iy.
\]

This observation suggests that fewer measurements are necessary when \(\lambda\) gets smaller. In this work our goal is to provide a solid theoretical understanding of this observation.
3 Nonuniform recovery with Bernoulli matrices

In this section we study nonuniform recovery from fusion frame measurements. Our main result states that a fixed sparse signal can be recovered with high probability using a random draw of a Bernoulli random matrix $A \in \mathbb{R}^{m \times N}$ whose entries take value $\pm 1$ with equal probability. Also we assume that fusion frames $(W_j)_{j=1}^N$ for $\mathbb{R}^d$ have $\dim(W_j) = k$ for all $j$.

**Theorem 3.1.** Let $x \in \mathcal{H}$ be $s$-sparse and $S = \text{supp}(x)$. Let $A \in \mathbb{R}^{m \times N}$ be Bernoulli matrix and a fusion frame $(W_j)_{j=1}^N$ be given with the incoherence matrix $\Lambda$. Assume that

$$m \geq C(1 + \|A_S\|_{\infty}) \ln(N) \ln(sk) \ln(\varepsilon^{-1}),$$

where $C > 0$ is a universal constant. Then with probability at least $1 - \varepsilon$, $(L_1)$ recovers $x$ from $y = A_P x$.

If the subspaces are not equi-dimensional, one can replace $sk$ term in Condition (3) by $\sum_{i \in S} \dim(W_j)$, where $\dim(W_j) = k_j$. We prove Theorem 3.1 in Section 3.3. The proof relies on the recovery condition of Lemma 3.3 via an inexact dual.

**Gaussian Case.** We also state a similar result for Gaussian random matrices without a proof. These matrices have entries as independent standard Gaussian random variables, i.e., $A_{ij} = g_{ij} \sim N(0, 1)$.

**Theorem 3.2.** Let $x \in \mathcal{H}$ be $s$-sparse. Let $A \in \mathbb{R}^{m \times N}$ be a Gaussian matrix and $(W_j)_{j=1}^N$ be given with parameter $\lambda \in [0, 1]$ and $\dim(W_j) = k$ for all $j$. Assume that

$$m \geq \bar{C}(1 + \lambda s) \ln^2(6Nk) \ln^2(\varepsilon^{-1}),$$

where $\bar{C} > 0$ is a universal constant. Then with probability at least $1 - \varepsilon$, $(L_1)$ recovers $x$ from $y = A_P x$.

The proof of this result can be found in [1, Section 3.3]. It also follows the inexact dual lemma however proceeds in a rather different way the Bernoulli case since the probabilistic tools we use for proving Theorem 3.1 apply only for bounded random variables. Therefore we apply other tools which make proofs considerably long and so we do not present them here.

### 3.1 Recovery lemma

This section gives a sufficient condition for recovery of fixed sparse vectors based on an “inexact dual vector”. Sufficient conditions involving an exact dual vector were given in [17, 22]. The modified inexact version is due to Gross [18]. Below, $A|_{\mathcal{H}}$ restricts the matrix $A$ to its range $\mathcal{H}$.

**Lemma 3.3.** Let $A \in \mathbb{R}^{m \times N}$ and $(W_j)_{j=1}^N$ be a fusion frame for $\mathbb{R}^d$ and $x \in \mathcal{H}$ with support $S$. Assume that

$$\|[(A_P)^S(A_P)_S]^{-1}|_{\mathcal{H}} \| \leq 2 \quad \text{and} \quad \max_{i \in S} \| (A_P)^S(A_P)_i \| \leq 1. \quad (4)$$

Suppose there exists a block vector $u \in \mathbb{R}^{Nd}$ of the form $u = A_P^* h$ with block vector $h \in \mathbb{R}^{md}$ such that

$$\|u_S - \text{sgn}(x_S)\|_2 \leq 1/4 \quad \text{and} \quad \max_{i \in S} \|u_i\|_2 \leq 1/4. \quad (5)$$

Then $x$ is the unique minimizer of $\|z\|_{2,1}$ subject to $A_P z = A_P x$. 
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Proof. The proof follows [16, Theorem 4.32] and generalizes it to the block vector case. For convenience we give the details here. Let \( \hat{x} \) be a minimizer of \( \|z\|_{2,1} \) subject to \( A_P z = A_P x \). Then \( v = \hat{x} - x \in \mathcal{H} \) satisfies \( A_P v = 0 \). We need to show that \( v = 0 \). First we observe that

\[
\| \hat{x} \|_{2,1} = \| x_S + v_S \|_{2,1} + \| v_\overline{S} \|_{2,1} = \| \text{sgn}(x_S + v_S)(x_S + v_S) \| + \| v_\overline{S} \|_{2,1} \\
\geq \| \text{sgn}(x_S)(x_S + v_S) \| + \| v_\overline{S} \|_{2,1} \\
= \| x_S \|_{2,1} + \| \text{sgn}(x_S), v_S \| + \| v_\overline{S} \|_{2,1}. \tag{6}
\]

For \( u = A_P^* h \) it holds

\[
\langle u_S, v_S \rangle = \langle u, v \rangle - \langle u_\overline{S}, v_\overline{S} \rangle = \langle h, A_P v \rangle - \langle u_\overline{S}, v_\overline{S} \rangle = -\langle u_\overline{S}, v_\overline{S} \rangle.
\]

Hence,

\[
\langle \text{sgn}(x_S), v_S \rangle = \langle \text{sgn}(x_S) - u_S, v_S \rangle + \langle u_S, v_S \rangle = \langle \text{sgn}(x_S) - u_S, v_S \rangle - \langle u_\overline{S}, v_\overline{S} \rangle.
\]

The Cauchy-Schwarz inequality together with \([5] \) yields

\[
|\langle \text{sgn}(x_S), v_S \rangle| \leq \| \text{sgn}(x_S) - u_S \|_2 \| v_S \|_2 + \max_{i \in \overline{S}} \| u_i \|_2 \| v_\overline{S} \|_{2,1} \leq \frac{1}{4} \| v_S \|_2 + \frac{1}{4} \| v_\overline{S} \|_{2,1}.
\]

Together with \([6] \) this yields

\[
\| \hat{x} \|_{2,1} \geq \| x_S \|_{2,1} - \frac{1}{4} \| v_S \|_2 + \frac{3}{4} \| v_\overline{S} \|_{2,1}.
\]

We now bound \( \|v_S\|_2 \). Since \( A_P v = 0 \), we have \( (A_P)_S v_S = -(A_P)_\overline{S} v_\overline{S} \) and

\[
\|v_S\|_2 = \|[(A_P)_S^*(A_P)_S]^{-1}_H (A_P)_S^* v_S \|_2 = \| [ (A_P)_S^*(A_P)_S]^{-1}_H (A_P)_S^* (A_P)_\overline{S} v_\overline{S} \|_2 \\
\leq \| [(A_P)_S^*(A_P)_S]^{-1}_H \| \| (A_P)_S^*(A_P)_\overline{S} v_\overline{S} \|_2 \leq 2 \left \| (A_P)_S^* \sum_{i \in \overline{S}} (A_P)_i v_i \right \|_2 \\
\leq 2 \sum_{i \in \overline{S}} \| (A_P)_S^*(A_P)_i \| \| v_i \|_2 \leq 2 \| v_\overline{S} \|_{2,1}.
\]

Hereby, we used the second condition in \([4] \). Then we have

\[
\| \hat{x} \|_{2,1} \geq \| x \|_{2,1} + \frac{1}{4} \| v_\overline{S} \|_{2,1}.
\]

Since \( \hat{x} \) is an \( \ell_{2,1} \)-minimizer it follows that \( v_\overline{S} = 0 \). Therefore \( (A_P)_S v_S = -(A_P)_\overline{S} v_\overline{S} = 0 \). Since \( (A_P)_S \) is injective, it follows that \( v_S = 0 \), so that \( v = 0 \).

To this end, we introduce the rescaled matrix \( \tilde{A}_P = \frac{1}{\sqrt{m}} A_P \). The term \( \| [(\tilde{A}_P)_S^*(\tilde{A}_P)_S]^{-1}_H \| \) in \([4] \) will be treated with Theorem \([3.4] \) by noticing that \( \| (\tilde{A}_P)_S^*(\tilde{A}_P)_S - P_S \| \leq \delta \) implies \( \| [(\tilde{A}_P)_S^*(\tilde{A}_P)_S]^{-1}_H \| \leq (1 - \delta)^{-1} \). The other terms in Lemma \([3.3] \) will be estimated by the lemmas in the next section. Throughout the proof, we use the notation \( E_{jj}(A) \) to denote the \( s \times s \) block diagonal matrix with the matrix \( A \in \mathbb{R}^{d \times d} \) in its \( j \)-th diagonal entry and 0 elsewhere.
3.2 Auxiliary results

We use the matrix Bernstein inequality [23], stated in Theorem 6.1 for convenience, in order to bound \( \|(\tilde{A}_P)^*_S(\tilde{A}_P)S - P_S\| \). Recall the definition (2) of the incoherence matrix.

**Theorem 3.4.** Let \( A \in \mathbb{R}^{m \times N} \) be a measurement matrix whose entries are i.i.d. Bernoulli random variables and \( (W_j)^{N}_{j=1} \) be a fusion frame with the associated matrix \( \Lambda \). Then, for \( \delta \in (0,1) \), the block matrix \( \tilde{A}_P \) satisfies

\[
\|(\tilde{A}_P)^*_S(\tilde{A}_P)S - P_S\| \leq \delta
\]

with probability at least \( 1 - \varepsilon \) provided

\[
m \geq \delta^{-2} \left( 2\|\Lambda^S\|^2_{2,\infty} + \frac{2}{3} \max\{\|\Lambda^S\|, 1\} \right) \ln(2sk/\varepsilon).
\]

**Proof.** We can assume that \( S = [s] \) without loss of generality. Denote \( Y_\ell = (\epsilon_j P_j)_{j \in S} \) for \( \ell \in [m] \) as the \( \ell \)-th block column vector of (\( \tilde{A}_P^* )_S \). Observing that \( \mathbb{E}(Y_{\ell}Y_{\ell}^*)_{j,k} = \mathbb{E}(\epsilon_j \epsilon_k P_j P_k) = \delta_{jk} P_j P_k \), we have \( \mathbb{E}Y_{\ell}Y_{\ell}^* = P_S \). Therefore, we can write

\[
(\tilde{A}_P^*)_S(\tilde{A}_P)S - P_S = \frac{1}{m} \sum_{\ell=1}^{m} (Y_{\ell}Y_{\ell}^* - \mathbb{E}Y_{\ell}Y_{\ell}^*).
\]

This is a sum of independent self-adjoint random matrices. We denote the block matrices \( X_\ell := \frac{1}{m}(Y_{\ell}Y_{\ell}^* - \mathbb{E}Y_{\ell}Y_{\ell}^*) \) which have mean zero. Moreover,

\[
\|X_\ell\| = \frac{1}{m} \max_{\|x\|_2 = 1, x \in \mathcal{H}} |\langle Y_{\ell}Y_{\ell}^* x, x \rangle - \langle P_S x, x \rangle| = \frac{1}{m} \max_{\|x\|_2 = 1, x \in \mathcal{H}} \|Y_{\ell}^* x\|^2 - \|x\|^2
\]

\[
\leq \frac{1}{m} \max_{\|x\|_2 = 1, x \in \mathcal{H}} \left\{ \max_{\|x\|_2 = 1, x \in \mathcal{H}} \|Y_{\ell}^* x\|^2 - 1, 1 \right\} = \frac{1}{m} \max \left\{ \|Y_{\ell}\|^2 - 1, 1 \right\}.
\]

We further bound the spectral norm of the block matrix \( Y_{\ell}^* \). We separate a vector \( x \in \mathbb{R}^{sd} \) into \( s \) blocks of length \( d \) and denote \( x = (x_i)_{i=1}^{s} \). Defining the vector \( \beta \in \mathbb{R}^s \) with \( \beta_i = \|x_i\|_2 \) we have

\[
\|Y_{\ell}^*\|^2 = \max_{\|x\|_2 = 1} \left\{ \sum_{i=1}^{s} \epsilon_i P_i x_i \right\}^2 = \max_{\|x\|_2 = 1} \sum_{i,j=1}^{s} \epsilon_i \epsilon_j \langle P_i x_i, P_j x_j \rangle
\]

\[
\leq \max_{\|x\|_2 = 1} \sum_{i,j=1}^{s} \|P_i P_j x_j, x_i\| \leq \max_{\|x\|_2 = 1} \sum_{i,j=1}^{s} \|P_i P_j\| \|x_i\|_2 \|x_j\|_2
\]

\[
\leq \max_{\|x\|_2 = 1} \sum_{j=1}^{s} \|x_j\|_2^2 + \max_{\|x\|_2 = 1} \sum_{i \neq j} \|P_i P_j\| \beta_i \beta_j
\]

\[
\leq 1 + \max_{\|\beta\|_2 = 1} \langle \beta, \Lambda \beta \rangle \leq 1 + \|\Lambda^S\|.
\]

This implies the estimate

\[
\|X_\ell\| \leq \frac{\max\{\|\Lambda^S\|, 1\}}{m}.
\]
Furthermore,

\[
\mathbb{E}X^2 \ell = \frac{1}{m^2} \mathbb{E}(Y_\ell Y^*_\ell Y_\ell Y^*_\ell + P_S - Y_\ell Y^*_\ell P_S - P_S Y_\ell Y^*_\ell)
\]

\[
= \frac{1}{m^2} Y_\ell \left( \sum_{j=1}^s P_j \right) Y^*_\ell + \frac{1}{m^2} P_S - \frac{1}{m^2} \mathbb{E}(Y_\ell Y^*_\ell) P_S - \frac{1}{m^2} P_S \mathbb{E}(Y_\ell Y^*_\ell)
\]

\[
= \frac{1}{m^2} \sum_{i=1}^s \mathbb{E}_{i i} \left( P_i \left( \sum_{j=1}^s P_j \right) P_i \right) - \frac{1}{m^2} P_S.
\]

In the first equality above, we used the independence of \( \epsilon_{\ell j} \) for \( j \in S \) and the fact that \( \epsilon^2_{\ell j} = 1 \). Next, we estimate the variance parameter appearing in the noncommutative Bernstein inequality as

\[
\sigma^2 := \left\| \sum_{\ell=1}^m \mathbb{E}(X^2 \ell) \right\| = \left\| \frac{1}{m} \sum_{i=1}^s \mathbb{E}_{i i} \left( P_i \left( \sum_{j=1}^s P_j \right) P_i \right) - P_S \right\|
\]

\[
= \frac{1}{m} \left\| \sum_{i=1}^s \mathbb{E}_{i i} \left( P_i \left( \sum_{j \in [s], j \neq i} P_j \right) P_i \right) \right\| = \frac{1}{m} \max_{i \in [s]} \left\| P_i \left( \sum_{j \in [s], j \neq i} P_j \right) P_i \right\|.
\]

We further estimate,

\[
\max_{i \in [s]} \left\| P_i \left( \sum_{j \in [s], j \neq i} P_j \right) P_i \right\| = \max_{i \in [s]} \left\| \sum_{j \in [s], j \neq i} P_i P_j P_i \right\| \leq \max_{i \in [s]} \sum_{j \in [s], j \neq i} \left\| P_i P_j \right\| \left\| P_j P_i \right\| = \max_{i \in [s]} \sum_{j \in [s], j \neq i} \left\| P_i P_j \right\|^2.
\]

Finally we arrive at

\[
\sigma^2 \leq \frac{\| \Lambda^S \|_{2, \infty}^2}{m}.
\]

We are now in the position of applying Theorem 6.1. It holds

\[
P \left( \| (\mathbf{A}_P)^S (\mathbf{A}_P)^S - P_S \| > \delta \right) = P \left( \| \sum_{\ell=1}^m X^2 \ell \| > \delta \right)
\]

\[
\leq 2sk \exp \left( -\frac{\delta^2 m/2}{\| \Lambda^S \|_{2, \infty} + \max\{\| \Lambda^S \|, 1\} \delta/3} \right) \leq 2sk \exp \left( -\frac{\delta^2 m}{2\| \Lambda^S \|_{2, \infty}^2 + \frac{2}{3} \max\{\| \Lambda^S \|, 1\}} \right), \quad (8)
\]

where we used that \( \delta \in (0, 1) \). The careful reader may have noticed that \( 2sk \) appears in front of the exponential instead of the dimension of \( X^2 \ell \in \mathbb{R}^{sd \times sd} \) as asked by Theorem 6.1. In fact, Theorem 6.1 gives a better estimate if the matrices \( \mathbb{E}X^2 \ell \) are not full rank, see (38) and the remark after Theorem 6.1. Indeed, in our case since \( \text{rank}(P_j) = \dim(W_j) = k \), we have \( \text{rank}(\mathbb{E}X^2 \ell) = sk \) which appears in (8). Bounding the right hand side of (8) by \( \varepsilon \) completes the proof.

We now provide the analogous of the auxiliary lemmas in [16, Section 12.4] with slight modifications.
Lemma 3.5. Let $S$ be a subset of $[N]$ with cardinality $s$ and $\mathbf{v} \in \mathbb{R}^{S \times d}$ be a block vector of size $s$ with $v_j \in W_j$ for $j \in S$. Assume that $m \geq \|A_S\|_{2,\infty}$ and $\max_{i \in S} \|v_i\| \leq \kappa \leq 1$. Then, for $t > 0,$

$$\mathbb{P} \left( \max_{i \in S} \| (\mathbf{A}_P)_{i}^* (\mathbf{A}_P)_{S} \mathbf{v} \|_2 \geq \frac{\kappa \|A_S\|_{2,\infty}}{\sqrt{m}} + t \right) \leq N \exp \left( \frac{-t^2 m}{2\kappa^2 \|A_S\|_{2,\infty}^2 + 4\kappa^2 \|A_S\|_{\infty} + \kappa \|A_S\|_{\infty}} \right).$$

Proof. Fix $\ell \in \mathbb{S}$. We may assume without loss of generality that $S = \{1, 2, \ldots, s\}$. Observe that for $i \in [m]$, $\epsilon_{i\ell}$ are independent from $\epsilon_{ij}$ for $j \in S$. For simplicity we denote the corresponding matrices as $\mathbf{B} = (\mathbf{A}_P)_{\ell}^*$ and $\mathbf{C} = (\mathbf{A}_P)_{S}$. The $i$-th block column and $i$-th block row are denoted as $\mathbf{B}_i$ and $\mathbf{B}_i^*$ respectively. Note that

$$(\mathbf{A}_P)_{\ell}^* (\mathbf{A}_P)_{S} \mathbf{v} = \sum_{i=1}^{m} \mathbf{B}_i \mathbf{C}_i^* \mathbf{v} = \sum_{i=1}^{m} \sum_{j=1}^{s} \frac{1}{m} \epsilon_{i\ell} \epsilon_{ij} P_{P_j} v_j$$

for $\ell \in \mathbb{S}$. For convenience we introduce

$$\mathbf{B}_i \mathbf{C}_i^* = \frac{1}{m} \left( \epsilon_{i\ell} \epsilon_{1P_1} P_1 \quad \epsilon_{i\ell} \epsilon_{2P_2} P_2 \quad \cdots \quad \epsilon_{i\ell} \epsilon_{sP_s} P_s \right).$$

The sum of independent vectors in (9) will be bounded in $\ell_2$ norm using the vector valued Bernstein inequality Lemma 6.4. Observe that the vectors $\mathbf{B}_i \mathbf{C}_i^* \mathbf{v}$ have mean zero. Furthermore,

$$m \mathbb{E} \| \mathbf{B}_i \mathbf{C}_i^* \mathbf{v} \|_2^2 = \frac{1}{m} \mathbb{E} \sum_{j,k=1}^{s} \epsilon_{i\ell} \epsilon_{ij} \epsilon_{ik} \langle P_{P_j} v_j, P_{P_k} v_k \rangle$$

$$= \frac{1}{m} \sum_{j=1}^{s} \| P_{P_j} v_j \|_2^2 \leq \frac{1}{m} \sum_{j=1}^{s} \| P_{P_j} \|_2^2 \| v_j \|_2^2 \leq \frac{\kappa^2}{m} \|A_S\|_{2,\infty}$$

where we used $\|v_j\|_2 \leq \kappa$. We bound $\sigma^2$ appearing in Lemma 6.4 simply due to Remark 6.5 by

$$m \sigma^2 \leq m \mathbb{E} \| \mathbf{B}_i \mathbf{C}_i^* \mathbf{v} \|_2^2 \leq \frac{\kappa^2}{m} \|A_S\|_{2,\infty}.$$

For the uniform bound, observe that

$$\| \mathbf{B}_i \mathbf{C}_i^* \mathbf{v} \|_2 \leq \frac{1}{m} \sum_{j=1}^{s} \epsilon_{i\ell} \epsilon_{ij} P_{P_j} v_j \leq \frac{1}{m} \sum_{j=1}^{s} \| P_{P_j} \|_2 \| v_j \|_2 \leq \frac{\kappa}{m} \|A_S\|_{\infty}.$$

Then the vector valued Bernstein inequality (40) yields

$$\mathbb{P} \left( \| (\mathbf{A}_P)_{\ell}^* (\mathbf{A}_P)_{S} \mathbf{v} \|_2 \geq \frac{\kappa \|A_S\|_{2,\infty}}{\sqrt{m}} + t \right) \leq \exp \left( -\frac{t^2 / 2}{\frac{\kappa^2 \|A_S\|_{2,\infty}^2}{m} + \frac{2 \kappa \|A_S\|_{\infty} \kappa \|A_S\|_{2,\infty} \sqrt{m}}{m} + \frac{t \kappa \|A_S\|_{\infty}}{m}) \right).$$
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Taking the union bound over $\ell \in \overline{S} \subset [N]$ and using that $\frac{\|\Lambda_S\|_{2,\infty}}{\sqrt{m}} \leq 1$ yields

$$P\left(\max_{\ell \in \overline{S}} \| (\tilde{A}_P)_S^\dagger (\tilde{A}_P)_S v \|_2 \geq \kappa \frac{\|\Lambda_S\|_{2,\infty}}{\sqrt{m}} + t \right) \leq N \exp \left( -\frac{t^2}{2\kappa^2\|\Lambda_S\|_2^2 + 4\kappa^2\|\Lambda_S\|_\infty + t\kappa\|\Lambda_S\|_\infty} \right).$$

This completes the proof.

Next, we prove a similar auxiliary result.

**Lemma 3.6.** Let $S$ be subset of $[N]$ with cardinality $s$ and $v \in \mathbb{R}^{s \times d}$ be a block vector of size $s$ with $v_j \in W_j$ for $j \in S$. Assume that $m \geq \|\Lambda^S\|_{2,\infty}$. Then, for $t > 0$,

$$P\left( \| [(\tilde{A}_P)_S^\dagger (\tilde{A}_P)_S - P_S]v \|_2 \geq \left( \frac{\|\Lambda^S\|_{2,\infty}}{\sqrt{m}} + t \right) \|v\|_2 \right) \leq \exp \left( -\frac{mt^2}{8 + 4\|\Lambda^S\|_\infty + 2\|\Lambda^S\|_{2,\infty}^2 + t(\frac{4}{3} + \frac{2}{3}\|\Lambda^S\|_\infty)} \right).$$

**Proof.** Again we assume without loss of generality that $\|v\|_2 = 1$ and $S = \{1, 2, \ldots, s\}$. As in the proof of Theorem 3.4 we rewrite the term that we need to bound as

$$[(\tilde{A}_P)_S^\dagger (\tilde{A}_P)_S - P_S]v = \frac{1}{m} \sum_{\ell=1}^m (Y_\ell Y_\ell^* - P_S)v$$

where $Y_\ell = (\epsilon_{\ell_i} P_i)_{i=1}^s$ is the $\ell$-th block row of $(\tilde{A}_P)_S$. We use the vector valued Bernstein inequality, Lemma 6.4 once again, in order to estimate the $\ell_2$ norm of this sum. Observe that $E(Y_\ell Y_\ell^* - P_S)v = 0$ as in the proof of Theorem 3.4. Furthermore, denoting

$$Z = \left\| \frac{1}{m} \sum_{\ell=1}^m (Y_\ell Y_\ell^* - P_S)v \right\|_2,$$

we have

$$EZ^2 = mE \left\| \frac{1}{m} (Y_1 Y_1^* - P_S)v \right\|_2^2$$

$$= \frac{1}{m} E(\langle Y_1 Y_1^* - P_S)v, (Y_1 Y_1^* - P_S)v \rangle)$$

$$= \frac{1}{m} E(\langle Y_1 Y_1^* v, Y_1 Y_1^* v \rangle - 2\langle Y_1 Y_1^* v, v \rangle + \langle v, v \rangle)$$

$$= \frac{1}{m} E(\langle Y_1 Y_1^* v, Y_1 Y_1^* v \rangle - 2\|Y_1^* v\|_2^2 + 1).$$

We now estimate the first two terms in the last line above. First observe that due to $Y_1^* Y_1 =
\[ \sum_{i=1}^{s} P_i, \text{ it holds} \]

\[
\mathbb{E}(Y_1 Y_1^† Y_1^† v, v) = \mathbb{E}(Y_1 \sum_{i=1}^{s} P_i Y_1^*) v, v) = \left( \sum_{j=1}^{s} \mathbb{E}_{jj}(P_j \sum_{i=1}^{s} P_i P_j) v, v \right)
= \sum_{j=1}^{s} \langle P_j \sum_{i=1}^{s} P_i v_j, v_j \rangle = \sum_{i,j=1}^{s} \langle P_j P_i v_j, v_j \rangle
\]

\[
\leq \sum_{i,j,i \neq j} \| P_i P_j \|^2 \| v_j \|^2 \| v_j \|^2 + \sum_{j=1}^{s} \| v_j \|^2 \leq \left( \sum_{j=1}^{s} \| v_j \|^2 \sum_{i \neq j} \| P_i P_j \|^2 \right) + 1
\]

\[
\leq 1 + \left( \max_{j \in S} \sum_{i \neq j} \| P_i P_j \|^2 \right) \sum_{j=1}^{s} \| v_j \|^2 \leq 1 + \| \Lambda^S \|_{2,\infty}^2,
\]

where we used that \( \Lambda^S \) is symmetric and \( \| v \|_2 = 1 \). Secondly, since

\[
\mathbb{E} \| Y_1^† v \|^2 = \mathbb{E} \sum_{i=1}^{s} \epsilon_i P_i v_i \| v_i \|^2 = \mathbb{E} \sum_{i,j=1}^{s} \epsilon_i \epsilon_j \langle v_i, v_j \rangle = \sum_{i=1}^{s} \| v_i \|^2 = 1
\]

we obtain

\[
\mathbb{E} Z^2 \leq \frac{\| \Lambda^S \|_{2,\infty}^2}{m}.
\]

For the uniform bound, we have

\[
\frac{1}{m} \| (Y_\ell Y_\ell^† - P_S) v \|_2 \leq \frac{1}{m} \| Y_\ell Y_\ell^† \| \| v \|_2 + \frac{1}{m} \| v \|_2
= \frac{1}{m} \| Y_\ell \|^2 + \frac{1}{m} \leq 2 + \frac{\| \Lambda^S \|_\infty}{m}.
\]

The last inequality follows from [7]. Finally we estimate the weak variance simply by the strong variance

\[
m \sigma^2 \leq \mathbb{E} Z^2 \leq \frac{\| \Lambda^S \|_{2,\infty}^2}{m}.
\]

Then the \( \ell_2 \)-valued Bernstein inequality [40] yields

\[
\mathbb{P} \left( \| (\tilde{A}_P) S (\tilde{A}_P) S - P_S \|_2 \geq \left( \frac{\| \Lambda^S \|_{2,\infty}}{\sqrt{m}} + t \right) \| v \|_2 \right)
\leq \exp \left( -\frac{t^2/2}{\| \Lambda^S \|_{2,\infty}^2 / m + (4 + 2 \| \Lambda^S \|_\infty) \| \Lambda^S \|_{2,\infty} / \sqrt{m} + t (2 + \| \Lambda^S \|_\infty) / 3m} \right).
\]

Using that \( \frac{\| \Lambda^S \|_{2,\infty}}{\sqrt{m}} \leq 1 \), we obtain

\[
\mathbb{P} \left( \| (\tilde{A}_P) S (\tilde{A}_P) S - P_S \|_2 \geq \left( \frac{\| \Lambda^S \|_{2,\infty}}{\sqrt{m}} + t \right) \| v \|_2 \right)
\leq \exp \left( -\frac{mt^2}{8 + 4 \| \Lambda^S \|_\infty + 2 \| \Lambda^S \|_{2,\infty}^2 / m + t (2 + 2 \| \Lambda^S \|_\infty)} \right).
\]

This completes the proof.
Lemma 3.6 shows that the multiplication with \((\tilde{A}_P)_S^*(\tilde{A}_P)_S - P_S\) decreases the \(\ell_2\) norm of the vectors with high probability. The next lemma shows that this is true for \(\ell_{2,\infty}\) norm as well.

**Lemma 3.7.** Assume the conditions of Lemma 3.6. Then, for \(t > 0\),

\[
\mathbb{P}\left( \|[(\tilde{A}_P)_S^*(\tilde{A}_P)_S - P_S)v\|_{2,\infty} \geq \left( \frac{\|A^S\|_{2,\infty}}{\sqrt{m}} + t \right) \|v\|_{2,\infty} \right) 
\leq s \cdot \exp \left( -\frac{mt^2}{4\|A^S\|_{\infty} + 2\|A^S\|_{2,\infty}^2 + \frac{2}{3}t}\|A^S\|_{\infty} \right).
\]

*Proof.* We can assume that \(S = [s]\) and \(\|v\|_{2,\infty} = \max_{i \in S} \|v_i\|_2 = 1\) by normalizing \(v\) by \(\|v\|_{2,\infty}\). As in [10], we write

\[
Z := [(\tilde{A}_P)_S^*(\tilde{A}_P)_S - P_S)v = \frac{1}{m} \sum_{\ell=1}^m (Y_\ell Y_\ell^* - P_S)v
\]

where \(Y_\ell = (\epsilon_\ell P_i)_{i=1}^s\) is the \(\ell\)-th row of \((\tilde{A}_P)_S\). We can further write for \(i \in S\)

\[
Z_i = \sum_{\ell=1}^s \frac{1}{m} \sum_{j=1}^s \epsilon_\ell \epsilon_{\ell j} P_i P_j v_j = : \sum_{\ell} X_\ell.
\]

The vectors \(X_\ell\) are independent, thus we use Lemma 6.4 in order to bound \(\|Z_i\|_2\). Since we have done similar estimations in the previous proofs, we skip some steps and obtain

\[
\mathbb{E}\|Z_i\|_2^2 = m\mathbb{E}\|X_\ell\|_2^2 \leq \frac{1}{m} \sum_{j=1}^s \|P_i P_j\|^2 \|v_j\|_2^2 \leq \frac{1}{m}\|A^S\|_{2,\infty}^2,
\]

where we used that \(\|v_j\|_2 \leq 1\). Furthermore, \(m\sigma^2 \leq \frac{1}{m}\|A^S\|_{2,\infty}^2\). For any \(\ell \in [s]\) we have the uniform bound

\[
\|X_\ell\|_2 = \frac{1}{m} \left\| \sum_{j, j \neq i}^s \epsilon_\ell \epsilon_{\ell j} P_i P_j v_j \right\|_2 \leq \frac{1}{m} \sum_{j, j \neq i}^s \|P_i P_j\| \|v_j\|_2 \leq \frac{1}{m}\|A^S\|_{\infty}.
\]

Combining these with Lemma 6.4 and taking the union bound yield

\[
\mathbb{P}\left( \max_{i \in S} \|Z_i\|_2 \geq \frac{\|A^S\|_{2,\infty}}{\sqrt{m}} + t \right) \leq s \cdot \exp \left( -\frac{mt^2}{4\|A^S\|_{\infty} + 2\|A^S\|_{2,\infty}^2 + \frac{2}{3}t}\|A^S\|_{\infty} \right).
\]

 Lastly we present the following lemma before the proof of our main result.

**Lemma 3.8.** For \(t \in (0, \frac{3}{2})\),

\[
\mathbb{P}(\max_{i \in S} \|(\tilde{A}_P)_S^*(\tilde{A}_P)_S\| \geq t) \leq 2(s + 1)Nk \exp \left( -\frac{t^2m}{3\|A^S\|_{2,\infty}^2} \right).
\]
Proof. Fix \( i \in S \). Similarly as before, we write \((\tilde{A}_P)_S^i(\tilde{A}_P)_i\) as a sum of independent matrices,

\[
(\tilde{A}_P)_S^i(\tilde{A}_P)_i = \frac{1}{m} \sum_{\ell=1}^{m} \left( \frac{\epsilon_{\ell t_1} \epsilon_{\ell i_1} P_1 P_i}{\epsilon_{\ell t_2} \epsilon_{\ell i_2} P_2 P_i} \ldots \frac{\epsilon_{\ell t_s} \epsilon_{\ell i_s} P_s P_i}{\epsilon_{\ell i_s} P_s P_i} \right) = \frac{1}{m} \sum_{\ell=1}^{m} \mathbf{Y}_\ell, \tag{11}
\]

where we assumed \( S = [s] \) for simplifying the notation. Above we introduced the block column vectors \( \mathbf{Y}_\ell \in \mathbb{R}^{sd \times d} \) which are independent and identically distributed rectangular matrices. Observe also that \( \mathbb{E} \mathbf{Y}_\ell = \mathbf{0} \). In order to estimate the norm of the sum in (11) we will employ Theorem 6.3 which is a version of the noncommutative Bernstein inequality for rectangular matrices. We first bound the variance parameter

\[
\sigma^2 = \max \left\{ \| \frac{1}{m} \sum_{\ell=1}^{m} \mathbb{E} \mathbf{Y}_\ell \mathbf{Y}_\ell^* \|, \| \frac{1}{m} \sum_{\ell=1}^{m} \mathbb{E} \mathbf{Y}_\ell^* \mathbf{Y}_\ell \| \right\}. \tag{12}
\]

We write \( \mathbb{E} \mathbf{Y}_\ell \mathbf{Y}_\ell^* = \sum_{j=1}^{s} \mathbf{E}_{jj}(P_j P_j) \). The first term on the right hand side of (12) is estimated as

\[
\left\| \frac{1}{m^2} \sum_{\ell=1}^{m} \mathbb{E} \mathbf{Y}_\ell \mathbf{Y}_\ell^* \right\| = \frac{1}{m} \max_{j \in S} \| P_j P_j \| \leq \frac{1}{m} \max_{j \in S} \| P_j \| \| P_j \| \leq \frac{\lambda^2}{m^2}, \tag{13}
\]

We used that \( P^2_i = P_i \) and \( i \notin S \). Furthermore, \( \mathbb{E} \mathbf{Y}_\ell^* \mathbf{Y}_\ell = \sum_{j=1}^{s} P_j P_j P_i \) and

\[
\frac{1}{m^2} \left\| \sum_{\ell=1}^{m} \mathbb{E} \mathbf{Y}_\ell^* \mathbf{Y}_\ell \right\| = \frac{1}{m} \left\| \sum_{j=1}^{s} P_j P_j P_i \right\| \leq \frac{1}{m} \sum_{j=1}^{s} \| P_j P_j \| \| P_i \| \leq \frac{\| \Lambda_S \|_2^2}{m}. \tag{14}
\]

Since (14) dominates (13), we have

\[
\sigma^2 \leq \frac{\| \Lambda_S \|_2^2}{m}. \]

For the uniform bound we obtain

\[
\| \mathbf{Y}_\ell \|^2 = \sup_{\| x \|_2 \leq 1} \| \mathbf{Y}_\ell x \|^2 = \sup_{\| x \|_2 \leq 1} \sum_{j=1}^{s} \| P_j P_i x \|^2 \leq \sup_{\| x \|_2 \leq 1} \sum_{j=1}^{s} \| P_j P_i \|^2 \| x \|^2 \leq \| \Lambda_S \|_2^2. \]

We conclude that \( \frac{1}{m} \| \mathbf{Y}_\ell \| \leq \frac{\| \Lambda_S \|_2^2}{m} \). Combining these estimates, Theorem 6.3 yields

\[
P(\| (\tilde{A}_P)_S^i(\tilde{A}_P)_i \| \geq t) \leq 2(s + 1) \exp \left( -\frac{t^2}{2} \frac{\| \Lambda_S \|_2^2}{m} + \frac{1}{3} \frac{\| \Lambda_S \|_2^2}{m} \right). \]

Taking the union bound over \( i \in S \subset [N] \) and using that \( t \in \left( 0, \frac{2}{3} \right) \) yields

\[
P(\max_{i \in S} \| (\tilde{A}_P)_S^i(\tilde{A}_P)_i \| \geq t) \leq 2(s + 1)Nk \exp \left( -\frac{t^2m}{3\| \Lambda_S \|_2^2} \right). \]

Above, the dimension of the subspaces \( k \) appears instead the ambient dimension \( d \) for the same reasons explained in the proof of Theorem 3.4. This completes the proof. \( \square \)
3.3 Proof of Theorem 3.1

Essentially we follow the arguments in [16, Section 12.4]. We will construct an inexact dual vector as in Lemma 3.3, satisfying the conditions there. To this end, we will use the so-called *golfing scheme* due to Gross [18]. We partition the \( m \) independent (block) rows of \( \mathbf{A}_P \) into \( L \) disjoint blocks of sizes \( m_1, \ldots, m_L \) and \( L \) to be specified later with \( m = \sum_{j=1}^{L} m_j \). These blocks correspond to row submatrices of \( \mathbf{A}_P \) which are denoted by \( \mathbf{A}_P^{(1)} \in \mathbb{R}^{m_1 \times d}, \ldots, \mathbf{A}_P^{(L)} \in \mathbb{R}^{m_L \times d} \), i.e.,

\[
\mathbf{A}_P = \left( \begin{array}{c}
\mathbf{A}_P^{(1)} \\
\mathbf{A}_P^{(2)} \\
\vdots \\
\mathbf{A}_P^{(L)} 
\end{array} \right) = \left( \begin{array}{c}
\{m_1\} \\
\{m_2\} \\
\vdots \\
\{m_L\}
\end{array} \right)
\]

Set \( S = \text{supp}(x) \). The golfing scheme starts with \( \mathbf{u}^{(0)} = \mathbf{0} \) and then inductively defines

\[
\mathbf{u}^{(n)} = \frac{1}{m_n}(\mathbf{A}_P^{(n)})^* (\mathbf{A}_P^{(n)})_S (\text{sgn}(\mathbf{x}_S) - \mathbf{u}^{(n-1)}_S) + \mathbf{u}^{(n-1)}
\]

for \( n = 1, \ldots, L \). The vector \( \mathbf{u} = \mathbf{u}^{(L)} \) will serve as a candidate for the inexact dual vector in Lemma 3.3. Thus, we need to check if it satisfies the two conditions in [5]. By construction \( \mathbf{u} \) is in the row space of \( \mathbf{A}_P \), i.e., \( \mathbf{u} = \mathbf{A}_P^* \mathbf{h} \) for some vector \( \mathbf{h} \) as required in Lemma 3.3. To simplify the notation we introduce \( \mathbf{w}^{(n)} = \text{sgn}(\mathbf{x}_S) - \mathbf{u}^{(n)}_S \). Observe that

\[
\mathbf{u}^{(n)}_S - \mathbf{u}^{(n-1)}_S = \frac{1}{m_n}(\mathbf{A}_P^{(n)})^* (\mathbf{A}_P^{(n)})_S (\text{sgn}(\mathbf{x}_S) - \mathbf{u}^{(n-1)}_S)
\]

\[
\mathbf{w}^{(n-1)} - \mathbf{w}^{(n)} = \frac{1}{m_n}(\mathbf{A}_P^{(n)})^* (\mathbf{A}_P^{(n)})_S \mathbf{w}^{(n-1)}
\]

\[
\mathbf{w}^{(n)} = \left[ \mathbf{P}_S - \frac{1}{m_n}(\mathbf{A}_P^{(n)})^* (\mathbf{A}_P^{(n)})_S \right] \mathbf{w}^{(n-1)}
\]

(15)

Above we used that \( \mathbf{P}_S \mathbf{w}^{(n)} = \mathbf{w}^{(n)} \). Furthermore we have

\[
\mathbf{u}^{(n)} - \mathbf{u}^{(n-1)} = \frac{1}{m_n}(\mathbf{A}_P^{(n)})^* (\mathbf{A}_P^{(n)})_S \mathbf{w}^{(n-1)}
\]

\[
\mathbf{u} = \mathbf{u}^{(L)} = \sum_{n=1}^{L} \frac{1}{m_n}(\mathbf{A}_P^{(n)})^* (\mathbf{A}_P^{(n)})_S \mathbf{w}^{(n-1)},
\]

(16)

where last line follows by a telescopic sum. We will later show that the matrices

\[
\mathbf{P}_S - \frac{1}{m_k}(\mathbf{A}_P^{(k)})^* (\mathbf{A}_P^{(k)})_S
\]

are contractions and the norm of the residual vector \( \mathbf{w}^{(n)} \) decreases geometrically fast, thus \( \mathbf{u}^{(n)} \) becomes close to \( \text{sgn}(\mathbf{x}_S) \) on its support set \( S \). Particularly, we will prove that \( \|\mathbf{w}^{(L)}\|_2 \leq 1/4 \) for a suitable choice of \( L \). In addition we also need that the off-support part of \( \mathbf{u} \) remains small as well, satisfying the condition \( \max_{i \in \overline{S}} \|u_i\|_2 \leq 1/4 \).

For these tasks, we will use the lemmas proven above. For the moment, we assume that the following holds for each \( n \) with high probability

\[
\|\mathbf{w}^{(n)}\|_2, \infty \leq \left( \frac{p^S \|\mathbf{w}^{(n-1)}\|_2, \infty}{\sqrt{m}} + q_n \right) \|\mathbf{w}^{(n-1)}\|_2, \infty, \ n \in [L].
\]

(17)
Let $q'_n := \frac{\|A^S\|_{2,\infty}}{\sqrt{m}} + q_n$. Since $\|w^{(0)}\|_{2,\infty} = \|\text{sgn}(x^S)\|_{2,\infty} = 1$, we have
\[
\|w^{(n)}\|_{2,\infty} \leq \prod_{j=1}^{n} q'_j =: h_n.
\]
Further assume that the following inequalities hold for each $n$ with high probability,
\[
\|w^{(n)}\|_{2,\infty} \leq \left( \frac{\|A^S\|_{2,\infty}}{\sqrt{m}} + r_n \right) \|w^{(n-1)}\|_{2,\infty}, \quad n \in [L],
\]
\[
\max_{i \in S} \left\| \frac{1}{m_n} (A^P(n))_i^*(A^P(n))_S w^{(n-1)} \right\|_2 \leq \frac{h_n \|A^S\|_{2,\infty}}{\sqrt{m}} + t_n, \quad n \in [L].
\]
The parameters $q_n, r_n, t_n$ will be specified later. Now let $r'_n := \frac{\|A^S\|_{2,\infty}}{\sqrt{m}} + r_n$ and $t'_n := \frac{h_n \|A^S\|_{2,\infty}}{\sqrt{m}} + t_n$.
Then the relations in (15) and (18) yield
\[
\|\text{sgn}(x^S) - u^S\|_2 = \|w^{(L)}\|_2 \leq \|\text{sgn}(x^S)\|_2 \prod_{n=1}^{L} r'_n \leq \sqrt{s} \prod_{n=1}^{L} t'_n.
\]
Furthermore, (16) and (19) give
\[
\max_{i \in S} \|u_i\|_2 = \max_{i \in S} \left\| \sum_{n=1}^{L} \frac{1}{m_n} (A^P(n))_i^*(A^P(n))_S w^{(n-1)} \right\|_2 \\
\leq \sum_{n=1}^{L} \max_{i \in S} \left\| \frac{1}{m_n} (A^P(n))_i^*(A^P(n))_S w^{(n-1)} \right\|_2 \\
\leq \sum_{n=1}^{L} t'_n.
\]
Next we define the probabilities $p_0(n), p_1(n)$ and $p_2(n)$ that (17), (18) and (19) do not hold respectively. Then by Lemma 3.7 and independence of the blocks,
\[
p_0(n) \leq \varepsilon,
\]
provided
\[
m_n \geq \left( \frac{4\|A^S\|_{\infty} + 2\|A^S\|_{2,\infty}^2 + 2\|A^S\|_{\infty}}{3q_n} \right) \ln(s/\varepsilon).
\]
Also by Lemma 3.6 and independence of the blocks,
\[
p_1(n) \leq \varepsilon
\]
provided
\[
m_n \geq \left( \frac{8 + 4\|A^S\|_{\infty} + 2\|A^S\|_{2,\infty}^2 + 4/3 + (2/3)\|A^S\|_{\infty}}{r_n} \right) \ln(\varepsilon^{-1}).
\]
Similarly, due to Lemma 3.5 and independence of the blocks,
\[ p_2(n) \leq \varepsilon, \]
provided
\[ m_n \geq \left( \frac{2h_n^2 \| \Lambda_S \|_{2,\infty}^2 + 4h_n^2 \| \Lambda_S \|_\infty}{t_n} + \frac{h_n \| \Lambda_S \|_\infty}{t_n} \right) \ln(N/\varepsilon). \]  

We now set the parameters \( L, m_n, t_n, r_n, q_n \) for \( n \in \{L, \ldots, 1\} \) such that \( \| \text{sgn}(x_S) - u_S \|_2 \leq 1/4 \) and \( \max_{i \in S} \| u_i \|_2 \leq 1/4 \) as required in the Lemma 3.3. We choose
\[ L = \left\lceil \frac{\ln(s)}{\ln \ln(N)} \right\rceil + 3, \]
\[ m_n \geq c(1 + \| \Lambda_S \|_\infty) \ln(N) \ln(2L^{-1}), \]
\[ r_n = \frac{1}{4\sqrt{\ln(N)}}, \]
\[ t_n = \frac{1}{2^{n+3}}, \]
\[ q_n = \frac{1}{8}. \]

We can estimate each of \( \| \Lambda^S \|_{2,\infty}, \| \Lambda_S \|_{2,\infty}^2, \| \Lambda_S \|_\infty \) by \( \| \Lambda_S \|_\infty \) from above. Then by definitions of \( r'_n, t'_n, h_n, q'_n \), we obtain \( r'_n \leq \frac{1}{2\sqrt{\ln N}}, q'_n \leq \frac{1}{2}, h_n \leq \frac{1}{2\pi} \) and \( t'_n \leq \frac{1}{2^{n+3}} \) for \( n = 1, \ldots, L \). Furthermore,
\[ \| \text{sgn}(x_S) - u_S \|_2 \leq \sqrt{s} \prod_{n=1}^{L} r'_n \leq \frac{1}{4}, \]
and
\[ \max_{i \in S} \| u_i \|_2 \leq \sum_{n=1}^{L} t'_n \leq \frac{1}{4}. \]

Next we bound the failure probabilities according to our choices of parameters above. Considering also the conditions (20), (21) and (22), we have \( p_0(n), p_1(n), p_2(n) \leq \varepsilon/L \). These yield
\[ \sum_{n=1}^{L} p_0(n) + p_1(n) + p_2(n) \leq 3\varepsilon. \]

The overall number of samples obey
\[ m = \sum_{n=1}^{L} m_n \geq 2c(1 + \| \Lambda_S \|_\infty)L \ln(N) \ln(L/\varepsilon). \]  

This is already very close to the proposed condition in the statement of our theorem. We will strengthen this condition later. Next we look into the first part of Condition (4) of Lemma 3.3. By Theorem 3.4 \( \| (\hat{A}_P^S)^* (\hat{A}_P)_S - P_S \| \leq 1/2 \) with probability at least \( 1 - \varepsilon \) provided
\[ m \geq \left( 8 \| \Lambda^S \|_{2,\infty}^2 + \frac{8}{3} \max \{ \| \Lambda^S \|, 1 \} \right) \ln(2sk/\varepsilon). \]  
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This implies that $\|((\tilde{A}P)^\ast S(\tilde{A}P)_S)^{-1}\| \leq 2$. For the second part of Condition (4) we will use Lemma 3.8. It says that

$$\mathbb{P}(\max_{i \in S} \|((\tilde{A}P)^\ast S(\tilde{A}P)_S)_i\| \geq t) \leq 2(s + 1)Nk \exp\left(\frac{-t^2m}{3\|\Lambda_S\|^2_{2,\infty}}\right).$$

Taking $t = 1$ implies that

$$\max_{i \in S} \|((\tilde{A}P)^\ast S(\tilde{A}P)_S)_i\| \leq 1$$

with probability at least $1 - \varepsilon$ provided

$$m \geq 6\|\Lambda_S\|_{2,\infty}^2 \ln(N(s + 1)k/\varepsilon). \quad (25)$$

Altogether we have shown that Conditions (4) and (5) of Lemma 3.3 hold simultaneously with probability at least $1 - 5\varepsilon$ provided Conditions (23), (24) and (25) hold. Replacing $\varepsilon$ by $\varepsilon/5$, the main condition of Theorem 3.1

$$m \geq C(1 + \|\Lambda_S\|_{\infty}) \ln(N) \ln(sk) \ln(\varepsilon^{-1})$$

implies all three conditions above with an appropriate constant $C$ since $\|\Lambda_S\| \leq \|\Lambda_S\|_{\infty} \leq \|\Lambda_S\|_{\infty}$ since $\Lambda$ is symmetric.

This ends the proof of our theorem.

**Remark 3.9.** The inexact dual method yields a relatively long and technical proof for sparse recovery and involves several auxiliary results. Other methods used in the compressed sensing literature proved to be hard to apply for our particular case where we work with the block matrix $A_P$ which is more structured than a purely random Gaussian matrix. To name a few of other methods, the exact dual approach developed by J. J. Fuchs [17] was used for subgaussian matrices in [3], a uniform recovery result for Gaussian matrices based on the concentration of measure of Lipschitz functions was given by one of the seminal papers by Candès and Tao [8] and atomic norm approach that was recently given in [12] with far-reaching applications. For instance, particularly the exact dual approach involves taking the pseudo-inverse of $A_P$ which loses the structure given by projection matrices $P_i$. This structure is crucial because it allows us to prove our results involving the incoherence parameter $\lambda$ which is the central theme of this paper.

### 3.4 A special case

In this section we give an alternative result for the nonuniform recovery with Bernoulli matrices. This result involves the parameter $\lambda$ instead of matrix $\Lambda$.

**Theorem 3.10.** Let $x \in \mathcal{H}$ be $s$-sparse. Let $A \in \mathbb{R}^{m \times N}$ be Bernoulli matrix and $(W_j)_{j=1}^N$ be given with parameter $\lambda \in [0, 1]$. Assume that

$$m \geq C(1 + s\lambda) \ln(Nsk) \ln(\varepsilon^{-1}), \quad (26)$$

where $C > 0$ is a universal constant. Then with probability at least $1 - \varepsilon$, $(L_1)$ recovers $x$ from $y = A_P x$.

The proof of this theorem is similar to the one of Theorem 3.1 with slight modifications in the estimations.
Remark 3.11. Theorem 3.10 improves Theorem 3.1 in terms of the log-factors as \( \log(s) \) does not appear in Condition (26). Condition (3) is slightly better than (3) in terms of the incoherence parameter, at least if there is a true gap between \( \| \Lambda \|_\infty \) and \( \lambda_s \), which happens if the quantities \( \| P_i P_j \| \) are not all close to their maximal value. The equality is achieved when the subspaces are equi-angular. In the case that they are not equi-angular, even if only two subspaces align, then \( \lambda = 1 \). In this case, (26) suggests that we should not expect any improvement for the recovery of the sparse vectors with respect to the standard block sparse case. However, intuitively the orientation of the other subspaces might still be effective in the recovery process. A more average measure of incoherence of the subspaces is captured by \( \| \Lambda \|_\infty \) in (3), so Theorem 3.1 improves for general orientations of the subspaces up to a slight drawback in the log-factors. Numerical experiments we have run also support this result.

4 Stable and Robust Recovery

In this section we show that nonuniform recovery for fusion frames with Bernoulli matrices are stable and robust under presence of noise. In other words we allow our signal \( x \) to be approximately sparse (compressible) and the measurements \( y \) to be noisy. Our measurement model then becomes

\[
y = A P x + e \quad \text{with} \quad \| e \|_2 \leq \eta \sqrt{m}
\]

for some \( \eta \geq 0 \). For the reconstruction we employ

\[
(L1)^\eta \quad \hat{x} = \arg\min_{x \in \mathcal{H}} \| x \|_{2,1} \quad \text{s.t.} \quad \| A P x - y \|_2 \leq \eta \sqrt{m}.
\]

The condition \( \| e \|_2 \leq \eta \sqrt{m} \) in (27) is natural for a vector \( e = (e_j)_{j=1}^m \). For instance, it is implied by the bound \( \| e_j \|_2 \leq \eta \) for all \( j \in [m] \). We first define the best \( s \)-term approximation of a vector \( x \) as follows

\[
\sigma_s(x)_1 := \inf_{\| z \|_0 \leq s} \| x - z \|_{2,1}.
\]

Compressible vectors are the ones with small \( \sigma_s(x)_1 \). The next statement makes Lemma 3.3 stable and robust under noise and under passing from sparse to compressible vectors. It is an extension of [16, Theorem 4.33] and its proof is entirely analogous to the one in there, so we skip it.

Lemma 4.1. Let \( A \in \mathbb{R}^{m \times N} \) and \( (W_j)_{j=1}^N \) be a fusion frame for \( \mathbb{R}^d \) and \( x \in \mathcal{H} \). Let \( S \subset [N] \) be the index set of the \( s \) largest \( \ell_2 \)-normed vectors \( x_i \) of \( x \). Assume that, for positive constants \( \delta, \beta, \gamma, \theta \in (0, 1) \) with \( b := \theta + \beta \gamma/(1 - \delta) < 1 \) and

\[
\|(A_P)^* A_P s_{A_P} - P_S\| \leq \delta,
\]

\[
\max_{i \in S} \|(A_P)^*(A_P) e_i\| \leq \beta.
\]

Suppose there exists a block vector \( u \in \mathbb{R}^{Nd} \) of the form \( u = A_P^* h \) with block vector \( h \in \mathbb{R}^{md} \) such that

\[
\| u_S - \text{sgn}(x_S) \|_2 \leq \gamma,
\]

\[
\max_{i \in S} \| u_i \|_2 \leq \theta,
\]

\[
\| h \|_2 \leq \tau \sqrt{s}.
\]
Let noisy measurements $y = Ax + e$ be given with $\|e\|_2 \leq \eta$. Then the minimizer $\hat{x}$ of
\[
\min_{z \in \mathcal{H}} \|z\|_{2,1} \quad \text{s.t.} \quad \|Apz - y\|_2 \leq \eta
\]
satisfies
\[
\|x - \hat{x}\|_2 \leq C_1\sigma_s(x) + (C_2 + C_3\sqrt{s})\eta,
\]
where
\[
C_1 = \left(1 + \frac{\beta}{1 - \delta}\right) \frac{2}{1 - b}, \quad C_2 = \frac{2\sqrt{1 + \delta}}{1 - \delta} \left(1 + \frac{\beta}{1 - \delta}\right) \frac{2\gamma\sqrt{1 + \delta}}{(1 - \delta)(1 - b)}
\]
\[
C_3 = \left(1 + \frac{\beta}{1 - \delta}\right) \frac{2\tau}{1 - b}.
\]

In the remainder of this section, we prove a robust and stable version of the nonuniform recovery result Theorem 3.1 for Bernoulli matrices. We also state the result for the Gaussian case but do not prove it since it follows very similarly to the Bernoulli case.

**Theorem 4.2.** Let $x \in \mathcal{H}$ and $S \subset [N]$ with cardinality $s$ be an index set of $s$ largest $\ell_2$-normed entries of $x$. Let $A \in \mathbb{R}^{m \times N}$ be a Bernoulli matrix and $(W_j)_{j=1}^N$ be given with parameter $\lambda \in [0, 1]$. Assume the measurement model in (27) and let $\hat{x}$ be a solution to $(L1)^\eta$. Provided
\[
m \geq C(1 + \|A_S\|_\infty) \ln(N) \ln(sk) \ln(\varepsilon^{-1}),
\]
then with probability at least $1 - \varepsilon$,
\[
\|x - \hat{x}\|_2 \leq C_1\sigma_s(x) + C_2\sqrt{s}\eta.
\]
The constants $C, C_1, C_2 > 0$ are universal.

The proof is analogous to the one of [16, Theorem 12.22]. It invokes Lemma 4.1 which gives necessary conditions on the measurement matrices for the robust and stable nonuniform recovery with them. Since the conditioning assumption (28) requires normalization of the matrix, we will work with the matrix $\tilde{A}_P = \frac{1}{\sqrt{m}}Ap$. Then observe that the optimization problem $(L1)^\eta$ is equivalent to
\[
\min_{z \in \mathcal{H}} \|z\|_{2,1} \quad \text{s.t.} \quad \|\tilde{A}_Pz - \frac{1}{\sqrt{m}}y\|_2 \leq \eta.
\]

**Proof.** We follow the golfing scheme as in the proof of Theorem 3.1, see Section 3.3. In particular, we make the same choices of the parameters $L, r_m, t_n, q_n, m_n$ as before. We choose $m_n$ as follows
\[
m_1 \geq c(1 + \|A_S\|_\infty) \ln(N)L \ln(2L\varepsilon^{-1}),
\]
\[
m_n \geq c(1 + \|A_S\|_\infty) \ln(N)L \ln(2L\varepsilon^{-1}), \quad n \geq 2.
\]
These choices change the number of overall samples $m$ only up to a constant. Then Conditions (28), (29), (30), (31) are all satisfied for the normalized matrix $\tilde{A}_P$ with probability at least $1 - \varepsilon$ with appropriate choices of variables $\delta, \beta, \gamma, \theta$. It remains to verify that the vector $h \in \mathbb{R}^{md}$ constructed in Section 3.3 as $u = \tilde{A}_P^*h$ satisfies Condition (32). For simplicity, assume without loss of generality that the first $L$ values of $n$ are used in the construction of the dual vector in [16]. Then recall that
\[
u = \sum_{n=1}^L \frac{1}{m_n} (A_P^{(n)})^*(A_P^{(n)})S w^{(n)} = \sum_{n=1}^L \frac{m}{m_n} (\tilde{A}_P^{(n)})^*(\tilde{A}_P^{(n)})S w^{(n-1)}.
\]
Hence, $u = \tilde{A}_P h$ with $h^* = ((h^{(1)})^*, \ldots, (h^{(L)})^*, 0, \ldots, 0)$ where

$$h^{(n)} = \frac{m}{m_n} (\tilde{A}_P^{(n)})_S w^{(n-1)} \in \mathbb{R}^{m_n d}, \ n = 1, \ldots, L'. $$

Then we have

$$\|h\|^2 = \sum_{n=1}^L \|h^{(n)}\|^2 = \sum_{n=1}^L \frac{m}{m_n} \left\| \frac{m}{m_n} (\tilde{A}_P^{(n)})_S w^{(n-1)} \right\|^2 = \sum_{n=1}^L \frac{m}{m_n} \left\| \frac{1}{m_n} (A_P^{(n)})_S w^{(n-1)} \right\|^2.$$  

We also recall the relation (15) of the vectors $w^{(n)}$. This gives, for $n \geq 1$,

$$\left\| \frac{1}{m_n} (A_P^{(n)})_S w^{(n-1)} \right\|^2 = \left\langle \frac{1}{m_n} (A_P^{(n)})_S^* (A_P^{(n)})_S w^{(n-1)}, w^{(n-1)} \rightangle = \left\langle \left( \frac{1}{m_n} (A_P^{(n)})_S^* (A_P^{(n)})_S - P_S \right) w^{(n-1)}, w^{(n-1)} \right\rangle + \|w^{(n-1)}\|^2 \leq \|w^{(n-1)}\|^2 + \|w^{(n-1)}\|^2.$$  

Recall from the assumption (18) that $\|w^{(0)}\|^2 \leq r'_n \|w^{(n-1)}\|^2 \leq \|w^{(n-1)}\|^2$. Then we obtain

$$\left\| \frac{1}{m_n} (A_P^{(n)})_S w^{(n-1)} \right\|^2 \leq 2\|w^{(n-1)}\|^2 \leq \|w^{(0)}\|^2 \prod_{j=1}^{n-1} (r'_j)^2 = 2\|\text{sgn}(x)_S\|^2 \prod_{j=1}^{n-1} (r'_j)^2.$$  

Assume that $m \leq C(1 + \lambda s) \ln(N) \ln(\ln(s) \ln(2e^{-1}))$ so that $m$ is just large enough to satisfy (33). Recall the definition of $L = \lceil \ln(s) / \ln(\ln(N)) \rceil + 3$. Then by our choices of $m_n$, we have $\frac{m}{m_n} \leq L$ for $n \geq 2$ and $\frac{m}{m_n} \leq c$ for some $c > 0$. (If $m$ is much larger, one can rescale $m_n$ proportionally to achieve the same ratio.) This yields

$$\|h\|^2 \leq 2s \sum_{n=1}^L \frac{m}{m_n} \prod_{j=1}^{n-1} (r'_j)^2 \leq 2s \left( \frac{c}{2 \ln(N)} + \sum_{n=2}^L \prod_{j=1}^{n-1} \frac{1}{2 \ln(N)} \right) \leq C'' s,$$

where we used the convention $\prod_{j=1}^0 (r'_j)^2 = 1$. Therefore, all conditions of Lemma 4.1 are satisfied for $x$ and $\tilde{A}_P$ with probability at least $1 - \varepsilon$. This completes the proof. \hfill \Box

We now state the result for Gaussian matrices and skip the proof.

**Theorem 4.3.** Let $x \in \mathcal{H}$. Let $A \in \mathbb{R}^{m \times N}$ be a Gaussian matrix and $(W_j)_{j=1}^N$ be given with parameter $\lambda \in [0, 1]$ and $\text{dim}(W_j) = k$ for all $j$. Assume the measurement model in (27) and let $x$ be a solution to (L1)$^\ast$. If

$$m \geq \tilde{C}(1 + \lambda s) \ln^2(6Nk) \ln^2(\varepsilon^{-1}),$$
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then with probability at least $1 - \varepsilon - N^{-c},$

$$\|x - \hat{x}\|_2 \leq C_1 \sigma_s(x)_1 + C_2 \sqrt{s}\eta.$$ 

The constants $\tilde{C}, C_1, C_2, c > 0$ are universal.

5 Numerical Experiments

In this section, we present numerical experiments in order to highlight important aspects of the sparse reconstruction in the fusion frame (FF) setup. The experiments illustrate our theoretical results and show that when the subspaces are known, one can significantly improve the recovery of sparse vectors. In all of our experiments, we use SPGL1 [24, 25] to solve the $\ell_2,1$-minimization problems.

General setup: We generate subspaces randomly, which allows us to generate fusion frames with different values of $\lambda$ and $\Lambda$. Particularly, for $N$ subspaces in $\mathbb{R}^d$ each with dimension $k$, we generate $N \cdot k$ random vectors from $\mathcal{N}(0, I_d)$ and group them to form the basis for the subspaces. Each such a random orientation of the subspaces yields a parameter $\lambda$. In order to obtain a different $\lambda$, it is enough to vary $d$ or $k$. When $N$ is fixed, $\lambda$ increases with increasing $k$ and decreasing $d$.

For the measurement matrices, we generate the normalized matrix $\tilde{A} = \frac{1}{\sqrt{m}} A$ where $A \in \mathbb{R}^{m \times N}$ is a Gaussian matrix. For a sparsity level $s$, sparse vectors are generated in the following way: We choose the support set $S$ uniformly at random, then we sample a Gaussian vector in each subspace in this support set. $N$ is kept fixed throughout the experiment at hand. In our experiments we work with the parameter $\|\Lambda_S\|\infty$ introduced in Section 2.3. Since the random subspaces are not equiangular, this parameter reflects the linear relation between $m$ and $s$ better than $\lambda$. We work with the normalized parameter

$$\lambda_{\text{eff}} = \frac{\|\Lambda_S\|\infty}{s}.$$ 

Exact sparse case: In Fig. 1, we show that the knowledge of the subspaces improves the recovery. To that end, we fix a fusion frame with $N = 200$ subspaces in $\mathbb{R}^d$ with $\lambda_{\text{eff}} \approx 0.6$. Then we vary
the sparsity level $s$ from 5 to 35, and generate an $s$-sparse vector $x$ in the fusion frame. For each $s$, we vary the number of measurements $m$ and compute empirical recovery rates via the programs

\begin{equation}
(\text{FF}) \hat{x} = \arg\min_{x \in \mathcal{H}} \|x\|_{2,1} \quad s.t. \quad A_P x = y,
\end{equation}

\begin{equation}
(\text{block}) \hat{x} = \arg\min_{x \in \mathcal{H}} \|x\|_{2,1} \quad s.t. \quad A_I x = y.
\end{equation}

For the whole period, we leave the vector to be recovered fixed. Repeating this test 100 times with different random $A$ for each choice of parameters $(s, m, N)$ provides an empirical estimate of the success probability. In Fig. 1(a), we plot $m$ which yields at least 96% success rate for each $s$. The difference in two plots is due to the incoherence of the subspaces, i.e., $\lambda_{\text{eff}}$. Fig. 1(b) $(d = 3, k = 1)$ shows the transition from the unsuccessful regime to the successful regime for the sparsity level $s = 20$ for both cases (FF and block sparsity). The transition for the FF case occurs at a smaller value $m$ which reflects Fig. 1(a) in a different way. As a consequence, the assumption $x \in \mathcal{H}$ in (35) allows us to to recover $x$ with far less measurements compared to (36) where such a constraint is not used.

Theorem 3.1 suggests that there is a linear relation between the number of measurements $m$ and the parameter $\lambda_{\text{eff}}$. The experiment depicted in Fig. 2 is designed to reflect this relation. We generate fusion frames with $N = 180$ subspaces with various $\lambda_{\text{eff}}$ which is managed by changing $d$ and keeping $k = 3$ fixed. Then in each fusion frame, a vector $x$ with sparsity $s = 25$ is generated and the number of measurements $m$ that suffices for recovery is determined. The plot yields an almost linear relation in parallel to the theoretical result.

**Stable case:** In this part, we generate scenarios that allude to the conclusions of Theorems 4.2 and 4.3. In a fusion frame of $N = 200$ subspaces, we generate a signal $x$ composed of $x_S$, supported on an index set $S$, and a signal $z_{\overline{S}}$ supported on $\overline{S}$. We then normalize $x_S$ and $z_{\overline{S}}$ so that $\|x_S\|_{2,1} = \|z_{\overline{S}}\|_{2,1} = 1$ and produce $x = x_S + \theta z_{\overline{S}}$ where $\theta \in [0, 1]$. Then $x$ is our compressible vector where compressibility is controlled with $\theta$. For measurement, we choose the normalized Gaussian matrix $A \in \mathbb{R}^{m \times N}$. We measure $y = A_P x$ and then run the program $(L1)$ and measure the reconstruction error $\|x - \hat{x}\|_2$. We repeat this test 20 times for a fixed $x$ with $\theta = 0.12$ in order to obtain an average recovery error for different values of $m$. Fig. 3(a) reports the results of this experiment performed for different fusion frames with various values of $\lambda_{\text{eff}}$ and also for the block sparsity.
case. The decrease in the reconstruction error with increasing $m$ is natural even though it is not suggested directly by the theoretical results. Indeed, one would expect that increasing the number of measurements would enhance the recovery conditions and yield an improved reconstruction.

For the noisy case, similarly, we generate noisy observations $A_P x_S + \sigma e$, of a sparse signal $x_S$ where $\|x_S\|_2 = \|e\|_2 = 1$ and $\sigma = 0.06$. Here, all entries of the noise vector $e$ are chosen i.i.d from the standard Gaussian distribution and then properly normalized. We then run the robust $(L1)^n$ program and measure the reconstruction error $\|x - \hat{x}\|_2$. We plot the average of this error vs. the number of measurements in Fig 3(b) for different values of $\lambda_{eff}$.

Fig. 4(a) depicts the relation between the reconstruction error and the noise level $\sigma$ for different values of $\lambda_{eff}$. In this setup, $N = 200$, $s = 30$ and $m = 50$ are fixed, and a sparse vector $x$ in the fusion frame with specific value of $\lambda_{eff}$ is generated. For each value of $\sigma$ we plot the average reconstruction error. Results manifest the linear relation between $\sigma$ and $\|x - \hat{x}\|_2$ given in (34). Again, we obtain a better reconstruction quality when $\lambda_{eff}$ is smaller.

Finally, we examine the relation between compressibility and the reconstruction error using a different model than described earlier. In Fig. 4(b) we plot the results of an experiment in which we generate signals $x$ in a fusion frame with $N = 200$, with sorted values of $\|x_j\|_2$ that decay according to some power law. In particular, for various values of $0 < q < 1$, we set $\|x_j\|_2 = c_j^{-1/q}$ such that $\|x\|_2 = 1$. We then measure $x$ with Gaussian matrices $A$ and compute the average reconstruction errors via $(L1)$ program. Note that the higher the value of $q$, the less compressible the signal is. The results indicate that reconstruction of error decreases when the compressibility of the signal increases as declared in (34). We can also see the improvement in the reconstruction when the subspaces are more incoherent, i.e., they have smaller $\lambda_{eff}$.

6 Appendix

The following theorem is the noncommutative Bernstein inequality due to Tropp, [23, Theorem 1.4].
RECONSTRUCTION ERROR vs. NOISE LEVEL: $\sigma$

RECONSTRUCTION ERROR vs. COMPRESSIBILITY DIFFERENT with $q$

Figure 4: $||\hat{x} - x||_2$ vs. $\sigma$ and $||\hat{x} - x||_2$ vs. $q$

**Theorem 6.1. (Matrix Bernstein inequality)** Let $\{X_\ell\}_{\ell=1}^M \in \mathbb{R}^{d \times d}$ be a sequence of independent random self-adjoint matrices. Suppose that $\mathbb{E}X_\ell = 0$ and $\|X_\ell\| \leq K$ a.s. and put

$$\sigma^2 := \left\| \sum_{\ell=1}^M \mathbb{E}X_\ell^2 \right\|.$$

Then for all $t \geq 0$,

$$\mathbb{P}\left( \left\| \sum_{\ell=1}^M X_\ell \right\| \geq t \right) \leq 2d \exp \left( \frac{-t^2/2}{\sigma^2 + Kt/3} \right). \tag{37}$$

**Remark 6.2.** One can improve the tail bound (37) provided the $\{X_\ell\}$ are identically distributed and the $\mathbb{E}X_\ell^2$ are not full rank, say $\text{rank}(\mathbb{E}X_\ell^2) = r < d$. Then (37) can be replaced by

$$\mathbb{P}\left( \left\| \sum_{\ell=1}^M X_\ell \right\| \geq t \right) \leq 2r \exp \left( \frac{-t^2/2}{\sigma^2 + Kt/3} \right). \tag{38}$$

**Sketch of the proof.** We mainly improve [23, Corollary 3.7] under the assumptions above on $X_\ell$. By [23, Theorem 3.6], for each $\theta > 0$, it holds that

$$\mathbb{P}\left( \lambda_{\text{max}} \left( \sum_{\ell=1}^M X_\ell \right) \geq t \right) \leq e^{-\theta t} \text{Tr} \exp \left( \sum_{\ell=1}^M \text{ln} \left( \mathbb{E}e^{\theta X_\ell} \right) \right),$$

where $\lambda_{\text{max}}$ denotes the largest eigenvalue. Moreover, [23, Lemma 6.7] states that, for $\theta > 0$,

$$\mathbb{E}e^{\theta X} \approx \exp \left( g(\theta) \mathbb{E}X^2 \right)$$

for a self-adjoint, centered random matrix $X$, where $g(\theta) = e^\theta - \theta - 1$. Using this result we obtain

$$\mathbb{P}\left( \lambda_{\text{max}} \left( \sum_{\ell=1}^M X_\ell \right) \geq t \right) \leq e^{-\theta t} \text{Tr} \exp \left( \theta \sum_{\ell=1}^M \mathbb{E}X_\ell^2 \right) = e^{-\theta t} \text{Tr} \exp \left( \theta \mathbb{E}X_1^2 \right) \leq e^{-\theta t} \lambda_{\text{max}} \left[ \exp \left( \theta \mathbb{E}X_1^2 \right) \right] = e^{-\theta t} \exp \left( \theta \lambda_{\text{max}} (\mathbb{E}X_1^2) \right).$$
The first equality above uses that $X_\ell$ are identically distributed. The second inequality is valid because, for a positive definite matrix $B$ with rank $r$, we have $\text{Tr}B \leq r\lambda_{\text{max}}(B)$ and $\text{rank}(cEX_\ell^2) = \text{rank}(\exp(cEX_\ell^2)) = r$, for some $c > 0$. The rest of the proof proceeds in the same way as the proof of [23, Theorem 1.4].

We also give a rectangular version of the matrix Bernstein inequality as it appears in [23, Theorem 1.6].

**Theorem 6.3. (Matrix Bernstein:rectangular)** Let $\{Z_\ell\} \in \mathbb{R}^{d_1 \times d_2}$ be a finite sequence of independent random matrices. Suppose that $E Z_\ell = 0$ and $\|Z_\ell\| \leq K$ a.s. and put

$$
\sigma^2 := \max \left\{ \left\| \sum_\ell E (Z_\ell Z_\ell^*) \right\|, \left\| \sum_\ell E (Z_\ell^* Z_\ell) \right\| \right\}.
$$

Then for all $t \geq 0$,

$$
P\left( \left\| \sum_\ell Z_\ell \right\| \geq t \right) \leq (d_1 + d_2) \exp \left( -\frac{t^2 / 2}{\sigma^2 + Kt / 3} \right).
$$

The next lemma is a deviation inequality for sums of independent random vectors which is a corollary of Bernstein inequalities for suprema of empirical processes [16, Corollary 8.44]. A similar result can be also found in [18, Theorem 12].

**Lemma 6.4. (Vector Bernstein inequality)** Let $Y_1, Y_2, \ldots, Y_M$ be independent copies of a random vector $Y$ on $\mathbb{R}^n$ satisfying $EY = 0$. Assume $\|Y\|_2 \leq K$. Let

$$
Z = \left\| \sum_{\ell=1}^M Y_\ell \right\|_2, \quad EZ^2 = ME\|Y\|_2^2,
$$

and

$$
\sigma^2 = \sup_{\|x\|_2 \leq 1} E|\langle x, Y \rangle|^2. \quad (39)
$$

Then, for $t > 0$,

$$
P(Z \geq \sqrt{EZ^2} + t) \leq \exp \left( -\frac{t^2 / 2}{M \sigma^2 + 2K\sqrt{EZ^2} + tK / 3} \right). \quad (40)
$$

**Remark 6.5.** The so-called weak variance $\sigma^2$ in (39) can be estimated by

$$
\sigma^2 = \sup_{\|x\|_2 \leq 1} E|\langle x, Y \rangle|^2 \leq E \sup_{\|x\|_2 \leq 1} |\langle x, Y \rangle|^2 = E\|Y\|_2^2.
$$
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