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Abstract
We survey the field of algorithms and complexity for graph problems parameterized above or below guaranteed values. Those problems seek, for a given graph $G$, a solution whose value is at least $g(G) + k$ or at most $g(G) - k$, where $g(G)$ is a guarantee on the value that any solution on $G$ takes. The goal is to design algorithms which find such solution in time whose complexity in $k$ is decoupled from that in the guarantee, or to rule out the existence of such algorithms by means of intractability results. We discuss a large number of algorithms and intractability results, and complement them by several open problems.
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1 Introduction
A classical problem in algorithmic graph theory is the MAX CUT problem. A cut of a graph $G = (V,E)$ is the set $(U,V \setminus U)$ of edges with exactly one endpoint in some proper subset $U$ of $V$. In the MAX CUT problem, given a graph $G$, the aim is to find a cut of maximum size, where the size of a cut it its number of edges). MAX CUT belongs to Karp’s famous list of 21 NP-hard problems [44]. As such, it is acceptable to design algorithms for MAX CUT which spend superpolynomial time to find optimal solutions. Indeed, the best known algorithms for MAX CUT in terms of the number $n = |V|$ of nodes and $m = |E|$ of edges take times $2^{O(n)}$ and $2^{O(m)}$. In fact, under the fundamental Exponential Time Hypothesis [40], the problem cannot be solved in time which is subexponential in $n$. This intractability result motivates the design of algorithms which confine the exponential-time part of their run time to some parameters $p(G)$ which are always at most as large as $n$ on any graph $G$. We can parameterize1 MAX CUT in different ways. In the standard parameterization of MAX CUT, denoted by $k$-MAX CUT, we are to decide whether $G$ has a cut of size at least $k$, where $k$ is the parameter. However, Mahajan and Raman [49, 50] observed that the standard parameterization of MAX CUT is not in the spirit of parameterized complexity. Indeed, it is well-known that $G$ always has a cut of size at least $\lceil m/2 \rceil$. Thus, for $k \leq \lceil m/2 \rceil$ every instance of $k$-MAXCUT is a “yes”-instance, and therefore only for $k > \lceil m/2 \rceil$ the problem is of any
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1We give an introduction to parameterized algorithms and complexity in Section 2.
interest. However, then the parameter $k$ is quite large and for so large parameters “fixed-parameter tractable algorithms are infeasible” [49, 50].

Also, it is easy to see that $k$-Max Cut has a kernel with a linear number of edges. Indeed, consider an instance $G$ of $k$-MaxCut. As we mentioned above, if $k \leq \lceil m/2 \rceil$ then $G$ is a “yes”-instance; otherwise, we have $k > \lceil m/2 \rceil$ and $m \leq 2k$. Such a kernel should be viewed as large rather than small, as the bound $2k$ might suggest at the first glance (since $k$ is large).

Thus, Mahajan and Raman [49, 50] noted that a “more meaningful question in a parameterized setting is to ask whether $\ldots \lceil m/2 \rceil + k$ edges can be placed in a cut,” where $k$ is the parameter. Note that this parameterization is one above guarantee, where the guarantee equals $\lceil m/2 \rceil$. However, Mahajan, Raman and Sikdar [51] observed that really meaningful questions in parameterized setting are those with guarantees being “tight” lower or upper bounds; here, tight means there is an infinite family of problem instances whose optimal solution values are equal to the value of the guarantee. For Max Cut, a tight lower bound on the size of a maximum cut is $g(G) = m/2 + (n - 1)/4$, which was proved by Edwards [15] and is usually called the Edwards-Erdős bound due to Erdős’ contributions to the topic. In particular, the “right” question to ask is whether a given connected graph $G$ on $n$ vertices and $m$ edges has a cut of size $\lceil m/2 + (n - 1)/4 \rceil + k$.

Using the Edwards-Erdős bound, it is not hard to see that $k$ is still a large parameter in the parameterization $\lceil m/2 \rceil + k$, and that the parameterization is fixed-parameter tractable and admits a polynomial-time kernel. Thus, the guarantees/bounds that are of interest should be tight. Most of the lower and upper bounds considered in this paper are tight and we will only point out non-tightness of bounds rather than their tightness.

To the best of our knowledge, the works by Mahajan and Raman [49, 50] were the first on problems parameterized above or below tight bounds. Since then, a large number of papers have appeared on the topic, some on graph and hypergraph problems and others on constraint satisfaction problems. The first survey paper on the topic was written in 2009 by Mahajan, Raman and Sikdar [51]; that paper contained also a number of original results and open problems. That publication has led to a great interest in studying problems parameterized above or below tight bounds and many interesting results on the topic were obtained, especially on constraint satisfaction problems. As a result, the next survey paper on the topic by Gutin and Yeo [37]. Their survey [37] was updated later by the same authors [38]. In the last 15 years, since the first survey, there has been a significant progress it obtaining interesting results on graph problems parameterized above or below tight bounds, and this motivates this survey paper.

Our survey briefly covers many results on the topic and states several open problems, some taken from published papers and others are new. The paper is organized as follows. The next section provides basics on parameterized algorithms and complexity and can be skipped by readers familiar with the area basics. **Section 3** briefly describes results and an open problem on two above-guarantee (additive and multiplicative) parameterizations of the MINIMUM ARRANGEMENT problem and on two additive above-guarantee parameterization of the MINIMUM PROFILE problems. Both problems are graph layout problems. **Section 4-10** discuss results and open problems on above/below guarantee parameterizations of the following problems, respectively: MINIMUM VERTEX COVER, MAXIMUM CUT, MAXIMUM BISECTION, MAXIMUM INDEPENDENT SETS, LONGEST PATH, LONGEST CYCLE, and TRAVELING SALESPERSON. While **Section 4-10**, all but two, consider additive parameterizations, **Section 3** considers multiplicative parameterizations for MINIMUM ARRANGEMENT and MINIMUM PROFILE and **Section 9** considers multiplicative parameterizations for LONGEST CYCLE. Multiplicative parameterizations for other problems are discussed in **Section 11**.
Note that some results on the topic are not only of theoretical interest. Indeed, we will briefly discuss the paper of Ferizovic et al. [21] where the authors introduced practical computing reduction rules for MAX CUT mainly based on such rules used for solving MAX CUT parameterized above the Edwards-Erdős bound.

2 Basics on Parameterized Algorithms and Complexity

We consider parameterized problems $\Pi$ with bivariate inputs $(I, k)$, where $I$ is the problem instance and $k \in \mathbb{N}$ is the parameter. Throughout, we assume that $k$ is polynomially bounded in $|I|$, the size of $I$. As our focus is on graph problems, we have that $I$ is a (directed or undirected) graph $G = (V, E)$; throughout, we set $n = |V|$ and $m = |E|$. Instead of directed graphs, we simply talk about digraphs.

We say that $\Pi$ is fixed-parameter tractable if membership of $(I, k)$ in $\Pi$ can be decided by an algorithm of run time $f(k)\cdot |I|^{O(1)}$, where $f(k)$ is an arbitrary function of the parameter $k$ only. Such an algorithm is called a fixed-parameter algorithm, and problem $\Pi$ is said to belong to complexity class FPT. In this paper, we will sometimes use a shortcut $O^*(f(k))$ for $f(k)\cdot |I|^{O(1)}$, i.e., $O^*$ hides not only constant factors, but also polynomial factor which are polynomial in $n$.

If the non-parameterized version of $\Pi$ (where $k$ is just a non-distinguished part of the input) is $\text{NP}$-hard, then the function $f(k)$ must be superpolynomial provided $\text{P} \neq \text{NP}$. Often, $f(k)$ is “moderately exponential,” which can make the problem practically tractable for small values of $k$. Thus, it is important to parameterize a problem in such a way that the instances with small values of $k$ are of real interest.

When the run time is relaxed by the much more generous $|I|^{O(f(k))}$, we obtain the class $\text{XP}$ of problems which are polynomial-time solvable for any fixed value of $k$. Hence, $\text{FPT} \subseteq \text{XP}$.

Let $\Pi$ and $\Pi'$ be parameterized problems with parameters $k$ and $k'$, respectively. An FPT-reduction $R$ from $\Pi$ to $\Pi'$ is a many-to-one transformation from $\Pi$ to $\Pi'$, such that (i) $(I, k) \in \Pi$ if and only if $(I', k') \in \Pi'$ with $k' \leq g(k)$ for a fixed computable function $g$, and (ii) $R$ is of complexity $O^*(f(k))$. To show that a problem $\Pi'$ is unlikely is to be fixed-parameter tractable, one commonly provides an FPT-reduction from a problem $\Pi$ that is $\text{W}[1]$-hard; then $\Pi'$ is also $\text{W}[1]$-hard. Under the fundamental hypothesis $\text{FPT} \neq \text{W}[1]$, this means that problem $\Pi'$ is not fixed-parameter tractable. A typical $\text{W}[1]$-hard problem $\Pi$ that one reduces from to show $\text{W}[1]$-hardness for graph problems is $\text{CLIQUE}$ parameterized by the size $k$ of the clique which one seeks in a given input graph.

We further say that $\Pi$ is in para-$\text{NP}$ if membership of $(I, k)$ in $\Pi$ can be decided in non-deterministic time $f(k)\cdot |I|^{O(1)}$, where $f(k)$ is an arbitrary function of the parameter $k$ only; here, non-deterministic time means that we can use nondeterministic Turing machine. A parameterized problem $\Pi'$ is para-$\text{NP}$-complete if it is in para-$\text{NP}$, and for any parameterized problem $\Pi$ in para-$\text{NP}$ there is an FPT-reduction from $\Pi$ to $\Pi'$.

Given a pair $\Pi, \Pi'$ of parameterized problems, a bikernelization from $\Pi$ to $\Pi'$ is a polynomial-time algorithm that maps an instance $(I, k)$ to an instance $(I', k')$ (the bikernel) such that (i) $(I, k) \in \Pi$ if and only if $(I', k') \in \Pi'$, (ii) $k' \leq f(k)$, and (iii) $|I'| \leq g(k)$ for some functions $f$ and $g$. The function $g(k)$ is called the size of the bikernel. A kernelization of a parameterized problem $\Pi$ is simply a bikernelization from $\Pi$ to itself, in which case $(I', k')$ is called a kernel. The term bikernel was coined by Alon et al. [1]; Bodlaender et al. [7] refer to it as a generalized kernel.

It is well-known that a parameterized problem $\Pi$ is fixed-parameter tractable if and only if it is decidable and admits a kernelization [12, 13]. This equivalence can be easily extended as
follows: A decidable parameterized problem \( \Pi \) is fixed-parameter tractable if and only if it admits a bikernelization from itself to a decidable parameterized problem \( \Pi' \) [1].

Due to applications, low-degree polynomial size kernels are of main interest. Unfortunately, many fixed-parameter tractable problems do not have kernels of polynomial size, unless \( \text{NP} \subseteq \text{coNP}/\text{poly} \) [12, 13]. It is well-known [1] that the existence of a polynomial bikernel for a problem implies the existence of a polynomial kernel.

Many lower bound results for parameterized complexity have been proved under the assumption of the Exponential Time Hypothesis [40]: the hypothesis states that 3-SAT cannot be solved in \( O(2^{\delta n}) \) time for some \( \delta > 0 \), where \( n \) is the number of variables in the CNF formula of 3-SAT.

For further background and terminology on parameterized complexity, we refer the reader to the monographs by Cygan et al. [12] and Downey and Fellows [13].

3 Graph Layout Problems

There are many graph layout problems of interest in applications. A survey by Serna and Thilikos [60] on parameterized complexity of graph layout problems lists ten such problems. In this section we consider above guarantee parameterizations of two graph layout problems: Minimum Arrangement and Minimum Profile. The following is the key notion for graph layout problems.

An ordering of a graph \( G = (V, E) \) is a bijection \( \alpha : V \rightarrow \{1, \ldots, n\} \).

3.1 Minimum Arrangement

Given an ordering \( \alpha \) of \( G \), the length of an edge \( \{u, v\} \in E \) is defined as

\[
\lambda_\alpha(uv) = |\alpha(u) - \alpha(v)|.
\]

The cost \( \text{cost}_\lambda(\alpha, G) \) of an ordering \( \alpha \) is the sum of lengths of all edges of \( G \) relative to \( \alpha \), i.e.,

\[
\text{cost}_\lambda(\alpha, G) = \sum_{e \in E} \lambda_\alpha(e).
\]

The minimum ordering cost \( \text{cost}_\lambda(G) \) is the minimum of \( \text{cost}_\lambda(\alpha, G) \) over all linear arrangements \( \alpha \) of \( G \).

In the Minimum Arrangement problem, given a graph \( G = (V, E) \) and an integer \( k \), one has to decide whether \( \text{cost}_\lambda(G) \leq k \). This problem is known to be \( \text{NP} \)-complete [29]. Note that for every ordering \( \alpha \) it holds \( \text{cost}_\lambda(\alpha, G) \geq m \). This bound is attained by the family \( (P_n) \) of paths of length \( n \), for all \( n \in \mathbb{N} \). Hence, \( g(G) = m \) is a guarantee. Thus, Minimum Arrangement parameterized by the cost \( k \) an optimal ordering is trivially fixed-parameter tractable. Thus, Fernau [22] asked whether the natural above guarantee parameterization of Minimum Arrangement by \( k = \text{cost}_\lambda(G) - m \) is fixed-parameter tractable. Gutin et al. [35] proved the following:

**Theorem 1.** There is an algorithm that in time \( O(n + m + 5.88^k) \) decides whether \( \text{cost}_\lambda(G) \leq m + k \).

To prove Theorem 1, Gutin et al. [35] showed a number of lemmas linking the minimum cost of a ordering with structure of \( G \). Here are two such lemmas, which may be of independent interest.

**Lemma 1.** Let \( G \) be a connected bridgeless graph. Then \( \text{cost}_\lambda(G) \geq m + \frac{n-1}{2} \).
A bridge in a graph $G$ is $k$-separating if each of the connectivity components of $G - e$ has more than $k$ vertices.

**Lemma 2.** Let $G$ be a connected graph with $\text{cost}_\lambda(G) \leq m + k$. Then either $G$ has a $k$-separating bridge or $n \leq 4k + 1$.

The run time in Theorem 1 seems far from best possible; we thus would like to state following:

**Open Problem 1.** Design a faster fixed-parameter algorithm for MINIMUM ARRANGEMENT parameterized by $k = \text{cost}_\lambda(G) - m$.

Serna and Thilikos [60] asked about the complexity of the stronger parameterizations: decide whether $\text{cost}_\lambda(G) \leq kn$ and $\text{cost}_\lambda(G) \leq km$, where $k$ is the parameter. Gutin et al. [35] proved the following:

**Theorem 2.** For every fixed $k \geq 2$, it is NP-hard to decide whether $\text{cost}_\lambda(G) \leq kn$. The same result holds for $\text{cost}_\lambda(G) \leq km$.

### 3.2 Minimum Profile

The profile of an ordering $\alpha$ of $G$ is $\text{prf}_\alpha(G) = \sum_{v \in V} (\alpha(v) - \min\{\alpha(u) : u \in N[v]\})$; here $N[v]$ denotes the closed neighborhood of $v$. The profile $\text{prf}(G)$ of $G$ is the minimum of $\text{prf}_\alpha(G)$ over all orderings $\alpha$ of $G$. It is well-known [5] that $\text{prf}(G)$ equals the minimum number of edges in an interval graph $H$ that contains $G$ as a subgraph. The problem of computing the minimum number of edges in $H$ is well-known to be NP-hard [29]. Thus, the problem of computing $\text{prf}(G)$ is also NP-hard.

Moreover, $\text{prf}(G) \geq m$ for any graph $G$, and the bound is tight as equality holds whenever $G$ is an interval graph. Thus, the parameterized problem of deciding whether $\text{prf}(G) \leq k$, where $k$ is the parameter, is trivially fixed-parameter tractable. Therefore, it is natural to consider the problem of deciding $\text{prf}(G) \leq m + k$, where $k$ is the parameter. Kaplan et al. [43] were the first to ask what the parameterized complexity of this problem is. That question was answered by Villanger et al. [61], who proved the following:

**Theorem 3.** We can decide whether $\text{prf}(G) \leq m + k$ in time $\mathcal{O}(k^{2k}n^3m)$.

The algorithm by Villanger et al. [61] was somewhat surprising at the time of its publication as it used the method of bounded search trees, which were thought be of no interest for designing algorithms for that problem. It performs a bounded search among the possible ways of adding edges to a graph to obtain an interval graph, in combination with a greedy algorithm when graphs of a certain structure are reached by the search.

Earlier, Gutin et al. [36] proved fixed-parameter tractability of the following weaker parameterization: Given a connected graph $G$, decide whether $\text{prf}(G) \leq n - 1 + k$. In that parameterization, the bound $\text{prf}(G) \geq n - 1$ for a connected graph $G$ is used instead of $\text{prf}(G) \geq m$ since $m \geq n - 1$ (as $G$ is connected). Note that the bound $\text{prf}(G) \geq n - 1$ is tight, as the equality holds for paths $P_n$. Gutin et al. [36] showed the following:

**Theorem 4.** For a connected graph $G$, we can decide whether $\text{prf}(G) \leq n - 1 + k$ in time $\mathcal{O}(n^2 + (12k + 6)!)$.

Serna and Thilikos [60] asked about the complexity of the following parameterized problem: decide whether $\text{prf}(G) \leq kn$, where $k$ is the parameter. Gutin et al. [36] proved the following:

**Theorem 5.** For every fixed $k \geq 2$, it is NP-hard to decide whether $\text{prf}(G) \leq kn$. 

5
4 Minimum Vertex Cover

A vertex cover of a graph $G$ is a set of vertices $X$ such that every edge of $G$ has some vertex in $X$. Let $vc(G)$ denote the minimum size of a vertex cover of $G$. Let $\mathcal{G}_B$ denote the family of graphs with maximum degree at most $B$. Let $G \in \mathcal{G}_B$ and let $G$ have $m$ edges.

Note that $vc(G) \geq m/B$ for all graphs $G$. Mahajan, Raman and Sikdar [51] observed that $m/B$ is a tight lower bound on $vc(G)$ (indeed, consider the disjoint union of $m/B$ stars $K_{1,B}$). Consequently, they asked about the fixed-parameter tractability of the following variation of Vertex Cover problem parameterized by $B + k$: Given a positive integer $B$, a non-negative integer $k$, and a graph $G \in \mathcal{G}_B$, decide whether $vc(G) \leq m/B + k$. This problem is fixed-parameter tractable when parameterized by $B + k$. Gutin et al. [33] answered this question in the affirmative by showing the following:

**Theorem 6.** If $G \in \mathcal{G}_B$, we can decide if $vc(G) \leq m/B + k$ in time $O^*(2^{kB})$.

Let $\mu(G)$ denote the maximum size of a matching in a graph $G$. Note that $vc(G) \geq \mu(G)$, and $\mu(G)$ is a tight lower bound on $vc(G)$ (just consider a disjoint union of $K_2$’s). It follows from a more general result of Razgon and O’Sullivan [56] that the problem of deciding whether $vc(G) \leq \mu(G) + k$ is fixed-parameter tractable parameterized by $k$. (Their more general result is that, given a CNF formula $F$ with $m$ clauses such that each clause has two literals, deciding whether there is a truth assignment which satisfies at least $m - k$ clauses is fixed-parameter tractable in $k$.)

We will return to the parameterization above $\mu(G)$ shortly, but before doing so, we will briefly discuss the following related problem. Note that $2\mu(G)$ is an upper bound on $vc(G)$, whose tightness follows from a disjoint union of triangles. Thus, one can consider the problem of deciding, for a graph $G$ and an integer $k \in \mathbb{N}_0$, whether $cv(G) \leq 2\mu(G) - k$. Gutin et al. [33] proved that this problem is $\mathcal{W}[1]$-hard when parameterized by $k$.

Lokshtanov et al. [46] considered the following linear programming relaxation of the well-known integer programming formulation of the problem of computing $vc(G)$:

$$\begin{align*}
\min & \quad \sum_{v \in V(G)} x_v \\
\text{subject to} & \quad x_u + x_v \geq 1 \quad \forall uv \in E(G), \\
& \quad 0 \leq x_v \leq 1 \quad \forall v \in V(G).
\end{align*}$$

Let $vc^*(G)$ denote the minimum value of the objective function of the linear relaxation above. Clearly, $vc(G) \geq vc^*(G)$. By the weak duality of linear programs, it follows that $vc^*(G) \geq \mu(G)$ (for details, see e.g. Exercise 2.24 in the book by Cygan et al. [12]). Since $\mu(G)$ is a tight lower bound on $vc(G)$, we have that $vc^*(G)$ is a tight lower bound on $vc(G)$. Thus, it is natural to ask whether deciding $vc(G) \leq vc^*(G) + k$ is fixed-parameter tractable in $k$. Lokshtanov et al. [46] answered this question in the affirmative, by proving the following:

**Theorem 7.** There is an algorithm that decides, for any graph $G$, in time $O^*(2.32^k)$ whether $vc(G) \leq vc^*(G) + k$.

Following that, Garg and Philip [30] considered an even stronger parameterization for Vertex Cover. Namely, they argue that $2vc^*(G) - \mu(G)$ is a lower bound on the size of any vertex cover of a graph $G$, which they take as a guarantee $g(G)$. They then study the parameterized complexity
of deciding whether a graph $G$ has a vertex cover of size $g(G) + k = (2\text{vc}^*(G) - \mu(G)) + k$, and give a fixed-parameter algorithm with run time $3^k \cdot n^{O(1)}$ for this problem. Their result was later complemented by a randomized kernel of size polynomial in $k$, with one-sided error, which was obtained by Kratsch [45].

5 Maximum Cut

As mentioned in the introduction, the (unweighted) Max Cut problem is to partition the vertex set of a given (connected) graph $G = (V, E)$ into two sets $U \subseteq V$ and $V \setminus U$ so as to maximize the total number of edges between those two sets. As discussed in the introduction, a guarantee $g(G)$ on the size of a cut in a connected graph $G$ is the Edwards-Erdős bound [15, 16], which is $g(G) = m/2 + (n - 1)/4$. It was a long-standing open question whether Max Cut is fixed-parameter tractable in $k = \text{OPT}(G) - g(G)$, where $\text{OPT}(G)$ denotes the maximum cut size in the input graph $G$. The problem was eventually solved by Crowston et al. [10, 11]:

**Theorem 8.** There is an algorithm which, for any connected graph $G$, decides in time $8^k \cdot O(n^4)$ whether $G$ admits a cut of size at least $m/2 + (n - 1)/4 + k$.

Moreover, they show the problem admits a polynomial-size kernel with $O(k^5)$ vertices. The key to their result was the novel technique of one-way data reductions, which they introduced in that work and which generalizes the two-way reductions that are commonly applied for the design of fixed-parameter and kernelization algorithms. Their result was extended by Crowston et al. [9] to the more general Signed Max Cut problem, where each edge is labeled either “+” or “−”, and one wishes to find a cut which contains as many “+” edges and as few “−” edges as possible. The authors also decreased the kernel size to $O(k^5)$ vertices [9]. For restricted graph classes, kernels with only $O(k^2)$ vertices for (Signed) Max Cut were obtained by Faria et al. [19]. Finally, Etscheid and Mnich [18] improved the kernel size on general (even signed) graphs to an optimal $O(k)$ vertices, and showed how to compute it in linear time $O(k \cdot (n + m))$.

Another guarantee $g(G)$ on the size of a cut in any (connected) graph $G$ is the number of edges in a spanning tree, that is, $g(G) = n - 1$. Madhathil et al. [47, 48] show that Max Cut parameterized by the excess $k$ above the spanning tree lower bound admits an algorithm that runs in time $O(8^k)$, and hence it is fixed-parameter tractable with respect to $k$. Furthermore, they show a polynomial kernel of size $O(k^3)$. The kernelization result was significantly improved by Bliznets and Epifanov [6] who obtained a kernel with $O(k)$ vertices.

Ferizovic et al. [21] introduced new data reduction rules for the Max Cut problem, which encompass nearly all previous reduction rules. A key advantage of this generality is that their data reduction rules can be applied in a wider variety of cases—increasing their efficacy at reducing graph size. Furthermore, they engineer efficient implementations of these reduction rules and show through extensive experiments that kernelization achieves a significant reduction on sparse graphs. Their experiments reveal that current state-of-the-art solvers can be sped up by up to multiple orders of magnitude when combined with their data reduction rules. On social and biological networks in particular, kernelization enabled them to solve four instances that were previously unsolved in a ten-hour time limit with state-of-the-art solvers; three of these instances where solved in less than two seconds with their kernelization.

All these works refer to unweighted Max Cut. For instances $G = (V, E)$ of Max Cut with edges $e \in E$ weighted by positive integers $w(e)$, Poljak and Turzík [55] proved a lower bound of
\[ w(G)/2 + w(T_{\text{min}})/4, \text{ where } w(G) = \sum_{e \in E} w(e) \text{ and } T_{\text{min}} \text{ is the minimum weight of any spanning tree of } G. \] The lower bound was recently improved by Gutin and Yeo \cite{39} to \[ w(G)/2 + w(D)/4, \text{ where } D \text{ is a DFS tree of } G. \] They also obtain several other polynomial-time computable lower bounds on the maximum cut size. Yet, for none of these bounds we are aware of investigation regarding the parameterized complexity of MAX CUT parameterized above them.

**Open Problem 2.** What is the parameterized complexity of MAX CUT in edge-weighted graphs parameterized above known polynomial-time computable lower bounds, such as the Poljak-Turzík bound?

### 6 Maximum Bisection

Bisections are special kinds of bipartitions \((U, V \setminus U)\) of graphs \(G = (V, E)\), where each of the two sets \(U\) and \(V \setminus U\) has an equal number or almost equal number of vertices; that is, \(||U| - |V \setminus U|| \leq 1\).

The goal of the MAX BISECTION problem is to find a bisection of maximum size, where (like in maximum cuts) the number of edges with one endpoint in \(S\) and the other endpoint in \(V(G) \setminus S\) is maximized. It is not hard to see that \(g(G) = \lceil m/2 \rceil\) is a tight lower bound on the maximum size of a bisection of any \(m\)-edge graph \(G\).

Gutin and Yeo \cite{32} initiated the study of parameterizing MAX BISECTION above \(g(G)\), which is to decide whether a graph \(G\) has a bisection of size at least \(g(G) + k\), where \(k\) is the parameter. We will call this problem **Bisection above Half Edges** (BAHE). Gutin and Yeo \cite{32} showed that BAHE has a kernel with \(O(k^2)\) vertices and \(O(k^3)\) edges. Furthermore, Gutin and Yeo \cite{32} designed an \(O^*(16^k)\)-time algorithm for the problem. Later, Mnich and Zenklusen \cite{53} improved this result to a kernel with at most \(16k\) vertices. Feng et al. \cite{20} further improved the bound as follows.

**Theorem 9.** BAHE has a kernel with at most \(8k\) vertices.

The above results lead to the following:

**Open Problem 3.** Find the minimum value of \(c\) such that BAHE admits a kernel with at most \(ck\) vertices.

**Open Problem 4.** Design a faster fixed-parameter algorithm for BAHE than that by Gutin and Yeo. Is there an \(O^*(2^k)\)-time algorithm for the problem?

### 7 Maximum Independent Sets

The INDEPENDENT SET problem seeks, for a given graph \(G\), a largest set \(I\) of pairwise non-adjacent vertices in \(G\). Any independent set in a graph is the complement of a vertex cover in the same graph; therefore, finding independent sets of maximum size is computationally equivalent to finding vertex covers of minimum size, and hence is NP-hard. The NP-hardness of INDEPENDENT SET pertains to input graphs \(G\) which are planar, which are graphs that can be embedded in the plane such that none of their edges cross. One of the deepest, and well-known, statements about planar graphs is the Four-Colour Theorem: it states that the vertices of any \(n\)-vertex planar graph \(G\) can be colored with just four colours, such that any two adjacent vertices of \(G\) receive distinct colours. It took over a century of research and several falsified proofs before the first correct proof of the Four-Colour
Theorem was found by Appel and Haken [3]. The proof was later simplified by Robertson et al. [57]. These authors also gave an $O(n^2)$-time algorithm to actually find such a 4-colouring. Any colour class in such 4-colouring forms an independent set of $G$; in particular, the largest colour class forms an independent set of size at least $\lceil n/4 \rceil$. To date, the 4-colouring algorithm is the only known polynomial-time algorithm to obtain an independent set of size $\lceil n/4 \rceil$ in $n$-vertex planar graphs. This lower bound on the size of a maximum independent set is tight, as is for instance witnessed by the complete graphs $K_4$. As of now, it is open whether the existence of a larger independent sets can be checked efficiently.

**Open Problem 5.** Is there a polynomial-time algorithm to find an independent set of size at least $\lceil (n + 1)/4 \rceil$ in $n$-vertex planar graphs? Is there a fixed-parameter algorithm to find an independent set of size at least $\lceil (n + k)/4 \rceil$ in $n$-vertex planar graphs?

The Independent Set problem remains NP-hard in planar graphs with maximum degree at most 3, for which the lower bound of $\lceil n/4 \rceil$ is still tight. Mnich [52] answered the open question for planar graphs with maximum degree at most 3, by giving a fixed-parameter algorithm with run time $2^{O(k)} \cdot O(n)$.

The corresponding question for triangle-free planar graphs was addressed by Dvorak and Mnich. In triangle-free planar graphs, the Independent Set problem remains NP-hard. A classical result by Grötzsch [31] states that any $n$-vertex triangle-free planar graphs admits a 3-colouring, which implies the existence of an independent set of size at least $\lceil n/3 \rceil$. Dvořák and Mnich [14] proved the following:

**Theorem 10.** There is an algorithm which, for any triangle-free planar graph $G$, decides in time $2^{O(\sqrt{k})} \cdot O(n)$ whether $G$ has an independent set of size at least $\lceil (n + k)/3 \rceil$.

The algorithm of Theorem 10 relies on a reduction to graphs whose treewidth is bounded by $O(k)$, on which the Independent Set problem can eventually be solved in $2^{O(\sqrt{k})} \cdot O(n)$ time.

## 8 Longest Path

The Longest Path problem is a classical optimization problem in graphs: given a graph $G$, one seeks a path of length at least $k$ in $G$, or concludes that no such path exists. In their fundamental work on LogNP-completeness, Papadimitriou and Yannakakis [54] asked whether one can decide in polynomial time whether any given $n$-vertex graph admits a path of length $\log n$. The question was positively resolved by Alon et al. [2] when they introduced the color-coding method. Through this method, one can find paths of length $k$ in time $2^{O(k)} \cdot n^{O(1)}$, and hence paths of length $k = \log n$ in polynomial time. Since then, various improved algorithms have been suggested for the Longest Path problem when parameterized by the length $k$ of the path.

Some of these algorithms also allow to specify the end points of the path, that is, one seeks a path of length (exactly or at least) $k$ that starts in some vertex $s$ and ends in some vertex $t$. A natural lower bound on the length $k$ of such an $(s, t)$-path is the length $\ell(G, s, t)$ of a shortest $(s, t)$-path. This lower bound is tight, as is witnessed for instance by graphs $G$ which are paths and setting $s$ and $t$ to be the endpoints of this path. Bezekova et al. [4] considered the following parameterization of Longest Path above the guarantee $\ell(G, s, t)$ called Longest Detour: For given vertices $s$ and $t$ of a graph $G$ and non-negative integer $k$, decide whether $G$ has an $(s, t)$-path that is at least $k$ longer than a shortest $(s, t)$-path. Using insights into structural graph theory, Bezekova et
al. [4] proved that LONGEST DETOUR is fixed-parameter tractable on undirected graphs, and can be solved in time $2^{O(k)} \cdot n^{O(1)}$. The run time was recently improved by Fomin et al. [23], who proved the following:

**Theorem 11.** LONGEST DETOUR on undirected graphs can be solved in time $O^*(45.5^k)$ by a deterministic algorithm and in time $O^*(10.8^k)$ by a bounded-error randomized algorithm.

For digraphs, the parameterized complexity of LONGEST DETOUR remains unknown.

**Open Problem 6 ([4]).** Is LONGEST DETOUR fixed-parameter tractable on digraphs?

For a fixed integer $p$, the $p$-DISJOINT PATHS problem asks for a given digraph $D$ and $p$ pairs $(s_i, t_i)$ of its vertices whether $D$ has $p$ pairwise internally vertex-disjoint paths $Q_1, \ldots, Q_p$ such that $Q_i$ starts at $s_i$ and terminates at $t_i$, for $i = 1, \ldots, p$. A digraph $H$ is semicomplete if there is an arc between every pair of distinct vertices of $H$ (seicomplete digraphs generalize tournaments where there is exactly one arc between every pair of distinct vertices). Schrijver [59] proved that $p$-DISJOINT PATHS on planar digraphs can be solved in time $n^{O(p)}$. Chudnovsky et al. [8] proved that if we are given a partition of the vertex set of a digraph $D$ into $c$ subsets such that each subset induces a semicomplete subdigraph of $D$, then we can solve $p$-DISJOINT PATHS on $D$ in time $n^{O((cp)^{c})}$.

Fomin et al. [23] proved that LONGEST DETOUR is fixed-parameter tractable for every class of digraphs where 3-DISJOINT PATHS can be solved in polynomial time. This and Schrijver’s result [59] imply that for planar digraphs there is an algorithm for solving LONGEST DETOUR in time $2^{O(k)} \cdot n^{O(1)}$ [23]. Using the result of Chudnovsky et al. [8] we can get a fixed-parameter algorithm for LONGEST DETOUR on digraphs whose vertex set can be partitioned into a bounded number of subsets such that each subset induces a semicomplete subdigraph. Improving the result of Fomin et al. [23], Jacob et al. [42] proved that LONGEST DETOUR is fixed-parameter tractable for every class of digraphs where 2-DISJOINT PATH can be solved in polynomial time.

If one is looking for a long path (without fixed end-vertices) above a tight lower bound, then the following variation of LONGEST DETOUR introduced by Fomin et al. [23] is of interest. In LONGEST PATH ABOVE DIAMETER, given a graph $G$ and a nonnegative integer $k$, decide whether $G$ has a path with length at least $\text{diam}(G) + k$, where $\text{diam}(G)$ is the diameter of $G$ i.e., the maximum over $\ell(G, s, t)$ for all vertices $s$ and $t$ of $G$. Note that we cannot reduce LONGEST PATH ABOVE DIAMETER to LONGEST DETOUR due to the following remark. Let $s$ and $t$ be vertices of $G$ such that the distance between them equals $\text{diam}(G)$ and suppose that $G$ has a path $P$ of length at least $\text{diam}(G) + k$. Note that $P$ does not have to be an $(s, t)$-path of $G$.

Unfortunately, LONGEST PATH ABOVE DIAMETER is NP-complete even for $k = 1$ on undirected graphs [23]. For proof, Fomin et al. [23] gave an easy reduction to LONGEST PATH ABOVE DIAMETER on connected but not 2-connected graphs from HAMILTONIAN PATH. However, Fomin et al. [23] showed that the complexity changes if we restrict ourselves to 2-connected graphs: LONGEST PATH ABOVE DIAMETER can be solved in time $O^*(6.523^k)$ on undirected 2-connected graphs.

The situation is more interesting for digraphs:

**Theorem 12 ([23]).** On 2-strongly-connected digraphs, LONGEST PATH ABOVE DIAMETER with $k \leq 4$ can be solved in polynomial time, while for $k \geq 5$ it is NP-complete.

A key result in proving the polynomial-time part of Theorem 12 is the following lemma, which is of independent interest.
Lemma 3. Every 2-strongly-connected digraph \( G \) with \( \text{diam}(G) \geq 2^{3/17} \) has a path of length \( \text{diam}(G) + 4 \).

Fomin et al. [23] showed that the bound \( \text{diam}(G) + 4 \) is best possible, as there is an infinite sequence of 2-strongly-connected digraphs \( G_1, G_2, \ldots \) such that for every positive integer \( \ell \), \( \text{diam}(G_\ell) = 8\ell + 10 \) and for every sufficiently large \( \ell \), a longest path in \( G_\ell \) has length \( \text{diam}(G_\ell) + 4 \). This sequence of graphs is a key construction used by Fomin et al. [23] to prove the \( \text{NP} \)-completeness part of Theorem 12.

We conclude this section by adding that Fomin et al. designed parameterized algorithms for computing paths above the girth of \( G \) [24] and the degeneracy of \( G \) [25].

9 Longest Cycle

Let \( \gamma(G) \) denote the girth of a graph \( G \) i.e., the minimum length of a cycle of \( G \). Clearly, \( \gamma(G) \) is a tight lower bound on the maximum length of a cycle of \( G \). Fomin et al. [26] showed that fixed-parameter tractability of deciding whether a graph \( G \) has a cycle of length at least \( \gamma(G) + k \) follows from that of deciding whether a graph \( G \) has a cycle of length at least \( k \), where \( k \) is the parameter.

Since the latter problem is well-known to be fixed-parameter tractable, Fomin et al. [26] turned to studying the following multiplicative parameterization of Long Cycle: Given a graph \( G \) and a non-negative integer \( k \), decide whether \( G \) has a cycle of length at least \( k\gamma(G) \). Due to Theorem 2, one may guess that the last parameterization is intractable. However, it is tractable as proved by Fomin et al. [26] who also studied the question of the existence of a polynomial kernel.

Theorem 13 ([26]). Long Cycle parameterized multiplicatively above girth is solvable in time \( 2^{O(k^2)}n \). However, Long Cycle parameterized multiplicatively above girth does not admit a polynomial kernel unless \( \text{NP} \subseteq \text{coNP} / \text{poly} \).

The above two theorems hold also for paths rather than cycles.

What if one considers a slower growing function of \( \gamma(G) \) instead of \( \gamma(G)^\varepsilon \) as in the above theorem? For example, one can ask the following question.

Open Problem 7. What is the complexity of the following problem? Given a graph \( G \), decide whether \( G \) has a cycle of length at least \( \gamma(G) \log \gamma(G) \).

Note that replacing \( \log \gamma(G) \) by \( \sqrt{\log \gamma(G)} \) results in a polynomial-time solvable problem by Theorem 13.

Another guarantee \( g(G) \) on the length of any cycle in a graph \( G \) is given by the average degree \( \text{ad}(G) \) (as long as it is at least 2); this result was shown by Erdős and Gallai [17]. Fomin et al. [28] addressed the parameterized complexity of Long Cycle parameterized above the Erdős-Gallai bound. Their main result is as follows.

Theorem 15. There is an \( 2^{O(k)} \cdot n^{O(1)} \)-time algorithm which decides the existence of cycles of length \( g(G) + k \) in 2-connected graphs.
The 2-connectedness in Theorem 15 is necessary, as the problem is NP-hard for \( k = 1 \) in general graphs.

The proof of Theorem 15 uses the structural properties of dense graphs developed by Fomin et al. in [27]. In 1952, Dirac proved the following classical result in graph theory: Every \( n \)-vertex 2-connected graph \( G \) with minimum degree \( \delta \geq 2 \) contains a cycle of length at least \( \min\{n, 2\delta\} \). Using the structural properties of dense graphs, Fomin et al. [27] proved that in time \( 2^{O(k)} \cdot n^{O(1)} \) one can decide whether an \( n \)-vertex 2-connected graph \( G \) with minimum degree \( \delta \geq 2 \) has a cycle of length at least \( \min\{n, 2\delta + k\} \).

## 10 Traveling Salesperson Problem

The Travelling Salesperson Problem (TSP) is one of the most well-known and widely studied combinatorial optimization problems. In this problem, we are given a complete graph \( K_n \) with weights on its edges and we are required to find a Hamiltonian cycle in \( K_n \) of minimum total weight. In its full generality, TSP is not only NP-hard, but also NP-hard to approximate to within any constant factor. Therefore there has been much attention in developing approximation algorithms for restricted instances of TSP. In this section, we consider general TSP, but rather than seeking a Hamiltonian cycle of minimum weight, we seek a Hamiltonian cycle that beats the average weight of all Hamiltonian cycles by some given value.

Let \( w \) be an integer edge weighting of \( K_n \), i.e. \( w : E(K_n) \to \mathbb{Z} \), and let \( G \) be a subgraph of \( K_n \). We write \( w(G) := \sum_{e \in E(G)} w(e) \), and define the density \( d = d(w) \) of \( w \) to be the average weight of an edge, i.e. \( d := w(K_n) / \binom{n}{2} \).

Vizing [62] asked whether there is a polynomial-time algorithm which, given an integer edge weighting \( w \) of \( K_n \), always finds a Hamiltonian cycle \( H^* \) of \( K_n \) satisfying \( w(H) \leq dn \). He answered this question in the affirmative, and subsequently Rublineckii [58] described several other TSP heuristics satisfying this property (one of such results was first proved by E.M. Lifshits). TSP heuristics satisfying this property are of interest, as they guarantee that the Hamiltonian cycle they construct is not longer than at least \((n - 2)!\) Hamiltonian cycles if \( n \) is odd and at least \((n - 2)!/2\) Hamiltonian cycles if \( n \) is even [58].

A natural question extending Vizing’s question is as follows: for each fixed \( k \), is there a polynomial-time algorithm which, given \( w \), determines if there exists a Hamiltonian cycle \( H^* \) satisfying \( w(H^*) \leq dn - k \)? Gutin and Patel [34] answered this question affirmatively:

**Theorem 16.** There exists an algorithm which, given \((n, w, k)\) as input, where \( n, k \in \mathbb{N} \) and \( w : E(K_n) \to \mathbb{Z} \), determines whether there exists a Hamiltonian cycle \( H^* \) of \( K_n \) with weight \( w(H^*) \leq dn - k \) in time \( O(k^3)! + O(k^3n) + O(n^7) \), and outputs such a Hamiltonian cycle if it exists.

The proof of Theorem 16 is quite involved, and heavily uses the fact that \( K_n \) is an undirected graph. This motivates the following problem:

**Open Problem 8.** Is there a fixed-parameter algorithm, which given a complete digraph \( D \) whose every arc has an integer weight, decides whether \( D \) has a Hamiltonian cycle of weight not larger than the average weight of a Hamiltonian cycle minus \( k \), where \( k \) is the parameter?

Gutin and Patel [34] believe that the answer to Open Problem 8 is positive.
11 Parameterizations Times Multiplicative Guarantees

In the previous sections we have discussed parameterizations above/below guarantees which can be called “additive” parameterizations, where the parameter $k$ is taken as the additive excess over a polynomial-time computable lower bound. We now consider parameterizations times multiplicative lower or upper bounds. To the best of our knowledge, this topic was introduced by Serna and Thilikos [60]. Formally, problems of this type take as input an instance $(I,k)$ of some parameterized problem $\Pi$ with a guarantee $g(A)$, and seek a solution for $I$ which is of size at least (or at most) $k \cdot g(I)$. Gutin et al. [35] and [36] answered three open questions in [60], see Theorems 2 and 5.

Fomin et al. [26] continued such research by studying the LONGEST CYCLE problem parameterized multiplicatively times the girth $g(I)$ of the input graph $I = G$, see Section 9. Apart from LONGEST CYCLE, Fomin et al. showed that MAX INTERNAL SPANNING TREE and INDEPENDENT SET (in graphs with girth at least 4) is fixed-parameter tractable when parameterized times the girth of the input graph, as are VERTEX COVER and CONNECTED VERTEX COVER where one seeks solutions of size at most $g(I)$. Those algorithmic results are put in contrast with an intractability result, which shows that INDEPENDENT SET in general graphs is $W[1]$-hard parameterized times the girth. The authors also show that FEEDBACK VERTEX SET and CYCLE PACKING are para-NP-hard parameterized times the girth, though the girth is not an upper bound on the solution size $k$ for these problems. The algorithms heavily rely on efficient computations in bounded treewidth graphs, but differ from fixed-parameter algorithms for those problems when parameterized by (related) additive guarantees. This fact, together with the existence of aforementioned parameterized intractability results, suggests that parameterizations times multiplicative guarantees can lead to a rich and fruitful theory of parameterized (in)tractability.

All the above results of this section hold for undirected graphs. Fomin et al. [28] (and the authors of this paper in their first version) asked whether DIRECTED LONGEST CYCLE is fixed-parameter tractable parameterized times the (directed) girth of the input digraph. In answering this question, Jacob et al. [41] showed that the problem is $W[1]$-hard.
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