ROBUSTNESS ANALYSIS OF SPATIOTEMPORAL MODELS IN THE
PRESENCE OF EXTRINSIC FLUCTUATIONS
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Abstract. We analyze the governing partial differential equations of a model of pole-to-pole oscillations of the MinD protein in a bacterial cell. The sensitivity to extrinsic noise in the parameters of the model is explored. Our analysis shows that overall, the oscillations are robust to extrinsic perturbations in the sense that small perturbations in reaction coefficients result in small differences in the frequency and in the amplitude. However, a combination of analysis and simulation also reveals that the oscillations are more sensitive to some extrinsic time-scales than to others.
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1. Introduction. Mathematical models are now essential to the way biological scientists understand single cells [11, 16, 24]. Chemical reactions and transport of chemical species are often described by deterministic models, for example, by partial differential equations (PDEs) and the Law of Mass Action. However, noise plays a fundamental role in many cellular processes [1, 5, 27] such as switching between stable modes of gene expression [4, 19, 31, 32]. For such processes, a discrete and stochastic modelling framework is more appropriate than a deterministic continuum model, especially when a single cell contains only a small number of molecules of a particular chemical species [1, 5, 34]. Such a framework is provided by the chemical master equation [7, 34], which is increasingly applied in systems biology.

When formulating a stochastic model of a process, we may distinguish between external or extrinsic noise that is independent of the system being modeled, and internal or intrinsic noise that is inherently part of the system itself. Van Kampen discusses this issue in his classic text. He emphasizes the importance of making this distinction at a conceptual level during the process of model formulation [34, Chapter IX.5, Chapter XVII.7]. Biologists also employ the terminology of intrinsic and extrinsic noise when describing stochastic phenomena in relation to models of gene expression, although identifying and measuring intrinsic and extrinsic contributions to dynamic systems can be challenging [3, 13, 30]. A common interpretation is that intrinsic noise arises from the inherently discrete nature of a collision theory of chemical reactions, in which there is randomness associated with the chance collisions of molecules, whereas extrinsic noise arises from all of the other processes that we do not explicitly include in the mechanistic steps of our mathematical model but which we do believe exert influence. The stage of the cell-cycle, ambient temperature, a dynamic microenvironment, or the number of ribosomes in a cell, all effect cellular processes but they are usually not explicitly included in models; instead their effects may be regarded as extrinsic noise. For example, temperature effects chemical reaction rates and also biological oscillations [10, 33, 35].

We are interested in a mathematical model of MinD oscillations in bacteria [4, 18, 25, 35] and the robustness of the model to extrinsic spatial and temporal fluctuations in the coefficients. The model is a system of nonlinear PDEs with diffusion for the mean values of the concentrations of the species. If the copy number of the molecular species is large then the relative intrinsic fluctuations are small and a deterministic PDE system without intrinsic noise is a good approximation. This is often the case for the MinD oscillations [15, 35] but not in all
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The question of robustness is certainly important specifically in the context of models of MinD oscillations [12, 18], but it is also important more generally in the field of uncertainty quantification and in systems biology, where parameters are often poorly characterised [36]. Moreover, oscillations in biology have a rich literature, in which robustness of oscillations is an important theme, e.g. [21, 37]. With our approach combining analysis with simulations we find that overall, the MinD model is robust to fluctuations in the coefficients, in the sense that small fluctuations in the coefficients lead to only small changes in the period or to small changes in the amplitude of the oscillations. However, our results also reveal that the oscillations are more sensitive to some timescales of the extrinsic fluctuations than to others.

The outline of the paper is as follows. The PDE model of the Min oscillations is found in Section 2. The model is linearized, expanded in a cosine series, and in a small parameter $\varepsilon$ in Section 3. The extrinsic perturbations of the parameters of the model are scaled by $\varepsilon$ and the influence of the perturbations on the frequency and the amplitude of the oscillations is analyzed. Section 4 is a brief review of the properties of an Ornstein-Uhlenbeck process for the colored temporal noise and how the spatial noise is generated. The autocorrelations for the changes in frequency are derived in Section 5 assuming that the perturbations are as in Section 4. Comparison is made in Section 6 between the solutions of the nonlinear model and the linearized model used in the analysis. Some conclusions are drawn in the final Section 7.

2. MinD proteins oscillate in a single cell. Experimental observations of a single bacteria cell reveal that MinD proteins oscillate from one pole of the cell to the other, with a period of about one minute [4, 17, 18, 20, 25, 35]. During these oscillations, Min proteins spend most of the time at the poles of the cell and much less time at the middle of the cell, so that a time-averaged profile shows MinD concentration lowest in the middle of the cell and
Fig. 2: Solution of the deterministic PDE model, in one space dimension and time, of MinD oscillations (2.1). (a) Temporal variation of $\rho_d$ shown at the left boundary at $x = 0$ (solid blue) and at the right boundary $x = 4.5$ (dashed red). (b) Top: Kymographs of the dynamics of the concentration show regular oscillations (high concentration: red, low concentration: blue). Most time is spent at the poles, with a relatively fast transition from one pole to the other. Middle: Power spectrum confirms strong periodic components of the solution. The maximal peak corresponds to a period of about 40 s. Bottom: The time-averaged concentration profile is at a minimum near the middle of the cell.
highest at the poles of the cell. These oscillations in space and time are associated with correct functioning of cell division. The time-averaged MinD concentration profile can be thought of as a potential function that repels key cellular machinery (such as Ftsz proteins and assembly of the Z-ring) from the poles of the cell, and instead pushes the machinery to the middle of the cell, where MinD concentration is lowest. This allows the cell to correctly locate and divide at approximately the middle, which is important for producing two equal-sized daughter cells. Disruptions of these oscillations are associated with cells that divide unevenly or that exhibit other problematic phenotypes [4] so robustness is an important issue [12, 28, 29].

The Min system is simulated stochastically in three dimensions (3D) with a mesoscopic model and Gillespie’s SSA [8] implemented in [2] in Figure 1. Parameters are not perturbed in the left column, so the noise is intrinsic there. In the right column, one parameter, $\sigma_{DD}$ in (2.1), is perturbed in space and time and we have both intrinsic and extrinsic noise. The MinD oscillations are affected by the extrinsic noise in the upper right panel but the average concentration profile is less sensitive.

A system of reaction-diffusion PDEs is a popular macroscopic model for the oscillations of the Min protein [14, 18]. It includes five species with concentrations that vary in space and time: three species in the cytosol of the cell, and two species that are membrane-bound. Let the concentrations of MinD:ADP, MinD:ATP, and MinE in the cytosol be $\rho_{DD}(x,t)$, $\rho_{DT}(x,t)$, and $\rho_E(x,t)$. Let $\rho_d(x,t)$ and $\rho_{de}(x,t)$ be the concentrations of MinD:ATP and MinE:MinD:ATP, which are complexes on the membrane. The volume of the domain (the cytosol in a single cell) is denoted by $\Omega$ with the boundary (the membrane of the cell) $\partial \Omega$ and an outward normal $n$.

The equations for the concentrations of the species in the model of Huang et al. [14] are

$$\begin{align*}
\partial_t \rho_{DD} &= \sigma_{de} \rho_{de} - \sigma_{DT} \rho_{DD} + \gamma_D \Delta \rho_{DD}, \\
\partial_t \rho_{DT} &= \sigma_{DT} \rho_{DD} - (\sigma_D + \sigma_{dd}(\rho_d + \rho_{de})) \rho_{DT} + \gamma_D \Delta \rho_{DT}, \\
\partial_t \rho_E &= \sigma_{de} \rho_{de} - \sigma_E \rho_d \rho_E + \gamma_E \Delta \rho_E, \\
\partial_t \rho_d &= (\sigma_D + \sigma_{dd}(\rho_d + \rho_{de})) \rho_{DT} - \sigma_E \rho_d \rho_E, \\
\partial_t \rho_{de} &= \sigma_E \rho_d \rho_E - \sigma_{de} \rho_{de}.
\end{align*}$$

The time derivative is denoted by $\partial_t$ and the diffusion operator by $\Delta$. Reactions involving $\rho_d$ and $\rho_{de}$ take place only on the cell membrane. The boundary conditions for the species in the cytosol are reflective at $\partial \Omega$, i.e. $n \cdot \nabla \rho = 0$.

Other models of the Min system are reviewed in [18]. The model of Fange and Elf [4] has diffusion also on the membrane and the term $\sigma_{dd}\rho_d \rho_{DT}$ is missing in the second and fourth equations in (2.1). The change of MinD from ADP to ATP form is ignored and there is an upper bound on the number of membrane binding sites in the model of Meacci and Kruse [20].

The geometry of the cell $\Omega$ is modelled as cylindrical, with spherical caps at both ends. The cell radius is 0.5 $\mu$m, the cylindrical part is 3.5 $\mu$m, and the volume $V$ is 3.2725 $\mu$m$^3$. The typical reaction parameters in (2.1) are

$$\begin{align*}
\sigma_{de} &= 0.7 s^{-1}, \quad \sigma_{DT} = 1 s^{-1}, \quad \sigma_D = 0.025 \mu m s^{-1}, \\
\sigma_{dd} &= 6.8 \cdot 10^5 M^{-1} s^{-1}, \quad \sigma_E = 5.60 \cdot 10^7 M^{-1} s^{-1}.
\end{align*}$$

The diffusion coefficients are $\gamma_D = \gamma_E = 2.5 \mu m^2 s^{-1}$. The cell length is assumed to be constant although the length is varying during the cell cycle and has an influence on the oscillations [6].

Figure 2 shows the deterministic solution of the system (2.1) for the parameters (2.2) in one dimension (1D). As can be seen, periodic oscillations of MinD from pole to pole (top) works to establish a relative temporal average concentration profile in which MinD has a higher concentration in the regions near the polar caps and a minimum in the middle of the cell (bottom). For these values of the parameters, the power spectrum (middle pane) has its main peak at approximately 0.025 Hz, corresponding to a period of approximately 40 seconds. The
solution is similar to the stochastic realization in Figure 1 with unperturbed parameters. The steady state solution $\rho_\infty$ of (2.1) agrees very well with the average values in space and time of the stochastic simulations. The time period $T$ of the oscillations is about 40 seconds in both the deterministic equations and the stochastic simulations.

3. Analysis of the macroscopic model. The deterministic PDE model switches between a spatially homogeneous equilibrium and unstable periodic oscillations, via stable oscillations when parameters $\sigma$ are varied. The oscillatory behavior can be compatible with the suppression of Z-ring formation at the bacterium’s poles only if the oscillations are reliable enough in space and of large enough amplitude. We are interested in oscillatory solutions of (2.1) and where in the parameter space they appear. Small perturbations around a steady state solution $\rho_\infty$ (or a fixed point) are introduced. The small perturbations satisfy linearized equations with a constant system matrix. The eigenvalues of this matrix tell us where the perturbations are stable, unstable, or oscillate. The coefficients $\sigma$ are perturbed in space and time about a constant mean value. In this way, the uncertainty in the parameters is introduced. The amplitude and the frequency of the oscillations in the MinD system are changed by the perturbations which are assumed to be small such that linearization is possible.

3.1. Invariants in the deterministic model. Since
\[ \int_\Omega \Delta \rho \, d\Omega = \int_{\partial \Omega} \mathbf{n} \cdot \nabla \rho \, dS = 0, \]
it follows from (2.1) that the total number of MinD and MinE molecules, $N_D$ and $N_E$, defined by
\begin{align*}
N_D &= \int_\Omega \rho_{DD} + \rho_{DT} + \rho_d + \rho_{de} \, d\Omega, \\
N_E &= \int_\Omega \rho_E + \rho_{de} \, d\Omega,
\end{align*}
are constant and $\partial_t N_D = \partial_t N_E = 0$. The total number of molecules in our examples are $N_D = 4500$ and $N_E = 1575$.

The conclusion from (3.1) for a constant steady state solution
\[ \rho_\infty^T = (\rho_{DD\infty}, \rho_{DT\infty}, \rho_{E\infty}, \rho_{d\infty}, \rho_{de\infty}), \]
is that the quantities $\rho_{Dtot}$ and $\rho_{Etot}$ in
\[ \rho_{Dtot} = N_D/V = \rho_{DD\infty} + \rho_{DT\infty} + \rho_{d\infty} + \rho_{de\infty}, \\
\rho_{Etot} = N_E/V = \rho_{E\infty} + \rho_{de\infty}, \]
are conserved in all solutions. Then $\rho_{d\infty}$ and $\rho_{de\infty}$ can be eliminated from the stationary equation of (2.1) using (3.3) yielding three nonlinear equations for $\rho_{DD\infty}, \rho_{DT\infty},$ and $\rho_{E\infty}$. The constants $\rho_{Dtot}$ and $\rho_{Etot}$ are 1375 and 481. Only one fixed point has been found in the neighborhood of the $\sigma$-values in (2.2) and it depends smoothly on the parameters.

3.2. Model with variable parameters. In order to investigate the influence of a variation in the $\sigma$-parameters, a 1D simplification of the model in (2.1) is introduced in the interval $[0, L]$ with $L = 4.5 \mu m$ and
\[ \partial_t \rho = f(\rho) + \kappa(x,t)g(\rho) + \gamma D \partial_x^2 \rho, \quad \partial_x \rho = 0 \text{ at } x = 0, L. \]
Here $f$ and $g$ contain the reaction terms and $D$ is diagonal with $D_{jj} = 1, j = 1, 2, 3,$ and $D_{jj} = 0, j = 4, 5$ in the MinD model, and $\partial_x$ denotes $\partial/\partial x$. A 1D model is found to be sufficient to study Min oscillations in [18]. See also Figures 1 and 2. The parameters (2.2) in (2.1) are constant in $f$ and are multiplied by the same factor $\kappa$ varying in space and time in $g$. The
assumption is that the perturbed parameters appear linearly in the right hand side of (3.4). The factor is assumed to have the expansion

\[
\kappa(x,t) = (1 + \varepsilon \kappa_{t}(t) + O(\varepsilon^{2}))(1 + \varepsilon \kappa_{x}(x) + O(\varepsilon^{2}))
\]

in a small parameter \(\varepsilon\). The perturbations are such that

\[
\lim_{t \to \infty} \frac{1}{t} \int_{0}^{T} \kappa_{t}(s) \, ds = 0, \quad \frac{1}{L} \int_{0}^{L} \kappa_{x}(x) \, dx = 0.
\]

Thus, the mean values of the \(\sigma\)-parameters in space and time are not changed. The unperturbed constant steady state \(\rho_{\infty}\) with \(\kappa = 1\) satisfies

\[
f(\rho_{\infty}) + g(\rho_{\infty}) = 0.
\]

A perturbation of \(\rho_{\infty}\) is denoted by

\[
\delta \rho(x,t) = (\delta \rho_{DD}(x,t), \delta \rho_{DT}(x,t), \delta \rho_{E}(x,t), \delta \rho_{d}(x,t), \delta \rho_{de}(x,t)).
\]

Insert \(\rho_{\infty} + \delta \rho\) into (3.4) and linearize the system of equations. Terms of \(O(\|\delta \rho\|^{2})\) are ignored and the Jacobians of \(f\) and \(g\) at \(\rho_{\infty}\) are denoted by \(F = \partial f / \partial \rho\) and \(G = \partial g / \partial \rho\). Then \(\delta \rho(x,t)\) satisfies

\[
\frac{\partial}{\partial t} \delta \rho = F \delta \rho + \kappa(x,t) G \delta \rho + \gamma D \partial_{x}^{2} \delta \rho
\]

where \(J = F + G\). The constant Jacobian matrix \(J\) depends on the steady state solution \(\rho_{\infty}\) and the unperturbed reaction coefficients. The expansion of \(\delta \rho\) in the small parameter is

\[
\delta \rho = \delta \rho_{0} + \varepsilon \delta \rho_{1} + \varepsilon^{2} \delta \rho_{2} + O(\varepsilon^{3}).
\]

This expansion will be inserted into (3.9) to derive equations for \(\delta \rho_{0}\) and \(\delta \rho_{1}\) but first the stability of the lowest order term in the expansion is investigated.

### 3.3. Stability analysis of the lowest perturbation mode.

An equation for the unperturbed solution \(\delta \rho_{0}(x,t)\) is obtained by letting \(\varepsilon = 0\) in (3.9)

\[
\frac{\partial}{\partial t} \delta \rho_{0} = J \delta \rho_{0} + \gamma D \partial_{x}^{2} \delta \rho_{0},
\]

satisfying the constraints obtained from (3.1)

\[
\delta \rho_{DD} + \delta \rho_{DT} + \delta \rho_{d} + \delta \rho_{de} = 0, \quad \delta \rho_{E} + \delta \rho_{de} = 0.
\]

The stability of the constant steady state is first investigated by letting \(\delta \rho_{0}\) be constant in space in (3.11), \(\delta \rho_{0} = \delta \rho_{0}(t)\). Then the equation for \(\delta \rho_{0}\) is

\[
\frac{\partial}{\partial t} \delta \rho_{0} = J \delta \rho_{0},
\]

with the solution

\[
\delta \rho_{0}(t) = \exp(Jt) \delta \rho_{0}(0).
\]

The eigenvalues \(\lambda_{j}(J)\) of \(J\) determine the stability properties of the solution. If \(\max \Re \lambda_{j} < 0\) then a spatially constant perturbation will vanish but suppose that \(\max \Re \lambda_{j} > 0\) and \(\delta \rho_{0}(0) \neq 0\).
Then there are growing perturbations violating the assumption of small perturbations. Furthermore, in order to satisfy (3.12) at least one component must approach $-\infty$ breaking the non-negativity constraint on the concentrations. Therefore, we let the constant steady state be unperturbed initially with $\delta \rho_0(0) = 0$ and $\delta \rho_0(t) = 0$.

Another perturbation mode satisfying the boundary conditions in (3.4) is

$$\delta \rho_0(x,t) = \delta \rho_0(t) \cos(\pi x/L).$$

The solution to (3.11) with this ansatz is

$$\delta \rho_0(x,t) = \exp(H_1 t) \cos(\pi x/L) \delta \rho_0(0), \quad H_1 = J - (\gamma \pi^2/L^2) D.$$ 

The stability of this perturbation is determined by the eigenvalues $\lambda_j(H_1), j = 1, \ldots, 5$. In the neighborhood of the $\sigma$-values in (2.2), there is an oscillatory mode with $\Re \lambda_j(H_1) = 0$, $j = 1, 2$, and $\Re \lambda_j(H_1) < 0$, $j = 3, 4, 5$, in numerical computations of the eigenvalues.

Let $s_j^T = (s_jDD, s_jDT, s_jE, s_d, s_{de})$ be the eigenvector of $H_1$ corresponding to $\lambda_j$ and let $s_jA = \exp(\mu_j A + i \tau_j A)$, $A = DD, DT, E, d, de$. The oscillatory eigenvalue $\lambda_1 = i \theta_1$ has the eigenvector $s_1$. The eigenvector of $\lambda_2 = i \theta_2 = \lambda_1^* = -i \theta_1$ is $s_2 = s_1^*$. Then with initial data $\delta \rho_0(0) = s_1 + s_1^*$, the oscillatory perturbation is derived from the solution of (3.11)

$$\begin{aligned}
\delta \rho_{0A}(x,t) &= (s_{1A} \exp(i \theta_1 t) + s_{1A}^* \exp(-i \theta_1 t)) \cos(\pi x/L) \\
A &= DD, DT, E, d, de.
\end{aligned}$$

The oscillations in time have the period $T = 2\pi/\theta_1$ with different phase angles $\nu_1A$ for the species. The period will change when $L$ increases due to cell growth. In the analysis here, we let $L$ be constant.

The spatial mode in (3.15) and (3.17) has two peaks in space, one at $x = 0$ and one at $x = L$ with alternating sign and oscillates in time. The time average of the square of the species concentration in (3.17) is

$$\frac{1}{T} \int_0^T (\delta \rho_{0A}(x,t))^2 dt = |s_{1A}|^2 \cos^2(\pi x/L)$$

with a dip at the center of the cell in the MinD concentration as observed in Figures 1 and 2. Similar analyses for related model equations can be found in [17, 20].

The sensitivity in the oscillatory eigenvalue of $H_1$ in (3.16) to changes in the reaction parameters is evaluated in Figure 3. The isolines for $\max \Re \lambda_j = 0$ are drawn in the $\sigma_{dd} - \sigma_{de}$ plane for different $\sigma_{de}$ and $\sigma_{DT}$. The eigenvalues are insensitive to $\sigma_D$. This is confirmed in [33]. In the stable regions in the lower and left parts of the figures with $\Re \lambda_j(H_1) < 0$, $\delta \rho_0(x,t)$ will decay in (3.16) and $\rho(x,t)$ will approach the steady state $\rho_\infty$. The perturbation is mildly unstable in the upper right part of the figures and will grow there until nonlinear effects, non-negativity and the bounds on the total number of MinD and MinE molecules (3.3) will limit the amplitude. For these parameters and the two oscillatory eigenvalues, $\Re \lambda_j$ is small compared to $3 \lambda_j$.

The dependence of the period on the $\sigma$ parameters is displayed in Figure 4. The isolines of $T$ are computed as $2\pi/3 \lambda_j$ for the oscillatory eigenvalues. The period varies quickly when $\sigma_{dd}$ is changed around the base values of $\sigma$ but is insensitive to perturbations in $\sigma_E$ there.

### 3.4. Perturbation analysis

Equations for the space and time dependent perturbation $\delta \rho$ of the steady state in (3.8) and (3.10) when $\varepsilon > 0$ will be derived from (3.9) using separation of variables.
Fig. 3: The perturbations of the steady state solution are oscillatory on the lines in the $\sigma_E - \sigma_{aD}$ plane. The curves represent different values of $\sigma_{de}$ (top) and $\sigma_{DT}$ (bottom).

The solution is first expanded in a cosine series in space

$$\delta \rho(x,t) = \sum_{\omega=1}^{\infty} \delta \hat{\rho}_\omega(t) \cos(\omega \pi x / L), \; x \in [0,L], \; t \geq 0.$$  \hfill (3.18)

Then the boundary conditions in (3.4) are satisfied. The initial condition is taken to be

$$\delta \rho(x,0) = \delta \hat{\rho}_1(0) \cos(\pi x / L).$$  \hfill (3.19)
Let $H_\omega = J - (\gamma \omega^2 \pi^2 / L^2) D$ and insert $\delta \rho$ in (3.18) into (3.9) to obtain

\begin{equation}
\partial_t \sum_{\omega=1}^\infty \delta \hat{\rho}_\omega(t) \cos(\omega \pi x / L) = \sum_{\omega=1}^\infty H_\omega \delta \hat{\rho}_\omega \cos(\omega \pi x / L) + \varepsilon(\kappa_\ell + \kappa_\omega) \sum_{\omega=1}^\infty G \delta \hat{\rho}_\omega \cos(\omega \pi x / L) + O(\varepsilon^2).
\end{equation}

Introduce a change of variables $\delta \hat{\rho}_\omega = S \delta \hat{u}_\omega$ where $S = (s_1, s_2, s_3, s_4, s_5)$ is the eigenvector matrix of $H_1$. The corresponding transformations of $H_\omega$ and $G$ are $\hat{H}_\omega = S^{-1} H_\omega S$ and $\hat{G} = S^{-1} G S$. When $\omega = 1$, $H_1$ is a diagonal matrix with the eigenvalues $\lambda_j = \lambda_j(H_1)$ on the diagonal. The eigenvalues of $H_\omega$, $\omega \geq 2$, are $\lambda_{\omega j}$. For the linearized system of equations (3.9), we assume

\begin{equation}
D_{ii} \geq 0, \ i = 1, \ldots, 5, \ D_{jj} > 0 \text{ for at least one } j,
\lambda_1 = i \theta_1, \ \lambda_2 = i \theta_2 = -i \theta_1, \ \Re \lambda_j < 0, \ j = 3, 4, 5,
\Re \lambda_{\omega j} < 0, \ j = 1, \ldots, 5, \ \omega \geq 2.
\end{equation}

The third assumption concerning $\lambda_{\omega j}$ is not necessary if the diffusion is the same in all components with $D = I$. Then $\lambda_{\omega j} = \lambda_j - \gamma(\omega^2 - 1) \pi^2 / L^2$ and

\begin{equation}
\Re \lambda_{\omega j} = \Re \lambda_j - \gamma(\omega^2 - 1) \pi^2 / L^2 < \Re \lambda_j \leq 0, \ j = 1, \ldots, 5, \ \omega \geq 2.
\end{equation}

The following analysis is also simplified considerably if $D = I$. 

![Fig. 4: The isolines of the period of the oscillations for the perturbations of the steady state solution in the $\sigma_E - \sigma_dD$ plane. The curves represent different values of $T$.](image)
The equations satisfied by the coefficients $\delta \hat{u}_{\omega j}(t)$ are for $j = 1, \ldots, 5$,

$$
\begin{equation}
\partial_t \sum_{\omega=1}^{\infty} \delta \hat{u}_{\omega j} \cos(\omega \pi x/L) = \sum_{\omega=1}^{\infty} \sum_{k=1}^{5} \hat{H}_{\omega j k} \delta \hat{u}_{\omega k} \cos(\omega \pi x/L)
+ \varepsilon (\kappa_t + \kappa_x) \sum_{\omega=1}^{\infty} \sum_{k=1}^{5} \hat{G}_{\omega j k} \delta \hat{u}_{\omega k} \cos(\omega \pi x/L) + O(\varepsilon^2).
\end{equation}
$$

A Lindstedt-Poincaré transformation of time

$$
(3.24)
t = s(1 + \varepsilon \psi_1(s) + \varepsilon^2 \psi_2(s) + \ldots)
$$

is introduced for the $j$:th equation to avoid secular solutions later with terms in $\delta \hat{u}_{\omega j}$ growing linearly in time, see e.g. [22]. Then the time derivative is transformed to

$$
\partial_s \delta \hat{u}_{\omega j} = \partial_t \delta \hat{u}_{\omega j} \frac{dt}{ds} = (1 + \varepsilon s \psi_1 + \varepsilon^2 s \psi_2 + O(\varepsilon^2)) \partial_t \delta \hat{u}_{\omega j}.
$$

Consequently, the equation in $s$ is

$$
\begin{equation}
\partial_s \sum_{\omega=1}^{\infty} \delta \hat{u}_{\omega j} \cos(\omega \pi x/L) = (1 + \varepsilon s \psi_1 + \varepsilon^2 s \psi_2) \sum_{\omega=1}^{\infty} \sum_{k=1}^{5} \hat{H}_{\omega j k} \delta \hat{u}_{\omega k} \cos(\omega \pi x/L)
+ \varepsilon (\kappa_t + \kappa_x) \sum_{\omega=1}^{\infty} \sum_{k=1}^{5} \hat{G}_{\omega j k} \delta \hat{u}_{\omega k} \cos(\omega \pi x/L) + O(\varepsilon^2).
\end{equation}
$$

Insert the $\varepsilon$-expansion of $\delta \hat{u}_{\omega j}$

$$
(3.27)
\delta \hat{u}_{\omega j} = \delta \hat{u}_{\omega j 0} + \varepsilon \delta \hat{u}_{\omega j 1} + \varepsilon^2 \delta \hat{u}_{\omega j 2} + O(\varepsilon^3)
$$

into (3.26) and collect terms multiplied by $\varepsilon^k$, $k = 0, 1, 2 \ldots$ For $\varepsilon^0$ we arrive at an equation for $\delta \hat{u}_{\omega j 0}$

$$
\begin{equation}
\partial_s \delta \hat{u}_{\omega j 0} = \sum_{k=1}^{5} \hat{H}_{\omega j k} \delta \hat{u}_{\omega k 0}, \ \omega \geq 1.
\end{equation}
$$

By (3.19), the initial conditions are

$$
\begin{equation}
\delta \hat{u}_{1 j 0}(0) = \delta \hat{u}_{1 j 0 0} = \sum_{k=1}^{5} (S^{-1})_{j k} \delta \hat{p}_{1 k}(0), \ j = 1, \ldots, 5,
\delta \hat{u}_{\omega j 0}(0) = 0, \ \omega \geq 2, \ j = 1, \ldots, 5.
\end{equation}
$$

By assumption (3.21) for $\omega = 1$, the solution for large $s$ is

$$
\begin{equation}
\delta \hat{u}_{110}(s) = \exp(i \theta_1 s) \delta \hat{u}_{110 0}, \ \delta \hat{u}_{120}(s) = \exp(-i \theta_1 s) \delta \hat{u}_{120 0},
\delta \hat{u}_{1 j 0}(x, s) \approx 0, \ j = 3, 4, 5,
\end{equation}
$$

and because of the initial conditions

$$
\begin{equation}
\delta \hat{u}_{\omega j 0}(s) = 0, \ \omega \geq 2, \ j = 1, \ldots, 5.
\end{equation}
$$
Since \( \lambda_j \neq \pm i \theta_1 \) when \( j = 3, 4, 5 \), there is no secular term for these \( j \) and we let \( \psi_{j1} = 0 \), \( i \geq 1 \), in (3.24) and \( s = t \). With the approximations in (3.30) and assuming that \( \delta \hat{u}_{1100} = \delta \hat{u}_{1200} = 1 \) to simplify the notation, the equations for \( \delta \hat{u}_{w,j1} \) follow from terms proportional to \( \varepsilon^2 \)

\[
\begin{align*}
\partial_s \sum_{w=1}^{\infty} \delta \hat{u}_{w,j1} \cos(\omega \pi x/L) &= \sum_{k=1}^{\infty} \sum_{k=1}^{5} \hat{H}_{w,jk} \delta \hat{u}_{w,k1} \cos(\omega \pi x/L) \\
&\quad + (\kappa_t(s) + \kappa_x(x)) \cos(\pi x/L) \left( \hat{G}_{j1} \exp(i \theta_1 s) + \hat{G}_{j2} \exp(-i \theta_1 s) \right) \\
&\quad + (s \psi_{j1}^* + \psi_{j1}) i \theta_j \exp(i \theta_j s) \cos(\pi x/L), \quad j = 1, 2, \\
\partial_t \sum_{w=1}^{\infty} \delta \hat{u}_{w,j1} \cos(\omega \pi x/L) &= \sum_{k=1}^{\infty} \sum_{k=1}^{5} \hat{H}_{w,jk} \delta \hat{u}_{w,k1} \cos(\omega \pi x/L) \\
&\quad + (\kappa_t(t) + \kappa_x(x)) \cos(\pi x/L) \left( \hat{G}_{j1} \exp(i \theta_t t) + \hat{G}_{j2} \exp(-i \theta_t t) \right), \quad j = 3, 4, 5.
\end{align*}
\]

Let \( \kappa_x \) have the cosine expansion

\[
\kappa_x(x) = \sum_{\omega=2}^{\infty} \hat{k}_{x,\omega} \cos(\omega \pi x/L)
\]

such that (3.6) is fulfilled. The factor \( \kappa_x \cos(\pi x/L) \) in (3.32) can be written

\[
\kappa_x(x) \cos(\pi x/L) = \sum_{\omega=1}^{\infty} \hat{k}_{x,\omega} \cos(\omega \pi x/L),
\]

\[
\hat{k}_{x,\omega} = \frac{1}{2} \hat{k}_{x,-\omega+1}, \quad \omega = 1, 2, \quad \hat{k}_{x,\omega} = \frac{1}{2}(\hat{k}_{x,\omega-1} + \hat{k}_{x,\omega+1}), \quad \omega \geq 3.
\]

Using the expansion (3.34) in (3.32) we obtain the equations for \( \omega = 1 \)

\[
\begin{align*}
\partial_s \delta \hat{u}_{11j1} &= i \theta_j \delta \hat{u}_{11j1} + (\kappa_t + \hat{k}_{x1}) \left( \hat{G}_{j1} \exp(i \theta_1 s) + \hat{G}_{j2} \exp(-i \theta_1 s) \right) \\
&\quad + (s \psi_{j1}^* + \psi_{j1}) i \theta_j \exp(i \theta_j s), \quad j = 1, 2, \\
\partial_t \delta \hat{u}_{11j1} &= \lambda_j \delta \hat{u}_{11j1} + (\kappa_t + \hat{k}_{x1}) \left( \hat{G}_{j1} \exp(i \theta_t t) + \hat{G}_{j2} \exp(-i \theta_t t) \right), \quad j = 3, 4, 5.
\end{align*}
\]

Choose \( \psi_{j1}(s) \) for \( j = 1, 2 \), in (3.24) such that

\[
i \theta_j(s \psi_{j1}^* + \psi_{j1}) + (\kappa_t(s) + \hat{k}_{x1}) \hat{G}_{j1} = 0
\]

in (3.35). Then the equation for \( \omega = 1 \) and \( j = 1 \) is

\[
\partial_s \delta \hat{u}_{111} = i \theta_1 \delta \hat{u}_{1111} + (\kappa_t + \hat{k}_{x1}) \hat{G}_{12} \exp(-i \theta_1 s)
\]

with the initial condition \( \delta \hat{u}_{111}(0) = 0 \). The solution to (3.37) is

\[
\delta \hat{u}_{111}(s) = \int_0^s \exp(i \theta_1 (s - v))(\kappa_t + \hat{k}_{x1}) \hat{G}_{12} \exp(-i \theta_1 v) \, dv
\]

\[
= \hat{G}_{12} \left( \frac{\hat{k}_{x1}}{\theta_1} \sin(\theta_1 s) + \exp(i \theta_1 s) \int_0^s \exp(-2i \theta_1 v) \kappa_t(v) \, dv \right).
\]

The solution for \( j = 2 \) is obtained by replacing \( \theta_1 \) by \(-\theta_1\) and switching the indices 1 and 2 in (3.38)

\[
\delta \hat{u}_{121}(s) = \hat{G}_{21} \left( -\frac{\hat{k}_{x1}}{\theta_1} \sin(\theta_1 s) + \exp(-i \theta_1 s) \int_0^s \exp(2i \theta_1 v) \kappa_t(v) \, dv \right).
\]
The solution of (3.35) for $\omega = 1$ and $j \geq 3$ is
\[
\delta \hat{u}_{j1}(t) = \int_0^t \exp(\lambda_j(t - v)) (\kappa_t + \tilde{\kappa}_x) (\tilde{G}_{j1} \exp(i\theta_1 v) + \tilde{G}_{j2} \exp(-i\theta_1 v)) \, dv \\
= \frac{\tilde{\kappa}_x \tilde{G}_{j1}}{\lambda_j - i\theta_1} (\exp(\lambda_j t) - \exp(i\theta_1 t)) + \frac{\tilde{\kappa}_x \tilde{G}_{j2}}{\lambda_j + i\theta_1} (\exp(\lambda_j t) - \exp(-i\theta_1 t)) \\
+ \tilde{G}_{j1} \exp(\lambda_j t) \int_0^t \kappa_t(v) \exp((-\lambda_j + i\theta_1) v) \, dv \\
+ \tilde{G}_{j2} \exp(\lambda_j t) \int_0^t \kappa_t(v) \exp((-\lambda_j - i\theta_1) v) \, dv.
\]
(3.40)

Since $\Re \lambda_j < 0$ by the assumption (3.21), $\exp(\lambda_j t)$ vanishes for large $t$.

The equations for $\omega \geq 2$ and $j = 1, \ldots, 5$, are derived from (3.32) and (3.34)

\[
\partial_t \delta \hat{u}_{j1} = \sum_{k=1}^5 H_{\omega jk} \delta \hat{u}_{wk1} + \tilde{\kappa}_{xw} (\tilde{G}_{j1} \exp(i\theta_1 t) + \tilde{G}_{j2} \exp(-i\theta_1 t)).
\]
(3.41)

Transform back in (3.41) from $\delta \hat{u}_m$ to $\delta \hat{p}_m$ in (3.20) using $S$. The eigenvector matrix of $H_\omega$ is $S_\omega = (s_{\omega 1}, s_{\omega 2}, s_{\omega 3}, s_{\omega 4}, s_{\omega 5})$ and the eigenvalues $\lambda_{\omega j}$ satisfy $\Re \lambda_{\omega j} < 0$ by (3.21). Then change the variables such that $\delta \hat{p}_m = S_\omega \delta \hat{u}_m$. Let $\delta \hat{u}_{\omega 1}$ be the term in $\delta \hat{u}_m$ multiplied by $\varepsilon$. The equation for the $j$th component of $\delta \hat{u}_{\omega 1}$ is

\[
\partial_t \delta \hat{u}_{\omega j1} = \lambda_{\omega j} \delta \hat{u}_{\omega j1} + \tilde{\kappa}_{xw} (\tilde{G}_{\omega j1} \exp(i\theta_1 t) + \tilde{G}_{\omega j2} \exp(-i\theta_1 t)),
\]
(3.42)

where $\tilde{G}_{\omega j} = \sum_{k=1}^5 (S^{-1}_\omega)^T S_{\omega j} \tilde{G}_{kj}$, $\ell = 1, 2$. Solving (3.42) for $\omega \geq 2$ using the initial conditions (3.29) we arrive at a solution similar to (3.40)

\[
\delta \hat{u}_{\omega j1}(t) = \int_0^t \exp(\lambda_{\omega j}(t - v)) (\tilde{\kappa}_{xw} \tilde{G}_{\omega j1} \exp(i\theta_1 v) + \tilde{G}_{\omega j2} \exp(-i\theta_1 v)) \, dv \\
= \frac{\tilde{\kappa}_{xw} \tilde{G}_{\omega j1}}{\lambda_{\omega j} - i\theta_1} (\exp(\lambda_{\omega j} t) - \exp(i\theta_1 t)) \\
+ \frac{\tilde{\kappa}_{xw} \tilde{G}_{\omega j2}}{\lambda_{\omega j} + i\theta_1} (\exp(\lambda_{\omega j} t) - \exp(-i\theta_1 t)).
\]
(3.43)

For large $t$, $\exp(\lambda_{\omega j} t) \to 0$ and $\delta \hat{u}_{\omega j1}, \omega = 1, 2, \ldots$ is simplified to

\[
\delta \hat{u}_{\omega j1}(t) = -\tilde{\kappa}_{xw} \Theta_{\omega j}, \Theta_{\omega j} = \frac{\tilde{G}_{\omega j1}}{\lambda_{\omega j} - i\theta_1} \exp(i\theta_1 t) + \frac{\tilde{G}_{\omega j2}}{\lambda_{\omega j} + i\theta_1} \exp(-i\theta_1 t).
\]
(3.44)

The solution to the Euler equation (3.36) is

\[
\psi_{j1}(s) = -\frac{\tilde{G}_{j1}}{i\theta_1 s} (\tilde{\kappa}_{x1} s + \int_0^s \kappa_t(v) \, dv).
\]
(3.45)

Introduce

\[
\kappa_{xt}(t) = \tilde{\kappa}_{x1} + \frac{1}{t} \int_0^t \kappa_t(v) \, dv.
\]
(3.46)

By (3.24) and (3.45) we conclude that

\[
s = t \left( 1 + \varepsilon \frac{\tilde{G}_{j2}}{i\theta_1} \kappa_{xt}(s) \right) + O(\varepsilon^2) = t \left( 1 + \varepsilon \frac{\tilde{G}_{j2}}{i\theta_1} \kappa_{xt}(t) \right) + O(\varepsilon^2), \quad j = 1, 2.
\]
(3.47)
Let $\delta \tilde{u}_\omega$ with components $\delta \tilde{u}_{\omega j}$ be defined as in (3.27). Combining (3.27), (3.30), (3.38), and (3.44) with (3.47), the two lowest order terms in the $\varepsilon$-expansion of $\delta \tilde{u}$ are

$$
\delta \tilde{u}_{11}(t) = \delta \tilde{u}_{110}(t) + \varepsilon \delta \tilde{u}_{111}(t) + \mathcal{O}(\varepsilon^2) = \exp \left( i \theta_1 t + \varepsilon \tilde{G}_{11} t \kappa_x(t) \right) \\
+ \varepsilon \tilde{G}_{12} \left( \frac{\tilde{\kappa}_1}{\theta_1} \sin(\theta_1 t) + \exp(i \theta_1 t) \int_0^t \exp(-2i \theta_1 v) \kappa_x(v) \, dv \right) + \mathcal{O}(\varepsilon^2)
$$

$$
\delta \tilde{u}_{1j}(t) = \varepsilon \delta \tilde{u}_{1j1}(t) + \mathcal{O}(\varepsilon^2) = -\varepsilon \tilde{\kappa}_x \left( \frac{\hat{G}_{j1}}{\lambda_j - i \theta_1} \exp(i \theta_1 t) + \frac{\hat{G}_{j2}}{\lambda_j + i \theta_1} \exp(-i \theta_1 t) \right) \\
+ \varepsilon \hat{G}_{j1} \exp(\lambda_j t) \int_0^t \kappa_x(v) \exp((\lambda_j - i \theta_1) v) \, dv \\
+ \varepsilon \hat{G}_{j2} \exp(\lambda_j t) \int_0^t \kappa_x(v) \exp((\lambda_j - i \theta_1) v) \, dv + \mathcal{O}(\varepsilon^2), \quad j = 3, 4, 5,
$$

$$
\delta \tilde{u}_{\omega j}(t) = \varepsilon \delta \tilde{u}_{\omega j1}(t) + \mathcal{O}(\varepsilon^2) = -\varepsilon \tilde{\kappa}_x \omega \Theta_{\omega j}(t) + \mathcal{O}(\varepsilon^2), \quad \omega \geq 2,
$$

when the transient has disappeared for large $t$. The solution for the other oscillatory mode $\delta \tilde{u}_{12}$ is obtained from $\delta \tilde{u}_{11}$ by replacing $\theta_1$ by $-\theta_1$ and switching the indices $1 \to 2$ and $2 \to 1$ in $\hat{G}_{jk}$ as in (3.39). If $\kappa_x = 0$ then (3.48) is simplified and $\delta \tilde{u}_{\omega j}(t) = \mathcal{O}(\varepsilon^2)$.

In the original variables, we have from (3.48) that

$$
\delta \rho = S_1 \delta \tilde{u}_1 \cos(\pi x / L) + \sum_{\omega = 2}^{\infty} S_\omega \delta \tilde{u}_\omega \cos(\omega \pi x / L) \\
= (\delta \tilde{u}_{110}(t)s_{11} + \delta \tilde{u}_{120}(t)s_{12}) \cos(\pi x / L) + \mathcal{O}(\varepsilon).
$$

The main oscillatory mode given by $s_{11}$ and $s_{12}$ is perturbed by a term of $\mathcal{O}(\varepsilon)$ due to the perturbed coefficients in the model.

The inverse of the eigenvector matrix $S^{-1}_\omega$, $\omega \geq 1$, has the properties

$$
S^{-1}_\omega = \begin{pmatrix}
\varsigma_{\omega 1} \\
\varsigma_{\omega 2} \\
\vdots \\
\varsigma_{\omega 5}
\end{pmatrix}, \quad S^{-1}_\omega S_\omega = \begin{pmatrix}
\varsigma_{\omega 1} s_{\omega 1} & \varsigma_{\omega 1} s_{\omega 2} & \cdots \\
\varsigma_{\omega 2} s_{\omega 1} & \varsigma_{\omega 2} s_{\omega 2} & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix} = \begin{pmatrix}
1 & 0 & \cdots \\
0 & 1 & \cdots \\
0 & 0 & \cdots
\end{pmatrix}.
$$

The rows $\varsigma_{\omega j}$ of $S^{-1}_\omega$ are such that $\varsigma_{\omega j} s_{\omega k} = 0$ when $j \neq k$ and $\varsigma_{\omega j} s_{\omega j} = 1$. We find that $\varsigma_{\omega 2} = \varsigma^*_{\omega 1}$ by $S^{-1}_\omega S_\omega$ in (3.50). The elements in the upper left corner of $\hat{G}_\omega$ and $\tilde{G} = \hat{G}_1$ are then

$$
\hat{G}_{\omega 11} = \varsigma_{\omega 1} G s_{\omega 1} = \varsigma^*_{\omega 2} G s^*_{\omega 2} = \hat{G}^*_{\omega 22}, \quad \hat{G}_{\omega 12} = \varsigma_{\omega 1} G s_{\omega 2} = \varsigma^*_{\omega 2} G s^*_{\omega 1} = \hat{G}^*_{\omega 21}.
$$

Therefore, $\delta \tilde{u}_{120} = \delta \tilde{u}_{110}^*$ in (3.48) and $\delta \rho$ in (3.49) is

$$
\delta \rho = (\delta \tilde{u}_{110} s_{11} + \delta \tilde{u}_{110}^* s_{12}) \cos(\pi x / L) + \mathcal{O}(\varepsilon) \\
= 2 \Re \{ \delta \tilde{u}_{110}(t)s_{11} \} \cos(\pi x / L) + \mathcal{O}(\varepsilon).
$$

The argument in the exponential in the leading term of $\mathcal{O}(1)$ in $\delta \tilde{u}_{110}$ in (3.48) is denoted by $(\xi + i \eta) t$ with

$$
\xi(t) = \varepsilon \hat{G}_{11 R} \kappa_x(t), \quad \eta(t) = \theta_1 + \varepsilon \hat{G}_{11 I} \kappa_x(t), \quad \hat{G}_{11 R} = \Re \hat{G}_{11}, \quad \hat{G}_{11 I} = \Im \hat{G}_{11}.
$$

Depending on the sign of $\xi(t)$ in (3.53), there will be a slow growth or decay of the main oscillatory mode. The frequency of the oscillations in $\eta(t)$ will be perturbed slightly depending
on $\kappa_{xt}(t)$. Thus, by (3.52) and as in (3.17)

$$\delta \rho_A = 2R \{ \exp \left( i \theta_1 + \varepsilon \hat{G}_{11t} \kappa_{xt}(t) \right) \exp \left( \varepsilon \hat{G}_{11R} t \kappa_{xt}(t) \right) \times \cos(\pi x/L)|s_{1A}| \exp(\varepsilon \nu_1A) + O(\varepsilon) \}
$$

(3.54) 

$$= 2|s_{1A}| \exp \left( \varepsilon \hat{G}_{11R} t \kappa_{xt}(t) \right) \cos \left( (\theta_1 + \varepsilon \hat{G}_{11R} t \kappa_{xt}(t))t + \nu_1A \right) \times \cos(\pi x/L) + O(\varepsilon),$$

$$A = DD, DT, E, de, e.$$ 

The oscillations in all components are modified by $\varepsilon \hat{G}_{11t} \kappa_{xt}(t)$ in (3.54) due to an accumulation of the temporal perturbation $\kappa_t$ in (3.46) and the constant spatial perturbation $\tilde{\kappa}_x = \frac{1}{2} \tilde{\kappa}_x$ in (3.34) and (3.33) of the reaction coefficients. The temporal perturbation vanishes for large $t$ by the assumption in (3.6).

Partition the interval $[0, t]$ into subintervals $[t_{j-1}, t_j], j = 1, \ldots, J$, with $\Delta t_j = t_j - t_{j-1}$ and use (3.46). The dominant part of $\delta \dot{u}_{11}$ in (3.48) will evolve between $t_{j-1}$ and $t_j$ as

(3.55) 

$$\delta \dot{u}_{110}(t_j) = \exp \left( i \theta_1 \Delta t_j + \varepsilon \hat{G}_{11t} (\tilde{\kappa}_x + \Delta t_j) + \int_{t_{j-1}}^{t_j} \kappa_t(v) \, dv \right) \delta \dot{u}_{110}(t_{j-1}) + O(\varepsilon).$$

Introduce the average

(3.56) 

$$\kappa_{t_j} = \frac{1}{\Delta t_j} \int_{t_{j-1}}^{t_j} \kappa_t(v) \, dv$$

in (3.55). Then

(3.57) 

$$\delta \dot{u}_{110}(t_j) = \exp \left( i \theta_1 \Delta t_j + \varepsilon \hat{G}_{11t} (\tilde{\kappa}_x + \kappa_{t_j}) \right) \delta \dot{u}_{110}(t_{j-1}) + O(\varepsilon)$$

$$= \exp \left( i \theta_1 t_j + \varepsilon \hat{G}_{11t}(t_j \tilde{\kappa}_x + \sum_{k=1}^{J} \Delta t_k \kappa_{t_k}) \right) \delta \dot{u}_{110}(0) + O(\varepsilon),$$

and the frequency $\eta(t_j)$ in (3.53) at $t_j$ is

(3.58) 

$$\eta(t_j) = \theta_1 + \varepsilon \hat{G}_{11t}(\tilde{\kappa}_x + \frac{1}{t_j} \sum_{k=1}^{J} \Delta t_k \kappa_{t_k}) = \theta_1 + \varepsilon \hat{G}_{11t}(\tilde{\kappa}_x + \frac{1}{t_j} \int_0^{t_j} \kappa_t(v) \, dv).$$

The contribution to the oscillation in $\delta \dot{u}_{110}(t_j)$ locally in $[t_{j-1}, t_j]$ is $i \eta_j \Delta t_j$ with

(3.59) 

$$\eta_j = \theta_1 + \varepsilon \hat{G}_{11t}(\tilde{\kappa}_x + \kappa_{t_j}).$$

The effects of the perturbations evaluated numerically in Figures 3 and 4 are compared to (3.54). The $\sigma$ values in the unperturbed $f$ in (3.4) and its Jacobian $F$ are as in (2.2) with the frequency $\theta_1 \approx 2\pi/40$. Perturbations are introduced in each one of the $\sigma$ parameters keeping the other ones constant. This defines $G$ in (3.9). Then $\hat{G}_{11t}$ is computed with the results in Table 1. If $\sigma_{dd}$ is increased then the frequency of the oscillations increases since $\hat{G}_{11t} > 0$ in the table and the amplitude of the linearization increases since $\hat{G}_{11R} > 0$ in agreement with Figures 3 and 4. The sensitivity to perturbations in $\sigma_{dd}$ is also large in the stochastic simulations in Figure 1. When $\sigma_{de}$ increases in the left panel of Figure 3 the oscillations are damped and $\hat{G}_{11R} < 0$ in the table. The changes in stability are small in the right panel of Figure 3 when $\sigma_{dt}$ is varied because $\hat{G}_{11R} \approx 0$. Neither the frequency nor the amplitude is sensitive to changes in $\sigma_D$ in
Here \( W(t) \) is a Wiener process. It is an almost surely continuous function, with \( W(0) = 0 \), increments \( W(t) - W(s) = \Delta W \) that have a normal distribution with mean 0 and variance...
that the extrinsic noise process has mean 1 by letting $X$ have a normal distribution with mean $\mu$.

A negative exponential term $e^{-t/\tau}$ ensures that the extrinsic process and the rate constant $c$ evolve such that $e^{-t/\tau} \overline{c}^{\tau/(\overline{c} + \tau)}$ is always the same:

$$e^{-t/\tau} \overline{c}^{\tau/(\overline{c} + \tau)}.$$  

The positive constant $\tau > 0$ is the time scale for how $X(t)$ is correlated in time. The explicit solution of this SDE (4.1), and thus a sample path representation of an OU process, is

$$X(t) = e^{-t/\tau} (X(0) + \int_0^t \sqrt{c} e^{s/\tau} dW(s)).$$

This is one way to see that, given a sure initial condition, $X(0) = x_0$, $X(t)$ has a normal distribution with mean $x_0 e^{-t/\tau}$, and variance $\sigma^2 / (1 - e^{-2t/\tau})$.

More generally, the associated PDF $p(x,t)$ evolves according to the Fokker-Planck PDE

$$\frac{\partial}{\partial t} p(x,t) = \frac{1}{\tau} \frac{\partial}{\partial x} (x p(x,t)) + \frac{c}{2} \frac{\partial^2}{\partial x^2} p(x,t),$$

given an initial distribution $p(x,0)$ for $X(0)$. The diffusion constant $c > 0$ controls the spread of the distribution. For example, as $t \to \infty$ the process tends to the stationary distribution $p_\infty(x)$, which is normally distributed $\mathcal{N}(0, \frac{c\tau}{2})$ with mean 0 and variance $\frac{c\tau}{2}$. If we choose the initial distribution to be the same as the stationary distribution, then the distribution of $X(t)$ is always the same: $p(x,0) \equiv p_\infty(x) = p(x,t) = \mathcal{N}(0, \frac{c\tau}{2})$. One nice property of the OU process is that it is ergodic, i.e. for a sure initial condition, $X(0) = x_0$, and a suitably smooth function $f$ we have

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t f(X(s)) ds = \int_{-\infty}^{\infty} f(X) d\mathbb{P}(X) \equiv \mathbb{E}(f(X)) = \langle f(X) \rangle,$$

where the second integral is with respect to the probability measure $\mathbb{P}$ that is equal to the stationary distribution $p_\infty(x)$ and $\langle \cdot \rangle$ denotes the mean value.

To mathematically model the effects of extrinsic noise, we replace the rate constant $\sigma$ by $Y(t)\sigma$. The extrinsic noise process $Y(t)$ is modeled, up to a normalization constant, by the exponential of the OU process $Y(t) \propto e^{X(t)}$. One reason for this choice of an exponential is that it ensures that the extrinsic process and the rate $Y(t)\sigma$ are always positive. We model $X(t)$ in (4.1) as always at the stationary distribution, which is $\mathcal{N}(0, \frac{c\tau}{2})$. Then the autocorrelation of $e^{X(t)}$ is

$$A_{exp(X)}(s,t) = \frac{\mathbb{E}(e^{X(s)} e^{X(t)}) - \mathbb{E}(e^{X})^2}{\text{Var}(e^{X})} = \frac{\exp\left[\frac{c\tau}{2} e^{\frac{s-t}{\tau}}\right] - 1}{e^{\frac{c\tau}{2}} - 1}.$$  

Notice that $Y$ has a lognormal distribution because $X$ has a normal distribution. When a normal distribution has mean $\mu$ and variance $\sigma^2$, then the mean of the corresponding lognormal distribution is $e^{\mu + \sigma^2/2}$ and the variance is $(e^{\sigma^2} - 1)e^{2\mu + \sigma^2}$. Since the stationary distribution for $X$ is $\mathcal{N}(0, \frac{c\tau}{2})$, $\mathbb{E}(e^{X}) = e^{\sigma^4/4}$ and the variance $\text{Var}(e^{X})$ is $e^{\frac{c\tau}{2}} (e^{\frac{c\tau}{2}} - 1)$. We normalize so that the extrinsic noise process has mean 1 by letting

$$Y(t) = e^{X(t)}/\mathbb{E}(e^{X}).$$

Now with $f(x) = e^x$ in (4.2), the ergodic property tells us that the long time average of the extrinsic noise process $Y(t)$ is 1. Thus, by introducing extrinsic noise in this way, on average, we do not change the original value of the rate constant $\mathbb{E}(Y(t)\sigma) = \sigma \mathbb{E}(Y) = \sigma$.  
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4.2. Spatially correlated noise. The random perturbations at discrete points in space \( \varepsilon \kappa(x_i), i = 1, \ldots, N, \) are sampled from a multivariate normal distribution. The mean value of the perturbations is 0. The elements of the symmetric, positive definite covariance matrix \( C \) are \( C_{ij} = \mathbb{E}(\kappa(x_i) \kappa(x_j)), i, j = 1, \ldots, N. \) The perturbations are generated by multiplying a vector with independent, normally distributed \( \mathcal{N}(0,1) \) components by the Cholesky factorization of \( C. \)

5. Random perturbations in time and space. The perturbations \( \kappa_t(t) \) and \( \kappa_x(x) \) in time and space of the parameters in the model in (2.1) are assumed to be random due to extrinsic noise. The equation (3.4) is then a random differential equation with parameters depending on the realization of the process. The analysis of the effect of the perturbations in Section 3.4 is the same for deterministic and stochastic perturbations but additional conclusions can be drawn from the distribution of the stochastic perturbations. As in Section 4, the temporal extrinsic noise \( \kappa_t(t) \) is here assumed to be generated by an OU process as in [26], and the spatial extrinsic noise \( \kappa_x(x) \) by a multivariate normal distribution.

5.1. Random perturbations in time. Assume that \( \kappa_t(t) \) in (3.5) and (3.46) is a random variable generated by an OU process \( Y(t) \) as in Section 4.1 and let \( \kappa_t(t) = Y(t) - 1. \) Then according to (4.2)

\[
\lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \kappa_t(v) \, dv = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} Y(v) - 1 \, dv = 0.
\]

The frequency in (3.53) is

\[
\eta(t) = \theta_1 + \delta_x + \delta_t(t), \quad \delta_x = \varepsilon \hat{G}_{111} \kappa_{1x1} = \frac{1}{2} \varepsilon \hat{G}_{111} \kappa_{1x2}, \quad \delta_t(t) = \varepsilon \hat{G}_{111} \frac{1}{T} \int_{0}^{t} \kappa_t(v) \, dv.
\]

The deviations from \( \theta_1 \) caused by the spatial and temporal perturbations are \( \delta_x \) and \( \delta_t(t), \) respectively. It follows from (5.1) and (5.2) that \( \lim_{t \to \infty} \delta_t(t) = 0 \) as required in (3.6).

Define as in (3.55) and (3.56)

\[
\eta_j = \theta_1 + \delta_x + \delta_{t_j}, \quad \delta_{t_j} = \varepsilon \hat{G}_{111} \kappa_{t_j} = \varepsilon \hat{G}_{111} \frac{1}{\Delta t} \int_{t_j-1}^{t_j} \kappa_t(v) \, dv,
\]

in a time interval \([t_{j-1}, t_j].\) In a short interval, we have the approximate instantaneous value \( \eta_j \) of the frequency with the contribution

\[
\delta_{t_j} \approx \varepsilon \hat{G}_{111} \kappa_t(t_j)
\]

from the variation of \( \sigma \) in time. The autocorrelation for \( \delta_{t_j} \) with a small \( \Delta t_j \) is by (4.3)

\[
A_t(t_j, t_k) = \langle \delta_t \delta_t \rangle = \frac{\varepsilon^2 \hat{G}_{111}^2}{\Delta t_j \Delta t_k} \int_{t_j-1}^{t_j} \int_{t_k-1}^{t_k} \langle \kappa_t(u) \kappa_t(v) \rangle \, du \, dv 
\approx \varepsilon^2 \hat{G}_{111}^2 \langle \kappa_t(t_j) \kappa_t(t_k) \rangle = \varepsilon^2 \hat{G}_{111}^2 \left( \exp \left( \frac{ct}{2} e^{-\frac{\Delta t_{jk}}{\tau}} - 1 \right) \right).
\]

When \( \Delta t_{jk} = |t_j - t_k| \) is small compared to \( \tau \) in (5.5) then

\[
\exp \left( \frac{ct}{2} e^{-\frac{\Delta t_{jk}}{\tau}} \right) - 1 \approx \exp \left( \frac{ct}{2} \right) \left( 1 - \frac{c \Delta t_{jk}}{2} \right) - 1,
\]

and when it is large

\[
\exp \left( \frac{ct}{2} e^{-\frac{\Delta t_{jk}}{\tau}} \right) - 1 \approx \frac{ct}{2} \exp \left( -\frac{\Delta t_{jk}}{\tau} \right).
\]
5.2. Random perturbations in space. Assume that the spatial perturbation \( \kappa_x \) has the cosine expansion with nonzero even coefficients in (3.33)

\[
\kappa_x(x) = \sum_{\omega=2,4,\ldots}^{\infty} \hat{\kappa}_{x,\omega} \cos(\omega \pi x / L) = \sum_{\mu=1}^{\infty} \hat{\kappa}_{x,2\mu} \cos(2\mu \pi x / L), \quad x \in [0, L].
\]

Then \( \kappa_x(x) \) is \( L \)-periodic, \( \kappa_x(x + L) = \kappa_x(x) \). The correlation function in space \( a_x(\xi) \) is defined by

\[
a_x(\xi) = \frac{1}{L} \int_0^L \kappa_x(x + \xi)\kappa_x(x) \, dx = \frac{1}{L} \sum_{\mu=1}^{\infty} \sum_{\nu=1}^{\infty} \hat{\kappa}_{x,2\mu}^2 \int_0^L \cos(2\mu \pi x / L) \cos(2\nu \pi x / L) \, dx, \quad \xi \in [0, L].
\]

This function is also \( L \)-periodic. Since

\[
\int_0^L \cos(2\mu \pi x / L) \cos(2\nu \pi x / L) \, dx = \begin{cases}
0, & \mu \neq \nu, \\
L/2, & \mu = \nu,
\end{cases}
\]

\( a_x(\xi) \) can be written

\[
a_x(\xi) = \frac{1}{2} \sum_{\mu=1}^{\infty} \hat{\kappa}_{x,2\mu}^2 \cos(2\mu \pi \xi / L), \quad \xi \in [0, L].
\]

The coefficients in the cosine expansion of \( a_x(\xi) \) are \( \hat{\kappa}_{x,2\mu}^2 / 2 \). When \( \kappa_x \) in (3.5) is a random variable, the autocorrelation is

\[
A_x(\xi) = \langle a_x(\xi) \rangle = \frac{1}{2} \sum_{\mu=1}^{\infty} \hat{\kappa}_{x,2\mu}^2 \cos(2\mu \pi \xi / L), \quad \xi \in [0, L].
\]

The mean values of \( \hat{\kappa}_{x,2\mu}^2 \) are the coefficients in the expansion of \( A_x(\xi) \) in a cosine series such that

\[
\langle \hat{\kappa}_{x,2\mu}^2 \rangle = \frac{4 \cos(\pi \alpha \xi / L)}{ \pi \alpha } \sin^2 \left( \frac{\pi \alpha \xi / L}{2} \right) \quad \text{as in Wiener-Khinchin’s theorem.}
\]

As an example take

\[
A_x(\xi) = \begin{cases}
(1 - \xi/\alpha) / \alpha, & \xi \in [0, \alpha], \\
(1 + \xi/\alpha) / \alpha, & \xi \in [-\alpha, 0), \\
0, & \text{otherwise},
\end{cases}
\]

with \( \alpha \in (0, L) \) which is \( L \)-periodic \( A_x(\xi + L) = A_x(\xi) \). When \( \alpha \) is small there is a correlation between the perturbations only in the vicinity. The function in (5.13) is scaled such that

\[
\int_0^L A_x(\xi) \, d\xi = \int_{-L/2}^{L/2} A_x(\xi) \, d\xi = 1.
\]

The Fourier coefficients are

\[
\hat{A}_{x\mu} = 2 \cdot \frac{4 \alpha}{L} \int_0^\alpha A_x(\xi) \cos(2\mu \pi \xi / L) \, d\xi = \frac{4L}{(\mu \pi \alpha)^2} \sin^2(\mu \pi \alpha / L) > 0.
\]

The coefficients decay as \( \mu^{-2} \) for increasing \( \mu \) and when \( \alpha \) is small then \( A_x(\xi) \) approaches the Dirac measure and \( \hat{A}_{x\mu} = 4/L + \mathcal{O}(\alpha^2) \).
There is a shift in the random frequency $\eta$ in (5.2) caused by $\delta_x$. With a $\delta_x$ independent of $x$, the autocorrelation of $\delta_x$ is

$$\langle \delta_x(x + \xi)\delta_x(x) \rangle = \langle \delta^2_x \rangle = \varepsilon^2 \hat{G}_{111}^2 \langle \hat{\delta}^2_{x2} \rangle = \frac{1}{4} \varepsilon^2 \hat{G}_{111}^2 \langle \hat{\delta}^2_{x2} \rangle = \frac{1}{4} \varepsilon^2 \hat{G}_{111}^2 \hat{A}_1,$$

and the deviation $s_x$ of the frequency from $\theta_1$ is

$$s_x = \sqrt{A_x(0)} = \frac{1}{2} \varepsilon \hat{G}_{111} \sqrt{\hat{A}_1}.$$

6. Comparison between analysis and simulations. The PDE in (2.1), which is generalised to allow fluctuating coefficients $\sigma(x, t)$ depending on the realisation, is solved numerically in 1D in $[0, L]$. The space derivative is approximated on a grid $x_i$, $i = 0, 1, \ldots, N$, with constant grid size $\Delta x = x_i - x_{i-1} = L/N$ and the usual difference formula of second order accuracy. All reaction coefficients $\sigma$ are perturbed in time or in space and by the same factor such that $f = 0$ in (3.4), $J = G$, and $H_1 = G - (\gamma \pi^2 / L^2)D$ in (3.16). The system in (2.1) is solved by a Runge-Kutta method of fourth order accuracy with a constant time step and $N = 21$. This is a slight abuse of a numerical method designed for an ordinary differential equation. Fourth order temporal accuracy will not be achieved since $Y(t)$ from the OU process in Section 4.1 is only continuous. An example of a solution is found in Figure 2(a) with unperturbed coefficients. The peak of $\rho_d$ alternates regularly between $x = 0$ and $x = L$ with the frequency $\theta_1 \approx 2\pi/40$. The amplitude is approximately constant after an initial transient. The computed eigenvalues of $H_1$ and $H_0$ satisfy the assumption in (3.21). A typical cell cycle between the cell divisions of an $E. coli$ is about 1200 s.

The frequency of the oscillations is computed as in (5.3) in an interval $[t_{j-1}, t_{j+1}]$ of length $\Delta t_j$ where $t_j$, $j = 0, 1, \ldots$, are the time points of the consecutive extrema (maxima and minima) of the computed oscillations. By (5.2) and (5.3) where $t_j \rightarrow t_{j+1}$ we have

$$\eta_j = \theta_1 + \frac{1}{2} \varepsilon \hat{G}_{1111} \hat{\delta}_{x2} + \varepsilon \hat{G}_{111} \frac{1}{\Delta t_j} \int_{t_{j-1}}^{t_{j+1}} \kappa_i(u) \, du = \theta_1 (1 + \varepsilon \hat{G}_{111} \frac{1}{\theta_1} \left( \frac{1}{2} \hat{\delta}_{x2} + \hat{\kappa}_{i1} \right)).$$

For the coefficients in (2.2), $\hat{G}_{111} \approx \theta_1$. Consequently,

$$\eta_j \approx \theta_1 (1 + \varepsilon \left( \frac{1}{2} \hat{\delta}_{x2} + \hat{\kappa}_{i1} \right)).$$

The relative change in the frequency of the solution is $\varepsilon (\frac{1}{2} \hat{\delta}_{x2} + \hat{\kappa}_{i1})$.

The oscillatory frequency of the numerical $\rho_d$ solution due to temporal perturbations is compared at $x = 0$ with the analysis in Section 3.4. The OU process ((4.1)) generates $\kappa_i(t) = Y(t) - 1$ following Section 4.1. The diffusion $c$ for different relaxation parameters $\tau$ is chosen such that

$$\frac{ct}{2} = \log 2.$$

Since

$$\eta_j \Delta t_j = \theta_1 (1 + \delta_i / \theta_1) \Delta t_j = 2\pi$$

and $\theta_1 T = 2\pi$, the relative perturbation in the computed frequency in the nonlinear equations in $[t_{j-1}, t_{j+1}]$ is approximated as

$$\frac{\delta_i(t_j)}{\theta_1} \approx \bar{\delta}_i(t_j) = \frac{2\pi}{\theta_1} \Delta t_j - 1 = \frac{T - \Delta t_j}{\Delta t_j}, j \geq 1.$$
Fig. 5: The temporal perturbations of the reaction coefficients are generated with $\varepsilon = 0.01$ by different $\tau$ parameters in the OU process. Left column: The value of $1 + \varepsilon(Y(t) - 1)$ generated by the OU process. Right column: The relative change in the instantaneous frequency $\bar{\delta}_t(t)$ in (6.3) (solid blue) and $\bar{\delta}_{OU}(t)$ in (6.4) (dashed red).
The frequency $\theta_1$ is given by the unperturbed oscillations between two maxima or two minima. The effect of the OU perturbations on the frequency in the same interval is

$$\delta_{OU}(t_j) = \varepsilon \frac{\theta_1}{\Delta t_j} \int_{t_{j-1}}^{t_{j+1}} Y(v) - 1 \, dv,$$

according to the analysis and (6.2). The quantities $\delta(t_j)/\theta_1$ and $\delta_{OU}(t_j)/\theta_1$ are compared in the right column of Figure 5 with good agreement.

The autocorrelation of the observed instantaneous frequency change in (5.5) $A_t(t_1, t_k) \approx \varepsilon^2 \hat{\theta}_1^2 \langle \kappa_t(t_1) \kappa_t(t_k) \rangle$ is compared to the estimate in (5.5) in Figure 6 for three different relaxations $\tau$. The $\langle \cdot \rangle$ average is taken over 200 trajectories and the data are scaled by the initial $A_t(t_1, t_1)$. Since $\exp(\varepsilon \tau / 2) = 2$, the correlation depends only on the time scale $\tau$. The estimate behaves as $1 - \frac{\log 2}{\tau} \Delta t_k$ for small $\Delta t_k/\tau$ and is very small for large $\Delta t_k/\tau$, see (5.6) and (5.7). The transient phase is short for $\tau = 1$ and not over at 1000 s when $\tau = 1000$.

![Figure 6: The scaled autocorrelation $A_t(t_1, t)$ of the perturbations in the frequency in (5.5) in the PDE solution (solid blue) for different $\tau$ parameters in the OU process with $\varepsilon = 0.01$ compared with the estimate in (5.5) (dashed red). Left: $\tau = 10$. Middle: $\tau = 100$. Right: $\tau = 1000$.](image)

The properties of the temporal perturbation $\kappa_t$ generated by the OU process are evaluated in Figure 7 for different $\tau$. Averages of integrals of $\kappa_t$ are taken over 400 trajectories. After a transient phase, a stationary distribution $p_\infty$ of $\kappa_t$ is obtained, cf. Section 4.1. The transient is longer the larger $\tau$ is as in Figure 6. In the upper left figure, the integral tends to 0 as required in (3.6) but the convergence is fast when $\tau = 1$ and slow for $\tau = 1000$. The response of the OU perturbations in the frequency $\eta(t)$ in (5.2) vanishes for large $t$ but at different speed depending on $\tau$. The average of the square of $\kappa_t$ over a period in (6.1) in the upper right figure is small for $\tau = 1$ and growing for increasing $\tau$. This is also the trend in Figure 5 for the amplitude of the frequency change. The average $\langle \kappa_t^2 \rangle$ estimates the variance of $\kappa_t$ after the transient phase since $\langle \kappa_t \rangle \approx 0$ there. When $\tau = 1$ the fast fluctuations in $\kappa_t(t)$, see e.g. the left column of Figure 5, are averaged efficiently over $T$ in $\kappa_t$. The interval is not sufficiently long for evaluation of the average for $\tau = 1000$. The absolute value of the integral in the lower panel causes part of the change in the amplitude of the oscillations in (3.48). Also here there is an effect of the $\tau$ parameter in the OU process.

The shift in the frequency caused by the spatial perturbations in (5.2) and (6.2) is $\delta_x = \frac{1}{2} \varepsilon \theta_1 \hat{\kappa}_{x2}$. In the first experiment, the perturbations of the reaction coefficients are smooth with $1 + \varepsilon \kappa_x(x) = 1 + \varepsilon \cos(\omega \pi x / L)$ where $\varepsilon = 0.02$ and 0.1 and $\omega = 2$. The measured change in frequency is $\hat{\delta}_x$ in the solution of (2.1) and is computed as in (6.3). For $\varepsilon = 0.02$, $\delta_x/\theta_1 \approx 0.01$ and for $\varepsilon = 0.1$, $\delta_x/\theta_1 \approx 0.05$. The expected relative frequency shift in (6.3) is $\delta_x/\theta_1 = \frac{1}{2} \varepsilon \hat{\kappa}_{x2} = \frac{1}{2} \varepsilon$.
Fig. 7: Averaged integrals of $\kappa_t(t)$ over 400 realizations for different $\tau$ ($\tau = 1$: blue; $\tau = 10$: red; $\tau = 100$: yellow; $\tau = 1000$: purple). Top: $\frac{1}{T} \int_0^T \langle \kappa_t(s) \rangle \, ds$ for $t \in [0, 2000]$. Middle: $\langle \kappa_t^2 \rangle = \langle \left( \frac{1}{T} \int_t^{t+1} \kappa_t(s) \, ds \right)^2 \rangle$ in 50 intervals of length about 40 covering an interval of length about 2000. Bottom: $|\exp(i\theta_1 t) \int_0^t \exp(-2i\theta_1 s) \langle \kappa_t(s) \rangle \, ds|$ for $t \in [0, 2000]$. 
which is in good agreement with the computed shifts. With $\omega = 6$ and $\varepsilon = 0.1$, we have $\delta_x/\theta_1 = 0.011$ in a numerical experiment which is $1/5$ of the value at $\omega = 2$.

In the next experiment, the perturbations in the coefficients are random in space with zero mean. The perturbations at $x_i$ are sampled from a multivariate normal distribution and they are correlated in neighboring grid points $x_i$ and $x_j$ as described in Section 4.2. The correlations are a discretization of the ones in (5.13) with a symmetric, circulant, and Toeplitz covariance matrix $C$. For $\alpha < L$, the elements of $C$ are

$$C_{ij} = A_x(x_i - x_j) + A_x(x_i - x_j - L) + A_x(x_i - x_j + L), \quad i, j = 1, \ldots, N.$$ 

The procedure in Section 4.2 generates $\kappa_{xi}$, $i = 0, 1, \ldots, N$, for a given $\alpha$ in (5.13) and their mean $\kappa_x$ is computed. Then $\kappa_x(x_i) = \kappa_{xi} - \kappa_x$ such that $\kappa_x(x_i)$ has zero mean as in (3.6). The relative perturbation $\delta_x/\theta_1$ is compared to the predictions in (6.2). The coefficient $\hat{\kappa}_{x2}$ is determined by the discrete cosine transform of $\kappa_x(x_i)$. In Figure 8, two examples of perturbations are found with $\alpha = 2$ and the corresponding change in frequency. The frequency shifts are almost constant in time and the theory agrees well with the experiments. Small oscillations are observed in the perturbed frequency due to the sensitivity to the computed time interval $\Delta t_j$ in (6.3). If the
unperturbed interval is $\Delta t = 2\pi/\theta_1$ and the perturbed interval is $\Delta t_j = \Delta t(1 - \mu_j)$ with the relative perturbation $\mu_j$, then $\bar{\delta}(t_j)$ in (6.3) is

$$\frac{\bar{\delta}(t_j)}{\theta_1} = \frac{2\pi}{\theta_1 \Delta t_j} - 1 = \frac{1}{1 - \mu_j} - 1 \approx \mu_j.$$ 

The relative precision in the numerical computations of $\Delta t_j$ has to be much better than $\mu_j$ which is about 0.02 and 0.003 in the figures.

The autocorrelation in (5.15) is determined for $\varepsilon = 0.1$ by averaging $(\delta_x/\theta_1)^2$ over 200 realizations resulting in $s_x/\theta_1 = 0.0203$. The corresponding theoretical value of $\frac{1}{2} \varepsilon \sqrt{\langle \hat{\kappa}_x^2 \rangle}$ is 0.0223 in a reasonable agreement between the nonlinear model and the analysis of the linearization.

7. Discussion. We have explored the robustness of spatiotemporal oscillations using a complementary combination of analysis and simulation. All parameters in $\sigma$ in (2.1) and (2.2) are perturbed by $\varepsilon_\kappa(t)$ in time and $\varepsilon_\kappa(x)$ in space. Numerical solutions of the nonlinear system of PDEs (2.1) with extrinsic noise in $\sigma$ are compared to the solution without noise. The changes in the oscillation frequency agree well with the theoretical predictions for a linearized system satisfying certain assumptions. The MinD model in (2.1) fulfills these assumptions and is robust in the sense that small perturbations in $\sigma$ result in small differences in the frequency and the amplitude.

The analytical approach is suitable for many other systems satisfying the assumptions concerning the eigenvalues of the Jacobian of the linearized system (3.9) and that the parameters in the reaction rates should appear linearly in the equations. It is likely that the conclusions concerning the Ornstein-Uhlenbeck perturbations in time and the correlated spatial perturbations are much more general than just for the particular example that we have studied here.
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