ABSTRACT: Arctic surface warming under greenhouse gas forcing peaks in winter and reaches its minimum during summer in both observations and model projections. Many mechanisms have been proposed to explain this seasonal asymmetry, but disentangling these processes remains a challenge in the interpretation of general circulation model (GCM) experiments. To isolate these mechanisms, we use an idealized single-column sea ice model (SCM) that captures the seasonal pattern of Arctic warming. SCM experiments demonstrate that as sea ice melts and exposes open ocean, the accompanying increase in effective surface heat capacity alone can produce the observed pattern of peak warming in early winter (shifting to late winter under increased forcing) by slowing the seasonal heating rate, thus delaying the phase and reducing the amplitude of the seasonal cycle of surface temperature. To investigate warming seasonality in more complex models, we perform GCM experiments that individually isolate sea ice albedo and thermodynamic effects under CO2 forcing. These also show a key role for the effective heat capacity of sea ice in promoting seasonal asymmetry through suppressing summer warming, in addition to precluding summer climatological inversions and a positive summer lapse-rate feedback. Peak winter warming in GCM experiments is further supported by a positive winter lapse-rate feedback, due to cold initial surface temperatures and strong surface-trapped warming that are enabled by the albedo effects of sea ice alone. While many factors contribute to the seasonal pattern of Arctic warming, these results highlight changes in effective surface heat capacity as a central mechanism supporting this seasonality.

SIGNIFICANCE STATEMENT: Under increasing concentrations of atmospheric greenhouse gases, the strongest Arctic warming has occurred during early winter, but the reasons for this seasonal pattern of warming are not well understood. We use experiments in both simple and complex models with certain sea ice processes turned on and off to disentangle potential drivers of seasonality in Arctic warming. When sea ice melts and open ocean is exposed, surface temperatures are slower to reach the warm-season maximum and slower to cool back down below freezing in early winter. We find that this process alone can produce the observed pattern of maximum Arctic warming in early winter, highlighting a fundamental mechanism for the seasonality of Arctic warming.
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1. Introduction

In both observations and model simulations, recent Arctic surface warming has outpaced the global average by a factor of more than 2 (Screen and Simmonds 2010a; Serreze et al. 2009). While sea ice melt and the ice-albedo feedback peak during summer, the strongest Arctic warming is observed several months later during early winter (Screen and Simmonds 2010b). This seasonal asymmetry is also found in model projections, from the earliest model generations to the newest iteration of climate models in phase 6 of the Coupled Model Intercomparison Project (CMIP6) (Deser et al. 2010; Hahn et al. 2021; Holland and Bitz 2003; Manabe and Stouffer 1980). Figure 1 illustrates the seasonal pattern of Arctic warming within the fully coupled Community Earth System Model version 2 (CESM2) (Danabasoglu et al. 2020). While consistent with other CMIP6 models in producing winter-amplified Arctic warming, this model’s 1pctCO2-4xext experiment illustrates a full range of annually ice-covered, seasonally ice-free, and annually ice-free conditions. In this experiment, a 1% yr$^{-1}$ increase in atmospheric CO2 is applied up to a quadrupling of preindustrial concentrations in year 140, with constant CO2 forcing thereafter. The evolving seasonal cycle of near-surface air temperature (TAS) area-averaged over nonland surfaces from 70° to 90°N in this experiment (Fig. 1a) and the change in TAS with respect to a preindustrial control (piControl) experiment with greenhouse gas concentrations from the year 1850 (Fig. 1b) show several key features: 1) stronger warming during winter than summer, 2) peak warming in early winter for the first 150 years of the experiment, and 3) a shift to peak warming in late winter for higher global warming levels later in the experiment, once early winter temperatures exceed the freezing point. While these features suggest that sea ice loss plays a key role in setting the seasonal pattern of near-surface Arctic warming, they raise the question of how this pattern is produced.

Commonly proposed mechanisms linking sea ice loss to seasonal asymmetry in Arctic warming include 1) the delayed
FIG. 1. (a) Near-surface air temperature (TAS; °C) over nonland surfaces from 70° to 90°N in a 350-yr-long 1% yr⁻¹ CO₂ ramping experiment (1pctCO₂–4xext) in CESM2 and a 150-yr-long preindustrial control (piControl) experiment from which it was initialized; averages are taken over years 1–150 of the piControl experiment and over selected 20-yr periods of the 1pctCO₂–4xext experiment, with years 61–80 centered on the time of CO₂ doubling and years 131–150 centered on the time of CO₂ quadrupling. (b) TAS anomalies for each period in the 1pctCO₂–4xext experiment calculated relative to the piControl experiment.

Arctic warming. After seasonal ocean heat storage, the lapse-rate feedback is the second largest contributor to seasonal asymmetry in Arctic warming for models in phases 5 and 6 of the Coupled Model Intercomparison Project (Hahn et al. 2021; Pithan and Mauritsen 2014). Bintanja et al. (2011) and Hahn et al. (2020) suggest that the polar lapse-rate feedback depends on the base-state inversion strength, which itself depends on the existence of sea ice, poleward atmospheric heat transport, and atmospheric emissivity (Cronin and Jansen 2016; Payne et al. 2015; Pithan et al. 2014). More recently, Boeke et al. (2021) find that while inversions are necessary for a positive lapse-rate feedback, this feedback depends more strongly on the amount of surface warming than on the degree of stable stratification. As a result, a more-positive lapse-rate feedback in winter could result from any process that promotes stronger bottom-heavy atmospheric warming, including the ice-albedo feedback (Feldl et al. 2017; Graversen et al. 2014). Dai et al. (2019) and Chung et al. (2021) further suggest that seasonal ocean heat storage and sea ice insulation loss are necessary to kick-start the winter lapse-rate feedback via increased turbulent heat release to the atmosphere over newly opened ocean. Separating these potentially interdependent ice-albedo, seasonal ocean heat storage, and insulation effects of sea ice loss and their impact on the lapse-rate feedback remains a challenge in comprehensive climate models.

An additional mechanism that has received less attention is the idea that changes in the effective heat capacity of the surface layer in the Arctic are responsible for winter-amplified Arctic warming (Dwyer et al. 2012; Robock 1983). As in Dwyer et al. (2012), here we use the term “effective heat capacity” to refer to the thermal inertia of the layer of material (e.g., sea ice, ocean) that sets the surface temperature response to surface heat fluxes. Turbulent mixing in the ocean mixed layer couples a thick layer of water to surface heat fluxes, giving the surface ocean a relatively large effective heat capacity. As a result, ocean surface temperatures respond slowly to surface heat fluxes and with a smaller amplitude than temperatures over land, where a much thinner surface layer responds more quickly and strongly. Meanwhile, the effective heat capacity of sea ice depends on whether it is melting or at temperatures below freezing. At the melting point, sea ice has a large effective heat capacity because surface heat fluxes go toward latent heating to melt ice rather than raising the surface temperature; melting sea ice thus acts like a very deep ocean mixed layer. However, frozen sea ice has a small effective heat capacity because surface heat fluxes go directly toward changing its surface temperature; frozen sea ice acts like a shallow ocean mixed layer or a land-like surface. As frozen sea ice warms to the melting point and then, ultimately, melts completely to expose open ocean, the effective heat capacity of the surface increases. This slows the seasonal rate of warming and cooling and thereby delays the phase and reduces the amplitude of the seasonal cycle of surface temperature. As shown in Dwyer et al. (2012) for CMIP3 models, this phase delay and amplitude reduction has also been found in earlier model generations (Manabe and Stouffer 1980; Mann and Park 1996) and is consistent with the warming pattern shown in Fig. 1. For a doubling of CO₂, the large effective heat capacity of melting ice suppresses summer warming, supporting a winter warming maximum. Under increased forcing, the amplitude reduction from
frozen sea ice to open ocean supports a large difference between very cold winters over ice and warmer winters over ocean, contributing to peak winter warming. Peak warming specifically in early winter is supported by the phase delay in ocean temperatures, which are slower than a frozen ice surface to warm to the seasonal maximum and to cool back below freezing. As a result, the transition from frozen sea ice to open ocean under increased forcing and the accompanying warming maximum occurs first in early winter before shifting to late winter.

The changes in surface effective heat capacity described above are one of several potential explanations for seasonality in Arctic warming that have been derived by diagnostic analysis of CO2 forcing experiments in comprehensive general circulation models (GCMs). To disentangle these interconnected effects of sea ice loss, here we employ an idealized single-column sea ice model (SCM) in addition to a GCM with certain sea ice processes turned on and off. SCM experiments enable us to separate drivers of seasonality in Arctic warming, particularly the role of effective heat capacity changes alone, while GCM experiments offer insight into additional processes not included in the SCM, such as the lapse-rate feedback. Complementary to previous studies that have isolated the albedo effects of sea ice using experiments with locked or unlocked albedo changes (Feldl et al. 2017; Graversen et al. 2014), we isolate the role of non-albedo sea ice thermodynamics by comparing experiments with identical surface albedo processes not included in the SCM, such as the lapse-rate feedback. Complementary to previous studies that have isolated the albedo effects of sea ice using experiments with locked or unlocked albedo changes (Feldl et al. 2017; Graversen et al. 2014), we isolate the role of non-albedo sea ice thermodynamics by comparing experiments with identical surface albedo changes, but with sea ice turned on or off. Both the simple SCM and more complex GCM reveal a fundamental role of increasing effective heat capacity in producing seasonality in Arctic warming, as the surface layer shifts from sea ice below the freezing point to melting ice and open ocean. The results also highlight the role of sea ice effective heat capacity for inhibiting a positive summertime lapse-rate feedback, which additionally supports a winter warming maximum.

2. Seasonal asymmetry in a single-column sea ice model

a. Model description

We employ an idealized SCM of the sea–ocean–atmosphere system to investigate different mechanisms that have been proposed to cause seasonality in Arctic warming. We use the SCM developed and described by Eisenman and Wettlaufer (2009), which includes an idealized version of the Maykut and Untersteiner (1971) sea ice thermodynamic equations and an idealized atmosphere. The SCM equations are repeated below, with model parameter values listed in Table S1 in the online supplemental material. This model evolves the surface enthalpy $E$, which represents the latent energy of sea ice or, when no ice is present, the sensible energy of the ocean mixed layer:

$$E = \begin{cases} -L_s H_i, & E < 0 \text{(sea ice)} \\ c_{ml} H_{ml} T_{ml}, & E > 0 \text{(ocean)} \end{cases}$$

(1)

where $L_s$ is the latent heat of fusion for sea ice, $H_i$ is the sea ice thickness, $c_{ml}$ is the specific heat capacity of the ocean mixed layer, $H_{ml}$ is depth of the ocean mixed layer (50 m), and $T_{ml}$ is the mixed layer temperature departure from the freezing point, which is 0°C in this model. Note that $E$ evolves in response to the net surface energy flux, which includes solar forcing as a function of the insolation $F_S(t)$ and surface albedo $a(E)$, a linearized representation of outgoing longwave radiation (OLR), basal heat flux $F_B$, sea ice export, and climate forcing $\Delta F_0$.

$$\frac{dE}{dt} = \frac{[1 - a(E)] F_S(t) - F_0(t) - F_T(t) T(t, E)}{\text{solar}} + \frac{F_B}{\text{basal heat flux}} + \frac{v_o R(-E)}{\text{ice export}} + \frac{\Delta F_0}{\text{forcing}}.$$  

(2)

The prescribed values of $F_S(t)$, $F_0(t)$, and $F_T(t)$ vary seasonally, while $F_B$ and $\Delta F_0$ are annually constant. The $F_0(t)$ and $F_T(t)$ values have been derived as a function of atmospheric opacity, including the effects of climatological Arctic cloud cover (Maykut and Church 1973), and atmospheric heat transport to the Arctic, which is based on observations of surface air temperature to the south of the Arctic (Kalnay et al. 1996; Nakamura and Oort 1988). Central Arctic values from Maykut and Untersteiner (1971) are prescribed for $F_S(t)$ and $F_B$. In the ice export term, $v_o = 10\% yr^{-1}$, and the linear ramp function $R(-E)$ is equal to $-E$ when ice is present ($E \leq 0$) and zero when there is no ice ($E > 0$).

When ice is present, the surface temperature $T$ is calculated using a balance between the surface energy flux and the upward heat flux through the ice: $-\frac{1}{1-a(E)} F_S(t) + F_0(t) + F_T(t) T(t, E) - \Delta F_0 = -k_i T_o(t)/H_i = k_i L_s T(t, E)/E$, where $k_i$ is the thermal conductivity of sea ice and $T_o$ is the surface temperature satisfying this balance. When this balance gives surface temperatures below freezing ($T_o < 0$), $T$ is set to $T_o$. When this balance gives surface temperatures above freezing ($T_o > 0$) while ice is still present ($E < 0$), $T$ is fixed at the freezing point (0°C) while the ice melts. Once the ocean is ice-free ($E > 0$), $T$ equals the enthalpy of the mixed layer divided by its effective heat capacity. The surface temperature for these three regimes is given by

$$T(t, E) = \begin{cases} \frac{[1 - a(E)] F_S(t) - F_0(t) + \Delta F_0}{k_i L_s / E - F_T(t)}, & E < 0, T_o < 0 \text{ (frozen ice)}, \\ 0, & E < 0, T_o > 0 \text{ (melting ice)}, \\ \frac{E}{c_{ml} H_{ml}}, & E \geq 0 \text{ (open ocean)}. \end{cases}$$

(3)

The albedo $a(E)$ transitions smoothly from ice ($a_i = 0.68$) to ocean ($a_{ml} = 0.2$) with a characteristic smoothness set by $H_a = 0.5$ m:

$$a(E) = \frac{a_{ml} + a_i}{2} + \frac{a_{ml} - a_i}{2} \tanh \left( \frac{E}{L_s / H_a} \right).$$

(4)

b. Seasonal pattern of warming in the SCM

To assess the extent to which this simple model can reproduce the pattern of seasonality in Arctic warming
found in more complex models and observations, we compare steady-state solutions under varying degrees of forcing in the SCM with CESM2 preindustrial control and 1pctCO2–4xext experiments (Figs. 2a,b). These CESM2 experiments are identical to those displayed in Fig. 1, but Fig. 2a shows surface temperature for 90°N rather than near-surface temperature for 70°–90°N for better comparison with the SCM, which models surface temperature using observationally based parameters for the central Arctic. The bottom row in Fig. 2 shows surface temperature anomalies for climate forcing experiments with respect to experiments with preindustrial CO₂ (for CESM2) or ΔF₀ = 0 (for the SCM).

The SCM experiment with ΔF₀ = 0 produces a similar seasonal cycle to CESM2 under preindustrial conditions. Greater climate forcing is required to produce a given warming in the SCM because it excludes many of the climate feedbacks in CESM2; rather than show equivalent forcings for both models, we include forcings that illustrate the full range of responses: annually ice-covered, seasonally ice-free, and annually ice-free conditions. Despite neglecting many processes that additionally impact surface temperature, the SCM captures the key features of seasonality in Arctic warming found in CESM2. This includes 1) enhanced warming in winter compared to summer, 2) asymmetry in winter warming, with peak warming initially occurring in early winter, and 3) a shift to peak warming in late winter with greater forcing, once early winter temperatures exceed the freezing point. This warming pattern can also be described as a phase delay and amplitude reduction in the surface temperature as the surface layer shifts from perennial sea ice cover to seasonally and annually ice-free conditions.

c. Causes of seasonal warming asymmetry in the SCM

With the SCM capturing the seasonal pattern of Arctic warming found in observations and more complex models, we next investigate factors contributing to this pattern in this model. The SCM includes a representation of several mechanisms that have been suggested to contribute to seasonality in Arctic warming: seasonally varying Planck and surface-albedo feedbacks, changes in ice insulation and conductive heat flux as sea ice thins, and changes in surface effective heat capacity as sea ice melts and exposes open ocean. Lapse-rate, cloud, and water vapor feedbacks and changes in poleward heat transport are not included in the SCM, but are later explored in GCM experiments (section 3) and by incorporating a lapse-rate feedback parameterization into the SCM (section 2f).

The surface albedo and Planck feedbacks both contribute to seasonal warming asymmetry in the SCM. Enthalpy maximizes at the end of summer and increases most at this time under forcing, yielding a late summer maximum in the positive albedo feedback. The Planck feedback, equal to −Fₜ(t) in the SCM, is a function of observations of climatological Arctic cloud fraction (Maykut and Church 1973), which reach a maximum in September, producing a less-negative Planck feedback in fall and early winter than in late winter. While nonlinearity in the Stefan–Boltzmann equation may also promote seasonality in the Planck feedback and amplify cold-season warming in GCMs (Henry and Vallis 2021; Pithan and Mauritsen 2014), the linearized Planck response in the SCM
contributes to seasonality in warming only as a result of seasonality in climatological atmospheric opacity. For comparison with the SCM, we estimate $F_t(t)$ from a CESM pre-industrial control experiment, described in section 3, using a linear regression of OLR and surface temperature for non-land grid points north of 70ºN. This GCM-derived $F_t(t)$ has a similar seasonal structure to that in the SCM, with maximum OLR in March and minimum OLR in September supporting enhanced warming in fall and early winter.

The early winter warming maximum in the SCM is dampened when either an annual-mean Planck feedback ($F_T$) or constant ice albedo [$\alpha(E) = \alpha_i$] is implemented (Fig. S1), with the combined influence of these changes shown in Fig. 2c. Comparison of Figs. 2b and 2c illustrates that the seasonally varying Planck feedback and particularly the albedo feedback reduce the amount of forcing necessary to support a transition to open ocean in early winter and an associated increase in early winter warming. However, seasonal asymmetry in warming persists even in the absence of seasonal asymmetry in feedbacks (Fig. 2c), suggesting that the warming maximum in early winter (and in late winter under increased forcing) is a fundamental property of warming with sea ice loss. Greater forcing is required to transition to open ocean in Fig. 2c, primarily due to the elimination of the albedo feedback; additional experiments prescribing the annual-mean albedo from each forcing experiment with annual-mean $F_t(t)$ (thus maintaining an annual-mean albedo feedback rather than constant ice albedo) require forcing more comparable to the standard SCM and similarly produce a winter warming maximum in the absence of feedback seasonality (Fig. S2).

We next explore seasonality in warming contributed by changes in the conductive heat flux through sea ice ($-k_s T/H_s$), which maximizes in early winter as a result of both thinner ice and colder surface temperatures, and increases with increased forcing as ice thins. To illustrate the effects of seasonality in conductive heat flux and its increase with forcing, we compare the SCM with an annual-mean Planck feedback and constant ice albedo [$F_T$ and $\alpha(E) = \alpha_i$; see Fig. 2c] to the same SCM, but with a constant ice thickness $H_s$ used when calculating the conductive heat flux through frozen ice (Fig. 2d). This constant $H_s$ is set to the annual-mean ice thickness from the $\Delta F_0 = 0$ experiment with $F_T$ and $\alpha(E) = \alpha_i$ ($H_s = 3.2$ m). With constant ice thickness in the conductive heat flux, warming for a given forcing is identical in all months with frozen ice (Fig. 2d). This illustrates that seasonality in conductive heat flux and its increase with forcing contribute to peak warming in early winter over frozen ice (Fig. 2c). Additional experiments separating the role of annual-mean ice thinning and seasonality in ice thinning for conductive heat flux and surface warming demonstrate that annual-mean thinning enhances winter warming to a greater degree than seasonality in thinning, which contributes to stronger warming in early winter and weaker warming in late winter over frozen ice (Fig. S3a). In addition to enhanced warming over frozen ice, winter warming as ice transitions to open ocean is also strengthened by starting from very cold surface temperatures as a result of limited conductive heat flux through thick ice; this warming is weakened when a thinner base-state ice depth is prescribed in the conductive heat flux (Figs. S3b,c). The dependence of conductive heat flux on sea ice thickness thus contributes to greater winter warming both over frozen ice and for the transition to open ocean.

Importantly, even with seasonally constant warming over frozen ice in Fig. 2d, the transition from frozen ice to seasonally ice-free ocean with increased forcing produces an early winter warming maximum, and the transition from seasonally to annually ice-free conditions produces a late winter warming maximum. This intrinsic link between the ice–ocean transition and peak Arctic warming, even in the absence of seasonal variations in feedbacks or insulation effects, suggests that the seasonal pattern of warming fundamentally stems from changes in the effective heat capacity of these surface types (Dwyer et al. 2012; Manabe and Stouffer 1980; Mann and Park 1996). As frozen sea ice transitions to open ocean in fall and early winter with increased forcing, the greater effective heat capacity of the ocean mixed layer slows seasonal warming in summer and slows cooling back below freezing in early winter, supporting a large increase in early winter temperatures relative to the much colder temperatures of frozen ice under control forcing.

d. Contribution of effective heat capacity changes to the seasonal pattern of Arctic warming

We further investigate the role of effective heat capacity for seasonality in Arctic warming by explicitly modeling effective heat capacity changes in the SCM, and compare the results with an analytical solution based on Dwyer et al. (2012). Dwyer et al. illustrate heat capacity effects on seasonality using a simple energy balance model,

$$C \frac{dT}{dt} = Q(t) - \beta T(t),$$

where $C$ is effective heat capacity, $T(t)$ is surface temperature, $Q(t)$ is the seasonally varying surface forcing independent of temperature (including solar forcing), and $\beta$ is a constant, with $-\beta T(t)$ representing damping of the surface temperature response (including through OLR changes). This gives the following phase and amplitude relationships between the surface forcing, $Q_s \cos(\omega t - \phi_Q)$, and the surface temperature, $T(t) = T_o \cos(\omega t - \phi_T)$ with $\omega = 2 \pi \text{yr}^{-1}$:

$$\phi_T - \phi_Q = \arctan \frac{\omega C}{\beta},$$

$$T_o = \frac{Q_s}{\sqrt{\beta^2 + \omega^2 C^2}}.$$

In the limit of small effective heat capacity ($C \to 0$), there is no phase lag between $Q(t)$ and surface temperature, while a much larger effective heat capacity ($C \to \infty$) gives a maximum phase delay of 90º, or three months for an annual harmonic forcing. A transition from frozen ice to open ocean with increased forcing would cause an increase in effective heat capacity and thus a phase delay [Eq. (6)] and amplitude reduction [Eq. (7)] in surface temperature, consistent with the SCM response in Fig. 2d.
To explicitly model the effect of heat capacity differences between frozen ice, melting ice, and open ocean, we run the SCM as an ocean mixed layer (without a representation of sea ice), the effective heat capacity of which can be modified by changing the mixed layer depth \( C = c_{ml}H_{ml} \). Without sea ice in this version of the model, Eq. (3) becomes

\[ T(t, E) = E/c_{ml}H_{ml} \]

As above, we also apply an annual-mean Planck feedback and constant ice albedo \([F_T\] and \( \alpha(E) = \alpha_c \)\) in order to isolate the impact of heat capacity changes alone on seasonality in Arctic warming. We perform four sets of experiments with this SCM: 1) using a mixed layer depth of \( H_{ml} = 1 \) m (representing the small effective heat capacity of frozen ice); 2) using a mixed layer depth of \( H_{ml} = 50 \) m (representing the large effective heat capacity of open ocean); 3) using a variable mixed layer depth that is \( H_{ml} = 1 \) m when the surface temperature is below freezing, defined by \( E < 0 \) (representing the small effective heat capacity of frozen ice) and becomes \( H_{ml} = 50 \) m when the surface temperature is at or above the melting point, defined by \( E \geq 0 \) (representing the large effective heat capacity of open ocean); and 4), as in method 3 but using \( H_{ml} = 10^6 \) m when \( E \geq 0 \) (representing the very large effective heat capacity associated with the latent energy sink of sea ice melting at a nearly constant temperature).

Consistent with Eqs. (6) and (7), SCM experiment 2 with a deep mixed layer representing open ocean shows a delayed phase and reduced amplitude in surface temperature (Fig. 3b) compared to experiment 1 with a shallow mixed layer representing frozen ice (Fig. 3a), while both experiments show a seasonally uniform warming in response to forcing. In experiment 3, which allows a transition from the effective heat capacity of frozen ice for \( E < 0 \) to that of open ocean when \( E \geq 0 \) (Fig. 3c), an increase in effective heat capacity under forcing produces peak warming in early winter by delaying the phase and reducing the amplitude of surface temperature (Fig. 3c). Under greater forcing, this ice–ocean transition and associated amplitude reduction from colder ice to warmer ocean temperatures occurs later in the year, producing peak warming in late winter. Similarly, experiment 4, which allows a transition from the effective heat capacity of frozen ice for \( E < 0 \) to the much larger effective heat capacity of melting ice when \( E \geq 0 \), produces nearly identical results to experiment 3 with an early (shifting to late) winter warming maximum under forcing, in addition to inhibiting summer warming over melting ice (Fig. 3d). In reality, frozen ice would transition to a combination of melting ice in summer and open ocean later in the year, and the much larger effective heat capacity of either of these surface types compared to frozen ice would similarly produce peak early winter warming.

We note that observed Arctic mixed layer depths vary seasonally and spatially, such that a 50-m ocean mixed layer depth is not representative for all times and locations. Nevertheless, we find similar results using a range of ocean mixed layer depths (spanning 8 m to 100 m) when \( E \geq 0 \) (Fig. S4a), all giving peak early winter warming associated with the transition from the small effective heat capacity of frozen ice to the larger effective heat capacity of open ocean. A thinner ocean mixed layer in summer than winter consistent with Arctic observations (Peralta-Ferriz and Woodgate 2015) would produce a smaller phase lag in ocean temperatures and a slightly earlier winter warming maximum (Fig. S4b). Temperature phasing and the timing of peak warming become less sensitive to ocean mixed layer depth as depth increases, as expected from Eq. (6) and as illustrated by the similarity of

![Fig. 3. (top) Surface temperature (TS; °C) for various surface forcings and mixed layer depths in the SCM run as a mixed layer with annual-mean \( F_T(t) \) and constant \( \alpha(E) = \alpha_c \). (bottom) TS anomalies for each forcing experiment compared to \( \Delta F_0 = 0 \).](image-url)
the seasonal warming patterns for the transition from frozen ice \(H_{\text{mol}}(E < 0) = 1 \text{ m}\) to either melting ice \(H_{\text{mol}}(E \geq 0) = 10^6 \text{ m}\) or open ocean \(H_{\text{mol}}(E \geq 0) = 50 \text{ m}\) (Figs. 3c,d). Increasing effective heat capacity from frozen ice to either melting ice or open ocean consistently produces peak early winter warming, with small sensitivity to the exact mixed layer depth of open ocean.

We compare the SCM results to the Dwyer et al. (2012) analytic solution for the expected amplitude and phase shift of surface temperature by applying Eqs. (6) and (7) to the 1- and 50-m mixed layer SCM, where

\[
Q(t) = \left[ 1 - \alpha \right] F_s(t) - F_{\text{OLR}}(t) + F_{\text{Basal}} + \Delta F_0 ,
\]

(8)

\[
\beta = F_F(t).
\]

(9)

Results are similar for the analytic solution (Figs. S5a,b, gray lines) and SCM experiments (Figs. S5a,b, black lines), with small differences due to applying discrete monthly solar forcing and \(F_0(t)\) to the SCM. When \(F_0(t)\) is instead represented as a cosine function (with phase and amplitude matching the discrete monthly solar forcing) and the annual-mean value of \(F_0(t)\) is used, the amplitude and phase shift of surface temperature in the SCM exactly match results from Eqs. (6) and (7) (Figs. S5c,d). These results from the mixed layer SCM and analytic solution demonstrate that the key features of Arctic seasonality in warming can be produced simply by representing how the effective heat capacity of the Arctic surface layer evolves with surface temperature.

e. SCM with and without sea ice thermodynamics

A final way to isolate the role of effective surface heat capacity changes and other thermodynamic processes is to compare SCM experiments with ice to SCM experiments with identical prescribed albedo changes but no ice. Figures 4a–c show the same SCM configurations as in Figs. 2b–d for select forcing experiments illustrating annually ice-covered, seasonally ice-free, and annually ice-free conditions (solid lines; Ice experiments). Overlaid are results for the same SCM configurations, but with a 50-m mixed layer SCM with no ice and with prescribed surface albedo from the Ice experiments (dashed lines; No ice, set albedo experiments). With identical albedo changes under increased forcing, these Ice and No ice, set albedo experiments differ only in their inclusion or exclusion of sea ice thermodynamics.

In both the standard SCM (Fig. 4a) and the SCM with an annual-mean Planck feedback and constant ice albedo (Fig. 4b), ice thermodynamics suppress summer warming over melting ice and enhance winter warming. For surface temperatures below freezing, this enhanced winter warming results from increasing conductive heat flux through thinning ice. When ice thickness is kept constant for the conductive heat flux (Fig. 4c), winter warming at temperatures below freezing is instead reduced in the Ice experiments compared to the No ice, set albedo experiments as a result of ice export changes in only the Ice experiments. Even with constant ice thickness in

the conductive heat flux and reduced winter warming over frozen ice, the transition above freezing temperatures produces enhanced winter warming when ice thermodynamics are included due to a phase delay and amplitude reduction in temperature with increasing effective surface heat capacity. Instead, in the No ice, set albedo experiment, the constant effective surface heat capacity for the 50-m mixed layer gives seasonally constant warming for all forcings. This illustrates the essential role of sea ice thermodynamics, specifically conductive heat flux changes as frozen ice warms and effective heat capacity changes as frozen ice melts and transitions to open ocean, for the seasonal pattern of Arctic warming.

f. Addition of a lapse-rate feedback to the SCM

Based on analysis of comprehensive GCM experiments, Pithan and Mauritsen (2014) suggest that the winter-peaking lapse-rate feedback is an important driver of seasonality in Arctic warming. To estimate how much additional seasonality in warming the lapse-rate feedback would contribute to the SCM, we add a contribution from this feedback to the surface energy balance, multiplied by the surface warming under forcing compared to \(\Delta F_0 = 0\). We calculate the lapse-rate feedback for a doubling of CO2 compared to preindustrial conditions in CESM slab ocean experiments, described in section 3, for nonland grid points north of 70°N. This gives a fairly constant lapse-rate feedback for grid points with below-freezing surface temperatures under CO2 doubling, and a weaker lapse-rate feedback for grid points that exceed the freezing point under CO2 doubling. Since we add a lapse-rate feedback to the SCM in a forcing experiment \((\Delta F_0 = 12)\) that does not warm above the freezing point, we apply the CESM lapse-rate feedback averaged only over grid points that remain below freezing under CO2 doubling to the SCM. We show this \(\Delta F_0 = 12\) forcing experiment in the SCM because it produces warming of similar magnitude to the area-averaged nonland Arctic warming in the CESM CO2 doubling experiments. We apply both an annual-mean lapse-rate feedback \((1 \text{ W m}^{-2} \text{K}^{-1})\) and a monthly varying lapse-rate feedback (values in Table S1) based on CESM experiments. We note that this addition of a lapse-rate feedback to the SCM is highly simplified, and in reality this feedback depends on the vertical structure of temperature change which itself is a consequence of other feedbacks (Boeke et al. 2021; Feldl et al. 2020; Henry et al. 2021).

Surface temperatures with and without a lapse-rate feedback in the standard SCM are shown in Fig. 5 for \(\Delta F_0 = 12\) compared to \(\Delta F_0 = 0\). In these experiments, the addition of an annual-mean lapse-rate feedback (dashed line) increases winter warming by about 3 degrees, magnifying the early winter warming maximum that exists in the SCM without the lapse-rate feedback. Introducing seasonality in the lapse-rate feedback (dotted line) contributes additional warming particularly in early winter, but the majority of the winter warming contributed by the lapse-rate feedback in the SCM can be explained by the annual-mean lapse-rate feedback acting on winter-amplified surface warming. Considering the total warming, the majority of seasonality in warming in the SCM...
is still due to processes other than the lapse-rate feedback. For this forcing, these processes primarily enhance warming in winter due to an increase in conductive heat flux through thinning ice, and suppress warming in summer due to the large effective heat capacity of melting ice.

3. Seasonality of Arctic warming with and without sea ice in CESM

The above results suggest that in the absence of seasonality in climate feedbacks, seasonality in Arctic warming is fundamentally driven by increasing conductive heat flux through thinning ice and increasing effective heat capacity as ice melts and exposes open ocean. Can we similarly isolate the role of sea ice thermodynamic effects within a GCM? Complementary to previous GCM experiments isolating the impact of sea ice albedo changes on Arctic warming (Feldl et al. 2017; Graversen et al. 2014), here we use idealized GCM experiments to isolate non-albedo thermodynamic effects of sea ice on Arctic warming. While analogous to SCM experiments in section 2e, these GCM experiments enable us to include not only the thermodynamic and climate feedback effects incorporated in the SCM, but also more complex polar climate feedbacks and changes in poleward heat transport that the SCM excludes.

a. CESM experiments

We perform all experiments with the CESM (Hurrell et al. 2013) version 1.2.2, which uses the Community Atmosphere Model version 4 (CAM4; Neale et al. 2013) with a horizontal resolution of 0.9° × 1.25° and 26 vertical levels, the Community Land Model version 4 (CLM4; Oleson et al. 2010) and the Los Alamos Sea Ice Model version 4 (CICE4; Hunke and Lipscomb 2008). For these experiments, CAM4 is coupled to a slab ocean model (SOM) with a prescribed, spatially heterogeneous monthly climatology of ocean heat flux convergence and an annual-mean, spatially variable mixed layer depth taken from a fully coupled preindustrial control simulation (Bitz et al. 2012). While all CESM SOM experiments have been run with the elevation of Antarctica flattened to 0 m above sea level, this flattening has a negligible impact on Arctic surface temperatures (Hahn et al. 2020), which are the focus here.

For all configurations of CESM, CO2 is abruptly doubled from preindustrial concentrations before running each simulation for 50 years, with climatologies calculated over the final
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30 years, which are near equilibrium. We compare control experiments including full sea ice thermodynamics (called Ice) to experiments with no sea ice, in which ocean temperatures can cool below the freezing point (called No ice). As in the SCM, we also run experiments with no sea ice in which we prescribe monthly climatological albedo values over nonland surfaces taken from the Ice experiments (called No ice, set albedo). In these No ice, set albedo experiments, the nonland albedo change under CO2 doubling is by design almost identical to the Ice experiments (<0.7% difference for 70°–90°N). Small differences may result from the way we prescribe albedo, using the climatological fraction of incoming visible solar radiation that is reflected at the surface in the Ice experiment to prescribe direct and diffuse, visible and near-infrared surface albedos in the No ice, set albedo experiment, with zero albedo change by default when there is no sunlight.

With nearly identical albedo changes under CO2 doubling in the Ice and No ice, set albedo experiments, differences between these experiments reflect non-albedo thermodynamic effects of sea ice. All remaining figures are shown for the Arctic from 70° to 90°N over nonland surfaces.

b. Impact of sea ice thermodynamics and albedo on Arctic warming

Including sea ice thermodynamics supports colder winters and warmer summers for the Ice (Fig. 6a) compared to No ice, set albedo (Fig. 6b) experiments. This is consistent with the small effective heat capacity of ice below freezing compared to open ocean, which gives a larger seasonal amplitude and earlier phasing in near-surface temperature in the Ice experiments. As in the fully coupled CESM2 (Fig. 1), the

CESM SOM Ice experiments simulate a summer minimum and early winter maximum in near-surface warming under CO2 doubling (Fig. 6c). In contrast, warming is nearly constant year-round in experiments without sea ice. The main effect of ice albedo changes (No ice, set albedo compared to No ice) is to strengthen warming in the annual mean, with a slightly greater increase in fall warming than the rest of the year. The main impact of sea ice thermodynamic effects (Ice compared to No ice, set albedo) is to reduce summer warming, as also seen in SCM experiments. Including thermodynamic effects also slightly increases early winter warming, although winter warming is more comparable for Ice compared to No ice, set albedo experiments in the GCM than in the SCM. In addition to the SCM and GCM experiments shown in this study, experiments isolating the impact of sea ice thermodynamics in a moist energy balance model and idealized moist GCM (Feldl and Merlis 2021) produce similar results; ice thermodynamic effects reduce summer warming and enhance winter warming, playing a key role for the seasonal pattern of Arctic warming across a broad range of model complexity.

c. Mechanisms linking sea ice to seasonality in Arctic warming

Figure 6 illustrates that one way in which sea ice thermodynamics contribute to seasonality in Arctic warming is through suppressing summer warming, consistent with the
large effective heat capacity of melting ice. Transitioning from frozen ice to open ocean would also lead to suppressed summer warming, as seen in the SCM experiments. As also seen in the SCM, enhanced early winter warming when including ice thermodynamics in the GCM is consistent with the effects of increasing conductive heat flux as ice below freezing thins, although additional climate feedbacks also contribute to winter warming in the GCM. A slight phase delay in surface temperature as ice melts and exposes open ocean under CO2 doubling (Fig. 6a) would widen with a transition to a seasonally ice-free Arctic under greater forcing (Fig. 1), additionally supporting an early winter warming maximum as a result of effective heat capacity changes. Surface temperatures under CO2 doubling show a larger phase delay when averaged exclusively over the sea ice edge, where the surface layer is transitioning from frozen ice to open ocean in early winter (Fig. S6). Thus, the role of sea ice thermodynamics for seasonality in warming in the GCM appears consistent with the SCM results.

In addition to these direct effects of sea ice thermodynamics, we consider indirect effects of ice thermodynamics on the seasonal pattern of warming via impacts on the lapse-rate feedback. The small effective heat capacity of frozen ice gives surface temperatures a large seasonal amplitude that brings temperatures to the freezing point in summer, where they remain due to the very large effective heat capacity of melting ice. As a result of these relatively warm summer surface temperatures, the preindustrial ice experiment has weak summer stability (Fig. 7a, solid light blue line), compared to strong surface temperature inversions during winter (Fig. 7b). In contrast, the annually large effective heat capacity of the ocean surface layer in the preindustrial no ice, set albedo experiment gives surface temperatures a small seasonal amplitude, so that they remain below the freezing point in summer (Fig. 7a, dashed light blue line). This produces base-state summer inversions that, combined with the elimination of the latent energy sink of melting ice in this experiment, support stronger surface-trapped warming during winter under doubled CO2.

These results suggest that in addition to suppressing summer warming due to the large effective heat capacity of melting ice, sea ice thermodynamics may also promote seasonality in warming by inhibiting a positive summertime lapse-rate feedback.

To quantify contributions from the lapse-rate and other feedbacks to Arctic warming under CO2 doubling, we apply the radiative kernel method using CAM3 kernels (Shell et al. 2008; Soden et al. 2008). We also calculate the annual atmospheric heat transport (AHT) convergence as the difference between surface and net TOA fluxes, and additionally substract atmospheric energy and moisture storage to calculate the seasonal cycle of AHT convergence, following Donohoe et al. (2020a).

In addition to changes in AHT under CO2 doubling, we consider changes in the surface energy budget (SEB), which includes both ice export changes and seasonal ocean heat storage in the CESM SOM. Energetic contributions from each feedback (λiΔT), the Planck response (λpΔT), CO2 forcing (F), changes in SEB and AHT, and a residual term (ΔRres) are then converted into contributions to near-surface warming (ΔT) for the nonland Arctic based on a local energy budget [Eq. (10)], following previous studies such as Goosse et al. (2018) and Pithan and Mauritsen (2014):

\[ F + \sum \left( \lambda_p + \sum \lambda_i \right) \Delta T + \Delta AHT + \Delta SEB + \Delta R_{res} = 0. \]

(10)

Annual, summer (June–August), and winter (December–February) warming contributions are determined by dividing each term in Eq. (10), all in units of W m⁻², by the magnitude of the nonland Arctic Planck response in the Ice experiment (λp,Ice) in W m⁻² K⁻¹:

\[ \Delta T = \frac{F}{\lambda_p,Ice} - \frac{\sum \lambda_i \Delta T}{\lambda_p,Ice} - \frac{\Delta AHT}{\lambda_p,Ice} - \frac{\Delta SEB}{\lambda_p,Ice} - \frac{\Delta R_{res}}{\lambda_p,Ice}. \]

(11)

where λp,Ice = λp - λp,Ice is the difference between the nonland Arctic Planck feedback for a given experiment, λp, and λp,Ice.

In Fig. 8, contributions to nonland Arctic warming in the Ice configuration of the CESM SOM are plotted along the horizontal axis, while contributions to warming in the No ice, set albedo configuration are plotted along the vertical axis. The albedo feedback is nearly identical by design for both experiments. Greater annual-mean warming in the No ice, set albedo experiments compared to the Ice experiments is mainly contributed by a more-positive lapse-rate feedback (Fig. 8a). This results from a stronger lapse-rate contribution to summer warming in the No ice, set albedo experiments (Fig. 8b), while the lapse-rate contribution to winter warming is similar for both sets of experiments (Fig. 8c). In addition to the lapse-rate feedback, negative ∆SEB due to reduced sea ice export under CO2 doubling slightly weakens annual warming in the Ice experiment compared to the No ice, set albedo experiment, consistent with the SCM experiments. Seasonally, the ∆SEB contribution indicates stronger energy transfer from the atmosphere to ocean in summer and from the ocean to atmosphere in winter in the Ice experiment, which also contributes to stronger seasonality in warming.

The Ice and No ice, set albedo experiments show similar DJF warming because reduced winter ocean-to-atmosphere heat transfer in the No ice, set albedo experiment is compensated by increased winter poleward AHT. Despite reduced seasonal ocean heat storage, the winter lapse-rate feedback remains similarly strong in the No ice, set albedo experiment compared to the Ice experiment. In contrast to the hypothesis of Dai et al. (2019) and Chung et al. (2021), these results suggest that a strong wintertime lapse-rate feedback is possible with only the albedo effects of sea ice loss, in the absence of sea ice insulation loss.

A caveat to this feedback analysis in the No ice, set albedo experiments is that we use radiative kernels derived from experiments that include sea ice. In reality, we would expect that a colder and drier lower troposphere during summer in
the *No ice, set albedo* experiments (Fig. 7) would diminish the effect of atmospheric temperature changes on TOA radiation (the temperature radiative kernel), and thus lead to a weaker summer lapse-rate feedback than that shown in Fig. 8. We test the sensitivity of feedback warming contributions to this choice of radiative kernel by substituting kernels from other months and find similar results, with the lapse-rate feedback still contributing most to greater summer warming in the *No ice, set albedo* experiment compared to the *Ice* experiment (see supplemental text S1).

### 4. Summary and conclusions

We use idealized experiments with certain sea ice processes individually inactivated in a GCM as well as a simpler model in order to disentangle potential causes of seasonality in Arctic warming under CO$_2$ forcing. A simple SCM is able to capture key features of Arctic warming seasonality: a summer minimum and early winter maximum in Arctic warming, shifting to a late winter maximum under greater forcing. Several factors contribute to the warming seasonality in this model, including seasonality in the Planck response, albedo feedback, and conductive heat flux through ice. In the absence of seasonality in climate feedbacks, the SCM simulates peak early winter warming over ice below freezing due to increasing conductive heat flux as ice thins, while the large effective heat capacity of melting ice suppresses summer warming. When conductive heat flux variations with ice thickness are further eliminated, the SCM still exhibits peak early winter warming due to a phase delay and amplitude reduction in surface temperature as perennial sea ice transitions to a seasonally ice-free ocean. While frozen sea ice warms quickly to the melting point in summer and cools quickly to very cold winter
temperatures in the zero-forcing experiment, exposed open ocean in fall and early winter at increased forcing undergoes slower seasonal warming and cooling due to its larger effective heat capacity, keeping temperatures above freezing later in the year and supporting peak early winter warming relative to the zero-forcing experiment. With greater forcing, this transition and associated amplitude reduction from colder ice to warmer ocean temperatures occurs later in the year, producing peak warming in late winter. SCM experiments demonstrate that representing the evolving effective heat capacity of the Arctic surface layer is alone sufficient to reproduce the key features of seasonality in Arctic warming. Additional feedbacks in the SCM interact with these effective heat capacity changes by reducing the amount of forcing required to transition from frozen ice to melting ice and open ocean, supporting an increase in effective heat capacity and associated peak early winter warming under less forcing.

Consistent with the SCM results, GCM experiments with doubled CO$_2$ simulate peak early winter warming and weak summer warming when sea ice is included. Comparison of experiments with sea ice to those with identical, prescribed surface albedo changes but no sea ice under CO$_2$ forcing suggests that seasonality in Arctic warming depends on sea ice thermodynamic effects in both the SCM and GCM. Sea ice melt suppresses summer warming while winter warming is amplified by increasing conductive heat flux through thinning ice and increasing effective heat capacity as ice melts and exposes open ocean. In the GCM, sea ice also damps summer warming by inhibiting a positive summer lapse-rate feedback due to weak base-state atmospheric stability and minimal near-surface warming in the presence of summer sea ice melt. In winter, weaker seasonal ocean heat release to the atmosphere in the No ice, set albedo GCM experiments is compensated by an increase in poleward AHT. This supports similar winter warming for the No ice, set albedo and the Ice experiments in the GCM, as does a strong winter lapse-rate feedback with only the albedo effects of sea ice loss.

Similar to previous studies, our results support a key role of sea ice in setting the seasonality of Arctic warming. Here we highlight effective heat capacity changes as a fundamental mechanism for this seasonality in warming, with results demonstrating the utility of simpler models for understanding mechanisms of Arctic warming.Idealized GCM experiments also offer insight into the interconnected effects of sea ice on surface albedo changes, seasonal ocean heat storage, and insulation loss and their impacts on the lapse-rate feedback. These experiments suggest that a strong wintertime lapse-rate feedback can be produced with the albedo effects of sea ice loss alone, in contrast to the idea that seasonal heat transfer related to sea ice insulation loss is necessary to kick-start the winter lapse-rate feedback.

Disentangling these effects of sea ice is difficult in GCMs in part because diagnostic frameworks like warming contribution analyses implicitly include interactions between different contributors. Feedbacks such as the lapse-rate feedback are also impacted by heat capacity effects on surface warming, which are not explicitly quantified in this warming contribution framework. This limitation highlights a need for alternative frameworks, simpler models, and idealized experiments to isolate the mechanisms of polar amplification and interactions between mechanisms, as also suggested by Boeke et al. (2021) and Feldl et al. (2020). The key role of effective heat capacity changes for seasonality in Arctic warming, emphasized here with a simple model and idealized GCM experiments, also highlights a need to accurately model the transition from perennial ice to seasonally ice-free conditions in comprehensive GCMs in...
order to project the timing and magnitude of peak Arctic warming.
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