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Abstract. At present, cyber-security issues of industrial control systems occupy one of the key niches in a state system of planning and management. Functional disruption of these systems via cyber-attacks may lead to emergencies related to loss of life, environmental disasters, major financial and economic damage, or disrupted activities of cities and settlements. There is then an urgent need to develop protection methods against cyber-attacks. This paper studied the results of cyber-attack interval forecasting with a pre-set intensity level of cyber-attacks. Interval forecasting is the forecasting of one interval from two predetermined ones in which a future value of the indicator will be obtained. For this, probability estimates of these events were used. For interval forecasting, a probabilistic neural network with a dynamic updating value of the smoothing parameter was used. A dividing bound of these intervals was determined by a calculation method based on statistical characteristics of the indicator. The number of cyber-attacks per hour that were received through a honeypot from March to September 2013 for the group ‘zeppo-norcal’ was selected as the indicator.

1. Introduction

An application of information technology for the disruption of key industrial control systems is called cyber-attacks [1,2]. In many organisations, both the middle and lower levels of the hierarchy of industrial automation systems use modern technologies for information exchange and process management. As a result of disruption via cyber-attacks, an emergency may arise resulting in loss of life, environmental disasters, major financial and economic damage, or disrupted activities of cities and settlements. Technology networks are often coupled to corporate networks. Here, cyber-attacks acquire a particular relevance as they can occur daily and their number grows exponentially. In this regard, research is needed on the development of new protection methods against cyber-attacks [3,4]. The disadvantage of most modern protection methods against cyber-attacks is that when identifying such attacks, known signatures or prototypes of certain processes or events are used. For example, antiviruses, firewalls, intrusion detection and prevention systems work this way. It is noted [5] that such systems are effective only for novice attackers. In this regard, there is a need to develop additional protection techniques against cyber-attacks. In particular, a perspective technique is cyber-attack forecasting based on machine learning [6-12].
Cyber-attack forecasting allows for advance preparation and heightened protection against cyber-attacks. For example, if a security officer receives an important forecast, he can apply additional protective measures such as disconnecting the Internet or turning on another work mode of the protection system. Some actions can be performed automatically if the cyber-attack forecasting algorithms are integrated into protection systems. Thus, in addition to assessing different risks from using traditional protection systems, attention should be paid to cyber-attack forecasting [6].

It should be noted that in the past few years, there has been increased interest in probabilistic forecasting [13]. This can be explained by the fact that probabilistic forecasts allow the obtaining of not only forecasts of future events, but also of probabilistic estimates of these events. Interval forecasting is an example of this. Interval forecasting is the forecasting of one interval from two predetermined ones in which a future value of the indicator will be obtained. Probability estimates of the events are used in calculation. A dividing bound of these intervals is determined by a calculation method based on the statistical characteristics of the indicator.

For this study, the number of cyber-attacks per hour that were received through a honeypot from March to September 2013 for the group ‘zeppo-norcal’ was selected as the indicator [14]. For analyzing ‘fronts’ of the start and end of cyber-attacks, the author of [14] recommended to apply to a simple moving average to the indicator. This approach reduces the influence of outliers and high-frequency noise in the source data. Taking into account these recommendations, the simple moving average of the source data with the window width of 4 hours was applied, and a corresponding indicator (ZNI) was obtained. To obtain some statistical characteristics of this indicator, its class was determined by the described method in [15]. Afterwards, a study of cyber-attack interval forecasting results based on a probabilistic neural network [16] with a dynamic updating value of the smoothing parameter [17] was carried out. The obtained results demonstrate the high accuracy of the interval forecasting.

2. Formalization and classification of a cyber-attack indicator
A cyber-attack indicator is formalized as the time series:

\[ q = \{ q_t : t \in \mathbb{T} \} \]

Here, \( q_t \) is the value of the indicator at the discrete moment of time \( t \); \( t \in \mathbb{T} \); \( \mathbb{T} = \{0, \ldots, n-1\} \); \( n \) is the number value. For the selected indicator \( n = 4374 \).

Figure 1 shows a graph of 500 last values of ZNI.
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**Figure 1.** A graph of the last 500 ZNI values.

Calculations show ZNI is a first-class indicator [15]. This indicator is the most difficult class for the implementation of interval forecasting (in the statistical sense).
3. Interval forecasting formalization

Define the range \((q_{\text{min}}, q_{\text{max}})\) of possible values \(q\) (1) and an inner point (a dividing bound of intervals) \(\hat{q}\) \((q_{\text{min}} < \hat{q} < q_{\text{max}})\) and construct two intervals:

\[
I^- = (q_{\text{min}}, \hat{q}), I^+ = (\hat{q}, q_{\text{max}}).
\]

The value of \(\hat{q}\) in (2) is proposed as follows:

\[
\hat{q} = \text{med}(q) + \beta \times \text{med}(|q - \text{med}(q)|) = \text{med}(q) + \beta \times \text{MAD}(q).
\]

Here \(\beta \in [-1; 1]\) is a coefficient (the value is set beforehand); \(\text{med}(\cdot)\) is median; \(\text{MAD}(\cdot)\) is the median absolute deviation.

At time \(t = n - 1\) it is necessary to identify which of the intervals (2) the future (unknown) value \(q_{t+p}\) will be in. The following estimates of probabilities are required: \(\rho_{t+p}^-\) and \(\rho_{t+p}^+\), where \(p = 1, \ldots, r\) is the look-ahead period, \(\rho_{t+p}^+\) is the probability that the indicator future value \(q_{t+p} \in I^+\); \(\rho_{t+p}^-\) is the probability that the indicator future value \(q_{t+p} \in I^-\); \(\rho_{t+p}^+ + \rho_{t+p}^- = 1\). The interval forecasting is carried out according to the following rules: the future value \(q_{t+p} \in I^+\) if \(\rho_{t+p}^+ > \rho_{t+p}^-\); and the future value \(q_{t+p} \in I^-\) if \(\rho_{t+p}^- \leq \rho_{t+p}^+\).

It is necessary to consider expression (3) in detail. Note that the indicator (1) is considered as a random variable with some unknown probability distribution function whose robust characteristics are the location parameter and the scale parameter. These parameters characterize the center of the grouping of random variable values and the degree of deviation of random variable values relative to this center [15].

In the expression (3), the first term is the location parameter estimate, and the second term is the scale parameter estimate that is multiplied by \(\beta \in [-1; 1]\). Using \(\hat{q}\), the value of \(\hat{q}\) can change in the range of \(\text{med}(q) - \text{MAD}(q)\) to \(\text{med}(q) + \text{MAD}(q)\). For \(\beta = -1.0\) the interval \(I^+\) contains about 75% all values of \(q\) (1) and for \(\beta = 1.0\), the interval contains about 25%. The value variation of \(\hat{q}\) in this range is enough by further research.

It should also be noted that the cyber-attack intensity is the total number of these attacks per unit of time (in our case an hour). With this in mind, the value of \(\hat{q}\) (3) was called the pre-set level of the cyber-attack intensity. The higher the value of \(\hat{q}\) (3), the more intense a cyber-attack must be in order to get into the interval \(I^+\) (2). It is needed to set \(\beta\) for which the interval forecasts of \(q_{t+p} \in I^+\) will indicate a necessity for additional protective measures. Forecasts of \(q_{t+p} \in I^-\) will be considered as a usual situation and will remain without attention. The lower the value of \(\beta\), the more often the forecasts of \(q_{t+p} \in I^+\) will be made (and vice versa). Of course, in each specific case and in each particular organization, the values of \(\beta\) can be chosen by experts and, consequently, these values can be different.

4. Results and discussion

In analyzing the cyber-attack interval forecasting results, two scores were used:

\[
ps = \frac{l}{u}, \quad bs = \frac{1}{u} \sum_{t \in G} \left(\tilde{\rho}_{t+p}^+ - \nu_{t+p}^\top\right)^2.
\]

Here \(l\) is the number of true forecasts; \(u\) is the total number of forecasts; \(\tilde{\rho}_{t+p}^+\) is the probability estimate of \(\rho_{t+p}^+\) based on a selected model; \(G\) is the set of values \(t\) at which the forecasts were
made; $v_{t+p}$ is the outcome of the event (equal to 1 if $q_{t+p} \in I^+$ and equal to 0 if $q_{t+p} \in I^-$); $ps$ is the frequency of true forecasts [17]; $bs$ is the Brier score (the measure of the forecasting accuracy) [18,19]; $0 \leq ps \leq 1$; $0 \leq bs \leq 1$. The higher the value of $ps$ and the lower the value of $bs$, the better the interval forecasting accuracy. The values were estimated by the leave-one-out cross-validation method.

For the implementation of all algorithms, R [20] was used. At the same time, for accelerating of some functions and procedures, C ++ was used. For the integration of R and C ++, Rcpp-package was used [21].

Table 1 shows the interval forecasting results of the cyber-attacks one hour ahead ($p=1$) for different values of $\beta$ and values of $f$ for which the interval forecasting accuracy was maximum. The value of $f$ was varied from 1 to 10. In addition, the frequency ($sa$) of the indicator values (1) that are in $I^+$ for a set value of $\beta$ is given.

Table 1. Interval forecasting results

| $\beta$ | $f$ | $ps$ | $bs$ | $sa$ |
|---------|-----|------|------|------|
| -1.0    | 7   | 0.77 | 0.15 | 0.75 |
| -0.8    | 6   | 0.75 | 0.17 | 0.69 |
| -0.6    | 6   | 0.73 | 0.18 | 0.64 |
| -0.4    | 7   | 0.72 | 0.19 | 0.58 |
| -0.2    | 6   | 0.70 | 0.20 | 0.52 |
| 0.0     | 6   | 0.69 | 0.20 | 0.47 |
| 0.2     | 7   | 0.71 | 0.19 | 0.41 |
| 0.4     | 7   | 0.72 | 0.18 | 0.37 |
| 0.6     | 7   | 0.74 | 0.18 | 0.33 |
| 0.8     | 6   | 0.76 | 0.17 | 0.29 |
| 1.0     | 6   | 0.79 | 0.15 | 0.25 |

According to Table 1, it is clear that the interval forecasting accuracy of the cyber-attacks for selected indicator is quite high. The minimum value of $ps$ is 0.69 and the maximum value of $bs$ is 0.20. With a linear increase of the value of $\beta$, the frequency of the cyber-attacks (which are in $I^+$) nonlinearly decreases from 0.75 to 0.25. Thus, cyber-attack interval forecasting based on a probabilistic neural network with a dynamic updating value of the smoothing parameter copes with the task successfully for all values of $\beta$.

Taking into account the obtained results, the following scheme for protection against cyber-attacks using interval forecasting is recommended:

1) Determine the value of $\beta$ and, accordingly, the value of $\hat{q}$ (5). For example, this can be done empirically or by expert judgment. Here, an additional criterion for choosing a value of $\beta$ can be the frequency ($sa$) of the values of $q$ (1) that are in $I^+$. This value is easily calculated based on the values of $q$ (1);

2) Estimate by leave-one-out cross-validation the value of $f$ at which the value of $bs$ (4) is minimum;

3) Make an interval forecast for the hour ahead ($p=1$). If $q_{t+p} \in I^+$, then implement the additional measures (they can be automatic) against the cyber-attacks. If $q_{t+p} \in I^-$, then proceed normally;

4) After one hour, add a new value to the end of $q$ (1) and return to step 3.
It should be added that the pre-set level of the cyber-attack intensity (3) can be periodically reviewed because, for example, the cyber-attacks to an industrial control system grow in number.

Conclusion
The analysis of contemporary scientific studies has shown that for several years the scientific community is carrying out research on cyber-attack forecasting by different methods with the target of creating adequate instruments of protection against cyber-attacks. The paper studied the interval forecasting results of cyber-attacks based on intelligent modeling. A probabilistic neural network with a dynamic updating value of the smoothing parameter was used. This approach allows carrying out the cyber-attack interval forecasting with a pre-set intensity level of cyber-attacks. The approach demonstrates the high accuracy of cyber-attack interval forecasts for selected data. At the same time, the necessary practical recommendations on an application of the interval forecasting results to the protection against the cyber-attacks in industrial control systems were formulated. It should be noted that similar studies about cyber-attack interval forecasting are not known to the authors, so this work can be considered one of the first works. The obtained results can find a practical application and further theoretical development in the protection against cyber-attacks.
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