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ABSTRACT. Given a fixed $\alpha \in (0, 1)$, we study the inverse problem of recovering the isometry class of a smooth closed and connected Riemannian manifold $(M, g)$, given the knowledge of a source-to-solution map for the fractional Laplace equation $(-\Delta_g)^\alpha u = f$ on the manifold subject to an arbitrarily small observation region $\mathcal{O}$ where sources can be placed and solutions can be measured. This can be viewed as a non-local analogue of the well known anisotropic Calderón problem that is concerned with the limiting case $\alpha = 1$. While the latter problem is widely open in dimensions three and higher, we solve the non-local problem in broad geometric generality, assuming only a local property on the a priori known observation region $\mathcal{O}$ while making no geometric assumptions on the inaccessible region of the manifold, namely $M \setminus \mathcal{O}$. Our proof is based on discovering a hidden connection to a variant of Carlson’s theorem in complex analysis that allows us to reduce the non-local inverse problem to the Gel’fand inverse spectral problem.

1. INTRODUCTION AND THE MAIN RESULT

1.1. Fractional Laplace equation. Let $(M, g)$ be a smooth closed and connected Riemannian manifold with dimension $n \geq 2$. Here, by closed we mean that the manifold is compact and without boundary. We denote by $-\Delta_g$ the (positive) Laplace–Beltrami operator on $(M, g)$ that is defined in local coordinates via the expression

$$-\Delta_g u = -\frac{1}{\sqrt{\det g}} \sum_{j,k=1}^n \frac{\partial}{\partial x^j} \left( \sqrt{\det g} g^{jk} \frac{\partial u}{\partial x^k} \right) \quad \forall u \in C^\infty(M).$$

We write $(\cdot, \cdot)_{L^2(M)}$ for the standard Hermitian inner product on $L^2(M)$, write $0 = \lambda_0 < \lambda_1 < \lambda_2 < \ldots$ for the distinct eigenvalues of $-\Delta_g$ written in strictly increasing order. For each $k = 0, 1, 2, \ldots$ we write $d_k$ to stand for the multiplicity of eigenvalue $\lambda_k$ and let $\phi_{k,1}, \ldots, \phi_{k,d_k}$ denote an $L^2(M)$-orthonormal basis for the eigenspace corresponding to $\lambda_k$. Finally, given any $k = 0, 1, \ldots$ we define $\pi_k : L^2(M) \to L^2(M)$ to be the projection operator on the eigenspace
of $\lambda_k$ that is defined via

$$
\pi_k f = \sum_{\ell=1}^{d_k} (f, \phi_{k,\ell})_{L^2(M)} \phi_{k,\ell}.
$$

Given a fixed $\alpha \in (0,1)$ and any $u \in C^\infty(M)$ the fractional Laplacian of $u$ with order $\alpha$, denoted by $(-\Delta_g)^\alpha u$, is typically defined on a closed manifold $(M, g)$ via the spectral expression

$$
(-\Delta_g)^\alpha u = \sum_{k=1}^\infty \lambda_k^{-\alpha} \pi_k u, \quad \text{on } M.
$$

The fractional Laplace–Beltrami operator $(-\Delta_g)^\alpha$ can be extended by continuity as a bounded linear map from $H^s(M)$ to $H^{s-2\alpha}(M)$ for any $s \geq 0$. We refer the reader to [2, Theorem 1.2] for an integral representation of the definition (3) stated on compact Riemannian manifolds (with or without boundary) that makes connections to alternative definitions of the fractional Laplace–Beltrami operator in the pseudo-differential framework, as well as providing applications in proving fractional Sobolev embedding theorems.

In this paper, we consider the following elliptic equation,

$$
(-\Delta_g)^\alpha u = f \quad \text{on } M.
$$

Give any $s \geq 0$ and any $f \in H^s(M)$ with $(f, 1)_{L^2(M)} = 0$, equation (4) admits a unique solution $u \in H^{s+2\alpha}(M)$ that is given by the expression

$$
u = \sum_{k=1}^\infty \lambda_k^{-\alpha} \pi_k f \quad \text{on } M.
$$

We remark that the necessary orthogonality condition $(f, 1)_{L^2(M)} = 0$ above arises as $\lambda_0 = 0$ is an eigenvalue on a closed Riemannian manifold with the corresponding eigenspace of constant functions.

### 1.2. The inverse problem and our main result.

To formulate our inverse problem associated to (4) with a fixed $\alpha$, it will be convenient to first consider a smooth submanifold $(\mathcal{O}, g|_\mathcal{O})$ with codimension zero that has a smooth boundary, representing an observable region in the manifold that is assumed to be a priori known. This region can be arbitrarily small and it merely allows us to define a source-to-solution map corresponding to (4) subject to placing sources $f$ that are supported in $\mathcal{O}$ and subsequently measuring the solutions in the same observable region $\mathcal{O}$. We will write $\mathcal{O}^{\text{int}}$ for the interior of the set $\mathcal{O}$ and $\partial \mathcal{O}$ for its boundary, so that $\mathcal{O} = \mathcal{O}^{\text{int}} \cup \partial \mathcal{O}$. Also, given an open set $U$, $C_0^\infty(U)$ denotes the space of complex valued smooth functions with a compact support in $U$. 


Definition 1.1 (Source-to-Solution map). Let $\alpha \in (0, 1)$ and let $\mathcal{O}$ be a smooth submanifold of $(M, g)$ with codimension zero and a smooth boundary. Given any
\[ f \in C_0^\infty(\mathcal{O}^{\text{int}}) \quad \text{with} \quad (f, 1)_{L^2(\mathcal{O})} = 0, \]
we define
\[ \mathcal{L}^{\alpha, \mathcal{O}}_{M,g} f = u|_{\mathcal{O}}, \]
where $u|_{\mathcal{O}}$ is the restriction to the set $\mathcal{O}$ of the unique solution to (4) with source $f$.

Our inverse problem can now be stated as follows: Does the knowledge of the source-to-solution map, $\mathcal{L}^{\alpha, \mathcal{O}}_{M,g}$, corresponding to a fixed fractional order $\alpha$ and a fixed observation region $\mathcal{O}$ determine the ambient manifold $(M, g)$ globally? We note that there is a natural obstruction to uniqueness that comes from isometries on $M$ that fix the observable set $\mathcal{O}$. In the case of the anisotropic Calderón problem, that concerns the limiting case $\alpha = 1$, this obstruction was first noted by Luc Tartar [36]. In the non-local case we refer the reader to [24, Theorem 4.2]. Therefore, for our inverse problem that we call the fractional Calderón inverse problem, the best we can expect is to recover the manifold up to this obstruction. Let us remark that for the anisotropic Calderón inverse problem and specifically when the dimension of the manifold is two, there is an additional obstruction to uniqueness coming from conformal invariance of the Laplace–Beltrami operator in two dimensions [43, 47]. However, this additional obstruction is not present in the fractional Calderón inverse problem since equation (3) is not conformally invariant in any dimension $n \geq 2$.

Our main result states that it is possible to uniquely recover the isometry class of the manifold $(M, g)$ from the source-to-solution map, assuming only a local property on the observable set $\mathcal{O}$. In order to state our assumption, we need to recall the definition of Gevrey classes $\mathcal{G}^N$ with $N \geq 1$ which are intermediate functional spaces lying between the space of real-analytic functions and the space of smooth functions, see for example [26, 50]. We also refer the reader to [9, 11] for connections between Gevrey classification and the Denjoy–Carleman classification of smooth functions.

Definition 1.2. Given an open set $U \subset \mathbb{R}^n$ and a constant $N \geq 1$, we say that a smooth function $f$ belongs to the Gevrey class $\mathcal{G}^N(U)$ if given any compact set $K \subseteq U$, there is a constant $A > 0$ depending on $K$ and $f$ such that
\[ \|\partial^\beta f\|_{L^\infty(K)} \leq A|\beta|+1 (\beta!)^N, \]
for all multi-indexes $\beta \in \{0, 1, 2, \ldots\}^n$.

Note that $\mathcal{G}^{N_1} \subset \mathcal{G}^{N_2}$ whenever $N_1 < N_2$. It is also clear from the latter definition that real-analytic functions are a member of all Gevrey classes.
We are now ready to state the local assumption that we will impose on our observation set $\mathcal{O}$.

**Definition 1.3.** Let $N \geq 1$ and let $\mathcal{O}$ be a smooth submanifold of $(M,g)$ with codimension zero and a smooth boundary. We say that $\mathcal{O}$ locally admits a metric in $\mathcal{G}^N$, if given any $p \in \mathcal{O}^{\text{int}}$ there is a coordinate chart $(U_p, \psi_p)$ belonging to its maximal smooth atlas with $p \in U_p \subset \mathcal{O}^{\text{int}}$ such that the components of the metric $g|_{U_p}$, when expressed in this coordinate chart, belong to the Gevrey class $\mathcal{G}^N(\psi_p(U_p))$.

Our main result can now be stated as follows.

**Theorem 1.4.** Let $\alpha \in (0,1)$. For $j = 1,2$, let $(M_j, g_j)$ be a smooth closed and connected Riemannian manifold with dimension $n \geq 2$ and let $\mathcal{O}_j \subset M_j$ be a smooth submanifold of codimension zero with a smooth boundary. Assume that $(\mathcal{O}_j, g_j|_{\mathcal{O}_j})$, $j = 1,2$, locally admits a metric in $\mathcal{G}^N$ for some $N \in [1,2)$, in the sense of Definition 1.3 and that

$$
(\mathcal{O}_1, g_1|_{\mathcal{O}_1}) = (\mathcal{O}_2, g_2|_{\mathcal{O}_2}).
$$

Suppose that

$$
\mathcal{L}_{M_1, g_1}^{\alpha, \mathcal{O}_1} f = \mathcal{L}_{M_2, g_2}^{\alpha, \mathcal{O}_2} f \quad \text{for all } f \in C_0^\infty(\mathcal{O}_1^{\text{int}}) \text{ with } (f, 1)_{L^2(\mathcal{O}_1)} = 0.
$$

Then there exists a diffeomorphism $\Phi : M_1 \rightarrow M_2$ that fixes the set $\mathcal{O}_1$, such that

$$
\Phi^* g_2 = g_1 \text{ on } M_1.
$$

**Remark 1.5.** Note that the assumption that the observation region is locally in some Gevrey class $\mathcal{G}^N$ is naturally a weaker assumption than real analyticity, so as a corollary let us mention that if the observation region is assumed to be real-analytic, the above theorem gives a uniqueness result for recovery of the isometry class of $(M,g)$. Let us also remark that the equality of the observation regions (7) can be relaxed; it suffices that they are isometric to each other.

The main novelty of Theorem 1.4 is that we recover the ambient Riemannian geometry for the equation (4). While we assume that the observation region $\mathcal{O}$ locally admits a metric in some Gevrey class, we make no geometric assumptions on the inaccessible region of the manifold, namely $M \setminus \mathcal{O}$. We achieve this by discovering a connection between the fractional Calderón problem and a variant of Carlson’s classic analytic continuation theorem in the complex plane that is due to Pila [48], see Appendix A for the details. This allows us to fully recover the spectral data associated to the Dirichlet Laplacian of the inaccessible manifold and reduce our problem to the well known Gel’fand inverse spectral problem. The result then follows from the work of Kurylev and Belishev in [7] that uses the Boundary Control method to solve the latter problem in full geometric generality.
1.3. **Motivation.** Let us first motivate our inverse problem by remarking that the study of fractional orders of elliptic operators is a topic with many physical applications. Indeed, fractional orders of elliptic operators appear in the modeling of non-local diffusion, permeable medium, and fluid turbulence in physics \([25, 40, 59]\), as well as modeling of Lévy processes, population dynamics and jump processes in stock markets \([1, 45]\). We refer the reader to the survey article \([10]\) for more applications.

Aside from physical motivations, let us also mathematically motivate our inverse problem associated to the non-local equation (4) by making a few remarks about the limiting case \(\alpha = 1\) (which is outside the scope of this paper). When \(\alpha = 1\), our inverse problem can be seen as an equivalent formulation of the well known anisotropic Calderón problem, usually stated for manifolds with boundary and in terms of the Dirichlet-to-Neumann map as opposed to source-to-solution maps, see for example \([17]\). The anisotropic Calderón problem has been solved in dimension two \([4, 44, 47]\) but remains a major open problem in higher dimensions. The works \([41, 42, 43, 44]\) study the anisotropic Calderón problem on real-analytic manifolds with a real-analytic metric and an analogous result is proved in \([27]\) for Einstein manifolds (which are real-analytic in their interior). Outside the real-analytic category results are rather sparse. The seminal work \([55]\) provides a uniqueness result for conformally Euclidean metrics on a bounded domain using the idea of Complex Geometric Optics solutions. The works \([17, 18]\) generalize this idea further and show uniqueness for the metric holds assuming that (i) the conformal class of the manifold is a priori known and (ii) the manifold has, within its conformal class, a global unit parallel vector field. We refer the reader to \([57]\) and the references therein for a survey of this problem.

1.4. **Previous literature.** The study of inverse problems associated to fractional orders \(\alpha < 1\) of the Laplace operator was initiated in \([23]\). There, the authors solved the inverse problem of recovering a zeroth order coefficient \(q\) in the equation

\[
(-\Delta)^\alpha u + q u = 0 \quad \text{on } \Omega,
\]

with \(u|_{\mathbb{R}^n\setminus\Omega} = f\) given the knowledge of an associated source-to-solution map. We recall that the fractional Laplace operator of order \(\alpha\) on the Euclidean space \(\mathbb{R}^n\) is defined by

\[
(-\Delta)^\alpha u = \mathcal{F}^{-1}(|\xi|^{2\alpha} \hat{u}(\xi)),
\]

where \(\mathcal{F} u = \hat{u}\) stands for the Fourier transform of \(u\). Their proof relied on a strong unique continuation result for the fractional Laplace operator together with a density argument for products of solutions to equation (9) that is based on a Runge type approximation argument, see for example \([16]\). Since then, the
area of recovering lower order coefficients (or lower order perturbations) in the context of fractional elliptic equations analogous to (9) has been a very active area of research. We mention for example the following results: uniqueness and reconstruction methods subject to a single measurement [22], recovery of zeroth order coefficients in the presence of a priori known anisotropic leading order coefficients [21], study of uniqueness and (in-)stability in the low regularity regime [52, 53], study of inversion methods based on monotonicity assumptions [29, 30], study of uniqueness for magnetic problems and their lower perturbations [8, 13, 14] and study of uniqueness in the presence of nonlinearity [38, 39]. We refer the reader to the works [51, 54] for review.

Let us mention that all of the preceding works are concerned with the recovery of lower order coefficients (or lower order perturbations) in non-local equations and assume that the leading order coefficients are known. In the recent work [24], the authors consider fractional powers of general self-adjoint positive operators on a domain $\Omega \subset \mathbb{R}^n$ with unknown anisotropic leading order coefficients in $\Omega$. They prove that the exterior data for the associated non-local operators determines the Cauchy data set on the boundary $\partial \Omega$ for the corresponding local operator and as a corollary, they prove several new results for non-local inverse problems by using the corresponding results for the local inverse problems. Examples include recovery of a general Riemannian metric up to the natural gauge in dimension two and recovery of Riemannian metrics on $\Omega \subset \mathbb{R}^n, n \geq 2$ that are conformally Euclidean as well as recovery of real-analytic metrics up to the natural gauge.
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2. Analytic interpolation in the complex plane

Our main aim in this section is to prove the following proposition.

**Proposition 2.1.** Let the hypotheses of Theorem 1.4 be satisfied. For $j = 1, 2$ let $\{\lambda_k^{(j)}\}_{k=0}^\infty$ be the set of distinct eigenvalues of $-\Delta_{g_j}$ on $(M_j, g_j)$ written in strictly increasing order and let $\pi_k^{(j)}$ be the projection operator on the eigenspace of $\lambda_k^{(j)}$ associated to the operator $-\Delta_{g_j}$ on $(M_j, g_j)$. Then, there holds

$$\lambda_k^{(1)} = \lambda_k^{(2)} \quad \text{and} \quad (\pi_k^{(1)} f)|_{\mathcal{O}_1} = (\pi_k^{(2)} f)|_{\mathcal{O}_1}, \quad \text{for all } k = 0, 1, 2, \ldots$$

and all $f \in C^\infty_0(\mathcal{O}_1^{\text{int}})$. Here, $|_{\mathcal{O}_1}$ is the restriction to the set $\mathcal{O}_1 = \mathcal{O}_2$. 
Before proving Proposition 2.1 we need to fix a few notations. In view of the equality (7) we use the notation
\[ O := O_1 = O_2 \quad \text{and} \quad g := g_1|_O = g_2|_O. \]
For \( j = 1, 2 \), and given any \( f \in C_0^\infty(O^\text{int}) \) we (for now, formally) define the function
\[ \zeta_f^j : \mathbb{C} \times O \to \mathbb{C}, \]
by the expression
\[ \zeta_f^j(z, x) = \sum_{k=1}^{\infty} (\lambda_k^j)^z (\pi_k^j f)(x), \quad \forall (z, x) \in \mathbb{C} \times O, \]
where \( (\lambda_k^j)^z = e^{z \log(\lambda_k^j)} \) for any \( k \in \mathbb{N} \) and we recall that
\[ (\pi_k^j f)(x) = \sum_{\ell=1}^{d_k^j} \langle f, \phi_{k,\ell}^j \rangle_{L^2(M_j)} \phi_{k,\ell}^j(x), \quad \forall x \in O, \]
with \( \{\phi_{k,\ell}^j\}_{\ell=1}^{d_k^j} \) denoting an \( L^2(M_j) \)-orthonormal basis for the eigenspace corresponding to \( \lambda_k^j \). The following lemma justifies the definition (11) showing not only that the infinite sum in (11) is absolutely convergent but that it is also an entire holomorphic function.

**Lemma 2.2.** For \( j = 1, 2 \), given any fixed \( f \in C_0^\infty(O^\text{int}) \) and any \( x \in O \), the function
\[ \zeta_f^j(\cdot, x) : \mathbb{C} \to \mathbb{C}, \]
is an entire holomorphic function.

**Proof.** Given \( j = 1, 2 \) and any \( \mu \in \mathbb{N} \), let us define the partial sums
\[ S_\mu^j(z, x) = \sum_{k=1}^{\mu} (\lambda_k^j)^z (\pi_k^j f)(x), \quad z \in \mathbb{C}, \quad x \in O, \]
and
\[ \tilde{S}_\mu^j(z, x) = \sum_{k=1}^{\mu} |(\lambda_k^j)^z| |(\pi_k^j f)(x)|, \quad z \in \mathbb{C}, \quad x \in O, \]
where \( | \cdot | \) denotes the absolute value function on complex numbers. Recall that for \( j = 1, 2 \) and given any \( \ell = 1, \ldots, d_k^j \), we have
\[ -\Delta_{g_j} \phi_{k,\ell}^j = \lambda_k^j \phi_{k,\ell}^j \quad \text{on} \quad M_j, \quad j = 1, 2. \]
Using the latter identity together with the fact that \( f \) is compactly supported in \( \mathcal{O}^{\text{int}} \), we can repeatedly apply Green’s integral identity to deduce that

\[
(f, \phi_{j,k,\ell}^{(m)})_{L^2(\mathcal{O})} = \int_{\mathcal{O}} f \phi_{j,k,\ell}^{(m)} \, dV_g = (-1)^m (\lambda_k^{(j)})^{-m} \int_{\mathcal{O}} (\Delta_g^{(m)} f) \phi_{j,k,\ell}^{(m)} \, dV_g,
\]

for any \( m \in \mathbb{N} \), where

\[
(15) \quad \Delta_g^{(m)} f = \underbrace{\Delta_g \circ \cdots \circ \Delta_g}_m \ f,
\]

and we recall that \( g \) is as defined by (10). Applying the Cauchy–Schwarz inequality and recalling the definition of the projection operator it follows that given \( j = 1, 2 \), any \( k \in \mathbb{N} \) and \( m \in \mathbb{N} \), there holds

\[
(16) \quad \| \pi_k^{(j)} f \|_{L^\infty(\mathcal{O})} \leq (\lambda_k^{(j)})^{-m} \| \Delta_g^{(m)} f \|_{L^2(\mathcal{O})} \left( \sum_{\ell=1}^{d_k^{(j)}} \| \phi_{j,k,\ell}^{(j)} \|_{L^\infty(\mathcal{O})} \right).
\]

Next let us define

\[
\kappa(z) = \begin{cases} 
\lceil \text{Re}(z) \rceil + n + 1 & \text{if } \text{Re}(z) \geq 0, \\
n + 1 & \text{if } \text{Re}(z) < 0,
\end{cases}
\]

where \( \text{Re}(z) \) denotes the real part of \( z \in \mathbb{C} \) and \( \lceil \cdot \rceil \) is the ceiling function that gives the smallest integer not less than its argument. Applying the inequality (16) with the choice \( m = \kappa(z) \), it follows that given any \( x \in \mathcal{O} \)

\[
(17) \quad \overline{S}_{\mu}^{(j)}(z, x) \leq C_{1,j} \| \Delta_g^{(\kappa(z))} f \|_{L^\infty(\mathcal{O})} \sum_{k=1}^{\mu} \frac{d_k^{(j)} \sum_{\ell=1}^{d_k^{(j)}} \| \phi_{j,k,\ell}^{(j)} \|_{L^\infty(\mathcal{O})}}{\lambda_k^{(j)+1}},
\]

for some constant \( C_{1,j} > 0 \) that only depends on \( j = 1, 2 \). Next, we recall the following uniform bound for eigenfunctions in a closed Riemannian manifold (see [32]),

\[
(18) \quad \| \phi_{j,k,\ell}^{(j)} \|_{L^\infty(M_j)} \leq C_{2,j} (\lambda_k^{(j)})^{n-\frac{1}{4}} \quad \text{for } \ell = 1, \ldots, d_k,
\]

for some constant \( C_{2,j} > 0 \) only depending on \( j = 1, 2 \). Recall also from the classical Weyl’s law on smooth closed and connected Riemannian manifolds (see [33] for example) that given any \( \lambda > 0 \), there holds

\[
(19) \quad \mathcal{N}_j(\lambda) \leq C_{3,j} \lambda^{\frac{n}{2}},
\]

for some constant \( C_{3,j} > 0 \) only depending on \( j = 1, 2 \), where \( \mathcal{N}_j(\lambda) \) is the number of eigenvalues of \( -\Delta_g \) on \((M_j, g_j)\) that are less than \( \lambda \) (counting with
multiplicity). Combining the estimates (18)–(19) we conclude that there exists $C_{4,j} > 0$ only depending on $j = 1, 2$, such that

\[
\sum_{k=1}^{n} \sum_{\ell=1}^{d_{k,j}} \frac{\|\phi_{k,\ell}^{(j)}\|_{L^{\infty}(O)}}{\lambda_{k\ell}^{\frac{n+1}{4}}} \leq C_{4,j} \sum_{k=1}^{\infty} \frac{1}{k^{\frac{n+1}{4}}} =: C_{5,j} < \infty.
\]

Thus, given any $x \in O$ and $z \in \mathbb{C}$, there holds:

\[
\tilde{S}_{\mu}^{(j)}(z, x) \leq C_{j} \|\Delta_{g}^{(\kappa(z))} f\|_{L^{\infty}(O)},
\]

for some constant $C_{j} > 0$ only depending on $j = 1, 2$. Recalling the definitions (13)–(14), we conclude from the latter estimate that given any $x \in O$, the function $S_{\mu}^{(j)}(z, x)$ converges uniformly on compact subsets of $\mathbb{C}$ and hence

\[
\zeta^{(j)}_{f}(z, x) = \lim_{\mu \to \infty} S_{\mu}^{(j)}(z, x),
\]

is an entire holomorphic function on $\mathbb{C}$. □

**Remark 2.3.** The above proof in fact shows that given any $f \in C_{0}^{\infty}(O^{\text{int}})$, the mapping

\[
z \mapsto \sum_{k=1}^{\infty} (\lambda_{k}^{(j)})^{z} (\pi_{k}^{(j)} f)|_{O},
\]

is an entire holomorphic function in the sense of taking values in $C_{0}^{\infty}(O)$.

**Lemma 2.4.** For a fixed $\alpha \in (0, 1)$, let the strictly monotone sequence $(b_{k})_{k=1}^{\infty}$ be defined via

\[
\begin{cases}
b_{2m} = m & \forall m \in \mathbb{N} \\
b_{2m-1} = m - \alpha, & \forall m \in \mathbb{N}
\end{cases}
\]

Given any $f \in C_{0}^{\infty}(O^{\text{int}})$ there holds:

\[
\zeta^{(1)}_{f}(b_{k}, x) = \zeta^{(2)}_{f}(b_{k}, x) \quad \forall k \in \mathbb{N} \quad \forall x \in O.
\]

**Proof.** The claim (24) for $k = 2m$ with $m \in \mathbb{N}$ is trivial and follows from the local property (10). Indeed, we observe from (10) that

\[
\Delta^{(m)}_{g} f = \Delta^{(m)}_{g_{2}} f = \Delta^{(m)}_{g} f \quad \text{on } O,
\]

where given any $j = 1, 2$ and $m \in \mathbb{N}$ the notation $\Delta^{(m)}_{g_{j}} f$ is defined analogously to (15). Using the spectral representation of $\Delta_{g_{j}} f$ in terms of the eigenvalues $\{\lambda_{k}^{(j)}\}_{k=0}^{\infty}$ and projection operators $\{\pi_{k}^{(j)} f\}_{k=0}^{\infty}$ and recalling that $\lambda_{0} = 0$, the equality (25), when restricted to the subset $O$, can be rewritten as

\[
\sum_{k=1}^{\infty} (\lambda_{k}^{(1)})^{m} (\pi_{k}^{(1)} f)|_{O} = \sum_{k=1}^{\infty} (\lambda_{k}^{(2)})^{m} (\pi_{k}^{(2)} f)|_{O}.
\]
Recalling the definitions (11) and (23) yields the claim (24) for \( k = 2m \). For the case \( k = 2m - 1 \) with \( m \in \mathbb{N} \), the claim (24) follows from equality of the source-to-solution maps. Indeed, let us first note that given any \( m \in \mathbb{N} \) and \( f \in C_0^\infty(\mathcal{O}^{\text{int}}) \) it follows from Stoke’s theorem that
\[
(\Delta_{g_j}^{(m)} f, 1)_{L^2(\mathcal{O})} = \int_{\mathcal{O}} \Delta_{g_j}^{(m)} f \, dV_{g_j} = 0, \quad j = 1, 2.
\]
Thus, by the hypothesis (8) of Theorem 1.4 together with (25), we have
\[
\mathcal{L}_{M_1, g_1}^{\alpha, \mathcal{O}_1} (\Delta_{g_1}^{(m)} f) = \mathcal{L}_{M_2, g_2}^{\alpha, \mathcal{O}_2} (\Delta_{g_2}^{(m)} f).
\]
Using equations (4)–(5) together with (15), the latter identity, when restricted to the subset \( \mathcal{O} \), can be rewritten as
\[
\sum_{k=1}^\infty (\lambda_k^{(1)})^{m-\alpha} (\pi_k^{(1)} f)|_{\mathcal{O}} = \sum_{k=1}^\infty (\lambda_k^{(2)})^{m-\alpha} (\pi_k^{(2)} f)|_{\mathcal{O}}.
\]
The claim (24) with \( k = 2m - 1 \) now follows from recalling the definitions (11) and (23).

In what follows, we fix a point \( p \in \mathcal{O}^{\text{int}} \) and (in view of the hypothesis of Theorem 1.4) let \( (U_p, \psi_p) \) be a coordinate chart in \( \mathcal{O} \) with \( p \in U_p \subset \mathcal{O}^{\text{int}} \) and such that the components of the metric \((\psi_p)_*, g\) belong to the Gevrey class \( \mathcal{G}^N(\psi_p(U_p)) \) where \( N \) is as in the hypothesis of Theorem 1.4 (independent of \( p \)). Our aim will be to show that given any \( f \in C_0^\infty(U_p) \) and any \( x \in \mathcal{O} \), the holomorphic function \( \zeta_j^{(z)}(z, x) \) with \( j = 1, 2 \), can be constructively determined from the source-to-solution map \( \mathcal{L}_{M, g_j}^{\alpha, \mathcal{O}} \). This will partly rely on construction of suitable sources \( f \) that exploit the fact that the components of \((\psi_p)_*, g\) are in the Gevrey class \( \mathcal{G}^N(\psi_p(U_p)) \) as well as a variant of Carlson’s theorem in complex analysis, see Appendix A.

As a first step, we need to construct a special family of sources to use as test functions. To this end, we begin by defining a non-negative function \( \chi_0 \in C_0^\infty(\mathbb{R}) \) with the properties that \( \chi_0 \) is compactly supported in the interval \((-1, 1)\), that \( \chi_0(t) = 1 \) on \(|t| \leq \frac{1}{2}\) and additionally that there exists a constant \( c > 0 \) so that
\[
\| \frac{d^k}{dt^k} \chi_0 \|_{L^\infty(\mathbb{R})} \leq c^k (k!)^{N'}, \quad \forall k \in \mathbb{N},
\]
for some fixed real number \( N' \) satisfying
\[
N < N' < 2,
\]
where \( N \) as in the hypothesis of Theorem 1.4. Since \( N' > 1 \) (recall that \( N \geq 1 \)), the existence of such a function \( \chi_0 \) is classical and follows from the Denjoy–Carleman classification of quasi-analytic functions, see for example
[31, Theorem 1.3.8, Theorem 1.4.2]. Next, given any fixed \( q \in U_p \), let us write \( \psi_p(q) = (q_1, q_2, \ldots, q_n) \) and given any \( r > 0 \), let us define

\[
\mathbb{B}_{q,r} := \{(y^1, y^2, \ldots, y^n) \in \mathbb{R}^n : |y - \psi_p(q)| < r\},
\]

where \( |y - \psi_p(q)| = \sqrt{(y^1 - q_1)^2 + \ldots + (y^n - q_n)^2} \). We define \( \delta_0(q) \in (0, \infty] \)

\[
\delta_0(q) := \sup\{r > 0 : \mathbb{B}_{q,r} \subset \psi_p(U_p) \text{ for all } a \in (0, r)\}.
\]

Subsequently, we define for any \( \delta \in (0, \delta_0(q)) \) the function

\[
F_{q,\delta}(x) = \begin{cases} 
    \delta^{-n}\chi_0(\delta^{-1}|\psi_p(x) - \psi_p(q)|) & \text{if } x \in U_p, \\
    0 & \text{otherwise}
\end{cases}
\]

and note that \( F_{q,\delta} \) can be viewed as a smooth function on the entire manifold that is compactly supported in the set

\[
\psi_p^{-1}(\mathbb{B}_{q,\delta_0(q)}) \subset U_p.
\]

It is straightforward to see that the functions \( F_{q,\delta} \) can act as mollifiers, that is to say, given any \( f \in C^\infty_0(U_p) \), there holds

\[
f(x) = c_0 \lim_{\delta \to 0} \int_{\psi_p(U_p)} f(\psi_p^{-1}(y)) F_{\psi_p^{-1}(y),\delta}(x) \, dy, \quad \forall x \in \mathcal{O},
\]

where \( c_0 > 0 \) is an explicit constant only depending on \( \|\chi_0\|_{L^1(\mathbb{R})} \) and \( n \). In fact, noting the definition of the projection operators given by (12) and the fact that they map into finite dimensional spaces, it is clear that a similar formula can be written for them, that is to say, given \( j = 1, 2 \), any \( f \in C^\infty_0(U_p) \), and any \( k \in \mathbb{N} \), there holds

\[
(\pi_k^{(j)} f)(x) = c_0 \lim_{\delta \to 0} \int_{\psi_p(U_p)} f(\psi_p^{-1}(y)) (\pi_k^{(j)} F_{\psi_p^{-1}(y),\delta})(x) \, dy,
\]

for all \( x \in \mathcal{O} \).

**Lemma 2.5.** Let \( q \in U_p \) and let \( \delta_0(q) > 0 \) be as defined by (28). Then given any \( 0 < \delta < \delta_0(q) \) and any \( m \in \mathbb{N} \), there holds

\[
\|\Delta_{y}^{(m)} F_{q,\delta}\|_{L^\infty(U_p)} \leq C^m ((2m)!)^{N'},
\]

for some constant \( C > 0 \) independent of \( m \), where \( F_{q,\delta} \) is as defined by (29) and \( \Delta_{y}^{(m)} \) is defined analogously to (15).

**Proof.** Note that as \( F_{q,\delta} \) is compactly supported in \( U_p \), it suffices to prove the estimate in the local coordinate system \((U_p, \psi_p)\). Throughout the remainder of this proof and for the sake of brevity, we will slightly abuse notation and identify points, sets, functions and tensors on \( U_p \) with their copies in \( \psi_p(U_p) \), thus for example writing \( U_p \) in place of \( \psi_p(U_p) \), writing \((y^1, \ldots, y^n)\) for points...
in $U_p$ and $g$ for the metric in these local coordinates on the set $U_p$ in place of $(\psi_p)_*g$. Finally, we will write $K$ for the support of the function $F_{q,\delta}$ and note that $K \subset U_p$.

Recalling the Definition 1.3 and in view of the above remark, we may write

\[ \| \partial^\beta_y g_{k\ell} \|_{L^\infty(K)} \leq A^{[\beta]+1} (\beta!)^N, \]

for all multi-indexes $\beta \in \{0, 1, 2, \ldots\}^n$ and all $k, \ell = 1, 2, \ldots, n$, where

\[ \partial^\beta_y := \partial^{\beta_1}_y \ldots \partial^{\beta_n}_y \quad \text{and} \quad |\beta| = \sum_{\ell=1}^n \beta_\ell. \]

Let us also observe that since $g$ is a Riemannian metric and since Gevrey classes of functions are closed under multiplication (see for example [26]), the analogue of (31) also holds for the the determinant of the metric as well as the elements of the inverse of the metric. In particular, we can deduce that there is a constant $A_1 > 0$ depending on $K$ and $g$ such that given any $k, \ell = 1, 2, \ldots, n$ and any $\beta \in \{0, 1, 2, \ldots\}^n$, there holds

\[ \| \partial^\beta_y L^{k\ell} \|_{L^\infty(K)} \leq A_1^{[\beta]+1} (\beta!)^N, \]

with $L^{k\ell} = (\det g)^{\frac{1}{2}} g^{k\ell}$ and that

\[ \| \partial^\beta_y T \|_{L^\infty(K)} \leq A_1^{[\beta]+1} (\beta!)^N, \]

where $T = (\det g)^{-\frac{1}{2}}$. It is also straightforward to see from (29) and (26) that there is a constant $A_2 > 0$ depending on $F_{q,\delta}$ such that

\[ \| \partial^\beta_y F_{q,\delta} \|_{L^\infty(K)} \leq A_2^{[\beta]+1} (\beta!)^{N'}, \]

for all multi-indexes $\beta \in \{0, 1, 2, \ldots\}^n$.

We return to the expression $\Delta_y^{(m)} F_{q,\delta}$ and observe from its definition that it is a sum of $n^{2m}$ terms each of which has the form

\[ Q^{j_1 \ldots j_m}_{k_1 \ldots k_m} = T \partial_{y^{j_1}} (L^{j_1 k_1} \partial_{y^{k_1}} (T \partial_{y^{j_2}} (L^{j_2 k_2} \partial_{y^{k_2}} (\ldots \partial_{y^{j_m}} (T (L^{j_m k_m} \partial_{y^{k_m}} F_{q,\delta}) \ldots)) \ldots) \ldots) \]

for some fixed $j_1, \ldots, j_m = 1, \ldots, n$ and $k_1, \ldots, k_m = 1, \ldots, n$. It is straightforward to see that

\[ \| Q^{j_1 \ldots j_m}_{k_1 \ldots k_m} \|_{L^\infty(K)} \leq \sum_{i_1+i_2+i_3=2m} \frac{(2m)!}{i_1! i_2! i_3!} H_{i_1} I_{i_2} J_{i_3}, \]

where

\[ H_{i_1} = \sum_{\ell_1 + \ldots + \ell_m = i_1} \frac{i_1!}{\ell_1! \ldots \ell_m!} \tilde{L}_{\ell_1}^{j_1 k_1} \ldots \tilde{L}_{\ell_m}^{j_m k_m}, \]

with

\[ \tilde{L}_{\ell_s}^{j_s k_s} = \sup_{|\beta|=\ell_s} \| \partial^\beta_y L^{j_s k_s} \|_{L^\infty(K)} \quad s = 1, \ldots, m, \]
and

\[ I_{i_2} = \sum_{r_1 + \ldots + r_m = i_2} \frac{i_2!}{r_1! \ldots r_m!} \widetilde{T}_{r_1} \ldots \widetilde{T}_{r_m}, \]

with

\[ \widetilde{T}_{r_s} = (\sup_{|\beta| = r_s} ||\partial_\beta^\gamma T||_{L^\infty(K)}) \quad s = 1, \ldots, m, \]

and finally,

\[ J_{i_3} = \sup_{|\beta| = i_3} ||\partial_\beta^\gamma F_{q,\delta}||_{L^\infty(K)}. \]

Applying estimates (32)-(33) and (34) in the latter three equations (and recalling that \( N < N' \)), it follows that

\[ H_{i_1} = \sum_{\ell_1 + \ldots + \ell_m = i_1} \frac{i_1!}{\ell_1! \ldots \ell_m!} \widetilde{L}_{j_1 k_1} \ldots \widetilde{L}_{j_m k_m} \leq \]

\[ \sum_{\ell_1 + \ldots + \ell_m = i_1} \frac{i_1!}{\ell_1! \ldots \ell_m!} A_1^{m+i_1} (\ell_1!)^{N'} \ldots (\ell_m!)^{N'} \leq A_1^{m+i_1} \left( \frac{m+i_1-1}{i_1} \right) (i_1!)^{N'} \]

\[ \leq (2A_1)^{m+i_1} (i_1!)^{N'}. \]

Analogously, we have

\[ I_{i_2} \leq (2A_1)^{m+i_2} (i_2!)^{N'} \]

and that

\[ J_{i_3} \leq A_2^{1+i_3} (i_3!)^{N'}. \]

Combining the latter three estimates with (35) yields that

\[ ||Q_{k_1, \ldots, k_m}||_{L^\infty(K)} \leq \sum_{i_1+i_2+i_3 = 2m} \frac{(2m)!}{(i_1!)^{1-N'} (i_2!)^{1-N'} (i_3!)^{1-N'}} A_1^{2m+i_1+i_2} A_2^{1+i_3} \]

\[ \leq \left( \frac{2m+2}{2} \right) (\max\{A_1, A_2\})^{4m} ((2m)!)^{N'}. \]

Hence,

\[ ||\Delta_g^{(m)} F_{q,\delta}||_{L^\infty(K)} \leq n^{2m} \left( \frac{2m+2}{2} \right) (\max\{A_1, A_2\})^{4m} ((2m)!)^{N'}, \]

for all \( m \in \mathbb{N} \), which concludes the proof. \( \square \)

**Lemma 2.6.** Let \( q \in U_p \) and let \( \delta_0(q) > 0 \) be as defined by (28). Let \( \delta \in (0, \delta_0(q)) \) and let \( f = F_{q,\delta} \in C_0^\infty(U_p) \) be as defined by (29). There holds,

\[ \zeta_f^{(1)}(z, x) = \zeta_f^{(2)}(z, x) \quad \forall (z, x) \in \mathbb{C} \times \mathcal{O}. \]
Proof. We fix $f = F_{q,\delta}$ as in the statement of the lemma. Let us define
\begin{equation}
(39) \quad \zeta_f(z, x) = \zeta^{(1)}_f(z, x) - \zeta^{(2)}_f(z, x) \quad \forall (z, x) \in \mathbb{C} \times \mathcal{O}.
\end{equation}
Let us define for each $j = 1, 2$ and each $\mu \in \mathbb{N}$, the partial sums $S^{(j)}_\mu(z, x)$ and $\tilde{S}^{(j)}_\mu(z, x)$ on $\mathbb{C} \times \mathcal{O}$ to be given by (13)–(14) respectively and recall that
\begin{equation}
(40) \quad |S^{(j)}_\mu(z, x)| \leq |\tilde{S}^{(j)}_\mu(z, x)|, \quad \forall (z, x) \in \mathbb{C} \times \mathcal{O}.
\end{equation}
Let us also define
\begin{equation*}
S_\mu(z, x) = S^{(1)}_\mu(z, x) - S^{(2)}_\mu(z, x),
\end{equation*}
and record that
\begin{equation*}
\zeta_f(z, x) = \lim_{\mu \to \infty} S_\mu(z, x).
\end{equation*}
Throughout the remainder of this proof, we use the notation $C > 0$ for a generic positive constant that may change from line to line. We claim that
\begin{equation}
(41) \quad \|\zeta_f(is, \cdot)\|_{L^\infty(\mathcal{O})} \leq C, \quad \forall s \in \mathbb{R},
\end{equation}
for some constant $C > 0$ independent of $s$. To prove the claim (41) we first add the two bounds (21) for $j = 1, 2$ with $z = is$. Recalling the bound (40), together with the definition $\kappa(is) = n + 1$ and that $f = F_{q,\delta} \in C^\infty_0(U_p)$, it follows that
\begin{equation*}
\|S_\mu(is, \cdot)\|_{L^\infty(\mathcal{O})} \leq C \|f\|_{W^{2(n+1), \infty}(U_p)}, \quad \forall s \in \mathbb{R},
\end{equation*}
for some constant $C > 0$ that is independent of $s$ and $\mu$. By taking the limit as $\mu$ approaches infinity, we conclude the proof of (41). Next, we proceed to prove the bound
\begin{equation}
(42) \quad \|\zeta_f(z, \cdot)\|_{L^\infty(\mathcal{O})} \leq C e^{2N' \text{Re}(z) \log(\text{Re}(z))}, \quad \forall z \in \{w \in \mathbb{C} : \text{Re}(w) > 0\},
\end{equation}
for any $N' \in (N', 2)$ where $C > 0$ is a constant that is independent of $z$. Recall also that $N'$ is as defined via (27). In order to prove this claim, we write $s := \text{Re}(z) \geq 0$ and apply the bound (21) again together with (40) to deduce that
\begin{equation*}
\|S_\mu(z, \cdot)\|_{L^\infty(\mathcal{O})} \leq C \|\Delta^{(\kappa(z))}_q f\|_{L^\infty(U_p)}, \quad \forall s = \text{Re}(z) \geq 0,
\end{equation*}
for some constant $C > 0$ independent of $z$ and $\mu$, where we recall again that $f = F_{q,\delta} \in C^\infty_0(U_p)$. Noting that
\begin{equation}
(43) \quad \kappa(z) = \lfloor s \rfloor + (n + 1),
\end{equation}
for $s \geq 0$ and applying Lemma 2.5 with $m = \kappa(z)$, we deduce that
\begin{equation*}
\|S_\mu(z, \cdot)\|_{L^\infty(\mathcal{O})} \leq C^{\kappa(z)} ((2\kappa(z))!)^{N'},
\end{equation*}
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for some $C > 0$ independent of $z$ and $\mu$. The latter bound reduces as follows (keeping in mind that $C$ stands for a generic positive constant independent of $\mu$ and $z$),

$$\|S_\mu(z, \cdot)\|_{L^\infty(O)} \leq C^{\kappa(z)} \left( (2\kappa(z))! \right)^{N'} \leq C^{\kappa(z)} e^{2N' \kappa(z) \log(2\kappa(z))} \leq C^{\kappa(z)} e^{2N' \kappa(z) \log(\kappa(z))} \leq C^{s+1} e^{2N' s \log s} \leq C e^{2N'' s \log s},$$

for all $s > 0$, where we recall that $N''$ is any number in the interval $(N', 2)$, and $C > 0$ is independent of $z$. This concludes the proof of the bound (42).

We also state the following bound which follows immediately from (42),

$$\|\zeta_f(z, \cdot)\|_{L^\infty(O)} \leq C e^{2|z|^2 - c}, \quad \forall z \in \{w \in \mathbb{C}: \text{Re}(w) \geq 0\},$$

for some constants $C > 0$ and $c > 0$ independent of $z$.

We are now ready to apply a variant of Carlson’s theorem to finish the proof; Given any $x \in O$ and in view of (41)–(42) and (44) together with Lemma 2.4 it follows that the hypothesis of Proposition A.1 is satisfied with $h(z) := \zeta_f(z, x)$ and $\tau = N''$. Therefore, $\zeta_f(z, x) = 0$ on the right half plane \{ $z \in \mathbb{C}: \text{Re}(z) \geq 0$\} and subsequently by analytic continuation it must vanish on the entire complex plane. Thus, $\zeta_f(z, x) = 0$ for all $(z, x) \in \mathbb{C} \times O$. □

The latter lemma can be used to prove Proposition 2.1, and the key step in achieving this will be presented in Lemma 2.8, but first we will need the following auxiliary lemma.

**Lemma 2.7.** Let $k \in \mathbb{N}$ be fixed. There is some $q_0 \in U_p$, some $0 < \delta < \delta_0(q_0)$ (with $\delta_0(q_0)$ as in (28)) and some $x_0 \in O$ such that

$$(\pi_k^{(1)} F_{q_0, \delta})(x_0) \neq 0.$$

A similar statement also holds for $\pi_k^{(2)}$.

**Proof.** We give a proof by contradiction and assume that given any $q \in U_p$, any $\delta \in (0, \delta_0(q))$ and any $x \in O$, there holds

$$(\pi_k^{(1)} F_{q, \delta})(x) = 0.$$

But then

$$(\pi_k^{(1)} f)|_O = 0 \quad \forall f \in C^\infty_0(U_p),$$

thanks to (30). The latter equality implies that the restriction of the eigenspace of $\lambda_k^{(1)}$ to the set $U_p$ is identically zero and thus, in particular, $\phi_{k, 1}^{(1)} \equiv 0$ on the set $U_p$. As,

$$-\Delta g \phi_{k, 1}^{(1)} = \lambda_k^{(1)} \phi_{k, 1}^{(1)} \quad \text{on } M_1,$$
we conclude from the unique continuation principle for elliptic equations together with connectedness of $M_1$ that $\phi_{k,1}^{(1)} \equiv 0$ everywhere on $M_1$, which is a contradiction to $\|\phi_{k,1}^{(1)}\|_{L^2(M_1)} = 1$.

**Lemma 2.8.** Given any $k \in \mathbb{N}$, there holds,

$$\lambda_k^{(1)} = \lambda_k^{(2)},$$

and

$$(\pi_k^{(1)} f)|_\mathcal{O} = (\pi_k^{(2)} f)|_\mathcal{O} \quad \forall f \in C_0^\infty(U_p).$$

**Proof.** For $j = 1, 2$, let us also define

$$\mathcal{A}_j = \{\lambda_1^{(j)}, \lambda_2^{(j)}, \lambda_3^{(j)}, \ldots\},$$

and write $\mathcal{A} = \mathcal{A}_1 \cup \mathcal{A}_2$. We define, for each $j = 1, 2$, each $f \in C_0^\infty(\mathcal{O}^{\text{int}})$ and any $z \in \mathbb{C} \setminus \mathcal{A}$, the function

$$(46) \quad R_j^{(j)}(z, x) = \sum_{k=1}^\infty \frac{1}{\lambda_k^{(j)} - z} (\pi_k^{(j)} f)(x), \quad \forall x \in \mathcal{O}.$$

To rigorously justify the above the definition we recall that in view of the estimate (16) with $m = n + 1$ together with the bound (20) we have

$$(47) \quad \sum_{k=1}^\infty \|\pi_k^{(j)} f\|_{L^\infty(\mathcal{O})} \leq C_j \|f\|_{W^{2(n+1),\infty}(\mathcal{O})},$$

for some constant $C_j > 0$. Thus (46) is well defined and in fact given any $x \in \mathcal{O}$ and $f \in C_0^\infty(\mathcal{O}^{\text{int}})$, the function $R_j^{(j)}(\cdot, x)$ is holomorphic in $\mathbb{C} \setminus \mathcal{A}$ and has (possibly) simple poles on the set $\mathcal{A}$. The reason that we state the word possibly here is that if $(\pi_k^{(j)} f)(x_0) = 0$ for some $f$ and some $x_0 \in \mathcal{O}$, then $R_j^{(j)}(z, x_0)$ will be holomorphic at $z = \lambda_k^{(j)}$. Observe that given any $j = 1, 2$, any $f \in C_0^\infty(\mathcal{O}^{\text{int}})$ and any $z \in \mathbb{C}$ with

$$(48) \quad |z| < \min\{\lambda_1^{(1)}, \lambda_1^{(2)}\},$$

there holds,

$$(49) \quad R_f^{(j)}(z, x) = \sum_{k=1}^\infty \frac{1}{\lambda_k^{(j)} - z} (\pi_k^{(j)} f)(x) = \sum_{k=1}^\infty \frac{(\pi_k^{(j)} f)(x)}{\lambda_k^{(j)} (1 - \frac{z}{\lambda_k^{(j)}})}$$

$$= \sum_{k=1}^\infty \sum_{m=1}^\infty \frac{z^{m-1}}{(\lambda_k^{(j)})^m} (\pi_k^{(j)} f)(x) = \sum_{m=1}^\infty z^{m-1} \sum_{k=1}^\infty \frac{(\pi_k^{(j)} f)(x)}{(\lambda_k^{(j)})^m}$$

$$= \sum_{m=1}^\infty z^{m-1} \zeta_f^{(j)}(-m, x), \quad \forall x \in \mathcal{O}.$$
We remark that in view of Fubini’s theorem the interchanging of the sums in the second step above are justified as the series given by the double infinite sum above is absolutely convergent, thanks to (47) and (48).

Next, let us define the space of functions

$$\mathcal{X} := \{ h \in C^\infty_0(U_p) : h = F_{q,\delta} \text{ for some } q \in U_p \text{ and some } \delta \in (0, \delta_0(q)) \}.$$ 

We deduce, in view of the equality (49) together with applying Lemma 2.6 that

$$R^{(1)}_f(z, x) = R^{(2)}_f(z, x),$$

for all $f \in \mathcal{X}$, $x \in O$ and $z \in C$ satisfying (48). Finally, as the functions $R^{(j)}_f(z, x)$ are holomorphic away from the set $A$ which is a countable set of isolated points, we conclude via the analytic continuation principle that given any $f \in \mathcal{X}$ there holds

$$R^{(1)}_f(z, x) = R^{(2)}_f(z, x), \quad \forall (z, x) \in (C \setminus A) \times O.$$ 

In order to prove $\lambda^{(1)}_k = \lambda^{(2)}_k$ for all $k \in \mathbb{N}$, we will first prove the inclusion $A_1 \subset A_2$. To this end, let us fix $k \in \mathbb{N}$, and note in view of Lemma 2.7 that there exists some $q_0 \in U_p$, some $0 < \delta_1 < \delta_0(q_0)$ with $\delta_0(q_0)$ as in (28) and some $x_0 \in O$, such that

$$\pi^{(1)}_k F_{q_0,\delta_1} (x_0) \neq 0.$$ 

Next, we apply (51) with the choice $f = F_{q_0,\delta_1} \in \mathcal{X}$ and $x = x_0$. Recalling (52), we note that the function $R^{(1)}_f(z, x_0)$ has a simple pole at $z = \lambda^{(1)}_k$. Consequently, in view of the equality (51) together with the definition (46), it follows that $R^{(2)}_f(z, x_0)$ must also have a simple pole at $z = \lambda^{(1)}_k$, and therefore $\lambda^{(1)}_k \in A_2$. As $k \in \mathbb{N}$ was arbitrary, we conclude that $A_1 \subset A_2$. The opposite inclusion, namely $A_2 \subset A_1$, follows by symmetry.

We have shown that $\lambda^{(1)}_k = \lambda^{(2)}_k$ for all $k \in \mathbb{N}$. In order to prove the second claim in the statement of the lemma, we note that given any $f \in \mathcal{X}$, we can use (51) to write

$$\left(\pi^{(1)}_k f\right)(x) = \lim_{z \to \lambda^{(1)}_k} (\lambda^{(1)}_k - z) R^{(1)}_f(z, x) = \lim_{z \to \lambda^{(2)}_k} (\lambda^{(2)}_k - z) R^{(2)}_f(z, x) = \left(\pi^{(2)}_k f\right)(x),$$

for all $x \in O$ and all $k \in \mathbb{N}$. The second claim in the lemma now follows trivially from combining the latter identity with (30). \[\square\]

**Lemma 2.9.** There holds:

$$d^{(1)}_k = d^{(2)}_k \quad \forall k \in \mathbb{N},$$

and

$$\left(\pi^{(1)}_0 f\right)|_O = \left(\pi^{(2)}_0 f\right)|_O \quad \forall f \in C^\infty_0(U_p).$$
Proof. Recall that
\[ d_k^{(j)} = \dim \{ \pi_k^{(j)} f : f \in C_0^\infty(U_p) \} \quad \forall k \in \mathbb{N}. \]

In order to prove the first claim, it suffices (thanks to Lemma 2.8) to show that
\[ d_k^{(j)} = \dim \{ (\pi_k^{(j)} f)|_{U_p} : f \in C_0^\infty(U_p) \} \quad \forall k \in \mathbb{N}. \tag{53} \]

Indeed, if the latter identity was not true for some \( j = 1, 2 \) and some \( k \in \mathbb{N} \), then there would exist a non-trivial function \( \phi \in C_0^\infty(M_j) \) with \( \phi|_{U_p} \equiv 0 \) that satisfies
\[-\Delta_{g_j} \phi = \lambda_k^{(j)} \phi, \quad \text{on } M_j.\]

But this is impossible, in view of the unique continuation principle for elliptic equations and the fact that \( M_j \) is connected.

To prove the second claim, we recall that \( \lambda_0^{(1)} = \lambda_0^{(2)} = 0 \), and that the eigenspace corresponding to the zero eigenvalue is the set of constant functions on \( M_j \). Therefore, \( d_0^{(1)} = d_0^{(2)} = 1 \) and for each \( j = 1, 2 \),
\[ \phi_{0,1}^{(j)} = \frac{1}{\sqrt{\text{Vol}(M_j, g_j)}}, \quad \text{for } j = 1, 2, \]

where the notation \( \text{Vol}(M_j, g_j) \) stands for the volume of the manifold \( M_j \) with respect to the metric \( g_j \). Thus, in order to prove the second claim in the lemma, it suffices to show that the two manifolds have the same volume.

To this end, let us observe from the equalities \( \lambda_k^{(1)} = \lambda_k^{(2)} \) and \( d_k^{(1)} = d_k^{(2)} \) for all \( k = 0, 1, \ldots \), that there holds
\[ N_1(\lambda) = N_2(\lambda) \quad \forall \lambda \in \mathbb{R}, \]

where we recall that the notation \( N_j(\lambda), j = 1, 2 \), stands for the number of eigenvalues of \( \Delta_{g_j} \) on \( (M_j, g_j) \) that are less than \( \lambda \) (counting with multiplicity). The equality of the volumes now follows the latter equality together with Weyl’s asymptotic formula for \( N_j(\lambda) \), see for example [33]. \( \square \)

We are now ready to prove the main proposition.

Proof of Proposition 2.1. Equality of the eigenvalues and their multiplicities follow immediately from Lemma 2.8 and Lemma 2.9. The equality of the projection operators \( \pi_k f \) with \( f \in C_0^\infty(O_{\text{int}}) \) follows from the same lemmas by using a partition of unity. Indeed, let us assume that \( f \in C_0^\infty(O_{\text{int}}) \), and write \( K := \text{supp } f \). Given any point \( p \in K \), and in view of the hypothesis of Proposition 2.1, let \( (U_p, \psi_p) \) be a coordinate chart in which the components of the metric belong to the Gevrey class \( \mathcal{G}_N \) with \( N \) as in the hypothesis of Theorem 1.4. Then, since \( K \) is compact there is a finite collection of points \( I \) such that \( \{U_p\}_{p \in I} \) gives an open cover for the set \( K \). Let \( \{\eta_p\}_{p \in I} \) denote a partition of unity subordinate to the open cover \( \{U_p\}_{p \in I} \). Then, by definition
of the projection operators (12), together with Lemma 2.8 and Lemma 2.9, we can write for any \( k = 0, 1, 2, \ldots \), and any \( x \in \mathcal{O} \),

\[
(\pi_k^{(1)} f)(x) = \sum_{\ell=1}^{d_k^{(1)}} (f, \phi_k^{(1)}(\ell))_{L^2(\mathcal{O})} \phi_k^{(j)}(x) = \sum_{\ell=1}^{d_k^{(1)}} \sum_{p \in I}(f \eta_p, \phi_k^{(1)}(\ell))_{L^2(U_p)} \phi_k^{(j)}(x)
\]

\[
= \sum_{p \in I}(\pi_k^{(1)} \eta_p f)(x) = \sum_{p \in I}(\pi_k^{(2)} \eta_p f)(x) = (\pi_k^{(2)} f)(x).
\]

(54)

3. Proof of the main theorem via a standard reduction to the Gel’fand inverse spectral problem

Proposition 2.1 shows that the source-to-solution map for a closed connected Riemannian manifold \((M, g)\) subject to an observable region \( \mathcal{O} \) uniquely determines the eigenvalues, their multiplicities and the restriction of the projection operators of each eigenspace to the observable set. Thus, to complete the proof of Theorem 1.4 we must determine whether the latter spectral data determines the topology, differential structure and the Riemannian metric of the inaccessible region \( M \setminus \mathcal{O} \). We remark that this problem is rather similar to the well known Gel’fand inverse spectral problem first posed by Gel’fand in [20] which concerns finding the topology, differential structure and Riemannian metric of a compact manifold with boundary from the spectral data associated to the Dirichlet Laplacian on the boundary. This problem was first solved by Belišhev and Kurylev in [7], see also the precursors [5, 6]. We refer the reader to [37] that solves an analogous problem stated on closed Riemannian manifolds, to [3] for the solution to a variant of the problem and to the monograph [34] for review.

To complete our proof of Theorem 1.4 we show that the spectral data obtained in Proposition 2.1 uniquely determines the spectral data for the Neumann Laplacian for the inaccessible submanifold \( M \setminus \mathcal{O} \) and then apply the main result of [7] to conclude the proof. Let us remark that alternatively, one could prove Theorem 1.4 by reducing our inverse problem to the one studied in [37] and then applying [37, Theorem 1] to conclude the proof.

Before proving Theorem 1.4 we need to fix a few notations. We write \( \Sigma := \partial \mathcal{O} \) to stand for the boundary of the observation submanifold \( \mathcal{O} \) and note that since \( M_j, j = 1, 2 \) are connected, there holds

\[
\Sigma = \partial \mathcal{O} = \partial(M_j \setminus \mathcal{O}).
\]

For each \( \lambda > 0 \), we consider the equation

\[
\begin{aligned}
-\Delta_{g_j} u_j + \lambda u_j &= 0, & \text{on } M_j \setminus \mathcal{O}, \\
u_j &= h & \text{on } \Sigma := \partial \mathcal{O},
\end{aligned}
\]

(55)
Given any $h \in H^2_\Sigma$, it is classical that the above problem admits a unique solution $u_j \in H^2(M_j \setminus \mathcal{O})$. We define the Dirichlet-to-Neumann map associated to (55) via the mapping

$$\Lambda_{M_j, g_j}^\lambda (h) = \partial_\nu u_j |_\Sigma$$

where $\nu$ is the exterior unit normal vector field on $\Sigma$ (exterior with respect to $\mathcal{O}$) and the right hand side is to be understood as an element in $H^\Sigma (\Sigma)$.

Next, and for each $\lambda > 0$, we consider the equation

$$- \Delta_{g_j} v_j + \lambda v_j = f, \quad \text{on } M_j,$$

Given any $f \in L^2(\mathcal{O})$ (this means that $f \in L^2(M_j)$ and the essential support of $f$ lies in $\mathcal{O}^{\text{int}}$), the above problem admits a unique solution $v_j \in H^2(M_j)$. We define the Source-to-Dirichlet map and the Source-to-Neumann map associated to (57) via the mapping

$$\mathcal{D}_{M_j, g_j}^\lambda (f) = v_j |_\Sigma,$$

and

$$\mathcal{N}_{M_j, g_j}^\lambda (f) = \partial_\nu v_j |_\Sigma$$

respectively, where $v_j$ is the unique solution to (57) with source $f$. It is straightforward to see that given $j = 1, 2$ and any $\lambda > 0$, there holds

$$\mathcal{N}_{M_j, g_j}^\lambda (f) = \Lambda_{M_j, g_j}^\lambda \left( \mathcal{D}_{M_j, g_j}^\lambda (f) \right) \quad \forall f \in L^2(\mathcal{O}).$$

We have the following lemma.

**Lemma 3.1.** For $j = 1, 2$, any $\lambda > 0$, and any $h \in C^\infty(\Sigma)$, there exists $f_j \in L^2(\mathcal{O})$ such that

$$\mathcal{D}_{M_j, g_j}^\lambda f_j = h.$$

**Proof.** For $j = 1, 2$, let $w_j \in C^\infty(M_j \setminus \mathcal{O})$ be the unique solution to equation (55) subject to the boundary data $h$. Let $\tilde{w}_j$ be a smooth extension of $w_j$ to $M_j$ and define

$$f_j = (-\Delta_{g_j} + \lambda) \tilde{w}_j.$$ 

It is clear that $f_j \in L^2(\mathcal{O})$ as it is smooth everywhere and identically zero on $M_j \setminus \mathcal{O}$. Hence, by definition, we have $\mathcal{D}_{M_j, g_j}^\lambda f_j = h$. \hfill $\square$

**Proof of Theorem 1.4.** We recall the notation (10) and define, for each $j = 1, 2$, each $f \in C^\infty(\mathcal{O}^{\text{int}})$ and each $\lambda > 0$, the function

$$\tilde{R}^{(j)}(\lambda, x) = \sum_{k=0}^\infty \frac{1}{\lambda_k + \lambda} (\pi_{(j)}^k f)(x), \quad \forall x \in \mathcal{O}.$$
Observe that the above definition is justified thanks to (47). Observe also that in view of Proposition 2.1 together with the definition (61), we have

\[
\tilde{R}_f^{(1)}(\lambda, x) = \tilde{R}_f^{(2)}(\lambda, x), \quad \forall \lambda > 0,
\]

for all \( f \in C_0^\infty(O_{\text{int}}) \) and all \( x \in O \). It is straightforward to see from the definition (46) that given any \( \lambda > 0 \) and any \( f \in C_0^\infty(O_{\text{int}}) \), there holds

\[
(D_{\lambda M_1, g_1}^\lambda f)(x) = \tilde{R}_f^{(j)}(\lambda, x), \quad \forall x \in \Sigma,
\]

and that

\[
(N_{\lambda M_1, g_1}^\lambda f)(x) = \partial_\nu \tilde{R}_f^{(j)}(\lambda, x), \quad \forall x \in \Sigma.
\]

Combining the latter two identities with (62), we deduce that

\[
D_{\lambda M_1, g_1}^\lambda f = D_{\lambda M_2, g_2}^\lambda f \quad \text{on} \quad \Sigma,
\]

and

\[
N_{\lambda M_1, g_1}^\lambda f = N_{\lambda M_2, g_2}^\lambda f \quad \text{on} \quad \Sigma,
\]

for all \( f \in C_0^\infty(O_{\text{int}}) \) and all \( \lambda > 0 \). By continuity, we conclude that the equations (63) and (64) must also hold for all \( f \in L^2(O) \). Finally, recalling the equation (60) together with Lemma 3.1, we conclude that

\[
\Lambda_{\lambda M_1, g_1}^\lambda h = \Lambda_{\lambda M_2, g_2}^\lambda h,
\]

for any \( h \in C^\infty(\Sigma) \), and thus by continuity for all \( h \in H^{1/2}(\Sigma) \).

We have shown that the Dirichlet-to-Neumann maps for equation (55) with \( j = 1, 2 \) are identical for all \( \lambda > 0 \). Applying [35, Theorem 1], it follows that the Dirichlet spectral data for the two manifolds \((M_1 \setminus O_1, g_1|_{M_1 \setminus O_1})\) and \((M_2 \setminus O_2, g_2|_{M_2 \setminus O_2})\) are identical and as such we have reduced our inverse problem to the standard Gel'fand spectral inverse problem studied in [7]. Applying the main result in [7], we conclude that there is a diffeomorphism

\[
\Phi_1 : M_1 \setminus O_1 \rightarrow M_2 \setminus O_2,
\]

that is equal to identity on \( \Sigma \) and such that

\[
(\Phi_1^* g_2)|_{M_1 \setminus O_1} = g_1|_{M_1 \setminus O_1}.
\]

Recalling (7), we can glue the diffeomorphism \( \Phi_1 \) along \( \Sigma \) with the identity diffeomorphism in (7) (see for example [46, Theorem 2.8]) to construct the desired diffeomorphism \( \Phi \). \( \square \)
APPENDIX A. A VARIATION OF CARLSON’S THEOREM WITH FASTER THAN 
EXPONENTIAL GROWTH ALONG THE REAL AXIS

Carlson’s theorem in complex analysis gives sharp conditions for a holomorphic function in the right half plane of exponential type, so that the function may be uniquely determined by its values on the set of positive integers, see [12] for the original version of this theorem and to [19, 49] for some extensions that allow for example more general sequences of numbers along the real axis. This theorem can be seen as an application of the Phragmén–Lindelöf theorem in complex analysis.

For our purposes, we need a variant of Carlson’s theorem that is due to Pila, see [48]. Pila used the precise asymptotics of the Gamma function to derive a variant of Carlson’s theorem that allows slightly faster growth for the holomorphic function along the real-axis at the expense of some slower growth on the imaginary axis. This slightly faster growth along the real axis that is captured by the logarithm function is what essentially allowed us to prove the main theorem. Pila’s variant is stated for holomorphic functions that are known on the set of positive integers but as we need to consider more general sequences of real numbers (see (23)), we present here a slightly altered statement that is tailored to our setup and include the short proof for the sake of completeness.

**Proposition A.1.** Let \( \alpha \in (0, 1) \) and let \((b_k)_{k=1}^{\infty}\) be the strictly monotone sequence defined by (23). Write \( z = x + iy \) and suppose that \( h(z) \) is holomorphic in \( x \geq 0 \) and that there is constants \( c_1, c_2 > 0 \) such that

\[
\begin{align*}
\text{(H1)} & \quad |h(iy)| \leq c_1 \text{ for all } y \in \mathbb{R}, \\
\text{(H2)} & \quad \exists \tau \in (0, 2) \text{ such that } |h(x)| \leq c_1 e^{2\tau x \log x} \text{ for all } x > 0, \\
\text{(H3)} & \quad |h(z)| \leq c_1 e^{(|z|^{\tau' - \alpha} - z)} \text{ for all } z \in \{x + iy \in \mathbb{C} : x \geq 0\}.
\end{align*}
\]

Suppose that \( h(b_k) = 0 \) for all \( k \in \mathbb{N} \). Then \( h \) vanishes identically on the set \( \{x + iy \in \mathbb{C} : x \geq 0\} \).

**Proof.** We follow the argument of [48] with small modifications. Let \( \tau' \in (\tau, 2) \).

We write \( \Gamma(z) \) for the Gamma function and note \( \Gamma(z + 1) \) is regular and never zero in \( x \geq 0 \). Thus, \( \log \Gamma(z + 1) \) is well defined and as such given any \( \beta \in \mathbb{C} \), the function \( \Gamma(z + 1)^\beta \) can also be defined in a regular manner there. Note that we are taking the principal value of the logarithm function. In view of Sterling’s formula we have on \( x > 0 \),

\[
\log \Gamma(z + 1) = (z + \frac{1}{2}) \log z - z + \frac{1}{2} \log(2\pi) + O(|z|^{\frac{1}{2}}),
\]

where \( O(|z|^{\frac{1}{2}}) \) denotes a term of order \( |z|^{\frac{1}{2}} \).

\[
\text{(65) } \quad \log \Gamma(z + 1) = (z + \frac{1}{2}) \log z - z + \frac{1}{2} \log(2\pi) + O(|z|^{\frac{1}{2}}),
\]
as $z \to \infty$, uniformly in $x \geq 0$. We define the function
\[
f(z) = \frac{h(z)}{\Gamma(z + 1)^{2\tau'}} \quad \text{on } x \geq 0.
\]
The function $f(z)$ is regular in $x \geq 0$ and in view of condition (H2) together with Sterling’s approximation (65), it is also uniformly bounded on the positive $x$-axis. On the other hand, by (H1) and (65), there holds
\[
\limsup_{|y| \to \infty} \frac{\log |f(iy)|}{|y|} \leq \pi \tau' < 2\pi.
\]
Furthermore, by (H3) and (65), there holds for any $0 < c_3 < c_2$,
\[
|f(z)| = O(e^{\lambda|x|^2 - c_3}),
\]
as $|z| \to \infty$, uniformly in the argument of $z$. Now let $\tau'' \in (\tau', 2)$ and subsequently consider the functions
\[
k_+(z) = f(z)e^{i\pi\tau''z} \quad \text{on the first quadrant},
\]
and
\[
k_-(z) = f(z)e^{-i\pi\tau''z} \quad \text{on the fourth quadrant},
\]
in the complex plane. The function $k_+$ (resp. $k_-$) is uniformly bounded on the positive $x$-axis and also on the positive (resp. negative) $y$-axis, and there holds
\[
|k_\pm(z)| = O(e^{\lambda|x|^2 - c_4}),
\]
for some $0 < c_4 < c_3$, as $|z| \to \infty$, uniformly in the argument of $z$. By Phragmén–Lindelöf (see for example [56, Chapter 5, Section 6]) the function $k_+(z)$ (resp. $k_-(z)$) will be uniformly bounded in the first quadrant (resp. fourth quadrant). We deduce that the function $f(z)$ will be of exponential type throughout $x \geq 0$, that is to say $|f(z)| \leq C e^{\pi\tau''|z|}$ throughout $x \geq 0$. Note that since $\alpha \in (0, 1)$, there holds
\[
b_{k+1} - b_k \geq \min\{\alpha, 1 - \alpha\} > 0.
\]
Recalling that $f$ satisfies (66) on the $y$-axis and additionally it vanishes on the sequence of points $\{b_k\}_{k \in \mathbb{N}}$ on the $x$-axis, we are in the setup of a classical variant of Carlson’s theorem with non-integer points of vanishing, see for example [19, Theorem 1] (with $\psi(r) = r^4$, $k = \pi\tau''$ and $c = \frac{1}{2} \min\{\alpha, 1 - \alpha\} > 0$ in that theorem) and [49, Theorem 5] (with $\mathfrak{S} = 2\pi$, $\gamma = \min\{1 - \alpha, \alpha\}$ and $L(\Lambda) = 2$ in that theorem). We conclude that $f$ and consequently $h$ vanish identically on the set $\{x + iy \in \mathbb{C} : x \geq 0\}$ (we remark that in [49] the results are stated for entire holomorphic functions but all the arguments work when restricting to the right half plane).
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