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Abstract

Continual learning in computational systems is challenging due to catastrophic forgetting. We discovered a two-layer neural circuit in the fruit fly olfactory system that addresses this challenge by uniquely combining sparse coding and associative learning. In the first layer, odors are encoded using sparse, high-dimensional representations, which reduces memory interference by activating non-overlapping populations of neurons for different odors. In the second layer, only the synapses between odor-activated neurons and the odor’s associated output neuron are modified during learning; the rest of the weights are frozen to prevent unrelated memories from being overwritten. We show empirically and analytically that this simple and light-weight algorithm significantly boosts continual learning performance. The fly’s associative learning algorithm is strikingly similar to the classic perceptron learning algorithm, albeit two modifications, which we show are critical for reducing catastrophic forgetting. Overall, fruit flies evolved an efficient life-long learning algorithm, and circuit mechanisms from neuroscience can be translated to improve machine computation.
Introduction

Catastrophic forgetting — i.e., when neural networks inadvertently overwrite old memories with new memories — remains a long-standing problem in machine learning [1]. Here, we studied how fruit flies learn continuously to associate odors with behaviors and discovered a circuit motif capable of alleviating catastrophic forgetting.

While much attention has been paid towards learning good representations for inputs, an equally challenging problem in continual learning is finding good ways to preserve associations between these representations and output classes. Indeed, modern deep networks excel at learning complex and discriminating representations for many data types, which in some cases have resulted in super-human classification performance [2]. However, these same networks are considerably degraded when classes are learned sequentially (one at a time), as opposed to being randomly interleaved in the training data [3–5]. The effect of this simple change is profound and has warranted the search for new mechanisms that can preserve input-output associations over long periods of time.

Since learning in the natural world often occurs sequentially, the past few years have witnessed an explosion of brain-inspired continual learning models. These models can be divided into three categories: 1) regularization models, where important weights (synaptic strengths) are identified and protected [6–10]; 2) experience replay models, which use external memory to store and re-activate old data [11], or which use a generative model to generate new data from prior experience [12–14]; and 3) complementary learning systems [4, 15], which partition memory storage into multiple sub-networks, each subject to different learning rules and rates. Importantly, these models often take inspiration from mammalian memory systems, such as the hippocampus [16, 17] or the neocortex [18, 19], where detailed circuit anatomy and physiology are still lacking. Fortunately, continual learning is also faced by simpler organisms, such as insects, where supporting circuit mechanisms are understood at synaptic resolution [20–22].

Here, we developed an algorithm to reduce catastrophic forgetting by taking inspiration from the fruit fly olfactory system. This algorithm stitches together three well-known computational ideas — sparse coding [23–28], synaptic freezing [6–10], and perceptron-style learning [29] — in a unique and effective way, which we show boosts continual learning performance compared to alternative algorithms. Importantly, the FlyModel uses neurally-consistent associative learning and does not require backpropagation. Finally, we show that the fruit fly circuit performs better than alternative circuits in design space (e.g., replacing sparse coding with dense coding, associative learning with supervised learning, freezing synapses with not freezing synapses), which provides biological insight into the function of these evolved circuit motifs and how they operate together in the brain to sustain memories.

Results

Circuit mechanisms for continual learning in fruit flies

How do fruit flies associate odors (inputs) with behaviors (classes) such that behaviors for odors learned long ago are not erased by newly learned odors? We first review the basic anatomy and physiology of two layers of the olfactory system that are relevant to the exposition here. For a more complete description of this circuit, see Modi et al. [30].

The two-layer neural circuit we study takes as input an odor after a series of pre-processing steps have been applied. These steps begin at the sensory layer and include gain control [31, 32],
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noise reduction \cite{33}, and normalization \cite{34, 35}. After these steps, odors are represented by the firing rates of \( d = 50 \) types of projection neurons (PNs), which constitute the input to the two-layer network motif described next.

**Sparse coding.** The goal of the first layer is to convert the dense input representation of the PNs into a sparse, high-dimensional representation \cite{36} (Figure 1A). This is accomplished by a set of about 2000 Kenyon cells (KCs), which receive input from the PNs. The matrix connecting PNs to KCs is sparse and approximately random \cite{37}; i.e., each KC randomly samples from about 6 of the 50 projection neurons and sums up their firing rates. Next, each KC provides feed-forward excitation to a single inhibitory neuron, called APL. In return, APL sends feed-back inhibition to each KC. The result of this loop is that approximately 95% of the lowest-firing KCs are shut off, and the top 5% remain firing, in what is often referred to as a winner-take-all (WTA) computation \cite{35, 38, 39}. Thus, an odor initially represented as a point in \( \mathbb{R}^{50} \) is transformed, via a 40-fold dimensionality expansion followed by WTA thresholding, to a point in \( \mathbb{R}^{2000} \), where only approximately 100 of the 2000 KCs are active (i.e., non-zero) for any given odor.

This transformation was previously studied in the context of similarity search \cite{40–43}, compressed sensing \cite{35, 44}, and pattern separation for subsequent learning \cite{45–47}.

**Associative learning.** The goal of the second layer is to associate odors (sparse points in high-dimensional space) with behaviors. In the fly, this is accomplished by a set of 34 mushroom body output neurons (MBONs \cite{48}), which receive input from the 2000 KCs, and then ultimately connect downstream onto motor neurons that drive behavior. Our focus will be on a subset of MBONs that encode the learned valence (class) of an odor. For example, there is an “approach” MBON that strongly responds if the odor was previously associated with a reward, and there is an “avoid” MBON that responds if the odor was associated with punishment \cite{49}. Thus, the sparse, high-dimensional odor representation of the KCs is read-out by a smaller set of MBONs that encode behaviorally-relevant odor information important for decision-making.

The main locus of associative learning lies at the synapses between KCs and MBONs (Figure 1). During training, say the fly is presented with a naive odor (odor A) that is paired with a punishment (e.g., an electric shock). How does the fly learn to avoid odor A in the future? Initially, the synapses from KCs activated by odor A to both the “approach” MBON and the “avoid” MBON have equal weights. When odor A is paired with punishment, the KCs representing odor A are activated around the same time that a punishment-signaling dopamine neuron fires in response to the shock. The released dopamine causes the synaptic strength between odor A KCs and the approach MBON to decrease, resulting in a net increase in the avoidance MBON response\footnote{Curiously, approach behaviors are learned by decreasing the avoid MBON response, as opposed to increasing the approach MBON response, as may be more intuitive.}. Eventually, the synaptic weights between odor A KCs and the approach MBON are sufficiently reduced to reliably learn the avoidance association \cite{50}.

Importantly, the only synapses that are modified in each associative learning trial are those from odor A KCs to the approach MBON. All synapses from odor A KCs to the avoid MBON are frozen (i.e., left unchanged), as are all weights from silent KCs to both MBONs. Thus, the vast majority of synapses are frozen during any single odor-association trial. How is this implemented biologically? MBONs lie in physically separated “compartments” \cite{48}. Each compartment has its own dopamine neurons, which only modulate KC→MBON synapses that lie in the same
compartment. In the example above, a punishment-signaling dopamine neuron lies in the same compartment as the approach MBON and only modifies synapses between active KCs and the approach MBON. Similarly, a reward-signaling dopamine neuron lies in the same compartment as the avoid MBON \[50\]. Dopamine released in one compartment does not “spillover” to affect KC→MBON synapses in neighboring compartments, allowing for compartment-specific learning rules \[51\].

To summarize, associative learning in the fly is driven by dopamine signals that only affect the synapses of sparse odor-activated KCs and a target MBON that drives behavior.

The FlyModel

We now introduce a continual learning algorithm based on the two-layer olfactory circuit described above.

As input, we are given a \(d\)-dimensional vector, \(x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) (analogous to the projection neuron firing rates for an odor). As in the fly circuit, we assume that \(x\) is pre-processed to remove noise and encode discriminative features. For example, when inputs are images, we could first pass each image through a deep network and use the representation in the penultimate layer of the network as input to our two-layer circuit. Pre-processing is essential when the original data are noisy and not well-separated but could be omitted in simpler datasets with more prominent separation among classes. To emphasize, our goal here is not to study the complexities of learning good representations, but rather to develop robust ways to associate inputs with outputs.

The first layer computes a sparse, high-dimensional representation of \(x\). This layer consists of \(m\) units (analogous to Kenyon cells), where \(m \approx 40d\) (analogous to the expansion from 50 PNs to 2000 KCs). The input layer and the first layer are connected by a sparse, binary random matrix, \(\Theta\), of size \(m \times d\). Each column of \(\Theta\) contains about \(0.1d\) ones in random positions (analogous to each KC sampling from 6 of the 50 PNs), and the rest of the positions in the column are set to zero. The initial KC representation \(\psi(x) = (\psi_1, \psi_2, \ldots, \psi_m) \in \mathbb{R}^m\) is computed as:

\[
\psi(x) = \Theta x.
\]

After this dimensionality expansion, a winner-take-all process is applied, so that only the top \(l\) most active KCs remain on, and the rest of the KCs are set to 0 (in the fly, \(l = 100\), since only 5% of the 2000 KCs are left active after APL inhibition). This produces a sparse KC representation \(\phi(x) = (\phi_1, \phi_2, \ldots, \phi_m) \in \mathbb{R}^m\), where:

\[
\phi_i = \begin{cases} 
\psi_i & \text{if } \psi_i \text{ is one of the } l \text{ largest positive entries of } \psi(x) \\
0 & \text{otherwise.}
\end{cases}
\]

For computational convenience, a min-max normalization is applied to \(\phi(x)\) so that each KC has a value between 0 and 1. The matrix \(\Theta\) is fixed and not modified during learning; i.e., there are no trainable parameters in the first layer.

The second layer is an associative learning layer, which contains \(k\) output class units, \(y = \{y_1, y_2, \ldots, y_k\}\) (analogous to MBONs). The \(m\) KCs and the \(k\) MBONs are connected with all-to-all synapses. Say an input \(x\) is to be associated with target MBON \(j\). When \(x\) arrives, a hypothetical dopamine neuron signaling class \(j\) is activated at the same time, so that the only synapses that are modified are those between the KCs active in \(\phi(x)\) and the \(j^{th}\) MBON. No other
synapses — including those from the active KCs in $\phi(x)$ to the other $k-1$ MBONs — are modified. We refer to this as “partial freezing” of synaptic weights during learning.

Formally, let $w_{ij} \in [0,1]$ be the synaptic weight from KC $i$ to MBON $j$. Then, for all $i \in [1\ldots m], j \in [1\ldots k]$, the weight update rule after each input $x$ is:

$$w_{ij} = \begin{cases} (1 - \alpha)w_{ij} + \beta\phi_i & \text{if } j = \text{target} \\ (1 - \alpha)w_{ij} & \text{otherwise} \end{cases}.$$  \hspace{1cm} (3)

Here, $\beta$ is the learning rate, and $\alpha$ is a very small forgetting term that mimics slow, background memory decay. In our experiments, we set $\alpha = 0$ to minimize forgetting and to simplify the model. The problem of weight saturation arises when $\alpha = 0$, since weights can only increase, and never decrease. However, despite tens of thousands of training steps, the vast majority of weights did not saturate since most KCs are inactive for most classes (sparse coding) and only a small fraction of the active KC synapses are modified during learning (partial freezing). Nonetheless, in practice, some small, non-zero $\alpha$ may be desired to avoid every synapse from eventually saturating.

Finally, biological synaptic weights have physical bounds on their strength, and here we mimic these bounds by capping weights to $[0,1]$.

**Similarities and differences to the fruit fly olfactory circuit.** The FlyModel is based on two core features of the fruit fly olfactory circuit: sparse coding and partial freezing of synaptic weights during learning. There are, however, additional complexities of this “two-layer” olfactory circuit that we do not consider here. First, there are additional recurrent connections in the circuit, including KC$\leftrightarrow$KC connections \[52\] and dopamine$\leftrightarrow$MBON connections \[20, 53\]; further, there is an extensive, four-layer network of interactions amongst MBONs \[48\], the function of which still remains largely unknown. Second, we assume KCs and MBONs make all-to-all connections, whereas in reality, each MBON is typically connected to less than half of the KCs. KCs are divided into distinct lobes that innervate different compartments \[48\]. Lobes and compartments allow for an odor’s KC representation to be “split” into a parallel memory architecture, where each compartment has a different memory storage capacity, update flexibility, and retention and decay rates \[51\]. Third, we assumed that co-activation of dopamine neurons and KCs increases the synaptic weights between KCs and the target MBON, whereas in reality, when learning to avoid an odor, the strength of response to the opposite behavior (approach MBON) is decreased. Conceptually, the net effect is equivalent for binary classification, but the latter leads to additional weight interference when there are $>2$ classes because it requires decreasing weights to all non-target MBONs.

We excluded these additional features to reduce the number of model parameters and to sharpen our focus on the two core features mentioned above. These abstractions are in line with those made by previous models of this circuit (e.g. \[35, 54, 55\]). Some of these additional features may be useful in more sophisticated continual learning problems that are beyond the scope of our work here (Discussion).

**Testing framework and problem setup**

We tested each algorithm on two datasets using a class-incremental learning setup \[12, 56\], in which the training data was ordered and split into sequential tasks. For the MNIST-20 dataset (a combination of regular MNIST and Fashion MNIST; Methods), we used 10 non-overlapping
tasks, where each task is a classification problem between two classes. For example, the first task is to classify between digits 0 and 1, the second task is to classify digits 2 and 3, etc. Similarly, the CIFAR-100 dataset (Methods) is divided into 25 non-overlapping tasks, where each task is a classification problem among four classes. In each task, all instances of one class are presented sequentially, followed by all instances of the second class. Only a single pass is made through the training data (i.e., one epoch) to mimic an online learning problem.

Testing is performed after the completion of training of each task, and is quantified using two measures. The first measure — the accuracy for classes trained so far — assesses how well classes from previous tasks remain correctly classified after a new task is learned. Specifically, after training task \( i \), we report the accuracy of the model when tested on classes from all tasks \( \leq i \). For example, say a model has been trained on the first three tasks — classify 0 vs. 1, 2 vs. 3, and 4 vs. 5. During the test phase of task three, the model is presented with test examples from digits 0–5, and their accuracy is reported. The second measure — memory loss — quantifies forgetting for each task separately. We define the memory loss of task \( i \) as the accuracy of the model when tested (on classes from task \( i \) only) immediately after training on task \( i \) minus the accuracy when tested (again, on classes from task \( i \) only) after training on all tasks, i.e., at the end of the experiment. For example, say the immediate accuracy of task \( i \) is 0.80, and the accuracy of task \( i \) at the end of the experiment is 0.70. Then the memory loss of task \( i \) is 0.10. A memory loss of zero means that the memory of the task was perfectly preserved despite learning new tasks.

Comparison to other methods. We compared the FlyModel with five methods, briefly described below:

1. **Elastic weight consolidation** (EWC [9]) uses the Fisher information criterion to identify weights that are important for previously learned tasks, and then introduces a penalty if these weights are modified when learning a new task.

2. **Gradient episodic memory** (GEM [11]) uses a memory system that stores a subset of data from previously learned tasks. These data are used to assess how much the loss function on previous tasks increases when model parameters are updated for a new task.

3. **Brain-inspired replay** (BI-R [12]) protects old memories by using a generative model to replay activity patterns related to previously learned tasks. The replayed patterns are generated using feedback connections, without storing data.

4. **Vanilla** is a standard fully-connected neural network that does not have any explicit continual learning mechanism. This is used as a lower bound on performance.

5. **Offline** is a standard fully-connected neural network, but instead of learning tasks sequentially, it is presented with all classes from the tasks in a random order. For example, for the third task on MNIST-20, Offline is trained with digits 0–5 randomly shuffled. Then, for the fourth task, Offline is re-trained from scratch on digits 0–7. The Offline model is used as an upper bound on performance.

All five of these methods use backpropagation for training weights (both PN→KC weights and KC→MBON weights). In addition, all five methods (except BI-R; Methods) use the same architecture as the FlyModel — the same number of layers, the same number of units per layer (\( m \) KCs
in the first layer, \( k \) MBONs in the second layer) — and they all use the same hidden unit activation function (ReLU). Finally, for a fair comparison, all methods, including the FlyModel, use the same representation for each input. Thus, the primary difference amongst methods is how learning mechanisms store and preserve memories.

**The FlyModel outperforms existing methods in class-incremental learning**

The FlyModel reduced catastrophic forgetting compared to all four continual learning methods tested. For example, on the MNIST-20 dataset (Figure 2A), after training on 5 tasks (10 classes), the accuracy of the FlyModel was 0.86 ± 0.0006 compared to 0.77 ± 0.02 for BI-R, 0.69 ± 0.02 for GEM, 0.58 ± 0.10 for EWC, and 0.19 ± 0.0003 for Vanilla. At the end of training (10 tasks, 20 classes trained), the test accuracy of the FlyModel was at least 0.19 higher than any other method, and only 0.11 lower than the optimal Offline model, which is trained using all classes presented together, instead of sequentially.

Next, we used the memory loss measure (Methods) to quantify how well the “memory” of an old task is preserved after training new tasks (Figure 2B, Figure S1). As expected, the standard neural network (Vanilla) preserves almost no memory of previous tasks; i.e., it has a memory loss of nearly 1 for all tasks except the most recent task. While GEM, EWC, and BI-R perform better — memory losses of 0.24, 0.27, and 0.42, respectively, averaged across all tasks — the FlyModel has an average memory loss of only 0.07. This means that the accuracy of task \( i \) was only degraded on average by 7% at the end of training when using the FlyModel.

Similar trends were observed on a second, more difficult dataset (CIFAR-100; Figure 2C–D), where the FlyModel had an accuracy that was at least 0.15 greater than all continual learning methods, and performed only 0.13 worse than the Offline model.

**Sparse coding and partial freezing are both required for continual learning**

An important challenge in theoretical neuroscience is to understand why circuits may be designed the way they are. Quantifying how evolved circuits fare against putative, alternative circuits in design space could provide insight into the biological function of observed network motifs. We first explored this question in the context of the two core components in the FlyModel: sparse coding of representations in the first layer, and partial freezing of synaptic weights in the associative learning layer. Are both of these components required, or can good performance be attained with only one or the other?

We piecemeal explored the effects of replacing sparse coding with dense coding, and replacing partial freezing with a traditional single layer neural network (i.e., logistic regression), where every weight can change for each input. This gave us four combinations to test. The dense code was calculated in the same way as the sparse code, minus the winner-take-all step. In other words, for each input \( x \), we used \( \psi(x) \) (Equation (1), with min-max normalization) as its representation, instead of \( \phi(x) \) (Equation (2)). For logistic regression, the associative layer was trained using backpropagation.

Both sparse coding variants (with partial freezing or with logistic regression) performed substantially better than the two dense coding variants on both datasets (Figure 3A–B). For example, on MNIST-20, at the end of training, the sparse coding models had an average accuracy of 0.64 compared to 0.07 for the two dense coding models. Further, sparse coding with partial freezing
(i.e., the FlyModel) performed better than sparse coding with logistic regression: 0.75 vs. 0.54 on MNIST-20; 0.41 vs. 0.21 on CIFAR-100.

Hence, on at least the two datasets used here, both sparse coding and partial freezing are needed to optimize continual learning performance.

**Empirical and theoretical comparison of the FlyModel with the perceptron**

The fruit fly associative learning algorithm (partial freezing) bears resemblance to a well-known supervised learning algorithm — the perceptron [57] — albeit two differences. First, both algorithms increase weights to the correct target MBON (class), but the perceptron also decreases the weights to the incorrect MBON if a mistake is made. Second, the perceptron does not modify weights when a correct prediction is made, whereas partial freezing updates weights even if the correct prediction is made. Next, we continued our exploration of circuit design space by studying how the four combinations of these two rules affect continual learning.

The first model (Perceptron v1) is the classic perceptron learning algorithm, where weights are only modified if an incorrect prediction is made, by increasing weights to the correct class and decreasing weights to the incorrectly predicted class. The second model (Perceptron v2) also only learns when a mistake is made, but it only increases weights to the correct class (i.e., it does not decrease weights to the incorrect class). The third model (Perceptron v3) increases weights to the correct class regardless of whether a mistake is made, and it decreases weights to the incorrect class when a mistake is made. Finally, the fourth model (Perceptron v4) is equivalent to the FlyModel; it simply increases weights to the correct class regardless of whether a mistake is made. All models start with the same sparse, high-dimensional input representations in the first layer. See Methods for pseudocode for each model.

Overall, we find a striking difference in continual learning with these two tweaks, with the FlyModel performing significantly better than the other three models on both datasets (Figure 4A–B). Specifically, learning regardless of whether a mistake is made (v3 and v4) works better than mistake-only learning (v1 and v2), and decreasing the weights to incorrectly predicted class hurts performance (v4 compared to v3; no major difference between v2 and v1).

Why does decreasing weights to the incorrect class (v1 and v3) result in poor performance? This feature of the perceptron algorithm is believed to help create a larger boundary (margin) between the predicted incorrect class and the correct class. However, in the Supplement (Lemma 2), we show analytically that under continual learning, it is easy to come up with instances where this feature leads to catastrophic forgetting. Intuitively, this occurs when two (similar) inputs share overlapping representations, yet belong to different classes. The synapses of shared neurons are strengthened towards the class most recently observed, and weakened towards the other class. Thus, when the first input is observed again, it is associated with the second input’s class. In other words, decreasing weights to the incorrect class causes shared weights to be “hijacked” by recent classes observed (Figure S2A–C). We tested this empirically on the MNIST-20 dataset and found that, while decreasing weights when mistakes are made enables faster initial discrimination, it also leads to faster forgetting (Figure S3A). Indeed, this effect is particularly pronounced when the two classes are similar (digits ‘3’ vs. ‘5’; Figure S3B) rather than dissimilar (digits ‘3’ vs. ‘4’; Figure S3C). In contrast, the FlyModel avoids this issue because the shared neurons are “split” between both classes, and thus, cancel each other out (Figure S2D, Figure S3).

In support of our empirical findings, we show analytically that partial freezing in the FlyModel (v4) reduces catastrophic forgetting because MBON weight vectors converge over time to the mean
of its class inputs scaled by a constant (Supplement, Lemmas 3 and 4, Theorems 5 and 8).

Sparse coding provably creates favorable separation for continual learning

Why does sparse coding reduce memory interference under continual learning? We first show that the partial freezing algorithm alone will provably learn to correctly distinguish classes if the classes satisfy a separation condition that says, roughly, that dot products between points within the same class are, on average, greater than between classes. We then show that adding sparse coding enhances the separation of classes [45], making associative learning easier.

Definition 1. Let \( \pi_1, \ldots, \pi_k \) be distributions over \( \mathbb{R}^d \), corresponding to \( k \) classes of data points. We say the classes are \( \gamma \)-separated, for some \( \gamma > 0 \), if for any pair of classes \( j \neq j' \), and any point \( x_o \) from class \( j \),

\[
E_{X \sim \pi_j}[x_o \cdot X] \geq \gamma + E_{X' \sim \pi_j'}[x_o \cdot X'].
\]

Here, the notation \( E_{X \sim \pi} \) refers to expected value under a vector \( X \) drawn at random from distribution \( \pi \).

Under \( \gamma \)-separation, the labeling rule

\[
x \mapsto \arg \max_j w_j \cdot x
\]

is a perfect classifier if the \( w_j \) (i.e., the KC \( \rightarrow \) MBON weight vector for class \( j \)) are the means of their respective classes, that is, \( w_j = E_{X \sim \pi_j}[X] \). This holds even if the means are only approximately accurate, within \( O(\gamma) \) (Supplement, Theorem 8). The partial freezing algorithm can, in turn, be shown to produce such mean-estimates (Supplement, Theorem 5).

The separation condition of Definition 1 is quite strong and might not hold in the original data space. But we will show that subsequent sparse coding can nonetheless produce this condition, so that the partial freezing algorithm, when run on the sparse encodings, performs well.

To see a simple model of how this can happen, suppose that there are \( N \) prototypical inputs, denoted \( p_1, \ldots, p_N \in \mathcal{X} \), where \( \mathcal{X} \subseteq \mathbb{R}^d \), that are somewhat separated from each other:

\[
\frac{p_i \cdot p_j}{\|p_i\| \|p_j\|} \leq \xi,
\]

for some \( \xi \in [0, 1) \). Each \( p_i \) has a label \( y_i \in \{1, 2, \ldots, k\} \). Let \( C_j \subseteq [N] \) be the set of prototypes whose label is \( j \). Since the labels are arbitrary, these classes will in general not be linearly separable in the original space (Figure S4).

Suppose the sparse coding map \( \phi : \mathcal{X} \rightarrow \{0, 1\}^m \) generates \( k \)-sparse representations with the following property: for any \( x, x' \in \mathcal{X} \),

\[
\phi(x) \cdot \phi(x') \leq k f \left( \frac{x \cdot x'}{\|x\| \|x'\|} \right),
\]

where \( f : [-1, 1] \rightarrow [0, 1] \) is a function that captures how the coding process transforms dot products. In earlier work [41], we have characterized \( f \) for two types of random mappings, a sparse binary matrix (inspired by the fly’s architecture) and a dense Gaussian matrix (common in engineering applications). In either case, \( f(s) \) is a much shrunked version of \( s \); in the dense Gaussian case, for instance, it is roughly \( (k/m)^{1-s} \).
We can show that for suitable $\xi$, the sparse representations of the prototypes — that is, $\phi(p_1), \ldots, \phi(p_N) \in \{0,1\}^m$ — are then guaranteed to be separable, so that the partial freezing algorithm will converge to a perfect classifier.

**Theorem 2.** Let $N_0 = \max_j |C_j|$. Under the assumptions above, the sparse representation of the data set, $\{(\phi(p_1), y_1), \ldots, (\phi(p_N), y_N)\}$, is $(1/N_o - f(\xi))$-separated in the sense of Definition 7.

**Proof.** This is a consequence of Theorem 9 in the Supplement, a more general result that applies to a broader model in which observed data are noisy versions of the prototypes. □

**Discussion**

We developed a simple and light-weight neural algorithm to alleviate catastrophic forgetting, inspired by how fruit flies learn odor-behavior associations. The FlyModel outperformed three popular class-incremental continual learning algorithms on two benchmark datasets (MNIST-20 and CIFAR-100), despite not using external memory, generative replay, nor backpropagation. We showed that alternative circuits in design space, including the classic perceptron learning rule, suffered more catastrophic forgetting than the FlyModel, potentially shedding new light on the biological function and conservation of this circuit motif. Finally, we grounded these ideas theoretically by proving that MBON weight vectors in the FlyModel converge to the mean representation of its class, and that sparse coding further reduces memory interference by better separating classes. Our work exemplifies how understanding detailed neural anatomy and physiology in a tractable model system can be translated into efficient architectures for use in artificial neural networks.

The two main features of the FlyModel— sparse coding and partial synaptic freezing — are well-appreciated in both neuroscience and machine learning. For example, sparse, high-dimensional representations have long been recognized as central to neural encoding [58], hyper-dimensional computing [59], and classification and recognition tasks [45]. However, the benefits of such representations towards continual learning have not been well-quantified. Similarly, the notion of “freezing” certain weights during learning has been used in both classic perceptrons and modern deep networks [9, 10], but these methods are still subject to interference caused by dense representations. Hence, the fruit fly circuit evolved a unique combination of common computational ingredients that work effectively in practice.

The FlyModel performs associative rather than supervised learning. In associative learning, the same learning rule is applied regardless of whether the model makes a mistake. In traditional supervised learning, changes are only made to weights when the model makes a mistake, and the changes are applied to weights for both the correct and the incorrect class labels. By performing associative learning, the FlyModel garners two benefits. First, the FlyModel learns each class independently compared to supervised methods, which focus on discrimination between multiple classes at a time. We showed that the latter is particularly susceptible to interference, especially when class representations are overlapping. Second, by learning each class independently, the FlyModel is flexible about the total number of classes to be learned; the network is easily expandable to more classes, if necessary. Our results suggest that some traditional benefits of supervised classification may not carry over into the continual learning setting [60], and that association-like models may better preserve memories when classes are learned sequentially.

There are additional features of the fruit fly circuitry (specifically, the mushroom body) that remain under-explored computationally. First, instead of using one output neuron (MBON) per
behavior, the mushroom body contains multiple output neurons per behavior, with each output neuron learning at a different rate [49, 51]. This simultaneously provides fast learning with poor retention (large learning rates) and slow learning with longer retention (small learning rates), which is reminiscent of complementary learning systems [1]. Second, the mushroom body contains mechanisms for memory extinction [50] and reversal learning [61, 62], which are used to over-write specific memories that are no longer accurate. Third, there is evidence of memory replay in the mushroom body triggered by a neuron called DPM, which is required not during, but rather after memory formation, in order for memories to be consolidated [63–65].

Beyond catastrophic forgetting, there are additional challenges of continual learning that remain outstanding. These challenges include forward transfer learning (i.e., information learned in the past should help with learning new information more efficiently) and backward transfer learning (i.e., learning new information helps “deepen” the understanding of previously learned information). None of the algorithms we tested, including the FlyModel, were specifically designed to addresses these challenges, with the exception of GEM [11], which indeed achieved slightly negative memory losses (i.e., tasks learned after task $i$ improve the accuracy of task $i$; Figure 2D), indicating some success at backward transfer learning. Biologically, circuit mechanisms supporting transfer learning remain unknown.

Finally, a motif similar to that of the fruit fly olfactory system also appears in the mouse olfactory system, where sparse representations in the piriform cortex project to other learning-related areas of the brain [66, 67]. In addition, the visual system uses many successive layers to extract discriminative features [68, 69], which are then projected to the hippocampus, where a similar sparse, high-dimensional representation is used for memory storage [70–72]. Thus, the principles of learning studied here may help illuminate how continual learning is implemented in other brain regions and species.
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Methods

Datasets and pre-processing We tested our model on two datasets.

**MNIST-20:** This benchmark combines MNIST and Fashion MNIST. For training, MNIST contains 60,000 gray-scale images of 10 classes of hand-written digits (0–9), and Fashion MNIST [73] contains 60,000 gray-scale images of 10 classes of fashion items (e.g., purse, pants, etc.). The test set contains 10,000 additional images from each dataset. Together, the two datasets contain 20 classes. The 10 digits in MNIST are labelled 0–9, and the 10 classes in Fashion MNIST are labelled 10–19 in our experiments. To generate a generic input representation for each image, we trained a LeNet5 [74] network (learning rate = 0.001, batch size = 64, number of epochs = 25, with batch normalization and Adam) on KMNIST [75], which contains 60,000 images for 10 classes of hand-written Japanese characters. The penultimate layer of this network contains 84 hidden units (features). We used this trained LeNet5 as an encoder to extract 84 features for each training and test image in MNIST and Fashion MNIST.

**CIFAR-100:** This benchmark contains 50,000 RGB images for 100 classes of real-life objects in the training set, and 10,000 images in the testing set. To generate input representations, we
used the penultimate layer (512 hidden nodes) of ResNet18 [76] pre-trained on ImageNet (down-
loaded from https://pytorch.org/docs/stable/torchvision/models.html#id27). Thus, each
CIFAR-100 image was represented as a 512-dimensional vector.

**Network architectures.** All methods we tested share the same network architecture: a three-
layer network with an input layer (analog to PNs in fruit flies), a single hidden layer (analog to KCs)
and an output layer (analog to the MBONs). For the MNIST-20 dataset, the network contains 84
nodes in the input layer, 3200 nodes in the hidden layer, and 20 nodes in the output layer. For
CIFAR-100, these three numbers are 512, 20000, and 100 respectively. The size of the hidden layer
was selected to be approximately 40x larger than the input layer, as per the fly circuit.

For all models except the FlyModel, the three layers make all-to-all connections. For fly model,
the PN and KC layer are connected via a sparse random matrix (Θ); each KC sums over 10 ran-
domly selected PNs for MNIST-20, and 64 randomy PNs for CIFAR-100.

**Implementations of other methods.** GEM and EWC implementations are adapted from:
https://github.com/facebookresearch/GradientEpisodicMemory The BI-R implementation
is adapted from: https://github.com/GMvandeVen/brain-inspired-replay

**Parameters.** Parameters for each model and dataset were independently selected using grid search
to maximize accuracy.

- **FlyModel:** learning rate: 0.01 (MNIST-20), 0.2 (CIFAR-100); \( l = m/k \), where \( k = 20 \), the
  number of classes for MNIST-20 and \( k = 100 \) for CIFAR-100; and \( m = 3200 \), the number of
  Kenyon cells for MNIST-20, and \( m = 20000 \) for CIFAR-100.
- **GEM:** learning rate: 0.001, memory strength: 0.5, n memories: 256, batch size: 64, for both
datasets.
- **EWC:** learning rate: 0.1 (MNIST-20), 0.001 (CIFAR-100); memory strength: 1000, n mem-
  ories: 1000, batch size: 64, for both datasets.
- **BI-R:** learning rate: 0.001, batch size: 64 for both datasets. The BI-R architecture and other
  parameters are default to the original implementation [12].
- **Vanilla:** learning rate: 0.001, batch size: 64, for both datasets.
- **Offline:** learning rate: 0.001, batch size: 64, for both datasets.

For Offline, Vanilla, EWC, and GEM, a softmax activation is used for the output layer, and op-
timization is performed using stochastic gradient descent (SGD). For BI-R, no activation function is
applied to the output layer, and optimization is performed using Adam with \( \beta_1 = 0.900, \beta_2 = 0.999 \).

We report the average and standard deviation of both evaluation measures for each method
over five random initializations.
**Perceptron variations.** The update rules for the four perceptron variations are listed below:

| Perceptron v1 (Original) | Perceptron v2 |
|--------------------------|---------------|
| 1: for x in data do      | 1: for x in data do |
| 2: if predict $\neq$ target then | 2: if predict $\neq$ target then |
| 3: weight[target] += $\beta x$ | 3: weight[target] += $\beta x$ |
| 4: weight[predict] -= $\beta x$ | 4: |
| 5: end if               | 5: end if     |
| 6: end for              | 6: end for    |

| Perceptron v3 | Perceptron v4 (FlyModel) |
|---------------|--------------------------|
| 1: for x in data do | 1: for x in data do |
| 2: if predict $\neq$ target then | 2: if predict $\neq$ target then |
| 3: weight[target] += $\beta x$ | 3: weight[target] += $\beta x$ |
| 4: weight[predict] -= $\beta x$ | 4: |
| 5: else | 5: else |
| 6: weight[target] += $\beta x$ | 6: weight[target] += $\beta x$ |
| 7: end if | 7: end if |
| 8: end for | 8: end for |
Figures

A)

An input (odor) is received by the sensory layer and pre-processed via a series of transformations. In the fruit fly, this pre-processing includes noise reduction, normalization, and gain control. In a deep network, pre-processing is similarly used to generate a suitable representation for learning. After these transformations, the dimensionality of the pre-processed input (PNs) is expanded via a random projection and is sparsified via winner-take-all thresholding. This leaves only a few Kenyon cells active per odor (indicated by red shading). To associate the odor with an output class (MBON), only the synapses connecting the active Kenyon cells to the target MBON are modified. The rest of the synapses are frozen.

B) A second example with a second odor, showing different Kenyon cells activated, associated with a different MBON.

Figure 1: A two-layer circuit for continual learning in the fruit fly olfactory system. A) An input (odor) is received by the sensory layer and pre-processed via a series of transformations. In the fruit fly, this pre-processing includes noise reduction, normalization, and gain control. In a deep network, pre-processing is similarly used to generate a suitable representation for learning. After these transformations, the dimensionality of the pre-processed input (PNs) is expanded via a random projection and is sparsified via winner-take-all thresholding. This leaves only a few Kenyon cells active per odor (indicated by red shading). To associate the odor with an output class (MBON), only the synapses connecting the active Kenyon cells to the target MBON are modified. The rest of the synapses are frozen. B) A second example with a second odor, showing different Kenyon cells activated, associated with a different MBON.
Figure 2: The FlyModel outperforms existing continual learning methods in class-incremental learning. A) The $x$-axis is the number of classes trained on, and the $y$-axis is the classification accuracy when testing the model on the classes trained on thus far. The Offline method (dashed black line) shows the optimal classification accuracy when classes are presented together, instead of sequentially. Error bars show standard deviation of the test accuracy over 5 random initializations for GEM, BI-R, EWC, and Vanilla, or over 5 random matrices ($\Theta$) for the FlyModel. B) The $x$-axis is the task number during training, and the $y$-axis is the memory loss of the task, which measures how much the network has forgotten about the task as a result of subsequent training. A–B) MNIST-20 dataset. C–D) CIFAR-100. The memory loss of all tasks is shown in Figure S1.
Figure 3: **Sparse coding and partial freezing are both required for continual learning.** Axes are the same as those in Figure 2A. Both sparse coding methods outperform both dense coding methods. When using sparse coding, partial freezing outperforms logistic regression (1-layer neural network). A) MNIST-20. B) CIFAR-100.

Figure 4: **Continual learning performance for the four perceptron variants.** Axes are the same as those in Figure 2A. Compared to the classic perceptron learning algorithm (Perceptron v1), the FlyModel (Perceptron v4) learns regardless of whether a mistake is made, and it does not decrease weights to the incorrect class when mistakes are made. These two changes significantly improve continual learning performance. A) MNIST-20. B) CIFAR-100.
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