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Abstract

In this paper, we apply the homotopy analysis method for solving the fourth-order initial value problems by reformulating them as an equivalent system of first-order differential equations. The analytical results of the differential equations have been obtained in terms of convergent series with easily computable components. Several examples are given to illustrate the efficiency and implementation of the homotopy analysis method.
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Introduction

In this section, we consider the general fourth-order initial value problems of the type:

\[
y^{(4)}(x) = f(x, y, y', y'', y''') , \quad a \leq x \leq b ,
\]

\[
y^{(i)}(a) = a_i , \quad i = 0, 1, 2, 3 .
\]

Where \( f \) is continuous function on \([a, b]\) and for each \( i = 0, 1, 2, 3 \) the parameters \( a_i \) are real constants. Such type of initial value problems arise in the mathematical modeling of physical and engineering sciences. Liao [1-5] presented the homotopy analysis method for solving different problems in several dimensions. In this method, produced solution is in infinite series form and this form is converges to the exact solution.

In this paper, we apply the homotopy analysis method to solve the linear and nonlinear fourth-order initial value problems by using the transformation of problem to a system of first-order differential equations. The analytical results of the differential equations have been obtained in terms of convergent series with easily computable components. Several examples are given to illustrate the efficiency and implementation of the homotopy analysis method.

Homotopy Analysis Method

In this section, we will briefly describe the use of HAM for the differential equation:

\[
N[u(x)] = g(x)
\]

Where \( N \) is a linear or nonlinear operators, \( x \) denote the independent variable, \( u(x) \) is an unknown function and \( g(x) \) is a known analytic function.

By means of generalizing the traditional homotopy analysis method, Liao [1] constructs the so-called zeroth-order deformatin equation:

\[
(1-q)L[\phi(x,q) - u_0(x)] = cqH(x)\{N[\phi(x,q) - g(x)]\}
\]

Where \( L \) is an auxiliary linear operator with the property \( L[0] = 0 \) \( N \) is the nonlinear operator related to the original eqn. \( (2) \), \( q \in [0,1] \) is the embedding parameter in topology (called the homotopy parameter), \( c \) is the so called "convergence-control parameter", and \( H(x) \) is an auxiliary function [6-9].

Note that in the frame of the homotopy, we have great freedom to choose the auxiliary linear operator \( L \), the initial guess \( u_0(x) \) the auxiliary function \( H(x) \) and the convergence-control-parameter \( c \).

Obviously, when \( q = 0 \) and \( q = 1 \) one has:

\[
\phi(x,0) = u_0(x) \quad \text{and} \quad \phi(x,1) = u(x)
\]

thus as \( q \) increases from 0 to 1, the solution \( \phi(x,q) \) varies from the initial guesses \( u_0(x) \) to the exact solution \( u(x) \).

Expanding \( \phi(x,q) \) in Taylor series with respect to \( q \) one has:

\[
\phi(x,q) = u_0(x) + \sum_{m=1}^{\infty} u_m(x)q^m
\]

where:

\[
u_m(x) = \frac{1}{m!} \phi^{(m)}(x,0)
\]

if the auxiliary linear operator, the initial guesses, the auxiliary parameters \( c \) and the auxiliary function are so properly chosen, the series solutions eqn. \( (4) \) converge at \( q=1 \), and we have:

\[
\phi(x,1) = u_0(x) + \sum_{m=1}^{\infty} u_m(x)
\]

which must be the solution of the original nonlinear equations, as proved by Liao [1].

As \( c = -1 \) eqn. \( (2) \) becomes:

\[
(1-q)L[\phi(x,q) - u_0(x)] - q[N[\phi(x,q) - g(x)]] = 0
\]

which is used mostly in the homotopy perturbation method (HPM) [2].

According to eqn. \( (5) \), the governing equations can be deduced from the zeroth-order deformation eqn. \( (2) \). Define the vector:

\[
u_t(x) = [u_0(x), u_1(x), \ldots, u_n(x)]
\]

Differentiating eqn. \( (2) \) \( m \) times with respect to the embedding parameter \( q \) and then setting \( q = 0 \) and finally dividing them by, \( m! \) we have the so-called \( m \)-th order deformation equation:

\[
L[u_n(x) - X_n u_{n-1}(x)] = cH(x)R_n u_{n-1}
\]
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where

\[ R_m(u_{n-1}) = \frac{1}{(m-1)!} \frac{\partial^{m-1} N[\phi(x,q)]}{\partial q^{m-1}} \bigg|_{q=0} \]  

and

\[ Z_n = \begin{cases} 0, & m \leq 1 \\ 1, & m > 1 \end{cases} \]

It should be emphasized that \( u_{m}(x), m \geq 1 \) is governed by the linear eqn. (6) with the linear initial conditions that come from the original problem, which can be easily solved by symbolic computation softwares such as Maple and Mathematica [10].

The modified homotopy analysis method

In this part, we will briefly describe use of the HAM for problem eqn. (1) the modified HAM suggests that we reformulating the problem eqn. (1) as an equivalent system of a first-order differential equation, we use the transformation:

\[ y_i(x) = y(x), \quad \frac{dy_i}{dx} = y_i(x), \quad \frac{d^2y_i}{dx^2} = y_i(x), \quad \frac{d^3y_i}{dx^3} = y_i(x), \quad \frac{d^4y_i}{dx^4} = y_i(x) \]  

we can rewrite the fourth-order initial value problem eqn. (1) as the system of ordinary differential equations:

\[ \begin{align*}
\frac{dy_1}{dx} &= y_1(x) \\
\frac{dy_2}{dx} &= y_2(x) \\
\frac{dy_3}{dx} &= y_3(x) \\
\frac{dy_4}{dx} &= f(x,y_1(x),y_2(x),y_3(x),y_4(x))
\end{align*} \]  

with the initial conditions:

\[ \begin{align*}
y_1(a) &= y(a) \\
y_2(a) &= y'(a) \\
y_3(a) &= y''(a) \\
y_4(a) &= y'''(a)
\end{align*} \]

We will present a brief description of the standard HAM for a system of ODEs, we consider the differential equation:

\[ N_i[u_i(x)] = g_i(x) \]  

where \( N_i \) are nonlinear operators (and i=1…4) and \( x \) denote the independent variable, \( u_i(x) \) are unknown functions and \( g_i(x) \) are known analytic functions, for \( g(x)=0 \) eqn. (11) reduces to the homogeneous equation [11-13].

By means of generalizing the traditional homotopy analysis method, Liao constructs the so-called zeroth-order deformatin equation [1]:

\[ (1-q)L[\phi(x,q) - u_{i,0}(x)] = c_i q H(x) \{ N[\phi(x,q) - g_i(x)] \} \]  

where \( L \) is an auxiliary linear operator with the property \( L[0]=0 \) \( N \) is the nonlinear operator related to the original eqn. (1) \( q \in [0,1] \) is the embedding parameter in topology (called the homotopy parameter), \( c_i \) is the so called "convergence-control parameter", and \( H(x) \) is an auxiliary function [14].

Note that in the frame of the homotopy, we have great freedom to choose the auxiliary linear operator \( L \), the initial guess \( u_{i,0}(x) \), the auxiliary function \( H(x) \) and the convergence-control parameter \( c_i \).

Obviously, when \( q=0 \) and \( q=1 \) one has:

\[ \phi(x,0) = u_{i,0}(x) \quad \text{and} \quad \phi(x,1) = u_i(x) \]  

Expanding \( \phi(x,q) \) in Taylor series with respect to \( q \) one has:

\[ \phi(x,q) = u_{i,0}(x) + \sum_{n=1}^{\infty} u_{i,n}(x) q^n \]  

where:

\[ u_{i,n}(x) = \frac{1}{n!} \frac{\partial^n \phi(x,q)}{\partial q^n} \bigg|_{q=0} \]

if the auxiliary linear operator, the initial guesses, the auxiliary parameters \( c_i \) and the auxiliary function are so properly chosen, the series solutions in eqn. (14) converge at \( q=1 \) and we have:

\[ \phi(x,1) = u_i(x) + \sum_{n=1}^{\infty} u_{i,n}(x) \]

which must be of the solutions of the original nonlinear equations, as proved by Liao [1].

According to eqn. (15) the governing equations can be deduced from the zeroth-order deformation eqn. (12).Define the vector:

\[ u(x) = \{ u_{i,0}(x), u_{i,1}(x), ..., u_{i,n}(x) \} \]

Differentiating eqn. (12) \( m \) times with respect to the embedding parameter \( q \) and then setting \( q=0 \) and finally dividing them by \( m! \) we have the so-called \( m \)th-order deformation equation:

\[ L[u_{i,m}(x)] - X_{m} u_{i,m-1}(x) = c_i H(x) R_{m}(u_{i,m-1}) \]

where

\[ R_{m}(u_{i,m-1}) = \frac{1}{(m-1)!} \frac{\partial^{m-1} N[\phi(x,q)]}{\partial q^{m-1}} \bigg|_{q=0} \]

and

\[ Z_m = \begin{cases} 0, & m \leq 1 \\ 1, & m > 1 \end{cases} \]

It should be emphasized that \( u_{i}(x), m \geq 1 \) is governed by the linear eqn. (16) with the linear initial conditions that come from the original problem, which can be easily solved by symbolic computation softwares such as Maple and Mathematica.

Application

In this section, we shall apply HAM to several test examples to demonstrate its accuracy. To show the efficiency of the present method for our problem in comparison with the exact solution we report absolute error which is defined by:

\[ E_i = \frac{u_{i,exact}(x) - u_{i,0}(x)}{u_{i,exact}(x)}, \quad i = 1,...,4 \]

where \( u_{i,exact}(x) = u_{i,0}(x) + u_{i,1}(x) + ... + u_{i,n}(x) \)

Example 3.1

Consider the following non linear fourth-order problem:

\[ y^{(4)}(x) + y(x) y'(x) - 4 y''(x) - 4 y = 0, \quad 0 \leq x \leq 1 \]  

with the following boundary conditions:

\[ y(0) = 1 \quad y'(0) = 0 \quad y''(0) = 3 \quad y^{(3)}(0) = 1 \]
The analytic solution is:
\[ y(x) = x^2 + e^x \]

Using the transformation from eqn. (8) we can rewrite the fourth-order initial value problem in eqn. (19) as the system of ordinary differential equations:

\[
\begin{align*}
y_1'(x) &= y_1(x) \\
y_2'(x) &= y_2(x) \\
y_3'(x) &= y_3(x) \\
y_4'(x) &= y_4(x) - 4x^2 + e^x(1 - 4x + x^2)
\end{align*}
\]
with the initial conditions:

\[ y_1(0) = 1, \quad y_2(0) = 1, \quad y_3(0) = 3, \quad y_4(0) = 1 \quad (22) \]

To solve eqn. (21) by means of the standard HAM, we choose the initial approximations:

\[ y_{1,0}(x) = 1, \quad y_{2,0}(x) = 1, \quad y_{3,0}(x) = 3, \quad y_{4,0}(x) = 0 \quad (23) \]

and the linear operator:

\[ L_i[\phi(x,q)] = \frac{\partial \phi(x,q)}{\partial x}, \quad i = 1, \ldots, 4 \quad (24) \]

with the property:

\[ L_i[c] = 0, \quad i = 1, \ldots, 4 \quad (25) \]

Where \( c \) are constants of integrations. Furthermore, eqn. (21) suggest that we define a system of linear operators as:

\[
\begin{align*}
N_i[\phi(x,q)] &= \frac{\partial \phi(x,q)}{\partial x} - \phi_i(x), \quad i = 1, \ldots, 3 \\
N_i[\phi(x,q)] &= \phi_i(x) - \phi'_i(x,q) + \phi_i(x,q)\phi''(x,q) + 4x^2 - e^x(x^2 - 4x + 1)
\end{align*}
\]

According to eqn. (12), we construct the zeroth-order deformation equation:

\[ (1 - q)L_i[\phi(x,q)] - u_i(x) = c_qH_i(x)[N_i[\phi(x,q)] - g_i(x)] \quad (26) \]

and the mth-order deformation equation (for \( L_i(x) = 1 \))

\[ L_i[u_{i,m}(x) - \chi_{i,m}u_{i,m-1}(x)] = c_{R_i}\chi_{i,m}u_{i,m-1}(x) \quad (27) \]

with the initial conditions:

\[ u_{i,0}(0) = 1, \quad u_{2,0}(0) = 1, \quad u_{3,0}(0) = 3, \quad u_{4,0}(0) = 1 \quad (28) \]

where

\[
\begin{align*}
R_i[u_{i,m-1}(x)] &= u'_{i,m-1}(x) - u_{i,m-1}(x), \quad i = 1, \ldots, 3 \\
R_i[u_{i,m-1}(x)] &= u_{i,m-1}(x) + 4x^2 - e^x(x^2 - 4x + 1)
\end{align*}
\]

Now, the solution of the mth-order deformation eqn (22) for \( m \geq 1 \) becomes:

\[ u_{i,m}(x) = \chi_{i,m}u_{i,m-1}(x) + c_i \int R_i[u_{i,m-1}(x)] dx + a_i, \quad i = 1, \ldots, 4 \quad (29) \]

and the mth-order deformation eqn (22) for \( m \geq 1 \) becomes:

\[ u_{i,m}(x) = \chi_{i,m}u_{i,m-1}(x) + c_i \int R_i[u_{i,m-1}(x)] dx + a_i, \quad i = 1, \ldots, 4 \quad (30) \]

where the constants of integrations \( a_i \) are determined by the initial conditions:

Then the series solutions expression by the standard HAM can be written for \( i = 1, 2, 3, 4 \) in the form:

\[ u_i(x) = u_{i,0}(x) + u_{i,1}(x) + u_{i,2}(x) + \ldots \quad (31) \]

Table 1 exhibits the exact solution and the series solution along with the errors obtained by using the homotopy analysis method [13-15]. It is obvious that the errors can be reduced further and higher accuracy can be obtained by evaluating more components of \( u(x) \).

**Example 3.2**

Consider the following nonlinear initial fourth-order problem:

\[
\begin{align*}
y^{(4)}(x) - 4y''(x) &= 0, \quad 0 \leq x \leq 1 \\
y(0) &= 0, \quad y'(0) = 3, \quad y''(0) = 0, \quad y'''(0) = 16
\end{align*}
\]

The analytic solution is:

\[ y(x) = 1 - x + e^{3x} - e^{-2x} \]

Using the transformation eqn. (8) we can rewrite the fourth-order initial value problem as the system of ordinary differential equations:

\[
\begin{align*}
y_1'(x) &= y_2(x) \\
y_2'(x) &= y_3(x) \\
y_3'(x) &= y_4(x) \\
y_4'(x) &= 4y_1(x)
\end{align*}
\]

with the initial conditions:

\[ y_1(0) = 1, \quad y_2(0) = 3, \quad y_3(0) = 0, \quad y_4(0) = 16 \quad (32) \]

as shown in Table 2 the series solutions (10th order) to get the analytic solution \( y(t) = 1 - x + e^{3t} - e^{-2t} \) which are coinciding with the exact solution.

**Example 3.3**

We consider the nonlinear fourth-order initial problem:

\[
\begin{align*}
x^{(4)}(x) + x^2 &= 0, \quad 0 \leq x \leq 1 \\
x(0) &= 0, \quad x'(0) = 1, \quad x''(0) = 0, \quad x'''(0) = 0
\end{align*}
\]

The analytic solution is:

\[ x(x) = 1 - x^2 \]

Using the transformation eqn. (8) we can rewrite the fourth-order initial value problem as the system of ordinary differential equations:

\[
\begin{align*}
x_1'(x) &= x_2(x) \\
x_2'(x) &= x_3(x) \\
x_3'(x) &= x_4(x) \\
x_4'(x) &= x_1(x)
\end{align*}
\]

with the initial conditions:

\[ x_1(0) = 1, \quad x_2(0) = 3, \quad x_3(0) = 0, \quad x_4(0) = 1 \quad (33) \]
\[
\begin{align*}
\frac{d^4y}{dx^4} &= y''(x) + \cos^2x \sin x - 1, \quad 0 \leq x \leq 1 \\
y(0) &= 0, \quad y'(0) = 1, \quad y''(0) = 0, \quad y'''(0) = -1
\end{align*}
\]

(36)

The exact solution is:

\[y(x) = \sin x\]

Using the transformation, we can rewrite the fourth-order initial value problem as the system of ordinary differential equations:

\[
\begin{align*}
y_1(x) &= y(x) \\
y_2(x) &= y'(x) \\
y_3(x) &= y''(x) \\
y_4(x) &= y'''(x) + \cos^2x \sin x - 1
\end{align*}
\]

(37)

with the initial conditions:

\[
y_1(0) = 0, \quad y_2(0) = 1, \quad y_3(0) = 0, \quad y_4(0) = -1.
\]

(38)

as shown in Table 3 the series solutions (10th order) to get the exact solution \(y(x) = \sin x\) which are coinciding with the exact solution.

### Example 3.4

Consider the linear system of fourth-order initial value problem:

\[
\begin{align*}
y''(x) &= e^{-x}w(x), \quad y(0) = 1, \quad y'(0) = 1, \quad y''(0) = -1, \quad y'''(0) = -1 \\
z''(x) &= 16z(y(x)), \quad z(0) = 1, \quad z'(0) = 2, \quad z''(0) = -4, \quad z'''(0) = -8 \\
w''(x) &= 81z'(x), \quad w(0) = 1, \quad w'(0) = -3, \quad w''(0) = 9, \quad w'''(0) = -27 \\
w''(x) &= 256w(x), \quad w(0) = 1, \quad w'(0) = -4, \quad w''(0) = 16, \quad w'''(0) = -64
\end{align*}
\]

(39)

The analytic solution is:

\[y(x) = e^{-x} \quad z(x) = e^{4x} \quad w(x) = e^{16x} \quad u(x) = e^{64x}\]

Using the transformation we can rewrite the system of ODEs from eqn. (39) as the system of ordinary differential equations:

\[
\begin{align*}
y_1(x) &= y(x) \\
y_2(x) &= y'(x) \\
y_3(x) &= y''(x) \\
y_4(x) &= y'''(x) + 16z(y(x)) \\
y_5(x) &= z'(x) \\
y_6(x) &= w'(x) \\
y_7(x) &= u'(x) \\
y_8(x) &= y^{(4)}(x) + 81z'(x) \\
y_9(x) &= z''(x) \\
y_{10}(x) &= w''(x) \\
y_{11}(x) &= u''(x)
\end{align*}
\]

with the initial conditions:

\[
y_1(0) = 1, \quad z_1(0) = 1, \quad w_1(0) = 1, \quad u_1(0) = 1 \\
y_2(0) = -1, \quad z_2(0) = -2, \quad w_2(0) = -3, \quad u_2(0) = -4 \\
y_3(0) = 1, \quad z_3(0) = 4, \quad w_3(0) = 9, \quad u_3(0) = 16 \\
y_4(0) = -1, \quad z_4(0) = -8, \quad w_4(0) = -27, \quad u_4(0) = -64
\]

(40)

as shown in Table 4 the errors obtained by using the approximate solution of the homotopy analysis method.

| x  | Error of y(x) | Error of z(x) | Error of w(x) | Error of u(x) |
|----|--------------|--------------|--------------|--------------|
| 0  | 0.0.E-93     | 0.0.E-99     | 0.0.E-97     | 0.0.E-96     |
| 0.1| 7.54521E-7   | 1.70883E-9   | 5.07700E-7   | 4.02179E-6   |
| 0.2| 1.12924E-5   | 1.64622E-8   | 4.16492E-6   | 2.32336E-6   |
| 0.3| 5.51765E-5   | 3.16353E-8   | 1.34459E-6   | 6.74763E-6   |
| 0.4| 1.88971E-4   | 1.22622E-7   | 2.85145E-5   | 1.62335E-4   |
| 0.5| 3.99793E-4   | 9.49274E-7   | 4.78588E-5   | 3.63740E-4   |
| 0.6| 8.01764E-4   | 3.55305E-6   | 7.85252E-5   | 7.77196E-4   |
| 0.7| 1.40016E-3   | 1.01440E-5   | 3.64644E-5   | 5.0613E-4    |
| 0.8| 2.33086E-3   | 2.68680E-5   | 5.64867E-5   | 3.0733E-3    |
| 0.9| 3.52684E-3   | 5.38602E-5   | 3.19459E-5   | 5.65814E-3   |
| 1  | 4.90021E-3   | 1.03704E-4   | 8.67341E-5   | 9.88643E-3   |

Table 4: Error is related with exact solution and series solution.

### Conclusion

In this paper, the homotopy analysis method HAM has been successfully used for finding the solution of special fourth-order initial value problem under the the transformation of the fourth-order value problem to the system of the first order differential equation. Several examples showed the validity and potential of this modification of the homotopy analysis method for linear and nonlinear special fourth-order initial value problem in the science and engineering.
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