High-harmonic generation in diatomic molecules: a quantum-orbit analysis of the interference patterns
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We perform a detailed analysis of high-order harmonic generation in diatomic molecules within the strong-field approximation, with emphasis on quantum-interference effects. Specifically, we investigate how the different types of electron orbits, involving one or two centers, affect the interference patterns in the spectra. We also briefly address the influence of the choice of gauge, and of the initial and final electronic bound states on such patterns. For the length-gauge SFA and undressed bound states, there exist additional terms, which can be interpreted as potential energy shifts. If, on the one hand, such shifts alter the potential barriers through which the electron initially tunnels, and may lead to a questionable physical interpretation of the features encountered, on the other hand they seem to be necessary in order to reproduce the overall maxima and minima in the spectra. Indeed, for dressed electronic bound states in the length gauge, or undressed bound states in the velocity gauge, for which such shifts are absent, there is a breakdown of the interference patterns. In order to avoid such a problem, we provide an alternative pathway for the electron to reach the continuum, by means of an additional attosecond-pulse train. A comparison of the purely monochromatic case with the situation for which the attosecond pulses are present suggests that the patterns are due to the interference between the electron orbits which finish at different centers, regardless of whether one or two centers are involved.

I. INTRODUCTION

In the past few years, high-order harmonic generation (HHG) and above-threshold ionization (ATI) from aligned molecules in strong laser fields of femtosecond duration have proven to be a powerful tool for resolving, or even controlling, processes in the subfemtosecond and subangstrom scale. For instance, one may employ HHG and ATI in the tomographic reconstruction of molecular orbitals \[1\], and in the attosecond probing of dynamic changes in molecules \[2\].

This is possible due to the fact that the physical mechanisms governing both phenomena take place in a fraction of the laser period, i.e., within hundreds of attoseconds \[3\], and involve the recombination or the elastic scattering of an electron with its parent molecule \[4\]. Thereby, high-order harmonics or high-energy photoelectrons, respectively, are generated. Thus, the spectral features are highly dependent on the spatial configuration of the ions with which the electron rescatters or recombines, and yield patterns which are characteristic of the molecule. Furthermore, they also depend on the alignment angle of the molecule, with respect to the laser-field polarization.

Due to their simplicity, in particular diatomic molecules have been investigated, and minima and maxima have been encountered in their HHG and ATI spectra. Such patterns have been observed both theoretically \[5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17\] and experimentally \[14\], and have been attributed to the interference between high-order harmonics or photoelectrons generated at different centers in the molecule. They are, in a sense, the microscopic counterpart of those obtained in a double-slit experiment. Furthermore, the energy positions of the maxima and minima depend on the alignment angle and on the internuclear distance and, additionally, reflect the bonding or antibonding nature of the highest occupied molecular orbitals in question \[14, 15, 18\]. Such features have been studied either numerically, by solving the time-dependent Schrödinger equation (TDSE) \[14, 15, 18\], or semi-analytically, by employing the strong-field approximation (SFA) \[5, 6, 7, 8, 9, 10, 11, 12, 13, 16, 17\]. In particular, in \[15\], the contributions to the yield from each molecular center have been singled out within a TDSE computation. Therein, it has been explicitly shown that the maxima and minima in the spectra are obtained due to the interference between contributions from different centers, in agreement with the double-slit model in \[15, 18\].

Specifically in the SFA framework, the transition amplitude can be written as a multiple integral, with a semi-classical action and slowly-varying prefactors. The structure of the molecule (and thus its double-slit character) can be either incorporated in the prefactors or in the action. The latter approach also takes into account processes in which an electron rescatters or recombines with a center in the molecule different from the site of its release \[5, 6, 11, 12, 13\].

An open question is, however, which types of electron orbits are responsible for specific interference features. For instance, are the dips and maxima originated by the interference between orbits in which the electron leaves and returns to the same center (regardless of which), or between those in which the electron leaves one atom and recombines with the other? On the other hand, it could also be that the interference patterns result from the combined effect of all such orbits, and one is not able to attribute them to specific sets.
Since the strong-field approximation is a semi-analytical method, and allows an immediate association with the classical orbits of an electron returning to its parent molecule, it appears to be an ideal tool for tackling this problem. This approximation, however, possesses several drawbacks. First, the SFA is gauge dependent, which leads to different pre-factors and action, depending on whether the velocity gauge or the length gauge is taken. Second, even for a specific gauge, the precise expressions for the pre-factors are not agreed upon, and some of them lead to interference patterns which are in disagreement with the experiments, and with results from other methods [15, 20].

The main objective of this work is to make a detailed assessment of the contributions and relevance of the different types of recombination scenarios to the above-mentioned interference patterns, within the Strong-Field Approximation, for a diatomic molecule. Throughout the paper, we approximate the strong, infra-red field by a linearly polarized monochromatic wave \( \mathbf{E}(t) = E_0 \sin(\omega t) \mathbf{e}_x \), and consider a linear combination of atomic orbitals (LCAO approximation). In general, we consider that the electron reaches the continuum by tunneling ionization. As an exception, however, we also take an attosecond-pulse train superposed to the monochromatic wave [21, 22, 23, 24]. The attosecond-pulse train provides an additional pathway for the electron to reach the continuum, and, recently, has proven to be a powerful tool in order to control high-order harmonic generation [21, 23, 24] and above-threshold ionization [22, 23]. In the context of the present work, it is a convenient way to avoid problems related to spurious potential-energy shifts. These shifts are present in the length gauge and artificially modify the potential barrier through which the electron tunnels. Hence, they may lead to a questionable physical interpretation, what the relevance of the different sets of orbits to the patterns concerns.

This paper is organized as follows. In Sec. II, we discuss the strong-field approximation transition amplitude for high-order harmonic generation, starting from the general expressions (Sec. II A), and, subsequently, addressing the specific situation of a diatomic molecule in the LCAO approximation (Sec. II B). Thereby, we consider the situation for which the structure of the molecule is either incorporated in the pre-factor, or in the semiclassical action, in the presence and absence of the attosecond-pulse train. When discussing the former case, we emphasize the role of the overlap integrals, in which the dipole moment and the atomic wave functions are localized at different centers in the molecule. In the latter case, we follow the model in Ref. [11], for a purely monochromatic driving field, and our previous work [22] when the attosecond pulses are present, very closely. Subsequently (Sec. III), we investigate the interference patterns. Finally, in Sec. IV, we summarize the paper and state our main conclusions.

II. TRANSITION AMPLITUDES

A. General expressions

In general, the strong-field approximation (SFA) consists in neglecting the influence of the laser field when the electron is bound, the atomic or molecular binding potential when the electron is in the continuum and the internal structure of the system in question, i.e., contributions from its excited bound states. The SFA transition amplitude for high-order harmonic generation reads, in the specific formulation of Ref. [26] and in atomic units,

\[
b_\Omega = i \int_{-\infty}^{\infty} dt \int_{-\infty}^{t} dt' \int d^3 \rho_{\text{rec}}(\mathbf{\tilde{p}}(t)) d_{\text{ion}}(\mathbf{\tilde{p}}(t')) \exp[i S(t, t', \Omega, \mathbf{k})] + c.c.,
\]

with the action

\[
S(t, t', \Omega, \mathbf{p}) = -\frac{1}{2} \int_{t'}^{t}[\mathbf{p} + \mathbf{A}(\tau)]^2 d\tau - I_\rho(t - t') + \Omega t
\]

and the prefactors \( d_{\text{rec}}(\mathbf{\tilde{p}}(t)) = \langle \mathbf{\tilde{p}}(t) | O_{\text{dip}} \cdot \mathbf{e}_x | \psi_0 \rangle \) and \( d_{\text{ion}}(\mathbf{\tilde{p}}(t')) = \langle \mathbf{\tilde{p}}(t') | H_{\text{int}}(t') | \psi_0 \rangle \). In the above equations, \( O_{\text{dip}} \), \( \mathbf{e}_x \), \( H_{\text{int}}(t') \), \( I_\rho \), and \( \Omega \) denote the dipole operator, the laser-polarization vector, the interaction with the field, the ionization potential, and the harmonic frequency, respectively. The explicit expressions for \( \mathbf{\tilde{p}}(t) \) are gauge dependent, and will be given below. The above-stated equation describes a physical process in which an electron, initially in a field-free bound-state \( | \psi_0 \rangle \), is coupled to a Volkov state \( | \mathbf{\tilde{p}}(t') \rangle \) by the interaction \( H_{\text{int}}(t') \) of the system with the field. Subsequently, it propagates in the continuum and is driven back towards its parent ion, with which it recombines at a time \( t \), emitting high-harmonic radiation of frequency \( \Omega \). In Eq. (1), additionally to the above-mentioned assumptions, the further approximation of considering only transitions from a bound state to a Volkov state in the dipole moment has been made. In the single atom case, this has been justified by the fact that the remaining contributions, from the so-called “continuum-to-continuum” transitions, were very small. For a discussion of the various formulations of the SFA see, e.g., [22, 26, 27] and in particular [28].

Due to the fact that it can be carried out almost entirely analytically, the SFA is a very powerful approach. It possesses, however, the main drawback of being gauge-dependent (for general discussions see, e.g., Ref. 20, and for the specific case of molecules, Ref. 11). Apart from the obvious fact that the interaction Hamiltonians \( H_{\text{int}}(t') \), which are present in \( d_{\text{ion}}(\mathbf{\tilde{p}}(t')) \), are different in the length and velocity gauges [21], in most computations where the SFA is employed, field-free bound states are taken, which are not gauge equivalent. Indeed, a field-free bound state \( | \psi_0^{(L)} \rangle \) in the length gauge would be gauge equivalent to the field-dressed state \( | \psi_0^{(V)} \rangle = \chi_{v-1} | \psi_0^{(L)} \rangle \) in the velocity gauge, with \( \chi_{v-1} = \ldots \)
exp[\(iA(t) \cdot r\)]. Such a phase shift causes a translation \(p \rightarrow p - A(t)\) on a momentum eigenstate \(|p\rangle\). Hence, for field-free bound states in both gauges it leads to different dipole matrix elements \(d_{\text{rec}}(\hat{p}(t))\) and \(d_{\text{ion}}(\hat{p}(t))\). Explicitly, in the length gauge \(\hat{p}(t) = p + A(t)\), while in the velocity gauge \(\hat{p}(t) = p\).

For computations involving a single atom, the latter artifact can be avoided by placing the system at the origin of the coordinate system. For systems composed of several centers, such as molecules, however, this ambiguity will always be present. Indeed, in the literature, different results have been reported for molecular SFA computations in the velocity and in the length gauge. In recent, modified versions of the length-gauge SFA, this problem has been eliminated for ATI by considering the initial bound state \(\psi_0^{(L)} = \exp[-iA(t') \cdot r] \psi_0^{(L)}\). Such a state is gauge-equivalent to a field-free bound state in the velocity gauge, and, physically, may be interpreted as a field-dressed state, in which the laser-field polarization is included. For HHG, one may proceed in a similar way, with the main difference that the dressing should also be included in the final state, with which the electron recombines. In the dressed modified SFA, \(\hat{p}(t) = p\).

B. Diatomic molecules

We will now apply the SFA to a diatomic molecule. For this purpose, we will consider the simplest scenario, namely a one-electron system and frozen nuclei. Furthermore, we will assume that the molecular orbital from which the electron is released and with which it may recombine is a linear combination of atomic orbitals (LCAO approximation). Explicitly, the molecular bound-state wave function reads

\[
\psi_0(r) = C_\psi(\psi_0^{(1)}(r_1) + \epsilon\psi_0^{(2)}(r_2)),
\]

where \(\epsilon = \pm 1\), \(r_1 = r - R/2\), and \(r_2 = r + R/2\) denote the positions of the centers \(C_1\) and \(C_2\), respectively, and \(C_\psi\) is a normalization constant. For homonuclear molecules, which we will consider here, \(\psi_0^{(1)} = \psi_0^{(2)} = \phi_0\). The positive and negative signs for \(\epsilon\) correspond to bonding and antibonding orbitals, respectively. Within this context, there exist two main approaches for computing high-order harmonic spectra, which will be discussed next.

1. Prefactors

The simplest and most widely used approach is to incorporate the structure of the molecules in the prefactors \(d_{\text{rec}}(\hat{p}(t))\) and \(d_{\text{ion}}(\hat{p}(t))\), and to employ the same action \(S(t, t', \Omega, p)\) as in the single-atom case. The multiple integral in the transition amplitude can then either be solved numerically, or using saddle point methods. The latter procedure can be applied for high enough intensities and low enough frequencies, and consists in approximating the asymptotic expansion around the coordinates \((t_s, t', p_s)\) for which \(S(t, t', \Omega, p)\) is stationary. This implies that \(\partial_t S(t, t', \Omega, p) = \partial_{t'} S(t, t', \Omega, p) = 0\) and \(\partial_p S(t, t', \Omega, p) = 0\). In this paper, we employ the specific saddle-point approximations discussed in Ref.

For a single atom placed at the origin of the coordinate system, this leads to the equations

\[
[p + A(t')]^2 = -2I_p,
\]

\[
\int_{t'}^{t} d\tau [p + A(\tau)] = 0,
\]

and

\[
2(\Omega - I_p) = [p + A(t)]^2.
\]

Eq. (1) expresses the conservation of energy at the time \(t'\) at which the electron reaches the continuum by tunneling ionization. This equation possesses no real solution, which reflects the fact that tunneling has no classical counterpart. In the limit \(I_p \to 0\), one obtains such a condition for a classical particle reaching the continuum with vanishing drift velocity. Eq. (5) constrains the intermediate momentum of the electron, so that it returns to its parent ion, and, finally, Eq. (6) describes the conservation of energy at a later time \(t\), when the electron recombines with its parent ion and a high-frequency photon of frequency \(\Omega\) is generated.

The matrix element \(d_{\text{rec}}(\hat{p}) = \langle \hat{p} | O_{\text{dip}} \cdot e_x | \psi_0 \rangle\) then reads

\[
d_{\text{rec}}(\hat{p}) = \frac{C_\psi}{(2\pi)^{3/2}} \left[ e^{i\hat{p} \cdot R/2} \mathcal{I}(r_1) + \epsilon e^{-i\hat{p} \cdot R/2} \mathcal{I}(r_2) \right],
\]

where

\[
\mathcal{I}(r_j) = \int O_{\text{dip}} \left( \frac{r_1 + r_2}{2} \right) \cdot e_x \exp[i\hat{p} \cdot r_j] \phi_0(r_j) d^3r_j,
\]

and \(O_{\text{dip}}(\frac{r_1 + r_2}{2})\) is the dipole moment. In the length gauge, which we are mostly adopting in this paper, \(\hat{p}(t) = p + A(t)\). Unless strictly necessary, in order to simplify the notation, we do not include the time dependence in \(\hat{p}\). The dipole moment can be written in several forms. If one considers the length form a natural choice is \(O_{\text{dip}}(r) = -\epsilon r_1 + \epsilon r_2 = \epsilon r\). Other possibilities are to consider the operator \(O_{\text{dip}}\) in its velocity and acceleration forms.

Inserting \(O_{\text{dip}}(r)\) in Eq. (8) yields

\[
\mathcal{I}(r_j) \propto \mathcal{I}_j(r_j) + \mathcal{I}_\nu(r_j), \quad \text{with } j = 1, 2 \text{ and } \nu \neq j,
\]

where

\[
\mathcal{I}_j(r_j) = \int O_{\text{dip}}(r_j) \cdot e_x \exp[i\hat{p} \cdot r_j] \phi_0(r_j) d^3r_j
\]
and

\[ I_{j\nu}(r_j) = \int \mathcal{O}_{dip}(r_{j\nu}) \cdot e_x \exp[i \mathbf{p} \cdot r_j] \varphi_0(r_j) d^3 r_j, \ n \neq j. \]  

(11)

Specifically, if the dipole is in the length form, the above-stated integrals read

\[ I_j(r_j) = -\frac{i}{2} \partial_{p_x} \phi(\mathbf{p}) \]  

(12)

and

\[ I_{j\nu}(r_j) = \frac{1}{2} (-i \partial_{p_x} \phi(\mathbf{p}) + \epsilon_j R_x \phi(\mathbf{p})), \]  

(13)

where

\[ \phi(\mathbf{p}) = \int \exp[i \mathbf{p} \cdot r_j] \varphi_0(r_j) d^3 r_j. \]  

(14)

In \( I_{j\nu} \), \( \epsilon_j = +1 \) for \( j = 1 \) and \( \epsilon_j = -1 \) for \( j = 2 \). Eq. (7) is then explicitly written as

\[ d_{rec}^{(b)}(\mathbf{p}) = \frac{2C_\psi}{(2\pi)^{3/2}} \left[ -\cos(\vartheta) \partial_{p_x} \phi(\mathbf{p}) + \frac{R_x}{2} \sin(\vartheta) \phi(\mathbf{p}) \right], \]  

(15)

for bonding molecular orbitals (i.e., \( \epsilon > 0 \)), or

\[ d_{rec}^{(a)}(\mathbf{p}) = \frac{2C_\psi}{(2\pi)^{3/2}} \left[ \sin(\vartheta) \partial_{p_x} \phi(\mathbf{p}) - \frac{R_x}{2} \cos(\vartheta) \phi(\mathbf{p}) \right], \]  

(16)

in the antibonding case (i.e., \( \epsilon < 0 \)), with \( \vartheta = \mathbf{p} \cdot R/2 \).

In Eqs. (15) and (16), the terms with a purely trigonometric dependence on the internuclear distance yield the double-slit condition in \( \psi_{\text{max}} \). The maxima and minima in the spectra which are caused by this condition are expected to occur for

\[ \mathbf{p} \cdot \mathbf{R} = 2n\pi \quad \text{and} \quad \mathbf{p} \cdot \mathbf{R} = (2n + 1)\pi, \]  

(17)

respectively, for bonding molecular orbitals (i.e., \( \epsilon > 0 \)). For antibonding orbitals, the conditions are reversed, i.e., the maxima occur for the odd multiples of \( \pi \) and the minima for the even multiples. If the velocity gauge is taken, the above stated conditions hold for \( \mathbf{p}(t) = \mathbf{p} \) instead of \( \mathbf{p}(t) = \mathbf{p} + \mathbf{A}(t) \). This is due to the fact that the initial and final free-field styes are not gauge equivalent, as discussed in Sec. II A.

The remaining terms grow linearly with the projection \( R_x \) of the internuclear distance along the direction of the laser-field polarization, and may lead to unphysical results \[11, 20]. For this reason, they are sometimes neglected in the integrals \( I_{j\nu}(r_j) \) \[16]. There exists, however, no rigorous justification for such a procedure. Indeed, only recently, it has been shown that such terms can be eliminated by considering an additional interaction which depends on the nuclear coordinate. This interaction is present in a modified molecular SFA, in its dressed and undressed versions \[17], and leads to contributions which cancel out the linear term in \( R_x \).

In the length gauge, if the length form of \( \mathcal{O}_{dip} \) is taken, \( d_{rec}(\mathbf{p}(t)) = d_{ion}(\mathbf{p}(t')) \), with \( \mathbf{p}(t) = \mathbf{p} + \mathbf{A}(t) \), while in the velocity gauge,

\[ d_{ion}^{(b)}(\mathbf{p}) = \frac{C_\psi [\mathbf{p} + \mathbf{A}(t')]^2}{(2\pi)^{3/2}} \cos(\vartheta) \phi(\mathbf{p}), \]  

(18)

or

\[ d_{ion}^{(a)}(\mathbf{p}) = -i \frac{C_\psi [\mathbf{p} + \mathbf{A}(t')]^2}{(2\pi)^{3/2}} \sin(\vartheta) \phi(\mathbf{p}), \]  

(19)

with \( \mathbf{p}(t) = \mathbf{p} \), for bonding and antibonding molecular orbitals, respectively.

2. Modified saddle-point equations

Physically, if one employs the pre-factors \[13] and \[16], this means that one is not modifying the saddle-point equations \[11-16]. Therefore, the orbits along which the electron is moving in the continuum remain the same as in the single-center case. This approach is questionable in several ways. From the technical viewpoint, there is no guarantee that such pre-factors are slowly varying, as compared to the semiclassical action, especially for large internuclear distances \[11]. Furthermore, in general, they do not incorporate processes in which the electron leaves one center of the molecule and recombines with the other, which, physically, are expected to be present in molecular HHG \[11].

A slightly more sophisticated approach is to exponentilize the pre-factors obtained in the two-center case and incorporate the terms in \( \mathbf{p} \cdot \mathbf{R}/2 \) in the action. This procedure has been adopted in \[11\] and will be closely followed in this work. For the sake of simplicity, we will consider the modified prefactor

\[ d_{rec}^{(b)}(\mathbf{p}) = -\frac{2iC_\psi}{(2\pi)^{3/2}} \cos(\vartheta) \frac{\mathbf{R}}{2} \partial_{p_x} \phi(\mathbf{p}), \]  

(20)

for which the second term in Eq. (13) is absent. Eq. (20) is also very similar to the dipole matrix element in the velocity form, apart from the fact that, in the latter case, \( \partial_{p_x} \phi(\mathbf{p}) \) is replaced by \( \mathbf{p} \phi(\mathbf{p}) \) \[20\]. In the expression for the antibonding case, the cosine term in \[20\] should be replaced by \( \sin(\mathbf{p} \cdot \mathbf{R}/2) \).

This leads to the sum

\[ M = \sum_{j=1}^{2} \sum_{\nu=1}^{2} M_{j\nu}, \]  

(21)

of the transition amplitudes

\[ M_{j\nu} = \frac{C_\psi}{(2\pi)^{3/2}} \int_0^t dt' \int dt \int d^3 p \eta(\mathbf{p}, t, t') \]  

\times \exp[i S_{j\nu}(\mathbf{p}, \Omega, t, t')], \]  

(22)

with \( \eta(\mathbf{p}, t, t') = [\partial_{p_x} \phi(\mathbf{p}(t))]^* \partial_{p_x} \phi(\mathbf{p}(t')) \). The terms \( S_{j\nu} \) correspond to a modified action, which incorporates the structure of the molecule.
Explicitly, for the undressed length-gauge SFA,

\[ S_{jj} = S(p, \Omega, t, t') + (-1)^{j+1} \xi_1(R, t, t') \]  

and

\[ S_{j\nu} = S(p, \Omega, t, t') + (-1)^{\nu+1} \xi_2(R, t, t'), \quad \nu \neq j, \]

where \( \xi_1(R, t, t') = |A(t) - A(t')| \cdot R/2 \) and \( \xi_2(R, t, t') = p \cdot R + |A(t) + A(t')| \cdot R/2. \) Eq. (23) and (24) may be directly related to physical processes involving one or two centers in the molecule, respectively, as it will be discussed next.

For this purpose, we will solve the multiple integrals in (22) employing saddle-point methods. The conditions \( \partial_p S_{p\nu}(p, \Omega, t, t') = 0, \quad \partial_{\nu} S_{p\nu}(p, \Omega, t, t') = 0 \) and \( \partial_{t'} S_{p\nu}(p, \Omega, t, t') = 0 \) upon the derivative of the action yield saddle-point equations, which, as in the previous section, can be related to the orbits of an electron recombining with the molecule. Explicitly, for the modified action \( S_{jj}, \) [Eq. (23)], the saddle-point equations read

\[ \frac{[p + A(t')]^2}{2} = -I_p - E(t') \cdot R/2, \]

(25)

\[ \frac{[p + A(t)]^2}{2} = \Omega - I_p + E(t) \cdot R/2, \]

(26)

for \( j = 1, \) or

\[ \frac{[p + A(t')]^2}{2} = -I_p + E(t') \cdot R/2, \]

(27)

\[ \frac{[p + A(t)]^2}{2} = \Omega - I_p - E(t) \cdot R/2, \]

(28)

for \( j = 2. \) The saddle point equations (25) and (26) correspond to the tunnel ionization process from center \( C_1 \) and \( C_2, \) respectively. Curiously, both equations contain extra terms, if compared to equation (4) for the single-atom case. Such terms are dependent on the internuclear distance \( R \) and the external laser field \( E(t) \) at the time the electron is freed, and may be interpreted as potential-energy shifts in the barrier through which the electron tunnels out. Similar terms are also observed in Eqs. (26) and (28) for the energy conservation at the time the electron recombines, as compared to the single-atom expression (4).

The remaining saddle point equation is given by the same expression as in the single-atom case, i.e., Eq. (5), and means that, for \( M_{11} \) and \( M_{22}, \) the electron is ejected and returns to the same center. If on the other hand, we consider the modified action (24), this yields

\[ \int_{t'}^t |p + A(s)|ds \pm R = 0, \]

(29)

which, physically, mean that the electron is leaving from one center and recombining with the other. The negative and positive signs refer to the transition amplitudes \( M_{12} \) (center \( C_1 \) to center \( C_2 \)) and \( M_{21} \) (center \( C_2 \) to center \( C_1 \)), respectively. In the former case, the remaining saddle points are given by (26) and (28), i.e., the electron tunnels from \( C_1 \) and recombines with \( C_2, \) whereas in the latter case they are given by (27) and (25), which physically, expresses the fact that the electron is ejected at \( C_2 \) and recombines with \( C_1. \)

The energy shifts \( \pm E(\tau) \cdot R/2, \tau = t, t' \) in (25)-(28) are absent in the velocity gauge SFA [11], and in a modified length-gauge SFA, in which the electric field polarization is incorporated in the initial and final electronic bound states. In both cases, the action \( S_{jj}, \) associated to orbits involving only one center, is given by the single-atom expression (4), which leads to the saddle-point equations (4)-(6). The action \( S_{j\nu} \) related to two-center orbits reads

\[ \tilde{S}_{j\nu} = S(p, \Omega, t, t') + (-1)^{\nu+1} p \cdot R, \quad \nu \neq j. \]

The above-stated expression leads to the single-atom equations (4), (5) for tunneling and rescattering, together with the two-center return condition (20). The prefactors, however, are different in both cases. In the dressed modified length-gauge SFA, \( \eta^{(2)}(p, t, t') = \left[ \partial_{p\nu} \phi(p) \right]^{*} \partial_{p\nu} \phi(p), \) while in the velocity gauge \( \eta^{(2)}(p, t, t') = \left[ \partial_{p\nu} \phi(p) \right]^{*} \phi(p) \left[ p + A(t') \right]^{2}/2. \)

One should note that, within the specific model employed here, the physical process in which the electron moves directly from one center to the other, without reaching the continuum, is not being considered. Such a process leads to a strong set of harmonics in the low-energy range of the spectra. Since, however, we are focusing on the plateau harmonics, the contributions from this extremely short set of orbits are not of interest to the present discussion. For a detailed study of this case, see, e.g., [21, 22, 23].

3. Additional attosecond pulses

The role of the energy shifts observed in (25)-(28) is not well understood. A way of eliminating such terms is to modify the length-gauge SFA and include the influence of the laser field in the initial and final states. However, even without such modifications, it is possible to provide an additional pathway for the electron to reach the continuum, so that, at least in the context of tunneling ionization, these shifts can be avoided. For instance, if the electron is ejected by a high-frequency photon, it does not have to tunnel through potential barriers with energy shifts whose physical meaning is not clear. Such a pathway can be provided by a time-delayed attosecond-pulse train \( E_0(t) \) superposed to a strong, near infra-red field \( E_l(t) = E_0 \sin \omega t E_2. \) Indeed, it has been recently shown that such pulses can be used to control the electron ejection in the continuum, and thus high-harmonic generation and above-threshold ionization [21, 22, 23].

In [22, 24], we employed such a scheme to control quantum-interference effects for high-harmonic genera-
tion and above-threshold ionization for the single-atom case, within the SFA framework. Our previous findings suggest that the probability of the electron reaching the continuum, in case it is ejected by the attosecond pulses, is roughly the same for all sets of orbits. Indeed, it appears that the sole, or at least main factor determining the intensities in the spectra is the excursion time of the electron in the continuum. In the specific case studied in [24], there was a set of very short orbits, which led to particularly strong harmonics. Therefore, an attosecond pulse train superposed to a strong laser field is an ideal setup to avoid any artifacts due to modified tunneling conditions.

In [23], we have approximated the attosecond pulse train by a sum of Dirac-Delta functions in the time domain. This yields

$$E_h(t) = E_h \sum_{n=0}^{\infty} \frac{(-1)^n}{\sigma(t)} \delta(t - n\pi/\omega - t_d) \epsilon_x,$$

where $\omega$, $E_h$, and $\sigma(t)$ denote the laser field frequency, the attosecond-pulse strength and the train temporal envelope, respectively. This approximation is the limiting case for a train composed of an infinite set of harmonics, and has the main advantage of allowing an analytic treatment of the transition amplitudes involved up to at most one numerical integration. Furthermore, it is a reasonable asymptotic limit for pulses composed by a large high-harmonic set. We consider here $\sigma = const$, which, physically, corresponds to an infinitely long attosecond-pulse train. Clearly, the total field is given by $E(t) = E_l(t) + E_h(t)$.

We will now assume that the attosecond pulses are the only cause of ionization and that the subsequent propagation of the electron in the continuum is determined only by the monochromatic field. Hence, $E(t') \approx E_h(t')$ and $A(t) \approx A_h(t)$ in Eqs. (1) and (22). This eliminates the integral over the ionization time in the transition amplitudes. Hence, the values for which the single atom-action $S(t, t', \Omega, k)$, or the modified action $S_{J\nu}$ is stationary must be determined only with respect to the variables $t$ and $p$. Physically this means that the recombination and return conditions remain the same, with regard to the purely monochromatic case, but that there is no longer a saddle-point equation constraining the initial electron momentum. In fact, the electron is being ejected in the continuum with any of the energies $N\omega - I_p$, since all harmonics composing the train are equivalent. For the other extreme limit, namely a high-frequency monochromatic wave, we refer to [24], where we provide a detailed discussion within the SFA.

Explicitly, if the action is not modified, these assumptions lead to the transition amplitude

$$M_n^{(D)} = \frac{i\pi C_\omega E_h}{\sigma(2\pi)^{3/2}} \sum_{n=0}^{\infty} (-1)^n \int_{-\infty}^{+\infty} dt \int d^3p \exp[iS(p, \Omega, t, t')] \times d^*_{\text{rec}}(\tilde{p}(t)) d_{\text{ion}}(\tilde{p}(t')).$$

In case one considers the transition amplitudes (22), this yields

$$M_{J\nu} = \frac{i\pi C_\omega E_h}{\sigma(2\pi)^{3/2}} \sum_{n=0}^{\infty} (-1)^n \int_{-\infty}^{+\infty} dt \int d^3p \exp[iS_{J\nu}(p, \Omega, t, t')] \times \exp[iS_{J\nu}(p, \Omega, t, t')]$$

which will give the return times $t$. If, on the other hand, these equations are modified, it is possible to distinguish four main scenarios. Specifically, for the processes in which the electron leaves and returns to the same center, the saddle-point equations differ from (35) only in a shift $I_p \rightarrow I_p \pm E_l(t) \cdot R/2$. The negative and positive signs correspond to $M_{11}$ and $M_{22}$, respectively. For the scenarios involving two centers, the saddle-point equations read

$$\sin \omega t - (-1)^{n+1} \sin \omega t_d + \frac{R \omega}{2U_p}$$

$$= [\omega(t - t_d) - n\pi] \left( \cos \omega t \mp \sqrt{\Omega + I_p/2U_p} \right),$$

with $I_p = I_p + \epsilon E_l(t) \cdot R/2$. The case $\epsilon = -1$ and $\epsilon = +1$ corresponds to $M_{12}$ and $M_{21}$, respectively.

III. HARMONIC SPECTRA

We will now present high-harmonic spectra, in the presence and absence of the attosecond pulses. We restrict the electron ionization times to the first half cycle of the driving field. We also consider the six shortest pairs of orbits for the returning electron. Due to wave-packet spreading, the contributions from the remaining pairs are negligible [35]. For simplicity, we employ a bonding combination of 1s states, for which

$$\phi(\tilde{p}) \sim \frac{1}{|\tilde{p}^2 + 2I_p|^2},$$

and assume that the molecule is aligned parallel to the laser-field polarization, so that $R_x = R$.

A. Prefactors

We will commence by considering the single-center action (2) and the prefactors discussed in the previous sec-
tween the maxima caused by each term will be bounded, the ratio between the maxima and minima away from the double-slit condition is also on the harmonic energy. For instance, specifically for 1s states, $R_c \sim 4\hat{p}_x \sec \theta / (\hat{p}_x^2 + 2I_p)$. Above the ionization threshold, according to Eq. (4), $R_c \sim 2\hat{p}_x \sec \theta / \Omega$. Hence, one expects the linear term to be more prominent as the harmonic energy increases, leading to clearer, though incorrect, patterns. In order to avoid such problems, we will employ the prefactor (20) throughout.

In Fig. 2 we compare spectra computed using either the pre-factor (20) or modified saddle-point equations. Both spectra are very similar, with maxima and minima at harmonic frequencies $\Omega = I_p + n^2 \pi^2 / (2R_c^2)$, as expected from the double-slit condition. This similarity holds not only for the gross features, but, additionally, for the substructure caused by other types of quantum interference. Close to the minima, however, the yield from the linear term will prevail. For $\zeta > 1$, however, one expects that the linear term in $R$ will prevail. Hence, the critical value for the internuclear distance is $R_c = 2|sec \theta \partial_{\hat{p}} \phi(\hat{p}) / \phi(\hat{p})|$. This expression depends on the bound states with which the electron recombines, and also on the harmonic energy. For instance, specifically for 1s states, $R_c \sim 4\hat{p}_x \sec \theta / (\hat{p}_x^2 + 2I_p)$.

A rough estimate of the influence of each term in (15) on the spectra agrees with Fig. 1. Since the trigonometric functions in (15) are bounded, the ratio between the maxima caused by each term will be $\zeta = R|\cos \theta \phi(\hat{p}) / (2\partial_{\hat{p}_x} \phi(\hat{p}))|$, where $\theta$ is the alignment angle and $\phi(\hat{p})$ is given by Eq. (14). If $\zeta \simeq 1$, the maxima will possess the same order of magnitude and there will be no noticeable modulation, while if $\zeta < 1$ the double-slit physical picture may still be reproduced. For $\zeta > 1$, however, one expects that the linear term in $R$ will prevail. Hence, the critical value for the internuclear distance is $R_c = 2|sec \theta \partial_{\hat{p}} \phi(\hat{p}) / \phi(\hat{p})|$. This expression depends on the bound states with which the electron recombines, and also on the harmonic energy. For instance, specifically for 1s states, $R_c \sim 4\hat{p}_x \sec \theta / (\hat{p}_x^2 + 2I_p)$.

A rough estimate of the influence of each term in (15) on the spectra agrees with Fig. 1. Since the trigonometric functions in (15) are bounded, the ratio between the maxima caused by each term will be $\zeta = R|\cos \theta \phi(\hat{p}) / (2\partial_{\hat{p}_x} \phi(\hat{p}))|$, where $\theta$ is the alignment angle and $\phi(\hat{p})$ is given by Eq. (14). If $\zeta \simeq 1$, the maxima will possess the same order of magnitude and there will be no noticeable modulation, while if $\zeta < 1$ the double-slit physical picture may still be reproduced. For $\zeta > 1$, however, one expects that the linear term in $R$ will prevail. Hence, the critical value for the internuclear distance is $R_c = 2|sec \theta \partial_{\hat{p}} \phi(\hat{p}) / \phi(\hat{p})|$. This expression depends on the bound states with which the electron recombines, and also on the harmonic energy. For instance, specifically for 1s states, $R_c \sim 4\hat{p}_x \sec \theta / (\hat{p}_x^2 + 2I_p)$.
B. Interference effects

In order, however, to identify which sets of orbits cause the dips and the maxima, we will analyze the interference between their individual contributions. Such results are shown in Fig. 3. In the upper panels, we present the spectra computed from topologically similar sets of orbits, i.e., from processes involving only one, or two centers [panel 3(a)]. In this case, the main interference patterns are absent. This strongly suggests that they are due to the quantum interference of topologically different sets of orbits: the orbits along which an electron leaves and returns to the same center, and those along which it reaches the continuum at one center and recombines with the other. Physically, this could be attributed to the fact that, in this case, there would be an appreciable phase difference between the two sets of orbits, since the latter are much longer than the former. This phase difference would cause the overall modulation.

Hence, there are two remaining possibilities. Concretely, the modulation can be due to the quantum interference either between processes in which the electron leaves from different centers and recombines with the same center (i.e., between the orbits which start at \( C_j \) and end at \( C_j' \), with \( \nu \neq j \), and those starting and ending at \( C_i \), and \( j = 1, 2 \), or between those in which an electron starts at the same center and recombines with different centers (i.e., the electron is ejected at \( C_j \) and recombines at \( C_\nu \), \( \nu \neq j \), or it is freed and recombines at \( C_j \), with \( j = 1, 2 \)). In panel 3(b), we consider the former processes, whereas in panel 3(c) we depict the latter. Interestingly, only in case the electron leaves from the same center, the interference patterns are present. Furthermore, there is a difference in roughly four orders of magnitude between the two types of contributions. Such a difference is absent in the other cases. Additionally, the full contributions to the yield are practically indistinguishable from the transition probability \(|M_{21} + M_{22}|^2\), from the orbits starting at \( C_2 \).

In order to understand this better, one must have a closer look at the individual contributions from different sets of orbits, and, in particular their orders of magnitude. Such contributions, depicted in Panels (a) and (b) of Fig. 4, show that the transition probabilities \(|M_{22}|^2\) and \(|M_{21}|^2\), which correspond to the orbits starting from the center \( C_2 \), are roughly four orders of magnitude larger than \(|M_{12}|^2\) and \(|M_{11}|^2\), i.e., than those from the orbits starting at \( C_1 \). Therefore, it is not surprising that the yield is dominated by \(|M_{21} + M_{22}|^2\) in the previous figure. Furthermore, these results exhibit no maxima and minima. Hence, they support the assumption that such features are due to the interference of different types of orbits. Finally, the contributions from orbits starting at the same center possess the same order of magnitude. This suggests that tunneling ionization is the main mechanism determining the relevance of a particular type of orbits to the spectra, and that are local differences in the barrier through which the electron must tunnel, depending on the center it starts from.

An inspection of the imaginary parts \(\text{Im}[t']\) of the start times provides additional insight into this problem. Due to the fact that tunneling ionization is a process which has no classical counterpart, this quantity is always non-vanishing, even if the energy range in question is lower than the maximal harmonic energy. The larger \(\text{Im}[t']\) is, the less probable it will be that tunneling ionization takes place. Such an interpretation has been successfully employed in [36] in order to determine the dominant pairs of orbits, in the context of nonsequential double ionization with few-cycle laser pulses, and will be also considered in this work. For that purpose, we will take the shortest
pairs of orbits utilized in the computation of the transition probabilities in Fig. 4 and, for each case, display \( \text{Im}[t'] \). These are the dominant pairs of orbits. The longer pairs have a less significant influence on the spectra, due to the spreading of the electronic wave packet [35].

Such results are depicted in Fig. 5. Clearly, \( \text{Im}[t'] \) is around four times larger for the orbits starting from the center \( C_1 \), as compared to those starting from \( C_2 \). This means that, in order to reach the continuum, the electron must overcome a larger barrier if it comes from \( C_1 \). Since, roughly speaking, the ionization probability per unit time decreases exponentially with \( \text{Im}[t'] \), one expects the contributions from the orbits starting from \( C_1 \) to be around four orders of magnitude smaller than those from the orbits starting at \( C_2 \). An inspection of Fig. 5 shows that this is indeed the case.

The above-stated effect could, however, be an artifact of the strong-field approximation in the length gauge. Indeed, the terms \( \pm \mathbf{E}(t') \cdot \mathbf{R} \) in the saddle-point equations \([25]\) and \([27]\) can be interpreted as potential energy shifts, due to the fact that the electron is displaced from the origin \([11, 17]\). Such terms increase or sink the potential barrier for \( C_1 \) or \( C_2 \), respectively, and, consequently, change the orders of magnitude in the contributions starting from different centers. Even though, as a whole, the results match those obtained by other means, their physical interpretation is controversial.

One may, however, avoid this problem by providing an additional pathway for the electron to reach the continuum. For that purpose, we shall superpose a time-delayed attosecond pulse train to the strong laser field, employing the model discussed in Sec. [11, 13] and in our previous work \([23, 24]\). The maximal harmonic energies for this specific model are strongly dependent on the time delay \( \tau_d \) between the attosecond-pulse train the infra-red field, extending from the ionization potential, for \( \phi = 0.75 \pi \) to \( I_p + 1.8 U_p \), for \( \phi = \pi \). Furthermore, there exist many intermediate delays, for which a double plateau is present. This substructure may be detrimental to the identification and physical interpretation of the interference patterns. In order to avoid such problems, we will consider here vanishing time delay, i.e., \( \phi = 0 \).

In Fig. 6, we depict the spectra obtained for a diatomic molecule subjected to such a field, assuming either a two-center prefactor and the single-center saddle-point equation \([35]\), or the modified saddle point equations \([36]\).
FIG. 6: (Color Online) High-harmonic spectra for a molecule aligned parallel to the laser-field polarization, and internuclear distance $R = 3.5$ a.u, for an attosecond pulse train superposed to a strong, near-infrared field, and exhibiting vanishing time-delay ($\phi = 0$) with respect to it. We consider a bonding combination of $1s$ atomic orbitals, and take the intensity of the attosecond-pulse train to be $I_h = I_l / 10$. The remaining parameters are the same as in the previous figures. Panel (a): spectra computed employing the modified version of the two-center prefactors in the length form [Eq. (20)] and single-atom saddle-point equations, compared to that obtained using modified saddle-point equations. Panel (b): Contributions from individual scattering scenarios, i.e., from $|M_{j\nu}|_2^2$ with $j = 1, 2$ and $\nu = 1, 2$. The interference minima are indicated by arrows in the figure.

[Fig. 6(a)]. Both computations exhibit a minimum near the harmonic frequency $\Omega = 71\omega$, in agreement with Eq. (17). If only the contributions $|M_{j\nu}|^2$ from the individual scattering scenarios are taken, such a minimum is absent [Fig. 6(b)]. Therefore, it is due to interference effects between different sets of orbits. One should note that, in contrast to the purely monochromatic case, all contributions exhibit the same order of magnitude. This is due to the fact that, if the attosecond pulses are present, the electron is being ejected in the continuum with roughly the same probability, regardless of the center it left from.

The precise role of the various recombination scenarios is illustrated in Fig. 7. For clarity, we concentrate on the plateau region around the interference minimum. The main difference observed, with regard to the purely monochromatic case, is that the overall shape of the spectrum, and consequently its minimum, is due to the collective interference of several types of orbits. This is in contrast to the previous results, for which they were caused by the processes starting at a center $C_j$ and ending at different centers, i.e., $|M_{j\nu} + M_{j\nu}|^2$, with $\nu \neq j$ and $\nu, j = (1, 2)$. Indeed, a modulation is even present for the probability $|M_{11} + M_{22}|^2$ involving only one-center scenarios. This is shown in Fig. 7(a), and contradicts the previously made assumption that such features are due to the interference between topologically different sets of orbits. In fact, it seems that the absence of overall maxima and minima for the one-center contributions, in the purely monochromatic case [Fig. 3(a)], is due to the different orders of magnitude for $M_{11}$ and $M_{22}$ [c.f. Fig. 4(a)].

Furthermore, one needs several different processes in order to obtain the correct position of the minimum. For instance, in Fig. 7(a), the overall spectrum closely follows $|M_{11} + M_{22}|^2$ in the low-energy region. In the vicinity of the minimum and for higher energies, however, it follows neither such contributions nor $|M_{12} + M_{21}|^2$, from two-center processes. In Fig. 7(b), where we display the

FIG. 7: (Color Online) Contributions to the high-harmonic yield from the quantum interference between different types of orbits, for the same field and molecular parameters as in Fig. 7. Panel (a): Contributions from topologically similar scattering scenarios, i.e., contributions from $|M_{11} + M_{22}|^2$ and $|M_{12} + M_{21}|^2$. Panel (b): Contributions from orbits starting at the same center. Panel (c): Contributions from orbits ending at the same center. For comparison, the overall spectra are displayed as the blue symbols in the figure. The interference minimum is indicated by the vertical lines near $\Omega = 71\omega$. 

...
contributions $|M_{ij} + M_{ji}|^2$, with $\nu \neq j$ and $\nu, j = (1, 2)$, from the orbits starting from the same center, the spectrum closely follows $|M_{21} + M_{22}|^2$ before the minimum, and $|M_{11} + M_{12}|^2$ after the minimum.

The remaining panel [Fig. 4(c)] depicts the contributions from $|M_{\nu \rho} + M_{\rho \nu}|^2$, with $\nu \neq \rho$ and $\nu, \rho = (1, 2)$, which give the orbits finishing at the same center. In this case, the interference minimum is absent. This is a strong evidence that the relevant condition for the presence of such features is that the orbits taken into account end at different centers, instead of being topologically different (which is the case for both Fig. 7(b) and Fig. 7(c)). Therefore, these results agree with the double-slit picture, which has been put across in [18].

The additional attosecond pulses have the advantage of not introducing changes in the standard length-gauge SFA formulation. They modify, however, the physics of the problem, since they provide a different mechanism for the electron to reach the continuum. Clearly, there is also the possibility of eliminating the spurious potential features can be attributed to the fact that the condition $|O\rangle$ from the orbits starting from the same center, the spectrum closely follows $|M_{21} + M_{22}|^2$ before the minimum, and $|M_{11} + M_{12}|^2$ after the minimum.

An upper bound for $\Omega$ can be estimated as follows. At the electron return times, the vector potential is roughly $A(t) \approx 2\sqrt{U_\rho(x)}$, This yields, for the parameters in Fig. 8 $\Omega \approx 121\omega$, which is slightly larger than the minimum encountered.

A breakdown of the interference patterns also occurs in the velocity gauge, for the very same reasons. Indeed, the interference condition for the SFA in the velocity gauge and for the field-dressed SFA in the length gauge are identical. This is a direct consequence of the fact that field-free initial and final electron states in the velocity gauge are gauge-equivalent to the field-dressed states considered in this paper. This gauge equivalence will lead to identical recombination form factors $d_{\text{rec}}(p) = \langle p \mid \mathcal{O}_{\text{rec}} \mid \psi_0 \rangle$. Since the interference conditions are mainly determined by $d_{\text{rec}}(p)$, they will be the same. Hence, the harmonic orders for which the maxima and minima occur are given by Eq. (38), and therefore are unrealistically high. The discrepancies between both yields stem from the form factors $d_{\text{on}}(p) = \langle p \mid H_{\text{int}}(t') \mid \psi_0 \rangle$, which are gauge-dependent.

One may, however, consider field-dressed states in the velocity gauge, which are gauge-equivalent to field-free states in the length gauge. This is achieved by applying the transformation $\chi_{\text{on}} = \exp[iA(t) \cdot \mathbf{r}]$ in the initial and final length-gauge electronic bound states. This leads to a shift $\mathbf{p} \rightarrow \mathbf{p} + A(t)$ on a momentum eigenstate $|\psi_0\rangle$, which is exactly the opposite shift induced in the field-dressed length-gauge SFA. This shift has the main consequence that the interference condition (17) now holds for $\tilde{\mathbf{p}} = \mathbf{p} + A(t)$, even in the velocity gauge. The results

![FIG. 8: (Color Online) High-order harmonic spectra for the same field and molecular parameters as in Fig. 2, but computed with the field-dressed modified length-gauge formulation of the strong-field approximation [Panel (a)], compared to its field-undressed velocity-gauge counterpart [Panel (b)]. The arrows in the figure indicate the harmonic order for which a minimum is observed, and the vertical line marks the rough estimate for such a minimum. The solid and dotted lines correspond to the prefactor (19) and to the situation for which $\cos \mathbf{p} \cdot \mathbf{R}/2$ has been set to one, respectively.](image-url)
obtained employing such dressed states in the velocity-gauge SFA, depicted in Fig. 9, are indeed very similar to those obtained using its field undressed, length-gauge formulation of the strong-field approximation. In order to facilitate the comparison, the undressed length-gauge version of the SFA is provided, and the velocity-gauge yield has been normalized in approximately 2 orders of magnitude, to match the length-gauge results. In both cases, for simplicity, the modified prefactor (18) has been employed, instead of modified saddle-point equations.

One should note, however, that the transformation $\tilde{p} \rightarrow p$ introduces the same additional potential energy shifts in the modified action as in the undressed length-gauge case. Thus, the price one pays for recovering the correct interference conditions is the loss of a direct connection to simple classical models.

**IV. CONCLUSIONS**

The present results support the viewpoint that the maxima and minima in the high-order harmonic spectra of diatomic molecules are due to the interference of electron orbits finishing at different centers in the molecule. This seems to hold regardless of whether the electron has been released in one center at the molecule and recombines with a different center, or whether it is ejected and returns to the same center. Such conclusions have been reached by employing modified saddle-point equations, within the strong-field approximation. These modifications lead to orbits involving different centers, and are a slightly more refined approach than the standard procedure of considering single-center saddle-point equations and modified prefactors.

In this framework, we considered that the electron has been ejected by tunneling ionization and by an additional attosecond-pulse train, and compared the similarities and differences from both physical situations. In the former case, depending from which center the electron is leaving, it must overcome unequal potential barriers to reach the continuum, whereas in the latter case it is ejected with roughly equal probability. Especially in the purely monochromatic case, we observed that the contributions from orbits starting at one of the centers, namely $C_2$, were much larger than those from $C_1$, due to a narrower potential barrier. In particular, there exist potential-energy shifts which are proportional to the electric field at the ionization time and the internuclear distance, which cause such differences. It is however noteworthy that the electron excursion times have been confined to the first half-cycle of the laser field. If the other half-cycle had been taken, the potential barrier would reverse and the contributions starting from $C_1$ would be more prominent.

The above-mentioned potential-energy shifts, however, do not possess a clear-cut physical interpretation. In fact, they are only present in the standard length-gauge formulation of the strong-field approximation, i.e., if field-free bound states are taken when the electron is ejected and recombines, and are the source of several problems. For instance, they reflect the fact that the SFA is translation-dependent. Moreover, due to their existence, it is difficult to establish an immediate connection between this approach and the classical equations of motion of an electron in the laser field.

On the other hand, it seems that such shifts are necessary in order to obtain the correct energy position of the maxima and minima in the HHG spectra. In fact, an improved formulation of the SFA, in which the influence of the laser field is included in the electron bound states, restores its translation invariance, provides an unproblematic classical limit [17], but yields incorrect energy positions for the interference patterns. This discrepancy is related to the fact that the field dressing alters the double-slit interference conditions [17]. A similar absence of interference features has been reported very recently in Ref. [38], for HHG computations using a field-dressed version of the SFA in the length gauge.

Finally, when employing different gauges, from our results it is clear that the dressing of the initial and the final states plays a far more important role than the different interaction Hamiltonians $H_{\text{int}}(\hat{r}')$. If the dressing is applied consistently so that the the electronic bound states are gauge-equivalent, the interference patterns will remain the same. This is due to the fact that the interference condition [17] will then remain invariant. For instance, the spectra obtained in the velocity-gauge SFA with undressed states are very similar to those computed in the length gauge with field dressed states. The same holds for the undressed length-gauge, and the dressed velocity-gauge SFA spectra. In the two former cases, there is a breakdown of the interference patterns, as com-
pared to the field-undressed length gauge SFA. However, such patterns can be restored in the velocity gauge, by dressing the electronic bound states appropriately.
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