Optimization of Adaptive Genetic Algorithm Parameters in Traveling Salesman Problem
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ABSTRACT
The TSP problem is where a seller visits multiple destinations simultaneously, and they are only allowed to visit once. This TSP aims to shorten the shortest distance, thereby minimizing time and cost. There are various methods to solve the TSP problem, including greedy algorithm, brute force algorithm, hill-climbing method, ant algorithm, and genetic algorithm. Each process in a genetic algorithm is affected by several parameters, including population size, maximum generation, crossover rate, and mutation rate. The purpose of this study is the application of genetic algorithms to the traveling salesman problem, calculating the ultimate effect of generation, chromosome number, crossover rate, and mutation rate on the optimal genetic algorithm, to how the effects of adaptive genetic algorithm parameters on genetic algorithm results. Based on the results obtained from research and testing, the four parameters of the genetic algorithm are positively correlated with fitness results while negatively correlated with execution time performance, where each adaptive parameter applied provides more optimal fitness results than static parameters. The four adaptive parameters are used together to give optimal results, both fitness which reaches 1.0%, and time reaches 38.7%.
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INTRODUCTION
The TSP problem is where a seller visits multiple destinations simultaneously and is only allowed to visit once. This TSP aims to shorten the shortest distance, minimizing time and cost. TSP is a classic problem that occurs frequently, but its solution requires complex algorithms, mainly when many places are visited. For routes with less space, you can use a brute force algorithm. But when the points reach 20, the number of combinations of the Hamiltonian circuit is 6*10^16 (Nam & Maslov, 2019). A Hamiltonian cycle is a circuit that traverses each vertex in the graph only once, except for the start and end points, which are traversed twice (Utomo, 2017). In TSP, a bidirectional graph holds, where the distance between A and B is not the same as the distance between B and A. Any vertex can go to any other vertex and can pass the same edge twice. This is in contrast to an Euler circuit, which is a circuit that traverses each edge of a graph only once, even if it crosses a vertex more than once (Huang, Xu, & Zhang, 2020). The absence of standard rules in setting the value of these parameters becomes a difficulty in the use of evolutionary algorithms to solve problems (Muzid, 2020).

TSP is one of the fundamental combinatorial optimization problems. TSP has many applications in operational research (Zhang, Tong, Xu, & Lin, 2016). Genetic algorithms (GA) use natural selection, a process known as evolution (Ginantra & Anandita, 2019). In any evolutionary process, individuals or genes in chromosomes are constantly being altered to suit their environment. The main steps of the algorithm are the selection, crossover, and mutation process of each generation. GA is often combined with other methods for more optimal results, such as Dynamic Artificial Chromosomes (Mursalin, Purwanto, & Soeleman, 2021), Simulated Annealing (Amine, 2019), Partially Mapped Crossover (Hardi, Zarlis, Effendi, & Lyida, 2020), and Shared Neighbors (Cao, Chen, & Wang, 2022). A genetic algorithm is a solution method that can be classified as a heuristic. Heuristics are approximate or probabilistic algorithms for the solution you are trying to find (Gamrath, Berthold, Heinz, & Winkler, 2019). The final result of a genetic algorithm is a collection of solutions represented in the form of chromosomes. As a final solution, use one of the most evolved chromosomes with the highest fitness. The answer in a genetic algorithm is not always the same in every experiment because the actions at each step are random.

Each process in a genetic algorithm is affected by several parameters, including population size, maximum generation, crossover rate, and mutation rate (Villalba Matamoros & Kumral, 2019). In each generation, chromosomes undergo evolution to achieve optimal outcomes. The magnitude of change is determined by
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predetermined probability parameters, namely the crossover and mutation rates. Selecting the size of each parameter affects the performance of the genetic algorithm, including execution time and memory consumption. With GA, optimal fitness does not have to be at the end of a generation. Fast and accurate output is significant in TSP problems to derive the desired route based on selected points in real-time. Therefore, it is necessary to determine each parameter to achieve the best results correctly.

This research is urgent to solve the TSP problem, where there are no standard rules in determining genetic algorithm parameters such as population size, number of generations, crossover rate, and mutation rate. The genetic algorithm parameters that affect the performance of the genetic algorithm in this study are execution time and memory usage. The application of GA in TSP optimization prioritizes the accuracy of the results and the search time. So that if this research is not carried out properly, TSP problems will still experience deficiencies in the accuracy of results and search time. Their implementation will affect companies implementing CSR, such as waste of resources, financial losses, and other operational risks. The purpose of this study is the application of GA to the traveling salesman problem, calculating the maximum effect of generation, chromosome number, crossover rate, and mutation rate on the optimal genetic algorithm, to how the effects of adaptive genetic algorithm parameters on genetic algorithm results.

2. LITERATURE REVIEW

The Traveling Salesman Problem (TSP) belongs to the class of hard NP (non-deterministic polynomial-time) and usually uses heuristics to find a solution (Srinivasan, Satyajit, Behera, & Panigrahi, 2018). The main issue in the TSP case is how the seller can design his itinerary to visit multiple cities, where the distance from one city to another is known to reach a minimum total distance, and the seller can only visit that city once. There are various methods to solve the TSP problem, including the greedy algorithm (Wu & Fu, 2020), brute force algorithm (Violina, 2021), hill-climbing method (Fronita, Gernowo, & Gunawan, 2018), ant algorithm (Chen, Tan, Qian, & Chen, 2018), and genetic algorithm. The problem faced in TSP is how to find the minimum total distance. Solving this problem is not easy because in TSP, there is a search space for a set of permutations of several cities, so TSP is known as a non-Polynomial problem. A simple description of the TSP problem is shown in Figure 1. Each city in Figure 2.1 has coordinates (x, y) so that the distance between the two cities can be determined using this formula.

The distance formula is given by:

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \]  

After the distance of each city is known, it will look for the path of the path with the minimum distance that will be passed to return to the initial city again.

![Fig. 1 Position of Cities to be Passed](image)

Genetic algorithm, as a branch of evolutionary algorithm, is a method for solving value search in optimization problems, namely nonlinear problems (Slowik & Kwasnicka, 2020). The history of GA was first proposed by John Holland of the University of Michigan in New York, the USA, in the early 1970s. The genetic algorithm differs from traditional convergence techniques in that it is more deterministic (Wang, Lang, & Mao, 2021). GA applies the mechanisms of natural selection and genetics, so the terms in GA correspond to the terms of natural selection and reproduction.
Adaptive Population Size (PS) is done by reducing the number of chromosomes in each generation until it reaches a certain number of Population Sizes called MPS (Minimum of Population Size). The PS value will reach its minimum when it reaches the last generation. Determine the PS at a certain age by using the following formula.

\[ nPS = MPS + \left( \frac{G - nG}{G} \right) \times (PS - MPS) \]  

(2)

Where \( nPS \) is the population size in the \( n \)th generation, MPS is the minimum of population size, \( G \) is the generation parameter, \( nG \) is the \( n \)-th generation. Reducing the population size is done by eliminating the chromosomes with the smallest fitness (longest distance traveled).

The Adaptive Crossover Rate value will be adjusted dynamically using the Decreasing of High Crossover (DHC) method (Hasannat: 2019). The DHC method can be formulated as follows.

\[ CR = 1 - \left( \frac{LG}{Gn} \right) \text{ where } G = [1, 2, 3, \ldots, Gn] \]  

(3)

Where \( CR \) is the crossover rate, \( Gn \) is the total generation value. \( LG \) is a generation level number (current generation). In this case, based on Figure 2 and Figure 3, the writer limits the minimum \( CR \) with the following formula.

\[ CR = 1 - \left( \frac{LG}{Gn} \right) \times (1 - \text{minCR}) \]  

(4)

Where \( \text{minCR} \) is the minimum of crossover rate. The \( \text{minCR} \) value used in the study was 20 percent.

The Adaptive Mutation Rate value will be adjusted dynamically using the Increasing of Low Mutation (ILM) method. ILM method can be formulated as follows.
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\[
MR = \frac{LG}{Gn} \text{ where } G = [1, 2, 3, \ldots, Gn]
\]

Where \( MR \) is the mutation rate, \( Gn \) is the total generation value. \( LG \) is a generation level number (current generation). In this case, based on Figure 2 and Figure 3 where the performance is lacking for mutations and stability has been achieved when the MR is 30%, the authors limit the maximum MR with the following formula.

\[
MR = \frac{LG}{Gn} \times maxMR
\]

Where \( maxMR \) is the maximum Mutation Rate. The \( maxMR \) value used in the study was 50 percent.

**METHOD**

During the literature phase, researchers examine scientific information and knowledge, including research related to ongoing research. Researchers obtain study data from various sources, including the Internet, during the data collection phase. In this study, the number of points or locations used was 15 points. They use the Google Map API to calculate the distance of each end using a case study of the area of schools in Denpasar City. During the method analysis phase, the researchers used multiple methods for each stage of the genetic algorithm. The processes used are the input parameters of the genetic algorithm, the selection process, and the transition to mutation process. In the system testing stage, the researchers tested the system in three phases: algorithm testing, algorithm parameter testing, Pearson correlation testing, and adaptive parameter testing. Conclusions are drawn by analyzing the results of system tests. By testing the algorithm's parameters, the author can determine the optimal parameter range of the genetic algorithm in the case of the traveling salesman problem. The Pearson correlation test produces a number showing how much the input variables affect the algorithm's output. The research flowchart can be seen in Figure 2.

**RESULT**

**Genetic Algorithm Parameter Testing**

This test is done by changing the value of each parameter of the genetic algorithm, namely Generation (G), Population Size (PS), Crossover Rate (CR), and Mutation Rate (MR) to find the shortest distance solution from the TSP case with 15 points. The test results of these parameters will be correlated with Fitness (shortest distance) and Performance (execution time).
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**Test Grouping**

This test is grouped into 4 groups with 200 tests each as follows. Generation test tests AG with random $G$ values between 1 to 1000 and PS (100), CR (90%), MR (3%). Population Size Test, tested AG with PS values randomly between 2 and 100 and $G$ values (1000), CR (90%), MR (3%). The minimum PS value is set to 2 because the crossover process requires at least 2 parent chromosomes. Crossover Rate Test, testing AG with CR values randomly between 0 to 100 percent and $G$ values (1000), PS (100), MR (3%). Mutation Rate Test, tests AG with MR values randomly between 0 to 100 percent and $G$ values (1000), PS (100). CR (90%).

**Test result**

Based on the 4 test groups, the influence of parameters on fitness and performance was obtained as follows. Figure 2 illustrates the relationship between the four AG parameters on AG performance. Version (execution time) uses a range of 0-1, where 0 is the lowest performance (longest execution time), and 1 is the highest performance (fastest execution time). The AG parameter uses a range of 0 to 100 where 0 is the smallest parameter and 100 is the most significant parameter. Based on Figure 3, information is obtained that the larger the AG parameter, the lower the AG’s performance or, the longer the execution time. The correlation of each parameter to performance (execution time) is as follows, where Population Size is negatively correlated with performance with a correlation of 0.996 (high). Generation is negatively correlated with performance with a correlation of 0.992 (high). Mutation Rate is negatively correlated with execution with a correlation of 0.767 (high enough). Crossover Rate is negatively correlated with performance with a correlation of 0.975 (high).

![Static Parameters Towards Performance](image1)

**Fig. 3 Comparison Graph of AG Parameters Value Towards Performance**

![Static Parameters Towards Fitness](image2)

**Fig. 4 Comparison Graph of AG Parameters Value Towards Fitness**

Figure 4 illustrates the relationship between the four AG parameters on fitness (shortest distance). Fitness uses a range of 0-1, where 0 is the lowest fitness (longest distance), and 1 is the highest fitness (shortest distance). The AG parameter uses a range of 0 to 100 where 0 is the smallest parameter, and 100 is the largest parameter. Based on

* Corresponding author
Figure 3, information is obtained that the greater the AG parameter, the better the AG fitness or, the shorter the distance. The correlation of each parameter to fitness is as follows. Population size positively correlates with fitness with a correlation of 0.783 (high enough). Generation is positively correlated with fitness with a correlation of 0.385 (low). Mutation Rate is positively associated with fitness with a correlation of 0.671 (high enough). Crossover Rate is positively associated with fitness with a correlation of 0.522 (relatively low).

Adaptive Parameter Test Basis

The graph of the test results will be used as a reference for the next test, both the size of the parameter and the adaptive method used. These results can be described as follows. Parameter generation and population size achieve the highest performance if the value is getting bigger. The initial for these two parameters uses the highest value from the experiment, which is 1000 for generation and 100 for population size. The crossover rate parameter is relatively stable when tested for numbers 0 to 100 in terms of performance, and the fitness stability is at 50 and above. These results indicate that crossover can be used with large values. The mutation rate parameter produces a small performance, both from 0-100. But MR has reached a stable fitness when using values at 30 and above. These results show that mutations can be used with small weights.

Adaptive Parameter Test

The second test is done by changing the genetic algorithm process's parameter values in each generation. Change the parameter value of each parameter of the genetic algorithm, namely Generation (G), Population Size (PS), Crossover Rate (CR), and Mutation Rate (MR), by increasing the maximum until a value or reducing the minimum until value.

Adaptive Parameter Method

Adaptive Test Results

This test is divided into six groups: normal AG, adaptive generation, adaptive population size, adaptive crossover rate, adaptive mutation rate, and a combination of the four adaptive parameters. Each group was tested 100 times, then the average fitness and performance were taken. The results of this test can be seen in the table below:

| Table 1 Adaptive Parameter Test Results |
|----------------------------------------|
| Fitness (km) | Execution Time (seconds) |
| Normal AG    | 43,37            | 4,88              |
| Adaptive Generation | 43,27    | 2,55              |
| Adaptive Population Size | 43,34    | 2,96              |
| Adaptive Crossover | 43,19    | 4,41              |
| Adaptive Mutation | 43,25    | 4,99              |
| Adaptive All Params | 42,94    | 2,99              |

The green numbers in Table 1 mean that the results are more optimal than normal AG, while the red ones mean less than normal AG. Using adaptive mutation parameters gives lower performance than normal AG even though it provides better fitness. This happens because seen from the MR value when using adaptive parameters from 0 to 50 percent; then the average is 25 percent, 25 percent higher than the normal AG, which is 3 percent. The deficiency in this adaptive mutation can be covered by combining adaptive parameters to produce a much more optimal fitness than normal Ag and other adaptive parameters.

DISCUSSIONS

TSP (Travelling Salesman Problem) is a problem where a salesman visits several destinations, where each place is called only once and returns to its original position. A genetic algorithm is one of the methods used to solve TSP problems. Determining the proper parameters will make the algorithm work optimally. The first experiment was carried out by entering different parameter values 200 times for each parameter. The first experiment's results describe the correlation of the four parameters to the fitness and execution time of the algorithm. The four parameters positively correlate to fitness, where the more significant the parameter, the better the fitness (, the
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smallest the distance traveled). Compared to time, the greater the parameter value, the lower the performance (the more time it takes).

The second experiment was carried out by changing each algorithm parameter to be adaptive, where each generation of parameter values constantly changed. The population size parameter is reduced each age from 50 to 2 chromosomes. The generation parameter will stop when it reaches the minor fitness 50 times. Each generation's crossover rate parameter is reduced from 100% to 20%. The mutation rate parameter is added every generation from 0 to 50%. The results of this second experiment show that adaptive parameters provide optimal fitness results and optimal time.

CONCLUSION
Based on the results obtained from research and testing, it can be concluded as follows. The four parameters of the genetic algorithm with the TSP case study are positively correlated with fitness results while negatively correlated with execution time performance. Each adaptive parameter applied gives more optimal fitness results than the static parameters where population size is 0.1%, generation is 0.2%, crossover rate is 0.4%, and mutation rate is 0.3%. Each adaptive parameter applied gives optimal time performance results except for mutation rate where population size is 39.3%, generation 47.7%, crossover rate 9.6%, mutation rate -2.3%. The four adaptive parameters are applied together to give optimal results, both fitness which reaches 1.0%, and time reaches 38.7%.
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