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Abstract

This paper focuses on securing a triangular shape (up to translation) for a team of three mobile robots that uses heterogeneous sensing mechanism. Based on the available local information, each robot employs the popular gradient-based control law to attain the assigned individual task(s). In the current work, robots are assigned either distance and signed area task(s) or bearing task(s). We provide a sufficient condition on the gain ratio $R_{Ad}$ between the signed area and the distance control term such that the desired formation shape, an isosceles triangle, is reached from all feasible starting positions. Numerical simulations are provided to support the theoretical analyses.

1 Introduction

In the presence of limited sensing range, certain complex tasks, such as covering a region of interest, can be executed within a smaller amount of time by letting a team of robots move in formation than when it is carried out by a single robot. In addition, each robot within the formation can be equipped with different sensors and therefore, more (local) information can be gathered [3]. With this application perspective, the study on attaining and maintaining a particular geometric shape by a team of robots has attracted research interests; see [9, 15, 18] for an overview of approaches whereby the desired formation shape is described by a set of only inter-robot relative position, distance, bearing, or angle constraints.

Recently, approaches on realizing a formation shape using a mixed set of constraints have been considered. In [12], distance and angle constraints are employed; the paper [4] considers the combination of distance and bearing constraints, while the work in [11] use distance, bearing, and angle constraints to describe the desired formation shape. Furthermore, a series of works [1, 7, 16, 17] focus on the combination of distance and signed area constraints. By adding signed area constraints, the authors tackle the flip and flex ambiguity problem present in distance-based formation control.

Except for [7, 16, 17], the referred works deal with an undirected graph. Moreover, it is usually assumed that all robots within the formation sense a common (geometric) variable, such as a relative position, distance, or bearing.

In formation control, triangular formations consisting of three autonomous agents serve as a class of benchmarks that can be used to test and compare the performances of different controllers. This apparently simple setup allows detailed rigorous analysis for novel techniques and methodologies as we aim at in this work (see [2, 5, 6, 10, 13, 14]), and therefore, it provides a starting point in order to achieve more general formations.

Our earlier work [8] dealt with the formation control problem in which the robots can have different sensing mechanism and as a result also different individual task(s). In particular, we partitioned the team of robots in two categories, namely distance robots carrying out distance tasks and bearing robots fulfilling bearing constraints. We mention that the interconnection topology is a directed graph. For the particular case of one distance and two bearing robots, the (1D2B) setup, we showed the existence of moving configurations, i.e., where the robots converge to a non-zero translation velocity, which are locally attractive under certain conditions. One observation on the moving configurations is that the signed area of the corresponding shape has an opposite sign when compared with the desired formation shape, i.e., the robots converge to an incorrect shape.

Building on [8], in this work, we aim to avoid the occurrence of moving configurations by adding a signed area constraint to the distance robot. We remark that this does not increase the sensing load on the robot. For the current analysis, we consider isosceles triangles as the desired formation shape. Our main contribution is then the identification of a specific constraint on the gain ratio $R_{Ad}$ between the signed area and the distance control term yielding robots to always evolve to the correct isosceles triangular shape.

The remainder of this paper is organized as follows: We first present some preliminaries in Section 2. The (1D2B) setup with the added signed area constraint is then considered in Section 3. We provide preliminary analysis for the specific case of isosceles triangles in Section 4. In Sections 5 and 6, we then consider more in depth the case of acute isosceles triangles and right and obtuse isosceles triangles, respectively. The theoretical claims are supported by numerical results in Section 7.
Finally, we end with the conclusion in Section 8.

Notation For a vector $x \in \mathbb{R}^n$, $x^T$ is the transpose, and $\|x\| = \sqrt{x^T x}$ the 2-norm. The vector $1_n$ (or $0_n$) denotes the vector with entries being all 1s (or 0s).

In the plane $\mathbb{R}^2$, the symbol $\angle v_1$ denotes the counterclockwise angle from the $x$-axis of a coordinate frame $\Sigma$ to the vector $v_1 \in \mathbb{R}^2$. The matrix $J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$ is the rotation matrix with angle $-90^\circ$. We denote $x^\perp$ as the perpendicular vector obtained by rotating $x$ with a counter-clockwise angle of $+90^\circ$; we have $x^\perp = -Jx$.

For two points $p_i$ and $p_j$ in the plane, we define the relative position vector as $z_{ij} = p_j - p_i \in \mathbb{R}^2$, the distance as $d_{ij} = \|z_{ij}\| \in \mathbb{R}_{\geq 0}$ and the relative bearing vector, when $d_{ij} \neq 0$, as $g_{ij} = \frac{z_{ij}}{d_{ij}} \in \mathbb{R}^2$, all relative to a global coordinate frame $\Sigma^8$. It follows $z_{ji} = -z_{ij}$, $d_{ji} = d_{ij}$ and $g_{ji} = -g_{ij}$.

2 Preliminaries

2.1 Robot configurations

We consider a team consisting of three robots in which $R_1$ is the label assigned to robot $i$. The robots are moving in the plane $\mathbb{R}^2$ according to the single integrator dynamics, i.e.,

$$\dot{p}_i(t) = u_i(t), \quad i \in \{1, 2, 3\},$$

where $p_i \in \mathbb{R}^2$ (a point in the plane) and $u_i \in \mathbb{R}^2$ represent the position of and the control input for $R_i$, respectively. For convenience, all spatial variables are given relative to a global coordinate frame $\Sigma^8$. We assume $p_i(t^*) \neq p_j(t^*), \forall t^* \in [0, t]$ if $i \neq j$, i.e., two robots cannot occupy the same position at the same time.

The vector $p = [p_1^T \ p_2^T \ p_3^T]^T \in \mathbb{R}^6$ represents the team configuration. We define $p_{\text{ref}}$ as the reference configuration where the three positions describe a particular triangle $T$ of interest up to translation. Therefore, the set of desired configurations can be formally written from the reference configuration $p_{\text{ref}}$ as

$$S_p := \{p \in \mathbb{R}^6 | p = p_{\text{ref}} + (1_3 \otimes v), \, v \in \mathbb{R}^2\},$$

where $v$ is a translation vector and $\otimes$ denotes the Kronecker product. Note that the desired configurations can also be described in terms of relative positions (or links) $z_{ij}$'s with $z_{ij} = p_j - p_i \in \mathbb{R}^2$. In particular, it is the singleton $S_2$ whose one element is

$$z_{\text{ref}} = (H \otimes I_2) p_{\text{ref}}, \quad H = \begin{bmatrix} -1 & 1 & 0 \\ -1 & 0 & 1 \\ 0 & -1 & 1 \end{bmatrix} \quad (3)$$

where $I_2$ is the identity matrix.

Consider the link vector $z(t) := (H \otimes I_2) p(t)$ converging to a point $\bar{z} \in \mathbb{R}^6$ and $\dot{\bar{z}}(t) \to (1_3 \otimes w)$ as time progresses, where $w \in \mathbb{R}^2$ denotes a constant velocity vector. Let $\bar{p} \in \mathbb{R}^6$ denotes a configuration yielding $\bar{z}$. Then, the team trajectory converges to $p_{\text{ref}}(t) = (1_3 \otimes c_0) + \bar{p} + (1_3 \otimes w) \tau$, where $c_0 \in \mathbb{R}^2$ is an arbitrary offset given by the initial condition $p(0)$. We have an equilibrium configuration when $w = 0_2$, and otherwise, the configuration is moving. In the latter case, $p_{\text{ref}}(t) \to \infty$ as $t \to \infty$. Depending on whether $\bar{z} \in S_2$ or not, we classify the obtained configuration $\bar{p}$ as desired or incorrect.

2.2 Signed area of a triangle

For a triangle $T$ with points $p_1$, $p_2$, and $p_3$ in the plane $\mathbb{R}^2$, the signed area $A$ is given by

$$A = \frac{1}{2} \det \begin{bmatrix} 1 & 1 & 1 \\ p_{11} & p_{21} & p_{31} \end{bmatrix},$$

where $\det(\bullet)$ denotes the determinant of a matrix. Alternative expressions for $A$ are $A = \frac{1}{2} z_{12} J z_{13}$ or $A = \frac{1}{2} \sin \theta_{213} d_{12} d_{13} \sin \theta_{213} = g_{12} J g_{13}$ and $\theta_{213}$ being the signed angle enclosed by the bearing vectors $g_{12}$ and $g_{13}$ at point $p_1$. Assuming $\angle g_{12} = \alpha$ and $\angle g_{13} = \beta$ with respect to a coordinate frame $\Sigma$, it follows that $\sin \theta_{213} = \sin (\beta - \alpha)$. Hence for a counterclockwise (or clockwise) ordering of points $p_1$, $p_2$, and $p_3$, we obtain $\theta_{213} > 0$ and also $A > 0$ (or $\theta_{213} < 0$ and also $A < 0$).

2.3 Cubic equations

Consider a reduced\footnote{In some texts, the term ‘reduced’ is used.} cubic equation

$$y^3 + cy + d = 0,$$

where $c, d \in \mathbb{R}$ and discriminant $\Delta = -4c^3 - 27d^2$.

Lemma 1 ([8]). Given a reduced cubic equation (5) with coefficients $c < 0$ and $d > 0$. Assume the discriminant is $\Delta \geq 0$. Then two positive real roots exist with values

$$y_{p_1} = 2 \sqrt[3]{r_v} \cos \left(\frac{1}{3} \varphi_v - 120^\circ\right) \in (0, 1] \sqrt[3]{r_v},$$

$$y_{p_2} = 2 \sqrt[3]{r_v} \cos \left(\frac{1}{3} \varphi_v\right) \in [1, \sqrt{3}] \sqrt[3]{r_v},$$

where $r_v = \sqrt{-\left(\frac{4}{27}\right)}$ and $\varphi_v = \tan^{-1} \left(\frac{\sqrt[3]{4} \sqrt[3]{9}}{3}\right) \in (90^\circ, 180^\circ)$. When $\Delta = 0$, the two positive real roots are equal and have value $y_{p_1} = y_{p_2} = \sqrt[3]{r_v} = \frac{3}{\sqrt[3]{2}}$.

3 The (1D2B) Setup with a Signed Area Constraint

As discussed in the Introduction, we consider the setup in which the robots possess heterogeneous sensing mechanism; as a result, they each fulfill different task(s) within the formation. Without loss of generality, we let robot $R_1$ be the distance robot and $R_2$ and $R_3$ be bearing robots. Since $R_1$ is the distance robot, it needs to maintain distance constraint $d_{12}$ with $R_2$
and similarly, \( d_{ij}^* \) with \( R_3 \). It possesses an independent local coordinate frame \( \Sigma^i \) which is not necessarily aligned with that of \( R_2 \) and \( R_3 \) or the global coordinate frame \( \Sigma^g \). Within \( \Sigma^i \), \( R_1 \) obtains the relative position information \( z_{12} \) and \( z_{13} \) from the neighboring robots. Robot \( R_2 \) has the task to keep a bearing constraint \( g_{12}^* \) relative to \( R_1 \). The local coordinate frame \( \Sigma^2 \) is aligned with \( \Sigma^g \) and \( R_2 \) obtains the bearing measurement \( g_{12} \) within \( \Sigma^2 \). In a similar fashion, \( R_3 \) obtains bearing measurement \( g_{13} \) with respect to \( \Sigma^3 \) and is required to satisfy a desired bearing \( g_{13}^* \) relative to \( R_1 \). In our previous work [8], the closed-loop dynamics corresponding to this setup is obtained as

\[
\begin{pmatrix}
\dot{p}_1 \\
\dot{p}_2 \\
\dot{p}_3
\end{pmatrix} =
\begin{bmatrix}
K_d u_{12d} + K_d u_{13d} \\
K_b u_{21b} \\
K_b u_{31b}
\end{bmatrix},
\]

where \( K_d > 0 \) and \( K_b > 0 \) are the gains for the distance and bearing control terms. Let \([L]\) be the dimension for length and \([T]\) the dimension for time. Then we obtain that \( K_d \) has dimension \([L]^{-2} [T]^{-1}\), and \( K_b \) is expressed in \([L] [T]^{-1}\). The distance control terms are of the form \( u_{12d} = e_{ijd} z_{2ij} \) with the distance error signal \( e_{ijd} = d_{ij} - (d_{ij}^*)^2 \). These are gradient-based control laws obtained from the distance potential function \( V_{ijd}(e_{ijd}) = \frac{1}{2} e_{ijd}^2 \). Similarly, the bearing control terms are gradient-based control laws obtained from the bearing potential function \( V_{ijb}(e_{ijb}) = d_{ij} |e_{ijb}|^2 \) and are of the form \( u_{ijb} = e_{ijb} \) with the bearing error signal \( e_{ijb} = g_{ij} - g_{ij}^* \). The following findings are reported in [8] on the stability analysis of the closed-loop system (7):

1. The equilibrium configurations are the desired configurations in which all error signals are zero or zero vector; Furthermore, they are locally asymptotically stable.
2. The moving configurations occur when the desired distances satisfy \( d_{ij}^* \geq d \) and \( d_{ij}^* \geq d \) with \( d = \sqrt{3} \sqrt{\frac{R_{bd}}{2}} \) and gain ratio \( R_{bd} = \frac{K_b}{K_d} \). The error vector is of the form

\[
\begin{bmatrix}
e_{12d} \\
e_{13d} \\
e_{12b} \\
e_{13b}
\end{bmatrix} =
\begin{bmatrix}
\frac{-1}{d_{ij}^*} R_{bd} \\
\frac{1}{d_{ij}^*} R_{bd} \\
(g_{ij}^* + g_{ij}) \\
(g_{ij}^* + g_{ij})
\end{bmatrix}
\]

and the steady-state translation velocity is \( w = K_b (g_{ij}^* + g_{ij}) \). It is remarked that these moving configurations have a signed area which is opposite in sign to that of the correct shape. When a condition on \( \cos \theta^* \) is satisfied (Lemma 3 in [8]), we obtained that the linearization matrix has eigenvalues with negative real parts and hence the moving configurations are locally asymptotically stable.

### 3.1 Adding a signed area constraint to \( R_1 \)

In the works [1, 7, 16, 17], it was shown that the inclusion of a signed area constraint with a proper gain for the resulting control term avoids the occurrence of flipped formations. Since the moving configurations have a signed area which is opposite to that of the correct formation shape, it can be classified as a flipped formation. Hence in the current work, we require \( R_1 \) to additionally fulfill a signed area constraint \( A^* \) involving \( R_2 \) and \( R_3 \). This serves as a strategy to avoid flipped formations and therefore also the moving configurations.

Recall the expression for the signed area is \( A = \frac{1}{2} r_{12} r_{13} \) with \( J \) being a rotation matrix. \( R_1 \) is able to compute this quantity with the available local information. For obtaining the control law, we define the signed area error signal as \( e_A = A - A^* \). The signed area potential function is taken as \( V_A(e_A) = e_A^2 \). Since \( R_1 \) will be responsible for the signed area constraint, taking the derivative of \( V_A \) with respect to \( p_1 \) yields \( \frac{d}{dp_1} V_A = e_A (z_{12} - z_{13})^T J \). The gradient-based control law for the signed area task is then \( u_A = e_A J (z_{13} - z_{12}) \).

#### 3.2 The (1D2B) setup with signed area control term

Adding the control term \( u_A \) to \( R_1 \) in (7) results in

\[
\begin{pmatrix}
\dot{p}_1 \\
\dot{p}_2 \\
\dot{p}_3
\end{pmatrix} =
\begin{bmatrix}
K_d u_{12d} + K_d u_{13d} + K_A u_A \\
K_b u_{21b} \\
K_b u_{31b}
\end{bmatrix},
\]

The control gain for the area task is \( K_A > 0 \) and has dimension \([L]^{-2} [T]^{-1}\). Relative to the global coordinate system \( \Sigma^g \), we have \( u_{12b} = -u_{21b} \) and \( u_{13b} = -u_{31b} \). The link dynamics corresponding to (9) is obtained as

\[
\begin{pmatrix}
\dot{z}_{12} \\
\dot{z}_{13} \\
\dot{z}_{23}
\end{pmatrix} =
\begin{bmatrix}
K_b u_{12b} + K_d u_{12d} + K_d u_{13d} + K_A u_A \\
K_b u_{13b} + K_d u_{12d} + K_d u_{13d} + K_A u_A \\
K_b(u_{13b} - u_{12b})
\end{bmatrix}.
\]

In the remainder of this paper, we investigate the effect of adding the signed area control term \( u_A \) to the closed-loop system (7). In particular,

1. we aim to preclude moving configurations by including \( u_A \) and a proper tuning of the associated gain \( K_A \) in relation to other gains; and
2. as including \( u_A \) may introduce other undesired (moving) configurations, we provide conditions which prevent these possible undesired configurations to occur.

We note that the configurations \( \hat{p} \) yielding the collective error variable \( e = [e_{12d} \ e_{13d} \ e_A \ e_{12b} \ e_{13b}]^T \in \mathbb{R}^7 \) to be the zero vector are in the set \( S_p \), i.e., another characterization of the set of desired configurations in terms of the error vector \( e \) is \( S_p = \{ p \in \mathbb{R}^6 | e = 0_p \} \).

To provide answers to the above determined goals, we are required to solve the following vector equation for the distance pair \((d_{12}, d_{13})\).
Proposition 1. Consider a team of three robots moving according to (9). Define the gain ratios \( R_{ad} = \frac{K_a}{K_d} > 0 \) and \( R_{Ad} = \frac{K_{1a}}{K_{1d}} > 0 \). Then for the equilibrium and moving configurations, the feasible distance pairs \((d_{12}, d_{13})\) are solutions to the vector equation

\[
ag_{12}^* + bg_{13}^* = cg_{12}^* + dg_{13}^*,
\]

(11)

where the coefficients \(a, b, c, d\) are

\[
a = e_{12}d_{12}, \quad b = e_{13}d_{13},
\]

\[
c = -R_{Ad}e_A d_{12}, \quad d = R_{Ad}e_A d_{13}
\]

(12)

for equilibrium configurations and

\[
a = e_{13}d_{13} + R_{bd}, \quad b = e_{12}d_{12} + R_{bd},
\]

\[
c = R_{Ad}e_A d_{13}, \quad d = -R_{Ad}e_A d_{12}
\]

(13)

when considering moving configurations.

Proof. First, we consider equilibrium configurations for which \( p = 0 \). From the dynamics for the bearing robots \( R_2 \) and \( R_3 \), we immediately obtain \( e_{12b} = 0 \) and \( e_{13b} = 0 \); the bearing constraints are attained. In addition, we have \( d_{12} \neq 0 \) and \( d_{13} \neq 0 \). Substituting the correct bearing vectors \( g_{12} = g_{12} \) and \( g_{13} = g_{13} \) in the dynamics of \( R_1 \) and rearranging the terms result in (11) with coefficients in (12). Next, we consider moving configurations. For this, we focus on the equilibrium points of the link dynamics (10) since \( \dot{p}_1 = \dot{p}_j = w \implies \dot{z}_{ij} = 0 \). We have already considered the case \( w = 0 \), so our focus will be on \( w \neq 0 \).

Setting \( \dot{z}_{23} = 0 \) leads to \( g_{12} - g_{13} = g_{12}^* - g_{13}^* \). The former corresponds to equilibrium configurations, so \( w = 0 \). The latter results in the bearing error signal \( e_{12b} = e_{13b} = (g_{12}^* + g_{13}^*) \). Substituting the obtained bearing error signal in (10) and rearranging terms, we obtain (11) with coefficients provided in (13). Since the bearing vectors are already known, provided \( R_{ad} \) and \( R_{bd} \) are given, the coefficients \( \{a, b, c, d\} \) in (12) and (13) depend solely on the distances \( d_{12} \) and \( d_{13} \). This completes the proof. \( \square \)

Equivalently, we obtain

\[
\begin{align*}
\sin \theta^* &= -c \cos \theta^* - d, \\
\cos \theta^* &= c + d \cos \theta^*.
\end{align*}
\]

(16)

In the forthcoming analysis, we aim to find feasible distance pairs \((d_{12}, d_{13})\) in Proposition 1 by solving (16). We assume \( \theta^* \) is in the region \( \theta^* \in (0^\circ, 180^\circ) \); in this case, the robots are ordered in a counter-clockwise setting and hence the desired signed area \( A^* \) is positive.

4 Analysis on Isosceles Triangles

As a first endeavor, we focus on solving the set of equations (16) for the class of isosceles triangles. An isosceles triangle has two equal sides of length \( \ell > 0 \) and two equal angles with value \( \gamma \in (0^\circ, 90^\circ) \). The equal sides are called legs and the third side is the base. The equal angles are called base angles and the angle included by the legs is the vertex angle.

In the current setup, we assume the distance constraints \( d_{12} \) and \( d_{13} \) are equal, i.e., \( d_{12}^* = d_{13}^* = \ell \) are the legs of the triangle and the desired inner angle \( \theta^* \) is the vertex angle and satisfies \( \theta^* = 180^\circ - 2\gamma \). The isosceles triangle is acute when \( \theta^* \in (0^\circ, 90^\circ) \), right when \( \theta^* = 90^\circ \), and obtuse when \( \theta^* \in (90^\circ, 180^\circ) \).

We first obtain the set of equations (16) for the equilibrium and moving configurations corresponding to this class of triangles. To this end, we parametrize the actual distances \( d_{12} \) and \( d_{13} \) by

\[ d_{12} = x\ell, \quad d_{13} = y\ell \quad \text{with} \quad x, y > 0. \]  

(17)

The value \( x = 1 \) means robot \( R_1 \) satisfies the distance constraint relative to \( R_2 \). A similar result concerning \( R_3 \) holds when \( y = 1 \).

4.1 Equilibrium configurations

For equilibrium configurations, we recall that according to Proposition 1, the bearing robots \( R_2 \) and \( R_3 \) attain its individual bearing task, i.e. \( g_{12} = g_{12}^* \) and \( g_{13} = g_{13}^* \). It follows then that \( \sin \theta = \sin \theta^* \). With the parametrization in (17), the distance and signed area error signals evaluate to \( e_{12d} = (x^2 - 1)\ell^2, \) \( e_{13d} = (y^2 - 1)\ell^2 \), and \( e_A = \frac{1}{2} \sin \theta^* (xy - 1)\ell^2 \). Substituting these relations into (16) with coefficients \( \{a, b, c, d\} \) defined in (12) yields

\[
\begin{align*}
(x^2 - 1) x &= \frac{1}{2} R_{Ad} (xy - 1) (x \cos \theta^* - y), \\
(y^2 - 1) y &= \frac{1}{2} R_{Ad} (xy - 1) (y \cos \theta^* - x).
\end{align*}
\]

(18)

We find out whether solutions of the form \( x = y \) and \( x \neq 1 \) are feasible. In this case, expression (18) reduces to \( (1 + \frac{1}{2} R_{Ad} (1 - \cos \theta^*)) x = 0 \). For it to hold, we require \( R_{Ad} = -\frac{1}{2} \cos \theta^* < -1 \) or \( x = 0 \). Since \( R_{Ad} > 0 \) and \( x > 0 \), it follows both conditions cannot be met. By De Morgan’s laws, solutions to (18) are either of
the form $x \neq y$ or $x = 1$. When $x \neq y$, subtracting the equations in (18) results in
\[ x^2 + y^2 + xy - 1 = \frac{1}{2} R_{Ad} (1 + \cos \theta^*) (xy - 1). \]  
(19)

In (18), we see the presence of $\cos \theta^*$ terms. For acute isosceles triangles, $\cos \theta^* \in (0, 1)$ while for right and obtuse isosceles triangles, $\cos \theta^* \in (-1, 0]$. In the forthcoming sections, we will divide the analysis in these two sub-regions. We state the following result which holds for both sub-regions of $\cos \theta^*$:

**Proposition 2.** For robot R1, satisfying one of its assigned tasks is equivalent to satisfying all its assigned tasks. In particular, with the parametrization of the distances in (17), we have

1. $x = 1 \iff y = 1 \land xy = 1$;
2. $y = 1 \iff x = 1 \land xy = 1$;
3. $xy = 1 \iff x = 1 \land y = 1$.

**Proof.** The necessity part ($\iff$) is immediately observed for all the three statements, so we focus only on the sufficient part ($\implies$).

1. $x = 1 \implies y = 1 \land xy = 1$;  
   Substituting $x = 1$ in (18) yields
   \[
   \begin{cases}
   0 = \frac{1}{2} R_{Ad} (y - 1) (\cos \theta^* - y) \\
   (y^2 - 1) y = \frac{1}{2} R_{Ad} (y - 1) (y \cos \theta^* - 1).
   \end{cases}
   \]  
   (20)
   The first equation in (20) is satisfied when $y = 1$ or $y = \cos \theta^*$. The option $y = 1$ holds for the second equation. In addition, $xy = 1$. Since we know $y > 0$, it follows that option $y = \cos \theta^*$ is feasible only when $\cos \theta^* > 0$. Substituting $y = \cos \theta^*$ in the second equation yields $\cos \theta^* = -\frac{1}{2} R_{Ad} (1 - \cos \theta^*)$. The left-hand side (LHS) is positive while the right-hand side (RHS) is negative since $R_{Ad} > 0$. We infer that $y = \cos \theta^*$ does not satisfy the second equation and hence it is not a solution to (20).

2. $y = 1 \implies x = 1 \land xy = 1$;
   Substituting $y = 1$ in (18) yields
   \[
   \begin{cases}
   (x^2 - 1) x = \frac{1}{2} R_{Ad} (x - 1) (x \cos \theta^* - 1) \\
   0 = \frac{1}{2} R_{Ad} (x - 1) (\cos \theta^* - x).
   \end{cases}
   \]  
   (21)
   The second equation in (21) is satisfied when $x = 1$ or $x = \cos \theta^*$. The option $x = 1$ holds for the first equation. In addition, $xy = 1$. Since we know $x > 1$, it follows that option $x = \cos \theta^*$ is feasible only when $\cos \theta^* > 0$. Substituting $x = \cos \theta^*$ in the first equation yields $\cos \theta^* = -\frac{1}{2} R_{Ad} (1 - \cos \theta^*)$. The LHS is positive while the RHS is negative since $R_{Ad} > 0$. We infer that $x = \cos \theta^*$ does not satisfy the first equation and hence it is not a solution to (21).

3. $xy = 1 \implies x = 1 \land y = 1$;
   Substituting $xy = 1$ in (18) yields
   \[
   \begin{cases}
   (x^2 - 1) x = 0 \\
   (y^2 - 1) y = 0 \iff \begin{cases} x = \pm 1 \\ y = \pm 1.
   \end{cases}
   \]  
   (22)
   Since $x > 0$ and $y > 0$ holds, the only possible combination is $x = 1 \land y = 1$.

This completes the proof. □

In Proposition 2, at least one of the tasks assigned to R1 is attained. It remains to investigate the case when none of the assigned tasks is achieved, i.e., the case $x \neq 1, y \neq 1, xy \neq 1,$ and $x \neq y$ by De Morgan’s laws for the sub-regions of $\cos \theta^*$. We will deal with this in the forthcoming sections.

**4.2 Moving configurations**

Previously, in Proposition 1, we have obtained that the bearing vectors corresponding to moving formations are $g_{12} = -g_{13}$ and $g_{13} = -g_{12}$. It follows that $\sin \theta = -\sin \theta^*$; the formation is flipped and rotated. With the parametrization of the distances $d_{12} = x\ell$ and $d_{13} = y\ell$ in (17), we obtain that distance error signals are the same as before while the signed area error signal evaluates to $e_{A} = \frac{1}{2} \sin \theta^* (xy - 1) \ell^2$ for moving configurations. The set of equations (16) with coefficients $\{a, b, c, d\}$ in (13) is found to be

\[
\begin{align*}
\{x^2 - 1\} x\ell^3 + R_{bd} &= \frac{1}{2} R_{Ad} (xy + 1) (x \cos \theta^* - y) \ell^3 \\
\{y^2 - 1\} y\ell^3 + R_{bd} &= \frac{1}{2} R_{Ad} (xy + 1) (y \cos \theta^* - x) \ell^3.
\end{align*}
\]  
(23)

Again, we find out whether solutions of the form $x = y$ are feasible. With $x = y$, (23) reduces to

\[
\begin{align*}
\{x^2 - 1\} x\ell^3 + R_{bd} &= -\frac{1}{2} R_{Ad} (1 - \cos \theta^*) (x^2 + 1) x\ell^3. \\
\{y^2 - 1\} y\ell^3 + R_{bd} &= -\frac{1}{2} R_{Ad} (1 - \cos \theta^*) (y^2 + 1) y\ell^3.
\end{align*}
\]  
(24)

Observe that the RHS of (24) is negative; for the LHS to be negative, $x < 1$ is required. The exact range for $x$ is provided in Corollary 1. The difference equation for (23) is with $x \neq y$,

\[x^2 + y^2 + xy - 1 = \frac{1}{2} R_{Ad} (1 + \cos \theta^*) (xy + 1).\]  
(25)

Similar to the equilibrium configurations, we will divide the forthcoming analysis on moving configurations in two sub-regions, namely acute isosceles triangles with $\cos \theta^* > 0$ and right and obtuse isosceles triangles having $\cos \theta^* \leq 0$. Before getting into these analyses, we state the following result for the LHS of (23):

**Proposition 3.** Given a cubic equation of the form $f(x) := x^3 - \ell^2 x + R_{bd}$,

\[f(x) := x^3 - \ell^2 x + R_{bd},\]  
(26)

where $z = r\ell$ denotes a general variable for the distance and $r \in \{x, y\}$. Let $\hat{\ell} = \sqrt{3} \sqrt{\frac{R_{Ad}}{2}}$. Then for $z > 0$, the
cubic equation in (26) takes values

\[
f(z) = \begin{cases} 
> 0 & \text{if } \ell < \hat{d} \\
0 & \text{if } \ell = \hat{d} \\
< 0 & \text{if } \ell > \hat{d}.
\end{cases}
\]  

(27)

Proof. By comparison with (5), we obtain the coefficients \(c = -\ell^3\) and \(d = R_{bd}\) for (26). The discriminant evaluates to \(\Delta = 4\ell^6 - 27R_{bd}^2\). Since \(c < 0\) and \(d > 0\), applying Lemma 1 yields for \(\Delta > 0 \iff \ell > \hat{d}\) the positive roots

\[
x_{p1} = \frac{2}{3}\sqrt{3}\cos\left(\frac{1}{3}\varphi - 120^\circ\right) \ell \in \left(0, \frac{1}{3}\sqrt{3}\right)\ell \\
x_{p2} = \frac{2}{3}\sqrt{3}\cos\left(\frac{1}{3}\varphi\right) \ell \in \left(\frac{1}{3}\sqrt{3}, 1\right)\ell,
\]

(28)

where \(\varphi = \tan^{-1}\left(-2R_{bd}^{-1}\sqrt{\frac{\Delta}{108}}\right) \in (90^\circ, 180^\circ).\) Notice that \(\varphi\) depends on both the desired length \(\ell\) and the gain ratio \(R_{bd}\). Before considering the different sub-regions for \(\ell\), we also compute the derivative of (26), yielding \(f'(z) = 3z^2 - \ell^2\). The roots are \(f'(z) = 0 \iff z = \pm\frac{1}{2}\sqrt{3}\ell\). From the first derivative test, the maximum and minimum are found to be 

\[
f_{\text{max}} = f(-\frac{1}{2}\sqrt{3}\ell) = \frac{2}{3}\sqrt{3}\ell^3 + R_{bd} > 0 \\
f_{\text{min}} = f(\frac{1}{2}\sqrt{3}\ell) = -\frac{2}{3}\sqrt{3}\ell^3 + R_{bd} < 0.
\]

The sign of \(f_{\text{min}}\) depends on the value for \(\ell\). In addition, \(f(0) = f(\ell) = R_{bd} > 0\). Now we are ready to consider the different sub-regions of \(\ell\) for \(z > 0\):

1. \(\ell < \hat{d}\);

We only have one local minimum for \(f(z)\) in the positive range. With \(\ell < \hat{d}\), it follows \(\ell^3 < \frac{2}{3}\sqrt{3} R_{bd}\). Correspondingly, we have \(f_{\text{min}} = -\frac{2}{3}\sqrt{3}\ell^3 + R_{bd} < 0\) implying that \(f(z) > 0\) for all \(z > 0\).

2. \(\ell = \hat{d}\);

With \(\Delta = 0\), we obtain \(\varphi = 180^\circ\); the positive roots (28) are equal and have value \(x_{p1} = x_{p2} = \frac{1}{2}\sqrt{3}\ell\). Also, the minimum of \(f(z)\) occurs at this point, i.e., \(f(x_{p1}) = f(x_{p2}) = 0 = f_{\text{min}}\). We thus have \(f(z) \geq 0\) for all \(z > 0\).

3. \(\ell > \hat{d}\);

For \(\ell > \hat{d}\), we have two distinct positive roots in (28). Also, it follows \(\ell^3 > \frac{2}{3}\sqrt{3} R_{bd}\). Correspondingly, we have \(f_{\text{min}} = -\frac{2}{3}\sqrt{3}\ell^3 + R_{bd} < 0\). We note that \(z = \frac{1}{3}\sqrt{3}\ell\) lies in the region \((x_{p1}, x_{p2})\).

The function \(f(z)\) thus takes values

\[
f(z) = \begin{cases} 
> 0 & \text{if } z \in (0, x_{p1}) \cup (x_{p2}, \infty) \\
0 & \text{if } z \in [x_{p1}, x_{p2}] \\
< 0 & \text{if } z \in (x_{p1}, x_{p2}).
\end{cases}
\]  

(29)

This completes the proof.

Corollary 1. The cubic function \(f\) in (26) takes on values \(f(x) > 0\) when \(\ell < \hat{d}\), \(f(x) \geq 0\) when \(\ell = \hat{d}\) and for \(\ell > \hat{d}\), we have

\[
f(x) = \begin{cases} 
> 0 & \text{if } x \in (0, x_1) \cup (x_2, \infty) \\
0 & \text{if } x \in [x_1, x_2] \\
< 0 & \text{if } x \in (x_1, x_2),
\end{cases}
\]

(30)

where \(x_1 = \frac{2}{3}\sqrt{3}\cos\left(\frac{1}{3}\varphi - 120^\circ\right) \in (0, \frac{1}{3}\sqrt{3})\), \(x_2 = \frac{2}{3}\sqrt{3}\cos\left(\frac{1}{3}\varphi\right) \in (\frac{1}{3}\sqrt{3}, 1)\), and \(\varphi, R_{bd} = \tan^{-1}\left(-2R_{bd}^{-1}\sqrt{\frac{\Delta}{108}}\right) \in (90^\circ, 180^\circ)\).

In the upcoming sections, we will study more in detail the set of equations for the equilibrium and the moving configurations for acute, right, and obtuse isosceles triangles.

5 Acute Isosceles Triangles

Herein, we focus on acute isosceles triangles in which the vertex angle \(\theta^*\) is in the range \(\theta^* \in (0, 90^\circ) \iff \cos\theta^* \in (0, 1)\).

5.1 Equilibrium configurations

Previously, we have shown in Proposition 2 that when distance robot \(R_1\) attains one of its assigned tasks, it is equivalent to attaining all its assigned tasks. We investigate now whether there exist equilibrium configurations in which none of the tasks assigned to \(R_1\) is attained. The following proposition provides necessary conditions which the variables \(x, y,\) and the product \(xy\) are required to satisfy:

Proposition 4. Assume \(x \neq 1, y \neq 1, xy \neq 1,\) and \(x \neq y,\) where \(x\) and \(y\) are defined in (17). Define \(A = x \cos \theta^* - y\) and \(B = y \cos \theta^* - x.\) For the existence of equilibrium configurations in (18) satisfying the given constraints, we require that \(xy - 1 \geq 0\) in combination with either 1). \(x > 1, y < 1,\) and \(A > 0\) or 2). \(x < 1, y > 1,\) and \(B > 0.\)

Proof. By direct computation, the following two relations hold: 1). \(A \geq 0 \iff B < 0,\) and 2). \(B \geq 0 \iff A < 0.\) Due to \(x \neq 1,\) we cannot have \(A = 0.\) Similarly, with \(y \neq 1, B = 0\) does not hold. Also, the combination \(A < 0\) and \(B < 0\) cannot hold since assuming \(xy - 1 > 0\) on the RHS of (18) yields \(x < 1\) and \(y < 1\) on the LHS. With \(x < 1\) and \(y < 1,\) we obtain \(xy < 1\) and this contradicts the assumption \(xy - 1 > 0.\) Similar argument holds when \(xy - 1 < 0\) is taken. The remaining feasible combinations are then \(A > 0 \land B < 0\) and \(A < 0 \land B > 0.\) It follows that on the LHS, we either have the combination \(x < 1 \land y > 1\) or \(x > 1 \land y < 1.\) This depends on the sign of \(xy - 1\) as follows:

1. \(xy - 1 > 0;\)

(a) \(A > 0 \land B < 0\) results in \(x > 1 \land y < 1.\)

(b) \(A < 0 \land B > 0\) results in \(x < 1 \land y > 1.\)
2. \( xy - 1 < 0; \)

(a) \( \Lambda > 0 \land \mathbb{B} < 0 \) results in \( x < 1 \land y > 1. \)

(b) \( \Lambda < 0 \land \mathbb{B} > 0 \) results in \( x > 1 \land y < 1. \)

Consider now the cases where \( xy - 1 < 0. \) Assuming \( \Lambda > 0 \) leads to \( y < x. \) However, we have found \( x < 1 \land y > 1 \) on the LHS implying \( x < y \) and hence a contradiction. With \( \mathbb{B} > 0, \) we infer \( x < y \) while based on the signs of \( x \) and \( y \) on the LHS, we have \( y < x \) and again a contradiction. For \( xy - 1 > 0, \) we can find feasible values for \( x \) and \( y \) satisfying the listed constraints. This completes the proof.

A proper choice for the gain ratio \( R_{Ad} \) can prevent the occurrence of equilibrium points satisfying the conditions in Proposition 4:

**Lemma 2.** Consider a team of three robots moving according to (9) with \( K_d > 0, K_\Lambda > 0, \) and \( K_A > 0. \) Define the gain ratio \( R_{Ad} = \frac{K_d}{K_\Lambda}. \) Furthermore, let the desired formation shape be an isosceles triangle with legs \( \ell > 0 \) and vertex angle \( \theta^* \in (0^\circ, 90^\circ). \) Finally, parametrize the distances \( d_{12} \) and \( d_{13} \) as in (17). If \( \lambda R_{Ad} \leq \frac{6}{1 + \cos \theta^*}, \) then the equilibrium configurations \( p_{eq} \) are also solutions to the set of equations (18) while satisfying the required constraints. Hence it is possible to find combinations \( (x, y) \) solving the difference equation (31) while satisfying the required constraints. The second question now is whether these feasible combinations \( (x, y) \) are also solutions to the set of equations (18). 

Substituting and rearranging the terms yield

\[
\frac{1}{1 + \cos \theta^*} (kx^3 + lx^2 + m\bar{x} + n) = 0, \quad (34)
\]

where

\[
k = \frac{1}{2} (d - 2) (d + 1) (d - (1 + \cos \theta^*))
\]

\[
l = -b \, d \, (d - (1 + \cos \theta^*))
\]

\[
m = -\frac{1}{2} ((3d - 2\cos \theta^*) (d - 1) + 2)
\]

\[
n = b \, d.
\]

With \( d > 3, \) we obtain \( k > 0, \, l < 0, \, m < 0, \) and \( n < 0. \) Hence we can not provide conclusions on the sign of the cubic term \( kx^3 + lx^2 + m\bar{x} + n \) on the LHS of (34). In Section 7, we will numerically evaluate this term. Considering the set of constraints \( y > 1, \, x < 1, \) \( \Lambda > 0, \) and \( xy - 1 > 0 \) in Proposition 4, we would have obtained the same result but with the roles for \( x \) and \( y \) reversed.

### 5.2 Moving configurations

Consider the equations for the moving configurations and again, let \( \Lambda = x \cos \theta^* - y \) and \( \mathbb{B} = y \cos \theta^* - x. \) We obtain \( \Lambda > 0 \iff \mathbb{B} < 0 \iff \Lambda < 0. \) Since \( x > 0, \) \( y > 0, \) and \( R_{Ad} > 0, \) it follows that if one of the RHS is non-negative in (23), then the RHS of the other equation needs to be negative. From Proposition 3, we obtain that the LHS can be negative only when the legs of the isosceles triangle satisfy \( \ell > \bar{d}. \) In particular, following Corollary 1, the cubic equation on the LHS is negative in the range \( (r_1, r_2). \) When \( \ell \leq \bar{d}, \) we do not have feasible combinations \( (x, y) \) for the set of equations (23) and hence the non-existence of moving configurations.
Assume without loss of generality \( x \in (r_1, r_2) \). For \( y \leq r_1 \), we know the LHS of the second equation in (23) is positive. On the RHS, we require \( B \geq 0 \implies x < y \implies x < r_1 \). This contradicts our assumption that \( x \in (r_1, r_2) \) and hence we require \( y > r_1 \). Following Corollary 1, we can divide \( y > r_1 \) in the three regions \( y \in (r_1, r_2) \), \( y = r_2 \), and \( y > r_2 \). Before getting into the analysis, we provide the following result concerning the difference equation of (23):

**Proposition 5.** Let \( x \in (r_1, r_2) < 1 \) in (25) and \( d = \frac{1}{2} R_{Ad} (1 + \cos \theta^*) \). We have the following statements:

1. Case: \( y \leq 1 \);
   - If \( d \geq 1 \iff R_{Ad} \geq \frac{2}{1 + \cos \theta^*} \), then there are no feasible combinations \((x, y)\) that satisfy (25).

2. Case: \( y > 1 \);
   - If \( d \geq 3 \iff R_{Ad} \geq \frac{2}{1 + \cos \theta^*} \), then the combination \((\bar{x}, \bar{y})\) where \( \bar{y} = a \bar{x} + b \) with \( a = \frac{d-1}{2} \) and \( b = \frac{1}{2} \sqrt{(d+1)((d-3)x^2 + 4)} \) satisfies (25).

**Proof.** Rearranging the terms in (25) yields

\[
x^2 + y^2 + (1 - d)xy = 1 + d.
\]

(36)

1. Case: \( y \leq 1 \);
   - Choosing \( d \geq 1 \), we have \((1 - d) \leq 0 \). The LHS of (36) has upper bound \( x^2 + y^2 + (1 - d)xy \leq x^2 + y^2 \leq 2 \) while the RHS has a value \((1 + d) \geq 2 \).
   - We infer \( d \geq 1 \iff R_{Ad} \geq \frac{2}{1 + \cos \theta^*} \) yields no solution for (36).

2. Case: \( y > 1 \);
   - We consider a specific value for \( x = \bar{x} \) in the given range. Note that \( \bar{x} < 1 \). Solving (36) for the unknown \( y \), we obtain
     \[
y = \frac{d - 1}{2} \bar{x} \pm \frac{1}{2} \sqrt{(d+1)((d-3)x^2 + 4)}.
\]

(37)

With \( d \geq 3 \), we have that the term under the square root is positive. Also, \( \frac{d-1}{2} \geq 1 \). Applying Descartes' rule of signs, we infer that for \( d \geq 3 \), we have one positive and one negative root. The positive root is then \( \bar{y} = \frac{d-1}{2} \bar{x} + \frac{1}{2} \sqrt{(d+1)((d-3)x^2 + 4)} \).

This completes the proof.

For moving configurations, we state the following result:

**Lemma 3.** Consider a team of three robots moving according to (9) with specific gains \( K_A > 0 \) and \( K_b > 0 \). Define the gain ratios \( R_{Ad} = \frac{K_A}{K_d} \) and \( R_{Ad} = \frac{K_A}{K_d} \) with \( K_A > 0 \), and \( \bar{d} = \sqrt{\frac{K_A}{K_d}} \). Furthermore, let the desired formation shape be an isosceles triangle with legs \( \ell > \bar{d} \) and vertex angle \( \theta^* \in (0', 90'). \) Finally, assume \( x \in (r_1, r_2) \) and \( y \geq r_1 \), where \( x \) and \( y \) are defined in (17). If \( R_{Ad} \geq \max \left\{ \frac{6}{1 + \cos \theta^*}, \frac{2}{1 + \cos \theta^*} \right\} \), then there are no feasible combinations \((x, y)\) satisfying the set of equations (23).

**Proof.** The proof will be given for the three regions of \( y > r_1 \) obtained from Corollary 1:

1. \( x \in (r_1, r_2) \) and \( y \in (r_1, r_2) \);
   - In this region, we can divide the analysis to the cases \( x = y \) and \( x \neq y \).
     - (a) Case: \( x = y \);
       - Rearranging the terms in (24) yields
         \[
x \ell^3 ((x + 1) x^2 + (x - 1)) + R_{bd} = 0,
\]

(38)

where \( c = \frac{1}{2} R_{Ad} (1 + \cos \theta^*). \) Choosing \( c \geq 1 \), we have \((c + 1) \geq 2 \) and \((c - 1) \geq 0 \). Therefore, all terms in (38) are non-negative and at least one term is positive; then the sum on the LHS is also positive. The equation (38) does not have roots for \( c \geq 1 \iff R_{Ad} \geq \frac{2}{1 + \cos \theta^*} \). This implies that the set of equations (23) also does not have a solution.

Combining both cases, we infer that \( R_{Ad} \geq \frac{2}{1 + \cos \theta^*} \) will yield no feasible combinations \((x, y)\) for (23).

2. \( x \in (r_1, r_2) \) and \( y = r_2 \);
   - We have \( x < 1 \) and \( y = r_2 < 1 \). From Proposition 5, we infer that when \( R_{Ad} \geq \frac{2}{1 + \cos \theta^*} \), we have no feasible combinations \((x, y)\) for (23).

3. \( x \in (r_1, r_2) \) and \( y > r_2 \);
   - We can divide the region for \( y \) in two sub-regions, namely \( r_2 < y \leq 1 \) and \( y > 1 \).
     - (a) Case: \( y \in (r_2, 1] \);
       - Since \( x < 1 \) and \( y \leq 1 \), following Proposition 5, we infer \( R_{Ad} \geq \frac{2}{1 + \cos \theta^*} \) is sufficient to obtain no feasible combinations \((x, y)\) for (23).
     - (b) Case: \( y > 1 \);
       - With the particular choice \( R_{Ad} \geq \frac{6}{1 + \cos \theta^*} \iff d \geq 3 \) from Proposition 5, we obtain \( \bar{y} = a \bar{x} + b \) with \( a = \frac{d-1}{2} \) and \( b = \frac{1}{2} \sqrt{(d+1)((d-3)x^2 + 4)} \) is the solution to (25) for a fixed \( \bar{x} \). Substituting the obtained pair \((\bar{x}, \bar{y})\) back in (23) yields
         \[
\frac{1}{1 + \cos \theta^*} (k \bar{x}^3 + (\bar{x}^2 + m \bar{x} + n) \bar{x}^3 + R_{bd} = 0,
\]

(39)

where
\[
k = \frac{1}{2} (d - 2) (d + 1) (d - (1 + \cos \theta^*)),
\]
\[
0 = b \bar{d} (d - (1 + \cos \theta^*))
\]
\[
m = \frac{1}{2} (d + 1) (3d - 2 (1 + \cos \theta^*))
\]
\[
r = b \bar{d}
\]

(40)
With \( d \geq 3 \), we obtain \( k > 0 \), \( l > 0 \), \( m > 0 \), and \( n > 0 \). Since the individual terms are positive, it follows the sum is also positive; the combination \((x, y)\) satisfying (25) is not a solution to (23). So solutions to (23) are of the form \((x, y) \neq (x, y)\). However, these will not solve (25) and therefore, we conclude that for \( R_{Ad} \geq \frac{6}{1 + \cos \theta^*} \), the solution set to (23) is empty for the mentioned region of \( x \) and \( y \).

Combining the results of both parts, we obtain that \( R_{Ad} \geq \frac{6}{1 + \cos \theta^*} \) is sufficient to obtain no feasible combinations \((x, y)\) for (23).

Gathering the results for all the three considered regions for \( y \), we conclude that \( R_{Ad} \geq \max \left\{ \frac{6}{1 + \cos \theta^*}, \frac{2}{1 - \cos \theta^*} \right\} \). This completes the proof. \( \Box \)

From a design perspective, provided \( \ell \) is given, we can tune the gains \( K_d \) and \( K_b \) such that \( \ell \leq \hat{d} \) is satisfied. In this scenario, any choice of \( x \) would yield no solutions \((x, y)\) to the set of equations (23). This is in agreement with our earlier work [8] in which moving configurations may occur only when \( d_{12} \geq \hat{d} \) and \( d_{13} \geq \hat{d} \) hold. We need Lemma 5 when tuning the gains \( K_d \) and \( K_b \) only is not enough. It provides a lower bound on the gain \( K_A \) for a chosen \( K_d \). In the region \( \theta^* \in (60^\circ, 90^\circ) \), this lower bound is \( K_A \geq \frac{2}{1 + \cos \theta^*} K_d \) while \( K_A \geq \frac{2}{1 - \cos \theta^*} K_d \) when the vertex angle is \( \theta^* \in (0, 60) \) in Lemma 3. Furthermore, Proposition 3 and Lemma 5 are results which hold for \( x \in (r_1, r_2) \) and \( y > r_1 \). For the case \( y \in (r_1, r_2) \) and \( x > r_1 \), we obtain the same result, albeit the roles of \( x \) and \( y \) are reversed. We conclude this section with the following main result:

**Theorem 1.** Consider a team of three robots moving according to (9) with \( K_d > 0 \), \( K_b > 0 \), and \( K_A > 0 \). Define the gain ratios \( R_{ad} = \frac{K_A}{K_d} \) and \( R_{ad} = \frac{K_d}{K_d} \) and also \( \hat{d} = \sqrt{\frac{3}{4}} \). Let the desired formation shape be an acute isosceles triangle with legs \( \ell > 0 \) and vertex angle \( \theta^* \). Finally, parametrize the distances \( d_{12} \) and \( d_{13} \) as in (17). Then, starting from all feasible initial configurations, the robots converge to a desired equilibrium configuration \( p_{eq} \in S_p \) in which all the individual tasks are attained if either (\( K_d, K_b, K_A \)) is chosen such that \( \ell \leq \hat{d} \) and \( R_{Ad} \leq \frac{6}{1 + \cos \theta^*} \) for \( \theta^* \in (0^\circ, 90^\circ) \) or if (\( K_d, K_b, K_A \)) is chosen such that \( \ell > \hat{d} \) and \( R_{Ad} = \frac{6}{1 + \cos \theta^*} \) for \( \theta^* \in (60^\circ, 90^\circ) \).

**Proof.** The proof follows directly from the results obtained in Lemmas 2 and 3. This completes the proof. \( \Box \)

With the current constraints imposed on the gain ratio \( R_{Ad} \), we cannot permit convergence results for isosceles triangles with legs \( \ell > \hat{d} \) and vertex angle \( \theta^* \in (0^\circ, 60^\circ) \). We will numerically evaluate this in Section 7.

### 6 Right and Obtuse Isosceles Triangles

We continue with right and obtuse isosceles triangles in which the vertex angle \( \theta^* \) is in the range \( [90^\circ, 180^\circ] \iff \cos \theta^* \in (-1, 0] \).

#### 6.1 Equilibrium configurations

We state the following result on equilibrium configurations for right and obtuse isosceles triangles:

**Lemma 4.** Consider a team of three robots moving according to (9) with gains \( K_d > 0 \), \( K_b > 0 \), and \( K_A > 0 \). Let the desired formation shape be an isosceles triangle with legs \( \ell > 0 \) and vertex angle \( \theta^* \in (90^\circ, 180^\circ) \). In addition, parametrize the distances \( d_{12} \) and \( d_{13} \) as in (17). Then the equilibrium configurations \( p_{eq} \) are all in the desired set \( S_p \).

**Proof.** Given \( \theta^* \in [90^\circ, 180^\circ] \), we obtain \( \cos \theta^* \in (-1, 0] \). Correspondingly, in (18), \( \hat{d} = x \cos \theta^* - y < -y < 0 \) and \( \hat{b} = y \cos \theta^* - x \leq -x < 0 \). Assuming \( xy - 1 = 0 \) on the RHS leads to \( x < 1 \) and \( y < 1 \) on the LHS; in turn, this results in \( xy < 1 \) and therefore contradicting the assumption. Similar arguments hold for \( xy - 1 \neq 0 \). In addition, it follows from Proposition 2 that \( xy - 1 = 0 \) is equivalent to the combination \((x, y) = (1, 1) \). Robot \( R1 \) attains all its assigned tasks. With robots \( R2 \) and \( R3 \) also attaining its individual task, we conclude that all robots in the team attain its individual tasks, i.e., \( e = 0 \). This completes the proof. \( \Box \)

In Lemma 4, we do not have to impose additional constraints on the gains \( K_d, K_b, \) and \( K_A \) other than that they should be positive.

#### 6.2 Moving configurations

For moving configurations, we observe that the sign on the RHS of (23) depends only on the terms \( \hat{a} = x \cos \theta^* - y \) and \( \hat{b} = y \cos \theta^* - x \). Since \( \cos \theta^* \in (-1, 0] \), it follows that \( \hat{a} < 0 \) and \( \hat{b} < 0 \) implying the RHS of (23) is negative. For the LHS to be also negative, we require from Proposition 3 that the desired length \( \ell \) should satisfy \( \ell > \hat{d} \). In particular, the LHS is negative when \( x \in (r_1, r_2) \) and \( y \in (r_1, r_2) \) with \( x_1 \) and \( x_2 \) given in Corollary 1. The following lemma states a condition on \( R_{Ad} \) for precluding moving configurations when \( \ell > \hat{d} \):

**Lemma 5.** Consider a team of three robots moving according to (9) with specific gains \( K_d > 0 \) and \( K_b > 0 \). Define the gain ratios \( R_{ad} = \frac{K_d}{K_d} \) and \( R_{ad} = \frac{K_d}{K_d} \) with \( K_A > 0 \), and also \( \hat{d} = \sqrt{\frac{3}{4}} \). Furthermore, let the desired formation shape be an isosceles triangle with legs \( \ell > \hat{d} \) and vertex angle \( \theta^* \in [90^\circ, 180^\circ] \). Finally, parametrize the distances \( d_{12} \) and \( d_{13} \) as in (17). If \( R_{Ad} \geq \frac{2}{1 + \cos \theta^*} \), then there are no feasible combinations \((x, y)\) satisfying the set of equations (23).
Proof. The proof is divided in two parts, namely considering $x = y$ and $x \neq y$ in the feasible region $(r_1, r_2)^2$.

1. Case: $x = y$;
   
   Rearranging the terms in (24) yields
   \[
   x^3 ((c + 1) x^2 + (c - 1)) + R_{\text{ad}} = 0, \tag{41}
   \]
   where $c = \frac{1}{2} R_{\text{ad}} (1 - \cos \theta^*)$. Choosing $c \geq 1$, we have $(c + 1) \geq 2$ and $(c - 1) \geq 0$. Therefore, all terms in (41) are non-negative and at least one term is positive; then, the sum on the LHS is also positive. The equation (41) does not have roots for $c \geq 1 \iff R_{\text{ad}} \geq \frac{2}{1 - \cos \theta^*}$.

2. Case: $x \neq y$;

   It follows from Proposition 5 that (25) does not have a solution for $R_{\text{ad}} \geq \frac{2}{1 + \cos \theta^*}$ since $x < 1$ and $y < 1$. This in turn implies the set of equations (23) does not have a solution, since solutions to (23) are immediate solutions to (25).

We have obtained two lower bounds on $R_{\text{ad}}$ for the different cases. Notice that $\frac{2}{1 + \cos \theta^*} \geq \frac{2}{1 - \cos \theta^*}$ for $\cos \theta^* \leq 0$. Hence the choice of $R_{\text{ad}} \geq \frac{2}{1 + \cos \theta^*}$ will yield no feasible combinations $(x, y)$ satisfying the set of equations (23). This completes the proof. \qed

Similar to acute isosceles triangles, provided $t$ is given, we can first tune the gains $K_d$ and $K_b$, such that $t \leq \hat{d}$ is satisfied. Then any choice of $K_A > 0$ would yield no solutions $(x, y)$ to the set of equations (23). We need Lemma 5 when tuning the gains $K_d$ and $K_b$, only is not enough. In that case, for a specific value $K_A > 0$, we know from the lemma that the gain for the signed area control term needs to satisfy $K_A \geq \frac{2}{1 + \cos \theta^*} K_d$. When $\cos \theta^* \rightarrow -1$, i.e., when the vertex angle $\theta^*$ of the isosceles triangle is close to $180^\circ$, we obtain that $K_A \rightarrow \infty$.

Combining the analyses on the equilibrium and moving configurations, we have the following result for the three-robot formation tasking with displaying a right or obtuse isosceles triangle with legs $\ell > 0$:

**Theorem 2.** Consider a team of three robots moving according to (9) with gains $K_d > 0$, $K_b > 0$, and $K_A > 0$. Define the gain ratios $R_{\text{ad}} = \frac{K_b}{K_d}$ and $R_{\text{ad}} = \frac{K_b}{K_d}$, and also $\hat{d} = \sqrt{3} \sqrt{\frac{R_{\text{ad}}}{2}}$. Furthermore, let the desired formation shape be an isosceles triangle with legs $\ell > 0$ and vertex angle $\theta^* \in [90^\circ, 180^\circ]$. Finally, parametrize the distances $d_{12}$ and $d_{13}$ as in (17). Then, starting from all feasible initial configurations, the robots converge to a desired equilibrium configuration $p_{eq} \in S_p$ if $(K_d, K_b)$ is chosen such that $\ell \leq \hat{d}$ or if $(K_d, K_b, K_A)$ is chosen such that $\ell > \hat{d}$ and $R_{\text{ad}} \geq \frac{2}{1 + \cos \theta^*}$.

**Proof.** The proof follows directly from the results obtained in Lemmas 4 and 5. This completes the proof. \qed

In Table 1, we summarize the results on the gain ratio $R_{\text{ad}}$ such that convergence to the desired isosceles triangular formation is obtained.

### 7 Numerical Example

#### 7.1 Numerical evaluation of (34)

Earlier, during the analysis of acute isosceles triangles in Section 5, we have found that the difference equation (19) contains solutions satisfying Proposition 4 for $d > 3$. Substituting these solutions back to the set of equation (18) yields the cubic equation (34) for which we could not determine its sign since positive and negative coefficients are present. Hence we approach this in a numerical manner. We first choose a value for $d$ satisfying $d > 3$ ($d = \frac{1}{2} R_{\text{ad}} \cos \theta^*$). In the current simulation, we let $d \in [3.1, 4, 6, 11, 16, 26, 51, 101, 501, 1001]$. Next, we let $x$ be in the range $x \in (1, 30)$ and compute the corresponding value for $y$ which solves (19). By applying the constraints found in Proposition 4, we obtain the feasible combinations $(x_l, y_l)$ for the corresponding value of $d$. Finally, these combinations $(x_l, y_l)$ are fed back in (18). We compute the value on the LHS and on the RHS and take the difference between them. In Fig. 1, we have plotted the results for $\theta^* \in [5^\circ, 15^\circ, 45^\circ, 75^\circ]$. From Fig. 1, we observe that the difference between the LHS and the RHS of (18) is positive for the different combinations of $d$ and vertex angle $\theta^*$. This difference increases for increasing value of $x$ and also its minimum value increases for increasing value of $\theta^*$. For smaller values of $d$, we have a smaller set of $x$-values in the chosen range which satisfy the constraints in Proposition 4. From the results of this numerical evaluation, we can conclude that solutions $(x_l, y_l)$ to the difference equation (19) do not satisfy the set of equations (18). This also means that the solution set to (18) is empty when considering $x \neq 1$, $y \neq 1$, $xy \neq 1$, and $x \neq q$. The upper bound for $R_{\text{ad}}$ in Lemma 2 can be extended to $x$, i.e., we do not need to constrain the gain ration $R_{\text{ad}}$. Given this, we can extend the results for Theorem 1 as follows:

**Corollary 2.** Consider a team of three robots moving according to (9) with $K_d > 0$, $K_b > 0$, and $K_A > 0$. Define the gain ratios $R_{\text{ad}} = \frac{K_b}{K_d}$ and $R_{\text{ad}} = \frac{K_b}{K_d}$, and also $\hat{d} = \sqrt{3} \sqrt{\frac{R_{\text{ad}}}{2}}$. Furthermore, let the desired formation shape be an acute isosceles triangle with legs $\ell > 0$ and vertex angle $\theta^* \in (0^\circ, 90^\circ)$. Finally, parametrize the distances $d_{12}$ and $d_{13}$ as in (17). Then, starting from all feasible initial configurations, the robots converge to a desired equilibrium configuration $p_{eq} \in S_p$ in which all the individual tasks are attained if either $(K_d, K_b)$ is chosen such that $\ell \leq \hat{d}$ or if $(K_d, K_b, K_A)$ is chosen such that $\ell > \hat{d}$ and $R_{\text{ad}} \geq \max \left\{ \frac{6}{1 + \cos \theta^*}, \frac{2}{1 - \cos \theta^*} \right\}$.

#### 7.2 Simulation setup for different isosceles triangular formations

For illustrating the theoretical claims, we consider simulations of isosceles triangles with different values for
Table 1: Conditions on the gain ratio $R_{Ad} = \frac{K_d}{K_A}$ in Theorems 1 and 2 and Corollary 2 for yielding convergence to the desired isosceles triangular formation.

|                  | Acute isosceles triangle | Acute isosceles triangle (with numerics) | Right & obtuse isosceles triangle |
|------------------|--------------------------|-----------------------------------------|---------------------------------|
| $\ell \leq \bar{d}$ | $R_{Ad} \in \left(0, \frac{6}{1+c\cos \theta^*}\right]$ | $R_{Ad} \in (0, \infty)$ | $R_{Ad} \in (0, \infty)$ |
| $\ell > \bar{d}$   | $R_{Ad} = \frac{6}{1+c\cos \theta^*}$ for $\theta^* \in \left[60^\circ, 90^\circ\right)$ | $R_{Ad} \in \left[\frac{6}{1+c\cos \theta^*}, \frac{2}{1-c\cos \theta^*}\right)$ | $R_{Ad} \in \left[\frac{2}{1+c\cos \theta^*}, \infty\right)$ |

The initial positions of the robots are in the square $[-100, 100]^2$ and we consider simulations from 5000 starting positions for the team of robots.

7.3 Simulation results for different isosceles triangular formations

Here we present the results from the numerical setup. For the isosceles triangle with legs $\ell = 3 < \bar{d}$, we obtain that starting from all the considered initial positions, the robots converge to a desired equilibrium configuration in $S_p$. For isosceles triangles with legs $\ell = 6$ and $\ell = 10$, we observe that for small values of $R_{Ad}$ less than 1, we have convergence to moving configurations. For $\ell = 6$, this is $R_{Ad} = 0.5$ while for $\ell = 10$, we have $R_{Ad} \leq 0.7$. To be safe, we can infer from the current results that starting from $R_{Ad} = 1$, we only have convergence to a desired equilibrium. This value is smaller than the lower bound that we have obtained in Lemmas 3 and 5. To better illustrate the convergence observation, we plot the results of two simulations in Fig. 2(a). The desired shape is an equilateral triangle with legs $\ell = 10$. We start from the same initial position. In order to show the simulation results
clearly, we plot them side-by-side by shifting the trajectories horizontally. For \( R_{\text{Ad}} = 0.5 \), we observe that the robots converge to a moving configuration while choosing \( R_{\text{Ad}} = 1 \) results in convergence to the desired formation shape.

In order to observe whether for larger values of \( \ell \) we also have this result, we consider taking \( \theta^* = 60^\circ \); this corresponds to an equilateral triangle. Now, we let \( \ell \) and \( R_{\text{Ad}} \) take values

\[
\ell \in [3 \ 4 \ 6 \ 8 \ 10 \ 15 \ 20 \ 25 \ 50 \ 75 \ 100], \quad R_{\text{Ad}} \in [0.25 \ 0.5 \ 0.75 \ 1 \ 2 \ 4].
\]

(44)

We observe that convergence to moving configurations occur when \( R_{\text{Ad}} \leq 0.75 \) while starting from \( R_{\text{Ad}} = 1 \), all initial configurations evolve to a desired configuration in the set \( S_p \). From Lemma 3, we have that the theoretical lower bound is \( R_{\text{Ad}} = 4 \) while numerically \( R_{\text{Ad}} = 1 \) suffices.

From these numerical results, we can say that the bounds for \( R_{\text{Ad}} \) obtained during the theoretical analyses are conservative and that a value \( R_{\text{Ad}} \geq 1 \) suffices to prevent the occurrence of moving configurations for isosceles triangles.

### 7.4 Extension to general triangles

So far, we have obtained results for the analysis of the (1D2B) setup with a signed area constraint when the desired formation shape is an isosceles triangle. To demonstrate that the proposed closed-loop formation system (9) may also work for general triangles, we have carried out some simulations. In Fig. 2(b), we plot the result of two simulations. The desired formation shape is a general triangle with lengths \( d_{12}^* = 10 \) and \( d_{13}^* = 15 \) and angle \( \theta_{23}^* = 60^\circ \). The moving configuration is obtained when \( R_{\text{Ad}} = 0.2 \) while we observe convergence to the desired shape when \( R_{\text{Ad}} = 1 \). This illustrates that by a proper tuning of the gains, we could also have convergence results to \( S_p \) for general triangles. Furthermore, we notice that when one of the desired lengths is less than \( d \), we always have convergence to the desired formation shape. This is in accordance with our earlier work [8].

### 8 Conclusions & Future Work

In this paper, we provided a comprehensive analysis for the formation shape control problem involving a team of three robots partitioned into one distance and two bearing robots. We let the distance robot also maintain a signed area constraint next to the existing distance constraints considered in our previous work [8], and studied the effect of this new constraint for the class of isosceles triangles. We showed theoretically and using numerical simulations that the existing equilibrium configurations were maintained and no other undesired equilibrium configurations were introduced by the addition of the signed area control term. Moreover, we derived sufficient conditions on the gain ratio \( R_{\text{Ad}} \) for preventing moving configurations to occur when the leg \( \ell \) of the triangle is larger than a threshold distance \( d \). As a result, convergence results to the desired set \( S_p \) were established for arbitrary isosceles triangular formations. Numerical results indicated that a lower bound of \( R_{\text{Ad}} = 1 \) suffices for preventing convergence to moving configurations while the theoretical analyses resulted in a more restrictive value that depends on the vertex angle \( \theta^* \). Furthermore, simulations showed that the proposed strategy could also work for general triangles. The formal analysis of general triangles is the subject of future work.
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