A Deep Fully Convolutional Network for Distal Radius and Ulna Semantic Segmentation
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Abstract. Semantic segmentation is an essential step to do further image analysis and scene understanding tasks. In medical imaging analysis applications, it is even more challenging to do automatic segmentation due to tissues’ complicated boundaries. In this paper, a fully convolutional network (FCN) based model is constructed to segment distal radius and ulna (DRU) areas from hand X-ray images. We evaluated the proposed network on a clinical DRU dataset with different network configurations. The proposed network can achieve 98% accuracy and 96% mean Intersection over Union (IoU).

1. Introduction

The purpose of image segmentation is trying to cluster pixels into distinct regions according to interest features. Conventional segmentation methods including region-based algorithms, boundary-based algorithms and graph-based image segmentation methods. To acquire accurate segmentation results is still a challenging problem. In recent years, deep learning techniques have dramatically improved the state-of-the-art in visual object detection and recognition [1]. In medical image analysis areas, research groups have tried to apply CNNs to a broad range of applications and got promising results [2]. For example, Pereira et al. proposed an automatic brain tumors segmentation method based on convolutional neural networks. Their method achieved top results on a 2013 public challenge dataset [3]. However, CNN-based segmentation algorithms always suffer from low efficiency and low accuracy. In 2015, Long et al. proposed a full convolutional network (FCN) which can classify each pixel of an image [4]. From then on, FCNs became more popular to do semantic segmentation tasks than conventional CNN models.

To evaluate bone age in patients will guide physicians to make clinical decisions. Luk et al. have proposed a novel skeletal maturity assessment method based on distal radius and ulna (DRU) radiographs [5]. Extracting accurate DRU regions from hand X-ray images is the key step to apply this new DRU classification scheme to assess bone age. In this paper, we propose a fully convolutional network (FCN) to do distal radius and ulna semantic segmentation. The main contributions of this paper include: (1). To our best knowledge, this is the first work to apply FCN to DRU segmentation and get satisfactory results. (2). We deployed numerous experiments to investigate the proposed network performance with different network configurations and different training samples.

2. Related work

Convolutional neural networks have been widely used in medical image segmentation tasks. Karnitsas et al. proposed a 3D fully connected Conditional Random Field to post-process the network’s
soft segmentation [6]. In 2016, Moeskopset al. presented a CNN based system to automatically segment MR brain images into multiple tissue classes.[7]. Also, Roth et al. proposed a multi-level deep CNNs to do pancreas segmentation in abdominal CT scans [8]. From the above-mentioned works, it can be concluded that more CNN related methods have been employed to medical image segmentation and achieved promising results in the recent years.

In 2015, fully convolutional network (FCN) was presented to do semantic segmentation. For example, Ronnebergeret al. presented a fully convolutional network for segmentation of neuronal structures in electron microscopic stacks. Their proposed network was the winner of ISBI cell tracking challenge 2015 [9]. In 2017, Andrearczyket al. developed a fully convolutional network for texture segmentation. [10]. Moreover, FCN can be applied to video segmentation problems. Valipouret al. built a fully convolutional network and used a recurrent unit to work on temporal data [11]. These cited works have proved FCN has strong convincing performance on semantic segmentation. In this paper, we will try to apply FCN to distal radius and ulna segmentation from hand X-ray images. The proposed method and corresponding experiments will be presented in detail in the following sections.

3. Method

3.1 Fully Convolutional Neural Network and Semantic Segmentation

In convolutional neural networks, fully conventional networks (FCNs) were proposed to replace all the fully connected layers by convolutional layers to prevent spatial information damage. Both the input and output data of FCNs are two-dimensional images. The output results contain spatial structure information according to the input images. FCNs use deconvolution operations to reconstruct the output results from the final feature map which is a heatmap. Then, softmax will be applied to each pixel of generated images to do pixelwise classification. The final semantic segmentation is built on pixelwise classification results of the reconstructed image. We fuse feature maps generated from convolutional layers and feature maps from previous pooling layers together. Then the mixed feature maps will be upsampled back to the image. The purpose of these operations is to utilize the shallow and deep features for semantic segmentation.

Compared to traditional convolution neural networks, fully convolutional networks have two remarkable advantages: (1). arbitrary input size accepted: FCNs do not require training data have identical size; (2). high training efficiency: FCNs avoid repetitive computation and storage overhead of small surrounding regions. Based on the above description, the integrated working flowchart of FCNs semantic segmentation is illustrated in the Figure 1.

![Figure 1. The flowchart of Semantic Segmentation using FCNs](image)

3.2 Network Configurations

To achieve reasonable segmentation results, we choose VGG16 [12] as the basic network configuration. We replace the original fully-connected layer with convolutional layers and also add several new operations such as deconvolution, fusion and cropping. Input images and corresponding label information are processed as network input and the corresponding output is two-dimensional images which contain each single pixel classification label.
In such network configurations, feature maps after several convolutional and pooling operations become coarse and the sizes are much smaller. To get back to the original image resolutions, deconvolution (upsampling) is applied to the generated feature maps. We will fuse feature maps after pooling. Then a upsampling operation is used on the fusion results to get the segmentation results. Even we can upsampling the previous results of different times and then sum this larger feature maps with previous pooling layer output to generate new feature maps. Then, this new feature maps will be upsampled to produce more smooth and detailed output. These different network configurations are called FCN-32s, FCN-16s and FCN-8s respectively.

4. Experiment

4.1 Data Preprocessing
In the experiment section, all the hand radiographs collected from Li Ka Shing Faculty of Medicine, The University of Hong Kong. We have got 1189 pieces images and saved them as .jpg files. When using DRU classification scheme to evaluate skeletal maturity, physicians only focus on the distal radius and ulna regions. However, the raw data images contain many other regions information such as fingers and black background. These regions will slow down segmentation processing speed and will also decrease the segmentation accuracy. Therefore, a preprocessing step is necessary to extract only the regions of interest (ROI) i.e. the distal radius and ulna regions. After that, all the extracted hand regions will be resized to be an identical resolution. Some extracted DRU region samples are displayed in Figure 2.

4.2 Data Labeling
When training the FCNs and later testing the network performance, we need to label these data. In this experiment, we choose to use LabelMe [13] which is an open source annotation tool. We label the distal radius and ulna regions under physicians’ guidance. In Figure 3, a labeled sample is presented. The ROI is covered by green dot lines and other regions will be considered as background.

4.3 Segmentation Evaluation Metrics
In our experiment, we use two common metrics for semantic segmentation evaluation. The first one is Precision and Recall. Precision reflects the percentage of classified positive samples of all true posi-
tive samples and Recall denotes the fraction of interested samples which have been retrieved over all the data samples. Definitions of Precision and Recall can be written as equation (1) and equation (2)

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

Where TP is True Positive, FP is False Positive, and FN is False Negative. The second evaluation metric is called Intersection over Union (IoU). It represents the overlapping rate of segmentation results and ground truth. The definition of IoU can be formulated as equation (3)

\[
\text{IoU} = \frac{A \cap B}{A \cup B}
\]

Where \(A\) and \(B\) represent the segmentation result and ground truth value respectively. Ideally, we want IoU to approach to 1 as much as possible. \(\text{IoU} = 1\) refer to the segmentation results match the ground truth regions perfectly.

5. Result and Analysis

The DRU dataset contains 1189 hand radiographs in total. During the experiment section, 951 images (80%) are randomly selected as training set, and the left 238 images (20%) are used to test trained network performances. All the images are normalized before fed into the proposed network. The normalization operations include mean value subtraction and variation division. To accelerate the network training convergence speed, we choose to use the VGG-16 model which were well trained on ImageNet dataset [14] and finetune it with our DRU dataset. All the models are implemented in Caffe[15] on NVIDIA Quadro M4000. When training deep neural networks, it is easy to occur gradient exploding problems. It is important to initialize learning rate to be a moderate value such as \(1.0 \times 10^{-8}\) in this paper. To overcome loss functions falling into local minima, the momentum value is set to be 0.99, weight decay is \(5 \times 10^{-4}\), the maximal iteration is determined to be 20000 and batch size is 1 during our experiment.

5.1 Network Performance of Different Training Iterations

We use DRU training dataset to train FCN-8s model in various iterations and use our testing dataset to test FCN-8s model. Figure 4 and figure 5 show the radius and ulna pixel-wise accuracy, recall and IoU of the testing dataset.

![Figure 4. Radius Testing Accuracy, Recall and IoU of different iterations](image)

![Figure 5. Ulna Testing Accuracy, Recall and IoU of different iterations](image)
From the above several figures, the total testing accuracy and recall achieve around 98%, IoU is about 97%. The Radius testing accuracy and recall is 97% and radius IoU is around 95%; Ulna only testing accuracy, recall and IoU are 98.5%, 98% and 96.6% respectively.

5.2 Network Performance of Different Configurations

We want to know the influences of DRU semantic segmentation of different network configurations. Therefore, we will test FCN-2s, FCN-4s, FCN-8s, FCN-16s and FCN-32s. In Figure 6 and figure 7, the testing accuracy, recall and IoU are recorded according to different network configurations.

![Figure 6. The Radius Accuracy, Recall and IoU of different network configurations](image1)

![Figure 7. The Ulna Accuracy, Recall and IoU of different network configurations](image2)

From the above figures, we know that FCN-16s and FCN-32s models utilize shallow layer features. They combine the deep features with shallow features and then produce the segmentation results. In the same way, FCN-8s uses more shallow features to assist segmentation performance. Generally speaking, according to the above experiment results, the testing accuracy of FCN-8s is higher than FCN-16s and FCN-32s models. On the other hand, although FCN-4s and FCN-2s involve more shallow features, the network performance has no significant improvement. These two kinds of models have more network parameters and more complicated network structures. After comprehensive considerations, FCN-8s is the best performed network model among all the others for this task.

Finally, the FCN-8s model is used to do DRU semantic segmentation. The results are shown in the Figure 8. The gray region denotes for ulna, while region represents radius, and the black region stands for the image background. The proposed network segment all the 238 testing images in 174 second. Each image only costs 0.73 second to be processed in the experiment.

![Figure 8. Radius and ulna segmentation results](image3)

6. Conclusion

In this paper, we trained a fully convolutional neural network to extract distal of radius and ulna regions of hand X-ray images. The well-trained network can segment bones boundaries subtly in the
experiment. Also, we have compared different network configurations and chosen the one with the best performance i.e. FCN-8s. Additionally, we have found that the proposed network achieved high testing accuracy with a small number of training samples.
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