Causality Inspired Representation Learning for Domain Generalization

Fangrui Lv\textsuperscript{1} Jian Liang\textsuperscript{2} Shuang Li\textsuperscript{1,*} Bin Zang\textsuperscript{1} Chi Harold Liu\textsuperscript{1} Ziteng Wang\textsuperscript{3} Di Liu\textsuperscript{2}

\textsuperscript{1}Beijing Institute of Technology, China \textsuperscript{2}Alibaba Group, China \textsuperscript{3}Yizhun Medical AI Co., Ltd, China

\textsuperscript{1}\{fangruilv,shuangli,binzang\}@bit.edu.cn, liuchi02@gmail.com
\textsuperscript{2}\{xuelang.lj,wendi.ld\}@alibaba-inc.com \textsuperscript{3}ziteng.wang@yizhun-ai.com

Abstract

Domain generalization (DG) is essentially an out-of-distribution problem, aiming to generalize the knowledge learned from multiple source domains to an unseen target domain. The mainstream is to leverage statistical models to model the dependence between data and labels, intending to learn representations independent of domain. Nevertheless, the statistical models are superficial descriptions of reality since they are only required to model dependence instead of the intrinsic causal mechanism. When the dependence changes with the target distribution, the statistic models may fail to generalize. In this regard, we introduce a general structural causal model to formalize the DG problem. Specifically, we assume that each input is constructed from a mix of causal factors (whose relationship with the label is invariant across domains) and non-causal factors (category-independent), and only the former cause the classification judgments. Our goal is to extract the causal factors from inputs and then reconstruct the invariant causal mechanisms. However, the theoretical idea is far from practical of DG since the required causal/non-causal factors are unobserved. We highlight that ideal causal factors should meet three basic properties: separated from the non-causal ones, jointly independent, and causally sufficient for the classification. Based on that, we propose a Causality Inspired Representation Learning (CIRL) algorithm that enforces the representations to satisfy the above properties and then uses them to simulate the causal factors, which yields improved generalization ability. Extensive experimental results on several widely used datasets verify the effectiveness of our approach.\textsuperscript{1}

1. Introduction

In recent years, with the increasing complexity of tasks in real world, out-of-distribution (OOD) problem has raised a severe challenge for deep neural networks based on the i.i.d. hypothesis [23, 24, 30]. Directly applying the model trained on source domain to an unseen target domain with different distribution typically suffers from a catastrophic performance degradation [13, 29, 31, 57]. In order to deal with the domain shift problem, Domain Generalization (DG) has attracted increasing attention, which aims to generalize the knowledge extracted from multiple source domains to an unseen target domain [2, 20, 22, 35].

In order to improve generalization capability, many DG methods have been proposed, which can be roughly categorized into invariant representation learning [9, 22, 25, 34], domain augmentation [53, 59, 63, 66], meta-learning [2, 6, 21], etc. Though promising results have been achieved, there exists one intrinsic problem with them. These efforts merely try to make up for the problems caused by OOD data and model the statistical dependence between data and labels without explaining the underlying causal mechanisms. It has been argued recently [43] that such practices may not be sufficient, and generalizing well outside the i.i.d. setting requires learning not mere statistical dependence between variables, but an underlying causal model [3, 39, 42, 43, 49, 54]. For instance, in an image classification task, it is very likely that all the giraffes are on the grass, showing high statistical dependence, which could easily mislead the model to make wrong predictions when the background varies in target domain. After all, the characteristics of giraffes such as head, neck, etc., instead of the background make a giraffe giraffe.

In this paper, we introduce a structural causal model (SCM) [48] to formalize the DG problem, aiming to excavate the intrinsic causal mechanisms between data and labels, and achieve better generalization ability. Specifically, we assume the category-related information...
information in a way that causal factors, whose relationship with the label is independent of domain, e.g., "shape" in digit recognition. While the information independent of category is assumed as non-causal factors, which is generally domain-related information, e.g., "handwriting style" in digit recognition. Each raw data $X$ is constructed from a mix of causal factors $S$ and non-causal factors $U$ and only the former causally affects the category label $Y$, as shown in Fig. 1. Our goal is to extract the causal factors $S$ from raw input $X$ and then reconstruct the invariant causal mechanisms, which can be done with the aid of causal intervention $P(Y|do(U), S)$. The do-operator $do(\cdot)$ [10] denotes intervention upon variables. Unfortunately, we cannot directly factorize raw input as $X = f(S, U)$ since the causal/non-causal factors are generally unobserved and cannot be formulated, which makes the causal inference particularly challenging [51, 55].

In order to make the theoretical idea into practice, we highlight that the causal factors $S$ are expected to satisfy three properties based on the researches in [43, 46, 49]: 1) separated from the non-causal factors $U$; 2) the factorization of $S$ should be jointly independent; 3) causally sufficient for the classification task $X \rightarrow Y$ in the sense of containing all the causal information. As shown in Fig. 2 (a), the mixture with $U$ causes $S$ to contain underlying non-causal information, while the jointly dependent factorization makes $S$ redundant, further leading to the miss of some underlying causal information. In contrast, the causal factors $S$ in Fig. 2 (b) are ideal ones that meet all the requirements. Inspired by this, we propose a Causality Inspired Representation Learning (CIRL) algorithm, enforcing the learned representations to possess the above properties and then exploiting each dimension of the representations jointly independent and then can be used to approximate the causal factors. Furthermore, to be causally sufficient towards classification, we design an adversarial mask module which iteratively detects dimensions that contain relatively less causal information and forces them to contain more and novel causal information via adversarial learning between a masker and the representation generator. The contributions of our work are as follows:

- We point out the insufficiency of only modeling statistical dependence and introduce a causality-based view into DG to excavate the intrinsic causal mechanisms.
- We highlight three properties that the ideal causal factors should possess, and propose a CIRL algorithm to learn causal representations that can mimic the causal factors, which have better generalization ability.
- Extensive experiments on several widely used datasets and analytical results demonstrate the effectiveness and superiority of our method.

### 2. Related Work

**Domain Generalization (DG)** aims to extract knowledge from multiple source domains that are well-generalizable to unseen target domains. A promising and prevalent solution is to align the distribution of domains by learning domain-invariant representation via kernel-based optimization [8, 35], adversarial learning [22, 25, 34], second-order correlation [41] or using Variational Bayes [62]. Data augmentation is also an important technique to empower the model with generalization ability by enriching source diversity. Several researches have been explored in previous works: [53] perturbs images according to adversarial gradients induced by domain discriminator. [63, 66] mix the styles of training instances across domains by mixing feature statistics [66] or amplitude spectrums [63]. [65] generates more training synthetic data by maximizing a divergence measure. Another popular way that has been investigated is meta-learning, which simulates domain shift by dividing meta-train and meta-test domains from the original source domains [2, 6, 21, 26]. Other DG works also explore low-rank decomposition [45], secondary task as solving jigsaw puzzles [4] and gradient-guided dropout [14]. Different from all the methods above, we tackle DG problem from a causal viewpoint. Our method focuses on excavating intrinsic causal mechanisms by learning causal representations, which has shown better generalization ability.

**Causal Mechanism** [15, 40, 42] focuses on the fact that statistical dependence ("seeing people take medicine suggests that he is sick") cannot reliably predict the outcome of a counterfactual input ("stopping taking medicine does not make him healthy"). Generally, it can be viewed as components of reasoning chains [19] that provide predictions for
situations that are very far from the observed distribution. In that sense, excavating causal mechanisms means acquiring robust knowledge that holds beyond the support of observed data distributions [50]. The connection between causality and generalization has gained increasing interest in the past few years [33, 48]. Many causality-based methods have been proposed to gain invariant causal mechanisms [12, 56, 61] or recover causal features [5, 10, 27, 47] and hence improve OOD generalization. It is worth noting that they generally rely on restrictive assumptions on the causal diagram or structural equations. Very recently, MatchDG [32] introduces causality into DG literature by enforcing the inputs across domains have the same representation via contrastive learning if they are derived from the same object. Our CIRL is related to MatchDG in its efforts to learn causal representations. However, CIRL differs in the fact that it is done explicitly with exploiting dimension-wise representations to mimic causal factors based on a much theoretical formulation and only relies on a more general causal structural model without restrictive assumptions. Essentially, CIRL can be seen as causal factorization with intervention, which is clearly different from the object conditional MatchDG.

3. Method

In this section, we consider DG from the causal view with a general structural causal model as Fig. 1 shows. We demonstrate that the intrinsic causal mechanisms (formalized as conditional distributions) can be feasible to construct if the causal factors are given. However, as discussed in [1], it is hard to recover the causal factors exactly since they are unobservable. Therefore, we propose to learn causal representations based on the properties of causal factors as a mimic, while inheriting the superior generalization ability.

3.1. DG from the Causal View

The mainstream of DG focuses on modeling the statistical dependence between observed inputs and corresponding labels, i.e., \( P(X, Y) \), which is assumed variant across domains. To obtain an invariant dependence, they generally enforce the distribution to be domain-invariant marginally or conditionally, i.e., minimizing the gap across domains in \( P(X) \) or \( P(X \mid Y) \). However, since the statistical dependence cannot explain the intrinsic causal mechanism between inputs and labels, it tends to vary with domain. Therefore, the learned invariant dependence among source domains may still fail on an unseen target domain. Meanwhile, causal mechanisms usually keep stable across domains [43]. We first articulated the connection between causality and statistical dependence as Reichenbach [46] claimed in Principle 1.

Principle 1 ([46]). Common Cause Principle: if two observables \( X \) and \( Y \) are statistically dependent, then there exists a variable \( S \) that causally influences both and explains all the dependence in the sense of making them independent when conditioned on \( S \).

Based on Principle 1, we formalize the following structural causal model (SCM) to describe the DG problem:

\[
\begin{align*}
X &:= f(S, U, V_1), S \perp U \perp V_1, \\
Y &:= h(S, V_2) = h(g(X), V_2), V_1 \perp V_2.
\end{align*}
\]

where \( X, Y \) represent the input images and corresponding labels respectively. \( S \) denotes the causal factors that causally influence both \( X \) and \( Y \), i.e., the category-related information such as "shape" in digit recognition, while \( U \) denotes the non-causal factors that only causally influence \( X \), which is generally domain-related information such as "style". \( V_1, V_2 \) are unexplained noise variables that are jointly independent. As for \( f, h, g \), they can be regarded as unknown structural functions. Thus, for any distributions \( P(X, Y) \in \mathcal{P} \), if the causal factors \( S \) is given, there exists a general conditional distribution \( P(Y \mid S) \), i.e., an invariant causal mechanism. Based on the discussion above, if we can access the causal factors, then it is easy to obtain the causal mechanism that generalizes well outside i.i.d. assumption by optimizing \( h \):

\[
h^* = \arg\min_h \mathbb{E}_P[\ell(h(g(X)), Y)] = \arg\min_h \mathbb{E}_P[\ell(h(S), Y)],
\]

where \( \ell(\cdot, \cdot) \) is the cross entropy loss.

Unfortunately, the causal factors \( S \) are not provided to us a priori, we are given raw images \( X \) instead which are generally unstructured. It is somehow impractical to directly reconstruct the causal factors as well as mechanisms since they are unobservable and ill-defined. What’s more, as discussed by [28, 50, 51], which factors can be extracted and their granularity depends on which distribution shifts, supervision signals and explicit interventions are available. Nevertheless, what is clear is that the causal factors still need to obey certain requirements. Previous works [43, 49] declare that causal factors should be jointly independent, as expressed in Principle 2.

Principle 2 ([43, 49]). Independent Causal Mechanisms (ICM) Principle: The conditional distribution of each variable given its causes (i.e., its mechanism) does not inform or influence the other mechanisms.

Since the \( S \) in Eq. (1) represents the set of all causal factors \( \{s_1, s_2, \ldots, s_N\} \), the principle tells us that 1) changing (or performing intervention upon) one mechanism \( P(s_i \mid PA_i) \) does not change any of the other mechanisms \( P(s_j \mid PA_j), i \neq j \) [49] (\( PA_i \) denotes \( s_i \)'s parents in causal graph, which can be regarded as causal information that \( s_i \) contains since \( S \) is already the root node), 2) knowing some other mechanisms \( P(s_i \mid PA_i) \) does not give us information about a mechanism \( P(s_j \mid PA_j) \) [17]. Thus, we can factorize the joint distribution of causal factors into conditional as
We first generate augmented images by a causal intervention module with intervention upon non-causal factors. Both the representations of original and augmented images are sent to the factorization module, which imposes a factorization loss to force the representations to be separated from non-causal factors and jointly independent. At last, the adversarial mask module conducts an adversary between the generator and a masker, rendering the representations to be causally sufficient for classification.

3.2.1 Causal Intervention Module

We first aim to separate the causal factors \( S \) from the mixture of non-causal ones \( U \) by causal intervention. Specifically, although the explicit form of causal factor extractor \( q(\cdot) \) in Eq. (2) is unknown in general, we have prior knowledge that the causal factors \( S \) should remain invariant to the intervention upon \( U \), i.e., \( P(S \mid do(U)) \). While in DG literature, we do know that some domain-related information cannot determine the category of inputs, which can be regarded as non-causal factors and captured by some techniques [63,65,66]. For instance, Fourier transformation has a well-known property: the phase component of Fourier spectrum preserves high-level semantics of the original signal, while the amplitude component contains low-level statistics [38,44]. Thus, we conduct the intervention upon \( U \) by disturbing the amplitude information while keeping the phase information unchanged as [63] does. Formally, given an original input image \( x^o \), its Fourier transformation can be formulated as:

\[
\mathcal{F}(x^o) = A(x^o) \times e^{-j \times \mathcal{P}(x^o)},
\]

where \( A(x^o) \) and \( \mathcal{P}(x^o) \) denote the amplitude and phase components respectively. The Fourier transformation \( \mathcal{F}(\cdot) \) and its inverse \( \mathcal{F}^{-1}(\cdot) \) can be calculated with the FFT algorithm [37] effectively. We then perturb the amplitude information via linearly interpolating between the amplitude spectrums of the original image \( x^o \) and an image \( (x^t)^o \) sampled randomly from arbitrary source domains:

\[
\hat{A}(x^o) = (1 - \lambda)A(x^o) + \lambda A((x^t)^o),
\]

3.2. Causality Inspired Representation Learning

In this section, we illustrate our proposed representation learning algorithm inspired by the causality discussed above, which consists of three modules: causal intervention module, causal factorization module and adversarial mask module. The whole framework is shown in Fig. 3.

\[
P(s_1, s_2, \ldots, s_N) = \prod_{i=1}^{N} P(s_i \mid P A_t), \quad (3)
\]

Therefore, we highlight that the causal factors \( S \) should satisfy three basic properties based on the definition of causal variables in Common Cause Principle (Principle 1) and the nature of causal mechanism in ICM Principle (Principle 2):

- The causal factors \( S \) should be separated from the non-causal factors \( U \), i.e., \( S \perp U \). Thus, performing an intervention upon \( U \) does not make changes to \( S \).
- The factorization \( s_1, s_2, \ldots, s_N \) should be jointly independent, none of which entails information of others.
- The causal factors \( S \) should be causally sufficient to the classification task \( X \rightarrow Y \), i.e., contain information that can explain all the statistical dependencies.

Thus, instead of directly reconstructing the causal factors, we propose to learn causal representations as an alternative by forcing them to have the same properties as causal factors. We will explain the details in Sec. 3.2
where $\lambda \sim U(0, \eta)$ and $\eta$ controls the strength of perturbation. Then we combine the perturbed amplitude spectrums with the original phase component to generate the augmented image $x^a$ by inverse Fourier transformation:

$$
\mathcal{F}(x^a) = \hat{A}(x^a) \times e^{-j \times P(x^a)}, x^a = \mathcal{F}^{-1}(\mathcal{F}(x^a)).
$$

(6)

Denote the representation generator implemented by a CNN model as $\hat{g}(\cdot)$ and the representations as $r = \hat{g}(x) \in \mathbb{R}^{1 \times N}$, where $N$ is the number of dimensions. To simulate the causal factors that remain invariant to the intervention upon $U$, we optimize $\hat{g}$ to enforce the representations to keep unchanged dimension-wisely to the above intervention:

$$
\max_{\hat{g}} \frac{1}{N} \sum_{i=1}^{N} \text{COR}(r_i^o, r_i^n),
$$

(7)

where $r_i^o$ and $r_i^n$ denote the Z-score normalized $i$-th column of $R^o = [(r_1^o)^T, \ldots, (r_B^o)^T]^T \in \mathbb{R}^{B \times N}$ and $R^n = [(r_1^n)^T, \ldots, (r_B^n)^T]^T$, respectively. $B \in \mathbb{N}$ is the batch size, $r_i^o = \hat{g}(x^o_i)$ and $r_i^n = \hat{g}(x^n_i)$ for $i \in \{1, \ldots, B\}$. We leverage a COR function to measure the correlation of representations before and after the intervention. Thus, we can realize the first step of simulating causal factors $S$ with representations $R$ by making them independent of $U$.

### 3.2.2 Causal Factorization Module

As we proposed in Sec. 3.1 that the factorization of causal factors $s_1, s_2, \ldots, s_N$ should be jointly independent in the sense of none of them entails information of others. Therefore, we intend to make any two dimensions of the representations independent of each other:

$$
\min_{\hat{g}} \frac{1}{N(N-1)} \sum_{i<j} \text{COR}(r_i^o, r_j^n), i \neq j.
$$

(8)

Note that for saving computation cost, we omit the constraints within $R^o$ or $R^n$. To unify the optimization goals of Eq. (7) and Eq. (8), we build a correlation matrix $C$:

$$
C_{ij} = \frac{< r_i^o, r_j^n >}{\| r_i^o \| \| r_j^n \|}, i, j \in \{1, 2, \ldots, N\},
$$

(9)

where $< \cdot, \cdot >$ denotes the inner product operation. Thus, the same dimension of $R^o$ and $R^n$ can be taken as positive pairs which need to maximize the correlation, while the different dimensions can be taken as negative pairs which need to minimize the correlation. Based on that, we design a Factorization loss $L_{Fac}$ which can be formulated as follows:

$$
L_{Fac} = \frac{1}{2} \| C - I \|_F^2.
$$

(10)

Remark 1. The objective in Eq. (10) can make the diagonal elements of correlation matrix $C$ approximate to 1, which means that the representations before and after the intervention to non-causal factors are invariant. It indicates that we can effectively separate the causal factors from the mixture of the non-causal ones. Moreover, it also makes the non-diagonal elements of $C$ close to 0, i.e., enforcing the dimensions of representations to be jointly independent. Thus, by minimizing $L_{Fac}$, we can make the noisy and dependent representations into clean and independent ones, satisfying the first two properties of ideal causal factors.

### 3.2.3 Adversarial Mask Module

To succeed on the classification task $X \rightarrow Y$, the representations should be causally sufficient that entails all the support information. The most straightforward way is to utilize the supervision labels $y$ in the multiple source domains:

$$
L_{cls} = \ell(\hat{h}(\hat{g}(x^o)), y) + \ell(\hat{h}(\hat{g}(x^n)), y)
$$

(11)

where $\hat{h}$ is the classifier. However, this straightforward way cannot guarantee that every dimension of our learned representations are important, i.e., contain sufficient underlying causal information for classification. Specifically, there may be inferior dimensions that carry relatively less causal information and then make a small contribution for classification. Therefore, we propose to detect these dimensions and enforce them to contribute more. Since the dimensions are also required to be jointly independent with the aid of our factorization module, the detected inferior dimensions are rendered to contain more and novel causal information that is not included by other dimensions, which makes the whole representations to be more causality sufficient.

Thus, to detect the inferior dimensions, we design an adversarial mask module. We build a neural-network-based masker, denoted by $\hat{w}$ to learn the contribution of each dimension, and the dimensions correspond to the largest $\kappa \in (0, 1)$ ratio are regarded as superior dimensions while the rest are regarded as the inferior ones:

$$
m = \text{Gumbel-Softmax}(\hat{w}(r), \kappa N) \in \mathbb{R}^N,
$$

(12)

where we employ the commonly-used derivable Gumbel-Softmax trick [16] to sample a mask with $\kappa N$ values approaching 1. The details of the trick are deferred to supplementary materials. By multiplying the learned representations by the obtained masks $m$ and $1 - m$, we can acquire the superior and inferior dimensions of the representations, respectively. Then, we feed them into two different classifiers $\hat{h}_1, \hat{h}_2$. Eq. (11) can be rewritten as follows:

$$
L_{cls}^{sup} = \ell(\hat{h}_1(r^o \odot m^o), y) + \ell(\hat{h}_1(r^n \odot m^n), y),
L_{cls}^{inf} = \ell(\hat{h}_2(r^o \odot (1 - m^o)), y) + \ell(\hat{h}_2(r^n \odot (1 - m^n)), y),
$$

(13)

We optimize the masker by minimizing $L_{cls}^{sup}$ and maximizing $L_{cls}^{inf}$, while optimize the generator $\hat{g}$ and classifiers $\hat{h}_1, \hat{h}_2$ by minimizing the two supervision loss.
Remark 2. The proposed adversarial mask module can precisely detect the inferior dimensions because 1) for an optimized $h_2$ to minimize $L^\inf_{cls}$ based on existing masked dimensions, learning $m$ to select dimensions for maximizing $L^\inf_{cls}$ can find inferior dimensions with less contribution, and 2) superior and inferior dimension-sets complement each other such that if one dimension is not treated as superior then it will be treated as inferior, thus the selection of the superior ones will help the selection of the inferior ones. Furthermore, compared with optimizing Eq. (11) only, the adversarial mask module combined with our causal factorization module can help to generate more causally sufficient representations, because by optimizing $\hat{g}$ to minimize both $L^\inf_{cls}$ and $L_{Fac}$, the inferior dimensions are forced to carry more causal information and be independent with existing superior dimensions. Finally, the learned representations will approach causal sufficient by iteratively “replacing” the inferior representations to be novel superior ones.

To be clear, the overall optimization objective of our proposed CIRL is summarized as follows:

$$\min_{\hat{g}, h_1, h_2} L^{sup}_{cls} + L^\inf_{cls} + \tau L_{Fac}, \quad \min_{\hat{g}} L^{sup}_{cls} - L^\inf_{cls},$$

(14)

where $\tau$ is the trade-off parameter. Note that the whole representation $\tau$ and classifier $h_1$ are utilized during inference.

Remark 3. Note that the effect of the number of feature dimension is negligible. Through the cooperative optimization of the three modules, the total amount of causal information contained in the whole representations will increase until the learned representations can explain all the statistical dependence between inputs and labels, regardless of the feature dimension. Experimental analyses are provided in supplementary materials, verifying our demonstration.

4. Experiment

4.1. Datasets

Digit-DG [64] encompasses four digit domains including MNIST [18], MNIST-M [7], SVHN [36] and SYN [7], which present dramatic differences in the font style, background and stroke color. Following [64], we randomly select 600 images per class for each domain, and then split 80% of the data for training and 20% of the data for validation.

PACS [20] is specially proposed for DG, which contains 9,991 images from four domains (Art-Painting, Cartoon, Photo and Sketch) with large style discrepancy. In each domain, there are 7 categories: dog, elephant, giraffe, guitar, house, horse, and person. For a fair comparison, the original training-validation split provided by [20] is used.

Office-Home [58] is an object recognition dataset in the office and home environments, which collects 15,500 images of 65 categories. The 65 categories are shared by four domains (Art, Clipart, Product and Real-World), which differs in the viewpoint and image style. Following [63], each domain is split into 90% for training and 10% for validation.

4.2. Implementation Details

Following the commonly used leave-one-domain-out protocol [20], we specify one domain as the unseen target domain for evaluation and train with the remaining domains. For Digit-DG, all images are resized to $32 \times 32$, we train the network from scratch using the mini-batch SGD optimizer with batch size 128, momentum 0.9, and weight decay 5e-4 for 50 epochs. And the learning rate is decayed by 0.1 every 20 epochs. As for PACS and Office-Home, all images are resized to $224 \times 224$. The network is trained from scratch using the mini-batch SGD with batch size 16, momentum 0.9 and weight decay 5e-4 for 50 epochs, and the learning rate is decayed by 0.1 at 80% of the total epochs. For the hyper-parameters $\kappa$ and $\tau$, their values are selected according to the results on the source validation set, since the target domain is unseen during the training. Specifically, we set $\kappa = 60\%$ for Digit-DG and PACS while $\kappa = 80\%$ for Office-Home. $\tau$ is set as 2 for Digit-DG and 5 for the others. All results are reported based on the average accuracy over three repetitive runs. More details are given in the supplementary details.

4.3. Experimental Results

Results on Digit-DG are presented in Table 1, where CIRL beats all the compared baselines in terms of the average accuracy. Note that CIRL surpasses the domain-invariant representation based methods CCSA [34] and MMD-AAE [22] by a large margin of 8.0% and 7.9%, respectively, which indicates the importance of excavating the intrinsic causal mechanisms between data and labels, instead of the superficial statistical dependence. Besides, we also compare CIRL with FACT [63], since our causal intervention module adopts the same augmentation technique. It is worth mentioning that FACT is a quite state-of-the-art method in DG community and 1.0% performance improvement is challenging. While CIRL achieves 1.0% improvement over FACT, which further validates the effectiveness of our method.

Table 1. Leave-one-domain-out results on Digits-DG. The best and second-best results are bold and underlined, respectively.

| Methods    | MNIST | MNIST-M | SVHN | SYN | Avg. |
|------------|-------|---------|------|-----|------|
| DeepAll [64] | 95.8  | 58.8    | 61.7 | 78.6| 73.7 |
| Jigen [4]   | 96.5  | 61.4    | 63.7 | 74.0| 73.9 |
| CCSA [34]   | 95.2  | 58.2    | 65.5 | 79.1| 74.5 |
| MMD-AAE [22]| 96.5  | 58.4    | 65.0 | 78.4| 74.6 |
| CrossGrad [53]| 96.7 | 61.1    | 65.3 | 80.2| 75.8 |
| DDAIG [64]  | 96.6  | 64.1    | 68.6 | 81.0| 77.6 |
| L2A-OT [65] | 96.7  | 63.9    | 68.6 | 83.2| 78.1 |
| FACT [63]   | **97.9** | 65.6    | **72.4** | **90.3** | **81.5** |

CIRL (ours) | 96.08 | **69.87** | **76.17** | **87.68** | **82.5** |
Table 2. Leave-one-domain-out results on PACS with ResNet-18.

| Methods     | Art  | Cartoon | Photo | Sketch | Avg.  |
|-------------|------|---------|-------|--------|-------|
| DeepAll [64]| 77.63| 76.77   | 95.85 | 69.50  | 79.94 |
| MetaReg [2] | 83.70| 77.20   | 95.50 | 70.30  | 81.70 |
| JiGen [4]   | 79.42| 75.25   | 96.03 | 71.35  | 80.51 |
| DDAIG [64]  | 84.20| 78.10   | 95.30 | 74.70  | 83.10 |
| CSD [45]    | 78.90| 75.80   | 94.10 | 76.70  | 81.40 |
| MASF [6]    | 80.29| 77.17   | 94.99 | 71.69  | 81.04 |
| L2A-OT [65]| 83.30| 78.20   | 96.20 | 73.60  | 82.80 |
| EISNet [60]| 81.89| 76.44   | 95.93 | 74.33  | 82.15 |
| MatchDG [32]| 81.32| 80.70   | 96.53 | 79.72  | 84.56 |
| RSC [14]    | 83.43| 80.31   | 95.99 | 80.85  | 85.15 |
| FACT [63]   | 85.90| 79.35   | **96.61** | 80.88  | 85.69 |
| **CIRL (ours)** | **86.08** | 80.59 & 95.93 & **82.67** & **86.32** |

Table 3. Leave-one-domain-out results on PACS with ResNet-50.

| Methods     | Art  | Cartoon | Photo | Sketch | Avg.  |
|-------------|------|---------|-------|--------|-------|
| DeepAll [64]| 84.94| 76.98   | 97.64 | 76.75  | 84.08 |
| MetaReg [2] | 87.20| 79.20   | 97.60 | 70.30  | 83.60 |
| MASF [6]    | 82.89| 80.49   | 95.01 | 72.29  | 82.67 |
| EISNet [60]| 86.64| 81.53   | 97.11 | 78.07  | 85.84 |
| MatchDG [32]| 85.61| 82.12   | **97.94** | 78.76  | 86.11 |
| RSC [14]    | 83.43| 80.31   | 95.99 | 80.85  | 85.15 |
| FACT [63]   | 90.89| 83.65   | 97.78 | 86.17  | 89.62 |
| **CIRL (ours)** | **90.67** | **84.30** & 97.84 & **87.68** & **90.12** |

Table 4. Leave-one-domain-out results on Office-Home.

| Methods     | Art  | Clipart | Product | Real | Avg.  |
|-------------|------|---------|---------|------|-------|
| DeepAll [64]| 57.88| 52.72   | 73.50   | 74.80 | 64.72 |
| CCSA [34]   | 59.90| 49.90   | 74.10   | 75.70 | 64.90 |
| MMD-AAE [22]| 56.50| 47.30   | 72.10   | 74.80 | 62.70 |
| CrossGrad [53]| 58.40| 49.40   | 73.90   | 75.80 | 64.40 |
| DDAIG [64]  | 59.20| 52.30   | 74.60   | 76.00 | 65.50 |
| L2A-OT [65]| 60.60| 50.10   | 74.80   | **77.00** | 65.60 |
| Jigen [4]   | 53.04| 47.51   | 71.47   | 72.79 | 61.20 |
| RSC [14]    | 58.42| 47.90   | 71.63   | 74.54 | 63.12 |
| FACT [63]   | 60.34| 54.85   | 74.48   | 76.55 | 66.56 |
| **CIRL (ours)** | **61.48** | **55.28** & **75.06** | 76.64 & **67.12** |

Table 5. Ablation study of CIRL on PACS dataset with ResNet-18.

| Method | CInt, CFac, AdvM | Art  | Cartoon | Photo | Sketch | Avg.  |
|--------|-----------------|------|---------|-------|--------|-------|
| Variant 1 | ✓ ✓              | 85.99| 78.67   | 95.81 | 79.49  | 84.99 |
| Variant 2 | - -              | 80.52| 78.75   | 94.37 | 78.57  | 83.05 |
| Variant 3 | ✓ ✓              | 84.23| 79.44   | 95.51 | 82.54  | 85.43 |
| Variant 4 | - ✓              | 82.18| 79.69   | 95.99 | 80.68  | 84.64 |
| **CIRL** | ✓ ✓              | **86.08** | 80.59 & 95.93 & **82.67** & **86.32** |

Results on Office-Home based on ResNet-18 are summarized in Table 4. The larger number of categories and samples makes Office-Home a more challenging benchmark than PACS for domain generalization. On this challenging benchmark, CIRL still achieves the best average performance of 67.12%, surpassing FACT [63] by a margin of 0.56%. The improvements further justify the efficacy of CIRL.

### 4.4. Analytical Experiments

#### Ablation Study

We discuss the influences of the Causal Intervention (CInt.) module, Causal Factorization (CFac.) module and Adversarial Mask (AdvM.) module in CIRL. Table 5 presents the results of different variants of CIRL on PACS dataset with ResNet-18 as the backbone. Comparing variants 1, 2 with variant 3, we can observe that the performance of combining both CInt. and CFac. modules is much better, which indicates that only separating the representation from non-causal factors or making the dimensions independent is not sufficient for well modeling the causal factors. Besides, the improved performance of variant 4 over variant 2 implies that the AdvM. module contributes to integrating more informative information into representations for classification. Finally, CIRL performs best, showing that the three modules complement and promote mutually, none of which is indispensable for the superior generalization ability.

#### Visual Explanation

To visually verify the claim that the representations learned by CIRL can simulate the causal factors, we provide the attention maps of the last convolutional layer for baseline (i.e., DeepAll) and CIRL methods, utilizing the visualization technique in [52]. The results are shown in Fig. 4. We can see that the representations learned by CIRL are more category-related, compared with the baseline method. Taking the giraffe for example, its long neck can be regarded as one of the causal factors to classify, which is precisely captured by CIRL. While the baseline focuses on non-causal factors (e.g., the texture resembling the mane), which leads to the misclassification. More visualization results are given in the supplementary materials.

#### Independence of Causal Representation

Fig. 5a and 5b show the independence degree between dimensions of representations on task Sketch. Specifically, we use \( \|C\|_{F} - \|diag(C)\|_{F}^{2} \) as metric and smaller value denotes better independence degree, where \( C \) is the correlation matrix in Section 3.2.2. It is clear that on both ResNet-18 and ResNet-50, the baseline methods have poor independence...
while the independence of CIRL increases with the training epochs and finally achieves a high degree with stabilization. The results demonstrate the efficacy of our designed causal factorization module, which allows our learned representations can be served as the mimic of causal factors.

**Representation Importance.** Ideally, we hope each dimension of the representations can be important that involves as much and as conducive causal information as possible, making the whole representations causally sufficient for classification. Inspired by [11], we exploit the weights for the first layer of the classifier to estimate such importance of each representation dimension. Note that we conduct normalization on the weights for each dimension, i.e., \((x - \min)/(\max - \min)\) to deal with the scale issue. We show the mean and standard deviation of the importance for all dimensions in Table 6 since the number of dimensions is large. It can be observed that MatchDG [32] and CIRL present higher representation importance since they embed the causal information that truly affects the classification into representations. Moreover, the highest mean value and the lowest standard deviation that CIRL achieves indicate that each dimension of our learned representations is important, which further shows the superiority of CIRL.

**Parameter Sensitivity.** Fig. 5c and 5d show the sensitivity of CIRL to hyper-parameters \(\tau\) and \(\kappa\). Specifically, the value of \(\tau\) varies from \(\{1.0, 2.0, 3.0, 5.0, 10.0\}\), while \(\kappa\) changes from \(\{0.5, 0.6, 0.7, 0.8, 0.9\}\). It can be observed that CIRL achieves competitive performances robustly under a wide range of hyper-parameter values, i.e., \(5.0 \leq \tau \leq 10.0\) and \(0.5 \leq \kappa \leq 0.6\), with either ResNet-18 or ResNet-50 as backbone, which further verify the stability of our method.

### Table 6. Comparisons of the representation importance for different methods on PACS dataset. [Std. denotes the standard deviation.]

| Methods          | Mean | Std. |
|------------------|------|------|
| DeepAll [64]     | 3.10 | 0.25 |
| FACT [63]        | 3.12 | 0.28 |
| MatchDG [32]     | 3.17 | 0.19 |
| CIRL (ours)      | 3.22 | 0.09 |

5. Conclusion

This paper points out the insufficiency of statistical knowledge and presents a causal view of DG. The main idea is to reconstruct causal factors and excavate intrinsic causal mechanisms. We then propose a framework CIRL to learn causal representations that can mimic the causal factors based on the ideal properties we highlight. Comprehensive experiments demonstrate the effectiveness and superiority of CIRL. Considering the mainstream of related work is generally based on statistical dependence between variables, we hope our work can shed some lights into the community.
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