Temperature-dependent critical spin-orbit field for orthogonal switching in antiferromagnets
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The discovery of current-induced spin-orbit torque (SOT) orthogonal reorientation, also known as orthogonal switching, of metallic Mn$_2$Au and CuMnAs has opened the door for ultrafast writing of an antiferromagnet (AFM). Phenomenological theory predicts that the minimum field necessary for SOT switching – critical field – for ultrashort pulses increases inversely proportional to the pulse duration, thereby limiting the use of ultrafast stimulus as driving force for switching. We explore the possibility that by varying the working temperature the critical field reduces enabling orthogonal switching in response to ultrashort pulses. To do so, we extend previous theory to finite temperature and show that the critical field for an orthogonal switching strongly depends on temperature. We determine how the temperature dependence of the critical field varies as a function of the pulse duration. While for long pulses, the temperature dependence of the critical field is determined by the anisotropy field, for ultrashort pulses, it is determined by the characteristic frequency of the AFM. We show that the short and long pulse duration limits for the critical field can be connected by an analytical expression.

Research of electric control of magnetic order is driven by the quest to find faster and more energy efficient platforms to store and manipulate information. Certainly, the most remarkable observation in this research field is the magnetic order reorientation upon electrical excitation in AFM. Already a number of AFM systems have been shown to exhibit electric switching: these include CuMnAs$^{1,2}$ and Mn$_2$Au$^{3–6}$ via SOT$^7$ and NiO via spin-transfer torque$^{8,9}$. Only very recently research has started to address the important question about which conditions allow for an electric-driven ultrafast switching of an AFM$^{10,11}$. While a theoretical study predicts robust ultrafast switching using picosecond electric pulses in Mn$_2$Au$^{12}$, an experimental demonstration is missing. The theory suggests that depending on the pulse duration two regimes exist. For pulse duration longer than a critical value, the magnetic order is quasi-statically driven over the energy barrier. Once the barrier is overcome, the reorientation process is driven by a minimisation of the anisotropy energy. For shorter pulse duration the switching scenario changes, the energy provided to the system is insufficient to overcome the energy barrier and inertial effects are necessary to reorient the magnetic order. In this scenario, the critical field increases inversely with the pulse duration which dramatically increase the critical field necessary for switching. A well-known method to reduce the critical field for long, quasi-static pulses is to employ the strong temperature dependence of the anisotropy to reduce the energy barrier$^{13}$. For short pulses, though, one has to consider the combined effect of both the temperature dependence of the energy barrier and the inertial effects on the reorientation conditions. Insights about the temperature dependence of the critical field for short duration pulses could open the possibility for a ultrafast control of the electric-induced reorientation of the magnetic order in AFM.

In this work, we extend to finite temperature a previous zero temperature theory for the description of electric-induced reorientation in AFM. The temperature scaling of the magnetic parameters, that is, anisotropy, exchange, magnetization, and Gilbert damping, is assumed to be the same as the well-known scaling laws for ferromagnets (FM). We validate these scaling laws by direct comparison between theory and computer simulations based on atomistic spin dynamics (ASD)$^{14,15}$. We propose an analytical expression for the temperature dependence of the critical field as a function of pulse duration.

The dynamics of the Néel order parameter of a two sublattice AFM, $I = (m_A - m_B)/2$, where $m_{A,B}$ is sublattice magnetization, under a staggered field $H$ can be described through a macrospin model$^{12}$. Due to the strong constriction of the sublattice magnetization in the $xy$ plane, this model allows to characterize the order parameter dynamics through the azimuthal angle $\phi$$^{12}$. The staggered vector is defined as $I \simeq (\cos \phi, \sin \phi, 0)$. Since in compensated AFM, the magnetization $m = (m_A + m_B)/2 \approx 0$, a uniform external magnetic field
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is inefficient for switching AFM. In inversion-asymmetric AFM, an electric current passing through the sample generates the so-called non-equilibrium SOT, which effectively translates into staggered effective magnetic fields acting on each magnetic sublattice\textsuperscript{7}. For AFM with tetragonal anisotropy and driven by such SOT, the dynamics of the azimuthal angle defining the magnetic order parameter is described by

\[ \dot{\phi} + \frac{\omega_4^2}{4} \sin 4\phi - 2\gamma \omega_c H \cos \phi + 2\alpha \omega_c \dot{\phi} = 0, \tag{1} \]

where the AFM exchange-based frequency is defined as \( \omega_c = |5J|/\mu_{\text{sat}} \), where \( 1.447|J| = k_B T_N \), where \( T_N = 1000 \text{ K} \) is the Néel temperature. We note that critical temperatures of around 1300 to 1600 K have been found in Mn\textsubscript{2}Au\textsuperscript{17} and 480 K in CuMnAs\textsuperscript{18}. \( \mu_{\text{sat}} = 4\mu_B \) is the atomic magnetic moment. \( \alpha \) encodes the macroscopic Gilbert damping parameter. The frequency \( \omega_R \) is defined in terms of the exchange interaction and tetragonal anisotropy \( (d_{4||}) \) frequencies, the latter being given by \( \omega_4 = 2\gamma d_{4||}/\mu_{\text{sat}} \), such that \( \omega_R = \sqrt{2\omega_4\omega_{4||}} \).

The critical field, \( H_{\text{crit}} \), necessary to switch or re-orient the magnetic order in tetragonal AFM by \( 90^\circ \) has been estimated for long pulse duration. The last term in Eq. (1), whose coefficient is defined by the exchange frequency and damping constant, can be neglected as the inertial effects \( (\phi \text{ in Eq. (1)}) \) become sufficiently small\textsuperscript{12}. This reduces the condition for switching to that I overcomes the tetragonal anisotropy barrier, determined by the value for \( d_{4||} \). For \( \tau_p \rightarrow \infty \), the critical field for switching has been estimated to be \( \gamma H_{\text{crit}} = (\omega_4^2/4) \left[ \max (\sin (4\phi) / \cos (\phi)) \right] \) in the interval \( \phi \in (0, \pi/4) \) \( (\max [\sin (4\phi)/\cos (\phi)] = 1.088) \). By the numerical solution of Eq. (1), we find that this exact expression works fine for relatively small anisotropy values, e.g. 10 mT used in Ref. 12. For higher anisotropy values, however we find that this expression is not exact anymore. The numerical value \( \gamma H_{\text{crit}} (\tau_p \rightarrow \infty) \) for high anisotropy is still of the order of \( \omega_{4||} \) but approximately a 25\% lower than predicted. In the following \( \gamma H_{\text{crit}} (\tau_p \rightarrow \infty) \) is determined directly from the numerical calculation of Eq. (1).

For short pulse duration, \( \tau_p \rightarrow 0 \), by comparison to the numerical solution of Eq. (1) it has been suggested that \( H_{\text{crit}} \sim \alpha/\tau_p \)\textsuperscript{12}. This inverse scaling with \( \tau_p \) strongly limits the use of ultrafast SOT for switching AFM since \( H_{\text{crit}} \) would strongly increase for femtosecond time scale stimuli, e.g. for electric fields generated by THz pulses. At the same time, the reduction of \( H_{\text{crit}} \) could be achieved by the control of the damping value, however, for a given material the damping value can hardly be modified in a controllable and dynamical way. An alternative to modify \( H_{\text{crit}} \) is by regulating the working temperature, and therefore the coefficients entering Eq. (1). It is well-known that the exchange and anisotropy constants reduce by increasing the temperature\textsuperscript{19,20}. However, it is unknown how exactly \( H_{\text{crit}} \) depends on the anisotropy and the exchange parameters.

By the numerical solution of Eq. (1) for values of the damping parameter such that \( \alpha \omega_c/\omega_R \ll 1 \) \( (T = 0 \text{ K}) \), we find that for very short pulse duration, \( H_{\text{crit}} \) scales with the system parameters as follows,

\[ \frac{H_{\text{crit}} (\tau_p \rightarrow 0)}{H_{\text{crit}} (\tau_p \rightarrow \infty)} \sim \frac{1}{\tau_p \omega_R}. \tag{2} \]

It is worth noticing that this expression of the reduced critical field (as normalized by \( H_{\text{crit}} (\tau_p \rightarrow \infty) \)) is independent of the damping value. For instance, when we reduce the anisotropy value from 164.5 mT used here to 10 mT used in Ref. 12, we also find that \( H_{\text{crit}} \) scales linearly with the damping parameter. We also emphasize that for \( \alpha \omega_c/\omega_R \ll 1 \), \( H_{\text{crit}} (\tau_p \rightarrow \infty) \sim \omega_{4||} \nu \), with \( \nu > 1 \), rather than linear \( (\nu = 1) \), which is found when the ratio \( \alpha \omega_c/\omega_R \geq 1 \). We note that \( H_{\text{crit}} (\tau_p \rightarrow \infty) \) slightly depends on the damping value for relatively high anisotropy values used here.

Fig. 1 shows a diagram with the switching behaviours under the action of a SOT pulse of duration \( \tau_p \) and strength \( H \) calculated numerically solving Eq. (1). Further, by close inspection of the \( \tau_p \) dependence of \( H_{\text{crit}} \) in Fig. 1, we find that one can connect the short- and long-duration limits of \( H_{\text{crit}} \) by the simplified expression

\[ \frac{H_{\text{crit}} (\tau_p \rightarrow \infty)}{H_{\text{crit}} (\tau_p \rightarrow \infty)} = \coth \left( \frac{\tau_p \omega_R}{\tau_p \omega_c} \right), \tag{3} \]

where we find that \( \tau_0 \approx 10 \text{ fs} \) scales as \( \tau_0 \approx 1/\omega_c \). Here, the value of \( H_{\text{crit}} (\tau_p \rightarrow \infty) \) is calculated numerically for long enough pulse durations. Since \( \coth 2 \approx 1 \), in Eq. (3), for the characteristic pulse duration \( \tau_p = 2\tau_0/\omega_c \), one finds that \( H_{\text{crit}} \approx H_{\text{crit}} (\tau_p \rightarrow \infty) \). From a direct comparison between Eq. (3) and the numerical solution of

Figure 1. Final in-plane angle, \( \phi \) as a function of the pulse duration, \( \tau_p \) and the external field \( H \). Initial angle, \( \phi = 0 \).
Eq. (1) for \( \alpha \approx 0.001 \), we find the value \( 2\gamma_0 \omega_c / \omega_R = 1.4 \) ps. From Fig. 1, one observes that as the pulse duration shortens, \( H_{\text{crit}} \) strongly increases. From Eq. (3), one realises that the critical field scales approximately inversely with the pulse duration (see Eq. (1)) for pulse duration shorter than \( \tau_p < \gamma_0 \omega_c / (\omega_R/2) \approx 350 \) fs. We note that for a given short-duration pulse, by further increasing the applied field \( H \gg H_{\text{crit}} \), the system reaches a region where the inertial effects are so strong that the system could overshoot, i.e. reorient not only 90° but also 180° and 270°. A detailed study of this area of the phase diagram is not the scope of this work. Here, our interest centres on the minimum \( H_{\text{crit}} \) for a 90° reorientation, for short-to-intermediate pulse duration and its temperature dependence.

The temperature dependence of the critical field is determined by the temperature dependence of the parameters (\( \omega_c, \omega_{4\parallel}, \) and \( \alpha \)). Here, we assume that they follow the same scaling laws as the FM systems. The sublattice magnetization modulus, \( |m_i(T)| = m(T) \), is given by\(^{21}\)

\[
m(T) = \left(1 - \frac{T}{T_N}\right)^{1/3}.
\]

We also assume that the exchange stiffness, and therefore the exchange frequency, follows the same temperature scaling as in FM\(^{19}\),

\[
\omega_e(T) = \omega_0 m^{0.76}(T).
\]

Additionally, the temperature dependence of the tetragonal in-plane anisotropy follows the well-known Callen-Callen law\(^{22}\),

\[
\omega_{4\parallel}(T) = \omega_{4\parallel 0} m^9(T).
\]

It is precisely this strong temperature dependence of the tetragonal anisotropy which mainly governs the temperature dependence of the related frequency \( \omega_{\text{R}} \), such that \( \omega_{\text{R}}(T) = \omega_{\text{R} 0} m^{9.76/2}(T) \). Finally, we assume that the temperature dependence of the macroscopic damping parameter, \( \alpha(T) \), is the same as in FM\(^{23,24}\),

\[
\alpha(T) = \frac{\lambda}{m(T)} \left(1 - \frac{T}{3T_N}\right).
\]

Fig. 2 shows the temperature dependence of the reduced parameters – normalized by their values at zero temperature – up to Néel temperature. One can observe that up to 0.5\( T_N \), the temperature dependence of the exchange frequency \( \omega_e \) and damping \( \alpha \) is much lower that that of the anisotropy frequency \( \omega_{4\parallel} \) and the related frequency \( \omega_{\text{R}} \). Except for the effective damping parameter, all parameters vanish approaching \( T_N \). For temperature values up to \( T = 0.5 T_N \), the ratio \( \alpha \omega_e / \omega_{\text{R}} \ll 1 \), thus Eq. (3) should work.

We validate our assumptions for the temperature scaling of the system parameters by direct comparison to ASD simulations. The following atomistic spin Hamiltonian describes the same physics as Eq. (1),

\[
\mathcal{H} = -\frac{J}{2} \sum_{\langle ij \rangle} \mathbf{S}_i \cdot \mathbf{S}_j - \frac{d_{\parallel}}{2} \sum_i \left[(\mathbf{S}_i \cdot \mathbf{x})^4 + (\mathbf{S}_i \cdot \mathbf{y})^4\right] - \mu_{\text{at}} \sum_i \mathbf{S}_i \cdot \mathbf{H}_i,
\]

\( \mathbf{S}_i = \mu_i / \mu_{\text{at}} \), being \( \mathbf{\mu} \), the magnetic moment vector at the \( i \)-th lattice site. The sum \( \langle ij \rangle \) runs only over first neighbours of the atomic positions represented through the indices \( i,j \), whose interaction is represented by the AFM exchange constant \( J \) (the same as the macroscopic equation). The second term represents the biaxial fourth-order anisotropy, \( d_{\parallel} \) (the same as the macroscopic equation), which is defined along the Cartesian \( x \)- and \( y \)-th axes. The last contribution of Eq. (6) represents the Zeeman-like interaction, which in this work is staggered between contiguous antiparallel magnetic sublattices.

The spin dynamics at finite temperatures is described by the atomistic stochastic Landau-Lifshitz-Gilbert (LLG) equation,

\[
\dot{\mathbf{S}}_i = -\frac{\gamma}{(1 + \lambda^2)} \mathbf{S}_i \times \left[\mathbf{H}^{\text{eff}} + \lambda (\mathbf{S}_i \times \mathbf{H}^{\text{eff}})\right],
\]

here, \( \gamma \) is the gyromagnetic ratio and \( \lambda \) the phenomenological atomistic damping constant, and where \( \mathbf{H}^{\text{eff}} = -(1/\mu_{\text{at}}) (\partial \mathcal{H} / \partial \mathbf{S}_i) + \xi_i \) symbolizes the effective field at the \( i \)-th lattice position, where \( \xi_i \) represents the associated stochastic field\(^{25}\). We conduct the following numerical experiment using both Eq. (1) and ASD simulations. As initial state, we select that the sublattice magnetization lies along the \( \pm x \)-th easy-axis in the sublattices A and B, respectively. We switch on the thermostat in the ASD simulation and let the system relax to its thermodynamic equilibrium \( \mathbf{l} = (l_{\text{eq}}, 0, 0) \rightarrow \varphi = 0 \), where \( l_{\text{eq}} \) is the equilibrium value at a given temperature (see Fig. 2). At \( t = 0 \), we apply an external field along the
y-th spatial direction, with alternating sign between spin sublattices, such that \( \mathbf{H}_i = \pm H \hat{y} \), where \( H \) is the magnitude of the field. We compare the dynamics of \( l_x \) for \( \lambda = 0.001 \), a pulse duration \( \tau_p = 3 \) ps, a field \( H = 50 \) mT, for a range of temperatures. The numerical calculations using Eq. (1) include the temperature scaling of the parameters described above. In Fig. 3 we illustrate for two temperatures \( (T = 0.1T_N \) and \( 0.4T_N) \), the good agreement between ASD simulations and theory. For a temperature of \( T = 0.1T_N \) magnetic order switches \( \pi/2 \) \( (l_x = 0) \). For a higher temperature, \( T = 0.4T_N \), \( l_x \) follows a similar dynamics while the stimulus is on \((t < \tau_p)\), however, once it is turned off, the magnetic order relaxes back to the initial state \( \phi = 0 \) (see Fig. 3).

We verify that the extension of Eq. (3) to finite temperatures is valid by estimating numerically \( H_{\text{crit}} \) for a range of temperature (from \( T = 0 \) K to \( 0.5T_N \)) and pulse duration \((\tau_p = 0.1 - 20) \) ps. For each temperature and pulse duration we vary the value of \( H \) until we find the minimum value, \( H_{\text{crit}} \), for which the final state of the system has switched by \( 90^\circ \). Fig. 4 shows \( H_{\text{crit}} \) for a range of temperatures calculated by the numerical solution of Eq. (1) (symbols) and the analytical Eq. (3) (solid lines), where \( \omega_c \sim m^{0.76} \) and \( \omega_{R} \sim m^{0.76}/2 \). For the limit, \( \tau_p \to \infty \), we observe that \( H_{\text{crit}} \) strongly reduces. For the system parameters used here, the critical field reduces from 34.8 mT \((T = 0 \) K) to 6.4 mT \((T = 0.5T_N)\), and the power dissipated as Joule heating by a factor larger than 2. Although this route (using long duration pulses) is the most efficient for reducing the critical field, it limits its applicability to stimuli longer a characteristic time scale \( \sim 2\tau_{p}\omega_{c}/\omega_{R} \). For very short pulses, the reduction is less dramatic, but still, for e.g. \( \tau_p = 140 \) fs, the effective field can be reduced by a factor 2 (see Fig. 4). This means that the power necessary to reach the critical current and consequently the critical switching field, would also reduce, which could be critical, between sample damage or not. Still, it remains to solve the practical issue of achieving electric currents of only a few hundred of femtoseconds\(^{26} \). One could also explore the effect of temperature when the electric field of THz radiation is used as stimulus\(^{10} \). Our results could also be used to devise strategies to reduce the critical field such as heat-assisted magnetic switching, where a laser pulse transiently heats up the system, reducing the critical field. To explore such scenario, one would need to go beyond the LLG approach used here, which conserves the magnetic order length, and use for instance the Landau-Lifshitz-Bloch model\(^{27,28} \).
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