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Abstract

Reconstruction and monitoring of displacement and strain fields is an important problem in engineering. We analyze the remote and non-obtrusive methods of strain measurement based on photogrammetry and Digital Image Correlation (DIC). The method is based on covering the photographed surface with a pattern of speckles and comparing the images taken before and after the deformation. In this study, a comprehensive literature review and comparative analysis of photogrammetric solutions is presented. The analysis is based on a specially developed Digital Image Synthesizer To Reconstruct Strain in Solids (DISTRESS) Simulator to generate synthetic images of displacement and stress fields in order to investigate the intrinsic accuracy of the existing variants of DIC. We investigated the Basic DIC and a commercial software VIC 2D, both based on displacement field reconstruction with post processing strain determination based on numerical differentiation. We also investigated what we call the Extended DIC where the strain field is determined independently of the displacement field. While the Basic DIC and VIC 2D are faster, the Extended DIC delivers the best accuracy of strain reconstruction. The speckle pattern is found to be playing a critical role in achieving high accuracy for DIC. Increase in subset size for DIC does not significantly improves the accuracy, while the smallest subset size depends on the speckle pattern and speckle size. Increase in the overall image size provides more details but does not play significant role in improving the accuracy, while significantly increasing the computation cost.
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1 Introduction

Deformation monitoring plays a critical role in engineering and sciences. It is used to reconstruct strain fields and monitor structural health, especially approaching instability and failure [1]. This study is focused on monitoring small deformation in solids under load.

A proper reconstruction of the strain field requires measuring strain at many points in the solid. Strain gauges commonly used to measure the strain are electro-mechanical components which measure change in electrical resistance due to load and accurately determine the displacement increment over the strain gauge length at the points where they are attached and in the direction of their orientation. Subsequently, measuring different components at multiple points requires the use of multiple strain gauges.

Using multiple strain gauges is labor intensive and expensive. Furthermore, installing strain gauges on the structure and monitoring deformation may interfere with the normal use of structure. For instance, installing and monitoring strain gauges at excavation walls in mines obstructs the excavation process. The strain gauges may also be damaged when structural instability or failure are involved.

Photogrammetry provides a remote and non-obtrusive alternative to monitor the strains of different points in the structure. Since, it only involves taking images of the surface, it reduces obstruction of the normal use of the structure.

The major photogrammetric techniques that can be used to monitor the deformation from digital images are based on comparing two images, reference and deformed, of the surface with artificial or natural pattern which are taken before and after deformation. The photogrammetric techniques select a pixel and its neighboring area, or subset, in the reference image. The subset is then correlated with the subsets in the deformed image and new position of the pixel in the deformed image is approximated. The process is repeated for all pixels in the reference image and displacement fields, and in some cases displacement gradient fields, are reconstructed. The correlation is based on using either the Least Squares Method or Cross-correlation [2]. Currently, they are predominantly used in computer vision to construct three dimensional views of an object from two dimensional images [3, 4].

Many techniques and their variants based on cross-correlation of images are proposed over last three decades for deformation monitoring under different titles depending on their use and the field of application. Digital Image Correlation (DIC) or Digital Image Tracking is proposed for deformation monitoring in solids [5, 6]. Similarly, the Optical Flow Block Matching Method is proposed to monitor deformation and test strength of soil structures [7, 8]. Particle Image Velocimetry is proposed for use in monitoring flow of fluids or movement in soil [9]. All these techniques are similar and are based on the statistical concept of cross-correlation of the images, captured during the process of deformation. Cross-correlation is also extensively used in Digital Image Registration in the field of machine vision [10, 11].

Deformation monitoring involves measuring very small displacements with
high accuracy. It is required for accurate reconstruction of strain fields which involves the determination of displacement gradients, typically of the order of tenth and hundredth of percent of a pixel of an image. The required high accuracy of displacement measurement is obtained by using images with high resolution and techniques with subpixel level accuracy. High resolution images significantly increase the processing time while subpixel level accuracy requires good estimation technique.

Since the inception of cross-correlation in images, many of its variants are proposed to find high level accuracy at subpixel level. Unfortunately, no comprehensive study could be found which compares the performance and accuracy of these techniques. This paper aims to close this gap.

This paper focuses on Digital Image Correlation (DIC) which monitors deformation in solids. The DIC technique is used to monitor deformation at different accuracy levels in different situations. At large scales it can be used to analyse satellite images and monitor tectonic plate movement. In this case a pixel of the image may represent kilometers [12]. At the opposite end of the scale spectrum is thermal expansion monitoring in circuit components where a pixel of the image represents micrometers [8]. Given that the actual displacement determination is conducted in the image, the accuracy of DIC is commonly defined in term of pixels [13–15].

DIC has the advantage of having simple setup and experimental preparation. It has some limitations, however, which need to be addressed. The major limitation of DIC is that the object under load needs to develop a continuous displacement field. Discontinuities typically occur with fractures coming out to the surface on which the displacements are measured. Another limitation is the need of a random intensity pattern covering the surface and visible on the image. This is necessary to distinguish different points of the image and be able to trace their movement [16]. Since photogrammetry involves taking images from a distance its performance may deteriorates in noisy (for example dusty or smoky) environment [17,18].

Ideally the verification of accuracy of photogrammetric methods and comparison of different variants could be conducted by targeted experiments and comparing the photogrammetric results with the results of traditional (e.g. strain gauge) measurements of displacement and strain fields. There are however restrictions in the number of tests which can feasibly be undertaken as well as the possibility to control all influencing factors.

Therefore, we propose to conduct the initial analysis of accuracy delivered by different types of the DIC technique using computer experiments based on generation of synthetic images. (We note that synthetic images are used to evaluate the accuracy of the DIC technique in computer vision where the focus is entirely different than that of the deformation monitoring.)

We developed a computer simulator to produce synthetic images which simulate real displacement and strain fields. The images obtained by the simulator are used to find the intrinsic accuracy of the DIC algorithms. Three most commonly used variants of DIC algorithms are selected and their performance is analyzed in this paper.
This paper is organized as follows: the technique of photogrammetry is discussed in Section 2 and is a fundamental for understanding the importance and necessity of the simulator. The proposed simulator is introduced in Section 3. The computer experiments for the evaluation and comparative study of three different variants of DIC algorithms are discussed in Section 4. The paper is concluded with the comparison of the techniques and recommendations.

2 Photogrammetry

The process of determining geometrical properties of objects from images is known as Photogrammetry. Its use dates back to the mid 20th century with the advent of modern photography. A simple instance of photogrammetry is measuring the real world distance between two points from an image. For determining geometrical properties of an object from image(s), a relationship needs to be developed between the real world coordinate system and the image coordinate system. In simple cases, this relationship can be a simple scaling factor which provides appropriate accuracy level to measure the size of the object from images. In complex cases, this relationship can be a complex set of equations which accounts for different distortion factors associated with the camera position, optics used and atmospheric perturbations; these would often require additional calibration. Irrespective of the complexity level of the relationship, photogrammetry mainly depends upon four factors: resolution of the image or quality of the camera, size of the specimen or object, number of images used, and geometric layout of the images with respect to the object and each other [19].

Photogrammetry is used in different disciplines for analysis. For deformation monitoring, it was introduced in 1963 using X-ray images [20]. Then, in the early 1970s, a stereo-photogrammetric technique was proposed which was later used to measure planar displacement of sand grains [21, 22].

With the invention of the laser in the 1960s, Laser Doppler Velocimetry (LDV) was used to study two dimensional fluid flow [23]. An enhanced technique of Laser Speckle Velocimetry (LSV) was introduced in the 1970s to study fluid flows [24]. In the 1980s, a photogrammetric based technique of Particle Image Velocimetry (PIV) was introduced to study the flow of fluids and soil by using images which was later improved by using digital images instead of analog images [19][25][27]. Around the same time, Digital Image Correlation (DIC) was introduced for deformation measurements in deformable solids [28].

Both PIV and DIC techniques are contactless photogrammetric techniques which correlate a deformed image with a reference image. They help to monitor deformation and reconstruct displacement and strain fields of the loaded material [29][30]. However, improvement in DIC was slow as compared to PIV because the reconstruction of the strain field in deformable solids requires very high accuracy.
2.1 Setup for Photogrammetry

Typical digital photogrammetric setup involves four elements: the specimen, light source(s), camera and computer. The light source needs to be stable, uniform and bright enough to enable recording intensity value for each pixel in an image which represents the features of an object under test. The specimen is required to be placed perpendicularly to the axis of focal length of the camera. The relative positions of the specimen and the camera must remain constant during the deformation process.

Normally, high resolution and good quality CCD or CMOS digital SLR cameras are used. High resolution cameras of 24-bits for true colors and 48-bits for deep color were expected to provide better results [31]. However, experimental results show that the increase in the resolution levels has only minor effect on the accuracy due to uncontrollable experimental conditions such as camera vibrations, non-uniformity of light, image distortion, grey level variability in images, variable photometry or sensor response and motion out of plane of the image of the specimen [6, 19].

In principle, in order to determine the displacement field, the after-deformation position of each pixel of the reference image has to be found and its displacement calculated. In order to uniquely identify the pixels of the image, a random pattern is required on the specimen surface, for example speckle of dots or spots, either pre-existing or painted on it. A possible method of painting the surface of the object is to cover it with white enamel and then spread unfiltered Xerox toner powder on the wet white paint. There are also several other ways to create a random pattern on the specimen [6,14]. An example of a computer generated speckle pattern is shown in Figure 1.

2.2 Digital Image Correlation

The process of Digital Image Correlation involves a reference image representing a state of the object before deformation followed by capturing the image(s) after its deformation. Both reference and deformed images are two dimensional (2D) projections of the surface of the object. In some cases, multiple deformed images are analyzed together for detailed understanding of the deformation process [32].

DIC presumes the displacement continuity which means that the neighboring pixels in the reference image remain neighboring in the deformed image. For subpixel accuracy, the intensities of both the reference and deformed images are interpolated before the DIC process [18]. The interpolation process increases the size of the reference and deformed images and smooths the intensity variation between the pixels. This helps in improving the accuracy of the determination of the subpixel displacement but increases the computation time. A high order b-spline interpolation technique is recommended to obtain good results [33,34].

To evaluate the correlation of images, both the reference and deformed images are divided into small segments using grids; each segment is known as a subset. The size of the subset plays a critical role in the DIC method. For reliable results, the size of the subset should be large enough to have distinctive intensity
variation for matching. On the other hand, the size of the subset needs to be small compared to the characteristic length of the strain field variations in order to achieve the necessary accuracy of the strain field reconstruction [5,35,36]. Thus, the intensity variations in the image need to be high enough to allow having a small subset size.

In the DIC method, each subset of the reference image is matched with the subsets of the deformed image using the correlation criterion \( C \), either maximizing Cross-Correlation (CC) or minimizing Sum of Squared Differences (SSD). An equivalent criterion to link both is: \( C_{SSD} = 2 - 2C_{CC} \) [37]. It can be observed that the value of the cross-correlation criterion \( C_{CC} \) increases with the increase in similarity and maximum match is represented by the value 1, while the value of the sum of squared difference criterion \( C_{SSD} \) decreases with the increase in similarity and maximum match is represented by the value 0. Many variants of mathematical representation of \( C \) have been proposed since the introduction of the DIC. Zero-Normalized Cross Correlation (ZNCC) or Zero-Normalized Sum of Squared Differences (ZNSSD) are highly recommended due to the property of being insensitive to fluctuation in illumination [5,13,38]. ZNCC and ZNSSD are presented as:

\[
C_{ZNCC} = \sum_{i=-M}^{M} \sum_{j=-M}^{M} \frac{(f(x_i,y_j)-f_m)(g(x_i,y_j)-g_m)}{\Delta f/\Delta g} \\
C_{ZNSSD} = \sum_{i=-M}^{M} \sum_{j=-M}^{M} \left[ \frac{f(x_i,y_j)-f_m}{\Delta f} - \frac{g(x_i,y_j)-g_m}{\Delta g} \right]^2
\]

(1)
where \( f(x_i, y_i) \) and \( g(x'_i, y'_j) \) represent the gray intensity of \( i \)th pixel with coordinates \((x_i, y_i)\) and \((x'_i, y'_j)\) in the reference and deformed images respectively, and

\[
\begin{align*}
f_m &= \frac{1}{(2M+1)^2} \sum_{i=-M}^{M} \sum_{j=-M}^{M} f(x_i, y_j) \\
g_m &= \frac{1}{(2M+1)^2} \sum_{i=-M}^{M} \sum_{j=-M}^{M} g(x'_i, y'_j) \\
\Delta f &= \sqrt{\sum_{i=-M}^{M} \sum_{j=-M}^{M} [f(x_i, y_j) - f_m]^2} \\
\Delta g &= \sqrt{\sum_{i=-M}^{M} \sum_{j=-M}^{M} [g(x'_i, y'_j) - g_m]^2}
\end{align*}
\] (2)

The subset in the reference image is expected to be displaced as well as deformed, as illustrated in Figure 2. Here \( P \) is the center of the subset and is represented by location \((x, y)\) in the reference image. This point moves to
a new position \((x', y')\) in the deformed image and is represented by \(P'\) after deformation. Let \(Q\) represent another point in the subset and its location in the reference image be \((x + \Delta x, y + \Delta y)\). After deformation, point \(Q\) undergoes displacement \((u(Q), v(q))\) and is moved to \((x' + \Delta x', y' + \Delta y')\). We denote it by \(Q'\). The gray levels at points \(P, P', Q\) and \(Q'\) are:

\[
\begin{align*}
 f(P) &= f(x, y) \\
 f'(P') &= f'(x', y') = f'[x + u(P), y + v(P)] \\
 f(Q) &= f(x + \Delta x, y + \Delta y) \\
 f'(Q') &= f'(x' + \Delta x', y' + \Delta y')
\end{align*}
\]

The last equation in eq. (3) can be rewritten using displacement.

\[
 f'(Q') = f'(x + u(Q) + \Delta x, y + v(Q) + \Delta y) \tag{4}
\]

Since, deformation is considered to be small, if there is a straight line \(PQ\) in the reference subset then it is approximated to remain straight in the deformed subset. By using Taylor series expansion about point \(P\) and keeping only linear terms, displacement in horizontal and vertical directions are obtained as:

\[
\begin{align*}
 u(Q) &= u(P) + \frac{\partial u(P)}{\partial x} \Delta x + \frac{\partial u(P)}{\partial y} \Delta y + ... \\
 v(Q) &= v(P) + \frac{\partial v(P)}{\partial x} \Delta x + \frac{\partial v(P)}{\partial y} \Delta y + ...
\end{align*}
\]

The higher order terms may be included if the deformation is expected to be more complicated and to improve the results as suggested in [39]. Substituting eq. (3) into eq. (4), we get

\[
 f^*(Q') = f^*[x + u(P), y + v(P) + \frac{\partial u(P)}{\partial x} \Delta x + \frac{\partial u(P)}{\partial y} \Delta y + \Delta x, \\
 y + v(P) + \frac{\partial v(P)}{\partial x} \Delta x + \frac{\partial v(P)}{\partial y} \Delta y + \Delta y] \tag{6}
\]

After substituting eq. (3) into (1), it is seen that minimizing \(C_{ZNSSD}\) or maximizing \(C_{ZNCC}\) involves varying six variables: \(u(P), v(P), \frac{\partial u(P)}{\partial x}, \frac{\partial u(P)}{\partial y}, \frac{\partial v(P)}{\partial x}\) and \(\frac{\partial v(P)}{\partial y}\). If higher order terms are considered in eq. (3), then corresponding additional variables will also need to be varied [10]. In the simplest case, only two variables, \(u(P)\) and \(v(P)\) are involved.

At the time of introduction of DIC for deformation monitoring by Peter et al [28], the estimation of these six variables was obtained via the coarse-fine search algorithm. This method was applied and thoroughly analyzed in 1983 [11] but was found to be computationally expensive and have low accuracy. The errors in displacement were found to be around 10 percent. The coarse-fine search algorithm based DIC technique was improved in 2006 to reduce computation time by Zhang et al [42] but accuracy level could not be significantly improved.
In 1989, a DIC algorithm which used the Newton-Raphson method to estimate the six unknown variables for maximizing cross-correlation between the reference and the deformed subset was proposed [43]. This method provided high accuracy but was computationally slow. The computation time of this method was improved in 1998 and 2011 by Vendroux [44] and Pan [45] respectively, without compromising accuracy. Similarly, other iterative numerical optimization techniques such as a Levenberg-Marquart Algorithm [46] and a Quasi Newton-Raphson Method [47] were proposed to overcome limitations of computational complexity posed by the Newton-Raphson Method but could not significantly improve it without compromising on the accuracy.

In 1993, another approach was proposed by Chen which is based on the Peak-Finding Algorithm to estimate two variables $u(P)$ and $v(P)$ instead of six [48]. In this algorithm, the subset of the reference image is cross-correlated with the subset of the deformed image at different pixels around the estimated deformed position. This process is known as displacement searching scheme and provides the displacement estimation with accuracy of $\pm 1$ pixel. Afterwards, the local discrete correlation matrix near a pixel having the maximum cross-correlation coefficient is considered. For subpixel accuracy, the biparabolic least square fitting algorithm is used to fit the local discrete correlation matrix and the highest point is found by interpolation. This method proved to be computationally faster than others, however at the cost of accuracy.

In 2001, Artificial Neural Networks were used to find the maxima of the cross-correlation between subsets of the deformed and reference images [49]. Later in 2003 and 2004 [50,51], Genetic Algorithms were also proposed to solve the same problem. While exhibiting high success in finding global maxima of cross-correlation, the Genetic Algorithms typically require long computation time.

As discussed above, many techniques have been used in DIC to find the maximum of cross-correlation. These techniques can be categorized as the Basic DIC and Extended DIC. The Basic DIC determines displacement field only, that is, it maximizes the cross-correlation by varying only two displacement components, $u(P)$ and $v(P)$. In other words the Basic DIC presumes that the displacement is uniform within a subset, which is a crude approximation. The Extended DIC (the name is ours) presumes that the displacement field linearly changes within the subset, that is the displacement gradients (or strain and rotation) are constant within the subset. This involves estimating six variables- two displacement components, $u(P)$ and $v(P)$, and four displacement gradients, $\frac{\partial u(P)}{\partial x}$, $\frac{\partial v(P)}{\partial y}$, $\frac{\partial v(P)}{\partial x}$ and $\frac{\partial v(P)}{\partial y}$, which increases the accuracy at the expense of increasing the processing time.

While the reviewed literature discusses accuracy, the comparative analysis of the accuracy of displacement/strain reconstruction offered by different methods is still lacking. Due to the difficulty in setting up experiments, undertaking the required number of reproducible experiments, and controlling the experimental conditions, it is difficult to compare and analyze the accuracy of different variants of the DIC technique and their dependence on different parameters.
In order to progress the comparative analysis we developed a simulator which simulates the load testing experiment. It applies specified displacements to the speckle pattern and generates the photographic images. The selected algorithms used the images in order to determine which of them offers better accuracy of displacement/strain reconstruction.

The two most commonly used variants of DIC selected in this research from the above-mentioned categories of the Basic DIC and the Extended DIC are the Peak-Finding Algorithm as proposed by Chen et al. [48] and improved DIC using Newton-Raphson method as proposed by Vendroux and Knauss [44] respectively. Both variants of DIC are implemented in Matlab ver. R2013a for this study. Furthermore, the performance of commercially available software Vic-2d developed by Correlated Solutions Inc is also compared and analyzed.

In the Basic DIC, the Peak-Finding Algorithm is used to find the highest cross-correlation points in the deformed image. The cross-correlation coefficient is maximized by correlating the subset of the deformed image with the subset of the reference image by varying the position of the center of the subset. It is presumed that the subset does not rotate in the process. The maximum cross-correlation coefficient provides pixel level accuracy. After obtaining the pixel level accuracy, the subpixel level accuracy is obtained by considering the area of the $3 \times 3$ matrix around the pixel where maximum cross-correlation coefficient is obtained. The second order polynomial is fitted to the selected $3 \times 3$ matrix and the peak point of cross correlation is obtained.

In the case of the Extended DIC, the process is finding the maximum point of correlation using Newton-Raphson iteration method. The termination criterion is based on the change in sum of all the six unknown variables and change in cross correlation coefficient. The values of $u$ and $v$ providing the highest cross-correlation coefficient value are the estimated new position of the point. The convergence of the Newton-Raphson method depends upon the initial guess [5].

### 2.3 Limitations of DIC

The DIC technique has limitations. The main limitation comes from the assumption that the displacement field is continuous as observed from eqs.(4) and (5). Discontinuity can lead to large errors in determining the displacement. Usually, deformable solids such as rocks, wood and sometimes concrete possess pre-existing fractures or develop fractures before the ultimate failure. The displacement field around the fractures is discontinuous: the two neighboring points sitting on the fracture before deformation starts moving in different directions after the deformation. This makes the DIC recovering of displacements difficult and imprecise [52].

From eq. (1), it can be observed that the cross-correlation requires subsets from the reference and deformed images. Each subset is square having dimensions $2M \times 2M$ and the point of focus is the center of the subset. Thus, the point of correlation needs to be $M$ pixels away from the sides of the image. Thus, the deformation on the borders of the image cannot be analyzed.

Another limitation of the DIC can be observed from eq.(1) which shows
its dependence on a gray intensity variation or pattern on the specimen. The
pattern is required to have good contrast and variation in a subset to uniquely
identify each pixel in the image. For this reason, an artificial pattern is
usually applied to the object at the stage of measurement instead of using the
natural pattern of the object to improve the performance of DIC.

The performance and accuracy of DIC deteriorates significantly in the pres-
ence of noise in the images. Thus, it is challenging to conduct measurements
in dusty environment.

2.4 Camera Errors

Further studies indicated another source of errors; the errors due to self-heating
of CCD and CMOS sensors of digital cameras. It was reported that the
temperature of the CCD and CMOS cameras increases due to heating up of
the ICs and electronic circuit boards inside the camera. This self-heating may
also affect the mechanical parts in the camera resulting in a slight change in
gometry and subsequently the deformation of the image which can lead to
the error determination of strain in the range of 74-227µε. It is recommended
that for higher accuracy, the cameras should be warmed up for 1 to 1.5 hours
before use and the camera heating errors should be measured so that the final
results could be corrected. Alternatively, cooled cameras may be used in DIC
measurements.

Errors are also introduced due to image distortion which can be caused by
one or several of the following sources:

- The lens focal axis is not perpendicular to the plane of the object resulting
  in distorted image captured by the camera.
- The camera is placed correctly but is not firm at its position causing
  the camera shift and not isolated from vibrations distorting the image
  capturing process.
- For high speed applications, camera frame rate and camera motion miti-
gation causes distortion in the images.
- Lens optical distortions are not properly controlled (if for instance a cheap
  lens is used).
- An object lying behind a viewing window is causing image distortion
  through refraction.
- The pixels of the CCD are presumed to be square but actually they are
  not square. This presumption causes errors in linear scaling of pixels to
  the real object.

It is recommended by White et al. to use an eighteen parameter defor-
mation measurement system to avoid these image distortions which provides
precision of 1/15000th of the field of view in an image.
3 The DISTRESS Simulator

Measuring the accuracy of DIC reliably is a critical problem. Usually, it is found in the literature that the accuracy of DIC is tested by laboratory experiments. The strain gauges are affixed on the surface of the specimen before the specimen is loaded. After loading the specimen, the measurements are obtained by the strain gauges. For DIC, images are also captured before and after loading the specimen. DIC is used to find the displacement and then the results are matched with the measurements obtained by the strain gauges [31, 43–45, 59–61].

However, strain gauges cannot be used to monitor the strain field at all points on the specimen surface. If used together with the photogrammetry, the strain gauges obstruct the view exactly at the points where the comparison is intended. Furthermore, the strain gauges having a finite size do not measure the strain field as such, only its average value over the strain gauge length is recorded. It is also difficult to accurately replicate the lab experiments due to the sensitivity to many parameters and it is not possible to reconstruct accurate and precise displacement and strain fields.

In a few studies, synthetic images are used to measure the accuracy of DIC [7, 8, 14]. The reference synthetic image is either taken from the lab experiments or from earlier research data. Afterwards, a known fixed displacement is introduced in the entire reference image and DIC is used to recover that displacement. Also, the introduced displacements are in terms of pixels rather than in subpixels. Recently, a study [62] is proposed to circumvent this problem by regularizing DIC using a priori information available about the material of the specimen.

Thus, a reliable and fast process is required to measure the subpixel level accuracy of the DIC method of reconstruction of realistic non-uniform displacements. It also needs to be independent of the obstructions from the strain gauges and other experimental errors.

To fulfill this gap of measuring subpixel level accuracy, a Digital Image Synthesizer to Reconstruct Strain in Solids (DISTRESS) Simulator is developed which simulates the displacement field developed under a specified load. It consists of two main parts where the first part simulates the load-induced displacement, while the second part simulates the image capturing process.

In the load-induced displacement part of the simulator, the specimen surface is digitally covered with random speckle pattern. The size of speckles and average space among speckles are input parameters to the simulator. The entire surface of the specimen is divided into small grids depending on the average spacing among speckles. Then, one speckle is placed in each grid and the position of the center of the speckle is randomly selected within the boundaries of the grid. This simulates a random distribution of the speckles on the surface of the specimen. Thus, the final speckle pattern is unique at each point of the specimen’s surface.

The generated speckles are allowed to be overlapping as often happen in the real world scenario. The speckles are considered to be hard particles which do not change their shape during loading process. Barranger et al [63] mentioned in their analysis that difference in the performance of DIC between the rigid
and the soft particles used as the speckles on the surface of the specimen is
negligible and does not affect the deformation measurements.

The speckle size, average spacing among speckles and dimensions of the
specimen are introduced as fractions of the length of the specimen, that is the
length of the specimen is assumed to be $L = 1$. The equations for displacement
$u(x, y)$ and $v(x, y)$ are provided to the load-induced displacement part of the
simulator.

In the image capturing part of the simulator, the dimensions and resolution
of the images are specified. Images of the specimen surface before and after
the deformation are simulated. This part of simulator is designed to maintain
the high quality and precision of images irrespective of their dimensions. The
intensity of each pixel of the image captured by the simulator is represented by
256 gray levels. The intensity level of the pixels partially covered by a speckle is
taken as proportional to the area of the pixel covered by the speckle. If a pixel
is fully covered by a speckle, it will be assigned the highest intensity level. If
the pixel is at the edge of the speckle, then speckle is expected to cut the pixel.
Then the intensity is reduced by the factor and the percentage of the area of
the pixel covered by the speckle is calculated.

Figure 3 shows simple flowchart to illustrate the functionality of the proposed
simulator. The simulator successfully simulates the real world scenario and
images obtained are accurately depicting the loading experiments. The images
provided by the simulator are without the experimental and equipment errors
which are usually introduced during the practical lab experiments.

4 Results and Discussion

Using the simulator explained in the previous section, the performance and
accuracy of the Basic DIC, Extended DIC and the commercial DIC software
VIC-2d are compared. The analysis of all three followed the same standard
processes mentioned in Section 2.

For the Extended DIC, the iteration process of correlation maximization
using the Newton Raphson method is continued till the changes in the sum
of all the displacements and displacement gradients, and change in the cross
 correlation coefficient become smaller than $0.5 \times 10^{-8}$ and $1 \times 10^{-8}$ respectively.
The maximum number of iterations is limited to 40 to avoid indefinite loops.
The first initial guess for the displacements and their gradients for the first point
of the image is obtained by the pixel level cross correlation of subset from the
reference image to all possible subsets of deformed image. For the subsequent
initial guesses for the cross correlation optimization for the other points of the
reference image, the final result of the nearest pixel, for which dis placement
result is already obtained, is used.

During the numerical experiments, it is observed that the maximum number
of iterations is never reached. Few worst case experiments are designed to
achieve the maximum number of iterations in which a subset of image not
related to reference image is cross correlated with reference image. In this
Figure 3: Flowchart of the DISTRESS Simulator

cases the iteration process reaches its maximum number of iterations without meeting other termination criteria.

Figure 4 presents the displacement field produced by bending of a cantilever loaded at an end, as a benchmark. The corresponding equations for the dis-
placements read (e.g., [64])

\[ u = \frac{Py}{6E}\left\{ \frac{1}{E} \left( 3(L^2 - x^2) - \nu y^2 \right) + \frac{1}{G} \left( y^2 - 3c^2 \right) \right\} \]
\[ v = \frac{P}{6EI} \left[ x(3\nu y^2 + x^2) + L^2(2L - 3x) \right] \]

where \( P \) is the applied force, \( E \) is the Young’s modulus, \( I \) is the moment of inertia of cross section of the cantilever, \( \nu \) is the Poisson’s ratio, \( G \) is the shear modulus, \( 2c \) is the width of the cantilever and \( L \) is the length. For the numerical experiments, material of Aluminium is considered and we used the following values, \( P = 4.8N, E = 69GPa, I = 175mm^4, \nu = 0.334, G = 26GPa, c = 25mm \) and \( L = 110mm \). The maximum displacements are \( u_{max} = 0.28L \) and \( v_{max} = 0.5L \).

The displacements for each point of the reference image are generated by DISTRESS Simulator. The result of displacement field is shown in Figure 4 for an image size of 500 × 500 pixels.

In the initial experiments, the speckles size and average speckle spacing were varied over the range 0.005\( L \) to 0.02\( L \). The analysis of the initial experiments showed that the minimum subset size needs to be greater than the size of a speckle and average speckle spacing. With the random placement of speckles in the grid of an image having size equal to the average speckle spacing, the maximum and minimum distance between center of speckles can be twice the average speckle spacing and one pixel respectively. Furthermore, the image size also effects the minimum subset size due to increase in the number of pixels covered by a speckle with the increase in the image size. Keeping in mind these
limitations, a relationship between the speckle size and average speckle spacing is proposed to determine the minimum subset size required for DIC.

\[ s_{s\min} = \max(i_d) \cdot [2r_a - r_d] \quad \text{for } r_a \sim r_d \]  

(8)

where \( s_{s\min} \) is the minimum recommended size of the subset to have sufficient intensity variations for successful DIC, \( i_d \) is the image size, \( r_a \) is the ratio of the average speckle spacing (distance between the speckle centres) and the image size and \( r_d \) is the ratio of the speckle size and the image size.

Eq. (8) suggests that increase in \( r_a \) or decrease in \( r_d \) causes speckles to be far apart from each other, while decrease in \( r_a \) or increase in \( r_d \) causes the speckles to have higher overlap with each other. We keep \( r_a \) and \( r_d \) close to each other. It also suggests that DIC may fail at some points on the surface of the specimen because either subset covers the speckles only or space between the speckles. This causes no intensity variations in the subset. It has also been found that the increase of the subset size or decrease in \( r_a \) or \( r_d \) will increase the intensity variations in the subset. In this study, both \( r_a \) and \( r_d \) are taken as 0.01 which restricts the \( s_{s\min} \) to 21 × 21 pixels for the image resolution of 2000 × 2000 pixels.

Three sets of images having dimensions of 500 × 500, 1000 × 1000 and 2000 × 2000 pixels are obtained from DISTRESS Simulator. For each set of images, different subset sizes ranging from 21 × 21 to 101 × 101 with an increment of 10 × 10 pixels are used. Each subset is a square and is represented in the plots by a size of its side. For instance, subset size of 21 × 21 pixels is represented by 21.

The results obtained by the Basic DIC are presented in Figure 6. Similarly, the results obtained by the Extended DIC are plotted in Figure 7 and results of Vic-2d are presented in Figure 8. Figures 6, 7 and 8 present the average errors and their standard deviations in displacements in horizontal \( u \) and vertical \( v \) directions for image sizes of 500 × 500, 1000 × 1000 and 2000 × 2000 pixels.

The average error represents the absolute difference in pixels between the displacements recovered by the particular variant of the DIC and the original displacements. The standard deviation of both horizontal \( u \) and vertical \( v \) errors represent the consistency of accuracy of the technique.

The averages of end-to-end point errors for the three DIC variants are presented in Figure 9, 10 and 11. The end-to-end error is the mean square of errors of both horizontal \( u \) and vertical \( v \) directions:

\[ E_e = \sqrt{E_u^2 + E_v^2} \]  

(9)

where \( E_e \), \( E_u \) and \( E_v \) are the errors in end-to-end points, horizontal direction and vertical direction, respectively.

It can be observed from Figures 6, 7 and 8 that the performance of the analysed variants of DIC improve with the increase in the size of the subset, and, average errors and standard deviations of errors decrease with the increase in the size of the subset. It is also observed that increase of the subset size initially improves the performance but then the improvement diminishes.
Figure 5 shows that the Basic DIC provides the worse accuracy of one-tenth of a pixel. The accuracy of the Extended DIC at the lowest subset size of $21 \times 21$ pixels for image size of $500 \times 500$ pixels is better than for higher image sizes of $1000 \times 1000$ and $2000 \times 2000$ pixels. However, the best accuracy is found at large subset size of $101 \times 101$ pixels for the image size of $2000 \times 2000$ pixels.

The rate of improvement in accuracy of the Basic DIC increases with the increase of the image size, while for each image size this rate of improvement is higher at lower subset sizes and decreases sharply with the increase in the subset size. For each image size, the accuracy level saturates at 0.03 pixels. For the case of image size of $500 \times 500$ pixels, the accuracy level of 0.03 is achieved for all subset sizes and thus very small improvement is observed with the increase of subset size. However, for the cases of image sizes of $1000 \times 1000$ and $2000 \times 2000$ pixels, the saturation in the improvement in accuracy is achieved by subset sizes of $41 \times 41$ and $51 \times 51$ pixels, respectively. The low standard deviations suggest the reliability of the results.

It is found that the accuracy of the Basic DIC differs in measuring horizontal component $u$ and vertical component $v$. The difference is small but exists in all image sizes. The difference found to be decreasing for the image size of $1000 \times 1000$ pixels while it is higher for the case of the image size of $2000 \times 2000$ pixels. The simulated displacements in eq. (7) are also not similar in both directions, that is, deformation in vertical direction $v$ is higher than the horizontal direction $u$ which may causes difference in the performance of measuring deformation in horizontal and vertical directions.
To exclude the factor of the difference in the accuracy measuring in horizontal and vertical directions, the average end-to-end point errors are calculated according to eq. (9). It measures the combined effect of both errors and helps comparing the overall performance of the DIC variants easily.

Figure 9 depicts the average end-to-end point errors for the Basic DIC. It is seen that for all image sizes, the average end-to-end point errors decrease with increase in the subset size. For the image size of 500 × 500 pixels, the average end-to-end error remains between 0.03 and 0.04 pixels. Similarly, for the image size of 2000 × 2000, the average end-to-end points error decreases sharply with the increase in the size of the subset. However, with higher sizes of subsets, it remains between values of 0.03 and 0.04 pixels. For the image size of 1000 × 1000 pixels, the average End-to-End points error decreases to the value lower than 0.03 pixels at large subset sizes. This standard deviation for End-to-End point error is very low which proves the consistent performance of the Basic DIC.

For the Extended DIC, Figure 7 shows higher accuracy to at least one-hundredth of a pixel which is 10 times better than the Basic DIC. Similarly to the case of Basic DIC, it is observed that the better accuracy is already achieved at low image size of 500 × 500 pixel for small subset sizes while the higher accuracy is achieved for the case of high image size of 2000 × 2000 pixels and high subset sizes. The difference in accuracy of the horizontal u and vertical v components of displacements is negligible at the high image sizes of 1000 × 1000 and 2000 × 2000 pixels. The average end-to-end point error presented in Figure 10 shows that the accuracy improves with the increase of the subset size while the rate of the improvement keeps decreasing with the increase of the subset size.

It can also be observed from Figure 10 that the shapes of the curve of the average end-to-end point errors for all image sizes are similar. The lowest average end-to-end point error achieved for the image size of 500 × 500 pixels is approximately 0.006 pixels, while the same error decreases to below 0.006 pixels for the image sizes of 1000 × 1000 and 2000 × 2000 pixels. The standard deviation for all errors remain very low which indicates the consistency in performance of the Extended DIC.

For the commercial software of Vic-2d, the documented accuracy is expected to be one-hundredth of a pixel [6]. It is observed from Figure 8 that the accuracy level does achieve one-hundredth of a pixel. The performance of Vic-2d improves with the increase in subset size for all image sizes. The rate of improvement is higher for low image size of 500 × 500 pixels as compared to the high image sizes of 1000 × 1000 and 2000 × 2000 pixels. The difference between the performance in measuring the horizontal u and the vertical v displacements is the lowest in the image size of 1000 × 1000 pixels while for the lower image size of 500 × 500 pixels, the difference is found to be the highest.

The average end-to-end point errors for Vic-2d are plotted in Figure 11. It shows the same pattern as observed for the case of the Extended DIC but with comparatively higher errors. For the image size of 500 × 500 pixels, the average end-to-end point error decreases to approximately 0.008 pixels while for the image sizes of 1000 × 1000 and 2000 × 2000 pixels, the average end-to-end error
decreases to slightly below 0.006 pixels. The low standard deviation indicates reliability of the results.

The computation times for the DIC techniques are presented in Figure 12. The 16-bit Windows 7 Professional operating system running on Intel® Core-i7-2600 CPU @ 3.40GHz with 16 GB RAM is used for processing data of all experiments. As mentioned earlier, the Basic DIC and the Extended DIC are implemented in Matlab and the time consumed is measured using Matlab tools. However, Vic-2d is a commercial software and the time presented is the time reported by the software itself.

The computation time taken by the Extended DIC can be divided into two parts. The first part is related to the bicubic spline interpolation of the deformed image, which is executed once for each set of images and is presented in Figure 12. The second part of computation time is presented in Figure 12(b) which describes the average time taken by the optimization technique (the Newton-Raphson method) to find the highest cross-correlation coefficient point for the center point of the subset. The average numbers of iterations taken by the optimization are presented in Figure 14.

The average computation time required to find the highest cross-correlation of the center point of the subset by the Basic DIC is presented in Figure 12(a). The Vic-2d software is not an open source software and details of its algorithm are not known. To calculate the computation time consumed by Vic-2d, the entire possible area of reference image is selected for the cross correlation. The time consumed by cross correlating entire images is divided by the number of the possible cross-correlation points. The time consumed and the number of possible correlation points are obtained from Vic-2d. The average computation time calculated for the different subset sizes are presented in Figure 12(c).

From the analysis of Figure 13, it can be observed that the time consumed by the bicubic spline interpolation in the Extended DIC increases with the increase in the image size and is independent of the subset size. As presented in Figure 12(b), the average time for the optimization increases with the increase of the subset size while it also increases partially with the increase in the image size. However, after analyzing Figure 14 and 12(b), it is found that the time consumed by the optimization mainly depends on the number of iterations taken by the Newton-Raphson method and is independent of the image size. It is observed in Figure 14 that the average number of iterations for the image sizes of 500 × 500 and 1000 × 1000 pixel is approximately 4 while for image size of 2000 × 2000 pixels, the number of iterations increases to the range of 6 to 12.

The average time consumed by the Basic DIC, Figure 12(a), is increasing with the increase in the subset size but does not significantly increases with the increase of the image size. The computation time remain the same for the subset sizes of 91 × 91 and 101 × 101 pixels.

The time consumed by Vic-2d, Figure 12(c), is increasing with the increase of the subset size. It is also seen that the image size does not affect the computational performance. Strangely, the increase in size of the image reduces the time taken by the Vic-2d to process a subset. The DIC process is conducted on entire image and it is not possible to find the exact reason for this strange
result. Also, the computation time taken by Vic-2d cannot be compared to the computation time of other DIC variants because the implementation platform, algorithm and software engineering technique of Vic-2d are unknown. According to the comparative analysis presented by Andrews in [65], it can be safely stated that the computation time for the Basic DIC and the Extended DIC implemented in Matlab will be improved significantly if a low level development language and good parallel processing algorithms are used.

The analysis of Figure 12 shows that the computation time increases parabolically with the increase in the subset size for the Extended DIC and Vic-2d, while, the computation time increases linearly with the increase in the subset size for the Basic DIC.

**Strain Reconstruction**

The performance of DIC is commonly measured by the accuracy of the displacement reconstruction and, subsequently measured in pixels. However, the analysis of the material behavior requires reconstruction of strain fields. Strain fields can be obtained by numerically differentiating displacement fields. Furthermore, strain is also automatically obtained in the Extended DIC, where six unknown parameters are estimated which include strain parameters. Only few studies mention the evaluation of DIC in terms of strain but are focused on application of DIC to study the properties of the material. These studies do not analyze the accuracy and precision of DIC [15, 63, 66–68]. Pan [5] recommended that reliable strain fields can be obtained if noise in the reconstructed displacement is smoothed by a filter and then strain is obtained by numerically differentiating displacement.

In this study, the strain field in a bend cantilever reads [64]

\[
\begin{align*}
\varepsilon_x &= \frac{\partial u}{\partial x} = \frac{3P_{xy}}{2c^3E} \\
\varepsilon_y &= \frac{\partial v}{\partial y} = \frac{3\nu P_{xy}}{2c^3E} \\
\gamma_{xy} &= \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} = -\frac{3P}{4cG}(1 - \frac{y^2}{c^2})
\end{align*}
\]

(10)

Two sets of images with sizes of 500 × 500 and 1000 × 1000 pixels are selected for the analysis. Three different methods are used to calculate the strain and results are matched with results of eq. (10). The moving average smoothing filter is used which replaces each value \(g(x, y)\) by the average of the values in a square of size \((2n + 1) \times (2n + 1)\) centered around \(g(x, y)\). It is given by

\[
g(x, y) = \sum_{j=-n}^{n} \sum_{k=-n}^{n} g(x + j, y + k)
\]

(11)

where \((2n + 1)\) is the size of the filter.
In the first method, the measured displacements obtained by the Extended DIC are numerically differentiated to calculate strain. The Extended DIC is selected due to its high accuracy of displacement results. The results are presented in Figure 15. Then according to Pan’s recommendation, the displacement results obtained by the Extended DIC are smoothed by a filter of size equal to the half of the size of the subset. Then, the smoothed displacements are numerically differentiated to obtain strain fields which are presented in Figure 16.

In the second method, the strain components are obtained by extracting them from the displacement gradients estimated by the Extended DIC as per in eq. (6). The raw results for image sizes of 500 × 500 and 1000 × 1000 are presented in Figure 17. The same strain field smoothed to reduce the noise by a filter of size equal to the half of the size of the subset is presented in Figure 18.

In the third method, Vic-2d is used to extract strain at each point of the specimen. It is assumed that Vic-2d uses numerical differentiation of the obtained displacement field to reconstruct the strain field. Whenever the strain is extracted, it is mandatory in Vic-2d to smoothen the reconstructed strain field by a filter which range from 5 pixels to size of the image. For the comparative study the minimum size of filter is used and results are depicted in Figure 19. Later, the size of the filter is increased to half of the size of the subset and the results obtained are presented in Figure 20. It is seen that the strain field reconstruction is provided in Vic-2d as a the post-processing option consumes extra time after the displacement reconstruction.

From the analysis of the strain reconstruction, it is observed that the optimal results are obtained by the second method, where the strain is extracted from the displacement gradients estimated by the Extended DIC. The use of the filter to smoothen the strain field improves the results slightly but not significantly. Thus, the differentiation of displacements even after smoothing cannot match the accuracy of direct computation of the strains from the displacement gradients determined by the Extended DIC in the process of maximization of the cross correlations.

It is further seen from Figures 17 and 18 that the results are not significantly changed by the change of image size or subset size. The subset size of 40 × 40 provides slightly better results than other subset sizes.

**Recommendations**

Summary of the analysis of the DIC variants are presented in Table 1. From this comparison the following recommendations can be drawn.

- For high accuracy of displacement (one-hundredth of a pixel) and strain reconstruction, the Extended DIC is preferred. However the high accuracy is achieved at the expense of the computation time.

- For fast computation, the Basic DIC is preferred but it delivers comparatively low accuracy of displacement reconstruction (one-tenth of a pixel).
Table 1: Summary of results of DIC variants

| Description | Basic DIC | Vic-2d | Extended DIC |
|-------------|-----------|--------|--------------|
| Minimum accuracy in measuring displacement | 0.1 pixel | 0.01 pixel | 0.01 pixel |
| Accuracy in displacement field reconstruction | Good | Very Good | Excellent |
| Accuracy in strain field reconstruction | — | Good | Very good |
| computation time | Excellent | Fair* | Fair |
| Effect of increase in the subset size on accuracy | Improves slightly till it reaches best | Improves significantly till it reaches best | Improves significantly till it reaches best |
| Effect of increase in the subset size on computation time | Increases linearly | increases parabolically | increases parabolically |
| Effect of increase in the image size on accuracy | Slight improvement | Slight improvement on large subset sizes | Slight improvement on large subset sizes |
| Effect of increase in the image size on computation time | remains same | slightly reduces* | Initially remains same but increases at higher image sizes |

*Computation time cannot be compared properly as Vic-2d is not open source.

Strain reconstructed by differentiating displacements obtained by the Basic DIC is of low accuracy.

- The accuracy of displacement and strain reconstruction primarily depends upon the intensity variation in the subset and its size, which play a critical role in successful cross-correlation of subsets. It is recommended to have on average of 4 or more speckles in each subset.

- The accuracy in displacement reconstruction improves marginally with increase of the subset size. However, increase in the size of subset increases the time consumed for processing and after reaching the subset of 4 speckles in a subset, the improvement in accuracy is not significant. The same conclusion can be made about the strain reconstruction.
The increase of the image size (the pixel count) allows capturing more details and would be expected to provide better accuracy. However, our analysis shows that the accuracy of the displacement and strain reconstruction improves insignificantly. Furthermore, the large image size means increase of speckle size in pixels and requires large subset size for optimal performance, which significantly increases the computational time.

The end-to-end point errors are a better indicator of the performance of a DIC as compared to the separate horizontal $u$ and vertical $v$ displacement errors.

The open source DISTRESS Simulator developed in this study provides a reliable tool to measure performance of the DIC before using it for real world measurements.

5 Conclusion

In this paper, we analyzed the photogrammetric solutions for reconstruction and monitoring of displacement and strain fields in natural and engineering materials and structures. The most commonly used photogrammetric technique is the Digital Image Correlation (DIC) which is based on comparing images before and after deformation. The photographed surface needs to have unique speckle pattern.

We analyzed the accuracy of different variants of DIC, which are, the Basic DIC, Extended DIC and the commercial software VIC 2D. The Basic DIC and VIC 2D reconstruct the displacement field and strain field is then inferred in post processing using numerical differentiation. The Extended DIC reconstructs both displacement and strain fields simultaneously. For the analysis we developed the DISTRESS Simulator which is used to generate synthetic images of displacement and strain fields. We found that the Basic DIC and VIC 2D are faster in processing at the expense of accuracy. The Extended DIC provides the highest accuracy of displacement and strain reconstruction and is preferred to be used for the case of rotation in deformation. It is also observed that the speckle pattern plays a critical role in achieving high accuracy of the reconstruction. The increase in the subset size and pixel count of the image do not significantly improve the accuracy of DIC. In order to achieve high accuracy using DIC one needs to keep the subset size large enough to have average of four or more speckles. The end-to-end point errors provide a better indicator of performance measurement.
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