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Abstract—Lung nodule detection in chest X-ray (CXR) images is common to early screening of lung cancers. Deep-learning-based Computer-Assisted Diagnosis (CAD) systems can support radiologists for nodule screening in CXR. However, it requires large-scale and diverse medical data with high-quality annotations to train such robust and accurate CADs. To alleviate the limited availability of such datasets, lung nodule synthesis methods are proposed for the sake of data augmentation. Nevertheless, previous methods lack the ability to generate nodules that are realistic with the shape/size attributes desired by the detector. To address this issue, we introduce a novel lung nodule synthesis framework in this paper, which decomposes nodule attributes into three main aspects including shape, size, and texture, respectively. A GAN-based Shape Generator firstly models nodule shapes by generating diverse shape masks. The following Size Modulation then enables quantitative control on the diameters of the generated nodule shapes in pixel-level granularity. A coarse-to-fine gated convolutional Texture Generator finally synthesizes visually plausible nodule textures conditioned on the modulated shape masks. Moreover, we propose to synthesize nodule CXR images by controlling the disentangled nodule attributes for data augmentation, in order to better compensate for the nodules that are easily missed in the detection task. Our experiments demonstrate the enhanced image quality, diversity, and controllability of the proposed lung nodule synthesis framework. We also validate the effectiveness of our data augmentation on greatly improving nodule detection performance.

Index Terms—Image Synthesis, Image Inpainting, Chest X-ray, Nodule Detection, Data Augmentation

I. INTRODUCTION

While lung cancer is one of the leading healthcare threats worldwide with the highest morbidity and mortality among all the malignant tumors, early diagnosis and treatment can significantly increase the chance of surviving of the patients [1], [2]. Lung nodules, which are typical manifestations of lung cancers, provide basis to radiological diagnoses even in early stages [3]. Among all lung nodule screening tools, the chest X-ray (CXR) imaging contributes significantly due to its low dose and cost [4]. However, the task of finding nodules from CXR images is difficult, even for expert radiologists [5]. An early retrospective study estimates that the lung nodules can be missed in 90% cases [6].
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To enhance the sensitivity of lung nodule screening using CXR images, several Computer-Assisted Diagnosis (CAD) systems based on deep learning have been developed in the past years [7]–[9]. In general, the CAD system usually requires a tremendous amount of high-quality annotated data that are diverse enough to cover a sufficient population distribution [10]. But constructing such datasets poses a great challenge. First, the efforts in collecting extensive clinical data can hardly be neglected due to privacy concerns and reluctance to share data across medical institutes [11]–[13]. Second, the annotation work is expensive and laborious as it requires high expertise due to the intrinsic difficulty of reading CXR images for lung nodules. These issues restrict the availability of sufficient data for supervised training. Moreover, traditional data augmentation techniques (e.g., image flipping, shifting, and rotation) bring limited improvement because the diversity of the training dataset is scarcely expanded [14]. Thus, it is highly desired to synthesize lung nodule CXR images, which can effectively augment the data and then train the lung nodule detection models.

It is challenging to synthesize visually plausible nodule images in CXR images. First, the nodules targeted in clinical screening are often small, occupying only a few pixels to the minimum [15]. Second, the contexts surrounding the nodules are complex in CXR, especially after all tissues are projected and superimposed on a 2D image. To overcome these problems, recent studies [15]–[17] propose several methods based on Generative Adversarial Networks (GANs) [18] or image inpainting [19] to achieve realistic lung nodule synthesis. And
Fig. 2. The overview of our lung nodule synthesis method. The lung mask guides the cropping of an original patch $I_{\text{orig}}$ from a real normal CXR image. $I_{\text{orig}}$, as well as a shape parameter $z$ and a size parameter $d$, is input to the proposed lung nodule synthesis framework to produce the synthesized patch $I_{\text{syn}}$ for obtaining a synthesized nodule CXR image. The lung nodule synthesis framework consists of three steps named Shape Generation, Size Modulation and Texture Synthesis, respectively.

The latest NODE21 Challenge compares individual generative models in terms of their capability of improving nodule detection. However, these works adopt box masks as indicated in Fig. 1, which lack the fine granularity in perceiving and generating the nodules.

In this paper, in order to tackle the limitations above, we propose a novel lung nodule synthesis framework to allow quantitative control over the attributes of the synthesized nodules, i.e., shapes and sizes. Formulated in an image inpainting scheme illustrated by Fig. 2, the proposed nodule synthesis framework disentangles the nodule attributes to model the shape, the size, and the texture, respectively.

- First, a GAN-based Shape Generator produces diverse shape masks (instead of rough box masks) that contour the nodule shapes.
- Then, the diameters of the nodule shapes are modulated through an easy-to-use Size Modulation.
- Finally, a coarse-to-fine gated convolutional Texture Generator applies the modulated shape masks as the conditions to synthesize visually plausible nodule textures.

In addition, we design a Hard Example Mining (HEM) strategy [20] for data augmentation in subsequent nodule detection, as we can synthesize the nodules of the attributes that are specifically desired to improve the pre-trained detector. The collaboration from the nodule synthesis framework improves the nodule detection performance, e.g., by augmenting the nodules that are easily missed. Extensive experiments are conducted to demonstrate the effectiveness of the proposed data synthesis and augmentation solution.

The rest of this paper is organized as follows. Section II reviews the related works. Section III presents the proposed lung nodule synthesis framework and our data augmentation strategy in detail. Section IV explains the details of the dataset, the experimental setup, and the evaluation results for both lung nodule synthesis quality and data augmentation effectiveness. Finally, we conclude our work and discuss more in Section V.

II. RELATED WORKS

Since our lung nodule synthesis framework is mainly built in an image inpainting scheme, we herein provide detailed reviews of the related works in image inpainting as well as lung nodule synthesis in CXR images.

A. Image Inpainting

Image inpainting [21] refers to synthesizing visually seamless and semantically plausible image contents in the missing regions that are usually indicated by binary masks. Traditional methods [22]–[24] rely on the principle of borrowing the most similar patches from known regions but usually fail to hallucinate realistic image contents when involving complicated scenes and non-repetitive structures.

In recent years, a series of deep-learning-based methods [19] have been intensively developed to advance image inpainting. These approaches can synthesize reasonable contents by exploiting large-scale datasets and the semantics. Mainstream methods broadly fall into two categories:

- Enhancing vanilla convolutions. Liu et al. [25] introduced partial convolutions where the operations were conditioned on masked pixels only. Gated convolution [26] was then proposed to learn a dynamic feature selection mechanism. Promising inpainting results for irregular corruptions are achieved by using these methods, but a common drawback of them relates to possible missing of fine structures of the inpainting outputs.

---

1https://node21.grand-challenge.org/
• Incorporating structural semantics. The missing structures can be explicitly acquired in the beginning stage and further guide the texture generation in the following stage. For example, EdgeConnect [27] and StructureFlow [28] exploited edge maps and edge-preserved smooth images, respectively. Though the fine details can be recovered, hallucinating reasonable structures itself is a challenging task and may suffer from large errors. To further improve the inpainting performance, recent works attempt to fuse structural and textural features. For instance, PRVS [29] and MEDFE [30] mixed the modeling of structures and textures via a shared generator. CTSDG [31] facilitated more sufficient complements between structures and textures using a two-stream architecture. These approaches employ sophisticated learning architectures to enhance the consistency between structures and textures, yet they may not be cost-effective in practice.

Lung nodules usually appear as well-circumscribed or diffuse opacities in chest radiographs [32]. Explicit and characteristic image structures hardly exist inside the nodule contours. In view of this fact, image inpainting methods that involve structural information in modeling are not suitable for generating realistic nodules. In this paper, we utilize the modified version of convolutions to automatically grasp effective features from the surrounding contexts, which benefits plausible nodule texture synthesis most.

B. Lung Nodule Synthesis

The development of CAD systems requires extensive and diverse CXR images as well as corresponding high-quality annotation. Concerning the very high cost to collect such data, the need for lung nodule synthesis in CXR images is naturally raised. Litjens et al. [6] simulated lung nodules in chest radiographs by using CT volumes containing real nodules. They projected CT data to generate nodule patches and then superimpose them to normal CXR images. Deep-learning-based methods have been developed recently to gain more flexibility in generating lung nodules. The first attempt to generate CXR images with multiple abnormalities was investigated by Salehinejad et al. [33]. DCGANs [34] were applied for each thoracic disease independently to synthesize whole CXR images for tackling the class imbalance problem in the image-level classification task. However, the presence and the location of the target disease cannot be manually controlled. To overcome this issue, Ann et al. [15] proposed a PGGAN-based [35] model conditioned on box masks. Nevertheless, this approach has only achieved low-resolution (256 × 256) results that hardly preserve local details for small-size lung nodules. Therefore, generating a whole image directly is not suitable for synthesizing high-resolution CXR images with subtle lung nodules.

Another technical route for deep-learning-based lung nodule synthesis is image inpainting. Image inpainting can edit a local region only given its surroundings in a patch and keep the original spatial resolution unchanged, which fits high-resolution CXR images perfectly. Sogancioglu et al. [36] firstly investigated the performance of several image inpainting models [37]–[39] applied to CXR images, and demonstrated the feasibility of generating realistic and seamless patches based on image inpainting. Gundel et al. [16] then proposed a local feature augmentation method. They extracted isolated nodules from the residuals between real nodule patches and their inpainted normal-looking counterparts, and then blended them into real normal CXR images for data augmentation. However, this method only executes a copy-and-paste work, resulting in the limited variety of the synthesized data.

In contrast to the studies above, our previous work [17] employed a partial convolutional [25] U-Net [40] to directly synthesize lung nodules and utilized a classifier to select the synthesized hard samples for effective data augmentation on lung nodule detection. In this study, to further enhance the image quality, the diversity, the controllability, and the data augmentation effectiveness, we build a coarse-to-fine gated convolutional network conditioned on a controllable nodule shape mask and design an HEM-based data augmentation strategy.

III. Method

In this paper, we propose to disentangle the overall lung nodule synthesis into three steps of Shape Generation, Size Modulation, and Texture Synthesis. As demonstrated in Fig. 2, the overview of the proposed method is presented as follows.

1) A pre-trained FC DenseNet [41] segments the lung mask from a real normal CXR image. A local patch $I_{orig}$ within the lungs is then cropped from the CXR image under the guide of the lung mask.

2) The Shape Generator $G_s$ produces an initial shape mask $M_{init}$ via the shape parameter $z$ sampled from a standard Gaussian latent space.

3) The size of the initial shape mask in $M_{init}$ is scaled from the initial diameter $d_{init}$ to a desired diameter $d$ by the factor $f = \frac{d}{d_{init}}$, resulting in a modulated shape mask $M_{shape}$.

4) The original patch $I_{orig}$ and the modulated shape mask $M_{shape}$ compose the input to the Texture Generator $G_t$. The Texture Generator $G_t$ synthesizes visually realistic nodule texture inside the shape region of $M_{shape}$.

5) Finally, we put the synthesized nodule patch $I_{syn}$ in the place of $I_{orig}$ to obtain the synthesized nodule CXR image.

A. Nodule Shape Generation

To make sure the shape of the generated nodule matches the distribution of real nodules, we consider the nodule shapes explicitly in generating conditional shape masks. A shape mask is defined as a binary image where 1 and 0 stand for the shape foreground and background, respectively. As illustrated in Fig. 3, we use a DCGAN architecture to train the proposed Shape Generator $G_s$. The trained $G_s$ learns to map a Gaussian distribution $p(z) \sim N(0, I)$ to the underlying distribution of real nodule shapes. To be specific, a 100-dimensional latent vector $z$ is randomly sampled from $N(0, I)$ and is spatially extended to a $4 \times 4 \times 512$ feature map. Five $4 \times 4$ transposed convolutional layers with upsampling stride
we adopt the LSGAN loss [42] in training $G$. To alleviate the mode collapse problem in regular GANs, we easily distinguish the generated shapes from the real ones.

$G$ tells whether an input mask is the generated shape mask $M_{\text{init}}$. By competing with each other in an adversarial setting, the Shape Generator $G$ is optimized to deceive the discriminator $D$. This is achieved by the Size Modulation, which will be introduced in the next subsection.

B. Nodule Size Modulation

Advanced GAN-based image generation methods can control the variation of high-level semantic attributes (e.g., age, gender, and expression) in the image space by manipulating the latent codes in the latent space [43], [44]. Unlike natural images, the pixel/voxel spacing in medical images can reflect actual physical sizes of the objects in the real world. Therefore, the physical size of a lesion can be precisely controlled at the pixel/voxel-level granularity by simple morphological operation in the image space instead of complicated image encoding and manipulation in the latent space. Motivated by this idea, we develop the easy-to-use Size Modulation based on image scaling to quantitatively control the diameters of the nodule shapes.

Specifically, the proposed Size Modulation consists of following steps. First, the initial shape mask $M_{\text{init}}$ is upsampled from $128 \times 128$ to $256 \times 256$ using the nearest-neighbor interpolation in order to match the patch size of the input to the Texture Generator. Second, the initial diameter $d_{\text{init}}$ of the shape region is calculated by averaging the lengths of major and minor axes of the ellipse which has the same normalized second central moments as the shape region. Third, the shape region image, which has the same size with the bounding box that tightly encloses the shape region, is cropped from the upsampled $M_{\text{init}}$. The cropped image is then scaled by a certain factor computed as the ratio of a user-input diameter $d$ to the original one $d_{\text{init}}$. Finally, the conditional shape mask $M_{\text{shape}}$ is obtained by overlaying the rescaled shape region image on the center of a newly created $256 \times 256$ null matrix.

C. Nodule Texture Synthesis

The dynamic feature selection mechanism of gated convolution [26] makes it suitable for lung nodule synthesis because it automatically learns the optimal feature extraction of contextual information from the given data. As shown in Fig. 4(b), the gated convolution can be formulated as:

$$F_{\text{out}} = IN \left( \phi \left( F_f \odot F_g \right) \right) = IN \left( \phi \left( \left( W_f \cdot F_{\text{in}} \right) \odot \left( \sigma \left( W_g \cdot F_{\text{in}} \right) \right) \right) \right) ,$$

(3)

where $\sigma$, $\phi$, and $IN$ denote sigmoid activation, LeakyReLU activation, and instance normalization, respectively. For an input feature map $F_{\text{in}}$, a vanilla convolution kernel $W_f$ extracts its intrinsic features $F_f$ while the other one $W_g$ is used to obtain the soft gating weights for each location. The gating map $F_g$ is then assigned across $F_f$ to gain effective features that contribute to nodule synthesis.

As shown in Fig. 4(a), we adopt gated convolutions to build the Texture Generator $G_t$ in a coarse-to-fine manner, which synthesizes nodule textures inside the shape regions marked by the conditional shape masks. The input patch is formulated as $I_{\text{input}} = I_{\text{orig}} \odot (1 - M_{\text{shape}}) + M_{\text{shape}}$, where $1$ has all-one elements in the same shape with $M_{\text{shape}}$. The conditional shape mask $M_{\text{shape}}$ is then concatenated to the input patch $I_{\text{input}}$, resulting in a 4-channel input tensor. Both the coarse generator $G_C$ and the refinement generator $G_R$ employ the same encoder-bottleneck-decoder architectures equipped with gated convolutional layers. LeakyReLU activation and instance normalization are used across all the gated convolutional layers. The encoder downsamples the input tensor twice followed by the bottleneck to extract deep features. The symmetrical decoder upsamples the feature map to the original patch.
the adversarial loss $L_{adv}$ given by the discriminator $D_t$.

A six-layer fully convolutional PatchGAN [45] discriminator $D_t$ is employed to distinguish the genuine nodule patches from the synthesized ones. As displayed in Fig. 4(c), the input tensor consists of the conditional shape mask $M_{shape}$ and the final output $I_{out,2}$, while the output feature map is a 1-channel feature map downsampled to $\frac{1}{2}$ of the original patch size. Spectral normalization [46] is used across all the convolutional layers as it can alleviate the training instability problem.

The Texture Generator $G_t$ is trained jointly with the reconstruction loss, the perceptual loss [47] and the adversarial loss, to progressively render visually realistic results.

- **Reconstruction loss.** A pixel-wise $\ell_1$ reconstruction loss is adopted for both $I_{out,1}$ and $I_{out,2}$ to reduce their pixel intensity differences with the ground-truth $I_{gt}$:

$$L_{rec,1} = \mathbb{E} \left[ \| I_{gt} - I_{out,1} \|_{\ell_1} \right], \quad (4)$$

$$L_{rec,2} = \mathbb{E} \left[ \| I_{gt} - I_{out,2} \|_{\ell_1} \right]. \quad (5)$$

- **Perceptual loss.** The perceptual loss is introduced to shorten the high-level contextual discrepancy between $I_{out,2}$ and $I_{gt}$ in the feature space. It computes the $\ell_1$ distance of their feature representations by projecting them via a VGG-16 [48] network pre-trained on ImageNet [49]:

$$L_{perc} = \mathbb{E} \left[ \sum_i \| \psi_i(I_{gt}) - \psi_i(I_{out,2}) \|_{\ell_1} \right], \quad (6)$$

where $\psi_i$ denotes the activation map of the $i$-th pooling layer from VGG-16, and pool1, pool2 and pool3 are used to extract the features of $I_{gt}$ and $I_{out,2}$ in our experiments.

- **Adversarial loss.** The adversarial loss enforces $G_t$ to generate visually plausible nodule textures that can deceive discriminator $D_t$ successfully. Here we apply the LSGAN loss [42] as the adversarial loss:

$$\min_{D_t} L_{adv}(D_t) = \frac{1}{2} \mathbb{E}_{I_{gt},M_{gt}} \left[ (D_t(I_{gt},M_{gt}) - 1)^2 \right] + \frac{1}{2} \mathbb{E}_{I_{out,2},M_{gt}} \left[ (D_t(I_{out,2},M_{gt}))^2 \right], \quad (7)$$

$$\min_{G_t} L_{adv}(G_t) = \frac{1}{2} \mathbb{E}_{I_{out,2},M_{gt}} \left[ (D_t(I_{out,2},M_{gt}) - 1)^2 \right] = \frac{1}{2} \mathbb{E}_{I_{input},M_{gt}} \left[ (D_t(G_t(I_{input},M_{gt}),M_{gt}) - 1)^2 \right]. \quad (8)$$

The total objective is formulated by combining all the loss functions above:

$$L_{total} = \lambda_{rec,1} L_{rec,1} + \lambda_{rec,2} L_{rec,2} + \lambda_{perc} L_{perc} + \lambda_{adv} L_{adv}, \quad (9)$$

where $\lambda_{rec,1}$, $\lambda_{rec,2}$, $\lambda_{perc}$ and $\lambda_{adv}$ represent weighting factors for different loss terms. All these factors are empirically set to 1 in our experiments.

**D. HEM-based data augmentation**

Our preliminary study [17] illustrates that randomly adding synthesized data limits the data augmentation effectiveness while selecting hard examples deliberately can better improve the detection performance. Thus, we propose the HEM-based data augmentation strategy involving the controllability of our lung nodule synthesis framework in order to achieve an enhanced data augmentation effectiveness.
Fig. 5. The proposed HEM-based data augmentation strategy consists of four steps: (1) A pre-trained lung nodule detector predicts detection results that are categorized as detected nodules and missed ones, respectively. (2) The attribute distributions (e.g., size distributions) are established from the detection results. (3) $N$ control parameters (e.g., diameters for size distribution) are sampled from the attribute distribution of missed nodules and then modulate lung nodule synthesis. (4) The synthesized CXR data are combined with real ones to finetune the detector.

As depicted in Fig. 5, the proposed data augmentation strategy mainly consists of four steps.

1) A pre-trained lung nodule detector firstly provides the detection results on a certain number of real CXR images. The results are grouped into the detected nodules and the missed ones. An explicit distribution of a particular nodule attribute is established from those missed nodules.

2) We synthesize nodule images given the attribute distribution for the desired attributes.

3) The synthesized data are combined with the real ones to finetune the pre-trained detector for improving detection performance.

In this paper, we use the nodule size to demonstrate the attribute controllability of our nodule synthesis framework, as well as its contribution to effective data augmentation for nodule detection. As shown in Fig. 5, we calculate the histogram of the missed nodules in terms of their sizes. Several size parameters $d_1, d_2, \ldots, d_N$ (corresponding to diameters) are uniformly sampled from an array containing the diameters of each missed nodule, thus following the established size distribution. These sampled control parameters are then used to modulate the sizes of the synthesized nodules via the Size Modulation.

IV. EXPERIMENTAL RESULTS

A. Dataset and Experimental Setup

In this work, we involve 12,737 frontal-view CXR images collected from our collaborative hospitals, including 3,024 CXR images that are diagnosed as nodules and the other 9,713 images as normal cases. All the nodules are well-annotated with bounding boxes and shape contours by two experienced radiologists. We randomly select 2,420 nodule CXR images as the training set and the other 604 images as the testing set. For each nodule CXR image, $256 \times 256$ nodule patches centered on the box annotations are extracted and their corresponding shape masks are derived from the shape annotations. All the experiments are conducted using an NVIDIA GeForce RTX 3090 GPU with the PyTorch framework [50]. The implementation details for each part of the experiments are presented as follows.

- **Shape Generator.** The initial diameters $d_{init}$ of all ground-truth shape masks are normalized to 100-pixel in length using the Size Modulation firstly, and all these shape masks are then resized to $128 \times 128$ for training. Both the Shape Generator $G_s$ and the discriminator $D_s$ are optimized using Adam optimizer [51] with $\beta_1 = 0.5$ and $\beta_2 = 0.999$. $G_s$ is trained with a learning rate of $10^{-4}$ for 1,000 epochs while the learning rate for $D_s$ is set to $10^{-5}$. The batch size is set to 6.

- **Texture Generator.** Adam optimization [51] with $\beta_1 = 0.5$ and $\beta_2 = 0.999$ is adopted in training the Texture Generator $G_t$ and the discriminator $D_t$ with a batch size of 8. We firstly train $G_t$ with an initial learning rate of $10^{-4}$ until convergence. We then lower the learning rate to $10^{-5}$ and continue to train $G_t$ until another convergence. And $D_t$ is trained with a learning rate set to one-tenth of $G_t$’s all the time.

- **Data Augmentation.** To prove the data augmentation effectiveness for typical one-stage and two-stage detection models, a Faster R-CNN [52] and a RetinaNet [53] with ResNet-50 [54] backbones are applied for lung nodule detection. The batch sizes are set to 2 while the rest hyperparameters adopt the original settings by Ren et al. [52] and Lin et al. [53]. We conduct five-fold cross validation to achieve a comprehensive evaluation. For each fold, the detectors are firstly pre-trained using real...
Fig. 6. Qualitative comparison between state-of-the-art methods and the proposed method for 4 nodule patch cases (presented in rows). Columns from left to right stand for the inputs, the outputs by different methods, and the ground-truth.

### TABLE I

**Quantitative Comparison between State-of-the-Art Methods and the Proposed Method** (↓: Lower is Better; ↑: Higher is Better).

| Method         | Full Patch | Masked Region |
|----------------|------------|---------------|
|                | MAE↓ | PSNR↑ | SSIM↑ | FID↓ | MAE↓ | PSNR↑ | SSIM↑ |
| EdgeConnect [27]| 0.0007 | 46.4647 | 0.9898 | 2.2673 | 0.0318 | 28.4179 | 0.7314 |
| StructureFlow [28]| 0.0016 | 39.4209 | 0.9624 | 23.2486 | 0.0826 | 21.3093 | 0.4616 |
| MEDFE [30]      | 0.0008 | 46.3337 | 0.9892 | 2.3105 | 0.0324 | 28.2221 | 0.7204 |
| CTSDG [31]      | 0.0008 | 46.8018 | 0.9894 | 2.3398 | 0.0305 | 28.6902 | 0.7418 |
| PartialConv [25]| 0.0010 | 45.8891 | 0.9884 | 2.5729 | 0.0325 | 28.1230 | 0.7187 |
| **Ours**        | 0.0007 | 47.0932 | 0.9903 | 2.1268 | 0.0296 | 28.9815 | 0.7555 |

nodule CXR images (the training set) with the learning rates of 0.001 for 20 epochs. Different combinations of real and synthesized data are then utilized to finetune the detectors with the learning rates of 0.0001 for 10 epochs. The augmented detectors are finally evaluated using real nodule CXR images (the testing set). The Intersection over Union (IoU) thresholds are set to 0.2 for all the detectors during the testing phase.

### B. Nodule Synthesis Evaluation

1) **Comparison with SOTA Methods:** Fig. 6 qualitatively compares several synthesized results by the Texture Generator $G_t$ with the state-of-the-art (SOTA) image inpainting methods. EdgeConnect [27] and StructureFlow [28] fail in generating seamless patterns inside the masked regions. The results of MEDFE [30] tend to be blurred near the ribs. Obvious artifacts can be seen in the outputs of CTSDG [31] if the masked regions are large. PartialConv [25], which is implemented in our previous work [17], is suitable for synthesizing nodules, but is still inadequate in generating finer details when meeting complex scenes. For example, compared with the output of our method (Row 7, Column 3), the result of PartialConv (Row 6, Column 3) has lower contrast when the nodule is near the diaphragm and the spine, which is easily confused with the background. In summary, our method is able to synthesize more visually realistic and contextually robust lung nodules regardless of the variation of the surrounding anatomical structures and the sizes of masked regions.

To quantitatively compare the performance between our method and the SOTA image inpainting methods, we use Peak Signal to Mean Absolute Error (MAE), Noise Ratio (PSNR), Structural Similarity (SSIM), and Fréchet Inception Distance (FID) [55] as evaluation metrics for the full patches and the masked shape regions. As shown in Table I, StructureFlow achieves the worst scores, which is consistent with its visualization results. Though PartialConv generates visually plausible results, its scores are worse than most other methods. Our method outperforms all the other approaches in both qualitative and quantitative comparisons, demonstrating its superiority in synthesizing realistic lung nodules.
2) Controllability of Shapes and Sizes: The diversity of the shapes and the sizes of the synthesized lung nodules can be controlled by the combinations of different conditional shape masks and various user-input diameters. The experimental results are shown in Fig. 7. The normal patches are randomly cropped from our normal CXR image dataset. All the conditional shape masks are generated using the proposed Shape Generator. The visual plausibility of these shape masks demonstrates that our Shape Generator faithfully learns what a real nodule should look like in shape. For each shape mask, the Size Modulation algorithm scales the diameters of nodule shapes to 40-pixel, 70-pixel, and 100-pixel in length, respectively. As illustrated by the green contours, the sizes of nodules can be modulated without changing nodule shapes. By combining the normal patches with different modulated shape masks, the Texture Generator automatically replenishes the shape regions with realistic nodule textures, thus providing diverse lung nodule samples that do not exist in the real world but match the distribution of real nodules.

3) Ablation Study for Texture Generator: To verify the effects of applying conditional shape mask and two-stage (corresponding to coarse-to-fine above) network architecture in our Texture Generator \( G_t \), we conduct four experimental settings: (1) a one-stage model conditioned on the box masks; (2) a two-stage model conditioned on the box masks; (3) a one-stage model conditioned on the shape masks; (4) a two-stage model conditioned on the shape masks (the proposed Texture Generator). All the models share the same loss functions and experimental setups.

- Effect of Shape Mask. As shown in Table II, nodule synthesis based on the shape masks can significantly improve the performance in comparison with the box masks. The visualization results in Fig. 8 are also consistent with this quantitative comparison. It is observed that the models conditioned on the shape masks (Column 3 & 4) generate the nodules with much sharper boundaries and contrasts in comparison with the ones based on the box masks (Column 1 & 2). The superiority of applying shape masks as conditions is clearly illustrated in comparison with using box masks.

- Effect of Two-stage Architecture. Table II demonstrates that the scores of the two-stage models are slightly improved compared with the one-stage models when using the same kind of conditional masks. As shown in Fig. 8, adopting a two-stage Texture Generator (Column 2 & 4) adds more subtle details to the generated nodules, making the results more vivid and realistic than the outputs of the one-stage models (Column 1 & 3). This indicates that employing a two-stage architecture allows the model to better grasp fine-grained details in feature extraction, thus generating visually plausible nodule textures.

C. Data Augmentation Assessment

In order to evaluate the detection performance augmented by the synthesized nodule CXR images, five-fold cross-validation experiments are conducted using Free-response Receiver Operating Characteristic (FROC) analysis as the quantitative metrics. To be specific, we calculate the Area under Curve (AUC) and NODE21 Score\(^2\) according to the FROC curves. NODE21 Score is defined as the weighted sum of AUC and the sensitivity at 0.25 false positive rate, which is represented as

\[
\text{score} = 0.75 \times \text{AUC} + 0.25 \times \text{Sen}_{0.25}.
\]

We combine different types of synthesized data with 2,420 real nodule CXR images to finetune the pre-trained detectors and use the remaining 604 real images for a fair comparison between our methods and other approaches. And we regard the detectors trained with real data only as the baseline models. Considering that it is reasonable to use traditional data augmentation techniques in practice, we apply random shift and flip (\(p = 0.5\) for both) in all experiments.

For each detector, we firstly evaluate the data augmentation effectiveness of adding different quantities (including 0, 500, 1,000, 1,500, and 2,000) of synthesized CXR images using our method. Table III shows that compared to the baselines, significant improvements can be made when adding the synthesized data into training. For Faster R-CNN, the AUC and NODE21 Score grow higher as the synthesized data quantity increases, and they reach the peak at 1,500 added images. When the

\(^2\)https://node21.grand-challenge.org/Details/
Fig. 8. Visualization of the effects of using two-stage network architecture and conditional shape mask for lung nodule synthesis.

| Shape Mask | Two-Stage | Full Patch | Masked Region |
|------------|-----------|------------|---------------|
|            |           | MAE↓ | PSNR↑ | SSIM↑ | FID↓ | MAE↓ | PSNR↑ | SSIM↑ |
| √          | √         | 0.0023 | 59.7072 | 0.9688 | 4.6675 | 0.0313 | 28.1213 | 0.7421 |
| √          |           | 0.0022 | 40.0569 | 0.9704 | 4.4333 | 0.0300 | 28.4711 | 0.7442 |
| √          |           | 0.0008 | 46.5973 | 0.9900 | 2.2798 | 0.0305 | 28.6721 | 0.7497 |
| √          | √         | 0.0007 | 47.0932 | 0.9903 | 2.1268 | 0.0296 | 28.9815 | 0.7555 |

synthesized data increases to 2,000, the scores begin to decline but are still larger than the ones at 500 images. This is an expected phenomenon because adding too much synthesized data can dramatically change the inherent distribution of the original real data and brings biases into the training. As for RetinaNet, the AUC and NODE21 Score reach the top earlier than Faster R-CNN at 1,000 images because there is limited room for improvement when the baseline already fits the real data very well.

To validate the improvement of our HEM-based data augmentation strategy, we test four settings: the baseline, Syn&Select [17], CT-to-CXR [6], and our method. Specifically, we choose the best model for each detector when using our method (Faster R-CNN at 1,500 synthesized images and RetinaNet at 1,000 ones), and keep the synthesized data quantities in other settings consistent with ours. As shown in Table IV, all the detectors achieve the best performances using our augmentation strategy. It is worth noting that CT-to-CXR requires real CT nodule patches to simulate nodule CXR images, but the detectors using our method outperforms the models augmented by CT-to-CXR. This indicates that the nodules generated by our synthesis framework are more effective than simply projecting 3D CT nodules to 2D CXR nodules. To sum up, the proposed HEM-based data augmentation strategy has a favorable effect on effectively boosting the performance of lung nodule detection, in conjunction with our lung nodule synthesis framework.

V. Conclusions and Limitation

Existing deep learning-based CAD systems for lung nodule detection heavily rely on the large quantity and the diversity of well-annotated CXR images, which poses a great challenge on real-world medical data collection. To overcome this problem, several methods have been developed to synthesize nodule CXR images for data augmentation. In this paper, we propose a novel lung nodule synthesis framework based on image inpainting, which hierarchically decomposes the nodule synthesis procedure into Shape Generation, Size Modulation, and Texture Synthesis. By applying quantitatively controllable shape masks as conditions, our synthesis framework provides diverse variations of nodule shapes, precise controls of nodule sizes, and visual plausibility of nodule textures. Moreover, we further utilize the controllability of the proposed synthesis framework to design the HEM-based data augmentation strategy for effective improvement on nodule detection performance.

The evaluation on the image quality of the synthesized data demonstrates the key of the proposed lung nodule synthesis framework. We firstly compare our method with SOTA image inpainting methods, and the experimental results show that our method achieves the most realistic visualization as well as the highest scores in all quantitative metrics. Since obvious and
distinctive structures hardly exist within a pulmonary nodule, the inpainting methods that incorporate structural information into modeling bring little helps but instability into image synthesis, leading to unsatisfactory results. In contrast, our method benefits from the use of gated convolutions, which can dynamically select useful features from background contexts for visually plausible lung nodule synthesis. In the ablation study, we further evaluate the effectiveness of the conditional shape mask and the two-stage architecture used in our method. The synthesized results turn out to be clearer and more realistic when conditioned on the shape masks, as against the blurry and diffuse outputs conditioned on the box masks. Further, the comparison between one-stage and two-stage architectures illustrates that adopting a two-stage architecture benefits lung nodule synthesis as it makes the synthesized results look more vivid. The repetitive utilization of the basic network in the two-stage architecture can extensively enlarges the receptive field of the model, thus refining local details as well as removing unfavorable blurs and artifacts.

As for data augmentation, we propose to synthesize training data according to the nodule attribute distribution which is established from missed nodules. The core idea is that the detection performance can be effectively improved by feeding only a small number of hard training examples. The comparison shows that our method outperforms other methods in augmenting nodule detection. For one thing, our synthesis framework can achieve better image quality of the generated nodules than the scores are sometimes difficult to quantitatively measure the image quality attributes need to be further advanced in the future. Second, it is difficult to quantitatively measure the image quality of the synthesized nodules since the scores are sometimes inconsistent with human perceptual judgment. Third, the effectiveness of utilizing other attributes (e.g., shape or texture) in the proposed data augmentation strategy has not been investigated yet because quantitative and interpretable controls of these attributes are not supported in the current lung nodule synthesis framework. It is worth conducting more studies for incorporating these attribute distributions into lung nodule synthesis as well as revealing the difference of data augmentation effectiveness when using different attributes. Besides, our lung nodule synthesis framework is only applied to real CT templates because our method achieves higher scores in data augmentation. This also suggests that our data augmentation strategy is more cost-effective as it can synthesize high-fidelity nodule CXR images without any extra CT data.

Our current study has several limitations that would be targeted in future works. First, our lung nodule synthesis framework can automatically generate nodule textures based on the surrounding contexts but is unable to control the variation of its appearance and density. The control of these attributes need to be further advanced in the future. Second, it is difficult to quantitatively measure the image quality of the synthesized nodules since the scores are sometimes inconsistent with human perceptual judgment.

The effectiveness of utilizing other attributes (e.g., shape or texture) in the proposed data augmentation strategy has not been investigated yet because quantitative and interpretable controls of these attributes are not supported in the current lung nodule synthesis framework. It is worth conducting more studies for incorporating these attribute distributions into lung nodule synthesis as well as revealing the difference of data augmentation effectiveness when using different attributes. Besides, our lung nodule synthesis framework is only applied in data augmentation so far. Its potential applications can be extended to other scenes such as counterfactual explanation for CAD systems and virtual reality for training radiologists in the future.
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