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Abstract

We establish Ambrosetti–Prodi type results for periodic solutions of one-dimensional nonlinear problems with drift term and drift-less whose principal operator is the fractional Laplacian of order $s \in (0, 1)$. We establish conditions for the existence and nonexistence of solutions. The proofs of the existence results are based on the sub-supersolution method combined with topological degree type arguments. We also establish a priori bounds in order to get multiplicity results. We also prove that the solutions are $C^{1,\alpha}$ under some regularity assumptions in the nonlinearities, that is, the solutions of equations are classical. We finish the work obtaining existence results for problems with the fractional Laplacian with singular nonlinearity. In particular, we establish an Ambrosetti-Prodi type problem with singular nonlinearities.

1 Introduction

Motivated by its many applications nonlocal operators have been extensively studied in the last decades. They appear for instance in continuum mechanics, finance, biology, physics, population dynamics, and game theory among others (see [20, 23, 27, 28]).

In this work, we deal with the fractional Laplacian operator that can be defined for $s \in (0, 1)$ via its multiplier $|\xi|^{2s}$ in Fourier space. For suitable functions like $u \in L^\infty(\mathbb{R}^N) \cap C^2_\text{loc}(\mathbb{R}^N)$ it can also, be defined by the formula

$$(-\Delta)^s u(x) := C_{N,s} \text{P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(z)}{|x-z|^{N+2s}} dz,$$

(1.1)

here $C_{N,s} > 0$ is a well-known normalizing constant and P.V stands for the principal value.

Along with all the works, where this operator appears, we found [2, 6, 12] where the fractional Ambrosetti-Prodi type problem is studied, but not in the periodic setting that is the objective of the manuscript at hand. It is fair to mention that not much is known of the existence of periodic solutions in problems that involve the fractional Laplacian (see [3, 4, 9, 11]). In the local case, $s = 1$, the seminal work is the one of Ambrosetti and Prodi [1], where the nonlinearity crosses the first Dirichlet eigenvalue. In 1986, Mawhin in [13] consider the following equation

$$u''(x) + cu'(x) + g(u(x)) = t + h(x),$$

where he replaced the crossing condition of the first eigenvalue by

$$\lim_{|x| \to +\infty} g(x) = +\infty,$$

and proved an Ambrosetti-Prodi type result for periodic solutions. Moreover, in 2005, Mawhin generalized this result for $p$-laplacian in [22, Theorem 11], see also [5, 10].

In this paper we are going to extend some results proved in [22] for nonlocal nonlinear equations, like

$$(\Delta)^s u(x) + cu'(x) + g(u(x)) = t + h(x), \quad x \in \mathbb{R}$$

(1.2)

where $(\Delta)^s u(x) := -(-\Delta)^s u(x)$ and $s \in (0, 1)$. Along all the work without loss of generality, we can assume that we are looking for 2-periodic solutions.

As mentioned above, we will focus on the existence of periodic solutions of (1.2) for $s \in (0, 1)$, which, as far as we know, were not studied until this date. It is important to remark that, one of our most interesting contributions is the case $s \leq 1/2$ since to prove existence we need $C^{1,\alpha}$ regularity.
where the value of $s$ plays an important role, and for the case, $s = 1/2$ is an open problem as far as we know. As it seems natural to prove the existence results we will assume that $h : \mathbb{R} \to \mathbb{R}$ is a $2\pi$-periodic function. Moreover when $c > 0$, we will assume that

$(H1)$ \( g : \mathbb{R} \to \mathbb{R}, h : \mathbb{R} \to \mathbb{R} \) are Lipschitz functions, if $s \leq 1/2$ and

$(H2)$ \( g : \mathbb{R} \to \mathbb{R}, h : \mathbb{R} \to \mathbb{R} \) are $C^\alpha(\mathbb{R})$ functions for some $\alpha \in (0, 1)$, in the case $s > 1/2$.

We are also interested in finding periodic solutions to the driftless problem, that is, when supposing that $c = 0$. In this case, when $s > 1/2$ we also assume $(H2)$, and when $s \leq 1/2$ we will additionally

$(H3)$ \( g \) has a subcritical growth; i.e. also

\[
|g(x)| \leq C(1 + |x|)^p,
\]

where $1 < p < 2^*_s - 1$ with $2^*_s = \frac{2}{s}$ when $s < 1/2$ and $1 < p < +\infty$ when $s = 1/2$.

We can now state our main result that is given by the following

**Theorem 1.1.** Assume that

\[
\lim_{|x| \to +\infty} g(x) = +\infty,
\]

that $h : \mathbb{R} \to \mathbb{R}$ is a $2\pi$-periodic function is satisfied and

- $(H1)$ if $s \leq 1/2$ when $c > 0$,
- $(H2)$ if $s > 1/2$ when $c \geq 0$,
- $(H2)$-$(H3)$ if $s \leq 1/2$ when $c = 0$.

Then there exists $t_1$ such that the following properties hold

(i) for $t < t_1$, (1.2) has no $2\pi$-periodic classical solution,

(ii) for $t = t_1$, (1.2) has at least one $2\pi$-periodic classical solution,

(iii) for $t > t_1$, (1.2) has at least two $2\pi$-periodic classical solutions.

**Remark 1.2.** Notice that in the above Theorem $(H2)$ can be replaced by $g$ Lipschitz, but in order not more ask than is necessary we will keep $(H2)$.

The proof of the Theorem 1.1 is based on the use of the viscosity sub-supersolution method to invert the operator and then the correct use of Leray-Schauder degree type arguments. We have to bear in mind that we need more regularity of the solutions. We know that determining the regularity of solutions is, in general, a difficult subject to address and depends on the value of $s$. In our case, by using [25] and [26, Theorem 1.1] we get the $C^{1,\alpha}$ regularity of the solutions in the case $s > 1/2$ and $s < 1/2$ respectively. The case $s = 1/2$ is the most delicate. We did not find a regularity result in the bibliography that would be useful to us, so by using some ideas of [7] we prove the $C^{1,\alpha}$ regularity directly, see Theorem 2.3 below.

We are interested in proving the non-local sub-supersolution method for viscosity solutions, in general, is necessary that $g$ to be monotone, but since we do not have this. We first consider the linear problem and we prove the standard sub-supersolution method, and then for the nonlinear problem, solve the truncated problem using degree arguments, (see Lemma 2.2). In the order to find a second solution, our concern will be obtaining a priori uniform bounds. For the problem with drift term, we find a $L^2$ bound for $u'$, this allows us to obtain uniform estimates for $u$. Then, we use Schauder type estimates when $s > 1/2$, [26, Theorem 1.1] when $s < 1/2$ and Theorem 2.3 in the case $s = 1/2$ and interpolation inequalities in Hölder space for obtaining bounds in $C^{1,\alpha}$ for $s \in (0, 1)$. For the driftless problem, we establish $C^{1,\alpha}$ estimates for the solutions, when $s > 1/2$ we consider the problem with solutions of zero mean value, and when $s \leq 1/2$ we use Theorem Liouville after rescaling and compactness, a Gidas Spruck type argument.

Our second objective is to combine Ambrosetti- Prodi type problems with nonlinear singularities, that is, we assume that $g$ is unbounded near the origin. As a model, we consider the following equation

\[
(\triangle)^s u(x) + cu'(x) + u(x) + \frac{\beta(x)}{w^{p_*(x)}} = t,
\]

where $s \in (0, 1), c > 0, \mu \geq 1$, and $\beta$ is Lipschitz continuous and $2\pi$-periodic strictly positive function. In the local case taking $\mu = 2$, the equation is an idealized mass-spring model of the electrostatically actuated micro-electro-mechanical system, where Gutiérrez and Torres in [17] proved the existence and stability of periodic solutions. Related to that our second main theorem is given by the next
**Theorem 1.3.** Assume \( c > 0 \) and \( \beta \) is Lipschitz continuous and \( 2\pi \)-periodic strictly positive function, then there exists \( t_1 > 0 \) such that (1.4) so that (i), (ii), and (iii) of the previous Theorem holds.

It is clear that by the singularity of \( g(x, u) = u(x) + \frac{\beta(x)}{u(x)} \) in order to prove the previous result we can not apply Theorem 1.1, we need to find positive lower bounds in order to obtain a subsolution of the problem. To prove the multiplicity of solutions, we need upper bounds, for this, we find a priori bound a \( L^2(0, 2\pi) \) for \( u' \).

Organization of the work: in Section 2, we prove Theorem 1.1. Section 3 is devoted to establishing the results of an equation model that combines the Ambrosetti-Prodi problem with singular nonlinearities; that is, we prove Theorem 1.3. This section also presents the problem with attractive-repulsive singular nonlinearities. Throughout this work, we will denote by \( C > 0 \) an arbitrary constant that would change from one like to another, and by

\[
\bar{h} := 1/2\pi \int_0^{2\pi} h(x)\,dx,
\]

the mean value of the function \( h \).

## 2 The Fractional Ambrosetti-Prodi Problem

In this section, we will prove the existence results given in Theorem 1.1. For this, we prove the existence of viscosity solution, and then, due to that we establish \( C^{1,\alpha} \)-regularity, we can conclude that the solutions are classical. Therefore, we are interested in the notion of viscosity solutions which requires the punctual evaluation of the equation using appropriate test functions that touch the solution from above or below. From now on we consider \( I = (-4\pi, 4\pi) \). We have the following

**Definition 2.1.** A function \( u \in C(\mathbb{R}) \) is a viscosity supersolution (resp. subsolution) of (1.2) if for every point \( x_0 \in I \), every \( U_{x_0} \) the neighborhood of \( x_0 \) in \( I \) and any \( \varphi \in C^2(\overline{U_{x_0}}) \) such that

- \( u(x_0) = \varphi(x_0) \),
- \( \varphi \leq (\text{resp.} \geq) u \) in \( U_{x_0} \),

then

\[
(\Delta)^s \varphi_+ (x_0) + cv_+ (x_0) + g(v_+ (x_0)) \leq (\text{resp.} \geq) t + h(x_0),
\]

where

\[
v_+ (x) := \begin{cases} 
\varphi (x), & \text{if } x \in U_{x_0}, \\
u(x), & \text{if } x \in \mathbb{R} \setminus U_{x_0}.
\end{cases}
\]

Finally, \( u \) is a viscosity solution of (1.2) if it is both a subsolution and a supersolution of (1.2).

To prove Theorem 1.1 we use the sub-supersolution method for non-proper equations, that is, the following result

**Lemma 2.2.** Assume that the assumptions of Theorem 1.1 hold and that there exist \( \eta \) and \( \beta \), \( 2\pi \)-periodic \( C^{1,\alpha}(\mathbb{R}) \)-functions, for some \( \alpha \in (0, 1) \), such that \( \eta \leq \beta \) and satisfying

\[
(\Delta)^s \eta(x) + c\eta'(x) + g(\eta(x)) \geq t + h(x),
\]

\[
(\Delta)^s \beta(x) + c\beta'(x) + g(\beta(x)) \leq t + h(x),
\]

in the viscosity sense. Then the equation (1.2) has at least one \( 2\pi \)-periodic viscosity solution \( u \in C^{2,\alpha}_\text{loc}(\mathbb{R}) \) verifying \( \eta(x) \leq u(x) \leq \beta(x) \) for all \( x \in \mathbb{R} \).

To prove the previous Lemma we need to establish a \( C^{1,\alpha} \) regularity results, which will be also useful to find the second solution.

Following the ideas of [7] we prove the \( C^{1,\alpha} \) regularity of the solutions in the case \( s = 1/2, c \geq 0 \) by using the H"older estimates of the incremental quotients. Indeed we have

**Theorem 2.3.** Let \( u \) be a bounded solution of

\[
(\Delta)^{1/2} u(x) + cu'(x) = f(x), \quad x \in I_1 := (-1, 1)
\]

where \( f \) is a Lipschitz continuous function. Then there is \( 0 < \alpha < 1 \) such that \( u \in C^{1,\alpha} (-1/2, 1/2) \) and

\[
||u||_{C^{1,\alpha}(-1/2, 1/2)} \leq C(||u||_{L^1(I_1)} + ||f||_{Lip(I_1)}),
\]
for some constant $C > 0$, where
\[
\|f\|_{L^p} := \|f\|_{L^\infty} + \sup_{0 \neq y \in \mathbb{R}, x \in \mathbb{R}} \frac{|f(x + y) - f(x)|}{|y|}.
\]

**Proof:** By [15, Proposition 2.1] (see also [24, Theorem 7.2]) we have
\[
\|u\|_{C^\alpha(I_{1-\delta/2})} \leq C(\|u\|_{C(I_1)} + \|f\|_{C(I_1)}),
\]
where $I_{1-\delta/2} = (-1 - \delta/2, 1 - \delta/2)$ for any $0 < \delta < 1$. We define now the incremental quotient
\[
v_h(x) := \frac{u(x + h) - u(x)}{h}, \quad x \in I_{1-\delta/2},
\]
that is bounded in $I_{1-\delta/2}$ because of $u \in C^1(I_{1-\delta/2})$. By direct computations, it is clear that $v_h$ is a solution of
\[
(\Delta)^\frac{1}{2} v_h(x) + \alpha v_h(x) = \frac{f(x + h) - f(x)}{h}.
\]
We take now $f_1 := \frac{f(x + h) - f(x)}{h}$, which is bounded in $I_{1-\delta/2}$ by using the fact that $f \in C^\alpha(I_{1-\delta/2})$.

Moreover,
\[
\|f_1\|_{C(I_{1-\delta/2})} \leq C\|f\|_{C^\alpha(I_{1-\delta/2})}.
\]

Applying again [15, Proposition 2.1] and (2.1) we get that
\[
\|v_h\|_{C^\alpha(I_{1-\delta})} \leq C(\|v_h\|_{C(I_{1-\delta/2})} + \|f_1\|_{C(I_{1-\delta/2})}),
\]
so by [8, Lemma 5.6] we have $u \in C^\beta(I_{1-\delta})$ with $\beta = 2\alpha$ and
\[
\|u\|_{C^\beta(I_{1-\delta})} \leq C(\|u\|_{C^\alpha(I_{1-\delta/2})} + \|f\|_{C^\alpha(I_{1-\delta/2})}),
\]
from inequality and (2.1) we obtain
\[
\|u\|_{C^\alpha(I_{1-\delta})} \leq C(\|u\|_{C(I_1)} + \|f\|_{L^p(I_1)}).
\]

Following this iteration in the step $[1/\alpha]$ $u$ is Lipschitz in a small interval, here $[\cdot]$ denotes the integer part function. Thus we can consider the incremental quotient
\[
w_h(x) := \frac{u(x + h) - u(x)}{h},
\]
and by the same reasoning as before and by choosing the constant $\delta$ appropriately we have $w_h \in C^\alpha(-1/2, 1/2)$ and using the estimates of $u$ and $w_h$ obtained by [15, Proposition 2.1] we get
\[
\|w_h\|_{C^\alpha(-1/2, 1/2)} \leq C(\|w_h\|_{C(I_1)} + \|f\|_{L^p(I_1)}),
\]
where $C$ is independent of $h$. In particular, this yields
\[
\|u'_\|_{C^\alpha(-1/2, 1/2)} \leq C(\|u\|_{C(I_1)} + \|f\|_{L^p(I_1)}).
\]

Therefore, $u \in C^{1,\alpha}(-1/2, 1/2)$ and
\[
\|u\|_{C^{1,\alpha}(-1/2, 1/2)} \leq \|u\|_{C^\alpha(-1/2, 1/2)} + \|u'\|_{C^\alpha(-1/2, 1/2)} \leq C(\|u\|_{C(I_1)} + \|f\|_{L^p(I_1)}),
\]
as wanted.

**Proof of Lemma 2.2** Step 1: First of all we consider the following problem
\[
(\Delta)^\alpha u(x) + cu'(x) - u(x) = f(x), \quad x \in \mathbb{R},
\]
where $f$ is Lipschitz continuous. This part is standard nowadays but we do it for completeness.
Define \( \eta_0 = -\|f\| \) and \( \beta_0 = \|f\| \) that are sub and super solutions of (2.3). We define
\[
A := \{z \in C(\mathbb{R}) : z \text{ is a viscosity subsolution of (2.3) with } z \leq \beta_0\}.
\]

Clearly, \( A \) is a non-empty set, because of \( \eta_0 \in A \). Let us also consider
\[
Z(x) := \sup_{z \in A} z(x), \quad x \in I.
\]

Our first objective is to prove that \( Z \) is a viscosity solution of (2.3). We know (see for instance \cite{[18]}) that \( Z \) is a viscosity subsolution of (2.3) so, by contradiction, let us suppose that \( Z \) is not a supersolution of (2.3). Then there exists \( x_0 \in I, U_{x_0} \) and \( \varphi \in C^2(\overline{U_{x_0}}) \) such that \( \varphi \leq Z \) in \( U_{x_0} \), \( \varphi(x_0) = Z(x_0) \) and
\[
(\Delta)^s \varphi(x_0) + c\nu_\varphi(x_0) - \nu_\varphi(x_0) > f(x_0).
\]
(2.4)

Thus there exists \( \epsilon_1 > 0 \) such that
\[
(\Delta)^s \varphi(x_0) + c\nu_\varphi(x_0) - \nu_\varphi(x_0) - f(x_0) > \epsilon_1.
\]
(2.5)

Next, we will use test function \( \varphi \) to construct a \( w \in A \) such that \( w \) is above \( Z \), if we get our objective, it would be a contradiction with the definition of \( Z \), and this is due to the assumption that \( Z \) is not a supersolution of (2.3). We want to prove now that there exists \( \delta_1 > 0 \) and \( \bar{\epsilon} > 0 \) such that
\[
\beta_0(x) > \varphi(x) + \bar{\epsilon}, \quad x \in (x_0 - \delta_1, x_0 + \delta_1) \subseteq U_{x_0}.
\]
(2.6)

In fact, since \( \beta_0 - \varphi \) attains its local minimum at \( x_0 \), there exists \( \delta_1 > 0 \) such that
\[
(\beta_0 - \varphi)(x_0) < (\beta_0 - \varphi)(x), \quad x \in (x_0 - \delta_1, x_0 + \delta_1).
\]
(2.7)

It is easy to prove that \( \beta_0(x_0) > Z(x_0) \). Indeed, if \( \beta_0(x_0) = Z(x_0) = \varphi(x_0) \), we have
\[
(\Delta)^s \varphi(x_0) + c\nu_\varphi(x_0) - \nu_\varphi(x_0) \leq f(x_0),
\]
that contradicts (2.4). Hence by (2.7),
\[
0 < (\beta_0 - \varphi)(x), \quad x \in (x_0 - \delta_1, x_0 + \delta_1),
\]
so that implies that there exists \( \bar{\epsilon} > 0 \) such that
\[
\bar{\epsilon} < (\beta_0 - \varphi)(x), \quad x \in (x_0 - \delta_1, x_0 + \delta_1),
\]

hence (2.6) follows.

We define now the continuous function
\[
w(x) := \begin{cases}
Z(x) & x \in \mathbb{R} \setminus (x_0 - \delta_1, x_0 + \delta_1) \\
\max(\varphi(x) + \epsilon, Z(x)) & x \in (x_0 - \delta_1, x_0 + \delta_1),
\end{cases}
\]
with \( \epsilon = \min(\bar{\epsilon}, \rho, 2/3x_1) \) and \( \rho = \min\{(Z - \varphi)(x_0 - \delta_1), (Z - \varphi)(x_0 + \delta_1)\} \). It is clear that \( w \in A \).

In fact, if \( w(x) = Z(x) \) then \( w \leq \beta_0 \), and if \( w(x) = \varphi(x) + \epsilon \), then \( x \in (x_0 - \delta_1, x_0 + \delta_1) \) so by (2.6) we have \( w \leq \beta_0 \). Thus we have to prove that \( w \) is a viscosity subsolution. Indeed, let \( y_0 \in I \) and \( \phi \in C^2(\overline{U_{y_0}}) \) such that \( w \leq \phi \) in \( U_{y_0} \) and \( w(y_0) = \phi(y_0) \). We want to prove that
\[
(\Delta)^s \varphi_{\phi}(y_0) + c\nu_{\phi}(y_0) - \nu_{\phi}(y_0) > f(y_0).
\]
If \( w(y_0) = Z(y_0) = \phi(y_0) \), then
\[
(\Delta)^s \varphi(x) + c\nu_{\phi}(y_0) - \nu_{\phi}(y_0) > f(y_0).
\]
so
\[
\phi(x) \geq Z(x), \quad x \in U_{y_0},
\]
and since \( Z \) is a subsolution we have
\[
(\Delta)^s \varphi_{\phi}(y_0) + c\nu_{\phi}(y_0) - \nu_{\phi}(y_0) \geq (\Delta)^s \varphi_{\phi}(y_0) + c\nu_{\phi}(y_0) - \nu_{\phi}(y_0) > f(y_0).
\]
Now, if \( w(y_0) = \varphi(y_0) + \epsilon = \phi(y_0) \), then \( \phi(y_0) = \varphi(y_0) \). By definition of \( w \), we have \( y_0 \in (x_0 - \delta_1, x_0 + \delta_1) \), and
\[
\varphi(x) + \epsilon \leq w(x) \leq \phi(x), \quad x \in U^* := U_{y_0} \cap (x_0 - \delta_1, x_0 + \delta_1),
\]
hence $\varphi + \epsilon - \phi$ attains minimum at $y_0$ in $U^*$ and since $u_{\varphi Z} \leq u_{\phi w}$ in $\mathbb{R} \setminus U^*$ we have

$$ (\triangle)^s u_{\phi w}(y_0) + cu_{\phi w}(y_0) - u_{\phi w}(y_0) \geq (\triangle)^s u_{\varphi Z}(y_0) + cu_{\varphi Z}(y_0) - u_{\varphi Z}(y_0) - \epsilon, $$

(2.8)
since $\varphi \in C^2(\overline{U_{y_0}})$, then $(\triangle)^s u_{\varphi Z}$ is continuous in $U_{y_0}$ (see for instance [7, Lemma 4.2]), so for $\epsilon/2$ there exists $\delta > 0$ such that if $|x_0 - y_0| < \delta$ then

$$ |(\triangle)^s u_{\varphi Z}(y_0) + cu_{\varphi Z}(y_0) - u_{\varphi Z}(y_0) - \epsilon - f(y_0) - ((\triangle)^s u_{\varphi Z}(x_0) + cu_{\varphi Z}(x_0) - u_{\varphi Z}(x_0) - \epsilon - f(x_0))| < \epsilon/2, $$

and since $\epsilon \leq 2\epsilon_1/3$, together with (2.5) we have

$$ (\triangle)^s u_{\varphi Z}(y_0) + cu_{\varphi Z}(y_0) - u_{\varphi Z}(y_0) - \epsilon - f(y_0) \geq (\triangle)^s u_{\varphi Z}(x_0) + cu_{\varphi Z}(x_0) - u_{\varphi Z}(x_0) - f(x_0) - 3\epsilon/2, $$

that is,

$$ (\triangle)^s u_{\varphi Z}(y_0) + cu_{\varphi Z}(y_0) - u_{\varphi Z}(y_0) - \epsilon - f(y_0) > 0, $$

by (2.8) and the inequality above, we have

$$ (\triangle)^s u_{\phi w}(y_0) + cu_{\phi w}(y_0) - u_{\phi w}(y_0) > f(y_0), $$

this implies that $w$ is a subsolution of (2.3), so $w \in A$. Thus, as mentioned above, this contradicts the definition of $Z$ and the result follows.

Step 2: We prove now the regularity results of (2.3). We consider the cases according to the value of $s$

- For $s \in (1/2, 1)$, by [25, Proposition 2.9], we have that there exists $\alpha \in (0, 1)$ that depend of $s$ such that

$$ \|u\|_{C^{1,\alpha}(\mathbb{R})} \leq C(\|u\|_{C(\mathbb{R})} + \|u\|_{C^{1,\alpha}(\mathbb{R})} + \|f\|_{C(\mathbb{R})}), $$

(2.9)

where $C = C(|\alpha|, \alpha, s)$. Now, using the Interpolation inequalities [19, Theorem 3.2.1], we obtain that, for any $\epsilon > 0$, there is a positive constant $C = C(\alpha, |\alpha|, \alpha, \epsilon, s)$, such that

$$ \|u\|_{C^{1,\alpha}(\mathbb{R})} \leq \epsilon \|u\|_{C^{1,\alpha}(\mathbb{R})} + C\|u\|_{C(\mathbb{R})}. $$

(2.10)

Hence, substituting (2.10) in (2.9), and choosing for instance $\epsilon = 1/2C$ we get that

$$ \|u\|_{C^{1,\alpha}(\mathbb{R})} \leq C(\|u\|_{C(\mathbb{R})} + \|f\|_{C(\mathbb{R})}). $$

• For $s = 1/2$, by Theorem 2.3 we have there exists $\alpha \in (0, 1)$ that depend of $s$ such that

$$ \|u\|_{C^{1,\alpha}([0,2\pi])} \leq C(\|u\|_{C(\mathbb{R})} + \|f\|_{C(\mathbb{R})}), $$

(2.11)

• For $s < 1/2$, by [26, Theorem 1.1] we obtain that there exists $\alpha \in (0, 1)$ that depend of $s$ such that

$$ \|u\|_{C^{1,\alpha}(I)} \leq C(\|u\|_{C(\mathbb{R})} + \|f\|_{C^{1-2s+\alpha}(I)}). $$

Step 3: Solve the truncated equation and conclude. Let $u \in C_{2\epsilon}(\mathbb{R})$, we define for each $x \in \mathbb{R}$

$$ F(u(x)) = \begin{cases} 
-\beta(x) + t + h(x) - g(\beta(x)), & \text{if } u(x) > \beta(x), \\
-u(x) + t + h(x) - g(u(x)), & \text{if } \eta(x) \leq u(x) \leq \beta(x), \\
-\eta(x) + t + h(x) - g(\eta(x)), & \text{if } u(x) < \eta(x).
\end{cases} $$

First, by Steps 1 and 2 we can define a mapping $K : C_{2\epsilon}^{1,\alpha}(\mathbb{R}) \to C_{2\epsilon}^{1,\alpha}(\mathbb{R})$ by $K(z) = u$ where $u$ is a solution of

$$ (\triangle)^s u(x) + cu(x) - u(x) = z(x). $$
Since for $\beta < \alpha$ the injection of $C^{1,\alpha}_{2\pi}(\mathbb{R})$ into $C^{1,\beta}_{2\pi}(\mathbb{R})$ is compact, consequently $K : C^{0}_{2\pi}(\mathbb{R}) \to C^{1,\beta}_{2\pi}(\mathbb{R})$ is compact. Now, let us define the map

$$N : C^{1,\beta}_{2\pi}(\mathbb{R}) \to C^{0}_{2\pi}(\mathbb{R}) \
\quad u \mapsto F(u)$$

Then, we have $K \circ N : C^{1,\beta}_{2\pi}(\mathbb{R}) \to C^{1,\beta}_{2\pi}(\mathbb{R})$ is continuous and compact, from now on we denote $K \circ N := KN$. Notice that $N(C^{1,\beta}_{2\pi}(\mathbb{R}))$ is bounded. Hence, by Schauder’s fixed point theorem, $KN$ has a fixed point $u$, i.e., $u$ is a solution of

$$(\Delta)^{s} u(x) + cu'(x) - u(x) = F(u(x)) \quad x \in \mathbb{R}.$$ 

Now, we prove that $\eta(x) \leq u(x) \leq \beta(x)$ for all $x \in \mathbb{R}$. We only proof that $u(x) \leq \beta(x)$. The other inequality is similar. We assume, by contradiction, that $\max( u(x) - \beta(x) ) = u(\bar{x}) - \beta(\bar{x}) > 0$, here $\bar{x}$ is the point where the maximum is attained. So, we have $(\Delta)^{s} u(\bar{x}) - (\Delta)^{s} \beta(\bar{x}) \leq 0$, and also

$$(\Delta)^{s} u(\bar{x}) - (\Delta)^{s} \beta(\bar{x}) \geq -cu'(\bar{x}) + u(\bar{x}) + F(u(\bar{x})) + c\beta'(\bar{x}) = t - h(\bar{x})$$

By (1.3) there exists $R_{t} > 0$ such that

$$(\Delta)^{s} \tilde{u}(x) + cu'(x) + g(\tilde{u}(x)) = h(x) \leq t + h(x).$$

By (1.3) there exists $R_{t} > 0$ such that

$$g(-R_{t}) > t + h(x),$$

so that $-R_{t}$ is a subsolution for (1.2). Then using Lemma 2.2 there exists a $2\pi$-periodic solution $u$ of (1.2) with $-R_{t} < u(x) < 0$. On the other hand, we will use again the method of sup and sub solution to proof that, for $\tilde{t} < t^{*}$ the equation (1.2) has a $2\pi$-periodic solution $\tilde{u}$, then it has a $2\pi$-periodic solution for $t \in [\tilde{t}, t^{*}]$. Indeed, we note that $\tilde{u}$ is a super solution for (1.2) when $t \in [\tilde{t}, t^{*}]$, since

$$(\Delta)^{s} \tilde{u}(x) + cu'(x) + g(\tilde{u}(x)) = \tilde{t} + h(x) \leq t + h(x).$$

By (1.3) there exists $R_{t} > 0$ such that

$$g(-R_{t}) > t + h(x),$$

so that $-R_{t} < \min \tilde{u}$ is a subsolution for (1.2). Then, by Lemma 2.2, we can conclude that there exists a $2\pi$-periodic solution for (1.2). Let us now define

$$t_{1} = \inf\{ t \in \mathbb{R} : (1.2) \ has\ a\ 2\pi\ -\ periodic\ solution \},$$

we now want to prove that $t_{1} \geq \theta$. Suppose by contradiction that if, $u$ is a $2\pi$-periodic solution for (1.2) for some $t < \theta$. Then taking $u(x_{0}) = \min u$ and $\varphi \equiv u(x_{0})$ since we have that $\varphi'(x_{0}) = 0$ it is follows

$$(\Delta)^{s} \varphi_{u}(x_{0}) = t + h(x_{0}) - g(u(x_{0})) < \theta - (g(u(x_{0}) - h(x_{0})) \leq 0,$$

that clearly is contradiction, because since $\varphi$ is a constant function we have $(\Delta)^{s} \varphi_{u}(x_{0}) \geq 0$. Therefore $t_{1} \geq \theta$. 

\[\text{Lemma 2.4. Assume that the assumptions of Theorem 1.1 hold, then there exists } t_{1} > \theta \text{ such that for } t > t_{1} \text{ the equation (1.2) has at least one } 2\pi\text{-periodic solution and for } t < t_{1} \text{ has no solution.} \]

\textbf{Proof:} Let $t^{*} = \max_{x \in [0,2\pi]} (g(0) - h(x))$. Then for $t \geq t^{*}$ we have that $u \equiv 0$ is a supersolution for (1.2). Now, for $t \geq t^{*}$ from (1.3) there exists $R_{t} > 0$ such that

$$g(u) > t + h(x) \quad \text{whenever} \quad |u| \geq R_{t}, \quad x \in \mathbb{R},$$

so that $-R_{t}$ is a subsolution for (1.2). Then using Lemma 2.2 there exists a $2\pi$-periodic solution $u$ of (1.2) with $-R_{t} < u(x) < 0$. On the other hand, we will use again the method of sup and sub solution to proof that, for $\tilde{t} < t^{*}$ the equation (1.2) has a $2\pi$-periodic solution $\tilde{u}$, then it has a $2\pi$-periodic solution for $t \in [\tilde{t}, t^{*}]$. Indeed, we note that $\tilde{u}$ is a super solution for (1.2) when $t \in [\tilde{t}, t^{*}]$, since

$$(\Delta)^{s} \tilde{u}(x) + cu'(x) + g(\tilde{u}(x)) = \tilde{t} + h(x) \leq t + h(x).$$

By (1.3) there exists $R_{t} > 0$ such that

$$g(-R_{t}) > t + h(x),$$

so that $-R_{t} < \min \tilde{u}$ is a subsolution for (1.2). Then, by Lemma 2.2, we can conclude that there exists a $2\pi$-periodic solution for (1.2). Let us now define

$$t_{1} = \inf\{ t \in \mathbb{R} : (1.2) \ has\ a\ 2\pi\ -\ periodic\ solution \},$$

we now want to prove that $t_{1} \geq \theta$. Suppose by contradiction that if, $u$ is a $2\pi$-periodic solution for (1.2) for some $t < \theta$. Then taking $u(x_{0}) = \min u$ and $\varphi \equiv u(x_{0})$ since we have that $\varphi'(x_{0}) = 0$ it is follows

$$(\Delta)^{s} \varphi_{u}(x_{0}) = t + h(x_{0}) - g(u(x_{0})) < \theta - (g(u(x_{0}) - h(x_{0})) \leq 0,$$

that clearly is contradiction, because since $\varphi$ is a constant function we have $(\Delta)^{s} \varphi_{u}(x_{0}) \geq 0$. Therefore $t_{1} \geq \theta$. 

\[\text{Lemma 2.2. Provides the following result, that is, the existence of the first solution of (1.2). By (1.3) we can define } \theta := \min_{x \in [0,2\pi]} (g(z) - h(x)) < \infty.\]
2.1 Existence and multiplicity results

In this section, we prove the existence of a second solution to equation (1.2) using the excision of the degree. First of all, we prove that when \( u \) is a possible \( 2\pi \)-periodic solution then a priori uniform bounds hold for \( u \). Reasoning like in step 2 of proof Lemma 2.2 we have \( u \in C^{1,\alpha}(\mathbb{R}) \) for all \( s \in (0,1) \). Moreover, for \( s > 1/2 \) by [25, Proposition 2.8] and gives

\[
\|u\|_{C^{2s+\alpha}(\mathbb{R})} \leq C(\|u\|_{C(\mathbb{R})} + \|g(u)\|_{C^{\alpha}(\mathbb{R})} + \|h\|_{C^{\alpha}(\mathbb{R})} + t).
\]

then \( u \) is a classical solution and we have the following bound.

**Lemma 2.5.** Assume that the assumptions of Theorem 1.1 hold. Let \( t_2 > t_1, c > 0 \) and let \( u \) be a \( 2\pi \)-periodic solution of (1.2) for \( t \in [t_1, t_2] \). Then there exists constant \( M = M(t_2, h) > 0 \) such that

\[
\|u\|_{\infty} < M.
\]

Moreover, there exists \( C > 0 \) such that

\[
\|u'\|_{L^2(0,2\pi)}^2 \leq C\|h\|_{L^2(0,2\pi)}.
\]

**Proof:** Let \( u \) be a \( 2\pi \)-periodic solution for \( t \in [t_1, t_2] \). Integrating the equation (1.2) over \([0,2\pi]\) we have

\[
\int_0^{2\pi} (\Delta)^s u(x) dx + c \int_0^{2\pi} u'(x) dx - \int_0^{2\pi} g(u(x)) dx = \int_0^{2\pi} t dx + \int_0^{2\pi} h(x) dx.
\]

By [9, Lemma 2.2] and using the \( 2\pi \)-periodicity of \( u' \) this gives

\[
\frac{1}{2\pi} \int_0^{2\pi} g(u(x)) dx = t + \tilde{h}.
\]

Now, multiplying (1.2) by \( u' \) and integrating the equation we get

\[
\int_0^{2\pi} (\Delta)^s u(x) u'(x) dx + c \int_0^{2\pi} |u'(x)|^2 dx + \int_0^{2\pi} g(u(x)) u'(x) dx = \int_0^{2\pi} t u'(x) dx + \int_0^{2\pi} h(x) u'(x) dx.
\]

Since by the periodicity of \( u \)

\[
\int_0^{2\pi} g(u(x)) u'(x) dx = \int_{u(0)}^{u(2\pi)} g(w) dw = 0,
\]

and using [9, Lemma 4.2],

\[
\int_0^{2\pi} (\Delta)^s u(x) u'(x) dx = 0,
\]

then

\[
c\|u'\|_{L^2(0,2\pi)}^2 = \int_0^{2\pi} h(x) u'(x) dx.
\]

Hence, using a Hölder inequality and the fact that \( c > 0 \) we have

\[
\|u'\|_{L^2(0,2\pi)} \leq C\|h\|_{L^2(0,2\pi)}.
\]

(2.16)

Now, by (1.3) there exists \( R = R(t_2, \tilde{h}) > 0 \) such that

\[
g(u) > t_2 + \tilde{h},
\]

whenever \( |u| \geq R \). Therefore, if \( |u(x)| \geq R \) for all \( x \in [0,2\pi] \), we obtain, using (2.14), that

\[
t + \tilde{h} = \frac{1}{2\pi} \int_0^{2\pi} g(u(x)) dx > t_2 + \tilde{h}.
\]
Thus $t > t_2$ which is impossible, so that there exists $x_0 \in [0, 2\pi]$ such that $|u(x_0)| < R$. Then by (2.16) we have

\[
|u(x)| \leq |u(x_0)| + \int_{x_0}^{x} |u'(z)|dz \\
\leq R + \sqrt{2\pi} |u'|_{L^2(0,2\pi)} \\
\leq R + C\|h\|_{L^2(0,2\pi)} := M,
\]
as wanted.

**Lemma 2.6.** Assume that the assumptions of Theorem 1.1 hold. Let $u$ be a solution of (1.2) with $t \in [t_1, t_2]$ and $c > 0$, then there exists $N := N(M, t_2, h)$ such that

\[
\|u\|_{C^{1,\alpha}[0,2\pi]} \leq N,
\]
where $\alpha$ depends on $s \in (0, 1)$.

**Proof:** Let $t \in [t_1, t_2]$ and let $u$ be a $2\pi$-periodic solution of 1.2. We will divide it by cases:

- Let us consider $s \in (1/2, 1)$. By [25, Proposition 2.9] we have that there exists $\alpha \in (0, 1)$ that depends on the $s$ such that

\[
\|u\|_{C^{1,\alpha}(\mathbb{R})} \leq C(\|u\|_{C(\mathbb{R})} + \|\triangle u\|_{C(\mathbb{R})}) \\
\leq C(\|u\|_{C(\mathbb{R})} + |\alpha'| \|u\|_{C(\mathbb{R})} + \|g(u)\|_{C(\mathbb{R})} + \|h\|_{C(\mathbb{R})} + t) \\
\leq C(\|u\|_{C(\mathbb{R})} + \|u\|_{C^{1}(\mathbb{R})} + \|g(u)\|_{C(\mathbb{R})} + \|h\|_{C(\mathbb{R})} + t),
\]
where $C = C(|c|, \alpha, s)$. By Lemma 2.5 there exists $D = D(t_2, h) > 0$ such that

\[
\|g(u)\|_{C(\mathbb{R})} \leq D,
\]
and

\[
\|u\|_{C(\mathbb{R})} = \|u\|_{C[0,2\pi]} \leq M(t_2, h).
\]

Now, using the Interpolation inequalities [19, Theorem 3.2.1], we obtain that, for any $\epsilon > 0$, there is a positive constant $C = C(\alpha, |c|, \epsilon, s)$, such that

\[
\|u\|_{C^{1,\alpha}(\mathbb{R})} \leq \epsilon \|u\|_{C^{1,\alpha}(\mathbb{R})} + C\|u\|_{C(\mathbb{R})}.
\]

Hence, substituting (2.18), (2.19) and (2.20) in (2.17), using that $t < t_2$ and choosing, for instance $\epsilon = 1/2C$, we get that

\[
\|u\|_{C^{1,\alpha}(\mathbb{R})} \leq C(M + D + \|h\|_{C(\mathbb{R})} + t_2).
\]

- If $s = 1/2$, since $g$ is Lipschitz and $u \in C^1(I)$ we also have that $g(u)$ is Lipschitz. Then by Theorem 2.3 we have that there exists $\alpha \in (0, 1)$ that depends of the $s$ such that

\[
\|u\|_{C^{1,\alpha}[0,2\pi]} \leq C(\|u\|_{C(\mathbb{R})} + \|u\|_{C^1(I)} + \|h\|_{C^1(\mathbb{R})} + t).
\]

By the $2\pi$-periodicity of $u'$ we have

\[
\|u'\|_{C(I)} = \|u'\|_{C[0,2\pi]},
\]
and using again the interpolation inequalities given in [19, Theorem 3.2.1], we obtain that, for any $\epsilon > 0$, there is a positive constant $C = C(\alpha, |c|, \epsilon, s, \|g\|_{L^p})$, such that

\[
\|u\|_{C^{1,\alpha}[0,2\pi]} \leq \epsilon \|u\|_{C^{1,\alpha}[0,2\pi]} + C\|u\|_{C[0,2\pi]},
\]
so substituting (2.23) in (2.22) together with (2.19), $t < t_2$ and choosing for instance $\epsilon = 1/2C$, we obtain

\[
\|u\|_{C^{1,\alpha}[0,2\pi]} \leq C(M + \|h\|_{C^1(\mathbb{R})} + t_2).
\]

- Let’s assume now that $s < 1/2$. By using that $u' \in C(I)$ and the fact that $g$ is Lipschitz we clearly get $g(u) \in C^{1-2s+\alpha}(I)$ for some $\alpha \in (0, 2s)$. Hence by (2.18) if follows

\[
\|g(u)\|_{C^{1-2s+\alpha}(I)} \leq D + C\|u\|_{C^1(I)}.
\]
Since \( s < 1/2 \) by [26, Theorem 1.1] and (2.24) we obtain that
\[
\|u\|_{C^{1,\alpha}([0,2\pi])} \leq C(\|u\|_{C^2} + \|g(u)\|_{C^{1,2+s\alpha}(I)} + \|h\|_{C^{1,2+s\alpha}(I)} + t),
\]
\[
\leq C\|u\|_{C^2} + D + \|u\|_{C^1(I)} + \|h\|_{C^{1,2+s\alpha}(I)} + t_2). \tag{2.25}
\]

Using the interpolation inequalities [19, Theorem 3.2.1], we obtain the inequality (2.20), and substituting in (2.25) together with (2.19) and choosing \( \epsilon = 1/2C \) we have
\[
\|u\|_{C^{1,\alpha}([0,2\pi])} \leq C(M + D + \|h\|_{C^{1,2+s\alpha}(I)} + t_2).
\]

We can be concluded in all cases that there exists \( N = N(M, t_2, h) \) such that
\[
\|u\|_{C^{1,\alpha}([0,2\pi])} \leq N.
\]

Let us consider now the equation (1.2) when \( c = 0 \), that is,
\[
(\Delta)^r u(x) + g(u(x)) = t + h(x), \quad x \in \mathbb{R}. \tag{2.26}
\]

First of all we establish a priori estimates for solutions with zero mean value when \( s > 1/2 \).

**Lemma 2.7.** Assume (H2) and \( s > 1/2 \). For every \( C \in \mathbb{R} \), \( t_2 > t_1 \), with \( t_1 \) was given in Lemma 2.4, there exists \( \tilde{M} := \tilde{M}(t_2) \), such that, if \( v \) is a bounded 2\( \pi \)-periodic solution for \( t \in [t_1, t_2] \) of
\[
(\Delta)^s v(x) + g(C + v(x)) = t + h(x), \quad t \in [t_1, t_2] \tag{2.27}
\]
with \( \bar{\upsilon} = 0 \), then there exists \( \alpha \in (0, 1) \) that depends the \( s \) such that
\[
\|v\|_{C^{\alpha}([0,2\pi])} \leq \tilde{M}.
\]

**Proof:** Let \( t \in [t_1, t_2] \) and \( v \) be a bounded solution of (2.27). Integrating the equation over \([0, 2\pi]\) and using [9, Lemma 2.2] we get
\[
\frac{1}{2\pi} \int_0^{2\pi} g(C + v(x))dx = t + \tilde{h}. \tag{2.28}
\]

On the other hand, multiplying the equation (2.27) by \( v \) and integrating it follows that
\[
\int_0^{2\pi} v(x)(\Delta)^s v(x)dx + \int_0^{2\pi} g(C + v(x))v(x)dx = \int_0^{2\pi} t v(x)dx + \int_0^{2\pi} h(x)v(x)dx. \tag{2.29}
\]

Since, \( (\Delta)^s v(x) := -(-\Delta)^s v(x) \) and \( \bar{\upsilon} = 0 \), we have
\[
\int_0^{2\pi} v(x)(-\Delta)^s v(x)dx = \int_0^{2\pi} g(C + v(x))v(x)dx - \int_0^{2\pi} h(x)v(x)dx,
\]
\[
= \int_0^{2\pi} (g(C + v(x)) - h(x) - \theta)v(x)dx,
\]
where \( \theta \) was given in Lemma 2.4. Therefore, by (2.28) and a Hölder inequality, we have
\[
[v]_{H^s([0,2\pi])} \leq \|v\|_{\infty} \left( \int_0^{2\pi} (g(C + v(x)) - h(x) - \theta)dx \right)
\]
\[
\leq \|v\|_{\infty} 2\pi(t - \theta)
\]
\[
\leq \|v\|_{\infty} 2\pi(t_2 - \theta)
\]
\[
:= \tilde{M}(t_2)\|v\|_{\infty}. \tag{2.30}
\]

By Poincare inequality for functions with zero mean value, together with (2.30) it is clear that
\[
\|v\|_{H^s([0,2\pi])} \leq \tilde{M}(t_2)\|v\|_{\infty}. \tag{2.31}
\]
Using now that $H^s(0, 2\pi) \hookrightarrow C^\alpha(0, 2\pi)$ for $s > 1/2$ and some $\alpha \in (0, 1)$ we get
\[
\|v\|_{C^\alpha(0, 2\pi)}^2 \leq \tilde{M}(t_2)\|v\|_{C^\alpha(0, 2\pi)},
\]
obtaining the desirable conclusion.

From the previous Lemma we get the last auxiliary result needed to prove Theorem 1.1; to uniform a priori bounds for the solutions of (2.26). Indeed we have the following

**Lemma 2.8.** Assume that the assumptions of Theorem 1.1 hold. Let $u$ be a solution of (2.26) with $t \in [t_1, t_2]$, then there exists $M := M(t_2)$ such that
\[
\|u\|_\infty \leq M.
\]
**Proof:** Suppose by contradiction that there exists a sequence $u_n$ of solutions of (2.26) with $t_n \in [t_1, t_2]$ such that
\[
\|u_n\|_\infty \to +\infty \text{ when } n \to +\infty.
\]

For $s > 1/2$, let us write
\[
u_n = \overline{v_n} + v_n,
\]
since clearly $\overline{v_n} = 0$, by Lemma 2.7 we have $\|v_n\|_\infty \leq \tilde{M}$ so that $|\overline{v_n}| \to +\infty$ when $n \to +\infty$ and hence $|u_n(x)| \to +\infty$ for a.e. $x \in [0, 2\pi]$. Thus by (1.3) we get
\[
g(u_n(x)) > t_2 + h(x) \quad \text{ for } n \text{ large a.e. } x \in [0, 2\pi].
\]

Therefore, integrating the equation (2.26) over $[0, 2\pi]$ we obtain
\[
t_2 + h \geq t_n + \overline{h} = \frac{1}{2\pi} \int_0^{2\pi} g(u_n(x))dx > t_2 + \overline{h},
\]
giving us a contradiction.

For $s \leq 1/2$, we want to reduce the problem to positive solutions in order to use some well known Liouville type results. Let $u$ be a periodic solution of (2.26) and $x_0 \in \mathbb{R}$ a point where the minimum is attained, so we have $(\Delta)^s u(x_0) > 0$, consequently
\[
g(u(x_0)) = h(x_0) + t + (-\Delta)^s u(x_0) \leq h(x_0) + t \leq \|h\|_{L^\infty} + t := C.
\]

Thus by (1.3) there exists $M_0 > 0$ such that
\[-M_0 < u(x_0) < M_0,
\]
that implies $u(x) > -M_0$, $x \in \mathbb{R}$. Let define $w := u + M_0 > 0$, that satisfy
\[
(\Delta)^s w(x) + g(w(x) - M_0) = h(x) + t. \tag{2.33}
\]

To prove (2.32) will be enough to find a priori uniform bounds for $w$. For that suppose, by contradiction, that there exists a sequence $w_n$ of solutions of (2.33) with $t_n \in [t_1, t_2]$ such that
\[
\|w_n\|_\infty \to +\infty \text{ when } n \to +\infty.
\]

Let $x_n \in \mathbb{R}$ the point where each function $w_n$ attains its maximum and we define
\[
0 < v_n(x) := \lambda_n w_n(\lambda_n^{1/\rho} x + x_n) \quad x \in \mathbb{R},
\]
where $\lambda_n := \frac{1}{\|w_n\|_\infty}$ and $\rho = \frac{2s}{s-1}$. By direct computations, we get that $v_n$ is a solution of
\[
(\Delta)^s v_n(x) + \lambda_n^{1+2s/\rho} g(\lambda_n^{-1}(v_n(x) - M_0 \lambda)) = \lambda_n^{1+2s/\rho}(h(\lambda_n x + x_n) + t_n),
\]
where clearly $0 < v_n \leq 1$ and $v_n(0) = 1$. By [25, Proposition 2.8] there exists a constant $C^* > 0$ such that
\[
\|v_n\|_{C^{\alpha}(\mathbb{R})} \leq C^*,
\]
for some $\alpha \in (0, 1)$ and, therefore, we can extract a convergent subsequence that converges to $v \in C(\mathbb{R})$ such that $0 < v \leq 1$ and $v(0) = 1$. Moreover by (H3) we also have
\[
\lim_{n \to +\infty} \frac{g(\lambda_n^{-1}(v_n(x) - M_0 \lambda))}{(\lambda_n^{-1} v_n(x))^{\rho}} = C.
\]
Hence, since by the election of $\rho$,
\[
(\Delta)^s v_n(x) = -\lambda_n^{1+2s/p} g(\frac{\lambda_n^{-1}(v_n(x) - M_0 \lambda)}{(\lambda_n^{-1} v_n(x))^p}) (\lambda_n^{-1} v_n(x))^p + \lambda_n^{1+2s/p} (h(\lambda_n x + x_n) + t_n),
\]

taking the limit when $n \to \infty$, since we can assume that $x_n \to x_0 \in \mathbb{R}$,
\[
(\Delta)^s v(x) + Cv(x)^p = 0.
\]
The contradiction follows by [29, Theorem 4] when $s < 1/2$, and by [14, Theorem 1.2] in the case $s = 1/2$.

\textbf{Proof of Theorem 1.1:} By Lemma 2.4 we have that (i) is satisfied. We divide the proof of (ii) and (iii) by steps:

Step 1: Let us prove that for $t = t_1$, (1.2) has at least one $2\pi$-periodic solution when $c > 0$.

Let $t_2 > t_1$ and $(t_n)$ be a sequence in $(t_1, t_2)$ which converge to $t_1$, and let $u_n$ be a $2\pi$-periodic solution of (1.2) with $t = t_n$ given by Lemma 2.4. In order to pass to the limit, by Lemma 2.6
\[
\|u_n\|_{C^{1,\alpha}([0,2\pi])} \leq N(M, t_2, h).
\]
So by the Arzelà-Ascoli Theorem, we can extract a convergent subsequence in $C^1(\mathbb{R})$ such that
\[
\begin{align*}
  u_n(x) &\to u(x), & u_n'(x) &\to u'(x) \text{ uniformly,}
\end{align*}
\]
with $u \in C^1(\mathbb{R})$. By using [7, Corollary 4.6] we conclude that $u$ is a $2\pi$-periodic solution of (1.2) for $t = t_1$.

Step 2: We will obtain the same conclusion as Step 1 for $c = 0$.

Let us now consider $t_2 > t_1$ and $(t_n)$ be a sequence in $(t_1, t_2)$ such that $t_n \to t_1$ when $n \to +\infty$.

We know that for each $t_n$ the equation (2.26) has a bounded solution $u_n$. Since by Lemma 2.8 there exists $\tilde{D} = \tilde{D}(t_2)$ such that
\[
\|g(u_n)\|_{C(\mathbb{R})} \leq \tilde{D},
\]
and [25, Proposition 2.9] we have that there exists $\alpha \in (0, 1)$ that depends the $s$ such that
\[
\begin{align*}
\|u_n\|_{C^0(\mathbb{R})} &\leq C(\|u_n\|_{C(\mathbb{R})} + ||(\Delta)^s u_n\|_{C(\mathbb{R})}) \\
&\leq C(\|u_n\|_{C(\mathbb{R})} + g(u_n)\|_{C(\mathbb{R})}) + \|h\|_{C(\mathbb{R})} + t_n) \\
&\leq C(M(t_2) + \tilde{D} + \|h\|_{C(\mathbb{R})} + t_2),
\end{align*}
\]
up to subsequence, $u_n$ converges to some $u \in C^1(0,2\pi)$ with $0 < \beta < \alpha$. From [7, Corollary 4.6] we conclude that $u$ is a bounded $2\pi$-periodic solution of (2.26) for $t = t_1$.

Step 3: Let us prove for $c > 0$, the existence of at least two $2\pi$-periodic solutions. For that, let $t_2 > t_1$, and let $\tilde{t} \in (t_1, t_2)$ fixed. We can define a map $K : C^1_{2\pi}(\mathbb{R}) \to C^1_{2\pi}(\mathbb{R})$ by $K(z) := u$ where $u$ is solution of
\[
(\Delta)^s u(x) + cu'(x) = z(x).
\]
Since for $\alpha < \alpha$ the injection of $C^1_{2\pi}(\mathbb{R})$ into $C^1_{2\pi}(\mathbb{R})$ is compact, consequently $K : C^1_{2\pi}(\mathbb{R}) \to C^1_{2\pi}(\mathbb{R})$ is compact.

Let us define now $N : C^1_{2\pi}(\mathbb{R}) \to C^1_{2\pi}(\mathbb{R})$ by $Nu := t + h() - g(u())$. It is clear that, $K : C^1_{2\pi}(\mathbb{R}) \to C^1_{2\pi}(\mathbb{R})$ is also compact. Then, since by (i) (1.2) has no $2\pi$-periodic solution for $t < t_1$, we get, for all $t \leq t_2$
\[
\text{deg}(I - KN, \Omega, 0) = 0, \quad \Omega = \{u \in C^1_{2\pi}(\mathbb{R}) : \|u\|_{C(\mathbb{R})} < M(t_2, h), \|u'\|_{C(\mathbb{R})} < N(M, t_2, h)\}.
\]

with $M(t_2, h)$ and $N(M, t_2, h)$ is the bound given by Lemma 2.5 and 2.6 respectively. On the other hand, by part (i) we consider $u_1$ a solution of (1.2) for $t_1$ that, since
\[
(\Delta)^s u_1(x) + cu_1'(x) - g(u_1(x)) = t_1 + h(x) < \tilde{t} + h(x),
\]
is a strict $2\pi$-periodic supersolution of (1.2) for $\tilde{t}$. Reasoning like in the proof of Lemma 2.4 we get that there exists $R_{t_2}$ such that
\[
g(-R_{t_2}) > t_2 + h(x) > \tilde{t} + h(x), \quad x \in \mathbb{R}.
\]
So that, \(-R_{t_2}\) is a strict \(2\pi\)-periodic subsolution for (1.2) with \(\tilde{t}\). Define \(\tilde{N} : C^1(\mathbb{R}) \times [0,1] \rightarrow C^0_{2\pi}(\mathbb{R})\) by
\[
\tilde{N}(u, \lambda) := \lambda t + \lambda h(\cdot) - \lambda g(u(\cdot)).
\]
From the invariance of the degree concerning a homotopy for \(t = \tilde{t}\) we have
\[
\text{deg}(I - K\tilde{N}(\cdot, 1), \Omega_1, 0) = \text{deg}(I - K\tilde{N}(\cdot, 0), \Omega_1, 0) = \text{deg}(I, \Omega_1, 0) = 1 \quad (2.35)
\]
where
\[
\Omega_1 := \{ u \in C^1(\mathbb{R}) : -R_{t_2} < u(x) < u_1(x), \ x \in \mathbb{R} \ \ |u'|_{C(\mathbb{R})} < N(M, t_2, h) \},
\]
then for \(t = \tilde{t}\) we get
\[
\text{deg}(I - K\tilde{N}(\cdot, 1), \Omega_1, 0) = \text{deg}(I - KN, \Omega_1, 0) = 1. \quad (2.36)
\]
Since we can take \(M(t_2, h)\) large enough such that \(\Omega_1 \subseteq \Omega\), by using (2.34), (2.36) and the property of the Leray-Schauder degree we have
\[
\text{deg}(I - KN, \Omega \setminus \Omega_1, 0) = \text{deg}(I - KN, \Omega, 0) - \text{deg}(I - KN, \Omega_1, 0) = -1,
\]
that implies the existence of a \(2\pi\)-periodic solution of equation (1.2) contained in \(\Omega \setminus \Omega_1\) for \(\tilde{t}\). Since, \(t_2 > t_1\) and \(\tilde{t} \in [t_1, t_2]\) are arbitrary, the proof is complete.

Step 4: Finally we obtain the conclusion of (iii) the driftless problem. For that, we take \(\tilde{t} \in (t_1, t_2)\) fixed but arbitrary. By \([1, \text{Lemma 3.1}]\) we can define \(K : C^\alpha_{2\pi}(\mathbb{R}) \rightarrow C^{2\pi+\alpha}_{2\pi}(\mathbb{R})\) by \(K(z) := u\) where \(u\) is solution of
\[
(\Delta)^\ast u(x) + u(x) = z(x).
\]
Because the injection of \(C^{2\pi+\alpha}\) into \(C^\alpha\) is compact, we also get that \(K : C^\alpha_{2\pi}(\mathbb{R}) \rightarrow C^\alpha_{2\pi}(\mathbb{R})\) is compact. By step 2, we can conclude that there exists \(N(M, h, t_2)\) such that
\[
|u|_{C^\alpha_{2\pi}(\mathbb{R})} \leq N.
\]
Let us define now
\[
\Omega := \{ u \in C^\alpha_{2\pi} : |u|_{C_{2\pi}} < M(t_2), \ |u|_{\alpha} < N \},
\]
and \(N : C^\alpha_{2\pi} \rightarrow C^\alpha_{2\pi}(\mathbb{R})\) by
\[
Nu = u(\cdot) + t + h(\cdot) - g(u(\cdot)).
\]
It is clear that, \(KN : C^\alpha_{2\pi} \rightarrow C^\alpha_{2\pi}(\mathbb{R})\) is also compact. Let now define since by (i) the equation (2.26) has no solution for \(t < t_1\) we also have,
\[
\text{deg}(I - KN, \Omega, 0) = 0, \quad (2.37)
\]
for every \(t < t_2\). On the other hand, by using the method of sup and supersolutions we find a solution in a subset of \(\Omega\). In fact, by (ii) is clear that \(u_1\) is a solution of (2.26) for \(t_1\), so is a strict \(2\pi\)-periodic supersolution of (2.26) for \(\tilde{t}\). Doing similarly as in the proof of Lemma 2.4 we know that, there exists \(R_{t_2}\) such that
\[
g(-R_{t_2}) > t_2 + h(x) > \tilde{t} + h(x), \quad x \in \mathbb{R},
\]
that also implies that, \(-R_{t_2}\) is a strict \(2\pi\)-periodic subsolution for (2.26) for \(\tilde{t}\). Therefore, reasoning like in the previous step for \(t = \tilde{t}\) we get
\[
\text{deg}(I - KN, \Omega_1, 0) = 1, \quad (2.38)
\]
where
\[
\Omega_1 := \{ u \in C^\alpha_{2\pi}(\mathbb{R}) : -R_{t_2} < u(x) < u_1(x), \ x \in \mathbb{R} \ \ |u|_{\alpha} < N \}.
\]
As in the previous step, by taking \(M(t_2)\) large enough that guarantee that \(\Omega_1 \subseteq \Omega\), and by using the excision property, we conclude for \(t = \tilde{t}\) that
\[
\text{deg}(I - KN, \Omega \setminus \Omega_1, 0) = \text{deg}(I - KN, \Omega, 0) - \text{deg}(I - KN, \Omega_1, 0) = -1,
\]
that implies the existence of a \(2\pi\)-periodic solution of equation (2.26) contained in \(\Omega \setminus \Omega_1\) for \(\tilde{t}\). Again, since \(\tilde{t}\) and \(t_2\) are arbitrary, the proof is complete.

In the previous steps, we obtained the existence of viscosity solutions, and we know (for instance Lemma 2.2) that these solutions with \(c \geq 0\) are \(C^{1,\alpha}(\mathbb{R})\). This implies for the case \(s \leq 1/2\) that the solutions of the equation are classical. Moreover, for \(s > 1/2\) by \([25, \text{Proposition 2.8}]\) and (2.21) gives
\[
|u|_{C^{2\pi+\alpha}(\mathbb{R})} \leq C(M + D + \|h\|_{C^\alpha(\mathbb{R})} + t_2).
\]
Therefore, the solutions of the equation are classical for \(s \in (0, 1)\). \(\blacksquare\)
Remark 2.9.  

1. An alternative proof of the part (ii) and (iii) for the case \( s > 1/2 \) and \( c = 0 \) is to solve the problem with solutions of zero mean value, that is, we consider the following problem

\[
(\Delta)^s v(x) + g(C + v(x)) = t + h(x),
\]

where \( \bar{v} = 0 \) and \( C \) is fixed but arbitrary. For this, reasoning like in the previous proof and using the Lemma 2.7 the result is concluded.

2. It is fair to mention that in the driftless problem, we can take \( \Omega \) the same form as in step 3, but since it is not necessary that much regularity, we worked in \( C^s \).

3  Ambrosetti-Prodi problem with singular nonlinearities

We prove now the existence of positive solutions related to the equation (1.4); that is Theorem 1.3. For that we take

\[
g(x, u) := u(x) + \frac{\beta(x)}{u^\mu(x)}
\]

It is good to be in mind that we can not apply Theorem 1.1, due to the singularity of \( g \).

To prove the result of existence we know that it is essential to find a lower bound, for this purpose we follow the ideas of \([17]\).

**Lemma 3.1.** Let \( t > 0 \) and \( u \) be a solution of (1.4), then there exists \( r_t = r_t(t) > 0 \) such that \( u(x) > r_t \) for every \( x \in [0, 2\pi] \).

**Proof:** Let \( x_0 \) be the point where the minimum of \( u \) in \([0, 2\pi]\) is attained. Then

\[
u(x_0) + \frac{\beta(x_0)}{u^\mu(x_0)} \leq t,
\]

that in particular implies

\[
\left(\frac{\beta_{\min}}{t}\right)^{1/\mu} \leq u(x_0),
\]

where \( \beta_{\min} := \min_{x \in [0, 2\pi]} \beta(x) \). Taking \( r_t := \left(\frac{\beta_{\min}}{t}\right)^{1/\mu} \), the proof is complete. \( \square \)

**Lemma 3.2.** Assume \( t > 0 \), \( c > 0 \) and let \( u \) be a \( 2\pi \)-periodic solution of (1.4). Then there exists constant \( M = M(t) > 0 \) such that

\[
\|u\|_\infty < M.
\]

Moreover, there exists \( C > 0 \) such that

\[
\|u\|_{L^2(0, 2\pi)} \leq C(\|\beta\|_{L^2(0, 2\pi)} + t\sqrt{2\pi}).
\]

**Proof:** Let \( u \) be a \( 2\pi \)-periodic solution for \( t > 0 \). Integrating the equation (1.4) over \([0, 2\pi]\) we have

\[
\int_0^{2\pi} (\Delta)^s u(x) dx + c \int_0^{2\pi} u'(x) dx + \int_0^{2\pi} u(x) dx + \int_0^{2\pi} \frac{\beta(x)}{u^\mu(x)} dx = \int_0^{2\pi} t dx.
\]

By \([9, Lemma 2.2]\) and using the \( 2\pi \)-periodicity of \( u' \) this gives

\[
\frac{1}{2\pi} \left( \int_0^{2\pi} u(x) dx + \int_0^{2\pi} \frac{\beta(x)}{u^\mu(x)} dx \right) = t.
\]

(3.2)

Now, there exists \( R_t = R(t) > 0 \) such that

\[g(x, u) > t,\]

whenever \( u \geq R_t \). Therefore, if \( u(x) \geq R_t \) for all \( x \in [0, 2\pi] \), we obtain, using (3.5), that

\[
t = \frac{1}{2\pi} \int_0^{2\pi} u(x) dx + \int_0^{2\pi} \frac{\beta(x)}{u^\mu(x)} dx > t.
\]
Thus $t > t$ which is impossible, so that there exists $x_1 \in [0, 2\pi]$ such that $u(x_1) < R_t$. Then we have

$$u(x) \leq u(x_1) + \int_{x_1}^x |u'(z)|dz \quad (3.3)$$

$$\leq R_t + \sqrt{2\pi} \|u\|_{L^2(0, 2\pi)}. \quad (3.4)$$

Let now $x_0$ be the point where the minimum of $u$ in $[0, 2\pi]$ is attained. Multiplying (1.4) for $u'$ and integrating the equation

$$\int_0^{2\pi} (\Delta)^2 u(x)u'(x)dx + c \int_0^{2\pi} |u'(x)|^2dx + \int_0^{2\pi} u(x)u'(x)dx + \int_0^{2\pi} \frac{\beta(x)}{u'(x)} u'(x)dx = \int_0^{2\pi} tu'(x)dx. \quad (2.2)$$

By [9, Lemma 4.2] and using Hölder inequality together with the Lemma 3.1 gives

$$c\|u'\|_{L^2(0, 2\pi)}^2 \leq \int_0^{2\pi} |\beta| u' \int_0^{2\pi} u' + \int_0^{2\pi} t|u'| \leq C\|u'\|_{L^2(0, 2\pi)}(\|\beta\|_{L^2(0, 2\pi)} + t\sqrt{2\pi}),$$

so that,

$$\|u'\|_{L^2(0, 2\pi)} \leq C(\|\beta\|_{L^2(0, 2\pi)} + t\sqrt{2\pi}),$$

which, together with (3.3) implies

$$u(x) \leq C(R_t + \|\beta\|_{L^2(0, 2\pi)} + t) =: M$$

In the following result, we prove the existence of the first solution. The proof differs from Lemma 2.4 in the form that the subsolution is obtained and this is due to the singularity of $g$. Define

$$\theta := (\mu \beta_{\min})^{1/(\mu + 1)}, \quad t^* := (\mu + 1) \left(\frac{\beta_{\max}}{\mu^r}\right)^{1/(\mu + 1)},$$

where $\beta_{\max} := \max_{x \in [0, 2\pi]} \beta(x)$.

**Lemma 3.3.** There exists $t_1 > \theta$ such that for $t > t_1$ the equation (1.4) has at least one $2\pi$-periodic solution and for $t < t_1$ has no solution.

**Proof:** We first proof that the equation (1.4) has at least one $2\pi$-periodic solution for $t > t^*$. For this, we known by Lemma 2.2 it suffices find sub and supersolutions $\eta_0$ and $\beta_0$ such that $\eta_0 \leq \beta_0$. Therefore, for $t > t^*$ we have $\eta_0 \equiv (\mu \beta_{\min})^{1/(\mu + 1)}$ is supersolution. Indeed,

$$\beta_0 + \frac{\beta(x)}{\beta_0} \leq \beta_0 + \frac{\beta_{\max}}{\beta_0} = t^* \leq t.$$

Now, for $t > t^*$ we have that $\eta \equiv r_1$ is a subsolution. Indeed,

$$r_1 + \frac{\beta(x)}{r_1^r} \geq r_1 + \frac{\beta_{\min}}{r_1^r} = r_1 + t \geq t.$$

It is easily checked that $\eta_0 \leq \beta_0$. So, there exists a $2\pi$-periodic solution $u$ of (1.4) with $\eta_0 < u < \beta_0$. Defining

$$t_1 := \inf\{t \in \mathbb{R} : (1.4) \text{ has a } 2\pi - \text{periodic solution}\},$$

we will proof that (1.4) has no $2\pi$-periodic solution for $t < \theta$. Indeed, if $u$ is a $2\pi$-periodic solution for (1.4) for $t > t_1$, then integrating the equation (1.4) over $[0, 2\pi]$ and using the $2\pi$-periodicity of $u'$ together with [9, Lemma 2.2] we have

$$\frac{1}{2\pi} \left(\int_0^{2\pi} u(x)dx + \int_0^{2\pi} \frac{\beta(x)}{u'(x)}dx\right) = t. \quad (3.5)$$

Note that the function

$$g_0(u) = u + \frac{\beta_{\min}}{u^r}.$$
reaches its global minimum at \( \theta \), so that

\[
\theta \leq \frac{1}{2\pi} \left( \int_0^{2\pi} u(x)dx + \frac{\beta_{\min}}{w'(x)} dx \right) \leq \frac{1}{2\pi} \left( \int_0^{2\pi} u(x)dx + \frac{\beta(x)}{w'(x)} dx \right) = t.
\]

Therefore, \( t_1 \geq \theta \).

**Proof of Theorem 1.3:** Part (i) follows from Lemma 3.3. Now the part (ii), let us consider \( t_2 > t_1 \) and \( \{t_n\}_{n \in \mathbb{N}} \) to be a sequence in \( (t_1, t_2] \) which converge to \( t_1 \), and let \( u_n \) be a \( 2\pi \)-periodic solution of (1.4) with \( t = t_n \) whose existence is guaranteed by part (i). By Lemma 3.1 and Lemma 3.2 there exists \( D = D(t_2, \beta) > 0 \) such that

\[
\|g(u)\|_{C([0,1])} \leq D,
\]

and since \( g \) is Lipschitz, we can reason similarly to the proof of Lemma 2.6 to obtain there exists \( \alpha \in (0,1) \) such that

\[
\|u_n\|_{C^{1,\alpha}([0,2\pi])} \leq N,
\]

with \( N = N(R_{t_1}, D, \beta_{\max}, t_2) \). By the Arzelá-Ascoli Theorem, we can extract a convergent subsequence in \( C^1(\mathbb{R}) \) such that

\[
u_n(x) \to u(x), \quad \nu_n'(x) \to u'(x) \quad \text{uniformly},
\]

with \( u \in C^1(\mathbb{R}) \). By using [7, Corollary 4.6] we conclude that \( u \) is a \( 2\pi \)-periodic solution of (1.4) for \( t = t_1 \).

Finally, the part (iii), let \( t_2 > t_1 \) and let \( \tilde{t} \in (t_1, t_2) \) fixed. We can define a map \( K : L^\infty(\mathbb{R}) \to C^1_{2\pi}(\mathbb{R}) \) by \( K(z) := u \) where \( u \) is solution of

\[
(\Delta)^{\alpha} u(x) + cu'(x) = z(x).
\]

Since for \( \tilde{\alpha} < \alpha \) the injection of \( C^1_{2\pi}(\mathbb{R}) \) into \( C^\tilde{\alpha}_{2\pi}(\mathbb{R}) \) is compact, consequently \( K : L^\infty(\mathbb{R}) \to C^1_{2\pi}(\mathbb{R}) \) is compact. Now, let us define the map

\[
N : C^1_{2\pi}(\mathbb{R}) \to L^\infty(\mathbb{R}) \quad u \mapsto t - u - \frac{\beta}{w'}.
\]

Then \( KN : C^1_{2\pi}(\mathbb{R}) \to C^1_{2\pi}(\mathbb{R}) \) is continuous and compact. Since by (i) (1.4) has no \( 2\pi \)-periodic solution for \( t < t_1 \), we also have,

\[
\deg (I - KN, \Omega, 0) = 0,
\]

for every \( t \leq t_2 \), where \( \Omega = \{u \in C^1_{2\pi}(\mathbb{R}) : r_{t_2} < u(x) < R_{t_2}, \ x \in \mathbb{R} \ \ |u'|_\infty < N \} \). On the other hand, by (ii) we consider \( u_1 \) a solution of (1.4) for \( t_1 \) so that

\[
(\Delta)^{\tilde{\alpha}} u_1(x) + cu_1'(x) + u_1(x) + \frac{\beta(x)}{u_1(x)} = \tilde{t} < t_1
\]

hence \( u_1 \) is a strict \( 2\pi \)-periodic supersolution of (1.4) for \( \tilde{t} \). By Lemma 3.1 we have for \( t \in [t_1, t_2] \)

\[
\left( \frac{\beta_{\min}}{t_2} \right)^{1/\alpha} \leq u(x), \quad x \in \mathbb{R}.
\]

In particular,

\[
\left( \frac{\beta_{\min}}{t_2} \right)^{1/\alpha} \leq u(x), \quad x \in \mathbb{R}.
\]

Doing similarly as in the proof of Lemma 3.3 we get \( r_{t_2} \) a subsolution for (1.4) for \( \tilde{t} \). Therefore, reasoning like in step 3 of the proof of the Theorem 1.1 for \( t = \tilde{t} \) we get

\[
\deg (I - KN, \Omega_1, 0) = 1,
\]

where

\[
\Omega_1 = \{u \in C^1_{2\pi}(\mathbb{R}) : r_{t_2} < u(x) < u_1(x), \ x \in \mathbb{R} \ \ |u'|_\infty < N \}.
\]

Then taking \( R_{t_2} \) large enough that guarantee that \( \Omega_1 \subseteq \Omega \), and by using the excision property, we conclude for \( t = \tilde{t} \) that

\[
\deg (I - KN, \Omega \setminus \Omega_1, 0) = \deg (I - KN, \Omega, 0) - \deg (I - KN, \Omega_1, 0) = -1,
\]

that implies the existence of a \( 2\pi \)-periodic solution of equation (1.4) contained in \( \Omega \setminus \Omega_1 \) for \( \tilde{t} \). Again, since \( t \) and \( t_2 \) are arbitrary, the proof is complete. \( \blacksquare \)
3.1 The Fractional Laplacian problem with attractive-repulsive singular nonlinearities

In this subsection we provide some extension of the bounds found in the previous subsection, and we consider an equation with two singularities of the form,

\[(\Delta)^s u(x) + cu'(x) + e(x) - \frac{\gamma(x)}{u^\mu(x)} + \frac{\beta(x)}{u^\rho(x)} = 0, \quad x \in \mathbb{R}, \tag{3.9}\]

where \(s \in (0, 1), c > 0, \gamma, \beta, \text{ and } e\) are Lipschitz continuous and \(2\pi\)-periodic, \(\mu\) and \(\rho\) are positive constants with \(\mu \geq \rho\) and \(\mu \geq 1\). We take advantage to prove the existence of positive solutions of (3.9) using degree theory, inspired by some recent works when \(s = 1\), (for example [21]). Notice that \(\gamma\) and \(\beta\) can change signs which makes the proofs more interesting.

From now on, we will use denotation

\[\omega_+(x) = \max\{\omega(x), 0\}, \quad \omega_-(x) = -\min\{\omega(x), 0\} .\]

Clearly,

\[\omega(x) = \omega_+(x) - \omega_-(x) \quad x \in \mathbb{R}, \quad \overline{\omega} = \omega_+ - \omega_- .\]

**Theorem 3.4.** Assume that \(\bar{\gamma} > 0, \bar{e} > 0\) and that following condition holds

\[\lim_{\xi \to +0} \frac{c}{2} - \frac{2\pi \bar{\gamma}}{x^\mu} - \frac{2\pi \bar{\beta}_+}{x^\rho} = +\infty , \tag{3.10}\]

where \(c > 0\) is the that appears in (3.9). Then, equation (3.9) has at least one \(2\pi\)-periodic positive classical solution.

To prove this Theorem we will use degree theory with some similar ideas to those of [21] adapted to the nonlocal case. Consider now the family of equations

\[ (\Delta)^s u(x) + cu'(x) + \lambda e(x) - \lambda \frac{\gamma(x)}{u^\mu(x)} + \lambda \frac{\beta(x)}{u^\rho(x)} = 0, \quad \lambda \in (0, 1] . \tag{3.11}\]

We need to find a priori estimates, for this, we will use the following Lemma that proves upper and lowers bound at some point.

**Lemma 3.5.** Assume \(\bar{\gamma} > 0\) and \(\bar{e} > 0\), then for each possible \(2\pi\)-periodic solution \(u\) of (3.11) there exist \(x_0, x_1 \in [0, 2\pi]\) such that

\[u(x_0) \leq \max \left\{ 1, \left( \frac{\overline{\gamma} + \overline{\beta}}{\bar{e}} \right) \right\} = A_0 \tag{3.12}\]

and

\[u(x_1) \geq A_1 , \tag{3.13}\]

where

\[A_1 = \begin{cases} \min \left\{ \left( \frac{\overline{\gamma}}{2\beta_+} \right)^{\frac{1}{\mu}}, \left( \frac{\overline{\beta}}{2\gamma_+} \right)^{\frac{n-\rho}{n} \frac{1}{\rho}} \right\}, & \text{si } \beta_+ > 0 , \\ \left( \frac{\overline{\gamma}}{2\beta_+} \right)^{\frac{1}{\mu}}, & \text{si } \beta_+ = 0 . \end{cases} \]

**Proof:** Let \(u\) is a \(2\pi\)-periodic solution of (3.11). Then integrating the equation (3.11) in \([0, 2\pi]\), we obtain

\[\frac{2\pi}{0} \int (\Delta)^s u(x) + c \int u'(x) + \lambda \int e(x) - \lambda \int \frac{\gamma(x)}{u^\mu(x)} + \lambda \int \frac{\beta(x)}{u^\rho(x)} = 0 . \]

By [9, Lemma 2.2], together with the \(2\pi\)-periodicity of \(u\), we get

\[0 < 2\pi \bar{e} = \int \frac{\gamma(x)}{u^\mu(x)} - \lambda \int \frac{\beta(x)}{u^\rho(x)} \leq \int \frac{\gamma_+(x)}{u^\mu(x)} + \int \frac{\beta_-(x)}{u^\rho(x)} . \tag{3.14}\]
From the above, we can conclude that there is a point \( x_0 \in [0, 2\pi] \) such that (3.12) is true. Indeed, if (3.12) does not hold, then

\[
 u(x) > 1 \quad \text{for all } x \in [0, 2\pi],
\]

and

\[
 u(x) > \left( \frac{\gamma + \beta}{\bar{e}} \right) \frac{1}{\bar{e}} \quad \text{for all } x \in [0, 2\pi].
\]

Since \( \mu \geq \rho \) and by (3.15), using the Mean Value Theorem of integrals in (3.14), we have that there exists a point \( x_0 \in [0, 2\pi] \) such that

\[
 2\pi \bar{e} \leq \frac{2\pi(\gamma + \beta)}{u''(x_0)}
\]

which implies that

\[
 u(x_0) \leq \left( \frac{\gamma + \beta}{\bar{e}} \right) \frac{1}{\bar{e}},
\]

this contradicts (3.16), so (3.12) holds.

Now, we shall proof that (3.13) is true. Indeed, multiplying (3.11) for \( u'' \) and integrating the equation (3.11) in \([0, 2\pi]\) we get

\[
 \int_0^{2\pi} (\Delta)^s u(x) u''(x) dx + c \int_0^{2\pi} u'(x) u''(x) dx + \lambda \int_0^{2\pi} e(x) u''(x) dx = \lambda \int_0^{2\pi} \gamma(x) dx + \lambda \int_0^{2\pi} \beta(x) u^{\mu-\rho}(x) dx = 0,
\]

that is,

\[
 \lambda 2\pi \bar{\gamma} + \int_0^{2\pi} (-\Delta)^s u(x) u''(x) dx - c \int_0^{2\pi} u'(x) u''(x) dx = \lambda \int_0^{2\pi} \beta(x) u^{\mu-\rho}(x) dx + \lambda \int_0^{2\pi} e(x) u''(x) dx. \tag{3.17}
\]

Since,

\[
 \int_0^{2\pi} (-\Delta)^s u(x) u''(x) dx = \int_0^{2\pi} (-\Delta)^s u(x) u''(x) dx \geq \int_0^{2\pi} u''^2(x) H^s(0,2\pi) \geq 0.
\]

Using the fact that

\[
 -c \int_0^{2\pi} u'(x) u''(x) = 0,
\]

we have

\[
 2\pi \bar{\alpha} \leq \int_0^{2\pi} \beta(x) u^{\mu-\rho}(x) dx + \int_0^{2\pi} e(t) u''(x) dx \leq \int_0^{2\pi} \beta_+ (x) u^{\mu-\rho}(x) dx + \int_0^{2\pi} e_+ (x) u''(x) \tag{3.19}
\]

Thus, reasoning as before we can conclude that there is a point \( x_1 \in [0, 2\pi] \) such that

\[
 u(x_1) \geq A_1.
\]

\[\blacksquare\]

**Lemma 3.6.** Let us assume that \( \bar{\gamma} > 0 \), \( \bar{e} > 0 \) and (3.10) hold. Then there exists \( r > 0 \) such that each 2\( \pi \)-periodic solution of (3.11) satisfies \( u(t) > r \) for all \( x \in [0, 2\pi] \).
3.1 The Fractional Laplacian problem with attractive-repulsive singular nonlinearities

**Proof:** Let $x^n_3$ be the minimum point of $u_n$ in $[0, 2\pi]$. We assume by contradiction that $u_n(x^n_3) \to 0$ as $n \to \infty$.

Then, we suppose that $x^n_3 < x_0$, where $x_0$ is given in Lemma 3.5, and integrating (3.11) over $[x_3^n, x_0]$, we obtain

$$
\int_{x_3^n}^{x_0} (\Delta)^s u_n(x) dx + c \int_{x_3^n}^{x_0} u_n'(x) dx = \lambda \int_{x_3^n}^{x_0} \frac{\gamma(x)}{u_n^\alpha(x)} dx - \lambda \int_{x_3^n}^{x_0} \frac{\beta(x)}{u_n^\beta(x)} dx - \lambda \int_{x_3^n}^{x_0} e(x) dx. \tag{3.20}
$$

Since

$$
\int_{x_3^n}^{x_0} u_n'(x) dt = u_n(x_0) - u_n(x_3^n) \geq 0,
$$

then

$$
\int_{x_3^n}^{x_0} (\Delta)^s u_n(x) dx \leq \lambda \int_{x_3^n}^{x_0} \frac{\gamma(x)}{u_n^\alpha(x)} dx - \lambda \int_{x_3^n}^{x_0} \frac{\beta(x)}{u_n^\beta(x)} dx - \lambda \int_{x_3^n}^{x_0} e(x) dx
$$

$$
\leq \lambda \int_{0}^{2\pi} \frac{\gamma_+(x)}{u_n^\alpha(x)} dx + \lambda \int_{0}^{2\pi} \frac{\beta_-(x)}{u_n^\beta(x)} dx + \lambda \int_{0}^{2\pi} e_-(x) dx. \tag{3.21}
$$

It is important to remark that, if $x^n_3 > x_0$, by the $2\pi$-periodicity of $u$ we can take $x^n_3$ be the minimum point in $[-2\pi, 0]$ and integrating over $[x^n_3, x_0]$.

On the other hand, integrating (3.11) on $[0, 2\pi]$ and using [9, Lemma 2.2] and the $2\pi$-periodicity of $u'$, we get

$$
\lambda \int_{0}^{2\pi} \frac{\gamma(x)}{u^\alpha(x)} dx = \lambda \int_{0}^{2\pi} \frac{\beta(x)}{u^\beta(x)} dx + \lambda \int_{0}^{2\pi} e(x) dx,
$$

that is,

$$
\lambda \int_{0}^{2\pi} \frac{\gamma_+(x)}{u^\alpha(x)} dx + \lambda \int_{0}^{2\pi} \frac{\beta_-(x)}{u^\beta(x)} dx + \lambda \int_{0}^{2\pi} e_-(x) dx = \lambda \int_{0}^{2\pi} \frac{\gamma_-(x)}{u^\alpha(x)} dx + \lambda \int_{0}^{2\pi} \frac{\beta_+(x)}{u^\beta(x)} dx + \lambda \int_{0}^{2\pi} e_+(x) dx. \tag{3.22}
$$

Substituting it into (3.21), we have

$$
\int_{x_3^n}^{x_0} (\Delta)^s u_n(x) \leq \frac{\lambda 2\pi\gamma_+}{u_n^\alpha(x_3^n)} + \frac{\lambda 2\pi\beta_-}{u_n^\beta(x_3^n)} + \lambda 2\pi e_-.
$$

Hence, from (3.20) together with (3.23) gives

$$
c \int_{x_3^n}^{x_0} u_n'(x) dx \geq \lambda \int_{x_3^n}^{x_0} \frac{\gamma(x)}{u_n^\alpha(x)} dx - \lambda \int_{x_3^n}^{x_0} \frac{\beta(x)}{u_n^\beta(x)} dx - \lambda \int_{x_3^n}^{x_0} e(x) dx - \frac{\lambda 2\pi\gamma_+}{u_n^\alpha(x_3^n)} - \frac{\lambda 2\pi\beta_-}{u_n^\beta(x_3^n)} - \lambda 2\pi e_-,
$$

so that

$$
c u_n(x_0) \geq c u_n(x_3^n) + \lambda \int_{x_3^n}^{x_0} \frac{\gamma(x)}{u_n^\alpha(x)} dx - \lambda \int_{x_3^n}^{x_0} \frac{\beta(x)}{u_n^\beta(x)} dx - \lambda \int_{x_3^n}^{x_0} e(x) dx
$$

$$
- \frac{\lambda 2\pi\gamma_+}{u_n^\alpha(x_3^n)} - \frac{\lambda 2\pi\beta_-}{u_n^\beta(x_3^n)} - \lambda 2\pi e_-
$$

$$
\geq \lambda c u_n(x_3^n) - \lambda \int_{0}^{2\pi} \frac{\gamma_-(x)}{u_n^\alpha(x)} dx - \lambda \int_{0}^{2\pi} \frac{\beta_+(x)}{u_n^\beta(x)} dx - \lambda \int_{0}^{2\pi} e_+(x) dx
$$

$$
\geq 2\lambda \left( c \frac{u_n(x_3^n)}{2 u_n^\alpha(x_3^n)} - \frac{2\pi\gamma_-}{2 u_n^\alpha(x_3^n)} - \frac{2\pi\beta_+}{2 u_n^\beta(x_3^n)} - 2\pi e_+ \right).
$$

By (3.10) we have $u_n(x_0) \to +\infty$, but this contradicts (3.12). Hence, the result follows. ■
Lemma 3.7. Let us assume that $\gamma > 0$ and $u$ a solution positive $2\pi$-periodic of (3.11) satisfying (3.10), then there exists a constant $R > 0$ such that

$$0 < u(x) < R \quad x \in [0, 2\pi].$$

Proof: Let $x_3$ be defined as the same as the one in the proof of Lemma 3.6, that is $u(x_3) = \min_{x \in [0, 2\pi]} u(x)$. By Lemma 3.5, it is clear that

$$u(x) \leq u(x_0) + \int_0^{2\pi} |u'|$$

$$\leq A_0 + \sqrt{2\pi} \|u'\|_{L^2(0, 2\pi)}. \quad (3.24)$$

Now, multiplying (3.11) for $u'$ and integrating the equation

$$\int_0^{2\pi} (\Delta)^{\gamma} u(x) u'(x) dx + c \int_0^{2\pi} |u'(x)|^2 dx = \lambda \int_0^{2\pi} \frac{\gamma(x)}{u^\alpha(x)} u'(x) dx - \lambda \int_0^{2\pi} \frac{\beta(x)}{u^\rho(x)} u'(x) dx - \lambda \int_0^{2\pi} e(x) u'(x) dx.$$

By [9, Lemma 4.2] and using Hölder inequality together with the Lemma 3.6 and $0 < \lambda \leq 1$ gives

$$c \|u'\|^2_{L^2(0, 2\pi)} \leq \int_0^{2\pi} |\gamma| \frac{u'}{u^\alpha(x_3)} |u'| + \int_0^{2\pi} |\beta| \frac{u'}{u^\rho(x_3)} |u'| + \int_0^{2\pi} |e| |u'|$$

$$\leq C \|u'\|_{L^2(0, 2\pi)} (\|\gamma\|_{L^2(0, 2\pi)} + \|\beta\|_{L^2(0, 2\pi)} + \|e\|_{L^2(0, 2\pi)}),$$

so that,

$$\|u'\|_{L^2(0, 2\pi)} \leq C (\|\gamma\|_{L^2(0, 2\pi)} + \|\beta\|_{L^2(0, 2\pi)} + \|e\|_{L^2(0, 2\pi)}),$$

which, together with (3.24) implies

$$u(x) \leq A_0 + C (\|\gamma\|_{L^2(0, 2\pi)} + \|\beta\|_{L^2(0, 2\pi)} + \|e\|_{L^2(0, 2\pi)}) := R.$$  

Remark 3.8. If $\bar{\gamma} > 0$ and $\bar{\varepsilon} > 0$, then there are two constants $M_1$ and $M_2$ with $0 < M_1 < M_2$ such that

$$\frac{\bar{\gamma}}{x^\mu} - \frac{\bar{\beta}}{x^\rho} - \bar{\varepsilon} > 0, \quad \text{for all } x \in (0, M_1),$$

and

$$\frac{\bar{\gamma}}{x^\mu} - \frac{\bar{\beta}}{x^\rho} - \bar{\varepsilon} < 0, \quad \text{for all } x \in (M_2, +\infty).$$

We now prove the existence of solutions for (3.9). For this, we will use the ideas of the Continuation Theorem of [16, Theorem 2.4].

Proof of Theorem 3.1: Let $r_0 = \min\{M_1, r\}$ and $R_0 = \max\{M_2, R\}$, where $M_1$ and $M_2$ were determined in Remark 3.8, we have

$$\frac{\bar{\gamma}}{a^\mu} - \frac{\bar{\beta}}{a^\rho} - \bar{\varepsilon} > 0, \quad \text{for all } a \in (0, r_0) \quad (3.25)$$

and

$$\frac{\bar{\gamma}}{a^\mu} - \frac{\bar{\beta}}{a^\rho} - \bar{\varepsilon} < 0, \quad \text{for all } a \in (R_0, +\infty), \quad (3.26)$$

hence each possible constant solution of the equation

$$\frac{\bar{\gamma}}{a^\mu} - \frac{\bar{\beta}}{a^\rho} - \bar{\varepsilon} = 0, \quad \text{ (3.27)}$$

satisfies $r_0 < \bar{a} < R_0$. We can define a map $K : L^\infty(\mathbb{R}) \to C^1_{2\pi}(\mathbb{R})$ by $K(z) = u$ where $u$ is a solution of

$$(\Delta)^{\gamma} u(x) + cu'(x) = z(x),$$

where $K$ is compact.
Let us now define the map \( N : C^1_{2\pi}(\mathbb{R}) \to L^\infty(\mathbb{R}) \) by
\[
Nu = \frac{\gamma(\cdot)}{w^\alpha(\cdot)} - \frac{\beta(\cdot)}{w^\beta(\cdot)} - c(\cdot).
\]
Reasoning like in the proof of Lemma 2.6 we have that there exists \( N = N(R, \gamma, \beta, e, c) \) and \( \alpha \in (0, 1) \) such that
\[
\|u\|_{C^{1-\alpha}(\mathbb{R})} < N.
\]
Let \( \Omega = \{ u \in C^1_{2\pi}(\mathbb{R}) : r_0 < u(x) < R_0, \ x \in [0, 2\pi] \ \|u'\|_\infty < N \} \) and define the continuous projectors \( Q : L^\infty(\mathbb{R}) \to L^\infty(\mathbb{R}) \) by the constant function
\[
Qy = \frac{1}{2\pi} \int_0^{2\pi} y(t)dt.
\]
Let us define one parameter family of problems
\[
u = K((1 - \lambda)QNu + \lambda Nu), \ \lambda \in [0, 1].
\]
Explicitly,
\[
(\triangle)^s u(x) + cu'(x) = (1 - \lambda)QNu + \lambda Nu.
\]
For \( \lambda \in [0, 1] \), applying \( Q \) to both members of (3.29) we have by [9, Lemma 2.2] and the 2\( \pi \)-periodicity of \( u' \)
\[
\frac{1}{2\pi} \int_0^{2\pi} \left( \frac{\gamma(x)}{w^\alpha(x)} - \frac{\beta(x)}{w^\beta(x)} - e(x) \right) dx = 0.
\]
Since also we obtain (3.30) when applying \( Q \) in (3.11), then for all \( \lambda \in (0, 1] \), problem (3.11) and problem (3.29) are equivalents. Hence, Lemmas 3.6 and 3.7 imply that (3.29) does not have a solution on \( \partial \Omega \times (0, 1] \). For \( \lambda = 0 \), (3.29) is equivalent to the problem
\[
(\triangle)^s u(x) + cu'(x) = \frac{1}{2\pi} \int_0^{2\pi} \left( \frac{\gamma(t)}{w^\alpha(t)} - \frac{\beta(t)}{w^\beta(t)} - e(t) \right) dt,
\]
then, applying \( Q \) to both members of this equation and by [9, Lemma 2.2] we get
\[
QNu = 0 \quad (\triangle)^s u(x) + cu'(x) = 0,
\]
reasoning similar to the proof of [9, Theorem 1.4] we obtain that \( u \) is constant, since the beginning of the proof, it was obtained that the constant solutions of \( QNu = 0 \) satisfy the inequality \( r_0 < \tilde{a} < R_0 \) we have that (3.29) has no solution on \( \partial \Omega \times [0, 1] \). Therefore, the \( \deg(I - K((1 - \lambda)QN(u) + \lambda N), \Omega, 0) \) is well defined for all \( \lambda \in [0, 1] \) and by homotopy invariant of the degree we have
\[
\deg(I - KN, \Omega, 0) = \deg(I - KQN, \Omega, 0) = \deg(I - KQN, \Omega \cap E, 0) \neq 0.
\]
Thus, we can conclude that the equation (3.9) has at least one positive classical solution 2\( \pi \)-periodic.
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