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Temporal Parallelization of Inference in Hidden Markov Models

Syeda Sakira Hassan, Member, IEEE, Simo Särkkä, Senior Member, IEEE, and Ángel F. García-Fernández

Abstract—This paper presents algorithms for the parallelization of inference in hidden Markov models (HMMs). In particular, we propose a parallel forward-backward type of filtering and smoothing algorithm as well as a parallel Viterbi-type maximum-a-posteriori (MAP) algorithm. We define associative elements and operators to pose these inference problems as all-prefix-sums computations and parallelize them using the parallel-scan algorithm. The advantage of the proposed algorithms is that they are computationally efficient in HMM inference problems with long time horizons. We empirically compare the performance of the proposed methods to classical methods on a highly parallel graphics processing unit (GPU).

Index Terms—Parallel forward-backward algorithm, parallel sum-product algorithm, parallel max-product algorithm, parallel Viterbi algorithm.

I. INTRODUCTION

HIDDEN Markov models (HMMs) have gained a lot of attention due to their simplicity and a broad range of applications [1]–[5]. Successful real-world application areas of HMMs include speech recognition, convolutional code decoding, target tracking and localization, facial expression recognition, gene prediction, gesture recognition, musical composition, and bioinformatics [1], [6]–[11]. An HMM is a statistical model that provides a simple and flexible framework that can be used to express the conditional independence and joint distributions using graph-like structures. An HMM can be thought of as a specific form of a probabilistic graphical model consisting of two components: a structural component that defines the edges and a parametric component that encodes potentials associated with the edges in the graph. A graphical representation of an HMM is shown in Fig. 1. An HMM is a doubly stochastic process, where the underlying stochastic process (light gray-colored nodes) can be only observed through another stochastic process (dark gray-colored nodes) [1], [12]. A primary task in graphical models is to perform inference, that is, to compute marginals or the most likely values of the unobserved modes given the observed modes.

If the HMM model has $D$ states and the length of the sequence is $T$, then there are $D^T$ possible state sequences. For the forward-backward algorithm, whose objective is to find the marginal distributions, and for the Viterbi algorithm, whose objective is to find the most likely sequence (the Viterbi path), the time complexity is $O(D^2T)$ [1], [6], [13]. Some methods to speed up these algorithms via parallelization have appeared in literature. For instance, in order to speed up the inference task, Lifshits et al. [14] used a compression scheme, which utilizes the repetitive patterns in the observed sequences. Sand et al. [15] developed a parallel forward algorithm using single instruction multiple data (SIMD) processors and multiple cores. Nielsen and Sand [16] presented a parallel reduction on the forward algorithm. Chatterjee and Russell [17] used the temporal abstraction concept from dynamic programming to speed up the Viterbi algorithm. Using accelerated hardware, a tile-based Viterbi algorithm was proposed by Zhihui et al. [18], where the matrix multiplication was done in parallel. Maleki et al. [19] proposed an optimized method that is able to solve a particular class of dynamic programming problems by tropical semirings. They showed that it can be used to optimize the Viterbi algorithm. Nevertheless, parallelization has not been fully investigated in HMM inference tasks. In this paper, we develop novel parallel versions of the forward-backward algorithm and the Viterbi algorithm that have $O(\log T)$ span complexities.

Parallel algorithms can take advantage of the computational power of specialized hardware accelerators, such as general purpose graphics processing units (GPUs) [20], neural processing units (NPUs) [21], or tensor processing units (TPUs) [22]. These...
TABLE I
PREVIOUS WORKS ON THE HMM INFERENCE TASK USING GPUs. THE NOTATION `-’ MEANS THAT THE VALUE WAS NOT MENTIONED IN THE REFERENCED ARTICLE

| Algorithm           | States | Observations | Speed improvement |
|---------------------|--------|--------------|-------------------|
| Forward-backward [26] | 8      | 200          | 3.5x              |
| Forward [27]        | 512    | 3-10         | 880x              |
| Baum-Welch [27]     | 512    | 3-10         | 180x              |
| Viterbi [28]        | 2000-3000 | 3x        |                   |
| Forward [29]        | 4000   | 1000         | 4x                |
| Baum-Welch [29]     | 4000   | 1000         | 65x               |

accelerators allow us to perform the parallel computation on a large amount of data, making computation faster and cheaper and, therefore, economically viable. Among these accelerators, GPUs are the most widely used alternatives. GPU architectures enable us to harness the massive parallelization of general-purpose algorithms [23]. Table I summarizes relevant works on the HMM inference tasks, which were implemented on GPUs. However, these works were optimized particularly for speech recognition tasks and did not explore the full capabilities of parallelism. In order to utilize parallelism, sequential algorithms need to be reformulated in terms of primitive operations that enable us to perform the parallel execution on parallel platforms. For example, the parallel-scan algorithm [24], [25] can be used to run computations in parallel provided that they can be formulated in terms of binary associative operators.

Recently, the parallel-scan algorithm has been used in parallel Bayesian filtering and smoothing algorithms to speed up the sequential computations via parallelization [30], [31]. Although this framework is applicable to HMMs as well, the difference to our proposed framework is that here we formulate the inference problem in terms of potentials. This results in a different backward pass to compute the posterior marginals which corresponds to a two-filter smoother formulation, whereas the formulation in Ref. [30], [31] is a Rauch–Tung–Striebel type of smoother [32]. In this article, we also present a parallel Viterbi-type maximum-a-posteriori (MAP) algorithm which has not been explored before.

The main contribution of this paper is to present a parallel framework to perform the HMM inference tasks efficiently by using the parallel-scan algorithm. In particular, we formulate the sequential computations of sum-product and max-product algorithms as binary associative operations. This formulation allows us to construct parallel versions of the forward-backward algorithm and the Viterbi algorithm with $O(\log T)$ span complexities. For the latter algorithm, we propose two alternative parallelization approaches: a path-based and a forward-backward based formulation. We also empirically evaluate the computational speed advantage of these methods on a GPU platform.

The structure of the paper is the following. In Section II, we define the HMM inference problems using a probabilistic graph. Then, in Section III, we review the classical sum-product and forward-backward algorithms, introduce the elements and associative operations for parallel operations, and formulate the parallel-scan algorithm on these elements and operators. Next, in Section IV, we show that we can apply the parallel-scan algorithm to the max-product algorithm, which results in a parallel version of the Viterbi algorithm. In Section V, we discuss extensions and generalizations of the methodology, and in Section VI, we present experimental results for both parallel sum-product and parallel max-product based algorithms. Section VII concludes the article.

II. PROBLEM FORMULATION

Assume that we have $T$ discrete random variables $x = (x_1, \ldots, x_T)$ which correspond to nodes in a probabilistic graph and $N$ potential functions $\psi_1, \ldots, \psi_N$ which define the cliques of the graph [33]–[35]. We also assume each variable $x_t$ takes values in the set $X = \{1, \ldots, D\}$, where $D$ represents the number of states. Each potential is a function of a subset $x_t$’s, defined by multi-indices $\alpha_1, \ldots, \alpha_T$ with elements $\alpha_t = (\alpha_t, 1, \ldots, \alpha_{t, N})$. We denote the subset as $x_{\alpha_t}$. The joint distribution of the random variables has the representation

$$p(x) = \frac{1}{Z} \prod_{t=1}^{T} \psi_t (x_{\alpha_t}),$$

(1)

where $Z = \sum_x \prod_{t=1}^{T} \psi_t (x_{\alpha_t})$ is the normalization constant, also known as the partition function [33]. A typical inference task is the computation of all the marginals

$$p(x_k) = \frac{1}{Z} \sum_{x \setminus x_k} \prod_{t=1}^{T} \psi_t (x_{\alpha_t}),$$

(2)

where $x \setminus x_k = (x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_T)$, that is, the summation is performed over all the variables except $x_k$. Another inference task is the computation of the similar quantity for the maximum

$$p^*(x_k) = \max_{x \setminus x_k} \prod_{t=1}^{T} \psi_t (x_{\alpha_t}),$$

(3)

where the maximum is computed with respect to all variables in $x$ except $x_k$.

Let us now consider inference problems in a hidden Markov model (HMM) of the form

$$x_k \sim p(x_k \mid x_{k-1}),$$

(4a)

$$y_k \sim p(y_k \mid x_k),$$

(4b)

where $\sim$ stands for “is distributed as”. Here, we assume that the sequence $x_1, \ldots, x_T$ is Markovian with transition probabilities $p(x_k \mid x_{k-1})$, and the observations $y_k$ are conditionally independent given $x_k$ with likelihoods $p(y_k \mid x_k)$. Furthermore, we have a prior $x_1 \sim p(x_1)$. We are interested in computing the smoothing posterior distributions $p(x_k \mid y_1, \ldots, y_T)$ for all $k = 1, \ldots, T$ as well as in computing the MAP estimate (i.e., the Viterbi path) of $p(x)$. These can be computed using sequential algorithms in a linear computational time [13], [32], [36]. However, our aim is to reduce this computational time by using parallelization in the temporal domain.

We can express the inference problem in Eq. (1) by defining

$$\psi_1(x_1) = p(y_1 \mid x_1) p(x_1),$$

(5a)
\( \psi_k(x_{k-1}, x_k) = p(y_k \mid x_k) p(x_k \mid x_{k-1}), \text{ for } k > 1. \) \hfill (5b)

With these definitions the joint distribution in Eq. (1) takes the form

\[
p(x) = \frac{1}{Z} \psi_1(x_1) \prod_{t=2}^T \psi_t(x_{t-1}, x_t).
\]

(6)

In this Markovian case, each potential is a function of the neighboring nodes \( x_{k-1}, x_k \), that is, we have \( \alpha_k = (k-1, k) \) for \( k > 1 \) and \( \alpha_1 = (1) \).

Typically, the inference task in the HMM is either to compute the marginals \( p(x_k \mid y_1, \ldots, y_T) \) or to find the MAP sequence \( x^*_{1:T} \), the Viterbi path. In the potential function formulation, the smoothing distribution is given by Eq. (2) and the maximum of Eq. (3) provides the Viterbi path at step \( k \). Both of these correspond to the following kinds of general operations on Eq. (6):

\[
F(x_k) = \frac{1}{Z} \text{OP}_k \left( \psi_1(x_1) \prod_{t=2}^T \psi_t(x_{t-1}, x_t) \right), k = 1, \ldots, T,
\]

(7)

where \( \text{OP}_k(\cdot) \) is a sequence of operations applied to all elements but \( x_k \), such as \( \sum_{x_k \in x_k} \) or \( \max_{x_k \in x_k} \), resulting in a function of \( x_k \). One way to compute these operations in Eq. (7) is to use sum-product or max-product algorithms \([37]–[39]\), for summation and maximization operations, respectively. However, in the following section we show that, since the summation and the maximum operations are associative, we can use parallel-scan algorithm for parallelizing these computations. The same principle would also apply to any other binary associative operation, but here we specifically concentrate on these two operations.

III. PARALLEL SUM-PRODUCT ALGORITHM FOR HMMs

In this section, we present a parallel formulation of the sum-product algorithm. In Section III-A, we review the classical sum-product algorithm. In Section III-B, we revisit the parallel-scan algorithm. In Section III-C, we show the decomposition of the sum-product algorithm in terms of the binary associative operations. Finally, in Section III-D, we propose the parallel sum-product algorithm with \( O(\log T) \) span complexity.

A. Classical Sum-Product Algorithm

The sum-product algorithm can be used to find the marginal distributions of all variables in a graph \([40], [41]\). We first define the forward potential as

\[
\psi^f_{1,k}(x_k) = \sum_{x_{k-1}, k} \psi_1(x_1) \prod_{t=2}^k \psi_{t-1,t}(x_{t-1}, x_t)
\]

(8)

and the backward potential as

\[
\psi^b_{k,T}(x_k) = \sum_{x_{k+1}, T} \prod_{t=k}^T \psi_{t,t+1}(x_t, x_{t+1}).
\]

(9)

Here, we have defined \( \psi_{T,T+1}(x_T, x_{T+1}) = 1 \) and denoted \( \sum_{x_{i,k}} = \sum_{x_1} \ldots \sum_{x_{k}} \). We can now express the marginal distribution \( p(x_k) \), which corresponds to summation operation in Eq. (7), as a normalized product of the forward and backward potentials

\[
p(x_k) = \frac{1}{Z_k} \psi^f_{1,k}(x_k) \psi^b_{k,T}(x_k),
\]

(10)

where \( Z_k = \sum_{x_k} \psi^f_{1,k}(x_k) \psi^b_{k,T}(x_k) \). If we want to compute all the marginals \( p(x_1), p(x_2), \ldots, p(x_T) \), then we need to compute all the terms \( \psi^f_{1,k}(x_k) \) and \( \psi^b_{k,T}(x_k) \) and combine them. It turns out that we can compute these forward and backward potentials in \( O(D^2 T) \) steps using Algorithm 1, which is an instance of a sum-product algorithm.

It should be noted that the belief propagation algorithm \([37]\), operating on a Bayesian network, corresponds to the sum-product algorithm in a factor graph with similar factorization. The forward algorithm of the HMM model is equivalent to filtering, whereas the backward algorithm corresponds to the backward pass in two-filter smoothing \([32]\).

B. Parallel-Scan Algorithm

In this section, we revisit the parallel-scan algorithm. The parallel-scan algorithm \([24], [42]\) is a general framework to compute the generalized all-prefix-sums of associative operators in parallel. It was originally designed for computing all-prefix-sums \([42]\) using the summation operator. Later, it was generalized to other associative operators \([24], [25]\) and became a fundamental building block for solving many sequential algorithms in parallel including sorting, linear programming, and graph algorithms.

The generalized all-prefix-sums operation for an operator \( \ast \) is defined as follows.

**Definition 1:** For a sequence of \( T \) elements \((a_1, a_2, \ldots, a_T)\) and a binary associative operator \( \ast \), the all-prefix-sums operation computes the following sequence of length \( T \):

\[
(a_1 \ast a_1 \ast a_2 \ast \ldots \ast a_T).
\]

(11)
Similarly to the above, we can define the reversed all-prefix-sums as follows.

Definition 2: For a sequence of \( T \) elements \((a_1, a_2, \ldots, a_T)\) and a binary associative operator \( \otimes \), the reversed all-prefix-sums operation computes the following sequence of length \( T \):

\[
(a_1 \otimes a_2 \otimes \cdots \otimes a_T, \ldots, a_{T-1} \otimes a_T, a_T).
\]

The all-prefix-sums operation can be computed through the parallel-scan algorithm \([24], [25]\) in \( O(\log T) \) span complexity. This algorithm computes only the non-reversed all-prefix-sums. However, it is also possible to compute the reversed all-prefix-sums. This can be achieved by reversing the inputs before performing the parallel-scan algorithm and reversing the outputs after the operation is performed. In addition to these, we also need to reverse the operation inside the algorithm. A pseudocode for the parallel-scan is provided by Algorithm 2.

The fundamental idea of the parallel-scan algorithm is to reorder the computations by using the associative property of the operator so that the resulting independent subproblems can be computed in parallel. The parallel-scan algorithm consists of two parts: up-sweep and down-sweep. The algorithm can be thought of as two traversals in a balanced binary tree. The first pass is the up-sweep that starts from leaves and ends at the root. The second pass is the down-sweep in reverse direction, which starts from the root and ends at leaves. Then, an additional pass is used to form the final result. Because a binary tree with \( T \) leaves has the depth of \( \log T \), the span complexity of the algorithm is \( O(\log T) \). Our aim is to define the associative operators and elements corresponding to the sum-product and max-product algorithms and use the parallel-scan framework to parallelize the computations.

C. Sum-Product Algorithm in Terms of Associative Operations

We can formulate the sum-product algorithm in a more abstract form by defining a general element \( a_{i:k} \) and considering a binary associative operator \( \otimes \) such that \([25]\)

\[
a_{i:k} = a_{i:j} \otimes a_{j:k}, \quad \text{for} \quad i < j < k.
\]

As it is shown in the following, the computation of the forward and backward terms reduces to computing \( a_{0:k} \) and \( a_{k:T+1} \).

Definition 3: We define an element \( a_{i:k} \) recursively as follows. We have

\[
a_{0:1} = \psi_1(x_1),
\]
\[
a_{k-1:k} = \psi_k(x_{k-1}, x_k),
\]
\[
a_{T:T+1} = 1.
\]

For notational convenience and to enhance readability, we also define

\[
\psi_{0,1}(x_0, x_1) \triangleq \psi_1(x_1),
\]
\[
\psi_{k-1,k}(x_{k-1}, x_k) \triangleq \psi_k(x_{k-1}, x_k),
\]
\[
\psi_{T,T+1}(x_T, x_{T+1}) \triangleq 1.
\]

Now, given two elements \( a_{i:j} \) and \( a_{j:k} \), the binary associative operator \( \otimes \) for the forward-backward algorithm in an HMM for \( 0 \leq i < j < k \) is

\[
a_{i:j} \otimes a_{j:k} = \sum_{x_j} \psi_{i,j}(x_i, x_j) \psi_{j,k}(x_j, x_k),
\]

which also implies the following representation for a general element:

\[
a_{i:k} = \psi_{i,k}(x_i, x_k).
\]

Lemma 1: The operator \( \otimes \) is associative.

Proof: See Appendix A for the proof.

Now, we present two theorems that allow us to formulate the forward-backward algorithm in terms of the associative operations.
\textbf{Theorem 1:} The forward potential is given as
\[ a_{0:k} = \psi^f_{1,k}(x_k), \quad k > 0. \]

\textit{Proof:} Since the operator is associative, it is enough to prove by induction that
\[ a_{0:k} = a_{0:1} \otimes a_{1:2} \otimes \cdots \otimes a_{k-2:k-1} \otimes a_{k-1:k} = \psi^f_{1,k}(x_k). \quad (18) \]

Eq. (18) holds for \( k = 1 \) by definition of \( a_{0:1} \) in Eq. (14). That is, \( a_{0:1} = \psi_1(x_1) \). Then, we assume that
\[ a_{0:k-1} = a_{0:1} \otimes a_{1:2} \otimes \cdots \otimes a_{k-2:k-1} = \psi^f_{1,k-1}(x_{k-1}) \]
holds. We need to prove that Eq. (18) holds for any \( k > 1 \). By applying the binary operator \( \otimes \) with \( a_{k-1:k} \) to the left-hand side of Eq. (19), we get
\[ a_{0:k-1} \otimes a_{k-1:k} = \sum_{x_{k-1}} \psi^f_{1,k-1}(x_{k-1}) \psi_{k-1,k}(x_{k-1}, x_k) \]
\[ = \sum_{x_{k-1}} \left[ \left( \sum_{x_{1:k-2}} \psi^f_{1}(x_1) \prod_{t=2}^{k-1} \psi_{t-1,t}(x_{t-1}, x_t) \right) \times \psi_{k-1,k}(x_{k-1}, x_k) \right] \]
\[ = \sum_{x_{1:k-1}} \psi^f_{1,k}(x_{k-1}) \]
holds. This concludes the proof.

\textbf{Theorem 2:} The backward potential is given as
\[ a_{k:T+1} = \psi^b_{k,T}(x_k), \quad k > 0. \]

\textit{Proof:} We prove by induction that
\[ a_{k:T+1} = a_{k:k+1} \otimes a_{k+1:k+2} \otimes \cdots \otimes a_{T-1:T} \otimes a_{T:T+1} = \psi^b_{k,T}(x_k) \quad (20) \]
holds. Eq. (20) holds for \( k = T \) by definition of \( a_{T:T+1} = 1 \) in Eq. (14). Then, we assume that
\[ a_{k+1:T+1} = a_{k+1:k+2} \otimes a_{k+2:k+3} \otimes \cdots \otimes a_{T:T+1} = \psi^b_{k+1,T}(x_{k+1}) \quad (21) \]
holds. We need to prove that Eq. (20) holds for any \( k < T \). We start by applying the binary operator \( \otimes \) with \( a_{k+1:k} \) to the left-hand side of Eq. (21) to yield
\[ a_{k:k+1} \otimes a_{k+1:T+1} \]
\[ = \sum_{x_{k+1}} \psi^b_{k+1}(x_{k+1}) \psi^b_{k+1,T}(x_{k+1}) \]
\[ = \sum_{x_{k+1}} \left[ \psi^b_{k+1}(x_{k+1}) \times \left( \sum_{x_{k+2:T} t=k+1} T \psi_{t,t+1}(x_t, x_{t+1}) \right) \right] \]
\[ = \sum_{x_{k+1:T} t=k} T \psi_{t,t+1}(x_t, x_{t+1}) \]
\[ = \psi^b_{k,T}(x_k). \]

This concludes the proof. \( \blacksquare \)

Now, we can express the marginal in Eq. (10) using \( a_{0:k} \) and \( a_{k:T+1} \) as
\[ p(x_k) = \frac{1}{Z_k} a_{0:k} a_{k:T+1}. \quad (22) \]

In the proofs above we have implicitly used the sum-product algorithm in Algorithm 1 to derive the results, which can be done in \( O(TD^2) \) steps. However, because the operator is associative, we can reorder the computations by recombining the operations which is the key to parallelization. This is discussed next.

\subsection{Parallelization of the Sum-Product Algorithm}
In this section, the aim is to enable the parallel computation of the forward and backward potentials. It follows from the previous section that the computation of the forward potentials corresponds to the computation of the all-prefix-sums operation for the associative operator \( \otimes \) and elements \( a_{i:i+1} \). In fact, we have that
\[ a_{0:1} = \psi^f_{1,1}(x_1), \]
\[ a_{0:2} = a_{0:1} \otimes a_{1:2} = \psi^f_{1,2}(x_2), \]
\[ \vdots \]
\[ a_{0:T} = a_{0:1} \otimes \cdots \otimes a_{T-1:T} = \psi^f_{1,T}(x_T). \quad (23) \]

Similarly, computing the backward potentials, which correspond to elements \( \{a_{k:T}\} \) can be seen as the reversed all-prefix-sums operation.

Therefore, we can use the parallel-scan algorithm to compute the forward and backward potentials along with the marginal distributions in parallel. The pseudocode of the resulting algorithm is summarized in Algorithm 3.

As all the steps in Algorithm 3 are either fully parallelizable, or parallelizable by means of the parallel-scan algorithm, then span and work complexities can be summarized as follows.
Algorithm 3: The Parallel Sum-Product Algorithm.

Input: The potentials $\psi_k(\cdot)$, $k = 1, \ldots, T$ and the operator $\otimes$, see Definition 3.
Output: The marginals $p(x_k)$ for $k = 1, \ldots, T$.
1: for $k \leftarrow 1$ to $T$ do \triangleright In parallel
2: Initialize $a_{k-1:k}$.
3: end for
4: Run parallel-scan to get $a_{0:k} = \psi_{1,1}^f(x_k)$, $k = 1, \ldots, T$.
5: for $k \leftarrow 1$ to $T$ do \triangleright In parallel
6: Initialize $a_{k:k+1}$.
7: end for
8: Run reversed parallel-scan to get $a_{k:T+1} = \psi_{1,k}^b(x_k)$, $k = 1, \ldots, T$.
9: for $k \leftarrow 1$ to $T$ do \triangleright In parallel
10: Compute marginals $p(x_k)$ using Eq. (22).
11: end for

Proposition 1: The parallel sum-product algorithm (Algorithm 3) has a span complexity $O(\log T)$ and a work complexity $O(T)$.

Proof: The initializations for the elements for both the forward and backward passes as well as the marginal computations are fully parallelizable and, hence, have span complexities $O(1)$ and work complexities $O(T)$. The parallel-scan algorithm passes have span complexities $O(\log T)$ and work complexities $O(T)$. Therefore, the total span complexity is $O(\log T)$ and the total work complexity is $O(T)$.

It is useful to remark that the computational complexity depends also on the number of states $D$. However, it depends on the details of how much we can parallelize inside the initializations and operator applications, which is what determines the dependence of the span complexity on $D$.

IV. PARALLEL VITERBI AND MAX-PRODUCT ALGORITHMS

In this section, we present the parallel formulation of the Viterbi and max-product algorithms. In Section IV-A, we review the classical Viterbi algorithm. In Section IV-B, we propose a parallel Viterbi algorithm based on optimal paths. In Section IV-C, we propose another alternative parallel Viterbi algorithm based on the max-product formulation.

A. Classical Viterbi Algorithm

The Viterbi algorithm is a classical algorithm based on dynamic programming principle that computes the most likely sequence of states [2], [13], [43], also known as the MAP estimate of the hidden states. We aim to compute the estimate $x^*_1:T$ by maximizing the posterior distribution

$$p(x_1:T \mid y_1:T) = \frac{p(y_1:T, x_1:T)}{p(y_1:T)} \propto p(y_1:T, x_1:T).$$

This is equivalent to maximizing the joint probability distribution

$$p(y_1:T, x_1:T) = p(x_1) p(y_1 \mid x_1) \prod_{t=2}^{T} p(y_t \mid x_t) p(x_t \mid x_{t-1}),$$

which results in

$$x^*_1:T = \arg\max_{x_1:T} p(y_1:T, x_1:T).$$

In terms of potentials, obtaining $x^*_1:T$ is equivalent to the maximization of Eq. (6).

The classical Viterbi algorithm [2], [13] operates as follows. Assume that we have $V_{k-1}(x_{k-1})$ which denotes the probability of the maximum probability path $x^*_{1:k-1}$ that ends at $x_{k-1}$. We also assume the corresponding optimal state is $x^*_{k-1}$, which is a function of $x_{k-1}$, and hence, denoted as $u_{k-1}(x_{k-1})$. Then, $V_k(x_k)$ and $u_{k-1}(x_k)$ are given by

$$V_k(x_k) = \max_{x_{k-1}}[p(y_k \mid x_k) p(x_k \mid x_{k-1}) V_{k-1}(x_{k-1})],$$

$$u_{k-1}(x_k) = \arg\max_{x_{k-1}}[p(y_k \mid x_k) p(x_k \mid x_{k-1}) V_{k-1}(x_{k-1})],$$

with the initial condition

$$V_1(x_1) = p(x_1) p(y_1 \mid x_1).$$

At the final step, we just take

$$x^*_T = \arg\max_{x_T} V_T(x_T),$$

and then we compute in backwards to recover the Viterbi path $x^*_1:T$ as

$$x^*_{k-1} = u_{k-1}(x^*_k).$$

In terms of potentials, the pseudocode for Viterbi algorithm can be written as in Algorithm 4. As the computational complexity of the forward pass is $O(D^2T)$ and that of the backward pass is $O(T)$, the total computational complexity of the Viterbi algorithm is $O(D^2T)$.

Algorithm 4: The Classical Viterbi Algorithm.

Input: The potentials $\psi_k(\cdot)$ for $k = 1, \ldots, T$.
Output: The Viterbi path $x^*_1:T$.
1: // Forward pass:
2: $V_1(x_1) = \psi_1(x_1)$
3: for $k \leftarrow 2$ to $T$ do \triangleright Sequentially
4: $V_k(x_k) = \max_{x_{k-1}}[\psi_k(x_{k-1}, x_k) V_{k-1}(x_{k-1})]$
5: $u_{k-1}(x_k) = \arg\max_{x_{k-1}}[\psi_k(x_{k-1}, x_k) V_{k-1}(x_{k-1})]$
6: end for
7: // Backward pass:
8: $x^*_T = \arg\max_{x_T} V_T(x_T)$
9: for $k \leftarrow T$ to 2 do
10: $x^*_{k-1} = u_{k-1}(x^*_k)$
11: end for
Please note that, in this paper, we assume that the MAP estimate is unique for simplicity of exposition. However, the results can be extended to account for multiple solutions.

B. Path-Based Parallelization

In order to design a parallel version of the Viterbi algorithm, we first need to find an element \( \hat{a}_{i:j} \) and the binary associative operator \( \lor \) for the Viterbi algorithm. Let \( \hat{a}_{i:j} \) consists of a pair of elements associated with probability and the path from state \( x_i \) to \( x_j \) such that

\[
\hat{a}_{i:j} = \left( A_{i:j}(x_i, x_j), \hat{X}_{i:j}(x_i, x_j) \right).
\]

(31)

Here, \( A_{i:j}(x_i, x_j) \) is the maximum probability of the path and \( \hat{X}_{i:j}(x_i, x_j) \) is a column vector containing the most probable path sequence starting at \( x_i \) and ending at \( x_j \). Now, we define the associative operator \( \lor \).

**Definition 4:** For two elements

\[
\hat{a}_{i:j} = \left( A_{i:j}(x_i, x_j), \hat{X}_{i:j}(x_i, x_j) \right),
\]

\[
\hat{a}_{j:k} = \left( A_{j:k}(x_j, x_k), \hat{X}_{j:k}(x_j, x_k) \right),
\]

(32)

the binary associative operator \( \lor \) for the MAP estimate in an HMM is defined as

\[
\hat{a}_{i:k} = \hat{a}_{i:j} \lor \hat{a}_{j:k},
\]

(33)

where

\[
\hat{a}_{i:k} = \left( A_{i:k}(x_i, x_k), \hat{X}_{i:k}(x_i, x_k) \right)
\]

\[
= \left( \max_{x_j} A_{i:j}(x_i, x_j) A_{j:k}(x_j, x_k), \hat{X}_{i:j}(x_i, x_j), \hat{X}_{j:k}(x_j, x_k) \right)
\]

(34)

and

\[
\hat{x}_j(x_i, x_k) = \arg \max_{x_j} A_{i:j}(x_i, x_j) A_{j:k}(x_j, x_k)
\]

(35)

with

\[
A_{k-1:k}(x_{k-1}, x_k) = \psi_{k-1,k}(x_{k-1}, x_k),
\]

\[
\hat{X}_{k-1:k}(x_{k-1}, x_k) = \emptyset,
\]

\[
A_{0:1}(\cdot, x_1) = \psi_1(x_1),
\]

\[
\hat{X}_{0:1}(\cdot, x_1) = \emptyset.
\]

**Lemma 2:** The operator \( \lor \) is associative.

**Proof:** See Appendix B for the proof.

**Theorem 3:** We have

\[
A_{i:j}(x_i, x_j) = \max_{x_{i+1:j-1}} \prod_{k=i+1}^{j} \psi_{k-1,k}(x_{k-1}, x_k),
\]

(36)

\[
\hat{X}_{i:j}(x_i, x_j) = \arg \max_{x_{i+1:j-1}} \prod_{k=i+1}^{j} \psi_{k-1,k}(x_{k-1}, x_k),
\]

(37)

where \( A_{i:j} \) corresponds to the probability of the MAP estimate starting from \( x_i \) and ending at \( x_j \), and \( \hat{X}_{i:j} \) represents the sequence of the corresponding paths.

**Proof:** See Appendix C.

Putting \( i = 0 \) and \( j = T + 1 \) in Theorem 3 above leads to the following result.

**Corollary 1:** We have

\[
\hat{a}_{0:T+1} = \left( \psi_1(x_1^*) \prod_{t=2}^{T} \psi_{t-1,t}(x_{t-1}^*, x_t^*) \right),
\]

(38)

where \( x_{1:T}^* \) is the MAP estimate given by Eq. (26).

It is now possible to form a parallel algorithm for the elements \( \hat{a}_{i:j} \) with the associative operator \( \lor \) by leveragin the parallel-scan algorithm for computing the quantity in Corollary 1. However, each element \( \hat{a}_{i:j} \) contains a path of length \( j - i - 2 \) for each state pair and, therefore, the memory requirements to store the state sequences are high. Thus, in the next section, we propose an alternative approach with lower memory requirements.

C. Max-Product Formulation

Until now, we have used the Viterbi algorithm in forward direction. However, the MAP estimate can also be computed by using the max-product algorithm (see cf. [33]). Let \( \tilde{\psi}_f_k(x_k) \) denote the maximum probability of the optimal path ending at \( x_k \), and \( \tilde{\psi}_b_k(x_k) \) denote the maximum probability of starting at \( x_k \). This implies that

\[
\tilde{\psi}_f_k(x_k) = A_{0:k}(x_0, x_k),
\]

\[
\tilde{\psi}_b_k(x_k) = A_{k:T+1}(x_k, x_{T+1}),
\]

(39)

where the dependence on \( x_0 \) and \( x_{T+1} \) is only a notational expression (cf. Eq. (15)). From Definition 4, we get the following recursions for these quantities.

**Lemma 3:** The maximum forward and backward probabilities admit the recursions

\[
\tilde{\psi}_f_k(x_k) = \max_{x_{k-1}} \tilde{\psi}_{k-1:k}(x_{k-1}, x_k),
\]

\[
\tilde{\psi}_b_k(x_k) = \max_{x_{k+1}} \tilde{\psi}_{k:k+1}(x_k, x_{k+1}),
\]

(40)

with initial conditions \( \tilde{\psi}_f_1(x_1) = \psi_1(x_1) \) and \( \tilde{\psi}_b_T(x_T) = 1 \).

The MAP estimate \( x_k^* \) can be computed by maximizing the product \( \tilde{\psi}_f_k(x_k) \tilde{\psi}_b_k(x_k) \). This is summarized in the following theorem.

**Theorem 4:** Given the maximum forward potentials \( \tilde{\psi}_f_k(x_k) \) and the maximum backward potentials \( \tilde{\psi}_b_k(x_k) \), the MAP estimate at time step \( k \) is determined by

\[
x_k^* = \arg \max_{x_k} \tilde{\psi}_f_k(x_k) \tilde{\psi}_b_k(x_k)
\]

(41)

for \( k = 1, \ldots, T \).

**Proof:** See Appendix D.

Theorem 4 follows from the generalized MAP estimate for an arbitrary graph discussed in Ref. [33, ch. 13]. However, we compute the elements of these forward and backward potentials in parallel.
Algorithm 5: The Parallel Max-Product Algorithm.

Input: The potentials $\psi_k(x), \kappa = 1, \ldots, T$ and the operator $\lor$, see Definition 5.

Output: The Viterbi path $x^*_{1:T}$.

1: for $k \leftarrow 1$ to $T$ do \hfill >> In parallel
2: \hspace{1em} Initialize $\bar{a}_{k-1:k}$.
3: \hspace{1em} end for
4: Run parallel-scan to get $\bar{a}_{0:k} = \bar{\psi}^f_{1,k}(x_k), \kappa = 1, \ldots, T$.
5: for $k \leftarrow 1$ to $T$ do \hfill >> In parallel
6: \hspace{1em} Initialize $\bar{a}_{k,k+1}$.
7: \hspace{1em} end for
8: Run reversed parallel-scan to get $\bar{a}_{k:T+1} = \bar{\psi}^b_{k,T}(x_k), \kappa = 1, \ldots, T$.
9: for $k \leftarrow 1$ to $T$ do \hfill >> In parallel
10: \hspace{1em} Compute the optimal state $x^*_{k}$ using Eq. (40).
11: end for

Let us now define an element $\bar{a}_{i:j}$ that consists of the upper part of $\bar{a}_{i:j}$ where the path is left out. These elements can be computed without actually storing the paths $x^*_{i:j}$ which provides a computational advantage.

Definition 5: For two elements $\bar{a}_{i:j} = A_{i:j}(x_i, x_j)$ and $\bar{a}_{j:k} = A_{j:k}(x_j, x_k)$, the binary operator $\lor$ can be defined as
\[
\bar{a}_{i;k} = \bar{a}_{i:j} \lor \bar{a}_{j;k},
\] (41)
where
\[
\bar{a}_{i;k} = \max_{x_j} A_{i:j}(x_i, x_j)A_{j:k}(x_j, x_k).
\] (42)

The element $\bar{a}_{i:j}$ and the operator also inherit the associative property of the element $\bar{a}_{i:j}$ and, therefore, we also have $\bar{a}_{i;k} = A_{i:k}(x_i, x_k)$.

We can now compute the maximum forward and backward potentials in terms of these associative operators and elements, which is summarized in the following.

Proposition 2: The maximum forward potential can be computed as
\[
\bar{a}_{0:k} = \bar{\psi}^f_{k}(x_k), \quad k > 0.
\]

Proof: This follows from Theorem 3.

Proposition 3: The maximum backward potential can be computed as
\[
\bar{a}_{k:T+1} = \bar{\psi}^b_{k}(x_k), \quad k > 0.
\]

Proof: This follows from Theorem 3.

Similarly to the sum-product algorithm in Section III-D, we can now parallelize the max-product algorithm. The steps are summarized in Algorithm 5. The span and work complexities of the algorithm are summarized in the following proposition.

Proposition 4: The span complexity of the parallel max-product algorithm (Algorithm 5) is $O(\log T)$ and the work complexity is $O(T)$. Hence the result follows.

V. Extensions

In this section, we discuss extensions of the parallel-scan framework for the inference in HMMs.

A. Generic Associative Operations

We defined the parallel-scan framework in terms of sum-product and max-product for HMMs. We can easily extend this framework to operations of the form expressed by Eq. (7) for arbitrary associative operators. In particular, we can also consider continuous-state Markov processes; in this case, the operator becomes integration and we get similar algorithms to the ones described in [30], except that the smoother will be a two-filter smoother instead of a Rauch–Tung–Striebel smoother. In particular, for linear Gaussian systems, we get a parallel version of the two-filter Kalman smoother.

B. Block-Wise Operations

In this article, we have restricted our consideration to pairwise Markovian elements, that is, we assign a single observation and state to a single element. However, it is possible to perform binary association operations in parallel on a block level, where we assign a single computational element to a set of consecutive observations and states [30]. In other words, we can define a block of consecutive $l$ observations and states as a single element in the parallel framework. This single element processes a block of measurements before combining the results with other elements. This kind of block-processing can be advantageous when the number of computational cores is limited.

C. Parameter Estimation

Another task of the HMM inference is to estimate parameters of the model. One possible solution is to use the Baum–Welch algorithm (BWA) [44], which is a special case of expectation–maximization (EM) algorithm [45]. In expectation step, BWA uses the forward-backward algorithm, which can be parallelized using the methods proposed in this article.

VI. EXPERIMENTAL RESULTS

For our experiment, we consider the Gilbert–Elliott (GE) channel model [2], which is a classical model used in the transmission of signals in digital communication channels. The model describes the burst error patterns in communication channels and simulates the error performance of the communication link. This model consists of two hidden Markov states $b_k$ and $s_k$, where $b_k$ represents the binary input signal to be transmitted and $s_k$ represents the channel regime binary signal. It is assumed that the input signal $b_k$ may be flipped by an independent error, which can be modeled as $y_k = b_k \oplus v_k$. Here, $y_k$ is the measurement signal, which is observable. Furthermore, $v_k \in \{0, 1\}$ is a Bernoulli sequence, and $\oplus$ is the exclusive-or operation.
The exclusive-or operation ensures that \( y_k = b_k \) if \( v_k = 0 \), and \( y_k \neq b_k \) if \( v_k = 1 \).

The regime input signal \( s_k \) is modeled as a two-state Markov chain that represents high and low error conditions of the channel. More specifically, if an error occurs (\( v_k = 1 \)), the probability of error has either a small value (\( q_0 \)) or a large value (\( q_1 \)). Moreover, we denote the probability of transition from a high error state (\( s_{k-1} = 1 \)) to a low error state (\( s_k = 0 \)) as \( p_0 \). Similarly, we present the probability of transition from a low error state (\( s_{k-1} = 0 \)) to a high error state (\( s_k = 1 \)) as \( p_1 \). We also denote the state switch probability of \( b_k \) as \( p_2 \).

In order to recover the hidden states, we use the joint model \( x_k = (s_k, b_k) \) which is a 4-state Markov chain (\( D = 4 \)) consisting of the states \( \{(0, 0), (0, 1), (1, 0), (1, 1)\} \). These states are encoded as \( x_k \in \{0, 1, 2, 3\} \). The transition matrix \( \Pi \) and the observation model \( O \), which encode the information in \( p(x_k \mid x_{k-1}) \) and \( p(y_k \mid x_k) \), respectively, are given in Eq. (43), shown at the bottom of this page. An example of the states and the corresponding measurements from the GE model is shown in Fig. 2.

To evaluate the performance of our proposed methods, we simulated the states and measurements with varying lengths of time series ranging from \( T = 10^2 \) to \( T = 10^5 \) and averaged the run times (10 repetitions for sequential methods and 100 for parallel ones). It is worth noting that we evaluate the methods only in terms of computational time (not error performance), because the parallel and sequential methods are algebraically equivalent and, therefore, there is no difference in their error performance.

In the experimental setup, we used the open-source TensorFlow 2.4 software library [46]. The library natively implements the vectorization and associative scan primitives that can be used to implement the methodology for both CPUs and GPUs. In this experiment, we set the values of parameters of the GE model given in Eq. (43) as follows: \( p_0 = 0.03, p_1 = 0.1, p_2 = 0.05, q_0 = 0.01, q_1 = 0.1 \). The initial prior for the state is uniform, \( p(x_1) = 0.25 \) for \( x_1 \in \{0, 1, 2, 3\} \). We ran the sequential and parallel Bayesian smoothers (BS-Seq, BS-Par) [32], sequential and parallel sum-product based smoothers (SP-Seq, SP-Par) from Section III, and sequential and parallel max-product based MAP estimators (MP-Seq, MP-Par) from Section IV on both CPU and GPU. We also ran the classical Viterbi algorithm (see Algorithm 4) for comparison. The experiment was carried both on a CPU, AMD Ryzen™ Threadripper™ 3960X with 24 Cores and 3.8 GHz, and a GPU, NVIDIA® Ampere® GeForce RTX 3090 (GA102) with 10 496 cores.

Average run times are shown in Figs. 3 and 4. It is clear that the parallel algorithms are computationally faster than the sequential versions both on the CPU and the GPU. Although the difference is much more pronounced on the GPU, even on the CPU, we can see a benefit of parallelization. Nevertheless, the number of computational cores is orders of magnitude smaller than in the GPU (24 vs. 10 496 cores). Among the compared methods, the max-product-based parallel method is the fastest, sum-product-based parallel method is the second, and the parallel Bayesian smoother is the third, on both the CPU and the GPU. A similar order can be seen among the sequential method results and the classical Viterbi is placed between the other sequential methods.

Average run times of the parallel methods on the GPU (on a linear scale) are separately shown in Fig. 5. From the figure, it can be seen that the computational times initially grow logarithmically as is predicted by the theory and then, for the Bayesian smoother and the sum-product method retain back to linear when the time series length becomes longer than \( \sim 5 \times 10^4 \). However, the max-product method remains sub-linear even

$$\Pi = \begin{pmatrix}
(1 - p_0)(1 - p_2) & p_0(1 - p_2) & (1 - p_0)p_2 & p_0p_2 \\
p_1(1 - p_2) & (1 - p_1)(1 - p_2) & p_1p_2 & (1 - p_1)p_2 \\
(1 - p_0)p_2 & p_0p_2 & (1 - p_0)(1 - p_2) & p_0(1 - p_2) \\
p_1p_2 & (1 - p_1)p_2 & p_1(1 - p_2) & (1 - p_1)(1 - p_2)
\end{pmatrix}, \quad O = \begin{pmatrix}
(1 - q_0) & q_0 \\
(1 - q_1) & q_1 \\
q_0 & (1 - q_0) \\
q_1 & (1 - q_1)
\end{pmatrix}. \quad (43)$$

Here,

$$\Pi = p(x_k \mid x_{k-1})$$

and

$$O = p(y_k \mid x_k).$$
Fig. 3. Average computation times on the CPU for sequential and parallel Bayesian smoothers (BS-Seq, BS-Par), sequential and parallel sum-product algorithms (SP-Seq, SP-Par), sequential and parallel max-product algorithms (MP-Seq, MP-Par), and the classical Viterbi algorithm (Viterbi).

Fig. 4. Average computation times on the GPU for sequential and parallel Bayesian smoothers (BS-Seq, BS-Par), sequential and parallel sum-product algorithms (SP-Seq, SP-Par), sequential and parallel max-product algorithms (MP-Seq, MP-Par), and the classical Viterbi algorithm (Viterbi).

Fig. 5. Average computation times on the GPU for parallel Bayesian smoothers (BS-Par-GPU), parallel sum-product algorithm (SP-Par-GPU), and parallel max-product algorithm (MP-Par-GPU).

Fig. 6. Ratio of the average run times of the sequential methods (BS) and the corresponding parallel methods (SP, MP) on the GPU.

beyond the time series length of $10^5$, which is likely due to less computational operations needed. It is worth mentioning that the mean absolute error between Bayesian smoothers and sum-product based smoothers is insignificant ($\leq 10^{-16}$). This difference is due to numerical inaccuracies. The same conclusion can be drawn for max-product based MAP estimators and the Viterbi algorithm.

Finally, Fig. 6 shows the ratio of the average run times of the sequential methods and the corresponding parallel methods on the GPU. It can be seen that with time series length of $\sim 5 \times 10^4$, the speed-up is already between 2000–3000 and with time series of length $10^5$, the speed-up in the max-product method is $\sim 6000$. On the other hand, with the Bayesian smoother and sum-product methods, the speed-up is $\sim 3000–4000$.

VII. CONCLUSION

In this paper, we have proposed a parallel formulation of HMM inference. We have considered the computation of both the marginal smoothing distributions as well as the MAP estimate. The proposed formulation enables efficient parallel computation is HMMs by reducing the time complexity from linear to logarithmic. The algorithms are based on reformulating the HMM inference problems in terms of associative operators which can be parallelized using the parallel-scan algorithm. We
also showed the practical advantage of our proposed methods with experiments in multi-core CPU and GPU.

APPENDIX

A. Proof of Lemma 1

In this section, we prove the associative property of the operator $\otimes$ stated in Lemma 1. For this, we need to prove that for three general elements $a_{i:j}$, $a_{j:k}$, $a_{k:l}$, the following statement holds

\[
(a_{i:j} \otimes a_{j:k}) \otimes a_{k:l} = a_{i:j} \otimes (a_{j:k} \otimes a_{k:l}),
\]

where $0 \leq i < j < k < l$. (44)

We proceed to perform the calculations to the left-hand side of Eq. (44) to check that they yield the same result as in the right-hand side, that is,

\[
(a_{i:j} \otimes a_{j:k}) \otimes a_{k:l} = \sum_{x_k} \left( \sum_{x_j} \psi_{i,j}(x_i, x_j) \psi_{j,k}(x_j, x_k) \right) \psi_{k,l}(x_k, x_l) = \sum_{x_j} \psi_{i,j}(x_i, x_j) \left( \sum_{x_k} \psi_{j,k}(x_j, x_k) \psi_{k,l}(x_k, x_l) \right) = a_{i:j} \otimes (a_{j:k} \otimes a_{k:l}),
\]

which gives the result.

B. Proof of Lemma 2

In this section, we prove the associative property of the operator $\lor$ as stated in Lemma 2. We need to prove that for three general elements $\hat{a}_{i:j}$, $\hat{a}_{j:k}$, $\hat{a}_{k:l}$, the following statement holds

\[
(\hat{a}_{i:j} \lor \hat{a}_{j:k}) \lor \hat{a}_{k:l} = \hat{a}_{i:j} \lor (\hat{a}_{j:k} \lor \hat{a}_{k:l}),
\]

where $0 \leq i < j < k < l$. (45)

From Definition 4, we can write

\[
\hat{a}_{i:j} \lor \hat{a}_{j:k} = \left( \hat{A}_{i:k}(x_i, x_k) \right), \tag{46}
\]

where

\[
A_{i:k}(x_i, x_k) = \max_{x_j} A_{i:j}(x_i, x_j) A_{j:k}(x_j, x_k), \tag{47a}
\]

\[
\hat{X}_{i:k}(x_i, x_k) = \left( \hat{X}_{i:j}(x_i, x_j, x_j), \hat{x}_{j}(x_i, x_j) \right), \tag{47b}
\]

and

\[
\hat{x}_{j}(x_i, x_j) = \arg \max_{x_j} A_{i:j}(x_i, x_j) A_{j:k}(x_j, x_k). \tag{48}
\]

Now, combining the maximum probability of MAP estimates for the element $\hat{a}_{k:l}$, we can write Eq. (47a) as

\[
A_{i:j}(x_i, x_j) = \max_{x_k} A_{i:k}(x_i, x_k) A_{k:l}(x_k, x_j)
\]

\[
= \max_{x_k} \left\{ \max_{x_j} A_{i:j}(x_i, x_j) A_{j:k}(x_j, x_k) \right\} \times A_{k:l}(x_k, x_j)
\]

\[
= \max_{x_j} A_{i:j}(x_i, x_j)
\]

\[
\times \left\{ \max_{x_k} A_{j:k}(x_j, x_k) A_{k:l}(x_k, x_j) \right\}
\]

\[
= \max_{x_j} A_{i:j}(x_i, x_j) A_{j:l}(x_j, x_l), \tag{49}
\]

Now, combining the Viterbi path of the element $\hat{a}_{k:l}$, we can write Eq. (47b) as

\[
\hat{X}_{i:l}(x_i, x_l) = \arg \max_{x_k} A_{i:k}(x_i, x_k) A_{k:l}(x_k, x_l)
\]

\[
= \arg \max_{x_k} \left\{ \arg \max_{x_j} A_{i:j}(x_i, x_j) A_{j:k}(x_j, x_k) \right\} \times A_{k:l}(x_k, x_l)
\]

\[
= \arg \max_{x_j} A_{i:j}(x_i, x_j)
\]

\[
\times \left\{ \arg \max_{x_k} A_{j:k}(x_j, x_k) A_{k:l}(x_k, x_l) \right\}
\]

\[
= \arg \max_{x_j} A_{i:j}(x_i, x_j) A_{j:l}(x_j, x_l). \tag{50}
\]

From Eq. (49) and Eq. (50), it follows that the operator $\lor$ is associative.

C. Proof of Theorem 3

In this section, we prove Theorem 3 by induction. We first note that the theorem is true for $i = k$ and $j = k + 1$. Furthermore, if the assertion is true for $i + 1 < j$, we proceed to show that it holds for any $i$. By using Eq. (34) we get

\[
A_{i:j}(x_i, x_j)
\]

\[
= \max_{x_{i+1}} A_{i:i+1}(x_i, x_{i+1}) A_{i+1:j}(x_{i+1}, x_j)
\]

\[
= \max_{x_{i+1}} \psi_{i,i+1}(x_i, x_{i+1}) \max_{x_{i+2}} \left\{ \prod_{t=i+2}^j \psi_{t-1,t}(x_{t-1}, x_t) \right\}
\]

\[
= \max_{x_{i+1}} \left\{ \prod_{t=i+1}^j \psi_{t-1,t}(x_{t-1}, x_t) \right\}. \tag{51}
\]
We similarly get
\[
\hat{X}_{i:j}(x_i, x_j) = \left( \hat{X}_{i+1}(x_i, \hat{x}_{i+1}(x_i, x_j)), \hat{x}_{i+1}(x_i, x_j) \right)
\]
\[
\hat{X}_{i+1:j}(\hat{x}_{i+1}(x_i, x_j), x_j) = \left( \arg\max_{x_i+1} \psi_{i+1}(x_{i+1}, x_j) \max_{x_{i+2}, j-1} \prod_{t=i+2}^j \psi_{t-1,t}(x_{t-1}, x_t), \right.
\]
\[
\\left. \max_{x_{i+1}, x_{i+2}, j-1} \prod_{t=i+2}^j \psi_{t-1,t}(x_{t-1}, x_t) \right)
\]
\[
= \arg\max_{x_{i+1}, x_{i+2}, j-1} \prod_{t=i+1}^j \psi_{t-1,t}(x_{t-1}, x_t),
\]
which concludes the proof.

D. Proof of Theorem 4

In this section, we prove Theorem 4. That is, given the maximum forward probability \( \psi^f_k(x_k) \) of path ending at \( x_k \), and the maximum backward probability \( \psi^b_k(x_k) \) of path starting at \( x_k \), the MAP estimate at time step \( k \) is given by Eq. (40).

Due to the associative property of the operator, we can write
\[
\hat{a}_{0:T+1} = \hat{a}_{0:k} \lor \hat{a}_{k:T+1} = \left( \psi_1(x_1) \prod_{t=2}^{T} \psi_1(x_{t-1}, x_T) \right),
\]
which is given by
\[
\hat{a}_{0:k} \lor \hat{a}_{k:T+1} = \left( \max_{x_k} A_{0:k}(x_0, x_k) A_{k:T+1}(x_k, x_{T+1}) \right)
\]
\[
= \left( \hat{X}_{0:k}(x_0, \hat{x}_k(x_0, x_{T+1})), \hat{x}_k(x_0, x_{T+1}), \hat{x}_{k:T+1}(x_k, x_{T+1}), x_{T+1} \right).
\]

Here, the dependence on \( x_0 \) and \( x_{T+1} \) is only a notational expression and the term
\[
\hat{x}_k(x_0, x_{T+1}) = \arg\max_{x_k} A_{0:k}(x_0, x_k) A_{k:T+1}(x_k, x_{T+1})
\]
\[
= \arg\max_{x_k} \psi^f_k(x_k) \psi^b_k(x_k)
\]
has to be the \( k \)th element on the optimal path in order to match the right-hand side of Eq. (53).
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