Dependence structure for the product of bi-dimensional finite-variance VAR(1) model components. An application to the cost of electricity load prediction errors.
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Abstract

In this paper we analyze the product of bi-dimensional VAR(1) model components. For the introduced time series we derive general formulas for the autocovariance function and study its properties for different cases of cross-dependence between the VAR(1) model components. The theoretical results are then illustrated in the simulation study for two types of bivariate distributions of the residual series, namely the Gaussian and Student’s t. We also show a possible practical application of the obtained results based on the data from the electricity market.
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1. Introduction

One of important branches of probability theory is the analysis of a product of two (or even more) random variables. This issue is also relevant for statistics and applied mathematics. When one considers the product of random variables, the main attention is paid to its distribution and the analysis on how the probabilistic properties of the individual random variables influence the characteristics of their product. In the literature one can find research devoted to the analysis when the marginal random variables come from the same class of distributions with the special attention on the Gaussian and Student’s t cases (e.g. M. Ahsanullah, 2014; Nadarajah and Dey, 2006; Li et al., 2020; Seijas-Macías and Oliveira, 2012). See also Nadarajah (2008a,c, 2005); Garg et al. (2016); Malik and Trudel (1986); Homei (2019); Tang and Gupta (1984); Bhargava and Khatri (1981); Nadarajah (2008b). However, one can also find the analysis related to the product of random variables coming from different classes of distributions, see e.g. Gaussian and Laplace distributions (Nadarajah and Kotz, 2005a, 2011), Gamma and Weibull distributions (Nadarajah and Kotz, 2006), Gamma and Beta distributions (Nadarajah and Kotz, 2005b) or Pareto and Gamma distributions (Nadarajah, 2010). For other references we refer the readers to Shakil and Kibria (2007); Nadarajah and Kotz (2016); Idrizi (2014). The theoretical results related to the product random variables were used in various applications, including finance, risk management, economy, but also physical sciences, reliability theory, hydrology, and many others, see e.g. Galambos and Simonelli (2004); Podolski (1972); Wilson and Touni (2005); Cigizoglu and Bayazit (2000); Ly et al. (2019); Salo et al. (2006); Yang and Wang (2013); Bhargav et al. (2018); Nadarajah and Kotz (2008).

In this paper we extend the methodology related to the product random variables and analyze the product of two time series being the components of bi-dimensional discrete-time model, namely the vector autoregressive time series of order 1, called VAR(1) (see e.g. Brockwell and Davis, 2016). VAR is one of the classical multi-dimensional models used in various applications, especially in economy and finance (Johansen, 2000; Hansen, 2003; Zivot and Wang, 2006). There are also many interesting research studies devoted to the theoretical analysis of VAR time series, see e.g. Lütkepohl (1985); Saikkonen and Lütkepohl (2000).
To our best knowledge, the problem related to time series (or general stochastic process) being a product of other time series is rarely discussed in the literature, but from the theoretical as well as practical point of view it seems to be very interesting. We refer the readers to the paper of Wecker (1978), where the basic statistics are discussed for time series being a product of two stationary models. In the mentioned bibliography position, the author highlighted that the product time series is crucial in nonlinear time series analysis or in the theory of time series with random parameters. An analysis related to the product of stochastic (time dependent) components is presented by Tella and Geiss (2020), where the authors discuss the product of stochastic iterated integrals associated with general Lévy processes. See also Lee and Shih (2004); Russo and Vallois (1998).

In the theory of finite-variance time series, the most important characteristics describing the model is the autocovariance function (ACVF) in contrast to the theory of random variables, where the crucial point is the probabilistic distribution. Thus, in this paper, the main attention will be devoted to the analysis of the mean function and the ACVF of the time series being a product of two components of the finite-variance VAR(1) model. We check how the parameters of the bi-dimensional model influence the product’s characteristics. The special attention is paid to the correlation coefficients of the residual series. We will show that the dependence between the residual series components of the VAR(1) model have a strong impact on the ACVF of the analysed time series independently of the residuals distribution. The distribution of the product time series is not deeply analyzed in this paper, however it is worth mentioning, that it can be obtained by using the results for the product random variables, see e.g. Adamska et al. (2021).

In this paper, we also analyze special cases related to the dependency between components of the bi-dimensional model and discuss how their cross-dependence structure influences the ACVF of the product time series. Two cases of the residuals’ distribution are examined in the simulation study, namely the bivariate Gaussian and bivariate Student’s t and their impact on the analyzed model is demonstrated. The presented simulation studies indicate the important differences between the cases related to the dependence of the VAR(1) model’s components and their distribution.

Finally, the theoretical results are applied to the Danish electricity market case study. We show that the total cost of load prediction errors, which is the product of these errors and electricity prices, can be well described by time series being the product of the VAR(1) model components with the Student’s t distribution. The presented approach yields a model that is consistent for both variables as well as their product.

The rest of the paper is organized as follows. In Section 2 we recall the definition and main properties of the bi-dimensional VAR(1) model. Next, in Section 3 we introduce the product time series and derive general formulas for its mean and autocovariance function. Special cases are then analyzed theoretically in Section 4 and illustrated using simulated data in Section 5. Finally, Section 6 shows a possible practical application of the obtained results and Section 7 concludes the paper.

2. The bi-dimensional finite-variance VAR(1) model

Let us first remind the definition and main properties of the bi-dimensional vector autoregressive time series of order 1, called VAR(1) model.

**Definition 1.** (Brockwell and Davis, 2016) The bi-dimensional finite-variance VAR(1) time series \{X(t), t ∈ ℤ\} satisfies the following equation

\[
X(t) - \Phi X(t - 1) = Z(t),
\]

where \(X(t) = (X_1(t), X_2(t))\), \(\Phi\) is 2 × 2 matrix

\[
\Phi = \begin{bmatrix}
\phi_{11} & \phi_{12} \\
\phi_{21} & \phi_{22}
\end{bmatrix},
\]

and \{Z(t), t ∈ ℤ\} is the zero-mean bi-dimensional residual series, i.e. for each \(t ∈ ℤ\), \(Z(t) = (Z_1(t), Z_2(t))\).
In this paper we assume that \( \{Z(t)\} \) is a series of independent bi-dimensional random variables having the same distribution, i.e., for each \( t \in \mathbb{Z} \), \( (Z_1(t), Z_2(t)) \sim (Z_1, Z_2) \). Moreover, we consider only the finite-variance case, i.e., the covariance matrix of \( (Z_1, Z_2) \) (denoted further as \( \Gamma_Z \)) is properly defined. In the further analysis the variances of random variables \( Z_1 \) and \( Z_2 \) for any \( t \) are denoted as \( \sigma^2_{Z,1} \) and \( \sigma^2_{Z,2} \), respectively, while the correlation coefficient between them as \( \rho_Z \).

Let us assume that the following condition for the model coefficients is satisfied
\[
\text{det}(I - z\Phi) \neq 0 \quad \text{for all } z \in \mathbb{Z} \text{ such that } |z| \leq 1, \tag{3}
\]
i.e., the eigenvalues of the matrix \( \Phi \) (denoted further as \( \nu_1, \nu_2 ) \)) are less than 1 in the absolute value. Under this assumption, for each \( t \in \mathbb{Z} \) one can express \( X(t) \) in the causal representation
\[
X(t) = \sum_{j=0}^{+\infty} \Phi^j Z(t-j). \tag{4}
\]

Let us note that, when condition (3) is satisfied, then the coefficients \( \Phi^j \) are absolutely summable. In this case, the time series given in Eq. (4) is the unique bounded stationary solution of Eq. (1) and it converges (Brockwell and Davis, 2016). In this paper, we consider only the case when the eigenvalues of the matrix \( \Phi \) are the real numbers.

We take the following notation
\[
\Phi^j = \begin{bmatrix}
\phi^{(j)}_{11} & \phi^{(j)}_{12} \\
\phi^{(j)}_{21} & \phi^{(j)}_{22}
\end{bmatrix}, \quad j = 0, 2, \ldots. \tag{5}
\]
Obviously, for \( j = 0, \phi^{(j)}_{11} = \phi^{(j)}_{22} = 1 \) and \( \phi^{(j)}_{12} = \phi^{(j)}_{21} = 0 \). Williams (1992) shown that for a \( 2 \times 2 \) matrix, the coefficients of \( \Phi^j \) can be expressed in the following form depending on the eigenvalues of the matrix \( \Phi \):

- if \( \nu_1, \nu_2 \) are different eigenvalues of the matrix \( \Phi \), i.e., \( (\phi_{11} - \phi_{22})^2 \neq -4\phi_{21}\phi_{12} \) (and \( |\nu_1| < 1, |\nu_2| < 1 \)), then we have
  \[
  \Phi^j = \begin{bmatrix}
  \nu_2\nu_1^{-j} - \nu_1\nu_2^{-j} & \nu_2\nu_1^{-j}\phi_{11} + \nu_1\nu_2^{-j}\phi_{12} \\
  \nu_2\nu_1^{-j}\phi_{21} - \nu_1\nu_2^{-j}\phi_{22} & \nu_2\nu_1^{-j}\phi_{22} + \nu_1\nu_2^{-j}\phi_{21}
  \end{bmatrix}, \quad j = 1, 2, \ldots. \tag{6}
  \]

- if the eigenvalues of the matrix \( \Phi \) equal \( \nu_1 = \nu_2 = \nu \), i.e., \( (\phi_{11} - \phi_{22})^2 = -4\phi_{21}\phi_{12} \) (and \( |\nu| < 1 \)), then we have
  \[
  \Phi^j = \begin{bmatrix}
  j\nu^{j-1}\phi_{11} - (j-1)\nu^{j} & j\nu^{j-1}\phi_{12} \\
  j\nu^{j-1}\phi_{21} - (j-1)\nu^{j} & j\nu^{j-1}\phi_{22} - (j-1)\nu^{j}
  \end{bmatrix}, \quad j = 1, 2, \ldots. \tag{7}
  \]
Using Eq. (4) one can show that the components of the VAR(1) model can be expressed in the following form
\[
X_i(t) = \sum_{j=0}^{\infty} \sum_{k=1}^{2} \phi^{(j)}_{ik}Z_k(t-j), \quad i = 1, 2 \tag{8}
\]
and their distributions do not depend on \( t \). Thus, from Eq. (8) one can obtain the formulas for variances \( \sigma^2_{X,1}, \sigma^2_{X,2} \) of \( X_1(t) \) and \( X_2(t) \), respectively
\[
\sigma^2_{X,i} = \text{Var}(X_i(t)) = \sum_{j=0}^{\infty} \sum_{k,l=1}^{2} \phi^{(j)}_{ik} \phi^{(j)}_{il} \gamma_{Z,k,l}, \tag{9}
\]
where $\gamma_{Z,k,l}$ is the $(k,l)$ component of the covariance matrix $\Gamma_Z$. Recall that $\Gamma_Z$ is given by

$$
\Gamma_Z = \Gamma_Z(t) = \left[ \gamma_{Z,j,j}(t) \right]_{i,j=1}^2 = \left[ \mathbb{E}[Z_i(t)Z_j(t)] \right]_{i,j=1}^2,
$$

where $\gamma_{Z,i,i} = \sigma_{Z,i}^2$ and $\gamma_{Z,1,2} = \rho_Z \sigma_{Z,1} \sigma_{Z,2}$.

Let us note that the correlation coefficient between $X_1(t)$ and $X_2(t)$ is also independent on $t$ and it is given by

$$
\rho_X = \frac{\gamma_{X,1,2}}{\sigma_{X,1} \sigma_{X,2}} = \frac{\sum_{j=0}^{\infty} \sum_{k,l=1}^{2} \phi_{ik}^{(j)} \phi_{il}^{(j)} \gamma_{Z,k,l}}{\sqrt{\sum_{j=0}^{\infty} \sum_{k,l=1}^{2} \phi_{ik}^{(j)} \phi_{il}^{(j)} \gamma_{Z,k,l} \sum_{j=0}^{\infty} \sum_{k,l=1}^{2} \phi_{ik}^{(j)} \phi_{il}^{(j)} \gamma_{Z,k,l}}}.
$$

The autocovariance function of $\{X_i(t)\}$ for $i = 1, 2$ is independent on $t$ and takes the form

$$
ACVF_{X_i}(h) = \mathbb{E}[X_i(t)X_i(t+h)] = \sum_{j=0}^{\infty} \sum_{k,l=1}^{2} \phi_{ik}^{(j)} \phi_{il}^{(h+j)} \gamma_{Z,k,l}.
$$

Using the same reasoning as in the above calculations, one can show that the cross-covariance between $\{X_1(t)\}$ and $\{X_2(t)\}$ is also independent on $t$ and it is given by

$$
CCVF_{X_1,X_2}(h) = \mathbb{E}[X_1(t)X_2(t+h)] = \sum_{j=0}^{\infty} \sum_{k,l=1}^{2} \phi_{ik}^{(j)} \phi_{il}^{(h+j)} \gamma_{Z,k,l}.
$$

### 3. Product of the components of bi-dimensional finite-variance VAR(1) model

Here, we introduce the time series $\{Y(t), t \in \mathbb{Z}\}$ that is a product of two components of the bi-dimensional VAR(1) model discussed in the previous section. Precisely, for each $t \in \mathbb{Z}$ we have

$$
Y(t) = X_1(t)X_2(t),
$$

where the bi-dimensional time series $\{X(t)\}$ satisfies Eq. (1). Assuming that condition (3) is fulfilled and applying Eq. (8) one can show that for each $t \in \mathbb{Z}$, $Y(t)$ can be represented as

$$
Y(t) = \sum_{j,i=0}^{\infty} \sum_{k,l=1}^{2} \phi_{ik}^{(j)} \phi_{il}^{(i)} Z_k(t-j) Z_l(t-i).
$$

Using the above representation, one can calculate the main characteristics of the $\{Y(t)\}$ time series. In the lemmas presented below, we assume that in general, $\mathbb{E}[Z_k Z_l Z_n Z_r] < \infty$ for $k, l, n, r = 1, 2$. However, for some special cases (see Section 4), this assumption may be less restrictive depending on the relationship between components of the considered VAR(1) model.
Lemma 1. If \( \{Y(t)\} \) is the product time series defined in Eq. (15), where \( \{X_1(t)\} \) and \( \{X_2(t)\} \) are the two components of the finite-variance VAR(1) model given in Definition 1 satisfying the condition (3), then the expected value and variance of \( \{Y(t)\} \) exist and are given by

\[
\mathbb{E}(Y(t)) = \gamma_{X,1,2} = \rho_X \sigma_{X,1} \sigma_{X,2},
\]

(17)

\[
\text{Var}(Y(t)) = \sigma^2_Y = \mathbb{E} \left( \left( \sum_{j=0}^{\infty} \sum_{k,l=1}^{\infty} \phi^{(j)}_{1k} \phi^{(i)}_{2l} Z_k(t-j)Z_l(t-i) \right)^2 \right) - \gamma_{X,1,2}^2,
\]

(18)

where \( \sigma_{X,i}, \gamma_{X,1,2}, \rho_X \) are given in Eqs. (9), (11) and (12), respectively.

The proof of Lemma 1 follows directly from Eqs. (15) and (16).

In the following lemma, we present the formula for the ACVF of the time series \( \{Y(t)\} \), \( \text{ACVF}_Y(t, t+h) = \text{Cov}(Y(t), Y(t+h)) \) for \( t, h \in \mathbb{Z} \).

Lemma 2. If \( \{Y(t)\} \) is the product time series defined in Eq. (15), where \( \{X_1(t)\} \) and \( \{X_2(t)\} \) are the two components of the finite-variance VAR(1) model given in Definition 1 satisfying the condition (3), then the autocovariance function of \( \{Y(t)\} \) for \( h = 0, 1, \ldots \), exists and it has the following form

\[
\text{ACVF}_Y(t, t+h) = \sum_{j,i=0}^{\infty} \sum_{m,p=-h}^{\infty} \sum_{k,l,n,r=1}^{\infty} \phi^{(j)}_{1k} \phi^{(i)}_{2l} \phi^{(m+h)}_{1n} \phi^{(p+h)}_{2r} \mathbb{E}[Z_k(t-j)Z_l(t-i)Z_n(t-m)Z_r(t-p)]
\]

(19)

where \( \gamma_{X,1,2} \) is given in Eq. (11).

Proof: The expectations \( \mathbb{E}(Y(t)) \) and \( \mathbb{E}(Y(t+h)) \) are given in Eq. (17). Thus, we need to calculate \( \mathbb{E}(Y(t)Y(t+h)) \) for any \( h = 0, 1, \ldots \). Using Eq. (16) one obtains

\[
\mathbb{E}(Y(t)Y(t+h)) = \sum_{j,i=0}^{\infty} \sum_{m,p=0}^{\infty} \sum_{k,l,n,r=1}^{\infty} \phi^{(j)}_{1k} \phi^{(i)}_{2l} \phi^{(m+p-h)}_{1n} \phi^{(p)}_{2r} \mathbb{E}[Z_k(t-j)Z_l(t-i)Z_n(t+h-m)Z_r(t+h-p)]
\]

(19)

Applying the formula for the ACVF of \( \{Y(t)\} \)

\[
\text{ACVF}_Y(t, t+h) = \mathbb{E}(Y(t)Y(t+h)) - \mathbb{E}(Y(t))\mathbb{E}(Y(t+h))
\]

we obtain the thesis.

Let us emphasize that the ACVF given in Eq. (19) is independent on \( t \). Moreover, \( \{Y(t)\} \) has a constant mean function. Thus, it is stationary in the weak sense. Therefore, in the further analysis it will be denoted as \( \text{ACVF}_Y(h) \).

4. Special cases analysis

In this section, we consider the following special cases related to the dependence of the components of the finite-variance VAR(1) model given in Definition 1. Let us emphasise that in the considered cases we do not consider any specific distribution of the residual series.

---

5
• Case 1: the time series \( \{X_1(t)\} \) and \( \{X_2(t)\} \) are independent. This is the case, when for each \( t \in \mathbb{Z} \) the random variables \( Z_1 \) and \( Z_2 \) are independent and \( \phi_{12} = \phi_{21} = 0 \), where \( \phi_{ij}, i, j = 1, 2 \) are the coefficients of the matrix \( \Phi \) given in Eq. (2). In this case, \( \{X_1(t)\} \) and \( \{X_2(t)\} \) are two independent autoregressive time series of order 1 (called AR(1)) satisfying the following equations

\[
X_1(t) - \phi_{11}X_1(t-1) = Z_1(t), \quad X_2(t) - \phi_{22}X_2(t-1) = Z_2(t).
\] (20)

• Case 2: the time series \( \{X_1(t)\} \) and \( \{X_2(t)\} \) are dependent only through the residual components. In this case, we assume that the random variables \( Z_1 \) and \( Z_2 \) are dependent (and we assume their correlation coefficient \( \rho_Z \neq 0 \)), however \( \phi_{12} = \phi_{21} = 0 \), where \( \phi_{ij}, i, j = 1, 2 \) are the coefficients of the matrix \( \Phi \) given in Eq. (2). In this case, \( \{X_1(t)\} \) and \( \{X_2(t)\} \) also satisfy Eq. (20), but they are dependent.

• Case 3: the time series \( \{X_1(t)\} \) and \( \{X_2(t)\} \) are dependent only through the coefficients of the VAR(1) model. This is the case, when for each \( t \in \mathbb{Z} \) the random variables \( Z_1 \) and \( Z_2 \) are independent, however \( \phi_{12} \neq 0 \) or \( \phi_{21} \neq 0 \), where \( \phi_{ij}, i, j = 1, 2 \) are the coefficients of the matrix \( \Phi \) given in Eq. (2). For simplicity we assume \( \phi_{12} \neq 0 \) and \( \phi_{21} = 0 \). In this case, \( \{X_1(t)\} \) and \( \{X_2(t)\} \) satisfy the following equations

\[
X_1(t) - \phi_{11}X_1(t-1) - \phi_{12}X_2(t-1) = Z_1(t), \quad X_2(t) - \phi_{22}X_2(t-1) = Z_2(t),
\] (21)

thus, the time series \( \{X_2(t)\} \) is the AR(1) model while \( \{X_1(t)\} \) does not satisfy the AR(1) equation.

4.1. Case 1

In this case we assume \( \sigma_{Z,i}^2 < \infty \) for \( i = 1, 2 \). The coefficients of the matrix \( \Phi \) given in Eq. (2) that lie outside the main diagonal are equal to zero, i.e., \( \phi_{12} = \phi_{21} = 0 \). Thus, we have

\[
\phi_{ij}^{(j)} = \phi_{11}^{(j)}, \quad \phi_{22}^{(j)} = \phi_{22}^{(j)}, \quad \phi_{12}^{(j)} = \phi_{21}^{(j)} = 0, \quad j = 0, 1, \ldots ,
\] (22)

Moreover, according to the condition given in Eq. (3), \( |\phi_{11}| < 1 \) and \( |\phi_{22}| < 1 \). Using Eq. (9) and (12) one can easily show that

\[
\sigma_{X,i}^2 = \sum_{j=0}^{\infty} \phi_{ii}^{2j} \sigma_{Z,i}^2 = \frac{\sigma_{Z,i}^2}{1 - \phi_{ii}^2}.
\] (23)

In the considered case \( \rho_X = 0 \).

Finally, using Eqs. (17) and (19) one can show that the following hold

\[
E(Y(t)) = 0, \quad \text{Var}(Y(t)) = \frac{\sigma_{Z,1}^2 \sigma_{Z,2}^2}{(1 - \phi_{11}^2)(1 - \phi_{22}^2)}, \quad \text{ACVF}_{Y}(h) = \frac{\sigma_{Z,1}^2 \sigma_{Z,2}^2 (\phi_{11} \phi_{22})^h}{(1 - \phi_{11}^2)(1 - \phi_{22}^2)}.
\] (24)

4.2. Case 2

In this case we assume \( E[Z_1^2 Z_2^2] < \infty \). Similarly as previously, condition (22) is satisfied. However, now, we assume that the components of the residual series are dependent and the correlation coefficient \( \rho_Z \) is non-zero. One can show that \( \sigma_{Z,i}^2 \) has the same form as in Case 1 for \( i = 1, 2 \), i.e., it is given by Eq. (23). However, using Eq. (12) we obtain that the \( \rho_X \) coefficient is given by

\[
\rho_X = \frac{\rho_Z \sqrt{(1 - \phi_{11}^2)(1 - \phi_{22}^2)}}{1 - \phi_{11} \phi_{22}}.
\] (25)

Using Eq. (17) one obtains

\[
E(Y(t)) = \frac{\rho_Z \sigma_{Z,1} \sigma_{Z,2}}{1 - \phi_{11} \phi_{22}}.
\] (26)
On the other hand, using Eq. (19) we can calculate the ACVF for \( \{Y(t)\} \) for \( h = 0, 1, \ldots \). Indeed, we have

\[
\text{ACVF}_Y(h) = \sum_{j, i=0}^{\infty} \sum_{m, p=-h}^{\infty} \phi_{11}^{i+m+h} \phi_{22}^{i+p+h} E[Z_1(t-j)Z_2(t-i)Z_1(t-m)Z_2(t-p)] - \frac{\rho_{22}^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2}{(1 - \phi_{11} \phi_{22})^2}.
\]

Now, we can calculate the value

\[
r_{1,2}(t, j, m, i, p) = E[Z_1(t-j)Z_1(t-m)Z_2(t-i)Z_2(t-p)]
\]

for all \( t \in \mathbb{Z} \) and \( i, j = 0, 1, \ldots, m, p = -h, -h+1, \ldots \). Using the fact that for each \( t \in \mathbb{Z} \) the bi-dimensional residual series \( Z(t) \) is a zero-mean vector and for \( t \neq s \), \( Z(t) \) is independent on \( Z(s) \), one obtains the following

\[
r_{1,2}(t, j, m, i, p) = \begin{cases} 
E[Z_1^2(t-j)Z_2^2(t-j)], & \text{if } i = j = p = m; \\
E[Z_1^2(t-j)] E[Z_2^2(t-i)], & \text{if } j = m, i = j \neq i; \\
E[Z_1(t-j)Z_2(t-j)] E[Z_1(t-m)Z_2(t-m)], & \text{if } j = i, m = p, j \neq m; \\
E[Z_1(t-j)Z_2(t-j)] E[Z_1(t-m)Z_2(t-m)], & \text{if } j = i, m = i \neq j.
\end{cases}
\]

(27)

Thus, we have

\[
r_{1,2}(t, j, m, i, p) = \begin{cases} 
m_Z, & \text{if } i = j = p = m; i, j, m, p = 0, 1, 2, \ldots; \\
\sigma_{Z,1}^2 \sigma_{Z,2}^2, & \text{if } j = m, i = j \neq i; i, j, m, p = 0, 1, 2, \ldots; \\
\rho_{22}^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2, & \text{if } j = i, m = p, j \neq m; i, j = 0, 1, 2, \ldots, m, p = -h, -h+1, \ldots; \\
\rho_{22}^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2, & \text{if } j = p, i = m, j \neq i; i, j, m, p = 0, 1, 2, \ldots.
\end{cases}
\]

(28)

where the value \( m_Z = E[Z_1^2(t)Z_2^2(t)] \) is independent on \( t \). Therefore, we have

\[
\text{ACVF}_Y(h) = \frac{m_Z (\phi_{11} \phi_{22})^h}{1 - (\phi_{11} \phi_{22})^2} + \sigma_{Z,1}^2 \sigma_{Z,2}^2 (\phi_{11} \phi_{22})^h \frac{1}{(1 - \phi_{11}^2)(1 - \phi_{22}^2)}
\]

\[
- \frac{\rho_{22}^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2}{(1 - \phi_{11} \phi_{22})^2}
\]

\[
+ \frac{\rho_{Z,12}^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2 (\phi_{11} \phi_{22})^h}{(1 - (\phi_{11} \phi_{22})^2)}
\]+ \frac{\rho_{22}^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2}{(1 - (\phi_{11} \phi_{22})^2)}
\]

(29)
Thus, we obtain the following formula for the expected value of the random variable $Y(t)$ for each $t \in \mathbb{Z}$:

$$
\operatorname{E}(Y(t)) = \gamma_{X,t} = \begin{cases}
\frac{\sigma_{Z,1}^2 \phi_{12} + \sigma_{Z,2}^2 \phi_{12} \phi_{22}}{\phi_{11} \phi_{22}} & \text{if } \phi_{11} \neq \phi_{22}; \\
\frac{\sigma_{Z,2}^2 \phi_{22} \phi_{11}}{(1-\phi_{11})^2} & \text{if } \phi_{11} = \phi_{22}.
\end{cases}
$$

4.3. Case 3

In this case we assume $\operatorname{E}(Z_1^2Z_2^2) < \infty$ and $\operatorname{E}(Z_1^2) < \infty$. One can show that we have

$$
\phi^{(j)}_{11} = \phi_{11}, \quad \phi^{(j)}_{22} = \phi_{22}, \quad \phi^{(j)}_{21} = 0, \quad j = 0, 1, \ldots
$$

(30)

and the eigenvalues of the matrix $\Phi$ are equal $\nu_1 = \phi_{11}$ and $\nu_2 = \phi_{22}$. Thus, according to Eqs. (6) and (7) the following is fulfilled for $j = 1, 2, \ldots$

$$
\phi^{(j)}_{12} = \begin{cases}
\frac{\phi_{11} - \phi_{12}}{\phi_{22} - \phi_{11}}, & \text{if } \phi_{11} \neq \phi_{22}; \\
\lambda_{11}^{-1} \phi_{12}, & \text{if } \phi_{11} = \phi_{22},
\end{cases}
$$

(31)

while for $j = 0$, $\phi^{(j)}_{12} = 0$. In order to fulfill condition (3) we assume that $|\phi_{11}| < 1$ and $|\phi_{22}| < 2$

Using Eq. (9) one obtains

$$
\sigma_{X,1}^2 = \frac{\sigma_{Z,1}^2}{1-\phi_{11}} + \sigma_{Z,2}^2 \sum_{j=0}^{\infty} (\phi^{(j)}_{12})^2, \quad \sigma_{X,2}^2 = \frac{\sigma_{Z,2}^2}{1-\phi_{22}}.
$$

(32)

Thus, we have

$$
\sigma_{X,1}^2 = \begin{cases}
\frac{\sigma_{Z,1}^2}{1-\phi_{11}} + \frac{\sigma_{Z,2}^2 \phi_{12}^2}{\phi_{22} - \phi_{11}} & \text{if } \phi_{11} \neq \phi_{22}; \\
\frac{\sigma_{Z,2}^2 \phi_{22} \phi_{11}}{(1-\phi_{11})^2} & \text{if } \phi_{11} = \phi_{22}.
\end{cases}
$$

(33)

Moreover from Eq. (11) we have

$$
\gamma_{X,1,2} = \sum_{j=1}^{\infty} \sigma_{Z,1}^2 \phi_{12}^{(j)} \phi_{22}^{(j)}.
$$

Thus, we obtain the following formula for the expected value of the random variable $Y(t)$ for each $t \in \mathbb{Z}$

$$
\operatorname{E}(Y(t)) = \gamma_{X,t} = \begin{cases}
\frac{\sigma_{Z,1}^2 \phi_{12} + \sigma_{Z,2}^2 \phi_{12} \phi_{22}}{\phi_{11} \phi_{22}} & \text{if } \phi_{11} \neq \phi_{22}; \\
\frac{\sigma_{Z,2}^2 \phi_{22} \phi_{11}}{(1-\phi_{11})^2} & \text{if } \phi_{11} = \phi_{22}.
\end{cases}
$$

(34)
To obtain the explicit formula for ACVF$_Y(h)$ we will use Eq. (19). For $h = 0, 1, 2 \ldots$ we have

$$\text{ACVF}_Y(h) = \sum_{j=0}^{\infty} \sum_{m,n=-h}^{\infty} \sum_{k,l,n=1}^{2} \phi_{1k}^{(j)} \phi_{2l}^{(i)} \phi_{1n}^{(m+h)} \phi_{2r}^{(p+h)} E \left[ Z_k(t-j)Z_l(t-i)Z_n(t-m)Z_r(t-p) \right] - \gamma_{X,1.2}^2$$

$$= \sum_{j=0}^{\infty} \sum_{m,n=-h}^{\infty} \sum_{k,l,n=1}^{2} \phi_{1k}^{(j)} \phi_{2l}^{(i)} \phi_{1n}^{(m+h)} \phi_{22}^{(p+h)} E \left[ Z_k(t-j)Z_2(t-i)Z_n(t-m)Z_2(t-p) \right] - \gamma_{X,1.2}^2$$

$$= \sum_{j=0}^{\infty} \sum_{m,n=-h}^{\infty} \phi_{22}^{(i+p+h)} \sum_{k,l,n=1}^{2} \phi_{1k}^{(j)} \phi_{1n}^{(m+h)} E \left[ Z_k(t-j)Z_2(t-i)Z_n(t-m)Z_2(t-p) \right] - \gamma_{X,1.2}^2$$

$$= \sum_{j=0}^{\infty} \sum_{m,n=-h}^{\infty} \phi_{22}^{(i+p+h)} \phi_{12}^{(j)} \phi_{12}^{(m+h)} E \left[ Z_2(t-j)Z_2(t-i)Z(t-m)Z_2(t-p) \right] - \gamma_{X,1.2}^2$$

Moreover, the value

$$r_{2,2}(t, j, m, i, p) = E \left[ Z_2(t-j)Z_2(t-i)Z_2(t-m)Z_2(t-p) \right]$$

is given by

$$r_{2,2}(t, j, m, i, p) = \begin{cases} 
\kappa_Z, & \text{if } i = j = m = p; \ i, j, m, p = 0, 1, \ldots, \\
\sigma_{Z,2}^2, & \text{if } i = j, \ m = p, \ m \neq j; \ i, j = 0, 1, \ldots, m, p = -h, -h + 1, \ldots, \\
\sigma_{Z,2}^2, & \text{if } j = m, \ i = p, \ m \neq i; \ i, j, m, p = 0, 1, \ldots, \\
\sigma_{Z,2}^4, & \text{if } j = p, \ i, m \neq j; \ i, j, m, p = 0, 1, \ldots, 
\end{cases}$$

(35)

where $\kappa_Z = E \left[ Z_2^4(t) \right] < \infty$ is independent of $t$. Additionally, one can show that

$$E \left[ Z_1(t-j)Z_2(t-i)Z_1(t-m)Z_2(t-p) \right] = \sigma_{Z,1}^2 \sigma_{Z,2}^2, \text{ if } j = m, i = p, \ i, j, m, p = 0, 1, 2, \ldots.$$ 

Thus, we have the following

$$\text{ACVF}_Y(h) = \kappa_Z \sum_{j=0}^{\infty} \phi_{12}^{(j)} \phi_{22}^{(j+h)} \phi_{12}^{(j+h)} + \sigma_{Z,2}^4 \sum_{j=0}^{\infty} \phi_{12}^{(j)} \phi_{12}^{(j+h)} \left[ \sum_{i=0}^{\infty} \phi_{22}^{(i+j+h)} - \phi_{22}^{(j+h)} \right]$$

$$+ \sigma_{Z,2}^4 \sum_{j=0}^{\infty} \phi_{22}^{(j)} \phi_{12}^{(j)} \left[ \sum_{i=0}^{\infty} \phi_{22}^{(i+j)} - \phi_{22}^{(j)} \phi_{12}^{(j+h)} \right]$$

$$+ \sigma_{Z,1}^2 \sigma_{Z,2}^2 \sum_{j=0}^{\infty} \phi_{12}^{(j)} \phi_{22}^{(j+h)} - \gamma_{X,1.2}^2$$

Let us observe that for $h = 0, 1, 2, \ldots$ the following holds

$$\sum_{j=0}^{\infty} \phi_{12}^{(j)} \phi_{22}^{(j+h)} = \frac{(\phi_{12}^{(j)} \phi_{22}^{(j)})^h}{(1 - \phi_{12}^{(j)})(1 - \phi_{22}^{(j)})}$$

(36)
Now, to make the calculations simpler, let us assume that $\phi_{11} = 0$ and $\phi_{22} \neq 0$. In this case, the matrix $\Phi$ (see Eq. (2)) has two different eigenvalues and $\phi_{i}^{(j)} = \phi_{i} \phi_{i}^{-1}$, $j = 1, 2, \ldots$. Clearly, $\phi_{11}^{(j)} = 0$ for $j = 1, 2, \ldots$ and for $j = 0$, $\phi_{11}^{(1)} = 1$. We have the following

$$
\sum_{j=0}^{\infty} \phi_{12}^{(j)} \phi_{22}^{(j+h)} \phi_{12}^{(j+h)} = \phi_{12}^{2} \phi_{22} \sum_{j=1}^{\infty} \phi_{22}^{j-2} = \frac{\phi_{12}^{2} \phi_{22}^{2h}}{1 - \phi_{22}^{4}}, \quad h = 0, 1, 2, \ldots.
$$

Let us first consider the case $h = 0$. We have

$$
\sum_{j=0}^{\infty} \phi_{12}^{(j)} \phi_{12}^{(j)} \left[ \sum_{i=0}^{\infty} \phi_{22}^{2i} - \phi_{22}^{2j} \right] = \phi_{12}^{2} \sum_{j=1}^{\infty} \phi_{22}^{j-2} \left[ \sum_{i=0}^{\infty} \phi_{22}^{2i} - \phi_{22}^{2j} \right] = \phi_{12}^{2} \left[ \frac{1}{(1 - \phi_{22}^{2})^{2}} - \frac{\phi_{22}^{2}}{1 - \phi_{22}^{4}} \right].
$$

On the other hand, for $h > 0$ we have

$$
\sum_{j=0}^{\infty} \phi_{22}^{j+h} \phi_{12}^{(j)} \left[ \sum_{i=0}^{\infty} \phi_{22}^{2i} \phi_{12}^{(i+h)} - \phi_{22}^{2j} \phi_{12}^{(j+h)} \right] = \phi_{12}^{2} \sum_{j=1}^{\infty} \phi_{22}^{2j-2} \left[ \sum_{i=0}^{\infty} \phi_{22}^{2i} - \phi_{22}^{2j} \right] = \phi_{12}^{2} \left[ \frac{1}{(1 - \phi_{22}^{2})^{2}} - \frac{\phi_{22}^{2}}{1 - \phi_{22}^{4}} \right].
$$

Finally, assuming $\phi_{11} = 0$ we obtain the following formula for the autocovariance function of the time series $\{Y(t)\}$

- If $h = 0$

$$
\text{ACVF}_{Y}(h) = \text{Var}(Y(t)) = \frac{\kappa_{Z} \phi_{22}^{2} \sigma_{Z,2}^{2}}{1 - \phi_{22}^{4}} + \sigma_{Z,2}^{4} \phi_{22}^{2} \left[ 1 + 2 \phi_{22}^{2} \phi_{22}^{2h} \left( 1 - \phi_{22}^{2} \phi_{22}^{2h} \right) \right] - \frac{3 \phi_{22}^{2}}{1 - \phi_{22}^{4}} - \frac{\sigma_{Z,2}^{4} \phi_{12}^{2} \phi_{22}^{2}}{1 - \phi_{22}^{4}}. \quad (37)
$$

- If $h > 0$

$$
\text{ACVF}_{Y}(h) = \frac{\kappa_{Z} \phi_{12}^{2} \phi_{22}^{2h} \phi_{22}^{2h}}{1 - \phi_{22}^{4}} + \sigma_{Z,2}^{4} \phi_{12}^{2} \phi_{22}^{2h} \left[ 2 + \phi_{22}^{2} \phi_{22}^{2h} \left( 1 - \phi_{22}^{2} \phi_{22}^{2h} \right) \right] - \frac{3 \phi_{22}^{2}}{1 - \phi_{22}^{4}} - \frac{\sigma_{Z,2}^{4} \phi_{12}^{2} \phi_{22}^{2}}{1 - \phi_{22}^{4}}. \quad (38)
$$
5. Simulation study

To illustrate properties of the product of the VAR(1) model components, we conduct a simulation study. To this end, we simulate bi-dimensional trajectories of the VAR(1) model \( \{X(t)\} \) with a bivariate Gaussian or bivariate Student’s t distribution (see Appendix for a detailed description) for the residual vectors. The shape parameter of the Student’s t distribution is set to \( \eta = 5 \), so it has much heavier tail than the Gaussian one. For simplicity, we assume that the scale parameters of the Gaussian distribution for both coordinates are equal, i.e. \( \sigma_{Z,1} = \sigma_{Z,2} \). Moreover, we assume that \( \sigma_{Z,i} = \sqrt{\frac{2}{2\pi}} \), which is equal to the standard deviation of the marginal Student’s t distributions. Thus, the variances of both distributions of the residual vectors are equal.

We analyze the trajectories as well as the autocovariance functions of the product of the simulated VAR(1) vectors defined in Eq. (15) separately for Cases 1-3. We also derive the 5\% and 95\% confidence bounds (CB) for the autocovariance function using Monte Carlo calculations of the empirical ACVF with 1000 repetitions and two cases of the trajectories length, namely \( n = 100 \) or \( n = 1000 \). Note that the autocovariance at lag \( h = 0 \) is equal to the variance of the time series, ACVF \( \gamma(0) = \text{Var}(Y(t)) \) for each \( t \).

It is worth mentioning that in the case when the residual series has bivariate Gaussian distribution, then \( X_1(t) \) and \( X_2(t) \) for each \( t \in \mathbb{Z} \) have one-dimensional Gaussian distributions and \( Y(t) \) has a variance-gamma distribution with appropriate parameters (see Aroian et al., 1978). A detailed analysis related to the distribution of a product Gaussian random variables was presented, for instance, by Adamska et al. (2021). In case when \( \{Z_1, Z_2\} \) have the bivariate Student’s t distribution, the components of the VAR(1) model \( X_1(t) \) and \( X_2(t) \) are not Student’s t distributed. This is related to the fact that the linear combination of Student’s t distributed random variables (with different weights) is not Student’s t distributed.

5.1. Case 1

In this case the time series \( \{X_1(t)\} \) and \( \{X_2(t)\} \) are independent. Hence, \( \phi_{12} = \phi_{21} = 0 \) and the residual vectors components \( \{Z_1(t)\} \) and \( \{Z_2(t)\} \) for each \( t \in \mathbb{Z} \) have independent marginal distributions. In the Gaussian case it is simply equivalent to \( \rho_Z = 0 \) in Eq. (43). However, in the Student’s t case putting \( \rho_Z = 0 \) in (45) does not lead to the independence of the marginal distributions. Hence, the components of the residual vector are simulated as independent one-dimensional Student’s t random variables, see Eq. (46) for the PDF formula.

Since the shape of the ACVF of the product time series depends strongly on the sign of \( \phi_{11} \phi_{22} \) (see formula (24)), we use two parameter sets: either \( \phi_{11} = 0.8 \) and \( \phi_{22} = 0.8 \) or \( \phi_{11} = 0.8 \) and \( \phi_{22} = -0.8 \). The sample trajectories of the model components \( \{X_1(t)\} \) and \( \{X_2(t)\} \) as well as their product \( \{Y(t)\} \) are plotted in Figures 1 and 2 for \( \phi_{22} = 0.8 \) and \( \phi_{22} = -0.8 \), respectively. Comparing both figures a clear difference can be observed in the behaviour of trajectories corresponding to \( \{X_2(t)\} \) as well as \( \{Y(t)\} \). Setting \( \phi_{11} \phi_{22} < 0 \) (see Figure 1) yields antipersistent behaviour of both time series. Moreover, the distribution of the product time series \( \{Y(t)\} \) has heavier tails than for \( \{X_1(t)\} \) and \( \{X_2(t)\} \). This effect is more pronounced for the Student’s t distribution of the residuals.

In Figure 3 we plot ACVF \( \gamma(h) \) for both sets of parameters and both distributions. The shape of autocovariance function strongly depends on the sign of \( \phi_{11} \phi_{22} \). It has a clear power decay if \( \phi_{11} \phi_{22} > 0 \) and antipersistent convergence to zero if \( \phi_{11} \phi_{22} < 0 \). The values of ACVF \( \gamma(h) \) are the same for both distributions, which follows directly from formula (24) and the fact that variances for both distributions are equal. However, a difference between the distributions can be observed in the widths of the intervals between CBs, i.e. the confidence intervals (CIs). Due to the heavier tails for the Student’s t distribution wider CIs are obtained in this case. The difference is more apparent if \( n = 100 \), showing that the convergence of the empirical autocovariance to its theoretical value is slower than in the case of the Gaussian distribution.

5.2. Case 2

In this case, the time series \( \{X_1(t)\} \) and \( \{X_2(t)\} \) are dependent only through the residual vector. Hence, in the Gaussian case we set \( \rho_Z \neq 0 \), while in the Student’s t case the bivariate specification (45) need to be used, yielding dependence between \( Z_1 \) and \( Z_2 \) for any \( \rho_Z \in (-1,1) \). We start with a comparison of the
behaviour of the trajectories and autocovariance functions with $\rho_Z = 0.8$ in both cases. Note that the sign of $\rho_Z$ does not influence the value of the autocovariance function, what follows directly from formula (29).

On the other hand, similarly as in Case 1, the sign of $\phi_{11}\phi_{22}$ is an important factor for the ACVF behaviour. Hence, we use two parameter sets: either $\phi_{11} = 0.8$ and $\phi_{22} = 0.8$ or $\phi_{11} = 0.8$ and $\phi_{22} = -0.8$.

The sample trajectories corresponding to the time series $\{X_1(t)\}$, $\{X_2(t)\}$ and their product $\{Y(t)\}$ are plotted in Figures 4 and 5, respectively. Similarly as in Case 1, we can observe heavier tails for the Student’s $t$ distribution and a clear antipersistency if $\phi_{11}\phi_{22} < 0$. An interesting feature can be observed in Figure 4, i.e. when $\phi_{11}\phi_{22} > 0$. The strong dependence between the residuals makes the product distribution highly non-symmetric, even though the individual components do not exhibit this feature.

The empirical autocovariance function of the product time series for both parameter sets is plotted in Figure 6. Again, similarly as in Case 1, we can observe a power decay if $\phi_{11}\phi_{22} > 0$ and antipersistency if $\phi_{11}\phi_{22} < 0$. However, now the values of ACVF$_Y(h)$ are different for the Gaussian and Student’s $t$ distributions. It is a consequence of different values of $m_Z$ in Eq. (29). For the Gaussian distribution we have the following (Adamska et al., 2021)

$$m_Z = \mathbb{E} \left[ Z_1^2 Z_2^2 \right] = \sigma_{Z,1}^2 \sigma_{Z,2}^2 + 2\rho_Z^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2.$$

Hence, the autocovariance function simplifies to

$$\text{ACVF}_Y(h) = (\phi_{11}\phi_{22})^h \left[ \frac{\sigma_{Z,1}^2 \sigma_{Z,2}^2}{(1 - \phi_{11}^2)(1 - \phi_{22}^2)} + \frac{\rho_Z^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2}{(1 - \phi_{11}\phi_{22})^2} \right].$$

This is not the case for the Student’s $t$ distribution, for which in general $m_Z \neq \sigma_{Z,1}^2 \sigma_{Z,2}^2 + 2\rho_Z^2 \sigma_{Z,1}^2 \sigma_{Z,2}^2$, so the first component in the ACVF$_Y(h)$ (see formula (29)) is non-zero.

The difference between the distributions is also clearly visible in the widths of the confidence intervals. For the Student’s $t$ distribution much longer trajectories are needed to obtain a good convergence of the empirical autocovariance to its theoretical values.
5.3. Case 3

In this case, the random variables $Z_1(t)$ and $Z_2(t)$ are independent for each $t \in \mathbb{Z}$ and the relation between $\{X_1(t)\}$ and $\{X_2(t)\}$ is driven only by $\phi_{12} \neq 0$ and $\phi_{22} \neq 0$. Hence, we simulate the trajectories using the Gaussian distribution with $\rho_Z = 0$ and the independent one-dimensional Student’s t distributions. Note that it follows directly from formulas (37) and (38), that, differently than in Case 1 and Case 2, the sign of $\phi_{12}\phi_{22}$ does not influence the autocovariance values. Hence, now we use only one parameter set, namely $\phi_{12} = 0.8$, $\phi_{22} = 0.8$, $\phi_{11} = \phi_{21} = 0$.

The sample trajectories corresponding to time series $\{X_1(t)\}$, $\{X_2(t)\}$ and $\{Y(t)\}$ are plotted in Figure 8. Similarly as in Case 2, asymmetry of the product can be observed. However, now it is the effect of dependence through $\phi_{12}$ and $\phi_{22}$ coefficients and not the residuals correlation.

The autocovariance functions of the product time series together with the corresponding confidence bounds are plotted in Figure 9. For both distributions we can observe a power decay of $\text{ACVF}_Y(h)$, but the values are different. For the Gaussian distribution we have

\[ \kappa_Z = \mathbb{E} \left[ Z_2^4 \right] = 3\sigma_{Z,2}^4, \]

what follows directly from the fact that the kurtosis, i.e. $\mathbb{E}[Z^4]/[\text{Var}(Z)]^2$, of the Gaussian distribution is equal to 3. This is not the case for the Student’s t distribution. Hence, in the Gaussian case, $\text{ACVF}_Y(h)$
Figure 3: Autocovariance function of the VAR(1) components product ACVF$Y(h)$ (solid line) and the corresponding confidence bounds $CB_{q,n}$ (dashed lines) for the Gaussian (left panels) and Student’s t distribution (right panels). The confidence bounds were obtained using Monte Carlo simulations with 1000 repetitions. The sample length were set to $n = 100$ or $n = 1000$. The parameters correspond to Case 1, i.e. $\phi_{11} = 0.8$, $\phi_{22} = 0.8$, $\phi_{12} = \phi_{21} = 0$ (top panels; see Fig. 1 for the corresponding sample trajectories) or $\phi_{11} = 0.8$, $\phi_{22} = -0.8$, $\phi_{12} = \phi_{21} = 0$ (bottom panels; see Fig. 2 for the corresponding sample trajectories) and the residual vectors $Z_i(t), i = 1, 2$ are independent with $\eta = 5$ for the Student’s t distribution and $\sigma_{Z,1}^2 = \sigma_{Z,2}^2 = \frac{\eta}{\eta - 2}$ for the Gaussian one.

simplifies to

$$
ACVF_Y(h) = \begin{cases} 
\sigma_{12}^2 \left[ \frac{(1+\phi_{22}^2)\sigma_{Z,2}^2}{(1-\phi_{22}^2)^2} \right] + \frac{\sigma_{Z,1}^2 \sigma_{Z,2}^2}{1-\phi_{22}^2}, & \text{if } h = 0, \\
\phi_{12}^2 \phi_{22}^h \left[ \frac{2\sigma_{Z,2}^2}{(1-\phi_{22}^2)^2} \right], & \text{if } h > 0,
\end{cases}
$$

while for the Student’s t the first component in formulas (37) and (38) is always positive, making the ACVF$Y(h)$ higher than in the Gaussian case. The confidence intervals are again wider for the Student’s t distribution.

6. Electricity market case study

Electricity prices are known to be autoregressive and highly dependent on the physical demand (or equivalently load), see e.g. Weron (2006). The day-ahead forecasts of the load are usually published by the transmission system operators (TSO) and can be used for cost or production planning in electricity companies. However, these forecasts are burdened with prediction errors, which might cause a large deviations of the actual energy cost from its predictions. The cost of these errors is equal to the product of the price and the difference between the actual and forecasted load. Hence, the methodology derived in Section 3 might be useful in such a context.

We apply the VAR(1) model to electricity day-ahead market data from the danish DK1 zone spanning over time period 1.1.2016-31.12.2021, available from ENTSO-E. The time series corresponding to the first variable, denoted as $\{X_1(t)\}$, are the weekly means of the day-ahead electricity prices, while the second variable, corresponding to the time series $\{X_2(t)\}$, are the weekly means of the load forecast errors, i.e. the difference between the load values forecasted by the TSO and the corresponding actual values.
product of these time series \( \{Y(t)\} = \{X_1^\mu(t)X_2(t)\} \) is the total weekly cost of the load prediction errors. The analyzed time series are plotted in Figure 10.

Before applying the VAR(1) model, the electricity prices are demeaned, i.e., for each \( t \) we calculate \( X_1(t) = X_1^\mu(t) - \mu_X \), where \( \mu_X \) is the mean of the prices corresponding to \( \{X_1^\mu(t)\} \). In Figure 11 we plot the empirical ACVF obtained for both time series corresponding to \( \{X_1(t)\} \) and \( \{X_2(t)\} \), as well as the empirical cross-covariances, \( \text{CCVF}_{X_1,X_2}(h) = \text{Cov}(X_1(t), X_2(t + h)) \), between both components. The shapes of the obtained curves indicate a strong autoregressive effect in \( \{X_1(t)\} \), a lower one in \( \{X_2(t)\} \) and no such effects between the components. This observation is confirmed by the estimated matrix \( \Phi \) of the coefficients of the VAR(1) model obtained using the Yule-Walker algorithm (see e.g. Brockwell and Davis, 2016)

\[
\Phi = \begin{bmatrix}
0.7639 & -0.0629 \\
-0.0167 & 0.1247
\end{bmatrix}.
\] (40)

Next, we analyze the residuals obtained from the fitted VAR(1) model. The one-dimensional time series corresponding to \( \{Z_1(t)\} \) and \( \{Z_2(t)\} \) are plotted in Figure 12 together with the corresponding empirical auto- and cross-covariances. The obtained curves are close to 0 and show no time dependence in the residual series. The empirical correlation between the trajectories corresponding to \( \{Z_1(t)\} \) and \( \{Z_2(t)\} \) is equal to \( \rho_Z = 0.0766 \) and is not significantly different from 0 according to the \( t \) test, (see e.g. Sheskin, 2011), as the \( p \)-value is equal to 0.2183. The independence of residuals’ components is further confirmed by the \( \chi^2 \) independence test, (see e.g. Sheskin, 2011), which yields the \( p \)-value of 0.2395.

Finally, we fit a distribution to the components of the residual series. Since the independence between time series corresponding to \( \{Z_1(t)\} \) and \( \{Z_2(t)\} \) for each \( t \) cannot be rejected, we analyze them separately as one-dimensional samples. In Figure 13 we plot the empirical probability density functions (PDFs) of sample trajectories corresponding to \( \{Z_1(t)\} \) and \( \{Z_2(t)\} \) together with the fitted PDFs of the Gaussian and Student’s \( t \) location-scale distributions (see Appendix for details) and the corresponding quantile-quantile plots. It can be observed that the Student’s \( t \) distribution yields a good fit to the empirical PDF and there is much improvement over the Gaussian one, especially in the case of load prediction errors (corresponding
Figure 5: Sample trajectories of the VAR(1) model components and their product for the Gaussian (left panels) and Student’s t distribution (right panels). The parameters correspond to Case 2, i.e. $\phi_{11} = 0.8$, $\phi_{22} = -0.8$, $\phi_{12} = \phi_{21} = 0$ and the residual vectors $Z_i(t), i = 1, 2$ are correlated with $\rho_Z = 0.8$. $\eta = 5$ for the Student’s t distribution and $\sigma_Z^2 = 5$ for the Gaussian one.

To $\{Z_2(t)\}$. The fit is further confirmed by the Kolmogorov-Smirnov goodness-of-fit test, (see e.g. Sheskin, 2011). For the trajectory corresponding to the first component, the obtained p-values are equal to 0.1063 or 0.7458 for the zero mean Gaussian or Student’s t location-scale distribution with $\mu = 0$, respectively. For the trajectory corresponding to $\{Z_2(t)\}$ the p-values are equal to 0.0012 and 0.5016, respectively. Hence, the Student’s t distribution with the scale parameter cannot be rejected at any reasonable significance level for both variables, while the Gaussian distribution can be rejected in the case of the time series corresponding to $\{Z_2(t)\}$.

Summarizing all of the obtained results, we conclude that a good fit is obtained for Case 1 (see Section 4) of the VAR(1) model with Student’s t distributed residuals, i.e. $\phi_{12} = \phi_{21} = 0$ and $\{Z_1(t)\}$ and $\{Z_2(t)\}$ are independent. Estimation of the model parameters under Case 1 specification yields: $\phi_{11} = 0.7630$, $\phi_{22} = 0.1241$, while the Student’s t degrees of freedom parameters $\eta_{Z,1} = 4.85$, $\eta_{Z,2} = 2.47$ and the scale parameters are equal to $\lambda_{Z,1} = 5.28$, $\lambda_{Z,2} = 3.03$.

Recall that the VAR(1) model was fitted to the demeaned prices, i.e. it was assumed that to $X_1(t) = X_1^d(t) - \mu_X$, where $\mu_X$ is the mean of the prices $\{X_1^d(t)\}$. Hence, before analyzing the final cost of the error, i.e.

$$Y(t) = (X_1(t) + \mu_X)X_2(t), \quad (41)$$

there is a need to apply the mean-shift also to the first coordinate of the fitted VAR(1) model. In Case 1 straightforward derivations lead to the following formula for the autocovariance of $\{Y(t)\}$

$$\text{ACVF}_Y(h) = \text{ACVF}_{X_1 X_2}(h) + \mu_X^2 \text{ACVF}_{X_1}(h) = \frac{\sigma_{Z,1}^2 \sigma_{Z,2}^2 (\phi_{11} \phi_{22})^h}{(1 - \phi_{11}^2)(1 - \phi_{22}^2)} + \mu_X^2 \phi_{12}^h \frac{\sigma_{Z,2}^2}{1 - \phi_{22}^2}. \quad (42)$$

In Figure 14 we plot the derived theoretical autocovariance function for $\{Y(t)\}$, see Eq. (42), with the estimated parameters and the fitted Student’s t residual distribution, as well as the empirical autocovariance function calculated for the product of the analyzed data. Additionally, we also calculate the 5% and 95% CBs for the autocovariance function of the fitted model using Monte Carlo simulations with 1000 repetitions.
Figure 6: Autocovariance function of the VAR(1) components product $ACVF_Y(h)$ (solid line) and the corresponding confidence bounds $CB_{q,n}$ (dashed lines) for the Gaussian (left panels) and Student’s $t$ distribution (right panels). The confidence bounds were obtained using Monte Carlo simulations with 1000 repetitions. The sample length were set to $n = 100$ or $n = 1000$. The parameters correspond to Case 2, i.e. $\phi_{11} = 0.8$, $\phi_{22} = 0.8$, $\phi_{12} = \phi_{21} = 0$ (top panels; see Fig. 4 for the corresponding sample trajectories) or $\phi_{11} = 0.8$, $\phi_{22} = -0.8$, $\phi_{12} = \phi_{21} = 0$ (bottom panels; see Fig. 5 for the corresponding sample trajectories) and the residual vectors $Z_i(t)$, $i = 1, 2$ are correlated with $\rho_Z = 0.8$. $\eta = 5$ for the Student’s $t$ distribution and $\sigma^2_{Z,1} = \sigma^2_{Z,2} = \frac{n}{\eta-2}$ for the Gaussian one.

As can be observed, the empirical autocovariance curve resembles the shape of the theoretical values and lies within the confidence intervals. It confirms that the fitted VAR(1) model describes well the properties of the product. Hence, the presented approach provides a well fitted model for both the prices and the load prediction errors and at the same time allows for modeling the total cost of the TSO load forecast errors, being the product of both variables. The results might be useful in cost planning for energy companies and help in a proper evaluation of the risk related to the errors of the load/demand predictions.

7. Conclusions

In this paper, we have introduced a new times series arising as a product of the bi-dimensional VAR(1) model components and derived formulas for its main characteristics, such as the mean and the autocovariance function. The obtained results describe the time-dependence structure of the product time series and depend on the residual series’s distribution only through its parameters. However, the distribution of the product time series can be also derived under the assumption on the form of the residual series’s distribution using the probabilistic properties of the product and the sum of random variables. Specifically, for the Gaussian case analyzed in the simulation study, the resulting distribution of the product time series is the variance gamma. Clearly, the results obtained in this paper can be further generalized for other time series models, especially for the VAR model with higher order or higher dimension. In the literature, there are also considered VAR models with heavy-tailed multidimensional distribution, e.g. $\alpha$-stable (Grzesiek et al., 2020a, 2019a, 2020b), thus the natural extension of the current study is the analysis of time series that is a product of two components of such models. In this case, the dependence structure can not be expressed by the means of the autocovariance function defined for finite-variance models, but by the dependence measures properly defined for the infinite-variance time series, see e.g. Grzesiek et al. (2019b).
Since a product variable occurs naturally in many real-life processes, we believe that the derived theoretical results can find many practical applications. In the paper, we have conducted a case study based on the data from the Danish electricity market. We have shown that the weekly prices and load prediction errors can be modelled by a VAR(1) model, which also yields a good fit for the product time series, describing in this case the total cost of the load prediction errors. As the load forecasts are a crucial parameter for production and trade planning in electricity companies, the proper evaluation of the risk of their errors is essential for market strategies planning.

Another possible application of the obtained results is modelling of commodity prices in the currency of the country where a company operates. Commodities prices are fixed at main commodities exchanges where they are quoted usually in USD. Then the price of a commodity in local currency is just the product of the price in USD and the currency exchange rate. On the other hand, the relation between commodity price in USD and local currency exchange rate throughout the time is extremely weighty as it has a significant impact on entity’s profitability and can be modelled using VAR model. A recent analysis of such modelling approach for a mining company was conducted by Bielak et al. (2021).
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Appendix

**Bivariate Gaussian distribution**

The bivariate Gaussian distributed random vector \((Z_1, Z_2)\) has the following PDF (Roussas, 2015)

\[
\begin{align*}
&f_{Z_1,Z_2}(z_1,z_2) = \exp \left\{ -\frac{1}{2(1-\rho^2)} \left[ \frac{(z_1-\mu_{Z,1})^2}{\sigma_{Z,1}^2} - 2\rho \frac{(z_1-\mu_{Z,1})(z_2-\mu_{Z,2})}{\sigma_{Z,1}\sigma_{Z,2}} + \frac{(z_2-\mu_{Z,2})^2}{\sigma_{Z,2}^2} \right] \right\} \quad , \quad z_1, z_2 \in \mathbb{R}
\end{align*}
\]
Figure 11: The empirical autocovariance function for time series corresponding to \( \{X_1(t)\}, \text{ACVF}_{X_1}(h) \) (top, left panel) and \( \{X_2(t)\}, \text{ACVF}_{X_2}(h) \) (bottom, right panel), as well as the corresponding empirical cross-covariances \( \text{CCVF}_{X_1,X_2}(h) \) (top, right panel) and \( \text{CCVF}_{X_2,X_1}(h) \) (bottom, right panel).

where \( \rho \in (-1, 1) \) is the correlation coefficient between random variables \( Z_1 \) and \( Z_2 \) (denoted in the main text as \( \rho_Z \)); \( \mu_{Z,1}, \mu_{Z,2} \in \mathbb{R} \) are the corresponding expected values, while \( \sigma_{Z,1}^2, \sigma_{Z,2}^2 > 0 \) are the corresponding variances. When \( \rho = 0 \), the PDF of the random vector \((Z_1, Z_2)\) is just the product of the PDFs of the Gaussian distributed random variables.

**Bivariate Student’s t distribution**

The bivariate Student’s t distributed random vector \((Z_1, Z_2)\) is constructed as follows. Let us assume that \((N_1, N_2)\) is the bivariate Gaussian vector defined by the PDF in Eq. (43) with expected values equal to zero, unit variances and \( \rho \in (-1, 1) \) being its correlation coefficient. Moreover, let \( \chi^2 \) be the one-dimensional random variable with chi-square distribution with \( \eta > 0 \) degrees of freedom and assume that \((N_1, N_2)\) and \( \chi^2 \) are independent. Then the random vector defined as

\[
(Z_1, Z_2) = \left( \frac{N_1}{\sqrt{\chi^2/\eta}}, \frac{N_2}{\sqrt{\chi^2/\eta}} \right)
\]

has a bivariate Student’s t distribution with \( \eta \) degrees of freedom and its PDF is given by (Lai and Balakrishnan, 2009)

\[
f_{Z_1, Z_2}(z_1, z_2) = \frac{1}{2\pi \sqrt{1 - \rho^2}} \left[ 1 + \frac{z_1^2 - 2\rho z_1 z_2 + z_2^2}{\eta(1 - \rho^2)} \right]^{-\frac{\eta+1}{2}}, \quad z_1, z_2 \in \mathbb{R}. \tag{45}
\]

The marginal random variables \( Z_1 \) and \( Z_2 \) have the one-dimensional Student’s t distribution defined by the following PDF (Cochran, 1934)

\[
f_{Z_1}(z_1) = \frac{\Gamma((\eta + 1)/2)}{\sqrt{\eta\pi}\Gamma(\eta/2)} \left( 1 + \frac{z_1^2}{\eta} \right)^{-\frac{\eta+1}{2}}, \quad z_1 \in \mathbb{R}, \tag{46}
\]

where \( \Gamma(\cdot) \) is the gamma function, i.e. \( \Gamma(\alpha) = \int_0^\infty t^{\alpha-1}e^{-t}dt \) for \( \alpha \) such that \( \text{Re}(\alpha) > 0 \). Note that the number of degrees of freedom, \( \eta \), is equal for both marginal variables. It is worth highlighting that the correlation \( \rho_Z \) between the random variables \( Z_1 \) and \( Z_2 \) is equal to the parameter \( \rho \). However, its zero value is not equivalent to the independence of the random variables \( Z_1 \) and \( Z_2 \), since in that case the PDF of a
Figure 12: The residual series corresponding to \( \{Z_1(t)\}, \{Z_2(t)\} \) (top right and left panels, respectively) and the empirical autocovariance function ACVF \( Z_1 \) (middle, left panel), ACVF \( Z_2 \) (bottom, right panel), as well as the empirical crosscovariances CCVF \( Z_1, Z_2 \) (middle, right panel) and CCVF \( Z_2, Z_1 \) (bottom, right panel).

A random vector \((Z_1, Z_2)\) (see Eq. (45)) is not a product of the PDFs of the marginal distributions, see Eq. (46). Hence, if \( Z_1 \) and \( Z_2 \) are independent, the PDF of the random vector is given by

\[
f_{Z_1, Z_2}(z_1, z_2) = \frac{\Gamma((\eta_{Z,1} + 1)/2)\Gamma((\eta_{Z,2} + 1)/2)}{\sqrt{\eta_{Z,1}\eta_{Z,2}\pi} \Gamma(\eta_{Z,1}/2)\Gamma(\eta_{Z,2}/2)} \left(1 + \frac{z_1^2}{\eta_{Z,1}}\right)^{-\eta_{Z,1}/2} \left(1 + \frac{z_2^2}{\eta_{Z,2}}\right)^{-\eta_{Z,2}/2}, \quad z_1, z_2 \in \mathbb{R}, \quad (47)
\]

where \( \eta_{Z,1} > 0, \eta_{Z,2} > 0 \) are the degrees of freedom parameters of \( Z_1 \) and \( Z_2 \), respectively.

The Student’s t distribution defined in (46) has zero mean and variance equal to \( \sigma_{Z,1}^2 = \frac{\eta_{Z,1}}{\eta_{Z,1}-2} \). It can be generalized to the Student’s t location-scale distribution by applying the following transformation \( Z(\mu, \lambda) := \mu + \lambda Z \), where \( Z \) is Student’s t distributed. It yields a three parameter \((\mu, \lambda, \eta)\) distribution, with \( \mu \) being the shift parameter, \( \lambda > 0 \) the scale parameter and \( \eta > 0 \) the degrees of freedom. The variance of the Student’s t location-scale random variable is equal to \( \sigma_{Z(\mu, \lambda)}^2 = \lambda^2 \frac{\eta}{\eta-2} \).
Figure 13: The quantile-quantile plots for the Gaussian (left panels) and Student’s t location-scale distribution (middle panels) fitted to time series corresponding to \{Z_1(t)\} (top panels) and \{Z_2(t)\} (bottom panels). In the right panels the empirical PDFs (a, blue colour) corresponding to \{Z_1(t)\}, \int_{Z_1}(z), and \{Z_2(t)\}, \int_{Z_2}(z), together with the fitted PDFs for the Gaussian (b, red colour) and Student’s t location-scale (c, yellow colour) distributions are plotted.

Figure 14: The autocovariance function of the product of prices and load prediction errors, ACVF_{Y}(h). The empirical autocovariance is plotted with a violet colour, while the theoretical values calculated for the fitted VAR(1) model, see Eq. (42) are plotted with a yellow colour. Additionally 5% and 95% CBs obtained from Monte Carlo simulations of the fitted model are plotted with dashed lines.