Automatic high fidelity foot contact location and timing for elite sprinting
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Abstract
Making accurate measurements of human body motions using only passive, non-interfering sensors such as video is a difficult task with a wide range of applications throughout biomechanics, health, sports and entertainment. The rise of machine learning-based human pose estimation has allowed for impressive performance gains, but machine learning-based systems require large datasets which might not be practical for niche applications. As such, it may be necessary to adapt systems trained for more general-purpose goals, but this might require a sacrifice in accuracy when compared with systems specifically developed for the application. This paper proposes two approaches to measuring a sprinter’s foot-ground contact locations and timing (step length and step frequency), a task which requires high accuracy. The first approach is a learning-free system based on occupancy maps. The second approach is a multi-camera 3D fusion of a state-of-the-art machine learning-based human pose estimation model. Both systems use the same underlying multi-camera system. The experiments show the learning-free computer vision algorithm to provide foot timing to better than 1 frame at 180 fps, and step length accurate to 7 mm, while the system based on pose estimation achieves timing better than 1.5 frames at 180 fps, and step length estimates accurate to 20 mm.
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1 Introduction
Making robust and accurate measurements of moving humans is a difficult task with a broad range of applications. In the entertainment sector, actors’ performances can be used to drive animated characters [1,35] in film and video games, while measurements of human motion can be used throughout health and sports to monitor patients recovering from injuries [12,45], identify injury risks [18] and uncover determinants of sports performance [5]. Often these measurements are collected in dedicated studios and laboratories, but there is very broad scope for expanding to general environments and using purely passive sensors that avoid any interference with the natural movements of the subjects. As well as the already mentioned applications in entertainment, injury prevention and sports coaching, this can further enable gathering of general sports analytics such as for football or tennis [21,55]. Machine learning has started enabling markerless pose estimation “in the wild”, but it is not yet clear that these general purpose systems can provide the accuracy required for the specific interests of health, sports and biomechanics [43]. More accuracy might be possible with specialised systems, but the accurately annotated datasets for niche measurements do not exist and may never exist. This increases the importance of understanding the accuracy of existing “off the shelf” general purpose systems in specific contexts.

This paper considers the specific task of localising and timing the foot-ground-contact events of an athlete during sprinting, enabling accurate measurement of step length and step timing, two major determinants of velocity. Longitudinal measurement of these determinants across a training season such as performed by Bezodis [3] can show an athlete’s reliance on step frequency and directly inform training programmes, but the manual annotation performed in [3] is unrealistic for regular use by coaches. The gold-standard
technique for making these measurements is to use force plates embedded in a running track [19] and marker-based motion capture systems [46]. Although accurate, both these approaches have limitations that could be overcome by the use of a purely video-based solution. Force plates are expensive and few facilities can accommodate more than a couple of steps, while optical motion capture requires the athlete to wear markers which take time to emplace and can affect the athlete’s natural performance.

Two video-based solutions for the measurement task are proposed and contrasted in this paper. The first is designed to directly observe foot-ground-contact events and improves upon the work of [15] with a new objective function for foot-location refinement. For the remainder of this paper, this approach will be referred to as “Occupancy-Based Step Measurement fOr Sprinting” (Obsmos). The second approach uses the general-purpose human pose estimation system OpenPose [10] as a base; with a novel multi-camera fusion and reconstruction approach to recover 3D pose tracks from which foot-ground-contact events can be inferred. This second approach will be referred to as Fused OpenPose.

The contributions of this paper are:

1. the Obsmos system that builds from the earlier work of [15] with a new objective function for foot-ground contact location refinement that is both simpler and more robust
2. the Fused OpenPose approach, which is the first 3D analysis of detecting foot-contact events and step lengths using a modern deep-learning-based general purpose human pose estimator.
3. the first comparative evaluation of two markerless foot-ground-contact analysis systems on elite sprinting datasets with ground truths.

The performance of the two presented approaches is compared on two datasets, both of which use a multi-camera system with the same general design. The first dataset was recorded using 5 cameras in a laboratory environment and allows for a ground truth using optical motion capture and embedded force plates. The second dataset is more real world and uses 9 cameras recorded at an indoor sprint training track. Ground truth for the second dataset is provided by manual annotation and an auxiliary high frame rate camera for timing. The first dataset had 18 runners, with a mix of trained and recreational runners, while the second dataset consisted of 14 trained athletes.

The remainder of this paper will discuss some related work (Sect. 2) and then describe the camera system used for acquisition as well as the data used for evaluation (Sect. 3). Next, the algorithms will be described, starting with the Obsmos approach (Sect. 4) and then the Fused OpenPose approach (Sect. 5). Finally, an evaluation of the algorithms versus the ground truth will be presented, as well as a discussion of the results.

2 Related work

The progress of human pose estimation from images is well documented [11], starting with the manual annotation of sequences recorded to film camera and steadily adopting more automation as technology advances. Accurate tracking without manual annotation became possible through the use of optical motion capture. By palpating the body to locate specific bones beneath the surface, infra-red (IR) reflective markers can be placed upon the skin which have a well-judged position relative to the skeleton. By combining IR-sensitive cameras and lighting, the markers can be reliably tracked and positioned to millimetre accuracy [51]. A kinematic skeleton model can then be fit to the tracks of these markers giving estimates of the locations and orientations of bones and joints as the subject moves [42,44].

The accuracy of marker-based techniques is offset against the requirement to affix markers to the subject and the need for specialist cameras and lighting. In practice this reduces the adoption of these systems outside of laboratory conditions. The hope of robust video-based human pose detection algorithms is to facilitate measurement “in the wild” and without markers. The progress of the field is discussed in several reviews [11,25,53], and there is a clear general trend for systems to be based off of machine learning. The result are algorithms that provide detections of human body parts [48,49] of multiple people [10,20] from arbitrary camera views “in the wild”, which can even deduce 3D pose from single viewpoints [30,32].

These markerless human pose systems are based on large datasets [27,34] which consist of a set of images taken from the internet and manually annotated with the approximate locations of various joints for each of the people visible. The images cover a wide range of environments, scales and poses, including highly acrobatic poses. In general, the body part annotations in these training datasets have been made by minimally trained volunteers with no access to the subjects in the image, and not expert biomechanists, so there will always be some doubt about the accuracy of resulting models. However, creating training datasets that are both large enough to be robust and specific to a measurement task (e.g. training a network to specifically identify foot-ground contact from video) can be prohibitive, making it important to understand the applicability of general-purpose systems.

Several video-based solutions to the problem of foot-ground contact and step length measurement have been published previously. Zhu [57] uses motion blur to identify when a foot is in motion or static; however, the approach is likely to be very limited, especially as faster cameras are used...
which are better at freezing fast motion in an image. Harle’s work [23] uses a single camera and background subtraction. By adding together foreground masks (accumulating them) the feet can be identified when on the ground as peaks in the accumulator. Intuitively quite simple, a lot of processing is required to handle false detections which can more easily be removed with multiple viewpoints, and using a single camera, although convenient, will limit positional accuracy, especially if a large area is to be covered. The system of Dunn [13] is multicamera and may be the most comparable to the Obsmos system, but technical details are limited. They do provide a benchmark against which to measure performance however, reporting $-4.9 \pm 177.7$ mm and $0.0 \pm 0.03$ s (Bland Altman 95% limits of agreement) against manual digitisation. Rather than directly detect image features corresponding to contact events, there are approaches such as [29] which try to infer these events by tracking motion of the body over time. The evolution of this would be to use modern pose detectors alongside gait analysis techniques, such as the proposed Fused OpenPose approach.

Gait analysis [24,40] is the analysis of animal and human locomotion (walking, running etc.). Gait is often measured using a combination of force sensors (in the floor or in shoes), accelerometers [8,26] or marker-based optical motion capture. Specifically, the path of a marker over time [22,47], or the changing angle of certain body joints (knee, ankle, etc) [41], produces distinctive curves, sometimes referred to as gait curves (though the term is also applied to the changes in force/pressure of the subject’s foot with the ground) which can be used to identify contact events. In [22] foot-ground contact events are detected by identifying acceleration or jerk peaks on heel or toe markers of human runners over a range of speeds. For maximal sprints [38] observes that the rotation of the foot during take-off induces a distinctive dip in the height of the marker which can be reliably used to determine toe-off, while landing is best identified using acceleration peaks. In a related domain [47] compares approaches to identifying contact events in hoofed animals, including vertical velocity, acceleration and a trigonometric breakover feature similar to the toe-off feature noted by Nagahara [38]. When used on marker-based motion capture data with relatively little noise these methods produce good results and can inspire approaches for markerless motion capture such as the proposed Fused OpenPose system.

Markerless systems can capture human motion in a number of ways. Depth cameras such as the Microsoft Kinect are closely associated with algorithms that produce skeleton representations of human pose. Gait analysis from these skeletons has been investigated [2,52], but the sensors themselves have limited frame rates (typically 30 Hz) and use active illumination that can struggle in general environments, constraints which do not apply to normal cameras. Markerless systems for general cameras could fit 3D body models to silhouette images, with later examples of this using person specific body models [14], but good results often required some manual intervention, laboratory conditions, and the solvers were extremely slow. More recently, human pose detectors such as OpenPose [10] have enabled relatively fast tracking of the human body in images. Some walking gait analysis has been performed using such detectors [39,54], but there is still concern about whether they can provide the kind of measurements biomechanists desire [43]. Concerns include the noise characteristics, precision of the detected features and extent to which the detections correspond to actual body parts. These factors can all be expected to impact what features can be observed in gait curves and how accurately gait events can be detected. The Fused OpenPose system presented in this paper takes inspiration from marker-based gait analysis and identifies what features can be robustly detected to identify ground contact events in sprinting.

The aim of this paper is to evaluate the performance of video-based sprint analysis systems based on a traditional computer vision approach of hand-designed features and on modern machine learning pose estimation. A number of machine learning based pose-estimation algorithms could have been used for this experiment. Recent systems that report full 3D pose from monocular views such as VIBE [32] are impressive, but it is unclear how to best fuse the model positions between camera views and poor reconstruction of foot position can be seen even in video results presented by the authors. Systems which provide human body part segmentations are also very powerful, but do not directly lead to trackable pose information—DensePose [20] remains the most detailed (with each pixel of the segmentation labelled for a specific point on the surface of the human body), but experience indicates the detection of feet is again poor. Of the systems that provide a sparse 2D detection of joints, OpenPose is (at time of writing) the only system to provide features on the foot and is easy to deploy.

3 Markerless sprint analysis camera system

Markerless detection of step length and step frequency can be done through a single-camera system over a limited section of track using systems such as [23], but single-camera systems have difficult error suppression and limited accuracy on 3D positional measurements. A multiple camera system can be designed to cover an extended area of track without resolution trade-offs and ensure accurate calibrated measurements.

The camera system presented in this paper follows the design proposed in [15]. This is a multi-camera system as shown in Fig. 1 that allows for an extended section of track and thus multiple steps to be observed. This range will allow coaches to capture information about different stages of the
athlete’s run, whether the acceleration stage or peak velocity stages, etc. Cameras are positioned such that their views overlap and allow each foot-ground contact to be observed by at least three track-perpendicular cameras as well as the two track-parallel cameras. In this way, plenty of information is available for accurate 3D localisation as well as maximising the visibility of the exact moment of foot-ground contact. The height of the cameras is set at about waist height—a very low camera might be expected to make the foot-ground contact timing more obvious, but keeping the cameras at a neutral height means that full body motion capture should not be compromised by odd projection angles. So long as the resolution of the athlete in the images is not significantly affected, it is not expected that minor changes in the relative positions of cameras would affect performance of the system. More important is to ensure sufficient overlap of view and quality of calibration.

The camera system is expected to be synchronised. Ideally this would be through a hardware timing signal such as is commonly found on machine vision camera systems; however, the datasets presented later in this paper produced good results using broadcast TV cameras which could only be visually synchronised by external timing lights—in which case it is recommended that synchronisation be checked for each trial. More details on the used synchronisation are given in Sect. 6.

Different lengths of observation area can be configured using different numbers of cameras. For example, this paper presents two datasets, the first covering a length of approximately 8 m and the second covering approximately 16 m, using 5 or 9 cameras, respectively.

The camera system was calibrated using standard techniques. A circle-grid calibration board is shown to each camera at any one time. Camera extrinsic parameters are calculated from these shared observations using Bundle Adjustment [50] to reach a globally optimal calibration. Calibration is set such that $z = 0$ is the floor plane, with $+z$ up. The $y$-axis was aligned to be parallel with the running track, such that runners run towards $+y$, to simplify processing.

4 Occupancy-based step measurement for sprinting

The first of the two approaches to foot-ground-contact detection that will be proposed in this paper builds off the design of [15] and consists of multiple processing stages. Foot contact events are detected, localised and approximately timed using a multi-camera processing algorithm, and then timing is refined using multiple instances of a single-camera algorithm. The overall system can be seen in Fig. 2.

4.1 Detection

The detection process first segments the athlete from the background, then creates occupancy maps which identify the presence of the athlete at locations in 3D space. The occupancy maps are examined over time to determine scene activity which provides approximate timing and location information for each foot-ground contact.

Given that the camera and background are static and only the athlete moves through the scene, a standard approach such as background subtraction (BGS) is effective at segmenting the athlete from the background. There are many approaches [7], but in general, they all work by a similar principle. Each pixel learns a model of the colour and brightness of the scene background, where the model will have allowances for sensor noise and colour variations caused by periodic non-salient motion of background objects (e.g. swinging tree branches). When an object moves across the scene, it will cause the colour of a pixel to change. Where that change is sufficient to no longer fit the background model, that pixel is labelled as “foreground”. The result is a set of foreground masks for each camera where, ideally, all background pixels are set to black, and only pixels inside moving objects of interest are set to white. In practice, BGS algorithms are imperfect and will struggle when there is a lack of contrast between foreground and background which can result in holes in the segmentation, or a need to accept more pixels being falsely labelled as foreground so as not to miss important body parts. For the foot-ground-contact application, it was found to be important to tune the BGS algorithm to get a full segmentation of the athlete’s foot and not be so worried about the performance of body segmentation. It was also important that the athlete’s shadow should not be detected as foreground. Reflections and background noise were mostly well handled by the multi-camera processing stage.

In extreme lighting conditions, where, for example, clouds cause rapid lighting changes, bright sunshine causes harsh, difficult to remove shadows, or where the background cannot be guaranteed to remain static, background subtraction could be replaced with a machine learning-based human-segmentation algorithm such as [20,33]. This choice does however come with a significant cost in speed (BGS algorithms can run at upwards of 20 fps, whereas the machine learning systems often run as low as 1 fps) and adjustability (tuning a BGS algorithm is well understood, the machine learning algorithms might not have the option be tuned—though hopefully, the change to an ML system negates the need for tuning).

This paper stays with background subtraction, specifically, the IMBS-MT algorithm [6], which was chosen as it met the requirements for speed, shadow handling, intuitive tuning for the environment and an excellent reference imple-
Fig. 1 Camera system. Athletes run along the track (arrow) between a corridor of cameras. The diagram on the left shows a layout for 9 cameras, while the image on the right shows the setup as viewed by one of the track-parallel cameras. Cameras a look across the track (track-perpendicular), while cameras b look along the track (track-parallel). The corridor can be extended to desired length by adding cameras, maintaining the 3-camera pattern (darker shaded).

Fig. 2 Overall system structure. Video from multiple cameras is input into the multi-camera processing stage. Here, the athlete is segmented from the image using background subtraction, and then further processing identifies the location and approximate timing of each foot-ground contact. The resulting foot contact events are passed to a per-camera processing stage to refine the timing estimates.

Examples of the recovered foreground masks, cropped to the region of the athlete, can be seen in Fig. 3. The biggest problems encountered with this approach were shoes or clothing with poor contrast against the floor or background.

The foreground segmentations from each camera view are fused together to create a set of “occupancy maps” by projecting them onto various horizontal scene planes: a ground plane, a knee plane and a body plane. Let the observable area of the scene be defined by an axis-aligned rectangle drawn on the ground. This rectangle can then be sub-divided into a grid of cells \( G \) of a given size \( c_s \) (Fig. 4) where the centre \( \hat{p}_{rc} \) of each cell, \( G(r, c) \) is a point in 3D space \( \hat{p}_{rc} = [x_{rc}, y_{rc}, h, 1]^T \), and \( z = h \) is the scene plane at height \( h \). Each point \( \hat{p}_{rc} \) can be projected into the foreground masks using the known camera calibration (Eq. 1) (where \( P_i \) is the projection for camera \( i \)):

\[
p_{irc} = P_i(\hat{p}_{rc})
\]

The occupancy for a grid cell is computed as per Eq. 2:

\[
O_G(r, c) = \frac{\sum_{i \in V_{rc}} F_i(p_{irc})}{|V_{rc}|}
\]

In Eq. 2, \( |V_{rc}| \) is the number of cameras in \( V_{rc} \), and \( V_{rc} \) is the set of cameras in which \( p_{rc} \) is visible. Furthermore, \( F_i(x) = 1 \) if the pixel \( x = [u, v]^T \) is foreground, otherwise \( F_i(x) = 0 \).

The result is that the occupancy map (or synergy map [31]) is in effect an image showing the additive projection of each camera’s foreground image to the specified scene plane (Fig. 5). The more cameras that see a cell as foreground, the brighter that pixel is in the occupancy map. Significantly, when a sprinter runs through the scene, cells in the ground occupancy map will be at full brightness only when the runner’s foot is on the ground.

Ground plane occupancy is used for detecting the athlete’s feet on the ground, knee-plane occupancy is used for managing problems that can occur when the athlete’s non-contact foot causes occlusions of the on-ground foot, and body occupancy is used for preventing false detections [15]. A cell is considered to be occupied or active in a given frame if cell occupancy passes a pre-defined threshold. The threshold is a tunable parameter that indicates what proportion of the cameras are required to show the cell as foreground, allowing for any partial detections within the image region corresponding to the grid cell. If the feet are likely to be only partially detected, or if the foreground masks are particularly noisy, a lower threshold might be needed, but setting it too low will allow for false detections, particularly if it is set low enough that it can be activated by only one camera.

A temporal processing step is then used to detect and localise foot-ground-contact events. The thresholded occupancy map identifies which cells are active on a given frame.
Fig. 3 Background subtraction examples for a typical frame of video. Segmentation failures that cause noise in the background or “holes” on the body were deemed to be acceptable so long as foot segmentation was reliable and shadows on the floor were well handled.

Fig. 4 The region of interest of the track can be divided into a grid (actual grid cells smaller than shown in this image). Foot-ground contacts can be detected by checking for occupancy of the grid cell at each time instant.

Fig. 5 Given the foreground masks of Fig. 3, three occupancy maps are created. From left to right, these are the ground plane occupancy, knee plane occupancy and body occupancy. When each map cell is projected to a camera, it projects to a region of the foreground mask that is labelled as either foreground or background. Cells which are brighter in the occupancy map project to foreground regions in many cameras, while dark cells are foreground in none. Cells in the ground plane occupancy will be brightest when the foot is present and on the ground at their 3D location. Equally, knee-plane cells will be brightest when the leg is intersecting the knee-plane, and body cells will be brightest when the body is passing through that region of space. The ground plane and knee plane occupancies are shown before thresholding; where colour is available, the green region on the body occupancy shows the region that passes the threshold value, indicating those cells are active for this frame. Note that the foot contact can be cleanly observed despite the problems (holes, noise) with the foreground masks.
Activation periods for each cell are recorded in an *activity map*, where an activation period is defined by the frame a cell becomes active to the frame before a cell becomes inactive.

Ground contacts are detected by processing the activity maps. A contact is observed as a cluster of activations in space and time. Thus, time is played forwards frame by frame:

1. Each cell is checked to determine whether the current frame is within an activation period.
2. The earliest start \( f_i \) and latest end \( f_e \) of all current activation periods are determined.
3. A cell is considered to be active in the current frame if it has an activation that starts before \( f_e \) and ends after \( f_i \).
4. A contact is created in the current frame from a contiguous cluster of currently active cells.
5. Contacts in the current frame are compared with existing contacts from previous frames and merged if they share the same location in space, thus producing temporal consistency.
6. The duration of a contact, its start and its end, can be determined from the activation periods of the cells.
7. A contact is only deemed valid if it overlaps with the body occupancy for the duration of its existence.

### 4.2 Foot-ground-contact position refinement

Here, an updated version of the algorithm from [15] is proposed. The general approach remains the same: A foot-sized bounding box is initialised at a point in 3D on the ground plane and then has its 2D position on the ground plane optimised to minimise an objective function. The proposed update changes the features used in the objective function to both simplify and improve robustness.

Firstly, an image is produced for each camera which accumulates the foreground masks for every frame between the contact start frame \( f_0 \) and end frame \( f_k \), as per Eq. 3.

\[
A_i(x) = \frac{1}{k} \sum_{j=f_0}^{f_k} F_{ij}(x)
\]  

In Eq. 3, \( F_{ij}(x) = 1 \) if the pixel \( x = [u, v]^T \) is labelled as foreground in the mask image from camera \( i \) on frame \( j \), otherwise \( F_{ij}(x) = 0 \).

A threshold \( \tau_A \) is applied to the accumulator images to create a binary mask \( \alpha_i \) with pixels larger than the threshold set to white. Next, a distance transform [16] is calculated to produce \( D_i \), where every pixel has a value based on its distance to the nearest white pixel in the binary mask. An example of these three images (the accumulator, the result of the threshold and the distance image) can be seen in Fig. 6.

Secondly, an image of the ground occupancy for the duration of the foot contact is created. This is simply an image with white pixels where occupancy map cells were active during the contact and black otherwise. A distance transform of this map is then computed giving the image \( D_s \).

A bounding box can be defined with length \( b_l \), width \( b_w \) and height \( b_h \) and oriented such that the length axis is parallel to the running direction (if the calibrated camera system is configured as in Sect. 3 then this can be an axis-aligned bounding box with length on \( y \), width on \( x \) and height on \( z \)).

The bounding box can have the approximate size of a human foot and can be centred on the ground plane at \( \hat{p}_b = [x, y, 0]^T \). The eight corners of the bounding box can be projected into each camera view and the smallest encapsulating bounding boxes determined.

\[
\epsilon(x, y) = \epsilon_S(x, y) + \sum_{i=0}^{n} (\epsilon_{D_i}(x, y) + \epsilon_{C_i}(x, y))
\]

The first term \( \epsilon_S(x, y) \) in this error is simply the value of \( D_s(x, y) \), where \( (r, c) \) are the occupancy map cell coordinates corresponding to a scene position \( \hat{p}_b \). This ensures that the minimisation search cannot move too far away from the initially estimated contact location. Without this, the error can suffer from problems when the projected bounding box gets too close to, or leaves, the bounds of the camera views. \( \epsilon_{D_i}(x, y) \) is the sum of values inside the bounding box within the distance image \( D_i \), normalised by the area of the bounding box. \( \epsilon_{C_i}(x, y) \) is a term designed to help the bounding box to centre on the foot. The distance \( \delta_l \) between the left edge of the bounding box and the left-most white pixel in \( a_l \), and the equivalent distance on the right \( \delta_r \) are determined (Fig. 7). With those, the term is \( \epsilon_{C_i} = |\delta_r - \delta_l| \).

The error can be minimised using any standard derivative-free search algorithm. Results presented in this paper use the SBPLX algorithm from the NLopt C++ library [28].

Adjusting the values of \( \tau_A \) and the size of the foot-sized bounding box does have an effect on the overall performance of the algorithm. During a contact event, the foot is not wholly static, and thus, different pixels will be classed as foreground for different proportions of the estimated contact time. Figure 9 shows the stages of a sprinter’s typical foot-ground contact—landing on the toes, absorbing the impact, rolling forward and springing off the toes again. If \( \tau_A \) is set very large, then only pixels that are static for the whole contact will pass the threshold. As \( \tau_A \) is reduced, more pixels will pass the threshold. The aim when setting \( \tau_A \) is to ensure that the whole foot is segmented without capturing pixels only active transiently as the foot enters or exits the contact location. After empirical analysis, the optimal value was found to be in the region of 0.25, much smaller than this and the foot would not be well-segmented, impacting position estimation. Generally, values of up to 0.5 could be used before
performance significantly dropped off, but 0.25 was optimal in experiments.

Given the optimisation error, it might be expected that the foot-box be sized large enough to fully enclose the foot, but not so large as to run the risk of capturing too much of the leg or other distractions. As each runner has a different size of foot, it might also be expected that the size of the box will benefit from tuning to each individual. However, upon testing, it was found that, while the optimal box size was different for each individual, these optimal sizes did not correlate with the physical size of the runner’s feet. This is likely to be at least partly caused by the different poses runner’s feet can take—some out-turned, some never flat on the floor—making the optimal box size slightly unpredictable. However, the optimal box size for each runner was only marginally better than the best-on-average size. The best-on-average size was 400 mm long by 20 mm wide by 60 mm high, but sizes in the general range of (350, 20, 60) to (400, 60, 60) (length, height, width) performed similarly. As might be expected, this best-on-average box size is longer than any real foot allowing the box to always fully enclose the foot and for the centring term to neatly centre it. The height of the box is taller than a typical foot, but allows for sprinters who run on their toes (thus the foot does not go flat). The most surprising measurement is the width, which is substantially narrower than a real foot. However, when projected into the images, this narrow foot-box most often gives the neatest 2D bounding box around the foot. A comparison image of a wide and narrow foot box is shown in Fig. 8.

### 4.3 Foot-ground-contact timing refinement

The multi-camera process only gives approximate timing for the start and end of a foot-ground contact. To achieve a more accurate timing estimate a per-camera process is used which involves tracking simple image features as the foot makes contact with or departs from the ground. [15] observed that the most significant feature to determine contact start and end time was the vertical motion of the foot and thus took a small window of the image around the foot and divided it into vertical slices. Each vertical slice could then be easily tracked from frame to frame to identify when vertical motion starts or ends. Examples of a typical sprinter’s foot-ground contact, and the slice features, are shown in Figs. 9 and 10, respectively.

As this process is performed per-camera, [15] also identified how to best combine the results of the multiple cameras that observe each foot contact, deducing that it was best to take the earliest reported landing and the latest reported take-off.

### 5 Foot-ground-contact detection from multi-view pose estimation

Machine learning is an appealing approach to solving computer vision problems however such solutions require training with large datasets to achieve robustness against all the variations in a domain—this can include image variations...
caused by lighting, environment, weather and variations in the movement patterns, shapes and colours of the object or event to be detected. There are several ways of taking advantage of machine learning to solve the foot contact detection and timing problem for which the Obsmos system was developed.

Firstly, one could attempt to train a system specifically for detection of contact events. Such a system does not currently exist and so not only would it need to be designed, there would need to be a substantial data collection to create a training data that captured a wide enough variation of lighting conditions, runners, shoes, tracks. Creating this dataset is a prohibitive requirement.

An alternative approach might be to replace parts of the Obsmos system with machine learning alternatives. One obvious target for such a replacement would be the system-critical background subtraction stage. BGS almost always requires on-the-day tuning to get performance that handles the available lighting conditions and background appearances. In the worst case, these conditions can change over time, and it can be a constant battle to balance between correctly handling shadows and having sufficient sensitivity to fully segment the object of interest. Powerful machine learning based systems exist [20,33] which can segment out humans in images and which can alleviate many of the problems of BGS, but the trade-off is significantly increased computation time (seconds per frame rather than tens of frames per second) and the precision of the segmentation can still struggle with body extremities such as feet which are critical in the foot-contact task.

A third option would be to take advantage of recent human-pose estimation systems and so mimic the approach of foot contact detection from motion capture [4,36,37]. One example [2] of such a system was based on using Microsoft’s Kinect V2, but a foot contact detection should also be possible from systems such as OpenPose [10] which can be applied more generally to any camera system.

The remainder of this Sect. will describe an experiment that follows this third approach. OpenPose [10] will be used for human detection in the images, and an algorithm proposed to fuse those detections between camera views, and then a
novel algorithm proposed for estimating foot contact events from the fused 3D tracks.

5.1 Human detection in images

OpenPose [10] is one of many recent markerless full-body pose detection systems. Given an image of a person, a deep neural network estimates the location of various body parts. OpenPose is particularly appealing for foot contact detection because it detects points on the foot [9], it has been demonstrated to have good robustness in a wide range of environments and is relatively easy to make use of.

To determine step characteristics, OpenPose is applied to each camera view independently, yielding single-camera identifications of the people and their feet in the scene, as seen in Fig. 11.

During testing, it was observed that OpenPose made several common mistakes on the images. Firstly, it would mistake the tripods in the background of the image as people. It would also struggle to correctly identify the left versus the right sides of the running athlete. It could also be prone to losing one or both legs.

Much as with the Obsmos system, covering an extended length of running track will require the use of multiple cameras and so it makes sense to also take advantage of multiple cameras for rectifying detection errors. As a result the camera system used for the OpenPose-based approach is the same as for the Obsmos system. A system is proposed for fusing together the multiple camera views and producing a track of the person’s joints through the monitored section of track. The proposed system is termed “Fused OpenPose” and will be fully described in the remainder of this section.

It should be noted that OpenPose provides a limited 3D reconstruction tool which is not used in Fused OpenPose. The OpenPose tool does not resolve the cross-camera matching problem and is designed for specific camera hardware and is not being maintained.

5.2 Fused OpenPose

The processing stages of the Fused OpenPose approach are shown in Fig. 12. OpenPose is first applied to each camera view, and then the fusion process combines the views together into a 3D skeleton. The joints of this skeleton are tracked through the full video sequence. Finally, the tracks of the toes are analysed to identify individual foot contact events. By fusing as early as possible (just after the per-camera application of OpenPose) the system can try to rectify the errors on OpenPose and consistently resolve passing between cameras.

At any moment in time, each camera will provide a single image, and OpenPose will report any detections in that image. Multiple people may be reported in one single image, whether real or false, and so the first stage is to perform cross-camera matching. To associate person detections between views, inspiration is taken from the occupancy maps used by [15] and the Obsmos system. The volume of the area being run through is subdivided into a grid of cuboids. The grid is a single layer tall, with each non-overlapping cuboid being 0.25 m by 0.25 m by 2.0 m. Each cuboid can then be projected into the camera views resulting in a 2D-bounding box.

Each person in each view is tested against the projected bounding box to determine if their neck-point and mid-hip point are contained within the projected bounding box, and the cuboid scored by the number of viewpoints that have a person within the bounds of the projected cuboid. High population cuboids indicate the approximate 3D extents of persons detected in the scene and also group together the relevant detections. As only one runner is expected to be in the active area at any one time, it is simple to then take the highest population cuboid as the runner. Tripods and other false detections occur in only a subset of the cameras, or outside of the observation area, and as such do not generate an occupancy peak and so are quickly discarded.

Once the per-camera detections have been associated, the body parts of each person can be reconstructed in 3D. The 2D detection in each view can be back-projected to produce a ray in 3D space and the rays intersected to provide the reconstruction. To make this more robust, a RANSAC [17] approach is used. Pairs of rays are selected at random to compute the 3D point. The distance of this 3D point to each of the rays is computed and rays with distances smaller than a pre-specified threshold labelled as inliers. The largest set of inliers is then selected to produce the final intersection point. One of the main problems with OpenPose is a tendency to mis-label left and right body parts. For body parts that come in pairs, the RANSAC process is adapted to solve for two points. Consider an elbow: All elbow detections (left and right) are collected. First, any view that has two detections is selected. Detections from other views are randomly paired with one of those initial selections, thus forcing the process to produce two elbow reconstructions. The solution with the largest number of inliers for both points is taken. Left and right are then deduced using known scene geometry (the runner is known to be running parallel to the y-axis of the scene and towards +ve y).

Having the 3D skeleton in each frame results in a track of all the joints over time, meaning that there is a track of the OpenPose toes similar in principle to the track of a toe marker in marker-based motion capture. However, the Fused OpenPose track is substantially noisier, as can be seen in Fig. 13.

When using marker-based motion capture, foot-ground-contact events can be discovered by identifying one or more features in the vertical track of the toe marker. These can
Fig. 11 OpenPose detects joints of the human body, shown here as circles. In these images, lines connect the ankles-knees-hips and wrists-elbows-shoulders. Black-on-green lines show left limbs, and white-on-red lines show right limbs. Green cubes and red cubes show the projection of the recovered 3D joints (green=left, red=right). OpenPose was found to be prone to a few errors, including being confused by tripods (left), swapping left-right limbs (centre) and merging left/right limbs together (right). By using multiple cameras and robust reconstruction, these errors can generally be handled.
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Fig. 12 Processing staged of the Fused OpenPose-based foot-ground contact event timing system

Fig. 13 Comparing the track of a motion capture toe marker versus a Fused OpenPose toe (temporal alignment approximated). Acceleration events for foot landing and take-off are obvious in the marker track but hidden by noise in the Fused OpenPose track.

include the distinctive acceleration peaks on landing and take-off, the jerk of those acceleration peaks and a distinctive dip in the track of the toe-marker as the foot rotates ready for take-off [38]. These features are visible in Fig. 13, but are very unclear in the Fused OpenPose toe track. With good smoothing, such as from a Kalman smoother, much of the noise can be filtered off, but there can still be multiple acceleration peaks for each contact event, or the acceleration can appear elongated making it less clear when contact actually starts or ends.

To get a robust estimate of contact times from the Fused OpenPose track, the following approach is used.

1. Smooth vertical motion of the toe using a Kalman smoother with a constant acceleration model.
Fig. 14 Effect of different levels of smoothing, showing the toe height over time (top), velocity (middle) and acceleration (bottom). Vertical lines show the approximate times of landing and take-off. Acceleration peaks that correspond with landing and take-off can be seen with the correct level of smoothing, but are hard to identify without smoothing and totally corrupted with too much smoothing.

2. Identify when the foot is on the ground using negative-to-positive velocity changes and height analysis.
3. Identify the most appropriate acceleration phase for the landing and take-off.
4. Find the peak acceleration for those phases.

5.2.1 Track smoothing

The vertical motion of the toe point is smoothed using a Kalman smoother. The process noise and measurement noise for this filter are determined through experimentation, but it is clear that the amount of smoothing can greatly affect robustness, accuracy and precision. Various smoothing levels can be seen in Fig. 14, showing how the acceleration peaks corresponding to landing and take-off can be difficult to distinguish from non-salient acceleration peaks, but can also be corrupted by excessive smoothing.

5.2.2 Contact detection

During running, the foot will come down towards the ground (thus have negative vertical velocity), then remain relatively stationary on the ground, then rise away from the ground (thus have positive vertical velocity). To detect when the foot is on the ground, negative-to-positive zero-crossings of the toe track’s vertical velocity are found. The resulting points can include moments where the foot follows an arcing path as it swings through from back to front, but these moments can be filtered out based on foot height. An example can be seen in Fig. 15.

5.2.3 Identifying landing and take-off frames

Landing and take-off are significant accelerations and should thus be identifiable in the acceleration of the toe track. Ideally there would be one distinct deceleration for the landing that occurs just before the detected zero-crossing and one distinct acceleration for the take-off that occurs just after the zero-crossing. In practice the acceleration peaks are not so clearly unique so a robust method is required to find the correct moment.

First, vertical velocity and acceleration are calculated from the height of the smoothed toe track. Next, the regions of positive acceleration are identified (positive acceleration means upwards acceleration) and identified by their start and end frames. For a given contact, the potential acceleration regions are identified as having a minimum height less than 40 mm above the height at the zero-crossing frame and be within 40 frames of the zero-crossing frame. Landing and take-off acceleration phases are differentiated by the sign of and mag-
Fig. 15 Negative-to-positive zero-crossings of the toe’s vertical velocity can be used to identify when the foot is on the ground. Filtering is applied to ensure these points are at local minima of the toe height.

Vertical lines show the zero-crossings, with dotted lines being removed and the solid lines being retained by filtering.

Fig. 17 Diagram showing detected velocity zero-crossings.

TEGRITY OF THE VELOCITY AT THE START AND END OF THE PHASE. THE BEST OF THESE POTENTIAL ACCELERATION PHASES IS SELECTED AS THE ONE THAT HAS THE LARGEST CHANGE IN VELOCITY OVER THE COURSE OF THE PHASE. FINALLY, THE LANDING OR TAKE-OFF FRAME IS IDENTIFIED AS THE FRAME WITH THE LARGEST ACCELERATION WITHIN THE SELECTED PHASE.

6 Performance evaluation

Two datasets were used to evaluate and compare the performance of the Obsmos and Fused OpenPose systems. In both datasets, Sony PXW-FS7 cameras were used to record the data at HD resolution and 180 fps. To synchronise the cameras and secondary systems (optical motion capture, force plates, high-speed camera), an operator would initiate a trigger pulse on each run. That trigger would initiate recording on ground-truth optical motion capture system and force plate, or high-speed camera. It would also trigger a set of timing lights. Each bar of lights consisted of 20 lights which would light in sequence over 20 ms. As every camera could see at least 1 bar of lights, the recordings could be temporally aligned after the fact by counting how many lights were illuminated and offsetting each camera’s recording appropriately. The environments of the two datasets can be seen in Fig. 17.

Both the Obsmos and Fused OpenPose systems were run on a Linux-based workstation with an NVidia CUDA capable graphics card. The Body25 model of OpenPose was used as it includes foot and toe features and was processed on the GPU. Neither system should be considered real-time, primarily because there are many cameras running at 180 Hz which produces a large number of images to process.

6.1 Dataset 1—Indoor laboratory sessions

The first dataset used a 5 camera setup covering a running corridor of approximately 8 metres as shown in Fig. 18. This is a laboratory-based environment with 2 force plates (Kistler, 9287BA) operating at 1000 Hz and an optical motion capture system (Qualisys, Oqus 400) consisting of 10 cameras operating at 250 Hz. The force plates were used for gathering ground truth timing information for one or two contacts on each run. The motion capture system was used to capture ground truth step length data on a subset of the runs. A mix of 8 trained sprinters and 10 recreational runners made 10 runs each through the space. For the 10 recreational runners, 5 of the runs were made wearing motion capture markers on the feet. Running speeds on this data range from 5 to 7 m/s for the trained athletes, while most of the recreational runners were nearer 2 to 3 m/s.

This was an indoor laboratory environment with minimal external influence. Lighting was artificial and constant across all recording. The lighting was intentionally diffused by bouncing off of the laboratory walls to minimise shadows that might confuse the background subtraction algorithm.
The lighting is, as a result, not very bright. To successfully freeze motion the cameras required a high shutter speed, with the result that the video data contains a significant quantity of sensor noise. The ground was a mid-grey, which proved to be less than ideal for many of the runner’s shoes (particularly the sets with trainers—often dirty white and thus mid-grey), requiring a difficult balance to the BGS parameters which could not exclude all image noise.

This dataset provides accurate timing comparisons for one or two steps per run of all runners as they contact the force plates in the floor of the laboratory. Accurate step position information is provided on the runs where motion capture markers were worn.

Timing errors for the dataset, divided into recreational and trained runners, are shown in Table 1. Step length errors for the recreational runners when they were wearing markers are shown in Table 2.

### 6.2 Dataset 2—Indoor sprint training track

The second dataset used a 9 camera setup as shown in Fig. 1 allowing for a 16-metre corridor at an indoor running track using the available natural light. This dataset used only trained athletes simulating a sprint training session. There were 14 athletes (12 sprinters, two hurdlers) totalling 70 runs through the scene. The track environment prevented using force plates for verification, while markers were not used to be as unobtrusive as possible. As such, ground truth data for step length estimates consisted of the manual annotation of the toes of each athlete on each visible step in all cameras. All annotations were made by a single person, and a subset of annotations was repeated to verify consistency. There were approximately 8 contacts per run. For step timing, a high-speed 1000 Hz camera (Photron, SA3) was positioned to observe one step, and the take-off and touchdown frames were manually annotated in this video. This dataset only contains trained athletes and running speeds were in the range 7 to 8.6 m/s.

The track had windows along both sides, as well as some artificial lighting. Weather was a changeable partly cloudy day, and the lighting varies dramatically from run to run, and also during some runs (examples can be seen in Fig. 19). The running lane was selected to be in shadow for the duration (note that just the feet are guaranteed to be in shadow) to avoid hard shadows from direct sunlight, but the overall ambient lighting and the brightness of the background, change substantially. The camera settings were not adjusted during the session, but lighting was generally good enough to allow the BGS to produce clean foreground masks.

This dataset consists of 70 runs of 14 trained athletes. Two of these athletes were hurdlers, and there was a single hurdle present in the observed area.
Fig. 17  Images showing the capture environments for the first (top) and second (bottom) datasets. The images are captured using one of the track-parallel cameras (see Fig. 1) allowing the running area and other cameras to be observed.

Fig. 18  Camera system for the first dataset, showing the location of the ‘a’ and ‘b’ cameras (see Sect. 3) and the force plates.

6.3 Comparison systems

The performance of the Obsmos and Fused OpenPose systems can be compared with results reported in the literature and with the system of Harle [23].

A variant of Harle’s system was created and mildly adapted to the multi-camera environment. Foreground masks are accumulated over the course of each run. The resulting image shows how long each pixel of the image was labelled as foreground. This accumulator image can be thresholded to find regions that are static for a specified minimum time. The remaining regions in the thresholded map indicate the location of foot contacts. Harle then used various filtering tools to remove false positives, whereas the multicamera system used for Obsmos and Fused OpenPose allowed for simple cross-camera validation to achieve the same result. Timing of each event is taken by examining at what frame foreground started to accumulate, and stopped accumulating, as per the paper. Where contacts are visible in multiple cameras, the same latest-landing, earliest-take-off scheme used by Obsmos is used.

As seen in Table 5, Harle’s approach suffers from the foreground noise of the first dataset leading to poor estimates of contact events. It does better in the second dataset where
Table 1  Landing, take-off and duration errors for contacts. $\mu$ is mean signed error, $\sigma$ is the standard deviation of the signed error, and $\bar{\mu}$ is mean absolute error. All numbers are frames at 180 fps

| Algorithm       | Obsmos    | Fused OpenPose |
|-----------------|-----------|----------------|
|                 | Trained   | Rec            | Overall       | Trained | Rec            | Overall       |
| landing $\mu$   | -0.32     | -0.78          | -0.64         | -0.02   | -4.78          | -2.87         |
| $\sigma$        | 0.75      | 2.02           | 1.75          | 0.81    | 7.74           | 6.45          |
| $\bar{\mu}$    | 0.61      | 1.35           | 1.13          | 0.61    | 5.59           | 3.99          |
| take-off $\mu$  | -0.78     | -0.01          | -0.24         | 0.87    | -0.03          | 0.33          |
| $\sigma$        | 1.36      | 2.34           | 2.13          | 0.83    | 2.66           | 2.17          |
| $\bar{\mu}$    | 1.15      | 1.62           | 1.48          | 0.96    | 1.68           | 1.39          |
| duration $\mu$  | -0.46     | 0.77           | 0.40          | -0.89   | -4.75          | -3.20         |
| $\sigma$        | 1.43      | 3.38           | 2.99          | 0.99    | 7.64           | 6.23          |
| $\bar{\mu}$    | 1.06      | 2.04           | 1.75          | 1.02    | 5.99           | 3.99          |

Table 2  Step length errors for the first dataset. Errors are given in mm. $\mu$ is mean signed error, $\sigma$ is the standard deviation of the signed error, and $\bar{\mu}$ is mean absolute error

| Algorithm       | $\mu$ | $\sigma$ | $\bar{\mu}$ |
|-----------------|-------|----------|-------------|
| Obsmos          | 1.2   | 7.37     | 6.11        |
| Fused OpenPose  | -0.88 | 16.02    | 12.01       |

Table 3  Step length errors for the second dataset. Errors are given in mm. $\mu$ is mean signed error, $\sigma$ is the standard deviation of the signed error, and $\bar{\mu}$ is mean absolute error

| System          | $\mu$ | $\sigma$ | $\bar{\mu}$ |
|-----------------|-------|----------|-------------|
| Obsmos          | 0.52  | 6.43     | 4.96        |
| Fused OpenPose  | 1.68  | 24.66    | 19.14       |

Table 4  Step timing errors for the second dataset. Errors are given in frames at 180 fps. $\mu$ is mean signed error, $\sigma$ is the standard deviation of the signed error, and $\bar{\mu}$ is mean absolute error

| Algorithm       | Obsmos   | Fused OpenPose |
|-----------------|----------|----------------|
|                 |          |                |
|                 | $\mu$    | $\sigma$       | $\bar{\mu}$ |
| landing         | 0.71     | 0.75           | 0.91        |
| $\bar{\mu}$    | -1.74    | 1.88           | 1.97        |
| take-off        | 0.80     | 1.13           | 1.16        |
| $\bar{\mu}$    | 1.21     | 1.75           | 1.21        |
| duration        | 0.08     | 0.98           | 0.84        |
| $\bar{\mu}$    | 1.42     | 1.43           | 1.57        |

Table 5  Step timing errors for the comparison system of Harle [23]. Errors are given in frames at 180 fps. $\mu$ is mean signed error, $\sigma$ is the standard deviation of the signed error, and $\bar{\mu}$ is mean absolute error

| Dataset       | 1. Laboratory | 2. Track |
|---------------|---------------|----------|
| $\mu$         | $\sigma$      | $\bar{\mu}$ |
| landing       | 5.6           | 3.3       |
| $\bar{\mu}$  | 5.7           | 5.7       |
| take-off      | 1.3           | 3.2       |
| $\bar{\mu}$  | 2.6           | 2.6       |
| duration      | -4.3          | 3.5       |
| $\bar{\mu}$  | 4.6           | 4.6       |
| $\sigma$      | -0.84         | 1.31      |
| $\bar{\mu}$  | 1.46          | 1.46      |

6.4 Discussion of results

On the first dataset, there is a clear division of performance between the recreational runners and the trained sprinters. For the trained sprinters, both Obsmos and Fused OpenPose prove equally good on measuring landing events (absolute error of 0.61 frames at 180 fps), while the Fused OpenPose system showed a marginal advantage on take-off (0.96 versus 1.15 frames at 180 fps). For recreational runners, both systems showed very similar performance on take-off (1.62 and 1.68 frames at 180 fps), but Obsmos has a clear advantage on landing (1.35 versus 5.59 frames at 180 fps). This is not surprising however, as the recreational runners exhibit a wide variety of running styles, including heel-first or flat-foot landings. Where a runner has a heel-first style, the acceleration peak of the toe is not going to coincide with the moment of foot-ground contact. Where a recreational runner adopts a

the foreground masks are cleaner, but performance still lags behind that of the Obsmos system.

Step length results can be directly compared with the video system of Dunn [13] which was reported to have $-4.9 \pm 177.7$ mm (Bland and Altman 95% limits of agreement). In comparison, the Obsmos system is more accurate (has less bias) and more precise, at $0.52 \pm 12.58$mm for step length, and Fused OpenPose is also better at $1.68 \pm 48.33$mm. Dunn reported contact time as $-0.03 \pm 0.03$ s LOA against their annotations. Obsmos achieves $0.004 \pm 0.008$ s for landings on the second dataset, Fused OpenPose is $-0.01 \pm 0.02$ s. In comparison with a system based on optical motion capture, Nagahara [38] reported contact event timings with a mean and standard deviation in the region of $0.5 \pm 0.6$ (absolute mean $\pm$ standard deviation) frames at 250 Hz, which is better than any reported video-based approach—however this is not surprising considering the quality of track for an optical marker.
more toe-first sprinting style, the Fused OpenPose approach continued to perform well. If the aim is to solve for all variations in running style, a modification of the Fused OpenPose system would have to be made, possibly by including analysis of the heel or ankle joints as well as the toes. Obsmos does not suffer from this problem because it does not specifically prefer the toe or the heel.

The performance of the Obsmos system is consistent between the first and second datasets, whereas there is a notable degradation in performance for the Fused OpenPose system which adds, on average, a frame of absolute error. It is interesting to note however that when the runs are grouped for individual runners, the precision of Fused OpenPose remains high (typical per-runner standard deviations are in the range 0.5 to 0.9 frames) but the bias can vary substantially between individual runners, with one runner having a bias of 5 frames making the overall result less consistent. This suggests that the Fused OpenPose approach is more susceptible to different running technique and perhaps can only reach its best performance once the bias is known for individual runners.

For step length Obsmos is significantly better, with standard deviations of 7.37 and 6.43 mm versus 16.02 and 24.66 mm for the two datasets. This demonstrates the ability of Obsmos to consistently position the foot-box using all available camera views. The Fused OpenPose system does optimise a toe position using multiple camera views, but it is at the mercy of the original OpenPose detections which although generally accurate can be imprecise, picking out slightly different parts of the foot depending on the exact camera angles. The result is that the measurement of step length is much less precise than for Obsmos and is also consistent with the positional accuracies reported by other 3D OpenPose papers which have suggested 3D joint position accuracies in the region of 20 to 40 mm [39]. Improving the step length accuracy of the Fused OpenPose approach could, in the worst case, mean that the dataset used to train these neural networks needs to be re-annotated by experts with far more care and consistency.

The largest weakness of the Obsmos system is the use of background subtraction. Where this is performed robustly,
which may require a degree of environmental control, excellent results can be expected. As background subtraction is a well-researched and widely used solution, its limitations are well known and often controllable. Alternatives do exist in the form of human segmentation algorithms [20, 33], but these have a very significant speed trade-off (seconds per frame instead of tens of frames per second) and might not be adjustable if they happen to not work in some environment. As it is, a modest level of environmental control and the use of a robust and easily tunable BGS implementation such as IMBS-MT [6] can be highly effective.

7 Conclusion

Two approaches to measuring the timing and location of a sprinter’s foot-ground contacts have been presented and compared. The first approach—Obsmos—is an occupancy map-based approach building off the previous work of [15], and the second approach—Fused OpenPose—fuses monocular machine learning-based pose prediction across multiple cameras and then extracts foot contact events from tracks of the detected toes. Machine learning systems have shown the ability to greatly improve the performance of various computer vision tasks, but they require large training datasets that can be impractical to create for niche, specialist applications that require high accuracy. The comparison explores whether a general purpose machine learning-based system can be readily adapted to a specialist application, and how it compares to a traditionally engineered algorithm specific to the task.

An evaluation of the two approaches has been presented using two datasets, one in a laboratory environment and the other in a more real-world scenario. Both systems had good and similar performance for estimating contact timing, with the Obsmos system being slightly more consistent between datasets. Obsmos was also significantly more precise for measuring step lengths.

A number of trade-offs were encountered which could inform future adoption of either technique. The Obsmos system depends upon many processing stages which might need to be tuned for the specific environment. One particular weakness is the use of background subtraction for human segmentation which has many known limitations (harsh lighting, busy and changeable backgrounds, strong shadows, poor image contrast, etc…). A machine learning-based human segmentation could in future be used to replace the background subtraction stage but at substantial cost in processing time. The Fused OpenPose system needed no specific tuning for the environment, but there is a suggestion that optimal performance on foot-ground contact timing might need tuning to an individual runner, and imprecision of toe localisation led to relatively poor estimates of step length.
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