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Abstract—In this report, we present our optical flow approach, MS-RAFT+, that won the Robust Vision Challenge 2022. It is based on the MS-RAFT method, which successfully integrates several multi-scale concepts into single-scale RAFT. Our approach extends this method by exploiting an additional finer scale for estimating the flow, which is made feasible by on-demand cost computation. This way, it can not only operate at half the original resolution, but also use MS-RAFT’s shared convex upsampler to obtain full resolution flow. Moreover, our approach relies on an adjusted fine-tuning scheme during training. This in turn aims at improving the generalization across benchmarks. Among all participating methods in the Robust Vision Challenge, our approach ranks first on VIPER and second on KITTI, Sintel, and Middlebury, resulting in the first place of the overall ranking.

1. Introduction

The estimation of the pixel-wise motion between two consecutive frames of an image sequence, the so-called optical flow, is a fundamental task in computer vision. Solving this task is useful for numerous applications ranging from action recognition and motion capture over tracking and surveillance to video processing and autonomous driving. This diversity of applications makes explicit that one desired property of optical flow algorithms is the generalizability across data sets. To evaluate this property, the Robust Vision Challenge was designed, requiring the development of algorithms that perform well on various benchmarks using the same model, parameters, and setup.

2. Approach

Our method for the Robust Vision Challenge 2022 is based on our recent MS-RAFT approach, which combines four hierarchical concepts in one estimation framework: (i) a coarse-to-fine computation scheme that provides useful initialization from coarser scales, (ii) a U-Net-style feature extractor which relies on semantically enhanced multi-scale features, (iii) RAFT’s original correlation pyramid that introduces non-local cost information in the matching process, and (iv) a multi-scale multi-iteration loss that considers a sample-wise robust loss function for fine-tuning the network. We refer the reader to [1] for more details. For the Robust Vision Challenge, we extended the architecture of MS-RAFT by an additional finer scale, which is realized by an on-demand computation of the matching costs, and an adjusted fine-tuning step combining MS-RAFT’s sample-wise robust loss function with a different mixed training strategy for better generalization. In the following, we discuss the details of these improvements.

2.1. Architecture

Our coarse-to-fine estimation scheme with four scales is shown in Figure 1. Feat1-X, Feat2-X, ConX (shown in blue windows) are the inputs of this estimation sub-network, which represent image features (of both frames) and context features (of only the first frame) at different scales. The spatial size of image and context features increases from bottom to top. These feature volumes are computed via our U-Net-style feature encoder introduced in MS-RAFT, which we extended to include an additional finer scale. As shown in [1] considering proper higher resolution inputs for estimating the flow together with a coarse-to-fine strategy improves the accuracy and allows the preservation of more structural details. Therefore, we also extended MS-RAFT’s coarse-to-fine scheme to contain an additional finer scale to gain further improvements.

Given the aforementioned image and context features at different scales (resolutions), the flow is first estimated...
at the coarsest scale $S_1$. Based on an initial flow, which is typically set to zero if unavailable, the correlation costs between features of the first and the second frame are computed for the considered correspondence candidates; cf. RAFT [2]. These costs together with the current flow estimate and the context features are passed through a recurrent unit, which computes a flow update. After $T_1$ recurrent iterations at the coarsest scale, we perform a ×2 convex upsampling. The resulting flow is then used as initialization at the next finer scale $S_2$. This procedure is repeated until the half-resolution flow has been computed at the fourth scale $S_4$. This flow is finally interpolated to the full resolution using ×2 convex upsampling. Importantly, the recurrent flow refinement sub-network and the ×2 learned convex upsampler are shared among scales. Moreover, in contrast to MS-RAFT, no bilinear interpolation is needed in the full-resolution upsampling step.

Note that unlike RAFT and MS-RAFT, MS-RAFT+ does not pre-compute the all-pairs cost volume due to the extensive memory overhead imposed by the finer scales. Instead, the correlation costs of match candidates are computed on-demand during training and inference1. Without the pre-computed all-pairs cost volume, one cannot pre-compute the correlation pyramid. Instead, a pyramid of the second frame’s features (Feat2-X in Figure 1) is constructed via successive pooling operations. A specialized CUDA kernel is then used to compute the desired costs directly: It first computes correlation costs via a dot-product between first- and the pooled second-frame image features in a local neighborhood based on the current flow estimate. Thereafter, it samples from this cost window to obtain the required cost values at the sub-pixel lookup positions. Due to this modification, the extended coarse-to-fine scheme with the additional finer scale did not need extra memory for training or inference. However, both training and inference time were increased.

2.2. Training

Our MS-RAFT+ method with four scales has 16M parameters. Thereby, the parameter overhead compared to the 5.5M parameters of RAFT and the 13.5M parameters of MS-RAFT is only due to the (extended) multi-scale U-Net-style feature extractor. To train our method we used two Nvidia A100 GPUs with 40GB VRAM each. Thereby, we applied $T_1 = 4$, $T_2 = 5$, $T_3 = 5$ and $T_4 = 6$ recurrent iterations, respectively, from the coarsest to the finest scale. The overall training process took around six days, compared to the three-day training of MS-RAFT with the same hardware. The extended training time was mainly due to the on-demand computation of the matching cost, which memory-wise allowed us to use the fourth scale, i.e., the additional finer scale.

We trained our method for the Robust Vision Challenge in three phases: First, we pre-trained the network on Chairs [3] and then on Things [4], each for 100K iterations using batch sizes of 10 and 6, respectively. Afterwards, we fine-tuned the network for another 100K iterations with batch size of 6 using a combination of datasets, where 30% of the training samples consist of Sintel [5], 30% of Viper (every 10th frame) [6], 28% of KITTI 2015 [7], 10% of Things [4] and 2% of HD1k [8] with the same data augmentation as in [2]. Note that we did not use any samples from Middlebury [9] for training, as the number of samples there is rather limited. The aforementioned proportions were found empirically by investigating different proportions for fine-tuning MS-RAFT, as its training is less time-consuming than MS-RAFT’s training. The experiments for investigating the proportions were validated by evaluating the results on the Viper validation set (every 10th frame), a split of KITTI 2015, and Middlebury. As training supervision we used the multi-scale multi-iteration loss of MS-RAFT. As proposed in [1] we considered the L2 loss for pre-training and the robust sample-wise loss with $q = 0.7$ for fine-tuning.

2.3. Inference

Recent RNN-based methods typically use more iterations to refine the flow during inference than during training. Furthermore, they often use a different number of iterations for each dataset to achieve better results. For example, RAFT [2] was trained with 12 recurrent iterations, but applied 32 and 24 iteration for inference on Sintel and KITTI 2015, respectively. Similarly, also MS-RAFT used different numbers of iterations for Sintel and KITTI 2015. In the case of MS-RAFT+, however, we had to meet the requirements of the Robust Vision Challenge, we computed the optical flow using the same number of iterations for all benchmarks. To this end, we used $T_1 = 4$, $T_2 = 6$, $T_3 = 5$ and $T_4 = 10$ iterations from the coarsest to the finest scale, respectively, which were found to work best on the validation sets used previously in Section 2.2 for determining the proportions of the mixed fine-tuning.

Regarding the flow initialization in coarse-to-fine schemes (cf. Section 2.1), typically a zero flow is used for initialization at the coarsest level [10]. However, as shown in single-scale RAFT [2], the estimation can benefit from the predictions of the previous time-step by forward-warping the corresponding result and using it as improved initialization for the current time step. This so-called warm-start strategy used in [2] considers the forward-warped predicted flow from the previous time-step in a recursive manner, i.e., the flow of the previous time step was also initialized by the forward-warped its previous pair’s flow.

During inference, we applied a cold warm-start strategy, in which only the previous image pair is considered for initialization. For example, to compute the flow between frame $I_3$ and frame $I_4$, we initialize the flow by forward-warping the flow between frame $I_2$ and frame $I_3$, for which, in turn, the zero flow was used as initialization. In cases where the previous frame is not contained in the standard dataset files, or when the first image-pair in a sequence is considered, we use a zero-flow initialization—similar to the warm-start strategy in [2].

3. Evaluation

3.1. MS-RAFT+ vs. MS-RAFT

Compared to the results of our MS-RAFT method [1], our new MS-RAFT+ approach leads to a significant
improvement in accuracy for KITTI 2015 and Sintel (clean). Largest improvements can be observed in non-occluded regions (non-occluded Fl-all, EPE matched) as well as for small displacements (s0-10). For Sintel (final), the overall results got slightly worse, but the accuracy improved for small displacements (s0-s10). The corresponding numbers can be found in Table 1.

Table 1. IMPROVEMENTS OF MS_RAFT+ OVER MS_RAFT

|                  | MS_RAFT | MS_RAFT+ | Improvement  |
|------------------|---------|----------|-------------|
| KITTI 2015 (Test) | 4.88    | 4.15     | +15.0%      |
| All Fl-all       | 2.80    | 2.18     | +22.1%      |
| Sintel Clean (Test) | 1.374 | 1.232     | +10.3%      |
| EPE all          | 0.479   | 0.400     | +16.5%      |
| EPE matched      | 0.221   | 0.159     | +28.1%      |
| s0-10            | 2.667   | 2.682     | -0.1%       |
| EPE matched      | 1.190   | 1.278     | -6.8%       |
| s0-10            | 0.468   | 0.420     | +10.2%      |
| Middlebury (Train) |        |          |             |
| EPE all          | 0.184*  | 0.142*    | +22.8%      |

* Note that both methods were not trained on Middlebury.

3.2. Cold warm-start vs. Cold-start

When comparing the results of the cold warm-start initialization and the cold-start initialization for those benchmarks that provide entire sequences in the standard dataset files, we can observe larger improvements for Sintel (clean) and Sintel (final)—as in [2]—while the results for Middlebury hardly changed; see Table 2.

Table 2. COLD VS. COLD WARM-START

|                  | Sintel Clean (Test) | Sintel Final (Test) | Middlebury (Test) | Middlebury (Test) |
|------------------|---------------------|---------------------|-------------------|-------------------|
|                  | EPE all             | EPE all             | EPE all           | EPE all           |
|                   |                     |                     |                   |                   |
| Cold             | 1.63                | 2.94                | 0.1725            | 8.8               |
| Cold warm        | 1.23                | 2.68                | 0.1725            | 9.2               |

3.3. Robust Vision Challenge

The results for the Robust Vision Challenge 2022 (RVC) are shown in Figure 2. Further details for the separate benchmarks, which we refer to in the following, can be found at the corresponding benchmark websites.

In the Middlebury benchmark, our MS-RAFT+ method achieves Rank 4 overall2 and Rank 2 among all RVC approaches. Since we did not use Middlebury training data for our mixed fine-tuning, this also shows the good generalization performance of our method. In the RVC ranking for this benchmark, which also considers other metrics, our method achieves the 2nd place.

In the Sintel benchmark, MS-RAFT+ achieves overall2 Rank 19 (final, EPE all) and Rank 6 (clean, EPE-all), as well as Rank 3 (both final and clean, EPE-all) considering only RVC submissions. Our method performs again particularly well in non-occluded regions (clean). Moreover, it shows very good results for small displacements (both final and clean), where it achieves 1st ranks in the corresponding metrics. In the RVC ranking, that also considers many other metrics, our approach finally ranks 2nd.

Eventually, in the VIPER benchmark, our method achieves Rank 1 overall2 and Rank 1 among all RVC approaches. By clearly outperforming all other methods in all categories (day, sunset, rain, snow, night), it sets a new state-of-the-art for this benchmark. Consequently, in the final RVC ranking thereof, it ranks 1st.

With RVC-ranks of 2 for Middlebury, KITTI 2015, and Sintel, as well as 1 for VIPER, MS-RAFT+ shows a good generalization performance across all benchmarks. In the final leaderboard of the RVC, this results in Rank 1 of all participating methods (see Figure 2) and thereby our method won the Robust Vision Challenge 2022 for the optical flow estimation task.
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