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Abstract

We discuss flux compactifications of IIA string theory on G2 holonomy spaces with O2/O6-planes to three dimensions and find two classes of solutions: (1) No-scale Minkowski vacua from NSNS 3-form fluxes and RR 4-form fluxes. (2) By adding Romans mass we find AdS3 vacua for which the AdS scale can be decoupled completely from the KK scale while the solution is at tunable weak coupling and large volume. For the AdS3 vacuum we only have a proper 3D description (i.e. smeared orientifold description) of the solution like the 4D analogue of IIA moduli stabilization from fluxes and O6-planes. This 3D description reveals that moduli with non-compact moduli spaces can be stabilized at the classical level. For both types of vacua we can have supersymmetry or not.
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1 Introduction

Moduli stabilization for string compactifications [1,2] is one of the most relevant activities in string phenomenology. For example, without stabilized moduli one does not reproduce 4-dimensional relativity since massless (or very light) scalar fields mediate forces in such a way that the equivalence principle is broken. A crucial ingredient for stabilizing moduli in a computable way are fluxes together with orientifold planes and we refer to [1–5] for reviews on that topic. It is fair to say that by now, our best understanding of flux compactifications involve compactifications to AdS space, whereas compactifications to dS space are notoriously difficult to control, if they exist at all [6,7]. Compactifications down to Minkowski space with stabilized moduli are not known to us.

Another very basic feature of string compactifications with stabilized moduli is that the compact dimensions should be small enough in order to find a genuine 4-dimensional effective field theory. Usually one defines “small” with respect to the 4-dimensional Hubble scale. This feature is also referred to as scale separation since the KK scale is supposed to be parametrically separated from the Hubble scale.

In this paper we focus on AdS compactifications. So far our best motivated scenarios for achieving moduli stabilization in scale-separated AdS vacua are [8–10], where only reference [10] succeeds in finding an arbitrary separation between the KK scale and the AdS scale by taking an unconstrained flux quantum to infinity. On the downside this AdS vacuum does have scalars of the order of the AdS mass scale...
and hence these vacua are not so useful for true phenomenological models.

Interestingly, the very basic assumption of being able to achieve scale separation is under debate [11–15] since the compactifications used in string phenomenology always feature ingredients which obscure fully explicit computations. One can hope that holography could settle this discussion once it can be shown there are huge families of CFTs that could reproduce qualitative features like full moduli stabilization and scale separation. We refer to [16–21] for recent work in that direction.

These issues motivate us to investigate moduli stabilization and scale separation in 3D vacua. Such vacua or not obviously relevant for phenomenology but the ingredients used in the construction of 4D vacua exist there as well, whereas that seems not to be true in 5D or higher in our opinion. This already makes 4 dimensions special in string theory. The nice feature of 3 dimensions is that supersymmetric AdS vacua can be dual to SCFTs in 2D. Since 2D CFTs are somewhat more studied than 3D CFTs our hope is that we can settle the issue for 3D AdS vacua. Although, in this paper we focus entirely on the supergravity problem and do not venture into a holographic description. We hope to come back to this in the future.

So we are led to consider compactifications of string theory on seven-dimensional manifolds that preserve some amount of supersymmetry. Furthermore, we want to have some handle on the moduli problem for such manifolds. This restricts us to manifolds with G2 holonomy, since by now there is an extended literature on the moduli problem for such spaces; see e.g. [23–27] for a sample of papers. In contrast, manifolds with a G2 structure group but no G2 holonomy are much less understood when it comes to fluctuation theory.

Spaces with G2 holonomy, abbreviated G2 spaces from here onwards, are Ricci flat and compactifying over them without fluxes and sources will lead to a 3D supergravity theory with 4 supercharges and a moduli space. We are interested in lifting the moduli space using fluxes and therefore one should worry whether the flux backreaction will drive the system away from the Ricci flat internal G2 space. It is believed that orientifolds ameliorate this issue to some extend as we explain below. Orientifolds are anyhow needed to cancel the RR tadpoles induced by the fluxes and also to circumvent certain nogo arguments for having Minkowski solutions or scale-separated AdS solutions [11].

The negative tension of orientifold planes can help in keeping the deformation away from the Ricci flat manifold (G2, Calabi–Yau) under control. This is best seen when the orientifolds are smeared over the internal dimensions as to reflect the course graining over distances smaller than the KK scale. Smearred orientifolds provide the necessary negative energy/momentum in order to cancel the positive energy/momentum of the fluxes, thus providing a well behaved “solution” with a flat internal space [29–31].

Of course orientifolds are localized objects in string theory and if one wants a more sensible solution that can be probed at distances smaller than the KK scale one needs to find 10D supergravity solutions with orientifold singularities. This can be done explicitly for flux solutions that do not involve intersecting planes, but only parallel ones [29,31,32]. Such solutions have internal manifolds that differ from the smeared solution, and furthermore have a warp factor in front of the external space metric. Nonetheless the backreaction of the orientifolds is mild since the alteration of the internal metric can be described in terms of a conformal factor multiplying the space transversal to the wrapped planes. From the 10D equations one can then verify that derivatives of the warp and conformal factor are crucial in canceling the flux energy/momentum. Nonetheless the smeared solution is well approximated away from the sources, especially in the limit of weak coupling and large volume [33]. This can be understood from the fact that those limits dilute the fluxes sufficiently such that the original flat space Ansatz was sensible. This connection between smeared and localized solutions is not proven for flux vacua with intersecting sources but there is some recent evidence that points towards it [34,35].

Crucially, the low energy effective field theories that are commonly used for flux compactifications do not take into account warping and other backreaction effects, so they effectively probe the smeared orientifold solutions. This is not strange and just means that the EFT course grains over distances smaller than the KK scale. There are constructions however which do take it into account and go under the name of warped effective field theory; see [36–42] for a biased sample of papers on the topic.

Four-dimensional flux vacua of interest to phenomenology that are obtained within the classical realm of 10D supergravity with D-brane and O-plane sources come in two kinds: (1) there are the no-scale Minkowski vacua in IIB from 3-form fluxes and their T-duals [29,43,44] or (2) the scale-separated AdS vacua in IIA [10,45] and their IIB cousins [46,47]. Whereas the no-scale Minkowski solutions tend to feature parallel sources and their 10D description in terms of localized orientifolds is more or less understood, the same does not hold for the scale-separated AdS vacua, which always feature intersecting sources. For the latter we are also not aware of an EFT improvement, like warped effective field theory, to describe the backreaction effects in the
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1 One can of course also ponder AdS vacua in 2D, see for instance [22].

2 Scale separation here means a decoupling of the KK scale from the AdS scale [28].

3 To be more precise: parallel branes and planes wrap a fibre of a bundle. The conformal factor of the base equals the warp factor and the conformal factor of the fibre equals the inverse in string frame.
scale-separated AdS vacua. Although as we mentioned earlier there is recent progress towards justifying the smeared approach [34,35].

In this paper we follow the “standard” strategies used in compactifications to 4D: we are led to find vacua in 3D using fluxes and sources as described directly in the 3D supergravity. Similarly to 4D, we find the two classes: no-scale Minkowski vacua and scale-separated AdS vacua, and again it is only clear for the no-scale vacua how to “backreact” the orientifolds properly and find 10D solutions.

2 Fluxes and sources on G2 spaces

Before we dive into concrete flux compactifications we wish to understand what the possibilities are, insisting that the internal manifold is of G2 holonomy (in the smeared limit). Note that the expected 3D supergravity theories will only have 2 real supercharges. The reason is that G2 holonomy already restricts to 4 real supercharges and the orientifolds further cut them in half.

To list the possibilities we work in the democratic formalism for the fluxes and then take all fluxes to be internal (also called magnetic), without loss of generality. For instance an electric $H_3$ flux is then simply described by magnetic $H_7$ flux. All fluxes we can have are

IIA: $H_3, H_7, F_0, F_2, F_4$,

IIB: $H_3, H_7, F_3, F_5, F_7$,

where we used that a G2 space has no one- or six-cycles and we assume that fluxes are closed but non-exact.

For reasons explained in the introduction, we make sure that the O-plane charges in the compactification are always cancelled by fluxes and not only by D-branes. So we will ignore D-branes in what follows, although they will eventually be impossible to avoid in some of our concrete models. The relevant Bianchi identities and flux EOM are summarized by

$$dF_{k-p} = H_3 \wedge F_{6-k-p} + \delta_{0p}. \quad (2.1)$$

The possible planes that can be used, bearing in mind there are no one- or six-cycles, are

IIA: O2, O4, O6,

IIB: O5, O7.

The charges of O7 planes or O5 planes can never be cancelled by fluxes. For O7 planes this is obvious and for O5 planes we have to realize that the Bianchi identity requires non-zero $F_1$ flux, which cannot be present because of a lack of one-cycles. This rules out IIB altogether. We are now left with IIA.

We ignore O4 planes all together since they wrap 2-cycles and G2 has calibrated 2-cycles, but they are never supersymmetric [25]. We thus have O2 and O6 left.

Consider an O2 filling the 3D space. The parities of the fluxes are

even: $F_0, F_4, H_7$,

odd: $F_2, H_3$.

But there are no odd two-forms in the space transversal to the O2, neither even seven-forms, so $H_7$ and $F_2$ are removed. Then, in absence of O6 planes we also have to remove $F_0$ because of the $F_2$ Bianchi identity (note that we do not want to eliminate $H_3$ since then we cannot cancel the O2 tadpole), which brings us to

O2 allowed flux: $F_4, H_3$.

The solutions in this model have been considered earlier in [31] and are of the no-scale Minkowski type where $\ast_7 H_3 \sim F_4$. If the internal space would be $S^1 \times CY_6$ this would be T-dual to the well-known 4D Minkowski solutions in IIB with 3-form fluxes. The “solutions” described in [31] are completely general and only the conditions to solve the 10D equations were stated. Neither supersymmetry nor the moduli problem was treated. One of the aims of this paper is to fill this gap and construct the 3D supergravity in case the internal manifold is G2.

Since space-filling O2-planes can intersect space-filling O6-planes in a SUSY manner, we can consider their combination. Then the above reasoning goes through but without removing the $F_0$ flux. So we have

O2/O6 allowed flux: $F_0, F_4, H_3$.

Imagine we want to have an O6-plane and cancel its tadpoles with fluxes and that we do not want an O2-plane. O6-planes wrap 4-cycles inside the G2 space that need to be calibrated in a supersymmetric manner if one wants to achieve a 3D supergravity description. Note that $H_3 \wedge F_2$ and $H_3 \wedge F_4$ then have to vanish from the Bianchi identities. From the tadpole cancellations we get $F_2 = 0$, whereas we can keep $F_4 \neq 0$ as long as it wedges to zero with the $H_3$, which brings us to

O6 allowed flux: $F_0, F_4, H_3$, $F_4 \wedge H_3 \equiv 0$.

To summarize, assuming G2 holonomy we could prove that the only models in the market are O2, O6 and possibly O2/O6 together.

3 The no-scale model

In this section we discuss the “no-scale” type backgrounds obtained from space-filling O2-planes whose tadpole is can-
celled by a combination of $F_4$ and $H_3$ fluxes that obey the proportionality rule $H_3 \sim \star F_4$. The 10D description of such backgrounds has appeared in [31], but without any details; rather, it was only explained what is needed to solve the 10D equations of motion. Here we discuss how to obtain the effective field theory in 3D when warping can be sufficiently ignored. These backgrounds are inspired from T-duality of the GKP backgrounds in IIB [43].

Because we compactify on G2 spaces we expect maximally four of the original 32 supercharges to be preserved. The O2-plane further reduces the number of supersymmetries in half (i.e. two supercharges remain) by essentially truncating the spectrum. As a result the low energy theory will be a 3D $\mathcal{N} = 1$ supergravity. Our interest here is in finding the exact low energy description of such theory by matching the 3D objects to the 10D data. We first start with a general discussion of 3D minimal supergravity.

### 3.1 Brief summary of minimal 3D supergravity

Here we list few basic aspects of three-dimensional $\mathcal{N} = 1$ supergravity and later we will present the specific theory of our interest. More details can be found in Appendix A.

The bosonic sector of $\mathcal{N} = 1$ supergravity in 3D has a metric field, real scalar fields $\phi^I$ and (abelian) vectors $A^{(A)}$, which can be dualized to scalars. The bosonic part of the general action is

$$e^{-1}\mathcal{L} = -\frac{1}{2} R - g^{\mu\nu} G_{IJ}(\phi) \partial_\mu \phi^I \partial_\nu \phi^J - \frac{1}{4} f(\phi) F_{\mu\nu}^{(A)} F^{\mu\nu(A)} - V(\phi),$$

with

$$V(\phi) = G^{IJ} P_I P_J - 4 P^2.$$  

We name the function $P$ the real superpotential and $P_I$ is shorthand for $\partial_\mu \phi^I$. The gauge kinetic function $f(\phi)$ is real but otherwise unrestricted. From here onwards $G^{IJ}$ is the inverse of the target space metric $G_{IJ}$.

On the fermion side we have the gravitino $\psi_\mu$, the Majorana spinors $\chi^I$ which are the superpartners of the real scalars $\phi^I$, and the superpartners of the vectors (gaugini) which are also Majorana and denoted $\lambda^{(A)}$. We need the supersymmetry variations in order to understand the supersymmetry invariance of flux solutions

$$\delta \psi_\mu |_{\text{shift}} = \frac{1}{4} \omega^{ab} \gamma_{ab} \epsilon - P \gamma_\mu \epsilon,$$

$$\delta \chi^I |_{\text{shift}} = G^{IJ} P_J \epsilon,$$

$$\delta \lambda^{(A)} |_{\text{shift}} = 0,$$

where $\epsilon$ is the 2-component fermionic Majorana local supersymmetry parameter.

#### 3.2 A 10D view on the effective theory

We will work with IIA supergravity with space-filling O2-planes and we will have only non-vanishing $F_4$ and $H_3$ fluxes as dictated by

$$dF_5 = H_3 \wedge F_4 + Q \delta_7,$$

where $Q$ is the O2 charge. The relevant bosonic part of the 10D action is (in 10D Einstein frame)

$$S = \int_{10} \left( \star_3 R - \frac{1}{2} e^{-\phi} \star H_3 \wedge H_3 - \frac{1}{2} e^{\phi/2} \star F_4 \wedge F_4 \right) + e^{-\phi/4} \mu \int_{O2} \sqrt{|g_3|}.$$  

The O2 plane has its world-volume perpendicular to the 7-dimensional internal G2 space on which we compactify on.

From the 10D action one can readily find the 10D form of the scalar potential in 3D as we now show. A direct dimensional reduction gives the following 10D expression for the 3D potential $V$ given by

$$V = \int_{7} \left( \frac{1}{2} e^{-\phi} \star H_3 \wedge H_3 + \frac{1}{2} e^{\phi/2} \star F_4 \wedge F_4 \right)$$

$$- e^{-\phi/4} \frac{\mu}{V_{O2}} \epsilon_7,$$

where now the stars are 7D Hodge stars and $\epsilon_7$ is the 7D volume form. Because the O2-planes are BPS objects their tension and charge are related as $\mu = \pm Q$ where the minus sign refers to anti-O2-planes. That charge, however, can be obtained from the Bianchi identity (3.4), or equivalently from the RR tadpole condition

$$- \int H_3 \wedge F_4 = Q = \int_{7} \frac{Q}{V_{O2}} \epsilon_7.$$

As a result the effective potential becomes

$$V = \int_{7} \left( \frac{1}{2} e^{-\phi} \star H_3 \wedge H_3 + \frac{1}{2} e^{\phi/2} \star F_4 \wedge F_4 \mp e^{-\phi/4} H_3 \wedge F_4 \right),$$

which can be recast in a form that is a manifest total square

$$V = \frac{1}{2} \int_{7} \sqrt{g_7} \left( e^{-\phi/2} H_3 \wedge e^{\phi/4} \star_7 F_4 \right)^2.$$  

One of the $\pm$ signs corresponds to O2-planes while the other to anti-O2-planes. Since the scalar potential is a total square, the vacuum must live at configurations for which the square vanishes, that is

$$H_3 \mp e^{3\phi/4} \star_7 F_4 = 0,$$

In our notation the square of a form is defined as: $\sqrt{g} F^2 d^7 x = \star F \wedge F = \sqrt{g} \star F_{\mu_1 \cdots \mu_7} F^{\mu_1 \cdots \mu_7} d^7 x$. 

---
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and therefore the solutions are Minkowski. Whether supersymmetry is present or not is discussed below.

Let us now discuss the spectrum of bosonic fields in 3D. The graviton of course is given directly by the dimensional reduction of the 10D metric tensor, so let us now focus on what can be the scalars of the 3D theory. Recall that in going from 11D to 4D on a G2, see e.g. [23], the scalars come from the metric and the gauge three-form $C$ of the 11D supergravity, which are decomposed as

$$ C = e^l \Phi_l + \cdots, \quad \Phi = s^l \Phi_l, \quad (3.11) $$

where the $s^l$ and the $e^l$ are real scalar moduli and where $\Phi$ is the closed and co-closed three-form invariant under G2 transformations. The $\Phi_l$ span a harmonic basis of $b_3$ three-forms with $b_3$ the 3rd Betti number of the G2 space:

$$ \{ \Phi_i \}, \quad i = 1, \ldots, b_3, \quad \Phi = s^l \Phi_l. \quad (3.12) $$

The real scalars combine into complex holomorphic moduli as: $z^i = e^l + i s^l$. The low-energy theory is standard 4D N=1 supergravity and the kinetic terms of this sector are

$$ L_{kin.} = -g_{i j} \partial_\mu z^i \partial^\mu z^j, \quad (3.13) $$

where the Kähler metric is given by

$$ g_{i j} = \frac{1}{4} \text{vol}(X)^{-1} \int_X \Phi_i \wedge \Phi^*_j. \quad (3.14) $$

Let us now turn to compactifications of IIA to three dimensions. At first sight we would expect to have moduli from $C_3, C_1$ and $B_2$. However, since there are no one-cycles, there are no scalars coming from reducing $C_1$. There is also no scalar coming from dualizing the vector $C_1$ to a scalar in 3D since the vector is projected out by the O2-plane, thus the dilaton also remains a genuine real scalar. Indeed, without the orientifold, that dualized vector would have paired up with the dilaton to a complex field. Moreover there are no scalars coming from $C_3$ either, again because of the O2 projection since all 3-cycles are necessarily odd whereas $C_3$ is even under O2. There are furthermore no scalars from reducing $B_3$ over two-cycles because there are no odd 2-cycles for an O2 here. There are however even two-cycles and reducing $C_3$ over them gives vectors in 3D that dualize to scalars. These are actually axions with compact field ranges. Without the O2 projections they would have paired up with the scalars from $B_2$ to give complex fields. We therefore find that exactly those scalars that would have paired up with the metric scalars ($s^l$') to give complex scalars are absent consistent with the real formulation of minimal 3D supergravity.

To sum it up, all scalars come from the metric (ignoring for the moment the dilaton) which one obtains from expanding $\Phi$ over a basis of harmonic 3-forms. So we have $b_3$ amount of metric scalars $s^l$ and $b_2$ axions from $C_3$ expanded along harmonic two-forms. There can also be scalars corresponding to D2 or D6 positions if D2- or D6-branes are needed for tadpole cancellation. Also such scalars will have compact field ranges.

Our fluxes $F_4$ and $H_3$ can give masses to the metric scalars but not to the axions and brane positions, which instead should get a mass from quantum effects. However, we will find that a linear combination of the volume and the dilaton necessarily remains massless in the Minkowski vacua where only (3.10) holds.

Indeed, at this point we can readily study the generic formulas that arise from our discussion, and ask how many moduli can be stabilized from imposing (3.10). In the spirit of this section we use generic G2 ingredients instead of restricting to specific models. We denote a generic G2 space as $X$ and introduce the basis for the dual 4-form $\Psi = \Phi^* \Phi$ on $X$ as

$$ \{ \Psi_i \}, \quad i = 1, \ldots, b_3, \quad \int \Phi_i \wedge \Psi_j = \delta_{ij}. \quad (3.15) $$

We also define

$$ G_{ij} = \frac{7}{4} \int \Phi_i \wedge \Phi^*_j = \frac{1}{4} \text{vol}(X)^{-1} \int \Phi_i \wedge \Phi^*_j, \quad (3.16) $$

where we used $\text{vol}(X) = \frac{1}{7} \int \Phi \wedge \Phi^*$. The bilinear form $G_{ij}$ becomes a metric on the moduli space. We will expand on that in the next subsection. Then the expansion of the $\Phi^*_i$ in the 4-form basis (3.15) generically can be expressed as

$$ \Phi^*_i = B_i^l(s) \Psi_l, \quad (3.17) $$

and by taking the wedge product with $\Phi_j$ and using the orthonormality in (3.15) we find

$$ B_i^l(s) = 4 \text{vol}(X) G_{ij} \delta^{il}, \quad (3.18) $$

which means that the moduli-dependent coefficients $B_i^l(s)$ are completely specified by the geometry. Note that $B_i^l(s)$ is a $b_3(X) \times b_3(X)$ invertible matrix.

We expand the fluxes as

$$ F_4 = f^i \Psi_i, \quad H_3 = h^l \Phi_l, \quad (3.19) $$

with $f^i$ and $h^l$ flux quanta that should be properly quantized. If we insert them into (3.10) together with (3.17) and (3.18) we find

$$ h^l B_i^k \Psi_k = \pm e^{3\phi/4} f^i \Psi_k \rightarrow h^l B_i^l(s) = \pm e^{3\phi/4} f^i. \quad (3.20) $$

We see that we have in principle $b_3$ conditions that can thus fix up to $b_3$ moduli, which are essentially all the $s^l$. We will show below that a linear combination of dilaton and volume remains free and has to be fixed by different mechanisms. The flux parameters $f^i$ and $h^l$ are a total of $2b_3 - 1$ independent parameters because of the tadpole condition (3.7) which requires

$$ f^i \delta_{ij} h^j = -Q. \quad (3.21) $$
One can therefore expect that all of the $s^i$ will be fixed in terms of the dilaton because there is a large freedom in choosing the fluxes. Of course for special values of the $f^i$ and $h^i$ not all $s^i$ will be fixed.

3.3 The 3D supergravity effective theory

Let us now turn to the specific low-energy supergravity theory we want to study. For compactifications of IIA on Calabi–Yau orientifolds with fluxes the 4D $N = 1$ supergravity theory was constructed in [48], here we perform a similar investigation for IIA on G2 orientifolds. Since we readily have the scalar potential given by (3.9), we need also the kinetic terms in order to match the 3D supergravity with the compactified effective theory. In 10D Einstein frame, the reduction Ansatz for the metric is

$$ds_{10}^2 = e^{2av} ds_3^2 + e^{2bv} \tilde{d}s_7^2,$$

where $v$ is a 3D scalar that accounts for the volume and hence $\tilde{d}s_7^2$ is the metric on a unit-volume G2 space. With the specific choice of numbers $\alpha^2 = 7/16$ and $-7\beta = \alpha$ we find canonical kinetic terms in 3D

$$e^{-1} \mathcal{L} = R_3 - \frac{1}{2}(\partial v)^2 - \frac{1}{2}(\partial\phi)^2 - V.$$  (3.23)

Taking now into account the volume scalings, the expression for the potential (3.9) takes the form

$$V = \frac{1}{2} \int \sqrt{g_7} e^{21\beta v} \left( e^{-\phi/2} e^{\phi/4} H_3 \mp e^{-\beta v} e^{\phi/4} \tilde{\Phi} F_4 \right)^2,$$  (3.24)

where $\tilde{g}_7$ is the unit-volume metric. Finally we consider the following orthonormal redefinition of scalars\(^5\)

$$\begin{align*}
    \frac{x}{\sqrt{7}} &= -\frac{3\phi}{8} + \frac{\beta}{2} v, \\
    \frac{y}{\sqrt{7}} &= -21\beta v - \frac{1}{4}\phi,
\end{align*}$$

and the action takes the form

$$e^{-1} \mathcal{L} = R_3 - \frac{1}{2}(\partial x)^2 - \frac{1}{2}(\partial y)^2 + \cdots - V,$$  (3.26)

where the $\cdots$ denote kinetic terms for all other geometric scalars and

$$V = \frac{1}{2} \int \sqrt{g_7} e^{2y} \left( e^{\phi/2} H_3 \mp e^{-\phi/2} \tilde{\Phi} F_4 \right)^2.$$  (3.27)

In the rest of this section we will derive the effective 3D supergravity theory that gives rise to this action, meaning we will fill in the dots of Eq. (3.26). Note already that $y$ is the massless “no-scale” direction we mentioned earlier and it indeed corresponds to a linear combination of dilaton $\phi$ and volume $v$.

Let us also establish the normalization of the kinetic terms for the volume-preserving fluctuations, as it will be helpful to cross-check our results later. For that we consider a single extra fluctuation, say $z$, of a unit-volume torus that serves as a proxy for our G2 internal space. We will also keep the volume modulus $v$ in our discussion because we want to keep track of the relative normalizations. We have for the unit-volume metric

$$\tilde{d}s_7^2 = e^{2\beta z}[dy_1^2 + dy_2^2 + dy_3^2] + e^{2\delta z}[dy_4^2 + dy_5^2 + dy_6^2 + dy_7^2].$$  (3.28)

where unit volume implies $3\xi = -4\delta$. Direct dimensional reduction of the 10D Einstein–Hilbert term gives

$$\int \sqrt{-g_3} (R_3 - \frac{1}{2}(\partial v)^2 - \frac{1}{4}\xi^2 (\partial z)^2),$$  (3.29)

therefore we set $\xi^2 = 2/21$ to have canonical kinetic terms.

We will use this normalization as a way to double check later our kinetic terms for the $v$ the $s^i$ moduli. We can express the relevant part of the G2 form, keeping only the modulus $z$ while freezing the rest, as

$$\tilde{\Phi} = e^{3\xi z} dy_1^{127} + \cdots, \quad \tilde{\Phi} F = e^{4\xi z} dy^{3456} + \cdots,$$  (3.30)

where $dy_1^{127} = dy_1 \wedge dy_2 \wedge dy_3$ and $dy^{3456} = dy_3 \wedge dy_4 \wedge dy_5 \wedge dy_6$. If we wish to generate this term from a general formula using the $\Phi$-form we find that it comes from

$$e^{-1} \mathcal{L}_{\text{kin}} = -\frac{1}{2} \text{vol}(X)^{-1} \int_7 \Phi_i \wedge \Phi_j \delta s^i \delta s^j.$$  (3.31)

This is consistent with the kinetic term one derives in going from 11 to 3 [23]\(^6\). But there is a small subtlety compared with the literature on G2 compactifications from 11D. For that, let us use that

$$s^i = e^{3\beta v} \tilde{s}^i.$$  (3.32)

with $\tilde{s}^i$ the fluctuations for unit-volume spaces. Equation (3.31) contributes the following piece, $-\frac{9}{32}(\partial v)^2$, to the kinetic term for the volume. Hence we deduce that the full kinetic term should be

$$e^{-1} \mathcal{L}_{\text{kin}} = -\frac{1}{2}(\partial \phi)^2 - \frac{7}{32}(\partial v)^2 - \frac{1}{2} \text{vol}(X)^{-1} \int_7 \Phi_i \wedge \Phi_j \delta s^i \delta s^j$$

$$= -\frac{1}{2}(\partial \phi)^2 - \frac{1}{2}(\partial v)^2 - \frac{1}{2} \text{vol}(X)^{-1} \int_7 \Phi_i \wedge \Phi_j \delta \tilde{s}^i \delta \tilde{s}^j.$$  (3.33)

One can verify that in contrast to our situation, in going from 11 to 4, the contribution of (3.31) to the volume kinetic term is complete. Notice also that in the second line of (3.33) we

\(^5\) For later convenience we also note that $\phi = -\frac{3\phi}{8} x - \frac{1}{2} y$ and $7\beta v = \frac{\alpha}{32} x - \frac{21}{32} y$.

\(^6\) There is a 1/2 factor different from [23] but can be understood from the different normalization of the Einstein Hilbert term.
have used the tilde notation to refer to the G2 expressions that instead of the $s^i$ make use of their unit-volume counterparts, the $\tilde{s}^i$. For the later in fact it holds that $\text{vol}(\tilde{X}) = 1$, but we have chosen to keep the expressions with the unit volume manifest to avoid any confusion.

From here onwards we change to different normalizations to make contact with the literature on 3D gravity. This we can simply do by rescaling the 3D metric as $g_{\mu\nu} \rightarrow \frac{1}{4} g_{\mu\nu}$, such that we end with

$$ e^{-1} \mathcal{L}_{\text{kin}} = \frac{1}{2} R_3 - \frac{1}{4} (\partial x)^2 - \frac{1}{4} (\partial y)^2 - \frac{1}{4} \text{vol}(\tilde{X})^{-1} \int \Phi_i \wedge \tilde{*} \Phi \wedge \tilde{s}^i \wedge \tilde{s}^j. \quad (3.34) $$

In the language of Sect. 3.1 we have the real scalars $\phi^I = x, y, \tilde{s}^i$. The $x$ and $y$ are a combination of the volume modulus and of the dilaton, whereas the $\tilde{s}^i$ are moduli for the G2 metric deformations (but not volume) and the sigma model metric of (3.1) is given by

$$ G_{IJ} = \begin{bmatrix} 1/4 & 0 & 0 \\ 0 & 1/4 & 0 \\ 0 & 0 & G_{ij} \end{bmatrix}, \quad (3.35) $$

with $G_{ij}$ defined earlier in (3.16) where now all $s^i$ are replaced with $\tilde{s}^i$. But note that this is overcounting the degrees of freedom since the above notation seems to imply that the $\tilde{s}^i$ are independent whereas they should multiply to a fixed number as they describe the unit-volume G2 space – indeed we know that after all $\text{vol}(\tilde{X}) = 1$. In what follows we will demonstrate that we can pretend the $\tilde{s}^i$ to be independent and at the very end use that their product equals one. This is fully consistent with all our calculations in the bosonic sector and also with supersymmetry as we shown in the appendix.

To fix the 3D supergravity theory we need to find the real superpotential function $P$, which will inform us about the supersymmetry shifts via Eq. (3.3). Instead of doing a full derivation using 10D supersymmetry rules, we will guess the answer for $P$ and verify that indeed $P$ leads to the scalar potential (3.27) we derived already from 10D, through equation (3.2). The answer for $P$ can be guessed in analogy with existing superpotentials for flux compactifications to be

$$ P = \frac{e^y}{8} \left[ \gamma e^{x/\sqrt{7}} \int \Phi \wedge H_3 \text{vol}(X)^{-\frac{3}{2}} + e^{-x/\sqrt{7}} \int \Phi \wedge F_4 \text{vol}(X)^{-\frac{1}{2}} \right]. \quad (3.36) $$

The number $\gamma$ will turn out to be $\pm 1$, depending on whether we look at theories with O2 planes or anti-O2-planes. The reader may notice that we have used the $s^i$ in (3.36) instead of the $\tilde{s}^i$, however, it is easy to check that $P(s^i) \equiv P(\tilde{s}^i)$. When we take derivatives of $P$ with respect to $\tilde{s}^i$, i.e. $P_i$, we will of course use the $P(\tilde{s}^i)$ version.

Now we want to evaluate the scalar potential. As we explained the 3D supergravity built from $G_{IJK}$ and $P$ will contain one additional degree of freedom because of the double counting of the volume that will in any case appear in the kinetic terms and from the one additional fermionic field. For the moment we ask the reader to bear with the extra degree of freedom until we show that it can be fixed consistently. So our approach here is to simply verify that our choice of $P$ leads to the correct scalar potential derived from 10D.

We first note that $y$ is special since

$$ (G_{yy})^{-1} P_y P_y - 4 P^2 = 0, \quad (3.37) $$

and as a result the scalar potential takes the form

$$ V = G^{ij} P_i P_j + (G_{xx})^{-1} P_x P_x. \quad (3.38) $$

This is what we call no-scale in 3D. First we evaluate $P_x$ which gives

$$ P_x = \frac{\partial P}{\partial x} = -\frac{1}{\sqrt{7}} \frac{e^y}{8} \int \text{vol}(\tilde{X})^{-\frac{3}{2}} \tilde{\Phi} \wedge F_4, \quad (3.39) $$

where we remind the reader that we use the notation $\tilde{\Phi} = \Phi_{i} \tilde{s}^i$, etc. and

$$ F_4 = e^{-x/\sqrt{7}} F_4 - \gamma e^{x/\sqrt{7}} \tilde{s}^i H_3 \text{vol}(\tilde{X})^{-\frac{3}{2}}. \quad (3.40) $$

Therefore we find

$$ (G_{xx})^{-1} P_x P_x = \frac{4}{7} \left( \frac{e^y}{8} \right)^2 \left( \int \text{vol}(\tilde{X})^{-\frac{3}{2}} \tilde{\Phi} \wedge F_4 \right)^2 \quad (3.41) $$

Now we want to evaluate the $P_i$. To do this we need a series of properties that we now list. The derivatives with respect to $\tilde{s}^i$ are defined as

$$ \frac{\partial}{\partial \tilde{s}^i} \Phi = \Phi_i, \quad \frac{\partial}{\partial \tilde{s}^i} (\tilde{s}^j \Phi) = \frac{4}{3} \pi^1(\Phi_i) - \tilde{s}^j \pi^{27}(\Phi_i), \quad (3.42) $$

where the $\pi^1$ and $\pi^{27}$ are projections to irreducible G2 representations defined in instance in [23]. They obey the orthogonality properties

$$ \pi^1(\Phi_i) \wedge \pi^1(\Phi_j) = 0, \quad \pi^1(\Phi_i) \wedge \pi^{27}(\Phi_j) + \pi^{27}(\Phi_i) \wedge \pi^{27}(\Phi_j) = \Phi_i \wedge \Phi_j. \quad (3.43) $$

In practice $\pi^1(\Phi_i)$ is defined as

$$ \pi^1(\Phi_i) = \left( \frac{\int \Phi_i \wedge \tilde{s}^j \Phi}{\int \Phi \wedge \tilde{\Phi}} \right) \tilde{\Phi}, \quad (3.44) $$

dependence we can simplify our expressions such that only $\tilde{\Phi}$ or $\Phi_i$ appear instead of $\pi^1(\Phi_i)$. Moreover, the $\pi^{27}(\Phi_i)$ can
be also traded for $\tilde{\Phi}$ and $\Phi_i$ by using the manipulations
\[ \pi^{27} (\Phi_i) \wedge B = \Phi_i \wedge B - \pi^1 (\Phi_i) \wedge B \]
\[ = \Phi_i \wedge B - \left( \frac{\int \Phi_i \wedge \tilde{\Phi}}{\int \tilde{\Phi} \wedge \tilde{\Phi}} \right) \tilde{\Phi} \wedge B. \quad (3.45) \]

To prove this relation one has to consider that the four-form $B$ can be expanded as $B = \tilde{\Phi} \Phi_i B^i$. Within this setup one can prove also that for the four-forms $A$ and $B$ we have
\[ G^{ij} \int \Phi_i \wedge A \int \Phi_j \wedge B = \frac{4}{7} \int \tilde{\Phi} \wedge \tilde{\Phi} \int \tilde{\Phi} A \wedge B, \]
\[ (3.46) \]
which can be checked by expanding both $A = \tilde{\Phi} \Phi_i A^i$ and $B = \tilde{\Phi} \Phi_i B^i$. Notice that $G^{ij} \int \tilde{\Phi} \Phi_i \wedge \tilde{\Phi} \Phi_j \wedge \tilde{\Phi} = \frac{4}{7} \left( \int \tilde{\Phi} \wedge \tilde{\Phi} \right)^2$. We can then evaluate the derivative of $P$ with respect to $\tilde{s}^i$ to be given by
\[ P_i = \frac{\alpha_y}{8} \left[ \int \Phi_i \wedge F_3 \text{vol}(\tilde{X})^{-\frac{3}{2}} - \left( \frac{\int \Phi_i \wedge \tilde{\Phi}}{\int \tilde{\Phi} \wedge \tilde{\Phi}} \right) \int \tilde{\Phi} \wedge F_4 \text{vol}(\tilde{X})^{-\frac{5}{2}} \right]. \quad (3.47) \]

Then using the form of $P_i$ and the aforementioned properties of the G2 three-form we find
\[ G^{ij} P_i P_j = 4 \left( \frac{\alpha_y}{8} \right)^2 \int F_4 \wedge \tilde{\Phi} F_4 \text{vol}(\tilde{X})^{\frac{3}{2}} - \frac{4}{7} \left( \frac{\alpha_y}{8} \right)^2 \left( \int \text{vol}(\tilde{X})^{-\frac{3}{2}} \tilde{\Phi} \wedge F_4 \right)^2. \quad (3.48) \]

We notice that the second term of this equation exactly corresponds to minus the expression in Eq. (3.41). Hence, from the no-scale structure (3.38) we finally find
\[ V = \frac{\alpha_y}{16} \int F_4 \wedge \tilde{\Phi} F_4 \text{vol}(\tilde{X})^{\frac{1}{2}}, \]
\[ (3.49) \]
which can then be rewritten as
\[ V = \frac{\alpha_y}{16} \int \sqrt{-\gamma} \left( e^{-\sqrt{\gamma} F_4} - e^{\sqrt{\gamma} H_3} \right)^2. \quad (3.50) \]

This almost concludes our proof, since, up to a factor of $1/8$ we reproduce the 10D potential (3.27). The extra $1/8$ factor is due to the rescaling of the metric mentioned around equation (3.34).

One issue remains; the double-counting of the volume modulus, in the sense that we have been working with one scalar too much as we never enforced that the $\tilde{s}^i$ should describe fluctuations of the unit-volume G2 space.\(^7\) The overall $\int \tilde{\Phi} \wedge \tilde{\Phi}$ fluctuation has to be eliminated and we would like to impose the constraint
\[ \int \tilde{\Phi} \wedge \tilde{\Phi} = \gamma, \]
\[ (3.51) \]
which equivalently means, in case of a seven-torus, that the scalars $\tilde{s}^i$ would be restricted to satisfy
\[ \prod_i \tilde{s}^i = 1 \quad \text{ (for seven-torus).} \quad (3.52) \]

Both Eqs. (3.51) and (3.52) follow from each other in the case of a seven-torus and can be imposed on the final bosonic action to give us the correct scalar potential with the true degrees of freedom. However, at this point we have to be careful not to spoil supersymmetry, therefore we have to impose this constraint on the superfield level (or alternatively on the full multiplet level). In other words, the supersymmetry transformations have to respect the constraint (3.51). This in fact will reduce also the fermionic degrees of freedom by one. We leave the derivation of this technical point to Appendix B.

Finally we note that, by introducing an arbitrary constant $c$, there is an infinite family of $P$-functions that gives rise to the same scalar potential $V$
\[ P = \frac{\alpha_y}{8} \left[ \gamma e^{\sqrt{\gamma} F_4} - e^{\sqrt{\gamma} H_3} \text{vol}(\tilde{X})^{-\frac{3}{2}} \right] + e^{-\sqrt{\gamma}} \int \tilde{\Phi} \wedge F_4 \text{vol}(\tilde{X})^{-\frac{3}{2}} + c]. \quad (3.53) \]

It was noticed already in [49] that this is a generic way for finding “fake superpotential” in no-scale models. This way, any no-scale solution can be made supersymmetric in a different supergravity theory.

3.4 Open string moduli, axions, quantum corrections and uplifts

We have provided a first analysis of no-scale Minkowski vacua in 3D from flux compactifications. If our ultimate goal is full moduli stabilization then we need to take care of the axions, the D2/D6 moduli (if any) and the closed string $y$-modulus. Especially the $y$ field is worrisome since it is the only one with a non-compact moduli space. In the next section we will stabilize the $y$ field using further fluxes (Romans mass). But we could equally be tempted to parallel the history of moduli stabilization in 4D as pioneered in [8,9,50]. We furthermore could contemplate the further construction of de Sitter solutions from uplifting any AdS vacuum one obtains after fixing the $y$-modulus supersymmetrically (if at all possible). In what follows we merely mention the possible paths and difficulties for achieving this.

\(^7\) Let us point out that a similar situation does occur in compactifications of the IIB theory where one has $\int \Omega \wedge \Omega^2 \sim V |\Omega|$, as a result one may be double-counting the Calabi–Yau metric $g_{\alpha \alpha}$ volume $V$. This however does not happen because the volume modulus is extracted from the metric and one has det$(g_{\alpha \alpha}) = 1$. 

\[ \copyright \text{ Springer} \]
In 4D the massless no-scale moduli are potentially fixed in a controllable fashion through quantum effects, and most notably a leading non-perturbative correction to the superpotential that involves the no-scale direction [8]. But this approach does not seem feasible to us in our 3D models for a simple reason: we have minimal supergravity in 3D which does not come with holomorphic protection. Hence we expect no non-renormalization theorems to exist for perturbative corrections to the superpotential, neither holomorphic arguments to restrict the form of non-perturbative corrections. This seems to rime with the fact that there seem no possible supersymmetric wrappings of Euclidean D2- or D4-branes. Of course quantum effects induced by the strongly coupled gauge theories on multiple D6-branes wrapping calibrated four-cycles will be there. But they are not easily computable and we think it seems realistic that we are faced with a standard Dine–Seiberg problem [52].

Imagine there is nonetheless a computable AdS vacuum that is sufficiently weakly coupled and with high enough masses of the moduli such that some additional “mild” supersymmetry breaking does not immediately destabilize the vacuum. Then we could contemplate which supersymmetry breaking sources can provide an uplift to dS, if ever. In that respect it is interesting to realize that the analogue of Klebanov–Strassler throats does exist in such backgrounds and they were constructed in [53]. Anti-D2-branes are then the natural SUSY-breaking uplift ingredient for which a probe computation à la [54] would suggest the solutions can be metastable. However this probe computation has been refuted in [55], but that criticism in turn was argued to be essentially harmless because of the arguments in [56–59], although other problems associated to anti-brane uplifting could persist as reviewed in [6].

3.5 Toroidal orientifolds

The first step to a specific model is the choice of G2 manifold and then study the possible O2 involutions that can be defined over it. The easiest examples are G2 spaces that arise from toroidal orbifolds whose singularities are blown up or not. For singularities that can be resolved by a known geometric blow-up procedure the canonical set of examples were constructed in the original work by Joyce [60–62]. But truly singular G2 spaces are physical as well in the context of string or M-theory and they are even required to get more interesting lower-dimensional phenomenology [24]. Both regular and singular G2 spaces constructed from toroidal orbifolds come with extra modes not visible at the level of the torus covering space. Either these modes are really the extra moduli of cycles introduced by the geometric blow up, or they come from the twisted sector of the string. In our example below we will use the simplest singular toroidal orbifold and be careless about the unresolved orbifold singularities, which we assume can be resolved in string theory at the cost of extra twisted sectors. In any case the restricted set of 7 real circle radii we consider are present in most models. So in that sense we capture the “universal” sector of many toroidal G2 compactifications, just like the STU truncation in four-dimensional N = 1 flux reductions.

The seven internal coordinates are labeled as $y^m$

$$y^m \simeq y^m + 1.$$  \hspace{1cm} (3.54)

The finite group of isometries $\Gamma$, forming the orbifold group, should preserve the 3-form

$$\Phi = e^{127} - e^{347} - e^{567} + e^{136} - e^{235} + e^{145} + e^{246},$$ \hspace{1cm} (3.55)

where $e^{127} = e^1 \wedge e^2 \wedge e^7$, etc., and we have introduced the seven vielbeins of the torus

$$e^m = r^m dy^m.$$  \hspace{1cm} (3.56)

The co-associative calibration is

$$\Phi = e^{3456} - e^{1256} - e^{1345} + e^{2457} - e^{1467} + e^{2367} + e^{1567}.$$  \hspace{1cm} (3.57)

For our orbifold group $\Gamma$ we use the following $\mathbb{Z}_2$ involutions

$$\Theta_\alpha : (y^1, \ldots, y^7) \rightarrow (-y^1, -y^2, -y^3, -y^4, y^5, y^6, y^7),$$

$$\Theta_\beta : (y^1, \ldots, y^7) \rightarrow (-y^1, -y^2, y^3, y^4, -y^5, -y^6, y^7),$$

$$\Theta_\gamma : (y^1, \ldots, y^7) \rightarrow (-y^1, y^2, -y^3, y^4, -y^5, y^6, -y^7),$$  \hspace{1cm} (3.58)

and then $\Gamma = \{ \Theta_\alpha, \Theta_\beta, \Theta_\gamma \}$. Note that the $\Theta$ commute, they square to the identity, and they preserve the calibration $\Phi$. All of the three $\Theta$, the three $\Theta^2$ and the single $\Theta^3$ have each 16 copies of $\mathbb{T}^3$ as fixed points, but they do not act on each other freely, therefore we have a singular $\Gamma^2$, to find the singular space of the full $\Gamma$ and to perform the blow-up is beyond the scope of our work here.

Let us focus now on the untwisted sector of this orbifold. This sector is somewhat universal and we wish to see how, and if, the fluxes stabilize them. The untwisted Betti numbers (i.e. the Betti numbers before we resolve the singularities) are

$$b_0 = 1, \quad b_1 = 0, \quad b_2 = 0, \quad b_3 = 7.$$ \hspace{1cm} (3.59)

These are simply found by counting the number of linearly independent p-forms $dy^{1-i}_{1-p}$ invariant under the orbifold

---

8 Although see [51] for some interesting worries about the self consistency of this approach.

9 In [61] these singularities are referred to as ‘bad’ not because they cannot be resolved but rather because there is no straightforward prescription to do so.
action \( \Gamma = \{ \Theta_\alpha, \Theta_\beta, \Theta_\gamma \} \). The seven invariant 3-forms build a basis

\[
\Phi_i = \left( dy^{127}, -dy^{347}, -dy^{567}, dy^{136}, -dy^{235}, dy^{145}, dy^{246} \right),
\]

\( i = 1, \ldots, 7. \) \hfill (3.60)

on which we have already expanded the calibration as \( \Phi = s^i \Phi_i \), where the \( s^i \) are the metric moduli. Indeed, the \( s^i \) can be related to the seven torus radii \( r^m \) as follows

\[
s^1 \Phi_1 = e^{127} \rightarrow s^1 = r^1 r^2 r^7, \\
s^2 \Phi_2 = -e^{347} \rightarrow s^2 = r^3 r^4 r^7, \quad \text{etc.} \hfill (3.61)
\]

Then we find that

\[
\text{vol}(X) = \frac{7}{m=1} r^m = \left( \prod_{i=1}^7 s^i \right)^{1/3} = \frac{1}{7} \int \Phi \wedge \ast \Phi, \hfill (3.62)
\]

where we use \( \int d^7 y^1 \wedge \cdots \wedge d^7 y^7 = 1 \) in the covering space.

For later convenience we also define here a basis of closed and co-closed 4-forms that are left invariant under the orbifold involutions

\[
\Psi_i = \left( dy^{3456}, -dy^{1256}, -dy^{1234}, dy^{2457}, -dy^{1467}, \right.
\]

\[ dy^{2367}, dy^{1357}, \left. i = 1, \ldots, 7. \right) \hfill (3.63)
\]

Notice that the 3-forms (3.60) and the 4-forms (3.63) satisfy the relation (3.15) and that in the \( \Psi_i \) basis the co-associative calibration takes the form

\[
\ast \Phi = \sum_{i=1}^7 \frac{\text{vol}(X)}{s^i} \Psi_i. \hfill (3.64)
\]

Let us now turn to the O-planes. As we have seen we need to include O2-planes in our setup. To this end consider the target space part of the O2 action, denoted \( \sigma \), as the following \( \mathbb{Z}_2 \)

\[
\sigma : (y^1, \ldots, y^7) \rightarrow (-y^1, -y^2, -y^3, -y^4, -y^5, -y^6, -y^7), \hfill (3.65)
\]

The \( \sigma \) has 2\(^7\) fixed points, or alternatively different O2 sources, in the torus covering space. They sit at the points \( y^i = 0, 1/2 \). Notice that the calibration is odd under the O2 involution

\[
\sigma : \Phi \rightarrow -\Phi, \hfill (3.66)
\]

and that the \( \Gamma \) and the \( \sigma \) commute. We want the orbifold image of an O2 to be again some physical object, and as we will see it is an O6. For that it is sufficient to consider the combination of the \( \Gamma \) involutions with the \( \sigma \)

\[
\Theta_\alpha \sigma = (y^1, y^2, y^3, y^4, -y^5, -y^6, -y^7), \hfill (3.67)
\]

\[
\Theta_\beta \sigma = (y^1, y^2, -y^3, -y^4, y^5, y^6, -y^7), \hfill (3.68)
\]

\[
\Theta_\gamma \sigma = (y^1, -y^2, y^3, y^4, y^5, -y^6, y^7). \hfill (3.69)
\]

These 3 involutions can be interpreted as intersecting O6 planes on the positions

\[
(O6_\alpha: x \times x \times x \times - - - ) \hfill (3.70)
\]

\[
(O6_\beta: x \times - - x x \times x)\hfill (3.71)
\]

\[
(O6_\gamma: - x x x \times - x)\hfill (3.72)
\]

Here “\( x \)” means the O6 positions contain these direction on the internal manifold and “\(-\)” means the O6 positions are localized at 0, 1/2 in that direction. These intersections are nicely consistent with the rules for preserving supersymmetry and this is no coincidence because the orbifold actions were chosen such as to preserve the G2 3-form.

One can explicitly verify the SUSY calibration of the O6 planes. According to [63], the condition is that a 4-cycle is calibrated if and only if \( \Phi \) restricted to it vanishes identically. This is the case as can be checked for each of the O6 planes. Consider for instance the planes in the directions spanned by \( e^1, e^2, e^3, e^4 \). Not a single component of \( \Phi \) carries indices only in that subspace. The same for the other O6 planes.

Equivalent conditions are that \( \ast \Phi \) restricted to the O6 4-cycle equals exactly the volume form on it [63]. Yet another condition is that the source 3-forms \( e \) appear in the

\[
\Theta_\alpha \Theta_\beta \sigma : y^i \rightarrow (-y^1, -y^2, y^3, y^4, y^5, y^6, -y^7), \hfill (3.72)
\]

\[
\Theta_\beta \Theta_\gamma \sigma : y^i \rightarrow (-y^1, y^2, y^3, -y^4, -y^5, y^6, y^7), \hfill (3.73)
\]

\[
\Theta_\gamma \Theta_\alpha \sigma : y^i \rightarrow (-y^1, y^2, -y^3, y^4, y^5, -y^6, y^7), \hfill (3.74)
\]

\[
\Theta_\alpha \Theta_\beta \Theta_\gamma \sigma : y^i \rightarrow (y^1, -y^2, -y^3, y^4, -y^5, y^6, y^7). \hfill (3.75)
\]
In total we have 7 different directions for O6-planes

\[
\begin{pmatrix}
O6_0: \times \times \times \times \times \times \\
O6_{\alpha}: \times \times \times \times \times \\
O6_{\beta}: \times \times \times \times \times \\
O6_{\gamma}: \times \times \times \times \times \\
O6_{\alpha \beta}: \times \times \times \times \times \\
O6_{\beta \gamma}: \times \times \times \times \times \\
O6_{\alpha \beta \gamma}: \times \times \times \times \times \\
\end{pmatrix}
\]

(3.76)

These intersections are mutually supersymmetric as one can verify. This is because again all O6-planes are calibrated supersymmetrically. The total O6 source form that enters the Bianchi is but the sum of the forms appearing in \( \Phi \) for unit value of the moduli \( s' \). In our current no-scale model we will cancel the O6 tadpole by simply introducing 2 D6-branes for each O6-plane. This adds new open string fields, i.e. gauge fields and scalar moduli. However, in the next section we will solve tadpoles differently and find AdS vacua instead.

In total the geometric sector contains 7 moduli that come from the seven-torus and together with the dilaton we have overall 8 real scalar moduli. From the form of the scalar potential (3.49) we found that the vacua satisfy

\[
e^{-x/\sqrt{7}} F_4 = \gamma e^{x/\sqrt{7}} \Phi_1 \text{vol}(\tilde{X})^{-1/7}.
\]

As before we expand the fluxes as

\[
H_3 = h^i \Phi_i, \quad F_4 = f^i \Phi_i,
\]

where \( f^i \) and \( h^i \) are appropriately quantized real constants restricted by the O2 tadpole

\[
\delta_{ij} h^i f^j = -Q.
\]

(3.79)

We want to evaluate \( \tilde{\Phi}_1 \) and insert it into (3.77). This means we have to evaluate \( \tilde{\Phi}_i \) in terms of \( \Phi_i \). We find

\[
\tilde{\Phi}_i = \frac{\text{vol}(\tilde{X})}{(\tilde{s}^i)^2} \Phi_i,
\]

(3.80)

where there is no summation over \( i \) implied. Now we insert everything into (3.77) to find the seven conditions

\[
(\tilde{s}^i)^2 = \gamma e^{x/\sqrt{7}} \text{vol}(\tilde{X})^{6/7} \frac{h^i}{f^i},
\]

(3.81)

for every \( i \). To handle (3.81) we can take the product of all these seven equations together, i.e. evaluate \( \prod_i (\tilde{s}^i)^2 = 1 \) and use this to get a condition that their product gives \( \text{vol}(\tilde{X}) \). Indeed we find, taking into account that \( \gamma^7 = \gamma = \gamma^{-1} \), that

\[
x = \frac{1}{2 \sqrt{7}} \log \left( \gamma \prod_i \frac{f^i}{h^i} \right),
\]

(3.82)

and \( x \) is fixed. Inserting the expression for \( x \) into (3.81) and using the definition of the \( \tilde{s}^i \) gives

\[
(\tilde{s}^i)^2 = \left( \prod_i f^i / h^i \right)^{1/7} \frac{h^i}{f^i},
\]

(3.83)

for every \( i \). We see that 7 out of the 8 universal moduli are fixed, i.e. the \( y \) scalar still remains undetermined and is the no-scale modulus.

Searching now for a supersymmetric vacuum will require that the derivatives of the superpotential with respect to the scalars \( x, y, \tilde{s}^i \) to be zero. The derivatives (3.39) and (3.47) are proportional to \( \mathcal{F}_4 \) and they vanish due to the Minkowski condition \( \mathcal{F}_4 = 0 \), setting no extra conditions on the fluxes. However, the derivative of the superpotential with respect to the scalar \( y \) sets the following conditions

\[
P_y = P = 0 \rightarrow \prod_i \tau_i^{1/2} \left[ (y h^i)^{-1/2} + (y h^i)^{1/2} \right] = 0.
\]

(3.84)

4 AdS vacua with scale separation

“You got to keep ‘em separated” — The Offspring 1994.

4.1 Indication for scale separation

To find what the necessary conditions are for scale separation we apply a reasoning similar to the one in (section 4 of) [47] and simply consider the dependence of the potential on the dilaton and volume modulus. This gives us necessary but non-sufficient conditions for scale separation. We first start with a discussion that is valid for compactifications down to any dimensions \( D \). Consider 10D string frame and the following metric Ansatz

\[
d s_{10}^2 = \tau_0^2 \times -2 d s_D^2 + \rho d s_{10-D}^2,
\]

(4.1)

with \( \rho^{(10-D)/2} \) the volume in 10D string frame and where

\[
\tau^{D-2} = \exp(-2 \Phi) \rho^{(D-2)/2},
\]

(4.2)

in order to find \( D \)-dimensional Einstein frame. In our notation \( \tau_0, \rho_0 \) describe the vacuum expectation values such that in a vacuum we have

\[
d s_{10}^2 = d s_D^2 + \rho_0 d s_{10-D}^2.
\]

(4.3)

We use the notation in which the \((10-D)\)-dimensional internal metric at unit volume is denoted \( \tilde{g}_{10-D} \). In our paper so far we left out the compensating \( \tau_0^2 \)-factor in the reduction Ansätze which effectively means we work in Planck units since

\[
S_D \subset \int_D \sqrt{g_D} \left( R_D + \cdots - V \right),
\]

\( \odot \) Springer
where \( \cdots \) represent all omissions such as kinetic terms for the scalars. When we use instead the formula (4.1) we find
\[
S_D \supset \int_D \sqrt{g_D} \left( t_0^{D-2} R_D + \cdots - t_0^D V \right),
\]
(4.5)
such that we conclude that the Planck scale is fixed by
\[
M_p = t_0^{-1} = t_0.
\]
(4.6)
in string units. A proxy for the KK scale (in 10D string frame) is \( L_{KK}^2 = \rho \). In a vacuum the Einstein equations tell us that
\[
R_D = \frac{D}{D-2} M_p^2 V.
\]
(4.7)
So there are two length scales associated with this vacuum: the curvature radius \( L_A \) and the “vacuum energy length scale’ \( L_\rho \) defined as follows
\[
L_A^{-2} = M_p^2 |V|, \quad L_\rho^{-2} = M_\rho^2 |V|^{2/D}.
\]
(4.8)
We thus have two notions of scale separation that are expressed as
\[
I: \frac{L_{KK}}{L_A} = \rho_0 t_0^2 V \to 0, \quad II: \frac{L_{KK}}{L_\rho} = \rho_0 t_0^2 V^{2/D} \to 0.
\]
(4.9)
The combination \( \rho_0 t_0^2 \) exactly equals the volume modulus \( \rho_0^E \) in 10D Einstein frame. So if we apply the definitions to compactifications down to 3 dimensions we have simply
\[
I: e^{16/3} V \to 0, \quad II: e^{16/3} V^{2/3} \to 0.
\]
(4.10)

We now verify some minimal conditions for compactifications of IIA to achieve scale separation. We will use criterion I from now on. If we assume the internal space is Ricci flat (G2) and we assume O6, Romans mass, and \( F_4, H_3 \) fluxes and no net O2/D2 tension, then the scalar potential in 3D goes like
\[
V = \frac{1}{3!} H_4^2 \rho^{-3} \tau^{-2} + \frac{1}{4!} F_4^2 \rho^{-1/2} \tau^{-3} + |F_0|^2 \rho^{7/2} \tau^{-3} + T_6 \rho^{1/4} \tau^{-5/2}.
\]
(4.11)
Here the tilde symbols denote contractions with the unit-volume metric. We hope to generate a separation of scales by crank up the \( F_4 \) flux since that flux could be unbounded by tadpoles in case it wedges to zero with \( H_3 \). We first verify that the above ingredients are the necessary minimal requirements to find AdS vacua. That they are sufficient will be demonstrated with an explicit example below.

The equations of motion for stabilizing \( \rho \) and \( \tau; \tau \partial_\tau V = 0 = \rho \partial_\rho V \), can be regrouped to obtain
\[
2 T_6 \rho^{1/4} \tau^{-5/2} = - \frac{4}{3!} H_4^2 \rho^{-3} \tau^{-2} - \frac{3}{4!} F_4^2 \rho^{-1/2} \tau^{-3} < 0,
\]
(4.12)
\[
4 |F_0|^2 \rho^{7/2} \tau^{-3} = \frac{4}{3!} H_4^2 \rho^{-3} \tau^{-2} + \frac{1}{4!} F_4^2 \rho^{-1/2} \tau^{-3} > 0.
\]
(4.13)
We learn that we need net O6 tension and non-zero Romans mass to achieve moduli stabilization with non-zero \( F_4 \) flux, just like in the 4D models [10]. The on-shell potential then becomes
\[
V = -\frac{1}{4} |\tilde{F}_4|^2 \rho^{-1/2} \tau^{-3} < 0,
\]
(4.14)
which is indeed AdS3. To verify whether scale separation could be possible we assume that we can consistently realize the following scalings which are compatible with the tadpole conditions
\[
F_4 \sim N, \quad F_0 \sim H_3 \sim T_6 \sim N^0.
\]
(4.15)
Remarkably there is a possible scaling for the dilaton and volume with \( N \) such that every term in the potential scales indeed in the same way:
\[
\tau \sim N^{13/4}, \quad \rho \sim N^{1/4} \to V \sim N^{-8}, \quad \exp(\phi) \sim N^{-3/4}.
\]
(4.16)
Notice that for large \( N \) the modulus \( \rho \) grows while the dilaton is damped so we are guaranteed to be in the supergravity limit. This scaling indeed implies separation since
\[
\rho \tau^{-2} V \sim N^{-1}.
\]
(4.17)

4.2 10D view on the effective theory from toroidal orbifolds

We now hunt for a concrete example by changing the Minkowski no-scale solution of the previous section. We add Romans mass and realize tadpoles differently and this will turn out to be sufficient. The following Bianchi identities lead to non-trivial RR tadpoles
\[
d F_2 = H_3 \wedge F_0 + \delta_{06},
\]
\[
d F_4 = H_3 \wedge F_2,
\]
\[
d F_6 = H_3 \wedge F_4 + \delta_{02} + \delta_{24},
\]
(4.18)
where for completeness we have also indicated the presence of D2-branes. We now take
\[
F_2 = 0, \quad F_4 = F_{4A} + F_{4B} \neq 0, \quad F_0 \neq 0, \quad H_3 \neq 0,
\]
(4.19)
where the \( F_4 \) splitting refers to the way the fluxes wedge with \( H_3 \), that is
\[
H_3 \wedge F_{4A} \equiv 0, \quad H_3 \wedge F_{4B} = -\delta_{02} - \delta_{D2}.
\]
(4.20)
The \( F_2 \) tadpole cancellation works by cancelling the contributions from the O6-planes with \( H_3 \wedge F_0 \). We can allow for an O2 source but we assume it is canceled by a correct amount of D2-branes when \( F_{4B} = 0 \). Otherwise we will not have any D2-branes and it will be \( H_3 \wedge F_{4B} \) that cancels the O2 tadpole.
The bosonic part of the 10D action that contributes to the potential is now

\[
S = \int_{10} \sqrt{-g_{10}} \left( -\frac{1}{2} e^{-\phi} |H|^2 - \frac{1}{2} e^{\phi/2} |F|^4 - \frac{1}{2} e^{5\phi/2} m^2 \right) + e^{-\phi/4} \mu \int_{O2/D2} \sqrt{-g_{2}} + e^{3\phi/4} \mu \sum_{\alpha,\beta,\gamma} \int_{O6} \sqrt{-g_{7}},
\]

(4.21)

where \( F_0 = m \), and now we use the notation \( \mu' = \mu_{O2/D2} \) and \( \mu = \mu_{O6/O6} \). Our notation in the above formula for the integral over the O6 sources already anticipates our toroidal orientifold example. In particular we use the orbifold setup that we studied in the previous section. Since we have calibrated O6 sources \( j_{[\alpha, \beta, \gamma]} \), the \( dF_2 \) Bianchi (in the smeared approximation) then gives

\[
0 = m H_3 \pm \mu J_3, \quad J_3 = \sum_{\alpha, \beta, \gamma} j_{[\alpha, \beta, \gamma]} \frac{1}{\text{vol}(\alpha, \beta, \gamma)_3} = \sum_i \Phi_i.
\]

(4.22)

The notation \( j_{[\alpha, \beta, \gamma]} / \text{vol}_3 \) reflects one should normalize each volume 3-form \( J_3 \) transverse to each orientifold with respect to its own 3-cycle volume. For example we have

\[
\frac{j_{\alpha \beta}}{\text{vol}(\alpha \beta)_3} = \frac{e^{127}}{r^1 r^2 r^7} \frac{s^1}{s^1} = \Phi_1.
\]

(4.23)

We take the following fluxes consistent with the tadpoles

\[
H_3 = h \sum_i \Phi_i \quad \Rightarrow \quad hm = \pm \mu,
\]

\[
F_{4A} = \sum_i f^i \Psi_i \quad \Rightarrow \quad \sum_i f^i = 0,
\]

\[
F_{4B} = \sum_i \tilde{f}^i \Psi_i \quad \Rightarrow \quad \sum_i \tilde{f}^i = \pm \mu' / h.
\]

(4.24)

We now compute the scalar potential for the 3D compactification and use (3.22) with the internal metric given by the seven-torus orbifold. We split the scalar potential \( V \) into two parts, one that relates to the fluxes together with the O2 that we call collectively \( V_{\text{Flux}} \) and one that relates to the O6-planes \( V_{O6} \). For the fluxes/O2 we have

\[
V_{\text{Flux}} = \frac{1}{7} \int_{\mathcal{X}} \sqrt{-g_{7}} \left[ e^{-21\beta v} \left( e^{-\phi/2} e^{\beta v/2} H_3 \mp e^{-\beta v/2} e^{\phi/2} s^1 \cdot F_4 \right)^2 \right] + e^{-14\beta v} e^{5\phi/2} m^2.
\]

(4.25)

where \( \sqrt{-g_{7}} = 1 \). Note that all internal space contractions are with the unit-volume metric \( \delta_{mn} \) as indicated by the tilde symbol. Let us now turn to the O6 contributions. For the O6_{\alpha \beta} orientifold for example we have

\[
S_{O6_{\alpha \beta}} = e^{3\phi/4} \mu \int_{O6_{\alpha \beta}} \sqrt{-g_{7}} = e^{3\phi/4} \mu \int_{O6_{\alpha \beta}} \sqrt{-g_{10}} \left( \frac{1}{s^{1}} \right).
\]

(4.26)

The contribution of all planes to the effective potential is then

\[
V_{O6} = -e^{3\phi/4} \mu e^{-14\beta v} \sum_i \frac{1}{s^1} = -e^{3\phi/4} \mu e^{-17\beta v} \sum_i \frac{1}{s^1},
\]

(4.27)

where in the last step we have inserted the unit-volume fluctuations \( s^1 \) with the use of \( s^1 = e^{3\beta v/2} \). Note that \( -17\beta v + 3\phi/4 = (-10\beta v - \phi/2) + (-7\beta v + 5\phi/4) \), which are exactly the combinations of volume and dilaton that appear with \( H_3 \) and \( m \) terms respectively, as one can see in (4.25). In the end the most convenient form for the O6 contribution is the one that is written in terms of the unit-volume scalars and the \( x \) and \( y \), and reads

\[
V_{O6} = -e^{3\phi/4} \mu e^{-5\beta v} 
\]

(4.28)

\[
\sum_i \frac{1}{s^i}, \quad \mu = \gamma h m,
\]

where \( \gamma = \pm 1 \). Now we are ready to derive the full scalar potential \( V_{\text{Flux}} + V_{O6} \) from a 3D N=1 supergravity.

4.3 The 3D supergravity

Our aim here is to find the superpotential \( P \) that defines our 3D supergravity theory.

Taking into account that for our 3D supergravity constructions we always use the normalization \( R/2 \) for the Hilbert–Einstein term we have to rescale the 3D metric of the previous subsection by 1/4. This means that with our superspace formulation the total scalar potential we want to reproduce is

\[
V_{\text{Total}} = \frac{e^{2y}}{16} \int \left( e^{-2x/\sqrt{7}} F_4 \wedge \star F_4 \text{vol}(\mathcal{X}) \right)^{\frac{1}{4}} + e^{2x/\sqrt{7}} H_3 \wedge \star H_3 \text{vol}(\mathcal{X})^{-\frac{1}{4}} \pm 2 F_4 \wedge H_5 + \frac{m^2}{16} e^{x/\sqrt{7}x} - \frac{\mu}{8} e^{3y/2} \sum_i \frac{1}{s^1},
\]

(4.29)

\[\text{\cite{11}} \text{ We could calculate this result also by taking into account that the volume form on the associated } 4 \text{-cycle is } \star f_{\alpha \beta} = \text{vol}(X) \Psi_i, \text{ which then would allow the following manipulations } f_{O6} \text{ } \int_{\mathcal{X}} \sqrt{-g_{7}} = e^{3\alpha v} f_{1} \sqrt{-g_{3}} f_{\text{4-cycle}} \sqrt{-g_{3}} = e^{3\alpha v} f_{1} \sqrt{-g_{3}} f_{\text{4-cycle}} \star f_{\alpha \beta} = e^{-14\beta v} f_{1} \sqrt{-g_{3}(s^1)}^{-1}.} \]
with the fluxes and $\mu$ given by (4.24). As we have explained one should in the end set $\text{P}R = 1$ to restrict to the true degrees of freedom of the toroidal orbifold. We will verify that our new superpotential still satisfies the conditions that allow us to impose the constraint on the $\tilde{s}^i$ without spoiling supersymmetry.

One can easily verify that in case there would only be Romans mass, the N=1 superpotential equals

$$P^R = \frac{m}{8} \exp \left[ \frac{1}{2} y - \frac{\sqrt{7}}{2} x \right],$$

where the $R$ superscript is to stress this is the pure Romans mass contribution to the superpotential. Note that $P^R = 0$.

To reproduce the total scalar potential (4.29) we work with the target space metric given by (3.35) and we suggest that the total superpotential is simply a sum

$$P^{\text{Total}} = P + P^R,$$

where $P$ is given is (3.36) and $P^R$ is (4.30). Indeed, if one writes down all the contributions to the scalar potential we have

$$V^{\text{Total}} = G^{ij} P_i^{\text{Total}} P_j^{\text{Total}} - 4(P^{\text{Total}})^2$$

$$= V + V^R + 8 P^R x_i P x_i + 8 P^R y_j P y_j - 8 P^R P,$$

where $V = G^{ij} P_i P_j - 4P^2$, was our no-scale potential. Once we evaluate the cross-terms we find

$$8 P^R x_i P x_i + 8 P^R y_j P y_j - 8 P^R P \equiv V_{O6}.$$

Finally note that

$$\int \Phi_i \wedge \bar{\Phi} G^{ij} P_j^{\text{Total}} = 0,$$

which as we explain in the appendix is the condition that guarantees that we can set on the superspace level $\prod_i \tilde{s}^i = 1$ such that we reduce consistently to the true degrees of freedom.

### 4.4 SUSY AdS vacua

Now that we have found the superpotential\(^{12}\) for our toroidal orbifold to be

$$P = \frac{m}{8} e^y - \frac{\sqrt{7}}{2} x + \frac{9 h}{8} e^y + \frac{\sqrt{7}}{2} \sum_{i=1}^7 \frac{1}{\tilde{s}^i}$$

$$+ \frac{1}{8} e^y - \frac{\sqrt{7}}{2} \sum_{i=1}^7 (\tilde{f}^i + \tilde{f}^i) \tilde{s}^i, \quad \tilde{s}^i \equiv \prod_{a=1}^7 \frac{1}{\tilde{s}^a}. $$

\(^{12}\) We now simply refer to $P^{\text{Total}}$ as $P$.

we can look for supersymmetric vacua. We first consider what happens in the simplest case where $F_{4A} \neq 0$ and $F_{4B} = 0$ and we take the following simple concrete set of fluxes

$$\tilde{f}^i = 0, \quad f^i = (-f, -f, -f, -f, -f),$$

$$\gamma = 1, \quad f, h, m > 0.$$

Because of the O6 tadpole the values of $h$ and $m$ are in fact very limited – all our freedom is essentially in $f$. At a later stage, once we established our solutions, we will properly quantize all fluxes and charges. With this flux choice, the superpotential simplifies to

$$P = -\frac{f}{8} e^y - \frac{\sqrt{7}}{2} \left[ \sum_{a=1}^6 \frac{6}{\tilde{s}^a} - 6 \prod_{a=1}^6 \frac{1}{\tilde{s}^a} \right]$$

$$+ h e^y + \frac{\sqrt{7}}{2} \left[ \sum_{a=1}^6 \frac{1}{\tilde{s}^a} + \prod_{a=1}^6 \frac{1}{\til{s}^a} \right] + \frac{m}{8} e^y - \frac{\sqrt{7}}{2} \tilde{s}^i.$$

We search for solutions which are as isotropic as possible: meaning all $\tilde{s}^i (a = 1 \ldots 6)$ have the same value, which we denote $\sigma$, namely

$$\langle \tilde{s}^a \rangle = \sigma.$$

The supersymmetric conditions ($\partial P = 0$) become:

$$0 = a \sigma^6 + 6 \sigma + \frac{6a}{\sigma} - \frac{6}{\sigma^6} - \frac{7b}{2},$$

$$0 = a \sigma^6 - 6 \sigma + \frac{6a}{\sigma} + \frac{b}{\sigma^6} + \frac{b}{2},$$

$$0 = a \sigma^4 - a \sigma^2 - 6 \sigma^2 - 1,$$

where

$$a = h \frac{e^y}{f}, \quad b = m \frac{e^y - \frac{\sqrt{7}}{2} \tilde{s}^i}{f}.$$

One can either do a numerical integration or solve analytically to find

$$a = 0.515696 \ldots, \quad b = 3.43111 \ldots, \quad \sigma = 1.32691 \ldots$$

We thus have for the dilaton and the volume modulus scalings

$$g_s = e^\phi \sim f^{-3/4}, \quad \text{vol}(X) = e^{3\beta v} \sim f^{49/16},$$

and we can thus verify that our vacuum corresponds to weak string coupling and to large volume for large $f$. The AdS vacuum energy is given by

$$\langle V \rangle = -\frac{1}{64a^6b^4} \left( 6\sigma^2 + \frac{36}{a^2} \right) m^4 h^6 f^8.$$
Finally we can check the scale separation in our example

$$|\rho \tau^2 V| \sim f^{-1},$$

which matches exactly with (4.17). So we find small coupling, large volume and scale separation. We see that in our solution all of the six $\tilde{a}$ take the same numerical value, $\sigma$, by construction and the seventh is slightly different. But the torus remains, as a whole, at large values and no separate directions get small.

Since the scalars $\tilde{a}$ are not canonically normalized the Hessian of the potential does not directly correspond to the mass matrix, but does inform us about the possible existence of tachyons (above the BF bound). We find

$$\left[\left(V_{ij}\right) \right] = \begin{pmatrix}
4.282 & 3.321 & 3.321 & 3.321 & 3.321 & 6.823 & 2.132 \\
3.321 & 4.282 & 3.321 & 3.321 & 3.321 & 6.823 & 2.132 \\
3.321 & 3.321 & 4.282 & 3.321 & 3.321 & 6.823 & 2.132 \\
3.321 & 3.321 & 3.321 & 4.282 & 3.321 & 6.823 & 2.132 \\
3.321 & 3.321 & 3.321 & 3.321 & 4.282 & 6.823 & 2.132 \\
6.823 & 6.823 & 6.823 & 6.823 & 6.823 & 21.286 & 4.913 \\
2.132 & 2.132 & 2.132 & 2.132 & 2.132 & 2.132 & 4.913
\end{pmatrix}$$

(4.45)

where the lines/columns are $\tilde{a}$, $x$, $y$. The important thing to see in this matrix is that the 8 eigenvalues read: $39.296, 4.441, 3.434, 0.961, 0.961, 0.961, 0.961, 0.961$. This means that all the masses are positive.

Since we did not perform an exhaustive analysis of all possibilities, one can wonder if starting with different $F_{4A}$ flux values instead of (4.36) leads to more solutions. One can try for example configurations like $f^i = f(1, 1, 1, -1, -1, 0)$ or $f^i = -f(2, 1, 1, 1, 1, -7)$. But we were not able to find supersymmetric AdS vacua in these cases. We therefore postpone performing a complete analysis of the vacuum structure for a future work.

In the appendix we explicitly show that there is an almost identical AdS$_3$ solution which can be found by taking $f \rightarrow -f$. This is sometimes called skew-whiffing and breaks supersymmetry [65]. For the rest the solution seems essentially the same.

4.5 More flux

We now briefly discuss what happens when we turn on also the $F_{4B}$ component of the $F_4$ flux. There is a good reason for doing this. In the previous solution we had to cancel the O2 tadpole with D2-branes, leaving a compact moduli space of D2 positions on the G2 space. But by adding $F_{4B}$ fluxes we can satisfy the O2 tadpole without any explicit D2 sources.

First one can think of turning on only the $F_{4B}$ component, in which case we will have $f^i \neq 0$ and $f^i = 0$. The $f^i$ that enter the superpotential (4.35) however are restricted by flux quantization and by the tadpole cancellation and thus cannot be large enough to give a scale separation. As a result, after one solves the eight equations $P_x = P_y = P_a = 0$ the eight scalars will generically be stabilized in a supersymmetric AdS vacuum, which does not have a scale separation. In fact even if we turn on the $F_{4A}$ together with the $F_{4B}$ component, but we do not take the former to be large, again we obtain vacua without scale separation. We can ask how the large $F_{4A}$ component will influence the vacuum in the presence of an $F_{4B}$. Let us assume we have some unspecified values for the $f^i$ but we choose the values (4.36) for the other fluxes. In this case the supersymmetric conditions read

$$0 = \frac{7b}{2} - a \left( \sum_{a=1}^6 \frac{1}{\tilde{a}^a} + \prod_{a=1}^6 \tilde{a}^a \right) - 6 \tilde{a}^a + 6 \prod_{a=1}^6 \tilde{a}^a$$

$$+ \sum_{a=1}^6 \tilde{f}_a \tilde{a}^a + \tilde{f}_a \prod_{a=1}^6 \tilde{a}^a;$$

$$0 = \frac{b}{2} - a \left( \sum_{a=1}^6 \frac{1}{\tilde{a}^a} + \prod_{a=1}^6 \tilde{a}^a \right) - 6 \tilde{a}^a + 6 \prod_{a=1}^6 \tilde{a}^a$$

$$+ \sum_{a=1}^6 \tilde{f}_a \tilde{a}^a + \tilde{f}_a \prod_{a=1}^6 \tilde{a}^a,$$

(4.48)

$$0 = -\frac{a}{\tilde{a}^a} + a \prod_{a=1}^6 \tilde{a}^a - \tilde{b} - 6 \prod_{a=1}^6 \tilde{a}^a$$

$$+ \tilde{f}_b \tilde{b} - \tilde{f}_b \prod_{a=1}^6 \tilde{a}^a,$$

no b summation.

The equations in the last line are a total of six equations, as they should be, because they will specify the six $\tilde{a}^a$. The $a$ and $b$ are given by (4.40). From (4.46) it is now clear what happens in the generic case with parametrically large $F_{4A}$. We see that the parametrically large $f$ will damp the $f^i$ contribution, therefore (4.46) will essentially converge to (4.39), and we will get again a vacuum with $\tilde{a}^a = \sigma$ with the $a$, $b$ and $\sigma$ values determined by our previous solution up to negligible parametrically small corrections.

4.6 Flux quantization

Finally, let us take flux quantization into account. The quantization rules, in our conventions for the 10D theory, are

$$\int F_p = (2\pi)^{p-1} (\alpha')^{(p-1)/2} f_p, \quad f_p \in \mathbb{Z},$$

(4.47)

$$dF_{\delta p} = \cdots + (2\pi)^7 \alpha^d Q_{\delta \pi}. \quad \text{(4.48)}$$

The charge of a single D$p$-brane, denoted $Q_p$ is

$$Q_p = (2\pi)^{-p} (\alpha')^{-(p+1)/2},$$

(4.49)

and the charge of an Op-plane is $-(2)^{p-5}$ that of a D$p$-brane. So an O6-plane has the charge of 2 anti-D6-branes. If the
charge quantum of the Romans mass is $M$ and that of the $H_3$-flux is $K$, then the integrated form of the $F_2$ Bianchi identity is the RR tadpole condition for each cycle

$$KM = 2N_{O6} - N_{D6},$$

(4.50)

where $N_{O6}$ and $N_{D6}$ denote number of O6-planes and D6-branes respectively. There are two ways to approach this: either one works on the covering space in which a single O6 involution leaves multiple 8 O6 fixed points in a transversal $\mathbb{T}^3$ or one works in the orbifolded space in which a single O6 has 6 other orbifold images. We will do the first. Then we have for each O6 involution 8 fixed points. These make a total of 56 O6 planes with 8 corresponding to each one of the seven cycles. Hence for our SUSY AdS vacuum we find (we set $\alpha' = 1$)

$$h = (2\pi)^2 K, \quad m = (2\pi)^{-1} M, \quad KM = 16 \quad f = (2\pi)^3 N,$$

(4.51)

where $N, K, M \in \mathbb{Z}$ and we assumed no D6 branes.

5 Outlook

Let us summarize what we have done in this paper. We have found the form of the 3D real superpotential $P$ for G2 compactifications of IIA supergravity with O2, O6 sources and $H_3, F_4, F_0$ fluxes to be

$$P = \frac{e^3}{8} \left[ e^{\frac{1}{4} \sqrt{7}} \int \Phi \wedge H_3 \text{vol}(X)^{-\frac{4}{7}} + e^{-\frac{1}{4} \sqrt{7}} \int \Phi \wedge F_4 \text{vol}(X)^{-\frac{4}{7}} \right] + \frac{F_0}{8} e^{\frac{1}{4} y - \frac{\sqrt{7}}{2} s},$$

(5.1)

where $x$ and $y$ are specific linear combinations of the 10D dilaton and volume defined in eqs (3.25) and $\Phi$ the G2 invariant 3-form. The 3D theory is a minimal supergravity with two real supercharges and a scalar potential given by equation (3.2)

$$V(\phi) = G_{IJ} P_I P_J - 4 P^2,$$

(5.2)

where $G_{IJ}$ is the metric on the scalar manifold. To our knowledge this is the first investigation of compactifications of type II supergravity on G2 orientifolds.\(^{13}\)

We then found two classes of (supersymmetric) solutions from the critical points of $P$ or $V$. The first class consists of no-scale Minkowski solutions and the second class of scale-separated AdS$_3$ vacua. Both were established on the same toroidal orbifold, although the RR tadpoles were solved differently each time. These types of solutions are expected to exist on general classes of G2 spaces that allow involutions for O2 and O6 planes.

The no-scale solution had one clear massless direction, the $y$-scalar, but more importantly we argued that there is no obvious obstacle in stabilizing all other moduli with non-compact moduli spaces. The scalars with compact moduli spaces are D-brane positions and Abelian vectors (axions). This is in contrast with the no-scale vacua in 4D from 3-form fluxes in IIB\(^{43}\) where all Kähler moduli are massless and to get a single massless direction one needs to restrict to special Calabi–Yau spaces with single Kähler moduli.

In the AdS$_3$ solutions on the other hand we also stabilized the remaining $y$-scalar. Note that all of our vacua are at tunably small coupling and large volume. This is not any special for no-scale vacua, because of the flat $y$-direction, but it is for the AdS vacua where all non-compact scalars can be stabilized. Especially the separation of scales is an extra cherry on top of these AdS solutions. In contrast to 4D compactifications the bridge from no-scale vacua to moduli stabilized vacua can be done in one and the same model. We simply added Romans mass and solved the tadpoles differently.

Our main focus was on demonstrating with simple examples what one expects to find in three dimensions and so for none of our examples have we delved into a detailed discussion of the twisted sector neither the axions and D-brane moduli, and this should be understood better. Also increasing the number of examples would be a relevant task for the future. We have summarized the classes of vacua in a schematic fashion in Fig. 1.
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We want to emphasize that the no-scale vacua can be understood in the form of 10-dimensional solutions with localized and backreacting orientifolds\(^{31}\). On the other hand, this is not understood for the AdS$_3$ vacua since they feature seven intersecting O6 planes and it is not known how to find backreacted solutions of this kind, although the recent results of\(^{34,35}\) can most likely be applied here as well and could be encouraging.

Our main motivation for constructing the AdS$_3$ vacua comes from holography. Already for a while there is an inter-

\(^{13}\) Although see\(^{66}\) for G2 compactifications of type II without orientifolds and fluxes. Furthermore, some of the AdS$_3$ solutions in\(^{67–69}\) could be related to our findings.
est in settling the discussions about the consistency of flux vacua with scale separation. The existence of such vacua is the foundation of conventional string phenomenology. Constructing the would-be CFTs dual to scale-separated AdS vacua or show they do not exist (“bootstrap them away”) would be the natural way forward [16–19]. This endeavor has not yet materialized in actual concrete statements and this is why we prefer to establish a landscape of scale-separated flux vacua in 3D using the “standard techniques” in string phenomenology whose consistency is being debated. The flux vacua in 3D using the “standard techniques” in string phenomenology. The existence of certain AdS3 vacua with very high moduli especially recently some novel results seem to point against this. The existence of such vacua is the foundation of conventional string phenomenology. Constructions of this kind usually appeal to the 3D N=1 supergravity. The three-dimensional Clifford algebra has the 2 × 2 γ-matrices γα, where a = 0, 1, 2 are tangent space indices, and the matrices satisfy \{γα, γβ\} = 2ηabγb, whereas the properties of Majorana spinors in 3D can be found in [77]. We will refer with Greek letters μ, ν = 0, 1, 2 to world indices. To make our presentation easier we will emulate a superspace description in terms of two real Grassmann variables θ1 and θ2, even though we will not enter into a specific superspace construction,14 instead we will follow closely the multiplet setup of [76]. The 3D N=1 supermultiplets we will utilize are given bellow:

- Supergravity sector: \( e^\mu_\nu \) is the dreibein, and \( \psi_\mu \) is the gravitino which is a spin-3/2 Majorana spinor. This multiplet has a real scalar auxiliary field S. These component fields appear in the Ricci scalar superfield

\[ S = S + i\theta^2 (R + 6S^2) + \text{fermions}, \quad (A.1) \]

where we abuse notation and use the same letter for the real superfield and for its lowest component, and R is the 3D Ricci scalar. Note that because of the Grassmann nature of the \( \theta \) we have \((i\theta^2)^* = i\theta^2\). The supergravity sector appears also in the real super-density

\[ \mathcal{E} = e - 8i\theta^2 eS + \text{fermions}, \quad (A.2) \]

where \( e = \sqrt{-g}_3 \).

- Matter sector: \( \phi^I \) are real scalars, \( \chi^I \) are spin-1/2 Majorana spinors, and \( F^I \) are real scalar auxiliary fields. The indices \( I = 1, \ldots , n \) take values on the target space scalar manifold with real coordinates \( \phi^I \) and with Riemannian target space metric: \( G_{IJ}(\phi) \). Their superspace expansion is

\[ \phi^I = \phi^I + i\theta^2 F^I + \text{fermions}. \quad (A.3) \]

- Gauge sector: The gauge fields are denoted as \( A_\mu^{(A)} \) where the indices \( (A) \) indicate that the field transforms in the adjoint, and the gaugini are denoted by \( \lambda^{(A)} \) and are Majorana spin-1/2 fermions. These multiplets do not have independent auxiliary fields because the off-shell degrees of freedom of \( A_\mu \) and \( \lambda \) match.

From the above ingredients we can built locally supersymmetric actions, by using a single superspace integral \( i \int d^2\theta \) and taking into account that \( i \int d^2\theta (i\theta^2) = 1 \). For the supergravity sector we have

\[ \frac{i}{2} \int d^2\theta \mathcal{E} \, S = \frac{1}{2} eR - eS^2 + \text{fermions}. \quad (A.4) \]

14 See for example [78–80] for a recent and full superspace presentation.
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where we abuse notation and use the same letter for the real superfield and for its lowest component, and R is the 3D Ricci scalar. Note that because of the Grassmann nature of the \( \theta \) we have \((i\theta^2)^* = i\theta^2\). The supergravity sector appears also in the real super-density

\[ \mathcal{E} = e - 8i\theta^2 eS + \text{fermions}, \quad (A.2) \]

where \( e = \sqrt{-g}_3 \).

- Matter sector: \( \phi^I \) are real scalars, \( \chi^I \) are spin-1/2 Majorana spinors, and \( F^I \) are real scalar auxiliary fields. The indices \( I = 1, \ldots , n \) take values on the target space scalar manifold with real coordinates \( \phi^I \) and with Riemannian target space metric: \( G_{IJ}(\phi) \). Their superspace expansion is

\[ \phi^I = \phi^I + i\theta^2 F^I + \text{fermions}. \quad (A.3) \]

- Gauge sector: The gauge fields are denoted as \( A_\mu^{(A)} \) where the indices \( (A) \) indicate that the field transforms in the adjoint, and the gaugini are denoted by \( \lambda^{(A)} \) and are Majorana spin-1/2 fermions. These multiplets do not have independent auxiliary fields because the off-shell degrees of freedom of \( A_\mu \) and \( \lambda \) match.

From the above ingredients we can built locally supersymmetric actions, by using a single superspace integral \( i \int d^2\theta \) and taking into account that \( i \int d^2\theta (i\theta^2) = 1 \). For the supergravity sector we have

\[ \frac{i}{2} \int d^2\theta \mathcal{E} \, S = \frac{1}{2} eR - eS^2 + \text{fermions}. \quad (A.4) \]

14 See for example [78–80] for a recent and full superspace presentation.
For the kinetic terms of the matter superfields we have
\[
- \frac{i}{64} \int d^2 \theta E G_{IJ}(\phi) \bar{\chi}^I \chi^J
= - \epsilon G_{IJ} \partial_\mu \phi^I \partial^\mu \phi^J + \frac{1}{16} G_{IJ}(\phi) F^I F^J + \text{fermions},
\]
where \( G_{IJ}(\phi) \) is the real Riemannian target space metric and for the superpotential \( P(\phi) \) we will always use
\[
\frac{i}{2} \int d^2 \theta E P(\phi) = \frac{1}{2} \epsilon P_I F^I - 4 \epsilon PS + \text{fermions}. \tag{A.5}
\]
Here \( P(\phi) \) is a real function of the \( \phi^I \) and \( P_I = \partial P / \partial \phi^I \). Adding up these ingredients (and including the gauge sector which has no auxiliary fields) we can then built the most general Lagrangian for our purposes, which has bosonic sector
\[
eg \frac{1}{2} R - g^{\mu \nu} G_{IJ}(\phi) \partial_\mu \phi^I \partial_\nu \phi^J - \frac{1}{4} f(\phi) F_{\mu \nu}^{(A)} F^{\mu \nu (A)} - V(\phi), \tag{A.7}
\]
with
\[
V(\phi) = G^{IJ} P_I P_J - 4 P^2, \tag{A.8}
\]
and the gauge kinetic function \( f(\phi) \) real but otherwise unrestricted. The auxiliary fields \( F^I \) and \( S \) have been already integrated out in (A.7). The \( G^{IJ} \) is the inverse of the target space metric \( G_{IJ} \). For completeness let us only point out that the quadratic gravitino sector has the form
\[
eg \frac{1}{2} \bar{\psi} \gamma^{\mu \nu} \psi \partial_\mu \psi - \frac{1}{2} \bar{\psi} \gamma^{\mu \nu} \psi \psi. \tag{A.9}
\]
Then we verify that for SUSY-AdS3 we have [77]
\[
(\langle P_I \rangle) = 0, \quad m_{3/2} = \frac{1}{2 \Lambda_{\text{AdS}}}, \quad \langle V \rangle = -4 P^2 = - \frac{1}{\Lambda_{\text{AdS}}}^2. \tag{A.10}
\]
The fermionic shifts on a generic maximally symmetric background are given by
\[
\delta \psi_\mu \bigg|_{\text{shift}} = \frac{1}{4} \omega_{\mu \nu} \gamma^{\alpha \beta} \epsilon - P_\gamma \epsilon, \\
\delta \chi^I \bigg|_{\text{shift}} = G^{IJ} P_J \epsilon, \\
\delta \chi^{(A)} \bigg|_{\text{shift}} = 0,
\]
where \( \epsilon \) is the 2-component fermionic Majorana local supersymmetry parameter.

## B. Enforcing the unit-volume constraint

The way we will reduce the independent degrees of freedom in a consistent supersymmetric way is by using a superspace Lagrange multiplier. To this end we define the real 3-form superfield (not a super 3-form however)
\[
\phi = \Phi_i \bar{\delta}_i, \tag{B.1}
\]
where the \( \bar{\delta}_i \) are here the real superfields with lowest components \( \tilde{\delta}_i \). We now postulate that the effective theory with the correct degrees of freedom is given by the Lagrangian
\[
\mathcal{L} + i \int d^2 \theta \left[ E \Lambda \left( \int \Phi \wedge \bar{\Phi} - \mathcal{T} \right) \right], \tag{B.2}
\]
where we have explicitly kept the \( X \) in \( \int \Phi \wedge \bar{\Phi} \) to indicate that that integration is over the internal space, and \( \Lambda \) is a real Lagrange multiplier superfield
\[
\Lambda = L + \theta \chi^L + i \theta^2 F^L. \tag{B.3}
\]
Once we vary the Lagrange multiplier superfield we have the superspace expression
\[
\delta \Lambda : \int \phi \wedge \bar{\phi} = 0, \tag{B.4}
\]
which guarantees that the condition (3.51) is imposed consistently on the full superspace level. Notice that this condition indeed eliminates one scalar degree of freedom due to \( \int \phi \wedge \bar{\phi} |_{\theta = 0} = \int \bar{\phi} \wedge \bar{\phi} \), but it will also eliminate a fermion degree of freedom because the \( \theta \) order term of (B.4) gives
\[
\sum_j \int \Phi_j \wedge \bar{\Phi} \chi^j = 0. \tag{B.5}
\]
Here we have referred to the superpartners of \( \tilde{\delta}_i \) as \( \chi^j \).

We have until now seen that by introducing the Lagrange multiplier \( \Lambda \) we can restrict to the correct number of degrees of freedom and keep supersymmetry. However, we want to verify that the extra term we put in the action will not alter the form of our scalar potential. To see this we go to the bosonic sector of (B.2) and we focus on the extra term
\[
i \int d^2 \theta E \Lambda \left( \Phi \wedge \bar{\Phi} - \mathcal{T} \right)
= e F^\Lambda \left( \int \bar{\Phi} \wedge \bar{\Phi} - \mathcal{T} \right) - 8 e S L \left( \int \bar{\Phi} \wedge \bar{\Phi} - \mathcal{T} \right)
+ e L \int \Phi_j \wedge \bar{\Phi} F^j. \tag{B.6}
\]
Clearly when we vary \( F^L \) we get (3.51) and (3.52) as we want. Then notice that the second term that contains the supergravity auxiliary field \( S \) automatically drops out, and we are left only with the third term which crucially contains the matter auxiliary fields \( F^I \).

Let us now describe how the variation of the third term in (B.6) works. First notice that this term essentially acts as a constraint once we vary \( L \) that reads
This relation restricts the auxiliary fields of the \( \bar{\bar{s}} \) multiplets and reduces them by one, consistently with the fact that we wanted to eliminate one complete multiplet. Since the auxiliary fields \( F^i \) are now subject to a restriction, in order to vary them and integrate them out to derive the scalar potential we have to include this new constraint in the variation. The simplest way to do this is to study the yet un-restricted auxiliary fields sector

\[
\mathcal{L}_{F^i} = \frac{1}{16} e G_{ij} F^i F^j + \frac{1}{2} e P_i F^i + eL \int \Phi_j \wedge \tilde{\Phi} F^j, \tag{B.8}
\]

where we have kept the Lagrange multiplier \( L \) and have not integrated it yet, such that the \( F^i \) are un-restricted and we can vary them normally. Now we vary both the \( F^i \) and \( L \) to find

\[
F^i = -4 G^{ij} P_j - 8 L G^{ij} \int \Phi_j \wedge \tilde{\Phi}, \tag{B.9}
\]

and of course also (B.7). Now we multiply (B.9) with \( \int \Phi_1 \wedge \tilde{\Phi} \) to find

\[
\int \Phi_1 \wedge \tilde{\Phi} F^i = -4 G^{ij} \int \Phi_i \wedge \tilde{\Phi} P_j - 224 L, \tag{B.10}
\]

where we are now using the fact that \( \text{vol}(\bar{X}) = 1 \) because the \( \bar{\bar{s}} \) have been already restricted from the variation of \( F^L \). Now we observe that the left hand side term in (B.10) is vanishing because of the constraint (B.7), whereas the first term on the right hand side is also vanishing because an explicit calculation for our superpotentials shows that

\[
G^{ij} P_j \int \Phi_1 \wedge \tilde{\Phi} = 0. \tag{B.11}
\]

Then from (B.10) we see that

\[
L = 0. \tag{B.12}
\]

Therefore going back to (B.9) we see that on-shell

\[
F^i = -4 G^{ij} P_j \rightarrow \mathcal{L}_{F^i} = -4 G^{ij} P_j P_j, \tag{B.13}
\]

and we get the standard contribution to the scalar potential from the \( \bar{\bar{S}} \) multiplets even though they are restricted. We conclude that our scalar potential (3.50) is consistent and respects \( N=1 \) supersymmetry even when the \( \bar{\bar{s}} \) are restricted to unit-volume. The same holds for (4.32) because of (4.34).

Let us give a different and more intuitive perspective now on why we were able to reduce to unit-volume and keep the scalar potential intact. We will discuss explicitly the toroidal case, but our discussion works for the other cases as well. As we said we wanted to have \( \prod \bar{\bar{S}}^i = 1 \). This condition could be imposed by setting \( \bar{\bar{S}}^i = R^{5/2} T^i \) where \( \prod T^i = 1 \), with \( T^i \) and \( R \) real scalar superfields. Then we could re-derive the full theory using \( P = P(x, y, r, t^i) \) with this new set of superfields, where \( R|_{\theta=0} = r \) and \( T'|_{\theta=0} = t' \). The most important property of the superpotential is that we would have \( \partial P/\partial r = 0 \), which would also give \( F^R = 0 \). Then to reduce to unit-volume, such that we do not double count the volume, we would have to set on the superfield level \( R = 1 \) which would give \( r = 1 \) and \( F^R = 0 \). The latter condition is completely compatible with the fact that \( \partial P/\partial r = 0 \) and this is exactly why our scalar potential does not change form.

### C Non-SUSY AdS$_3$

Here we verify that there is a non-SUSY AdS$_3$ when we flip the sign of the $F_4$ flux for the SUSY solution. We first write the scalar potential in terms of the $\bar{s}^a$

\[
V^{\text{Total}} = F(\bar{s}^a)e^2\bar{s}\bar{s} + H(\bar{s}^a)e^{2y}\bar{s}\bar{s}
+ C e^\bar{s}\sqrt{\bar{T}} - T(\bar{s}^a)e^{\frac{3y}{\bar{s}}\bar{s}} - \frac{1}{\bar{s}}. \tag{C.1}
\]

where \( C = \frac{m^2}{16} \) and

\[
F(\bar{s}^a) = \frac{f^2}{16} \left[ \sum_a (\bar{s}^a)^2 + 36 \prod_a \frac{1}{(\bar{s}^a)^2} \right],
\]

\[
H(\bar{s}^a) = \frac{h^2}{16} \left[ \sum_a \frac{1}{(\bar{s}^a)^2} + \prod_b (\bar{s}^b)^2 \right],
\]

\[
T(\bar{s}^a) = \frac{h m}{8} \left[ \sum_a \frac{1}{\bar{s}^a} + \prod_b \bar{s}^b \right].
\]

Here \( F(\bar{s}^a) \) is related to $F_4$ flux, \( H(\bar{s}^a) \) is related to the $H_3$, the constant \( C \) is related to the Romans mass which does not depend on the $\bar{s}^a$, and the function \( T(\bar{s}^a) \) is related to the O-plane contribution. Note that all these functions are positive definite.

To minimize the potential we again search for vacua in which $\bar{s}^a = \sigma$. We therefore calculate

\[
\frac{\partial V}{\partial \sigma} |_{\sigma^a = \sigma} = 0, \quad \frac{\partial V}{\partial \bar{s}} |_{\sigma^a = \sigma} = 0, \quad \frac{\partial V}{\partial \bar{s}^a} |_{\sigma^a = \sigma} = 0, \tag{C.3}
\]

and we find after few manipulations respectively

\[
0 = 12 \left[ \sigma^2 + \frac{6}{\sigma^2} \right] - 2 a^2 \left[ \frac{6}{\sigma^2} + \sigma^{12} \right]
+ 7b^2 - 5ab \left[ \frac{6}{\sigma} + \sigma^6 \right],
\]

\[
0 = 12 \left[ \sigma^2 + \frac{6}{\sigma^2} \right] + 2 a^2 \left[ \frac{6}{\sigma^2} + \sigma^{12} \right]
+ b^2 - 3ab \left[ \frac{6}{\sigma} + \sigma^6 \right],
\]

\[
0 = \left[ \sigma^2 - \frac{36}{\sigma^2} \right] - a^2 \left[ \frac{1}{\sigma^2} - \sigma^{12} \right]
+ ab \left[ \frac{1}{\sigma} - \sigma^6 \right]. \tag{C.4}
\]
where we see that the solution is given by the identical same values as the SUSY solution

\[ a = 0.515696 \ldots, \quad b = 3.43111 \ldots, \quad \sigma = 1.32691 \]  

(C.5)

One can also evaluate the normalized \( V_{ij} \) on this background and see that all the eigenvalues of this matrix are positive, and take the values of (4.45), which means that all 8 scalars are stable. Now let us check supersymmetry. First we see that for our background

\[
P_T = \frac{3f}{4} e^{\frac{-y}{\sqrt{\sigma}}} \left[ \frac{1}{\sigma^2} \right] + \frac{h}{8} e^{\frac{y}{\sqrt{\sigma}}} \left[ \frac{6}{\sigma} \right] + \frac{m}{8} e^{\frac{-y}{\sqrt{\sigma}}},
\]

(C.6)

which once we evaluate for the values (C.5) we notice that

\[
\langle V_{\text{Total}} \rangle \neq -4(PT)^2,
\]

(C.7)

which means we have a non supersymmetric vacuum.
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