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Abstract
Consider a totally irregular measure $\mu$ in $\mathbb{R}^{n+1}$, that is, the upper density $\limsup_{r \to 0} \frac{\mu(B(x,r))}{(2r)^n}$ is positive $\mu$-a.e. in $\mathbb{R}^{n+1}$, and the lower density $\liminf_{r \to 0} \frac{\mu(B(x,r))}{(2r)^n}$ vanishes $\mu$-a.e. in $\mathbb{R}^{n+1}$. We show that if $T_\mu f(x) = \int K(x,y) f(y) d\mu(y)$ is an operator whose kernel $K(\cdot,\cdot)$ is the gradient of the fundamental solution for a uniformly elliptic operator in divergence form associated with a matrix with Hölder continuous coefficients, then $T_\mu$ is not bounded in $L^2(\mu)$. This extends a celebrated result proved previously by Eiderman, Nazarov and Volberg for the $n$-dimensional Riesz transform.
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1 Introduction

The goal of this work is to extend some of the results for the Riesz transforms by Eiderman, Nazarov, and Volberg [7] to other integral operators associated with elliptic operators in divergence form with Hölder continuous coefficients. In [7] the authors show that, given \( n \leq s < n + 1 \), if \( \mu \) is a non-zero Borel measure in \( \mathbb{R}^{n+1} \) such that the upper \( s \)-dimensional density

\[
\Theta^s, \ast(x, \mu) = \limsup_{r \to 0} \frac{\mu(B(x, r))}{(2r)^s}
\]

is positive \( \mu \)-a.e. and the lower \( s \)-dimensional density

\[
\Theta^s_s(x, \mu) = \liminf_{r \to 0} \frac{\mu(B(x, r))}{(2r)^s}
\]

vanishes \( \mu \)-a.e., then the \( s \)-dimensional Riesz transform \( \mathcal{R}^s_\mu \) cannot be bounded in \( L^2(\mu) \). Recall that the \( s \)-dimensional Riesz transform \( \mathcal{R}^s_\mu \) is defined by

\[
\mathcal{R}^s_\mu f(x) = \int \frac{x - y}{|x - y|^{s+1}} f(y) d\mu(y),
\]

whenever the integral makes sense.

In particular, in the case \( s = n \), the results in [7] imply that if \( E \subset \mathbb{R}^{n+1} \) is a set with positive and finite Hausdorff measure \( \mathcal{H}^n \) such that \( \Theta^n_n(x, \mathcal{H}^n|_E) = 0 \) for \( \mathcal{H}^n \)-a.e. \( x \in E \), then \( \mathcal{R}^n_n(\mathcal{H}^n|_E) \) cannot be bounded on \( L^2(\mathcal{H}^n|_E) \). Let us remark that the fact that \( \Theta^n_n(x, \mathcal{H}^n|_E) = 0 \) for \( \mathcal{H}^n \)-a.e. \( x \in E \) implies that \( E \) is purely \( n \)-unrectifiable. Recall that a set \( F \subset \mathbb{R}^{n+1} \) is called \( n \)-rectifiable if there are countably many Lipschitz manifolds \( \Gamma_1, \Gamma_2, \ldots \) such that

\[
\mathcal{H}^n \left( F \setminus \bigcup_i \Gamma_i \right) = 0.
\]

On the other hand, \( F \) is called purely \( n \)-unrectifiable if it intersects any \( n \)-rectifiable set at most in a set of zero \( \mathcal{H}^n \) measure.

A measure \( \mu \) is called \( n \)-AD-regular if there exists \( C \geq 1 \) such that

\[
C^{-1}r^n \leq \mu(E \cap B(x, r)) \leq Cr^n \quad \text{for all } x \in \text{supp } \mu, 0 < r < \text{diam (supp } \mu) \).
\]

In particular, a set \( E \subset \mathbb{R}^{n+1} \) is \( n \)-AD-regular if \( \mu = \mathcal{H}^n|_E \) is \( n \)-AD regular. For this type of sets, Nazarov, Tolsa and Volberg [13] showed that the \( L^2(\mathcal{H}^n|_E) \) boundedness
of $R^2_{\mathcal{H}^n|E}$ is equivalent to the uniform $n$-rectifiability of $E$ (see the next section for the precise definition of uniform $n$-rectifiability). This is the so called David–Semmes problem, which is still open for the $k$-dimensional Riesz transform when $k$ is different from 1 or $n$ in $\mathbb{R}^{n+1}$. By combining the solution of the David–Semmes problem for the $n$-AD-regular case in [13] with the aforementioned result of Eiderman, Nazarov, and Volberg, it was shown in [14] that $R^2_{\mathcal{H}^n|E}$ is not bounded in $L^2(\mathcal{H}^n|E)$ whenever $E$ is purely $n$-unrectifiable.

The above results about the connection between Riesz transforms and rectifiability have been very fruitful for the study of the geometric properties of harmonic measure in the recent works [1–3,8,12], and [4]. It is natural then to try to extend these theorems to the case of elliptic measure associated with elliptic operators with Hölder continuous coefficients, which is one of our motivations for the present work.

More precisely, let $A = (a_{ij})_{1 \leq i,j \leq n+1}$ be an $(n+1) \times (n+1)$ matrix whose entries $a_{ij} : \mathbb{R}^{n+1} \to \mathbb{R}$ are measurable functions in $L^\infty(\mathbb{R}^{n+1})$. Assume also that there exists $\Lambda > 0$ such that

$$\Lambda^{-1}|\xi|^2 \leq \langle A(x)\xi, \xi \rangle, \quad \text{for all } \xi \in \mathbb{R}^{n+1} \text{ and a.e. } x \in \mathbb{R}^{n+1},$$

(1.1)

$$\langle A(x)\xi, \eta \rangle \leq \Lambda|\xi||\eta|, \quad \text{for all } \xi, \eta \in \mathbb{R}^{n+1} \text{ and a.e. } x \in \mathbb{R}^{n+1}.$$  

(1.2)

We consider elliptic equations of the form

$$L_A u(x) := -\text{div} (A(\cdot)\nabla u(\cdot))(x) = 0,$$

(1.3)

which are understood in the distributional sense. We say that a function $u \in W^{1,2}_{\text{loc}}(\Omega)$ is a solution of (1.3) or $L_A$-harmonic in an open set $\Omega \subset \mathbb{R}^{n+1}$ if

$$\int A \nabla u \cdot \nabla \varphi = 0, \quad \text{for all } \varphi \in C_c^\infty(\Omega).$$

Denote by $\mathcal{E}_A(x,y)$ or just $\mathcal{E}(x,y)$ when the matrix $A$ is clear from the context the fundamental solution for $L_A$ in $\mathbb{R}^{n+1}$, so that $L_A \mathcal{E}_A(x,y) = \delta_y$ in the distributional sense, where $\delta_y$ is the Dirac mass at the point $y \in \mathbb{R}^{n+1}$. See in [9] for its construction. The integral $\int \mathcal{E}_A(x,y) \, d\mu(y)$ is usually known as the single layer potential of $\mu$. Consider the operator $T$ whose kernel is

$$K(x,y) = \nabla_1 \mathcal{E}_A(x,y)$$

(1.4)

(the subscript 1 means that we take the gradient with respect to the first variable), so that for a measure $\mu$ we have

$$T \mu(x) = \int K(x,y) \, d\mu(y)$$

(1.5)

when $x$ is away from $\text{supp}(\mu)$. That is, $T \mu$ is the gradient of the single layer potential of $\mu$. 

Given a function $f \in L^1_{loc}(\mu)$, set also

$$T_\mu f(x) = T(f \mu)(x) = \int K(x, y) f(y) \, d\mu(y),$$

(1.6)

and, for $\varepsilon > 0$, consider the $\varepsilon$-truncated version

$$T_{\varepsilon \mu}(x) = \int_{|x-y| > \varepsilon} K(x, y) \, d\mu(y).$$

For $f \in L^1_{loc}(\mu)$, we also write $T_\mu f(x) = T(f \mu)(x)$ and $T_{\mu, \varepsilon} f(x) = T_{\varepsilon}(f \mu)(x)$. We say that the operator $T_\mu$ is bounded on $L^2(\mu)$ if the operators $T_{\mu, \varepsilon}$ are bounded in $L^2(\mu)$ uniformly on $\varepsilon > 0$.

In the special case that $A$ is the identity matrix, $-LA$ is just the Laplacian and $T$ is the $n$-dimensional Riesz transform $\mathcal{R}_n^\mu$ up to a multiplicative constant depending only on the dimension $n$. In fact, the operator $T_\mu$ plays the same role in connection with elliptic measure as $\mathcal{R}_n^\mu$ regarding harmonic measure.

We will also assume that the matrix $A$ is Hölder continuous, that is, there exists $\alpha > 0$ and $C_h > 0$ such that

$$|a_{ij}(x) - a_{ij}(y)| \leq C_h|x - y|^\alpha \quad \text{for all } x, y \in \mathbb{R}^{n+1},$$

(1.7)

for $1 \leq i, j \leq n + 1$. This assumption is essential in this paper because it ensures that the kernel $K(\cdot, \cdot)$ is locally of Calderón–Zygmund type. However, we remark that, in general, $K(\cdot, \cdot)$ is neither homogeneous nor antisymmetric. Nevertheless, when $\mu$ is uniformly $n$-rectifiable, the operator $T_\mu$ is still bounded in $L^2(\mu)$, analogously to the Riesz transform $\mathcal{R}_n^\mu$. See Theorem 2.5 below for more details.

The main result of this paper is the following.

**Theorem A** Let $\mu$ be a non-zero measure in $\mathbb{R}^{n+1}$ such that $0 < \Theta^{n,*}(x, \mu) < \infty$ and $\Theta_*(x, \mu) = 0$ for $\mu$-a.e. $x \in \mathbb{R}^{n+1}$. Let $A$ be an elliptic matrix satisfying (1.1), (1.2) and (1.7), and let $T_\mu$ be the associated operator given by (1.6). Then $T_\mu$ does not map $L^2(\mu)$ into itself.

As mentioned above, when $A$ is the identity matrix, it turns out that $T_\mu = c \mathcal{R}_\mu^n$ for some $c \in \mathbb{R} \setminus \{0\}$ and the result above was proved previously by Eiderman, Nazarov and Volberg in [7]. As in this work, our main idea to prove Theorem A is to apply a variational argument which requires a maximum principle. However, instead of the quasiorthogonality techniques from [7], we will use orthogonality via a martingale difference decomposition involving the cubes of the David–Mattila lattice. Therefore, the general organization of the proof of Theorem A is quite different from the one in [7].

Finally, we would like to inform the reader about a future work by Prat, Puliatti and Tolsa [15] which deals with the case that $\mu$ is an $n$-AD-regular measure in $\mathbb{R}^{n+1}$. It will be proved there that if $T_\mu$ is bounded in $L^2(\mu)$ (with $T_\mu$ as in Theorem A), then $\mu$ is uniformly $n$-rectifiable. This extends the results of Nazarov, Tolsa and Volberg [13] for the Riesz transform to gradients of single layer potentials associated with elliptic
operators with real Hölder continuous coefficients. The result in [15] combined with Theorem A will imply that if \( E \subset \mathbb{R}^{n+1} \) is a set with \( \mathcal{H}^n(E) < \infty \) such that \( T_{\mathcal{H}^n|_E} \) is bounded in \( L^2(\mathcal{H}^n|_E) \), then \( E \) is \( n \)-rectifiable. This was previously proved for the \( n \)-dimensional Riesz transform in [14].

**Notation** In this paper we will use the letters \( c, C \) to denote constants (quite often absolute constants, perhaps depending on \( n \)) which may change their values at different occurrences. On the other hand, constants with subscripts, such as \( C_1 \), do not change their values at different occurrences.

We will write \( a \lesssim b \) if there is \( C > 0 \) so that \( a \leq Cb \) and \( a \lesssim_t b \) if the constant \( C \) depends on the parameter \( t \). We write \( a \approx b \) to mean \( a \lesssim b \lesssim a \) and define \( a \approx_t b \) similarly.

We denote the open ball of radius \( r \) centered at \( x \) by \( B(x, r) \). For a ball \( B = B(x, r) \) and \( a > 0 \) we write \( r(B) \) for its radius and \( aB = B(x, ar) \).

### 2 \( L^p \) boundedness of \( T_\mu \) for uniformly rectifiable measures and fundamental solutions

For any uniformly elliptic matrix \( A \) with Hölder continuous coefficients, one can show that \( K(\cdot, \cdot) \) is locally a Calderón–Zygmund kernel:

**Lemma 2.1** Let \( A \) be an elliptic matrix satisfying (1.1), (1.2) and (1.7). If \( K(\cdot, \cdot) \) is given by (1.4), then locally, it is a Calderón–Zygmund kernel. That is, for any given \( R > 0 \),

(a) \( |K(x, y)| \lesssim |x - y|^{-n} \) for all \( x, y \in \mathbb{R}^{n+1} \) with \( x \neq y \) and \( |x - y| \leq R \).

(b) \( |K(x, y) - K(x, y')| + |K(y, x) - K(y', x)| \lesssim |y - y'| |x - y|^{-n-\gamma} \) for all \( y, y' \in B(x, R) \) with \( |y - y'| \leq |x - y| \).

(c) \( |K(x, y)| \lesssim |x - y|^{1-n} \) for all \( x, y \in \mathbb{R}^{n+1} \) with \( |x - y| \geq 1 \).

All the implicit constants in (a), (b) and (c) depend on \( \Lambda \) and \( C_\mu \), while the ones in (a) and (b) depend also on \( R \).

**Proof** The lemma follows from standard arguments. For (a) and (b) see e.g. [10, p. 5] for details. To show (c) we can assume that \( r := |x - y| > 8 \) because otherwise this follows from the estimate (a) with \( R = 10 \), say. Since \( E_A(\cdot, y) \) is \( L_A \)-harmonic away from \( y \), by Caccioppoli’s inequality we have

\[
\int_{B(x, r/4)} |\nabla_1 E_A(z, y)|^2 d\mathcal{L}^{n+1}(z) \lesssim \frac{1}{r^2} \int_{B(x, r/2)} |E_A(z, y)|^2 d\mathcal{L}^{n+1}(z).
\]

Using that \( E_A(z, y) \lesssim |y - z|^{-n} \approx r^{1-n} \) in the integral above, we get

\[
\int_{B(x, 2)} |\nabla_1 E_A(z, y)|^2 d\mathcal{L}^{n+1}(z) \lesssim r^{n+1} \int_{B(x, r/4)} |\nabla_1 E_A(z, y)|^2 d\mathcal{L}^{n+1}(z) \approx \frac{r^{n+1} r^{2(1-n)}}{r^2} = r^{1-n}.
\]
Now, by standard results from elliptic PDE’s,
\[ \| \nabla_1 E_A(\cdot, y) \|_{C^\alpha(B(x,1))} \lesssim \| \nabla_1 E_A(\cdot, y) \|_{L^2(B(x,2))} \lesssim r^{\frac{1-n}{2}} = |x - y|^{\frac{1-n}{2}}, \]
which implies (c). \qed

2.1 Reduction to constant, symmetric coefficients

If \( E \) is an elliptic matrix with real and constant coefficients, we denote
\[ \Theta(x, y; E) := E \Theta_1(x, y; E), \tag{2.1} \]
where \( \Theta_1 \) is the fundamental solution of the elliptic operator whose (constant) matrix is \( E \). Note that \( \Theta_1 \) is symmetric, and moreover,
\[ \Theta(x, y; E) = \Theta(x - y, 0; E) = \Theta(y - x, 0; E) = \Theta(y, x; E). \]

Also, having fixed the constant matrix \( E = (e_{ij}) \), we may assume without loss of generality that \( L_E \) has symmetric coefficients. Indeed, if we denote by \( E_{sym} \) the matrix with entries \( e_{ij}^{sym} := (e_{ij} + e_{ji}) / 2 \), then
\[
-L_E u = \sum_{i,j} e_{ij} \partial_i \partial_j u = \frac{1}{2} \sum_{i,j} e_{ij} \partial_i \partial_j u + \frac{1}{2} \sum_{i,j} e_{ij} \partial_j \partial_i u = \sum_{i,j} \frac{e_{ij} + e_{ji}}{2} \partial_i \partial_j u = -L_{sym} u.
\]

Therefore, it is clear that a function \( u \) solves \( L_E u = -\text{div}(E \nabla u) = 0 \) if and only if it solves \( L_{sym} u = -\text{div}(E_{sym} \nabla u) = 0 \).

It turns out that in small scales, we may approximate our non-symmetric kernel \( K_A(\cdot, \cdot) \) (associated with the matrix \( A \)) by another one \( \Theta(\cdot, \cdot; E_A) \) (associated with a constant coefficient matrix \( E_A \)). The precise result is the following:

Lemma 2.2 Let \( A \) be an elliptic matrix satisfying (1.1), (1.2) and (1.7). Let also \( \Theta(\cdot, \cdot; \cdot) \) be given by (2.1). Then for \( R > 0 \) and for all \( x, y \in B(0, R) \) we have

1. \(|E_A(x, y) - \Theta(x, y; A(x))| \lesssim |x - y|^{\alpha - n + 1}\).
2. \(|\nabla_1 E_A(x, y) - \nabla_1 \Theta(x, y; A(x))| \lesssim |x - y|^{\alpha - n}\).
3. \(|\nabla_1 E_A(x, y) - \nabla_1 \Theta(x, y; A(y))| \lesssim |x - y|^{\alpha - n}\).

Similar inequalities hold if we reverse the roles of \( x \) and \( y \) and replace \( \nabla_1 \) by \( \nabla_2 \). All the implicit constants depend on \( \Lambda, C_h, \) and \( R \).
For the proof of the above result, see [10, Lemma 2.2]. This entails as a very easy consequence that for any ball $B$ and $x \in B$,

$$\int_B |\nabla_1 \mathcal{E}_A(x, y) - \nabla_1 \Theta(x, y; A(x))| d\mu(y) \lesssim r(B)^n,$$

assuming that $\mu$ has $n$-polynomial growth, i.e., there exists $c_0 > 0$ such that

$$\mu(B(x, r)) \leq c_0 r^n \quad \text{for all } x \in \mathbb{R}^{n+1} \text{ and all } r > 0.$$

### 2.2 Uniform rectifiability and singular integrals

We say that a measure $\mu$ is uniformly $n$-rectifiable in $\mathbb{R}^d$, for $1 \leq n \leq d$, if it is $n$-AD-regular and there exist $\theta, M > 0$ such that for all $x \in \text{supp}(\mu)$ and all $r > 0$ there is a Lipschitz mapping $g$ from the ball $B_n(0, r)$ in $\mathbb{R}^n$ to $\mathbb{R}^d$ with $\text{Lip}(g) \leq M$ such that

$$\mu(B(x, r) \cap g(B_n(0, r))) \geq \theta r^n.$$

The notion of uniform $n$-rectifiability was introduced by David and Semmes and it is a quantitative version of $n$-rectifiability.

As we saw in the introduction, a set $E \subset \mathbb{R}^d$ is called $n$-AD-regular if $\mathcal{H}^n|_E$ is $n$-AD-regular, and it is called uniformly $n$-rectifiable if $\mathcal{H}^n|_E$ is uniformly $n$-rectifiable. See [6] for more information on uniform rectifiability. The following theorem is due to G. David and S. Semmes:

**Theorem 2.3** Let $\mu$ be a uniformly $n$-rectifiable measure in $\mathbb{R}^d$. Let $K : \mathbb{R}^d \setminus \{0\} \to \mathbb{R}$ be a kernel which is odd and homogeneous of degree $-n$, i.e., $K(-x) = -K(x)$ and $K(\lambda x) = \lambda^{-n} K(x)$, such that for some $M \in \mathbb{N}$ it holds

$$|\nabla_j K(x)| \lesssim_n C(j) |x|^{-n-j}, \text{ for all } 0 \leq j \leq M \text{ and } x \in \mathbb{R}^{n+1} \setminus \{0\}. \quad (2.3)$$

Consider the associated operator

$$T_{K, \mu} f(x) = \int K(x - y) f(y) d\mu(y).$$

Then, for $1 < p < \infty$, $T_{K, \mu} : L^p(\mu) \to L^p(\mu)$ is bounded, with bounds that depend on $p$, on the constants $C(j)$, and on the uniform rectifiability constants of $\mu$.

One can use Theorem 2.3 to prove the following proposition:

**Proposition 2.4** (Proposition 1.2 in [11]) Let $\mu$ be a uniformly $n$-rectifiable measure in $\mathbb{R}^{n+1}$. There exists $M = M(n)$ such that the following holds. Let $b(x, y)$ be odd in $x$ and homogeneous of degree $-n$ in $x$, and assume that $\partial_\beta b(x, y)$ is continuous and bounded in $\mathbb{S}^n \times \mathbb{R}^{n+1}$, for $|\beta| \leq M$. Then $b(x - y, x)$ is the kernel of an operator $\mathcal{B}_b$, bounded on $L^p(\mu)$, for $1 < p < \infty$. 

 Springer
The above proposition was proved under the assumption that $\mu = \mathcal{H}^n|_\Gamma$, where $\Gamma$ is a Lipschitz graph. However, the same proof works for uniformly $n$-rectifiable measures using the expansion of the kernel in spherical harmonics once we assume Theorem 2.3.

Next we apply the preceding proposition to the operator $T_\mu$ associated with the elliptic matrix $A$.

**Theorem 2.5** Let $\mu$ be a uniformly $n$-rectifiable measure with compact support in $\mathbb{R}^{n+1}$. Let $A$ be an elliptic matrix satisfying (1.1), (1.2) and (1.7), and let $T_\mu$ be the associated operator given by (1.6). Then, for $1 < p < \infty$, $T_\mu : L^p(\mu) \to L^p(\mu)$ is bounded.

**Proof** Let $\tilde{K}(z, w) := \nabla_1 \Theta(z, 0; A(w))$, i.e., the gradient of the fundamental solution associated with the constant coefficients matrix $A(w)$ with pole at the origin. Then, from the properties of $\Theta(\cdot, 0; A(w))$, we have that $\tilde{K}(z, w)$ is odd in $z$, homogeneous of degree $-n$ in $z$ and satisfies (2.3) for each fixed $w$. We may write

$$\nabla_1 \Theta(x, y; A(x)) = \nabla_1 \Theta(x - y, 0; A(x)) = \tilde{K}(x - y, x)$$

and similarly,

$$\nabla_2 \Theta(x, y; A(y)) = \nabla_1 \Theta(y - x, 0; A(y)) = \tilde{K}(y - x, y).$$

In light of Proposition 2.4, it follows that the operator

$$\tilde{T}_\mu f(x) := \int \tilde{K}(x - y, x) f(y) \, d\mu(y)$$

is bounded in $L^p(\mu)$. Thus, to prove the theorem it suffices to show that the operator

$$Q_\mu f(x) = \int [\nabla_1 E_A(x, y) - \nabla_1 \Theta(x, y; A(x))] f(y) \, d\mu(y) =: \int q(x, y) f(y) \, d\mu(y)$$

is bounded in $L^p(\mu)$. But this immediately follows from Lemma 2.2, since the kernel of $Q_\mu$ satisfies the bound

$$|q(x, y)| \lesssim |x - y|^{\alpha - n},$$

which, in turn, implies that $Q_\mu$ is compact in $L^p(\mu)$ and thus bounded. \hfill $\Box$

3 The dyadic lattice of David and Mattila

In this section, for a given measure $\mu$ in $\mathbb{R}^d$, we construct the David–Mattila cubes associated to $\mu$ (see [5]), that is, we consider a sequence $\mathcal{D} = \{D_k\}_{k \geq k_0}$ of nested partitions of $\text{supp}(\mu)$ whose elements we shall call cubesl with some remarkable properties which we summarize in the next lemma.
Lemma 3.1 (Theorem 3.2 in [5]) Let \( \mu \) be a compactly supported Radon measure in \( \mathbb{R}^d \). Consider two constants \( C_0 > 1 \) and \( A_0 > 5000 C_0 \). Then there exists a sequence \( \mathcal{D} = \bigcup_{k \geq k_0} \mathcal{D}_k \) of partitions of \( \text{supp} \ \mu \) into Borel subsets \( Q \) with the following properties:

- For each integer \( k \geq k_0 \), \( \text{supp} \ \mu \) is the disjoint union of the “cubes” \( Q, Q \in \mathcal{D}_k \), and if \( k < l, Q \in \mathcal{D}_k \), and \( R \in \mathcal{D}_l \), then either \( Q \cap R = \emptyset \) or else \( Q \subset R \).
- The general position of the cubes \( Q \) can be described as follows. For each \( k \geq k_0 \) and each cube \( Q \in \mathcal{D}_k \), there is a ball \( B(Q) = B(x_Q, r(Q)) \) such that

\[
    x_Q \in \text{supp} \ \mu, \quad A_0^{-k} \leq r(Q) \leq C_0 A_0^{-k},
\]

\( \text{supp} \ \mu \cap B(Q) \subset Q \subset \text{supp} \ \mu \cap 28B(Q) = \text{supp} \ \mu \cap B(x_Q, 28r(Q)) \),

and the balls \( 5B(Q), Q \in \mathcal{D}_k \), are disjoint.

The balls \( \frac{1}{2} B(Q) \) and \( \frac{1}{2} B(Q') \) associated with different cubes \( Q \) and \( Q' \) are disjoint unless \( Q \subset Q' \) or \( Q' \subset Q \).
- The cubes \( Q \in \mathcal{D}_k \) have small boundaries. That is, for each \( Q \in \mathcal{D}_k \) and each integer \( l \geq 0 \), set

\[
    N_l^\text{ext}(Q) = \left\{ x \in \text{supp} \ \mu \setminus Q : \text{dist}(x, Q) < A_0^{-k-l} \right\},
\]

\[
    N_l^\text{int}(Q) = \left\{ x \in Q : \text{dist}(x, \text{supp} \ \mu \setminus Q) < A_0^{-k-l} \right\},
\]

and

\[
    N_l(Q) = N_l^\text{ext}(Q) \cup N_l^\text{int}(Q).
\]

Then

\[
    \mu(N_l(Q)) \leq (C^{-1} C_0^{-3d-1} A_0)^{-l} \mu(90B(Q)). \tag{3.1}
\]

- Denote by \( \mathcal{D}_k^{db} \) the family of cubes \( Q \in \mathcal{D}_k \) for which

\[
    \mu(100B(Q)) \leq C_0 \mu(B(Q)). \tag{3.2}
\]

We have that \( r(Q) = A_0^{-k} \) when \( Q \in \mathcal{D}_k \setminus \mathcal{D}_k^{db} \) and

\[
    \mu(100B(Q)) \leq C_0^{-l} \mu(100^{l+1}B(Q)) \quad \text{for all } l \geq 1 \text{ with } 100^l \leq C_0 \text{ and } Q \in \mathcal{D}_k \setminus \mathcal{D}_k^{db}. \tag{3.3}
\]

Observe that the families \( \mathcal{D}_k \) are only defined for \( k \geq k_0 \), and so the diameters of the cubes from \( \mathcal{D} \) are uniformly bounded from above. Further, we assume that \( Q_{k_0} = \text{supp} \ \mu \). Given \( Q \in \mathcal{D}_k \), we denote \( J(Q) = k \), and we set \( \ell(Q) = 56 C_0 A_0^{-k} \) and we call it the side length of \( Q \). Notice that

\[
    C_0^{-1} \ell(Q) \leq \text{diam}(28B(Q)) \leq \ell(Q).
\]
Observe that $r(Q) \approx \text{diam}(Q) \approx \ell(Q)$. Also we call $x_Q$ the center of $Q$, and the cube $Q' \in \mathcal{D}_{k-1}$ such that $Q' \supset Q$ the parent of $Q$. We set $B_Q = 28B(Q) = B(x_Q, 28r(Q))$, so that

$$\text{supp } \mu \cap \frac{1}{28}B_Q \subset Q \subset B_Q.$$  

We assume $A_0$ big enough so that the constant $C^{-1}C_0^{-3d-1}A_0$ in (3.1) satisfies

$$C^{-1}C_0^{-3d-1}A_0 > A_0^{1/2} > 10.$$  

Then we deduce that, for all $0 < \lambda \leq 1$,

$$\mu \left( \{ x \in Q : \text{dist}(x, \text{supp } \mu \setminus Q) \leq \lambda \ell(Q) \} \right) + \mu \left( \{ x \in 3.5B_Q \setminus Q : \text{dist}(x, Q) \leq \lambda \ell(Q) \} \right) \leq c \lambda^{1/2} \mu(3.5B_Q). \quad (3.4)$$

We denote $\mathcal{D}^{db} = \bigcup_{k \geq k_0} \mathcal{D}^{db}_k$. Note that, in particular, from (3.2) it follows that

$$\mu(3.5B_Q) \leq \mu(100B(Q)) \leq C_0 \mu(Q) \quad \text{if } Q \in \mathcal{D}^{db}. \quad (3.5)$$

For this reason we call the cubes from $\mathcal{D}^{db}$ doubling. Given $Q \in \mathcal{D}$, we denote by $\mathcal{D}(Q)$ the family of cubes from $\mathcal{D}$ which are contained in $Q$. Analogously, we write $\mathcal{D}^{db}(Q) = \mathcal{D}^{db} \cap \mathcal{D}(Q)$. We will also use the following properties of the construction:

**Lemma 3.2** (Lemma 5.28 in [5]) Let $Q \in \mathcal{D}$. Suppose that the constants $A_0$ and $C_0$ in Lemma 3.1 are chosen suitably. Then there exists a family of doubling cubes $\{Q_i\}_{i \in I} \subset \mathcal{D}^{db}$, with $Q_i \subset Q$ for all $i$, such that their union covers $\mu$-almost all $Q$.

**Lemma 3.3** (Lemma 5.31 in [5]) Let $Q \in \mathcal{D}$ and let $R \subset Q$ be a cube such that all the intermediate cubes $S, R \subset S \subset Q$ are non-doubling (i.e. belong to $\mathcal{D} \setminus \mathcal{D}^{db}$). Then

$$\mu(100B(R)) \leq A_0^{-10d(J(R) - J(Q) - 1)} \mu(100B(Q)). \quad (3.6)$$

Given a ball $B \subset \mathbb{R}^d$ and a fixed $1 \leq n \leq d$, we consider its $n$-dimensional density:

$$\Theta_\mu(B) = \frac{\mu(B)}{\text{diam}(B)^n}.$$  

For a cube $Q \in \mathcal{D}$, we also set

$$\Theta_\mu(Q) = \frac{\mu(Q)}{\ell(Q)^n}.$$  

From the preceding lemma we deduce:

**Lemma 3.4** Let $1 \leq n \leq d$ and let $Q, R \in \mathcal{D}$ be as in Lemma 3.3. Then

$$\Theta_\mu(100B(R)) \leq (C_0A_0)^d A_0^{-9d(J(R) - J(Q) - 1)} \Theta_\mu(100B(Q)).$$
4 Initial reductions via a martingale difference decomposition

We assume that $\mu$ is a compactly supported non-zero measure in $\mathbb{R}^{n+1}$ such that

$$\Theta^{n,*}(x, \mu) > 0 \quad \text{and} \quad \Theta^{n}_s(x, \mu) = 0$$

for $\mu$-a.e. $x \in \mathbb{R}^{n+1}$. To show that $T_\mu$ is not bounded in $L^2(\mu)$, by replacing $\mu$ by its restriction to a suitable subset with positive $\mu$-measure, we may assume that there exists some constant $\tau_0 > 0$ such that $\Theta^{n,*}(x, \mu) > \tau_0$ for $\mu$-a.e. $x$ and also that $\mu$ has $n$-polynomial growth with constant $c_0$.

From now on we also assume that the last two conditions hold. In what follows we allow constants, explicit or implicit in the relations $\sim$ and $\preccurlyeq$, to depend on the parameters of the David–Mattila lattice $C_0$, $A_0$ and on the polynomial growth constant $c_0$. We first need a technical result:

**Lemma 4.1** The following hold:

(a) For $\mu$-a.e. $x \in \mathbb{R}^{n+1}$ there exists a sequence of cubes $Q_k \in D^{db}$ such that $x \in Q_k$, $\ell(Q_k) \to 0$, and $\Theta_\mu(Q_k) > c \tau_0$, with $c$ depending on $n$ and the parameters of the David–Mattila lattice.

(b) Let $A > 1$ and $0 < \delta < 1$. For $\mu$-a.e. $x \in \mathbb{R}^{n+1}$ there exists a sequence of cubes $Q_k \in D^{db}$ such that $x \in Q_k$, $\ell(Q_k) \to 0$, and $\Theta_\mu(AQ_k) \leq \delta$.

**Proof** To prove (a), let $x \in \mathbb{R}^{n+1}$ be such that $\Theta^{n,*}(x, \mu) \geq \tau_0$. We have to show that for any given $\ell_0 > 0$ there exists a cube $Q \in D^{db}$ such that $x \in Q$, $\ell(Q) \leq \ell_0$, and $\Theta_\mu(Q) \gtrsim \tau_0$. To this end, let $B(x, r)$ be a ball such that $0 < r \leq c_1 \ell_0$ and $\Theta_\mu(B(x, r)) \geq \tau_0/2$, with $c_1 < 1$ to be fixed in a moment. Let $R_0 \in D$ be the smallest cube such that $B(x, r) \subset 2B_{R_0}$. Since $\ell(R_0) \approx r$, we have

$$\Theta_\mu(2B_{R_0}) \gtrsim \Theta_\mu(B(x, r)) \gtrsim \frac{1}{2} \tau_0.$$

Let $Q = Q(R_0) \in D^{db}$ be the smallest doubling cube that contains $R_0$ (such a cube exists because $Q_{k_0} = \text{supp} \mu \in D^{db}$). For $j \geq 0$, denote by $R_j$ the $j$-th ancestor of $R_0$ (i.e. $R_j \in D$ is such that $Q_{k_0} \subset R_j$ and $\ell(R_j) = A_0^{-j} \ell(R_0)$). Let $i \geq 0$ be such that $Q(R_0) = R_i$. If $i \leq 10$, then it is clear that $\Theta_\mu(Q) = \Theta_\mu(R_i) \gtrsim \tau_0$. Assume now that $i > 10$. Then since the cubes $R_1, \ldots, R_{i-1}$ do not belong to $D^{db}$, by Lemma 3.4 we have

$$\tau_0 \lesssim \Theta_\mu(2B_{R_0}) \lesssim \Theta_\mu(100B(R_0)) \leq (C_0 A_0)^{n+1} A_0^{-9(n+1)(i-1)} \Theta_\mu(100B(R_i)) \lesssim C_0^{2(n+1)} A_0^{-8(n+1)i} \Theta_\mu(R_i),$$

where in the last inequality we used that $R_i \in D^{db}$. This implies that $\Theta_\mu(Q) = \Theta_\mu(R_i) \gtrsim \tau_0$. Also, taking into account that $\Theta_\mu(R_i) \lesssim c_0$, we infer that $\tau_0 \lesssim$ \QED
\[ c_0 C_0^{2(n+1)} A_0^{-8(n+1)i}, \] and thus \( i \) is bounded above by some constant depending on \( \tau_0, c_0, A_0 \) and \( C_0 \), which implies that
\[ \ell(Q) \leq C(\tau_0, c_0, A_0, C_0) \ell(R_0) \leq C'(\tau_0, c_0, A_0, C_0) c_1 \ell_0. \]

Hence, choosing \( c_1 = C'(\tau_0, c_0, A_0, C_0)^{-1} \) we are done.

Let us turn our attention to (b). Let \( x \in \mathbb{R}^{n+1} \) be such that \( \Theta^q_{\mu}(x, \mu) = 0 \) and such that there exists a sequence of doubling cubes \( P_k \in \mathcal{D}^{db} \) such that \( x \in P_k, \ell(P_k) \to 0. \) By Lemma 3.2, the set of such points \( x \in \mathbb{R}^{n+1} \) has full measure. Let \( \ell_0 > 0. \) We wish to find a cube \( Q \in \mathcal{D}^{db} \) such that \( x \in Q, \ell(Q) \leq \ell_0, \) and \( \Theta_{\mu}(AB_Q) \leq \delta. \) To this end, let \( B(x, r) \) be a ball such that \( 0 < r \leq \ell_0 \) and \( \Theta_{\mu}(B(x, Ar)) \leq \delta A^{-n}. \) Let \( S_0 \in \mathcal{D} \) be the largest cube such that \( x \in S_0, 100B(S_0) \subset B(x, r), \) and \( r(B(S_0)) \approx r. \) For \( j \geq 0, \) denote by \( S_j \) the \( j \)-th descendant of \( S_0 \) that contains \( x \) (i.e. \( S_j \in \mathcal{D} \) is such that \( x \in S_j \subset S_0 \) and \( \ell(S_j) = A_0^{-j} \ell(S_0)\)). Let \( i \geq 0 \) be the least integer such that \( Q := S_i \) is doubling. Since the cubes \( S_1, \ldots, S_{i-1} \) do not belong to \( \mathcal{D}^{db}, \) by Lemma 3.4 we have
\[ \Theta_{\mu}(100B(S_j)) \leq (C_0A_0)^{n+1} A_0^{-9(n+1)(j-1)} \Theta_{\mu}(100B(S_0)) \lesssim_{A_0, C_0} \Theta_{\mu}(B(x, r)) \]
for \( j = 1, \ldots, i. \) This implies that any ball \( B \) concentric with \( B_{S_i} \) such that \( 100B(S_i) \subset B \subset B(x, r) \) satisfies
\[ \Theta_{\mu}(B) \lesssim \Theta_{\mu}(B(x, r)) \leq A^n \Theta_{\mu}(B(x, Ar)) \leq \delta. \]

The same estimate holds if \( B \subset B(x, Ar) \) and \( r(B) \geq r. \) So we infer that \( \Theta_{\mu}(AB_{S_i}) \lesssim \delta, \) and by adjusting suitably the initial choice of \( \delta > 0 \) if necessary, (b) follows. \( \Box \)

In view of the preceding lemma, we fix \( A \) big enough and \( \delta \) small enough (to be chosen below) and for each \( Q \in \mathcal{D} \) we define
\[ \text{HD}(Q) = \left\{ R \subsetneq Q, \ R \in \mathcal{D}^{db}, \Theta_{\mu}(R) > \tau, \ R \text{ maximal} \right\}, \]
where \( \tau = c \tau_0, \) with \( c \) as in (a) of Lemma (4.1). We also set
\[ \text{LD}(Q) = \left\{ R \subsetneq Q, \ R \in \mathcal{D}^{db}, \Theta_{\mu}(AB_R) \leq \delta, \ R \text{ maximal} \right\}. \]

We construct now a subfamily of \( \mathcal{D} \) that we will denote by \( \Sigma. \) First, we pick \( \Sigma_0 = \{ Q_{k_0} \}. \) Notice that we can assume that \( \Theta_{\mu}(Q_{k_0}) \leq \delta \) (by possibly enlarging the cube \( Q_{k_0} \) which already contains the support of \( \mu \)). Then, for a general cube \( Q \) we define
\[ \Sigma_1(Q) = \bigcup_{R \in \text{HD}(Q)} \text{LD}(R). \]
By the above discussion, $\Sigma_1(Q)$ is always a partition of $Q$ up to a set of $\mu$-measure 0. We now inductively define

$$\Sigma_{k+1} = \bigcup_{Q \in \Sigma_k} \Sigma_1(Q), \quad k \geq 0.$$  

Of course, $\Sigma = \{\Sigma_k\}_{k \geq 0}$ is a filtration of supp($\mu$) modulo a set of $\mu$-measure 0 composed of cubes of low density. So if we denote

$$\Delta_Q f = \sum_{S \in \Sigma_1(Q)} (f)_S \chi_S - (f)_Q \chi_Q,$$

we may write, in the $L^2(\mu)$ sense,

$$f = (f)_{Q_0} + \sum_{Q \in \Sigma} \Delta_Q f = (f)_{Q_0} + \sum_{Q \in \Sigma} \Delta_Q \mu(Q) \chi_Q.$$

We apply this decomposition to $T\mu$ to obtain, by orthogonality of the martingale differences,

$$\|T\mu\|_{L^2(\mu)}^2 = \left(\langle T\mu \rangle_{Q_0} \right)^2 \mu(Q_0) + \sum_{Q \in \Sigma} \|\Delta_Q(T\mu)\|_{L^2(\mu)}^2.$$  

The following proposition is the key step for the proof of Theorem A:

**Proposition 4.2** Suppose that $T\mu$ is bounded in $L^2(\mu)$. There exists $N_0$ such that if $Q \in \Sigma_N, N > N_0$, and $\delta$ is chosen small enough, then

$$\|\Delta_Q(T\mu)\|_{L^2(\mu)}^2 \geq\tau \mu(Q).$$  

Of course, Proposition 4.2 immediately implies Theorem A by contradiction and via the martingale decomposition above. The rest of this paper is therefore devoted to the proof of Proposition 4.2.

### 5 Localization and approximation of $\mu$

From now on we assume that $T\mu$ is bounded in $L^2(\mu)$. To prove Proposition 4.2 we have to estimate $\|\Delta_Q(T\mu)\|_{L^2(\mu)}$ from below for each fixed $Q \in \mathcal{D}$. We assume that diam $(Q) \leq 1/2$, so that the estimates (a) and (b) in Lemma 2.1 hold for all $x, y \in Q$, and even for $x, y$ in a small neighborhood of $Q$ (with a fixed $R = 1$, say).

The first step in the argument is a change of measure in order to work with another that is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{n+1}$ and that is supported close to $Q$. This will make the application of a suitable maximum principle possible. The family $\Sigma_1(Q)$ may consist of an infinite number of cubes. For technical reasons, it is convenient to consider a finite subfamily of $\Sigma_1(Q)$ which contains a very
big proportion of $\mu(Q)$. So, for a small $\varepsilon_0 > 0$ to be chosen below, we let $\Sigma'_1(Q)$ be a finite subfamily of $\Sigma_1(Q)$ such that

$$
\mu \left( \bigcup_{S \in \Sigma'_1(Q)} S \right) > (1 - \varepsilon_0) \mu(Q). \tag{5.1}
$$

We will now define some auxiliary regions $I_{\kappa_0}(S)$ associated with each $S \in \Sigma'_1(Q)$. Given a small constant $0 < \kappa_0 \ll 1$ (to be fixed below) and $S \in \Sigma'_1(Q)$, we denote

$$
I_{\kappa_0}(S) = \{ x \in S : \text{dist}(x, \text{supp} \mu \setminus S) \geq \kappa_0 \ell(S) \}. \tag{5.2}
$$

So $I_{\kappa_0}(S)$ is some kind of inner subset of $S$. Observe that, by the doubling property and the small boundary condition (3.4) of $S \in \Sigma'_1(Q)$, we have

$$
\mu(S \setminus I_{\kappa_0}(S)) \lesssim \kappa_0^{1/2} \mu(3.5BS) \lesssim \kappa_1^{1/2} \mu(S).
$$

Next we consider the function

$$
\tilde{\chi}_Q = \sum_{S \in \Sigma'_1(Q)} \chi_{I_{\kappa_0}(S)},
$$

so that we have

$$
\| \tilde{\chi}_Q - \chi_Q \|_{L^2(\mu)}^2 = \sum_{S \in \Sigma_1(Q) \setminus \Sigma'_1(Q)} \mu(S) + \sum_{S \in \Sigma'_1(Q)} \mu(S \setminus I_{\kappa_0}(S)) \leq \varepsilon_0 \mu(Q) + c \kappa_0^{1/2} \mu(Q).
$$

We also denote by $\eta$ the auxiliary measure

$$
\eta = \tilde{\chi}_Q \mu.
$$

We consider the approximate measure

$$
\sigma = \sigma_Q = \sum_{S \in \Sigma'_1(Q)} \frac{\mu(I_{\kappa_0}(S))}{\mathcal{L}^{n+1}(\frac{1}{4}B(S))} \mathcal{L}^{n+1}(\frac{1}{4}B(S)).
$$

Notice that the new measure $\sigma$ satisfies

$$
\sigma(\mathbb{R}^{n+1}) = \int \tilde{\chi}_Q \, d\mu = \eta(\mathbb{R}^{n+1}) \approx \mu(Q), \tag{5.3}
$$

since we assume $\varepsilon_0 \ll 1$ and $\kappa_0 \ll 1$. The objective of this section is to prove the following result.
Lemma 5.1  For any \( \varepsilon > 0 \), if \( Q \in \Sigma_N \) and \( N \) is big enough, \( \kappa_0 \) and \( \varepsilon_0 \) are small enough, \( A \) is big enough, and \( \delta \) is small enough (depending also on \( A \) and \( \kappa_0 \)), then
\[
\| \Delta_Q T \mu \|_{L^2(\mu)}^2 \geq c \| T\sigma \|_{L^2(\sigma)}^2 - \varepsilon \mu(Q),
\]
where \( c > 0 \) is an absolute constant.

Proposition 4.2 immediately follows from Lemma 5.1 and (5.3) once we show that
\[
\| T\sigma \|_{L^2(\sigma)}^2 \gtrsim \sigma(\mathbb{R}^{n+1}) \tag{5.4}
\]
for \( Q \in \Sigma_k, k > N_0 \).

The proof of Lemma 5.1 will be carried out in several steps. The first one is the following:

Lemma 5.2  For any \( \varepsilon > 0 \), if \( Q \in \Sigma_N \) and \( N \) is big enough, \( A \) is chosen big enough, and \( \delta \) small enough (depending also on \( A \)), then we have
\[
\left\| \Delta_Q T \mu - \sum_{S \in \Sigma_1(Q)} (T \mu \chi_Q)_S \chi_S \right\|_{L^2(\mu)}^2 \lesssim \varepsilon \mu(Q). \tag{5.6}
\]

Proof  Let \( 0 < \lambda < 1 \) be a small parameter to be chosen below. We denote
\[
Q^\lambda = \{ y \in \text{supp } \mu : \text{dist}(y, Q) \leq \lambda \ell(Q) \}.
\]
Note that, by (3.4),
\[
\mu(Q^\lambda \setminus Q) \lesssim \lambda^{1/2} \mu(3.5B_Q) \lesssim \lambda^{1/2} \mu(Q), \tag{5.5}
\]
using also that \( Q \) is doubling.

For \( x \in S \in \Sigma_1(Q) \), we split
\[
\Delta_Q T \mu(x) = (T \mu)_S - (T \mu)_Q
\]
\[
= (T \mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q})_S + (T \mu \chi_{AB_Q \setminus Q^\lambda})_S + (T \mu \chi_{Q^\lambda \setminus Q})_S + (T \mu \chi_Q)_S
\]
\[
- (T \mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q})_Q - (T \mu \chi_{AB_Q \setminus Q^\lambda})_Q - (T \mu \chi_{Q^\lambda \setminus Q})_Q - (T \mu \chi_Q)_Q. \tag{5.6}
\]

Observe that
\[
| (T \mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q})_S - (T \mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q})_Q | \leq \sup_{y, y' \in Q} | T \mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q}(y) - T \mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q}(y') |.
\]
To estimate the supremum on the right hand side, note that for \( y, y' \in Q \),

\[
|T_\mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q}(y) - T_\mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q}(y')| \leq \int_{z \in \mathbb{R}^{n+1} \setminus AB_Q} |K(y, z) - K(y', z)| \, d\mu(z) \\
\lesssim \int_{z \in \mathbb{R}^{n+1} \setminus AB_Q} \frac{\ell(Q)^\gamma}{|x_Q - z|^{n+\gamma}} \, d\mu(z).
\]

By standard estimates, using the polynomial growth of \( \mu \), it follows easily that

\[
\int_{z \in \mathbb{R}^{n+1} \setminus AB_Q} \frac{\ell(Q)^\gamma}{|x_Q - z|^{n+\gamma}} \, d\mu(z) \lesssim A^{-\gamma}.
\]

Hence,

\[
|\langle T_\mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q} \rangle_S - \langle T_\mu \chi_{\mathbb{R}^{n+1} \setminus AB_Q} \rangle_Q| \lesssim A^{-\gamma}.
\]

Next we estimate the terms \( \langle T_\mu \chi_{AB_Q \setminus Q^i} \rangle_S \) and \( \langle T_\mu \chi_{AB_Q \setminus Q^\lambda} \rangle_Q \) on the right hand side of (5.6). To this end, we write

\[
|\langle T_\mu \chi_{AB_Q \setminus Q^i} \rangle_S| + |\langle T_\mu \chi_{AB_Q \setminus Q^\lambda} \rangle_Q| \leq 2 \sup_{y \in Q} |T_\mu \chi_{AB_Q \setminus Q^i}(y)| \\
\leq 2 \sup_{y \in Q} \int_{AB_Q \setminus Q^\lambda} |K(y, z)| \, d\mu(z).
\]

For \( y \in Q \) and \( AB_Q \setminus Q^\lambda \), we have

\[
|K(y, z)| \lesssim \frac{1}{|y - z|^n} \lesssim \frac{1}{(\lambda \ell(Q))^n}.
\]

Thus,

\[
|\langle T_\mu \chi_{AB_Q \setminus Q^i} \rangle_S| + |\langle T_\mu \chi_{AB_Q \setminus Q^\lambda} \rangle_Q| \lesssim \frac{\mu(AB_Q)}{(\lambda \ell(Q))^n} \leq A^n \lambda^{-n} \Theta_\mu(AB_Q) \leq A^n \lambda^{-n} \delta.
\]

Concerning the term \( \langle T_\mu \chi_Q \rangle_Q \), by Fubini, we have

\[
\langle T_\mu \chi_Q \rangle_Q = \frac{1}{\mu(Q)} \iint_{Q \times Q} K(y, z) \, d\mu(y) \, d\mu(z) = \frac{1}{\mu(Q)} \iint_{Q \times Q} K(z, y) \, d\mu(y) \, d\mu(z),
\]

and so

\[
\langle T_\mu \chi_Q \rangle_Q = \frac{1}{2\mu(Q)} \iint_{Q \times Q} (K(y, z) + K(z, y)) \, d\mu(y) \, d\mu(z).
\]
Observe now that, by the antisymmetry of $\nabla_1 \Theta(\cdot, \cdot; A(y))$

$$|K(y, z) + K(z, y)| \leq |\nabla_1 E_A(y, z) - \nabla_1 \Theta(y, z; A(y))|$$
$$+ |\nabla_1 E_A(z, y) + \nabla_1 \Theta(y, z; A(y))|$$
$$= |\nabla_1 E_A(y, z) - \nabla_1 \Theta(y, z; A(y))|$$
$$+ |\nabla_1 E_A(z, y) - \nabla_1 \Theta(z, y; A(y))|,$$

and then, by (2.2) (which follows from Lemma 2.2), we have

$$\int_Q |K(y, z) + K(z, y)| \, d\mu(z) \lesssim \ell(Q)^{a},$$

for all $y \in Q$. Therefore,

$$|\langle T_{\mu} \chi_Q \rangle_Q| \lesssim \ell(Q)^{a}.$$  (5.7)

From (5.6) and the preceding estimates we derive

$$|\Delta T_{\mu}(x) - \langle T_{\mu} \chi_Q \rangle_S| \lesssim |\langle T_{\mu} \chi_{Q^c \setminus Q} \rangle_S + |\langle T_{\mu} \chi_{Q^c \setminus Q} \rangle_Q| + A^{-\gamma} + A^n \lambda^{-n} \delta + \ell(Q)^a,$$

for all $x \in S$. Integrating with respect to the measure $\mu|Q$ and using Cauchy–Schwarz inequality, the latter estimate implies

$$\left\| \Delta T_{\mu} - \sum_{S \in \Sigma_1(Q)} \langle T_{\mu} \chi_Q \rangle_S \chi_S \right\|^2_{L^2(\mu)} \lesssim \|T_{\mu} \chi_{Q^c \setminus Q}\|_{L^2(\mu)}^2$$
$$+ (A^{-\gamma} + A^n \lambda^{-n} \delta + \ell(Q)^a)^2 \mu(Q).$$

Using the $L^2(\mu)$ boundedness of $T_{\mu}$ and (5.5), we derive

$$\|T_{\mu} \chi_{Q^c \setminus Q}\|_{L^2(\mu)}^2 \lesssim \mu(Q^c \setminus Q) \lesssim \lambda^{1/2} \mu(Q).$$

Therefore,

$$\left\| \Delta T_{\mu} - \sum_{S \in \Sigma_1(Q)} \langle T_{\mu} \chi_Q \rangle_S \chi_S \right\|^2_{L^2(\mu)} \lesssim (A^{-\gamma} + A^n \lambda^{-n} \delta + \ell(Q)^a + \lambda^{1/4})^2 \mu(Q).$$

So the lemma follows if we take $A$ big enough, $\ell(Q)$ small enough, $\lambda$ small enough, and finally, $\delta$ small enough, depending on $A$ and $\lambda$.  \qed

Recall that we denoted $\eta = \tilde{\chi}_Q \mu$. For a function $g$ and $S \in D$, we will write

$$\langle g \rangle_{\eta, S} = \frac{1}{\eta(S)} \int_S g \, d\eta.$$  

We will also write $\langle g \rangle_{\mu, S} \equiv \langle g \rangle_S$ to emphasize the dependence on $\mu$ of the latter notation.
Lemma 5.3 We have
\[ \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\eta \rangle_{\eta,S} \chi_S \right\|_{L^2(\eta)}^2 \leq 4 \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\mu \chi \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 + c (\varepsilon_0 + \kappa_0^{1/3}) \mu(Q). \]

Proof By the $L^2(\mu)$ boundedness of $T\mu$, we have
\[ \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\mu \tilde{\chi} \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 = \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\mu (\chi - \tilde{\chi}) \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 \lesssim \| \tilde{\chi} Q - \chi Q \|_{L^2(\mu)}^2 \lesssim (\varepsilon_0 + \kappa_0^{1/2}) \mu(Q). \]

Therefore,
\[ \frac{1}{2} \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\mu \tilde{\chi} \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 \leq \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\mu \chi \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 + \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\mu \chi \rangle_{\mu,S} \chi_S - \sum_{S \in \Sigma'_1(Q)} \langle T\mu \tilde{\chi} \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 \leq \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\mu \chi \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 + c (\varepsilon_0 + \kappa_0^{1/2}) \mu(Q). \] (5.8)

Next we show that
\[ \left\| \sum_{S \in \Sigma'_1(Q)} \langle T\mu \tilde{\chi} \rangle_{\mu,S} \chi_S - \sum_{S \in \Sigma'_1(Q)} \langle T\mu \tilde{\chi} \rangle_{\eta,S} \chi_S \right\|_{L^2(\mu)}^2 \lesssim \kappa_0^{1/3} \mu(Q). \] (5.9)

To this end, note that for any function $g \in L^2(\mu)$, writing $I(S) = I_{\kappa_0}(S)$ to shorten notation,
\[ |\langle g \rangle_{\mu,S} - \langle g \rangle_{\eta,S}| = \left| \frac{1}{\mu(S)} \int_S g \, d\mu - \frac{1}{\mu(I(S))} \int_{I(S)} g \, d\mu \right| \leq \frac{\mu(S \setminus I(S))}{\mu(S) \mu(I(S))} \int_S |g| \, d\mu + \frac{1}{\mu(I(S))} \int_{S \setminus I(S)} |g| \, d\mu. \]
To estimate the first term on the right hand side we use that
\[ \mu(S \setminus I(S)) \lesssim \kappa_0^{1/2} \mu(S) \lesssim \kappa_0^{1/2} \mu(I(S)). \]

For the second one, by Hölder’s inequality, for any \( 1 < p < \infty \),
\[ \frac{1}{\mu(I(S))} \int_{S \setminus I(S)} |g| \, d\mu \leq \left( \frac{\mu(S \setminus I(S))}{\mu(I(S))} \right)^{1/p'} \langle |g|^p \rangle_{\mu,S}^{1/p} \lesssim \kappa_0^{1/(2p')} \langle |g|^p \rangle_{\mu,S}^{1/p}. \]

So we get
\[ \left| \langle g \rangle_{\mu,S} - \langle g \rangle_{\eta,S} \right| \lesssim \kappa_0^{1/2} \langle |g| \rangle_{\mu,S} + \kappa_0^{1/(2p')} \langle |g|^p \rangle_{\mu,S} \lesssim 2 \kappa_0^{1/(2p')} \langle |g|^p \rangle_{\mu,S}. \]

Therefore, choosing \( p \in (1, 2) \),
\[ \left\| \sum_{S \in \Sigma_1'(Q)} \langle g \rangle_{\mu,S} \chi_S - \sum_{S \in \Sigma_1'(Q)} \langle g \rangle_{\eta,S} \chi_S \right\|_{L^2(\mu)}^2 = \sum_{S \in \Sigma_1'(Q)} \left| \langle g \rangle_{\mu,S} - \langle g \rangle_{\eta,S} \right|^2 \mu(S) \lesssim \kappa_0^{1/p'} \sum_{S \in \Sigma_1'(Q)} \langle |g|^p \rangle_{\mu,S}^{2/p} \mu(S) \lesssim \kappa_0^{1/p'} \| g \|_{L^2(\mu)}^{2/p} = \kappa_0^{1/p'} \| g \|_{L^2(\mu)}^2. \]

Applying the preceding estimate to \( g = T_\mu \tilde{\chi}_Q \) and \( p = 3/2 \), and using the \( L^2(\mu) \) boundedness of \( T_\mu \), we obtain (5.9). In combination with (5.8), this gives
\[ \left\| \sum_{S \in \Sigma_1'(Q)} \langle T_\eta \rangle_{\eta,S} \chi_S \right\|_{L^2(\eta)}^2 \leq 2 \left\| \sum_{S \in \Sigma_1'(Q)} \langle T_\mu \tilde{\chi}_Q \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 \]
\[ + 2 \left\| \sum_{S \in \Sigma_1'(Q)} \langle T_\mu \tilde{\chi}_Q \rangle_{\mu,S} \chi_S - \sum_{S \in \Sigma_1'(Q)} \langle T_\mu \tilde{\chi}_Q \rangle_{\eta,S} \chi_S \right\|_{L^2(\mu)}^2 \]
\[ \leq 4 \left\| \sum_{S \in \Sigma_1'(Q)} \langle T_\mu \chi_Q \rangle_{\mu,S} \chi_S \right\|_{L^2(\mu)}^2 + c (\epsilon_0 + \kappa_0^{1/2}) \mu(Q) + c \kappa_0^{1/3} \mu(Q), \]

which yields the desired estimate. \( \square \)
Lemma 5.4 For any \( \varepsilon > 0 \), if \( Q \in \Sigma_N \) and \( N \) is big enough, \( A \) is big enough, and \( \delta \) small enough (depending also on \( A \) and \( \kappa_0 \)), then

\[
\| T \sigma \|_{L^2(\Omega)}^2 \lesssim \sum_{S \in \Sigma_1(Q)} \langle T \eta \rangle_{\eta, S} \chi_S \|_{L^2(\Omega)}^2 + \varepsilon \mu(Q).
\]

Proof For all \( x \in \frac{1}{4} B(S), S \in \Sigma_1(Q) \), we write

\[
| T \sigma(x) | \leq | T(\chi_{\frac{1}{4} B(S)} \sigma)(x) |
+ | T(\chi_{\mathbb{R}^n+1\setminus\frac{1}{4} B(S)} \sigma)(x) - T(\chi_{\mathbb{R}^n+1\setminus S} \eta)(x) |
+ | T(\chi_{\mathbb{R}^n+1\setminus S} \eta)(x) - \langle T \eta \rangle_{\eta, S} + \langle T \eta \rangle_{\eta, S} |
=: T_1 + T_2 + T_3 + | \langle T \eta \rangle_{\eta, S} |.
\]

Using that

\[
\sigma|_{\frac{1}{4} B(S)} = \mu(I(S)) \frac{\mathcal{L}^{n+1}|_{\frac{1}{4} B(S)}}{\mathcal{L}^{n+1}(\frac{1}{4} B(S))},
\]

it follows that

\[
T_1 \lesssim \frac{\mu(I(S))}{r(B(S))^{n+1}} \int_{\frac{1}{4} B(S)} \frac{1}{|x-y|^n} d\mathcal{L}^{n+1}(y) \lesssim \frac{\mu(S)}{r(B(S))^n} \lesssim A^n \delta,
\]

where in the last inequality we used that \( S \) has low density.

Next we will deal with the term \( T_3 \) in (5.10). To this end, for \( x \in \frac{1}{4} B(S) \) we have

\[
| T(\chi_{\mathbb{R}^n+1\setminus S} \eta)(x) - \langle T \eta \rangle_{\eta, S} | \leq | T(\chi_{\mathbb{R}^n+1\setminus 2B_S} \eta)(x) - \langle T(\chi_{\mathbb{R}^n+1\setminus 2B_S} \eta) \rangle_{\eta, S} |
+ | T(\chi_{2B_S\setminus S} \eta)(x) | + | \langle T(\chi_{2B_S\setminus S} \eta) \rangle_{\eta, S} | + | \langle T(\chi_S \eta) \rangle_{\eta, S} |.
\]

(5.11)

The second term on the right hand side of (5.11) satisfies

\[
| T(\chi_{2B_S\setminus S} \eta)(x) | \leq \int_{2B_S\setminus S} \frac{1}{|x-y|^n} d\eta(y) \lesssim \frac{\eta(2B_S)}{r(B(S))^n} \lesssim A^n \delta,
\]

recalling that \( x \in \frac{1}{4} B(S) \) and that \( \Theta_\eta(2B_S) \lesssim A^n \delta \) for the last estimate.

A similar argument works for the term \( | \langle T(\chi_{2B_S\setminus S} \eta) \rangle_{\eta, S} | \). The main difference is that in the case when \( x \in I(S) \) and \( y \in 2B_S\setminus S \), we can only ensure that \( |x-y| \geq \kappa_0 \ell(S) \), and thus we derive

\[
| T(\chi_{2B_S\setminus S} \eta)(x) | \leq \int_{2B_S\setminus S} \frac{1}{|x-y|^n} d\eta(y) \lesssim \frac{\eta(2B_S)}{\kappa_0^n r(B(S))^n} \lesssim \kappa_0^{-n} A^n \delta.
\]
Averaging over \( x \in I(S) \) with respect to \( \mu \) and recalling that \( \mu(I(S)) = \eta(S) \), we obtain

\[
|\langle T(\chi_{2B_S \setminus \eta})\rangle_{\eta,S} \rangle \lesssim \kappa_0^{-n} A^n \delta.
\]

Now we turn our attention to the first term on the right hand side of (5.11). For \( x' \in S \), we have

\[
|T(\chi_{\mathbb{R}^{n+1} \setminus 2B_S} \eta)(x) - T(\chi_{\mathbb{R}^{n+1} \setminus 2B_S} \eta)(x')| \lesssim \frac{\ell(S)^Y}{|y - x_S|^{n+Y}} d\eta(y)
\]

\[
\lesssim \frac{\mu(AB_S)}{\ell(S)^n} + \frac{c_0}{A^Y} \lesssim A^n + A^{-Y},
\]

taking into account that \( S \in \text{LD}(R) \) for some \( R \in \mathcal{D} \) and \( \mu \) has polynomial growth with constant \( c_0 \) for the last inequality. Averaging on \( x' \in S \) with respect to \( \eta \) we get

\[
|T(\chi_{\mathbb{R}^{n+1} \setminus 2B_S} \eta)(x) - \langle T(\chi_{\mathbb{R}^{n+1} \setminus 2B_S} \eta)\rangle_{\eta,S} \rangle \lesssim \delta A^n + A^{-Y}.
\]

Regarding the term \( |\langle T(\chi_S \eta)\rangle_{\eta,S} \rangle| \), arguing exactly as in (5.7), we obtain

\[
|\langle T(\chi_S \eta)\rangle_{\eta,S} \rangle \lesssim \ell(S)^\alpha \lesssim \ell(Q)^\alpha.
\]

Thus, we derive

\[
T_3 = |T(\chi_{\mathbb{R}^{n+1} \setminus S} \eta)(x) - \langle T(\chi_{\mathbb{R}^{n+1} \setminus S} \eta)\rangle_{\eta,S} \rangle \lesssim \kappa_0^{-n} A^n \delta + \delta A^n + A^{-Y} + \ell(Q)^\alpha =: \varepsilon_1.
\]

Finally we deal with the term \( T_2 \). For \( x \in \frac{1}{4} B(S) \) we write

\[
T_2 = |T(\chi_{\mathbb{R}^{n+1} \setminus \frac{1}{4} B(S)} \sigma)(x) - T(\chi_{\mathbb{R}^{n+1} \setminus \frac{1}{4} B(S) \setminus S} \eta)(x)|
\]

\[
\leq \sum_{R \in \Sigma_1(Q) \setminus \{S\}} \left| \int K(x - y) d(\sigma |_{\frac{1}{4} B(R) \setminus \eta}|_R) \right|
\]

\[
\leq \sum_{R \in \Sigma_1(Q) \setminus \{S\}} \int |K(x - y) - K(x - z_R)| d(\sigma |_{\frac{1}{4} B(R) \setminus \eta}|_R),
\]

using that \( \sigma(\frac{1}{4} B(R)) = \eta(R) \) for the last inequality.

Denote

\[
D(R, S) = \ell(R) + \ell(S) + \text{dist} (R, S).
\]
From the fact that $\frac{1}{4}B(R) \cap \frac{1}{2}B(S) = \emptyset$ and that $\text{supp}(\eta|_R) = I_{\kappa_0}(R) \subset R$ for all $R \in \Sigma'_1(Q)$, it follows easily that if $x \in \frac{1}{4}B(S)$ and $y \in \frac{1}{2}B(R) \cup \text{supp}(\eta|_R)$, then

$$|x - y| \gtrsim \kappa_0 D(R, S).$$

We leave the details for the reader. Then, using the property (b) of the kernel $K$ in Lemma 2.1, one gets

$$|K(x - y) - K(x - z_R)| \lesssim c(\kappa_0) \frac{\ell(R)^\gamma}{D(R, S)^{n+\gamma}}. \quad (5.15)$$

Plugging this estimate into (5.14), we obtain

$$T_2 \lesssim c(\kappa_0) \sum_{R \in \Sigma'_1(Q) \setminus \{S\}} \frac{\ell(R)^\gamma \eta(R)}{D(R, S)^{n+\gamma}}.$$

So from (5.10) and the estimates for the terms $T_1, T_2, T_3$, we infer that for all $x \in \frac{1}{4}B(S)$ with $S \in \Sigma'_1(Q),$

$$\left| T_{\sigma}(x) \right| \lesssim \left| \langle T \eta \rangle_{\eta, S} \right| + c(\kappa_0) \sum_{R \in \Sigma'_1(Q) \setminus \{S\}} \frac{\ell(R)^\gamma \eta(R)}{D(R, S)^{n+\gamma}} + \varepsilon_1, \quad (5.16)$$

where $\varepsilon_1$ is defined in (5.13). Denote

$$\tilde{g}(x) = \sum_{S \in \Sigma'_1(Q)} \sum_{R \in \Sigma'_1(Q) \setminus \{S\}} \frac{\ell(R)^\gamma \eta(R)}{D(R, S)^{n+\gamma}} \chi_{\frac{1}{4}B(S)}(x).$$

Squaring and integrating (5.16) with respect to $\sigma$, we get

$$\|T_{\sigma}\|_{L^2(\sigma)}^2 \lesssim \sum_{S \in \Sigma'_1(Q)} \left| \langle T \eta \rangle_{\eta, S} \right|^2 \sigma\left(\frac{1}{4}B(S)\right) + \varepsilon_1^2 \sigma(Q) + c(\kappa_0)^2 \|\tilde{g}\|^2_{L^2(\eta)}, \quad (5.17)$$

Note that, since $\sigma\left(\frac{1}{4}B(S)\right) = \eta(S)$ for each $S,$

$$\sum_{S \in \Sigma'_1(Q)} \left| \langle T \eta \rangle_{\eta, S} \right|^2 \sigma\left(\frac{1}{4}B(S)\right) = \left\| \sum_{S \in \Sigma'_1(Q)} \langle T \eta \rangle_{\eta, S} \chi_S \right\|^2_{L^2(\eta)}.$$ \hspace{1cm} (5.18)

By the same reasoning we deduce that $\|\tilde{g}\|^2_{L^2(\sigma)} = \|g\|^2_{L^2(\eta)},$ where

$$g(x) = \sum_{S \in \Sigma'_1(Q)} \sum_{R \in \Sigma'_1(Q) \setminus \{S\}} \frac{\ell(R)^\gamma \eta(R)}{D(R, S)^{n+\gamma}} \chi_S(x).$$
We will estimate \( \|g\|_{L^2(\eta)} \) by duality: for any non-negative function \( h \in L^2(\eta) \), we get

\[
\int g \, h \, d\eta = \sum_{S \in \Sigma'_1(Q)} \sum_{R \in \Sigma'_1(Q) \setminus \{S\}} \frac{\ell(R)^\gamma}{D(R, S)^{n+\gamma}} \int_S h \, d\eta = \sum_{R \in \Sigma'_1(Q)} \eta(R) \sum_{S \in \Sigma'_1(Q) \setminus \{R\}} \frac{\ell(R)^\gamma}{D(R, S)^{n+\gamma}} \int_S h \, d\eta. \tag{5.19}
\]

For each \( z \in R \in \Sigma'_1(Q) \) we have

\[
\sum_{S \in \Sigma'_1(Q) \setminus \{R\}} \frac{\ell(R)^\gamma}{D(R, S)^{n+\gamma}} \int_S h \, d\eta \lesssim \int \frac{\ell(R)^\gamma h(y)}{(\ell(R) + |z - y|)^{n+\gamma}} \, d\eta(y) = \int [z - y] \leq \ell(R) \cdots + \sum_{j \geq 1} \int_{2^{j-1} \ell(R) < |z - y| \leq 2^j \ell(R)} \cdots \lesssim \sum_{j \geq 0} \langle h \rangle_{\eta, B(z, 2^j \ell(R))} \frac{2^{-j\gamma} \eta(B(z, 2^j \ell(R)))}{(2^j \ell(R))^n}.
\]

Now we take into account that \( \langle h \rangle_{\eta, B(z, 2^j \ell(R))} \lesssim M_\eta h(z) \), where \( M_\eta \) stands for the centered maximal Hardy–Littlewood operator with respect to \( \eta \), and that

\[
\sum_{j \geq 0} 2^{-j\gamma} \frac{\eta(B(z, 2^j \ell(R)))}{(2^j \ell(R))^n} \lesssim \delta A^n + A^{-\gamma} \leq \varepsilon_1,
\]

by arguments analogous to the ones in (5.12). Then, by (5.19),

\[
\int g \, h \, d\eta \lesssim \varepsilon_1 \sum_{R \in \Sigma'_1(Q)} \inf_{z \in R} M_\eta h(z) \eta(R) \leq \varepsilon_1 \int M_\eta h \, d\eta \lesssim \varepsilon_1 \|h\|_{L^2(\eta)} \eta(Q)^{1/2},
\]

which implies that \( \|g\|_{L^2(\eta)} \lesssim \varepsilon_1 \eta(Q)^{1/2} \). Plugging this estimate into (5.17) and recalling that \( \|\tilde{g}\|_{L^2(\sigma)} = \|g\|_{L^2(\eta)} \), we obtain

\[
\|T\sigma\|_{L^2(\sigma)}^2 \lesssim \sum_{S \in \Sigma'_1(Q)} \langle T\eta \rangle_{\eta, S}^2 \sigma(S) + c'(\kappa_0)\varepsilon_1^2 \sigma(Q),
\]

which by (5.18) proves the lemma. \( \square \)

Notice that Lemma 5.1 is an immediate consequence of Lemmas 5.2, 5.3, and 5.4.
6 Proof of Proposition 4.2 using a variational argument

With Lemma 5.1 at our disposal, the proof of Proposition 4.2 can readily be concluded once we estimate \( \| T \sigma \|_{L^2(\sigma)}^2 \) from below.

Given a fixed cube \( Q \in \Sigma \) and \( 0 < \lambda < 1 \), for the sake of contradiction, we assume that

\[
\| T \sigma \|_{L^2(\sigma)}^2 \leq \lambda \| \sigma \|. \quad (6.1)
\]

We will show that \( \lambda \) cannot be arbitrarily small for \( Q \in \Sigma_N, N > N_0 \) big enough.

6.1 A pointwise estimate

Consider the family of functions

\[
\mathcal{A} := \left\{ g \in L^\infty(\sigma) : g \geq 0 \text{ and } \int g \, d\sigma = \| \sigma \| \right\}
\]

and the functional defined on \( \mathcal{A} \) by

\[
F(g) = \lambda \| g \|_\infty \| \sigma \| + \int |T(g \sigma)|^2 g \, d\sigma.
\]

Notice that by hypothesis we have

\[
F(\chi_Q) = \lambda \| \sigma \| + \int |T \sigma|^2 \, d\sigma \leq 2 \lambda \| \sigma \|. 
\]

Therefore, the infimum of the functional \( F \) is attained over functions \( g \) that satisfy \( \| g \|_{L^\infty(\sigma)} \leq 2 \). Indeed, recall that \( \sigma \) is absolutely continuous with respect to Lebesgue measure and that its density function is bounded (because \( \Sigma_1'(Q) \) is a finite family). Then, by taking a weak limit of functions \( b_k \in L^\infty(\sigma) \) such that \( \| b_k \|_{L^\infty(\sigma)} \leq 2 \) and \( F(b_k) \to \inf_{\mathcal{A}} F \), it follows easily that

\[
\| b_k \|_{L^\infty(\sigma)} \to \| b \|_{L^\infty(\sigma)} \quad \text{and} \quad \int |T(b_k \sigma)|^2 b_k \, d\sigma \to \int |T(b \sigma)|^2 b \, d\sigma,
\]

and thus \( F(b_k) \to F(b) \) and the minimum of \( F \) in \( \mathcal{A} \) is attained at \( b \), with \( \| b \|_{L^\infty(\sigma)} \leq 2 \).

For the rest of this section we denote

\[
d\nu = b \, d\sigma.
\]

Obviously, since \( b \) is a minimizer of \( F \),

\[
\lambda \| b \|_\infty \| \sigma \| + \int |T \nu|^2 \, d\nu \leq 2 \lambda \| \sigma \| = 2 \lambda \| \nu \|.
\]
Now fix some point \( x \in \text{supp}(\nu) \) and some small radius \( r \). Denote \( B = B(x, r) \) and consider the following variation of the minimizer \( b_t \):

\[
b_t = b (1 - t \chi_B) + t b \frac{\nu(B)}{\|\nu\|}.
\]

Denote also by \( \nu_t \) the measure given by \( d\nu_t = b_t \, d\sigma \). Compute

\[
F(b_t) = \lambda \|b_t\|_\infty \|\nu\| + \int |T\nu_t|^2 \, d\nu_t
\]

\[
\leq \lambda \|b\|_\infty \left( 1 + t \frac{\nu(B)}{\|\nu\|} \right) \|\nu\| + \int |T\nu_t|^2 \, d\nu_t =: G(t).
\]

Since \( b \) is a minimizer for the functional \( F \) and \( G(0) = F(b) \) we have the chain

\[
G(0) = F(b) \leq F(b_t) \leq G(t),
\]

which implies that \( G'(0+) := \lim_{t \to 0^+} G'(t) \geq 0 \). This means that

\[
\lambda \|b\|_\infty \nu(B) + \int |T\nu|^2 \left( \frac{\nu(B)}{\|\nu\|} - \chi_B \right) \, d\nu + 2 \int T\nu \cdot T \left( \frac{\nu(B)}{\|\nu\|} - \chi_B \nu \right) \, d\nu \geq 0.
\]

Reorganizing, we get

\[
\int_B |T\nu|^2 \, d\nu + 2 \int T\nu \cdot T(\chi_B \nu) \, d\nu \leq \lambda \|b\|_\infty \nu(B) + \frac{\nu(B)}{\|\nu\|} \int |T\nu|^2 \, d\nu + 2 \frac{\nu(B)}{\|\nu\|} \int |T\nu|^2 \, d\nu.
\]

Given a vector valued measure \( \omega \), we define

\[
T^* \omega(x) = \int \nabla_1 \mathcal{E}(y, x) \cdot d\omega(y).
\]

Now we take into account that

\[
\int T\nu \cdot T(\chi_B \nu) \, d\nu = \int_B T^* ([T\nu]) \, d\nu,
\]

we divide both sides of (6.3) by \( \nu(B) \), and we use (6.2) to get

\[
\frac{1}{\nu(B)} \int_B |T\nu|^2 \, d\nu + \frac{2}{\nu(B)} \int B T^* ([T\nu]) \, d\nu \leq \lambda \|b\|_\infty + \frac{3}{\|\nu\|} \int |T\nu|^2 \, d\nu \leq 6\lambda.
\]

Finally, we let \( r = r(B) \) tend to 0 and Lebesgue differentiation theorem yields the pointwise inequality

\[
|T\nu(x)|^2 + 2T^* ([T\nu]) (x) \leq 6\lambda, \quad \text{for } \nu\text{-a.e. } x \in \text{supp}(\nu). \tag{6.4}
\]

 Springer
6.2 Application of the maximum principle

We now want to extend (6.4) to the whole of $\mathbb{R}^{n+1}$. Note first that $T\nu$ is continuous and belongs to $L^\infty(\nu)$ because $b \in L^\infty(\sigma)$, and $\sigma$ is absolutely continuous with respect to Lebesgue measure with a bounded density function, since $\Sigma_1(Q)$ is a finite family. Hence $|T\nu(x)|^2$ is continuous, and also $T^*(\{T\nu\})$ by analogous arguments.

Now we claim that the definition of $T$ implies

$$\sup_{x \in \mathbb{R}^{n+1}} |T^*\omega(x)| \leq \sup_{x \in \text{supp}(\omega)} |T^*\omega(x)|, \quad (6.5)$$

for each vector valued measure $\omega$ which is compactly supported and absolutely continuous with respect to Lebesgue measure with a bounded density function. Indeed, if $d\omega = \vec{F}d\mathcal{L}^{n+1}$, for $x \in \mathbb{R}^{n+1}$ we may write

$$T^*\omega(x) = \int \nabla_1 \mathcal{E}(y, x) \cdot d\omega(y) = \int \nabla_1 \mathcal{E}(y, x) \cdot \vec{F}(y)dy.$$ 

Note now that if $\varphi \in C_c^\infty(\mathbb{R}^{n+1} \setminus \text{supp } \vec{F})$, by Fubini’s theorem and the fact that $\mathcal{E}_A(y, x) = \mathcal{E}_{A^*}(x, y)$ (where $\mathcal{E}_{A^*}(\cdot, \cdot)$ is the fundamental solution of the operator defined by $L_{A^*}u(x) = -\text{div} (A^*(\cdot) \nabla u(\cdot)) (x)$), we have that

$$\int A^* \nabla T^*\omega \cdot \nabla \varphi = \int \nabla_1 \int A^*(x) \nabla_x \mathcal{E}_{A^*}(x, y) \cdot \nabla \varphi(x) d\omega(y) \cdot \vec{F}(y)dy = \int \nabla \varphi \cdot \vec{F} = 0.$$ 

Therefore, $T^*\omega$ is $L^*$-harmonic away from the support of $\omega$, and by maximum principle we get (6.5).

To derive the desired extension of (6.4) from (6.5), we use the elementary formula

$$\frac{1}{2} |w|^2 = \sup_{\beta > 0} \beta \langle e, w \rangle - \frac{1}{2} \beta^2.$$ 

We apply it for $w = T\nu(x)$, with $x \in \mathbb{R}^{n+1}$, and we get

$$\frac{1}{2} |T\nu(x)|^2 = \sup_{\beta > 0} \beta \langle e, T\nu(x) \rangle - \frac{1}{2} \beta^2. \quad (6.6)$$

Now, if $e = (e_1, \ldots, e_{n+1})$ and we define the vector valued measure $\nu e = (\nu e_1, \ldots, \nu e_{n+1})$, taking into account that $\nabla_1 \Theta(y, x; A(x)) = -\nabla_1 \Theta(x, y; A(x))$ for all $x \neq y$, we obtain

$$\langle e, T\nu(x) \rangle = \int \nabla_1 \mathcal{E}(x, y) \cdot e d\nu(y)$$

$$= \int \nabla_1 \mathcal{E}(x, y) \cdot d(\nu e)(y).$$
\[ \begin{align*}
&= -T^*(ve)(x) + \int [\nabla_1 \mathcal{E}(x, y) + \nabla_1 \mathcal{E}(y, x)] \cdot d(ve)(y) \\
&= -T^*(ve)(x) + \int [\nabla_1 \mathcal{E}(x, y) - \nabla_1 \Theta(x, y; A(x))] \cdot d(ve)(y) \\
&\quad + \int [\nabla_1 \mathcal{E}(y, x) - \nabla_1 \Theta(y, x; A(x))] \cdot d(ve)(y).
\end{align*} \]

By Lemma 2.2, if \( \text{dist} (x, Q) \leq 1 \), the last two terms above are small and we get
\[ \langle e, T v(x) \rangle = -T^*(ve)(x) + e \cdot C(x) \ell(Q)^{\alpha}, \tag{6.7} \]
with \( |C(x)| \lesssim 1 \). In the case that \( \text{dist} (x, Q) \geq 1 \), we use the fact that \( |\nabla_1 \mathcal{E}(x, y)| + |\nabla_1 \mathcal{E}(y, x)| \lesssim 1 \) by Lemma 2.1 (c). Then we derive
\[ \left| \int [\nabla_1 \mathcal{E}(x, y) + \nabla_1 \mathcal{E}(y, x)] \cdot d(ve)(y) \right| \lesssim \|v\| \lesssim \mu(Q) \lesssim \ell(Q)^n \lesssim \ell(Q)^{\alpha}, \]
and so (6.7) also holds.

We insert the above calculation in (6.6) and we get
\[ |T v(x)|^2 + 4T^*(|T v|v)(x) = \sup_{e \in \mathbb{R}^{n+1}, \|e\|=1} \left\{ -2\beta T^*(ve)(x) + e \cdot C(x) \beta \ell(Q)^{\alpha} - \beta^2 + 4T^*(|T v|v)(x) \right\} \]
\[ = \sup_{e \in \mathbb{R}^{n+1}, \|e\|=1} \left\{ T^*(-2\beta ve + 4|T v|v)(x) + e \cdot C(x) \beta \ell(Q)^{\alpha} - \beta^2 \right\} \]
\[ \leq \sup_{e \in \mathbb{R}^{n+1}, \|e\|=1} \sup_{z \in \text{supp}(v)} \left\{ T^*(-2\beta ve + 4|T v|v)(z) + e \cdot C(x) \beta \ell(Q)^{\alpha} - \beta^2 \right\} \]
\[ = \sup_{z \in \text{supp}(v)} \sup_{e \in \mathbb{R}^{n+1}, \|e\|=1} \left\{ T^*(-2\beta ve + 4|T v|v)(z) + e \cdot C(x) \beta \ell(Q)^{\alpha} - \beta^2 \right\}, \]
by (6.5).

Now we reverse the process admitting another error term which is bounded above by \( \ell(Q)^{\alpha} \) to obtain
\[ |T v(x)|^2 + 4T^*(|T v|v)(x) \]
\[ \leq \sup_{z \in \text{supp}(v)} \sup_{e \in \mathbb{R}^{n+1}, \|e\|=1} \left\{ -2\beta T^*(ve)(z) + 4T^*(|T v|v)(z) + e \cdot C(x) \beta \ell(Q)^{\alpha} - \beta^2 \right\} \]
\[ = \sup_{z \in \text{supp}(v)} \sup_{e \in \mathbb{R}^{n+1}, \|e\|=1} \left\{ 2\beta e \cdot T v(z) + e \cdot C'(z) \beta \ell(Q)^{\alpha} \right\} \]
\[ + 4T^*(|T v|v)(z) + e \cdot C(x) \beta \ell(Q)^{\alpha} - \beta^2 \]} \]

Springer
\[
\sup_{\substack{z \in \text{supp}(\nu) \\ \beta > 0}} \left\{ 2 \beta e \cdot (Tv(z) - \frac{1}{2} (C(x) + C'(z)) \ell(Q)^\alpha \\
+ 4T^*([Tv]v)(z) - \beta^2 \right\}
= \sup_{\substack{z \in \text{supp}(\nu)}} \left\{ \left|Tv(z) - \frac{1}{2} (C(x) + C'(z)) \ell(Q)^\alpha \right|^2 \\
+ 4T^*([Tv]v)(z) \right\}
\leq \sup_{\substack{z \in \text{supp}(\nu)}} \left\{ 2|Tv(z)|^2 + 4T^*([Tv]v)(z) \right\} + C \ell(Q)^\alpha.
\]

Finally, we apply (6.4) to get
\[
|Tv(x)|^2 + 4T^*([Tv]v)(x) \lesssim \lambda + \ell(Q)^\alpha \quad \forall x \in \mathbb{R}^{n+1}.
\] (6.8)

### 6.3 The vector field $\Psi_Q$

For each cube $R \in \text{HD}(Q)$ consider a vectorial function $g_R$ such that
\[
T^* (g_R \, d\mathcal{L}^{n+1}) = \varphi_R,
\]
where $\varphi_R$ is a smooth function such that $\chi_{1.5B_R} \leq \varphi_R \leq \chi_{2B_R}$, with $\|\nabla \varphi_R\|_{\infty} \lesssim \ell(R)^{-1}$. By the reproducing formula
\[
\varphi(x) = \int \nabla_1 \mathcal{E}(y,x) \left[ A^*(y) \nabla \varphi(y) \right] \, dy = T^* \left[ A^*(\cdot) \nabla \varphi(\cdot) \, d\mathcal{L}^{n+1} \right](x),
\]
which is valid for smooth functions with compact support, we may set
\[
g_R := A^* \nabla \varphi_R.
\]

Of course, we have
\[
\text{supp } g_R \subset 2B_R, \quad \|g_R\|_{L^\infty(\mathcal{L}^{n+1})} \lesssim \ell(R)^{-1}, \quad \|g_R\|_{L^1(\mathcal{L}^{n+1})} \lesssim \mu(R) \approx \ell(R)^n.
\] (6.9)

Now, we define the following subcollection of cubes:
\[
\text{HD}_0(Q) := \left\{ R \in \text{HD}(Q) : v(1.5B_R) \geq \frac{1}{4} \mu(R) \right\}.
\]

We have
\[
\sum_{R \in \text{HD}(Q) \setminus \text{HD}_0(Q)} v(1.5B_R) \leq \frac{1}{4} \sum_{R \in \text{HD}(Q)} \mu(R) = \frac{1}{4} \mu(Q) \leq \frac{1}{2} \|v\|.
\]
where in the last inequality we used (5.3). Thus,

$$\|v\| \leq \sum_{R \in \text{HD}_0(Q)} v(1.5B_R) + \sum_{R \in \text{HD}(Q) \setminus \text{HD}_0(Q)} v(1.5B_R) \leq \sum_{R \in \text{HD}_0(Q)} v(1.5B_R) + \frac{1}{2} \|v\|,$$

and so

$$\|v\| \leq 2 \sum_{R \in \text{HD}_0(Q)} v(1.5B_R).$$

Next, note that for $R \in \text{HD}_0(Q)$,

$$v(1.5B_R) \geq \frac{1}{4} \mu(R) \gtrsim \tau \ell(R)^n$$

and observe that $v$ has $n$-polynomial growth (this follows easily from the $n$-polynomial growth of $\mu$). Thus,

$$v(9B_R) \lesssim \tau v(1.5B_R).$$

Hence, by a Vitali type covering argument we may find a finite subfamily $\text{HD}_1(Q) \subset \text{HD}_0(Q)$ such that the balls $3B_R$ with $R \in \text{HD}_1(Q)$ are pairwise disjoint, and such that

$$\mu(Q) \approx \tau \|v\| \approx \tau \sum_{R \in \text{HD}_1(Q)} v(1.5B_R).$$

Now, we define

$$\Psi_Q := \sum_{R \in \text{HD}_1(Q)} g_R.$$

We need the following auxiliary result:

**Lemma 6.1** We have

$$\int |T(|\Psi_Q| L^{n+1})|^2 d\nu \lesssim \mu(Q). \quad (6.10)$$

**Proof** First we will show that

$$\int_Q |T(|\Psi_Q| L^{n+1})|^2 d\mu \lesssim \mu(Q). \quad (6.11)$$

To this end, for each $R \in \text{HD}_1(R)$ we consider the function $h_R = c_R \chi_R$, with $c_R \in \mathbb{R}$ such that

$$c_R \mu(R) = \int h_R d\mu = \int |g_R| dL^{n+1},$$
so that $0 < c_R \lesssim 1$, by (6.9). We denote $h = \sum_{R \in \text{HD}_1(R)} h_R$. Then, for each $x \in \mathbb{R}^{n+1}$ we have

$$|T(|\Psi_Q| \mathcal{L}^{n+1})(x)| \leq |T(|\Psi_Q| \mathcal{L}^{n+1} - h \mu)(x)| + |T(h \mu)(x)|.$$  

Since $\int |T(h \mu)|^2 d\mu \lesssim \mu(Q)$, to prove (6.11) it suffices to show that

$$\int_Q |T(|\Psi_Q| \mathcal{L}^{n+1} - h \mu)|^2 d\mu \lesssim \mu(Q).$$  

(6.12)

For $x \in \sum_{R \in \text{HD}_1(Q)} H\mathcal{L}(Q)$, we write

$$|T(|\Psi_Q| \mathcal{L}^{n+1} - h \mu)(x)| \lesssim \frac{1}{\ell(R)} \int_{2B_R} \frac{1}{|x - y|^{n+\gamma}} d\mathcal{L}^{n+1}(y) \lesssim 1.$$  

(6.13)

On the other hand, for each $P \in \text{HD}_1(Q) \setminus \{R\}$ we have

$$\left| \int K(x, y) (|g_P| d\mathcal{L}^{n+1} - h_P d\mu) \right| \lesssim \int |K(x, y) - K(x, x_P)| (|g_P| d\mathcal{L}^{n+1} + h_P d\mu)$$

$$\lesssim \int \frac{\ell(P)^\gamma}{|x - x_P|^{n+\gamma}} (|g_P| d\mathcal{L}^{n+1} + h_P d\mu)$$

$$\lesssim \frac{\ell(P)^\gamma}{D(P, R)^{n+\gamma}} \mu(P),$$

taking into account that the balls $3B_R, R \in \text{HD}_1(Q)$, are disjoint. Therefore,

$$\int_Q |T(|\Psi_Q| \mathcal{L}^{n+1} - h \mu)|^2 d\mu \lesssim \mu(Q) + \sum_{R \in \text{HD}_1(Q)} \int |T(h_R \mu)|^2 d\mu$$

$$+ \sum_{R \in \text{HD}_1(Q)} \left( \sum_{P \in \text{HD}_1(Q) \setminus \{R\}} \frac{\ell(P)^\gamma}{D(P, R)^{n+\gamma}} \mu(P) \right)^2 \mu(R).$$

By the $L^2(\mu)$ boundedness of $T_{\mu}$, it is clear that $\int |T(h_R \mu)|^2 d\mu \lesssim \mu(R)$. Also, arguing by duality, as in (5.19), it follows easily that the last term on the right hand side is bounded above by $c \mu(Q)$. So (6.12) follows, and thus (6.11) too.

Next we turn our attention to the integral in (6.10). For each $S \in \Sigma'_1(Q)$, denote by $R_S$ the cube from $\text{HD}(Q)$ that contains $S$. For all $x, y \in S \cup \frac{1}{4}B(S)$, we write
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\[ |T(|\Psi_Q| L^{n+1})(x)| - T(|\Psi_Q| L^{n+1})(y)| \]
\[ \leq \sum_{R \in \text{HD}_1(Q): 2B_{R_S}\cap 2B_R \neq \emptyset} (|T(|g_R| L^{n+1})(x)| + |T(|g_R| L^{n+1})(y)|) \]
\[ + \sum_{R \in \text{HD}_1(Q): 2B_{R_S}\cap 2B_R = \emptyset} |T(|g_R| L^{n+1})(x)| - T(|g_R| L^{n+1})(y)|. \] (6.14)

Since the balls $\frac{1}{2}B(R), R \in \text{HD}(Q)$, are disjoint and have diameter comparable to $\ell(R_S)$, the first sum on the right hand side has a bounded number of summands. Then, by (6.13), we obtain
\[ \sum_{R \in \text{HD}_1(Q): 2B_{R_S}\cap 2B_R \neq \emptyset} (|T(|g_R| L^{n+1})(x)| + |T(|g_R| L^{n+1})(y)|) \lesssim 1. \]

The second sum on the right hand side of (6.14), is bounded above by
\[ \sum_{R \in \text{HD}_1(Q): 2B_{R_S}\cap 2B_R = \emptyset} \int_{1.5B_R} \frac{\ell(S)\gamma}{|x-z|^{n+\gamma}} |g_R(z)| dL^{n+1}(z) \lesssim \sum_{R \in \text{HD}_1(Q)} \frac{\ell(S)\gamma}{D(R, R_S)^{n+\gamma}} \mu(R) \lesssim 1, \]

taking into account that $|g_R| \lesssim \ell(R)^{-1}$ and using the $n$-polynomial growth of $\mu$ in the last inequality. So we infer that
\[ |T(|\Psi_Q| L^{n+1})(x)| - T(|\Psi_Q| L^{n+1})(y)| \lesssim 1 \quad \text{for all } x, y \in S \cup \frac{1}{4}B(S). \]

Using the last estimate, we get
\[ \int |T(|\Psi_Q| L^{n+1})|^2 d\nu \leq 2 \sum_{S \in \Sigma_1(Q)} \int_S |T(|\Psi_Q| L^{n+1})|^2 d\sigma \]
\[ \lesssim \mu(Q) + \sum_{S \in \Sigma_1(Q)} \int_S \inf_{y \in S} |T(|\Psi_Q| L^{n+1})(y)|^2 d\sigma \]
\[ = \mu(Q) + \sum_{S \in \Sigma_1(Q)} \int_S \inf_{y \in S} |T(|\Psi_Q| L^{n+1})(y)|^2 d\eta \]
\[ \lesssim \mu(Q) + \sum_{S \in \Sigma_1(Q)} \int_S |T(|\Psi_Q| L^{n+1})|^2 d\eta \]
\[ \lesssim \mu(Q) + \int |T(|\Psi_Q| L^{n+1})|^2 d\mu \lesssim \mu(Q), \]

which completes the proof of the lemma. \qed
6.4 Contradiction

We compute, by the construction of $\text{HD}_1(Q)$,

\[
\mu(Q) \approx \tau \sum_{R \in \text{HD}_1(Q)} v(1.5B_R) \leq \sum_{R \in \text{HD}_1(Q)} \int \varphi_R \, dv
\]

\[
= \sum_{R \in \text{HD}_1(Q)} \int T^*[g_R \, d\mathcal{L}^{n+1}] \, dv = \int T^*[\Psi_Q \, d\mathcal{L}^{n+1}] \, dv
\]

\[
= \int T \nu \cdot \Psi_Q \, d\mathcal{L}^{n+1}
\]

\[
\leq \left( \int |T \nu|^2 |\Psi_Q| \, d\mathcal{L}^{n+1} \right)^{\frac{1}{2}} \left( \int |\Psi_Q| \, d\mathcal{L}^{n+1} \right)^{\frac{1}{2}}
\]

\[
\leq \left( \int |T \nu|^2 |\Psi_Q| \, d\mathcal{L}^{n+1} \right)^{\frac{1}{2}} \mu(Q)^{\frac{1}{2}}.
\]

We now apply (6.8) and we get

\[
\int |T \nu|^2 |\Psi_Q| \, d\mathcal{L}^{n+1} \lesssim (\lambda + \ell(Q)^\alpha) \int |\Psi_Q| \, d\mathcal{L}^{n+1}
\]

\[+ \left| \int T^*([T \nu] \nu) \, d\mathcal{L}^{n+1} \right| =: \text{I} + \text{II}.
\]

For I, we know that

\[\text{I} \lesssim (\lambda + \ell(Q)^\alpha) \sum_{R \in \text{HD}_1(Q)} \mu(R) \leq (\lambda + \ell(Q)^\alpha) \mu(Q).
\]

On the other hand, concerning II, by Cauchy–Schwarz, (6.2), and Lemma 6.1 we get

\[\text{II} = \left| \int T \nu \cdot T(|\Psi_Q| \, d\mathcal{L}^{n+1}) \, dv \right|
\]

\[
\leq \left( \int |T \nu|^2 \, dv \right)^{\frac{1}{2}} \left( \int |T(|\Psi_Q| \, d\mathcal{L}^{n+1})|^2 \, dv \right)^{\frac{1}{2}}
\]

\[
\leq \lambda^{\frac{1}{2}} \mu(Q)^{\frac{1}{2}} \mu(Q)^{\frac{1}{2}} = \lambda^{\frac{1}{2}} \mu(Q).
\]

Finally, gathering all estimates in this subsection together yields

\[\mu(Q) \lesssim \tau (\lambda + \ell(Q)^\alpha)^{\frac{1}{2}} \mu(Q),
\]

which is a contradiction if both $\ell(Q)$ and $\lambda$ are small enough.
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