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ABSTRACT

There has been a significant progress in Text-To-Speech (TTS) synthesis technology in recent years, thanks to the advancement in neural generative modeling. However, existing methods on any-speaker adaptive TTS have achieved unsatisfactory performance, due to their suboptimal accuracy in mimicking the target speakers’ styles. In this work, we present Grad-StyleSpeech, which is an any-speaker adaptive TTS framework that is based on a diffusion model that can generate highly natural speech with extremely high similarity to target speakers’ voice, given a few seconds of reference speech. Grad-StyleSpeech significantly outperforms recent speaker-adaptive TTS baselines on English benchmarks. Audio samples are available at https://nardin.github.io/grad-stylespeech-demo.
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1. INTRODUCTION

Recently, the deep neural network-based Text-To-Speech (TTS) synthesis models have shown remarkable performance on both quality and speed, thanks to the progress on the generative modeling [1, 2], non-autoregressive acoustic models [3], and the powerful neural vocoder [4]. Remarkably, diffusion models [5, 6] have recently been shown to synthesize high-quality images in the image generation tasks and speech in the TTS synthesis tasks [7, 8, 9]. Beyond the TTS synthesis on a single speaker, recent works [10, 11] have shown decent quality in synthesizing the speech of multiple speakers. Furthermore, a variety of works [12, 13, 14, 15, 16, 17] focus on any-speaker adaptive TTS where the system can synthesize the speech of any speaker given the reference speech of them. Due to its extensive possible applications in the real world, the research on any-speaker adaptive TTS – sometimes, termed Voice Cloning – has grown and highlighted a lot. Most of works on any-speaker adaptive TTS focus to synthesize the speech which is highly natural and similar to the target speaker’s voice, given the few samples of speech from the target speaker. Some of previous works [13, 16] need a few transcribed (supervised) samples for fine-tuning TTS model. They have a clear drawback where they require the supervised samples from the target speaker and heavy computational costs to update the model parameters. On the other hand, recent works [12, 14, 15] have focused on a zero-shot approach in which transcribed samples and the additional fine-tuning stage are not necessarily required to adapt to the unseen speaker, thanks to their neural encoder that encode any speech into the latent vector. However, due to their capacity for generative modeling [18], they frequently show lower similarity on unseen speakers and are vulnerable to generating speech in an unique style, such as emotional speech.

In this work, we propose a zero-shot any-speaker adaptive TTS model, Grad-StyleSpeech, that generates highly natural and similar speech given only few seconds of reference speech from any target speaker with a score-based diffusion model [6]. In contrast to previous diffusion-based approaches [7, 8, 9], we construct the model using a style-based generative model [15] to take the target speaker’s style into account. Specifically, we propose a hierarchical transformer encoder to generate a representative prior noise distribution where the reverse diffusion process is able to generate more similar speech of target speakers, by reflecting the target speakers’ style during embedding the input phonemes. In experiments, we empirically show that our method outperforms recent baselines.

Our main contributions can be summarized as follows:

- In this paper, we propose a TTS model Grad-StyleSpeech which synthesizes the production quality of speech with any speaker’s voice, even with a zero-shot approach.
- We introduce a hierarchical transformer encoder to build the representative noise prior distribution for any-speaker adaptive settings with score-based diffusion models.
- Our model outperforms recent any-speaker adaptive TTS baselines on both LibriTTS and VCTK datasets.

2. METHOD

Speaker Adaptive Text-To-Speech (TTS) task aims to generate the speech given the text transcription and the reference speech of the target speaker. In this work, we focus to synthesize the mel-spectrograms (audio feature) instead of the raw waveform.
as in previous works [15, 16]. Formally, given the text \( x = [x_1, \ldots, x_n] \) consists of the phonemes and the reference speech \( Y = [y_1, \ldots, y_m] \in \mathbb{R}^{n \times 80} \), the objective is to generate the ground-truth speech \( \tilde{Y} \). In the training stage, \( \tilde{Y} \) is identical with the reference speech \( Y \), while not in the inference stage.

Our model consists of three parts: a mel-style encoder that embeds the reference speech into the style vector \([15]\), a hierarchical transformer encoder that generates the representations conditioned on the text and the style vector, and a diffusion model which generates mel-spectrograms by denoising steps \([8]\). We illustrate our overall framework in Figure 1.

2.1. Mel-Style Encoder

As a core component for the zero-shot any-speaker adaptive TTS, we use the mel-style encoder \([15]\) to embed the reference speech into the latent style vector. Formally, \( s = h_v(Y) \) where \( s \in \mathbb{R}^d \) is the style vector and \( h_v \) is the mel-style encoder parameterized by \( v \). Specifically, the mel-style encoder consists of spectral and temporal processor \([12]\), the transformer layer consisting of the multi-head self-attention \([1]\), and the temporal average pooling at the end.

2.2. Score-based Diffusion Model

Diffusion model \([5]\) generates samples by progressively denoising the noise sampled from the prior noise distribution, which is generally a unit gaussian distribution \( \mathcal{N}(0, I) \). We mostly follow the formulation introduced in Grad-TTS \([8]\), which defines the denoising process in terms of SDEs instead of Markov chains \([6]\). In this subsection, we briefly recap essential parts of the score-based diffusion model.

2.2.1. Forward Diffusion Process

The forward diffusion process progressively adds the noise drawn from the noise distribution \( \mathcal{N}(0, I) \) to the samples drawn from the sample distribution \( Y_0 \sim p_0 \). We define the differential equation for forward diffusion process as follows:

\[
dY_t = -\frac{1}{2} \beta(t)(Y_t - \mu)dt + \sqrt{\beta(t)}dW_t,
\]

where \( t \in [0, T] \) is the continuous time step, \( \beta(t) \) is the noise scheduling function, and \( W_t \) is the standard Wiener process \([6]\). Instead, Grad-TTS \([8]\) proposes to gradually denoise the noisy samples from the data-driven prior noise distribution \( \mathcal{N}(\mu, I) \) where \( \mu \) is the text- and style-conditioned representations from the neural network.

\[
dY_t = -\frac{1}{2} \beta(t)(Y_t - \mu)dt + \sqrt{\beta(t)}dW_t. \quad (1)
\]

It is tractable to compute the transition kernel \( p_{0t}(Y_t | Y_0) \) where it is also a Gaussian distribution \([6]\) as follows:

\[
p_{0t}(Y_t | Y_0) = \mathcal{N}(Y_t; \gamma_t, \sigma_t^2), \quad \sigma_t^2 = (I - e^{-\int_0^t \beta(s)ds}) \mu + e^{-\frac{1}{2} \int_0^t \beta(s)ds}Y_0. \quad (2)
\]

2.2.2. Reverse Diffusion Process

On the other hand, the reverse diffusion process gradually inverts the noise from \( p_T \) into the data samples from \( p_0 \). Following the results from \([19]\) and \([6]\), reverse diffusion process of Equation 1 is given as the reverse-time SDE as follows \([8]\):

\[
dY_t = \left[ -\frac{1}{2} \beta(t)(Y_t - \mu) - \beta(t)\nabla_Y \log p_t(Y_t) \right] dt + \sqrt{\beta(t)}d\tilde{W}_t,
\]

where \( \tilde{W}_t \) is a reverse Wiener process and \( \nabla_Y \log p_t(Y_t) \) is the score function of the data distribution \( p_t(Y_t) \). We can apply any numerical SDE solvers for solving reverse SDE to generate samples \( Y_0 \) from the noise \( Y_T \) \([6]\). Since it is intractable to obtain the exact score during the reverse diffusion process, we estimate the score using the neural network \( e_\theta(Y_t, t, \mu, s) \).

2.3. Hierarchical Transformer Encoder

We empirically find that the composition of \( \mu \) is important in the multi-speaker TTS with the diffusion model. Therefore, we compose the encoder into three-level hierarchies. First, the text encoder \( f_\lambda \) maps the input text into the hidden representations through the multiple transformer blocks \([1]\) for the contextual
representation of the phoneme sequence: $H = f_\lambda(x) \in \mathbb{R}^{n \times d}$. Then, we use the unsupervised alignment learning framework [20] which computes the alignment between the input text $x$ and the target speech $Y$ and regulate the length of representations after the text encoder to the length of the target speech: $\text{Align}(H, x, Y) = \hat{H} \in \mathbb{R}^{m \times d}$. We also use the duration predictor to predict the duration of each phoneme in the inference time. Finally, we encode the length-regulated embedding sequence through the style-adaptive transformer blocks to build the speaker-adaptive hidden representations: $\mu = g_\delta(\hat{H}, s)$ where $s$ is the style vector defined in §2.1. We use the Style-Adaptive Layer Normalization (SALN) [15], to condition the style information into the transformer blocks in the style-adaptive encoder. Consequently, the hierarchical transformer encoder outputs the hidden representations $\mu$ that reflect the linguistic contents from the input text $x$ and the style information from the style vector $s$. Above $\mu$ is used for the style-conditioned prior noise distribution in the denoising diffusion model described in the previous section. Following Grad-TTS [8], we add the prior loss $L_{\text{prior}} = ||\mu - Y||^2_2$, where we minimize the L2 distance between the $\mu$ and $Y$.

### 2.4. Training

To train the score estimation network $e_\theta$ in §2.2.2, we compute the expectation with marginalization over the tractable transition kernel $p_{0t}(Y_t|Y_0)$:

$$L_{\text{diff}} = \mathbb{E}_{t \sim U(0,T)} \mathbb{E}_{Y_0 \sim p_0(X_0)} \mathbb{E}_{Y_t \sim p_{0t}(Y_t|Y_0)} \left\| e_\theta(Y_t, t, \mu, s) - \nabla Y_t \log p_{0t}(Y_t|Y_0) \right\|^2_2,$$

where $s$ is the style vector in §2.1 and $Y_0$ is sampled from the Gaussian distribution depicted in Equation 2. Then, the exact score computation is tractable in this form as follows:

$$L_{\text{diff}} = \mathbb{E}_{t \sim U(0,T)} \mathbb{E}_{Y_0 \sim p_0(Y_0)} \mathbb{E}_{s \sim \mathcal{N}(0, I)} \left\| e_\theta(Y_t, t, \mu, s) + \sigma_t^{-1} \epsilon \right\|^2_2,$$

where $\sigma_t = \sqrt{1 - \epsilon^2 - \int_0^t \beta(s)ds}$ as defined in Equation 1.

Combining above loss terms including $L_{\text{align}}$ for the aligner and duration predictor training [20], the final training objective is formulated as follows: $L = L_{\text{diff}} + L_{\text{prior}} + L_{\text{align}}$.

### 3. EXPERIMENT

#### 3.1. Experimental Setup

##### 3.1.1. Dataset

We train our model on the multi-speaker English speech dataset LibriTTS [21], which contains 110 hours of audio of 1,142 speakers from the audiobook recordings. Specifically, we use the clean-100 and clean-360 subsets for the training and test-clean for the evaluation. We also use the VCTK [22] dataset which includes 110 English speakers for evaluation of the unseen speaker adaptation capability.

##### 3.1.2. Implementation Details

We stack four transformer blocks [1] for the text encoder and the style-adaptive encoder, respectively. Especially, for the style-adaptive encoder and mel-style encoder, we adopt the same architecture with Style-Adaptive Layer Normalization as in Meta-StyleSpeech [15]. For aligner, we use the same architecture and loss functions from the original paper [20]. We use the same architecture of the U-Net and linear attention for the noise estimation network $e_\theta$ from the Grad-TTS [8]. We use the Maximum Likelihood SDE solver [23] for faster sampling and take 100 denoising steps. We train our model for 1M steps with batch size 8 on single TITAN RTX GPU, Adam optimizer, and learning rate as in Meta-StyleSpeech [15].

# 3.1.3. Baselines

For a fair comparison, we compare our model against recent works having the official implementation and exclude end-to-end synthesis models. We use the same audio processing setup including the sampling rate of 16khz with previous works [15]. As a vocoder, we use the same HiFi-GAN [4] for all models.

Details for each baseline we used are described as follows:

1) **Ground Truth (oracle)**: This is a ground truth speech.

2) **Meta-StyleSpeech** [15]: This is the zero-shot any-speaker adaptive TTS model that utilizes the meta-learning for better unseen speaker adaptation.

3) **YourTTS** [17]: This is the zero-shot any-speaker adaptive TTS model based on the flow-based model [2]. In addition, this work uses the speaker consistency loss to intend the model to generate more similar speech.

4) **Grad-TTS (any-speaker)** [8]: This is the model that modifies the Grad-TTS into the any-speaker version. In detail, we replace the fixed speaker table with the mel-style encoder [15] and train all modules from the scratch.

5) **Grad-StyleSpeech** (ours): This is our proposed model with the mel-style encoder and score-based diffusion models.

### 3.1.4. Evaluation Setup

For objective evaluation, we use Speaker Embedding Cosine Similarity (SECS) and Character Error Rate (CER) metrics used in YourTTS [17]. In detail, for SECS evaluation, we use the speaker encoder from the resemble-ryzer repository [3]. For CER evaluation, we use the pre-trained ASR model from NeMo framework [2]. We follow the same evaluation setup of YourTTS for objective evaluation. For ground truth, we randomly sample another speech of the same speaker. For subjective evaluation, we recruit 16 evaluators and conduct human evaluations with naturalness (Mean Opinion Score; MOS) and similarity (Similarity MOS; SMOS) measures. For subjective evaluation, we sample 10 speakers from each test set and randomly select the ground truth and reference speech for each
We proposed a text-to-speech synthesis model named Grad-StyleSpeech which generates any-speaker adaptive speech with a high fidelity given the reference speech of the target speaker. We first embed the text into the sequence of the representations conditioned on the target speaker through the hierarchical transformer encoder. Then, we leverage the score-based diffusion models to generate a highly natural and similar speech. Our results show that the quality of generated speech from ours highly outperforms previous baselines in both objective and subjective measures on both naturalness and similarity.

4. CONCLUSION

We upload audio samples used in experiments including additional samples on ESD [24] dataset at demo page (https://nardiensn.github.io/grad-style-speech-demo). Please refer to them for detailed evaluation of our method.
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