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Abstract—Proliferation of the urban Internet-of-Things (IoTs) for smart cities has fuelled massive amounts of data over wireless cellular networks. Random access (RA) system of wireless cellular networks, e.g., 5G New Radio (NR), based on S-ALOHA system should cope with ever-growing IoT traffic. This work proposes S-ALOHA system with time offsets (TOs), where one slot consists of K TOs and one packet transmission time. The length of the overall TOs is a fraction of a packet transmission time. In the system users (re)transmit to the boundary of a TO randomly selected. This enables the base station (BS) to inform the users of who transmits the first and the last packets in the slot with collision so that the two users can retransmit successfully in the following two slots respectively. Our throughput analysis compared to simulations shows that adopting even with three and four TOs surpasses the throughput limit of S-ALOHA system without TOs. Additionally, we propose two Bayesian-optimized backoff algorithms for S-ALOHA system with TOs, with which users can apply throughput-optimal (re)transmission probability or uniform backoff window even in unsaturated traffic scenarios. Numerical results demonstrate that the proposed backoff algorithms can achieve the throughput close to an ideal system and drastically reduce the access delay compared to S-ALOHA system.

Index Terms—Slotted ALOHA, time offset, renewal theorem, random access, online control.

NOMENCLATURE

- $C_i$ The event of type-$i$ collision for $i = 1, 2$.
- $S$ The event of success by a single packet transmission in a slot.
- $S_{i,c}$ The event of type-$i$ success under type-1 collision for $i = 0, 1, 2$.
- $S_i$ A successful packet transmission in the first (or second) following slot upon type-1 collision, irrespective of the transmission result in the second (or first) following slot.
- $\omega$ The event of a three-slot collision under type-1 collision.
- $I$ The event of an idle slot.
- $\mathcal{C}$ The event of collision in a slot, either type-1 or 2.
- $\alpha$ The length of each time offset (TO).
- $K$ The number of TOs in a slot.
- $T$ The length of a packet transmission.
- $T_s$ The length of one slot: $T_s \triangleq (K - 1)\alpha + T$.
- $\gamma$ A ratio of a packet transmission time to a slot length: $T_s/T$.

- $\mathcal{B}^n(p)$ Binomial distribution: $\binom{n}{i}p^i(1-p)^{n-i}$.
- $\Phi_n(\nu)$ Poisson distribution with mean $\nu$: $\nu^n e^{-\nu}$.

I. INTRODUCTION

A. Motivations

As various heterogeneous wireless communication networks such as Long-Term Evolution (LTE), IEEE 802.11, Zigbee, and Bluetooth have seamlessly interworked around a decade ago, access to the Internet became ubiquitous. This has also enabled remote objects, e.g., smart sensors, to collect and exchange data with minimal human intervention, which is often referred to as the Internet-of-Things (IoTs) [1]. Collected data is analyzed with big data analytics and artificial intelligence (AI) so as to find hidden behavior and correlated pattern, or make optimal decisions and management even in real-time. As IoT applications have grown huge and diverse for smart cities, autonomous vehicle, health, logistics and supply chain optimization, etc., the number of IoT devices and the volume of IoT data have explosively increased. It might not be difficult to forecast that IoT applications would be more concentrated in densely populated urban areas due to economic reasons. In order to cope with massive amounts of IoT data in urban areas, wireless cellular networks, e.g., LTE, the fifth generation (5G) New Radio (NR), would be well-suited due to their ubiquitous deployments worldwide.

As random access (RA) system for cellular networks, slotted ALOHA (S-ALOHA) systems have long been adopted from the second generation (2G) network, i.e., Global system for mobile communication (GSM) to LTE and 5G NR. Although the maximum throughput of S-ALOHA system is limited up to $e^{-1} \approx 0.3679$ (packets/slot) for a large population size, it has been ever used in LTE and even further 5G NR, by making use of orthogonal RA preambles. The maximum throughput can be scaled by a factor of the number of RA preambles deployed in LTE and 5G NR. However, the throughput per RA preamble is still limited by 0.3679. Another limiting factor is that RA protocol in LTE and 5G NR is based on a four-way handshaking procedure, where data channel request after RA preamble transmission should be granted before data transmission. RA systems in LTE and 5G NR thus could be a bottleneck due to massive accesses from an unprecedentedly growing number of IoT devices, while data freshness is ever more required. It is essential to develop a new RA system for the next generation wireless access system, which is simple enough to be implemented, while yielding higher throughput to accommodate a surge of IoT traffic. This work proposes a new S-ALOHA system employing time-offsets (TOs) in slots.
B. Related Works

Before introducing what schemes are devised for S-ALOHA system to cope with massive IoT traffic in the literature, it is noteworthy that the duty cycle and data rate of IoT devices vary according to their applications [2]. Devices might gather data for some time period without transmission and will transmit in a batch later. Traffic from innumerable IoT devices can be mixed in time and is transmitted to gain access to S-ALOHA system, competing with human mobile devices.

As prior work to deal with them, access class barring (ACB) schemes have been applied to S-ALOHA system of LTE in [3]–[6]. Applications are classified into 10 classes in order of urgency. Then, access from devices belonging to some classes may be temporarily blocked such that traffic of higher classes can be protected from access of traffic of lower classes. While ACB schemes control burstiness of IoT traffic, they cannot overcome the throughput limit of S-ALOHA system. It is notable that ACB scheme can be used with any RA systems introduced below, since it is a burstiness regulator.

In order to achieve throughput higher than 0.3679, multi-packet reception (MPR) channels have been proposed in [7]–[9]. While at least two packets are involved in a collision, none of them is decoded in S-ALOHA without MPR capability. However, in MPR-capable S-ALOHA system, with the help of some advanced signal processing techniques, e.g., successive interference cancellation (SIC), or multi-input multi-output (MIMO) antenna in physical layer, one or more packets in a collision can be recovered. How many packets can be decoded in a collision can lead to a higher throughput. Throughput gain with MPR channel comes at the expense of additional resources and computational complexity in physical layer, e.g., codes, transmission power and/or SIC. From medium access control (MAC) layer’s perspective, it can be abstracted into k-out-of-m channels; that is, k successes among m simultaneous accesses in a slot. This abstraction includes RA systems with orthogonal multichannel, e.g., frequency or code; thus, LTE with orthogonal RA preambles can be also considered a kind of MPR channel.

Another effort of getting a higher throughput of S-ALOHA system is to exploit retransmission diversity with SIC in [10]–[13]. Even with some variants, basically it works as follows: Multiple copies of a packet are transmitted over different slots, in which those of other users’ packet can be transmitted. Each copy of a packet contains the information about where other copies of the same packet are transmitted. If one of them is successfully decoded in a slot, the base station (BS) with SIC utilizes it to decode other packets transmitted with it in other slots. In practice, it remains to be seen how SIC works in an efficient and fast way over multiple slots.

As an alternative to S-ALOHA system, distributed queueing random access (DQRA) scheme [14], [15] has been applied to LTE in [16], [17]. In Xu’s original DQRA scheme [14], a slot is divided into mini-slots and one data transmission part. Instead of transmitting a data packet directly, users first transmit a request to mini-slots based on tree (or splitting) algorithm. Those users who have transmitted a request successfully are then queued in a logical queue waiting for data packet transmission. LTE RA system separates RA preamble (request) and data transmissions into physical RA channel (PRACH) and physical uplink shared channel (PUSCH). However, users transmit RA preambles to PRACH based on S-ALOHA system. Accordingly, it seems that the use of DQRA system is to replace S-ALOHA system with a tree algorithm for RA preamble transmission.

In general, tree algorithms yield a higher throughput than S-ALOHA system: The best algorithm known so far, i.e., first-come and first-server (FCFS) algorithm [18], achieves 0.4871-throughput (packets/slot). High throughput might result from that an initial group of users in collision keeps being divided into smaller groups during a contention resolution period (CRP), for which new accesses are blocked. Notice that even in S-ALOHA system, throughput can be improved if the number of contending users is restricted to a small number. While the sequence of retransmissions from the small backlogged groups forms a tree, idle slots in the CRP period are expected to be avoided as much as possible. A random splitting algorithm has been introduced to improve the adaptability of FCFS to network dynamics [19]. To get even higher throughput, tree algorithms have been combined with MPR channels in [20]–[24]. However, compared to S-ALOHA system, two drawbacks are expected for implementation. Firstly, backlogged and non-backlogged users should keep looking for the beginning and the end of the CRP, which results in inefficiency of energy consumption for IoT devices. Secondly, the retransmission sequence from a large number of the small groups should be robustly maintained in order not to lose synchronization in practice. Otherwise, the system may be prone to collapse.

For IoT devices to transmit a small-sized data sporadically, the four-step hand-shaking protocol in LTE seems heavy and has protocol-wise latency. To tailor it for such IoT traffic, two-step RA systems have been studied in [25]–[28]. Two-step RA protocol in short focuses on where and how to transmit a RA preamble and data packet simultaneously.

In comparison with the previous work, our proposed system adopts K TOs in each slot, still making use of S-ALOHA system. In contrast with mini-slots of DQRA system, which are used for requesting packet transmissions, the overall length of TOs in a slot is much smaller than one packet transmission time for transmission efficiency. In our system, transmissions of requests and data packets are not separated: Users’ (data) packets can be transmitted directly at one of TOs in a slot so that those packets can be overlapped in a slot. Because of the direct transmission of data packet with getting access granted, the proposed system might eliminate latency in the four-step handshaking protocol in LTE system. Furthermore, we shall see that the achievable throughput of the proposed system far exceeds 0.3679, while any form of MPR channels is not used. This implies that the proposed scheme could be flexibly implemented in MAC layer, requiring no additional resources in physical layer. As a rough comparison with tree algorithms, the proposed scheme consumes only two slots after some particular collisions. If the collision followed by two slots in the proposed system could be called CRP, it takes three slots at maximum. In order to stabilize the proposed system, we propose two Bayesian backoff algorithms. In one
algorithm with uniform window, backlogged users do not need to monitor the broadcast message from the BS continuously as in FCFS algorithm. Yet, the proposed system can achieve higher throughputs than 0.4871 of FCFS algorithm. Although ACB scheme can be applied to the proposed system, it is out of our scope.

C. Contributions

Our contribution can be summarized as follows.

- This work designs a new S-ALOHA system by introducing TOs to slots: When users have a packet to send, they (re)transmit their packet at one of TOs randomly in a slot. Upon a collision, by observing the transmissions at these TOs, the BS enables the users to realize who transmits the first and the last packets such that they retransmit immediately in the two following slots, respectively. In order to demonstrate the performance of the proposed system, we carry out throughput analysis for saturated systems and validate it with simulations. We show how the duration of a TO and the number of TOs affect the performance and can be optimally chosen.

- We further develop two Bayesian backoff algorithms to be used in practice for the proposed system: In one system, the BS broadcasts a throughput-optimal (re)transmission probability, and throughput-optimal uniform window size in the other. The advantage of the algorithm with uniform window over retransmission probability is less energy consumption and is easy to implement in terms of monitoring BS’s broadcast messages. Both algorithms are based on Bayesian optimization in the sense that building a prior belief over the unknown number of backlogged users who have packets to transmit, the algorithm updates the prior from the posterior distribution of the backlogged users given the channel outcome recursively over time. Finally, we show that the system with a fixed retransmission probability is always unstable, while the proposed Bayesian backoff algorithm can stabilize the system.

- Extensive simulations are conducted for validation; the proposed ALOHA with TOs and backoff algorithms are compared against S-ALOHA system without TOs and FCFS algorithm under Poisson traffic as well as Beta-distributed traffic.

D. Organization

The organization of this work is as follows: In Section II S-ALOHA system with TOs is introduced. Section III provides the throughput analysis and how the Bayesian backoff algorithms work and are derived. Numerical results are discussed in Section IV and concluding remarks are finally given in Section V.

II. S-ALOHA SYSTEM WITH TIME OFFSETS

In S-ALOHA system, a BS is located at the center of its circular coverage area, where users are randomly scattered and wirelessly connected with the BS. Time is divided into slots of a constant length, \( T_s \) (sec) long. Furthermore, one slot consists of \( K \) time offsets (TOs) plus one packet transmission time \( T \) as shown in Fig. 1 where six TOs are shown and three rectangles indicate three packets in transmission. The length of each TO is a constant denoted by \( \alpha \) and a packet transmission can occur at one of TOs. Therefore, one slot length \( T_s \) is equal to \( T_s = \alpha (K-1) + T \). The length of the overall TOs is assumed to be smaller than one packet transmission time, i.e., \( \alpha (K-1) < T \) for transmission efficiency of the time slot.

We define that each slot has two states, say open and closed, which is broadcast by the BS with a downlink feedback message. Users freely transmit their packets to an open slot, not a closed slot. In sending their packet to an open slot, the users go through a Bernoulli trial with (re)transmission probability \( p \); that is, each user draws a random number in the interval between 0 and 1. If it is less than \( p \), the user transmits; otherwise, no transmission. The users repeat this trial in every open slot. Upon (re)transmission, the user chooses one of TOs randomly and transmits the packet at its boundary. Note that if a packet is transmitted at the boundary of the last TO, e.g., the 6-th TO shown in Fig. 1 the packet transmission time ends at the slot boundary such that it can not interfere with the transmissions in the next slot.

As in S-ALOHA system without TOs, if only one packet is transmitted in a (open) slot, the transmission is declared successful. This channel outcome is informed by the BS with a feedback message over the downlink. A slot without a packet transmission is called idle. Fig. 2 illustrates various channel outcomes. Success and idle open slots can be observed at slots \( t_1 \) and \( t_5 \), respectively. In these two cases, the state of the next slot is always open. The slots at \( t_4 \) and \( t_7 \) are success but closed. This shall be explained soon.

When more than one packets are transmitted in an open slot as shown in Fig. 1 or at slots \( t_2 \) and \( t_5 \) in Fig. 2 a collision occurs. In these cases, the BS extracts two pieces of information; that is, two TOs, where the first packet and the last packet transmissions take place in a slot. The BS can obtain the information on the aforementioned two TOs by observing at which TO the first packet is transmitted in the slot and where the transmission ends. To this end, we assume that the users use a transmit power control scheme so that the received power of the packet is a predefined value, i.e., decoding threshold. To detect the beginning and end of a

\[ \text{Fig. 1. Slot structure \( T_s \) with six TOs (\( K = 6 \)).} \]
transmission, i.e., collision, in a slot, we can consider two methods [34]–[36]. The first one is that the BS can make use of an energy detection used to detect a collision as in IEEE 802.11 wireless local area networks (WLANs). The access point (AP) and the users sense the channel using energy detection and detect the beginning and end of a collision. Then, they resume the backoff count in carrier sense multiple access (CSMA) right after collision. In the proposed system, only the BS can find the beginning and end of a collision using energy detection. Notice that since the length of packet is fixed and known in S-ALOHA, subtracting one packet length from the end of a transmission gives the TO, where the last packet is transmitted. A second method is that a preamble and a postamble can be appended to each packet. The BS can use a sliding window technique with the preamble and postamble to find the beginning of the first packet and the end of the last packet in the transmission. So long as the packets are aligned at TOs, even if some packets are superposed at the TO that the transmission begins or ends, correlating the preamble or postamble with incoming packets can yield some peak energy, at which the TOs are identified. Once detecting the end of a collision, the BS can figure out the TO, where the last packet transmission begins, by subtracting one packet transmission time from the end of the overall transmission.

We define two types of collisions in open slot. Since it is possible that all the packets in a collision could be transmitted at the same TO, the collision that at least one packet is transmitted at a different TO is defined as type-1 collision; otherwise, type-2 collision. Type-1 collision is found at slots $t_2$ and $t_5$ in Fig. 2 while type-2 collision at slot $t_6$, i.e., all packets transmitted at the same TO. Although the collision at slot $t_6$ looks like type-2 collision, it is differently treated as it occurs within a closed slot, which is also explained later.

Let us describe the retransmission rules upon each type of collisions. Upon type-1 collision, just before slot $t_2$, the BS broadcasts the information for the two TOs and the occurrence of type-1 collision, and additionally announces that the next two slots are closed. Thus, slots $t_3$, $t_4$, $t_6$, and $t_7$ are closed slot due to the collision at slots $t_2$ and $t_5$. Since the users involved in type-1 collision now know which TO they have chosen, the information for the two TOs enables them to realize whether their packet is either the first transmission, or the last one in the slot. For instance, suppose that the BS informs TOs 2 and 6 in Fig. 1 right before the next slot. When the users realize that their packet is the first one transmitted in the slot, they transmit their packet at any TO in the following (closed) slot. Furthermore, those who find their packet the last one in the slot will transmit their packet at any TO in the second following (closed) slot. Fig. 2 shows that the packets transmitted first and last in slot $t_2$ are retransmitted at slot $t_3$ and $t_4$, respectively. Therefore, in the two slots following the slot of type-1 collision, four cases are expected to observe. Firstly, if one packet is transmitted at each TO, where the first packet transmission and the last one occurs, respectively, these two packets are transmitted in the first following slot and the second following slot each. This results in two successful packet transmissions in the following two (closed) slots, e.g., slots $t_3$ and $t_4$. This is defined as type-0 success under type-1 collision. Secondly, suppose that only one packet is transmitted earliest at a TO, but multiple packet transmissions occur last at a TO in the same slot. Then, it can be expected that one packet is successfully transmitted in the first following slot, while a collision is found in the second following slot. Thirdly, as opposed to the second case, there can be multiple packet transmission earliest at a TO, while one packet is transmitted last at a TO in the same slot. This can be found at slot $t_5$ in Fig. 2. Accordingly, we expect a collision in the first following slot, i.e., slot $t_6$, and a success in the second following slot, i.e., slot $t_7$. The cases with a single success above are called type-1 and type-2 success under type-1 collision, respectively. Unfortunately, as the fourth case, multiple packets are transmitted earliest and last, respectively. If so, no packets (re)transmitted in the two successive slots are successfully received. This is particularly called three-slot collision under type-1 collision. Note that the state of the next slot after two closed slots due to type-1 collision will be always open. For two closed slots, no new packet transmissions are allowed. Let us move on to type-2 collision, where all the packets in a slot have been transmitted at the same TO. The BS can find this when it finds a transmission at a TO, but its receive power is greater than a predefined value. Upon this
collision, the BS can inform type-2 collision, e.g., slot $t_0$ in Fig. 2 and sets the state of the next slot to be open. This enables any users to access with probability $p$ again. Table I summarizes the overhead of the feedback information can be two bits to represent the channel outcome, i.e., success, type-1 or type-2 collision, and index of two TOs, i.e., $\log_2 K$ bits; thus, the total bits that we need are $2 + \log_2 K$ bits.

We make the following assumptions: First, the feedback message is immediately available. In practice, this assumption could be justified when a RA channel appears periodically in a slot of the frame in Fig. 2 such that there are enough slots for the BS to inform the feedback message between two RA channels. It should be noted that the slots along the time axis in Fig. 2 are drawn in a generic form. Second, we assume a strong channel coding scheme. Thus, the feedback message broadcast by the BS over the downlink is delivered to the users without an error, while the packets transmitted by users over uplink can not be decoded only due to collisions.

The proposed S-ALOHA with TOs is not necessarily intended for the current LTE and 5G NR. For practical implementation, a high level of synchronization and slot structure with TOs in Fig. 2 would be prerequisites to apply the proposed system to LTE and 5G NR, or the next generation wireless network. We assume that the users learn uplink synchronization through initial and periodic cell association processes. It is notable that feasibility of a high level of synchronization and the use of TOs can be found in the use of mini-slots in 5G NR [32]. More specifically, short packet transmissions over mini-slots recently have been considered in a slot. Additionally, as in Fig. 3, the interval between each TO and the last part for one packet transmission time in a slot are made slightly larger to absorb coarse synchronization at the boundary of TOs. A more detailed discussion may be beyond our scope. So, we leave for future work.

### III. Analysis and Algorithm Design

#### A. Throughput Analysis

**Theorem 1:** Suppose the system with $K$ TOs, where each of $n$ users always has a packet to transmit, i.e., *saturated* user. Throughput of this system (packets/T) can be obtained as

$$\tau_n(p) = \gamma \cdot \frac{\eta e^{-\eta} + 2d}{\sum_{i=0}^{n-1} \frac{K^{i+1} (K-j)^{i+1}}{K^{i+1}}},$$

where $\gamma = T/T_s$ and $T_s = (K-1)\alpha + T$.

**Proof:** See Appendix A

**Corollary 1:** As $n \rightarrow \infty$, $\tau_n$ is approximated as

$$\tau_\infty \approx \gamma \cdot \frac{\eta e^{-\eta}}{3 - 2e^{-\eta}(K(e^\frac{\eta}{n} - 1) + 1)}.$$

where $\eta = np$.

**Proof:** See Appendix B

**Corollary 2:** Average access delay $\mathbb{E}[D|n]$ is

$$\mathbb{E}[D|n] = \frac{n}{\tau_n}.$$

**Proof:** This can be proved by Little’s result [18], i.e., the number of backlogged users $n$ in the system equals to $\tau_n \mathbb{E}[D|n]$.

If the system has infinitely many TOs and infinitesimally short length of TO, i.e., $K \rightarrow \infty$ and $\alpha \rightarrow 0$, we can expect that the system achieves the upper-bound of throughput.

**Proposition 1:** The throughput upper-bound of S-ALOHA with TOs is expressed as

$$\tau^*_\infty = \frac{2 - (2 + np)e^{-np}}{3 - 2e^{-np}(1 + np)}.$$ 

**Proof:** See Appendix C

In Proposition 1 the throughput upper-bound is expressed as a function of $np$. Let us examine the maximum throughput, denoted by $\tau^*_\infty$, for $np$ in the following corollary. For a large population, the system can not provide more than this due to $\alpha \rightarrow 0$ and $K \rightarrow \infty$.

**Corollary 3:** The maximum of $\tau^*_\infty$ with respect to $np$ is

$$\tau^*_\infty \approx 0.673.$$

**Proof:** To find the optimal $np^*$, which maximizes the $\tau^*_\infty$, we calculate the $np$ that makes $\frac{d\tau^*_\infty}{d(np)} = 0$, that is $2e^{-np} +
Algorithm 1 Proposed Bayesian backoff algorithm

1: Initialize \( \lambda_0 = 0, \nu_0 = 1, p^0_0 = 1, L_0 = 1 \), and do this every open slot \( t = 1, 2, \ldots \).
2: \( \lambda_t = \theta \lambda_{t-1} + (1 - \theta) \frac{\mathbb{I}(S) + \mathbb{I}(C_1)}{L_{t-1}} \).
3: if the current slot is idle or success then
4: \( \nu_t = \max(\nu_{t-1} - \kappa, 0) \) and \( L_t = 1 \)
5: else if the current slot is type-1 collision then
6: \( \nu_t = \max(\nu_{t-1} + \frac{\kappa}{e^{\kappa} - 1}, 2) - s \) and \( L_t = 3 \)
7: else
8: \( \nu_t = \max(\nu_{t-1} + \frac{\kappa}{e^{\kappa} - 1}, 2) \) and \( L_t = 1 \).
9: end if
10: \( \nu_t \leftarrow \nu_t + \lambda_t L_t \).
11: Broadcast \( p^*_{t+1} = \min(\kappa/\nu_t, 1) \) for the next open slot.

After deriving each step of the proposed algorithm, we first introduce how it works. In Algorithm 1, \( \lambda_t \) (packets/slot) is the BS’s estimation on the mean rate of new packet arrivals at slot \( t \), and \( \mathbb{I}(x) \) denotes an indicator function, which takes one if \( x \) is true; otherwise, zero. It is notable that this kind of mean estimation does not depend on the traffic models. In addition, \( s \) indicates the number of packets successfully transmitted for two consecutive slots after type-1 collision. A first-order autoregressive model with weighting factor \( \theta \in (0, 1) \) is used for estimating \( \lambda_t \); whenever a success by a single packet transmission in a slot, or type-1 collision occurs, one or \( s \) packets are successfully transmitted. If this is divided by the number of slots between two consecutive open slots, denoted by \( L_t \), it becomes the output rate from the system, i.e., throughput in the unit of packets per slot. The estimation on \( \lambda_t \) in line 2 is based on the assumption that the output rate would be equal to the input rate in equilibrium.

As shown in lines 3, 5, and 7, the BS observes the channel outcome of every open slot and then estimates the (average) number of backlogged users \( \nu_t \) in lines 4, 6, and 8 according to the channel outcome. Particularly, \( L_t \) in lines 6 and 8 can take three slots and one slot, depending on type-1 or type-2 collision, respectively. In line 10, \( \nu_t \) is updated by the estimated new arrivals for \( L_t \) slots. In line 11, the BS broadcasts the throughput-optimal (re)transmission probability \( p^*_{t+1} \) for the next open slot so that the backlogged users apply it. Therefore, instead of assuming a particular traffic arrival model, Algorithm 1 estimates the number of backlogged users \( \nu_t \) in an online manner and controls the transmission probability \( p_t \) accordingly. Consequently, Algorithm 1 has capability of adapting to traffic arrival dynamics.

We derive the update equations in lines 4, 6, and 8 in Algorithm 1. Hereafter, the subscript \( t \) of \( \nu_t \) is dropped for convenience. Let us remind that the number of backlogged users is not known to the BS a priori. The BS estimates the number of backlogged users by a Poisson distribution with mean \( \nu \) as the a priori distribution (or belief). Then, we can write the probability that the number of backlogged users is \( k \) as

\[
\Phi_k(\nu) = \frac{\nu^k}{k!} e^{-\nu}.
\]

In lines 4, 6 and 8, \( \kappa = \nu p \) is a system parameter that depends on \( K \), which is given in Remark 1 at the end of this subsection.

Based on the BS’s belief that there are \( n \) backlogged users, the joint probability that an idle slot occurs when \( n \) users are backlogged is then expressed as

\[
\Pr[I, n] = \mathcal{B}_n^0(p)\Phi_n(\nu).
\]

The probability of a slot being idle is expressed as

\[
\Pr[I] = \sum_{n=0}^{\infty} \Pr[I, n] = e^{-\nu p}.
\]

Once the slot is found idle, the BS can update its previous belief for the next open slot by using the a posteriori probability of \( n \) backlogged users given the idle slot:

\[
\Pr[n|I] = \frac{\Pr[I, n]}{\Pr[I]} = \Phi_n(\nu (1 - p)) \cdot
\]

Then, the expectation of \( \text{Pr}[n|I] \) is obtained as

\[
\mathbb{E}[n|I] = \sum_{n=0}^{\infty} n \Pr[n|I] = \nu (1 - p).
\]

In line 4, we have used \( \nu (1 - p) = \nu - \kappa \).

By the same token, the joint probability of a successful slot by a single packet transmission with \( n \) backlogged users can be expressed as

\[
\Pr[S, n] = \mathcal{B}_n^0(p)\Phi_n(\nu).
\]
Provided that the channel outcome is success, the BS’s belief is updated by the a posteriori probability of $n$ backlogged users:

$$\Pr[n|\mathcal{S}] = \frac{\Pr[S,n]}{\Pr[S]} = \Phi_{n-1}(\nu(1-p)).$$

The expectation of (14) is obtained as

$$\mathbb{E}[n|\mathcal{S}] = \nu(1-p) + 1.$$  

In this case, we subtract one from (15) for the update equation in line 4, which accounts for the packet successfully transmitted.

It is noteworthy that the a posteriori distributions in (10) and (14) are also a Poisson distribution with mean rate $\nu(1-p)$, the same form of the a priori distribution.

Let us recall that $\mathcal{C}$ indicates a collision regardless of type-1 or type-2. The joint probability that (re)transmissions from $n$ backlogged users result in a collision is expressed as

$$\Pr[\mathcal{C}, n] = (1 - B^0_n(p) - B^1_n(p))\Phi_n(\nu).$$

The probability that a collision happens in a slot is expressed as

$$\Pr[\mathcal{C}] = \sum_{n=1}^{\infty} \Pr[\mathcal{C}, n] = 1 - (1 + \nu p)e^{-\nu p}.$$  

The a posteriori probability of $n$ backlogged users found given a collision slot is expressed as

$$\Pr[n|\mathcal{C}] = \frac{\Pr[\mathcal{C}, n]}{\Pr[\mathcal{C}]} = \frac{(1 - B^0_n(p) - B^1_n(p))\Phi_n(\nu)}{1 - (1 + \nu p)e^{-\nu p}}$$

$$= \Phi_n(\nu) - e^{-\nu p} \left( \Phi_n(\nu(1-p)) + \nu p \Phi_{n-1}(\nu(1-p)) \right) / \left(1 - (1 + \nu p)e^{-\nu p}\right).$$

Although (18) is no longer a Poisson distribution, the BS still holds the belief that it would be a Poisson distribution with mean

$$\mathbb{E}[n|\mathcal{C}] = \nu + \frac{(\nu p)^2}{e^{\nu p} - \nu p - 1}.$$  

To find $\kappa$ in lines 4, 6 and 8, let us construct the following lemma.

Lemma 1: Suppose that the BS estimates the number of backlogged users by a Poisson distribution with mean rate $\nu$. Throughput under this assumption, denoted by $\bar{\tau}_\nu$ (packets/T), is expressed as

$$\bar{\tau}_\nu = \gamma \frac{\nu p e^{-\nu p} + 2\nu p \left[ e^{\frac{\nu p}{T}} - e^{-\nu p} - (K - 1)e^{-\nu p} \right]}{3 - 2e^{-\nu p} + (K e^{\frac{\nu p}{T}} - 1) + 1},$$

where $\gamma = T/T_s$.

Proof: Using renewal reward theorem, we can write $\bar{\tau}_\nu$ as

$$\bar{\tau}_\nu = \sum_{n=1}^{\infty} \frac{\mathbb{E}[R(n)]\Phi_n(\nu)}{\sum_{n=0}^{\infty} \mathbb{E}[Z(n)]\Phi_n(\nu)/T}.$$  

Due to the Poisson distribution of the backlogged users, both the numerator and the denominator are averaged over the number of backlogged users. The normalization by $T$ appears in the denominator because the throughput has the unit of packets per $T$. Putting (10) and (13) into (21) yields the result. Interestingly, the expression of $\bar{\tau}_\nu$ becomes $\tau_{\infty}$ in (2) if we set $\eta = \nu p$.

Table I lists $\kappa$ values according to $K$, whereas $\bar{\tau}^*$ indicates $\bar{\tau}_\nu$ with $\kappa$. We obtain Table II by numerical search for (20). To see a relationship between $\kappa$, $\bar{\tau}^*$ and $K$, the following remark can be given:
Fig. 5. Throughput behavior of S-ALOHA system with $\alpha = 0.07$ and 0.14.
Remark 1: For $2 \leq K \leq 32$, the throughput-optimal retransmission is numerically obtained as $p^*_\nu = \frac{\kappa}{\nu}$, where constant $\kappa$ is expressed as

$$\kappa = 0.2697 \log_2 K + 0.8943.$$  

(22)

Plugging $\kappa$ into $\tilde{\tau}_\nu$ yields

$$\tilde{\tau}_\nu^* = \gamma \left( 0.673 - \frac{0.7828}{K + 1.904} \right).$$  

(23)

Especially for $K = 1$, we have $\kappa = 1$. In Fig. 4, it is interesting to see that the throughput increases in $K$ when optimal $\kappa$ is used, and converges to 0.673$\gamma$. Note that the optimal parameter $\kappa$ we use in Section IV is found numerically from (20) instead of (22).

The update equations for $\nu_t$ in lines 4, 6, and 8 are obtained by plugging $\kappa$ into (11), (15), and (19), respectively. It is necessary to know how large the packet arrival rate $\lambda$ can be accepted by the proposed Bayesian backoff algorithm so long as the number of backlogged users grows infinite.

Lemma 2: S-ALOHA with TO is stabilized by Bayesian backoff algorithm since

$$\lambda < \min_{m \geq 1} \tau_m(p^*_m),$$  

(24)

where $p^*_m$ is given in Remark 1.

Proof: See Appendix D.

Corollary 4: S-ALOHA with TOs is unstable when the users make use of a fixed retransmission probability $p$. Proof: See Appendix E.

Corollary 4 shows importance of Bayesian backoff algorithm to stabilize the system.

C. Algorithm with Uniform Backoff Window

Until now, we have assumed that the BS broadcasts retransmission probability $p^*_{t+1}$ at each open slot and the backlogged users apply it for retransmission. As mentioned before, if not retransmitting with probability $1 - p^*_{t}$, they need to look for another retransmission at the next open slot. It can lead to more energy consumption, since the backlogged users keep on watching the broadcast message until transmitting. We consider the Bayesian backoff algorithm with uniform window. In this system, instead of $p^*_{t+1}$ in line 11, the BS broadcasts window size $U_{t+1}$. On receiving $U_{t+1}$, the backlogged users take on a counter randomly chosen between 0 and $U_{t+1} - 1$. If it is zero, those users retransmit if the slot is open. Otherwise, the backlogged user counts it down by one every slot without monitoring the broadcast message. With the count hitting zero, the backlogged user transmits if the slot is open. If not, i.e., closed slot, he does not retransmit and waits for the broadcast message at the end of the closed slot and repeats this with $U_{t+1}$, newly broadcast.

To determine $U_{t+1}$, the average retransmission interval of the algorithm with $p^*_{t+1}$ is $1/p^*_{t+1}$. If the backlogged users use (uniform) window $U_{t+1}$, its average retransmission interval is

$$U_{t+1}/2.$$  

By matching these averages, i.e., $U_{t+1}/2 = 1/p^*_{t+1}$ and making it an integer, we can find $U_{t+1}$ as

$$U_{t+1} = \left\lceil \frac{2}{p^*_{t+1}} \right\rceil.$$  

(25)

The advantage of this uniform window algorithm is that the BS broadcasts an integer-valued window size, instead of a real-valued probability. This is relatively easy to implement a few bits in a broadcast message. Moreover, the backlogged users do not need to monitor continuously the broadcast message.

IV. Numerical Results

We build simulation with Matlab: Run time of each simulation is set to $10^6$ slots and time-averaged result is obtained. Unless otherwise specified, in the following figures, the lines and symbols indicate analysis and simulation results, respectively. Throughout this section, we set the packet transmission time to one, i.e., $T = 1$ for convenience. It is also notable that the system with $K = 1$ is S-ALOHA without a TO.
Let us examine the maximum throughput and the existence of optimal transmission probability by varying population size first. Figs. 5(a) and 5(b) show the maximum (achievable) throughput vs. population size $n$ as $K$ increases for $\alpha = 0.07$ and 0.14, respectively. As population size $n$ grows large, the (original) S-ALOHA system with $K = 1$ shows 0.3679-throughput. However, for $K = 2$ and 3, we can see higher throughput $\tau_n = 0.441$ and 0.455, respectively in Fig. 5(a). Notice that throughput is significantly high if very small population size $n \leq 10$. As $n$ exceeds 20, throughput converges to a constant value. In Figs. 5(c) and 5(d) as in Remark 1, the existence of throughput-maximizing (optimal) transmission probability $p$ can be expected for each $n$. For example, the throughput with $n = 40$ can be maximized at $p = 0.03$ in Fig. 5(e) and $p = 0.0293$ in Fig. 5(f), respectively. It is notable that as $n$ increases, the throughput becomes sensitive to $p$. Figs. 5(e) and 5(f) illustrate how much throughput can increase for $n = 100$ as $K$ increases. In both figures, $K = 3$ improves the throughput as good as $K = 4$, because $K = 3$ brings sufficient contention resolution effect for $n = 100$ with reasonable efficiency.

Now, let us consider how $K$ and $\alpha$ affect the maximum throughput. In Fig. 5(a) when $K$ is increased up to 4 from 3, throughput goes down slightly. In Fig. 5(b) it can be seen that as $\alpha$ increases twice, the $K$ of yielding the highest throughput reduces from 4 to 2. This is because increasing $K$ brings about contention resolution effect, but too many $K$’s can lower transmission efficiency. In this sense, In Fig. 5 it can be seen that the smaller the $\alpha$, the higher throughput. For $\alpha = 0.07$, throughput goes up to 0.45, while it is below 0.45 for $\alpha = 0.14$. In Figs. 5(b) although throughput with $K = 4$ is better than S-ALOHA system without TOs, it is much lower than that with smaller $K$’s. Since a large $\alpha$ can lower transmission efficiency, keeping increasing $K$ does not necessarily bring throughput enhancement.

As mentioned Section 2, if one packet transmission takes one slot of 14 OFDM symbols and a TO has the length of one or two OFDMA symbols, we have $\alpha = 1/14 \approx 0.07$ and 2/14 $\approx 0.14$. It should be noted that the length of $\alpha$ is a relative value with respect to the packet transmission time.
Table III summarizes the optimal $K$ and $\kappa$ for several $\alpha$’s, while in Figs. 6(a)-6(b) throughput is depicted as either $\alpha$, or $K$, or both increases. Using Lemma 1 we obtain Table III. Given $\alpha$, we numerically find the best $K$ for the maximum throughput $\tau^*$ by trying all possible $K$. The observations from Table III can be summarized as follows: First, as $\alpha$ (an indicator of how fine micro-synchronism can be implemented in physical layer) increases, optimal $K$ (the number of TO’s) of maximizing throughput becomes smaller; $\kappa$ (an indicator of how aggressively users are encouraged to access) decreases. Second, since the overall redundancy by $\alpha$ and $K$ is $\alpha(K-1)$, such a redundancy reduces as $\alpha$ gets smaller. Third, as $\alpha$ decreases from 0.21 to 0.01, i.e., finer synchronism, the maximum throughput is improved from 5% to 50% with respect to S-ALOHA without TO’s.

In Fig. 6(a) for a large $K$, throughput decreases rapidly as $\alpha$ increases. Especially, for $\alpha \geq 0.28$, even though $K$ increases, we can not improve throughput better than S-ALOHA. It means that the duration of one TO should be less than 28% of one packet transmission time; otherwise, inefficient. For a given $\alpha$, the optimal $K$ can be found in Fig. 6(b). As $\alpha$ gets smaller, we can introduce more TO’s for higher throughput.

Returning to Figs. 5(c)-5(f), we can see throughput approximation by Corollary I, i.e., infinite population model, is also compared for $K = 4$. In Fig. 7 we further show the approximation in Corollary I for other $K$’s and $\alpha$’s against simulations and can observe good agreements between analysis and simulations. It can be seen that Poisson approximation made by Corollary I works reasonably well.

Figs. 8(c)-8(a) depict the average access delay of the Bayesian backoff algorithm, where $\lambda$ (packets/T) is the mean rate of new packet arrivals. The lines in Fig. 8 denote the simulation results. The proposed Bayesian backoff algorithm with retransmission probability $p^*\kappa$ and with uniform window $U_i$ are called algorithms 1 and 2, respectively. For the proposed Bayesian backoff algorithm, we set the weighting factor $\theta = 0.99$. For comparison, we consider a genie-aided system [51], where the BS knows the number of backlogged users at each slot perfectly. The difference is that the proposed Bayesian algorithm estimates the mean of backlogged users and applies it to control $p$, whereas the genie-aided system makes use of perfect knowledge in controlling $p$ to achieve the maximum throughput. Additionally, we compare FCFS splitting algorithm [18], whose maximum throughput is known as 0.487 (packets/slot), i.e., the best tree algorithm known so far. It works as follows: At each slot, the BS announces an allocation interval. The users whose packet arrived (or generated) in the allocation interval can transmit at the next slot. Upon a collision, the previous allocation interval will be halved, whose first half becomes the next allocation interval. Upon consecutive collisions, the user whose packet arrived first in the initial allocation interval can be found by successive halving. If a slot is found idle during this procedure, from the fact that a collision occurred in the previous slot, the users belonging to the second half interval know certainly at least two users in the interval. They immediately split into the interval and the users in the first half are allowed to transmit. More details can be referred to [18]. The weakness of FCFS algorithm for practical system is that the users’ packet arrival time in the allocation interval should be infinitesimally divisible, i.e., no packet arrived at the same time. If the arrival time of two packets is identical, there is an indefinite loop of collisions. This is much more harder to implement physically than a small TO, i.e., $\alpha$. Moreover, during a collision resolution period, where successive interval halving occurs, the users should not lose any feedback information and other users with a new packet keep listening to the feedback every slot. Otherwise, the sequence of retransmissions governing FCFS algorithm will be broken, which deteriorates the overall performance. If the length of a TO goes very small, i.e., $\alpha \to 0$ as infinitesimally divisible allocation interval in FCFS algorithm, the proposed algorithm can achieve 0.673 throughput as shown in Corollary I, which is much better than 0.487 of FCFS algorithm. In FCFS algorithm, if one successful transmission of the earliest arrival occurs, the next success of the next earliest arrival mostly follows during a contention resolution period. This is in fact an event of remarking the end of the ongoing contention resolution interval. In the proposed algorithm, the earliest and last arrivals in TOs can make a successful transmission and
In Fig. 8 we can make the following observations: Referring to the maximum throughput presented in Figs. 5(a) and 5(b) as $\lambda$ gets close to $\tau^*$, it can be seen that the average access delay starts to grow without a bound. As mentioned before, notice that the system with $K = 1$ is S-ALOHA. Remarkably, algorithms 1 and 2 show almost identical performance in all the settings. For $\alpha = 0.07$, the proposed algorithm is much better than S-ALOHA without a TO, whereas FCFS algorithm seems better than the proposed algorithm. However, let us recall that it is not possible to implement FCFS algorithm in practice. As $\alpha$ becomes smaller from 0.07 in Fig. 8(a) to 0.01 in Fig. 8(c) the performance of the proposed Bayesian algorithm seems more sensitive to $K$ and becomes better than FCFS algorithm.

To show the advantage of Algorithm 2 over Algorithm 1 in terms of energy consumption for monitoring BS broadcast message, we show the average number of users monitoring the feedback from BS per slot, denoted by $E[m_r]$, when $\alpha = 0.04$ in Fig. 9. The more users monitor the feedback, the higher the energy consumption. It can be observed that Algorithm 2 reduces significantly the number of feedback-monitoring users, which is less than five. With FCFS splitting algorithm, the number of the users monitoring the feedback is larger than in S-ALOHA with Algorithm 1 and four TOs. This is because all the users with FCFS algorithm should monitor it to find the end of each CRP.

In Figs. 10(a) and 10(b) we check whether our Poisson assumption on (18), i.e., the a prior distribution, can be validated; recall that instead of (18), Poisson distribution with mean (19) is used for deriving the algorithm. In Fig. 10(a) we compare the a posteriori distribution of (18), Poisson distribution and the empirical distribution from simulations. As $\nu$ increases, three distributions match well. In Fig. 10(b) we examine Kullback-Leibler divergence; it provides the information on how close together two distributions can be. If $\nu$ is more than six, it can be seen that two distributions seem quite close. Finally, Fig. 10(c) presents how well the Bayesian backoff algorithm can track the true backlog size well even for time-varying $\lambda$. Instead of a constant $\lambda$, we vary $\lambda$ over time as follows: At the beginning, it is set to $\lambda = 0.039$ (packets/T). Every $10^4$ slots, $\lambda$ is raised by 0.039. When $\lambda$ reaches 0.429, it is reduced by 0.039 again every $10^4$ slots.

In contrast with Poisson arrivals, we use the following traffic model to test traffic of massive IoT devices [4]: For the system with a total of $N$ IoT devices, the devices are activated at time $x \in (0, T_A)$, whose probability density function (PDF) $f_B(x)$ is Beta distribution with parameters $a$ and $b$ as

$$f_B(x) = \frac{x^{a-1}(1-x)^{b-1}}{B(a,b)},$$

where $B(a,b) = \int_0^1 x^{a-1}(1-x)^{b-1} \, dx$ is the Beta function. If $T_A$ consists of $I_A$ slots, the expected number of newly activated devices in the $i$-th slot is given by $\lambda_i = N \int_0^1 F_B(x) \, dx$ for $i = 1, 2, \ldots, I_A$. We use $a = 3$, $b = 4$ and $T_A = 1000I'$, whereas the number of IoT devices $N$ is 1000 in Fig. 11(a) and 5000 in Fig. 11(b) respectively. It is
notable that the parameters of the proposed algorithm, e.g., \( \kappa \), (Alg. 1 in Fig. 11) do not change even with a different traffic model, because the throughput-optimal retransmission probability depends on the estimated average number of backlogged IoT devices in each slot. Fig. 11 shows the number of backlogged devices over time under the traffic model in (26). When it becomes zero, all the backlogged devices are cleared up. In Fig. 11(c) the total service time is presented. As the number of devices increases, FCFS algorithm becomes worse, while the total service time of the proposed algorithm moderately increases.

Remark 2: In practice, the BS may not be able to distinguish type-1 and type-2 collisions perfectly due to imperfect energy detection techniques. By introducing the misdetection probability of type-1 collision \( q \), we can discuss its effect on the performance of the proposed system. Although we can not relate this probability \( q \) to how practical physical layer techniques often fail, our generic modeling is still valuable to capture some insight to understand the effect of misdetection. With this new parameter \( q \), the throughput (packets/T) in (1) can be modified by

\[
\tau_n(p, q) = \gamma \cdot \frac{B_n^1(p) + 2(1-q)\sum_{i=2}^{n} \sum_{j=1}^{K-1} \frac{iB_n^1(p)}{K} (K-j)^{i-1}}{3 - 2q - 2(1-q)\left(\sum_{i=0}^{n} B_i^1(p) + \sum_{i=2}^{n} \frac{B_i^1(p)}{K}\right)}
\]

When \( n \to \infty \), the above throughput can be approximated as

\[
\tau_\infty(q) \approx \gamma \cdot \frac{\eta e^{-\eta} + (1-q) \frac{2q}{K} \frac{e^{-\frac{\eta}{1-e^{-\frac{\eta}}}} - (K-1)e^{-\eta}}{1-e^{-\frac{\eta}}}}{3 - 2q - 2(1-q) e^{-\eta} (K (e^{\frac{\eta}{1-e^{-\frac{\eta}}}} - 1) + 1)},
\]

where \( \eta = np \). By numerically searching for the optimal \( \eta \) that maximizes \( \tau_\infty(q) \), we plot Fig. 12 when \( \alpha = 0.04 \). For \( q = 1 \), the BS cannot distinguish types of collisions. Thus, we cannot expect throughput improvement compared to conventional S-ALOHA due to time resource additionally used for TOS. However, as \( q \) decreases, i.e., the BS is able to distinguish types of collisions, the throughput improvement becomes more significant. It can be also observed that the value of \( K \) shall be chosen suitably.

Fig. 13 shows the average access delay of Algorithm 1 for various \( q \)'s when \( \alpha = 0.04 \) and \( K = 4 \). When running Algorithm 1 we used the optimal transmission probability by assuming \( q = 0 \) because the BS may not know the value of \( q \) a priori. We can observe that the proposed system still works properly, and the delay performance becomes better and the stable region for the arrival rate becomes larger when \( q \) decreases.

V. CONCLUSION

This work proposed a novel S-ALOHA system with TOS for the next generation multiple access, where the TOS play a vital role in distinguishing the first and the last packets transmitted in a collision. We analyzed throughput and the average access delay under the saturated system so that throughput behavior and the maximum throughput with a fixed (re)transmission probability \( p \) can be characterized according to the length and the number of TOS, i.e., \( \alpha \) and \( K \). Furthermore, a pair of the
throughput-optimal system parameters \((\alpha, K)\), which is found numerically, was assumed when the estimated backlog size is assumed to have Poisson distribution. Their effectiveness was confirmed by simulations with the traffic arrival patterns of Poisson and Beta distributions. Since the system runs in unsaturated condition in practice, it has been shown that the unsaturated system can be unstable with a fixed retransmission probability. To cope with this in practical versatile environments, we proposed a Bayesian backoff algorithm that controls (re)transmission probability or uniform window dynamically to realize the maximum throughput under unsaturated traffic scenarios. Results showed that S-ALOHA system with TOs can achieve more than the known throughput barriers of S-ALOHA and tree algorithm, i.e., 0.3679, and 0.487. The throughput gain of the proposed system comes from a high precision of synchronization at TOs in physical layer. As future work, it is interesting to see how imperfect synchronization can harm the performance presented here.

Fig. 12. Maximum throughput of \(\tau_\infty(q)\) over \(q\).

Algorithm 1, \(\alpha = 0.04, K = 4\)

Fig. 13. Average access delay with different \(q\).

**APPENDIX A**

**Proof of Theorem 1**

The throughput \(\tau_n(p)\) is obtained based on renewal reward theorem in [30]. As in Fig. 2 the channel goes through success, type-1 or 2 collision, and idle, randomly, which form a renewal cycle. Then, we can find the average reward obtained over the average length of the renewal cycle:

\[
\tau_n = \frac{\mathbb{E}[R|n]}{\mathbb{E}[Z|n]/T},
\]

where \(\mathbb{E}[R|n]\) and \(\mathbb{E}[Z|n]\) are the average reward and the average renewal length given \(n\) users. The normalization by \(T\) appears in the denominator because we set the unit of the throughput by packets per \(T\) (sec).

To find the average reward \(\mathbb{E}[R|n]\), let us denote by \(\Pr[S|n]\) the probability of success due to a single packet transmission in a slot, by \(\Pr[S_{i,c}|n]\) the probability of type-\(i\) success under type-1 collision, and by \(\Pr[\omega|n]\) the probability of a three-slot collision under type-1 collision, respectively. Then, \(\mathbb{E}[R|n]\) is expressed as

\[
\mathbb{E}[R|n] = \Pr[S|n] + 2\Pr[S_{0,c}|n] + \sum_{i=1}^{2} \Pr[S_{i,c}|n].
\]

Letting \(B^n_i(p) = \binom{n}{i}p^i(1-p)^{n-i}\), we get \(\Pr[S|n]\) as

\[
\Pr[S|n] = B^n_i(p).
\]

To get other terms in (30), let us define \(\Pr[S_i|n]\) for \(i = 1, 2\) as

\[
\Pr[S_i|n] = \Pr[S_{0,c}|n] + \Pr[S_{i,c}|n].
\]

Eq. (32) accounts for the probability that the packet transmission in the \(i\)-th following slot under type-1 collision for \(i \in \{1, 2\}\) is successful. It does not matter whether the packet transmitted in the other slot (e.g., in the first slot if \(i = 2\)) is success or not. Since using (32) we have

\[
2\Pr[S_{0,c}|n] + \sum_{i=1}^{2} \Pr[S_{i,c}|n] = \sum_{i=1}^{2} \Pr[S_i|n],
\]

we can rewrite (30) as

\[
\mathbb{E}[R|n] = \Pr[S|n] + \sum_{i=1}^{2} \Pr[S_i|n].
\]

In order to get \(\Pr[S_1|n]\), we first calculate the probability that the earliest packet transmission occurs at the \(j\)-th TO in type-1 collision while the others are transmitted after the \(j\)-th TO, given a total of \(i\) packets transmitted in a slot. This is denoted by \(\Pr[S_1,j|i,n]\) and we get it as

\[
\Pr[S_1,j|i,n] = \binom{i}{j} \frac{1}{K} \left(1 - \frac{j}{K}\right)^{i-1}.
\]

In (35), it can be read that the number of ways of picking up one among \(i\) users is \(\binom{i}{j}\), while the probability that the chosen user transmits to the \(j\)-th TO is \(1/K\) due to random choice. Finally, we have the probability that the remaining \(i-1\) users transmit to the remaining \(K-j\) TOs after the \(j\)-th TO is \(((K-j)/K)^{i-1} \).
To get rid of $j$ in (35), let us consider $\Pr[S_1|i,n]$, i.e., the probability that the packet transmission in the first slot following after type-1 collision is successful, given that a total of $i$ packets have been transmitted in the previous collision slot. Summing this over $j$, we have

$$\Pr[S_1|i,n] = \sum_{j=1}^{K-1} \Pr[S_1,j|i,n] = \sum_{j=1}^{K-1} \frac{i}{K^j} (K-j)^{i-1}. \quad (36)$$

Using (36), we can get $\Pr[S_1|i,n]$:

$$\Pr[S_1|i,n] = \sum_{i=2}^{n} iB_n^i(p) \Pr[S_1|i,n] = \sum_{i=2}^{n} \sum_{j=1}^{K-1} \frac{i}{K^j} (K-j)^{i-1}. \quad (37)$$

Similarly, to find the expression of $\Pr[S_2|i,n]$, let us consider $\Pr[S_2,i,j|i,n]$, i.e., the probability that upon type-1 collision, given a total of $i$ packets transmitted in the slot, only one packet is transmitted last at the $j$-th TO, while the other packets are transmitted before the $j$-th TO:

$$\Pr[S_2,i,j|i,n] = \left(\frac{i}{1} \right) \frac{1}{K} \left(\frac{j-1}{K}\right)^{i-1}. \quad (38)$$

As in (35), we have $\binom{i}{1}$ ways of choosing one of $i$ users randomly, this user transmits at the $j$-th TO with probability $1/K$. In addition, the probability that the remaining $i-1$ users transmit to $j-1$ TOs before the $j$-th TO is $(i-1)/(K)^{i-1}$.

As in (37), $\Pr[S_2|i,n]$ denotes the probability that given a total of $i$ packets transmitted in the slot of type-1 collision, a successful packet transmission occurs in the second following slot. This can be calculated as

$$\Pr[S_2|i,n] = \sum_{j=2}^{K} \Pr[S_2,j|i,n] = \sum_{j=2}^{K-1} \frac{i}{K^j} (K-j)^{i-1} \quad (39)$$

Therefore, we further have $\Pr[S_2|i,n] = \Pr[S_1|i,n]$.

So far we have obtained the average reward $E[R|n]$ in (29). Let us find the average renewal length $E[Z|n]$ in (29). To do this, let $\Pr[I|n]$ be the probability that a slot is found idle given $n$ users in Fig. 2, while $\Pr[C_i|n]$ indicates the probability of type-i collision. In addition, when $E[Z|x,n]$ is the expected time period given event $x$, $E[Z|n]$ can be expressed as

$$E[Z|n] = E[Z|I,n] \Pr[I|n] + E[Z|S,n] \Pr[S|n] + E[Z|C_2,n] \Pr[C_2|n] + E[Z|C_1,n] \Pr[C_1|n]. \quad (40)$$

From Fig. 2 it is not difficult to see that

$$E[Z|I,n] = E[Z|S,n] = E[Z|C_2,n] = T_s, \quad (41)$$

and since type-1 collision takes three slots, we have

$$E[Z|C_1,n] = 3T_s. \quad (42)$$

Therefore, $E[Z|n]$ in (40) can be expressed as

$$E[Z|n] = T_s \left( \Pr[I|n] + \Pr[S|n] + \Pr[C_2|n] + 3 \Pr[C_1|n] \right). \quad (43)$$

where $\Pr[S|n]$ is given in (31).

Since an idle slot occurs when no one transmits, we have

$$\Pr[I|n] = B_n^0(p). \quad (44)$$

To get $\Pr[C_2|n]$, let $\Pr[C_2|i,n]$ denote the probability of type-2 collision, i.e., probability that all packets are transmitted in the same TO, given a total of $i$ packets transmitted in the slot:

$$\Pr[C_2|i,n] = \frac{K}{1} \left(\frac{1}{K}\right)^i = \frac{1}{K^{i-1}}. \quad (45)$$

Then, we can get $\Pr[C_2|n]$:

$$\Pr[C_2|n] = \sum_{i=2}^{n} \frac{1}{K^{i-1}} B_n^i(p). \quad (46)$$

Finally, we need to find $\Pr[C_1|n]$ in (40). Let $\Pr[C|n]$ denote the probability of the overall collision probability, i.e.,

$$\Pr[C|n] = \Pr[C_1 \cup C_2|n] = \Pr[C_1|n] + \Pr[C_2|n]$$

and

$$\Pr[C|n] + \Pr[I|n] + \Pr[S|n] = 1. \quad (47)$$

We then get

$$\Pr[C_1|n] = 1 - \Pr[I|n] - \Pr[S|n] - \Pr[C_2|n] = 1 - B_n^0(p) - B_n^i(p) - \sum_{i=2}^{n} \frac{1}{K^{i-1}} B_n^i(p). \quad (48)$$

Based on (31), (44), (46), and (48), we can obtain $E[Z|n]$ in (43). This completes the proof.

**Appendix B**

**Proof of Corollary 1**

Since a binomial distribution is approximated by a Poisson distribution as $n$ grows large, i.e., $\eta = np$ as $n \rightarrow \infty$ and $p \rightarrow 0$, let us start with replacing $B_n^i(p)$ with $\Phi_i(\eta)$ when $n$ gets large:

$$\eta \approx \frac{\Phi_i(\eta) + 2 \sum_{j=1}^{K-1} \frac{i \Phi_i(\eta)}{K} (K-j)^{-1}}{3 - 2 \sum_{i=0}^{\infty} \Phi_i(\eta) + \frac{\sum_{i=2}^{\infty} \Phi_i(\eta)}{K}} \approx \frac{\Phi_i(\eta) + 2 \sum_{j=1}^{K-1} \frac{\Phi_i(\eta)}{\eta} \sum_{i=2}^{\infty} \Phi_i(\eta) \left(1 - \frac{1}{K}\right)}{3 - 2 \sum_{i=0}^{\infty} \Phi_i(\eta) + \frac{\sum_{i=2}^{\infty} \Phi_i(\eta)}{\eta}} \approx \frac{\Phi_i(\eta) + \eta \sum_{j=1}^{K-1} \frac{\Phi_i(\eta)}{\eta} \left(1 - \frac{1}{K}\right)}{3 - 2 \sum_{i=0}^{\infty} \Phi_i(\eta) + \frac{\sum_{i=2}^{\infty} \Phi_i(\eta)}{\eta}} \approx \eta e^{-\eta} + \frac{\eta}{K} \sum_{j=1}^{K-1} (e^{-\frac{1}{K}} - (K-1)e^{-\eta})$$

$$\approx \eta e^{-\eta} + \frac{\eta}{K} \left( \sum_{j=1}^{K-1} (e^{-\frac{1}{K}} - (K-1)e^{-\eta}) \right) \approx \eta e^{-\eta} + 3 - 2e^{-\eta} (K(e^{-\frac{1}{K}} - 1) + 1),$$

which can be further simplified as (2).
Plugging (52) into (53), we get

\[
E[X_{t+L_t} - X_t | X_t = m] = E[-B_t + A_{L_t} | X_t = m] = -E[B_t | X_t = m] + E[A_{L_t} | X_t = m] < 0.
\]

In fact, \(E[B_t | X_t = m]\) is the average number of successful transmissions given \(m\) backlogged users:

\[
E[B_t | X_t = m] = E[R|m].
\]

Moreover, \(E[A_{L_t} | X_t = m]\) is the mean packet arrivals to the system:

\[
E[A_{L_t} | X_t = m] = \lambda E[Z|m]/T.
\]

where \(\lambda\) (packets/T) is the average packet arrival rate to the system. Plugging (55) and (56) into (53), we have

\[
\lambda < \frac{E[R|m]}{E[Z|m]/T} = \tau_m(p).
\]

If we use \(p^*_m\) (throughput-optimal retransmission probability for \(m\) backlogged users) for \(p\), the right-hand side (RHS) of (57) is the maximum throughput given \(m\). If we find its minimum, (53) always holds.
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