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Abstract

Current shadow detection methods perform poorly when detecting shadow regions that are small, unclear or have blurry edges. In this work, we attempt to address this problem on two fronts. First, we propose a Fine Context-aware Shadow Detection Network (FCSD-Net), where we constraint the receptive field size and focus on low-level features to learn fine context features better. Second, we propose a new learning strategy, called Restore to Detect (R2D), where we show that when a deep neural network is trained for restoration (shadow removal), it learns meaningful features to delineate the shadow masks as well. To make use of this complementary nature of shadow detection and removal tasks, we train an auxiliary network for shadow removal and propose a complementary feature learning block (CFL) to learn and fuse meaningful features from shadow removal network to the shadow detection network. We train the proposed network, FCSD-Net, using the R2D learning strategy across multiple datasets. Experimental results on three public shadow detection datasets (ISTD, SBU and UCF) show that our method improves the shadow detection performance while being able to detect fine context better compared to the other recent methods. Our proposed learning strategy can also be adopted easily as a useful pipeline in future advances in shadow detection and removal.

1. Introduction

There is a high probability of the presence of shadows in any image captured in natural conditions. Shadows are caused by objects occluding the light from the illumination source thus causing color, intensity and texture changes in the surface where the light is obstructed. Presence of a single object with an illumination source is enough to cast a shadow (excluding perpendicular conditions), be it outdoors or indoors. Detecting shadows is of high importance in computer vision because of two main reasons. First, shadows hamper the image scene causing a performance drop for other major vision tasks like semantic segmentation [11], object detection [29], video surveillance [28] and visual tracking [7]. In these tasks, careful delineation or removal of shadows aids in a performance boost. Second, detecting shadows help in other tasks like inferring the scene geometry [19, 18, 31], camera parameters [42] and light source localization [32, 22].

Traditional methods proposed for shadow detection in images develop physical models [10, 9] or use machine learning models based on hand-crafted features [23, 16, 46]. Following the popularity of deep learning methods in solving computer vision tasks, a lot of methods based on convolutional neural networks (ConvNets) were proposed for the task of shadow detection [44, 45, 47, 40, 39, 41, 4, 38, 37, 30]. ConvNet-based methods are found to be successful for shadow detection as they are able to learn global contexts of the shadow region better than any other previous methods. This key property is specifically demonstrated in recent works [47, 30, 15]. However, these methods perform poorly when shadow regions are small or have blurry boundaries. In this work, we focus on solving the fine-context problem in shadow detection.

First, we propose a new network architecture for the de-
 restoration task to improve the detection task. The closest work is [39] where a stacked conditional generative adversarial network was designed to solve shadow detection and removal in sequence. It adds the shadow detection mask as an input the removal network however its detection pipeline remains generic. We propose a new learning strategy for shadow detection, called Restore to Detect (R2D), where we have a restoration network \( R() \) that learns shadow removal as an auxiliary task and feeds the feature maps learned to the detection network \( D() \). We also propose a complementary feature leaning block (CFL) that learns to feed only the shadow features from \( R() \) to \( D() \).

The proposed learning framework R2D is illustrated in Fig 1. To the best of our knowledge, this is the first work that attempts to use the shadow removal task to enhance shadow detection. We perform extensive experiments on multiple datasets to show that our proposed network FCSD-Net with the proposed learning strategy R2D performs better than the existing methods both qualitatively and quantitatively.

The main contributions of this paper are as follows:

- We propose FCSD-Net that can effectively detect shadow regions which are unclear, blurry or small. It also reduces the false-detection of background regions with similar color and intensity as shadows.
- We propose a new learning strategy called Restore to Detect (R2D) that leverages the feature maps learned during shadow removal for enhancing the performance of shadow detection. This learning strategy can be easily adopted by any current or future shadow detection methods with ease.
- We achieve improvements in performance across three public shadow detection datasets - SBU [38], UCF [46] and ISTD [39] both quantitatively and qualitatively, especially in confounding cases.

2. Related Work

Traditional methods. Early methods for shadow detection focused on hand crafting meaningful features to discriminate the shadow from the background in the image. For example, [23, 16, 46] design hand-crafted features based on edge and pixel information of shadow regions for shadow detection in consumer photographs. Later, various classifiers were explored using the hand-crafted features. In particular, Huang et al. [16] used edge features of shadow to train an SVM [13] for shadow detection. Guo et al. [12] used a graph-based classifier to segment shadows using illumination features. Vicente et al. [37] used MRF to boost the shadow detection performance by using pairwise region context information. Few early works [9, 10] also explored building illumination and color based models to segment.
shadows. Most of these methods perform poorly in complex scenarios as hand-crafted features do not discriminate shadow region from the image background well.

Deep learning-based methods. Following the success of deep learning in various computer vision tasks such as semantic segmentation, object detection, image restoration, and image-to-image translation, various ConvNet-based methods for shadow detection have been proposed in the literature \cite{20, 38, 30, 25, 15}. Khan et al. \cite{20} first used a simple 7 layer ConvNet to automatically extract the feature descriptors for shadow detection. The feature learning part was done at the super-pixel level and along the shadow boundaries. Vicente et al. \cite{38} proposed a semantic patch level ConvNet to train efficiently on patches while also using the image level semantic information. Nguyen et al. \cite{30} introduced scGAN where cGAN was tailor-made for the task of shadow detection. scGAN used an adversarial approach to model high-level context and global features better. He et al. \cite{25} proposed another adversarial strategy where two separate networks - attenuation network and shadow detection network were trained together in an adversarial way where the attenuation network tries to fool the detection network’s shadow prediction by modifying the input shadow image. This effectively acts as data augmentation to training data as the shadow detection network is now trained on various new instances of the input data.

Hu et al. \cite{15} explored a direction-aware manner to analyze image context for shadow detection. A new module, direction-aware spatial context (DSC), was proposed which uses a spatial RNN to learn spatial context of shadows. Zhu et al. \cite{42} proposed a bidirectional feature pyramid network (BFPN) which combines contexts of two different ConvNets by using a recurrent attention residual (RAR) to refine the context features from deep to shallow layers. Hosseinzadeg et al. \cite{14} proposed obtaining a shadow prior first using multi-class SVM using statistical features and then use it along with the original image to train a patch-level ConvNet. Zheng et al. \cite{45} proposed a Distraction aware Shadow Detection (DSDNet) where a standalone Distraction-aware Shadow (DS) module was introduced to learn discriminative features for robust shadow detection. DS module learns to predict the false positive and false negative maps explicitly which helps in learning and integrating the visual distraction regions to get an efficient shadow detection. Wang et al. \cite{41} proposed a densely cascaded learning method to fuse both global and local details efficiently. Recently, Chen et al. \cite{6} proposed a semi-supervised framework using a teacher-student network where unlabeled shadow data were used to further improve the performance of the network.

3. Proposed Method

In this section, we explain our proposed architecture FCSD-Net and learning strategy R2D in detail.

3.1. Fine Context Shadow Detection

In most of the previous deep learning-based solutions for shadow detection, the ConvNets used are of a generic encoder-decoder network architecture where the input image is taken to a lower dimension. The conv layers are designed such that the receptive field size of the successive layers increases through every conv layer. This forces the network to focus on high level information in deeper layers. Although this actually helps the networks learn shadow structures of people and large objects well, it reduces the focus the network gives to smaller shadow regions and shadows with unclear boundaries. This happens because smaller shadow regions and sharper edges need conv filters with smaller receptive field to learn features that extract them. So, in our proposed solution to this problem we make use of an alternate design of ConvNets to focus more on fine details.

Consider a configuration of two conv layers in succession where \( I \) be the input image, \( F_1 \) and \( F_2 \) be the feature maps extracted from the conv layers 1 and 2, respectively. As in a generic ConvNet, let there be max-pooling layer between these conv layers. In this case, the receptive field of conv layer 2 (to which \( F_1 \) is forwarded) on the input image would be \( 2 \times k \times 2 \times k \). However if we have an upsampling layer instead of the max-pooling layer, the receptive field would become \( \frac{1}{k^2} \times k \times \frac{1}{k^2} \times k \). This helps in the alternative ConvNet architecture to learn more low-level information like edges and other finer details better.

3.2. FCSD-Net

Using the above concept, we propose FCSD-Net which is an end-to-end trainable network where the input is the image with shadow and the output is shadow segmentation. Similar to \cite{45, 47}, we use a ResNeXt backbone network for feature extraction. We select the output of the last conv layer of each conv block in the ResNeXt architecture. Specifically, we choose the features from the layers - conv1, res2c, res3b3, res4b22 and res5c and term them \( L_1, L_2, L_3, L_4 \) and \( L_5 \) for simplicity. Note that, out of these feature maps \( L_1 \) and \( L_2 \) have low-level feature information while all the others have high-level information. From the backbone network, we pass the features extracted to two blocks - Fine context detector (FCD) and coarse context detector (CCD). We pass all the feature maps \( (L_1, L_2, L_3, L_4 \text{ and } L_5) \) to CCD while we pass only \( L_1 \) to FCD as the focus of FCD is to detect low-level shadow information.

In CCD, all these backbone feature maps are first forwarded to a conv block to learn the image features corre-
Figure 3. The proposed architecture for FCSD-Net. The input image is first fed to the ResNeXt backbone network. Backbone features \( L_1 \) – \( L_5 \) are forwarded to the CCD and FCD blocks. The feature maps \( F_1 \) – \( F_6 \) and \( DS_1 \) – \( DS_6 \) extracted from these blocks are forwarded to the fusion block which outputs the shadow segmentation map.

Figure 4. Feature maps collected from the trained FCSD-Net. Top row corresponds to the feature maps collected from CCD while the bottom row corresponds to the feature maps collected from FCD. It can be seen that feature maps in CCD focus on high-level context while the feature maps in FCD focus on fine context.

3.3. Complementary Nature of Shadow Removal and Detection

Shadow detection is the task of predicting the shadow binary mask from the input image with shadow. Shadow removal is the task of removing the shadow from the image and produce a restored image where the shadow part is replaced with the background. Both of these tasks need information about the shadow region as they involve careful delineation of the shadow. To show the complementary nature of shadow removal and detection tasks, let us assume that the input image with shadow is denoted by \( I \), shadow segmentation mask that has the detected shadow region is denoted \( d \) and the restored image is denoted by \( r \). Let the...
The performance of detection. This phenomenon can be explained when we learn to restore and use it to enhance detection. Then, the shadow detection and removal tasks can be formulated as follows:

\[ d = D(I), \quad r = R(I). \]  

(1)

The shadow removal task can be further formulated as

\[ r = I - d, \]  

(2)

where \( d \) represents the shadow pixels that need to be removed. One can clearly see that learning \( R() \) involves learning \( d \). Hence, we try to use this complementary information when we learn to restore and use it to enhance the performance of detection. This phenomenon can be empirically observed in Fig 6.

![Figure 5. A detailed illustration of the proposed method - R2D.](image)

Figure 5. A detailed illustration of the proposed method - R2D. The input image is passed to both restoration network \( (R()) \) - U-Net and detection network \( (D()) \) - FCSD-Net. The features R1 and R2 are forwarded to CFL. The output of CFL - C1 and C2 are forwarded to FCSD-Net where they are added to L2 and L5, respectively. The output is taken from FCSD-Net.

Although the standard datasets used for shadow detection consist of only pairs of shadow images with their corresponding segmentation masks, the recently released ISTD dataset consists of triplets of images, image with shadow, shadow segmentation and the clean restored image. This opens the door for us to explore the idea of availing the information learned while learning to remove a shadow and use it for detection.

![Figure 6. Feature maps collected while training U-Net for shadow removal. Even though the task here is shadow removal, the ConvNet still learns a lot of features to detect the shadow region.](image)

Figure 6. Feature maps collected while training U-Net for shadow removal. Even though the task here is shadow removal, the ConvNet still learns a lot of features to detect the shadow region.

### 3.4. R2D: Restore to Detect

In the proposed Restore to Detect (R2D) method, we have two networks \( D() \) and \( R() \) learning to do shadow detection and shadow removal, respectively. For our network \( R() \), we use a standard U-Net [33] architecture as it is lightweight and effective compared to the other standard networks. U-Net consists of an encoder-decoder architecture where both the encoder and decoder have 5 conv blocks each. There are skip connections between the conv blocks in the encoder to the conv blocks of the decoder. We select the output feature maps from the 2nd layer and the 5th layer of the encoder to pass them to network \( D() \). Note that though all the feature maps at each level can be forwarded to the network \( D() \), we choose to forward the feature maps at only 2 levels as from our experiments we found that it was enough in terms of performance and also helped to reduce the complexity of our method. We choose the 2nd layer and the 5th layer specifically as we could leverage both local information and global information learned by the network \( R() \), respectively. We term these feature maps \( R1 \) and \( R2 \). More explanation on why we exactly choose the 2nd and the 5th layer can be found in the supplementary material. Note that we did not use any state-of-the-art shadow removal network in \( R() \) as it increases the complexity by a lot and hinders while optimizing \( D() \) in the R2D framework.

We propose a Complementary Feature Learning (CFL) block to efficiently learn and forward only the features that correspond to shadow regions. In CFL, we have conv layers acting at each feature map level, \( R1 \) and \( R2 \). We then interpolate them to match the size of the feature maps where it is going to be added in the \( D() \) network. We term these features \( C1 \) and \( C2 \). We fuse \( C1 \) and \( C2 \) with \( L2 \) and \( L5 \), respectively in FCSD-Net. The R2D learning strategy is illustrated in Fig 5.

### 3.5. Training Strategy

For training R2D, we jointly optimize the shadow prediction, false positive (FP) and false negative (FN) maps at all scales. Note that all the datasets provide ground truth shadow segmentation masks. For FP and FN ground truth maps, we use the data provided by [45] which was created based on the differences between the existing shadow detection and their ground truths. We first find a weighted binary cross entropy loss \( L_W \) as follows:

\[ L_W = -\sum_i \left( a_i y_i \log(x_i) + b_i (1 - y_i) \log(1 - x_i) \right), \]

where \( x_i \) corresponds to the prediction, \( y_i \) corresponds to the ground-truth, \( a_n = \frac{N_p + N_n}{N_p - N_n} \), \( b_n = \frac{N_p}{N_p + N_n} \). \( N_p \) and \( N_n \) are the number of positive pixels and negative pixels, respectively. Note that this weighted loss is applied pixel wise and summed up over all the pixels. We calculate \( L_W \) for FP and FN maps and term them \( L_{FP} \) and \( L_{FN} \), respec-
We adopt the distraction-aware cross entropy loss $L_{DS}$ from [45] which forces the predictions to be less prone to false detections. $L_{DS}$ is formulated as follows:

$$L_{DS} = -\left(\sum_{i} (a_{n}y_{i}^{fnd}y_{i}\log(x_{i})) + b_{n}y_{i}^{fd}(1-y_{i})\log(1-x_{i}))\right),$$

where $y_{i}^{fnd}$ is the ground truth of FP pixel and $y_{i}^{fd}$ is the ground truth of FN pixel. We define the shadow loss $L_{shadow}$ calculated on the final shadow prediction as:

$$L_{shadow} = L_{W} + L_{W}L_{DS},$$

which is calculated between the shadow predictions and the ground truth segmentation map. The total loss used to train the detection network is defined as follows:

$$L_{det} = \sum_{k} \alpha L_{shadow} + \beta L_{FP} + \gamma L_{FN},$$

where $k$ represents the shadow predictions found across different scales in the fusion block. The values of $\alpha$, $\beta$ and $\gamma$ are set equal to 1, 2 and 2, respectively in our experiments. The $L_{2}$ loss is used to pretrain the restoration network (U-Net). It is defined as:

$$L_{res} = \sum(y_{i} - p_{i})^2,$$

where $y_{i}$ corresponds to the target clean image pixel and $p_{i}$ corresponds to the prediction at the $i$th pixel location in the restored image. During the fine-tuning stage, we train the entire framework using the following total loss:

$$L_{R2D} = L_{det} + L_{res}. \quad (6)$$

While using the R2D strategy, we first pretrain the restoration network $R()$ on the ISTD dataset using $L_{res}$ for 500 epochs. $R()$ performs restoration reasonably well as it achieves an RMSE of 11.21 while evaluated on ISTD test dataset. For training the images we first rescale them to $320 \times 320$ resolution. We use a batch size of 16 and a learning rate of 0.001. We use SGD as the optimizer with momentum set at 0.9 and weight decay at 0.0001. We use the PyTorch framework for training using a Nvidia Quadro RTX-8000 GPU. Note that the ResNext-101 was pre-trained on ImageNet and all the other parameters are randomly initialized. We also use data augmentation by randomly flipping both the input and the ground truth.

Note that only the ISTD dataset consists of triplets of images while the SBU and UCF datasets contain only image pairs. The pretraining stage is common for experiments on all the datasets where the restoration network is trained on the ISTD dataset. During the finetuning phase while training ISTD dataset, we still have access to the clean images so we train the entire network with $L_{R2D}$. For the other datasets, during the fine tuning stage we only use $L_{det}$. Note that even then, we have feature maps flowing from the restoration network to the detection network which enhance the quality of shadow predictions. The weights are also back-propagated through the CFL to the encoder of the restoration network which makes our training strategy not dependent on the availability of clean images after pretraining. The fine-tuning is performed for 6000 iterations.

### 3.6. Inference Strategy

During inference, we feed forward the image to both FCSD-Net and U-Net ($D()$ and $R()$ respectively). The output shadow segmentation map is taken from $D()$. We do stochastic weight averaging [17] on the models saved at 4000, 5000, and 6000 iterations and use it to perform the inference.

### 4. Experimental and Results

In this section, we give details about the experiments we conduct to compare our method against the recent deep learning-based methods: stacked-CNN [37], SRM [40], scGAN [30], ST-GAN [39], BDRAR [47], DSC [15], ADNet [25], DC-DSPF [41], RAS [4], MTMT-Net [6] and DSDNet [45]. We illustrate the qualitative results as well as compute the performance metrics that are widely used in the shadow detection literature to quantitatively compare our proposed methods with the recent methods.

#### 4.1. Datasets and Evaluation Metrics

The following three datasets are used to conduct experiments - UCF [46], SBU [38] and ISTD [39] datasets. In
both the SBU and UCF datasets, there are images with shadows and corresponding shadow segmentation masks. The SBU dataset consists of 4089 training images and 638 testing images. In the UCF dataset, we only use the testing set which contains 110 images similar to the previous works. We train the network on the SBU training set and test on both SBU testing set and UCF testing set. Unlike the SBU and UCF datasets, ISTD dataset contains triplets of images—image with shadow, shadow segmentation mask and clean image without shadow. The number of training and testing sets of images in ISTD is 1870 and 540 respectively.

We use the balanced error rate (BER) as the performance metric for quantitative comparisons with the recent methods. BER is calculated as follows:

\[
BER = 1 - \frac{1}{2} \left( \frac{TP}{TP + FN} + \frac{TN}{TN + FP} \right),
\]

where TP, TN, FP and FN correspond to the number of pixels which are true positives, true negatives, false positives and false negatives, respectively. We calculate the BER of shadow and the non-shadow regions separately and then calculate the average BER. We report the individual shadow, non-shadow BER as well as the average BER. We also report the mean BER found across all 3 datasets.

4.2. Quantitative Results

In Table 1, we summarize the results of our experiments. It can be observed from this table that our methods are observed to perform the best across all 3 datasets. We note that overall MTMT-Net [6] and DSDNet [45] are the second best performing methods. When compared to DSDNet, our method has an 8.30 %, 8.69 %, 22.11 % improvement in terms of BER on the UCF, SBU and ISTD datasets, respectively. We also calculate the mean BER across all datasets where we achieve an improvement of 10.68 %, 4.3% over DSDNet and MTMT-Net, respectively. In addition, we also conducted an experiment using the residuals as the shadow segmentation masks as explained in Section 1. The performance was not even comparable with any of the baseline methods as the BER on the ISTD dataset was 27.32.

4.3. Qualitative Results

We visualize the predictions of our method and the best performing methods for comparison in Fig 7. It can be observed that our method’s predictions are better and more closer to the ground truth when compared to other methods. In the first row, other methods mistake the lines between the wooden strips as shadows as they are of the same color of the shadows. However, our method does not falsely detect them as shadows as we focus on extracting fine context shadow regions better. Similar observations can be made in the third row. In the second row, our method does not falsely detect the smaller shadow regions found in the shore while all the other methods detect them as shadows.

5. Discussion

Ablation Study: We conduct an ablation study to show the importance of each individual component in our proposed method. We start with just using the backbone features (BB) for shadow detection. Then, we add the CCD block and the FCD block separately and conduct experiments. Then we use both blocks together and use the fusion block to fuse the features learned by CCD and FCD. This configuration corresponds to FCSD-Net. We then add the U-Net based restoration network and directly fuse the feature maps to FCSD-Net. Then, we add the CFL block to specifically learn shadow features to be forwarded from the restoration network to the detection network. This configuration corresponds to R2D. The results corresponding to these experiments are shown in Table 2 and Figure 8.

Using R2D with other networks: Also, to show the adaptability of R2D, we conduct an experiment where we use
R2D for DSDNet. The results can be seen in Table 3. It can be observed that we get an improvement of 5.90% while using R2D learning strategy to train DSDNet when compared to training it normally.

**Difference from ST-cGAN:** ST-cGAN \[39\] uses a stacked conditional generative adversarial network to solve shadow detection and removal in sequence. It uses the shadow mask output as an additional information for the shadow removal network. Note that the detection pipeline in ST-cGAN is generic. In contrast, R2D learning strategy uses complementary feature maps information from the removal network to improve the detection performance. This difference is also visualized in Figure 9.

**Limitations:** We acknowledge that our method is more computationally complex (1.3 × DSDNet in terms of FLOPs) than previous methods. Our inference time is 0.26 seconds per image of resolution 320 × 320 which is more than MTMT-Net. In the R2D framework, we used U-Net as our restoration network. A better strategy would be to use powerful shadow removal networks like DHAN \[8\]. From our experiments, we were unable to train \(R()\) and \(D()\) efficiently when we chose \(R()\) as DHAN instead of U-Net due to the huge number of parameters and difficulty in optimizing both networks in parallel. With better engineering strategy, using DHAN should be able to further improve the effectiveness of R2D. Using FCSD-Net’s shadow detection features to boost shadow removal performance is also a possible direction left unexplored in this work due to lack of compute power. Optimizing the networks in parallel and leveraging shadow removal for shadow detection and vice-versa is another possible setup not explored in this paper. Although these setups are theoretically possible, the roadblocks are compute power and unstable training.

### 6. Conclusion

In this work, we explored a new direction for shadow detection. We propose a new method, R2D, in which we leverage the shadow features learned during shadow removal to improve the shadow detection performance. We also propose a new network architecture, FCSD-Net, that serves as the detection network architecture in our R2D framework. It mainly focuses on fine context feature extraction for shadow detection. We do this by designing a fine context detector block where we constrain the receptive field size to focus more on the local features which improves the detection performance especially in confounding cases where the shadow region and background have similar color intensities. R2D can be easily adopted as the learning strategy to enhance any shadow detection network. We conduct extensive experiments to show the effectiveness of our methods. Using shadow detection as an auxiliary task for shadow removal is considered as a future direction of this work.
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