The Effect of LiDAR Sampling Density on DTM Accuracy for Areas with Heavy Forest Cover

Mihnea Căteanu * and Arcadie Ciubotaru

Department of Forest Engineering, Forest Management Planning and Terrestrial Measurements, Faculty of Silviculture and Forest Engineering, Transilvania University of Brașov, Sirul Beethoven 1, 500123 Brașov, Romania; ciuboarc@unitbv.ro
* Correspondence: cateanu.mihnea@unitbv.ro

Abstract: Laser scanning via LiDAR is a powerful technique for collecting data necessary for Digital Terrain Model (DTM) generation, even in densely forested areas. LiDAR observations located at the ground level can be separated from the initial point cloud and used as input for the generation of a Digital Terrain Model (DTM) via interpolation. This paper proposes a quantitative analysis of the accuracy of DTMs (and derived slope maps) obtained from LiDAR data and is focused on conditions common to most forestry activities (rough, steep terrain with forest cover). Three interpolation algorithms were tested: Inverse Distance Weighted (IDW), Natural Neighbour (NN) and Thin-Plate Spline (TPS). Research was mainly focused on the issue of point data density. To analyze its impact on the quality of ground surface modelling, the density of the filtered data set was artificially lowered (from 0.89 to 0.09 points/m²) by randomly removing point observations in 10% increments. This provides a comprehensive method of evaluating the impact of LiDAR ground point density on DTM accuracy. While the reduction of point density leads to a less accurate DTM in all cases (as expected), the exact pattern varies by algorithm. The accuracy of the LiDAR-derived DTMs is relatively good even when LiDAR sampling density is reduced to 0.40–0.50 points/m² (50–60 % of the initial point density), as long as a suitable interpolation algorithm is used (as IDW proved to be less resilient to density reductions below approximately 0.60 points/m²). In the case of slope estimation, the pattern is relatively similar, except the difference in accuracy between IDW and the other two algorithms is even more pronounced than in the case of DTM accuracy. Based on this research, we conclude that LiDAR is an adequate method for collecting morphological data necessary for modelling the ground surface, even when the sampling density is significantly reduced.

Keywords: ground surface modelling; DTM; LiDAR; Airborne Laser Scanning

1. Introduction

A Digital Elevation Model (DEM) is defined by the U.S. Geological Survey as a “digital cartographic representation of the elevation of the land at regularly spaced intervals in x and y directions, with z-values referenced to a common vertical datum” [1] (p. 805). Usually, a DEM models the elevation of the ground surface devoid of any vegetation or man-made structures (also referred to as the bare-earth surface). To highlight that the modelling of this bare-earth surface is the focus of our research, we have opted to use the term Digital Terrain Model (DTM). In other words, the term DTM should be understood as referring to a specific case of surface, which is that of the bare-earth (so after vegetation and other obstacles have been removed).

LiDAR (Light Detection and Ranging) is a mapping technique developed in the 1980s, which has since become the preferred method for collecting morphological data necessary for the creation of large-scale DTMs [2]. It is therefore widely used in research, education and management of both private and public resources. As far as forestry is concerned, LiDAR (also called laser scanning) provides a two-fold advantage over most other geospatial technologies. Firstly, a LiDAR data set will contain points distributed across the...
vertical structure of the forest. Thus, a 3-dimensional representation of forest ecosystems is obtained [3], which allows for fresh insights by offering a new perspective on forest structure and processes [4]. Secondly, laser pulses have the ability, limited though it may be, to cross the canopy and reach the ground level [5]. Thus, for land covered with forest vegetation, LiDAR is among the few data sources that allow the collection of accurate ground data for DTM generation.

LiDAR data also provide the means to accurately estimate structural parameters of tree stands, such as: tree height [6,7], diameter at breast height (DBH) [4], basal area, timber volume [8,9], stand density [10,11] or the shape and distribution of forest gaps [12]. Laser scanning can also be an important asset in monitoring the health of vegetation [13–15] or in the adoption of sustainable management practices for forest resources, with lower costs relative to traditional methods of data collection such as in-field inventories [16].

The ability of Airborne Laser Scanning (ALS) to map the ground surface covered by forest vegetation also enables the generation of high-quality ground surface models (DTMs), which provide data necessary for the design forest road networks, allow the mapping of existing forest roads or aid in planning logging operations [17]. Furthermore, since a DTM of the forest ecosystem is generally a necessary input for estimating certain structural parameters [18–21], the accuracy of the DTM will influence the reliability of those estimations [22].

A significant number of variables is known to influence the accuracy of LiDAR-derived DTMs. Three of the most important factors to consider are: LiDAR sampling density [23], morphological complexity of the ground surface and land cover [24]. Of these, the sampling density can be treated as an operational parameter of the survey. Furthermore, the desired LiDAR sampling density is an important factor to consider during the planning phase, as it is responsible for a significant part of the total cost involved in data collection [25].

Increasing the sampling density of LiDAR data is achieved by: lowering the flight altitude of the sensor platform, reducing the scan angle, covering the area of interest multiple times, using a more sophisticated LiDAR sensor with a high pulse repetition rate or any combination thereof. All of the above involve increased costs, lowered efficiency or both. Furthermore, higher density data sets also mean higher post-survey costs, as they require more data storage capacity, processing power and personnel. It is therefore necessary to establish the degree to which LiDAR sampling density influences the quality of derivables such as DTMs or slope maps. If no pattern is identified between DTM accuracy and point density reduction up to a certain threshold, then the case could be made that more LiDAR data is not always beneficial.

Numerous studies have compared the relative performance of interpolation algorithms for DTM generation. While some studies are concerned with the establishment of theoretical models for DTM accuracy [1,26–28], most papers are empirical in nature. In these cases, real-world elevation data is collected over one or more test areas and a series of interpolation algorithms are tested, by comparing interpolated DTMs with reference elevation data. In some cases, mathematically-generated surfaces are tested, rather than natural ones [29,30].

In the past, the main sources of elevation data used for research were: points extracted from contour lines on topographical maps [31,32], digital stereo-matching [1] or topographical ground surveys [33,34]. In the last few decades, with the larger availability of modern data collection technologies, the focus has shifted to methods such as GNSS (Global Navigational Satellite Systems) surveys [35] or laser scanning.

Of the numerous interpolation algorithms, some have been more widely tested, such as:

- Inverse Distance Weighted (IDW), probably the most popular interpolation algorithm [1,29–38].
- Kriging [30,32,35] and its variants: Universal Kriging (UK) [29,31] or Ordinary Kriging (OK) [37].
- Triangular Irregular Network (TIN) interpolation [23,36,37].
Radial Basis Functions (RBF), also called spline-based interpolators; common algorithms of this type are spline [34,35,37], MultiQuadratic (MQ) [31,32], Regularised Spline with Tension (RST) [32] or Thin-Plate Spline (TPS) [30,33,39].

Given the wide range of natural conditions, data collection methods and interpolation algorithms, it is no wonder that there is little consensus with regards to the performance of algorithms for DTM interpolation. Therefore, in an attempt to further understand the issues involved, most papers look at various external factors that might explain the observed variations of DTM accuracy. Factors usually taken into account can be characterized as: surface-, cover-, data- or processing-specific. Surface-specific factors take into consideration the morphological conditions of the test area [1,23,32,35,40]; common examples are the ground slope [2,36], the Coefficient of Variation (CV) of elevation values [37] or the Surface Roughness [41]—in other words, indices that attempt to describe the topographical complexity of the ground surface. In terms of cover-specific factors, past research has looked in some detail to vegetation (density, species composition and so on) [34,36,40]. In other cases, landcover classes are taken into account in a general manner [2,23]. A common data-specific factor, regardless of the data collection method, is the density of sampled locations [1,31–33,37]. With LiDAR data collection, another data-specific factor taken into account by past research is the off-nadir angle at which points were recorded [36,40]. Finally, by processing-specific factors we refer to the variables involved in the process by which raw, unprocessed elevation data is used to generate a continuous model of the ground surface, such as a DTM. When data collection is done by laser scanning, commonly analyzed factors are the choice of ground filtering algorithm [5,41] or the DTM resolution [32,37,39].

On the other hand, comparatively few papers have examined the effect of LiDAR sample density (or spacing) in a comprehensive manner [31]. A typical comprehensive approach to this issue is to simulate conditions of lower ground point density by artificially removing random samples from the initial point cloud, in percentage increments. For example, [42] report that data sets reduced by 95% see an increase of only 8 cm in terms of Root Mean Square Error (RMSE) when compared to data sets reduced by 50%, with no obvious advantage to any of the algorithms tested. However, the scale at which this analysis was carried out is unknown, as the resolution used for DTM generation is not reported. A similar study reports a dependence of accuracy degradation on DTM resolution: if for a 5 m DTM resolution the LiDAR data set could be reduced to 50% density without significant effects, the density could be reduced by as much as 90% for a DTM resolution of 30 m [43].

Using a similar approach for LiDAR data reduction, [38] find that even as much as a 50% reduction of sampling density does not significantly degrade DTM accuracy. However, DTMs have a relatively coarse resolution of 5 m and only a single interpolation algorithm is tested (Inverse Distance Weighted). Meanwhile, [37] report stable DTM accuracies up to 70% of the initial point density, with Inverse Distance Weighted having a worse performance at the highest DTM resolution (0.5 m). Reported RMSE values are around 0.10–0.15 m at 0.5 m resolution and around 0.15–0.20 m at 1 m resolution, with generally small variations as LiDAR point density is gradually reduced.

With this paper, we propose a quantitative analysis of LiDAR-derived DTM accuracy as dependent on LiDAR sampling density, for the case of topographically-complex terrain with dense forest cover. The main objective of the study is to determine the degree to which the decrease of LiDAR sampling density negatively impacts the DTM accuracy. By random removal of LiDAR ground points, our aim is to roughly simulate a flight campaign whose data collection parameters (such as flight altitude or pulse repetition rate) would produce a lower density point cloud. Three interpolation algorithms were tested, in order to establish what significance the choice of algorithm has on this issue. To summarize, the main question that lead to this analysis is the following: is more LiDAR data always beneficial for DTM generation (cost considered)?
2. Materials and Methods

2.1. Study Area

The chosen test site is a forested area of about 1.6 km$^2$ located in a mountainous region of Vâlcea County in Romania (Figure 1), generally following the Bora River valley which flows from SW to NE, discharging into the Vidra storage reservoir just to the South of the study site. The most recent forest management plan indicates that the forest composition consists of a mixture of spruce (around 90%) and pine (less than 10%). The predominant tree stand age is around 85–95 years, with younger stands of about 55–75 years present in a smaller proportion. The area is characterized by a high density of forest cover, as the forest management plan estimates an average canopy density of approximately 0.8. The average canopy cover density was also estimated from the LiDAR data using the approach implemented in the FUSION LiDAR processing software. This involves the overlay of a grid network over the point cloud; the proportion of LiDAR observations whose distance to the ground surface is above a threshold is then determined for each cell of the grid network. In this case, the threshold was set to 2 m, with the assumption that points located less than 2 m above the ground could potentially indicate objects such as boulders, fallen tree trunks or understory vegetation, while points above that threshold are indicative of the presence of canopy cover. Since the optimal cell size for canopy density estimation should be larger than the projection of a typical tree crown, the cell size in this case was set to 15 m. The average canopy density for the study area was estimated at approximately 78%, which is in accordance with the forest management plan.

Morphologically, the area is characterized by steep slopes and a high surface roughness, typical of the Latoritei Mountains of which it is part of. The elevation has a range of approximately 400 m, from approximately 1360 m in the southern parts of the area up to just under 1800 m in the northern parts. The average ground slope is approximately 26 degrees.
2.2. Laser Scanner Data

Morphological data was collected using Airborne Laser Scanning (ALS) in 2012. This mapping technology involves the installation of a laser scanner system on an airborne platform in order to efficiently cover vast areas of land. The laser scanner used is a full-wave Riegl LMS-Q560, mounted on a DA42 MPP airplane. The main technical parameters of this laser scanner and of the flight campaign have been detailed previously so will not be reproduced here [39].

Part of the area was covered twice by the airborne platform, from different directions. Because of this, the resulting point cloud has a relatively high initial point density of 5.13 points m\(^{-2}\), as parts of the study site have effectively been scanned twice. Initial data processing was carried out by the data provider, but this processing did not include the classification (or labelling) of point data. Therefore, the provided data set is a cloud that contains unlabeled points. Figure 2 shows the spatial and frequency distribution of the LiDAR point cloud. The spatial representation clearly shows that the middle part of the test area was surveyed twice, therefore the higher point density when compared to the northern/southern edges of the site. The representation also highlights the areas of overlap between flight strips, as narrow bands of higher point density. The irregularity of the point cloud density is also evidenced by the distribution of values, which is bimodal: with one peak at approximately 2.25 points/m\(^2\) (due to the lower density areas at the edges of the test site and another peak at approximately 5.85 points/m\(^2\) (due to the areas of overlap between flight directions).

![Figure 2: Spatial and frequency distribution of the initial LiDAR point cloud. The point density grid was generated at a 10 m resolution, to reduce the amount of noise.](image)

For our purposes, there are two classes into which observations have to be separated: (1) non-ground points, which are caused by various objects and obstacles blocking the laser pulse from reaching the ground surface and (2) ground points, when enough of the laser pulse’s energy reaches the ground surface. Given the high canopy density of the study area, the vast majority of non-ground points are likely due to vegetation blocking the laser pulses from reaching the ground.

Therefore, the first processing step we carried out was the ground filtering [44]. The purpose of this is the identification non-ground points so they can be removed from
the data set, leaving only ground points suitable for DTM interpolation. This procedure was carried out in a combined manner, with both automatic and manual steps. The automatic filtering was done using lasground, a LiDAR filtering algorithm that is part of the LasTools software suite developed by rapidlasso GmbH. The result of this automatic procedure was then manually checked, by traversing a visual representation of the resulting point cloud in 20 m wide strips. User subjectivity is inherent to the manual correction, but this process can still help in correcting the relatively few points that have been obviously mislabeled.

The result of ground filtering is therefore a subset of the initial point cloud. This we can assume only contains (inevitable errors aside) those LiDAR points that are either at the ground level or very close to it. 87% of observations were removed in this step, leaving a reduced set of ground points with an average density of 0.89 points m\(^{-2}\) (a reduction of 85% from the initial point density). Figure 3 shows the spatial and frequency distribution of the filtered point cloud containing only ground observations.

![Figure 3. Spatial and frequency distribution of the filtered ground point cloud. The point density grid was generated at a 10 m resolution, to reduce the amount of noise.](image)

The spatial pattern shown here mostly follows that of the initial point density, as expected. A couple of areas located towards the northern part of study area have a noticeably higher ground point density than their surroundings due to the reduced canopy cover. The spatial distribution of ground points is not only affected by the flight pattern of the surveying platform, but also by the variation of the canopy cover. It is therefore expected to show a highly irregular spatial distribution, as is the case here. The statistical distribution of ground point density has a slight positive skew, with a long tail to the right (likely due to the small areas of open terrain, where the ground point density is significantly higher than average).

2.3. Interpolation Algorithms

As previously discussed, the result of LiDAR data collection is a data structure consisting of discrete observations (a cloud of points). On the other hand, a ground model is a continuous surface that expresses the variation of elevation values over a given area. The process through which a continuous surface is obtained from a set of discrete samples is called interpolation [45] and over the years numerous algorithms for it have been developed [46]. In general terms, interpolation methods aim to establish a weighting function to predict values at unsampled locations, based upon measured values in the same general vicinity.
Three interpolation algorithms were tested in this study. In order of increasing complexity, they are: Inverse Distance Weighted or IDW [47], Natural Neighbour or NN [48] and Thin-Plate Spline or TPS [49]. IDW and NN are somewhat similar, in that they are local interpolators: they estimate values by considering the k-closest sampled locations, with no predicted values outside the range of sampled values. On the other hand, TPS is part of a class of algorithms usually referred to as spline-based or Radial Basis Functions (RBF). These aim to generate a surface of minimal tension, in order to reduce the effect of inherent measurement errors of samples [33]. TPS is a global interpolator: all known values contribute to each predicted value and predictions do not always fall within the range of sampled values.

All interpolations were carried out in SAGA GIS version 2.3.2. The parameter values presented below were chosen based on past research and after visual inspection of DTMs generated using various parameter values:

- For Inverse Distance Weighted: maximum search distance: 40 m (if no observations are within this distance of a grid cell, that cell will not be assigned an elevation value; a high value was used for this parameter to ensure that generated DTMs will have no gaps), maximum points: 8 (if more than 8 points are within the maximum search distance, then only the 8 closest will be used for prediction), weighting function: inverse distance to a power (power was set to the commonly used value of 2; in other words, the weight assigned to an observation decreases with the square of the distance between that observation and the location where a prediction is made).
- For Natural Neighbour: method: Sibson (usually has no significant effect on the interpolation results), minimum weight: 0 (the minimum weight that can be assigned to observations; a positive value ensures that no extrapolation is carried out).
- For Thin-Plate Spline: search range: global (any observations can be used for a prediction, of course with a bias for closer observations), maximum number of nearest points: 8 (the number of nearest observations taken into account for prediction), direction: all directions (does not constrain the selection of closest observations along specific directions such as in quadrants).

Further technical details relating to the operation of these three algorithms (and the process of interpolation in general) can be found in [39].

A general rule of thumb regarding the scale at which DTMs should be interpolated is to choose a spatial resolution that is close to the average ground point spacing [37]. Since the average point spacing of our filtered point cloud is about 1.06 meters, all DTM interpolation was carried out at 1 m resolution.

2.4. Prediction vs. Validation Data

An independent data set is required in order to evaluate the accuracy of ground models obtained by interpolation. Since the ground conditions of the test site do not permit carrying out a topographical survey in safety conditions, we instead relied on the established method that previous research refers to as cross-validation [50] or true validation [1,51].

More specifically, we relied on a type of cross-validation called the split-sample method [33,38,52,53] or sometimes the jack-knife procedure [40]. This approach involves the separation of data into two subsets: (1) a prediction data set, which contains the majority of initial samples and (2) a validation data set, which contains a small proportion of the original data. In this manner, since the samples chosen for validation are not used for prediction, they can act as a faux-independent data set to estimate accuracy.

When determining the proportion between validation and prediction samples, two guiding principles are usually taken into account [22]. First, the validation data set should contain a high enough number of samples so that the accuracy estimation is statistically significant. On the other hand, the validation data set should be small enough that the integrity of prediction data is not affected. A survey of past research on the interpolation and accuracy of DTMs highlights that there is no consensus with regard to the proportion
between prediction and validation data. The proportion of data used for validation ranges from 0.1 [40] to 10% [30], with most reported values in the 3–5% range [1,22].

Taking these issues into account, and also considering the specifics of our data (with LiDAR points numbering in the millions), we chose a 95/5% split between prediction and validation data. In other words, 95% of observations (approximately 1 mil. points) in the filtered point cloud are used for interpolation, while the other 5% (n = 52,358) are validation points randomly extracted from the initial data set and used for estimating the accuracy of DTMs. Validation data has a point density of approximately 0.03 points/m². In other words, given that the resolution of interpolated DTMs is 1 m, around 3% of DTM cell values should contain a validation point. It is reasonable to assume that the validation points can thus ensure a sufficient statistical reliability of estimated accuracy.

2.5. Artificial Reduction of Density

The main purpose of this study is to analyze the effect of LiDAR point density on DTM accuracy. Therefore, a way to perform a controlled variation of density is required. This was done by reducing the point cloud density in 10% increments. Starting from the prediction data set (consisting of 95% of initial ground points, as previously discussed), k-percent of ground points are randomly selected and removed, where k is a multiple of 10. In other words, 10 point clouds of varying point densities are obtained, with the final one containing 10% of the initial observations (and a point density of 0.09 points/m²).

If one wants to ensure that the spatial characteristics of a set of discrete observations is preserved, random sampling is the preferred method for reducing point density. As previously mentioned, our goal was to roughly simulate a LiDAR data set collected at a lower point density and the effect this has on the accuracy of DTM interpolation. Because of this, grid-based thinning (which is usually the desirable method of sampling density reduction, as it makes the spatial distribution of points more homogeneous and therefore better suited for DTM generation) would go against our stated goal. This is even more significant in the case of DTM generations for forestry applications, as the density of LiDAR ground points is usually highly heterogeneous due to the variations of canopy cover. Thus, random removal of observations ensures that the initial heterogeneity of ground point data is preserved for the most part, so that DTM accuracy is not overestimated.

Since our aim was to test the effect that LiDAR sampling density has on DTM accuracy for three interpolation algorithms, 30 DTMs were therefore analyzed. A secondary objective was to estimate the degree to which the prediction of a derivative of DTM (such as slope) is affected by the lowered ground point density, so 30 slope maps were also generated from these DTMs.

2.6. Accuracy of Elevation and Slope Estimates

For each validation point i, two elevation values (or Z-values) are known: the Z-value as obtained from ALS data collection (which for simplification is considered correct), and the Z-value of the DTM—more explicitly, the elevation value associated to the DTM cell in which validation point i is located. Using these values, the vertical error for point i can be determined [54]:

\[ E_{(i)} = Z_{\text{DTM(i)}} - Z_{\text{ALS}(i)} \]  

(1)

where \( E_{(i)} \) is the vertical error (or residual value), \( Z_{\text{DTM}(i)} \) is the elevation value of the raster cell in which point i is located and \( Z_{\text{ALS}(i)} \) is the measured elevation for point i. The accuracy of an interpolated DTM can then be estimated by aggregating the error values for each of the n validation points.

The average signed elevation error is not a particularly useful summary statistic, beyond signaling any consistent bias of elevation values. Given that the average of signed elevation errors should be around zero if errors are truly random, any significant distance from zero would indicate a negative/positive prediction bias. Error values were therefore converted to absolute (unsigned) values and common summary statistics were calculated,
such as: mean unsigned error, Root Mean Square Error (RMSE), standard deviation or the 95th percentile of error values.

In terms of slope estimation errors, the procedure is somewhat similar. However, the validation points do not have a slope value to be taken as reference, so they cannot be used for estimating the accuracy of slope maps. Therefore, the only option is to choose an initial slope map as a baseline to which all other slope maps are compared. This slope map is generated from a DTM interpolated using all ground points (so before the separation of the data set into prediction and validation subsets). Subsequent slope maps are then overlaid with it, and errors are determined on a cell-by-cell basis as the difference between the values of the two raster models. Slope errors are then converted into absolute values and summary statistics are calculated, as previously explained.

For an alternative perspective on DTM accuracy, a pair of threshold values for elevation error and slope error were established and the number of validation points over those thresholds was determined. For elevation, the thresholds were set at 0.25 and 0.50 m, while for slope they were set at 5 and 10 degrees.

It is worth mentioning that, given the lack of external (truly independent) validation data, reported values should be interpreted as an expression of the relative accuracy of elevation and slope estimations across interpolation algorithms and point densities, not as absolute measures of prediction accuracy. In other words, any systematic errors (for e.g., due to the measurement error inherent to the laser scanner) will affect in an equal measure both the prediction and the validation points. These types of errors cannot therefore be evaluated in the absence of external data.

A graphical representation of the general workflow detailed in this section is presented in Figure 4.

Figure 4. General research workflow.

3. Results

3.1. Elevation Error of Interpolated DTMs

The effect of LiDAR sampling density on the accuracy of ground surface interpolation was analyzed for three algorithms, by artificially reducing the initial point density in 10% increments. Summary statistics for elevation errors (residuals) are presented in Table 1.
Table 1. DTM accuracy at various point densities.

| Ground Point Density (Points/m²) | Mean Signed Error (m) | Maximum Unsigned Error (m) | Std. Dev. of Unsigned Errors (m) | P95 of Unsigned Errors (m) | RMSE (m) |
|----------------------------------|-----------------------|---------------------------|---------------------------------|---------------------------|---------|
| Interpolation algorithm: Inverse Distance Weighted (IDW) |
| 0.89                             | −0.0039               | 4.35                      | 0.11                            | 0.31                      | 0.15    |
| 0.80                             | −0.0041               | 4.33                      | 0.12                            | 0.33                      | 0.16    |
| 0.71                             | −0.0052               | 4.38                      | 0.14                            | 0.37                      | 0.18    |
| 0.62                             | −0.0049               | 4.38                      | 0.15                            | 0.40                      | 0.19    |
| 0.53                             | −0.0048               | 4.32                      | 0.16                            | 0.45                      | 0.22    |
| 0.45                             | −0.0050               | 4.17                      | 0.18                            | 0.49                      | 0.24    |
| 0.36                             | −0.0051               | 3.88                      | 0.20                            | 0.54                      | 0.26    |
| 0.27                             | −0.0054               | 4.04                      | 0.21                            | 0.59                      | 0.28    |
| 0.18                             | −0.0043               | 4.63                      | 0.30                            | 0.85                      | 0.40    |
| 0.09                             | −0.0041               | 7.31                      | 0.46                            | 10.31                     | 0.62    |
| Interpolation algorithm: Natural Neighbour (NN) |
| 0.89                             | −0.0012               | 3.91                      | 0.11                            | 0.33                      | 0.17    |
| 0.80                             | −0.0013               | 4.03                      | 0.11                            | 0.34                      | 0.17    |
| 0.71                             | −0.0014               | 4.03                      | 0.11                            | 0.34                      | 0.17    |
| 0.62                             | −0.0016               | 4.47                      | 0.11                            | 0.34                      | 0.17    |
| 0.53                             | −0.0018               | 4.47                      | 0.12                            | 0.35                      | 0.18    |
| 0.45                             | −0.0017               | 4.24                      | 0.12                            | 0.35                      | 0.18    |
| 0.36                             | −0.0015               | 3.80                      | 0.12                            | 0.36                      | 0.18    |
| 0.27                             | −0.0016               | 3.80                      | 0.12                            | 0.37                      | 0.19    |
| 0.18                             | −0.0023               | 3.26                      | 0.14                            | 0.41                      | 0.21    |
| 0.09                             | −0.0001               | 4.66                      | 0.19                            | 0.50                      | 0.27    |
| Interpolation algorithm: Thin-Plate Spline (TPS) |
| 0.89                             | −0.0017               | 6.13                      | 0.11                            | 0.33                      | 0.17    |
| 0.80                             | −0.0019               | 6.35                      | 0.11                            | 0.33                      | 0.17    |
| 0.71                             | −0.0023               | 6.16                      | 0.11                            | 0.34                      | 0.17    |
| 0.62                             | −0.0027               | 7.13                      | 0.12                            | 0.34                      | 0.18    |
| 0.53                             | −0.0033               | 7.42                      | 0.12                            | 0.35                      | 0.18    |
| 0.45                             | −0.0031               | 3.81                      | 0.12                            | 0.35                      | 0.18    |
| 0.36                             | −0.0034               | 4.00                      | 0.12                            | 0.36                      | 0.18    |
| 0.27                             | −0.0036               | 4.14                      | 0.12                            | 0.36                      | 0.19    |
| 0.18                             | −0.0055               | 4.56                      | 0.14                            | 0.41                      | 0.21    |
| 0.09                             | −0.0035               | 5.12                      | 0.18                            | 0.50                      | 0.26    |

The results show that in all cases mean signed errors are very close to zero, so there is no significant bias (consistent over/under-estimation) of prediction. In the case of IDW interpolation, most of the statistics reveal a similar pattern: a relatively consistent degradation of DTM accuracy as point density decreases. By contrast, accuracy indicators for DTMs interpolated using NN or TPS are either: (1) relatively stable across different density values (for e.g., in the case of the standard deviation of unsigned errors, P95 or RMSE) or (2) have an erratic variation that does not offer any real insight (like in the case of the maximum elevation error). The indicator that seems to be more sensitive to the accuracy degradation induced by the reduction of point density is the mean unsigned error. Therefore, it is presented in graphical form rather than tabular, in order to better highlight our findings (Figure 5). The vertical bars shown in Figure 5 represent the 95% confidence interval of the calculated means; they are very small due to the high number of observations (although they naturally increase as elevation error values get higher, at the lowest point densities).
The statistics presented, in particular the mean unsigned error, highlight two issues in particular. Firstly, regardless of interpolation algorithm, the reduction of sampling density is associated with a relatively consistent degradation of DTM accuracy. Secondly, IDW interpolation is affected to a higher degree than the other two methods. In fact, in the case of NN or TPS interpolation, overall DTM accuracy is relatively stable until point density drops below 0.30 points/m$^2$ (around 30–40% of the initial point density).

Another perspective from which we analyzed the overall DTM accuracy is by establishing a pair of thresholds (0.25 and 0.50 m) and then quantifying the number of validation points with elevation errors that exceed those values. Errors over 0.25 m (Figure 6) and especially those over 0.50 m (Figure 7), highlight the following:

1. DTMs interpolated using NN or TPS are very similar in terms of accuracy, with a slight advantage to TPS at all point densities.
2. NN/TPS interpolation has a relatively stable rate of accuracy degradation, with errors over 0.25 m doubling over the range of point densities; meanwhile, errors over 0.50 m had an eight-fold increase over that same range.
3. DTMs interpolated using IDW have similar accuracies at the higher point densities, but fall behind the other two algorithms after point density is reduced to less than 0.60 points/m$^2$ (60–70% of the initial density).
4. The issue described above is due to IDW’s significantly faster rate of accuracy degradation as point density is reduced: errors over 0.25 m increase almost five-fold between the initial and the final point density, while errors over 0.50 m increase approximately 48 times over that range (from approximately 0.6% of the validation points having errors over 0.50 m at the initial point density of 0.89 points/m$^2$, to approximately 52.2% of the validation points at the final point density of 0.09 points/m$^2$).
3.2. Accuracy of Slope Prediction

The accuracy of slope maps was estimated by comparison with a reference slope map. A raster of slope errors was obtained by calculating the arithmetical difference between the cell values of the two raster slope maps. These error values were than aggregated to estimate the overall accuracy of each slope map (Table 2). Mean signed errors show that, in the case of slope maps generated from IDW DTMs, a consistent bias is present regardless of point density. Values of around minus 3 to minus 4 degrees for the mean signed error highlight a relatively significant under-estimation of ground slope. This tendency is not present in the case of the other two interpolation algorithms, for which the mean signed error is very close to zero regardless of sampling density.

Table 2. Slope prediction accuracy at various point densities.

| Ground Point Density (Points/m²) | Mean Signed Error (deg) | Maximum Unsigned Error (deg) | Std. Dev. of Unsigned Errors (deg) | P95 of Unsigned Errors (deg) | RMSE (deg) |
|--------------------------------|--|-----------------|-------------------------------|-------------------------------|---------------------------|
| Interpolation algorithm: Inverse Distance Weighted (IDW) |
| 0.89 | −3.57 | 49.05 | 4.59 | 14.09 | 6.47 |
| 0.80 | −3.62 | 50.32 | 4.68 | 14.39 | 6.67 |
Table 2. Cont.

| Ground Point Density (Points/m²) | Mean Signed Error (deg) | Maximum Unsigned Error (deg) | Std. Dev. of Unsigned Errors (deg) | P95 of Unsigned Errors (deg) | RMSE (deg) |
|---------------------------------|-------------------------|------------------------------|-----------------------------------|-------------------------------|------------|
| 0.71                            | −3.68                   | 52.14                        | 4.87                              | 15.11                         | 7.07       |
| 0.62                            | −3.71                   | 50.00                        | 4.96                              | 15.45                         | 7.25       |
| 0.53                            | −3.78                   | 50.15                        | 5.16                              | 16.12                         | 7.66       |
| 0.45                            | −3.75                   | 50.15                        | 5.31                              | 16.76                         | 7.97       |
| 0.36                            | −3.76                   | 51.30                        | 5.48                              | 17.23                         | 8.30       |
| 0.27                            | −3.77                   | 54.18                        | 5.64                              | 17.84                         | 8.65       |
| 0.18                            | −3.39                   | 50.28                        | 6.32                              | 20.28                         | 10.06      |
| 0.09                            | −2.78                   | 56.57                        | 7.07                              | 22.90                         | 11.58      |

Interpolation algorithm: Natural Neighbour (NN)

| 0.89                            | 0.01                    | 10.66                        | 0.43                              | 1.24                          | 0.62       |
| 0.80                            | 0.02                    | 10.66                        | 0.49                              | 1.39                          | 0.70       |
| 0.71                            | 0.02                    | 13.43                        | 0.63                              | 1.77                          | 0.88       |
| 0.62                            | 0.02                    | 13.43                        | 0.70                              | 1.98                          | 0.98       |
| 0.53                            | 0.02                    | 23.21                        | 0.85                              | 2.41                          | 1.19       |
| 0.45                            | 0.03                    | 23.21                        | 0.94                              | 2.70                          | 1.32       |
| 0.36                            | 0.03                    | 22.41                        | 1.05                              | 3.01                          | 1.48       |
| 0.27                            | 0.04                    | 23.55                        | 1.18                              | 3.37                          | 1.66       |
| 0.18                            | 0.09                    | 26.23                        | 1.64                              | 4.71                          | 2.33       |
| 0.09                            | 0.14                    | 27.24                        | 2.12                              | 6.03                          | 3.02       |

Interpolation algorithm: Thin-Plate Spline (TPS)

| 0.89                            | 0.00                    | 55.75                        | 1.23                              | 3.19                          | 1.67       |
| 0.80                            | 0.00                    | 55.75                        | 1.25                              | 3.24                          | 1.69       |
| 0.71                            | 0.01                    | 36.64                        | 1.25                              | 3.36                          | 1.72       |
| 0.62                            | 0.01                    | 37.28                        | 1.26                              | 3.42                          | 1.75       |
| 0.53                            | 0.02                    | 25.26                        | 1.31                              | 3.64                          | 1.83       |
| 0.45                            | 0.03                    | 25.46                        | 1.36                              | 3.80                          | 1.91       |
| 0.36                            | 0.03                    | 27.31                        | 1.42                              | 4.01                          | 2.00       |
| 0.27                            | 0.01                    | 35.54                        | 1.49                              | 4.17                          | 2.11       |
| 0.18                            | 0.01                    | 35.93                        | 1.90                              | 5.29                          | 2.69       |
| 0.09                            | 0.00                    | 42.32                        | 2.38                              | 6.66                          | 3.37       |

Similar to DTM accuracy, the mean unsigned slope error appears to highlight the clearest pattern of evolution across point densities, so it is presented in graphical form, rather than tabular (Figure 8). The whiskers shown in Figure 8 represent the 95% confidence interval of the calculated means and are very small due to the high number of observations (although they naturally increase as slope error values get higher, at the lowest point densities).

The situation highlighted in Figure 8 shows that, in terms of slope prediction, IDW is not up to par with the other two algorithms. If in terms of elevation error IDW is close to the other two algorithms (or even more accurate) at higher point densities (Figure 5), in the case of slope estimation the difference is significant, regardless of point density. An example to illustrate this point: the best RMSE value for a slope map derived from an IDW DTM (at a density of 0.89 points/m²) is 6.47 degrees. Meanwhile, the worst RMSE values for slope maps derived from NN or TPS DTMs are about two times lower: 3.02 and 3.37 degrees, respectively.
Another way we looked at the accuracy of ground slope prediction is by quantifying the amount of raster slope map cells with an error crossing over certain thresholds. Chosen thresholds are at 5 degrees (Figure 9) and 10 degrees (Figure 10) slope error. It is apparent that DTMs obtained by IDW interpolation are much less suited for slope prediction, regardless of point density. For example, the highest percentage of slope prediction errors over 5 degrees for NN (approximately 8.3% of validation points, at a ground point density of 0.09 points/m²) is four times better than the lowest amount of slope prediction errors for IDW (approximately 32.9% of validation points, at the initial ground point density of 0.89 points/m²). When looking at the second threshold (slope prediction errors over 10 degrees), the differences are even more pronounced: for IDW the number of slope errors increases from approximately 11.9% to 38.2% of validation points as point density decreases; meanwhile the percentage of slope errors for NN/TPS does not go over 1.5 points/m². IDW aside, NN and TPS have relatively similar accuracies for slope prediction (just like in the case of elevation prediction), but in the case of slope errors NN seems to have a slightly better performance when compared with TPS. And in a pattern similar to that described for the elevation accuracy of DTMs, slope maps derived DTMs interpolated using these two algorithms have a relatively stable general accuracy, even at reduced densities of 0.3–0.4 points/m².

Overall, DTMs interpolated using Natural Neighbour seem to offer a more accurate basis for slope prediction regardless of point density, but the differences with DTMs interpolated using Thin-Plate Spline are not significant. On the other hand, slope prediction has a faster rate of degradation after point density falls below 30% for each algorithm (0.27 ground points/m²).
3.3. Processing Time

Two advantages of working with a LiDAR data set of reduced sampling density are lower storage requirements and faster processing. To highlight the gains in terms of computing requirements, we determined the time it took to generate the DTM for the three interpolation algorithms (Table 3). All processing was carried out on the same machine, a mid-range PC equipped with an AMD 4-core processor at 3.2 GHz and 12 GB of RAM.

As expected, the processing time consistently decreases with the reduction of point density. In the case of IDW or NN, which are relatively fast methods in general, the gains are on the order of fractions of minutes, so not significant. However, for a resource-intensive algorithm like TPS, the processing time decreases from over 38 min to less than 4. This is expected, as TPS interpolation requires the generation of spline functions that take into account all data points at once. Therefore, any reduction in terms of observations will have a direct impact on the time needed to calculate those functions.
| Point Density (% of Initial Density) | IDW Interpolation Time (min) | NN Interpolation Time (min) | TPS Interpolation Time (min) |
|-------------------------------------|-----------------------------|-----------------------------|-----------------------------|
| 100                                 | 5.6                         | 3.3                         | 38.1                        |
| 90                                  | 5.0                         | 3.1                         | 34.6                        |
| 80                                  | 4.6                         | 3.0                         | 28.3                        |
| 70                                  | 3.7                         | 2.6                         | 25.3                        |
| 60                                  | 3.0                         | 2.5                         | 20.1                        |
| 50                                  | 2.6                         | 3.0                         | 17.2                        |
| 40                                  | 2.3                         | 2.3                         | 14.3                        |
| 30                                  | 1.9                         | 2.0                         | 11.5                        |
| 20                                  | 1.1                         | 1.6                         | 6.1                         |
| 10                                  | 0.6                         | 1.1                         | 3.4                         |

4. Discussion

Research has long since established that a connection exists between DTM accuracy and sample density [1,55]. Furthermore, studies have also shown that the rate of DTM accuracy degradation is higher as sample densities are progressively reduced [55]. While in the cited study the factor that is varied is the spatial resolution of DTMs, a larger DTM cell size (lower resolution) is roughly analogous to a decreased density of sampled points.

The three algorithms that were tested as part of this research show different rates of accuracy degradation as LiDAR sampling density decreases. In other words, in areas where a lower point density is expected to occur (for example in the case of dense canopy cover), the quality of the DTM will depend to a larger extent on the choice of interpolation algorithm. This is in accordance with past research [31,38,56].

The results show that Inverse Distance Weighted (IDW) has a slightly better performance than the other two algorithms at the higher sampling densities (between 0.89 and 0.62 points/m²). However, as density is reduced below 0.62 points/m² (representing 70% of the initial density), IDW has a faster rate of accuracy degradation (highlighted by its significantly higher RMSE values) than Natural Neighbour or Thin-Plate Spline (Table 1). This could be due to IDW being a local interpolator, which cannot estimate local peaks or troughs whose elevation is outside the interval of sampled elevation values [1]. In other words, IDW might be especially sensitive to the reduction in sampling density and might offer an explanation for IDW’s contrasting performance in past research. For example, some studies conclude that IDW fares just as well, if not better, at DTM generation when compared to algorithms like Kriging or Radial Basis Functions [31,32,37,40]. In fact, [40] cite the high point density as a likely explanation for IDW providing a more accurate DTM than Kriging or Spline. On the other hand, some studies establish that IDW interpolation has poorer performance than other methods [1,33–35]. This disparity could be caused by the interaction between the complexity of the ground surface and the sampling density. All interpolation algorithms are affected by these two factors, but it appears that IDW is influenced to a larger extent by this combination of high topographical complexity (numerous local points of inflection of the ground surface) and lower sampling density. This warrants further research into the correlation between ground surface roughness, sampling density and DTM accuracy when using IDW for interpolation.

The relatively poorer performance of IDW in terms of slope estimation is likely due to error compounding. Since slope maps are primary derivatives of DTMs, any elevation errors will carry over to the slope prediction. In fact, a derivative like slope should be more sensitive to the quality of the DTM than altitude itself [31]. This is a likely explanation for the larger disparities between algorithm performance in terms of slope prediction accuracy (Figure 8), as opposed to elevation prediction accuracy (Figure 5). However, the fact that IDW is significantly worse at predicting slope variation at all point densities is not easily explained and requires further research.
As previously discussed, Thin-Plate Spline (TPS) interpolation applies a degree of smoothing to the generated surface, so it was expected to provide a better representation of elevation even when sampling density decreases. Past research indicates that the smoothing effect could actually improve the accuracy of elevation data, especially under deciduous canopy cover where sampled locations tend to be clustered together [23]. The relatively good performance of TPS reported in this paper is therefore in accordance with previously published research: [33] find that TPS has better accuracy than IDW, while [30] report that TPS interpolation is more accurate than both Kriging or IDW. Other studies, while not testing TPS specifically, find that other RBF (or spline-based) interpolation algorithms are suited for LiDAR-derived DTM generation [34,35].

To our knowledge, the Natural Neighbour (NN) interpolation algorithm is not a very popular choice as far as comparative studies of DTM interpolation go. Nevertheless, in the few papers where it was included in analysis, NN appears to fare better than most of the other algorithms tested. For example, [36] tested NN along numerous other algorithms, including IDW, Nearest Neighbour or TIN, among others. The focus of the cited study is DTM generation in dense mountain forest environments, with results indicating a relatively good performance for Natural Neighbour. Our analysis, carried out in similar conditions, is in accordance.

When considering the RMSE values reported in this paper, especially in relation to DTM accuracies from studies carried out on planar surfaces of open ground, the challenging terrain conditions of our study area have to be taken into account. Past research has shown that both the presence of dense vegetation [22,36,57] and rugged terrain [1,2,23] are significant factors that pose a challenge to the accuracy of LiDAR-derived DTMs.

With regards to the random removal of observations as the means for density reduction, it is worth pointing out that this approach is generally suited for research purposes, in accordance with our main purpose of simulating a LiDAR flight campaign leading to a lower density point cloud. In practice, if the aim is to reduce the point cloud after data processing, grid-based thinning is more adequate. In this approach, a grid system is overlaid with the point cloud and for each cell a point is randomly selected to be kept, with the rest being eliminated. The cell size is chosen depending on the desired final point density. In this way, the density reduction will lead to a more homogeneous spatial distribution of observations and the user can ensure that the most valuable observations (the isolated ones) are not randomly removed from the data set. This approach would likely go towards reducing one of the disadvantages of LiDAR data collection in forested areas, which is the highly irregular spatial distribution of ground observations due to variations of the canopy cover. In other words, it is assumed that a more accurate DTM would be generated from a reduced data set using this method.

A natural next step for this study would be the development and validation of an empirical model to estimate RMSE values for DTMs/slope maps based on LiDAR point density, for similar terrain conditions. Such a model would allow users to start with a desired DTM accuracy and determine the minimum LiDAR sampling density to aim for, in order to achieve a high enough density of ground points for DTM interpolation.

In other words, a model that would provide an a priori cost estimate (expressed as a decrease of DTM or slope prediction accuracy) due to a reduction of LiDAR sampling density.

5. Conclusions

The main purpose of this paper was to determine the degree to which a lower density LiDAR point cloud can still provide an accurate representation of the ground’s surface in the form a DTM, for the specific case of rough terrain with a dense forest cover. To achieve this, LiDAR data was collected over a test area located in a mountainous area. 5% of the initial ground points were separated from the data set for validation purposes (n = 52,358). The density of the remaining ground points was reduced from its initial value of 0.89 points/m² down to 0.09 points/m², in 10% increments by gradual removal of observations (random stratified sampling). The resulting point clouds, of varying point density, were the input for
DTM interpolation, using three interpolation algorithms: Inverse Distance Weighted and Thin-Plate Spline. Thirty DTMs were thus obtained (10 for each interpolation algorithm, interpolated from point clouds of decreasing density) and their accuracy was analyzed, from the perspective of both elevation and slope determination errors.

The degree to which LiDAR sampling density can be reduced without significant loss of DTM accuracy varies depending on factors such as: the initial sampling density, the scale (or spatial resolution) at which the ground surface is modelled, the morphological complexity of the terrain, the algorithm used for interpolation and the intended applications for the DTM product and its derivatives. Our research shows that, even in the challenging case of highly rugged mountainous terrain, a certain degree of point density reduction was achievable without sacrificing the accuracy of the DTM. In practice, such a density reduction could be intentional (for gains in terms of surveying costs, processing time and storage capacity), but a reduced point density could also be taken into account as an operational parameter, before the LiDAR survey campaign is carried out. Planning the data collection campaign in order to reach a (potentially unnecessary) high sampling density across the object surface will inevitably lead to significant over-sampling in areas of open-ground or lower canopy density, where the laser pulses are not hindered from reaching the ground surface.

With regards to the estimation of various forest parameters, some studies find that past a certain LiDAR sampling density, the accuracy of predictions does not significantly change [58]. Therefore, when acquiring LiDAR data that will be utilized for multiple applications, each potential usage should be taken into account when determining point density requirements.
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