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Abstract—For mmWave networks, this paper proposes an image-to-decision proactive handover framework, which directly maps camera images to a handover decision. With the help of camera images, the proposed framework enables a proactive handover—a handover is triggered before a temporal variation in the received power induced by obstacles even if the variation is extremely rapid such that it cannot be predicted from a time series of received power. Furthermore, direct mapping allows scalability for the number of obstacles. This paper shows that optimal mapping is learned via deep reinforcement learning (RL) by proving that the decision process in our proposed framework is a Markov decision process. While performing deep RL, this paper designs a neural network (NN) architecture for a network controller to successfully learn the use of lower-dimensional observations in state information and higher-dimensional image observations. The evaluations based on experimentally obtained observations in state information and higher-dimensional image controller to successfully learn the use of lower-dimensional observations in state information and higher-dimensional image observations. The evaluations based on experimentally obtained observations in state information and higher-dimensional image

network controller forms a handover decision based on an optimized threshold of the number of failure transmissions. We experimentally demonstrated performance improvement over a mmWave communication system without conducting handovers [8]. The handover schemes are referred to as reactive handovers in which a handover is triggered after observing the degradation in the current link quality such as packet error rates or throughput. Thus, the schemes do not avoid the temporal degradation in the link quality until the link blockage is detected in the current connection.

To avoid even the aforementioned temporal degradations in the link quality, we have conceptualized a camera-assisted proactive handover system in mmWave networks [12]–[14]. The camera images\(^1\) contain geographical information on obstacles that block either line-of-sight (LOS) or non-LOS (NLOS) path, thereby allowing network controllers to predict future blockages. In the camera-assisted proactive handover system, network controllers perform handovers prior to when the blockages degrade the data rate of the mmWave links. Our experimental results have demonstrated that the proactive handover achieves higher throughput than a conventional reactive handover [12]. Hence, to maximize the advantage of mmWave networks, camera images might be a key decision criterion for performing a handover.

To maximally utilize the camera-assisted proactive handover, it is necessary to optimize the handover decision rules. Extant studies including [12]–[14] demonstrated a performance gain over performing handover reactively by using a heuristic handover policy. The heuristic assumed that the candidate BS provides the same data rate as the associated BS and that a handover does not involve a service disruption. Thus, for other situations, the heuristic is not optimal.

An issue in determining the optimal decision rule is how we make camera images contribute to the performance maximization. A solution involves explicitly estimating geographical information on obstacles, such as location, velocity, or shapes, from images. We have discussed the optimal handover policy that uses the location and velocity of a pedestrian who blocks the mmWave link [16]. However, the solution is limited by making an assumption that a pedestrian blocks the mmWave link. The solution does not deal with the situation in which

\(^1\)We used depth images whose pixels measure the distance between obstacles and a camera [15]. Depth images allow us to obtain geometric relations between components within the scene. In the following discussion, we consider that depth images are available to a network controller.
more pedestrians block the mmWave link or where obstacles are different from humans such as cars and baggage. To deal with the aforementioned situations, we are forced to adapt the system design to the number of obstacles and their shape.

Motivated by the issues detailed above, we have proposed the use of camera images without explicitly estimating geographical information on obstacles [17], [18]. In [18], from camera images, we directly estimated future received power of the mmWave signals transmitted to a BS via a supervised learning technique. The direct method allows a network controller to consider geographical information on the obstacles within the images to make handover decisions, while it does not require to adapt the system design to the number of the obstacles and their shape. The objective of a previous study [18] is to demonstrate the feasibility of the received power estimation method. Although the estimated received power can facilitate the proactive handover decisions, the performance maximization was beyond the scope of the study. Hence, the method in [18] does not provide a solution as to how the network controller maximizes the performance.

To consider the performance maximization in camera-assisted proactive handover, a Markov decision process (MDP) [19] provides a useful mathematical framework. MDP allows us to analyze the optimal action selection that maximizes expected rewards. Previous studies [20], [21] used MDP and analyzed the optimal cell selection in heterogeneous wireless networks with the objective to maximize the weighted sum of network bandwidth and network delay. The work in [22], [23] analyzed the optimal cell selection in mmWave networks that maximized the throughput or total received data in a mobile terminal. When a decision process is modeled by an MDP, reinforcement learning (RL) provides optimal action selection without any prior knowledge of the transition probability of the available information. Previous studies by [24]–[27] applied an RL algorithm to learn optimal cell selection. However, the aforementioned studies considered a decision process where a decision maker uses a current network state such as channel information, a received power or a network bandwidth, or user locations. To the best of our knowledge, extant studies did not detail a decision process wherein a decision maker uses camera images for handover control.

This paper designs a decision process in which a network controller makes a handover decision on the basis of camera images without estimating geographical information of obstacles. We confirm the process as an MDP based on which we directly map camera images to handover decisions with the goal of maximizing a performance metric. To learn optimal mapping without prior knowledge of the transition probability of camera images, we utilize RL. The RL algorithm applied in [24], [25] is computationally impractical to our problem setting because of the high dimensionality of camera images. Hence, we use a recent machine learning advancement—deep RL [28]—that is reported to handle input information with the aforementioned type of higher dimensions.

The contributions of this paper are as follows:

- We propose an image-to-decision proactive handover (I2D-PH) framework that directly maps camera-images to a handover decision. The I2D-PH framework exhibits two distinct features. First, the proposed framework triggers a handover ahead of a temporal variation in the received power induced by obstacles even if the variation is extremely rapid such that it cannot be predicted from a time series of received power. Second, the direct mapping allows scalability for the number of obstacles. The scalability cannot be achieved by the handover frameworks that explicitly use geographical locations of obstacles.

- We formulate the decision process in the I2D-PH by designing the state such that the state includes camera images; then, we confirm that the process is also an MDP. Thus, the optimal mapping in the I2D-PH exists and is learned via deep RL.

- While performing deep RL on the designed decision process—the state comprises both lower-dimensional observations and higher-dimensional image observations—, we design a neural network (NN) architecture that has separate parameters for the lower-dimensional observations and image observations. The architecture allows a network controller to successfully learn how to use lower-dimensional observations and image observations for handover control.

- We demonstrate the feasibility of the proposed framework via evaluations based on experimentally obtained camera images and received powers. We also demonstrate a performance gain of the learned handover policy in the proposed framework relative to learned handover policy in a received power-based handover framework.

The rest of this paper is organized as follows. Section II presents a system model of the camera-assisted proactive handover in mmWave networks. Section III formulates the decision process in the proactive handover as an MDP. Section IV describes the designed NN architecture that is used for deep RL. Section V evaluates the performance achieved by the proposed framework. Finally, Section VI provides concluding remarks.

II. I2D-PH FRAMEWORK

A. System Model

We consider a mmWave network where multiple mmWave BSs and a station (STA) are deployed. There are obstacles that block either the LOS path or the NLOS paths between the STA and BS associated with the STA. It should be noted that the obstacles are not limited to humans and examples include baggage, cars, and industrial robots.

In this paper, we assume that the positions of the STA and BSs are quasi-static, i.e., the variation in the positions occurs over a larger time scale than the learning procedure. The assumption is motivated by a focus on solving link blockage problems caused by moving obstacles. Other problems, such as the variation in the positions of the STA and BSs (during the learning procedure), are beyond the scope of this paper. The assumption is reasonable for certain scenarios such as transmitting data to a monitor in an office or a digital signage in a railway station concourse.

After a handover is decided, the communication between the BS and the STA can be disrupted because of the necessary
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It should be noted that it is possible that the network con-
troller estimates positions and velocities of the obstacles from
consecutive camera images and seeks for the optimal mapping
from the estimated values to the handover decisions as in
[16]. However, the framework is limited to obstacles whose
positions and velocities are estimated. Hence, the framework
does not necessarily deal with the blockages caused by each
obstacle within the images.

C. Learning Procedure for Optimal Mapping
The network controller learns the optimal mapping of
consecutive camera images to handover decisions via deep RL.
Fig. 1 shows the learning procedure. In the learning procedure,
the network controller obtains camera images, performs a
handover in a trial-and-error fashion, and subsequently obtains
a reward—a performance metric in the mmWave link such
as received power, throughput, or data rate. Based on the
history of the camera images, the handover decision, and the
reward, the network controller learns the optimal mapping
that maximizes the expected sum of rewards. The learning
procedure continues for the predefined duration.

III. MODEL FORMULATION
A. Markov Decision Process
An MDP is a special case of a stochastic decision process.
A stochastic decision process consists of the following four
elements: a state set \( S \), an action set \( A \), a reward function \( r : S \times A \times S \to \mathbb{R} \), and transition probabilities \( q \). At each decision
epoch \( t \in \mathbb{N} \), a decision maker observes state information \( s_t \in S \). Subsequently, the decision maker selects an action
on the basis of the policy \( \pi : S \to A(s_t) \), where \( A(s_t) \subseteq A \) denotes the set of the possible actions when the state \( s_t \)
is observed. Given the current state \( s_t \) and selected action
\( a_t \in A(s_t) \), the state transitions to \( s_{t+1} \in S \) at the next
decision epoch \( t + 1 \) according to the transition probability
\( q(s_{t+1}, s_t, a_t, s_{t-1}, a_{t-1}, \ldots, s_1, a_1) \); thereafter, the decision
maker is given a reward \( r(s_{t+1}, a_t, s_t) \).

The stochastic decision process is an MDP if and only if the state transition does not depend on
\( (s_{t-1}, a_{t-1}, s_{t-2}, a_{t-2}, \ldots, s_1, a_1) \) [19]. In the MDP, the
transition probability is defined as \( q_{\text{MDP}} : S \times A \to \Omega(S) \),
where \( \Omega(S) \) denotes the collection of the probability
distribution over \( S \).

The goal of the decision maker is to determine the optimal
policy \( \pi^* \) that maximizes the total expected discounted reward.
The optimal policy satisfies the following condition:
\[
\mathbb{E} \left[ \sum_{t'=0}^{\infty} \gamma^{t'} r(s_{t'+1}, \pi^*(s_{t'+1}), s_{t'+1}) \mid s_t = s \right]
\geq \mathbb{E} \left[ \sum_{t'=0}^{\infty} \gamma^{t'} r(s_{t'+1}, \pi(s_{t'+1}), s_{t'+1}) \mid s_t = s \right],
\]
\( \forall s \in S \) and \( \forall \pi \), where \( \gamma \in [0, 1) \) denotes the discount factor.
In the MDP wherein \( S \) and \( A \) are both countable non-empty sets,
there exists at least an optimal policy [19].

To obtain the optimal policy in an MDP, it is sufficient to
to obtain the optimal action-value function \( Q^* : S \times A \to \mathbb{R} \).
The optimal action-value function is defined as follows:
\[
Q^*(s, a) := \mathbb{E}_{\pi}[r(s', a, s) + \gamma V^*(s') \mid s, a],
\]
\( s \in S, a \in A(s) \),
where \( \mathbb{E}_{\pi}[\cdot \mid s, a] \) denotes the expectation operator under the
transition probability \( q_{\text{MDP}}(s', s, a) \) and \( V^*(s) \) denotes the
left-hand side in (1). This is attributed to the fact that the
optimal action-value function is related to the optimal policy
as follows [19]:
\[
\pi^*(s) = \arg \max_{a \in A(s)} Q^*(s, a).
\]
In other words, the policy that selects the action that maxi-
mizes \( Q^*(s, a) \) is optimal. In this paper, the optimal action-
value function is learned via deep RL [28].

B. Decision Process for 12D-PH
We formulate the decision process where the network con-
troller forms handover decisions in camera-assisted mmWave
networks, defining the states, actions, and rewards. Then we
confirm that the decision process is an MDP by demonstrating
that the state transition depends only on the current state and
action under an assumption.
1) States: In order for the network controller to leverage camera images for making handover decisions, we design the states such that they include consecutive camera images. Let the number of consecutive camera images be denoted as $N$. We set the state set as follows:

$$\mathcal{S} := \mathcal{X} \times \cdots \times \mathcal{X} \times \mathcal{J} \times \mathcal{C}.$$  

(4)

In (4), $\mathcal{X}$ denotes the set of all possible images, $\mathcal{J} := \{1, \ldots, J\}$ denotes the set of the BS indices, and $\mathcal{C} := \{c \mid c \in \mathbb{Z}, 0 \leq c \leq \lfloor T_{\text{dis}} / \tau \rfloor \}$ denotes the set of the remaining decision epochs until the service disruption time ends, where $J$ denotes the number of the deployed BSs and $\lfloor \cdot \rfloor : \mathbb{R} \to \mathbb{R}$ denotes the floor function.

Let $s_t = (x_t, x_{t-1}, \ldots, x_{t-N+1}, j_t, c_t) \in \mathcal{S}$ denote the state at the decision epoch $t$. The element $x_{t-k} \in \mathcal{X}$ for $k \in \{0, 1, \ldots, N - 1 \}$ is set as the image observed at the decision epoch $t - k$. The element $j_t \in \mathcal{J}$ is set as the index of the BS associate with the STA. The element $c_t \in \mathcal{C}$ is set as the number of remaining decision epochs that the network controller experiences until the handover process is completed. When the decision epoch is not within the service disruption time, $c_t$ is set as zero.

2) Actions: We let the set of possible actions $\mathcal{A}(s_t)$ be as follows:

$$\mathcal{A}(s_t) := \begin{cases} \mathcal{J}, & c_t = 0; \\ \{j_t\}, & c_t \neq 0. \end{cases}$$  

(5)

In other words, the controller selects one of the BSs when the decision epoch is not within the service disruption time; otherwise, the controller selects only the index of the BS to which a handover is performed.

3) Reward: We set the reward as a performance metric in the link provided by the BS currently associated with the STA with the exception that when the next decision epoch $t + 1$ is within the service disruption duration, we set the reward as zero as follows:

$$r(s_{t+1}, a_t, s_t) := \begin{cases} R_{j_{t+1}, t+1}, & c_{t+1} = 0; \\ 0, & c_{t+1} \neq 0. \end{cases}$$  

(6)

In (6), $R_{j_{t+1}, t+1}$ denotes the performance metric in the link provided by BS $j_{t+1}$ at $t + 1$. In the performance evaluation, we set $R_{j_t, t}$ as a data rate in the link provided by BS $j_t$ as discussed in Section V.

4) State Transition: The state transition to the next state is as follows. Let the state at epoch $t + 1$ be $s_{t+1} = (x_{t+1}, x_t, \ldots, x_{t-N+2}, j_{t+1}, c_{t+1}) \in \mathcal{S}$. Evidently, the consecutive images $(x_{t+1}, x_t, \ldots, x_{t-N+2})$ at $t + 1$ are determined by concatenating the image at $x_{t+1}$ with the current images $(x_t, x_{t-1}, \ldots, x_{t-N+1})$ and removing the oldest image $x_{t-N+1}$. Based on the definition of the state, the term $j_{t+1}$ is determined as follows:

$$j_{t+1} = a_t.$$  

(7)

The term $c_{t+1}$ is determined as follows:

$$c_{t+1} = \begin{cases} c_t - 1; & c_t \neq 0, \\ \lfloor T_{\text{dis}} / \tau \rfloor; & c_t = 0, a_t \neq j_t, \\ 0; & c_t = 0, a_t = j_t. \end{cases}$$  

(8)

We show that the aforementioned state transition depends only on $s_t$ and $a_t$ by considering the transitions of images, $j_t$, and $c_t$. First, the consecutive image transition exhibits a first-order Markov property under the assumption that the process of observing the image sequence $x_1, x_2, \ldots$ is a Markov chain of order $N$:

$$\mathbb{P}(X_{t+1} = x_{t+1} \mid X_t = x_t \land \cdots \land X_1 = x_1) = \mathbb{P}(X_{t+1} = x_{t+1} \mid X_t = x_t \land \cdots \land X_{t-N+1} = x_{t-N+1}),$$  

(9)

where $X_t$ denotes the random variable that denotes the image observed at $t$. This is because under the assumption, the process of observing consecutive images $(x_N, x_{N-1}, \ldots, x_1), (x_{N+1}, x_N, \ldots, x_2), \ldots$ is the first-order representation of the original Markov chain [30]. Thus, $\forall t$, the transition of consecutive images depends only on the current images $(x_t, x_{t-1}, \ldots, x_{t-N+1})$, which is the elements of $s_t$. Second, from (7), the transition of $j_t$ is determined from $a_t$. Third, from (8), $c_{t+1}$ is determined from $c_t$, $j_t$—the elements of $s_t$—, and $a_t$. The three aforementioned transitions depend on the elements of $s_t$ and $a_t$, and therefore the overall state transition depends only on $s_t$ and $a_t$.

The assumption (9) is reasonable given that the image transition significantly depends on the recent images. For example, if the obstacle moves at a uniform speed, then the image transition depends on the two consecutive images, i.e., the assumption (9) holds for $N = 2$. Similarly, when the obstacle moves at a uniform acceleration, (9) holds for $N = 3$. Even if the obstacle movement is more complicated, it is expected that the assumption holds if we increase the number of images $N$. In the performance evaluation, we set $N$ as two because the obstacles move at an approximately constant velocity.

It should be noted that without knowing the transition probabilities, we learn the optimal action-value function via deep RL [28]. To learn the optimal policy, we only require transition samples $(s_t, a_t, r_t, s_{t+1})$ that can be obtained while making decisions in the learning procedure.

C. Example

This section details an example of the temporal transition of the decision process. We consider that at the decision epoch $t$, $s_t = (x_t, x_{t-1}, \ldots, x_{t-N+1}, 1, 0)$, i.e., the camera images $(x_t, x_{t-1}, \ldots, x_{t-N+1})$ are available, the STA is associated

2To learn the optimal policy, it might be one approach to use the algorithms that require the knowledge of the transition probability such as a dynamic programming technique [19]. However, to estimate the transition probability $q_{\text{MDP}}(s_{t+1}, s_t, a)$ in our problem setting and in particular the transition probability of the entire image $\mathbb{P}(X_{t+1} = x_{t+1} \mid X_t = x_t, X_{t-N+1} = x_{t-N+1})$, a more intensive procedure such as supervised learning [31], is required. By using deep RL, we skip the procedure and directly learn the optimal policy from transition samples $(s_{t+1}, a_t, r_t, s_t)$. 
with BS 1, and the decision epoch is not within the service disruption time. If the controller selects action \( a_t \neq 1 \), i.e., a handover is performed, then the state transitions to \( s_{t+1} = (x_{t+1}, x_1, \ldots, x_{t-N+2}, a_t, 0) \). The controller is subsequently given a reward of zero because \( c_t = \lfloor \tau / \tau \rfloor \neq 0 \) (see (6)). In this case, until the service disruption time ends, the controller selects action \( a_t = 1 \), i.e., the handover is not performed, then the state transitions to the state \( s_{t+1} = (x_{t+1}, x_1, \ldots, x_{t-N+2}, 1, 0) \) and the controller is then given the reward.

IV. NEURAL NETWORK ARCHITECTURE

In deep RL, a NN is trained such that the NN is a good approximation of the optimal action-value function \( Q^*(s, a) \) in (2) [28]. We focus on the NN architecture designed to perform deep RL in the decision process discussed in the previous section.

We design the NN architecture such that the NN has separate outputs for each possible combination of \( j \in \mathcal{J}, c \in \mathcal{C}, \) and \( a \in \mathcal{A} \) as shown in Fig. 2. The design allows us to divide the parameters into two parts: the parameters associated with the camera images and that associated with the other low-dimensional observations, \( j, c, \) and \( a \). Let \( Q(s, a; \theta) \) be the NN, where \( s \in \mathcal{S}, (x_1, \ldots, x_N) \in \mathcal{X}^N, \) and \( \theta \) denotes the parameters of the NN. In the architecture, the NN is expressed as follows:

\[
Q((x_1, \ldots, x_N, j, c), a; \theta) = \sum_{k=1}^{512} \theta_{j, c, a, k} h_k,
\]

where \( h_1, \ldots, h_{512} \) denote the output values of the layer prior to the output layer and \( \theta_{j, c, a, 1}, \ldots, \theta_{j, c, a, 512} \) denote the parameters in the output layer corresponding to the combination of \( j, c, \) and \( a \). The parameters used to obtain the output values \( h_1, \ldots, h_{512} \) are associated with the camera images, and the parameters in the output layer, \( \theta_{j, c, a, 1}, \ldots, \theta_{j, c, a, 512} \)

The motivation for the architecture is that it is necessary to use the observations \( j \) and \( c \) for handover control. In our MDP setting, the state \( s \) consists of \( N \) consecutive images \( (x_1, \ldots, x_N) \) with thousands of elements and \( (j, c) \) with only two elements. If we let the input of the NN be \((x_1, \ldots, x_N, j, c)\) and thereby process the images \((x_1, \ldots, x_N)\) and \((j, c)\) with the same parameters, then the variation in \((j, c)\) does not significantly impact the NN output values. This is because NNs generally estimate feature representations of overall inputs; thus, they do not propagate the variation in one or two elements in the inputs to the output [31]. Hence, the controller can ignore the variation in \((j, c)\) while making a handover decision.

It should be noted that we employ the NN architecture of [18] with the exception of the output layer. The architecture is reported to facilitate the prediction of future performances in a mmWave communication from camera images. Hence, it is expected that the architecture also facilitates the learning of the optimal action-value function that is the sum of the performance metrics in our MDP setting.

V. PERFORMANCE EVALUATION

A. Evaluated Scenario

We consider that two BSs and an STA are deployed as shown in Fig. 3. The STA is initially associated with the BS that observes higher received power when compared to that of the counterpart when there are no obstacles within the deployed area. We term the BS that is initially associated with the STA as BS 1 and the other as BS 2. BS 2 is a candidate BS in the case in which the link between BS 1 and the STA is blocked by obstacles.
We assume that BS 2 is free from blockages. The assumption is reasonable given that a network controller is likely to perform a handover to a BS that is not blocked by any obstacles. In the following discussion, we consider that BS 2 is at a position where pedestrians cannot block the path between the STA and BS 2 and the received power at BS 2 is constant over time.

B. Measurement Setup

We conduct the measurement as in [32] and obtain received powers and camera images. We deploy a mmWave transmitter, a measurement device, and a camera as shown in Fig. 4. The transmitter and a measurement device are considered as the STA and BS 1, respectively. The mmWave transmitter transmits signals at the carrier frequency of 60.48 GHz and the STA and BS 1, respectively. The mmWave transmitter Dell Wireless Dock D5000 and received powers be denoted by $T = \{t_1, t_2, \ldots, t_N\}$. Let the obtained two parts to perform learning and performance evaluation.

C. Simulation Procedure of Decision Process

We divide the camera images and received powers into two parts to perform learning and performance evaluation based on different data from each other. Let the obtained camera images and received powers be denoted by $(x_t)_{t \in T}$ and $(P_t)_{t \in T}$, respectively, where $x_t$ denotes the $t$th image, $P_t$ denotes the received power that is simultaneously obtained, and $T = \{1, 2, \ldots, T\}$ denotes the set of the time indices. We divide $T$ into the following two subsets: $T_1 = \{1, 2, \ldots, T'\}$ and $T_2 = \{T' + 1, T' + 2, \ldots, T\}$, where $1 < T' < T$. We use $(x_t)_{t \in T_1}$ and $(P_t)_{t \in T_1}$ to learn the optimal action-value function and use $(x_t)_{t \in T_2}$ and $(P_t)_{t \in T_2}$ to evaluate the learned policy.

We simulate the decision process in the learning procedure using $(x_t)_{t \in T_1}$ and $(P_t)_{t \in T_1}$. The decision epoch is set as the time step at which an image is obtained. The decision process starts at the time step at which $x_N$ is observed. The STA is initially associated with BS 1 and the time at which the process starts is not within a service disruption time, i.e., $j_1 = 1$ and $c_1 = 0$. Thus, the state $s_1$ is set as $(x_N, x_{N-1}, \ldots, x_1, 1, 0)$. The action $a_1$ is selected according to the $\epsilon$-greedy policy [28]; then, the next state $s_2$ is set such that it includes the images $(x_{N+1}, x_N, \ldots, x_2)$, $j_2$, and $c_2$, where $j_2$ and $c_2$ are determined based on $a_1$ as discussed in Section III-B. The procedure is iterated and then ends when the state includes the last image $x_T$.

The reward $R_{1,t+1}$ for $j \in J$ in (6) is set as a data rate provided by BS $j$ associated with the STA and is calculated as follows. The reward $R_{1,t+1}$ is calculated by the Shannon capacity formula via the obtained received power value $P_{t+1}$ as follows:

$$R_{1,t+1} = W \log_2 \left(1 + \frac{P_{t+1}}{\sigma^2 W} \right),$$

where $\sigma^2$ denotes the noise spectral density. The reward $R_{2,t+1}$ is set as a constant value $R_2$ on the basis of the assumption that the received power at BS 2 is a constant over the time.

We evaluate the performance of the learned policy. We simulate a decision process using the same procedure as the learning procedure with the exception that we use $(x_t)_{t \in T_2}$ and $(P_t)_{t \in T_2}$, and the action is selected according to a greedy policy [19]. We calculate the time average of the reward as a performance metric of the learned policy.

We iterate the learning and evaluation by using the same data set. We evaluate the policy that achieves the highest average reward throughout the iterations. Parameters associated with the deep RL are summarized in Table III.

D. Compared Framework

We compare the proposed framework with a received power-based framework. We design the received power-based framework by formulating the decision process as a similar MDP—we replace the images with the received powers in the definition of the state. Let $P^j \in \mathbb{R}^{N'}$ denote the received power observed at BS $j$ in subsequent $N'$ time steps. The state in the MDP is set as follows:

$$s = (P^1, P^2, \ldots, P^j, j, c).$$ (11)

The received power-based framework does not trigger a handover unless a pedestrian causes the variations in the received power while our proposed framework triggers a handover before the variations with the help of camera images. The following subsection reveals the aforementioned characteristics of both frameworks and numerically evaluates the advantage of the proposed framework.

It should be noted that the handover policy in the received power-based framework is learned with deep RL with a NN different from that in Fig 2. We simplify the NN architecture because the input of the NN in the received power-based framework comprises several elements—the four elements in the evaluation. We replace the combination of the CNN and LSTM in Fig 2 with a fully connected multi-layer perceptron.
The basic idea discussed in this paper is applicable to learn the handover in [34], [35]. However, it should be emphasized that even in such conditions, received powers, or we should perform more advanced techniques for deep RL-intensive learning because the pixel values vary more intensively than those triggers handovers after the variation.

4The number of images used for learning, \( T' \)
Number of iterations of learning and evaluation 1000
Exploration rate, \( \epsilon \) 1–0.01 (Decreased by 0.01 per iteration)
Number of input images, \( N \) 2
Number of received power values, \( N' \) 2
Number of pixels in an input image, \( P \) \( 40 \times 40 \)
Interval between successive decision epochs \( \tau \) 30 ms
Data rate that BS 2 provides, \( R_2 \) 150 Mbit/s (const.)
Minibatch size [28] 32
Frequency of updating the target network [28] 10000

with eight hidden units and 32 output units where the two layers are activated using Rectified linear units [31].

E. Results

We show an example of time-varying data rate in the case where \( T_{\text{dis}} = 0 \) s in Fig. 5. The pedestrians walk in front of the mmWave transmitter at approximately 41.5 s and 43.9 s. Simultaneously, the data rate provided by BS 1 is degraded from approximately 200 Mbit/s to 30 Mbit/s. Our framework successfully selects the BS that provides a higher data rate than the counterpart at each decision epoch and thereby maximizes the data rate.

It should be noted that we learn the policy as shown in Fig. 5 without explicitly estimating the positions and velocities of the two pedestrians. The result demonstrates the feasibility of the direct mapping from camera images to a handover decision. Thus, given that the direct mapping is scalable for the number of obstacles, we expect that we can easily scale up an arbitrary number of pedestrians.

We compare the performance of the policy learned in our framework with that of the policy learned in the received power-based framework in Fig. 6. Fig. 6 shows the average data rate obtained in the evaluation procedure. The handover policy learned in our framework achieves a higher or equal data rate when compared to that of the learned policy in the received power-based framework.

We confirm that our framework triggers a handover in a proactive manner by Fig. 7. Fig. 7 shows an example of time-varying data rate provided by our framework and the received power-based framework when the service disruption time \( T_{\text{dis}} = 0.09 \) s. Our proposed framework successfully triggers handovers prior to the variation in the data rate provided by BS 1, while the received power-based framework triggers handovers after the variation.

4To scale up an arbitrary number of pedestrians, we might require more intensive learning because the pixel values vary more intensively than those in our evaluation. For example, we require more data of camera images and received powers, or we should perform more advanced techniques for deep RL in [34], [35]. However, it should be emphasized that even in such conditions, the basic idea discussed in this paper is applicable to learn the handover policy.

VI. Conclusion

We proposed a proactive image-to-decision handover framework, which directly maps camera images to a handover decision to achieve the scalability for the number of obstacles. We formulated the decision process of the proposed framework and confirmed that the optimal mapping in the proposed framework is learned via deep RL by revealing that the designed decision process is an MDP. Furthermore, we developed a NN architecture that has separate parameters for image observations and lower-dimensional observations so that the network controller learns to use the lower-dimensional observations.

We performed the evaluations based on experimentally obtained camera images and received powers. The evaluation demonstrated the feasibility of the direct mapping by revealing that the optimal handover policy could be learned without explicitly estimating the positions and velocities of the obstacles. We can easily extend this to the conditions in which more pedestrians block the mmWave links because the basic concept of this paper is applicable to such conditions although a more sophisticated RL technique might be required. The evaluation also indicated that our image-based framework triggered a handover several hundreds of milliseconds earlier when compared to the received power-based framework, and this led to better performance in terms of the average data rate.

It should be noted that our proposed framework can trigger a handover earlier than the received power-based framework even when the delay to obtain images exceeds that to obtain received powers. This is due to the difference between the manner of the variation in the camera images and that in the received powers. Camera images vary according to the obstacle movements irrespective of whether the obstacle is blocking a mmWave link or not. The variation allows our proposed framework to predict future link blockages and this leads to an earlier handover. Conversely, received power varies only when the obstacle is blocking a mmWave link. Hence, even when the received power is obtained earlier than the camera images, the received power-based framework triggers a handover only when an obstacle begins to block the

5In a general scenario, there exists a difference between the interval to obtain images—approximately 30 ms—and that to obtain the received powers—approximately less than one millisecond. Thus, obtaining camera images can be delayed relative to obtaining the received powers.
mmWave link; thereby, a handover in the received-power based framework can be delayed relative to that in the proposed framework.
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