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Abstract—In this work, we present a learning-based pipeline to realise local navigation with a quadrupedal robot in cluttered environments with static and dynamic obstacles. Given high-level navigation commands, the robot is able to safely locomote to a target location based on frames from a depth camera without any explicit mapping of the environment. First, the sequence of images and the current trajectory of the camera are fused to form a model of the world using state representation learning. The output of this lightweight module is then directly fed into a target-reaching and obstacle-avoiding policy trained with reinforcement learning. We show that decoupling the pipeline into these components results in a sample efficient policy learning stage that can be fully trained in simulation in just a dozen minutes. The key part is the state representation, which is trained to not only estimate the hidden state of the world in an unsupervised fashion, but also helps bridging the reality gap, enabling successful sim-to-real transfer. In our experiments with the quadrupedal robot ANYmal in simulation and in reality, we show that our system can handle noisy depth images, avoid dynamic obstacles unseen during training, and is endowed with local spatial awareness.

Index Terms—Collision Avoidance; Representation Learning; Vision-Based Navigation

I. INTRODUCTION

NAVIGATING in dynamic environments with an autonomous robot is a complicated task. Dynamic objects have to be singled out from raw sensor data, their motion predicted into the future, and this information carried over to the controller [1]. The latter needs to compute a collision-free trajectory fast enough to react to dynamic obstacles and be robust to noise in the measurements. This problem requires the efficient combination of spatio-temporal filtering and trajectory optimization. However, sensors such as LiDARs and depth cameras provide a large amount of mostly redundant data and processing these data fast enough to avoid moving objects usually requires a tailored hardware-software solution.

The typical model-based pipeline either assumes a static environment and relies on the controller reacting fast enough to

A. Contribution

This paper presents a learning-based method to navigate locally in dynamic environments with a mobile robot. At every time-step, the robot receives the current depth frame from the front-facing camera, the relative coordinates of a nearby goal to reach, and decides on a velocity command. The robot’s goal is to successfully navigate towards the goal, while avoiding potential hazards along the way.
Fig. 2: Description of our approach. A sequence of images is fed through an encoder to produce latent vectors. These vectors are fed through an LSTM network along with the camera’s trajectory to learn a representation of the world. That representation is used by the policy trained in simulation to avoid obstacles.

To achieve this, we develop a standalone module that can predict the scene’s temporal evolution from a stream of depth images and the camera’s trajectory. This module estimates the partially observable state of the world without having to detect dynamic objects and explicitly predict their motion, and does not rely on heuristics. This module can then be used in a model-based or a learning-based control setting.

Here, we directly use that module’s latent space to train an obstacle avoiding policy on a mobile robot entirely in simulation using RL. We deploy the policy to the quadrupedal robot ANYmal [14] sim-to-real and show that it can navigate in a cluttered scene and avoid people moving across its path in a very reactive manner.

The approach depicted in Fig. 2 can complement SLAM-based techniques and handle dynamic obstacles, which are typically not captured by such methods. Indeed, using a map built with SLAM, a global path can be computed and these waypoints given to our pipeline to locally adapt the path to avoid dynamic obstacles and new obstacles that were not there during the global path planning stage.

To summarize, the main contributions of this work are the development of a task and robot agnostic state representation module that can operate in simulation and reality, generalizes to unseen objects, uses no heuristics, and the design of a sample efficient sim-to-real RL pipeline using that representation to navigate in cluttered and dynamic scenes.

B. Related Work

Already in 2005, the authors of [15] proposed a system that uses a monocular camera to estimate the distance to obstacles geometrically and use that information to train a policy in simulation. Other works feed RGB images or 2D LiDAR data through a neural network to produce a control command for navigation by learning from expert trajectories [16], [17], [18], [9], via reinforcement learning [19], [20], or fully self-supervised [21]. In this work, we do not assume the presence of an expert and use depth images. RGB-based methods such as [22], [23] do not explicitly consider dynamic environments in their formulation, resulting in purely reactive policies. More specifically, the authors in [8], [24] use a network to estimate whether there is an obstacle 1 meter ahead of the robot from monocular RGB images. As a result, an obstacle moving fast towards the robot from a distance will only be detected when it is close to the robot, and the robot might not have time to react. Also, using depth images instead of RGB in a simulation-based learning setting results in a smaller reality gap and reduces the complexity of the data collection pipeline.

In comparison, the authors in [8], [24] use RGB images and had to design 24 worlds in game engines manually, use 200 textures, and 21 different furniture items. Here, we simply use four furniture items and place them randomly across the room. LiDAR-based methods such as [25], [26] do not use 3D LiDARs. Therefore, smaller obstacles on the ground cannot be detected. Contrary to most of the works mentioned above, we explicitly consider dynamic obstacles in our formulation. We focus on estimating the scene’s temporal evolution in a standalone module and use this to navigate without collisions.

A state representation is a rich signal that has shown to be useful for control purposes [27]. In the World Models approach [28], the representation is used to play games from pixels. They use a simple control formulation to map the representation to actions and use an evolutionary algorithm to train the policy. Other works learn a latent representation, which is then used with model-based control [29], [30] or RL [31]. A suitable representation for control can also be generated from neural rendering [32], [33], where a new viewpoint of a scene can be generated from other viewpoints. However, none of these works have shown results on a real robot.

II. LEARNING A REPRESENTATION OF THE WORLD

Learning a policy from pixels directly is a challenging task, and it has been shown empirically that feeding a state signal instead results in better sample efficiency [34].

In this Section, we describe how to estimate the state of the world from pixel measurements. The resulting low-dimensional but rich signal can be used in an RL setting to efficiently learn the navigation task.

More precisely, since we do not know the world’s configuration and the motion of the obstacles a priori, we are dealing
with a partially observable problem. The agent obtains noisy measurements in the form of depth images \( d_t \) and the camera’s trajectory \( \delta\psi_t \). These narrow snapshots of the world must be fused together to estimate the world’s underlying hidden state.

### A. Encoding depth images

The pixels of a depth image contain a lot of redundant information that is not directly useful for collision avoidance and navigation. Therefore, we encode the depth frames using a convolutional Variational Autoencoder (VAE) [35]. Its purpose is to map the images coming from the robot to a low-dimensional latent space suitable for collision avoidance and help bridge the reality gap. By passing the data through a bottleneck, the input is compressed to only the most relevant information, namely the geometry’s general shape. Additionally, choosing a smaller latent space dimension reduces its capacity to represent finer details. For our task, this leads to a better generalization to unseen objects and is also desirable because we only need to estimate the rough collision shape of objects for obstacle avoidance. Similarly, the VAE removes the input signal’s high frequency content and thus filters out noise in the images. This is important since the depth images obtained from the real camera are noisy, see Fig. 3.

To bridge the reality gap, the VAE is trained with images from simulation and the real robot. We define the autoencoder’s loss as the reconstruction error between the decoded image and a filtered version of the input image. The filtering operations are inspired by the IP-Basic algorithm [36], which performs simple depth completion. We extend this method to inflate objects and remove their level of detail to extract object bounds rather than exact shapes. As a result, we can mask the main shortcomings of real depth images compared to simulated ones: Missing information, loss of detail, and depth noise. The filter first performs a dilation and hole closing operation. This removes the noise in the planes and along the edges of objects. Next, a dilation with a large kernel is performed on the image but only applied to the remaining black pixels. Finally, a bilateral filter is applied to the resulting image to smooth out shapes. These steps are depicted in Fig. 3, which shows how missing information is recovered and the level of detail of objects reduced.

The filtering operations could also be performed as a preprocessing step before passing the image to the VAE. However, this would require running the filtering operations at inference time, which would increase computational load on our mobile hardware. With our method, filtering is implicitly integrated into the VAE forward-pass and therefore incurs no additional computational cost.

### B. Fusing the sequence of images

The sequence of depth images \( d_{\{0,...,t\}} \) is encoded by the VAE, producing a sequence of latent vectors \( l_{\{0,...,t\}} \). Along with the camera trajectory \( \delta\psi_{\{0,...,t\}} \), it is fed through a Long Short-Term Memory (LSTM) [37] block to produce a hidden state \( h_{t+1} \). The hidden state is then mapped using two multilayer perceptrons (MLP) to the estimated mean \( \hat{\mu}_{t+1} \) and standard deviation \( \sigma_{t+1} \) of the distribution of the next latent \( l_{t+1} \), which is assumed to be Gaussian (see Fig. 4). We train the model by maximizing the log-likelihood of the measured latent vectors. We also add a regularizing KL-divergence term \( D_{KL}(p(l_{t+1}|h_{t+1})||q) \), where \( q \sim \mathcal{N}(0, I) \). This makes the predicted distribution consistent with the prior over the latent variables that is introduced in the VAE loss [35]. The signal \( h_t \) is a compact representation of the world at time \( t \). To predict the next latent, it has to encode the layout of the room, the objects in the scene and their velocity implicitly. For the subsequent sim-to-real transfer, the state representation module is trained by mixing trajectories from the simulation and the real robot.

Since the output is a probability distribution that maximizes the measurement log-likelihood, the representation module can be seen as a state estimator similar to a non-linear Kalman filter [38]. Given the current belief state \( h_t \), the previously inferred latent \( l_t \), and input \( \delta\psi_t \), the next latent \( l_{t+1} \) can be predicted. This corresponds to the dynamics update, commonly referred to as dreaming [39] in the learning literature. When it receives a measured latent \( l_{t+1} \), a measurement update is performed by inferring the model. Due to the log-likelihood loss, the standard deviation output \( \sigma_{t+1} \) reflects the confidence of the model on how accurately it represents the state of the world.

In this work, we also compare this method against a more sophisticated sequence to sequence learning approach depicted in Fig. 4, which is commonly used in natural language processing or video prediction [40], [41]. The encoder LSTM compresses the images and camera trajectory to a representation \( h_t \). During training, that representation \( h_t \) is fed to a reconstruction LSTM, whose task is to reconstruct the input sequence and a prediction LSTM, whose task is to predict the future. At run-time, only the encoder LSTM is used.

### III. LEARNING OBSTACLE AVOIDANCE

In this section, we define the collision avoidance task. The robot is an agent whose task is to navigate in a dynamic environment. It receives a sequence of depth images, the camera’s trajectory, a goal to reach, and has to decide on a base velocity command. Internally, it uses the approach described in Section II to compute the current belief state. The agent will leverage this powerful representation and use it to learn an obstacle-avoiding policy. The policy itself is a simple MLP that receives the representation and the goal as input.

#### A. Problem formulation

We model the problem in simulation and use a model-free RL algorithm. Using a learning-based approach allows us to use the abstract state representation directly, which could not be directly interpreted for use in a model-based setting. However, the use of a simulator requires careful attention to ensure successful sim-to-real transfer.

Instead of simulating the whole robot and its velocity tracking controller, we simply assume that the robot is made of a single rectangular cuboid whose collision shape is slightly bigger than the robot itself (to have a safety margin when deploying the policy on hardware). The actions are the velocity...
**Fig. 3:** Different filtering operations applied to the target image when training the VAE. The top row corresponds to a real image and the bottom row to a simulated one.

**Fig. 4:** (a) Classic approach to learn a representation of the world. Given the belief state $h_t$, a latent $l_t$ and displacement $\delta\psi_t$, this network learns a distribution over the next latent $l_{t+1}$ (b) State representation learning with an encoder-decoder LSTM approach. An encoder LSTM computes a belief state $h_t$ from a trajectory, which is then used to predict future latent vectors and reconstruct the past trajectory.

along the $x$ and $y$ coordinates of the cuboid and its yaw rate, mimicking the effect of the robot’s controller.

This simplified formulation significantly increases simulation speed and is sufficient as long as the robot’s controller can track the commanded velocities well enough.

The episode terminates whenever the robot reaches the goal, collides with an obstacle, or a time-out occurs, with respective terminal rewards $r_{\text{obst}}$, $r_{\text{goal}}$, $r_{\text{to}}$. Additionally, we penalize lateral and backward squared velocities, with scaling $\alpha_{\text{lat}}$ and $\alpha_{\text{back}}$, respectively, since the robot is blind in these directions, and the total traveled distance at the end of the episode, with scaling $\alpha_{\text{dist}}$.

At the beginning of every episode, a new world and goal position are generated, and the camera’s tilt, pitch, and attachment position are slightly randomized.

**B. Procedural environment generation**

The goal of the environment generator is to create a variety of training cases for the agent and encompass typical scenarios the real robot will face, see Fig. 5. Every agent is spawned in its own independent world, which consists of walls and moving obstacles.

At the beginning of a new episode, the wall heights and the world’s narrowness are randomized to simulate narrow corridors up to open worlds. We also randomize the object categories, their position, and velocity.

To control the difficulty of the task, the maximum velocity of objects and the object density in the scene can be modified, which can be exploited for curriculum learning.

**C. Bringing all the components together**

The whole pipeline contains a lot of interdependent components. We train using the following sequence:

1) We first collect images to train the VAE by spawning the camera at random locations in random environments in simulation and from different real-world deployments of the robot. We use around 50’000 images from simulation and 20’000 images from reality.

2) A baseline policy, which uses the VAE’s latent vector as input is trained in a static world.

3) We collect trajectories by rolling out the baseline policy in dynamic environments and train the LSTM and the MLPs with the VAE frozen. Despite failing quite often in such environments, we found it is sufficient to train the model. We collect around 500’000 transitions which corresponds to 14 hours of real time experience. We also use 3 hours of trajectories collected on the real robot.

4) After the representation model is trained, we train the final policy using the belief state as input in randomly generated dynamic environments in simulation.

5) The resulting policy can be deployed on the real robot.

**IV. EXPERIMENTAL RESULTS**

We experimentally evaluate our approach in simulation and on the real robot in different scenarios, compare the
approach to other baselines, and assess the importance of each component of the pipeline. We use NVIDIA’s Isaac Gym\footnote{https://developer.nvidia.com/isaac-gym} environment to generate the synthetic data and train the policy\footnote{The training hyper-parameters are described in Appendix V}. The depth images have a dimension of $128 \times 256$.

A. State representation

In this Section, we showcase the state representation learner, especially in the state estimation setting. All the trajectories shown are taken from validation data.

Fig. 6 depicts an example trajectory. To obtain this sequence, we first warm-start ($t < 0$) the network by feeding ground truth data. From time $t = 0s$ to $t = 1.0s$, we perform several dynamics updates (dreaming). Then, the network receives measurements again until $t = 2.5s$. As mentioned in Section IV-A, the network’s standard deviation output will represent the confidence of the network in the accuracy of its belief state. It can be seen that the standard deviation increases while dreaming and decreases again when receiving measurements. This property arises because the further into the future it dreams, the more errors accumulate, leading to blurred images. Therefore, to keep the loss low, the standard deviation must increase to encompass all potential scenarios that could occur. This valuable information could be used at a later stage as input to the policy, or to scale its output appropriately.

Along a trajectory, when an object leaves the field of view, the network cannot reconstruct it properly when it re-enters the field-of-view in the dream. This is likely due to the training data distribution, where successive frames dominate the loss, rather than the rare occasions where objects reappear multiple time steps ahead.

B. Obstacle avoidance using a representation

We evaluate the performance of the obstacle-avoiding policy based on three different state representations in simulation. The first representation is based on the latent space of the VAE, the second on the hidden state of the LSTM described in Fig. 4a and the last one on the hidden state of the encoder LSTM described in Fig. 4b. We refer to these as reactive, world model, and seq-to-seq, respectively. The representation vectors are directly given as input to the MLP policy. The reactive formulation has no notion of time and can only solve the task by displaying reactive behavior.

We assess the pipeline’s spatial awareness and evaluate how well it copes with dynamic obstacles.

a) Cluttered static environment: In this experiment, we evaluate the different policy formulations in a highly cluttered static scene, see Fig. 7a. The world model and seq-to-seq policies achieve a better performance than the reactive policy. They reach a rate of 3% at full convergence, while the reactive policy converges towards 13%. On average, the reactive policy also takes a longer path to reach the goal, while the memory-based policies dedicate less control effort overall and move faster towards the goal.

The main limitation of the reactive policy is that it can only react to the information available at the current time step. Therefore, when the policy fails, it usually first successfully goes around an obstacle but then collides with it when it leaves the field of view. On the contrary, this rarely happens with the world model or the seq-to-seq policies. When they collide with an obstacle, it is mostly due to the noise added to the robot’s actions to make the policy more robust on the real robot.

These experiments show that the memory-enabled policies have a better understanding of the robot’s immediate surroundings and the scene’s spatial configuration. Consequently, they can use less control effort and complete the navigation task more quickly.

b) Dynamic environments: In this experiment, we evaluate the different policy formulations in a dynamic scene. The test scenes are less cluttered (10% lower object spawn rate) than in the previous experiments because it would otherwise result in too difficult scenarios. The policies have to solve a more complicated task, since they need to display spatial awareness and show foresight and understand the evolution of the scene in time. Therefore, the behavior converges after more iterations and reaches a higher collision rate (25% for the reactive and 13% for the other two policies), see Fig. 7b.

Despite having no memory, the reactive policy is still to some extent capable of avoiding oncoming objects. However, this comes at the cost of control effort. Indeed, the reactive policy uses twice as much velocity in backward direction along a trajectory. This is because it does not know the velocity of an oncoming obstacle. It has to be particularly cautious and needs to control for the worst-case scenario. On the other hand, the world model and seq-to-seq policies choose a shorter path to the goal and display lower control effort.

The higher failure rates of the different policies compared to the static scenario can be explained by two contributing factors. First, following the observation made in IV-A, the state estimator is prone to forgetting objects that have left the field of view. The consequence of this effect is further aggravated when the object in question is moving towards the robot. Second, just using the hidden state at the current time step might not be sufficient for navigation. Ideally, the policy should be given an idea of what the configuration of the scene will look like a couple of seconds ahead. The policy could, for example, be given a dreamed version of the scene in the future. This is left for future work.

These experiments show that the RL trained policies can exploit the additional information brought by the belief state of the representation learner. The world model and seq-to-seq policies display very similar performance, even though the sequence to sequence approach is trained to encode more information.

C. Comparison with baselines

To highlight the representation learner’s effectiveness, we compare our seq-to-seq policy with three end-to-end baselines in simulation. In the first one, denoted by end-to-end CNN, the policy directly takes the depth images as input and consists of a convolutional neural network (CNN) followed by an MLP, which also takes the goal as input. In the second one, denoted by end-to-end CNN+LSTM, the CNN’s output is fed through
Fig. 6: State estimation along a trajectory. The top row represents the decoded latent coming from ground truth images. The bottom row is the decoded latent coming from the state estimator. Up to time $t = 1.0s$, the model is dreaming, which corresponds to the dynamics update of our system, see Section II-B. Then, until time $t = 2.5s$, the state estimator receives depth images, corresponding to a measurement update. Note that we only show every fifth update here.

Fig. 7: Performance of the different formulations in static and dynamic scenes. The values are obtained by running the policies on 1000 unseen environments (random layout and object velocities) at each iteration of the policy learning stage. An LSTM along with the goal and the resulting hidden state given to an MLP. This recurrent policy is the end-to-end counterpart to the world model policy. We also report the performance of a blind MLP policy that only receives the goal as input to reflect the difficulty of the task. In these experiments, the agent has to reach the goal within 6 seconds without collision in an unseen room layout.

The results shown in Table I indicate that using the state representation results not only in a more sample efficient RL stage but also yields a superior policy. Moreover, for the end-to-end approaches, the RL algorithm has to keep track of the images along the trajectories, while our method only needs the low dimensional representation vector in our method. This results in a 2 to 3 times faster computation time per learning iteration. We also found that the end-to-end approaches are more sensitive to hyperparameters such as the learning rate and require a curriculum where the number of objects in the scene is gradually increased to converge. However, the main limitation of the end-to-end approaches is that the networks never receive data from the real world during training and are therefore prone to fail when deployed on the real robot, as we show in our experiment in Section IV-D. A solution would be to train these policies directly on the real robot, but setting up such an obstacle avoidance experiment would be very time-consuming and cumbersome.

D. Sim-to-Real transfer

We deploy the seq-to-seq policy on the quadrupedal robot ANYmal [14] equipped with a Realsense D435 camera. All the computations take place on the GPU of the Jetson AGX Xavier on-board computer. After updating the belief state and computing a new policy output, the command is sent to a velocity tracking controller [42].

To help overcome the reality gap between velocity tracking performance in simulation and on the real system, we scale the policy’s velocity commands that are sent to the velocity tracking controller. These scaling factors are tuned manually to obtain the best performance on the robot. Otherwise, the transfer is straightforward, and no further tuning was required to make the policy work in real life.

a) Navigating in a static environment: First, we let the robot walk in a cluttered static lab environment towards a goal point. The robot cannot reach the target in a straight line. As can be seen in Fig. 8 the robot can successfully navigate an obstacle avoidance experiment would be very time-consuming.

b) Dynamic scenes.
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We deploy the seq-to-seq policy on the quadrupedal robot ANYmal [14] equipped with a Realsense D435 camera. All the computations take place on the GPU of the Jetson AGX Xavier on-board computer. After updating the belief state and computing a new policy output, the command is sent to a velocity tracking controller [42].

To help overcome the reality gap between velocity tracking performance in simulation and on the real system, we scale the policy’s velocity commands that are sent to the velocity tracking controller. These scaling factors are tuned manually to obtain the best performance on the robot. Otherwise, the transfer is straightforward, and no further tuning was required to make the policy work in real life.

a) Navigating in a static environment: First, we let the robot walk in a cluttered static lab environment towards a goal point. The robot cannot reach the target in a straight line. As can be seen in Fig. 8 the robot can successfully navigate.

b) Dynamic scenes.
TABLE I: Comparison of our method against a blind and end-to-end baselines. Our policy reaches a better performance with fewer samples, in less time, and does not require a curriculum to converge. We put the training time of the state representation module in parenthesis. This module is frozen during the policy learning stage.

| Experiment | Policy            | Failure Rate [%] | Traveled Distance [m] | Reward | Iterations to convergence | Time to convergence [min] | Requires Curriculum | Successful sim-to-real |
|------------|-------------------|------------------|------------------------|--------|---------------------------|--------------------------|---------------------|-----------------------|
| Static     | Ours              | 3                | 3.50                   | 0.035  | 100                       | 10 (30)                 | No                  | ✓                     |
|            | Blind             | 75               | 3.90                   | -0.030 | 50                        | 5                        | No                  | ×                     |
|            | End-to-end CNN    | 10               | 3.55                   | 0.022  | 240                       | 64                      | Yes                 | ×                     |
|            | End-to-end CNN+LSTM| 6                | 3.45                   | 0.025  | 280                       | 93                      | Yes                 | ×                     |
| Dynamic    | Ours              | 11               | 3.78                   | 0.025  | 120                       | 12 (30)                 | No                  | ✓                     |
|            | Blind             | 76               | 4.00                   | -0.040 | 60                        | 6                       | No                  | ×                     |
|            | End-to-end CNN    | 20               | 3.75                   | 0.015  | 260                       | 70                      | Yes                 | ×                     |
|            | End-to-end CNN+LSTM| 15              | 3.68                   | 0.020  | 280                       | 93                      | Yes                 | ×                     |

Fig. 8: Path of the robot in a cluttered environment. The arrows represent the heading of the robot and the dots the point cloud of the narrow passage.

real robot. As mentioned before, this could be tackled by adding more cameras to the pipeline.

b) Avoiding dynamic obstacles: Next we let the robot walk towards a goal in a dynamic scene indoors and outdoors. Along the path, a person walks in front of the robot in various directions and actively tries to block the path. The robot clearly reacts to oncoming obstacles in a quick manner.

Nevertheless, the robot stops walking when a person approaches and then goes around. It will also deliberately go in the opposite direction of the goal to avoid an oncoming obstacle. The robot can avoid a collision even when an obstacle enters the camera field-of-view from the side at a close distance. Please refer to the video[4] to see the emerging behaviors.

We also attempted to transfer the end-to-end policies using filtered depth images. The robot is only partially able to avoid obstacles and never manages to reach the goal. As mentioned before, this is due to the fact that these policies never see real data during training.

E. Ablation study

In this ablation study, we assess the importance of using real data when training the state representation and the importance of the filtering step described in Section II-A.

In a first step, we train the representation module once with and once without the filtering step. Then, we train the corresponding policies in a static scene that contains new objects that have not been seen before. The policy with filtering converges to a collision rate of 8%, while the one without to 30%.

Next, we train the representation module without filtering and deploy the corresponding policy on the real robot. Despite reaching a low collision rate in simulation, the policy behaves erratically and cannot avoid obstacles or reach the goal.

Finally, we train the representation module with the filtering step but without using real data. Similarly, the policy works in simulation but fails on the real robot.

In conclusion, filtering and mixing real data are key components to make the sim to real transfer successful. The filtering step also improves the representation module’s generalization performance to unseen scenarios.

V. Conclusion

This work presents a successful sim-to-real transfer of a learning-based navigation pipeline for cluttered and dynamic scenes. A network to estimate a time-dependent model of the world is trained through unsupervised learning, the output of which is used to train a navigation policy in simulation using RL. The pipeline can operate indoors and outdoors in scenes that have not been seen during training.

In future work, we will extend this work to operate in rough terrain by designing more complex environments with objects moving along the terrain. We will also work on improving the shortsightedness of the representation network.

APPENDIX

A. Experiments

In the experiments, the robot has a maximum $x$ and $y$ velocity of 1 m/s and a maximum yaw rate of 1 rad/s. The velocities of the objects in the scene are sampled uniformly with a maximum velocity of 0.8 m/s.

B. State representation

The VAE has a latent space dimension of 32. The LSTM networks have 2 layers and a hidden state dimension of 128, which is mapped to the parameters of the latent distribution using 2 layer MLPs with a linear activation. We train the networks using the Adam[43] optimizer with a learning rate of 1e-3.

C. Policy learning

We train the policies using the Proximal Policy Optimization[44] algorithm. The policy and the value function are simple MLPs with tanh activations. During training, we run 100 environments in parallel and collect 60 transitions per learning iteration per environment and use the Adam[43] optimizer with a learning rate of 1e-3.

For the reward parameters described in Section III we use the following values for all our experiments:
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