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ON THE BOUNDARY LAYER EQUATIONS 
WITH PHASE TRANSITION 
IN THE KINETIC THEORY OF GASES

NICLAS BERNHOFF AND FRANÇOIS GOLSE

Abstract. Consider the steady Boltzmann equation with slab symmetry for a monatomic, hard sphere gas in a half space. At the boundary of the half space, it is assumed that the gas is in contact with its condensed phase. The present paper discusses the existence and uniqueness of a uniformly decaying boundary layer type solution of the Boltzmann equation in this situation, in the vicinity of the Maxwellian equilibrium with zero bulk velocity, with the same temperature as that of the condensed phase, and whose pressure is the saturating vapor pressure at the temperature of the interface. This problem has been extensively studied first by Y. Sone, K. Aoki and their collaborators, by means of careful numerical simulations. See section 2 of [C. Bardos, F. Golse, Y. Sone: J. Stat. Phys. 124 (2006), 275–300] for a very detailed presentation of these works. More recently T.-P. Liu and S.-H. Yu [Arch. Rational Mech. Anal. 209 (2013), 869–997] have proposed an extensive mathematical strategy to handle the problems studied numerically by Y. Sone, K. Aoki and their group. The present paper offers an alternative, possibly simpler proof of one of the results discussed in [T.P. Liu, S.-H. Yu, loc. cit.]

1. Introduction and Notations

The half-space problem for the steady Boltzmann equation is to find solutions $F \equiv F(x,v)$ to the Boltzmann equation in the half-space with slab symmetry — meaning that $F$ depends on one space variable only, henceforth denoted by $x > 0$, and on three velocity variables $v = (v_1, v_2, v_3)$ — converging to some Maxwellian equilibrium as $x \to +\infty$. Physically, $F(x,v)$ represents the velocity distribution function of the molecules of a monatomic gas located at the distance $x$ of some given plane surface, with velocity $v \in \mathbb{R}^3$.

Assuming for instance that $v_1$ is the coordinate of the velocity $v$ in the $x$ direction, this half-space problem is put in the form

\[
\begin{aligned}
    v_1 \partial_x F(x,v) &= B(F,F)(x,v), \quad v \in \mathbb{R}^3, \quad x > 0, \\
    F(x,v) &\to M_{1,u,1}(v) \quad \text{as} \quad x \to +\infty.
\end{aligned}
\]  

(1.1)

The Boltzmann collision integral is defined as

\[
B(F,F)(x,v) := \int_{\mathbb{R}^3 \times S^2} (F(x,v')F(x,v'_*) - F(x,v)F(x,v_*))[(v - v_*) \cdot \omega]d\omega dv_*,
\]
where \(v'\) and \(v'_*\) are given in terms of \(v, v_*\) and \(\omega\) by the formulas
\[
v' := v - ((v - v_*) \cdot \omega) \omega, \\
v'_* := v_* + ((v - v_*) \cdot \omega) \omega.
\]
For the moment, we assume that \(F\) is, say, continuous in \(x\) and rapidly decaying in \(v\) as \(|v| \to +\infty\), so that the collision integral — and all its variants considered below — make sense.

The quadratic collision integral above is polarized so as to define a symmetric bilinear operator as follows:
\[
B(F, G) := \frac{1}{2} \left( B(F + G, F + G) - B(F, F) - B(G, G) \right).
\]

An important property of the Boltzmann collision integral is that it satisfies the conservation of mass, momentum and energy, i.e. the identities
\[
\int_{\mathbb{R}^3} \left( \begin{array}{c} 1 \\
v_1 \\
v_2 \\
v_3 \\
|v|^2 
\end{array} \right) B(F, G)(v) dv = 0 \quad (1.2)
\]
for all rapidly decaying, continuous functions \(F, G\) defined on \(\mathbb{R}^3\) — see §3.1 in [9].

The notation for Maxwellian equilibrium densities is as follows:
\[
M_{\rho, u, \theta}(v) := \rho \frac{(2\pi \theta)^{3/2}}{\sqrt{v_1^2 + v_2^2 + v_3^2}} e^{-\frac{(v_1-u)^2 + v_2^2 + v_3^2}{2\theta}}.
\]
In the sequel, a special role is played by the centered, reduced Gaussian density \(M_{1,0,1}\), henceforth abbreviated as
\[
M := M_{1,0,1}.
\]

We recall that the Boltzmann collision integral vanishes identically on Maxwellian distributions — see §3.2 in [9]:
\[
B(M_{\rho, u, \theta}, M_{\rho, u, \theta}) = 0 \quad \text{for all } \rho, \theta > 0 \text{ and } u \in \mathbb{R}.
\]

With the substitution
\[
\xi = v - (u, 0, 0),
\]
on account of the identity \(B(M, M) = 0\), the problem (1.1) is put in the form
\[
\begin{cases}
(\xi + u) \partial_x f(x, \xi) + \mathcal{L} f(x, \xi) = \mathcal{Q}(f, f)(x, \xi), & \xi \in \mathbb{R}^3, \ x > 0, \\
f(x, \xi) \to 0 \ as \ x \to +\infty,
\end{cases} \quad (1.4)
\]
where \(f\) is defined by the identity
\[
F(x, v) = M(1 + f)(x, v - (u, 0, 0)),
\]
while
\[
\mathcal{L} f := -2M^{-1}B(M, Mf), \quad \mathcal{Q}(f, f) = M^{-1}B(Mf, Mf) \quad (1.5)
\]

As a consequence of (1.2)
\[
\int_{\mathbb{R}^3} \left( \begin{array}{c} 1 \\
\xi_1 \\
\xi_2 \\
\xi_3 \\
|\xi|^2 
\end{array} \right) \mathcal{L} f(\xi) M d\xi = \int_{\mathbb{R}^3} \left( \begin{array}{c} 1 \\
\xi_1 \\
\xi_2 \\
\xi_3 \\
|\xi|^2 
\end{array} \right) \mathcal{Q}(f, f)(\xi) M d\xi = 0
\]
for all rapidly decaying, continuous functions $f$ defined on $\mathbb{R}^3$.

Now, for each $\mathcal{R} \in O_3(\mathbb{R})$ (the group of orthogonal matrices with 3 rows and columns), one has
\[
\mathcal{B}(F \circ \mathcal{R}, G \circ \mathcal{R}) = \mathcal{B}(F, G) \circ \mathcal{R},
\]
so that
\[
\mathcal{L}(f \circ \mathcal{R}) = (\mathcal{L}f) \circ \mathcal{R}, \quad \mathcal{Q}(f \circ \mathcal{R}, f \circ \mathcal{R}) = \mathcal{Q}(f, f) \circ \mathcal{R},
\] (1.6)
for all continuous on $\mathbb{R}^3$, rapidly decaying functions $F, G, f$. (See §2.2.3 in [6] for a quick proof of these invariance results.)

Assume that the problem (1.4) with boundary condition
\[
f(0, \xi) = f_0(\xi), \quad \xi_1 + u > 0
\] (1.7)
has a unique solution $f$ in some class of functions that is invariant under the action of $O_3(\mathbb{R})$ on the velocity variable $\xi$ (such as, for instance, $L^\infty(\mathbb{R}_+ \times \mathbb{R}^3; Md\xi dx)$.

If
\[
f_0(\xi_1, \xi_2, \xi_3) = f_0(\xi_1, -\xi_2, -\xi_3) \quad \text{for all } \xi_2, \xi_3 \in \mathbb{R} \text{ and all } \xi_1 > -u,
\]
then $f \circ \mathcal{R}$ is also a solution of (1.4)-(2.5), where
\[
\mathcal{R} := \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{pmatrix}
\] (1.8)
so that, by uniqueness, $f \circ \mathcal{R} = f$. Henceforth, we restrict our attention to solutions of (1.4) that are even in $(\xi_2, \xi_3)$, and define
\[
\mathcal{S} := \{ \phi \in L^2(Md\nu) \mid \phi \circ \mathcal{R} = \phi \}, \quad \text{where } \mathcal{R} \text{ is defined in (1.8)}.
\]

We recall that $\mathcal{L}$ is an unbounded, nonnegative self-adjoint Fredholm operator on $L^2(\mathbb{R}^3; Md\xi)$ with domain
\[
\text{Dom}(\mathcal{L}) := \{ \phi \in L^2(\mathbb{R}^3; Md\xi) \mid \nu \phi \in L^2(\mathbb{R}^3; Md\xi) \},
\] (see Theorem 7.2.1 in [9]), where $\nu$ is the collision frequency defined as
\[
\nu(|\xi|) := \int_{\mathbb{R}^3} |(\xi - \xi_*) \cdot \omega| M_s d\xi_* d\omega.
\]
The collision frequency satisfies the inequalities
\[
\nu_-(1 + |\xi|) \leq \nu(|\xi|) \leq \nu_+(1 + |\xi|) \quad \text{for all } \xi \in \mathbb{R}^3,
\] (1.9)
where $\nu_+ > 1 > \nu_- > 0$ designate appropriate constants — see formula (2.13) in [9]. More specifically, the linearized collision operator $\mathcal{L}$ is of the form
\[
\mathcal{L}\phi(\xi) = \nu(|\xi|)\phi(\xi) - K\phi(\xi), \quad \phi \in \text{Dom } \mathcal{L},
\] (1.10)
where $K$ is an integral operator, whose properties are summarized in the proposition below.

**Proposition 1.1.** The linear integral operator $K$ is compact on $L^2(\mathbb{R}^3; Md\xi)$ and satisfies the identity $K(\phi \circ \mathcal{R}) = (K\phi) \circ \mathcal{R}$, where $\mathcal{R}$ is defined in (1.8). With the notation
\[
L^{\infty,s}(\mathbb{R}^3) := \{ \phi \in L^{\infty}(\mathbb{R}^3) \mid (1 + |\xi|)^s \phi \in L^{\infty}(\mathbb{R}^3) \},
\]
the linear operator
\[
M^{1/2}K M^{-1/2} : \phi \mapsto \sqrt{M}K(\phi/\sqrt{M})
\]
is bounded from $L^2(\mathbb{R}^3; dv)$ to $L^{2,1/2}(\mathbb{R}^3)$, and, for each $s \geq 0$, from $L^{\infty,s}(\mathbb{R}^3)$ to $L^{\infty,s+1}(\mathbb{R}^3)$. 
These results are stated as Theorem 7.2.4 in [9], to which we refer for a proof. That \( \mathcal{K} \) is compact in \( L^2(\mathbb{R}^3; Md\xi) \) was proved by Hilbert in 1912; that the twisted operator \( M^{1/2}K_i M^{-1/2} \) is bounded from \( L^2(\mathbb{R}^3; d\xi) \) to \( L^\infty(\mathbb{R}^3) \) and from \( L^s_\infty(\mathbb{R}^3) \) to \( L^s_\infty(\mathbb{R}^3) \) was proved by Grad in 1962.

In fact Proposition 1.1 is a consequence of the following lemma, which will be needed later.

**Lemma 1.2.** The linear integral operator \( \mathcal{K} \) can be decomposed as

\[
\mathcal{K} = \mathcal{K}_1 + \mathcal{K}_2 - \mathcal{K}_3,
\]

where

\[
\begin{align*}
\mathcal{K}_1 \phi(\xi) &:= \iint_{\mathbb{R}^3 \times S^2} \phi(\xi') M(\xi_*) |(\xi - \xi_*) \cdot \omega| d\xi_1 d\omega, \\
\mathcal{K}_2 \phi(\xi) &:= \iint_{\mathbb{R}^3 \times S^2} \phi(\xi') M(\xi_*) |(\xi - \xi_*) \cdot \omega| d\xi_1 d\omega, \\
\mathcal{K}_3 \phi(\xi) &:= \iint_{\mathbb{R}^3 \times S^2} \phi(\xi_*) M(\xi_*) |(\xi - \xi_*) \cdot \omega| d\xi_1 d\omega.
\end{align*}
\]

For \( j = 1, 2, 3 \), the operator \( \mathcal{K}_j \) is compact on \( L^2(\mathbb{R}^3; Md\xi) \) and satisfies the identity

\[
\mathcal{K}_j(\phi \circ \mathcal{R}) = (\mathcal{K}_j \phi) \circ \mathcal{R}
\]

where \( \mathcal{R} \) is defined in (1.8). Moreover the linear operators

\[
M^{1/2} \mathcal{K}_j M^{-1/2} : \phi \mapsto \sqrt{M} \mathcal{K}_j (\phi / \sqrt{M})
\]

are bounded from \( L^2(\mathbb{R}^3; d\xi) \) to \( L^1_{1/2}(\mathbb{R}^3) \), and, for each \( s \geq 0 \), from \( L^s_\infty(\mathbb{R}^3) \) to \( L^s_{\infty+1}(\mathbb{R}^3) \) for \( j = 1, 2, 3 \).

Henceforth, we denote

\[
\langle \phi \rangle := \int_{\mathbb{R}^3} \phi(\xi) M(\xi) d\xi.
\]

Furthermore,

\[
\text{Ker} \mathcal{L} = \text{Span}\{X_+, X_0, X_-, \xi_2, \xi_3\}
\]

(see Theorem 7.2.1 in [9]) where

\[
X_\pm := \frac{1}{\sqrt{30}} (|\xi|^2 \pm \sqrt{15} \xi_1), \quad X_0 := \frac{1}{\sqrt{10}} (|\xi|^2 - 5).
\]

The family \( (X_+, X_0, X_-, \xi_2, \xi_3) \) is orthonormal in \( L^2(\mathbb{R}^3; Md\xi) \), and orthogonal for the bilinear form \( (f, g) \mapsto \langle \xi_1 f g \rangle \) — see [10], with

\[
\langle \xi_1 X_\pm^2 \rangle = \pm c, \quad \langle \xi_1 X_0^2 \rangle = \langle \xi_1 \xi_2^2 \rangle = \langle \xi_1 \xi_3^2 \rangle = 0.
\]

Here \( c \) is the speed of sound associated to the Maxwellian distribution \( M \), i.e.

\[
c := \sqrt{\frac{5}{3}}.
\]

In view of (1.6), the unbounded operator \( \mathcal{L} \) on \( L^2(Mdv) \) induces an unbounded, self-adjoint Fredholm operator on \( \mathfrak{H} \) still denoted \( \mathcal{L} \), with domain \( \mathfrak{H} \cap \text{Dom} \mathcal{L} \) and nullspace \( \mathfrak{H} \cap \text{Ker} \mathcal{L} = \text{Span}\{X_+, X_0, X_-\} \).
2. Main Result

Y. Sone and his collaborators have arrived at the following result by formal asymptotics or numerical experiments [25, 18, 22, 26, 2, 1, 19]. Consider the steady Boltzmann equation in (1.1) with boundary conditions

\[ F(0, v) = M_{\rho_w, 0, T_w}(v) \text{ for all } v_1 > 0, \quad F(x, v) \to M_{\rho_\infty, u, T_\infty} \text{ as } x \to +\infty. \quad (2.1) \]

This boundary condition is relevant in the context of a phase transition in the kinetic theory of gases. In this case, the plane of equation \( x = 0 \) represents the interface separating the liquid phase (confined in the domain \( x < 0 \)) from the gaseous phase (in the domain \( x > 0 \)). The parameter \( T_w \) is the temperature at the interface, and \( \rho_w \) is the density such that \( p_w := \rho_w T_w \) is the saturation vapor pressure for the gas at the temperature \( T_w \), while \( T_\infty \) and \( p_\infty = \rho_\infty T_\infty \) are respectively the temperature and pressure far away from the interface, and \( u \) is the transverse bulk velocity in the gas far away from the interface.

Near \( u = 0 \), the set of parameters \( T_\infty/T_w, p_\infty/p_w, \) and \( u \) for which this problem has a solution is as represented in Figure 2. It is a surface for \( u < 0 \) and a curve for \( u > 0 \). The solution \( F \) converges exponentially fast as \( x \to +\infty \); however, the exponential speed of convergence is not uniform on the surface \( S \) as \( u \to 0^- \), except on the extension of the curve \( C \) on the surface \( S \). See section 2 of [4], or chapter 7 of [21] for a comprehensive review of these numerical results. The role of slowly varying solutions — i.e. solutions whose exponential decay as \( x \to +\infty \) is not uniform as \( u \to 0^+ \) — in this problem is explained in detail on pp. 280–282 in [4]. The original papers by Y. Sone and his group on this problem can be found in the bibliography of [20, 4, 21]. Other parts of the set of parameters \( T_\infty/T_w, p_\infty/p_w \) and \( u \) for which the half-space problem has a solution than the neighborhood of \( (1, 1, 0) \) represented above have been analyzed in detail in [23, 5, 27].

In the limit case \( u = 0 \), the only solution is the constant \( F = M_{1,0,1} \) corresponding with the single point \( (1/T_w, -u/c, 1/p_w) = (1,0,1) \) on the figure — see section 5 for a proof.

We propose a strategy for establishing rigorously the existence of the curve \( C \) corresponding with solutions of (1.2)–(2.1) in some neighborhood of the point \( (1,0,1) \) converging as \( x \to +\infty \) with exponential speed uniformly in \( u \).

Consider the nonlinear half-space problem for the Boltzmann equation written in terms of the relative fluctuation of distribution function about the normalized Maxwellian \( M \)

\[
\begin{align*}
((\xi_1 + u)\partial_x f_u + \mathcal{L}f_u &= \mathcal{Q}(f_u, f_u), \quad \xi \in \mathbb{R}^3, \quad x > 0, \\
f_u(0, \xi) &= f_b(\xi), \quad \xi_1 + u > 0. \quad (2.2)
\end{align*}
\]

**Theorem 2.1.** There exist \( \varepsilon > 0, E > 0, R > 0 \) and \( \Gamma > 0 \) — defined in (6.4), (6.6), (5.3) and (5.8) respectively — such that, for each boundary data \( f_b \equiv f_b(\xi) \) satisfying

\[ f_b \circ \mathcal{R} = f_b \quad \text{and} \quad \|(1 + |\xi|)^3\sqrt{M}f_b\|_{L^\infty(\mathbb{R}^3)} \leq \varepsilon, \]

(with \( \mathcal{R} \) defined in (1.8)), and for each \( u \) satisfying \( 0 < |u| \leq R \), the problem (2.2) has a unique solution \( f_u \) satisfying the symmetry

\[ f_u(x, \mathcal{R}\xi) = f_u(x, \xi) \quad \text{for a.e.} \quad (x, \xi) \in \mathbb{R}_+ \times \mathbb{R}^3, \]

respectively such that, for each boundary data \( f_b \equiv f_b(\xi) \) satisfying

\[ f_b \circ \mathcal{R} = f_b \quad \text{and} \quad \|(1 + |\xi|)^3\sqrt{M}f_b\|_{L^\infty(\mathbb{R}^3)} \leq \varepsilon, \]

(with \( \mathcal{R} \) defined in (1.8)), and for each \( u \) satisfying \( 0 < |u| \leq R \), the problem (2.2) has a unique solution \( f_u \) satisfying the symmetry

\[ f_u(x, \mathcal{R}\xi) = f_u(x, \xi) \quad \text{for a.e.} \quad (x, \xi) \in \mathbb{R}_+ \times \mathbb{R}^3, \]

respectively such that, for each boundary data \( f_b \equiv f_b(\xi) \) satisfying

\[ f_b \circ \mathcal{R} = f_b \quad \text{and} \quad \|(1 + |\xi|)^3\sqrt{M}f_b\|_{L^\infty(\mathbb{R}^3)} \leq \varepsilon, \]

(with \( \mathcal{R} \) defined in (1.8)), and for each \( u \) satisfying \( 0 < |u| \leq R \), the problem (2.2) has a unique solution \( f_u \) satisfying the symmetry

\[ f_u(x, \mathcal{R}\xi) = f_u(x, \xi) \quad \text{for a.e.} \quad (x, \xi) \in \mathbb{R}_+ \times \mathbb{R}^3, \]
and the uniform decay estimate
\[ \text{ess sup}_{\xi \in \mathbb{R}^3} (1 + |\xi|)^3 \sqrt{M(\xi)} |f_u(x, \xi)| \leq E e^{-\gamma x}, \quad x > 0 \] (2.3)
for all \( \gamma \) such that \( 0 < \gamma < \min(\Gamma, \frac{1}{2} \nu_\ast) \) if and only if the boundary data \( f_b \) satisfies the two additional conditions
\[ \langle (\xi_1 + u) Y_1[u] R_{u,\gamma}[f_b] \rangle = \langle (\xi_1 + u) Y_2[u] R_{u,\gamma}[f_b] \rangle = 0. \] (2.4)
The functions \( Y_1[u] \equiv Y_1[u](\xi) \) and \( Y_2[u] \equiv Y_2[u](\xi) \) are defined in Lemma 4.3, while the (nonlinear) operator \( R_{u,\gamma} \) is defined in (6.5).

Several remarks are in order before starting with the proof of Theorem 2.1.

First observe that Sone’s original problem falls in the range of application of Theorem 2.1. Indeed, the boundary condition (2.1) translates into
\[ f_b(\xi) = \frac{M_{\rho_w - u, T_w} - M}{M}, \] (2.5)
which is obviously even in \((\xi_2, \xi_3)\). Since
\[ M^{-1} d \mathcal{L}_{1,0,1} = \rho_w - 1 - u \xi_1 + (T_w - 1) \frac{1}{2} (|\xi|^2 - 3), \]
one has
\[ |\rho_w - 1| + |u| + |T_w - 1| \ll 1 \quad \Rightarrow \quad \| (1 + |\xi|)^{3\sqrt{M}} f_b \|_{L^\infty(\mathbb{R}^3)} \ll 1. \]

The two conditions (2.4) are expected to define a “submanifold of codimension 2” in the set of boundary data \( f_b \). When specialized to the three dimensional
submanifold of Sone’s data (2.5), this “submanifold of codimension 2” is expected to be the curve described by the equations
\[ \frac{p_\infty}{p_w} = h_1(u/\sqrt{5/3}), \quad \frac{T_\infty}{T_w} = h_1(u/\sqrt{5/3}), \]
referred to as equations (2.3) in [4], and defining the set of parameters for which a solution of the half-space problem exists in the evaporation case. As explained above, this curve is expected to extend smoothly in the condensation region if slowly decaying solutions are discarded. Unfortunately, we have not been able to check that the two equations above, even when restricted to the 3 dimensional manifold of Sone’s boundary data (2.5) are smooth (at least $C^1$) and locally independent (by the implicit function theorem). We obviously expect this to be true, but this seems to involve some rather delicate properties of half-space problems for the linearized Boltzmann equation.

An a priori estimate to be found in section 5 of [4] shows that the only solution of (2.2)-(2.5) with $u = 0$ is $f_u \equiv 0$, so that $\rho_w = T_w = 1$. One can differentiate formally about this point both sides of the Boltzmann equation at $u = 0$ along the curve $u \to (\rho_w(u), T_w(u))$ defined for $-\sqrt{5/3} < u < 0$ by the equations (2.3) of [4] recalled above. Denoting $\dot{f}_0(x, \xi) := (\partial f_u / \partial u)(x, \xi)|_{u=0}$, one finds that $\dot{f}_0$ should satisfy
\[
\begin{align*}
\xi_1 & \partial_x \dot{f}_0 + \mathcal{L} \dot{f}_0 = 0, \quad \xi \in \mathbb{R}^3, \ x > 0, \\
\dot{f}_0(0, \xi) & = \rho'_w(0^-) + T'_w(0^-) \frac{1}{2}(|\xi|^2 - 3) - \xi_1, \quad \xi_1 + u > 0, \\
\dot{f}_0(x, \xi) & \to 0 \quad \text{as} \ x \to +\infty,
\end{align*}
\]
where $\rho'_w(0^-)$ and $T'_w(0^-)$ are the left derivatives of $\rho_w$ and $T_w$ at $u = 0$ along the evaporation curve. The Bardos-Caflisch-Nicolaenko [3] theory of the half-space problem for the linearized Boltzmann equation implies that there exists a unique pair of real numbers $(\rho'_w(0^-), T'_w(0^-))$ for which a solution $\dot{f}_0$ exists. This obviously a very interesting piece of information as it provides a tangent vector at the origin to the “curve” defined by the two conditions (2.4) of Theorem 2.1 specialized to boundary data of the form (2.5). Unfortunately, whether $f_u$ is differentiable in $u$ at $u \neq 0$ is rather unclear, and we shall not discuss this issue any further.

Our strategy for proving Theorem 2.1 is as follows: first we isolate the slowly varying mode near $\rho_w = T_w = 1$ and $u = 0$ on the condensation side. This leads to a generalized eigenvalue problem of the kind considered by B. Nicolaenko in [14, 15] (see also [16, 8]) in his construction of a weak shock profile for the nonlinear Boltzmann equation. Next we remove this slowly varying mode from the linearization of (2.2) by a combination of the Lyapunov-Schmidt procedure used in [14, 15, 8] to establish the existence of the shock profile as a bifurcation from the constant sonic Maxwellian, and of the penalization method of [28] for studying weakly nonlinear half-space problems. Theorem 2.1 is obtained by a simple fixed point argument about the solution of some conveniently selected linear problem, in whose definition both the Lyapunov-Schmidt method of [14] and the penalization method of [28] play a key role. In some sense, the paper [11] can be regarded as a precursor to this one: it extends the very clever penalization method of [28] to the case $u = 0$, but does not consider the transition from $u < 0$ (evaporation) to $u > 0$ (condensation). We also refer the interested reader to the beginning of section 4, where we explain one (subtle) difference between the results obtained on weakly...
nonlinear half-space problems for the Boltzmann equation in [28] and the problem
analyzed in the present work.

The outline of the paper is as follows: section 3 provides a self-contained con-
struction of the solution to the Nicolaenko-Thurber generalized eigenvalue problem
near \( u = 0 \). Section 4 introduces the penalization method, and formulates the
problem to be solved by a fixed point argument. Section 5 treats the linearized
penalized problem, while section 6 treats the (weakly) nonlinear penalized problem
by a fixed point argument. Theorem 2.1 is obtained by removing the penalization.
The main ideas used in the proof of Theorem 2.1 are to be found in sections 3-4;
by contrast, sections 5 and 6 are mostly of a technical nature.

Before starting with the proof of Theorem 2.1, we should say that Theorem 2.1
above is not completely new or original, in the following sense. A general study of
the Sone half-space problem with condensation and evaporation for the Boltzmann
equation has been recently proposed by T.-P. Liu and S.-H. Yu in a remarkable
paper [13]. Our Theorem 2.1 corresponds to cases 2 and 4 in Theorem 28 on p.
984 of [13]. Given the considerable range of cases considered in [13], the proof of
Theorem 28 is just sketched. The analysis in [13] appeals to a rather formidable
technical apparatus, especially to the definition and structure of the Green function
for the linearized Boltzmann equation (see section 2.2 of [13], referring to an earlier
detailed study of these functions, cited as ref. 21 in [13]). Our goal in Theorem
2.1 is much more modest: to provide a completely self-contained proof for one
key item in the Sone diagram, namely the evaporation and its extension to the
condensation regime obtained by discarding slowly decaying solutions. We also
achieve much less: for instance we do not know whether the solution \( M(1 + f_u) \)
of the steady Boltzmann equation obtained in Theorem 2.1 satisfies \( M(1 + f_u) \geq 0 \).
This is known to be a shortcoming of the method of constructing solutions to the
steady Boltzmann equation by some kind of fixed point argument about a uniform
Maxwellian. At variance, all the results in [13] are based on an invariant manifold
approach based on the large time behavior of the Green function for the linearized
Boltzmann equation. (Incidentally, the numerical results obtained by Sone and his
collaborators were also based on time-marching algorithms in the long time limit.)
Since the Boltzmann equation propagates the positivity of its initial data, one way
of constructing nonnegative steady solutions of the Boltzmann equation is to obtain
them as the long time limit of some conveniently chosen time-dependent solutions.
For this reason alone, the strategy adopted in [13] has in principle more potential
than ours. On the other hand, our proof uses only elementary techniques, and we
hope that the present paper could serve as an introduction to the remarkable series
of works by Sone and his collaborators quoted above, and to the deep mathematical
analysis in [13].

3. The Nicolaenko-Thurber Generalized Eigenvalue Problem

The generalized eigenvalue problem considered here is to find \( \tau_u \in \mathbb{R} \) and a
generalized eigenfunction \( \phi_u \in \mathcal{H} \cap \text{Dom } \mathcal{L} \) satisfying
\[
\begin{aligned}
\mathcal{L} \phi_u &= \tau_u (\xi_1 + u) \phi_u, \\
\langle (\xi_1 + u) \phi_u^2 \rangle &= -u,
\end{aligned}
\]
for each \( u \in \mathbb{R} \) near 0.
This problem was considered by Nicolaenko and Thurber in [16] for \( u \) near \( c \) — see Corollary 3.10 in [16]. It is the key to the construction of a weak shock profile for the Boltzmann equation [14, 15]. (An approximate variant of (3.1) is considered in [8] for molecular interactions softer than hard spheres.)

**Proposition 3.1.** There exists \( r > 0 \), a real-analytic function

\[
(-r, r) \ni u \mapsto \tau_u \in \mathbb{R},
\]

and a real-analytic map

\[
(-r, r) \ni u \mapsto \phi_u \in \mathcal{H} \cap \text{Dom } \mathcal{L}
\]

that is a solution to (3.1) for each \( u \in (-r, r) \) and satisfies

\[
u \tau_u < 0 \quad \text{for } 0 < |u| < r.
\]

In other words,

\[
\tau_0 = 0 \quad \text{and } \tau_u = u \tau_0 + O(u^2) \quad \text{as } u \to 0,
\]

with

\[
\dot{\tau}_0 < 0.
\]

Furthermore, there exists a positive constant \( C_s \) for each \( s \geq 0 \) such that \( \phi_u \) satisfies

\[
\|(1 + |\xi|)^s \sqrt{M} \phi_u \|_{L^\infty} \leq C_s
\]

for all \( s \geq 0 \), uniformly in \( u \in (-r, r) \).

Observe that \( f_u(x, \xi) = e^{-\tau_u \cdot \xi} \phi_u(\xi) \) is a solution of the steady linearized Boltzmann equation

\[
(\xi \cdot x + u) \partial_x f_u + \mathcal{L} f_u = 0, \quad x \in \mathbb{R}, \xi \in \mathbb{R}.
\]

Since \( \tau_u \approx u \tau_0 \) as \( u \to 0 \) with \( \dot{\tau}_0 < 0 \), one has

\[
\|f_u(x, \cdot)\|_{\mathcal{H}} = e^{\dot{\tau}_0 |x|} \|\phi_u\|_{\mathcal{H}} \quad \text{as } x \to +\infty.
\]

In other words, \( f_u \) grows exponentially fast as \( x \to +\infty \) if \( u > 0 \) (evaporation) and decays exponentially fast to 0 as \( x \to +\infty \) for \( u < 0 \) (condensation). In the latter case, the exponential speed of convergence of \( f_u \) is \( |\dot{\tau}_0| |u| \), which is not uniform as \( u \to 0^- \). The transition from the curve \( C \) to the surface \( S \) when crossing the plane \( u = 0 \) on Figure 2 — which represents the transition from evaporation to condensation — corresponds to the presence of an additional degree of freedom in the set of solutions. At the level of the linearized equation, this additional degree of freedom comes from the mode \( f_u(x, \xi) \), which decays to 0 as \( x \to +\infty \), albeit not uniformly as \( u \to 0^- \), if and only if \( u < 0 \). The extension of the curve \( C \) on the surface \( S \) is defined by the fact that solutions to the boundary layer equation (1.4) decaying exponentially fast as \( x \to +\infty \) uniformly in \( u \to 0^- \) do not contain the \( f_u \) mode.

One can arrive at the statement of Proposition 3.1 by adapting the arguments in [16] — especially Theorems 3.7 and 3.9, and Corollaries 3.8 and 3.10, together with Appendices B and D there. Their discussion is based on a careful analysis of the zeros of a certain Fredholm determinant — in fact, of the perturbation of the identity by a certain finite rank operator — that can be seen as the dispersion relation for the linearized Boltzmann equation. For the sake of being self-contained, we give a (perhaps?) more direct, complete proof of Proposition 3.1 below.

---

1The possibility of extending Corollary 3.10 of [16] to the case where \( |u| \ll 1 \) was mentioned to the second author by B. Nicolaenko in 1999.
Proof. Consider for each $z \in \mathbb{C}$ the family of unbounded operators $T(z) = \mathcal{L} - z\xi_1$ on $\mathcal{H}$. In view of (1.9), $T(z)$ is a holomorphic family of unbounded operators with domain $\text{Dom} \, T(z) = \mathcal{H} \cap \text{Dom} \, \mathcal{L}$ whenever $|z| < \nu_-$, in the sense of the definition on p. 366 in [12]. (Indeed, defining the operator $U : f \mapsto \frac{1}{1 + |f|^2} f$, we see that $U$ is a one-to-one mapping of $\mathcal{H}$ to $\mathcal{H} \cap \text{Dom} \, \mathcal{L}$ and that $z \mapsto T(z)U$ is a holomorphic map defined for all $z$ such that $|z| < \nu_-$ with values in the algebra of bounded operators on $\mathcal{H}$.)

The family $T(z)$ is self-adjoint on $\mathcal{H}$ in the sense of the definition on p. 386 in [12], since $\mathcal{L}$ is self-adjoint on $\mathcal{H}$ and

$$T(\overline{z}) = \mathcal{L} - \overline{z}\xi_1 = T(z)^* \text{ whenever } |z| < \nu_-.$$ 

Besides, $\lambda = 0$ is an isolated 3-fold eigenvalue of $T(0) = \mathcal{L}$, corresponding with the 3-dimensional nullspace $\mathcal{H} \cap \text{Ker} \, \mathcal{L}$ (see Theorem 7.2.5 in [9]). As explained on p. 386 in [12], there exist 3 real-analytic functions $z \mapsto \lambda_+(z), \lambda_0(z), \lambda_-(z)$ defined for $z$ real near 0 and 3 real-analytic maps $z \mapsto \phi^+_z, \phi^0_z, \phi^-_z$ defined for $z$ real near 0 with values in $\mathcal{H} \cap \text{Dom} \, \mathcal{L}$ such that, for each real $z$ near 0,

$$\lambda_+(z) \text{ (resp. } \lambda_0(z), \lambda_-(z) \text{) is an eigenvalue of } T(z)$$

and

$$(\phi^+_z, \phi^0_z, \phi^-_z) \text{ is an orthonormal system of eigenfunctions of } T(z) \text{ in } \mathcal{H}$$

for the eigenvalues $\lambda_+(z), \lambda_0(z), \lambda_-(z)$ respectively, while

$$\lambda_{\pm}(0) = 0, \lambda_0(0) = 0.$$ 

For $z = 0$, one has

$$T(0)\phi^+_0 = T(0)\phi^0_0 = 0, \text{ so that } \phi^+_0, \phi^0_0 \in \mathcal{H} \cap \text{Ker} \, \mathcal{L}.$$ 

Next we differentiate twice in $z$ the identities

$$T(z)\phi^+_z = \lambda_{\pm}(z)\phi^+_z \text{ and } T(z)\phi^0_z = \lambda_0(z)\phi^0_z.$$ 

Denoting by $\dot{}$ the derivation with respect to $z$ and dropping the ± or 0 indices (or exponents) for simplicity, we obtain successively

$$\mathcal{L}\phi_z - z\xi_1\phi_z - \xi_1\phi_z = \lambda(z)\dot{\phi}_z + \dot{\lambda}(z)\phi_z, \quad (3.2)$$

and

$$\mathcal{L}\phi_z - z\xi_1\phi_z - 2\xi_1\dot{\phi}_z = \lambda(z)\ddot{\phi}_z + 2\dot{\lambda}(z)\dot{\phi}_z + \ddot{\lambda}(z)\phi_z. \quad (3.3)$$

Setting $z = 0$ in (3.2) leads to

$$\mathcal{L}\phi_0 = (\xi_1 + \dot{\lambda}(0))\phi_0.$$ 

Since $\phi_0 \in \mathcal{H} \cap \text{Ker} \, \mathcal{L}$ and $(\xi_1 + \dot{\lambda}(0))\phi_0 \perp \mathcal{H} \cap \text{Ker} \, \mathcal{L}$, we conclude that

$$\dot{\lambda}(0) \in \{+c, 0, -c\}.$$ 

(Indeed, the matrix of the quadratic form defined on $\mathcal{H} \cap \text{Ker} \, \mathcal{L}$ by $\phi \mapsto \langle (\xi_1 + u)\phi, \phi \rangle$ in the basis $\{X_+, X_0, X_-\}$ is

$$\begin{pmatrix}
    u + c & 0 & 0 \\
    0 & u & 0 \\
    0 & 0 & u - c
  \end{pmatrix};$$

this matrix is degenerate if and only if there exists $\phi \in \mathcal{H} \cap \text{Ker} \, \mathcal{L} \setminus \{0\}$ such that $(\xi_1 + u)\phi \perp \mathcal{H} \cap \text{Ker} \, \mathcal{L}$, and that happens only if $u = \pm c$ or $u = 0$: see [10].)
Furthermore
\[
\begin{align*}
\dot{\lambda}(0) &= +c \Rightarrow \phi_0 \in \mathbb{R}X_+ , \\
\lambda(0) &= 0 \Rightarrow \phi_0 \in \mathbb{R}X_0 , \\
\dot{\lambda}(0) &= -c \Rightarrow \phi_0 \in \mathbb{R}X_- ,
\end{align*}
\]
and since \((\phi_0^+, \phi_0^0, \phi_0^-)\) is an orthonormal system in \(\mathcal{B}\), each one of the three cases above occurs for exactly one of the branches \(\lambda_+(z), \lambda_0(z), \lambda_-(z)\).

Henceforth, we label these eigenvalues so that \(\dot{\lambda}_+(0) = \pm c\) and \(\dot{\lambda}_0(0) = 0\) and concentrate on the branch \(\lambda_0(z)\). In particular, up to a change in orientation, one has \(\phi_0 = X_0\) and
\[
\mathcal{L}\dot{\phi}_0 = \xi_0^0 \phi_0 .
\]

This being done, setting \(z = 0\) in (3.3), we arrive at the identity
\[
\mathcal{L}\phi_0^0 - 2\xi_1 \dot{\phi}_0 = \lambda_0(0)\phi_0^0 .
\]

Taking the inner product of both sides of this identity with \(\phi_0^0\), we see that
\[
\langle \phi_0^0 | \mathcal{L}\phi_0^0 \rangle - 2\langle \xi_1 \phi_0^0 \phi_0^0 \rangle = \lambda_0(0)\langle (\phi_0^0)^2 \rangle = \lambda_0(0) .
\]

Since \(\phi_0^0 = X_0 \in \text{Ker} \, \mathcal{L} \) and \(\mathcal{L}\) is self-adjoint
\[
\langle \phi_0^0 | L\phi_0^0 \rangle = 0 .
\]

In view of (3.4), one has
\[
\langle \xi_1 \phi_0^0 \phi_0^0 \rangle = \langle \phi_0^0 | \mathcal{L}\phi_0^0 \rangle > 0 ,
\]
since \(\phi_0^0 \notin \text{Ker} \, \mathcal{L} \) — otherwise \(\mathcal{L}\phi_0^0 = \xi_1 \phi_0^0 = \xi_1 X_0 = 0\) which is obviously impossible. Therefore
\[
\dot{\lambda}_0(0) = -2\langle \dot{\phi}_0^0 \mathcal{L}\phi_0^0 \rangle < 0 .
\]

To summarize, we have obtained real-analytic maps \(z \mapsto \lambda_0(z)\) and \(z \mapsto \phi_0^0\) such that
\[
\lambda_0(0) = \dot{\lambda}_0(0) = 0, \quad \ddot{\lambda}_0(0) < 0 , \quad \text{and} \quad \phi_0^0 = X_0 ,
\]
while
\[
\mathcal{L}\phi_0^0 = z\xi_1 \phi_0^0 + \lambda_0(z)\phi_0^0
\]
for all \(z\) real near 0.

Set \(u(z) := \lambda_0(z)/z\); since \(\lambda_0(0) = \dot{\lambda}_0(0) = 0\) while \(\ddot{\lambda}_0(0) < 0\), the function \(u\) is real-analytic near 0 and satisfies
\[
u(\xi) = \nu(\xi)/(\xi_1 + u) \geq \frac{1}{2} \nu_+ (1 + |\xi|) > 0 \quad \text{for all} \quad \xi \in \mathbb{R}^3 .
\]

By the open mapping theorem (see Rudin [17], Theorem 10.32), \(z \mapsto u(z)\) extends into a biholomorphic map between two open neighborhoods of the origin that preserves the real axis. Denoting by \(u \mapsto z(u)\) its inverse, we see that \(\lambda_0(z(u)) = u z(u)\) and we recast (3.6) in the form
\[
\mathcal{L}\phi_0^0 z(u) = z(u)\xi_1 \phi_0^0 + uz(u)\phi_0^0 .
\]

For \(u\) real sufficiently near 0, one has
\[
\nu(\xi) - z(u)(\xi_1 + u) \geq \frac{1}{2} \nu_+ (1 + |\xi|) > 0 \quad \text{for all} \quad \xi \in \mathbb{R}^3 .
\]

Then, returning to Hilbert’s decomposition (1.10) of the linearized operator \(\mathcal{L}\), we see that
\[
\phi_0^0 = \frac{1}{\nu - z(u)(\xi_1 + u)} \mathcal{K}\phi_0^0 .
\]
for all \( u \) near 0. By definition, \( \| \phi^0_{z(u)} \|_{\mathcal{H}} = 1 \); since \( K \) is a bounded operator on \( \mathcal{H} \), the identity above implies that

\[
\|(1 + |\xi|)\phi^0_{z(u)}\|_{\mathcal{H}} \leq \frac{2}{\nu} \|K\|_{B(H)}, \quad \text{for all } u \text{ near } 0.
\]

By Proposition 1.1, we improve this result and arrive at the bound of the form

\[
\|\sqrt{M} \phi^0_{z(u)}\|_{L^\infty} \leq C_s
\]

for all \( s \geq 0 \), uniformly in \( u \) near 0.

Furthermore

\[
\langle (\xi_1 + u)(\phi^0_{z(u)})^2 \rangle = u\langle (\phi^0_0)^2 \rangle + 2z(u)\langle \xi_1 \phi^0_0 \phi^0_0 \rangle + O(u^2)
\]

\[
= u + 2z(u)(\phi^0_0 \mathcal{L} \phi^0_0) + O(u^2) = u - z(u)\dot{\lambda}_0(0).
\]

Since \( z(u) = 2u/\dot{\lambda}_0(0) + O(u^2) \), we conclude that \( u \mapsto \langle (\xi_1 + u)(\phi^0_{z(u)})^2 \rangle \) is a real-analytic function defined near \( u = 0 \) and satisfying

\[
\langle (\xi_1 + u)(\phi^0_{z(u)})^2 \rangle = -u + O(u^2).
\]

Finally, setting \( \tau_u := z(u) \) and

\[
\phi_u := \frac{\phi^0_{z(u)}}{\sqrt{-\langle (\xi_1 + u)(\phi^0_{z(u)})^2 / u}}
\]

we arrive at the statement of Proposition 3.1. \( \square \)

**Remarks.**

(1) The analogue of Proposition 3.1 in the case where \( \dot{\lambda}(0) = c \) is precisely what is discussed in Corollary 3.10 of [16]. The idea of reducing the generalized eigenvalue problem (3.1) to a standard eigenvalue problem for the self-adjoint family \( T(z) \), i.e. of considering \( u\tau_u \) as a function of \( \tau_u \) near the origin, is somewhat reminiscent of the identity (20) in [16].

(2) For inverse power law, cutoff potentials softer than hard spheres, one has

\[
\nu_-(1 + |\xi|)^\alpha \leq \nu(|\xi|) \leq \nu_-(1 + |\xi|)^\alpha \quad \text{for some } \alpha < 1.
\]

In that case, the operator \( T(z) = \mathcal{L} - z\xi_1 \) is not a holomorphic family on \( \mathcal{H} \), since

\[
\text{Dom } T(z) = \frac{1}{(1 + |\xi|)^{\alpha}(1 + |\xi_1|)^{1-\alpha}} \mathcal{H} \quad \text{for } z \neq 0,
\]

while

\[
\text{Dom } T(0) = \frac{1}{(1 + |\xi|)^{\alpha}} \mathcal{H}.
\]

The argument used in the proof of Proposition 3.1 fails for such potentials, which is the reason why Caflisch and Nicolaenko [8] consider an approximate variant of the generalized eigenvalue problem instead of (3.1).

---

\textsuperscript{2} We denote by \( B(X, Y) \) the space of bounded linear operators from the Banach space \( X \) to the Banach space \( Y \), and set \( B(X) := B(X, X) \).
4. The Penalized Problem

Our strategy for solving the nonlinear half-space problem (1.4) near \( u = 0 \) — i.e. near the transition from evaporation to condensation at the interface \( x = 0 \) — is as follows.

Consider the nonhomogeneous, linear half-space problem

\[
\begin{cases}
(\xi + u)\partial_x f(x, \xi) + \mathcal{L}f(x, \xi) = Q, & \xi \in \mathbb{R}^3, \quad x > 0, \\
f(0, \xi) = f_b(\xi), & \xi_1 + u > 0, \\
f(x, \xi) \to 0 \quad \text{as} \quad x \to +\infty,
\end{cases}
\]  

(4.1)

where

\[
\begin{cases}
Q(x, \cdot) \perp \text{Ker} \mathcal{L} \text{ for each } x > 0, \\
Q(x, \xi_1, \xi_2, \xi_3) = Q(x, \xi_1, \xi_2, \xi_3), \text{ for each } x > 0, \quad \xi \in \mathbb{R}^3, \\
\text{and } Q(x, \xi) \to 0 \text{ as } x \to +\infty.
\end{cases}
\]

All solutions \( f \) to this problem considered below are assumed to be even in \( (\xi_2, \xi_3) \):

\[
f(x, \xi_1, \xi_2, \xi_3) = f(x, \xi_1, -\xi_2, -\xi_3), \quad \text{for each } x > 0, \quad \xi \in \mathbb{R}^3.
\]

(4.3)

Assume for now that we can prove existence and uniqueness of a solution \( f = \mathcal{F}_u[f_b, Q] \) to (4.1) provided that \( f_b \) and \( Q \) satisfy some compatibility conditions, which we denote symbolically as \( \mathcal{C}_u[f_b, Q] = 0 \). An obvious strategy is to seek the solution \( f \) of (1.4) with boundary condition (2.5) as a fixed point of the map \( f \mapsto \mathcal{F}_u[f_b, \mathcal{Q}(f, f)] \) in some appropriate setting. Once this is done, handling the nonlinearity should not involve intractable, additional difficulties.

There are two main difficulties in this approach. First, the nonlinear solution \( f \) should satisfy the compatibility conditions \( \mathcal{C}_u[f_b, \mathcal{Q}(f, f)] = 0 \); these compatibility conditions are not explicit since they involve \( \mathcal{Q}(f, f) \), and yet satisfying these compatibility conditions is necessary in order to be able to define \( \mathcal{F}_u[f_b, \mathcal{Q}(f, f)] \) in the first place.

A second difficulty lies with the solution of the linearized problem (4.1) itself. Since \( \mathcal{Q} \) is a quadratic operator, one can indeed expect that the nonlinear operator \( f \mapsto \mathcal{F}_u[f_b, \mathcal{Q}(f, f)] \) will be a strict contraction in a closed ball centered at the origin with small enough positive radius \( R_u \), say in some space of the type \( M^{-1/2}L^\infty(\mathbb{R}^+_1; L^\infty_s(\mathbb{R}^3)) \) for large enough \( s \). In other words, solving the linearized problem (4.1) in some appropriate setting is the key step. Once this is done, handling the nonlinearity should not involve intractable, additional difficulties.

In fact, the work of Ukai-Yang-Yu [28] solves precisely both these difficulties. Unfortunately, their result is not enough for the purpose of studying the transition from evaporation to condensation, for the following reason.

Indeed, one faces the following problem: the radius \( R_u \) of the closed ball centered at the origin on which one can apply the fixed point theorem to the nonlinear operator \( f \mapsto \mathcal{F}_u[f_b, \mathcal{Q}(f, f)] \) might be so small that

\[
f_b(\xi) = \frac{\mathcal{M}_{\rho_u, T} - M}{M} \notin B(0, R_u).
\]

In other words,

\[
\|(\mathcal{M}_{\rho_u, T} - \mathcal{M}_{1,0,1})/\sqrt{\mathcal{M}_{1,0,1}}\|_{L^\infty} \geq |u|\|\xi\|\|\mathcal{M}_{1,0,1}\|_{L^\infty}
\]

as \( u \to 0 \), and it might happen that \( R_u < |u|\|\xi\|\|\mathcal{M}_{1,0,1}\|_{L^\infty} \) for all \( u \neq 0 \).

The main ingredient needed to understand the transition from evaporation to condensation in the context of the half-space problem (1.1) is therefore to obtain
for the operator $\mathcal{F}_u$ — and for the radius $R_u$ — an estimate that is uniform in $u$ as $u \to 0$.

The generalized eigenfunction $\phi_u$ is precisely the ingredient providing this uniform estimate, by a penalization algorithm described below.

4.1. The Lyapunov-Schmidt Method. We denote by $\Pi_+$ the $\mathfrak{g}$-orthogonal projection on $\mathbb{R}X_+$, i.e.

$$\Pi_+ g = \langle g X_+ \rangle X_+, \quad (4.4)$$

and likewise, by $\Pi$ the $\mathfrak{g}$-orthogonal projection on $\text{Span}\{X_+, X_0, X_-\}$, i.e.

$$\Pi g = \langle g X_+ \rangle X_+ + \langle g X_0 \rangle X_0 + \langle g X_- \rangle X_- \quad (4.5)$$

Moreover, we introduce, for all $u \in (-r, 0) \cup (0, r)$ as in Proposition 3.1, the operators $p_u$ and $P_u$ defined by

$$p_u g = -(\xi_1 + u)\psi u, \quad P_u g = -\psi(\xi_1 + u)\phi_u, \quad (4.6)$$

where

$$\psi u := \frac{\phi u - \phi_0}{u}, \quad 0 < |u| < r. \quad (4.7)$$

Since $u \mapsto \tau_u$ and $u \mapsto \phi_u$ are real-analytic on $(-r, r)$ with $\tau_0 = 0$, and since $\psi u := (\phi_u - \phi_0)/u$, the function $u \mapsto \psi u$ is also real-analytic on $(-r, r)$ with values in $\text{Dom} \mathcal{L}$.

**Lemma 4.1.** The linear operators $p_u$ and $P_u$ are rank-1 projections defined on $\mathfrak{g}$, satisfying

$$P_u ((\xi_1 + u)f) = (\xi_1 + u)p_u f, \quad f \in \mathfrak{g},$$

and

$$P_u (\mathcal{L} f) = \mathcal{L}(p_u f), \quad f \in \mathfrak{g} \cap \text{Dom} \mathcal{L} \text{ such that } (\xi_1 + u)f \perp X_0.$$

Besides

$$(\xi_1 + u)\phi_u \perp \text{Ker} \mathcal{L}, \quad \text{and therefore } \text{Im} P_u \subset \text{Ker} \mathcal{L}^\perp.$$

**Proof.** The first property follows from a straightforward computation.

For each $f \in \text{Dom} \mathcal{L}$, one has

$$P_u (\mathcal{L} f) = -(\xi_1 + u)\phi_u \psi u \mathcal{L} f = -(\xi_1 + u)\phi_u \langle f \mathcal{L} \psi u \rangle$$

$$= -(\xi_1 + u)\phi_u \frac{1}{u} \langle f \mathcal{L}(\phi_0 + u \psi u) \rangle = -(\xi_1 + u)\phi_u \frac{1}{u} \langle f \mathcal{L}(\phi u) \rangle$$

$$= -(\xi_1 + u)\phi_u \frac{1}{u} \tau_u ((\xi_1 + u)\phi_u f) = -\frac{1}{u} \langle (\xi_1 + u)(\phi_0 + u \psi u)f \rangle \mathcal{L} \phi u$$

$$= -\frac{1}{u} \langle (\xi_1 + u)\psi u f \rangle \mathcal{L} \phi u = \mathcal{L}(p_u f),$$

where the penultimate equality follows from assuming that $\langle (\xi_1 + u)f X_0 \rangle = 0$.

Since $\tau_u \neq 0$ whenever $0 < |u| < r$, one has

$$(\xi_1 + u)\phi_u = \frac{1}{\tau_u} \mathcal{L} \phi u \in \text{Im} \mathcal{L} = (\text{Ker} \mathcal{L})^\perp$$

and this obviously entails the last property.

Finally, we check that $p_u$ and $P_u$ are projections:

$$p_u^2 f = \langle (\xi_1 + u)\psi u \phi u \rangle ((\xi_1 + u)\psi u f) \phi u = -\langle (\xi_1 + u)\psi u \phi u \rangle p_u f, \quad (4.8)$$

$$P_u^2 f = \langle (\xi_1 + u)\phi u \psi u f \rangle (\psi u f) (\xi_1 + u) \phi u = -\langle (\xi_1 + u)\psi u \phi u \rangle P_u f, \quad (4.9)$$
and we conclude since  
\[
\langle (\xi_1 + u)\psi_u \phi_u \rangle = \frac{1}{u} \langle (\xi_1 + u)\phi_u^2 \rangle - \langle (\xi_1 + u)\phi_u \phi_u \rangle = -1 .
\]
Indeed,  
\[
\langle (\xi_1 + u)\phi_u^2 \rangle = -u , \quad \text{and} \quad \langle (\xi_1 + u)\phi_u \phi_0 \rangle = 0 ,
\]
in view of the third property in the proposition, since \( \phi_0 \in \text{Ker} \ L \). \( \square \)

The projection \( \mathbf{p}_u \) is a deformation of the projection \( \mathbf{p} \) used in [11] to study the half-space problem (1.1) in the case \( u = 0 \). The role of \( \mathbf{p}_u \) and \( \mathbf{P}_u \) is reminiscent of the Lyapunov-Schmidt method used by Nicolaenko-Thurber [16] to analyze the shock profile problem for the Boltzmann equation.

The following observations explain the origin of the penalization method used in the construction of the solution to (1.4).

**Lemma 4.2.** Assume that \( 0 < |u| < r \). Let \( Q \) satisfy (4.2) and \( f \) be a solution to (4.1) such that (4.3) holds. Assume that the source term satisfies  
\[
e^{\gamma \tau} Q \in L^\infty(\mathbb{R}_+; \mathcal{F}) \quad \text{for some} \quad \gamma > \max(\tau, 0) ,
\]
and that  
\[
e^{\gamma \tau} f \in L^\infty(\mathbb{R}_+; \mathcal{F}) .
\]

Then  
(a) the function \( f \) satisfies  
\[
\langle (\xi_1 + u)fX_+ \rangle = \langle (\xi_1 + u)fX_0 \rangle = \langle (\xi_1 + u)fX_- \rangle = 0 , \quad x \geq 0 ;
\]
(b) one has  
\[
(\xi_1 + u)\mathbf{p}_uf(x, \xi) = - \int_0^\infty e^{\gamma \tau} \mathbf{P}_uQ(x + z, \xi)dz ,
\]
and, whenever \(-r < u < 0\),  
\[
\langle (\xi_1 + u)\psi_u f \rangle(0) + \int_0^\infty e^{\gamma \tau} \psi_u f(y)dy = 0 . \tag{4.8}
\]

**Proof.** Any solution of (4.1) satisfies  
\[
\partial_x \langle (\xi_1 + u)X_+ f \rangle = - \langle X_+ \mathcal{L} f \rangle + \langle X_+ Q \rangle = 0 ,
\]
\[
\partial_x \langle (\xi_1 + u)X_0 f \rangle = - \langle X_0 \mathcal{L} f \rangle + \langle X_0 Q \rangle = 0 .
\]

Besides,  
\[
\langle (\xi_1 + u)X_\pm f \rangle \to 0 \text{ as } x \to +\infty ,
\]
\[
\langle (\xi_1 + u)X_0 f \rangle \to 0 \text{ as } x \to +\infty ,
\]
so that statement (a) holds.

Now for (b). For \( 0 < |u| < r \), applying the first and second identities in Lemma 4.1 shows that  
\[
(\xi_1 + u)\partial_x \mathbf{p}_uf + \mathcal{L}(\mathbf{p}_uf) = \partial_x \mathbf{P}_u((\xi_1 + u)f) + \mathbf{P}_u \mathcal{L} f = \mathbf{P}_u Q ,
\]
since \( (\xi_1 + u)f \perp \text{Ker} \ L \). Besides  
\[
\mathcal{L}(\mathbf{p}_uf) = - \langle (\xi_1 + u)\psi_u f \rangle \mathcal{L} \phi_u = - \langle (\xi_1 + u)\psi_u f \rangle \tau_u (\xi_1 + u) \phi_u = \tau_u (\xi_1 + u)\mathbf{p}_uf ,
\]
so that  
\[
(\xi_1 + u)(\partial_x \mathbf{p}_uf + \tau_u \mathbf{p}_uf) = \mathbf{P}_u Q ,
\]
or, equivalently
\[ \partial_x \langle (\xi_1 + u) \psi_u f \rangle + \tau_u \langle (\xi_1 + u) \psi_u f \rangle = \langle \psi_u Q \rangle. \]
For \( u \) small enough, one has \( \tau_u < \gamma \), so that
\[ \partial_x (e^{\tau_u x} \langle (\xi_1 + u) \psi_u f \rangle) = e^{\tau_u x} \langle \psi_u Q \rangle = O(e^{(\tau_u - \gamma)x}). \]
At this point, we study separately the cases \( u > 0 \) and \( u < 0 \).

**Step 1.** If \( 0 < u < r \), then \( \tau_u < 0 \), so that
\[ e^{\tau_u x} \langle (\xi_1 + u) \psi_u f \rangle(x) = -\int_x^\infty e^{\tau_u y} \langle \psi_u Q \rangle(y)dy \]
\[ = -\int_0^\infty e^{\tau_u (x+z)} \langle \psi_u Q \rangle(x+z)dz \]
i.e.
\[ \langle (\xi_1 + u) \psi_u f \rangle(x) = -\int_0^\infty e^{\tau_u z} \langle \psi_u Q \rangle(x+z)dz. \]
Then
\[ \left| \int_0^\infty e^{\tau_u z} \langle \psi_u Q \rangle(x+z, \cdot)dz \right| \leq \| \psi_u \|_B \int_0^\infty e^{\tau_u z} \| Q(x+z) \|_B dz \]
\[ \leq \| \psi_u \|_B \sup_{y > 0} (e^{\gamma y} \| Q(y, \cdot) \|_B) \int_0^\infty e^{\tau_u z} e^{-\gamma (x+z)} dz, \]
so that
\[ |\langle (\xi_1 + u) \psi_u f \rangle(x)| \leq \| \psi_u \|_B \sup_{y > 0} (e^{\gamma y} \| Q(y, \cdot) \|_B) \frac{e^{-\gamma x}}{\gamma - \tau_u}. \]

**Step 2.** If \( -r < u < 0 \), then \( \tau_u > 0 \), so that
\[ \langle (\xi_1 + u) \psi_u f \rangle(x) = e^{-\tau_u x} \langle (\xi_1 + u) \psi_u f \rangle(0) + \int_0^x e^{-\tau_u (x-y)} \langle \psi_u Q \rangle(y)dy \]
\[ = e^{-\tau_u x} \left( \langle (\xi_1 + u) \psi_u f \rangle(0) + \int_0^\infty e^{\tau_u y} \langle \psi_u Q \rangle(y)dy \right) \]
\[ - e^{-\tau_u x} \int_x^\infty e^{\tau_u y} \langle \psi_u Q \rangle(y)dy. \]
Since
\[ e^{-\tau_u x} \left| \int_x^\infty e^{\tau_u y} \langle \psi_u Q \rangle(y)dy \right| = \left| \int_0^\infty e^{\tau_u z} \langle \psi_u Q \rangle(x+z)dz \right| \]
\[ \leq \| \psi_u \|_B \sup_{y > 0} (e^{\gamma y} \| Q(y, \cdot) \|_B) \int_0^\infty e^{\tau_u z} e^{-\gamma (x+z)} dz, \]
one has
\[ \left| \langle (\xi_1 + u) \psi_u f \rangle(x) - e^{-\tau_u x} \left( \langle (\xi_1 + u) \psi_u f \rangle(0) + \int_0^\infty e^{\tau_u y} \langle \psi_u Q \rangle(y)dy \right) \right| \]
\[ \leq \| \psi_u \|_B \sup_{y > 0} (e^{\gamma y} \| Q(y, \cdot) \|_B) \frac{e^{-\gamma x}}{\gamma - \tau_u}. \]
Therefore, if \( -r < u < 0 \), in general
\[ \langle (\xi_1 + u) \psi_u f \rangle(x) = O(e^{-\tau_u x}). \]
Since $\tau_u \sim \tau_0 u$ as $u \to 0$, this exponential decay is not uniform in $u$ near $u = 0$, unless
\[ \langle (\xi_1 + u)\psi_u f \rangle(0) + \int_0^\infty e^{-\tau_y} \langle \psi_u Q \rangle (y) dy = 0, \]
in which case
\[ \langle (\xi_1 + u)\psi_u f \rangle(x) = O(e^{-\gamma x}), \]
and this is precisely statement (b) in Lemma 4.2.

Thus we seek solutions $f$ of (4.1) in the form
\[ f = g - h\phi_u, \quad (4.9) \]
where $g$ satisfies
\[
\begin{cases}
(\xi_1 + u)\partial_x g + \mathcal{L} g = (I - \mathbf{P}_u)Q, & x > 0, \; \xi \in \mathbb{R}^3, \\
\langle (\xi_1 + u)\psi_u g \rangle(x) = 0, & x > 0, \\
g(x, \cdot) \to 0 \text{ in } \mathfrak{N} \text{ as } x \to +\infty,
\end{cases}
\]
while
\[ h(x) = -\int_0^\infty e^{-\tau_y} \langle \psi_u Q \rangle(x + z) dy. \quad (4.11) \]
Observe that the condition $\langle (\xi_1 + u)\psi_u g \rangle = 0$ is equivalent to the fact that $\mathbf{p}_u g = 0$, so that $g = (I - \mathbf{p}_u) f$.

Notice that
\[
\langle (\xi_1 + u)\psi_u f \rangle(0) + \int_0^\infty e^{-\tau_y} \langle \psi_u Q \rangle (y) dy = \langle (\xi_1 + u)\psi_u g \rangle(0) - h(0)\langle (\xi_1 + u)\psi_u \phi_u \rangle + \int_0^\infty e^{-\tau_y} \langle \psi_u Q \rangle (y) dy = 0,
\]
since $\langle (\xi_1 + u)\psi_u g \rangle(0) = 0$ and
\[ \langle (\xi_1 + u)\psi_u \phi_u \rangle = \langle (\xi_1 + u)(\frac{1}{2} X_0 + \psi_u) \phi_u \rangle = \frac{1}{2} \langle (\xi_1 + u)\phi_u^2 \rangle = -1. \]
In other words, the function $f$ defined as in (4.9) satisfies the uniform exponential decay condition (4.8).

4.2. The Ukai-Yang-Yu Penalization Method. The formulation (4.10) is precisely the one for which we use a penalization method. Indeed, any solution $g \in L^\infty(\mathbb{R}_+; \mathfrak{N} \cap \text{Dom } \mathcal{L})$ to (4.10) satisfies
\[ \partial_x \Pi((\xi_1 + u)g) = \Pi(I - \mathbf{P}_u)Q = \Pi Q = 0, \text{ since } \text{Im } \mathcal{L} + \text{Im } \mathbf{P}_u \subset (\text{Ker } \Pi)\perp. \]
Since we have assumed that $g(x, \cdot) \to 0$ in $\mathfrak{N}$ as $x \to +\infty$, one has
\[ \Pi((\xi_1 + u)g) = 0. \]
Likewise,
\[ \mathbf{p}_u g = 0, \quad \text{since } \langle (\xi_1 + u)\psi_u g \rangle = 0. \]
Therefore, if $g \in L^\infty(\mathbb{R}_+; \mathfrak{N})$ is a solution of (4.10), then
\[ g_\gamma(x, \xi) := e^{\gamma x} g(x, \xi) \quad (4.12) \]
is a solution of the penalized problem
\[
\begin{cases}
(\xi_1 + u)\partial_x g_{u, \gamma} + \mathcal{L} g_{u, \gamma} = e^{\gamma x}(I - \mathbf{P}_u)Q, & x > 0, \; \xi \in \mathbb{R}^3, \\
g_{u, \gamma} \in L^\infty(\mathbb{R}_+; \mathfrak{N} \cap \text{Dom } \mathcal{L}),
\end{cases}
\]
"
where the penalized linearized collision operator is defined by
\[ \mathcal{L}_u'g := \mathcal{L}g + \alpha \Pi_+ ((\xi_1 + u)g) + \beta p_u g - \gamma (\xi_1 + u)g, \]
for all \( \alpha, \beta > 0. \)

Conversely, we should seek under which condition(s) a solution of the penalized problem (4.13) with appropriately chosen \( \alpha, \beta \) defines a solution of the original problem (4.10) via (4.12). This is explained in the next lemma.

**Lemma 4.3.** For \( 0 < |u| < r' \), let
\[ A_u = \begin{pmatrix} \alpha & 0 & -u\beta \langle \psi_u \xi \rangle \\ 0 & 0 & -\beta \langle \phi_u \xi \rangle \\ \alpha \langle \psi_u \xi \rangle & \frac{1}{\tau_u} & \tau_u - \beta \langle \psi_u \phi_u \rangle \end{pmatrix}. \]
There exists \( 0 < r' \leq r \) such that, whenever \( 0 < |u| < r' \), the matrix \( A_u \) has 3 distinct eigenvalues
\[ \lambda_1(u) > \lambda_2(u) > 0 > \lambda_3(u), \]
such that
\[ \inf_{0 < |u| < r'} \lambda_2(u) > 0 > \sup_{0 < |u| < r'} \lambda_3(u). \]
Let \((l_1(u), l_2(u), l_3(u))\) be a real-analytic basis of left eigenvectors of \( A_u \) defined for \( 0 < |u| < r' \), and set
\[ Y_1[u](\xi) := (X_+ (\xi), X_0 (\xi), \psi_u (\xi)) \cdot l_1(u), \]
\[ Y_2[u](\xi) := (X_+ (\xi), X_0 (\xi), \psi_u (\xi)) \cdot l_2(u). \]

Then, if \( g_{u, \gamma} \) satisfies (4.13), one has
\[ \langle ((\xi_1 + u)X_+ g_{u, \gamma}) \rangle = \langle ((\xi_1 + u)\psi_u g_{u, \gamma}) \rangle = 0 \iff \langle ((\xi_1 + u)Y_1[u]g_{u, \gamma}) \rangle_{x=0} = 0, \]
\[ \langle ((\xi_1 + u)Y_2[u]g_{u, \gamma}) \rangle_{x=0} = 0. \]

**Proof.** A straightforward computation shows that
\[ \partial_x \langle ((\xi_1 + u)X_+ g) \rangle + (\alpha - \gamma) \langle ((\xi_1 + u)X_+ g) \rangle - u\beta \langle \psi_u X_+ \rangle \langle ((\xi_1 + u)\psi_u g) \rangle = 0, \]
\[ \partial_x \langle ((\xi_1 + u)X_0 g) \rangle - \gamma \langle ((\xi_1 + u)X_0 g) \rangle - \beta \langle \phi_u X_0 \rangle \langle ((\xi_1 + u)\psi_u g) \rangle = 0, \]
\[ \partial_x \langle ((\xi_1 + u)\psi_u g) \rangle + \frac{1}{\tau_u} \langle ((\xi_1 + u)X_0 g) \rangle + \tau_u \langle ((\xi_1 + u)\psi_u g) \rangle + \alpha \langle \psi_u X_+ \rangle \langle ((\xi_1 + u)X_+ g) \rangle - (\gamma + \beta \langle \psi_u \phi_u \rangle) \langle ((\xi_1 + u)\psi_u g) \rangle = 0. \]
Setting
\[ A_+ = \langle ((\xi_1 + u)X_+ g) \rangle, \quad A_0 = \langle ((\xi_1 + u)X_0 g) \rangle, \quad B = \langle ((\xi_1 + u)\psi_u g) \rangle, \]
we see that
\[ \frac{d}{dx} \begin{pmatrix} A_+ \\ A_0 \\ B \end{pmatrix} + (A_u - \gamma I) \begin{pmatrix} A_+ \\ A_0 \\ B \end{pmatrix} = 0. \quad (4.14) \]
Since the function \( u \mapsto \psi_u \) is real-analytic on \((-r, r)\) with values in \( \mathcal{F} \cap \text{Dom} \mathcal{L} \), the matrix field \( u \mapsto A_u \) is real-analytic on \((-r, r)\). Besides
\[ A_0 = \begin{pmatrix} \alpha & 0 & 0 \\ 0 & 0 & -\beta \\ \alpha \langle \psi_0 X_+ \rangle & \tilde{\gamma}_0 & -\beta \langle \psi_0 X_0 \rangle \end{pmatrix}, \]
with characteristic polynomial \((\alpha - \lambda)(\lambda^2 - \beta \langle \psi_0 X_0 \rangle \lambda + \tilde{\gamma}_0 \beta)\). Since \( \beta > 0 \) while \( \tilde{\gamma}_0 < 0 \), the matrix \( A_0 \) has 3 simple eigenvalues, two of which, including \( \alpha \), are positive, while one is negative.
By a standard analytic perturbation argument, we therefore obtain 3 eigenvalues \( \lambda_1(u), \lambda_2(u), \lambda_3(u) \) for \( A_u \) that are real-analytic functions of \( u \) defined on some neighborhood of the origin, and satisfy the inequalities mentioned in the statement of the lemma. The existence of left eigenvectors \( l_1(u), l_2(u), l_3(u) \) of \( A_u \) that are real-analytic functions of \( u \) defined in some neighborhood of 0 follows from the same argument — see for instance chapter II, § 1 in [12].

Choose \( \gamma \) such that

\[
0 < \gamma < \inf_{0 < |u| < r'} \lambda_2(u).
\]

Taking the inner product of each side of (4.14) with \( l_1(u), l_2(u) \) and \( l_3(u) \), we see that

\[
(A_+, A_0, B)(x) \cdot l_j(u)e^{(\lambda_j(u) - \gamma)x} = \text{Const}.
\]

Since \( \lambda_3(u) - \gamma < 0 \) and we have assumed that \( g_\gamma \in L^\infty(\mathbb{R}_+; \mathcal{S}) \cap \text{Dom} \mathcal{L} \), we conclude that \( x \mapsto (A_+, A_0, B)(x) \cdot l_3(u) \) is bounded on \( \mathbb{R}_+ \), so that

\[
(A_+, A_0, B)(x) \cdot l_3(u)e^{(\lambda_3(u) - \gamma)x} = 0, \quad \text{for all } x \in \mathbb{R}_+.
\]

Therefore

\[
\Pi_+((\xi_1 + u)g_\gamma) = 0 \quad \text{and} \quad p_\gamma g_\gamma = 0 \iff \begin{cases} (A_+, A_0, B) \cdot l_1(u) = 0, \\ (A_+, A_0, B) \cdot l_2(u) = 0, \\ (A_+, A_0, B)_{x=0} \cdot l_1(u) = 0, \\ (A_+, A_0, B)_{x=0} \cdot l_2(u) = 0,
\end{cases}
\]

in which case \( g(x, \xi) = e^{-\gamma x}g_\gamma(x, \xi) \) is a solution of the original half-space problem (4.10). Obviously, these conditions can be recast as in the statement of the lemma.

\[\square\]

5. Resolution of the Penalized Linear Problem

5.1. The Penalized Linearized Collision Integral.

**Proposition 5.1.** There exists \( R > 0 \) defined in (5.3), \( \nu^* > 0 \) defined in (5.5), and \( \Gamma \) defined in (5.8), such that

\[
\langle f \mathcal{L}_u^p f \rangle \geq \frac{\gamma}{24
\nu^*} \nu f^2, \quad \text{for all } f \in \mathcal{S} \cap \text{Dom} \mathcal{L},
\]

for each \( u \) such that \(|u| \leq R\), provided that

\[
\alpha = \beta = 2\gamma \quad \text{and} \quad 0 < \gamma \leq \Gamma.
\]

**Proof.** We first recall the Bardos-Caflisch-Nicolaenko weighted spectral gap estimate for \( \mathcal{L} \) (see equation (2.14) in [3]): there exists \( \kappa_0 > 0 \) such that

\[
\langle f \mathcal{L} f \rangle \geq \kappa_0 \nu (f - \Pi f)^2 \quad \text{for each } f \in \mathcal{S} \cap \text{Dom} \mathcal{L}.
\]

Write

\[
w := f - \Pi f, \quad q := \Pi f.
\]
Then
\[
\langle f(\alpha^+((\xi_1 + u)f) + \beta p_u f - \gamma(\xi_1 + u)f) \rangle \\
= \alpha \langle qx_+ \rangle \langle (\xi_1 + u)x_+ q \rangle - \beta \langle qw \rangle \langle (\xi_1 + u)w \rangle \\
+ \alpha \langle qx_+ \rangle \langle (\xi_1 + u)x_+ w \rangle - \beta \langle qw \rangle \langle (\xi_1 + u)w \rangle \\
- \beta \langle w \rangle \langle (\xi_1 + u)w \rangle - \gamma \langle (\xi_1 + u)q^2 \rangle - 2\gamma \langle (\xi_1 + u)qw \rangle - \gamma \langle (\xi_1 + u)w^2 \rangle.
\]

Since \((\xi_1 + u)w \in \text{Im} \mathcal{L} = (\text{Ker} \mathcal{L})^\perp\), one has
\[
\langle (\xi_1 + u)w \rangle = \frac{1}{u} \langle (\xi_1 + u)w \rangle - \langle (\xi_1 + u)X \rangle \\
= -\frac{1}{u} \langle (\xi_1 + u)X \rangle = -\langle X \rangle.
\]

Hence
\[
\langle f(\alpha^+((\xi_1 + u)f) + \beta p_u f - \gamma(\xi_1 + u)f) \rangle = S_1[q] + S_2[q, w] + S_3[w],
\]
with
\[
S_1[q] := \alpha \langle qx_+ \rangle \langle (\xi_1 + u)x_+ q \rangle + \beta \langle X \rangle \langle qw \rangle - \gamma \langle (\xi_1 + u)q^2 \rangle,
\]
\[
S_2[q, w] := \alpha \langle qx_+ \rangle \langle (\xi_1 + u)x_+ w \rangle + \beta \langle X \rangle \langle w \rangle - \beta \langle (\xi_1 + u)w \rangle \langle qw \rangle - 2\gamma \langle (\xi_1 + u)qw \rangle,
\]
\[
S_3[w] := -\beta \langle (\xi_1 + u)w \rangle \langle w \rangle - \gamma \langle (\xi_1 + u)w^2 \rangle.
\]

Note that
\[
\langle (\xi_1 + u)qw \rangle^2 \leq \langle (\xi_1 + u)q^2 \rangle \langle (\xi_1 + u)w^2 \rangle \leq \frac{1}{c^2} \langle uq^2 \rangle \langle uw^2 \rangle.
\]

Observe that
\[
S_1[q] \geq (\alpha - \gamma)(c + u)q_0^2 + (\beta - \gamma)q_0^2 + \gamma(c - u)q_0^2 \\
- \beta |u||w||L^2|q_0 \sqrt{q_0^2 + q_0^2 + q_0^2} \\
\geq (\alpha - \gamma)(c + u) - \beta |u||w||L^2|q_0^2 \\
+ (\beta - \gamma)q_0^2 + (c - u) - \beta |u||w||L^2|q_0^2,
\]
with
\[
q_\pm := \langle fX \rangle, \quad q_0 := \langle fX \rangle.
\]

In particular
\[
S_1[q] \geq (\min((\alpha - \gamma)(c + u), (\beta - \gamma)), (\gamma(c - u))) - \beta |u||w||L^2| (q_+^2 + q_0^2 + q_+^2).
\]

Assume that
\[
|u| \leq R := \min \left( \frac{1}{2}, c - 1, \frac{1}{4} \left( \frac{\sup_{|u| \leq \min(r'/2, 1)} ||w||_{L^2}}{q_0} \right)^{-1} \right),
\]
with \(r'/2\) chosen as in Lemma 4.3, and pick
\[
\alpha = \beta = 2\gamma > 0.
\]
where $\kappa < 0$ since $0 < c - 1 = \sqrt{\frac{2}{3}} - 1 < 1$, where

$$
\nu^* := \max(\langle \nu X_2^2 \rangle, \langle \nu X_0^2 \rangle, \langle \nu X_2^{-2} \rangle).
$$

On the other hand,

$$
|S_3[w]| \leq \frac{\beta (\nu \psi_2^2)^{1/2} (\phi_2^2 / \nu)^{1/2}}{\nu - \nu^*} \langle \nu w^2 \rangle,
$$

so that, provided that $u$ satisfies (5.3) while $\alpha, \beta, \gamma$ satisfy (5.4), one has

$$
|S_3[w]| \leq \frac{1}{2} \kappa_0 \langle \nu w^2 \rangle,
$$

if

$$
0 < \gamma < \kappa_0 \nu^{-\left(2 + 4 \sup_{|u| \leq R} \sqrt{\langle \nu \psi_2^2 \rangle (\phi_2^2 / \nu)}\right)}.
$$

Finally

$$
|S_2[q, w]| \leq 2((\nu X_2^2) + \sup_{|u| \leq R} (\nu \psi_2^2)^{1/2} (\nu X_0^2 + (\nu \psi_2^2)^{1/2} + 1)^2 + \nu \psi_2^2)^{1/2} \langle \nu w^2 \rangle^{1/2}.
$$

Thus, if $u$ satisfies (5.3), and $\alpha, \beta, \gamma$ are chosen as in (5.4), (5.6) and if

$$
\gamma < \kappa_0 \nu^{\frac{1}{4}} \big/ 48 \nu^* (\nu X_2^2) + \sup_{|u| \leq R} (\nu \psi_2^2)^{1/2} (\nu X_0^2 + (\nu \psi_2^2)^{1/2} + 1)^2
$$

one has

$$
\langle f (L f + \alpha \Pi_+ ((\xi_1 + u) f) + \beta p_a f - \gamma (\xi_1 + u) f) \rangle \geq \kappa_0 \langle \nu w^2 \rangle + \frac{\gamma}{12 \nu^*} \langle \nu q^2 \rangle.
$$

Therefore, the inequality in the proposition follows from the following choice of $\Gamma$:

$$
\Gamma := \min(3 \nu^* \kappa_0, \Gamma_1, \Gamma_2), \quad \text{with} \quad \Gamma_1 := \frac{1}{2 + 4 \sup_{|u| \leq R} \sqrt{\langle \nu \psi_2^2 \rangle (\phi_2^2 / \nu)}},
$$

$$
\Gamma_2 := \frac{\kappa_0 \nu^{\frac{1}{4}}}{48 \nu^* (\nu X_2^2) + \sup_{|u| \leq R} (\nu \psi_2^2)^{1/2} (\nu X_0^2 + (\nu \psi_2^2)^{1/2} + 1)^2},
$$

where $\kappa_0$ is the Bardos-Caffilsh-Nicolaenko spectral gap in (5.2). Obviously

$$
\sup_{|u| \leq R} (\| \nu \phi_u \|_B + \| \nu \psi_u \|_B) < \infty
$$

since the map $u \mapsto \psi_u$ is real-analytic on $(-r, r)$ with values in $\mathcal{H} \cap \text{Dom } L$. \hfill $\square$

5.2. The $L^2$ Theory. Consider the unbounded operator defined on the Hilbert space $\mathcal{H} = L^2(\mathbb{R}_+; \mathcal{S})$ by

$$
\begin{cases}
T_u f = (\xi_1 + u) \partial_x f + L^p f, \\
\text{Dom } T_u = \{ \phi \in \mathcal{H} \mid (\xi_1 + u) \partial_x \phi \text{ and } \nu \phi \in \mathcal{H} \text{ while } \phi(0, \xi) = 0 \text{ for } \xi_1 > -u \},
\end{cases}
$$

whose adjoint is

$$
\begin{cases}
T_u^* g = - (\xi_1 + u) \partial_x g + L f + \alpha (\xi_1 + u) \Pi_+ g + \beta p_a^* g - \gamma (\xi_1 + u) g, \\
\text{Dom } T_u^* = \{ \psi \in \mathcal{H} \mid (\xi_1 + u) \partial_x \psi \text{ and } \nu \psi \in \mathcal{H} \text{ while } \psi(0, \xi) = 0 \text{ for } \xi_1 < -u \},
\end{cases}
$$

where

$$
p_a^* g = -(\xi_1 + u) \psi_u (\phi_u g).
$$
Following the same argument as in the proof of Lemma 3.1 in [11], we arrive at the following statements.

**Lemma 5.2.** Let $R > 0$ be defined by (5.3), and let $\alpha = \beta = 2\gamma > 0$ satisfy

$$0 < \gamma \leq \min(\Gamma, \frac{1}{2}\nu_-)$$

with $\Gamma$ defined in (5.8). Then there exists $\kappa \equiv \kappa(R, \nu_-, \gamma) > 0$ such that

$$\kappa\|\nu\phi\|_{\mathcal{H}} \leq \|T_u\phi\|_{\mathcal{H}}, \quad \text{for each } \phi \in \text{Dom } T_u,$$

$$\kappa\|\nu\psi\|_{\mathcal{H}} \leq \|T_u^*\psi\|_{\mathcal{H}}, \quad \text{for each } \psi \in \text{Dom } T_u^*.$$ 

uniformly in $|u| \leq R$. In particular $\text{Ker } T_u = \{0\}$ and $\text{Im } T_u = \mathcal{S}$ whenever $|u| \leq R$.

**Proof.** We briefly recall the proof of Lemma 3.1 in [11] for the sake of completeness.

If $g \in \text{Dom } T_u$, one has in particular

$$\nu g \in L^2(Md\xi dx) \quad \text{and} \quad (\langle \xi_1 + u \rangle g^2) \in C(R_+),$$

so that there exists $L_n \to \infty$ such that $(\langle \xi_1 + u \rangle g^2)(L_n) \to 0$ as $n \to \infty$. Thus

$$\int_0^{L_n} \langle gT_u g \rangle dx = \frac{1}{2}(\langle \xi_1 + u \rangle g^2)(L_n) - \frac{1}{2}(\langle \xi_1 + u \rangle g^2)(0) + \int_0^{L_n} \langle g\mathcal{L}^p g \rangle dx,$$

and letting $n \to \infty$, one arrives at

$$\|g\|_{\mathcal{H}} \|T_u g\|_{\mathcal{H}} \geq \int_0^\infty \langle gT_u g \rangle dx = -\frac{1}{2}(\langle \xi_1 + u \rangle g^2)(0) + \int_0^\infty \langle g\mathcal{L}^p g \rangle dx \geq \int_0^\infty \langle g\mathcal{L}^p g \rangle dx \geq \frac{\sqrt{\nu}^2}{24\pi} \|\nu g\|_{\mathcal{H}}^2.$$

Notice that

$$-\frac{1}{2}(\langle \xi_1 + u \rangle g^2)(0) \geq 0$$

for $g \in \text{Dom } T_u$ because of the boundary condition at $x = 0$ included in the definition of the domain $\text{Dom } T_u$. Hence

$$\|T_u g\|_{\mathcal{H}} \geq \frac{\gamma^{1/2}}{24\pi} \|g\|_{\mathcal{H}}.$$

Next

$$\|T_u g\|_{\mathcal{H}} = \|\xi_1 + u\| \partial_x g + (\nu - \gamma(\xi_1 + u)) g\|_{\mathcal{H}}$$

$$\geq \|\partial_x g\|_{\mathcal{H}} - \alpha \|\Pi_+((\xi_1 + u) g)\|_{\mathcal{H}} - \beta \|\mathcal{P}_u g\|_{\mathcal{H}}$$

so that

$$(\xi_1 + u) \partial_x g + (\nu - \gamma(\xi_1 + u)) g \|_{\mathcal{H}} \leq C \|T_u g\|_{\mathcal{H}}$$

with

$$C := \left(1 + \frac{24\pi^2}{\gamma^2} \sup_{|u| \leq R} \left(\alpha \sqrt{\langle (\xi_1 + u)^2 X_+^2 \rangle + \beta \sqrt{\langle (\xi_1 + u)^2 \psi_+^2 (\phi_+^2)\rangle + \|\mathcal{K}\|}}\right)\right).$$

Given $S \in \mathcal{H}$, solve for $h \in \text{Dom } T_u$ the equation

$$(\xi_1 + u) \partial_x h + (\nu - \gamma(\xi_1 + u)) h = S, \quad x > 0.$$
Since \( h \in \text{Dom} \mathcal{T}_u \) it satisfies the boundary condition \( h(0, \xi) = 0 \) for \( \xi_1 > -u \), so that
\[
h(x, \xi) = \int_0^x \exp \left( -\left( \frac{\nu}{|\xi_1+u|} - \gamma \right) (x - y) \right) \frac{S(y, \xi)}{|\xi_1+u|} dy, \quad \xi_1 + u > 0,
\]
so that
\[
|h(x, \xi)| \leq \int_0^x \exp \left( -\left( \frac{\nu}{|\xi_1+u|} - \gamma \right) (x - y) \right) \frac{|S(y, \xi)|}{|\xi_1+u|} dy, \quad \xi_1 + u > 0.
\]
On the other hand, since \( h \in \mathcal{H} \), there exists a sequence \( x_n \to \infty \) such that \( \langle h(x_n, \cdot) \rangle^2 \to 0 \), so that
\[
h(x, \xi) = \int_x^\infty \exp \left( -\left( \frac{\nu}{|\xi_1+u|} + \gamma \right) (y - x) \right) \frac{S(y, \xi)}{|\xi_1+u|} dy, \quad \xi_1 + u < 0,
\]
and hence
\[
|h(x, \xi)| \leq \int_x^\infty \exp \left( -\left( \frac{\nu}{|\xi_1+u|} + \gamma \right) (y - x) \right) \frac{|S(y, \xi)|}{|\xi_1+u|} dy
\]
\[
\leq \int_x^\infty \exp \left( -\left( \frac{\nu}{|\xi_1+u|} - \gamma \right) (y - x) \right) \frac{|S(y, \xi)|}{|\xi_1+u|} dy, \quad \xi_1 + u < 0.
\]
Therefore
\[
|h(\cdot, \xi)| \leq G(\cdot, \xi) \ast |S(\cdot, \xi)|1_{\mathbb{R}_+}
\]
with
\[
G(z, \xi) = \frac{1_{z(\xi_1+u) > 0}}{|\xi_1+u|} \exp \left( -\left( \frac{\nu}{|\xi_1+u|} - \gamma \right) |z| \right).
\]

For future use, we compute, for all \( p \geq 1 \),
\[
\|G(\cdot, \xi)\|_{L^p} \leq \frac{1}{|\xi_1+u|} \left( \frac{1}{p(\frac{\nu}{|\xi_1+u|} - \gamma))^{1/p}} \right.
\]
\[
= \frac{1}{p^{1/p}|\xi_1+u|^{1-1/p}(\nu - \gamma|\xi_1+u|)^{1/p}}.
\]

(5.12)

Then we conclude from Young’s convolution inequality and (5.12) with \( p = 1 \) that
\[
\|h(\cdot, \xi)\|_{L^2(\mathbb{R}_+)} \leq \|G(\cdot, \xi)\|_{L^1} \|S(\cdot, \xi)\|_{L^2}
\]
\[
\leq \frac{\|S(\cdot, \xi)\|_{L^2}}{\nu - \gamma|\xi_1+u|} \leq \frac{\|S(\cdot, \xi)\|_{L^2}}{(1 - \frac{\nu}{\nu_-})\nu(x)},
\]
for \( |u| \leq R \), and hence
\[
(1 - \frac{\nu}{\nu_-})\|\nu h\|_{\mathcal{H}} \leq \|S\|_{\mathcal{H}}.
\]

Applying this to
\[
S := (\xi_1 + u)\partial_x g + (\nu(\xi) - \gamma(\xi_1 + u)) g,
\]
and using the bound (5.9) shows that
\[
(1 - \frac{\nu}{\nu_-})\|\nu g\|_{\mathcal{H}} \leq C\|\mathcal{T}_u g\|_{\mathcal{H}}.
\]

This obviously implies the first inequality in the lemma with
\[
\kappa := \frac{\nu_\nu_-}{C\nu_-} \quad \text{with } C \text{ defined in } (5.10).
\]

The analogous inequality for the adjoint operator \( \mathcal{T}_u \) is obtained similarly.

Now the first inequality obviously implies that
\[
\text{Ker} \mathcal{T}_u = \{0\} \quad \text{for } |u| \leq R.
\]
The second inequality implies that \( \text{Im} \ T_u = \mathcal{H} \), according to Theorem 2.20 in [7]. □

A straightforward application of Lemma 5.2 is the following existence and uniqueness result.

**Proposition 5.3.** Let \( R > 0 \) be defined by (5.3), set \( \alpha = \beta = 2\gamma > 0 \) with \( 0 < \gamma \leq \min(\Gamma, \frac{1}{2}\nu_-) \), where \( \Gamma \) is defined in (5.8), and let \( \kappa \equiv \kappa(R, \nu, \gamma) > 0 \) be given by (5.13).

Let \( Q \) satisfy \( e^{\gamma x} Q \in \mathcal{H} \), while \( \nu g_b \in \mathcal{H} \). Then, for each \( |u| < R \), there exists a unique solution \( g_{u, \gamma} \in \text{Dom} \ T_u \) of the linearized penalized problem

\[
\begin{cases}
(\xi_1 + u)\partial_x g_{u, \gamma} + L^p g_{u, \gamma} = e^{\gamma x} (I - P_u)Q, & x > 0, \ \xi \in \mathbb{R}^3, \\
g_{u, \gamma}(0, \xi) = g_b(\xi), & \xi_1 + u > 0.
\end{cases}
\]  

(5.14)

Moreover, this solution satisfies the estimate

\[
\kappa \|g_{u, \gamma}\|_{\mathcal{H}} \leq (1 + \sup_{|u| \leq R} \sqrt{\langle \psi_n^2 \rangle \langle (\xi_1 + u)^2 \phi_n^2 \rangle}) \|e^{\gamma x} Q\|_{\mathcal{H}} + \left( \frac{\sqrt{2\gamma}}{\nu_-} + \frac{\|L\|_{\mathcal{B}(\text{Dom} \mathcal{L}, \mathcal{H})}}{\nu_- \sqrt{2\gamma}} + 2\gamma + \frac{2\gamma}{\nu_-} \sup_{|u| \leq R} \sqrt{\langle \psi_n^2 \rangle \langle \phi_n^2 \rangle} \right) \|\nu g_b\|_{\mathcal{H}}
\]

(5.15)

uniformly in \( |u| \leq R \).

**Proof.** Set

\[
h(x, \xi) = g(x, \xi) - g_b(\xi)1_{\xi_1 + u > 0} e^{-\gamma x}, \quad x > 0.
\]

Then \( h \in \text{Dom} \ T_u \) if and only if

\[
(\xi_1 + u)\partial_x g \in \mathcal{H} \quad \text{and} \quad \nu g \in \mathcal{H} \quad \text{and} \quad g(0, \xi) = g_b(\xi) \quad \text{for} \quad \xi_1 + u > 0,
\]

in which case

\[
T_u h(x, \xi) = T_u g(x, \xi) + \gamma e^{-\gamma x} (\xi_1 + u)^+ g_b(\xi) - e^{-\gamma x} L^p (g_b 1_{\xi_1 + u > 0})(\xi) = e^{\gamma x} (I - P_u)Q(x, \xi) + \gamma e^{-\gamma x} (\xi_1 + u)^+ g_b(\xi) - e^{-\gamma x} L^p (g_b 1_{\xi_1 + u > 0})(\xi) = : S(x, \xi)
\]

if and only if \( g \) is a solution to the problem (5.14). (We use systematically the classical notation \( z^+ = \max(z, 0) \).) The right hand side is recast as

\[
S(x, \xi) = e^{\gamma x} (I - P_u)Q(x, \xi) + 2\gamma e^{-\gamma x} (\xi_1 + u)^+ g_b(\xi) - e^{-\gamma x} L^p (g_b 1_{\xi_1 + u > 0})(\xi) - \alpha e^{-\gamma x} \Pi_+(((\xi_1 + u)^+ g_b)(\xi) - \beta e^{-\gamma x} P_u (g_b 1_{\xi_1 + u > 0})(\xi),
\]

and estimated as follows:

\[
\|S\|_{\mathcal{H}} \leq (1 + \sup_{|u| \leq R} \sqrt{\langle \psi_n^2 \rangle \langle (\xi_1 + u)^2 \phi_n^2 \rangle}) \|e^{\gamma x} Q\|_{\mathcal{H}} + \left( \frac{\sqrt{2\gamma}}{\nu_-} + \frac{\|L\|_{\mathcal{B}(\text{Dom} \mathcal{L}, \mathcal{H})}}{\nu_- \sqrt{2\gamma}} + \frac{\alpha}{\sqrt{2\gamma}} + \frac{\beta}{\nu_- \sqrt{2\gamma}} \sup_{|u| \leq R} \sqrt{\langle \psi_n^2 \rangle \langle \phi_n^2 \rangle} \right) \|\nu g_b\|_{\mathcal{H}}.
\]

One concludes with the first inequality in Lemma 5.2. □

5.3. The \( L^\infty \) Theory.
5.3.1. From $\mathcal{H}$ to $L^2(Md\xi; L^\infty(\mathbb{R}_+))$. We recall that the linearized collision operator $\mathcal{L}$ is split as $\mathcal{L} = \nu - \mathcal{K}$, where $\mathcal{K}$ is compact on $L^2(\mathbb{R}^3; Md\xi)$ (Hilbert’s decomposition). With the notation

$$\tilde{Q} := e^{\gamma x}(I - \mathbf{P}_u)Q,$$

the solution of (5.14) in $\mathcal{H}$ satisfies

$$g_{u,\gamma}(x, \xi) = \exp \left( - \left( \frac{\nu}{\xi_1 + u} - \gamma \right) x \right) g_b(\xi) + \kappa \int_{0}^{x} \exp \left( - \left( \frac{\nu}{\xi_1 + u} - \gamma \right) (x - y) \right) \frac{(\kappa \rho g_{u,\gamma} + \tilde{Q})(y, \xi)}{\xi_1 + u} dy,$$

where $\kappa = \nu - \mathcal{L}^p$. Moreover, for each $\epsilon > 0$, write

$$\|g_{u,\gamma}(x, \xi)\| \leq |g_b(\xi)| + \lambda \|\kappa \rho g_{u,\gamma}(\cdot, \xi) + \lambda \|\tilde{Q}(\cdot, \xi)\| \leq$$

where the function $G$ has been defined in (5.11).

**Lemma 5.4.** One has

$$\|G(\cdot, \xi) \ast \phi(\cdot, \xi)\|_{L^\infty(\mathbb{R}_+)} \leq \frac{\|\phi(\cdot, \xi)\|_{L^\infty(\mathbb{R}_+)}^{1/4}}{\nu(\xi) - \gamma |\xi_1 + u|},$$

$$\|1_{|\xi_1 + u| < 1}G \ast \phi(\cdot, \xi)\|_{L^\infty(\mathbb{R}_+)} \leq \frac{1}{2\sqrt{\nu(\xi) - \gamma |\xi_1 + u|}}.$$

Moreover, for each $\epsilon > 0$, one has

$$\|1_{|\xi_1 + u| < 1}G \ast \phi(\cdot, \xi)\|_{L^\infty(\mathbb{R}_+)} \leq \frac{\epsilon^{1/4}1_{|\xi_1 + u| < 1}\|\phi(\cdot, \xi)\|_{L^\infty(\mathbb{R}_+)}}{(4/3)^{3/4}|\xi_1 + u|^{1/4}(\nu(\xi) - \gamma |\xi_1 + u|)^{3/4}} + \frac{1}{2\sqrt{\nu(\xi) - \gamma |\xi_1 + u|}}.$$

**Proof.** The two first inequalities follow from Young’s convolution inequality and the computation of the $L^p$ norms of $G$ in (5.12) with $p = 1$ and $p = 2$.

For each $\epsilon > 0$, write

$$G \ast h(\cdot, \xi) = G_{1,\epsilon} \ast h(\cdot, \xi) + G_{2,\epsilon} \ast h(\cdot, \xi)$$

were

$$G_{1,\epsilon}(z, \xi) = G(z, \xi)1_{|z| < \epsilon} \text{ and } G_{2,\epsilon}(z, \xi) = G(z, \xi)1_{|z| \geq \epsilon}.$$

Then

$$\|G_{1,\epsilon} \ast \phi(\cdot, \xi)\|_{L^\infty(\mathbb{R}_+)} \leq \|1_{|\xi_1 + u| < 1}\|\phi(\cdot, \xi)\|_{L^\infty(\mathbb{R}_+)} \leq \frac{\epsilon^{1/4}\|\phi(\cdot, \xi)\|_{L^\infty(\mathbb{R}_+)}}{(4/3)^{3/4}|\xi_1 + u|^{1/4}(\nu(\xi) - \gamma |\xi_1 + u|)^{3/4}}.$$
while
\[ ||G_{2,\varepsilon} \ast \phi(\cdot, \xi)||_{L^\infty(\mathbb{R}^+)} \leq ||1_{[\varepsilon, \infty)} G(\cdot, \xi)||_{L^2(\mathbb{R}^+)} ||\phi(\cdot, \xi)||_{L^2(\mathbb{R}^+)} \]
\[ \leq \exp \left( - \left( \frac{\nu}{\xi_1 + u} - \gamma \right) \varepsilon \right) \frac{||\phi(\cdot, \xi)||_{L^2(\mathbb{R}^+)}}{\sqrt{2}||\xi_1 + u||^{1/2}(\nu - \gamma||\xi_1 + u||)^{1/2}} \]
\[ \leq \sqrt{\frac{\nu}{\xi_1 + u} - \gamma} \exp \left( - \left( \frac{\nu}{\xi_1 + u} - \gamma \right) \varepsilon \right) \frac{||\phi(\cdot, \xi)||_{L^2(\mathbb{R}^+)}}{\sqrt{2}(\nu - \gamma||\xi_1 + u||)} \]
\[ \leq \frac{1}{2\varepsilon} \frac{||\phi(\cdot, \xi)||_{L^2(\mathbb{R}^+)}}{2\sqrt{\varepsilon(\nu - \gamma||\xi_1 + u||)}}. \]

Therefore, we deduce from (5.16) and Lemma 5.4 that
\[ ||g_{u, \gamma}(\cdot, \xi)||_{L^\infty(\mathbb{R}^+)} \leq ||g_{i}(\xi)|| + \frac{||Q(\cdot, \xi)||_{L^\infty(\mathbb{R}^+)} - \gamma||\xi_1 + u||}{\nu(\xi) - \gamma||\xi_1 + u||} \]
\[ + \frac{||K^\nu g_{u, \gamma}(\cdot, \xi)||_{L^2(\mathbb{R}^+)} + \frac{1}{\sqrt{2\varepsilon}} \frac{||K^\nu g_{u, \gamma}(\cdot, \xi)||_{L^2(\mathbb{R}^+)}}{2\sqrt{\varepsilon(\nu - \gamma||\xi_1 + u||)}}}{\sqrt{2}(\nu(\xi) - 2\gamma||\xi_1 + u||)} \]
\[ + \frac{\varepsilon^{1/4} 1_{||\xi_1 + u|| \leq 1} ||K^\nu g_{u, \gamma}(\cdot, \xi)||_{L^\infty(\mathbb{R}^+)} }{(4/3)^{3/4}||\xi_1 + u||^{1/4}(\nu(\xi) - \gamma||\xi_1 + u||)^{3/4}}. \]

Denote by \( k_j \) for \( j = 1, 2, 3 \) the integral kernel of the operator \( K_j \) in Lemma 1.2, and set
\[ \tilde{k}(\xi, \zeta) = k_1(\xi, \zeta) + k_2(\xi, \zeta) + k_3(\xi, \zeta) \geq 0, \]
\[ \tilde{k}^\nu(\xi, \zeta) = \tilde{k}(\xi, \zeta) + \alpha \xi_1 + u||X_+(\xi)||X_+(\xi)||M(\xi) + \beta||\xi_1 + u||\phi_u(\xi)||\psi_u(\xi)||M(\xi). \]

Denote by \( \tilde{K}^\nu \) the integral operator with kernel \( \tilde{k}^\nu \):
\[ \tilde{K}^\nu \phi(\xi) = \int_{\mathbb{R}^3} \tilde{k}^\nu(\xi, \zeta) \phi(\zeta) d\zeta, \]
and set
\[ G_{u, \gamma}(\xi) := ||g(\cdot, \xi)||_{L^\infty(\mathbb{R}^+)} \]
Then, for each \( \xi \in \mathbb{R}^3 \), one has
\[ ||K^\nu g_{u, \gamma}(x, \xi)||_{L^\infty} \leq \int_{\mathbb{R}^3} \tilde{k}^\nu(\xi, \zeta) ||g_{u, \gamma}(\cdot, \xi)||_{L^\infty} d\zeta \]
for a.e. \( x \geq 0 \), so that
\[ ||K^\nu g_{u, \gamma}(\cdot, \xi)||_{L^\infty} \leq \int_{\mathbb{R}^3} \tilde{k}^\nu(\xi, \zeta) ||g_{u, \gamma}(\cdot, \xi)||_{L^\infty} d\zeta = \tilde{K}^\nu G_{u, \gamma}(\xi). \]

Hence, Lemma 5.4 and (5.16) imply that
\[ G_{u, \gamma}(\xi) \leq ||g_{u}(\xi)|| + \frac{||Q(\cdot, \xi)||_{L^\infty}}{\nu(\xi) - \gamma||\xi_1 + u||} \]
\[ + \frac{||K^\nu g_{u, \gamma}(\cdot, \xi)||_{L^2(\mathbb{R}^+)} + \frac{1}{\sqrt{2\varepsilon}} \frac{||K^\nu g_{u, \gamma}(\cdot, \xi)||_{L^2(\mathbb{R}^+)}}{2\sqrt{\varepsilon(\nu - \gamma||\xi_1 + u||)}}}{\sqrt{2}(\nu(\xi) - 2\gamma||\xi_1 + u||)} \]
\[ + \frac{\varepsilon^{1/4} 1_{||\xi_1 + u|| \leq 1} \tilde{K}^\nu G_{u, \gamma}(\xi) }{(4/3)^{3/4}||\xi_1 + u||^{1/4}(\nu(\xi) - \gamma||\xi_1 + u||)^{3/4}}. \]

At this point, we use the following lemma.
Lemma 5.5. For all $\alpha, \beta \in \mathbb{R}$ there exists $K_*[\alpha, \beta] > 0$, and for each $s \geq 0$, there exists $K_s \equiv K_s[\alpha, \beta] > 0$ such that

$$\sup_{|u| \leq \min(1,r/2)} \|\tilde{K}^p\|_{B(\beta)} \leq K_*[\alpha, \beta],$$

together with

$$\sup_{|u| \leq \min(1,r/2)} \|M^{1/2}\tilde{K}^p\|_{B(\beta;L^{\infty,1/2}(\mathbb{R}^3))} \leq K_{1/2}[\alpha, \beta],$$

and

$$\sup_{|u| \leq \min(1,r/2)} \|M^{1/2}\tilde{K}^pM^{-1/2}\|_{B(L^{\infty,s}(\mathbb{R}^3),L^{\infty,s+1}(\mathbb{R}^3))} \leq K_{s+1}[\alpha, \beta].$$

Proof. Since

$$\tilde{K}f - \tilde{K}^p f = \alpha(|\xi_1 + u||X_+|f)X_+ + \beta(|\xi_1 + u||\psi_u|f)|\phi_u|,$$

one has

$$\sup_{|u| \leq \min(1,r/2)} \|\tilde{K}f - \tilde{K}^p f\|_{\beta} \leq \frac{\alpha}{\nu} \sup_{|u| \leq \min(1,r/2)} \|\nu X_+\|_{\beta} \|f\|_{\beta} + \frac{\beta}{\nu} \sup_{|u| \leq \min(1,r/2)} \|\nu|\psi_u|\|_{\beta} \|\phi_u\|_{\beta} \|f\|_{\beta},$$

and

$$\sup_{|u| \leq \min(1,r/2)} \|((1 + |\xi|)^s\sqrt{M}(\tilde{K}f - \tilde{K}^p f))\|_{L^{\infty}(\mathbb{R}^3)} \leq \frac{\alpha}{\nu} \sup_{|u| \leq \min(1,r/2)} \|\nu X_+\|_{\beta} \|f\|_{\beta} (1 + |\xi|)^s \sqrt{M} \|\phi_u\|_{L^{\infty}(\mathbb{R}^3)} \|f\|_{\beta} + \frac{\beta}{\nu} \sup_{|u| \leq \min(1,r/2)} \|\nu|\psi_u|\|_{\beta} (1 + |\xi|)^s \sqrt{M} \|\phi_u\|_{L^{\infty}(\mathbb{R}^3)} \|f\|_{\beta}.$$ 

Observe that

$$\sup_{|u| \leq \min(1,r/2)} \|\nu|\psi_u|\|_{\beta} < \infty,$$

since the map $u \mapsto \psi_u$ is real-analytic on $(-r,r)$ with values in Dom $\mathcal{L}$. One concludes with Propositions 1.1 and 3.1, using especially the bound

$$\sup_{|u| \leq \min(1,r/2)} \|((1 + |\xi|)^s\sqrt{M} \phi_u)\|_{L^{\infty}(\mathbb{R}^3)} \leq C_s < \infty$$

established in Proposition 1.1. $\square$

Hence

$$\left\| \frac{1_{[\xi_1 + u] \leq 1}}{|\xi_1 + u|^{1/2}(1 + |\xi|)^{3/2}} \frac{\tilde{K}^p G_{u,\gamma}}{|\xi_1 + u|^{1/2}(1 + |\xi|)^{3/2}} \right\|_{\beta}^2 \leq \int_{[\xi_1 + u] \leq 1} \left( (1 + |\xi|)^{1/2} M^{1/2} \tilde{K}^p G_{u,\gamma} \right)^2 |d\xi| \left( \frac{1}{\xi_1 + u} \right)^{1/2} (1 + |\xi|)^{5/2} \left( \frac{1}{\xi_1 + u} \right)^{1/2}$$

$$\leq J^2 K_{1/2}[\alpha, \beta]^2 \|G_{u,\gamma}\|_{\beta}^2,$$

with

$$J := \left( \int_0^1 \frac{2d\zeta}{\sqrt{\zeta}} \int_{\mathbb{R}^3} \frac{d\xi'}{(1 + |\xi'|)^{5/2}} \right)^{1/2} < \infty.$$

Henceforth, it will be convenient to use the notation

$$I_{d,s} := \int_{\mathbb{R}^4} \frac{d\zeta}{(1 + |\zeta|)^s}.$$  \hfill (5.18)
Thus

\[ J^2 = 4I_{2,5/2}. \]

Thus, Lemma 5.5 and (5.17) imply that

\[
\|G_{u,\gamma}\|_{\mathcal{B}} \leq \|g_b\|_{\mathcal{B}} + \frac{\|\tilde{Q}\|_{L^2(Md\xi;L^\infty(\mathbb{R}^+))}}{\nu_--\gamma} + \frac{\|\mathcal{K}_p\|_{B(\mathcal{B})}}{\sqrt{2(\nu_- - \gamma)}} + \frac{1}{\sqrt{2\varepsilon}} \frac{\|\mathcal{K}_p\|_{B(\mathcal{B})}}{\sqrt{2(\nu_- - \gamma)}} + \frac{\varepsilon^{1/4}JK_{1/2}[\alpha, \beta]}{(4/3)^{3/4}(\nu_- - \gamma)^{3/4}} \|G_{u,\gamma}\|_{\mathcal{B}}.
\]

Choosing

\[
\frac{1}{2\varepsilon^{1/4}} = \frac{JK_{1/2}[\alpha, \beta]}{(4/3)^{3/4}(\nu_- - \gamma)^{3/4}}
\]

leads to the inequality

\[
\frac{1}{2} \|g_{u,\gamma}\|_{L^2(Md\xi;L^\infty(\mathbb{R}^+))} \leq \|g_b\|_{L^2(Md\xi)} + \frac{||\tilde{Q}\|_{L^2(Md\xi;L^\infty(\mathbb{R}^+))}}{\nu_--\gamma} + \frac{K_p[\alpha, \beta]}{\sqrt{2(\nu_- - \gamma)}} \left(1 + \frac{3\sqrt{2}}{\varepsilon^{1/2}} \frac{T_{2,5/2}K_{1/2}[\alpha, \beta]^2}{(\nu_- - \gamma)^2}\right) \|g_{u,\gamma}\|_{\mathcal{H}}.
\]

5.3.2. From \(L^2(Md\xi;L^\infty(\mathbb{R}^+)) \) to \(L^\infty(\mathbb{R}^+ \times \mathbb{R}^3)\). We next return to the inequality (5.16). Obviously

\[
\|\mathcal{K}_p g_{u,\gamma}(\cdot, \xi)\|_{L^\infty(\mathbb{R}^3)} \leq \tilde{K}_p G_{u,\gamma}(\xi), \quad \xi \in \mathbb{R}^3.
\]

Then, the first inequality in Lemma 5.4 implies that

\[
G_{u,\gamma}(\xi) \leq |g_b(\xi)| + \frac{\tilde{K}_p G_{u,\gamma}(\xi)}{\nu(\xi) - \gamma|\xi_1 + u|} + \frac{\|\tilde{Q}(\cdot, \xi)\|_{L^\infty(\mathbb{R}^3)}}{\nu(\xi) - \gamma|\xi_1 + u|}.
\]

By the second inequality in Lemma 5.5, one has

\[
\|(1 + |\xi|)^{3/2}\sqrt{M} G_{u,\gamma}\|_{L^\infty(\mathbb{R}^3)} \leq \|(1 + |\xi|)^{3/2}\sqrt{M} g_b\|_{L^\infty(\mathbb{R}^3)} + \frac{\|(1 + |\xi|)^{3/2}\sqrt{M} \tilde{Q}\|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)}}{\nu_--\gamma} + \frac{\|g_{u,\gamma}\|_{\mathcal{H}}}{\nu_--\gamma} \leq \|(1 + |\xi|)^{3/2}\sqrt{M} g_b\|_{L^\infty(\mathbb{R}^3)} + \frac{\|(1 + |\xi|)^{1/2}\sqrt{M} \tilde{Q}\|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)}}{\nu_--\gamma} + \frac{K_{1/2}[\alpha, \beta]\|G_{u,\gamma}\|_{\mathcal{B}}}{\nu_--\gamma}.
\]

(5.20)
On the other hand, the third inequality in Lemma 5.5 implies that
\[
\| (1 + |\xi|)^s \sqrt{M} \mathcal{G}_{u, \gamma} \|_{L^\infty(\mathbb{R}^3)} \leq \| (1 + |\xi|)^s \sqrt{M} g_b \|_{L^\infty(\mathbb{R}^3)} \\
+ \frac{\| (1 + |\xi|)^{s-1} \sqrt{M} \tilde{Q} \|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)}}{\nu_+ - \gamma} \\
+ \frac{\| (1 + |\xi|)^{s-1} \sqrt{M} \tilde{P} \mathcal{G}_{u, \gamma} \|_{L^\infty(\mathbb{R}^3)}}{\nu_+ - \gamma} \\
\leq \| (1 + |\xi|)^s \sqrt{M} g_b \|_{L^\infty(\mathbb{R}^3)} \\
+ \frac{\| (1 + |\xi|)^{s-1} \sqrt{M} \tilde{Q} \|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)}}{\nu_+ - \gamma} \\
+ \frac{K_{s-1} (\alpha, \beta) \| (1 + |\xi|)^{s-2} \sqrt{M} \mathcal{G}_{u, \gamma} \|_{L^\infty(\mathbb{R}^3)}}{\nu_+ - \gamma} \\
\tag{5.21}
\]
for each \( s \geq 1 \).

Applying this inequality with \( s = 3 \) and the previous inequality leads to the following statement, which summarizes our treatment of the penalized, linearized half-space problem. From the technical point of view, the proposition below is the core of our analysis.

**Proposition 5.6.** Let \( R > 0 \) be given by (5.3), and \( \alpha = \beta = 2\gamma \) with
\[
0 < \gamma \leq \min (\Gamma, \frac{1}{2} \nu_-)
\]
and \( \Gamma \) defined by (5.8). Let \( Q \in \mathcal{H} \) and \( g_b \in \mathcal{S} \) satisfy
\[
(1 + |\xi|)^3 \sqrt{M} g_b \in L^\infty(\mathbb{R}^3), \quad \text{and} \quad e^{(\gamma + \delta) x} (1 + |\xi|)^2 \sqrt{M} Q \in L^\infty(\mathbb{R}_+ \times \mathbb{R}^3),
\]
and
\[
Q(x, \cdot) \perp \text{Ker} \mathcal{L} \quad \text{for a.e. } x \geq 0.
\]
Then the solution \( g_{u, \gamma} \) of (5.14) (whose existence and uniqueness is established in Proposition 5.3) satisfies the estimate
\[
\| (1 + |\xi|)^3 \sqrt{M} g_{u, \gamma} \|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)} \leq L \left( \| (1 + |\xi|)^3 \sqrt{M} g_b \|_{L^\infty(\mathbb{R}^3)} + \| e^{(\gamma + \delta) x} (1 + |\xi|)^2 \sqrt{M} Q \|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)} \right)
\]
uniformly in \( |u| \leq R \), for some constant
\[
L \equiv L[\gamma, \nu_+ , \delta, R, K_{1/2}[2\gamma, 2\gamma], K_2[2\gamma, 2\gamma]] > 0.
\]

**Proof.** Recall that
\[
\tilde{Q}(x, \xi) = e^{\gamma x} (I - \mathbf{P}_u) Q(x, \xi) \\
= e^{\gamma x} Q(x, \xi) + e^{\gamma x} \langle Q(x, \cdot) \psi_u \rangle (\xi_1 + u) \phi_u (\xi),
\]
Hence
\[
\| (1 + |\xi|)^2 \sqrt{M} \tilde{Q} \|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)} \leq \| e^{\gamma x} (1 + |\xi|)^2 \sqrt{M} Q \|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)} \\
+ \| (1 + |\xi|) \sqrt{M} \phi_u \|_{L^\infty(\mathbb{R}^3)} \| e^{\gamma x} (1 + |\xi|)^2 \sqrt{M} Q \|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)} \\
\leq \| e^{\gamma x} (1 + |\xi|)^2 \sqrt{M} Q \|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)} \left( 1 + C_1 T_3^{1/2} \sup_{|u| \leq R} \| \nu^{1/2} \psi_u \|_{\beta} \right).
\]
By (5.20) and (5.21)
\[
\frac{\| (1+|\xi|)^{3} \sqrt{M} g_{u,\gamma} \|_{L_{\infty}^{x,\xi}}}{\nu_{r_{-}}^{b}} \leq \left( 1 + \frac{K_{2}^{2} [\alpha,\beta]}{\nu_{r_{-}}^{b}} \right) \left( \| (1+|\xi|)^{3} \sqrt{M} g_{b} \|_{L_{\infty}^{\xi}} + \| (1+|\xi|)^{\frac{7}{2}} \sqrt{Q} \|_{L_{\infty}^{x,\xi}} \right) + \frac{K_{2}^{2} [\alpha,\beta] K_{1/2}^{2} [\alpha,\beta]}{(\nu_{r_{-}}^{b})^{2}} \| g_{u,\gamma} \|_{L^{2}(\mathcal{M}_{\xi};L^{\infty})}.
\]

With (5.19), this inequality becomes
\[
\frac{\| (1+|\xi|)^{3} \sqrt{M} g_{u,\gamma} \|_{L_{\infty}^{x,\xi}}}{\nu_{r_{-}}^{b}} \leq \left( 1 + \frac{K_{2}^{2} [\alpha,\beta]}{\nu_{r_{-}}^{b}} + \frac{2\sqrt{2} K_{2}^{2} [\alpha,\beta] K_{1/2}^{2} [\alpha,\beta]}{(\nu_{r_{-}}^{b})^{2}} \right) \left( \| (1+|\xi|)^{3} \sqrt{M} g_{b} \|_{L_{\infty}^{\xi}} + \| (1+|\xi|)^{\frac{7}{2}} \sqrt{Q} \|_{L_{\infty}^{x,\xi}} \right) + \frac{\sqrt{2} K_{2}^{2} [\alpha,\beta] K_{1/2}^{2} [\alpha,\beta] K_{2} [\alpha,\beta]}{(\nu_{r_{-}}^{b})^{2}} \left( 1 + \frac{3\sqrt{3} T_{2,5/2} K_{1/2}^{2} [\alpha,\beta]^{2}}{(\nu_{r_{-}}^{b})^{2}} \right) \| g_{u,\gamma} \|_{H}.
\]

Next we inject in the right hand side of this inequality the bound on $\| g_{u,\gamma} \|_{H}$ obtained in (5.15), together with the bound for $\tilde{Q}$ obtained above. Since we have chosen $\alpha = \beta = 2\gamma$, one finds that
\[
\frac{\| (1+|\xi|)^{3} \sqrt{M} g_{u,\gamma} \|_{L_{\infty}^{x,\xi}}}{\nu_{r_{-}}^{b}} \leq \left( 1 + \frac{K_{2}^{2} [2\gamma,2\gamma]}{\nu_{r_{-}}^{b}} + \frac{2\sqrt{2} K_{2}^{2} [2\gamma,2\gamma] K_{1/2}^{2} [2\gamma,2\gamma]}{(\nu_{r_{-}}^{b})^{2}} \right) \left( \| (1+|\xi|)^{3} \sqrt{M} g_{b} \|_{L_{\infty}^{\xi}} + \| (1+|\xi|)^{\frac{7}{2}} \sqrt{Q} \|_{L_{\infty}^{x,\xi}} \right) + \frac{\sqrt{2} K_{2}^{2} [2\gamma,2\gamma] K_{1/2}^{2} [2\gamma,2\gamma] K_{2} [2\gamma,2\gamma]}{(\nu_{r_{-}}^{b})^{2}} \left( 1 + \frac{3\sqrt{3} T_{2,5/2} K_{1/2}^{2} [2\gamma,2\gamma]^{2}}{(\nu_{r_{-}}^{b})^{2}} \right) \| g_{u,\gamma} \|_{H}.
\]

where $\kappa$ is given by (5.13). This implies the announced estimate with $L$ given by
\[
L := \sup_{|\nu| \leq R} \max \left( 1 + \frac{K_{2}^{2} [2\gamma,2\gamma]}{\nu_{r_{-}}^{b}} + \frac{2\sqrt{2} K_{2}^{2} [2\gamma,2\gamma] K_{1/2}^{2} [2\gamma,2\gamma]}{(\nu_{r_{-}}^{b})^{2}} \right) \left( \| (1+|\xi|)^{3} \sqrt{M} g_{b} \|_{L_{\infty}^{\xi}} + \| (1+|\xi|)^{\frac{7}{2}} \sqrt{Q} \|_{L_{\infty}^{x,\xi}} \right) + \frac{\sqrt{2} K_{2}^{2} [2\gamma,2\gamma] K_{1/2}^{2} [2\gamma,2\gamma] K_{2} [2\gamma,2\gamma]}{(\nu_{r_{-}}^{b})^{2}} \left( 1 + \frac{3\sqrt{3} T_{2,5/2} K_{1/2}^{2} [2\gamma,2\gamma]^{2}}{(\nu_{r_{-}}^{b})^{2}} \right) \| g_{u,\gamma} \|_{H}.
\]

□
6. Solving the Nonlinear Problem

6.1. The Penalized Nonlinear Problem. Given a boundary data \( f_b \equiv f_b(\xi) \) satisfying the condition
\[
\sqrt{M} f_b \in L^{\infty, 3}(\mathbb{R}^3), \quad f_b \circ R = f_b,
\]
consider the following penalized, nonlinear half-space problem
\[
\left\{
\begin{aligned}
(\xi_1 + u) \partial_x g_{u, \gamma} + \mathcal{L}^p g_{u, \gamma} &= e^{-\gamma x} (I - P_u) \mathcal{Q}(g_{u, \gamma} - h_{u, \gamma} \phi_u, g_{u, \gamma} - h_{u, \gamma} \phi_u), \\
h_{u, \gamma}(x) &= -e^{-\gamma x} \int_0^\infty e^{(\tau_\gamma - 2\gamma)z} (\tilde{\psi} \mathcal{Q}(g_{u, \gamma} - h_{u, \gamma} \phi_u, g_{u, \gamma} - h_{u, \gamma} \phi_u))(x + z)dz, \\
g_{u, \gamma}(0, \xi) &= f_b(\xi) + h_{u, \gamma}(0) \phi_u(\xi), \quad \xi_1 + u > 0.
\end{aligned}
\right.
\]
(6.1)

In this section, we seek to solve the problem (6.1) by a fixed point argument assuming that the boundary data \( f_b \) is small in \( L^{\infty, 3}(\mathbb{R}^3) \).

Proposition 6.1. There exists \( \varepsilon > 0 \) defined in (6.4) such that, for each boundary data \( f_b \equiv f_b(\xi) \) satisfying
\( f_b \circ R = f_b \) and \( \|(1 + |\xi|)^3 \sqrt{M} f_b\|_{L^\infty(\mathbb{R}^3)} \leq \varepsilon \)
(with \( R \) defined in (1.8)), the problem (6.1) has a unique solution \((g_{u, \gamma}, h_{u, \gamma})\) satisfying the symmetry
\[
g_{u, \gamma}(x, R \xi) = g_{u, \gamma}(x, \xi) \quad \text{for a.e. } (x, \xi) \in \mathbb{R}_+ \times \mathbb{R}^3,
\]
and the estimate
\[
\|(1 + |\xi|)^3 \sqrt{M} g_{u, \gamma}\|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)} + \|h_{u, \gamma}\|_{L^\infty(\mathbb{R}_+)} \leq 2L\varepsilon
\]
where \( L \) is given by (5.22).

We first recall a classical result on the twisted collision integral \( \mathcal{Q} \).

Proposition 6.2. For each \( s \geq 1 \), there exists \( Q_s > 0 \) such that
\[
\|(1 + |\xi|)^{s-1} \sqrt{M} \mathcal{Q}(f, g)\|_{L^\infty(\mathbb{R}^3)} \leq Q_s \|(1 + |\xi|)^s \sqrt{M} f\|_{L^\infty(\mathbb{R}^3)} \|(1 + |\xi|)^s \sqrt{M} g\|_{L^\infty(\mathbb{R}^3)}
\]
for all \( f, g \in L^{\infty, s}(\mathbb{R}^3) \).

This inequality is due to Grad: see Lemma 7.2.6 in [9] for a proof.

Proof of Proposition 6.1. Set
\[
\mathcal{X} := \left\{(g, h) \text{ s.t. } (1 + |\xi|)^3 \sqrt{M} g \in L^\infty(\mathbb{R}_+ \times \mathbb{R}^3), \ h \in L^\infty(\mathbb{R}_+) \text{ and } g(x, R \xi) = g(x, \xi) \text{ for a.e. } (x, \xi) \in \mathbb{R}_+ \times \mathbb{R}^3 \right\},
\]
which is a Banach space for the norm
\[
\|(g, h)\|_{\mathcal{X}} := \|(1 + |\xi|)^3 \sqrt{M} g\|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^3)} + \|h\|_{L^\infty(\mathbb{R}_+)}. 
\]
Given \((g_{u, \gamma}, h_{u, \gamma}) \in \mathcal{X})\), solve for \((\tilde{g}_{u, \gamma}, \tilde{h}_{u, \gamma})\) the half-space problem
\[
\left\{
\begin{aligned}
(\xi_1 + u) \partial_x \tilde{g}_{u, \gamma} + \mathcal{L}^p \tilde{g}_{u, \gamma} &= e^{-\gamma x} (I - P_u) \mathcal{Q}(g_{u, \gamma} - h_{u, \gamma} \phi_u, g_{u, \gamma} - h_{u, \gamma} \phi_u), \\
\tilde{h}_{u, \gamma}(x) &= -e^{-\gamma x} \int_0^\infty e^{(\tau_\gamma - 2\gamma)z} (\tilde{\psi} \mathcal{Q}(g_{u, \gamma} - h_{u, \gamma} \phi_u, g_{u, \gamma} - h_{u, \gamma} \phi_u))(x + z)dz, \\
\tilde{g}_{u, \gamma}(0, \xi) &= f_b(\xi) + \tilde{h}_{u, \gamma}(0) \phi_u(\xi), \quad \xi_1 + u > 0.
\end{aligned}
\right.
\]
and call
\[ S_{u,\gamma} : \mathcal{X} \ni (u_\gamma, h_{u,\gamma}) \mapsto (\tilde{g}_{u,\gamma}, \tilde{h}_{u,\gamma}) \in \mathcal{X} \]

the solution map so defined.

Applying Proposition 6.2 shows that
\[
\|(1 + |\xi|)^2/\sqrt{M} Q(g_{u,\gamma} - h_{u,\gamma} \phi_u, g_{u,\gamma} - h_{u,\gamma} \phi_u)\|_{L^\infty(\mathbb{R}^3)} \leq Q_3 \|(1 + |\xi|)^3/\sqrt{M} g_{u,\gamma}\|_{L^\infty(\mathbb{R}^3)} \|Q_{u,\gamma}\|_{L^\infty(\mathbb{R}^3)} \|((1 + |\xi|)^3/\sqrt{M} \phi_u\|_{L^\infty(\mathbb{R}^3)}\|^2
\]
\[
\leq Q_3 \max(1, C_3^2) \|(g_{u,\gamma}, h_{u,\gamma})\|_X^2.
\]

Hence
\[
\|	ilde{g}_{u,\gamma}\|_{L^\infty(\mathbb{R}^3)} \leq \frac{T_{1/4}^3}{\psi_{\xi} \|\xi\|_n} \|(1 + |\xi|)^2/\sqrt{M} Q(g_{u,\gamma} - h_{u,\gamma} \phi_u, g_{u,\gamma} - h_{u,\gamma} \phi_u)\|_{L^\infty(\mathbb{R}^3)} \leq \frac{T_{1/4}^3}{\psi_{\xi} \|\xi\|_n} Q_3 \max(1, C_3^2) \|(g_{u,\gamma}, h_{u,\gamma})\|_X^2.
\]

On the other hand, we apply Proposition 5.6 with \(\delta = \gamma\) and
\[
g_\delta := f_b + \tilde{g}_{u,\gamma}(0) \phi_u, \quad Q := e^{-2\gamma^2} Q(g_{\gamma} - h_{\gamma} \phi_u, g_{\gamma} - h_{\gamma} \phi_u).
\]

Then
\[
\|(1 + |\xi|)^3/\sqrt{M} g_b\|_{L^\infty(\mathbb{R}^3)} \leq \|(1 + |\xi|)^3/\sqrt{M} f_b\|_{L^\infty(\mathbb{R}^3)} + \frac{T_{1/4}^3}{\psi_{\xi} \|\xi\|_n} Q_3 \max(1, C_3^2) C_3 \|(g_{u,\gamma}, h_{u,\gamma})\|_X^2,
\]

while
\[
\|e^{(\gamma + \delta)^2} (1 + |\xi|)^2/\sqrt{M} Q\|_{L^\infty(\mathbb{R}^3)} = \|(1 + |\xi|)^2/\sqrt{M} Q(g_{u,\gamma} - h_{u,\gamma} \phi_u, g_{u,\gamma} - h_{u,\gamma} \phi_u)\|_{L^\infty(\mathbb{R}^3)} \leq Q_3 \max(1, C_3^2) \|(g_{u,\gamma}, h_{u,\gamma})\|_X^2.
\]

The bound on the solution to the penalized linearized problem in Proposition 5.6, together with the estimate (6.2) for \(\|h_{u,\gamma}\|_{L^\infty(\mathbb{R}^3)}\), implies that
\[
\|(\tilde{g}_{u,\gamma}, \tilde{h}_{u,\gamma})\|_X \leq L \|(1 + |\xi|)^3/\sqrt{M} f_b\|_{L^\infty(\mathbb{R}^3)} + L \frac{T_{1/4}^3}{\psi_{\xi} \|\xi\|_n} Q_3 \max(1, C_3^2) C_3 \|(g_{u,\gamma}, h_{u,\gamma})\|_X^2
\]
\[
+ L Q_3 \max(1, C_3^2) \|(g_{u,\gamma}, h_{u,\gamma})\|_X^2
\]
\[
+ L \frac{T_{1/4}^3}{\psi_{\xi} \|\xi\|_n} Q_3 \max(1, C_3^2) \|(g_{u,\gamma}, h_{u,\gamma})\|_X^2,
\]

which we put in the form
\[
\|(\tilde{g}_{u,\gamma}, \tilde{h}_{u,\gamma})\|_X \leq L \|(1 + |\xi|)^3/\sqrt{M} f_b\|_{L^\infty(\mathbb{R}^3)} + \Lambda \|(g_{u,\gamma}, h_{u,\gamma})\|_X^2
\]

with
\[
\Lambda := Q_3 \max(1, C_3^2) \left(\frac{T_{1/4}^3}{\psi_{\xi} \|\xi\|_n} (1 + L C_3) + L\right). \tag{6.3}
\]

Pick \(\varepsilon > 0\) small enough so that
\[
0 < \varepsilon < 1/4 \Lambda L \tag{6.4}
\]

and assume that
\[
\|(1 + |\xi|)^3/\sqrt{M} f_b\|_{L^\infty(\mathbb{R}^3)} < \varepsilon.
\]
If \( \| (u_{\gamma}, u_{\gamma}) \|_X \leq 2L \varepsilon \), one has
\[
\| (\tilde{g}_{u_{\gamma}}, h_{u_{\gamma}}) \|_X \leq L \varepsilon + \Lambda(2L \varepsilon)^2 = L \varepsilon + 4AL^2 \varepsilon^2 \leq 2L \varepsilon,
\]
so that the solution map \( S_{u_{\gamma}} \) satisfies
\[
S_{u_{\gamma}}(B_X(0, 2L \varepsilon)) \subset B_X(0, 2L \varepsilon).
\]
Let \((g_{u_{\gamma}}, h_{u_{\gamma}})\) and \((g'_{u_{\gamma}}, h'_{u_{\gamma}})\) \( \in B_X(0, 2L \varepsilon) \). We seek to bound
\[
\| (1 + |\xi|)^3 \sqrt{M} (T(g_{u_{\gamma}}, h_{u_{\gamma}}) - T(g'_{u_{\gamma}}, h'_{u_{\gamma}})) \|
\]
in terms of
\[
\| (1 + |\xi|)^3 \sqrt{M} (g_{u_{\gamma}} - g'_{u_{\gamma}}, h_{u_{\gamma}} - h'_{u_{\gamma}}) \|_X.
\]
One has
\[
\left\{ \begin{aligned}
(\xi + u) \partial_x (g_{u_{\gamma}} - g'_{u_{\gamma}}) + L^p (g_{u_{\gamma}} - g'_{u_{\gamma}}) &= e^{-\gamma x} (I - P_u) \Sigma, \\
\Sigma &= Q (g_{u_{\gamma}} - g'_{u_{\gamma}}) - (h_{u_{\gamma}} - h'_{u_{\gamma}}) \phi_u, (g_{u_{\gamma}} + g'_{u_{\gamma}}) - (h_{u_{\gamma}} + h'_{u_{\gamma}}) \phi_u), \\
(\tilde{h}_{u_{\gamma}} - \tilde{h}'_{u_{\gamma}})(x) &= -e^{-\gamma x} \int_0^\infty e^{(\tau - 2\gamma)z} \langle \psi_u \Sigma \rangle (x + z) \, dz, \\
(\tilde{g}_{u_{\gamma}} - \tilde{g}'_{u_{\gamma}})(0, \xi) &= (\tilde{h}_{u_{\gamma}} - \tilde{h}'_{u_{\gamma}})(0) \phi_u (\xi), \quad \xi + u > 0.
\end{aligned} \right.
\]
First, we deduce from Proposition 6.2 that
\[
\| (1 + |\xi|)^3 \sqrt{M} \Sigma \|_{L^\infty} (\mathbb{R}^3)
\]
\[
\leq Q_3 \| (1 + |\xi|)^3 \sqrt{M} (g_{u_{\gamma}} - g'_{u_{\gamma}}) \|_{L^\infty} (\mathbb{R}_+ \times \mathbb{R}^3) + C_3 \| h_{u_{\gamma}} - h'_{u_{\gamma}} \|_{L^\infty} (\mathbb{R}_+ \times \mathbb{R}^3)
\]
\times \| (1 + |\xi|)^3 \sqrt{M} (g_{u_{\gamma}} + g'_{u_{\gamma}}) \|_{L^\infty} (\mathbb{R}_+ \times \mathbb{R}^3) + C_3 \| h_{u_{\gamma}} + h'_{u_{\gamma}} \|_{L^\infty} (\mathbb{R}_+)
\leq Q_3 \max (1, C_3^2) \| (g_{u_{\gamma}} - g'_{u_{\gamma}}, h_{u_{\gamma}} - h'_{u_{\gamma}}) \|_X \| (g_{u_{\gamma}} + g'_{u_{\gamma}}, h_{u_{\gamma}} + h'_{u_{\gamma}}) \|_X
\leq 4L \varepsilon Q_3 \max (1, C_3^2) \| (g_{u_{\gamma}} - g'_{u_{\gamma}, h_{u_{\gamma}} - h'_{u_{\gamma}}}) \|_X.
\]
With this estimate, we bound \( \tilde{h}_{u_{\gamma}} - \tilde{h}'_{u_{\gamma}} \) as follows:
\[
\| \tilde{h}_{u_{\gamma}} - \tilde{h}'_{u_{\gamma}} \|_{L^\infty} (\mathbb{R}_+) \leq \frac{x^{1/2} \| \psi_u \|_{L^2}}{2\gamma - \tau_u} \| (1 + |\xi|)^3 \sqrt{M} \Sigma \|_{L^\infty} (\mathbb{R}^3)
\leq 4L \varepsilon Q_3 \max (1, C_3^2) \frac{x^{1/2} \| \psi_u \|_{L^2}}{2\gamma - \tau_u} \| (g_{u_{\gamma}} - g'_{u_{\gamma}, h_{u_{\gamma}} - h'_{u_{\gamma}}}) \|_X.
\]
Finally, we apply Proposition 5.6 with \( \delta = \gamma \) and
\[
g_b := (\tilde{h}_{u_{\gamma}} - \tilde{h}'_{u_{\gamma}})(0) \phi_u, \quad Q := e^{-2\gamma x} \Sigma.
\]
Thus
\[
\| (1 + |\xi|)^3 \sqrt{M} g_b \|_{L^\infty} (\mathbb{R}^3)
\leq 4L \varepsilon \frac{x^{1/2} \| \psi_u \|_{L^2}}{2\gamma - \tau_u} Q_3 \max (1, C_3^2) \| (g_{u_{\gamma}} - g'_{u_{\gamma}, h_{u_{\gamma}} - h'_{u_{\gamma}}}) \|_X,
\]
while
\[
\| e^{(\gamma + \delta)x} (1 + |\xi|)^2 \sqrt{M} Q \|_{L^\infty} (\mathbb{R}_+ \times \mathbb{R}^3) = \| (1 + |\xi|)^2 \sqrt{M} \Sigma \|_{L^\infty} (\mathbb{R}_+ \times \mathbb{R}^3)
\leq 4L \varepsilon Q_3 \max (1, C_3^2) \| (g_{u_{\gamma}} - g'_{u_{\gamma}, h_{u_{\gamma}} - h'_{u_{\gamma}}}) \|_X.
\]
Hence, the bound in Proposition 5.6 implies that
\[ \| (g_{u,\gamma} - g'_{u,\gamma}, h_{u,\gamma} - h'_{u,\gamma}) \|_X \]
\[ \leq 4L^2\varepsilon \frac{x_{L/2}^2}{\gamma - \tau_n} Q_3 \max(1, C_3^2) \| (g_{u,\gamma} - g'_{u,\gamma}, h_{u,\gamma} - h'_{u,\gamma}) \|_X \]
\[ + 4L^2\varepsilon Q_3 \max(1, C_3^2) \| (g_{u,\gamma} - g'_{u,\gamma}, h_{u,\gamma} - h'_{u,\gamma}) \|_X \]
\[ + 4L^2\varepsilon \frac{x_{L/2}^2}{\gamma - \tau_n} Q_3 \max(1, C_3^2) \| (g_{u,\gamma} - g'_{u,\gamma}, h_{u,\gamma} - h'_{u,\gamma}) \|_X \]
\[ \leq 4L^2\varepsilon \max(1, C_3^2) \left( L + \frac{x_{L/2}^2}{\gamma - \tau_n} \right) (1 + LC_3) \| (g_{u,\gamma} - g'_{u,\gamma}, h_{u,\gamma} - h'_{u,\gamma}) \|_X \]
\[ = 4L\varepsilon \Lambda \| (g_{u,\gamma} - g'_{u,\gamma}, h_{u,\gamma} - h'_{u,\gamma}) \|_X . \]

The inequality above implies that the solution map \( S_{u,\gamma} \) satisfies
\[ \| S_{u,\gamma}(g_{u,\gamma}, h_{u,\gamma}) - S_{u,\gamma}(g'_{u,\gamma}, h'_{u,\gamma}) \|_X \leq 4L\varepsilon \Lambda \| (g_{u,\gamma} - g'_{u,\gamma}, h_{u,\gamma} - h'_{u,\gamma}) \|_X \]
for all \((g_{u,\gamma}, h_{u,\gamma})\) and \((g'_{u,\gamma}, h'_{u,\gamma}) \in \overline{B}_X(0, 2L\varepsilon)\). Since \(0 < \varepsilon < 1/4L\Lambda\), this implies that \( S_{u,\gamma} \) is a strict contraction on \( \overline{B}_X(0, 2L\varepsilon) \), which is a complete metric space (as a closed subset of the Banach space \( X \)). By the fixed point theorem, we conclude that there exists a unique \((g_{u,\gamma}, h_{u,\gamma}) \in \overline{B}_X(0, 2L\varepsilon)\) such that
\[ S_{u,\gamma}(g_{u,\gamma}, h_{u,\gamma}) = (g_{u,\gamma}, h_{u,\gamma}) . \]
In other words, there exists a unique \((g_{u,\gamma}, h_{u,\gamma})\) which is a solution of the problem (6.1) in \( \overline{B}_X(0, 2L\varepsilon) \).

6.2. Removing the Penalization. Let \( f_b \equiv f_b(\xi) \) satisfy
\[ f_b \circ R = f_b \quad \text{and} \quad \| (1 + |\xi|)^3 \sqrt{Mf_b} \|_{L^\infty(\mathbb{R}^3)} \leq \varepsilon \]
(with \( R \) as in (1.8)), and let \((g_{u,\gamma}, h_{u,\gamma})\) be the unique solution to (6.1) given by Proposition 6.1. Define
\[ \Psi_{u,\gamma}(f_b)(\xi) := g_{u,\gamma}(0, \xi), \quad \xi \in \mathbb{R}^3. \quad (6.5) \]
By Lemma 4.3,
\[ \langle (\xi_1 + u)Y_1[u] \Psi_{u,\gamma}(f_b) \rangle = \langle (\xi_1 + u)Y_2[u] \Psi_{u,\gamma}(f_b) \rangle = 0 \]
\[ \iff \langle (\xi_1 + u)X + g_{u,\gamma} \rangle = \langle (\xi_1 + u)\psi u g_{u,\gamma} \rangle = 0 \]
\[ \implies L^p g_{u,\gamma} = L g_{u,\gamma} - \gamma (\xi_1 + u) g_{u,\gamma} . \]
In that case, denoting
\[ g_u(x, \xi) := e^{-\gamma x} g_{u,\gamma}(x, \xi), \quad h_u(x) := e^{-\gamma x} h_{u,\gamma}(x), \]
and
\[ f_u(x, \xi) := g_u(x, \xi) - h_u(x) \phi_u(\xi), \]
we see that
\[ (\xi_1 + u) \partial_x g_u + L g_u = (I - P_u) \mathcal{Q}(f_u, f_u) \quad \text{and} \quad g_u = (I - P_u) f_u, \]
while
\[ h_u(x) = -\int_0^\infty e^{\tau z} \langle \psi u \mathcal{Q}(f_u, f_u) \rangle(x + z) dz \quad \text{and} \quad h_u(x) \phi_u(\xi) = P_u f_u(x, \xi) . \]
In other words, \( f_u \) satisfies (2.2) together with the bound (2.3) with
\[ E := 2L\varepsilon \max(1, C_3) . \quad (6.6) \]
This estimate holds for all $u$ satisfying $|u| \leq R$ where $R$ is defined in (5.3), and all $\gamma \in (0, \min(\Gamma, \frac{1}{2} \nu_{\pm}))$, where $\Gamma$ is defined in (5.8). The constants $L$ and $\varepsilon$ are defined in (5.22) and (6.4) respectively.

Conversely, if $f_u$ is a solution to the nonlinear half-space problem satisfying the uniform exponential decay condition (2.3) for all $u$ satisfying $|u| \leq R$ and all $\gamma \in (0, \min(\Gamma, \frac{1}{2} \nu_{\pm}))$, we deduce from Lemma 4.2 that $g_u := (I - p_u) f_u$ and $h_u := ((\xi_1 + u) \psi_u f_u)$ satisfy (4.10) and (4.11) respectively, with $Q = Q(f, f)$, while $(g_{u, \gamma}, h_{u, \gamma})$ defined by the formulas

$$g_{u, \gamma}(x, \xi) = e^{\gamma x} g_u(x, \xi) = e^{\gamma x} (I - p_u) f_u(x, \xi)$$
$$h_{u, \gamma}(x, \xi) = e^{\gamma x} h_u(x) = e^{\gamma x} ((\xi_1 + u) \psi_u f_u(x))$$  \hspace{1cm} (6.7)

must satisfy the penalized nonlinear half-space problem (6.1). And since $(g_{u, \gamma}, h_{u, \gamma})$ is a solution of (6.1) of the form (6.7) with $f_u(x, \xi) \to 0$ in $\mathcal{H}$ as $x \to \infty$, one has

$$((\xi_1 + u) X + g_{u, \gamma})(x) = e^{\gamma x} ((\xi_1 + u) X + g_u)(x) = 0$$
(because $((\xi_1 + u) X + g_u)$ is constant and $g_u(x, \cdot) \to 0$ in $\mathcal{H}$ as $x \to +\infty$), and

$$((\xi_1 + u) \psi_u g_{u, \gamma})(x) = e^{\gamma x} ((\xi_1 + u) \psi_u g_u)(x) = 0$$
(because $g_{u, \gamma}(x, \xi) = e^{\gamma x} (I - p_u) f_u(x, \xi))$. Applying Lemma 4.3 shows that $g_{u, \gamma}$ must therefore satisfy the conditions

$$((\xi_1 + u) Y_1[u] g_{u, \gamma})(0) = 0 \left( ((\xi_1 + u) Y_2[u] g_{u, \gamma})(0) = 0 \right),$$
or in other words,

$$((\xi_1 + u) Y_1[u] \mathfrak{R}_{u, \gamma}[f_\beta]) = 0 \left( ((\xi_1 + u) Y_2[u] \mathfrak{R}_{u, \gamma}[f_\beta]) = 0 \right).$$
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