An Investigation of Parameter Sensitivity of Minimum Complexity Earth Simulator
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Abstract: Climate change, induced by human greenhouse gas emission, has already influenced the environment and society. To quantify the impact of human activity on climate change, scientists have developed numerical climate models to simulate the evolution of the climate system, which often contains many parameters. The choice of parameters is of great importance to the reliability of the simulation. Therefore, parameter sensitivity analysis is needed to optimize the parameters for the model so that the physical process of nature can be reasonably simulated. In this study, we analyzed the parameter sensitivity of a simple carbon-cycle energy balance climate model, called the Minimum Complexity Earth Simulator (MiCES), in different periods using a multi-parameter sensitivity analysis method and output measurement method. The results show that the seven parameters related to heat and carbon transferred are most sensitive among all 37 parameters. Then uncertainties of the above key parameters are further analyzed by changing the input emission and temperature, providing reference bounds of parameters with 95% confidence intervals. Furthermore, we found that ocean heat capacity will be more sensitive if the simulation time becomes longer, indicating that ocean influence on climate is stronger in the future.
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1. Introduction

Human activity, especially the emission of greenhouse gases (including CO₂, CH₄, N₂O, etc.), has caused an increase in radiative forcing of solar onto the earth system [1–3]. The underlying net anthropogenic warming rate in the industrial era is found to have been steady at 0.07–0.08 °C/decade since 1910 [4].

Climate models are indispensable tools to analyze the temperature increase caused by greenhouse gas emissions. In recent decades, climate models have been through rapid improvement, some of which have been extended into Earth System models by including the representation of biogeochemical cycles important to climate change. In general, climate models can be divided into the Atmospheric ocean coupling model, Earth system model, and so on. The atmospheric ocean coupling model is coupled with four dynamic geophysical modules: an atmospheric model, an ocean model, a land surface model, and a sea ice model, and calculate the dynamic process of each module at high resolution. The Earth System model has added biogeochemical cycles that have a significant impact on climate change, which includes a multi-circle interaction of the carbon cycle [5,6]. However, these models sacrificed computing speed for higher resolution. Therefore, to discover the overall impacts of the greenhouse...
gas emission on global warming, it is more convenient to run a comprehensive lumped model rather than above distributed bottom-up models.

The Minimal Complexity Earth Simulator (MiCES) [7] is a simplified climate model that includes basic geophysical processes of the earth system, and it is capable of representing the main characteristics of the Earth system while keeping the calculation cost low. In the MiCES model, the Earth system is divided into four parts: atmosphere, land surface, shallow ocean, and deep ocean. Carbon dioxide cycled in these four parts and initiated with input emission as a function of time \( E(t) \), while other GHGs are accounted for in a radiative forcing term. Heat is set to transfer in land surface, atmosphere, and ocean to achieve the balance. Sanderson et al. [7] provided a reference range of all parameters in the MiCES based on their physical properties and determined the optimal parameters through fitting GHGs’ concentrations and temperature. However, the concentrations and temperature contain substantial uncertainties, which may lead to over or under estimation of parameters.

Subjected to limited scientific knowledge, there is significant uncertainty about the parameterization of various physical, chemical, and biological processes in the climate system, while the understanding of each parameter also needs to be improved [8,9]. Researches showed parameter perturbation could strongly change the results of the model, and some of the key characteristics of the model are determined by parameters. Furthermore, climate sensitivity is strongly influenced by the parameters connected with clouds, convection, and radiation in the atmosphere. Therefore, the parameterization scheme of physical processes (such as cloud process) is very important to the result of the model, and for the low-resolution model, the influence of parameter change on the simulation ability is more obvious [10–14].

Parameter sensitivity analysis is a tool to determine the key parameters of the model and help to understand the results of the model. It helps to quantify the parameters’ effect on model output. A typical method to analyze the sensitivity of parameters is to fix other parameters and calculate the single parameter’s change and the results [15]. Choi et al. [16] proposed a multi-parameter sensitivity analysis method to test the sensitivities by objective function curves. However, the studies on parameter sensitivity of climate model mainly focused on the application under specific scenarios, the changes in parameters sensitivity over different time periods and different warming scenarios are rarely studied, which is the subject of this study.

In this study, we aim to test the parameter sensitivity of the MiCES, to explore the impact of different parameters, and to explore the ocean thermal effects and non-CO\(_2\) effects in climate change. To that end, we generalized two sensitivity analyses for the parameters in both different time periods and different scenarios, and calculated reference bounds of the key parameters with 95% confidence intervals. Our study will not only provide inference about the parameters of the MiCES but also improve the understanding of temperature responses to greenhouse gas emission.

2. Brief Review of MiCES Model and Its Parameters

The core of the MiCES model is five differential equations about mass and energy conservation over time. The first describes the evolution of the atmospheric temperature:

\[
\frac{dT_a}{dt}(t) = \frac{1}{\kappa_a} \left( 5.35 \times \ln \left( \frac{C_a(t)}{C_a(0)} \right) + F(t) - \lambda \times T_a(t) - D_o \times (T_a(t) - T_o(t)) \right)
\]

where \( T_a \) and \( T_o \) are the atmospheric and ocean temperatures (anomaly), \( t \) is time, \( C_a \) is the atmospheric carbon content in Pg, \( F(t) \) is the sum of all non-CO\(_2\) forcing calculated by a simple chemical model [17]. Parameters include the thermal heat capacity of the land surface (\( \kappa_a \)), the climate sensitivity parameter (\( \lambda \)) in Wm\(^{-2}\) K\(^{-1}\), and the thermal diffusion-like coupling parameter between the atmosphere and the shallow ocean (\( D_o \)). It should be noted that the radiative forcing caused by CO\(_2\) is set as 5.35 Wm\(^{-2}\) following Myhre’s estimate [18], which is different from the value (6.3 Wm\(^{-2}\)) used by Sanderson et al. [7]. The sum of the first three terms, \( 5.35 \times \ln \left( \frac{C_a(t)}{C_a(0)} \right) + F(t) - \lambda \times T_a(t) \), is the radiative forcing into the atmosphere, while the last term, \( D_o \times (T_a(t) - T_o(t)) \), is the heat transfer into ocean.
The second equation describes the evolution of the atmospheric carbon content:

$$\frac{\partial C_a(t)}{\partial t} = \frac{E(t) - (\gamma_t + \gamma_o) \times \frac{\partial T_o}{\partial t} \times (1 + \delta T_a(t)) - \beta_o (\alpha C_o(t) - \rho_o C_o(t))}{1 + \alpha \beta_t}$$

(2)

where $E(t)$ is the carbon emissions at time $t$ in Pg, $\gamma_t$ and $\gamma_o$ are the land and ocean temperature-driven carbon feedbacks (in Pg K$^{-1}$), $\alpha$ is a conversion factor from Pg to atmospheric carbon concentration in ppm, $\beta_t$ is the CO$_2$ fertilization parameter (i.e., carbon uptake by the land) and $\beta_o$ is the carbon diffusion coefficient between the atmosphere and ocean. The multiplier of $(1 + \delta T_a(t))$ represents carbon feedback in terms of temperature anomaly and last part of $\beta_o (\alpha C_o(t) - \rho_o C_o(t))$ is the carbon transfers to the ocean. It is noted that we moved the term of $1 + \alpha \times \beta_t$ to be the denominator of the whole equation, which is more logical and fits the carbon change (see Appendix A Figure A1).

The third and fourth equations are about carbon concentration in the ocean:

$$\frac{\partial C_o(t)}{\partial t} = \beta_o (\alpha C_o(t) - \rho_o C_o(t)) + \gamma_o \times \frac{\partial T_a}{\partial t} \times (1 + \delta T_a(t)) - \beta_{od} (\rho_o C_o(t) - \rho_{od} C_{od}(t))$$

(3)

$$\frac{\partial C_{od}(t)}{\partial t} = \beta_{od} (\rho_o C_o(t) - \rho_{od} C_{od}(t))$$

(4)

As shown in Equation (3), the storage of carbon in the shallow ocean can be divided into three parts: the carbon from the atmosphere $\beta_o (\alpha C_o(t) - \rho_o C_o(t))$, the carbon storage change because of temperature change (i.e., degassing of the ocean under warm conditions) $\gamma_o \times \frac{\partial T_a}{\partial t} \times (1 + \delta T_a(t))$, and carbon diffusion into the deep ocean $\beta_{od} (\rho_o C_o(t) - \rho_{od} C_{od}(t))$. It is noted that the carbon storage in the deep ocean all comes from the shallow ocean.

The last equation describes the ocean temperature over time:

$$\frac{\partial T_a(t)}{\partial t} = \frac{1}{\kappa_o} \times D_o \times (T_a(t) - T_o(t))$$

(5)

where $\kappa_o$ is the ocean heat capacity. Note that Equation (5) implies that the heat input to change ocean temperature all comes from the atmosphere.

MiCES are conducted by 37 parameters in total (Appendix A Table A1), which falls into two categories: the 12 parameters connected with heat and carbon transfer that appears in the core equations, and chemical parameters involved in the calculation of non-CO$_2$ radiative forcing function $F(t)$.

For the first type of the key parameters, $\lambda$ shows the radiative forcing needed for a 1 K rise in temperature, the larger the $\lambda$, the lager radiative forcing needed to achieve the same temperature rise. The heat capacity is represented by $\kappa$, the larger the $\kappa$, the more heat will be needed to raise the temperature. The ability of carbon transfer is represented by $\beta$, the larger the $\beta$, the carbon transfers more easily. The carbon response to temperature rise is represented by $\gamma$ (being negative values), the more negative the $\gamma$, the stronger carbon cycle feedback capability is due to ocean and land warming rate.

In the second type of parameters, “$k$” represents loss frequency due to chemical processes, for example, kCl is loss frequency due to Cl; “$a$” represents ratio between two time points of loss frequency, for example, aPIstrat is the ratio of PI (pre-industrial)/PD (present day) loss frequency due to stratosphere; “$s$” represents feedbacks, for example sOH is OH feedback. Different gas parameters are preceded by gas names such as CH$_4$kCl, N$_2$Oa2100, and so on. The significance and reference range of the specific chemical parameters are shown in Appendix A.

3. Experiment Design

Two time periods are chosen for the experiment: the observation period of 1850–2005 and the projection period of 1850–2100. The reason for the experiment starting at the same time is that the initial value of CO$_2$ concentration in pre-industrial time is one of the parameters of the MiCES model, which needs to be consistent. Different RCP scenarios are used for the calculation of future temperature
changes in this study, a low to high representative concentration pathway (RCP) of RCP2.6, RCP4.5, RCP6.0, and RCP8.5. Besides, we run a control experiment for the prediction period, in which all GHGs emissions stay constant as the value in 2005 to see if the parameter sensitivity change as simulation time increases.

The emission data of different RCP scenarios and corresponding greenhouse gas concentrations are downloaded from the RCP database (http://www.iiasa.ac.at/web-apps/tnt/RcpDb). Temperature data used for calibration during the observational period is obtained from NOAA (https://www.ncdc.noaa.gov/cag/global/time-series/globe/land_ocean/ytd/12/1880-2016). It is noted in the previous section that MiCES model is a physical process-based model, which provides deterministic simulation without considering random or stochastic processes within the system. Therefore, to ignore the noises and randomness in the climate response to carbon emission, we use the ten-year moving averaged observational temperature, instead of the annual mean temperature, to tune the model.

4. Parameter Sensitivity Analysis Method

The main idea of the parameter sensitivity analysis is to assess the influence of changing parameters on the output quantitatively. In this study, the multi-parameter sensitivity analysis method and the output change measurement method are used. The multi-parameter sensitivity analysis method is used for sensitivity analysis in parameters’ reference range, and this method gives the information of the most significant change in model output a parameter can make. The output change measurement method is used for sensitivity analysis in parameter perturbation, which gives information on the sensitivity of optimizing parameter set.

4.1. The Multi-Parameter Sensitivity Analysis Method

The multi-parameter sensitivity analysis method, developed by Choi et al. [16], defines an objective function related to parameters and assesses the sensitivity by objective function curve. It divided parameters into sensitive and insensitive by the shape of objective function curve, the quadratic like curve represents sensitive parameters and the noise like curve represents insensitive parameters, but does not provide qualitative sensitivity. To compare the sensitivity of different parameters, we repeated the analysis multiples times to the objective function values as

\[
f(T) = \sqrt{\frac{\sum_{\text{time}} (\text{temperature output} - \text{base temperature})^2}{\text{time length}}}
\]

where the base temperature is calculated by each parameter set in the middle of their own reference range. It can be seen that the objective function \( f(T) \) has a unit K, and it approximately shows the temperature change caused by parameter change.

The procedure, as shown in Figure 1, includes the following steps. (1) Select the parameters to be tested. (2) Set the range of each parameter to include the variations experienced in the field and laboratory measurement. (3) For each selected parameter, generate a series of N independent random numbers with a uniform distribution within the design range. (4) Run the model using selected N parameter sets and calculate the objective function values. (5) Classify parameters by the objective function value, which differentiates from what Choi et al. [16] did, since the objective function we used has a physical meaning.
quadratic like curve represents sensitive parameters and the noise like curve represents insensitive parameters, but does not provide qualitative sensitivity. To compare the sensitivity of different parameters, we repeated the analysis multiples times to the objective function values as 

\[ f(T) = \sum (\text{temperature output} - \text{base temperature})^2 \times \text{time length} \]

(6)

where the base temperature is calculated by each parameter set in the middle of their own reference range. It can be seen that the objective function \( f(T) \) has a unit K, and it approximately shows the temperature change caused by parameter change.

The procedure, as shown in Figure 1, includes the following steps. (1) Select the parameters to be tested. (2) Set the range of each parameter to include the variations experienced in the field and laboratory measurement. (3) For each selected parameter, generate a series of \( N \) independent random numbers with a uniform distribution with in the design range. (4). Run the model using selected \( N \) parameter sets and calculate the objective function values. (5) Classify parameters by the objective function value, which differentiates from what Choi et al. [16] did, since the objective function we used has a physical meaning.

![Figure 1. Procedure of the multi-parameter sensitivity analysis.](image)

As stated above, the MiCES model has already provided a reference range of each parameter. Therefore, in this study, we randomly take 500 numbers evenly distributed in the reference range derived temperature output for each parameter set, then calculated the objective function by Equation (6). At last, we obtain the objective function value within the parameter range. All parameters’ objective function values are calculated both in the prediction period and in the observation period.

4.2. The Output Change Measurement Method

The output change measurement method [19] is used for sensitivity analysis in parameter perturbation. The procedure of the output change measurement method is quite clear. Consider \( X \) as parameter set and \( y(X) \) as the output, the change in the output induced by a \( \Delta \) change in parameter \( x_i \) can be defined as:

\[ d_i(X_0) = \frac{y(x_1, \ldots, x_{i-1}, x_i + \Delta, x_{i+1}, \ldots, x_k) - y(X_0)}{\Delta} \]

(7)

With the change \( \Delta \) of one parameter, a set of outputs \( d_i(X_0) \) can be obtained, and the statistics of these outputs can be used to characterize the sensitivity of the parameter. We use the mean \( \mu \) of \( d_i(X_0) \) as index for parameters’ sensitivity, which is dimensionless. Referring to the MiCES, the ratio of the percentage of temperature change to the percentage of parameter change is used as the output factor of the parameter. Each parameter takes the optimization parameter set as the reference point, evenly takes 500 samples from the \( \pm 50\% \) range.

To compare with the output measurement method and to see if the results of parameters’ sensitivity are consistent, another index called the Sobol index [20,21], which is one of the most widely used indices for sensitivity analysis, is also used to MiCES model’s parameters. The model parameters are varied within their reference ranges, and the model run N times with different parameter sets, so we get N outputs of the model. The variance of the model output can measure the change by the uncertainty of the parameters. The Sobol index is the ratio of variances of the output if only one parameter is varied while fixing all other parameters to all parameters varied:

\[ S_k = \frac{\text{Variance of model output by changing parameter } k}{\text{Variance of model output by changing all parameters}} \]

(8)

It is noted that the Sobol index is also dimensionless.
We run the model 2000 times to get the output samples for each parameter while other parameters fixed in the optimization parameter set, only sensitive parameters are calculated in this case.

5. Results

5.1. Parameter Sensitivity in the Reference Range

As noted above, the objective function \( f(T) \) approximately depicts the temperature change caused by the change of a parameter. To compare the sensitivity of different parameters, Figure 2 shows the maximum objective function value of each parameter. Since future climate change is concerned matter, the \( f(T) \) in the prediction period (the red point in Figure 2) is used to clarify the parameters. We define the ones with \( f(T) \) larger than 0.4 K as sensitive parameters, which is about 10% of temperature change from pre-industry to the 21st century. Under this standard the climate sensitivity parameter \( \lambda \), land and ocean temperature-driven carbon feedbacks \( \gamma_l \) and \( \gamma_o \), the carbon diffusion coefficient \( \beta_l \), ocean heat capacity \( \kappa_o \), heat diffusion Do and aerosol radiative forcing f1990 as sensitive parameters. We can see those insensitive parameters are preindustrial CO\(_2\) concentration, deep–shallow ocean carbon diffusion coefficient, deep ocean initial carbon stock, and all parameters related to CH\(_4\) and N\(_2\)O. It suggests the separation of shallow and deep ocean components in this model is not particularly useful compared to other more simplified 1-layer energy balance models (such as in [22]).

Almost all parameters’ \( f(T) \) values are larger in the prediction period than those in the observation period, which suggests the length of computing period is an impacting factor to the sensitivities. Some parameters’ \( f(T) \) changes less such as f1990 and \( \kappa_l \), which implies they will be less critical in the future.

![Figure 2.](image)

**Figure 2.** Maximum objective function values of all parameters in the observation period and prediction period.

5.2. Sensitivity of Key Parameters

The parameters related to the heat and carbon transfer are further analyzed using the output change method. As shown in Table 1, the \( \mu \) value of each parameter changes with time and emission scenarios. Almost all parameters’ \( \mu \) values decrease in the prediction period with the emission increase, which indicates that the Earth system’s physical process can affect the climate less in the high emission scenario.
Table 1. Parameters sensitivity of MiCES model (unitless).

| Parameter | Observation Period | Control | RCP2.6 | RCP4.5 | RCP6.0 | RCP8.5 |
|-----------|--------------------|---------|--------|--------|--------|--------|
| λ         | 0.586              | 1.120   | 1.325  | 1.184  | 1.007  | 1.015  |
| κ_0       | 0.025              | 0.040   | 0.026  | 0.043  | 0.024  | 0.017  |
| D_0       | 0.114              | 0.170   | 0.194  | 0.198  | 0.159  | 0.159  |
| β_l       | 0.391              | 0.338   | 0.303  | 0.341  | 0.297  | 0.272  |
| γ_l       | 0.111              | 0.220   | 0.261  | 0.259  | 0.217  | 0.204  |
| γ_o       | 0.003              | 0.014   | 0.016  | 0.012  | 0.013  | 0.007  |
| f1990     | 0.799              | 0.298   | 0.073  | 0.130  | 0.088  | 0.061  |

The climate sensitivity parameter λ gets the highest µ value in the prediction period and the second high in the observation period. It can be considered as the most sensitive parameter. Compared to the average µ value of each scenario, the f1990’s µ value is about 11% in the prediction period of the observation period, which means the aerosol will be less critical in the future in climate change. This result is in accordance with the multi-parameter sensitivity analysis method.

The results in the control run in which emission stay constant are similar to the scenario runs, the µ value of f1990 is lager, but still less than that during the observation period, which means the process of aerosol becomes less critical whether sulfates’ emissions become less or not.

The computed Sobol indices of key parameters show similar results to the output change method (Table 2).

Table 2. Sobol index of parameters of MiCES model (in E-03 scale, unitless).

| Parameter | Observation Period | Control | RCP2.6 | RCP4.5 | RCP6.0 | RCP8.5 |
|-----------|--------------------|---------|--------|--------|--------|--------|
| λ         | 1.181              | 21.951  | 20.630 | 33.797 | 31.154 | 66.896 |
| κ_0       | 0.004              | 0.196   | 0.198  | 0.240  | 0.180  | 0.424  |
| D_0       | 0.216              | 3.198   | 2.674  | 5.015  | 4.768  | 11.690 |
| β_l       | 1.034              | 4.272   | 2.322  | 5.657  | 6.154  | 10.476 |
| γ_l       | 0.506              | 38.288  | 59.672 | 60.165 | 44.323 | 63.031 |
| γ_o       | 0.274              | 18.057  | 27.499 | 34.127 | 24.272 | 35.589 |
| f1990     | 13.631             | 13.533  | 0.647  | 1.499  | 1.805  | 2.007  |

The index value of ocean heat capacity (κ_o) will be approximately 50 times larger in the prediction period than in the observation period. It suggests that the ocean as a heat reservoir will become more and more critical in the future climate change, which is consistent with the multi-parameter sensitivity method. The increasing importance of ocean over time is likely to be associated with the rapid and slow heat response of the ocean [23]. Due to the slow warming effect of the deep ocean, the global temperature is no longer synchronized with the radiative forcing. The deep ocean not only delays the rise of global mean temperature when radiative forcing is raised but more importantly, it will play an increasingly important role over time, especially after radiative forcing becomes weak. The temperature-driven carbon feedbacks γ also become much more sensitive, caused by positive feedback of carbon release of the ecosystem to temperature rise.

Similar to µ value’s result, the Sobol index of f1990 is also less (about 5%) in the prediction period than the observation period, but that of the control run does not decrease that much. It may due to that the emission of sulfate decreases much in all RCP scenarios, while in the control run, aerosol stays at a high level of 2005’s. The result indicates that the temperature uncertainty caused by the aerosol process could be notable if the emission of sulfate does not decrease.

In general, Sobol index is more like an index for uncertainty analysis other than the µ value. It could be the reason why Sobol indices of most parameters increase with the emission increase, which is different from the µ value’s result. This result indicates that the temperature uncertainty caused by parameters, which represent corresponding physical processes, increases with the emission increase.
5.3. Uncertainty Analysis

Since the sensitive parameters can affect the output of the model (the most sensitive one can make a temperature difference more than 0.4 °C or more than 10%), a stricter parameters’ range is needed. To that end, we consider the inputs of the MiCES model as random variables and analyzed the ensembles of simulations with distributions of emission and temperature. According to Gütschow et al. [24], we consider the uncertainty range of emissions as 14%, and the uncertainty range of temperature comes from Frank [25] as ±0.46 °C. Then we run the model multiple times with randomly picked N emissions and N temperatures in their uncertainty range to obtain the parameter uncertainty. As shown in Figure 3, temperature samples produced by getting each time point as a random temperature, while the emission samples are produced by changing the whole series to a random rate. Since only the uncertainty of CO$_2$ emissions is considered, only the parameters directly connected with CO$_2$ are calculated.

![Figure 3. Random inputs of emission and temperature with grey shaded areas showing the uncertainty range.](image)

As shown in Figure 4, the distributions of key parameters are fitted by several kinds of distributions, to make the residuals smallest: $D_0$ and $\beta_l$ are fitted by normal distribution; $\beta_o$, $\kappa_l$, $\gamma_l$ and $\gamma_o$ are fitted by extreme value distribution; $\lambda$ is fitted by burr distribution and $\kappa_o$ is fitted by stable distribution. We define 95% confidence interval as the reference range of each parameter, as shown in Table 3 with Sanderson’s [7] range for comparison. The climate sensitivity parameter’s range is 2.15–5.79 K(Wm$^{-2}$)$^{-1}$ at a 95% confidence level, and the expected value is 3.27 K(Wm$^{-2}$)$^{-1}$. As shown in Table 3, the expected values of the parameters are significantly different from those suggested by Sanderson’s [7]. Specifically, the range of land and ocean temperature-driven carbon feedbacks $\gamma_l$ and $\gamma_o$ is $[-0.5, 0.5]$ and $[0, 0.5]$ by Sanderson et al. [7]. Due to the reason that more carbon will be released to atmosphere with temperature rise, the parameters are set to be negative as $[-200, 0]$ and are obtained the probability distribution between $[-74.0, -45.5]$ and $[-5.92, -0.26]$ as shown in Figure 4, which are more close to that of Arora [26].
Table 3. Parameters’ uncertainty by random emission and temperature input.

| Parameter       | Expected Value | Parameter Range       | Optimal Set  | Sanderson | Sanderson Range |
|-----------------|----------------|-----------------------|--------------|-----------|-----------------|
| $\lambda$ (Wm$^{-2}$ K$^{-1}$) | 1.07           | [0.67, 1.78]          | 1.00         | 0.9       | [0.6, 3.8]      |
| $\kappa_l$ (Wm$^{-2}$ K$^{-1}$) | 28.0           | [21.7, 30.2]          | 23.5         | 9.3       | [1, 30]         |
| $\kappa_o$ (Wm$^{-2}$ K$^{-1}$) | 145.0          | [124.2, 153.9]        | 145.5        | 21        | [1, 300]        |
| $D_o$ (Wm$^{-2}$ K$^{-1}$)     | 0.46           | [0.14, 0.78]          | 0.19         | 0.21      | [0.001, 1]      |
| $\beta_l$ (Pg ppm$^{-1}$)     | 2.13           | [1.54, 2.72]          | 2.27         | 1.9       | [0, 3]          |
| $\beta_o$ (Pg ppm$^{-1}$)     | 4.83           | [3.76, 5.21]          | 4.92         | 1.6       | [0, 5]          |
| $\gamma_l$ (Pg K$^{-1}$)     | $-52.9$        | $[-74.0, -45.5]$      | $-50.8$      | $-0.13$   | $[-0.5, 0.5]$   |
| $\gamma_o$ (Pg K$^{-1}$)     | $-1.75$        | $[-5.92, -0.26]$      | $-1.52$      | 0.2       | [0, 0.5]        |

Figure 4. Parameter distributions by random input of emission and temperature.

5.4. Application of MiCES Model with Optimal Parameter Sets and Parameters Range

Figure 5 shows the goodness of fitting the observed temperature and emission and the uncertainty range using parameters suggested in Table 3. The uncertainty ranges of estimated temperature and CO$_2$ concentrations are also plotted in the figure with comparison to those of Sanderson’s. The Sanderson’s range of temperature in 2016 is 0.4–3.5 °C, while our calculated temperature is narrowed to 0.6–1.9 °C. For the concentration of CO$_2$ in the atmosphere, our result is 380–470 ppm other than Sanderson’s 375–540 ppm. It can be seen that the observed temperature basically falls within the uncertainty range calculated by our result, and so does the CO$_2$ concentration. The covariance between output
temperature and the observed temperature is $R^2 = 0.903$, which implies the high reliability of the expected value of parameters.

![Figure 5. Model output temperature and CO$_2$ concentration with grey shaded areas showing the uncertainty range and dashed areas show the uncertainty range of Sanderson's.](image)

We also calculate the impact of the sensitive parameters on model output for comparison. As shown in Figure 6, the most sensitive parameter $\lambda$, shows an impact of 0.68°C, the parameter $\beta_I$, which is less sensitive, shows an impact of 0.26°C. The result shows the importance of sensitive parameters, and the sensitivity analyze gives us a measurement of this importance.

![Figure 6. Sensitive parameters’ impact on model temperature output.](image)

Furthermore, the MiCES model is run to calculate the contribution of each greenhouse gas to temperature increase by running each greenhouse gas only at one time with our optimal parameter set. As shown in Figure 7, fossil fuel’s emission of CO$_2$ is the most critical contributor in GHGs, which caused about 0.84°C temperature rise from 1850 to 2016. Emissions of CO$_2$ emitted by land-use...
change, methane, N$_2$O, and other minor GHGs lead to a temperature rise of 0.33 °C, 0.35 °C, 0.12 °C, and 0.25 °C, respectively. Unlike above greenhouse gases, the aerosol has a negative effect on temperature rise, which contributed \(-0.61 ^\circ\)C in total. As shown in Figure 6, the effect of aerosol, the slope of the curve, is smaller since the 1990s. That is a result of decreasing the emission of sulfate, while on the other hand, the decreasing sensitivity of $f_{1990}$ (aerosol radiative forcing in 1990) also leads to a less critical aerosol process in the future.

![Figure 6. Sensitive parameters' impact on model temperature output.](image)

Figure 6. Sensitive parameters' impact on model temperature output.

![Figure 7. Different GHGs contributions to temperature rise.](image)

Figure 7. Different GHGs contributions to temperature rise.

6. Conclusions

In this study, the sensitivity of the parameters of the MiCES model at different time periods is tested by the multi-parameter sensitivity method and the output change measurement method, and the sensitive parameters, as well as the parameters with large variation of sensitivity at different time periods, are discussed. The main conclusions are as follows.

1. Parameters connected to heat and carbon transfer are sensitive parameters in the MiCES model, while parameters connected to the non-CO$_2$ GHGs are less sensitive. Climate sensitivity parameter, biosphere CO$_2$ fertilization parameter, biosphere temperature response and atmosphere–ocean diffusion coefficient are the most sensitive parameters, which can strongly influence the result of the model.

2. The sensitivity of ocean heat capacity increases with time and temperature rise, which means the role of the ocean in future climate change is becoming more important. It is possibly due to the slow response of deep oceans to warming, whose contribution to temperature change is growing.

3. By changing the input as random variables, we obtained the distribution of optimal parameters, and defined the 95% confidence intervals as the reference ranges, which is smaller than the MiCES’s reference range. The climate sensitivity parameter’s range is 2.15–5.79 K(Wm$^{-2}$)$^{-1}$ at 95% confidence. And the uncertainty range calculated by the reference ranges is about 1.3 °C in 2016.

4. Using the optimal set of parameters, MiCES can provide one GHG effect to temperature rise alone, the CO$_2$ emitted by fossil fuel is the most important factor and brings about 0.8 °C temperature rise since 1850 to 2016. Aerosol has a negative effect on the temperature rise by 0.6 °C, which might show less importance in the future.

Through the sensitivity of model parameters and their changes, we can have a certain understanding of the importance of geophysical processes in the climate system and its change with the different conditions. It helps us to quantify the output change affected by parameter
perturbation and shows the essential parameters we should pay attention to. This study focused on the parameters of ocean heat capacity and aerosol forcing, the remaining parameters with large variations need further study to understand the geophysical processes from emission to temperature rise. Since the sensitivity calculated in this study is through temperature change, the contribution by time spans and temperature cannot be separated, which should be further analyzed in the future.
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### Appendix A

#### Table A1. Parameter ranges for the MiCES model used in this study.

| Sub Model | Description | Name          | Reference Range |
|-----------|-------------|---------------|-----------------|
| Climate   | Climate sensitivity Wm$^{-2}$ K$^{-1}$ | $\lambda$ | [0.6, 3.8] |
| Climate   | Land surface heat capacity (K$^{-1}$) Wm$^{-2}$ | $\kappa_l$ | [1, 30] |
| Climate   | Ocean heat capacity (K$^{-1}$) Wm$^{-2}$ | $\kappa_o$ | [1, 300] |
| Climate   | Atmosphere-ocean diffusion coefficient Wm$^{-2}$ K$^{-1}$ | $D_o$ | [0.003, 1] |
| Climate   | Preindustrial CO$_2$ concentration ppm | ppm$_{1850}$ | [270, 290] |
| Climate   | Biosphere CO$_2$ fertilization parameter Pg ppm$^{-1}$ | $f_l$ | [0.5] |
| Climate   | Shallow ocean initial carbon stock Pg | Co(0) | [100, 600] |
| Climate   | Ocean carbon diffusion parameter Pg ppm$^{-1}$ | $f_o$ | [0.5] |
| Climate   | Deep-shallow ocean carbon diffusion coefficient Pg ppm$^{-1}$ | $f_{do}$ | [0.4] |
| Climate   | Deep ocean initial carbon stock Pg | Cod(0) | [20,000, 100,000] |
| Climate   | Aerosol 1990 forcing Wm$^{-2}$ | f1990 | [5, 0] |
| CH4       | Present-day OH feedback | aOH | [−0.37, −0.27] |
| CH4       | Present-day loss frequency due to tropospheric Cl a$^{-1}$ | kCl | [0.0025, 0.0075] |
| CH4       | Present-day loss frequency due to all stratospheric processes a$^{-1}$ | kStrat | [0.007, 0.02] |
| CH4       | Present-day loss frequency due to surface deposition a$^{-1}$ | kSurf | [0.004, 0.08] |
| CH4       | Preindustrial concentration ppb | cPI | [650, 750] |
| CH4       | Present-day concentration ppb | cPD | [1600, 1815] |
| CH4       | Present-day growth rate ppb a$^{-1}$ | dcdt | [4, 6] |
| CH4       | Ratio of PI/FP natural emissions | aPI | [0.8, 1.2] |
| CH4       | Ratio of PI/FP loss frequency due to tropospheric OH | aPI | [0.75, 3] |
| CH4       | Ratio of PI/FP loss frequency due to tropospheric OH | aPI | [0.5, 2] |
| CH4       | Present-day methyl-chloroform decay frequency a$^{-1}$ | kMCF | [0.176, 0.3] |
| CH4       | Present-day MCF loss frequency due to ocean uptake a$^{-1}$ | kMCFOcean | [−0.0971, 0.0071] |
| CH4       | Conversion between tropospheric abundance and total burden Tg ppb$^{-1}$ | b | [0.1, 0.66] |
| CH4       | Present-day concentration ppb | cPD | [300, 326] |
| CH4       | Present-day growth rate ppb a$^{-1}$ | dcdt | [0.6, 0.9] |
| CH4       | Preindustrial concentration ppb | cPI | [100, 300] |
| CH4       | Present-day loss frequency due to all stratospheric processes a$^{-1}$ | kStrat | [0.007, 0.09] |
| CH4       | Present-day stratosphere feedback(dln(kStrat)/dln(C)) | sStrat | [0.06, 0.2] |
| CH4       | Conversion between tropospheric abundance and total burden Tg ppb$^{-1}$ | b | [4.78, 4.9] |
| CH4       | MCF fill factor, global/troposphere mean mixing ratios | fill | [0.96, 1] |
| CH4       | Ratio of y2100/FP loss frequency due to stratosphere | a2100Strat | [0.9, 1.1] |
| CH4       | Ratio of PI/FP loss frequency due to tropospheric OH | aPI | [0.5, 3] |

The differences in Equation (2) between this study and Sanderson’s that’s the original Equation (2) will cause loss of carbon as shown in Figure A1.
Figure A1. Carbon cycle in the model in our study and original model.
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