LAGRANGIAN STRUCTURE FOR COMPRESSIBLE FLOW IN THE HALF-SPACE WITH THE NAVIER BOUNDARY CONDITION
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Abstract. We show the uniqueness of particle paths of a velocity field, which solves the compressible isentropic Navier-Stokes equations in the half-space \( \mathbb{R}^3_+ \) with the Navier boundary condition. In particular, by means of energy estimates and the assumption of small energy we prove that the velocity field satisfies the necessary regularity needed to prove the uniqueness of particle paths.
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1. Introduction

This paper concerns the lagrangian structure of the solution obtained by D. Hoff \cite{Hoff} to the Navier-Stokes system for compressible fluids in the half-space \( \mathbb{R}^3_+ = \{ x = (x_1, x_2, x_3) \in \mathbb{R}^3; \ x_3 > 0 \} \) with the Navier boundary condition. We follow the approach of \cite{Hoff}. Due to the presence of the boundary we analyze and show new estimates. For instance, to estimate the \( L^p \) norm of the second derivative of a part of the velocity field, which is denoted by \( u_{F,\omega} \), we need to consider a singular kernel on \( \partial \mathbb{R}^3_+ \), which we deal with the help of Agmon-Douglis-Nirenberg’s theorem (Theorem \ref{thm:ADN} below). In fact, this part of the velocity field satisfies a boundary value problem in the half-space (see \cite{Hoff}) for which we use the explicit formulas given by the Green’s functions for the half-space with Dirichlet and Neumann boundary conditions (see \cite{Kato} and \cite{Lax}). The half-space have several properties we use. In addition to the explicit formulas for Green’s functions, it has a strong \( m \)-extension operator. This property implies that several classical inequalities on \( \mathbb{R}^n \) holds also on \( \mathbb{R}^n_+ \). In particular, it is very useful the imbedding inequality \cite{Brezis} and the interpolation inequality \cite{Gagliardo}, which we can infer from the similar inequalities on \( \mathbb{R}^n \). These and other results we shall need are explained in details in Section \ref{sec:prelim}. The crucial result, as it is in \cite{Hoff}, is the estimates \cite{Hoff} and \cite{Hoff} stated in Theorem \ref{thm:uniqueness}. To show this inequalities with the presence of the boundary (in \cite{Hoff} it is considered only the initial value problem) we use the results displayed in Section \ref{sec:prelim} and arguments in the papers \cite{Kato} \cite{Lax} \cite{Hoff} \cite{Taylor}. In particular, to prove Proposition \ref{prop:regularity} and Theorem \ref{thm:uniqueness} we use some arguments in the proof of \cite{Taylor} Lemma 3.3).

Let us describe in more details the results we show in this paper. First, for the reader convenience, let us recall the solution obtained in \cite{Hoff}. Consider the
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Navier-Stokes equations

\[ \begin{cases} 
\rho_t + \text{div}(\rho u) = 0 \\
(\rho u)_x + \text{div}(\rho u u_x) + P(\rho)_{xj} = \mu \Delta u_{ij} + \lambda \text{div} u_t + \rho f_j, \quad j = 1, 2, 3 
\end{cases} \]

for \( x \in \mathbb{R}^3_+ \) and \( t > 0 \) with the Navier boundary condition

\[ u(x, t) = K(x) (u_{x_1}(x, t), u_{x_2}(x, t), 0), \]

for \( x = (x_1, x_2, 0) \in \partial \mathbb{R}^3_+ \), \( t > 0 \), and initial condition

\[ (\rho, u) \big|_{t=0} = (\rho_0, u_0), \]

where \( \rho \) and \( u = (u^1, u^2, u^3) \) are, respectively, the unknown density and velocity vector field of the fluid modeled by these equations. \( P(\rho) \) is the pressure function, \( f = (f_1, f_2, f_3) \) is a given external force density, \( \mu \) and \( \lambda \) are constant viscosities, and \( K \) is a smooth and strictly positive function. Assume that these functions satisfy the following conditions: for fixed \( \bar{\rho}, \rho \) such that \( 0 < \bar{\rho} < \rho \),

\[ \begin{align*}
(1) & \quad P \in C^2([0, \bar{\rho}]), \quad P(0) = 0, \quad P' (\bar{\rho}) > 0, \quad (\rho - \bar{\rho})[P(\rho) - P(\bar{\rho})] > 0, \quad \rho \neq \bar{\rho}, \rho, \bar{\rho} \in [0, \bar{\rho}]; \\
(2) & \quad \mu > 0, \quad 0 < \lambda < 5\mu/4; \\
(3) & \quad K \geq K > 0; \\
(4) & \quad \int_{\mathbb{R}^3_+} \left[ \frac{1}{2} \rho_0 |u_0|^2 + G(\rho_0) \right] \, dx \leq C_0 \\
\end{align*} \]

and

\[ \begin{align*}
\sup_{t \geq 0} \| f(\cdot, t) \|_2 + \int_0^\infty \left[ \int_0^\infty \left( \| f(\cdot, t) \|_2 + \sigma \| \nabla f(\cdot, t) \|_4 \right) dt + \int_0^\infty \int_{\mathbb{R}^3_+} ( | f |^2 + \sigma^4 | f_t |^2 ) \, dx \, dt \right] \leq C_f,
\end{align*} \]

where \( C_0 \) and \( C_f \) are positive numbers sufficiently small, \( G(\rho) := \rho \int_0^\rho \frac{P(s) - P(\bar{\rho})}{s^2} \, ds \) and \( \sigma(t) := \min\{t, 1\} \), and; the quantity

\[ M_q := \int_{\mathbb{R}^3_+} \rho_0 |u_0|^q + \sup_{t > 0} \| f(\cdot, t) \|_q + \int_0^\infty \int_{\mathbb{R}^3_+} | f |^q \, dx \, dt \]

is finite, where \( q > 6 \) and satisfies

\[ \frac{(q - 2)^2}{4(q - 1)} < \frac{\mu}{\lambda}. \]

Here and throughout the paper, \( \| \cdot \|_p \) stands for the \( L^p \) norm in \( \mathbb{R}^n_+ \).

Under these conditions, D. Hoff [15 Theorem 1.1] established the existence of a “small energy” \( (C_0, C_f) \) sufficiently small) weak solution \( (\rho, u) \) to (1)-(3) as follows. Given a positive number \( M \) (not necessarily small) and given \( \bar{\rho}_1 \in (\bar{\rho}, \rho) \), there are positive numbers \( \epsilon \) and \( C \) depending on \( \bar{\rho}, \bar{\rho}_1, \rho, \lambda, \mu, q, M \) and on the function \( K \), and there is a positive universal constant \( \theta, \) such that, if \( 0 \leq \inf_{\mathbb{R}^3_+} \rho_0 \leq \sup_{\mathbb{R}^3_+} \rho_0 \leq \bar{\rho}_1, \quad C_0 + C_f \leq \epsilon \) and \( M_q \leq M \) then there is a weak solution \( (\rho, u) \) to (1)-(3) satisfying (among other properties): the functions \( u, F = (\lambda + \mu) \text{div} u - P(\rho) + P(\bar{\rho}) \) (the effective viscous flow) and \( \omega^{j,k} = u_{x_k}^{j} - u_{x_j}^{k}, j, k = 1, 2, 3 \) (\( \omega = \)}
\((\omega^{i,j})\) is the vorticity matrix) are Hölder continuous in \(\mathbb{R}^3_+ \times (\tau, \infty)\), for any \(\tau > 0\); \(C^{-1}\inf \rho \leq \rho \leq \bar{\rho}\) a.e. and;

\[
\begin{align*}
(11) \quad & \sup_{t > 0} \int_{\mathbb{R}^3_+} \left[ \frac{1}{2} \rho(x,t)|u(x,t)|^2 + |\rho(x,t) - \bar{\rho}|^2 + \sigma(t)|\nabla u(x,t)|^2 \right] dx \\
& \quad + \int_0^\infty \int_{\mathbb{R}^3_+} \left[ |\nabla u|^2 + \sigma^3(t)|\nabla \hat{u}|^2 \right] \, dx \, dt \\
& \quad \leq C(C_0 + C_f)^6,
\end{align*}
\]

where \(\hat{u} = u + (\nabla u)u\) (the \textit{convective derivative} of \(u\)). In addition, in the case that \(\inf_{\mathbb{R}^3_+} \rho_0 > 0\), the term \(\int_0^\infty \int_{\mathbb{R}^3_+} \sigma|\hat{u}|^2 \, dx \, dt\) may be included on the left side of (12).

In this paper we show the following results.

**Proposition 1.** Let the assumptions (11)-(10) be in force. Then the above vector field \(u\) can be written as \(u = u_p + u_{F,\omega}\) for some vector fields \(u_{F,\omega}, u_p\) satisfying:

\[
\begin{align*}
(12) \quad & \|\nabla u_p\|_p \leq C\|P - \bar{P}\|_p, \\
(13) \quad & \|\nabla u_{F,\omega}\|_p \leq C(\|F\|_p + \|\omega\|_p + \|P - \bar{P}\|_p + \|u\|_p)
\end{align*}
\]

and

\[
(14) \quad \|D^2 u_{F,\omega}\|_p \leq C(\|\nabla F\|_p + \|\nabla \omega\|_p + \|F\|_p + \|\omega\|_p + \|P - \bar{P}\|_p + \|u\|_p),
\]

for any \(p \in (1, \infty)\), where \(C\) is a constant depending on \(n,\ p\) and on arbitrary positive numbers \(\overline{K}, \overline{K}\) such that \(\overline{K} \leq K \leq \overline{K}.

**Theorem 1.** Let the assumptions (11)-(10) be in force. Suppose also that \(u_0\) belongs to the Sobolev space \(H^s(\mathbb{R}^3_+)\), for some \(s \in [0, 1]\), and \(\inf_{\mathbb{R}^3_+} \rho_0 > 0\). Then the above Hoff solution \((\rho, u)\) to the problem (11)-(3) satisfies the estimates:

\[
\begin{align*}
(15) \quad & \sup_{t > 0} \int_{\mathbb{R}^3_+} |\nabla u|^2 \, dx + \int_0^\infty \int_{\mathbb{R}^3_+} \sigma^{1-s} \rho |\hat{u}|^2 \, dx \, dt \\
& \quad \leq C(s)(C_0 + \|u_0\|_{H^s} + C_f)^6
\end{align*}
\]

and

\[
\begin{align*}
(16) \quad & \sup_{t > 0} \int_{\mathbb{R}^3_+} \rho |\hat{u}|^2 \, dx + \int_0^\infty \int_{\mathbb{R}^3_+} \sigma^{2-s} |\nabla \hat{u}|^2 \, dx \, dt \\
& \quad \leq C(s)(C_0 + \|u_0\|_{H^s} + C_f)^6,
\end{align*}
\]

where \(C(s)\) is a constant depending on the same quantities as \(C\) above and on \(s\).

These estimates, as in [17], imply a lagrangian structure for the Hoff solution. More precisely, the following theorem, which is similar to Theorem 2.5 of [17], holds true for the Navier-Stokes equations (11) in the half-plane \(\mathbb{R}^3_+\) with the Navier boundary condition (2):

**Theorem 2.** (cf. [17] Theorem 2.5.) Under the hypothesis in Theorem 1 if \(s > 1/2\) then the following assertions are true.

(a) For each \(x \in \mathbb{R}^3_+\), there exists a unique map \(X(\cdot, x) \in C((0, \infty)) \cap C^1((0, \infty))\) such that

\[
X(t, x) = x + \int_0^t u(X(\tau, x), \tau) \, d\tau, \quad t \in [0, \infty).
\]

(b) For each \(t > 0\), the map \(x \mapsto X(t, x)\) is a homeomorphism of \(\mathbb{R}^3_+\) into \(\mathbb{R}^3_+\), leaving \(\partial \mathbb{R}^3_+\) invariant i.e. \(X(t, \partial \mathbb{R}^3_+) \subset \partial \mathbb{R}^3_+\).
Given $t_1, t_2 \geq 0$, the map $X(t_1, x) \mapsto X(t_2, x)$, $x \in \mathbb{R}^n_+$, is Hölder continuous, locally uniform with respect to $t_1, t_2$. More precisely, given any $T > 0$, there exist positive numbers $C, L$ and $\gamma$ such that
\[
|X(t_2, y) - X(t_2, x)| \leq C|X(t_1, y) - X(t_1, x)|^{\gamma} T^{-\gamma}
\]
for all $t_1, t_2 \in [0, T]$ and $x, y \in \mathbb{R}^3_+$.

Let $M$ be a parametrized manifold in $\mathbb{R}^n_+$ of class $C^\alpha$, for some $\alpha \in (0, 1)$, and of dimension $k$, where $k = 1$ or 2. Then, for each $t > 0$, $M^t := X(t, M)$ is also a parametrized manifold of dimension $k$ in $\mathbb{R}^n_+$, and of class $C^\beta$, where $\beta = \alpha L T^n$, being $L$ and $\gamma$ the same constants in item (c).

We shall assume throughout the paper, without loss of generality, that the Hoff solution $(\rho, u)$ to \([11-3]\) is smooth, since it is the limit of smooth solutions (see \([10]\) Proposition 3.2 and §4) and all the above estimates can be obtained by passing to the limit from corresponding uniform estimates for smooth estimates (a priori estimates). Notice that by the proof of \([16]\) Proposition 3.2 we have $\rho(\cdot, t), u(\cdot, t) \in H^\infty(\mathbb{R}^3)$ for any $t \geq 0$, if all data are “smooth”.

Considering the Cauchy problem, D. Hoff \([15]\) established the lagrangian structure in dimension two with the initial velocity in the Sobolev space $H^s$, for an arbitrary $s > 0$, while D. Hoff and M. Santos \([17]\) proved that the velocity field was a lipschitzian vector field, in dimension two and three, for the initial velocity in $H^s$, with $s > 0$ in dimension two and $s > 1/2$ in dimension three, and, as a consequence, assured the lagrangian structure in dimensions two and three; T. Zhang and D. Fang \([27]\) obtained the lagrangian structure in dimension two for the viscosity $\lambda = \lambda(\rho)$, depending on the fluid density $\rho$, but with the initial velocity in $H^1(\mathbb{R}^2)$, and P.M. Pardo \([22]\) extended the lagrangian structure result obtained in \([17]\) to non isentropic fluids in dimension three, but under the hypothesis that the convective derivative of the specific internal energy is square integrable.

With regards to initial and boundary value problems, D. Hoff and M. Perepelitsa \([18]\) showed, in particular, the lagrangian structure in the half-plane with the initial velocity in $H^1$.

This paper contains two more sections. In Section 2 we display some preliminaries results we use in the proofs of Proposition 1 and theorems 1 and 2. In Section 3 we prove these three results.

2. Preliminaries

One of the main properties of a half-space $\mathbb{R}^n_+$ is the existence of a strong $m$-extension operator $\mathcal{E}$, for any $m \in \mathbb{Z}_+$, and its explicit construction; see \([1]\) Theorem 5.19 and its proof\]. This property implies that several classical inequalities on $\mathbb{R}^n$ hold also on $\mathbb{R}^n_+$. In particular, it is very useful the inequality
\[
\|u\|_{L^\infty(\Omega)} \leq C(\|u\|_{L^2(\Omega)} + \|\nabla u\|_{L^p(\Omega)})
\]
which we shall use with $\Omega = \mathbb{R}^n_+$, but it is valid for any domain (open set) $\Omega$ in $\mathbb{R}^n$ that has a strong 1-extension operator $\mathcal{E}$ that maps $C^1(\Omega)$ into $C^1(\mathbb{R}^n)$ and a simple $(0,p)$-extension operator $\mathcal{E}_p$ such that $\nabla \circ \mathcal{E} = \mathcal{E}_p \circ \nabla$ on $C^1(\Omega)$, $p > n$, and for all $u \in C^1(\Omega)$ such that $u \in L^2(\Omega)$ and $\nabla u \in L^p(\Omega)$, being $C$ a constant depending on $n$ and $p$. Indeed, by the proof of Morrey’s inequality \([8]\) p. 282 and the above extension properties, it easy to see that for such functions $u$’s we have $\|u\|_{L^\infty(\Omega)} \leq$
\[ \|E(u)\|_{L^\infty(\mathbb{R}^n)} \leq C(\|E(u)\|_{L^2(\mathbb{R}^n)} + \|\nabla E(u)\|_{L^p(\mathbb{R}^n)}) \leq C(\|u\|_{L^2(\Omega)} + \|\nabla u\|_{L^p(\Omega)}), \]

with possibly different constant \( C \)'s \( C = C(n, p) \).

Actually, many results in this paper certainly hold true for domains in \( \mathbb{R}^n \) with the above extension properties and a nice boundary (particularly to which we can assure the existence of the Green function; see below) but we restrict ourselves here to the half-space \( \mathbb{R}^n_+ \) (although some facts in this Section we discuss on \( \mathbb{R}^n_+ \), for a general \( n \), since it makes no relevant difference to particularize them to the case \( n = 3 \)).

Another very useful inequality is the interpolation inequality
\[ \|u\|_{L^p(\mathbb{R}^n_+)} \leq C\|u\|^{(6-p)/2p}_{L^2(\mathbb{R}^n_+)} C\|\nabla u\|_{L^2(\mathbb{R}^n_+)}^{(3p-6)/2p}, \]

which holds for any function \( u \) in the Sobolev space \( H^1(\mathbb{R}^n_+) \), with \( p \in [2, 6] \) and \( C \) being a constant depending on \( p \). Notice that this inequality can be obtained from the same inequality in \( \mathbb{R}^3 \), similarly as we showed above the inequality \( (15) \).

In \( \mathbb{R}^n_+ \) we also have the explicit formula for the Green function, with homogeneous Dirichlet and Neumann boundary conditions, given respectively by (see e.g. [12, p. 121]),
\[ G_D(x, y) := \Gamma(x - y) - \Gamma(x - y^*) \text{ and } G_N(x, y) := \Gamma(x - y) + \Gamma(x - y^*), \]

for \( x, y \in \mathbb{R}^n_+ \), \( x \neq y \), where \( \Gamma \) is the fundamental solution of the laplacian operator in \( \mathbb{R}^n \) and \( y^* = \left( y_1^*, \ldots, y_n^* \right) \) is the reflection point of \( y = \left( y_1, \ldots, y_n \right) \in \mathbb{R}^n_+ \) through the boundary \( \partial \mathbb{R}^n_+ \), i.e. \( y_j^* = y_j \) for \( j = 1, \ldots, n - 1 \) and \( y_n^* = -y_n \). A basic fact we shall use is that the operator
\[ g \mapsto \int_{\mathbb{R}^n_+} \nabla G(x, y)g(y)dy, \]

which we shall denote by \( \nabla G \ast g \), where \( G = G_D \) or \( G_N \), maps the space \( L^p(\mathbb{R}^n_+) \cap L^\infty(\mathbb{R}^n_+) \), for \( 1 \leq p < n \), continuously into the space of bounded log-lipschitzian functions in \( \mathbb{R}^n_+ \), i.e. the space of continuous functions \( g \) in \( \mathbb{R}^n_+ \) such that
\[ \|g\|_{LL} \equiv \|g\|_{L^1(\mathbb{R}^n_+)} := \sup_{x \in \mathbb{R}^n_+} |g(x)| + \langle g \rangle_{LL} < \infty, \]

where \( \langle g \rangle_{LL} := \sup_{x, y \in \mathbb{R}^n_+; |x-y| \leq 1} \frac{|g(x) - g(y)|}{|x-y| \log(1+|x-y|)} \). More precisely, if \( g \in L^p(\mathbb{R}^n_+) \cap L^\infty(\mathbb{R}^n_+) \), and \( 1 \leq p < n \), then
\[ \|\nabla G \ast g\|_{L^1(\mathbb{R}^n_+)} \leq C(\|g\|_{L^p(\mathbb{R}^n_+)} + \|g\|_{L^\infty(\mathbb{R}^n_+)}), \]

where \( C \) is a constant depending on \( n \) and \( p \). This follows from the similar result for \( \nabla \Gamma \ast g \) (see e.g. [22, Lema 1.3.9]) and the extension (simple 0-extension) property of \( \mathbb{R}^n_+ \). Indeed, denoting by \( \tilde{g} \) the extension of \( g \) to \( \mathbb{R}^n \) by reflection through \( \partial \mathbb{R}^n_+ \) (i.e. \( \tilde{g}(y) := g(y^*) \) when \( y_n < 0 \), in the case \( G(x, y) = G_N(x, y) = \Gamma(x - y) + \Gamma(x - y^*) \) we have \( \nabla G \ast g = \nabla \Gamma \ast \tilde{g} \), where the last * stands for the classical convolution product in \( \mathbb{R}^n \). Then \( \|\nabla G \ast g\|_{L^1(\mathbb{R}^n_+)} = \|\nabla \Gamma \ast \tilde{g}\|_{L^1(\mathbb{R}^n_+)} \leq C(\|\tilde{g}\|_{L^p(\mathbb{R}^n_+)} + \|\tilde{g}\|_{L^\infty(\mathbb{R}^n_+)} \leq 2C(\|g\|_{L^p(\mathbb{R}^n_+)} + \|g\|_{L^\infty(\mathbb{R}^n_+)}) \).

Regarding \( G(x, y) = G_D(x, y) = \Gamma(x - y) - \Gamma(x - y^*) \), it is easy to see that \( \nabla G \ast g = \nabla \Gamma \ast \tilde{g} - 2 \int_{\mathbb{R}^n_+} \nabla \Gamma(x - y^*) g(y)dy \), so we obtain \( (22) \) similarly, since the last integral has a regular kernel.

Certainly the estimate \( (22) \) is valid for more general domains than \( \mathbb{R}^n_+ \) (e.g. the 3d domain in [19]), since we can obtain it using only the Green function properties.
To estimate solutions of (11)-(13) using norms in $H^s$, $0 < s < 1$, we shall need to use some interpolations theory, since the space $H^s$ is the interpolation space $(L^2, H^1)_{s,2}$ (see e.g. [24]). The interpolation Stein-Weiss’ theorem [5, p. 115] will be also very important to us.

One of the ideas in the analysis of D. Hoff in e.g. [15] is to decompose the velocity field $u$ as the sum of two terms, $u_{F,\omega}$ and $u_P$, being the term $u_{F,\omega}$ related to the distinguished quantity $F = (\lambda + \mu) \text{div} u - P(\rho) + P(\rho)$ and to the vorticity matrix $\omega^{j,k} = u_{x_j}^* - u_{x_j}^k$, and $u_P$ related to the fluid pressure $P$. In subsection 3.1 we exhibit a similar decomposition. In [17], the vector field $u_P$ is log-lipschitzian with respect to the spatial variable, with the log-lipschitz norm $\|u_P(\cdot, t)\|_{LL}$ (see (21)) locally integrable with respect to $t$, while $u_{F,\omega}$ is a lipschitzian vector field with respect to the spatial variable, with the Lipschitz norm also locally integrable (the more difficult part to show) with respect to $t$. Here, this facts are also true, and we have extra difficulties to show them, due to the presence of the boundary. For instance, to estimate the $L^p$ norm of $D^2 u_{F,\omega}$ we need to consider a singular kernel on $\partial \mathbb{R}^n_+$, which we deal with the help of the following theorem due to Agmon, Douglis and Nirenberg [3, Theorem 3.3] (II.11.6).

**Theorem 3.** Let $p \in (1, \infty)$ and $\kappa : \mathbb{R}^n_+ = \mathbb{R}^{n-1} \times [0, \infty) - \{0, 0\} \to \mathbb{R}$ given by $\kappa(x_n) = w(\frac{x}{n})/(\|x\|n)^{-1}$, where $w$ is a continuous function on $\mathbb{R}^{n-1} \cap S^{n-1}$, Hölder continuous on $S^{n-1} \cap \{x_n = 0\}$ and satisfying $\int_{S^{n-1}} w(x, 0) dx = 0$. Assume that $\kappa$ has continuous partial derivatives $\partial_x^i \kappa, i = 1, 2, \ldots, n$, $\partial^2_x \kappa$ in $\mathbb{R}^{n-1}$ which are bounded by a constant $c$ on $\mathbb{R}^{n-1} \cap S^{n-1}$. Then, for any function $\phi \in L^p(\partial \mathbb{R}^n_+)$ that has finite seminorm $\langle \phi \rangle_{1-1/p, p} \equiv (\int_{\partial \mathbb{R}^n_+} \int_{\partial \mathbb{R}^n_+} \frac{|\phi(x) - \phi(y)|^p}{|x - y|^{n-2+\epsilon}} dxdy)^{1/p}$, the function $\psi(x, x_n) := \int_{\partial \mathbb{R}^n_+} \kappa(x - y, x_n) \phi(y) dy$ belongs to $L^p(\mathbb{R}^{n-1})$ and $\|\nabla \psi\|_{L^p(\mathbb{R}^{n-1})} \leq C \langle \phi \rangle_{1-1/p, p}$, where $C$ is a constant depending on $n$ and $p$.

In fact, the coordinates of the vector fields $u_{F,\omega}, u_P$ here, described in §3.1 satisfy boundary value problems for Poisson equations of the form $-\Delta v = g_{x_j}$ in the half-space $\mathbb{R}^{n+}_+$, for some function $g$, with Neumann or Dirichlet boundary condition. In this regard, we shall use the formulas

\begin{equation}
\begin{aligned}
v(x) &= - \int_{\mathbb{R}^n_+} G_D(x, y) g(y, y_n) dy - \int_{\mathbb{R}^{n-1}_+} G_D(x, y) y_n h(y) dy,
&= \int_{\mathbb{R}^n_+} G_D(x, y) g(y, y_n) dy - \int_{\mathbb{R}^{n-1}_+} G_D(x, y) y_n h(y) dy,
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
v(x) &= - \int_{\mathbb{R}^n_+} G_N(x, y) g(y, y_n) dy - \int_{\mathbb{R}^{n-1}_+} G_N(x, y) h(y) dy,
&= \int_{\mathbb{R}^n_+} G_N(x, y) g(y, y_n) dy - \int_{\mathbb{R}^{n-1}_+} G_N(x, y) h(y) dy,
\end{aligned}
\end{equation}

for the solutions of the the boundary value problems

\begin{equation}
\begin{aligned}
\begin{cases}
-\Delta v = g_{x_j} & \text{in } \mathbb{R}^n_+ \\
v = h & \text{on } \mathbb{R}^{n-1}_+,
\end{cases}
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\begin{cases}
-\Delta v = g_{x_j} & \text{in } \mathbb{R}^n_+ \\
v_{x_n} = h & \text{on } \mathbb{R}^{n-1}_+.
\end{cases}
\end{aligned}
\end{equation}
respectively, for $j = 1, \ldots, n$, and $g \in H^m(\mathbb{R}^n_+), h \in H^m(\mathbb{R}^{n-1})$ with a sufficiently large $m$, where $G_D$ and $G_N$ are the Green functions in $\mathbb{R}^n_+$ with the homogeneous Dirichlet and Neumann boundary conditions, respectively (see (20)) and in the case $j = n$ we can assume $g|_{\mathbb{R}^{n-1}} = 0$, without loss of generality. Notice that, extending $g$ to a function $\tilde{g} \in H^m(\mathbb{R}^n)$ (see [11, Theorem 5.19]) we can write the integral $w(x) := \int_{\mathbb{R}^n_+} G(x, y)_{y_j} g(y)dy$, where $G = G_D, G_N$, in (24), (25), as $w(x) = \int_{\mathbb{R}^n_+} \Gamma(x - y)_{y_j} \tilde{g}(y)dy - \int_{\mathbb{R}^n_+} \Gamma(x - y)_{y_j} \tilde{g}(y)dy \pm \int_{\mathbb{R}^n_+} \Gamma(x - y^*)_{y_j} g(y)dy$, being the last two integrals harmonic functions in $\mathbb{R}^n_+$, since their kernels are regular, for $x \in \mathbb{R}^n_+$. The first integral satisfies the equation $-\Delta w = \tilde{g}_{x_j}$ in $\mathbb{R}^n$ in the classical sense (cf. e.g. [8, §2.2, Theorem 1] where the condition of the right hand side of the Poisson equation having support compact can be replaced by the condition of being in $H^m(\mathbb{R}^n)$ for a sufficiently large $m$, as can be seen by checking the proof). Besides, we also can write $w(x) = \int_{\mathbb{R}^n_+} \Gamma(x - y)_{y_j} g(y)dy \pm \int_{\mathbb{R}^n_+} \Gamma(x - y)_{y_j} \tilde{g}(y)dy = \int_{\mathbb{R}^n_+} \Gamma(x - y)_{y_j} [\tilde{g}(y) \pm \tilde{g}(y)]dy$, where $\tilde{g}$ and $\tilde{g}$ denote, respectively, the extensions by zero to $\mathbb{R}^n$ of $g$ and $g(y^*)$, from which, by using that the second derivative $\Gamma_{y_jy_j}$ of the fundamental solution for the laplacian in $\mathbb{R}^n$ is a singular kernel, we can infer the estimate

$$\Vert \nabla_x \int_{\mathbb{R}^n_+} G(x - y)_{y_j} g(y)dy \Vert_p \leq C \Vert g \Vert_p,$$

for any $p \in (1, \infty)$, where $G = G_D, G_N$ and $C$ is a constant depending on $n$ and $p$. On the other hand, writing $w(x) = \int_{\mathbb{R}^n_+} G(x, y)_{y_j} \tilde{g}(y)dy$, by the same argument, we have also the estimate

$$\Vert D_x^2 \int_{\mathbb{R}^n_+} G(x, y)_{y_j} g(y)dy \Vert_p \leq C \Vert \nabla g \Vert_p,$$

for $p, G, C$ as in (28). Regarding the boundary integrals (i.e. over $\mathbb{R}^{n-1}$) in (24) and (25), we observe that the function $x \mapsto \int_{\mathbb{R}^{n-1}} G_D(x, y)_{y_j} h(y)dy$ defines a classical solution to (20), with $g = 0$, if only $h$ is continuous and bounded, as it is well known, and as for $\int_{\mathbb{R}^{n-1}} G_N(x, y)_{y_j} h(y)dy$, it defines a solution to (27), with also $g = 0$, if $h$ is continuous and have a nice decay at infinity (e.g. $h \in H^m(\mathbb{R}^{n-1})$ for some large $m$); see [21, §4]. Besides, using Theorem 3 we have the estimate

$$\Vert D_x^2 \int_{\mathbb{R}^{n-1}} G_N(x, y)_{y_j} h(y)dy \Vert_p \leq C \Vert h \Vert_{1-1/p, p} \leq C \Vert \nabla \tilde{h} \Vert_p,$$

for any $p \in (1, \infty)$, where $\tilde{h}$ is any extension of $h$ in $H^1(\mathbb{R}^{n+1}_+)$, $C$ is a constant depending on $n$ and $p$, and for the last inequality we used [11, Theorem II.10.2]. It is interesting to notice that the problem for the laplacian equation $\Delta v = 0$ in $\mathbb{R}^n_+$ with the boundary condition $Kv_{\mathbb{R}^n_+} = v$ on $\partial \mathbb{R}^n_+$, which is required for the coordinates $u_1$ and $u_2$ of the vector field $u$ in the Navier boundary condition (2), can be reduced to the boundary value problem (27) with homogeneous boundary condition (i.e. with $h = 0$ in (27)) through the change of variable $V = \varphi v$ (suggested to us by D. Hoff) where $\varphi$ is a suitable function coinciding with $e^{-K_{-1}^{1/2}}$ on $\partial \mathbb{R}^n_+$. From this observation, using (28), (29) and that $\Vert G_N * v \Vert_p \leq C \Vert v \Vert_p$, it is possible to show the estimates

$$\Vert \nabla v \Vert_p \leq C \Vert v \Vert_p, \quad \Vert D^2 v \Vert_p \leq C \Vert \nabla v \Vert_p.$$
for the solution to the problem $\Delta v = 0$ in $\mathbb{R}^n_+$, $K v_n = v$ on $\partial \mathbb{R}^n_+$ and any $p \in (1, \infty)$, where $C$ is as in \eqref{11}. Finally, we observe that the solutions to the problems \eqref{26} and \eqref{27} given, respectively, by \eqref{24} and \eqref{25}, are unique in the space $L^p(\mathbb{R}^n_+) \cap L^\infty(\mathbb{R}^n_+)$, for an arbitrary $p \in [1, \infty)$. Indeed, if $v$ is a solution of \eqref{26} in $L^p(\mathbb{R}^n_+) \cap L^\infty(\mathbb{R}^n_+)$ with $g = h = 0$, extending it to $\mathbb{R}^n$ as an odd function with respect to $x_n$, we obtain an integrable harmonic function (in the sense of the distributions) and bounded, in $\mathbb{R}^n$, then, by Liouville’s theorem, $v = 0$. We can conclude the same result with respect to \eqref{27} by taking instead an even extension with respect to $x_n$.

3. Proofs

In this section we prove Proposition \ref{1} and theorems \ref{1} and \ref{2}.

3.1. Proof of Proposition \ref{1} Similarly to \cite[(2.28)]{18}, we define $u_P$ as the solution of the boundary value problem

\begin{equation}
\begin{cases}
(\lambda + \mu) \Delta u_P = \nabla (P - \tilde{P}), & \text{in } \mathbb{R}^3_+ \\
u_P^3 = (u_P^3)_{x_3} = (u_P^3)_{x_3} = 0, & \text{on } \partial \mathbb{R}^3_+,
\end{cases}
\end{equation}

i.e.,

\begin{equation}
(\lambda + \mu) u_{P,j}^j(x) = \int_{\mathbb{R}^3_+} G_N(x, y, y_j (P - \tilde{P})(y)) dy = \int_{\mathbb{R}^3_+} (\Gamma(x - y) + \Gamma(x - y^*)) y_j (P - \tilde{P})(y) dy,
\end{equation}

for $j = 1, 2, x \in \mathbb{R}^3_+$, and

\begin{equation}
(\lambda + \mu) u_{P,3}^3(x) = \int_{\mathbb{R}^3_+} G_D(x, y, y_3 (P - \tilde{P})(y)) dy = \int_{\mathbb{R}^3_+} (\Gamma(x - y) - \Gamma(x - y^*)) y_3 (P - \tilde{P})(y) dy,
\end{equation}

$x \in \mathbb{R}^3_+$; see \eqref{24} and \eqref{25}. By \eqref{28}, we have the estimate

\begin{equation}
||\nabla u_P^j||_p \leq C ||P - \tilde{P}||_p, \quad j = 1, 2, 3,
\end{equation}

for any $p \in (1, \infty)$, with $C$ being a constant depending on $n$ and $p$.

Next we define $u_{F,\omega}$ as $u = u_P$. Using \eqref{35}, it follows that

\begin{equation}
||\nabla u_{F,\omega}||_p \leq C (||\nabla u||_p + ||P - \tilde{P}||_p)
\end{equation}

for any $p \in (1, \infty)$, with $C$ being a constant depending on $n$ and $p$. On the other hand, by the definitions of $u_P$, the Navier boundary condition \eqref{2}, and observing that the effective viscous flow equation (second equation in \eqref{1}) can be written in terms of the effective viscous flow $F$ and of the vortex matrix $\omega$ as $(\mu + \lambda) \Delta u^j = F_{x_j} + (P - \tilde{P}) x_j + (\mu + \lambda) \sum_{k=1}^{3} \omega_{x_k}^{j,k}$, we have that $u_{F,\omega}$ satisfies the boundary value problem

\begin{equation}
\begin{cases}
(\lambda + \mu) \Delta u_{F,\omega} = \nabla F + (\mu + \lambda) \sum_{k=1}^{3} \omega_{x_k}^{j,k}, & \text{in } \mathbb{R}^3 \\
u_{F,\omega}^3 = 0, & (u_{F,\omega}^3)_{x_3} = K^{-1} w^j, \quad j = 2, 3, & \text{on } \partial \mathbb{R}^3_+.
\end{cases}
\end{equation}

Then by \eqref{28}, \eqref{29} and \eqref{30}, we have

\begin{equation}
||D^2 u_{F,\omega}||_p \leq C (||\nabla F||_p + ||\nabla \omega||_p + ||\nabla u||_p),
\end{equation}

for $p$ and $C$ as in \eqref{11}. Now, the velocity field $u$ satisfies the boundary value problem

\begin{equation}
\begin{cases}
(\lambda + \mu) \Delta u = \nabla F + (\mu + \lambda) \sum_{k=1}^{3} \omega_{x_k}^{j,k} + \nabla (P - \tilde{P}), & \text{in } \mathbb{R}^3 \\
u^3 = 0, & (u^3)_{x_3} = K^{-1} w^j, \quad j = 2, 3, & \text{on } \partial \mathbb{R}^3_+.
\end{cases}
\end{equation}
Then, by (28) and (31), we have the estimate [10] Lemma 2.3, item (b)]

\[
\|\nabla u\|_p \leq C(\|F\|_p + \|\omega\|_p + \|P - \tilde{P}\|_p + \|u\|_p)
\]

where \(p\) and \(C\) are as in (14). By (35), (36), (38) and (40), we conclude the proof of Theorem 1.

3.2. Proof of Theorem 1. To prove (15), following [15] and [18], we write \(u = v + w\), where \(v\) is the solution of a linear homogeneous system with initial condition \(v|_{t=0} = u_0\) and \(w\) is the solution of a linear nonhomogeneous system with initial homogeneous initial condition. More precisely, taking the differential operator \(L \equiv (L^1, L^2, L^3)\) given by \(L^j(z) = \rho \dot{z}^j - \mu \Delta z^j - \lambda \text{div } z^j, \quad j = 1, 2, 3, \quad z = (z^1, z^2, z^3)\), where \(\dot{z}\) is the convective derivative of \(z_t + u \nabla z\), we define \(v\) and \(w\) as the solutions of the following initial boundary value problems

\[
\begin{cases}
\mathcal{L}(v) = 0, & \text{in } \mathbb{R}_+^3 \\
(v^1, v^2, v^3) = K^{-1}(v^1_{x_3}, v^2_{x_3}, 0), & \text{on } \partial \mathbb{R}_+^3 \\
v(., 0) = u_0, & \text{on } \partial \mathbb{R}_+^3
\end{cases}
\]

\(41\)

\[
\begin{cases}
\mathcal{L}(w) = -\nabla(P - \tilde{P}) + \rho f, & \text{in } \mathbb{R}_+^3 \\
(w^1, w^2, w^3) = K^{-1}(w^1_{x_3}, w^2_{x_3}, 0), & \text{on } \partial \mathbb{R}_+^3 \\
w(., 0) = 0 & \text{on } \partial \mathbb{R}_+^3
\end{cases}
\]

\(42\)

Then \(v\) and \(w\) are estimated separately. To estimate \(v\) the interpolation theory is used, since the initial data \(u_0\) is in \(H^s\) and \(H^s\) is the interpolation space \((L^2, H^1)_{s, 2};\) see [24], p. 186 and 226. We shall use also the Stein-Weiss’ theorem for \(L^p\) spaces with weights [5], p. 115. For \(w\), the interpolation theory is not needed, since the initial condition is null. Actually, \(w\) satisfies the estimate [15] with \(s = 0\) (equation 41 below).

**Proposition 2.** If \(u_0 \in H^s(\mathbb{R}_+^3), 0 \leq s \leq 1\), then for any positive number \(T\) there is a constant \(C\) independent of \((\rho, u), v, w, \rho_0, u_0\) and \(f\) such that

\[
\sup_{0 \leq t \leq T} \sigma^{1-s}(t) \int_{\mathbb{R}_+^3} |\nabla v|^2 dx + \int_0^T \int_{\mathbb{R}_+^3} \sigma^{1-s}(t)\rho|\dot{v}|^2 dx dt \leq C\|u_0\|^2_{H^s(\mathbb{R}_+^3)}.
\]

**Proof.** We shall obtain (43) for \(s = 1\) when \(u_0 \in L^2(\mathbb{R}_+^3)\) and for \(s = 0\) when \(u_0 \in H^1(\mathbb{R}_+^3)\). Then (43) follows by interpolation.

Multiplying the equation \(\rho \dot{v}^j = \mu \Delta v^j + \lambda (\text{div } v)_j\) by \(v^j_t\) and integrating, we obtain

\[
\int_{\mathbb{R}_+^3} \rho |\dot{v}|^2 dx - \int_{\mathbb{R}_+^3} \rho \dot{v}^j u \nabla v^j dx = \mu \int_{\mathbb{R}_+^3} \Delta v^j v^j_t dx + \lambda \int_{\mathbb{R}_+^3} (\text{div } v)_j v^j_t dx
\]

\[
= -\mu \int_{\mathbb{R}_+^3} \nabla v^j \nabla v^j dx + \mu \int_{\partial \mathbb{R}_+^3} v^j_t \nabla v^j . \nu dS_x - \lambda \int_{\mathbb{R}_+^3} (\text{div } v)_j (\text{div } v)_t dx + \lambda \int_{\partial \mathbb{R}_+^3} (\text{div } v)_j v^j_t \nu dS_x
\]

\[
= -\frac{\mu}{2} \frac{d}{dt} \int_{\mathbb{R}_+^3} |\nabla v|^2 dx - \frac{\mu}{2} \int_{\partial \mathbb{R}_+^3} |\text{div } v|^2 dx + \mu \int_{\partial \mathbb{R}_+^3} v^j_t v^j_k \nu^k dS_x
\]

\[
= -\frac{\mu}{2} \frac{d}{dt} \left\{ \int_{\mathbb{R}_+^3} |\nabla v|^2 dx + \lambda \int_{\mathbb{R}_+^3} (\text{div } v)^2 dx + \int_{\partial \mathbb{R}_+^3} \mu K^{-1} |v|^2 dS_x \right\}.
\]
Then

$$\frac{1}{2} \frac{d}{dt} \left( \mu \|\nabla v\|_2^2 + \lambda \|\text{div} v\|_2^2 + \mu \int_{\mathbb{R}^n_+} K^{-1} |v|^2 dS_x \right) + \int_{\mathbb{R}^n_+} \rho |\dot{v}|^2 dx$$

$$= \frac{\lambda}{2} \frac{d}{dt} \left( \int_{\mathbb{R}^n_+} \rho |\nabla \phi (u, \nabla v)| dx \right)$$

$$\leq C(\bar{\rho}) \left( \int_{\mathbb{R}^n_+} \rho |u|^{3} dx \right)^{1/3} \left( \int_{\mathbb{R}^n_+} \rho |v|^2 dx \right)^{1/2} \left( \int_{\mathbb{R}^n_+} |\nabla v|^6 dx \right)^{1/6}$$

$$\leq C(\bar{\rho}) \|u\|_2^3 \|p\|_q \left( \int_{\mathbb{R}^n_+} \rho |\dot{v}| dx \right) \|\nabla v\|_6$$

$$\leq C(\bar{\rho})(C_0 + C_f + M_q) \|\rho \dot{v}\|_2 \|\nabla v\|_6,$$

for some $a \in (0, 1)$, where $q > 6$ and $M_q$ are defined in (10) and (9), $\theta$ is some universal positive constant, and we used (10) Proposition 2.1 and (12).

Now defining $\tilde{F} = (\lambda + \mu) \text{div} v$ and $\tilde{\omega}_{i,k} = v_{i,k} - v_k$, we have $(\lambda + \mu) \Delta v^j = \tilde{F}_x + (\lambda + \mu) \tilde{\omega}_{i,k}$ and, analogously to (10) Lemma 2.3], it follows the estimates

$$\|\nabla v\|_p \leq C(\|v\|_p + \|\tilde{\omega}\|_p + \|\tilde{F}\|_p),$$

$$\|\nabla \tilde{F}\|_p + \|\nabla \tilde{\omega}\|_p \leq C(\|\rho \dot{v}\|_p + \|\nabla v\|_p + \|v\|_p),$$

for any $p \in (1, \infty)$. Thus by (19) and energy estimates we have

$$\int_{\mathbb{R}^n_+} \rho \dot{v}(u, \nabla v^j) dx$$

$$\leq C(\|\rho \dot{v}\|_2 \left( \|v\|_6 + \|\tilde{\omega}\|_6 + \|\tilde{F}\|_6 \right),$$

$$\leq C(C_0 + C_f) \|\rho \dot{v}\|_2 \left( \|\nabla v\|_2 + \|\nabla \tilde{\omega}\|_2 + \|\tilde{F}\|_2 \right),$$

$$\leq C(C_0 + C_f) \|\rho \dot{v}\|_2 \left( \|\nabla v\|_2 + \|\rho \dot{v}\|_2 + \|v\|_2 \right),$$

$$= C(C_0 + C_f)^\theta \|\rho \dot{v}\|_2 \|\nabla v\|_2 + C(C_0 + C_f)^\theta \|\rho \dot{v}\|_2^2 + C(C_0 + C_f)^\theta \|v\|_2$$

$$= C(C_0 + C_f) \int_{\mathbb{R}^n_+} \rho |\nabla v|^2 dx + C(C_0 + C_f) \int_{\mathbb{R}^n_+} \rho |\dot{v}|^2 dx + C(C_0 + C_f) \int_{\mathbb{R}^n_+} \rho |v|^2 dx$$

Therefore, if $C_0, C_f$ are sufficiently small,

$$\frac{1}{2} \frac{d}{dt} \left( \mu \|\nabla v\|_2^2 + \lambda \|\text{div} v\|_2^2 + \mu \int_{\mathbb{R}^n_+} K^{-1} |v|^2 dS_x \right) + \int_{\mathbb{R}^n_+} \rho |\dot{v}|^2 dx$$

$$\leq C \int_{\mathbb{R}^n_+} |\nabla v|^2 dx + C \int_{\mathbb{R}^n_+} |v|^2 dx,$$

so integrating in $(0, t)$,

$$\int_0^t \int_{\mathbb{R}^n_+} \rho |v|^2 dx + \frac{\lambda}{2} \int_0^t \int_{\mathbb{R}^n_+} \rho |v|^2 dx + \frac{\mu}{2} \int_{\mathbb{R}^n_+} K^{-1} |v|^2 dS_x + \int_0^T \int_{\mathbb{R}^n_+} \rho |\dot{v}|^2 dx ds$$

$$\leq \int_0^t \int_{\mathbb{R}^n_+} \rho |u_0|^2 dx + \frac{\lambda}{2} \int_0^t \int_{\mathbb{R}^n_+} \rho |v|^2 dx + \frac{\mu}{2} \int_{\mathbb{R}^n_+} K^{-1} |u_0|^2 dS_x + C \int_0^T \int_{\mathbb{R}^n_+} |v|^2 dx ds$$

$$\leq C \|u_0\|_{H^1(\mathbb{R}^n_+)}^2,$$

if $u_0 \in H^1(\mathbb{R}^n_+)$. On the other hand, multiplying (4.2) by $\sigma(t)$, we get

$$-\frac{1}{2} \sigma' \left( \mu \|\nabla v\|_2^2 + \lambda \|\text{div} v\|_2^2 + \mu \int_{\mathbb{R}^n_+} K^{-1} |v|^2 dS_x \right)$$

$$+ \sigma \int_{\mathbb{R}^n_+} \rho |\dot{v}|^2 dx + \frac{1}{2} \frac{d}{dt} \left( \mu \sigma \|\nabla v\|_2^2 + \lambda \sigma \|\text{div} v\|_2^2 + \mu \sigma \int_{\mathbb{R}^n_+} K^{-1} |v|^2 dS_x \right)$$

$$\leq \sigma C \int_{\mathbb{R}^n_+} |\nabla v|^2 dx + C \int_{\mathbb{R}^n_+} |v|^2 dx,$$
so integrating in $(0,t)$,
\[
\sigma \frac{\mu}{2} \| \nabla v \|^2 + \sigma \lambda \| \text{div } v \|^2 + \sigma \frac{\mu}{2} \int_{R^3_+} K^{-1} |v|^2 dS_x + \int_0^T \int_{R^3_+} \sigma \rho |\dot{v}|^2 dx ds \\
\leq \int_0^T \int_{R^3_+} \sigma |\nabla v|^2 dx ds + \int_0^T \int_{R^3_+} \sigma |\text{div } v|^2 dx ds \\
+ \int_0^T \int_{R^3_+} \sigma' K^{-1} |v|^2 dx ds + \sigma \int_0^T \int_{R^3_+} |\nabla v|^2 dx + C \int_0^T \int_{R^3_+} |\nabla v|^2 dx ds \\
\leq C\|u_0\|_2^2,
\]
if $u_0 \in L^2(R^3_+)$. In conclusion, we have the following estimates for $v$,
\[
\sup_{0 \leq t \leq T} \int_{R^3_+} |\nabla v|^2 dx + \int_0^T \int_{R^3_+} \rho |\dot{v}|^2 dx dt \leq C\|u_0\|^2_{H^1(R^3_+)}.
\]
In particular, for any fixed $t > 0$, we have that the operator $u_0 \rightarrow \nabla v$ is linear continuous from $L^2(R^3_+)$ into $L^2(R^3_+)$ and from $H^1(R^3_+)$ into $L^2(R^3_+)$ with respective norms bounded by $C\sigma(t)^{-1/2}$ and $C$. Then by interpolation (see [24] p. 186 and 226) we obtain
\[
\sup_{0 \leq t \leq T} \sigma(t)^{1-s} \int_{R^3_+} |\nabla v|^2 dx \leq C\|u_0\|^2_{H^s(R^3_+)}. 
\]
Also, from the above estimates, we have that the operator $u_0 \rightarrow \dot{v}$ is linear bounded from $L^2(\mathbb{R}^3)$ into $L^2((0,T) \times \mathbb{R}^3_+, \sigma(t) dx dt)$ and from $H^1(\mathbb{R}^3)$ into $L^2((0,T) \times \mathbb{R}^3_+)$. Then
\[
\int_0^T \int_{R^3_+} \sigma(t)^{1-s} |\rho \dot{v}|^2 dx dt \leq C\|u_0\|^2_{H^s(\mathbb{R}^3)}
\]
(see [4] p. 115]).

**Proposition 3.** For any positive number $T$ there is a constant $C$ independent of $(\rho, u), v, w, \rho_0, u_0$ and $f$ such that
\[
\sup_{0 \leq t \leq T} \int_{R^3_+} |\nabla w|^2 dx + \int_0^T \int_{R^3_+} |\nabla \dot{w}|^2 dx dt \leq C(C_0 + C_f)^\theta,
\]
for some universal positive constant $\theta$.

**Proof.** Multiplying (42) by $w_t$, summing in $j$ and integrating over $\mathbb{R}^3_+$, we get
\[
\int_{R^3_+} \rho |\dot{w}_j|^2 dx - \int_{R^3_+} \rho \dot{w}_j u_j \nabla w dx = -\mu \int_{R^3_+} (\nabla \dot{w}_j)(\nabla w)_j dx \\
+ \mu \int_{\partial R^3_+} \nabla \dot{w}_j \cdot \nu dS(x) - \lambda \int_{R^3_+} (\text{div } w)(\text{div } w)_j dx \\
+ \int_{R^3_+} (P - \dot{P})(\text{div } w)_j dx + \int_{R^3_+} \rho f_j w_j dx,
\]
thence,
\[
\int_{R^3_+} \rho |\dot{w}|^2 dx + \frac{d}{dt} \left( \frac{\mu}{2} \int_{R^3_+} |\nabla w|^2 dx + \frac{\lambda}{2} \int_{R^3_+} |\text{div } w|^2 dx - \int_{R^3_+} (P - \dot{P}) \text{div } w \right) \\
= \int_{R^3_+} \rho \dot{w}_j u_j \nabla w dx - \int_{R^3_+} P \dot{w}_j^2 dx + \mu \int_{\partial R^3_+} \nabla \dot{w}_j \cdot \nu dS(x) + \int_{R^3_+} \rho f_j^2 w_j^2 dx
\]
\[
\equiv I_1 + I_2 + I_3 + I_4.
\]
Let us estimate each of these integrals $I_1, I_2, I_3, I_4$ separately.
Using estimates for $w$ analogous to those for $u$ in [16] Lemma 2.3 and [19], it is possible to show that

\[
I_1 = \int_{R^3_+} \rho \dot{w}_j u \nabla w_j \, dx \\
\leq C(\int_{R^3_+} \rho \dot{w}^3 dx)^{1/2} (\int_{R^3_+} \rho |u|^3 dx)^{1/3} \| \nabla w \|_6 \\
\leq C(C_0 + C_f)^0 (\int_{R^3_+} \rho \dot{w}^2 dx)^{1/2} (\rho \dot{w}_j + \| \nabla w \|_2 + \| f \|_2 + \| |u| \|_2 + \| P - \tilde{P} \|_0) \\
\leq C(C_0 + C_f)^0 + C(C_0 + C_f)^0 \int_{R^3_+} \rho |\dot{w}|^2 dx + C(C_0 + C_f)^0 \int_{R^3_+} \nabla w^2 dx.
\]

Writing the identity $(\lambda + \mu) \Delta w = \tilde{F}_x + (\lambda + \mu) \tilde{\omega}^{j,k} + (P - \tilde{P})_x$, with $\tilde{F} = (\lambda + \mu) \text{div } w - P(\rho) + P(\tilde{\rho})$ and $\tilde{\omega}^{j,k} = w_{x_k}^j - w_{x_j}^k$, similarly to the proof of [16] Lemma 2.3, we have

\[
\| \nabla \tilde{F} \|_p + \| \nabla \tilde{\omega} \|_p \leq C(\| \rho \dot{w} \|_p + \| \nabla w \|_p + \| u \|_p + \| \rho f \|_p),
\]

i.e. \( \| \nabla \tilde{F} \|_p = \| \nabla ((\lambda + \mu) \text{div } w - (P - \tilde{P})) \|_p \leq C(\| \rho \dot{w} \|_p + \| \rho f \|_p + \| \nabla w \|_p + \| u \|_p). \)

Thence, following [20], Lemma 3.3, we obtain

\[
I_2 = -\int_{R^3_+} P \rho w_j^3 dx = -\int_{R^3_+} P'(\rho) \rho w_j^3 dx = \int_{R^3_+} P''(\rho) \rho \text{div} u \text{div } w \, dx \\
\leq \int_{R^3_+} \nabla (P - \tilde{P}) u \text{div } w \, dx + C \int_{R^3_+} \| u \|_2 \| \nabla w \|_2 \\
= \int_{R^3_+} \text{div} ((P - \tilde{P}) u) \text{div } w - \int_{R^3_+} (P - \tilde{P})(\text{div } u)(\text{div } w) \, dx \\
+ C \int_{R^3_+} \| u \|_2 \| \nabla w \|_2 \\
\leq -\int_{R^3_+} (P - \tilde{P}) u \text{div } w \, dx + C \int_{R^3_+} \| u \|_2 \| \nabla w \|_2 \\
= -\int_{R^3_+} (P - \tilde{P}) u \text{div } w - \frac{(P - \tilde{P})}{\lambda + \mu} \, dx - \int_{R^3_+} (P - \tilde{P}) u \text{div } \left( \frac{(P - \tilde{P})}{\lambda + \mu} \right) \, dx \\
+ C \int_{R^3_+} \| u \|_2 \| \nabla w \|_2 \\
\leq C \int_{R^3_+} \| u \|_2 \| \nabla (w - \frac{(P - \tilde{P})}{\lambda + \mu}) \|_2 \, dx + \frac{1}{2(\lambda + \mu)} \int_{R^3_+} u \text{div } \left( (P - \tilde{P})^2 \right) \, dx \\
+ C \int_{R^3_+} \| u \|_2 \| \nabla w \|_2 \\
= C \int_{R^3_+} \| u \|_2 \| \nabla (w - \frac{(P - \tilde{P})}{\lambda + \mu}) \|_2 \, dx + C \int_{R^3_+} \text{div } (P - \tilde{P})^2 \, dx \\
+ C \int_{R^3_+} \| u \|_2 \| \nabla w \|_2 \\
\leq C(C_0 + C_f)^0 \int_{R^3_+} \| \nabla (w - \frac{(P - \tilde{P})}{\lambda + \mu}) \|_2^2 \, dx + C \int_{R^3_+} \| u \|_2^2 \, dx \\
+ C \int_{R^3_+} \| u \|_2^2 \, dx \\
\leq C(C_0 + C_f)^0 + C(C_0 + C_f)^0 \int_{R^3_+} \rho |\dot{w}|^2 dx + C \int_{R^3_+} \| u \|_2^2 \, dx \\
+ C \int_{R^3_+} \| u \|_2^2 \, dx.
\]

Regarding $I_3$, we have

\[
I_3 = \int_{R^3_+} \rho f^3 w_i^2 dx = \int_{R^3_+} \rho f^3 (\dot{w}_j - u \nabla w_j) \, dx \\
\leq C(C_0 + C_f)^0 \int_{R^3_+} \rho |\dot{w}|^2 dx \\
+ C(C_0 + C_f)^0 \int_{R^3_+} |f|^3 dx \left( \int_{R^3_+} |u|^6 dx \right)^{1/6} \left( \int_{R^3_+} \| \nabla w \|_2^2 dx \right)^{1/2} \\
\leq C(C_0 + C_f)^0 \int_{R^3_+} \rho |\dot{w}|^2 dx \\
+ C(C_0 + C_f)^0 \left( \int_{R^3_+} \| \nabla u \|_2^2 dx \right)^{1/2} \left( \int_{R^3_+} \| \nabla w \|_2^2 dx \right)^{1/2}.
\]
Finally, 

\[ I_4 = \mu \int_{\mathbb{R}^3} w_i^j (\nabla w_j^k) \nu dS(x) = \mu \int_{\partial \Omega^+} w_i^j w_j^k \nu^k dS(x) \]

\[ = -\mu \int_{\partial \Omega^+} w_i^j w_j^k dS(x) = -\mu \int_{\partial \Omega^+} K^{-1} w_i^j w_j^k dS(x) \]

\[ = -\frac{\mu}{2} \int_{\partial \Omega^+} (K^{-1} |w|^2) dS(x) = -\frac{\mu}{2} \frac{d}{dt} \int_{\partial \Omega^+} K^{-1} |w|^2 dS(x) \]

Therefore 

\[ \int_{\mathbb{R}^3} \rho |\dot{w}|^2 dx + \left( \frac{\mu}{2} \int_{\mathbb{R}^3} |\nabla w|^2 dx + \frac{\lambda}{2} \int_{\partial \Omega^+} |\nabla w|^2 dx \right) \]

\[ = C(C_0 + C_f)^\theta + C(C_0 + C_f)^\theta \int_{\mathbb{R}^3} |\nabla u|^2 dx + C \int_{\partial \Omega^+} |\nabla w|^2 dx \]

\[ + C(C_0 + C_f)^\theta \int_{\partial \Omega^+} |\nabla w|^2 dx + C \int_{\partial \Omega^+} |\nabla w|^2 dx \]

\[ = C(C_0 + C_f)^\theta (\int_{\mathbb{R}^3} |\nabla u|^2 dx)^{1/2} (\int_{\partial \Omega^+} |\nabla w|^2 dx)^{1/2} \]

Integrating in \((0, t)\) and taking \(C_0, C_f\) sufficiently small, we obtain 

\[ \int_0^t \int_{\mathbb{R}^3} \rho |\dot{w}|^2 dx ds + \frac{\mu}{2} \int_{\mathbb{R}^3} |\nabla w|^2 dx + \frac{\lambda}{2} \int_{\partial \Omega^+} |\nabla w|^2 dx \]

\[ \leq C(C_0 + C_f)^\theta + C(C_0 + C_f)^\theta (\int_{\mathbb{R}^3} |\nabla u|^2 dx)^{1/2} (\int_{\partial \Omega^+} |\nabla w|^2 dx)^{1/2} \]

\[ = C(C_0 + C_f)^\theta + C(C_0 + C_f)^\theta \int_{\partial \Omega^+} |\nabla w|^2 dx, \]

hence obtaining the result, assuming again \(C_0, C_f\) sufficiently small.

Now we are ready to show \((15)\), i.e. we have 

**Theorem 4.** The estimate \((15)\) holds for Haff \((16)\) solutions \((\rho, u)\) of \((1-13)\), if \(u_0 \in H^s(\mathbb{R}^3)\), \(0 \leq s \leq 1\).

**Proof.** Let \(v\) and \(w\) be the solutions of \((11)\) and \((12)\), respectively. Since \(v|_{t=0} = u_0\), by the unicity of solution of the linear system \(L(z) = \nabla (P - \tilde{P}) + \rho f\), joint with the initial condition \(z|_{t=0} = u_0\), we have that \(u = v + w\). (Notice that \(z = v + w\) and \(z = u\) are both solutions of this problem.) Thus, by \((15)\) and \((14)\) we obtain \((15)\). \(\square\)

Next we shall show the estimate \((16)\). Now we do not need to split the solution \(u\) as the sum of two other functions as we did above to obtain \((15)\), but to show \((16)\) we shall use \((15)\).

**Theorem 5.** The estimate \((16)\) holds for Haff \((16)\) solutions \((\rho, u)\) of \((1-13)\), if \(u_0 \in H^s(\mathbb{R}^3)\), \(s > \frac{1}{2}\).

**Proof.** Writing the momentum equation as \(\rho \dot{w}^j + P_j = \mu \Delta u^j + \lambda \text{div} u_j + \rho f^j\), and applying the operator \(\sigma^m \dot{u}^j (\partial_i(\cdot) + \text{div}(\cdot u))\), \(m \geq 1\), as in \((15)\) and \((25)\), we have 

\[ \sigma^m \rho \dot{u}^j \dot{u}^i + \sigma^m \rho u^i \sim \dot{u}^j \dot{u}^i + \sigma^m \dot{u}^j P_j + \sigma^m \dot{u}^j \text{div} (P_j u) \]

\[ = \mu \sigma^m \dot{u}^j (\Delta u^j + \text{div}(u \Delta u^j)) + \lambda \sigma^m \dot{u}^j (\partial_i \partial_j \text{div} u + \text{div}(u \partial_j \text{div} u)) + \sigma^m \rho \dot{u}^j f_i^j + \sigma^m \rho u^k f_i^j. \]
Notice that
\[
\sigma^m \rho \dot{u}^i \dot{u}^i + \sigma^m \rho \mu \nabla \dot{u}^i \dot{u}^i = \frac{\sigma^m}{2} \left( \rho \dot{u}^i (|\dot{u}|^2) + \rho \mu (|\dot{u}|^2) \right)
\]
\[
= \partial_i \left( \frac{\sigma^m}{2} \rho |\dot{u}|^2 \right) - \frac{m}{2} \sigma^m \rho |\dot{u}|^2 - \frac{\sigma^m}{2} \rho |\dot{u}|^2 + \frac{\sigma^m}{2} \rho \mu (|\dot{u}|^2).
\]
Integrating in \( \mathbb{R}^3 \), it follows that
\[
\left(\frac{\sigma^m}{2} \int_{\mathbb{R}^3_+} \rho (|\dot{u}|^2) dx \right)_t - \frac{m}{2} \sigma^m \int_{\mathbb{R}^3_+} \rho |\dot{u}|^2 dx
\]
\[
= -\sigma^m \int_{\mathbb{R}^3_+} \dot{u}^i (P) dx + \mu \int_{\mathbb{R}^3_+} \dot{u}^i (\Delta u^i + \mu (u \Delta u^i)) dx
\]
\[
+ \lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^i (\partial_i \partial_j u^i + \mu (u \partial_j u^i)) dx + \sigma^m \int_{\mathbb{R}^3_+} (\rho \dot{u}^i f^i + \mu u^i f^i) dx
\]
\[
= \sum_{i=1}^4 N_i.
\]
Let us estimate each of this terms \( N_1, N_2, N_3, N_4 \), separately. Integrating by parts,
\[
N_1 = -\int_{\mathbb{R}^3_+} \sigma^m \dot{u}^i \left( (\partial_i P) + \mu (u \partial_i u^i) \right) dx
\]
\[
= \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^i P \rho dx - \int_{\mathbb{R}^3_+} \sigma^m \dot{u}^i (u^{i} 
abla u^i + \mu u^i) dS_x + \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^i P_j u^k dx
\]
\[
- \int_{\mathbb{R}^3_+} \sigma^m \dot{u}^i (\partial_i u^i) dx - \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^i u^i dx
\]
\[
= \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^i P - \int_{\mathbb{R}^3_+} \sigma^m \dot{u}^i u^i dx
\]
\[
\leq C(\rho) \sigma^m \|
\nabla u \|_2^2 + C(\rho) \sigma^m \|
\nabla \dot{u} \|_2^2.
\]
to estimate the boundary term above, we write

$$\mu^m \int_{\partial \Omega^+} (\dot{u}^i u^j_k \nu^k - \dot{u}^i u^k \nu^i) dS_x \equiv N_{21} + N_{22},$$

using that if $h \in (C^1 \cap W^{1,1})(\overline{\mathbb{R}^3_+})$ then $\int_{\partial \Omega^+} h(x) dS_x = \int_{\{0 \leq x_3 \leq 1\}} [h(x) + (x_3 - 1) h_{x_3}(x)] dx$. Observe that we can assume $j \neq 3$ in $N_{21}$ and $k \neq 3$ in $N_{22}$ without loss of generality, since $u^3 = 0$ on $\partial \mathbb{R}^3_+$. Let us show how to estimate the term $N_{21}$ above. The term $N_{22}$ can be estimate similarly.

\[
N_{21} = -\mu^m \int_{\partial \Omega^+} \dot{u}^i l^i u^j_k dS_x = -\mu^m \int_{\partial \Omega^+} K^{-1} \dot{u}^i l^i u^j_k dS_x,
\]

\[
= -\mu^m \int_{\partial \Omega^+} K^{-1} \dot{u}^i (\dot{u}^j - u^j_k u^i_k) dS_x,
\]

\[
= -\mu^m \int_{\partial \Omega^+} K^{-1} |\dot{u}|^2 dS_x + \mu^m \int_{\partial \Omega^+} K^{-1} \dot{u}^i u^j_k dS_x,
\]

\[
\leq \mu^m \int_{\partial \Omega^+} K^{-1} \dot{u}^i u^j_k u^i_k dS_x,
\]

\[
= \mu^m \int_{\{0 \leq x_3 \leq 1\}} K^{-1} (\dot{u}^i u^j_k u^i_k + (x_3 - 1) [\dot{u}^i u^j_k u^i_k + \dot{u}^i u^j_k u^i_k + \dot{u}^i u^j_k u^i_k]) dx,
\]

\[
\leq C \mu^m \int_{\mathbb{R}^3_+} (||\nabla \dot{u}|| |\nabla u| + ||\nabla \dot{u}|| |u| + ||\nabla u|| |\dot{u}|) dx + C \mu^m \int_{\{0 \leq x_3 \leq 1\}} \dot{u}^i u^j_k u^i_k dx.
\]

Notice the above boundary term is null, since for $x_3 = 0$ we have $u^k \nu^k = 0$ and for $x_3 = 1$ the term $(x_3 - 1)$ vanishes the integrand. Thus,

$$N_{21} \leq C \sigma^m \int_{\mathbb{R}^3_+} (||\nabla \dot{u}|| |\nabla u| + ||\nabla \dot{u}|| |u| + ||\nabla u|| |\dot{u}|) dx.$$

Regarding $N_3$, setting $D = \text{div} u$, we have

$$N_3 = \lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j (\partial_3 \partial_j \text{div} u + \text{div}(u \partial_j \text{div} u)) dx$$

\[
= -\lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j (D^j D_j) dx + \lambda \sigma^m \int_{\partial \Omega^+} \dot{u}^j D_j u^j D_j dS_x + \lambda \sigma^m \int_{\partial \Omega^+} \dot{u}^j (D^j D_j + u^k D_{jk}) dx,
\]

\[
= -\lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j D_j dx + \lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j D_j dx + \int_{\partial \Omega^+} \dot{u}^j u^k D_{jk} dx,
\]

\[
= N_{31} + N_{32} + N_{33}.
\]

Notice that $N_{31} = -\lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j D_j dx = -\lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j \dot{D} dx + \lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j u \cdot \nabla D dx.$

For $N_{32}$ we have

$$N_{32} = \lambda \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j (|D|^2) j dx$$

\[
= \frac{\lambda}{2} \sigma^m \int_{\mathbb{R}^3_+} \dot{u}^j |D|^2 dx + \frac{\lambda}{2} \sigma^m \int_{\partial \Omega^+} \dot{u}^j \nu |D|^2 dS_x,
\]

\[
\leq C \sigma^m \int_{\mathbb{R}^3_+} (|\nabla \dot{u}| |\nabla u|^2) dx + C \sigma^m \int_{\partial \Omega^+} |\nabla u|^4 dx.
\]
\[ N_{33} = \lambda \sigma^m \int_{R^3_+} u^k \dot{u}^i D_{jk} \, dx \]
\[ = -\lambda \sigma^m \int_{R^3_+} (\dot{u}^j u^k D_k + \dot{u}^i u^k D_k) \, dx + \lambda \sigma^m \int_{\partial R^3_+} \dot{D}_{k} u^k \dot{u}^i \, dS_x \]
\[ = -\lambda \sigma^m \int_{R^3_+} \dot{u}^j u^k \nabla D_k \, dx + \lambda \sigma^m \int_{R^3_+} (\dot{u}^j u^k D + \dot{u}^i u_k^j D) \, dx \]
\[ - \lambda \sigma^m \int_{\partial R^3_+} \dot{u}^j u^k \dot{u}^i \, dS_x \]
\[ = -\lambda \sigma^m \int_{R^3_+} \dot{u}^j u \nabla D_k \, dx + \lambda \sigma^m \int_{R^3_+} \dot{u}^j u^k \nabla D_k \, dx - \frac{\lambda}{2} \sigma^m \int_{R^3_+} \dot{u}^j |D|^2 \, dx \]
\[ + \frac{\lambda}{2} \sigma^m \int_{\partial R^3_+} \dot{u}^j |D|^2 \, dS_x. \]

Thus,
\[ N_{31} + N_{33} \]
\[ = -\lambda \sigma^m \int_{R^3_+} \dot{u}^j D_k \, dx + \lambda \sigma^m \int_{R^3_+} \dot{u}^j u^k \nabla D_k \, dx - \frac{\lambda}{2} \sigma^m \int_{R^3_+} \dot{u}^j |D|^2 \, dx \]
\[ \leq -\lambda \sigma^m \int_{R^3_+} \dot{u}^j D_k \, dx + \epsilon \sigma^m \int_{\partial R^3_+} |\nabla u|^2 |dx + \sigma^m \int_{R^3_+} |\nabla u|^4 |dx \]
\[ = -\lambda \sigma^m \int_{R^3_+} \dot{D}(u^j + u \cdot \nabla u^j) \, dx + \epsilon \sigma^m \int_{\partial R^3_+} |\nabla u|^2 |dx \]
\[ + \sigma^m \int_{R^3_+} |\nabla u|^4 |dx \]
\[ = -\lambda \sigma^m \int_{R^3_+} |D|^2 \, dx - \lambda \sigma^m \int_{R^3_+} \dot{D} u^j u_k^j \, dx + \epsilon \sigma^m \int_{\partial R^3_+} |\nabla u|^2 |dx \]
\[ + \sigma^m \int_{R^3_+} |\nabla u|^4 |dx \]
\[ \leq -\lambda \sigma^m \int_{R^3_+} |D|^2 \, dx + \epsilon \sigma^m \int_{\partial R^3_+} |\nabla u|^2 |dx + \sigma^m \int_{R^3_+} |\nabla u|^4 |dx. \]

Finally,
\[ N_4 = \sigma^m \int_{R^3_+} (\rho \dot{u}^j f_l^j + \rho \dot{u}^i u^k f_l^i) \, dx \]
\[ \leq \epsilon \sigma^{m-1} \int_{R^3_+} \dot{u}^j f_l^j \, dx + \sigma^{m+1} \int_{R^3_+} f_l^j \, dx \]
\[ + \epsilon \sigma^m \int_{R^3_+} \rho |\dot{u}|^2 \, dx + \sigma^m \int_{R^3_+} |\nabla f|^2 |dx \]
\[ \leq \epsilon \sigma^{m-1} \int_{R^3_+} \rho |\dot{u}|^2 \, dx + \sigma^{m+1} \int_{R^3_+} f_l^j \, dx \]
\[ + C(\sigma^{(3-3s)/2}) \int_{R^3_+} |u|^4 \, dx + (\sigma^{(4m+1+3s)/2}) \int_{R^3_+} |\nabla f|^4 \, dx \]
\[ \leq \epsilon \sigma^{m-1} \int_{R^3_+} \rho |\dot{u}|^2 \, dx + \sigma^{m+1} \int_{R^3_+} f_l^j \, dx \]
\[ + C(C_0 + C_f)^{\theta} (\sigma^{(4m+1+3s)/2}) \int_{R^3_+} |\nabla f|^4 \, dx \]
\[ \leq \epsilon \sigma^{m-1} \int_{R^3_+} \rho |\dot{u}|^2 \, dx + \sigma^{m+1} \int_{R^3_+} f_l^j \, dx \]
\[ + C(C_0 + C_f)^{\theta} (\sigma^{(4m+1+3s)/2}) \int_{R^3_+} |\nabla f|^4 \, dx \]
\[ \leq C(C_0 + C_f)^{\theta} (\sigma^{(4m+1+3s)/2}) \int_{R^3_+} |\nabla u|^2 \, dx \]
\[ \leq C(C_0 + C_f)^{\theta} \sigma^{1-s} |\nabla u|^2 \, dx \leq C(C_0 + C_f)^{\theta} (\sigma^{(3-3s)/2}) \int_{R^3_+} |\nabla u|^2 \, dx \]
\[ \leq C(C_0 + C_f)^{\theta} (\sigma^{(3-3s)/2}) \int_{R^3_+} |\nabla u|^2 \, dx \]
\[ \leq C(C_0 + C_f)^{\theta}. \]
With these estimates, we arrive at
\[
\left(\frac{\sigma^m}{\int_{\mathbb{R}_t^3} \rho |\dot{u}|^2 dx} \right)_t - \frac{m}{2} \sigma' \sigma^{m-1} \int_{\mathbb{R}_t^3} \rho |\dot{u}|^2 dx 
\leq C(\tilde{\rho}) C(\varepsilon) \sigma^m \int_{\mathbb{R}_t^3} |\nabla u|^2 dx + C(\tilde{\rho}) \varepsilon \sigma^m \int_{\mathbb{R}_t^3} |\nabla \dot{u}|^2 dx 
- m \sigma^m \int_{\mathbb{R}_t^3} |\nabla \dot{u}|^2 dx + C \sigma^m \int_{\mathbb{R}_t^3} |\nabla u|^4 dx 
+ C \varepsilon \sigma^m \int_{\mathbb{R}_t^3} |\nabla \dot{u}|^2 dx + C \sigma^m \int_{\mathbb{R}_t^3} |\nabla u|^4 dx - \lambda \sigma^m \int_{\mathbb{R}_t^3} |D|^2 dx 
+ C \sigma^m \int_{\mathbb{R}_t^3} |u|^2 dx + C \sigma^m \int_{\mathbb{R}_t^3} |u|^4 dx 
+ \varepsilon \sigma^m-1 \int_{\mathbb{R}_t^3} |u|^2 dx + C \sigma^m+1 \int_{\mathbb{R}_t^3} |f|^2 dx 
+ C(C_0 + C_f) \theta \left(\sigma^{(4m+1+3s)/2} \int_{\mathbb{R}_t^3} |\nabla f|^4 dx\right)^{1/2}.
\]

Integrating in \((0, T)\), taking \(m = 2 - s\) and using \((15)\), we obtain
\[
\sigma^m \int_{\mathbb{R}_t^3} \rho |\dot{u}|^2 dx + \int_0^T \int_{\mathbb{R}_t^3} \sigma^m |\nabla u|^2 dxdx 
\leq C(C_0 + C_f) \theta + C \int_0^T \sigma^m (|\nabla u|^4 + |u|^4) dxdx 
+ \int_0^T \sigma^{3-s} \int_{\mathbb{R}_t^3} |f|^2 dxdx + \int_0^T \sigma^{9-s/4} \left(\int_{\mathbb{R}_t^3} |\nabla f|^4 dx\right)^{1/2} dt 
\leq C(C_0 + C_f) \theta + C \int_0^T \sigma^m (|\nabla u|^4 + |u|^4) dxdx.
\]

To conclude the result we must estimate the term \(\int_0^T \sigma^{2-s} \int_{\mathbb{R}_t^3} (|\nabla u|^4 + |u|^4) dxdx\).

Using \((19)\), we have
\[
\int_0^T \sigma^{2-s} \int_{\mathbb{R}_t^3} |u|^2 dxdx 
\leq \int_0^T \sigma^{2-s} \int_{\mathbb{R}_t^3} |\nabla u|^2 dxdx 
\leq C(C_0 + C_f) \theta \int_0^T \sigma^{3-s} (\int_{\mathbb{R}_t^3} |\nabla u|^2 dxdx)^{3/2} d\tau 
\leq C(C_0 + C_f) \theta \int_0^T \sigma^{3-s} (\int_{\mathbb{R}_t^3} |\nabla u|^2 dxdx)^{3/2} d\tau 
\leq C(C_0 + C_f) \theta \int_0^T \sigma^{3-s} (\int_{\mathbb{R}_t^3} |\nabla u|^2 dxdx)^{3/2} d\tau.
\]

On the other hand, following \((25)\) Lemma 3.3, using energy estimates and \((15)\), we can estimate
\[
\int_0^T \sigma^{2-s} \int_{\mathbb{R}_t^3} |\nabla u|^4 dxdx 
= \int_0^T \sigma^{2-s} \int_{\mathbb{R}_t^3} |\nabla u|^4 dxdx 
\leq C_0 + C_f + \int_0^T \sigma^{2-s} \int_{\mathbb{R}_t^3} |\nabla u|^2 dxdx 
\leq C_0 + C_f + \int_0^T \sigma^{2-s} \int_{\mathbb{R}_t^3} |\nabla u|^2 dxdx 
\leq C(C_0 + C_f) \theta + C \int_0^T \sigma^{2-s} \int_{\mathbb{R}_t^3} |\nabla u|^2 dxdx.
\]

Therefore, using once more that \(C_0, C_f\) are sufficiently small, we obtain \((16)\). \(\square\)

3.3. **Proof of Theorem 2** The proof of Theorem 2 using theorems 1 and 1 is similar to the proof of Theorem 2.5 in \((17)\). Thus, here we just give an overview of it and show some steps which may be peculiar to our case.
The proof of existence of the particle paths \( X(t,x) \) satisfying (17) is obtained estimating \( |X(t_1,x) − X(t_2,x)| \leq \int_{t_1}^{t_2} ||u(t,\cdot)||_{\infty} dt \leq C \int_{t_1}^{t_2} (||u(t,\cdot)||_{2} + ||\nabla u(t,\cdot)||_p) dt, \quad p > 3 \), uniformly with respect to smooth solutions, where for the last inequality we used (18). Then proceeding with several estimates, it is possible to show that \( X(t,x) \) is Hölder continuous in \( t \), uniformly with respect to smooth solutions. Its uniqueness follows from the estimate \( \int_0^T (u(\cdot,t))_{LL} dt \leq CT^\gamma \), for any \( T > 0 \), where \( C \) and \( \gamma \) are positive constants, possibly depending on \( T \), but not depending on \( u \), cf. [17] lemmas 3.1 and 3.2 (or see [23] Lema 3.3).

For the proof of the item (b) of Theorem 2, first we observe that the injectivity and openness of the map \( x \mapsto X(t,x) \) can be shown exactly as in [17]. To show the surjectivity, we use the particles paths starting at \( \gamma \in \mathbb{C} \) and estimating (3). Given \( Y \in \mathbb{R}^3 \), let \( Y(s) = X(s,y,t) \), \( s \in [0,t] \). Since the curves \( Y(s) \) is \( X(s,Y(0)) \) satisfy \( Z(s) = u(Z(s),s), Z(0) = Y(0) \), we have \( Y(s) = X(s,Y(0)), s \in [0,t], \) so \( y = Y(t) = X(t,Y(0)) \), which shows the surjectivity of the map \( X(t,\cdot) : \mathbb{R}_t^3 \to \mathbb{R}_t^3 \). The continuity is a direct consequence of item (c). To show the invariance of the boundary \( \partial \mathbb{R}^3_\tau \) by the flux, let \( x = (x_1,x_2,0) \in \partial \mathbb{R}^3_\tau \). Defining \( X^i(\cdot,x) = x_i + \int_0^t u^i(X^i(\tau,\cdot),\tau) d\tau \), we have that \( Y(t,x) := (X^1(t,x),X^2(t,x),0) \) is a path which lies in \( \partial \mathbb{R}^3_\tau \) and verifies \( dY(t,x)/dt = u(Y(t,x),t), \) \( t > 0 \), \( Y(0) = x \), since \( u^3 = 0 \) on \( \partial \mathbb{R}^3_\tau \), so, by uniqueness (item (a)) we have \( Y(t,x) = X(t,x) \), for all \( t \geq 0 \), and thus we conclude the invariance of the boundary by the flux \( X(t,\cdot) \).

The proofs of the items (c) and (d) can be done exactly as the proofs of [17] Theorem 2.5 (c),(d) (or [23] Theorem 3.2 (d),(f)). Since the proof of item (d), using item (c), is very simple, for the convenience of the reader we present it here:

Let \( \mathcal{M} \) be as in the statement of item (d). Then, by definition, \( \mathcal{M} \) is the image of a map \( \psi : U \to \mathbb{R}^3_\tau \) of class \( C^\alpha \), where \( U \) is an open set of \( \mathbb{R}^k \), \( k = 1 \) or 2. Then \( \varphi_t(x) = X(t,\psi(x)) \) is a parametrization of \( X(t,\mathcal{M}) \) and, by item (c), we have \( |\varphi_t(x) - \varphi_t(y)| = |X(t,\psi(x)) - X(t,\psi(y))| \leq C|\psi(x) - \psi(y)|^{\gamma - k\gamma} \leq C|x - y|^{\alpha \gamma - k\gamma} \), which ends the proof.
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