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Abstract

Many real-world applications have the time-linkage property, and the only theoretical analysis is recently given by Zheng, et al. (TEVC 2021) on their proposed time-linkage OneMax problem, $\text{OneMax}_{(0,1^n)}$. However, only two elitist algorithms ($1 + 1$) EA and $(\mu + 1)$ EA are analyzed, and it is unknown whether the non-elitism mechanism could help to escape the local optima existed in $\text{OneMax}_{(0,1^n)}$. In general, there are few theoretical results on the benefits of the non-elitism in evolutionary algorithms. In this work, we analyze on the influence of the non-elitism via comparing the performance of the elitist ($1 + \lambda$) EA and its non-elitist counterpart $(1, \lambda)$ EA. We prove that with probability $1 - o(1)$ ($1 + \lambda$) EA will get stuck in the local optima and cannot find the global optimum, but with probability 1, $(1, \lambda)$ EA can reach the global optimum and its expected runtime is $O(n^{3+c}\log n)$ with $\lambda = c\log\frac{e}{n}$ for the constant $c \geq 1$. Noting that a smaller offspring size is helpful for escaping from the local optima, we further resort to the compact genetic algorithm where only two individuals are sampled to update the probabilistic model, and prove its expected runtime of $O(n^3\log n)$. Our computational experiments also verify the efficiency of the two non-elitist algorithms.

\textsuperscript{*}Corresponding author
1 Introduction

The time-linkage property, where the objective value depends on not only the current solution but also the historical ones, was first introduced to the evolutionary optimization community by Bosman [Bos05]. Many real-world optimization problems have this property [Ngu11], however, the theoretical analysis is quite few. Recently, Zheng, et al. [ZCY21] designed a time-linkage OneMax problem, OneMax\(_{(0,1^n)}\), which is based on the OneMax problem for the current time step but with an opposite preference of the first dimension of the immediate previous time step. The algorithms they discussed assume that the fitness is always computed based on the current stored individual, not the last evaluated individual. They proved that with probability of \(1 - o(1)\), the \((1 + 1)\) EA will get stuck in one of two possible local optima, and cannot reach the global optimum. They also proved that introducing a not so small parent population size can significantly improve the probability of reaching the global optimum to \(1 - o(1)\), and condition on an event that happens with \(1 - o(1)\) probability, \((\mu + 1)\) EA can reach the global optimum in expected \(O(n^2)\) fitness evaluations.

Given the analysis in [ZCY21], we could arrive at that the essential reason that \((1 + 1)\) EA cannot leave the local optima once it reaches them stems from searching in the space \(\{0, 1\}^n\) but expecting reaching the optimum in the space of \(\{0, 1\}^{n+1}\) when encoding the solution in an \(n\)-dimensional bit string, storing the previous solution, and solving the OneMax\(_{(0,1^n)}\) problem in the offline mode. In more details, putting the first bit position value space together with the current search space \(\{0, 1\}^n\) is indeed the \(\{0, 1\}^{n+1}\) space, and the aim is to find \(0(1^n)\).

For the OneMax\(_{(0,1^n)}\) problem, since the fitness of \(\{0\} \times \{1\} \times \{0, 1\}^{n-1}\) is always greater than the fitness of \(\{1\} \times \{0, 1\}^n\), when \((0(1^n))\), \(* \in \{0, 1\}^{n-1} \setminus \{1^{n-1}\}\) is reached, any offspring generated from this point is in \(\{1\} \times \{0, 1\}^n\), and thus cannot enter into the population if the elitist selection is used, and the stagnation happens. Since \((1(1^n))\) is the local optimum for \(\{1\} \times \{0, 1\}^n\), if it is reached, any offspring generated from this point is in \(\{1\} \times \{0, 1\}^n\), and thus also cannot enter into the population if the elitist selection is used, and the stagnation happens. [ZCY21] proved a \(1 - o(1)\) probability of getting stuck for the \((1 + 1)\) EA, and introducing a not small parent population can reduce the stagnation probability to \(o(1)\).

We note that some prediction on the future fitness might help to tackle the difficulty caused by the time-linkage property [Bos05], but similar to [ZCY21], this work only focuses on how the basic evolutionary algorithms react to the time-linkage property without such advanced handling on the fitness. In this work, we first proved that introducing a non-trivial offspring population does not help to

\[1\] Although the title of this literature is for the continuous optimization, its survey contains both continuous and discrete time-linkage real-world optimization problems.
avoid reaching the local optima that could result in the stagnation for the elitist algorithms. More specifically, we proved that similar to \((1 + 1)\) EA, \((1 + \lambda)\) EA with \(1 - o(1)\) probability will get stuck in one of the two possible local optima, see Theorem 6. Using the language we summarized above, we could give a more intuitive explanation here on why the introduction of the offspring population cannot help to reach the global optimum. The offspring population will result in a stronger selection pressure to make the first bit with value 1 than the \((1 + 1)\) EA. When starting from the space of \(\{1, 0\} \times \{0, 1\}^{n-1}\), the process with a high probability falls into \((0(1^*)), * \in \{0, 1\}^{n-1}\) if the population size is not overly large, and when starting from \(\{1\} \times \{1^*\}, * \in \{0, 1\}^{n-1}\) the process might move to \(\{1\} \times \{0^*\}, * \in \{0, 1\}^{n-1}\) when there are sufficient 0s in the search point and eventually falls into \((0(1^*)), * \in \{0, 1\}^{n-1} \setminus \{1^{n-1}\}\) with a high probability, or might stay in \(\{1\} \times \{1\} \times \{0, 1\}^{n-1}\) and finally reach the \((1(1^n))\) with a high probability.

As non-elitism is often regarded as a mechanism of escaping from local optima although with little theoretical evidence (see Section 2.2 for the literature review), we considered the situation for solving the time-linkage \textsc{OneMax}_{(0,1^n)}. As a comparison to the \((1 + \lambda)\) EA, we pointed out that the \((1, \lambda)\) EA can reach the global optimum with probability 1. It can be intuitively explained for the \((1, \lambda)\) EA, and also for other non-elitist algorithms. Since the non-elitist algorithms can accept the inferior solutions to the best-so-far one, they could have a positive probability of moving from the current \(\{a\} \times \{0, 1\}^n, a \in \{0, 1\}\) to any subspace \(\{b\} \times \{0, 1\}^n, b \in \{0, 1\}\), and thus could reach the optimum of the space \(\{0, 1\} \times \{0, 1\}^n\). We further proved that the expected runtime of the \((1, \lambda)\) EA is \(O(n^{3+c} \log n)\) when we take the offspring population size \(\lambda = c \log \frac{n}{e} n\) for any constant \(c \geq 1\), see Theorem 10. Beyond the comma selection, noting that the less generated mutants, the larger probability to leave the local optimum once reached, we resorted to a more general non-elitist algorithm, the compact genetic algorithm (cGA) in which only two individuals are sampled to update the probabilistic model, and proved that it could reach the optimum of the \textsc{OneMax}_{(0,1^n)} in expected \(O(n^{2.5} \mu)\) runtime for the population size \(\mu \in \Omega(\sqrt{n \log n}) \cap \text{Poly}(n)\), see Theorem 12. Our computational experiments also confirm the efficiency of the \((1, \lambda)\) EA and the cGA, especially the superiority of the cGA, together with the non-convergence to the optimum of the \((1 + \lambda)\) EA.

The results that the non-elitism helps in the time-linkage problem is interesting and could be regarded a scenario for the advantage of the non-elitism as there is a long discussion in the evolutionary computation theory about the runtime benefit of the non-elitism, see the survey in [Doe20a] and more details in Section 2.2.

The reminder of this paper is organized as follows. The time-linkage \textsc{OneMax}_{(0,1^n)} and the literature review for the non-elitist theory are introduced
in Section 2. Section 3 discusses the performance of the elitist \((1 + \lambda)\) EA, and Sections 4 and 5 show the benefits of the non-elitist \((1, \lambda)\) EA, and the cGA respectively. Our experimental verification is given in Section 6, and Section 7 concludes this work.

2 Preliminaries

2.1 OneMax\(_{(0,1^n)}\)

The time-linkage problem is the category of the optimization problems in which the objective function relies not only on the current solution, but also the historical ones [Bos05]. In [ZCY21], the general time-linkage pseudo-Boolean problem \(F: \{0,1\}^n \times \cdots \times \{0,1\}^n \rightarrow \mathbb{R}\) is defined by

\[
F(x_{t0}, \ldots, x_{t0+\ell}) = \sum_{t=0}^{\ell} F_t(x_{t0+t}; x_{t0}, \ldots, x_{t0+t-1})
\]

for consecutive \(x_{t0}, x_{t0+1}, \ldots, x_{t0+\ell}\) where \(\ell \in \mathbb{N}\) and could be infinite, and \(x_{t0+t}\) in \(F_t\) is separated by a semicolon to indicate that it is the solution for the current time and others are the time-linkage historical solutions. To simplify the analysis and to aggressively (with overwhelming opposite weight for the immediate previous solution) show the difficulty that the time-linkage property could bring, Zheng, et al. [ZCY21] proposed the time-linkage version of the well-analyzed OneMax problem, the OneMax\(_{(0,1^n)}\) problem, which specifies (1) by \(\ell = 1, F_0(x_{t0}) = -nx_{t0}1\), and \(F_1(x_{t0+1}; x_{t0}) = \sum_{i=1}^{n} x_{i}t0+1\). The formal maximization of the OneMax\(_{(0,1^n)}\) problem \(f: \{0,1\} \times \{0,1\}^n \rightarrow \mathbb{Z}\) is defined by

\[
f(x_{t-1}, x_{t}) = \sum_{i=1}^{n} x_{i}t - nx_{1}^{t-1}
\]

for two consecutive \(x_{t-1} = (x_{1}^{t-1}, \ldots, x_{n}^{t-1})\) and \(x_{t} = (x_{1}^{t}, \ldots, x_{n}^{t}) \in \{0,1\}^n\). Clearly, when we maximize the problem, the first bit position in the last time step prefers the 0, and it is opposite to the preference of 1 for the current first bit position, which might cause the possible difficulties for the optimization. Note that although [ZCY21] discussed solving the time-linkage problem in both offline and online modes, the online mode they discussed is just for the \((1+1)\) EA and somehow reused the analysis for the offline mode, see more details in [ZCY21]. Hence, in the reminder of this paper, we just restrict ourselves to consider the \(n\)-bit string encoding for the offline mode, that is, we encode the \(n\)-bit string for
the current solution that could be evolved by the variation (mutation) operator and store the solution of the immediate previous time for the time-linkage fitness evaluation. The global optimum for the OneMax\(_{(0,1^n)}\) problem is the current solution being \(1^n\) condition on that the first bit value of the immediate previous time is 0. Since for such encoding in the offline mode we consider, the time in the time-linkage problem is identical to the generation for the evolutionary algorithms, we will not distinguish them in this paper.

### 2.1.2 Local Optima Issue

For the OneMax\(_{(0,1^n)}\) problem, we only encode the current solution in an \(n\)-bit string, and expect to find \(1^n\) at the current time step and require the first bit value 0 of the immediate previous time, that is, we expect an optimum in \(\{0, 1\}^{n+1}\) space but the search process only happens in the subspace \(\{0, 1\}^n\). To help our understanding, we show a small example for the \((1 + 1)\) EA on the OneMax\(_{(0,1^n)}\) problem. Let’s put the first bit value of the immediate previous time together with the current solution, that is, we say the whole space is \(\{0, 1\}^{n+1}\) where the first dimension is for the first bit value of the immediate previous time, and the optimum is \(0(1^n)\) where the pair of the brackets in \(1^n\) is just a notation to indicate these dimensions are for the current solution. Assume in a certain step of the \((1 + 1)\) EA, we start from a search point \(X = (10^n-1)\), the search (variation) only happens in the \(n\)-dimensional subspace of \(\{0, 1\}^{n+1}\), that is \(\{1\} \times \{0, 1\}^n\).

As shown in [ZCY21], the \((1 + 1)\) EA will encounter the following two stagnation cases when the algorithm gets stuck and cannot escape.

**Lemma 1** (Lemma 3 in [ZCY21]). Let \(X^0, X^1, \cdots\) be the solution sequence generated by the \((1 + 1)\) EA on the OneMax\(_{(0,1^n)}\) problem. Denote

- Event I: There is a \(g_0 \in \mathbb{N}\) such that \((X^{g_0-1}, X^{g_0}) = (0, 1)\) and \(X^{g_0}_{[2..n]} \neq 1^{n-1}\),
- Event II: There is a \(g_0 \in \mathbb{N}\) such that \((X^{g_0-1}, X^{g_0}) = (1, 1^n)\).

Then if at a certain generation among the solution sequence, Event I or Event II happens, then \((1 + 1)\) EA cannot find the optimum of OneMax\(_{(0,1^n)}\) in an arbitrary long runtime afterwards.

Here we give a straightforward explanation of the local optima with the above language of searching in \(\{0, 1\}^n\) with expectation of finding the optimum in \(\{0, 1\}^{n+1}\). Event I corresponds to \((0(1^*)\) where \(* \in \{0, 1\}^{n-1}\) and \(* \neq 1^{n-1}\). Then the search space is \(\{1\} \times \{0, 1\}^n\) as any variation starting from \(X^{g_0}\) will have \(X^{g_0}_1 = 1\) as the stored first bit value of the immediate previous time for the OneMax\(_{(0,1^n)}\) fitness evaluation. However, the optimal solution in \(\{1\} \times \{0, 1\}^n\)
is \((1(1^n))\) and the corresponding \(\text{OneMax}_{(0,1^n)}\) value is 0, which is less than the \(\text{OneMax}_{(0,1^n)}\) value of at least 1 for \((0(1^*))\). Thus \((0(1^*))\) is a local optimum.

*Event II* corresponds to \((1(1^n))\). It is a local optimum since the search space is \(\{1\} \times \{0,1\}^n\) and itself is the optimum of such a subspace.

With the above language, we could describe the results shown in [ZCY21]. The \((1 + 1)\) EA will get stuck in one of the two local optima with probability of \(1 - o(1)\) w.r.t. the problem size \(n\). For the \((\mu + 1)\) EA, one the one hand, the \(\{1\} \times \{0,1\}^n\) search space will diminish due to its poor fitness value. On the other hand, the not small parent population size can avoid the local optima \((0(1^*))\) taking over the whole population with \(1 - o(1)\) probability, thus it can find the global optimum with a high probability.

For ease of discussion, we will call \((0(1^*))\) and \((1(1^n))\) the two local optima corresponding to *Event I* and *Event II*, even when they are not actual local optima for some of the algorithms discussed in this paper.

### 2.2 Literature Review on Non-Elitist Theory

In comparison to the prosperous theoretical work on the elitist evolutionary algorithms, the theory for the non-elitist evolutionary algorithms has been few. Recently, in his work about the classic non-elitist \((\mu, \lambda)\) EA on the JUMP function, Doerr [Doe20a] conducted a thorough survey on the theory for the classic non-elitist evolutionary algorithms, such as \((1, \lambda)\) EA and \((\mu, \lambda)\) EA. He divided the non-elitist theoretical work into three categories.

- When the selection pressure is low, the classic non-elitist evolutionary algorithms need exponential runtime. See the literatures mentioned in [Doe20a]. This category points the negative evidence of the classic non-elitist evolutionary algorithms.

- When the selection pressure is high, the classic non-elitist evolutionary algorithm behaves similarly to its elitist counterpart and is essentially a pseudo-elitist algorithm. See the literatures mentioned in [Doe20a]. This category suggests the similar performance of the classic non-elitist evolutionary algorithms to their elitist counterparts.

- Only two works [GKS99, JS07] show the examples for the benefit of the non-elitism. Garnier, et al. [GKS99] proved that for a deceptive function the runtime for the \((1, 1)\) EA is \(O(2^n)\) while the elitist algorithms typically require \(n^{\Theta(n)}\). As pointed in [Doe20a], this example from [GKS99] is an extreme case since \((1, 1)\) EA actually performs a random walk and has no selection. A truly non-trivial example is given by Jagerskupper and Storch in [JS07]. They proved that for the \(\text{CLIFF}\) function with length \(\frac{n}{3}\), the optimization
time of the \((1, \lambda)\) EA with \(\lambda \geq 5 \ln n\) is \(e^{5\lambda}\) while it is at least \(n^{\lambda/4}\) for the \((1 + \lambda)\) EA with any offspring size \(\lambda\).

From the above literature review, we could easily see that there is few work \[GKS99, JS07\] supporting the strength of the non-elitism mechanism. Our result of \(O(n^{3+c \log n})\) for the expected runtime of the \((1, \lambda)\) EA with \(\lambda = c \log e^{-1} n\) for constant \(c \geq 1\) on the \textsc{OneMax\(_{(0,1^v)}\)} (Theorem \[19\]), comparing with that its elitist counterpart \((1 + \lambda)\) EA cannot reach the optimum with probability of \(1 - o(1)\) (Theorem \[8\]), will give one such positive evidence for the possible benefits of the classic non-elitist evolutionary algorithms.

Besides the classic non-elitist evolutionary algorithms, there are some literatures about other non-elitist randomized search heuristics, such as Metropolis algorithm, strong-selection-weak-mutation, and artificial immune systems, see \[JW07, LOW19, PHST17, OPH+18, COY18, COY20\], but since our main contribution of this work is based on the classic evolutionary algorithm, we will not discuss them in details here.

For one exception, we would like to briefly list some positive results for the estimation-of-distribution algorithms (EDAs) \[Dro06, CTCY10, KW20\], which are more general non-elitist algorithms \[Doe20a\], on the difficult problems, as we will discuss the compact genetic algorithm (cGA), one kind of EDAs, on the \textsc{OneMax\(_{(0,1^v)}\)} problem in Section 5. For the \textsc{OneMax} with additive centered Gaussian noise with variance \(\sigma^2\), Friedrich, et al. \[FKKS17\] proved a runtime of \(O(\mu \sigma^2 \sqrt{n} \log \mu n)\) with high probability for the cGA with population size \(\mu = \omega(\sigma^2 \sqrt{n} \log n)\), while the simple hillclimber with a high probability cannot find the optimum in polynomial time for \(\sigma^2 > 2\) (a similar result holds for the \((1 + 1)\) EA \[GK16\]), and with a high probability the \((\mu + 1)\) EA with \(\mu \in \omega(1) \cap \text{Poly}(n)\) cannot find the optimum in polynomial time for \(\sigma^2 \geq (na)^2\) for some \(a \in \omega(1)\). For the well-analyzed multi-modal \textsc{Jump} function with jump size \(k = o(n)\), Hasenöhrl and Sutton \[HS18\] proved the runtime of \(O(\mu n^{1.5} \ln n)\) with a high probability for the cGA with \(\mu = \Omega(ne^{4k} + n^{3.5+\epsilon})\) for any small positive \(\epsilon\). An improved runtime of \(O(n \log n)\) with high probability for \(\mu = \sqrt{n} \ln n\) when \(k \leq \frac{1}{30} \ln n - 1\) was given in \[Doe20\], while the lower bound of \(n^k\) is held for the \((1 + 1)\) EA \[DJW02\] and the \((\mu + \lambda)\) EA and even \((\mu, \lambda)\) EA \[Doe20a\]. For the recently proposed DLB \[LN19\] function, Doerr and Krejca \[DK20\] proved a runtime of \(O(n^2 \ln n)\) with high probability for the univariate marginal distribution algorithm, one kind of EDAs, with \(\mu = \Theta(n \ln n)\), while the classic evolutionary algorithms need \(O(n^3)\) in Lehre and Nguyen’s work \[LN19\].
3 (1 + λ) EA Cannot Find the Global Optimum

3.1 (1 + λ) EA

The original (1 + λ) EA was originally designed for the problems without time-linkage property. As discussed in Section 2.1 in this paper we consider the n-bit string encoding for the offline mode. Similar to the modification to the (1 + 1) EA and (μ + 1) EA in [ZCY21], in order to tackle the time-linkage OneMax problem, we encode an n-bit string for the current solution, and store the immediate previous solution for the fitness evaluation. The other procedure is identical to the original (1 + λ) EA. The pseudo-code is shown in Algorithm 1. The global optimum in this case is $X^*_g = (1^n)$ condition on $X_{g^{-1}}^* = 0$ for a certain generation $g^*$.

Algorithm 1 (1 + λ) EA to maximize fitness function $f$ requiring two consecutive time steps

1: Generate the random initial two generations $X^0 = (X^0_1, \ldots, X^0_n)$ and $X^1 = (X^1_1, \ldots, X^1_n)$
2: for $g = 1, 2, \ldots$ do
3:   $%%$ Mutation
4:   Independently generate $\tilde{X}^{(1)}_g, \ldots, \tilde{X}^{(\lambda)}_g$, each via independently flipping each bit value of $X^g$ with probability $1/n$
5:   $%%$ Selection
6:   Let $S = \{\tilde{X}^{(i)}_g | i \in [1..\lambda], \forall j \in [1..\lambda], f(X^g, \tilde{X}^{(i)}_g) \geq f(X^g, \tilde{X}^{(j)}_g)\}$, and from $S$ uniformly at random select one element, denoted as $\tilde{X}^g$
7:   if $f(X^g, \tilde{X}^g) \geq f(X^{g-1}, X^g)$ then
8:     $X^{g+1} = \tilde{X}^g$
9:   else
10:     $X^{g+1} = X^g$ and $X^g = X^{g-1}$.
11: end if
12: end for

3.2 Convergence Analysis

In this subsection, we will analyze the convergence of the (1 + λ) EA. As discussed in Section 2.1 there are two kinds of local optima, one is $(0(1^*))$, $* \in \{0, 1\}^{n-1} \setminus \{1^{n-1}\}$ that the first bit value of the immediate previous time becomes 0 and the first bit value of the current time is 1 before the optimum is found, the other is $(1(1^n))$ that the first bit value of the immediate previous time becomes 1 and the current solution is $1^n$. With the same reason discussed in Section 2.1 it is not difficult to see that once the (1 + λ) EA reaches one of the two, the algorithm will
get stuck and cannot find the optimum further. In the following, we will show that with high probability, one of the two kinds of local optima will be reached and the algorithm cannot find the optimum.

Firstly, the following lemma estimates the probability of $|\tilde{X}^g| - |X^g| < \ln \lambda$ condition on the event that $|\tilde{X}^g| > |X^g|$.  

**Lemma 2.** Let $\lambda \geq e^c$. Suppose $\tilde{X}^g, g > 0$ is generated from $X^g$ via Steps 3-4 in Algorithm 1. Let $a$ be the number of zeros in $X^g$. Then we have

$$\Pr[|\tilde{X}^g| - |X^g| < \lfloor \ln \lambda \rfloor | |\tilde{X}^g| > |X^g|] \geq 1 - \frac{\lambda(n\epsilon + a\lambda)a^{\ln \lambda - 1}}{(n \ln \lambda)^{\ln \lambda}}.$$ 

**Proof.** We calculate

$$\Pr[|\tilde{X}^g| - |X^g| \geq \lfloor \ln \lambda \rfloor] \leq 1 - \left(1 - \frac{a}{\lfloor \ln \lambda \rfloor} \left(1 - \frac{1}{n} \right)^{\ln \lambda}\right)^{\lfloor \ln \lambda \rfloor} \leq \lambda \left(\frac{ea}{n \lfloor \ln \lambda \rfloor}\right)^{\lfloor \ln \lambda \rfloor} \leq \lambda \left(\frac{ea}{n \ln \lambda}\right)^{\ln \lambda} = \left(\frac{e^2 a}{n \ln \lambda}\right)^{\ln \lambda},$$

where the last inequality uses $n \lfloor \ln \lambda \rfloor \geq en \geq ea$ from $\lambda \geq e^c$, and

$$\Pr[|\tilde{X}^g| > |X^g|] \geq 1 - \left(1 - a \frac{1}{n} \left(1 - \frac{1}{n} \right)^{n-1}\right)^{\ln \lambda} \geq 1 - \left(1 - \frac{a}{ne}\right)^{\ln \lambda} \geq 1 - \frac{1}{1 + \frac{a\lambda}{ne}} = \frac{a\lambda}{ne + a\lambda}.$$

Then we have

$$\Pr[|\tilde{X}^g| - |X^g| \geq \lfloor \ln \lambda \rfloor | |\tilde{X}^g| > |X^g|] = \frac{\Pr[|\tilde{X}^g| - |X^g| \geq \ln \lambda]}{\Pr[|\tilde{X}^g| > |X^g|]} \leq \frac{\left(\frac{e^2 a}{n \ln \lambda}\right)^{\ln \lambda}}{\frac{a\lambda}{ne + a\lambda}} = \frac{\lambda(n\epsilon + a\lambda)a^{\ln \lambda - 1}}{(n \ln \lambda)^{\ln \lambda}}. \quad \square$$

There are four possible initial situations for the pair of $X^0_1$ and $X^1_1$, $(0, 1), (0, 0), (1, 0), \text{and} (1, 1)$. Due to the random initialization, with probability at least $1 - \exp(-(n - 1)/8)$, we know that $\sum_{i=2}^n X^1_i < \frac{3}{4} n$ happens. Hence, if $(X^0_1, X^1_1) = (0, 1)$, then $(0(1*))_* \in \{0, 1\}^{n-1} \setminus \{1^{n-1}\}$ local optimum is already reached.

If $(X^0_1, X^1_1) = (0, 0)$, we just consider the subprocess on the generations in which a strict increase of the number of 1s happens, and we could show that before the number of 0s decreases from $[n\epsilon, n\epsilon + \ln \lambda]$ for some constant $c < 0.5$ to $[\ln \lambda, 2 \ln \lambda]$, with probability $1 - o(1)$, the first bit value will change from 0 to 1. See Lemma 3.
Lemma 3. Consider using $(1 + \lambda)$ EA to optimize the $n$-dimensional \textsc{OneMax}_{(0,1^c)}$ problem. Given any $c < 0.5$, let $\ln \lambda \leq n^c$ and $\lambda \geq e^c$. If $(X_0^0, X_1^0) = (0, 0)$, then with probability at least $1 - \frac{2\ln \lambda}{n} - 3n \left(\frac{2 \lambda^2}{n^{1-c} \ln \lambda}\right)^{\ln \lambda}$, $(0(1*))$ local optima will be reached at one certain generation starting from such initialization.

Proof. Starting from $(X_0^0, X_1^0) = (0, 0)$, we could assume that $X_1^1, \ldots, X_{g_0}^n$ all take the value of 0 when the number of 0s of the $\{2, \ldots, n\}$ bit positions of $X_0^0$, denoted as $a$, is in $[n^c, n^c + \ln \lambda]$ for any given constant $c < 0.5$. Otherwise, $(0(1*))$ local optima is already reached at some generation $g' < g_0$. We start from such situation that $a \in [n^c, n^c + \ln \lambda]$.

Under the condition that the number of 1s in the individual increases by at least 1 in one generation, we suppose that the number of bits changing from 0 to 1 in this generation is $m$, and the number of 1s increases by $m'$. Then $1 \leq m' \leq m \leq a$ and the probability that the first bit contributes one 0 is

$$
\frac{\binom{a-1}{m}}{\binom{a}{m}} = \frac{m'}{a}.
$$

For the subprocess that the number of 1s in the individual increases by at least 1 in one generation, we consider the number of 0s decreases from $[n^c, n^c + \ln \lambda]$ to $[\ln \lambda, 2\ln \lambda]$. Let $a_1, \ldots, a_k$ for some $k \in \mathbb{N}$ be such sequence of the number of 0s. With Lemma 2, we know the probability of the first bit value changing from 0 to 1 before the rest bit values all become 1 is at least

$$
\left(\prod_{i=1}^{k-1} \left(1 - \frac{\lambda (n^c + a_i \lambda) a_i^{\ln \lambda - 1}}{(n \ln \lambda)^{\ln \lambda}}\right)\right) \left(1 - \prod_{i=1}^{k-1} \left(1 - \frac{a_i - a_{i+1}}{a_i}\right)\right)
$$

$$
= \left(\prod_{i=1}^{k-1} \left(1 - \frac{\lambda (n^c + a_i \lambda) a_i^{\ln \lambda - 1}}{(n \ln \lambda)^{\ln \lambda}}\right)\right) \left(1 - \frac{a_k}{a_1}\right)
$$

$$
\geq \left(1 - \frac{\lambda (n^c + 2n^c \lambda) a_1^{\ln \lambda - 1}}{(n \ln \lambda)^{\ln \lambda}}\right)^{k-1} \left(1 - \frac{2 \ln \lambda}{n^c}\right)
$$

$$
\geq \left(1 - \frac{\lambda (n^c + 2n^c \lambda)(2n^c)^{\ln \lambda - 1}}{(n \ln \lambda)^{\ln \lambda}}\right)^{2n^c} \left(1 - \frac{2 \ln \lambda}{n^c}\right)
$$

$$
\geq 1 - \frac{2 \ln \lambda}{n^c} - \frac{2n^c \lambda (n^c + 2n^c \lambda)(2n^c)^{\ln \lambda - 1}}{(n \ln \lambda)^{\ln \lambda}}
$$

$$
\geq 1 - \frac{2 \ln \lambda}{n^c} - 3n \left(\frac{2 \lambda^2}{n^{1-c} \ln \lambda}\right)^{\ln \lambda},
$$

where the first inequality uses $\ln \lambda \leq n^c$ and the last inequality uses $ne + 2n^c \lambda \leq 3n\lambda$ from $\lambda \geq e^c$. 

\qed
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If \((X_0^0, X_1^1) = (1, 0)\), then any possible generated \(\tilde{X}^1\) can enter in the next generation, that is, \(X^2 = \tilde{X}^1\). Since with probability of \(1 - o(1)\), the number of 0s will be greater than \(n^c + \ln \lambda\) and thus \(X^2 \neq 1^n\), the process turns to the \((0, 0)\) case discussed in Lemma 3. Hence, we have the following lemma.

**Lemma 4.** Given any \(c < 0.5\), let \(n \in \mathbb{N}\) with \(n^{1-c} \geq 16\), \(\ln \lambda \leq n^c\) and \(\lambda \geq e^c\). Consider using \((1 + \lambda)\) EA to optimize the \(n\)-dimensional \(\text{OneMax}_{(0,1^n)}\) problem. If \((X_0^0, X_1^1) = (1, 0)\) and \(\sum_{i=2}^{n} X_i^1 < \frac{3}{4} n\), then with probability at least \(1 - 2n^c\lambda \left(\frac{2e}{\lambda}\right)^{n/8} - 2ln\lambda - 3n \left(\frac{2e^2}{n^{1-c} \ln \lambda}\right)^{\ln \lambda}, (0(1*))\) local optima will be reached at one certain generation starting from such initialization.

**Proof.** Since \((X_0^0, X_1^1) = (1, 0)\), we know that any generated \(\tilde{X}^1\) will have the fitness value \(f(X^1, X^1) \geq 0 > f(X^0, X^1)\), and thus surely becomes \(X^2\). Since \(\sum_{i=2}^{n} X_i^1 < \frac{3}{4} n\), denoting \(a\) as the number of 0s in \(X_{[2..n]}^1\) we know that

\[
\Pr \left[ |X_{[2..n]}^2| < n - 1 - a - n^c - \ln n \right] \geq \Pr \left[ |X_{[2..n]}^2| < n - 1 - a - 2n^c \right]
\]

\[
\geq \left( 1 - \sum_{k=a-2n^c+1}^{a} \left( \frac{a}{k} \right)^{\lambda} \right) \geq \left( 1 - \sum_{k=a-2n^c+1}^{a} \left( \frac{ea}{nk} \right)^{\lambda} \right)
\]

\[
\geq \left( 1 - 2n^c \left( \frac{ea}{n(a-2n^c+1)} \right)^{\lambda} \right) \geq \left( 1 - 2n^c \left( \frac{2e}{n} \right)^{\frac{1}{2}(a+1)} \right)^{\lambda}
\]

\[
\geq 1 - 2n^c \lambda \left( \frac{2e}{n} \right)^{\frac{1}{2}(a+1)} \geq 1 - 2n^c \lambda \left( \frac{2e}{n} \right)^{n/8},
\]

where the antepenultimate inequality uses \(2n^c \leq \frac{1}{2} \cdot \frac{1}{2} n \leq \frac{1}{2} (a+1)\) for \(n^{1-c} \geq 16\), and the last inequality uses \(a + 1 \geq \frac{1}{2} n\) from \(\sum_{i=2}^{n} X_i^1 < \frac{3}{4} n\). Condition on that there are at least \(n^c + \ln n\) zeros in \(X_{[2..n]}^2\), if \(X_i^2 = 1\), then \(0(1*)\) local optima is already reached. Otherwise the following process is identical to the one discussed in Lemma 3. Hence, the probability that \((0(1*))\) local optima will be reached at one certain generation starting from such initialization is at least

\[
\left( 1 - 2n^c \lambda \left( \frac{2e}{n} \right)^{n/8} \right)
\]

\[
\cdot \left( \Pr[X_1^2 = 1] + (1 - \Pr[X^2_1 = 1]) \left( 1 - 2\ln \lambda \cdot \left( \frac{2e}{n^{1-c} \ln \lambda} \right)^{\ln \lambda} \right) \right)
\]

\[
\geq 1 - 2n^c \lambda \left( \frac{2e}{n} \right)^{n/8} - 2 \ln \lambda - 3n \left( \frac{2e^2}{n^{1-c} \ln \lambda} \right)^{\ln \lambda}.
\]

If \((X_0^0, X_1^1) = (1, 1)\), then if the first bit value changes from 1 to 0 in some generation before the number of 0s decreases to \(n^c\), the further process turns to
the (1, 0) case and then (0, 0) case, and thus with probability of $1 - o(1)$, (0(1*)) local optima will be reached in some future generation. Otherwise, if the first bit value stays at 1 when the number of 0s decreases to $n^c$, then with high probability, the first bit stays at 1 when the rest $n-1$ bits all have the value of 1. See Lemma 5.

**Lemma 5.** Given any $c < 0.5$, let $n \in \mathbb{N}$ with $n^{1-c} \geq 16$, $\ln \lambda \leq n^c$ and $\lambda \geq e^c$. Consider using $(1 + \lambda)$ EA to optimize the $n$-dimensional $\text{OneMax}_{[0,1^*]}$ problem. If $(X_0^g, X_1^g) = (1, 1)$, then with probability at least $1 - 2n^c \lambda \left(\frac{n}{e}\right)^{n/8} - \frac{2\ln \lambda}{n} - 3n \left(\frac{2\ln \lambda}{n^{1-c} \ln \lambda}\right)^{\ln \lambda} - \frac{\lambda}{n^{2-c}} - (n-1)e^{-n^c}$, $(0(1*))$ or $(1(1^n))$ local optima will be reached at one certain generation starting from such initialization.

**Proof.** Starting from $(X_0^1, X_1^1) = (1, 1)$, we could assume that $X_1^g, \ldots, X_i^g$ all take the value of 1 when the number of 0s of the $\{2, \ldots, n\}$ bit positions of $X_i^g$, denoted as $a$, is not greater than $n^c$ for any given constant $c < 0.5$. Otherwise, $(X_i^g-1, X_i^g) = (1, 0)$ will happen at some generation $g' < g_0$, and we just turn to the case discussed in Lemma 3.

Condition on that the first bit value stays at 1, let $\hat{T}$ be the time that the rest $n-1$ bit values all become 1. Suppose that the process is in the $g$-th generation. Let $Y$ be a random variable that is generated from $X_i$ via the standard bit-wise mutation, and any subset $S \in [1..n]$. It is not difficult to see that $|\hat{X}_S|$ stochastically dominates $|Y_S|$. Then for a certain bit position $i_0 \in [2..n]$, let $S = [2..n] \setminus \{i_0\}$, and we have

$$\Pr[|\hat{X}_S| \geq |X_i^g|] \geq \Pr[|Y_S| \geq |X_i^g|] \geq \left(1 - \frac{1}{n}\right)^{n-2}.$$ 

In this case, the bit position $i_0$ is neutral and the probability of being 1 condition on $|\hat{X}_S| \geq |X_i^g|$ is $\frac{1}{n}$. Hence, the probability that the $i_0$-th bit value becomes 1 is at least $\frac{1}{n} \left(1 - \frac{1}{n}\right)^{n-2}$. Then the event that the $i_0$-th bit value stays at 0 in $t$ generations is at most

$$\left(1 - \frac{1}{n} \left(1 - \frac{1}{n}\right)^{n-2}\right)^t \leq \left(1 - \frac{1}{en}\right)^t,$$

and a union bound gives

$$\Pr[\hat{T} > n^{1+c} \mid \text{the first bit value stays at 1}] \leq (n-1) \left(1 - \frac{1}{en}\right)^{n^{1+c}} \leq (n-1)e^{-n^c}.$$ 

Since the probability for $X_i^{g+1} = \hat{X}_i^g$ with $\hat{X}_i^g = 0$ for any $g \geq g_0$ is at most

$$\lambda \frac{1}{n} \leq \frac{1}{n},$$

where $a$ is the number of 0s in $X_i^g$, we know that the probability that

\footnote{See more about stochastic dominance in \cite{Doe19}.}
(1(1^n)) local optimum is reached within \( n^{1+c} \) generations is at least

\[
\left(1 - \frac{\lambda}{n^{2-c}}\right)^{n^{1+c}} \left(1 - (n - 1)e^{-\frac{nc}{2}}\right) \geq 1 - \frac{\lambda}{n^{1-2c}} - (n - 1)e^{-\frac{nc}{2}}.
\]

Hence, also considering the probability that (0(1*)) local optima is reached after \( g < g_0 \) with \((X_1^{g_0-1}, X_1^{g_0}) = (1, 0)\), we have the probability to get stuck is at least

\[
1 - \frac{\lambda}{n^{n/4}} - 2\frac{\ln \lambda}{n^{1/3}} - \frac{2(e^2)}{(n^{2/3} \ln \lambda)} - 3n \frac{(\frac{2e^2}{n^{1/3} \ln \lambda})^{\ln \lambda}}{\lambda n^{1/3}} - (n - 1)e^{-\frac{nc}{2}}. \tag{\ref{eq:n2} \text{□}}
\]

Now we establish the main result for the non-convergence of the \((1 + \lambda)\) EA on ONE\text{MAX}_{(0, 1^n)} with high probability.

**Theorem 6.** Let \( n \geq 64, \lambda \geq e^c \) and \( \ln \lambda \leq n^{1/3} \). Then with probability at least

\[
1 - 3n \left(\frac{2e^2}{n^{2/3} \ln \lambda}\right)^{\ln \lambda} - \frac{2 \ln \lambda}{n^{1/3}} - 3\frac{\lambda}{n^{1/3}} - (n - 1)e^{-n^{1/3}/e},
\]

the \((1 + \lambda)\) EA cannot find the optimum of the \(\text{ONE\text{MAX}}_{(0, 1^n)}\) problem.

**Proof.** It is not difficult to see that from the Chernoff inequality, we have

\[
\Pr[\sum_{i=2}^n X_i^1 \leq \frac{2}{3} n] \geq 1 - \exp(-(n - 1)/8). \quad \text{We consider the process with this initialization.}
\]

If \((X_0^1, X_1^1) = (0, 1)\), then the (0(1*)) local optima is reached already. Together with the initial cases \((X_0^1, X_1^1) = (0, 0), (1, 0),\) and \((1, 1)\) from Lemmas \(\ref{lem:3} to \ref{lem:5}\), taking \(c = 1/3\), we have the probability that the (0(1*)) or (1(1^n)) local optima is reached during the optimization process is at least

\[
\left(1 - e^{-(n - 1)/8}\right) \left(1 - 2n^{1/3} \left(\frac{2e}{n}\right)^{n/8} - \frac{2 \ln \lambda}{n^{1/3}} - 3n \left(\frac{2e^2}{n^{2/3} \ln \lambda}\right)^{\ln \lambda} - \frac{3 \lambda}{n^{1/3}} - (n - 1)e^{-n^{1/3}/e}\right)
\]

\[
\geq 1 - e^{-(n - 1)/8} - 3n \left(\frac{2e^2}{n^{2/3} \ln \lambda}\right)^{\ln \lambda} - \frac{3 \lambda}{n^{1/3}} - (n - 1)e^{-n^{1/3}/e}
\]

\[
\geq 1 - 3n \left(\frac{2e^2}{n^{2/3} \ln \lambda}\right)^{\ln \lambda} - \frac{3 \lambda}{n^{1/3}} - ne^{-n^{1/3}/e},
\]

where the first inequality uses that \(2n^{1/3} \left(\frac{2e}{n}\right)^{n/8} \leq n^{-1/3}\) when \(n \geq 64\) and \(2 \ln \lambda \leq \lambda\) for \(\lambda \geq e^c\), and the last inequality uses that \((n - 1)/8 \geq -n^{1/3}/e\) for \(n \geq 64\). \(\text{□}
\]

Note that in Theorem \(\ref{thm:6}\), we require that \(\lambda\) should not be too large, like \(\ln \lambda \leq n^{1/3}\), or more strictly, we need \(3\lambda \leq n^{1/3}\) to make the probability greater than 0. One reason for the restrictions on \(\lambda\) stems from that we consider the probability of the first bit value changing from 1 to 0, and use the uniform upper bound
\[ \frac{\lambda - \alpha}{n} \leq \frac{\lambda}{n} \] for all the number of 0s \( \alpha \leq n^c, c < 0.5 \), which is too loose for a large offspring size. When the offspring size \( \lambda \) becomes large, the high selection pressure among the offspring will be more likely to reject the one with the first bit value of 0 which contributes a \(-1\) to the fitness. Hence, we conjecture that for the large \( \lambda \), the \((1 + \lambda)\) EA cannot find the optimum of the \( \text{OneMax}_{(0,1^n)} \) problem also with \( 1 - o(1) \) probability. However, if the offspring population size becomes extremely large, then starting from the initial \( X_1^1 = 0 \), with a good chance we could generate \( \tilde{X}^1 = 1^n \) and the optimum is reached. It might need more detailed discussion in the future. Such analyses might be connected to the work of the impact of population size, such as [CTCY12, Sud20].

4 Comma Selection Can Help

4.1 \((1, \lambda)\) EA

As mentioned in Section 2.2, this paper only discusses solving the \( \text{OneMax}_{(0,1^n)} \) problem in the offline mode with \( n \)-bit string encoding for the current search point and storing the previous solution for the fitness evaluation. The \((1, \lambda)\) EA algorithm for the problem requiring two consecutive time steps is similar to the traditional \((1, \lambda)\) EA algorithm, and the only difference is that the best solution of the last step is stored for the fitness evaluation. Without confusion, we still call the time-linkage version the \((1, \lambda)\) EA algorithm. See Algorithm 2 for details. The global optimum in this case is that \( \tilde{X}^g = 1^n \) condition on \( X_1^g = 0 \).

**Algorithm 2** \((1, \lambda)\) EA to maximize fitness function \( f \) requiring two consecutive time steps

1: Generate the random initial two generations \( X^0 = (X^0_1, \ldots, X^0_n) \) and \( X^1 = (X^1_1, \ldots, X^1_n) \)

2: for \( g = 1, 2, \ldots \) do

   \text{%\% Mutation}
   3: Independently generate \( \tilde{X}^{(1)}_g, \ldots, \tilde{X}^{(\lambda)}_g \), each via independently flipping each bit value of \( X^g \) with probability \( 1/n \)

   \text{%\% Selection}
   4: Let \( S = \{X^{(i)}_g \mid i \in [1..\lambda], \forall j \in [1..\lambda], f(X^g, \tilde{X}^{(i)}_g) \geq f(X^g, \tilde{X}^{(j)}_g)\} \), and from \( S \) uniformly at random select one element, denoted as \( \tilde{X}^g \)

   5: \( X^{g+1} = \tilde{X}^g \)

   end for
4.2 Convergence

Corresponding to the two local optima existed in the \((1 + 1)\) EA, since the fitness value of \(X^g\) together with its ancestor \(X^{g-1}\) does not join in the selection, we know that

- for \((0(1^*)\) local optima, that is for a certain generation \(g > 0\), \((X_1^{g-1}, X_1^g) = (0, 1)\) but \(X^g \neq 1^n\), we know that \(\tilde{X}^g\) will have a fitness \(f(X_1^g, \tilde{X}^g) \leq 0 < f(X_1^{g-1}, X_1^g)\). However, since \((X_1^{g-1}, X_1^g)\) does not join in the selection, see Step 5, \(\tilde{X}^g\) can enter into the next generation, and no stagnation happens.

- for \((1(1^n)\) local optimum, that is for a certain generation \(g > 0\), \((X_1^{g-1}, X_1^g) = (1, 1^n)\), we know that \(\tilde{X}^g \neq 1^n\) will have a fitness \(f(X_1^g, \tilde{X}^g) < 0 = f(X_1^{g-1}, X_1^g)\). However, since \((X_1^{g-1}, X_1^g)\) does not join in the selection, see Step 5, \(\tilde{X}^g\) can still enter into the next generation as in Step 5, and no stagnation happens.

Hence, we could know that with probability 1, the optimum of the \(\text{OneMax}_{(0,1^n)}\) can be reached. As a comparison with the probability of the \((1 + \lambda)\) EA stagnation in Theorem 6, we put this into the following theorem although it is trivial.

**Theorem 7.** Let \(n \in \mathbb{N}\) and \(X^0, X^1, \ldots\) be the sequence of the solutions for the \((1, \lambda)\) EA on the \(n\)-dimensional \(\text{OneMax}_{(0,1^n)}\) problem. Then with probability 1, there exists \(g_0 \in \mathbb{N}\) such that \(f(X^{g_0-1}, X^{g_0}) = n\).

Note that the probability of 1 for reaching the global optimum is not the unique property for the \((1, \lambda)\) EA, but also a general character for all non-elitist algorithms in which the inferior solution to the best-so-far one can still have a positive probability to be accepted and enter into the next generation. Using the language we discussed in Section 2.1, it can be intuitively explained that since the non-elitist algorithms can accept the inferior solutions, they could have a positive probability of moving from the current \(\{a\} \times \{0, 1\}^n, a \in \{0, 1\}\) to any subspace \(\{b\} \times \{0, 1\}^n, b \in \{0, 1\}\), and thus could reach the optimum of the space \(\{0, 1\} \times \{0, 1\}^n\) with probability of 1.

4.3 Runtime Analysis

Although the \((1, \lambda)\) EA does not stagnate in the two local optima, it needs different iterations in expectation to leave them. The first case that \((X_1^{g-1}, X_1^g) = (0, 1)\) but \(X^g \neq 1^n\) will not be satisfied as the \((X_1^g, X_1^{g+1})\) will be \((1, \ast)\) where \(\ast\) could be 0 or 1 depending on the \(\tilde{X}^g\). But for the second case, that is, the \((1(1^n)\) local optimum, \(\tilde{X}_1^g = 0\) is the only case to leave the stagnation. Noting that the probability of reaching \(\tilde{X}_1^g = 0\) is less than the probability of \(X^{g+1} \neq X^g\), that is,
all generated \( \lambda \) offspring needs to change at least one bit value from 1 to 0, which happens with probability

\[
\left(1 - \left(1 - \frac{1}{n}\right)^n\right)^\lambda \leq \left(1 - \left(1 - \frac{1}{n}\right)\frac{1}{e}\right)^\lambda \leq \left(\frac{2e - 1}{2e}\right)^\lambda
\]

where we use \( n \geq 2 \) for the last inequality. Hence, once the second stagnation case happens, we need at least \( \left(\frac{2e}{2e-1}\right)^\lambda \) expected iterations to leave the stagnation. It is not difficult to see that from the random initialization, for any \( g > 0 \), \( X^g \) stochastically dominates the random variable \( Y \) that obeys the Bernoulli distribution with success probability of \( \frac{1}{2} \). Hence, the \( (1(1^n)) \) case happens for the first time the current solution becomes \( 1^n \) with probability at least \( \frac{1}{2} \), and then we could easily obtain the following lower bound.

**Theorem 8.** The expected number of fitness evaluations for the \((1, \lambda)\) EA reaching the optimum of the \textsc{OneMax}_{(0,1^n)} problem is \( \Omega\left(\lambda \left(\frac{2e}{2e-1}\right)^\lambda\right) \).

By Theorem 8 we could easily see that to efficiently (in polynomial time) solve the \textsc{OneMax}_{(0,1^n)} problem we need the offspring size \( \lambda = O(\log n) \).

It is not difficult to see that before the \((1(1^n))\) case happens, the process of the \((1, \lambda)\) EA optimizing the \textsc{OneMax}_{(0,1^n)} problem is identical to the process of the classic (non-time-linkage) \((1, \lambda)\) EA optimizing the \textsc{OneMax} problem. Hence, here we take the existing result for the classic \((1, \lambda)\) EA on the \textsc{OneMax} problem from [RS14].

**Theorem 9 ([RS14]).** Consider using the (non-time-linkage) \((1, \lambda)\) EA to solve some \( n \)-dimensional problem,

(a) If \( \lambda \geq \log \frac{e - 1}{\varepsilon} n \), then the expected number of function evaluations for the \((1, \lambda)\) EA solving the \textsc{OneMax} problem is \( O(n \log n + n\lambda) \);

(b) If \( \lambda \leq (1 - \varepsilon) \log \frac{e - 1}{\varepsilon} n \) for some \( \varepsilon \in (0, 1] \), the for any function with a unique global optimum, with probability \( 1 - 2^\Omega(n^{\varepsilon/2}) \), the \((1, \lambda)\) EA needs at least \( 2^{n^{\varepsilon/2}} \) running time for some constant \( c > 0 \).

Now we consider that the \((1(1^n))\) case happens for the first time at generation \( g \). We could pessimistically let the first offspring \( \tilde{X}^{(1)} \) flip only the first bit, the other \( \lambda - 1 \) offspring change by at least one bit, and \( \tilde{X}^g = \tilde{X}^{(1)} \), which happens with the probability at least

\[
\frac{1}{\lambda n} \left(1 - \frac{1}{n}\right)^{n-1} \left(1 - \left(1 - \frac{1}{n}\right)^\lambda\right),
\]

\[(6)\]
where $1/\lambda$ stems from the lower bound on the probability to select the first individual, if all others have only one bit flipped. Hence, condition on the event that $X^{g+1} \neq X^g$, which has the probability of $(1 - (1 - \frac{1}{n})^n)^\lambda$, with probability at least

$$\frac{1}{\lambda n} \left(1 - \frac{1}{n}\right)^{n-1} \left(1 - \left(1 - \frac{1}{n}\right)^n\right)^{\lambda-1} \cdot \frac{1}{1 - (1 - \frac{1}{n})^n},$$

$$\geq \frac{1}{en\lambda(1 - (1 - \frac{1}{n})^n)}.$$ 

$\tilde{X}^g = (01^{n-1})$ happens, otherwise we move to the process identical to the classic $(1, \lambda)$ EA solving the OneMax problem, which requires $O(n \log n / \lambda + n)$ generations to back to the second stagnation case or the optimum is reached via Theorem 9 (a) for $\lambda \geq \log_{e-1} n$. Using the Wald’s equation, we know that the expected generations to reach $\tilde{X}^g = (01^{n-1})$ for a certain $g$ or that the optimum is reached is

$$O\left(en\lambda \left(1 - \left(1 - \frac{1}{n}\right)^n\right) \left(\frac{n \log n}{\lambda} + n\right)\right) = O\left(en^2\lambda \left(1 - \left(1 - \frac{1}{n}\right)^n\right)\right).$$

Together with the expected generations that $X^{g+1} \neq X^g$ happens, we know that we need

$$O\left(\frac{en^2\lambda}{\left(1 - \left(1 - \frac{1}{n}\right)^n\right)^{\lambda-1}}\right) = O\left(en^2\lambda \left(\frac{e}{e - 1}\right)^{\lambda-1}\right)
= O\left((e - 1)n^2\lambda \left(\frac{e}{e - 1}\right)^{\lambda}\right),$$

expected generations to reach $\tilde{X}^g = (01^{n-1})$ for a certain $g$ or that the optimum is reached. Once $X^{g+1} = \tilde{X}^g = (01^{n-1})$ is obtained before the optimum is reached, we know that with probability at least

$$1 - \left(1 - \frac{1}{n} \left(1 - \frac{1}{n}\right)^n\right)^\lambda \geq 1 - \left(1 - \frac{1}{n e}\right)^\lambda
\geq 1 - \frac{1}{1 + \frac{\lambda}{n e}} = \frac{\lambda}{n e + \lambda},$$

we have $\tilde{X}^{g+1} = 1^n$, that is, the optimum is found. Again with Wald’s equation, we know the expected generations for the $(1, \lambda)$ EA to find the optimum is $O\left((e - 1)\frac{\Delta + m e}{\lambda^2} n^2 \log n \left(\frac{e}{e - 1}\right)^{\lambda}\right)$. Since in each generation, $\lambda$ offspring are evaluated, together with our requirement of $\lambda = O(\log n)$ for a polynomial runtime by Theorem 8 we have the following runtime result.
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Theorem 10. Let $n \in \mathbb{N}$. The expected number of fitness evaluations for the $(1, \lambda)$ EA with $\lambda = c \log_{e^{-1}} n$ for any constant $c \geq 1$ on the OneMax$_{(0,1^n)}$ problem is $O(n^{3+c \log n})$.

From the above analyses, we could see the efficient range of the offspring size is $\lambda = c \log_{e^{-1}} n$ for any constant $c \geq 1$, since $\lambda = \omega(\log n)$ will make the probability of escaping the $(1(1^n))$ local optimum very small and will result in a super-exponential runtime by Theorem 8, and $\lambda < \log_{e^{-1}} n$ will result in exponential runtime by Theorem 9 (b).

5 Beyond the Comma Selection

5.1 The cGA

By Theorem 8 and Theorem 9 (b), we could easily see that although the smaller offspring size is beneficial in escaping from the local optimum, too small offspring size $\lambda \leq (1 - \epsilon) \log_{e^{-1}} n$ will result in the exponential time in reaching the global optimum of the OneMax problem, and thus the OneMax$_{(0,1^n)}$ problem. An ideal way is to maintain the good ability of escaping the local optimum as well as an efficient searching ability over the OneMax problem. Recalling that the cGA utilizes only two samples to update the probabilistic model and it has achieved good performance among many pseudo-Boolean problems [FKKS 17, Doe20b], we analyze its performance on the OneMax$_{(0,1^n)}$ problem.

As mentioned in Section 2.1, this paper only discusses solving the OneMax$_{(0,1^n)}$ problem in the offline mode with $n$-bit string encoding for the current search point and storing the previous solution for the fitness evaluation. The cGA algorithm for the problem requiring two consecutive time steps is similar to the original cGA, and the only difference is that the winner of the two samples (if two samples have the same fitness, we accept the first one [LSW20], and call it the winner) in the last step is stored for the fitness evaluation. In the following, we still call it the cGA. The pseudo-code is shown in Algorithm 3. The global optimum is that $X^{g+1} = 1^n$ condition on $X^g = 0$ for some generation $g \geq 0$.

5.2 Runtime Analysis

Similar to the $(1, \lambda)$ EA discussed in Section 4, with probability of 1, the cGA can find the optimum of the OneMax$_{(0,1^n)}$ problem due to its non-elitism. The search process of the cGA on the OneMax$_{(0,1^n)}$ problem is identical to the original (non-time-linkage) cGA on the OneMax problem. But once $(1^n)$, the optimum of the OneMax problem, is reached, the non-time-linkage theory is not interested in
**Algorithm 3** The cGA to maximize fitness function \( f \) requiring two consecutive time steps

```plaintext
1: \( p^0 = (\frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2}) \in [0, 1]^n \), and sample \( X^0 \) based on \( p^0 \)
2: for \( g = 1, 2, \ldots \) do
3:   Independently sample two individuals \( X^{(1)g} \) and \( X^{(2)g} \) based on \( p^{g-1} \)
4:   if \( f(X^{g-1}, X^{(1)g}) \geq f(X^{g-1}, X^{(2)g}) \) then
5:     \( p' = p^{g-1} + \frac{1}{\mu}(X^{(1)g} - X^{(2)g}) \);
6:     \( X^g = X^{(1)g} \);
7:   else
8:     \( p' = p^{g-1} + \frac{1}{\mu}(X^{(2)g} - X^{(1)g}) \);
9:     \( X^g = X^{(2)g} \);
10: end if
11: \( p^g = \min\{\max\{\frac{1}{n}, p'\}, 1 - \frac{1}{n}\} \);
12: end for
```

the process afterwards as they only focus on the first hitting time of \((1^n)\) while for the cGA on the \(\text{OneMax}_{(0,1^n)}\) problem, the optimum is \((1^n)\) is reached condition on the stored solution with the first bit value of 0, and there is a good chance that the stored solution has 1 for the first bit and we need to focus on the process afterwards. The following theorem from [SW19] shows the runtime for the cGA on the \(\text{OneMax}\) problem, which will also be used for our runtime analysis for the \(\text{OneMax}_{(0,1^n)}\) problem.

**Theorem 11** ([SW19]). Consider using the (non-time-linkage) cGA to solve the \(n\)-dimensional \(\text{OneMax}\) problem, for \(\mu \geq c\sqrt{n} \log n\) with \(c > 0\) sufficiently large, and \(\mu \in \text{Poly}(n)\), the expected runtime is \(O(\sqrt{n} \mu)\).

Now we establish our runtime result for the cGA on the time-linkage \(\text{OneMax}_{(0,1^n)}\) problem.

**Theorem 12.** Let \(n \in \mathbb{N}_{\geq 2}\). Consider using the cGA with population size \(\mu = \Omega(\sqrt{n} \log n) \cap \text{Poly}(n)\) to solve the \(n\)-dimensional \(\text{OneMax}_{(0,1^n)}\) problem. The expected number of fitness evaluations is \(O(n^{2.5}\mu)\). In particular, this runtime is \(O(n^3 \log n)\) when the population size \(\mu = \Theta(\sqrt{n} \log n)\).

**Proof.** From the proof in [SW19], \(O(\sqrt{n} \mu)\) is the expected runtime for the all dimensions of the frequency \(p\) become \(1 - \frac{1}{n}\). In the following, we start from this state.

If \(X^g_1 = 1\) when all frequency borders \(1 - \frac{1}{n}\) are reached at a certain generation \(g\), in order to reach the optimum of the \(\text{OneMax}_{(0,1^n)}\) problem, we require \(X^g_{1+1} = \)

---
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0, that can be easily satisfied by sampling $X^{(1)g+1} = X^{(2)g+1} = (01^{n-1})$, which happens with probability
\[ \left(\frac{1}{n} \left(1 - \frac{1}{n}\right)^{n-1}\right)^2 \geq \frac{1}{e^2 n^2}. \] (7)

Once $X^{g+1} = 0$, since $X^{(1)g+1} = X^{(2)g+1} = (01^{n-1})$ we know that the frequency $p^{g+1}$ stays at $(1 - \frac{1}{n}, \ldots, 1 - \frac{1}{n})$. Hence, with probability
\[ 1 - \left(\frac{1}{1 - \frac{1}{n}}\right)^2 \geq 1 - \left(1 - \frac{1}{e} \left(1 - \frac{1}{n}\right)^{n-1}\right)^2 \geq \frac{4e - 1}{4e^2}, \] (8)

where the last inequality uses $n \geq 2$, at least one of the two samples becomes $1^n$ and the optimum is reached. Otherwise, we will need to again wait some $g'' > g'+1$ that $p^{g''} = (1 - \frac{1}{n}, \ldots, 1 - \frac{1}{n})$, which requires $O(\mu \sqrt{n})$ by Theorem 11. By (7) and (8), we know that the probability to reach the optimum is at least $\frac{4e - 1}{4e^2}$. With Wald’s equation, we know that the expected generations for the cGA to reach the optimum of the OneMax$_{(0,1^n)}$ problem is at most $\frac{4e^2}{4e^2} n^2 O(\mu \sqrt{n}) = O(n^{2.5} \mu)$.

5.3 Some Notes

From Sections 4 and 5.2 we see the efficiency of the non-elitist algorithms. Although non-elitist algorithms, in which the inferior solution has the chance to enter into the next generation, can ensure the probability of 1 to reach the optimum of the OneMax$_{(0,1^n)}$ problem as discussed in Section 4, it is not true that all non-elitist algorithms can solve OneMax$_{(0,1^n)}$ as efficiently as the $(1, \lambda)$ EA and the cGA. One example is the Metropolis algorithm [MRR+53], which is identical to the randomized local search but the inferior solution $y$ generated from $x$ can enter into the next generation with probability $e^{\alpha(f(y)-f(x))}$ where $\alpha > 0$ is a constant. The time-linkage version is similar to the original one but stores the previous solution for the fitness evaluation. We omit the details and just give a note. With probability of around $\frac{1}{e^2}$, $(0(1^*))$ local optimum is reached in the 1st generation. For any generated offspring $\tilde{X}$ from $X = 1^*$, its fitness $f(X, \tilde{X}) \leq 0$, which with high probability is smaller than $f(X, \tilde{X})$ by $\Theta(n)$, and thus has probability of $e^{-\Theta(n)}$ to accept this $\tilde{X}$ for possibly escaping the local optimum. Hence, it will require at least $e^{\Theta(n)}$ expected runtime to reach the optimum.

6 Experiments

In this section, we experimentally verify the efficiency of the non-elitist $(1, \lambda)$ EA and cGA discussed in Sections 4 and 5. As a comparison, we also collect the number of failed runs of the $(1 + \lambda)$ EA as Section 3 points out its non-convergence.
6.1 Experimental Settings

We perform 20 independent runs of each of the $(1 + \lambda)$ EA, the $(1, \lambda)$ EA and the cGA to see their actual performance. The details of the experimental settings are listed in the following.

- **Problem size** $n$: 500, 1000, 1500, 2000, 2500, 3000.
- **Offspring size** $\lambda$ of the $(1, \lambda)$ EA: $\lceil \log_e e^{-1/n} \rceil$ as suggested in Theorem 10.
- **Offspring size** $\lambda$ of the $(1 + \lambda)$ EA: $\lceil \log_e e^{-1/n} \rceil$, the same value for the $(1, \lambda)$ EA. For the $(1 + \lambda)$ EA, if one of the two kinds of local optima is reached, the algorithm terminates.
- **Population size** $\mu$ of the cGA: $2 \lceil \frac{1}{4} \sqrt{n \ln n} \rceil$. $\Omega(\sqrt{n \ln n})$ is suggested in [SW19] for the OneMax problem to prevent the genetic drift effect [DZ20b, KW20]. Since 64 is the optimal choice of $\mu$ for the 500-dimensional OneMax problem in [DZ20a], we choose $\frac{1}{2}$ as the proper coefficient to obtain a $\mu$ value close to 64 for $n = 500$, and further use $2 \lceil \frac{1}{4} \sqrt{n \ln n} \rceil$ to make $\mu$ an even number, corresponding to the well-behaved frequency assumption usually made in theory works [Doe19].

6.2 Experimental Results

6.2.1 $(1 + \lambda)$ EA

For the 20 independent runs of the $(1 + \lambda)$ EA on the OneMax $(0, 1^{n})$ with all dimension sizes, 0 run succeeded and all runs reached one of the two local optima. We note that by Theorem 6, the upper bound for the probability of a success run is $3n \left( \frac{2e^2}{n^{2/3} \ln \lambda} \right)^{\ln \lambda} + \frac{3\lambda}{n^{2/3}} + ne^{-\frac{n^{1/3}}{2}}$. Even for the item $\frac{3\lambda}{n^{2/3}}$, to require it less than 1, we need $n$ at least the amount of 700,000. Hence, it means that the non-convergence can be witnessed even for such medium sizes, which in addition verifies the bad ability of the $(1 + \lambda)$ EA to reach the optimum of the OneMax $(0, 1^{n})$ problem.

6.2.2 $(1, \lambda)$ EA and cGA

Figure 1 plots the median number of the fitness evaluations of the $(1, \lambda)$ EA and cGA, together with the first and third quartiles. It is obvious to see that both algorithms can efficiently solve the OneMax $(0, 1^{n})$ problem. Besides, the superiority of the cGA for the asymptotic complexity $O(n^3 \log n)$ seen in Theorem 12 comparing with $O(n^4 \log n)$ of the $(1, \lambda)$ EA in Theorem 14 can also be witnessed in the experimental results.
Fitness Evaluations

Figure 1: The median number of fitness evaluations (with the 1st and 3rd quartiles) of the \((1, \lambda)\) EA and the cGA on the \(\text{ONE\textsc{Max}}_{(0,1^n)}\) problem with problem size \(n = 500, 1000, 1500, 2000, 2500\) and \(3000\) in 20 independent runs.

7 Conclusion and Outlook

Many real-world applications have the time-linkage property, however, there is no theoretical work discussing how the non-elitist algorithms solve the time-linkage problem. The different preference between the current solution and the historical solutions could result in local optima that cause stagnation for some elitist algorithms when we just encode the current solution and store the historical ones for the fitness evaluation. In this paper, based on the recently proposed \(\text{ONE\textsc{Max}}_{(0,1^n)}\) problem, we proved that the elitist \((1 + \lambda)\) EA with a high probability cannot reach the global optimum. In contrast, we proved that non-elitism might help. We proved that the \((1, \lambda)\) EA, the non-elitist counterpart of the \((1 + \lambda)\) EA, can reach the optimum in \(O(n^4 \log n)\) with \(\lambda = \log_{1+\epsilon} n\). Inspired by that the smaller offspring size is helpful to escape from local optima, we resorted to the cGA, and proved its runtime of \(O(n^3 \log n)\) with population size \(\mu = \Theta(\sqrt{n \log n})\). Our experiments also verify the poor performance of the \((1 + \lambda)\) EA, and the efficiency of the \((1, \lambda)\) EA and the cGA, especially the cGA. Our work provided a positive theoretical evidence for the usage of non-elitism, which is not much in the current evolutionary community.

There are still many research questions remain open. There are many future works. The currently analyzed \(\text{ONE\textsc{Max}}_{(0,1^n)}\) problem only considers one bit position of only the immediate previous time step, and only consider the weight of \(-n\) for the previous first bit position. In the future, we will consider more generalized and practical model, like with other weights, more than one bit positions, and more than one historical time steps. The complicated model will result in complicated stochastic dependencies and thus difficult theoretical analysis. We
might resort the mean-field analysis [DZ20c] to obtain the approximate theoretical results, and we will consider the more specialized mathematical tools for the time-linkage problems.
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