Time evolution of predictability of epidemics on networks
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Outbreaks of serious infectious diseases have an ability to scare people even though they many times die out before they reach the worrying person. Part of the reason for this is that it is hard to forecast disease outbreaks (see e.g. Refs. [1,2]), and this uncertainty adds to the scare. At the same time, our common models for disease spreading behave, once they take hold in the population [3], like deterministic, perfectly predictable, quantities [4]. Such models have two components. First, they model the person-to-person contagion and the history one individual with respect to the disease. This is done by dividing individuals into states (or “compartments”) with respect to the disease, and assigning rules for transitions between the states. A canonical model of diseases that make the infectious person immune upon recovery (or kill their host) is the Susceptible-Infectious-Recovered (SIR) model. This model has three classes: susceptible individuals can acquire the disease, infectious individuals can spread it further, and recovered (who technically speaking also can be dead) cannot get, and do not spread the disease. The transition rules are that a susceptible, upon meeting an infectious, can (with some probability) become infectious, and after some time, or with some probability, recover or dies. These transitions are assumed to be instantaneous (which is a quite coarse simplification with respect to real diseases). The second component of epidemic models describes the population level processes over which the pathogen propagate. For decades, theoretical epidemiologists have ignored this issue and taken the “well-mixed assumption”—that any pair of individuals have the same chance of meeting during an interval of time. Recently researchers have recognized this problem and represented the contact structure as a network [5–7]. The regularities, or structure, of the network have a great impact on the evolution of disease outbreaks. Among the network structures, the one with strongest influence is perhaps the degree distribution—the probability distribution of the number of neighbors. This structure have explained the existence of super-spreaders [8] and challenged the existence of an epidemic threshold below which an outbreak would always die out quickly [18]. Now, if one studies the SIR process on the configuration model [9]—random networks with an arbitrary degree distribution—the outbreak turns out to be completely predictable in the long-time and large-\(N\) limits [4]. To be specific, population-averaged quantities such as the fraction of infected individuals converge to deterministic functions of time. The major uncertainty is in the very beginning, whether the outbreak would die out immediately or not. There is thus an apparent contradiction—our canonical compartmental models seem unable to capture the uncertainty of real world outbreaks.

In this work, we investigate how the predictability of SIR processes evolves with the outbreak itself. We study questions such as: Assuming an outbreak started some time \(t\) ago, then what can we say about the final number of infected people \(\Omega\) and the extinction time \(\tau\) as a function of \(t\)? How does our ability to predict \(\Omega\) and \(\tau\) depend on the network structure and the type of information we have about the outbreak?

\textsuperscript{*}Electronic address: holme@skku.edu

II. PRELIMINARIES

In this section, we will clarify the methods and precise model definitions in the rest of the paper. We also mention some computational considerations.
A. SIR simulation

We assume there is a disease spreading over a static underlying network represented as a graph $G = (V,E)$. $V$ is a set of vertices representing individuals of the population; $E$ is a set of edges representing (unordered) pairs of individuals in close enough contact for the disease to spread. The number of vertices is denoted $N$ and the number of edges $M$. The vertices are, at a given time, in one of three states—S (meaning that they do not have the disease, but they can get it), I (meaning that they have the disease and they can spread it) and R (meaning that they do not have the disease and they cannot get it). We assume a disease outbreak starts at $t = 0$. At the beginning all vertices belong to the state S, except a randomly chosen vertex that is in state I. If a pair $(i,j) \in E$ consists of one I and one S vertex, then the S vertex has a chance $\beta$ of becoming I (otherwise it stays S). We call this an infection event. Every vertex with state I has a chance $\nu$ per time unit of becoming R (in a recovery event). The state of the system at a certain time could thus be fully described by two vectors: $s = (s_1, \ldots, s_N)$ giving the state of each vertex ($s_i \in \{S, I, R\}$) and a vector $t_i = (t^I_i, \ldots, t^R_i)$ giving the infection time of the vertices.

Most important quantities describing the outbreak will only depend on the ratio between $\beta$ and $\nu$ (in the well-mixed SIR model this ratio is called $R_0$, but to not confuse things, we do not use this name). The actual values of $\beta$ and $\nu$ are only needed to calculate the real time to reach the peak prevalence, extinction, etc. That does not interest us in the present paper, so we measure time in units of $1/\nu$. In a simulation, this can conveniently be done by (at an iteration of the algorithm) performing a random infection event with a probability

$$P = \frac{\beta \Sigma}{\beta \Sigma + I}$$

where $\Sigma$ is the number of edges between an I and an S vertex, and $I$ is the prevalence (note that roman letters symbolize a state and italicized letters represent the number of vertices in the corresponding state) [10]. The factor $\Delta t = (\beta \Sigma + I)^{-1}$ represents the time increment since the last iteration. Thus, to keep track of the time (in units of $1/\nu$) one adds $\Delta t$ to a variable representing time. If an infection event is not performed (which happens with a probability $1 - P$), we perform a recovery event. In an infection event, the SI edge (to become II) is chosen randomly among all SI edges. Similarly, in a recovery event, the I vertex (to become R) is selected with uniform randomness among all I vertices.

B. Network models

To study the effects of network topology on the outbreak predictability, we use a collection of six network models. We chose the models to reflect a variety of stylized network topologies. This methodology is inspired by Ref. [11]. Throughout this paper, we will use graphs of size $N = 2500$. We use 1,000 realizations of each network model. A summary of the basic network structure in these networks can be found in Table I

1. Large- and small-world networks

First, we use the Watts-Strogatz small-world network model [12]. In this model, all vertices have the same degree $k$ (number of neighbors). They are initially arranged on a ring and connected to their $k/2$ nearest neighbors, at either side, of the ring. Counting modulo $N$, these neighbors can be enumerated as $i - k/2, i - k/2 + 1, \ldots, i - 1, i + 1, \ldots, i + k/2$. Then one goes through all vertices $i$ around the ring, and for every edge $(i,j)$ pointing to a neighbor ahead (i.e. $j > i$ modulo $N$), with a probability $p$ replaces (or “rewires”) it by $(i, j')$ (where $j'$ is a different vertex from $i$ and $(i,j') \notin E$). By construction, if $p = 0$ and $k > 2$, this model gives networks with a high density of triangles. Furthermore, for these parameter values, the average distances grows like $N$. Watts and Strogatz show that if $p$ is slightly larger than zero, the distances scales much slower with $N$. The number of triangles is, on the other hand, not so sensitive to $p$. The reason for this behavior, is that the rewired edges (usually called “long-range edges”, with reference to the ring topology) connects distance parts of the graph. For the triangles, only the directly involved vertices are affected by a rewiring, but for the distances the extended neighborhoods of these vertices are affected. In this work, we use the Watts-Strogatz model with $p = 0$ (calling it large-world networks) and $p = 0.01$ (calling it small-world networks). We use $M = 5,000$, so the small world networks have an expected number of 50 rewired edges. The large-world networks, of course, are all isomorphic and only one copy of them is needed as a substrate for our simulations.

2. Random regular graphs

Random regular graphs [13] are designed to be as uniform as possible with respect to the positions of vertices. Like the Watts-Strogatz model, all vertices have the same degree $k = 4$ (giving $M = 5,000$). Other than that, they are as random as possible. In graph models with less restrictions (like Erdős-Rényi random graphs [14]) where there is a fixed probability for any vertex pair to belong to $E$ the degrees vary, which differentiates the vertices. On the other hand, for our purpose, Erdős-Rényi graphs would probably give very similar results.

3. Scale-free networks

So far, all the model networks we discussed have uniform degree distributions. This is not very realistic. Rather, the degrees of empirical networks are in general often broadly and skewedly distributed. This is also true for the some of the particular networks diseases spread over, like sexual networks [15] or networks of contacts between patients in hospitals [16]. To model such networks, we use the configuration...
FIG. 1: (Color online) Illustration of the methodology to study the decay of predictability in the case of maximal information of the system. First we run a master sequence simulation of the SIR process on a network. At every time step, we break this simulation and use the configuration as a seed for 1,000 auxiliary simulations. The standard deviation of the final outbreak size and time to extinction thus captures how accurately the outbreak can be predicted given the state of the system at the breaking point.

FIG. 2: The local structure of the Watts-Strogatz model networks with $k = 4$.

Theoretical threshold values

As mentioned, an interesting feature of epidemic models is that they can have a threshold behavior where the average fraction of infected individuals is finite as $N \to \infty$ provided that $\beta$ is larger than a threshold value $\beta_c$. By analogy to models in statistical physics, this could be described as a continuous phase transition [7]. This is not the focus of our study, but we will review a few theoretical results for our models to give some context.

The large-world and scale-free networks have thresholds for the extreme values of $\beta$. In the large-world network case, the epidemics spread along a one-dimensional chain (Fig. 2). For any $\beta < 1$ value there is a finite chance that the outbreak will stop, so there is an expected distance it will propagate from the seed. The outbreaks are limited by this finite distance, so if $N \to \infty$ the fraction of affected vertices is zero.

As for the scale-free model [14] with an emerging power-law degree distribution. We draw $N$ integers $\{k_i\}_{i=1}^N$ from a probability distribution

$$P(k) = \begin{cases} k^{-\gamma} & \text{if } 1 \leq k \leq N - 1 \\ 0 & \text{otherwise} \end{cases}$$

until $\sum_{i=1}^N k_i$ is even. Then we randomly attach edges between vertices until vertex $i$ has $k_i$ neighbors. We do not forbid multiple edges or self-edges. I.e., the resulting object is a multi-graph. The upper limit $N - 1$ is somewhat arbitrarily chosen to be the same as the maximum degree of a simple graph. This is needed to keep the fluctuations down (that comes from the extreme variation if $k$ generated by small $\gamma$ values). Finally, we construct a simple graph by removing multiple edges and self-edges. We try three different $\gamma$ values from the typical range of empirical networks [17]: 2, 2.5 and 3.
TABLE I: Summarizing the network structure of the six classes of networks we study. All networks have 2,000 vertices. Except the large-world network (which is unique), we use the same 1,000 independent realizations as in the rest of the work. In the second row we list the standard deviation (once again with the exception for the large-world network).

| Network Model      | M  | s  | d   | C  |
|--------------------|----|----|-----|----|
| Large world        | 5,000 | 1 | 312.8 | 0.5 |
| Small world        | 5,000 | 1 | 36.6  | 0.484 |
| Random regular     | 5,000 | 1 | 3.69  | 0.00236 |
| Scale free, $\gamma = 2$ | 6696 | 0.963 | 3.24 | 0.0666 |
| Scale free, $\gamma = 2.5$ | 3039 | 0.785 | 4.54 | 0.0153 |
| Scale free, $\gamma = 3$ | 2046 | 0.46 | 6.88  | 0.00277 |

For the scale-free networks of the exponents that we study, the threshold is $\beta_\tau = 0.7$ [13]. The random regular networks have a threshold $\beta_c = 1.0$ [17]. The small-world networks in the limit $p = 1$ have $\beta_c = 2 / 7$ [19], but we are not aware of any derivations of the threshold for $0 < p < 1$.

III. PREDICTABILITY GIVEN THE STATE OF THE SYSTEM

The predictability of any kind of phenomenon depends on the information available and the ability to use it. In this paper, we assume that the disease spreading is determined by the SIR process. Assume we know the precise state of the system—the underlying network, the state of all vertices and when they changed state. In that case one cannot, by definition, do better in predicting the future than evaluating the SIR process with the state of the system as the input. In this section, we focus on this limit of maximum information about an outbreak.

A. Methods

We want to understand how the predictability of $\Omega$ and $\tau$ depends on $t$ given that we know $s$ and $t^\frac{1}{\beta}$. To this end, we run an SIR simulation producing a master sequence $(s_0, t_0)$ and at every time step, we start 1,000 simulation runs with $(s_0, t_0)$ as the initial condition. The standard deviations of $\Omega$ and $\tau$ of these auxiliary sequences measures the unpredictability evolution of the master sequence. Finally, we average these standard deviations over at least 2,000 master sequences and call them $\sigma_\Omega$ (for the outbreak size) and $\sigma_\tau$ (for the extinction time). For each such sequence, we take a random network realization from a pool of 1,000. When an outbreak is dead (when $\Sigma = 0$), it contributes with a standard deviation of zero to the average. This procedure is illustrated in Fig. 1.

B. Results

Now we will turn to our numerical results relating to the predictability. Statistics about the outbreak durations, average prevalence and average number of susceptible vertices can be found in the Supplementary material.

1. Predicting the final outbreak size

We start by investigating the $\sigma_\Omega$ for our six classes of networks for an exponentially increasing sequence of 11 $\beta$ values. We chose the $\beta$ values so that we cover outbreaks of all sizes, in all network models. We plot the results in Fig. 3. Our first observation is that none of the curves (i.e. for no $\beta$ value and for no topology) decays slower than exponential. Most of them decay roughly exponentially, while some decay more rapidly. The faster-than-exponential decay is clearest for the highest $\beta$ curves of the small- and large-world networks (see Figs. 3(a) and (b)). The random-regular graphs in Fig. 3(c) do not have the same fast drop-off. Since all three models in Figs. 3(a)–(c) have uniform degree distribution, the explanation must be something else. Locally, the large- and small-world networks look the same—bands of stacked triangles (see Fig. 2). We believe the cut-off of the exponential decay relate to the typical length of these bands. So for example, the $\beta = 8$ curve in Fig. 2(b) bends down around $t = 32$. Our interpretation is that the early, slower decay is a period where none of the outbreaks have reached the entire population. For the other models, since the outbreak can reach the entire population much faster, these two regions get blurred and the result is just one exponential decay. Comparing curves of different $\beta$, we see that the ones with slowest decay are the ones with the longest extinction times. Presumably, as an extinct outbreak is perfectly predictable, the extinction time is an important factor in determining the time evolution of predictability. This would explain why intermediate $\beta$ values have the slowest decay of predictability—extinction times will initially grow with $\beta$ (as the chance for an early extinction decreases), then decrease (because the increasingly fast spread and subsequent burn-out in the population [20]). This is however not the case for the scale-free networks in the same parameter range. In Figs. 3(d)–(f), we plot the results for scale-free networks. For $\gamma = 2.5$ and 3, when $\beta$ is small, $T$ is almost constant. $\sigma_\Omega$ still increases with $\beta$, but this increase happens in the early die-off (mentioned in the Introduction). In other words, smaller $\beta$ affects $\sigma_\Omega$ by increasing the chance of the disease to die in the very early stage. Once the outbreak gets a hold in the population, the predictability decays independent of $\beta$. For larger $\beta$, over the peak in extinction time, the lifetime decreases with $\beta$.

To investigate the relationship between the decay of $\sigma_\Omega$ and $\beta$ closer, we assume the scaling form $\sigma_\Omega \sim \exp(-t/T)$ and measure $T$ [21]. Note that this assumption is not justified by any rigorous theory—it should be regarded as a somewhat sketchy summary of Fig. 3. In Fig. 4, we show the results. Some of the curves (as mentioned) do not have an exponential tail and are excluded from this analysis. This figure illustrates how, except maybe the $\gamma = 2$ scale-free network, all curves of...
FIG. 3: (Color online) We show the standard deviation of the final outbreak size given the state at $t$ as a function of $t$. As $\sigma_{t\Omega}$ measures the outbreak diversity, its increase reflects the decay of predictability. The curves ends when all the simulated outbreaks have died. In principle $\sigma_{t\Omega}$ is defined for any $t > 0$, but after the outbreaks are over it is zero and thus not visible in this figure.

FIG. 4: (Color online) The decay constants from non-linear least-squares fits to exponential forms of the curves in Fig. 3. The shaded regions indicate where the squares fits to exponential forms of the curves in Fig. 3. The general picture from Fig. 3 holds—the decay is roughly exponential. However, there is more structure in these curves. The decay fits the exponential form worse than what $\sigma_{t\Omega}$ does. Several of the $\sigma_\tau$ curves for the random-regular and scale-free graphs plateaus at intermediate $\beta$ values. This means there are times where predicting the outbreak size get more precise with time, but predicting how long the epidemic will last does not.

### IV. Predictability Given the Sizes of Compartments

In Sec. III we studied the scenario where we have maximum information about an outbreak. This is of course an idealized situation, and in this section, we turn to the more realistic scenario where we know the number of people infected and recovered, but not who is in what state.

To assess the predictability based on the summarized information about the system, we redefine the measure of predictability $\sigma_{t\Omega}$ by the standard deviation of $\Omega$ conditioned on the number of I vertices ($I$), R vertices ($R$), and I or R vertices. We denote the measures redefined as $\sigma_{t\Omega I}$, $\sigma_{t\Omega R}$, and $\sigma_{t\Omega I+R}$, respectively. Note that, because the total number of vertices is fixed to $N$, $\sigma_{t\Omega I+R}$ is equivalent to that conditioned
on the number of S vertices. We calculate these measures as follows (we take $\sigma_{\Omega t}$ as an example). Instead of setting a master sequence as we did in Sec. III, we first numerically simulate 10,000 runs with the initial seed chosen randomly on the given network realization. We pick out the runs with the same $I$ value among the runs and calculate the standard deviation of $\Omega$. Finally, we take average of this standard deviation over all $I$ values (i.e., from 0 to $N$) and obtain $\sigma_{\Omega t}$. For deriving $\sigma_{\Omega t}$ and $\sigma_{\Omega t+R}$, we perform the same calculation based on $R$ and $I + R$.

The resultant predictability measures $\sigma_{\Omega t}$, $\sigma_{\Omega t+R}$, and $\sigma_{\Omega t+R}$ are plotted as a function of time $t$ in Figs. 6-8 respectively. Note that we use the same set of network realizations that we used in Sec. III. It also should be noted that the range of extinction time shown in Figs. 6-8 are larger than those shown in Figs. 3 and 5 simply because we consider a larger number of simulation runs than we did in Sec. III. To be precise, here we consider $10^5$ simulation runs, i.e., $10^4$ runs on each of $10^5$ network realizations.

For all of the network models, we observe a bump in $\sigma_{\Omega t}$ (see Fig. 6). When we increase the $\beta$ value, the bump is located at the range of larger $t$ up to a certain $\beta$ value and is located closer to $t = 0$ when we further increase $\beta$. In particular, for scale-free networks with $\gamma = 2$, we observe that the bump is located at the largest $t$ when $1/32$. The presence of a bump in the $\sigma_{\Omega t}$ curves can be explained as follows. At the beginning of the process, $\sigma_{\Omega t}$ decreases with time $t$ because the standard deviation of $\Omega$ among the runs with the same $I$ values gets smaller as the runs are separated into ones rapidly dying out and those eventually going out breaks. In the middle term of the process, $\sigma_{\Omega t}$ increases with time $t$ because a number of runs, regardless of $\Omega$, fall into the range of the small $I$ values near extinction. In the end of the process, $\sigma_{\Omega t}$ decreases with time $t$ because all the runs die out and become perfectly predictable (as $I = 0$). These observations suggest that $\sigma_{\Omega t}$ holds the prediction power at early stage of the epidemic process; however, it becomes unreliable as a predictor at the late stage.

By contrast to the non-monotonical behavior of $\sigma_{\Omega t}$, the other measures $\sigma_{\Omega t+R}$ and $\sigma_{\Omega t+R}$ are non-increasing functions with time except for the range of very small $t$ (see Figs. 7 and 8). This implies that the predictability of the SIR processes increases with time if we know the $R$ value (and the $I$ value in addition). In particular, the $\sigma_{\Omega t+R}$ curves exhibit the dependence on different $\beta$ values which is very similar to the $\sigma_{\Omega}$ curves shown in Fig. 5. This observation is supported by the decay exponents of the $\sigma_{\Omega t+R}$ curves fitted with an exponential form (Fig. 9), which indicate dependence on $\beta$ similar to that of $\sigma_{\Omega}$ (see Fig. 9). In other words, once we have such a summarized value about the system’s state, we can achieve the prediction power (in terms of $\sigma_{\Omega t+R}$) as much as when we have the perfect information about the system, for the network models we consider.

V. SUMMARY AND DISCUSSION

In this paper, we numerically investigated the predictability of outbreaks of the SIR epidemic process on static network models. We used the standard deviation of the final outbreak sizes conditioned on the state of vertices at a given time as a key-quantity for predictability (technically speaking unpredictability, since zero standard deviation means that the outcome is perfectly predictable). We considered the two scenarios of the information available. First, that we have perfect information of the system (where we know the exact state of the vertices $(s, t^i)$). Second, that we have partial information—to be precise, only the number of infected $I$ or recovered $R$. In the first scenario, the standard deviation $\sigma_{\Omega t}$ decays like an exponential function of time, or slower, for all the types of
network models we considered. This result is consistent with the previous theoretical result that the characteristic quantities of the SIR process asymptotically converges to deterministic functions \[4\]. The time constant of the exponential decay, however, is highly model dependent. We saw a monotonic increase of the decay exponent for the large- and small-world networks, whereas a monotonic decrease was observed for the scale-free networks with \(\gamma = 2\). These results shed new light on the notion of predictability of SIR process, i.e., the uncertainty in epidemic outbreaks is a nontrivial question even if we possess the information of contact network structure and vertices’ states.

For the second scenario, the standard deviation \(\sigma_{\Delta I R}\) and \(\sigma_{\Delta I + R}\) decay with exponential tails, while \(\sigma_{\Delta I f}\) exhibits non-monotonic change in time. Specifically, for large transmission rates it has a peak for intermediate times. In other words, some time after the outbreak starts, we can expect that knowing e.g. the prevalence becomes less valuable. It is also in this region where there is a large difference between the two scenarios, i.e., knowing the exact configuration of infectious, susceptible and recovered improves the predictability much. Another way of seeing this is that for most parts of the parameter space, the additional information in our first scenario rarely of much use, still it is fairly much more information (2N numbers as opposed to one number).

Connecting back to our starting point—how could real outbreaks be hard to predict when the SIR model itself converges to deterministic quantities—we see, as mentioned, that for some parameter values, assuming only aggregate information, the convergence is slow. A possible answer is that the discrep-

FIG. 6: (Color online) Standard deviation of the final outbreak sizes conditioned on \(I\), that is, the number of infected vertices at \(t\).

FIG. 7: (Color online) Standard deviation of the final outbreak sizes conditioned on \(R\), that is, the number of recovered vertices at \(t\).
FIG. 8: (Color online) Standard deviation of the final outbreak sizes conditioned on $I + R$, that is, the number of infected and recovered vertices at $t$.

FIG. 9: (Color online) The decay constants from non-linear least-squares fits to exponential forms of the curves of $\sigma_{I+R}$ shown in Fig. 8.
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