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Abstract

So far, problems of intermittent fault (IF) detection and detectability have not been fully investigated in the multivariate statistics framework. The characteristics of IFs are small magnitudes and short durations, and consequently traditional multivariate statistical methods using only a single observation are no longer effective. Thus in this paper, moving average $T^2$ control charts (MA-TCCs) with multiple window lengths, which simultaneously employ a bank of MA-TCCs with different window lengths, are proposed to address the IF detection problem. Methods to reduce false/missing alarms and infer the IFs’ appearing and disappearing time instances are presented. In order to analyze the detection capability for IFs, definitions of guaranteed detectability are introduced, which is an extension and generalization of the original fault detectability concept focused on permanent faults (PFs). Then, necessary and sufficient conditions are derived for the detectability of IFs, which may appear and disappear several times with different magnitudes and durations. Based on these conditions, some optimal properties of two important window lengths are further discussed. In this way, a theoretical framework for the analysis of IFs’ detectability is established as well as extended discussions on how the theoretical results can be adapted to real-world applications. Finally, simulation studies on a numerical example and the continuous stirred tank reactor (CSTR) process are carried out to show the effectiveness of the developed methods.
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1. Introduction

Data-driven fault detection (FD) for large-scale industry processes has received considerable attention over the past decades [1]. Due to its ability to handle high-dimensional and correlated process variables, the multivariate statistical process monitoring (MSPM) methodology is one of the most effective data-driven techniques for FD and process monitoring [2]. MSPM uses multivariate control charts such as Hotelling’s $T^2$ statistic, principal component analysis (PCA), partial least squares (PLS), independent component analysis (ICA) or hidden Markov model (HMM)-based control charts [3]. According to how fault progresses in time, Isermann [4] has classified fault into three types: abrupt fault, incipient fault and intermittent fault. Both abrupt fault and incipient fault belong to the category of permanent faults (PFs).

With the rapid development of highly complex technologies, intermittent faults (IFs) have become a serious threat to system reliability. An IF is a kind of non-permanent fault that often recurs due to the same cause and lasts within a limited period of time [5–7]. IFs are common in a variety of fields [8,9] and have imposed an enormous financial burden on electronics, satellites and many other industries [10]. Moreover, IFs tend to get...
worse over time and may eventually become permanent, resulting in the disruption or breakdown of industrial processes. The detection of IFs can effectively reduce the occurrence of catastrophic faults and is an important means to improve system reliability and security. Thus in recent years, IFs have gradually received noticeable interest from both academia and industry [11–22], and a review paper aiming to provide an overall picture of historical, current, and future developments in this area has been published [5]. Problems of detecting IF as well as its detectability in discrete event systems have been addressed in [11–13]. In additional, detection of IFs has been studied for linear stochastic systems [14, 15] with parameter uncertainties [16, 17]. Note that system models need to be known in these methods. As for data-driven methods, wavelet transform has been utilized to detect intermittent electrical/mechanical faults in motors. In [20], short-time fourier transform and undecimated discrete wavelet transform have been used to detect intermittent faults in a synchronous motor [18, 19]. In [20], the decision forest method has been employed to investigate IFs via feature selection and classification. A dynamic-bayesian-network-based method has been presented to detect IFs in electronic systems [22]. These methods require historical data of various faults.

So far, the IF detection (IFD) and detectability problems have not been fully investigated in the MSPM framework, where historical data of faults are not necessary. The characteristics of IFs are small magnitudes and short durations. The magnitude of IF can be as small as incipient fault while its duration is shorter. Thus, IFs are even more difficult to detect than incipient faults. It has been indicated [23] that traditional MSPM methods using only a single observation such as PCA, PLS and ICA are not sensitive to incipient faults, thus not to mention IFs. Fortunately, several studies [24–26] have shown that faults with small magnitudes can be efficiently detected by employing a time window, i.e., the moving average (MA) or moving window (MW) techniques, giving birth to the MA-PCA [27], MA-PLS [23], MW-PCA [28], MW-HMM [29] and so on. This has paved the way for our investigation of the IFD problem.

However, selections of window lengths in these works have not considered the characteristics of fault duration. Moreover, existing methods have only considered using a single window length. In terms of using multiple window lengths simultaneously, detection and detectability of IFs have not been fully investigated in available literature due to the complexity of integrating varied detection results given by different window lengths. These issues constitute the main motivations of our present study. Some other important FD methods that also employ a time window are the dynamic MSPM methods, such as dynamic PCA (DPCA), canonical variate analysis (CVA) and stationary/nonstationary-hybrid-characteristics-based dissimilarity analysis [30]. Note that in this paper, process data are assumed to be independent, and thus these methods will turn into traditional single-observation-based MSPM methods which are not sensitive to IFs, or the dissimilarity analysis method [31, 32]. As for the dissimilarity analysis, it is an advanced MSPM method that also employs a time window, and has shown a favourable performance for incipient fault detection and isolation [33]. It usually needs a large window length to calculate the covariance matrix of online data set [34]. Considering that the durations of IFs are always limited, the use of dissimilarity-based methods for IFD still requires further justification.

Hotelling’s $T^2$ statistic is a well-known function of the likelihood ratio criterion, which consequently makes it admissible and uniformly powerful in certain classes of hypothesis tests [15]. Thus in this paper, $T^2$ statistic has been combined with the MA technique to constitute a bank of MA $T^2$ control charts (MA-TCCs) with different window lengths. The main contributions of the present paper are summarized as follows: 1) MA-TCCs with multiple window lengths, including methods to exclude/compensate false/missing alarms and infer the appearing and disappearing time instances of IFs are proposed based on the detectability of each single MA-TCC. 2) The concept of IF detectability is defined for the first time, which is an extension and generalization of the original fault guaranteed detectability concept focused on PFs. 3) A theoretical framework for the analysis of IF detectability is established. Necessary and sufficient conditions for the detectability of IFs, which may appear and disappear several times with different magnitudes and durations are given. Extended discussions on how theoretical results can help detect IFs in practical applications are also presented.

The remainder of this paper is organized as follows. In Section 2, the MA-TCC is introduced for the IFD problem. Then the detectability of IFs is analyzed in Section 3. MA-TCCs with multiple window lengths are utilized to reduce false/missing alarms and infer IFs’ appearing and disappearing time instances in Section 4. Simulation results are presented in Section 5 and conclusions are given in Section 6.

**Notation:** Bold-face notations in lowercase and uppercase stand for vectors and matrices respectively, so as to distinguish them from scalars. A bold-face notation in [ ] such as $[k]$, is used to highlight the scalar
Thus, MA-TCC is transformed into a hypothesis testing with the training data except for a fault-free or not. We ordinarily assume that current process data \( x \) is collected with a same sampling rate. Characteristics of systems’ normal conditions. We also know that the sample means \( \bar{x} \), \( \bar{x}_f \) and the sample covariance matrix \( S \) instead:

\[
\bar{x}_k = \frac{1}{W} \sum_{i=1}^{W} x_{f_i}, \quad \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i, \\
S = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})(x_i - \bar{x}^T). \tag{2}
\]

We also know that the sample means \( \bar{x} \), \( \bar{x}_f \) and the sample covariance matrix \( S \) are independently distributed with

\[
(N - 1) S \sim \mathcal{W}_p(N - 1, \Sigma), \\
(\bar{x}_f - \bar{x}) \sim \mathcal{N}_p(\mu_f - \mu, \frac{N + W}{NW}\Sigma), \tag{3}
\]

Then under normal conditions, the MA-TCC with window length \( W \), denoted as MA-TCC(\( W \)), at time instance \( k \) is (see Appendix A)

\[
T^2_k(W) = (\bar{x}_f - \bar{x})^T S^{-1} (\bar{x}_f - \bar{x}) \sim \frac{p(N + W)(N - 1)}{NW(N - p)} \mathcal{F}_p(p, N - p). \tag{4}
\]

For a given significance level \( \alpha \), the process is considered normal, i.e., to accept \( H_0 : \mu_f = \mu \), if

\[
T^2_k(W) \leq \delta^2_w = \frac{p(N + W)(N - 1)}{NW(N - p)} \mathcal{F}_p(p, N - p), \tag{5}
\]

where \( \delta^2_w \) is the control limit of the MA-TCC(\( W \)). Inequality (\( \delta^2_w \)) gives the acceptance region of the hypothesis testing. For further reference, denote \( \delta^2_w \) as the control limit of the TCC with a single observation.

**Remark 1.** By introducing a time window, the control limit of the MA-TCC(\( W \)) decreases with the increase of \( W \) as follows

\[
\delta^2_w = \frac{N + W}{W(N + 1)} \delta^2 \xrightarrow{W \to \infty} \frac{1}{N + 1} \delta^2. \tag{6}
\]

Note that, according to (\( \delta^2_w \)), \( \delta^2_w \) cannot decrease to 0 even though \( W \to \infty \). This is because the chosen \( \delta^2_w \) is based on a significance level \( \alpha \), which means that \( \delta^2_w \) should always guarantee the probability of the type I error (i.e., false alarm rate in this specific FD application) in this hypothesis testing less than \( \alpha \). Since the number of training samples \( N \) is finite, estimation error for the presumed normal distribution \( \mathcal{N}_p(\mu, \Sigma) \) is inevitable and thus must be tolerated by the choice of \( \delta^2_w \). On the other hand, the estimation error converges to zero when \( N \) is infinite, and then \( \delta^2_w \) can decrease to 0. This can be
verified by $\delta^2_{\infty} \to 0$ when $N \to \infty$.

3. Detectability analysis

3.1. Definitions of guaranteed detectability

From both an analytical and a practical point of view, it is important to know whether a fault is detectable by the proposed methods. Consider the following widely used fault model in the MSPM framework [37, 38]

$$x^f_k = x^f_0 + \Xi_k f_k,$$

where $x^f_k$ represents the process fluctuation under normal conditions, $\Xi_k$ is the direction of the fault in time instance $k$, and $f_k$ is its magnitude. The fault-free part $x^f_0$ usually represents a normal steady-state condition. In this way, the above fault model represents a mismatch between actual measurements and normal process fluctuations in the event of a fault. By introducing the time window, we have

$$\bar{x}^f_k = x^f_0 + \Xi_k f_k, \quad \bar{x}^f_k = \frac{1}{W} \sum_{i=1}^{W} x^f_{k-W+i},$$

where $\Xi_k f_k$ is the effect of all faults in the time window. Since the fault-free process has been assumed to follow a normal distribution, then for any fault, there is no guarantee that the type II error (i.e., missing alarm rate) is always small), and furthermore its violation is the underlying cause of false/missing alarms. This mechanism can help us exclude/compensate false/missing alarms in Section 3.

Remark 2. Since fault-free data come from a normal distribution, we have $\bar{x}^f_k$ verified by $\delta^2_{\infty} \to 0$ when $N \to \infty$.

To analyze the fault detectability of MA-TCC($W$), we introduce the following condition:

$$||S^{-1/2}(\bar{x}^f_k - \bar{x})||^2 \leq \delta^2_{W}. (9)$$

In the case of IFs, as shown in Fig. 1, the corresponding fault model can be represented [3, 14] by

$$\Xi_k f_k = \sum_{q=1}^{\infty} \left[ \Gamma(k - \mu_q) - \Gamma(k - \nu_q) \right] \xi_q f_q,$$

where $\Gamma(\cdot)$ is the step function. $\mu_q$ and $\nu_q$ are the appearing and disappearing time instances of the $q$th IF, respectively. They satisfy $\mu_q < \nu_q < \mu_{q+1}$ and $f_q > 0$ when $k \in \mathbb{R}$ represent the direction and magnitude of the $q$th IF, respectively. Since the fault duration is limited, IFs do not change much within each active period. Thus, here it is assumed that the fault direction and magnitude within each IF are constant. We do not assume that the fault directions or the fault magnitudes for different active periods are the same, because IFs tend to get worse over time. Denote the active and inactive duration of the $q$th IF as $r_q^a = \nu_q - \mu_q$ and $r_q^i = \mu_{q+1} - \nu_q$, respectively. Note that they are counted by sampling intervals here. Although $\mu_q, \nu_q, r_q^a, r_q^i$ may not be integers, their fractional parts no longer affect the measurements according to (7) and (10). Thus, for FD we can reset them as $[\mu_q], [\nu_q], [r_q^a], [r_q^i]$ respectively, and they are integers hereinafter. Then, the $q$th IF can be represented with five parameters, i.e., $IF(\xi_q, f_q, r_q^a, r_q^i)$. Denote $P_q = \{(P^q_1, P^q_2)\}$ as the set of all possible parameter values of the $q$th IF, where

$$P^q_1 = \left\{ (\xi_q, f_q, r_q^a) | \xi_q \in \mathbb{R}^p, f_q \in \mathbb{R}^+, r_q^a \in \mathbb{N} \right\},$$

$$P^q_2 = \left\{ r_q^a | r_q^a \in \mathbb{N} \right\}. (10)$$

Denote $P^q_1$ as the set of all possible parameter values of the first $q$ IFs, i.e., $P^q = \left\{ (P_1, \cdots, P_{q-1}, P^q) \right\}$.

The concept of fault detectability in the MSPM framework was first defined in [40, 41], and has been widely adopted to study the detection capability of a variety of MSPM methods [23, 37, 39]. The defined guaranteed detectability means that the fault is guaranteed to be detected under the condition (9). However,
the concept has been limited to the case of PFs, which makes fault detectability analyses for IFs impossible. Compared with the PF detection (PFD) task, additional requirements for IFD [3,[14] are to determine each appearance (disappearance) of the IF before its subsequent disappearance (appearance), otherwise missing or false alarms occur. Based on these considerations, this paper provides an extension and generalization of the original fault detectability concept [40] to make it suitable for both PFs and IFs.

**Definition 1.** For a given significance level \( \alpha \), the disappearance of the \( q \)-th IF is said to be **guaranteed detectable** by the MA-TCC(W), if there exists a time instance \( v_q \leq [k^q] < \mu_{q+1} \) such that for each \( k^q \leq [k] < \mu_{q+1} \), the detection statistic \( T_2^q(W) \leq \delta_w^q \) is guaranteed for all values of \( k^q \) in (9) and for all elements of \( \mathbb{F}^q \). Note that all \( k^q \) constitute a set \( \mathcal{K}^q \). Then the MA-TCC(W)’s alarm delay for the qth disappearance is defined as \( v_q(W) \triangleq \inf_{k \in \mathcal{K}^q} (k^q - v_q) \). We further denote \( k^q_2(W) \triangleq \arg \inf_{k \in \mathcal{K}^q} (k^q - v_q) = v_q + v_q^2(W) \).

**Definition 2.** For a given significance level \( \alpha \), the appearance of the \( q \)-th IF is said to be **guaranteed detectable** by the MA-TCC(W), if the disappearance of the \((q-1)\)-th IF is guaranteed detectable, and there exists a time instance \( \mu_q \leq [k^q] < v_q \) such that for each \( k^q \leq [k] < v_q \), the detection statistic \( T_2^q(W) > \delta_w^q \) is guaranteed for all values of \( k^q \) in (9). Note that all \( k^q \) constitute a set \( \mathcal{K}^q \). Then the MA-TCC(W)’s alarm delay for the qth appearance is defined as \( \mu_q^2(W) \triangleq \inf_{k \in \mathcal{K}^q} (k^q - \mu_q) \). Further denote \( k^q_2(W) \triangleq \arg \inf_{k \in \mathcal{K}^q} (k^q - \mu_q) = \mu_q + \mu_q^2(W) \).

**Definition 3.** For a given significance level \( \alpha \), the qth IF is said to be **guaranteed detectable** by the MA-TCC(W), if both the appearance and disappearance of the qth IF are guaranteed detectable.

### 3.2. Detectability conditions

Now, we are interested in finding necessary and sufficient conditions for the detectability of each IF. However, this is a daunting task since detectability of each IF is coupled with previous IFs implicitly and varies with different window lengths. In other words, because of the time window, the \( T^2 \) statistic is not only influenced by the present IF but may also be influenced by previous IFs, which have different fault directions and magnitudes, and active and inactive durations. Nevertheless, through the analyses for fault disappearance detectability, the valid range of window lengths can be obtained in Lemma 2. Then the detectability of fault appearance with a certain window length is given in Lemmas 3 and 4. Based on them, the necessary and sufficient conditions for the detectability of each IF with and without the limit of certain window length are finally obtained in Theorems 1 and 2.

**Lemma 2.** For the MA-TCC(W) and a given significance level \( \alpha \), the disappearance of the qth IF is guaranteed detectable if and only if

\[
W \leq \tau_q^W. \tag{11}
\]

**Proof.** See Appendix A.

As for the detectability of the qth IF’s appearance, it follows from Definition 2 and Lemma 2 that the window length should satisfy \( W \leq \tau_{q-1}^W \). This set can be divided twofold as follows

\[
\{ W \leq \tau_{q-1}^W \} = \{ W \leq \min[\tau_q^W, \tau_q^r] \} \cup \{ \tau_q^W < W \leq \tau_{q-1}^W \}.
\]

Then we have the following two lemmas.

**Lemma 3.** For the MA-TCC(W) and a given significance level \( \alpha \), when \( W \leq \min[\tau_q^W, \tau_q^r] \), the appearance of the qth IF is guaranteed detectable if and only if

\[
||S^{-\frac{1}{2}} \xi_q f_q || > 2 \delta_w = 2 \delta \sqrt{\frac{N + W}{W(N + 1)}}. \tag{12}
\]

**Proof.** See Appendix A.

**Lemma 4.** For the MA-TCC(W) and a given significance level \( \alpha \), when \( \tau_q^W < W \leq \tau_{q-1}^W \), the appearance of the qth IF is guaranteed detectable if and only if

\[
||S^{-\frac{1}{2}} \xi_q f_q || > 2 \delta_w = 2 \delta \sqrt{\frac{N + W}{W(N + 1)}}. \tag{13}
\]

**Proof.** See Appendix A.

**Theorem 1.** For the MA-TCC(W) and a given significance level \( \alpha \), the qth IF is guaranteed detectable if and only if:

(i) \( W \leq \min[\tau_q^r, \tau_q^W] \); and

(ii) when \( W \leq \min[\tau_q^r, \tau_q^W] \), inequality (12) holds or when \( \tau_q^W < W \leq \tau_q^r \), inequality (13) holds.

**Proof.** Directly derived from Lemmas 2, 3, and 4.

**Theorem 2.** For the MA-TCC and a given significance level \( \alpha \), the qth IF is guaranteed detectable if and only if

\[
\frac{N + 1}{4 \delta_w^2} ||S^{-\frac{1}{2}} \xi_q f_q ||^2 - 1 > \frac{N}{\min[\tau_q^r, \tau_q^W, \tau_q^W]}. \tag{14}
\]
Then the window length \( W \) can be chosen such that

\[
\frac{1}{N} \left( \frac{N + 1}{4\delta^2} \| S^{-1} \xi_0 f_q \|^2 - 1 \right) > \frac{1}{W} > (\geq)
\]

\[
\max \left\{ \frac{N + \sqrt{\frac{2\delta}{\| S^{-1} \xi_0 f_q \|^2}}}{\tau_q \min{T_{\left\{ \tau'_{q-1}, \tau_q \right\}}} - 1} \right\}
\]

and the corresponding alarm delays are

\[
\nu_q(W) = W - 1 - \tau_q' - 1,
\]

\[
\mu_q(W) = W - 1 \leq \nu_q(W),
\]

which are all increasing functions of \( W \).

**Proof.** See Appendix A.

**Remark 3.** Theorem 2 means that, for the \( q \)th IF with a fixed direction \( \xi_0 \) and magnitude \( f_q \), if its duration is less than a certain number of sampling intervals, i.e. \( W \) given by (22), then it is not guaranteed detectable. Now, we fix the duration, magnitude and duration of the \( q \)th IF. It can be seen that if the sampling rate keeps decreasing, namely, the sampling interval keeps increasing, then the number of sampling interval that the \( q \)th IF lasts keeps decreasing. If this number decreases below \( W' \), then the \( q \)th IF is not guaranteed detectable due to sporadic data samples.

**Theorem 3.** For the MA-TCC and a given significance level \( \alpha \), the \( q \)th IF is guaranteed detectable if and only if

\[
W = \min{T_{\left\{ \tau'_{q-1}, \tau_q, \tau_q' \right\}}}
\]

satisfies inequality (15).

**Proof.** It follows from the proof of Theorem 2 that if the \( q \)th IF is guaranteed detectable, then (14) holds and consequently \( W = \min{T_{\left\{ \tau'_{q-1}, \tau_q, \tau_q' \right\}}} \) satisfies inequality (15). On the other hand, if \( W = \min{T_{\left\{ \tau'_{q-1}, \tau_q, \tau_q' \right\}}} \) is one of the solutions of inequality (15), then we derive (14) directly and the proof of Theorem 3 is complete.

**Remark 4.** Now we have obtained three necessary and sufficient conditions for IFs to be guaranteed detectable. For the MA-TCC, Theorem 1 gives a necessary and sufficient condition for the detectability of each IF considering a certain window length. Theorem 2 gets more general results by investigating detectability conditions without the limit of a certain window length. In Theorem 3 the necessary and sufficient condition is given by solving an inequality that the window length satisfies. Note that the constraints \( \nu_q \leq k^* \) and \( \mu_q \leq k^* \) in Definitions 1 and 2 are optional, and have no influence on the subsequent detectability conditions, since Lemmas 3 and Theorems 6 and 7 still hold if we remove the constraints from their proofs.

In practice, we may not know exactly the parameter information of IFs, but lower bounds of fault parameters are relatively easy to be obtained by analyzing historical data or operational conditions. Then we have the following corollary according to Theorems 2 and 3.

**Corollary 1.** For the MA-TCC and a given significance level \( \alpha \), the \( q \)th IF is guaranteed detectable if IF(\( \xi_0, f_q, \tilde{\tau}'_{q-1}, \tilde{\tau}_q, \tilde{\tau}'_q \)) is guaranteed detectable, where \( \tilde{\tau}'_{q-1}, \tilde{\tau}_q, \tilde{\tau}'_q \) are lower bounds of \( \tau'_{q-1}, \tau_q, \tau_q' \) respectively. Then the window length \( W \) can be chosen such that

\[
\frac{1}{N} \left( \frac{N + 1}{4\delta^2} \| S^{-1} \xi_0 f_q \|^2 - 1 \right) > \frac{1}{W} > (\geq)
\]

\[
\max \left\{ \frac{N + \sqrt{\frac{2\delta}{\| S^{-1} \xi_0 f_q \|^2}}}{\tau_q \min{T_{\left\{ \tau'_{q-1}, \tau_q \right\}}} - 1} \right\}
\]

and the corresponding alarm delays are

\[
\mu_q(W) \leq \tilde{\mu}_q(W) - \tilde{\nu}_q(W) \leq \tilde{\tau}'_q - 1,
\]

\[
\nu_q(W) = W - 1 \leq \tilde{\nu}_q(W),
\]

\[
(18)
\]

**Proof.** Directly derived from Theorem 3.

Remark 4 has demonstrated that, to avoid the loss of detectability, the sampling rate should not be too low. However, it has been pointed out that sampling as fast as possible is also inadvisable for PD [11]. Since the time constant is closely related to the dynamic characteristics of a process, it can help us determine a proper sampling rate at which the primary process characteristics are captured. A practical rule is to choose the sampling interval as one-tenth of the time constant [11]. Then, if at this sampling rate, the detectability condition is satisfied, we can accept it. Otherwise, we suggest reasonably shortening the sampling interval to improve the detectability, though this may sacrifice some detection performance such as causing more false alarms.

A PF can be viewed as an IF with infinite active duration. Thus, all the above analyses are applicable to PF when we set \( \tau'_{q-1}, \tau_q, \tau_q' \rightarrow \infty \). For a PF with fault direction \( \xi_{PF} \) and magnitude \( f_{PF} \), the detectability conditions are given by the following theorem.
Corollary 2. For the MA-TCC and a given significance level \( \alpha \), a PF is guaranteed detectable if and only if
\[
\frac{1}{N} \left( \frac{N+1}{4\delta^2} \right) > 0. \tag{19}
\]
Then the window length \( W \) can be chosen such that
\[
\frac{1}{N} \left( \frac{N+1}{4\delta^2} \right) > \frac{1}{W} > 0, \tag{20}
\]
and the corresponding alarm delay is
\[
\mu^{\text{PF}}_d(W) = \left[ \frac{W(N + W)}{N + 1} \frac{2\delta}{\|S \cdot \xi_{PF,F} \|} \right] - 1. \tag{21}
\]
Proof. Directly derived from Theorem 2 \( \Box \)

Remark 5. It can be easily seen that the detection of IFs is much harder than PFs, since the detectability condition for IFs \( \{14\} \) is stricter than it is for PFs \( \{19\} \).

3.3. Two important window lengths

The above theorems and corollaries give the detectability conditions and selection criteria of window length according to the knowledge of fault parameters, which are effective for targeted IFs with prior knowledge. Note that in order to implement the above theorems and corollaries, we need to know at least five fault parameters, i.e., \( \{\xi_q, f_q, r_q^o, r_q^o, \tau_q, \tau_q\} \), or their lower bounds instead. In practice, we may not have all the parameter information of IFs, but more likely know part of the fault information. The following theorems study how to choose a proper \( W \) in these cases.

In the following, we consider the set of \( q \)th IFs with same \( \{\xi_q, f_q\} \) as well as different active and inactive durations, and further denote it as IF(\( \xi_q, f_q \)). Note that IF(\( \xi_q, f_q, *, *, * \)) is an element in the set IF(\( \xi_q, f_q \)).

Theorem 4. For the set of IF(\( \xi_q, f_q \)) and a given significance level \( \alpha \), the MA-TCC(\( W^* \))
\[
W^* = \left[ \frac{N}{\sum_{k=1}^{N} \|S \cdot \xi_{f_k} \|^2} - 1 \right] \tag{22}
\]
has the following properties:
(i) for \( \forall \text{IF}(\xi_q, f_q, r_q^o, r_q^o, \tau_q, \tau_q) \in \text{IF}(\xi_q, f_q) \), if it is not guaranteed detectable with \( W^* \), then there is no other \( W \) making it guaranteed detectable;
(ii) for \( \forall \text{IF}(\xi_q, f_q, r_q^o, r_q^o, \tau_q, \tau_q) \in \text{IF}(\xi_q, f_q) \), if it is guaranteed detectable with \( W^* \), then there is no other \( W \) making its corresponding alarm delay smaller.

Proof. See Appendix A.

Likewise, we consider the set of \( q \)th IFs with same \( \{r_q^o, \tau_q^o\} \) as well as different fault direction and magnitude, and further denote it as IF(\( r_q^o, \tau_q^o \)).

Theorem 5. For the set of IF(\( r_q^o, \tau_q^o \)) and a given significance level \( \alpha \), the MA-TCC(\( W^* \))
\[
W^* = \min\{r_q^o, \tau_q^o, \tau_q^o\}, \tag{23}
\]
has the following properties:
(i) for \( \forall \text{IF}(\xi_q, f_q, r_q^o, r_q^o, \tau_q, \tau_q) \in \text{IF}(r_q^o, \tau_q^o) \), if it is not guaranteed detectable with \( W^* \), then there is no other \( W \) making it guaranteed detectable.

Proof. Similar to Theorem 4

Remark 6. The above theorems study the optimal choice of window length when only parts of the fault information are available. Theorem 4 illustrates that given the fault direction and magnitude information, the optimal choice of window length is \( \{22\} \) in consideration of both detection capability and alarm delay. This is quite useful for cases where the maximum tolerable deviation is known. Theorem 5 illustrates that in order to guarantee the detectability of smaller IFs, the proper window length is \( \{23\} \).

4. IFD based on MA-TCCs with multiple window lengths

The advantage and disadvantage of introducing the time window for IFD are apparent, i.e., the increased sensitivity and the introduced alarm delay. Thus, it is natural to consider MA-TCCs with multiple window lengths, denoted as MA-TCCs(M), for the IFD problem. However, detection results given by different window lengths are often inconsistent due to false or missing alarms in real-world applications. Thus, methods to exclude false alarms and compensate missing alarms are proposed first on the basis of the detectability analyses presented in the previous section. Then, IFs’ appearing and disappearing time instances \( \mu_q, \nu_q \) are determined by integrating different MA-TCCs’ inference results.

4.1. False alarms exclusion and missing alarms compensation

When IFs are guaranteed detectable by the MA-TCC(\( W \)), the underlying cause of false/missing alarms is the violation of condition \( \{9\} \). When no fault occurs, it leads to false alarms if \( X_q^o \) goes beyond its acceptance region, as shown in Fig. 2 with yellow line. When IF
is guaranteed detectable

Lemma 6. For the MA-TCC(W) and a given significance level \( \alpha \), the appearance of the \( q \)th IF is \textit{guaranteed detectable} if and only if there exist \( \nu_q^i(W), \mu_q^i(W) \), \( j < i \) such that

\[
\nu_q^j(W) \leq k_{q-j}^*(W) < \mu_q^j(W), \\
\mu_q^i(W) \leq k_{q-i}^*(W) < \nu_q^i(W),
\]

are guaranteed for all values of \( X_q^i \) in (9).

Proof. Directly derived from Lemmas 5 and 6. \( \square \)

Theorem 6. For the MA-TCC(W) and a given significance level \( \alpha \), if the \( q \)th IF is \textit{guaranteed detectable}, then the corresponding alarm durations for the \((q-1)\)th IF’s disappearance, \( q \)th IF’s appearance and disappearance are guaranteed to be

\[
\mu_{q+1}^i - \nu_q^j \geq \max\left\{ r_{q-j-1}^i - r_{q-j}^j, 1 \right\}, \\
\nu_q^i - \mu_q^j \geq \max\left\{ r_{q-j}^i - 2 \mu_q^j, W - \mu_q^j, r_{q-j}^i - \mu_q^j, 1 \right\}, \\
\mu_q^j - \nu_q^j \geq \max\left\{ r_{q-j}^i - r_{q-j}^j, 1 \right\},
\]

for all values of \( X_q^i \) in (9).

Proof. Directly derived from Lemma 2. \( \square \)

Lemma 7. For the MA-TCC(W) and a given significance level \( \alpha \), the \( q \)th IF is \textit{guaranteed detectable} if and only if there exist \( \nu_q^i, \mu_q^j \), \( j < i \) such that

\[
\nu_q^j \leq k_{q-j}^*(W) < \mu_q^j, \\
\mu_q^i < k_{q-i}^*(W) \leq \nu_q^i,
\]

are guaranteed for all values of \( X_q^i \) in (9).

Proof. See Appendix B. \( \square \)

Figure 2: An example of false and missing alarms.
If the alarm duration of IFs are guaranteed detectable, then there exist \( \{\nu_q', \mu_q', \nu_q, \mu_q\} \), \( j < i \leq 1 \) such that

\[
\nu_q' - \nu_q'_{i-1} \leq \nu_q_{i-1} - W,
\]

\[
\max \left\{ \mu_q' - \mu_q', \nu_q' + 1 \right\} \leq [\mu_q],
\]

\[
\max \left\{ \mu_q' + 1 + \max(\mu_q' - \nu_q', 0), \nu_q' - \nu_q'_{i-1} \right\} \leq [\nu_q],
\]

\[
\nu_q' + 1 \leq [\mu_q + 1] \leq \mu_q'_{i-1},
\]

are guaranteed for all values of \( X_k^q \) in (29). For further reference, denote \( \mu_q(W), \nu_q(W) \) and \( \mu_q(W), \nu_q(W) \) as the above lower and upper bounds of \( \mu_q, \nu_q \), respectively.

**Proof.** According to Lemma 7, if the qth IF is guaranteed detectable, then \( \exists \{\nu_q', \mu_q', \nu_q, \mu_q\}, \{\nu_q', \mu_q', \nu_q, \mu_q\} \), \( j < i \leq 1 \) such that

\[
\nu_q' - \nu_q'_{i-1} \leq \nu_q_{i-1} - W,
\]

\[
\max \left\{ \mu_q' - \mu_q', \nu_q' + 1 \right\} \leq [\mu_q],
\]

\[
\max \left\{ \mu_q' + 1 + \max(\mu_q' - \nu_q', 0), \nu_q' - \nu_q'_{i-1} \right\} \leq [\nu_q],
\]

\[
\nu_q' + 1 \leq [\mu_q + 1] \leq \mu_q'_{i-1},
\]

are guaranteed for all values of \( X_k^q \) in (29). For further reference, denote \( \mu_q(W), \nu_q(W) \) and \( \mu_q(W), \nu_q(W) \) as the above lower and upper bounds of \( \mu_q, \nu_q \), respectively.

4.2. Inference of \( \mu_q \) and \( \nu_q \)

To complete IFD task, an additional requirement is to determine IFs’ appearing and disappearing time instances \( \mu_q, \nu_q \). However, due to the introduction of time window and the statistical property of \( T^2 \) statistic, alarm delays are inevitable as given in Theorem 2, which makes it difficult to obtain the exact time of IFs’ appearance and disappearance. Nevertheless, through the analyses for the alarm time and alarm duration caused by IFs, the range of \( \mu_q, \nu_q \) can be determined by the following theorems.

**Theorem 8.** For the MA-TCC(W) and a given significance level \( \alpha \), if the qth IF is guaranteed detectable, then there exist \( \{\nu_q', \mu_q', \nu_q, \mu_q\}, \{\nu_q', \mu_q', \nu_q, \mu_q\} \), \( j < i \leq 1 \) such that

\[
\nu_q' - \nu_q'_{i-1} \leq \nu_q_{i-1} - W,
\]

\[
\max \left\{ \mu_q' - \mu_q', \nu_q' + 1 \right\} \leq [\mu_q],
\]

\[
\max \left\{ \mu_q' + 1 + \max(\mu_q' - \nu_q', 0), \nu_q' - \nu_q'_{i-1} \right\} \leq [\nu_q],
\]

\[
\nu_q' + 1 \leq [\mu_q + 1] \leq \mu_q'_{i-1},
\]

are guaranteed for all values of \( X_k^q \) in (29). For further reference, denote \( \mu_q(W), \nu_q(W) \) and \( \mu_q(W), \nu_q(W) \) as the above lower and upper bounds of \( \mu_q, \nu_q \), respectively.

**Proof.** According to Lemma 7, if the qth IF is guaranteed detectable, then \( \exists \{\nu_q', \mu_q', \nu_q, \mu_q\}, \{\nu_q', \mu_q', \nu_q, \mu_q\} \), \( j < i \leq 1 \) such that

\[
\nu_q' - \nu_q'_{i-1} \leq \nu_q_{i-1} - W,
\]

\[
\max \left\{ \mu_q' - \mu_q', \nu_q' + 1 \right\} \leq [\mu_q],
\]

\[
\max \left\{ \mu_q' + 1 + \max(\mu_q' - \nu_q', 0), \nu_q' - \nu_q'_{i-1} \right\} \leq [\nu_q],
\]

\[
\nu_q' + 1 \leq [\mu_q + 1] \leq \mu_q'_{i-1},
\]

are guaranteed for all values of \( X_k^q \) in (29). For further reference, denote \( \mu_q(W), \nu_q(W) \) and \( \mu_q(W), \nu_q(W) \) as the above lower and upper bounds of \( \mu_q, \nu_q \), respectively.
i ≤ l such that
\[ v_i^q ≤ k_i^q - 1 ⇔ v_i^q - v_i^{q-1} ≤ ν_i; \quad v_i^q < μ_i; \]
\[ k_i^q - 1 < μ_i^{q+1} ⇔ v_i - v_i^{q-1} < μ_i^{q+1} - v_i^{q-1}; \quad μ_i ≤ μ_i^{q+1}; \]
\[ k_i^q - 1 < μ_i^{q+1} ⇔ μ_i^{q+1} - μ_i^{q+1} ≤ k_i^q; \quad μ_i^{q+1} < ν_i; \]
\[ μ_i^{q+1} < k_i^q ⇔ μ_i^{q+1} + k_i^q - ν_i < ν_i; \quad k_i^q < ν_i ⇔ μ_i < ν_i^{q-1}; \]
\[ ν_i^{q-1} ≤ ν_i^q ⇔ ν_i^q - ν_i ≤ 0; \quad ν_i^q < ν_i^{q-1}; \]
\[ ν_i^q ≤ ν_i^q - ν_i^{q-1} ≤ ν_i^q; \quad ν_i^q < ν_i^{q-1}; \]
\[ ν_i^q < ν_i^{q-1} ⇔ ν_i^q - ν_i^{q-1} ≤ ν_i^q; \]
\[ (35) \]
are guaranteed for all values of \( k_i^q \) in (9). By rewriting (35) as (36), the proof is complete. □

**Corollary 3.** For the MA-TCC and a given significance level \( α \), if the \( q \)th IF is guaranteed detectable with window lengths \( W \) and \( W' \), then
\[ \left[ \hat{μ}_q(W), \hat{μ}_q(W') \right] \cap \left[ \hat{μ}_q(W), \hat{μ}_q(W') \right] \neq \emptyset, \]
\[ \left[ \hat{ν}_q(W), \hat{ν}_q(W') \right] \cap \left[ \hat{ν}_q(W), \hat{ν}_q(W') \right] \neq \emptyset, \]
are guaranteed for all values of \( k_i^q \) in (9).

**Proof.** If the \( q \)th IF is guaranteed detectable with window lengths \( W \) and \( W' \), then according to Theorem 8, both \( \hat{μ}_q(W) \leq μ_q \leq \hat{μ}_q(W') \) and \( \hat{ν}_q(W) \leq ν_q \leq \hat{ν}_q(W') \) are guaranteed for all values of \( k_i^q \) in (9). Thus the intersections are nonempty. □

**Remark 8.** Having excluded false alarms and compensated missing alarms, we can continue to use the MA-TCCs(M) to infer \( μ_q, ν_q \). According to Theorem 8, we can choose a set of window lengths which makes the IFs guaranteed detectable, and then take the intersection of all MA-TCCs’ inference results as the final inference of \( μ_q, ν_q \). Corollary 3 further guarantees that this intersection is not empty set. Observe that the above theorems still hold if one directly replaces the fault parameters therein with their corresponding lower bounds. Thus in the case of only lower bounds are available, the proposed methodology is still effective. Compared with using a single \( W \), MA-TCCs(M) can enjoy both the improved sensitivity given by larger window lengths and the reduced inference error given by smaller window lengths. In this regard, the use of multiple \( W \) can improve the IFD performance in the sense of type II error and inference error. Note that the drawback of using multiple \( W \) is the increase of false alarms. Thus, methods to exclude false alarms have been developed prior to the use of multiple \( W \), which guarantees a small type I error for the MA-TCCs(M).

For fault detection, implement MA-TCCs with \( W = \{W', \cdots, W''\} \) online simultaneously. When any of the control chart alarms, the process is considered faulty. If the alarm disappears after a while, then either a false alarm or an IF happened. Thus, the false alarms exclusion is used to discriminate IFs from false alarms. If the alarm is not removed, then we consider it as an IF and infer its appearing and disappearing time instances. Overall, the IFD algorithm based on MA-TCCs(M) is summarized as Algorithm 1. Note that the order of missing alarms compensation and false alarms exclusion may need to be adjusted according to the IF parameters. Our main concerns have been in single mode, i.e., assuming that the process operates around a single steady-state. As for the PD problem in multi-mode, the MA-TCCs(M) can be extended by introducing a prior knowledge of the multi-mode or the multi-mode modeling techniques such as Gaussian mixture model (GMM) 14 and HMM 23. In addition, when an intermittent mode or pattern is viewed as a kind of IF, the MA-TCCs(M) are applicable to detect this intermittent mode. MA-TCCs(M) can discriminate the intermittent mode from false alarms, and infer its appearing and disappearing time instances.

5. Simulation studies

5.1. A numerical example

A simulated process model with two correlated variables is employed first. The process model under normal conditions follows a multivariate Gaussian distribution as follows
\[ x \sim \mathcal{N}_2(\mu, \Sigma), \mu = \begin{bmatrix} 6 \\ 4 \end{bmatrix}, \Sigma = \begin{bmatrix} 3 & 2.6 \\ 2.6 & 4 \end{bmatrix}. \]

Both 5000 training samples and 500 test samples are generated according to (37), and intermittent process faults are subsequently introduced in the test dataset. The significance level \( α \) is 0.01. The introduced IFs have an additive form as modeled by (10) with the fault direction \( \xi_\theta = [0.2425, 0.9701]^T \), the lower bound of each fault magnitude \( f_\theta = 4 \), the lower bound of each fault active and inactive duration \( \tau_\theta^a = \tau_\theta^i = 10 \). Therefore, we can conclude that the introduced IFs are guaranteed detectable by MA-TCCs with window lengths \( W \in [7, 10] \), according to Corollary 1. The actual fault magnitude, fault active and inactive duration are all generated randomly according to their lower bounds and are shown in Fig. 3 with the blue line (the left Y-axis shows the 1/4 fault magnitude and the X-axis shows the fault active and inactive duration).
The MA-TCCs with window lengths $W = 1, 2$ of the test data have been given in Fig. 3. It can be easily seen that the detection performance is far from satisfaction due to a large number of false and missing alarms, not to mention determining the IFs’ appearing and disappearing time instances. On the contrast, the MA-TCCs with window lengths $W = 7, 8, 9, 10$ achieve better performance, which have been given in Fig. 4. This is because the IFs are not guaranteed detectable when $W \in [1, 2]$, but are guaranteed detectable when $W \in [7, 10]$. Overall, the detailed fault detection results based on MA-TCCs with window lengths $W = 1, 2, \cdots, 10$ have been given in Fig. 5 with green lines.

On the other hand, it is noted from Fig. 4 and 5 that, although the IFs are guaranteed detectable when $W \in [7, 10]$, false and missing alarms are still inevitable in the online monitoring process owing to the violation of condition (9), i.e., $\bar{x}_k^{*}$ goes beyond its acceptance region. For example, the MA-TCC(7) has shortly gone below its control limit before the first IF’s disappears, leading to missing alarms. The MA-TCC(7), MA-TCC(8) and MA-TCC(9) have shortly gone above their corresponding control limits before the seventh IF’s appears, leading to false alarms.

Thanks to MA-TCCs(M) and Algorithm 1, a set of qualified window lengths are selected ($W = 7, 8, 9, 10$) and missing/false alarms can be compensated/excluded to a great extent. According to Theorems 6, 7 and Algorithm 1, the alarm duration for the first IF’s disappearance given by MA-TCC(7) is too short to satisfy (9). Moreover, neither MA-TCC(8), MA-TCC(9) nor MA-TCC(10) alarms during that period. Therefore, we...
can conclude that they are missing alarms. As for the false alarms given by the MA-TCC(7), MA-TCC(8) and MA-TCC(9), on one hand their alarm durations for the seventh IF’s appearance are too short to satisfy [29]. On the other hand, MA-TCC(10) does not alarm during that period. Therefore, according to Theorems [6] and Algorithm 1, we can conclude that they are false alarms. Overall, the detailed fault detection results after false/missing alarms exclusion/compensation based on MA-TCCs(M) have been given in Fig. 5 with red lines.

Having excluded false alarms and compensated missing alarms, Algorithm 1 is further used to infer the actual appearing and disappearing time instances of IFs. Firstly, MA-TCC(7), MA-TCC(8), MA-TCC(9) and MA-TCC(10) are used to infer \( \mu_q, v_q \) separately according to Theorem 8. Inference results have been given in Tables [1] and [2] respectively. It can be seen that the actual appearing and disappearing time instances of IFs are within the inference results. Secondly, according to Corollary 3, the intersection of these inference results is not empty set. Therefore, we take the intersection of all these inference results as the final inference of \( \mu_q, v_q \), as shown in Table 3. Overall, it can be seen from Fig. 5 and Table 3 that the developed methodology performs favorably.

### 5.2. The CSTR process

In this subsection, a simulation on a continuous stirred tank reactor (CSTR) is employed to demonstrate the effectiveness of the developed methods. The CSTR process can be described by the following differential equations

\[
\frac{dC_A}{dt} = q \left( C_{A_0} - C_A \right) - k_0 \exp \left( \frac{-E}{RT} \right) C_A + v_1,
\]

\[
\frac{dT}{dt} = q \left( T_f - T \right) + \frac{\Delta H}{\rho C_p} k_0 \exp \left( \frac{-E}{RT} \right) C_A + \frac{UA}{V\rho C_p} (T_c - T) + v_2,
\]

where \([C_A, T]^T\) are controlled variables, \([T_c, q]^T\) are manipulated variables, and \(v_1\) and \(v_2\) are independent Gaussian white noises. Detailed descriptions of the CSTR process can be found in [43], where the settings of the process, including system parameters and conditions as well as controller information, are also given therein. The measured variables here are \([C_A, T, T_c, q]^T\). Both 5000 fault-free training samples and 400 test samples with intermittent sensor faults are collected. The sampling interval is 30s and the significance level \(\alpha\) is set as 0.01. The faults are added to the fourth measured variable \(q\) with a lower bound of each fault magnitude \(\tilde{f}_q = 4\), a lower bound of each fault active, and inactive duration \(\tilde{\tau}_q = \tilde{\tau}_q = 10\). The actual fault magnitudes, and fault active and inactive duration are shown in Fig. 9 with the blue line.

According to Corollary 1, we can conclude that the introduced IFs are guaranteed detectable by MA-TCCs with window lengths \(W \in [5, 10]\), as shown in Figs. 6 and 7. On the contrast, the MA-TCCs with window lengths \(W = 1, 2\) do not render IFs guaranteed detectable, and consequently their detection performance is not satisfactory, as shown in Fig. 5. Overall, the detailed fault detection results based on MA-TCCs with window lengths \(W = 1, 2, \cdots, 10\) have been given in Fig. 9 with green lines.

Similar to the above numerical example, it is noted from Figs. 6, 7 and 9 that, although the IFs are guaranteed detectable when \(W \in [5, 10]\), there are still false and missing alarms in the online monitoring process owing to the violation of condition \(9\). There are missing alarms within the third IF by MA-TCC(5) as well as false alarms before the first IF and between the fourth and fifth IF. Thus, MA-TCCs(M) have been utilized to select a set of qualified window lengths \(W = 5, 6, \cdots, 10\) and compensate/exclude missing/false alarms, as shown in Fig. 9 with red lines. In addition, MA-TCCs(M) have been used to infer the actual appearing and disappearing time instances of IFs. Firstly, MA-TCC(5), MA-TCC(6), ..., MA-TCC(10) are separately used to infer \(\mu_q, v_q\), as given in Tables 4 and 5. Then, final inference of \(\mu_q, v_q\) is the intersection of all the individual inference results, which has been given in

![Figure 6](image-url)
Table 1: Inferences of $\mu_q$ based on MA-TCCs with window lengths $W = 7, 8, 9, 10$ in the numerical simulation.

| $q$ | $\mu_1$ | $\mu_2(7)$ | $\mu_4(7)$ | $\mu_2(8)$ | $\mu_4(8)$ | $\mu_2(9)$ | $\mu_4(9)$ | $\mu_2(10)$ | $\mu_4(10)$ |
|-----|---------|-------------|-------------|------------|------------|------------|------------|------------|------------|
| 1   | 201     | 197         | 203         | 197        | 204        | 197        | 204        | 196        | 204        |
| 2   | 252     | 248         | 254         | 246        | 253        | 246        | 253        | 246        | 254        |
| 3   | 292     | 287         | 293         | 286        | 293        | 285        | 292        | 285        | 293        |
| 4   | 326     | 323         | 329         | 322        | 329        | 322        | 329        | 321        | 329        |
| 5   | 377     | 375         | 381         | 374        | 381        | 374        | 381        | 374        | 382        |
| 6   | 426     | 420         | 426         | 419        | 426        | 420        | 427        | 418        | 426        |
| 7   | 466     | 463         | 469         | 462        | 469        | 462        | 469        | 462        | 470        |

Table 2: Inferences of $\nu_q$ based on MA-TCCs with window lengths $W = 7, 8, 9, 10$ in the numerical simulation.

| $q$ | $\nu_1$ | $\nu_2(7)$ | $\nu_4(7)$ | $\nu_2(8)$ | $\nu_4(8)$ | $\nu_2(9)$ | $\nu_4(9)$ | $\nu_2(10)$ | $\nu_4(10)$ |
|-----|---------|-------------|-------------|------------|------------|------------|------------|------------|------------|
| 1   | 226     | 223         | 229         | 223        | 230        | 223        | 230        | 223        | 231        |
| 2   | 273     | 272         | 278         | 272        | 279        | 272        | 279        | 271        | 279        |
| 3   | 308     | 306         | 312         | 306        | 313        | 306        | 313        | 306        | 314        |
| 4   | 351     | 349         | 355         | 348        | 355        | 348        | 355        | 348        | 356        |
| 5   | 402     | 399         | 405         | 400        | 406        | 398        | 405        | 398        | 406        |
| 6   | 444     | 441         | 447         | 441        | 448        | 441        | 448        | 441        | 449        |
| 7   | 486     | 482         | 488         | 482        | 489        | 482        | 489        | 482        | 490        |

Table 3: Inferences of $\mu_q, \nu_q$ based on MA-TCCs(M) in the numerical simulation.

| $q$ | $\mu_1$ | $\mu_2$ | $\mu_4$ | $\nu_1$ | $\nu_2$ | $\nu_4$ |
|-----|---------|---------|---------|---------|---------|---------|
| 1   | 201     | 197     | 203     | 226     | 223     | 229     |
| 2   | 252     | 248     | 254     | 273     | 272     | 278     |
| 3   | 292     | 287     | 293     | 308     | 306     | 312     |
| 4   | 326     | 323     | 329     | 351     | 349     | 355     |
| 5   | 377     | 375     | 381     | 402     | 399     | 405     |
| 6   | 426     | 420     | 426     | 444     | 441     | 447     |
| 7   | 466     | 463     | 469     | 486     | 482     | 488     |

Figure 7: IFD based on the MA-TCCs with window lengths $W = 7, 8, 9, 10$ in the numerical simulation.

Figure 8: IFD based on the MA-TCCs with window lengths $W = 1, 2$ in the CSTR process.
6. Conclusion

In this paper, moving average $T^2$ control charts with multiple window lengths (MA-TCCs(M)) have been developed for intermittent fault (IF) detection. The MA-TCCs(M) incorporate historical information through a bank of time windows and thus can improve the IFD performance. The detectability of IFs has been investigated theoretically, and choices of window lengths in different practical conditions have been discussed. The advantage of using time window for permanent fault (PF) detection is apparent, i.e., the larger the window length $W$ is, the smaller the PF is guaranteed detectable. However, this is not the case for IFs. A window length larger than the active duration of IFs can reduce the detection capability. Moreover, we have found that when an IF is guaranteed detectable, the corresponding alarm durations for its appearance and disappearance have lower bounds and the detection results given by a set of window lengths can be integrated. These properties have been used to exclude false alarms, compensate missing alarms and infer the fault’s appearing and disappearing time instances. The numerical example and the CSTR process have demonstrated the effectiveness and applicability of our methodology.
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7. Appendix A: Proofs in Sections 2 and 3

7.1. Proof of equality (4)

Under normal conditions, we have \( \mu_f - \mu = 0 \). Moreover, according to (3), we have

\[
\sqrt{\frac{NW}{N+W}}(S_k^p - \bar{s}) \sim N_p(0, \Sigma), \quad (N-1)\bar{s} \sim N_p(N-1, \Sigma).
\]

Note that for a multivariate normal distribution, its sample mean and sample covariance are independent. Then it follows from Lemma 1 that

\[
\frac{NW}{N+W}(S_k^p - \bar{s})^T S_k^{-1}(S_k^p - \bar{s}) \sim \frac{p(N-1)}{N-p} F(p, N-p),
\]

which proves the equality (4).

7.2. Proof of Lemma 2

According to the IF model (10), when \( W \leq \tau_q \), there exists a time instance \( \nu_q \leq [k^\theta] < \mu_{q+1} \), such that for each \( k^\theta \leq [k] < \mu_{q+1} \), the W current process samples within the time window are fault-free. Then we have \( \bar{s}_k^q = \bar{s}_k \) and

\[
T_k^2(W) = ||S^{-1/2}(S_k^q - \bar{s})||^2 = ||S^{-1/2}(\bar{s}_k - \bar{s})||^2.
\]

Thus, for each \( k^\theta \leq [k] < \mu_{q+1} \), the detection statistic \( T_k^2(W) \leq \delta_w^2 \) is guaranteed for all values of \( \bar{s}_k^q \) in (9) and for all elements of \( \mathcal{P}^q \), and the proof of sufficiency is complete.

In the following, we will prove the necessity of Lemma 2 by contraposition. The contrapositive of the necessity statement is: If \( W > \tau_q \), then for any time instance \( \nu_q \leq [k^\theta] < \mu_{q+1} \), there exists a time instance \( k^\theta \leq [k] < \mu_{q+1} \), a value of \( \bar{s}_k^q \) in (9) and an element of \( \mathcal{P}^q \), making \( T_k^2(W) > \delta_w^2 \) valid. It can be proven as follows. For any given \( \nu_q \leq [k^\theta] < \mu_{q+1} \), we consider the time instance \( k = \mu_{q+1} - 1 \) which satisfies \( k^\theta \leq k < \mu_{q+1} \). Since \( W > \tau_q \), we have \( \bar{s}_k^q = \bar{s}_k^q + \Xi_k \delta_k \), where \( \Xi_k \delta_k \) is the effect of all IFs in the time window. We further consider an element of \( \mathcal{P}^q \) making \( ||\Xi_k \delta_k|| \neq 0 \), and the following value of \( \bar{s}_k^q \) in (9)

\[
S^{-1/2}(\bar{s}_k^q - \bar{s}) = S^{-1/2}(\Xi_k \delta_k) \delta_w.
\]

Thus the detection statistic at time instance \( k \) is

\[
T_k^2(W) = ||S^{-1/2}(\bar{s}_k^q - \bar{s} + \Xi_k \delta_k)||^2 = ||S^{-1/2}(\Xi_k \delta_k)||^2 > \delta_w^2.
\]

which proves the contrapositive and thus the necessity of Lemma 2.

7.3. Proof of Lemma 3

According to Lemma 2, when \( W \leq \min[\tau_{q-1}, \tau_q] \), the disappearance of the \((q-1)\)th IF is guaranteed detectable. According to the IF model (10), when \( W \leq \min[\tau_{q-1}, \tau_q] \), there exists a time instance \( \mu_q \leq [k^*] < \nu_q \), such that for each \( k^* \leq [k] < \nu_q \), the W current process samples within the time window are faulty. Thus we have \( \bar{s}_k^q = \bar{s}_k^q + \xi q \delta_q \) and

\[
T_k^2(W) = ||S^{-1/2}(\bar{s}_k^q - \bar{s} + \xi q \delta_q)||^2 \geq \left(||S^{-1/2}(\xi q \delta_q)||^2 - ||S^{-1/2}(\bar{s}_k^q - \bar{s})||^2\right)^2. \tag{38}
\]

Then by following (12), (22) and (38), we can derive that for each \( k^* \leq [k] < \nu_q \), \( T_k^2(W) > \delta_w^2 \) is guaranteed for all values of \( \bar{s}_k^q \) in (9) and the proof of sufficiency is complete.

The contrapositive of the necessity statement is: When \( W \leq \min[\tau_{q-1}, \tau_q] \), if \( ||S^{-1/2}(\xi q \delta_q)||^2 \leq 2\delta_w \), then the disappearance of the \((q-1)\)th IF is not guaranteed detectable, or for any time instance \( \mu_q \leq [k^*] < \nu_q \), there exists a time instance \( k^* \leq [k] < \nu_q \) and a value of \( \bar{s}_k^q \) in (9), making \( T_k^2(W) > \delta_w^2 \) valid. It can be proven as follows. For any given \( \mu_q \leq [k^*] < \nu_q \), we consider the time instance \( k = \nu_q - 1 \) which satisfies \( k^* \leq k < \nu_q \). We further consider the following value of \( \bar{s}_k^q \)

\[
S^{-1/2}(\bar{s}_k^q - \bar{s}) = S^{-1/2}(\xi q \delta_q)/2, \tag{39}
\]

which is in (9) if \( ||S^{-1/2}(\xi q \delta_q)||^2 \leq 2\delta_w \). Moreover, since \( W \leq \min[\tau_{q-1}, \tau_q] \), we have \( \bar{s}_k^q = \bar{s}_k^q + \xi q \delta_q \). Thus the detection statistic at time instance \( k \) is

\[
T_k^2(W) = ||S^{-1/2}(\bar{s}_k^q - \bar{s} + \xi q \delta_q)||^2 = ||S^{-1/2}(\xi q \delta_q)/2||^2 \leq \delta_w^2.
\]
which proves the contrapositive and thus the necessity of Lemma 3.

7.4. Proof of Lemma

According to Lemma 2 when \( r_q^o < W \leq r_q^v \), the disappearance of the \((q-1)th\) IF is guaranteed detectable. We consider the time instance \( k^* = v_q - 1 \) which satisfies \( \mu_q \leq k^* < v_q \). According to the IF model (19), for each \( k^* \leq [k] < v_q \), the latest \( r_q^o \) current process samples within the time window \( W \) are faulty and thus we have \( \delta_q^o = \delta_q^o + \xi_q f_q r_q^o / W \). The detection statistic at time instance \( k \) is then

\[
T_q^o(k) = \| S^{-1/2} (\xi_q f_q r_q^o / W) \|_2^2 \geq \left( \| S^{-1/2} \xi_q f_q r_q^o / W - \| S^{-1/2} (\xi_q f_q r_q^o / W) \|_2^2 \right).
\]

Then by following (13), (9) and (40), we can derive that for each \( k^* \leq [k] < v_q \), \( T_q^o(k) \) is guaranteed for all values of \( \delta_q^o \) in (9) and the proof of sufficiency is complete.

The contrapositive of the necessity statement is:

When \( r_q^o < W \leq r_q^v \), if \( \| S^{-1/2} \xi_q f_q r_q^o / W \|_2 \leq 2 \delta_w \), then the disappearance of the \((q-1)th\) IF is not guaranteed detectable, or for any time instance \( \mu_q \leq [k^*] < v_q \), there exists a time instance \( k^* \leq [k] < v_q \) and a value of \( \delta_q^o \) in (9), making \( T_q^o(W) \) valid. It can be proven as follows. For any given \( \mu_q \leq [k^*] < v_q \), we consider the time instance \( k = v_q - 1 \) which satisfies \( k^* < k < v_q \). We further consider the following value of \( \xi_q f_q r_q^o / W \)

\[
S^{-1/2} (\xi_q f_q r_q^o / W) = -S^{-1/2} \xi_q f_q r_q^o / 2W,
\]

which is in (9) if \( \| S^{-1/2} \xi_q f_q r_q^o / W \|_2 \leq 2 \delta_w \). Note that at time instance \( k \), we have \( \xi_q f_q r_q^o / W \). Thus the detection statistic at time instance \( k \) is

\[
T_q^o(k) = \| S^{-1/2} \xi_q f_q r_q^o / 2W \|_2^2 \leq \delta_q^o,
\]

which proves the contrapositive and thus the necessity of Lemma 4.

7.5. Proof of Theorem

The \( q \)th IF is guaranteed detectable if and only if \( W \leq \min[r_q^v, r_q^o] \) and either Lemmas 3 or 4 holds. Note that (13) can be reformulated as

\[
\| S^{-1/2} \xi_q f_q \| > \frac{2 \delta}{r_q^o} \sqrt{\frac{W(N + W)}{N + 1}}.
\]

Thus, the necessary and sufficient condition (13) can be derived by finding the infimum of the inequalities (12) and (13), i.e., \( f(W) \) with respect to \( W \leq \min[r_q^v, r_q^o] \), where

\[
f(W) = \begin{cases} 2 \delta \sqrt{\frac{N + W}{W(W + 1)}} & \text{if } W \leq \min[r_q^v, r_q^o], \\ 2 \delta \sqrt{\frac{W(N + W)}{N + 1}} & \text{if } r_q^o < W \leq r_q^v. \end{cases}
\]

It can be seen that when \( r_q^o < W \leq r_q^v \), \( f(W) \) increases as the window length \( W \) increases. When \( W \leq \min[r_q^v, r_q^o] \), \( f(W) \) decreases as the window length \( W \) increases. Moreover, when \( W = r_q^o \), we have

\[
2 \delta \sqrt{\frac{N + W}{W(N + 1)}} = r_q^o \sqrt{\frac{W(N + W)}{N + 1}}.
\]

Thus, we can conclude that when \( W \leq \min[r_q^v, r_q^o] \), the infimum of \( f(W) \) achieves with

\[
W = \min[r_q^v, r_q^o].
\]

Since \( \min[r_q^v, r_q^o] \), \( r_q^o \), \( r_q^v \) \leq \min[r_q^v, r_q^o] \), by substituting (43) into (12), we derive (14).

Furthermore, if (14) holds, we can choose the window length \( W \) according to inequalities (12) and (13). Solving inequality (12) with respect to \( W \) \leq \min[r_q^v, r_q^o] \) and \( W \leq \min[r_q^v, r_q^o] \), we obtain

\[
\frac{1}{N} \left( \frac{N + 1}{4 \delta^2} \| S^{-1/2} \xi_q f_q \|_2^2 - 1 \right) > \frac{1}{W} > \frac{\min[r_q^v, r_q^o]}{r_q^o}.
\]

It can be easily proven that if (14) holds, there must be solutions for (44). Note that (13) can be reformulated as

\[
\frac{(r_q^o)^2}{W^2} - 4 \delta^2 \| S^{-1/2} \xi_q f_q \|_2^2 - \frac{N}{W} - 1 > 0.
\]

Solving the above inequality with respect to \( W > 0 \), we have

\[
\frac{1}{W} > \frac{\frac{N + 1}{2 \delta} \sqrt{\frac{N + 1}{2 \delta^2} + \frac{N + 1}{4 \delta^2} \| S^{-1/2} \xi_q f_q \|_2^2}}{r_q^o}.\]

By substituting (44) and (46) into (16), we have

\[
\sqrt{\frac{W(N + W)}{N + 1}} > \frac{2 \delta}{r_q^o} \min[W, r_q^o].
\]

Moreover, it can be easily proven that if (14) holds, \( W = \min[r_q^v, r_q^o] \).
\( \tau_q^i \) is a solution of (45). Thus if (14) holds, we have
\[
\frac{1}{\tau_q^i} > \frac{1}{\tau_q^i} + \frac{N}{N^2} + \frac{N}{N^2} \frac{\|S - \xi f_q\|^2}{\tau_q^i + \xi f_q^2}.
\]
which means there must be solutions for (49). Solving (49) with respect to \( \tau_q^i < W \leq \tau_q^i \) and \( W \leq \min(\tau_q^i, \tau_q^i) \), we obtain
\[
\frac{1}{\tau_q^i} > \frac{1}{\tau_q^i} + \frac{N}{N^2} \frac{\|S - \xi f_q\|^2}{\tau_q^i + \xi f_q^2}.
\]
and for all elements of \( \bar{\tau}_q^i \), we obtain
\[
\frac{1}{\tau_q^i} > \frac{1}{\tau_q^i} + \frac{N}{N^2} \frac{\|S - \xi f_q\|^2}{\tau_q^i + \xi f_q^2}.
\]
and
\[
\min(\tau_q^i, \tau_q^i) \geq \min\{\tau_q^i, \tau_q^i\}.
\]
Note that \( \min(\tau_q^i, \tau_q^i) \) satisfies (15) according to Theorem 3 and consequently \( W^* \) satisfies (15). Thus, we can conclude that for all \( IF(\xi f_q, f_q(1:q - 1) \tau_q^i, \tau_q^i) \) that satisfy (14), the MA-TCC(\( W^* \)) can make them guaranteed detectable. The contrapositive of the above statement says for any \( IF(\xi f_q, f_q(1:q - 1) \tau_q^i, \tau_q^i) \) and \( (\xi f_q) \) that is not guaranteed detectable by the MA-TCC(\( W^* \)), it does not satisfy (14), and thus there is no other \( W \) making it guaranteed detectable. The proof of (i) is then complete. Moreover, \( W^* \) is the smallest window length that satisfies (15). Since \( \mu_q(W) \) and \( v_q(W) \) are all increasing functions of \( W \), the smallest alarm delay achieves when the window length is \( W^* \). The proof of (ii) is then complete.

8. Appendix B: Proofs in Section 4

8.1. Proof of Lemma 5

If the appearance of the \( q \)th IF is guaranteed detectable by the MA-TCC(\( W \)), it follows from Definition 1 that for each \( k_q^* \) such that for each \( k_q^* \leq \mu_q + 1 \), the detection statistic \( T_q^i(W) \) is guaranteed detectable for all values of \( \xi f_q \) in (9). Thus we have
\[
\frac{1}{\tau_q^i} > \frac{1}{\tau_q^i} + \frac{N}{N^2} \frac{\|S - \xi f_q\|^2}{\tau_q^i + \xi f_q^2}.
\]
which subsequently can be derived by integrating (44) with the above result (ii). Moreover, it can be seen easily from the above proof that if (14) holds, \( W = \min(\tau_q^i, \tau_q^i) \) always satisfies inequality (15).

As for the alarm delay, note that for all \( k^* \in K^* \), the detection statistic \( T_q^i(W) \geq \delta^* \) is guaranteed for all values of \( \xi f_q \) in (9). Thus we have
\[
\frac{[S - \xi f_q]^2}{(W - k_q^*)^2} > 2\delta \sqrt{N + W - W(N + 1)}.
\]
Similarly, for all \( k^* \in K^* \), the detection statistic \( T_q^i(W) \geq \delta^* \) is guaranteed for all values of \( \xi f_q \) in (9) and for all elements of \( P^* \), we have
\[
k^* \geq v_q + W - 1.
\]
By considering (51), (52), (14), and (47), we obtain (16) and the proof of Theorem 2 is complete.

7.6. Proof of Theorem 2

If \( IF(\xi f_q, f_q(1:q - 1) \tau_q^i, \tau_q^i) \) is guaranteed detectable, it follows from (14) that
\[
\frac{1}{\tau_q^i} > \frac{1}{\tau_q^i} + \frac{N}{N^2} \frac{\|S - \xi f_q\|^2}{\tau_q^i + \xi f_q^2}.
\]
Thus,\( k_q^* \) is the smallest \( k^* \) such that for each \( k^* \leq \mu_q + 1 \), the detection statistic \( T_q^i(W) \) is guaranteed detectable for all values of \( \xi f_q \) in (9). Note that all \( k^* \) constitute a set \( K^* \) and we have
\[
\frac{[S - \xi f_q]^2}{(W - k^*)^2} > 2\delta \sqrt{N + W - W(N + 1)}.
\]
Thus,
\[
k_q^* = \arg \sup_{k^* \in K^*} (k^* - v_q) = v_q + v_q(W) - \mu_q(W).
\]
Therefore, there exist time instances $\mu_q \leq [k^q(W)] < \nu_q \leq [k^{q+1}(W)] < \mu_{q+1}$ such that for each $k^q(W) \leq k < k^{q+1}(W)$, the detection statistic $T^2_k(W) > \delta^2_W$ is guaranteed for all values of $\bar{x}^q_k$ in (9). Hence, there exist time instances \( \{\mu^q_k(W), \nu^q_k(W)\} \) such that

$$\mu^q_k(W) \leq k^q(W) < \nu^q_k(W) \leq \nu^q_k(W), \quad (55)$$

is guaranteed for all values of $\bar{x}^q_k$ in (9). Then by integrating (55) and Lemma 5, we derive (26) and the proof of necessity is complete. On the other hand, if (26) are guaranteed for all values of $\bar{x}^q_k$ in (9), it follows from Definition 2 and Lemma 5 that the appearance of the $q$th IF is guaranteed detectable by the MA-TCC$^i(W)$, which completes the proof of sufficiency.