Stable determination of coefficients in semilinear parabolic system with dynamic boundary conditions
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Abstract
In this work, we study the stable determination of four space-dependent coefficients appearing in a coupled semilinear parabolic system with variable diffusion matrices subject to dynamic boundary conditions which couple intern-boundary phenomena. We prove a Lipschitz stability result for interior and boundary potentials by means of only one observation component, localized in any arbitrary open subset of the physical domain. The proof mainly relies on some new Carleman estimates for dynamic boundary conditions of surface diffusion type.
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1. Introduction and main results
In the present paper, we deal with an inverse problem of determining interior and boundary coupling coefficients in a semilinear parabolic system with dynamic boundary conditions. We consider $\Omega \subset \mathbb{R}^N$, $N = 2, 3$, a nonempty bounded domain with boundary $\Gamma = \partial \Omega$ of class $C^2$. We denote by $\nu$ the normal vector field on $\Gamma$ pointing outwards the domain $\Omega$. Let $T > 0$ and let us set

$$\Omega_T = (0, T) \times \Omega \quad \text{and} \quad \Gamma_T = (0, T) \times \Gamma.$$
We consider the following semilinear system of coupled parabolic equations with dynamic boundary conditions

\[
\begin{aligned}
\partial_t y &= \text{div}(A_1(x)\nabla y) + p_{11}(x)y + p_{12}(x)z + p_{13}(x)f(y, z), \quad \text{in } \Omega_T, \\
\partial_t z &= \text{div}(A_2(x)\nabla z) + p_{21}(x)y + p_{22}(x)z, \quad \text{in } \Omega_T, \\
\partial_t y|_{\Gamma} &= \text{div}_\Gamma(D_1(x)\nabla y|_{\Gamma}) - \partial^H_{\nu} y + q_{11}(x)y|_{\Gamma} + q_{12}(x)z|_{\Gamma} \\
&\quad + q_{13}(x)g(y|_{\Gamma}, z|_{\Gamma}), \quad \text{on } \Gamma_T, \\
\partial_t z|_{\Gamma} &= \text{div}_\Gamma(D_2(x)\nabla z|_{\Gamma}) - \partial^H_{\nu} z + q_{21}(x)y|_{\Gamma} + q_{22}(x)z|_{\Gamma}, \quad \text{on } \Gamma_T, \\
y|_{\Gamma}(t, x) &= y|_{\Gamma}(t, x), \quad z|_{\Gamma}(t, x) = z|_{\Gamma}(t, x), \quad \text{on } \Gamma_T, \\
(y|_{\Gamma}, z|_{\Gamma})|_{t=0} &= (y_0|_{\Gamma}, z_0|_{\Gamma}), \quad (z|_{\Gamma})|_{t=0} = (z_0, z_0|_{\Gamma}), \quad \Omega \times \Gamma,
\end{aligned}
\]

where \((y_0|_{\Gamma}, z_0|_{\Gamma}) \in L^2(\Omega) \times L^2(\Gamma)\) are the initial states. We emphasize that \((y_0|_{\Gamma}, z_0|_{\Gamma})\) is not necessarily the trace on \(\Gamma\) of \((y_0, z_0)\) (we do not assume that the latter has a trace), but if the trace of \((y_0, z_0)\) is well-defined, then the trace must coincide with \((y_0|_{\Gamma}, z_0|_{\Gamma})\). All potentials are assumed to be bounded, that is, \(p_{ij} \in L^\infty(\Omega)\) and \(q_{ij} \in L^\infty(\Gamma)\). The nonlinearities \(f, g : \mathbb{R}^2 \to \mathbb{R}\) are assumed to be Lipschitz continuous with respect to the two variables. We assume that the diffusion matrices \(A_k\) and \(D_k\), \(k = 1, 2\), are symmetric and uniformly elliptic, i.e.,

\[
A_k = (a_{ij}^k)_{i,j} \in C^1(\overline{\Omega}; \mathbb{R}^{N \times N}), \quad a_{ij}^k = a_{ji}^k, \quad 1 \leq i, j \leq N, \quad (2)
\]

\[
D_k = (d_{ij}^k)_{i,j} \in C^1(\Gamma; \mathbb{R}^{N \times N}), \quad d_{ij}^k = d_{ji}^k, \quad 1 \leq i, j \leq N, \quad (3)
\]

and there exist constants \(\beta, \beta_\Gamma > 0\) such that

\[
\langle A_k(x)\zeta, \zeta \rangle \geq \beta|\zeta|^2, \quad x \in \overline{\Omega}, \quad \zeta \in \mathbb{R}^N, \quad (4)
\]

\[
\langle D_k(x)\zeta, \zeta \rangle \Gamma \geq \beta_\Gamma|\zeta|^2, \quad x \in \Gamma, \quad \zeta \in \mathbb{R}^N, \quad (5)
\]

where ‘\(\cdot, \cdot\)’ denotes the Euclidean inner product on \(\mathbb{R}^N\) while \(\langle \cdot, \cdot \rangle_\Gamma\) is the Riemannian inner product on \(\Gamma\). By \(y|_{\Gamma}\), one designates the trace of \(y\), and by \(\partial^H_{\nu} y := (A_i \nabla y \cdot \nu)|_\Gamma\) the conormal derivative. The operator \(\text{div} = \text{div}_\nu\) stands for the Euclidean divergence operator in \(\Omega\). If \(g\) denotes the natural Riemannian metric on \(\Gamma\), \(\text{div}_\Gamma\) stands for the divergence operator in \((\Gamma, g)\). The term \(\text{div}_\Gamma(D_k(\cdot)\nabla y|_{\Gamma})\) represents the surface diffusion given by the vector field \(D_k(\cdot)\nabla y|_{\Gamma} : \Gamma \to T\Gamma\), where \(T\Gamma = \bigcup_{x \in \Gamma} T_x \Gamma\) and \(T_x \Gamma\) is the tangent space of \(\Gamma\) at \(x\). For any smooth function \(y : \overline{\Omega} \to \mathbb{R}\), the tangential gradient \(\nabla y|_{\Gamma}\) is the part of the Euclidean gradient \(\nabla y\) tangent to \(\Gamma\), namely,

\[
\nabla y|_{\Gamma} = \nabla y - \partial_{\nu} y \nu.
\]

Since \(\Gamma\) is a compact Riemannian manifold without boundary, the following divergence formula holds

\[
\int_{\Gamma} \text{div}_\Gamma(X)z \, dS = - \int_{\Gamma} (X, \nabla y|_{\Gamma}) \, dS, \quad z \in H^1(\Gamma),
\]

where \(X\) is any \(C^1\) vector field and \(dS\) is the surface measure on \(\Gamma\).
1.1. Physical motivation

Dynamic boundary conditions (also known as generalized Wentzell boundary conditions) contain the time derivative on the boundary, which often simulates an imperfect contact with a given interface. In contrast to static boundary conditions (e.g., Dirichlet, Neumann or Robin conditions), dynamic boundary conditions arise naturally as part of the physical derivation when incorporating boundary conditions into the formulation of the problem. We refer to [20] for the derivation of this type of boundary conditions. A more recent and rather different approach which uses the Carslaw–Jaeger law can be found in [34]. Parabolic systems with dynamic boundary conditions have received considerable attention in the last years [9, 17, 23–25, 28]. They appear in various mathematical models in population dynamics [16], in heat transfer and diffusion phenomena, especially when the diffusion lies in the interface between a solid and a moving fluid, see [27] and the references therein.

Semilinear coupled bulk–surface systems such as (1) arise in biological models of cells, chemistry, solid/fluid mechanics, and so on. For instance, the authors of [15] study a mathematical model for asymmetric stem cell division. In [32], a relevant model is proposed for signaling molecules in a cell. Both papers present theoretical results on wellposedness and stability as well as numerical results on the discretization. We refer to [30] and the references therein for some general models of bulk–interface interaction in thermomechanics. It is worthwhile to mention the recent paper [31] (see its references for more applications) which investigates the global wellposedness of semilinear systems like (1) with constant diffusion matrices. In particular, they provide some examples related to the Brusselator system as well as chemical reactions in cell division. In the previous applications, the coupling potentials \((p_{13}, q_{13}, p_{21}, q_{21})\) represent some unknown concentrations, reaction rates or radiative quantities either in the bulk \(\Omega\) or on its surface \(\Gamma\). These parameters play a crucial role in describing the underlying model and need to be determined from some experimental measurements.

1.2. Literature on coefficient inverse problems

Coefficient inverse problems for parabolic systems have been extensively studied in the literature and most results rely on suitable Carleman estimates. Yamamoto and Zou in 2001 have adapted the Bukhgeim–Klibanov method [10] to prove a Lipschitz stability result for the radiative potential in a single heat equation with Dirichlet boundary conditions [38]. Later on, similar results were established by Choi [11] for the same equation with space-periodic boundary conditions and coefficients. A similar problem for a nonlinear parabolic equation with periodic coefficients has been considered by Kaddouri and Teniou in [22]. In [6], Baudouin and Puel have established a stability result for a spatial potential appearing in the Schrödinger equation. An inverse problem for the same equation with discontinuous coefficients has been studied by Baudouin and Mercado in [5]. Further stability results were obtained in [29] for the potential from some less restrictive boundary and interior measurements. The authors developed some Carleman estimates under a relaxed pseudoconvexity condition allowing degenerate weights. Uniqueness and stability results were obtained by Benabdallah et al in [8] for a discontinuous diffusion coefficient and an initial datum in a heat equation by using a boundary measurement.

As for coupled systems, Cristofol et al have proven in [13] some stability results for a coefficient and for initial data by using some internal observed data. Their proof is based on a Carleman estimate with one observation component. An improvement of the previous work has been established for a nonlinear parabolic system in [14]. In [7], some stability estimates
were obtained by Benabdallah et al for parabolic systems with first and zeroth order coupling coefficients. They proved Lipschitz stability estimates for some or all of the coefficients by using one observation component and without data of initial conditions.

In spite of the large literature for PDEs with static boundary conditions [21, 26], inverse problems for parabolic systems with dynamic boundary conditions have not been much studied even for linear systems. Recently in [3, 12], the authors have considered an inverse source problem for a linear parabolic system with dynamic boundary conditions and established a Lipschitz stability estimate for the forcing terms from internal measurements. A numerical approach has been investigated in [2] for reconstructing the source term from the final overdetermination. In [1], we have studied an inverse problem of radiative potentials and initial temperatures in a linear parabolic system with dynamic boundary conditions. We have proven a Lipschitz stability estimate for internal and boundary potentials. Regarding the semi-linear case of coupled systems, Sakthivel et al [33] have recently proven a Lipschitz stability result for a coefficient in a semi-linear tumor growth model from boundary measurements. We refer to the paper [14] for Dirichlet conditions, which develops a strategy based on a Carleman estimate obtained in [18] along with a positivity result from [36] giving the method of invariant regions. In our case, the situation is quite complicated due to the coupling of internal-boundary phenomena in addition to the coupling by the coefficients. Consequently, our results draw on new developed Carleman estimates in which we had to absorb several boundary terms. Moreover, we prove the positivity result in a different and rather simple way.

1.3. Statement of the main result

We are in position to formulate the problem and state the main result. We denote by $\mathbb{L}^\infty = L^\infty(\Omega) \times L^\infty(\Gamma)$, and for a fixed constant $R > 0$, we consider the set of admissible potentials

$$\mathcal{P} := \{(p, q) \in \mathbb{L}^\infty : \|p\|_\infty, \|q\|_\infty \leq R\}.$$  (7)

We are interested in the simultaneous determination of the coupling coefficients using only one observation component, namely, the identification of the potentials

$$(p_{13}, q_{13}) \quad \text{and} \quad (p_{21}, q_{21})$$

in system (1) belonging to $\mathcal{P}$, from the measurement

$$z|_{(t_0, t_1) \times \omega},$$

where $(t_0, t_1) \subset (0, T)$, $t_0 < t_1$, and $\omega \subset \Omega$ is a nonempty open set.

We denote the Lebesgue measure on $\Omega$ by $dx$ and the surface measure on $\Gamma$ by $dS$. Let us introduce the real Hilbert space

$$\mathbb{L}^2 := L^2(\Omega, dx) \times L^2(\Gamma, dS)$$

equipped with the norm

$$\|(y, y_\Gamma)\|_{\mathbb{L}^2} = \|(y, y_\Gamma), (y, y_\Gamma)\|_{L^2}^{1/2},$$

with the inner product

$$\langle (y, y_\Gamma), (z, z_\Gamma) \rangle_{L^2} = \langle y, z \rangle_{L^2(\Omega)} + \langle y_\Gamma, z_\Gamma \rangle_{L^2(\Gamma)}.$$
Also, we consider the Hilbert space
\[ \mathbb{H}^2 := \{ (u, u\Gamma) \in H^2(\Omega) \times H^2(\Gamma) : u\Gamma = u \} \]
equipped with the norm
\[ \| (y, y\Gamma) \|_{\mathbb{H}^2} = \langle (y, y\Gamma), (y, y\Gamma) \rangle_{\mathbb{H}^2}^{1/2}, \]
with the inner product
\[ \langle (y, y\Gamma), (z, z\Gamma) \rangle_{\mathbb{H}^2} = \langle \Delta y, \Delta z \rangle_{L^2(\Omega)} + \langle \Delta y\Gamma, \Delta z\Gamma \rangle_{L^2(\Gamma)} + \langle y\Gamma, z\Gamma \rangle_{L^2(\Gamma)}. \]

We denote by \((y, z, y\Gamma, z\Gamma)\) (resp. \((\tilde{y}, \tilde{z}, \tilde{y}\Gamma, \tilde{z}\Gamma)\)) the solution of (1) corresponding to \((p_{13}, q_{13}, p_{21}, q_{21}, y_0, z_0, y_{0,\Gamma}, z_{0,\Gamma})\) (resp. \((\tilde{p}_{13}, \tilde{q}_{13}, \tilde{p}_{21}, \tilde{q}_{21}, \tilde{y}_0, \tilde{z}_0, \tilde{y}_{0,\Gamma}, \tilde{z}_{0,\Gamma})\)). We shall make the following assumptions:

**Assumption I.**

(a) \((p_{10}, q_{0}), (\tilde{p}_{13}, \tilde{q}_{13}), (\tilde{p}_{21}, \tilde{q}_{21}) \in \mathcal{P}, \) for \(i = 1, 2 \) and \( j = 1, 2, 3. \)
(b) There exist constants \(r > 0\) and \(p_0 > 0\) such that
\[ \tilde{y}_0, \tilde{y}_{0,\Gamma} \geq r \quad \text{and} \quad \tilde{z}_0, \tilde{z}_{0,\Gamma} \geq 0, \]
\[ p_{11} r + p_{12} \tilde{z}_0 + \tilde{p}_{13} f(r, \tilde{z}_0) \geq 0, \]
\[ q_{11} r + q_{12} \tilde{z}_{0,\Gamma} + \tilde{q}_{13} g(r, \tilde{z}_{0,\Gamma}) \geq 0, \]
\[ p_{21}, q_{21} \geq p_0 \quad \text{and} \quad \tilde{p}_{21}, \tilde{q}_{21} \geq p_0. \]

Let us set \(\theta = \frac{q_{11} + q_{12}}{2}.\) We emphasize that assumption I-(b) is made to ensure that
\[ \tilde{y}(\theta, \cdot) \geq r \quad \text{in} \quad \Omega \quad \text{and} \quad \tilde{y}\Gamma(\theta, \cdot) \geq r \quad \text{on} \quad \Gamma. \quad (8) \]

**Assumption II.**

(a) \(f, g \in W^{1,\infty}(\mathbb{R}^2).\)
(b) \(\exists r_1 > 0 : |f(\tilde{y}, \tilde{z})(\theta, \cdot)| \geq r_1 \quad \text{and} \quad |g(\tilde{y}\Gamma, \tilde{z}\Gamma)(\theta, \cdot)| \geq r_1.\)
(c) \(\partial f(\tilde{y}, \tilde{z}) \in L^2(t_0, t_1; H^2(\Omega)) \quad \text{and} \quad \partial g(\tilde{y}\Gamma, \tilde{z}\Gamma) \in L^2(t_0, t_1; H^2(\Gamma)).\)

Assumption II will allow us to absorb some terms in the proof of the stability estimate. An example of semilinearities satisfying the above assumptions is given by \((y, z) \mapsto y^d z^\delta,\) where \(d\) and \(\delta\) are nonnegative constants.

We mainly aim to establish the following Lipschitz stability estimate.

**Theorem 1.1.** Let assumptions assumptions I and II be satisfied. Denote by \(\tilde{Y}_0 := (\tilde{y}_0, \tilde{y}_{0,\Gamma})\) and \(\tilde{Z}_0 := (\tilde{z}_0, \tilde{z}_{0,\Gamma})\). We further assume that \((y, z) \in \mathbb{H}^2\) and \((y, z)\) in \(\Omega.\) Then there exists a positive constant \(C = C(\Omega, \omega, p_0, r_1, r, t_1)\) such that
\[ \| (p_{21} - \tilde{p}_{21}, q_{21} - \tilde{q}_{21}) \|_{2} + \| (p_{13} - \tilde{p}_{13}, q_{13} - \tilde{q}_{13}) \|_{2} \leq C \| \partial z - \partial \tilde{z} \|_{L^2(\omega_{0,\Gamma})}. \quad (9) \]
where
\[ \omega_{t_0, t_1} := (t_0, t_1) \times \omega. \]

Consequently, we infer the following uniqueness result.

**Proposition 1.2.** Under the same assumptions of theorem 1.1, if
\[ \partial_t z = \partial_t \tilde{z} \quad \text{a.e in } \omega_{t_0, t_1}, \]

then
\[ p_{21} = \tilde{p}_{21} \quad \text{and} \quad p_{13} = \tilde{p}_{13} \quad \text{a.e in } \Omega, \]
\[ q_{21} = \tilde{q}_{21} \quad \text{and} \quad q_{13} = \tilde{q}_{13} \quad \text{a.e on } \Gamma. \]

The paper is organized as follows. In section 2, we prove a positivity result that is needed in the sequel. In section 3, we prove a new Carleman estimate for the coupled parabolic system with data of only one component of the solution. In section 4, we apply the obtained Carleman estimate to prove the Lipchitz stability result for the coupling coefficients using only one observation component. Finally, in appendix A, we sketch the proof of a Carleman estimate for a single parabolic equation with dynamic boundary conditions and a general parameter.

## 2. Positivity of the solution

In this section, we prove a positivity result of the solution to a general semilinear coupled parabolic system with dynamic boundary conditions. We consider the solution of the following system

\[
\begin{cases}
\partial_t y = \text{div}(A_1(x) \nabla y) + f_1(y, z), & \text{in } \Omega_T, \\
\partial_t z = \text{div}(A_2(x) \nabla z) + f_2(y, z), & \text{in } \Omega_T, \\
\partial_t y|_{\Gamma_T} = \text{div}(D_1(x) \nabla_{\Gamma T} y) - \partial_{\nu y}^1 y + g_1(y_T, z_T), & \text{on } \Gamma_T, \\
\partial_t z|_{\Gamma_T} = \text{div}(D_2(x) \nabla_{\Gamma T} z) - \partial_{\nu z}^2 z + g_2(y_T, z_T), & \text{on } \Gamma_T, \\
y(t, x) = y_0(t, x), & (y, z)|_{t=0} = (y_0, z_0, \Omega \times \Gamma), \\
z(t, x) = z_0(t, x), & (y, z)|_{t=0} = (y_0, z_0, \Omega \times \Gamma),
\end{cases}
\]

(10)

where \( f_k, g_k : \mathbb{R}^2 \to \mathbb{R}, k = 1, 2, \) are Lipschitz continuous functions with respect to the two variables.

Recall that \( L^2 \) is a Hilbert lattice, and its positive cone is the product of the positive cones of \( L^2(\Omega) \) and \( L^2(\Gamma) \). For \( u := (u, u_T) \in L^2 \), we denote by \( u^+ := (u^+, u_T^+) \) and \( u^- := (u^-, u_T^-) \), where \( v^+ := \max\{v, 0\} \) and \( v^- := -\min\{v, 0\} \) either in \( \Omega \) or on \( \Gamma \). For the regularity of the solution, we introduce the following spaces

\[ E_1(t_0, t_1) := H^1(t_0, t_1; L^2) \cap L^2(t_0, t_1; H^2), \]
\[ E_1 := E_1(0, T). \]
System (10) is wellposed since the operator \( \mathcal{A} : D(\mathcal{A}) \subset L^2 \times L^2 \to L^2 \times L^2 \) given by \( \mathcal{A} = \text{diag}(\mathcal{A}_1, \mathcal{A}_2) \) and \( D(\mathcal{A}) = D(\mathcal{A}_1) \times D(\mathcal{A}_2) \), where

\[
\mathcal{A}_k = \begin{pmatrix} \text{div}(A_k \nabla) & 0 \\ -\partial_t^\nu A_k & \text{div}_T(D_k \nabla \Gamma) \end{pmatrix}, \quad D(\mathcal{A}_k) = H^2, \quad k = 1, 2.
\]

generates an analytic \( C_0 \)-semigroup on \( L^2 \times L^2 \). We refer to [3] for more details.

We will use the following assumption to prove that (10) has nonnegative solution for non-negative initial data:

\[\text{(QP) The functions } f_1, f_2, g_1 \text{ and } g_2 \text{ are quasi-positive. That is,}
\]

\[
f_1(0, v) \geq 0 \quad \text{and} \quad g_1(0, v) \geq 0 \quad \forall v \geq 0,
\]

\[f_2(u, 0) \geq 0 \quad \text{and} \quad g_2(u, 0) \geq 0 \quad \forall u \geq 0.\]

Following [35], we prove the following lemma.

**Lemma 2.1.** Let \((y_0, y_{0,T})\) and \((z_0, z_{0,T})\) be componentwise nonnegative initial data. Suppose that (QP) holds true. Then the solution \((y, y_T, z, z_T)\) of (10) is componentwise nonnegative.

**Proof.** Consider the solution of the system

\[
\begin{align*}
\partial_t y &= \text{div}(A_1(x) \nabla y) + f_1(y^+, z^+), \quad \text{in } \Omega_T, \\
\partial_t z &= \text{div}(A_2(x) \nabla z) + f_2(y^+, z^+), \quad \text{in } \Omega_T, \\
\partial_t y_T &= \text{div}_T(D_1(x) \nabla y_T) - \partial_t^\nu y + g_1(y_T^+, z_T^+), \quad \text{on } \Gamma_T, \\
\partial_t z_T &= \text{div}_T(D_2(x) \nabla z_T) - \partial_t^\nu z + g_2(y_T^+, z_T^+), \quad \text{on } \Gamma_T, \\
y_T(t, x) &= y_T(t, x), \quad z_T(t, x) = z_T(t, x), \quad \text{on } \Gamma_T, \quad (y, y_T)|_{t=0} = (y_0, y_{0,T}), \quad (z, z_T)|_{t=0} = (z_0, z_{0,T}), \quad \Omega \times \Gamma.
\end{align*}
\]

First, note that the functions \((y, z) \mapsto f_1(y^+, z^+)\) and \((y, z) \mapsto f_2(y^+, z^+)\) (resp. \((y_T, z_T) \mapsto g_1(y_T^+, z_T^+)\) and \((y_T, z_T) \mapsto g_2(y_T^+, z_T^+)\)) are Lipschitzian. Multiplying the first equation by \(y^-\) and the third equation by \(y_T^+\), we obtain

\[
y^- \partial_t y - y^- \text{div}(A_1(x) \nabla y) = y^- f_1(y^+, z^+) \quad \text{(12)}
\]

\[
y_T^+ \partial_t y_T - y_T^+ \text{div}_T(D_1(x) \nabla y_T) + y_T^+ \partial_t^\nu y = y_T^+ g_1(y_T^+, z_T^+) \quad \text{(13)}
\]

Since \(u^- \partial_t u = -\frac{1}{2} \partial_t (u^-)^2\), integrating (12) and (13) by parts over \(\Omega\) and \(\Gamma\) respectively, and adding up the resulting identities, we derive

\[
\begin{align*}
\frac{1}{2} \partial_t ||y^-||^2_{L^2(\Omega)} + \frac{1}{2} \partial_t ||y_T^-||^2_{L^2(\Gamma)} &+ \int_{\Omega} A_1(x) \nabla y^- \cdot \nabla y^- \, dx \\
&+ \int_{\Gamma} \langle D_1(x) \nabla y_T^- , \nabla y_T^- \rangle_T \, dS \\
&= -\int_{\Omega} y^- f_1(y^+, z^+) \, dx - \int_{\Gamma} y_T^+ g_1(y_T^+, z_T^+) \, dS.
\end{align*}
\]
Using the ellipticity of $A_1$ and $D_1$ with the fact that $f_1$ and $g_1$ are quasi-positive, we deduce that
\[
\frac{1}{2} \partial_t \|y^-(t, \cdot)\|^2_{L^2(\Omega)} + \frac{1}{2} \partial_t \|y^-_1(t, \cdot)\|^2_{L^2(\Gamma)} \leq 0. \tag{14}
\]

Since $(y_0, y_0, 1)$ is componentwise nonnegative, the monotonicity inequality (14) implies that $(y, y_1)$ is componentwise nonnegative. Similarly, using the second and fourth equations, we obtain that $(z, z_1)$ is componentwise nonnegative. \qed

3. Carleman estimates

Let $\eta^0 \in C^2(\Omega)$ be a function such that (see [19]):
\[
\begin{cases}
\eta^0 > 0 & \text{in } \Omega, \\
|\nabla \eta^0| \geq \bar{C}_0 > 0 & \text{in } \Omega \setminus \omega', \\
\eta^0 = 0 & \text{and } \partial_\nu \eta^0 \leq -c < 0 \text{ on } \Gamma
\end{cases}
\tag{15}
\]
for some nonempty open sets $\omega' \subset \omega \subset \Omega$ and some positive constants $C_0, c > 0$. Since $\eta^0|_\Gamma = 0$, we further have
\[
\nabla \eta^0 = (\partial_\nu \eta^0)\nu \text{ on } \Gamma. \tag{16}
\]

Henceforth, $A \in C^1(\Omega; \mathbb{R}^{N \times N})$ and $D \in C^1(\Gamma; \mathbb{R}^{N \times N})$ designate two symmetric and uniformly elliptic matrices satisfying (4) and (5). We recall the following key lemma:

**Lemma 3.1 (see [3])**. Let $\psi$ be any smooth function.

(a) The following identity holds
\[
(\partial_\nu^A \psi)^2 - (A \nabla_\Gamma \psi \cdot \nu)^2 = \left| A^{\frac{1}{2}} \psi \right|^2 \left( \left| A^{\frac{1}{2}} \nabla_\psi \right|^2 - \left| A^{\frac{1}{2}} \nabla_\Gamma \psi \right|^2 \right). \tag{17}
\]

(b) Let $c$ be the same constant in (15). Then
\[
\partial_\nu^A \eta^0 \leq \beta \partial_\nu \eta^0 \leq -c \beta < 0. \tag{18}
\]

For $t_0, t_1 \in \mathbb{R},$ $0 < t_0 < t_1 \leq T$, we set
\[
\Omega_{t_0, t_1} := (t_0, t_1) \times \Omega, \quad \Gamma_{t_0, t_1} := (t_0, t_1) \times \Gamma, \quad \omega_{t_0, t_1} := (t_0, t_1) \times \omega.
\]

Now, let us consider the following weight functions
\[
\alpha(t, x) = \frac{\rho^{\lambda} \eta^0(t)}{\gamma(t)}, \\
\xi(t, x) = \frac{\rho^{\lambda} \eta^0(t)}{\gamma(t)}, \quad \gamma(t) = (t - t_0)(t_1 - t)
\]
for all $(t, x) \in \overline{\Omega}_{t_0, t_1}$, where $\lambda \geq 1$ is a large parameter depending only on $\Omega$ and $\omega$.

For $(z, z_1) \in \mathbb{E}_1$, we introduce the differential operators
\[
L := \partial_z - \text{div}(A(x) \nabla z), \quad \text{in } \Omega_T,
\]
\[
L_\Gamma(z_1, z) := \partial_{z_1} - \text{div}_\Gamma(D(x) \nabla z_1) + \partial_{z_1}^A z, \quad \text{on } \Gamma_T.
\]
We set
\[ \sigma(x) := A(x) \nabla \eta^0(x) \cdot \nabla \eta^0(x), \quad x \in \bar{\Omega}. \]

For simplicity, we will often write \( z \) instead of \( z_{\Gamma} \) on \( \Gamma_{\tau} \). We also denote \( Z := (z, z_{\Gamma}) \) (idem for other capital letters). Let \( \tau \in \mathbb{R} \) and \( s > 0 \). Set \( \psi = e^{-\alpha \xi z} \) and introduce the following operators
\[
M_1^{(s)} \psi = 2\lambda \left( s\xi + \frac{T}{2} \right) A(x) \nabla \eta^0 \cdot \nabla \psi + \partial_t \psi := M_{1,1} \psi + M_{1,2} \psi, \\
M_2^{(s)} \psi = -\lambda^2 s^2 \xi^2 \sigma \psi - \text{div}(A(x) \nabla \psi) + \left( \frac{T}{2} - s\alpha \right) (\partial_t \log \gamma) \psi \\
= M_{2,1} \psi + M_{2,2} \psi + M_{2,3} \psi, \\
N_1^{(s)} \psi = \partial_t \psi - \lambda \left( s\xi + \frac{T}{2} \right) \partial^\nu \eta^0 \psi := N_{1,1} \psi + N_{1,2} \psi, \\
N_2^{(s)} \psi = -\text{div}_\Gamma(D(x) \nabla_{\Gamma} \psi) + \left( \frac{T}{2} - s\alpha \right) (\partial_t \log \gamma) \psi + \partial^\nu \psi \\
= N_{2,1} \psi + N_{2,2} \psi + N_{2,3} \psi. \tag{22}
\]

We further set
\[
I_\Omega(\tau, z) = \int_{\Omega_{\nu,1}} e^{-2\alpha(t)(\xi z)^{-1}} \left( |\partial_t z|^2 + |\text{div}(A(x) \nabla z)|^2 \right) \, dx \, dt \\
+ \lambda^2 \int_{\Omega_{\nu,1}} e^{-2\alpha(t)(\xi z)^{-1}} |\nabla z|^2 \, dx \, dt + \lambda^4 \int_{\Omega_{\nu,1}} e^{-2\alpha(t)(\xi z)^{-1}} |z|^2 \, dx \, dt,
\]
\[
I_{\Gamma}(\tau, z_{\Gamma}, z) = \int_{\Gamma_{\nu,1}} e^{-2\alpha(t)(\xi z_{\Gamma})^{-1}} \left( |\partial_t z_{\Gamma}|^2 + |\text{div}_\Gamma(D(x) \nabla_{\Gamma} z_{\Gamma})|^2 \right) \, dS \, dt \\
+ \lambda \int_{\Gamma_{\nu,1}} e^{-2\alpha(t)(\xi z_{\Gamma})^{-1}} |\nabla_{\Gamma} z_{\Gamma}|^2 \, dS \, dt + \lambda^3 \int_{\Gamma_{\nu,1}} e^{-2\alpha(t)(\xi z_{\Gamma})^{-1}} |z_{\Gamma}|^2 \, dS \, dt.
\]

Lemma 3.2 (Carleman estimate). \( \text{Let } \tau \in \mathbb{R}. \text{ There are three positive constants } \lambda_1 = \lambda_1(\Omega, \omega), s_1 = s_1(\Omega, \omega, \tau) \text{ and } C = C(\Omega, \omega, \tau) \text{ such that, for any } \lambda > \lambda_1 \text{ and } s > s_1, \text{ the following inequality holds} \)
\[
I_\Omega(\tau, z) + I_{\Gamma}(\tau, z_{\Gamma}, z) \leq C \left[ \lambda^4 \int_{\Omega_{\nu,1}} e^{-2\alpha(t)(\xi z_{\Gamma})^{-1}} |z|^2 \, dx \, dt \\
+ \int_{\Gamma_{\nu,1}} e^{-2\alpha(t)(\xi z_{\Gamma})^{-1}} |L_z|^2 \, dS \, dt + \int_{\Gamma_{\nu,1}} e^{-2\alpha(t)(\xi z_{\Gamma})^{-1}} |L_{\Gamma}(\xi z_{\Gamma}, z)|^2 \, dS \, dt \right]. \tag{23}
\]

for all \( Z = (z, z_{\Gamma}) \in \mathbb{E}_1 \). For \( \Psi = e^{-\alpha \xi z} \) the inequality (23) also yields an upper bound for
\[
\left\| M_1^{(s)} \psi \right\|_{L^2(\Omega_{\nu,1})}^2 + \left\| M_2^{(s)} \psi \right\|_{L^2(\Omega_{\nu,1})}^2 + \left\| N_1^{(s)} \psi_{\Gamma} \right\|_{L^2(\Gamma_{\nu,1})}^2 + \left\| N_2^{(s)} \psi_{\Gamma} \right\|_{L^2(\Gamma_{\nu,1})}^2.
\]
In the case when \( \tau = 0 \), the above lemma has been proven in [3, lemma 2.4] with help of lemma 3.1. The general result for arbitrary \( \tau \) will follow by taking into account the extending decomposition given by (19)–(22). The proof is postponed to appendix A.

**Remark 1.** The Carleman estimate (23) does not yield the desired stability estimate for the semilinear coupled system (1), since we need appropriate powers in \( s \) and \( \lambda \) to absorb some terms on the right-hand side. To this end, we need a modified form of Carleman estimate with one observation.

Consider the following system.

\[
\begin{align*}
\partial_t y &= \text{div}(A_1(x) \nabla y) + p_{11}(x)y + p_{12}(x)z + f_1, & \text{in } \Omega_T, \\
\partial_t z &= \text{div}(A_2(x) \nabla z) + p_{21}(x)y + p_{22}(x)z + f_2, & \text{in } \Omega_T, \\
\partial_t y|_{\Gamma_T} &= \text{div}(D_1(x) \nabla y_{\Gamma_T}) - \partial_n \lambda y + q_{11}(x)y_{\Gamma_T} + q_{12}(x)z_{\Gamma_T} + g_1, & \text{on } \Gamma_T, \\
\partial_t z|_{\Gamma_T} &= \text{div}(D_2(x) \nabla z_{\Gamma_T}) - \partial_n \lambda z + q_{21}(x)y_{\Gamma_T} + q_{22}(x)z_{\Gamma_T} + g_2, & \text{on } \Gamma_T, \\
y(t,x) &= y_0(t,x), & z(t,x) = z_0(t,x), & (y,z)|_{t=0} = (y_0,z_0,0), & \Omega \times \Gamma.
\end{align*}
\]

\( (24) \)

**Lemma 3.3.** There exist three constants \( \lambda_1 = \lambda_1(\Omega, \omega) \geq 1, s_1 = s_1(\tau, \lambda_1) > 1 \) and \( C = C(\Omega, \omega, R_0, t_1, T, p_0) \) such that, for any \( \lambda \geq \lambda_1 \) and \( s \geq s_1 \) with a fixed \( 0 < \epsilon \leq 1 \), the following inequality holds

\[
\lambda^{-4+\epsilon}[I_2(-3, y) + I_2(-3, y_{\Gamma_T}, y)] + I_2(0, z) + I_2(0, z_{\Gamma_T}, z)
\]

\[
\leq C \left[ s^4 \lambda^{4+\epsilon} \int_{\omega_{\partial_1}} e^{-2\alpha \xi^2} |x|^2 \, dx \, dt + s^{-3} \lambda^{-4+\epsilon} \left( \int_{\Omega_{\partial_1}} e^{-2\alpha \xi^3} \right) \right. \\
\times \left| f_1 \right|^2 \, dx \, dt + \int_{\Gamma_{\partial_1}} e^{-2\alpha \xi^{-3}} |g_1|^2 \, dS \, dt
\]

\[
+ \lambda^2 \left( \int_{\Omega_{\partial_1}} e^{-2\alpha \xi} |f_2|^2 \, dx \, dt + \int_{\Gamma_{\partial_1}} e^{-2\alpha \xi} |g_2|^2 \, dS \, dt \right).
\]

\( (25) \)

**Proof.** We adapt the strategy in [14] to our case by treating several new boundary terms. Applying Carleman estimate (23) for \( \tau = -3 \) to \((y,y_{\Gamma_T})\) and for \( \tau = 0 \) to \((z,z_{\Gamma_T})\), we have

\[
\lambda^{-4+\epsilon}[I_2(-3, y) + I_2(-3, y_{\Gamma_T}, y)] + I_2(0, z) + I_2(0, z_{\Gamma_T}, z)
\]

\[
\leq C \left[ \lambda^\epsilon \int_{\omega_{\partial_1}} e^{-2\alpha \xi^2} |y|^2 \, dx \, dt + s^4 \lambda^{4+\epsilon} \int_{\omega_{\partial_1}} e^{-2\alpha \xi^2} |z|^2 \, dx \, dt
\]

\[
+ s^{-3} \lambda^{-4+\epsilon} \left( \int_{\Omega_{\partial_1}} e^{-2\alpha \xi^3} (|p_{11}|^2 + |p_{12}|^2 + |f_1|^2) \, dx \, dt
\]

\[
+ \int_{\Gamma_{\partial_1}} e^{-2\alpha \xi^{-3}} (|q_{11}|^2 + |q_{12}|^2 + |g_1|^2) \, dS \, dt \right).
\]
We start with the integrals
\[ + \int_{\Omega_{0,1}} e^{-2\alpha}(|p_{21}|^2 + |p_{22}|^2 + |f_2|^2) \, dx \, dt \]
\[ + \int_{\Gamma_{0,1}} e^{-2\alpha}(|q_{21}|^2 + |q_{22}|^2 + |g_2|^2) \, dS \, dt. \]
\[ \text{(26)} \]
Next we estimate the first term \( I \) on the right-hand side of (26) by means of the second one. To this end, choose \( \omega' \Subset \omega'' \Subset \omega \) and introduce a cut-off function \( \chi = \chi(x) \) such that
\[ \chi \in C^2(\Omega), \quad \text{supp} \chi \subset \omega'', \quad \chi \equiv 1 \quad \text{in} \ \omega', \quad 0 < \chi \leq 1 \quad \text{in} \ \bar{\omega''}. \]
in order to estimate the term
\[ I := \lambda' \int_{\omega'_{0,1}} e^{-2\alpha} \chi p_{21}|y|^2 \, dx \, dt. \]
By virtue of (24), we have
\[ I = \lambda' \int_{\omega'_{0,1}} e^{-2\alpha} \chi (\partial_t z - \text{div}(A_2(x)\nabla z) - p_{22}(x)z - f_2) \, dx \, dt \]
\[ = \lambda' \int_{\omega'_{0,1}} e^{-2\alpha} \chi \partial_t z \, dx \, dt + \lambda' \int_{\omega'_{0,1}} e^{-2\alpha} \chi \text{div}(A_2(x)\nabla z) \, dx \, dt \]
\[ - \lambda' \int_{\omega'_{0,1}} e^{-2\alpha} \chi p_{22}(x)z \, dx \, dt - \lambda' \int_{\omega'_{0,1}} e^{-2\alpha} \chi f_2 \, dx \, dt \]
\[ \equiv I_1 + I_2 + I_3 + I_4. \]
We start with the integrals \( I_1 \) and \( I_4 \). Since \( \chi, p_{22} \) and \( \xi^{-1} \) are bounded, by Young’s inequality for \( (\frac{1}{\sqrt{\gamma}}\xi^2 \chi p_{22})((\sqrt{\gamma} \xi^2)^{-2}) \) and \( (\lambda f_2)(\chi y) \), we get
\[ |I_3| \leq C \left[ \frac{1}{2\gamma} \lambda^2 \int_{\omega'_{0,1}} e^{-2\alpha} \xi^4 |z|^2 \, dx \, dt + \frac{3}{2} \lambda' \int_{\Omega_{0,1}} e^{-2\alpha} |y|^2 \, dx \, dt \right], \]
\[ |I_4| \leq C \left[ \lambda^2 \int_{\omega'_{0,1}} e^{-2\alpha} |f_2|^2 \, dx \, dt + \int_{\omega'_{0,1}} e^{-2\alpha} |y|^2 \, dx \, dt \right] \]
for all \( \gamma > 0 \). The second terms in the above inequalities can be absorbed into the left-hand side thanks to the third term of \( \lambda^{-4+\epsilon}I_{12}(-3,y) \) and \( \lambda \) large enough. Therefore,
\[ |I_3| \leq C \lambda^{4+\epsilon} \int_{\omega'_{0,1}} e^{-2\alpha} \xi^4 |z|^2 \, dx \, dt + \frac{1}{2} \lambda^{-4+\epsilon}I_{12}(-3,y), \]
\[ |I_4| \leq C \lambda^{2+\epsilon} \int_{\Omega_{0,1}} e^{-2\alpha} |f_2|^2 \, dx \, dt + \frac{1}{2} \lambda^{-4+\epsilon}I_{12}(-3,y). \]
Next we estimate \( I_1 \). Integrating by parts with respect to \( t \) we obtain
\[ I_1 = -\lambda' \int_{\omega'_{0,1}} e^{-2\alpha} \chi z \partial_t y \, dx \, dt + 2s\lambda' \int_{\omega'_{0,1}} e^{-2\alpha} \chi (\partial_t \alpha) z y \, dx \, dt = :I_{11} + I_{12}. \]
By Young’s inequality for \((\frac{1}{2\gamma}s^2\lambda^2\xi^2\zeta^2(\sqrt{s^2\lambda^2\xi^2}\zeta^2\partial_y)),\) we derive

\[
|I_{11}| \leq \frac{1}{2\gamma} s^4\lambda^{4+\epsilon} \int_{\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|z|^2} dx \, dt + \frac{\gamma}{2} s^4\lambda^{4+\epsilon} \int_{\Omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|\partial_y|^2} dx \, dt
\]

\[
\leq C \left[ \frac{1}{2\gamma} s^4\lambda^{4+\epsilon} \int_{\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|z|^2} dx \, dt + \frac{\gamma}{2} s^4\lambda^{4+\epsilon} \int_{\Omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|\partial_y|^2} dx \, dt \right].
\]

The last term of the above inequality can be absorbed into the left-hand side by the first term of \(\lambda^{4+\epsilon}I_{2\theta}(-3, y)\) by choosing \(\gamma > 0\) small enough. Moreover, using \(|\partial_\alpha|^2 \leq C\xi^4\) and applying Young’s inequality to \((s^{1/2}\lambda^{1/2}\chi|\partial_\alpha|\zeta)(s^{-1/2}\lambda^{-1/2}\gamma),\) we obtain

\[
|I_{12}| \leq s\lambda \int_{\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|z|^2} dx \, dt + s\lambda \int_{\partial\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|\partial_y|^2} dx \, dt
\]

\[
\leq C \left[ s^4\lambda^{4+\epsilon} \int_{\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|z|^2} dx \, dt + s\lambda \int_{\partial\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|\partial_y|^2} dx \, dt \right].
\]

The last term of the above inequality can be absorbed into the left-hand side by the first term of \(\lambda^{4+\epsilon}I_{2\theta}(-3, y),\) since \(\lambda^{4} \leq \lambda' (\lambda \geq 1).\) Hence,

\[
|I_1| \leq Cs^4\lambda^{4+\epsilon} \int_{\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|z|^2} dx \, dt + \frac{\gamma}{2} s^4\lambda^{4+\epsilon}I_{2\theta}(-3, y).
\]

To estimate \(I_2,\) we use integration by parts in space to obtain

\[
I_2 = -s\lambda \int_{\omega_{2\theta_1}} \text{div}(A_2(x)\nabla(e^{-2\alpha s^4\zeta}))z \, dx \, dt
\]

\[
= -s\lambda \int_{\omega_{2\theta_1}} \text{div}(A_2(x)\nabla y)z \, dx \, dt + 2s\lambda \int_{\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4} \text{div}
\]

\[
\times (A_2(x)\nabla y) \, dx \, dt + \int_{\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4} \text{div}(A_2(x)\nabla y)z \, dx \, dt
\]

\[
\leq C \left[ \frac{1}{2\gamma} s^4\lambda^{4+\epsilon} \int_{\omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|z|^2} dx \, dt + \frac{\gamma}{2} s^4\lambda^{4+\epsilon} \int_{\Omega_{2\theta_1}} e^{-2\alpha s^4\xi^4|\partial_y|^2} dx \, dt \right]
\]

\[
\times \text{div}(A_2(x)\nabla y)^2 \, dx \, dt + \frac{\gamma}{2} s^4\lambda^{4+\epsilon} \int_{\Omega_{2\theta_1}} e^{-2\alpha s^4|\partial_y|^2} dx \, dt \right].
\]

The last two terms in the above inequality can be absorbed into the left-hand side by first and third terms of \(\lambda^{4+\epsilon}I_{2\theta}(-3, y)\) respectively by choosing \(\gamma\) small. Thus,
\[ |I_2| \leq Cs^4 \lambda^{4+\epsilon} \int_{\omega_{y_{31}}} e^{-2\alpha\xi^4|z|^2} \, dx \, dr + \frac{1}{2} \lambda^{-4+\epsilon} I_3(\omega_{y_{31}}) \, . \]

We deduce that
\[ |I_1| + |I_2| + |I_3| \leq Cs^4 \lambda^{4+\epsilon} \int_{\omega_{y_{31}}} e^{-2\alpha\xi^4|z|^2} \, dx \, dr + \frac{1}{2} \lambda^{-4+\epsilon} I_3(\omega_{y_{31}}) \, . \]

Therefore, since \( p_2 \gg p_0 > 0 \) and \( \chi := \min \frac{p_2}{p_0} \chi > 0 \), we obtain
\[
|I| \leq \frac{1}{p_0 \chi_0} |\Gamma| \\
\leq Cs^4 \lambda^{4+\epsilon} \int_{\omega_{y_{31}}} e^{-2\alpha\xi^4|z|^2} \, dx \, dr + C\lambda^2 \int_{\omega_{y_{31}}} e^{-2\alpha p} |f|^2 \, dx \, dr + \frac{1}{2} \lambda^{-4+\epsilon} I_3(\omega_{y_{31}}) \, dx \, dr.
\]

Now we estimate the terms that contain potentials in (26). Since \( p_{11}, p_{12}, q_{11}, q_{12}, \xi^{-1} \) are bounded, \( \lambda \gg c > 0, s^{-3} \lambda^{-4+\epsilon} \leq \frac{\chi^{-1}}{2}, \lambda^{-4+\epsilon} \leq \lambda^3 \) for \( \epsilon < 1, s \gg 1 \) and \( \lambda \) large, then we obtain
\[
s^{-3} \lambda^{-4+\epsilon} \int_{\Omega_{y_{11}}} e^{-2\alpha \xi^3} (|p_{11}| + |p_{12}|^2) \, dx \, dr \\
+ s^{-3} \lambda^{-4+\epsilon} \int_{\Gamma_{y_{21}}} e^{-2\alpha \xi^3} (|q_{11} y_1|^2 + |q_{12} y_1|^2) \, dS \, dr \\
\leq \frac{\chi^{-1}}{2} \left( \int_{\Omega_{y_{11}}} e^{-2\alpha |y|^2} \, dx \, dr + \int_{\Gamma_{y_{21}}} e^{-2\alpha |y_1|^2} \, dS \, dr \right) \\
+ \frac{s^3 \lambda^3}{2} \left( \int_{\Omega_{y_{11}}} e^{-2\alpha \xi^3 |z|^2} \, dx \, dr + \int_{\Gamma_{y_{21}}} e^{-2\alpha \xi^3 |z|^2} \, dS \, dr \right) \\
\leq \frac{1}{2} \left( \lambda^{-4+\epsilon} [I_3(-3, y) + I_3(-3, y, y)] + I_3(0, z) + I_3(0, z, z) \right) .
\]

The right-hand side term in the above inequality can be absorbed by the left-hand side of (26). Finally, since the potentials are bounded,
\[
\int_{\Omega_{y_{11}}} e^{-2\alpha \xi^4} (|p_{21}|^2 + |p_{22}|^2) \, dx \, dr + \int_{\Gamma_{y_{21}}} e^{-2\alpha \xi^4} (|q_{21} y_1|^2 + |q_{22} y_1|^2) \, dS \, dr \\
\leq C \left( \int_{\Omega_{y_{11}}} e^{-2\alpha |y|^2} \, dx \, dr + \int_{\Gamma_{y_{21}}} e^{-2\alpha |y_1|^2} \, dS \, dr \right) \\
+ \int_{\Omega_{y_{11}}} e^{-2\alpha \xi^4 |z|^2} \, dx \, dr + \int_{\Gamma_{y_{21}}} e^{-2\alpha \xi^4 |z|^2} \, dS \, dr \\
\leq \frac{1}{2} \left( \lambda^{-4+\epsilon} [I_3(-3, y) + I_3(-3, y, y)] + I_3(0, z) + I_3(0, z, z) \right),
\]

where we have chosen \( \lambda \) and \( s \) large so that \( C \leq \frac{\chi^{-1}}{2} \) and \( C \leq \frac{s^3 \lambda^3}{2} \). Then the last two terms with potentials in (26) are then absorbed by the left-hand side. This achieves the proof. \( \square \)
4. Proof of stability estimate

Now we are ready to establish the Lipschitz stability estimate for our coefficients inverse problem.

**Proof** [proof of theorem 1.1]. Let us set

\[ U := (u, u_T) = \partial_t(Y - \tilde{Y}) \quad \text{and} \quad V := (v, v_T) = \partial_t(Z - \tilde{Z}), \]

where \((Y, Z)\) is the solution of (1) and \((\tilde{Y}, \tilde{Z})\) is the solution corresponding to \((\tilde{p}_1, \tilde{p}_2, \tilde{q}_1, \tilde{q}_2, \tilde{y}_0, \tilde{\gamma}_0, \tilde{z}_0, \tilde{\gamma}_0)\). Subtracting the system satisfied by \((\tilde{Y}, \tilde{Z})\) from the system satisfied by \((Y, Z)\) and taking the time derivative in the resulting system, we obtain

\[
\begin{array}{l}
\partial_t u = \text{div}(A_1 \nabla u) + p_{11} u + p_{12} v + a_1 \partial_t f(\tilde{y}, \tilde{z}) + p_{13} \partial_t F(y, z, \tilde{y}, \tilde{z}) \quad \text{in} \Omega_T, \\
\partial_t v = \text{div}(A_2 \nabla v) + p_{21} u + p_{22} v + a_2 \partial_t \tilde{y} \\
\partial_t u_T = \text{div}_T(D_1 \nabla_T u_T) - \partial_t a_1 u + q_{11} u_T + q_{12} v_T + \ell_1 \partial_t g(\tilde{y}_T, \tilde{z}_T) + q_{13} \partial_t G(y_T, z_T, \tilde{y}_T, \tilde{z}_T) \\
\partial_t v_T = \text{div}_T(D_2 \nabla_T v_T) - \partial_t a_2 v + q_{21} u_T + q_{22} v_T + \ell_2 \partial_t \tilde{y}_T \quad \text{on} \Gamma_T, \\
u_T(t, x) = u_T(t, x), \quad v_T(t, x) = v_T(t, x) \quad \text{on} \Gamma_T,
\end{array}
\]

where \(a_1 := p_{13} - \tilde{p}_1, \ a_2 := p_{21} - \tilde{p}_1, \ \ell_1 := q_{13} - \tilde{q}_1, \ \ell_2 := q_{21} - \tilde{q}_2\) and \(F(y, z, \tilde{y}, \tilde{z}) := f(y, z) - f(\tilde{y}, \tilde{z}), \ G(y_T, z_T, \tilde{y}_T, \tilde{z}_T) := g(y_T, z_T) - g(\tilde{y}_T, \tilde{z}_T)\). The Carleman estimate (25) applied to (27) yields

\[
\lambda^{-4+\epsilon}[I_2(-3, u) + I_1(-3, u_T, u)] + I_3(0, v) + I_5(0, v_T, v) \\
\leq C \left[ \epsilon^4 \lambda^{4+\epsilon} \int_{\Omega_{0,1}} e^{-2\alpha\xi^4} |v|^2 \, dx \, dt \\
+ s^{-\lambda} \lambda^{-4+\epsilon} \left( \int_{\Omega_{0,1}} e^{-2\alpha\xi^3} (|a_1 \partial_t f(\tilde{y}, \tilde{z})|^2 + |\partial_t F|^2) \, dx \, dt \\
+ \int_{\Gamma_{0,1}} e^{-2\alpha\xi^3} (|\ell_1 \partial_t g(\tilde{y}_T, \tilde{z}_T)|^2 + |\partial_t G|^2) \, dS \, dt \right) + \lambda^{2z} \right] \\
\times \left( \int_{\Omega_{0,1}} e^{-2\alpha\xi^4} |a_2 \partial_t \tilde{y}_T|^2 \, dx \, dt + \int_{\Gamma_{0,1}} e^{-2\alpha\xi^3} |\ell_2 \partial_t \tilde{y}_T|^2 \, dS \, dt \right). \tag{28}
\]

Next we control the term

\[
A := s^{-\lambda} \lambda^{-4+\epsilon} \left( \int_{\Omega_{0,1}} e^{-2\alpha\xi^3} |\partial_t F|^2 \, dx \, dt + \int_{\Gamma_{0,1}} e^{-2\alpha\xi^3} |\partial_t G|^2 \, dS \, dt \right).
\]
Using assumption II-(a), the estimate $\xi^{-3} \leq C \xi^3$ and the boundedness of $\xi^{-1}$, we obtain

$$
A \leq C s^{-3} \lambda^{-4+\epsilon} \left( \int_{\Omega_{u_1}} e^{-2\alpha (|u|^2 + \xi^3 |\nabla u|^2)} \, dx \, dt + \int_{\Gamma_{u_1}} e^{-2\alpha (|\partial_\nu^* u|^2 + \xi^3 |\nabla u|^2)} \, dS \, dt \right).
$$

Increasing $s$, one can absorb $A$ by the left-hand side of (28). The latter becomes

$$
\lambda^{-4+\epsilon} \left[ I_2(-3, u) + I_2(0, v) \right] + I_2(0, v) + I_0(0, v_\Gamma, v)
\leq C \left[ s^3 \lambda^{-4-\epsilon} \int_{\Omega_{u_1}} e^{-2\alpha (|\nabla u|^2)} \, dx \, dt + \lambda^{-3+\epsilon} \left( \int_{\Omega_{u_1}} e^{-2\alpha \xi^{-3}} \, dx \, dt \right) \times |a_1 \partial_\nu f(\vec{y}, \vec{z})|^2 \, dx \, dt + \int_{\Gamma_{u_1}} e^{-2\alpha \xi^{-3}} |\ell_1 \partial_\nu g(\vec{y}_\Gamma, \vec{z}_\Gamma)|^2 \, dS \, dt \right) + \lambda^2 \left( \int_{\Omega_{u_1}} e^{-2\alpha (|u|^2 + \xi^3 |\nabla u|^2)} \, dx \, dt + \int_{\Gamma_{u_1}} e^{-2\alpha (|\partial_\nu^* u|^2 + \xi^3 |\nabla u|^2)} \, dS \, dt \right). \tag{29}
$$

Now, set $\Psi := (\psi, \psi_{\Gamma}) = e^{-\alpha \xi^{-3/2}} U$ and

$$
I_1 := \lambda^{-4+\epsilon} \int_{\Omega_{u_1}} M^{-3}_1 \psi \, dx \, dt, \quad J_1 := \lambda^{-4+\epsilon} \int_{\Gamma_{u_1}} N^{-3}_1 \psi_{\Gamma} \psi_{\Gamma} \, dS \, dt.
$$

Applying Cauchy–Schwarz inequality and then Young inequality, we obtain

$$
|I_1| \leq \lambda^{-2} \left( \lambda^{-4+\epsilon} \int_{\Omega_{u_1}} (M^{-3}_1 \psi)^2 \, dx \, dt \right)^{1/2} \left( \lambda^2 \int_{\Omega_{u_1}} e^{-2\alpha \xi^{-3}} u^2 \, dx \, dt \right)^{1/2} \leq \frac{1}{2} \lambda^{-2} \left( \lambda^{-4+\epsilon} \int_{\Omega_{u_1}} (M^{-3}_1 \psi)^2 \, dx \, dt \right)^{1/2} + \lambda^2 \int_{\Omega_{u_1}} e^{-2\alpha \xi^{-3}} u^2 \, dx \, dt \tag{30}
$$

for $\lambda \geq 1$. Using again Cauchy–Schwarz and Young inequalities, we infer that

$$
|J_1| \leq \lambda^{-2} \left( \frac{1}{2} \lambda^{-4+\epsilon} \int_{\Gamma_{u_1}} (N^{-3}_1 \psi_{\Gamma})^2 \, dS \, dt \right)^{1/2} + \lambda^2 \int_{\Gamma_{u_1}} e^{-2\alpha \xi^{-3}} u_{\Gamma}^2 \, dS \, dt \tag{31}
$$
By adding (30) to (31) and using the shifted Carleman estimate (29), we find

\[
|I_1| + |J_1| \leq \frac{1}{2} \lambda^{-2} C \left[ |s^4 \lambda^{4+\epsilon} \int_{\omega_{0,\epsilon}} e^{-2s \lambda^4} |\varphi|^2 \, dx \, dt \right. \\
+ \left. s^{-3} \lambda^{-4+\epsilon} \left( \int_{\Omega_{0,\epsilon}} e^{-2s \lambda^3} |a_1 \partial_t f(y, \bar{z})|^2 \, dx \, dt \right) \\
+ \int_{\Gamma_{0,\epsilon}} e^{-2s \lambda^3} |\ell_1 \partial_y g(\tilde{y}, \bar{\tilde{z}})|^2 \, dS \, dt \right) + \lambda^2 \left( \int_{\Omega_{0,\epsilon}} e^{-2s \lambda} |a_2 \partial_y \tilde{y}|^2 \, dx \, dt \right) \\
+ \int_{\Gamma_{0,\epsilon}} e^{-2s \lambda} |\ell_2 \partial_y \tilde{y}|^2 \, dS \, dt \right].
\]

(32)

Also, by computing \( I_1 \) using integration by parts over \( \Omega \), we obtain

\[
I_1 = \lambda^{-4+\epsilon} \left[ \frac{1}{2} \int_{\Omega_{0,\epsilon}} \partial_t (\psi^2) \, dx \, dt - 5s \lambda^2 \int_{\Omega_{0,\epsilon}} \xi \sigma \psi^2 \, dx \, dt \right.
\]
\[
- \lambda \int_{\Omega_{0,\epsilon}} \left( s \xi - \frac{3}{2} \right) \text{div} (A_1(x) \nabla \eta^0) \psi^2 \, dx \, dt + \lambda \int_{\Gamma_{0,\epsilon}} \left( s \xi - \frac{3}{2} \right) \partial_\nu \eta^0 \psi^2 \, dS \, dt \left].
\]

Since \( \psi(t_0, x) = \lim_{t \to t_0} e^{-s \lambda t} \xi^{-3/2} (t, x) u(t, x) = 0 \), we obtain

\[
\lambda^{-4+\epsilon} \int_{\Omega} |\psi(t, \cdot)|^2 \, dx = 2I_1 + 2 \lambda^{-4+\epsilon} \left[ 5s \lambda^2 \int_{\Omega_{0,\epsilon}} \xi \sigma \psi^2 \, dx \, dt \right.
\]
\[
+ \lambda \int_{\Omega_{0,\epsilon}} \left( s \xi - \frac{3}{2} \right) \text{div} (A_1(x) \nabla \eta^0) \psi^2 \, dx \, dt
\]
\[
- \lambda \int_{\Gamma_{0,\epsilon}} \left( s \xi - \frac{3}{2} \right) \partial_\nu \eta^0 \psi^2 \, dS \, dt \left].
\]

On the other hand,

\[
J_1 = \lambda^{-4+\epsilon} \left[ \frac{1}{2} \int_{\Gamma_{0,\epsilon}} \partial_t (\psi_T^2) \, dS \, dt - \lambda \int_{\Gamma_{0,\epsilon}} \left( s \xi - \frac{3}{2} \right) \partial_\nu \eta^0 \psi^2 \, dS \, dt \right].
\]

Using \( \psi_T(t_0, x) = \lim_{t \to t_0} e^{-s \lambda t} \xi^{-3/2} (t, x) u_T(t, x) = 0 \), we get

\[
\lambda^{-4+\epsilon} \int_{\Gamma} |\psi_T(t, \cdot)|^2 \, dS = 2J_1 + 2 \lambda^{-4+\epsilon} \int_{\Gamma_{0,\epsilon}} \left( s \xi - \frac{3}{2} \right) \partial_\nu \eta^0 \psi^2 \, dS \, dt.
\]
By making use of the estimate $\xi^{-1} \leq C$, we get

$$\lambda^{-4+\epsilon} \left( \int_\Omega |\psi(\theta, \cdot)|^2 \, dx + \int_\Gamma |\psi_T(\theta, \cdot)|^2 \, dS \right)$$

$$\leq 2(|I_1| + |J_1|) + C \lambda^{-3+\epsilon} (\lambda + 1) \int_{\Omega_{U_0}} e^{-2m\xi^{-2}} |u|^2 \, dx \, dt + C \lambda^{-3+\epsilon} \int_{\Gamma_{U_0}} e^{-2m\xi^{-2}} |u_T|^2 \, dS \, dt$$

$$\leq C \lambda^{-2} \left( \int_{\Omega_{U_0}} e^{-2m\xi^{-2}} |v|^2 \, dx \, dt + s^{-2} \lambda^{-4+\epsilon} \left( \int_{\Omega_{U_0}} e^{-2m\xi^{-3}} |a_1 \partial f(\tilde{y}, \tilde{z})|^2 \, dx \, dt \right) \right)$$

$$+ \int_{\Gamma_{U_0}} e^{-2m\xi^{-3}} \left( \xi \partial g(\tilde{y}_T, \tilde{z}_T) \right)^2 \, dS \, dt$$

$$+ \lambda^{2+2\epsilon} \left( \int_{\Omega_{U_0}} e^{-2m\xi^{-3}} |a_2 \partial \tilde{y}|^2 \, dx \, dt + \int_{\Gamma_{U_0}} e^{-2m\xi^{-3}} |\partial \tilde{y}_T|^2 \, dS \, dt \right) \right). \quad (33)$$

Therefore,

$$\lambda^{-4+\epsilon} \left( \int_\Omega e^{-2m\xi^{-3}} \left( \theta, \cdot \right) |u(\theta, \cdot)|^2 \, dx + \int_\Gamma e^{-2m\xi^{-3}} \left( \theta, \cdot \right) |u_T(\theta, \cdot)|^2 \, dS \right)$$

$$\leq C \left[ s^5 \lambda^{2+\epsilon} \int_{\omega_{U_0}} e^{-2m\xi^{-3}} |u|^2 \, dx \, dt + s^{-2} \lambda^{-6+\epsilon} \left( \int_{\Omega_{U_0}} e^{-2m\xi^{-3}} |a_1 \partial f(\tilde{y}, \tilde{z})|^2 \, dx \, dt \right) \right]$$

$$+ \lambda^{2+2\epsilon} \left( \int_{\Omega_{U_0}} e^{-2m\xi^{-3}} |a_2 \partial \tilde{y}|^2 \, dx \, dt + \int_{\Gamma_{U_0}} e^{-2m\xi^{-3}} |\partial \tilde{y}_T|^2 \, dS \, dt \right) \right]. \quad (34)$$

Since $(y, z)(\theta, \cdot) = (\tilde{y}, \tilde{z})(\theta, \cdot)$ and by passing to the trace $(y_T, z_T)(\theta, \cdot) = (\tilde{y}_T, \tilde{z}_T)(\theta, \cdot)$, then $u(\theta, \cdot) = a_1 f(\tilde{y}, \tilde{z})(\theta, \cdot)$ and $u_T(\theta, \cdot) = \xi g(\tilde{y}_T, \tilde{z}_T)(\theta, \cdot)$. Hence,

$$\lambda^{-4+\epsilon} \left( \int_\Omega e^{-2m\xi^{-3}} \left( \theta, \cdot \right) |a_1 f(\tilde{y}, \tilde{z})(\theta, \cdot)|^2 \, dx + \int_\Gamma e^{-2m\xi^{-3}} \left( \theta, \cdot \right) |\xi g(\tilde{y}_T, \tilde{z}_T)(\theta, \cdot)|^2 \, dS \right)$$

$$\leq C \left[ s^5 \lambda^{2+\epsilon} \int_{\omega_{U_0}} e^{-2m\xi^{-3}} |u|^2 \, dx \, dt + s^{-2} \lambda^{-6+\epsilon} \left( \int_{\Omega_{U_0}} e^{-2m\xi^{-3}} \right)$$

$$\times |a_1 \partial f(\tilde{y}, \tilde{z})|^2 \, dx \, dt + \int_{\Gamma_{U_0}} e^{-2m\xi^{-3}} |\xi \partial g(\tilde{y}_T, \tilde{z}_T)|^2 \, dS \, dt$$

$$+ \lambda^{2+2\epsilon} \left( \int_{\Omega_{U_0}} e^{-2m\xi^{-3}} |a_2 \partial \tilde{y}|^2 \, dx \, dt + \int_{\Gamma_{U_0}} e^{-2m\xi^{-3}} |\partial \tilde{y}_T|^2 \, dS \, dt \right) \right]. \quad (35)$$
By setting
\[ \Phi := (\phi, \phi_T) = e^{-\alpha t}V, I_1 := \int_{\Omega_{0,\theta}} M_i^{(0)} \phi \phi \, dx \, dt, J_2 := \int_{\Gamma_{0,\theta}} N_i^{(0)} \phi_T \phi_T \, dS \, dt, \]
and using \( v(\theta, \cdot) = a_2 \tilde{y}(\theta, \cdot), v_T(\theta, \cdot) = \ell_2 \tilde{y}_T(\theta, \cdot) \), we deduce that
\[ \int_\Omega e^{-2\alpha t(\theta, \cdot)} |a_2 \tilde{y}(\theta, \cdot)|^2 \, dx + \int_\Gamma e^{-2\alpha t(\theta, \cdot)} |\ell_2 \tilde{y}_T(\theta, \cdot)|^2 \, dS \]
\[ \leq C \left[ s^{5/2} |\alpha|^2 |v|^2 \right] \int_{\Omega_{0,\theta}} e^{-2\alpha t} \xi^4 \, dx \, dt \]
\[ + s^{-9/2} \left( \int_{\Omega_{0,\theta}} e^{-2\alpha t} \xi^{-3} |a_1 \partial f(\tilde{y}, \tilde{z})|^2 \, dx \, dt + \int_{\Gamma_{0,\theta}} e^{-2\alpha t} \xi^{-3} |\ell_1 \partial g(\tilde{y}_T, \tilde{z}_T)|^2 \, dS \, dt \right) \]
\[ + s^{-3/2} \left( \int_{\Omega_{0,\theta}} e^{-2\alpha t} |a_2 \partial \tilde{y}_T|^2 \, dx \, dt + \int_{\Gamma_{0,\theta}} e^{-2\alpha t} |\ell_2 \partial \tilde{y}_T|^2 \, dS \, dt \right). \tag{36} \]

Adding up (35) and (36) one can absorb the remaining terms in the right-hand side by choosing \( 0 < \epsilon < 1 \) and a large parameter \( \lambda \). Indeed, since the \( C_0 \)-semigroup \( (e^{\lambda t})_{t \geq 0} \) is analytic, the maximal regularity result in [4, corollary 2.13] implies that \( \tilde{y} := (\tilde{y}, \tilde{y}_T) \in H^1(t_0, t_1; \mathbb{H}^2) \). Since \( N \leq 3 \), the Sobolev embeddings \( H^2(\Gamma) \hookrightarrow L^\infty(\Gamma) \) and \( H^2(\Gamma) \hookrightarrow L^\infty(\Gamma) \) yield that \( \partial_3 \tilde{y} \in L^2(t_0, t_1, L^\infty(\Omega)) \) and \( \partial_3 \tilde{y}_T \in L^2(t_0, t_1, L^\infty(\Gamma)) \). Therefore, the positivity (8) and assumption II-(c) and (b) imply that
\[
\text{for a.e. } (t, x) \in \Omega_{0,\theta} : \quad |\partial_3 \tilde{y}(t, x)| \leq \frac{\|\partial_3 \tilde{y}(t, \cdot)\|_{L^\infty(\Omega)}}{t_1} |\tilde{y}(\theta, x)|,
\]
\[
|\partial_3 f(\tilde{y}, \tilde{z})(t, x)| \leq \frac{\|\partial_3 f(\tilde{y}, \tilde{z})(t, \cdot)\|_{L^\infty(\Omega)}}{t_1} |f(\tilde{y}, \tilde{z})(\theta, x)|,
\]
\[
\text{for a.e. } (t, x) \in \Gamma_{0,\theta} : \quad |\partial_3 \tilde{y}_T(t, x)| \leq \frac{\|\partial_3 \tilde{y}_T(t, \cdot)\|_{L^\infty(\Gamma)}}{t_1} |\tilde{y}_T(\theta, x)|,
\]
\[
|\partial_3 g(\tilde{y}_T, \tilde{z}_T)(t, x)| \leq \frac{\|\partial_3 g(\tilde{y}_T, \tilde{z}_T)(t, \cdot)\|_{L^\infty(\Gamma)}}{t_1} |g(\tilde{y}_T, \tilde{z}_T)(\theta, x)|.
\]

Since \( \alpha(t, \cdot) \geq \alpha(\theta, \cdot) \) for all \( t \in (t_0, t_1) \), the above estimates allow us to absorb the last four integrals in (35) and (36) by the left-hand sides. Therefore, by (8) and assumption II-(b), we obtain
\[
\lambda^{-4+\epsilon} \left( \int_\Omega e^{-2\alpha t(\theta, \cdot)} \xi^{-3} |\alpha_1|^2 \, dx + \int_\Gamma e^{-2\alpha t(\theta, \cdot)} \xi^{-3} |\ell_1|^2 \, dS \right)
\]
\[ + \int_\Omega e^{-2\alpha t(\theta, \cdot)} |a_2|^2 \, dx + \int_\Gamma e^{-2\alpha t(\theta, \cdot)} |\ell_2|^2 \, dS \]
\[ \leq Cs \lambda^{2+\epsilon} \int_{\Omega_{0,\theta}} e^{-2\alpha t} \xi^4 |v|^2 \, dx \, dt. \]

The functions \( e^{-2\alpha t(\theta, \cdot)} \) and \( \xi^{-3}(\theta, \cdot) \) are bounded from below by positive constants on \( \Omega \) and \( e^{-2\alpha t} \xi^4 \) is bounded on \( \Omega_{0,\theta} \). Moreover, we can fix \( s \) and \( \lambda \) sufficiently large. Thus, the proof is completed. \( \square \)
Remark 2. We close the paper with the following remarks:

- The method we adopted above does not apply for systems like system (10) that contain a semilinearity in each equation.
- For similar inverse problems with boundary measurements on a part $\gamma \subset \Gamma$ instead of $\omega \subset \Omega$, the boundary Carleman estimate with one observation for coupled parabolic systems is an open problem even for Dirichlet boundary conditions.
- It would be of much interest to prove similar stability results for strongly coupled (i.e., coupled through the principal parts) parabolic systems with dynamic boundary conditions in the spirit of [37].
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Appendix A. Proof of lemma 3.2

Throughout the proof, we combine some ideas from the proofs of [3, lemma 2.4] and [18, theorem 7.1], so we shorten similar calculations.

First, let us recall some properties of the weights $\alpha$ and $\xi$ from section 3:

(a) $|\partial_t \alpha| \leq CT \xi^2$ and $|\partial_t \xi| \leq CT \xi^2$.
(b) $\xi \geq \frac{4}{(1-t_0)^2}$ and $\xi \leq \frac{16}{(1-t_0)^3} \xi^3$.
(c) $|\frac{1}{\tau} - \alpha| \partial_t \log \gamma(t) \leq C_{\tau, \xi^2}$ for every $\tau \in \mathbb{R}$.
(d) $|\partial_t (\frac{1}{\tau} - \alpha) \partial_t \log \gamma(t)| \leq C_{\tau, \xi^3}$ for every $\tau \in \mathbb{R}$.

Furthermore, we set

$$f := e^{-s\alpha} L z, \quad g := e^{-s\alpha} L_T(x^*, z),$$

$$\tilde{f} := f - \lambda \left( s\xi + \frac{\tau}{2} \right) \text{div} (A(x) \nabla \eta^0) \psi + \left[ \frac{\lambda^2 \tau^2}{4} - s\lambda^2 \xi (1 - \tau) \right] \sigma \psi,$$

so that

$$M_1^{(i)} \psi + M_2^{(i)} \psi = \tilde{f}, \quad (A.1)$$

$$N_1^{(i)} \psi + N_2^{(i)} \psi = g. \quad (A.2)$$

Recall that there exists a positive constant $C_1 > 0$ such that

$$\beta |\nabla \eta^0|^2 \leq \sigma(x) \leq C_1, \quad x \in \overline{\Omega}, \quad (A.3)$$

and that we have

$$\nabla \alpha = - \nabla \xi = - \lambda \xi \nabla \eta^0. \quad (A.4)$$
\[
\text{div}(A(x) \nabla \alpha) = -\lambda^2 \xi \sigma - \lambda \xi \text{div}(A(x) \nabla \eta^0),
\]
\[
\partial_t \psi = e^{-\alpha} \partial_z - s \psi \partial_t \alpha,
\]
\[
\nabla \psi = e^{-\alpha} \nabla z + s \lambda \psi \nabla \eta^0,
\]
\[
\text{div}(A(x) \nabla \psi) = e^{-\alpha} \text{div}(A(x) \nabla z) + 2 s \lambda \xi A(x) \nabla \eta^0 \cdot \nabla \psi - s^2 \lambda^2 \xi^2 \psi \sigma
\]
\[
+ s \lambda \xi \psi \text{div}(A(x) \nabla \eta^0) + s \lambda^2 \xi^2 \psi \sigma.
\]

We will often use the following estimates on \(\overline{T}\),
\[
|\nabla \alpha| \leq C \lambda \xi, \quad |\partial \alpha| \leq C \xi^2, \quad |\partial_t \xi| \leq C \xi^2. \tag{A.5}
\]

By integration by parts and using (A.4), we obtain
\[
\langle M_{1,1}, M_{2,1} \psi \rangle_{L^2(\Omega_T)} = -s^2 \lambda^3 \int_{\Omega_T} \left( s \xi + \frac{\tau}{2} \right) \xi^2 \sigma A(x) \nabla \eta^0 \cdot \nabla (\psi^2) \, dx \, dt
\]
\[
= \int_{\Omega_T} (3x^3 \lambda^4 \xi^3 + \tau s \lambda^4 \xi^4) \sigma^3 \psi^2 \, dx \, dt + s^2 \lambda^3
\]
\[
\times \int_{\Gamma_T} \left( s \xi + \frac{\tau}{2} \right) \xi^2 (\nabla \sigma \cdot A(x) \nabla \eta^0) \psi^2 \, dx \, dt
\]
\[
+ s^2 \lambda^3 \int_{\Gamma_T} \left( s \xi + \frac{\tau}{2} \right) \xi^2 \sigma \text{div}(A(x) \nabla \eta^0) \psi^2 \, dx \, dt
\]
\[
- s^2 \lambda^3 \int_{\Gamma_T} \left( s \xi + \frac{\tau}{2} \right) \xi^2 \sigma \partial_\tau \eta^0 \psi^2 \, ds \, dr.
\]

After integrating by parts in time and using (A.3) with (A.5), we obtain
\[
\langle M_{1,2}, M_{2,1} \psi \rangle_{L^2(\Omega_T)} = \frac{1}{2} s^2 \lambda^2 \int_{\Omega_T} \sigma \xi^2 \partial_\tau (\psi^2) \, dx \, dt = s^2 \lambda^2 \int_{\Omega_T} \sigma \partial_t \xi \psi^2 \, dx \, dt
\]

since \(\psi\) vanishes at \(t = 0\) and \(t = T\).

Using integration by parts and \(\partial_t (a_{ij} \partial_j \psi) = a_{ij} \partial_t \partial_j \psi + \partial_t (a_{ij}) \partial_j \psi\), with help of (A.4) the next addend becomes
\[
\langle M_{1,1}, M_{2,2} \psi \rangle_{L^2(\Omega_T)} = -2 \lambda \int_{\Omega_T} \left( s \xi + \frac{\tau}{2} \right) \nabla \eta^0 \cdot A(x) \nabla \psi \text{div}(A(x) \nabla \psi) \, dx \, dt
\]
\[
= 2 s \lambda^2 \int_{\Omega_T} \xi |\nabla \eta^0 \cdot A(x) \nabla \psi|^2 \, dx \, dt + 2 \lambda \int_{\Omega_T} \sum_{i,j=1}^{N} \sum_{k,j=1}^{N} \left( s \xi + \frac{\tau}{2} \right) a_{ij} a_{kl} \partial_k \eta^0 \partial_j \psi \partial_t \psi \partial_\tau \eta^0
\]
\[
\times \, dx \, dt + 2 \lambda \int_{\Gamma_T} \sum_{i,j=1}^{N} \sum_{k,j=1}^{N} \left( s \xi + \frac{\tau}{2} \right) a_{ij} a_{kl} \partial_k \eta^0 \partial_j \psi \, dx \, dt
\]
\[
- 2 \lambda \int_{\Gamma_T} \left( s \xi + \frac{\tau}{2} \right) (\partial_t \psi)(\partial_t \psi) \, dx \, dt.
\]
\begin{align*}
\times (\partial_i^3 \psi)^2 \, dS \, dt - 2\lambda \int_{\Gamma_T} \left( s \xi + \frac{T}{2} \right) \sum_{i,j=1}^{N} a_{ij} \\
\times (\partial_i \eta^0)(\partial_j \psi)(\partial_i (a_{ij})\partial_j \psi) \, dx \, dt
\end{align*}

= D_1 + D_2 + D_3 + D_4 + D_5.

By integration by parts, we obtain

\[ D_3 = \lambda \int_{\Omega_T} \sum_{i,j=1}^{N} \sum_{k,l=1}^{N} \left( s \xi + \frac{T}{2} \right) a_{ij} a_{kl} (\partial_i \eta^0)(\partial_k (\partial_l \psi)) \, dx \, dt \]

= -s^2 \lambda \int_{\Omega_T} \sigma \xi A(x) \nabla \psi \cdot \nabla \psi \, dx \, dt

- \lambda \int_{\Omega_T} \left( s \xi + \frac{T}{2} \right) \sum_{i,j=1}^{N} \sum_{k,l=1}^{N} \partial_k (a_{ij} a_{kl} \eta^0)(\partial_l \psi)(\partial_j \psi) \, dx \, dt

+ \lambda \int_{\Gamma_T} \left( s \xi + \frac{T}{2} \right) (\partial_i \eta^0)(A(x)\nu \cdot \nu)(A(x)\nabla \psi \cdot \nabla \psi) \, dS \, dt.

Integrating by parts, we obtain

\[ \langle M_{1,2} \psi, M_{2,2} \psi \rangle_{L^2(\Gamma_T)} = -\int_{\Gamma_T} \partial_i \psi \partial_i^3 \psi \, dS \, dt. \quad (A.6) \]

Using integration by parts, (A.4) and (A.5) imply

\[ \langle M_{1,1} \psi, M_{2,3} \psi \rangle_{L^2(\Omega_T)} = s \lambda \int_{\Omega_T} \left( s \xi + \frac{T}{2} \right) \left( \frac{T}{2} - s \alpha \right) (\partial_i \log \gamma) A(x) \nabla \eta^0 \cdot \nabla (\psi^2) \, dx \, dt \]

= \lambda \int_{\Gamma_T} \left( s \xi + \frac{T}{2} \right) \left( \frac{T}{2} - s \alpha \right) (\partial_i \log \gamma) \partial_i \eta^0 \psi^2 \, dS \, dt

- \lambda \int_{\Omega_T} \left( s \xi + \frac{T}{2} \right) \left( \frac{T}{2} - s \alpha \right) (\partial_i \log \gamma) \text{div}(A \nabla \eta^0)

\times \psi^2 \, dx \, dt - s \lambda^2 \int_{\Omega_T} (\partial_i \log \gamma)(\xi(\tau + s(\xi - \alpha)) \sigma \psi^2 \, dx \, dt. \quad (A.7) \]

Since \( \psi(0) = \psi(T) = 0 \) and \( |\partial_i^2 \alpha| \leq C \varepsilon \), integration by parts yields

\[ \langle M_{1,2} \psi, M_{2,3} \psi \rangle_{L^2(\Gamma_T)} = -\frac{1}{2} \int_{\Omega_T} \partial_i \left( \left( \frac{T}{2} - s \alpha \right) (\partial_i \log \gamma) \right) \psi^2 \, dx \, dt. \]

For the boundary terms \( N_{1,1}^{(i)} \) and \( N_{2,1}^{(i)} \), we will use the divergence formula (6). We have

\[ \langle N_{1,1} \psi, N_{2,1} \psi \rangle_{L^2(\Gamma_T)} = 0, \]

\[ \int_{\Omega_T} \nabla \cdot \left( \sigma \xi \frac{\partial_2 \nabla \psi}{(\partial_1 \nabla \psi)^2} \right) \, dx \, dt = 0. \]
by means of $\psi(0) = \psi(T) = 0$. Since $\xi(t, \cdot)$ is constant on $\Gamma$, (6) and (5) yield

$$\langle N_{1,2}\psi, N_{2,1}\psi\rangle_{L^2(\Gamma_T)} = \lambda \int_{\Gamma_T} \left( s\xi + \frac{\tau}{2} \right) \partial_\nu^A \eta^0 \psi \text{div}_\Gamma(D(x) \nabla_\Gamma \psi) \, dS \, dt$$

$$= -\lambda \int_{\Gamma_T} \left( s\xi + \frac{\tau}{2} \right) \psi(D(x) \nabla_\Gamma \psi, \nabla_\Gamma(\partial_\nu^A \eta^0))_\Gamma \, dS \, dt$$

$$- \lambda \int_{\Gamma_T} \partial_\nu^A \eta^0 \left( s\xi + \frac{\tau}{2} \right) \langle D(x) \nabla_\Gamma \psi, \nabla_\Gamma \psi \rangle_\Gamma \, dS \, dt.$$

The next terms are given by

$$\langle N_{1,1}\psi, N_{2,2}\psi\rangle_{L^2(\Gamma_T)} = -\frac{1}{2} \int_{\Gamma_T} \partial_t \left( \left( \frac{\tau}{2} - s\alpha \right) (\partial_t \log \gamma) \right) \psi^2 \, dS \, dt$$

and by (A.5) we have

$$\langle N_{1,2}\psi, N_{2,2}\psi\rangle_{L^2(\Gamma_T)} = -\lambda \int_{\Gamma_T} \left( s\xi + \frac{\tau}{2} \right) \left( \frac{\tau}{2} - s\alpha \right) \partial_\nu^A \eta^0 (\partial_t \log \gamma) \psi^2 \, dS \, dt.$$

This last term cancels with (A.7), and the term

$$\langle N_{1,1}\psi, N_{2,3}\psi\rangle_{L^2(\Gamma_T)} = \int_{\Gamma_T} \partial_t \psi \partial_\nu^A \psi \, dS \, dt$$

simplifies with (A.6). Finally,

$$\langle N_{1,2}\psi, N_{2,3}\psi\rangle_{L^2(\Gamma_T)} = -\lambda \int_{\Gamma_T} \left( s\xi + \frac{\tau}{2} \right) \partial_\nu^A \eta^0 \partial_\nu^A \psi \psi \, dS \, dt.$$ 

Next, we estimate the terms of $\langle M_1^{(\gamma)}\psi, M_2^{(\gamma)}\psi \rangle_{L^2(\Omega_T)}$ that are similar. Using (a) and (d), we have

$$\int_\Gamma := \langle M_{1,2}, M_{2,1} \rangle_{L^2(\Gamma_T)} + \langle M_{1,2}, M_{2,3} \rangle_{L^2(\Gamma_T)}$$

$$= s^2 \lambda^2 \int_\Omega_T \sigma \partial_t \xi \psi^2 \, dx \, dt - \frac{1}{2} \int_\Omega_T \partial_t \left( \left( \frac{\tau}{2} - s\alpha \right) (\partial_t \log \gamma) \right) \psi^2 \, dx \, dt$$

$$\geq -Cs^2 \lambda^2 \int_\Omega_T \xi^2 \psi^2 \, dx \, dt.$$

Using (c), we see that

$$\int_\Gamma := \int_\Omega_T \left( 3s^3 \lambda^3 \xi^3 + \tau s^2 \lambda^2 \xi^3 \sigma^2 \psi^2 \, dx \, dt + s^2 \lambda^3 \int_\Omega_T \left( s\xi + \frac{\tau}{2} \right) \xi^2 \right.$$

$$\times (\nabla \sigma \cdot A(x) \nabla \eta^0) \psi^2 \, dx \, dt + s^2 \lambda^3 \int_\Omega_T \left( s\xi + \frac{\tau}{2} \right) \xi^2 \sigma \text{div}(A(x) \nabla \eta^0) \psi^2 \right.$$

$$\times \psi \, dx \, dt - \int_\Omega_T (\partial_t \log \gamma) \left[ \lambda \left( s\xi + \frac{\tau}{2} \right) \left( \frac{\tau}{2} - s\alpha \right) \text{div}(A(x) \nabla \eta^0) + s\lambda^2 \xi \times (\tau + s(\xi - \alpha)) \sigma \right] \psi^2 \, dx \, dt$$

$$\geq 3s^3 \lambda^3 \int_\Omega_T \sigma^2 \xi^2 \psi^2 \, dx \, dt - Cs^3 \lambda^3 \int_\Omega_T \xi^3 \psi^2 \, dx \, dt.$$
Using (18) of lemma 3.1, we can estimate:

\[ J_2 := -s^3 \lambda^3 \int_{\Gamma_T} \xi^3 (\partial^2_{\eta^0} \eta^0) \psi^2 \, dS \, dt + \lambda \int_{\Gamma_T} \left( s \xi + \frac{T}{2} \right) \left( \frac{T}{2} - s \alpha \right) (\partial_\gamma \log \gamma) (\partial^2_{\eta^0} \eta^0) \psi^2 \, dS \, dt \]

\[ \geq C s^3 \lambda^3 \int_{\Gamma_T} \xi^3 \psi^2 \, dS \, dt. \]

By virtue of (17) of lemma 3.1, we find:

\[ I_1 := 2s \lambda^2 \int_{\Omega_T} \xi \left| \nabla \eta^0 \cdot A(x) \nabla \psi \right|^2 \, dx \, dt - s \lambda^2 \int_{\Omega_T} \sigma \xi A(x) \nabla \cdot \nabla \psi \, dx \, dt \]

\[ + 2\lambda \int_{\Omega_T} \sum_{i,j=1}^N \sum_{k,l=1}^N (s \xi + \frac{T}{2}) \partial_i (a_{ij} \partial_k \eta^0) (\partial_j \psi) (\partial_j \psi) \, dx \, dt \]

\[ - \lambda \int_{\Omega_T} (s \xi + \frac{T}{2}) \sum_{i,j=1}^N \sum_{k,l=1}^N \partial_i (a_{ij} \partial_k \eta^0) (\partial_j \psi) (\partial_j \psi) \, dx \, dt \]

\[ - 2\lambda \int_{\Omega_T} (s \xi + \frac{T}{2}) \sum_{i,j=1}^N \sum_{k,l=1}^N a_{ij} (\partial_k \eta^0) (\partial_k \psi) (\partial_k \psi) \, dx \, dt \]

\[ + \lambda \int_{\Gamma_T} (s \xi + \frac{T}{2}) (\partial_k \eta^0) \left[ - \lambda (\partial^2_{\eta^0} \eta^0) \psi^2 \right] \, dS \, dt \]

\[ - \lambda \int_{\Gamma_T} (s \xi + \frac{T}{2}) (\partial_k \eta^0) (\partial^2_{\eta^0} \eta^0) \psi^2 \, dS \, dt \]

\[ \geq -C s \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt - C s \lambda \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt \]

\[ + C s \lambda \int_{\Gamma_T} \xi (\partial_k \eta^0) |\nabla \psi|^2 \, dS \, dt - \lambda \int_{\Gamma_T} (s \xi + \frac{T}{2}) (\partial_k \eta^0) (\partial^2_{\eta^0} \eta^0) \psi^2 \, dS \, dt. \]

Now we estimate the boundary terms in \( \langle N_{1,2} \psi, N_{2,2} \psi \rangle_{L^2(\Gamma_T)} \).

Using Cauchy–Schwarz inequality, the estimate (18) and the uniform ellipticity of \( D \), we get:

\[ \langle N_{1,2} \psi, N_{2,1} \psi \rangle_{L^2(\Gamma_T)} \geq - C \int_{\Gamma_T} |\xi|^{1/2} |\nabla \psi| |s \lambda \xi^{1/2} \psi| \, dS \, dt - C s \lambda \int_{\Gamma_T} \partial_i \eta^0 \xi |\nabla \eta^0 \psi|^2 \, dS \, dt \]

\[ \geq - C \int_{\Gamma_T} |\xi| |\nabla \psi|^2 \, dS \, dt - C s^2 \lambda^2 \int_{\Gamma_T} \xi^2 |\nabla \psi|^2 \, dS \, dt \]

\[ - C s \lambda \int_{\Gamma_T} |\partial_i \eta^0 \xi |\nabla \eta^0 \psi|^2 \, dS \, dt, \]

where we employed Young’s inequality and the estimate \( \xi \leq C \xi^2 \). Making use of (d) we have:

\[ \langle N_{1,1} \psi, N_{2,2} \psi \rangle_{L^2(\Gamma_T)} \geq - C s \int_{\Gamma_T} \xi^3 \psi^2 \, dS \, dt. \]
Finally, since \( \eta^0 \in C^2(\Omega) \), Young’s inequality and \( \xi \leq C\xi^2 \) imply that

\[
\langle N_{1,2}\psi,N_{2,3}\psi \rangle_{L^2(\Gamma_T)} \geq -C \int_{\Gamma_T} \left| s \lambda \xi^{1/2} \psi \right| \xi^{1/2} \partial_t^s \psi \, dS \, dt
\]

\[
\geq -Cs^2 \lambda^2 \int_{\Gamma_T} \xi^2 \psi^2 \, dS \, dt - C \int_{\Gamma_T} \xi (\partial_t^s \psi)^2 \, dS \, dt.
\]

On the other hand, the estimate (d) yields that

\[
\| \tilde{f} \|^2_{L^2(\Omega_T)} \leq \int_{\Omega_T} \left( 2f^2 + Cs^2 \lambda^4 \xi^2 \psi^2 \right) \, dx \, dt.
\]

Absorbing lower order terms by choosing \( s \) and \( \lambda \) large as in [3], we infer that

\[
\| M_1^{(\psi)} \|^2_{L^2(\Omega_T)} + \| M_2^{(\psi)} \|^2_{L^2(\Omega_T)} + \| N_1^{(\psi)} \|^2_{L^2(\Gamma_T)} + \| N_2^{(\psi)} \|^2_{L^2(\Gamma_T)}
\]

\[
+ 2 \int_{\Omega_T} \left( s^3 \lambda^3 \xi^3 \sigma^2 \psi^2 - s \lambda^2 \xi \sigma \left| \nabla \psi \right|^2 \right) \, dx \, dt
\]

\[
+ s^3 \lambda^3 \int_{\Gamma_T} \xi^3 \psi^2 \, dS \, dt + s \lambda \int_{\Gamma_T} \xi \left| \nabla \psi \right|^2 + (\partial_t^s \psi)^2 \, dS \, dt
\]

\[
\leq C \int_{\Omega_T} \left( 2f^2 + Cs^3 \lambda^3 \xi^3 \psi^2 + Cs \lambda \xi \left| \nabla \psi \right|^2 \right) \, dx \, dt + C \int_{\Gamma_T} g^2 \, dS \, dt.
\]

(A.8)

Multiplying (A.1) and by integrating by parts, we obtain

\[
\int_{\Omega_T} \tilde{f} s \lambda^2 \xi \sigma \psi \, dx \, dt = s \lambda^2 \int_{\Omega_T} \xi \sigma (M_1^{(\psi)} \psi) \, dx \, dt - s \lambda^4 \int_{\Omega_T} \xi^3 \sigma^2 \psi^2 \, dx \, dt
\]

\[
- s \lambda^2 \int_{\Omega_T} \xi \sigma \text{div}(A \nabla \psi) \psi \, dx \, dt + s \lambda^2 \int_{\Omega_T} \left( \frac{\gamma}{\gamma} \log \gamma \right) \xi \sigma \psi^2 \, dx \, dt
\]

\[
= s \lambda^2 \int_{\Omega_T} \xi \sigma (M_1^{(\psi)} \psi) \, dx \, dt - s \lambda^4 \int_{\Omega_T} \xi^3 \sigma^2 \psi^2 \, dx \, dt
\]

\[
+ s \lambda^2 \int_{\Omega_T} \xi \sigma A \nabla \psi \cdot \nabla \psi \, dx \, dt - \frac{1}{2} s \lambda^2 \int_{\Omega_T} \text{div}(A \nabla (\xi \sigma)) \psi^2 \, dx \, dt + s \lambda^2 \int_{\Omega_T} \xi \sigma \psi \partial_t^s \psi
\]

\[
\times \left( \frac{\gamma}{\gamma} \log \gamma \right) \xi \sigma \psi^2 \, dx \, dt - s \lambda^2 \int_{\Gamma_T} \xi \sigma \psi \partial_t^s \psi
\]

\[
\times dS \, dt + \frac{1}{2} s \lambda^2 \int_{\Gamma_T} (A \nabla (\xi \sigma) \cdot \nu) \psi^2 \, dS \, dt.
\]
Then we have

\[ s \lambda^2 \int_{\Omega_T} \xi \sigma A \nabla \psi \cdot \nabla \psi \, dx \, dt - s^3 \lambda^4 \int_{\Omega_T} \xi^3 \lambda^2 \psi^2 \, dx \, dt \]

\[ = \int_{\Omega_T} \tilde{f} s \lambda^2 \xi \sigma \psi \, dx \, dt - s \lambda^2 \int_{\Omega_T} \xi \sigma \left( M^1 \psi \right) \psi \, dx \, dt + \frac{1}{2} s \lambda^2 \int_{\Omega_T} \text{div} \]

\[ \times \left( A \nabla (\xi \sigma) \right) \psi^2 \, dx \, dt - s \lambda^2 \int_{\Omega_T} \left( \frac{7}{2} - s \alpha \right) \left( \partial_t \log \gamma \right) \xi \sigma \psi^2 \, dx \, dt \]

\[ + s \lambda^2 \int_{\Gamma_T} \xi \sigma \partial_t^3 \psi \, dS \, dt - \frac{1}{2} s \lambda^2 \int_{\Gamma_T} \left( A \nabla (\xi \sigma) \cdot \nu \right) \psi^2 \, dS \, dt \]

\[ \leq \int_{\Omega_T} \left( \frac{1}{6} \left( M^1 \psi \right)^2 + f^2 + C_2 \lambda^4 \xi^2 \psi^2 \right) \, dx \, dt \]

\[ + s \lambda^2 \int_{\Gamma_T} \xi \sigma \partial_t^3 \psi \, dS \, dt - \frac{1}{2} s \lambda^2 \int_{\Gamma_T} \left( A \nabla (\xi \sigma) \cdot \nu \right) \psi^2 \, dS \, dt. \quad (A.9) \]

Multiplying both sides of (A.9) by 2, adding up the resulting inequality to (A.8) and absorbing the lower boundary terms, we obtain

\[ \| M^1 \psi \|_{L^2(\Omega_T)} + \| M^2 \psi \|_{L^2(\Omega_T)} + \| N^1 \psi \|_{L^2(\Gamma_T)} + \| N^2 \psi \|_{L^2(\Gamma_T)} \]

\[ + 6 s^3 \lambda^4 \int_{\Omega_T} \xi^3 \sigma^2 \psi^2 \, dx \, dt + s \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt + s^3 \lambda^3 \int_{\Gamma_T} \xi^3 \psi^2 \]

\[ \times \, dS \, dt + s \lambda \int_{\Gamma_T} \xi (|\nabla \psi|^2 + (\partial_t^3 \psi)^2) \, dS \, dt \]

\[ \leq C_1 \int_{\Omega_T} \left( f^2 + s^2 \lambda^4 \xi^4 \psi^2 + s \lambda \xi |\nabla \psi|^2 \right) \, dx \, dt + C \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt. \quad (A.10) \]

In order to eliminate the gradient term on right-hand side of (A.10), we take \( \langle \cdot, \cdot \rangle_{L^2(\Omega_T)} \) of (A.1) with \( s \lambda \xi \psi \), and similarly to previous calculations we infer that

\[ s \lambda \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt \leq \frac{1}{2C} \| M^1 \psi \|_{L^2(\Omega_T)}^2 + 3 \int_{\Omega_T} f^2 \, dx \, dt + C_1 s^3 \lambda^3 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt, \]

where \( C > 0 \) is the same constant in (A.10). We then arrive at

\[ \| M^1 \psi \|_{L^2(\Omega_T)} + \| M^2 \psi \|_{L^2(\Omega_T)} + \| N^1 \psi \|_{L^2(\Gamma_T)} + \| N^2 \psi \|_{L^2(\Gamma_T)} \]

\[ + s^3 \lambda^4 \int_{\Omega_T} \xi^3 \sigma^2 \psi^2 \, dx \, dt + s \lambda^2 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt + s^3 \lambda^3 \int_{\Gamma_T} \xi^3 \psi^2 \]

\[ \times \, dS \, dt + s \lambda \int_{\Gamma_T} \xi (|\nabla \psi|^2 + (\partial_t^3 \psi)^2) \, dS \, dt \]

\[ \leq C \int_{\Omega_T} \left( f^2 + s^3 \lambda^4 \xi^4 \psi^2 \right) \, dx \, dt + C \int_{\Gamma_T} \xi^3 \psi^2 \, dx \, dt. \]
Since $\sigma > C > 0$ on $\Omega \setminus \omega'$, we have
\[
s^3 \lambda^3 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt \leq C_1 s^3 \lambda^3 \int_{\Omega_T} \xi^3 \sigma^2 \psi^2 \, dx \, dt + s^3 \lambda^3 \int_{\omega'_T} \xi^3 \psi^2 \, dx \, dt.
\]

Thus
\[
\begin{align*}
&\left\| M^1(\psi) \right\|_{L^2(\Omega_T)}^2 + \left\| M^2(\psi) \right\|_{L^2(\Omega_T)}^2 + \left\| N^1(\psi) \right\|_{L^2(\Omega_T)}^2 + \left\| N^2(\psi) \right\|_{L^2(\Omega_T)}^2 \\
&\quad + s^3 \lambda^3 \int_{\Omega_T} \xi^3 \psi^2 \, dx \, dt + s^3 \lambda^3 \int_{\Omega_T} \xi |\nabla \psi|^2 \, dx \, dt + s^3 \lambda^3 \int_{\omega'_T} \xi^3 \psi^2 \, dx \, dt \\
&\quad \times dS \, dr + s^3 \lambda^3 \int_{\Gamma_T} \xi |(\nabla_T \psi)^2 + (\partial_t \psi)^2| \, dS \, dt \\
&\leq C s^3 \lambda^4 \int_{\omega'_T} \xi^3 \psi^2 \, dx \, dt + C \int_{\Omega_T} f^2 \, dx \, dt + C \int_{\Gamma_T} g^2 \, dS \, dt.
\end{align*}
\]

Multiplying (A.1) by $(s \xi)^{-\frac{1}{2}}$, we find
\[
s^{-1} \int_{\Omega_T} \xi^{-1} |\text{div}(A \nabla \psi)|^2 \, dx \, dt \\
\leq C_1 \int_{\Omega_T} \left( s^{-1} \xi^{-1} (M^1(\psi))^2 + (s^3 \lambda^3 \xi^2 + s^3 \xi^4) \right) \, dx \, dt \\
\leq C_2 \left( s^3 \lambda^4 \int_{\omega'_T} \xi^3 \psi^2 \, dx \, dt + \int_{\Omega_T} f^2 \, dx \, dt \right).
\]

Analogously, multiplying $M^1(\psi)$ by $s \lambda \xi^{-\frac{1}{2}}$ yields
\[
s^{-1} \int_{\Omega_T} \xi^{-1} |\partial_t \psi|^2 \, dx \, dt \leq C \left( s^3 \lambda^4 \int_{\omega'_T} \xi^3 \psi^2 \, dx \, dt + \int_{\Omega_T} f^2 \, dx \, dt \right).
\]

The identity
\[
\text{div}_T(D(x)\nabla_T \psi) = -N^2(\psi) + \left( \frac{r}{2} - s \alpha \right)(\partial_t \log \gamma) \psi + \partial_t^0 \psi
\]
and the estimate (c) imply that
\[
s^{-1} \int_{\Gamma_T} \xi^{-1} \text{div}_T(D(x)\nabla_T \psi)^2 \, dS \, dt \leq \frac{1}{2} \left\| M^2(\psi) \right\|_{L^2(\Gamma_T)}^2 + C_1 \int_{\Gamma_T} \xi^3 \psi^2 \, dS \, dt + C \int_{\Gamma_T} \xi (\partial_t \psi)^2 \, dS \, dt.
\]

Moreover, using the identity $\partial_t \psi = N^1(\psi) + \lambda(s \xi + \frac{1}{2}) \partial_t^0 \psi$ and Young’s inequality, we deduce that
\[
s^{-1} \int_{\Gamma_T} \xi^{-1} |\partial_t \psi|^2 \, dS \, dt \leq \frac{1}{2} \left\| N^1(\psi) \right\|_{L^2(\Gamma_T)}^2 + C_1 \lambda \int_{\Gamma_T} \xi \psi^2 \, dS \, dt.
\]

The rest of the proof follows the same strategy in [3].
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