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Abstract

In the context of conformal field theories in general space-time dimension, we find all the possible singularities of the conformal blocks as functions of the scaling dimension $\Delta$ of the exchanged operator. In particular, we argue, using representation theory of parabolic Verma modules, that in odd spacetime dimension the singularities are only simple poles. We discuss how to use this information to write recursion relations that determine the conformal blocks. We first recover the recursion relation introduced in \cite{RecursionRelation} for conformal blocks of external scalar operators. We then generalize this recursion relation for the conformal blocks associated to the four point function of three scalar and one vector operator. Finally we specialize to the case in which the vector operator is a conserved current.
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1 Introduction

The conformal bootstrap program \cite{2,3} is a non-perturbative approach to the construction of interacting conformal field theories (CFT), which has made remarkable progress in recent years since the pioneering work of \cite{4}. This approach has been successfully applied to many conformal field theories \cite{1,5,20}.
Conformal blocks (CB) are the basic ingredients needed to set up the conformal bootstrap equations. They encode the contribution to a four point function from the exchange of a primary operator and all its descendants. The CBs depend on the spacetime dimension $d$ and on the scaling dimensions and $SO(d)$ irreducible representations labelling the four external primary operators and the exchanged operator. Explicit formulas are known only for simple cases like external scalar operators in even spacetime dimension [27, 28]. In other cases one has to resort to more indirect methods like, integral representations [29–35], recursion relations that increase the spin of the exchanged operator [27, 36] or efficient series expansions [37, 38]. There is also a general method to increase the spin of the external operators using differential operators [26, 39, 40]. However, this method cannot change the $SO(d)$ representation of the exchanged operator. In this paper, we consider a different method proposed in [1, 18], which generalizes an old idea of Zamolodchikov for Virasoro conformal blocks [41]. The idea is to consider the CB as a function of the scaling dimension $\Delta$ of the exchanged operator and analyze its analytic structure in the $\Delta$ complex plane. As explained in the next section, all poles in $\Delta$ are associated to the existence of null states in the exchanged conformal family which leads to residues proportional to other CBs. This knowledge leads to recursion relations that can be used to efficiently determine the CBs.

In this paper, we carefully explain the several ingredients that go into the construction of the recursion relations in 3 simple cases. Namely, the exchange of a symmetric traceless tensor in the four point function of 4 external scalars in section 3, 3 scalars and 1 vector in section 4 and 3 scalars and 1 conserved current in 5. The case of the vector operator illustrates a new feature that arises when there is more than one CB for a given set of labels of the external and exchanged operators. In this case, the residues in the $\Delta$ complex plane become linear combinations of several CBs.

In section 6, we give a detailed discussion of the structure of general conformal families in any spacetime dimension. In particular, we determine all possible singular values of $\Delta$ for any CB. We argue that these singularities are simple poles in odd spacetime dimension $d$ (and generic non-integer dimension, by analytic continuation in $d$). We conclude with some remarks about the residues of these poles in general spacetime dimension but leave their explicit computation for future work.

2 Basic Idea

We start by summarizing the basic idea that gives rise to recursion relations for the conformal blocks. Before that we introduce some standard CFT notation.

2.1 CFT Preliminaries

Let us first begin by setting up our notations and conventions (see [42, 44]). Throughout this paper, a symmetric and traceless tensor $\mathcal{T}^{\mu_1 \cdots \mu_l}$ is encoded by a polynomial $\mathcal{T}(z)$ by

$$\mathcal{T}(z) \equiv \mathcal{T}^{\mu_1 \cdots \mu_l} z_{\mu_1} \cdots z_{\mu_l}, \quad (1)$$
where \( z^\mu \) is a vector in \( \mathbb{C}^d \) that satisfy \( z \cdot z = 0 \). We can recover the tensor from the polynomial by the relation

\[
T_{\mu_1 \cdots \mu_l} = \frac{1}{l! (h-1)_l} D^{\mu_1}_z \cdots D^{\mu_l}_z T(z). \tag{2}
\]

where \( h \equiv d/2 \), \((a)_l \equiv \Gamma(a+l)/\Gamma(a)\) is the Pochhammer symbol, and \( D^\mu_z \) is the differential operator defined by

\[
D^\mu_z \equiv \left( h - 1 + z \cdot \frac{\partial}{\partial z} \right) \frac{\partial}{\partial z^\mu} - \frac{1}{2} z^\mu \frac{\partial^2}{\partial z \cdot \partial \bar{z}}. \tag{3}
\]

In this formalism, we denote a primary operator with spin \( l \) and conformal dimension \( \Delta \) by

\[
\mathcal{O}(x, z) = \mathcal{O}^{\mu_1 \cdots \mu_l}(x) z_{\mu_1} \cdots z_{\mu_l}. \tag{4}
\]

The two point function of (canonically normalized) primary operators is given by

\[
\langle \mathcal{O}(x_1, z_1) \mathcal{O}(x_2, z_2) \rangle = \frac{(z_1 \cdot I(x_{12}) \cdot z_2)^l}{x_{12}^{\Delta}}. \tag{5}
\]

with \( x_{12} \equiv x_1 - x_2 \) and

\[
I_{\mu\nu}(x) \equiv \eta_{\mu\nu} - 2 \frac{x_{\mu} x_{\nu}}{x^2}. \tag{6}
\]

The three point function of two scalar primaries \( \mathcal{O}_1, \mathcal{O}_2 \) and one spin \( l \) primary operator \( \mathcal{O} \) is completely fixed up to an overall constant,

\[
\langle \mathcal{O}_1(x_1) \mathcal{O}_2(x_2) \mathcal{O}(x_3, z_3) \rangle = c_{12} \mathcal{O} \frac{(z_3 \cdot y)^l}{x_{12}^{\Delta_1 + \Delta_2 - \Delta + l} x_{13}^{\Delta + \Delta_1 - l} x_{23}^{\Delta + \Delta_2 - l}}, \tag{7}
\]

where \( \Delta_{ij} \equiv \Delta_i - \Delta_j \), \( c_{ijk} \) are the structure constants of the conformal field theory and \( y^\mu \equiv \frac{x_{\mu}^i}{x_{12}^i} - \frac{x_{\mu}^j}{x_{13}^j} \). Notice that this corresponds to the OPE

\[
\mathcal{O}(x, z) \mathcal{O}_1(0) = c_{12} \mathcal{O} \frac{(-x \cdot z)^l}{(x^2)^{\Delta + \Delta_1 + l}} [\mathcal{O}_2(0) + \text{(descendants)}]. \tag{8}
\]

Four-point functions depend non-trivially on the conformal invariant cross ratios

\[
u \equiv \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2}, \hspace{1cm} v \equiv \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2}. \tag{9}
\]

Instead of \( u \) and \( v \), it will be more convenient in the following to use the radial coordinates \( r, \eta \) of \([37]\). Using a conformal transformation to map \( x_i \) to the configuration shown in figure \([1]\) we define the radial coordinates by \( r \) and \( \eta = \cos \theta \).

To state the exact relation between the radial coordinates \( r, \eta \) and the standard cross ratios \( u, v \), we first define \( z \) and \( \bar{z} \) via \( u = z \bar{z} \) and \( v = (1 - z)(1 - \bar{z}) \). We can then map \( z \) and \( \bar{z} \) to \( r \) and \( \eta = \cos \theta \) using

\[
re^{i\theta} = \frac{z}{(1 + \sqrt{1 - z})^2}, \hspace{1cm} re^{-i\theta} = \frac{\bar{z}}{(1 + \sqrt{1 - \bar{z})^2}. \tag{10}
\]
2.2 Basic Idea

In this section we summarize the basic idea of this paper. To make a cleaner exposition we consider the conformal block of a four point function of scalar primary operators,

$$\langle O_1(x_1)O_2(x_2)O_3(x_3)O_4(x_4) \rangle = \sum_{O} c_{12}c_{34}g_{\Delta,l}(x_1,x_2,x_3,x_4)$$

where $O_i$ are scalar primary operators with dimension $\Delta_i$ and $O$ is a primary operator with dimension $\Delta$ and spin $l$ (for clarity of the exposition we first suppress the $l$ indices of $O$). Conformal symmetry implies that each $G_{\Delta,l}(x_1,x_2,x_3,x_4)$ is fixed up to a function of two conformal invariant real variables $r, \eta$ introduced in the previous section:

$$G_{\Delta,l}(x_1,x_2,x_3,x_4) = \frac{\left(\frac{\Delta_2}{\Delta_1}\right)^{\Delta_3/2} \left(\frac{\Delta_4}{\Delta_1}\right)^{\Delta_3/2}}{\left(\frac{x_{12}^2}{x_{14}^2}\right)^{\Delta_1/2} \left(\frac{x_{13}^2}{x_{34}^2}\right)^{\Delta_1/2}} g_{\Delta,l}(r,\eta) ,$$

where $\Delta_{ij} \equiv \Delta_i - \Delta_j$. It is convenient to express the conformal block as a sum over states in radial quantization

$$c_{12}c_{34}g_{\Delta,l}(x_1,x_2,x_3,x_4) = \sum_{\alpha \in H_O} \frac{\langle 0|O_1(x_1)O_2(x_2)|\alpha \rangle \langle \alpha|O_3(x_3)O_4(x_4)|0 \rangle}{\langle \alpha|\alpha \rangle} ,$$

where $H_O$ is the irreducible representation of the conformal group associated with the primary $O$ (i.e., it is $O$ with all its descendants).
Figure 2: The conformal representation $\mathcal{H}_O$ becomes reducible for some special values $\Delta^*_A$ of the conformal dimension of $O$. The descendant state $O_A$ becomes a primary and the representation $\mathcal{H}_{O_A}$ only contains null states.

We will study $G_{\Delta,l}(x_1, x_2, x_3, x_4)$ as a function of $\Delta$. For some special values $\Delta = \Delta^*_A$, there exists a descendant state \[|O_A\rangle \in \mathcal{H}_O\] with \[
\begin{aligned}
\Delta_A &= \Delta^*_A + n_A \\
l_A &= n_A
\end{aligned}
\] (13) at the level $n_A$, that becomes a primary. Namely

\[
K_\nu |O_A\rangle = 0 \tag{14}
\]

for all special conformal generators $K_\nu$. It is easy to show that any state that is both primary and descendant must have zero norm. Therefore, it follows that the denominator of (12) becomes zero when $\Delta = \Delta^*_A$,

\[
G_{\Delta,l} \xrightarrow{\Delta \rightarrow \Delta^*_A} \infty . \tag{15}
\]

If $|O_A\rangle$ is a null primary state, its descendants are also null and together they form a conformal sub-representation. It then follows that $G_{\Delta,l}$ has a pole at $\Delta = \Delta^*_A$ and its residue

\[^1\text{Again we suppress the indices of } O_A.\]
is proportional to a conformal block. \footnote{In some cases, the singularity can be a higher order pole. Moreover, in general the residue of the pole may not be another conformal block. Some of these exceptions are discussed in section [5] but they will not be important for the rest of the paper.}

\[ G_{\Delta,l}(x_1, x_2, x_3, x_4) \longrightarrow \frac{R_A}{\Delta - \Delta_A^*} G_{\Delta_A^l A}(x_1, x_2, x_3, x_4) \quad \text{as} \quad \Delta \to \Delta_A^* . \] (16)

The coefficient \( R_A \) will be given by three contributions

\[ R_A = M_A^{(L)} Q_A M_A^{(R)} , \] (17)

where \( Q_A \) comes from the inverse of the norm \( \langle \alpha | \alpha \rangle \) of the intermediate state \( \alpha \), while \( M_A^{(L)} \) and \( M_A^{(R)} \) come from the three point functions \( \langle 0 | O_1(x_1) O_2(x_2) | \alpha \rangle \) and \( \langle \alpha | O_3(x_3) O_4(x_4) | 0 \rangle \).

To be more explicit we restore the indices and we define the normalization of the primary state \( | O; z \rangle \equiv z_{\mu_1} \ldots z_{\mu_l} | O^{\mu_1 \ldots \mu_l} \rangle \) with spin \( l \) and dimension \( \Delta \), as

\[ \langle O; z | O; z' \rangle = (z \cdot z')^l , \] (18)

and write the norm of the descendant state \( | O_A; z \rangle \) as

\[ \langle O_A; z | O_A; z' \rangle = N_A (z \cdot z')^l . \] (19)

Since \( | O_A^{\nu_1 \ldots \nu_l} \rangle \) is a null state, \( N_A \) has a zero at \( \Delta = \Delta_A^* \), so that the inverse of \( N_A \) will have a pole at \( \Delta = \Delta_A^* \) with some residue \( Q_A \).

For what concerns the three point functions, the OPE for a primary operator is given in [5], while the OPE of a primary descendant operator takes a similar form, except for the factor \( M_A^{(L)} \)

\[ O_A(x, z) O_{2}(0) = M_A^{(L)} c_{12O} \frac{(-x \cdot z)^l}{(x^2)^{\Delta_A^*+\frac{\Delta_2^*+l_A^*}{2}}} [O_{2}(0) + \text{descendants}] . \] (20)

In the same way one could define \( M_A^{(R)} \) from the OPE involving \( O_3 \) and \( O_4 \).

The idea of the paper is to find all the poles \( \Delta_A^* \) in \( \Delta \) of the conformal block and the associated primary descendant states \( | O_A^{\nu_1 \ldots \nu_l} \rangle \). Using this information we will compute the residue \( R_A \) of the conformal block at each pole \( \Delta_A^* \). In addition, we will study the behavior of the conformal block \( g_{\Delta l} \) as \( \Delta \to \infty \). To be precise \( g_{\Delta l} \) has an essential singularity when \( \Delta \to \infty \). However, one can define a regularized conformal block \( h_{\Delta l}(r, \eta) \) such that \[ h_{\Delta l}(r, \eta) = (4r)^\Delta h_{\Delta l}(r, \eta) , \] (21)

\[ h_{\Delta l}(r, \eta) = h_{\infty,l}(r, \eta) + \sum_A \frac{R_A}{\Delta - \Delta_A^*} (4r)^{n_A} h_{\Delta_A l A}(r, \eta) , \] (22)

where \( h_{\infty,l}(r, \eta) = \lim_{\Delta \to \infty} h_{\Delta l}(r, \eta) \) is finite and can be computed explicitly (see below). Equation (22) can be used as a recursion relation to determine the conformal block. Notice that if we plug into the right hand side of (22) a series expansion for \( h_{\Delta l}(r, \eta) \) correct up to \( O(r^k) \), then the left hand side will be correct up to \( O(r^{k+1}) \) because \( n_A \geq 1 \). Furthermore, for this purpose, we only need to keep a finite number of terms in the sum over primary descendants \( A \).
3 Conformal Blocks for External Scalar Operators

In this section we rederive the recursion relation for conformal blocks of external scalar operators presented in \[1,18\]. As we discussed in section 2.2, three ingredients are needed to write such a formula: the knowledge of the data relative to the null primary states (namely $\Delta_A^\star$, $\Delta_A$ and $l_A$), the value of the residue $R_A$ and the conformal block at large $\Delta$. In the following three subsections we will study each one of these three ingredients and in section 3.4 we will put them together into a recursion relation.

3.1 Null States

In this section we list all the null states that can appear in the OPE between two scalars. A null state is a state $|\psi\rangle$ that is orthogonal to all other states. Notice that every null state is either a primary descendant, i.e. it is a descendant that is annihilated by the generators of special conformal transformations $K_\mu$, or it is a descendant of a primary descendant. This follows from the fact that if $|\psi\rangle$ is null and $K_\mu|\psi\rangle \neq 0$ then $K_\mu|\psi\rangle$ is also null and it has lower dimension. We can continue this process until we reach a null state $|\psi_0\rangle$ that is also primary. The original null state $|\psi\rangle$ is then a descendant of $|\psi_0\rangle$. Therefore, it is sufficient to look for all primary descendants that arise in a conformal family when the dimension $\Delta$ of the primary varies. Since any operator that appears in the OPE of two scalar operators has to belong to the traceless and symmetric representation of the rotation group $SO(d)$, it is sufficient to look for primary descendants in this representation.

Consider traceless and symmetric primary state with spin $l$

$$|\Delta, l; z\rangle \equiv z_{\mu_1} \ldots z_{\mu_l} O^{\mu_1 \ldots \mu_l}(0)|0\rangle \equiv O(z, 0)|0\rangle \ . \quad (23)$$

normalized as in (19). We find (see section 6 for justification) that, in the OPE of two scalars, all primary descendants are of the following 3 types, which we call type I, type II and type III (see figure 3). For each type the null states are labeled by an integer $n$, which as we will see runs over all positive integers for type I and type III, and over a finite set for type II. In the following we will collectively denote the type (I, II, III) and the integer $n$ by the label $A$,

$$A \equiv \text{Type, } n \ , \quad \left\{ \begin{array}{l}
\text{Type = I, II, III} \\
n = 1, 2, \ldots
\end{array} \right. \quad (24)$$

All the primary descendant states can be written as a differential operator $\mathcal{D}_A$ acting on the primary state:

$$|\Delta_A, l_A; z\rangle = \mathcal{D}_A|\Delta, l; z\rangle \ . \quad (25)$$

**Type I)** Type I states are the maximal spin descendant at level $n$

$$|\Delta + n, n + l; z\rangle = \mathcal{D}_{1,n}|\Delta, l; z\rangle \equiv (z \cdot P)^n|\Delta, l; z\rangle \ , \quad (26)$$

\[3\] Type II and type III in our paper is type III and type II in [11], respectively.
Figure 3: The picture shows the traceless and symmetric part of $\mathcal{H}_O$. Each sequence of arrows creates a descendants of $O$. When the conformal dimension of $O$ takes a value $\Delta^*_A$, one descendant placed at a colored dot becomes a primary state. There are three types of primary descendants labeled by an integer $n$ that counts the dots from the left to the right.

where $P^{\mu}$ is the generator of translations. In formula (163) in appendix A we find that the norm of the state (26) becomes null when

$$\Delta = \Delta^*_l,n \equiv 1 - l - n \quad (n = 1, 2, \ldots).$$

Type II) Type II states are the minimal spin descendant at level $n \leq l$

$$|\Delta + n, l - n; z\rangle = D_{II,n}|\Delta, l; z\rangle \equiv \frac{(D_z \cdot P)^n}{(2 - h - l)_n(-l)_n}|\Delta, l; z\rangle,$$

where $D_z$ is the operator introduced in (3) and we recall that $h = d/2$. In formula (170) in appendix A we compute its norm and we show that the state becomes null when

$$\Delta = \Delta^*_{II,n} \equiv l + d - 1 - n \quad (n = 1, 2, \ldots, l).$$

Type III) Type III primary descendant states have the same spin as the original primary,

$$|\Delta + 2n, l; z\rangle = D_{III,n}|\Delta, l; z\rangle \equiv V_0 \cdot V_1 \cdots V_{n-1}|\Delta, l; z\rangle,$$
where
\[ V_j \equiv P^2 - 2 \frac{(P \cdot z)(P \cdot D_z)}{(h+l+j-1)(h+l-j-2)} . \]  
(31)

In appendix A we compute the norm of (30) in various cases and we conjecture that this descendant state becomes primary when
\[ \Delta = \Delta^{*}_{III,n} = \frac{d}{2} - n \quad (n = 1, 2, \ldots) . \]  
(32)

In appendix A we computed the norm \( N_A \) of the three states and we found that it has a zero at \( \Delta = \Delta^{*}_A \). In what follows, we will only need the residue \( Q_A \) of the inverse of the norm at the pole \( \Delta = \Delta^{*}_A \)
\[ \frac{1}{N_A} \approx \frac{Q_A}{\Delta - \Delta^{*}_A} , \quad \Delta \to \Delta^{*}_A . \]  
(33)

We found
\[ Q_{I,n} = -\frac{n}{2^n(n!)^2} , \]  
(34)
\[ Q_{II,n} = -\frac{n(-l)n}{(-2)^n(n!)^2(2h+l-n-2)_n(2h+l-1)} , \]  
(35)
\[ Q_{III,n} = -\frac{n}{(-16)^n(n!)^2(h-n-1)_{2n}(h+l+n-1)} . \]  
(36)

### 3.2 Residues \( R_A \)

We shall now compute the OPE coefficient \( M_A \) of the primary descendant \( A \). Since for a scalar primary operator \( O(x, z) \) the OPE can be written as (8), the OPE of the primary descendant \( D_A O(x, z) \) is given by
\[ D_A O(x, z) O_1(0, z_1) = c_{12O} D_A \left( \frac{(-x \cdot z)^l}{(x^2)^{\Delta + \Delta_{12} + l}} \right) \left[ O_2(0) + \text{descendants} \right] , \]  
(37)
(recall \( D_A \) is the differential operator introduced in (25)). At the same time, since \( D_A O(x, z) \) is itself a primary operator, (37) should also take the form of (8), up to a possible normalization factor. We can therefore formulate our problem as follows: we want to find a constant \( M^{(L)}_A \) such that
\[ D_A \left( \frac{(-x \cdot z)^l}{(x^2)^{\Delta + \Delta_{12} + l}} \right) = M^{(L)}_A \left( \frac{(-x \cdot z)^l}{(x^2)^{\Delta + \Delta_{12} + l}} \right) \]  
(38)
(recall that $\Delta_A$ and $l_A$ are the conformal dimension and spin of the primary descendant $A$). Computing (38) for the three types we find (see appendix B.1)

$$M^{(L)}_{I,n} = (2i)^n \left( \frac{\Delta + \Delta_{12} + l}{2} \right)_n ,$$

$$M^{(L)}_{II,n} = i^n \left( \frac{d + l - n - 2}{h + l - n - 1} \right)_n \left( \frac{\Delta + \Delta_{12} + 2 - d - l}{2} \right)_n ,$$

$$M^{(L)}_{III,n} = (-4)^n \left( \frac{h - n - 1}{h + n - 1} \right)_l \left( \frac{\Delta + \Delta_{12} + 2 - d - l}{2} \right)_n \left( \frac{l + \Delta + \Delta_{12}}{2} \right)_n .$$

With this information we can determine the residue $R_A$ by formula (17) (of course $M^{(L)}_A$ should be evaluated at $\Delta = \Delta^*_A$). This result is consistent with the result of [1, 18].

### 3.3 Conformal Block at Large $\Delta$

To compute the large $\Delta$ behavior of the conformal block we need to study the conformal Casimir equation

$$\mathcal{C} G_{\Delta l}(x_1, x_2, x_3, x_4) = c_{\Delta l} G_{\Delta l}(x_1, x_2, x_3, x_4) ,$$

where $c_{\Delta l} \equiv \Delta(\Delta - d) + l(l + d - 2)$ and $\mathcal{C}$ is the conformal Casimir operator acting on the points $x_1$ and $x_2$, as explained in detail in appendix C.3. Equation (40) is a second order differential equation (since we are using the quadratic Casimir) that can be used to compute the full conformal block $G_{\Delta l}$ [28]. The leading term in $\Delta$ of equation (40) can be used to find the large $\Delta$ behavior of the conformal block. As it is explained in appendix C.3, in this limit (40) reduces to a first order differential equation for the conformal block that can be solved up to an integration constant. Moreover we can fix this constant computing the OPE limit ($x_{12}, x_{34} \to 0$) of the conformal block.

To find $h_\infty(r, \eta)$ we rewrite (40) in the radial coordinates (10) and use the definitions (11) and (21) to get an equation for $h_{\Delta l}(r, \eta)$. If we consider the leading behavior in $\Delta$ we get a simple differential equation

$$\partial_r h_{\Delta l}(r, \eta) = 4 \eta (\Delta_{12} - \Delta_{34}) \left( r^2 - 1 \right)^{1-2} - \eta^2 r \left( (1 - 2h) r^2 + 1 \right) - \frac{r^2 + r}{2} (h(r^2 + 1) - 2) \frac{1}{(r^2 - 1)(r^2 - 2\eta r + 1)(r^2 + 2\eta r + 1)} h_{\Delta l}(r, \eta) ,$$

which can be solved as

$$h_{\Delta l}(r, \eta) = \frac{(1 - r^2)^{1-\eta}}{(r^2 - 2\eta r + 1)^{1-\Delta_{12} - \Delta_{34}} (r^2 + 2\eta r + 1)^{1+\Delta_{12} - \Delta_{34}}} f_l(\eta) .$$

Here $f_l(\eta) = \lim_{r \to 0} h_{\Delta l}(r, \eta)$ is an integration constant.

---

4 We use the conventions of [27, 39]. Our convention is related to those of [37] and [1, 18] as follows:

$$g_{\Delta, l}^{u,v}(u, v) = 4^l g_{\Delta, l}^{u,v}(u, v) = \frac{(-2)^l (d-2)^l}{(d-2)_l} g_{\Delta, l}^{u,v}(u, v) .$$
In order to determine \( f_l(\eta) \), we need to fix the behavior of the conformal block as \( r \to 0 \), or equivalently \( x_{12}^2, x_{34}^2 \to 0 \). We thus want to compute the leading term of the conformal block of four scalars in the limit \( x_{12}^2, x_{34}^2 \to 0 \). For \( x_{12} \to 0 \) one has (from (8))

\[
\mathcal{O}_1(x_{12}) \mathcal{O}_2(x_{2}) \sim \frac{c_{12}}{(h-1)l!} \left( \frac{x_{12} \cdot D_z}{x_{12}^2} \right)^l \mathcal{O}(x_{2}, z) . \tag{42}
\]

In the four point function we take the leading OPE (42) both on the left (\( x_{12} \to 0 \)) and on the right (\( x_{34} \to 0 \)). We then use (5) to express the remaining two point function,

\[
G_{\Delta, l}(x_{i}) \sim x_{12}, x_{34} \to 0 \frac{1}{(l! (h-1)!)^2} \frac{\left( x_{12} \cdot D_z \right)^l}{x_{12}^{\Delta_1+\Delta_2+\Delta l}} \left( \frac{x_{34} \cdot D_{z'} \right)^l} \left( z \cdot I(x_{24}) \cdot z' \right)^l} \frac{x_{24}^\Delta}{x_{24}^2} . \tag{43}
\]

We can trivially get rid of the variable \( z' \)

\[
(x_{34} \cdot D_{z'})^l (z \cdot I(x_{24}) \cdot z')^l = l! (h-1)l (z \cdot I(x_{24}) \cdot x_{34})^l , \tag{44}
\]

since the variable \( z \) already ensures that the resulting tensor is traceless. In terms of the radial coordinates we then find the leading contribution for \( r \to 0 \) of the conformal block,

\[
g_{\Delta, l}(r, \eta) \to \frac{l!}{(h-1)l!} (4r)^\Delta C_{l}^{h-1}(\eta) , \tag{45}
\]

where we used the formula [39]

\[
\frac{(x \cdot D_z)^l (y \cdot z)}{l! (h-1)!} = \frac{l!}{2l! (h-1)!} (x^2 y^2)^{l/2} C_{l}^{h-1}(\hat{x} \cdot \hat{y}) , \tag{46}
\]

in which \( C_{l}^{\nu}(x) \) is the Gegenbauer polynomial, and \( \hat{x} \equiv x/(x^2)^{1/2} \). Thus we finally find that

\[
f_{l}(\eta) = \frac{l!}{(h-1)!} C_{l}^{h-1}(\eta) . \tag{47}
\]

### 3.4 Recursion Relation

We now have all the ingredients that we need to build the scalar conformal blocks using the recursion relation (22). For the sake of clarity in this section we write down explicitly the recursion relation with all the data that we computed in the previous subsections. The recursion relation is

\[
g_{\Delta, l}(r, \eta) = (4r)^\Delta h_{\Delta, l}(r, \eta) , \tag{48}
\]

\[
h_{\Delta, l}(r, \eta) = h_{\infty l}(r, \eta) + \sum_{A} \frac{R_A}{\Delta - \Delta_A} (4r)^{n_A} h_{\Delta_A \iota_A}(r, \eta) , \tag{49}
\]

\[
\Delta_A = \Delta - \Delta_{\omega} - \Delta \Delta_{l} .
\]
where the sum over $A$ is a sum over the three types and over $n$ with

$$\begin{array}{|c|c|c|c|}
\hline
A & \Delta_A^* & n_A & l_A \\
\hline
\text{Type I: } n = 1, 2, \ldots \infty & 1 - l - n & n & l + n \\
\text{Type II: } n = 1, 2 \ldots , l & l + 2h - 1 - n & n & l - n \\
\text{Type III: } n = 1, 2, \ldots \infty & h - n & 2n & l \\
\hline
\end{array}$$

and $\Delta_A = \Delta_A^* + n_A$. The residues $R_A$ are computed from (17) and read

$$\begin{align*}
R_{I,n} &= \frac{-n(-2)^n}{(n!)^2} (\frac{\Delta_{12} + 1 - n}{2})_n (\frac{\Delta_{34} + 1 - n}{2})_n, \\
R_{II,n} &= \frac{-n!}{(2n)[(l-n)!]} (\frac{\Delta_{12} + 1 - n}{2})_n (\frac{\Delta_{34} + 1 - n}{2})_n, \\
R_{III,n} &= \frac{-n(-1)^n(h-n-1)_n}{(n!)^2(h+1-n)_{2n}(h+n-1)_{2n}} (\frac{\Delta_{12} - h-l-n+2}{2})_n (\frac{\Delta_{34} + h+l-n}{2})_n. 
\end{align*}$$

Moreover the regular part in $\Delta$ of the conformal block is

$$h_{\infty}(r, \eta) = \frac{(1 - r^2)^{1-h}}{(r^2 - 2\eta r + 1)^{1-\frac{\Delta_{12} - \Delta_{34}}{2}}} \frac{l!}{(r^2 + 2\eta r + 1)^{1+\frac{\Delta_{12} - \Delta_{34}}{2}}} \frac{(-2)^{(h-1)l}}{(h-1)!} C_l^{h-1}(\eta).$$

Although we did not show that we exhausted all possible primary descendants states that could rise to poles of the conformal block, we are confident this is the case for three main reasons. Firstly, because we checked (to several orders in the $r$ series expansion) that (19) solves the Casimir equation. Secondly, because it agrees with the results of [18]. Thirdly, because the general analysis of conformal families presented in section 6 indicates that we indeed have all the relevant primary descendant states.

### 4 Conformal Blocks for One External Vector Operator

We now consider the case of a four point function of three scalars and one vector operator. For tensor fields the three point function is no longer fixed up to a single constant; there are several constants to fix and their number grows with the spin of the operators involved. This fact can easily be seen considering the leading OPE of one spin $l$ operator $O$ with a spin one operator $O_1$ going into a scalar channel [44, 46]

$$O(x, z)O_1(0, z_1) \sim \frac{O_2(0)}{(x^2)^{\alpha}} \sum_{q=1}^{2} c^{(q)}_{12O} t^{(q)}_l(x, z, z_1),$$

where $\alpha \equiv \frac{\Delta + \Delta_1 - \Delta_2 + l + 1}{2}$, $c^{(q)}_{12O}$ are the OPE coefficients and $t^{(q)}_l(x, z, z_1)$ are the two allowed tensor structures (see appendix C.1)

$$t^{(1)}_l(x, z, z_1) \equiv (x \cdot z)^l (z_1 \cdot x),$$
$$t^{(2)}_l(x, z, z_1) \equiv (x \cdot z)^{l-1} (z_1 \cdot z_1) x^2.$$
Notice that for \( l = 0 \) only \( t_1^{(1)} \) exists.

Let us now consider the conformal block decomposition of a four point function of three scalar and one vector primary operators \( \mathcal{F}_4(\{x_i\}, z_1) = \langle \mathcal{O}_1(x_1, z_1) \mathcal{O}_2(x_2) \mathcal{O}_3(x_3) \mathcal{O}_4(x_4) \rangle \), where \( \mathcal{O}_1(x_1, z_1) = (z_1)_\mu \mathcal{O}_1^\mu(x_1) \). We can write (see appendix C.1)

\[
\mathcal{F}_4(\{x_i\}, z_1) = \sum_\mathcal{O} \sum_{q=1}^{2} c_{12}^{(q)} c_{34}^{(q)} G_{\Delta l}^{(q)}(\{x_i\}, z_1)
\]

\[
= \sum_\mathcal{O} \sum_{q=1}^{2} \mathcal{O}_1 \mathcal{O}_2 \mathcal{O}_3 \mathcal{O}_4
\]

where the exchanged operator \( \mathcal{O} \) belongs to the symmetric traceless representation of \( SO(d) \), since all the other representations do not couple to external scalars.

As in the scalar case we can use conformal symmetry to fix each block \( G_{\Delta l}^{(q)}(\{x_i\}, z_1) \) in terms of functions of just two real variables. However in this case the conformal block has one vector index, so it can be fixed in terms of two scalar functions \( g_{\Delta l,s}^{(q)}(r, \eta) \) that multiply two independent conformal invariant vector structures (see appendix C.2)

\[
G_{\Delta l}^{(q)}(\{x_i\}, z_1) = \sum_\mathcal{O} \sum_{q=1}^{2} O_{1}^{(q)} O_{2}^{(q)} G_{\Delta l}^{(q)}(\{x_i\}, z_1)
\]

\[
= \sum_\mathcal{O} \sum_{q=1}^{2} \mathcal{O}_1 \mathcal{O}_2 \mathcal{O}_3 \mathcal{O}_4
\]

where \( Q_{\Delta l}^{(s)}(\{x_i\}, z_1) = Q_{\mu}^{(s)}(x_1, x_2, x_3, x_4) z_1^\mu \) is a basis of conformal invariant structures. A convenient way to generate the structures \( Q_{\Delta l}^{(s)}(\{x_i\}, z_1) \) is described in appendix C.2 and it is given by

\[
\left\{ \begin{array}{c}
Q_{\mu}^{(1)}(\{x_i, z_i\}) = \psi_{1,23} \\
Q_{\mu}^{(2)}(\{x_i, z_i\}) = \psi_{1,34}
\end{array} \right.
\]

where

\[
\psi_{i,jk} \equiv (z_i \cdot \hat{x}_{ij}) \frac{|x_{ik}|}{|x_{jk}|} - (z_i \cdot \hat{x}_{ik}) \frac{|x_{ij}|}{|x_{jk}|}
\]

In the following sections we will explain how to find a recursion relation which determines the conformal blocks \( G_{\Delta l}^{(q)} \).

### 4.1 Null States

The null states that can propagate are exactly of the same three types that we listed in the scalar case, since they have to belong to traceless symmetric representations.

### 4.2 Residues \( R_A \)

In the scalar case we found \( R_A \) applying formula [17]. Since \( Q_A \) and \( M_A^{(R)} \) did not change we now need to compute only \( M_A^{(L)} \).
The basic strategy to find $M_A^{(L)}$ is rather similar to the scalar case and it basically boils down to acting with the operators $D_A$ on the OPE as in (37). Concretely we need to act with $D_A$ on the OPE (52). Since $D_A O(x, z)$ is also a primary operator that belongs to the symmetric and traceless representation, we expect to find as result an OPE of the kind (52),

\[ D_A O(x, z_1) = \sum_{q' = 1}^2 c_{120A}^{(q')} t_{l_A}^{(q')}(x, z, z_1), \]

where $\alpha_M \equiv \frac{\Delta + 1 - \Delta + 2 + l_A + 1}{2}$, $c_{120A}^{(q)}$ are new OPE constants and $\Delta, l_A$ are respectively the conformal dimension and the spin of the primary descendant $O_A \equiv D_A O$. Moreover we can think of (59) as the action of $D_A$ on the OPE (52), thus we can fix the OPE constants $c_{120A}$ in terms of the $c_{120}$ of (52). In the scalar case this operation was simple since there was just one OPE coefficient, while in this case the computation is slightly more involved since the two coefficients can mix. In fact the action of $D_A$ on each structure of the OPE (52) can generate the other one, therefore we expect to find a $2 \times 2$ matrix $M_A^{(L)}$ such that

\[ c_{120A}^{(q')} = \sum_{q = 1}^2 c_{120}^{(q)} \left( M_A^{(L)} \right)_{qq'}. \]  

(60)

In practice we can find $M_A^{(L)}$ performing the following computation

\[ D_A t_{l}^{(q)}(x, z, z_1) = \sum_{q' = 1}^2 \left( M_A^{(L)} \right)_{qq'} \frac{t_{l_A}^{(q')}(x, z, z_1)}{(x^2)^{\alpha_M}}. \]  

(61)

As an example, here we show the result for type I,

\[ M_{1,n}^{(L)} = (-2i)^n \alpha_{n-1} \begin{pmatrix} n + \alpha - 1 & -n \frac{\alpha}{2} \\ 0 & \alpha - 1 \end{pmatrix}. \]  

(62)

The result for the other types is presented in formula (189) in appendix B.2).

**4.3 Conformal Block at Large $\Delta$**

The goal of this section is to find the leading behavior in $\Delta$ of $g^{(q)}_{\Delta,l,s}(r, \eta)$. To achieve this goal we want to apply the same procedure we used in the scalar case. In particular we want to solve the leading term in $\Delta$ of the Casimir equation (see appendix [C.3])

\[ C G^{(q)}_{\Delta}(\{x_i\}, z_1) = c_{\Delta l} G^{(q)}_{\Delta}(\{x_i\}, z_1) \]  

(63)

with the appropriate leading behavior of $G^{(q)}_{\Delta l}$ when $x_{12}, x_{34} \to 0$.

We consider the Casimir equation at the leading order in $\Delta$ replacing the form (56) and $g^{(q)}_{\Delta,l,s}(r, \eta) = (4r)^{\Delta} h^{(q)}_{\Delta,l,s}(r, \eta)$ in equation (63). As explained in appendix [C.3] we obtain
two coupled first order differential equations in the variable \( r \). We consider the following ansatz for the leading term in \( \Delta \) of \( h_{\Delta,l,s}^{(q)}(r, \eta) \):

\[
h_{\infty,l,s}^{(q)}(r, \eta) = \mathcal{A}^{\Delta_{12},\Delta_{34}}(r, \eta) \sum_{t=1}^{2} F_s^{t}(r, \eta) f_{l,t}^{(q)}(\eta) ,
\]

\[
\mathcal{A}^{\Delta_{12},\Delta_{34}}(r, \eta) = \frac{(1-r^2)^{-h}}{(1+r^2-2r\eta)^{\Delta_{34}-\Delta_{12}}(1+r^2+2r\eta)^{\Delta_{12}-\Delta_{34}}} ,
\]

where \( F_{s,t}(0, \eta) = \delta_{s,t} \) so that \( h_{\infty,l,s}^{(q)}(0, \eta) = f_{l,s}^{(q)}(\eta) \). The overall function \( \mathcal{A}^{\Delta_{12},\Delta_{34}}(r, \eta) \) depends on the external data, and the expression in (65) is inspired by its scalar counterpart (41), and is chosen so that the differential equation simplifies. The Casimir equation of course will fix only the matrix \( F_{s,t} \), while to fix \( f_{l,s}^{(q)}(\eta) \) we need to specify the initial conditions as \( r \to 0 \). Using the ansatz (64), the two coupled differential equations take the form

\[
\partial_r F_{s,t}^{(q)}(r, \eta) = \sum_{s'=1}^{2} \mathcal{M}_{s,s'}^{(q)}(r, \eta) F_{s'}^{(q)}(r, \eta) ,
\]

\[
\mathcal{M}(r, \eta) = \frac{2}{(r^2-1)(r^2+2r\eta+1)} \left( \frac{r^2+2r\eta-1}{r^2+1} - \frac{2\eta r}{r^2+2r\eta+1} \right) .
\]

The label \( t = 1, 2 \) of \( F_{s,t}^{(q)} \) parametrize the two independent solutions of the two coupled linear differential equations in (66). The result is

\[
F(r, \eta) = \begin{pmatrix} r^2+1 & -2r \eta \\ -2r & -r^2+2r\eta+1 \end{pmatrix} .
\]

To find the functions \( f_{l,s}^{(p)}(\eta) = h_{\infty,l,s}^{(p)}(0, \eta) \) we need to study the leading behavior of \( C_{\Delta l}^{(p,q)} \) for \( r \to 0 \). This limit corresponds to the leading contribution in the left and the right OPE in the four point function. In particular one can completely fix the two functions \( f_{l,s}^{(q)}(\eta) \) using

\[
f_{l,s}^{(q)}(\eta) \approx \frac{t_{l}^{(q)}(x_{12}, I(x_{24}) \cdot D_{z}, I(x_{12}) \cdot z_{1})(-\hat{x}_{34} \cdot z)^l}{l!(h-1)_l} \approx \sum_{s} f_{l,s}^{(q)}(\eta) Q^{(s)}(\{x_i, z_i\}) ,
\]

where the left hand side arises from the leading OPE limit of the four point function and the right hand side comes from the \( r \to 0 \) limit of (66). More details about this formula can be found in appendix C.4. The result is

\[
f_{l,1}^{(1)}(\eta) = -\frac{l! C_{l}^{(h-1)}(\eta)}{2l(h-1)_l} , \quad f_{l,2}^{(1)}(\eta) = 0 ,
\]

\[
f_{l,1}^{(2)}(\eta) = -\frac{(l-1)! (2\eta(h-1) C_{l-1}^{(h)}(\eta) + l C_{l}^{(h-1)}(\eta))}{2l(h-1)_l} , \quad f_{l,2}^{(2)}(\eta) = -\frac{(l-1)! C_{l-1}^{(h)}(\eta)}{2(l-1)(h)_{l-1}} .
\]
4.4 Recursion Relation

We now have all the ingredients to write the recursion relation for all the conformal blocks of one vector operators and three scalars in any dimensions:

\[
g_{\Delta l,s}^{(q)}(r, \eta) = (4r)^{\Delta} h_{\Delta l,s}^{(q)}(r, \eta) ,
\]

\[
h_{\Delta l,s}^{(q)}(r, \eta) = h_{\text{oc}l,s}^{(q)}(r, \eta) + \sum_{q'=1}^{2} \sum_{A} (R_{A})_{qq'} (4r)^{nA} \Delta h_{\Delta A l, s}^{(q')} (r, \eta) ,
\]  

where \( \Delta \) and \( l \) are respectively the conformal dimension and spin of the exchanged primary and

\[
(R_{A})_{qq'} = (M_{A}^{(L)})_{qq'} Q_{A} M_{A}^{(R)} .
\]

5 Conformal Blocks for One External Conserved Current

Let us next consider the case where the external vector operator is a conserved current. The OPE between a conserved current and a scalar is specified by a single tensor structure

\[
\mathcal{O}(x, z) \mathcal{O}_{1}(0, z_{1}) \sim \mathcal{O}_{2}(0) \frac{c_{12} \Delta \tau_{\Delta l}(x, z, z_{1})}{(x^{2})^{\alpha}} ,
\]

where \( \alpha = \frac{\Delta - \Delta_{2} + l + d}{2} \) because the operator \( \mathcal{O}_{1} \) is a conserved current with \( \Delta_{1} = d - 1 \). In fact, imposing conservation \( \partial_{z_{1}} \cdot \partial_{z_{1}} \mathcal{O}_{1}(x_{1}, z_{1}) = 0 \) on the vector OPE (52), we find that \( \tau_{\Delta l} \) is a specific linear combination of the two structures in (53),

\[
\tau_{\Delta l} = \sum_{q=1}^{2} t_{l}^{(q)} (\omega_{\Delta l})_{q} \quad (l > 0) ,
\]

\[
\omega_{\Delta l} = (2(\alpha - 1), -2\alpha + 2h + l) .
\]

When \( l = 0 \) the second structure does not exist and when we impose conservation we find that there is no allowed \( \tau_{\Delta 0} \) unless \( \Delta = \Delta_{2} \). We will see that the recursion relation for \( l > 0 \) does not couple to the case \( l = 0 \) and \( \Delta = \Delta_{2} \) so we can compute it separately.

The conformal block for conserved current will be then defined as

\[
\tilde{G}_{\Delta l}(\{x_{i}\}, z_{1}) = \frac{\Delta_{1} - \Delta_{2}}{2} \frac{\Delta_{3} - \Delta_{4}}{2} \frac{\Delta_{3} + \Delta_{4}}{2} \frac{\Delta_{1} + \Delta_{2}}{2} \sum_{s=1}^{2} \tilde{g}_{\Delta l, s}(r, \eta) Q_{s}(\{x_{i}\}, z_{1}) ,
\]

where

\[
\tilde{G}_{\Delta l} \equiv \sum_{q=1}^{2} (\omega_{\Delta l})_{q} G_{\Delta l}^{(q)} , \quad \tilde{g}_{\Delta l, s} \equiv \sum_{q=1}^{2} (\omega_{\Delta l})_{q} g_{\Delta l, s}^{(q)} .
\]
Therefore, the conformal blocks for a conserved current are given by a linear combination of the conformal blocks for a vector operator. Nevertheless in the next section, we explain how to obtain a recursion relation, which directly gives

\[
\tilde{h}_{\Delta_{l,s}}(r, \eta) = \sum_{q=1}^{2} (\omega_{\Delta})_{q} h_{\Delta_{l,s}}^{(q)}(r, \eta) .
\]

\[\text{(78)}\]

5.1 Residues \(R_{A}\)

The action of \(D_{A}\) on the OPE \([73]\) gives back structures of the form \([73]\), namely

\[
D_{A} \mathcal{O}(x, z) \mathcal{O}_{1}(0, z_{1}) = \mathcal{O}_{2}(0, \partial z_{2}) (x^{2})^{\alpha_{A}} c_{12} \mathcal{O}^{(L)_{\Delta_{l,s}}}(x, z, z_{1}, z_{2}) ,
\]

\[\text{(79)}\]

where \(\alpha_{A} \equiv \frac{\Delta - \Delta_{s} + \Lambda_{d}}{2}\). Now, since there exists just one allowed structure, \(\mu_{A}^{L}\) is just a scalar function. Moreover it can be easily computed knowing \(M_{A}\):

\[
\mu_{A} (\omega_{\Delta_{l,s}})_{q} = \sum_{q' = 1}^{2} (\omega_{\Delta})_{q'} (M_{A})_{q'q} , \quad q = 1, 2 ,
\]

\[\text{(80)}\]

where \(\omega_{\Delta}\) are defined in \([75]\). Notice that the two equations in \([80]\) define the same value \(\mu_{A}\). This is a non trivial consistency condition for the matrices \(M_{A}\) given in section 4.2. We obtain for the three types

\[
\begin{align*}
\mu_{1,n}^{L} &= (-2i)^{n} \frac{(\Delta_{12} - n)}{2} , \\
\mu_{II,n}^{L} &= (-i)^{n} \frac{(l - n)(-2h - l + 2)n}{l} \frac{(\Delta_{12} - n)}{2} , \\
\mu_{III,n}^{L} &= 4^{n} \frac{(h - n)_{2n}}{(h + l - n - 1)_{2n}} \left( \frac{h + l - n + \Delta_{12} - 1}{2} \right)^{n} \left( \frac{h + l - n - \Delta_{12} + 1}{2} \right)^{n} ,
\end{align*}
\]

where \(\Delta_{12} \equiv d - 1 - \Delta_{2}\).

5.2 Conformal Block at Large \(\Delta\)

We next want to find the large \(\Delta\) behaviour of \(\tilde{h}_{\Delta_{l,s}}\) defined in \([78]\). The function \(\tilde{h}_{\Delta_{l,s}}\) is a linear combination of the functions \(h_{\Delta_{l,s}}^{(q)}\) that are regular at \(\Delta = \infty\) but the coefficients \((\omega_{\Delta})_{q}\) grow linearly in \(\Delta\). This means that we need to compute the sub leading behaviour of \(h_{\Delta_{l,s}}^{(q)}\) at large \(\Delta\) in order to determine the terms of order \(\Delta\) and \(\Delta^{0}\) in \(\tilde{h}_{\Delta_{l,s}}\). To do so we change the ansatz \([64]\) for the conformal block at large \(\Delta\) to

\[
h_{\Delta_{l,s}}^{(q)}(r, \eta) = A^{\Delta_{12}, \Delta_{34}}(r, \eta) \sum_{t=1}^{2} F_{s}^{t}(r, \eta) \left[ f_{l,t}^{(q)}(\eta) + \frac{1}{\Delta} \tilde{f}_{l,t}^{(q)}(r, \eta) + O \left( \frac{1}{\Delta^{2}} \right) \right] ,
\]

\[\text{(81)}\]
where $A$, $F$ and $f$ are defined in section 4.3 so that they solve the Casimir equation at leading order in the large $\Delta$ expansion. Plugging the ansatz (81) in the Casimir equation, we find an equation of the form $\partial_r \hat{f}^{(q)}_{l,t}(r, \eta)$ equal to an explicit function of $r$. This can be trivially integrated and the integration constant can be fixed considering that $\hat{f}_{l,t}^{(q)}(0, \eta) = 0$ for consistency with the leading OPE. The final result $\tilde{h}_{\Delta, l,s}(r, \eta)$ is then achieved keeping the terms of order $\Delta$ and $\Delta^0$ in $\sum_{q=1}^{2} (\phi_{\Delta})_q \hat{h}_{\Delta, l,s}^{(q)}(r, \eta)$. The result is written in formulas (220) and (221) in appendix D.

5.3 Recursion Relation

Collecting the results above, we can give a simplified version of (78) that computes directly the block of a conserved current without passing through the vector case:

$$\tilde{g}_{\Delta, l,s}(r, \eta) = (4r)^{\Delta} \tilde{h}_{\Delta, l,s}(r, \eta) ,$$

$$\tilde{h}_{\Delta, l,s}(r, \eta) = \tilde{h}_{\Delta, l,s}^{\infty}(r, \eta) + \sum_A \frac{(\rho_A) \Delta}{\Delta - \Delta_A} \tilde{h}_{\Delta, l_A,s}(r, \eta) \quad (l > 0) ,$$

where

$$\rho_A = \mu_A^L Q_A M_A^R$$

and $\tilde{h}_{\Delta, l,s}^{\infty}(r, \eta)$ contains terms linear and constant in $\Delta$ and is given explicitly in appendix D. Notice that when we consider $l > 0$, the formula never couples to any conformal block with $l = 0$. In fact the only way to do so would be through a descendant of type II at the level $l$, but $\mu_{II,l} = 0$. One can check that (83) agrees with (78) at the first orders in the $r$ expansion. For $l = 0$ it does not exist the conformal block $\tilde{g}_{\Delta, l,s}$ unless $\Delta = \Delta_2$. To study $\tilde{g}_{\Delta_2, l,s}$ one can use formula (78).

The blocks computed in (83) are not completely independent, and in fact they have to satisfy the conservation condition

$$\partial_{x_1} \cdot \partial_{z_1} \tilde{G}_\Delta(\{x_i\}, z_1) = 0 .$$

This gives a constraint for the functions $\tilde{h}_{\Delta, l_1}(r, \eta)$ and $\tilde{h}_{\Delta, l_2}(r, \eta)$ that we can schematically write as

$$\mathcal{D}_\Delta \left[ \tilde{h}_{\Delta, l,s}(r, \eta) \right] = 0 ,$$

where $\mathcal{D}_\Delta$ is explicitly defined in equation (222) in appendix D. Using the identity

$$\mathcal{D}_\Delta \left[ r^{n_A} \tilde{h}_{\Delta, l_A,s}(r, \eta) \right] = r^{n_A} \mathcal{D}_{\Delta+n_A} \left[ \tilde{h}_{\Delta, l_A,s}(r, \eta) \right] \xrightarrow{\Delta \to \Delta_A} 0 ,$$

we conclude that applying $\mathcal{D}_\Delta$ to (83) removes all the poles in $\Delta$. One can also check that

$$\mathcal{D}_\Delta \left[ \tilde{h}_{\Delta, l,s}^{\infty}(r, \eta) \right] = O(\Delta^0) .$$

This shows that the recursion relation (83) respects conservation up to a term independent of $\Delta$. This general strategy is not sufficient to show that this term is actually zero but we have checked this up to $O(r^7)$ in the series expansion in $r$. 
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6 Structure of Conformal Families

In the previous sections, we saw that poles of the conformal blocks arise when the dimension of the exchanged operator is chosen such that there are null states in its conformal family. In this section we discuss the general structure of conformal families and a precise mathematical criterion for the absence of null states. In order to state this criterion we must first write the conformal algebra in the Cartan-Weyl basis.

6.1 Conformal Algebra in Cartan-Weyl Basis

The conformal group of a $d$ dimensional Euclidian CFT is isomorphic to $SO(d + 1, 1)$. The algebra is generated by $D, P_\mu, K_\mu, J_{\mu\nu}$, which generate respectively dilatation, translations, special conformal transformations and rotations in $SO(d)$. The commutation relations are

$$ [D, P_\mu] = i P_\mu, \quad [D, K_\mu] = -i K_\mu, \quad [K_\mu, P_\nu] = 2 i (\eta_{\mu\nu} D - J_{\mu\nu}), $$

$$ [K_\mu, J_{\nu\rho}] = i (\eta_{\mu\nu} K_{\rho} - \eta_{\mu\rho} K_{\nu}), \quad [J_{\mu\nu}, J_{\rho\sigma}] = i (\eta_{\nu\rho} J_{\mu\sigma} + \eta_{\mu\rho} J_{\nu\sigma} + \eta_{\mu\sigma} J_{\nu\rho} - \eta_{\nu\sigma} J_{\mu\rho}). $$

A bosonic primary state can be written as $|\Delta, \nu_1 \ldots \nu_l\rangle$, where $\Delta$ is the conformal dimension and the $l$ indices correspond to an irreducible tensor of $SO(d)$ (possibly with mixed symmetry properties). In this tensor representation, the action of the generators is given by

$$ D |\Delta, \nu_1 \ldots \nu_l\rangle = i \Delta |\Delta, \nu_1 \ldots \nu_l\rangle, \quad K_\mu |\Delta, \nu_1 \ldots \nu_l\rangle = 0, $$

$$ J_{\alpha\beta} |\Delta, \nu_1 \ldots \nu_l\rangle = \sum_{k=1}^{\nu_l} [M_{\alpha\beta}]_\mu^\nu_k |\Delta, \nu_1 \ldots \nu_{k-1} \mu \nu_{k+1} \ldots \nu_l\rangle, $$

where

$$ [M_{\alpha\beta}]_\mu^\nu = i (\delta^\nu_{\beta\eta} \eta_{\alpha\mu} - \delta^\nu_{\alpha\beta} \eta_{\mu\eta}). $$

The action of $P_\mu$ creates descendants.

Consider first the case of odd dimension $d = 2N + 1$ and introduce $d$ auxiliary vectors

$$ z_j^\eta \equiv \frac{1}{\sqrt{2}} (0, 0, \ldots, 0, 0, 1, -\eta j, 0, 0, \ldots, 0, 0, 0), \quad z_{N+1} \equiv (0, \ldots, 0, 1), $$

with $\eta = \pm$ and $j = 1, 2, \ldots, N$. We can then formulate the conformal algebra in a Cartan-Weyl basis:

$$ E_{\alpha_0}^+ \equiv K \cdot z_{N+1}, \quad E_{\alpha_0}^- \equiv P \cdot z_{N+1}, \quad E_{\alpha_j}^\eta \equiv \sqrt{2} z_j^\eta \cdot J \cdot z_{N+1}, \quad \frac{1}{\sqrt{2}} K \cdot z_j^\eta, \quad \frac{1}{\sqrt{2}} P \cdot z_j^\eta, \quad \frac{1}{\sqrt{2}} J \cdot z_j^\eta, \quad H_0 \equiv i D, \quad H_j \equiv i z_j^-, \quad J \cdot z_j^+ \equiv \frac{1}{\sqrt{2}} K \cdot z_j^\eta, \quad \frac{1}{\sqrt{2}} P \cdot z_j^\eta, \quad \frac{1}{\sqrt{2}} J \cdot z_j^\eta, \quad \frac{1}{\sqrt{2}} K \cdot z_j^\eta, \quad \frac{1}{\sqrt{2}} P \cdot z_j^\eta, \quad \frac{1}{\sqrt{2}} J \cdot z_j^\eta, \quad H_0 \equiv i D, \quad H_j \equiv i z_j^- \cdot J \cdot z_j^+, $$

$$ (94) $$
with $1 \leq j < k \leq N$. The generators $H_{j=0,1,\ldots,N}$ commute among themselves and form the Cartan subalgebra. From this definition and using the commutation relations (89) it is easy to check that
\[
[H_k, E_\alpha] = (\alpha)^k E_\alpha , \quad [E_\alpha, E_{-\alpha}] = \frac{2}{\langle \alpha, \alpha \rangle} (\alpha)^k H_k .
\] (95)
where $\alpha$ stands for any root of $\mathfrak{so}(d + 2)$ and $(\alpha)^k$ denotes its $k$-th coordinate. The root system of $\mathfrak{so}(d + 2)$ is given by $(N + 1)$-dimensional vectors $\alpha^j$ and $\alpha^{\eta_{ij}}$.

\[
\alpha^j = \left( \frac{0}{0}, \ldots, 0, \eta_j, 0, \ldots, 0 \right) , \quad \alpha^{\eta_{ij}} = \left( \frac{0}{0}, \ldots, 0, \eta_i, 0, \ldots, 0, \eta_j, 0, \ldots, 0 \right) .
\] (96)

In the tensor representation, a generic primary state is defined in terms of $\Delta$ and a Young tableaux. This is specified by a set of integers $(l_1,\ldots,l_N)$, where $l_k$ represents the number of boxes of the $k$-th row. Every box is filled with one tensor index and the indices in the same row are symmetric while the ones in the columns are antisymmetric. We also remove all possible traces of the tensor. Contracting all the indices of the $i$-th row with vectors $z^+_i$, we obtain a highest weight state $|\lambda\rangle$, where $\lambda \equiv (-\Delta, l_1,\ldots,l_N)$,

\[
\begin{array}{cccccccc}
\mu^1_1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \mu^1_1 \\
\mu^2_1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \mu^2_2 \\
& \vdots & & & & & \vdots & \\
\mu^N_1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \mu^N_N \\
\end{array}
\quad \rightarrow \quad
\begin{array}{cccccccc}
z^+_1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & z^+_1 \\
z^+_2 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & z^+_2 \\
& \vdots & & & & & \vdots & \\
z^+_N & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & z^+_N \\
\end{array}
\] (97)

Using (94) and (90-91), it is easy to show that $|\lambda\rangle$ is annihilated by all positive roots
\[
E_{\alpha^+} |\lambda\rangle = 0 , \quad E_{\alpha^{\eta}} |\lambda\rangle = 0 .
\] (98)
Moreover, one can read off the weights by acting with $H_i$,
\[
H_0 |\lambda\rangle = -\Delta |\lambda\rangle ,
H_i |\lambda\rangle = l_i |\lambda\rangle \quad (1 \leq i \leq N) .
\] (100)

The quadratic Casimir is given by
\[
\mathcal{C} = \sum_{k=0}^{N} H_k H_k + \frac{1}{2} \sum_{\alpha \in \Phi} \langle \alpha, \alpha \rangle E_\alpha E_{-\alpha} ,
\] (101)
where $\Phi$ stands for the set of all roots of $\mathfrak{so}(d + 2)$. This can be easily evaluated on the highest weight state $|\lambda\rangle$,
\[
\mathcal{C} |\lambda\rangle = (\lambda, \lambda + 2\rho) |\lambda\rangle = \left[ \Delta(\Delta - d) + \sum_{i=1}^{N} l_i(l_i + d - 2i) \right] |\lambda\rangle ,
\] (102)

where the Weyl vector $\rho$

$$\rho \equiv \frac{1}{2} \sum_{\alpha \in \Phi^+} \alpha \quad (103)$$

is the half sum of the positive roots. In this case, it is given by

$$\rho = \left( N + \frac{1}{2}, N - \frac{1}{2}, \ldots, \frac{3}{2}, \frac{1}{2} \right) \quad (104).$$

The analysis is similar for even dimensions ($d = 2N$). The Cartan subalgebra is the same but we do not have the vector $z_{N+1}$ and the associated generators $E_{\alpha_k}$. This difference has important consequences when we define the highest weight states. Since now $E_{\alpha_j}$ is absent, we can also build a highest weight state contracting the indices of the last line of the Young tableau with $z^{-}_{N}$. As a result, we obtain two highest weight representations associated to each Young tableau with $l_N > 0$.

$$\begin{array}{cccccccccc}
z^+_1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & z^+_1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
z^+_{N-1} & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & z^+_N \\
\end{array} \quad , \quad \begin{array}{cccccccccc}
z^+_1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & z^+_1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
z^-_{N-1} & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & z^-_N \\
\end{array} \quad (105)$$

It is easy to see that the eigenvalue of $H_N$ is given by $l_N$ for the first case and by $-l_N$ in the second case. Therefore, we will label these two representations with the weight vectors $\lambda = (-\Delta, l_1, \ldots, l_N)$ and $\lambda = (-\Delta, l_1, \ldots, -l_N)$.

### 6.2 Parabolic Verma Modules

The mathematical concept of parabolic Verma module applies precisely to the conformal families relevant for CFT. Understanding this connection and using a theorem of Jantzen [47], we will be able to find the general conditions for the absence of primary descendants. We shall follow the notation of the book [48].

To define a parabolic Verma module, we start with a Lie algebra $\mathfrak{g}$ with its Cartan subalgebra $\mathfrak{h}$. We denote its root system by $\Phi$ and the set of positive and negative roots by $\Phi^+$ and $\Phi^-$, respectively. We then choose a subalgebra $\mathfrak{p}$ of $\mathfrak{g}$ containing $\mathfrak{h}$ and denote its root system by $\Phi^p \subset \Phi$. Introduce a highest weight state $|\lambda\rangle$ of $\mathfrak{g}$,

$$H^i|\lambda\rangle = \lambda^i|\lambda\rangle, \quad \forall H^i \in \mathfrak{h}, \quad E_\alpha|\lambda\rangle = 0, \quad \forall \alpha \in \Phi^+. \quad (106)$$

Since $|\lambda\rangle$ is also an highest weight state of $\mathfrak{p}$, we can use it to construct a finite dimensional irreducible representation $L_\mathfrak{p}(\lambda)$ of $\mathfrak{p}$. Finally, the parabolic Verma module $M_\mathfrak{p}(\lambda)$ is constructed by acting freely on $L_\mathfrak{p}(\lambda)$ with the generators $E_{-\alpha}$ for all $\alpha \in \Psi^+ \equiv \Phi^+/\Phi^+_p$.

The case of conformal field theories in $d$ dimensions corresponds to

$$\mathfrak{g} = \mathfrak{so}(d+2), \quad \mathfrak{p} = \mathfrak{so}(2) \bigoplus \mathfrak{so}(d). \quad (107)$$
In fact a primary state $|O_{\lambda}\rangle$ can be labeled by $\lambda = (-\Delta, l_1, \ldots, l_d)$, where $-\Delta$ is the eigenvalue of $\mathfrak{so}(2)$ and the set $l_1, \ldots, l_d$ defines an irreducible representation of $\mathfrak{so}(d)$. In other words, the primary state transforms in an irreducible representation $L_p(\lambda)$ of the algebra $p$. The set $\Psi^+$ contains the positive roots associated with the generators $K_\mu$. The parabolic Verma module is therefore obtained by acting with the negative roots $P_\mu$ on the primary state, which gives the usual conformal multiplet

$$M_p(\lambda) = \{|O_{\lambda}\rangle, P_\mu|O_{\lambda}\rangle, P_\mu P_\nu|O_{\lambda}\rangle, \ldots\} .$$  \hspace{1cm} (108)

A parabolic Verma module is said to be simple if it does not contain any submodule. Simplicity is equivalent to the absence of primary descendants in the conformal case. In order to state the conditions for simplicity of a parabolic Verma module we need to introduce some important concepts. Firstly, we introduce the formal character of the parabolic modules $M_p(\lambda)$ in terms of standard Verma modules $M(\lambda)$ and of the irreducible module $L_p(\lambda)$

$$\text{ch} M_p(\lambda) = \sum_{w \in W_p} (-1)^{\ell(w)} \text{ch} M(w \cdot \lambda)$$ \hspace{1cm} (109)

$$= \frac{\text{ch} L_p(\lambda)}{\prod_{\alpha \in \Psi^+ (1 - e^{-\alpha})} ,}$$ \hspace{1cm} (110)

where $W_p$ is the Weyl group of (the semisimple part of) $p$, $\ell(w)$ is the length of the Weyl reflection $w$ and the dot action of a Weyl reflection $w = s_\beta$ is defined by

$$s_\beta \cdot \lambda \equiv \lambda - \frac{2(\lambda + \rho, \beta)}{\langle \beta, \beta \rangle} \beta , \quad \rho = \frac{1}{2} \sum_{\alpha \in \Phi^+} \alpha .$$ \hspace{1cm} (111)

We also define

$$\Psi^+_\lambda \equiv \left\{ \beta \in \Psi^+ : n_\beta \equiv \frac{2(\lambda + \rho, \beta)}{\langle \beta, \beta \rangle} \in \mathbb{Z}_{>0} \right\}$$ \hspace{1cm} (112)

as the subset of $\Psi^+$ such that the $s_\beta \cdot \lambda = \lambda - n_\beta \beta$ for a non-negative integer $n_\beta$. We are now ready to state Jantzen’s simplicity criterion [4]: $M_p(\lambda)$ is simple if and only if

$$\sum_{\beta \in \Psi^+_\lambda} \text{ch} M_p(s_\beta \cdot \lambda) = 0 .$$ \hspace{1cm} (113)

Notice that when $\Psi^+_\lambda$ is empty, then the Jantzen’s criterion is trivially satisfied. Moreover, when $\Psi^+_\lambda$ is not empty, there are very simple geometrical ways to see if (113) is satisfied. To do so, it is very convenient to introduce the notion of a wall between Weyl chambers. The wall $\Omega_\gamma$ is the hyperplane perpendicular to the root $\gamma \in \Phi$ that contains the point $-\rho$,

$$\Omega_\gamma = \{ \lambda : \langle \lambda + \rho, \gamma \rangle = 0 \} .$$ \hspace{1cm} (114)

We can already dramatically simplify the search of simple modules using the following statement: when $\Psi^+_\lambda$ is not empty $M_p(\lambda)$ can be simple only if $\lambda$ lives in a wall of a Weyl chamber. This means that we have to check condition (113) only when $\lambda \in \Omega_\gamma$ for some $\gamma$.  
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We now want to give some intuition on the reason why the sum in (113) can be zero. The main idea is that if two weights \( \lambda \) and \( \tilde{\lambda} \) are related by a Weyl transformation \( w \in W_p \) with odd length, then the sum of their characters is zero,

\[
w \cdot \lambda = \tilde{\lambda}, \quad w \in W_p, \quad (-1)^{\ell(w)} = -1 \implies \text{ch} M_p(\lambda) + \text{ch} M_p(\tilde{\lambda}) = 0 .
\]

(115)

Furthermore, if \( w \cdot \lambda = \lambda \) then \( \text{ch} M_p(\lambda) = 0 \).

When the parabolic module \( M_p(\lambda) \) is not simple, it will contain at least one primary descendant. Notice that the weight vectors \( s_\beta \cdot \lambda = \lambda - n_\beta \beta \) with \( \beta \in \Psi_\lambda^+ \) are good candidates to be primary descendants because their quadratic Casimir is equal to the one of \( \lambda \),

\[
\mathcal{C}|s_\beta \cdot \lambda\rangle = (s_\beta \cdot \lambda, s_\beta \cdot \lambda + 2\rho) = (\lambda, \lambda + 2\rho) = \mathcal{C}|\lambda\rangle .
\]

(116)

The general decomposition of the module \( M_p(\lambda) \) into irreducible modules is rather complicated, however this question can be approached using the Kazhdan-Lusztig theory \([49]\).

The Kazhdan-Lusztig conjecture for parabolic Verma modules (relative Kazhdan-Lusztig conjecture) \([51, 52]\) tells us how to decompose a parabolic Verma module \( M_p(\lambda) \) into irreducible modules \( L(\lambda) \).

For this purpose, it is convenient to parametrize the weights \( \lambda \) and \( \mu \) by elements of the Weyl group. It is known that we can parametrize the weight of independent irreducible modules by an element of the coset: \( w \in W_p \backslash W \). Let us write the corresponding weight by \( \lambda(w) \). Then, the characters of the irreducible modules are given by appropriate linear combinations of the characters of parabolic Verma modules,

\[
\text{ch} L(\lambda(x)) = \sum_{x \leq w} m_{\lambda(x), \lambda(w)} \text{ch} M_p(\lambda(w)) ,
\]

(117)

where \( \leq \) in the sum denotes the Bruhat ordering. The relative Kazhdan-Lusztig (KL) conjecture states that the multiplicity \( m_{\lambda(w), \lambda(x)} \) is a special value of the Kazhdan-Lusztig polynomial \( P_{x,w}(q) \):

\[
m_{\lambda(w), \lambda(x)} = (-1)^{\ell(w) - \ell(x)} P_{x,w}(1) .
\]

(118)

In appendix \( F \) we present explicit expressions for the KL polynomial.

In the following we apply both the Jantzen’s criterion and relative Kazhdan-Lusztig conjecture to conformal field theories. We will first study the example of a CFT\(_3\) and then we will generalize it to CFT in generic odd and even dimensions. A summary of the results is presented in section \( 6.6 \) where we will completely classify the poles of conformal blocks and their residues.

### 6.3 Example: \( \mathfrak{so}(5) \)

It is instructive to apply the general statement of the previous section to the case of 3 dimensional CFTs. In this case, \( \mathfrak{p} = \mathfrak{so}(2) \oplus \mathfrak{so}(3) \), thus we can label the highest weight by

---

\(^5\)See appendix C of \([50]\) (and references therein) for a more physics oriented summary.

\(^6\)See e.g. \([52]\) for an explicit description of \( \lambda(w) \).
Figure 4: The root system of $\mathfrak{so}(5)$. The dashed roots belong to $\mathfrak{so}(3) \subset \mathfrak{so}(5)$.

$\lambda = (-\Delta, l)$. The finite dimensional representation $L_p(\lambda)$ are the spin $l$ representations of $\mathfrak{so}(3)$ with eigenvalue $-\Delta$ under $\mathfrak{so}(2)$,

$$\text{ch } L_p(\lambda) = \frac{e^{(-\Delta,l)} - e^{(-\Delta,-l-1)}}{1 - e^{-(0,1)}} = \sum_{s=-l}^l e^{(-\Delta,s)} .$$ (119)

The root system of $\mathfrak{so}(5)$, depicted in figure 4, leads to

$$\Psi_+ = \{(1,1), (1,0), (1,-1)\} .$$ (120)

From the numbers

$$n_{(1,1)} = l + 2 - \Delta , \quad n_{(1,0)} = 3 - 2\Delta , \quad n_{(1,-1)} = 1 - l - \Delta ,$$ (121)

we conclude that for $\Delta > l + 1$ the set $\Psi_+^\lambda$ is empty and therefore the module $M_p(\lambda)$ is simple. However, if any of the numbers in (121) takes a positive integer value, then we have to check condition (113).

First, we notice that $n_{\beta}$ in (121) is an integer only when $\Delta$ is either an integer or a semi-integer. When $\Delta$ is an integer there exist three special cases for which $\Psi_+^\lambda$ is not empty and the module is not simple:

- **Type I.** $\Delta = 1 - l - k$, $(k = 1, 2, \ldots) \implies \Psi_+^\lambda = \{(1,1), (1,0), (1,-1)\}$.
- **Type II.** $\Delta = l + 2 - k$, $(k = 1, 2, \ldots, l) \implies \Psi_+^\lambda = \{(1,1)\}$.
- **Type IV.** $\Delta = 2 - k$, $(k = 1, 2, \ldots, l) \implies \Psi_+^\lambda = \{(1,1), (1,0)\}$.

This can be understood geometrically from figure 5. The three special regions I, II and IV are just the colored dots in the Weyl chambers. The dot action $s_\beta \cdot \lambda$ corresponds to reflections (towards the left) on the dashed lines. Moreover, the set $\Psi_+^{\lambda}$ is simply the set of allowed dot action reflections. It is then trivial to see why in case II there is only one element in $\Psi_+^{\lambda}$, while in the cases IV and I there are respectively 2 and 3.

The denomination of the types is made to match section 3.1. We will comment later on the type IV.
There exists one special case in which $\Psi^+_{\lambda}$ is not empty but the module is simple. This happens when $\lambda$ belongs to the wall $\Omega_{(1,-1)}$ defined by $\Delta = 1 - l$. Notice that the wall $\Omega_{(1,-1)}$ is given by the line perpendicular to $(1, -1)$ that passes through $-\rho$, which corresponds to the dashed line between the regions IV and I in figure 5. It is easy to check that $\Psi^+_{\lambda} = \{(1,1), (1,0)\}$ and

$$\text{ch} M_p(s_{(1,1)} \cdot \lambda) + \text{ch} M_p(s_{(1,0)} \cdot \lambda) = 0,$$

thus the condition (113) holds and the module is simple.

When the module is not simple we can understand the structure of submodules using Kazhdan-Luzstig theory. In this case, all Kazhdan-Luzstig polynomials are equal to 1 and using (109) and (117) we obtain (see appendix F)

$$\begin{align*}
\text{Type I.} & \quad \text{ch} M_p(\lambda) = \text{ch} L(\lambda) + \text{ch} L(s_{(1,1)} \cdot \lambda), \\
\text{Type II.} & \quad \text{ch} M_p(\lambda) = \text{ch} L(\lambda) + \text{ch} M_p(s_{(1,1)} \cdot \lambda), \\
\text{Type IV.} & \quad \text{ch} M_p(\lambda) = \text{ch} L(\lambda) + \text{ch} L(s_{(1,0)} \cdot \lambda).
\end{align*}$$

In the case II the module $M_p(\lambda)$ contains the simple parabolic submodule $M_p(s_\beta \cdot \lambda)$, where $\beta$ is the unique element in $\Psi^+_{\lambda}$. Geometrically we can check that when $\lambda$ is a blue dot in figure 5, $s_{(1,1)} \cdot \lambda$ is a white dot which correspond to a simple parabolic module. In the cases IV and I, things are more interesting and we find that the module $M_p(\lambda)$ does not contain any parabolic submodule, instead it decomposes into the two irreducible modules $L(\lambda)$ and $L(s_\beta \cdot \lambda)$ where $\beta$ is a root in $\Psi^+_{\lambda}$. Notice that the actual root $\beta$ that we found in (123) and (125) is the one corresponding to the lowest $n_\beta > 0$. Geometrically this means that $s_\beta$ is the Weyl transformation that maps $\lambda$ to the closest Weyl chamber on the left.
of two scalars. Each of the three types corresponds to one case in which the parabolic module
operators that can appear in the OPE of two scalar primary operators.

In section 3.1 we did not include the type IV states, since
$D_{IV,n}$ changes the parity of the primary, thus the state $| \Delta + 2n - 1, l ; z \rangle$ is not present in the OPE of two scalars.

The full set of weights is summarized in figure 6.

The structure of submodules has important implications for the analytic structure of
conformal blocks as functions of $\Delta$. The absence of second generation primary descendants
leads to absence of higher order poles. Therefore, we conclude that in 3D the conformal blocks
only have single poles. Moreover, the residues of the poles are given by the blocks associated
to the submodules that become null. This means that for poles of type IV and I the residues
are not conformal blocks but blocks associated to the exchange of the irreducible modules
$L(\lambda)$.

If $\Delta$ is a half-integer there is only a single special case when $\Psi^+_\lambda$ is not empty:

Type III. $\Delta = \frac{3}{2} - k \quad (k = 1, 2, \ldots)$ \implies $\Psi^+_\lambda = \{(1,0)\}$. \hfill (126)

In the case III, as in the case II, there exists only one element in $\Psi^+_\lambda$. Therefore the module
$M_p(\lambda)$ contains only the simple parabolic submodule $M_p(s_{(1,0)} \cdot \lambda)$

Type III. $\text{ch } M_p(\lambda) = \text{ch } L(\lambda) + \text{ch } M_p(s_{(1,0)} \cdot \lambda)$. \hfill (127)

The full set of weights is summarized in figure 6.

In section 3.1 we found the full set of primary descendants which can appear in the OPE
of two scalars. Each of the three types corresponds to one case in which the parabolic module
is not simple. The case IV corresponds instead to a new type defined by

$$ | \Delta + 2n - 1, l ; z \rangle = D_{IV,n} | \Delta, l ; z \rangle \equiv \epsilon(P, z, D_z) W_0 \cdot W_1 \cdots W_{n-2} | \Delta, l ; z \rangle, $$ \hfill (128)

with $n = 1 \ldots l$ and where $\epsilon(P, z, D_z)$ stands for the contraction of the 3-dimensional $\epsilon$-tensor
with the vectors $P^\mu$, $z^\nu$ and $D^a_z$ and

$$ W_j = P^2 - 2 \frac{(P \cdot z)(P \cdot D_z)}{(l + j + 1)(l - j - 1)}. $$ \hfill (129)

In section 3.1 we did not include the type IV states, since $D_{IV,n}$ changes the parity of the primary, thus the state $| \Delta + 2n - 1, l ; z \rangle$ is not present in the OPE of two scalars.

27
It is important to stress that the operators $\mathcal{D}_A$ simply implement Weyl reflections. For example $\mathcal{D}_{\text{I},n}$ reflect the chamber I into the chamber IV, while $\mathcal{D}_{\text{IV},n}$ reflects IV in II and $\mathcal{D}_{\text{II},n}$ maps II into the Weyl chamber on the left of figure 5 which has simple module. The operator $\mathcal{D}_{\text{III},n}$, like $\mathcal{D}_{\text{IV},n}$, is a Weyl reflection with respect to the root $(1, 0)$.

Since we have the full set of operators which describe the three dimensional case we are able to check the consistency of the formulas (124, 125, 123, 127). These formulas imply that the module is simple after we apply one Weyl reflection. Therefore if we apply two consecutive operators $\mathcal{D}_A$ in such a way to implement a double Weyl reflection we need to obtain zero. In fact we checked in many cases that

$$
\mathcal{D}_{\text{IV},l+1} \mathcal{D}_{\text{I},n} |\Delta = 1 - l - n, l\rangle = 0 \quad (n = 1, 2, \ldots),
$$

(130)

$$
\mathcal{D}_{\text{II},l-1} \mathcal{D}_{\text{IV},n} |\Delta = 2 - n, l\rangle = 0 \quad (n = 1, \ldots, l),
$$

(131)

hold. This is an independent check of the absence of nested second generation primary descendant which would give rise to multiple poles in the conformal blocks.

### 6.4 Odd Spacetime Dimension

We now consider the general case in odd spacetime dimension $d = 2N + 1$. The complexified conformal algebra is $\mathfrak{so}(2N + 3)$. The set of positive roots is

$$
\Phi^+ = \{\alpha^{+-}_{jk}, \alpha^{++}_{jk}, \alpha^+_j\},
$$

(132)

defined in (96), and the vector $\rho$ is given by

$$
\rho = \left(N + \frac{1}{2}, N - \frac{1}{2}, \ldots, \frac{3}{2}, \frac{1}{2}\right).
$$

(133)

We consider the highest weight $\lambda = (-\Delta, l_1, \ldots, l_N)$ and the parabolic Verma modules based on the subalgebra $\mathfrak{p} = \mathfrak{so}(2) \bigoplus \mathfrak{so}(2N + 1) \subset \mathfrak{so}(2N + 3)$. We have

$$
\Psi^+ = \{\alpha^+_0, \alpha^{++}_{01}, \alpha^{++}_{02}, \ldots, \alpha^{++}_{0N}, \alpha^{+-}_{01}, \alpha^{+-}_{02}, \ldots, \alpha^{+-}_{0N}\},
$$

(134)

with

$$
n_{\alpha^+_0} = 2N + 1 - 2\Delta,
$$

(135)

$$
n_{\alpha^{++}_{0j}} = 2N + 1 - \Delta + l_j - j \quad (j = 1, 2, \ldots, N),
$$

(136)

$$
n_{\alpha^{+-}_{0j}} = -\Delta - l_j + j \quad (j = 1, 2, \ldots, N).
$$

(137)

We conclude that for generic real values of $\Delta$ the module $M_\mathfrak{p}(\lambda)$ is simple. For integer values of $\Delta$ the question is much more non-trivial. It is clear that for $\Delta \geq 2N + 1$ the module $M_\mathfrak{p}(\lambda)$ is simple. For smaller integer values of $\Delta$ there is always some $n$ from (135-137) which takes a positive integer value. In these cases we have to check condition (113). The results for integers roots are summarized in figure 7. The semi integer case is similar to the case III in $\mathfrak{so}(5)$.
Figure 7: The diagram represents all integer values of $\Delta$ when $d = 2N + 1$. The white dots mark values of $\Delta$ for which the module $M_p(\lambda) = M_p(-\Delta, l_1, \ldots, l_N)$ is simple. The coloured dots mark the values for which $M_p(\lambda)$ is not simple. In the set $\Pi_k$, there is a submodule with smaller $l_k$ and all other $l$’s unchanged. In the set $\text{IV}$, there is a submodule with exactly the same $l$’s. In the set $\text{I}_k$ there is a submodule with larger $l_k$ and all other $l$’s unchanged.

To explain figure 7 we start by studying the special integer values of $\Delta$ for which $M_p(\lambda)$ is simple. These organize in two sequences. The first is when $\lambda$ belongs to the wall of the Weyl chamber $\Omega_{\alpha_{0k}^+}$, given by

$$\Delta = 2N + 1 + l_k - k \quad (k = 1, \ldots, N).$$

(138)

The second is when $\lambda$ belongs to the wall $\Omega_{\alpha_{0k}^-}$,

$$\Delta = k - l_k \quad (k = 1, 2, \ldots, N).$$

(139)

In both cases, Jantzen’s criterion implies that the module $M_p(\lambda)$ is simple. We explain this in detail in appendix E.

Let us now describe the integer values of $\Delta$ for which $M_p(\lambda)$ is not simple. These cases are naturally divided into four types

$$\lambda_{k,n}^* \equiv \{ \lambda : \Delta = k - l_k - n \} \quad (n = 1, 2, \ldots, l_{k-1} - l_k),$$

(140)

$$\lambda_{\Pi_k,n}^* \equiv \{ \lambda : \Delta = 2N + 1 + l_k - k - n \} \quad (n = 1, 2, \ldots, l_k - l_{k+1}),$$

(141)

$$\lambda_{\Pi l,n}^* \equiv \{ \lambda : \Delta = \frac{1}{2} + N - n \} \quad (n = 1, 2, \ldots),$$

(142)

$$\lambda_{\Pi v,n}^* \equiv \{ \lambda : \Delta = N + 1 - n \} \quad (n = 1, 2, \ldots, l_k),$$

(143)

where $k = 1, 2, \ldots, N$ and we defined $l_{N+1} \equiv 0$ and $l_0 \equiv \infty$. Each of these cases has the following set of roots $\Psi_{\lambda}^+$

$$\Psi_{\lambda}^+ = \begin{cases} \{ \alpha_{01}^+, \ldots, \alpha_{0N}^+, \alpha_0^-, \alpha_{0N}^+, \alpha_{01}^-, \ldots, \alpha_{0k}^\pm \} & (\lambda = \lambda_{k,n}^*), \\ \{ \alpha_{01}^+, \ldots, \alpha_{0k}^+ \} & (\lambda = \lambda_{\Pi_k,n}^*), \\ \{ \alpha_0^+ \} & (\lambda = \lambda_{\Pi l,n}^*), \\ \{ \alpha_{01}^+, \ldots, \alpha_{0N}^+, \alpha_0^+ \} & (\lambda = \lambda_{\Pi v,n}^*). \end{cases}$$

In the cases $\Pi_1$ and $\Pi l$ the set $\Psi_{\lambda}^+$ contains only one element and the decomposition in submodules is straightforward. In all the other cases, one can work out the detailed decomposition of the parabolic modules using Kazhdan-Lusztig theory as we show in appendix E.
The result is as follows
\[
\begin{align*}
\text{ch } M_p(\lambda^*_A) &= \text{ch } L(\lambda^*_A) + \text{ch } M_p(\lambda_A), \\
\text{ch } M_p(\lambda^*_A) &= \text{ch } L(\lambda^*_A) + \text{ch } L(\lambda_A),
\end{align*}
\]
where the irreducible submodules are labeled by the following weights \( \lambda_A \)
\[
\begin{align*}
\lambda_{I_k,n} &= s_{\alpha^+_{jk}} \cdot \lambda^*_{I_k,n} = (l_k - k, l_1, \ldots, l_k + n, \ldots, l_N), \\
\lambda_{II_k,n} &= s_{\alpha^+_{jk}} \cdot \lambda^*_{II_k,n} = (-2N - 1 - l_k + k, l_1, \ldots, l_k - n, \ldots, l_N), \\
\lambda_{III,n} &= s_{\alpha^+_{jk}} \cdot \lambda^*_{III,n} = \left(\frac{1}{2} + N + q, l_1, \ldots, l_N\right), \\
\lambda_{IV,n} &= s_{\alpha^+_{jk}} \cdot \lambda^*_{IV,n} = (1 - N + q, l_1, \ldots, l_N).
\end{align*}
\]
Notice that in type \( \Pi_k \) the first submodule has smaller \( l_k \), in type IV and III the first submodule has the same \( l_k \)'s, and in type \( I_k \) the first submodule has larger \( l_k \).

### 6.5 Even Spacetime Dimension

The case \( d = 2N \) is similar. The set of positive roots is
\[
\Phi^+ = \{\alpha^+_{jk}, \alpha^+_{jk}\},
\]
and the vector \( \rho \) is given by
\[
\rho = (N, N - 1, \ldots, 1, 0).
\]
We have
\[
\Psi^+ = \{\alpha^+_{01}, \alpha^+_{02}, \ldots, \alpha^+_{0N}, \alpha^+_{01}, \alpha^+_{02}, \ldots, \alpha^+_{0N}\}
\]
with
\[
\begin{align*}
n_{\alpha^+_{0j}} &= 2N - \Delta + l_j - j \quad (j = 1, 2, \ldots, N), \\
n_{\alpha^+_{0j}} &= -\Delta - l_j + j \quad (j = 1, 2, \ldots, N).
\end{align*}
\]
We conclude that for generic values of \( \Delta \) the module \( M_p(\lambda) \) is simple. For integer values of \( \Delta \) the answer is summarized in figure 8. For \( \Delta \geq 2N + l_1 - 1 \) the set \( \Psi^+_{\lambda} \) is empty and the module is simple. For the special values
\[
\Delta = 2N + |l_k| - k \quad (k = 1, 2, \ldots, N),
\]
the set \( \Psi^+_{\lambda} \) is not empty but one can show that the modules are still simple (see appendix E). For all other integer values of \( \Delta \) the module \( M_p(\lambda) \) is not simple. We divide these cases into three groups depending on the first submodule that appears in the decomposition of \( M_p(\lambda) \). Cases \( \Pi_k \) and \( I_k \) are very similar to what happens in odd dimensions, in the sense that they correspond to decreasing and increasing \( |l_k| \). In case V, the first submodule flips the sign of \( l_N \) and keeps all other \( l \)'s unchanged.

In appendix F, we use Kazhdan-Lusztig theory to find the precise decomposition of the parabolic modules into irreducible modules. We show the non-trivial decompositions that arise in even spacetime dimension which implies a more complicated pole structure of the conformal blocks.
the values of $\Delta$ specified by $\lambda$ (see appendix C). Combining the knowledge of the pole structure (153) and the regular part in $\Delta$ of the conformal blocks can be obtained from a direct computation stressing the implications for the study of conformal blocks and unitary CFTs.

It is useful to summarize the results that we obtained from the study of conformal representation theory:

Figure 8: The diagram represents all integer values of $\Delta$ when $d = 2N$. The white circles mark values of $\Delta$ for which the module $M_p(\lambda) = M_p(-\Delta, l_1, \ldots, l_N)$ is simple. The coloured dots mark the values for which $M_p(\lambda)$ is not simple. In the set $\Pi_k$, there is a submodule with smaller $|l_k|$ and all other $l$’s unchanged. In the set $I_k$ there is a submodule with larger $|l_k|$ and all other $l$’s unchanged. In case V (yellow circles), there is a submodule with the opposite sign of $l_N$ and all other $l$’s unchanged.

6.6 Comments on Conformal Representation Theory

First we saw that the odd dimensional case is easier than the even dimensional one. Thus the analytic continuation of the conformal blocks in the spacetime dimension $d$ should be easier starting from odd dimension. In this case, we know the full set of poles of any conformal block:

\[
\begin{align*}
\Delta_{I_k,n}^{*} &= k - l_k - n & (n = 1, 2, \ldots, l_{k-1} - l_k) , \\
\Delta_{II_k,n}^{*} &= d + l_k - k - n & (n = 1, 2, \ldots, l_k - l_{k+1}) , \\
\Delta_{III,n}^{*} &= \frac{d}{2} - n & (n = 1, 2, \ldots) , \\
\Delta_{IV,n}^{*} &= \frac{d}{2} + \frac{1}{2} - n & (n = 1, 2, \ldots, l_k) .
\end{align*}
\]

We conjecture that a conformal block $G(\lambda)$ associated to the exchange of the operator $\mathcal{O}_\lambda$, labeled by an highest weight $\lambda = (-\Delta, l_1, \ldots, l_N)$ of $\mathfrak{so}(d + 2)$, has the following behavior at the pole

\[
G^{(p,q)}(\lambda) \xrightarrow{\Delta \rightarrow \Delta_A} \sum_{p',q'} \frac{(R_A)_{pp'qq'}}{\Delta - \Delta_A} G^{(p',q')}_{\lambda A} ,
\]

where $A = (I_k, n), (II_k, n), (III, n), (IV, n)$, $\lambda_A$ are the ones defined in (145) and the coefficients $(R_A)_{pp'qq'}$ can be computed using the techniques introduced in the previous sections. The regular part in $\Delta$ of the conformal blocks can be also obtained from a direct computation (see appendix C). Combining the knowledge of the pole structure (153) and the regular part one can in principle build any conformal block.

At a first sight formula (153) may look divergent since $G^{(p',q')}_{\lambda A}$ has a pole precisely at the values of $\Delta$ specified by $\lambda_A$ (for all $A$ which are not of the type $(II_1, n)$ and $(III, n)$).
However in [53], for the case of two external vectors, it is shown that the specific linear combination provided by the coefficients $R_A$ is such that the divergence is canceled. We therefore conjecture that (153) is correct.

From representation theory we also obtain a very sharp way to constrain the spectrum of unitary theories. Since unitary theories can only contain states $|O_\lambda\rangle$ with positive norms, then all the respective modules $M_p(\lambda)$ have to be simple. Watching figure [7] it is easy to understand that this requires that the value of the conformal dimension $\Delta$ of any operator has to satisfy

$$\Delta \geq \Delta^*_A \quad \text{for any } A .$$

(154)

Actually (154) gives many redundant conditions, for example it is clear that the bounds are optimized when $n$ is as low as possible. In fact when the operator is a scalar we obtain that the bound (154) reduce to the usual

$$\Delta \geq \frac{d-2}{2}.\quad (155)$$

Moreover for a generic operator with $l_1 > l_2 > 0$ we have

$$\Delta \geq l_1 + d - 2,$$

(156)

which gives the usual unitarity bound for tensor operators. When the first $k$ lines of the Young tableau are of the same length, the bound becomes

$$\Delta \geq d - 1 - k + l \quad (l_1, \ldots, l_k = l > 0). \quad (157)$$

This analysis matches the results known in the literature [54–56].

7 Conclusion

In the first part of this paper we explained how to build the conformal blocks studying their analytic behavior in terms of the conformal dimension of the exchanged operator. Both for pedagogical reasons and to test the method, we considered simple cases in which the external operators are: four scalars; tree scalars and one vector; tree scalars and one conserved current.

We believe that this method can be useful to obtain conformal blocks for more generic cases. For this reason in chapter [6] we gave a complete classification of the cases in which a conformal family becomes reducible, which amounts to classify all the possible poles $\Delta^*_A$ of any conformal block. Moreover in formula (153)

$$G_{\lambda}^{(p,q)} \xrightarrow[\Delta \to \Delta^*_A]{} \sum_{p',q'} (R_A)_{pp'qq'} \frac{(\Delta - \Delta^*_A)}{G_{\lambda_A}^{(p',q')}} ,$$

we conjecture that the residues at the poles are always proportional to conformal blocks labeled by new representations $\lambda_A$, which are known and summarized in formula (145). If
Equation (153) is well motivated by representation theory but it looks divergent since the conformal blocks $G^p_q(\lambda)$ have poles in $\Delta$ for most of the $\lambda = \lambda_A$. However we conjecture that the divergence is fictitious and it is canceled by the specific linear combination provided by the coefficients $R_A$. An important extension of this work is given in [53] in which it is shown that the cancellation holds for the conformal blocks of two external vectors and two scalars. It would be interesting to study more cases and prove that the residue in (153) is indeed finite.
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A Primary Descendant States

In this appendix we aim to demonstrate that a descendant $O_A$ of a primary $O$ becomes a primary when $\Delta = \Delta^*_A$. Moreover we provide more details on the computation of the norm of $|O_A\rangle$.

---

8"Back to the Bootstrap IV" (July 2014, Univ. Porto), “Bologna Workshop on CFT and Integrable Models” (Sep. 2014), ICTP-SAIFR (Nov. 2014), IDPASC workshop (Univ. Porto, Mar. 2015).

9Caltech (Dec. 2015), KEK theory workshop (Jan. 2015), Univ. North Carolina (Mar. 2015), Univ. Chicago (Apr. 2015), IAS (May. 2015).
A.1 Type I

We first want to demonstrate that a descendant of type I becomes a primary when \( \Delta = \Delta_{I,n}^* \), namely
\[
(K \cdot z')(P \cdot z)^n |\Delta, l ; z \rangle = 0 , \quad \text{if } \Delta = \Delta_{I,n}^* \equiv 1 - l - n . \tag{158}
\]

Commuting \((K \cdot z')\) through all the \((P \cdot z)\) we obtain
\[
[(K \cdot z'), (P \cdot z)^n] = \sum_{j=1}^{n} (P \cdot z)^{n-j}[(K \cdot z'), (P \cdot z)](P \cdot z)^{j-1}
\]
\[
= 2i \sum_{j=1}^{n} (P \cdot z)^{n-j}[(z \cdot z')(D - (z' \cdot J \cdot z))(P \cdot z)^{j-1}
\]
\[
= 2i \sum_{j=1}^{n} (P \cdot z)^{n-1}[(z \cdot z')(D + 2i(j - 1)) - (z' \cdot J \cdot z)]
\]
\[
= 2i n (P \cdot z)^{n-1}[(z \cdot z')(D + i(n - 1)) - (z' \cdot J \cdot z)] . \tag{159}
\]

Acting with \((159)\) on a primary state we get
\[
(K \cdot z')(P \cdot z)^n |\Delta, l ; z \rangle = -2n(\Delta + n + l - 1)(z \cdot z')(P \cdot z)^{n-1}|\Delta, l ; z \rangle , \tag{160}
\]
which proves \((158)\).

We can then compute the norm \(N_{I,n}\) defined by
\[
N_{I,n} \equiv \langle \Delta + n, l - n; z' | \Delta + n, l - n; z \rangle = \sum_{j=1}^{n} (z \cdot z')^n(D + [z' \cdot J \cdot D])
\]
\[
= 2i n (P \cdot z)^{n-1}[(z \cdot z')(D + i(n - 1)) - (z' \cdot J \cdot z)] . \tag{161}
\]

Using \((160)\) it is straightforward to obtain the recurrence relation
\[
N_{I,n} = -2n(\Delta + n + l - 1)N_{I,n-1} . \tag{162}
\]

Iterating equation \((162)\) up to \(N_{I,0} = 1\), we obtain
\[
N_{I,n} = (-2)^n n!(\Delta + l)_n . \tag{163}
\]

A.2 Type II

We now wish to demonstrate that a descendant of type II becomes a primary when \( \Delta = \Delta_{II,n}^* \),
\[
(K \cdot z')(D_z \cdot P)^n |\Delta, l ; z \rangle = 0 , \quad \text{if } \Delta = \Delta_{II,n}^* \equiv l + d - 1 - n . \tag{164}
\]

Using \((159)\) and replacing \(z\) with \(D_z\), we obtain the following commutator,
\[
[(K \cdot z'), (P \cdot D_z)^n] = 2i n (P \cdot D_z)^{n-1}[(z' \cdot D_z)(D + i(n - 1)) - (z' \cdot J \cdot D_z)] . \tag{165}
\]
The eigenvalue of \((z' \cdot J \cdot D_z)\) on a primary state is
\[
(z' \cdot J \cdot D_z)|\Delta, l; z\rangle = i(l - 2 + d)(z' \cdot D_z)|\Delta, l; z\rangle .
\] (166)

Therefore when we act with \([165]\) on \(|\Delta, l; z\rangle\) we find
\[
(K \cdot z')(D_z \cdot P)^n|\Delta, l; z\rangle = -2n(\Delta - l - d + 1 + n)(z' \cdot D_z)(P \cdot D_z)^{n-1}|\Delta, l; z\rangle ,
\] (167)
which proves \([164]\).

The norm \(N_{II, n}\) can be defined as
\[
N_{II, n} \equiv \frac{\langle \Delta + n, l + n; z'|\Delta + n, l + n; z\rangle}{(z \cdot z')^{l-n}} = \frac{\langle \Delta, l; z'|(K \cdot D_z)^n|\Delta, l; z\rangle}{(z \cdot z')^{l-n}} .
\] (168)

where \(D_z\) and \(\tilde{D}_z\) act respectively on the left and on the right. Using the following identity
\[
\frac{(D_z \cdot D_z)^n}{(2 - h - l)_{2n}(2l)^2n} (z \cdot z')^l = \frac{(3 - d - l)_n}{(-l)_n} \frac{(d + 2l - 2)}{(d + 2l - 2n - 2)} (z \cdot z')^{l-n} ,
\] (169)
and applying recursively \([167]\) (with \(z' \to \tilde{D}_z\)) as we did for the norm of type I, we obtain
\[
N_{II, n} = (-2)^n n! |\Delta - d - l + 2\rangle_n \frac{(3 - d - l)_n}{(-l)_n} \frac{(d + 2l - 2)}{(d + 2l - 2n - 2)} .
\] (170)

### A.3 Type III

The descendants of type III are more complicated than the ones of the previous two cases. In fact at level \(2n\), there are \(1 + \min(l, n)\) multiplets of spin \(l\), which can be written as
\[
(P^2)^{n-j}(P \cdot z)^j(P \cdot D_z)^j|\Delta, l; z\rangle ,
\] (171)
where \(j = 0, 1, \ldots, \min(l, n)\). To find which is the correct linear combination of the states \([171]\), we impose
\[
(K \cdot z')|\Delta + 2n, l; z\rangle = 0 , \quad \text{if } \Delta = \Delta_{III, n} \equiv h - n .
\] (172)

From numerical experiments, we conjecture the following form
\[
|\Delta + 2n, l; z\rangle = D_{III, n}|\Delta, l; z\rangle \equiv \sum_{j=0}^{\min(l, n)} a(j) (P^2)^{n-j}(P \cdot z)^j(P \cdot D_z)^j|\Delta, l; z\rangle
\] (173)
with coefficients
\[
a(j) \equiv \frac{l!n!}{j!(l-j)!(n-j)!} \frac{(-2)^j}{(h + l + n - j - 1)_{j} (2 - h - l)_{j} (-l)_{j}} .
\] (174)
Formula (173) can be also written as (30), which is given in the main text.

We would like to compute the norm \( N_{III,n} \) defined by

\[
\langle \Delta + 2n, l \; ; \; z | \Delta + 2n, l \; ; \; z \rangle = N_{III,n}(z \cdot z')^l .
\]

(175)

We did not find a closed formula. However when \( l = 0 \), the only multiplet is \( (P^2)^n|\Delta, 0\rangle \), therefore we can compute the norm

\[
N_{III,n}\big|_{l=0} = 16^n n!(\Delta)_n(\Delta - h + 1)_n .
\]

(176)

Moreover by inspection we found, for example,

| \( n \) | \( N_{III,n} \) |
|---|---|
| 1 | \[
\frac{16(h - 1)(\Delta - h + 1)(h + l)}{(h + l - 2)(h + l - 1)^2} \left[ (\Delta - h + 1) ((h + l - 1)^2 - (h - 1)) + (h - 2)(h + l - 1)^2 \right] ,
\]
| 2 | \[
\frac{512(h - 1)h(\Delta - h + 2)(\Delta - h + 1)(h + l + 1)}{(h + l - 3)(h + l - 2)(h + l - 1)^2(h + l)} \left[ (\Delta - 1)(\Delta + l - 2)(h + l - 1)^2(h + l) + 2h(\Delta - h + 2) \left( (h - 1)(\Delta - h + 1) - (\Delta - 1)(h + l - 1)^2 \right) \right] ,
\]
| 3 | \[
\frac{24576(h - 1)h(h + 1)(-\Delta + h - 3)(-\Delta + h - 2)(\Delta + h - 1)(h + l + 2)}{(h + l - 4)(h + l - 3)(h + l - 2)(h + l - 1)^2(h + l)} \left[ (\Delta - 1)(\Delta + l - 1) h^6 + 2(\Delta - 1) \times \right.
\]
\[
\times (h - 1)(-6\Delta(\Delta + 2) + 3(\Delta + 1)(\Delta + 2)h^4 - 6(\Delta + 2)(3\Delta + 2)h^3 + (5\Delta(4\Delta + 7) + 6)h^2 + (\Delta(32\Delta + 68) + 36)h)
\]
\[
+ 4(\Delta - 1)(\Delta + l - 1)h^3(h(-13\Delta + (5\Delta + 8)h - 16) - 3(\Delta + 3)) + \Delta(\Delta + 1)(\Delta + 2)(h - 4)(h - 3)(h - 2)(h - 1)h(h + 1)
\]
\[
+ (\Delta - 1)h^2 (\Delta^2(3h(h(5h - 26) + 28) + 9) - 26) + \Delta(3h(h - 1)h(11h - 37) + 36) - 56) + 6(h - 3)(h - 2)h(h + 1) \left. + 6\Delta(\Delta^2 - 1)(h - 1)h^5 + (\Delta - 1)\Delta h^4(7\Delta + 3h(-11\Delta + (5\Delta + 6)h - 12) + 1) \right] ,
\]

Motivated by these results, we came to the conjectured result

\[
\frac{1}{N_{III,n}} \approx \frac{n}{16^n(n!)^2(h)_n(1 - h)_n(h + l + n - 1)(h - n + 1)} \frac{1}{\Delta - h + n} .
\]

(177)

It would be nice to prove this result analytically.

## B  Computation of \( M_A \)

In this section we explain one possible way to compute the coefficients \( M_A \) defined in (38) for the scalar-scalar OPE, and in (61) for the vector-scalar OPE.

### B.1 Scalar-scalar OPE

We first compute \( M_A \) defined in (38) by

\[
D_A \left( \frac{-x \cdot z}{(x^2)^\alpha} \right)^l = M_A \left( \frac{-x \cdot z}{(x^2)^\alpha A} \right)^l ,
\]

(178)
where \( \alpha = \frac{\Delta + \Lambda_{12} + l}{2} \) and \( \alpha_A = \frac{\Delta + n \Delta + \Lambda_{12} + l_A}{2} \). Throughout this appendix we will adopt the notation

\[
A = T, n, \quad \left\{ \begin{array}{l}
T = I, II, III \\
n = 1, 2, \ldots
\end{array} \right.
\]

(179)

The method we use to compute \( M_A \) relies on the observation that the differential operators \( D_{T,n} \) can be expressed as \((D_{T,1})^n\) (this statement is exact only for \( T = I, II \), while for \( T = III \) one has to slightly correct it). Hence roughly speaking, it is sufficient to act with the differential operator \( D_{T,1} \) on \( \frac{(x \cdot z)^l}{(x^2)^{\alpha+j}} \) only once, and then “multiply” \( n \) times the resulting coefficient.

The exact procedure is as follows. We define a coefficient \( m_T(j) \) for the types \( T = I, II, III \) by

\[
D_{I,1} \frac{(-x \cdot z)^{l+j}}{(x^2)^{\alpha+j}} = m_1(j) \frac{(-x \cdot z)^{l+j+1}}{(x^2)^{\alpha+j+1}},
\]

\[
D_{II,1} \frac{(-x \cdot z)^{l-j}}{(x^2)^{\alpha}} = m_{II}(j) \frac{(-x \cdot z)^{l-j-1}}{(x^2)^{\alpha}},
\]

\[
V_j \frac{(-x \cdot z)^l}{(x^2)^{\alpha+j}} = m_{III}(j) \frac{(-x \cdot z)^l}{(x^2)^{\alpha+j+1}},
\]

(180)

where we opportunely shifted \( \alpha \) and \( l \) in such a way to obtain \( M_A \) simply as the product

\[
M_{T,n} = \prod_{j=0}^{n-1} m_T(j).
\]

We find the coefficients

\[
m_1(j) = 2i(\alpha + j),
\]

\[
m_{II}(j) = -i(2h - j + l - 3)(-\alpha + h - j + l - 1),
\]

\[
m_{III}(j) = \frac{4(h - j - 2)(h + j)(\alpha + j)(-\alpha + h - j + l - 1)}{(h - j + l - 2)(h + j + l - 1)},
\]

(182)

which, using (181), give (39).

\section*{B.2 Scalar-vector OPE}

We now generalize the previous procedure to compute the matrix \( M_A \) defined in (61). We first compute the \( 2 \times 2 \) matrix \( m_T(j) \) for the types \( T = I, II, III \)

\[
D_{I,1} t^{(q)}_{i+j}(x, z, z_1) \quad \frac{(x^2)^{\alpha+j}}{\alpha} = \sum_{q'=1}^{2} (m_1(j))_{qq'} t^{(q')}_{i+j+1}(x, z, z_1),
\]

(183)

\[
D_{II,1} t^{(q)}_{i-j}(x, z, z_1) \quad \frac{(x^2)^{\alpha}}{\alpha} = \sum_{q'=1}^{2} (m_{II}(j))_{qq'} t^{(q')}_{i-j+1}(x, z, z_1),
\]

(184)

\[
V_j t^{(q)}_{i}(x, z, z_1) \quad \frac{(x^2)^{\alpha+j}}{\alpha+j} = \sum_{q'=1}^{2} (m_{III}(j))_{qq'} t^{(q')}_{i}(x, z, z_1).
\]

(185)
The resulting matrices $m_T(j)$ are

$$m_1(j) = -2i \begin{pmatrix} j + \alpha - 1 & -1/2 \\ 0 & j + \alpha - 2 \end{pmatrix},$$

$$m_{II}(j) = \frac{i}{h-j+l-1} \begin{pmatrix} -h + \alpha + p_j & \frac{j - l}{2} \\ \frac{2(h-1)(\alpha-1)}{(j-l-1)} & (j-l) \end{pmatrix},$$

$$m_{III}(j) = \frac{4(\alpha+j-1)(\alpha+j)}{(h-j+l-2)(h+j+l-1)} \begin{pmatrix} q_j & \frac{l(h^2 + (-2j+l-2\alpha-1)h+j(j+3)-l+2\alpha)}{2(j+\alpha-1)(j+\alpha)} \\ \frac{j+\alpha-1}{2(h-1)} & \frac{2(j+\alpha-1)(j+\alpha)}{h^2 - (2j+2\alpha+1)h+j(j+3)+2\alpha+q_j} \end{pmatrix},$$

where

$$p_j \equiv \alpha + 2h^2 + h(-2\alpha - 3j + 3l) + j^2 + j(\alpha - 2l + 1) + l^2 - \alpha l - l - 1,$$

$$q_j \equiv -2\alpha + h^3 - h^2(\alpha + j - l + 3) + h(3\alpha - (j - 2)j - 2l + 2) - j + l + j(j + 1)(\alpha + j - l).$$

The matrix $M_{T,n}$ can be obtained by multiplying $n$ matrices $m_T(j)$ as follows

$$M_{T,n} = m_T(0)m_T(1) \cdots m_T(n-1).$$

For the type I, one can diagonalize $m_1(j)$ using a matrix that does not depend on $j$, therefore it is trivial to find a closed form for $M_{I,n}$. In the other cases this procedure does not work. However it is not hard to guess a closed form for $M_A$ and then use formula (188) to prove the guess by induction. The final result is

$$M_{I,n} = (-2i)^n(\alpha)_{n-1} \begin{pmatrix} n + \alpha - 1 & -n/2 \\ 0 & \alpha - 1 \end{pmatrix},$$

$$M_{II,n} = \frac{(-i)^n(-2h-l+3)_{n-1}(-h-l+\alpha+1)_{n-1}}{(-h-l+2)n} \begin{pmatrix} P_n & \frac{n(n-l)}{(h-\alpha)(1-h)} \\ \frac{n(n-l)}{(h-\alpha)(1-h)} & (n-l)(l-n) \end{pmatrix},$$

$$M_{III,n} = \frac{(h-n)_{n-1}(\alpha)_{n-1}(h+l-n+1)_{n-1}}{2^{-2n}(h+l-n-1)_{2n}} \begin{pmatrix} (\alpha + n - 1)Q_n & l/2(R_n + nl) \\ \frac{l/2(R_n + nl)}{(n-h)(\alpha + n - 1)} & (\alpha - 1)(Q_n + R_n) \end{pmatrix},$$

where

$$P_n \equiv 2h^2 + l^2 + n + (2+n)\alpha - l(2+n+\alpha) + h(3l - 2(1+n+\alpha)),$$

$$Q_n \equiv \alpha + h(h + l - n - 1) + \alpha(n - h) - l,$$

$$R_n \equiv n(1 + h - n - 2\alpha).$$

### C Conformal Blocks at Large $\Delta$

We want to have a general set up to study conformal blocks at large $\Delta$ in the case of external and exchanged operators with generic spin and belonging to the symmetric and traceless representation.
C.1 Setup for Conformal Blocks with Spin

Given three traceless and symmetric primary operators $O, O_1, O_2$ with conformal dimensions $\Delta, \Delta_1, \Delta_2$ and spins $l, l_1, l_2$, we can define the following leading OPE

$$O(x, z)O_1(0, z_1) \sim \frac{O_2(0, \partial z_2)}{(x^2)^\alpha} \sum_q c_{12O}^{(q)} t^{(q)}_l(x, z, z_1, z_2) \, ,$$

(191)

where $\alpha \equiv \Delta + l - \frac{l_1 + l_2}{2}$ and $c_{12O}^{(q)}$ are the OPE coefficients. The tensor structures $t^{(q)}_l(x, z, z_2)$ must be Lorentz invariant and satisfy

$$t^{(q)}_l(\mu x, \lambda z, \lambda_1 z_1, \lambda_2 z_2) = \mu^{l_1 + l_2} \lambda_1^{l_1} \lambda_2^{l_2} t^{(q)}_l(x, z_1, z_2) \, .$$

(192)

It is also possible to reconstruct the full three point function from the leading OPE [44,46]

$$\langle O(x_0, z)O_1(x_1, z_1)O_2(x_2, z_2) \rangle = \sum_q c_{12O}^{(q)} t^{(q)}_l (\bar{x}_01, I(x_{02}) \cdot z, I(x_{12}) \cdot z_1, z_2)$$

(193)

where $\bar{x}_01 = x_{02} x_{12}^2 - x_{12} x_{02}^2$. Notice that in (193) the variables $z_1$ and $z_2$ appear in a non-symmetric way. This is not surprising since the structures $t^{(q)}_l$ are defined from the OPE (191), which treats differently the operators $O_1$ and $O_2$. From (193) one can also write the leading OPE in the other channels. They can be all defined using the structures $t^{(q)}_l$, once they are transformed in the right way, for example

$$O_1(x, z_1)O_2(0, z_2) \sim \frac{1}{l! (h - 1)l} \frac{O(0, D_z)}{(x^2)^\Delta} \sum_{q} c_{12O}^{(q)} t^{(q)}_l (-x, z, I(x) z_1, z_2) \, .$$

(194)

Let us now consider the conformal block decomposition of a four point function of symmetric traceless tensor operators $F_4\{\{x_i, z_i\}\} = \langle O_1(x_1, z_1)O_2(x_2, z_2)O_3(x_3, z_3)O_4(x_4, z_4) \rangle$, where each operator $O_i$ has spin $l_i$. We can write

$$F_4\{\{x_i, z_i\}\} = \sum_{\sigma} \sum_{p,q} c_{12O}^{(p)} c_{34O}^{(q)} G_{\Delta l}^{(p,q)} (\{x_i, z_i\}) + \ldots$$

(195)

$$= \sum_{\sigma} \sum_{p,q} O_1 \circ O_2 \circ O_3 + O_4 + \ldots \, ,$$

(196)

where the $\ldots$ stand for the contribution of other irreducible representations of $SO(d)$ that are not symmetric traceless tensors and that can be exchanged in this correlator. We want to study the leading behavior in $\Delta$ of $G_{\Delta l}^{(p,q)} (\{x_i, z_i\})$. 
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C.2 Conformal Blocks in the Embedding Formalism

To simplify the notation in this appendix we introduce the embedding formalism. We will uplift each \( x \in \mathbb{R}^d \) to a \( P \in \mathbb{M}^{d+2} \) such that \( P^2 = 0 \). To find \( x \in \mathbb{R}^d \) given \( P \) we will have just to consider a projection of \( P \) onto the Poincaré section, in light cone coordinates we can write \( P_x = (1, x^2, x^\mu) \) with \( \mu = 1, \ldots, d \). To be consistent we will need to use also new auxiliary vectors \( Z_{x,x} = (0, 2x \cdot z, z^\mu) \) defined on \( \mathbb{M}^{d+2} \) to encode the tensor structures. The main reason why we want to work in the embedding is that the action of the conformal group (in \( d \) dimension) is linear on \( \mathbb{M}^{d+2} \), so that any scalar object in the embedding space is also a conformal invariant and vice-versa. More details about it can be found in \cite{44} and references therein.

As in the scalar case, we can use conformal symmetry to fix a generic conformal block \( G^{(p,q)}_{\Delta_1}(P, Z_i) \) up to functions of two real variables. When the external operators are tensor we have many of such functions, each one of them multiplied by a different tensor structure \cite{44}

\[
G^{(p,q)}_{\Delta_1}(P, Z_i) = \frac{(P_{12})^{\Delta_1 - \Delta_2}}{(P_{12})^{\Delta_1 + \Delta_2}} \sum_s g^{(p,q)}_{\Delta_1,\Delta_2}(r, \eta) Q^{(s)}(\{P, Z_i\}) ,
\]

where \( P_{ij} = -2P_i \cdot P_j \) and \( Q^{(s)} \) are all the possible scalar structures constructed with \( P_i \) and \( Z_i \) with the following property

\[
Q^{(s)}(\{\lambda_i P_i, \alpha_i Z_i + \beta_i P_i\}) = Q^{(s)}(\{P_i, Z_i\}) \prod_i (\alpha_i)^{l_i} ,
\]

where \( l_i \) is the spin of the operator \( \mathcal{O}_i \) in the four point function. A convenient way to generate \( Q^{(s)} \) is by using the building blocks \( V_{i,j,k} \) and \( H_{ij} \) of \cite{44}, each of which is invariant under the transformation \( P_i \rightarrow \lambda_i P_i, Z_i \rightarrow Z_i + \beta_i P_i \):

\[
V_{i,j,k} = \frac{(Z_i \cdot P_j)(P_i \cdot P_k) - (Z_i \cdot P_k)(P_i \cdot P_j)}{\sqrt{-2(P_i \cdot P_j)(P_j \cdot P_k)(P_k \cdot P_i)}} ,
\]

\[
H_{ij} = \frac{(Z_i \cdot Z_j)(P_i \cdot P_j) - (Z_i \cdot P_j)(P_i \cdot Z_j)}{(P_i \cdot P_j)} .
\]

Note that we have \( V_{i,j,k} = -V_{i,k,j} \) and \( H_{ij} = H_{ji} \). Since we are interested in a four point function we also have the constraint

\[
(P_2 \cdot P_3)(P_1 \cdot P_4)V_{1,23} + (P_2 \cdot P_4)(P_1 \cdot P_3)V_{1,42} + (P_3 \cdot P_4)(P_1 \cdot P_2)V_{1,34} = 0 ,
\]

which means that for each point \( i \) we only have two independent choices of \( V_{i,j,k} \). Projecting all the scalar combinations into the Poincaré section \( (P \rightarrow P_z, Z \rightarrow Z_{z,x}) \)

\[
P_i \cdot P_j \rightarrow -\frac{1}{2} x_{ij}^2 , \quad Z_i \cdot P_j \rightarrow -z_i \cdot x_{ij} , \quad Z_i \cdot Z_j \rightarrow z_i \cdot z_j ,
\]
the structures can be written in terms of spacetime coordinates after the replacement

\[ H_{ij} \rightarrow h_{ij} \equiv (z_i \cdot z_j) - 2 \frac{(z_i \cdot x_{ij})(z_j \cdot x_{ij})}{x_{ij}^2} = z_i I(x_{ij}) z_j , \]  

\[ V_{i,jk} \rightarrow v_{i,jk} \equiv (z_i \cdot \hat{x}_{ij}) \left| x_{ik} \right| \left| x_{jk} \right| - (z_i \cdot \hat{x}_{ik}) \left| x_{ij} \right| \left| x_{jk} \right|. \]

In the case of three scalars and one vector, the resulting basis for independent structures is

\[ \{ Q^{(1)}(\{P_i\}, Z_1) = V_{1,23} \} \]

\[ \{ Q^{(2)}(\{P_i\}, Z_1) = V_{1,34} \}. \]

The basis (205) reduces to \( Q^s(\{x_i\}, z_1) \) in (57) in the main text once we use (203).

### C.3 Casimir Equation at Large \( \Delta \)

Another reason to use the embedding formalism is that it simplifies the computations for the Casimir equation. In fact in the embedding space the generators of conformal transformations are simple rotations

\[ (J_{(P,Z)})_{AB} \equiv P_A \partial_P B - P_B \partial_P A + Z_A \partial_Z B - Z_B \partial_Z A , \]

and therefore the Casimir can be simply written as

\[ \mathcal{C} \equiv \frac{1}{2} (J_{(P_1,Z_1)} + J_{(P_2,Z_2)})_{AB} (J_{(P_1,Z_1)} + J_{(P_2,Z_2)})^{AB}. \]

The Casimir equation can be formulated as

\[ \mathcal{C} G^{(p,q)}_{\Delta l}(\{X_i, Z_i\}) = c_\Delta G^{(p,q)}_{\Delta l}(\{X_i, Z_i\}), \]

where \( G^{(p,q)}_{\Delta l}(\{X_i, Z_i\}) \) has to be replaced by (197). To get the leading behavior in \( \Delta \) of (208) we replace \( h^{(q)}_{\Delta l,s}(r, \eta) = (4r)^\Delta h^{(q)}_{\Delta l,s}(r, \eta) \). It is easy to see that the terms proportional to \( \Delta^2 \) exactly cancel from the two sides of the equation, and these terms are the ones generated by a second derivative in \( r \). The equation is then just linear in \( \Delta \) and the highest degree term gives rise to a first order differential equation of the form

\[ \partial_r F_{s,t}(r, \eta) = \sum_{s'} \mathcal{M}_{s,s'}(r, \eta) F_{s,t}(r, \eta), \]

where the sum over \( s' \) runs over the possible tensor structures of the four point function.

### C.4 OPE Limit of Conformal Blocks

To find the functions \( f_{l,s'}^{(p,q)}(r, \eta) \equiv h^{(p,q)}_{\infty,l,s'}(0, \eta) \) we need to study the leading behavior of \( G^{(p,q)}_{\Delta l} \) for \( r \rightarrow 0 \). From the three point function (193) we can read off the leading order (in \( x_{12} \)
OPE between two vector operators,

\[ \mathcal{O}_1(x_1, z_1) \mathcal{O}_2(x_2, z_2) \approx \frac{1}{l! (h - 1) l} \mathcal{O}(x_2, D_z) \sum_q c_{12}^{(q)} t^{(q)}_{12} (-x_{12}, z, I(x_{12}) \cdot z_1, z_2), \]  

(210)

where \( \mathcal{O} \) has spin \( l \) and conformal dimension \( \Delta \). Now we consider the four point function \( \mathcal{F}_4(\{x_i, z_i\}) \), we take the leading OPE (210) in the channels 1 - 2 and 3 - 4 and then write the remaining two point function as in [5], to obtain the following result

\[ G_{\Delta l}^{(p, q)}(\{x_i, z_i\}) \approx \frac{(D_z \cdot I(x_{24}) \cdot D_z') t^{(p)}_{12}(x_{12}, z', I(x_{12}) \cdot z_1, z_2) t^{(q)}_{12}(x_{34}, z, I(x_{34}) \cdot z_3, z_4)}{[l! (h - 1) l]^2} \]  

(211)

In the limit of \( x_{12}, x_{34} \to 0 \) we obtain that to the leading order \( x_{13} \approx x_{23} \approx x_{24} \approx x_{14} \) and moreover we have \((4r)^2 \approx \frac{x_{12}^2 x_{34}^2}{(x_{24})^2}\). Using this simplifications and applying the Todorov operator \( D_z' \) on the left structure of (211), we obtain the following formula

\[ G_{\Delta l}^{(p, q)}(\{x_i, z_i\}) \approx (4r)^\Delta t^{(p)}_{l} (\hat{x}_{12}, I(x_{24}) \cdot D_z, I(x_{12}) \cdot z_1, z_2) t^{(q)}_{l} (\hat{x}_{34}, z, I(x_{34}) \cdot z_3, z_4) \]  

(212)

Taking the OPE limit of (56) and replacing \( g_{\Delta,l,s}^{(p,q)}(r, \eta) = (4r)^\Delta h_{\Delta,l,s}^{(p,q)}(r, \eta) \) we find

\[ G_{\Delta l}^{(p, q)}(\{x_i, z_i\}) \approx \frac{(4r)^\Delta}{(x_{12})^{\Delta_1 + \Delta_2 - \frac{\Delta}{2}} (x_{34})^{\Delta_3 + \Delta_4 - \frac{\Delta}{2}}} \sum_s h_{\Delta,l,s}^{(p,q)}(r, \eta) Q^{(s)}(\{x_i, z_i\}). \]  

(213)

To completely fix the functions \( f_{l,s}^{(p,q)}(\eta) \) we need to compare formula (212) with (213) for \( r \) approaching zero,

\[ t^{(p)}_{l} (\hat{x}_{12}, I(x_{24}) \cdot D_z, I(x_{12}) \cdot z_1, z_2) t^{(q)}_{l} (\hat{x}_{34}, z, I(x_{34}) \cdot z_3, z_4) \approx \sum_s f_{l,s}^{(p,q)}(\eta) Q^{(s)}(\{x_i, z_i\}). \]  

(214)

The aim of what follows is to clarify how we get a matching of the two sides of the formula (214). To do so we first study how the structures \( Q^{(s)}(\{x_i, z_i\}) \) in the right hand side of (214) behave for small \( r \). We recall that \( Q^{(s)}(\{x_i, z_i\}) \) can be always expressed in terms of the two building blocks \( v_{i,jk} \) and \( b_{ij} \). This means that it is sufficient to study their behavior at small \( r \), to understand how the whole set of possible structures behave. We obtain, for small \( r \),

\[
\begin{align*}
  v_{a,bi} &\approx z_a \cdot \hat{x}_{ab}, \\
  v_{i,12} &\approx -z_i \cdot I(x_{24}) \cdot \hat{x}_{12}, \\
  b_{12} &\approx z_1 \cdot I(x_{12}) \cdot z_2, \\
  b_{ai} &\approx z_a \cdot I(x_{24}) \cdot z_i,
\end{align*}
\]

\[
\begin{align*}
  v_{i,ja} &\approx z_i \cdot \hat{x}_{ij}, \\
  v_{a,34} &\approx -z_a \cdot I(x_{24}) \cdot \hat{x}_{34}, \\
  b_{34} &\approx z_3 \cdot I(x_{34}) \cdot z_4,
\end{align*}
\]

(215)

where \( a, b = 1, 2 \) and \( i, j = 3, 4 \).
We now want to understand how it is possible to find the structures listed above on the left hand side of (69). The simplest building blocks that appear in the left hand side of (69) are all the scalar combination of left variables \( \hat{x}_{12}, I(x_{12}) \cdot z_1, z_2 \) only, and that of the right variables \( \hat{x}_{34}, I(x_{34}) \cdot z_3, z_4 \) only. These combinations generates \( v_{a,b}, v_{i,j,a}, h_{12}, h_{34} \).

We can also build more complicates structures that mix the left variables with the right ones. In fact when a combination \( \hat{x}_{12} \cdot I(x_{24}) \cdot D_z, z_1 \cdot I(x_{12}) \cdot I(x_{24}) \cdot D_z, z_2 \cdot I(x_{24}) \cdot D_z \) appears on the left structure, it then acts on one of the three possible combinations on the right \( \hat{x}_{34} \cdot z, z_3 \cdot I(x_{34}) \cdot z, z_4 \cdot z \). This action creates structures that can be written as linear combinations of (215), with the single exception of \( \hat{x}_{12} I(x_{24}) \hat{x}_{34} \). In fact,

\[
\eta \approx -\hat{x}_{12} I(x_{24}) \hat{x}_{34} ,
\]

thus this combination actually gives the dependence on \( \eta \), which is needed for the identifications of the functions \( f_{l,s}^{(p,q)}(\eta) \).

Notice that in doing the matching (69) we need some formula of the kind (46). Actually in a generic case we will need to compute some expression of the form

\[
\mathcal{F}(\{u_i, v_i\}, x, y) = \frac{(u_1 \cdot D_z) \cdots (u_j \cdot D_z) (x \cdot D_z)^{l-j}}{l!(h-1)_l} (y \cdot z)^{l-k} (v_1 \cdot z) \cdots (v_k \cdot z) .
\]

The main idea to compute (217) is that one can always rewrite it as a set of derivative acting on \( \frac{(x \cdot D_z)^l}{l!(h-1)_l} (y \cdot z)^l \) and then apply (46) as follows

\[
\mathcal{F}(\{u_i, v_i\}, x, y) = \left( \prod_{i=1}^j \frac{(u_i \cdot \partial_x)}{l - i + 1} \right) \left( \prod_{i=1}^k \frac{(v_i \cdot \partial_y)}{l - i + 1} \right) \frac{(x \cdot D_z)^l (y \cdot z)^l}{l!(h-1)_l}
\]

\[
= \frac{\prod_{i=1}^j (u_i \cdot \partial_x)}{l - i + 1} \frac{\prod_{i=1}^k (v_i \cdot \partial_y)}{l - i + 1} \frac{l!(x^2 y^2)^{l/2} C_{l-1}^{h-1}(\hat{x} \cdot \hat{y})}{2^l (h-1)_l} .
\]

Moreover one can use the identities for derivatives of Gegenbauer polynomial such as

\[
\partial_x C_l^h(x) = 2h C_{l-1}^{h+1}(x) .
\]

Putting together all these ingredients one can find the functions \( f_{l,s}^{(p,q)}(\eta) \) that define the OPE limit of the conformal blocks.
D Definitions for the CB with One External Conserved Current

In this appendix we write down the formulas for $\tilde{h}_{\Delta,l,1}^\infty(r, \eta)$ and $\tilde{h}_{\Delta,l,2}^\infty(r, \eta)$ obtained solving the Casimir equation at subleading in large $\Delta$,

$$
\tilde{h}_{\Delta,l,1}^\infty(r, \eta) = \frac{2^{-l} l!}{i(r^2 - 2\eta r + 1) (r^2 + 2\eta r + 1) (h - 1)_l} \times \left\{ \frac{2(h - 1) C^{(h)}_{l-1}(\eta)}{r} \times \left[ \eta \left( r^4 + (2 - 4\eta^2) r^2 + 1 \right) \left( \Delta(1 - r^2) + h ((h - 1) r^2 - 2) + r^2 + 1 \right) + \Delta^2_{34} \eta^2 (r^2 - 1) (2\eta^2 + r^2 + 1) + \Delta^2_{12} (2\eta^2 + r^2 + 1) \right] \right\}.
$$

Moreover the condition for the conservation of the blocks can be written as

$$
\mathcal{D}_{\Delta} \left[ h_{\Delta,l,s}(r, \eta) \right] = 0,
$$

where

$$
\mathcal{D}_{\Delta} \left[ h_{\Delta,l,s}(r, \eta) \right] \equiv
+ (r - r^3) \partial_r \tilde{h}_{\Delta,l,1}(r, \eta) + 2 (\eta^2 - 1) r \partial_\eta \tilde{h}_{\Delta,l,1}(r, \eta)
+ \eta r \left( r^2 - 1 \right) \partial_r \tilde{h}_{\Delta,l,2}(r, \eta) + (\eta^2 - 1) \left( r^2 + 1 \right) \partial_\eta \tilde{h}_{\Delta,l,2}(r, \eta)
+ \left[ \Delta(1 - r^2) + \frac{4 r (\Delta_{43} + 2h - 1) (\eta + r(\eta r - 2)) - \Delta_2 (r^4 + (4\eta^2 - 6) r^2 + 1)}{r^2 - 2\eta r + 1} \right] \tilde{h}_{\Delta,l,1}(r, \eta)
+ ((2h - 1)(\eta + r(\eta r - 2)) + \Delta_2 (\eta + r(\eta r + 2)) + \Delta \eta (r^2 - 1) + 4r \Delta_{34} r) \tilde{h}_{\Delta,l,2}(r, \eta).
$$

E Further Discussions on Jantzen’s Criterion

In this appendix we discuss the Jantzen’s criterion in more detail (see section 6.2).
First notice that for any weight $\lambda$ that belongs to a wall $\Omega_\gamma$, its Weyl reflection $s_\beta \cdot \lambda$ is contained in the Weyl reflected wall $\Omega_{s_\beta(\gamma)}$, where $s_\beta(\gamma)$ is the undotted Weyl action

$$s_\beta(\gamma) \equiv \gamma - 2\frac{\langle \gamma, \beta \rangle}{\langle \beta, \beta \rangle} \beta .$$

(223)

This simple observation is useful to obtain a very efficient way to see when (113) holds. First we check if $\lambda$ belongs to some wall $\Omega_\gamma$ for some root $\gamma$. As we already explained in section 6.2, if such a wall does not exist either $\Psi^+_{\lambda}$ is empty and $M_p(\lambda)$ is trivially simple, or $\Psi^+_{\lambda}$ is not empty and $M_p(\lambda)$ is trivially not simple. Then we apply Weyl transformations $s_\beta$ for $\beta \in \Psi^+_{\lambda}$ to the wall $\Omega_\gamma$. This generates a new set of walls $\Omega_{\gamma \beta}$ with

$$\Omega_{\gamma \beta} \equiv \Omega_{s_\beta(\gamma)} , \quad \beta \in \Psi^+_{\lambda} .$$

(224)

The last step is to find for each $\beta \in \Psi^+_{\lambda}$ a Weyl transformation $\omega_\beta \in W_p$ with odd length that acts on $\Omega_{\gamma \beta}$, in such a way the set of walls maps to itself

$$\{ \Omega_{\omega_\beta(\gamma \beta)} \}_{\beta \in \Psi^+_{\lambda}} = \{ \Omega_{\gamma \beta} \}_{\beta \in \Psi^+_{\lambda}} .$$

(225)

If this set of $\omega_\beta$ exists, then $M_p(\lambda)$ is simple. As we will see there is one more simplification: anytime that $\gamma_\beta \in \Phi_p$ then it is trivial to find a $\omega_\beta$ such that $\gamma_\beta$ is invariant under $\omega_\beta$. Thus one needs to find a transformation $\omega_\beta$ to fulfill (225) only for the roots $\gamma_\beta \notin \Phi_p$.

The full criterion can be written as follows. When $\lambda \in \Omega_\gamma$, the parabolic Verma module $M_p(\lambda)$ is simple if for any $\beta \in \Psi^+_{\lambda}$, it exists $\omega_\beta \in W_p$ with odd length such that

$$\{ \omega_\beta(s_\beta(\gamma)) \}_{\beta \in \Psi^+_{\lambda}} = \{ \pm s_\beta(\gamma) \}_{\beta \in \Psi^+_{\lambda}} .$$

(226)

Where $\pm$ means that the two sets of roots have to be equal up to signs since $\Omega_\gamma = \Omega_{-\gamma}$.

### E.1 Example: $\mathfrak{so}(5)$

Following the algorithm (226) we first find that $\Psi^+_{\lambda} = \{(1, 1), (1, 0)\}$. Then we obtain the roots that parametrize the walls reflected by the two Weyl reflections $s_\beta$ with $\beta \in \Psi^+_{\lambda}$

$$s_{(1,1)}((1, -1)) = (1, -1) ,$$

$$s_{(1,0)}((1, -1)) = (-1, -1) .$$

(227)

As a last step we check that the walls $\Omega_{(1,-1)}$ and $\Omega_{(-1,-1)}$ can be reflected into each other by a Weyl transformation of $W_p$ with odd length. In fact $s_{(0,1)}((1, -1)) = -(-1, -1)$. Again the minus sign is not important since $\Omega_\gamma = \Omega_{-\gamma}$.

### E.2 Odd Spacetime Dimension

We first consider the case in which $\lambda$ belongs to the wall of the Weyl chamber $\Omega_{\alpha_{0k}^+}$, given by

$$\Delta = 2N + 1 + l_k - k \quad (k = 1, \ldots, N) .$$

(228)
We obtain $\Psi^+ \seteq \{ \alpha_{01}^+, \alpha_{02}^+, \ldots, \alpha_{0,k-1}^+ \}$. Notice that $s_{\alpha_{0j}^+}(\alpha_{0k}^-) = \alpha_{jk}^-$ for any $1 \leq j < k \leq N$. Therefore each reflected wall is parametrized by a root $\alpha_{jk}^-$, which can be Weyl reflected to itself using a Weyl symmetry $s_{\alpha_{jk}^+} \in W_p$ with odd length. Therefore $M_p(\lambda)$ is simple. The other special case is when $\lambda$ belongs to the wall $\Omega_{\alpha_{jk}^-}$:

\[ \Delta = k - l_k \quad (k = 1, 2, \ldots, N) \quad \text{(229)} \]

In this case $\Psi^+ \seteq \{ \alpha_0^+, \alpha_{01}^+, \alpha_{02}^+, \ldots, \alpha_{0N}^+, \alpha_{0,k+1}^+, \ldots, \alpha_{0N}^+ \}$. When we Weyl-reflect the wall $\Omega_{\alpha_{0k}^-}$ with $s_\beta$ for all the roots $\beta \in \Psi^+$, we obtain walls parametrized by the following roots:

\[
\begin{align*}
s_{\alpha_{0j}^+}(\alpha_{0k}^-) &= \alpha_{jk}^- \quad (j \neq k), \\
s_{\alpha_{0j}^+}(\alpha_{0k}^-) &= \alpha_{jk}^+ \quad (j \neq k), \\
s_{\alpha_{0k}^+}(\alpha_{0k}^-) &= \alpha_{0k}^+, \\
s_{\alpha_{0k}^+}(\alpha_{0k}^-) &= \alpha_{0k}^+.
\end{align*}
\]

Notice that the cases (230) and (231) are trivial since the transformed roots live in $\Phi_p$, so we can map each one of them to itself using a transformation in $W_p$ with odd length, namely $s_{\alpha_{jk}^+}(\alpha_{jk}^-) = \alpha_{jk}^+$ and $s_{\alpha_{jk}^+}(\alpha_{jk}^-) = \alpha_{jk}^+$. The two remaining cases (232) and (233) are less trivial because the roots $\alpha_{0k}^+$ and $\alpha_{0k}^-$ do not live in $\Phi_p$. This means that we cannot map each one to itself, but we can still map one into the other $s_{\alpha_{jk}^+}(\alpha_{0k}^-) = -\alpha_{0k}^+$ (up to a sign, which is irrelevant since $\Omega_{\alpha} = \Omega_{-\alpha}$). Therefore $M_p(\lambda)$ is simple.

### E.3 Even Spacetime Dimension

The even dimensional case looks much less straightforward than the odd one. This is both because the roots $\alpha_k^+$ are absent and because $l_N$ can now be also negative. The result can be sketched as follows

\[ \lambda \in \Omega_{\alpha_{0k}^+} = \{ \lambda : \Delta = 2N + l_k - k \} \implies \begin{array}{c|c|c}
\hline
l_N & l_N \geq 0 & l_N < 0 \\
\hline
k = 1, \ldots, N - 1 & \text{simple} & \text{simple} \\
k = N & \text{simple} & \text{non simple} \\
\hline
\end{array} \quad \text{(234)} \]

\[ \lambda \in \Omega_{\alpha_{0k}^-} = \{ \lambda : \Delta = k - l_k \} \implies \begin{array}{c|c|c}
\hline
l_N & l_N > 0 & l_N \leq 0 \\
\hline
k = 1, \ldots, N - 1 & \text{non simple} & \text{non simple} \\
k = N & \text{non simple} & \text{simple} \\
\hline
\end{array} \quad \text{(235)} \]

Let us first consider the case in which $\lambda$ belongs to the wall $\Omega_{\alpha_{0k}^+}$ with $k = 1, \ldots, N$. We find that

\[ \Psi^+ \seteq \begin{cases} 
\{ \alpha_{01}^+, \alpha_{02}^+, \ldots, \alpha_{0,N-1}^+, \alpha_{0,N}^- \} & \text{if } l_N < 0 \text{ and } k = N, \\
\{ \alpha_{01}^+, \alpha_{02}^+, \ldots, \alpha_{0,k-1}^+ \} & \text{otherwise}. 
\end{cases} \quad \text{(236)} \]

As we already discussed in the odd dimensional case, all the roots $\alpha_{0j}^+$ for $j = 1, \ldots, k$ trivially satisfy the Jantzen’s criterion since $s_{\alpha_{0j}^+}(\alpha_{0k}^+) \in \Phi_p$. Thus when we only have roots $\alpha_{0j}^+$
with for \( j = 1, \ldots, k \), the module \( M_p(\lambda) \) is simple. When \( l_N < 0 \) and \( k = N \), we also have the root \( \alpha_{0N}^+ \) which reflect the wall as \( s_{\alpha_{0N}^+}(\alpha_{0N}^+) = \alpha_{0N}^+ \). Clearly there is no odd transformation in \( W_p \) which maps this wall to itself. We can then conclude that the module is not simple. The other special case is when \( \lambda \) belongs to the wall \( \Omega_{\alpha_0^+} \). We obtain

\[
\Psi^+_\lambda = \begin{cases}
\{\alpha_{01}^+, \alpha_{02}^+, \ldots, \alpha_{0N-1}^+\} & \text{if } l_N \leq 0 \text{ and } k = N, \\
\{\alpha_{01}^+, \alpha_{02}^+, \ldots, \alpha_{0N}^+, \alpha_{0k+1}^-, \ldots, \alpha_{0N}^+\} & \text{otherwise}.
\end{cases}
\]

When we Weyl-reflect the wall \( \Omega_{\alpha_0^+} \) with \( s_\beta \) for all the roots \( \beta \in \Psi^+_\lambda \), we obtain walls parametrized by the following roots

\[
s_{\alpha_{0j}^-}(\alpha_{0k}^+) = \alpha_{jk}^+ \quad (j = 1, \ldots, N, j \neq k),
\]

\[
s_{\alpha_{0j}^+}(\alpha_{0k}^+) = \alpha_{jk}^+ \quad (j = 1, \ldots, N, j \neq k),
\]

\[
s_{\alpha_{0k}^+}(\alpha_{0k}^+) = \alpha_{0k}^+.
\]

Again (238) and (239) are trivial since they live in \( \Phi_p \). The only root that does not belong to \( \Phi_p \) is \( \alpha_{0k}^+ \). Since \( \alpha_{0k}^+ \) it is alone it does not belong to \( \Phi_p \), we conclude that \( M_p(\lambda) \) is not simple. It is crucial that for \( l_N \leq 0 \) and \( \lambda \in \Omega_{\alpha_0^+} \), the root \( \alpha_{0N}^+ \) is not in \( \Psi^+_\lambda \). Therefore in this case \( M_p(\lambda) \) is simple.

\section{The Kazhdan-Lusztig Conjecture}

In this appendix let us be more explicit about the KL polynomial \( P_{w,x}(q) \) in (118).

\subsection{Odd Spacetime Dimension}

Let us first consider the odd-dimensional case: \( \mathfrak{so}(2N + 3) \). Then \( W_p \setminus W \) contains \( 2N + 2 \) elements \( w_1, \ldots, w_{2N+2} \), and the Bruhat ordering among them is shown in figure 9, namely \( w_i \leq w_j \) when \( i \leq j \).

In this case, the value of the KL polynomial at \( q = 1 \) is known to be [57, section 5]

\[
P_{w_i,w_j}(q = 1) = \begin{cases} 1 & (w_i \geq w_j), \\ 0 & \text{(otherwise)} \end{cases}
\]

(241)

This means

\[
\text{ch } L(w_i \cdot \lambda) = \sum_{j \leq i} (-1)^{j-i} \text{ch } M_p(w_j \cdot \lambda),
\]

(242)

and hence by inverting the relations we obtain

\[
\text{ch } M_p(w_i \cdot \lambda) = \text{ch } L(w_i \cdot \lambda),
\]

(243)

\[
\text{ch } M_p(w_i \cdot \lambda) = \text{ch } L(w_i \cdot \lambda) + \text{ch } L(w_{i-1} \cdot \lambda) \quad (i \geq 2).
\]

(244)
Namely each generalized Verma module contains either one or two irreducible components, and we do not need to worry about the null descendants within null descendants. This explains the absence of higher order poles in the corresponding conformal blocks.

Let us take the example of $\mathfrak{so}(5)$. The Bruhat ordering is shown in picture 10. Notice that the chambers below the origin do not have any label because there is no element in $W_p\backslash W$ which can map the upper half plane to the lower one (since the root $(0, 1)$ is in $\Phi_p$).

Defining $M_p^n \equiv M_p(w_n \cdot \lambda)$ and $L_n \equiv L(w_n \cdot \lambda)$ and applying formula (242) we obtain

\[ ch M_p^1 = ch L_1 , \]  
\[ ch M_p^2 = ch L_2 + ch L_1 , \]  
\[ ch M_p^3 = ch L_3 + ch L_2 , \]  
\[ ch M_p^4 = ch L_4 + ch L_3 , \]

which matches formulas (123-125) in the main text.

**F.2 Even Spacetime Dimension**

The situation is different for even dimensions: $\mathfrak{so}(2N + 2)$. In this case, $W_p\backslash W$ contains $2N + 2$ elements, and the Bruhat ordering among them is a bit more involved, as shown in figure 9. $w_i < w_j$ for $i < j$, except that $w_{N+1}$ and $w_{N+2}$ are uncomparable. The $q = 1$ value of the KL polynomial is known to be

\[ P_{w_i,w_j}(q = 1) = \begin{cases} 1 & (w_i \leq w_j) , \\ 2 & (n + 2 \leq j \leq 2n - 1, 1 \leq i \leq 2n - j) , \\ 0 & (\text{otherwise}) . \end{cases} \]  

For example, for $\mathfrak{so}(6)$ the Bruhat ordering of the Weyl chambers is shown in figure 11. Again we only labeled the Weyl chambers of the parabolic module. We also show in red the
shape of a Weyl chamber, which now are three dimensional objects. Applying formula \(249\) we get

\[
\begin{align*}
\text{ch} L_1 &= \text{ch} M_{p_1} , \\
\text{ch} L_2 &= \text{ch} M_{p_2} - \text{ch} M_{p_1} , \\
\text{ch} L_3 &= \text{ch} M_{p_3} - \text{ch} M_{p_2} + \text{ch} M_{p_1} , \\
\text{ch} L_4 &= \text{ch} M_{p_4} - \text{ch} M_{p_2} + \text{ch} M_{p_1} , \\
\text{ch} L_5 &= \text{ch} M_{p_5} - \text{ch} M_{p_4} - \text{ch} M_{p_3} + \text{ch} M_{p_2} - 2 \text{ch} M_{p_1} , \\
\text{ch} L_6 &= \text{ch} M_{p_6} - \text{ch} M_{p_5} + \text{ch} M_{p_4} + \text{ch} M_{p_3} - \text{ch} M_{p_2} + \text{ch} M_{p_1} .
\end{align*}
\]  

(250)

and hence

\[
\begin{align*}
\text{ch} M_{p_1} &= \text{ch} L_1 , \\
\text{ch} M_{p_2} &= \text{ch} L_2 + \text{ch} L_1 , \\
\text{ch} M_{p_3} &= \text{ch} L_3 + \text{ch} L_2 , \\
\text{ch} M_{p_4} &= \text{ch} L_4 + \text{ch} L_2 , \\
\text{ch} M_{p_5} &= \text{ch} L_5 + \text{ch} L_4 + \text{ch} L_3 + \text{ch} L_2 + \text{ch} L_1 , \\
\text{ch} M_{p_6} &= \text{ch} L_6 + \text{ch} L_5 + \text{ch} L_1 .
\end{align*}
\]  

(251)

In particular, the parabolic Verma modules contain in general more than two irreducible components.
Figure 11: Bruhat ordering of \(\mathfrak{so}(6)\). The Weyl chambers are the cones spanned by the lines originating from the center of the cube and passing through the three points of the triangles in the faces. We labeled them with numbers in the faces (for example we colored in red the Weyl chamber number 2).
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