Subpixel-shifted satellite images superresolution: software implementation
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Abstract: - The software implementation of superresolution of subpixel-shifted satellite images is described in this paper. This software implementation is carried out as two independent (standalone) software modules: first one – for preliminary co-registering and integer-pixel cropping of input satellite imageset, and second one – for superresolution itself of subpixel-shifted satellite images, that are the first module output. Software modules are based on the correlation algorithms, statistical regularization, and filtering in frequency domain. Both modules are designed using advanced computing solutions. The developed modules were tested on actual satellite images and were demonstrated the quite sufficient resolution enhancement.
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1 Introduction

Spatial resolution is the most important criterion of remote sensing capabilities. Regardless of the continuous improvement of remote sensing imaging systems, in many cases a lack of spatial resolution is evident. Spatial resolution enhancement makes remote sensing applications more successful, so such enhancement is important and relevant now. However, the possible resolution of the remote sensing imagers’ hardware is limited by the microminiaturization technology of semiconductor sensor arrays on the one hand and the maximum allowable size of the lens on the other hand. Nevertheless, the superresolution can be engaged too by joint processing of several subpixel-shifted images of the same scene [1].

There are a significant number of superresolution methods known that use multiple low-resolution input images. These methods can be executed in both the spatial and frequency (Fourier or wavelet) domains. Both types, according to the models used, are subdivided into direct and probabilistic [2]. The first ones apply algebraic operations over input images, such as shift and add, while the last ones engage statistical techniques, such as maximum likelihood, Bayesian inference, random fields, etc.

Direct methods are not very effective for noisy images [3]. All other factors being equal, the Fourier domain processing usually consumes less computational burden [4]. That is why the full-frame statistical regularization in the frequency domain was chosen to perform superresolution in current research.

2 General dataflow

In a modern interpretation, the concept of spatial resolution is essentially statistical, as its value is estimated by statistical methods with multiple measuring in test digital aerospace images [5]. Practical experience evidences the direct connection between the spatial resolution of the imaging system and the probability of objects’ detecting and recognizing in the acquired images [6].

In current research, the spatial resolution enhancement is reached by joint processing of imageset of the same scene, captured simultaneously. The main idea of this approach is extracting particular scene details from different images due to subpixel shift between them.
input images shifted relatively each other less than on one pixel are fused into joint superresolution image.

The technique for satellite imagery superresolution using a subpixel shift requires the transition from pixel grid of low spatial resolution images to a joint subpixel grid. Then the value in pixels of superresolution image can be estimated [7].

Subpixel shift between the low resolution images must be either known or estimated. Reference segments with high-contrast edges within the image are required for subpixel shift estimation. Under the linear affine transformation assumption, the shift value estimation can be performed using the discrete Fourier transform (DFT) in the frequency domain [8].

The general image processing dataflow for superresolution includes three stages: 1) acquiring several subpixel-shifted input images; 2) assigning a joint subpixel grid for all input images; 3) restoring the superresolution image from the input ones on the subpixel grid. The image processing sequence is described in more detail by the Fig. 1 flowchart.

**Fig. 1** Subpixel-shifted satellite images superresolution flowchart

The first stage is done by co-registering and cropping the input images. The correlation in frequency domain is used for integer-pixel shift estimation.

The joint subpixel grid of co-registered images is determined in the second stage so that as the minimum possible number of pixels of the input images overlap each subpixel of grid. Each coordinate subpixel shifts matrix for all input images should be estimated to do this [9].

After the subpixel shift of each of the input resampled images is determined, it becomes possible to re-interpolate them onto a joint subpixel grid. Then the superresolution image restoration in the third stage can be carried out [10]. Because all mutual subpixel shifts of the input images are already known, it is possible to project them onto a joint subpixel grid. Then, the resulting value is formed in each subpixel from the set of values corresponding to the input images. In this way, the output enhanced resolution image is obtained.

As for the software implementation, the input image integer-pixel co-registering and cropping operations are performed by a standalone software module (CropIm64 in Fig 1), but the resolution enhancement itself – by another standalone software module (EnhIm64 in Fig 1).

**3 Software architecture**

The proposed method provides the eligible level of resolution enhancement only if input images meet specific requirements, such as the consistency of scale over the field of whole image [11], the prohibition of angular misalignment of input images, and the area of overlap of the input images is at least 90% [12].

Also, it should be mentioned, that using images with a large area of cloud cover, as well as images
obtained with a long-time interval, could decrease images’ processing performance [13].

3.1 Correlation-based algorithm for determining the subpixel shift between images

The mutual integer-pixel shift between two images of the same scene implies that the second image is considered as a parallel transfer from the first one.

Determining the integer-pixel shift between images is the task of finding the true shift value, which corresponds to the maximum correlation between the input images [14].

The input data are two \( Y_1 \) and \( Y_2 \) images of \( m \times n \) dimension at \((x,y)\), points, \( x = 0, 1, \ldots, m-1, \ y = 0, 1, \ldots, n-1 \). The pixel size is selected as a linear unit.

Discrete Fourier transform is computed by the following equation:

\[
\hat{Y}_i(\theta, \varphi) = \sum_{x=0}^{m-1} \sum_{y=0}^{n-1} Y_i(x,y) e^{-2\pi i (kx+ly)} ,
\]

where \( k = 1 \) or \( k = 2 \) under \( \theta = \ldots, -\frac{2}{m}, -\frac{1}{m}, 0, \frac{1}{m}, \frac{2}{m}, \ldots \) and \( \varphi = \ldots, -\frac{2}{n}, -\frac{1}{n}, 0, \frac{1}{n}, \frac{2}{n}, \ldots \).

\( \hat{Y}_i(\theta, \varphi) \) values will be considered for \( |\theta| < \frac{1}{2}, |\varphi| < \frac{1}{2} \) only.

To calculate the correlation between the images, the Parseval equation is used: if \( \hat{Y}_i(\theta, \varphi) \) is the Fourier transform of the \( Y_i(x,y) \), function defined for \( 0 \leq x \leq m, 0 \leq y \leq n \), that is

\[
\hat{Y}_i(\theta, \varphi) = \int_{0}^{m} \int_{0}^{n} Y_i(x,y) e^{-2\pi i (kx+ly)} dx dy ,
\]

\[
\int_{0}^{m} \int_{0}^{n} Y_i(x,y) \hat{Y}_i(x,y) dx dy = \sum_{\theta_0} \sum_{\varphi_0} \hat{Y}_i(\theta, \varphi) \hat{Y}_j(\theta, \varphi) .
\]

The Fourier transform of the second image shifted by \( (\Delta x, \Delta y) \), after suppressing the high-frequency component will be

\[
\hat{F}_2(\Delta x, \Delta y) = \hat{F}_2(\theta, \varphi) e^{2\pi i (\theta\Delta x + \varphi\Delta y)} .
\]

The objective function is defined as

\[
Q(\Delta x, \Delta y) = \sum_{\theta_0} \sum_{\varphi_0} \hat{F}_2(\theta, \varphi) \hat{F}_2^{\ast}(\theta, \varphi) (\theta, \varphi) = \sum_{k=-[\frac{m}{2}]}^{[\frac{m}{2}]} \sum_{l=-[\frac{n}{2}]}^{[\frac{n}{2}]} \hat{F}_2(k \frac{m}{n}) \hat{F}_2(l \frac{n}{n}) \exp \left[ 2\pi i \left( \frac{k\Delta x}{m} + \frac{l\Delta y}{n} \right) \right] .
\]

The equation solving toward to \( (\Delta x, \Delta y) \) with integrity constraint provides the desired integer-pixel shift value between the images.

3.2 Co-registering and cropping of integer-pixel shifted images

Co-registration of integer-pixel shifted images is performed in three stages: 1) searching for image shifts and compilation of shift matrices along the \( X \) and \( Y \) axes; 2) assign a reference image, in which the area of overlap with other images will be the largest referring to image size; and 3) cropping all input images.

At the first stage, the described algorithm is applied to all input images pairwise. That is, this procedure is performed \( n-1 \) times with the number of images \( n \). Thus, the shift values are calculated for each of the axes. Then, two matrices, the elements of which are shifts along the \( X \) and \( Y \) axes, respectively, are formed. As an example, only the shift matrix along the \( X \) axis will be considered. Let \( D_X \) be the shift matrix along the \( X \) axis

\[
D_X = \left[ \Delta x_1, \ldots, \Delta x_m \right] ,
\]

where \( \Delta x_i \) is the shift of image \( i \) referring to image \( j \) along the \( X \) axis.

At the second stage, the searching for a reference image, the shift of the remaining images relative to which is the smallest, takes place. This is necessary so that when co-registering images, the smallest part of the image is cropped, in turn, it allows to select the largest overlap area. To determine such a reference image, the sum of the minimum and maximum shift for each row of the \( D_X \) matrix is calculated. The smallest sum will correspond to the desired reference image.

At the last stage, images are cropped and co-registered. After selecting the reference image, the search for indices of new images is performed, taking into account the row of the shift matrix, which corresponds to the selected reference image: \( X'_i = X_i[\max(\Delta x_{ref}, \Delta x_{ref} - \max(\Delta x_{ref} - \Delta x_{ref})) , \Delta x_{ref} - \max(\Delta x_{ref})] \), where \( X'_i \) is cropped image, \( X_i \) is initial image, ref is a selected reference image, \( \Delta x_{ref} \) is the shift along the \( X \) axis of \( i \) image referred to the reference image \( \Delta x_{ref} \) corresponds to element \( (ref, i) \) of matrix \( D_X \), \( \Delta x_{ref} \) is a set that contains the shift values of all images referred to the reference image \( \Delta x_{ref} \) corresponds to row ref of matrix \( D_X \), \( \max(\Delta x_{ref} - \Delta x_{ref}) \) are the coordinates of the input image that correspond to the cropped image.
For cropping along the Y axis, the same operations to those described above, are performed.

3.3 Superresolution algorithm

The superresolution image is acquired from several sub-pixel shifted low-resolution images in next steps: preparing sub-pixel shifted low-resolution images, finding subpixel-shift value for each pair of low-resolution images, as in 3.2 subsection, estimating the autocovariance matrix of low-resolution images, estimating the autocovariance matrix of the noise image [15], determining the transfer functions [16] and creating super-resolution image [17].

The autocovariance matrix of low-resolution images can be a mean sum of the Fourier transforms of each source image autocovariance matrix [18].

The noise image can be retrieved by projecting each source low-resolution image onto common superresolution grid and evaluating the noise as the mean value of the sum of each pair-wise projected low-resolution images difference.

Assume we have \( N \) source images. Let \( U \) and \( V \) be matrices that correspond to shifts between source images, where \( u_{ij} \) and \( v_{ij} \) are horizontal and vertical shift between \( i \)-th and \( j \)-th source images respectively. The mean shift matrix \( M_{ij} \) between all images is:

\[
M_{ij} = \sum_{i} u_{ij} \quad M_{ij} = \sum_{i} v_{ij}, \quad i = 1, N, \quad j = 1, N.
\]

The aligned shift matrix \( A \), which is projected onto joint grid, can be found as:

\[
A_{ij}^u = \sum_{i} \sin[(4\pi M)_{ij}], \quad A_{ij}^c = \sum_{i} \cos[(4\pi M)_{ij}],
\]

\[
i = 1, N, \quad j = 1, 2.
\]

The optimized shift matrix \( O \) will be:

\[
O_{ij} = M_{ij} - A_{ij}, \quad i = 1, N, \quad j = 1, 2.
\]

Let \( I \) be the \( m \times n \) source image. Thus, shifted image \( S \) becomes optimized along vertical and horizontal axis by following approach.

For vertical shift:

\[
S_i^k = \begin{cases} 
(1 - O_k) I_{ij} + O_k I_{i, j+1}, & O_k > 0, \\
O_k I_{i, j+1} + (1 + O_k) I_{ij}, & O_k \leq 0, \\
& i = 1, m, \quad j = 1, n, \quad k = 1, N
\end{cases}
\]

For horizontal shift:

\[
S_i^k = \begin{cases} 
(1 - O_k) I_{ij} + O_k I_{i+1, j}, & O_k > 0, \\
O_k I_{i+1, j} + (1 + O_k) I_{ij}, & O_k \leq 0, \\
& i = 1, m, \quad j = 1, n, \quad k = 1, N
\end{cases}
\]

where \( k \) is the source image number, \( O_k \) is the vertical or horizontal shift.

The noise image is a mean sum of all pair-wise differences between \( S_i^k, \ k = 1, N \).

Now, let \( X \) and \( Y \) be the enhanced superresolution and low-resolution image matrices accordingly. In order to restore enhanced resolution image the transfer function, which describes the enhancing process, is needed. When restoring the high-resolution pixel from several shifted low-resolution pixels the model looks as described below:

\[
Y(x, y) = G(\Delta x) \otimes X(x, y),
\]

\[
-0.5 \leq \Delta y \leq 0.5, \quad -0.5 \leq \Delta x \leq 0.5,
\]

\[
G(\Delta x, \Delta y) = 
\begin{pmatrix}
(0.5 - \Delta y)(0.5 + \Delta y) & (0.5 - \Delta y)(0.5 + \Delta x) \\
(0.5 - \Delta x)(0.5 + \Delta y) & 1 \\
(0.5 + \Delta y)(0.5 + \Delta x) & (0.5 + \Delta x)(0.5 + \Delta y)
\end{pmatrix}
\]

is the general convolution matrix of superresolution transform.

The frequency domain transfer function is:

\[
T(\eta, \xi) = \left((0.5 - \Delta y)e^{-2\pi i \eta m} + 1 + (0.5 - \Delta y)e^{2\pi i \eta m}\right) \times
\left((0.5 - \Delta x)e^{-2\pi i \xi n} + 1 + (0.5 - \Delta x)e^{2\pi i \xi n}\right).
\]

The super-resolution image model is:

\[
4\tilde{X}_k = T_{ij}(\eta, \xi)\tilde{X}(\eta, \xi) + T_{ij}(\eta \pm m, \xi)\tilde{X}(\eta \pm m, \xi) +
+ T_{ij}(\eta, \xi \pm n)\tilde{X}(\eta, \xi \pm n) + T_{ij}(\eta \pm m, \xi \pm n) \times
\times \tilde{X}(\eta \pm m, \xi \pm n) + 4\tilde{E}(\eta, \xi),
\]

where \( \tilde{X} \) is the Fourier transform of the \( k \)-th low-resolution image, \( \tilde{X}(\eta, \xi) \) is the Fourier transform of the superresolution image, \( \tilde{E}(\eta, \xi) \) is the Fourier transform of the error in the \( k \)-th observed image.

4 Developed software modules

Developed software operates on 64-bit graphic workstation and consists of two independent (standalone) software modules: a module for co-registration of satellite images and a module for superresolution of subpixel-shifted satellite images. Software modules are developed in the C++/CLI programming language using TCL (GUI), OpenCV (graphic), fftw (fast Fourier transform) and GDAL (geospatial) open libraries. Both modules transact image processing in the frequency domain and has a
graphical user interface (GUI) which is shown in the Fig. 2.

It is possible to combine the functionality of both modules into a single one, however, in our opinion, this will slightly limit the image processing flexibility, as the module for automatic cropping of satellite images has an inherent value. Two coupled modules in conjunction form a complete pipeline of satellite image processing.

![Fig. 2 Developed software GUI:](image)

---

For the experiment, four test fragments of same scene Gaofen-4 single-band satellite images (Fig. 3) were used:
- GF4_B1_E116.5_N39.9_20191001_L1A0000260530, 4551×3622 pixels size;
- GF4_B1_E116.5_N39.9_20191001_L1A0000260531, 4201×33792 pixels size;
- GF4_B1_E116.5_N39.9_20191001_L1A0000260532, 4551×33692 pixels size;
- GF4_B1_E116.5_N39.9_20191001_L1A0000260533, 4551×33502 pixels size.

![Fig. 3 Test fragments of Gaofen-4 single-band satellite images](image)

The output size of each of the co-registered and cropped images is 4190×3335 pixels. One of the integer-pixel cropped image is shown in the Fig. 4.

![Fig. 4 Integer-pixel cropped test satellite image](image)

The enhanced resolution image obtained by superresolution module from the cropped imageset is shown in the Fig. 5. The output image has much more details than the input ones. Picture Fig. 5 contains sequentially enlarged satellite image.

![Fig. 5 Enhanced resolution image](image)
fragments: input ones are on the left, and superresolution results are on the right.

6 Results evaluating

The result demonstrated in previous section where evaluated objectively [19]. The achieved actual resolution of images was assessed through the predetermined threshold of modulation transfer function (MTF) [20]. The MTF was determined as a Fourier transform of the point spread function (PSF) of image. The PSF, in turn, was measured by an edge spread function (ESF) extracted directly from the image [21].

![Fig. 5 Satellite image superresolution demo:](image)

- a – input image fragment, b – superresolution image fragment

Our approach involves statistical filtering of a large number of ECF realizations captured by window scanning of the image, as well as the optimal Gaussian approximation of the ESF, taking into account the radiometric values of its points [22]. Resolutions are determined for horizontal and vertical ESFs separately. Plot Fig. 6 displays averaged normalized ESFs, automatically extracted from actual satellite image.

![Fig. 6 Normalized ESFs of satellite image](image)

For input test images, the averaged resolutions are: horizontal – 3.95 pixels, vertical – 3.78 pixels, isotropic – 3.86 pixels. The same values for the output superresolution image are 1.92 pixels, 2.05 pixels and 1.98 pixels, respectively. Thus, the actual resolution of the test image after processing improved by 48.7%.

7 Conclusion

Summing up, this paper describes the theoretical foundations, algorithms and developed software modules for subpixel-shifted satellite images superresolution. The software implementation of superresolution is embodied as two independent modules: a module for satellite images co-registration and a module for subpixel-shifted satellite images superresolution. Both modules transact image processing within the frequency domain. Each module is a GUI-based standalone 64-bit executable.

The developed software was tested with actual satellite images and a 48.7% improvement in objective spatial resolution was demonstrated, which is a quite reasonable result.

Future works should be focused on improving superresolution algorithms in the frequency domain, as well as on optimizing the program code of modules to enhance software performance, especially in the huge-size satellite images processing.
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