Fully on-chip single-photon Hanbury-Brown and Twiss experiment on a monolithic semiconductor-superconductor platform
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Abstract

Photonic quantum technologies such as quantum cryptography [1], photonic quantum metrology [2–4], photonic quantum simulators and computers [5–7] will largely benefit from highly scalable and small footprint quantum photonic circuits. To perform fully on-chip quantum photonic operations, three basic building blocks are required: single-photon sources, photonic circuits and single-photon detectors [8]. Highly integrated quantum photonic chips on silicon and related platforms have been demonstrated incorporating only one [9] or two [10] of these basic building blocks. Previous implementations of all three components were mainly limited by laser stray light, making temporal filtering necessary [11] or required complex manipulation to transfer all components onto one chip [12]. So far, a monolithic, simultaneous implementation of all elements demonstrating single-photon operation remains elusive. Here, we present a fully-integrated Hanbury-Brown and Twiss setup on a micron-sized footprint, consisting of a GaAs waveguide embedding quantum dots as single-photon sources, a waveguide beamsplitter and two superconducting nanowire single-photon detectors. This enables a second-order correlation measurement at the single-photon level under both continuous-wave and pulsed resonant excitation.
Up to now, most quantum waveguide (WG) circuits have been fabricated from glass-based and Si-based materials. Both material platforms do not allow monolithic integration of deterministic single-photon sources. The used InGaAs/GaAs material system benefits from the capability of directly integrating on-demand non-classical light sources, namely semiconductor quantum dots (QDs) [13]. These emitters reach state-of-the-art performances in terms of single and indistinguishable photon emission, typically via a resonant excitation scheme [14]. Within this platform, single-photon emission in combination with single-mode WGs and beamsplitters (BSs) was demonstrated with and without resonant excitation [15–20]. Moreover, the implementation of superconducting nanowire single-photon detectors (SNSPDs) was successfully demonstrated on this material system [11, 21, 22]. These detectors represent the most suitable choice for working at the single photon level due to their potential near-unity detection efficiency (93% [23]), low dark count rate and very high time resolution with intrinsic timing jitters in the ps range [24, 25].

On the other hand, for silicon and silicon-related quantum photonic platforms a high degree of device complexity was reached, but efficient on-demand non-classical light sources are still missing [10]. By using parametric down conversion sources, only probabilistic single-photon emission is possible and the amount of stray light coming from the intense pump laser prevented so far the implementation of single-photon detectors on the same chip. Electrically-driven sources may solve this issue [12, 26], but the used non-resonant excitation scheme typically leads to the emission of photons with a limited degree of indistinguishably that are less suitable for Hong-Ou-Mandel interference based operations. Another method attempted to overcome this limitation relies on the integration of optically active materials on silicon, but this hybrid approach significantly increases the fabrication complexity in comparison to a fully monolithic design [27–30].

Here, a fully-GaAs-integrated device is presented (Fig. 1(a)). For its characterization a standard cryogenic setup at 4 K with free-space access through optical windows is used. The QDs are embedded into a single-mode GaAs ridge WG, where individual QDs can be optically excited with a resonant pump laser. The single-photon stream propagates across a 50:50 BS equipped with two independent SNSPDs at the output ports. In the present sample, the laser stray light is suppressed by means of metallic layers, deterministically placed to cover parts of the photonic chip. The utilized sample design allows for the comparison of the single-photon source performances both off- and on-chip. The QD emission propagating in
the direction of the cleaved sample facet is collected with a microscope objective (Fig. 2(a)) and sent to an off-chip spectrometer or an off-chip Hanbury-Brown and Twiss setup.

The emission spectrum of the QD under pulsed resonant excitation (Fig. 2(b)) shows very low laser background propagating inside the WG: a ratio of 40:1 for QD emission-to-laser-background is observed. Under continuous wave (cw) excitation, the QD emission-to-stray-light ratio increases to 80:1, due to the smaller linewidth of the excitation laser compared to the linewidth used for pulsed excitation [19]. The investigated QD transition stems from an exciton (X) state with a fine structure splitting (FSS) of 4.60 GHz and linewidths of 1.77 GHz and 1.74 GHz, respectively (Fig. 2(c)). This is comparable to FSSs and linewidths of QDs in bulk material [31], i.e. no degradation of the optical quality of the QD emission due to fabrication processes can be observed.

The off-chip Hanbury-Brown and Twiss experiment under pulsed resonant excitation shows nearly no coincidences at zero time delay, resulting in a $g^{(2)}(0)$ of $0.08 \pm 0.03$ (Fig. 2(d)). The small non-vanishing part is caused by the low laser background inside the system and a possible re-excitation of the QD by the 35 ps long excitation laser pulses [32] in almost equal proportion. In order to directly compare the device performances under off-chip and on-chip detection, no spectral filtering was used in the free-space experiment, since no light filtering is currently implemented on-chip.

On-chip, the emission of the resonantly excited QD is guided to the coupling region of the on-chip BS, where it gets separated in the two WG arms and guided to the two SNSPDs. The measurements were done using the previously characterized QD. We reach detection efficiencies of up to $47.5 \pm 15.7\%$ for the first (SNSPD-1) and $11.2 \pm 3.8\%$ for the second SNSPD (SNSPD-2) close to their respective critical currents. During the measurements the bias current was set to approximately 90\% of the critical current to reduce the dark count rate. The associated detection efficiencies of the SNSPDs for these bias levels are $21.8 \pm 7.2\%$ and $1.8 \pm 0.6\%$.

Time-correlated single-photon counting (TCSPC) experiments under resonant excitation were performed using both SNSPDs revealing a mono-exponential decay with superimposed distinct oscillations (Fig. 3(a)).

The decay time measured with SNSPD-1 (SNSPD-2) is $275.5 \pm 0.6$ ps ($277.3 \pm 2.1$ ps) and the oscillation period $215.2 \pm 1.0$ ps ($213.5 \pm 0.8$ ps), respectively. This corresponds to $4.647 \pm 0.021$ GHz ($4.683 \pm 0.018$ GHz) FSS of the QD X state. This is found in good agree-
ment with the directly measured spectral detuning of the two fine structure components, which is $4.60 \pm 0.14 \text{GHz}$ (Fig. 2(c)). The depth of the oscillations is only limited by the instrument response function of our detection setup (approximately 100 ps). The WG acts as a polarization filter for QD emission with a polarization parallel to the WG since only the perpendicular in-plane polarization mode couples to the WG mode. These so-called quantum beats further prove the coherent nature of the used excitation method [33].

Correlating the two signals from the SNSPDs enables fully-integrated on-chip second-order correlation measurements. Under resonant cw excitation a distinct photon antibunching dip with a $g^{(2)}(0)$ value of $0.24 \pm 0.06$ is found from the raw measurement data (Fig. 3(b)). This proves the functionality of a fully-integrated on-chip Hanbury-Brown and Twiss setup including all components in the same device. The laser stray light is strongly reduced, in comparison to previous state-of-the-art experiments, by covering the detector and the WG area with an AlN/Al bilayer. The deterministic alignment of the metallic layers shown here turned out to be of key importance for the reliability of the device. By subtracting dark counts, the $g^{(2)}(0)$ value reduces to $0.17 \pm 0.04$, which means that over 90% of the detected photons are coming from QD emission. In order to use the QD as an on-demand source of single photons, we switched the excitation scheme to pulsed, still being in resonance with the X state.

A clear suppression of the zero-dealy peak is observed with a $g^{(2)}(0)$ value of $0.41 \pm 0.04$, when the dark counts of the detectors are subtracted (in comparison, a $g^{(2)}(0)$ value of $0.59 \pm 0.06$ is found from raw data). With $g^{(2)}(0) < 0.5$ it can be seen that dominant signal stems from the single QD (77%), proving the full operation also under triggered excitation. The higher $g^{(2)}(0)$ value in comparison to the one observed under cw excitation, is caused by the spectrally broader linewidth of the excitation laser and therefore an effectively lower signal-to-noise ratio [19]. Since the intensity of the QD emission drops when switching from cw to pulsed excitation, the relative dark count rate is also higher.

However, there is a significant scope to increase the signal-to-noise ratio by some obvious modifications of the photonic chip and the operation conditions. We anticipate a reduction of the stray light by further increasing the covered area and putting the Al-cover closer to the WGs. Detector dark counts can be reduced by decreasing the temperature of the used cryogenic setup [34]. A further reduction of dark counts can be achieved by properly shielding the detector from thermal photons. This can conveniently be done by the use of
a fiber coupled instead of a free space setup. By placing an identically designed SNSPD in a fiber coupled setup, shielded in a metallic enclosure at 4.2 K, we were able to reduce the number of dark counts by over 2 orders of magnitude (see supplementary). Additionally, the signal level can be increased, e.g. by embedding the QDs into a WG resonator structure, and therefore increasing the coupling efficiency to the guided mode. Furthermore, the WG attenuation could be decreased by lowering the surface roughness through an improved etching process [17] and a removal of the residual AlN-layer on top.

In conclusion, we successfully demonstrated a fully-integrated on-chip Hanbury-Brown and Twiss experiment, monolithically realized as a micron-sized GaAs based device. The single photons emitted by a resonantly excited QD were guided and splitted in a single-mode waveguide BS and then detected on-chip with two NbN superconducting nanowire single-photon detectors. A effective excitation laser stray light suppression using Al-covers allowed operation without any need of spectral filtering or time gating. The single-photon nature of the emission is clearly proven under cw and pulsed resonant excitation via the on-chip Hanbury-Brown and Twiss setup. For realizing large-scale quantum photonic chips with advanced functionality, additional elements such as phase shifters and multiple sources of indistinguishable single photons can be straightforward implemented on chip. Both components have already been successfully demonstrated on the InGaAs/GaAs platform. The first one even on-chip [8] and the second one on the basis of wavelength-tunable individual devices [35]. The wavelength tuning can be enabled e.g. by strain or electric field tuning. The latter could be implemented by applying electrical contacts on both sides of the WGs to use the quantum-confined Stark effect for tuning the emission wavelength of the individual single-photon sources. Such measures together with the presented results pave the way for attractive on-chip quantum photonic applications such as tests of boson sampling, on-chip teleportation and photonic quantum computing.

METHODS

The chip was grown on a GaAs (100) substrate using Metal-Organic Vapor-Phase Epitaxy (MOVPE) and is composed of a 2 μm thick Al₀.₄Ga₀.₆As confinement layer and a 370 nm thick GaAs core layer with implemented self-assembled InGaAs/GaAs QDs. The design of the sample without on-chip detectors can be found in [17, 19]. The SNSPDs were structured
on top out of a 4.2 nm thick NbN film with a critical temperature of 10.4 K. This value was determined as the temperature where the resistance drops to 0.1% of the resistance before its superconducting transition. Between the InGaAs layer and the NbN, a 10 nm thick AlN-buffer layer was introduced to improve NbN-film properties and therefore the sensitivity of our SNSPDs [36]. To decrease the effects of current crowding [37], the SNSPD were shaped as an archimedean spiral in double spiral configuration (Fig. 1(a)) [38]. The nanowires have a total length of 218 µm and a width of 115 ± 5 nm with a gap of 85 ± 5 nm between the wires: further details on the fabrication of the nitride films and SNSPDs on GaAs can be found in [36]. The WG, including the evanescent field coupler, were patterned on the detector chip using electron beam lithography with 50 nm thick hydrogen silsesquioxane (HSQ) resist and an etching process performed via inductively coupled plasma reactive ion etching in Argon + SiCl₄ atmosphere. After etching, the HSQ and the AlN buffer layer remained on the WG. The WGs were patterned to a width of 580 ± 10 nm and etched to a depth of 320 nm to support only the fundamental TE and TM mode. The 50:50 BS was designed as a directional WG coupler with a length of 150 µm and a gap of 95 ± 5 nm. Since the detector has a diameter of 8 µm, the WG was broadened using a linear taper over a distance of 250 µm, beginning at a width of approximately 580 nm to a final width of 10 µm to embed the complete detector area (Fig. 1(b)). To decrease the effect of direct stray light from the exciting laser, the detectors were covered by 50 nm of AlN for isolation, followed by a 130 ± 15 nm thick reflecting Al layer deposited by sputtering followed by lift-off. The same AlN/Al bilayer was added along the sides of the WG to decrease the amount of stray light scattered in the substrate (Fig. 1(b)).

After fabrication, the chip was cleaved perpendicularly to the WGs and placed into a liquid helium flow cryostat at a temperature of approximately 4 K. The used optical setup allows free-space access at the top and the side of the sample through quartz windows in the cryostat lid, focusing and collecting the light via microscope objectives. This enables the excitation of QDs from the top with a laser source and the simultaneous observation of light transmitted into both directions of the WG. In one direction the emission of the QD propagates approximately 400 µm in the straight WG, is coupled out and collected with a microscope objective. In the other direction, the light propagates to an evanescent field coupler, where it is separated into two distinct WG arms. Both arms are tapered at the end and are containing a SNSPD. The overall propagation distance from the QD to the
SNSPDs is approximately 1082 µm. The absorption of our on-chip WG was characterized to be 9.29 ± 1.13 dB mm⁻¹. This value is higher in comparison to state of the art WGs of our group, for which attenuation levels of 2.61 ± 0.57 dB mm⁻¹ were reached [17]. We assign this to a higher surface roughness of the WG sidewalls and absorption in the remaining AlN buffer layer on top of the WG. Off-chip characterization of cw and pulsed resonant-excitation was performed with one QD in the WG at a wavelength of approximately 876.1 nm. For cw resonant excitation, the spectral width of the excitation laser was ≈ 500 MHz. For pulsed resonant excitation the QD was excited starting with spectrally broad excitation pulses (FWHM ≈ 100 GHz). These pulses were shaped in order to achieve a sufficiently small spectral linewidth, closer to the emission linewidth of the QD to further reduce the laser stray light in the system (temporal width ≈ 35 ps, FWHM ≈ 15 GHz) [19]. The polarisation of the excitation laser was chosen parallel to the WG and thereby tilted at around 45 towards the polarisation axes of the X state of the QD. To reduce charge fluctuations in the vicinity of the QD, an additional weak off-resonant laser (< 1% power of the resonant laser) at wavelength of 633 nm was used [39].

For resonant cw excitation of the QD the overall count rate of SNSPD-1 (SNSPD-2) was 400 × 10³ Hz (40 × 10³ Hz), the contribution of stray light counts from the excitation and stabilization laser was 23 × 10³ Hz (6 × 10³ Hz) and the share of dark counts was 250 Hz (4 × 10³ Hz). Therefore, the ratio between QD emission and noise in form of stray light and dark counts is 16:1 for SNSPD-1 and 3:1 for SNSPD-2. This leads to a theoretical $g^{(2)}(0)$ value of 0.29 which is in good agreement to the fitted $g^{(2)}(0)$ value of 0.24 ± 0.06. In comparison to measurements without Al covers (not shown), the amount of straylight decreases by approximately a factor of 20.

The data that support the findings of this study are available from the corresponding author upon reasonable request.
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FIGURES AND CAPTIONS

FIG. 1. (a): Schematic representation of the device including a resonantly excited QD, a BS, two SNSPDs and an AlN/Al bilayer for covering. The AlN/Al bilayer on the SNSPDs is not shown for clarity. (b): False color SEM image of parts of a chip after fabrication of the covers (orange) identical to the one used in this work. Top: Overview picture of the coupler region from top. Left bottom: SEM image of one of the used SNSPDs from top. Right bottom: Angular view of a zoom in of the coupler region.
FIG. 2. (a) Sketch of the QD excitation and the side collection for off-chip experiments. (b) Emission spectrum of the QD under pulsed resonant excitation. The inset shows a zoom in on the lower part of the emission line. The blue points represent the spectrum when the excitation laser is detuned from the resonant wavelength. The red fit gives the emission-part of the QD caused by the stabilization laser (more information see methods), the gray curve the laser background. (c) Integrated QD intensity under a high-resolution resonant cw laser-scan shows the exciton fine-structure splitting of the investigated state fitted with a double-Voigt profile. (d) Second-order correlation measurement under pulsed resonant excitation. The $g^{(2)}(0)$ value is calculated by dividing the number of coincidences from the peak at zero time delay by the average number of coincidences from the other peaks in time intervals of 2.56 ns.
FIG. 3. (a) TCSPC measurements of the QD emission measured with SNSPD-1 and SNSPD-2. Both curves exhibit oscillations due to quantum beating between the two fine structure components of the QD state. The fit function is the product of an exponential decay and a harmonic oscillation convolved with the instrumental response. \( \eta_1 \) and \( \eta_2 \) depicts the detection efficiencies of the two detectors during measurements. (b) On-chip correlation measurement via cw resonant excitation. The used fit function includes Rabi oscillations and spectral diffusion as mechanisms for the measured small bunching superimposed to the antibunching at zero time delay. The black dashed line indicates the zero level if dark counts are subtracted. \( g^{(2)}_\text{corr}(0) \) represents the dark count corrected value. (c) On-chip correlation measurement via pulsed resonant excitation. The \( g^{(2)}(0) \) value is calculated by dividing the number of coincidences from the peak at zero time delay by the average number of coincidences from the other peaks in time intervals of 1.80 ns.
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SUPPLEMENTARY INFORMATION TO “FULLY ON-CHIP SINGLE-PHOTON HANBURY-BROWN AND TWISS EXPERIMENT ON A MONOLITHIC SEMICONDUCTOR-SUPERCONDUCTOR PLATFORM”

SNSPD CHARACTERIZATION

The SNSPDs were characterized at 4 K using laser emission at a wavelength of 870 nm, centered between both SNSPDs (Fig. S1(a)). In this way, the SNSPDs can be characterized by utilizing stray light coming from the substrate, since the SNSPDs cannot be illuminated directly from top, due to the AlN/Al cover. SNSPD-1 has a critical current of 15.9 µA and SNSPD-2 of 13.5 µA. The critical current of SNSPD-2 is suppressed due to a 50 nm long single constriction where the nanowire width is reduced to 85 nm. The count rate dependencies of both SNSPDs coincide with each other for bias currents between 9 and 12 µA. For lower bias currents the effect of the constriction in the SNSPD-2 is observed. The higher current density of the nanowire at the constriction makes it sensitive for single photons at a bias current of 6.3 µA and a strong increase in the count rate can be observed. At a bias current of 9 µA the rest of the nanowire is starting to get sensitive for single photons and the full nanowire contributes to the measured count rate [1]. To estimate the detection efficiency of the SNSPDs during the experiments, we used the integrated quantum dot under resonantly pulsed excitation. From the power dependent measurements shown in Fig. S2 we can extract an excited state preparation of 70 ± 1 %. In combination with the repetition rate of the laser, the calculated coupling efficiency for QD emission to the WG (9.8 ± 0.7 %) and the propagation losses over a distance of 1082 µm, a detection efficiency of 21.8 ± 7.2 % for SNSPD-1 and 1.8 ± 0.6 % for SNSPD-2 are calculated at the bias currents of 13.5 µA and 11.9 µA respectively. Taking into account the bias dependence of the detectors (Fig. S1(a)) we can calculate the efficiencies of our detectors to 47.5 ± 15.7 % at a bias current of 14.9 µA for SNSPD-1, the detection efficiency of SNSPD-2 is limited to 11.2 ± 3.8 % at a bias current of 13.3 µA, due to the constriction. The dark count rates (DCR) show clear signs of parasitic counts. When decreasing the bias currents below 15.2 µA for SNSPD-1 and 13 µA for SNSPD-2 respectively, it deviates from an exponential bias dependence, which would be expected for dark counts intrinsic to a SNSPD [2]. One of the reasons for this parasitic counts can be due to thermal radiation due to the open nature of our used free
space cryostat. Furthermore, SNSPD-2 suffers from a high number of dark counts caused by the higher current density in the constriction. A comparison of DCRs between the used free space setup and a setup where an SNSPD with similar design was optically coupled with a fiber and placed in a metallic enclosure at 4.2 K, shows that in the latter case, the DCR can be reduced by over two orders of magnitude (see Fig. S3).

INSTRUMENTAL RESPONSE FUNCTION

The instrumental response function ($IRF$) in Fig. S1(b) was measured for the full on-chip detection setup. $IRF_{Single}$ (Eq.:1) is the $IRF$ for the correlation of a single SNSPD with the laser trigger, as used for TCSPC measurements. It is the convolution of the timing characteristics of the individual components in our setup: The timing variations of the corresponding electrical trigger signal $\tau_{\text{trigger}}$, the timing jitter of the corresponding detector $\tau_{\text{SNSPD}}$, caused by a the timing inaccuracy between absorption of the photon and occurrence of the detectors voltage pulse, the timing characteristic of the amplifiers and electronic cables $\tau_{\text{amp}}$, and the timing resolution of the used TCSPC electronic $\tau_{\text{HydraHarp}}$. A Gaussian fit reveals a full width half maximum (FWHM) value of 104 ps for SNSPD-1 and 99 ps for SNSPD-2 at a bias current of 12 $\mu$A. Due to their very small pulse duration of approx. 3.3 ps the influence of the unshaped excitation laser pulses are not taken into account.

$IRF_{System}$ (Eq.:2) is the $IRF$ for a correlation experiment using one SNSPD as start and the other as stop. It is the convolution of the excitation pulse duration $\tau_{\text{laser}}$, the timing accuracy of the corresponding detectors $\tau_{\text{SNSPD-1}}$ and $\tau_{\text{SNSPD-2}}$, and the timing accuracy of the amplifiers and electronic cables $\tau_{\text{amp}}$ as well as the used TCSPC electronic $\tau_{\text{HydraHarp}}$ for each individual readout channel. We measured $IRF_{System}$ to be 130 ps (FWHM).

$$IRF_{Single} = (\tau_{\text{trigger}}^2 + \tau_{\text{SNSPD}}^2 + \tau_{\text{amp}}^2 + \tau_{\text{HydraHarp}}^2)^{1/2} = 101 \pm 3 \text{ ps} \quad (1)$$

$$IRF_{System} = (\tau_{\text{SNSPD-1}}^2 + \tau_{\text{SNSPD-2}}^2 + 2 \times \tau_{\text{amp}}^2 + 2 \times \tau_{\text{HydraHarp}}^2)^{1/2} = 130 \text{ ps} \quad (2)$$

BEAM SPLITTER

The used beamsplitter is an evanescent field coupler with a wavelength-dependent splitting ratio as depicted in Fig. S4. The measurements were done by exciting a QD ensemble
in the WG with an excitation laser at 800 nm. The photons from the quantum dot ensemble propagated to the beamsplitter and split into both output arms. The emission from the two output ports was collected with a microscope objective and sent to a spectrometer subsequently. Sharp emission lines representing individual quantum dots in the two recorded spectra were fitted with Gaussian functions and compared by their areas. With this method the splitting ratio of the investigated QD emission line of the main text can be given: \(56.7/43.3 \pm 4.4\%\) (A splitting ratio of 0 would mean that no photons are coupled from the WG arm in which the QD is located to the other WG arm).

**RESONANT EXCITATION**

Excitation power dependent measurements of the QD intensity via pulsed resonant excitation revealed clear Rabi-oscillations which show the coherent excitation of the QD (Fig. S2). The data with subtracted laser background were fitted numerically by solving the optical Bloch equations of a two level system with a power dependent dephasing rate. A state preparation fidelity of \(70 \pm 1\%\) is extracted from the fit.

For the fitting of the decay curves depicted in Fig. 3(a) of the main text, the product of an exponential decay and an harmonic oscillation

\[
Fit(t) = A \exp \left( \frac{-t - t_0}{\tau} \right) \cdot \left( 1 - \cos(2b\pi t + \phi) \right),
\]

is used [3]. \(A, t_0, b\) and \(\phi\) are fit-parameters. The function is convolved with the instrumental response function, the pulse duration of the shaped excitation laser pulses (35 ps) and combined with an additional Gaussian function to account for the effect of laser stray light in the system.

The second order correlation function in Fig. 3 (b) of the main text is fitted with the function

\[
g^{(2)}(\tau) = \left( 1 - A \cdot \exp \left( -\frac{\Gamma_1 + \Gamma_2}{2} |\tau| \right) \cdot \left( \cos(C|\tau|) \right) \right) \cdot \left( 1 + B \cdot \exp \left( -|\tau|/\tau_b \right) \right) \cdot \left( \frac{\Gamma_1 + \Gamma_2}{2C} \sin(C|\tau|) \right).
\]

The fit-function includes the effects of spectral diffusion caused by electrical fluctuation in the vicinity of the QD [4] and coherent driven state oscillations [5]. The fit parameters \(\tau_b\) and \(B\) are the time-scale and the amount of the bunching which is caused by spectral
diffusion. $A$ determines the amount of antibunching. $\Gamma_1$ is the radiative decay rate, $\Gamma_2$ the damping rate, $C = \sqrt{\Omega^2 - 1/4 \cdot (\Gamma_1 - \Gamma_2)^2}$ and $\Omega$ the Rabi-frequency. $\Gamma_1$ is assumed to be the reciprocal of the measured decay time from the excited state and $\Gamma_2$ can be calculated by excitation power-dependent measurements of the QD intensity, a measurement of the linewidth $\Delta$ and the formulas [6]

$$I \propto \frac{\Omega^2}{\Gamma_1 \Gamma_2 + \Omega^2} \propto \frac{P}{P + P_0}$$

$$\Delta = 2\hbar \Gamma_2 \sqrt{1 + \frac{\Omega^2}{\Gamma_1 \Gamma_2}} = 2\hbar \Gamma_2 \sqrt{1 + \frac{P}{P_0}}.$$  \hspace{1cm} (5)

$I$ is the intensity of the QD emission, $P$ is the power of the resonant laser and $P_0$ is the saturation-power of the QD emission. With $\Delta = 1.74 \text{ GHz}$ and $P = 0.43 \cdot P_0$ we can calculate $\Gamma_1 = 3.63 \times 10^9 \text{ s}^{-1}$, $\Gamma_2 = 4.52 \times 10^9 \text{ s}^{-1}$ and $\Omega = 2.66 \times 10^9 \text{ s}^{-1}$. The remaining fit parameters are $A$, $B$ and $\tau_b$. By taking also into account the resolution of our measurement set up of 130 ps by deconvoluting the data we achieve $g^{(2)}(0) = 0.24 \pm 0.06$ (If the detector resolution is not taken into account $g^{(2)}_{\text{con}}(0) = 0.27 \pm 0.06$ would be the result). As it can be seen in Fig. 3(b) of the main text the calculated function fits very good to the measurement data, including the width of the antibunching dip which is not fitted rather than calculated with $\Gamma_1$ and $\Gamma_2$.  
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FIG. S1. a) Count rates as a function of the bias current of the detectors. Red squares show the count rates (CRs) when a 870 nm laser was positioned between the two detectors. Black triangles show the dark count rate (DCR) of the SNSPDs in the used free space setup. Results obtained on SNSPD-1 are shown in filled symbols and on SNSPD-2 are in open symbols. Dashed lines show an exponential fit to the exponential trend of the DCR just before the SNSPDs critical current. b) Time response of the detected signal for both SNSPDs in correlation to the laser trigger is shown, in filled symbols for SNSPD-1 and in open symbols for SNSPD-2 for a 870 nm pulsed ps-laser. The corresponding continuous lines are gaussian fits to the measured data.

FIG. S2. Integrated QD intensity as a function of the square root of the excitation laser power, measured off-chip. The gray circles include the laser stray light, for the black squares it is subtracted.
FIG. S3. Dark count rate (DCR) on relative bias current $I_B/I_C$ of a similar SNSPD in the used free space setup (red) at 4 K compared to its DCR in a fiber coupled setup (black) at 4.2 K. The lines are exponential fits to different regions of the curve. a) is a fit to the DCR in the fiber coupled setup. b) is a fit to the DCR of the free space setup below 93% of the critical current $I_C$ and consists mainly of thermally activated counts. c) is a fit to the DCR of the free space setup above 95% of the critical current $I_C$ and consists mainly of intrinsic dark counts.

FIG. S4. Splitting ratio of our integrated beamsplitter as a function of the emission wavelength of the QDs.
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