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Abstract. Multi-objective evolutionary algorithm (MOEA) is the main method to solve multi-objective optimization problem (MOP), which has become one of the hottest research areas of evolutionary computation. This paper surveys the development of MOEA and its research status, classifies it into four categories, analyzes the advantages and disadvantages of these algorithms, and summarizes the main application fields of MOEA. Finally several viewpoints for the future research of MOEA are presented.

1. Introduction

Most practical optimization problems need to optimize multiple mutually conflicting objectives simultaneously, take the problem of minimizing all objectives as an example, a multi-objective optimization problem can be represented as follows\cite{1}.

\[
\begin{align*}
\text{minimize} & \quad F(x) = (f_1(x), f_2(x), \ldots, f_m(x))^T \\
\text{subject to:} & \quad x \in \Omega
\end{align*}
\]

where $\Omega$ is the decision space and $x \in \Omega$ is a decision vector, $\Omega \subseteq \mathbb{R}^n$. $\mathbb{R}^m$ is the objective space and $y \in \mathbb{R}^m$ is a objective vector, $y = F(x): \Omega \rightarrow \mathbb{R}^m$, where $m$ is the number of objective functions.

Due to the conflicts among objectives, a MOP usually does not have a single optimal solution for all objectives but tradeoff optimal solutions known as Pareto-optimal (P-O) solutions \cite{1}. Early work focused on a priori methods \cite{2}\cite{3}. Classical methods transform the MOP to a single-objective optimization problem by constructing aggregation functions and obtaining one P-O solution at a time. The most common methods are weighted sum approach, Tchebycheff approach, goal programming approach and Min-Max approach. The disadvantages are that the weights corresponding to the objective functions are difficult to give properly, it is possible to find different P-O solutions after running multiple times, the Pareto-front (PF) concaves cannot be processed well. On the one hand, due to the discontinuity of the PF, and the complexity of the objective, it is difficult to obtain exact solutions in finite time. On the other hand, it is easier to get approximate solutions that meet the practical needs. So people focus more on getting a set of approximate P-O solutions. Evolutionary algorithm (EA) is very suitable for solving such problem, and provide an equilibrium solution set.

EA is a heuristic search algorithm, which has been successfully applied in the field of multi-objective optimization \cite{4}, and these EAs are called MOEAs. Population-based search and information exchange among individuals are the two characteristics of EA. It can obtain multiple P-O solutions in a single simulation run and do not have to know the derivative information or aggregate different properties, which effectively overcomes the limitations of the classical method. The three...
goals [5] of an MOEA are: (1) Convergence: to find a set of solutions as close as possible to the PF; (2) Diversity: to find a well distributed set of solutions; and (3) Coverage: to cover the entire PF.

The remainder of this paper is organized as follows. Section 2 summarizes the development and research status of MOEA. Section 3 discusses the main applications of MOEA. Section 4 presents the directions for future research. Section 5 makes the conclusions.

2. Multi-objective Evolutionary Algorithm
In recent decades, multi-objective evolutionary algorithms have developed rapidly and are roughly divided into four phases in table 1.

Table 1. The development phases of MOEAs

| Phase       | Typical Algorithm                      |
|-------------|----------------------------------------|
| First phase | VEGA, etc.                             |
| Second phase| MOGA, NSGA, NPGA, etc.                 |
| Third phase | SPEA, PAES, PESA, PESA-II, NPGA, NPGA2, Micro-GA, SPEA2, NSGA-II, etc. |
| Fourth phase| MOEA/D, NSGA-III, MOPSO, RMEDA, IBEA, SMS-EMOA, etc. |

The first phase in table 1 is before the 1990s. In 1967, Rosenberg [6] proposed solving MOP with the genetic search, but he did not implement it. In 1985, Schaffer [7] proposed VEGA, which pioneered the use of EA to deal with MOPs. In 1989, Goldberg proposed combining Pareto theory with EAs [8].

The second phase in table 1 is in the early 1990s, the concept of Pareto dominance was incorporated into these algorithms. Fonseca et al. proposed MOGA [9], Srinivas and Deb proposed NSGA [10], Horn and Nafpliotis proposed NPGA [11]. What needs to be improved during this period is how to reduce computational complexity and find better diversity preservation strategy.

The third phase in table 1 is from 1999 to 2002, algorithms in this period adopted the elite preservation concept and better diversity preservation strategies. Some of the most prominent studies are SPEA [12] proposed by Zitzler and Thiele, PAES [13], PESA [14] and PESA-II [15] proposed by Knowles and Corne, Erichson et al. proposed NPGA, NPGA2 [16], Micro-GA [17] proposed by Coello and Pulido. SPEA2 [18] proposed by Zitzler et al. and NSGA-II [19] proposed by Deb et al. are the most representative algorithms. Many algorithms during this period dominated the field of MOEA for many years, but are still not suitable for many-objective optimization problems.

The fourth phase in table 1 started from 2003, it has presented a more diversified development: (1) the indicator-based and decomposition-based MOEA have been widely used in many-objective optimization problems. NSGA-III [20] proposed by Deb et al. has drawn wide attention. (2) Introduce some new evolutionary strategies, such as MOPSO [21]. (3) Research on environmental selection operators, such as $\varepsilon$-domination principle [22] and $\mu$-domination principle [23]. (4) Many scholars have successively designed more efficient benchmark problems, such as ZDT [24], DTLZ [25] proposed by Deb et al., Huband et al. [26][27] proposed WFG. (5) The research on MOEAs combined with machine learning technology is also vigorously carried out. For example, Zhang Q et al. proposed a regularity model-based multi-objective estimation of distribution algorithm (RMEDA) [28], MOEAs based on opposition-based learning [29].

Recently, some research has been carried out in two directions: (1) to establish a more confident termination of a MOEA in guaranteeing the convergence of solutions close to their Pareto optimality [30]. (2) Interactive MOEA, which integrates decision making procedures into MOEA and directly produces preferred optimal solutions.

According to the characteristics of current MOEAs, they can be roughly divided into four categories:

(1) Domination-based MOEAs. Individuals are assigned fitness based on Pareto-dominance principle to achieve good convergence, and an explicit diversity preservation scheme is provided to maintain the diversity of solutions.
NSGA-II [19] uses fast non-dominated sorting to classify individuals and reduces time complexity. The crowded-comparison operator without specifying sharing parameter replaces the fitness sharing mechanism. The elite preservation strategy of (μ+λ)[31] is introduced, which parents and good genes are competing to produce the next generation. But most of the comparisons between solutions in non-dominated sorting are redundant or unnecessary. Researchers have proposed a variety of faster methods based on it, such as deductive sort [32], and efficient non-dominated sort [33], etc. Density information will work to maintain diversity when different individuals have the same nondomination rank. Density estimation techniques include niche technology [11], crowding distance [19], K-nearest neighbor [18], and hyperbox [15]. SPEA2 [18] incorporates an individual's density value which is the density estimate determined by the individual's distance to its kth nearest neighbor into the fitness assignment. SPEA2 simplifies the cluster-based external population updating method in SPEA. Although the time complexity is still O(M^3), the distribution uniformity of the obtained solution is better.

There are still some disadvantages in domination-based MOEAs. The slow convergence speed to PF, the poor performance on MOPs with complex PF, and the true convergence behavior of each non-dominated solutions from the Pareto optimal set is unknown. Recently, Deb et al. [34] developed a KKT Proximity Measure (KKT TPM) for estimating proximity of a solution from Pareto optimal set. The Pareto-dominated MOEAs are not suitable for many-objective optimization. Because as the number of objective increases, the proportion of non-dominated solutions increases exponentially, thereby reducing the selection pressure and slowing down the evolutionary process, diversity and convergence are all impaired. In recent years, a variety of new domination principles have been proposed, the main purpose is to relax the comparison criteria, so that feasible solutions can be compared with each other, such as: ε-domination principle [22], μ-domination principle [23], etc. The disadvantage is that they are too dependent on parameters, and although the diversity and convergence are improved, the final non-dominated solutions are not guaranteed to cover the entire PF uniformly.

NSGA-III [20] is an effective algorithm to deal with many-objective optimization problems. Its' basic framework remains similar to the original NSGA-II algorithm. The biggest change is using well-distributed reference points to maintain diversity. In addition to emphasizing the dominance relationship, the number of individuals associated with each reference point is also emphasized. When the reference points are evenly distributed over the entire hyper-plane, the resulting solutions may be evenly distributed and close to the PF. However, due to the low selection pressure of Pareto dominance, its convergence still needs to be improved.

(2) Indicator-based MOEAs, The performance indicators of solution quality measurement are integrated into MOEA as the selection criteria of environmental selection, guide the search and continually optimize the expected attributes of the entire population.

The first well known indicator-based MOEA is IBEA [35], proposed by Zitzler and Künzli in 2004, which defines the decision maker's preference as a binary indicator to compare the relative quality of two approximate solution sets. This indicator is subject to the Pareto rule, so the fitness calculation can be performed as the Pareto-based fitness assignment strategy. It provides a general framework for indicator-based MOEAS, allowing future studies to go along this direction.

SMS-EMOA [36] uses the HV indicator which measures how much objective space is dominated by the approximate solution set as the selection criterion, discarding solutions which have the smallest HV on the worst front, avoiding the large computational cost caused by the comparisons based on Pareto dominance. Bader and Zitzler [37] proposed a fast HV-based evolutionary algorithm named HypE to reduce excessive computational cost. HV indicator is very attractive in practical problems because it does not need to know PF and contains approximation, diversity and correlation informations, and finally evaluates the quality of the approximate solution set [38]. Of course, there is still a lot of research work to be done on solving the computational cost of HV.

Some studies have shown that replacing other indicators with HV indicators has less computational cost and equally good theoretical properties. For example, Trautmann et al. proposed the R2 indicator [39] to solve MOPs. Ye Tian et al. proposed an enhanced generation distance indicator named IGD-NS to distinguish solutions that do not contribute to IGD indicator [40].
The indicator-based algorithm has many advantages, but its higher selection pressure than Pareto domination makes solutions prefer some specific regions of PF, causing some optimal solutions to disappear during evolutionary process, then final solutions may not be evenly distributed along the PF.

(3) Decomposition-based MOEAs. Although the decomposition method is widely used in traditional mathematical programming methods to solve MOPs. Most MOEAs only regard MOP as a whole and rely on domination to measure the quality of the solution, and then these solutions may not be uniformly distributed over PF. The fitness evaluation based on scalar function has scalability to the number of objectives and strong search ability, its’ computational complexity does not increase exponentially with the increase of objectives. Therefore, many decomposition-based MOEAs have been proposed.

The most representative decomposition-based MOEA is MOEA/D proposed by Zhang and Li in 2007 [41]. Various traditional single-objective optimization methods and local search methods can be applied to MOEA/D framework. The basic idea is using the decomposition strategy to decompose a MOP into a number of scalar optimization subproblems. Solutions of each subproblem are optimized by performing evolutionary operations among its several neighboring subproblems, and these subproblems are organized organically and solved simultaneously. Neighbor structures between subproblems are defined based on the distance between their weight vectors. The computational complexity of MOEA/D is O(MNT), T is the number of weight vectors, which is lower than the computational complexity O(MN²) of NSGA-II. Commonly used decomposition methods are Weighted Sum Approach [42], Tchebycheff Approach [42], and Penalty-Based Boundary Intersection Approach [43].

MOEA/D still has many limitations. For example, the weight vectors are generated using the simplex lattice design method [43]. The disadvantages are that the population size increases nonlinearly with the increase of the number of objectives and cannot be set arbitrarily, and weight vector distribution is not very uniform for three or more objectives. In addition, when the PF is unknown or highly irregular, even a uniformly distributed weight vector cannot guarantee that the solutions are uniformly distributed on the PF. MOEA/D is difficult to choose a suitable decomposition method for different problems.

In recent years, there are many researches and application works in the framework of MOEA/D: as some new weight vector generation methods have been proposed, the MOEA/D-AWA [44] proposed by Qi et al. uses an adaptive weight vector adjustment (AWA) strategy for MOPs with complex PFs. Developing a new decomposition strategy, Ishibuchi et al. [45] proposed an approach based on combining different scalarizing functions within the MOEA/D framework; A more reasonable computational resource allocation, Zhang et al. proposed MOEA/D-DRA [46].

(4) Hybrid MOEAs: It is natural to combine the characteristics of different algorithms and utilize their advantages to deal with complicated MOPs, thus proposing a series of hybrid MOEAs. The two most major problems in hybrid algorithms are: What techniques to use and how to hybridize them [47].

Hybridizing different search methods. For example, combining global search and local search methods, such as introducing a local search method into EAs to locally improve the individuals generated by the common EA operators, which is good for obtaining better non-dominated solutions.

Dividing the search process into different phases and using different search strategies. For example, Yang [48] et al. use different search strategies in different phases to emphasize dominated solutions, to balance dominated and non-dominated solutions, and to focus on non-dominated solutions, respectively.

Combining hybrid MOEAs design idea with the new evolutionary model, Xie et al. proposed an enhanced multi-objective fireworks optimization algorithm [49].

Most of the current research focuses on how to combine different techniques to generate offspring population. But research in other areas is not too much.

3. Applications of MOEAs

With the rapid development of MOEAs, researchers in different scientific and engineering fields have applied MOEAs to solve optimization problems in their fields. The main applications are as follows.
(1) Application in scheduling strategy and manufacturing. Production scheduling can lead to complex combinatorial optimization problems and most of them are NP-hard. Multi-objective evolutionary algorithms are used to solve real time event in flexible job shop scheduling problem [50]. In traffic engineering and transportation, Vehicle scheduling of an urban bus line [51].

(2) Application in machine learning or deep learning. Such as classification of financial data [52]. Gong et al. presents a MO-SFL model for deep neural networks. [53].

(3) Application in pattern recognition and image processing. Such as multi-objective evolutionary algorithms for unsupervised change detection in multispectral landsat images [54].

(4) Application in assignment and management. Such as solving multi-objective water management problems [55].

(5) Application in circuit and communication. Such as wireless sensing network, circuit design etc., for example, using MOEA to optimize the topology and coverage control of wireless sensor networks [56].

(6) Application in bioinformatics. Such as molecular docking, DNA sequence design, gene networks, etc., For example, applying NSGA-II to the problem of identifying appropriate locations in cytochrome oxidase I (COI) gene for species- or group-specific primer design[57].

(7) Application in control systems and robotics. Greenhouse control, robot motion planning, control scheme design, etc., for example, using multi-objective evolutionary algorithms to solve problems in navigation of humanoid robots [58].

(8) Application in the financial field. For example, Sun proposed to optimizes the Markowitz extension multi-objective optimization model using the NSGA-II algorithm [59].

(9) Applications in other fields. Such as life sciences, fault diagnosis, etc.

4. Future Directions

Each generation of algorithms is limited by the level of research at that time. The current multi-objective evolutionary algorithms are still in the early stage, and there are still many problems that need to be studied.

(1) Many-objective optimization. It is necessary to study which problems are feasible by classifying many-objective optimization problems, this is crucial for any practical progress in the field. Researchers can also consider how to extend the original excellent algorithms to many-objective situation, or to develop new algorithm framework.

(2) A unified algorithm framework should be designed for different dimensional objectives. Now, most algorithms are only effective for optimization problems with specific objective number. Researchers should propose more unified evolutionary optimization algorithm.

(3) Interactive MOEA, which interacts with the decision maker's preferences during evolutionary process, is a very important research avenue.

(4) The design of each stage algorithm has certain limitations, and many seemingly perfect theories still need to be improved. Researchers should conduct in-depth theoretical analysis of some popular frameworks and study their advantages and disadvantages to improve them or develop some new algorithm frameworks. The Pareto-dominance principle is very popular, but it may not be suitable for all problems, researchers should consider introducing some new dominance principles.

(5) Some shortcomings of MOEAs are related to robustness and parameterization issues. They usually require a large number of function estimates and multiple runs to find an approximate optimal solution. In addition, parameters of these algorithms need to be well adjusted. For large and complex design problems, researchers should study how to further reduce the computational cost and a better adaptive control method for parameter adjustment.

(6) Studying the characteristics of solutions, such as similarities among them, and which design changes will affect the trade-off between objectives. The data mining method can be used to discover the knowledge of the solution obtained by multi-objective optimization, so as to have a deeper understanding of the problem. For example, the degree of approximation of the solution relative to the P-O solution can be studied to improve the convergence of the algorithm.

(7) Dynamic and noisy multi-objective optimization, although some work has been done on this, some fundamental issues have not been studied well yet.
(8) Quantum evolutionary algorithms should be studied in the field of multi-objective and constrained optimization [60]. Researchers should design effective quantum evolutionary algorithm and carry out corresponding theoretical research.

(9) An important issue in the study of multi-objective evolutionary algorithms is how to define the common characteristics of practical multi-objective problems, and to turn these common characteristics into special problems. Therefore, it is necessary to study and design some benchmark problems that better reflect the basic characteristics of practical multi-objective problem.

5. Conclusion
This paper presents a comprehensive survey of research works on MOEA. It introduces MOP and its mathematical model, describes the research status of MOEA and its four categories, analyzes the advantages and disadvantages of various algorithms, and summarizes the application fields of MOEA. And finally, the further research trends of multi-objective evolutionary algorithms are given to better carry out research on MOP.
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