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ABSTRACT. We improve the bound of the $g$-invariant of the ring of integers of a totally real number field, where the $g$-invariant $g(r)$ is the smallest number of squares of linear forms in $r$ variables that is required to represent all the quadratic forms of rank $r$ that are representable by the sum of squares. Specifically, we prove that the $g_{\mathcal{O}_K}(r)$ of the ring of integers $\mathcal{O}_K$ of a totally real number field $K$ is at most $g_{\mathbb{Z}}([K : \mathbb{Q}]r)$. Moreover, it can also be bounded by $g_{\mathcal{O}_F}([K : F]r + 1)$ for any subfield $F$ of $K$. This yields a sub-exponential upper bound for $g(r)$ of each ring of integers (even if the class number is not $1$). Further, we obtain a more general inequality for the lattice version $G(r)$ of the invariant and apply it to determine the value of $G(2)$ for all but one real quadratic field.

1. Introduction

The quadratic Waring’s problem or a new Waring’s problem with squares of linear forms (eponymous with the title of Mordell’s paper [Mo1] that initiated the problem around 1930) asks what is the smallest number of squares needed to represent all admissible quadratic forms. For positive semidefinite quadratic forms in $r$ variables over $\mathbb{Z}$, where $r \leq 5$, Mordell and Ko [Ko, Mo1, Mo2] proved that $r + 3$ squares of linear forms suffice. Observe that quadratic forms that are sums of squares of linear forms are necessary positive semidefinite. However, there exists a (unique) positive definite quadratic form in 6 variables which is not a sum of squares [Mo3].

Let $\Sigma_{\mathbb{Z}}(r)$ be the set of quadratic forms in $r$ variables representable by a sum of squares of linear forms over $\mathbb{Z}$. The $g$-invariant $g_{\mathbb{Z}}(r)$ is the smallest natural number such that every form in $\Sigma_{\mathbb{Z}}(r)$ is, in fact, a sum of $g_{\mathbb{Z}}(r)$ squares. The above results now read as $g_{\mathbb{Z}}(r) = r + 3$, for $1 \leq r \leq 5$. This is a generalisation of Lagrange’s four-square theorem, i.e. that $g_{\mathbb{Z}}(1) = 4$.

The only remaining known value, $g_{\mathbb{Z}}(6) = 10$, was determined just in 1997 by Kim and Oh [KO1]. Much effort went into obtaining upper and lower bounds for $g_{\mathbb{Z}}(r)$. For $7 \leq r \leq 20$, explicit bounds are known [KO2, Sa1]. The upper bounds valid for all $r$ improved gradually: from functions growing faster than exponentially...
through an exponential KO3 to the currently best \( g_Z(r) = O(e^{(4+2\sqrt{2}+\varepsilon)\sqrt{r}}) \) due to Beli, Chan, Icaza and Liu BCIL.

The \( g \)-invariant can be generalised to \( g_R(\cdot) \) of an arbitrary ring \( R \) by replacing forms over \( \mathbb{Z} \) by forms over \( R \). In particular, the value \( \mathcal{P}(R) = g_R(1) \) is the Pythagoras number of \( R \), much examined both for arbitrary fields (see, for example, [Le]) and for orders of number fields [HH, Kr, KRS, Pe, Ti, Sch], and, in an influential paper [CDLR], for affine and local algebras.

For any number field \( K \) and \( r \geq 3 \), we have \( g_K(r) = r + 3 \) [BLOP Prop. 3.2]. The exact values of \( g_Z(r) \) for \( 1 \leq r \leq 5 \), given above, derive as a straightforward consequence of the fact that every positive definite form of rank \( r \) is represented by a form that is in the genus of \( I_{r+3} \) (the sum of \( r + 3 \) squares form): Up to rank eight, this genus contains only one equivalence class [Kn].

For orders \( \mathcal{O} \) in number fields which are not totally real, one has \( \mathcal{P}(\mathcal{O}) \leq 5 \) [P2] and for maximal orders even \( \mathcal{P}(\mathcal{O}_K) \leq 4 \) and more generally \( g_{\mathcal{O}_K}(r) \leq r + 3 \) [C2 Sec. 1] thanks to the theory of spinor genera, but the totally real case exhibits radically different behaviour. For totally real number field \( K \), \( \mathcal{P}(\mathcal{O}_K) \) can be arbitrarily large [Sch], but it is bounded by a function depending only on the degree \( d = [K : \mathbb{Q}] \) [KY], namely \( \mathcal{P}(\mathcal{O}) \leq g_{\mathcal{E}}(d) \) for any order \( \mathcal{O} \) of degree \( d \) (the related bound \( \mathcal{P}(K) \leq g_F([K : F]) \) for fields has already appeared in [CDLR]).

The fact that \( g_{\mathcal{O}_K}(r) \) is finite was given together with an upper bound in [Cl] [C2]. Chan and Icaza have shown that \( g_{\mathcal{O}_K}(r) \leq D e^{\kappa \sqrt{r}} \) for totally real number fields \( K \) of class number 1, where constants \( \kappa \) and \( D \) depend only on \( K \) [Cl Thm. 1.1]. We improved this bound as follows:

**Theorem 1.1.** Let \( \mathcal{O} \) be an order in a number field \( K \) of degree \( d \). Then

\[
g_{\mathcal{O}}(r) \leq g_{\mathcal{E}}(rd).
\]

In particular, for every \( \varepsilon > 0 \), there exists a constant \( D \), depending only on \( \varepsilon \), such that

\[
g_{\mathcal{O}}(r) \leq D e^{(4+2\sqrt{2}+\varepsilon)\sqrt{rd}}.
\]

The first inequality directly follows from Theorem 1.1 below. The latter is a consequence of [BCIL Thm. 1.1], that is, the bound \( g_{\mathcal{E}}(r) = O(e^{(4+2\sqrt{2}+\varepsilon)\sqrt{r}}) \).

For number fields with a class number larger than 1, the \( g \)-invariant is still well-defined. However, there is a natural alternative: Let \( G_{\mathcal{O}_K}(r) \) be obtained by replacing quadratic forms with quadratic lattices and suitably rephrasing the condition about a sum of squares of linear forms. (The precise formulation is in Definition 2.1. Note that the analogous definition for Hermitian lattices is used in BCIL, L1, L2.) A more encompassing result of this paper is the following:

**Theorem 1.2.** Let \( K \supset F \) be number fields, \( [K : F] = d \), and \( \mathcal{O} \) any order in \( K \) which contains \( \mathcal{O}_F \).

1. If \( \mathcal{O} \) is a free \( \mathcal{O}_F \)-module, then \( g_{\mathcal{O}}(r) \leq g_{\mathcal{O}_F}(rd) \). In general, \( g_{\mathcal{O}}(r) \leq g_{\mathcal{O}_F}(rd + 1) \).
2. \( G_{\mathcal{O}_K}(r) \leq G_{\mathcal{O}_F}(rd) \). In particular, \( \mathcal{P}(\mathcal{O}_K) \leq G_{\mathcal{O}_K}(1) \leq G_{\mathcal{O}_F}(d) \).
3. \( g_{\mathcal{O}}(r) \leq G_{\mathcal{O}_F}(rd) \). In particular, \( \mathcal{P}(\mathcal{O}) \leq G_{\mathcal{O}_F}(d) \).

The proof is a direct consequence of the general Theorem 1.1 (the only exception is the second part of (1), which is precisely Corollary 3.3). In fact, we show that \( g_R(r) \leq g_S(dr) \) for a ring extension \( R/S \) generated as an \( S \)-module by \( d \) elements.
Let us compare the statements: If $O = O_K$, (3) follows from (2), whereas (1) and (2) are independent. For non-maximal orders, (2) cannot be applied, and (1) and (3) are independent. Finally, the simplest situation when (1) can be applied is if $F$ has the class number 1; in that case $G_{O_F} = g_{O_F}$, so (3) gives exactly the same.

Let us point out that, aside from providing a first inequality of this type for the $g$-invariants where $r > 1$, our Theorem 1.2 also provides a new upper bound for the Pythagoras number in the case when $O_K$ is not a free $O_F$-module, thus essentially resolving a question posed in a remark after [KRS Prop. 7.5]. This is also evidence that the lattice version of the invariant is important. Further evidence towards its significance is that this invariant is necessary in the proof of $g_{O}(r) \leq g_{O_F}(rd + 1)$, see Corollary 3.3. Also, note that in Theorem 1.1 if $O = O_K$, then $g_{O_K}(r)$ can be replaced by $G_{O_K}(r)$. For that, one applies Theorem 1.2 (2) instead of (1).

Some explicit upper bounds for $g_{O_K}(r)$ for $r > 1$ and a totally real field $F \neq \mathbb{Q}$ were given by Sasaki [Sa2]. For $F = \mathbb{Q}(\sqrt{5})$ he proved $g_{O_F}(2) = 5$ (see also [KRS Thm. 7.7]), and also showed $g_{O_F}(3) \leq 70$, $g_{O_F}(4) \leq 776$ and $g_{O_F}(5) \leq 3080$. Our results improve these latter bounds to 10, 37 and 68, respectively, since $g_{O_F}(5) = 10$, while $g_{O_F}(8) \leq 37$ and $g_{O_F}(10) \leq 68$.

Another immediate consequence of Theorem 1.2 is that $g_{O}(r)$ is always finite.

**Corollary 1.3.** All $g$-invariants of an order in a number field are finite.

Even for rings of integers, this corollary is of interest – the original proof of finiteness of $g_{O_K}(r)$ for every $r$ is due to Icaza [Ic1, Ic2] and depends on the results from [HKK] about $O_K$-lattices, while our approach only relies on [HKK] for the finiteness of $g_{\mathbb{Z}}(\cdot)$.

It seems that Theorem 1.2 provides optimal upper bounds for most of the cases that we can check. In the case of Pythagoras number $(r = 1)$, this was illustrated for quadratic fields [Pe], simplest cubic fields [T1] and biquadratic fields [KRS]. In this paper, we show that for all but three quadratic fields $K$, the inequality $G_{O_K}(2) \leq g_{\mathbb{Z}}(4) = 7$ is, in fact, equality.

**Theorem 1.4.** Let $K$ be a real quadratic field other than $\mathbb{Q}(\sqrt{2})$, $\mathbb{Q}(\sqrt{3})$, $\mathbb{Q}(\sqrt{5})$. Then $G_{O_K}(2) = 7$.

For $\mathbb{Q}(\sqrt{5})$, the correct value is 5, as shown by Sasaki [Sa2]. The same was recently proven for $\mathbb{Q}(\sqrt{2})$ by He and Hu [HH]; both papers are based on the local-global principle for sums of four integral squares. For the only remaining field $\mathbb{Q}(\sqrt{3})$ we expect $G(2) = 6$, but it can be very difficult to prove, since already for the form $x^2 + y^2 + z^2$ it is not clear whether the local-global principle holds (for representation of integral binary forms).

The proof of Theorem 1.4 is contained in Section 5. The upper bound is already clear. For the lower bound in cases $\mathbb{Q}(\sqrt{n})$ with $n \equiv 1 \pmod{4}$, we explicitly produce a quadratic form which is not a sum of 6 squares of linear forms (Proposition 5.3), in fact proving the stronger result $g_{O_K}(2) = 7$. If $n \equiv 1 \pmod{4}$, we use the inequality between $G$-invariants in the other direction, exploiting the results on the Pythagoras numbers of orders in biquadratic number fields from [KRS].

From the definition, it is clear that $g_{O_K}(r) \leq G_{O_K}(r)$, and in Proposition 3.2 we shall see $G_{O_K}(r) \leq g_{O_K}(r + 1)$. It is natural to ask: Can $g_{O_K}(r) < G_{O_K}(r)$ happen for some number field $K$ and some $r \in \mathbb{N}$, or does equality always hold? Guessing the answer is difficult since the exact values of the invariants are rarely
known. However, we fully solve it at least for the “lattice Pythagoras number” $G_{O_F}(1)$ of a quadratic ring of integers:

**Theorem 1.5.** Let $F$ be a real quadratic field. Then $P(O_F) = G_{O_F}(1)$. This value is five except for $F = \mathbb{Q}(\sqrt{2})$, $\mathbb{Q}(\sqrt{3})$ and $\mathbb{Q}(\sqrt{5})$, where it is three, and for $F = \mathbb{Q}(\sqrt{6})$ and $\mathbb{Q}(\sqrt{7})$, where it is four.

*Proof.* All the values $P(O_F)$ for a real quadratic field $F$ are known thanks to Peters, Maaß, Dzewas, Cohn and Pall and an unpublished result by Kneser (contained in Scharlau’s dissertation). An overview of these results can be found in Section 3 of [KRS]. It remains to determine $G_{O_F}(1)$. All the five exceptional cases have class number 1, so there is no difference between $P(O_F)$ and $G_{O_F}(1)$. For the other cases, we get $5 = P(O_F) \leq G_{O_F}(1) \leq g_{\mathbb{Z}}(2) = 5$.  

2. Preliminaries

We use [Na] as a reference for everything related to number fields and [KS] for quadratic forms and lattices. In order to be able to conduct all proofs in the more geometric language of quadratic lattices instead of switching back and forth between lattices and polynomials, we define quadratic lattices over any integral domain (and free lattices even over any commutative ring) instead just over a Dedekind domain.

2.1. Quadratic forms, $g$-invariants. Let $R$ be any commutative ring with unity. A quadratic (linear, resp.) form over $R$ in $r$ variables is a homogeneous polynomial in $R[X_1, \ldots, X_r]$ of degree 2 (1, resp.). A form in $r$ variables is also called $r$-ary: unary, binary, ternary, etc. If for quadratic forms $\varphi$ and $\psi$ in $r$ and $s$ variables, $r \geq s$, it is possible to find linear forms $L_1, \ldots, L_r$ such that

$$
\varphi(L_1(X_1, \ldots, X_s), \ldots, L_r(X_1, \ldots, X_s)) = \psi(X_1, \ldots, X_s),
$$

we say that $\varphi$ represents $\psi$. Two forms in the same number of variables which represent each other are called equivalent.

Consider the set $\Sigma_R(r)$ of all $r$-ary quadratic forms over $R$ which can be written as a sum of squares of linear forms over $R$, i.e. which are represented by the quadratic form $X_1^2 + \cdots + X_N^2$ for some $N \in \mathbb{N}$. Then we put

$$
g_R(r) = \min \{ n : X_1^2 + \cdots + X_n^2 \text{ represents all forms in } \Sigma_R(r) \}.
$$

If no such $n$ exists, we put $g_R(r) = \infty$; however, if $R$ is the ring of integers in a number field, then $g_R(r)$ is finite for every $r$ [Ic2]. (Our Corollary 1.3 extends this result to non-maximal orders.) Note that $g_R(1) = P(R)$ is the Pythagoras number: The smallest number $P$ such that, if $\alpha \in R$ is a sum of squares, then it can be written as a sum of at most $P$ squares.

By length we mean the minimal number of squares which is necessary to represent a form $\varphi$ (or a number $\alpha$). The length is denoted by $\ell(\cdot)$ or $\ell_R(\cdot)$. Hence, $g_R(r)$ is the biggest finite length of an $r$-ary form over $R$.

2.2. Quadratic spaces and modules. Let $R$ be a commutative ring with unity. A quadratic module over $R$ is a pair $(M, Q)$, where $M$ is an $R$-module and $Q : M \to R$ is a quadratic map, i.e. a map such that $Q(ax) = a^2Q(x)$ for every $a \in R$ and $x \in M$, and that the induced map $B_Q(x, y) = Q(x + y) - Q(x) - Q(y)$ is bilinear. If $R$ is a field, then $M$ is a vector space and $(M, Q)$ is called a quadratic space.

Consider two quadratic modules $(M, Q_M)$ and $(N, Q_N)$ over $R$. An isometry is an injective $R$-linear map $\iota : M \to N$ which respects the quadratic maps, i.e.
$Q_N(\iota(x)) = Q_M(x)$ for every $x \in M$. If this map is bijective, then the corresponding quadratic modules are isometric; this is an equivalence relation denoted by $\cong$. By omitting the condition of injectivity, we get the notion of representation: $M$ is represented by $N$ if there exists any $R$-linear map $\iota: M \to N$ such that $Q_N(\iota(x)) = Q_M(x)$ for $x \in M$. This is denoted by $M \to N$ (and by $M \leftrightarrow N$ if such an $R$-linear map for $M$ to $N$ does not exist, i.e. $N$ does not represent $M$).

The orthogonal sum $M \perp N$ of the quadratic modules $M, N$ is the direct sum of $R$-modules $M \oplus N$ equipped with the quadratic map $Q(x + y) = Q_M(x) + Q_N(y)$ for $x \in M, y \in N$.

2.3. Free lattices. If $L$ is a finitely generated free module of rank $r$ (i.e. isomorphic to $R^r$ as an $R$-module) equipped with any quadratic map $Q$, we call $(L, Q)$ a free quadratic lattice of rank $r$. A lattice of rank $r$ is also called $r$-ary: unary, binary, etc. The free unary lattice $R\mathbf{e}$ where $Q(e) = a$ is denoted by $\langle a \rangle$; it is unique up to isometry. The basic quadratic module defined over any commutative ring $R$ is $I_n$, which is the free lattice $R^n$ equipped with the “sum-of-squares” form $Q(x) = x^T x$. One can also write $I_n \cong \langle 1 \rangle \perp \cdots \perp \langle 1 \rangle$.

For a quadratic form $\varphi(x_1, \ldots, x_r)$ over $R$, one can construct the corresponding free quadratic lattice $L_\varphi$ as the $R$-module $R^r$ (with standard basis vectors $e_1, \ldots, e_r$) equipped with the quadratic map $Q$ defined as $Q(\alpha_1 e_1 + \cdots + \alpha_r e_r) = \varphi(\alpha_1, \ldots, \alpha_r)$. On the other hand, if a free quadratic lattice (or in fact any quadratic module) is generated by $x_1, \ldots, x_k$ as an $R$-module, then they can be used to define a quadratic form $\varphi(x_1, \ldots, x_k) = Q(x_1 x_1 + \cdots + x_k x_k)$. In particular, there is a bijection between quadratic forms over $R$ in $r$ variables (up to equivalence) and free quadratic lattices of rank $r$ (up to isometry). Also, note that $\varphi$ represents $\psi$ if and only if the corresponding lattice $L_\varphi$ represents $L_\psi$. Especially, $\varphi$ can be written as a sum of $n$ squares of linear forms if and only if $L_\varphi$ is represented by $I_n$.

2.4. Quadratic lattices. Assume now that $R$ is an integral domain with the quotient field $F$. We will define quadratic lattices over $R$ as a particularly well-behaved class of quadratic modules. Note that if $R$ is not an integral domain, we only have the notion of a free quadratic lattice. Also, for Dedekind domains we will use the much nicer description of lattices given in the next subsection.

Consider a finite-dimensional vector space $V$ over $F$. An $R$-lattice in $V$ is any $R$-submodule $L \subset V$ which satisfies $L \subset Rv_1 + \cdots + Rv_r$ for some basis $(v_1, \ldots, v_r)$ of $V$. The rank of $L$ is the dimension of the vector space $FL$. If $(V, Q)$ is a finite-dimensional quadratic space over $F$, then a quadratic lattice is $(L, Q')$ where $L$ is an $R$-lattice in $V$ and the quadratic map $Q'$ is the restriction of $Q$ to $L$.

Often we do not make a distinction between a quadratic lattice and its underlying $R$-lattice; e.g. the rank of a quadratic lattice is simply the rank of the corresponding $R$-module. From now on, a lattice usually means a quadratic lattice. Also, we sometimes denote the quadratic maps corresponding to different lattices by $Q$, since it is always clear what the underlying lattice is.

Note that free lattices (over an integral domain) are indeed lattices in this more general sense, since they can be embedded in a quadratic space by tensoring with the quotient field $F$. On the other hand, while lattices (and thus also the lattice
version of the $g$-invariants) can be defined over any integral domain, it is much easier to work with them over Dedekind domains, see the next subsection.

Finally, we are ready to define the lattice version of the $g$-invariant:

**Definition 2.1.** For any integral domain $R$, consider the family $\Sigma^\text{lat}_R(r)$ of all quadratic lattices of rank $r$ which are represented (over $R$) by $I_N$ for some $N \in \mathbb{N}$. Then we put

$$G_R(r) = \min\{n : I_n \text{ represents all lattices in } \Sigma^\text{lat}_R(r)\}.$$ 

If no such $n$ exists, we put $G_R(r) = \infty$.

To compare, it is clear that

$$g_R(r) = \min\{n : I_n \text{ represents all free lattices in } \Sigma^\text{lat}_R(r)\};$$

therefore, $g_R(r) \leq G_R(r)$. If $R$ is a PID we have an equality as all lattices are free.

The following simple lemma is useful since it allows us to work with a smaller family of lattices than the whole $\Sigma^\text{lat}_R(r)$

**Lemma 2.2.** For a quadratic lattice $\Lambda$ over an integral domain $R$, the following are equivalent:

1. $\Lambda$ represents every lattice $L$ of rank $r$ such that $L \to I_N$ for some $N \in \mathbb{N}$.
2. $\Lambda$ represents every sublattice of $I_N$ of rank at most $r$ for every $N \in \mathbb{N}$.
3. $\Lambda$ represents every sublattice of $I_N$ of rank $r$ for every $N \in \mathbb{N}$.

Subsequently, Definition 2.1 has the following formulation:

$$G_R(r) = \min\{n : I_n \text{ represents all sublattices of } I_N \text{ of rank } r \text{ for every } N \in \mathbb{N}\}.$$ 

**Proof.** $(3) \implies (2)$: Let $L \subset I_N$ be of rank $s \leq r$. Then $L \perp I_{r-s} \subset I_{N+r-s}$ has rank $r$ and is therefore represented by $\Lambda$. By restricting to $L$, we obtain the required representation.

$(2) \implies (1)$: Let $L$ be a lattice of rank $r$ with a representation $\iota : L \to I_N$. Then $\iota(L)$ is a sublattice of $I_N$ of rank at most $r$, and is therefore represented by $\Lambda$. Thus $L \to \iota(L) \to \Lambda$.

$(1) \implies (3)$: Every sublattice of $I_N$ is represented by $I_N$ and thus by $\Lambda$. \qed

Our definitions are valid even for rings of characteristic 2. However, in that situation the questions considered in this paper are trivial because of the following observation.

**Observation 2.3.** Let $2 = 0$ in an integral domain $R$. Then $G_R(r) = g_R(r) = 1$ for every $r$. (If $R$ contains zero divisors, we still have $g_R(r) = 1$ while $G_R(r)$ is not defined.) This follows from the fact that in characteristic two, $I_n \to I_1$ for every $n$, so every lattice represented by $I_n$ is represented by $I_1$ as well. The representation $\iota : I_n \to I_1$ is $\iota(\sum \alpha_i e_i) = (\sum \alpha_i) e$ where $e_1, \ldots, e_n$ and $e$ are the standard bases.

2.5. **Number fields, orders, Dedekind domains.** Let $K$ be a number field with the ring of integers $\mathcal{O}_K$. Its degree over any subfield $F$ is denoted by $[K : F]$. If $[K : \mathbb{Q}] = d$, then $\mathcal{O}_K$ is a free $\mathbb{Z}$-module of rank $d$, and any basis of this module is called integral basis of $\mathcal{O}_K$. An order in $K$ is any subring $\mathcal{O} \subset \mathcal{O}_K$ which is also a $\mathbb{Z}$-module of rank $d$. In particular, $\mathcal{O}_K$ is the maximal order with respect to inclusion.

A number field $K$ is called totally real if all its embeddings into $\mathbb{C}$ actually map it into $\mathbb{R}$. With one exception, our results and proofs work for all number fields,
but they are only interesting for the totally real ones, since $g_{\mathcal{O}_K}(r) \leq r+3$ for every $K$ which is not totally real.

Most of the time, the only property of the ring of integers $\mathcal{O}_K$ which we need is the fact that it is a Dedekind domain. If $R$ is a Dedekind domain, then $R$-lattices are nothing else than finitely generated torsion-free $R$-modules. By the structure theorem [Na Ch. 1, Thm. 1.32], any $R$-lattice $L$ of rank $d$ can be written as a direct sum $a_1 x_1 \oplus \cdots \oplus a_d x_d$ where $a_i$ are fractional ideals and $x_i \in L$ (although sometimes it is useful to take them in the vector space $F \cdot L$ where $F$ is the quotient field of $R$).

We shall need the following properties, which follow from the structure theorem:

**Lemma 2.4.** Let $R$ be a Dedekind domain.

1. Every lattice $L$ of rank $r$ over $R$ can be written in the form $L = Rx_1 + \cdots + Rx_{r-1} + A^{-1}x_r$, where $x_j \in L$ and $A$ is an integral ideal in $R$.
2. Let $S \subset R$ be another Dedekind domain such that $R$ is a torsion-free $S$-module of rank $d$. Then: Any ideal $A$ in $R$ can be written as $S\gamma_1 + \cdots + S\gamma_d + b^{-1}\gamma_d$ for $\gamma_i \in A$ and $b$ an integral ideal in $S$. In particular, $R = S\beta_1 + \cdots + S\beta_d + a^{-1}\beta_d$ for $\beta_i \in R$ and an integral ideal $a$ in $S$.

The most typical situation when (2) applies is if $K \supset F$ are number fields with $d = [K : F]$ and $R = \mathcal{O}_K$, $S = \mathcal{O}_F$. It is important to note that if $\mathcal{O}_F \neq \mathbb{Z}$, there is not necessarily an integral basis of $\mathcal{O}_K$ over $\mathcal{O}_F$ (this happens if and only if $a = \mathcal{O}_F$), but there still exists the above pseudo-basis $(\beta_1, \ldots, \beta_d)$.

As mentioned, over a Dedekind domain, $R$-lattices of rank $r$ are exactly the $R$-modules of the form $L = a_1 x_1 + \cdots + a_r x_r$, where $a_i$ are fractional ideals in $R$ and $x_i \in L$ are linearly independent in the vector space $F \otimes_R L$ where $F$ is the quotient field. A quadratic lattice is then any quadratic module on such an $R$-lattice. It is beneficial to consider this the definition of a quadratic lattice since the original definition from Subsection 2.3 is more difficult to work with. This lattice is free if and only if $a_1 \cdots a_r$ is a principal ideal [Na Ch. 1, Thm. 1.32].

If $S \subset R$ are two Dedekind domains and $L = a_1 x_1 + \cdots + a_r x_r$ is a quadratic $S$-lattice (with quadratic map $Q$), we can (and often will) “extend the scalars” by taking the tensor product: $R \otimes_S L$ is the quadratic $R$-lattice $Ra_1 x_1 + \cdots + Ra_r x_r$ (where the quadratic map $Q_R$ extends $Q$).

Note that a non-maximal order $\mathcal{O}$ is never a Dedekind domain. In particular, although we defined $G_\mathcal{O}(r)$, we will prove almost nothing nontrivial about it (only Proposition 3.1) since the theory of lattices over non-maximal orders is much more involved than over Dedekind domains.

3. **Observations about $G$**

One simple property of the classical $g$-invariant is $g_{\mathcal{O}}(r+1) \geq g_{\mathcal{O}}(r) + 1$ over any totally real order $\mathcal{O}$ (see below and compare to [BLOP Cor. 2.4]). We show that the same holds for the lattice version $G_\mathcal{O}$ as well.

**Proposition 3.1.** Let $K$ be a totally real number field and $\mathcal{O} \subset \mathcal{O}_K$ any order. Then:

1. $G_\mathcal{O}(r) > G_\mathcal{O}(s)$ for $r > s$.
2. $G_\mathcal{O}(r) - r \geq G_\mathcal{O}(s) - s$ for $r \geq s$.
3. $G_\mathcal{O}(r) \geq G_\mathcal{O}(1) + r - 1$ for all $r \geq 1$. 

The same is true if we replace $G_O$ by $g_O$.

**Proof.** We show the claims about $G_O$. The proofs for $g_O$ are verbatim the same, except that every occurrence of “lattice” is replaced by “free lattice”.

Now we explain that it is enough to show $G_O(r + 1) ≥ G_O(r) + 1$ for every $r$. This inequality immediately gives (1). Further, $G_O(r + 1) ≥ G_O(r) + 1$ can be rearranged as $G_O(r + 1) − (r + 1) ≥ G_O(r) − r$, and recursively, we get (2). Finally, letting $s = 1$ in (2) gives us (3).

To show $G_O(r + 1) ≥ G_O(r) + 1$, we shall use the fact that the only way to express 1 as a sum of squares in $O$ is $1 = (±1)^2$. (Generally, 1 can never be written as a sum of two totally positive algebraic integers.)

Let $G = G_O(r)$ and take any lattice $L$ (with quadratic map $Q$) of rank $r$ such that $L → I_N$ for some $N ∈ \mathbb{N}$, but $L → I_{G-1}$. Consider now the lattice $L ⊥ (1)$ of rank $r + 1$. Clearly $L ⊥ (1) → I_{N+1}$. We claim that $L ⊥ (1) → I_G$.

Consider any representation $ν : L ⊥ (1) → I_G$. Denote by $f$ a generating vector of $(1)$. Then $ν(f)$ is a vector in $I_G$ such that $Q(ν(f)) = 1$. The only such vectors are ± vectors of the standard basis, as $1 = (±1)^2$ is the only way to write 1 as a sum of squares. Let us say $ν(f) = e_G$. Then $ν$ maps $L$ into the orthogonal complement of $e_G$. This is a representation $L → I_{G-1}$ and thus a contradiction. □

The following proposition may not be true for non-maximal orders, since it significantly uses the properties of lattices over Dedekind domains.

**Proposition 3.2.** For any Dedekind domain $R$ we have $g_R(r) ≤ G_R(r) ≤ g_R(r + 1)$.

**Proof.** The first inequality is obvious from the definition. For the second, denote $g = g_R(r + 1)$ and consider any $L$ of rank $r$ which is a sublattice of $I_N$ for some $N ∈ \mathbb{N}$. By Lemma 2.2 it is enough to show that $L → I_g$.

By assumption, $L$ is a sublattice of $I_N$ of rank $r$:

$$L = Rx_1 + \cdots + Rx_{r-1} + a^{-1}x_r$$

with $x_j ∈ I_N$ and $a$ an integral ideal in $R$.

Denote $A = aI_1$; clearly it is a unary sublattice of $I_1$. Put $L_1 = L ⊥ A$; this is a quadratic sublattice of $I_{N+1}$. It is a free lattice of rank $r + 1$, so by the definition of $g$ we have $L_1 → I_g$. Restriction to $L$ yields a representation $L → I_g$. □

Assuming Theorem 1.2 (3), i.e. the inequality $g_O(r) ≤ G_{O_F}(rd)$, this yields the second part of Theorem 1.2 (1) as a simple corollary:

**Corollary 3.3.** Let $K ⊃ F$ be number fields, $[K : F] = d$, and $O$ be any order in $K$ containing $O_F$. Then $g_O(r) ≤ g_{O_F}(rd + 1)$.

**Proof.** Theorem 1.2 (3) together with the previous proposition implies $g_O(r) ≤ G_{O_F}(rd) ≤ g_{O_F}(rd + 1)$. □

Let us stress once again that in most extensions $K/F$, this is the best (to our knowledge) available inequality between $g_{O_K}(\cdot)$ and $g_{O_F}(\cdot)$ since $O_K$ usually does not have an integral basis over $O_F$, which makes it impossible to use the first part of Theorem 1.2 (1).
4. The main proof

In this section we prove the key result of this paper – the inequalities between the $g_r$, resp. $G$-invariants of a ring and its subring. This theorem implies most of the other contents of this article. Since the proof does not use any number theoretic properties, we formulate it more generally for commutative rings with unity and for Dedekind domains. Namely, we prove the following:

**Theorem 4.1.** Let $R \supset S$ be commutative rings with unity.

1. If $R$ is generated by $d$ elements as an $S$-module, then $g_R(r) \leq g_S(rd)$.
2. If $R, S$ are Dedekind domains and $R$ is a torsion-free $S$-module of rank $d$, then $G_R(r) \leq G_S(rd)$.
3. If $S$ is a Dedekind domain and $R$ is a torsion-free $S$-module of rank $d$, then $g_R(r) \leq G_S(rd)$.

Although we formulate it as one theorem and the main idea behind the proofs is the same, the three statements are independent and neither of them implies any of the others. If we replace Dedekind domains by $\mathcal{O}_K$ for a number field $K$ and rings by (not necessarily maximal) orders $\mathcal{O}$, we obtain precisely the main Theorem 1.2 almost word for word.

We start with part (1); its proof could be written purely in terms of polynomials, but we instead choose the equivalent language of free quadratic lattices.

**Proof of Theorem 4.1 (1).** By assumption, we have $R = S\beta_1 + \cdots + S\beta_d$ for some $\beta_i \in R$. We let $g = g_S(rd)$. Consider a free lattice $L$ over $R$ of rank $r$ for which there is a representation $\iota : L \to I_N$; our aim is to prove that $L \to I_g$.

Denote the basis vectors of $L$ by $x_1, \ldots, x_r$. Now, $\iota(L) = \sum_{j \leq r} R\iota(x_j)$ is a submodule of $I_N$ over $R$. Every $\iota(x_j)$ is an element of $R^N$, so by assumption we can write $\iota(x_j) = f^{(j)}_1 \beta_1 + \cdots + f^{(j)}_d \beta_d$ with $f^{(j)}_i \in S$. (Since $R$ is not necessarily a free $S$-module, these “vectors of coefficients” $f^{(j)}_i$ are not unique, but they do exist.)

Consider now the quadratic $S$-module

$$M = \sum_{i \leq d} \sum_{j \leq r} Sf^{(j)}_i,$$

which is a quadratic submodule of $I_N$ over $S$ generated by $rd$ elements. If it were free, then by definition of $g$ it is represented by $I_g$ over $S$; however, this is in general not the case. Thus, let us consider the following auxiliary free quadratic $S$-lattice $\tilde{M}$ of rank $rd$: The underlying $S$-module is $S^{rd}$ and we denote its basis by $e_{ij}$. The quadratic map $\tilde{Q}$ is defined as follows:

$$\tilde{Q} \left( \sum_{i, j} \alpha_{ij} e_{ij} \right) = Q_M \left( \sum_{i, j} \alpha_{ij} f^{(j)}_i \right),$$

where $Q_M$ is the quadratic map on $M$. Not only is $\tilde{Q}$ a well-defined quadratic map; it was defined in such a way that the linear map $\tilde{M} \to M$ given by $e_{ij} \to f^{(j)}_i$ is a representation. Since $M$ is a subset of $I_N$, this yields a representation $\tilde{M} \to I_N$ over $S$. Thus, by the definition of $g$, $\tilde{M} \to I_g$ over $S$. If we extend scalars by taking the tensor product, we get $R \otimes_S \tilde{M} \to R \otimes_S I_g$, which is usually written as $R \otimes_S \tilde{M} \to I_g$ over $R$.
In the lattice $R \otimes S \tilde{M}$ one can find the vectors $y_j = e_1 \beta_1 + \cdots + e_d \beta_d$. Consider now the $R$-linear map $L \to R \otimes S \tilde{M}$ given by $x_j \mapsto y_j$. One easily sees that it respects the quadratic map and thus it is a representation. Hence we have $L \to R \otimes S \tilde{M} \to I_R$, which concludes the proof. 

We note that the proof does not require the quadratic structure on the modules; it would work just as well for modules equipped with a different map type. In particular, a statement analogous to Theorem 4.1 holds for representing cubic forms by sums of cubes, etc.

The quadratic structure does not play the main role in the proofs of the second and third parts of Theorem 4.1 either. Instead, most of the work consists of handling the underlying $S$-modules and $R$-modules seen as subsets of $(\text{Quot}(S))^n$ or $(\text{Quot}(S) \cdot R)^n$ (where Quot$(\cdot)$ means the quotient field) and showing that they are in fact subsets of $S^n$ or $R^n$. Note that for an ideal $a \subset S$ we write $(aS)^n$ to mean $n$-dimensional vectors with coordinates in $a$; this is to avoid confusion with powers of ideals.

The definitions of lattices in part (2) are more complicated than in (1) since one has to work with non-principal ideals. On the other hand, we can avoid using the auxiliary lattice $\tilde{M}$ thanks to Lemma 2.2.

**Proof of Theorem 4.1 (2).** Consider a quadratic $R$-lattice $L$ of rank $r$ which is a sublattice of $I_N$ for some $N \in \mathbb{N}$. By Lemma 2.2 it is enough to show $L \to I_G$ over $R$, where $G = G_S(rd)$. By Lemma 2.4(1), $L = Rx_1 + \cdots + Rx_r + A^{-1}y_r$, where each $x_i$ is an element of $R^N$ and $A$ is an ideal integral. Observe that $A^{-1}x_r \subset L$ implies $x_r \in (A R)^N$.

Lemma 2.4(2) provides us with the pseudo-bases $(\beta_i)_{i \leq d}$ of $R$ and $(\gamma_i)_{i \leq d}$ of $A$, together with ideal integral $a$ and $b$ in $S$, such that

$$R = S \beta_1 + \cdots + S \beta_{d-1} + a^{-1} \beta_d \quad \text{with } \beta_i \in R,$$

$$A = S \gamma_1 + \cdots + S \gamma_{d-1} + b^{-1} \gamma_d \quad \text{with } \gamma_i \in A.$$

Now define the vectors $f_{i}^{(j)} \in (\text{Quot}(S))^N$ as the coordinates of $x_j$ with respect to these pseudo-bases:

$$x_j = f_1^{(j)} \beta_1 + \cdots + f_{d}^{(j)} \beta_d \quad \text{for } 1 \leq j \leq r - 1;$$

$$x_r = f_1^{(r)} \gamma_1 + \cdots + f_{d}^{(r)} \gamma_d.$$

If $i \neq d$, then $f_{i}^{(j)} \in S^N$. For $j \neq r$ one has $f_{d}^{(j)} \in (a^{-1}S)^N$ and in the last case $f_{d}^{(r)} \in (b^{-1}S)^N$. Therefore $M = \sum_{i<d,j \leq r} Rf_{i}^{(j)} + \sum_{j<r} (Ra)f_{d}^{(j)} + (Rb)f_{d}^{(r)}$ is a well-defined sublattice of $S^N$ of rank at most $rd$. We can also understand it as a quadratic sublattice of $I_N$ over $S$. By the definition of $G = G_S(rd)$ (or, strictly speaking, by Lemma 2.2), it is represented by $I_G$ over $S$.

Since $M \to I_G$ over $S$, we get $R \otimes S M \to I_G$ over $R$. On the other hand, one can explicitly write

$$R \otimes S M = \sum_{i<d,j \leq r} Rf_{i}^{(j)} + \sum_{j<r} (Ra)f_{d}^{(j)} + (Rb)f_{d}^{(r)}.$$

That is, $M$ was defined in such a way that $x_j \in R \otimes S M$ for $j \leq r - 1$ and $A^{-1}x_r \subset R \otimes S M$—to see this, observe $\beta_d \in Ra$, $A^{-1} \gamma_1 \subset R$ and $A^{-1} \gamma_d \subset Rb$. In particular, $L$ is a sublattice of $\tilde{M}$ (and thus represented by) $R \otimes S M$. Composition of
these two representations yields $L \to R \otimes_S M \to IG$ over $R$. This is the desired representation $L \to IG$. 

The proof of part (3) is almost the same as for (2) and the technical details are in fact slightly simpler. Therefore our explanations will be less detailed. 

**Proof of Theorem 4.1 (3).** By assumption, we have $R = S \beta_1 + \cdots + S \beta_d - 1 + a^{-1} \beta_d$, where each $\beta_i \in R$ and $a$ is an integral ideal in $S$. Clearly, $a^{-1} \beta_d \subset R$.

Denote $G = G_S(rd)$. Consider any free $R$-lattice $L$ in $r$ variables which is represented by $I_N$. We need to show that $L$ is represented by $IG$ over $R$. Denote by $L'$ the quadratic $R$-submodule of $I_N$ which is the image of $L$ under the representation $L \to I_N$. It is generated by $r$ vectors, say $L' = Rx_1 + \cdots + Rx_r$, where all $x_j \in R^N$.

Since $L \to L'$, it suffices to show that $L' \to IG$.

Denote $x_j = f_j^{(1)} \beta_1 + \cdots + f_j^{(d-1)} \beta_{d-1} + f_d^{(j)} \beta_d$. It is important to note that while $f_j^{(i)} \in S^N$ for $1 \leq i \leq d - 1$ (and $1 \leq j \leq r$), one only gets $f_d^{(j)} \in (a^{-1} S)^N$.

Define the $S$-lattice $M = \sum_{j \leq r} \left( Sf_1^{(j)} + \cdots + Sf_d^{(j)} \right)$ of rank at most $rd$. We claim that it is a sublattice of $I_N$ over $S$; that is, it contains only vectors from $S^N$. This only has to be checked for the last summand from each bracket; and there, indeed, $a \cdot f_d^{(j)} \subset a \cdot (a^{-1} S)^N \subset S^N$. Therefore, $M$ is a well-defined quadratic sublattice of $I_N$. By the definition of $G = G_S(rd)$ (or more precisely by Lemma 2.2), it is represented by $IG$ over $S$.

Since $M \to IG$ over $S$, we get $R \otimes_S M \to IG$ over $R$. We also claim $x_j \in R \otimes_S M$ for every $j$; to see this, remember $\beta_d \in Ra$. So, $L'$ is a sublattice of (and thus represented by) $R \otimes_S M$. Composition of these two representations yields $L' \to R \otimes_S M \to IG$ over $R$. This is the desired representation $L' \to IG$. 

5. **$G(2)$ for Quadratic Rings of Integers**

While the definition of $g(r)$ may seem more straightforward than the definition of $G(r)$, we consider the latter to be the more useful and natural invariant. Perhaps it is not found in the literature simply because almost nothing nontrivial was known for any field of a class number other than 1 (see [13] for an example for Hermitian lattices). Now we can partly remedy this by deciding the $G(2)$-invariant of most real quadratic fields – that is, we prove Theorem 1.4.

Combining our inequalities, we are able to get not only an upper bound but in more than half cases also the lower bound:

**Lemma 5.1.** Let $F = \mathbb{Q}(\sqrt{n})$ be a quadratic field, $n > 1$ square-free. Then:

1. $G_{O_F}(2) \leq 7$.
2. If $n \not\equiv 1 \pmod{4}$, $n \geq 10$, then $G_{O_F}(2) = 7$.

**Proof.** The first statement is just the inequality $G_{O_F}(2) \leq g_2(4) = 7$.

For the second, we need $7 \leq G_{O_F}(2)$. Pick any square-free $n_2 \geq 10$ coprime to $n$ such that one of $n, n_2$ is 2 and the other 3 modulo 4. By [KRS] Thm. 5.3, the biquadratic field $K = \mathbb{Q}(\sqrt{n}, \sqrt{n_2})$ has $\mathcal{P}(O_K) = 7$. The extension $K/F$ is of degree 2, so Theorem 1.2 applies: $7 = \mathcal{P}(O_K) \leq G_{O_F}(2)$. 

To prove Theorem 1.4 it remains to treat the fields $\mathbb{Q}(\sqrt{n})$ for $n = 6, n = 7$ and most importantly for $n \equiv 1 \pmod{4}$. By a direct computation we get the following:
Lemma 5.2. Biquadratic fields \( K_1 = \mathbb{Q}(\sqrt{6}, \sqrt{7}) \) and \( K_2 = \mathbb{Q}(\sqrt{13}, \sqrt{15}) \) have \( \mathcal{P}(\mathcal{O}_{K_i}) = 7 \). More specifically, the following elements are sums of seven but not of six squares in \( \mathcal{O}_{K_i} \):

- \( \alpha_1 = 43 + \sqrt{6} - 8\sqrt{7} + \sqrt{7} \cdot 6 \);
- \( \alpha_2 = 114 + 15\sqrt{13} + 20\sqrt{15} + 6\sqrt{13} \cdot 15 \).

Thus \( G_{\mathcal{O}_F}(2) = g_{\mathcal{O}_F}(2) = 7 \) for \( F = \mathbb{Q}(\sqrt{n}) \), \( n = 6, 7, 13 \).

Proof. As soon as we check that \( \alpha_i \) is a sum of six but not seven squares (i.e. its length is 7), the rest is easy: \( \mathcal{P}(\mathcal{O}_{K_i}) = 7 \) will follow from the just obtained \( \mathcal{P}(\mathcal{O}_{K_i}) \geq \ell(\alpha_i) = 7 \) combined with the inequality \( \mathcal{P}(\mathcal{O}_{K_i}) \leq g_{\mathcal{O}_F}(4) = 7 \). After this, we also get \( \mathcal{P}(\mathcal{O}_{K_i}) \leq G_{\mathcal{O}_F}(2) \leq g_{\mathcal{O}_F}(4) \) for \([K_i : F] = 2\), so \( G_{\mathcal{O}_F}(2) = 7 \); and since all three quadratic fields have class number 1, we also have \( g_{\mathcal{O}_F} = G_{\mathcal{O}_F} \).

So it remains to explain that \( \alpha_i \) is a sum of seven but not of six squares in \( \mathcal{O}_{K_i} \), which we computed using Magma \([BCP]\). \( \square \)

On a side note, the lemma also yields \( g_{\mathcal{O}_F}(2) = 7 \) for \( F = \mathbb{Q}(\sqrt{15}) \): Although the class number is 2 and therefore the equality \( g_{\mathcal{O}_F}(2) = G_{\mathcal{O}_F}(2) \) is not immediate, we have \( \mathcal{O}_K = \mathbb{Z}[\sqrt{15}] : 1 + \mathbb{Z}[\sqrt{15}] : \frac{1+\sqrt{15}}{2} \), so \( \mathcal{O}_K \) is a free \( \mathcal{O}_F \)-module, implying \( 7 = \mathcal{P}(\mathcal{O}_K) \leq g_{\mathcal{O}_F}(2) \).

5.1. The case 1 mod 4. For \( F = \mathbb{Q}(\sqrt{n}) \), \( n = 5 \) we have Sasaki’s result \( G_{\mathcal{O}_F} = g_{\mathcal{O}_F}(2) = 5 \). The case \( n = 13 \) was handled separately in Lemma 5.2. In this subsection we treat all the remaining real quadratic fields \( \mathbb{Q}(\sqrt{n}) \) with \( n \equiv 1 \pmod{4} \).

It is worth mentioning that the form \( \varphi \) in the following theorem was discovered by examining elements of length seven in real biquadratic fields \( \mathbb{Q}(\sqrt{n}, \sqrt{m}) \) for the first few values of \( n \) and for \( p \equiv 1 \pmod{4} \) coprime with \( n \). Quite probably there are other forms with the same property.

Proposition 5.3. If \( F = \mathbb{Q}(\sqrt{n}) \) for \( n \geq 17 \) square-free, \( n \equiv 1 \pmod{4} \), then \( g_{\mathcal{O}_F}(2) \geq 7 \). In particular, denote

\[
\varphi(X, Y) = (7 + \left(\frac{1+\sqrt{2}}{2}\right)^2)X^2 + \left(\frac{5\sqrt{2}}{2}X + Y\right)^2 + \left((5 + \sqrt{n})X + \frac{1+\sqrt{2}}{2}Y\right)^2
= \frac{3n + 77 + 26\sqrt{n}}{2}X^2 + (10 + n + 7\sqrt{n})XY + \frac{n + 5 + 2\sqrt{n}}{4}Y^2.
\]

Then \( \ell(\varphi) = 7 \), i.e. \( \varphi \) is a sum of 7, but not of 6 squares of binary linear forms.

Proof. The fact that \( \varphi \) is a sum of seven squares is clear from the first representation, since \( 7 + \left(\frac{1+\sqrt{2}}{2}\right)^2 \) is a sum of five squares. So it remains to show that \( \varphi \) is never a sum of six or less squares.

First we solve the cases \( n \leq 53 \). We define the biquadratic field \( K = \mathbb{Q}(\sqrt{10}, \sqrt{11}) \). One integral basis of \( K \) is \( (1, \sqrt{10}, \frac{1+\sqrt{11}}{2}, \frac{1+\sqrt{11}}{2}) \), so \( \mathcal{O}_K = \mathcal{O}_F \cdot 1 + \mathcal{O}_F \cdot \sqrt{10} \). Instead of directly applying the inequality \( \mathcal{P}(\mathcal{O}_K) \leq g_{\mathcal{O}_F}(2) \), we use the simple idea from its proof: Put \( \alpha_{10} = \varphi(1, \sqrt{10}) \). By definition, this is a sum of seven squares in \( \mathcal{O}_K \); in fact, it is clear that \( \ell_{\mathcal{O}_K}(\alpha_{10}) \leq \ell_{\mathcal{O}_F}(\varphi) \). By a direct computation (e.g. in Magma) as in Lemma 5.2 we easily check that \( \ell_{\mathcal{O}_K}(\alpha_{10}) = 7 \) for \( n = 17, 21, 29, 33, 37, 41 \) and 53. This means that \( \ell_{\mathcal{O}_K}(\varphi) \geq 7 \) in these cases.

Now we solve the cases \( 53 < n \leq 65 \). The previous approach fails, since \( \ell(\alpha_{10}) \) turns out to be 5 for all three \( n \) in question. However, we can use the same trick with 10 replaced by 11: By the same direct computation we check that \( \alpha_{11} = \varphi(1, \sqrt{11}) \)
has length 7 for \( n = 57, 61 \) and 65. (While for \( n = 73 \), this trick again fails, and, surprisingly, even replacing 11 by 14, 15, 19, 22, 23, 26, 30 or 31 is useless.)

Now comes the main part of the proof, for \( n \geq 73 \). Consider a representation of \( \varphi \) as a sum of squares of linear forms, i.e. \( \varphi(X, Y) = \sum_i (x_i X + y_i Y)^2 \) with \( x_i, y_i \in \mathcal{O}_F \).

By comparing the coefficients of \( Y^2 \) one gets \( \sum y_i^2 = \frac{5+n}{4} + \frac{\sqrt{n}}{2} \). The number on the right decomposes uniquely as a sum of squares, namely as \((\pm 1)^2 + (\pm 1+\sqrt{n})^2\); therefore, after possibly transferring the signs to the \( x_i \) and reordering the terms, the decomposition must be of the form

\[
\varphi(X, Y) = (x_1 X + Y)^2 + (x_2 X + \frac{1+\sqrt{n}}{2} Y)^2 + \sum_{i>2} (x_i X)^2.
\]

Before we proceed, observe that it suffices to show that \( x_1 = \frac{5+\sqrt{n}}{2} \) and \( x_2 = 5+\sqrt{n} \):

Once this is proven, one has \( \sum_{i>2} x_i^2 = 7 + \left(\frac{1+\sqrt{n}}{2}\right)^2 \), which requires at least five squares in \( \mathcal{O}_F \), see [18] p. 161.

Comparing the coefficients of \( XY \) yields \( x_1 + x_2 \frac{1+\sqrt{n}}{2} = \frac{10+n+7\sqrt{n}}{4} \), which we rearrange as

\[
x_1 = \frac{10 + n + \sqrt{n}}{2} - \frac{1 + \sqrt{n}}{2} x_2.
\]

This means that it only remains to show \( x_2 = 5 + \sqrt{n} \).

Let us now focus on the equality \( \frac{10+n+7\sqrt{n}}{4} = \sum x_i^2 = \left(\sum (a_i+b_i+\sqrt{n})^2\right)^2 \) where \( a_i \equiv b_i \pmod{2} \). It can equivalently be rewritten as a system of two Diophantine equations (with the above parity condition):

\[
\sum a_i^2 + n \sum b_i^2 = 154 + 6n,
\]

\[
\sum a_i b_i = 26. \tag{5.3}
\]

Looking at (5.3) modulo 4, we see that there must be a nonzero even number of indices \( i \) such that \( a_i \equiv b_i \equiv 1 \pmod{2} \). In particular, \( \sum b_i^2 \) is an even number. Also, \( \sum a_i^2 \geq 2 \).

We shall now prove that \( \sum b_i^2 \leq 6 \). If not, then \( \sum b_i^2 \geq 8 \), so (5.2) gives \( 2 + 8n \leq 154 + 6n \), a contradiction for \( n \geq 77 \). It remains to deal with \( n \leq 73 \). In this case, \( \sum b_i^2 \geq 10 \) is impossible, so we have \( \sum b_i^2 = 8 \); then \( \sum a_i^2 = 8 \) by (5.2).

By Cauchy–Schwarz inequality, \( |\sum a_i b_i| \leq \sqrt{8} \cdot 8 = 8 \), which contradicts (5.3).

So we indeed have \( \sum b_i^2 \leq 6 \) for \( n \geq 73 \). In particular, \( |b_i| \leq 2 \) for every \( i \).

Rewrite now (5.1) explicitly as \( x_1 = (5 - \frac{a_2}{4} + n \frac{2+4b_2}{4}) + \sqrt{n}(\frac{7}{2} - \frac{a_2+4b_2}{4}) \), i.e. \( a_1 = 10 - \frac{a_2}{2} + n \frac{2+4b_2}{2} \) and \( b_1 = 7 - \frac{a_2+4b_2}{2} \). Since \( |b_1|, |b_2| \leq 2 \), triangle inequality applied to the second equation gives \( |a_2| \leq 14 + |b_2| + |2b_1| \leq 20 \). Therefore, the first equation yields \( a_1 \geq n \frac{2-4b_2}{2} \).

We now show that \( b_2 = 2 \): If not, then \( b_2 < 2 \), so \( a_1 \geq \frac{n}{2} \). However, plugging this in (5.2) yields \( \frac{1}{4}n^2 \leq 154 + 6n \), which is a contradiction for \( n \geq 40 \).

Having proven \( b_2 = 2 \), we are almost done. It only remains to determine the even number \( a_2 \). Combining \( \sum b_i^2 \leq 6 \) with the fact that there are at least two indices \( i \) such that \( b_i \) is odd, one sees that necessarily \( \sum b_i^2 = 6 \). We have \( b_1 = 6 - \frac{a_2}{2} \). Since \( |b_1| \leq 1 \) and \( a_2 \) is even, there are only three possibilities for \( a_2 \).

First assume \( a_2 = 14 \). Plugging \( \sum b_i^2 = 6 \) into (5.2), we get \( \sum a_i^2 = 154 \), so our value of \( a_2 \) is impossible.
The second option is \( a_2 = 12 \). In this case, \( a_1 = 10 - \frac{12}{2} + n\frac{2-2}{2} = 4 \), so \( a_1^2 + a_2^2 = 16 + 144 = 160 \), which again contradicts the equality \( \sum a_i^2 = 154 \).

The only remaining case is \( a_2 = 10 \). This means \( x_2 = \frac{a_2 + b_2 + \sqrt{n}}{2} = 5 + \sqrt{n} \), and we get \( x_1 = \frac{5 - \sqrt{n}}{2} \). Thus \( (x_1X + y_1Y)^2 \) and \( (x_2X + y_2Y)^2 \) are exactly the second and third term in the original definition of \( \varphi \), and we already explained that the first term requires at least five more squares. 

**Proof of Theorem 1.4.** The upper bound \( G_{\mathbb{Q}_p}(2) \leq 7 \) is in Lemma 5.1 (1). Part (2) of the same Lemma gives the lower bound \( G_{\mathbb{Q}_p}(2) \geq 7 \) for \( n \not\equiv 1 \pmod{4}, n \geq 10 \). For \( n = 6, 7, 13 \), the lower bound is contained in Lemma 5.2 and for the remaining \( n \equiv 1 \pmod{4} \) in Proposition 5.3. 
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