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Abstract—Federated learning makes it possible to train a machine learning model on decentralized data. Bayesian networks are widely used probabilistic graphical models. While some research has been published on the federated learning of Bayesian networks, publications on Bayesian networks in a vertically partitioned data setting are limited, with important omissions, such as handling missing data. We propose a novel method called VertiBayes to train Bayesian networks (structure and parameters) on vertically partitioned data, which can handle missing values as well as an arbitrary number of parties. For structure learning we adapted the K2 algorithm with a privacy-preserving scalar product protocol. For parameter learning, we use a two-step approach: first, we learn an intermediate model using maximum likelihood, treating missing values as a special value, then we train a model on synthetic data generated by the intermediate model using the EM algorithm. The privacy guarantees of VertiBayes are equivalent to those provided by the privacy preserving scalar product protocol used. We experimentally show VertiBayes produces models comparable to those learnt using traditional algorithms. Finally, we propose two alternative approaches to estimate the performance of the model using vertically partitioned data and we show in experiments that these give accurate estimates.
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1 INTRODUCTION

Federated learning is a field that recently rose to prominence due to the increased focus on data-hungry techniques, privacy concerns and protection of the data [1] [2]. Using federated learning, it is possible to train a machine learning model without needing to collect the data centrally [1]. Since it rose to prominence, various techniques for training a model on centrally collected data have been adapted to be used on data that is either horizontally or vertically partitioned [3]. Data is said to be horizontally partitioned if multiple parties collect the same variables though from different individuals, e.g., two hospitals who want to build a model to predict heart failure. It is said to be vertically partitioned when multiple parties collect different variables about the same individuals, for example, data from a hospital and from a health insurance company where both parties have unique variables about the same patients.

A type of model that can benefit from federated learning are Bayesian networks. Bayesian networks are probabilistic graphical models that have been widely used in artificial intelligence [3]. They are popular because they can be built, verified, or improved, by combining data with existing expert knowledge. For example, medical doctors can manually create the network structure, ensuring it models already known dependencies correctly, while the conditional probability distributions are estimated from data. Thanks to its graphical representation and probabilistic reasoning, it is also a relatively intuitive model for non-technical personnel. This makes it very useful in scenarios where non-technical personnel needs to make decisions based on the model, for example when used as a tool to inform healthcare policies.

While research has been published on federated learning of Bayesian networks [4] [5] [6] [7], publications on Bayesian networks trained on vertically partitioned data (also referred to as heterogeneous data in the literature) are limited. For example, to the best of our knowledge there are no published approaches to train a Bayesian network from vertically partitioned data with missing values. Furthermore, the published work on vertically partitioned data, has focused on scenarios involving only two parties. In this article, we propose a novel method called VertiBayes to train Bayesian networks on vertically partitioned data, which can handle missing values as well as an arbitrary number of parties. We will then discuss the strengths and limitations of our proposal.

2 METHODS

In this section, we will start by shortly explaining how a Bayesian network is generally trained in a central setting. After this we will discuss how the various methods used to build and validate a Bayesian network can be adapted to a vertically partitioned federated setting.
2.1 Training a Bayesian network

Training a Bayesian network consists of two phases: structure learning and parameter learning. The first phase, structure learning, consists of determining the structure of the graph (i.e., the set of links between variables) and can be done either manually, using expert knowledge, or automatically, using algorithms such as K2 [8]. The second phase is the so-called parameter learning. In this phase, the conditional probability distributions (CPDs) for each node in the network are determined. Throughout this paper, we will focus on CPDs in the form of conditional probability tables (CPTs) as these are the most common form of CPD.

In the next subsections, we will discuss how this is done in a centrally trained scenario. After which we will discuss how these methods need to be adapted for the federated scenario.

2.1.1 Structure learning

The structure of a Bayesian network can be either determined manually or learnt using an algorithm. Here, we focus on the latter, since the former does not involve data analysis. One of the most popular structure learning algorithms is K2, which performs a heuristic search for a viable structure by scoring potential parent nodes for a given node and step-wise adding the highest scoring parent [8]. The scoring function used in K2 is described in equation below.

\[ f(i, \pi_i) = \prod_{j=1}^{q_i} \frac{(r_i - 1)!}{(N_{ij} + r_i - 1)!} \prod_{k=1}^{r_i} a_{ijk}! \]  

where \( p_i \) is the set of parents of node \( x_i \), \( q_i \) is the number of possible instantiations of the parents of \( x_i \) present in the data, \( r_i \) is the number of possible values the attribute \( x_i \) can take, \( a_{ijk} \) is the number of cases in the dataset where \( x_i \) has its \( k^{th} \) value and the parents are initiated with their \( j^{th} \) combination. \( N_{ij} = \sum_{k=1}^{r_i} a_{ijk} \), is the number of instances where the parents of \( x_i \) are initiated with their \( j^{th} \) combination.

It is important to note that the resulting structure depends on the order in which nodes are introduced into the K2 algorithm. As such, it is possible to construct different structures for the same data.

2.1.2 Parameter learning

There are two relevant scenarios to consider when performing parameter learning: with and without missing data. When there is no missing data, CPDs can be learned using the maximum likelihood [9]. To calculate the maximum likelihood for an attribute \( X \) with a set of parents \( Y \) one simply has to calculate: \( P(X = x_i|Y_i = y_i) = N_{(x_i,y)} / N(y_i) \), where \( N_{(x_i,y)} \) is the number of records where \( X = x_i \) and \( Y_i = y_i \) and \( N(y_i) \) is the number of records where \( Y_i = y_i \). In the presence of missing data, the maximum likelihood for training a Bayesian network is commonly estimated using algorithms such as Expectation Maximization (EM) [10][11]. The EM algorithm consists of the following two steps repeated iteratively until convergence is reached:

1) Estimate the likelihood of your data using your current estimates of the probabilities.
2) Update your estimates.

It is important to note that since this algorithm is a hill climbing-type algorithm, it can get stuck in local optima. Therefore, it is good practice to run the algorithm several times with different random initializations and use the best result [9].

2.2 Federated learning in a vertically split setting

Training a Bayesian network in a vertically partitioned federated setting introduces additional hurdles and concerns. First, we will discuss how to perform structure learning. In the second subsection, we will discuss parameter learning.

2.2.1 Structure learning

As mentioned previously, structure learning can be done using the K2 algorithm. In this subsection, we will discuss how to adapt the K2 algorithm to a vertically partitioned scenario. To solve this equation, the following information needs to be collected:

1) The number of possible values for the attribute \( X \).
2) The number of instances that fulfill \( X = x_i \) and \( Y = y_i \), where \( X \) is the child attribute, \( x_i \) is a given value for \( X \), \( Y \) is the set of parent attributes, and \( y_i \) is a given set of assigned values to \( Y \). This needs to be calculated for every possible set \( j \).

The number of possible values of attribute \( X \) can be calculated trivially without revealing any important information to an external party in a vertically split federated setting as all relevant information is available locally at one party.

To calculate the number of instances that fulfill \( X = x_i \) and \( Y = y_i \), (the number of instances for each possible value of \( X \) for each possible configuration of \( X \)’s parents) one has to calculate the number of instances that fulfill certain conditions across different datasets. Fortunately, this problem can be solved using a privacy preserving scalar product protocol and calculating the scalar product of vectors, one for each site, where each individual is represented as 1 or 0 depending on whether they fulfill the local conditions (in this case whether the child and parent nodes have the appropriate values). Earlier research has used this approach to calculate the information-gain when training a decision tree [12], which at its root, poses the same problem we face here.

Various variants of the privacy preserving scalar product protocol have been published [12][13][14][15][16]. Most of these focus on 2-party scenarios but variants do exist for \( N \) parties [17]. These methods have different advantages and disadvantages, such as different privacy guarantees and risks, different runtime complexities, and different communication cost overheads. Because of this, the preferred method will differ per scenario. A K2 implementation using one of these protocols will have the same privacy guarantees and risks but will pose no additional privacy concerns beyond those posed by the chosen protocol.

2.2.2 Parameter learning

During parameter learning, the actual CPDs will be calculated. There are two scenarios that need to be considered: with and without missing values. EM works under the assumption that data is missing at random or missing completely at random.
2.2.2.1 Without missing values: As discussed earlier, parameter learning without missing values can be done by calculating the maximum likelihood for various attribute values. This means calculating for each node $i$, $N_{ij}$, the number of samples for each possible configuration of the parents of node $i$ and $N_{ijk}$ the number of samples for each possible configuration of the parents where the value is $k$, for each possible value of the node. $N_{ijk}$ can be calculated by simply summing the various $N_{ij}$ values. For the sake of performance it is advised to do this. These can be calculated using the scalar product protocol as explained earlier when describing the solution for K2. As such, performing parameter learning in a vertically split federated scenario with no missing values is not a problem and can be done without any significant additional privacy risks compared to the central variant beyond the risks involved in the scalar product protocol implementation used.

2.2.2.2 With missing values: In the presence of missing data, it is not possible to use the maximum likelihood and one has to use more sophisticated approaches such as the EM algorithm. As discussed earlier, this algorithm consists of two steps repeated iteratively. The E-step where the likelihood of the training data given the current estimates of the CPDs is calculated, and a M-step where the current estimates are updated.

To estimate the likelihood of the current estimates in the E-step the following equation needs to be solved:

\[ E = \prod_{i=1}^{n} P(d_i) = \prod_{i=1}^{p} \prod_{j=1}^{N_{ij}} P(x_{ij}|y_{ij}) \]  

(2)

where $n$ is the number of samples in the dataset, $p$ is the number of nodes in the network, $P(d_i)$ is the likelihood of the $i$-th sample, $x_{ij}$ is the value of the $j$-th node in the $i$-th sample, and $y_{ij}$ is the set of values of the parents of the $j$-th node in the $i$-th sample. The appropriate values $P(x_{ij}|y_{ij})$ need to be selected from the current estimate of the CPDs based on the attribute values of this particular sample.

However, selecting these in a vertically split federated setting is not trivial without revealing individual level data. In principle, it is possible to use the scalar product protocol to select the appropriate probability from the CPD without revealing the attribute values directly. This can be done by representing the CPD as one of the vectors used in the scalar product protocol, while the other vectors consists of 0’s and 1’s representing if this particular cell in the CPD is applicable given the local data each party has. Unfortunately, it should be noted that the selected probability from the CPD may not be revealed, as the probability might be unique in the table, which would allow a party to determine the values of the parents and the node simply by looking up the probability in the CPD. This means that the practical utility of this alternative is limited to scenarios in which the final model is never published.

Revealing the selected probability could be prevented by using fully homomorphic encryption and only decrypting once $P(d_i)$ has been calculated. However, this is impractical due to the high runtime complexity of current fully homomorphic encryption schemes, the runtime complexity of a privacy preserving scalar product protocol, the large number of scalar product protocols which would need to be executed for each $P(d_i)$, and the need to repeat this process for each E-step.

Therefore, we conclude that the EM algorithm cannot be easily applied in a vertically split federated scenario without severe limitations. Instead, we propose the following three-step solution, which we have dubbed VertiBayes.

1) Treat “missing” as a valid value and train an intermediate Bayesian network using maximum likelihood on the training data.
2) Generate synthetic data (including “missing” values) using this intermediate Bayesian network
3) Train the final model on this synthetic data using the EM algorithm

As discussed earlier, parameter learning in a vertically split federated setting without missing values is possible with the privacy guarantees provided by the privacy preserving scalar product protocol used. Generating synthetic data by using this intermediate model also does not add any additional privacy concerns compared to a centrally trained model, as this is a basic functionality of any Bayesian network. On the contrary, the final model has a reduced risk of data leak because it is trained on synthetic data. [18]

The proposed process, which is illustrated in Figure 1 allows us to train a Bayesian network in a vertically split federated setting with missing values without any additional privacy concerns compared to a centrally trained model. However, it should be noted that it is possible that a loss of signal may occur due to the three-step approach. In the experiment section, we will test if our proposed method avoids this potential pitfall.

![Fig. 1: Training process for VertiBayes](image_url)
2.3 Time complexity when training a model in a federated setting

A major downside to federated learning is that the time complexity is usually considerably worse compared to the centralized setting. This is unavoidable due to the extra overhead created by communication as well as the increased complexity introduced by the privacy preserving mechanisms. In this subsection, we will discuss the time complexity of VertiBayes.

In our implementation, there are two important factors to take into account. The first is the number of parties \( n \). This is a major bottleneck as the \( n \)-party scalar product protocol implementation we have used scales combinatorially in the number of parties.

The second important factor is the size of the CPDs that need to be calculated, as each unique probability that needs to be calculated requires a separate \( n \)-party scalar product protocol to be solved. As such, our implementation scales linearly in the number of probabilities that need to be calculated. The time complexity of various aspects for our implementation can be found in table 1.

Important to note is that the population size is not a main driver of the runtime. A relatively simple network trained on a small dataset, but with a high number of unique attribute values will have a significantly longer runtime than a more complex network with few unique attribute values. This is because the overall time complexity is dominated by the number of scalar product protocols and subprotocols, which is independent of the population size, but dependent on the number of probabilities that need to be calculated. Finally, it is important to note that there is ample room for parallelization to improve the running time as each scalar product protocol that is needed for VertiBayes is fully independent and can easily be run in parallel.

2.4 Federated classification and model validation

The process of using the model to classify new instances in a federated setting is itself a complex problem that depends strongly on the type of model used. In this subsection, we will discuss the methods that are available to classify an individual in a vertically partitioned setting using a Bayesian Network and the implication this has for the validation of the model.

Classification of new samples using a Bayesian Network in a vertically partitioned federated setting suffers from the same issues as the expectation step in the EM algorithm. To classify an instance from vertically partitioned data, we need to select the appropriate probabilities from the CPD. As discussed before, doing this without revealing data to other parties would require a combination of intricate data representation, the scalar product protocol, and fully homomorphic encryption. While this might be feasible when classifying one instance at a time, it is not practical when classifying a large number of instances in batch or when the Bayesian network is particularly complex. This has major consequences for the validation of a new model in a federated setting. As such, whenever possible the validation should be done using a publicly available dataset which avoids the need for privacy preserving measure during validation. If such a dataset is not available, we propose two different approaches, “Synthetic Cross-fold Validation” (SCV) and “Synthetic Validation Data Generation” (SVDG), to validate the model in a privacy preserving manner.

SCV uses the synthetic data generated by the intermediate Bayesian network as both training and validation data by executing the EM training using k-fold cross validation. However, it is possible that this results in overfitting on the synthetic data and therefore the performance estimate may be biased by the intermediate Bayesian network.

SVDG splits the private dataset into training and validation sets. It will then train a Bayesian network on the training set in a federated manner as normal. On the validation set, it will train a federated network using only the federated maximum likelihood approach. We can then use the Bayesian network trained on the validation set to generate a synthetic validation dataset. This approach reduces the risk of overfitting the previous approach suffered from but may lead to biased estimates if the synthetic validation set is not representative of the original validation set. These approaches avoid leaking real data, but as mentioned, they may not be viable in practice. An illustration of the two new approaches can be seen in Figure 2.

In the next section, we will perform experiments to validate that VertiBayes results in networks with similar performance as a centrally trained model. We will also verify if the two new approaches to validation give the same results as the validation on the public data, and if there are scenarios where they are inappropriate due to the aforementioned risks.

2.5 Experimental setup

In order to validate our proposed approach, we have implemented it in a combination of Java and Python\(^1\) using Vantage6 [19] and ran a number of experiments. Vantage6 is an open-source infrastructure for privacy preserving federated learning which utilizes Docker. We compare the performance of our algorithm with a centrally trained Bayesian network using WEKA [20], a machine learning library written in Java.

2.5.1 Structure learning

To validate our federated implementation of the K2 algorithm we ran experiments using the Iris [21], Asia [22], Alarm [23], and Diabetes [24] datasets. As K2 is deterministic and dependent on the order in which the nodes are put into the algorithm we ensured this was the same for both the federated and centrally trained model and then compared the resulting structures.

2.5.2 Parameter learning

In our experiments regarding parameter learning, we have used the Iris [21], Asia [22], Alarm [23], and Diabetes [24] datasets. In the case of the Iris dataset, we predict the “label” attribute, for Asia we predict “lung”, for Alarm we will be

1. Our code can be found in the following two git repositories:
   - Main algorithm code: https://github.com/MaastrichtU-CD5/VertiBayes
   - Vantage6 wrapper code: https://github.com/MaastrichtU-CD5/VertiBayes_vantage6
TABLE 1: Time complexity

| Number of Scalar product protocols | $O(m)$, where $m$ is the number of unique parent-child value combinations for which a probability needs to be calculated |
|-----------------------------------|------------------------------------------------------------------------------------------------------------------|
| Number of scalar product subprotocols per protocol | $O(n! \times \binom{n}{x} \times n!)$, for each $x$, $2 < x < n$, where $n$ is the number of parties involved in the protocol |
| Number of multiplications per subprotocol | $O(p \times n \times (n-1))$, where $p$ is the population size, and $n$ is the number of parties involved in the protocol |

Fig. 2: Flow diagrams for proposed validation procedures SCV (left) and SVDG (right)

predicting “BP” and for Diabetes we will predict “outcome”. The Iris dataset contains 150 samples, the Diabetes dataset contains 768 samples, while the other two datasets contain data of 10,000 samples. The Asia and Alarm datasets come with a predefined structure. The Iris dataset uses a naive Bayes structure. The Diabetes dataset also uses a predefined structure.

Both the Iris and Diabetes dataset contain continuous variables. For the sake of a fair comparison between the central and federated models, these were discretized into bins before starting our experiments, where each bin contains at least 10% of the total population as well as a minimum of 10 individuals. If the last bin cannot be made large enough to fulfill these criteria it is simply added to the previous bin. In the case of a dataset of less than 10 individuals, the bin will simply contain all possible values. For our experiments the bins were predefined alongside the predefined network structure, but the bins can also be generated on the fly during the training of the federated model using the same discretization strategy. The simplicity of this strategy allows it to be executed without needing additional privacy preserving mechanics. However, it should be noted that this is not the best possible discretizing strategy. For example, a model using the Minimum Description Length method (MDL) [25] for discretization, or utilizing expert knowledge, might outperform this setup.

Slight variations of this discretization strategy were used in preliminary experiments. However, we will not list the results of those variants here as they produced similar results.

To test the effect of missing values we have done experiments where we randomly set 0%, 5%, 10% and 30% of the values to missing. The performance of the models is measured by calculating the area under receiver operating characteristics curve (AUC). The centrally trained model is internally validated using 10-fold cross validation. The federated model is validated using the two different validation approaches described in the last section; it is also validated against a “public” central dataset, which is simply the left-out fold from the original dataset. All of these approaches use 10-fold cross validation. We also compare the Akaike information criterion (AIC) [26] values of the network for their original (private) training data. This is done to determine if there is any difference in the CPDs used by the two
models.

For all of these experiments the data is randomly partitioned over two parties by dividing the original dataset into two equally large sets of attributes.

3 RESULTS

The results of our experiments can be found in this section. First we will discuss the results of the structure learning experiments. After that we will cover the experiments regarding parameter learning.

3.1 Structure learning

The federated implementation of the K2 algorithm consistently resulted in the same structure as the centrally trained model for all datasets.

3.2 Parameter learning

Table 2 shows the results of our parameter learning experiments. It lists the AUC for the centrally trained model, as well as the AUC’s for the various (federated) validation schemes. The AUC’s of the federated model are listed in bold if the difference with the central model is larger than 0.05. The AIC is shown for the centrally trained model, this is compared to the AIC for the federated model trained. The difference between the central and federated AIC is listed in bold if the difference is at least 5%. An AIC closer to 0 is better. A negative percentage in the AIC difference column indicates the federated model performed better.

4 DISCUSSION

In this paper, we have proposed a novel method to train Bayesian networks in a federated setting using vertically partitioned data with missing values. We have shown that it is possible to perform both structure and parameter learning of Bayesian networks in such a setting with reasonable accuracy. Structure learning can be performed by adapting any of the existing structure learning algorithms to use a secure multiparty computation algorithm. In this study, we used a protocol within the K2 algorithm, but the same approach could be applied to other score-based algorithms or even constraint-based algorithms such as the PC algorithm [27]. Parameter learning requires one of two approaches. When there is no missing data present, the scalar product protocol can be used directly to compute the maximum likelihood, or when missing data is present the three-step solution described in section 2.2 can be applied. We will now discuss the performance of VertiBayes compared to a centrally trained model as well as the limitations in terms of scalability. Lastly, we will discuss the sensitive information that may be leaked by any Bayesian network and the limitations this brings in a federated setting.

4.1 Model performance and validation

Our experiments show that the resulting models produced by VertiBayes are comparable to the centrally trained models. As such, there is generally no meaningfull difference in terms of AUC or AIC. Furthermore, the experiments show that it is possible to validate the model in a privacy-preserving manner despite it being impossible to efficiently classify an individual in a privacy-preserving manner.

It is however important to note that in certain edge-cases some validation approaches can show unreliable results. For example, the SVDG approach can cause problems when the test-folds are too small and the bins are generated on the fly while training, as opposed to working with pre-defined bins. If there are not enough individuals in the test-set to create multiple accurate bins on the fly this strategy will result in a loss of information. This was most notable when running the preliminary experiments with the Iris dataset, which is quite small.

Similarly, the model ran into problems using the SCV approach whenever the CPDs become too large because a node has multiple parents with a significant amount of bins. This is notable in the results of the Diabetes model. Certain nodes with multiple parents would end up with CPDs that contained more cells than there are individuals in the dataset. This led to an overestimation of the AUC if the SCV approach was used. However, this was not an issue when utilizing the SVDG approach, due to the stronger separation between training and validation data. Using larger bins can alleviate this problem to some extent. However, the bins cannot be made arbitrarily large as this will eventually cause a loss of information. Using expert-knowledge based discretization strategies tailored to each dataset, or a better automatic discretization strategy such as the MDL method mentioned earlier, would help avoid these problems.

These problems of overfitting and loss of information, show that it is extremely important to have an appropriate discretization strategy. So long as the potential pitfalls surrounding discretization are addressed, VertiBayes can be used to train and validate a Bayesian network in a vertical federated setting.

4.2 Scalability

Any algorithm that is adapted to a federated setting will be slower than the central counterpart due to the overhead caused by the protocols used to protect privacy. Our experiments confirmed the potential issues we brought up in section 2.3 when we discussed the theoretical time complexity.

The effects of population-size proved to be negligible. The effects of the complexity of the network structure, that is to say the number of nodes and links within the network, is only relevant in so much that it creates more probabilities to calculate. As such, it runs in comparable time as the experiment that simply adds a few additional values to calculate. As such, it runs in comparable time as the experiment that simply adds a few additional values to reach the same number of probabilities. As expected, the size of the CPDs that had to be calculated had the greatest effect on the total runtime.

This does mean that there are practical limitations to using VertiBayes, as it may take too long to train a large network. However, it should be noted that in certain settings
TABLE 2: Results of the experiments.
The experiments are grouped per dataset. The AUC is represented for the centrally trained model, as well as the two federated validation schemes; “Synthetic Cross-fold Validation” (SCV) and “Synthetic Validation Data Generation” (SVDG). AUC values are listed in bold if they differ more than 0.05 from the central model. An AIC closer to 0 is better, a negative percentage in the AIC difference column indicates the federated model was better. This value is listed in bold if the difference between the federated AIC and the central AIC is at least 5%.

| Dataset | Missing data level | Centrally trained | Federatedly trained | SVDG validation |
|---------|--------------------|-------------------|---------------------|-----------------|
|         |                    | Public validation | Public validation   | SCV validation  |
|         | 0                  | 0.92              | 0.91                | 0.91            |
| Alarm   | 0.05               | 0.88              | 0.89                | 0.88            |
| population size: 10000 | 0.01 | 0.85              | 0.86                | 0.86            |
|         | 0.3                | 0.76              | 0.76                | 0.76            |
| Asia    | 0                  | 1.00              | 1.00                | 1.00            |
| population size: 10000 | 0.01 | 0.69              | 0.7                 | 0.7             |
|         | 0.3                | 0.59              | 0.56                | 0.59            |
| Diabetes| 0.1                | 0.70              | 0.74                | 0.70            |
| population size: 768       | 0.01 | 0.75              | 0.72                | 0.72            |
|         | 0.3                | 0.63              | 0.64                | 0.6             |
| Iris    | 0.01               | 0.87              | 0.86                | 0.86            |
| population size: 150       | 0.01 | 0.8               | 0.89                | 0.85            |
|         | 0.3                | 0.98              | 0.99                | 1.00            |

A longer runtime might still be acceptable. For example, it is perfectly acceptable that training a model for use in a clinical setting takes an extended amount of time.

4.3 Sensitive information in published Bayesian networks

Publishing a Bayesian network, or any machine learning model, will reveal certain information about the training data, regardless of how the network is trained. When publishing a Bayesian network two important aspects will be revealed: the network structure and the CPDs. The network structure will only reveal which conditional dependencies exist amongst attributes, which is not sensitive data in most scenarios. The CPDs on the other hand, can potentially be used to reconstruct individual level data from the training set, when the probabilities in the CPD’s are based on one, or a few individuals. An effective countermeasure is using k-anonymity [28] to ensure that each probability in the CPDs represents a minimum amount of samples and that no probabilities of 0 or 1 are present in the CPDs. Such probabilities make it considerably easier to deduce individual level data, and they can also lead to artifacts when using the network. Lastly, a public Bayesian network can be used by one of the parties that participated in the training to guess (although not reconstruct) the data of the other parties based on their own data. Similarly, any third party with partial data can use the final model to estimate the missing values in his dataset. This is unavoidable and it should be taken into consideration when decisions are made about which models are to be made public.

These concerns imply that there are practical limits to what privacy preserving techniques should aim for. Trying to prevent any and all privacy issues using privacy preserving techniques during the training phase is futile when models are made public as the models themselves will always reveal some information.

5 Conclusion

In this paper, we have proposed a novel approach to train Bayesian network parameters from a vertically partitioned data set with and without missing values. This method can deal with an arbitrary number of parties, only limited by the runtime. We have shown that there are no additional privacy risks compared to a centrally trained model beyond the ones presented by the specific privacy preserving scalar product protocol implementation used. Our experiments show there are no meaningful differences in performance between models trained with VertiBayes and models trained centrally, provided continuous variables are adequately discretized. They also show it is possible to estimate the performance of a model with vertically partitioned data with a reasonable accuracy. As such, VertiBayes is a useful tool for training Bayesian networks in a vertically partitioned setting.

6 Future Work

When using the model in a federated setting with a vertical split, it is currently not possible to efficiently classify or predict a new instance in a privacy preserving manner using a Bayesian network. It would be beneficial if a solution for this was found and implemented. In addition to this, VertiBayes could be improved by implementing more advanced discretization methods, such as MDL, in a vertically partitioned setting as our current implementation relies either on a very basic automatic discretization approach or the use of experts, which may not be the best discretization approach possible. Lastly, the impact of different missing data mechanisms on our proposed approach should be investigated. In this article we used data that missed completely at random, however, we did not look at other missing mechanisms, such as missing at random. It would be worthwhile to investigate whether this significantly influences the performance of the resulting model.
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