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Abstract

We give a new analytical proof of the Morse index theorem for geodesics in Riemannian manifolds.

1 Introduction

Let $(M, g)$ be a Riemannian manifold of dimension $n \in \mathbb{N}$, Levi-Civita connection $\nabla$ and curvature $R$. Following Klingenberg’s monograph [Kl95], we denote by $\Omega_{pq}$ the space of all $H^1$-paths in $M$ joining two given points $p \neq q \in M$, and we recall that $\Omega_{pq}$ carries a natural differentiable structure of a Hilbert manifold such that the energy functional

$$E : \Omega_{pq} \to \mathbb{R}, \quad E(\gamma) = \frac{1}{2} \int_0^1 g(\gamma'(x), \gamma'(x)) \, dx$$

is smooth. Since the geodesics $\gamma : I \to M$ joining $p$ and $q$ are precisely the critical points of $E$, they play an important role for studying the topology of $\Omega_{pq}$ by Morse-theoretic methods. Here and subsequently, $I$ denotes the unit interval $[0, 1]$. Given a critical point $\gamma \in \Omega_{pq}$, we can build the associated Hessian $D^2_\gamma E$ of $E$ at $\gamma$, which is a bilinear form on the tangent space $T_\gamma \Omega_{pq}$ at $\gamma$. The index $\mu(\gamma)$ is by definition the Morse index of $D^2_\gamma E$, that is, the dimension of a maximal subspace of $T_\gamma \Omega_{pq}$ on which the quadratic form induced by $D^2_\gamma E$ is negative definite. The fundamental theorem of Morse theory states that if $M$ is complete and $D^2_\gamma E$ is non-degenerate at all critical points, then $\Omega_{pq}$ has the homotopy type of a countable CW-complex which contains one cell of dimension $\lambda$ for each geodesic from $p$ to $q$ of index $\lambda$ (cf. [Mi69, Theorem 17.3]). Consequently, it is important to know the Morse index of a geodesic, and the famous Morse index theorem asserts that $\mu(\gamma)$ is just the total number of conjugate points along $\gamma$. This allows to compute the Morse index for geodesics in various types of manifolds $M$ (cf. eg. Part IV of Milnor’s monograph [Mi69]).

Nowadays several proofs of the Morse index theorem are known. The oldest reference of which we are aware is Morse’s classical work [Mo29] (cf. also [Mo34]). Different proofs were provided later on, for example by Ambrose [Am61], Duistermaat [Du76] and Osborn [Os67], [Os69]. Smale proved in [Sm63], [Sm67] a Morse index theorem for strongly elliptic differential operators acting on Euclidean bundles over Riemannian manifolds with boundary, which reduces to the assertion for geodesics if the underlying manifold is the unit interval. Later Uhlenbeck [Uh73] and Swanson [Sw78a], [Sw78b] developed new proofs of Smale’s theorem. Most of these proofs of the Morse
index theorem either use domain monotonicity properties of eigenvalues for strongly elliptic operators or intersection theory in Grassmannian manifolds.

Another direction of research around the Morse index theorem was initiated by Helfer in [He94], who studied geodesics in semi-Riemannian manifolds and observed that the number of conjugate points along geodesics can now be infinite. Consequently, the classical Morse index theorem does not extend to semi-Riemannian manifolds. However, Helfer proved a generalisation which in particular covers the classical result for Riemannian manifolds. General Morse index theorems for geodesics in semi-Riemannian manifolds were later proved by Piccione and Tausk (cf. [PT02] and the references therein), and by the first author in collaboration with Musso and Pejsachowicz [MPP05] (cf. also [Wa12] for a $K$-theoretic proof of it). Of course, also these theorems reduce to the classical one for geodesics in Riemannian manifolds. In the latter case this follows from [MPP05, Prop. 3.4] and the slightly hidden computation in the last paragraph of page 97 in [MPP05], if one uses the fact that conjugate points are now isolated (cf. Prop. 2.2 in [MPP05]).

The aim of this article is to introduce a new proof of the the Riemannian Morse index theorem, which combines certain ideas from [MPP05] with arguments recently obtained by the authors in [PW13] and [PW14], respectively. The outcome is a proof which is based on an essentially well known assertion about the Morse index of quadratic forms in Hilbert spaces coming from variational bifurcation theory [FPR99] (cf. also [Ra89, Thm. 7.3]). We recall this fact in Section 3.1 in order to make our presentation self-contained, particularly for differential geometers. Subsequently, the proof of the equality of $\mu(\gamma)$ and the total number of conjugate points along $\gamma$ boils down to an elementary computation which we show in Section 3.2. Let us point out that our proof neither uses the domain monotonicity of eigenvalues of strongly elliptic equations nor arguments from intersection theory.

2 The Morse index theorem

As before, we follow the presentation of Klingenberg’s monograph [Kl95]. The Sobolev space $H^1(I, \mathbb{R}^n)$ of all absolutely continuous curves having a square integrable derivative is a Hilbert space with respect to the scalar product

$$\langle \gamma_1, \gamma_2 \rangle_{H^1(I, \mathbb{R}^n)} = \langle \gamma_1, \gamma_2 \rangle_{L^2(I, \mathbb{R}^n)} + \langle \gamma_1', \gamma_2' \rangle_{L^2(I, \mathbb{R}^n)}.$$  \hspace{1cm} (2)

Let $H^1(I, M)$ be the set of all curves $\gamma : I \to M$ which belong to $H^1(I, \mathbb{R}^n)$ with respect to charts. There is a natural smooth atlas on $H^1(I, M)$ having $H^1(I, \mathbb{R}^n)$ as model space, where the charts are defined by means of the exponential map on $M$. The tangent space $T_\gamma H^1(I, M)$ at an element $\gamma \in H^1(I, M)$ can be identified canonically with the space of all $H^1$-curves along $\gamma$, that is, the space of all $\eta \in H^1(I, TM)$ such that $\pi \circ \eta = \gamma$, where $\pi : TM \to M$ denotes the projection of the tangent bundle of $M$.

Let us now consider two points $p \neq q \in M$. Since the endpoint evaluation

$$P : H^1(I, M) \to M \times M, \ \gamma \mapsto (\gamma(0), \gamma(1))$$

is a submersion, it follows that $\Omega_{pq} := P^{-1}(\{p, q\})$, which is the set of all curves joining $p$ and $q$, is a $2n$-codimensional smooth submanifold of $H^1(I, M)$ having the model space

$$H^1_0(I, \mathbb{R}^n) = \{\gamma \in H^1(I, \mathbb{R}^n) : \gamma(0) = \gamma(1) = 0\}.$$

Moreover, the tangent space $T_\gamma \Omega_{pq}$ can be identified with the space of all $H^1$ vector fields along $\gamma$ that vanish at $\gamma(0)$ and $\gamma(1)$. The energy functional $\Pi$ is a smooth map on $\Omega_{pq}$ and the critical
points of $E$ are the geodesics between $p$ and $q$. Let now $\gamma \in \Omega_{pq}$ be a geodesic. The Hessian at the critical point $\gamma$ of $E$ is the bilinear form

$$D^2_E : T_\gamma \Omega_{pq} \times T_\gamma \Omega_{pq} \to \mathbb{R}$$

given by

$$D^2_E(\xi, \eta) = \int_0^1 g\left(\frac{\nabla}{dx} \xi(x), \frac{\nabla}{dx} \eta(x)\right) dx - \int_0^1 g(R(\gamma'(x), \xi(x))\gamma'(x), \eta(x)) dx.$$  \hspace{1cm} (3)

We denote by $\mu(\gamma)$ the Morse index of $\gamma$, which is the dimension of the maximal subspace of $T_\gamma \Omega_{pq}$ on which the quadratic form induced by $D^2_E$ is negative definite. Let now $\Gamma(\gamma)$ be the space of all smooth vector fields along $\gamma$, and consider the Jacobi equation

$$\frac{\nabla^2}{dx^2} \xi(x) + R(\gamma'(x), \xi(x))\gamma'(x) = 0, \quad x \in I,$$  \hspace{1cm} (4)

for vector fields $\xi \in \Gamma(\gamma)$. Let us recall that an instant $t \in I$ is said to be conjugate if $m(t) = \dim\{\xi \in \Gamma(\gamma) : \xi$ satisfies $\mathbf{4}, \xi(0) = 0, \xi(t) = 0\} > 0$.

Finally, $\gamma$ is called non-degenerate if $m(1) = 0$. With all this said, we now can state the well known Morse Index Theorem:

**Theorem 2.1.** Let $\gamma$ be a non-degenerate geodesic. Then $m(t) = 0$ for all but a finite number of $t \in I$, and

$$\mu(\gamma) = \sum_{t \in I} m(t).$$

### 3 The proof

#### 3.1 Morse index and crossing forms

The aim of this section is to prove an abstract result about the Morse index of quadratic forms on Hilbert spaces, which will turn out to be more than half the battle for obtaining the Morse Index Theorem 2.1.

Concretely, let $H$ be a real Hilbert space and $q : H \to \mathbb{R}$ a bounded quadratic form, that is, there exists a bounded bilinear form $b : H \times H \to \mathbb{R}$ such that $q(u) = b(u, u)$, $u \in H$. We will assume throughout that the Riesz representation of $b$, which is the unique selfadjoint operator $L : H \to H$ that satisfies

$$b(u, v) = \langle Lu, v\rangle, \quad u, v \in H,$$

is of the form $L = I_H + K$, where $K : H \to H$ is compact and $I_H$ denotes the identity on $H$. Under this assumption, the Morse index of $q$,

$$\mu(q) = \sup \dim\{U \subset H : q(u) < 0, \ u \in U \setminus \{0\}\},$$  \hspace{1cm} (5)

is finite and coincides with the number of negative eigenvalues of $L$ counted according to their multiplicities. In what follows we will also denote the number $\mathbf{5}$ by $\mu(L)$. For later reference, let us point out the following three elementary properties of the Morse index:
which we are going to prove now. Since $L$ is orthogonal, we have $\mu(U^{-1}LU) = \mu(L)$.

ii) If $L$ is reduced by a splitting $H = H_0 \oplus H_1$, that is, $L(H_i) \subset H_i, i = 0, 1$, then

$$\mu(L) = \mu(L|_{H_0}) + \mu(L|_{H_1}).$$

iii) If $L_0, L_1$ belong to the same component of $GL_n^a(H) = \{I_H + K \in GL(H) : K \text{ compact, selfadjoint}\}$, then $\mu(L_1) = \mu(L_0)$.

Let us now assume that we can connect $K_1$ to an operator $K_0$ through a $C^2$ path $K_\lambda, \lambda \in I$, of compact selfadjoint operators. This induces a path of quadratic forms by

$$q : I \times H \to \mathbb{R}, \quad q_\lambda(u) = \langle L_\lambda u, u \rangle,$$

where $L_\lambda = I_H + K_\lambda$. We call an instant $\lambda \in I$ a crossing of $q$ if $\ker L_\lambda \neq \{0\}$, or equivalently, if $q_\lambda$ is degenerate. Moreover, we call a crossing $\lambda$ regular if the restriction of the quadratic form $q_\lambda : H \to \mathbb{R}$ to $\ker L_\lambda$ is non-degenerate, where $\cdot$ denotes the derivative with respect to the parameter $\lambda$. Note that $q_\lambda(u) = \langle K_\lambda u, u \rangle, u \in H$. The abstract result on the Morse index now reads as follows:

**Proposition 3.1.** If $q_0, q_1$ are non-degenerate and all crossings of $q$ in $I$ are regular, then there are only finitely many crossings of $q$ and

$$\mu(q_0) - \mu(q_1) = \sum_{\lambda \in I} \text{sgn} (q_\lambda |_{\ker L_\lambda}).$$  \hspace{1cm} (6)

In our proof of the Morse Index Theorem below we will join the quadratic form induced by $q_0$ to a positive definite one, and consequently the right hand side of (6) gives the Morse index.

**Proof.** That a regular crossing $\lambda_0$ of $q$ is isolated clearly follows from the assertion that there exist positive numbers $\varepsilon, c > 0$ such that

$$\|L_\lambda u\| \geq c|\lambda - \lambda_0|\|u\|, \quad |\lambda - \lambda_0| < \varepsilon, \quad u \in H,$$

which we are going to prove now. Since $L_{\lambda_0}$ is selfadjoint and has a closed range, we have an orthogonal decomposition $H = \ker L_{\lambda_0} \oplus \text{im} L_{\lambda_0}$. In what follows, we set for notational convenience $H_0 = \ker L_{\lambda_0}$. That (7) holds for all $u \in H_0$ and all $\lambda$ which are sufficiently close to $\lambda_0$ is an immediate consequence of the assumption that $q_{\lambda_0}$ is non-degenerate on $H_0$ and we leave the details to the reader. Let now $u \in \text{im} L_{\lambda_0} = H_0^\perp$ and let us denote by $P$ the orthogonal projection onto the closed subspace $H_0^\perp \subset H$. Since $GL(H_0^\perp)$ is open in the Banach space $L(H_0^\perp)$ of all bounded operators on $H_0^\perp, P L_\lambda P : H_0^\perp \to H_0^\perp$ is an isomorphism for all $\lambda$ sufficiently close to $\lambda_0$. Consequently, there exists $\varepsilon > 0$ and $c > 0$ such that

$$\|P L_\lambda P u\| \geq c\|u\|, \quad u \in H_0^\perp, |\lambda - \lambda_0| < \varepsilon.$$

From $Pu = u$ for $u \in H_0^\perp$ and $\|P L_\lambda u\| \leq \|P\|\|L_\lambda u\| = \|L_\lambda u\|$, we obtain $\|L_\lambda u\| \geq c\|u\|$ for all $|\lambda - \lambda_0| < \varepsilon$ and $u \in H_0^\perp$ and this gives (7) when we assume that $\varepsilon < 1$. Consequently, regular crossings are isolated, and by iii) we can henceforth assume that there
is only a single regular crossing $\lambda_0$ of $q$. Then ker $L_{\lambda_0} \neq \{0\}$, and since $L_{\lambda_0}$ is a compact perturbation of the identity, there exists $\varepsilon > 0$ such that 0 is the only eigenvalue of $L_{\lambda_0}^{-1}$ in the interval $[-\varepsilon, \varepsilon]$. Moreover, by the continuity of finite parts of spectra (cf. [GGK90 Theorem I.11.4.2]), there exists $\rho > 0$ such that $\pm \varepsilon$ is not in the spectrum of $L_{\lambda}$ for all $\lambda \in [\lambda_0 - \rho, \lambda_0 + \rho]$. Let now $P_{\lambda}$ denote the orthogonal projection onto the sum of the eigenspaces of $L_{\lambda}$ with respect to eigenvalues in $[-\varepsilon, \varepsilon]$. Then $P$ is a continuously differentiable path of bounded projections, and according to [Ka70 Sect. VI.2], there exists an interval $[a, b]$, $a < b$, containing $\lambda_0$ and a continuously differentiable path $U_{\lambda}$ of orthogonal operators such that

$$U_{\lambda_0} = I_H, \quad U_{\lambda} P_{\lambda} U_{\lambda_0}^{-1} = P_{\lambda_0}, \quad \lambda \in [a, b].$$

Since $L_{\lambda}$ is reduced by the decomposition $H = \ker P_{\lambda} \oplus \im P_{\lambda}$, we deduce from (8) that the operator $U_{\lambda} L_{\lambda} U_{\lambda_0}^{-1}$ is reduced by $H = H_0 \oplus H_0^\perp$. Moreover, the restriction $U_{\lambda} L_{\lambda} U_{\lambda_0}^{-1} |_{H_0^\perp} : H_0^\perp \to H_0^\perp$ is an isomorphism. We conclude from the properties i)-iii) of the Morse index

$$\mu(q_a) - \mu(q_b) = \mu(L_a) - \mu(L_b) = \mu(U_a L_a U_{a_0}^{-1}) - \mu(U_b L_b U_{b_0}^{-1})$$

$$= \mu(U_a L_a U_{a_0}^{-1} |_{H_0}) + \mu(U_b L_b U_{b_0}^{-1} |_{H_0^\perp})$$

$$- \mu(U_a L_a U_{a_0}^{-1} |_{H_0^\perp}) - \mu(U_b L_b U_{b_0}^{-1} |_{H_0^\perp}).$$

Consequently, let us now consider the path of symmetric operators $\ell_{\lambda} = U_{\lambda} L_{\lambda} U_{\lambda_0}^{-1} |_{H_0}$, $\lambda \in [a, b]$, on the finite dimensional space $H_0$. We obtain for $\lambda \in [a, b]$

$$\ell_{\lambda} = \frac{d}{d\lambda}(U_{\lambda}) \circ L_{\lambda} \circ U_{\lambda_0}^{-1} |_{H_0} + U_{\lambda} \circ \frac{d}{d\lambda}(L_{\lambda}) \circ U_{\lambda_0}^{-1} |_{H_0} + U_{\lambda} \circ L_{\lambda} \circ \frac{d}{d\lambda}(U_{\lambda_0}^{-1}) |_{H_0}$$

and, using that $U_{\lambda_0} = I_H$, we conclude for $u, v \in H_0$

$$\langle \ell_{\lambda_0} u, v \rangle + \langle L_{\lambda_0} U_{\lambda_0}^{-1} u, v \rangle = \langle \ell_{\lambda_0} u, v \rangle + \langle U_{\lambda_0}^{-1} u, L_{\lambda_0} v \rangle$$

$$= \langle \ell_{\lambda_0} u, v \rangle.$$ 

Hence,

$$q_{\lambda_0}(u) = \ell_{\lambda_0} u, \quad u \in \ker L_{\lambda_0},$$

and we note that by (9) the equality (9) is shown if we prove that

$$\mu(\ell_a) - \mu(\ell_b) = \text{sgn}(\ell_{\lambda_0}),$$

(10)

Since $q_{\lambda_0} : H_0 \to \mathbb{R}$ is non-degenerate and $q_{\lambda_0}(u) = \ell_{\lambda_0} u, u \in H_0$, we infer that $q_{\lambda_0}$ is an invertible operator on the finite dimensional space $H_0$. Hence, there exists $\alpha > 0$ such that $\ell_{\lambda_0} + A$ is invertible for all linear operators $A : H_0 \to H_0$ of norm less than $\alpha$. We now consider for $t \in [0, 1]$ and $\lambda = a, b$

$$H(t, \lambda) = t \ell_\lambda + (1-t)(\lambda - \lambda_0) \ell_{\lambda_0} = (\lambda - \lambda_0) \left( \frac{\ell_\lambda - \ell_{\lambda_0}}{\lambda - \lambda_0} + \ell_{\lambda_0} \right).$$
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where we use that by definition $\ell_{\lambda_0} = L_{\lambda_0} |_{H_0} = 0$. Since we may choose $a < \lambda_0$ and $b > \lambda_0$ in (8) arbitrarily close to $\lambda_0$, we can assume that the norm of $\ell_{\lambda} - \ell_{\lambda_0}$ is less than $\alpha$ for $\lambda = a, b$. Consequently, $H(\lambda, t)$ is invertible for $t \in [0, 1]$ and $\lambda = a, b$, and we conclude by iii) that 

$$
\mu(\ell_a) = \mu((a - \lambda_0) \dot{\ell}_{\lambda_0}) = \mu(-\dot{\ell}_{\lambda_0}) \quad \text{and} \quad \mu(\ell_b) = \mu((b - \lambda_0) \dot{\ell}_{\lambda_0}) = \mu(\dot{\ell}_{\lambda_0}).
$$

This shows (10) since $\text{sgn}(\dot{\ell}_{\lambda_0}, \cdot) = \mu(-\dot{\ell}_{\lambda_0}) - \mu(\dot{\ell}_{\lambda_0})$ by the very definition of the signature.

**Remark 3.2.** A more general version of Proposition 3.1 can be found in [FPR99, Thm 4.1], where the operators $L_{\lambda_0}, \; \lambda_0 \in I$, are selfadjoint Fredholm operators. Then the difference of the Morse indices in (6) is no longer defined in general. Instead, the left hand side in (6) is given by the spectral flow, which is a homotopy invariant for paths of selfadjoint Fredholm operators that, in contrast to the situation in Proposition 3.1, generally depends on the whole path $q$ and not only on its endpoints.

### 3.2 Proof of the Morse index theorem

We now consider the Hessian (3) and the Jacobi equation (4) of a given geodesic $\gamma \in \Omega_{pq}$, where $p \neq q$ are two points in $M$. We take an orthonormal frame along $\gamma$ made by $n$ parallel vector fields $\{e^1, \ldots, e^n\}$. This allows us to write any vector field $\xi$ along $\gamma$ uniquely as

$$
\xi(x) = \sum_{i=1}^{n} u_i(x) e^i(x), \quad x \in I,
$$

and yields an identification of vector fields along $\gamma$ that belong to $T_\gamma \Omega_{pq}$ and $H^1_0(I, \mathbb{R}^n)$. In what follows, we use on $H^1_0(I, \mathbb{R}^n)$ the scalar product

$$
\langle u, v \rangle_{H^1_0(I, \mathbb{R}^n)} = \langle u', v' \rangle_{L^2(I, \mathbb{R}^n)}, \quad u, v \in H^1_0(I, \mathbb{R}^n),
$$

which is easily seen to be equivalent to the one induced by (2).

Plugging (11) into the quadratic form of the Hessian (3) gives

$$
q_1(u) = \int_0^1 \langle u'(x), u'(x) \rangle \, dx - \int_0^1 \langle S(x)u(x), u(x) \rangle \, dx,
$$

where $S$ denotes the smooth path of symmetric matrices having components

$$
S_{ij}(x) = g(R(\gamma'(x), e^i(x))\gamma'(x), e^j(x)), \quad x \in I, \; 1 \leq i, j \leq n.
$$

Moreover, when plugging (11) into (4), the Jacobi equation transforms to

$$
u''(x) + S(x)u(x) = 0, \quad x \in I.
$$

We now join $q_1$ to a positive definite quadratic form on $H^1_0(I, \mathbb{R}^n)$ by the path
Clear that

\[ q_\lambda(u) = \int_0^1 (u'(x), u'(x)) \, dx - \int_0^1 (\lambda^2 S(x)u(x), u(x)) \, dx, \quad \lambda \in I. \]

Note that \( q_0 \) is just the quadratic form induced by the scalar product (12) on \( H^1_0(I, \mathbb{R}^n) \). From the compactness of the inclusion \( H^1_0(I, \mathbb{R}^n) \hookrightarrow C(I, \mathbb{R}^n) \), it is readily seen that the Riesz representation of \( q_\lambda \) is of the form \( I_{H^1_0(I, \mathbb{R}^n)} + K_\lambda \) for some smooth path \( K_\lambda \) of compact operators on \( H^1_0(I, \mathbb{R}^n) \). Finally, since \( K_0 = 0 \) and \( q \) is non-degenerate by assumption, neither 0 nor 1 is a crossing of the path \( q \).

In view of Proposition 5.1, our aim is to show that each crossing \( \lambda_0 \) of \( q_\lambda \) is regular and that \( \text{sgn} \, q_{\lambda_0} |_{\ker L_{\lambda_0}} = -m(\lambda_0) \). Let \( \lambda_0 \in (0, 1) \) be a crossing of \( q \) and let \( u \in \ker L_{\lambda_0} \subset H^1_0(I, \mathbb{R}^n) \). It is clear that \( u \) is smooth by elliptic regularity, and moreover, \( u \) solves the boundary value problem

\[ \begin{cases} \frac{d^2 u}{dx^2} + \lambda_0^2 S(\lambda \cdot x)u(x) = 0, & x \in I, \\ u(0) = u(1) = 0. \end{cases} \]

We introduce a family of smooth functions by \( u_{\lambda_0}^\lambda(x) = u(\frac{x}{\lambda_0} \lambda), \quad 0 \leq \frac{x}{\lambda_0} \lambda \leq 1, \) and we denote henceforth

\[ \hat{u}(x) = \frac{d}{d\lambda} |_{\lambda=\lambda_0} u_{\lambda_0}^\lambda(x) = \frac{x}{\lambda_0} \frac{du}{dx}, \quad x \in (0, 1). \]

From (14), it is readily seen that

\[ \frac{d^2}{dx^2} u_{\lambda_0}^\lambda(x) + \lambda^2 S(\lambda \cdot x)u_{\lambda_0}^\lambda(x) = 0, \quad 0 < \frac{x}{\lambda_0} \lambda < 1, \]

and by differentiating (15) with respect to \( \lambda \) and evaluating at \( \lambda = \lambda_0 \), we obtain

\[ \frac{d^2 \hat{u}}{dx^2} + \frac{d}{d\lambda} |_{\lambda=\lambda_0} (\lambda^2 S(\lambda \cdot x))u(x) + \lambda_0^2 S(\lambda_0 x)\hat{u}(x) = 0, \quad x \in (0, 1). \]

We take scalar products with \( u \), integrate and obtain

\[ \int_0^1 \langle \frac{d^2 \hat{u}}{dx^2}, u(x) \rangle \, dx + \int_0^1 \langle \frac{d}{d\lambda} |_{\lambda=\lambda_0} (\lambda^2 S(\lambda \cdot x))u(x), u(x) \rangle \, dx + \int_0^1 \langle \lambda_0^2 S(\lambda_0 x)\hat{u}(x), u(x) \rangle \, dx = 0. \]

Performing integration by parts twice and using (13), we finally conclude that

\[ \hat{q}_{\lambda_0}(u) = -\frac{d}{d\lambda} |_{\lambda=\lambda_0} \int_0^1 \lambda^2(S(\lambda \cdot x)u(x), u(x)) \, dx = -\langle \hat{u}(1), \frac{du}{dx}(1) \rangle + \langle \hat{u}(0), \frac{du}{dx}(0) \rangle = -\frac{1}{\lambda_0} \| \frac{du}{dx}(1) \|^2. \]

Since \( u \) solves (13) and \( u \neq 0 \), \( \frac{du}{dx}(1) \) cannot vanish.

Consequently, we have shown that \( \hat{q}_{\lambda_0} |_{\ker L_{\lambda_0}} \) is non-degenerate and \( \text{sgn} \, \hat{q}_{\lambda_0} |_{\ker L_{\lambda_0}} = -\dim \ker L_{\lambda_0} \). Finally, elements in the kernel of \( q_{\lambda_0} \) are exactly the solutions of (14), which are in turn just the solutions of (13) that satisfy \( u(0) = u(\lambda_0) = 0 \). This shows that \( \dim \ker L_{\lambda_0} = m(\lambda_0) \), and now the Morse Index Theorem 2.11 follows from Proposition 5.1.
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