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Abstract
The presence of correlation is known to make privacy protection more difficult. We investigate the privacy of socially contagious attributes on a network of individuals, where each individual possessing that attribute may influence a number of others into adopting it. We show that for contagions following the Independent Cascade model there exists a giant connected component of infected nodes, containing a constant fraction of all the nodes who all receive the contagion from the same set of sources. We further show that it is extremely hard to hide the existence of this giant connected component if we want to obtain an estimate of the activated users at an acceptable level. Moreover, an adversary possessing this knowledge can predict the real status (“active” or “inactive”) with decent probability for many of the individuals regardless of the privacy (perturbation) mechanism used.

As a case study, we show that the Wasserstein mechanism, a state-of-the-art privacy mechanism designed specifically for correlated data, introduces a noise with magnitude of order $\Omega(n)$ in the count estimation in our setting. We provide theoretical guarantees for two classes of random networks: Erdős-Rényi graphs and Chung-Lu power-law graphs under the Independent Cascade model. Experiments demonstrate that a giant connected component of infected nodes can and does appear in real-world networks and that a simple inference attack can reveal the status of a good fraction of nodes.

1 Introduction
Protecting the privacy of sensitive user data has always been a major challenge in the big data regime. Without it, users might be reluctant to share honest statistics with service providers and the integrity of collected data can suffer as a consequence. Recent findings have shown that the existence of correlation in data makes privacy protection an even more challenging task. Here, we focus at a special class of correlated data: attributes that spread through a network of individuals by jumping from one person to another. On top of contagious diseases that spread within communities, many behavioral attributes, such as political affiliation, obesity, or smoking habits, are also considered to be socially contagious [5]. For an example of the privacy concerns, consider the following scenario: the local Department of Health (DoH) would like to know the fraction of residents who are regular smokers, by conducting a survey from the residents. To protect the privacy of the residents, each resident would report with a probabilistic perturbation (e.g., with a chance of 1/2 report a random answer). The DoH collects the perturbed reports and calculates the aggregate fraction by removing the introduced bias. If an adversary has the knowledge of the social ties between the participants as well as the social influence model on smoking, how confidently can she guess whether a given individual is a smoker or not? This can be phrased as a statistical inference attack.

It is already recognized that Differential Privacy (DP), arguably the most commonly used privacy framework, along with other conventional privacy frameworks, claim no protection against additional outside information, including knowledge about correlation among data records. In our prior work [19], we have shown using experiments that there is a positive correlation between out-degree of a node, which represents the total influence that a node exerts over others, and its vulnerability to an inference attack.

This paper improves upon prior work in two ways. First, we show that obtaining good utility of estimating the fraction of infected users is impossible for a broad class of privacy mechanisms formulated by the success of statistical inference attacks. Secondly, our prior work provided only empirical evidence suggesting a relationship between node’s influence and the loss of privacy. In this paper we provide a rigorous explanation of this relationship. To the best of our knowledge, we provide first analysis of the fundamental challenges that exist in data privacy when the attributes are socially contagious and the contagion follows one of the most widely used models, the Independent Cascade model.

Our Contribution: At the core of privacy protection,
there is a trade-off between privacy and utility, characterized by the magnitude of noise added to data or query answer. We show that under reasonable assumptions, finding a good trade-off between utility and privacy for such individuals could be extremely difficult. Our contributions are summarized as follows:

- For Erdős-Rényi and Chung-Lu power-law networks [6], we show in Theorems 4.1 and 4.2 that under reasonable assumptions there exists one giant connected component, containing a constant fraction of all nodes, with either all of its nodes possessing the contagious attribute or none. We next show that if an adversary has access to published estimates of the number of individuals with the target attribute, she can learn about the status of this giant component. Using this, she can infer the status of individuals in the network. Those that are most likely to be in this giant component have great influence over the activation of others and are called “influencers”. We show that the influencers are most vulnerable to such an inference attack.

- We show in Theorem 5.1 that any privacy-preserving mechanism, in order to increase uncertainty about the status of the giant component, needs to introduce an enormous amount of noise (a fraction of the number of all nodes), rendering low data utility.

- We show in Theorem 5.2 that the Wasserstein mechanism [20], a state-of-the-art mechanism that is designed specifically to hide sensitive information in correlated data, will always add noise with a magnitude equal to a constant fraction of the number of all nodes, thus providing weak utility in all cases. This is regardless of the privacy requirements of the application and hence an even stronger result.

- Through experiments on 4 real-world networks, we show that the giant component indeed appears in real networks. Moreover, a sizeable number of nodes are in fact very likely to be a part of it and as a result, an adversary can easily infer their real activation status.

Remark that we go beyond the known results on the difficulties of correlated data privacy under conventional frameworks, such as DP. We make minimal assumptions about the privacy mechanism in question and show that preventing an adversary from inferring the true status of certain nodes is impossible even for very weak utility guarantees. Our results are thus applicable to a wide range of privacy mechanisms, including DP.

2 Related Work

Protecting the privacy of correlated data has been a longstanding challenge in the literature. One of the most commonly used privacy frameworks is Differential Privacy (DP). Under DP, entities protect a data record $x$ against an adversary when publishing sensitive data or answering queries, by bounding the probability of the aggregate statistics being the same, in a database with or without $x$. Nevertheless, when data is correlated, an adversary could still infer the status of $x$, by using data records other than $x$. (notice that this does not violate the DP guarantee) Relaxed definitions of DP have been proposed, such as group differential privacy [8] or specific models for correlated/dependent data [11, 25, 24]. However, the proposed methods do not look at network data or contagion models as we do here, and instead focus on temporal correlation (e.g. location, time series). The most closely related relaxation is the Pufferfish framework [15], where privacy is specifically defined for given pairs of “secrets” which should be indistinguishable, and a set of plausible priors which can contain known correlation structures in the data. Specialized Pufferfish mechanisms have been proposed for some problems [15, 23, 12]. For general Pufferfish problems, Song et al. [20] proposed the Wasserstein Mechanism which in the end adds noise to a query’s answer, with a variance tuned to the assumed prior distribution’s structure. We discuss the Wasserstein mechanism in detail in Section 5.

Our work is also different from prior work that consider the network structure to be private and the goal is to report network statistics such as degree distributions [21]. The most relevant to our work in the one by Song et al. [20] and Rezaei et al. [19]. The former assumes correlated attributes in a social network where nodes of the same community have the same attributes; a rather simplistic model for correlation compared to the widely used contagion models such as Independent Cascade or Linear Threshold. Our work and the one in [19] both consider contagion models, but the results here are more comprehensive, and have stronger theoretical guarantees.

3 Preliminaries

3.1 Data Model

Suppose that there are $n$ individuals, each having a binary attribute $x_i \in \{0, 1\}$. Suppose further that the individuals influence one another through a network, $G(V, E)$, where each node $v \in V$ represents an individual and the existence of an edge between two nodes $v, u \in V$ means that the corresponding individuals exert influence on each other. We assume that the attribute $\{x_i \}$ is contagious, meaning that starting from a seed set of nodes, $S$ ($|S| = s$), the at-
tributes follow a contagion process and spread through the network. The attributes are considered to be sensitive information. In the following, we formally define the contagion process and present the privacy problem statement.

3.2 Contagion Model One of the most commonly used models for contagions is the Independent Cascade (IC) model, used predominantly to model the spread of disease in communities. Let $S$ denote the initial set of nodes that are activated before a contagion starts. Upon activation, each node has exactly one chance to activate each of its neighbors with probability equal to a transmission rate, $q \in (0, 1]$. The cascade stops when no additional node is activated. Similar to some of the previous works [1], when an edge exists between nodes $v$ and $u$, we couple the event of $u$ activating $v$ to the event of $v$ activating $u$.

To analyze cascades over networks, Kempe et al. [13] have introduced the use of Triggering Set technique. Suppose that at time 0 we flip a biased coin with probability $q$ for each edge in the graph and choose to “trigger” the edge or not. After that, a node $v$ is activated if and only if there is a path between $v$ and one of the seed nodes via triggered edges. In the case of IC, it suffices for a seed node to appear in the connected component of $v$ for $v$ to become activated.

3.3 Privacy and Utility We consider applications where the number of activated nodes in a population of $n$ individuals, $X_n = \sum x_v$, is of interest, with $X_n = \{0, 1, \ldots, n\}$ the possible values of $X_n$. We drop the $n$ when it is clear from context. Since individuals may be reluctant to report their true attributes, an estimate or approximation of $X$ is made using a privacy-preserving mechanism $M$ which, given the sensitive value $X$, produces a perturbed value $M(X)$ to report. We measure the utility of $M$ by the amount of noise it adds to the real value, $|M(X) − X|$. We associate high utility with relatively low error, and precisely sublinear asymptotic error, defined below.

**Definition 1. (Sublinear Asymptotic Error)** Consider a sequence of randomized privacy mappings $M_n : X_n \rightarrow X_n$, where $n$ is the total number of individuals. Then $M_n$ guarantees sublinear asymptotic error, if with high probability\(^\dagger\) (w.h.p) over $M$ and the graph generation process we have:

\[
\lim_{n \to \infty} \frac{|M_n(X_n) − X_n|}{n} → 0,
\]

for all values of $X_n \in X_n$.

\(^\dagger\)E happens with high probability if $\lim_{n \to \infty} P(E) → 1$.

Note that the above indicates that $|M_n(X_n) − X_n| = o(n)$ for all values of $X_n$. The association between high utility and sublinear asymptotic error is based on real-world applications and is common in the literature [5]. In many cases, such as when a survey is conducted from a subset of a large population of size $n$, the margin of error of the resulting estimate from the sample population will be $o(n)$, in other words negligible in comparison to the population size, $n$. Hence, a privacy mechanism that adds noise to $X$ that is, w.h.p, at most $o(n)$ is considered to have high utility since it does not change the value of $X$ in any significant way.

4 Giant Components and the Privacy of Influencers

In this section, we investigate the hardness of protecting the privacy of nodes whose activation causes a large number of other nodes’ activation, or influencers. Specifically, we will show that over two classes of random networks, if the privacy mechanism guarantees sublinear asymptotic error (from Definition 1), one can infer the status of the influencers with high confidence regardless of the details of the privacy mechanism and the amount of noise added. The specific definition of influencers will depend on the characteristics of the graph. For the two random networks that we study, influencers are simply those with highest degrees. In both networks, and in real graphs, under the right circumstances a giant component consisting of a constant fraction of all nodes appears in the triggering set of the network. If any of the seed nodes end up in this giant component, all nodes inside of it will be activated. We show that the knowledge of the activation of such a cluster of nodes allows an adversary mount a successful inference attack.

4.1 Erdős-Rényi Graphs An Erdős-Rényi graph is an undirected and simple graph $G(V, E)$ with $n$ nodes ($|V| = n$) where each possible edge $(v, u)$ exists with probability $p \in (0, 1)$.

In the case where $np > 1$, the size of the largest connected component, known as the giant component, is $\Theta(n)$ w.h.p. More specifically, suppose that $C_i$ is the $i^{th}$ largest connected component and $|C_i|$ denotes its size. Then, if $np > 1$, $|C_1| \sim yn$ where $y$ is the solution to the following [2]:

\[
e^{-npy} = 1 − y.
\]

Furthermore, all other components are tiny: for all $i \geq 2$, we have $|C_i| = O(\log n)$. Finally, in case where $np$ is a constant above 1, w.h.p the maximum degree is [10]:

\[
\Delta \approx \frac{\log n}{\log \log n},
\]
Note that the triggering set of an Independent Cascade with transmission rate \( q \) over \( G(n,p) \) is itself an Erdős-Rényi graph \( G(n,pq) \). This means that if \( npq > 1 \), a connected component with a fraction of all nodes exists; either nodes inside the cluster are all activated, or none of them are.

We now present our main theorem on the hardness of protecting privacy for influencers. We denote the triggering set created by the process outlined in Section 3.2 by \( H \) and its \( i \)-th largest connected component by \( C_i^H \).

**Theorem 4.1.** Suppose that the nodes in \( G(n,p) \) are numbered in the decreasing order of their degree; with node \( i \) having the \( i \)-th highest degree. Suppose further that the number of seeds \( s = o(n/\log^4 n) \), the privacy mechanism \( \mathcal{M} \) with maximum error \( \epsilon_{\mathcal{M}} \) guarantees sublinear asymptotic error, and \( npq > 1 \). Then, for any \( \epsilon \in [0,1] \), there exists a \( k \geq 1 \) such that:

\[
\Pr[x_i = 1 \mid \mathcal{M}(X) \geq |C_1^H| - \epsilon_{\mathcal{M}}] \geq 1 - \epsilon
\]

\[
\Pr[x_i = 0 \mid \mathcal{M}(X) \leq s|C_2^H| + \epsilon_{\mathcal{M}}] \geq 1 - \epsilon,
\]

for all \( i \leq k \) and large enough \( n \).

Here, we have assumed that the number of initial seeds is not an unrealistically high number, as is usually the case in real-world scenarios. For instance, organic cascades, such as a contagious disease, originate from a handful of initial infected individuals. We have also assumed that each node, upon activation, activates on average at least one other node (\( npq > 1 \)).

Notice that the two conditions in (4.4) correspond to when \( C_1^H \) is activated and \( \mathcal{M}(X) \geq |C_1^H| - \epsilon_{\mathcal{M}} \), or when \( C_1^H \) is inactive and \( \mathcal{M}(X) \leq \epsilon_{\mathcal{M}} + s|C_2^H| \). Since \( npq > 1 \), w.h.p \( C_1^H \sim yn \) where \( y \) is the solution to (4.2) when \( p \) is substituted with \( pq \). This means that the two conditions in (4.4) are also exhaustive since the difference between the two values on the right side of the inequalities is:

\[
|C_1^H| - s|C_2^H| - 2\epsilon_{\mathcal{M}} = \Theta(n).
\]

This means that one could infer the activation of \( C_1^H \) from the value of \( \mathcal{M}(X) \) with high confidence. We make this claim more rigorous in Section 5.

As an example, consider the case when \( n = 10,000 \), \( s = \log n \leq 10 \), \( |\mathcal{M}(X) - X| \leq \sqrt{n} \), and \( y = 0.4 \) (\( pq \approx 1.28 \)). In the event that \( C_1^H \) is not activated we will have \( \mathcal{M}(X) \leq \log^2(10,000) + 100 \leq 200 \), while in the event of \( C_1^H \)'s activation we have \( \mathcal{M}(X) \geq 3900 \). Since the value of \( \mathcal{M}(X) \) reveals the activation status of \( C_1^H \), we can use this information to bound \( \Pr[x_i = 1] \) using the two lemmas below the proof of which you can find in Section 3 of the Supplementary material.

**Lemma 4.1.** With a given \( \mathcal{M}(X) \), for node \( i \) we have:

1. \( \Pr[x_i = 1 \mid \mathcal{M}(X) \geq |C_1^H| - \epsilon_{\mathcal{M}}] \geq \Pr[i \in C_1^H] \)
2. \( \Pr[x_i = 0 \mid \mathcal{M}(X) \leq s|C_2^H| + \epsilon_{\mathcal{M}}] \geq \Pr[i \in C_1^H] \).

**Lemma 4.2.** When \( n \) is large enough, the probability that a node \( i \) with a fixed degree \( k \) in \( H \) is in \( C_1^H \) is approximated by:

\[
\Pr[i \notin C_1^H] \sim -\exp(-ky).
\]

The degree of any node \( i \) in \( H \), denoted by \( d_i^H \), follows a binomial distribution characterized by \( d \), its degree in \( G \), and \( q \), the transmission rate. Applying Chernoff bound for lower tail, we have:

\[
\Pr\left[ d_i^H \leq \frac{dq}{2} \right] \leq -\exp\left(-\frac{dq}{8}\right).
\]

Since the function \( \exp(-ky) \) is decreasing in \( k \), we have:

\[
\Pr[i \notin C_1^H] \leq \exp\left(-\frac{dq}{8}\right) + \exp\left(-\frac{dby}{2}\right).
\]

Combining this with (4.6), we have:

\[
\Pr[i \notin C_1^H] \leq \exp\left(-\frac{dq}{8}\right) + \exp\left(-\frac{dby}{2}\right).
\]

Plugging in the above node 1 with maximum degree, \( \Delta \approx \log n/\log \log n \) from (4.3), we can write for any \( \epsilon > 0 \) and an \( n \) large enough:

\[
\Pr[1 \in C_1^H] \geq 1 - \epsilon. \tag{4.9}
\]

This satisfies the conditions in (4.4) according to Lemma 4.1. Depending on the value of \( \epsilon \), there will be other high-degree nodes for which the bound in (4.8) goes below \( \epsilon \) since its value decreases exponentially in \( d \). This shows that the \( k \) in Theorem 4.1 is always \( \geq 1 \) which concludes the proof of Theorem 4.1.

### 4.2 Chung-Lu Power-Law Networks

Despite being extensively studied, Erdős-Rényi graphs do not represent many phenomena observed in reality; in particular, the power-law degree distribution that is common in many real-world networks. To study such networks, we turn to Chung-Lu networks with a degree distribution that follows a power-law distribution. Let \( \langle w_1, \ldots, w_n \rangle \) (\( w_i \in \mathbb{R}_+ \)) be weights assigned to \( n \) individuals and \( \ell_n = \sum w_i \). A Chung-Lu network is comprised of \( n \) nodes, where an edge between two nodes \( i \) and \( j \) appears with probability:

\[
P_{ij} = \min\left(1, \frac{w_i w_j}{\ell_n}\right). \tag{4.10}
\]
To generate a network that resembles a power-law network, we assign the weights using the following function:

\[(4.11) \quad w_i = [1 - F]^{-1}(i/n), \quad F(x) = 1 - (d/x)^b,\]

where \(b\) determines the scale of the power-law distribution and \(d\) is the minimum expected degree in the graph. You can see that the \(i\)-th ranked node has a weight corresponding to the \(i/n\) percentile of the distribution.

Finding the solution to (4.11) yields:

\[(4.12) \quad w_i = d \left( \frac{n}{i} \right) ^{\beta}, \quad \beta = \frac{1}{b}.\]

Note that the triggering set of a Chung-Lu network with parameters \(d\) and \(b\) for an IC with parameter \(q\) is itself a Chung-Lu network with parameters \(dq\) and \(b\). It has been shown \([12]\) that if (1) \(b \in (0,2)\) or (2) \(b > 2\) and \(d > (b - 1)(b - 2)\), the generated graph will have a giant component with a constant fraction of nodes, \(\alpha n\) \((0 < \alpha < 1)\), and many small components each being at most \(O(\log n)\) in size.

As before, we denote the main graph by \(H\), its triggering set by \(H_t\), and the \(i\)-th biggest connected component of \(H\) by \(C_i^H\).

**Theorem 4.2.** Suppose that \(s = o(n/\log^2 n)\), the privacy mechanism \(M\) with maximum error \(\varepsilon_M\) guarantees sublinear asymptotic error, and either (1) \(b \in (0,2]\) or (2) \(b > 2\) and \(dq > (b - 1)(b - 2)\). Then, for any \(\varepsilon > 0\), there is a subset of nodes nodes \(V' \subseteq V\) that grows arbitrarily large in size \(|V'| = \omega(1)\) and for any node \(i \in V'\), we have:

\[(4.13) \quad \Pr[x_i = 1 | M(X) \geq |C_i^H|] - \varepsilon_M \geq 1 - \epsilon, \quad \Pr[x_i = 0 | M(X) \leq s|C_i^H| + \varepsilon_M] \geq 1 - \varepsilon,\]

The proof of this theorem follows arguments similar to Theorem 4.1 and is available in full in Section C of the Supplementary material. The main takeaway is the following: depending on the value of \(b\), there could be 3 upper-bounds for the value of \(i\), all 3 of which can grow arbitrarily in size:

\[(4.14) \quad 0 < b < 1: \quad i = o(n^b),\]
\[(4.15) \quad b = 1: \quad i = o\left(\frac{n}{\log n}\right),\]
\[(4.16) \quad b > 1: \quad i = o(n).\]

The 3 equations above show that for any \(\varepsilon\) in Theorem 4.2, the subset \(V' \subseteq V\) includes all nodes ranked \(i \leq f(n)\) where \(f\) can be any increasing function of \(n\) that meets the corresponding asymptotic condition depending on \(b\), for instance \(f(n) = \log^2 n\) in the case of \(b = 1\).

![Figure 1: Probability distribution of \(X\), when \(C_i^H\) is not activated, \(X_0\) (left, blue), with maximum value \(\theta_0\), and when \(C_i^H\) is activated, \(X_1\) (right, red), with minimum value \(\theta_1\). Note that \(\theta_1 - \theta_0 = \Omega(n)\) in our setting.](image)

**4.3 Notes on General Graphs** In general graphs too, if one retains each edge of a connected graph with probability \(p\), for values of \(p\) above a certain threshold\(^2\), a giant component appears with a constant fraction of all nodes and all the other components are of size \(o(n)\) \([7]\). This means that our findings are applicable to general graphs as well, however, the vulnerability of each node depends on its probability of appearance in that giant component, which depends on the structure of the graph. We show through experiments in Section 6 that for reasonable values of the transmission rate, \(q\), a giant component appears in the triggering set and a sizeable number of all the nodes frequently appear in that component and are hence vulnerable to the inference attack introduced in this section.

**5 Hiding the Status of the Giant Connected Component**

As we saw in Section 4, when a privacy mechanism fails to hide the status of the giant component, \(C_i^H\), an adversary can infer the real status of individual nodes by estimating the probability of their presence in \(C_i^H\). Here, we show that if there is to be any uncertainty about the activation status of \(C_i^H\), then the privacy mechanism cannot provide sublinear asymptotic error. We denote by \(X_1\) and \(X_0\) the distribution of \(X\) when \(C_i^H\) is active and inactive, respectively. Let \(M: [n] \rightarrow [n]\) be a randomized privacy mechanism. Then, we denote the distribution of perturbed values for \(X_0\) and \(X_1\) by \(Z_0 = M(X_0)\) and \(Z_1 = M(X_1)\). For brevity, we denote the probability density functions of these distributions by the same symbol, i.e., \(\Pr[M(x \sim X_0) = a] = Z_0(a)\). We frame the problem as a hypothesis testing scenario. Suppose that the reported value \(z\) is observed. Then, the two hypotheses are: (1) \(H_0\), \(z\) comes from \(Z_0\) and (2) \(H_1\), \(z\) comes from \(Z_1\).

---

\(^2\)Define the second-order average degree \(\bar{d} = \sum_v d_v^2/(\sum_v d_v)\) where \(d_v\) is the degree of \(v\). If \(p > (1 + \varepsilon)/\bar{d}\), then almost surely, the percolated subgraph has a giant component. Otherwise, if \(p < (1 - \varepsilon)/\bar{d}\), almost surely, there would be no giant component.
Theorem 5.1. If the hypothesis testing error is at least a constant $0 < \epsilon < 1$, then $\mathcal{M}$ cannot provide sublinear asymptotic error.

Proof. Here, we make use of the relation between hypothesis testing error and the total variation distance (TVD), calculated between two distributions $\mu$ and $\nu$ over a range $\mathcal{X}$ as below:

$$\text{TVD}(\mu, \nu) = \frac{1}{2} \sum_{x \in \mathcal{A}} |\mu(x) - \nu(x)|.$$  \hfill (5.17)

Since the hypothesis testing error is $1 - \text{TVD}(Z_0, Z_1)$ and given that it is at least $\epsilon$, for the total variation distance between $Z_0$ and $Z_1$ we have:

$$\text{TVD}(Z_0, Z_1) = \frac{1}{2} \sum_a |\theta_1(a) - \theta_0(a)| \leq 1 - \epsilon.$$  \hfill (5.18)

Suppose that:

$$\theta_0 = \max X \sim X_0, \theta_1 = \min X \sim X_1,$$

and $\theta_m = (\theta_0 + \theta_1)/2$. Figure 1 depicts the relation between the two distributions $X_0$ and $X_1$, and the values $\theta_0$, $\theta_1$ and $\theta_m$. We can rewrite (5.18) as:

$$\sum_{\theta_m} \theta_1(a) - \theta_0(a) + \sum_{\theta_m} \theta_0(a) - \theta_1(a) \leq 1 - \epsilon$$

$$\sum_{\theta_m} \theta_1(a) + \sum_{\theta_m} \theta_0(a) \geq \epsilon.$$  \hfill (5.19)

This means that at least one of the terms on the left side of (5.19) is greater than or equal to $\epsilon/2$. Without loss of generality, we assume that it’s $\sum \theta_1(a)$. We then have:

$$\sum_{\theta_m} \theta_1(a) = \sum_b X_1(b) \Pr[\mathcal{M}(X) \leq \theta_m] \geq \frac{\epsilon}{2}.$$  \hfill (5.20)

Assuming that $X^* = \arg \max_{X \sim X_1} \Pr[\mathcal{M}(X) \leq \theta_m]$, since $\sum_b X_1(b) = 1$, we have:

$$\Pr[\mathcal{M}(X^*) \leq \theta_m] \geq \frac{\epsilon}{2}.$$  \hfill (5.21)

Since $\theta_1 - \theta_m = \Omega(n)$, we have at least one $X \sim X_1$ ($X^*$) for which with constant probability the perturbed value, $\mathcal{M}(X^*)$, is $\Omega(n)$ distance away. This means that $\mathcal{M}$ cannot provide Sublinear Asymptotic Error. \hfill \Box

5.1 Wasserstein Mechanism’s Utility As a case study on the hardness of providing privacy in our setting, we turn to the Wasserstein mechanism [20], a state-of-the-art privacy mechanism designed specifically for correlated data privacy. This mechanism is based on the Pufferfish framework [15]. Similar to DP, Pufferfish tries to make pairs of secrets indistinguishable up to a factor $e^\epsilon$. For instance, here we need to make it hard for an adversary to distinguish between pairs of secrets: “$x_i = 1$” and “$x_i = 0$” where $i \in V' \subseteq V$. A key difference between Pufferfish and DP is that in Pufferfish, these pairs of secrets can be non-exhaustive, meaning that one can decide to protect only a subset of all individuals. A more detailed definition of the Pufferfish framework and its application in our setting is available in Section A of the Supplementary material.

Here, we show that in a setting similar to ours, for any subset of individuals that the Wasserstein mechanism intends to protect, with reasonable utility requirements, the magnitude of the added noise added will be $\Omega(n)$. Note that this result is stronger than our previous findings for more general privacy mechanisms in Section 4, as there is no inference attack involved and the mechanism adds $\Omega(n)$ noise to protect nodes with even little chance of being in the giant component.

The Wasserstein mechanism is based on the $\infty$-Wasserstein distance between two distributions. Suppose that $\mu$ and $\nu$ are two probability distributions on $\mathbb{R}$ and denote the set of all joint distributions with marginals $\mu$ and $\nu$ by $\Gamma(\mu, \nu)$. Then, the $\infty$-Wasserstein distance, or in short $W_\infty$, is calculated as below:

$$W_\infty(\mu, \nu) = \inf_{\gamma \in \Gamma(\mu, \nu)} \max_{x, y, \gamma(x,y) > 0} |x - y|.$$  \hfill (5.22)

If you consider the probability mass of $\mu$ to be piles of dust along $\mathbb{R}$ and $\nu$ as the distribution of tiny holes with different depths, you can think of any $\gamma \in \Gamma(\mu, \nu)$ as a plan to move the piles of dust into the holes and $W_\infty$ as the minimum possible “maximum distance any speck of dust travels from a pile in $\mu$ into a hole in $\nu$”.

Given $\mathcal{Q}$, the set of all pairs of secrets and a sensitive query $F$, the Wasserstein Mechanism adds noise via Lap($W/\varepsilon$) to achieve $\varepsilon$-Pufferfish privacy where $W$ is:

$$W = \sup_{(s_i, s_j) \in \mathcal{Q}} W_\infty(\mu_i, \mu_j),$$  \hfill (5.23)

where $\mu_i = \Pr[F(X) = s_i]$. Song et al. have proven that the Wasserstein Mechanism will always add less noise than group differential privacy [20], which makes our findings applicable to group differential privacy as well.

Theorem 5.2. Suppose that $C_i^H$ is the $i$-th biggest connected component of the triggering set, $H$, of a connected graph $G$. Suppose further that $X$ is the total number of activated nodes and $W(W, \varepsilon)$ is a Wasserstein Mechanism that adds noise to $X$ following Lap($W/\varepsilon$) to provide $\varepsilon$-Pufferfish for a subset $V' \subseteq V$ of nodes. If
we have: (1) $|C_1^H| = \Theta(n)$ and (2) $|C_2^H| = o(n)$, then $W = \Omega(n)$ for any $V' \subseteq V$.

**Proof.** For a node $v$, suppose that $\mu_v^i = P(X = i | x_v = i)$ for $i \in \{0, 1\}$. Similar to Theorem 5.1, we denote by $\theta_0$ the largest cascade when $C_1^H$ is not activated, and by $\theta_1$ the smallest cascade when $C_1^H$ is activated. Note that $\theta_1 - \theta_0 = \Omega(n)$ according to conditions (1) and (2). Then, the probability of $X \leq \theta_0$ when $v$ is not activated we have:

$$\mu_0(X \leq \theta_0) = Pr[v \notin C_1^H] Pr[S \cap C_1^H = \emptyset].$$

(5.24) $C_1^H$ should not receive any seed nodes, and $v$, which is activated should not be in $C_1^H$. For the probability of $X \leq \theta_0$ when $v$ is not activated we have:

$$\mu_0(X \leq \theta_0) = Pr[v \in C_1^H] Pr[S \cap C_1^H = \emptyset].$$

(5.25) Let $\mathcal{A} = [0, \theta_0] \times [\theta_1, n]$. For any joint distribution $\gamma$ with marginals $\mu_0$ and $\mu_1$, we have:

$$\int_{(x,y) \in \mathcal{A}} \gamma(x,y)dx,dy \geq |\mu_0(X \leq \theta_0) - \mu_1(X \leq \theta_0)|$$

$$\geq Pr[v \in C_1^H].$$

(5.26) is due to the fact that any difference in the total mass of probability in the region $X \leq \theta_0$ between $\mu_0$ and $\mu_1$ has to be transferred into the region $X \geq \theta_1$. Due to (5.24) and (5.25), this difference is equal to $Pr[v \in C_1^H]$.

(5.27) $\exists x \in [0, \theta_0], y \in [\theta_1, n]: \gamma^*(x,y) > 0$, which yields:

$$\gamma^*(x,y) > 0,$$

(resulting into):

$$W_\infty(\mu_0, \mu_1) \geq \theta_1 - \theta_0 = \Omega(n).$$

Since $W$ is selected by taking the maximum $W_\infty$ across all $v \in V'$, we have $W = \Omega(n)$. $\square$

Note that conditions (1) and (2), as we discussed in Section 4, can be satisfied both in the random networks we studied and in real-world networks. With $W = \Omega(n)$, for reasonable values of $\varepsilon$, such as a constant, the added noise to protect any subset of nodes follows Lap($\Omega(n)$) distribution, which destroys data utility.

It is worth noting that the underlying reason for the massive difference between $\mu_1^v$ and $\mu_0^v$ for any node $v$ is indeed the disparity between the values of $X$ when $C_1^H$ is activated and when it is not.

**Figure 2:** The average size of the largest, $C_1^H$ in solid marked lines, and the second largest connected components, $C_2^H$ in dotted lines, of the triggering set as fraction of all nodes, with with different values of $q$.

**6 Experiments**

We ran experiments on real world data sets to show that: (1) Giant connected components appear in cascades over real networks under reasonable values of $q$, the transmission rate, and (2) a sizeable number of nodes in these networks appear frequently in the giant connected component, and as a result of the difficulty in hiding the giant connected component’s activation status, they are highly vulnerable to inference attacks.

We conduct our experiments on 4 real-world networks (Table 1): two co-authorship networks, GrQc and HepTh and two co-purchase networks, Amazon DVDs and Amazon Musics. The last two columns of this table include the average size of the giant component ($|C_1^H|$) and the second largest component ($|C_2^H|$) of the triggering set, $H$, when $q$ is 0.3. For each network, 1000 triggering sets are generated at random. As a result of the massive difference seen between $|C_1^H|$ and $|C_2^H|$, it will be extremely hard to hide the activation status of $C_1^H$. To find out for what values of $q$ a giant connected component appears, we have tested 20 values of $q$ between 0.05 and 0.9 and reported $|C_1^H|$ and $|C_2^H|$ over 50 realizations. The results are depicted in Figure 2. Initially, for extremely low values of $q$, the two are almost indistinguishable in size, but as $q$ grows, $C_1^H$.

**Table 1: Real-world networks.**

| Network     | #Nodes | #Edges | $|C_1^H|$ | $|C_2^H|$ |
|-------------|--------|--------|----------|----------|
| GrQc        | 2.4k   | 10.9k  | 1,577.3  | 28.99    |
| HepTh       | 4.9k   | 19.4k  | 3,494.7  | 19.73    |
| Amz. Music  | 29.4k  | 84.3k  | 9,804.0  | 197.23   |
| Amz. DVDs   | 9.5k   | 27.6k  | 4,341.5  | 139.39   |
quickly transitions into the giant component, containing a sizeable portion of all nodes while \(|C_2^H|\) remains negligible in comparison to \(n\). For values of \(q\) as low as 0.1 in the case of the two co-authorship networks, we already see a significant difference between the two components. This sharp increase happens in the co-purchase networks, Amazon DVD and Music, at around \(q = 0.2\). In comparison, the transmission probability of high-risk contacts in COVID-19 is estimated at about 15.6%. This shows that in real-world contagions there could be a giant connected component that endangers the privacy of those individuals in it. Next, we establish that if a contagion follows the Independent Cascade model, a giant connected component with a constant fraction of all individuals likely appears. We observed [in Section 4.2] this is due to the fact that Chung-Lu power-law networks, rather than the Erdős-Rényi graphs do not model the uneven degree distribution of real-world networks, which is partially responsible for the unbalanced distribution of \(\Pr[v \in C_1^H]\) among nodes.

### 7 Conclusion and Future Work

It is known that if a contagion follows the Independent Cascade model, a giant connected component with a constant fraction of all individuals likely appears. We established that if a privacy mechanism provides sub-linear asymptotic error, hiding the status of this component is impossible. Because of this, many individuals are vulnerable to inference attacks, with those that greatly influence others, a.k.a influencers, in the most danger. Finally, we have shown that the current state-of-the-art mechanism is incapable of providing sublinear (\(o(n)\)) privacy for any node in the two classes of random networks we studied and in general graphs. Our findings put new emphasis on the importance of protecting the topology of social networks. It is interesting to study other contagion models, such as the Linear Threshold model, seeking for a similar impossibility result. The final question is, could there be adequate privacy for individuals with new privacy frameworks or minimal changes in our assumptions?
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A Pufferfish Privacy

In Pufferfish privacy, the model seeks to protect pairs of "secrets" by making the two secrets indistinguishable from each other by an adversary given the output of the privacy mechanism, \( \mathcal{M}(X) \). In our case, the two secrets are whether \( x_v = 0 \) or \( x_v = 1 \) for each \( v \). Pufferfish privacy also provide guarantees with respect to a set of data-generating distributions governing how the dataset is created. The meaning of the privacy guarantee is then conditional: if the data was generated according to the assumed family of data-generating distributions, then a privacy mechanism will make it hard for an adversary to distinguish whether secret \( i \), e.g. \( x_v = 0 \), or secret \( j \), e.g. \( x_v = 1 \), is true given that \( \mathcal{M}(X) \) is known by the public. Mechanisms that guarantee Pufferfish privacy introduce noise into the computation to provide this guarantee.

More formally, let \( \mathcal{S} \) be a set of secrets, \( \mathcal{Q} \subseteq \mathcal{S} \times \mathcal{S} \) a set of pairs of secrets we wish an adversary cannot distinguish between, and \( \Pi \) a set of data-generating distributions, \( \pi \in \Pi \), governing how the dataset is created. The formal definition of Pufferfish privacy is given below.

**Definition 2. (Pufferfish Privacy [15]) A randomized mechanism \( \mathcal{M} \) in framework \( (\mathcal{S}, \mathcal{Q}, \Pi) \) provides \( \varepsilon \)-Pufferfish privacy if for any data-generating distribution \( \pi \in \Pi \), any pairs of secrets \( s_i, s_j \in \mathcal{Q} \) such that \( P(s_i \mid \pi), P(s_j \mid \pi) > 0 \), and for all possible outputs \( w \in \text{Range}(\mathcal{M}) \) we have:

\[
\Pr[\mathcal{M}(X) = w \mid s_i, \pi] \leq \Pr[\mathcal{M}(X) = w \mid s_j, \pi] \leq e^\varepsilon.
\]

Note that the above is almost exactly the guarantee seen in Differential Privacy. The key difference is that the randomness of \( X \), the dataset, is taken into consideration when the probability ratio in (A.1) is calculated. The goal of Pufferfish privacy is to incorporate correlations between data points, via the assumptions on \( \Pi \), to enable us to measure the privacy guarantees for correlated data; something that DP is known to lack. For instance, in our case the set the data-generating distributions could be all possible graphs generated by a random network given fixed parameters. Alternatively, with a fixed graph, the set \( \Pi \) could include all possible triggering sets. The flexibility of \( \mathcal{S} \) and \( \mathcal{Q} \) allows the mechanism designer to only aim for the protection of the privacy of a subset of nodes, not all of them.

B Proofs of Lemmas 4.1 and 4.2

B.1 Lemma 4.1

**Proof.** As we discussed in Section 4.1 the condition in the first equation means that \( C_i^H \) is activated. Once \( C_i^H \) is active, one way for node \( i \) to become activated is to be a part of \( C_i^H \). Obviously, there are other ways for that to happen, hence the lower bound. An exactly similar argument goes for the second equation as well.

B.2 Lemma 4.2

**Proof.** Since we are fixing the degree to be \( k \), and each node has an equal probability of being one of the \( k \) neighbors of \( i \), the probability that \( i \) chooses none of the nodes in \( C_i^H \) as a neighbor is equal to:

\[
\frac{(n-1)}{k} \sim \exp \left( \frac{km}{n} \right).
\]

In the above, we have used Stirling’s approximation of \( n! \sim \sqrt{2\pi(n/e)^n} \). Substituting \( m \) in (B.2) with \( yn \pm o(n) \) as the number of nodes in \( C_i^H \) yields (4.5).

C Proof of Theorem 4.2

**Proof.** First notice that unlike Theorem 4.1, here we also prove that the subset of nodes that will not have adequate protection by \( \mathcal{M} \) can in fact grow arbitrarily in size. In other words:

\[
\lim_{n \to \infty} |V'| \to \infty.
\]

Similar to the arguments in Theorem 4.1 we can observe that either \( C_i^H \) is active and \( \mathcal{M}(X) \geq |C_i^H| - \varepsilon_M = \Omega(n) \), or it is inactive and \( \mathcal{M}(X) \leq s|C_i^H| + \varepsilon_M = o(n) \). Because of this, one can infer the status of \( C_i^H \) given the value of \( \mathcal{M}(X) \). We can now use Lemma 4.1 here to bound the two probabilities in (4.13) by \( \Pr[i \in C_i^H] \). For its complement, \( \Pr[i \notin C_i^H] \) we have:

\[
\Pr[i \notin C_i^H] \leq \prod_{j \in C_i^H} 1 \min \left( 1, \frac{w_i w_j}{\ell_n} \right)^\alpha n \leq \left( 1 \min \left( 1, \frac{w_i w_j}{\ell_n} \right) \right)^\alpha n,
\]

since \( w_n = d_q < w_j (n > j) \) due to (4.12). In extreme cases when \( b \) is too small, we might have \( w_i w_n / \ell_n \geq 1 \), making the node with the highest degree \( (i = 1) \) connected to every single node with probability 1 and the whole graph becomes connected. This means that with any number of seed nodes \( s > 0 \), the whole network is activated and there could be no privacy for any node. Apart from such cases, which are rare in reality as \( b \) usually lies in \( (1, 2] \) in real-world networks [3], we can
assume that $w_i w_n \leq \ell_n$ and rewrite (C.3) as:

\[
\Pr[i \notin C^H_1] \leq \exp \left( -\frac{w_i w_n \alpha n}{\ell_n} \right) \\
\leq \exp \left( -\frac{d^2 q^2 \alpha n \beta^2 + 1}{\nu^5 d n \beta^2 \sum_j j^{-\beta}} \right) \\
\leq \exp \left( -\frac{d q \alpha n}{\nu^5 \sum_j j^{-\beta}} \right).
\]

(C.4)

The above approaches 0 as $n$ grows large enough when:

\[
i = o \left( \left[ \frac{n}{\sum_j j^{-\beta}} \right] ^{1/\beta} \right)
\]

(C.5)

Depending on the value of $\beta$ ($1/b$), there could be 3 cases for (C.5):

1. In case $\beta > 1$ ($0 < b < 1$), the summation $\sum_{j=0}^{\infty} j^{-\beta}$ is a constant number. Then, for $i$ we can write:

\[
i = o \left( n^{1/\beta} \right) = o \left( n^b \right).
\]

(C.6)

2. In case $\beta = 1$, the summation $\sum_{j=0}^{n} j^{-1}$ tends to $\Theta(\log n)$. Using this, we can write:

\[
i = o \left( \frac{n}{\log n} \right)
\]

(C.7)

3. In case $0 < \beta < 1$, the partial summation $\sum_{j=0}^{n} j^{-\beta}$ is $\Theta(n^{1-\beta})$ [4]. Using this, we can write:

\[
i = o \left( \left[ \frac{n}{n^{1-\beta}} \right] ^{1/\beta} \right) = o(n)
\]

(C.8)

The 3 equations above show that for any $\epsilon$ in Theorem 4.2, the subset $V' \subseteq V$ includes all nodes ranked $i$ where $i \leq f(n)$ and $f$ meets the corresponding asymptotic condition depending on $b$ in the equations above. Note that $f(n)$, and subsequently $|V'|$, can grow arbitrarily large. For instance in the case of $b = 1$, to meet the condition in (C.7), we can set $f(n) = n/\log^2 n$. This concludes the proof. $\square$