Recognition of handwritten characters using deep convolution neural network
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Abstract: Character recognition is a very interesting technique in the field of pattern recognition. Specifically, handwritten character recognition is gaining the attention of researchers as it is necessary for historical documents, archives, or mass digitization of hand-filled forms. The correct classification of handwritten characters is really a challenging task due to its variability in the writing styles of an individual at different times and among different individuals such as size, shape, speed of writing and thickness of characters, etc. To solve this challenging task, the features extracted from the characters should be suitable for the variability of the characters. In this research work, Deep Convolution Neural Network (DCNN) has been used instead of hand-crafted features from the handwritten characters, to automatically learn the best features for this task. The proposed DCNN framework is trained and tested on the Chars74K handwritten dataset in all the aspects of handwritten numbers and handwritten English alphabets with various training and testing proportions and various subproblems. The recognition rate for the proposed DCNN provides better results when compared with the other schemes. The recognition rates for 62 classes in the Chars74K dataset with 50:50, 70:30 and 80:20 train test ratio is 88.05 %, 89.21 % and 90.32 %, respectively.
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INTRODUCTION

The human brain can store trillions of bytes of information. With time, the memory in human brain gets faded, so, written information is very important for the memory retrieval process. The handwritten information is very useful in both private (letters, notes, addresses, reminders, lists, diaries, etc.) and official correspondence (bank cheques, tax forms, admission forms, historical documents, etc.). Hence, there is a dire need to digitize all these paper documents, enabling people to easily search for necessary information and get access to the important sources of knowledge written in papers. To digitize these documents, the image of handwritten text is captured using a digital camera, pre-processed, segmented into individual characters and finally are recognized by a classifier. This entire process is known as Handwritten Character Recognition (HCR), which interprets the handwritten characters in digitized form which can be used for applications such as document verification, digital library, reading bank deposit slips, cheque interpretation, data entry of application, loan, and tax forms. HCR contributes to the advancement of automation process by reducing the human work (Attigeri, 2018). In the field of Pattern Recognition, HCR is a challenging part due to its un-deterministic characteristics. The handwritten characters differ in size and style from person to person and they differ in the same person due to ageing factor. HCR is of two types depending on the handwritten input source, namely, online handwritten character recognition and offline handwritten character recognition. Online handwritten character recognition is the process of interpreting the...
handwritten characters as it is written on the touch screen by a digital pen. Here, recognizing the characters involves finding the position of the pen tip movements and the up/down pen strokes. The information is extracted from the strokes and the structures of the handwritten character, and the character is recognized instantly. Offline character recognition is a process of interpreting the handwritten characters from the scanned image of the handwritten document. The handwritten character in the image is subjected to feature extraction based on shape, orientation, and other transformable features. The offline HCR is quite complex than the online HCR because the information of pen tip movement is not available. The only way to recognize offline handwritten images is to extract the features which are more suitable for character recognition. In this research work, we have studied the effect of Deep Convolution Neural Network (DCNN) in the field of HCR.

Many researchers have worked on character recognition for the past few decades. The performance for character recognition using the multi-layer perceptron classifier is compared with the convolutional neural network (Driss et al., 2017). Handwritten digits recognition by convolutional neural networks and with traditional features extraction (Hu invariant moments, Fourier descriptors, projections histograms, horizontal cell projections, local line fitting and zoning) and classification techniques (k-NN, Mahalanobis distance and support vector machines) is done and compared (Enriquez et al., 2019). A novel feature extraction method known as Deep Contextual Stroke Pooling (DCSP) has been introduced for Scene Character Recognition (Zhang et al., 2018). An adaptive deep Q-learning strategy for handwritten digit recognition was proposed by Qiao et al. (2018). This Q-learning strategy merges the feature extracting capability of deep learning and the decision-making of reinforcement learning to form a deep belief network. A new data augmentation method and directional feature maps using CNNs have been introduced for handwritten Chinese character recognition (Qu et al., 2018).

CNN architecture for outputting the arbitrary length symbol streams from the handwritten text was presented by Puucha et al. (2019). A new method for combining position embeddings with residual networks (ResNets) and bidirectional long short-term memory (BiLSTM) networks for unconstrained offline handwritten word recognition was proposed by Wu et al. (2019). A feature extraction technique using non-redundant Stockwell transform for handwritten digit recognition of Odia language was introduced (Dash et al., 2015). Another transformed domain feature extraction using Slantlet coefficients is also proposed by the same researchers. A DIGI-Net CNN for recognizing digits, which has the ability to learn common features from three different formats (handwritten, natural images, printed font) was designed (Madakannu & Selvaraj, 2019). A shared-hidden-layer deep convolutional neural network (SHL-CNN) for image character recognition for different languages was designed (Bai et al., 2014). A convolutional network for handwritten character recognition based on subspace method was designed by Gatto et al. (2017). A machine learning model for recognizing handwritten characters on form document based on CNN for feature extraction and support vector machines (SVM) for classification was proposed (Darmatasia, 2017). A method called DropSample, a new training method for enhancing the deep convolutional neural networks for large-scale unconstrained handwritten Chinese character recognition was introduced by Yang et al. (2016). Recently, Sinhala handwritten character recognition was done by convolutional neural networks (Mariyathas et al., 2020). Considering the popularity of the Convolutional Neural Network, in this research work, a new DCNN architecture is proposed for recognizing the handwritten characters rather than using famous architectures like ResNet, VGGNet and GoogleNet, etc. because of their computational complexity and memory requirement. Also, the proposed architecture is a full sparse convolutional, as it does not have any fully connected layers except the output layer.

**METHODOLOGY**

The handwritten dataset should have diverse writing styles by numerous authors in order to design a good character recognition model. This research work used the Chars74K dataset (http://www.ee.surrey.ac.uk/CVSSP/demos/chars74k/) for recognizing the individual handwritten characters. This dataset has handwritten images which are drawn using a tablet PC. It consists of 3410 handwritten images, which includes 62 classes (0-9, A-Z, a-z); each class consists of 55 images. Apart from the handwritten characters, the dataset also has 7705 natural images and 62992 images of synthetic fonts used in the computer, making the total number of images in the dataset as 74000 (74K). The sample handwritten images from the Chars74K dataset are shown in the Figure 1.
The block diagram of the proposed method is shown in the Figure 2. The first block in the proposed methodology is the pre-processing stage. The pre-processing stage in this research work is a two-step process. The first step in the pre-processing stage is the binarization, which converts the RGB image to a binary image. As it is simple to process the low-level colour, the input image is binarized by means of the Otsu algorithm (Haseena & Clara, 2017). The second process in the pre-processing stage is to get the interested portion from the dataset image. The handwritten character images in the Chars74k dataset have a wide background area more than the Region of Interest (ROI). The bounding box approach is used to extract the ROI from the handwritten character images. The excess background is removed based on the connectivity of the binary image. The image is cropped based on the bounding box and the ROI is obtained.

After the pre-processing stage, the images were split into different train and test ratios such as 80:20, 70:30 and 50:50. Then the images are trained and tested using the proposed DCNN architecture. The proposed DCNN architecture has seven (07) stages of consecutive hidden layers between the input layer and the fully connected layer. The architecture of the proposed DCNN is shown in Figure 3.

---

**Figure 1:** Sample handwritten images of the chars 74K image dataset

**Figure 2:** Block diagram of proposed methodology

**Figure 3:** Architecture of proposed deep convolution neural network
The proposed DCNN architecture has 7 hidden layers, which are the convolution layers, along with batch normalization and activation functions (ReLU). Between every hidden layer, there is a pooling operation, which takes place except in the 2nd hidden layer.

Convolution layer is the heart of the CNNs. They are responsible for the automatic learning of the features from the given input image. This layer applies the filter to the input to create a feature map that encapsulates the occurrence of the detected features in the input. The filters in the neural networks are handcrafted, but the idea of CNN is to learn the filters during the training stage in the context of a specific application. The convolution operation is shown in Figure 4.

![Figure 4: Convolution operation in convolution neural network](Image)

The size of the feature map after the convolution operation is given by equation 1.

\[ O_f = \left[ \frac{I+2P-F_c}{S} \right] + 1 \quad \ldots (1) \]

where \( O_f \) is the size of the feature map, \( I \) is the size of the input to the convolution layer, \( P \) and \( S \) stands for length of the padding and stride and \( F_c \) is the size of the convolution filter.

Training deep neural networks is a challenging task. The CNN is updated layer-by-layer backward during the back propagation from the output to the input using the estimate of error that assumes the weights in the layers prior to the current layer are fixed. As all layers are getting updated simultaneously during an update, the update procedure will be trying to chase a moving target. Batch normalization is the technique to coordinate the update of multiple layers in the CNN. The batch normalization can be applied after or before the activation function. For ReLU activation function, it is identified that batch normalization should be used before the activation function. Batch normalization provides a well-designed way of re-parameterizing any deep network. The re-parameterization drastically reduces the problem of coordinating updates across many layers. Standardizing the activations of the prior layer makes spread and distribution of inputs of the subsequent layer does not change during the weight update, at least not dramatically. This effects stabilizing and speeding-up the training process of deep neural networks.

Activation functions are really important in a Convolution Neural Network (CNN) to identify the non-linear complex functional mappings between the input and output. If the activation function has not been added, the CNN would simply be a linear regression model of polynomial function of one degree. Therefore, the hidden layers in the CNNs are added with an activation function such as tanh, ReLU or sigmoid, etc. In this research work, we have used ReLU as the activation function as it avoids and rectifies vanishing gradient problem. The only limitation of this ReLU activation function is that it can be used only in the hidden layers. Therefore, we have used Softmax activation function in the output layer as we are dealing with a multiclass classification problem.

A limitation of the feature map output of convolution layer is that the feature maps trace the accurate location of features in the input making the feature map translation variant. Therefore, small movements in the location of the feature in the input will result in a different feature map. To avoid this situation, pooling layer is introduced for down-sampling. A pooling layer is added mostly after the convolution layer. Even though more pooling operations are available, in this research work we have used Max Pooling in the DCNN. We have added 6 pooling layers between the 7 hidden layers and randomly eliminated a pooling layer between the 2nd and 3rd hidden layer.

After the sequence of 7 stages, the fully connected output layer is stacked to the DCNN. Neurons present in this layer are connected to all the activations of hidden layers in the architecture. This layer flattens the two-dimensional vectors into one-dimensional features. The final output from this layer consists of \( N \times 1 \) dimensions, where \( N \) denotes the number of classes. Then the decision-making action is taken by the Softmax layer. Table 1 specifies the parameters of the proposed DCNN in every layer.
The training process involves the back propagation technique, which adjusts the weight value depending on the previous trained validation. The back propagation does the optimization process, which involves forward pass, loss function, background pass and weight update. The forward pass is used to interchange the input and the output values. The loss function, which is used for the optimization is mean square error (MSE) between the predicted and the target one. The backward pass is defined by the weight update value that gives the least loss measure.

**RESULTS AND DISCUSSION**

The entire research work was done on the Chars74K handwritten dataset using the proposed DCNN architecture, and was carried out by MATLAB R2018a software in an Intel core i5 Processor @3.2 GHz with 64 bit OS.

First the experiment was carried out for finding the optimum number of epochs. The experiment was done on the handwritten characters of the Chars74K dataset with different train and test ratios. Also, the experiment was carried out as 4 different subproblems. The first subproblem considers only the numerals of the dataset (10 class problem). The numerals 0-9 is considered and only 550 images out of 3410 images were used. The second subproblem considers only the uppercase alphabets (A-Z), making it a 26-class problem. The third subproblem considers only the lowercase alphabets (a-z), making it as another 26-class problem. Finally, all the alphanumeric handwritten characters (0-9, A-Z, a-z) were considered, and made into a 62-class recognition problem. The experiment was carried out for 80:20, 70:30 and 50:50 train test ratios for different epochs and the recognition rates are tabulated in Table 2.

It is evident from Table 2 that 20 epochs give the best recognition rate. When the number of epochs increased, we observed the problem of overfit; also, the computational time is increased with the increase of the epochs. Therefore, further experimentation is carried out with 20 epochs. Now the experiment was done to find the optimum filter size for the convolution layer. Filter size is also an important factor for extracting the features. Most of the best features are usually local in nature, so a convolution filter capturing the local features will make sense. To get the useful feature of the image, a single filter slides all over the height and width of the image. In this research work, it is decided to keep the filter sizes common across all the seven hidden convolution layers. To find the optimum filter size, the experiment was carried out with several filter sizes such as 3×3, 5×5, 7×7, 9×9 and its recognition rate is tabulated in Table 2.
While using different filter sizes, the padding was adjusted so that it does not affect the dimensions of the architecture described in Table 1. For the filter sizes 3×3, 5×5, 7×7 and 9×9, the padding sizes used are 1, 2, 3, and 4, respectively. Again, the same four subproblems were carried out using different filter sizes with adjusted padding. The recognition rate for the different filter sizes for the subproblems is listed in Table 3.

It is not an easy task to pick the optimum filter size from Table 3. For an example, 5×5 filter size is better than 3×3 filter size for 50:50 train test ratio in numeral subproblem. But for other test ratios, 3×3 filter size performs better. The same was observed with lowercase alphabets also. Filter sizes 7×7 and 9×9 provided more or less comparable results among each other. But for the subproblem of recognizing the alphanumeric (62 class)
characters, without any doubt, the filter size 3×3 performs better. Therefore, it was observed that lower filter size extracts more local features than the higher filter size. In larger filter size, it was observed that weight sharing is poor compared to the smaller filter size because of the padding size. Further experiments were carried out using the filter size 3×3.

Learning rate, learning rate schedule, L2 regularization parameter, learning rate drop factor, drop period and batch size are the parameters, which are fixed as per the values given in Table 4.

**Table 4:** Fixed values of the options for the proposed DCNN

| S. no. | Options                  | Value       |
|--------|--------------------------|-------------|
| 1      | Learning rate            | 0.001       |
| 2      | Learning rate schedule   | piecewise   |
| 3      | L2 regularization parameter | 0.0001     |
| 4      | Learn rate drop factor   | 0.1         |
| 5      | Drop period              | 8 epochs    |
| 6      | Batch size               | 4           |

Learning rate (Brownlee, 2019) is defined as the amount that the weights are updated during training. The learning rate is a tuneable parameter that has a small positive value, often in the range between 0.0 and 1.0. It is cited as a positive scalar determining the size of the step. During training phase of the DCNN, the back propagation of error estimates the amount of error for which the weights of a node in the network are responsible. Instead of updating the weight with the full amount, it is scaled by the learning rate. For example, if the learning rate is 0.001, it means that weights in the network are updated by 0.1% of the estimated weighted error whenever the weights are updated. Similarly, large weights in a DCNN lead to a more complex network that has overfitting. Penalizing the DCNN based on the size of the network weights during training can reduce overfitting, so that an L1 or L2 vector norm penalty is added to the optimization of the network to encourage smaller weights (Brownlee, 2018).

The pictorial representation of the confusion matrix for the recognition of the alpha numeric (62 classes) of the proposed DCNN with 20 epochs, 3×3 filter size, 0.001 as learning rate and 0.0001 as L2 regularization parameter is shown in Figure 5.

From the pictorial plot, it is noted that 37% of the testing images of numeric character 0 is wrongly predicted as the uppercase alphabet ‘O’, and 14% of the numeric character 0 is wrongly predicted as the lowercase alphabet ‘o’. Only 48% test images of numeric character 0 is predicted as numeric zero. Another 1% is predicted as other character than ‘O’ or ‘o’. In similar manner, only 62% lower case alphabet ‘o’ is correctly predicted. Therefore, to resolve this problem, a different subproblem (36 class problem considering case insensitiveness in alphabets and numerals) was formulated and the training was done with the above DCNN architecture. Now, the experimentation is done in a case insensitive method and the recognition rate is tabulated in the Table 5.

**Table 5:** Recognition rate for the case insensitive problem using the proposed DCNN

| Train test ratio (%) | Recognition rate (%) | Alphabets (case insensitive) + numerals (A-Z & a-z) | Alphabets (case insensitive) + numerals (A-Z & a-z, 0-9) |
|----------------------|----------------------|-------------------------------------------------|-------------------------------------------------|
| 50:50                | 94.55                | 90.53                                           | 90.53                                           |
| 70:30                | 94.99                | 94.20                                           | 94.20                                           |
| 80:20                | 95.97                | 94.43                                           | 94.43                                           |

The recognition of the model improves when we consider case insensitiveness, as ‘O’ and ‘o’ have the same features. The system could now train wisely with
the features automatically learnt by the proposed DCNN architecture. The recognition rate of the handwritten character recognition (62 class problem) of the proposed DCNN is compared with other available methods in Table 6. The aggregation table shows that the proposed DCNN architecture performs well compared with the other schemes. From the table, we also inferred that the machine-tuned features have better recognition results than man-tuned features.

Table 6: Recognition rate comparison of state-of-art methods on the Chars74K dataset with 62 classes

| State-of-art methods                      | Recognition rate (%) |
|------------------------------------------|----------------------|
| GoogleNet (Soomro et al., 2017)          | 88.89                |
| Alex Net (Soomro et al., 2017)           | 77.77                |
| Multiscale HoG Features (Newell & Griffin, 2011) | 80.00                |
| ConvNet (Sundaresan & Lin, 2015)         | 71.69                |
| Proposed DCNN architecture               | 90.32                |

CONCLUSION

A deep convolution neural network (DCNN) was designed for classifying handwritten characters and the proposed DCNN architecture achieved better recognition rate compared with the state-of-art methods. Detailed experimentation was conducted for tuning the parameter of the filter size and found that smaller filter size would give a better recognition rate. It was observed that the smaller filter size provides useful features, and it is computationally effective. The recognition of handwritten characters using the proposed DCNN architecture is well suitable for the Chars74K dataset. Therefore, this model can be used for digitizing bank deposit slips, cheque interpretations, and data entry of applications, loan and tax forms when combined with a good segmentation method.
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