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Abstract

Telecommunication service providers have to guarantee acceptable speech quality during a phone call to avoid a negative impact on the users’ quality of experience. Currently, there are different speech quality assessment methods. ITU-T Recommendation G.107 describes the E-model algorithm, which is a computational model developed for network planning purposes focused on narrowband (NB) networks. Later, ITU-T Recommendations G.107.1 and G.107.2 were developed for wideband (WB) and fullband (FB) networks. These algorithms use different impairment factors, each one related to different speech communication steps. However, the NB, WB, and FB E-model algorithms do not consider wireless techniques used in these networks, such as Multiple-Input-Multiple-Output (MIMO) systems, which are used to improve the communication system robustness in the presence of different types of wireless channel degradation. In this context, the main objective of this study is to propose a general methodology to incorporate wireless network parameters into the NB and WB E-model algorithms. To accomplish this goal, MIMO and wireless channel parameters are incorporated into the E-model algorithms, specifically into the \( I_{\text{e,eff}} \) and \( I_{\text{e,eff,WB}} \) impairment factors. For performance validation, subjective tests were carried out, and the proposed methodology reached a Pearson correlation coefficient (PCC) and a root mean square error (RMSE) of 0.9732 and 0.2351, respectively. It is noteworthy that our proposed methodology does not affect the rest of the E-model input parameters, and it intends to be useful for wireless network planning in speech communication services.

Index Terms

Speech quality assessment, E-model, packet loss, wireless communication, MIMO system.

I. INTRODUCTION

THE number of mobile devices has grown rapidly in the last few years, and it will reach 11.6 billion at the end of 2021 [1], [2]. Furthermore, in the same year, it is expected that 4G Long Term Evolution (LTE) networks will support 53% of mobile connections and 79% of mobile data traffic across the world [2]. Based on these forecast data, network operators have to be prepared to manage a high amount of traffic and ensure customer satisfaction, especially in mobile environments.

In mobile communications systems there are different impairment factors that can affect the users’ quality-of-experience (QoE), such as network conditions, environmental acoustic characteristics, and end-user equipment [3], [4]. The speech signal is transmitted through a wireless channel, in which obstacles originate several physical phenomena, such as propagation loss, reflection, diffraction, and scattering. In addition, the presence of interfering signals and noise degrade the signal quality during its transmission. It is important to note that these impairment characteristics are different from those originated in wired networks.

Speech quality plays an important role in accomplishing users’ expectations of communication services. Cellular network operators perform maintenance tasks, and they need tools to measure the key performance indicators of the network and the speech quality index. At present, there are several speech quality assessment methods. In general, these methods can be classified into subjective and objective ones. There are different kinds of subjective methods, such as conversation opinion tests, interview and survey tests, and listening opinion tests. In the latter tests, assessors score each speech file following a test procedure [5], and an average score called a Mean Opinion Score (MOS) is computed for each speech file. Objective methods use an algorithm to predict an MOS score. They can be classified into three families of models: speech-based, parametric, and hybrid models [6]. Additionally, speech-based models are subdivided into intrusive and nonintrusive methods. Algorithms that use both reference and impaired speech signals are called an intrusive method, and the most representative standardized algorithms are described in the following ITU-T Recommendations: P.862 [7], which focuses on narrowband (NB) networks; P.862.2 [8], which considers wideband (WB) networks; and P.863 [9], which covers networks from NB to fullband (FB) and also presents additional features related to modern communication systems [10]. On the other hand, algorithms that only use
a sole speech signal at the receiving side are known as nonintrusive methods. ITU-T Recommendation P.563 describes a nonintrusive NB-only algorithm, but its scores are not well correlated with subjective test results, especially in lossy channels [11]–[16]. Currently, perceptual approaches for the multidimensional analysis of speech signals considering intrusive (P.AMD) and nonintrusive (P.SAMD) methods are being studied by the ITU-T SG-12 [17], [18]. Moreover, in the current literature there are no standardized additional speech quality assessment proposals [19]–[26].

ITU-T Recommendation G.107 [27] describes a parametric model known as the E-model algorithm, which was initially developed to serve network planning purposes focused on fixed telephone NB networks. Later, the evolution of telecommunication technologies, such as Voice over LTE (VoLTE) networks and the use of proper speech codecs, such as Adaptive Multi-Rate Wideband (AMR-WB) [28], allowed transmission of WB speech signals, thereby improving the users’ QoE [29]. Thus, an E-model for WB networks was developed in [30], standardized in G.107.1 [31], and new approaches were introduced in [32]–[34]. More recently, the E-model for FB networks was standardized in G.107.2 [35] enabling to evaluate the speech quality gain of codecs that support FB signals, such as Enhanced Voice Services (EVS) [33], [36] and OPUS [37], [38] audio codecs.

Despite these updates, the E-model algorithm does not consider parameters related to wireless networks. In addition, the latest wireless network generations incorporate solutions based on the principle of spatial diversity in the radio channel, such as multiple-input multiple-output (MIMO) [39], in order to improve the data transmission robustness [40]–[42]. In this context, it is important that network planners have specialized tools that take account of wireless degradation characteristics and different communication techniques.

The main contribution of this paper is to propose a general method that incorporates wireless network parameters into the E-model algorithms for NB and WB networks. Thus, the impact of a MIMO system on the speech quality under different wireless channel conditions is studied. This impact is quantified in terms of probability of packet losses; therefore, only the effective equipment impairment factors are modified, specifically $I_{\text{eff}}$ and $I_{\text{eff},\text{WB}}$ for NB and WB networks, which are defined in (3) and (4), respectively. The remaining impairment factors are not affected. In order to evaluate a large variety of transmission quality levels, the additive white Gaussian noise (AWGN) channel model with different background noise intensities is implemented in the wireless communication test scenario. In addition, a MIMO solution with different antenna set configurations is also implemented in the transmission system, being possible to evaluate the effect of this technology on the transmission quality. The speech signal is coded by the AMR or AMR-WB speech codecs, transmitted via a wireless channel, and finally, evaluated at the end point by using the P.863 algorithm. For performance evaluation of the proposed method, subjective tests were carried out. It is worth noting that the proposed methodology was only tested with NB and WB signals. Hence, our proposal intends that the E-model can be useful for network operators and transmission system planners because it considers the techniques used in wireless networks, which are not covered by the E-model algorithm and not included in ITU-T Recommendations G.108 [43], G.108.1 [44], and G.108.2 [45] either. It is emphasized that the speech quality estimation is only made for transmission planning purposes and not for actual perceptual quality prediction, as stated in [27], [31], [35].

The remainder of this paper is structured as follows. Section II provides an overview of the E-model algorithm. The speech codecs used in this work are described in Section III. In Section IV, some wireless channel characteristics are presented. The test scenario implementation is described in Section V. In the next section, the proposed methodology is introduced. Section VII presents the experimental results. Finally, conclusions are derived in the last section.

II. OVERVIEW OF THE E-MODEL ALGORITHM

As stated above, the E-model is a computational model used for network planning purposes. It is used to predict the combined impact of various types of degradation on the speech quality during a phone call conversation, such as environmental noise at end-points, attenuation caused by echo, device attenuation at the transmission and reception points, packet losses, and the average delay time in the transmission network. These degradation phenomena are related to different impairment factors, each having an impact on the global speech quality in a linear additive manner.

The E-model uses a transmission rating scale (R-scale), the ranges of which for NB, WB, and FB are 0-100, 0-129, and 0-148, respectively. In general, the R-scale is defined by:

$$R = R_0 - I_s - I_d - I_e + A$$  (1)

where $R$ is the global quality score. $R_0$ represents an ideal scenario without impairments, with default values of 93.2, 129, and 149 for NB, WB and FB networks, respectively. $I_s$ represents all the impairments that occur simultaneously with the voice. $I_d$ is related to network delays. $I_e$ is known as the equipment impairment factor, and it represents codec impairments [19]. $A$ is the advantage factor; in ITU-T Rec. G.107, $A$ takes, for example, a value of 0 for a wired network and 20 for a satellite connection, and in ITU-T Recommendations G.107.1 and G.107.2, $A$ is equal to 0. Moreover, ITU-T Rec. G.107, G.107.1, and G.107.2 define default values in case one of these impairment factors is unknown.

ITU-T Rec. G.107 introduces a function to convert $R$ values into scores on the 5-point MOS scale. This function is presented in (2).
MOS = \begin{cases} 
1, & R < 0 \\
1 + 0.035R + R(R - 60)(100 - R)(7 \cdot 10^{-6}), & 0 < R < 100 \\
4.5, & R > 100 
\end{cases} 
\tag{2}

It is pointed out that (2) is only used in the NB context; thus, WB and FB signals have to be converted into an NB signal, for instance by using \( \frac{R_{NB}}{R_{WB}} = \frac{R_{WB}}{129} \) and \( \frac{R_{NB}}{R_{FB}} = \frac{R_{FB}}{148} \), for WB and FB signals, respectively.

Because this paper focuses on studying the probability of packet losses, the effective equipment impairment factor relations for NB [27] and WB [31] are presented in (3) and (4), respectively.

\[ I_{e, eff} = I_e + \frac{P_{pl}}{P_{pl/BurstR + B_{pl}}} \tag{3} \]

\[ I_{e, eff, WB} = I_{e, WB} + \frac{P_{pl}}{P_{pl + B_{pl, WB}}} \tag{4} \]

where the variables are the same as those defined in (3) but in the context of WB signals.

In Appendix I of ITU-T Rec. G.113 [46], \( I_e \) and \( B_{pl} \) values for some codecs or codec families are provided. Similarly, in Appendix IV [47], some \( I_{e, WB} \) and \( B_{pl, WB} \) values are reported, and in Appendix V [48] some \( I_{e, FB} \) and \( B_{pl, FB} \) values are also defined.

It is worth noting that ITU-T Rec. P.834 [49] and P.834.1 [50] describe methodologies based on instrumental models to determine \( I_e \) and \( I_{e, WB} \), respectively. Further, ITU-T Rec. P.833 [51] and P.833.1 [52] present methodologies to obtain \( I_e \) and \( I_{e, WB} \), respectively, considering subjective listening quality test results.

### III. Speech codecs used in this work

This section gives a general overview about the two speech codecs utilized in the present work.

#### A. AMR speech codec

The AMR speech codec was initially developed for Global System for Mobile Communications (GSM) networks, and then standardized by the 3GPP [53]. It has been widely used in GSM and Universal Mobile Telecommunication System (UMTS) networks. This codec uses the Algebraic Code Excitation Linear Prediction (ACELP) algorithm, which is a linear predictive coding (LPC) algorithm based on the code-excited linear prediction (CELP) method.

The AMR is an integrated speech coder with eight operation rates from 4.75 kbps to 12.2 kbps, and it is capable of switching its bit rate at each 20 ms speech segment. In addition, it works with a low bit rate of 1.8 kbps if Silence Descriptor (SID) frames are continuously transmitted. In general, it consists of different models, a multirate speech coder, a source-controlled rate scheme, a voice activity detector algorithm, a comfort noise generation system, and an error concealment mechanism in case of lost frames in the transmission channels.

According to [54], each AMR operating mode follows the same frame structure: HEADER, AUXILIARY INFORMATION, and CORE frame as presented in Fig. 1.

![Fig. 1: Generic AMR frame structure.](image)

As can be observed in Fig. 1, the header includes the frame type field that indicates the use of one of the eight AMR codec modes, and the quality indicator field that informs whether the data in the frame contain errors. The auxiliary information contains the mode indication and request type, and the Cyclic Redundancy Check (CRC) fields that are applied in the most sensitive speech segments. The core considers the speech bits, which are subdivided into three classes according to their subjective importance. Class A bits are the most sensitive, and errors in these bits have a significant impact on the speech quality; thus, any error in these bits typically results in a corrupted speech frame, which should not be decoded without applying an error concealment algorithm. Class A bits are protected by a CRC. Class B bits are more sensitive to errors than Class C bits, but decoding of speech frames with errors is possible without any annoying artifacts. The number of bits used in each class depends on the AMR operating mode. Table I presents the main information of each AMR operation mode.
TABLE I: Bit composition of the AMR core frame for each operation mode.

| Frame Type | Operating Mode | Class A | Class B | Class C | Number bits | Bit-rate (kbps) |
|------------|----------------|---------|---------|---------|-------------|----------------|
| 0          | AMR-4.75       | 42      | 53      | 0       | 95          | 4.75           |
| 1          | AMR-5.15       | 49      | 64      | 0       | 103         | 5.15           |
| 2          | AMR-5.90       | 55      | 63      | 0       | 118         | 5.90           |
| 3          | AMR-6.70       | 58      | 76      | 0       | 134         | 6.70           |
| 4          | AMR-7.40       | 61      | 87      | 0       | 148         | 7.40           |
| 5          | AMR-7.95       | 75      | 84      | 0       | 159         | 7.95           |
| 6          | AMR-10.2       | 65      | 99      | 40      | 204         | 10.2           |
| 7          | AMR-12.2       | 81      | 103     | 60      | 244         | 12.2           |

B. AMR-WB speech codec

The AMR-WB codec is specified by the 3GPP in TS26.190 [28], and it is also described in ITU-T Rec. G.722.2 [55]. It is a speech codec with nine source rates from 6.60 kbps to 23.85 kbps, and a low-rate background noise encoding mode. Similar to the AMR codec, AMR-WB is capable of switching its bit rate every 20 ms of speech segment, and it is also based on the ACELP algorithm.

The AMR-WB frame structure of each operating mode is the same as for the AMR codec presented in Fig. 1, and also the number of bits of the header and auxiliary information frames are the same. Because of the different bit rates of each operation mode, their core frame lengths are different. Furthermore, Class C bits are not considered in the AMR-WB codec [54] as can be observed in Table II.

TABLE II: Bit composition of the AMR-WB core frame for each operation mode.

| Frame Type | Class A | Class B | Class C | Number bits | Bit-rate (kbps) |
|------------|---------|---------|---------|-------------|----------------|
| 0          | 54      | 78      | 132     | 6.60        |                |
| 1          | 64      | 113     | 177     | 8.85        |                |
| 2          | 72      | 181     | 181     | 12.65       |                |
| 3          | 72      | 76      | 213     | 14.25       |                |
| 4          | 72      | 87      | 245     | 15.85       |                |
| 5          | 72      | 84      | 293     | 18.25       |                |
| 6          | 72      | 99      | 325     | 19.85       |                |
| 7          | 72      | 103     | 389     | 23.05       |                |
| 8          | 72      | 103     | 405     | 23.85       |                |

The AMR-WB codec uses a sample rate of 16 kHz, offering an improved speech quality in relation to the AMR-NB codec. It is used in current speech communication networks because it achieves a reasonable performance in different network conditions, providing high-quality speech communications. The AMR-WB performance assessment with music signals is only satisfactory at the highest bit rate, according to listening quality tests [56].

IV. WIRELESS CHANNEL CHARACTERISTICS AND MIMO SYSTEMS

To improve the quality of transmission systems, network architecture researchers need to understand the key performance parameters of wireless channels that influence the choice of transmission techniques. Speech quality is a relevant parameter in voice communication systems, and it depends on the transmission channel conditions.

In a wireless communication scenario, usually the end-points of a communication are in different places and have many obstacles between them, such as city environments. Thus, it is probable that there is non-line-of-sight (NLOS) between the sender and the receiver; the communication is established by the scattering of the waves or by diffraction around the objects [57], which in most of the cases are destructive components on the main path component. For instance, an impairment characteristic in wireless channels is fading [58]–[60], which is due to several conditions, such as different signal paths, channel frequency variation, signal power attenuation, and relative movement between sender and receiver. As a consequence, the amplitude and frequency of the transmitted signal varies randomly [61]. There are different stochastic models that are frequently used in the literature, some of them consider that one of the paths is much stronger than others [62], and other models consider that there is no dominant propagation along a line-of-sight (LOS), and the signal spreads around various obstacles until it reaches the receiver [63]. Additive white Gaussian noise (AWGN) channel model is commonly used to represent different background noise of the channel under study, and the noise added by transceiver components at the receiver [64]. The AWGN represents a simpler mathematical model that is useful for gaining insight into the underlying behavior of a communication system, and in general, it is used to test new transmission solutions or network architectures due to its simplicity [65].

In wireless communications, many solutions are used to improve the system performance. MIMO systems provide a cost-effective approach to high-throughput wireless communications. This concept has been studied for a long time to support wireless systems. It was used in many cellular technologies, such as the universal mobile telecommunications system (UMTS)
and high-speed downlink packet access (HSDPA) based third generation of mobile networks (3Gs); LTE and LTE-Advanced (LTE-A) based fourth generation of mobile network (4G); and today, it is a key feature in initial deployments of fifth generation of mobile network (5G) when a large number of antennas are considered.

The significant contributions of MIMO systems are related to the system capacity and transmission robustness. When the objective is to use the MIMO technology in the wireless communication channel to introduce diversity gain for a better transmission performance, a general MIMO architecture could be considered, where the processing of each element of the model is described on a symbol-by-symbol basis. Thus, a general MIMO system depicted in Fig. 2 is mostly characterized by $M_T$ and $M_R$ antennas on the transmitted and receiver sides, respectively.

![MIMO System Model](image)

**Fig. 2:** General MIMO system model with $M_T$ antennas transmitting and $M_R$ antennas receiving.

Considering that each transmitted package is encoded independently and transmitted in different antennas simultaneously, the MIMO system is based on $M_T$ antennas on the transmitted side, and $M_R$ antennas on the receiver side. The system could be modeled by:

$$y = Hx + n$$

where the packets transmitted by $M_T$ are denoted by a vector column $x \in \mathbb{C}^{M_T \times 1}$ with elements $x_i$, where $i = 0, \cdots, M_T$, and the received packets are also denoted by a vector $y \in \mathbb{C}^{M_R \times 1}$ with elements $y_j$, where $j = 0, \cdots, M_R$. It is also important to mention that each stream of data is allocated to the same power $P_x = \bar{P}/M_T$ and $\bar{P}$ is the total transmit power over all the transmit antennas. The packets are subjected to the adverse effects of the propagation channel $H \in \mathbb{C}^{M_R \times M_T}$, and the additive noise at the receiver is modeled by $n \in \mathbb{C}^{M_R \times 1}$.

The design of a MIMO strategy is directly related to the knowledge about this channel, this information being defined as channel state information (CSI). However, when the CSI is not available, the second-order statistics and long-term properties of the channel are considered. This availability is also an important aspect when choosing the MIMO scheme.

To encode the signals that will be transmitted via MIMO systems, there are different proposed encode algorithms. Some of these algorithms are the Block Layered Space-Time (BLAST) [66], Space-Time Trellis Codes (STTCs) [67, 68], Space-Time Block Codes (STBCs) [69], Unitary Space-Time Codes [70] among others. Orthogonal STBCs (OSTBC) [71] admits a simplified decoding at the receiver side. The MIMO performance, and as a consequence the transmission quality, depends on the implemented encode algorithm. The OSTBC system only needs the CSI at the reception side, and it also has a low spatial correlation allowing the system to be more robust against fading degradation.

**V. TEST SCENARIO IMPLEMENTATION**

In the case of a wireless network, the transmission and reception systems use different techniques from those used in wireline networks, and determination of their impact on the transmission quality can be useful for network operators and transmission planners. Fig. 3 presents a basic high-level representation of some techniques used in the transmitter and receiver of a wireless communication system.

![Test Scenario Implementation](image)

**Fig. 3:** High-level representation of some techniques used in wireless communication systems.

Modulation schemes play an important role in wireless communication systems; for example, depending on the modulation scheme used in the transmission system, different data rates can be achieved, and each scheme has a different response at a specific channel background noise level. This can be observed in the packet loss rate obtained by each modulation scheme under the same transmission channel conditions.
There are various approaches to implement diversity. There are three main types of diversity: time diversity, frequency diversity and space diversity. Diversity over time can be obtained by coding and interleaving; the information is coded and dispersed over time in different coherence periods with the objective that each segment of the information suffers independent fades. Similarly, the frequency diversity can be applied if the channel is frequency-selective. A solution to enhance the communication performance is to establish multiple signal paths, each of which fades independently, making sure that reliable communication is possible achieved as long as one of the paths is strong enough. In general, the diversity techniques transmit the information in different transmission channel conditions, with the aim of decreasing the data error rate at the receiver [72].

Space diversity is implemented in a channel with multiple transmit or receive antennas. Because diversity techniques provide important advantages, a wireless communication system typically uses several types of diversity [72]. A MIMO system defined in (5) is an example of a space diversity technique that is commonly adopted and used in wireless transmission systems.

In order to study the impact of wireless channel degradation on speech quality, a wireless network simulator was built considering each element described above. The block diagram of the implemented test scenario is presented in Fig. 4. In the test scenario, test signals extracted from Annex C of ITU-T Recommendation P.501 [73] were used, which are originally FB speech sequences with a sampling frequency of 48 kHz. In all samples, the amount of active speech is greater than 3.0 s as recommended in [74]. As our focus is to evaluate the NB and WB scenarios, two band-pass filters [75] were applied to the original signals. Further, the speech level was equalized to −26 dBov using [76], and a down-sampling process was applied to obtain a sampling rate of 16 kHz. In our simulation tests, four unimpaired speech files were considered (two male and two female speakers).

In the tests, the AMR-WB codec was considered because it is the most commonly used one in current 4G networks, and the AMR codec is used in existing 2G and 3G networks.

As presented in Fig. 1, the AMR-WB header includes the FQI field, which indicates if the data in the frame contain errors, and its status can be used by error concealment algorithms implemented in the decoder. In the test scenarios, the FQI value was determined by using the information given by the CRC code implemented in the AMR and AMR-WB codecs.

It is noteworthy that the CRC implementation is not available in [53] and [28]. In order to quantify the actual $P_{pl}$ value in each simulation, a CRC code was implemented following the instructions given in [77] and [54] for AMR and AMR-WB, respectively. It is pointed out that the CRC code is computed only considering Class A bits. Moreover, the output bits of the AMR and AMR-WB codecs are ordered according to their subjective importance, which is useful for error protection purposes. The AMR and AMR-WB core frame bit distributions are introduced in Annex B of [77] and [54], respectively.

The modulation schemes used in the test scenarios are BPSK, QPSK, and QAM (QAM-16, QAM-32, QAM-64 and QAM-256). The PSK and QAM modulation schemes are used in the subcarriers of the OFDM.

In the implemented MIMO system, the signal can be transmitted and received by one to four antennas. In the test scenarios, the MIMO antenna configurations $(M_T, M_R)$, $2 \times 2$, $3 \times 3$, and $4 \times 4$ as well as the Single-Input-Single-Output (SISO) were applied. The MIMO system uses the Orthogonal Space-Time Block Code (OSTBC) encoder. The OSTBC maps the symbols coming from previous phases in the transmitter in order to generate temporal vectors containing the symbols that will be sent by each of the antennas. At the receiver, the OSTBC combines the received signals by all the antennas to extract the information from the symbols encoded in the transmitter [78].
The transmission channel block corresponds to the AWGN channel model, in which different noise intensities are applied. In order to restrict the number of simulation scenarios, the AWGN was configured using SNR values from 0 dB to 30 dB, with steps of 1 dB. Thus, in this work, the channel model is only represented by an SNR value. At the reception side, the signals are demodulated and decoded.

Finally, the resulting impaired speech files were up-sampled to 48 kHz and then evaluated by the P.863 algorithm, thereby obtaining a MOS value for each test scenario. It is important to note that the filters applied in the original FB signals [74], [75] avoided any aliasing effect; thus, the sampling rate conversion did not present an audible degradation impact on speech quality.

VI. PROPOSED METHODOLOGY THAT PERMITS THE USE OF WIRELESS NETWORK PARAMETERS INTO THE E-MODEL ALGORITHM

The high-level representation of the proposed methodology to incorporate wireless networks parameters into the E-model algorithm is presented in Fig. 5.

As can be observed in Fig. 5, the proposed methodology aims at determining an estimated $P_{pl}$ ($P_{pl}'$) parameter using only wireless network information. Thus, it only has an impact on the $I_{e,eff}$ impairment factor, while other E-model variables are not affected.

Firstly, in order to determine the impact of the speech codec on the $P_{pl}$ values, two different operation modes of the AMR and AMR-WB speech codecs were used in the test scenario under the same wireless channel conditions, specifically an AWGN channel model with different SNR intensities from 0 dB to 30 dB. In addition to the SISO scenario, three MIMO antenna configurations were used. To obtain more representative results, each network scenario was run for 60 times. Thus, it is possible to observe the $P_{pl}$ values for each speech codec. Fig. 6 shows the experimental results for the AMR modes 4 and 7 and the AMR-WB modes 2 and 8, in combination with the QPSK modulation scheme.

![Fig. 5: High-level representation of the proposed method.](image)

![Fig. 6: Evaluation of the AMR (AMR-NB) and AMR-WB speech codecs under different wireless channel conditions considering the Ppl parameter and using the QPSK modulation.](image)
In this initial test, a large range of $P_{pl}$ values were considered, but according to ITU-T Rec. G.107, the permitted range of random $P_{pl}$ is from 0 to 20% (dashed horizontal line in Fig. 6), which is closer to actual network conditions. Fig. 6 shows that the distribution of $P_{pl}$ values is almost the same for every speech codec. Thus, it can be concluded that $P_{pl}$ depends mainly on the transmission channel conditions and the MIMO antenna system configuration.

In the case of wireless transmission, the $P_{pl}$ can be estimated by a function $f$, which depends on one or more parameters of the implemented diversity technique, modulation scheme, and wireless channel model. Then, in a general wireless context, $P_{pl}'$ is defined as

$$P_{pl}' = f(D_t, M_s, W_c)$$  \hspace{1cm} (6)

where $P_{pl}'$ is the estimated $P_{pl}$ value, $D_t$ represents the parameters of the diversity technique, $M_s$ corresponds to the modulation scheme type, and $W_c$ represents the wireless channel parameter set.

Then, for a wireless network, the estimated $I'_{e,eff}$ for NB networks can be determined by

$$I'_{e,eff} = I_e + (95 - I_e) \frac{f(D_t, M_s, W_c)}{f(D_t, M_s, W_c)/BurstR + Bpl}$$  \hspace{1cm} (7)

Furthermore, for WB networks, the $I'_{e,eff, WB}$ can be calculated by

$$I'_{e,eff, WB} = I_e, WB + (95 - I_e, WB) \frac{f(D_t, M_s, W_c)}{f(D_t, M_s, W_c) + Bpl, WB}$$  \hspace{1cm} (8)

Later, by using (7) and (8) and the remaining impairment factors of the corresponding E-model algorithm, the R-score can be determined. As stated before, the $I_e$ and $Bpl$ values for NB codecs are taken from Appendix I of ITU-T Rec. G.113 [46], and Appendix IV [47] of the same recommendation provides the $I_e, WB$ and $Bpl, WB$ values. Thus, it is possible to estimate quantitatively, using the R-scale, the effect of any wireless network parameter on the speech quality.

For example, if the $D_t$ is a MIMO system, in which the evaluated parameters are only the number of transmission ($nTx$) and reception ($mRx$) antennas, the $W_c$ model is AWGN, whose background noise is only represented by SNR (dB), and finally, the $M_s$ is QPSK; thus, the $P_{pl}'$ can be determined by $P_{pl}' = f((nTx, mRx), QPSK, SNR)$.

Next, numerical values of the $P_{pl}$ parameter for each wireless network condition need to be obtained. To accomplish this objective, experimental tests are required. Thus, a network scenario has to be implemented, in which each of the network parameters can be controlled, and the actual $P_{pl}$ values can be determined. In this study, the network scenario introduced in Fig. 4 is used. Further, the implemented test scenario has to be validated to guarantee the accuracy of the obtained $P_{pl}$ values. For example, the resulting impaired speech samples of each scenario can be evaluated by instrumental methods, such as the algorithm described in ITU-T Recommendation P.863, or subjective tests to obtain speech quality scores. On the other hand, the NB or WB E-model algorithm can be used considering the network parameters, including $P_{pl}$ values, to obtain the R-scores. Then, a high correlation between both of those results should be obtained.

In order not to restrict $P_{pl}'$ to only the SNR values used in the experimental test scenarios, the function to fit the $P_{pl}'$ results, introduced in (6), is determined and used for planning purposes. For instance, in the case of a MIMO system, it will be possible to estimate the $P_{pl}'$ value for each MIMO antenna configuration; thus, the speech quality can be estimated by using the corresponding E-model algorithm.

VII. EXPERIMENTAL EVALUATION AND RESULTS

In this section, the validation of test scenario results, the proposed function to determine $P_{pl}'$ values, and the performance of the proposed methodology using subjective tests are treated. At the end of this section final discussions are described.

A. Test scenario validation

In order to test different network conditions, several test scenarios were implemented, considering different $M_s$ and MIMO antenna configurations. Table III presents the configuration parameters used in each test scenario.

| Network Parameter | Description |
|-------------------|-------------|
| $M_s$             | BPSK, QPSK, QAM (16, 32, 64, 256) |
| $D_t$ (Antenna configuration) | $(1 \times 1), (2 \times 2), (3 \times 3), and(4 \times 4)$ |
| $W_c$ (SNR)       | 0, 1, 2 ... 28, 29, 30 (dB) |
| Speech Codec      | AMR (modes: 4, 7) and AMR-WB (modes: 2, 8) |
From Table III, a total of 2,976 different test network scenarios can be computed (6 $M_s$, 31 channel degradation, 4 speech codecs, and 4 antenna configurations). An SNR range from 0 dB to 30 dB was chosen to guarantee that all network configurations used in test scenarios permit to reach the highest and lowest speech quality scores, for example, to reach a maximum quality score, using $M_s$ = QAM-256, SNR values close to 30 dB are necessary. In addition, to have more representative results of each scenario, 4 unimpaired speech samples (two male and two female speakers) were used as input, and each scenario was simulated for 60 times. Thus, a total of 714,240 impaired speech samples were created from all the test scenarios.

As the first step, the test scenario performance validation was evaluated only with respect to an SISO implementation $[D_t; (1 \times 1)]$, and considering all possible variations of the remaining parameters described in Table III. This validation was performed using two objective measures, the ITU-T Rec. P.863 results and E-model scores. To this end, the actual $P_{pl}$ value was determined in each test scenario by using the CRC code implementation [50]. The R-score quality was determined by using (3) for the NB scenarios or (4) for the WB scenarios, and then (1). Later, these R-scores were converted to the 5-point MOS scale using (2), and then they are compared with the ITU-T Rec. P.863 results. Fig. 7 shows the performance results of the AMR-WB speech codec mode 8 and considering a SISO implementation.

![Fig. 7: Performance validation of the implemented test scenario using AMR-WB with mode operation 8 and a SISO configuration.](image)

Based on the results obtained by the E-model and P.863 algorithms presented in Fig. 7, the Pearson correlation coefficients (PCC) and the root mean squared error (RMSE) are determined, reaching 0.982 and 0.168, respectively. It can also be observed that the values computed using the E-model algorithm are slightly lower than those reached by ITU-T Rec. P.863, which is recommendable for planning purposes because network planners can provide more resources to guarantee an acceptable transmission quality. Similarly, the other speech codecs were evaluated, and the results are presented in Table IV.

| Speech codec - Mode | PCC   | RMSE  |
|---------------------|-------|-------|
| AMR Mode 4          | 0.981 | 0.195 |
| AMR Mode 7          | 0.975 | 0.156 |
| AMR-WB Mode 2       | 0.979 | 0.173 |
| AMR-WB Mode 8       | 0.982 | 0.168 |

It is emphasized that the results presented in Table IV show that the CRC code implementation to determine the actual $P_{pl}$ values is highly reliable.

**B. Performance validation of the proposed function to determine $P_{pl}'$ values**

For simplicity and better explanation of the results, only a case study that corresponds to a specific network configuration was used to present the results obtained by the proposed methodology. This configuration considers the SISO and the MIMO antenna set ($nT_x$, $mR_x$) equal to (2,2), (3,3), and (4,4); the encode MIMO algorithm is OSTBC; the modulation scheme is QPSK; the transmission channel is AWGN; and the $P_{pl}$ values is limited to 20%. Fig. 8 presents the results for these specific test scenarios. Note that these results correspond to all speech codecs and their mode operations presented in Table III.

![Image showing the function $f$ introduced in (6) was determined. This function was used to calculate the estimated $P_{pl}$ ($P_{pl}'$). Different mathematical relations were tested, and the function that best fits the results for each MIMO antenna configuration was the power function, as presented in](image)
Fig. 8: Ppl values (%) for $M_s = \text{QPSK}$ using a SISO and three MIMO antenna configurations.

\[
Ppl' = aSNR^b + c
\]  
(9)

where $a$, $b$, and $c$ are the coefficients of the power function, and SNR is expressed in dB.

Table V presents the coefficient values of $a$, $b$, and $c$ introduced in (9) for each MIMO antenna configuration.

**TABLE V: Coefficient values of the function used to determine $Ppl'$ using QPSK.**

| $M_s$   | $(nT_x, mR_x)$ | $a$       | $b$       | $c$       |
|---------|----------------|-----------|-----------|-----------|
| QPSK    | (1,1)          | 8395×10^6 | -11.2     | -0.0004646 |
| QPSK    | (2,2)          | 43900     | -6.434    | -0.0001633 |
| QPSK    | (3,3)          | 60.61     | -3.651    | -0.0009027 |
| QPSK    | (4,4)          | 12.12     | -3.722    | -0.0002535 |

Fig. 9 depicts the $Ppl'$ results obtained by using (9) and applying the values of the constants $a$, $b$, and $c$ presented in Table V. In this same figure the $Ppl$ values are also presented for comparison purposes.

The coefficient of determination ($R^2$) and the RMSE are used as the performance metrics to determine the performance validation results of (9) for each antenna set configuration $(nTx, mRx)$. Thus, the $R^2$ and the RMSE are calculated considering the $Ppl$ and $Ppl'$ values, and they are presented in Table VI.

It can be observed from Table VI that the proposed function presented in (9) to calculate $Ppl'$ values reached $R^2$ scores higher than 0.996, and RMSE scores lower than 0.0063 in relation to actual $Ppl$ values, in all the antenna set configurations. With these reliable results, the next step is to use $Ppl'$ into the appropriated E-model algorithm, called E-model ($Ppl'$).

### C. Performance comparison results between the E-model ($Ppl'$) and the E-model ($Ppl$)

The relation (9) is used to estimate the $I_{e,eff}$ and $I_{e,eff,WB}$. To accomplish this task, the parameters $I_e$ and $Bpl$ for NB and WB context of each speech codec mode operation need to be known. Once the $I_{e,eff}$ and $I_{e,eff,WB}$ values are estimated, the R-scores are predicted using the appropriated E-model ($Ppl'$). For instance, if the AMR-WB speech codec mode 2 is evaluated, the $I_{e,WB}$ and $Bpl_{WB}$ values from [47], and the coefficient values from Table V are considered. Then, the estimated $I_{e,eff,WB}$ – denoted as $I_{e,eff,WB}'$ – is obtained by the following relation:
TABLE VI: Performance validation results of the function used to determine \( Ppl' \) in relation to actual \( Ppl \) for each antenna set configuration.

|                | \((nT_x, mR_x)\) | \(R^2\) | RMSE       |
|----------------|------------------|---------|------------|
| SISO(1,1)      | 0.9985           | 0.001554|            |
| MIMO(2,2)      | 0.9963           | 0.002394|            |
| MIMO(3,3)      | 0.9973           | 0.002069|            |
| MIMO(4,4)      | 0.9964           | 0.006245|            |

Later, the R-score can be calculated using (1) in WB context. For performance evaluation, the results obtained by the WB E-model using both the \( Ppl \) and the \( Ppl' \) values using (9) are compared. The performance assessment of the AMR-WB mode 2 for the four antenna configurations used in the tests reached a PCC and an RMSE of 0.9846 and 2.0841, respectively. These results demonstrate that the estimated R-scores based on \( Ppl' \) and the actual R-scores are highly correlated; therefore, the proposed methodology works properly if the speech codec information is available.

The same procedure to compute R-scores was applied to the rest of the speech codec modes using the appropriated E-model algorithm. In the case of AMR mode 4, the \( Bpl \) value reported in [79] is considered, because it is not available in [46]. The performance results regarding the comparison between the E-model (\( Ppl' \)), and the E-model (\( Ppl \)) are presented in Table VII. Note that these results correspond to all the antenna set configurations and the QPSK modulation scheme.

TABLE VII: Performance validation results of the E-model (\( Ppl' \)) in relation to the E-model (\( Ppl \)) considering all the antenna set configurations and each speech codec mode.

| \(M_s\) | Speech codec | PCC  | RMSE   |
|--------|--------------|------|--------|
| QPSK   | AMR Mode 4   | 0.9795| 2.4453 |
| QPSK   | AMR Mode 7   | 0.9871| 2.7822 |
| QPSK   | AMR-WB Mode 2| 0.9846| 2.6841 |
| QPSK   | AMR-WB Mode 8| 0.9764| 2.1594 |

As can be observed from Table VII, the E-model (\( Ppl' \)) results are reliable. Hence, if the MIMO configuration, the wireless channel conditions, the speech codec parameters, and the modulation scheme are known, the R-score can be estimated following our proposed methodology. To this end, only the \( I_{e,eff} \) or \( I_{e,eff,WB} \) is considered, the remaining of E-model parameters are not modified by our proposal.

The same methodology presented in this case study using QPSK modulation was applied to the other modulation schemes. The coefficient values introduced in (9) that correspond to each \( M_s \) and their performance validation results are presented in the appendix of this document.

D. Global performance assessment of the proposed methodology through subjective tests

Finally, subjective tests of speech quality assessment were carried out in a controlled laboratory environment. These tests were needed because the parameters related to wireless networks are not addressed in the current E-model algorithms, and the proposed methodology had to be exhaustively tested. To this end, a total of 640 impaired speech samples were used in
the listening audio quality tests. These speech samples were chosen from the ones generated by using the network parameters presented in Table III; thus, for each sample, the network scenario configuration and the MOS values given by the ITU-T Tec. P.863 are known.

In order to have a test material containing speech samples with different perceptual quality levels, a homogeneous distribution according to the quality score was done, using the 5-point MOS scale. Thus, the MOS given by ITU-T Rec. P.863 were used to distribute the samples. Furthermore, all the parameters presented in Table III were used and evenly distributed. In the subjective tests, a total of 104 subjects participated, including 45 females and 59 males, aged between 18 and 56 years. They were volunteers, did not receive any financial compensation, and none of them reported any hearing problem or experience in the speech quality assessment task. The tests were conducted according to the Absolute Category Rating (ACR) method described in ITU-T Rec. P.800 [5] during a period of 11 weeks, and in this period, the test room and audio equipment were kept constant. Each assessment test was performed individually. An instruction session was performed before the tests, in which the volunteer hears two extra speech samples, and the experiment process was explained. Each audio sample received at least 15 scores by the assessors and the scores were averaged to calculate the MOS value. In average, each volunteer scored 93 samples. The speech quality scores obtained on the subjective tests considering two separate groups, male and female speakers, did not present significant average score differences in relation to the score obtained using both gender groups. The coefficient of variation was lower than 1.04% in each gender group, therefore, an influence of speaker gender was not identified. Also, different configuration parameters are used in each test scenario, which are modeled using (9) to obtain $P_{pl'}$, thus, each parameter has a specific impact on the R-score predictions.

Based on the subjective test results, the proposed methodology performance was evaluated. As stated before, for each sample, the network scenario configuration was known, from which $P_{pl}$ and $P_{pl'}$ values were determined. In Fig. 10, the E-model results converted to the 5-point scale are plotted versus the subjective test results (MOS) in a correlation diagram. A confidence interval of 95% is depicted bounded by red lines.

![Fig. 10: Correlation diagrams between MOS values and the results obtained by the E-model ($P_{pl'}$) and the E-model ($P_{pl}$).](image)

As depicted in Fig. 10, the correlation results between MOS values and the results given by the E-model using $P_{pl'}$ and $P_{pl}$ are similar, with only few outliers. These similar results are expected because of the high correlation between $P_{pl}$ and $P_{pl'}$ as shown in Table VI, and Table X presented in the appendix. The PCC and RMSE values between subjective results and E-model predictions are presented in Table VIII.

|                      | PCC      | RMSE     |
|----------------------|----------|----------|
| E-model ($P_{pl'}$) vs Subjective tests (MOS) | 0.9732   | 0.2351   |
| E-model ($P_{pl}$) vs Subjective tests (MOS)   | 0.9761   | 0.2282   |

As can be observed from Table VIII, the proposed methodology using the E-model with $P_{pl'}$ reached reliable results; therefore, wireless network parameters could be used for planning purposes that consider speech quality predictions. It is worth mentioning that other wireless network parameters can be included to calculate $P_{pl'}$ and R-scores using the proposed methodology.

E. Final discussions

Relevant points about the scope and limitations of the proposed methodology are described below:

- In principle, the proposed methodology can be applied to the FB E-model, because it is only based on the $P_{pl'}$ used in the equipment impairment factor. However, before extending our methodology to FB networks, the FB E-model needs to
be tested in more network scenarios such as those used in the NB and WB E-model versions. It is important to note that currently the FB E-model is only recommended for a specific packet loss model [35].

- In this work, the AWGN channel model was used, represented by the SNR values, but other parameters of different transmission channel models can be used to determine a function to predict $P_{pl}'$ values.
- In the test scenario, a MIMO system with specific characteristics was implemented and evaluated. However, the proposed methodology is agnostic of the technology used, it only considers the $P_{pl}$ values. Therefore, different MIMO configurations, $Ms$ or other techniques used in mobile wireless networks can be considered in the proposed methodology. Hence, our proposal can be applied in wireless network planning to estimate speech quality.
- Experimental tests were performed using only speech signals. Therefore, signals different from speech, such as music, are out of the scope of this work.

VIII. Conclusion

This work introduced a network simulator that uses different AMR and AMR-WB mode operations, modulation schemes, and channel degradation. With the simulator, it is also possible to determine the actual $P_{pl}$ values. As first step, the test scenario performance was evaluated using ITU-T Rec. P.863 results as a reference because of the high number of speech samples. Preliminary test results show that in the presence of wireless channel degradation, different antenna arrays of MIMO systems directly impact on the transmission quality in different wireless channel conditions, and this impact can be measured using the number of packet losses. In this context, a novel methodology was proposed to quantitatively determine how the transmission channel and the MIMO system impact on the prediction of R-scores, which is quantified in terms of the proposed $P_{pl}'$ using (6). Further, the modulation scheme is a relevant factor to determine degradation characteristics, and therefore, the proposed methodology to determine $P_{pl}'$ takes it into consideration. Several scenarios were compared, in which the E-model uses the actual $P_{pl}$ and $P_{pl}'$, and both results in each scenario reached a high correlation. Finally, performance validation results obtained in subjective tests showed that the proposed methodology based on the $P_{pl}'$ parameter of the E-model algorithms permits the estimation of confident R-scores, reaching a PCC and an RMSE of 0.9732, 0.2351, respectively. It is noteworthy that other E-model algorithm inputs are not affected. Furthermore, our proposed methodology can be applied to other techniques used in wireless networks. Thus, the E-model algorithms will be useful to predict speech quality in wireless networks.

Appendix

In this appendix, the results of test scenarios that were not treated in the previous sections are presented. In these test scenarios, the BPSK, QAM-16, QAM-32, QAM-64, and QAM-256 modulation schemes were implemented.

Table IX provides the coefficient values of the function used to determine $P_{pl}'$ parameter introduced in (10) using BPSK, QAM-16, QAM-32, QAM-64, and QAM-256 modulation schemes.

Table X presents the performance validation results of the function defined in (10) using the coefficients presented in Table IX for BPSK, QAM-16, QAM-32, QAM-64, and QAM-256 modulation schemes.

Table XI shows the performance validation results obtained by the appropriate E-model algorithm and using the actual $P_{pl}$ and the estimated $P_{pl}$ ($P_{pl}'$), considering values corresponding to all antenna set configurations for each speech codec mode operation and using BPSK, QAM-16, QAM-32, QAM-64, and QAM-256 modulation schemes. For NB context, the BurstR parameter introduced in (8) is considered equal to 1 because the packet loss in the network scenarios is random.
TABLE IX: Coefficient values of the proposed function \((Ppl' = aSNR^b + c)\) used to determine \(Ppl'\) for different \(M_s\).

| \(M_s\) | \((nT_x, mR_x)\) | \(a\)     | \(b\)     | \(c\)     |
|--------|----------------|----------|----------|----------|
| BPSK   | (1,1)          | 1019     | -5.002   | -0.002132|
| BPSK   | (2,2)          | 90.26    | -4.357   | -0.001042|
| BPSK   | (3,3)          | 0.1684   | -1.757   | -0.0009269|
| BPSK   | (4,4)          | 0.3692   | -3.25    | -0.0000511|
| QAM-16 | (1,1)          | 1.241 \times 10^{16} | -14.19 | 0 |
| QAM-16 | (2,2)          | 2.04 \times 10^8 | -7.805 | -0.0025011|
| QAM-16 | (3,3)          | 3.751 \times 14 | -14.66 | -0.0000017|
| QAM-16 | (4,4)          | 4.624 \times 10^7 | -8.614 | -0.0002708|
| QAM-32 | (1,1)          | 2.898 \times 10^{20} | -1.78 | -0.000001|
| QAM-32 | (2,2)          | 6.607 \times 10^7 | -7.132 | -0.009703|
| QAM-32 | (3,3)          | 3.725 \times 10^{10} | -9.859 | 0 |
| QAM-32 | (4,4)          | 1.142 v 10^{15} | -14.51 | 0 |
| QAM-64 | (1,1)          | 7.08 \times 10^{33} | -25.91 | 0 |
| QAM-64 | (2,2)          | 2.756 \times 10^{30} | -24.09 | -0.0000013|
| QAM-64 | (3,3)          | 5.403 \times 10^{27} | -23.23 | 0 |
| QAM-64 | (4,4)          | 1.043 \times 10^{10} | -9.116 | -0.002523|
| QAM-256 | (1,1)       | 5.922 \times 10^{25} | -18.52 | 0 |
| QAM-256 | (2,2)        | 3.302 \times 10^{17} | -13.05 | 0 |
| QAM-256 | (3,3)        | 5.465 \times 10^{22} | -17.32 | -0.0000012|
| QAM-256 | (4,4)        | 2.975 \times 10^{23} | -18.28 | 0 |
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